Abstract. The purpose of this paper is to present a convergence analysis of least change secant methods in which part of the derivative matrix being approximated is computed by other means. many readers might feel that it is easier to understand. The theorems here readily imply local and q-superlinear convergence of all the standard methods in addition to proving these results for the first time for the sparse symmetric method of Marwil and Toint and the nonlinear least-squares method of DennisGay-Welsch.
1. Introduction. The methods of interest in this paper are iterative methods for solving (1.1) F(x) 0, in the case when the complete computation of F' is infeasible. In these methods it is assumed that, after k iterations, Xk, F(Xk), and a nonsingular matrix Bk are available. The next iterate Xk/l is chosen with the use of Sk, the quasi-Newton step defined by BkSk --F(Xk). The goal is to be able, eventually, to take Xk/l Xk + Sk, and to this end one wishes to choose Bk/l to look as much like F'(Xk/l) as is feasible. Often, in practice, F'(xk/1) is partially available either from some special purpose approximation method or from actual evaluation of partial derivatives. Thus we consider approximations of the form (1.2) F'(xk+l) Bk+l C(x/+l) q-Ak+l, where C(Xk+) is a "computed part" of F'(x/) determined by a function C from to In", the space of real n x n matrices, and where Ak/l is an "approximated part" of F'(Xk/l) chosen to look asmuch like [F'(Xk+I)--C(Xk/I)] as is feasible.
Throughout this paper we need the following conditions on F and C. The standard hypothesis on F and C. Let F be differentiable in an open convex neighborhood f of a point x, e n for which F(x.)=0, and let 3' =>0, 3 In the next section, we introduce an interesting and important example, which we use for illustrative purposes in the sequel, in which (1.2) is a very natural form for Bk/ to take. A particular approach to choosing Ak/l, whi6h we review below, is fundamental to the methods considered here.
In choosing Ak/l, it is reasonable to make use of currently available information about [F'(Xk/1) C (Xk/1)]. Information which is characteristically used in determining den's method [3] , [7] , [12] results when s4 N"n, and the Powell symmetric Broyden (PSB) method [24] , [7] , [12] results when s4 is the subspace of symmetric matrices in N"". If s4 is some subspace of sparse matrices, then the resulting method is the Schubert or sparse Broyden method [27] , [6] , [21] . If the matrices in s4 are further restricted to be symmetric as well as sparse, then one obtains the sparse symmetric update methods of Marwil [21] and Toint [32] . (See [14] for proofs.)
In addition to the Frobenius norm, other norms on N n are of interest when there is some natural scaling associated with the problem (1.1). For example when F' is positive-definite and symmetric at a solution x, of (1.1), then a choice of a factorization F'(x,)=J,J suggests a problem /()---J F(j,T-2)=0 induced by the scaling 2 T J,x, which has the desirable property that F'(2,) =/, where 2, Jx,. To further illustrate the desirable properties of this scaling, consider the problem of minimizing a nonlinear functional f" Nn N, in which one seeks to solve F(x) Vf(x) 0. In this case, the assumption that F'(x,) is positive definite and symmetric is reasonable, and the scaling yields a variable space for which the contour curves of the quadratic approximation of f at x, are circular. Of course, the matrix F'(x,) which determines the ideal scaling is unknown in practice. Nevertheless, one can exploit the existence of a natural scaling in iterative procedures for solving (1.1 IIMIl:w-tr {Jr-J-IMJT-tJ-MTI IIJ-XMJr-ll= for M e N"". A useful conceptual way to view this relation is as IIMII I1 11, where --1 T By a fixed-scale least-change secant update method, we mean a method in which each successive Ak+ is a least-change secant update of its predecessor Ak and in which the same inner-product norm on " is chosen at every iteration. Examples of methods of this type are those named above. There is a more general class of methods which we call (iteratively) rescaled least-change secant update methods. In these methods, the problem (1.1) is assumed to have an associated unknown natural scaling, and the norm on "" used to determine each least-change secant update is itself updated at each iteration to reflect current information about the natural scaling. Examples of rescaled least-change secant update methods are a single-rank update method due to Pearson [23] , [7] , which is obtained with "", and the Davidon-Fletcher-Powell (DFP) method [8] , [17] , [7] , [12] , in which is the subspace of symmetric matrices in ,n.
In both of these methods, C(x)O, Yk =F(Xk+l)--F(Xk), and [3] , in which 4 -R"", and a method of Greenstadt [19] in which M is the subspace of symmetric matrices in "". These methods have been found in practice to be generally less successful than their respective least-change secant update counterparts, namely, the usual Broyden's method and the PSB method.
There are also (iteratively) rescaled least-change inverse-secant update methods, in which the problem (1.1) is assumed to have an associated ideal scaling and the norm on R"" used to determine least-change inverse-secant updates is updated at each iteration to reflect current information about the ideal scaling. Examples of such methods, in which C(x)=-O, Yk --F(Xk/)--F(Xk) and Wk Sk, are a single-rank update method due to G. McCormick (see Pearson [23] ), obtained by taking 4 -"", and the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method [4] , [5] , [16] , [18] , [28] , [12], [26] , which results when 4 is the subspace of symmetric matrices in "". In both of these methods, the norm on R"" after k iterations is taken to be weighted Frobenius norm I1' []w, where W is a positive-definite, symmetric matrix satisfying Wyk Sk (SO again, g ).
We strongly suspect that the partially computed rescaled least-change inversesecant update methods may turn out to be valuable new tools for dealing with problems in which C(x) is not only feasible to compute, but for which C(xk)s =--F(Xk) is more desirable to solve than (C(xg)+Ag)s----F(Xk), where C and A take their meaning from (1.2). We will suggest such a case in 5. In this paper, we exploit the projections and associated techniques used by Dennis and $chnabel [14] in deriving least-change secant updates in order to make general convergence statements for methods using such updates. The results offered here unify, simplify and extend previously known local convergence results for such methods [7] .
Furthermore, the focus on the role of orthogonal projections onto approximating subspaces, in the proofs of these results, seems better in keeping with the philosophy of least-change secant updates than approaches taken in proofs of previous results.
In properly then local superlinear convergence is assured not only for the methods named above but also for a broad range of variations of those methods in which C is not zero.
Examples of such variations are the nonlinear least-squares algorithms of Dennis-GayWelsch [13] , which we draw upon in the following for illustrative purposes, and the Hessian approximation for the augmented Lagrangian exploited by Tapia [31] .
Fundamental to our analysis are certain results concerning the local convergence of general quasi-Newton iterations of the form Xk/ Xk--B-F(Xk) CONVERGENCE OF LEAST-CHANGE SECANT UPDATE METHODS 953 for solving (1.1). These results are generalizations of the bounded deterioration theorems of Broyden-Dennis-Mor6 [7] and of the characterization of superlinear convergence given by Dennis and Mor6 [11] . We feel that they are interesting and attractive in their own right, and we have accordingly separated them in an appendix which is essentially independent of the main body of the paper. Unless indicated otherwise, our convention throughout this paper is that the projection which is orthogonal with respect to a given inner-product norm and which maps onto a given affine subspace is denoted by "P", with the subspace or affine subspace indicated as a subscript. The projection orthogonal to this projection is indicated by a superscript "_t_". Thus P and P are the orthogonal projections onto and , respectively, while P I-P and P I-P. For questions concerning orthogonal projections in inner-product spaces see Halmos [20] .
In the case I1" I1" I1 and A t, the following expression is given in [14] (s, ) is the sum of the first two terms on the right-hand side of (2.11) .
At this point, we wish to introduce an example. Although the example is given here for the specific purpose of showing how formula (2.11) can be applied, we refer to it for illustrative purposes throughout the remainder of the paper. The reader is almost certainly acquainted with the very important nonlinear least-squares problem [9] , [10] , which can be viewed as (2.12)
In this case for f(x)= 1/2R (x)TR (x), the system of equations to be solved is
and the associated derivative matrix is (2.13)
where R(x)= (R(x),... ,R,(x)) T. It is usual to assume that R'(x) is available either analytically or from finite differences but that the component Hessians V2Ri(x) are not. Hence (1.2) for this case has C(Xk+I)'-R'(xk+I)TR'(xk+I), and Ak+ is an
A reasonable set of approximators for this case is s If we take II" , then the update formula for A s resulting from (2.11) is a Powell symmetric Broyden augmentation [1] , [9] , [13] of the Gauss-Newton Hessian R'(x+)TR'(x+). To obtain it, we note that since The steps of this verification are as follows. For each operator and subspace in question: (1) show that the operator is an idempotent which is self-adjoint in the Frobenius inner product; (2) show that the range of the operator is contained in the subspace; and (3) show that the operator acts as the identity on the subspace. Since A s , (2.15) Later, we derive the analogous DFP update formula for A+, which works better in practice than (2.20) (see [13] ). This completes the discussion of the example for the present.
Elements of M (M, ) play an important role in both the statements and the proofs of the convergence theorems in the sequel. We conclude this section with Theorem 2.3 below, which is intended to be a compendium of the properties of elements of M (M, 22) which are of interest here. Of particular interest is the inequality (2.24), which shows, in essence, that least-change secant updates exhibit a very general form of bounded deterioration (see [7] or [12] [14] . In methods of the type considered here, there are often several reasonable choices of Yk Ps[F'(xk+l) C(Xk+x)]Sk. It is assumed in the following that there is associated with F and C a choice rule for determining admissible values of y e Nn, given points x, x/ e Nn. By such a choice rule, we mean, strictly speaking, a function X" N" x N" 2n", which determines a set X(x, x/)c Nn of admissible values of y for x, x/ e Nn. After k iterations of a method of interest for solving (1.1), one uses the choice rule to determine /(Xk, Xk+I) and picks Yk X(Xk, Xk+I). In the nonlinear least-squares example of 2 the reader saw in (2.14) a specific example of a choice of y which profitably reflects problem structure. Another choice of y, given by Broyden and Dennis [9] for which only slightly poorer performance is reported in [13] , is s -x/-x and (3.1)
which is just a specific instance of the "default" condition given by
which is equivalent to requiring that S X+--X,
as in the traditional case when C(x)= 0. A third choice of y tested in [13] and given originally by Betts [2] 
To allow some flexibility in the choice of y, one might take
X(x, x+)= {y(1), ),(2), y(3)}, where y(1), y(2) and y(3) are determined by (2.14), (3.1) and (3.2), respectively. The theorem now follows from Theorem A2.1.
Before discussing asymptotically optimal q-linear convergence and q-superlinear convergence, we would like to shed some light on the conditions imposed by the inequalities (3.5) and (3.6) of Theorem 3.1. Considering (3.5) first, assume that F is continuously differentiable in I and suppose that one desires an iteration Xk/l Xk--B-lF(xk) to produce iterates satisfying Ix/-x,l<-rlx-x,I for some re (0, 1). We now turn to the condition imposed by the inequality (3.6) on the choice rule X(x,x/) for yPa[F'(x/)-C(x/)]s. At first glance, the matrices Gl(M,(y,s)) seem to be a red herring in the matter of choosing y. On deeper consideration, however, it is seen that they embody concepts that have been a?ound for some time. Implicit in a choice of y is a determination of the affine subspa,ce (M, (y, s)) containing A/, all of the members of which have, by Theorem 2.3, the same action on s. In fact, it follows from Theorem 2.3 that if G, (/(M,(y,s)) then P+/-senac( (G A,) p-senx ((-A,) . Thus if an inequality of the form (3.6) holds for one member of (M, (y, s) In most applications, one can determine without difficulty whether an inequality (3.11) ly -a,sl <-(x, x/Ylsl holds for x, x+ II and y X(x, x+). In light of (3.10), it is apparent that an inequality (3.11) implies an inequality (3.6) if the operator (! PsePx(s)) PePa(s) is bounded in norm uniformly in s x/-x for x, x/ [l. Although this uniform bound might be difficult to verify in general, it is easily seen to be satisfied in two important cases.
The first case is that in which M 6 R"n. (3.3) and if F(x)= R'(x)TR (x) and C(x)= R'(x)TR'(x) satisfy the standard hypothesis. In general, under the standard hypothesis and the additional assumption that F' is continuous in lq, a choice of y for which (3.12) is satisfied is (3.13)
While the choice (3.13) might appear somewhat artificial at first, the reader should keep in mind that M is presumably chosen to reflect the structure of (F'-C). If [F'(z)-C(x/)] M for all x/ f and z f, then (3.13) is just the default choice y F(x+)-F(x)-C(x+)s. We now address asymptotically optimal linear convergence and superlinear convergence of fixed-scale least-change secant update methods, below in Theorem 3.3.-It is interesting to note that for Fig. 1 [14] . In this connection, it should be mentioned that it has been shown by Toint [33] that (essentially) linear local convergence implies local q-superlinear convergence for this method. For brevity we assume the reader knows the algorithms by name and we appeal to [14] for a proof that they are fixed-scale least-change secant update methods. THEOREM 3.5. Let F satisfy the standard hypothesis and assume that F'(x,) -1 exists. Let F'(x,) Z, the set of matrices with a given fixed sparsity, and let S be the set of symmetric matrices. Then the following are true:
(i) The sparse Broyden-Schubert method is locally q-superlinearly convergent.
(ii) If F'(x,) $ then the sparse symmetric Broyden method is locally q-superlinearly convergent.
Remark. If Z R nn then i) and ii) guarantee the convergence of the Broyden and PSB methods.
Proof. Since A, B, F'(x,) and r, 0, we need only verify (3.6) for X(x, x/) {F(x/)-F(x)}; but that is the content of the discussion between Theorems 3.1 and 3. Ideally we would choose F'(x,) to be the weight matrix at each iteration and the least-change secant updates would be defined with respect to the fixed norm I1" Of course, F'(x,) is unknown during the iteration and so we wish to choose a weight matrix which incorporates whatever information is currently available about F'(x,). After Returning to the nonlinear least-squares example of 2, one sees that if C and y are given as before and if v =F(x/)-F(x)=R'(x/)TR(x+)-R'(x)TR(x), then (4.4) is the DFP analogue of (2.20), i.e., A/ is the DFP augmentation of the Gauss-Newton Hessian R'(x)rR'(x) considered in [13] . Also, (4.4) reduces to (2.20) [23] , [7] and the DavidonFletcher-Powell method, but also the nonlinear least-squares methods of [13] employing the update (4.4), when v F(x+)-F(x) and y is given by (3.3).
Before stating Theorems 4.2 and 4.3, we introduce some notation and offer an explanation of the assumption concerning projections onto 6e in Theorem 4.2. The norms of interest here are weighted Frobenius norms defined with respect to a variety of weight matrices. To avoid confusion, we indicate the weighted norm with respect to which a particular projection is orthogonal by writing the weight matrix as a subscript to the projection symbol. Thus, for example, if W is a positive-definite, symmetric weight matrix, then the projection onto which is orthogonal with respect to the norm II' IIw is denoted by P.w. Given x, x+ s R with s x+-x 0 and given (v, y) s X(x, x+), our interest is in the least-change secant update A/ of A s Rn", defined with respect to s, y and a norm I1'11 for w /(v, s). Now there are many possible choices of W 2 /(v, s), and making a particular choice of W and using it explicitly in determining A/ seems likely to be somewhat difficult. Thus it seems desirable that A/ be independent of any particular choice of W/(v,s). In light of (2.11) Under these hypotheses, if r e (r., 1), then there are positive constants e, 6 such that for Xo e n" and aoe n" " satisfying IXo x.[ < e and lab a .I < 6, a sequence {x} defined by Bo Ao + C(xo) and x+x x -B-XF(x), (v, y)e X(x, x+x) B+ e {B, A + C (x + ), (a)+ + C (x), (A)+ + C (x + )}, satisfies Ix+ x.I <= rlx x.l for k O, 1, 2," ", where (A)+ is the least-change secant update of a with respect to s=x+-x, y, and any norm [l'llw, We+(v,s).
Furthermore, {llBllv'(x.} and {llB{a IIv,**)} are uniformly bounded.
Proof. The [23] ) and the Broyden-Fltcher-Goldfarb-Shanno method [4], [5] , [16] , [18] , [28] , [7] , [26] . (1.1) . It is assumed in the following that the standard hypothesis given in the introduction to the main body of the paper is in force, although we have no explicit interest here in a computed part C of F'.
The usual procedure for analyzing the iteration (AI.1) when it reduces to one of the familiar least-change secant update methods (cf. Broyden-Dennis-Mor6 [7] , Powell [26] , Sorensen [30] ) is first to establish the local existence and q-linear convergence of the iteration sequence {Xk} and then to show q-superlinear convergence by the use of the characterization theorem of Dennis and Mor6 [11] . The technique used for proving q-linear convergence is generally based on some variant of the principle of bounded deterioration, which states that while the approximate partial derivative matrices Bk need not get nearer F'(x,), they should only get worse in a certain controlled way as the iteration proceeds.
Our intention here is to show how to extend this method of analysis to the case in which the iteration (AI. [11] .
In formulating the results of this appendix, our primary purpose has been to provide the tools necessary for the analysis of least-change secant update methods carried out in the main body of the paper. However, we feel that the theorems here are likely to prove useful beyond the present context. In support of this position, we refer the reader to Dennis and Walker [15] , in which the results given here are applied to the convergence analysis of a computationally convenient modification of the Jacobi secant method of Ortega and Rheinboldt [22] and Wegge [34] and to the analysis of the rate of convergence of the general class of Newton iterative methods studied by Ortega and Rheinboldt [22] and Sherman [29] . [7, 3] . We also use their notion of an updating function here, and any reader who desires more discussion of this useful abstraction is referred to the original paper.
In our theorems we find it convenient to use two norms. As in the main body of the paper, it is useful to denote a vector norm by Iv] for v R and the subordinate matrix operator norm by [Ai for A e ". The notation IIAII for A n stands for any arbitrary but fixed norm on Rnn which may not be subordinate to a vector norm.
We make strong use of the equivalence of all norms on Nn"; in particular for 1. and [[" we assume for some/z, r/> 0 and any A , that IIAII -< IAI-< nllAII. 
