ABSTRACT Recently, Hao and Xia noted a connection between a class of binary locally repairable codes (LRCs) with multiple repair groups and binary low-density parity-check (LDPC) codes, and proposed a framework for constructing binary LRCs from LDPC codes as well as three specific constructions of binary LRCs that can achieve a distance bound. The connection between binary LRCs and LDPC codes, however, has not yet been fully disclosed and constructions of binary LRCs that can achieve the distance bound remain largely unknown. Accordingly, this paper comments on the connection and presents two infinite families of binary LRCs that can achieve the distance bound, based on circulant permutation matrices and affine permutation matrices. The proposed LRCs generalize the promising construction of high-rate codes proposed by Hao and Xia, and offer larger relative distances with the same or higher code rates when compared with other competitive codes.
I. INTRODUCTION
Distributed storage systems (DSSs) provide reliable access to data through redundancy spread over individually unreliable nodes. Because of the explosive growth of data, DSSs are becoming increasingly important. In DSSs, the most common failure scenario is that of a single node. This necessitates that DSSs repair a single failed node efficiently, and it is desirable to contact as few other nodes as possible in the repair of a failed node, in order to reduce network traffic and disk I/O complexity [1] - [4] .
Another crucial issue related to DSSs is the management of hot data [5] - [14] . Hot data is information frequently accessed by multiple processes in parallel. In hot data applications, DSSs should have the capability of providing multiple parallel manners of reconstructing a single symbol or block by reading few others. For that purpose, the concept of (r, t)-availability has been introduced, where a symbol is said to have (r, t)-availability if it can be reconstructed respectively from t disjoint repair groups (of other symbols), each with a size of at most r [5] - [14] .
By introducing redundancy into DSSs, (r, t)-availability can be realized. Redundancy is formed by involving systematic erasure codes in general. An (n, k) systematic erasure code creates n − k > 0 parity symbols from k information symbols such that the original information symbols can be recovered from a subset of the k + (n − k) = n code symbols. With (r, t)-availability, an (n, k) systematic erasure code is called an (n, k, r, t)-locally repairable code (LRC) because, for every information symbol, there exist t disjoint repair groups, each containing at most r other code symbols that can be used to reconstruct it. Given an (n, k, r, t)-LRC C, a natural question is what the best possible minimum distance d(C) is. In [6] and [14] , the question was settled first by assuming a simple condition that each repair group contains only one parity symbol, where d(C) is bounded as
The simple condition was then lifted, and the following more general bound on d(C):
was presented. It is not difficult to see that the upper bound in (2) reduces to that in (1) when r = 1 or t = 1. As expected, the simple condition that each repair group contains only one parity symbol can reduce the minimum distance of LRCs. More specifically, it has been verified in [14] that the upper bound in (1) cannot be greater than the general upper bound in (2) . The tightness of the bound in (1), however, has been established and two explicit constructions of (n, k, r, t)-LRCs that attain the bound in (1) were presented in [6] and [14] , whereas the tightness of the bound in (2) is open in the general case [6] , [9] , [14] . In general, there exist two types of bounds for LRCs: Singleton-like [2] , [3] and alphabet-dependent [4] , [11] . The aforementioned bounds in (1) and (2) are Singleton-like, whereas no alphabet-dependent bounds have been derived under the simple condition that each repair group contains only one parity symbol. Recently, a connection between binary LRCs and binary low-density parity-check (LDPC) codes was identified in [12] , and a framework for constructing binary LRCs from LDPC codes based on this connection was proposed. In addition, three families of binary LRCs that can achieve the bound in (1) were specifically proposed in [12] , one of which is of a high rate. A common property of the three families of LRCs is that their stopping distances are equal to the minimum distances. This indicates not only that data reconstruction can be performed effectively through iterative erasure decoding according to the parity-check equations, but also that all the encoding, node repairing, and data reconstruction can be performed with only simple exclusive OR operations. Therefore, the three families of LRCs in [12] seem promising from the viewpoint of system implementation.
The connection between binary LRCs and LDPC codes in [12] , however, has not yet been fully disclosed. Constructions of binary LRCs that can attain the bound in (1), except for those in [12] , remain largely unknown. Accordingly, this paper comments on the connection in [12] and presents two infinite families of binary LRCs that can attain the bound in (1), based on circulant permutation matrices (CPMs) and affine permutation matrices (APMs). The proposed codes generalize the high-rate construction in [12] and offer larger relative distances with the same or higher code rates when compared to other competitive codes.
II. BACKGROUND
This section formally introduces LRCs and reviews a framework presented in [12] for constructing binary linear LRCs.
Let c = (c 0 , c 1 , . . . , c n−1 ) be a codeword of an (n, k, r, t)-LRC and, without loss of generality, let the first k code symbols c 0 , c 1 , . . . , c k−1 of c denote the information symbols. Furthermore, let Z n denote the set {0, 1, . . . , n − 1}. The following is the formal definition of an (n, k, r, t)-LRC.
Definition 1: An (n, k, r, t)-LRC is a systematic block code of length n and dimension k such that, for each of its information symbols c i , i ∈ Z k , there exist t subsets 1) c i is a function of the code symbols indexed by
where | · | denotes the cardinality of a set, and
Under the condition that each repair group contains only one parity symbol, the minimum distance d(C) of a given (n, k, r, t)-LRC C is bounded as in (1) and linear (n, k, r, t)-LRCs attaining the bound are constructed by leveraging maximum-distance separable codes, which are nonbinary in general [6] , [14] .
An alternative approach to achieving the bound in (1) is through the parity-check matrices of binary LDPC codes [12] . A parity-check matrix H of a binary LDPC code is a (0, 1)-matrix of size (n − k) × k satisfying the following three structural properties [15] : 1) each row has r ( k) 1's, 2) each column has t ( n − k) 1's, and 3) no two rows (or two columns) have more than one 1-component in common. With H , a binary LDPC code can be connected to a binary linear (n, k, r, t)-LRC as follows.
Proposition 1 ( [12]):
The code defined as the null space of H = H I is a binary linear (n, k, r, t)-LRC C with both stopping distance s(H) 1 and minimum distance d(C) equal to t + 1 and each repair group having exactly one parity symbol, where
The connection stated in Proposition 1 can be more clearly explained through the following example, which is the construction of high-rate LRCs presented in [12] .
Example 1: Consider the following parity-check matrix H :
where I x is an r × r identity matrix with rows cyclically shifted to the right by x positions with r being an odd prime and x ∈ Z r (i.e., a CPM of order r). It is readily verified that, with H in (3), H = H I is of size tr × r 2 + tr . It is also evident that the code C defined as the null space of H is of length n = r 2 + tr and dimension k = r 2 , and has the property that every information symbol has t repair groups, each of size r. This indicates that C is an (r 2 + tr, r 2 , r, t)-LRC. Because of the part of the identity matrix I in H, one can see that s(H) = t + 1 and d(C) = t + 1. It follows that
This indicates that C is a binary LRC attaining the bound in (1) under the simple condition that each repair group contains only one parity symbol.
Remark 1:
The connection between binary LRCs and LDPC codes stated in Proposition 1 can be supplemented as follows: The code defined by H = H I is a binary (n, k, r, t)-LRC C attaining the bound in (1). This is illustrated by demonstrating that C achieves the bound in (1). According to the structural properties of H , it follows that (n − k)r = kt, yielding kt r = n − k. Therefore, with d(C) = t +1 and kt r = n−k, the bound in (1) always holds with equality. Proposition 1, together with the preceding observation, implies that, by adjoining an identity matrix to the right, any parity-check matrix of a binary LDPC code (i.e., any Tanner graph with girth at least six) always yields a binary LRC attaining the bound in (1) . This coincides with the result that the three families of binary LRCs in [12] achieve the bound in (1). Moreover, because many good binary LDPC codes are constructed based on combinatorial designs, finite fields, and finite geometries [16] , [17] , Proposition 1 also reveals that binary LRCs attaining the bound in (1) have connections with these fields.
To further demonstrate Proposition 1 and Remark 1 while generalizing the promising construction of high-rate LRCs in Example 1, this paper proposes two constructions of binary LRCs that can achieve the bound in (1) in the following section.
III. CONSTRUCTIONS OF BINARY LRCs THAT ACHIEVES THE BOUND IN (1)
This section presents two constructions of binary LRCs that can attain the bound in (1), based directly on CPMs and APMs, and also discusses the proposed LRCs and other competitive ones.
A. BINARY LRCs ACHIEVING THE BOUND IN (1) BASED ON CPMs
Consider the following matrix:
where I w j,l is a CPM of order p with w j,l ∈ Z p for j ∈ Z t and l ∈ Z r . Evidently, H 1 has r 1's in each row and t 1's in each column. To be a parity-check matrix of an LDPC code, H 1 should also satisfy structural Property 3 stated in Section II. In other words, the Tanner graph corresponding to H 1 should be free of cycles of length four. This condition can be addressed as follows. A cycle of length four in the Tanner graph corresponding to H 1 can be expressed as a block cycle
where (j x , l y ) denotes the j x th row and l y th column block of H 1 and j 0 = j 1 , l 0 = l 1 . As noted in [18] , a necessary and sufficient condition for the existence of the block cycle given by (5) can be represented as w j 0 ,l 0 − w j 1 ,l 0 + w j 1 ,l 1 − w j 0 ,l 1 = 0 (mod p). Therefore, to ensure H 1 free of cycles of length four, w j,l | j ∈ Z t , l ∈ Z r should be chosen such that
for all j 0 = j 1 ∈ Z t and l 0 = l 1 ∈ Z r . Then, by Proposition 1 and Remark 1, the following result is obtained. Construction 1: Let C 1 denote the binary linear block code defined by the parity-check matrix H 1 = H 1 I . Then, C 1 is an (n, k, r, t)-LRC attaining the bound in (1) with n = rp+tp, k = rp, and s(H 1 ) = d(C 1 ) = t + 1, provided that (6) is satisfied.
Notably, in Construction 1, it is not necessary that the value of p be an odd prime. With an odd prime p, (6) can, however, be easily achieved, for example, by setting w j,l = jl (mod p) [18] or w j,l = x j y l (mod p) [19] , where x and y are two nonzero elements of GF(p) with orders t and r, respectively, or by using quadratic congruences [20] . In addition, the construction in Example 1 (i.e., the construction of high-rate LRCs in [12] ) is simply an instance of Construction 1. To see this, set p = r and w j,l = jl (mod p). The following example illustrates Construction 1.
Example 2: Suppose p = r = 5 and t = 3, and with the technique of quadratic congruences [20] , choose two sequences {a 0 , a 1 
B. BINARY LRCs ACHIEVING THE BOUND IN (1) BASED ON APMs
Let Z * p denote the set of elements in Z p that are coprime to p. An affine map f (a,w) on Z p is defined by f (a,w) (x) = ax + w, where a ∈ Z * p and w ∈ Z p . This map can be used to define a p × p permutation matrix P f (a,w) with its (i, j)th entry equal to one if f (a,w) (i) = j and equal to zero otherwise. Therefore, P f (a,w) is called an APM. Evidently, P f (a,w) with a = 1 becomes a CPM. Consider the following matrix:
where f j,l denotes the affine map f (aj,l,wj,l) (x) for j ∈ Z t and l ∈ Z r for simplicity. As in H 1 , there are r 1's in each row and t 1's in each column of H 2 and a problem that remains to be solved is how to choose the affine maps f j,l | j ∈ Z t , l ∈ Z r such that H 2 is free of cycles of length four. A necessary and sufficient condition for the existence of the block cycle given by (5) can be characterized by defining its characteristic function using where • denotes the composition operator and f −1 j,l (x) is the inverse function of f j,l (x) [21] . Then, the block cycle in (5) leads to a cycle of length four in H 2 if and only if z(x 0 ) = x 0 (mod p) for some x 0 ∈ Z p . Therefore, to ensure a girth of six or more for H 2 , f j,l | j ∈ Z t , l ∈ Z r should be chosen such that
for all x 0 ∈ Z p , j 0 = j 1 ∈ Z t , and l 0 = l 1 ∈ Z r . It is readily verified that, with f j,l (x) = x + w j,l (i.e., a j,l = 1), the condition in (8) reduces to that in (6) . It also follows from (8) that the coefficients a j,l , w j,l | j ∈ Z t , l ∈ Z r defining the affine maps must not satisfy certain polynomial congruences. Therefore, similar to Construction 1, the following result is obtained.
Construction 2:
The binary linear block code C 2 defined by the parity-check matrix H 2 = H 2 I is an (n, k, r, t)-LRC attaining the bound in (1) with n = rp + tp, k = rp, and
As in Construction 1, it is not necessary that the value of p in Construction 2 be an odd prime. Using an odd prime p can, however, lead to more available affine maps. However, to the best of the author's knowledge, how a j,l , w j,l | j ∈ Z t , l ∈ Z r can be derived directly remains unclear. To address this problem, this paper leverages ReedSolomon (RS) codes [17] in the following; the corresponding proof is presented in the Appendix.
Proposition 2: Suppose p is a prime power and let α be a primitive element of GF(p) such that GF(p) = α −∞ = 0, α 0 = 1, α 1 , . . . , α p−2 . Consider the (p, 2, p−1) extended RS code C RS over GF(p) of length p, dimension 2, and minimum distance p − 1, whose generator matrix is
and suppose 1 ≤ r, t ≤ p. The condition in (8) can then be satisfied by setting
and
where the entries of each row (resp. each column) of an APM are assumed to correspond to α −∞ , α 0 , α 1 , . . . , α p−2 from left to right (resp. from top to bottom). The following example illustrates Construction 2 with the use of Proposition 2.
Example 3: Consider GF (5), where 2 is a primitive element, and the (5, 2, 4) extended RS code. Suppose r = 5 and t = 3. Then, with Proposition 2, the following matrix can be obtained:
It is readily verified that H 2 yields a binary (40, 25, 5, 3)-LRC C 2 attaining the bound in (1) with s(H 2 ) = d(C 2 ) = 4.
C. DISCUSSION
As shown in Section II, the proposed codes can achieve arbitrary (r, t)-availability for the k information symbols. By contrast, the promising high-rate LRC in [12] requires r to be an odd prime, which also reveals the flexibility of the proposed codes. For further discussion, Table 1 summarizes the parameters of binary LRCs that can achieve arbitrary (r, t)-availability, including the direct product code [7] and the binary code in [10] . Table 1 illustrates that when t > 1, the proposed codes have a code rate R k n not lower than the other two codes and that when r > 2 and t > 3, the proposed codes have a higher relative distance δ d n than the others when p is set to max(r, t). Therefore, the proposed codes can perform more favorably than other competitive ones for most values of r and t, even though their minimum distance is trivial (i.e., t + 1). Finally, it is worth pointing out that the binary code in [10] is also a binary LRC attaining the bound in (1). This is observed from formula [10, eq. (3) ]. Note that the binary code in [10] achieves (r, t)-availability for all code symbols, rather than for information symbols alone. This might explain why it has a lower relative distance δ than the proposed codes.
IV. CONCLUSION
This paper comments on a connection between binary LRCs and LDPC codes, by which binary LRCs attaining a distance bound can always be constructed from binary LDPC codes. This paper also proposes two constructions of binary LRCs attaining the distance bound, based on CPMs and APMs, both of which generalize the promising construction of high-rate LRCs in the literature and offer larger relative distances with the same or higher code rates when compared to other competitive codes. However, important issues remain for further study, such as the constructions of binary LRCs attaining the distance bound with nontrivial minimum distances and exploring constructions using tools from combinatorial designs, finite fields, or finite geometries.
APPENDIX PROOF OF PROPOSITION 2
Let z = z −∞ z 0 z 1 · · · z p−2 be a row vector of p entries over GF (2) , whose entries correspond to α −∞ , α 0 , α 1 , . . . , α p−2 , respectively. For i = −∞, 0, 1, . . . , p − 2, define the location vector of α i as a row vector z(α i ) over GF (2) , for which the entry z i is equal to one and all the other entries are equal to zero. Then, for a given row vector
Linearly combining the two rows of G over GF(p) yields all the p 2 codewords of C RS . The nonzero codewords of C RS have two weights p − 1 and p. Let v be equal to the first row of G, also a codeword in C RS with weight p. Then, the following set
of p codewords in C RS forms a one-dimensional subcode of C RS with minimum distance p and has p cosets including itself. Each of the cosets can be represented by it is readily verified that P (0,l) can be defined by f 0,l (x) = a 0,l x + w 0,l , with a 0,l given by (9) and w 0,l = 0. Moreover, for j > 0, P (j,l) can be defined similarly by an affine map f j,l (x) = a j,l x + w j,l , with a j,l given by (9) . However, because of the coset leader α −∞ v+v j = v j of C
RS , w j,l is equal to α j−1 rather than zero. Form a matrix P by vertically concatenating P (0) , P (1) , . . . , P (p−1) and let H 2 be the subarray consisting of the first t row and r column blocks of P. In H 2 , each row and each column have r and t 1's, respectively, and because of the properties of the codewords in the p cosets, any two rows have at most one 1-component in common. Therefore, H 2 is a realization of H 2 . This completes the proof.
