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We investigate the fundamental limits in precision allowed by quantum mechanics from Landau-
Zener transitions, concerning Hamiltonian parameters. While the Landau-Zener transition proba-
bilities depend sensitively on the system parameters, much more precision may be obtained using
the acquired phase, quantified by the quantum Fisher information. This information scales with a
power of the elapsed time for the quantum case, whereas it is time-independent if the transition
probabilities alone are used. We add coherent control to the system, and increase the permitted
maximum precision in this time-dependent quantum system. The case of multiple passes before
measurement, “Landau-Zener-Stueckelberg interferometry”, is considered, and we demonstrate that
proper quantum control can cause the quantum Fisher information about the oscillation frequency
to scale as T 4, where T is the elapsed time.
The Landau-Zener (LZ) transition is a classic example
of exactly solvable, time-dependent quantum mechanics,
whereby an effective two-level quantum system prepared
in its ground state may either stay in the ground state, or
transition to the excited state, depending on the speed of
the energy separation of the levels [1–4]. LZ transitions
have been extended to parabolic level crossing [5], finite
time duration with various approximation regimes [6],
multi-level transitions such as those encountered in cavity
and circuit QED [7, 8], and have also been studied in
the presence of noise [9–11]. In the context of quantum
information, the LZ transition has been used as a qubit
readout mechanism and for quantum control [12–14].
The LZ transition has been used as a way of estimating
Hamiltonian parameters, such as the level splitting en-
ergy, or the speed of the transition through the avoided
level crossing [15–17]. Going beyond the LZ transition
probabilities, it is also possible to make multiple, coher-
ent sweeps of the avoided level crossing to accumulate
a phase, also known as Landau-Zener-Stueckelberg in-
terferometry [18–23]; the acquired phase depends sensi-
tively on the system parameters. The field of quantum
metrology is concerned with the optimal precision quan-
tum physics permits in the estimation of parameters [24].
Recent interest in this field has moved beyond simple
multiplicative parameters of the Hamiltonian and begun
to examine general parameters [25], as well as the role
of physical dynamics in the estimation process [26, 27],
which may require coherent control to optimize the ac-
quired information [28, 29].
The purpose of this Letter is to apply the methods of
quantum metrology to the LZ transition, and quantify
the estimation precision of parameters in the LZ transi-
tion available by the various techniques aforementioned.
We shall focus on the quantum Fisher information for
the parameters of interest, as it determines the lower
bound of the variance of the parameter estimates over
all possible estimation strategies and all possible quan-
tum measurements on the systems, giving the ultimate
limits of precision allowed by quantum mechanics in the
asymptotic data limit. We find that because of the time-
dependent nature of the problem, with a proper control
Hamiltonian applied, the time-scaling of the quantum
Fisher information can be significantly improved, which
demonstrates a fundamental metrological advantage of
coherent quantum control on the level-crossing physics
of the LZ transition.
The LZ Hamiltonian is given by
H(t) =
vt
2
σz +
∆
2
σx, (1)
where v is the speed of the sweep, ∆ is the level split-
ting at the transition time t = 0. Denote the solu-
tion to the Schro¨dinger equation, i∂t|ψ〉 = H(t)|ψ〉 as
|ψ(t)〉 = C0(t) |0〉 + C1(t) |1〉, which gives two coupled
differential equations for C0,1(t). Eliminating C1 trans-
forms the equation for C0 into the Weber equation, solved
by parabolic cylinder functions [30, 31]. We start for sim-
plicity in the ground state |1〉 at an initial time t = −T0
far away from the avoided level crossing time t = 0, i.e.,
T0  τ ≡ max{ ∆2v , 1√v}. Sweeping through the Landau-
Zener transition to a time t = T  τ , which is also far
away from the transition region (see Fig. 1 inset), justi-
fies the asymptotic expansions of the parabolic cylinder
functions to give
C0(T ) =
√
2piiγ
Γ(1 + ν)
e−piγ/2−2iφ, C1(T ) = e−piγ , (2)
where we define φ ≡ (vT 2 + pi)/4 + γ/2 ln(vT 2) and γ =
∆2/(4v) [32]. The absolute square of C0,1(T ) recovers
the celebrated (time-independent) LZ probabilities [2] to
find the system in the (new) excited or ground states,
P1 = 1− P0 =
∣∣C1(T )∣∣2 = e−2piγ . (3)
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2Estimation using the LZ probabilities.—The simplest
estimation scheme is to make a single pass starting from
the ground state |1〉, and measure the system to be in the
new excited or ground state, with the probabilities given
in (3). Since the probabilities depend very sensitively on
the parameters v or ∆ in the Hamiltonian (1), they may
be estimated with those probabilities according to classi-
cal estimation theory, with an unbiased estimator whose
variance is bounded by the inverse of the Classical Fisher
information (CFI) of the parameter g (the Crame´r-Rao
bound [33]), given by Fg =
∑
ξ
1
p(ξ|g) [
∂p(ξ|g)
∂g ]
2, where
ξ = 0, 1. The corresponding CFIs at time T for g = v,
and for g = ∆ are [32],
F∆(T ) =
16pi2γ2
(e2piγ − 1)∆2 , Fv(T ) =
4pi2γ2
(e2piγ − 1)v2 . (4)
Repeating the experiment N times from the same ini-
tial state will boost the information by a factor of N .
The Fisher information about either parameter limits to
zero for either a diabatic transition γ  1, or an adia-
batic transition γ  1. This is simply because in those
extreme limits, the LZ probabilities become either 0 or
1, with little variation. Therefore, the strategy is most
sensitive in the intermediate range. For γ of order 1,
the uncertainty of both parameters is of order of the pa-
rameter, which for tiny tunnel couplings can give rise to
precise estimates [15].
Estimation using any final quantum measurement.—
We can generalize the above situation by rather than
making a final measurement at time T in the |0〉, |1〉
basis, to measure in another basis (or equivalently, stop-
ping the LZ sweep and applying a single qubit unitary).
The maximum Classical Fisher Information over all pos-
sible generalized quantum measurements on a state |ψg〉
is defined as the Quantum Fisher Information (QFI)
[34–36], Ig = 4(〈∂gψg
∣∣∂gψg〉 − | 〈ψg∣∣∂gψg〉 |2). It has
been shown [36] that the optimal measurements associ-
ated with the QFI are projective measurements formed
by the eigenvectors of Lg, defined as Lg = 2∂gρg =
2 (|∂gψg〉 〈ψg|+ |ψg〉 〈∂gψg|). For the two-level Landau-
Zener model, the matrix elements of Lg operator in the
|0〉, |1〉 basis becomes [Lg(t)]ij = 2∂g
[
Ci(t)C
∗
j (t)
]
(i, j =
0, 1). The QFI gives better precision since it is able to
take advantage of the phase that is rapidly accumulat-
ing during the LZ sweep, ϕ(T ) ∝ vT 2, as predicted by
Stueckelberg [3]. Still starting from the ground state at
t = −T0, as one can observe from Eq. (2,3), the state
at time T can be rewritten as: |ψ(T )〉 = √P0|0〉 +√
P1e
iϕ(T )|1〉, where the relative phase is ϕ(T ) = vT 22 +
γ ln(vT 2)+argΓ(1−γ)+ pi4 . When T is sufficiently large,
one can calculate the QFIs by keeping only the contribu-
tions due to highest order of T in the relative phase and
neglecting the contributions from the transition proba-
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FIG. 1. QFIs/CFIs for estimating ∆ versus time plotted in
logarithmic graph(base 10). I∆ or F∆ denote the QFI or CFI
without control while Ic∆ denotes the QFI with control. The
value of parameters in the LZ Hamiltonian are v = 1, ∆ = 1,
and τ = 1. The system starts to evolve at −T0 = −100τ . For
cases with control Hamiltonians, we choose the initial state
to be 1√
2
[|+x〉 − |−x〉] = |1〉. The black marker is the result
calculated from Eq. (4). The inset represents a single LZ
transition.
bilities (for a rigorous treatment, see [32]) as follows
I∆(T ) ∼ ∆
2
v2
P0P1
[
ln
(
vT 2
)]2
, Iv(T ) ∼ P0P1T 4. (5)
The above prefactors P0P1 attains its maximum 1/4
when the transition probabilities are equal. Both of the
QFIs exceed the CFIs, with Iv scaling as T
4 because the
acquired phase difference scales as T 2 (note this time
scaling originates in the explicit linear time growth of
the Hamiltonian (1), which is different from the case in
[29]). In general, we may further boost the QFIs by start-
ing the system in a coherent superposition of |0〉 and
|1〉, however, while this effects the prefactor of the QFIs,
it does not change the time scaling. The vectors form-
ing the optimal projectors, either for estimation of ∆ or
v, in the σz basis, can also be immediately obtained as
an equal superposition of |0〉 and |1〉 with relative am-
plitudes ±ieiϕ(T ) [32]. Plots of the CFIs and QFIs are
shown in Figs. (1,2) for g = ∆, v respectively. Although
the previous discussion assumes a positive sweeping ve-
locity starting from the ground state, the discrete sym-
metries of the LZ Hamiltonian (1), relate this solution to
the negative case velocity and to starting in the excited
state; all these cases have the same CFIs or QFIs and the
corresponding optimal measurements [32].
3Adding coherent control to boost precision.—It has
been pointed out [29] that for a general time depen-
dent Hamiltonian the QFI at time t is bounded by
Icg(t) ≤ [
´ t
t0
(µmax(t
′)− µmin(t′)) dt′]2, where the sub-
script c denotes the QFI with coherent controls; t0 is the
initial time of the evolution of the system; and µmax(t)
and µmin(t) are the maximum instantaneous eigenvalues
of ∂gHg(t). The equality can be saturated if the ini-
tial state is prepared in the superposition of the maxi-
mum and minimum eigenstates of ∂gHg, where the max-
imum (minimum) eigenstate denotes the eigenstate cor-
responding to the maximum (minimum) eigenvalue of
∂gHg, and an Optimal Control Hamiltonian (OCH) is
applied of the form Hc (t) =
∑
k fk (t) |ψk(t)〉 〈ψk(t)| −
Hg(t) + i
∑
k |∂tψk (t)〉 〈ψk (t)|, where |ψk(t)〉 is the kth
eigenstate of ∂gHg; fk(t) can be taken arbitrary in prin-
ciple, but is usually chosen to take the form which sim-
plifies the OCH Hc (t) significantly.
If the system is prepared in an eigenstate of ∂gHg ini-
tially, the functionality of the OCH is to steer quantum
state, such that the system remains in the eigenstate of
∂gHg under time evolution with Hg(t) + Hc(t). How-
ever, if a level crossing occurs at some time point be-
tween maximum (minimum) states with other eigenstates
of ∂gHg, where we denote the old maximum(minimum)
state before level crossing as |ψn〉 and the new maxi-
mum(minimum) state after level crossing as |ψm〉, in or-
der to achieve the maximum QFI, an additional Optimal
Level Crossing Hamiltonian (OLCH) HLC(t) is required
to rotate from |ψn〉 to |ψm〉, which will be important
here because in the case of g = v, a level crossing occurs
in ∂vHv. The general expression of HLC as well as its
applications to current single LZ transition and the pe-
riodic LZ transitions discussed later are included in the
Supplemental Material [32].
Applying this theory of time-dependent quantum
metrology to estimate ∆, we find ∂∆H = σx/2, with
eigenvalues ±1/2. Applying the above results for the
QFI with respect to ∆, we find the upper bound
Ic∆, |Ψ〉c∆(t) =
(ˆ t
−T
dt′
)2
= (t+ T )2, (6)
for any time t, and giving a maximum of 4T 2 at t =
T , provided the initial state is prepared in |Ψ〉c∆ =
(1/
√
2)[|+x〉 + eiβ |−x〉], where β is an arbitrary initial
relative phase. The corresponding OCH Hc = −(vt/2)σz
cancels the first term in Eq. (1), effectively turning off
the LZ sweep in σz. In constructing the optimal control
Hamiltonian, we have taken f|±x〉 = ±∆/2. No OLCH is
required since ∂∆H and its eigenstates are time indepen-
dent and no level crossing occurs. Note that if v is un-
known, we should replace v in the OCH with an estimate
vc that can be updated based on further measurement
data. Fig. 1 shows the comparison of the optimal case
with the non-control and non-optimal cases.
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FIG. 2. QFIs/CFIs for estimating v versus time in a semi
logarithmic plot (base 10). Iv or Fv denote the QFI or CFI
without control while Icv denotes the QFI with control. The
parameter configurations are the same as FIG. 1. The green
dashed line is the case with optimal controls, where Hc =
−∆
2
σx and vc, the control parameter in the OLCH, can be
arbitrarily chosen. The black marker is the result calculated
from Eq. (4). The inset represents a single LZ transition.
The estimation of v with control is more complicated
than ∆ since the maximum and minimum eigenvalues of
∂vH = tσz/2 have a crossing at t = 0. The QFIs for all
time can be written in a uniform expression
Icv, |Ψ〉cv (t) =
( ˆ t
−T
∣∣t′∣∣dt′)2 = [t2 + sgn(t)T 2]2
4
, (7)
where the value of sgn(t) is −1 for t ≤ 0 and 1 for t > 0.
We prepare the initial state in |Ψ〉cv =
[|0〉+ eiβ |1〉] /√2
with an arbitrary chosen relative phase β. Taking
f|0〉 = vt/2 and f|1〉 = −vt/2, the OCH becomes Hc =
−(∆/2)σx, which cancels the tunneling term. Since the
maximum and minimum eigenstates of ∂vH have a level
crossing at t = 0, an OLCH HLC is required to avoid the
level crossing of ∂vH at t = 0. This can be done simply
by swapping the eigenstates of σz with a pi-pulse at time
t = 0. An explicit construction is given in the Supple-
mental Material [32], which is valid even if the estimate
of v is imperfect (vc 6= v). The comparison of the optimal
case with other cases are plotted in Fig. 2.
Optimal measurements.—In order to saturate the
bounds with optimal controls, it is necessary to con-
struct the optimal measurements. For estimating ∆,
if the OCH is applied and the system is initially pre-
pared in |Ψ〉c∆, the system will evolve under the Hamil-
4tonian H + Hc =
∆
2 σx. The vectors forming the corre-
sponding optimal projectors, expressed in the σx basis,
are equal superposition of |+x〉 and |−x〉 with relative
phases ±iei∆(t+T )+β (see [32] for details). For estimat-
ing v with optimal controls applied, similar arguments
give rise to vectors forming the measuring projectors, ex-
pressed in the σz basis, are equal superposition of |0〉 and
|1〉 with relative amplitudes ±iei vc2 (t2−T 2)+β for t < 0−
and ±iei vc2 (t2+T 2)−β−vcT 2 for t > 0+, where vc is the
control parameter appearing in the OLCH [32].
Optimal estimation with controlled LZ
interferometry.—Rather than take a single pass
though the avoided level crossing, the concept of LZ
interferometry is to make many passes, acquiring a phase
shift given by a multiple of the phase shift acquired by
a single cycle [18–20]. This leads to interference fringes
in the occupation probability, known as “Stueckelberg
oscillations” [37–39]. In contrast to past work, we will
see that simply letting the phase accumulate does not
give the optimal precision. Rather a series of control
operations should be applied to optimize the information
extraction and change the scaling law of the Fisher
information with duration. This situation allows us
to extend the time T of the experiment and gives an
explicitly bounded Hamiltonian, in contrast to a single
sweep, where the LZ Hamiltonian approximation (1)
would otherwise break down at long time.
The Hamiltonian (1) is modified by replacing the coef-
ficient of σz by an oscillating function of amplitude A and
frequency ω, vt → 0 + A cosωt, describing periodic LZ
sweeps. We restart our clock from t = 0, beginning away
from the transition region. We can now estimate four
Hamiltonian parameters, but we focus on the frequency ω
as the most interesting. A direct solution of the problem
and calculating the associated QFIs is rather involved.
However, when 0 = 0, A ∆, ω and |ω−∆|  |ω+ ∆|
(weak coupling and near resonance), by making two
consecutive transformations |ψ(t)〉E = UE |ψ(t)〉, where
UE ≡ ei∆/2σzteiσypi/4 and ψ(t) is the state corresponding
to the Hamiltonian 12A cos (ωt)σz +
1
2∆σx in the original
lab frame, then applying the rotating wave approxima-
tion [32, 40], the transformed Hamiltonian is then
HE = −A
4
{cos [(ω −∆)t]σx − sin [(ω −∆)t]σy} . (8)
Since UE does not depend on the estimation parameter
ω, the QFI in the original lab frame is identical to that
in the transformed frame as one can verify straightfor-
ward by the definition of the QFI. The maximum QFI
at t = T over all possible initial pure states of esti-
mating ω with HE is given in [29], and scales as T 2;
max Iω(T ) = A
2T 2/(A2 + 4 (∆− ω)2), plus oscillatory
terms of sub-leading order. The analytic treatment of
the cases of strong coupling and off resonance is rather
involved, so a numerical simulation for these cases is
FIG. 3. The main figure is the QFIs for estimating ω versus
time in semi-logarithmic graph (base 10). The subscript c in
the notation of QFI implies it corresponds to the case with
controls. The system starts to evolve at t = 0 and the value
of parameters are 0 = 0, A = 1, ω = 1, ∆ = 0.1, N = 60,
T = Npi
ω
=60pi. The two cases with controls have the same
OCH Hc = − 02 σz − ∆2 σx, whereas the additional control
Hamiltonian is not optimal (yellow) and optimal (purple).
The left inset shows the merit of the OLCHs: consider two
cases both initially prepared in (|0〉 + |1〉)/√2 = |+x〉 and
both with OCHs applied; the one without OLCHs has
√
Icω =∣∣G − Y ∣∣; the other with OLCHs has √Icω = G + B, where
G, Y , B represent the magnitudes of the green, yellow and
blue areas. The right inset represents oscillatory avoided level
crossings.
presented in Fig. 3. However, by adding optimal con-
trols, we can find the QFI of estimating ω for general
cases, regardless of the driven intensity and frequency.
We find the parametric derivative of the Hamiltonian is
∂ωH = −At sin(ωt)σz/2, which has eigenvectors |0〉, |1〉,
and eigenvalues µ∓ = ∓At sin(ωt)/2. An interesting fea-
ture arises in that there is a crossing of the eigenvalues of
∂ωH at the ends of the LZ sweeps, not at the crossing of
the energy eigenvalues. Additional OLCHs must be ap-
plied at each of these time points to swap the amplitudes
of |0〉 and |1〉 in order to saturate the quantum Fisher
information bound. Since the oscillation frequency is not
precisely known, generally the controls are applied with
an estimated value ωc, which is then iteratively updated
in successive trials [29]. The left inset of Fig. 3 schemat-
ically shows the functionality of the OLCHs: when OCH
is applied, the square root of the QFI is the integrated
difference of the maximum and minimum eigenvalues of
∂ωH over time, which in the absence of OLCHs is the
magnitude of the difference of the green and yellow ar-
eas, whereas in presence of the OLCHs is the sum of
5green and blue areas. With all optimal controls applied,
the QFI is
Icω,|Ψ〉cω =
(ApiN2
ω2
)2
, (9)
where we have considered T = Npi/ω, (N ∈ N) for sim-
plicity (the general solution is given in [32]) and the sys-
tem is initially prepared in |Ψ〉cω = 1√2
(|0〉+ eiβ |1〉)
with an arbitrary initial relative phase β. We see that
the QFI scales as T 4, giving a scaling law improvement
in the estimation of ω. The required OCH is Hc =
−0σz/2 −∆σx/2 applied in addition to the OLCHs. A
comparison of the optimal case with both the non-control
and non-optimal case is plotted in the main figure of
Fig. 3. The vectors forming the optimal projective mea-
surements for estimation of ω, written in the σz basis, are
equal superposition of |0〉 and |1〉 with relative amplitude
±iN+1(−1)Nl+Nei(−1)Nβ , where l is an integer appearing
in the OLCHs [32].
The essential difference between the T 4 scaling in this
case and the one in the single sweep case is worth not-
ing. For LZ interferometry, the Hamiltonian is bounded
in time, so the quantum Fisher information cannot be
simply increased by the time growth of the Hamilto-
nian. The quantum control-enhanced time scaling of
Fisher information still comes from the time-dependence
of the Hamiltonian, since the acquired phase accelerates
in time, which leads to the T 4 scaling of Fisher informa-
tion, similar to [29].
Conclusions.— The physics of the Landau-Zener tran-
sition depends very sensitively on the parameters of the
underlying Hamiltonian. We have quantified the ulti-
mate precision allowed by quantum mechanics based on
the preparation, evolve for a given time, and measure
paradigm, using the quantum Fisher information metric.
By building up from using the LZ transition probabilities,
to the acquired phase, to multiple transitions, we have
shown that increasing precision may be obtained. By
further applying coherent quantum control together with
adaptive feedback, the ultimate limits of time-dependent
quantum metrology may be achieved, and we demon-
strated the T 4 scaling of the quantum Fisher information
for the oscillation frequency. We have given an explicit
measurement prescription to unlock the additional quan-
tum advantages in the measurement time resource, and
our numerical simulations have confirmed the analytic
results.
Acknowledgments.— This work was supported by by
US Army Research Office Grants No. W911NF-15-1-
0496, No. W911NF-13-1-0402, and by National Science
Foundation grant DMR-1506081.
[1] L. D. Landau and E. M. Lifshitz, Quantum Mechanics:
Non-Relativistic Theory (Elsevier, 1981).
[2] C. Zener, Proceedings of the Royal Society of London.
Series A, Containing Papers of a Mathematical and Phys-
ical Character 137, 696 (1932).
[3] E. Stueckelberg, Helv. Phys. Acta,(Basel) 5, 369 (1932).
[4] E. Majorana, Il Nuovo Cimento (1924-1942) 9, 43 (1932).
[5] K.-A. Suominen, Optics Communications 93, 126 (1992).
[6] N. V. Vitanov and B. M. Garraway, Physical Review A
53, 4288 (1996).
[7] C. Sun and N. A. Sinitsyn, Physical Review A 94, 033808
(2016).
[8] N. A. Sinitsyn and F. Li, Phys. Rev. A 93, 063859 (2016).
[9] Y. Kayanuma, Journal of the Physical Society of Japan
54, 2037 (1985).
[10] N. A. Sinitsyn and N. Prokof’ev, Phys. Rev. B 67, 134403
(2003).
[11] V. L. Pokrovsky and D. Sun, Phys. Rev. B 76, 024310
(2007).
[12] G. Ithier, E. Collin, P. Joyez, D. Vion, D. Esteve,
J. Ankerhold, and H. Grabert, Phys. Rev. Lett. 94,
057004 (2005).
[13] J. Petta, H. Lu, and A. Gossard, Science 327, 669 (2010).
[14] C. Quintana, K. Petersson, L. McFaul, S. Srinivasan,
A. Houck, and J. Petta, Physical review letters 110,
173603 (2013).
[15] W. Wernsdorfer, R. Sessoli, A. Caneschi, D. Gatteschi,
A. Cornia, and D. Mailly, Journal of Applied Physics
87, 5481 (2000).
[16] M. Urdampilleta, S. Klyatskaya, M. Ruben, and
W. Wernsdorfer, Phys. Rev. B 87, 195412 (2013).
[17] A. Izmalkov, M. Grajcar, E. Il’Ichev, N. Oukhanski,
T. Wagner, H.-G. Meyer, W. Krech, M. Amin, A. M.
van den Brink, and A. Zagoskin, EPL (Europhysics Let-
ters) 65, 844 (2004).
[18] A. Shytov, D. Ivanov, and M. Feigel’Man, The European
Physical Journal B-Condensed Matter and Complex Sys-
tems 36, 263 (2003).
[19] W. D. Oliver, Y. Yu, J. C. Lee, K. K. Berggren, L. S.
Levitov, and T. P. Orlando, Science 310, 1653 (2005).
[20] S. Shevchenko, S. Ashhab, and F. Nori, Physics Reports
492, 1 (2010).
[21] G. Sun, X. Wen, B. Mao, J. Chen, Y. Yu, P. Wu, and
S. Han, Nature communications 1, 51 (2010).
[22] M. Sillanpa¨a¨, T. Lehtinen, A. Paila, Y. Makhlin, and
P. Hakonen, Phys. Rev. Lett. 96, 187002 (2006).
[23] L. Gaudreau, G. Granger, A. Kam, G. Aers, S. Stu-
denikin, P. Zawadzki, M. Pioro-Ladriere, Z. Wasilewski,
and A. Sachrajda, Nature Physics 8, 54 (2012).
[24] H. M. Wiseman and G. J. Milburn, Quantum measure-
ment and control (Cambridge University Press, 2009).
[25] S. Pang and T. A. Brun, Physical Review A 90, 022117
(2014).
[26] J. Liu, X.-X. Jing, and X. Wang, Scientific reports 5
(2015).
[27] X.-X. Jing, J. Liu, H.-N. Xiong, and X. Wang, Phys.
Rev. A 92, 012312 (2015).
[28] H. Yuan and C.-H. F. Fung, Phys. Rev. Lett. 115, 110401
(2015).
[29] S. Pang and A. N. Jordan, arXiv:1606.02166 [quant-ph]
(2016), arXiv: 1606.02166.
6[30] E. T. Whittaker and G. N. Watson, A Course of Modern
Analysis (Cambridge University Press, 1996).
[31] Z. X. Wang and D. R. Guo, Special Functions (World
Scientific, 1989).
[32] J. Yang, S. Pang, and N. A. Jordan, Supplemental Ma-
terial.
[33] H. Cramer, Mathematical methods of statistics (Prince-
ton University Press, USA, 1946).
[34] S. L. Braunstein and C. M. Caves, Physical Review Let-
ters 72, 3439 (1994).
[35] S. L. Braunstein, C. M. Caves, and G. Milburn, Annals
of Physics 247, 135 (1996).
[36] M. G. A. Paris, International Journal of Quantum Infor-
mation 07, 125 (2009).
[37] M. C. Baruch and T. F. Gallagher, Phys. Rev. Lett. 68,
3515 (1992).
[38] S. Yoakum, L. Sirko, and P. M. Koch, Phys. Rev. Lett.
69, 1919 (1992).
[39] H. Nakamura, Nonadiabatic Transition:Concepts, Basic
Theories and Applications, 2nd Edition (World Scientific,
2002).
[40] M. Grifoni and P. Ha¨nggi, Physics Reports 304, 229
(1998).
[41] D. Zwillinger, Table of Integrals, Series, and Products
(Elsevier, 2014).
SUPPLEMENTAL MATERIAL
I. BACKGROUND OF THE QUANTUM FISHER INFORMATION
In this section we present some background information in the Quantum Fisher Information(QFI), on which the
main text is based.
It has been shown that the maximum Classical Fisher Information(CFI) over all possible generalized quantum
measurements (known as positive operator valued measurements) on a pure state |ψg〉 is defined as the Quantum
Fisher Information(QFI) [34–36]
Ig = 4
(
〈∂gψg
∣∣∂gψg〉 − ∣∣∣ 〈ψg∣∣∂gψg〉 ∣∣∣2) , (S1)
Note that Eq. (S1) is always positive since one can prove by Cauchy-Schwarz inequality 〈u∣∣u〉 〈v∣∣v〉 ≥ ∣∣ 〈u∣∣v〉 ∣∣2 with
|u〉 = |∂gψg〉 and |v〉 = |ψg〉. It has been shown that [36], for a general state ρg, where ρg is the density operator, the
optimal observable to give rise to the QFI is
Og = gI+
Lg
Ig
, (S2)
where Lg is the Symmetric Logarithmic Derivative(SLD) defined as
Lgρg + ρgLg
2
= ∂gρg. (S3)
The optimal measurements associated with Eq. (S1) can be found to be the projective measurements formed by the
eigenvectors of Og, which are also eigenvectors of Lg. Particularly, if the state is pure ρg = |ψg〉 〈ψg| and ρ2g = ρg, we
have ∂gρg = ∂gρgρg + ρg∂gρg. Thus for this case
Lg = 2∂gρg = 2 (|∂gψg〉 〈ψg|+ |ψg〉 〈∂gψg|) . (S4)
In particular, if |ψg〉 =
√
P0 |0〉+
√
P1e
iφg |1〉 where P0 and P1 are real and independent of g, the QFI is
Ig = 4P0P1 (∂gφg)
2
(S5)
and the operatorLg in the |0〉, |1〉 basis becomes
Lg(t) = 2∂gφgP0P1
[
0 −ie−iφg
ieiφg 0
]
. (S6)
The corresponding eigenvectors in the |0〉, |1〉 basis are
|±〉g =
1√
2
(|0〉 ± ieiφg |1〉) , (S7)
7where we have used the fact that removing the prefactor 2∂gφgP0P1 does not change the eigenvectors of Lg. Eq. (S7)
means the the directions of two optimal projective measurements only depend on the relative phase if the transition
probabilities are independent of g.
In the main text, we find for a system evolving under the Landau-Zener (LZ) Hamiltonian (S10) from the ground
state, the state at the end of the LZ transition when T is sufficiently large is
|ψ(T )〉 =
√
P0 |0〉+
√
P1e
iϕ(T ) |1〉 , (S8)
where ϕ(T ) = vT
2
2 + γ ln(vT
2) + argΓ(1 − γ) + pi4 . According to Eq. (S7), the corresponding optimal measurements
are formed by
|±〉g =
1√
2
{
|0〉 ± ieiϕ(T ) |1〉
}
, (S9)
where g = ∆ or g = v.
II. SYMMETRIES OF THE LANDAU-ZENER (LZ) HAMILTONIAN
In this section, we prove that the following four cases have the same CFI or QFI: (1) positive transition velocity
starting from ground state; (2) negative transition velocity starting from excite state; (3) positive transition velocity
starting from excited state; (4) negative transition velocity starting from ground state.
The LZ Hamiltonian is
Hv =
vt
2
σz +
∆
2
σx. (S10)
We denote the QFI for the four cases as Iv, |1〉, I−v, |0〉, Iv, |0〉, I−v, |1〉. We first prove Iv, |1〉 = I−v, |0〉 and Iv, |0〉 = I−v, |1〉
by applying σx transformation to the state.
Proof: Assume the system is in the case (1) condition, i.e, initially in the ground state |1〉 and the transition velocity
in Eq. (S10) is positive. The solution the Schro¨dinger equation corresponding to this case is denoted as
|ψ(t)〉 = C0(t) |0〉+ C1(t) |1〉 . (S11)
Applying the transformation |ψˆ(t)〉 = σx |ψ(t)〉, we have
i∂t |ψˆ(t)〉 = σxHvσx |ψˆ(t)〉 = H−v |ψˆ(t)〉 , (S12)
where H−v is the LZ Hamiltonian (S10) with v replaced by −v. The initial state then transforms from |1〉 to
σx |1〉 = |0〉. Thus, we know if the system is in condition of case (2), its state would be
|ψˆ(t)〉 = σx |ψ(t)〉 = C1(t) |0〉+ C0(t) |1〉 . (S13)
Plugging Eqs. (S11, S13) into the expression for QFI, one concludes that Iv, |1〉 = I−v, |0〉. Following from the same
arguments, one can also prove Iv, |0〉 = I−v, |1〉.
Next, we prove that Iv, |1〉 = Iv, |0〉 and I−v, |1〉 = I−v, |0〉 by applying the −iσyK operation to the state, where K
is the complex conjugate operator defined as K |ψ〉 = C∗0 |0〉 + C∗1 |1〉. In fact, this is the time reversal operation for
spin 12 system. Applying the transformation |ψ˜(t)〉 = −iσyK |ψ(t)〉, the Scho¨dinger equation becomes
i∂t |ψ˜(t)〉 = (−iσyK)Hv (−iσyK)−1 |ψ˜(t)〉 = (−iσy)KHvK (iσy) |ψ˜(t)〉 , (S14)
where we have used K−1 = K and (−iσy)−1 = iσy. In the |0〉, |1〉 basis, we have
iC∗i = −
∑
j=0,1
[H]∗ijC
∗
j , (S15)
which following from taking the complex conjugate on both sides of the Scho¨dinger equation. Therefore, by comparing
Eq. (S15) with iK |ψ〉 = (KHK)K |ψ〉, we conclude that KHK = −H∗, where the complex conjugate of H means
8taking the complex conjugate of each matrix element of H in the |0〉, |1〉 basis. Since the matrix elements of the LZ
Hamiltonian (S10) in the |0〉, |1〉 basis are real, we have
KHvK = −Hv. (S16)
Thus one can calculate in the |0〉, |1〉 basis
(−iσy)KHvK (iσy) = Hv. (S17)
If the system is initially in the ground the state |1〉 and solution is shown as Eq. (S11), then the time reversal operation
will transform the initial state from |1〉 to −iσyK |1〉 = eipi |0〉 and the solution for the system initially prepared in
the excited state eipi |0〉 would be
|ψ˜(t)〉 = −iσyK |ψ(t)〉 = −C∗1 (t) |0〉+ C∗0 (t) |1〉 . (S18)
Plugging Eqs. (S11, S18) into Eq. (S1), we find Iv, |1〉 = Iv, |0〉. By similar arguments, we have I−v, |1〉 = I−v, |0〉.
The equality of the CFIs for the four cases follows from the same argument as above. In what follows, we shall
restrict the system in the condition of case (1). Once we know the Fisher information or optimal measurements for
this case, those for the rest three cases are also known by the virtue of Eqs. (S13, S18).
III. THE CLASSICAL FISHER INFORMATION BASED ON LANDAU-ZENER FORMULA
In this section, following Zener’s [2] derivations, we express the general solution to the evolution of system evolving
under LZ Hamiltonian in terms of parabolic cylinder function Dν(z) and then find the state at t = T and the classical
Fisher informations(CFIs) measured in the σz basis.
The Scho¨dinger equation for a system evolving under the LZ Hamiltonian (S10) in the σz basis is written as{
iC˙0(t) =
vt
2 C0(t) +
∆
2 C1(t)
iC˙1(t) =
∆
2 C0(t)− vt2 C1(t)
. (S19)
Assuming v > 0 and the system is initially in the ground state |1〉 at initial time ti = −T0, i.e.,
C0(−T0) = 0, C1(−T0) = 1, (S20)
Eliminating C1(t) in Eq. (S19), we have a second order differential equation with respect to C0(t), i.e.,
C¨0(t) +
(
∆2 + v2t2
4
+ i
v
2
)
C0(t) = 0. (S21)
The change of variables z = e
pii
4
√
vt transforms Eq.(S21) into the Weber equation
C ′′0 (z) +
[
ν +
1
2
− z
2
4
]
C0(z) = 0, (S22)
where ν ≡ −iγ and γ = ∆24v . The linearly independent solutions of the Weber equation is the parabolic cylinder
functions Dν(z) and D−ν−1(iz)(sect. 16.5 [30]; sect 6.12[31]). Let us further assume T0 is very large, then at t = −T0,
z =
√
vT0e
− 3pii4 ≡ R0e− 3pii4 and D−ν−1(iz) becomes D−ν−1(R0e−pii4 ), where R0 ≡
√
vT0 is a the real dimensionless
large quantity. According to the asymptotic expansion of Dn(z) when
∣∣z∣∣→∞ for ∣∣argz∣∣ < 3pi4 (sect. 16.5 [30]; sect
6.12[31])
Dn(z) ∼ e− z
2
4 zn
{
1− n(n− 1)
2z2
+
n(n− 1)(n− 2)(n− 3)
2 · 4z4 − · · ·
}
, (S23)
we have at t = −T0
lim
R0→∞
D−ν−1(R0e−
pii
4 ) = lim
R0→∞
e
iR20
4 e
ipi(ν+1)
4 R−ν−10 = 0. (S24)
9Eq. (S24) implies that we can assume
C0(z) = AD−ν−1(iz), (S25)
to satisfy the boundary of the first equation of Eq. (S20). By noting the recurrence relations of Dν(z),
D′ν(z) +
z
2
Dν(z)− νDν−1(z) = 0, (S26)
we obtain that
D′−ν−1(iz) =
z
2
D−ν−1(iz)− i(ν + 1)D−ν−2(iz). (S27)
Substitution of Eq. (S25) and Eq. (S27) into the first equation of Eq. (S19) yields
C1(z) = −2A
√
v
∆
e−
3pii
4 [izD−ν−1 (iz) + (ν + 1)D−ν−2 (iz)] . (S28)
From Eq. (S23), we can easily find at t = −T0, z = R0e− 3pii4 →∞e− 3pii4 ,
lim
z→∞e− 3pii4
zD−ν−1(iz) = lim
R0→∞
R0e
− 3pii4 D−ν−1(R0e−
pii
4 ) = lim
R0→∞
e
iR20
4 − ipi2 Riγ0 e
ipiν
4 = e
piγ
4 ei(φ0(T0)−
3pi
4 ), (S29)
lim
z→∞e− 3pii4
D−ν−2(iz) = lim
R0→∞
D−ν−2(R0e−
pii
4 ) = lim
R0→∞
e
iR20
4 e
ipi(ν+2)
4 R−ν−20 = 0, (S30)
where we define φ0(T0) ≡ R
2
0+pi
4 + γ lnR0 and the real dimensionless quantity γ ≡ ∆
2
4v . From Eqs. (S28, S29, S30), we
find
C1
{
z →∞ exp(−3pii/4)} = 2A√v
∆
e
piγ
4 eiφ0(T0). (S31)
Comparing Eq. (S31) with the second equation of Eq. (S20), we determine A as
A =
∆
2
√
v
e−
piγ
4 =
√
γe−
piγ
4 e−iφ0 , (S32)
where in the calculations the phases cancel with each other, leaving A a real number, which is the reason we set the
phase φ1 in the initial condition as Eq. (S20). Therefore
C0(z) =
√
γe−
piγ
4 e−iφ0D−ν−1(iz). (S33)
Substitution of Eqs. (S25, S27) into the first equation of Eq. (S19) yields
C1(z) = e
−piγ4 e−iφ0+pii/4 [izD−ν−1 (iz) + (ν + 1)D−ν−2 (iz)] . (S34)
For pi4 < arg(z) <
5pi
4 , as
∣∣z∣∣→∞, by using the identity (sect. 16.5 [30]; sect 6.12[31])
Dn(z) = e
npiiDn(−z) +
√
2pi
Γ(−n)e
1
2 (n+1)piiD−n−1(−iz) (S35)
and Eq. (S23), we can readily obtain the asymptotic expansion
Dn(z) = e
− z24 zn
{
1 +O
(
1
z2
)}
−
√
2pi
Γ (−n)e
npiie
z2
4 z−n−1
{
1 +O
(
1
z2
)}
. (S36)
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We are concerned with the state at time t = T which is far away from the avoided level crossing time t = 0. Therefore
at t = T , z = Re
pii
4 , iz =
√
vTe
3pii
4 ≡ Re 3pii4 , D−ν−1(iz) = D−ν−1(Re 3pii4 ) and D−ν−2(iz) = D−ν−2(Re 3pii4 ), using
Eq.(S36), we have
lim
R→∞
D−ν−1(Re
3pii
4 ) = lim
R→∞
{
e−
3pii
4 (ν+1)e
iR2
4 R−ν−1 +
√
2pi
Γ(1 + ν)
e−
νpii
4 e−
iR2
4 Rν
}
=
√
2pi
Γ(1 + ν)
e−
piγ
4 e−i(φ−
pi
4 ), (S37)
lim
R→∞
RD−ν−1(Re
3pii
4 ) = lim
R→∞
{
e−
3pii
4 (ν+1)e
iR2
4 R−ν +
√
2pi
Γ(ν + 1)
e−
νpii
4 e−
iR2
4 Rν+1
}
= e−
3piγ
4 ei(φ−pi) +
√
2pi
Γ(1 + ν)
e−
pia
2 Re−i(φ−
pi
4 ), (S38)
lim
R→∞
D−ν−2(Re
3pii
4 ) = lim
R→∞
{
e−
3pii
4 (ν+2)e
iR2
4 R−ν−2 +
√
2pi
Γ(2 + ν)
e−
(ν+1)pii
4 e−
iR2
4 Rν+1
}
=
√
2pi
Γ(2 + ν)
e−
piγ
4 Re−iφ. (S39)
where we define φ(T ) ≡ R2+pi4 + γ lnR. According to Eqs. (S33) and (S37-S39), we arrive at
C0(T ) = e
−piγ2
√
2piγ
Γ(1− iγ)e
−i(φ(T )+φ0(T0)−pi4 ), (S40)
C1(T ) = e
−piγei(φ(T )−φ0(T0)). (S41)
Multiplying Eqs. (S40, S41) by an overall phase to eliminate the phase factor in C1(T ), we obtain the state at the
time t = T far away from the transition region as
C0(T ) = e
−piγ2
√
2piγ
Γ(1− iγ)e
−i(2φ(T )−pi4 ), (S42)
C1(T ) = e
−piγ . (S43)
From Eqs. (S42) and (S43), we easily obtain
P0(T ) ≡
∣∣C1(T )∣∣2 = 1− e−2piγ , (S44)
P1(T ) ≡
∣∣C2(T )∣∣2 = e−2piγ . (S45)
where we have used [Γ(z)]
∗
= Γ(z∗) and Γ (1 + iγ) Γ(1− iγ) = piγsinh(piγ) ([30, 31]). The transition probabilities P0(T ),
P1(T ) in Eqs. (S44, S45) are exactly the same as the results in Zener’s paper[2].
IV. EXPRESSIONS FOR THE QFIS AT t = T FOR THE CASE OF A SINGLE LANDAU-ZENER
TRANSITION
In this section, we present a more accurate asymptotic for the QFI of estimating ∆ and show how the time scaling
of the QFI when the system is initially in a superposition state.
Asymptotically expanding Eqs. (S33, S34) at ti = −T0 gives
C0(−T0) = √γ
{
0 +
1
R0
− i (ν + 1)(ν + 2)
2R30
− (ν + 1)(ν + 2)(ν + 3)(ν + 4)
8R50
+ · · ·
}
, (S46)
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C1(−T0) = 1− iν(ν + 1)
2R20
+
(ν + 1) (ν + 2)(ν + 3)
2R40
+ · · · . (S47)
From Eq. (S46, S47), it is easily identified that in order to make the derivations in Sec. III accurate, we should
require
√
γ/R0  1 and 1/R0  1, from which we obtain
T0  τ ≡ max{∆
2v
,
1√
v
}. (S48)
Asymptotically expanding Eqs. (S33, S34) at t = T with Eqs. (S23, S35) shows that
T  τ (S49)
is also sufficient to make the asymptotic results Eqs. (S42, S43) sufficient accurate.
Strictly speaking the solutions Eqs. (S33, S34) to the time-dependent Scho¨dinger Eq. (S19) is asymptotic rather
than exact since their asymptotic expansions at ti = −T0 (S46, S47) satisfy the initial condition (S20) asymptotically
rather than exactly. So one may construct the exact solution by considering the small corrections in Eqs. (S46, S47),
i.e. Ci(t) =
∑∞
n=0 C
(n)
i (t)(i = 1, 2), where C
(0)
i corresponding the solution Eqs. (S33, S34). One can safely ignore the
higher order small corrections and only keep the zeroth order to find the transition probabilities as Zener did and the
relative phase at t = T . However, since the quantum Fisher information involves the derivative of the amplitudes Ci’s
with respect to the estimation parameter g as one can see from Eq. (S1), the derivatives of these small high order
corrections are not necessarily small and hence may contribute significant the quantum Fisher information. In fact,
we show in our subsequent paper that the time scaling of QFI of v at t = 0 is due to the first order rather than the
zeroth order while for the scaling of QFI of v at t = T , we only need to consider to zeroth order since it gives rise to
the highest time scaling T 4. We also show for QFIs of ∆ at t = 0 and t = T , only the zeroth order terms contribute to
the QFIs and the contributions from high order correction can be neglected as long as T is large. These observations
justify that in the main text we only use the zero-order solution (S42, S43) to find the time scaling of the QFIs of ∆
and v at t = T .
A. Improved asymptotic expression for the QFI of estimating ∆
In main text, we show that the QFI scales as lnT for estimating ∆ and T 4 for estimating v with a prefactor given
by the product of the two transition probabilities P0 and P1. In either a diabatic or adiabatic transition, one of the
transition probabilities is very small, which will also make their product small. But for estimating v, the quickly
increasing T 4 term will compensate for the smallness of the prefactor, which make the 1st asymptotic for estimating
v in the main text still be dominantly large as long as Eqs. (S48, S49) is satisfied.
However, this is not the case for estimating ∆. In either a diabatic or adiabatic transition, the small prefactor P0P1
conspires with the slowness of the lnT scaling, which makes the 1st asymptotic for estimating ∆ in the main text no
longer large enough to be the leading term, as we will see in the end of this subsection.
Therefore, a more precise asymptotic expression for QFI of ∆ is necessary particularly for the diabatic or adiabatic
case. Starting from Eqs. (S42, S43), we will calculate asymptotic expression for the QFI of ∆ by keeping all the terms
in the calculation rather than only keeping the the highest order terms of T . First let us rewrite Eq. (S1) as
Ig(t) = 4
[
1∑
i=0
∣∣∣Ci(t)∣∣∣2∣∣∣∂g lnCi(t)∣∣∣2 −∣∣∣ 1∑
i=0
∣∣∣Ci(t)∣∣∣2∂g lnCi(t)∣∣∣2] . (S50)
Taking the logarithm on both sides of Eqs. (S42, S43), we obtain
lnC0(T ) =
1
2
ln γ − piγ
2
+
1
2
ln 2 +
1
2
lnpi − ln Γ (1− iγ)− 2iφ+ ipi
4
, (S51)
lnC1(T ) = −piγ. (S52)
Differentiating with respect to ∆ in both sides of Eq. (S51, S52), by noticing ∂∆γ =
2γ
∆ and ∂∆φ =
γ
∆
ln
(
vT 2
)
, we
arrive at
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FIG. 4. Comparison of the analytic results of estimating ∆ with the numerical and asymptotic results mentioned in the main
text. We consider the diabatic limit v  ∆: v = 1, ∆ = 0.01, τ = 1, T0 = 100τ . One see that the 1st asymptotic expression
in the main text deviates from the numerical result significantly while the 2nd asymptotic expression (S57) agrees with the
numerical result very well.
∂∆ lnC0(T ) =
1− piγ
∆
+ i
2γ
∆
ϕ(1− iγ), (S53)
∂∆ lnC1(T ) = −2piγ
∆
+ i
2γ
∆
ln
(
vT 2
)
, (S54)
where ϕ(1 − iγ) is the digamma function defined in Eq. (S110). Substitution of Eq. (S113, S114) into Eq. (S53)
yields
∂∆ lnC0(T ) =
1− piγ + 2γη1(γ)
∆
+ i
2γ
∆
θ1(γ) =
piγ [coth (piγ)− 1]
∆
+ i
2γ
∆
θ1(γ), (S55)
where θ1(γ) is defined as Eq. (S111). Plugging Eqs. (S44, S45, S55, S54) into Eq. (S50) yields
I∆, |1〉(T ) =
16γ2e−2piγ
∆2 (1− e−2piγ)
{(
1− e−2piγ)2 [ln (vT 2)]2 − 2 (1− e−2piγ) θ1(γ) ln (vT 2)
+
(
pi2 + θ21(γ)− 2e−2piγθ21(γ) + θ21(γ)e−4piγ
)}
. (S56)
In view of Eqs. (S44, S45), Eq. (S56) can be rewritten as
I∆, |1〉(T ) =
∆2
v2
P0P1
[
ln
(
vT 2
)]2 − 2∆2
v2
P1θ1(γ) ln
(
vT 2
)
+
∆2P1
v2P0
[(
pi2 + θ21(γ)− 2P1θ21(γ) + θ21(γ)P 21
)]
. (S57)
The first term in our 2nd asymptotic expression Eq. (S57) is just the 1st asymptotic expression discussed in the main
text and in the diabatic or adiabatic limit the remaining terms will become at least comparable with (even much
larger than) the first term. Fig. 4 illustrates this in the diabatic limit where the 1st asymptotic result in the main
text is not longer dominant and the 2nd asymptotic expression (S57) is needed for an accurate predication.
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B. Initially prepared in a superposition of states |0〉 and |1〉
In this section we will analyze how the QFIs at t = T scale as T asymptotically when T is large (T → ∞) if we
initially prepare the state in a superposition state of |0〉 and |1〉. Because the Scho¨dinger equation Eq. (S19) is linear
with respect to Ci’s, the state for a system initially prepared in a general state
Ψ(−T ) = cos
(α
2
)
|0〉+ eiβ sin
(α
2
)
|1〉 (S58)
is simply the linear superposition of the solutions corresponding to the system initially prepared in |1〉 and |0〉,
respectively. Denoting the solution corresponding to initial condition (S58) as
|ψˇ(t)〉 = C0(t) |0〉+ C1(t) |1〉 , (S59)
then according to Eq. (S18), we can immediately write the solution at t = T as
C0(T ) = cos
(α
2
)
C0(T ) + i sin
(α
2
)
eiβ [C1(T )]
∗
, (S60)
C1(T ) = cos
(α
2
)
C1(T )− i sin
(α
2
)
eiβ [C0(T )]
∗
. (S61)
Given the results
∂gC0(T ) ∼ −2iC0(T )∂gφ, (S62)
∂gC1(T ) ∼ constant, (S63)
∂gC0(T ) ∼ −2i cos
(α
2
)
C0(T )∂gφ, (S64)
∂gC1(T ) ∼ 2 sin
(α
2
)
eiβ [C0(T )]
∗
∂gφ, (S65)
Substitution of Eqs. (S60, S61, S64, S65) into Eq. (S1), we can also find in general I∆, |Ψ〉 scales as (lnT )2 and Iv, |Ψ〉
scales as T 4. The QFIs of estimating v for different initial superposition states are plotted in Fig. 5.
V. THE QFI FOR THE CASE OF PERIODIC LANDAU-ZENER TRANSITIONS
In order to obtain an analytic expression of the QFI for the case of periodic LZ transition, we set in the periodic
LZ Hamiltonian 0 = 0, i.e., H =
1
2A cos (ωt)σz +
1
2∆σx. Applying the transformation |ψ¯〉 = eiσy
pi
4 |ψ〉, we obtain
i∂t |ψ¯〉 = HE |ψ¯〉, where
HE = e
iσy
pi
4 He−iσy
pi
4 =
∆
2
σz − A
2
cos (ωt)σx. (S66)
Note that HE is the Hamiltonian of a two level atom driven by a linear polarized monochromatic laser field. In the
interaction picture, where the Hamiltonian transforms into
HE = ei∆2 σzt
[
−A
2
cos (ωt)σx
]
e−i
∆
2 σzt = −A
2
cos(ωt) [σx cos(∆t)− σy sin(∆t)] , (S67)
the Scho¨dinger equation becomes i∂t |ψ〉I = H˜E |ψ〉I , where |ψ〉I denotes the state in the interaction picture. Upon
writing |ψ(t)〉I = c0(t) |0〉+c1 |1〉 and substituting it into the Scho¨dinger equation in the interaction picture, we obtain
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FIG. 5. The QFIs of estimating v by preparing the initially state in superpositions of |0〉 and |1〉. The basic parameter
configuration is as follows: v = 1, ∆ = 1, τ = 1, T0 = 100τ .
ic˙0(t) = −A
4
[
ei(ω−∆)t + e−i(ω+∆)t
]
c1(t) (S68a)
ic˙1(t) = −A
4
[
e−i(ω−∆)t + ei(ω+∆)t
]
c0(t) (S68b)
Let us consider the weakly coupling and near resonance case, where A ω, ∆ and |ω −∆|  |ω + ∆| , then we can
apply the rotating wave approximation , i.e., neglecting the anti-rotating terms in Eqs. (S68a, S68b) and arrive at
ic˙0(t) = −A
4
ei(ω−∆)tc1(t), (S69)
ic˙1(t) = −A
4
e−i(ω−∆)tc0(t), (S70)
from which one can easily identify that the Hamiltonian now is simplified as
HE = −A
4
[
0 ei(ω−∆)t
e−i(ω−∆)t 0
]
= −A
4
{cos [(ω −∆)t]σx − sin [(ω −∆)t]σy} = −A
4
eiσz
ω−∆
2 tσxe
−iσz ω−∆2 t. (S71)
Eq. (S71) is a well-known Hamiltonian first considered by Rabi in nuclear magnetic resonance. From Eq. (S71), one
can easily transform HE to a static Hamiltonian −A
4
[(
ω−∆
2
)
σz + σx
]
and therefore find the corresponding analytical
solution. Now the state |ψ(t)〉 corresponding to the original Hamiltonian H and the state |ψ(t)〉E corresponding to
the Hamiltonian HE are connected by the unitary transformation
|ψ(t)〉E = ei
∆
2 σzteiσy
pi
4 |ψ(t)〉 ≡ UE |ψ(t)〉 . (S72)
Since the the transformation UE does not depend on the estimation parameter ω, plugging Eq. (S72) into Eq. (S1),
we see that the the QFI in the transformed frame is identical to that in the original lab frame. On the the other
hand, starting from t = 0, the maximum quantum Fisher information at t = T over all possible initial pure states
associated with HE is, according to [29],
max Iω(T ) =
A2T 2
A2 + 4 (∆− ω)2 −
4A2T sin
(
T
√
A2 + 4(∆− ω)2/2)[
A2 + 4 (∆− ω)2
]3/2 + 8A2
[
1− cos
(
T
√
A2 + 4(∆− ω)2/2)][
A2 + 4 (∆− ω)2
]2 . (S73)
The corresponding initial state that gives rise to this maximum QFI in general depends on the evolution duration T .
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VI. THE OPTIMAL LEVEL CROSSING HAMILTONIANS AND MEASUREMENTS
In this section, we briefly introduce the expression for the optimal quantum controls and measurements for the
single (LZ) transition and multiple periodic transitions.
The Optimal Control Hamiltonian(OCH) mentioned in the main text is
Hc (t) =
∑
k
fk (t) |ψk (t)〉 〈ψk (t)| −Hg(t) + i
∑
k
|∂tψk (t)〉 〈ψk (t)| , (S74)
where |ψk (t)〉 is the kth eigenstate of ∂gHg; fk(t) can be arbitrary taken in principle, but is usually chosen to take
the form which simplifies the OCH Hc (t) significantly. Intuitively, the following Optimal Level Crossing Hamiltonian
(OLCH)
HLC = h(t)
{
ei[θm(t)−θn(t)] |ψn(t)〉 〈ψm(t)| +ei[θn(t)−θm(t)] |ψm(t)〉 〈ψn(t)|
}
, (S75)
where h(t) is proportional to a delta function peaked at the level crossing time t′ of the maximum of minimum energy
levels of ∂gH, satisfying
h(t) = (l +
1
2
)piδ(t− t′), (S76)
where l is an arbitrary integer and
θk(t) =
ˆ t
t0
fk(t
′)dt′, (S77)
can transform the old state |ψn〉 (before level crossing) to a new state |ψm〉 (after level crossing) and vice versa. For
a rigorous proof, see [29].
A. A Single LZ Transition with optimal controls and measurements
For the estimation of ∆, taking f|+x〉 =
∆c
2
and f|−x〉 = −∆c
2
, the Optimal Control Hamiltonian (OCH) becomes
Hc = −vt
2
σz. (S78)
No LCH is required since ∂∆H have no level crossing. When the OCH is applied and the system is initially prepared
in a state |Ψ〉c∆ =
1√
2
[|+x〉+ eiβ |−x〉], the system will evolve under the Hamiltonian H +Hc = ∆2 σx, the state at
any time t is
|ψ(t)〉 = 1√
2
{
|+x〉+ ei[∆(t+T )+β] |−x〉
}
. (S79)
As one can verify, by substituting Eq. (S79) into Eq. (S1), one can also obtain the expression for QFI same as in the
main text. According to Eqs. (S6, S7), the optimal measurements are the projectors formed by following vectors
|±〉c∆ =
1√
2
{
|+x〉 ± iei[∆(t+T )+β] |−x〉
}
. (S80)
For the estimation of v, taking f|0〉 =
vct
2
and f|1〉 = −vct
2
, the OCH becomes
Hc = −∆
2
σx. (S81)
Since the maximum and minimum eigenstates of ∂vH have a level crossing at t = 0, an OLCH HLC is required to
avoid the level crossing of ∂vH at t = 0. According to Eqs. (S75-S77), the OLCH is
16
HLC(t) = h(t)
{
exp
[
−ivc
(
t2 − T 2)
2
]
|1〉 〈0| + exp
[
i
vc
(
t2 − T 2)
2
]
|0〉 〈1|
}
,
which can also be written alternatively
HLC = h(t)
{
cos
[
vc
(
t2 − T 2)
2
]
σx + sin
[
vc
(
t2 − T 2)
2
]
σy
}
, (S82)
where h(t) satisfies Eq. (S76) with t′ = 0.
In practice, if one needs to estimate v, the value of ∆ should be known to him. Thus OCH is also known to him.
However, v is unknown and therefore one has to choose a value vc before performing an estimation. In general if gc 6= g
the level crossing Hamiltonian HLC may not be optimal hence the upper bound of QFI may not be achieved. But in
this particular example, we will show in what follows that if vc is chosen arbitrarily, the corresponding HLC is always
optimal which can successfully keep the maximum and minimum eigenstates of ∂vH from level crossing at t = 0, as
long as h(t) satisfy Eq. (S76). Thus an arbitrarily chosen vc will give rise to the upper bound of the QFI. Assume
δt is small enough such that the intensity of HLC is much larger than H and Hc during the time interval (−δt, δt).
Therefore the system’s dynamics during this time interval is only governed by HLC . Suppose that at t = −δt the
system is in state |1〉, then at t = δt, the system’s state is
exp
−i δtˆ
−δt
HLC(t
′)dt′
 |1〉 = e−i(l+1/2)pin·σ |0〉 , (S83)
where
n =
[
cos
(
vcT
2
2
)
, − sin
(
vcT
2
2
)
, 0
]
, (S84)
For n = [cosφ, sinφ, 0], it is easy to obtain
e−i(l+1/2)pin·σ |1〉 = (−1)l+1ie−iφ |0〉 , (S85)
e−i(l+1/2)pin·σ |0〉 = (−1)l+1ieiφ |1〉 . (S86)
Thus, one can find the result of Eq. (S83) is equal to |0〉 up to a phase which depends on vc, i.e.,
exp
−i δtˆ
−δt
HLC(t
′)dt′
 |1〉 = (−1)l+1 iei vcT22 |0〉 . (S87)
Similarly,
exp
−i δtˆ
−δt
HLC(t
′)dt′
 |0〉 = (−1)l+1 ie−i vcT22 |1〉 . (S88)
An alternative geometric interpretation is that from right hand side of Eq. (S83) we find that the operation of
e−i(l+1/2)pin·σ on |1〉 is equivalent as rotating the state |1〉 by (2l + 1)pi on the Bloch sphere. The rotation will gives
us a state |0〉 up to a phase that depends on vc.
For t < 0, the system evolves from initial state under the Hamiltonian H+Hc, which is
vt
2 σz for the optimal control
case. Thus the state is
|ψ(t)〉 = 1√
2
{
|0〉+ ei[ v2 (t2−T 2)+β] |1〉
}
. (S89)
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Thus, according to Eqs. (S6, S7), the optimal measurements are projectors formed by the following vectors
|±〉cv,< =
1√
2
{
|0〉 ± iei[ v2 (t2−T 2)+β] |1〉
}
. (S90)
For t > 0, the calculation of |ψ(t)〉 is followed by two steps. First, we first consider the dynamics from t = 0− to
t = 0+. Form Eq. S89, we have
|ψ(0−)〉 = 1√
2
{
|0〉+ ei(− v2T 2+β) |1〉
}
. (S91)
According to Eqs. (S87, S88), we obtain
|ψ(0+)〉 = 1√
2
{
|0〉+ ei( v2T 2−β−vcT 2) |1〉
}
, (S92)
where the redundant overall phase in Eq. (S92) is dropped. Then we consider the dynamics from 0+ to t, the final
state is
|ψ(t)〉 = 1√
2
{
|0〉+ ei[ v2 (t2+T 2)−β−vcT 2] |1〉
}
. (S93)
According to Eqs. (S6, S7), the optimal measurements are the projectors formed by following vectors
|±〉cv,> =
1√
2
{
|0〉 ± iei[ v2 (t2+T 2)−β−vcT 2] |1〉
}
. (S94)
B. Periodic LZ transitions with optimal controls and measurements
The Hamiltonian to implement the periodic LZ transitions discussed in the main text is
H =
1
2
[0 +A cos(ωt)]σz +
∆
2
σx. (S95)
For estimation of ω, choosing f|0〉 =
A cos(ωct)
2 and f|1〉 = −A cos(ωct)2 , the OCH is
Hc = −0
2
σz − ∆
2
σx. (S96)
Let us assume the system starts to evolve at t = 0 and is measured at t = T = Npiωc . Since the maximum and minimum
eigenstates of ∂ωH have a level crossing at time
npi
ω , OLCHs are necessary at time points
npi
ωc
(n = 1, 2 · · ·N)(for the
optimal case we have ωc = ω). According to Eqs. (S75-S77), we have
θ|0〉 = −θ|1〉 =
npi/ωcˆ
0
A cos(ωct
′)
2
dt′ = 0, (S97)
HLC(t) = h(t) {|0〉 〈1|+ |1〉 〈0|} = h(t)σx, (S98)
where
h(t) ≡ (l + 1
2
)pi
N∑
n=1
δ
(
t− npi
ωc
)
. (S99)
In addition, we need to prepare the initial state |Ψ〉cω = 1√2
(|0〉+ eiβ |1〉). Thus the state |0〉 at t = (npiωc )+ evolves to
e−iφn/2 |0〉 at t =
(
(n+1)pi
ωc
)−
(n = 0, 1, · · ·N), with no level crossing Hamiltonians applied during this period, where
φn ≡
(n+1)pi/ωcˆ
npi/ωc
A cos (ωt) dt =
A
ω
{
sin
[
(n+ 1)piω
ωc
]
− sin
[
npiω
ωc
]}
(S100)
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is the accumulated phase during this time. Note that φn’s should be distinguished from from the notations φ0, φ in
Sect. III and IV. Schematically,
t =
(
npi
ωc
)+
t =
(
(n+1)pi
ωc
)−
|0〉 evolve under==============⇒
H+Hc=A/2 cos(ωt)σz
e−iφn/2 |0〉
|1〉 evolve under==============⇒
H+Hc=A/2 cos(ωt)σz
eiφn/2 |1〉
, (S101)
where n = 0, 1, 2 · · ·N . If there were no OLCHs at t = tn, we would end up with at state
|ψ(T )〉 = 1√
2
[
|0〉+ exp
(
i
N−1∑
n=0
φn + iβ
)
|1〉
]
, (S102)
which yields same QFI as one can calculate from
(
A
´ Npi/ωc
0
t sin(ωt)dt
)2
.
We will see in what follows that by applying the OLCHs at t =
(
npi
ωc
)
(n = 1, 2 · · ·N), the QFI will be dramatically
improved. Using Eqs. (S85, S86), we have
exp
−i npi/ωc+δtˆ
npi/ωc−δt
HLC(t
′)dt′
 |1〉 = ei(l+ 32 )pi |0〉 , (S103)
exp
−i npi/ωc+δtˆ
npi/ωc−δt
HLC(t
′)dt′
 |0〉 = ei(l+ 32 )pii |1〉 . (S104)
Thus when OLCHs are applied, we have
|ψ(T )〉 = 1√
2
(|0〉+ eiΦN |1〉) ,
where
ΦN =
N−1∑
n=0
(−1)nφn + (−1)Nβ +N(l + 3
2
)pi, (S105)
which yields QFI
[∑N−1
n=0 (−1)n∂ωφn
]2
. Substituting of Eq. (S100) into this expression for QFI and then set ωc = ω
one obtains the same result as in the main text. Since ωc = ω, φn = 0 for the optimal case where the first term in
ΦN vanishes, according to Eqs. (S6, S7), the optimal measurements are the projectors formed by following vectors
|±〉cω =
1√
2
{|0〉 ± iN+1(−1)Nl+N exp [i(−1)Nβ] |1〉} . (S106)
If the estimation time is at T = (N+α)piωc , aside from the phase accumulation from t = 0 to t =
Npi
ω , the phase also
accumulate from t = Npiω to t =
(N+α)pi
ωc
, the state at t = T becomes
|ψ(T )〉 = 1√
2
{|0〉+ exp [iΦN + i(−1)NφN+1−α] |1〉} ,
where
φN+1−α ≡
(N+α)pi/ωcˆ
Npi/ωc
A cos (ωt) dt =
A
ω
{
sin
[
(N + α)piω
ωc
]
− sin
[
Npiω
ωc
]}
. (S107)
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Setting ωc = ω, the optimal measurements are the projectors formed by following vectors:
|±〉cω =
1√
2
{
|0〉 ± iN+1(−1)Nl+N exp
[
i(−1)N A sin (Npi + αpi)
ω
+ i(−1)Nβ
]
|1〉
}
(S108)
=
1√
2
{
|0〉 ± iN+1(−1)Nl+N exp
[
i
A sin (αpi)
ω
+ i(−1)Nβ
]
|1〉
}
. (S109)
APPENDIX A: DIGAMMA FUNCTIONS
The integral representation for the digamma function ϕ(z) is [30, 31]
ϕ(z) ≡ [ln Γ(z)]′ =
∞ˆ
0
{
e−t
t
− e
−<(z)te−i=(z)t
1− e−t
}
dt =
∞ˆ
0
{
e−t
t
− e
−<(z)t
1− e−t cos [=(z)t]
}
dt+ i
∞ˆ
0
{
e−<(z)t
1− e−t sin [=(z)t]
}
dt.
(S110)
Upon defining the line integrals
θν(a) ≡
∞ˆ
0
{
e−t
t
− e
−νt
1− e−t cos (at)
}
dt, (S111)
ην(a) ≡
∞ˆ
0
{
e−νt
1− e−t sin (at)
}
dt, (S112)
we may write ϕ (1− ia) as
ϕ (1− ia) = θ1 (a)− iη1 (a) . (S113)
Note that η1(a) can be computed in elementary functions ([41, 3.951.12 in pp496]):
η1(a) =
∞ˆ
0
e−t sin(at)
1− e−t dt =
∞ˆ
0
sin(at)
et − 1 dt =
pia coth (pia)− 1
2a
. (S114)
