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ABSTRACT
This thesis comprises the description and analysis of electronic trans-
port through copper phthalocyanine in an STM setup on thin insulating
films. A major part deals with the derivation of a semi-empirical many-
body Hamiltonian in the molecular basis for copper phthalocyanine.
The symmetry of the molecular orbitals allows for reducing the required
number of matrix elements of the Coulomb interaction. Later on, also
spin-orbit interaction and interactions with magnetic fields are added
to the description of copper phthalocyanine and we derive an effective
low-energy Hamiltonian which allows for the identifaction of the differ-
ent many-body transitions observed in the numerical transport calcula-
tions. Transport dynamics is obtained by evaluating a master equation
for the reduced density operator. Thereby, STM-specific properties are
contained in the tunneling matrix elements, which describe the tun-
neling of electrons from the tip and the substrate onto the molecule.
Using this transport formalism and the many-body Hamiltonian for
copper phthalocyanine, we find negative differential conductance phe-
nomena caused by interference of many-body states. Furthermore, a
tip-position controlled population inversion to an excited neutral state
of the molecule is identified. Associated to the latter is the change of
the total spin of the molecule from a low-spin to a high-spin state.
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1
INTRODUCTION
In this chapter we give a short overview about the field of single
molecule junctions. We then turn our attention to the scanning tun-
neling microscope (STM) and discuss its basic operating principle and
different use cases. Last but not least we introduce the family of the ph-
thalocyanines, molecules that are used in many different areas ranging
from physics and chemistry to technology.
1.1 single molecule junctions
Single molecule junctions are a youthful field of research in physics. Al-
tough already in 1974 a single molecule was proposed as a molecular
rectifier in the theoretical work of Aviram and Ratner [AR74], it took
over 20 years, after some setbacks [AJP88, AJP89], until the conduc-
tance of an actual single molecule junction was measured by Joachim
et al. [JGSC95]. In the experiment an STM was used to contact a C60
molecule. Since then, single molecule junctions have attained broad
interest [AV13], both theoretically [CCL07, BMO+02, DVPL00] and
experimentally [RZM+97, SNU+02, ROB+02, XT03]. One very promi-
nent experimental technique for the realization of a single molecule junc-
tion is the break junction technique [SNU+02]: Here, a gap in a thin
conducting wire is either formed mechanically, chemically or electri-
cally. The mechanical way is to put the wire on a supporting substrate
and then to push the substrate from below with a nanorod until the
nanowire breaks and a gap is formed. Chemically, gap formation can
be achieved by etching. Electrically, by electromigration, where high
currents which are passed through the wire cause the ablation of atoms
in the wire [PLA+99]. The formation of the gap then can be monitored
by measuring the conductance; it decreases in steps of one conductance
quantum, as the atoms which are connecting the two sides of the wire
are reduced, and falls below one conductance quantum when a gap
is formed [RFU00]. Another way of realizing a single molecule junc-
tion is to integrate sulfur anchoring groups into molecules and use the
fact that sulfur very strongly binds to gold [MWR+03]. Also fullerenes
have been proposed as promising anchoring groups [MDS+08]. Last but
not least, STMs are outstandingly suitable for the realization of single
molecule junctions, both in the tunneling regime [QNH03] and in con-
tact [XT03]. In particular, the role of many-body effects in STM-based
single molecule junctions is gaining more and more interest, theoreti-
cally [SDG12, DSSG12, TRC11, TRC13, SID+15] as well as experimen-
tally [SSR11, SID+15, MGD+12, GMN+12, LDWG15].
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1.2 the scanning tunneling microscope
The STM was invented by Binnig and Rohrer [BRGW82] in 1982 at
the IBM labs in Zürich. Its most essential part is a metallic tip which is
mounted above a metallic substrate. Through the use of piezoelectric
transducers, which contract or expand when a voltage is applied on
them, the tip can be moved in all three dimensions with high accuracy.
The operational principle of an STM is based on quantum tunneling:
When the tip is near the sample and a bias voltage between tip and
substrate is applied, the finite overlap between the wavefunctions of
electrons in the tip and electrons in the substrate makes it possible for
a tip electron to tunnel out of the tip into the substrate, generating
current. Intuitively, this current is in first approximation proportional
to the local density of states of the substrate. Having the tip at fixed
distance to the sample and at finite bias voltage, scanning in x- and y-
direction thus produces a map of the tip-position dependent tunneling
current. This operating mode is called constant height mode. Alterna-
tively, a feedback loop can be switched on: It compares the measured
current to a predetermined reference current, the setpoint. If the mea-
sured current is larger (smaller) than the setpoint, a corresponding
voltage is applied to the piezo driver in z-direction which then in turn
increases (decreases) the tip-sample distance. During this constant cur-
rent mode, the relative z-positions with respect to the initial z-position
are recorded.
In addition to topographical images, STM can also give spectroscopic
information by measuring at a fixed tip position the current in depen-
dence of the applied bias voltage; specifically, using lock-in techniques,
by measuring the differential conductance one can obtain information
about the spectral properties of the sample.
As discussed in the previous section, STM junctions involving single
molecules are particularly interesting. Put directly on a metal substrate,
they can for example reveal Kondo enhancement [GMN+12, MRK+12],
giant magnetoresistance [SBN+11], spin crossover (SCO) [GMN+12]
and negative differential conductance [GLH00]. If in direct contact with
a metallic substrate, molecules are strongly perturbed due to hybridiza-
tion. In order to avoid this, an insulating layer on top of the metal
substrate can be added to effectively decouple the molecule from the
substrate while still enabling tunneling [RMSac+05, GMM+11], thus al-
lowing the investigation of nearly pristine molecules. However, also in
connection with insulating layers substrate-induced effects like charg-
ing [SSR11, LDWG15] and bistability [SID+15, SSR11, LRM07a] can
occur.
The theoretical description of STM transport is a difficult task. Be-
cause of its inherently large parameter space, there exist many differ-
ent models trying to give insight into experiments [HFS03]. The most
widely used approach to describe STM was proposed by Tersoff and
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Figure 1.1: Geometry of a metal phthalocyanine molecule on the example of
copper phthalocyanine.
Hamann [TH83], based on the tunneling theory of Bardeen [Bar61].
They concluded that the current in STM experiments is proportional
to the local density of states of the molecule, evaluated at the position
of the tip rT:
I ∼
∑
ν
|ψν(rT)|2 δ (Eν − EF) , (1.1)
where EF is the Fermi energy of the sample and Eν is the energy of
the sample wavefunction ψν . As we will show in the later chapters in
this work, there exist many circumstances where the recorded current
does not resemble the local density of states of the molecule; rather its
topographical features can depend strongly on many-body effects.
1.3 phthalocyanines
Phthalocyanines are heteronuclear organic macrocycles made of an in-
ner cycle, consisting of alternating carbon and nitrogen atoms, and of
four benzene rings covalently bonded to the inner cycle, see Fig. 1.1.
In hydrogen phthalocyanine (H2Pc) the center of the molecule either
comprises two hydrogen atoms bonded to two of the inner nitrogens,
whereas in metal phthalocyanine (MPc) there is one metal atom at the
center. The different possible metal centers found in phthalocyanines
are numerous: Just to name a few, common metals are Mn, Fe, Co, Ni,
Cu, Zn, etc. All in all there are over 70 possible different phthalocya-
nine complexes [OB92]. Most metal phthalocyanines are square planar
molecules and belong to the D4h rotational group, thus having a four-
fold principal symmetry axis through the center of the molecule, and
four twofold symmetry axes going through the inner lying or the outer
lying nitrogens (see Fig. 1.1), respectively. The planarity of MPc is also
mirrored in their electronic structures: The pi-system, comprising all
orbitals which point out of the molecular plane, is decoupled from the
σ-system, which consists of the orbitals that are overlapping in the
molecular plane.
Technologically, phthalocyanines have already reached everyday life
in the form of dyes (phthalo blue) and inks. Some of their most promis-
ing future applications lie in gas and radiation sensors [TES+92], fuel
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cells [BJ84], organic light emitting diodes [QGWW02], organic field
effect transistors [BLD96] and various others [KSG03].
Also, from the experimental point of view phthalocyanines are fas-
cinating molecules: The list of novel phenomena appearing in phthalo-
cyanine-based experiments goes from current-induced tautomerization
[LRM07b], giant magnetoresistance [SBN+11, WEHP+15] and nega-
tive differential conductance (NDC) [TMH08, WEHP+15] through to
giant orbital anisotropy [SMC+10], bistability [SSR11, SID+15] and the
Kondo effect [MRK+12].
1.4 outline
This thesis contains the description and analysis of electronic trans-
port through copper phthalocyanine (CuPc) in an STM setup on thin
insulating films. In the following we give an outline of this thesis:
In Chapter 2 we introduce the molecular Hamiltonian. Starting from
the atomic basis, we rewrite the Hamiltonian in the molecular orbital
(MO) basis and explain the possible advantages a description has in
this basis. We then illustrate this approach on the example of CuPc.
Moreover, we identify the most relevant MO for transport; by exploit-
ing their symmetry properties we are able to set up a model many-
body Hamiltonian for CuPc containing all possible Coulomb interaction
terms between the frontier orbitals.
Chapter 3 is dedicated to the derivation of our STM transport for-
malism. We identify the most important ingredients that enable us to
describe STM transport and proceed to derive a master equation for
the reduced density matrix (RDM) of the system. We further exam-
ine how electrostatic interactions with the environment can influence
the charge states of the molecule. After explaining the numerical algo-
rithm used in this work to find the stationary solution of the master
equation, we finally present our transport formalism on the basis of a
short example.
In Chapter 4 we discuss the possible appearance of NDC in electronic
transport through CuPc, caused by many-body interference between or-
bitally degenerate many-body states. To this end we set up a minimal
model containing only the relevant physics. Furthermore, we explain
the mechanism leading to the interference blocking scenario and iden-
tify the spectroscopic and topographical footprints of this many-body
effect. We finally conclude the chapter by discussing the stability of the
interference NDC.
We dedicate Chapter 5 to the description of an effect termed nonequi-
librium spin-crossover, which is a phenomenon during which the CuPc
molecule can undergo a transition to different spin states, depending
on the position of the tip. We provide a simple pedagogical example to
show that this effect is caused by population inversion to excited neu-
tral states of the molecule. In the last part of Chapter 5 we finally give
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general constraints on molecular properties like electron affinity, ioniza-
tion potential and the optical gap to narrow down classes of molecules
that could possibly exhibit such many-body effects.
In Chapter 6 we add spin-orbit interaction (SOI) and interaction
with magnetic fields to the description of CuPc. Furthermore, we derive
an effective low-energy Hamiltonian for CuPc. In magnetotransport
measurements the anisotropic properties of CuPc are revealed and the
effective Hamiltonian is used to gather information about the different
transitions showing up in the magnetotransport calculations.
Finally, we conclude our work in chapter 7 and provide a list of
possible extensions of this thesis in the hope of stimulating continuation
of this work.

2
MANY-BODY HAMILTONIANS FOR
pi - CONJUGATED MOLECULES
The most important ingredient in the calculation of transport proper-
ties of molecules in whatever junction geometry surely is the molecular
Hamiltonian. Since many-particle problems scale exponentially with
their degrees of freedom - a quantum mechanical system with only ten
different “pots” to allocate electrons has already over one million differ-
ent electronic configurations - one has to come up with a clever scheme
to tackle such intricate problems.
In this chapter we derive a semiempirical model Hamiltonian for pi-
conjuated molecules, specifically on the example of CuPc. By using our
procedure as a guideline it should be possible to extend the model to
further molecules, in particular to other members of the MPc family.
2.1 a general many-body hamiltonian
The most general Hamiltonian for a molecule consisting of Ne electrons
and Nn nuclei reads
Hˆmol = Tˆe + Tˆn + Vˆen + Vˆee + Vˆnn, (2.1)
which is composed of the electronic kinetic energy,
Tˆe =
Ne∑
i=1
~2
2me
∇2i , (2.2)
the kinetic energy of the nuclei with masses Mα positioned at rα,
Tˆn =
Nn∑
α=1
~2
2Mα
∇2α, (2.3)
the Coulomb interaction between electrons and nuclei,
Vˆen = −
Ne∑
i=1
Nn∑
α=1
Zαe
2
4piε0riα
, (2.4)
where riα = |ri − rα|, the Coulomb interaction between electrons,
Vˆen =
1
2
Ne∑
i=1
Ne∑
j=1
j 6=i
e2
4piε0rij
, (2.5)
and finally the Coulomb interaction between the nuclei,
Vˆnn =
1
2
Nn∑
α=1
Nn∑
β=1
β 6=α
ZαZβe
2
4piε0rαβ
, (2.6)
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with Zα being the proton number of atom α. Solving Eq. (2.1) means
dealing with an Nn +Ne-particle problem: the total wavefunction Ψtot
describes the motion of all nuclei and electrons at the same time. A
commonly used simplification of this problem is the Born-Oppenheimer
approximation [BO27], under which the electronic and nuclear degrees
of freedom are decoupled, Ψtot = Ψn ({rα})×Ψe ({rα} , {ri}). The jus-
tification of this approximation is based on the huge mass difference
between electrons and nuclei, leading to a movement of electrons on
a much shorter timescale than the nuclei. Thus for the electrons the
nuclei are essentially frozen, while from the nuclear point of view the
electrons are generating an energy landscape (PES, potential energy
surface [Jen99]) whose minima and curvature ultimately determine the
rest positions and vibrational motions of the nuclei, respectively.
Since our main interest in this work lies in the description of elec-
tronic effects, we assume the nuclei to be fully frozen; that is, we neglect
vibrational excitations of the molecule.
2.1.1 Molecular Hamiltonian in the atomic basis
After exploiting the Born-Oppenheimer approximation and freezing the
nuclear motion, we write Eq. (2.1) in second quantization:
Hˆmol =
∑
αβ
mn
∑
σσ′
〈αmσ| pˆ
2
2me
+
∑
γ
Vˆγ |βnσ′〉 dˆ†αmσdˆβnσ′
+ 12
∑
αβγδ
mnpq
∑
σσ′
V mnpqαβγδ dˆ
†
αmσdˆ
†
γpσ′ dˆδqσ′ dˆβnσ, (2.7)
where dˆ†αmσ creates an electron in the atomic orbital |αmσ〉 with quan-
tum numbers m,σ centered at atom α:
〈rσ′|αmσ〉 = φαm(r)δσσ′ . (2.8)
In the following, we omit spin indices when they are not explicitly
required. The operator Vˆγ denotes the nuclear potential of atom γ at
position rγ , cf. Eq. (2.4), and finally V mnpqαβγδ is the matrix element of
the Coulomb interaction V (r) = e24piε0r ,
V mnpqαβγδ =
∫
d3r1d3r2 φ∗αm(r1)φβn(r1)V (r12) φ∗γp(r2)φδq(r2), (2.9)
where r12 = |r1 − r2|. A more convenient form of writing the single
particle part in Eq. (2.7) is
Hˆ
(1)
mol =
∑
αβ
mn
(
hαm,βn + V ionαm,βn
)
dˆ†αmdˆβn, (2.10)
where
V ionαm,βn =
γ 6=α,β∑
γ
〈αm|Vˆγ |βn〉 (2.11)
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is the crystal field correction to the single particle Hamiltonian, and
hαm,βn = αmδαβδmn + bαm,βn. (2.12)
is the matrix representation of the single particle Hamiltonian with
onsite energies αm and hopping integrals bαm,βn, see App. A.1.
For planar pi-electron systems a prominent way to set up hαm,βn
is the Hückel method [Hue31]. In the case of benzene, hαm,βn would
be parametrized using only two parameters a and b with αm = a
and bαm,βn = b for nearest neighbours, yielding eigenenergies E(l) =
a+ 2b cos 2pil6 (|l| = 0, 1, 2, 3) which can be fitted to experimental data
coming from e.g. photoelectron spectroscopy [CF67] or electronic ab-
sorption spectroscopy [Skl42]. For more complicated molecules and
where the σ-system has to be considered, the Slater-Koster linear com-
bination of atomic orbitals (LCAO) scheme [SK54] can be used: Here,
the hopping integrals are expressed as
bαm,βn =
∑
ξ
V``′ξ(rαβ)fξ(ϕαβ), (2.13)
where ` and `′ denote the subshells (s, p, d, f,. . . ) of orbitals |αm〉
and |βn〉, respectively, and ξ = σ, pi, δ is the character of the bond,
which is roughly given by the number of overlapping lobes (one, two or
four) of the participating orbitals; for example a bond between two px
orbitals aligned along the y-axis is a pure pi-bond, while it is has pure
σ-character if the two px orbitals are aligned along the x-axis. Thus a
general bond can have more than one distinct character. The V``′ξ(rαβ)
depend on the distance rαβ and can be parametrized using the method
of Harrison [FH79], while the fξ(ϕαβ) depend only on the angle ϕαβ of
the bond vector rαβ = rβ − rα with respect to the different coordinate
axes and can be foundin Slater’s paper [SK54]. As a short example, the
hopping integral between a py orbital at position r1 and a px orbital
at position r2 is given by
b1py ,2px = Vppσ cosϕ12,x cosϕ12,y − Vpppi cosϕ12,x cosϕ12,y, (2.14)
where ϕ12,i = ∠ (r12, eˆi) is the angle between the bond vector and the
unit vector eˆi of the Cartesian coordinate system.
2.1.2 The molecular orbital basis
The hαm,βn in Eq. 2.12 are elements of a matrix h which corresponds to
the single particle Hamiltonian of the molecule with only onsite energies
and hopping terms. Since |αm〉 and |βn〉 can be centered on different
atoms, they are in general not orthogonal. Instead they have a finite
overlap Sαm,βn = 〈αm|βn〉. In this work, though, we assume Sαm,βn to
be negligible. This was also checked in numerical tests and we found
no qualitative differences. After using the approximation that the basis
|αm〉 is orthogonal,
〈αm|βn〉 = δαβδmn, (2.15)
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diagonalizing h yields the molecular orbital (MO) basis,
ψi(r) = 〈r|i〉 =
∑
αm
ciαm 〈r|αm〉 . (2.16)
Then the Hamiltonian in Eq. (2.7) reads:
Hˆmol =
∑
ijσ
(
iδij + V ionij
)
dˆ†iσdˆjσ
+12
∑
ijkl
∑
σσ′
Vijkl dˆ
†
iσdˆ
†
kσ′ dˆlσ′ dˆjσ. (2.17)
The i are the single particle eigenenergies and V ionij is given by
V ionij =
∑
αβ
mn
c∗iαmcjβn V
ion
αm,βn. (2.18)
Finally, we have the matrix element of the Coulomb interaction in the
molecular orbital basis,
Vijkl =
∫
d3r1
∫
d3r2 ψ∗i (r1)ψj(r1)V (r12)ψ∗k(r2)ψl(r2). (2.19)
This basis brings along some advantages: The resulting eigenenergies
often grasp rather well the realistic order of the molecular orbitals, so
that their occupations follow the Aufbau principle analogous to filling
up atomic shells. This is the case for example in the metal-free ph-
thalocyanine H2Pc [SDG13]. Furthermore, a huge simplification which
is possible in the MO basis, is the reduction of the size of our Hilbert
space H, which occurs by retaining few relevant MOs only. To this end,
we split the full MO basis into frozen and dynamic orbitals, where Nf
of the frozen orbitals are assumed to be always fully occupied and the
remaining Ne set to be always empty. We do not make any assumption
about the occupation of the Nd dynamic states. Whether these Nd fron-
tier orbitals are full or empty depends on the electrochemical potential
of the molecule, and on whether an exchange of electrons with the en-
vironment is possible. Then, in the occupation number representation
a general state of the Fock space looks like
|Ψ〉 ≈ |11 . . . 11〉︸ ︷︷ ︸
2Nf
⊗ |nk↑nk↓ . . . nl↑nl↓〉︸ ︷︷ ︸
2Nd
⊗ |00 . . . 00〉︸ ︷︷ ︸
2Ne
. (2.20)
Last but not least, the symmetry properties of the molecular orbitals
can be used to narrow down the required number of matrix elements
Vijkl of the Coulomb interaction and V ionij of the crystal field correction.
We will illustrate this in the following section by the example of CuPc.
2.2 the hamiltonian of copper phthalocyanine
We now discuss the construction of the many-body model Hamiltonian
of CuPc. This molecule has 195 valence electrons stemming from the
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Figure 2.1: Cutout of the single particle spectrum of CuPc around the posi-
tions of the relevant molecular orbitals. Black (grey) circles depict
the pi (σ) character of the corresponding orbital. The color (di-
ameter) of the inner circles characterizes the type (weight) of the
metal orbital contribution on the corresponding molecular orbital.
S , H and Lzx/yz denote the energies of the SOMO, HOMO and
the two LUMOs, respectively.
1s, 2s and 2p orbitals on the ligand and from the 3d and 4s orbitals
on the copper center. Due to the odd number of valence electrons, the
filling of the MOs according to the Aufbau principle is not straight-
forward, because a priori we have no hints about which MO to leave
singly occupied. Thus a many-body description which includes inter-
and intra-molecular orbital interactions is required.
2.2.1 The single particle spectrum
As shown in Sec. 2.1.1, the matrix representing the single particle Hamil-
tonian in Eq. (2.10) in the atomic basis |αm〉 reads
hαm,βn = αδαβδmn + bαm,βn. (2.21)
For the ligand we consider the set of all 2s (1s for hydrogen), 2px and
2py orbitals as the σ-system, and consequently the set of 2pz orbitals as
the pi-system. On the metal, the 3dxy, 3dx2−y2 , 3dz2 and 4s orbitals con-
tribute to the σ-system, while the 3dzx and 3dyz belong to the pi-system.
Atomic onsite energies α and geometrical parameters are taken from
Refs. [Man67, LS01]. The hopping matrix elements bαβ in Eq. (2.21)
are obtained by using the Slater-Koster [SK54] and Harrison [FH79]
LCAO schemes, which already were presented in Sec. 2.1.1. Numerical
diagonalization of h finally yields single particle energies i, see Fig. 2.1,
and MOs |i〉 = ∑α ciα |α〉.
Intuitively, despite the odd number of valence electrons, the highest
occupied molecular orbital (HOMO) should be one of the orbitals Nr.
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Figure 2.2: Depiction of the four frontier orbitals of CuPc: SOMO (S), HOMO
(H) and LUMOzx/yz (Lzx/yz).
97 or 98, see Fig. 2.1. By comparing our eigenstates (cf. Fig 2.2) to
the literature [ECS+07, dOESGL+10, CFN07, LS01] we can infer that
the orbitals 97 to 100 in Fig. 2.1 build up the set of frontier orbitals,
in CuPc, i.e. the set of orbitals most relevant in transport. We thus
choose the set of these orbitals to build up the subspace of dynamic
orbitals, see Eq. (2.20), resulting in double filling of the lower 96 MOs.
Hence, for neutral CuPc the number of electrons populating the frontier
orbitals is N0 = 3.
Without any prior assumption about the occupations of the fron-
tier orbitals we stick to the naming convention given in the literature,
thus in the rest of this work we will call them SOMO, HOMO and
LUMOzx/yz. These names are easier to grasp than the other alternative
for naming them, which is denoting them by the irreducible represen-
tations of D4h, which are the b1g, a1u and eg representations for the
singly occupied molecular orbital (SOMO), the HOMO and the two
lowest unoccupied molecular orbitals (LUMOs), respectively.
Also shown in Fig. 2.1 are the quite distinct contributions of the
frontier orbitals on the copper center. While the SOMO is largely con-
cetrated on the metal, the degenerate LUMOs have small contributions
and the HOMO is a pure ligand orbital. This can be nicely seen in the
real space representations of the molecular orbitals in Fig. 2.2. The
LUMO orbitals, |Lzx〉 and |Lyz〉, have equal contributions cL ≈ 0.097
on either 3dzx and 3dyz orbitals on the metal, respectively:
|Lzx/yz〉 =
√
1− c2L |Lzx/yz〉Pc + cL |3dzx/yz〉Cu . (2.22)
To distinguish contributions from the pure phthalocyanine (Pc) ligand
and the copper (Cu) center, we introduced |·〉Pc and |·〉Cu, respectively.
Likewise, with cS ≈ 0.90, we can write for the SOMO:
|S〉 =
√
1− c2S |S〉Pc + cS |3dx2−y2〉Cu . (2.23)
Finally, the HOMO has no metal contributions and thus we have triv-
ially |H〉 = |H〉Pc. The single particle eigenenergies of the frontier or-
bitals are S = −12.0 eV, H = −11.7 eV and L± = −10.7 eV.
Before we continue with setting up the many-body Hamiltonian of
CuPc, we discuss the symmetry properties of the four frontier orbitals
and their implications on the matrix elements of the Hamiltonian.
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2.2.2 A short detour to group theory
CuPc belongs to the point group D4h (order 16), which itself is a prod-
uct group of the dihedral group D4 of order 8 and the group of inver-
sions S2 of order 2, thusD4h = D4⊗S2. This fact can be exploited heav-
ily, because the eigenstates of the Hamiltonian have to transform under
action of the group elements of D4h in the same way as its irreducible
representations. Moreover, matrix elements of operators of the group
between wavefunctions of different irreducible representations will van-
ish exactly [Tin64]. To examine the properties of the groupD4h, we first
start with its subgroup D4. It contains four rotations around the princi-
pal axis and four reflections in the plane. All elements of the group can
be set up through the generators of the group: the identity e, the coun-
terclockwise rotation of pi2 around the principal axis, g, and the rotation
of pi around an axis in the plane joining two vertices of the square, h.
The element gh describes a rotation of pi around axes bisecting two op-
posing edges. The point group D4 has five irreducible representations,
four of them are one-dimensional and one is two-dimensional. The char-
acter χA(g) of a representation A of a given group element g is defined
as the trace of its matrix representation. From the character table (see
Table 2.1) the rotational properties of the irreducible representations
of D4 can be read out at one glance, at least for the one-dimensional
representations:
1. A1 is invariant under any rotation;
2. A2 is invariant under rotations around the principal axis, and
changes sign under rotations around in-plane symmetry axes;
3. B1 changes sign under g, is invariant under h, and changes sign
under gh;
4. B2 changes sign under g and h and is thus invariant under gh.
In fact, regarding the one-dimensional representations, the characters
are displaying the eigenvalues of the group elements, while the irre-
ducible representations are the corresponding eigenvectors. For the
two-dimensional representation the characters yield the traces of its
representation matrices and thus the sum of their eigenvalues. For the
element g we have χE(g) = 0, thus its eigenvalues must differ in their
signs. Together with the character for g2, χE(g2) = −2, we are immedi-
ately able to give the diagonal elements of the two-dimensional matrix
representation of E, as for any diagonal two-dimensional matrix M it
holds that from tr(M) = 0 and tr(M2) = −2 its diagonal elements
follow as M11 = ±i and M22 = −M11.
2.2.2.1 “Bloch’s theorem“ in rotational symmetric molecules
Consider the Hamiltonian of a molecule belonging to the point group
D4(h). It is invariant under the rotation of pi2 around the principal axis
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# 1 2 1 2 2
e g g2 h gh
A1 1 1 1 1 1
A2 1 1 1 -1 -1
B1 1 -1 1 1 -1
B2 1 -1 1 -1 1
E 2 0 -2 0 0
Table 2.1: Character table of the point group D4.
of the system, described by the operator Rpi
2
, which is equivalent to
the generator g of the group D4(h) and cycles through the unit cells of
CuPc. Its properties are:
Rpi
2
· f(ϕ, (ϑ, r)) = f(ϕ+ pi2 , (ϑ, r)), (2.24)(
Rpi
2
)n
· f(ϕ) =
(
Rpi
2
)n−1
· f(ϕ+ pi2 ) = . . .
= f(ϕ+ n · pi2 )
= Rnpi
2
· f(ϕ), (2.25)
Rpi
2
·H(ϕ) = H(ϕ+ pi2 ) = H(ϕ). (2.26)
Applying Rpi
2
to both sides of Hψ = Eψ yields:
Rpi
2
· (Hψ) = H(ϕ+ pi2 )ψ(ϕ+ pi2 ) = H(ϕ)ψ(ϕ+ pi2 ), (2.27)
Rpi
2
· (Eψ(ϕ)) = Eψ(ϕ+ pi2 ). (2.28)
Thus Rpi
2
ψ is also an eigenstate of the Hamiltonian with the same
energy E, but ψ is not necessarily invariant under the action of Rpi
2
.
However, since [H,Rpi
2
] = 0, there exists a complete orthogonal set of
mutual eigenstates Ψ of both operators:
HΨi(ϕ) = EiΨi(ϕ), (2.29)
Rpi
2
Ψi(ϕ) = Ψi(ϕ+ pi2 ) = λiΨi(ϕ). (2.30)
The absolute value of λi must equal unity as well as λ4i , since
|λi|2 = ||Rpi
2
Ψi(ϕ)||2 = ||Ψi(ϕ+ pi2 )||2 = 1, (2.31)
λ4iΨi(ϕ) = R2piΨi(ϕ) = Ψi(ϕ+ 2pi) = Ψi(ϕ). (2.32)
Accordingly, λi has the form λi = ei
pi
2 `i with `i ∈ Z. To obtain the
exact values of `i we have to take a look at the character table of
D4, since the λi are the eigenvalues of the generator g with respect
2.2 the hamiltonian of copper phthalocyanine 15
to a given one-dimensional representation, i.e. eigenstate Ψi. In two
dimensional representations the λi can be read out from the diago-
nal representation. For the one-dimensional representations of type A
the characters are χA(g) = 1 and χA(g2) = 1, thus `A = 0 (mod 4)
for wavefunctions transforming according to these representations. The
other one-dimensional representations have characters χB(g) = −1 and
χB(g2) = 1, yielding
−1 = λB = ei
pi
2 `B ⇒ `B = 2 (mod 4). (2.33)
Having χE(g) = 0 and χE(g2) = −2 for the two-dimensional represen-
tations we get
0 = λE,1 + λE,2 = ei
pi
2 `E,1 + ei
pi
2 `E,2 , (2.34)
−2 = λ2E,1 + λ2E,2 = eipi`E,1 + eipi`E,2 , (2.35)
⇒ `E,1/2 = ±1. (2.36)
Thus we have shown that for each orbital Ψi of a molecule belonging
to the point group D4(h) there exists a number `i so that
Ψi(r, ϑ, ϕ+ pi2 ) = e
i
pi
2 `iΨi(r, ϑ, ϕ), (2.37)
analogous to Bloch’s theorem for wavefunctions in crystals. Because of
this we can attribute to them some sort of pseudo angular momentum
to `i (pseudo angular momentum). On the basis of this example this
concept can be carried on to other point groups with discrete rotational
symmetry.
2.2.2.2 A short example
Consider the following Hamiltonian of a fictitious molecule, consisting
of four atoms with pz-orbitals arranged in a square symmetry around
one central pair of zx- and yz-orbitals:
Hˆ =
Hˆpi Hˆ†Mpi
HˆMpi HˆM
 , (2.38)
where Hˆpi is the Hamiltonian of the four pz-orbitals,
Hˆpi =

 β 0 β
β  β 0
0 β  β
β 0 β 
 , (2.39)
with β < 0 and HˆM =
(
M 0
0 M
)
is the Hamiltonian of the central
metal orbitals. The Hamiltonian which describes the hopping between
”ligand“ and metal reads:
HˆMpi =
−t 0 t 0
0 −t 0 t
 . (2.40)
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The generators of D4 written in the basis of the four pz orbitals read:
g =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
 , h =

0 0 −1 0
0 −1 0 0
−1 0 0 0
0 0 0 −1
 . (2.41)
The matrix g describes a rotation of pi2 around the z-axis and cycles
through the locations of the pz-orbitals, and h displays a rotation
around an in-plane axis connecting two atoms through the center. All
its non-zero elements are negative, since under an in-plane rotation pz-
orbitals are changing their signs. We now diagonalize Hˆpi and classify
the molecular orbitals by means of their transformation properties. The
molecular orbitals in the real basis are:
ψ0 =
1
2

1
1
1
1
 , ψa =
1√
2

1
0
−1
0
 ,
ψ2 =
1
2

−1
1
−1
1
 , ψb =
1√
2

0
1
0
−1
 , (2.42)
with energies 0 =  + 2β, a/b =  and 2 =  − 2β. Now we express g
and h in the basis {ψ0,ψa,ψb,ψ2}:
g˜ =

1 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 −1
 , h˜ =

−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 . (2.43)
Apparently ψ0 and ψ2 transform like A2 (`A = 0) and B2 (`B = 2),
respectively. The states ψa and ψb seem to transform according to the
E representation. Diagonalizing this subblock yields the states ψ+ and
ψ−, with
ψ± = ∓ 1√2 (ψa ± i ψb) , `± = ±1. (2.44)
We represent g and h in the basis of the metal orbitals {ψM± },
g¯ =
 0 1
−1 0
 , h¯ =
 −1 0
0 1
 . (2.45)
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The basis ψM± = ∓ 1√2 (ψzx ± iψyz) with pseudo angular momenta `± =
±1 renders g¯ diagonal. Reexpressing HˆMpi in this basis gives
Hˆ ′Mpi =
0 −√2t 0 0
0 0 −√2t 0
 , (2.46)
thus yielding the complete Hamiltonian
Hˆ =

 + 2β 0 0 0 0 0
0  0 0 −√2t 0
0 0  0 0 −√2t
0 0 0  − 2β 0
0 −√2t 0 0 M 0
0 0 −√2t 0 0 M

. (2.47)
Notice that only MOs of the E representation are coupling to the metal
orbitals, further that only states with equal pseudo angular momenta
have non vanishing matrix elements. Thus ψ0 and ψ2 are also represent-
ing eigenstates of the full Hamiltonian. For the reduced Hamiltonian
Hˆ ′, which was projected onto the basis {ψ−, ψ+, ψM− , ψM+ },
Hˆ ′ =
√
2t

¯− δ 0 −1 0
0 ¯− δ 0 −1
−1 0 ¯+ δ 0
0 1 0 ¯+ δ
 , (2.48)
where ¯−δ = /√2t and ¯+δ = M/√2t, we find the following eigensystem:
ψ+1 =
1√
1 + λ2

0
λ
0
1
 , ψ+2 =
1
1 + λ2

1
0
λ
0
 ,
ψ−1 =
1√
1 + λ2

−λ
0
1
0
 , ψ−2 =
1√
1 + λ2

0
−1
0
λ
 ,
±1 = ¯−
√
1 + δ2, ±2 = ¯+
√
1 + δ2. (2.49)
Here, λ = δ +
√
1 + δ2. Thus for each pair of states ψ±1 there exists
another pair ψ±2 with higher energy and inverse weight on the metal
center.
2.2.3 Symmetries in the frontier orbital basis
Following the short example given in Sec. 2.2.2.2, we can make linear
combinations of the two degenerate LUMO orbitals |Lzx/yz〉 to rep-
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Figure 2.3: The LUMO orbitals of CuPc in their rotationally invariant repre-
sentation. The color denotes the complex phase of the orbitals.
resent them in their complex, rotationally invariant basis |L±〉, see
Fig. 2.3:
|L±〉 =∓ 2−1/2
(
|Lzx〉 ± i |Lyz〉
)
=∓ 2−1/2
√
1− c2L
(
|Lzx〉Pc ± i |Lyz〉Pc
)
∓ 2−1/2 cL
(
|3dzx〉Cu ± i |3dyz〉Cu
)
=
√
1− c2L |L±〉Pc + cL |3, 2,±1〉Cu , (2.50)
where |3, 2,±1〉Cu is the n = 3 metal orbital with angular momentum
` = 2 and magnetic quantum number m = ±1. Analogously, we can
write for the SOMO:
|S〉 =
√
1− c2S |S〉Pc + cS |3dx2−y2〉Cu
=
√
1− c2S |S〉Pc + 2−1/2 cS
(
|3, 2,−2〉Cu + |3, 2, 2〉Cu
)
, (2.51)
where |3, 2,±2〉Cu is the n = 3 metal orbital with angular momentum
` = 2 and projection m = ±2 onto the z-axis. Expressing the frontier
orbitals in their rotationally invariant representations has the advan-
tage that they can be characterized by their distinct phases acquired
under rotations of pi2 around the main molecular symmetry axis, which
are φS = pi for the SOMO, φH = 0 for the HOMO and φL± = ±pi2
for the two LUMOs. This in turn imposes symmetry constraints on the
Hamiltonian (2.17): Let again R be the rotation of 90 degrees around
the fourfold molecular axis with r˜ := R−1r
R |j〉 = eiφj |j〉 , (2.52)
ψj(R−1r) = ψj(r˜) = 〈r˜|j〉 = 〈r|R|j〉 = eiφj 〈r|j〉 = ψj(r) eiφj . (2.53)
Now, consider for example the Coulomb interaction
V (r12) =
1
4piε0
1
|r1 − r2| . (2.54)
Due to the absolute value, V (r12) is invariant under rotations of both r1
and r2. This yields for Vijkl after a coordinate transformation ri → r˜i
under the integral:
Vijkl =
∫
d3r1
∫
d3r2 ψ∗i (r1)ψj(r1)V (r12)ψ∗k(r2)ψl(r2)
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=
∫
d3r˜1
∫
d3r˜2 ψ∗i (r˜1)ψj(r˜1)V (r˜12)ψ∗k(r˜2)ψl(r˜2)
=
∫
d3r1
∫
d3r2 ψ∗i (R−1r1)ψj(R−1r1) . . .
V (r12)ψ∗k(R−1r2)ψl(R−1r2)
=
∫
d3r1
∫
d3r2 ψ∗i (r1)e−iφiψj(r1)eiφj . . .
V (r12)ψ∗k(r2)e−iφkψl(r2)eiφl (2.55)
= e−i(φi−φj+φk−φl) Vijkl. (2.56)
In order to obtain a true statement, the phases have to meet the con-
straint
φi − φj + φk − φl = 0 mod 2pi. (2.57)
Therefore a given matrix element of the Coulomb interaction Vijkl is
different from zero only if the sum of the corresponding phases adds
up to multiples of 2pi: φi − φj + φk − φl = 2pi · n, n ∈ Z, which drasti-
cally reduces the number of possible matrix elements of the Coulomb
interaction. In Tab. 2.2 we list all nonvanishing matrix elements of the
Coulomb interaction which are used in this work. For the crystal field
correction V ionij it can be shown that:
V ionij = e−i(φi−φj) V ionij (2.58)
⇒ V ionij = V ionii δij , (2.59)
since all phases φi are different; φi 6= φj for i 6= j. Hence V ionij is
diagonal in the {S,H,L±} basis. In the following we treat the V ionii as
free parameters and include them in the parameter ∆i.
2.2.4 The many-body Hamiltonian of copper phthalocyanine
After all these preparatory considerations, we are finally able to write
a many-body Hamiltonian for CuPc in the frontier orbital basis:
Hˆmol =
∑
i
(i + ∆i) nˆi +
∑
i
Ui ni↑ni↓ +
1
2
∑
[ij]
Uij nˆinˆj
− 12
∑
[ij]
∑
σ
Jexij
(
nˆiσnˆjσ − dˆ†iσdˆ†jσ¯dˆiσ¯dˆjσ
)
+ 12
∑
[ij]
∑
σ
Jpij dˆ
†
iσdˆ
†
iσ¯dˆjσ¯dˆjσ
+ 12
∑
[ijk]
∑
σ
(
J˜pijk dˆ
†
iσdˆ
†
iσ¯dˆkσ¯dˆjσ + h.c.
)
(2.60)
where indices are now running only over orbitals from the dynamic
set {S, H, L±}. Stemming from Hartree-Fock calculations for isolated
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US 11.352 eV JexHL = −J˜pH+− 548 meV
UH 1.752 eV Jex+− 258 meV
UL = U+− 1.808 eV Jp+− 168 meV
USH 1.777 eV JexSL = −J˜pS+− 9 meV
USL 1.993 eV JexSH = J
p
SH 2 meV
UHL 1.758 eV
Table 2.2: Major nonvanishing Coulomb integrals between the SOMO(S), the
HOMO(H), the LUMO+ (+) and the LUMO− (-). All values are
calculated numerically using Monte Carlo integration [Gal13] of
the real space orbitals depicted in Figs. 2.2 and 2.3, respectively,
and renormalized by a constant mol = 2.2.
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Figure 2.4: Artistic scheme depicting some of the interaction terms appearing
in Eq. (2.60). From left to right: Ordinary exchange term, pair
hopping term and split-pair hopping term.
atoms [Man67], the atomic onsite energies α in Eq. (2.21) do not take
into account the ionic background of the molecule and crystal field con-
tributions. Therefore the MO energies i have to be renormalized with
parameters to counteract this shortage. The corresponding paramters
∆i are free parameters in our theory.
The abbreviations we introduced in Eq. (2.60) are the orbital Coulomb
interaction Ui = Viiii, the inter-orbital Coulomb interaction Uij = Viijj ,
the exchange integral Jexij = Vijji, the ordinary pair hopping term
Jpij = Vijij and the split pair hopping term J˜
p
ijk = Vijik, which couples
states with a pair of electrons in one orbital to states having electrons
with opposite spin in either LUMO. In Fig. 2.4 we show schematically
which many-body basis states are coupled by the just introduced terms.
For a description of how the interacting part can be brought into the
form as in Eq. (2.60), see App. A.2.1. Contributions with four differ-
ent indices are found to be very small (on the order of µeV) and thus
omitted in this work. The integrals Vijkl are calculated by Monte Carlo
integrating (see App. A.2.2) the respective real space orbitals ψi(r)
with the Coulomb interaction and renormalized with a dielectric con-
stant εr in order to account for screening given by the frozen occupied
orbitals [RDGR13]. Table 2.2 lists all Coulomb integrals which were
used in this work. For the atomic orbitals φαm(r) we used as a real
space basis Slater-type orbitals [Sla30] for the evaluation of the inte-
grals. In contrast to the wavefunctions of the hydrogen atom, they do
not have nodes, but rather approach their asymptotic form for larger
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Figure 2.5: Artistic depiction of the ground states of the cationic, neutral and
anionic molecule.
distances. The radial part of a Slater-type orbital for an electron in the
n-th shell is given by
ψ(r) = Nrrn−1 e−ξr, (2.61)
where Nr is the normalization and ξ is an effective nuclear charge. In
this work we used the effective charges from Ref. [CR63]. To obtain
atomic orbitals, they are dressed with spherical harmonics Ylm analo-
gous to the atomic orbitals of hydrogen. For a 2pz orbital for example
we then have:
ψ(r) = Y10(θ, φ)Nrr1 e−ξr
= Nr2
√
3
pi
z e−ξr. (2.62)
In Fig. 2.5 we show artistic depictions of the ground states of the
cationic, neutral and anionic molecule. Note that the actual states, due
to the interaction terms in Eq. 2.60, contain many more contributions
from different Slater determinants.

3
A TRANSPORT FORMALISM FOR STM SETUPS
STM junctions with molecules on insulating films are highly asymmet-
ric transport setups; on the one hand they have a design-inherent asym-
metry in the rates of tunneling between tip and molecule and between
the molecule and the substrate [WBJJ89, NWH05]. On the other hand,
in contrast to lateral quantum dot setups, in an STM the voltage drops
asymetrically across the junction [DTH+97, WEHP+15]. By consider-
ing an insulating layer with thickness d and relative dielectric constant
εr, the bias drop across the dielectric can be estimated by using a two-
capacitor model as
cS =
d
d+ εrh
, (3.1)
where h is the tip-molecule separation. Thus the voltage drop across
the vacuum in this model is given by cT = 1 − cS, yielding the asym-
metric dependences of the tip and substrate chemical potentials with
the applied bias voltage Vb:
µS(Vb) = −φS0 − cS|e|Vb, (3.2)
µT(Vb) = −φT0 + cT|e|Vb, (3.3)
where |e| is the absolute value of the elementary charge. Since cS < cT
due to Eq. (3.1), the chemical potential of the substrate moves much
slower with applied bias voltage than the one of the tip. For a more so-
phisticated discussion also involving a voltage drop across the molecule,
see Sec. 3.1.3. Throughout this work, we assume tip and substrate equi-
librium chemical potentials to be equal, φS0 = φT0 = φ0.
As we will see in later chapters, these asymmetries can have sub-
stantial effects on the transport properties of such junctions. In this
xy
z
tip
insul
ating
 laye
r
Figure 3.1: Schematic view of an STM single molecule junction.
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chapter we demonstrate how we model electronic transport through
those systems.
3.1 theoretical description of stm setups
The full Hamiltonian describing transport across an STM junction with
a molecule on a thin insulating layer, cf. Fig. 3.1, reads
Hˆ = Hˆmol + Hˆmol−env + HˆS + HˆT + Hˆtun, (3.4)
where Hˆmol is the Hamiltonian of the molecule and HˆS and HˆT are
the Hamiltonians of the substrate and the tip, respectively. They are
describing noninteracting electronic leads,
Hˆη =
∑
kσ
ηk cˆ
†
ηkσ cˆηkσ, (3.5)
with η = S/T. Here cˆ†kσ creates an electron in lead η with spin σ. To
incorporate image charge effects which lead to renormalization of the
charged states of the system [KF11], we include a term Hˆmol−env, see
Sec. 3.1.3. The tunneling Hamiltonian Hˆtun finally is given by
Hˆtun =
∑
ηkiσ
tηki cˆ
†
ηkσ + h.c., (3.6)
where the tηki are the tunneling matrix elements (TMEs) between lead η
and the molecule. They are calculated as the overlap integrals between
electronic lead states |ηk〉 and molecular orbitals |i〉 [SDG12, DSSG12]:
tηki = i 〈ηk|i〉 . (3.7)
The lead wavefunctions 〈r|ηk〉 can be expressed in the following form:
Ψη(x, y, z) = ψχ‖ (x, y)ψ
χ
⊥(z), (3.8)
where ψη‖(x, y) is given by plane waves for η = S, or by the wavefunc-
tion of the ground state of a two-dimensional harmonic oscillator for
η = T [SDG12]. The wavefunctions ψη⊥(z) are the exponentially decay-
ing parts of the solutions of one-dimensional finite potential wells, see
Fig. 3.2:
ψS⊥(z) = nS⊥ e−κSz and ψT⊥(z) = nT⊥ eκT(z−ztip), (3.9)
where nη⊥ accounts for normalization and κη is given by:
κη =
√
2m
~2
(−εη0 − z), (3.10)
where εη0 = −εηF−φη0 is the depth of the potential well in lead η and z
is the energy in z-direction of the lead state. The Fermi energy of lead
η is denoted by εF. A general state in lead η has the energy
ηk = εη0 + ‖ + z, (3.11)
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Figure 3.2: Potentials in transport direction in an STM setup. The εsub0 and
εtip0 are the depths of the potential well in the respective lead,
φsub0 and φ
tip
0 are the workfunctions and εsubF and ε
tip
F the Fermi
energies.
where ‖ is its energy in the x and y directions.
For the analytical derivation of the TMEs we approximate the atomic
orbital φαm(r) by contracted Gaussian orbitals g(r) to simplify the
calculation of the overlap integrals:
g(r) =
Nc∑
i=1
di e−air
2
. (3.12)
Here Nc is the number of Gaussians used to approximate the atomic
orbital; in this work we used Nc = 3. A more thorough definition of the
Gaussian orbitals, their contraction coefficients di and their exponents
ai can be found in Refs. [HSP69, PLHS80]. As an example, a pz orbital
in this approximation is given by
pz(r) = np r · eˆz g2p(r). (3.13)
A dzx orbital then accordingly reads:
dzx(r) = nd r · eˆx r · eˆz g3d(r). (3.14)
The parameters np and nd are ensuring normalization and thus depend
on the actual atomic species for which the orbitals are calculated for.
Anticipating from subsequent sections, the TMEs appear in our trans-
port formalism in the following form:
Γηij =
2pi
~
∑
k
(
tηki
)∗
tηkj δ(ηk −∆E). (3.15)
Introducing
Mηαm,βn(∆E) =
2pi
~
∑
k
δ(ηk −∆E)〈αm|ηk〉〈ηk|βn〉, (3.16)
we can write
Γηij = ij
∑
αβ
ciαmc
∗
jβnM
η
αm,βn. (3.17)
The quantity Mηαm,βn depends on the type of the orbitals |αm〉 and
|βn〉. In the following subsections, we illustrate how we analytically
derive all the different contributions to Mηαm,βn.
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3.1.1 Substrate-molecule tunneling rates
In the case of the substrate, the sum over k in Eq. 3.16, after splitting
it into an in-plane part∑k‖ and a part in z-direction∑kz , is converted
to the following integral [SDG12]:
∑
k
→ ΩS
∫
dES, (3.18)
where we used the abbreviations∫
dES :=
∫ −εS0
0
dz
∫ z
0
d‖
1√
z
δ
(
εS0 + z + ‖ −∆E
)
(3.19)
for the energy integration and
ΩS =
VS
a30
pi
2~
√
3R
, (3.20)
with the volume of the substrate VS, the Bohr radius a0 and the Ryd-
berg energy R. The in-plane momentum is given by
k‖ =
√
2m‖
~2
. (3.21)
Then MSαm,βn can be represented in the following form:
MSαm,βn = ΩS
∫
dES f∗αm(k‖, κ)fβn(k‖, κ)Gαm,βn(k‖). (3.22)
The functions fαm(k‖, κ) depend on the nuclear species of atom α and
the type of orbital m; the functions needed to set up TMEs involving
the SOMO, the HOMO and the LUMOs in CuPc thus are:
fαs(k‖, κ) = pi
nαs√
S
∑
i
di
ai
e−
k2‖
4ai I0S(κ, ai),
fαpx/y(k‖, κ) = −ipik‖
nαp
2
√
S
∑
i
di
a2i
e−
k2‖
4ai I0S(κ, ai),
fαpz(k‖, κ) = pi
nαp√
S
∑
i
di
ai
e−
k2‖
4ai I1S(κ, ai),
fαdzx/yz(k‖, κ) = −ipik‖
nαdzx/yz
2
√
S
∑
i
di
a2i
e−
k2‖
4ai I1S(κ, ai),
fαdx2−y2 (k‖, κ) = −
pi
4 k
2
‖
nαdx2−y2√
S
∑
i
di
a3i
e−
k2‖
4ai I0S(κ, ai), (3.23)
where S is the surface area of the substrate. The I0S(κ, ai) and I1S(κ, ai)
stem from the integration over z of the overlap integral between the
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atomic orbital and the substrate wavefunction, cf. App. A.3, while the
Gαm,βn(k‖) capture the angular integration in k-space:
Gαm,βn(k‖) :=
∫ 2pi
0
dθ eik‖rαβ cos θ g∗m(θ + θαβ)gn(θ + θαβ). (3.24)
Equation (3.24) governs the angular dependence of the overlap integral.
The angle θαβ is the polar angle between the vector rαβ and the positive
x-axis. Unlike the functions fαm, the functions gm depend only on the
type of the respective orbital:
gs(θ) = gpz(θ) = 1,
gpx(θ) = gpzx(θ) = cos θ,
gpy(θ) = gpyz(θ) = sin θ,
gpx2−y2 (θ) = cos
2 θ − sin2 θ. (3.25)
The integral in Eq. (3.24) can be evaluated using∫ 2pi
0
dθ sinp(θ + ϕ) cosq(θ + ϕ) eix cos θ
=(−1)
p iqpi
2p+q−1
p∑
k=0
q∑
l=0
(
p
k
)(
q
l
)
(−1)l Jp+q−2(k+l) (x) ei(2[k+l]−[p+q])ϕ,
(3.26)
where Ji(x) is the i-th order Bessel function (See App. A.3 for the
derivation of Eq. (3.26)). Due to the delta function, the integral over
‖ in Eq. (3.19) can be evaluated trivially by substituting
k‖ → k˜S =
√
2m
~2
(∆E − ε0S− z) (3.27)
and multiplying the integrand in Eq. (3.22) with the product of Heav-
iside functions θH
(
∆E − εS0 − z
)
θH
(
εS0 + 2z −∆E
)
. The remaining
integration over z has to be done numerically. As an example, MSαm,βn
for a dx2−y2 orbital at rα and a px orbital at rβ reads:
MSαdx2−y2 ,βpx =
pi4
16
V
a30
nαdx2−y2nβpx
S~
√
23R
∑
ij
didj
a3i a
2
j
×
∫ −εS0
0
dz
k˜3S√
z
e−
k˜2S
4 (a−1i +a−1j )I0S(κ, ai)I0S(κ, aj)
×
(
cos 3θαβ J3(k˜Srαβ)− cos θαβ J1(k˜Srαβ)
)
× θH
(
∆E − εS0 − z
)
θH
(
εS0 + 2z −∆E
)
. (3.28)
Since MSαm,βn is not position-dependent, it is invariant under rotations
of pi2 around the main symmetry axis of CuPc. Thus, due to the acquired
phases φi of the molecular orbitals under such rotations, we can infer
for ΓSij analogous to Eq. (2.55):
ΓSij = ei(φi−φj) ΓSij . (3.29)
This means that in the frontier orbital basis {S,H,L±} the tunneling
rates of the substrate are diagonal, i.e. ΓSij = ΓSii δij .
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3.1.2 Tip-molecule tunneling rates
Due to the fact that the planar energy component of the tip wavefunc-
tion is fixed at ε‖ = ~ω [SDG12], there is only one single integration in
energy to evaluate in order to obtain the tip-molecule tunneling rates.
Because of this, they are much more straightforward to calculate than
their substrate-molecule counterparts:
MTαm,βn =
2pi
~2
∫ −εT0
0
dεzD(εz)〈α|Tk〉〈Tk|β〉 δ(k −∆E)
=2pi
~2
√
m
2
LT
∆E − εT0 − ~ω
〈ασ|T~kσ〉〈T~kσ|βσ〉. (3.30)
The parameter LT stems from the one-dimensional density of states
of the tip and it is cancelled later on by the normalization of the tip
wavefunction. In the following we list the overlap integrals needed to
construct the matrices MTαβ. After introducing the following parame-
ters and abbreviations, ν2 = mω2~ , ∆yα = ytip − yα, ∆xα = xtip − xα,
λi = ν
2ai
ν2+ai and finally κT =
√
2m
~2 (~ω −∆E), we are able to give the
overlap integrals between the different orbitals located at rα and the
tip wavefunction:
〈αs|Tk〉 = √2piνnαs
∑
j
dj
ν2 + aj
e−λj(∆x2α+∆y2α) I0T(κT, aj),
〈αpx|Tk〉 =
√
2piν3nαpx
∑
j
dj∆xα
(ν2 + aj)2
e−λj(∆x2α+∆y2α) I0T(κT, aj),
〈αpx|Tk〉 =
√
2piν3nαpy
∑
j
dj∆yα
(ν2 + aj)2
e−λj(∆x2α+∆y2α) I0T(κT, aj),
〈αpx|Tk〉 =
√
2piνnαpz
∑
j
dj
ν2 + aj
e−λj(∆x2α+∆y2α) I1T(κT, aj),
〈αdzx|Tk〉 =
√
2piν3nαdzx
∑
j
dj∆xα
(ν2 + aj)2
e−λj(∆x2α+∆y2α) I1T(κT, aj),
〈αdyz|Tk〉 =
√
2piν3nαdyz
∑
j
dj∆yα
(ν2 + aj)2
e−λj(∆x2α+∆y2α) I1T(κT, aj),
〈αdx2−y2 |Tk〉 =
√
2piν5nαdx2−y2
∑
j
dj(∆x2α −∆y2α)
(ν2 + aj)2
× e−λj(∆x2α+∆y2α) I1T(κT, aj). (3.31)
With this at hand, we can compute the tunneling rates for the tip as
ΓTij = ij
∑
αβ
ciαmc
∗
jβnM
T
αm,βn. (3.32)
In contrast to the tunneling rates for the substrate, the tip tunneling
rates can be nondiagonal, i.e. in general ΓTij 6= 0 for i 6= j.
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3.1.3 Electrostatical interactions with the environment
Due to the presence of the leads, the Hamiltonian Hˆmol for a molecule
in an STM setup gets renormalized due to image charges effects [KF11,
PVM+13]. We model these effects with an effective Hamiltonian
Hˆmol−env = −δic(Nˆ −N0)2, (3.33)
with Nˆ the particle number operator on the system and δic the strength
of the image charge renormalization. Due to the polarizability of the
molecule, the bias voltage between source and drain is not entirely drop-
ping at the contacts between the molecule and the leads. Depending
on the geometry of the junction, a considerable fraction can also drop
across the molecule itself, thus cS + cT + cM = 1. Then the values of
δic and cS/T/M are calculated according to the following electrostatic
considerations.
From the addition energy of the neutral molecule U0 ≡ EN0+1,0 −
2EN0,0 + EN0−1,0, we associate a capacitance CM = e2/U0 to the
molecule. For the tip-molecule and the substrate-molecule capacitances
we adopt the parallel plate model and define CT = 0A/h and CS =
0rA/d, where A = 144 Å2 is an estimate of the CuPc single molecule
surface, h is the tip-molecule distance, r = 5.9 is the relative permit-
tivity of NaCl, d is the thickness of the NaCl thin film and 0 is the
vacuum permittivity. Connecting these three capacitances in series, we
obtain an estimate of the relative potential drops
cS/T/M =
Ctot
CS/T/M
, (3.34)
where C−1tot = C−1S +C
−1
T +C
−1
M . The relative potential drop cM on the
molecule is for h = 5 Å, d = 8.1 Å(thickness of a trilayer NaCl) and
U0 = 2.7 eV about a quarter of the applied bias.
The estimate for the image charge parameter δic proceeds from the
same model. First we calculate the electrostatic energy associated to
the three capacitors CT, CM and CS in series. We assume that no
external bias is applied but the first and the last plate are grounded.
We then calculate the electrostatic energy Eup (Edown) for a unit charge
deposited between CT and CM (CM and CS): Consider that a charge
e is placed between CT and CM. Since the molecule is polarizable, the
charge will distribute asymetrically across the molecule, with Q1 facing
“upwards” and −Q2 facing “downwards”, with Q1−Q2 = e, see Fig. 3.3.
This yields a potential V1 = Q1cT against the tip, a potential V2 =
−Q2
cS
against the substrate and a potential V2−V1 = Q2cM across the molecule.
Then, solving for V1 and using Eup = eV12 yields
Eup =
e2
2
1
CMCS
CM+CS + CT
, Edown =
e2
2
1
CMCT
CM+CT + CS
, (3.35)
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Figure 3.3: Three-capacitor model to estimate the image charge renormaliza-
tion. The dashed area represents the molecular “slab”. Blue (red)
colors denote the situation when the charge e is placed between
CT and CM (CM and CS).
where Edown is found in an analogous way. Finally, for the image charge
parameter we write:
−δic = Eup + Edown2 − U0/2, (3.36)
i.e. the difference between the average electrostatic energy and the av-
erage energy needed to charge the isolated molecule. The average of
the electrostatic energies gives an estimate of the energy needed to
charge the molecule in presence of the leads. If we subtract from it
the average addition energy of the isolated molecule, U0/2, for which
we already account in the many-body Hamiltonian (2.60), we obtain
indeed an estimate of the image charge effects.
3.2 the transport dynamics
In this Section we set up a master equation to describe the transport
dynamics through CuPc in an STM setup. Since coherences of the
density operator ρ can play a large role in such systems, we try to not
make any assumption about the off-diagonal elements of ρ a priori. We
take them into account in the best possible way while maintaining the
feasibility of our computations.
3.2.1 The Liouville-von Neumann equation
As already discussed in the previous Sections, the full Hamiltonian
describing a molecule on an insulating layer in an STM setup reads
Hˆ = Hˆmol + Hˆmol−env + HˆS + HˆT + Hˆtun. (3.37)
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Following Ref. [Blu96], we can calculate the time evolution of the den-
sity operator ρˆ of the total system using the Liouville-von Neumann
equation:
i~
dρˆ(t)
dt =
[
Hˆ, ρˆ(t)
]
. (3.38)
By treating the tunneling Hamiltonian Hˆtun as a perturbation to the
Hamiltonian Hˆ0 = Hˆmol + Hˆmol−env + HˆS + HˆT, we can change into the
interaction picture with the transformation
ρˆI(t) = e
i
~ Hˆ0t ρˆ(t) e−
i
~ Hˆ0t. (3.39)
This yields the Liouville-von Neumann equation in the interaction pic-
ture:
i~
dρˆI(t)
dt =
[
HˆItun(t), ρˆI(t)
]
, (3.40)
where
HˆItun(t) = e
i
~ Hˆ0t Hˆtun e−
i
~ Hˆ0t. (3.41)
Formally, the solution of Eq. (3.40) is given by:
ρˆI(t) = ρˆI(t0)− i~
∫ t
t0
dt1 [HˆItun(t1), ρˆI(t1)], (3.42)
which, reinserted into Eq. (3.40) yields:
˙ˆρI(t) = −i~ [HˆItun(t), ρˆI(t0)] + (i~)2
∫ t
t0
dt1
[
HˆItun(t), [HˆItun(t1), ρˆI(t1)]
]
.
(3.43)
3.2.2 The master equation for the reduced density matrix
In order to reduce the complexity of our problem, we trace out the bath
degrees of freedom to arrive at the equation of motion for the reduced
density operator ρˆIred(t) = TrS,T ρˆI(t):
˙ˆρIred(t) =−
i
~
TrS,T [HˆItun(t), ρˆI(t0)]
+
(
i
~
)2 ∫ t
t0
dt1 TrS,T
[
HˆItun(t), [HˆItun(t1), ρˆI(t1)]
]
. (3.44)
Assuming the molecule to be uncorrelated with the contacts at t0, we
factorize the density matrix at t = t0:
ρˆI(t0) = ρˆIred(t0)ρˆT(t0)ρˆS(t0). (3.45)
Considering the leads as large thermal reservoirs, their density matrices
at time t0 are described by equilibrium density operators:
ρˆη(t0) ≡ ρˆη = e
−β(Hˆη−µηNˆη)
Zη
. (3.46)
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Assuming weak coupling between the molecule and the leads allows the
total density matrix at time t to be factorized:
ρˆI(t) = ρˆIred(t)ρˆTρˆS. (3.47)
Inserting Eq. (3.47) into Eq. (3.44) yields:
˙ˆρIred(t) = −
1
~2
∫ t
t0
dt1 TrS,T
[
HˆItun(t), [HˆItun(t1), ρˆIred(t1)ρˆTρˆS]
]
, (3.48)
where we dropped the first term of Eq. (3.44) since it does not conserve
the particle number in the leads and thus vanishes. In Eq. (3.48), due
to HˆItun(t) and HˆItun(t1), there are expectation values of creation and
annihilation operators of the leads at different times, so-called bath-
correlation functions. If they decay much faster than the characteristic
time scale of the molecule, the latter will be unaffected by those rapid
changes [Blu96] and we can change ρˆIred(t1) to ρˆIred(t) in Eq. (3.48):
˙ˆρIred(t) = −
1
~2
∫ t
t0
dt1 Trsub, tip
[
HˆItun(t), [HˆItun(t1), ρˆIred(t)ρˆTρˆS]
]
.
(3.49)
However, when t→∞ in the stationary limit, we regain an exact solu-
tion despite this approximation. Finally we perform a variable transfor-
mation t1 = t− τ , and, since we are interested in the dynamics of the
system for t t0, set t0 →∞. Going back to the Schrödinger picture,
expanding the commutators and taking the traces in Eq. (3.49) ulti-
mately yields the generalized master equation (GME) for the reduced
density matrix:
˙ˆρred = −
i
~
[
Hˆ0, ρˆred
]
− 1
~2
∑
η
∑
ijk
∫ ∞
0
dτ tηki(t
η
kj)
∗{
f+η (k)
(
dˆi dˆ
†
j(−τ)ρˆred − dˆ†j(−τ)ρˆreddˆi
)
e+
i
~ kτ
+f−η (k)
(
dˆ†j dˆi (−τ)ρˆred − dˆi (−τ)ρˆreddˆ†j
)
e−
i
~ kτ
+f+η (k)
(
ρˆreddˆi (−τ)dˆ†j − dˆ†j ρˆreddˆi (−τ)
)
e−
i
~ kτ
+f−η (k)
(
ρˆreddˆ
†
j(−τ)dˆi − dˆi ρˆreddˆ†j(−τ)
)
e+
i
~ kτ
}
, (3.50)
where f+η (k) is the Fermi distribution in lead η with chemical potential
µη and f−η (k) = 1− f+η (k).
3.2.3 The GME in operator form
Introducing the Liouvillian superoperator L, Eq. (3.50) can be rewrit-
ten in the following form (dropping subscript and hat from ρˆred):
L [ρ] =
∑
η
{(
Γˆη − i
~
Hˆmol
)
ρ+ ρ
(
Γˆη − i
~
Hˆmol
)†
+ Lηrest [ρ]
}
(3.51)
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where
Lηrest [ρ] =
1
~2
∑
ijσ
∑
k
∫ ∞
0
dτ tηki(t
η
kj)
∗
(
dˆ†jσ(−τ)ρ dˆiσ f+η (k) e
i
~ kτ
+dˆiσ(−τ)ρ dˆ†jσ f−η (k) e−
i
~ kτ
)
+ h.c., (3.52)
and Γˆη is given by
Γˆη = − 1
~2
∑
ijσ
∑
k
∫ ∞
0
dτ tηki(t
η
kj)
∗
(
dˆiσdˆ
†
jσ(−τ) f+η (k) e
i
~ kτ
+dˆ†jσdˆiσ(−τ) f−η (k) e−
i
~ kτ
)
. (3.53)
To account for relaxation processes leading to de-excitation of molec-
ular excited states, we introduce a phenomenological relaxation term
Lrel in the Liouvillian in analogy to Ref. [KvO05]:
Lrel [ρ] = −1
τ
(
ρ−
∑
Nm
ρth,Nmm |Nm〉 〈Nm|
∑
n
ρNnn
)
. (3.54)
However, we have included in (3.54) coherences, thus Lrel accounts also
for dephasing. For simplicity, we assume the same phenomenological
rate for dephasing and dissipation. The relaxation term is proportional
to the deviation of the reduced density matrix from the thermal one ρth,
which is given by the Boltzmann distribution ρth,Nmm ∼ exp
(
−ENmkBT
)
with∑
m ρ
th,N
mm = 1. Since Lrel describes relaxation processes which conserve
the particle number on the molecule, it does not contribute directly to
the current: Trmol
{
NˆLrel [ρ]
}
= 0. The relaxation rate 1τ is taken of
the same order of magnitude as the mean tip tunneling rate.
Equation (3.51) can be brought into a simpler form. By using the
Sokhotski-Plemelj theorem,∫ ∞
0
dτ e−i(x±ω)τ = piδ(x+ ω)− ip.v. 1
x± ω , (3.55)
where p.v. denotes the Cauchy principal value, we find for a time-
dependent operator O(−τ) = e− 1~ Hˆ0τ O e 1~ Hˆ0τ :∫ ∞
0
dτ O(−τ) f+η (k) e
i
~ kτ
=
∑
mn
〈m|O|n〉
(∫ ∞
0
dτ e−
i
~ (Em−En) e
i
~ kτ f+η (k)
)
|m〉 〈n|
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= pi~
∑
mn
〈m|O|n〉
(
f+η (Em − En)−
i
pi
pη(Em − En)
)
|m〉 〈n| . (3.56)
Here, the pη(∆E) = −Reψ
(
1
2 +
iβ
2pi (∆E − µη)
)
stem from the princi-
pal part integration of the Fermi functions, with ψ(z) the digamma
function. Assuming that the TMEs tηki are approximately constant
when evaluating the principal part integrals, we can define the following
operators:
Dη+iσ :=
∑
mnj
Γηij(∆mn) 〈m|dˆ†jσ|n〉
(
f+η (∆mn)−
i
pi
pη(∆mn)
)
|m〉 〈n|
(3.57)
Dη−iσ :=
∑
mnj
Γηji(∆nm) 〈m|dˆjσ|n〉
(
f−η (∆nm)−
i
pi
pη(∆nm)
)
|m〉 〈n| ,
(3.58)
where we used the abbreviation ∆mn = −∆nm = Em−En. Hence, with
Γ = −12
∑
η
∑
iσ
(
dˆiσD
η+
iσ + dˆ
†
iσD
η−
iσ
)
− i
~
Hˆmol,
Lrest[ρ] = 12
∑
η
∑
iσ
(
dˆiσ ρD
η+
iσ + dˆ
†
iσ ρD
η−
iσ
)
+ h.c., (3.59)
we can write the GME in operator form:
ρ˙ = L[ρ] = Γρ+ ρΓ† + Lrest[ρ] + Lrel[ρ]. (3.60)
This form of the GME is actually used in our transport algorithms.
In particular, we are interested in the stationary solution ρ∞ for
which ρ˙∞ = L[ρ∞] = 0.
3.3 computation of the stationary solution
Our main goal when evaluating the GME is to obtain the stationary
solution ρ∞,
ρ˙∞ = L[ρ∞] = 0. (3.61)
We are hence searching for the nullspace of the operator L, which
is quite a challenge because of its superoperator structure. The most
straightforward solution would be setting up the matrix representation
of L and applying standard diagonalization schemes. But since the di-
mension of the Liouville space scales quadratically with the Hilbert
space dimension which in turn scales exponentially with the number of
degrees of freedom, this route is moribund already when dealing with
not too large systems. Instead, our method of choice is the Arnoldi
method which allows for computation of eigenstates and eigenenergies
of large systems, and, what is even more beneficial for our requirements,
3.3 computation of the stationary solution 35
does not require the matrix representation of the operator to be diago-
nalized.
Another means for reaching faster and better convergence in the
calculation of the stationary solution is the truncation of active Fock
states, i.e. shrinking down the set of available states. We will later
discuss the legitimity of that method.
3.3.1 Arnoldi method
The Arnoldi method is an iterative eigenvalue algorithm based on the
concept of Krylov subspaces. A Krylov subspace of n-th order can be
defined for an operatorM and a vector v:
Kn = span
{
v,Mv,M2v, . . . ,Mn−1v
}
, (3.62)
where n is usually much smaller than the dimension of the operator,
n dimM. What the Arnoldi method does is to build up an orthonor-
mal basis qj for the Krylov subspace by using the Gram-Schmidt or-
thogonalization scheme and at the same time constructing an upper
Hessenberg matrix Hn. Starting point is the normalization of the start-
ing vector,
q1 =
v
|v| . (3.63)
Then, the remaining Krylov vectors qj+1, j = 1, . . . , n − 1 and the
matrix elements hi,j of Hn, i = 1, . . . , j, are iteratively constructed
according to:
hi,j = q∗iMqj
q˜j+1 =Mqj −
j∑
i=1
hij qi
hj+1,j = |q˜j+1|
qj+1 =
q˜j+1
hj+1,j
. (3.64)
This procedure yields the matrix Qn of Krylov vectors,
Qn =
(
q1 q2 · · · qn
)
, (3.65)
and the upper Hessenberg matrix Hn,
Hn =

h1,1 h1,2 h1,3 ··· h1,n
h2,1 h2,2 h2,3 ··· h2,n
0 h3,2 h3,3 ··· h3,n
... . . . . . . . . .
...
0 ... 0 hn,n−1 hn,n
 . (3.66)
The eigenvalues ofHn are good approximations to the eigenvalues ofM.
Since generally Hn is a small matrix, its eigenvalues can be calculated
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with few effort using standard techniques. Then, for a given eigenvector
vλ of Hn with eigenvalue λ, we get the corresponding eigenvector uλ
ofM with
uλ = Qn vλ. (3.67)
Specifically, in our case we are searching for the nullspace of the Liou-
villian L, i.e. λ = 0. Since the Liouvillian maps matrices onto matrices,
we need to vectorize the matrices before handing them to the Arnoldi
algorithm,
ρ =
( ρ11 ρ12 ··· ρ1N
...
... ···
...
ρN1 ρN2 ··· ρNN
)
⇒ ~ρ = ( ρ11 ··· ρN1 ρ12 ··· ρN2 ··· ρ1N ··· ρNN )T , (3.68)
and put them back into matrix form when L has to be applied. To
calculate the nullspace of L, we look for the eigenvector of Hn with the
smallest eigenvalue. Let us call the eigenvector which was found with
the Arnoldi method ~ρA or ρA in its matrixform, respectively. Then the
error ε can be estimated by
ε = ‖LρA‖2, (3.69)
where ‖•‖2 is the 2-norm for matrices, which corresponds to the largest
singular value of a matrix. Then, if the error lies above a given tolerance,
ε > tol, the suggested eigenvector is put into the Arnoldi iteration as
a starting vector, i.e. v = ~ρA. This procedure is repeated until ε < tol.
Another possibility is to use the Implicitly Restarted Arnoldi Method
(IRAM), which we are also using in this work. Schematically, what
IRAM does different is to extend the initial Hn and Qn matrices to
Hn+p and Qn+p, respectively. Then the eigenvalues of Hn+p are calcu-
lated and sorted. Finally the eigenstates corresponding to the worst p
eigenvalues are projected out ofHn+p andQn+p using the QR-algorithm,
yielding again n-th order Hn and Qn matrices, from which finally eigen-
vectors and eigenvalues are calculated. The number p is usually much
smaller than n, thus if it takes many iterations to arrive at a satisfying
solution IRAM is often faster. However, it can not be determined a
priori which method is faster or more reliable: it often depends on the
type of problem and involves trial and error in order to find the more
favorable method.
3.3.2 Truncation of active Fock states
Since in our formalism we do not only consider ground state-to-ground
state transitions, but also transitions to excited states of the molecule,
there exist in principle many different possible stationary solutions ρ∞
for the nullspace algorithm to find, especially when there are also off-
diagonal elements in the density matrix. Although there should be only
3.3 computation of the stationary solution 37
T
S
S
T
T
S
Figure 3.4: Left: Standard ground state-to-ground state transition. Right: cas-
cading transitions. In this case, the bias voltage is negative, thus
the commencing transition corresponds to the cationic resonance
of the tip chemical potential.
one physical solution, it happens often that the algorithm gets stuck
with a wrong solution, and because of its iterative nature is not able to
find the physical solution. In particular, this can be the case when the
physical solution has large contributions from excited states: Since we
feed the Arnoldi algorithm with a Boltzmann distribution as a starting
vector, if n and p for the Arnoldi algorithm are chosen too small, the
Krylov space then essentially contains the wrong part of the spectrum
of L.
In order to reduce the number of possible solutions, we shrink down
the number of many-body states available for the system to make tran-
sitions to. This is surely justified for states that are separated from
the ground states by several eV. Additionally, the relaxation term Lrel
rather strongly depopulates high-energy excited states. However, for
states that are within a ∼ 2 eV window from the ground state one has
to be careful: by cascading transitions, see Fig. 3.4, between two or
more different particle number subblocks of the spectrum, it is ener-
getically possible for the system to reach such excited states; they can
even be substantial in finding the physical solution when the system
has to pass those states to end up in the stationary state.
Thus, when truncating the Fock states, one hast to start with a
higher number of states and then gradually truncate them while check-
ing that the obtained results like the current and the populations of
the different many body states do not change. In this work we use 11
states in the cationic, 24 states in the neutral and 26 states in the
anionic subblock of the spectrum. In the ranges of bias voltages and
workfunctions presented in this work we found those numbers to be
sufficient for obtaining the physical stationary solution.
3.3.3 Expectation values of observables
Having obtained the stationary solution ρ∞, we are able to calculate
expectation values of observables Oˆ as
〈Oˆ〉 = Trmol
(
Oˆρ∞
)
. (3.70)
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Figure 3.5: Left: Experimental data (black curve) to which our model
was fitted, from [SSR11]. The experiment was performed on a
NaCl(3ML)/Cu(100) substrate. Reprinted (adapted) with permis-
sion from [SSR11]. Copyright 2015 American Chemical Society.
Right: topographical STM images at the cationic resonance, in
the Coulomb gap and at the anionic resonance, from [USR13].
Reprinted (adapted) with permission from [USR13]. Copyright
2015 American Chemical Society.
The most obviuos expectation value to compute is the one of the current
operator, which can be evaluated from the time derivative of the mean
particle number in the system
〈Nˆ〉 = Trmol
(
Nˆρ∞
)
. (3.71)
Since ρ˙ = L[ρ], we get
〈IˆS + IˆT〉 = ddt 〈Nˆ〉 = Trmol
(
NˆL[ρ∞]
)
≡ 0. (3.72)
The Liouvillian L = Lrel +∑η Lη decomposes into the relaxation term
and sub-Liouvillians for each lead. Sorting of the occuring terms in
Eq. (3.72) after substrate and tip contributions yields the current op-
erator of the respective lead η as
Iˆη = NˆLη. (3.73)
By calculating the expectation value of the total spin operator Sˆ2,
〈Sˆ2〉 = Trmol
(
Sˆ2ρ∞
)
, (3.74)
and using that Sˆ2 |s, sz〉 = s(s+1) |s, sz〉, we can also give an expression
for the mean spin of the system:
S =
√
〈Sˆ2〉+ 14 −
1
2 . (3.75)
3.4 example: transport in the standard regime
In this section we show results obtained with the Hamiltonian of CuPc
introduced in Sec. 2.2.4 and the transport formalism introduced in the
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(a) (b)
Figure 3.6: (a) IV characteristics (blue) and differential conductance (orange)
for a CuPc molecule on a NaCl(3ML)/Cu(100) substrate. (b) Up-
per (lower) panel: Current maps of the cationic (anionic) reso-
nance in CuPc. Left: Constant height map, right: Constant cur-
rent map with setpoint at 0.5 (0.75) pA. The workfunction of the
substrate is φ0 = 4.65 eV.
preceding sections. With standard regime we mean that the transition
is a tip transition, i.e. the chemical potential of the tip is in resonance
with a given excitation energy ∆E of the molecule; and additionally
that the topography of the position-dependent results like constant
height and constant current maps match the ones from eperiment, e.g.
Refs. [SSR11, USR13, TMH08].
The bias voltage at which a transition from the mth N -particle state
to the nth N + 1 particle state of the molecule is happening is
Vres,mn(φ0) =
1
cT|e| (EN+1,n − EN,m − δic + φ0) , (3.76)
where e is the electron charge and cT accounts for the fact that in
STM setups the bias voltage drops asymetrically across the junction.
We are using cT = 0.59 for the tip and cS = −0.16 for the substrate,
see Sec. 3.1.3. If given without indices, Vres denotes the bias voltage
corresponding to the ground state-to-ground state transition.
We fitted our model to the experiment of Swart et al. [SSR11], cf.
Fig. 3.5, which was taken on a NaCl(3ML)/Cu(100) substrate (3 mono-
layers NaCl on the (100) crystallographic plane of copper) with a
workfunction φ0 = 4.65 eV. To this end we used a constant shift
∆i = ∆ = 1.83 eV, a dielectric constant mol = 2.2 in the evalua-
tion of the matrix elements Vijkl, and an image-charge renormalization
δic = 0.32 eV.
In Fig. 3.6 (a) we report the calculated current-voltage characteris-
tics. At a positive bias voltage of about 0.8 eV, there is the anionic
resonance and at negative bias of about −2.7 eV the cationic resonance
is happening, whereas between them there is the Coulomb blockade
region. The cause for the decrease of the current after the cationic
resonance is the opening of transitions to neutral and anionic excited
states similarly to what is shown in Fig. 3.4; once the transition to the
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cationic ground state is open, from there further transitions to energet-
ically accessible states are possible. If one of those states is a blocking
state which can not be left, the current decreases the more this blocking
state gets populated [BDDG08, SDG12, DSSG12], as discussed in the
forthcoming chapter.
Turning to the topographical images, Fig. 3.6 (b) finally shows con-
stant height and constant current STM maps recorded at the cationic
and anionic resonances. At the cationic resonance, the depopulation
of the HOMO is required, see Fig. 2.5. Thus the position-dependent
current should mirror the structure of the corresponding wavefunction.
Consequently, at the anionic resonance the STM should represent the
topography of the LUMO. Comparing the current maps to the shapes
of the wavefunctions of HOMO and LUMO in Figs. 2.2 and 2.3, re-
spectively, we observe a satisfactory resemblance, also when comparing
to STM images from an actual experiment, cf. Fig.3.5. In particular,
the eightfold nodal plane structure of the HOMO and the four diagonal
outer lobes of the LUMO, together with its virtual absence of nodal
planes, are the most prominent features to identify the corresponding
orbitals or to distinguish them amongst themselves, respectively.
4
MANY-BODY INTERFERENCE BLOCKADE
STM experiments have played an important role in the research field of
NDC [LA89, BCMG89, CRRT99, ZWW+00, RJKT10, FSH+08], giv-
ing several examples of NDC observed with a variety of nanojunctions.
A number of physical scenarios have been proposed for the explanation
of the experimental findings: among others the existence of sharp reso-
nances on both electrodes [BCMG89, XDH+99], the voltage dependent
increase in the tunneling barrier height [GWYC05, TMH08], the or-
bital matching between molecule and tip [CHZ+07, SPX+09] or even
just the symmetry matching between surface states in the substrate
and molecular states [HRC+11]. Last but not least vibrational medi-
ated NDC has also been observed in single molecule devices [GLH00]
and proposed to test position dependent Franck-Condon factors in sus-
pended carbon nanotubes [TZPCS11].
Recently, also interference phenomena in single molecule junctions
have attracted intense theoretical [CSM06, KYB08, QLZ+08, SAH+08,
MST10, TSY11, MST11, Ern11] and experimental [MWR+03, TTM+11,
AMK+12, GVM+12] investigations. These junctions allow to tackle the
fundamental question of the quantum mechanical nature of the elec-
tronic transport at the nanoscale and exhibit dramatic modulations
of the current desirable for applications. The quest of specific finger-
prints of the electronic interference which go beyond the bare current
or conductance suppression [AMK+12] remains, though, a crucial is-
sue. In this chapter we establish a criterion to identify the interference
blocking scenario by correlating the spectral and the topographical in-
formation achievable in an STM single molecule measurement.
4.1 a minimal model
In this section, we set up a minimal model for describing interfer-
ence NDC. It is predicted to occur in molecules whose electron affinity
EA = EN0,0 − EN0+1,0 or ionization potential IP = EN0−1,0 − EN0,0
is very close to the workfunction φ0 of the substrate, respectively. As
discussed in Secs. 2.2.2.1 and 2.2.3, the molecular orbitals are classified
according to their projection ` of the pseudo angular momentum along
the principal rotation axis of the molecule.
For the minimal model we only consider the many-body basis spanned
by the HOMO (` = `0) and the two degenerate LUMOs (` = ±`1).
Then, after neglecting the spin degree of freedom, the ground state of
the neutral molecule is
|N0E0 ` = `0〉, (4.1)
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Figure 4.1: Schematic representation of the many-body states participating to
the transport. On the vertical axis we report the grand canonical
energies E′0 := E0 − Nµ0 and E′1 := E1 − (N + 1)µ0, being µ0
the equilibrium chemical potential for the leads. In panel a) we
adopt the angular momentum representation while in panel b) the
decoupling basis is introduced for the anionic states.
which is nondegenerate with energy E0 = EN0,0. The orbitally degen-
erate anionic ground state reads
|N + 1E1 ` = ±`1〉, (4.2)
with energy E1 = EN0+1,0. Assume that the neutral state minimizes the
grand canonical Hamiltonian HˆG = Hˆ− µ0N . If E1−E0 ≈ µ0 there is
a bias window in which the transport characteristics are dominated by
a dynamics which involves the neutral and anionic ground states only.
In panel a) of Fig. 4.1 we give a schematic representation of the many
body states participating in the transport and the associated transition
rates. Then, according to Ref. [SDG12], the corresponding GME for the
RDM in the pseudo angular momentum basis reads:
ρ˙N0E0`0`0 = −
∑
η`
Rη`−`0,`−`0(∆E) f
+
η (∆E) ρN0E0`0`0
+
∑
η``′
Rη`−`0,`′−`0(∆E) f
−
η (∆E) ρN0+1E1`′` (4.3)
ρ˙N0+1E1``′ = −
1
2
∑
η`′′
[
Rη`−`0,`′′−`0(∆E) ρ
N0+1E1
`′′`′ ,
ρN0+1E1``′′ R
η
`′′−`0,`′−`0(∆E)
]
f−η (∆E)
+
∑
η
Rη`−`0, `′−`0(∆E)f
+
η (∆E) ρN0E0`0`0 , (4.4)
where `, `′ and `′′ = ±`1 span the pseudo angular momenta of the
anionic ground state and ∆E = E1−E0 is the energy difference between
the anionic and neutral ground states. Note that, until stated otherwise,
in this chapter we assume the potential drop of the tip to be cT = 0.87 =
1− cS. The rate Rη`−`0, `′−`0 is defined as:
Rη∆`,∆`′(∆E) =Γ
η
∆`,∆`′′(∆E) 〈N0 + 1E1`|dˆ†∆`|N0E0`0〉
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×〈N0E0`0|dˆ∆`′ |N0 + 1E1`′〉, (4.5)
where
Γη∆`,∆`′(∆E) =
2pi
~
∑
k
(
tηk∆`
)∗
tηk∆`′ δ(
η
k −∆E), (4.6)
and we have introduced the notation ∆` = `− `0, ∆`′ = `′ − `0 for the
variation in angular momenta associated to the tunneling process.
Owing to the rotational symmetry of the molecule and the different
spatial confinement of the leads (see Sec. 3.1), the rate matrices acquire
the form:
RS∆`,∆`′ = RS δ∆`,∆`′ , (4.7)
RT∆`,∆`′ = RT exp
(
−i∆`−∆`
′
∆` φ∆`
)
, (4.8)
where we did not write for simplicity the energy dependence of RS and
the energy and tip position dependence of RT and of the phase φ∆`.
Moreover, the latter is defined as [SDG12]
φ∆` = arg
(
tTk∆`〈N0E0`0|dˆ∆`|N0 + 1E1`〉
)
. (4.9)
Due to their particular structure, the rate matrices (4.7) are both di-
agonalized by the same basis transformation. While the substrate rate
matrix is invariant under unitary transformations, the tip rate matrix
acquires a peculiar diagonal form since one of its eigenvalues vanishes.
The basis transformation reads |c〉
|d〉
 = 1√
2
 e−iφ∆` e+iφ∆`
e−iφ∆` −e+iφ∆`
 |+`1〉
| −`1〉
 (4.10)
and it depends on the position of the tip via the phase φ∆`. Due to
the diagonal form of the rate matrices, in this basis the dynamics is
described only by means of populations. In particular the decoupled
states |N+1E1 d 〉 are only coupled to the neutral ground state |NE0 `0〉
via substrate-molecule tunneling events. Both tunneling couplings are
still open instead for the coupled states |N + 1E1 c 〉, see panel b) in
Fig. 4.1. The corresponding master equation reads:

ρ˙N0
ρ˙N0+1c
ρ˙N0+1d
 =
[
2RT

−2f+T 2f−T 0
f+T −f−T 0
0 0 0

+RS

−4f+S 2f−S 2f−S
f+S −f−S 0
f+S 0 −f−S

]
ρN0
ρN0+1c
ρN0+1d
 , (4.11)
where for simplicity we have omitted the arguments (∆E) of the Fermi
functions and the tunneling rates Rη and suppressed the indexes E0, `0
44 many-body interference blockade
Figure 4.2: Left panel: Current through a CuPc single molecule junction as
a function of the substrate (and tip) work function φ0 and of the
sample bias Vb. The tip apex position is assumed at (x, y, z −
d) = (+5,−5, 7) Å with the origin taken on the metal-insulator
interface and in correspondance of the center of the molecule, and
d being the thikness of the insulating layer (see Fig. 3.1). The
tip and substrate resonant lines (respectively with positive and
negative slopes) divide the parameter space into four regions. T
(S) indicates a region in which the current is proportional to the
tip (substrate) tunneling rate. Right panel: Current obtained from
a cut of the left panel plot corresponding to φ0 = 4.1eV . The
numbers on the current-voltage plot refer to the current maps of
Fig. 4.3. The current scale is the same for the left and right panel.
.
and E1 in the elements of the density matrix. The stationary current
flowing through the STM junction is calculated as the average 〈IˆS〉 =
Tr{ρ∞IˆS} = −〈IˆT〉 where ρ∞ is the stationary solution of Eq. (4.11)
and Iˆη are the current operators, see Eq. (3.73). Despite its simplicity,
Eq. (4.11) describes the system in a variety of different regimes which
leave their fingerprints in the current voltage characteristics and current
maps.
4.2 topographical fingerprints
Given Eq. (4.11), the stationary current flowing through the system is
I(rT, Vb) = 2eRSf+S ρ
N0
(
1− ρ
N0+1c
ρN0+1d
)
, (4.12)
where e is the (negative) electron charge and
ρN0 =
(
1 + 2R
Sf+S + 2RTf
+
T
RSf−S + 2RTf
−
T
+ 2f
+
S
f−S
)−1
, (4.13)
ρN0+1c
ρN0+1d
= R
Sf+S + 2RTf
+
T
RSf−S + 2RTf
−
T
· f
−
S
f+S
. (4.14)
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Figure 4.3: Constant height current maps calculated for different bias voltages.
The color bar on the left (right) hand side corresponds to the maps
1 and 3 (2 and 4). The 5Å long white line sets the scale of the
images. The numbers in the maps refer to the biases indicated in
the right panel of Fig. 4.2. The current map in the interference
blockade regime (map 4) appears flat in the molecule region. The
characteristic nodal planes pattern appears instead much more
pronounced at the positive and negative bias resonances (map 1
and 3) and even in the Coulomb blockade region (map 2). The
tip apex is placed at 7Å above the molecular plane while the
substrate biases are, respectively Vb1 = 0.1153V, Vb2 = −0.5303V,
Vb3 = −0.7201V, and Vb4 = −0.9118V.
Since the rate RT depends on the tip position and the Fermi functions
on the bias, both topographical and spectral information is embedded
in Eq. (4.12).
In the right panel of Fig. 4.2 we report the IV characteristics calcu-
lated for CuPc on a metal-insulator substrate (d = 7 Å with relative
dielectric constant εr = 5.9) with an effective work function φS = 4.1eV .
Moreover, we assume an electron affinity EA = E0 − E1 = 4 eV.
At low bias the current is suppressed by Coulomb blockade. As the
bias increases on the positive side the current undergoes a sudden jump
corresponding to the opening of the neutral-anion transition at the tip-
molecule interface E1 − E0 = µT(Vb). On the negative bias side the
Coulomb blockade is also lifted, but this time at the substrate resonance
point E1−E0 = µS(Vb) and the current shows a sharp peak whose width
scales with the temperature (kBT = 6 meV in all presented plots). At
higher negative biases the current is blocked due to interference and the
decoupled anionic state is the sink of the system. A crucial condition
for the interference blocking to occur is that E1 − E0  E0 − E−1,
ensuring that the substrate-molecule anion resonance anticipates the
tip-molecule cation one which would otherwise dominate the transport
characteristics.
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Figure 4.4: Current vs. tip-molecule distance calculated for different biases.
The numbers in the legend correspond to the different cases illus-
trated in Fig. 4.3: respectively Vb1 = 0.1153V, Vb2 = −0.5303V,
Vb3 = −0.7201V and Vb4 = −0.9118V. Notice in particular the
wide plateau associated to the interference blockade regime (line 4)
and its crossing with the Coulomb blockade line for Ztip−d = 7Å.
Analogous interference blocking involving degenerate many-body states
has been encountered in a variety of systems [DBDG09, DBG09, DBG10,
BDDG08, SDG12]. Nevertheless the STM setup described here uniquely
allows to correlate the interference current blocking with specific topo-
graphical fingerprints. In Fig. 4.3 we present different constant height
current maps (the tip is positioned always 7 Å above the molecular
plane) corresponding to the different points labeled in the right panel
of Fig. 4.2. Maps 1 and 3 are calculated for the tip and substrate res-
onant tunneling conditions while maps 2 and 4 for the Coulomb and
interference blockade regimes, respectively. Striking is the flattening of
the current map obtained in the interference case (map 4) if compared
to all other regimes.
Signatures of interference can be clearly seen also in the current
vs. tip-molecule distance represented in Fig. 4.4. The four traces corre-
spond to the four different biases conditions indicated with the numbers
1 to 4 in the right panel of Fig. 4.2 and the tip is in the same xy posi-
tion. At large tip-molecule distances all traces show the exponentially
decaying behaviour typical of the STM measurements (roughly 1 order
of magnitude decay per Å). At shorter distances, all curves saturates
due to the form of the pz orbitals. Contrary to the others, though,
the curve corresponding to the interference blockade regime (case 4)
saturates at larger distances and shows a wide plateau. For this rea-
son it even crosses the Coulomb blockade trace (case 2) at ∆z = 7 Å,
consistently with the result of Fig. 4.2.
Finally, we also present in Fig. 4.5 several constant current topo-
graphic maps simulated for different biases and different current set-
points. The surfaces presented in the upper panel correspond to the
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Figure 4.5: Isosurfaces of constant current calculated in the proximity of the
Coulomb blockade (upper panel, Vb = −0.5303V) and interference
blockade (lower panel, Vb = −0.9118V) regimes. The surfaces
correspond in both cases to the currents: I = 3.15, 3.075, 3.0,
2.925, 2.85pA.
Coulomb blockade regime, while the ones in the lower panel to the
interference blockade. Due to the particular choice of the biases, the
apparent height of the molecule is exactly the same if we choose 3 pA
as a setpoint. The shape of the molecule is not modified in the interfer-
ence blockade regime, as it is for the constant height current maps (see
Fig.4.3). Quite noticeable is the enhanced sensitivity of the apparent
height of the molecule with respect to the variation of the setpoint, if
compared with the same measurement in the Coulomb blockade regime.
The surfaces presented in Fig. 4.5 correspond in fact, for both cases, to
working currents in the range 2.85− 3.15 pA.
4.3 analytical examination
The results presented in the previous section can be understood by
analyzing the different limits of Eq. (4.12). In the Coulomb blockade
regime, for negative bias voltages defined by E1 − E0 − µS  kBT ,
which in turn implies for the Fermi functions f+S  1 and f+T  1, we
can show under the asymmetry relation RT  RS typical of an STM
experiment, that
ICB = 4eRTf−T
f+S
f−S
(
1 + 4f
+
S
f−S
)−1
≈ 4eRTf+S . (4.15)
Thus, the current is proportional to the tip rate. The equality in Eq. (4.15)
has also a precise physical interpretation. The charge fluctuations at
the substrate represent the fastest phenomenon (f+S /f
+
T  1 due to
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the asymmetric potential drop at tip-molecule and substrate-molecule
contacts) which sets the ratio between the populations of the states to
be the thermal average, ρN0+1c/d /ρ
N0 = f+S /f
−
S . Finally, the trace sum
rule implies:
ρN0 =
(
1 + 4f
+
S
f−S
)−1
. (4.16)
Instead, the current is determined by the slowest process, which is the
transition |N0 +1E1 c 〉 → |NE0〉 happening at the tip. Equation (4.15)
follows due to the presence of 2 spin channels and that the tip rate
for the coupled state is 2RT. Analogously, for Vb > 0, the Coulomb
blockade condition reads E1 − E0 − µT  kBT and the current is
again proportional to the tip rate, namely I = −4eRTf+T . Thus, the
constant height current map reproduces the shape of the molecular
orbital encoded in RT.
The interference blockade regime is confined to the negative bias and
is defined by E1 − E0 − µS  −kBT , implying f+S ≈ 1 and f+T  1.
Under these conditions Eq. (4.12), reduces to
IIB = e
RSf−S R
Tf−T
RSf−S +RTf
−
T
=
[(
eRSf−S
)−1
+
(
eRTf−T
)−1]−1
. (4.17)
Equation (4.17) conveys that the current is the result of two competing
processes happening in series: the thermal unblocking of the decoupled
state |N+1E1d 〉 → |NE0〉 towards the substrate and the tip tunnelling
event |N+1E1 c 〉 → |NE0〉. Notice that in the system dynamics the two
tunnelling events are not independent: one cannot happen if the other
did not happen before. In the interference blocking regime f−S  f−T ,
but, in an STM setup it typically also holds that RT  RS. At a
fixed tip position (thus, the ratio RT/RS) and low enough bias, deep
in the interference blockade, the condition RSf−S  RTf−T holds. Thus,
the current is proportional to RS and independent of the tip position.
This fact explains the flattening of the constant height current map in
Fig. 4.3 and the wide plateau of the current versus tip molecule distance
in Fig. 4.4. On the other hand, when the RTf−T  RSf−S is fulfilled
for example by moving the tip off the molecule, the tip rate drops and
the position dependence of the current is recovered (IIB ∝ RT). The
crossover between the two regimes is estimated by the relation:
RT(rT,∆E) = RSeβ(∆E−µS). (4.18)
The interference blockade is the only regime in which the current loses
its dependence on the tip position. In fact, the current saturates to
I = −4eRT for large positive biases, it is I = −2eRT at the tip-molecule
resonance and I = 45eRT at the substrate-molecule resonance. In Fig.
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4.2 the letters T and S indicate regions where the current is propor-
tional to the tip or substrate rate, respectively.
In the interference blocking regime, the enhanced sensitivity of the
apparent molecular height to the setpoint can also be understood. From
Eqs. (4.15) and (4.17) we can extract the relations for the constant
current isosurfaces for a given setpoint I0:
RT = I0
4ef+S
≡ KCB(I0, Vb), (4.19)
RT = I0
ef−T
(
1− I0
eRSf−S
)−1
≡ KIB(I0, Vb), (4.20)
If, for a given choice of the parameters I0 and Vb, it holds that KIB =
KCB, the two associated contant current isosurfaces coincide. This is
indeed, by construction, the case for the bias corresponding to the
points 2 and 4 in Fig. 4.2 if the setpoint is chosen exactly as the one in
the IV characteristics. When analyzing Eq. (4.20) we can see that KIB
diverges for I0 → Icrit = eRSf−S , while KCB shows a completely regular
behaviour. As KIB → ∞ the corresponding isosurface shrinks rapidly
as it can be seen in Fig. 4.5. Moreover, in the vicinity of the interference
blockade regime, the critical current Icrit represents an upper limit for
the maximal setpoint current possible for a constant current STM scan.
In fact, for I0 > Icrit the constant KIB turns negative and Eq. (4.20)
can not be fulfilled for any tip position.
4.4 robustness of the effect
Special consideration should be given to the robustness of the pre-
sented effect. Indeed we have presented so far the idealized situation
in which the rotational symmetry of CuPc is assumed to be unper-
turbed with a consequently perfect degeneracy of the anionic ground
states. Nevertheless this perfect degeneracy is not a necessary condition
for the occurrence of the many-body interference effect: As shown in
Ref. [DBDG09], the interference blocking scenario persists as far as the
quasi-degeneracy is present, i.e. the splitting of the interfering energy
levels is smaller than the tunneling coupling. In fact, if the tunneling
coupling is strong enough, the indetermination principle does not allow
to distinguish between the two quasi-degenerate states in the tunneling
event and interference takes place. Moreover, since in STM experiments
the tip tunneling rate can be controlled by varying the tip distance, the
interference between quasi-degenerate states could be controlled by the
tip position. The result would be the tuning of the interference NDC
with the tip-molecule distance.
On the other hand, intra-molecular relaxation effects can influence
interference NDC. In particular, dephasing can lead to the suppression
of the offdiagonal elements of the density matrix. Since those elements
are responsible for the emergence of the decoupling basis (4.10), strong
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Figure 4.6: IV characteristics and differential conductance curves recorded
for the full Hamiltonian Eq. (2.60) with transport model from
Eq. (3.60), depending on the relaxation factor 1τ and if dephas-
ing is possible (blue curves) or not (orange curves). Upper (lower)
panels: 1/τ is smaller (larger) than the mean tip tunneling rate.
dephasing can cause the interference NDC to disappear. As seen in
Fig. 4.6, both relative size of 1/τ in Eq. (3.54) as well as whether de-
phasing is enabled or not are influencing the NDC interference. For
small 1/τ and enabled dephasing, the effect is still there but the current
is not completely blocked anymore. Instead there is residual current
after the interference NDC dip. For larger values of 1/τ the residual cur-
rent after the interference NDC increases when dephasing is disabled;
however if dephasing for larger 1/τ is enabled, interference NDC is es-
sentially spoiled. In contrast to the other results in this chapter, the
curves in Fig. 4.6 were evaluated using the full many-body Hamilto-
nian, Eq. 2.60, as well as our transport formalism, Eq. (3.60) in its full
glory.
5
NON-EQUIL IBR IUM SP IN -CROSSOVER
SCO is a quantum mechanical phenomenon where metalorganic com-
plexes undergo a transition from a low spin (LS) to a high spin (HS)
state [CS31] under the influence of external stimuli like pressure, tem-
perature and strain [GGG00]. Prominent candidates showing SCO
are complexes containing Co and Fe due to their favorable electronic
configurations, ranging from d5 in Fe(III) over d6 in Fe(II) to d7 in
Co(II) [SBH61, GGG00, MBF+11]. Among those also the family of ph-
thalocyanines is represented through iron phthalocyanine (FePc) [CFJ+82,
KMZ+86, MGD+12, GMN+12].
A theoretical explanation for static SCO can be given by ligand field
theory [GO57]: Because of interaction with the surrounding ions and
electrons in the ligand, the degenerate d orbitals of a metal in a met-
alorganic compound are splitting up. For example, in a complex with
octahedral symmetry they split into twofold degenerate eg and three-
fold degenerate t2g orbitals, respectively. The interplay between the
many-body exchange interaction between the d-electrons and the size
of the splitting ∆ finally determines the spin state of the metal center,
see Fig. 5.1. Manipulation of the ligand in a metalorganic compound
thus allows for an indirect control of its spin state.
In this chapter we investigate the appearance of non-equilibrium SCO
in CuPc caused by population inversion to an excited neutral HS state.
Furthermore, we illustrate that the resulting effective ground state of
the molecule can be influenced via variation of the tip position or the
bias voltage across the junction. The most important prerequisites for
this effect to occur are the energetic proximity of a neutral excited HS
state to the anionic ground state, which can be influenced by varying
the workfunction of the substrate, and a strong asymmetry between
tip and substrate tunneling rates, which is a natural property of STM
setups. Control over the workfunction can be achieved by choosing
different materials or crystallographic orientations for the substrate,
with effects analogous to a discrete gating of the molecule. Several
Figure 5.1: Scheme showing two different spin states for a d6 configuration,
depending on the strength ∆ of the ligand field splitting.
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Figure 5.2: Sketch of the three state model, where state |1〉 is shown for two
different energies.
approaches to gate an STM junction have been also very recently in-
vestigated [FTKLSdz+12, Bou14, MBNE+15].
5.1 minimal model for population inversion
Before we turn to the realistic model of CuPc in an STM setup, we
explain the basic mechanism of bias-induced population inversion by
means of a simple model: Population inversion to an excited state can
be easily investigated analytically in a three state model using detailed
balance equations. Consider the populations Pi of the three states |i〉
with energies i, i = 0, 1, 2, see Fig. 5.2 (a). Then we can establish the
following system of equations for the steady state (t→∞):∑
η
Γ0→2η f+η (2 − 0)P0 =
∑
η
Γ2→0η f−η (2 − 0)P2,∑
η
Γ1→2η f+η (2 − 1)P1 =
∑
η
Γ2→1η f−η (2 − 1)P2,
P0 + P1 + P2 = 1 (5.1)
where the Γi→jη are the rates for the system to transition from state |i〉
to |j〉 via tunneling of an electron to or from the lead denoted by η,
respectively.
Altough Eq. (5.1) can be solved exactly in the present form, we as-
sume for the sake of simplicity:
Γi→jS = Γ,
Γ0→2T = Γ2→0T = Γ,
Γ1→2T = Γ2→1T = αΓ. (5.2)
Then, by introducing
A := f
−
T (2 − 0) + f−S (2 − 0)
f+T (2 − 0) + f+S (2 − 0)
, (5.3)
B := αf
+
T (2 − 1) + f+S (2 − 1)
αf−T (2 − 1) + f−S (2 − 1)
, (5.4)
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Figure 5.3: Left panel: Populations of the three states depending on the bias
voltage Vb around the expected position of the resonance Vres.
Right panel: Differential conductance. In both panels, blue curves
are calculated for 1 = 1.3 and orange curves for 1 = 0.7.
we can write the solution for Eq. (5.1) around the tip resonance Vres =
1
cT
(2 − 0) as:
P1 = (1 +B(1 +A))−1 ,
P0 = AB P1,
P2 = B P1. (5.5)
The current through the system then can be evaluated as
I = f+T (2 − 0)P0 + αf+T (2 − 0)P1,
−
(
f−T (2 − 0) + f−T (2 − 1)
)
P2. (5.6)
In Fig. 5.3 we show the evolution of the different populations Pi
(left panel) and the differential conductance dIdVb (right panel) for the
following parameter choice: 0 = 0, 2 = 1, kbT = 0.01, cT = 0.85,
Γ = 1 and α = 120 . If 1 is well above 2 (as is the case for the blue
curves) the peak position in the differential conductance coincides with
the expected position Vres. When 1 is around 2, population inversion
is occuring (the orange curves), as the system has finite possibility to
end up in state |1〉.
One can also derive a condition for the energetic proximity of |2〉
to |1〉: At resonance, when Vb = Vres = 1cT (2 − 0), the system has
an energy of cSVres = cScT (2 − 0) at disposal to undergo a substrate
transition. Therefore we can derive a condition for the energy difference
2 − 1:
2 − 1
!≤ cS
cT
(2 − 0) . (5.7)
Hence, for population inversion to occur, the state |1〉 can energetically
be even above |2〉. The smallness of α supports the inversion addition-
ally, since tunneling out of state |1〉 is suppressed. The smaller α the
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Figure 5.4: Left panel: Full many-body spectrum of CuPc. Right panel:
Cationic, neutral and anionic low-energy parts of the spectrum.
more drastic the population inversion becomes. Normal behaviour also
can be restored for 1 < 2: When α 1, depopulation of |1〉 happens
so fast that the dynamics of the system is basically governed by |0〉 and
|2〉 and the peak in the differential conductance moves to the expected
position again.
When we postulate that P2 = 0, meaning that the state |2〉 gets
depopulated instantaneously, we can even determine the shift of the
resonance analytically by finding the maximum of dP1dVb :
∆Vres =
kBT
cT
log α1 + α. (5.8)
Putting the numbers of our previous example into Eq. (5.8) yields
∆Vres ≈ −0.036. Altough the conditions for the derivation of Eq. (5.8)
are as such unphysical, the latter can be used as a rule of thumb;
namely that the shift of the resonance increases with both increasing
temperature and stronger asymmetry between tip and substrate rates
(smaller α).
5.2 spin-crossover in cupc
As discussed in Sec. 3.4, the experimental setup is similar to that of
Ref. [SSR11]. For the calculation of the many-body spectrum, the Hamil-
tonian Hˆmol in Eq. (2.60) was used.
5.2.1 The excited state structure of CuPc
Exact numerical diagonalization of Hˆmol yields the many-body eigenen-
ergies ENm and eigenstates |Nm〉 of the molecule, labelled after particle
number N and state index m, see Fig. 5.4. Since in an STM experi-
ment the molecule is in contact with the substrate and is able to ex-
change electrons, it is necessary to consider a grandcanonical ensemble
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Figure 5.5: Scheme of the lowest-lying many-body states of CuPc. As the ac-
tual states are linear combinations of several Slater determinants,
only dominant contributions are shown.
Hˆmol − µNˆ where µ is the chemical potential of the substrate which is
given by its negative workfunction, µ = −φ0.
A schematic depiction of the low lying excited states of CuPc is
shown in Fig. 5.5. The neutral ground state has a doublet structure
(with total spin S = 12) coming from the doubly filled HOMO and the
unpaired spin in the SOMO. The cationic and anionic ground states
have triplet structures (S = 1). The former has a singly filled HOMO,
the latter a singly filled LUMO orbital which form spin triplets (and
singlets, S = 0, for the first excited states) with the singly filled SOMO.
Importantly, the orbital degeneracy of the LUMO makes up for an
additional twofold multiplicity of the anionic ground and first excited
states. The first excited state of the neutral molecule is found to be also
a doublet (S = 12) with additional twofold orbital degeneracy. Finally,
the second excited state shows a spin quadruplet structure (S = 32)
together with twofold orbital degeneracy.
5.2.2 Transport calculations
The results of our transport calculations are presented in Fig. 5.6. In
panels (a,d,g) we show constant height current maps, constant cur-
rent STM images in (b,e,h) and in (c,f,i) maps of the expectation
value of the total spin of the molecule depending on the tip posi-
tion, SrT =
√
〈Sˆ2〉rT + 14 − 12 where 〈Sˆ2〉rT = Trmol
(
Sˆ2ρ∞red(rT)
)
. The
constant height and spin maps are each taken at a tip-molecule dis-
tance of 5 Å. The upper three panels (a,b,c) are for a workfunction
of φ0 = 4.65 eV and a bias voltage of Vb = −2.72 V. At this posi-
tion the cationic resonance is occuring. Since the difference between
neutral and cationic ground state is the occupation of the HOMO (see
Fig. 5.5), tunneling occurs via this orbital and the current maps (a,b)
resemble its structure. With the same work function φ0 = 4.65 eV, the
anionic resonance is taking place at the positive bias Vb = 0.81 V, see
Fig. 5.6(d,e). For equivalent reasons as in the former case, tunneling
is happening via the LUMO and the spatial dependence of the cur-
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Figure 5.6: Constant height current maps (a,d,g), constant current maps
(b,e,h) and maps of the system’s total spin S (c,f,i). Constant
height and spin maps are taken at a tip-molecule distance of 5 Å,
constant current maps at currents I = 0.5, 0.75, 1.0 pA for panels
(c), (f), and (i), respectively.
rent resembles the topography of this orbital. Panels (g,h,i) instead are
recorded at φ0 = 5 eV, again at the anionic resonance which is now
shifted to Vb = 1.38 V due to the larger workfunction. Panel (g) is
puzzling. Despite being an anionic resonance, it closely resembles the
HOMO, cf. panels (a),(b). A closer inspection reveals also an alikeness
with the LUMO (see panel (d)) but with additional diagonal nodal
planes, matching the nodal plane structure of the HOMO. When ob-
serving the constant current map in panel (h), and comparing it with
panels (b) and (e), this statement becomes more evident. This anoma-
lous topography can not be explained by single orbital tunneling.
Panels (c), (f) and (i) reveal the tip-position dependent expectation
value of the total spin. At the standard anionic transition, panel (f), the
spin remains essentially constant. At the standard cationic transition,
panel (c), the rather homogeneous enhancement of the molecular spin
is due to small populations of a large number of excited states, made
accessible by the large resonance bias (Vres = −2.7 V). The anoma-
lous anionic transition, panel (i), shows the largest variation of the
molecular spin, concentrated at the positions of the anomalous current
suppression, compare panels (g) and (d). To explain the unconventional
properties shown in Fig. 5.6, we examine bias traces taken at different
tip positions and values of the workfunction. Figure 5.7(a) shows a
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Figure 5.7: (a) Differential conductance and (b) total spin curves for different
tip positions and workfunctions around the bias Vres(φ0) of the
anionic resonance. The inset in (b) shows the change of the spin
for the standard case in magnification.
shift of the anionic resonant peak in the dIdV for the anomalous case.
The value Vres at which the peak is expected is given by
Vres(φ0) =
1
αT|e| (EN0+1,0 − EN0,0 − δic + φ0) , (5.9)
where αT is the fraction of bias drop between tip and molecule, and
EN,0 is the energy of the N -particle ground state.
The shift of the resonance to lower biases seen in Fig. 5.7(a) suggests
the appearance of a population inversion from the neutral ground state
to an excited state. Transitions from the latter to the anionic ground
state open in fact at much lower biases. Also the evolution of the spin
of the molecule shown in Fig. 5.7(b) reinforces this proposition. In the
anomalous case, the change of the system from a low to a high spin
state, as well as the saturation of the spin, can be clearly seen. This
contrasts the normal anionic transition, where only a marginal change
is observable.
In Fig. 5.8 we show the evolution of the eigenvalues of the stationary
density matrix ρ∞red, i.e. the populations of the physical basis [DBDG09],
around the anionic resonance Vres(φ0), depending on workfunction and
tip position. In the standard case (left panel of Fig. 5.8), the ground
state of the system is always the neutral ground state. For the anoma-
lous case (middle and right panels of Fig. 5.8) however, the picture
changes dramatically, as there is a remarkable depopulation of the neu-
tral ground state in favor of different excited states, depending on the
position of the tip.
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Figure 5.8: Populations of the density matrix around Vres(φ0). Left panel:
standard case, φ0 = 4.65 eV. Middle (right) panel: anomalous
case, φ0 = 5 eV, with tip near the center (outer on the ligand).
5.2.3 The mechanism of SCO in CuPc
We focus now on the mechanism yielding the population inversion with
associated spin-crossover. In the standard case, at sufficiently high bias,
the transition from the neutral to the anionic ground state is opening,
and tunneling of an electron into the LUMO brings the molecule into
the anionic ground state. By consecutive tunneling to the substrate,
the system goes back into its neutral ground state, see Fig. 5.9 for
a simple sketch. Since the tunneling rates to the substrate are much
larger than their tip counterparts, the system stays essentially in the
neutral ground state with spin S = 12 .
Also in the anomalous case an initial tunneling event brings the
molecule into the anionic ground state. However, from there, due to
finite temperature and proximity of the many-body eigenenergies, the
system has a finite probability to go into a neutral excited state by
releasing an electron to the substrate. The position of the tip and the
structure of these excited states themselves then determine the station-
ary state: The molecule can only return to its neutral ground state by
successive transitions to the anionic ground state via the tip, and from
there to the neutral ground state via the substrate. However, the former
process acts as a bottleneck and depends on the tip position. Leaving
the first excited state (S = 12) requires tunneling into the SOMO, while
leaving the second excited state (S = 32) would require tunneling into
the HOMO. Additionally, near the center of the molecule the HOMO
is vanishing, whereas on the outer ligand part the SOMO has little to
no amplitude. Therefore, tunneling into these orbitals at the respective
positions is strongly suppressed and the system ultimately ends up in
the corresponding neutral excited states.
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Figure 5.9: Simplified sketch of the tunnelling processes at the anionic res-
onance for the standard (φ0 = 4.65 eV) and the anomalous
(φ0 = 5 eV) case. In the latter population inversion takes place.
The colors of the arrows denote tip positions where the correspond-
ing transition acts as a bottleneck: Orange (blue) stands for the
center (the outer ligand) of CuPc.
5.3 energetic requirements
As shown in Sec. 5.1, the energetic proximity of the neutral excited
state to the anionic ground state is a key requirement for population
inversion to occur. In the following section we will develop constraints
on the work function φ0 depending on elementary molecular quantities
like ionization potential, electron affinity and optical gap to predict
possible other molecules that could show population inversion.
Using the grandcanonical ensemble with chemical potential µ = −φ0,
we can write the energy difference ∆ani of the first neutral excited state
to the anionic ground state as
∆ani = (EN0,1 + φ0N0)− (EN0+1,0 + φ0(N0 + 1)) = EN0,1 − EN0+1,0 − φ0
= ∆opt + EA− φ0, (5.10)
where we introduced the optical gap ∆opt = EN0,1 − EN0,0 and the
electron affinity EA = EN0,0 − EN0+1,0. We can also rewrite Vres for
the anionic resonance:
Vres =
1
cT
(EN0+1,0 − EN0,0 + φ0) =
1
cT
(φ0 − EA) . (5.11)
Since ∆opt > 0, we have, analogous to Eq. (5.7),
∆cat ≤ cS
cT
(φ0 − EA) , (5.12)
∆opt + EA− φ0 ≤ cS
cT
(φ0 − EA) , (5.13)
φ0 ≥ EA+ ∆opt1 + cScT
. (5.14)
On the other hand, the cationic ground state has to be sufficiently
distanced energetically, so that the system can not make a transition
to it, which would spoil the population inversion. Thus, the energy
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Figure 5.10: Diagrams demonstrating the conditions given in Eq. (5.19). Left
(right) panel shows in yellow color where population inversion can
occur for given values of ∆opt, ∆tr, φ0 and φ¯0 for finite (vanishing)
bias drop cS at the substrate. The dashed line depicts the value
of ∆tr2∆opt of CuPc obtained in this work.
difference ∆cat between the first neutral excited state and the cationic
ground state,
∆cat = EN0−1,0 − EN0,1 − φ0 = IP −∆opt − φ0, (5.15)
has to be larger than the available energy at the anionic resonance:
∆cat >
cS
cT
(φ0 − EA) . (5.16)
Here we have defined the ionization potential IP = EN0−1,0 − EN0,0.
This yields another constraint on φ0,
φ0
(
1 + cS
cT
)
< IP + cS
cT
EA−∆opt. (5.17)
Using the definition of the transport gap ∆tr = IP − EA, we can put
Eqs. (5.14) and (5.17) together in the following form:
∆opt
1 + cScT
+ EA ≤ φ0 < ∆tr −∆opt1 + cScT
+ EA. (5.18)
Introducing φ¯0 = EA+IP2 , which is the workfunction for which the
ground state spectrum is symmetric with respect to the neutral ground
state, i.e. EN0+1,0 − EN0,0 + φ0 = EN0−1,0 − EN0,0 − φ0, we can recast
Eq. (5.18) in a dimensionless form:
cT
cT + cS
− ∆tr2∆opt ≤
φ0 − φ¯0
∆opt
<
cT − cS
cT + cS
∆tr
2∆opt
− cT
cT + cS
. (5.19)
In Fig. 5.10 we graphically show the constraints on the molecular
properties like ∆opt, ∆tr and φ¯0 and the workfunction φ0 for two dif-
ferent values of the substrate bias drop cS: The area colored in yellow
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depicts where population inversion can occur. Hereby, its right edge re-
flects the critical value for ∆cat, while its left edge indicates the critical
value for ∆ani, cf. Eqs. (5.16) and (5.12), respectively. For cS = 0 in
the symmetric configuration, φ0 − φ¯0 = 0, Eq. (5.19) reveals that the
transport gap must be at least twice as large as the optical gap,
∆tr > 2∆opt. (5.20)
For a finite deviation from the symmetric configuration, φ0 − φ¯0 6= 0,
we get a minimal condition for φ0, namely∣∣∣∣∣φ0 − φ¯0∆opt
∣∣∣∣∣ < ∆tr2∆opt − 1. (5.21)
The two conditions given in Eqs. (5.20) and (5.21) can be nicely checked
in the right panel of Fig. 5.10. They can help to determine if a partic-
ular molecule can display population inversion on a given substrate.
However, since there is a finite bias drop cS across the substrate, they
should be regarded as thumb rules. Note that, although not explictily
included in this Section, charging-dependent contributions like δic can
be absorbed by
EA→ EA+ δic, (5.22)
IP → IP − δic, (5.23)
∆tr → ∆tr − 2δic (5.24)
without changing the relations.

6
MAGNETOTRANSPORT THROUGH COPPER
PHTHALOCYANINE
Spin-orbit interaction (SOI) can play a major role in molecular spin-
tronics. For example, in combination with the configuration of the
non-magnetic component (organic ligand), it is known to be essen-
tial in establishing magnetic anisotropy in high-spin molecular mag-
nets [GSV06]. Effective spin-Hamiltonians are commonly used to de-
scribe this anisotropy, and usually well capture the low energy prop-
erties of these systems, see e.g. Ref. [MPD+10]. Such effective Hamil-
tonians have been derived microscopically for widely studied molec-
ular magnets like Fe8, Fe4 and Mn12 [CCS+13]. Recently, magnetic
anisotropy effects could be directly probed by magnetotransport spec-
troscopy for Fe4 in quantum dot setups [MBG+15, BGvdZ15]. An in-
teresting question is hence if other classes of metallorganic compounds,
like the widely studied metal phthalocyanines [LS01, MRK+12], exhibit
magnetic anisotropy induced by the interplay of electronic correlations
and SOI. Indeed, in an XMCD analysis CuPc was found to exhibit enor-
mous anisotropies in both spin and orbital dipole moments [SMC+10].
Furthermore, recent experimental findings for cobalt pththalocyanine
in an STM setup [SID+15] suggest that many-body correlations play
an important role in the interpretation of the transport measurements.
In this chapter we add the SOI to our analysis. We find that it further
removes the triplet degeneracy by inducing splittings of few tenths of
meV. Moreover, in combination with exchange correlations, it produces
a magnetic anisotropy which can in turn be captured by an effective
spin Hamiltonian.
6.1 spin-orbit, exchange and magnetic fields
The focus of this section is the establishment of a minimal model
Hamiltonian for an isolated CuPc molecule capable to account for both
electron-electron interaction and spin-orbit coupling effects. In its most
general form such Hamiltonian reads
Hˆmol = Hˆ0 + Vˆee + VˆSO, (6.1)
where the single-particle Hamiltonian of the molecule is given by Hˆ0,
Vˆee describes electronic interactions and VˆSO accounts for the SOI.
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6.1.1 Spin-orbit coupling in the frontier orbitals basis
A perturbative contribution to the bare one-body Hamiltonian Hˆ0 rel-
evant in molecular systems is provided by the SOI. In the following we
derive an effective spin-orbit coupling operator acting on the subset of
frontier orbitals. The atomic SOI operator reads
VˆSO =
∑
α,`α
ξ`α
ˆ`
α · sˆα, (6.2)
where α and `α run over all atoms and shells, respectively. By evaluating
Eq. (6.2) only on the central copper atom, i.e. ` = 2 and α = Cu, VˆSO
in second quantization is given by
VˆSO = ξCu
( 2∑
m=−2
m
2
(
dˆ†m↑dˆm↑ − dˆ†m↓dˆm↓
)
+
√
3
2
(
dˆ†0↓dˆ−1↑ + dˆ
†
1↓dˆ0↑ + h.c.
)
+
(
dˆ†2↓dˆ1↑ + dˆ
†
−1↓dˆ−2↑ + h.c.
))
, (6.3)
where dˆ†mσ creates an electron with spin σ on the copper atom in the
orbital specified by (` = 2,m). For an electron in the 3d-shell of Cu we
use ξCu ≈ 100 meV [BBS93]. Projecting Eq. (6.3) onto the minimal set
of frontier orbitals then yields:
VˆSO =λ1
∑
τ=±
τ
(
dˆ†Lτ↑dˆLτ↑ − dˆ†Lτ↓dˆLτ↓
)
+λ2
(
dˆ†S↑dˆL−↓ + dˆ
†
L+↑dˆS↓ + h.c.
)
, (6.4)
where λ1 = 12ξCu |cL|2 = 0.47 meV and λ2 = ξCu cScL√2 = 6.16 meV are
now effective spin-orbit coupling constants. A similar analysis of SOI
in CuPc, laying more focus on the central Cu atom, can be found in
Ref. [Yu12].
Finally, many body eigenenergies ENk and eigenstates |Nk〉, labelled
after particle number N and state index k, are obtained by exact nu-
merical diagonalization of Hˆmol in the frontier orbitals basis. Despite
numerically tractable, the problem described by Hˆmol is still highly in-
tricate, as the Fock space has dimension 44 = 256. In reality, though,
only few low-lying many-body states are relevant at low energies, what
enables further simplification and even an analytical treatment, as dis-
cussed below.
In the following we will analyze the neutral and anionic low-energy
part of the many-body spectrum of CuPc and establish an effective
Hamiltonian which enables us to analyze the low-energy behaviour in
a more lucid way. To this extent, we start by observing that Hˆmol
(in the considered particle number subblocks) contains different energy
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Figure 6.1: Lowest lying anionic states of CuPc, together with their grade
of degeneracy d. Without exchange and SOI, the anionic ground
state is eightfold degenerate. When exchange interaction between
SOMO and LUMOs is introduced, the degeneracy is lifted, yielding
two triplets and two singlets because of the orbital degeneracy
of the LUMO. SOI further splits the triplet states, generating a
twofold degenerate anionic ground state consisting of the states
T−+ and T+−.
scales, in particular, U > J > λ, what suggests a hierarchy of steps.
We use U , J and λ to denote the set of all Hubbard-like parameters
(Ui, Uij), all exchange parameters (Jexij ,J
p
ij ,J˜
p
ijk) and all SOI parameters
(λi), respectively. As a first step we set both the exchange (J) and SOI
(λ) contributions to Hˆmol to zero and determine the neutral and anionic
ground states. In a second and third step exchange and SOI are added,
respectively.
6.1.1.1 Neutral low-energy spectrum
In the neutral low-energy part of the spectrum, we retain the two spin-
degenerate ground states of Hˆmol(J = 0, λ = 0),
|N0, σ〉 := dˆ†Sσ |Ω〉 , (6.5)
with corresponding energy EgN0 . Here we defined |Ω〉 = dˆ
†
H↑dˆ
†
H↓ |0〉.
The ground states in Eq. (6.5) are neither affected by VˆSO nor by the
exchange terms in Eq. (2.60). Trivially, the effective Hamiltonian in
the basis of |N0, gσ〉 reads:
HN00 = E
g
N0
. (6.6)
In principle Eq. (2.60) also contains terms which act on the neutral
ground state, like for example pair hopping terms which are propor-
tional to J˜pHL+L−, and cause admixtures with other many-body states.
However, according to our full numerical calculations, these admixtures
are rather small and do not affect transitions between neutral and an-
ionic states.
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6.1.1.2 Anionic low-energy spectrum
In the anionic low-energy part of the spectrum of Hˆmol(J = 0, λ = 0),
we find an eightfold degenerate ground state:
|N0 + 1, τσσ′〉 := dˆ†Sσdˆ†Lτσ′ |Ω〉 , (6.7)
with corresponding energy EgN0+1. The eightfold degeneracy comes from
the two unpaired spins in either SOMO or LUMO and the orbital degen-
eracy of the LUMO orbitals. In order to make the anionic eigenstates
also eigenstates of the spin operators Sˆ2 and Sˆz, they can be rewritten
as
|Sτ 〉 = 1√2
(
dˆ†S↑dˆ
†
Lτ↓ − dˆ†S↓dˆ†Lτ↑
)
|Ω〉 ,
|T+τ 〉 = dˆ†S↑dˆ†Lτ↑ |Ω〉 ,
|T0τ 〉 =
1√
2
(
dˆ†S↑dˆ
†
Lτ↓ + dˆ
†
S↓dˆ
†
Lτ↑
)
|Ω〉 ,
|T−τ 〉 = dˆ†S↓dˆ†Lτ↓ |Ω〉 . (6.8)
The orbital degeneracy of the LUMOs, expressed by the index τ , is
responsible for the two sets of singlets (total spin S = 0) and triplets
(total spin S = 1). Considering exchange interaction in a second step,
we find that only the JexSL term in Eq. (2.60),
−
∑
τσ
JexSL
(
nˆSσnˆLτσ − dˆ†Sσdˆ†Lτσ¯dˆSσ¯dˆLτσ
)
, (6.9)
directly determines the low-energy structure of the anionic low-energy
part because of the singly occupied SOMO and LUMOs: The degener-
acy between singlets and triplets is lifted, see Fig. 6.1, and we obtain
ES = EgN0 + J
ex
SL,
ET = EgN0 − JexSL, (6.10)
for the singlets and triplets, respectively.
Finally, to analyze in a third step how VˆSO affects the low-energy part
of the anionic part of the spectrum, in particular which degeneracies are
lifted, we treat it as a perturbation and apply second order perturbation
theory to obtain the energy shifts. To this end, some additional states
have to be considerd. They are listed in App. A.4.
The statesT+− andT−+ experience a downshift due to VˆSO and become
the ground states. Measuring energies with respect to ET, we get
∆ET−+ = ∆ET+− = −λ1 −
2λ22
∆1 + JexSL
, (6.11)
see Fig. 6.1. Note that in our numerical calculations T−+ and T+− are
mixed and the degeneracy of the resulting states is lifted by a small
shift in the range of some µeV. A more detailed discussion concerning
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the mixing of T−+ and T+− can be found in App. A.4. The next states
are T0+ and T0+ with
∆ET0+ = ∆ET0− = −
λ21
2JexSL
− λ
2
2
∆1 − JexSL
. (6.12)
Due to their quadratic dependence on λ1 and λ2, these states change
very little with VˆSO. The degeneracy of the states T++ and T−− is lifted
by the mixing of these states through VˆSO. We find
|α〉 = 1√
2
(
|T++ 〉+ |T−− 〉
)
, (6.13)
|β〉 = 1√
2
(
|T++ 〉 − |T−− 〉
)
, (6.14)
where for |β〉 we omitted smaller additional contributions from other
states. The energies change according to
∆E(α) = λ1, (6.15)
∆E(β) = λ1 − 4λ22
(
1
∆1 + JexSL
+ 1∆2 + JexSL
)
. (6.16)
For further details we refer to App. A.4. Finally, the singlets S+ and
S−, similar to T0+ and T0−, change very little (with respect to ES):
∆ESτ =
λ21
2JexSL
− λ
2
2
∆1 − JexSL
. (6.17)
By introducing τˆ := nˆL+ − nˆL−, an approximate Hamiltonian up to
first order in VˆSO can be given for the N0 + 1 particle subblock:
HN0+10 = E
g
N0+1 − JexSL
(
Sˆ2 − 1
)
+ λ1 τˆ Sˆz. (6.18)
Equation (6.18) is quite remarkable. It shows that, similar to the well
studied molecular magnets [MPD+10, CCS+13, MBG+15, BGvdZ15],
the interplay of spin-orbit coupling and exchange interactions yield
magnetic anisotropies which can be captured by effective spin Hamilto-
nians. Noticeably, because Eq. (6.18) was derived from the microscopic
molecular Hamiltonian Hˆmol, it was possible to check that deviations
are in the µeV range and only of quantitative nature by comparison of
the spectrum to the numerically evaluated one.
6.1.2 Interaction with magnetic fields
An experimentally accessible way to probe magnetic anisotropies is to
apply external magnetic fields. In order to account for interactions of
orbitals with magnetic fields, the atomic hopping matrix elements bαβ
in Eq. (2.21) have to be corrected with Peierls phase factors,
bαβ → bαβ eiφαβ , (6.19)
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Figure 6.2: (a) Dependence of the single particle orbital energies on the mag-
netic field strength. From this, the effective orbital moment of
the LUMOs, here depicted in their complex representation, can
be extracted as µorb = 33.7 µeVT−1. The energies of the SOMO
and HOMO orbitals depend quadratically on the magnetic field
and involve a much lower scale than the LUMOs, as seen in the
close-up in panel (b).
where, using the gauge A = −Bz yxˆ, the phase is given by
φαβ =
eBz
2~ (yα + yβ) (xα − xβ) . (6.20)
Here (xα, yα) are the in-plane atomic coordinates. Owing to the pla-
nar geometry of CuPc, φαβ depends only on the z-component Bz of
the magnetic field B. In Fig. 6.2 we show the dependence of the ener-
gies of the frontier molecular orbitals on the strength of the magnetic
field in z-direction, Bz. For the two LUMOs we observe a linear de-
pendence on the magnetic field, yielding an effective orbital moment
of µorb = 33.7 µeVT−1. Hereby the LUMO−(+) goes down (up) in
energy with Bz, see Fig. 6.2 (a). The energies of the HOMO and the
SOMO however scale quadratically with the magnetic field at a much
lower scale, cf. Fig. 6.2 (b). This behaviour is expected, since the a1u
and b1g representations have characters +1 under C ′2 rotations, which
transform Bz to −Bz. Thus the energies of HOMO and SOMO can not
depend on the sign of Bz and must move at least quadratically with
Bz. The two-dimensional eg representation on the other hand has zero
character under C ′2 rotations, which implies that the constituents of eg
transform under such rotations either with different signs or into each
other; indeed under a C ′2 rotation LUMO+ is mapped onto LUMO−
and vice versa.
Finally, the interaction of electronic spins with magnetic fields is
represented by adding a Zeeman term VˆZ to Eq. (6.1),
Hˆmol → Hˆmol + VˆZ = Hˆmol + gSµB Sˆ ·B, (6.21)
where gS = 2 and S is the total spin operator on the molecule written
in the frontier orbital basis.
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Figure 6.3: Differential conductance maps as a function of the strength Bz
of the magnetic field in z-direction. Left (right) panel: Spin-orbit
interaction switched off (on). Solid and dashed lines depict the ad-
dition spectrum as calculated from the effective spin Hamiltonian,
cf. Eq. (6.22). Transitions starting from the neutral ground state
are denoted by solid lines, those from the neutral excited state by
dashed lines.
6.1.2.1 Effective low-energy Hamiltonian
Putting everything together, an effective low-energy Hamiltonian in-
cluding magnetic interaction terms for both orbital and spin degrees of
freedom can thus be given. It reads
HNeff = HN0 +µorb τˆBz + gSµB Sˆ ·B, (6.22)
where HN0 is the Hamiltonian for the corresponding low-energy N -
particle subblock as given by Eqs. (6.6) and (6.18).
6.2 magnetotransport and magnetic anisotropy
In Fig. 6.3 we show the splitting of the anionic resonance with applied
magnetic field in a dI/dV map. In the left panel SOI is switched off,
whereas in the right panel it is switched on. One striking difference
at first glance is the zero-field splitting for nonvanishing SOI, which
is proportional to λ1 but enhanced by the bias drop, cf. Eq. (3.76).
For vanishing SOI, when Sz is a good quantum number, we can readily
identify the corresponding transitions by using the effective spin Hamil-
tonian introduced in Eq. (6.22). In the following, transitions from the
neutral ground state will be denoted by arabic numbers:
(1) : |N0, ↓〉 → |T−−〉
(2) : |N0, ↓〉 → |T−+〉
(3) : |N0, ↓〉 → |T0−〉
(4) : |N0, ↓〉 → |T0+〉 ,
while transitions from the neutral excited state will be denoted by ro-
man numerals:
(i) : |N0, ↑〉 → |T0−〉
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Figure 6.4: Differential conductance maps vs. the angle θ, formed by the ap-
plied magnetic field with the z-axis. Left (right) panels are without
(with) SOI. Upper, middle and lower panels are calculated for a
magnetic field strength of 1 T, 3 T and 8 T, respectively. Solid
and dashed lines depict the addition spectrum as calculated from
the effective spin Hamiltonian, cf. Eq. (6.22). Transitions starting
from the neutral ground state are denoted by solid lines, those
from the neutral excited state by dashed lines.
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(ii) : |N0, ↑〉 → |T0+〉
(iii) : |N0, ↑〉 → |T+−〉
(iv) : |N0, ↑〉 → |T++〉 .
Other transitions are forbidden due to the selection rule for Sz, ∆Sz =
±12 . The reason for the splitting into four lines observed in Fig. 6.3 top
is that the orbital moment of the LUMO is not of the same size as the
Bohr magneton.
For nonvanishing SOI, see lower panel of Fig. 6.3, the definite assign-
ment of transitions is not straightforward, at least for small magnetic
fields. Since T−+ and T+− are shifted downward by SOI, transition (2)
now is the lowest lying transition, whereas transition (1) is shifted up-
ward due to the positive contribution +λ1 to T−−. Furthermore, tran-
sition (iv) is the only excited state transition which can be definitely
assigned to a line in the lower panel in Fig. 6.3.
Figure 6.4 finally shows dI/dV maps as a function of the angle θ
between the magnetic field and the z-axis. Hereby panels (a), (b) and
(c) show results obtained with vanishing SOI and panels (d), (e) and
(f) are for finite SOI. Again, the results were fitted using the effective
spin Hamiltonian introduced in Eq. (6.22) with good agreement. The
respective transitions can be identified by checking the assigned transi-
tions in Fig. 6.3 at the corresponding field strength.
Already at |B| = B = 1 T, cf. (a) and (d), the influence of SOI can be
clearly seen. While for vanishing SOI any anisotropy of the dI/dV map
is hidden beneath the temperature broadening, for finite SOI a slight
θ-dependence can be observed. For B = 3 T, now also in the vanishing
SOI case, Fig. 6.4 (b), a slight anisotropy due to the orbital moment
of the LUMOs can be observed, although still blurred by temperature.
Again, at finite SOI in Fig. 6.4 (e) there is a much more pronounced
dependence on θ. The high conductance areas at θ = 0◦ and θ = 180◦
for Vb − Vres ≈ 0.8 meV correspond to the high conductance area in
the middle of Fig. 6.3 bottom, where many transitions are taking place
at the same time. At B = 8 T, the magnetic field is dominating and
a characteristic double cosine-like behaviour of the resonances can be
observed, for both the case with no SOI, Fig. 6.4 (c), and finite SOI,
Fig. 6.4 (f). For vanishing SOI, this behaviour is caused by the orbital
moment of the LUMOs, since they interchange their positions when
going from Bz to −Bz. The overall splitting between the double cosines,
most evident at θ = 90◦, is caused by the Zeeman term. The results for
B = 8 T in Fig. 6.4 (f) at finite SOI are similar to those in Fig. 6.4 (c),
with the only difference that the cosine at large biases is more stretched,
the one at low bias more compressed.

7
CONCLUS IONS
In this chapter we summarize the main results presented in the thesis
and finally provide some remarks that could stimulate a future contin-
uation of the present work.
7.1 summary
By studying the transport characteristics of an STM single molecule
junction on a thin insulating film we established a criterion to iden-
tify the interference blocking scenario based on topographical finger-
prints. In particular, for biases in the vicinity of the interference block-
ing regime, a flattening of the molecular image in constant height and
an enhanced sensitivity of the apparent height to the working current
in the constant current mode are expected. The robustness of the effect
is on the one hand ensured by the observation that quasi-degeneracy
and not exact degeneracy of the interfering many-body states is the nec-
essary condition for the persistence of the phenomenon. On the other
hand, altough intra-molecular relaxation processes can affect the ro-
bustness of interference NDC, we found that the effect could only be
completely spoiled through a dephasing which is larger than the mean
tip tunneling rate. Finally, the results presented so far for CuPc ap-
ply in general to the class of planar molecules belonging to the Cnv
symmetry group. Their many body-states, like the single particle ones,
can be classified using the projection ` of the angular momentum in
the direction of their principal axis (conventionally the z axis). The
generic many body eigenstates of Hˆmol can thus be written in the form
|NE `Sz〉, where N is the particle number, E the energy, Sz and ` re-
spectively the projections of the total spin and of the angular momen-
tum in the z direction in units of ~. The state |NE `Sz〉 transforms
under a rotation of an angle φ = z2pi/n around the main rotation axis
as: Rφ|NE `Sz〉 = eiφ(`+Sz)|NE `Sz〉, where Rφ is the rotation opera-
tor. Consequently it is not difficult to prove that ` is an integer number
and −n2 < ` ≤ n2 for Cnv molecules with even n and −n−12 ≤ ` ≤ n−12
when n is odd. Since Cnv admits at maximum bidimensional irreducible
representations, we conclude that the states with opposite ` have sym-
metry protected degeneracy and only states with ` = 0 (for even or
odd n) or ` = 0, n2 (for even n) are non degenerate.
For an experimentally accessible substrate work function of φ0 =
5 eV, we predicted the appearance, in proximity to the anionic reso-
nance, of a population inversion between the neutral ground and ex-
cited states of CuPc. Depending on the tip position, the molecule is
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triggered into a LS (S = 1/2) to HS (S = 3/2) transition which is
mediated by this population inversion. This inversion is experimen-
tally observable via dramatic changes in the topographical properties
of constant height and constant current STM images, compared to a
standard LUMO-mediated anionic transition. Direct observation of the
spin-crossover might be accessible using spin-polarized scanning probe
microscopy techniques. [PG13] The effect is also robust against moder-
ate charge conserving relaxation processes. The quantitative accuracy
of the spectroscopic and topographical results presented in this work is
limited by the adopted semiempirical model. The spin-crossover with
the associated anomalous topography of the anionic resonance depends
on qualitative properties of the many-body spectrum and of the molecu-
lar orbitals. Thus, despite our focus on CuPc, they should be observable
also in other molecules with comparable frontier orbital structure. To
this end we provided criteria based on general molecular properties to
help identify possible other candidates that could exhibit such anoma-
lous transport properties.
Accounting for electron-electron, spin-orbit and magnetic interac-
tions, we established a many-body Hamiltonian for CuPc. For the low-
energy parts of the neutral and anionic blocks of the many-body spec-
trum we could further derive an effective spin Hamiltonian, capturing
both SOI induced splittings and magnetic anisotropy. In order to study
fingerprints of the SOI under realistic experimental conditions, we have
studied the magnetotransport characteristics of a CuPc based junction
in an STM setup. Noticeably, by using the effective spin Hamiltonian,
it was possible to reconstruct the nature of the many-body resonances
observed in the numerical calculations.
7.2 some open questions
Througout this work questions arose about problems or possible im-
provements of the transport formalism. We list them here as stimuli
for possible continuations and improvements of the present work.
Electrostatic interactions of the molecule with its surroundings not
only affect the charged states of the molecule, but in principle also
other quantities like hopping or Coulomb integrals. To this end one has
to use Poisson-equation based approaches. Is an analytical approach in
the spirit of Ref. [KF11] possible for STM setups with thin insulating
films, or at least numerically feasible?
If we compare our computed differential conductance spectra to ex-
perimental results, we immediately observe that in contrast to our the-
ory, in the experiment there is substantial broadening on the order of
100 meV or more. Is it possible to set up an effective theory capturing
the cause for the broadening or has one to microscopically incorparate
vibronic degrees of freedom into the model? Or would adding a vibronic
bath be a better solution?
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More and more STM experiments report about bistabilites [SSR11,
SID+15]. What is eventually the cause for those bistabilities and can
they be incorporated in our transport formalism?
The occupied, bonding eg partner orbitals to the LUMOs in CuPc
have a rather large weight on the central copper atom (see Fig. 2.1).
This in turn could affect the spin orbit interaction in this system, since
these weights would yield a larger effective SOI constant. Would it be
feasible to incorporate them in the many-body description of CuPc?

A
APPENDIX
a.1 rewriting the single particle part
In order to render the single particle part in Eq. (2.7) in a more ap-
propriate form, the sum over α and β is split into a diagonal and an
offdiagonal part,
Hˆ
(1)
mol =
∑
αmn
〈αm|
(
pˆ2
2 +
∑
γ
Vˆγ
)
|αn〉 dˆ†αmdˆαn
+
α 6=β∑
αβ
mn
〈αm|
(
pˆ2
2 +
∑
γ
Vˆγ
)
|βn〉 dˆ†αmdˆβn. (A.1)
In the diagonal part the sum over γ is split into two parts with γ = α
and γ 6= α, respectively:
∑
αmn
〈αm|
(
pˆ2
2 +
∑
γ
Vˆγ
)
|αn〉 dˆ†αmdˆαn (A.2)
=
∑
αmn
αmδmn + ∑
γ 6=α
〈αm|Vˆγ |αn〉
 dˆ†αmdˆαn. (A.3)
Here αm is the onsite energy of an electron in the orbital |αm〉. Con-
sequently, in the offdiagonal part the sum over γ is split accordingly:
α 6=β∑
αβ
mn
〈αm|
(
pˆ2
2 +
∑
γ
Vˆγ
)
|βn〉 dˆ†αmdˆβn (A.4)
=
α 6=β∑
αβ
mn
bαm,βn + γ 6=α,β∑
γ
〈αm|Vˆγ |βn〉
 dˆ†αmdˆβn, (A.5)
with bαm,βn being the hopping matrix element between states |αm〉 and
|βn〉 and has only offdiagonal elements, bαm,αn = 0. All non-hopping
terms can be condensed in
V ionαm,βn =
γ 6=α,β∑
γ
〈αm|Vˆγ |βn〉 , (A.6)
which is the crystal field correction to the single particle Hamiltonian.
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a.2 setting up the many particle hamiltonian
a.2.1 The different terms of the Coulomb interaction
The Coulomb interaction
1
2
∑
ijkl
∑
σσ′
Vijkl dˆ
†
iσdˆ
†
kσ′ dˆlσ′ dˆjσ (A.7)
can be split into different terms corresponding to the number of differ-
ent indices in the sum. The first term, where all four indices are the
same is: ∑
i
Viiii ni↑ni↓. (A.8)
Terms with two different indices are:
1
2
∑
[ij]
Viijj nˆinˆj +
∑
[ij]σ
(
Viiij nˆiσ dˆ
†
iσ¯dˆjσ¯ + h.c.
)
−12
∑
[ij]σ
Vijji
(
nˆiσnˆjσ − dˆ†iσdˆ†jσ¯dˆiσ¯dˆjσ
)
+12
∑
[ij]σ
Vijij dˆ
†
iσdˆ
†
iσ¯dˆjσ¯dˆjσ, (A.9)
where we used that Vijkl = Vklij = V ∗jilk = V ∗lkji. The symbol [. . .] under
the sum means for example for [ijk]: i 6= j, i 6= k, j 6= k. Terms with
three different indices are:
1
2
∑
[ijk]
∑
σ
(
Vijik dˆ
†
iσdˆ
†
iσ¯dˆkσ¯dˆjσ + h.c.
)
+
∑
[ijk]
∑
σ
Vijki
(
dˆ†iσdˆ
†
kσ¯dˆiσ¯dˆjσ − nˆiσ dˆ†kσdˆjσ
)
+
∑
[ijk]
∑
σ
Viijk nˆi dˆ
†
jσdˆkσ. (A.10)
Consequently the last term with four different indices reads
1
2
∑
[ijkl]
∑
σσ′
Vijkl dˆ
†
iσdˆ
†
kσ′ dˆlσ′ dˆjσ. (A.11)
a.2.2 Monte Carlo integration
The intermediate value theorem for integrals states that, for a function
f which is continous on the interval [x1, x2], there exists a number xm
such that ∫ x2
x1
dx f(x) = (b− a) f(xm). (A.12)
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Figure A.1: Benchmark of numerical integration algorithm for a repulsion in-
tegral between two pz-type Slater orbitals, varying with distance
against the exact result given by Ref. [Roo51].
Basically, Monte Carlo integration makes use of this theorem by evalu-
ating f at N uniformly distributed random numbers qi in the interval
[x1, x2] and averaging over them:∫ x2
x1
dx f(x) = (b− a) f(xm) ≈ (b− a) 1
N
N∑
i=1
f(qi). (A.13)
The larger N , the better is the estimate for the integral. This approach
can also be extended to multidimensional integrals over a multidimen-
sional volume V : ∫
V
drd f(r
¯
) ≈ V 1
N
N∑
i=1
f(qi
¯
), (A.14)
which makes it our tool of choice to evaluate the integrals of the
Coulomb interaction. In this work, we use the implementation of the
VEGAS Monte Carlo algorithm in GSL [Gal13].
In Fig. A.1 we compare the results of the integration algorithm for
a repulsion integral between two pz-type Slater orbitals with varying
distance d and effective charges corresponding to carbon and nitrogen
atoms,
I(d) =
∫
d3r1
∫
d3r2 |φ(r1 − d2 )|
2 V (r12) |φ(r1 + d2 )|
2, (A.15)
with the exact result given by Roothaan [Roo51]. As can be seen, there
is quite good agreement.
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a.2.3 Detailed list of fit parameters
Using our model Hamiltonian we could fit the absolute spectroscopic
position of the anionic and cationic transition and obtain, in accor-
dance with the experiments, standard topographical images for CuPc
on Cu(100) and trilayer NaCl [SSR11], as well as CuPc on Cu(111) and
bilayer NaCl [USR13] within essentially the same set of fitting param-
eters mol and ∆ for the isolated molecule, see Table A.1.
NaCl(3ML) NaCl(2ML)
Cu[100] Cu[111]
i) φ0 (eV) 4.65 5.00
d (Å) 8.1 6.0
ii) ∆ (eV) 1.83 1.74
iii) δic (eV) 0.32 0.44
αS 0.16 0.12
αT 0.59 0.62
iv) V expan (V) 0.81 0.95
V than (V) 0.81 1.01
V expcat (V) −2.62 −2.15
V thcat (V) −2.72 −2.00
Table A.1: The table contains: i) The substrate tabulated parameters: work
function φ0 and insulating layer thickness d ii). The fitting param-
eter: the crystal field energy shift ∆. The molecular relative per-
mittivity is taken to be mol = 2.2 in both cases. iii) The relative
potential drops αS/T and the image charge renormalization δic are
calculated according to (3.34) and (3.36), assuming in both cases a
tip molecule distance h = 5 Å and a molecular surface A = 144 Å2.
iv) Experimental and fitted values for the biases corresponding to
the anionic and cationic resonances. The experimental values are
extracted from [SSR11] for NaCl(3ML)/Cu[100] and from [USR13]
for NaCl(2ML)/Cu[111].
a.3 functions and integrals used in the derivation
of the tunneling matrix elements
The functions Inη (κ, a), n = 0, 1 result from the overlap of ψ
η
⊥(z) with
an atomic Gaussian orbital and are given by:
InT(κ, a) =
nT⊥
2 F
n(a, κ, zT − d) e
κ2
4a , (A.16)
InS (κ, a) =
nS⊥
2 F
n(a, κ, d) e
κ2
4a . (A.17)
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The functions Fn(a, κ, x) are defined as:
F 0(a, κ, x) =
√
pi
a
e−κx
(
1− erf
(√
a
[
κ
2a − x
]))
,
F 1(a, κ, x) = κ2a F
0(a, κ, x)− e−ax2−κ
2
4a , (A.18)
where erf(x) is the error function.
In order to establish Eq. (3.26), first the product sinp(θ+ϕ) cosq(θ+
ϕ) is expanded using the binomial theorem:
sinp(θ + φ) cosq(θ + φ) =
ip
2p+q
p∑
k=0
q∑
l=0
(−1)k
(
p
k
)(
q
l
)
ei(2[k+l]−[p+q])(θ+ϕ). (A.19)
Then, by using the relation
eix cos θ =
∞∑
t=−∞
itJt(x) eitθ, (A.20)
and noting that for an integer t the integral∫ 2pi
0
dθ eitθ = 2pi δt,0 (A.21)
is either 2pi or 0 depending if t = 0 or t 6= 0, respectively, we immedi-
ately arrive at Eq. (3.26).
a.4 details on the perturbative treatment of soi
In addition to the states introduced in Eq. (6.8), the following states
must be also taken into account when performing second order pertur-
bation theory:
|Lτ ↑, Lτ ↓〉 = dˆ†Lτ↑dˆ†Lτ↓ |Ω〉 ,
|Lτσ, Lτ¯σ′〉 = dˆ†Lτσdˆ†Lτσ′ |Ω〉 ,
|S ↑, S ↓〉 = dˆ†S↑dˆ†S↓ |Ω〉 , (A.22)
with ELτ↑,Lτ↓ = ELτσ,Lτ¯σ′ = ∆1 and ES↑,S↓ = ∆2. In the basis intro-
duced in Eqs. (6.8) and (A.22), VˆSO is block-diagonal and decomposes
into six subblocks: two three-dimensional, two two-dimensional, one
four-dimensional and one one-dimensional subblocks.
The four dimensional subblock describes the effects of SOI on the T++
andT−− states. Written in the basis {|T++〉,|T−−〉,|L+ ↑, L− ↓〉,|S ↑, S ↓〉},
the Hamiltonian reads
H =

−JexSL 0 0 0
0 −JexSL 0 0
0 0 ∆1 0
0 0 0 ∆2

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+

λ1 0 −
√
2λ2
√
2λ2
0 λ1
√
2λ2 −
√
2λ2
−√2λ2
√
2λ2 λ1 0√
2λ2 −
√
2λ2 0 0
 . (A.23)
The degeneracy of the unperturbed states T++ and T−− and the fact that
there are no matrix-elements which couple these states require the use
of second order degenerate perturbation theory. Applying it yields the
following matrix M :
M = A×
 1 −1
−1 1
 , (A.24)
where the prefactor A is given by
A = −2λ22
(
1
∆1 + JexSL
+ 1∆2 + JexSL
)
. (A.25)
Diagonalization of M gives the second-order energy corrections
∆E(α) = λ1, (A.26)
∆E(β) = λ1 − 4λ22
(
1
∆1 + JexSL
+ 1∆2 + JexSL
)
, (A.27)
and the correct linear combinations of the states T++ and T−−:
|α〉 = 1√
2
(
|T++〉+ |T−−〉
)
, (A.28)
|β〉 = 1√
2
(
|T++〉 − |T−−〉
)
. (A.29)
Writing H in the basis {|α〉,|β〉,|L+ ↑, L− ↓〉,|S ↑, S ↓〉} yields:
H˜ =

−JexSL 0 0 0
0 −JexSL 0 0
0 0 ∆1 0
0 0 0 ∆2

+

λ1 0 0 0
0 λ1 −2λ2 2λ2
0 −2λ2 λ1 0
0 2λ2 0 0
 . (A.30)
We see that |α〉 stays unaffected by the perturbation, whereas |β〉 will
change:
|β〉 → |β〉+2 λ2∆1 + JexSL
|L+ ↑, L− ↓〉
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−2 λ2∆2 + JexSL
|S ↑, S ↓〉 . (A.31)
The mixing of T−+ and T+− is caused by a pair-hopping term in the
Hamiltonian, more precisely by
1
2J
p
L+L−
∑
σ
(
dˆ†L+σdˆ
†
L+σ¯dˆL−σ¯dˆL−σ + h.c.
)
, (A.32)
which couples T−+ and T+− to the following states:
|a〉 = 1√
2
dˆ†H↑dˆ
†
H↓
(
dˆ†L+↑dˆ
†
L+↓ − dˆ†L−↑dˆ†L−↓
)
|0〉 ,
|b〉 = 1√
2
dˆ†H↑dˆ
†
H↓
(
dˆ†L+↑dˆ
†
L+↓ + dˆ
†
L−↑dˆ
†
L−↓
)
|0〉 , (A.33)
with corresponding energies Ea and Eb = Ea + 2JpL+L−. Then, after
introducing
|T1〉 = 1√2
(
|T−+〉+ |T+−〉
)
,
|T2〉 = 1√2
(
|T−+〉 − |T+−〉
)
, (A.34)
the Hamiltonian in the basis of these four states can be written as
H =
H1b 0
0 H2a
 , (A.35)
with
H1b =
−JexSL − λ1 λ2
λ2 Eb
 (A.36)
and
H2a =
−JexSL − λ1 λ2
λ2 Ea
 . (A.37)
Diagonalization finally yields the four states
|1〉 = 1√
1− γ2b
(|T1〉+ γb |b〉) ,
|2〉 = 1√
1− γ2a
(|T2〉+ γa |a〉) ,
|1˜〉 = 1√
1− γ2b
(|b〉 − γb |T1〉) ,
|2˜〉 = 1√
1− γ2a
(|a〉 − γa |T2〉) , (A.38)
with the admixture γa/b ≈ −λ2Ea/b+JexSL . Their energies are approximately
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E1 ≈ −λ1 − λ
2
2
Eb + JexSL + λ1
,
E2 ≈ −λ1 − λ
2
2
Ea + JexSL + λ1
,
E1˜ ≈ Eb +
λ22
Eb + JexSL + λ1
,
E2˜ ≈ Ea +
λ22
Ea + JexSL + λ1
. (A.39)
This analysis reproduces mixing and energy splittings consistent with
our numerical calculations.
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