In image-guided radiotherapy, monitoring and compensating for respiratory motion is of high importance. We have analysed the possibility to use Microsoft's Kinect v2 sensor as a low-cost tracking camera. In our experiment, eleven circular markers were printed onto a Lycra shirt and were tracked in the camera's color image using cross correlation-based template matching. The 3D position of the marker was determined using this information and the mean distance of all template pixels from the sensor. In an experiment with four volunteers (male and female) we could demonstrate that real time position tracking is possible in 3D. By averaging over the depth values inside the template, it was possible to increase the Kinect's depth resolution from 1 mm to 0.1 mm. The noise level was reduced to a standard deviation of 0.4 mm. Temperature sensitivity of the measured depth values was observed for about 10-15 minutes after system start.
Introduction
In many clinical applications, detecting and tracking of respiratory motion is required. As an example, imageguided radiotherapy (IGRT) of the chest and abdomen relies heavily on this principle: some kind of marker is placed on or attached to the patient's chest and is monitored using a non-invasive localisation device. Subsequently, trajectory of the marker is then analysed and used to either dynamically activate the treatment beam (called gating [3] ) or to guide the radiation source [6] . Especially in the second scenario, tracking one marker may not be sucient: the actual target of the treatment beam -the tumour -is typically not observed directly. Although this could be done (either using continuous X-ray localisation [7] or 3D ultrasound tracking [1] ), the current method in clinical use It has been shown that the accuracy of these correlation algorithms can be improved by incorporating multiple markers [2] . In this work, we demonstrate how consumer hardware (Microsoft's Kinect v2 depth sensor) can be used to accurately track the 3D position of multiple markers using a special marker shirt.
Methods and materials
To acquire respiratory motion traces, a special marker shirt has been developed. Eleven marker templates were printed onto a Lycra shirt, ensuring tight t on the volunteers, while position of the markers correspond to areas relevant for the measurement. Each marker consists of a black circle surrounded by a black ring. Details and numbering of the markers are shown in Figure 1 .
Tracking the position of the markers is done using Microsoft's Kinect v2 camera (see Figure 2 ) and the corresponding software development kit (SDK) [5] . The camera is able to simultaneously capture three di erent types of images at a frame rate of up to 30 Hz: a color image ( × pixels), an infrared-illuminated grayscale image ( × pixels), and a depth image ( × pixels, depth resolution of 1 mm). Typical images are shown in Figure 3 . Details about the technology behind the sensor is given in [4] . Using these images, and the known intrinsics and extrinsics of the color-and IR-cameras inside the Kinect sensor, it is possible to determine the 3D position for each pixel in the depth image. We have developed an application that allows selecting and tracking up to 15 markers in real time. The general process is as follows: 1. During setup, the user is shown a camera image of the subject and is asked to select the initial position of the markers and the template to use for tracking. 2. The position of the template in the given regions of interest (ROI) is determined 3. The distance of the center point of the template found is determined using template matching 4. The matching ROIs are centered around the position of the last match
To reduce the noise in the measured depth value and to increase the depth resolution, the z coordinate of the template was computed using the average depth of all pixels in the template ( × pixels per template). Template matching is done using cross correlation. It is implemented in C# using a wrapper library (EmguCV) around the OpenCV computer vision library.
. Volunteer study
The Kinect sensor was attached to an industrial robot (Adept Viper s850) to allow accurate and stable placement. The setup is shown schematically in Figure 5 . In a small volunteer study (four participants, one female, three male), we evaluated the possibility of feature tracking. Our volunteers were asked to lie down in supine position and breathe normally for three to four minutes.
. Accuracy measurements
Finally, the stability and accuracy of the Kinect sensor was evaluated in another experiment. First, the robot as shown in Figure 5 was programmed to follow a sinusoidal motion (therefore similar to respiratory motion) along the zaxis while the distance to the patient couch was computed for each camera frame. Second, the distance to the patient couch was measured repeatedly for about twelve minutes to determine the amount of noise and possible drift.
Results
Using our multi-threaded implementation in C#, tracking eleven markers in the color camera image -using ROIs of twice the size of the marker template -was possible in real time using multi-threading on a MacBook Pro Retina (2.3 GHz Core i7, four cores, 16 GiB RAM, SSD). In general, the runtime of one template matching iteration was around 80 ms.
. Volunteer study
Recording motion traces of the markers worked for all four volunteers (three male, one female), although markers one and three were di cult to track due to stretching of the fabric. Figure 6 shows the distances measured for all eleven templates. Note the large di erences in amplitude between the individual sensors.
The depth motion trace of a second volunteer (subject four) is shown in Figure 7 . Note the much larger amplitude for markers 5-8 and 11 and the sudden motion around t = s due to the volunteer sneezing. Additionally, the values from markers one and three (red and blue, respectively) show that tracking them is di cult due to deformation.
Additionally, the in-image motion of the template was also evaluated. It is exemplarily shown for one marker (marker eight of subject one) in Figure 8 . Here, it is clear that there is very little motion in the left/right direction, as would be expected. In the superior/inferior-direction, however, some motion is present (one pixel corresponds to approximately 1-1.5 mm in our setup, depending on the exact distance from the sensor), albeit not as strong as in the anterior/posterior-direction.
. Accuracy measurements
Using the same setup as described before, we determined the absolute accuracy of the depth measurements. The trajectory of the robot -overlaid with the measured distance to the template -is given in Figure 9 . Clearly, the distance measured by the Kinect sensor deviates substantially from the true motion of the robot, maximum is 3.7 mm and the root mean square error (RMSE) is 2.0 mm with a working distance on the order of 50 cm. The results of the static measurement evaluation are shown in Figure 10 . The measurement was taken directly after turning on the Kinect sensor and some kind of timedependent drift is visible. We believe that this is due to the changing temperature of the sensor PCB. The depth value is determined -as outlined above -from averaging all pixels in the template, resulting in sub-millimeter resolution. The noise level, however, is still considerable: we observe a standard deviation of 0.4 mm.
Discussion
We have demonstrated that the Kinect v2 sensor's data streams -color image and depth image -can be used to track multiple markers on the human chest in 3D and in Figure 7: Anterior/posterior motion traces of the markers for subject four (male). Note the sudden peak around 95 s, which is due to the volunteer sneezing and the low quality of markers one and three.
real time using standard hardware. Additionally, by averaging the depth values inside the marker template, it is possible to substantially reduce the measurement noise to a standard deviation of 0.4 mm. On the other hand, however, we observed that the depth values measured using the robotic setup and the sinusoidal motion pattern deviate strongly from the actual data: the motion amplitude of the sine was 20 mm and the amplitude of the template matching was more than 25 mm -25 % more. We believe that this is caused by multiple factors: 1. Inaccurate alignment of the depth axis of the Kinect sensor with the robot's z-axis and the template center 2. Errors in sensor's calibration (the Kinect sensor stores its intrinsics and extrinsics in rmware and we did not perform camera calibration) As next steps, we plan to perform sub-pixel template matching to increase the resolution along the L/R-and S/I-axes and to further analyze the accuracy of the setup by tracking the marker with a dedicated tracking device (like NDI's Polaris Spectra system). Also the operating speed of the system (now about 15 fps) could be increased due to massive code parallelization, so that every frame from the Kinect v2 is used. We need to make sure, however, that the light emitted by the Kinect v2 sensor does not interfere with the IR light used by the Spectra system. Both operate in the near-infrared range around 850 to 860 nm.
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