Constant stress partially accelerated life tests are studied according to exponentiated Weibull distribution. Grounded on multiple censoring, the maximum likelihood estimators are determined in connection with unknown distribution parameters and accelerated factor. The confidence intervals of the unknown parameters and acceleration factor are constructed for large sample size. However, it is not possible to obtain the Bayes estimates in plain form, so we apply a Markov chain Monte Carlo method to deal with this issue, which permits us to create a credible interval of the associated parameters. Finally, based on constant stress partially accelerated life tests scheme with exponentiated Weibull distribution under multiple censoring, the illustrative example and the simulation results are used to investigate the maximum likelihood, and Bayesian estimates of the unknown parameters.
Introduction
Under reliability development and continuous quality of products make it difficult to grasp failure information under normal condition. A lifetime test under such conditions therefore becomes sluggish and futile over a long time span. An accelerated life test (ALT) is being used to quickly acquire information about the lifetime distribution of a product or materials. Accelerated life testing could be realized by submitting the test units to conditions that are more intense than what the normal ones are in imposing higher levels of pressure, temperature, vibration, voltage, load, and cycling rate. Research work on ALT began in the 1950's to advance a more operative testing procedure. Chernoff (1962) and Bessler et al. (1962) innovated and considered the concept of ALTs. In accelerated life testing, the experiment is to be initiated both at higher stresses than standard ones and sustained under the stated conditions or it may be under normal conditions. Hence, there are two types of accelerated life testing. The first is the ordinary accelerated life test (OALT), while the second one is the partially accelerated life testing (PALT). The chief supposition in OALT is that the mathematical model linking the lifetime of the unit to the stress must be recognized or can be anticipated; therefore, these models do not occur or are very difficult to assume in certain cases. PALT is practical to execute the life test. The chief supposition in PALT is that the mathematical pattern associating the mean lifetime and the stress are not known and cannot be suspected. PALT is applied for difficulties where it is a suitable test only at a particularized accelerated state, and then we extrapolated the data to a normal state. In such cases, PALT is the reasonable structure to implement and estimate the acceleration factor, which is the rate of the hazard level at the accelerated state to a normal use state (β > 1). There are two different types of PALTs. The first is a step-stress partially accelerated life testing (SS-PALT) that lets the test be modified from a normal state to accelerated state at a pre-defined time. The second is the constant-stress partially accelerated life testing (CS-PALT) where every item happens only in either normal condition or accelerated conditions.
The stress imposed in a PALT can be conceived in different methods. They comprise step stress, constant stress, and random stress. One approach to accelerate failures is constant stress in which each test item is only run at both a normal use state or accelerated state, i.e., each item is developed at a perpetual stress level until the test is completed. Nelson (1990) explained that constant stress testing has many benefits: First, it is simpler to conserve a constant stress level in most tests. Second, accelerated test patterns for constant stress are better to develop for some elements and products. Thirdly, data investigation for reliability estimation is well developed.The stress imposed in a PALT can be conceived in different methods. They comprise step stress, constant stress, and random stress. One approach to accelerated failures is constant stress in which each test item is run at both normal use state or accelerated state only, i.e., each item is developed at a perpetual stress level until the test is completed. Nelson (1990) explained that constant stress testing has many benefits: First, it is simpler to conserve a constant stress level in most tests. Second, accelerated test patterns for constant stress are better to develop some elements and products. Thirdly, data investigation for reliability estimation is well developed.
In life test experiments, sometimes the experiment could not get under control fully because items may break by mistake. Even though, Type I and Type II censoring schemes do not tolerate items to be eliminated from the test during the life testing duration. Progressive censoring schemes allow for items to be neglected only under control conditions. However, multiple censoring schemes are a suitable in this situation. Multiple censoring allows for items to be extracted from the test at any time during the life test duration. Multiple censoring may also; occur when the testing component fails for more than one reason. Hence Type I and II are exceptional cases of numerous censoring (Tobias and Trindade, 1995) .
There is an aggregate of collected works on designing CS-PALT. Bai and Chung (1992) estimated the scale parameter and acceleration factor for exponential distribution under two kinds of PALT which are a step and constant stresses in case of Type I censored sample utilizing maximum likelihood method. Abdel-Ghani (1998) reflected that the estimating problems of Weibull distribution parameters and accelerated factor under CS-PALT. Ismail (2006) provided the optimum design of CS-PALT under Type II censoring supposing that the lifetime design stress has a Weibull distribution. Hassan (2007) estimated accelerated factor and the unknown parameters for generalized exponential distribution under CS-PALT using a maximum likelihood method. Ismail et al. (2011) used maximum likelihood methodology to estimate the accelerated factor and parameters for Pareto distribution with Type I censored data. Cheng and Wang (2012) used two maximum likelihood estimation methods, which accompany observed data and complete data likelihood function respectively, to estimate the accelerated factor and the unknown parameters for Burr XII distribution under CS-PALT. Zarrin et al. (2012) manipulated the maximum likelihood approach to estimate the accelerated factor and the parameters of Rayleigh's distribution. This work was done the CS-PALT under Type I censored data. Kamal et al. (2013) manipulated the maximum likelihood approach to obtain the point and interval estimate for the accelerated factor and unknown parameters for inverted Weibull distribution under CS-PALT in case type I censoring. Mittal (2013a, 2013b) used an optimal design of the CS-PALT plan under a failure constant and time constant for truncated logistic distribution based on type I censoring data. They determined the optimal sample proportion allocated to both normal and accelerated use conditions in the generalized asymptotic variance of maximum likelihood estimators (MLEs) for the accelerated factor and the unknown parameters. Jaheen et al. (2014) estimated the unknown parameters and accelerated factor for generalized exponential distribution under constant stress partially accelerated life testing with progressive Type II censored data using maximum likelihood and Bayesian approaches. Abushal and Soliman (2015) applied constant stress partially accelerated life testing with Type II progressively censored data to estimate unknown parameters and the accelerated factor for Pareto distribution using maximum likelihood and Bayesian methods. Hassan et al. (2015) used the maximum likelihood estimation to estimate the accelerated factor and the unknown parameters for inverted Weibull distribution under CS-PALT established on multiple censored data.
This paper is concerned with the estimation problem in the case of an exponentiated Weibull (EW) distribution under CS-PALT using multiple censored data. The rest of this paper constructed as follows. Section 2 introduces the EW distribution as the lifetime model, and the assumptions of the CS-PALT are presented. Section 3 displays the estimates of the unknown parameters and acceleration factor for the EW distribution with multiple censored samples. In addition, the confidence intervals of the unknown parameters are developed. The Bayesian estimators of the unknown parameters and acceleration factor for the EW distribution and Markov chain Monte Carlo (MCMC) technique are presented in Section 4. Section 5 presents a numerical example to illustrate all methods of inference developed in this article. Section 6 gives the simulation studies and the results. The conclusions are presented in Section 7.
The model and test procedure
This section presents the assumption pattern for product life test. The details of the test method of how to manipulate the experiment under multiple censored data using the EW model are illuminated.
2.1. The exponentiated Weibull distribution: as a failure time pattern Mudholkar and Srivastava (1993) introduced an expansion distribution of the renowned Weibull distribution called EW distribution. The EW family includes distribution with monotone failure ratios aside from a broader class of monotone failure ratios. In practice, various lifetime data are of bathtub shape or upside-down bathtub shape failure ratios, and so the EW distribution as a failure pattern is more practical than monotone failure ratios and performs an important part to describe such data. The test procedure of CS-PALT based on multiple censored data assuming the life time item has EW distribution is described as
and
where t i is the i th observed life time of test item at normal condition. Under accelerated condition, the probability density function (pdf) and cumulative distribution function of lifetime X = β −1 T , where β is accelerated factor, β > 1, take the following forms:
where x j is the j th observed life time of test item at accelerated condition.
Basic assumptions
The basic assumptions are:
(i) The lifetimes of items T i , i = 1, 2, . . . , n 1 devoted to normal condition are independent and identically distributed random variables with pdf (2.1).
(ii) The lifetimes of items X j , j = 1, 2, . . . , n 2 devoted to accelerated condition are independent and identically distributed random variables with pdf (2.3).
(iii) The lifetimes T i and X j are mutually independent.
Maximum likelihood estimators
Suppose that the observed values of the total lifetime T at normal condition are t (1) < · · · < t (n 1 ) , and the observed values of the total lifetime X at accelerated condition are x (1) < · · · < x (n 2 ) . The likelihood function for the unknown parameters ϕ = (α, θ, β) of the EW distribution with multiple censored data is given as
where t i = t (i) , x i = x (i) for simplicity of notation, and (2,c) be the indicator functions, i = 1, 2, . . . , n, such that,
the unit fails at normal condition, 0, otherwise,
the unit censoring at normal condition, 0, otherwise,
the unit fails at stress condition, 0, otherwise,
the unit censoring at stress condition, 0, otherwise, Moreover, the equations are obtained as:
Substituting the probability density and cumulative distribution functions (2.1), (2.2), (2.3), and (2.4) in likelihood function (3.1), then:
Hence, it is usually easier to maximize the natural logarithm of the likelihood function instead of the likelihood function itself, the logarithm of likelihood function is considered as
where
Maximum likelihood estimators of ϕ = (α, θ, β) are a solution to the system of equations achieved by addressing the first partial derivatives of the total log-likelihood to be zero concerning α, θ, and β respectively. Thus, the system of equations is considered as:
the second partial derivative of the matrix likelihood function are give as:
That is, the interval estimation of the model parameters that occur in 3 × 3 observed information matrix
for (r, s = α, θ and β ). Frequently, following standard regularity conditions, the multivariate normal N 3 [0, I −1 (φ)] distribution is applied to form approximate confidence intervals for the parameters. The approximate 100(1 − Υ)% two-sided confidence intervals for α, θ, and β are then given, respectively, by:
Here, Z Υ/2 is the upper (Υ/2) th percentile of the standard normal distribution and var(·)'s indicates the diagonal elements of I −1 (φ) corresponding to the model parameters.
Bayesian estimation
In this section, the Bayesian estimator using a squared error loss function is considered. Following the assumption of gamma distribution to be a prior of two unknown parameters of the EW distribution will be concern based on multiple censored scheme. The Bayesian estimator under the assumption that the random variables α and θ are independently distributed gamma prior distribution (with known shape and scale parameters υ, b, c, and d) considered as
While the random variable β distributed as the following non-informative (NIP) type of prior
Then, the joint prior density of unknown parameters ϕ = α, θ, and β can be written as
Combining (3.2) and (4.1) to get the posterior density of ϕ as follows
thus, the Bayesian estimators of function of the parameters, say ϕ = (α, θ, β) based on multiple censored scheme under squared error loss function; denoted by u (BESL) (ϕ) can be determined by the following equationsφ
The ratio of four integrals provided by Equation (4.3) and the three integrals are not achieved in a closed form. It is often instructive to apply the MCMC method to generate samples from the posterior distributions and then calculate the Bayes estimates of the particular parameters. This section focuses on the Bayesian approach to estimate the unknown parameters of the EW model under multiple censored scheme considering the Gibbs sampler method for approximation of integrals. Often integrals occurring in the Bayesian estimation never admit a closed form, as a result, the analytical method is not attractable and numerical integration is needed. Gibbs sampler give an alternative method to approximate these integrals, this procedure intends to obtain a Markov chain that has a purpose posterior as a limiting distribution, and then the simulation samples or chain can be utilized to estimate any desired feature. The simulation Markov chain (after some burn-in) will have achievements that are observed as simulated from the posterior distribution rather than the straight computation of the posterior. We then utilized the generated samples to estimate the parameters of interest and function.
The MCMC scheme is a good method for parameter estimation. Several schemes of MCMC are available, one significant sub-class of MCMC methods is Gibbs sampling and Metropolis withinGibbs samplers. MCMC has an advantage over the maximum likelihood method by structuring the probability intervals based on the empirical posterior distribution, we get an appropriate interval estimate of the parameters. The MCMC samples utilized to summarize the posterior uncertainty about the parameters ϕ = (α, θ, β), within the joint posterior density function of α, θ and β can be addressed as
The conditional posterior densities of α, θ and β can be computed by:
Consequently, to generate from these distributions, the Metropolis-Hastings method (Metropolis et al., 1953) and Robert and Casella (2004) , are utilized for details concerning the implementation of Metropolis-Hastings algorithm. The procedure of Gibbs sampling can be described as:
Step 1: Start with an (α (0) = α, θ (0) = θ) and (β (0) = β) and set I = 1.
Step 2: Generate α I from π * 1 (α|x).
Step 3: Generate θ I from π *
(θ|x).
Step 4: Generate β I from π * 3 (β|x).
Step 5: Compute α I ,θ I and β I .
Step 6: Set I = I + 1.
Step 7: Repeat Step 2-5 N times.
Step 8: Obtain the Bayes MCMC point estimate of ϕ q (ϕ 1 = α, ϕ 2 = θ, ϕ 3 = β), q = 1, 2, 3 as
where, M is the burn-in period (that is, some iterations before the stationary distribution perform) and the posterior variance of ϕ becomes
Step 9: To compute the credible intervals of ϕ q , we use the quantiles of the sample as the endpoints of the interval. Order ϕ
Illustrative example
Illustrative maximum likelihood estimation for the EW distribution based on another data set was simulated from distribution in CS-PALT scheme with α = 1.5, θ = 3.5, β = 1.25 the data are represented as follows.
• Under normal condition: There are 150 samples with censoring level (CL) = 0.20. The π value, which is the proportion of the sample under normal condition is 0.40. The sample of failure and censoring in two groups based on CS-PALT, respectively, are 45 failures in group 1, 15 censoring in group 1, 67 failures in group 2 and 23 censoring in group 2. The symbol " * " denotes censored values. Before computing the MLEs, we plot the profile log-likelihood function in Figure 1 . It is noted from Figure 1 that the profile loglikelihood function is unimodel. Then, the maximum likelihood estimates areα = 1.257,θ = 3.672, andβ = 1.291, and the corresponding 95% confidence intervals are (1.094, 1.271), (2.887, 4.457), and (1.093, 1.489). To compute the Bayes estimates of α, θ, and β, we assume the gamma prior distribution for (α, θ) and non-informative prior distribution for β. Based on MCMC samples of size 10,000, the Bayes estimates under SE loss function areθ = 1.331,θ = 4.368, andβ = 1.708 and the corresponding credible intervals are (1.271, 1.731), (0.604, 5.104), and (1.700, 1.711), respectively.
Simulation study
In any estimation problems, it is required to study the properties of the derived estimators. The derived expressions for the estimators are too complicated to study analytically. Consequently, a numerical study will be established and treat the sampling distribution of the estimators separately. A numerical study is achieved to compare the different estimates discussed in the previous section. The performances of the different estimates are compared regarding their mean squared error (MSE), relative bias (RB), relative error (RE), standard deviation (SD) and standard error (SE). The numerical procedures are:
Step 1: Divide the total sample size n in two sub samples n 1 = nπ and n 2 = n(1 − π) where π is the sample proportion in normal condition.
Step 2: Generate n 1 random samples as normal condition samples t 1,1 < · · · < t n 1 ,1 from EW distribution which has cdf as F 1 (t) = (1 − e −t α ) θ ; α, θ > 0. In addition; generate n 2 random samples as a stress condition samples x 1,2 < · · · < x n 2,2 from EW distribution which has cdf as
θ with accelerated factor, where α, θ > 0, and β > 1.
Step 3: Select n 1 f = n 1 × (1 − CL), and n 2 f = n 2 × (1 − CL) to be the number of failure samples in the normal condition and in the stress condition, respectively, where CL is the censoring level.
For example, CL = 0.4 indicates 60% failures and 40% censored data.
Step 4: Let
where, u i,1 and u j,2 are drawn from uniform distribution U(0, 1).
Step 5: Set y i,1 = k i,1 ×t i,1 , i = 1, 2, . . . , n 1 and y j,2 = k j,2 ×x j,2 , j = 1, 2, . . . , n 2 . Then, y = [y i,1 , y j,2 ; i = 1, 2, . . . , n 1 ; j = 1, 2, . . . , n 2 ] is generated as a multiple censored data for the EW distribution.
Step 6: 10,000 random samples of sizes 50, 100, 150, 300, and 500 are generated from EW distribution. The parameters values are chosen as case I ≡ (α = 2, θ = 4, β = 1.2), case II ≡ (α = 1.5, θ = 4, β = 1.2) and case III ≡ (α = 2, θ = 4, β = 1.5). The CL is selected as 0.2, 0.3, and 0.5.
Step 7: For each sample and for the selected sets of parameters, the population parameters and the accelerated factor are estimated in CS-PALT under multiple censored samples. An iterative procedure is employed for solving the nonlinear Equations (3.4), (3.5), and (3.6) to obtain the estimates of α, θ, and β.
Step 8: The MSE, RB, RE, and SE of the estimators for acceleration factor and two shape parameters for all sample sizes and for three sets of parameters are classified.
Step 9: The confidence limit with confidence level and coverage probability (CP) of the acceleration factor and the two shape parameters are constructed at Υ = 0.95 and Υ = 0.99.
Tables 1-5 report the simulation results. Tables 1-3 represent the MSE, RB, RE, and SE for different cases of parameters and the approximated confidence intervals at 95% and 99% for the unknown parameters. In addition; the Bayes estimate and credible intervals for different cases of . MSE = mean squared error; RB = relative bias; RE = relative error; SE = standard error; CP = coverage probability; CL = censoring level.
parameters are displayed in Table 4 and Table 5 . The posterior kernel densities and dynamic trace for the unknown parameters (α, θ, β) are given in Figure 2 and Figure 3 .
The approximate marginal posterior density of each parameter can be displayed in Figure 2 . Trace 
Conclusion
This paper presents the constant stress partially accelerated life test for EW distribution lifetime distribution and discuss the statistical inference based on multiple censored data. Both maximum likelihood and Bayes estimates are considered for the model parameters and accelerated factor. Additionally, the two-sided confidence limit and coverage probability of the model parameters are also constructed. The problem of Bayesian estimation of unknown parameters and accelerated factor under constant stress partially accelerated life test can be extended to include gamma and non-informative priors. In addition, other techniques such as MCMC technique are used to compute the approximate Bayes estimates and credible confidence intervals. (α, θ, β) in different sample size and censoring level (CL).
