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Abstract. Whole-genome shotgun sequencing (WGS), especially that of microbial genomes, has been
the core of recent research advances in large-scale comparative genomics. The data deluge has resulted
in exponential growth in genomic datasets over the past years and has shown no sign of slowing down.
Given terabytes of genetic sequences from raw reads and assembled genomes, there is a need for a fast
and memory efficient sequence search method.
We propose a data-structure which is based on Bloom filter. Here the number of Bloom Filter lookups
scales sub-linear in the number of files, and hence it is significantly faster than state of the art algorithm
BIGSI (BItsliced Genomic Signature Index - a notable recent method for sequence search). The proposed
idea is called Repeated and Merged BloOm Filter (RAMBO) which is theoretically sound and inspired
by the Count-Min Sketch data structure, a popular streaming algorithm. RAMBO provides a significant
improvement over state of the art methods in terms of query time when evaluated on real genomic
datasets. Furthermore the insertion and query process supports parallelism. Due to the sub-linear scaling
of query time (O(
√
(K)) vs O(K)), the larger the size and number of datasets, the bigger the query
time gains are with RAMBO over BIGSI. We provide rigorous empirical evaluations to support our
theoretical claims. With RAMBO 1, we show a remarkable enhancement in the search and processing
capabilities over BIGSI. We show how we can reduce the processing time of 170TB WGS dataset from 6
weeks by BIGSI to mere 14 hours (72x faster) with similar levels of compression. The query time using
RAMBO decreases to around 3 ms compared to more than 120ms for BIGSI.
Keywords: Sequence search · Online · Bloom Filter · Genome data · Sub-linear query time
? denotes equal contribution
1 Code for RAMBO is available at https://github.com/RUSH-LAB/RAMBO
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1 Introduction
Whole-genome shotgun sequencing (WGS) of microbial genomes is now a standard component of any compar-
ative genomic study. It has been used in countless settings from foodborne outbreak tracking [24] to infectious
disease diagnostics [21]. However, as DNA sequencing has become standard [10], genome sequence data has
doubled in size every 2 years and is likely to grow at an increasing pace [6] [20]. Owing to this exponential
increase, it is computationally prohibitive to search these vast archives for DNA sequences of interest. It is
beyond doubt that an efficient and fast search functionality across all genomic datasets, would facilitate quick
identification of already-sequenced organisms that are highly similar to an outbreak strains.
The similarity of the sequence search problem with the problem of web search, both in terms of objective
and scale, has triggered a flurry of ideas borrowed from the information retrieval community. In the seminal
work on BLAST [3], also popularly known as the Google of biological research, the authors provided the first
attempt to align sequences in a database using efficient search trees. However, the method does not scale to
large query datasets [3] due to the reliance on computationally expensive local sequence alignment. In general,
index construction time and query time become prohibitive for early Bioinformatics tools when applied to
modern databases, whose size is still growing on a daily basis.
Compressive-sensing and MinHash based approaches have also been applied to global sequence com-
parison [15] [17] and have recently been extended to containment [14] [16]. However, these computational
approaches require an index of known sequences, and were not designed to return individual reads or sub-
sequences that comprise a query sequence. Rather, they search for known genes or genomes within vast
databases.
The Sequence Bloom Tree (SBT) was the first approach to solve the sequence search problem on the scale
of the entire sequence read archive (SRA) [13] by creating an index for the database [22]. SBT utilized a
hierarchy of Bloom Filters to compress the database while still allowing for sequence queries. SBTs allowed
users to search for query sequences, such as genomic regions and transcripts, within the entire SRA for the
first time. However, SBTs rely on a tree data structure, similar to R trees [12], which cannot scale to high
dimensional inputs. SBTs require memory growth exponential in dimensions. In supplementary section, we
provide a discussion on this approach. Unsurprisingly, experimental results from [6] suggest that SBTs become
less scalable when time and evolution of species are factored in, which is the case for bacteria and viruses.
Several follow-ups using ideas similar to SBT also suffer from the same issues [18][25][23].
The recently introduced (BitSliced Genomic Signature Index) BIGSI [6] method simplified SBTs by re-
moving the hierarchy and directly applying vanilla Bloom Filter compression on each dataset. By avoiding
trees (hierarchy), BIGSI obtained substantial memory savings compared to SBTs. The paper demonstrated
improvements over all previous methods in terms of query efficiency. The authors proposed the notion of a
bitsliced signature, which essentially creates a bit array signature for a dataset by constructing a Bloom Filter
for each data file[5]. The simplicity of the algorithm, combined with clever bit manipulation tricks enabled
BIGSI to report slightly faster time compared to SBT. The same simplicity of BIGSI made it possible to
process and search over 170TB WGS datasets, with around half a million files. The searching time was around
one-tenth of a second.
However, BIGSI has one main limitation; it keeps one Bloom Filter for each dataset. The size of the
bitslices during query time grows linearly with the number of datasets. This implies that all the current query
and processing time will grow linearly with the size of the data. With an exponential increase in the data
sizes over years, a linear scaling of latency and energy is too expensive.
Our Focus: The primary focus of this paper is to reduce the query cost of sequence search over archive
of dataset files. In particular, unlike BIGSI, we do not want the bitslices (or signatures) used in the query
to be of the same size as the number of datasets, which can run into several million. At the same time, we
also want an algorithm that maintains all the other beneficial features of BIGSI. We are looking for a data
structure for sequence search, which has the following properties: 1. Zero false negative rate, 2. Low false
positive rate, 3. Cheap updates for streaming inputs, 4. Fast query time, and 5. A simple, systems-friendly
data structure that is straightforward to parallelize. The system should have all these properties with the
least possible memory size.
Insights from Computer Science Literature: There is a fundamental algorithmic barrier at the
heart of this problem. The classical sub-linear search data structure provides tree-based solutions that mainly
implement the SBT. However, trees complicate the query process and have issues with balanced partitions,
especially when dimensionality blows up. Fortunately, the Count-Min Sketch (CMS) Algorithm [8] from the
data streaming literature provides a fundamental workaround. Our proposal for sequence search, RAMBO
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Fig. 1: Figure (a) is an illustration of the raw sequence search problem. First, we index sets of k-mers into
K raw read datasets. The k-mers are generated by populating genomic sequence of size 31 using a sliding
window on reads. Given a query sequence, the task is to determine which of the K raw read datasets contains
the k-mers present in the query. The recent BIGSI approach poses this as a multiple dataset membership
problem, where we test whether a k-mer is present in each of the K datasets. Figure (b) shows the BIGSI
architecture. There is a Bloom Filter (bit column) for each data file. All k-mers belonging to the dataset are
inserted into the corresponding Bloom Filter. In the query step, we membership test the k-mer with all the
data files’ Bloom Filter (columns), and return all the files that pass the membership tests.
[11], is a CMS using Bloom Filters. RAMBO leads to a better trade-off in practice.
Our Contributions: Instead of having separate Bloom Filters for each dataset, we split all the datasets
into a small number of random partitions. We keep one Bloom Filter for each partition. Inspired from the
theory of the Count-Min Sketch [8], if we repeat the partitioning process with different random seed, a small
number of times, we can still answer search queries with high accuracy. The ideas behind RAMBO [11] lead
to exponential improvements in query cost and hence would allow effortless scaling to millions of datasets. We
provide rigorous experimental and theoretical analysis of query time. Experimental comparisons show that
RAMBO is significantly faster to construct and query than BIGSI for any level of accuracy. Furthermore,
the speedup with RAMBO gets better with an increase in the number of datasets, clearly indicating superior
scaling.
The proposed algorithm RAMBO can be made embarrassingly parallel for insertion and query by clever
choices of hash functions and judicious utilization of parallel processors. With this it can be easily distributed
over multiple nodes, cores and threads for achieving substantial speedup. Effectively, we show a remarkably
improved capability, over BIGSI, of processing and querying with a 170TB WGS dataset. We reduce the time
of the offline processing of the dataset from 6 weeks (1008 hours) to only 14 hours. We also show at least 40×
improvement in query time over BIGSI for the indices of similar size.
Organization This paper is organized as follows. In the next section, we introduce the problem by giving
a background on Bloom Filters and BIGSI. Then in section 3, we provide the intuition behind our approach.
In section 4, we provide the details of our proposed architecture, RAMBO. We introduce the method for the
dataset insertion and query process in the same section. In section 6, we present an empirical evaluation of
our method and BIGSI [6]. This is followed by a brief discussion of future work and conclusion.
2 Notations and Problem Definition
We are concerned with the standard k-mer search problem over sequence read archive datasets (FASTQ
format) or assembled genomes (FASTA format) consisting of raw sequences from a DNA sequencer or genome
assembler, respectively. We denote the number of datasets with K. Each dataset is represented by a set of
k-mers (length 31 genomic sequences). Given a query k-mer (often denoted by q), our goal is to find a subset of
dataset from among these K datasets that contain the query k-mer. Figure 1 provides a high-level schematic
of our approach to sequence search.
2.1 Bloom Filters
The Bloom Filter is a standard data structure that is widely used for set compression. In the context of
sequence search, Bloom Filters can be used to compress a dataset of k-mers. As shown in Figure 1, a Bloom
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Filter consists of an m-bit array (or bitslice column) and η independent random hash functions h1, h2, · · · , hη.
Each hash function takes integer values between 0 and m − 1, i.e., hi : S ⇒ {0, 1, · · · ,m − 1}. At the start
of dataset processing, each element in the bit array is initialized to 0. For every item x ∈ S, the bit value of
hi(x), for all i ∈ {0, 1, · · · , η} (η selected rows), is set to 1.
To check the membership status of an item x
′
in the dataset FASTA, we return true if all the bits hi(x
′
),
for all the hash functions hi, i ∈ {0, 1, · · · , η}, are 1. Bloom Filters have zero false negative rates and cannot
return false if x
′
is actually in the set. However, due to random hash function collisions, x
′
may accidentally
map to locations in the bitslice that are set to 1. In this case, we report that x
′ ∈ S when x′ /∈ S, leading to
a nonzero false positive rate. It can be shown that for an appropriate choice of η and m, the false positive
rate can be made negligibly small. Thus, Bloom Filters are a highly efficient data structure for determining
dataset membership.
2.2 BItsliced Genomic Signature Index (BIGSI)
Figure 1 describes the BIGSI insertion and query phase. The data structure is a matrix of bits with K
columns, one for each dataset. The bit column represents the Bloom Filter for the corresponding dataset,
which for genome sequence is assumed to be in FASTA format.
To add a new dataset FASTA-1, we first break it into a set of k-mers. BIGSI uses k-mers with sliding
window of size 31 on gene sequence. A new bit column col-1 is added to the sketch. Every k-mer in the
FASTA-1 is hashed η times using a predetermined set of η random hash functions, and the corresponding
hashed rows in col-1 are set to 1.
When querying with a k-mer q, we first compute the η hash values of q using the same hash functions used
for construction. Each of these η values corresponds to a row in the matrix sketch of BIGSI, named a bitslice.
Overall, we get at most η bitslices. The bitwise AND operation (row-wise) of these η bitslices are computed
to obtain an K bit vector. The location of 1s in this K-bit vector corresponds to the datasets containing the
given k-mer q.
3 Intuition Behind our Approach
By using several randomly merged dataset partitions, RAMBO can determine which datasets contain a given
k-mer using far fewer Bloom Filter queries.
To see how this might work, suppose that we randomly partition K datasets into B groups, where 2 ≤
B  K. Now, given a query k-mer q, if we query each partition, we can determine which partition contains
q. We refer to this partition as A1. Thus, with only B Bloom Filter queries, we have reduced the number of
candidate datasets from K to KB in expectation. With more repetitions, we progressively rule out more and
more options until we are left with only the datasets that contain q. For example, if we independently repeat
this process again, we find another partition A2 that contains q. Our pool of candidate datasets is now the
set intersection of A1 and A2, which in expectation has size KB2 .
In summary, with 2B Bloom Filter queries, we have reduced the search space from K down to KB2 . The
critical insight is that each repetition reduces the number of candidates by a factor of 1B , which decreases
exponentially with the number of repetitions. RAMBO uses this observation to identify the correct datasets
using an exponentially smaller number of Bloom Filter queries.
This method is guaranteed to be successful because RAMBO is an extension of the Count-Min Sketch
(CMS) data structure [8]. We replace the counters in the CMS with Bloom Filters. Instead of adding counters
in the CMS, we merge genomic sequencing datasets. The querying procedure of the CMS is replaced with a
set intersection over the merged datasets to determine which datasets contain a query sequence.
We detail the algorithm in the next section.
4 Algorithm/Method
4.1 Adding a Dataset to RAMBO
With RAMBO, in addition to η Bloom Filter hash functions, we also have different universal hash functions
which partition the set of datasets into small disjoint subsets. We call these functions partition hash function
denoted by φ(.), which are essentially universal hash functions that
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Fig. 2: Figure (a) illustrates insertion in the RAMBO architecture. First we use hash functions to partition the
set of datasets into B disjoint partitions (Shown B = 2). We then repeat the process independently R times.
(Shown R = 2). Each partition in each repetition is associated with a Bloom Filter (bit-array column). Given
the dataset, we determine the corresponding R partition numbers (corresponds to column IDs), one in each
repetition, using a partition hash function. All the k-mers in the dataset are then inserted into the selected R
columns (relevant Bloom Filters). Figure (b) shows query flow given the RAMBO database. While querying
a k-mer we use the same η hash functions that were used for insertion in the Bloom Filters. Bitslices (rows)
corresponding to these η hash values are selected and a bitwise AND operation is performed. Partitions (sets
of datsets) corresponding to all the columns that resulted in the bit value 1 are selected. The intersection of
all these partitions gives all the datasets containing the given query k-mer
map a dataset to {0, 1, ..., B}. Given a dataset file name FASTA-1 we use the value of φ(FASTA-1)
to determine which partition dataset FASTA-1 is assigned. We assume here that each file name is unique.
Clearly, with such a function, our set of datasets is partitioned into B disjoint sets.
We have R such independent repetition of partition hash functions {φ1, φ2, ..., φR}.
Figure 2 illustrates RAMBO data structure creation. The figure shows RAMBO with R = 2 and B = 2,
i.e., two repetitions with each repetition having two partitions. Each dataset, say FASTA-1, is therefore
mapped to exactly R partitions, one in each repetition. Now, unlike BIGSI (in contrast with Figure 1) with
one column (bit-array for Bloom Filter) for each dataset, we have a column (bit-array for Bloom Filter) for
each partition in each repetition. In total, have total R×B columns (bit matrix), which can be much smaller
than K. Suppose we want to add dataset FASTA-4 to RAMBO. First, we use the partition functions φ(.) to
determine which columns to update. FASTA-4 maps to R partitions. In particular, it is mapped to partition
number φi(FASTA − 4) in repetition i, ∀ i ∈ {0, 1, ..., B}. Note each partition has an associated column
(Bloom Filter) with it. Unlike BIGSI, where we create a new Bloom Filter (column) and add FASTA-4 to
it, we instead add FASTA-4 to all these selected R columns (corresponding to the partitions). These Bloom
Filter additions are just like BIGSI where we first compute all k-mers of FASTA-4, compute η hash values
using the η hash functions required by the Bloom Filters and set the corresponding η bits for all the selected
Bloom Filters to 1. Overall, we set exactly η ×R bits for each insertion.
As illustrated in Figure 2, FASTA-4, is mapped to partition 1 in repetition 1 and partition 2 in repetition
2. It has two k-mers: {AAA} and {AAT} which hashes to {0, 5, 9} and {3, 7, 5} respectively. As a result, we
set the bits 0, 3, 5, 7, 9 in both column 1 (partition 1, repetition 1) and column 4 (partition 1, repetition 1).
4.2 Querying with RAMBO
The query procedure in RAMBO is illustrated in Figure 2 on example query k-mer ”AAT”. It uses the same
bit array structure used for illustrating creation (compare with Figure 2).
Give a query k-mer q, the initial few steps are precisely like BIGSI. First, we compute η hashes of q. Again,
using these hash values, we select rows of our data structure, which is a R ×B bit matrix. These rows form
our η bit slices. Again, similar to BIGSI, we perform bit-wise AND operation on these η bitslices to obtain a
R×B bit vector.
The critical difference is how we interpret this vector. In BIGSI, we report all the datasets corresponding
to columns that have 1 in this final bit vector. In RAMBO, the columns only determine a partition in a
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repetition. The trick is to report the set of datasets which corresponds to the intersection of all the identified
partitions. Clearly, the cost of querying requires bitslices of size R×B which can be much smaller than K.
As illustrated in Figure 2, our final bit vector is 1001, which indicates that the query comes from partition
1 in repetition 1 and partition 2 in repetition 2. Resolving this into actual datasets, we look at partition 1
in repetition 1 which is {FASTA-1, FASTA-4, FASTA-5} while partition 2 in repetition 2 has {FASTA-
2, FASTA-4, FASTA-5} (see Figure 2). Therefore, the query must belong to the intersection of these two
sets, whichmeans the query is present in {FASTA-4, FASTA-5}. The pseudo-code for the query process is
summarized in Algorithm 2.
4.3 Full sequence query
To query a sequence with length k (k > 31), we simply use a sliding window of size 31 to go through the
entire sequence, performing k − 30 queries, then we take the intersection of the results. Since Bloom Filter
does not have any false negatives, we are guaranteed to obtain a valid result. The result will be governed by
the rarest k-mer of the given sequence, which the query only returns a small number of results.
Algorithm 1 Algorithm for insertion in RAMBO
architecture
Input: Set D of K databases of k-mers
Given: Parameters B×R and false positive rate
p
Result: RAMBO (size: B ×R )
Generate R partition hash functions
φ1(·), ...φR(·)
RAMBO ← B ×R array of Bloom Filters
while Input FASTA-i do
for k-mer x ∈ FASTA-i do
for d = 1, ...R do
insertBloomFilter(x, RAMBO[φd(x), d])
end for
end for
end while
Algorithm 2 Algorithm for query using RAMBO
architecture
Input: gene sequence q
Given: RAMBO bit matrix M (size: B ×R )
Result: Set of datasets, each of which contains
q.
UNION = 0
for d = 1 : R do
ID = hd(q)
bitsliced = get row number ID from M
UNION = bitsliced (Bitwise OR) UNION
end for
INTERSECTION = Everything
for i such that UNION[i] = 1 do
INTERSECTION = INTERSECTION ∩
Partition[i]
end for
return INTERSECTION
5 Theoretical Results
We know that bloom filters can compress a given dataset (or file) to quickly test whether a given query string
q belongs to the set. This problem is popularly known as membership testing in a set.
Formally, our problem can be stated as: Given K different datasets, and for any given query q the goal
is to find all of the sets containing the query element. Trivially, this problem can be reduced to K different
membership testings, one for each dataset, each with the same q. This process leads to O(K) query time. A
Bloom Filter for each set, as utilized by BIGSI, can achieve that. In this section, we show that our procedure
RAMBO (Repeated And Merged Bloom Filter) achieves expected O(
√
K logK) query time which can be
order of magnitude smaller than O(K) for large values of K (thousands vs millions).
The proof techniques for RAMBO bridges the theory of popular count-min sketch [8] and Bloom Filters
to obtain a novel analysis. The proofs are deferred to supplementary material. The analysis presented could
be of independent theoretical interest in itself.
RAMBO has two important parameters R and B, which control the resource-accuracy tradeoff. In this
section, we show that there is an optimal choice of R and B for O(
√
K logK) query time instead of O(K),
while achieving the same false positive rate as BIGSI. First we define the failure rate of RAMBO.
Lemma 1. RAMBO failure rate (δ)
Given a RAMBO data structure with B × R Bloom Filters having a false positive rate p and a query q, we
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assume that a k-mer q belongs to no more than V dataset (called multiplicity of k-mer). Under this assumption,
the probability δ of reporting an incorrect membership status for any of the K sets is upper bounded by
δ ≤ K
(
p
(
1− 1
B
)V
+ 1−
(
1− 1
B
)V)R
where p is the false positive rate of a Bloom Filter in RAMBO. In each repetition, false positives can be
introduced by Bloom Filter’s tendency to give a false positive. This has the probability p
(
1− 1B
)V
. Another
way false positive can occur is by inseparability of datasets (set merging is the culprit here). Its probability
is 1− (1− 1B )V .
An interesting result that comes out from the Lemma 1 is that, the number of repetitions R required for
failure rate less than δ is given by O(logK − log δ). Please refer to supplementary material.
The second analysis is for the query time of RAMBO. To query the set membership status of a k-mer q,
we first need to compute B × R Bloom Filter lookups. This is followed by union and intersection operation
(refer section 4.2). Since each column partitions the K sets, the union operations do not require any com-
putational overhead. The set intersections between columns, however, requires |X1|+ |X2| operations, where
X1 is the set of all active sets in the present column and X2 is the set of all active sets in the next column.
Since there are R columns, the total cost for the intersection is E[|XR|] = V +Bp.
The RAMBO query time is now given by:
Theorem 1. RAMBO query time
Given a RAMBO data structure and a query k-mer q that is present in at most V files, RAMBO solves the
multiple set membership testing problem with probability 1− δ in expected query time
E[qt] = O
(√
K (logK − log δ)
)
The detailed step by step proof of this theorem is explained in supplementary material. The main takeaway
from this analysis is that the query time is O(
√
(K)) compare to the array of Bloom Filters data structures.
This is significant because for large dataset K is roughly around a million,
√
K is only around thousands.
6 Experiments
We divide our experiments into two sections:
1. First, we perform a rigorous head-to-head comparison of accuracy-resource trade-off with BIGSI. We are
interested in the complete spectrum of the trade-off to get a complete understanding of the regions where
RAMBO is better than BIGSI and vice-versa in terms of query time for a given false positive rate.
2. After our first evaluation, we then show how we can scale up RAMBO to process 170TB WGS data in less
than 14 hours from scratch. To achieve such scaling, RAMBO requires a clever modification of hash functions
to ensure embarrassingly parallel processing across multiple computing nodes while retaining the theoretical
soundness of the hash function. Here we also contrast query time, false positive rate and memory utilisation
of RAMBO with BIGSI. It should be noted that BIGSI takes around 6 weeks for creating the bit matrix, and
so we directly borrow the query time and memory numbers from [6] as a reference baseline.
k-mer extraction: For all our experiments we use length 31 k-mer inputs. All k-mers of this size are extracted
from the given sequence by sliding a window of size 31 over the sequence, one base pair at a time.
6.1 Query-Accuracy Tradeoff Evaluation and Comparison
Datasets: We use the available NCBI (National Center for Biotechnology Information) hosted genome assem-
blies from the NCBI Assembly Resource database [1], which included 161,023 individual genome assemblies
from both GenBank [4] and RefSeq [19].
For a fair evaluation, we need to obtain query times for a complete spectrum of false positive rates. To
get the proof of concept, we generated two uniformly sampled subsets from the full de-duplicated genomic
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datasets, one with 3480 files and another with 2500 files.
Baselines: BIGSI [6] is a recent method which has been evaluated and shown to have superior query time
compared to all existing state-of-the-art methods, including SBT [25] and SSBT [23].
As mentioned before, both BIGSI and RAMBO trade false positive rate for efficiency. We created an
inverted index for all of the k-mers in the datasets and randomly selected 30k 31−mers as our test queries
to measure false positive rate. Furthermore, both methods depend on a set of hyper-parameters, which can
be tuned for good performance. To ensure a fair comparison, we have selected hyper-parameters as described
below and ran both BIGSI and RAMBO for a wide variety of choices. We have compared the false positive
rates (ratio of false positives and total negatives) and query time. These results are presented in Figure 3 (a)
and (b).
Evaluation Metrics: The false positive rate is data-dependent. We measured the false positive rate and
query time of our method by changing the size of the Bloom Filters. The results are averaged over 30000
random k-mers from the datasets.
System and Platform Details: This experiment was conducted on a Linux server with the Intel(R) Xeon(R)
CPU E5-2660 v4 CPU. The system has a 503 GB memory. For both methods, the core algorithm is the Bloom
Filter. To ensure a fair comparison, we use Python3 in experiment 1 and inherit the Bloom Filter class from
BIGSI[6]. This way, we ensure that the query time improvements are not due to a faster Bloom Filter
implementation.
[a] [b]
[c] [d]
Fig. 3: On the first row, we have Query Time (s) vs FP Rate (%) tradeoff on subset of (a) 3480 and (b) 2500
files with BIGSI and RAMBO. Both the values of η = 3, 4 are shown. On the second row, we have Memory
(GB) vs FP Rate (%) trend on subset of (c) 3480 and (d) 2500 files with BIGSI and RAMBO. Both the
values of η = 3, 4 are shown. We vary the false positive rate by changing the size of the Bloom Filters for
both BIGSI and RAMBO in discrete steps. Each data point represents a different Bloom Filter size.
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Parameter Settings: We set the k-mer size to 31, a common choice and the same value used in BIGSI. For
the number of hash functions, we used common values 3 and 4 (denoted by η) for both BIGSI and RAMBO.
For the experiment with 3480 files (Figure 3), the size of the partition (B) is kept as 100 and number of
repetitions (R) as 3. For the experiment with 2500 files, B = 84 and R = 3.
Results: Fig. 3 (a) and (b) contain the query time results with a subset of 3480 and 2500 datasets, respectively.
The query time plots (upper panel) show that RAMBO has significantly faster query time at all false positive
rates irrespective of the value of the number of hash functions η . Fig. 3 (c) and (d) contain the size of RAMBO
and BIGSI for given FP rates. These plots shows the very less difference in size of both the data-structures.
These plots confirm the sub-linear scaling of RAMBO query time (20% faster) over BIGSI for obtaining faster
query time.
6.2 Indexing 170TB WGS datasets in 14 hours from scratch, with < 3ms query time
In this section, we use the exact same 170TB WGS dataset as described in [6]. It is the set of all bacterial,
viral and parasitic WGS datasets in the European Nucleotide Archive (ENA) as of December 2016. It contains
447833 files and has a total size of 170TB. It is available in the form of compressed cortex de Bruijn graphs
[2] which was de-compressed before indexing.
Embarrassingly Parallel RAMBO over 100 Nodes: Two-level Hash Functions: We parallelize the
computation of RAMBO over 100 nodes. For around 170TB of data BIGSI required 1.5TB of memory.
RAMBO requires similar memory and as a result our data structure will likely span multiple machines.
Clearly, since the process is randomized, if one machines reads a file and the data structure for that file
is on different machine then this will involve costly communication. There is no way to process 170Tb of
information in around 14 hours if there are these costly communications involved.
It turns out that we can avoid any communication whatsoever. The insertion into a RAMBO is defined
by a 2-Universal hash function which maps the file to a particular location in the data structure. With two-
level hash function, we can avoid the sequential process of download + read by one machine followed by
transmission to another machine for indexing. We first use a random hash function τ(.) to assign files to
machines and then an independent smaller machine local 2-universal hash function φi(.) to assign the file to
the local bloom filter. It is not difficult to show that this process preserves all the mathematical properties
and randomness in the RAMBO as the final mapping is again 2-universal, i.e., the probability of any two
dataset colliding is exactly 1/B, where B is the total range as required by the theory.
Note that this two-level hash function allow us to divide the insertion process into multiple disjoint parts
(100 in our case) without even repeating any installation of dataset and without any inter-node communica-
tion.
Effectively, each machine will contain a set of 4605 files. This interesting parallel insertion trick results in
100 independent small data structures in only 14 hours (8 hours to download and 6 hrs to insert). It
is the round off approximate time of the most time taking jobs. We have to ensure that all machines use the
same parameters (B,R, Bloom filter size and hash function τ(.), φ(.) and h(.)) as well as the random seeds.
This consistency of seeds across machines later allow us to flexibility reduce the size of RAMBO by doing
bitwise OR between the two data structures, which we call Folding over.
Folding Over: The data structures on every machine are independent and disjoint nut they have the same
parameters and uses the same hash seeds. Since RAMBO is all made of Bloom filters, we can use a unique
folding over property of bloom filter that reduce the range of RAMBO from B to B2 . The folder over is simply
the bit-wise OR between the first half of RAMBO over the other half. This operation is depicted in Figure 4.
With this folding over, a one time processing allows us to create several versions of RAMBO with varying
memory.
RAMBO Parameters: The size of each Bloom Filter n is 5 × 108 bits, number of hash functions (η) is 2
for every Bloom Filter, number of buckets in RAMBO (B) is 50000, and the number of repeat (R) is 5. With
an analysis of a random subsample of files we found that 4-5 Million is an average number of k-mers in a file.
And as approximately 9 files go in a partition, n = 5 × 108 is a conservative parameter to keep the FP rate
low in the beginning.
Upon completion, the size of each data structure on each machine was 146 GB and hence the total size of
initial RAMBO comes to 14.26 TB. We further decreased the memory by folding over the RAMBO data
structures to progressively shrink the space to half. Refer to figure 4.
Gauging the Memory-Accuracy Tradeoff : Creating a test set with ground truth requires going through
the datasets and generating inverted index, which is a time-consuming procedure. Therefore, we calculated
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BF 1 BF 2 BF 3
... ... ...
BF BR
BF 1 BF 2 BF 3
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BF BR
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New BF BR
BF 1 BF 2 BF 3
... ... ...
BF BR
BF 1 BF 2 BF 3
... ... ...
BF BR
Machine 4 Machine 2
Final BF 1 Final BF 2 Final BF 3
... ... ...
Final BF BR
Folding over RAMBO by bitwise OR
B
R
New BF 1 New BF 2 New BF 3
... ... ...
New BF BR
Machine 1
Machine 1
Machine 2
Folding over [b]
Fig. 4: Figure (a) illustrates the folding process of the data structures to reduce memory progressively by 2
and 4 folds. Figure (b) shows the false positive rate of RAMBO for different values of V (k-mer multiplicity)
and memory. Less memory represents more number of file insertions into the RAMBO data structure. It is
very interesting to note that the false positive rates are very low if querying a rare k-mer. Also for a whole
genome sequence search, where the returned result depends solely on the rarest 31 size k-mer window, our
method will return very accurate (low FP) results.
the FP rate by creating a test set of 1000 randomly generated 35 length k-mers and inserted them into
RAMBO for V number of files. Length 35 ensures that there is no collision from the existing k-mers in the
RAMBO data structures. These k-mers were assigned to V files randomly. Being insignificant to the actual
size of the dataset, this test data makes an insignificant change in the load capacity of RAMBO Bloom Filters.
Fast Query time: The query time of RAMBO depends heavily on the number of Bloom Filter lookups. For
a single RAMBO the number of Bloom Filters is sub-linear in the number of datasets. For fair comparison,
we didn’t do any multi-threading or any parallel processing on single machine for querying k-mers. Refer to
Table 1 for the query time of a k-mer from test set after different degree of RAMBO merges. The query time of
single RAMBO is less than 3 milliseconds which is more than 40 times faster than the BIGSI’s implementation
(Conclusion from Figure 3 of [6] which claims query time of approx 120ms for one query).
Table 1: The second row shows the query time (in ms) for one query k-mer averaged over 1000 queries. Each
column shows the query time for different number of RAMBOs folds. Second row shows the final query time
on Full RAMBO (after complete 140TB dataset insertion). The third row shows the memory size (in TB) of
RAMBO for each fold.
Fold 2 Fold 4 Fold 8
RAMBO query time (ms) 1.33 1.74 2.1
RAMBO memory (TB) 7.13 3.6 1.78
System and Platform Details: We ran the experiment on a multi-core cluster with multiple 40 core
Intel(R) Xeon(R) Gold 6230 CPU @ 2.10GHz processor nodes. Each node has 192 GB of RAM and 960 GB
disk space. The RAMBO code is available for public use. 2
7 Discussion
Figure 4(b) shows the false positive rate of RAMBO for different values of k-mer multiplicity and memory.
In the experiment the memory was varied using various degrees of RAMBO merges. It is important to note
that the FP rate is exponentially low for low k-mer multiplicity (V ≤ 50). This gives us a great advantage for
using RAMBO in an application that wants to query sequences that include rare k-mers as both the memory
utilisation of RAMBO and query FP rate will be low. In practical usage of sequence querying (refer section
2 Code for RAMBO is available at https://github.com/RUSH-LAB/RAMBO
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4.3), the output depends only on the rarest k-mer. Hence in this scenario, a RAMBO with smaller size can
return results with high accuracy (i.e. with very low FP rate).
There are many real world applications where RAMBO could prove useful. First, RAMBO could be used
in an effort to fill genomic databases with rare or unclassified sequences. Upon sequencing, a quick check
could be made to see how commonly a sequence appears in currently available database files. If the sequence
is contained in few or no files, it could then be determined to be a very valuable sequence to upload to public
repositories. Second, in applications like cancer genomics and antibiotic resistant pathogen sequencing, the
sequences of interest to query will very likely be sequences containing at least one or more SNPs or structural
variants. Again, these variants which lead to the presence of rare k-mers will be handled well by RAMBO.
Finally, in the area of pan genomics, RAMBO could be utilized to verify whether or not newly sequenced
variants should be incorporated into a linear or graph pan genome. This could aid in efficiently cataloguing
diversity across the human population, for instance.
8 Conclusion
In this paper, we propose a novel approach for querying sequences within massive genomic datsets that
achieves improvements w.r.t query speed when compared to state-of-the-art approaches such as BIGSI. We
take advantage of the redundancy of genome sequences among datasets (which is very prevalent in genomic
datasets) to form a more compressed data representation. From the best of our knowledge, this is the only
method with low memory cost and query time increases sub-linearly in the number of datasets. We empirically
evaluated the effectiveness of our methods and compared against the state-of-the-art method in genomic search
and demonstrates its potential in handling ultra large scale datasets.
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9 Supplementary Data
9.1 Contrast with Sequence Bloom Trees and BIGSI
RAMBO enjoys several advantages over other methods for genomic sequence search, such as sequence Bloom
trees (SBT) and BIGSI. The popular BIGSI algorithm represents each dataset as a Bloom Filter. As discussed
previously, this method requires O(K) query time but is easy to parallelize.
Several methods are based on SBTs. The SBT is a tree structure where each node in the tree is a merged
Bloom Filter. To query a sequence, SBTs traverse the tree in O(logK) query time. These operations are
inherently sequential and cannot be done in parallel, which fails to take advantage of massively parallel modern
computing hardware. SBTs also encounter another fundamental problem with trees - that of balancing the
tree during construction. This construction typically involves a prohibitively large number (quadratic in the
number of datasets) of Hamming distance computations over bitslices, making it difficult to obtain a balanced
and optimal tree unless all datasets are known ahead of time. Updating the index in an online manner is not
straightforward.
Finally, SBT-based approaches can require substantially more memory. While there are only K Bloom
Filters in the SBT, each filter must be able to accommodate all of the k-mers in all of the datasets [9]. This
is not a problem when there is a substantial overlap between datasets. However, when the datasets contain
vastly different sequences, the tree needs space that is near O(K2). This phenomenon causes SBTs to be of
limited use for applications with considerable genomic diversity such as bacterial and viral sequencing [25].
RAMBO provides a solid trade-off between false positive rate and query time while retaining all of the
desirable properties of BIGSI and the bitslice data structure. Furthermore, due to sub-linear scaling, RAMBO
becomes increasingly more efficient when compared to existing methods as the size of the dataset increases.
We expect that this property will allow RAMBO to analyze extremely large-scale genomic datasets.
9.2 False Positive and RAMBO failure rate
The RAMBO failure rate is derived from the false positive rate of RAMBO Bloom Filters. In this section,
we express the total false positive rate of RAMBO in terms of K, R, B, and the false positive rate of each
Bloom Filter p. Our goal in this section is to prove that we achieve a given failure rate using only R = logK
repetitions. We begin by finding the failure probability for one set and extend this result to all K sets.
Our first claim is that RAMBO cannot report false negatives. This follows trivially from the hash-based
merging procedure and the fact that each Bloom Filter cannot produce false negatives. Let Si represent a
dataset. If an element x ∈ Si, then each Bloom Filter containing Si reports membership and therefore we
must report Si. The per-set false positive analysis is more involved. Suppose we have an element x 6∈ Si.
X
X
X
X X
X
B
R
Fig. 5: RAMBO false positive rate. Suppose a set Si maps to the cross-marked BFUs under the hash function.
To have a false positive for a query x, these BFUs must either return a false positive or collide with a set
that contains x (shaded)
For RAMBO to report that x ∈ Si, we require the Bloom Filter containing Si to report membership in each
column. There are two ways for this to occur. The first is for Si to randomly collide with a set that does
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contain x under the hash mapping. Alternatively, the Bloom Filter containing Si can have a false positive due
to the underlying Bloom Filter structure. Set Si maps to the Bloom Filters marked by dots (Figure 5), and
Bloom Filters containing true positive sets are shaded. If Bloom Filters in columns 1, 3, 4, and 6 were to all
have false positives, then we would incorrectly report that x ∈ Si. By formalizing this argument, we obtain
a lemma that relates the RAMBO parameters to the probability of incorrectly reporting whether x ∈ Si.
Individual false positive rate
Given the RAMBO data structure with R × B Bloom Filters having a false positive rate of p and a query
q, we assume that q belongs to no more than V sets. Under these assumptions, the probability of incorrectly
reporting that q ∈ Si when q 6∈ Si is
Fp =
(
p
(
1− 1
B
)V
+ 1−
(
1− 1
B
)V)R
where p is the individual false positive rate of the Bloom Filters.
Proof. False positives can be introduced by Bloom Filters that happen to have a false positive.
Probability of selecting a Bloom Filter which should not supposed to return true is(
1− 1
B
)
if the multiplicity of the key is 1.
If it is V then this becomes (
1− 1
B
)V
Hence the probability of returning a false positive will be:
p
(
1− 1
B
)V
Another way is violating the separability condition. Here the correct Bloom Filter will return true but it
occurs always with an incorrect Bloom Filter. Probability of that occurring is:
1−
(
1− 1
B
)V
Total FP rate for one repetition is:
p
(
1− 1
B
)V
+ 1−
(
1− 1
B
)V
Total FP rate for R repetition is:
Fp =
(
p
(
1− 1
B
)V
+ 1−
(
1− 1
B
)V)R
We define failure as being incorrect about even one of the sets. By the probability union bound, we can set the
individual false positive rate such that we have a bounded overall failure rate. This we called the RAMBO
failure rate δ
δ ≤ K
(
1− (1− p)
(
1− 1
B
)V)R
A direct consequence of this result is that we need sub-linear RAMBO repetitions to obtain any overall failure
probability δ.
Value of R Given a failure rate δ, we need
R = O(logK − log δ)
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Proof. From lemma 1, we can state that
R ≥ logK − log δ
log 1ρ
Where ρ =
(
1 − (1 − p)
(
1 − 1B
)V )
and p is the false positive rate of each Bloom Filter. Observe that
if B ≥ 1
1−( e−1e−ep )
1
V
, then log( 1ρ ) ≥ 1. For V = 1 and small p, this condition approximately requires that
B ≥ 3. Later, we will take B = √K; therefore, for sufficiently large K and bounded V it suffices to take
R = O(logK − log δ).
As we know that E[|XR|] = V +Bp, the expected query time is given by,
Lemma 2. Expected query time
Given the RAMBO data structure with B × R Bloom Filters and a query k-mer q that is present in at most
V files, the expected query time is
E[qt] = BR+
K
B
(V +Bp)R
Here, K is the number of sets and p is the false positive rate of each Bloom Filter.
It reflects the Algorithm ??, where BR is the complexity of all Bloom Filter queries and KB (V +Bp)R is the
complexity of intersection and union operations.
Given the value of R from Lemma 1 and assuming number of partition as B =
√
K (A practical assumption
as 2 ≤ B << K).
Using R = O(logK − log δ), B = √K, and p = 1/B, we can say that
E[qt] = O
(√
K (logK − log δ)
)
9.3 Memory analysis
Lower Bound At first glance, it may seem possible that RAMBO can represent the set membership information
in S using less than O (∑S |S|) space. For instance, if the hash function merges S1 ∩ S2 6= ∅, then it seems
that we save space by storing only one copy of S1 ∩ S2. Unfortunately, this intuition is wrong. Any data
structure which solves the set-of-sets problem must solve an equivalent set membership problem that has an
information-theoretic lower bound of (
∑
S |S|) log 1p bits [7].
Lemma 3. Multiple set membership memory bound
Any data structure which solves the MSMT problem requires the following space:
Ω
((∑
S∈S
|S|
)
log
1
p
)
Where p is the false positive rate of the membership testing from this data-structure.
Proof. Let D be the set of all (x, S) pairs for which x ∈ S and S ∈ S. Then |D| = ∑S∈S |S|. Any data
structure which solves the set-of-sets membership problem must identify whether a given (x, S) pair is in D.
Therefore, the data structure solves the approximate set membership problem and requires |D| log 1p space by
the information theoretic lower bound [7].
Worst Case Memory Bound To obtain a worst-case memory of RAMBO, we observe that the memory used
by one repetition (one table) is upper bounded by the memory of the Array of Bloom Filters. This easily
follows from the fact that each of the (x, S) pairs is inserted into one of the Bloom Filters. Using this fact,
we arrive at the following worst-case memory bound.
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Lemma 4. Worst case memory bound
The maximum memory needed by a RAMBO data structure in worst case is bounded by
logK
(∑
S∈S
|S|
)
log
1
p
Where logK comes from the fact that number of repetitions R in the order of logK, where K is the number
of sets in our problem. This result means that RAMBO will use at most logK extra bits per element when
compared to the Array of Bloom Filters method.
Expected Memory In practice, the actual memory usage for RAMBO is in between the best and the worst-
case memory bounds. Here, we provide an average-case analysis under a simplifying assumption to analyze
the expected performance of our method. To make the analysis simpler we assume that every key has fixed
duplicates V . This means every item is present in V number of sets. We define the memory of RAMBO as
Lemma 5. For the proposed RAMBO architecture, with size B×R, and data where every key has V number
of duplicates, the expected memory requirement is
Ev(M) = logK log
(
1
p
)
h(B)
∑
S∈S
|S|
Where
h(B) =
V∑
v=1
1
v
(B − 1)V−v
BV−1
The expectation is defined over variable v which takes values from {1,2...V}. The factor is h(B) < 1. To give
an idea of how h(B) varies. Following is the plot of the function h(B) with respect to B:
Fig. 6: Plot of h(B) for V = 10 and K = 1000. The factor is less than value 1 for B < K as there are V > 1
duplicates of the keys. This factor gives the idea of memory saving for one table.
We will now prove the expression of h(B) and, h(B) < 1 for any B < K and V > 1.
With B = 1. The size of the union is NV . Where N =
∑
S∈S |S|, are the total number of insertions. S ∈ S
is a set. Now if we divide these sets into B groups (by using a universal hashing method to hash sets into
bins), we will get union of random group of sets with every key in a bin has varying number of duplicates
v. v ∈ {0, 1, 2...V }. 0 duplicate means the element does not exists and 1 duplicate means the element has
only one copy. This implies that v is a random variable with some distribution. We are going to find that
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distribution. The size of a bucket b is given by :
|b| = E
[ N1∑
i
1
v
]
Where, there are N1 number of insertions in b bucket, 1v is a random variable,
1
v ∈ {0, 1, 12 , 13 , ..... 1V }. By
linearity of expectation, we can say that
|b| =
N1∑
i
E
[1
v
]
=
N1∑
i
V∑
v=1
1
v
× pv
We can see 1v as a multiple count reduction factor, which works as a normalizer for multiplicity of the
keys. After randomly dividing the sets into cells, we will analyze the probability (pv) of having v number of
duplicates in a bucket of a hash table of size B.
An element can have at-most V duplicates or it can have no presence in the bucket. This problem is similar to
putting V balls in B bins. The probability of having all V balls in one bucket is given by 1
BV−1 . The probability
of having all V − 1 balls in one bucket and remaining one in any other bin in given by 1
BV−2 × B−1B . Hence
the probability of getting v balls in one bucket and V − v in remaining others is given by:
Pv =
1
Bv−1
×
(B − 1
B
)V−v
From the expression of |b| and Pv and as 1v ∈ {0, 1, 12 , 13 , ..... 1V } The expected size of a bucket can be written
as-
|b| =
N1∑
i
V∑
v=1
1
v
1
Bv−1
(B − 1
B
)V−v
=
N1∑
i
V∑
v=1
1
v
(B − 1)V−v
BV−1
The expected size of all the cells in all tables is give by-
N∑
i
V∑
v=1
1
v
(B − 1)V−v
BV−1
=
∑
S∈S
|S|
V∑
v=1
1
v
(B − 1)V−v
BV−1
as N =
∑
S∈S |S|. Lets call the extra multiplicative factor h(B) as
h(B) =
V∑
v=1
1
v
(B − 1)V−v
BV−1
The derived expression of h(B) comes from the fact that h(B) is the expected value of the variable 1v . As the
value taken by this variable lies in {0, 1, 12 , 13 , ..... 1V } and the probabilities pv > 0 ∀v ∈ [V ], we can state that
the
1
v
< E
[1
v
]
< 1
when B < K and V > 1.
