In this paper, we consider the categorical symmetric Howe duality introduced by Khovanov, Lauda, Sussan and Yonezawa. While originally defined from a purely diagrammatic perspective, this construction also has geometric and representation-theoretic interpretations, corresponding to certain perverse sheaves on spaces of quiver representations and the category of Gelfand-Tsetlin modules over gl n .
Introduction
In this paper, we discuss 3 different perspectives on a category which has shown up in several guises in recent years. We can organize these perspectives as (1) diagrammatic, (2) representation-theoretic and (3) geometric.
For the diagrammatic perspective, work of Khovanov and Lauda [KL09] initiated a great burst of different algebras spanned by diagrams with locally defined relations; while no rubric can contain all of this efflorescence, the author introduced weighted Khovanov-Lauda-Rouquier algebras [Web19] which include the algebras discussed in this paper (and many others we will not consider here). The special case of interest to us was considered in recent work of Khovanov-Lauda-Sussan-Yonezawa [KLSY18] ; in their terminology, this is a deformed Webster algebra. In the spirit of compromise, we will follow the terminology suggested by our collaborators in [KTW + 19], and write KLRW algebras.
As suggested by the title, we will focus on the case which is relevant to symmetric Howe duality; specifically, we consider the algebras that categorify sl ∞ -weight spaces of the symmetric power U(n)⊗Sym n (C ∞ ⊗C m ), where n ⊂ sl m is the Lie algebra of strictly upper-triangular matrices. We can identify the sl ∞ weights appearing with increasing n-tuples χ = (χ 1 ≤ χ 2 ≤ · · · ≤ χ n ), and we denote the algebra categorifying this weight space byT χ ; one can easily verify that this weight space is U(n) ⊗ Sym g 1 (C m ) ⊗ · · · ⊗ Sym g k (C m ), where g * are multiplicities with which the distinct elements of χ repeat. The algebraT χ is a deformed version of the algebraT λ as introduced in [Web17b, §4] for this tensor product. In [KLSY18] , Khovanov-Lauda-Sussan-Yonezawa consider the case m = 2 and construct the Howe dual sl ∞ -action on the categories ofT χ -modules in this case. One of our goals is to generalize this result to general values of m.
We achieve this by considering the other perspectives mentioned above, where the Howe dual actions are consequences of previously constructed sl ∞ -actions. From the representation-theoretic perspective, we consider the category of Gelfand-Tsetlin modules over gl n . Recall that a Gelfand-Tsetlin module over gl n is one on which the center of U(gl k ) for all k ≤ n acts locally finitely; we will also sometimes want to consider pro-Gelfand-Tsetlin modules, where the action is only topologically locally finite. This category has received a great deal of interest in recent years [FGR17, RZ18, FGRZ] but its objects have remained relatively mysterious. Recent work of the author and collaborators [KTW + 19, Weba] gave a classification of the simples in a block of this category in general, but the combinatorics of the general case is somewhat complicated. One of our motivations in this paper is to draw out this structure of this category in the most interesting case, that of an integral character. We'll show here (based on the techniques in [Weba] ) that the algebrasT χ attached to the zero weight space for the action of sl m control the category GT χ of the category of integral Gelfand-Tsetlin modules where now we interpret χ as a central character of Z n = Z(U(gl n )).
These algebras also have a topological interpretation in terms of convolution algebras and perverse sheaves. We can view this as a generalization of the well-known theorem of Beilinson-Ginzburg-Soergel which shows that the Koszul dual of an integral block O χ of deformed category O is the category of P -equivariant perverse sheaves on GL n /B where P = P χ corresponds to the central character χ of the block. Our main theorem explains how to extend this to Gelfand-Tsetlin modules.
Consider the vector space V defined by the set of quiver representations on the vector spaces C 1 f 1 → C 2 f 2 → · · · f n−2 → C n−1 f n−1 → C n divided by the group G that changes bases arbitrarily on C 1 , . . . , C n−1 and on C n by elements of the group P ⊂ GL n (that is, preserving the standard partial flag corresponding to P ). That is, G = P × GL n−1 × · · · × GL 1 (1.1a) V = Hom(C 1 , C 2 ) ⊕ · · · ⊕ Hom(C n−2 , C n−1 ) ⊕ Hom(C n−1 , C n ).
(1.1b) with G 0 = GL n−1 × · · · × GL 1 . Note that on an open subset of V , the maps f i are all injective, and the subspaces im(f n−1 · · · f 1 ) ⊂ · · · ⊂ im(f n−1 f n−2 ) ⊂ im(f n−1 ) ⊂ C n give a complete flag. Thus, we can identify this open subset of V /G 0 with the flag variety Fl = GL n /B. In this paper, we will study G-equivariant sheaves on V as an enlargement of the category of P -equivariant sheaves on Fl.
We consider the usual G χ -equivariant derived category of C-vector spaces D b Gχ (V ), and its mixed 1 graded lift D b,mix Gχ (V ).
Theorem A We have equivalences of categories between:
(1) The category of weakly gradable finite dimensionalT χ -modules.
(2) The category GT χ of integral Gelfand-Tsetlin modules. Thus, the categoryT χ -gmod of all finitely generated gradedT χ -modules is a graded lift GT χ of the category of pro-Gelfand-Tsetlin modules.
We also have an equivalence of categories between:
(1') The category of linear complexes of projectives overT χ .
(3) The category of P χ -equivariant perverse sheaves on V . The categories (1) and (1 ′ ) are in a certain sense Koszul dual, so the same is true of (2) and (3). These equivalences are induced by equivalences of derived categories
Furthermore, this equivalence matches two natural actions on these categories. As discussed previously, we can interpret χ as a weight of sl ∞ , and K 0 (T χ ) as a weight space of a sl ∞ -module. Thus, it's a natural question whether this can be extended to a categorical sl ∞ -action. Not only is this possible, but in fact, the resulting action is one already known in both the representation-theoretic and geometric perspectives.
For Gelfand-Tsetlin modules, this action is by translation functors. The functors of E(M) = C n ⊗ M and F(M) = (C n ) * ⊗ M act on the category of Gelfand-Tsetlin modules, and define an action of the level 0 Heisenberg category (also called the affine oriented Brauer category in [BCK19]) on the category of all Gelfand-Tsetlin modules. These functors decompose according to how they act on blocks, and by [BSW, Th. A], the summands of this functor define a categorical sl ∞ action on the sum of the integral blocks GT χ .
On the other hand, as is always true for equivariant sheaves for different subgroups of a single group, the P χ × G 0 equivariant derived categories of V for different χ carry an action by convolution of the derived categories D b P χ ′ ×Pχ (GL n ) where these subgroups act by left and right multiplication. This is essentially an action of the category Perv from [Web17a, Def. 5] with minor notational changes to account for working with sl ∞ .
1 Readers expert in Hodge theory and the yoga of weights will rightly object that we are sweeping an enormous amount of detail under the rug here by just saying "mixed." We will discuss this in a bit more detail later, but these techniques will not be used in any serious way; the only important fact we need is that the derived category has a graded lift which is compatible with the Hodge structure on the homology of algebraic varieties. Whether I do this by mixed Hodge modules or by reducing mod p and using the action of the Frobenius is unimportant.
There is a 2-functor Φ from the 2-Kac-Moody algebra for sl ∞ to Perv introduced in [Web17a], uniquely characterized by the property that it agrees with Khovanov and Lauda's original functor from [KL10] to modules over the cohomology rings of GL n /P χ .
Both these actions must have an algebraic description in terms of bimodules over T χ ′ andT χ . In fact, the resulting bimodules are the ladder bimodules defined in [KLSY18] in the case of sl 2 . Our comparison of these with the geometric action gives an easy and conceptual proof of the fact that these bimodules induce a categorical sl ∞ action in the case not just of sl 2 (as is shown in [KLSY18] ), but in general on sl n .
Theorem B The equivalences of Theorem A match:
(1) The categorical sl ∞ -action on ⊕ χT χ -mod defined by ladder bimodules as in [KLSY18] .
(2) The categorical sl ∞ -action on ⊕ χ GT χ defined by translation functors.
(3) The categorical sl ∞ -action on ⊕ χ D b,mix Gχ (V ) defined by convolution with sheaves in Perv.
The actions (1) and (3) make sense when we replace (1.1a) and (1.1b) with more general dimension vectors, as we'll discuss below, but (2) really depends on the identification with the universal enveloping algebra. Theorems A and B extend essentially without change to the comparison of the equivariant derived category andT, and the match of the categorical sl ∞ -actions. The extension of the action (2) will require more effort, though it should possible in some cases where quantum Coulomb branch is a finite W-algebra using Brundan and Kleshchev's definition of translation functors for W-algebras in [BK08, §4.4].
Finally, we discuss the slightly tangled relationship of this construction to previous work relating diagrammatic categories and the representation theory of Lie algebras.
• colored red and labeled with the integer m and decorated with finitely many dots; • colored black and labeled with i ∈ [1, m] and decorated with finitely many dots.
Let v i be the number of black strands with label i.
The diagram must be locally of the form with each curve oriented in the negative direction. In particular, no red strands can ever cross. Each curve must meet both y = 0 and y = 1 at distinct points from the other curves.
Readers familiar with the conventions of [Web17b, Web16] , etc. might be surprised to see dots on red strands as well as black. This corresponds to the "canonical deformation" discussed in [Web19, §2.7] or the "redotting" of [KS18] .
We'll typically only consider Stendhal diagrams up to isotopy. Since the orientation on a diagram is clear, we typically won't draw it.
We call the lines y = 0, 1 the bottom and top of the diagram. Reading across the bottom and top from left to right, we obtain a sequence i = (i 1 , . . . , i V ) of elements of [1, m] labelling both red and black strands, where V is the total number of strands.
Definition 2.2 Given Stendhal diagrams a and b, their composition ab is given by stacking a on top of b and attempting to join the bottom of a and top of b. If the sequences from the bottom of a and top of b don't match, then the composition is not defined and by convention is 0, which is not a Stendhal diagram, just a formal symbol.
Fix a field and letT be the formal span over of Stendhal diagrams (up to isotopy).
The composition law induces an algebra structure onT .
Let e(i) be the unique crossingless, dotless diagram where the sequence at top and bottom are both i. Definition 2.3 The degree of a Stendhal diagram is the sum over crossings and dots in the diagram of • − α i , α j for each crossing of a black strand labeled i with one labeled j; • α i , α i = 2 for each dot on a black strand labeled i; • α i , λ = λ i for each crossing of a black strand labeled i with a red strand labeled λ.
The degree of diagrams is additive under composition. Thus, the algebraT inherits a grading from this degree function.
Let ≺ be a total order on Ω such that
This is equivalent to choosing a word i = (i 1 , . . . , i N ) where where N = |Ω| and i k = i for v i different indices k.
We will want to weaken this definition a bit and allow to be a total preorder (that is, a relation which is transitive and reflexive, but not necessarily anti-symmetric). In this case, we have an induced equivalence relation (i, k) ≈ (j, ℓ) if (i, k) (j, ℓ) and (i, k) (j, ℓ). We assume that our preorder satisfies the condition that
We can still attach a word i to such a preorder; two equivalent elements give the same letter in the word i, so it doesn't matter whether they have a chosen order. We can thus think of a preorder as corresponding to a word in the generators with some subsets where the same letter appears multiple times together grouped together. We can represent this within the word itself by replacing (i, . . . , i) with i (a) . Thus, for our purposes (3, 2, 2, 3, 1, 3) and (3, 2 (2) , 3, 1, 3) are different words with different associated preorders. Every such word has a unique totalization satisfying (2.1).
Definition 2.4
We say the preorder ≺ and word i is χ-parabolic if whenever χ k = χ k+1 then (m, k) ≈ (m, k + 1). In particular, the corresponding appearances of m in i are consecutive.
Definition 2.5 LetT be the quotient ofT by the following local relations between Stendhal diagrams. We draw these below as black, but the same relations apply to red strands (always taken with the label m):
otherwise Let e χ be the idempotent given by summing e(i) for all χ-parabolic total orders satisfying (2.1). For a non-total order satisfying (2.1) and (2.2), we associate the "divided power" idempotent e ′ (i) which acts on each equivalence class of consecutive strands by a primitive idempotent in the nilHecke algebra (for example, that introduced in [KLMS12, 2.18]).
Let S χ be the stabilizer of χ in S n ; this naturally acts on the subalgebra e χT e χ by permuting groups of red strands (or equivalently, dots on those red strands).
Definition 2.6 LetT χ = (e χT e χ ) Sχ be the invariants of S χ acting on the subalgebra (e χT e χ ) Sχ . This is a canonical deformation of the algebraT λ of [Web17b] attached to the sequence of dominant weights λ = (g 1 ω m−1 , . . . , g k ω m−1 ) where g 1 , . . . , g k are the sizes of the blocks of consecutive equal entries in χ, i.e. S χ = S g 1 × · · · × S g k .
Note that this algebra breaks up into a sum of subalgebras where we fix the number of strands with each label; as usual, we let v i denote the number with label i. We'll be particularly interested in the case when v 1 ≤ v 2 ≤ · · · ≤ v n . This is the condition that the corresponding weight of sl m is dominant; in our usual correspondence, it corresponds to the n-tuple ν where (1, . . . , 1, 2, . . . , 2, . . . , ) where i appears v i − v i−1 times. This same algebra is considered in [KLSY18, §4] in the case m = 2 and denoted W (g, v 1 ) (using our g * and v * as above).
From its realization as a weighted KLR algebra, the algebraT inherits a polynomial representation.
Definition 2.7 The polynomial representation ofT is the vector space
with sum running over total orders on Ω satisfying (2.1). The action is given by the rules:
• e(i) acts by projection to the corresponding summand, • a dot on the kth strand from the left acts by multiplication by Y k , • a crossing of the kth and k + 1st strands with i at the bottom and i ′ at top acts by
-If i k + 1 = i k+1 , the permutation (k, k + 1) followed by a multiplication
-Otherwise, the permutation (k, k + 1)
The polynomial representation P χ forT χ is given by (e χ P) Sχ where S χ acts by permuting red dots as usual.
Violating quotients.
Definition 2.8 We call an idempotent e(i) violating if i 1 = m; that is, if (m, 1) is not minimal in ≺. Let T χ be the quotient ofT χ by the 2-sided ideal generated by all violating idempotents.
The algebra T χ is not precisely the algebra T χ defined in [Web17b] , but a deformation of it which we've considered in several contexts, in particular, in [Webd, §4] . This is flat, since it is a special case of deforming the polynomials defining the KLRW algebra (as discussed in [Web19, Prop. 2.23]); in the case m = 2, this is the redotted algebra discussed by Khovanov-Sussan in [KS18] . The algebra T χ is the quotient of T χ by all red dots. Since the red dots are central, and the polynomial ring is graded local, every gradable simple T χ -module factors through T χ , and so the Grothendieck group of T χ -mod agrees with the Grothendieck group of T χ -wgmod. From [Webd, §4], we have:
Theorem 2.9 The categories of T χ -modules and T χ -modules are categorifications of Sym g (C m ), with the categorical sl m -action given by induction and restriction functors changing the number of black strands.
2.3. Ladder bimodules. In our notation, we identify the dominant weight χ with a weight of sl ∞ by µ χ = n i=1 ǫ χ i . This is an injective map, but is far from surjective, since it only hits weights where the coefficients of the ǫ i 's are positive and sum to n (in the usual parlance, they are level n). In particular,
Definition 2.10 Let χ +i denote χ with an entry i increased to i + 1 if such a dominant weight exists, and χ −i denote χ with an entry i + 1 decreased to i if such a dominant weight exists. Let χ ±i a be the result of doing this operation a times.
These operations are uniquely characterized by the fact that:
Lemma 2.11 If they exist, then µ χ ±i = µ χ ± α i .
Proof. If χ +i exists, then for some k, we have i = χ k < χ k+1 . In this case, the dominant weight
otherwise Thus, we have that µ χ+ǫ k = µ χ + α i as desired. The second half of the result follows from the fact that (χ +i ) −i = χ.
Assume that i appears at least a times in χ. Let χ ′ = χ +i a be the dominant weight obtained by changing a instances of These are generalizations of the ladder bimodules defined in [KLSY18, §5.2]. We draw these by pinching together the red strands in a single equivalence class into a single red strand. Thus, elements of this bimodule look like:
These bimodules have a "representation" as well. By a representation of a bimodule B over algebras A 1 and A 2 , we mean a representation of the Morita context:
with the obvious matrix multiplication. That is a left module V i of A i , and a bimodule map B → Hom (V 2 , V 1 ). In our case, we will use the polynomial representations P χ ofT χ . Diagrams other than than the split and join of red strands act by the formulas in Definition 2.7. The formulas for splitting and joining are the same as in [SW] :
• split corresponds to the inclusion P χ ֒→ P χ,χ +i (a) , where the latter is the invariants under S χ,χ +i (a) ⊂ S χ .
• merge corresponds to the divided difference operator P χ,χ +i (a) → P χ +i (a) given by
where ∆ +i (a) is the product of Y k − Y ℓ where k ranges over the red strands with λ n,j = i + 1, and ℓ over the red strands in the "rung" of the ladder. This corresponds to the operator in equivariant cohomology which integrates a P χ,χ +i (a) -equivariant class over P χ +i (a) /P χ,χ +i (a) to give a P χ +i (a) -equivariant class.
In terms of the of the nilHecke algebra, this corresponds to the diagram:
· · · · · · · · · · · · Lemma 2.13 The formulas above define a representation of the bimodule E Proof. Here, we use the fact that E i by definition is the subbimodule of e χ +i (a)Te χ invariant under S χ,χ +i (a) . This embedding corresponds to taking a diagram as in (2.3), and simply expanding red strands.
This does not precisely match the operators above, but it does after we add a crossing of the red strands that joined at the top:
The action of this in the usual polynomial representation of the KLR algebra of A m matches the formulas we have given.
The geometry of quivers and perverse sheaves
3.1. Quiver representations. Throughout, we fix integers m, n and χ an integral weight (χ 1 , . . . , χ n ) ∈ Z n such that χ 1 ≤ · · · ≤ χ n . We can think of this as giving a cocharacter into GL n , and let P χ ⊂ GL n be the parabolic whose Lie algebra is the non-positive weight space for this cocharacter. This is the standard Borel if χ i = χ j for all i, j, and in general is block upper-triangular matrices, with blocks corresponding the consecutive χ i which are equal.
Fix a dimension vector v = (v 1 , . . . , v m−1 ) ∈ Z m−1 ≥0 ; by convention, we take v m = n. Let
with the action of the group GL n , and thus P χ by post-composition and the natural action of G 0 = GL v 1 × · · · × GL v m−1 . In the notation popular with physicists, this corresponds to the following quiver:
Attached to the space V with the action of G, we have an equivariant derived category
; in modern terminology, we would think of this as the derived category of constructible sheaves on the quotient stack V /G. There are various other avatars of this category, such as strongly equivariant D-modules, but we will only use a few basic facts about this category, such as the decomposition theorem and the computation of Ext-algebras as Borel-Moore homology familiar from [CG97] .
First, we simply need to classify the orbits of P χ in V . Recall that a segment in [1, m] is a list of consecutive integers (k, k + 1, . . . , ℓ), and a multi-segment is a multi-set of segments. The dimension vector of a segment is the vector (0, . . . , 1, . . . , 1, . . . , 0) ∈ Z m with 1 in every position in [k, ℓ] and 0 in all others, and the dimension vector of a multi-segment is the sum of those for the constituent segments. That is, it is the vector that records how many times an index i ∈ [1, m] appears in the constituent segments.
Definition 3.1 A flavored segment is a pair consisting of a segment and an integer β ∈ Z. A χ-flavored multi-segment is a multi-segment with a choice of flavoring on each segment with ℓ = m (and no additional information about other segments) such that the flavors of the different segments agree with χ up to permutation.
We call the segments with ℓ = m flavored and those with ℓ < m unflavored.
Example 3.i. If n = 2 and m = 2 and v 1 = 1 then there are two multisegments with the correct dimension vector: {(1), (2), (2)} and {(1, 2), (2)}. There is only one way of flavoring {(1), (2), (2)}, mapping the two copies of (2) to the two coordinates of χ.
On the other hand, for {(1, 2), (2)}, there are two different possible flavors, as long as χ 1 = χ 2 , depending on the bijection we choose between the sets {(1, 2), (2)} and {χ 1 , χ 2 }. If χ 1 = χ 2 , then we are back to having a single flavor.
These are relevant because of the following fact from the appendix:
3) The P χ -orbits in V are in bijection with χflavored multi-segments with the corresponding dimension vector. Each of these orbits is equivariantly simply connected.
We view the subset {(i, 1), · · · , (i, v i )} ⊂ Ω as corresponding to an ordered basis
as a graded vector space, and we can view a degree 1 map f : C Ω → C Ω as an element of V , that is, of quiver representation of A m with dimension vector (v 1 , . . . , v m ).
3.2. Quiver flag varieties and the equivariant derived category. As before, As before, consider a total preorder satisfying (2.1) and (2.2). This choice of preorder induces a flag F ≺ • , with each subspace given
If the preorder is not an order, this flag will be redundant since equivalent elements give the same subspace. We say that a flag on C Ω indexed by the equivalence classes has type or type i if it is conjugate to a flag of this form under G 0 , and let Fl(i) be the set of such flags. Note that G 0 acts on this space transitively, with the stabilizer of F ≺ • given by a parabolic P 0 , which only depends on the equivalence of ; in particular, any total order, we get the same Borel B 0 . Consider the G 0 -space
Lemma 3.3 If i is χ-parabolic, then X(i) has an action of P χ by the post-composition action on V and the trivial action on Fl(i). This commutes with the G 0 -action, inducing a P χ × G 0 action for which projection to V is equivariant.
Consider (f, F • ) ∈ X(i) and g ∈ P χ . Consider the map gf : C Ω → C Ω . This is again a quiver representation, which is compatible with the flag gF ≺
Thus, by our observation above, our original flag is still compatible with gf . The fact that this commutes with G 0 is clear.
For each segment (k, . . . , ℓ), let i (k,...,ℓ) = (ℓ, ℓ − 1, . . . , k) be the word where we list the entries in reverse order.
Definition 3.4 For a χ-flavored multi-segment Q, the corresponding good word i Q is the result of concatenating (1) the words for the unflavored segments in increasing lexicographic order (with the convention that attaching any suffix makes a word shorter).
(2) the words for the flavored segments sorted first by the attached flavor (in increasing order) and then in decreasing order in the usual integers.
Example 3.ii. Let n = 2, m = 3 and consider the multi-segment Q = {(1), (2), (2, 1), (3, 2, 1), (3, 2)}.
If χ 1 > χ 2 , a flavoring of this multi-segment is a bijection between the sets {(3, 2, 1), (3, 2)} and {χ 1 , χ 2 }. In this case, good words for this multi-segment with the flavorings that preserve and reverse the order we've written the sets above are:
(1, 2, 1, 2, 3, 2, 1, 3, 2) (1, 2, 1, 2, 3, 2, 3, 2, 1).
On the other hand, if χ 1 = χ 2 , there is only one possible flavoring with (1, 2, 1, 2, 3, 3, 2, 2, 1).
Lemma 3.5 The good word i Q is always χ-parabolic, and the image of X(i Q ) is precisely the closure of the corresponding G χ -orbit.
Proof. We prove this by induction on the number of segments. Note that since X(i) is irreducible, the same is true of its image in V , so its image is the closure of some orbit.
Consider the segment (k, . . . , ℓ) which appears first in the good word; if any unflavored segments appear in Q, then this will be unflavored. Assume for now that ℓ < m. This portion of the word gives a submodule M ⊂ C Ω , and on an open subset of X(i), this submodule is the unique indecomposible module with this dimension vector. Also, by assumption, the quotient C Ω /M gives a point in X(i ′ ), the good word obtained by removing this segment. By induction, on an open subset of X(i), the quotient C Ω /M has the representation type given by Q with this segment removed.
By the lexicographic condition Ext 1 (C Ω /M, M) = 0, so on the open set where both M and C Ω /M have the correct representation type, we have a split extension, and the result follows.
We need to be a bit careful in the case of a flavored word with χ 1 = χ 2 = · · · = χ p ; in this case, we don't have a single segment appearing at the bottom, but rather a word of the form (m, . . . , m, m − 1, . . . , m − 1, . . . ), which again has a corresponding subrepresentation M, which by construction satisfies M ∩ C n = span(b m,1 , . . . , b m,p ). The generic representation with this dimension vector is lies in the orbit given by the corresponding multi-segment, and by induction, the same is true C Ω /M. In particular, C Ω /M is compatible as desired with the action of P χ ′ where χ ′ = (χ p+1 , . . . , χ n ). As before, we have Ext 1 (C Ω /M, M) = 0, so generically on X(i), we have a split extension, and the desired generic representation type.
Let π i : X(i) → V be the projection map, and F i = π i * C X(i) [dim X(i)].
Lemma 3.6 If i ′ is the totalization of i, then there is a natural map φ : X(i ′ ) → X(i) satisfying π i • φ = π i ′ . The map φ is a fiber bundle with fiber given by a product of complete flag varieties. Thus, F i ′ is a sum of copies of shifts of F i .
Proof. The map φ is defined by forgetting the spaces attached to elements which are not maximal in their equivalence class in i. This indeed gives an element of X(i) and a point in the fiber over a given point in X(i) is given by choosing a total flag in the subquotient of consecutive spaces in the flag. This has an induced grading, for which it is homogenous of a single degree. Thus, the induced action of f is trivial for degree reasons, and any choice of total flag gives an element of X(i ′ ).
Since the map φ is a fiber bundle whose fiber is a smooth projective variety, the pushforward φ * C X(i ′ ) [dim X(i ′ )] is a sum of shifts of local systems by the Hodge theorem. The space X(i ′ ) is homotopy equivalent to G 0 /P 0 which is simply connected, so these local systems are all trivial. This gives the result.
Recall that for each G χ -orbit, there is a unique G χ -equivariant perverse sheaf IC Q which extends the trivial local system on the orbit. Theorem 3.7 Every simple G χ -equivariant perverse sheaf on V is of the form IC Q for the orbit of a flavored multi-segment with the trivial local system, and IC Q is a summand of F i Q up to shift.
Proof. The fact that IC Q is a complete list of simple perverse sheaves follows from the classification of orbits and their equivariant 1-connectedness.
Since π i is a proper G χ -equivariant map with X(i) smooth, the decomposition theorem shows that F i is a Verdier self-dual direct sum of shifts of perverse sheaves supported on the orbit closure O Q .
At least one of these summands must have support equal to O Q , and IC Q is the only such option. Thus, it must appear as a summand up to shift.
Let a mixed structure on a complex of sheaves M ∈ D b Gχ (V ) be a mixed Hodge structure on the D-module of which M is the solution sheaf. The pushforward F i has a canonical mixed Hodge structure which is pure of weight 0, since π i is proper. Let D b,mix Gχ (V ) be the derived category of complexes of sheaves with a mixed structure with a generated by Tate twists of F i . This is a graded lift of D b Gχ (V ), with grading shift given by Tate twist.
Let F χ = ⊕ i F i where i ranges over totalizations of χ-parabolic words and X χ = ⊔ i X(i). By [CG97] , we have that
as formal dg-algebras. On the other hand, by [Web19, Thm. 4.5], we have that Theorem 3.8 For any preorders i, j satisfying (2.1) and (2.2), we have an isomorphism
matching convolution product with multiplication inT χ , the red dots with the cohomology ring H * (BP χ ) and the black dots with Chern classes of the tautological bundles on X(i).
In particular, we have an isomorphism A χ ∼ =T χ , and the induced Hodge structure on A χ is pure of weight 0.
It might seem strange that we used only honest orders, not preorders; this is needed to match the usual definition ofT χ . If we incorporated preorders, the result would be a larger, Morita equivalent algebra which contained thick strands as in the extended graphical calculus of [KLMS12, SW] . This is much more difficult to give a nice presentation of.
These results combine to show that the algebraT χ controls the derived category D b
Gχ (V ):
Theorem 3.9 The object F χ is a compact generator of D b Gχ (V ). Thus, the functor Ext(F χ , −) induces equivalences:
. The functor of forgetting mixed structure corresponds to the functor considering a complex of graded modules as a dg-module by collapsing gradings.
Proof. Any finite complex with constructible cohomology is compact as an object in the derived category, so this includes F χ .
Clearly, by the t-structure properties, the object F χ is a classical generator, and thus a generator of the derived category. By dg-Morita theory, we thus have the desired equivalences given by Ext(F χ , −). The equivalence in the mixed setting is to dgmodules where the Hodge structure equips them with a second grading on which the differential has degree 0. By taking the difference of the dg-grading and the Hodge gradings, one obtains a homological grading is preserved byT χ , which we can then use to think of our module as an object in D b (T χ -gmod).
3.3. The categorical action. Consider the 2-category Perv whose
• objects are dominant integral weights χ = (χ 1 ≤ · · · ≤ χ n ),
• 1-morphisms χ → χ ′ are sums of shifts of semi-simple P χ ′ × P χ -equivariant perverse sheaves on GL n , or equivalently, GL n -equivariant perverse sheaves on GL n /P χ ′ × GL n /P χ ′ with composition given by convolution, • 2-morphisms in the equivariant derived category.
As discussed in [Web17a, Thm. 6], this equivalent to the category Flag whose
• objects are dominant integral weights χ = (χ 1 ≤ · · · ≤ χ n ), • 1-morphisms χ → χ ′ are sums of singular Soergel bimodules over the rings H * (BP χ ′ ) × H * (BP χ ). • 2-morphisms are degree 0 homomorphisms of bimodules. via the functor that takes hypercohomology of a sum of shifts of equivariant perverse sheaves. For technical reasons, we add to these categories an object ∅, which has Hom with any other object given by the zero category.
Consider the fiber product
where the action is via (p ′ , p) · (g, v) = (p ′ gp −1 , pv). This is, of course, equipped with an action map
and as usual, we define convolution of sheaves F ∈ D b P χ ′ ×Pχ (GL n ) and G ∈ D b Gχ (V ) as F ⋆ G = a * (F ⊠ G). The category Flag carries a well-known categorical action defined by Khovanov and Lauda [KL10, §6] . We define U to be the 2-category with • objects are integral weights of sl ∞ , that is, finite sums of the unit vectors ǫ k for k ∈ Z. • 1-morphisms are generated by
• 2-morphisms are given by certain string diagrams modulo the relations in [Bru16] .
As discussed in [Web17a, §2.2], we thus have a 2-functor Φ P : U → Perv sending µ χ → χ for weights of the correct form, and to ∅ otherwise.
If χ ′ = χ +i a , then consider the action of P χ × P χ ′ -orbits on G are in bijection with orbits of double cosets for (S ′ χ , S χ ). In particular, there is a unique closed orbit, given by the product P χ ′ ,χ = P χ ′ P χ . The cohomology H * P χ ′ ×Pχ (P χ ′ ,χ ) of this orbit gives the action of [KL10, §6]. As discussed below the proof of Theorem 6 in [Web17a, §2.2], we have that:
i ) is the same sheaf with the role of the factors switched.
For us, the important new ingredient here is that since we have an algebraic manifestation of the category D b Pχ (V ) given by the algebraT χ , the action of the 2-category U has a similar manifestation.
For every 1-morphism F : χ → χ ′ , we can define a bimodule
By Theorem 3.9, we have a commutative diagram
For any sum of shifts of semi-simple perverse sheaves F in D b P χ ′ ×Pχ (GL n ), the bimodule B F is sweet, that is, it is projective as a left module over T χ ′ and as a right module over T χ .
Proof. Since the anti-automorphism of taking inverse switches left and right module structures, it's enough to prove this for the left module structure.
Note that for any flavored multi-segment Q for χ ′ , we have that IC Q is a summand of F χ ′ by Theorem 3.7. Thus,
is a projective as a left module over T χ ′ ; in fact it is of the form T χ ′ e Q for an idempotent projecting to IC Q as a summand of F χ ′ .
Since F is semi-simple, by the Decomposition theorem, the complex F ⋆ F χ is a sum of shifts of simple perverse sheaves in
is a sum of projective left T χ ′ -modules, and thus projective.
It follows immediately that tensor with B F is exact and:
Proof. Of course, we only need to check one idempotent at a time. That is, let i be a χ-parabolic word, and i ′ a χ ′ parabolic. We need only show that
. Note that this isomorphism only correct up to grading shift due to the need to shift C χ ′ ,χ to make it Verdier-self-dual. Since C χ ′ ,χ ⋆ − is the composition of restriction of F i to the P χ ∩ P χ ′ -equivariant derived category, with the induction to the P χ ′ -equivariant derived category, we can use adjunction to show that
Of course, by Theorem 3.8 in the case where P χ = B, we have:
Thus, combining (3.1) and (3.2), we find that:
Combining Lemma 3.13 and Theorem 3.14, we find that:
Corollary 3. 15 We have a representation of the category U sending µ χ →T χ -mod where any 1-morphism u acts by tensor product with the bimodule B Φ P (u) , and in particular, E This generalizes [KLSY18, Thm. 9.1], which is the special case where m = 2, and avoids the long computation required by the direct proof given in that paper.
3.4.
Restriction to the flag variety. Assume now that v 1 ≤ v 2 ≤ · · · ≤ v n . In this case, the stack V /G 0 contains an open subset where the compositions f i;1 = f i · · · f 1 are injective for all i. On this open subset, image(f 1 ) ⊂ image(f 2;1 ) ⊂ · · · ⊂ image(f n;1 ) ⊂ C n gives a partial flag. As before, we let ν = (1, . . . , 1, 2, . . . , 2, . . . ) ∈ Z n be the unique increasing sequence with i occuring v i − v i−1 times. We can then describe our space of partial flags as exactly GL n /P ν . Thus we obtain a functor
Pχ (GL n /P ν ) by restriction to this open set. This is, of course, compatible with the natural action of Perv.
Theorem 3. 16 We have an equivalence of categories
Res
Proof. This essentially a restatement of [Web17c, Cor. 5.4], but let us be a bit more careful about the details of this point. We have a mapT χ → Ext * (Res(F χ ), Res(F χ )) induced by the functor Res. If i is violating, then (i 1 , 1) ≺ (m, 1). For any point in Fl(i), by assumption, we have f m−1;i 1 F (i 1 ,1) = 0, and so one of f k is not injective. This shows that Res(F i ) = 0. On the other hand, if Res(IC Q ) = 0, then Q must be a multi-segment that includes a segment without m, so the corresponding good word i Q is violating. Thus, Res(IC Q ) = 0 if and only if IC Q is a summand of F i .
The usual formalism of recollement shows that D b,mix Pχ (GL n /P ν ) (after suitable enhancement) is a dg-quotient of D b,mix Gχ (V ) by the subcategory generated by F i for i violating. SinceT χ is quasi-isomorphic to Ext * (F χ , F χ ) as a formal dg-algebra, taking dg-quotient by the projectivesT χ e(i) for i violating has the effect of simply modding out by the corresponding 2-sided ideal. Thus, the map above induces an isomorphism
Pχ (GLn/Pν ) (Res(F χ ), Res(F χ )). By dg-Morita theory, this completes the proof.
Of course, we can also interpret D b
Pχ (GL n /P ν ) as a Hom-category in the equivalent 2-categories Flag ∼ = Perv, and this identification intertwines the left regular action on Perv with the action we've discussed on D b Pχ (GL n /P ν ). To fix this equivalence algebraically, we need to describe the image of the identity. This corresponds to the constant sheaf on P ν /P ν ⊂ GL n /P ν . Consider the flavored multi-segment where we take the segment (i, . . . , m) exactly v i − v i−1 times, and flavor these with i.
The corresponding word is
). This shows that the image of f m−i must be exactly the v i dimensional space in the standard flag; this completes the proof. This generalizes the main theorem of [KS18] . Of course, the category of Soergel bimodules has a "reversing functor" where one swaps the left and right actions; this is an equivalence Hom Flag (χ, ν) ∼ = Hom Flag (ν, χ) which is anti-monoidal. Applying Corollary 3.18, we find that:
Corollary 3. 19 We have a Morita equivalence between T χ ν and T ν χ which swaps the action of Flag via ladder bimodules with the action via induction and restriction functors.
Readers of an artistic bent are encouraged to attempt drawing the bimodule realizing this equivalence; the author wishes them luck in this endeavor.
Gelfand-Tsetlin modules
Let U = U(gl n ). As mentioned in the introduction, we let Γ ⊂ U(gl n ) be the Gelfand-Tsetlin subalgebra generated by the centers Z k = Z(U(gl k )) where gl k ⊂ gl n is embedded as the top left corner. In this section, we'll discuss how U(gl n ) and its representation theory relate to the algebrasT χ in the case where v i = i for i = 1, . . . , n. In this case,
For the dominant weight χ, we have a maximal ideal m χ of Z n defined by the kernel of the action on the Verma module with highest weight
Definition 4.1 A Gelfand-Tsetlin module is a finitely generated U(gl n )-module on which the action of Γ is locally finite.
Of course, by standard commutative algebra, if M is a Gelfand-Tsetlin module then M breaks up as a direct sum over the maximal ideals in MaxSpec(Γ). Every maximal ideal of Γ is generated by maximal ideals in Z k for each k, which we index with an unordered k-tuple λ k = (λ k,1 , . . . , λ k,k ); as above, we match this with the maximal ideal in Z k acts trivially on the Verma module over U(gl k ) with highest weight λ k − ρ k = (λ k,1 − 1, . . . , λ k,k − k). Let m λ ⊂ Γ be the corresponding maximal ideal. Thus, for any Gelfand-Tsetlin module, we have a decomposition
Remark 4.2. To help the reader fix notation in their mind, this means that the maximal ideals that appear in finite dimensional modules with χ ∈ Z n are given by λ k ∈ Z k with λ n = χ that satisfy (4.1) λ k+1,1 ≤ λ k,1 < λ k+1,2 ≤ λ k,2 < · · · < λ k+1,k ≤ λ k,k < λ k+1,k+1
for k = 1, . . . , n − 1. Readers will recognize this as the condition that λ k − ρ k form a Gelfand-Tsetlin pattern. Under this correspondence, the trivial module gives λ k = (1, 2, . . . , k). Proof. Since Γ is commutative, it is enough to show local finiteness separately under a set of generating subalgebras. That is, it suffices to check that V ⊗ M is locally finite under Z(U(gl k )) for all k ≤ n. This follows from [BG80, Cor. 2.6(ii)], which shows that V ⊗ M is locally finite under Z(U(gl k )) whenever M is locally finite under Z k . By [BG80, Thm. 2.5(ii)], the set of modules with integral central character is closed under tensor product, so if M is integral Gelfand-Tsetlin, then V ⊗M is as well. Finally, applying [BG80, Thm. 2.5(ii)] again implies the statement on characters under Z n .
In particular, we have functors E(M) = C n ⊗ M and F (M) = (C n ) * ⊗ M on the category of Gelfand-Tsetlin modules with integral central character χ ∈ Z n . Lemma 4.4 shows that:
Corollary 4.5 If M ∈ GT χ , then E(M) is a sum of objects in GT χ +i for i ∈ {χ 1 , . . . , χ n } and F (M) is a sum of objects in GT χ −i for i ∈ {χ 1 − 1, . . . , χ n − 1}
Since decomposing according to the spectrum of Z n is functorial, we can define functors E i (resp. F i ) such that for M ∈ GT χ , we have that E i (M) ⊂ E(M) (resp. F i (M) ⊂ F (M)) is the unique maximal summand that lies in the category GT χ ±i . These are also the generalized weight spaces of the Casimir operator on V ⊗ M (this follows, for example, by [BSW, Lem. 4.5] ). This gives a decomposition of these functors acting on integral Gelfand-Tsetlin modules
It is well-known that the functors E i define categorical actions (for example, see the discussion of category O in [CR08, §7.5]) on various categories of gl n , but due to artifacts of the proofs, it is not obvious that these apply to the category of Gelfand-Tsetlin modules. Recent work of Brundan, Savage and the author shows how to unify these proofs: Note that the formulas of [BSW, Th. 4.11] give explicit formulas for the action of U in terms of swapping factors in tensor products and the Casimir element, but these formulas are not needed for our purposes.
Let us note another perspective on this result. Revall, that we call a U-U bimodule Harish-Chandra if it is locally finite for the adjoint action and pro-Harish-Chandra if it satisfies this property in the topological sense; obviously the bimodule V ⊗ U inducing tensor product has this property. Thus, the functor E i : GT χ → GT χ +i is given by tensor product with a pro-Harish-Chandra U-U bimodule E i , formed by completing the left and right actions of Z n which respect to the appropriate maximal ideal. Thus if we let HC be the 2-category such that
• 1-morphisms χ → χ ′ are sums of pro-Harish-Chandra bimodules where the maximal ideal m χ ′ acts topologically nilpotently on the left and m χ acts topologically nilpotently on the right. can be used to give a total preorder ≺ on the set Ω as in previous sections for the dimension vector v i = i for m = n. We set (i, k) (j, ℓ) if and only if λ i,k < λ j,ℓ or λ i,k = λ j,ℓ and i ≥ j. Note that the resulting preorder satisfies (2.1) by assumption and (2.2) since if (i, k) ≈ (j, ℓ), then we must have λ i,k = λ j,ℓ and i = j. Example 4.i. The action of Γ on the trivial representation gives the weight λ i,k = k. Thus, the resulting word is (n, n − 1, . . . , 2, 1, n, n − 1, . . . , 3, 2, n, n − 1, . . . , 3, . . . n, n − 1, n).
As mentioned before, every Gelfand-Tsetlin pattern gives an ordering that differs from this one by neutral swaps.
On the other hand, a weight like λ 3 = (1, 2, 3), λ 2 = (4, 4), λ 1 = (1) gives (3, 1, 3, 3, 2 (2) ), whereas if λ 2 = (4, 5), then we have (3, 1, 3, 3, 2, 2). This is an example of a maximal ideal of the Gelfand-Tsetlin subalgebra that appears in no finite-dimensional module.
Note that [Weba, Prop. 5 .4] shows that any maximal ideals giving the same preorder on Ω give isomorphic functors on GT χ . If we change the order by swapping pairs (i, k) and (j, ℓ) this is called a neutral swap, and more generally neutral swaps don't change the functor given by two maximal ideals. For example, two Gelfand-Tsetlin patterns with the same χ don't necessarily give the same order, but they differ by neutral swaps, and indeed they give the same functor.
Using the techniques of [Webb, KTW + 19, Weba], we can give an algebraic presentation of the category GT χ . This is accomplished by presenting the algebra of natural transformations of the functors W λ . Recall that T χ is the completion of this algebra with respect to its grading. See [Webc, §2] for more discussion of the induced topology (in particular, the continuity of multiplication in it).
Theorem 4.8 We have an isomorphism compatible with multiplication e ′ (λ ′ ) T χ e ′ (λ) ∼ = Hom(W λ , W λ ′ ). This is extremely closely related to [KTW + 19, Thm. 5.2], but slightly different, since that result is for Gelfand-Tsetlin modules with honest central character, which corresponds in T χ to setting red dots to 0. Under this isomorphism, the red dots give the nilpotent parts of certain (complicated) elements of the center of U(gl n ).
Proof. This follows from [Weba, Thm. 4.4] . The space
, and by [Weba, (4.5) ], this is exactly Ext(F i(λ) , F i(λ ′ ) ). On the other hand, by Theorem 3.8, this is the same as e ′ (λ ′ ) T χ e ′ (λ). Both of these isomorphisms are compatible with multiplication, so this completes the proof.
Definition 4.9 LetT χ -wgmod be the category of finite-dimensionalT χ -modules M which are weakly gradable, that is, M has a finite filtration with gradable subquotients.
These are precisely the modules that extend to finite dimensional modules over the completion T χ with the discrete topology. Proof. As λ runs over MaxSpec Z,χ (Γ), we only get finitely many different idempotents as e(λ); if we let S be a set of maximal ideals that contains one representative of each idempotent, then this is complete in the sense of [Weba, Def. 2.24] . Letē be the sum of these idempotents. Then [Weba, Def. 2.23] shows that the functor ⊕ λ∈S W λ is an equivalence of categories GT χ ∼ =ē T χē -wgmod with the desired propeties. As argued in [Weba, Prop. 5.12] , no simple object in T χ -mod is killed byē, soē defines a Morita equivalence giving the desired result.
Note that if χ i ≪ χ i+1 whenever χ i = χ i+1 , thenē is the identity inT χ and this last step is not needed. The general case can be deduced from this one using translation functors, but we appeal to [Weba, Prop. 5 .12] since we have not yet discussed compatibility with translation functors. (2) the Gelfand-Tsetlin subalgebra acts semi-simply if and only if all dots, red and black, act trivially. (3) the Cartan h acts semi-simply if and only if the sum h i,1 of all dots on strands with label i acts trivially, for all i. (4) the center Z n acts semi-simply if and only if all positive degree homogeneous polynomials in the red dots act trivially.
In particular, the modules overT χ ν which factor through the quotient by all red dots and by violating strands is the category O ′ χ of modules locally finite under U(n) and semi-simple for the action of the center with central character χ; such a module is automatically a generalized weight module, but not necessarily an honest weight module, and so not necessarily in category O.
On the other hand, if we consider the quotient of T χ ν by the symmetric polynomials h i,1 , modules over this algebra are the block O χ of the usual category O. Note that we showed in [Web17b, Cor. 9 .10] that T ν χ -mod was equivalent to O χ with the translation functors matched with the induction-restriction action. Thus, this is related to our result using the Morita equivalence of Corollary 3.19 between T ν χ and this quotient of T χ ν .
4.2. Translation functors. Now, let us consider how this perspective interacts with translation functors. This requires studying the bimodule C n ⊗ U with the right action by by right multiplication on the second factor, and the left action via the coproduct. That is, for v ∈ C n , u ∈ U, X 1 , X 2 ∈ gl n , we have:
Lemma 4.12 As a U-U-bimodule, C n ⊗ U is isomorphic to the subbimodule U ′ in U(gl n+1 ) generated by e n .
Proof. Both these bimodules have an induced adjoint bimodule structure (which exists for any Hopf algebra); under this structure C n ⊂ C n ⊗ U is a submodule with the usual gl n module structure. Similarly, e n generates a copy of C n inside the adjoint module over gl n+1 restricted to gl n . Sending e n → (0, . . . , 0, 1) induces a unique isomorphism ψ between these subspaces. In any U-U bimodule, a generating subspace for the bimodule action which is closed under the adjoint action is already generating for the right action. The module C n ⊗ U is freely generated by C n as a right U module by definition, and the same is true for U ′ by the PBW theorem. Thus, ψ canonically extends to a right module homomorphism, which is also a left-module homomorphism since ψ is adjoint equivariant.
Fix χ ∈ MaxSpec(Z n ), and assume that χ +i exists. Consider
Theorem 4. 13 We have an isomorphism compatible with bimodule structure:
Proof. Note that e n commutes with Z k for k < n, embedded in U(gl n+1 ) via the standard inclusion. Thus, e n only has non-zero image if λ i,k = λ ′ i,k for all i < n. We therefore can describe the desired map by specifying the image of e n in this case.
As in [Webb, KTW + 19], we can read this off by carefully studying the polynomial representation of U(gl n+1 ), induced by its realization as an orthogonal Gelfand-Zetlin algebra 2 . This was originally given in [Maz99] , though it might be easier to follow the notation in [Weba, §5.1]. Let Γ (n+1) be the Gelfand-Tsetlin subalgebra of U(gl n+1 ), which we identify with the space of symmetric polynomials in the alphabets {x i,1 , . . . , x i,i } for i = 1, . . . , i + 1.
Let ϕ i,j be the translation on all polynomials in these alphabets satisfying
We then have a representation of gl n+1 where E i and F i act by the operators
Thus, U ′ embeds into the bimodule of operators Γ (n+1) when this space is made into a module over U(gl n ) as the subspace generated by the operator
This is a left module over U, and clearly pro-Gelfand-Tsetlin, since for any element of u ∈ U ′ , ΓuΓ lies in the left Γ module generated by finitely many translations (this is a version of the Harish-Chandra property discussed in [DFO94] ), meaning that ΓuΓ ⊗ Γ Γ/m N λ is finite-dimensional so U ′ /U ′ m N λ is Gelfand-Tsetlin. Thus P ′ decomposes into pieces P ′ = ⊕ i∈Z P ′ i on which Z n acts by χ +i for i ranging over the values of χ g ; note that
Consider the image of X + n in P ′ i . If we let I i = {j | λ n,j = i}, then we have that this image is given by
Note that if k / ∈ I i+1 then the corresponding factor in the denominator is invertible in the local ring lim ← − Γ n /Γ n m N λ ′ , using the geometric series
Thus, we can write the image of X + n as a sum of operators of the form
where p is a polynomial symmetric in the alphabets I i . We can identify p with a polynomial in the red dots at the bottom of the diagram, with the shifted variables {x n,j − i} j∈I i sent to the red dots on the corresponding strand with i = χ j . We then send X (p) i to the element of E i where we place the polynomial p applied to the red dots at the bottom of the diagram and "sandwich" s red dots on the middle strand of the ladder, with all black strands are straight vertical at positions determined by λ. That is,
We claim that this defines a map
First, let us match the completion [[Y 1 , . . . , Y N ]]e ′ (λ) with the completed polynomial ring lim ← − Γ/Γm N λ by matching Y r with x p,j − λ p,j if the rth strand from the left is the jth (from the left) with label p; let us simplify notation by writing Y p,j := Y r in this case. Under this isomorphism, X (p,s) i tranforms to
This is exactly C = n+1 k=1 (Y n,j + λ n,j − x n+1,k ) times the action in the polynomial representation of E i given the diagram on the left hand side of (4.2) in Lemma 2.13. Multiplication by C commutes with the left and right actions on this bimodule, so this shows that the representations of bimodules match.
This shows that (4.2) defines a homomorphism, which must be injective by the faithfulness of both representations. Obviously, every bare ladder is in the image of this map, so it must be surjective as well. In this appendix, we discuss the classification of orbits of P χ on V , using the notation introduced earlier.
Recall the definition of a χ-flavored multi-segment from Definition 3.1. A subsegment of Ω is a subset S such that S = {(k, j k ), (k + 1, j k+1 ), . . . , (ℓ, j ℓ )} for a segment (k, k + 1, . . . , ℓ). A subsegment canonically carries a canonical charge: if ℓ < m, this requires no new information, and if ℓ = m, then we use χ jm as our flavor. A segmentation of the set Ω is a partition of Ω into subsegments. Every segmentation gives a choice of flavored multisegment.
Definition A.1 For each segmentation Σ of Ω, there is a canonical map f Σ : C Ω → C Ω sending f (b k,j k ) = b k+1,j k+1 when (k, j k ) and (k + 1, j k+1 ) lie in a subsegment together, and f (b k,j ) = 0 if there is no element (k + 1, j ′ ) in the same subsegment.
Lemma A.2 Every G χ -orbit on V contains f Σ for some segmentation Σ, and f Σ and f Σ ′ are in the same orbit if and only if they have the same χ-flavored multisegment. Thus, we have a bijection between P χ -orbits and χ-flavored multi-segments with the corresponding dimension vector.
Proof. Obviously, if two segmentations Σ, Σ ′ correspond to the same χ-flavored multisegment, then there is a permutation σ of Ω with σ(Σ) = Σ ′ which preserves the 1st index, and such that if σ((m, i)) = (m, j) then χ i = χ j . The induced linear map C Ω → C Ω lies in G χ , and shows these are in the same orbit. Now, we turn to showing that if Σ and Σ ′ are segmentations where f Σ and f Σ ′ are in the same orbit, then the corresponding χ-flavored multisegment is the same.
We'll prove this by induction on m. As before, let f i;j = f i · · · f j : C v j → C v i . Consider the map f m;1 C v 1 → C vm . The space C vm has a unique finest partial flag invariant under P χ . This is of the form 0 ⊂ F p 1 ⊂ · · · ⊂ F p ℓ where p k ranges over the integers which appear as values χ i , and dim F p k /F p k−1 = g k , the number of indices i such that p k = χ i . Thus, consider the flag 0 ⊂ ker f m;1 ⊂ f −1 m;1 (F p 1 ) ⊂ f −1 m;1 (F p 2 ) ⊂ · · · ⊂ f −1 m;1 (F p ℓ ) For f Σ , obviously, dim f −1 m;1 (F p 1 )/ ker f m;1 is the number of segments of the form (1, . . . , m) of charge p 1 , and dim f −1 m;1 (F p k )/f −1 m;1 (F p k−1 ) is the number of charge p k . Since these dimensions are the same on orbits of G χ , the segmentations Σ and Σ ′ must have the same number of segments of the form (1, . . . , m) of each given charge.
Similarly, the rank of the map f m−1;1 : ker f m;1 ⊂ C v 1 → C v m−1 is the number of segments of the form (1, . . . , m − 1), and more generally the rank of the map f k;1 : ker f k+1;1 ⊂ C v 1 → C v k gives the number of segments of the form (1, . . . , k).
This shows each flavored segment containing a 1 appears with the same multiplicity in the multisegments for Σ and Σ ′ . Thus, if w, w ′ ⊂ C Ω are the subrepresentations generated by C v 1 under f Σ and f Σ ′ , the induced representations on C Ω /W and C Ω /W ′ are of the form fΣ and fΣ′ forΣ andΣ ′ segmentations obtained by throwing out all subsegments containing a (1, k) (and reindexing by decreasing all indices). By induction, Σ andΣ ′ have the same flavored multisegment, so the same is true of Σ and Σ ′ .
This shows that associated to each flavored multi-segment with the right dimension vector, we have a unique orbit, and these are all distinct. Now, we just need to show that every orbit has this form.
Consider the flag 0 ⊂ ker f 2;1 ⊂ · · · ⊂ ker f m;1 ⊂ f −1 m;1 (F p 1 ) ⊂ f −1 m;1 (F p 2 ) ⊂ · · · ⊂ f −1 m;1 (F p ℓ ) ⊂ C v 1 . Choose a ordered basis of C v 1 compatible with this flag, and let g 1 ∈ GL(C v 1 ) be a matrix mapping this basis to b 1,1 , . . . , b 1,v 1 . By construction, the non-zero images of this set under f k;1 form a linearly independent set, which span image(f k;1 ) compatibly with the intersection with the flag (1.1) 0 ⊂ ker f k+1;k ⊂ · · · ⊂ ker f m;k ⊂ f −1 m;k (F p 1 ) ⊂ · · · ⊂ f −1 m;k (F p ℓ ) ⊂ C v k . Thus, we can choose a basis of ker f 3;2 ⊂ C v 2 whose union with the non-zero images f (g −1 1 b 1, * ) is still linearly independent; we then in turn extend this in turn to bases of ker f 4;2 ⊂ ker f 5;2 ⊂ . . . f −1 m;2 (F p 1 ) ⊂ · · · ⊂ f −1 m;2 (F p ℓ ), to obtain a basis containing all non-zero vectors of the form f 1 (g −1 1 b 1, * ) which is compatible with the flag (1.1) in the case k = 2. Let g 2 be a matrix mapping this basis to b 2, * . Now, apply the same process in C v 3 , to construct a basis compatible with the flag (1.1) in the case k = 3, and so on to construct such a basis in C v k+1 compatible with f k (g −1 k b k, * ) and the flag (1.1) in the general case, with g k+1 mapping this to the standard basis.
Note that in C vm , this just gives a basis compatible with 0 ⊂ F p 1 ⊂ · · · ⊂ F p ℓ = C vm ; whereas for previous bases, we have been able to choose any bijection of our basis to the standard basis, we have to assure that g m ∈ P χ , which is of course possible since our basis is compatible with the partial flag.
Thus, the bases {g −1 k b k, * } satisfy the property that f sends each of these basis vectors to another basis vector or to 0. This shows that (g −1 1 , . . . , g −1 m )·f = f Σ for a segmentation Σ. This completes the proof.
Lemma A.3 Each of these orbits is P χ -equivariantly simply connected.
Proof. To show this, we need only show that the stabilizer of f Σ in P χ is simply connected.
We can think about this stabilizer as follows. The element g 1 acting on C v 1 must preserve the flag (1.1), but otherwise can be chosen freely. This is a connected parabolic subgroup. This choice determines how g 2 acts on the image of f in C v 2 , but on the complement U to this image (given by the span of the appropriate vectors) we can freely choose an isomorphism of U to itself compatible with the intersection with the flag (1.1) (again a connected parabolic), and any map U → image(f ) compatible with this flag (a contractible set).
Applying this inductively, we obtain that the stabilizer is topologically a product of these parabolics (always connected) with affine spaces. Paying attention to the group structure, we have a product of general linear groups (with ranks given by the multiplicities with which given flavored segments appear) extended by a unipotent radical. Thus, as a quotient the orbit is homotopic to a product of classifying spaces BGL * and in particular is simply connected.
