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Abst rac t - -Mm~,  statistical computations eed a minimization method which can find global minima 
of a nonconvex, nonsmooth and even discontinuous objective function. Conventional optimization 
methods hardly serve that. The integral optimization method has been developed to satisfy such 
requirements. In this paper, we apply this method to severs] problems in statistics, such as nonlinear 
regression, maximum likelihood estimation for three-pararmeter Weibull distribution, mixture den- 
sities and sampling, and show that the results obtained by a global minimization method are better 
than those by a gradient-based one. 
1. INTRODUCTION 
C. R. Rao mentioned: "All statistical procedures are, in the ultimate analysis, solutions to suit- 
ably formulated optimization problems .... The classical optimization methods based on differen- 
tial calculus are too restrictive, and are either inapplicable or difficult to apply in many situations 
that arise in statistical work. This, together with the lack of suitable numerical algorithms for 
solving optimizing equations, has placed severe limitation on the choice of objective function and 
constraints and led to the developement and use of some inefficient statistical procedures." (See 
the foreword of the book by Arthanari and Dodge [1].) This means that the classical optimization 
methods face severe challenges from statistical applications and a new optimization approach is 
needed to fulfil the tasks of statistical computation. The challenges are: 
1. Smoothness versus Nonsmoothness. It has been recognized that the "outliers," which arise 
from heavily trailed distribution or due to errors, have unusually large influence on the least 
squares estimators. Accordingly, robust, lp (p _> 1) and other methods have been created 
to modify the least squares cheme so that the outliers have much less influence on the final 
estimates. But, these estimators usually are nonsmooth. 
2. Local Solution versus Global Solution. Most of the conventional optimization methods can 
only be applied to find a local minimizer of an objective function. A local minimizer is a 
global one ff the problem is convex. However, for many problems in statistics, the objective 
function is not necessarily convex. The maximum likelihood estimate is consistent if one 
can find a global maximizer of the likelihood function. A nonlinear egression problem 
always needs an initial guess of solution for a gradient-based method; if the initial guess is 
not good enough, then an optimization procedure may lead to a solution which does not 
satisfy this requirement. 
3. Continuity versus Discontinuity. There are quite a lot of problems in statistical applications 
that are formulated as minimization problems with discrete variables or discontinuous ob- 
jective functions. Dummy variables appear in econometrics and biometrics; sampling and 
clustering problems are formulated as nonlinear integer (or mixed) programming problems. 
This kind of problems is difficult or impossible to solve by gradient-based methods. 
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. Connectedness and Disconnectedness. Some practical problems are such that the feasible 
set may be disconnected for some reasons (such as sound barrier, etc.). This would be 
no difference if one is only concerned with the problems of finding a local solution of a 
minimization problem. However, it is important in the case where one wishes to find global 
minimizers. 
To meet these challenges, the theory and algorithms of the integral approach to global mini- 
mization have been developed to find global minimizers of a robust discontinuous function over 
a robust set. In this paper, we briefly describe the approach in Section 2. We examine then 
several problems uch as nonlinear regression (Section 3), maximum likelihood estimation for the 
three-parameter Weibull distribution (Section 4), decomposition f mixture densities (Section 5), 
and sampling (Section 6). Numerical examples are given for each statistical computation. 
2. INTEGRAL GLOBAL MINIMIZATION METHOD 
Let U be a topological space, S a subset of U and f a real-valued function on U. The problem 
we consider here is to find 
and the set of global minima: 
Under the assumption 
= (1)  
H* = {u  e S If(u) = c*}. (2) 
(A): f is lower semi-continuous, S is closed and there is a real number b such that 
the set Hb = {u E S I f (u )  _< b} is a nonempty compact set, 
the set H* is nonempty. It is clear that under this condition the function f is bounded below, 
i.e., there is a real number M, such that 
f(u) >_ M, Vu e S. (3) 
Here we will summarize several concepts and properties of the integral global minimization 
method eveloped in [2-7], which will be utilized in the following sections. 
2.1. Robust Sets and Robust Functions 
A set D in a topological space U is robust if and only if 
el D = el int D. (4) 
An open set G is robust since G = int G. The empty set is a trivial robust set. A closed 
set may be robust or nonrobust. The concept of the robustness of a set is closely related to a 
topological structure of the set. For instance, the set D = {1,2} is nonrobust on R 1 but it is 
robust in g (set of all integers) with the discrete topology. 
The interior of a nonempty robust set is nonempty. A union of robust sets is robust. An 
intersection of two robust sets may be nonrobust; but the intersection of an open set and a 
robust set is robust. If A is robust in U and B is robust in V, then A x B is robust in U x V 
with the product opology. A convex set D in a topological vector space is robust if and only if 
the interior of D is nonempty. 
A robust set consists of robust points of the set. A point u Ecl D is robust o D (or a robust 
point of D) if for each neighbourhood N(u) of u, N(u) N int D ~ ¢. A set D is robust if and 
only if each point of D is robust to D. 
A function f defined on a topological space U is robust if the set 
Fc = {u If(u) < c} (5) 
is robust for each real number c. 
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An upper semi-continuous (u.s.c.) function is robust since the set F¢ is open for each c; so is 
a probability function on R n. The infimum of a family of robust functions is robust. A sum or a 
product of two robust functions may be nonrobust; but the sum of a robust function and a u.s.c. 
(for the product case non-negativity is required) function is robust. 
A function f is robust if and only if it is robust at each point or by each point. Here, f is 
robust at a point u if u E Fe implies u is robust to Fe; f is robust by a point u if there is a 
neighbourhood N(u) of u such that N(u) N Fe is robust for each c. An example of a nonrohust 
function on R 1 is 
[ o, u = o, 
f(u) 1, u~tO. 
We see that f is nonrobust at u = O. 
We can investigate a robust function by its epigraph. A function f is robust if and only if its 
epigraph 
epi(f) = {(u, c) I f (u)  < c} (6) 
is robust in the product space U x R 1. 
When we consider a constrained minimization problem, the concept of relative robustness i
needed. Let S be a given set in a topological space U and u0 Ec l  S. A function f is said to be 
relatively robust o S at u0 if for each c, u0 E Fc implies u0 is robust to Fe N S. A function f is 
relatively robust at u E S if and only if f is robust at u with the relative topology on S. If f is 
relatively robust to S at each point u in S, then f is called a relatively robust function on S; or 
we simply say that f is robust on S. 
In the following consideration, we always suppose that there is a global minimum point u* E S 
such that f is relatively robust o S at this point u*. Or we simply make the following assumption: 
(R): f is robust on S. 
2.~. Q-Measure Spaces and Integrations 
In order to investigate a minimization problem with an integral approach, a special class of 
measure spaces, which axe called Q-measure spa~es, should be exa~ned.  
Let U be a Hausdorff space, f~ a ~-field of subsets of U and p a measure on fL A triplet 
(U, f~, p) is called a Q-measure space iff 
(i) Each open set in U is measurable; 
(ii) The measure p(G) of each nonempty open set G in U is positive: p(G) > 0; 
(iii) The measure p(K) of a compact set K in U is finite. 
The n-dimensional Lebesgue measure space (~n, f~, p) is a Q-measure space; a nondegenerate 
Gaussian measure p on a separable Hilbert space H with Borel sets as measurable s ts constitutes 
an infinite dimensional Q-measure space. A specific optimization problem is related to a specific 
Q-measure space which is suitable for consideration i this approach. The construction of a 
Q-measure space in an infinite dimensional space is in general nontrivial. For instance, it has 
been shown that for each r > O there exists on the space loo a nondegenerate Ganssian measure 
such that the measure of an arbitrary ball with radius r is zero. This measure is not a Q-measure. 
Since the interior of a nenempty open set is nonempty, the Q-measure of a measurable set 
containing a nonempty robust set is always positive. This is an essential property we need in the 
integral approach to minimization. Hence, the following assumption is usually required: 
(M): (U,f~,p) is a Q-measure space. 
The following lemma gives us a sufficient condition for the global minimum. 
LEMMA 2.1. Suppose that the conditions (A), (M), and (R) hold, and He N S ~ 0, where 
He = {u [ f(u) <_ c} is the level set off .  If 
v(Ho n S) = 0, (7) 
then c is the global minimum value o f f  and Hc N S is the set of aJl global minirp_izers. 
In the following, we shall need another form of this lemma. 
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LEMMA 2.2. Suppose that the conditions (A), (M), and (R) hold./lee > c* = ~f (u ) ,  then 
p(Hc f3 S) > O. (8) 
$.8. Integral Optimalfly Conditions .for Global Minimization 
We now proceed to define the concepts of mean value, variance and higher moments of f over 
its level set. These concepts are closely related to optimality conditions and algorithms for global 
minimization. 
Suppose that the assumptions (A), (M), and (R) hold, and c > c* = min f(u). We define the 
uES 
mean value, variance, modified variance and mth moment (centered at a), respectively, as follows: 
1 f. f(u) d/A, M(I, c; S) = IJ(He N S) ,ha 
1 f .  (f(u) - M(f, c; S)) 2 dp, V(f ,  c; S) -- IJ(Hc CI S) ons 
1 f .  if(u)- c) 2d~, Vl(f, e; S) = u(H, N S) .ns 
1 fH (f(u)- a) m du. Mm(f, c; a; S) = p(He n S) :ns 
By Lemma 2.2, they are well-defined. These definitions can be extended to the case c > c* by a 
limit process. For instance, 
Mm(f,e;a;S)-- tim 1 f. (f(u)-a)mdl~, m--  1,2,. . . .  (9) 
c~$c p(Hck Cl S) ,kns 
The limits exist and are independent ofthe choice of {ct}. The extended concepts are well-defined 
and are consistent with the above definitions. 
With these concepts, we characterize the global optimality as follows: 
THEOREM 2.1. Under the assumptions (A), (M) and (R), the following statements are equivalent: 
(i) u* £ S /s  a global minimizer o f f  over S and c* = f(u*) is the global minimum value; 
(ii) M(f  , c*; S) = c* (the mean value condition); 
(fii) V(I, c*;S) = 0 (the variance condition); 
(iv) Vx(f, c*; S) - 0 (the modified variance condition); 
(v) Mm(f, c*; c*; S) = 0, for one of positive integers m = 1, 2,. . .  (the higher moment condition). 
~.,~. Integral Algorithm for Finding Global Minimizers 
An integral algorithm for finding the global minimum value and the set of global minimizers 
is developed in [2-7]. We briefly describe the principal scheme as follows: 
Take a real number co > c*, say, e0 = f(uo) + 1 with a point uo E S, and define the level set 
Ha = {u ~ s I f(u) _< ~o} = H~o n S. 
Then, the set H0 is nonempty. Moreover, the measure of H0 is positive: p(Ho) > 0. Compute 
the mean value and variance of f over the level set H0: 
- M(.f, co ;S)= ~ / _  f (u)dp and (10) Cl p.k4*u! J l l  o 
~1 = ~r,(f, e0 ~ S)  --- ~S0) /n  (.f(u) -- c0)~t dr/. (11) 
o 
Obviously, we have 
co >_ el >_ c'.  
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Note that if f is a noncoustant continuous function on a domain S, then Co > Cl > c*. Having Cl, 
we then let 
81 = {= • S l .f(,,) _< cl}, 
c2 = M( I ,  cl; S) - I ( . )  do and 
l 
v~ = I,'1(I, cl; S) -- ( I ( " )  - ~1) 2 do, 
1 
and so on. Repeating the iteration process, one comes to two monotonic sequences: 
Co _> cl >_ . "  _> ck _> cb+l _> "." _> c*, and (12) 
H0 D H1 D""  D Hh D Hk+l D ... D H*. (13) 
The following two limits exist: 
oo  
lim c~ = 6 and lim Hk = N Hk =/-t .  (14) 
k,--*oo k-.*oo 
k=l  
and we have, by the mean value condition, the following theorem. 
THEOREM 2.2. c* = ~ and H" = H. 
REMARKS. 
1. We usually use the mean value condition to prove the convergence of an integral algorithm 
and use the variance condition in an integral algorithm as a convergence criterion. 
2. The integral global minimization method can be implemented by a properly designed Monte 
Carlo technique, see [3,5]. 
3. A discrete minimization problem can be formulated as minimization of a robust function 
over a robust set, see [6, p. 219]. 
4. For most applications of the integral global minimization method to statistical computation, 
we use the Lebesgue measure in R" as the Q-measure needed in the algorithm. 
3. NONL INEAR REGRESSION 
Consider a nonlinear egression model: 
= M + ~,, (15) 
where X~ is the variable vector assumed to be measured without error, Yt is the response vector, 
(t is an unobservable "error" vector whose value is unknown and 0 is the parameter vector to be 
estimated. 
We may use the least squares or other objective functions: 
S.(o) = ~.p(Y , -  xt), (16) 
where 
for the least squares, then 
for the/>-metric, and 
,o(z) = ~2 
p(~) =1 ~' I", 
2 ' K= 
P(=)= KI~I -T ,  
p> l, 
iflz I< K, 
~I: I> K 
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for the robust estimator, where K > 0. By minimizing fp(8) over some feasible set f /o f  the 
parameter vector 8, one obtains the estimate 0. 
There are many numerical algorithms of nonlinear optimization available for solving such prob- 
lems. Most of them are gradient-based. The common difficulty they have is that of selection of 
an initial guess. If the initial point is not good, then a local minimizer may be found or even the 
algorithm fails to converge. Therefore, a global minimization method is essential for such kind 
of problems. 
EXAMPLE 1. Consider the following models (see [8, Chapter 4]). 
Gompertz: Y = a exp[- exp(/~ - 7X)], (17) 
Logistic: Y = 1 + exp(/~ - 7X) ; (18) 
Richards: Y = [I + exp(/~ - VX)]I/6 ; (19) 
Morgan-Mercer-Flodis (MMF): y _. ~X + aX 6 + x ,  (20) 
The data in Table 1 for pasture yield (Y) versus growing time (X) was given by W. F. Hunt 
[8, p. 88]: 
Table I. Data set. 
X 9 14 21 28 42 57 63 70 79 
i 
Y 8.93 10.80 18.59 22.33 39.35 56.11 61.73 64.62 67.08 
Let the sum of the squares of the error be the objective function 
9 
= - 
i=1 
It is minimized by the integral minimization algorithm. In Table 2, we compare the results 
with those in P~tkowsky's book [8]. One can conclude that the minima obtained by a global 
minimization method are different from those obtained by the Gauss-Newton method. 
Table 2. Parameter estimates, Gauss-Newton method versus integral method. 
3-Parameter Model 4-Parameter Models 
Parameters and Gc~npertz Logistic Richards MMF 
Fanction Values (17) (18) (19) (20) 
O 
P 
.y 
8 
.y* 
6" 
82.83 I 
1.224 
0.037 
112.2128 
84.28796 
1.250615 
3.760271E-2 
104.6017 
72.46 
2.618 
0.087 
91,00746 
74.10084 
2.674803 
6.802769E-2 
81.65286 
69.62 
4.255 
0.089 
1.724 
88.40114 
69.51439 
6.437142 
0.1203442 
2.742269 
72.36336 
80.96 
8.895 
49577 
2.828 
99.10574 
81.43900 
9.323038 
89132.49 
2.983067 
91.81805 
REMARKS. 
1. We can use the sum of the absolute values of errors or the maximum value of errors as the 
objective function 
9 
or foo= max 
i=I,...,9 
i----1 
for the integral global optimization method even though they are nonsmooth. 
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2. We do not claim that all of the solutions are global because the implementation f the 
method has a probabilistic behavior. 
4. MAXIMUM LIKELIHOOD ESTIMATION FOR THREE-PARAMETER 
WEIBULL DISTRIBUTION 
The three-parameter Weibull distribution has found extensive applications in various fields. 
The probability density function is given by 
= - . )  b exp  - , • _> (21)  
where a is location parameter, b is scale parameter (b > 0) and c is shape parameter (e > 0). 
Among many available parameter stimation methods, the method of maximum likelihood (ML) 
is considered to be one of the most reliable. Several optimization methods are proposed to solve 
the problem, such as the Newton-Raphson method and its modifications, the Hooke and Jeeves 
method, and other direct methods. See the survey paper of Zanakis and Kyparisis [9] for more 
details. 
Consider the MLE (maximum likelihood estimation) for a complete (ungrouped) sample of 
size N: 
z l  <_ z2 <_ " "  <_ ZN-1  <_ ZN. 
The log-likelihood function is 
N N 
L(a ,b ,c )  = N(log c - clog b) + (e -  1) Z log(xi - a) - b - rE (x ,  - a) c, (22) 
i=1 i=1 
subject o the constraints: 
a_~xl, b>0,  c>0.  (23) 
EXAMPLE 2. Rochette et al. [10] prove that L has an interior maximum sometimes hut not 
always. If an interior elative maximum exists, then there is also a saddle point. As an example, 
they consider the sample 
zi=3.1, x2=4.6, xa=5.6, z4=6.8. 
For this sample, a0 = 1.73,b0 = 3.7163 and co = 2.71 is a solution of the likelihood function 
which has a local maximum (L - -6.810881). The saddle point is al "- 2.83, bl = 2.3923, and 
el - 1.44. They claim: "We have strong empirical evidence to indicate that there are never more 
than two solutions to the likelihood equations, and we conjecture that this is indeed the case, but 
we are unable to prove it." Indeed, they would hardly get a proof, we found other two solutions 
even for their sample: 
(1.298572, 4.182801, 3.133625) and (2.000027, 3.415618, 2.435923). 
The values of L at these points are almost same as their solution (L = -6.812511 and -6.81156, 
respectively). 
For comparison with other optimization methods, we solved four benchmark Weibull MEL test 
problems from the literature (see [9, Table 1]) by the integral minimization method. The results 
are little better (not significantly). It seems that if the number of data is large, then the behavior 
of the likelihood function is better. The advantage of the integral minimization method for such 
problems is that the solution does not depend on the choice of an initial guess. 
5. DECOMPOSITION OF MIXTURE DENSITIES 
Finite mixture densities arise naturally as densities associated with a statistical population 
which is a mixture of m component populations with associated component densities {Pi}, 
C#MIM ~[lO-ll-C 
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i = 1,...  ,m and mixing proportions (at), i = 1, ... ,m. Such densities appear as fundamental 
models of applied statistics. 
Suppose that we have 
m 
p(x[@) = E ai pi(x [ ~i), x = (z l , . . . ,  zn) E R", (24) 
i----1 
where each ai ~ 0 and ~'~n=l ai = 1, and each Pi is itself a density function parametrised by 
~bi E f~i C R n', i = 1,...  ,m. We denote ~ = (ax,. . .  ,am; ~bl,..., ~b,n) and set 
f]={(al""'am;~bl""'~bm) lf-~ai=X'ai>-O'~biEf]i'i=X"'"m}'i=l (25) 
We wish to estimate • on the basis of some sample of measurements. The maximum likelihood 
is the most widely preferred approach to this problem. 
Suppose that {zt}, k = 1,... ,N is an independent sample of N observations on the mixture. 
The log-likelihood function is then 
N 
L(~) = E logp(zk [~). (26) 
k=l  
Now we wish to obtain the maximum likelihood estimation by maximizing L(~) over the feasible 
set f~: 
max L(~). OEN 
It is a rather complicated nonlinear programming problem. Moreover, a local maximum ay not 
satisfy the requirements. Several optimization methods have been proposed to solve this problem 
including a method proposed by statisticians (EM algorithm, see [11,12]). Other methods can be 
found in McCormick's book [13] with an example of application to the mixture density problem. 
EXAMPLE 3. In his book, McCormick [13, Section 4.1] gave an example of a real mixture 
densities problem from systolic blood pressure of three normal distributions and obtained a 
solution ~1 = 0.365, a2 = 0.475, as = 0.160; ml = 130.1, ma = 163.1, ms = 221.0; ¢1 = 
12.0, a2 = 18.5, aa = 18.5. The maximum likelihood value is L = -1141.21. In his recent 
research, McCormick [14] mentions that this solution is not a global one and gives two more 
solutions. Using the integral global minimization method, we obtain a better solution: al  = 
0.397, a2 = 0.427, as = 0.176; ml = 130.897, m2 = 163.893, ms = 218.684; ¢1 = 12.159, ~r 2 = 
16.616, ¢a = 20.019. The maximum likelihood value is L = -1138.019. 
REMARK. In order to avoid the unboundedness of L near ~rl = 0, a2 = 0, and ~rs = 0, we take 
the feasible domain f~ such that ¢i > di > 0,i = 1,2,3 with small di, i = 1,2,3. 
6. SAMPLING 
As an example of applying the integral global minimization method to a discrete optimization 
problem, we consider a model of optimum allocation of sample size in stratified random sampling. 
In stratified sampling, the total population U = {UI , . . . ,  UN} is first partitioned into M sub- 
populations (called strata). Let Ni be the number of units in the ith stratum and ~'~1 Ni = N. 
Let n/ be the size of sample drawn from the ith stratum. Assume that the samples are drawn 
independently in different strata. We consider the problem of choosing n/, i = 1, . . . ,  M such 
that the sum of these n~ equals n (a fixed total sample size), and the variance of the unbaked 
estimate of the population V(~) is a minimum. The problem is then equivalent to 
M 
rain E --a/, (27) 
i=-I ni 
M 
subjectto En i=n,  l<_ni<Ni, niisinteger, i= l , . . . ,M.  
i=.1 
where a /= (NJN)2S.2, and S~ is the sample variance. 
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EXAMPLE 4. Consider an optimum allocation problem of sample sizes in a stratified random 
sampling. Data are given for the number of inhabitants of 61 large cities in the U.S. for the year 
1930 [see, I, pp. 217-226]. The cities are grouped into three strata. It is easy to obtain from the 
data that al = 33.7539, a2 = 1.4330 and as = 1.3885. The integer constraint prevents us from 
using optimization methods of continuous problems, so the dynamic programming approach is 
suggested in that book to solve this nonlinear integer programming problem. It is convenient to 
use the integrM minimization method to obtain the solution. After four iterations we obtained the 
solution z* = (16, 4, 4) and the optimum value c* = 2.8150. The number of function evaJuations 
was 141. 
REFERENCES 
1. T.S. Arthanari and Y. Dodge, Mathematical Programming in Statistics, John Wiley and Sons, New York, 
(1981). 
2. S.H. Chew And Q. Zheng, Integral Global Optimization, Lecture Notes in Economies and Mathematical 
S1stems, No. 298, Springer-Verlag, New York (1988). 
3. Q. Zheng, B. Slang and S. Zhuang, A method for finding global extrema, Acts Mathematicae Applieatac 
$inica 2 (1), 161-174 (in Chinese), (1978). 
4. Q. Zheng, Optimality conditions for global minLmization (I) and (II), Acts Mathematicae Applicatee Sinica, 
English Set., 1 (2/3), 67-78 and 118-134, (1985). 
5. Q. Zheng, Theory and methods for global optimization: An integral approach, Advances in Optimization and 
Control, Lecture Notes in Economies and Mathematical 8~stems, (Edited by H.A. Eizelt and G. Pederffioli), 
No. 302, pp. 18-33, Springe~Verlag, New York, (1988). 
6. Q. Zheng, Robust analysis and global minimization of a class of discontinuous functions (I) and (II), Acts 
Mathematicae Applicatae $iniea, English Set., 6 (3/4), 205-223 and 317-337, (1990). 
7. Q. Zhen8, Robust analysis and global optimization, International J. Comp*ttero and Mathematics with 
Applications, "21, (6/7), 17-24, (1991). 
8. D.A. Rat]mwsky, Nonlinear Regression Modelling, Marcel Dekker, New York, (1983). 
9. S.H. Zanskis and J. Kyparisis, A review of maximum likelihood estimation methods for the three-parameter 
Weibull distribution, J. Statist. Compt. Sis*clarion, 25, 53-73, (1986). 
10. H. Rochette, C. Antle and L. Klimko, Maximum likelihood estimation with the Weibull model, Journal of 
the American Statistical Association, 69, 246-249, (1974). 
11. A.P. Dempster, N.M. Laird and D.R. Robin, Maximum-likelihood from incomplete data via the EM algo- 
rithm, J. Royal Statist. Soe. Set. B, 39, 1-38, (1977). 
12. R.A. Redner and H.F. Walker, Mixture demdties, maximum likelihood and the EM algorithm, SIAM Review, 
26, 195-239, (1984). 
13. G.P. McCormick, Nonlinear Programmin9: Theor11, Alforithms and Applications, John Wiley and Sons, 
New York, (1983). 
14. G.P. McCormick, An example of two local maximizers: Estimating the parameter of the systolic blood 
pressure frequency function, (Working Paper, 1988). 
