Contributions of the co-authors 
where h ji is thinning rate defined by linearly interpolating in the ith tree size class at the jth thinning.
5
The BLV of a thinning regime for timber production can be written as follows (eq. 4): where p w denotes the timber prices for timber categories (w=1 pulpwood, w=2 sawlog), v denotes harvested timber volume, c j is the logging cost at the jth harvest, j=n+1 means final harvest, c 0 is the 11 discounted stand establishment cost, and r denotes discount rate.
13

Optimization algorithms
14
The criteria of algorithm evaluation applied in this study were the accuracy, efficiency and 15 robustness of optimization algorithms. The accuracy of algorithm is how close one objective function 16 value to the standard value that was defined as the objective function value of direct and random 17 search in this study. The efficiency of algorithm is the performance of an algorithm based on the 18 number of computation resources that can be evaluated by using time complexity (time consumption
19
by running an algorithm). Robustness is another kind of performance of an algorithm evaluated by 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   F  o  r  P  e  e  r  R  e  v  i  e  w  O  n  l  y   11   1 the capacity of tolerating errors of inputs. In this study, the number of individuals of population (n pop ) and maximum iteration number (n it )
were modified from Pukkala (2009) due to convergence problems raised by using the more 20 complicated process-based growth model. Therefore, the values of n it were increased to 8000 and 21 1500 for ES and NM, respectively. The value of n pop was 8 number of decision variables (n d ). We 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 by the competition between the offspring individual x i ' and the parent individual
Check whether the number of iterations (n it =100) reaches the 9 maximum limit. If not, go to step 3.
11
Evolution Strategy (ES)
12
The Evolution Strategy (ES) uses strategy parameters to determine how a recombinant is mutated.
13
ES generates an offspring as a mutated recombination from two parents. One of the parents is the 
, replace x w with x c and terminate the iteration, else go to step 5. 
and begin a new iteration. 6) Check whether the number of iterations (n it =1500) reaches its 9 maximum limit. If not, go to step 2. In this study we initiated initial points 30 times and then calculated for each optimal solution. We analyzed the speed of convergence, the time complexity of algorithms, the rate of successful search, 
Results
19
Optimal solutions 20 The results showed that both DE and PSO can successfully discover the highest objective function 21 values from our data. For instance, DE was superior in stands 1, 4, and 7, and PSO was superior in rotations except stand 4 (Table 2) .
14
The results showed that basal area development increased at the beginning, and then decreased after states (Fig. 1) . The more fertile the site (H100 index) was, the earlier the first thinning (Fig. 1a) , and 18 the denser the stand was, the earlier the first thinning (Fig. 1b) . The timing of the first thinnings The results revealed that thinning frequency was quite consistent. The optimal number of thinnings 3 was three or four for all tested stands (Table 2) . For sparse stands with initial density1500 trees/ha, 4 the optimal number of thinnings was three for stands 1, 2, 5, and four for stands 3-4. For denser 5 stands with initial density 2000 trees/ha (stand 6) and 3000 trees/ha (stand 7), however, the optimal 6 number of thinnings was always four. According to our results, the type of thinning significantly changed in selecting different tree size 9 classes to be removed from early precommercial thinnings to later rotation thinnings. For early 10 thinnings most small and medium size trees were remained, and only some large size trees were 11 thinned. For later thinnings large and medium size trees were mostly removed, and some of small 12 size trees were selectively thinned. However, the optimal thinning type varied depending on the 13 algorithms. Figure 2 shows an exception of optimal solutions for stand 6 by thinning type. For 14 instance, ES resulted in thinning from medium size classes at the 4th thinning (Fig. 2d) .
16
Accuracy of algorithms
17
With maximum 17 decision variables (n thin =4, n type =3, n d =17), the optimal solutions of all the 18 algorithms were satisfactory in accuracy for sparse stands with initial density 1500 trees/ha.
19
However, the differences became somewhat serious for denser stands with initial density 2000-3000 20 trees/ha ( Table 2 ). The differences of the optimized objective function values found by all the In general, PSO was clearly dominant in searching ability compared to the other algorithms in this 9 study. Including DRS, all the algorithms we tested were fairly successful in searching optimal 10 solutions. The differences in optimal solutions were caused by the search capability of algorithms in 11 terms of decision variables, such as the timing, frequency, and type of thinning, as well as the length 12 of rotation. For example, NM only found three thinnings to be optimal, and this led to a shorter 13 rotation length for stand 3. Both ES and DRS found four thinnings to be optimal. However, ES led to 14 earlier thinnings and a shorter rotation (83 yrs) than those of DRS (92 yrs) for stand 6. Meanwhile, 15 the type of thinning by ES tended to leave more trees in sawlog tree classes for later harvesting (Fig.   16 2c, d). This was especially true at the fourth thinning: the type of thinning was thinning from middle 17 tree size classes by ES (Fig. 2d) . This implies that more sawlog trees were expected at final harvest.
18
It should be noted that, a 3% discount rate was constantly used in this study. A higher discount rate 19 may lead to shorter rotations, and vice versa. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 In this study, the time consumption of NM was less than that of PSO, which was in line with Pukkala 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 This explains the performance of algorithms in terms of time consumption.
11
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