We consider the existence of a probability measure P on Ω such that P has the given marginals α and β and satisfies some other convex transport constraints, which is given by Γ. The main application we have in mind is the martingale optimal transport problem with when the martingales are assumed to have bounded volatility/quadratic variation. We show that such probability measure exists if and only if the α average of so-called G-expectation of bounded uniformly continuous and bounded functions with respect to the measures in Γ is less than their β average. As a byproduct, we get a necessary and sufficient condition for the Skorokhod embedding for bounded stopping times.
In this paper, we consider the existence of a probability measure satisfying some more general convex transport constraints in addition to having the given marginals. We first consider the case when only the initial and terminal marginals, α, β, are given. The additional transport constraint is characterized by a set valued map Γ : X → 2 P(Ω) , where P(Ω) is the set of probability measures on Ω. In other words, Γ(x) is the set of admissible transport plans when starting from position x. We show that there exists a probability measure P such that P • X 
where
We use a separating hyperplane argument to establish this result. A crucial assumption is the weak compactness of the set of probability measures satisfying P • X −1 0 = α and P | X 0 =x ∈ Γ(x). This seemingly restrictive assumption, in fact, is necessary for our result; see Example 2.
Then we obtain the necessary and sufficient condition in the case when finitely many marginals are given by a pasting argument. Finally, we consider the existence of a probability measure satisfying the domain constraints in continuous time with all the 1-D marginals given. The method we use is to take the weak limit of the probability measures with finitely many marginals.
Our main goal is to address the (bounded) volatility uncertainty in the martingale transport. In Mathematical Finance, it is well known that the marginal distribution of stock price can be implied from the prices of European call/put options with all the strike prices and all the maturity dates. Then the problem of no arbitrage is directly related to the existence of a martingale measure with given marginals. When there is no constraint on the volatility, the answer is given by Strassen's or Kellerer's Theorem depending on whether it is in discrete or continuous time. In practice, the volatility of a stock can be estimated from the historical prices up to a confidence interval. Our results imply that there exists a martingale measure with a bounded volatility, if and only if the expectation of any bounded and continuous function f , w.r.t. the marginal at the terminal time, is larger than the G-expectation of f . As a byproduct, we get a necessary and sufficient condition for the Skorokhod embedding in bounded times.
Let us also point out that our results have a natural financial interpretation. f Γ defined in (2) represents the subhedging price of f , and (1) means the market price β(f ) is larger than the subhedging price (by symmetry, smaller than super-hedging price). As a result, (1) is well aligned with the existence of a measure with given constraints, since both indicate no arbitrage.
The rest of the paper is organized as follows. In the next section, we establish the existence result when there are only two marginals given. In Section 3, we obtain the result when there are finitely many marginals given. Finally, in Section 4 we have the result with all the 1-D marginals in continuous time.
Result with two marginals
Let Ω be a Polish space. We mainly consider three examples for Ω:
• X N +1 , where X is a polish space, and N ∈ N.
• Let X be the canonical process on Ω and (F t ) t the filtration generated by X. Let Γ : X → 2 P(Ω) such that ∅ = Γ(x) ⊂ P(Ω x ), where P(Ω) is the set of Borel measures on Ω, and
Here Γ(x) represents the set of admissible transport plans given X 0 = x. We assume that the graph of Γ,
is analytic. Denote
Remark 1. By the analyticity assumption of Gr(Γ), C = ∅. Indeed, by the Jankov-von Neumann Theorem (see, e.g., [1, Proposition 7 .49]), there exists a universally measurable selector P ′ (·) such that P ′ (x) ∈ Γ(x) for any x ∈ X. Then P 0 ⊗ P ′ ∈ C for any probability measure P 0 on X, where
Let α and β be two probability measures on (X, B(X)). Let
Note that by Remark 1 A ∩ C = ∅. Our aim is to find a necessary and sufficient condition, such that A ∩ B ∩ C = ∅. In particular, Γ here is treated as a transport constraint from time 0 to time T , which is different from the marginal constraint. Below is the main result of this section. Theorem 1. Assume that A ∩ C is convex and compact. Then
where F is the set of bounded and uniformly continuous (u.c.) functions on X, and
Remark 2. The test function f in the above theorem is required to be bounded and u.c.. The result still holds if f is in the class of lower semianalytic functions, or any set of functions which is between these two classes.
Remark 3 (Financial interpretation). Suppose Γ contains the martingale constraint, i.e.,
Suppose X represents the stock price, and f is the payoff of an option written on X T . Assume α = δ x . Then f Γ (x) represents the sub-hedging price of the option f given the current stock price X 0 = x, and β(f ) is market price of f (which is consistent with the vanilla option prices). Then the righthand-side of (4) means that the sub-hedging price is smaller than the market price. By symmetry, the super-hedging price is larger than the market price. On the other hand, the left-hand-side of (4) means there is a measure consistent with the constraints. As a result, both sides of (4) represent no arbitrage.
2.1.
Comparison with Strassen's Theorem. Assume Ω = X 2 . When X is compact, our result generalize Strassen's Theorem. Indeed, in this case Γ(x) is given by
and the compactness assumption of A∩C is satisfied. It is easy to see that f Γ is the convex envelope of f . As f Γ ≤ f , we can replace the right-hand-side of (4) by "α(f ) ≤ β(f ) for any convex function f ". On the other hand, when X is not compact (consider X = R), our result cannot imply Strassen's theorem. First of all, Γ(x) defined by (6) is no longer compact. Moreover, the right-hand-side of (4) trivially holds. In fact, it is easy to show that with Γ defined in (6),
Let us also point out that Strassen's theorem crucially relies on the compactness of A ∩ B. Without such compactness Strassen's theorem fails. See below for an example.
Obviously there is no martingale measure on C[0, 1] with marginals α and β. On the other hand, for any convex function f , it is easy to see that
2.2. Necessity of the compactness of A∩ C. The compactness assumption of A∩ C is necessary for our result. Regarding this point. we provide the following example.
, and let Γ given by (6). Then obviously A ∩ B ∩ C = ∅. However, since
for any bounded function f , the right-hand-side of (4) holds.
In general, for Ω = R 2 we know that A ∩ C is compact. From Strassen's theorem, we can easily show that
where G is any class of functions that contains all convex functions. In particular, f ∈ G is not necessary bounded. We suspect the failure of (4) without the compactness assumption of A ∩ C is probably because the set of test functions F is too small. In other words, suppose we do not assume A ∩ C is compact, is it true that
where H is some class of functions (e.g., continuous functions, or Borel measurable functions)? ( (7) implies that (8) holds when Ω = R 2 , but in this case A ∩ B is compact. We wonder if (8) 2.3. Examples of volatility uncertainty. The compactness assumption of A ∩ C may not be satisfied in some natural cases. Our starting point is to consider C as the set of martingale measures with volatility uncertainty. With some compact constraint on the volatility, we can show A ∩ C is indeed compact. Here are some examples.
Example 3 (Volatility uncertainty in one period). Let X = R d and Ω = X 2 . Assume α has a finite first moment (i.e., α(|x|) < ∞), and let
where a(·) is a nonnegative, bounded and continuous function on X. It can be shown that Gr(Γ) is Borel measurable. Proposition 1. In this example, A ∩ C is convex and compact.
Proof. Convexity is obvious. Now for any ε > 0, there exists compact set K ⊂ X such that α(K) ≥ 1 − ε. Then for any P ∈ A ∩ C,
is a compact set in X 2 . Therefore, A ∩ C is tight and thus precompact. Assume P n ∈ A ∩ C such that P n w → P . Then by the Portmanteau Theorem
Now, let us show the martingale property under the limiting measure. Let g be any continuous and bounded function on X. Since X 1 − X 0 ≤ sup z∈X a(z) < ∞ P n -a.s. and P -a.s., we have that
This implies P is a martingale measure. As a result, P ∈ A ∩ C, and thus A ∩ C is compact.
With Γ defined in (9), it can be shown that for any function f : X → R,
where C(f |Ō (x,b) )(x) is given by the convex envelope of f restricted onŌ(x, b) := {y ∈ X : |y−x| ≤ b} and then evaluating at x.
Example 4 (Volatility uncertainty in multiple periods). Let X = R d and Ω = X N +1 , N ≥ 1. Assume α has a finite first moment, and let
where a n−1 is a nonnegative, bounded and continuous function on X for n = 1, . . . , N . Similar to the last example, we can show that A ∩ C is convex and compact. In this case, f Γ can be calculated recursively as follows:
Example 5 (Volatility uncertainty in continuous time). Let X = R d and Ω = C[0, 1]. Assume α has a finite first moment, and let
where D ⊂ R d×d is some fixed convex and compact set of matrices. In this case, f Γ is the Gexpectation of f (see [2] ).
Proposition 2. In this example, A ∩ C is convex and compact.
Proof. First, we show A ∩ C is tight. We have
Moreover, for any s, t ∈ [0, 1], since D is bounded, by the Burkholder-Davis-Gundy inequality there exists some constant K independent of s and t such that
By the moment criterion A ∩ C is tight. Next we show A ∩ C is closed. Let P n ∈ A ∩ C such that P n w → P . Obviously P ∈ A. Then using almost the same argument as in the proof of [4, Lemma 3.2], we can show that P ∈ C.
2.4.
Application to Skorokhod embedding in bounded times. Theorem 1 and Example 5 provide a necessary and sufficient condition for the existence of a Skorokhod embedding in a bounded time. To wit, let Ω = C[0, 1] with X = R. Let α, β ∈ P(X) with finite first moments and σ > 0 be a constant. For u, r > 0, define
whereΩ := C 0 [0, ∞) is the set of continuous paths [0, ∞) → X starting from position 0, andX is the canonical process on Ω. For any function f on X and u, r > 0, define
We have the following. 
Proof. "=⇒". For any function f , we have that
where W is the probability measure associated with the Brownian motion, and the third (in)equality follows from the d X ·∧τ t dt = 0 for t > τ , and the fourth (in)equality follows from a change of the time scale.
"⇐=". By Theorem 1 and Example 5, there exists Q ∈ Q σ,1 such that
By the Dambis-Dubins-Schwarz theorem (we can extend X and Q to the time interval [0, ∞) so that the condition of the theorem is satisfied), B s := X T(s) is a Brownian motion w.r.t. the filtration
, having the initial distribution B 0 d = α, and X t = B X t , where F t is given by ∩ ε>0 F t+ε completed by Q, and
In particular,
Proof of Theorem 1.
Proof of Theorem 1. "=⇒". Take P ∈ A ∩ B ∩ C. Then
"⇐=". Suppose A ∩ B ∩ C = ∅. It can be shown that B is convex and closed. Thanks to the assumption that A ∩ C is convex and compact, by Hahn-Banach separation theorem there exists a continuous and bounded function g on Ω such that
First, g can be assumed to be u.c.. Indeed, for the bounded and continuous function g, by [1, Lemma 7 .7] there exists g n ∈ F such that g n ր g. Thanks to the compactness of A ∩ C, we can apply [2, Theorem 31] and get
Also we have that
As a result, for n large enough,
For the rest of the proof, we assume g ∈ F.
Second, we show that
which is lower semianalytic by [1, Proposition 7.47]. For any P ∈ A ∩ C,
which implies LHS ≥ α(ḡ). Conversely, for any ε > 0, by [1, Proposition 7 .50] there exists a universally measurable Q ε (·) : X → P(Ω) such that Q ε (·) ∈ Γ(·), and
Let P ε = α ⊗ Q ε . Then P ε ∈ A ∩ C, and
By the arbitrariness of ε, we have LHS ≤ α(ḡ).
As g is bounded and u.c.,g is also bounded and u.c.. We show that
Obviously,
Conversely, for any ε > 0, by [1, Proposition 7 .50] there exists a universally measurable u(·) : X → Ω such that (u(x)) T = x andg (x) − ε < g(u(x)).
Let P ε := δ u ⊗ β, i.e.,
Obviously P ε ∈ B. Moreover,
This implies that RHS ≥ β(g).
Finally, we have thatḡ ≤g Γ . Indeed, for any x ∈ X,
As a result, we have that
Contradiction.
2.6. Extension to moment constraints. Let A, B ∈ P(X) be convex and closed sets of probability measures. Define
0 ∈ A} and B := {P ∈ P(Ω) :
Using almost the same argument as above, we have the following.
Proposition 4.
Assume A ∩ C is convex and compact. Then
Result with multiple marginals
We still use the three cases of Ω from the last section. Assume 0 = t 0 < t 1 < . . . < t n = T such that for i = 1, . . . , n − 1, t i ∈ {0, . . . , N } if Ω = X N +1 , and
be the space of the paths starting from x ∈ X. Denote X [0,t] the path from time 0 to time t.
for any x ∈ X, and assume Gr(Γ i ) is analytic, i = 0, . . . , n − 1. Let
and
where P t i ,ω is the conditional probability of P given ω up to time t i , 1 and thus is a probability measure on Ω ωt i i , and
represents the marginal probability distribution of P t i ,ω from time 0 to time t i+1 − t i .
Remark 4.
Here Γ i represents the restriction of probability measures from time t i to time t i+1 . Note that the restriction only depends on the current location instead of the whole history (i.e., path). This property is critical for the construction of probability measures with multiple marginals later on. Also note that it does not imply the underlying probability measure is Markovian.
Example 6. Assume Ω = C[0, 1] with X = R d . Let P ∈ P(Ω) be a martingale measure such that
where D ⊂ R d×d is some bounded set of matrices. Then this martingale and volatility uncertainty restriction satisfies the property mentioned above. To be more specific, let
Then P satisfies (13) if and only if P ∈ ∩ n−1 i=0 C i .
Let α i ∈ P(X), and
Recall f Γ defined in (5) . The following is the main result of this section.
Theorem 2. Assume A i ∩ C i is convex and compact for i = 0, . . . , n. Then
where the inequality follows from the definition in (5), and the fact that the conditional probability associated with E P [·|F t i ](ω) is an element of Γ i (ω t i ) for P -a.s. ω (see (11) and (12)). "⇐=". By Theorem 1 there exists a probability measure
1 i.e., for any Borel measurable function f on Ω,
where for ω ′ ∈ Ωi such that ω
where for x ∈ X,
is the conditional probability of P i given ω 0 = x. It can be shown that P indeed is a probability measure on Ω. Moreover,
s. ω, and thus P ∈ C i for i = 0, . . . , n − 1.
It remains to show that
We prove the above by an induction. Obviously (15) holds for i = 0. Assume it holds for i = k with 0 ≤ k ≤ n − 1, and consider the case when i = k + 1. For any bounded and measurable function f on X, we have that
where the second equality follows from the induction hypothesis P • X −1 t k = α k and (14), the fourth equality follows from P k ∈ A k , and the fifth from P k ∈ A k+1 . t ⊂ Ω t be the set of paths starting from position x ∈ X. We are given a class of maps Γ [s,t] : X → 2 P(Ω t−s ) for 0 ≤ s < t ≤ 1. Each Γ [s,t] will represent the restriction of probability measures to the time interval [s, t] . In particular, this restriction is Markovian in the sense that Γ [s,t] (·) only depends on the current value ω s ∈ X instead of the whole history ω [0,s] . Again we assume that for any 0 ≤ s < t ≤ 1, ∅ = Γ [s,t] (x) ⊂ P(Ω x t−s ) for x ∈ X, and Gr(Γ [s,t] ) is analytic. For 0 ≤ s < t ≤ 1, let
We assume {Γ [s,t] } 0≤s<t≤1 is such that the following consistency property holds:
Let (α t ) t∈[0,1] ⊂ P(X). We will consider probability measures on Ω with marginals (α t Below is the main result of this section. Proof. "=⇒" follows from the same argument as in the proof of Theorem 1. "⇐=". By Theorem 2, there exists P n ∈ Λ n , where
It is easy to show that Λ n is compact for any n ∈ N. By the consistency assumption (16) it follows that Λ n+1 ⊂ Λ n . Therefore, P m ∈ Λ n for any m ≥ n. In particular, P m ∈ Λ 1 with Λ 1 compact. Then there exists P ∈ P(Ω) such that
It can be seen that P ∈ Λ n for any n ∈ N. We show that P ∈ 0≤r≤1 A r ∩ 0≤s<t≤1 C [s,t] . By (16) P ∈ C [s,t] for any 0 ≤ s < t ≤ 1. If t ∈ T , where T := {k/2 n : k = 0, . . . , 2 n , n ∈ N}, then P • X −1 t = α t , since P n • X −1 t = α t for n large enough. In general, for t ∈ [0, 1], let t k ∈ T such that t k ց t. Since X is right continuous,
As t → α t is right continuous, we have P • X 
