Clustering is a powerful machine learning technique that groups "similar" data points based on their characteristics. Many clustering algorithms work by approximating the minimization of an objective function, namely the sum of within-thecluster distances between points. The straightforward approach involves examining all the possible assignments of points to each of the clusters. This approach guarantees the solution will be a global minimum, however the number of possible assignments scales quickly with the number of data points and becomes computationally intractable even for very small datasets. In order to circumvent this issue, cost function minima are found using popular local-search based heuristic approaches such as k-means and hierarchical clustering. Due to their greedy nature, such techniques do not guarantee that a global minimum will be found and can lead to sub-optimal clustering assignments. Other classes of global-search based techniques, such as simulated annealing, tabu search, and genetic algorithms may offer better quality results but can be too time consuming to implement. In this work, we describe how quantum annealing can be used to carry out clustering. We map the clustering objective to a quadratic binary optimization (QUBO) problem and discuss two clustering algorithms which are then implemented on commercially-available quantum annealing hardware, as well as on a purely classical solver "qbsolv." The first algorithm assigns N data points to K clusters, and the second one can be used to perform binary clustering in a hierarchical manner. We present our results in the form of benchmarks against well-known k-means clustering and discuss the advantages and disadvantages of the proposed techniques.
I. INTRODUCTION
Clustering is the process of grouping objects based on their common features. It is a powerful machine learning technique used to digest and interpret data. Clustering algorithms find application in a wide variety of fields, including the investigation of gene expression patterns [1] [2] [3] [4] , document clustering [5, 6] , and consumer segmentation [7] [8] [9] , among many others.
Often, clustering is cast as an optimization problem using an objective (or 'cost') function [10] . A common objective function is the sum over pairwise dissimilarities within the clusters:
Here each x i represents an individual data point or observation, d is a distance metric on the space of possible data points, and C refers to the cluster assignment. Essentially, this results in a value given by the sum of the total distances between all points that reside in the same cluster. In combinatorial clustering, the total dissimilarity of every possible cluster assignment is examined to find the minimum of W , which guarantees a global minimum is found. Unfortunately, examining all possible assignments of observations to clusters is feasible only for very small datasets. For a task where N data points are assigned to K clusters, the number of distinct assignments is given by
and for example, S(19, 4) ≈ 10 10 [10] . Even with modern computing resources, this exhaustive search technique quickly becomes impractical or outright impossible.
Common clustering algorithms, such as k-means [11] or hierarchical clustering [12] are local search techniques which take less exhaustive, greedy approaches. For a nice summary of how clustering techniques have evolved, see [13] . Because they are heuristic-based greedy approaches, neither k-means nor hierarchical clustering are guaranteed to find an optimal clustering. A single run of the k-means algorithm is likely to end up with a locally optimal solution that is not a global optimum. Thus, k-means is typically run multiple times with different random initializations to get a subset of good solutions. The best solution is then chosen as the final clustering result. However, even with many runs, there is no guarantee that the true global minimum will be found, particularly if the solution space has many local minima.
The problem of choosing an optimal solution from many potential combinations, or combinatorial optimization, is well known in the computer science literature. Many formulations of the problem, including clustering, are NP-hard [14] . These problems, including the famous traveling salesman problem, suffer from similar scaling issues [15] . For clustering related problems, global search techniques such as simulated annealing, tabu search, and genetic algorithms although computationally less efficient than k-means are known to produce better quality results [16] .
We discuss the simulated annealing (SA) [17] based approach in a bit more detail, as it closely resembles the techniques we describe in this paper, and it has been widely used for
clustering [18] . SA can be understood as analogous to the metallurgical process from which its name derives-slowly cooling a metal. During SA, the objective function is reimagined as the energy of a system. At all times, there are random transitions that can potentially occur. Which transitions actually occur is a function of both temperature and whether the transition would result in an increase or decrease in energy. At high temperatures, changes that increase or decrease the energy are almost equally likely, but as the temperature slowly decreases, energy increases become less and less likely, and eventually the system settles into a very low energy state.
In the context of clustering, SA starts with a random assignment of observations to different clusters. In each iteration, one observation is randomly chosen to be reassigned to a new cluster. The change in the objective function, or energy,
by the reassignment is computed. If the energy decreases (∆W < 0), the new assignment is accepted; if it increases (∆W > 0), the new assignment is accepted with a probability proportional to exp(−∆W/T ) where T represents the "temperature" of the system. The process is continued for a predetermined number of steps, during which the temperature is reduced in some prescribed manner [19] . At relatively high temperatures, the algorithm can easily increase its energy, escaping local minima. However, at low temperatures it steadily decreases in energy, eventually reaching a minimum. If the temperature is brought down slowly enough, the probability of arriving at the globally optimal clustering assignment approaches one.
SA-based clustering has shortcomings as well. It works well for moderate-sized data sets where the algorithm can traverse the energy landscape quickly. However, the process becomes extremely sluggish for large datasets, especially at low temperatures, and it becomes more likely to get stuck in local minima. In addition, there are several free parameters, and selecting a suitable cooling schedule is difficult and requires a time-consuming trial and error approach tuned to the problem at hand. There have been many attempts at improving the speed and quality of SA results [20] [21] [22] , generally by doing many sequential runs with a very short annealing schedule.
A. Quantum annealing
Quantum annealing (QA) is an outgrowth of simulated annealing that attempts to use quantum effects to improve performance [23] . In QA, quantum fluctuations are used to change energy states, instead of SA's thermal excitations. This has been thought to improve performance [24] , and there have been some experimental results with recent commercially available devices to this effect [25] .
In the adiabatic limit as the transformation from H i to H f slows sufficiently, the quantum annealer is guaranteed by the adiabatic theorem to finish in the ground state (if it begins in the ground state) [26, 27] . In practice, real machines operate at finite temperature and it is impractical to set arbitrarily long annealing times. Moreover, the required annealing time is proportional to the spectral energy gap between the ground and first excited state, something that is rarely known a priori. Therefore it is common practice to perform multiple runs on the annealing device, each with a short (on the order of microseconds) annealing time, after which the solution and resulting energy is saved. After a large number of runs, the one with the lowest overall energy is selected as an approximation of the global minimum.
In order to use QA for optimization, one has to find a suitable mapping of the problem's objective function to the energy states of a quantum system. Quantum annealing devices first initialize a quantum system in an easy-to-prepare ground state of an initial Hamiltonian H i , which is then slowly evolved into a final Hamiltonian H f whose ground state corresponds to the solution of the optimization problem at hand; for example,
where s is monotonically increasing with s(0) = 0 and s(T ) = 1.
It has recently become possible to encode and solve real-life optimization problems on commercially available quantum annealing hardware [28] .Recent studies have demonstrated how QA can be used to carry out important machine learning tasks [29] [30] [31] [32] including clustering [33, 34] . However, authors in Ref [33, 34] discuss a different class of "soft "clustering algorithms where a data point is probabilistically assigned to more than one cluster. Note that the algorithms presented in this work belong to the class of "hard" clustering algorithms where a data point is assigned to one and only one cluster.
Current generations of these devices are designed to solve problems cast into the form of an Ising spin glass [35] :
Here σ i represents the state of the i th qubit (or the z-component of the i th Pauli spin operator), and can take values ±1, while h i and J ij are the control parameters of the physical system and represent the bias on each of the qubits, and coupling between two qubits, respectively. A very similar problem, quadratic unconstrained binary optimization (QUBO), is also commonly used as a template. Ising problems can be trivially converted into QUBO and vice versa. In the next section we describe how the clustering objective function can be recast as a QUBO.
II. QUANTUM ANNEALING METHODS
A. One-hot encoding
are to be assigned to K clusters {C a } K a=1 . Let each point x i be associated with a Boolean variable q i a which indicates whether the point is in cluster C a or not. We refer to this as a "one-hot" encoding, familiar from the QUBO solution of the map coloring problem [36] . Given the 1 2
clustering objective W (C) can be written as
assuming one can guarantee that for each i, only a single q i a = 1 for some cluster label a, the rest being zero. Energetically-speaking however, with this form of H the guarantee will not be honored, since the most beneficial values the q may take are all zeroes (or at least such that H remains zero). Thus we add constraints (one for each value of i) to the objective function in the form:
times Lagrange multipliers λ i to H :
In practice, we must ensure that the λ i are chosen large enough to discourage any constraint violation and force the one-hot encoding. In particular, we must protect against the mildest constraint violation, for which there are two possibilities: either a single x i can be assigned to more than one cluster, or it can be assigned to zero clusters.
If a point is assigned to more than one cluster, this can only result in an increase in H, simply because additional qubits being "switched on" can only introduce additional positive terms in the sum involving same-cluster distances d(x i , x j ). Therefore, this type of violation will never be favored energetically.
On the other hand, assigning x i to no cluster has the effect of setting some d(x i , x j ) to zero, thus reducing H. The goal then is to choose the corresponding λ i large enough so that the constraint term offsets the maximum possible reduction in H. When a point x i is assigned no cluster, in the worst-case scenario it can set N − K pairwise-distances to zero (because x i could cluster with a maximum of N − K points, assuming every cluster contains at least one point; we take as given that N ≥ K + 1). The maximum possible reduction in H would result when each of the other points are at the maximum distance from x i . In this case H is reduced by
where the right-hand side is the worst-case scenario bound. Thus to guarantee that no constraint is violated, we set λ i = λ for all i with
whered is the pair-pointwise maximum of d(x i , x j ) for all i, j. In practice, one can normalize d(x i , x j ) so thatd = 1 in (10) . Then setting λ = (N − K) in (8) will ensure that no violations occur.
In practice, λ cannot be made arbitrarily large. Ultimately this will make demands on one's hardware precision, given the details of the clustering problem at hand. In the discussion that follows we comment on the precision limitations imposed by current-generation quantum annealing hardware specific to the one-hot encoding clustering approach.
If the hardware supports n-bit precision for the couplings and biases, and we assume only (dimensionless) integer values for those coefficients, then the coupling and bias values one might reliably set and distinguish are
To make a comparison with the hardware we will be using, we transform into spin variables.
Spin variables
To determine the couplings and biases one should use on the hardware annealer, or simulate this system, we must transform into spin variables s (s i a + 1) in H to obtain (we drop constants along the way)
where we have used a =b (s 
We want to maximize λ given the hardware constraints. When K > 2 and the hardware is precise to n-bits, we thus set
and H becomes
The scaling requirement for d reads
.
For n = 6 (which is the precision on current commercially available quantum annealers), this is
. 
B. Binary Clustering
In order to develop a better intuition we use spin variables here. Suppose N points are to be assigned to K = 2 clusters. Let each point x i be associated with an Ising variable s i = ±1 which indicates whether the point is in cluster 1 (s i = 1) or not (s i = −1). We refer to this as binary clustering. Without the one-hot constraint, the objective is simply
When d(x i , x j ) is large, s i and s j tend to adopt opposite spins (and thus are assigned to different clusters), whereas if d(x i , x j ) is small, points tend to adopt the same spin (and thus are assigned to the same cluster). This approach allows assignment of points to only K = 2 clusters as opposed the one-hot encoding case. However, since there are no constraints, the precision issues faced by one-hot encoding are avoided. Moreover, it requires a significantly smaller number of qubits (half if we compare with K = 2 one-hot encoding). To accommodate more clusters, one can envision running this approach recursively along with a divisive hierarchical clustering scheme.
One might ask why we don't use a binary encoding of cluster membership for K > 2.
Indeed, this would be a thrifty use of qubits. Unfortunately, in this case the objective function exceeds quadratic order in the s i , so it is not immediately amenable to solution on D-Wave 2X hardware. There exist methods for reducing the order [37] , but at the expense of introducing additional qubits, the number of which scales worse than the number in the one-hot encoding. The question of whether the relaxed precision demands encountered using this order reduction method gives some edge is left for future investigation.
III. RESULTS

A. One-hot encoding
Here we present our clustering results obtained using one-hot encoding as well as binary clustering technique. For problem sizes that fit onto the hardware, results were obtained by running on actual QA hardware. For larger instances which cannot fit, an open-source solver qbsolv was used. Qbsolv was recently released by D-Wave [38] and allows QUBO problems that are too large to be embedded onto QA devices to be solved. It is a hybrid approach that is designed to be able to use the best of both classical and quantum optimization. First, in the classical step, the large QUBO is divided into smaller sub-QUBOs. Then each of these smaller sub-QUBOs can be solved by QA. These solutions are then stitched back together to find a full solution. In this paper qbsolv is used as a purely classical technique using tabu search as a solver instead of QA.
We use k-means clustering to compare performance. We first start with a customized pedagogical problem to develop intuition of how k-means can fail while the quantum-based approach succeeds. This particular problem highlights the issue of improper initialization of centroids during k-means which leads sub-optimal solutions. Figure (1) a) , b) and c) show the clustering of 12 points among four clusters using k-means. We show here a specific initialization of centroids. In this particular configuration, where one centroid is centered in between a pair of clusters, while the other three centroids are shared near the other two true clusters. As can be seen, this can cause k-means to fail, converging to the local minimum seen in Figure (1 c) . Note that such unfortunate initializations occur more frequently when data points belong to p > 2 dimensional space. Thus while this particular instance is trivially solved by repeating with multiple random initializations, in higher dimensions the problem becomes more common and severe. Figure 1d) indicates clustering obtained using the one-hot encoding running on QA hardware. One-hot encoding is able to cluster points in a single step compared to the iterative procedure followed by k-means. This instance required 48 variables encoded on the hardware which are partially connected to each other. The appropriate embedding was found by the heuristic embedding solver provided on the QA hardware. For all cases, QA hardware was run with default parameters and post-processing was switched off. Unless stated otherwise, in all cases 1000 samples were collected and the spin configuration with lowest energy was selected as the optimal solution. The couplings and biases were initially input in QUBO form. For all instances, d(x i , x j ) was scaled to lie within the range [0, 1]. For all one-hot encoding instances, λ was set equal to N to satisfy the constraint 12.
We also used the one-hot encoding technique with qbsolv to solve larger instances. We carried out clustering of N = 200, 1000, and 2000 points into K = 6 clusters using one-hot and k-means. The points were created as Gaussian blobs where overlap between clusters was allowed. The scikit-learn [39] implementation of k-means was used for comparison purposes. During k-means, the centroid initialization was done randomly as well as using the k-means++ technique [40] . Ten initializations were used and the one with lowest "inertia" was considered as the solution. Inertia refers to the sum of distances between points and their respective cluster centroid and is different from W . In W , each such distance is weighted by the cluster size as well. k-means was considered to have converged when the difference in inertia between successive iterations reached 10 −4 or 300 iterations were completed. Figure   ( 2) indicates the clustering assignments obtained using one-hot encoding and k-means for N = 200 and 2000 case.
For N = 200 case, one-hot encoding achieves assignments similar to k-means. Whereas, the N = 2000 case indicates major differences between the assignments obtained using both the techniques. In order to quantify these differences, in Table I we compare the inertia values obtained using one-hot encoding and k-means.
The first two columns in Table I refer to the two different ways in which centroids were clustering obtained using one-hot encoding depends heavily on the quality of solution obtained using a given solver. We believe that the system sizes studied here are simply too large for qbsolv to handle.
We used qbsolv as a blackbox in order to assess the performance of proposed algorithms.
In order to further examine the influence of qbsolv's solution quality on clustering, we ran qbsolv with different values of the parameter nrepeat. nrepeat is a hyperparameter in the qbsolv solver. It is expected that setting nrepeat to a higher value than the default value would return better quality solutions. Figure ( 3) indicates the evolution of inertia with the parameter nrepeat for N = 200 case.
The clustering performance improves and gets closer to the k-means performance as nrepeat value is increased. We obtained diminishing improvements as nrepeat value was further increased. This clearly indicates that as the solver gets better, the performance of the one-hot encoding algorithm improves. We believe there are other qbsolv hyperparameters which can be fine-tuned to achieve better results. A detailed study is needed to understand the influence of hyperparameters on the quality of solutions obtained using qbsolv.
B. Binary Clustering
We present our results for the binary clustering case. For binary clustering we generate data points uniformly over an ellipse. Such a distribution of points in two dimensions is known to be equivalent to clustering of Gaussian distributed points in higher dimensions, a fact that was used in [41] to compare the performance of bisecting k-means and principal direction divisive partitioning (PDDP). The binary clustering for N = 40 was run on QA hardware. 40 fully connected variables were embedded on the hardware using D-Wave's heuristic embedding solver [42] . The N = 1000 and 2000 cases were treated using qbsolv. We observe few differences in the cluster labels obtained using k-means and binary clustering. This is evident from the inertia values obtained for both the techniques tabulated in Table II .
Inertia values obtained using binary clustering are very close to those obtained using k-means. The performance of binary clustering does not appear to get as low as the data size increases compared to one-hot encoding. In this paper we introduced two formulations of the clustering objective function which can be used to carry out clustering on quantum annealing hardware. The one-hot encoding technique's performance was poor compared to the k-means clustering on relatively large datasets. Our study indicates that one-hot encoding yields better results as solver quality improves. The need to use constraints severely limits the use of one-hot encoding on QA hardware for clustering of all but very small datasets due to the precision requirement.
Moreover, one-hot encoding requires substantially more qubits to encode the problem. The one-hot encoding scheme adopted here, where each data point is associated to a K-bit string, does not use the qubits efficiently and leads to cumbersome constraint conditions. One could imagine a more efficient use of qubits to avoid or decrease the dependency on constraints by using a binary encoding-based scheme. In a binary encoding formulation, cluster assignment for each data point can be represented by binary strings. Further investigation in this direction is ongoing.
We tried to relax the constraint condition by setting λ < (N − k). As the constraint was relaxed we started observing violations where a given point was assigned to more than one cluster. These solutions were considered invalid in the current implementation. However there are classes of fuzzy clustering algorithms where data points are allowed to be assigned to more than one cluster. How such fuzzy frameworks can be aligned with the current technique is not clear and requires further investigation.
The binary clustering was observed to compare well with the k-means results. The absence of constraints and use of fewer qubits makes it particularly suitable for clustering of large datasets. These advantages come with a limitation that binary clustering can only be used to carry out binary splits at each step. We expect that in algorithms such as divisive hierarchical clustering which makes binary split at each step, one can benefit from the binary clustering technique. Binary splitting in itself is an NP-hard problem and has traditionally been treated with heuristic algorithms during divisive hierarchical clustering [43] . Hence, a hierarchical clustering approach, in conjunction with binary clustering is expected to outperform the current versions of divisive hierarchical clustering algorithms.
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