Abstract. In this manuscript, we establish asymptotic local exponential stability of the trivial solution of differential equations driven by Hölder-continuous paths with Hölder exponent greater than 1/2. This applies in particular to stochastic differential equations driven by fractional Brownian motion with Hurst parameter greater than 1/2. We motivate the study of local stability by giving a particular example of a scalar equation, where global stability of the trivial solution can be obtained.
Introduction
This article is concerned with the study of the stability of R d -valued ordinary differential equations driven by Hölder-continuous signals ω of the form du(t) = F (u(t))dt + G(u(t))dω(t), t ≥ 0, (1) where u(0) = u 0 ∈ R d and F , G are smooth functions defined on R d . The canonical example for ω is a sample path of fractional Brownian motion with Hurst index greater than 1/2.
The existence and uniqueness of solutions for ordinary differential equations driven by a Hölder continuous function with Hölder exponent greater than 1/2 is now well understood, in the context of fractional calculus, see [11] , [20] and [22] to name only a few references, and in the context of rough path theory as well, see e.g. [7] , [14] and [15] . However, the study of the stability of that kind of equations is in its beginnings, in contrast to the case when the driving noise is a standard Brownian motion, where the existing literature is huge. Let us mention here only a few pioneering investigations related to stability. Almost sure exponential stability was considered in [12] for linear SDEs with Brownian motion as integrator using Lyapunov exponents and ergodic theory. In [2] a.s. exponential stability and uniform boundedness was proved. The multiplicative ergodic theorem of Oseledets allowed the analysis of all exponents for a stochastic flow, leading to a detailed analysis of the dynamics of random systems, see [3] . In [16] the author uses stochastic Lyapunov functions to discuss the stability of stochastic differential equations with semimartingale integrators, making use of the exponential martingale inequality, obtaining sufficient criteria for a.s. exponential stability and for polynomial stability. In a further book, the same author in [17] gives a consistent account of the theory of stochastic differential equations driven by a nonlinear integrator and their exponential stability at fixed points via Lyapunov function techniques.
The fractional Brownian motion B
H is a family of processes indexed by the Hurst parameter H ∈ (0, 1). When H = 1/2 the fractional Brownian motion is the standard Brownian motion, but when H = 1/2 the process B H has properties that differ to those of B 1/2 . In fact, B H is not a semimartingale nor a Markov process unless H = 1/2, and therefore the techniques to carry out our study must be different to the ones used to treat the Brownian case. This paper can be seen as a first attempt to analyze the exponential stability of the solution of (1), and as we will see below, we are able to obtain local stability. Only in very particular situations in which we can transform the equation into a random ordinary differential equation we can establish global exponential stability, see Section 2 above. Therefore, more efforts are needed in order to cover the global stability and this will be the topic of a forthcoming paper.
The long time behavior of solutions has been also carried out by means of the theory of random dynamical systems, by analyzing for instance the existence and inner structure of random attractors and the existence of random fixed points. In [18] the existence of exponentially attracting random fixed points and hence the existence of stationary solutions was shown for linear and semilinear infinite-dimensional stochastic equations with additive fractional Brownian noise with H > 1/2. In [10] , the existence and uniqueness of a stationary solution that pathwise attracts all other solutions was obtained for stochastic differential equations driven by additive fractional Brownian motion with any Hurst parameter. More recently, the papers [11] for a finite-dimensional setting and [8] for an infinite-dimensional one, have been devoted to prove the existence of random attractors for stochastic differential equations with general diffusion coefficients and driven by a fractional Brownian motion with Hurst parameter H > 1/2, without transformation of the stochastic equation into a random equation, but taking advantage of an ω-wise interpretation of the stochastic integral with respect to the fractional Brownian motion, as we will also do in this article. In both papers, the main step in the proof of the existence of a random attractor consisted of showing the existence of an absorbing set, which was achieved by means of a discrete time version of the Gronwall lemma. In this article our approach also uses a Gronwall-like lemma but we do not require the existence of absorbing sets. Instead, it is based on the study of a sequence (u n ) n∈N , where each u n is defined on [0, 1] and it is driven by θ n ω (here θ denotes the Wiener shift flow, see Section 3). For each u n we will derive suitable a priori estimates such we will end up with the local exponential stability of (1).
The remainder of this article is structured as follows: we begin with an example in Section 2, where we can establish global stability. In Section 3 we recall some basic facts about fractional Brownian motions and tempered sets, and prove in particular a Gronwall-like lemma, while in Section 4 we recall the definition and main properties of the Young-integral. Section 5 concerns the analysis of the existence and uniqueness of solutions, and the definition and the main properties of the localized coefficients (via a suitable cut-off function) of our equation, which we will use in our analysis. Finally, Section 6 is devoted to the study of the local stability of our problem.
Global stability for linear scalar noise
In this section we want to examine the following scalar equation
where F : R → R is continuously differentiable with bounded derivative, γ ∈ R and ω : R + → R is a Hölder-continuous function of order β ′ > 1/2. Moreover, we assume that we have the splitting
with λ > 0, and
where 0 ≤ µ < λ. We are going to see that the scalar and linear structure of the noise now allows us to obtain global exponential stability using the Doss-Sussmann transformation. For this, define first v(t) = e λt u(t), t ≥ 0. Then the usual change of variable formula, see e.g. Theorem 4.3.1 in [22] , gives
where we have set
The results of Doss, see Theorem 19 in [6] , state that the solution of equation (4) can be written as
i.e.
h(α, β) = e γβ α,
The idea behind this representation is to assume that the solution of (2) can be written in the form (6) and to derive necessary and sufficient conditions for D and h, i.e. (7) and (8) . In [6] this approach is introduced for SDEs driven by Brownian motion, but with more general diffusion coefficients, which satisfy a commutativity condition. In our context, this representation follows by the change of variable formula from Theorem 4.3.1 in [22] .
Using (5) we obtain
Now set r(t) = |D(t)| 2 . Then for t ≥ 0 we have
using assumption (3). Therefore, Gronwall's Lemma gives
and hence (6) implies that
then it follows lim t→∞ e δt |u(t)| = 0,
Condition (9) is in particular fulfilled for almost all sample paths of fractional Brownian motion B H , see (12) . Hence we obtain in this case almost sure exponential stability of the zero solution for all rates smaller than λ − µ. So, in the particular situation of a scalar equation with a linear multiplicative noise, the above method ensures global exponential stability of the zero solution. However, this method seems not to be applicable in general when considering a multidimensional driven signal even if the diffusion coefficient is still linear. As we have said in the Introduction, we want to consider general multidimensional noise perturbations of the type G(u(·))dω(·). Our strategy here will be to deal directly with the equation (1) to obtain local exponential stability.
Preliminaries
Let us consider the space C 
where
A fractional Brownian motion (fBm) B H with Hurst parameter H ∈ (0, 1) is a centered Gauß-process with covariance function
where Q is a non-negative and symmetric matrix in R m ⊗ R m . For our further purposes it is important to emphasize that the fractional Brownian motion has a version which is β ′ -Hölder-continuous for any β ′ < H. Let C 0 (R; R m ) be the set of continuous functions which are zero at zero equipped with the compact open topology. Then let (C 0 (R; R m ), B(C 0 (R; R m )), P H ) be the canonical space for fractional Brownian motion, i.e. B H (ω) = ω, where P H denotes the measure of the fBm with Hurst-parameter H. On C 0 (R; R m ) we can introduce the Wiener shift θ given by
In particular θ t leaves P H invariant.
Since the fractional Brownian motion is a Gauß-process we can show that for m ∈ N and s, t ∈ R we have
for all n ≥ 1 and all T > 0, see e.g. Chapter 5.1 in [19] , the Borel-Cantelli Lemma implies that
The classical Garsia-Rodemich-Rumsey inequality (see [9] ) states that
for any T > 0, γ ∈ (0, 1), p ≥ 1. Hence (11) implies by choosing γ < H and p ≥ 1 sufficiently large that the right hand side of the above equation has a finite first moment and hence is P H -a.s. finite. This is in particular true for the canonical fractional Brownian motion
with B H (t, ω) = ω(t). So, we can conclude that the set C β ′ 0 (R; R d ) of continuous functions which have a finite Hölder-seminorm on any compact interval and which are zero at zero has P H -measure one for β ′ < H. (Alternatively the Kolmogorov Theorem, see Bauer [4] §39, could be applied to obtain the same result.) This set is θ-invariant.
A random variable R ∈ (0, ∞) is called tempered from above if (13) lim sup
Therefore, temperedness from above describes the subexponential growth or decay of a stochastic stationary process (t, ω) → R(θ t ω). A random variable R is called tempered from below if R −1 is tempered from above. In particular, if the random variable R is tempered from below and such that t → R(θ t ω) is continuous for all ω ∈ Ω, then for any ǫ > 0 there exists a (random) constant C ǫ (ω) > 0 such that
for almost all ω ∈ Ω.
A sufficient condition for temperedness is that (14) E sup
By (11) we obtain that R(ω) = ω β ′ ,0,1 is tempered from above because log + r ≤ r for r ≥ 0. Note that the set of all ω satisfying (13) is invariant with respect to the flow θ.
We need the following simple result. Lemma 1. Let (R i ) i∈N and (v i ) i∈N be sequences such that R i ≥ C ǫ e −ǫi for any 0 < ǫ < µ, i ∈ N, and v i ≤ v 0 e −µi for any i ∈ N, respectively. Then for sufficiently small v 0 > 0 we have
If for instance we assume that a random variable R > 0 is tempered from below, then we can find a random variable
where v i satisfies the assumptions of the previous Lemma.
We finish this section with several technical results that will be applied to conclude exponential decay of sequences in further sections.
, which is continuously differentiable, and zero at zero. Consider the ballsB(0, R),B(0,R) ⊂ R d , witĥ R =R(R) ≤ ρ such that the latter is the largest centered ball such that
Then there exists κ ∈ (0, ∞) such that
Proof. For every sufficiently small R there is an element x R in ∂B(0,R) such that
To see the existence of such an element consider the continuous function
and hence all arguments from the boundary of f
have the value R with respect to f H . Note that the largest radiusR is given by the infimum of the distances between the boundary ∂H −1 (B(0, R)) = ∂f
and zero. Since this boundary is a compact set inB(0, ρ) and the mapping x → x is continuous, we have an element x R ∈ ∂f
Finally, applying the mean value theorem it follows
For completeness, we state the following measurability result. Proof. Let α ≥ 0 and consider the set
Then we have to check that M (α) belongs to B([0, ∞)). Clearly, M (0) = ∅, so assume α > 0. By definition and since H is non-decreasing, J(x) < α implies
Now we investigate the Hölder-norm of a finite-dimensional semigroup e A· generated by an operator A, whose estimates will be used below. The main assumption is that the spectrum of A has a negative real part.
Lemma 4. Let e
A· be the fundamental solution to
Let Re σ(A) < −λ < 0. Then there exists an M ≥ 1 such that
In addition, we have for 0 ≤ s < t
where A is the Euclidean norm of A.
The proof follows easily by the mean value theorem and Amann [1] Chapter 13. As a consequence, for 0 < s < t we have
and
We finish the section by presenting a Gronwall-like lemma:
Lemma 5. For 0 < ǫ < λ letǫ > 0 be a number such that
Let (v n ) n≥0 be a sequence of positive numbers such that
where ζ 0 , k are positive numbers
1
. Then for n ≥ 0 we have
Proof. Let us denote the right hand side of (19) by Z n . We are going to show that
Since Z 0 = kζ 0 the result holds for n = 0. For n = 1, thanks to the assumption (18) we obtain
Suppose (20) holds for n ≥ 1. Taking into account that Z n+1 = e −λ Z n +ǫv n ≤ (e −λ +ǫ)Z n , we have
Integrals for a Hölder-continuous integrator with Hölder exponent greater than 1/2
In this section, we present the Young-integral having a Hölder-continuous function with Hölder exponent greater than 1/2 as integrator. To be more precise, let T > 0 and consider a mapping [21] . Furthermore, one can represent this integral in terms of fractional derivatives: for α ∈ (0, 1) we define
we can define the Young-integral with integrand g and integrator
where ω t− (·) = ω(·) − ω(t). Under the condition β + β ′ > 1, there exists an α such that α < β, α + β ′ > 1, and these inequalities ensure that the above operators exist. Then the Young-integral can be expressed as (21) [22] . Taking into account the definition of the fractional derivatives, it is easy to derive the following estimate for the above integral:
which in particular implies that
For T ≤ 1 we shall denote C α,β,β ′ ,T by C α,β,β ′ in the following. We also know that the integral is additive: let s ≤ τ ≤ t, then
see [22] , and for any linear operator L :
s+ Lg. Finally, for the Wiener shift flow θ = (θ t ) t∈R given by (10) the following shift property of the integral holds: Lemma 6. Let R ∋ t → ω(t) ∈ R have a finite β ′ -Hölder-norm for any closed finite subinterval of R and similar for R ∋ t → g(t) ∈ R with respect to the β-Hölder-norm, with β + β ′ > 1. Then
Proof. For 1 − β ′ < α < β we have The Young-integral introduced above can be applied to define pathwise stochastic integrals for the fractional Brownian motion B H with Hurst-parameter H ∈ (1/2, 1). In particular B H can be replaced by the canonical fractional Brownian motion in (14) which is Hölder-continuous with P H probability one.
Differential equations driven by Hölder-continuous paths with
Hölder-exponent larger than 1/2
, and let ω be a noisy input, considered as a function from R + to R m . Then, for T > 0 consider the equation
where the first integral is defined as a standard Riemann-integral while the second one is defined as the Young-integral introduced in Section 4. We will use the following assumptions on F and G:
is twice continuously differentiable with bounded derivatives.
Regarding the existence of solutions, the next result follows by [20] , although with a slight modification of the phase spaces that appear in that reference; see also [5] , but notice that in this last paper a delay equation is considered, and therefore in our setting we should take the delay equal to zero.
Theorem 7. Suppose (A1) and (A2). If
Note that the derivatives of G are defined as follows
We define a matrix A ∈ R d×d and the functionF :
Then x →F (x) and x → DF (x) = DF (x)−DF (0) are continuous, and DF (0) = 0. We also will need further the assumptions:
We consider then the following equation
where the last integral has to be understood as in Section 4. Proof. In view of the regularity ofF and G, the existence and uniqueness of a solution to (25) follows by [11] . Now we want to prove that such a solution coincides with the solution of (24). To achieve such a result, notice that when ω is a sufficiently smooth path, then (24) and (25) are the same solutions using classical calculus. Now it suffices to follow an approximation argument. To be more precise, consider (25) for a sequence of driving paths (ω n ) n∈N which are given by the piecewise linear interpolation of w with stepsize T 2 −n . Then the sequence (u n ) n∈N related to these piecewise linear paths converges to the solution of (24) and (25) as well, being both of them driven by ω, see Chapter 10 in [7] . Therefore both solutions are the same.
Note that a sufficient condition for the convergence of (ω
In the following we can restrict the mappings F and G to be defined on some neighborhood of zero. For ρ > 0 assume:
In order to look at the local asymptotic behavior of (25), we define χ to be the cut-off function
In particular the norm of χ(u) is bounded by 1. Let us assume that χ is twice continuously differentiable with bounded derivatives Dχ and D 2 χ. Let us denote by L Dχ , L D 2 χ the bounds for those derivatives. Now for u ∈ R d and some 0 <R ≤ ρ we set χR(u) =R · χ(u/R) ∈B(0,R).
Then it is not difficult to see that its first derivative DχR is bounded by L Dχ , while the second derivative
. ReplacingF byFR and G by GR in (25), we obtain a unique solution of the corresponding equation (25). This statement follows by Lemma 8, sinceFR is continuously differentiable with bounded derivative and GR is twice differentiable with bounded first and second derivatives. 
Proof. Since DF and DG are continuous, being DF (0) = 0 and DG(0) = 0, for any R > 0 we can choose anR ≤ ρ such that
Then for u ∈ R d we have
and we obtain (27). Due to the fact that G(0) = 0 we can follow the same steps to prove (28). Finally, due to the regularity of G, we have
Local exponential asymptotic stability
In order to study the large time behavior of (25), we consider iteratively a family of differential equations for n ∈ Z + defined on the fixed interval [0, 1] . In particular we analyze the following sequence of equations with driving function θ n ω and a coefficientR depending on θ n ω:
We set u 0 (0) = u 0 and u n (0) = u n−1 (1) for n ∈ N. Under (A1)' and (A2)' the functionsFR, GR satisfy the conditions of Lemma 8, so for any n ∈ N each one of the above problems has a unique solution
In what follows we want to estimate the Hölder-norm of each solution u n on [0, 1]. The next assumption we need is: (A5) We have Re σ(A) < −λ < 0 for A = DF (0).
Regarding the standard Riemann-integral, by Lemma 4 and (27) we have (e A(t−r) − e A(s−r) )FR (θnω) (u n (r))dr
and therefore
Now we estimate the β-Hölder-norm of the integral containing GR. Choose a 0 < α < 1/2, α + β ′ > 1 and assume that 0 ≤ s < t ≤ 1. Then from (22)
Since for two any β-Hölder-continuous functions f, g we have
it follows
Thanks to (28) and (29) we obtain
hence, taking into account Lemma 4 and (16), it follows that
In a similar way, using (15) and (17) in particular we obtain
Using the same kind of calculations we get
Collecting these estimates we have
using that M ≥ 1. Note that the constant K can be also used to estimate the constant M L Dχ (2 + A ) in (30), i.e. we have 
On account of Lemma 6, for t ∈ [n, n + 1] we have 
Note that the β-Hölder norm of the last two terms of the above expression can be calculated following the previous estimates. However, the terms under the sum can be estimated even in a simpler way, since
, and from Lemma 4, it is simple to obtain that
giving us
where K has been introduced in (32). Following similar steps, With this choice, the coefficient in front of u n β,0,1 on the right hand side of the above expression is less than or equal 1/2, sinceǫ < 1. As a consequence, 
then according to Lemma 2 it follows that for a sufficiently small ǫ > 0 there exists C ǫ (ω) and κ ∈ (0, ∞] such that
for sufficiently large |t|. If ω is a sample path of a stochastic process, this means that R andR are tempered from below. Condition (37) holds in particular if ω is a sample path of the canonical fractional Brownian motion with Hurst-parameter H > 1/2 defined on the probability space introduced in Section 3. Now, due to (35) and Lemma 1, we can find a zero neighborhood depending on ω such that for u 0 contained in this neighborhood we have u n β,0,1 ≤R (θ n ω) 2 for all n ∈ Z + .
Then we havê FR (θnω) (u n (r)) =F (u n (r)), GR (θnω) (u n (r)) = G(u n (r)) for r ∈ [0, 1] and n ∈ Z + . Then we see that u defined by (34) (18) and (35), there exists a neighborhood of zero (depending on ω) such that if u 0 is contained in this neighborhood the solution of (25) with initial condition u 0 is exponentially stable with an exponential rate less than or equal to (λ − ǫ) − log(1 +ǫ).
Remark 11. The assumptions on ω of the previous Theorem are in particular satisfied by P H -almost all sample paths of the canonical H-fractional Brownian motion.
Remark 12. The solution of (25) is locally exponential stable with any rate less than λ. Indeed, for any arbitrary µ < λ we can find ǫ andǫ satisfying (18) and (35) such that λ > λ − ǫ − log(1 +ǫ) > µ.
