Model update is an important module in target trackers. It plays an important role in adaptive tracking. Many researches have proven that different model update strategies should be adopted, when tracking in different scenes, especially in occlusion and deformation. Though many strategies have been proposed in recent years, few of them make high improvement and good combination on trackers. In this paper, we first proved there is a close relationship between the tracking scenes and the response maps. Then, we proposed an adaptive model update strategy for calculating model update rate based on the response map. Many experiments have been done to compare the proposed model update strategy with some state-of-the-art strategies, and the results have shown that the proposed model update strategy outperforms the best model update strategy by 7% on the test of Kernel Correlation Filter tracker. Furthermore, the proposed model update strategy was evaluated on some state-of-the-art correlation filter trackers. Results have shown the proposed strategy was well integrated into many trackers, and improved the tracking accuracy effectively.
I. INTRODUCTION
Visual tracking is a fundamental task for computer vision with wide applications. Domains such as video surveillance, human-computer interaction and smart car. Although great progress has been made in recent years, the robustness of trackers still need to be improved. Target usually continues to change during tracking, and the tracking may be failed when the changed target is far from the initial target. Therefore, it is important for trackers to adapt to the changes of the target. Robust feature extractors are an implementation for stable tracking. Such as HOG. [1] , Harr-like [2] , and deep convolutional neural network features [3] - [5] . These feature extractors can extract stable target features even the target is changing. However, due to the complexity of the scenes in tracking, such as illumination change, scale variation, occlusion, deformation, rotation [6] . There is no extractor can extract stable target features in any scene. Although some adaptive dynamic features [7] and feature fusion strategy [8] , [9] show greater stability, computing burden will be a big problem. Therefore, the tracker is required to learn the The associate editor coordinating the review of this manuscript and approving it for publication was Shuhan Shen. changes during tracking, so that to continuously update the model to adapt to the target.
Model update is a common strategy for trackers to achieve adaptive tracking. Generally, the original model is updated linearly with a new model, which is generated based on the tracking result in the current frame. This update strategy can achieve good results under normal scenes. But when the target is detected inaccurately, drifted or occluded in tracking, error information will be involved in the new model, which will reduce the confidence of the updated model. In addition, the update rate also affects the adaptability of trackers. When the update rate is set too high, error information can be easily involved in the target model. But if the update rate is set too low, it is difficult to keep up with the change of the target [10] . Therefore, we argue that different model update strategies should be adopted when tracking in different scenes. High update rate should be adopted when the tracking is in normal, or the scenes which target model need to keep up with the changes of the target quickly. Low update rate should be adopted when the tracking is in challenge scenes, such as occlusion. Therefore, an adaptive model update strategy was proposed in this manuscript to select appropriate model update rate for different tracking scenes. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
II. RELATED WORK
Most trackers update the target model with a fixed learning rate, typical trackers are Struck [11] , KCF [12] and STC [13] . Such trackers train a new model based on the tracking result in the current frame. Then, through adding the original tracking model with the new model linearly, the tracking model of the next frame will be obtained, as shown in (1) .
where M t and M t−1 represent the tracking model of the frame t and t-1, M new represents the new target model trained based on the current frame, and α represents the learning rate. Most trackers update tracking models through this way at each frame, without considering whether the detection is accurate or not. This strategy is simple and easy to integrate in many trackers, but it may cause a deterministic failure once the target is detected inaccurately, severely occluded or totally missing in the current frame, which is harmful to tracking. Some trackers introduce a module for detecting tracking scenes. For example, the target occlusion detection is introduced in L1O [14] and [15] , [16] . In these trackers, the tracking model will not be updated when many of the pixels are occluded. Compared with the model update strategy with fixed learning rate, this kind of strategy can avoid involving error information in occlusion. However, the addition calculations of the algorithm of tracking scenes detection greatly increases the complexity of the trackers. And there is no advantage for real-time tracking.
Recently, the feedback from tracking results during target detection is used to decide the necessity of model update. In this strategy, the additional calculations for tracking scenes detection will be small. The peak value and the fluctuation of the response map can reveal the confidence degree about the tracking results to some extent. The ideal response map should have only one sharp peak and be smooth in all other areas when the detected target is extremely matched to the correct target. Otherwise, the whole response map will fluctuate intensely, whose pattern is significantly different from normal response maps [17] . In this way, the tracking scenes can be discriminated from the response map. Typical algorithms are APCE [17] and kurtosis [18] . These two indices can better distinguish the tracking scenes by counting the distribution of the response map. And great progress has been made through these strategies. However, we found that the two indices can not distinguish occlusion and deformation. The reason is that they only analyzed the numerical fluctuation of the response map, but ignored the spatial fluctuation. Deformation will be detected as occlusion under the two indices, and the model will not be updated. Therefore, the model can not keep up with the change of the target in deformation, and finally caused the tracking to fail. Apart from these model update strategies, there is another way to achieve adaptive tracking, which is updating the samples set. There is no model in this strategy, the alternative method is to use the samples set. This strategy trains new filter each frame with the samples set. For achieving adaptive tracking, new samples will be added each frame, and samples with lower weights will be removed. The typical algorithm of this strategy are C-COT [19] and ECO [20] . The advantage of this strategy is that the error information can be eliminated by culling the samples, but the calculation is complicated and is not suitable for real-time tracking.
In addition, Convolutional Neural Networks (CNN) have been used in many trackers, recently. End-to-end networks are trained in such trackers, so that to extract robust features and locate the target accurately. Different from the previous trackers, the adaptive tracking are realized by updating the parameters of the networks or the target model. Typical CNN trackers are TCNN [21] , SiamFC [22] , SiamRPN++ [23] , MDNet-N [24] and [25] , [26] . Those trackers have shown much greater robustness than traditional trackers, but the complicated calculation has always been a common problem. As shown in the experiments of VOT2018 [27] , CNN trackers which can achieve real time tracking are mostly applying siamese networks, because of their fast feature extraction and template matching. Typical siamese network tracker is SiamFC (siamfc), which is a combination of correlation filter and CNN features. Its model update strategy is the same to (1) .
Based on the research of the above algorithms, we argue that model update strategy plays an important role in real-time adaptive tracking. The model update strategy should adapt the tracking scenes. Meanwhile, it is better to use the feedback from tracking results to distinguish the tracking scenes, in order not to increase computing burden of the trackers, such as the response map. In this paper, we analyzed the numerical and spatial distribution of the tracking response map, and established the relationship between it and the model update rate. Then, an adaptive model update strategy was proposed to select the appropriate model update rate for different tracking scenes, such as occlusion and deformation. We have proved that the proposed update strategy can improve the adaptability and accuracy of trackers while maintaining the tracking speed.
The main contributions of our work are as follows: 1). We analyzed the relationship between the tracking scenes, response map and the model update rate based on correlation filter trackers.
2). An adaptive model update strategy was proposed to adapt the tracking scenes.
3). We evaluated the proposed adaptive model update strategy on kernel correlation filter tracker (KCF) [12] and other state-of-the-art correlation filter trackers, results show that our algorithm can generally improve the accuracy and adaptability of these trackers.
III. ADAPTIVE MODEL UPDATE STRATEGY
The experiments of this work are based on the KCF tracker. We mainly talk about three types of tracking scenes-normal, occlusion and deformation. Which are the most common scenes occurring in the tracking process. In section III. A, we introduced the basic principles of KCF, and its model update strategy. Then, we derived the form of the response map in the three tracking scenes, and analyzed what kinds of update strategy should be selected, in section III. B. Finally, in section III. C, we proposed an adaptive model update strategy.
A. KCF TRACKER KCF is a typical correlation filter tracker. This tracker generates a large number of samples obtained by cyclically shift the region of interest to train the classifier. Then, the similarity between candidate samples and tracking target is calculated by the kernel function, and the sample with the largest similarity will be selected as the new tracking target. Meanwhile, the discrete Fourier transform is used in this tracker to reduce the computational complexity in the training and detection.
1) TRAIN CLASSIFIER
The tracking process can be expressed as
where X = {x 1 , x 2 , ..., x n } represents the training samples generated by cyclically shift, and Y represents their labels, w represents the classifier, φ(·) represents the feature extractor which can map training samples to high-dimensional feature spaces, λ is the coefficient of regularization. Equation (2) shows the response of training samples on the classifier should be close to their labels. The optimal solution of (2) is
where α = (k + λI ) −1 Y is the parameter of classifier, the kernel function is k = φ(X )φ(X ) T , which is Gaussian kernel in [12] . Then we can obtain
where '^' represents the discrete Fourier transform, k xx represents the first row of kernel matrix. Thus, the optimal classifier can be obtained through (3) and (4).
2) TARGET TRACKING
The trained classifier will be used to determine whether the candidate sample is the target. For a candidate sample z, the probability that it is the target can be obtained through
For the input frame, the candidate samples are also generated by cyclically shift, we use Z = {z 1 , z 2 , ..., z n } to represent it.
The response is
By using the Fourier transform property of the cyclic matrix, (6) can be simplified as
f (Z ) is the response map, and the tracking result can be obtained through finding the peak response. Through using correlation matching to locate the target, KCF is able to overcome the illumination change. Meanwhile, the application of Hamming window highlights the target and decreases the weight of background, in order to improve the tracking performance in complex background. Furthermore, the feature extractor used in KCF is HOG, which can generate robust features in tracking, especially in motion blur. Finally, KCF has also applied model update strategy to achieve adaptive tracking.
3) MODEL UPDATE
After finding the tracking result of the input frame, new training samples will be generated through cyclically shift the new target in this frame. And the new classifier parameter α n can be obtained by the method the same to section III.A.1). Then, the classifier parameters will be updated as shown in (8)
where α t and α t+1 are the classifier parameters which are used in frame t and t+1 respectively. α nt represents the classifier parameters trained by the tracking result of the frame t. β is the update rate, which is set as 0.02 in KCF. This strategy can achieve adaptive tracking to some extent. Such as normal and deformation. However, when occlusion occurs in tracking, much of interference information will be involved in α n , and then the update process will destroy the accuracy of the target model α t+1 . Therefore, we argue when the tracking scenes in normal and deformation, a higher update rate should be adopted, so that to adapt to the change of the target. When the tracking is in occlusion, a lower update rate should be adopted, so that to avoid involving interference information into the model.
B. THE RELATIONSHIP BETWEEN MODEL UPDATE STRATEGY AND RESPONSE MAP
Model update strategy is needed to adapt to the tracking scene. However, the tracking scenes can not be obtained directly from the input frame. We argue that there is a close relationship between the tracking scenes and the response map. Therefore, we can distinguish the tracking scenes by analyzing the response map, so that to adopt appropriate model update strategy.
1) RELATIONSHIP BETWEEN TRACKING SCENES AND RESPONSE MAP
Normal, occlusion and deformation are the most common scenes in the tracking process. They have an important impact on the selection of the model update rate. As shown FIGURE 1. The object in the green box is the target in tracking, it can be can be divided into a collection of non-overlapping patches
., x n }, as shown in right. This image comes from the first frame of the ''Basketball'' sequence of the benchmark TB50 [28] .
in Fig. 1 , target model X can be divided into a collection of
., x n represent non-overlapping patches. Suppose that the responses of the patches are not zero only when they are matched correctly. Which means that the response function is a dirichlet function δ. Then, the response of the target in the three tracking scenes can be derived respectively.
a: NORMAL
The displacement of the patches are generally the same in this scene. Where the ''displacement'' means the Euclidean distance between the coordinates of the same target patch in the target model and the input frame. Suppose the displacement is x. The target in the input frame can be represented as X nor = {x 1 + x, x 2 + x, ..., x n + x}, and the response is
Which is expected to be a single sharp peak. 
It can be found that the response peak is reduced in occlusion compared to the response peak in normal.
c: DEFORMATION
The displacement of the patches are not the same in deformation. Suppose that the displacement are { x 1 , x 2 , ..., x n }.
Then the target in the input frame can be represented as
The response peaks of the patches do not overlap, and the response is no longer a thin and sharp peak, but a diffused response peak. Its diffusion direction is the main direction of deformation. In order to verify the derivation, we intercept the response map of the three scenes tracked by KCF. Images in normal, occlusion and deformation come from the 2nd, 19th and 81st frame of the 'Basketball' sequences in the benchmark TB50 [28] respectively. Results as shown in Fig. 2 . From the response maps, we can find that the spatial distribution of the response maps are similar to the derivation above, but more fluctuation appeared in the maps. The reason is that the response function of KCF is correlation function, but not the dirichlet function. There is still a weak response value even the matching is not correct. Especially in occlusion, the scene around the target changes strongly compared to the model, and the fluctuation of the response map caused by mismatching will be more obvious. Therefore, the response function in the three scenes under KCF tracker can be represented as
where η represents the weak fluctuation in normal and deformation, and η m represents the strong fluctuation in occlusion.
Considering the complexity of tracking problems, we also analyzed the response in other tracking problems, such as illumination change and complex background. The target in illumination change can be represented as X ill = L · {x 1 +
x, x 2 + x, . . . . . . x n + x}, where L represents the ratio of illumination change. Then, the response in this scene as shown in (15) 
Compared to the normal scene, only the response coefficient changes, and there is no influence on the shape of the response map. Examples as shown in Fig. 3 . It shows that after the response map is normalized by setting the peak to 1 and scaling the map proportionally, the response map in illumination change is similar to the response map in normal. For the scene of complex background, the target can be represented as X cb = {x 1 + x, x 2 + x,...,x n + x} + n cb , where n cb represents the noise of complex background. The response can be represented as
Compared to the normal scene, the response increases a single item η cb , which represents the distribution of complex background. Examples as shown in Fig. 4 . It shows that the distribution only increases the fluctuations around the periphery of the response graph. And due to the application of the Hamming window, the fluctuation has little effect on the overall performance of the response map. It can be found that the responses in these scenes are the same to the analysis in III.A.2). Such tracking scenes have little effect on the response maps of correlation filter, their distribution is much smaller than that in deformation and occlusion. Therefore, these tracking scenes can be regarded as normal in the experiments.
In order to achieve better adaptability in tracking, the model should be updated with high update rate when the target is less disturbed, and low update rate when the target is in huge distribution. So it can be seen from the above results that high update rate should be selected in normal and deformation, while low update rate should be selected in occlusion. The peak of the response is high in normal, but low in occlusion and deformation. Therefore, it is difficult to determine what model update strategy should be adopted based on the peak of the response only. It is necessary to have an in-depth understanding of the relationship between the response map and the model update strategy.
2) RELATIONSHIP BETWEEN RESPONSE MAP AND MODEL UPDATE STRATEGY APCE and kurtosis are two typical adaptive model update strategy, which are based on the response map. The formula of them as shown in (17) and (18), respectively.
where n represents the total number of pixels in the response map, x i represents the value of the ith pixel, x min , x max and − x represent the minimum, maximum and average of the response map. The two methods both detect the occlusion based on the numerical distribution of the response map. However, we found that they can not distinguish occlusion and deformation generally. As shown in Fig. 5 , the numerical distribution of occlusion (the 19th frame of the 'Basketball') and deformation (the 81st frame of the 'Basketball') have no big difference, although the response map has a large gap in appearance as shown in Fig. 2 
(b)&(c).
In addition, in the 19th frame, APCE and kurtosis are 14.06 and 10.87 respectively. And in the 81st frame, APCE and kurtosis are 11.64 and 9.35 respectively. It can be found that the APCE and kurtosis in deformation are lower than that in occlusion. While APCE and kurtosis believe that occlusion is more likely to occur when the index is low. Therefore, the deformation will be judged as occlusion under the two strategies. And the model will not be updated in this scene, which will make it difficult for the model to adapt to the VOLUME 7, 2019 change of the target. So the optimal model update strategy can not be achieved by APCE or kurtosis.
It can be seen from Fig. 2 (b) &(c) that the main difference between the deformation and occlusion is the spatial fluctuation. Therefore, parameters that can represent the spatial fluctuation of the response map should be selected as the index, in order to distinguish occlusion and deformation. The relationship between tracking scenes, model update strategy and response map can be concluded, as shown in Table 1 .
3) PROPOSED ADAPTIVE MODEL UPDATE STRATEGY
Gradient is a parameter indicating the intensity of the spatial fluctuation of the image. The sum of the gradients of the image with strong fluctuation tend to be large, while it is small when the image fluctuation is weak. Therefore, the sum of the gradients of the response map can be used to distinguish the occlusion and the deformation. In our experiment, the horizontal and vertical gradients of the response map are calculated with template [−1, 0, 1], and the root mean square of the gradients in the two directions is used as the final gradient of the response map. The accumulation of gradient values (which is represented by AG in the following) is used to represent the fluctuation of the response map, where the direction of the gradient is not considered. We calculated the AG of the three response map in Fig. 2 . Results as shown in Table 2 .
It can be seen from the table that the response peak value in occlusion is very similar to that in deformation, while the AG in occlusion is much higher, which is consistent with our inference. However, the AG in normal is very high, which is hard to be distinguished from occlusion. The reason is that the Table 9 -11. Where red, blue and green points represent the frames in normal, deformation and occlusion respectively. The red points are located on the upper left, where the RPV is high while NAG is low. The blue points and the green points are similar in RPV, but in the performance of the NAG, the green point is more to the left, while the blue point is more to the right. response peak value is high in this scene. Therefore, we argue that it is necessary to normalize the response peak. In our experiments, the response peak is set to 1 during calculating the AG, and the response map is scaled proportionally. The result can be seen in Table 3 . Where NAG represents normalized AG.
The results show that the occlusion gets the highest NAG. Which shows NAG can be a good expression of the fluctuation of the response map. Therefore, we argue that through this strategy, the three tracking scenes can be well distinguished. Many experiment have been done to calculate the response peak value ( RPV ) and NAG in normal, deformation and occlusion. All the frames come from on the benchmark TB50. To avoid the differences caused by the size of response map, we scaled the response map to 22500 pixels. Results as shown in Appendix Table 9 -11, which include 32 videos and more than 8000 frames. The cases basically cover all typical scenes of normal, deformation and occlusion. The points are drawn in Fig. 6 where horizontal and vertical coordinates are NAG and RPV respectively. The points in red, blue and green represent the frames in normal, deformation and occlusion respectively. The results in Fig.6 are consistent with our inferences, where NAG of occlusion are bigger than NAG in normal and deformation. Since the low update rate are chosen in occlusion only, as shown in Table 1 . It is required to find a dividing line to separate the green points from the red and blue points in Fig. 6 . We argue that the dividing line is logshaped, therefore the dividing line is set as
where x represents the NAG and y represents the RPV. The optimal solution is solved through minimizing the number of error points. The coefficient c in (19) is selected from 0.005 to 0.02 with a step length of 0.0001. The range of m is [80, 150], which step length is 0.1. The solved dividing line is
As shown by the black dotted line in Fig. 6 . It can be found that there are two points are failed to be divided, which are frame [84, 90] of 'Faceocc1' and frame [130, 160] of 'Faceocc2', as shown in Fig. 7 . It shows that the area of occlusion in the frames is small. In the evaluation based on KCF, the tracking of the subsequent frames were not affected, even if there were updating in these frames. Therefore, the solved dividing line can discriminate whether the model needs to be updated well.
Equation (20) can be written as y log e (x − 104) = 0.0092 (21) In order to simplify the expression, here we set a parameter PaG (Peak divided by logarithmic average Gradient), which is the target scene factor.
And it can be found that the PaG = 0.0092 is the dividing line in Fig.6 . For the points in Fig.6 , substitute their coordinates (NAG, RPV) into (22) , and their PaG can be obtained. PaG in normal and deformation is not less than 0.0092, and PaG in occlusion is less than 0.0092. Therefore, the update strategy can be concluded as shown in Table 4 . Where the high update rate is adopted when the PaG is no less than 0.0092, and the low update rate is adopted when the PaG is less than 0.0092. The high update rate and the low update rate are set as 0.01 and 0.0052 in our experiments.
IV. EVALUATION A. THE EVALUATION ON KCF
In this experiment, the proposed adaptive model update strategy was applied on the update module of KCF. Response map obtained in tracking was used to calculate the PaG. The update rate was chosen as shown in Table 4 . The proposed method is evaluated on the benchmark TB50 [28] , and was compared to the adaptive model update strategies proposed by APCE and kurtosis. Results as shown in Fig. 8 . The evaluation was based on the OPE test. Where Fig. 8 (a) shows the precision of the trackers under different location error threshold, and the precision at the threshold of 20 pixels are shown at the upper right corner. It can be found that the proposed model update strategy obtains the highest precision. Fig. 8 (b) shows the success rate of the trackers under different overlap threshold. And the upper right corner shows the area under curve (AUC) of the trackers which is the area enclosed by the curves and the xy axis. It can be seen that PaGKCF is also significantly higher than other strategies in the AUC. Therefore, the proposed model update strategy obtains the best tracking results, which improves the tracking performance of KCF by more than 5.5% and 7% on precision and success rate, respectively. Also, it can be seen that APCE and kurtosis even fail to improve the tracking performance of KCF, although we have used the default parameters mentioned in [17] and [18] . In addition, we also compared the tracking results of the above strategies in occlusion and deformation. The results as shown in Fig. 9 . It can be seen that the proposed strategy increases the tracking performance of KCF by 5.9% for the precision and 8.2% for the success rate in occlusion. In deformation scene, PaGKCF improves the tracking performance of KCF by 8.7% for the precision and 11.6% for the success rate. Meanwhile, a comparison on other tracking problems has been made, to have a comprehensive analysis of the proposed algorithm. Results as shown in Fig. 10 . It can be found that the proposed adaptive model update strategy can improve the tracking accuracy on various tracking problems effectively. For the tracking problems of 'illumination change', 'scale variation', 'out of view', 'background clutter' and 'low resolution' the proposed strategy increases the tracking performance of KCF by 4.9%, 10.3%, 1.5%, 7.7% and 10.9%. While, it also demonstrate a defect on the 'motion blur', which tracking performance decreases 6.2%. The results show that the proposed strategy can solve the occlusion and deformation problems in the target tracking well, and improve the tracking accuracy on almost all of the tracking problems effectively. This is important for the adaptive tracking of trackers. And Fig. 11 shows more intuitive results of these trackers on the benchmark of TB50. The results are presented by the bounding box of targets. The results of KCF, PaGKCF, APCEKCF, and kurtKCF are represented by red, green, blue and black boxes respectively. 
B. THE EVALUATION ON STATE-OF-THE-ART CORRELATION FILTER TRACKERS
There are many state-of-the-art trackers based on the correlation filter trackers due to its accurate and fast performance in tracking. DSST [29] , staple [30] and siamfc are the typical trackers. The DSST adds a module of scale estimation on the KCF. Which is realized by scaling the target to different scales for correlation matching. The staple adds a module of color tracking on the DSST, which can improve the tracking performance in challenging scenes when the target has a distinct color. The siamfc is a combination of correlation filter and CNN features. It applies a fully-convolutional deep siamese conv-net to locate the best match for an exemplar image within a larger search image. The deep conv-net is trained offline on video detection datasets to address a general similarity learning problem. The PaG was applied on the three trackers and KCF to evaluate its adaptability and robustness on correlation filter trackers. The parameters were set the same as those in section III.B.3) . In this part, we evaluated these trackers on two different benchmarks which are TB50 and VOT2018 to have a comprehensive comparison.
1) EVALUATION ON TB50
We first evaluated these trackers on TB50, results as shown in Fig. 12 . It can be seen that the precision and success rate of the trackers have been improved under the proposed model update strategy. The results show that the precision is improved by 5.8% for staple, 0.1% for DSST and 2.8% for siamfc at the location error threshold of 20 pixels. The success rate is improved by 5.4% for staple, 0.4% for DSST and 2.1% for siamfc under the index of AUC. Also we have evaluated the success rate of these trackers in various tracking problems, results as shown in Fig. 13 . Which show that the proposed model update strategy has improved the tracking accuracy of staple, DSST and siamfc in almost all of the tracking problems. Therefore, it can be concluded that the proposed adaptive model update strategy has good adaptability to correlation filter trackers and can generally improve their tracking results. In particular, it can greatly improve the tracking performance in occlusion and VOLUME 7, 2019 deformation. Which is of great significance for the practical application of the trackers. The accuracy in occlusion increased by 4.8%, 1.7% and 3.4% for staple, DSST and siamfc, respectively. And The accuracy in deformation increased by 5.3%, 4.7% and 2.5% for staple, DSST and siamfc, respectively. Fig. 14 shows more intuitive results of these trackers on the benchmark of TB50. And the results are presented by the bounding box of targets. The results of staple, PaGstaple, DSST, PaGDSST, siamfc and PaGsiamfc are represented by red, green, blue, black, pink and cyan-blue boxes respectively.
C. EVALUATION ON VOT2018
This dataset consists of 60 videos, and there is no overlap between the videos in TB50 and VOT2018. Different from TB50, VOT2018 applies a reset-based methodology. Whenever a tracker predicts a bounding box with zero overlap with the ground truth, a failure is detected and the tracker is reinitialized five frames after the failure. The performance is evaluated in terms of robustness (failure rate) and accuracy (average overlap in the course of successful tracking). The two measures are merged in a single metric, Expected Average Overlap (EAO), which provides the overall performance ranking. The evaluation results as shown in Fig. 15 , and the details as shown in Table 5 .
It can be seen from Table 5 that the proposed adaptive model update strategy significantly improves the robustness of these trackers under almost all of the tracking problems, the accuracy of KCF and DSST are also improved. However, the accuracy of staple and siamfc are decreased. The reason is VOT2018 applies a reset-based methodology. The improved trackers have higher robustness, they are reset less frequently and the accuracy is relatively lower. In order to compare the overall performance in terms of robustness and accuracy, evaluation based on EAO was made. Results as shown in Fig. 16 , and the details as shown in Table 6 . It can be found that the proposed model update strategy can effectively improve the performance of all the tested trackers. The EAO is increased by 7.4%, 8.6%, 1.5% and 8.6% for staple, siamfc, DSST and KCF, respectively.
Furthermore, we also analyzed the speed of the proposed algorithm. All the trackers are evaluated on MATLAB, and runs with four cores of 3.20GHz i5-6500 CPU, and with GPU for the siamfc and PaGsiamfc. The results are shown in Table 8 . It can be found that the proposed adaptive model update strategy has little effect on the computational speed of the trackers. Finally, we also evaluated these trackers under VOT2018 real-time experiment. Results as shown in Table 7 , which shows that the proposed algorithm can still effectively improve the tracking performance without affecting tracking speed. The EAO is increased by 7.4%, 10.8%, 0.8% and 7.7% for staple, siamfc, DSST and KCF, respectively.
V. CONCLUSION
Model update is an important module in trackers for adaptive tracking. We argued that different model update strategies should be adopted when the tracking is in different scenes. Based on the correlation filter trackers, we analyzed the relationship between the tracking scenes, response map and model update strategy. Normal, occlusion and deformation were the three main tracking scenes in our experiments. Finally, an adaptive model update strategy was proposed for trackers to choose a reasonable update rate in different tracking scenes. Many experiments has been done in this manuscript to evaluate its performance and combination on correlation filter trackers. Results have shown that the proposed model update strategy can improve the tracking accuracy of the KCF by more than 5.5% and 7% on precision and success rate on the benchmark of TB50, respectively. And in the scenes of occlusion and deformation, the improvement on the success rate test even reaches 8.2% and 11.6%, respectively. In addition, we also applied the PaG on the model update module of some state-of-the-art correlation filter trackers. Such as staple, DSST and siamfc. The evaluation is based on two different benchmarks which are TB50 and VOT2018, so that to have a comprehensive comparison. Results have shown that the proposed strategy can adapt well to the correlation filter trackers, and can generally improve the tracking performance. Which is of great significance for the application of trackers in practice. 
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