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CHAPTER 19 
Type I Error of the Modified Wilcoxon Signed Rank 
Test under Leptokurtic Distribution 
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Abstract. Group comparisons are at the heart of many research 
questions addressed by researchers. Making inferences and drawing 
conclusions through statistical hypothesis testing on the differences 
between groups is actively adopted by researchers in many 
disciplines. When the groups are dependent, and violation of 
normality assumption occurred, the most commonly used method 
like paired t-test, usually produced doubtful result which will lead to 
misleading conclusions. As alternative, researchers tend to choose 
nonparametric Wilcoxon signed rank test for the purpose. The 
computation of this statistic involves ranking the absolute difference 
of each pair of observations and any pair with 0 differences will be 
discarded. In this study, the statistic was modified by includimg the 0 
differences in the ranking. The empirical Type I error rates of the 
modified statistical test was measured via Monte Carlo simulation. 
These rates were obtained under the combination of leptokurtic 
distributional shapes with various sample sizes and number of 
replications. The modified Wilcoxon signed rank test was found to be 
more robust under symmetric lepto!antic with conservative values 
as compared to the skewed leptokurtic distribution. The finding also 
indicated that different number of replications had no effect on Type 
I error. 
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Statistical tests for comparing groups have been developed to permit 
comparison regarding the degree to which qualities of one group differ from 
the other groups. Each test is based on certain assumptions about the 
population(s) fiom which the data are drawn. If a particular statistical test is 
used to analyze data collected from a sample that does not meet the expected 
assumptions, then the couclusion drawn from the results of the test will be 
flawed. 
The two major classes of >statjstical tests are parametric and 
nonparametric. Before a parametric test can be undertaken, it must be 
ascertained that the data are normally distributed. Very often the variables 
within data sets from education and psychology are not normally distributed 
[1][2]. In his study, Micceri [2] sumeyed 440 data sets fiom psychology and 
education sources and determined that virtually none of the data sets could be 
adequately characterized by a normal distribution. Micceri 121 described the 
distributions he examined as having varying degrees of multimodality, 
asymmetric, and excessive tail weight. Although it may be convenient 
(practically and statistically) for researchers to assume that iheir samples are 
obtained from normal populations, this assumption may rarely be accurate 
[2][3]. For example, the paired t-test requires that the distribution of the 
differences be approximately normal. Fortunately, this assumption is often 
valid in real data, or the other alternative is to apply suitable transformation. In 
some cases, transformation can be applied to rectify the problem. However, 
there are situations where even transformed data may not satisfy the 
assumptions. For such -case, it may be inappropriate to use traditional 
(parametric) methods of analysis. 
Nonparametric methods do not need such rigid assumptions. The 
nonparametric alternative to the paired t-test is the Wilcoxon signed rank test. 
The Wilcoxon signed rank test requires less stringent assumptions, such that 
the difference in scores come from a distribution that is approximately 
symmetric and the data are measured on either ordinal, interval, or ratio scale. 
Nonparametric tests use rank or frequency information to draw conclusions 
about differences between populations. 
Dependent or paired data are numerical data obtained fiom two 
populations that are related, that is, when results of the first group are not 
independent of the results of the second group. The dependency of the two 
groups occurs either because the items or individuals are paired or matched 
according to some characteristic or because repeated measurements are 
obtained fiom the same set of items or individuals. In either case, the variable 
of interest is the difference between the values of the observations rather than 
the values of the observations themselves. 
One assumption needed in Wilcoxon signed rank tets is that the 
differences represent observations on a continuous random variable and zero 
differences do not exist in the calculation of the statistic. In practice, however, 
zero differences do occur. The usual procedure in such cases is to discard 
obsenrations that lead to zero differences and thus will reduce the sample size 
accordingly 141. 
The Wilcoxon signed ranks test uses the test statistic IK The computation 
of this statistic uses the differences between paixed items. First, find absolute 
differences, then, arrange the differences in increasing order and assign ranks, 
such that the smallest absolute difference score gets rank 1 and the largest gets 
the highest rank. Keeping track of the sign of the differences (positive or 
negative) and for the tied values, get the average of their ranks. Zero values 
are not considered in the calculation of Wilcoxon statistic. Lastly, compute the 
Wilcoxon test statistic, W,.which is the smaller of the two rank sums. 
Studies by [5][6][7][8] modified the one-sample nonparametric Wilcoxon 
procedure and employed pseudo-median of differences between group vahes 
as the central measure of location in a two independent groups setting. In their 
study, they considered positive differences, differences equal to zero and 
negative differences in computing the Wilcoxon statistic. In this study, we 
employed the same indicator function where we considered positive, zero and 
negative differences in calculating the Wilcoxon statistic, W, for paired 
(dependent) sample. The performance of the statistic in terms of controlling 
Type I error rate was then measured via Monte Carlo simulation. 
This paper is organized as follows. The next section will he reviewing on 
the procedure employed in the Wilcoxon signed rank test. Description of the 
design specification is given in the third section. The fourth section describes 
the results and discussion. The conclusion is elaborated in the final section. 
2 Procedure Employed in the Wilcoxon Signed Rank Test 
Wilcoxon [9] introduced the rank sum tests for unpaired groups and signed 
rank test for paired groups which are named after him. He stated that the 
comparison of two treatments generally falls into one of the following two 
categories: a) we inay have a number of replications for each of the two 
treatments, which are unpaired, or bj we may have a number of paired 
comparison leading to a series ofdifferences, some which may be positive and 
some negative. 
In this study, the Wilcoxon signed rank test was modified with the 
inclusion of the indicator function zero difference to obtain the Wilcoxon 
statistic, K The two-tail test of the population median difference, Mo is given 
by Eq. (1). 
Given two sets of paired data (XI , Y1 ). Find the sequence difference 
between XI and Yi where 
where i = 1,2, ... ,n. Let IDi( denotes the absolute value of Di, and Ri denotes 
the rank of IDi I . Define the indicator fiinction as Eq. (3). 
Based on Equation 3, determine ei with regards to the differences, Di. Then 
the Wilcoxon statistic is defined as Eq. (4). 
For a two-tailed test and for a particular level of significance, if the 
observed value of W is equal or greater tban the upper critical value, or is 
equal to or less than the lower critical value in the Wilcoxon table, the null 
hypothesis is rejected. 
3' Design Specification 
A few conditions that have effect on the performance of the test for paired 
group were considered. These conditions were created by manipulating a few 
variables namely sample sizes, distributional shapes and simulation number. 
The purpose is to scrutinize the strength and weakness of the method as well 
as its robustness. 
The sample size was manipulated to be 10, 15, 20, 25 and 30. We focus 
on small sample sizes because of the availability of the Wilcoxon table for the 
critical values. For large sample size, tbe test statistic W is approximately 
normally distributed. 
The next variable considered was the distributional shape. The shape of a 
distribution is usually depicted by skewness and kurtosis. Skewness is a 
departure frorn symmetry [10;1, Kurtosis, on the other hand, is a measure of 
whether the data are or flat relative to a,normal distribution. In a 
simple descriptioq larger kuttosis refers to heavier tails [lo]. This study 
focused on leptokurtic distribution where the distributions have a positive 
kurtosis. According to Miles ~hevlin [ill, the term 'leptokurtic' is 
originally frorn the word qeptos', meaning small or slender. In other 
words, positive kurtosis indicates a "p caked" distribution. The distributions 
used in this study were the g-and-h distribution from Hoaglin, [I21 with g = o 
and h = 0.225, and chi-square three degree of freedom ( ,z2 1) representing 
symmetric and asymmetric leptok&c, respectively The g-and-h distribution 
was obtained from the h-ansfomation of the normal distribution to skewed or 
longer tailed by conkoliing the g and h parameters. The parameter g 
controlled the amount ofskewness, while parameter h controlled the kurtosis. 
The tails of the distribution became more skewed as g Increased and heavier 
as h increased. ~ ~ b l ~  1 shows the distributions used in this study together with 
their levels of skewness and kurtosis. 
Table 1. Distributions used in the study. 
Distributional ,,ishbution ~dentified Skewness Kurtosis 
Shape 
Symmetric = 0, h = 0.225 0 154.84 
Leptokurtic 
Asymmetric Chi-square (3) 1.63 4.00 
Leptokurtic 
~n this we used 1000, 5000 and 10,000 replications for each 
distribution for each study condition. These different replication sizes have 
been used by Kang and H a ~ i n g  [I31 in their simulation study. The same 
number of replications were also used by many researchers 
r141r151r161r171r181r191. 
Table 2 shows the design specification of this study. The combination of 
five sample sizes paired types of distribution and number of simulation 
produced a total of 30 different conditions for tesmg. Type I error rate for 
each condition was examined,  be following table Shows the design 
specifications and the test conditions. 
Table 2. Design specifications and test conditions of the study. 
Distribution Sample Sizes Number of Simulation 
10 
This study was based on simulated data. The simulation was canied out 
using random-number-generating function in SAS and the simulation program 
was written in SASIIML[20]. In terms of the data generation procedure, 
pseudo-random variates for each particular distributional shape was obtained 
in the following manner: 
a) Standard normal distribution. 
Pseudo-random normal variates were generated by employing the SAS 
generator RANDGEN [20]. This involved the straight forward usage of 
the (RANDGEN(Y, 'NORMAL')) to generate normal variates with 
mean equals to zero and standard deviation equals to one. 
6) g-and-h distribution withg= 0 and h = 0.225. 
To generate data from a g- and h- distribution, standard normal variates 
2, were generated using (a). Transform the standard normal variates to 
g- and h- variates via Equation 5 to obtain the symmetric leptokurtic 
distribution. 
c) Chi-square distribution with three degrees of tikedom. 
To generate the chi-square variates with three degrees of freedom, we 
used the straight fonvard SASlLML function i.e. (RANDGEN (Y, 
'CHISQUARE?, 3)). 
4 Results and Discussion 
To evaluate the robustness of the test to a particular condition, Bradley's [21] 
liberal criterion of robustness was employed. According to Bradley's liberal 
criterion of robustness, a test can be considered robust if its empirical rate of 
Type I error is within the interval [O.Sa, 1.5a] or [0.025,0.075] when a=0.05. 
A test is considered liberal if its Type I error rate is greater than the nominal 
level. Whereas, it is considered conservative if its Type I error rate is less than 
the nominal level. The outcome measures for this study are shown in Table 3. 
Table 3. Type I error rates. 
Type I error 
Replications Sample sizes g=O h-0,225 (3) 
10 0.023 0.067 
. .. 15 0.025 0.054 
1000 20 0.026 0.067 
25 0.027 0.010 
- 
30 0.023 0.092 
Note: Highlighted values show that the Type I error is not within the interval 
[0.025, 0.0751 
As mentioned in the previous section, the Wilcoxon signed rank test requires 
that tbe difference score come &om a distribution that is approximately 
symmetric. The result shows that the Type I error rates for Wilcoxon signed 
rank test are all conservative for symmetric leptokurtic and liberal for 
asymmetric leptokurtic. For some researchers, the tests with conservative 
Type I error rates are considered as non robust or fail in controlling Type I 
error. However, according to Mehta and Srinivasan [22] and Hayes [23], 
consmvative procedures can still be considered as robust. Under g-and4 
distribution, the empirical Type I error rates are not within the Bradley's 
liberal criterion when sample size equal to 10 for all number of simulations. 
However, under chi-square (3 do, large sample size (n = 25 and 30) produced 
empirical Type I error rates beyond the interval of t0.025, 0.0751. In terms of 
number of simulation, the &ding indicates that different number of 
simulations have no effect on Type I error because the empirical values are 
barely different with each other within the distribution. 
5 Conclusion 
Group comparisons are the common statistical methods employed by 
researchers. When the groups are dependent, and violation of normality 
assumption occuned, the most commonly used method is the nonparametric 
Wilcoxon signed rank test. The computation of this statistic involves ranking 
the absolute difference of each pair of observations and any pair with 0 
differences will be discarded. In this shldy, the statistic was modified by 
including the 0 differences in the ranking..The empirical Type I error rates of 
the modified statistical test was measured via Monte Carlo simulation. The 
finding shows that this test is able tb 'control the Type I error rate within the 
Bradley's liberal criterion. However, under certain conditions, the Type I error 
rate is too conservative and liberal. 
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