Abstract-One essential assumption used in object detection and labeling by imaging is that the photometric properties of object are homogeneous. This homogeneousness requirement is often violated in microscopy imaging. Classical methods are usually of high computational cost and fail to give stable solution. This paper presents a low computational complexity and robust method for three-dimensional (3-D) biological object detection and labeling. The developed approach is based on a statistical, nonparametric framework. Image is first divided into regular nonoverlapped regions and each region is evaluated according to a general photometric variability model. The regions not consistent with this model are considered as aberration in the data and excluded from the analysis procedure. Simultaneously, the interior parts of the object are detected, they correspond to regions where the supposed model is valid. In the second stage, the valid regions from a same object are merged together depending on a set of hypotheses. These hypotheses are generated by taking into account photometric and geometric properties of objects of interest and the merging is achieved according to an iterative algorithm. The approach has been applied in investigations of spatial distribution of nuclei within colonic glands of rats observed with the help of confocal fluorescence microscopy.
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I. INTRODUCTION
T HE analysis of three-dimensional (3-D) structure of tissues, cells and cellular constituents is important in biomedical research. Although 3-D images, acquired by multispectral confocal fluorescence microscopes, play a key role in this domain, their analysis is still under-exploited compared to other imaging technologies such as X-ray radiography and magnetic resonance imaging, etc. In confocal fluorescence microscopy imaging, much processing like detection, counting, and quantification remains still manual, or at most, computer-assisted [1] - [3] . The main difficulties seem to lie in the fact that observed objects have often complex structure (e.g., clumps [4] , [5] ), may present large size and shape variations [4] . Moreover acquired images are usually of heavy noise [6] and high heterogeneousness with respect to intensity (inter and intraobject, interimage, etc.), texture, and object geometries [3] , [4] .
One way of coping with these difficulties is to simply abandon the idea of solving the problem as a whole, and seek to discuss a particular item of the problem. Jain et al. [7] sought to extract cell clumps from two-dimensional (2-D) images of muscle and used a hierarchical algorithm to split the detected cell clumps. Dubuisson et al. [5] , O'Gorman et al. [8] sought to quantitate biological conjugated cells from tissue images. The first used simple image processing techniques to extract the connected regions of interest and employed heuristics to separate the overlapping and conjugated cells. The second worked on liver tissue image and used the converging square algorithm [9] . They performed convex boundary estimation on cell after having located one of its interior points. All of them operate on 2-D images.
Algorithms operating directly on 3-D microscopy images have also been reported in the literature. Baumann et al. [10] presented a 3-D component labeling algorithm. After filtering the image by using a median filter, they segment the images by a simple thresholding process and label the components of interest on the basis of the 3-D connectivity of the detected elements. Recently, Ancin et al. [4] presented a 3-D segmentation method that used local adaptive thresholding, followed by refinement of results using a split and merge algorithm and then a watershed segmentation to separate overlapping nuclei. Following the ideas used in [4] , Ortiz et al. [3] improved the segmentation quality by including an interactive classification step where user confirms, corrects, and classifies the results of the automatic segmentation. Irinopoulou et al. [11] analyzed the images slice by slice and then performed nuclei deagglomeration in the depth direction.
Although the difficulties associated with overlapping and conjugated objects, high intensity variability, and photometric heterogeneousness inside object, etc. have been discussed in some previous work [3] - [5] , no integrated solution was proposed.
On the other hand, image segmentation as a general issue in computer vision and pattern analysis is probably a single problem area that has attracted the most considerable attention of the community. The most popular method may be the region/volume growing technique where similar image elements are merged together according to a homogeneousness criterion. This method often assumes that the noise in image is ergodic and un-correlative with the signal. To obtain stable results with such techniques, it is necessary that three basic procedures: estimation of the number of classes, estimation of their parameters and classification of the image elements are reliablely performed. Although numerous extensions and modifications [12] - [14] have been attempted, applying these techniques to 3-D biomedical imaging is not an easy task, most authors have to appeal to tricks that rely on either user intervention or a priori knowledge. Generating a probability model using Bayes theory is a popular solution to the problem of integrating a priori knowledge into the analysis procedure [15] , [16] . Image segmentation is achieved by maximizing a mixture of probability distributions. These methods yield promising results where the statistical behavior of noise observed in image is well defined, might fail in case like the ours where data aberration is important and perturbation observed in the data could not be formulated with the help of a single model. The other main drawback of this approach is its computational complexity because of the nonconvex nature of the obtained probability distribution. We have to involve time consuming algorithms such that variational technique [17] , [18] or stochastic relaxation algorithms [15] , [19] , [20] .
Drawing upon much current work, this paper presents an efficient, low computational complexity method for 3-D biological object detection and labeling from multispectral confocal fluorescence microscopy imaging. Based on a statistic, nonparametric framework, the proposed approach operates directly on 3-D images. First of all, the photometric variabilities of objects under observation are described by a general probabilistic model in which local luminance variation of the object is supposed constant and perturbed by a normal distributed noise. Although this model depends on the position of the local object, it is still too simplistic to describe the data obtained in real conditions. Without taking into account this inadequacy between data and model, we could lead to aberrant results or instable solution. In this paper, we overcome this problem by detecting regions where the phenomena of inadequacy between data and model are observed. This detection is carried out using a classical method of nonparametric multivariate statistics.
After this first stage, the parts of an object that are consistent with the supposed model are localized. We call them germs. A germ is in fact a set of voxels that are consistent with the supposed photometric model of the object and form a connected region. The germs may be parceled out inside an object. In order to individualize the objects, we must merge the germs from a same object. This is achieved with the help of a method based on an iterative merging algorithm [21] . The outline of the proposed approach is described in Fig. 1 where the major steps of the algorithm are pointed out.
Our method is fast and robust. It treats explicitly the inadequacy between data and model and is able to overcome some difficulties, inherent to 3-D biological image, such as high computational cost, object overlapping, and conjugating, high photometric heterogeneousness inside an object, etc. Note that the developed method is general even if, at ends of illustration, we voluntarily limit the acquisition spectra to two components and restrict our presentation to observations carried out on colonic glands of rats. Here the 3-D biological objects under observation are biological cells and the objects of interest are their nuclei. The two selected spectra correspond respectively to the DNA tagging and the cytoplasmic membrane tagging. This is illustrated in Fig. 2 where the DNA tagging constitutes the central part of a cell, while the cytoplasmic membrane tagging corresponds to its external part. In practice, the cytoplasmic membrane tagging may be very weak and it can appear dissimilated in the background noise which invades all the cell.
The paper is organized as follows: in the next section, we introduce a general photometric model of 3-D biological object for bivariate confocal fluorescence microscopy imaging. This model makes use of the photometric homogeneousness hypothesis spread in the microscopy community [2] , [6] , [22] . In Section III, we present an analysis procedure preventing from the use of data for which the photometric homogeneousness hypothesis is violated. This processing also allows to extract the interior parts of the cells, corresponding to the nuclei. Finally, the merging algorithm and its implementation are presented in Section IV. Experiments based on real data from colonic gland of rats are reported in Section V where conclusions and perspectives are also presented. Fig. 3 shows an example of bivariate confocal microscopy imaging for a rat's colonic gland. It corresponds to both DNA and cytoplasmic membrane tagging. Information related to both the taggings is complementary and contributes to the localization of one or the other of the structures: nucleus or membrane. Thus within the nucleus part of a cell, we must have powerful DNA tagging but very weak cytoplasmic membrane tagging, and vice versa. Let be the image associated with the DNA tagging, be the image associated with the cytoplasmic tagging and be the 3-D and bivariate inverted image. 1 The above-mentioned tagging property can be stated as follows:
II. PHOTOMETRIC MODEL OF CELL
• Tagging differentiation: for the nucleus part of a cell, the gray level observed in image should be much darker than that observed in image . On the other hand, we know from the literature [2] , [6] , [22] that with the device used herein for image acquisition, a cell is usually supposed to be photometrically homogeneous and its image to have constant luminance. Often, this constant value depends on the position of the studied nucleus. Following from the preceding comments, we can therefore reformulate this photometrically homogeneous property as follows:
• Spectrum homogeneity: a nucleus (respectively membrane) forms a homogenous region in terms of luminance in image as in image . Let be the set of nuclei inside a colonic gland and a particular nucleus. According to the spectrum homogeneity assumption, the theoretical luminance of nucleus observed from image can be considered as a constant. Of course, this constant depends on the position of , we note it by . Applying the same reasoning to image , we have thus a constant . Let . is a vector with dimension 2. It represents the bivariate mean luminance of nucleus .
Furthermore, let be a voxel inside the observed colonic gland, and be the noise vector associated with image . Supposing that and that there is no noise correlation between the voxels, we can mathematically formulate the spectrum homogeneity property by the following:
The precise meaning of this equation is that the image of a nucleus might be considered as a random sample drawn from a bivariate normal distribution with mean vector and covariance matrix .
Notice that, in this analysis, noise associated with the image has been supposed to be white and independent of the position of voxels. This might be justified by the fact that noise contained in an image in confocal microscopy is primarily due to the used physical imaging devices. There is no reason that it is related to the constituents under observation.
The model defined in (1) takes into account only the spectrum homogeneity property. In order to cover the tagging differentiation property, one might make use of the following: (2) Thus, the equations defined in (1) and (2) form a photometric model of a nucleus imaged by a bivariate confocal microscopy. Generalization of this model to channels is straightforward.
III. SPECKLE ELIMINATION AND NUCLEI DETECTION
In this section, we try to extract the nucleus part of cells from the observed images. This is achieved by a statistical, nonparametric method.
According to the photometric model of nucleus defined in (1) and (2), given a set of voxels, the following conditions are necessary for them to be included inside a nucleus 1) the gray level images of those voxels follow a bivariate normal distribution with mean vector and covariance matrix .
2) the elements of the mean vector verify . With statistical inference theory, this can be formulated as a hypothesis testing problem whose null hypothesis is given as follows: (3) with a constant, a priori unknown vector, and a noise of bivariate centred normal distribution with unknown covariance matrix.
Since vectors and are unknown and multivariate, deriving a powerful test statistics for hypothesis is not easy. Even if we consider only hypothesis , no optimal test exists [23] . Two solutions offer to us: either we choose to work on asymptotic properties and in this case, we can not guarantee the optimality of the derived test; or we seek to break up test (3) into several simpler but more powerful tests. Within the framework of this work, we adopted the second solution.
We broke up test (3) into three univariate tests. The first and second tests evaluate the luminance homogeneity within images and respectively, and the third test is concerned with the hypothesis defined in . Under hypothesis that there is no correlation between the noises observed in different channels, these tests can be stated as follows:
where are noises of univariate centred normal distribution.
A voxel will be regarded as being included in nucleus only if hypotheses (4), (5) and (6) are all accepted. Practically, we also assume identical variance for noises and . The statistics to test the first and second hypothesis is very simple and can be formulated according to a distribution. A criterion for valid voxel selection from image can be derived and expressed in the following way: (7) where is the unbiased empirical estimator of standard deviation based on nucleus and computed from image .
Applying the same reasoning to image , we have (8) where is the estimation of the empirical standard deviation computed from image . The relation used in test (6) is too ambiguous for the achievement of this test. Practically, we replace it by the following: (9) where has the same meaning as previously. This is equivalent to disproving hypothesis (6) if the discrimination capability observed from both images and is less than 16%. Let be the number of voxels contained in nucleus . Knowing that, inside nucleus and , we have (10) The hypothesis testing defined in (9) can be performed according to the following statistics: (11) where is the percentile of the univariate standard normal distribution with confidence level equal to . In practice, we always choose . A voxel could be considered inside a nucleus only if the associated criteria defined in (7), (8) , and (11) are all verified.
Systematic application of this strategy does not give satisfactory results for data from confocal fluorescence microscopy imaging because of irregular presence of speckles inside the image of the nuclei (cf . Fig. 4) . These speckles have different size, are not homogeneous compared to other parts of the nucleus, and thus not consistent with the photometric model formulated in (1) and (2) .
To obtain coherent results and robust solution, these speckles must be regarded as aberration contained in the data and excluded from the continuation of processing. We have overcome this difficulty by using a method based on model validation [24] , [25] . We first divide the image into regular non overlapped cubes, and then consider the criteria defined in (7), (8) , and (11) within each cube. By convenience, we call germs the cubes where criteria (7), (8), and (11) are valid. Actually, they correspond to the nucleus parts of cells. The cubes for which criteria Fig. 4 . Detailed sight of some nuclei where we can see the phenomenon of object clumps. The nuclei are packed and conjugated. Without additional information, it is difficult to separate them even manually. Furthermore, we can note high intensity heterogeneousness of the nuclei and see the presence of speckles inside the nucleus. These speckles have different size and are not homogeneous with respect to other parts of nuclei.
(7), (8) , and (11) are not valid are considered as perturbation and excluded from further analysis. These perturbations may be due to presence of speckles or modeling error.
This procedure requires two input parameters that depend on the class of image being processed. The first parameter relates to the noise variance which is supposed to be constant over all the images. The second parameter relates to the size of used cube. The lector can turn to Section V for a discussion about their choice and the sensitivity of our algorithm to changes in their values.
As what we noted before, the detected germs, corresponding to regions where the supposed model is valid, should be located inside the nuclei. This has been confirmed by the results presented in Figs. 7(a) and 8(a) where the detected germs are marked by small squares in white color.
IV. NUCLEI LABELING
Germs detected with the help of the methodology previously described are usually parceled out by speckles and thus dispersed inside the nuclei. A nucleus might contain several germs. To identify individual nucleus, we have to apply a merging procedure whose goal is to collect, into a single entity, all germs from a nucleus. We achieve this by an iterative merging algorithm.
A. Problem Formulation
Given two sets of germs and , the following conditions 2 are necessary so that they are included in a same nucleus : 1) the gray level image associated with and could be accepted as a random sample drawn from an unique bivariate normal distribution. 2) and do not include any patch of the surface of nuclei. 3) there is an ellipsoid whose volume does not exceed the one of the largest nucleus, and which can envelop both and . The first condition is equivalent to testing the homogeneity of a set of sample populations. Let be a germ. If both and are included in a same nucleus, we must have (12) where is a constant vector with dimension equal to 2, a constant matrix with dimension equal to 2 2, and correspond respectively to the mean vector and covariance matrix estimated from the voxels included in germ .
Notice that hypothesis is a composite one. Its statistics can be obtained from the product of two tests [23] : one corresponds to the hypothesis of equality of covariance matrices, and the other to the hypothesis of equality of mean vectors with covariance matrix known. Let denote the hypothesis of equality of covariance matrices. We have its null hypothesis as follows: (13) Since the random variable associated with any is distributed as a bivariate normal distribution, the likelihood ratio statistics for testing null hypothesis is known to be: where 1) denotes the number of channels taken into account. In this paper, we have ; 2) is the number of germs included in ; 3) where is the number of voxels included in germ with . In the case of our work, is a constant equal to the size of cube used in Section III; 4) ; 5) where and denotes the gray level vector of voxel included in germ with . Given that hypothesis is true. Evaluating equality of the mean vectors can be performed according to the following null hypothesis: (14) Recall that the random variable associated with is distributed as a normal distribution. The associated likelihood ratio statistics is known and can be stated as follows: where with . Let
. We have gives the likelihood ratio statistics of hypothesis , its null hypothesis will be rejected at confidence level when the computed value is larger than defined by: (15) could be computed from Box's approximation [23] corresponding to a series of distributions. The formula used in calculating Box's approximation are very complex, we refer the interested readers to papers specialized on this subject [26] - [28] .
The second condition was taken into account by counting the number of voxels wrapped by and located on the surface of nuclei. Let be a voxel. The formulated criterion can be stated as follows: (16) where is an indicator function associated with representing the surface of all the nuclei included in the studied gland, and is a constant threshold. Because the nuclei's surface is not known a priori, we replace it by the 3-D edges extracted from the image. This was performed according to an extension of the well known algorithm presented in [29] .
The third condition was carried out by using a neighborhood based on the geometry of nuclei. Two sets of germs and can be regarded as being included in a same nucleus only if there is an ellipsoid which is smaller than the largest nucleus, and can envelop all of the voxels contained in both and . In practice, we formulate this criterion as follows: (17) where represents a voxel in the 3-D image space, an ellipsoid centered at the barycenter of and having a predefined constant volume.
Two sets of germs could be merged together only if conditions (15), (16) , and (17) are all verified.
B. Implementation
In the implementation, we distinguish the nuclei by labels. The germs, considered as being inside a same nucleus, are associated with a same label. We scan the germs sequentially, and seek to merge them according to the three conditions defined in (15) , (16) , and (17) . During the course of this process, some germs might be merged together and thus carry a same label. We call them group. A group is a subset of germs associated with Grouping is performed as follows: 1) After initialization, each germ forms a group and is assigned a different label. There are thus as many labels as germs. 2) We scan the groups sequentially. For a given group , we calculate first an ellipsoid centred at the barycenter of and having a predefined constant volume, say . Let denote all the groups included in . We seek then to merge together with a calculated group (cf. Fig. 5 ) such that (18) where represents the distance between groups and which is defined as the smallest euclidian distance between two arbitrary germs respectively in and .
Once found, we consider conditions (15) and (16) . We merge into only if both conditions (15) and (16) are also met. 3) We reiterates the step (2) until there is no possibility of fusion between groups.
Note that in this algorithm, the volume of ellipsoid is constant and preset by the user. A discussion about its choice and effect to the robustness of our algorithm is reported in Section V. 
V. EXPERIMENTAL RESULTS AND CONCLUSION
To demonstrate the applicability of our approach, we performed several experiments on real image data. Two of them are reported here. The processing was performed on an Intel Pentium III 799 MHz on Linux. Typical processing time for a set of images of 512 512 50 was approximately 112 s with the detection step and 36 s with the labeling step. In Table I , the tunable parameters required in the developed algorithm have been tabulated. Different values were examined over a wide range in order to study the sensitivity of our approach to changes in these parameters. We would like to point out that these tunable parameters do not depend on individual processing images but only their general type. Since our project relates only to the colonic gland of rats, a single set of values are sufficient to process efficiently all images in our hand.
The procedure of speckle elimination and nuclei detection requires two tunable parameters. The first relates to , the size of the cube used to divide the images into regular nonoverlapped regions in order to prevent from data aberration due to the presence of speckles inside nucleus. Although its value is not critical but it must be inferior to the size of the smallest nucleus. In the other hand, we advise to use a value greater than 64 for the sake of good asymptotic properties of the proposed statistics in case that noises observed in images are biased against a Gaussian distribution. We have examined this parameter over a wide range of values. It appears that our algorithm is hardly sensitive to its changes over a range of more or less 10 percent of the best value. Moreover, a too small value might make lose the control of type II errors 3 in test (3), it is why we advise to use a value greater that 64. In our experiments, the value of this parameter was taken as 5 5 3 which corresponds to about one thirtieth the average volume of nuclei and one sixth the volume of the smallest nucleus.
The second parameter relates to parameter . It represents the variance of noise observed in image and supposed to be constant. Several methods to estimate its value have been proposed in the literature, all of them are computational intensive. In our work, the value associated with was adjusted according to an experimental procedure shown in Fig. 6 . Beginning with a small 3 In hypothesis test, a type II error occurs when the null hypothesis H , is not rejected when it is in fact false. value, we increase it gradually. During the tuning, the number of obtained germs becomes greater and greater up to a stable point. The value of associated with this point was taken as the final one.
In the procedure of nuclei labeling, there are two tunable parameters too. Both correspond to some well defined properties of the objects of interest and could be measured from the associated images. The first relates to the threshold defined in (16) . It represents the biggest bad area that may exist on the surface of a nucleus and used to de-agglomerate the touching nuclei. In our experience, this value was adjusted manually. We have also noticed that the proposed algorithm is hardly sensitive to its change, and specially to its upper bound.
The second tunable parameter is , the volume of the ellipsoid used in the merging procedure. We advise to choose it as to be 1 or 1.5-fold the volume of the largest nucleus. As far as the accuracy of this value does not need to be great, we can estimate it roughly with the help of an interactive procedure.
Figs. 7(a), (b), (c), et (d) show the results obtained from the first colonic gland of rats. Fig. 7(a) illustrates the results of germs detection projected on the original image of DNA tagging. The detected germs are marked by using small squares in white color. The value used for is equal to 25. In Fig. 7(a) , we can observe numerous presences of speckles among the germs inside a nucleus.
Another difficulty inherent to confocal microscopy imagery is related to signal attenuation along the axis of depth ( -axis). The deeper the focal plane, the worse is the information restored by the acquisition device. When the focal plane exceeds some limit in-depth, the loss of energy is so much that the signal emitted by the object and captured by the photometric sensor is not perceptible any more. The method developed in this paper makes it possible to eliminate automatically image background by using the model defined in (2). In Fig. 7(b) , we can notice that, on the one hand, the above-mentioned phenomenon associated with precision loss along the depth-axis, and on the other hand the absence of detected germs in the higher part of the gland because of the automatic background elimination capability. Generally, the loss of precision in confocal microscopy is continuous and gradual. It could be attenuated with the help of bias estimation techniques [30] , [31] . It is one of the aspects on which we are working. Fig. 7 (c) shows a 2-D optical section taken from the results of the labeling procedure presented in Section IV. The value of was fixed at 155, which means that we suppose there is at least 155 edge voxels between two nuclei. This amount corresponds to approximately 6% of the average volume of nuclei which is about 16 16 10. In Fig. 7(c) , each labeled nucleus is marked using a cube centred at the barycenter of its associated germs. For certain nuclei, more or less important derivation of the calculated barycenter with respect to the real center can be observed. This is due to irregular distribution of the germs inside a nucleus. In addition, we can notice the absence of labels for certain nuclei in Fig. 7(c) . Those absences do absolutely not devalue the quality of our labeling procedure, but is rather related to the difficulties of result visualization. As what we noted before, in the 3-D image space, each identified and labeled nucleus is marked by a small cube located at the barycenter of the associated germs. There are on the whole 439 nuclei detected. Since our aim is to study the spatial distribution of molecular components with respect to cells but not to segment the individual nucleus, we do not know the limits of each nucleus. This raises a difficulty to present correctly our results. If the labeled nuclei are marked by a cube too small (situation corresponding to the case presented here), the cube will be not present on all the sections of the 3-D volume of the nuclei. On the other hand, if the labeled nuclei are marked by a cube too large, the cube will overlap several nuclei. We explored numerous presentation methods from spherical projection to image synthesis, the results were never completely satisfactory. Fig. 7(d) shows the result obtained by a volume rendering method where the labeled nuclei are marked using black spheres centered at the barycenter computed from the associated germs. In any event, the visualization of 3-D coalescent objects is a difficult topic, constructing computer-generated images which exploit the colorimetry of the objects may give some indications but not sufficient to validate completely the result although we consider simultaneously several points of view in the camera space. Up to now, validation of labeling results has been performed with intensive examination of data. This was achieved with the help of two types of inspection ( Fig. 8(d) ): Static inspection of volume rendered images with synthetic objects incorporated in the image and dynamic inspection of orthogonal planes taken in the data where objects are incorporated [2] . These experiences confirmed the reliability of our approach. In order to inspect more efficiently the results we are also considering other techniques based on spatial distribution [32] . This makes it possible to construct the probabilistic distribution of nuclei and thus to establish automated global model error estimations. Fig. 8(a) , (b), (c) show the results obtained from the second colonic gland about which we can make the same comments as previously.
The discussions stated above show both the difficulties of the problem and the extent of the efforts which remain to be achieved on this topic. Nevertheless, the presented work constitutes a significant step to the biological objective in view: functional analysis of the colonic gland of rats through observations of the growth factors and their receptors.
