A stronger result on the limiting distribution of the eigenvalues of random Hermitian matrices of the form A+XT X * , originally studied in Marčenko and Pastur [4] , is presented.
importance to multivariate statistics. An example of the use of the limiting result can be found in Silverstein and Combettes [5] , where it is shown to be effective in solving the detection problem in array signal processing when the (unknown) number of sources is sizable.
The papers vary in the assumptions on T , X, and the type of convergence (almost sure, or in probability), maintaining only one basic condition: F T converges in distribution (weakly or strongly) to a nonrandom probability distribution function, denoted in this paper by H. However, the assumptions on X share a common intersection: the entries of √ NX being i.i.d. for fixed N, same distribution for all N, with unit variance (sum of the variances of real and imaginary parts in the complex case).
In Marčenko and Pastur [4] and Grenander and Silverstein [2] , only convergence in probability (at continuity points of F ) is established. The others prove strong convergence. It is only in Yin and Krishnaiah [8] and Yin [7] where T is considered to be something other than diagonal, although it is restricted to being nonnegative definite. The weakest assumptions on the entries of X are covered in Yin [7] . All others assume at the least a moment higher than two. A minor difference is the fact that only Marčenko and Pastur [4] and Wachter [6] allow for complex X; the proofs in the other papers can easily be extended to the complex case.
Only Marčenko and Pastur [4] considers arbitrary H. The others assume H to have all moments, relying on the method of moments to prove the limit theorem. These proofs involve intricate combinatorial arguments, some involving graph theory. On the other hand, the proof in Marčenko and Pastur [4] constructed which is shown to converge (in probability) to a solution of a nonrandom first order partial differential equation (p.d.e.), the solution at t = 1 being the limiting Stieltjes transform. Using the method of characteristics, this function is seen to be the solution to a certain algebraic equation. Before presenting this equation, it is appropriate to mention at this point that Marčenko and Pastur [4] considered a more general form of matrix, namely A + XT X * , where A is N × N Hermitian, nonrandom, for which F A converges vaguely, as N → ∞, to a (possibly defective) distribution function A. Letting m(z) denote the Stieltjes transform of F , and m A (z) the Stieltjes transform of A, the equation is given by
.
It is proven in Marčenko and Pastur [4] that there is at most one solution to the p.d.e., implying (1.1) uniquely determines the limiting distribution function via a well-known inversion formula for Stieltjes transforms.
The main purpose of the present paper is to extend the result in Marčenko and Pastur [4] , again with the aid of Stieltjes transforms, to almost sure convergence under the mild conditions on X assumed in Yin [7] , at the same time weakening the assumptions on T (assumed in Marčenko and Pastur [4] to be formed from i.i.d. random variables with d.f. H) and A. Although some aspects require arguments of a more technical nature, the proof is more direct than those mentioned above, avoiding both extensive combinatorial arguments and the need to involve a p.d.e. By delineating the roles played by basic matrix properties and random behavior, it provides for the most part a clear understanding as to why the e.d.f. converges to a nonrandom limit satisfying (1.1).
It is remarked here that the approach taken in this paper is currently being used as a means to extend the result to arbitrary T , and to investigate the convergence of individual eigenvalues associated with boundary points in the support of F (see Silverstein and Combettes [5] ).
The remainder of the paper is devoted to proving the following. Theorem 1.1. Assume a) For N = 1, 2, . . . X N = ( The proof is broken up into several parts. Section 2 presents matrix results, along with results on distribution functions. The main probabilitistic arguments of the proof are contained in section 3. The proof is completed in section 4, while section 5 provides a simple proof of at most one solution m(z) ∈ C + to (1.1) for z ∈ C + . ). For square C with real eigenvalues, let F C denote the e.d.f. of the eigenvalues of C.
The measure induced by a d.f. G on an interval J will be denoted by G{J }.
The first three results in the following lemma are well-known. The fourth follows trivially from the fact that the rank of any matrix is the dimension of its row space. Lemma 2. 
d) For rectangular A, rank(A) ≤ the number of non-zero entries of A.
The following result can be found in Fan [1] . Lemma 2.2. Let m, n be arbitrary non-negative integers. For A, B rectangular matrices of the same size, s
For A, B rectangular for which AB is defined
These inequalities can be expressed in terms of empirical distribution functions. For rectangular A let √ AA * denote the matrix derived from AA * by replacing in its spectral decomposition the eigenvalues with their square roots. Thus, λ
. Let x, y be arbitrary non-negative numbers. For A, B rectangular matrices of the same size,
If, additionally, A, B are square, then
Proof. Let N denote the number of rows of A, B. Let m ≥ 0, n ≥ 0 be the smallest integers for which s
first case, and F
second case. Applying Lemma 2.2 we get our result. For any bounded f : R → R, let f = sup x |f(x)|. Using Lemma 2.2 it is straightforward to verify Lemma 3.5 of Yin [7] which states: For N × n matrices A, B
This result needs to be extended.
Proof. Let I denote the N × N identity matrix and c be any real number for which both A + cI and B + cI are non-negative definite. For any
2 , and we get our result from (2.1). The next result follows directly from Lemma 2.1 a), b) and Lemma 2.4. Lemma 2.5 Let A be N × N Hermitian, Q, Q both N × n, and T , T both n × n Hermitian. Then
The next lemma relies on the fact that for N × N B, τ ∈ C , and q ∈ C N for which B
and B + τ* are invertible,
which follows from q * B −1 (B + τ qq
Lemma 2.6. Let z ∈ C + with v = Im z, A and B N × N with B Hermitian, τ ∈ R, and q ∈ C N . Then
Proof. Since (B − zI)
where the e i 's are the orthonormal eigenvectors of B. Then
Hermitian, and q ∈ C N . Then
Proof. The first inequality follows easily from the fact that for N × N matrices C, D,
and the fact that (A − z i I)
The second inequality follows from the latter observation. Let M(R) denote the collection of all sub-probability distribution functions on R. Vague convergence in M(R) will be denoted by
and G are probability d.f.'s. We denote the d.f. corresponding to the zero measure simply by 0. . Standard arguments will yield the fact that for
is a metric on M(R) inducing the topology of vague convergence (a variation of this metric has been used in Wachter [6] and Yin [7] on the space of probability d.f.'s). Using the Helly selection theorem, it follows that for
Since for all i and x, y ∈ R, |f i (x) − f i (y)| ≤ |x − y| it follows that for e.d.f.'s F, G on the (respective) sets {x 1 , . . . , x N }, {y 1 , . . . , y N }
possesses the well-known inversion formula
(a, b continuity points of G), it follows that for any countable set S ⊂ C + for which R ⊂ S (the closure of S), and F N , G ∈ M(R)
3. Truncation, Centralization, and an Important Lemma. Following along similar lines as Yin [7] , we proceed to replace X N and T N by matrices suitable for further analysis.
To avoid confusion, the dependency of most of the variables on N will occasionally be dropped from the notation. All convergence statements will be as N → ∞.
Using Lemmas 2.5a and 2.1d, it follows as in Yin [7] pp. 58-59 that (3.1)
we have from Lemma 2.5a
For α > 0 define T α = diag(τ 1 I (|τ 1 |≤α) , . . . , τ n I (|τ n |≤α) ), and let Q be any N × n matrix. If α and −α are continuity points of H, we have by Lemma 2.5b and assumptions b) and c)
It follows that if
(Note: It is easy to verify
. Then, from (2.4), Lemma 2.1c, and simple applications of the CauchySchwarz inequality we have
It is straightforward to show
Therefore, in order to show
it is sufficient to verify
For any N × n matrix Y = (Y ij ) with Y ij ∈ C i.i.d., mean zero, and finite eigth moment, it is straightforward to show for all N
where K depends only on the maximum of n N . The verification of (3.8) can be facilitated by writing the variance as (3.9)
(whereȲ a b is the complex conjugate of Y a b ) and using the following facts: 1) For any non-zero term in (3.9), at least one of the ordered pairs of indices (i, j), (k, j), (k, l), (i, l) must match up with one of (i, j), (k, j), (k, l), (i, l), and none of the eight random variables appear alone. 2) EZ a EZ b ≤ EZ a+b for nonnegative random variable Z and nonnegative a, b.
Since EX 1 1 = 0 and X 1 1 = X 1 1 I (|X 1 1 |≥ln N ) + E( X 1 1 I (|X 1 1 |<ln N ) ), we have (3.10)
For m ≥ 4
. Therefore, using (3.7), (3.10), and (3.4) we find
and from (3.8) (using again
which, from (3.4), is summable. Therefore, α 
Thus, from (3.7) we find
and from (3.8)
which is summable. Therefore,
−→ c(1 + c), so that (3.6) holds, which implies (3.5). This, together with (2.3), (2.5), and (3.1-3.3), shows that, in order to prove 
−→ m F c,H (z).
Notice the matrix diag(E|X 1 
also satisfies assumption c) of Theorem 1.1. We will substitute this matrix for T , and replace X by
Let log N denote the logarithm of N with base e 1/a (so that a ln N = log N). Simplifying notation, we write
and, along with assumptions b), c), d) of Theorem 1.1, proceed to show for any
As will be seen in the next section, the following lemma and (2.2) contribute the most to the truth of Theorem 1.1.
Lemma 3.1. Let C = (c ij ), c ij ∈ C , be an N × N matrix with C ≤ 1, and
T , X i ∈ C , where the X i 's are i.i.d. satisfying conditions 2) and 3).
where the constant K does not depend on N, C, nor on the distribution of X 1 . Proof: We first consider C real. Since 1 ≥ C = (λ
, it follows that |c ii | ≤ 1 for each i. We have
For the first sum the expansion is straightforward:
For the second sum we have the expression
. . .
Notice a term will be zero if any X k appears alone. The sum can be further decomposed into sums where each one corresponds to a partitioning of the 12 indices, with each set in the partition containing at least 2 indices, none containing any pair i l , j l . Consider one such sum. The summation is performed by 1) restricting the indices in the same partition set to take on the same value, and 2) not allowing indices from different partition sets to take on the same value. The expected value part will be the same for each term and can be factored out. It is bounded in absolute value by log 12 N. The sum can be further decomposed, using an inclusion-exclusion scheme, where each resulting sum only satisfies 1). By Lemma 3.4 of [Yin] , each of these sums is bounded in absolute value by
Thus we get (3.11).
For arbitrary C we write C = C 1 + iC 2 with C 1 and C 2 real. It is a simple matter to verify max( C 1 , C 2 ) ≤ C . Using this, the inequality
and the truth of (3.11) for real matrices, we get our result. 
for non-negative x, y. It follows that for every 
is positive almost surely.
and
Notice both Im x and Im x
and, using (2.2)
Notice the norms of (B N − zI)
are all bounded by 1/v. Using the fact that q i is independent of both B (i) and x (i) , we have by Lemma 3.1
. This is enough to ensure that, almost surely,
We concentrate now on a realization for which (4.2) holds, δ > 0, F
For N large enough so that
we have for i, j ≤ n Therefore, m is unique (Marčenko and Pastur [4] or Section 5 below), and we must have m F B N (z) → m, an event which occurs with probability 1. Therefore, using (2.5), the proof is complete. 
