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ABSTRACT
The inside of a blast furnace process is very complicated and impossible to model
mathematically. A new approach in this field relies on using artificial neural networks
which have proven successful in dealing with complex systems that involve many
variables. One of the most important parameters to model is the hot metal temperature -
the temperature the output of the blast furnace, pig iron. This thesis presents a multi-layer
perceptron neural network which predicts hot metal temperature based on 11 input
variables and the actual output value from the previous time period. The best result
achieved was a mean squared error of 0.0086 between the predicted hot metal
temperature and the actual hot metal temperature.
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1.0 Introduction
Iron working dates back to approximately 1700 B.C. in Europe. The preparation of iron
remained the same from the time of the Hittites to the end of the Middle Ages: alternating
layers of ore and wood (or charcoal) were heated until a mass of molten ore was obtained.
The molten ore was then hammered while hot in order to remove the impurities - and
thereby obtain the raw iron, ready to be forged. The forge was set up a few steps away
from the hearth where the metal was prepared. Originally a simple conical hole in the
ground, the hearth evolved into a furnace, and was gradually perfected. The quantity of
the iron produced from the furnace was a few kilograms at first, and then increased to 50
to 60 kilograms by the Middle Ages [1]. From the beginning, small quantities of steel,
i.e., iron enriched with carbon, were manufactured. Steel proved to be both harder and
more resistant than iron.
Iron production involves a series of complex chemical and thermal reactions as well as
intricate mechanical operations. Many variables are involved in the process. Because of
the complexity, exact mathematical modeling of these processes has proven to be a
difficult, in some instances, almost impossible task. As a result, iron manufacturers often
deal with incomplete and uncertain data by relying on the experience of individual
experts. Many iron-makers worldwide now use techniques such as expert systems, fuzzy
logic, and neural nets to improve quality and efficiency of their iron production [2].
A crucial process in iron production is the use of a blast furnace, which evolved from the
traditional furnace. A blast furnace melts down ore and coke. Then, through series of
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chemical reductions, it outputs pig iron. Although a number of newer technologies have
been introduced for this process, most iron ore is still converted to iron using a blast
furnace. More than twenty stories high, the temperature inside a blast furnace can reach
as high as two thousand degrees Celsius [3]. Due to the coexistence of several phases
and the complex flow conditions with mass and heat transfer inside, a blast furnace is
very difficult to model. For many years, blast furnace operators have been aware of the
fact that there are no universally accepted methods for accurately controlling blast furnace
operation and predicting the outcome.
The performance of the blast furnace is based on pig iron analysis, its temperature and the
condition of the slag. The conditions of these output parameters can be influenced, in
various degrees, by any of the many variables involved in the blast furnace operations [3].
In order to optimize the operations of the blast furnace, one needs a model that can
automatically predict pig iron contents, its temperature, and the condition of the slag.
There have been several neural network applications in this field [4] [5] [6]. Based on
this information and the critical need for a more accurate model for one of its blast
furnaces, Tata Iron and Steel Company (TISCO) in Jamshedpur, India, sponsored a
research project at MIT. Our task is to develop a predictive model which exhibits close
proximity to the operations of a particular blast furnace at TISCO. The model uses data
mining techniques, particularly neural networks.
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The neural network technology to date is still an art, rather than an exact science. There
are few set rules to follow and it is very difficult to foresee what kind of model would
work well for the given set of data. This thesis focuses on how our team at MIT managed
to overcome these difficulties, through as much trial and error as deliberate planning and
methodical execution.
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2.0 Background
2.1 Data Mining
Data mining is the process of intelligently extracting hidden trends and information from
corporate and industry databases. In the case of the TISCO data too, it becomes very
difficult to find underlying trends using mathematical modeling and conventional OLAP.
The use of new techniques can help TISCO to learn more about their blast furnace and
help their operators automatically predict the output.
2.].] Tasks
Data mining can be used to tackle five types of tasks: classification, prediction,
estimation, clustering, and association. Most business and industry problems can be
phrased in terms of one or more of the five types of tasks. Each task is performed using
one or more underlying techniques. In commercial products, whether or not a technique
can perform all the tasks it is capable of depends on the actual implementation.
Classification is defined as examining the features of a newly presented object and
assigning it to one of a predefined set of classes [7]. An example of classification is when
banks classify each loan applicant as low, medium or high risk. Decision trees, neural
nets, genetic algorithms and memory-based reasoning are techniques well suited for this
task. Link analysis can also apply in certain cases. Data mining companies usually mean
classification when they use terms such as customer profiling, targeted marketing, and
churn analysis.
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Prediction, sometimes called time-series forecasting, is similar to classification or
estimation except that the records are classified according to some predicted future
behavior or estimated future value [7]. The emphasis here is the dependence of these
values on time. Market basket analysis, memory based reasoning, decision trees, and
neural nets are all suitable for use in prediction-oriented applications.
Estimation deals with continuously valued outcomes whereas classification only deals
with discrete outcomes. Given some inputs, estimation outputs values for some unknown
continuous variables. For example, estimating the income of a particular family. Neural
nets are well suited for estimation tasks.
Clustering is the task of segmenting heterogeneous population into a number of more
homogeneous subgroups, or clusters [7]. Clustering does not depend on predefined
classes, which differentiates it from classification and prediction. Clustering can be
implemented using market basket analysis, memory-based reasoning, cluster detection,
decision trees and neural algorithms.
Association, sometimes called affinity grouping, involves items that occur together in a
given event. A rule such as: if item A is part of an event, then x percent of the time, item
B is part of the event. Sequence association also falls into this category. (If surgical
procedure X is performed, then x percent of the time infection Y will occur.) Market
basket analysis, memory-based reasoning, and link analysis are often used to perform
association tasks.
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The techniques used in data mining are not new. They are borrowed and adapted from
other disciplines such as Al (artificial intelligence), graph theory, probability and
statistics, and even genetics. Every data mining product incorporates one or more
techniques, depending on the level of sophistication of the product. Often, the more
techniques a product incorporates, the greater its capability and flexibility, and the higher
the price.
2.1.2 Neural Nets
Artificial neural network is one of the oldest and most frequently used techniques in data
mining. The strengths of neural nets include their broad flexibility (they can handle a
wide range of problems), and their ability to handle both categorical and continuous
variables.
Even though a neural net arguably offers the most advanced data mining power, it has
several weaknesses. The most serious weakness is that it lacks explicitness - the process
is often not explained. It is almost as if the pattern discovery process is handled within a
"black box" procedure. The interesting aspect is that a neural net's weakness is also its
strongest asset. The difficulty that lies in explaining the process means that the results are
often new and non-intuitive. They have never been thought of before, so the results could
potentially lead to a radical change of view or the birth of a revolutionary new idea.
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2.1.3 Decision Trees
Decision trees are borrowed from Al and statistics. The decision trees algorithms
commonly used are CART', CHAID2 , and C4.53 . CART can only build binary trees and
it grows the full tree before pruning it, causing over-fitting4 . C4.5 is similar to CART
except that it can produce varying numbers of branches per node. While CART and C4.5
can accept both categorical and continuous values, CHAID is restricted to categorical
variables. Continuous variables will have to be broken down into categories when using
CHAID. Unlike CART and C4.5, CHAID does pruning while it builds the tree so that
over-fitting does not occur.
There are several major advantages as well as disadvantages in using decision trees.
Decision trees generate understandable rules no matter how complicated the inputs are. It
is generally easy to follow any one path through the tree, so explaining the decisions
along the way is easy. Computation cost for each split is inexpensive. In practice,
algorithms tend to produce decision trees with a low branching factor with simple tests at
each node. The tree does not grow out of hand and these tests translate into simple
Boolean and integer operations that are fast and inexpensive. Using decision trees, the
field which is the best at splitting the training records can be singled out for analysis.
This enables the user to figure out which variable influences his/her data the most.
1 CART stands for classification and regression trees. The method was published in 1984
2 CHAID stands for chi-squared automatic interaction detection. It was published in 1975
3 C4.5 is successor to ID3.
4 Over-fitting occurs when the information is too detailed. For example, some road maps are very detailed,
including every street in a relatively small area. Other maps are more general, covering the major roads in
a larger area. Which is the better map to use? If we need to travel a large distance, it may be difficult to
figure out the best path from a patchwork of detailed maps. The detailed map overfits the information.
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Even though decision trees are very good at classifying data, they are not appropriate for
estimation. It is also hard to use decision trees for problems involving time series data
unless a lot of effort is put into presenting the data in such a way that trends are made
visible.
2.1.4 Memory-based reasoning
Memory-based reasoning (MBR) is also known as nearest neighbors. Like decision trees
and neural nets, the idea came from Al. MBR looks for the nearest neighbors in the
known instances and combines their values to assign classification or prediction values.
Because MBR generates a list of the nearest neighbors, the results produced can be
readily understood. MBR is applicable to arbitrary data types, even non-relational data
since the technique does not depend on the underlying representation of the data. The
performance of MBR does not depend on the number of fields in the records, which
makes it practical to use when other techniques such as neural nets do not perform well.
However, MBR requires costly computation to perform when doing classification and
prediction since finding the nearest neighbors involves applying the distance function to
all the fields in the record and all the records in the training set.
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2.1.5 Genetic Algorithms
Genetic algorithms apply the mechanics of genetics and natural selection to perform a
search used for finding the optimal sets of parameters that describe a predictive function.
Genetic algorithms are frequently employed to train neural nets. Many neural nets
package incorporate genetic algorithms as an option for the training phase.
Genetic algorithms produce results that are explainable. The results can be easily applied
because they take the form of parameters in the fitness functions. In many cases, genetic
algorithms are used for finding optimal values. They are not limited to the types of input
data - as long as the data can be represented as a string of bits of a fixed length.
Even though genetic algorithms are suitable in optimization, they do not guarantee
optimality. They may strike a local optima and never find the best solution (global
optima). Genetic algorithms can be quite computationally intensive; therefore products
incorporating them tend to be enterprise-level products that run on powerful servers.
2.1.6 Link Analysis
Link analysis is sometimes referred to as association analysis. The technique originated
from the field of graph theory. Link analysis follows relationships between records to
develop models based on patterns in the relationships. It is particularly useful for crime
solving and the telephone industry because applications in these areas involve natural
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links. Link analysis also offers powerful visualization and makes the process easily
understandable.
However, link analysis is not appropriate for many types of problems. It does not apply
to classification and prediction like neural nets that take data in and produce an answer.
Link analysis finds specific patterns that can then be applied to data.
2.1.7 Market Basket Analysis
Market basket analysis applies probability and statistics measures to the database. The
statistic methods used here are different from the standard statistic methods such as
regression. Market basket analysis is a form of clustering used for finding groups of
items that tend to occur together in a transaction.
The output using market basket analysis is in the forms of rules, which are clear and
understandable. When approaching a large set of database without knowing where to
begin (i.e., there is no one predefined notions or conjectures), market basket analysis is
very useful because it looks for the patterns inherent in the data. It is also simple to use
compared to more complex techniques such as genetic algorithms or neural nets.
However, the computational effort grows exponentially as the problem size grows. Even
though methods are available to generalize the items analyzed, important rules might be
eliminated in the process of generalizing. Market basket analysis works best when all
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items have approximately the same frequency in the data. Items that rarely occur are in
very few transactions and will be pruned.
2.1.8 Clustering Detection
In the clustering detection approach, there is no pre-classified data and no distinction
between independent and dependent variables. Instead, the algorithms search for groups
of records - the clusters that are similar to one another, with the assumption that similar
records represent similar customers who will behave in similar ways. Cluster detection is
rarely used in isolation because finding clusters is not an end in itself. Once clusters have
been detected, other methods must be applied in order to figure out what the cluster
means.
Cluster detection is undirected data mining - it can be applied even when there is no prior
knowledge of the internal structure of a database. Hidden structures are uncovered to
improve the performance of more directed techniques. Since there is no need to specify
independent values, dependent values, input and outputs, cluster detection is very easy to
apply.
The flip side of undirected knowledge discovery is that when one does not know what
one is looking for, one may not recognize it even when one finds it. The clusters one
discovers may not offer any practical value.
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2.2 Neural Networks
In a number of disciplines such as artificial intelligence, physics, psychology, linguistics,
biology and medicine, the current focus of research is connectionism. Connectionist
systems consist of many primitive cells (units) working in parallel, which are connected
via directed links (connections). The main processing principle of these cells is the
distribution of activation patterns across the links similar to the basic mechanism of the
human brain, where information processing is based on the transfer of activation from
one group of neurons to others through synapses.
The human brain exhibits high performance when dealing with highly complex cognitive
tasks like visual and auditory pattern recognition. This is a great motivation for modeling
the human brain. Because of this motivation, connectionist models are also called neural
nets. However, most current neural network architectures do not imitate the biological
model in rigid terms
In the current neural network models, knowledge is usually distributed throughout the net
and is stored in the structure of the topology and the weights of the links. The networks
are organized by (automated) training methods, which greatly simplify the development
of specific applications. There are two advantages of using connectionist models. In
situations where no clear set of logical rules can be given, the first advantage allows the
classical logic in ordinary Al systems to be replaced by vague conclusions and associative
recalls (exact match versus best match). The inherent fault tolerance of connectionist
models is another advantage. Furthermore, neural nets can be made tolerant against noise
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in the input and generally exhibits graceful performance degradation: with increased
noise, the quality of the output usually degrades at a slow pace [8].
Neural networks, as an associative memory or as computational algorithms, can perform
massively parallel and distributed information processing. A neural network consists of a
large number of neurons that exchange information through synaptic connections
internally and with the real-world environment. A neuron receives as input a weighted
sum of the outputs (or activation) of the other neurons and produces a nonlinear (often
step-like or s-shaped) transformation of the input. Individual neurons can only perform a
simple signal processing function. However, when many neurons are organized into a
number of layers with a specific topology, the networks can provide interesting and
sophisticated functions.
Many different network configurations are being proposed in the literature. An especially
popular configuration is the multi-layer Feed-forward network. This network consists of
an input layer, some hidden layers (which have no direct connections to the environment),
and an output layer. The information flows from the environment to the input layer,
passes through the hidden layers to the output layer, where the activation of the nodes
represents the output of the neural network. A node in an upper (i.e., hidden or output)
layer receives as input a weighted sum of the activation of all outputs in the layer below
it.
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The power of the neural networks originates in the non-linearity provided by the hidden
layer. A neural network can outperform all statistical analysis methods such as linear
regression, making it especially useful in dealing with a complex process such as the
inside of a blast furnace.
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3.0 Blast Furnace
Historically, most iron ore is converted to iron using a blast furnace. The production of
iron requires three import raw materials: iron ore, "coke" converted from coal, and
limestone. Iron is the fourth most abundant element in the Earth's crust. It is found in
high concentration in ore deposits, where it resides as oxide. Intense heat is required as
an input in the production of iron. Part of the heat is necessary to increase the
temperature of the raw materials and part of it is required for endothermic chemical
reactions. The coal is converted to a product called coke in coking ovens. Coke plays two
important roles in the blast furnace - first as the reducing agent, and second to generate
the required heat levels to smelt steel. The limestone acts as a flux to draw off the
impurities from the ore.
The three raw materials are added to the top of the blast furnace. A blast of air containing
oxygen is injected in from the bottom of the furnace. This causes the coke to burn in the
lower part of the furnace, where preheated air and additives, such as oil or pulverized
coal, humidity and oxygen, are injected through nozzles, tuyeres, with an intense heat of
almost 2000 C. The coke moves further down the furnace to be oxidized to carbon
monoxide by reacting with oxygen in the hot blast. The products from the reaction,
mainly carbon monoxide and nitrogen, rise through the descending bed of burden
materials, to heat, reduce, and melt the iron bearing materials. The partially oxidized gas
finally leaves the process at the top of the blast furnace at a temperature of a few hundred
degrees Celsius. The temperature in the furnace varies widely: from a few hundred
degrees (upper shaft) to about 2000 C (lower zone where the coke is oxidized to carbon
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monoxide). The pig iron temperature is about 1450-1500 C. During this process, the
molten iron, which is in contact with coke, absorbs carbon up to its thermodynamic limit
[3]. See Figure 1 for an illustration of a blast furnace and the chemical reactions that take
place inside it. Molten pig iron and slag, present in the lower part of the blast furnace
(bottom and hearth), trickles down from the upper part. They are tapped at irregular
intervals through the taphole.
Fe20  Charge of Blast Furnaceiron ore,
C -coke, 'w
CaCO 3 - limestone Flue gas CO2
reducing zone
Fe2 0 3 + CO -> Fe + CO2  hot gases to
preheat air
CO
C + 02 -> CO 
__heated air
02
molten slag
iron CaSi0s
Fe CaCO 3 + Si 02 -> CaSi0 3 + CO2
C. Ophardt c. 1997
Figure 1: A Typical Blast Furnace [10]
Silicon enters the blast furnace through the ores as well as in coke ash in the form of
oxide and silicates. In the highly reducing atmosphere prevailing in the high-temperature
region of the blast furnace, a part of silicates gets converted via silicon oxide-gas to
silicon dissolved in molten iron. The steel produced from pig iron should not have more
than a certain amount of silicon in it, depending on its end use. An excess of silicon in
the pig iron is uneconomical in the sense that expensive metallurgical coke is wasted in
the blast furnace in the reduction reactions [4].
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Impurities in the iron ore such as silicon dioxide react with the limestone to produce slag,
CaSiO 3, and carbon dioxide. The slag floats on top of the molten iron because of its
lower density and can be drawn off separately. The lower hearth is operated batch-wise
because metal and slag are tapped intermittently at intervals of a few hours.
The pig iron is treated in a second step called the basic oxygen furnace. Pure oxygen is
blown into the molten pig iron to oxidize the impurities of sulfur, phosphorus, and carbon
to their respective oxides: SO2, P20 5, and CO 2. The result of this operation is the
production of carbon steel.
The neural network modeling is done on the new 'G' blast furnace TISCO commissioned.
It has a working volume of 1800 in 3, a hearth diameter of 9.2 m and a shaft height of 16.5
m [9].
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4.0 Stuttgart Neural Network Simulator
The software package used to model the process of the 'G' blast furnace is the Stuttgart
Neural Network Simulator (SNNS). It was chosen for its ease of use, portability and
availability.
SNNS is a software simulator for neural networks on Unix workstations developed at the
Institute for Parallel and Distributed High Performance Systems (IPVR) at the University
of Stuttgart. The goal of the SNNS project is to create an efficient and flexible simulation
environment for research on and application of neural nets [8].
The SNNS simulator consists of two main components:
1) Simulator kernel written in C
2) Graphical user interface under X1 1R4 or X1 1R5
The simulator kernel operates on the internal network data structures of the neural nets
and performs all operations of learning and recall. It can also be used its user interface as
a C program embedded in custom applications. It supports arbitrary network topologies
and the concept of sites. SNNS can be extended by the user with user defined activation
functions, output functions, site functions and learning procedures, which are written as
simple C programs and linked to the simulator kernel.
The neural networks included in SNNS are the following:
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e Feed-Forward Networks
e Time-Delay Networks
* ART Networks
" Self-Organizing Maps
* Auto-associative Memory Networks
* Partial Recurrent Networks such as Jordan Networks and Elman Networks
The graphical user interface XGUI (X Graphical User Interface), built on top of the
kernel, gives a 2D and a 3D graphical representation of the neural networks and controls
the kernel during the simulation run. In addition, the 2D-user interface has an integrated
network editor, which can be used to directly create, manipulate and visualize neural nets
in various ways.
4.1 Neural Network Terminology Used by SNNS
A network consists of units and directed weighted links (connections) between them.
Analogous to biological neurons, each unit receives a net input that is computed from the
weighted outputs of prior units with connections leading to this unit. Figure 2 shows a
small network.
The actual information processing within the units is modeled in the SNNS simulator
with the activation function and the output function. The activation function first
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computes the net input of the unit from the weighted output values of prior units.
It then computes the new activation from this net input (and possibly its previous
Output unit
11.71
-5.2 
-5.24 Hidden unit
6.97 6.97
Output units
Figure 2: A small network with three layers of units
activation). The output function takes this result to generate the output of the unit. These
functions can be arbitrary C functions linked to the simulator kernel and may be different
for each unit. The graphical user interface XGUI (X Graphical User Interface), built on
top of the kernel, gives a 2D and a 3D graphical representation of the neural networks and
controls the kernel during the simulation run. In addition, the 2D-user interface has an
integrated network editor, which can be used to directly create, manipulate and visualize
neural nets in various ways.
The SNNS simulator offers the use of sites as additional network element. Sites constitute
a simple model of the dendrites of a neuron, facilitating the grouping of the expectation of
different treatment of the input signals of a cell. Each site can have a different site
function. This selective treatment of incoming information allows the creation of more
powerful connectionist models. Figure 3 shows one unit with sites and one without.
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Depending on their function in the net, one can distinguish three types of units: the units
whose activations are the problem input for the net are called input units; the units whose
output represent the output of the net output units; and the remaining units which are
called hidden units, because they are not visible from the outside.
In most neural network models, the type correlates with the topological position of the
unit in the net. If a unit does not have input connections but only output connections,
then it is an input unit. If it lacks output connections but has input units, it is an output
unit. If it has both types of connections, it is a hidden unit.
The direction of a connection (link) shows the direction of the transfer of activation. The
unit from which the connection starts is called the source unit, or source for short, while
the other is called the target unit, or target. Connections where source and target are
identical (recursive connections) are possible. Multiple connections between one unit and
the same input port of another unit are redundant, and therefore prohibited. This is
checked by SNNS.
Each connection has a weight (or strength) assigned to it. The effect of the output of one
unit on the successor unit is defined by this value: if it is negative, then the connection is
inhibitory, i.e. decreasing the activity of the target unit; if it is positive, it has an
excitatory, i.e. activity enhancing, effect.
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The most frequently used network architecture is built hierarchically bottom-up. The
input into a unit comes only from the units of preceding layers. Because of the
unit with sites unit without sites
to other units
to other units
output output
output function output function
activation activation
activation function activation function
site value
site function
Figure 3: One unit with sites and one without
unidirectional flow of information within the net they are also called feed-forward nets
(as example see the neural net classifier introduced in chapter). In many models, a full
connectivity between all units of adjoining levels is assumed.
A unit with sites does not have a direct input any more. All incoming links lead to
different sites, where the arriving weighted output signals of preceding units are
processed with different user-definable site functions (see Figure 3). The result of the site
function is represented by the site value. The activation function then takes this value of
each site as the network input.
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The SNNS simulator does not allow multiple connections from a unit to the same input
port of a target unit. Connections to different sites of the same target units are allowed.
Similarly, multiple connections from one unit to different input sites of itself are allowed
as well.
4.2 Update Modes
To compute the new activation values of the units, the SNNS simulator running on a
sequential workstation processor has to visit all of them in some sequential order. This
order is defined by the Update Mode. Five update modes for general use are implemented
in SNNS. The first is a synchronous mode, all other are asynchronous, i.e. in these modes
units see the new outputs of their predecessors if these have fired before them.
1. Synchronous: The units change their activation all together after each step. To do this,
the kernel first computes the new activations of all units from their activation functions in
some arbitrary order. After all units have their new activation value assigned, the new
output of the units is computed. The outside spectator gets the impression that all units
have fired simultaneously (in sync).
2. Random permutation: The units compute their new activation and output function
sequentially. The order is defined randomly, but each unit is selected exactly once in
every step.
3. Random: The order is defined by a random number generator. Thus it is not guaranteed
that all units are visited exactly once in one update step, i.e. some units may be updated
several times, some not at all.
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4. Serial: The order is defined by ascending internal unit number. If units are created with
ascending unit numbers from input to output units, this is the fastest mode. Note that the
use of serial mode is not advisable if the units of a network are not in ascending order.
5. Topological: The kernel sorts the units by their topology. This order corresponds to the
natural propagation of activity from input to output. In pure feed-forward nets the input
activation reaches the output especially fast with this mode, because many units already
have their final output which doesn't change later.
4.3 Learning in Neural Nets
An important focus of neural network research is the question of how to adjust the
weights of the links to get the desired system behavior. This modification is very often
based on the Hebbian rule, which states that a link between two units is strengthened if
both units are active at the same time.
Training a feed-forward neural network with supervised learning consists of the following
procedure. An input pattern is presented to the network. The input is then propagated
forward in the net until activation reaches the output layer. This constitutes the so-called
forward propagation phase.
The output of the output layer is then compared with the teaching input. The error, i.e. the
difference (delta) between the output and the teaching input of a target output unit j is
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then used together with the output of the source unit i to compute the necessary changes
of the link. To compute the deltas of inner units for which no teaching input is available,
(units of hidden layers) the deltas of the following layer, which are already computed, are
used in a formula given below. In this way the errors (deltas) are propagated backward, so
this phase is called backward propagation.
In online learning, the weight changes are applied to the network after each training
pattern, i.e. after each forward and backward pass. In offline learning or batch learning
the weight changes are cumulated for all patterns in the training file and the sum of all
changes is applied after one full cycle (epoch) through the training pattern file.
The most famous learning algorithm, which works in the manner described, is currently
backpropagation. In the backpropagation learning algorithm online training is usually
significantly faster than batch training, especially in the case of large training sets with
many similar training examples [8].
4.4 Generalization of Neural Networks
One of the major advantages of neural nets is their ability to generalize. This means that a
trained net could classify data from the same class as the learning data that it has never
seen before. In real world applications developers normally have only a small part of all
possible patterns for the generation of a neural net. To reach the best generalization, the
dataset should be split into three parts:
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* The training set is used to train a neural net. The error of this data set is minimized
during training.
e The validation set is used to determine the performance of a neural network on
patterns that are not trained during learning.
* A test set for finally checking the over all performance of a neural net.
Typically, a data set is divided into the training set and the testing set. In general, the split
is based on an 80-20 rule: 80 percent of the data set is used for training and the rest 20
percent is used for testing. This is a good proportion for splitting the data set. Some use
the 75-25 rule or the 70-30 rule [4]. Many vary the rule and adjust the training and
testing sets to see how it affects their relates. Unless specifically mentioned, all of our
modeling is done based on the 80-20 rule.
The learning should be stopped in the minimum of the validation set error. At this point
the net generalizes best. When learning is not stopped, over-training occurs and the
performance of the net on the whole data decreases, despite the fact that the error on the
training data still gets smaller. After finishing the learning phase, the net should be
finally checked with the third data set, the test set.
SNNS performs one validation cycle every n training cycles. Just like training, validation
is controlled from the control panel.
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It was decided that only neural network models that have one layer of hidden nodes will
be explored for this modeling effort. This decision was based on past experience as well
as some literature search [4] [5]. The power of neural nets comes from its non-linear
nature and the hidden layer provides that capability. Using two hidden layers provides
the same quality of non-linearity as using one hidden layer, so it is not necessarily better
to increase the number of layers. It has been shown, empirically, using two or more
hidden layers in their models hurt the performance [4] [5]. In this case, a single layer of
hidden nodes is sufficient.
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5.0 Methodology
In the context of this thesis, a neural network model is a set consisting of a specific neural
network algorithm, a learning algorithm (including the learning rate) for the neural net,
and a correct representation of data to be modeled. Using a set of inputs, the objective is
to formulate a neural network model that can accurately predict the various output aspects
of TISCO's 'G' blast furnace.
Before the selection of a neural network algorithm and a learning algorithm is made, an
important factor is capturing the most appropriate state of the blast furnace. The state of
a blast furnace is defined to be a description of its condition at a point in time. The
description can encompass every measurable detail of the blast furnace, each represented
as an input parameter. The challenge lies in defining the scope of the state - which
parameters to include in the model. The raw data received from TISCO, based on its past
operational records, consist of 35 available input parameters for the prediction of hot
metal temperature, each taken at 5-minute intervals. Due to structural and chemical
complexities, not all the parameters of the blast furnace are useful for predicting a certain
aspect of the output. The selection of the appropriate state (i.e. proper set of parameters)
for a particular aspect of the output has a great impact on the model. Incorporating
parameters that have little relevance to the particular output parameter would cause
excessive noise in the model. Using too few of the highly related parameters gives an
inadequate representation of the state of the blast furnace, thus producing an unrealistic
model. Furthermore, depending on which output parameter is being modeled, the
selection of the appropriate state of the blast furnace could be totally different.
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5.1 Output Parameters
A blast furnace is used to produce pig iron. The quality and the quantity of the different
input materials as well and many environmental factors all influence the quality of the pig
iron. The three most important parameters that define the quality of the pig iron are hot
metal temperature, hot metal silicon content, and slag basicity. This thesis focuses
mainly on the prediction of hot metal temperature, with brief descriptions of the other two
output parameters. The prediction of hot metal temperature was the first to be examined
in the modeling effort since it is used as an input variable in the modeling of hot metal
silicon content and slag basicity. The work done in the case of the other two output
variables followed similar paths as the modeling of hot metal temperature.
5. 1. Hot Metal Temperature
Hot metal is also referred to as pig iron and its temperature is in the range of 1450 - 1500
degrees Celsius. Very crucial in determining the quality of the pig iron, hot metal
temperature is an important parameter in both the control and the prediction of the blast
furnace [3]. The temperature of hot metal is measured whenever pig iron is tapped. The
tapping is done at irregular intervals.
5.1.2 Hot Metal Silicon Content
Hot metal silicon content is important both for quality and control purposes. Temperature
of the hot metal, silica activity in the slag, oxygen activity in the hot metal and other
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solutes that are present directly influence the silicon content. Not only is silicon content
an important quality parameter, it also reflects the internal state of the high-temperature
lower region of the blast furnace where many of the dynamic changes in pig iron silicon
content correspond to similar changes in the pig iron temperature and/or shifts in the heat
level, making it an important tool for blast furnace control. Often, an operator can judge
the extent to which the other reactions have proceeded based on the extent of the silica
reduction. Uniformity in silicon content and its accurate and advance prediction can
greatly help to stabilize blast furnace operations. The silicon content of the hot metal is
measured when pig iron is tapped. After the pig iron leaves the blast furnace, it goes
through another process become steel. The silicon content of the pig iron determines the
charge balance in oxygen steel-making converters - an important tool in making steel [4].
5.1.3 Slag Basicity
Slag, along with CaSiO 3 and carbon dioxide, is produced when impurities in the iron ore,
such as silicon dioxide, react with limestone. Once produced, it floats on top of the
molten iron and can be drawn off separately. In reduction processes in which liquid iron
is produced, the slag plays an important role. It absorbs components contained in the raw
material that are undesirable in iron, such as silicon dioxide. Slag can be easily separated
from the metal because of its low viscosity, low density and the low vapor pressure of its
components. Even though slag is essentially the waste product of the chemical reactions,
it has properties suitable to make it salable. The quality of the hot metal is determined by
the concentration of silicon, manganese, phosphorus and sulfur. These concentrations
depend on the temperature, the slag basicity (in its simplest but not entirely accurate form
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expressed by the lime to silica ratio, CaO:SiO2) and the ratio of the slag and metal
quantities. The desulfurization of the hot metal increases with slag basicity [3].
5.2 Input Parameters for Prediction of Hot Metal Temperature
For the prediction of hot metal temperature, TISCO provided a data set consisting of 35
input variables. A list of the more important variables and a description of each is given
in Table 1. An in-depth knowledge of metallurgy and blast furnace is required to
understand these inputs. Since the focus of this thesis is the modeling aspect, the
understanding of each input variable is not necessary. Therefore, only a brief description
of each variable is given here.
5.3 Normalization of the Data Set
The process of treating the data set used by the neural networks is just as important as
deciding what type of neural networks to use. Not only is normalization a way to get the
data into an acceptable format to neural algorithms, it is also used to ensure that all
parameters can be compared and contrasted against each other easily, by scaling them
down to within the same range of values. For example, hot metal temperature has values
in the range of thousands of degrees while others have a range of between 0 and 1.
In order for the inputs to be acceptable to neural networks, all values of the parameters
were normalized to between 0 and 1. To maximize the capability of the neural networks,
values need to be spread as evenly between 0 and 1 as possible, generating sharper
contrast and more deviation among values. This conclusion was reached after some
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Input Variable Description
RAFT TH RAFT temperature
G1HF Group 1 heat flux (lower part of blast furnace)
G2HF Group 2 heat flux (upper part of blast furnace)
FIC46 Steam (tons/hr)
INJ ACT Actual coal injection
EH2 Eta hydrogen (from top gas analysis)
QZTOTAL Total quartz
DP Differential pressure
CWINDEX Central working index
LSTOTAL Total limestone
PI 59 Wind volume
CMOIST7 Coke moisture from bin #7
AL12 Top gas H2%
CMOIST9 Coke moisture from bin #9
AL13 Top gas CO%
PERM K Permeability index, K
ECO Eta CO (from to gas analysis)
COKTOTAL Total coke
02ENR PV Oxygen enrichment, %
NCKTOTAL Total nut coke
SINTOTAL Total sinter
SINTPERC % sinter in burden
ORETOTAL Total ore charged
CHRGDTIM Charge time for 10 semi charges
P192 Hot blast pressure
OREBYCOK ore/coke ratio
PIC33 Top pressure in kg/cm 3
AL13 Top gas CO%
DOLTOTAL Total dolo
THC R Theoretical carbon rate
Table 1: List of Input Parameters
initial failure where the neural nets provided "flat" results, and all the data points
clustered around the middle. The problem disappeared once the values were spread out
using an adjusted normalization scheme. The presence of negative values for certain
parameters required an adjustment on the normalization scheme in order to accommodate
it. After examining the data set, the following normalization scheme was proposed:
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(I Value I - I Min 1) / (I Max I - I Min I)
where I Value I is the absolute value of the variable at the specific times. I MinI is the
minimum of the absolute values of that variable in the data set. IMax I is the maximum of
the absolute values of that variable. Taking the absolute value of everything eliminates
negative numbers. The normalized data set contains approximate 8000 data points at 5-
minute intervals. Certain values were completely out of range compared to values in the
same column - mistakes made when the data was recorded. They were manually removed
since the number of irregular data points is less than 15. The integrity of the data set was
not compromised because the number of irregulars is extremely small compared to the
total number of data points in the data set.
5.4 Sensitivity Analysis
Before proceeding with neural net modeling, each input variable is examined in relation
to the output variable, hot metal temperature. Naturally, some input parameters have a
bigger impact on the output variable than others. Two methods were used to gauge how
well an input variable relates to the output variable: plotting the input with the output and
visually examining them; and calculating correlation coefficients. Based on operational
experience, TISCO's blast furnace controllers recommended some variable that are
known to have a high impact on hot metal temperature. The same methods mentioned
above were used to verify whether or not these variables were indeed highly correlated to
hot metal temperature, as well as to explore alternative high-correlation parameters.
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Each input parameter was plotted with hot metal temperature on the same graph in order
to detect patterns. There is one graph for each input variable, resulting in 35 graphs total.
Comparing the input variable and the output variable graphically can show the high level
relationship and the general trend. Any abnormality in the trend of each variable can be
easily detected. Figure 4 shows the graph of one of the variables. The input variable is
plotted in solid lines and hot metal temperature is plotted in dotted lines. The x-axis
represents the time index (at 5-minute interval). The y-axis represents the normalized
value of the input/output variables at the corresponding time index.
Most likely, the actual values of the input parameter and hot metal temperature have very
different ranges, therefore, all the graphs shown in this thesis are plotted in terms of
normalized values to allow more than one curve to be plotted on the same graph for
comparison purposes. This method of plotting clearly indicates that all the normalized
values were spread evenly between 0 and 1.
By examining the graphs visually, it was obvious that hot metal is a step-like function
while the input parameters vary at each interval, indicating that either hot metal
temperature naturally stays constant for a time period or that the input parameter
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Figure 4: Input Parameter RAFTTH with Hot Metal Temperature
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is measured more frequently than the output parameter. It is unlikely that the hot metal
temperature would stay constant for a long period of time given the nature and the
complexity of the blast furnace. Therefore, it is more likely that the measuring
frequencies of the input parameters and hot metal temperature are not the same. The
suspicion was confirmed by TISCO - while the input variables are measured and recorded
at 5-minute intervals, hot metal temperature is only measured when the hot metal is
tapped, irregularly, at hourly intervals on average. The out-of-sync measuring of input
and output variables would prove to be an obstacle later on.
The second step in the sensitivity analysis is to examine the data from an empirical angle.
This involves calculating correlation coefficient of each input variable against the output
variable. This method has been used in prior works in this field [4] [5]. Correlation
coefficient is a commonly used statistic measurement of how closely one variable trails
another variable. It is similar to another measure, covariance. Covariance also measures
how much the two variables move in tandem. However, the correlation coefficient scales
the covariance to a value between -1 (perfect negative correlation) and +1 (perfect
positive correlation) by dividing their covariance by the product of the standard
deviations of the two variables. Correlation coefficient is easier to interpret and compare
because of the scaling. See Table 2 for a list of all the correlation coefficients of the input
variables. The positive sign of the correlation coefficient indicates that the input
parameter "moves" in the same direction as the output parameter. The negative sign
indicates that the input parameter "moves" in the opposite direction as the output
parameter. The greater the absolute value of the coefficient is, the higher the correlation.
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The largest correlation coefficient is -0.3409 while most of the correlation coefficients are
under plus or minus 0.10, indicating weak relationships between individual input
parameters and hot metal temperature in general. If incorporated into a model, these
variables would most likely introduce more noise than useful information. In the
beginning, the state of the blast furnace constitutes all the 35 variables provided by
TISCO. Later on, the scope of the state will be narrowed by eliminating low-correlation
variables in order to reduce the noise and improve the model.
5.5 Linear Regression Model
A linear regression model is essentially a neural network with only one hidden node;
therefore it does not have the nonlinear characteristic that makes a neural network so
powerful. Linear regression models were built as benchmarks for the neural network
models. Because a neural network is capable of learning linear as well as nonlinear
relationships, they are expected to perform at least as well as linear regression models, if
not better [4]. The benchmark linear regression models can give an estimate of the
quality of the data set and detect any potential errors in using the neural network software
- if the neural network results turn out to be significantly poorer than the results of the
linear regression model, then either the software was not used properly or there is some
anomaly in the data set. The result of a linear regression model using all 35 input
variables is shown in Figure 5.
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Input Variable Correlation Coefficient
AL12 0.101
AL13 0.0070
AL14 -0.0629
BGVEL -0.1868
BGVOL 0.1860
CHRGDTIM 0.0584
CMOIST7 -0.0788
CMOIST9 -0.1052
COKTOTAL 0.0310
CWINDEX 0.1466
DOLTOTAL 0.0898
DP -0.1199
ECO -0.0235
EH2 0.1860
F159 -0.1092
FIC46 0.2491
G1HF -0.3065
G2HF -0.3134
INJ ACT -0.2117
LSTOTAL -0.1132
NCKTOTAL -0.0437
02ENR PV -0.0393
OREBYCOK -0.0625
ORETOTAL -0.0538
PERM K 0.0148
P189 -0.0594
P192 -0.0606
PIC33 0.0627
QZTOTAL 0.1240
RAFT TH -0.3409
SINTOTAL -0.0529
SINTPERC 0.0529
THC R N/A
TIC91 -0.0759
TUYVEL -0.0934
TY21 PV Not Used
Table 2: Correlation Coefficients of Input Variables against Output Variable
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Figure 5: Results from Running the Linear Regression Model on 35 Input Variables
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The linear regression model running on the 35 input variables showed poor results which
indicates that the quality of the data set needs to be improved. The next step is to run
some neural network models using the same set of data to see if they can outperform the
linear regression model.
5.6 Results from Running the Neural Network Model on the Initial Data Set
Three different neural network algorithms, Feed-forward, Time-delay, and Jordan; with
standard Back-propagation were run using SNNS. Feed-forward (also known as Multi-
layer perceptron) networks are standard and have been shown to solve many different
types of problems. Based on this information, Feed-forward networks were chosen to be
run initially. In additionl, Time-delay and Jordan networks were selected because of
time-dependencies in the data, that is, there is a time delay before a particular set of
inputs at one time instant affects the hot metal temperature. Even though they are more
complex, Time-delay and Jordan networks are known for their ability to distinguish time-
dependencies in the data set [8]. The learning algorithm used is standard Back-
propagation. Backpropagation is applicable to a wide variety of problems and has proven
itself very successful in modeling nonlinear systems [5].
The results from running the Feed-forward neural network are shown in Figure 6. The
results from the Time-delay and the Jordan models (not shown) are very similar to the
Feed-forward model. The Feed-forward model has a mean squared error (MSE) of 0.036.
MSE is a measure of how close predicted and actual output values are.
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Feed Forw-arr, Standard Backpropagation, I layer of 10 Hidden Nodes, Learning Rate: 0.2, 10 input parameters usedI .
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Figure 6: Results from the Feed Forward Neural Net Model
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The results from running the neural networks mentioned above lack substantial predictive
power. A visual examination of the two graphs indicates that the neural network model
does not outperform the linear regression model by much. This is largely due to the
infrequent measurements of hot metal temperature. The existing data set does not give a
realistic representation of the changes in hot metal temperature.
5.7 Limitations of the Data Set
The biggest obstacle to building better models is the lack of frequency with hot metal
temperature, is measured. Section 4.4 first hinted at this difficulty, and this section will
elaborate on that. Under real operational settings, it is practically impossible to obtain
more frequent measurements, since hot metal temperature is measured whenever the
metal is tapped from the blast furnace and it is too expensive and impractical to tap the
metal more frequently. The original format of the data displays a constant value for
temperatures between hot metal temperature measurements. Thus, the output generally
stays constant for 8-14 data points (40-70 minutes), and then jumps to the value of the
next measurement, where it again stays constant until the next jump. Obviously this is an
unrealistic model of the physical process of temperature change. Neural networks tend to
perform poorly when modeling data that exhibit step-like patterns.
To overcome this difficulty, hot metal temperature is modeled at hourly intervals where
an actual measured value is available. Temperature for the data points between actual
measurements were linearly interpolated. Linear interpolation connects one measurement
to the next with a line; the correct temperature between measurements is assumed to lie
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on this line. This is clearly a more realistic representation and more accurately captures
the relationship between input variables and hot metal temperature.
Even though linear interpolation is the best way to treat the data set under the
circumstance, temperature between measurements do not strictly lie on a straight line.
Something is needed to "soften" this assumption, such as taking the hourly average data
to narrow the difference between the linearized data and the behavior of the original data
set. Therefore, after linearly interpolating the hot metal temperatures, the data set was
sliced into blocks of 12 data points (because each input parameter is measured
approximately every 5 minutes). For each block, the 12 values for each of the 35 inputs
were averaged, as were the 12 output values. Each 12-data point block was reduced to a
single, hourly-averaged data point. The resultant data set is reduced to one twelfth of the
original data set and now only contains 702 data points. The data set is referred to as the
hourly-averaged-data from now on.
5.8 Correlation and Time Lag
Because the production of hot metal is such a complex and lengthy process, it is
inevitable that there are time lags between inputs and output [4]. A change in the value of
input may not have an effect on the output until hours later since on average, coal and ore
take a few hours to travel from the top of the blast furnace to the bottom; during which
chemical reactions occur. Furthermore, this lag may vary across different inputs (i.e. each
input parameter has a different time lag with hot metal temperature). To explore the
effect of this time lag, correlation coefficients for each input variable for up to 14 hours
46
from the output, using the hourly-averaged-data were calculated, thus empirically finding
the best estimate of the lag effect for each input variable. Taking this into account yields
a more accurate model.
The correlation coefficient between the output and each input variable for a number of
lags between 0 and 14 hours were calculated. For each input variable, the optimal time
lag is determined by the time lag that has the largest correlation coefficient. The results
can be seen in Table 3. The positive sign of the correlation coefficient indicates that the
input parameter "moves" in the same direction as the output parameter. The negative
sign indicates that the input parameter "moves" in the opposite direction as the output
parameter. The first column is the name of the input variable, the second column
contains the highest correlation coefficients for each corresponding input variable, and
the third column contains the time lag with the highest correlation coefficient.
Initially, some of the correlation coefficients seemed wrong. Based on the experience of
blast furnace controllers, certain parameters have complete opposite signs than the ones
computed. For example, it is fairly well known that RAFTTH has a positive correlation
with hot metal temperature. The strong negative correlation was surprising. The
correlation that model is capturing is the reaction of the operator. When the blast furnace
operator sees that the hot metal temperature is dropping, one of his first reactions is to
raise RAFTTH.
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Input Variable Correlation Coefficient Time Lag
AL12 0.2601 0
AL13 -0.2162 9
AL14 -0.0502 7
BGVEL -0.2585 2
BGVOL 0.1470 10
CHRGDTIM 0.1566 0
CMOIST7 0.2289 14
CMOIST9 0.1312 13
COKTOTAL -0.2758 9
CWINDEX 0.1403 6
DOLTOTAL 0.2376 0
DP 0.1888 11
ECO 0.2153 9
EH2 0.1372 0
F159 0.2140 11
FIC46 0.3281 0
G1HF 0.1731 14
G2HF -0.3279 0
INJ ACT -0.1153 4
LSTOTAL 0.1714 0
NCKTOTAL -0.0582 1
02ENR PV -0.1366 14
OREBYCOK 0.0902 0
ORETOTAL 0.1231 0
PERM K 0.2623 3
P189 0.1839 11
P192 0.1785 11
PIC33 0.1360 10
QZTOTAL 0.1366 1
RAFT TH -0.4253 0
SINTOTAL 0.0233 2
SINTPERC -0.0667 0
THC R N/A 0
TIC91 -0.1624 7
TUYVEL -0.1710 2
TY21 PV Not Used Not Used
Table 3: Correlation coefficients of input parameters to the output parameter and related time lags.
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Same is the case with COKTOTAL and INJ_ACT. With ALl2 and FIC46, the
correlation was expected to negative, but the correlation coefficients are positive. At high
hot metal temperature, the operator raises steam to lower the temperature. Such reactions
are always present in complex processes.
After calculating the optimal time lag for each of the input parameters (as described
above), the data set was adjusted in order to implement these lags. Each column was
shifted according to its respective time lag with hot metal temperature.
5.9 Difference Between Training and Testing Data
When the models were run on the adjusted hourly-averaged-data set, which accounts for
time-dependencies, the results did not improve as much as expected. The problem was
traced to an inconsistency between the training data set and the testing data set. The
testing set has an unusual trend, which is inconsistent with the training set. This is most
likely because the testing set was constructed by holding out a block of 100 hours worth
of data. Perhaps there are novel operating conditions in that block of 100 hours that did
not occur during the hours captured in the training set. If so, those conditions will cause
the test set to yield poor results. Constructing the hourly-averaged-data set caused the
number of data to shrink to one-twelfth of its original size, so using only the training data
set and discarding the testing set is not viable.
A solution to this problem is making the testing and training sets more uniformly
sampled. This way, instead of holding out one large block of data, sample hours from the
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entire period covered by hourly-averaged-data were selected. 200 randomly selected data
points were chosen to be the testing data set. The remaining points make up the training
set. This ensures that the testing and training data sets are more uniform.
5.10 Results
Using the randomized training and testing data sets, a linear regression model was trained
to set the benchmark. Then several feed-forward neural network models and Jordan
recurrent neural network models were run. Every model was run with a different
applicable learning algorithm and a different learning rate.
These changes have given the best results so far. Using the hourly-averaged-data set,
applying lag information, and revamping the train and test sets, the MSE for all types of
models were lowered significantly. Table 4 illustrates this.
Model Old MSE New MSE
Linear Model 0.0735 0.0114
Feed Forward ANN (25 hidden) 0.0415 0.0098
Jordan Rec. ANN (12 hidden) 0.0415 0.0098
Table 4: Results
5.11 Revising the Data Set
Still, the model's predictive performance could be better. One of the most urgent
problems is the lack of data. The number of available data points is not adequate for the
number of input variables modeled. Obviously, the more data points used to train the
neural networks, the better the results. Realistically, however, most applications do not
have tons of data ready at hand. Generally, the minimum number of data points required
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depends on the number of input variable used. The more input variables used in the
model, the larger number of data points are needed.
There are two ways to improve the results: using more data or manipulating the existing
data set to increase the number of data points. Ideally, the first method is preferable since
manipulating the data set distorts some of its characteristics. However, since more data
points was not easily obtainable, the only choice was to use the second method. A
moving window of size 12 units was suggested. In the linearized (before averaging) data
set (at 5-minute intervals), the first 12 data points were averaged to produce one data
point in the new data set. For the second data point in the new set, another 12 data points
(starting from data point 2 in the old set) were averaged. Similarly, for the third data
point, the average was taken starting from data point 3 in the old set, so on. In effect,
there is a moving window of size 12. A new data point is obtained by averaging all the
data points inside windows. The window slides by 1 every time. For example, the
window first averages data points 1 through 12 to produce the first data point, then data
points 2 through 13 to produce the second data point, and then3 through 14 for the third
data point. Using this scheme, there are 702*12 = 8424 data points instead of just 702.
The downside of this scheme is that the new data set reflects less of the quality of the
original data set, hence the real behavior of the system.
Since a new set of data is being used, correlation coefficients and lags must be re-
computed for each input parameter, using the same methods. They are shown in Table 5.
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Input Variable Correlation Coefficient Time Lag
AL12 0.2579 0
AL13 -0.1155 80
AL14 0.0510 39
BGVEL -0.2256 29
BGVOL -0.0727 27
CHRGDTIM 0.0721 9
CMOIST7 0.0837 0
CMOIST9 0.0754 37
COKTOTAL -0.2046 84
CWINDEX 0.0886 15
DOLTOTAL 0.3081 0
DP 0.1042 84
ECO 0.1164 68
EH2 0.0830 0
F159 0.0914 84
FIC46 0.2906 0
G1HF -0.1109 61
G2HF -0.1496 68
INJ ACT -0.1294 44
LSTOTAL 0.0886 84
NCKTOTAL 0.0645 84
02ENR PV 0.0508 84
OREBYCOK -0.0796 82
ORETOTAL -0.0681 84
PERM K 0.2493 35
P189 0.1102 84
P192 0.1114 84
PIC33 0.0961 84
QZTOTAL -0.0933 84
RAFT TH -0.3665 0
SINTOTAL -0.0707 64
SINTPERC 0.0536 36
THC R N/A 0
TIC91 -0.1661 84
TUYVEL -0.1719 32
TY21 PV 0.8339 0
Table 4: New Correlation and Lags
Because a moving window is used, each unit of lag represents a 5-minute interval.
Therefore, 84 corresponds to a delay of 7 hours.
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5.12 Results Using 35 Variables (Without the Previous Hot Metal Temperature)
An extensive number of models were run using the new data set. Each neural net
algorithm was paired with different learning algorithms, different learning rates, and
different number of hidden nodes. While the different learning rates produced
dramatically different results, the number of hidden nodes and the learning algorithms did
not have much impact. The results of running Feed-forward on the new data set are
shown in Figure 7. The results do not seem to have improved much. The lack of data
points, which was a problem before the implementation of moving windows now does
not seem to be the biggest obstacle to better models.
5.13 Results Using 11 Variables (Without the Previous Hot Metal Temperature)
Based on the experience of TISCO personnel regarding which input parameters has the
greatest influence and the correlation coefficients obtained using empirically methods, 11
input variables were chosen among the original 35 variables, with the purpose of reducing
noises created by the other 24 less-correlated variables. The new state used in the
modeling is substantially smaller.
The 11 chosen variables are CHRGDTIM, COKTOTAL, ECO, EH2, STEAM, G1HF,
G2HF, INJ_ACT, 02ENRPV, OREBYCOK, and TIC91.
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Figure 7: Results from Running Feed-Forward Back-propagation
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As before, linear regression models were run in order to set a benchmark. Our neural
network models are expected to be at least as good as or better than the linear regression
models. The results of the linear regression are shown in Figure 8. The MSE for the
testing data is 0.0292. Again, it is not a substantial improvement.
With the knowledge of the benchmark results, An extensive set of neural networks were
run. The best results were Feed-forward neural network algorithm with standard Back-
propagation, using 10 hidden units in one single hidden layer. The results are shown in
figure 9. The MSE is 0.0164. The results from running the Feed-Forward model are
better than our benchmark. It still needs improvement.
5.14 Using the Previous Hot Metal Temperature as an Input
In addition to the moving window, another input parameter, the actual hot metal
temperature value of the previous time was added [4]. Because of its time-dependent
nature, when predicting the output of a time-series data, data points cannot be looked at
separately. Each output affects the successive outputs. The next output of the model is
dependent on the actual output of the previous time index. Since the current output
temperature trails the previous temperature well, the new models were expected to
perform better.
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Linear model - 11 var. window, no prev. HMT - Test data - MSE 0.0292
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Figure 8: Linear Regression of 11 Variables without Previous Hot Metal temperature
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Figure 9: Results from Running Feed-Forward on 11I Variables Without Hot Metal Temperature
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Just as expected, the results from using the previous hot metal temperature improved
tremendously. Figure 10 shows the results. The model used was Feed-Forward, with
Backpropagation. This has produced the best results so far. The MSE is 0.0083.
In the case where the previous hot metal temperature value was used, the results are much
better. Here both the neural net and linear models (Figure 11) seem to be converging on
the same solution. This is good news because it means that the models are capturing all of
the useful information in the data, while avoiding over-fitting to the noise. Most of the
increase seems to be directly attributable to using previous hot metal temperature,
indicating that interactions between previous hot metal temperature and other variables
may not be important.
5.15 Issues Related to Using Previous Hot Metal Temperature
Modeling the blast furnace using neural networks serves three purposes:
1) Prediction - During the production process, the model should give the most accurate
prediction possible of the next hot metal temperature value. Using previous values of hot
metal temperature is compatible with this goal, and in fact has proven to be a great
benefit.
2) Simulation - In offline situations, the model might be used to experiment with different
control settings. Thus, different combinations or procedures for controlling the process
could be simulated on the model to see what kind of results might be expected if tried in
real life. Unfortunately, this goal is incompatible with using previous hot metal
temperature because the model would be unstable. As the model iterated through time, it
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Feed Forward w/ 30 hidden nodes - 11 var. window, with prev. HMT - Test data - NSE 0.0083
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Figure 10: Results From Running Feed-Forward on 11 Variables with Previous Hot Metal Temperature
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MSE 0.0066
would have to use its own prediction for hot metal temperature as the input to the next
step. Any error in that prediction would compound in the next iteration, and after any
significant number of steps the model would be out of touch with reality, because it lacks
the feedback that it would get in real life from the actual values of hot metal temperature
it receives.
3) Control - The model could be used to help automate the control of pig-iron production.
This also is unaffected by using previous values of hot metal temperature.
Prediction and simulation/control must be treated separately. Then benefit of hot metal
temperature as an input variable can be enjoyed without corrupting the simulation and
control efforts.
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6.0 Conclusion
In general, the most difficult problems encountered in the neural network based modeling
of the blast furnace were the lack of data and the correct state (i.e. set of input
parameters) of the blast furnace to model. Three different sets of parameters were
modeled separately: the set of all 35 input variables, the set of 11 of the highest-correlated
variables, and the set of 11 of the highest-correlated variables plus the use of the previous
hot metal temperature as an additional input variable. Significantly higher accuracy was
achieved when one used the previous value of hot metal temperautre in the training
phase; in such a scenario, the number of variables used (either 35 or 11 variables) had
little impact. Overall, the latter scenario provided the best model of the blast furnace.
The problem of too few and relatively irregular timing of data points was addressed in
multiple ways. Linearization was used to overcome the erratic frequency with which the
hot metal temperature was measured; the concept of moving windows was used to boost
the number of data points reduced by the use of linearization. Both methods are good at
resolving the problems they are intended for, but inherently, they distort the way the
parameters are represented. This is a side effect which one has to cope with, in situations
involving missing and/or infrequent data.
In the process of modeling, different settings of neural algorithms were experimented
with, such as using different number of nodes in the hidden layer, using different learning
algorithms and using different learning rates. The variations on the number of nodes and
the different algorithms did not produce very different results, indicating that these factors
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are not important. Various learning rates, from 0.01 to 9, were tried. The lower learning
rates worked better, since a neural network with a high learning rate tends to over-fit.
Even though in general, Time-delay and Jordan are more powerful networks because of
their ability to capture time-dependencies in the data set, in this case, they did not
outperform simple Feed-forward neural networks in this case. Time-dependencies of the
data set has already been explicitly defined and the effect of that compensated. This helps
to explain why Feed-forward nets performed just as well as Time-delay and Jordan in the
modeling of the blast furnace.
The best neural network algorithm employs a simple Feed-Forward net with Back-
propagation and a learning rate of 0.02. The MSE is 0.0083.
Future research on this project could focus on the following issues:
1) Prediction of other important output variables. The modeling of hot metal
temperature can be extended to analyze variables like silicon content and slag
basicity.
2) Separating the effects of operator's reaction from the blast furnace process.
Empirically, some input variables have different behavior than expected. When an
operator sees a input variable skewing in one way, he/she immediately reacts to
compensate. Hence, the data set captures the blast furnace as well as the operator's
reaction. The latter needs to be separated or handled in a different model.
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3) Enhancing the quality of prediction further by extending the idea of using previous
hot metal temperature. Instead of using the hot metal temperature from the previous
time period, hot metal temperature from the previous two time periods could be used.
The blast furnace environment is a complex one, and multiple neural network models will
need to be created to handle different parameters and situations.
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