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Bethe-Sommerfeld conjecture for periodic
Schro¨dinger operators in strip
D.I. Borisov
Abstract
We consider the Dirichlet Laplacian in a straight planar strip perturbed
by a bounded periodic symmetric operator. We prove the classical Bethe-
Sommerfeld conjecture for this operator, namely, this operator has finitely
many gaps in its spectrum provided a certain special function written as a
series satisfies some lower bound. We show that this is indeed the case if the
ratio of the period and the width of strip is less than a certain explicit number,
which is approximately equal to 0.10121. We also find explicitly the point in
the spectrum, above which there is no internal gaps. We then study the case
of a sufficiently small period and we prove that in such case the considered
operator has no internal gaps in the spectrum. The conditions ensuring the
absence are written as certain explicit inequalities.
1 Introduction
The classical Bethe-Sommerfeld conjecture says that a multi-dimensional periodic
differential operator has finitely many gaps in its spectrum. This conjecture was
proved for a wide class of operators in multi-dimensional spaces. The case of
Schro¨dinger operator with a periodic potential or, more generally, with a bounded
periodic symmetric operator, was studied in [1], [2], [3], [4], [5], [6] and for the
Bethe-Sommerfeld conjecture was proved under various conditions for the poten-
tial and the bounded periodic symmetric operator. In [7], [8], this conjecture was
proved for the magnetic Schro¨dinger operator. Papers [9], [10], [11] were devoted
to proving the Bethe-Sommerfeld conjecture for polyharmonic operators perturbed
by a pseudodifferential operator of a lower order obeying certain conditions.
Apart of operators in multi-dimensional spaces, the Bethe-Sommerfeld conjec-
ture can be formulated also for differential operators in periodic domains. The
examples of such domains are strips, cylinders or layers. Here the simplest model
is the periodic Schro¨dinger operator in a two-dimensional planar strip. Such model
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was studied in PhD thesis [12]. Assuming that
T
d
<
1
16
, (1.1)
where d was the width of the strip and 2T was the period, it was proved in [12]
that the considered operator has finitely many gaps in the spectrum. We also note
that this result appeared only in the cited PhD thesis and was not published as a
usual paper in a journal.
One more example of differential operators on periodic domains are the operators
on periodic graphs. Here the situation changes substantially and the operators on
the graphs either have infinitely many gaps or no gaps at all. More details on the
Bethe-Sommerfeld conjecture for operators on periodic graphs can be found, for
instance, in recent work [13].
The Bethe-Sommerfeld conjecture can be interpreted as the absence of the gaps
above some point, that is, in the higher part of the spectrum. This suggests another
problem on finding the periodic operators having no gaps at all; such problem can be
called a strong Bethe-Sommerfeld conjecture. This issue was studied, for instance,
in [1] and [6]. It was found that for the periodic Schro¨dinger operators in the multi-
dimensional space this is true provided the potential is small enough, see Remark
in [1] and Theorems 15.2 and 15.6 in [6, Ch. III, Sect. 15]. By a simple rescaling,
this result can be also reformulated as follows: the periodic Schro¨dinger operator
has no gaps if the period is small enough.
The aforementioned results on the strong Bethe-Sommerfeld conjecture moti-
vated very recent studies on periodic operators with a small period in [14], [15],
[16], [17]. The considered operators were a periodic Schro¨dinger operator [14], a pe-
riodic magnetic Schro¨dinger operator [16], the Laplacian with frequently alternating
boundary conditions [15] and the Laplacian with a periodic delta interaction [17].
The main result of the cited works was as follows: for a sufficiently small period, as
T < T0, the considered operators has no internal spectral gaps at least till certain
point λT in the spectrum. The upper bound T0 for the period ensuring this result
was found explicitly, as a particular number. The point λT was also found explicitly
as a rather simple function of T . It was shown that λT behaved as O(T
−6) as T
goes to zero. We stress that this result does not state the absence of the gaps in the
entire spectrum but only in its lower part. At the same time, we succeeded to con-
sider more complicated operators and not only the periodic Schro¨dinger operator.
Here it is important to stress that the approach used in [12] is rather limited and it
can not be extended to the operators with stronger perturbations like in [15], [16],
[17]. The technique in the latter works, namely, the key estimates, were based on
different ideas in comparison with that in [12].
In the present work we study the same model as in [12], namely, the Dirichlet
Laplacian in a strip perturbed by a bounded periodic symmetric operator. We again
study the internal gaps in the spectrum but in greater details. Our first result is
the proof of the classical Bethe-Sommerfeld conjecture under weaker conditions.
Namely, we show that it is true provided
T
d
< ξ0 ≈ 0.10121 (1.2)
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and this condition is better than (1.1). For other values of T
d
, the classical Bethe-
Sommerfeld conjecture holds if a certain special function written explicitly as a
series satisfies certain lower bound, see (2.2), (2.3). Here we also find explicitly a
point in the spectrum, above which there is surely no gaps.
We also study the case of a small period. Here we prove that if condition (1.2) is
satisfied and the numerical range of the perturbation is not too wide, the considered
operator has no internal gaps in the spectrum. The conditions for the perturbation
are explicit and rather simple, see (2.6), (2.7). In particular, these conditions imply
the following statement: varying the period of a potential and keeping its oscilla-
tion uniformly bounded, for sufficiently small periods the corresponding periodic
Schro¨dinger operator in the strip has no internal gaps. This result fits very well
what was said above about periodic operators in multi-dimensional space with small
periods.
The approach we use follows the same lines as in [12], namely, it is based on
the ideas from [1]. But while proving the key estimates for the Fourier coefficients
of the counting function, we succeeded to do this in a shorter and simpler way
tracking at the same time all the constants explicitly. In the proof of the strong
Bethe-Sommerfeld conjecture we also employ the approach developed in [14], [15],
[16], [17].
2 Problem and main results
Let x = (x1, x2) be Cartesian coordinates in R
2, Π := {x : 0 < x2 < d} be an
infinite horizontal strip of a width d > 0, and  := {x : |x1| < T, 0 < x2 < d} be a
periodicity cell, where T > 0 is a constant. By L0 we denote a bounded symmetric
operator in L2() and S(n) stands for the translation operator in L2(Π) acting as
(S(n)u)(x) = u(x1−2Tn, x2). By means of the operators L0 and S(n) we introduce
one more operator in L2(Π):
Lu = S(−n)L0S(n)u on n, n ∈ Z,
where n := {x : (x1 − 2Tn, x2) ∈ }. This definition of the operator L can
be explained as follows: the restriction on n of a function u ∈ L2(Π) belongs to
L2(). Identifying then the spaces L2() and L2(n), we apply the operator L0 to
the restriction u
∣∣
n
and the result is translated to the cell n. This is the action of
the operator L on u on the cell n.
The operator L is bounded, symmetric and periodic. The latter is understood
in the sense of the identity
S(m)L = LS(m) for each m ∈ Z.
The main object of our study is the periodic operator
H := −∆+ L in L2(Π)
subject to the Dirichlet condition. The domain of this operator is the Sobolev
space W˚ 22 (Π) consisting of the functions in W
2
2 (Π) with the zero trace on ∂Π. The
operator H is self-adjoint.
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We denote
ω− := inf
u∈L2()
u 6=0
(Lu, u)L2()
‖u‖2
L2()
, ω+ := sup
u∈L2()
u 6=0
(Lu, u)L2()
‖u‖2
L2()
, ωL := ω+ − ω−, (2.1)
and
ξ :=
T
d
.
Given ξ > 0, for ℓ > 0, p ∈ N we introduce the function:
ϕp(ℓ) :=
1
πξ
∑
k∈Z
sin
(
2πℓ
1
2
√
k2
ξ2
+ p2 − π
4
)
(
k2
ξ2
+ p2
) 3
4
. (2.2)
Theorem 2.1. Assume that for a given ξ there exists three constants c0 = c0(ξ) > 0,
ℓ0 = ℓ0(ξ) > 1 and γ = γ(ξ) <
1
4
such that for ℓ > ℓ0 the inequality holds:
sup
p∈N
|ϕp(ξ, ℓ)| > c0ℓ−γ. (2.3)
Then, for this ξ, the spectrum of the operator H has finitely many internal gaps.
Moreover, there are no internal gaps in the half-line [ℓ1,+∞), where
ℓ1 :=
π2
T 2
max
{
ℓ0,
(
2
√
2π + 3
6πc0
) 4
1−4γ
,
(
1
8π2ξc0
√
9 +
25
1024π2
) 2
1−2γ
,
(
T
4πc0ξ
ωL +
1
2c0
) 4
1−4γ
}
+ ω−.
(2.4)
Our next main result states that condition (2.3) holds for sufficiently small ξ.
Theorem 2.2. Let
ξ < ξ0, (2.5)
where
ξ0 :=
(
c1
2ζ
(
3
2
)
) 2
3
≈ 0.10121,
c1 :=
c2√
c22 + 1
, c2 :=
(78
√
3 + 54
√
11)
1
3 −√3
9
− 8
3(78
√
3 + 54
√
11)
1
3
,
where ζ(t) is the Riemann zeta function. Then condition (2.3) holds with
ℓ0(ξ) = 1, γ = 0, c0 =
c1 − 2ζ
(
3
2
)
ξ
3
2
πξ
and the statement of Theorem 2.1 is true.
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In the next theorem we prove the strong Bethe-Sommerfeld conjecture.
Theorem 2.3. Assume that condition (2.5) holds and
0 6
T 2
π2
ωL <
((A(ξ)− ξ)2 + 1)2
4
−A2(ξ), A(ξ) :=
√
3 + 4ξ2 + ξ
3
, (2.6)
0 6c1 − 2ζ
(
3
2
)
ξ
3
2 − (3 + 2
√
2)π + 3
6
ξ − ξ
32π
√
9 +
25
1024π2
− TωL
4
. (2.7)
Then the spectrum of the operator H has no internal gaps.
Let us discuss briefly the main results. The first theorem states the classical
Bethe-Sommerfeld conjecture. Namely, provided estimate (2.4) holds, the consid-
ered operator has finitely many gaps in its spectrum and surely there are no gaps
above the point ℓ1. The natural question is whether estimate (2.4) is true or not.
Theorem 2.2 says that provided ξ is not too big, namely, if ξ obeys (2.5), then esti-
mate (2.4) is true and the classical Bethe-Sommerfeld conjecture holds. We stress
that condition (2.4) is better than similar condition (1.1) in ([12]) since 1
16
= 0.0625
is less than ξ0. We failed to prove estimate (2.4) for other values of ξ but numerical
tests show that this estimate is likely true for all values of ξ. In Section 6 we discuss
the functions ϕp(ℓ) and condition (2.3) in more details.
Theorem 2.3 is devoted to the case of a small period. Here we prove the ab-
sence of the internal gaps in the spectrum provided conditions (2.5), (2.6), (2.7) are
satisfied. And as we see easily, these conditions hold for a sufficiently small period
T assuming that the width d and the oscillation ωL are fixed. For instance, this
implies that given a fixed bounded potential V (x1, x2), which is 2π-periodic in x1,
the Schro¨dinger operator −∆ + V (x1
ε
, x2) in the strip Π subject to the Dirichlet
boundary condition has no internal gaps provided ε is small enough. In view of
this result and the aforementioned results in [1], [6], [15], [14], [17], [16], we could
formulate a strong Bethe-Sommerfeld conjecture: multi-dimensional periodic dif-
ferential operators, for which the classical Bethe-Sommerfeld conjecture holds, have
no internal gaps in their spectra if the period is small enough.
In conclusion we stress that our technique and results can be also extended to
the case of Neumann or Robin boundary condition (with a constant coefficient). Of
course, for other boundary conditions all the constants in Theorems 2.1, 2.2, 2.3
are different.
3 Counting functions
This section is devoted to the preliminary notations and statements used then the
proofs of Theorems 2.1,2.2, 2.3.
Since the operator H is periodic, its spectrum has a band structure and it can
be described in terms of the band functions. In order to do this, we first define the
operator
H(τ) :=
(
i
∂
∂x1
+
πτ
T
)2
− ∂
2
∂x22
+ ei
πτ
T
x1Le−iπτT x1, τ ∈ (−1
2
, 1
2
]
,
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in L2() subject to the Dirichlet condition on ∂∩∂Π and to the periodic boundary
conditions on the lateral boundaries of . The domain of this operator is the space
W˚ 22,per() consisting of the functions in W
2
2 () satisfying the Dirichlet condition on
∂ ∩ ∂Π and the periodic conditions on the lateral boundaries of .
The operator H(τ) is self-adjoint and has a compact resolvent. The spectrum
of the operator H(τ) consists of countably many discrete eigenvalues. These eigen-
values are taken in the ascending order counting the multiplicities and are denoted
by Ek(τ), k ∈ N. By E0k(τ) we denote the same eigenvalues in the case L = 0,
that is, they are associated with the Dirichlet Laplacian in Π. The latter operator
is denoted by H0 and the associated operator on the periodicity cell  is H0(τ).
The well-known formulae for the spectra of the operators H and H0 are
σ(H) =
⋃
k∈Z
{
Ek(τ) : τ ∈
(−1
2
, 1
2
]}
, σ(H0) =
⋃
k∈Z
{
E0k(τ) : τ ∈
(−1
2
, 1
2
]}
.
By N0(ℓ, τ) we denote the rescaled counting function of the operator H(τ) in
the case L = 0:
N0(ℓ, τ) = #
{
E0k(τ) : E
0
k(τ) 6
π2ℓ
T 2
}
. (3.1)
Since the function N0(ℓ, τ) is associated with the Dirichlet Laplacian in Π, we
can calculate explicitly the eigenvalues of H0(τ):
{
E0k(τ), k ∈ N
}
=
{
π2
T 2
(τ + n)2 +
π2m2
d2
, n ∈ Z, m ∈ N
}
. (3.2)
The eigenvalues in the right hand side correspond to the eigenfunctions e−i
πn
T
x1 sin πm
d
x2
and they do not follow the ascending order. This is why we write (3.2) as the identity
for two sets of the eigenvalues.
The counting function N0(ℓ, τ) can be written as
N0(ℓ, τ) =
∑
n∈Z,m∈N
(n+τ)2+ξ2m26ℓ
1 =
∑
n∈Z+,m∈N
(n+τ)2+ξ2m26ℓ
1 +
∑
n∈Z+,m∈N
(n+1−τ)2+ξ2m26ℓ
1. (3.3)
The definition of the function N0 implies immediately that this function is even
in τ ∈ [−1
2
, 1
2
]
. By ap we denote the Fourier coefficients of this function:
a0(ℓ) :=
1
2∫
− 1
2
N0(ℓ, τ) dτ,
ap(ℓ) :=
1
2∫
−
1
2
N0(ℓ, τ) cos(2πpτ) dτ, p ∈ N;
(3.4)
the Fourier series for N0(ℓ, τ) reads as
N0(ℓ, τ) = a0(ℓ) + 2
∞∑
p=1
ap(ℓ) cos 2πpτ.
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The functions E0k(τ) satisfy the estimate E
0
k(τ) >
π2
d2
and therefore, the counting
function N0(ℓ, τ) is non-zero only for
ℓ > ξ2. (3.5)
In what follows we assume that this inequality is satisfied.
By ⌊·⌋ we denote the integer part of a number, while ⌈·⌉ stands for the fractional
part.
3.1 Coefficient a0(ℓ).
In this subsection we calculate and estimate the coefficient a0(ℓ).
By straightforward calculations we get:
a0(ℓ) =
∑
n∈Z+,m∈N
(n+
1
2
)2+ξ2m26ℓ
1 +
∑
n∈Z+, m∈N
(n+1)2+ξ2m26ℓ
1 + 2
1
2∫
0
∑
n∈Z+, m∈N
(n+τ)2+ξ2m26ℓ
n2+ξ2m26ℓ<
(
n+
1
2
)2
+ξ2m2
dτ
+ 2
1
2∫
0
∑
n∈Z+, m∈N
(n+1−τ)2+ξ2m26ℓ(
n+
1
2
)2
+ξ2m26ℓ<(n+1)2+ξ2m2
dτ
=
⌊
ℓ
1
2
ξ
⌋
∑
m=1
⌊√
ℓ− ξ2m2 + 1
2
⌋
+
⌊
ℓ
1
2
ξ
⌋
∑
m=1
⌊√
ℓ− ξ2m2
⌋
+ 2
∑
n∈Z+,m∈N
n2+ξ2m26ℓ<
(
n+
1
2
)2
+ξ2m2
(√
ℓ− ξ2m2 − n
)
+ 2
∑
n∈Z+, m∈N(
n+
1
2
)2
+ξ2m26ℓ<(n+1)2+ξ2m2
(√
ℓ− ξ2m2 − n− 1
2
)
.
Hence,
a0(ℓ) =
⌊
ℓ
1
2
ξ
⌋
∑
m=1⌈√
ℓ−ξ2m2
⌉
<
1
2
2
⌊√
ℓ− ξ2m2
⌋
+
⌊
ℓ
1
2
ξ
⌋
∑
m=1⌈√
ℓ−ξ2m2
⌉
<
1
2
2
⌈√
ℓ− ξ2m2
⌉
+
⌊
ℓ
1
2
ξ
⌋
∑
m=1⌈√
ℓ−ξ2m2
⌉
>
1
2
(
2
⌊√
ℓ− ξ2m2
⌋
+ 1
)
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+⌊
ℓ
1
2
ξ
⌋
∑
m=1⌈√
ℓ−ξ2m2
⌉
>
1
2
(
2
⌈√
ℓ− ξ2m2
⌉
− 1
)
and therefore,
a0(ℓ) = 2
⌊
ℓ
1
2
ξ
⌋∑
m=1
√
ℓ− ξ2m2. (3.6)
Lemma 3.1. The function a0(ℓ) is monotonically increasing and for each ξ
2 6 ℓ 6 ℓ˜
the estimate holds:
a0(ℓ˜)− a0(ℓ) 6 π
2ξ
(ℓ˜− ℓ).
Proof. The function N0(ℓ, τ) is monotonically increasing with respect to ℓ for each
τ and by definition (3.4) of a0(ℓ) this implies the same for the latter function. In
order to prove the required estimate, we begin with formula (3.6) for a0(ℓ):
a0(ℓ˜)− a0(ℓ) =2
⌊
ℓ˜
1
2
ξ
⌋
∑
m=1
√
ℓ˜− ξ2m2 − 2
⌊
ℓ
1
2
ξ
⌋
∑
m=1
√
ℓ− ξ2m2
=2
⌊
ℓ
1
2
ξ
⌋
∑
m=1
(√
ℓ˜− ξ2m2 −
√
ℓ− ξ2m2
)
+ 2
⌊
ℓ˜
1
2
ξ
⌋
∑
m=
⌊
ℓ
1
2
ξ
⌋
+1
√
ℓ˜− ξ2m2
=2
⌊
ℓ
1
2
ξ
⌋
∑
m=1
ℓ˜− ℓ√
ℓ˜− ξ2m2 +
√
ℓ− ξ2m2
+ 2
⌊
ℓ˜
1
2
ξ
⌋
∑
m=
⌊
ℓ
1
2
ξ
⌋
+1
√
ℓ˜− ξ2m2.
Since the function
t 7→ 1√
ℓ˜− ξ2t2 +
√
ℓ− ξ2t2
is monotonically increasing as t ∈ [0, ℓ 12
ξ
]
, we can continue estimating as follows:
a0(ℓ˜)− a0(ℓ) 62(ℓ˜− ℓ)
⌊
ℓ
1
2
ξ
⌋
∫
0
dt√
ℓ˜− ξ2t2 +
√
ℓ− ξ2t2
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+ 2
⌊
ℓ˜
1
2
ξ
⌋
∫
⌊
ℓ
1
2
ξ
⌋
√
ℓ˜− ξ2t2 dt = π
2ξ
(ℓ˜− ℓ).
The proof is complete.
3.2 Coefficient ap.
In this subsection we calculate the coefficients ap and estimate them.
As in the previous subsection, by (3.3) and the parity of N0 we have
ap(ℓ) =2
1
2∫
0
∑
n∈Z+, m∈N
(n+τ)2+ξ2m26ℓ
cos 2πpτ dτ + 2
1
2∫
0
∑
n∈Z+,m∈N
(n+1−τ)2+ξ2m26ℓ
cos 2πpτ dτ
=2
1
2∫
0
∑
n∈Z+, m∈N
n2+ξ2m26ℓ<
(
n+
1
2
)2
+ξ2m2
(n+τ)2+ξ2m26ℓ
cos 2πpτ dτ
+ 2
1
2∫
0
∑
n∈Z+,m∈N(
n+
1
2
)2
+ξ2m26ℓ<(n+1)2+ξ2m2
(n+1−τ)2+ξ2m26ℓ
cos 2πpτ dτ
=2
∑
m=1,...,
⌊
ℓ
1
2
ξ
⌋
n=
⌊√
ℓ−ξ2m2
⌋
06
⌈√
ℓ−ξ2m2
⌉
<
1
2
⌈√
ℓ−ξ2m2
⌉∫
0
cos 2πpτ dτ
+ 2
∑
m=1,...,
⌊
ℓ
1
2
ξ
⌋
n=
⌊√
ℓ−ξ2m2
⌋
06
⌈√
ℓ−ξ2m2
⌉
<
1
2
1
2∫
1−
⌈√
ℓ−ξ2m2
⌉
cos 2πpτ dτ,
and thus,
ap(ℓ) =
1
πp
⌊
ℓ
1
2
ξ
⌋
∑
m=1
sin 2πp
√
ℓ− ξ2m2.
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Our next step is to transform the above identity to an integral form. We again
employ the Euler-Maclaurin formula for the function t 7→ sin 2πp
√
ℓ− ξ2t2, see [18,
Ch. 1, Sect. 1.1, Thm. 1.3]:
ap(ℓ) :=
1
πp
ℓ
1
2
ξ∫
0
sin 2πp
√
ℓ− ξ2t2 dt− sin(2πpℓ
1
2 )√
2πp
− 2
ℓ
1
2
ξ∫
0
ξ2t φ(t)√
ℓ− ξ2t2 cos 2πp
√
ℓ− ξ2t2 dt.
In both integrals we make the change t 7→ ℓ
1
2
ξ
sin t:
ap(ℓ) := S
(1)
p (ℓ) + S
(2)
p (ℓ)−
sin(2πpℓ
1
2 )
2πp
, (3.7)
S(1)p (ℓ) :=
ℓ
1
2
πpξ
π
2∫
0
sin(2πpℓ
1
2 cos t) cos t dt,
S(2)p (ℓ) := −2ℓ
1
2
π
2∫
0
φ
(
ℓ
1
2
ξ
sin t
)
cos(2πpℓ
1
2 cos t) sin t dt.
Here the first integral is the well-known representation for the Bessel function:
S(1)p (ℓ) =
ℓ
1
2
2pξ
J1(2πpℓ
1
2 ). (3.8)
The results of [19, Ch. VII, Sect. 7.3] imply the estimate∣∣∣∣∣J1(t) +
√
2
πt
cos
(
t+
π
4
)∣∣∣∣∣ 6
√
2
8
√
π
(
3
t
3
2
∣∣∣cos(t− π
4
)∣∣∣+ 5
16t
5
2
∣∣∣cos(t+ π
4
)∣∣∣)
as t > 0. By (3.8) and the Cauchy-Schwarz inequality this leads us to the estimate∣∣∣∣∣S(1)p (ℓ) + ℓ
1
4
2πp
3
2 ξ
cos
(
2πpℓ
1
2 +
π
4
)∣∣∣∣∣ 6 132π2ξ
(
3
p
5
2 ℓ
1
4
∣∣∣cos(2πpℓ 12 − π
4
)∣∣∣
+
5
32πp
7
2 ℓ
3
4
∣∣∣cos(2πpℓ 12 + π
4
)∣∣∣ )
6
1
32π2p
5
2 ξℓ
1
4
√
9 +
25
1024π2p2ℓ
(3.9)
for all ℓ > 0.
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To find the function S
(2)
p , we substitute the Fourier series
φ(z) = −1
π
∞∑
k=1
sin 2πkz
k
into the definition of S
(2)
p . Then, arguing as in [18, Ch. 1, Sect. 1.1] between
equations (1.10) and (1.11), we can interchange summation and integration. This
gives:
S(2)p (ℓ) =
2ℓ
1
2
π
∞∑
k=1
1
k
π
2∫
0
sin
(
2πkℓ
1
2
ξ
sin t
)
cos(2πpℓ
1
2 cos t) sin t dt.
By the formula
sin
(
2πkℓ
1
2
ξ
sin t
)
cos(2πpℓ
1
2 cos t) =
1
2
sin
(
2πℓ
1
2
(
k
ξ
sin t + p cos t
))
+
1
2
sin
(
2πℓ
1
2
(
k
ξ
sin t− p cos t
))
we get:
S(2)p (ℓ) =
ℓ
1
2
π
∞∑
k=1
1
k
(
S
(2,k)
p,+ (ℓ) + S
(2,k)
p,− (ℓ)
)
, (3.10)
S
(2,k)
p,± (ℓ) :=
π
2∫
0
sin
(
2πℓ
1
2
(
k
ξ
sin t± p cos t
))
sin t dt.
We denote
αp,k = αp,k(T ) := arctan
pξ
k
, ηp,k = ηp,k(ℓ, T ) := 2πℓ
1
2
√
k2
ξ2
+ p2.
Then the formulae for S
(2,k)
p,± can be rewritten as
S
(2,k)
p,± (ℓ) =
π
2∫
0
sin(ηp,k sin(t± αp,k)) sin t dt =
π
2
±αp,k∫
±αp,k
sin(ηp,k sin t) sin(t∓ αp,k) dt.
Hence, thanks to the parity properties of sin t and cos t,
S
(2,k)
p,+ + S
(2,k)
p,− =cosαp,k


π
2
−αp,k∫
−αp,k
sin(ηp,k sin t) sin t dt+
π
2
+αp,k∫
αp,k
sin(ηp,k sin t) sin t dt


+ sinαp,k


αp,k∫
−αp,k
sin(ηp,k sin t) cos t dt−
π
2
+αp,k∫
π
2
−αp,k
sin(ηp,k sin t) cos t dt


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=2 cosαp,k
π
2∫
0
sin(ηp,k sin t) sin t dt.
In the last integral we make the change of the variable t 7→ sin (π
4
− t
2
)
and we get:
S
(2,k)
p,+ + S
(2,k)
p,− = 4 cosαp,k
1√
2∫
0
sin(ηp,k(1− 2t2)) 1− 2t
2
√
1− t2 dt. (3.11)
We denote
h(s) :=
2√
1− s −
1
1− s+√1− s
and we see that
1− 2t2√
1− t2 = 1− t
2h(t2).
We substitute this identity into the integral in (3.11):
S
(2,k)
p,+ + S
(2,k)
p,− = cosαp,k
(
S(4,k)p − S(3,k)p
)
, (3.12)
where
S(3,k)p := 4
1√
2∫
0
sin(ηp,k(1− 2t2))h(t2)t2 dt, S(4,k)p := 4
1√
2∫
0
sin(ηp,k(1− 2t2)) dt.
In the integral S
(3,k)
p we integrate by parts as follows:
S(4,k)p =
1
ηp,k
1√
2∫
0
h(t2)t d cos(ηp,k(1− 2t2))
=
√
2
ηp,k
− 1
ηp,k
1√
2∫
0
(
h(t2) + 2t2h′(t2)
)
cos(ηp,k(1− 2t2)) dt.
(3.13)
The function h(s) + 2sh′(s) grows monotonically as s ∈ [0, 1
2
] and hence,
0 <
3
2
= h(0) 6 h(t2) + 2t2h′(t2).
Employing this estimate, we get∣∣∣∣∣∣∣∣
1√
2∫
0
(
h(t2) + 2t2h′(t2)
)
cos ηp,k(1− 2t2) dt
∣∣∣∣∣∣∣∣
6
1√
2∫
0
(
h(t2) + 2t2h′(t2)
)
dt =
√
2,
12
and by (3.13) we obtain
|S(3,k)p | 6
2
√
2
ηp,k
.
In view of the definition of αp,k we have
cosαp,k
k
=
1
(k2 + p2ξ2)
1
2
. (3.14)
Hence,∣∣∣∣∣
+∞∑
k=1
cosαp,k
k
S(4,k)p
∣∣∣∣∣ 6
√
2ξ
πℓ
1
2
∞∑
k=1
1
k2 + p2ξ2
=
1√
2ℓ
1
2
(
coth(πpξ)
pξ
− 1
πp2ξ2
)
. (3.15)
We proceed to estimating S
(4,k)
p .
Lemma 3.2. The estimate∣∣∣∣∣
∞∑
k=1
cosαp,k
k
S(4,k)p −
ξ
1
2
ℓ
1
4
∞∑
k=1
sin
(
ηp,k − π4
)
(k2 + p2ξ2)
3
4
∣∣∣∣∣ 6 1√2ℓ 12
(
coth(πpξ)
pξ
− 1
πp2ξ2
)
holds true.
Proof. We make the change of the variable t 7→ √2η
1
2
p,kt in the integral S
(3,k)
p :
S(3,k)p =
2
√
2
η
1
2
p,k
η
1
2
p,k∫
0
sin(ηp,k − t2) dt
=
√
2π
η
1
2
p,k
sin
(
ηp,k − π
4
)
− 2
√
2
η
1
2
p,k
+∞∫
η
1
2
p,k
sin(ηp,k − t2) dt.
(3.16)
For the latter integral we have:
−
+∞∫
η
1
2
p,k
sin(ηp,k − t2) dt = −
+∞∫
η
1
2
p,k
d cos(ηp,k − t2)
2t
=
1
2η
1
2
p,k
−
+∞∫
η
1
2
p,k
cos(ηp,k − t2)
2t2
dt,
∣∣∣∣∣∣∣∣∣
+∞∫
η
1
2
p,k
cos(ηp,k − t2)
2t2
dt
∣∣∣∣∣∣∣∣∣
6
1
2η
1
2
p,k
,
and therefore,
0 6 −
+∞∫
η
1
2
p,k
sin(ηp,k − t2) dt 6 1
η
1
2
p,k
.
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Hence, by (3.14) and (3.16) we get∣∣∣∣∣
∞∑
k=1
cosαp,k
k
S(3,k)p −
ξ
1
2
ℓ
1
4
∞∑
k=1
sin
(
ηp,k − π4
)
(k2 + p2ξ2)
3
4
∣∣∣∣∣ 6
√
2ξ
πℓ
1
2
∞∑
k=1
1
k2 + p2ξ2
=
1√
2ℓ
1
2
(
coth(πpξ)
pξ
− 1
πp2ξ2
)
.
The proof is complete.
Identities (3.10), (3.11), (3.12), estimate (3.15) and Lemma 3.2 yield:∣∣∣∣∣S(2)p (ℓ)− ξ
1
2 ℓ
1
4
π
∞∑
k=1
sin
(
ηp,k − π4
)
(k2 + p2ξ2)
3
4
∣∣∣∣∣ 6
√
2
ℓ
1
2
(
coth(πpξ)
pξ
− 1
πp2ξ2
)
.
Hence, by (3.7), (3.9), definition (2.2) of the function ϕp and the estimate
0 6
√
2
π
(
coth πz
z
− 1
πz2
)
6 lim
z→0
√
2
π
(
coth πz
z
− 1
πz2
)
=
√
2
3
,
we conclude that the coefficient ap can be represented as
ap(ℓ) = ℓ
1
4ϕp(ξ, ℓ) + S
(5)
p (ℓ), (3.17)
|S(5)p (ℓ)| 6
√
2
3
+
1
2π
+
1
32π2ξℓ
1
4p
5
2
√
9 +
25
1024π2p2ℓ
. (3.18)
4 Finitely many gaps
In this section we prove Theorems 2.1, 2.2. We follow the lines of work [1] with
certain minor modifications.
We begin with an auxiliary lemma.
Lemma 4.1. The estimates
sup
τ∈
[
−
1
2
,
1
2
]N0(ℓ, τ) > a0(ℓ) +
1
2
sup
p∈N
{|ap(ℓ)|},
inf
τ∈
[
−
1
2
,
1
2
]N0(ℓ, τ) 6 a0(ℓ)− 12 supp∈N{|ap(ℓ)|},
hold true.
Proof. We introduce the functions
N˜0(τ, ℓ) := N0(ℓ, τ)− a0(ℓ),
N˜0+(τ, ℓ) := max{N˜0(τ, ℓ), 0},
N˜0−(τ, ℓ) := min{N˜0(τ, ℓ), 0}.
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These functions obey the identities
1
2∫
−
1
2
N˜0(τ, ℓ) dτ =0,
1
2∫
−
1
2
|N˜0(τ, ℓ)| dτ =
1
2∫
−
1
2
N˜0+(τ, ℓ) dτ −
1
2∫
−
1
2
N˜0−(τ, ℓ) dτ
=2
1
2∫
−
1
2
N˜0+(τ, ℓ) dτ = −2
1
2∫
−
1
2
N˜0−(τ, ℓ) dτ
and therefore,
inf
τ∈
[
−
1
2
,
1
2
] N˜0−(τ, ℓ) = inf
τ∈
[
−
1
2
,
1
2
] N˜0(τ, ℓ) 6 0,
0 6 sup
τ∈
[
−
1
2
,
1
2
] N˜0(τ, ℓ) = sup
τ∈
[
−
1
2
,
1
2
] N˜0+(τ, ℓ).
Hence, by definition (3.4) of ap(ℓ) we obtain immediately
sup
τ∈
[
−
1
2
,
1
2
] N˜0(τ, ℓ) >
1
2∫
−
1
2
N˜0+(τ, ℓ) dτ =
1
2
1
2∫
−
1
2
|N˜0(τ, ℓ)| dτ > 1
2
|ap(ℓ)|,
inf
τ∈
[
−
1
2
,
1
2
] N˜0(τ, ℓ) 6
1
2∫
−
1
2
N˜0−(τ, ℓ) dτ = −
1
2
1
2∫
−
1
2
|N˜0(τ, ℓ)| dτ 6 −1
2
|ap(ℓ)|.
These inequalities and the definition of the function N˜0(τ, ℓ) imply the statement
of the lemma.
By identity (3.17) and inequality (3.18) we can estimate the supremum of |ap(ℓ)|
from below:
sup
p
{|ap(ℓ)|} >ℓ 14 sup
p
{|ϕp(ξ, ℓ)|} − sup
p
{|S(5)p (ℓ)|}
>ℓ
1
4 sup
p
{|ϕp(ξ, ℓ)|} − S(6)(ℓ),
(4.1)
S(6)(ℓ) =
√
2
3
+
1
2π
+
1
32π2ξℓ
1
4
√
9 +
25
1024π2ℓ
. (4.2)
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It is easy to confirm that
S(6)(ℓ) 6
c0
2
as ℓ > ℓ2,
ℓ2 := max

ℓ0,
(
2
√
2π + 3
6πc0
) 4
1−4γ
,
(
1
8π2ξc0
√
9 +
25
1024π2
) 2
1−2γ

 .
Hence, by condition (2.3) and Lemma 4.1, as ℓ > ℓ2, the estimates hold:
sup
τ∈
[
−
1
2
,
1
2
]N0(ℓ, τ) > a0(ℓ) +
c0
2
ℓ
1
4
−γ,
inf
τ∈
[
−
1
2
,
1
2
]N0(ℓ, τ) 6 a0(ℓ)− c02 ℓ
1
4
−γ.
(4.3)
Let [η0k, θ
0
k], k > 1, be the kth band of the operator H in the case L = 0, that is,
min
τ∈
[
−
1
2
,
1
2
]E0k(τ) = η0k, max
τ∈
[
−
1
2
,
1
2
]E0k(τ) = θ0k.
By the definition of the counting function N0(ℓ, τ), for a fixed ℓ, the number of the
band functions E0k(τ) whose minima do not exceed
π2ℓ
T 2
is equal to sup
τ∈
[
−
1
2
,
1
2
]N0(ℓ, τ),
while inf
τ∈
[
−
1
2
,
1
2
]N0(ℓ, τ) is the number of the band functions E0k(τ) whose maxima do
not exceed π
2ℓ
T 2
. Hence, for each k > 1,
sup
τ∈
[
−
1
2
,
1
2
]N0
(
T 2η0k
π2
, τ
)
= k, inf
τ∈
[
−
1
2
,
1
2
]N0
(
T 2θ0k
π2
, τ
)
= k.
Assuming now
η0k >
π2
T 2
ℓ2, (4.4)
by (4.3) we obtain
k + 1 > a0
(
T 2
π2
η0k+1
)
+
c0
2
(
T 2
π2
η0k+1
) 1
4
−γ
, k 6 a0
(
T 2
π2
θ0k
)
− c0
2
(
T 2
π2
θ0k
) 1
4
−γ
.
The operatorH as L = 0 is the Dirichlet Laplacian and its spectrum has no internal
spectral gaps. Therefore, η0k+1 6 θ
0
k and by Lemma 3.1 this implies:
T
2πξ
(θ0k − η0k+1) >a0
(
T 2
π2
θ0k
)
− a0
(
T 2
π2
η0k+1
)
>c0
(
T
π
) 1
2
−2γ (
(θ0k)
1
4
−γ + (η0k+1)
1
4
−γ
)− 1
>2c0
(
T 2
π2
η0k
) 1
4
−γ
− 1.
(4.5)
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Hence,
θ0k − η0k+1 >
4πξc0
T
(
T 2
π2
η0k
) 1
4
−γ
− 2πξ
T
. (4.6)
Since η0k → +∞ as k → +∞, the above estimate means that the length of the
overlapping of the bands in the spectrum of H as L = 0 grows as k → +∞.
Let [ηk, θk], k > 1, be the spectral bands of the operator H for a given operator
L. In view of definition (2.1) of ω± and the minimax principle for each k we have
η0k + ω− 6 ηk 6 η
0
k + ω+, θ
0
k + ω− 6 θk 6 θ
0
k + ω+. (4.7)
Hence, by (4.6), the bands [ηk, θk] overlap for sufficiently large k, namely, as
4πξc0
T
(
T 2
π2
η0k
) 1
4
−γ
− 2πξ
T
> ωL,
or, equivalently, as (
T 2
π2
η0k
) 1
4
−γ
>
T
4c0πξ
ωL +
1
2c0
.
In addition, condition (4.4) should be satisfied. Both these conditions are true if
η0k > ℓ1 − ω−,
where ℓ1 was introduced in (2.4). And by (4.7) we conclude that the operator H
surely has no spectral gaps in [ℓ3,+∞). This completes the proof of Theorem 2.1.
We proceed to proving Theorem 2.2. We have:∣∣∣∣∣∣∣
∑
k∈Z\{0}
sin
(
2πℓ
1
2
√
k2
ξ2
+ p2 − π
4
)
(
k2
ξ2
+ p2
) 3
4
∣∣∣∣∣∣∣ 6 2
∞∑
k=1
ξ
3
2
k
3
2
= 2ζ
(
3
2
)
ξ
3
2 .
Hence,
|ϕp(ℓ)| >
∣∣∣sin(2πℓ 12p− π4)∣∣∣
πξp
3
2
− 2ζ
(
3
2
)
ξ
3
2
and
sup
p
|ϕp(ℓ)| > 1
πξ
(
max
{∣∣∣sin(2πℓ 12 − π
4
)∣∣∣ , 3− 32 ∣∣∣sin (6πℓ 12 − π
4
)∣∣∣}− 2ζ (3
2
)
ξ
3
2
)
.
(4.8)
Denote z = 2πℓ
1
2 − π
4
, then
max
{∣∣∣sin (2πℓ 12 − π
4
)∣∣∣ , 3− 32 ∣∣∣sin (6πℓ 12 − π
4
)∣∣∣} = max{| sin z|, 3− 32 | cos 3z|} .
(4.9)
The function | sin z| is π-periodic and 3− 32 | cos 3z| is π
3
-periodic and
| sin z| = | sin(π − z)|, | cos 3z| = | cos 3(π − z)|, z ∈ [0, π].
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The function | sin z| increases from 0 to 1 and the function | cos 3z| decreases from
1 to 0 as z ∈ [0, π
6
]. Then it is straightforward to confirm that
max
{
| sin z|, 3− 32 | cos 3z|
}
=
{
3−
3
2 | cos 3z|, z ∈ [0, z0] ∪ [π − z0, π],
| sin z|, z0 6 z 6 π − z0,
where z0 ∈ (0, π6 ) is the root of the equation
sin z − 3− 32 cos 3z = 0. (4.10)
This implies immediately that
min
z∈[0,π]
max
{
| sin z|, 3− 32 | cos 3z|
}
= sin z0 =
tan z0√
tan2 z0 + 1
. (4.11)
Equation (4.10) is reduced to the third order equation for tan z:
3
3
2 tan3 z + 3 tan2 z + 3
3
2 tan z − 1 = 0.
This can be solved explicitly:
tan z0 = c2.
Hence, by (4.11),
min
z∈[0,π]
max
{
| sin z|, 3− 32 | cos 3z|
}
= c1 :=
c2√
c22 + 1
and it follows from (4.8), (4.9) that
sup
p
|ϕp(ℓ)| >
c1 − 2ζ
(
3
2
)
ξ
3
2
πξ
.
This completes the proof.
5 Absence of gaps
In this section we prove Theorem 2.3. Replacing the operator L by L˜ := L − ω−,
we just shift the spectrum of the operator H and therefore, it is sufficient to prove
the theorem for the operator L˜. The advantage of using such operator instead of L
is that the constant ω− defined by (2.1) is zero and we have
0 6 (L˜u, u)ℓ2() 6 ωL‖u‖2ℓ2() (5.1)
for all u ∈ ℓ2(). This is why from the very beginning we assume that for the
operator L we have ω− = 0 and inequality (5.1) is satisfied.
The proof consists of two parts. In the first part we proove the absence of the
gaps in the lower part of the spectrum, namely, below the point π
2
T 2
. Here we employ
the approach suggested in [14, Sect. 5.2]. In the second part of the proof we show
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the absence of the gaps in the higher part of the spectrum, that is, above the point
π2
T 2
. This will be done by the approach employed in the previous section.
We begin with studying the lower part of the spectrum. Similar to (3.1), we
introduce the counting function for the operator H with a given operator L:
N(ℓ, τ) = #
{
Ek(τ) : E
0
k(τ) 6
π2ℓ
T 2
}
.
By the minimax principle and (5.1) we have the estimates
E0k(τ) 6 Ek(τ) 6 E
0
k(τ) + ωL (5.2)
and therefore,
N0
(
ℓ− T
2
π2
ωL, τ
)
6 N(ℓ, τ) 6 N0 (ℓ, τ) . (5.3)
The operator H has no gaps in [ inf σ(H), π2
T 2
]
if for all ℓ ∈ [T 2
π2
inf σ(H), 1] the
estimate holds:
sup
τ∈
[
−
1
2
,
1
2
]N(ℓ, τ)− inf
τ∈
[
−
1
2
,
1
2
]N(ℓ, τ) > 1.
Since the function N(ℓ, τ) is integer-valued, to ensure the above inequality, it is
sufficient to find τmin, τmax ∈ [−12 , 12 ] such that
N(ℓ, τmax)−N(ℓ, τmin) > 0.
Hence, in view of (5.3), it is sufficient to show that
N0
(
ℓ− T
2
π2
ωL, τmax
)
−N0 (ℓ, τmin) > 0 as ℓ ∈
[
T 2
π2
inf σ(H), 1]. (5.4)
Exactly this inequality will be checked in the first part of the proof.
It is straightforward to check that condition (2.6) implies the estimate
0 6
T 2
π2
ωL <
1
4
+ ξ2. (5.5)
By (3.2), the band function E01 is given by the formula
E01(τ) =
π2
T 2
(τ 2 + ξ2m2)
and hence, due to (5.2) and (5.5), the first spectral band of H is at least[
inf σ(H), π
2
T 2
(
1
4
+ ξ2
)]
.
This is why, in what follows we need to prove the absence of gaps only for
λ >
π2
T 2
(
1
4
+ ξ2
)
.
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In terms of the parameter ℓ used in (5.4), this means to study the case
ℓ >
1
4
+ ξ2.
Apart of (3.3), the counting function N0(ℓ, τ) possesses one more representation:
N0(ℓ, τ) =
⌊ℓ
1
2−τ⌋∑
n=−⌊ℓ
1
2 +τ⌋
⌊√
ℓ− (n+ τ)2
ξ
⌋
. (5.6)
Consider the equation
2
√
ℓ− T 2
π2
ωL − 14
ξ
− 1 =
√
ℓ− T 2
π2
ωL
ξ
. (5.7)
Its positive root is given by the formula
ℓ∗ =
(
√
3 + 4ξ2 + ξ)2
9
+
T 2
π2
ωL.
Conditions (5.5), (2.5) imply that
1
4
+ ξ2 < ℓ∗ <
2
3
.
As ℓ 6 ℓ∗, we let τmax := 0, τmin := 1− ℓ 12 in (5.4) and by (5.6) we obtain
N0(ℓ, τmin) =
⌊√
2ℓ
1
2 − 1
ξ
⌋
, N0(ℓ, τmax) =

√
ℓ− T 2
π2
ωL
ξ
 .
Hence, thanks to condition (2.6),
N0
(
ℓ− T
2
π2
ωL, τmax
)
−N0(ℓ, τmin) >
√
ℓ− T 2
π2
ωL
ξ
−
√
2ℓ
1
2 − 1
ξ
− 1
>
√
ℓ∗ − T 2π2 ωL
ξ
−
√
2ℓ
1
2
∗ − 1
ξ
− 1 > 0.
As ℓ∗ < ℓ < 1, we choose τmax =
1
2
and by (5.6) we get
N0
(
ℓ− T
2
π2
ωL, τmax
)
= 2


√
ℓ− T 2
π2
ωL − 14
ξ

 .
Hence, by (5.7) and (2.6),
N0
(
ℓ− T
2
π2
ωL, τmax
)
−N0(ℓ, τmin) >
2
√
ℓ− T 2
π2
ωL − 14
ξ
−
√
2ℓ
1
2 − 1
ξ
− 2
20
=√
ℓ∗ − T 2π2 ωL
ξ
−
√
2ℓ
1
2
∗ − 1
ξ
− 1 > 0.
In the remaining part of the proof we study the case ℓ > 1 and here we shall
employ the same approach as in the previous section.
We proceed to the case ℓ > 1. Thanks to Theorem 2.2 and condition (2.5),
estimate (2.3) holds for ℓ > 1. Hence, by (4.1) and Lemma 4.1 we can improve
estimates (4.3):
sup
τ∈
[
−
1
2
,
1
2
]N0(ℓ, τ) > a0(ℓ) +
c1 − 2ζ
(
3
2
)
ξ
3
2
πξ
ℓ
1
4 − S(6)(ℓ),
inf
τ∈
[
−
1
2
,
1
2
]N0(ℓ, τ) 6 a0(ℓ)− c1 − 2ζ
(
3
2
)
ξ
3
2
πξ
ℓ
1
4 + S(6)(ℓ).
In the same way how inequalities (4.5), (4.6) were obtained, by Lemma 3.1 we get:
T
2πξ
(θ0k − η0k+1) > 2
c1 − 2ζ
(
3
2
)
ξ
3
2
πξ
(
T 2
π2
η0k
) 1
4
− 2S(6)
(
T 2
π2
η0k
)
− 1
and hence,
θ0k − η0k+1 >
4
T
(
c1 − 2ζ
(
3
2
)
ξ
3
2
)(
T 2
π2
η0k
) 1
4
− 4πξ
T
S(6)
(
T 2
π2
η0k
)
− 2πξ
T
.
Therefore, by inequality (5.1) and the minimax principle, we have θk > ηk+1 once
4
(
c1 − 2ζ
(
3
2
)
ξ
3
2
)(
T 2
π2
η0k
) 1
4
− 4πξS(6)
(
T 2
π2
η0k
)
− 2πξ > TωL
for all η0k >
π2
T 2
; the latter condition corresponds to the assumed inequality ℓ > 1.
Denoting ℓ := T
2
π2
η0k, we rewrite the above inequality as
ℓ
1
4
(
c1 − 2ζ
(
3
2
)
ξ
3
2 − πξℓ− 14S(6)(ℓ)
)
− πξ
2
− TωL
4
> 0
and this should hold for all ℓ > 1. Explicit formula (4.2) for S(6)(ℓ) implies imme-
diately that this inequality is true for all ℓ > 1 provided it holds as ℓ = 1. As ℓ = 1,
up to obvious transformations, this inequality coincides with condition (2.7). This
completes the proof of Theorem 2.3.
6 Discussion of condition (2.3)
In this section we discuss the functions ϕp(ℓ) and condition (2.3).
Our main conjecture motivated by numerical tests is that condition (2.3) holds
for all ξ with γ = 0. The first possible steps in proving this conjecture are as follows.
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We begin with a simple bound for ϕp(ℓ). We have
|ϕp(ℓ)| 6 1
πξ
∑
k∈Z
1(
k2
ξ2
+ p2
) 3
4
=
1
πp
3
2 ξ
+
2
π
ξ
1
2
∞∑
k=1
1(
k2
ξ2
+ p2
) 3
4
.
The function t 7→ (t2 + p2ξ2)− 34 decreases monotonically in t ∈ [0,+∞) and hence,
|ϕp(ℓ)| 6 1
πp
3
2 ξ
+
2
π
ξ
1
2
+∞∫
0
dt
(t2 + p2ξ2)
3
4
=
1
πp
3
2 ξ
+
2
πp
1
2
+∞∫
0
dt
(t2 + 1)
3
4
=
1
πp
3
2 ξ
+
B(1
4
, 1
2
)
πp
1
2
,
where B(·, ·) is the Beta function. The obtained estimate yields that as p > C1ℓ 12 ,
C1 = const > 0, we have
|ϕp(ℓ)| 6 1
πC
1
2
1 ℓ
1
4
(
B
(
1
4
, 1
2
)
+
1
C1ξℓ
1
2
)
.
Comparing this inequality with condition (2.3), we immediately conclude that this
condition can be reformulated as
sup
p∈N, p6C1ℓ
1
2
|ϕp(ξ, ℓ)| > c0ℓ−γ. (6.1)
In a similar way we can simplify the functions ϕp(ℓ) by replacing with truncated
series. Namely, given N ∈ N, we have
2
πξ
∣∣∣∣∣∣∣
∞∑
k=N+1
sin
(
2πℓ
1
2
√
k2
ξ2
+ p2 − π
4
)
(
k2
ξ2
+ p2
) 3
4
∣∣∣∣∣∣∣ 6
2ξ
1
2
π
∞∫
k=N
dt
(t2 + p2ξ2)
3
4
6
2ξ
1
2
π
+∞∫
N
dt
t
3
2
=
4ξ
1
2
πN
1
2
.
(6.2)
We fix a constant C2 > 0 and we truncate the series in (2.2):
ϕp(ℓ) :=
1
πξ
k=[C2ℓ
1
2 ]∑
k=−[C2ℓ
1
2 ]
sin
(
2πℓ
1
2
√
k2
ξ2
+ p2 − π
4
)
(
k2
ξ2
+ p2
) 3
4
. (6.3)
Then by (6.2) we get:
|ϕp(ℓ)− Φp(ℓ)| 6 4ξ
1
2
πC
1
2
2 ℓ
1
4
.
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Hence, we can replace ϕp by Φp in (6.1) and this leads us to an equivalent condition:
sup
p∈N, p6C1ℓ
1
2
|Φp(ξ, ℓ)| > c0ℓ−γ. (6.4)
Despite the functions Φp are given explicitly by formula (6.3), the structure of
these functions is quite complicated. As ℓ varies, the functions Φp(ℓ) oscillate in a
non-periodic way having infinitely many zeroes. This non-periodic oscillation is the
main obstacle in calculating the supremum in (6.4).
A possible way to find such supremum could be to understand the behavior of
Φp(ℓ) or of φp(ℓ) for large ℓ, that is, the asymptotics as ℓ→ +∞. A naive attempt
is to replace the series in (2.2) by the integral
∫
R
sin
(
2πℓ
1
2
√
t2
ξ2
+ p2 − π
4
)
dt(
t2
ξ2
+ p2
) 3
4
, (6.5)
to calculate then the asymptotics of such integral and to try to estimate the error
made while passing from the series in (2.2) to integral (6.5). The asymptotics of
the latter integral can be found by the stationary phase method; the leading term
is ∫
R
sin
(
2πℓ
1
2
√
t2
ξ2
+ p2 − π
4
)
dt(
t2
ξ2
+ p2
) 3
4
=
p
1
2
π
sin(2πpℓ
1
2 )
ℓ
1
4
+O(ℓ−
1
2 ).
This leading term decays as ℓ−
1
4 . The oscillating part, the function ℓ 7→ sin(2πpℓ 12 ),
is periodic in ℓ
1
2 . But calculating the functions Φp(ℓ) numerically, we see that they
do not show such behavior for large ℓ, namely, these functions do not decay and
oscillate non-periodically in ℓ
1
2 . This means that trying to replace the series in
(2.2) or in (6.3) by an integral like (6.5) is likely not a proper way in studying the
functions ϕp and Φp.
One more property of the functions ϕp(ℓ) is that they solve certain differential
equation. We define the function
u = u(l, µ) =
∑
k∈Z
sin
(
l
√
k2 + µ− π
4
)
(k2 + µ)
3
4
(6.6)
and we see immediately that
ϕp(ℓ) =
ξ
1
2
π
u
(
2πℓ
1
2
ξ
, p2ξ2
)
.
By straightforward calculations we check that the function u solves the equation
∂
∂l
(
∂2u
∂l∂µ
+
l
2
u
)
− 1
4
u = 0, µ > 0, l ∈ R. (6.7)
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We can also write various initial conditions for the function u like
u
∣∣
µ=0
=
∑
k∈Z
sin
(
lk − π
4
)
k
3
2
, u
∣∣
l=0
= − 1√
2
∑
k∈Z
1
(k2 + µ)
3
4
.
The issue how to sum these series is open. We can only say that the right hand
in the first condition is a 2π-periodic function and the right hand in the second
condition is a positive monotone function decaying as µ→ +∞. But here the main
question is how to solve equation (6.7) or, at least, how to study the behavior of
the solutions for large l.
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