In this paper we consider the problem of missing data, and develop an ensemble-network model for handling the missing data. The proposed method is based on utilizing the inherent uncertainty of the missing records in generating diverse training sets for the ensemble's networks. Specifically we generate the missing values using their probability distribution function. We repeat this procedure many times thereby creating a number of complete data sets. A network is trained for each of these data sets, thereby obtaining an ensemble of networks. Several variants are proposed, and we show analytically that one of these variants is superior to the conventional mean-substitution approach for the limit of large training set. Simulation results confirm the general superiority of the proposed methods compared to the conventional approaches.
Introduction
When confronted with real-world data, one usually finds that the integrity of the data is far from ideal. For example, one typically encounters missing records, erroneous data, outliers, etc, that confound the successful application of data analysis methods. When applying machine learning methods such as neural networks, this could present a problem, as some of the developed algorithms assume all training data are available and "clean". It is imperative to develop ways to mitigate the effects of these imperfections as a parallel effort to algorithm development. In this paper we consider the problem of missing data. Missing data could be substantial in some datasets. One could not simply delete the training data points having missing values, as this will waste a lot of useful data. A better strategy is to make the most out of all the data, that is to find intelligent ways to use all available records while alleviating the effect of the missing data 1 . The missing data problem has been studied in the traditional statistics literature (see Ref. 1, and Ref. 2) . There are some well-known methods that handle missing data. The most trivial method is the casewise deletion method (CWD). It is based on simply ignoring the training patterns that have some missing values. Problems have been documented with this method, particularly for the case of linear regression problems, such as an observed bias in the parameters, large standard errors, etc 3 . A better approach is the so-called mean substitution method (MS) . In this approach we fill the missing values by calculating the mean value of the given input or feature component, and use this mean to replace all missing values for that particular input. This method is simple, efficient and gives generally good results. 3 Another well-known method for handling missing values is the EM (expectation maximization) algorithm. This algorithm consists of the two recursive expectation and maximization steps. In the first step (E) it computes an expectation of the likelihood by including the latent (or missing) variables as if they were observed. In the maximization (M) step it computes the values of the maximum likelihood estimates of the parameters by maximizing the expected likelihood found in the E step. The parameters here are the covariance matrix and mean vector. Because the method is based on solid probability theory footing, it has established itself as among the best and most widely used methods for filling the missing data. The EM approach is considered a type of single imputation method.
A more refined approach is the multiple imputation approach (Rubin 4 ). In this approach the missing values are imputed conditional on the non-missing values. This is repeated k times (typically 3-5 times). Each time we perform the analysis on the resulting complete dataset. Then we obtain the average parameter estimates over these k trials, as well as their standard errors. For example, we average the linear regression coefficients and obtain their confidence intervals using these repeated trials 4 . Some studies considered the missing value problem in the context of neural networks. Tresp et al 5 proposed a solution for the missing data problem by using a maximum likelihood framework which requires a weighted integration over the missing inputs. They applied it to feedforward neural networks, and certain networks with Gaussian basis functions yielded a closed from solution. The same authors 6 proposed another approach for handling missing data for neural networks by taking into account the distribution of the missing values. For the training phase they showed that the backpropagation step for an incomplete pattern can be approximated by a weighted averaged backpropagation step. For the recall phase they obtained closed form solution. Viharos et al 7 proposed a new method for handling missing data for neural network models. The idea of their work is to adapt the neural network structure according to the missing components and perform some kind of projection operation. Ramoni et al 8 introduced a new method called robust Bayesian estimator (RBE) for estimating the conditional probability of missing data. Instead of estimating the value of missing data like in EM Algorithm, they estimate an interval for the missing values using EM concepts and Gibbs sampling. Ghahramani and Jordan 9 considered also the same topic of estimating the distribution of datasets having missing values. They used a mixture model, where they obtained the parameters using an EM algorithm. Other related methods that use a combination of graphical models and the EM algorithm have been proposed in Ref. 10, Ref. 11 and Ref. 12. Some methods considered also the concept of ensembles of neural network. Twala and Cartwright 13 have introduced a new ensemble method that deals with missing data. The method is based on applying two imputation methods: the Bayesian multiple imputation and K-nearest neighbor single imputation. An ensemble of the two methods is created and the results are combined using voting. Jiang et al 14 have proposed an ensemble method for handling missing values. They delete any cases that have missing values and create several complete datasets obtained as subsets from the training set. An ensemble is created from the models handling the different datasets. Twala et al 15 have presented a comparison between seven different missing data methods. They have shown how a combination of missing data methods leads to significant improvement in prediction performance for missing values, up to 50%, and significantly better than using any single method. In this paper we present two new methods for handling missing data. The goal is not to estimate the missing record values per se, but to make as full as possible use of these records in the given regression or classification task. In the proposed method we marry the concept of multiple imputations with ensemble networks. So we make use of the concept of repeated generation of missing values, and at the same time utilize the power and success of the ensemble network concept. Ensemble networks have been proposed by various researchers and in various forms. Most notably, Breiman developed the bagging approach, which is based creating a training set for each of the ensemble networks by sampling with replacement from the original training set 16 . Another ensemble approach, boosting, is based on placing an adaptively learned higher probability of sampling for harder samples. A group of methods is based on injecting some generated noise into the inputs, outputs or the weights of the constituent networks 17 .
Ensemble networks in many studies have been shown to consistently beat "single networks", i.e. the case of using one neural network as a model. The main reason for the consistent improvement is the fact that ensemble models such as bagging tend to reduce the prediction variance (due to averaging several networks' outputs). Of course for ensemble networks to be effective, they have to be diverse. The two proposed methods are based on utilizing the inherent uncertainty of the missing records in generating diverse training sets for the ensemble's networks. Specifically, the approaches are based on generating different training sets by keeping clean records as is while generating the missing records according to their distribution. The two methods are: the univariate approach (that uses the unconditional distribution) and the multivariate approach (that uses the distribution conditioned on the other data). Unlike ensemble methods based on injecting noise, which tend to increase the variance of each constituent model due to the extra added noise, the proposed methods do not add any extra variance or uncertainty. They utilize the uncertainty that is there in the data any way to create the extra copies (of the training sets). To help select between the two methods, we prove that under certain conditions the univariate approach yields better mean square error than the mean substitution method. The proposed methods apply to the "missing completely at random (MCAR)" situation. This means that the fact that a record is missing does not depend on the value of any of the data, it is purely by chance.
The organization of this work is as follows. In Section 2 we describe the first proposed method (the univariate ensemble method), detailing the steps of the algorithm. In Section 3 we describe the second proposed method (the multivariate ensemble method). In Section 4 we present the simulations results, including a comparison with other competing methods. Finally, in Section 5 gives the conclusions of this work.
Univariate Ensemble Method (UVE)

Main Idea
The main idea of the proposed methods is to utilize the uncertainty in the missing records to create different versions of datasets that we use for training different networks in an ensemble. This is done by modeling the uncertainty of the missing record in terms of its probability distribution. Then we fill in the missing values in the training set by generating numbers using the missing values' probability distributions. We repeat this procedure many times, creating many versions of datasets. Each dataset is fed to a prediction model (or network). After training each network we have an ensemble of networks, where we combine the networks' outputs by averaging to produce the ensemble's final output. By this approach we provide a solution to the problem of handling the issue of missing data, while at the same time making use of the power and efficiency of ensemble networks. In the case of the univariate ensemble method, we consider each input variable separately, and estimate its distribution from the available training data. The advantages of this approach over say the mean substitution method is that the filled in data do not affect the mean and the variance of the data, thus achieving some kind of consistency. In contrast, while the mean substitution method does not affect the mean, it does reduce the variance of the data. The details of the algorithm are given as follows. (Assume the variables in this work are continuous, however, extension to categorical variables is straightforward.)
Steps of the Algorithm:
For each input variable X that has some missing values: (1) Estimate the probability distribution for X from the given data, for example using Parzen window density estimator. 
Generating the Missing Values:
A simple approach to generate the missing values is to assume a Gaussian density for the input variable with mean and variance equal to those estimated from the data and use this density to generate the data. This is however too simple to yield adequate results. Another way, and this is the approach we followed, is to estimate the density of the input variable using the Parzen window estimation method 18 . Then we generate the missing values for that input variable from that estimated density. The Parzen window estimate is given by:
where X is the input variable for which we estimate the density, the X(i)'s are the training set values for this input variable, n is the size of the training set, and φ(u) is a kernel function, defined as:
There have been much research on the optimal window size h, with some researchers proving that it is ~ n -1/5 , and some researchers choosing a value ~ n -1/2 that works well in practice 18 . In the simulations we used the latter. Once we have estimated the density, we used the following method to generate a random variate from the density estimated using Parzen window method.
• We generate a uniform random number R from the set {1,…,n}. This serves to select which Gaussian function in the summation (1) we will generate from.
• Generate a random variate X from a Gaussian distribution of mean equals to the mean of the selected Gaussian function of the previous step (i.e X(i)) and standard deviation h. Then X is distributed according to input variable density estimate Eqs. (2.1).
An Approximate Mathematical Analysis of UVE
For simplicity, assume the value of only one variable is missing for a particular training pattern.
Without loss of generality assume that the value is missing for input variable X 1 , and the values of the rest of the variables X 2 , … X m are not missing. Let X ≡ (X 2 , …, X m ). Assume that the training set is large enough and that the network has perfectly learned the function. Consider the performance on a test pattern (with only the value of X 1 missing). Consider the mean substitution method MS, the UVE method, and the ideal situation where the value of X 1 is non-missing (NM).
( )
where E X1 is the expectation with respect to variable X 1 , Y MS and Y NM are the prediction outputs for the MS and the NM cases respectively ] ,
where the index i in X 1 (i) denotes the i th training pattern. In the following analysis we will frequently exchange the summation with the expectation as we assume a large training set. Assume f is mildly nonlinear. Expanding f(X 1 (i),X) using Taylor series around 1 X , we get:
where we used the fact that 0 
Multivariate Ensemble Method (MVE)
Taking the univariate approach one step further, the multivariate approach is based on utilizing the information in the other input variables to obtain a more accurate estimate of the density of the missing records. Specifically, we partition any training pattern into two groups: the "missing group" and the "non-missing group". Then we compute the probability density of the missing group conditioned on the values of the non-missing group. We then generate the values of the missing group from this probability density. We generate values for all the missing values of the training set this way, and repeat that procedure many times to obtain many versions of a "clean" training set. We then train a neural network on each version of the training set to obtain an ensemble of networks. The outputs of this ensemble are to be combined to obtain the final output. To obtain the conditional probability density described above, we assume the data to be distributed as a multivariate Gaussian. Due to the curse of dimensionality, we did not consider a more sophisticated estimate such as a Parzen window estimate of the multivariate density. Below are the steps of the algorithm:
Algorithm
Steps: (1) Obtain an estimate of the mean vector µ and the covariance matrix Σ of the multivariate distribution of the vector of variables X (see next subsection for a method to estimate these). (2) For each record X that have some missing values do the following:
(a) Separate X into two vectors U (missing) and V (non-missing).
(b) Partition the mean vector and covariance matrix into the missing and the non-missing components. The joint probability density can then be written as (where N stands for the normal density with the arguments being the mean vector and the covariance matrix):
Obtain the conditional probability density U|V (for the purpose of generating the missing values in U given the known values in V), using the following: (5) Depending on the problem type (classification\regression) use averaging to get ensemble output.
Estimation of the Covariance Matrix:
For the multivariate method we need to estimate the covariance matrix ∑ using the data available in the presence of missing data. Let The problem with such an estimate is that it can lead to a negative definite covariance matrix, due to the presence of missing data. As a result of that one can encounter an estimated negative variance in the conditional distribution of Eq.(3.1). To alleviate this situation, we restore the covariance matrix to its positive semi definiteness. This is done as detailed below.
Let ∑ be the measured M x M covariance matrix (possibly not positive semidefinite). Define the following set of all positive semi-definite M x M matrices:
It is well-known that the set S is a closed convex cone (called for short PSD cone) 19 . The restored covariance matrix ∑ is defined as the closest covariance matrix to ∑ that is positive semidefinite:
where the matrix norm || || is the Frobenius norm. The solution for Problem of Eq. (3.4) is given as follows:
Theorem 3.1. Consider the following steps • Obtain the eigenvalue decomposition:
whereU is the matrix of eigenvectors, and Λ is the diagonal matrix of eigenvalues of the covariance matrix ∑ .
• Let Λ be the same as Λ except that the negative elements on the diagonal are replaced by zero. Then, the approximated covariance matrix ∑ that solves Problem of Eq. (3.4) is given as:
Proof. This theorem is given in Dattorro 19 (p.126 Section 2.9.2.6). The proof is given there with little detail, so we are here giving the detailed proof. The solution for Problem of Eq. where Py denotes the projection of y onto the cone. Applying this to our problem, we get that the solution for Problem of Eq. (3.4) satisfies:
The dot product is given by taking the sum after element-wise multiplication, given as:
(3.9) The last equality follows from the fact that for the set of diagonal indices i where ii . This completes the proof of the theorem.
A Variant of the Multivariate Method:
The output provides another useful evidence that could help in obtaining a more accurate conditional density for the missing components. In this variant, we utilize the target output, in addition to the non-missing variables, to determine the missing component density. Thus, in the third point of Step 2 in the previous algorithm, we evaluate the conditional probability density p(U|V,d) instead of p(U|V), where d is the target output for the considered record. The advantages of this approach is that the target output could be a useful piece of information, and also the fact that for all records the target output is available (otherwise it is an unlabeled point and will typically be removed in a supervised setting). The disadvantage of this approach is that using the target output to obtain a missing input variable could introduce some bias due to the circular relationship between input and output. We call this method Multivariate Ensemble method with Output Augmentation.
Two More Variants Using Different Ensemble Methods:
We experimented also with another ensemble-type method by Navone, Granitto, Verdes and Ceccatto 20 (henceforth called NGVC method) that we used in conjunction with the proposed method. Navone et al pointed out that it is beneficial to be selective concerning the networks to be added to the ensemble. In other words, their method is based on adding a (trained) prediction model to the ensemble only if it leads to improving the performance of the combined ensemble on some validation set. Otherwise, the prediction model is discarded, as its presence could be detrimental to overall performance.
The detailed steps of Navone et al's method are given as follows:
Step 1: Generate a bootstrap sample S1 from training set Z, and a validation set V1 by collecting all instances in Z that are not included in S1. Generate a model f1 by training a network on S1 until the error e1 in the validation set V1 reaches a minimum.
Step 2: Generate a new training set and a validation set S2 and V2, respectively, using the procedure described in step 1. Produce a model f2 by training a network until the validation error eF2(V2) of the aggregate predictor F2= ½ (f1+ f2) reaches a minimum.
In this step the parameters in model f1 remain constant and only the model f2 is trained.
Step 3: If the previous step eF2(V2) > e1 then disregard the model f2 and start again with step 2 using new random sets S2 and V2.
Step 4: If a model f2 is found, incorporate it into the ensemble and proceed again with Steps 2 and 3 seeking a model f3 such that eF3(V3), the minimum validation error on V3 of the aggregate F3=( f1+ f2+ f3)/3, becomes smaller than eF2(V2).
Step 5: Iterate the process until NA models are trained (including accepted and rejected ones). The ensemble will then consist of the accepted networks.
We also implemented another ensemble variant called Select Best Predictors method (SBP in short). In this method we train a number of prediction models, and select only the best 80% of them based on their performance on the validation set.
Implementation and results
Introduction
To test the performance of the proposed methods, we have conducted a comparative study using a number of real-world benchmark problems. In our experiments our final goal is to obtain better output prediction, rather than better estimation of the missing values per se (even though better prediction of the missing values generally helps in obtaining more accurate output prediction). So the criterion that we use is the error in output prediction. We have compared the proposed methods with the case-wise deletion method (CWD), the mean substitution method (MS), and the EM algorithm for missing value estimation.
Experiments setup
We have used a multilayer neural network as the prediction model. Specifically, we used a network with one hidden layer and ten hidden nodes in the hidden layer. The hidden nodes use a tansig transfer function, while the output node uses a linear transfer function. The training algorithm used is the gradient descent with momentum and adaptive learning rate (by using the traindgx training method of Matlab). The number of training iterations is chosen as 1000 epochs. We used the Matlab default values for the initial learning rate and momentum coefficient. In all ensemble-type methods we used an ensemble size of 50. The EM algorithm used is the one implemented by 21 , which is an implementation of the version of EM algorithm described in Ref. 22 .
The criterion function used is a normalized version of the mean square error, defined as follows , where i ŷ is the target value and i y is the predicted value. To gauge the effect of training sample size on the performance difference of the different methods, we have tested the methods with different sizes of training sets, specifically 200, 500, and 1000. All the rest of the data is used as a test set. The datasets used have quite a lot of data, so the test set performance will reflect faithfully to a great extent the true or expected performance.
We have used five datasets from Internet repositories 23 . The first and second datasets are two different versions of the bank dataset, which is a family of datasets synthetically generated from a simulation of how bank-customers choose their banks. The task is to predict the fraction of bank customers who quit the bank because of full queues. The bank family of datasets is generated from a simplistic simulator, which simulates the queues in a group of banks 23 . The third and fourth datasets are different versions of the housing dataset. The task here is to predict the housing values in areas of the city of Boston
23
. The fifth dataset is the robot kinematics dataset, that relates link angles with the torques needed to control the robot.
For each dataset five independent runs have been performed. In each run, we perform a random train/test partition. After running all methods, we average each method's test error over the 5 runs. For each run we have randomly selected the missing entries from among the training set (by uniformly drawing the entry to-be-missing from among the training set matrix). We tested the methods on different fractions of missing data: low missing rates of 5% and 10%, medium missing rates of 20% and 30%, and high missing rates of 40% and 50%. Hence, we have 24 different combinations; four different training sizes and six different missing ratios. We did not inject any missing values in the test set in the first set of experiments. Table 1 to Table 5 show the ERR error measure for respectively datasets 1 to 5. The columns indicate the different methods, the casewise deletion method (CWD), the mean substitution method (MS), the Expectation Maximization method (EM), the univariate ensemble method (UVE), the multivariate ensemble method (MVE) and the multivariate ensemble method with output augmentation (MVO). Each row shows the results at the different missing ratios, and using the different training sizes. In some cases for the CWD method the high missing ratios lead to the deletion of the data altogether. We indicate these cases in the table by NA. 
Discussion
From the figures and tables one can observe that CWD is an inferior method, while MS and EM give promising results. However, the three proposed methods (UVE, MVE, and MVO) considerably outperform these other three traditional methods. It is also clear that the amount of outperformance is higher for smaller training sets and for larger missing ratios. This is intuitive, because for smaller training sets and larger missing ratios data is insufficient and efficient methods that make up for this insufficiency will be very effective. On the other hand, for the case of large training set the large amount of data make up for the lost information due to missing data. Even though the EM approach is based on optimal estimation of the missing values, it fared worse than our proposed methods. The reason is that it gives only point estimates of the missing values. On the other hand our proposed approaches seem better because of the robustness issue of the ensembles concept. From the figures and tables we also observe that MVO consistently beat UVE and MVE. This is very interesting, it seems the output holds a significant amount of information about the input variables. Another observation is that the proposed methods do not deteriorate as much as the other methods with the increase in missing ratio. They are more robust in that sense. We believe that the network organizes itself in the training process to utilize the correlations among the input variables (in addition to the generated variables) to obtain better function estimates. This is not the case though when missing values exist in the test data. As we will see, performance is bound to deteriorate with increasing missing ratios, which is an expected result.
Algorithm variants
We tested the ensemble variants NGVC and SBP described last section in conjunction with the UVE and MVE methods. To summarize all datasets results into a single table (Table 6 ), we took the liberty of averaging the ERR values of the different datasets. The ERR is a normalized measure (scale independent) and it is okay to take the average of those of different datasets. So for example in Table 6 the ERR entry corresponding to UVE for missing ratio 5% and training set size 200 is the average of the corresponding ERR values for the 5 datasets (with similar missing rations and training set sizes).
From the table we observe that all variant are comparable in performance on average, with SBP and NGVC a little better than the basic ensemble method.
Missing in test set
We performed another experiment to see the effect of missing data in the test set. The experiment setup is as follows: Five independent runs for each dataset were performed. In each run, we select different train/test partitions. We then averaged the resulting errors over the 5 runs. We used training sets of sizes 200, 500 and 1000, and a test set of size 1000. We tested different missing ratios: 5%, 10%, 20%, 30%, and 50%, where we always used the same missing ratio in the test set as in the training set. Again, as in the past subsection we computed the average ERR values for the 5 datasets for each missing ratio and training set size. For the MVO method, since for test data the output is assumed unknown, we use only the input variables to generate the missing value (like in MVE). So the target output is used only in the training phase. Table 7 shows the results. One can also see that the proposed methods (UVE, MVE and MVO) outperform the other conventional methods. Again outperformance is more significant for the case of smaller training sets. However, unlike the experiments performed before with no missing data in the test set, outperformance is more significant with smaller missing ratios. We believe that this is the case because the new methods get an edge in training. When tested with clean data they show this edge. When tested with more corrupt data this edge gets buried in the "noise" introduced by these missing data.
Conclusions:
In this work we presented novel methods for using ensemble networks to handle the missing data problem. The idea is to generate the missing values repeatedly to create several clean datasets. These datasets are used to train several neural networks to create an ensemble. We proposed three variants of the method, that differ according to the way we generate the missing values. We presented an analytical analysis that indicates the efficiency of one of the proposed methods. The simulations tests show the outperformance of the proposed methods compared to the existing methods. 
