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Abstract
Anomaly estimation, or the problem of nding a subset of a dataset that diers from the rest of
the dataset, is a classic problem in machine learning and data mining. In both theoretical work and in
applications, the anomaly is assumed to have a specic structure dened by membership in an anomaly
family. For example, in temporal data the anomaly family may be time intervals, while in network
data the anomaly family may be connected subgraphs. The most prominent approach for anomaly
estimation is to compute the Maximum Likelihood Estimator (MLE) of the anomaly. However, it was
recently observed that for some anomaly families, the MLE is an asymptotically biased estimator of the
anomaly. Here, we demonstrate that the bias of the MLE depends on the size of the anomaly family. We
prove that if the number of sets in the anomaly family that contain the anomaly is sub-exponential,
then the MLE is asymptotically unbiased. At the same time, we provide empirical evidence that the
converse is also true: if the number of such sets is exponential, then the MLE is asymptotically biased.
Our analysis unies a number of earlier results on the bias of the MLE for specic anomaly families,
including intervals, submatrices, and connected subgraphs. Next, we derive a new anomaly estimator
using a mixture model, and we empirically demonstrate that our estimator is asymptotically unbiased
regardless of the size of the anomaly family. We illustrate the benets of our estimator on both simulated
disease outbreak data and a real-world highway trac dataset.
1 Introduction
Anomaly identication — the discovery of rare, irregular, or otherwise anomalous behavior in data — is a
fundamental problem in machine learning and data mining, with numerous applications [1]. For example,
in temporal/sequential data, applications of anomaly identication include change-point detection and
inference [2, 3, 4, 5]; in matrix data, applications include bi-clustering [6, 7, 8] and gene expression analysis
[9, 10]; in spatial data, applications include disease outbreak and event detection [11, 12, 13]; and in network
data, applications include large-scale network surveillance [14, 15, 16] and outbreak detection [17, 18]. In
many of these applications, the anomalous behavior, or the anomaly, is assumed to have a certain structure
described by membership in an anomaly family. For example, in temporal data the anomaly family may be
time intervals; in matrix data the anomaly family may be submatrices; and in network data the anomaly
family may be connected subgraphs.
Anomaly identication can be divided into two dierent but closely related problems: anomaly detection
and anomaly estimation. Given a dataset, the goal of anomaly detection is to decide whether or not there
exists an anomaly, or a subset of the data, that is distributed according to a dierent probability distribution
compared to the rest of the data. The goal of anomaly estimation is to determine the data points in the
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anomaly. The distinction between anomaly detection and anomaly estimation is analogous to the distinction
between property testing and learning in statistical learning theory [19]: just as property testing is “easier"
than learning (with diculty measured by sample complexity), anomaly detection is easier than anomaly
estimation (with diculty measured by the separation between the distributions of the anomaly and the rest
of the data). Dierent choices of the anomaly family give dierent versions of the anomaly detection and
estimation problems; e.g. change-point detection [20] versus change-point inference [21, 22] in temporal
data, or submatrix detection [23, 24, 25, 26] versus submatrix estimation [27, 28, 29, 30] in matrix data.
Most of the theoretical literature on anomaly detection and estimation focuses on structured normal
means problems [16, 31], where each data point is drawn from one of two normal distributions, and the data
points from the anomaly are drawn from the distribution with the higher mean. In this paper, we will focus
on this setting. However, we emphasize that both our theoretical results and our algorithms can be readily
extended to other probability distributions from the exponential family as in earlier works (e.g. [24, 29]).
The most widely used techniques for both the anomaly detection and anomaly estimation problems are
likelihood models: the generalized likelihood ratio (GLR) test for the detection problem, and the maximum
likelihood estimator (MLE) for the estimation problem. Both the GLR test statistic and the MLE can be
expressed using a scan statistic, or the maximization of a function across all members of the anomaly
family [32]. In fact, as we note in Theorem 1 below, both the GLR test statistic and the MLE involve the
maximization of the same function.
Despite the close relationship between the GLR test and the MLE, the two quantities have dierent
theoretical guarantees for their respective problems. The GLR test is known to be asymptotically “near-
optimal" for solving the anomaly detection problem across many dierent choices of the anomaly family,
including intervals [20], submatrices [24], subgraphs with small cut-size [16], and connected subgraphs
[33]. In contrast, the MLE is known to be asymptotically near-optimal for solving the anomaly estimation
problem only if the anomaly family is intervals [22] or if the anomaly family is submatrices [29]. In fact, it
was recently observed that the MLE is a biased estimator of the size of the anomaly if the anomaly family is
connected subgraphs of a graph [34].
These varying results for anomaly estimation across dierent anomaly families suggest that the bias of
the MLE depends on the anomaly family, and thus raise the following questions: (1) For which anomaly
families is the MLE biased? (2) Are there anomaly estimators that are less biased than the MLE?
In this work we address both of these questions. First, we show that the bias in the MLE depends on
the size of the anomaly family. We prove that if the number of sets in the anomaly family that contain
the anomaly is sub-exponential, then the MLE is an asymptotically unbiased estimator. At the same time,
we provide empirical evidence that the converse is also true. We demonstrate our claims by examining
common anomaly families including intervals, submatrices, connected subgraphs, and subgraphs with
low-cut size. Our results unify a number of previous results in the literature including the asymptotic
optimality of the MLE when the anomaly family is intervals [22] or submatrices [29], and the observation
that the MLE is biased when the anomaly family is connected subgraphs [34].
Next, we derive a reduced-bias estimator of the anomaly using a Gaussian mixture model (GMM). For
several common anomaly families — including intervals, submatrices, and connected subgraphs — we
empirically demonstrate that our GMM estimator is less biased than the MLE, regardless of the size of
the anomaly family or the number of sets containing the anomaly. We illustrate the benets of the GMM
estimator on a real-world highway trac dataset and a simulated disease outbreak dataset. All proofs are
given in the Appendix.
2
0 µ
X1 X2 X3 · · · Xn
A
Intervals
<latexit sha1_base 64="KWRYxYmJlTIqNgWAIpUfZfJNoJ0="> AAAB+XicbVBNS8NAEN3Ur1q/oh69BIvgqS RV0GPRi94q2A9oQ9lsJ+3SzSbsTool9J94 8aCIV/+JN/+N2zYHbX0w8Hhvhpl5QSK4Rt f9tgpr6xubW8Xt0s7u3v6BfXjU1HGqGDRY LGLVDqgGwSU0kKOAdqKARoGAVjC6nfmtMS jNY/mIkwT8iA4kDzmjaKSebXcRnjC7lwhq TIWe9uyyW3HncFaJl5MyyVHv2V/dfszSCC QyQbXueG6CfkYVciZgWuqmGhLKRnQAHUMl jUD72fzyqXNmlL4TxsqURGeu/p7IaKT1JA pMZ0RxqJe9mfif10kxvPYzLpMUQbLFojAV DsbOLAanzxUwFBNDKFPc3OqwIVWUmRx0yY TgLb+8SprVindRqT5clms3eRxFckJOyTnxy BWpkTtSJw3CyJg8k1fyZmXWi/VufSxaC1Y +c0z+wPr8AVuClCA=</latexit>
columns of A
rows
of A
Submatrices
<latexit sha1_base64="cGjey6xv8N6ouSDxOELXrLxqyFU=">AAAB+3icbVDLSsNAFJ34r PVV69JNsAiuSlIFXRbduKxoH9CGMpnetEMnkzBzIy0hv+LGhSJu/RF3/o3TNgttPTBwOOde7pnjx4JrdJxva219Y3Nru7BT3N3bPzgsHZVbOkoUgyaLRKQ6PtUguIQmchTQiRXQ0BfQ9se3M7/ 9BErzSD7iNAYvpEPJA84oGqlfKvcQJpg+JH5IUXEGOuuXKk7VmcNeJW5OKiRHo1/66g0iloQgkQmqddd1YvRSqpAzAVmxl2iIKRvTIXQNlTQE7aXz7Jl9ZpSBHUTKPIn2XP29kdJQ62nom0mTc KSXvZn4n9dNMLj2Ui7jBEGyxaEgETZG9qwIe8AVMBRTQyhT3GS12YgqytDUVTQluMtfXiWtWtW9qNbuLyv1m7yOAjkhp+ScuOSK1MkdaZAmYWRCnskrebMy68V6tz4Wo2tWvnNM/sD6/AHlypT +</latexit>
A
Connected Subgraphs
<latexit sha1_base64="a6bez0XYmd1QJk1X3RzxCWEuR6M=">AAACA3icbVDLSsNAFJ34rPUVdaeb wSK4KkkVdFnsxmVF+4A2lMnkph06mYSZiVhCwY2/4saFIm79CXf+jdM2C209MHA4517unOMnnCntON/W0vLK6tp6YaO4ubW9s2vv7TdVnEoKDRrzWLZ9ooAzAQ3NNId2IoFEPoeWP6xN/NY9SMVicadHCXgR6Q sWMkq0kXr2YVfDg85qsRBANQT4NvX7kiQDNe7ZJafsTIEXiZuTEspR79lf3SCmaQRCU06U6rhOor2MSM0oh3GxmypICB2SPnQMFSQC5WXTDGN8YpQAh7E0T2g8VX9vZCRSahT5ZjIieqDmvYn4n9dJdXjpZUwkq QZBZ4fClGMd40khOGDSJOcjQwiVzPwV0wGRxLQhVdGU4M5HXiTNStk9K1duzkvVq7yOAjpCx+gUuegCVdE1qqMGougRPaNX9GY9WS/Wu/UxG12y8p0D9AfW5w+ttpgu</latexit>
S = In
<latexit sha1_base64 ="kQ6QhjxYLO3Zl/h45AvPkBsxVmc=">AAACBH icbVDLSgMxFL1TX7W+qi67CRbBVZmpgm6EohvdV bQPaIeSSTNtaCYzJBmhDF248VfcuFDErR/hzr8x 0w6irQcCJ+fcy733eBFnStv2l5VbWl5ZXcuvFz Y2t7Z3irt7TRXGktAGCXko2x5WlDNBG5ppTtuRp DjwOG15o8vUb91TqVgo7vQ4om6AB4L5jGBtpF6 x1A2wHhLMk9sJOkc/v+tJz7hlu2JPgRaJk5EyZK j3ip/dfkjigApNOFaq49iRdhMsNSOcTgrdWNEI kxEe0I6hAgdUucn0iAk6NEof+aE0T2g0VX93JDh Qahx4pjJdUs17qfif14m1f+YmTESxpoLMBvkxRz pEaSKozyQlmo8NwUQysysiQywx0Sa3ggnBmT95 kTSrFee4Ur05KdcusjjyUIIDOAIHTqEGV1CHBhB 4gCd4gVfr0Xq23qz3WWnOynr24Q+sj29+AZf/< /latexit>
S =MN
<latexit sha1_base64="Ij83a4KwJAEf+LNfu ml6cZJQquw=">AAACBHicbVDLSsNAFL3xWesr6rKbwSK4KkkVdCMU3bhRKtoHtCFMppN26OTBzEQo oQs3/oobF4q49SPc+TdO2iDaemDgzDn3cu89XsyZVJb1ZSwsLi2vrBbWiusbm1vb5s5uU0aJILRBI h6Jtocl5SykDcUUp+1YUBx4nLa84UXmt+6pkCwK79Qopk6A+yHzGcFKS65Z6gZYDQjm6e0YnaGf39X YvXbNslWxJkDzxM5JGXLUXfOz24tIEtBQEY6l7NhWrJwUC8UIp+NiN5E0xmSI+7SjaYgDKp10csQY HWilh/xI6BcqNFF/d6Q4kHIUeLoyW1LOepn4n9dJlH/qpCyME0VDMh3kJxypCGWJoB4TlCg+0gQTw fSuiAywwETp3Io6BHv25HnSrFbso0r15rhcO8/jKEAJ9uEQbDiBGlxCHRpA4AGe4AVejUfj2Xgz3q elC0beswd/YHx8A1Odl+M=</latexit>
S = CG
<latexit sha1_base64="tdrbbAqUobSVoL70fWSd9qixLcQ=">AAACBHicbVDLSsNAFL3xWesr6r KbwSK4KkkVdCMUu9BlRfuANoTJdNoOnTyYmQglZOHGX3HjQhG3foQ7/8ZJG0RbDwycOede7r3HiziTyrK+jKXlldW19cJGcXNre2fX3NtvyTAWhDZJyEPR8bCknAW0qZjitBMJin2P07Y3rmd++54KycLg Tk0i6vh4GLABI1hpyTVLPR+rEcE8uU3RBfr51VP3yjXLVsWaAi0SOydlyNFwzc9ePySxTwNFOJaya1uRchIsFCOcpsVeLGmEyRgPaVfTAPtUOsn0iBQdaaWPBqHQL1Boqv7uSLAv5cT3dGW2pJz3MvE/rx urwbmTsCCKFQ3IbNAg5kiFKEsE9ZmgRPGJJpgIpndFZIQFJkrnVtQh2PMnL5JWtWKfVKo3p+XaZR5HAUpwCMdgwxnU4Boa0AQCD/AEL/BqPBrPxpvxPitdMvKeA/gD4+MbObuX0g==</latexit>
Figure 1: Observations (X1, . . . ,Xn) from the Anomalous Subset Distribution ASDS(A, µ) for three anomaly
families S.
2 Structured Anomalies and Maximum Likelihood Estimation
2.1 Problem Formulation
Suppose one is given observations (X1, . . . ,Xn), where a subset A ⊆ {1, . . . ,n} of these observations, the
anomaly, are drawn from a normal distribution N (µ, 1) with elevated mean and the remaining observations
are drawn from the standard normal distribution N (0, 1). Using the notation [n] = {1, . . . ,n} and Pn for the
power set of [n], or the set of all subsets of [n], we dene the distribution of the observations (X1, . . . ,Xn)
as follows.
Anomalous Subset Distribution (ASD). Let n > 0 be a positive integer, let µ > 0, let S ⊆ Pn be a family
of subsets of [n], and let A ∈ S. We say X = (X1, . . . ,Xn) is distributed according to the Anomalous Subset
Distribution ASDS(A, µ) provided the Xi are independently distributed as
Xi ∼
{
N (µ, 1), if i ∈ A,
N (0, 1), otherwise. (1)
The distribution ASDS(A, µ) has three parameters: the anomaly family S, the anomaly A, and the mean
µ.
The goal of anomaly estimation is to learn the anomaly A, given data X ∼ ASDS(A, µ) and the anomaly
family S. We formalize this problem as the following estimation problem.
ASD Estimation Problem. Given X = (X1, . . . ,Xn) ∼ ASDS(A, µ) and S, nd A.
A related problem is the decision problem of deciding whether or not data X contains an anomaly. We
formalize this problem as the following hypothesis testing problem.
ASD Detection Problem. Given X = (X1, . . . ,Xn) ∼ ASDS(A, µ) and S, test between the hypotheses
H0 : A =  and H1 : A , .
3
Many well-known problems in machine learning correspond to the ASD Detection and Estimation
Problems for specic choices of the anomaly family S. In particular, we note the following examples.
• S = In , the set of all intervals {i, i + 1, . . . , j − 1, j} ⊆ [n]. We call In the interval family, and we call
ASDIn (A, µ) the interval ASD. The interval ASD has been used to model change-points, or abrupt
changes, in sequential data including time-series or DNA sequences [3, 21, 35, 22].
• S = CG , the set of all connected subgraphs of a graphG = (V ,E)with verticesV = {1, . . . ,n}. We call
CG the connected family, and we call ASDCG (A, µ) the connected ASD. The connected ASD has been
used to model anomalous behavior in many dierent kinds of networks including social networks,
sensor networks and biological networks [33, 36, 37, 9, 10, 34]. Note that the anomaly family In is a
special case of connected subgraphs CPn for the path graph Pn with n vertices.
• S = TG,ρ , the set of all subgraphs H of a graph G with |{(i, j) ∈ E : i ∈ H , j < H }| ≤ ρ. We call TG,ρ
the graph cut family, and we call ASDTG,ρ (A, µ) the graph cut ASD. The graph cut ASD is also used to
model anomalous behavior in networks [15, 16, 38].
• S =MN , the set of all submatrices of a square matrix N with n entries, where each measurement
Xi corresponds to an entry of N . We callMN the submatrix family, and we call ASDMN (A, µ) the
submatrix ASD. The clustering literature often uses the submatrix ASD to model biclusters in matrix
data [8, 24, 26, 29].
• S = BP,ϵ , the set of all ϵ-balls of points P = {p1, . . . ,pn} ⊆ Rd in space. We call BP,ϵ the ϵ-ball
family. For spatial data, the spatial scan statistic is widely used to solve the ASD Estimation Problem
for the ϵ-ball family BP,ϵ [39, 32].
• S = Pn , the power set of {1, . . . ,n}. We call Pn the unstructured family, and we call ASDPn (A, µ)
the unstructured ASD. The unstructured ASD describes the situation where the anomaly does not
have a specic structure.
2.2 Maximum Likelihood Anomaly Estimation
A standard approach in statistics for solving a hypothesis testing problem is to use the generalized likelihood
ratio (GLR) test, which is the most powerful test for any signicance level by the Neyman-Pearson lemma
[40]. Likewise, a standard approach for solving an estimation problem is to compute a Maximum Likelihood
Estimator (MLE). For the ASD Detection and Estimation problems, the GLR test statistic and the MLE,
respectively, have explicit formulas that involve the maximization of the same function, Γ(S) = 1√
S
∑
v ∈S Xv .
We write out these formulas below; see [14, 16, 34] for proofs.
Theorem 1. Let X ∼ ASDS(A, µ) be distributed according to the ASD. The Generalized Likelihood Ratio
(GLR) test statistic t̂S for the ASD Detection Problem is
t̂S = max
S ∈S
Γ(S) = max
S ∈S
1√|S |∑v ∈S Xv . (2)
The Maximum Likelihood Estimator (MLE) ÂS of the anomaly A is
ÂS = argmax
S ∈S
Γ(S) = argmax
S ∈S
1√|S |∑v ∈S Xv . (3)
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A key question in the statistics literature is: for what anomaly families S and means µ (i.e. parameters
of the ASD) do the GLR test and the MLE solve the ASD Detection and Estimation problems, respectively?
For some anomaly families S, it has been shown that the GLR test is asymptotically “near-optimal",
meaning that there exists a value µdetect > 0 such that if µ ≥ µdetect, then the GLR test asymptotically solves
the ASD Detection Problem with the probability of a type 1 or type 2 error going to 0 as n →∞. Moreover,
there does not exist such a test for the ASD Detection Problem when µ is not much smaller than µdetect.
Anomaly families S for which the GLR test is known to be asymptotically near-optimal include the interval
family S = In [20], the submatrix family S =MN [24], the graph cut family S = TG,ρ [15, 16], and the
connected family S = CG [33, 36].
For a few anomaly families S, the MLE ÂS has also been shown to optimally solve the ASD Estimation
Problem. For the interval family S = In , [22] showed that if µ ≥ µdetect, then lim
n→∞ P(ÂIn , A) = 0. For
the submatrix family S =MN , [29] proved an analogous result using a regularized MLE. Note that these
results require µ ≥ µdetect, as it is not possible to estimate the anomaly without rst detecting the anomaly’s
presence.
The MLE ÂS is also used in the bioinformatics literature to solve the ASD Estimation Problem for the
connected family S = CG , where G is a biological interaction network [9, 34]. However, the MLE ÂCG
for the connected family CG does not have any theoretical guarantees on its performance in anomaly
estimation, unlike the previously mentioned results for the interval family In or submatrix familyMN . On
the contrary, it has been observed that the size |ÂCG | of the MLE ÂCG is a biased estimate of the size |A| of
the anomaly A [41, 34], in the sense of the following denition.
Denition 2. Given dataX = (X1, . . . ,Xn), let θˆ = θˆ (X) be an estimator of a parameter θ of the distribution
of X. The quantity Biasθ (θˆ ) = E[θˆ ] − θ is the bias of the estimator θˆ . We say that θˆ is a biased estimator of
θ if Biasθ (θˆ ) , 0, and that θˆ is an unbiased estimator of θ otherwise. When it is clear from context, we omit
the subscript θ and write Bias(θˆ ) for the bias of estimator θˆ .
[34] also observed a similar bias in the MLE ÂPn for the unstructured family S = Pn .
2.3 Relating Bias in the MLE to Size of the Anomaly Family
The observations above lead to the following question: for which choices of the anomaly family S is the size
|ÂS | of the MLE a biased estimate of the size |A| of the anomaly A? In this section, we provide theoretical
evidence that the key quantity that determines the bias of the MLE ÂS is the quantity S˘(A) = {S ∈ S : S ⊇
A}, or the sets in the anomaly family S that contain the anomaly A.
We rst show that if the number |S˘(A)| of sets containing the anomaly A is sub-exponential in n, then
the MLE ÂS is asymptotically unbiased. We assume that the proportion α = |A |n of anomalous observations
is a positive constant independent of n.
Theorem 3. Let X = (X1, . . . ,Xn) ∼ ASDS(A, µ) where S is a regular anomaly family. Suppose |S˘(A)| is
sub-exponential in n, lim
n→∞ P(A ⊆ ÂS) = 1, and limn→∞ P
(
|ÂS | ≤ n2
)
= 1. Then lim
n→∞Bias(|ÂS |/n) = 0.
The conditions lim
n→∞ P(A ⊆ ÂS) = 1 and limn→∞ P
(
|ÂS | ≤ n2
)
= 1 in Theorem 3 are technical conditions
needed for the proof. We conjecture that these conditions can be replaced by the weaker condition µ ≥ µdetect.
This conjecture is motivated by [22] and [29], who prove statements analogous to Theorem 3 for the interval
family In and the submatrix familyMN , respectively, with the condition that µ ≥ µdetect.
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Note that one consequence of Theorem 3 is that the regularization of the MLE used in [24, 29] is not
necessary to prove that the MLE is asymptotically unbiased (see Appendix D for details).
Next, we prove that the MLE ÂPn for the unstructured family Pn is asymptotically biased for all µ. Our
proof settles a conjecture posed by [34].
Theorem 4. If X ∼ ASDPn (A, µ) and |A| < 0.5n, then limn→∞Bias(|ÂPn |/n) > 0.
Informally, Theorem 3 says that if the number |S˘(A)| of subsets that contain the anomaly A is sub-
exponential in n, then the MLE ÂS is an asymptotically unbiased estimator of the size |A| of the anomaly
A. In contrast, Theorem 4 shows that the MLE ÂS is asymptotically biased for the unstructured family
S = Pn , where |S˘(A)| is exponential in n. We conjecture that these are the only two cases, and that MLE
ÂS is asymptotically biased if and only if |S˘(A)| is exponential in n.
Conjecture 5. Let X ∼ ASDS(A, µ) with µ ≥ µdetect. Then limn→∞Bias(|ÂS |/n) > 0 if |S˘(A)| is exponential in
n, and lim
n→∞Bias(|ÂS |/n) = 0 otherwise.
Conjecture 5 generalizes Theorems 3 and 4, and is consistent with the theoretical and empirical results
noted in Section 2.2 on the bias of the MLE ÂS for dierent anomaly families S:
• S = In , the interval family: |S˘(A)| ≤ |S| = O(n2) is sub-exponential, so |ÂIn | is asymptotically
unbiased.
• S =MN , the submatrix family: |S˘(A)| ≤ |S| = O(22
√
n) is sub-exponential, so |ÂMN | is asymptoti-
cally unbiased.
• S = CG , the connected family: When G has minimum degree 3, |S˘(A)| is exponential [42], so |ÂCG |
is asymptotically biased.
• S = Pn , the unstructured family: When |A| < 0.5n, |S˘(A)| = 2n
(
1− |A |n
)
= Ω
(
20.5n
)
is exponential, so
|ÂPn | is asymptotically biased.
2.4 Experimental Evidence for Conjecture 5
We provide empirical evidence for Conjecture 5 by examining the bias of the MLE for dierent anomaly
families. For each anomaly family S, we select an anomalyA ∈ S with size |A| = 0.05n uniformly at random
from S. We draw a sample X = (X1, . . . ,Xn) ∼ ASDS(A, µ) with n = 900 observations, and compute the
MLE ÂS . We repeat for 50 samples to estimate Bias(|ÂS |/n).
We compute Bias(|ÂS |/n) for the following anomaly families: S = In , the interval family; S =MN ,
the submatrix family with matrix N ∈ R30×30; S = CG , the connected family with an Erdős-Rényi random
graph G (edge probability = 0.01); and S = Pn , the unstructured family. |S˘(A)| is sub-exponential for the
interval family In and the submatrix familyMN , and is exponential for the connected family CG (with
high probability [42]) and for the unstructured family Pn .
When µ ≥ µdetect, we see that Bias(|ÂS |/n) ≈ 0 for both the interval family and the submatrix family,
while Bias(|ÂS |/n) > 0 for the connected and unstructured families (Figure 2A), providing evidence in
support of Conjecture 5. Moreover, while Conjecture 5 is about the eect of |S˘(A)| on the Bias(|ÂS |/n) of
the MLE ÂS , we also nd that |S˘(A)| aects the F-measure between A and ÂS (see Appendix B for details).
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Figure 2: Bias in estimates of anomalyA for dataX = (X1, . . . ,Xn) ∼ ASDS(A, µ)with n = 900 observations.
An anomaly A of size |A| = 0.05n is chosen uniformly at random from the indicated anomaly family S.
Vertical dashed lines indicate µdetect for each anomaly family, while dotted lines indicate rst and third
quartiles in the estimate of the bias. (A) Bias(|ÂS |/n) of the MLE vs µ. (B) Bias(|ÂS |/n) vs n for µ = 3 for
the connected family S = CG , where G = (V ,E) is a graph whose vertices V = L ∪C are partitioned into a
path graph L and a clique C . (C) Bias(|ÂGMM |/n) of our GMM-based estimator vs µ. (D) Bias(|ÂGMM |/n) vs
n for µ = 3 for the same anomaly family in (B).
We also observe that the bias of the MLE ÂS appears to converge to positive values only when |S˘(A)|
is exponential. In particular, we examine the connected anomaly family CG for the graph G = (V ,E) whose
vertices V = P ∪C are partitioned into two sets: a path graph P and a clique C , with |P ∩C | = 1. (When
|P | = |C |, G is known as the “lollipop graph" [43].) We observe that lim
n→∞Bias(|ÂS |/n) > 0 if |C | = Θ(n),
and lim
n→∞Bias(|ÂS |/n) = 0 if |C | = o(n) (Figure 2B). This observation aligns with Conjecture 5, as |S˘(A)| is
exponential if and only if |C | = Θ(n).
In Appendix B, we describe two more experiments that support Conjecture 5. First, we empirically
demonstrate that the bias of the MLE ÂTG ,ρ for the graph cut family S = TG,ρ has a strong dependence on
the cut-size bound ρ. This aligns with Conjecture 5 since |S˘(A)| is polynomial when ρ is constant in n while
|S˘(A)| is exponential when ρ is close to the number of edges in G [44]. Second, we construct an anomaly
family S where |S| is exponential, but |S˘(A)| is exponential for some anomalies A and sub-exponential for
others. We demonstrate that the MLE ÂS is biased if and only if |S˘(A)| is exponential, providing evidence
that Bias(|ÂS |/n) depends on the number |S˘(A)| of sets containing the anomaly rather than the size |S| of
the anomaly family.
3 Reducing Bias using Mixture Models
We showed in the previous section that the MLE ÂS gives a biased estimate of the size |A| of the anomaly A
when the number |S˘(A)| of sets in the anomaly family S that contain A is exponential in n. In this section,
we derive an anomaly estimator that is less biased than the MLE by leveraging a connection between the
ASD and the Gaussian mixture model (GMM).
Our estimator is motivated by a latent variable representation of the ASD: given a sample X =
(X1, . . . ,Xn) ∼ ASDS(A, µ), we dene a corresponding sequence Z = (Z1, . . . ,Zn) of latent variables
Zi = 1(i ∈ A). Estimating the anomaly A is equivalent to estimating the latent variables Z. The bias of the
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MLE ÂS corresponds to overestimating the sum |A| = ∑ni=1 Zi of latent variables.
The latent variable representation of the ASD is reminiscent of the latent variable representation of a
Gaussian mixture model (GMM). Recall that the GMM is dened as follows.
Gaussian Mixture Model (2 components, unit variance). Let µ > 0 and α ∈ (0, 1). X is distributed
according to the Gaussian Mixture Model GMM(µ,α) provided
X ∼ αN (µ, 1) + (1 − α)N (0, 1). (4)
Associated with X is a latent variable Z , where Z = 1 if X is drawn from the N (µ, 1) distribution and Z = 0 if
X is drawn from the N (0, 1) distribution.
Note that n observations Xi
i.i.d.∼ GMM(µ,α) from the GMM are not equal in distribution to a sample
Y = (Y1, . . . ,Yn) ∼ ASDPn (A, µ) from the unstructured ASD. In particular, the data points Xi are identically
distributed in the GMM, while in the ASD, exactly |A| of the data points Yi are drawn from the N (µ, 1)
distribution. Nevertheless, we observe that the empirical distributions of the unstructured ASD and the
GMM converge in Wasserstein distance as n →∞ (see Appendix C for details), which partially explains
the connection between the latent variable representations of the unstructured ASD and GMM.
However, in contrast to the MLE ÂPn of the unstructured ASD, one can accurately estimate the sum∑n
i=1 Zi of latent variables from n observations Xi
i.i.d.∼ GMM(µ,α) [45]. In fact, [46] shows that it is
possible to estimate each individual latent variable Zi using the following algorithm: (1) estimate the GMM
parameters µ and α , and (2) set Zi = 1 if the estimated responsibility ri = P(Zi = 1 | Xi ), or probability of
being drawn from the N (µ, 1) distribution, is greater than 0.5. Note that in our setting, step (2) is equivalent
to setting Zi = 1 for the αn largest observations Xi .
In practice, the parameter estimation in step (1) is often done by computing the MLEs µ̂GMM and α̂GMM
of the GMM parameters µ and α , respectively, which are eciently computed via the EM algorithm [47, 48]
and are asymptotically unbiased estimators of µ and α , respectively [49].
Moreover, while the previously mentioned results are for data from the GMM, [34] empirically observed
that when the data X ∼ ASDPn (A, µ) is distributed according to the unstructured ASD, then the GMM
MLEs µ̂GMM and α̂GMM obtained by tting a GMM to the data X are asymptotically unbiased estimators of
µ and |A|/n, respectively.
3.1 A GMM-based anomaly estimator
Motivated by the relationship between the GMM and the unstructured ASD, we use the GMM to derive an
anomaly estimator of the ASD for any anomaly family S. Our approach generalizes the algorithm given
in [34] for the connected family S = CG . It is inspired by both the GMM literature discussed above and
classical statistical techniques such as the False Discovery Rate (FDR) [50] and the Higher Criticism [51]
thresholding procedures, which identify unstructured anomalies in z-score distributions by rst estimating
the size of the anomalies [52, 53, 54, 55, 56].
Given data X ∼ ASDS(A, µ), we rst use the EM algorithm to t a GMM to the data X. This t yields
estimates µ̂GMM, α̂GMM of the GMM parameters µ,α , respectively, and estimates r̂i of the responsibilities
ri = P(Zi = 1 | Xi ). Our estimator ÂGMM is the set S ∈ S with size |S | = bα̂GMMne (the closest integer to
α̂GMMn) with the largest total responsibility:
ÂGMM = argmax
S ∈S
|S |= bα̂GMMn e
(∑
i ∈S
r̂i
)
. (5)
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The motivation for using the largest total responsibility in (5) is two-fold. First, for the unstructured
family S = Pn the estimator ÂGMM is equivalent to a “xed-size MLE" that maximizes the scan statistic
function Γ(S) over all sets with size |S | = bα̂GMMne. When the size |A| of the anomaly is equal to the
estimated anomaly size bα̂GMMne, then the xed-size MLE is minimax optimal, as dened by [31] (see
Appendix E). Thus, our estimator ÂGMM is also minimax optimal for the unstructured family Pn . We
conjecture that similar optimality results hold for other anomaly families as well.
Nodes in both bAGMM and bACG
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Figure 3: Subnetworks of anomalous trac sensors
identied by our estimator ÂGMM (red) and the MLE
ÂCG (red and blue). Our estimator ÂGMM is much
smaller than the MLE ÂCG (|ÂGMM | = 17 vs |ÂCG | =
140) and has smaller average p-value.
The second reason for using the largest total re-
sponsibility is computational eciency. The estima-
tor ÂGMM is a linear function of the responsibilities
r̂i and thus can be computed eciently for many
anomaly families S. For the unstructured family
Pn , ÂGMM can be computed in O(n logn) time by
sorting the estimated responsibilities r̂i and return-
ing the bα̂GMMne largest responsibilities. For the
interval family In , ÂGMM can be computed in O(n)
time by scanning over all intervals of size bα̂GMMne.
For the graph cut family TG,ρ , [16] shows that (5)
can be eciently solved with a convex program
through the use of Lovász extensions [57].
More generally, when the constraint S ∈ S can
be expressed with linear constraints, one can com-
pute ÂGMM with an Integer Linear Program (ILP).
This is true for anomaly families including the sub-
matrix familyMN , the graph cut family TG,ρ [15],
and the connected family CG [10, 34]. We found
that directly computing (5) via ILP was inecient
for the submatrix and connected families, and de-
rive an approximation to (5) that can be computed
eciently (see Appendix F).
3.2 Experiments
First, we compare the performance of our estimator ÂGMM to the MLE ÂS for the anomaly families S from
Section 2.4. We observe that if µ ≥ µdetect, then Bias(|ÂGMM |/n) ≈ 0 for all anomaly families S (Figure 2C).
We also observe that lim
n→∞Bias(|ÂGMM |/n) = 0 in cases where |S˘(A)| is either exponential or sub-exponential
(Figure 2D), suggesting that |ÂGMM | is an asymptotically unbiased estimator of the size |A| of the anomaly
regardless of the number |S˘(A)| of sets containing the anomaly A.
Next, we compare the performance of our estimator ÂGMM and the MLE ÂS on a highway trac
network G = (V ,E) in Los Angeles County, CA with |V | = 1868 vertices and |E | = 1993 edges [58] using
the connected family S = CG . The vertices V are sensors that record the speed of cars passing, while the
edges E connect adjacent sensors on a highway. The observations X = (Xv )v ∈V are p-values, where sensors
that record higher average speeds have lower p-values. To compute the MLE ÂS and our estimator ÂGMM,
we rst transform the p-values to a mixture of Gaussians using the method in [34]. We then compute the
MLE ÂS using [59], and we compute our estimator ÂGMM using (5). Our estimator ÂGMM is much smaller
than the MLE ÂS (|ÂGMM | = 17 and |ÂS | = 140, Figure 3), yet the vertices in our estimator ÂGMM have
a smaller average p-value than the vertices in MLE ÂS (0.23 for our estimator versus 0.29 for the MLE),
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demonstrating the bias of the MLE.
In Appendix B we compare our estimator ÂGMM and the MLE ÂS on a simulated disease outbreak
dataset. Similar to the highway trac network above, we nd that our estimator ÂGMM is much smaller
than the MLE ÂS while having larger F-measure.
4 Conclusion
We study the problem of estimating structured anomalies. We formulate this problem as the problem of
estimating a parameter of the Anomalous Subset Distribution (ASD), with the structure of the anomaly
described by an anomaly family. We demonstrate that the Maximum Likelihood Estimator (MLE) of this
parameter is biased if and only if the number of sets in the anomaly family that contain the anomaly is
exponential. Our results unify a number of existing results for specic anomaly families, including intervals,
submatrices, and connected subgraphs. Next, we develop a reduced-bias estimator using a Gaussian mixture
model (GMM). We empirically demonstrate that our estimator is less biased than the MLE on both simulated
and real datasets.
Our work opens up a number of future directions. First, it would be desirable to provide a complete
proof of Conjecture 5, as well as to provide theoretical guarantees for our anomaly estimator. Another
direction is to generalize our theoretical results to other distributions, such as Poisson distributions, which
are commonly used to model anomalies in integer-valued data [58, 29, 39]. While our anomaly estimator is
easily adapted to other distributions, e.g. mixtures of Poisson distributions or other distributions from the
exponential family, further investigation of bias for other distributions is needed.
Yet another important direction is to generalize the ASD to model more than one anomaly in a dataset.
The problem of estimating multiple anomalies has been studied for the interval family [22] and the submatrix
family [27], and it would be desirable to formulate this problem for arbitrary anomaly families. Moreover,
under the assumption that both the size and the number of anomalies is unknown, it would also be desirable
to understand the conditions for which the MLE for the number of anomalies is biased; such a result could
be useful for model selection.
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Figure S1: Data X = (X1, . . . ,Xn) ∼ ASDS(A, µ) as in Figure 1. (A) F-measure of the MLE ÂS versus µ.
(B) F-measure of our estimator ÂGMM versus µ. (C) Bias(|ÂS |/n) of the MLE versus µ for graph cut family
S = TG,ρ with dierent bounds ρ on the cut-size. (D) Bias(|ÂGMM |/n) of our GMM estimator versus µ for
graph cut family S = TG,ρ with dierent bounds ρ on the cut-size.
A Calculating µdetect
µdetect is the smallest mean µ such that the GLR test asymptotically solves the ASD Detection Problem with
the probability of a type 1 or type 2 error going to 0 as n → ∞ [16]. We empirically determine µdetect by
nding the smallest mean µ such that the Type I and Type II errors of the GLR test statistic t̂S (Equation (2)
in the main text) are both less than 0.01. We denote µdetect in our gures by a vertical dashed line.
B Additional Experiments
B.1 F-measure
Conjecture 5 is about the eect of |S˘(A)| on the Bias(|ÂS |/n) of the MLE ÂS . However, we observe that
|S˘(A)| also aects the F-measure between the MLE ÂS and the anomaly A. Using the data described in
Section 2.4 in the main text, we nd a noticeable dierence in F-measure between anomaly families where
|S˘(A)| is exponential — the connected family CG and the unstructured family Pn — and anomaly families
where |S˘(A)| is sub-exponential — the interval family In and the submatrix familyMN (Figure S1 A).
In contrast, our GMM-based estimator ÂGMM has a much smaller dierence in the F-measure for anomaly
families where |S˘(A)| is exponential versus anomaly families where |S˘(A)| is sub-exponential (Figure S1 B).
This result is consistent with the reduced bias of the GMM-based estimator ÂGMM (Figure 2C, main text).
B.2 Graph Cut Family
We examine the MLE ÂTG,ρ for the graph cut family S = TG,ρ , where G is a
√
n × √n lattice graph, for
dierent values of the bound ρ on the cut-size. For each value of ρ, we select an anomaly A ∈ TG,ρ with
size |A| = 0.05n uniformly at random from TG,ρ . (Note that the cut-size of A is not xed, as we select A
uniformly at random from the set TG,ρ of all subgraphs of G with cut-size less than ρ.) We then draw a
sample X = (X1, . . . ,Xn) ∼ ASDTG,ρ (A, µ) with n = 900 observations and compute the MLE ÂTG,ρ . We
repeat for 50 samples to estimate Bias(|ÂTG,ρ |/n).
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Figure S2: Left: Graph G = (V ,E) with two connected components: Vpath, a path graph, and Vclique, a clique
graph, with |Vpath | = |Vclique | = n2 . Right: Bias(|ÂS |/n) versus mean µ for the connected anomaly family
S = CG with n = |V | = 500 vertices and an anomaly A with size |A| = 0.05n. The blue line corresponds
to an anomaly A ⊆ Vpath and the green line corresponds to an anomaly A ⊆ Vclique. Vertical dashed lines
indicate µdetect for anomalies in the respective components.
While the graph cut anomaly family is often studied in the network anomaly literature [15, 16, 60], the
cut-size bound ρ is typically left unspecied. When ρ is constant |S˘(A)| is polynomial in n, but when ρ is
close to the number of edges in G then |S˘(A)| is exponential in n [44]. So by Conjecture 5 in the main text,
we expect the bias of the MLE ÂTG,ρ to depend on ρ. Indeed, we observe that for n = 900 observations, the
Bias(|ÂTG,ρ |/n) of the MLE is small when ρ is small, and the Bias(|ÂTG,ρ |/n) of the MLE is large when ρ is
large (Figure S1 C). Our results demonstrate that careful attention to the cut-size bound ρ is required when
the MLE ÂTG,ρ is used for anomaly estimation.
For the same data, we nd that our GMM estimator ÂGMM has small bias regardless of the cut-size
bound ρ (Figure S1 D). This suggests that our GMM estimator ÂGMM is less biased estimator than the MLE
ÂTG ,ρ , regardless of the cut-size bound ρ.
B.3 Dependence of Bias(|ÂS |/n) on |S˘(A)| versus |S|
In this section, we construct an anomaly family S where |S| is exponential, but |S˘(A)| is exponential for
some anomalies A and sub-exponential for others. We then use this anomaly family S to provide evidence
that Bias(|ÂS |/n) depends on the number |S˘(A)| of subsets in S that contain the anomaly A, rather than
the size |S| of the anomaly family.
Let G = (V ,E) be a graph whose vertices V = Vpath ∪ Vclique can be partitioned into two disjoint
connected components: Vpath, a path graph, and Vclique, a clique (Figure S2, left). Both the path graph Vpath
and the clique Vclique have size |Vpath | = |Vpath | = n2 .
Let S = CG be the connected family for graph G, and let A ∈ CG be a set of size |A| = αn with
0 < α < 0.25. The size |S| of the anomaly family S is exponential in n, as |S| = O(2n2 ). However, |S˘(A)|
depends on the anomaly A: if the anomaly A ⊆ Vpath is in the path graph component, then |S˘(A)| = O(n2)
is sub-exponential in n. On the other hand, if A ⊆ Vclique is in the clique graph component, then |S˘(A)| =
16
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Figure S3: (A) An anomaly A containing 11 connected counties is implanted into a graph of counties in
the Northeast USA [58]. (B) The MLE ÂCG greatly overestimates the size of the anomaly with 59 false
positives (F -measure = 0.24). (C) The GMM estimator ÂGMM identies 7/11 counties correctly with only 1
false positive (F -measure = 0.73).
O(2(0.5−α )n) is exponential in n.
Empirically, we observe that if µ ≥ µdetect, then Bias(|ÂS |/n) ≈ 0 if A ⊆ Vpath and Bias(|ÂS |/n) > 0 if
A ⊆ Vclique (Figure S2, right). This nding aligns with Conjecture 5, and demonstrates the dependence of
Bias(|ÂS |/n) on |S˘(A)| rather than |S|.
B.4 Simulated Disease Outbreak
We compare the performance of our estimator ÂGMM and the MLE ÂS on a simulated disease outbreak
estimation task.
We simulate a disease outbreak on the Northeastern USA Benchmark (NEast) graph, a standard bench-
mark for comparison of scan statistics and spatial anomalies [61, 58]. NEast is a graph G = (V ,E) whose
nodes are the n = 244 counties in the northeastern part of the USA [62], with edges connecting adjacent
counties. Similar to [37] and [33], we plant an anomaly A ∈ CG of size |A| = 11 chosen from the connected
family CG , and we draw a sample X ∼ ASDCG (A, 2).
We observe (Figure S3) that the MLE ÂCG greatly overestimates the size |A| of the anomaly (|ÂCG | = 70
versus |A| = 11), while the GMM-based estimator is much closer in size to the true anomaly (|ÂGMM | = 8).
Moreover, the GMM-based estimator ÂGMM correctly identies 7/11 counties in the anomaly with only 1
false positive (F-measure of 0.73), while the MLE ÂCG identies 10/11 counties in the anomaly with 59 false
positives (F-measure of 0.24).
C Wasserstein Distance between GMM and Unstructured ASD
Let X = (X1, . . . ,Xn) with Xi i.i.d.∼ GMM(µ,α) distributed according to the GMM and let Y = (Y1, . . . ,Yn) ∼
ASDPn (A, µ) be distributed according to the unstructured ASD, with α = |A|/n. We empirically observe
that dW
( 1
n
∑n
i=1 1Xi , 1n
∑n
i=1 1Yi
)
= O(n−0.5), where dW is the 1-Wasserstein distance, also known as the
earth mover’s distance (Figure S4). We note that our empirical observation matches the result that the
Wasserstein distance between the normal distribution N (µ,σ ) and the empirical distribution of n samples
from N (µ,σ ) is also O(n−0.5) [63, 64].
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Figure S4: 1-Wasserstein distance between the GMM distribution and the unstructured ASD distribution. Let
X = (X1, . . . ,Xn) i.i.d.∼ GMM(µ,α) be distributed according to the GMM and Y = (Y1, . . . ,Yn) ∼ ASDPn (A, µ)
be distributed according to the unstructured ASD, with α = |A|/n. Left: dW
( 1
n
∑n
i=1 1Xi , 1n
∑n
i=1 1Yi
)
, the
1-Wasserstein distance between the empirical distributions of the GMM and unstructured ASD, versus the
number n of observations for various values of µ and |A|/n. Right: 1-Wasserstein distance on log-log scale.
We observe that the 1-Wasserstein distance dW
( 1
n
∑n
i=1 1Xi , 1n
∑n
i=1 1Yi
)
is O(n−0.5), as each line is parallel
to n−0.5 in the log-log plot.
D Regularized MLE for Submatrix ASD
For the submatrix familyMN , [29] show that a regularized version of the MLE is asymptotically unbiased.
Specically, for a submatrix M ∈ Rp×q of a matrix N ∈ Rm×m , they dene the regularized scan statistic
function ΓR(M) = Γ(M) −
√
2 log
(
m2
(m
p
) (m
q
) )
and the regularized MLE ÂR = argmax
M ∈MN
ΓR(M). [29] then show
that ÂR is asymptotically unbiased.
However, our proof of Theorem 3 shows that the MLE ÂMN for the submatrix ASD is also asymptotically
unbiased, and thus the regularization term
√
2 log
(
m2
(m
p
) (m
q
) )
is not required. Empirically, we nd that
that the MLE ÂMN and the regularized MLE ÂR have similar bias and similar F -measure to the anomaly
(Figure S5), suggesting that the regularization proposed by [29] is not necessary to reduce bias or increase
performance in anomaly estimation.
E Equivalence of GMM Estimator and Fixed-Size MLE
We show that for the unstructured family S = Pn , our GMM estimator ÂGMM is equivalent to a “xed-size
MLE", which maximizes the scan statistic function Γ(S) over all sets S ∈ S of size |S | = bα̂GMMne.
Proposition 6. Let X ∼ ASDPn (A, µ) be a sample from the unstructured ASD with |A| = αn. Then
ÂGMM = argmax
S ∈Pn
|S |= bα̂GMMn e
Γ(S). (6)
As a corollary, if |A| = bα̂GMMne then ÂGMM is asymptotically minimax optimal, as dened by [31].
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Figure S5: X ∼ ASDMN (A, µ) is distributed according to the submatrix ASD, where N ∈ R30×30 is a 30 × 30
matrix. Left: Bias(|ÂMN |/n) and Bias(|ÂR |/n) versus µ. Right: F -measure of ÂMN and ÂR versus µ
Proof. Let X(1) ≥ X(2) ≥ · · · ≥ X(n) be the sorted observations, and let r̂(i) be the estimated responsibility for
observation X(i). For any values of the estimated GMM parameters α̂ and µ̂, the estimated responsibilities
are sorted in the same order as the observations, that is r̂(1) ≥ r̂(2) ≥ · · · ≥ r̂(n). Thus,
ÂGMM = argmax
S ∈Pn
|S |= bα̂GMMn e
(∑
i ∈S
r̂i
)
= {X(1), . . . ,X( bα̂GMMn e)}. (7)
Similarly, we have
argmax
S ∈Pn
|S |= bα̂GMMn e
Γ(S) = argmax
S ∈Pn
|S |= bα̂GMMn e
1√|S |
(∑
i ∈S
Xi
)
= argmax
S ∈Pn
|S |= bα̂GMMn e
(∑
i ∈S
Xi
)
= {X(1), . . . ,X( bα̂GMMn e)}.
(8)
Thus, ÂGMM = argmax
S ∈Pn
|S |= bα̂GMMn e
Γ(S). The corollary follows from [31]. 
F Approximating the GMMEstimator for the Submatrix Family and the
Connected Family
For the submatrix family S =MN and the connected family S = CG , our GMM estimator
ÂGMM = argmax
S ∈S
|S |= bα̂GMMn e
(∑
i ∈S
r̂i
)
. (9)
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can be expensive to compute because of the constraint on the size |S | of the subset S . We relax this constraint
by computing an approximation A˜GMM of our GMM estimator as
A˜GMM = argmax
S ∈S
∑
i ∈S
(̂ri − τ ). (10)
Here, τ > 0 is a positive number that we use to “shift" the estimated responsibilities r̂i to r̂i − τ . We select
τ > 0 so that the number of positive “shifted" responsibilities r̂i − τ is the estimated size bα̂GMMne of the
anomaly, i.e. {i : r̂i −τ > 0} = bα̂GMMne. Because the number of positive shifted responsibilities is bα̂GMMne,
we expect our approximate estimator A˜GMM to have size |A˜GMM | ≈ bα̂GMMne.
G Proof of Theorem 3
For technical reasons, we impose the following regularity condition on the size |S| of the anomaly family
S.
Denition 7. A family S ⊆ Pn of subsets of [n] is regular provided lim
n→∞
|S|
n
> 0.
Regularity, which we require for the proof of Lemma 11, is a fairly weak condition on the anomaly
family S. Regular anomaly families S include the interval family S = In , the submatrix family S =MN ,
the connected family S = CG for any graph G, and the unstructured family S = Pn .
G.1 Preliminary Lemmas
We rst prove the following technical lemmas.
Lemma 8. Let {An}n=1,2, ... and {Bn}n=1,2, ... be two sequences of events in the same probability space. Suppose
lim
n→∞ P(An) = 1 and limn→∞ P(Bn) = 1. Then limn→∞ P(An ∩ Bn) = 1.
Proof. Let pn = P(An) and qn = P(Bn). Then
P(An ∩ Bn) = P(An) + P(Bn) − P(An ∪ Bn) = pn + qn − P(An ∪ Bn) ≥ pn + qn − 1, (11)
where in the last inequality we use that P(An ∪ Bn) ≤ 1. Thus,
lim
n→∞ P(An ∩ Bn) ≥ limn→∞(pn + qn − 1) =
(
lim
n→∞pn
)
+
(
lim
n→∞qn
)
− 1 = 1.
Since lim
n→∞ P(An ∩ Bn) ≤ 1 by denition, it follows that limn→∞ P(An ∩ Bn) = 1 
Lemma 9. Let X1,X2, . . . be a sequence of random variables with Xn < 1 for all n. If lim
n→∞ P(Xn > C) = 0 for
some C > 0, then E[Xn] < 2C for suciently large n.
Proof. We have two cases depending on the value of C . First, suppose C ≥ 1. Then Xn < 1 < C for all n,
and it follows that E[Xn] < C < 2C .
Next, suppose C ∈ (0, 1). Let n be suciently large so that P(Xn > C) < C1−C . Then
E[Xn] ≤ C · P(Xn ≤ C) + 1 · P(Xn > C) ≤ C ·
(
1 − C1 −C
)
+
C
1 −C = 2C . 
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Lemma 10. Let Xn ∼ N (µn ,σn), with µn ,σn →∞ as n →∞. Then
lim
n→∞ P
(
µn −
√
2σn logn ≤ Xn ≤ µn +
√
2σn logn
)
= 1. (12)
Proof. We have
P(Xn > µn +
√
2σn logn) = P(Z >
√
2 logn), where Z ∼ N (0, 1),
≤ 1√
2pi
· 1√
2 logn
· 1
n
= O
(
1
n
)
,
(13)
where in the last inequality we use the standard bound P(Z ≥ x) ≤ 1√
2pi
1
x e
−x 2/2. By symmetry, we have
P(Xn < µn −
√
2σn logn) ≤ O
(
1
n
)
(14)
Thus,
P
(
µn −
√
2σn logn ≤ Xn ≤ µn +
√
2σn logn
)
> 1 −O
(
1
n
)
.
Taking the limit as n →∞ proves the result. 
Lemma 11. Suppose Xv
i.i.d.∼ N (0, 1) for v = 1, . . . ,n. Let S ⊆ Pn be a regular family of subsets of [n]. For
any k ∈ [n] dene Sk = {B ∈ S : |B | = k} and Yk = max
B∈Sk
(∑
v ∈B
Xv
)
. Then,
lim
n→∞ P
(
Yk ≤
√
2n log |S| for all k = 1, . . . , n2
)
= 1 (15)
Proof. Let t =
√
2n log |S| and let Φ be the CDF of the standard normal distribution. Fix k ∈ {1, . . . , n2 }. We
have
P(Yk > t) = P
(
max
B∈Sk
∑
v ∈B
Xv > t
)
≤
∑
B∈Sk
P
(∑
v ∈B
Xv > t
)
= |Sk | · (1 − Φ(t/
√
k))
≤ |S| · (1 − Φ(t/
√
k)).
(16)
where the rst inequality uses a union bound and the second equality uses that
∑
v ∈B Xv ∼ N (0,k). Plugging
21
in the standard bound 1 − Φ(x) ≤ 1√
2pi
1
x e
−x 2/2 gives us:
P
(
max
B∈Sk
∑
v ∈B
Xv > t
)
≤ |S| · (1 − Φ(t/
√
k))
≤ |S| · 1√
2pi
√
k
t
e−t
2/2k
= |S| · 1√
2pi
·
√
k
2n · log |S| · e
−n ·log |S|k
=
(√
k
4pin
)
· 1√
log |S|
· |S|1−nk
≤
(√
1
4pi
)
· 1
|S| · √log |S| , since k ≤ n2 .
(17)
Taking a union bound over all k = 1, . . . , n2 gives us
P
(
max
B∈Sk
∑
v ∈B
Xv > t for any k = 1, . . . ,
n
2
)
≤
n/2∑
k=1
P
(
max
B∈Sk
∑
v ∈B
Xv > t
)
≤ n2 ·
(√
1
4pi
)
· 1
|S| · √log |S| , by Equation (17),
=
(√
1
16pi
)
· n
|S| · √log |S|
≤ O
(
1√
logn
)
, by regularity of S.
(18)
It follows that for suciently large n, there exists a constant C > 0 such that
P
(
max
B∈Sk
∑
v ∈B
Xv > t for any k = 1, . . . ,
n
2
)
≤ C√
logn
(19)
Thus,
lim
n→∞ P
(
Yk ≤
√
2n log |S| for all k = 1, . . . , n2
)
= 1 − lim
n→∞ P
(
Yk >
√
2n log |S| for any k = 1, . . . , n2
)
≥ 1 − lim
n→∞
(
C√
logn
)
, by Equation (19),
= 1,
(20)
proving the result. 
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G.2 Main Lemmas
Lemma 12. Let X ∼ ASDS(A, µ) where |A| = αn and S is regular. Suppose limn→∞ P(A ⊆ ÂS) = 1 and
lim
n→∞ P
(
|ÂS | ≤ n2
)
= 1. Then for suciently large n, we have
Bias
(
|ÂS |
n
)
≤ 2α ©­­«
©­­«
µαn +
√
2n log |S˘(A)| + √2αn logn
µαn − √2αn logn ª®®¬
2
− 1ª®®¬ + o(1). (21)
Proof. We will rst derive the o(1) term in Equation (21). Let XS = ∑v ∈S Xv , and dene the following
events:
Dn =
[
|ÂS | ≤ n2
]
En = [A ⊆ ÂS],
Fn =
[
µαn −
√
2αn logn ≤ XA ≤ µαn +
√
2αn logn
]
,
Gn =
 maxB∈S˘(A)|B | ≤ n2 XB\A ≤
√
2n log |S˘(A)|
 .
Let Hn = Dn ∩ En ∩ Fn ∩Gn . We claim that lim
n→∞ P(Hn) = 1.
To prove this claim, rst note that lim
n→∞ P(Dn) = 1 and limn→∞ P(En) = 1 by assumption. Moreover, because
XA ∼ N (µαn,αn), it follows from Lemma 10 that lim
n→∞ P(Fn) = 1. Finally, by applying Lemma 11 with the
anomaly family S˘(A), we have that lim
n→∞ P(Gn) = 1. Thus, by a repeated application of Lemma 8, we have
lim
n→∞ P(Hn) = limn→∞ P(Dn ∩ En ∩ Fn ∩Gn) = 1.
Now dene pn = P(Hn). Then, we have
Bias
(
|ÂS |
n
)
= pn · Bias
(
|ÂS |
n
 Hn
)
+ (1 − pn) · Bias
(
|ÂS |
n
 H cn
)
≤ Bias
(
|ÂS |
n
 Hn
)
+ (1 − pn)
= Bias
(
|ÂS |
n
 Hn
)
+ o(1),
(22)
where in the second line we use that pn ≤ 1 and Bias
( |ÂS |
n
 H cn) ≤ 1, and in the third line we use that
lim
n→∞ P(Hn) = 1.
Thus, we have derived the +o(1) term in Equation (21). To complete the proof, we will bound
Bias
( |ÂS |
n
 Hn) . Since the bias term conditions on Hn = Dn ∩ En ∩ Fn ∩ Gn , for the rest of the proof
we will assume that the events Dn , En , Fn , and Gn hold.
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Since En holds, we have that
Γ(A) = 1√|A| ∑v ∈AXv = 1√αnXA
Γ(ÂS) = 1√
|ÂS |
∑
v ∈ÂS
Xv =
1√
|ÂS |
(
XA + XÂS\A
)
,
We will nd lower and upper bounds for XÂS\A in terms of |ÂS |, and use those bounds to derive (21).
We start by nding a lower bound for XÂS\A. Since Fn holds, we have:
µαn −
√
2αn logn ≤ XA ≤ µαn +
√
2αn logn. (23)
Combining (23) and the fact that Γ(A) ≤ Γ(ÂS) yields
1√
αn
(µαn −
√
2αn logn) ≤ Γ(A) ≤ Γ(ÂS) ≤ 1√
|ÂS |
(
µαn +
√
2αn logn + XÂS\A
)
. (24)
By assumption, ÂS \A , . Thus, solving for XÂS\A gives us a lower bound on XÂS\A:
XÂS\A ≥
√
|ÂS |
αn
(
µαn −
√
2αn logn
)
− µαn −
√
2αn logn. (25)
Next, we nd an upper bound for XÂS\A. Since Dn holds, we have |ÂS | ≤
n
2 . Since Gn also holds, we
have
XÂS\A ≤ maxB∈S˘(A)
|B | ≤ n2
XB\A ≤
√
2n log |S˘(A)|. (26)
Combining the lower bound from (25) and the upper bound from (26) yields√
|ÂS |
αn
(
µαn −
√
2αn logn
)
− µαn −
√
2αn logn ≤ XÂS\A ≤
√
2n log |S˘(A)| (27)
Thus, the LHS of (27) is less than the RHS of (27), i.e.√
|ÂS |
αn
(
µαn −
√
2αn logn
)
− µαn −
√
2αn logn ≤
√
2n log |S˘(A)|. (28)
Rearranging (28) yields
|ÂS |
n
− α ≤ α ©­­«
©­­«
µαn +
√
2n log |S˘(A)| + √2αn logn
µαn − √2αn logn ª®®¬
2
− 1ª®®¬ (29)
So by Lemma 9, we have
Bias
(
|ÂS |
n
 Hn
)
= E
[
|ÂS |
n
− α
 Hn
]
≤ 2α ©­­«
©­­«
µαn +
√
2n log |S˘(A)| + √2αn logn
µαn − √2αn logn ª®®¬
2
− 1ª®®¬ . (30)
The result follows by combining Equations (22) and (30). 
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Lemma 13. Let X ∼ ASDS(A, µ) where |A| = αn and S is regular. Assume limn→∞ P(A ⊆ ÂS) = 1 and
lim
n→∞ P
(
|ÂS | ≤ n2
)
= 1. If Bias(|ÂS |/n) ≥ γ , then
|S˘(A)| ≥ (Cµ,γ ,α )n · e−Θ(
√
n logn) (31)
for suciently large n, where Cµ,α,γ = exp
(
1
2µ
2α2
(√
1 + γ4α − 1
)2)
.
Proof. By Lemma 12, we have
γ ≤ Bias(|ÂS |/n) ≤ 2α
©­­«
©­­«
µαn +
√
2n log |S˘(A)| + √2αn logn
µαn − √2αn logn ª®®¬
2
− 1ª®®¬ + o(1). (32)
Thus, the LHS of (32) is less than the RHS of (32), i.e.
γ ≤ 2α ©­­«
©­­«
µαn +
√
2n log |S˘(A)| + √2αn logn
µαn − √2αn logn ª®®¬
2
− 1ª®®¬ + o(1) (33)
Let n be suciently large so that the o(1) term in (33) is less than γ2 . Then, solving for |S˘(A)| in (33):
γ ≤ 2α ©­­«
©­­«
µαn +
√
2n log |S˘(A)| + √2αn logn
µαn − √2αn logn ª®®¬
2
− 1ª®®¬ +
γ
2
⇒
√
γ
4α + 1 ≤
µαn +
√
2n log |S˘(A)| + √2αn logn
µαn − √2αn logn
⇒ µαn
(√
γ
4α + 1 − 1
)
− Θ(
√
n logn) ≤
√
2n log |S˘(A)|
⇒ |S˘(A)| ≥
[
exp
(
1
2µ
2α2
(√
γ
4α + 1 − 1
)2)]n
· e−Θ(
√
n logn),
completing the proof. 
G.3 Proof of Theorem
Using the above lemmas, we are now ready to prove Theorem 3 from the main text.
Theorem 3. Let X = (X1, . . . ,Xn) ∼ ASDS(A, µ) where S is a regular anomaly family. Suppose |S˘(A)| is
sub-exponential in n, lim
n→∞ P(A ⊆ ÂS) = 1, and limn→∞ P
(
|ÂS | ≤ n2
)
= 1. Then lim
n→∞Bias(|ÂS |/n) = 0.
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Proof. Let γ > 0, let |A| = αn, and let Cµ,α,γ be as dened in Lemma 13. Note that 2Cµ,α ,γ1+Cµ,α ,γ > 1. Because
|S˘(A)| is sub-exponential, there exists suciently large n so that
|S˘(A)| <
( 2Cµ,α,γ
1 +Cµ,α,γ
)n
(34)
For suciently large n, we also have
e−Θ(
√
logn/n) ≥ 21 +Cµ,α,γ . (35)
Using both (34) and (35) gives us
Cnµ,α,γ · e−Θ(
√
n logn) =
(
Cµ,α,γ · e−Θ(
√
logn/n)
)n
≥
(
Cµ,α,γ · 21 +Cµ,α,γ
)n
> |S˘(A)|, (36)
where the rst inequality follows by (35) and the second inequality follows by (34).
Thus, using the contrapositive of Lemma 13, it follows that Bias(|ÂS |/n) < γ for suciently large n.
Taking the limit as n →∞ yields
lim
n→∞Bias(|ÂS |/n) ≤ γ . (37)
Because (37) holds for all γ > 0, it follows that lim
n→∞Bias(|ÂS |/n) ≤ 0. Furthermore, because limn→∞ P(A ⊆
ÂS) = 1, we also have limn→∞Bias(|ÂS |/n) ≥ 0. Thus, limn→∞Bias(|ÂS |/n) = 0, as desired. 
H Proof of Theorem 4
In the following proof, we slightly abuse notation and assume that all statements of the form lim
n→∞Rn = Y ,
where Rn and Y are random variables, hold almost surely.
Theorem 4. Let X ∼ ASDPn (A, µ) with |A| = αn < 0.5n. Then limn→∞Bias(|ÂPn |/n) > 0.
Proof. From Theorem 1 in the main text, we have
ÂPn = argmax
S ⊆[n]
1√|S |∑v ∈S Xv . (38)
Because the maximum is taken over all subsets of [n], an equivalent formulation of the above is
ÂPn = {v : Xv > T̂ }, where
T̂ = argmax
T ∈R
©­« 1√#{v ∈ [n] : Xv > T }
∑
v ∈[n]:Xv>T
Xv
ª®¬ . (39)
First, we will show that lim
n→∞ T̂ is nite. To do so, we will nd an expression for the RHS as n →∞. Let
MT = {v ∈ [n] : Xv > T ,v ∈ A} and NT = {v ∈ [n] : Xv > T ,v < A}. Additionally, let νµ,T be the mean of
a N (µ, 1) distribution that is truncated to be above T . Then∑
v ∈[n]:Xv>T
Xv =
(∑
v ∈MT Xv
|MT |
)
· |MT | +
(∑
v ∈NT Xv
|NT |
)
· |NT | (40)
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By the strong law of large numbers, lim
n→∞
∑
v ∈MT Xv
|MT | = νµ,T and limn→∞
∑
v ∈MT Xv
|MT | = ν0,T . Similarly,
lim
n→∞
|MT |
αn · (1 − Φ(T − µ)) = 1 and limn→∞
|NT |
(1 − α)n · (1 − Φ(T )) = 1, where Φ is the CDF of a standard normal.
Thus, by (40), we have
lim
n→∞
∑
v ∈[n]:Xv>T Xv
νµ,T · (αn(1 − Φ(T − µ)) + ν0,T · ((1 − α)n(1 − Φ(T )) = 1. (41)
A similar calculation yields
lim
n→∞
√
#{v ∈ [n] : Xv > T }√
αn(1 − Φ(T − µ)) + (1 − α)n(1 − Φ(T ))
= 1. (42)
Plugging in Equations (41) and (42) into Equation (39) yields
lim
n→∞ T̂ = limn→∞
[
argmax
T ∈R
(
νµ,T · (αn(1 − Φ(T − µ)) + ν0,T · ((1 − α)n(1 − Φ(T ))√
αn(1 − Φ(T − µ)) + (1 − α)n(1 − Φ(T ))
)]
= lim
n→∞
[
argmax
T ∈R
(
νµ,T · (α(1 − Φ(T − µ)) + ν0,T · ((1 − α)(1 − Φ(T ))√
α(1 − Φ(T − µ)) + (1 − α)(1 − Φ(T ))
· √n
)]
= argmax
T ∈R
(
νµ,T · (α(1 − Φ(T − µ)) + ν0,T · ((1 − α)(1 − Φ(T ))√
α(1 − Φ(T − µ)) + (1 − α)(1 − Φ(T ))
)
.
(43)
Thus lim
n→∞ T̂ is nite, so dene T
∗ = lim
n→∞ T̂ .
To complete the proof, we derive an expression for lim
n→∞
|ÂPn |
n
, and use that expression to bound
lim
n→∞Bias
(
|ÂPn |
n
)
.
Since the fraction of observations Xi such that i ∈ A and Xi > T̂ is asymptotically |A |n · (1−Φ(T̂ − µ)), it
follows that
lim
n→∞
|A ∩ ÂPn |
n
= lim
n→∞
( |A|
n
· (1 − Φ(T̂ − µ))
)
= α · (1 − Φ(T ∗ − µ)). (44)
Similarly, the fraction of observations Xi such that i < A and Xi > T̂ is asymptotically
(
1 − |A |n
)
· (1−Φ(T̂ )),
so we have
lim
n→∞
|Ac ∩ ÂPn |
n
= lim
n→∞
((
1 − |A|
n
)
· (1 − Φ(T̂ ))
)
= (1 − α) · (1 − Φ(T ∗)). (45)
Combining Equations (44) and (45) gives us
lim
n→∞
|ÂPn |
n
= α · (1 − Φ(T ∗ − µ)) + (1 − α) · (1 − Φ(T ∗)) (46)
Thus, the asymptotic bias of the MLE ÂS is:
lim
n→∞Bias(|ÂPn |/n) = limn→∞E[|ÂPn |/n] − α
= α · (1 − Φ(T ∗ − µ)) + (1 − α) · (1 − Φ(T ∗)) − α .
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Since the above expression is always positive for α < 0.5, so it follows that lim
n→∞Bias(|ÂPn |/n) > 0. 
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