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Abstract. We give a construction of Piunikhin–Salamon–Schwarz isomor-
phism between the Morse homology and the Floer homology generated by
Hamiltonian orbits starting at the zero section and ending at the conormal
bundle. We also prove that this isomorphism is natural in the sense that it
commutes with the isomorphisms between the Morse homology for different
choices of the Morse function and the Floer homology for different choices of
the Hamiltonian. We define a product on the Floer homology and prove tri-
angle inequality for conormal spectral invariants with respect to this product.
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1. Introduction and main results
Let M be a compact smooth manifold. The cotangent bundle T ∗M of M carries
a natural symplectic structure ω = dλ, where λ is the Liouville form. Let
ν∗N = {α ∈ T ∗pM : p ∈ N, α|TpN = 0} ⊂ T ∗M,
be a conormal bundle of a closed submanifold N ⊆M . Let H be a time-dependent
smooth compactly supported Hamiltonian on T ∗M such that the intersection ν∗N∩
φ1H(oM ) is transverse. Here, φ
t
H : T
∗M → T ∗M denotes Hamiltonian flow of
Hamiltonian vector field XH . Floer chain groups CF∗(oM , ν∗N : H) are Z2−vector
spaces generated by the finite set ν∗N ∩ φ1H(oM ) (see [26] for more details). Floer
homology HF∗(oM , ν∗N : H) is defined as the homology group of (CF∗(oM , ν∗N :
H), ∂F ) where ∂F is a boundary operator
∂F (x) =
∑
y∈ν∗N∩φ1H(oM )
n(x, y;H)y,
and n(x, y;H) is the (mod 2) number of solutions of a system
(1)

∂u
∂s + J(
∂u
∂t −XH(u)) = 0,
u(s, 0) ∈ oM , u(s, 1) ∈ ν∗N,
u(−∞, t) = φtH((φ1H)−1)(x), u(+∞, t) = φtH((φ1H)−1)(y),
x, y ∈ ν∗N ∩ φ1H(oM ).
This homology was introduced by Floer in [7], developed by Oh in [23] and Fukaya,
Oh, Ohta and Ono in most general case (see [11]). For a convenience, these groups
will be denoted by HF∗(H). Although it is well known that these groups do not
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2 JOVANA -DURETIC´
depend on H, we will keep H in the notation, since in many practical applications it
is useful to keep track on the Hamiltonian used in their definition. For two regular
pairs of parameters (Hα, Jα) and (Hβ , Jβ) the isomorphism between corresponding
Floer homology groups
Sαβ : HF∗(Hα)→ HF∗(Hβ)
is induced by a chain homomorphism
σαβ : CF∗(Hα)→ CF∗(Hβ), σαβ(xα) =
∑
xβ
n(xα, xβ ;Hαβ)xβ ,
that counts the number n(xα, xβ ;Hαβ) of solutions of a system
(2)

∂u
∂s + J
αβ(∂u∂t −XHαβ (u)) = 0,
u(s, 0) ∈ oM , u(s, 1) ∈ ν∗N,
u(−∞, t) = φtHα((φ1Hα)−1)(xα), u(+∞, t) = φtHβ ((φ1Hβ )−1)(xβ),
xα ∈ ν∗N ∩ φ1Hα(oM ), xβ ∈ ν∗N ∩ φ1Hβ (oM ).
Here Hαβs and J
αβ
s are s-dependent families such that for some R > 0
Hαβs =
{
Hα, s ≤ −R
Hβ , s ≥ R,
Jαβs =
{
Jα, s ≤ −R
Jβ , s ≥ R.
We define the action functional AH on the space of paths
Ω(oM , ν
∗N) = {γ : [0, 1]→ T ∗M | γ(0) ∈ oM , γ(1) ∈ ν∗N}
by
AH(γ) = −
∫
γ∗λ+
∫ 1
0
H(γ(t), t) dt.
Critical points of AH are Hamiltonian paths with ends on the zero section and the
conormal bundle, i.e. CF∗(H). Now we can define filtered Floer homology. Denote
by
CFλ∗ (H) = Z2〈x ∈ CF∗(H) | AH(x) < λ〉.
Since the action functional decreases along holomorphic strip (see [23] for details)
differential ∂F preserves the filtration given by AH . Its restriction
∂λF = ∂F |CFλ∗ (H)
defines a boundary operator on the filtered complex CFλ∗ (H). Filtered Floer ho-
mology is now defined as a homology of the filtered complex
HFλ∗ (H) = H∗(CF
λ
∗ (H), ∂
λ
F ).
Note that filtered Floer homology depends on the Hamiltonian H.
Let us recall the definition of Morse homology. For a Morse function f : N → R
Morse chain complex, CM∗(N : f), is a Z2–vector space generated by the set of
critical points of f . Morse homology groups HM∗(N : f) are the homology groups
of CM∗(N : f) with respect to a boundary operator
∂M : CM∗(N : f)→ CM∗(N : f), ∂M (p) =
∑
q∈Crit(f)
n(p, q; f)q,
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where n(p, q; f) is the number of gradient trajectories that satisfy
(3)
{
dγ
ds = −∇f(γ),
γ(−∞) = p, γ(+∞) = q.
In a way analogous to Sαβ , we can define isomorphism between Morse homologies
of two different Morse functions fα and fβ
Tαβ : HM∗(fα)→ HM∗(fβ).
It is generated by a chain homomorphism
ταβ : CM∗(fα)→ CM∗(fβ), ταβ(pα) =
∑
pβ
n(pα, pβ ; fαβ)pβ ,
that counts the number n(pα, pβ ; fαβ) of solutions of a system
(4)
{
dγ
ds = −∇fαβ(γ),
γ(−∞) = pα, γ(+∞) = pβ ,
(see [32] for details). We use brief notation HM∗(f) instead of HM∗(N : f). Morse
homology groupsHM∗(f) are isomorphic to singular homology groupsH∗(N ;Z2) [21,
29, 32] (we will sometimes identify Morse and singular homologies).
Our first theorem gives isomorphisms between Morse homology HM∗(N : f) and
Floer homology HF∗(oM , ν∗N : H). These isomorphisms are essentially different
from ones defined in [26].
Theorem 1. There exist isomorphisms
Φ : HFk(oM , ν
∗N : H)→ HMk(N : f),
Ψ : HMk(N : f)→ HFk(oM , ν∗N : H),
that are inverse to each other:
(5) Φ ◦Ψ = I|HM and Ψ ◦ Φ = I|HF .
In order to obtain isomorphisms on homology level we consider homomorphisms
on chain complexes defined by counting the intersection number of the space of
gradient trajectories of function f and the space of perturbed holomorphic discs
with boundary on the zero section oM and the conormal bundle ν
∗N .
Fig. 1. Intersection of gradient trajectory and perturbed holomorphic disc
4 JOVANA -DURETIC´
The main problem we need to overcome is that we have singular Lagrangian
boundary conditions on holomorphic diks since an intersection oM |N = oM ∩ ν∗N
is not transverse.
Motivation for this isomorphism was a paper by Piunikhin, Salamon and Schwarz,
[25] and a paper by Katic´ and Milinkovic´, [15]. In [25] they considered Floer ho-
mology for periodic orbits. Katic´ and Milinkovic´ gave a construction of Piunikhin–
Salamon–Schwarz isomorphisms in Lagrangian intersections Floer homology for a
cotangent bundle. They worked with Floer homology generated by Hamiltonian
orbits that start and end on zero section oM . We obtain that isomorphism as spe-
cial case for N = M . Albers constructed PSS–type homomorphism in more general
symplectic manifold (which is not necessary an isomorphism, see [2]).
In [26] Poz´niak constructed a different type of isomorphism between Morse ho-
mology HM∗(N : f) and Floer homology HF∗(oM , ν∗N : Hf ). Namely, he used
Hamiltonian Hf that is an extension of a Morse function f . We don’t have that
kind of restriction, our Hamiltonian H doesn’t have to be an extension of a Morse
function f .
Another advantage of using our isomorphism is its naturality. Using Poz´niak’s
type isomorphism it is not obvious whether this diagram
(6) HF∗(Hα)
Sαβ // HF∗(Hβ)
HM∗(fα)
Tαβ //
OO
HM∗(fβ)
OO
commutes because different type of equations are used in definitions of Sαβ and Tαβ .
If we use our, PSS–type, isomorphisms as vertical arrows we obtain commutativity
of diagram (6).
Theorem 2. Diagram
(7) HFk(oM , ν
∗N : Hα) S
αβ
// HFk(oM , ν∗N : Hβ)
HMk(N : f
α)
Tαβ //
Ψα
OO
HMk(N : f
β),
Ψβ
OO
commutes.
Using the existence of PSS isomorphism we can define conormal spectral invari-
ants and prove some of their properties. Denote by
ıλ∗ : HF
λ
∗ (H)→ HF∗(H)
the homomorphism induced by the inclusion map
ıλ : CFλ∗ (H)→ CF∗(H).
For α ∈ HM∗(N : f) define a conormal spectral invariant
l(α; oM , ν
∗N : H) = inf{λ |Ψ(α) ∈ im(ıλ∗)}.
Oh defined Lagrangian spectral invariants in [23] using the idea of Viterbo’s invari-
ants for generating functions (see [34]). It turns out that these two invariants are
the same (under some normalizaton conditions), see [19, 20].
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By counting a pair–of–pants with appropriate boundary conditions we prove that
there exists a product on homology HF∗(oM , ν∗N : H) (see figure 2).
Theorem 3. Let H1, H2, H3 ∈ C∞c ([0, 1]×T ∗M) be three Hamiltonians with com-
pact support. Then, there exists a product in homology
∗ : HF∗(oM , ν∗N : H1)⊗HF∗(oM , ν∗N : H2)→ HF∗(oM , ν∗N : H3).
The product ∗ induces the operation on H∗(N) via the PSS isomorphism
α · β = Φ(Ψ(α) ∗Ψ(β)),
for α, β ∈ H∗(N).
Fig. 2. Pair–of–pants object that defines product on HF∗(oM , ν∗N : H)
When N = M we obtain the product defined in [24]. It was proven in [16]
that the induced operation on H∗(M) is exactly the intersection product. We can
describe the operation on singular homology as the operation given by composing
the appropriate action and the inclusion morphism (see Section 5).
The product ∗ can be used in order to prove a triangle inequality for conormal
spectral invariant. Our inequality is a generalization of the one made by Monzner,
Vichery and Zapolsky in [22].
Proposition 4. Let us take two compactly supported Hamiltonians H,H ′ and
α, β ∈ H∗(N) such that α · β 6= 0. Then
l(α · β; oM , ν∗N : H]H ′) ≤ l(α; oM , ν∗N : H) + l(β; oM , ν∗N : H ′).
If we now take a pair–of–pants with different type of boundary conditions (see
figure 3) we can prove that conormal spectral invariants are bounded for every non–
zero singular homology class. The idea of this property came from a Humilie`re,
Leclercq and Seyfaddini’s paper (see [13]).
Proposition 5. For every α ∈ H∗(N) \ {0} it holds
l(α; oM , ν
∗M : H) ≤ l([M ]; oM , oM : H),
where [M ] ∈ H∗(M) is the fundamental class.
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Fig. 3. Pair–of–pants object that gives boundness of conormal spectral invariants
This paper is organized as follows. In Section 2 we define diverse moduli spaces
and prove some of their properties. In Section 3 we present the construction of
PSS–type homomorphisms and we prove Theorem 1. Section 4 contains the proof
of Theorem 2. In the last section we give the construction of a product in homology
and prove Proposition 4 and Proposition 5.
Acknowledgments. The author thanks Jelena Katic´, Darko Milinkovic´ and
Katrin Wehrheim for useful discussions during the preparation of this paper. The
author also thanks the anonymous referee for many valuable suggestions and cor-
rections.
2. Holomorphic discs, gradient trajectories and moduli spaces
We start with a construction of mixed–type object space that we use for the
definition of Ψ and Φ. Let p be a critical point of a Morse function f . Morse
homology HMk(f) is graded by Morse index k = mf (p) of critical points.
To each element of CF∗(H) we can assign a solution of Hamiltonian equation
(8)
{
x˙ = XH(x),
x(0) ∈ oM , x(1) ∈ ν∗N.
For a solution x of (8) there exists a canonically assigned Maslov index
µN : CF∗(H)→ 1
2
Z,
see [23, 27, 28] for details. Floer homology HFk(H) is graded by k = µN (x) +
1
2 dimN .
Let M(p, f ;x,H) be the space of pairs of maps
γ : (−∞, 0]→ N, u : [0,+∞)× [0, 1]→ T ∗M,
that satisfy
(9)

dγ
ds = −∇f(γ(s)),
∂u
∂s + J(
∂u
∂t −Xρ+RH(u)) = 0,
u(s, 0) ∈ oM , u(s, 1) ∈ ν∗N, u(0, t) ∈ oM , s ≥ 0, t ∈ [0, 1],
γ(−∞) = p, u(+∞, t) = x(t),
γ(0) = u(0, 1),
where R is a positive fixed number and ρ+R : [0,+∞) → R is a smooth function
such that
ρ+R(s) =
{
1, s ≥ R+ 1,
0, s ≤ R.
Let M(x,H; p, f) be the space of pairs of maps
γ : [0,+∞)→ N, u : (−∞, 0]× [0, 1]→ T ∗M,
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that satisfy
(10)

dγ
ds = −∇f(γ(s)),
∂u
∂s + J(
∂u
∂t −Xρ−RH(u)) = 0,
u(s, 0) ∈ oM , u(s, 1) ∈ ν∗N, u(0, t) ∈ oM , s ≤ 0, t ∈ [0, 1],
γ(+∞) = p, u(−∞, t) = x(t),
γ(0) = u(0, 1),
where ρ−R : (−∞, 0]→ R is a smooth function such that
ρ−R(s) =
{
1, s ≤ −R− 1,
0, s ≥ −R.
Fig. 4. M(p, f ;x,H) and M(x,H; p, f)
Proposition 6. For a generic Morse function f and a generic compactly supported
Hamiltonian H the set M(p, f ;x,H) is a smooth manifold of dimension mf (p) −
(µN (x) +
1
2 dimN) and M(x,H; p, f) is a smooth manifold of dimension µN (x) +
1
2 dimN −mf (p).
Proof: Let Wu(p, f) be the unstable manifold associated to a critical point p of a
Morse function f . We know that dimWu(p, f) = mf (p) (see [21]). Let W
s(x,H)
be the set of solutions of
(11)

u : [0,+∞)× [0, 1]→ T ∗M,
∂u
∂s + J(
∂u
∂t −Xρ+RH(u)) = 0,
u(s, 0) ∈ oM , u(s, 1) ∈ ν∗N, u(0, t) ∈ oM , s ≥ 0, t ∈ [0, 1],
u(+∞, t) = x(t).
Now we compute the dimension of W s(x,H). It goes similarly as in [1] (Theorem
5.24 and Theorem 5.25), but for the sake of completeness, we give the main steps
adopted to our situation.
Let us denote V = Rm × {0} ⊂ Cm and let W = W0 × Rm ⊂ Cm be a linear
subspace (in our case W0 will be a local model for N). For convenience, we use the
notation
Σ+ =
{
z ∈ C |Rez ≥ 0, 0 ≤ Imz ≤ 1},
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instead of [0,+∞) × [0, 1] and s + it instead of (s, t) ∈ [0,+∞) × [0, 1]. Let
X1,pW (Σ
+,Cm) be the completion of the space of maps with bounded support
u ∈ C∞c (Σ+,Cm),
u(it) ∈ V, t ∈ [0, 1],
(u(s), u(s+ i)) ∈ ν∗W, s ≥ 0,
with the respect to the norm∥∥u∥∥
X1,p(Σ+)
=
∥∥u∥∥p
Lp(Σ+)
+
∥∥Du∥∥p
Lp(Σ+)
.
The space Xp(Σ+,Cm) is the space of locally integrable Cm–valued maps on Σ+
whose
∥∥ · ∥∥
Lp(Σ+)
norm is finite. Let A ∈ C0([0,+∞) × [0, 1], L(R2n,R2n)) be
such that A(+∞, t) ∈ Sym(2n,R) for every t ∈ [0, 1] (i.e. A(+∞, t) is symmetric).
Denote by Φ+ : [0, 1]→ Sp(2n) the solutions of the linear Hamiltonian system
d
dt
Φ+(t) = iA(+∞, t)Φ+(t), Φ+(0) = I.
Then, (see [1]) for every p ∈ (1,+∞) the operator
∂A : X
1,p
W (Σ
+,Cm)→ Xp(Σ+,Cm),
∂Au = ∂su+ i∂tu+Au,
is bounded and Fredholm of index
ind ∂A =
1
2
dimW0 − µ(graphΦ+C, ν∗W ).
Here, C denotes the anti–symplectic involution of T ∗Rm which maps (q, p) into
(q,−p) and µ denotes the relative Maslov index of two paths of Lagrangian sub-
spaces of T ∗R2m (defined in [27, 28]). We can see W s(x,H) as the set of zeroes
of a smooth section of a suitable Banach bundle. The fiberwise derivative of such
section at u ∈ W s(x,H) is conjugated to a linear operator ∂A. It follows that
dimension of W s(x,H) is equal to the Fredholm index of an operator ∂A with
V = Rm, m = dimM and W a local model for N ×M . Thus,
dimW s(x,H) =
1
2
dimN − µN (x).
We used the definition of Maslov index
µN (x) = µ(BΦ(Rm), V Φ),
where Φ : x∗T (T ∗M)→ [0, 1]× Cm is any trivialization and
V Φ = Φ(Tx(1)ν
∗N),
BΦ(t) = Φ ◦ TφtH ◦ Φ−1.
For a generic choice of parameters the evaluation map
Ev : Wu(p, f)×W s(x,H)→ N ×N, Ev(γ, u) = (γ(0), u(0, 1)),
is transversal to the diagonal, thusM(p, f ;x,H) = Ev−1(4) is a smooth manifold
of dimension mf (p) +
1
2 dimN − µN (x)− (2 dimN − dimN) = mf (p)− 12 dimN −
µN (x). The proof for M(x,H; p, f) is similar. 
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Remark 7. Referee suggested that previous construction (of half–strips in (11))
can be viewed in more elegant way as follows. Observing Floer equation on D˙2 =
D2 \ {1} ⊂ C where the bottom half of ∂D˙2 goes to oM , and the top half of ∂D˙2
goes to ν∗N . The Floer equation can be written relative to the standard conformal
coordinates on D2 \ {±1} given by the biholomorphism
R× [0, 1]→ D2 \ {±1}, z = s+ it 7→ e
piz − i
epiz + i
.
Relative to the coordinates (s, t) on D2 \ {±1} induced by it the Floer equation is
the usual one where the Hamiltonian term is cut off for s large enough. There is no
issue at −1 since there the equation is just the Cauchy-Riemann equation, which is
independent of the conformal coordinates chosen.
Oh used half–strips with boundary on the zero section in order to find the di-
mension of moduli space of pair–of–pants with boundary on the zero section (see
Appendix in [24], Theorem A.1). We used similar half–strips with switching bound-
ary conditions as Abbondandolo and Schwarz (see [1], Corollary 5.30).
We need some additional properties on manifoldsM(p, f ;x,H) andM(x,H; p, f).
The set of solutions of (1) is denoted byM(x, y;H) andM(p, q; f) denotes the set
of solutions of (3) (modulo R–action).
Proposition 8. Let f be a generic Morse function and H a generic compactly sup-
ported Hamiltonian. If mf (p) = µN (x)+
1
2 dimN thenM(p, f ;x,H) is a finite set.
If mf (p) = µN (x) +
1
2 dimN + 1 then M(p, f ;x,H) is one–dimensional manifold
with topological boundary
∂M(p, f ;x,H) =
⋃
mf (q)=mf (p)−1
M(p, q; f)×M(q, f ;x,H)
∪
⋃
µN (y)=µN (x)+1
M(p, f ; y,H)×M(y, x;H).
Proof: Let (γn, un) be a sequence in M(p, f ;x,H) that has no W 1,2−convergent
subsequence. Since N is compact γn(t) is bounded for every t. The sequence γn is
equicontinuous because
d(γn(t1), γn(t2)) ≤
∫ t2
t1
‖γ˙(s)‖ ds
≤ √t2 − t1
√∫ t2
t1
‖γ˙(s)‖2 ds
=
√
t2 − t1
√∫ t2
t1
∂
∂s
f(γn(s)) ds
≤ √t2 − t1
√
max
x∈N
f(x)− f(γn(−∞))
=
√
t2 − t1
√
max
x∈N
f(x)− f(p).
It follows from the Arzela`–Ascoli theorem that γn has a subsequence which con-
verges uniformly on compact sets. Since this sequence γn is a solution of an equation
γ˙n = −∇f(γn),
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and function f is smooth, γn converges with all its derivatives on compact subsets
of (−∞, 0].
The energy of un,
E(un) =
∫ +∞
0
∫ 1
0
∥∥∥∥∂un∂s
∥∥∥∥2 + ∥∥∥∥∂un∂t −Xρ+RH(un)
∥∥∥∥2 dt ds,
is uniformly bounded.
E(un) =
(∫ R+1
0
∫ 1
0
+
∫ +∞
R+1
∫ 1
0
)∥∥∥∥∂un∂s
∥∥∥∥2 + ∥∥∥∥∂un∂t −Xρ+RH(un)
∥∥∥∥2 dt ds.
Uniform bound of the first integral follows from an estimate
‖u‖W 1,2([0,1]×[0,R+1]) ≤ c0‖u‖L2(U) + c1‖∂¯u‖L2(U),
and from C0–boundness of a sequence un (see [1] for details). Here, U is some
open subset of finite measure that contains [0, 1] × [0, R + 1]. The second integral
is uniformly bounded because∫ +∞
R+1
∫ 1
0
∥∥∥∥∂un∂s
∥∥∥∥2+∥∥∥∥∂un∂t −Xρ+RH(un)
∥∥∥∥2 dt ds
=
∫ +∞
R+1
∫ 1
0
∥∥∥∥∂un∂s
∥∥∥∥2 + ∥∥∥∥∂un∂t −XH(un)
∥∥∥∥2 dt ds
≤
∫ +∞
0
∫ 1
0
∥∥∥∥∂un∂s
∥∥∥∥2 + ∥∥∥∥∂un∂t −XH(un)
∥∥∥∥2 dt ds
= AH(x(·))−AH(un(0, ·))
≤ AH(x(·))−minH.
We have a sequence un whose energy is uniformly bounded. From Gromov com-
pactness (see [12]) it follows that un has a subsequence that converges together with
all derivatives on compact subsets of ([0,+∞)× [0, 1])\{z1, ...zm}. Bubbles can oc-
cur at zi if it is an interior point of [0,+∞)× [0, 1]. It is also possible that a bubble
appears at the boundary point zk as holomorphic disc with the boundary conditions
on zero section and conormal bundle. But in our case neither holomorphic spheres
nor discs appear. If v : S2 → T ∗M is a holomorphic sphere then∫
S2
‖dv‖2 =
∫
S2
v∗ω =
∫
∂S2
v∗λ = 0.
If v : [0,+∞)× [0, 1]→ T ∗M is a holomorphic disc then∫
[0,+∞)×[0,1]
‖dv‖2 =
∫
[0,+∞)×[0,1]
v∗ω =
∫
∂([0,+∞)×[0,1])
v∗λ = 0,
since λ = 0 on oM and ν
∗N .
So, (γn, un) has a subsequence which converges with all its derivatives uniformly
on compact sets. From C∞loc convergence it follows W
1,2 convergence. Thus, (γn, un)
has a subsequence that converges to some element ofM(pm, f ;x0, H). Similarly as
in [8, 14, 17, 30, 32] we conclude that the only loss of compactness is a ”trajectory
breaking” in the following way
(12)
⋃
M(p, p1; f)× ...×M(pm−1, pm; f)×M(pm, f ;x0, H)
×M(x0, x1;H)× ...×M(xl−1, x;H).
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Here, p, p1, ..., pm are critical points of f and x0, ..., xl−1, x are Hamiltonian paths
with decreasing Morse and Maslov indices such that mf (p
m) ≥ µN (x0) + 12 dimN .
Therefore, we have that a boundary ∂M(p, f ;x,H) is a subset of an union in (12).
The other inclusion follows from standard gluing arguments.
If mf (p) = µN (x) +
1
2 dimN then M(p, f ;x,H) is a compact, zero–dimensional
manifold, so M(p, f ;x,H) has a finite number of elements.
If mf (p) = µN (x) +
1
2 dimN + 1 then the boundary of M(p, f ;x,H) can con-
tain an element of a set M(p, q; f)×M(q, f ;x,H) for some q ∈ Crit(f) such that
mf (q) = mf (p) − 1 or an element of a set M(p, f ; y,H) ×M(y, x;H) for some
Hamiltonian orbit y, such that µN (y) = µN (x) + 1. 
We have a similar proposition for M(x,H; p, f).
Proposition 9. Let f be a generic Morse function and H a generic compactly sup-
ported Hamiltonian. If mf (p) = µN (x)+
1
2 dimN thenM(x,H; p, f) is a finite set.
If mf (p) = µN (x) +
1
2 dimN − 1 then M(x,H; p, f) is one–dimensional manifold
with topological boundary
∂M(x,H; p, f) =
⋃
mf (q)=mf (p)+1
M(x,H; q, f)×M(q, p; f)
∪
⋃
µN (y)=µN (x)−1
M(x, y;H)×M(y,H; p, f).

Now, we define some auxiliary manifolds that we use to prove that the compo-
sition Φ ◦ Ψ is the identity (see Theorem 1). Let R > 0 be a fixed number. For
p, q ∈ Crit(f) define
MR(p, q, f ;H) =

(γ−, γ+, u)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
γ− : (−∞, 0]→ N, γ+ : [0,+∞)→ N,
u : R× [0, 1]→ T ∗M,
dγ±
ds = −∇f(γ±),
∂u
∂s + J(
∂u
∂t −XσRH(u)) = 0,
γ−(−∞) = p, γ+(+∞) = q,
u(s, 0) ∈ oM , u(s, 1) ∈ ν∗N, s ∈ R,
u(−∞, t), u(+∞, t) ∈ oM , t ∈ [0, 1],
u(±∞, t) = γ±(0)

,
where σR : R→ [0, 1] is a smooth function such that
σR(s) =
{
1, |s| ≤ R,
0, |s| ≥ R+ 1,
and
M(p, q, f ;H) = {(R, γ−, γ+, u) | (γ−, γ+, u) ∈MR(p, q, f ;H), R > R0},
(see figure 5). For a generic choice of parameters, the set M(p, q, f ;H) is an
one–dimensional manifold if mf (p) = mf (q) and a zero–dimensional manifold if
mf (p) = mf (q)− 1.
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Fig. 5. MR(p, q, f ;H)
Knowing the definitions of a broken gradient trajectory and a weak convergence
of gradient trajectories (see [32]) we can define a broken holomorphic strip and a
weak convergence of holomorphic strips (see [30]).
Definition 10. A broken (perturbed) holomorphic strip v is a pair (v1, v2) of (per-
turbed) holomorphic strips such that v1(+∞, t) = v2(−∞, t). A sequence of per-
turbed holomorphic strips un : R× [0, 1]→ T ∗M is said to converge weakly to a bro-
ken trajectory v if there exists a sequence of translations ϕin : R× [0, 1]→ R× [0, 1],
i = 1, 2, such that un ◦ϕin converges to vi uniformly with all derivatives on compact
subset of R× [0, 1]. We say that an element of mixed type (γ, u) is a broken element
if γ is a broken trajectory or u is a broken holomorphic strip.
Next proposition gives us a boundary of an one–dimensional manifoldM(p, q, f ;H).
Proposition 11. Let p, q ∈ CMk(f). Then the topological boundary ofM(p, q, f ;H)
can be identified with
∂M(p, q, f ;H) =MR0(p, q, f ;H) ∪
⋃
mf (r)=k−1
M(p, r; f)×M(r, q, f ;H)
∪
⋃
mf (r)=k+1
M(p, r, f ;H)×M(r, q; f)
∪
⋃
µN (x)+dimN/2=k
M(p, f ;x,H)×M(x,H; q, f).
Proof: Let us take a sequence (Rn, γ
n
−, γ
n
+, un) in M(p, q, f ;H). Then, this se-
quence either W 1,2−converges to an element of the same moduli space or one of
the following four statements holds:
(1) There is a subsequence such that Rnk → R0 and (γnk− , γnk+ , unk) converges
to (γ−, γ+, u) ∈MR0(p, q, f ;H).
(2) There is a subsequence of (Rn, γ
n
−, γ
n
+, un) that converges to a broken tra-
jectory in M(p, r; f)×M(r, q, f ;H). Subsequence (γnk+ , unk) converges in
W 1,2 topology and γnk− converges weakly.
(3) There is a subsequence that converges to a broken trajectory inM(p, r, f ;H)×
M(r, q; f), similarly to (2).
(4) There is a subsequence such that Rnk → +∞ and (γnk− , γnk+ , unk) converges
weakly to a broken element of M(p, f ;x,H)×M(x,H; q, f).
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If Rn is bounded then we can find compact K such that {Rn} ⊂ K. The family ρR
can be chosen to depend continuously on R, so all estimates in Proposition 8 hold
uniformly onR ∈ K. In a similar way to Proposition 8 we conclude that (γn−, γn+, un)
has a subsequence that converges locally uniformly. So, if (Rn, γ
n
−, γ
n
+, un) does not
converge to an element of M(p, q, f ;H), then Rn → R0 or Rn → R > R0 (Rn
denotes the subsequence, as well). If the first case (γn−, γ
n
+, un) converges in W
1,2
topology and in the second one (γn−, γ
n
+, un) converges to a broken trajectory. Since
dimension ofM(p, q, f ;H) is one it can break only once. The breaking can happen
on trajectories γn− or γ
n
+ and not on the disc. Sequence un cannot converge to a
broken disc because the non–holomorphic part of the domain is compact and there
un converges. If it breaks on the holomorphic part we obtain a solution of a system

v : R× [0, 1]→ T ∗M,
∂v
∂s + J
∂v
∂t = 0,
v(R× {0}) ⊂ OM , v(R× {1}) ⊂ ν∗N.
We already saw that all such solutions are constant, so un cannot break on the
holomorphic part neither. In this way we covered the first three cases. The fourth
case arises if Rn is not bounded sequence. We can find a subsequence Rn → +∞.
Then discs
u−n (s, t) := un(s−Rn −R0 − 1, t), u+n (s, t) := un(s+Rn +R0 + 1, t),
converge locally uniformly with all derivatives to some u− and u+. These discs are
solutions of the system

∂u±
∂s + J(
∂u±
∂t −Xρ±R0 (u
±)) = 0,
u±(R× {0}) ⊂ OM , u±(R× {1}) ⊂ ν∗N,
u±(∓∞, t) = x(t),
u±(±∞, t) = γ±(0).
Sequences γn± cannot break because of dimensional reason so they converge to some
trajectories γ±.
Conversely, for each broken trajectory of some of these types:
• (γ, γ−, γ+, u) ∈M(p, r; f)×M(r, q, f ;H),
• (γ−, γ+, u, γ) ∈M(p, r, f ;H)×M(r, q; f),
• (γ1, u1, γ2, u2) ∈M(p, f ;x,H)×M(x,H; q, f),
there is a sequence in M(p, q, f ;H) that converges weakly to a corresponding bro-
ken trajectory. The proof is based on the implicit function theorem and pre–gluing
and gluing techniques. 
We continue with the construction of the auxiliary manifold, again with the
variable domain, that now connects Hamiltonian orbits. Let ε > 0 be a fixed
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number. Consider
Mε(x, y,H; f) =

(u−, u+, γ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u− : (−∞, 0]× [0, 1]→ T ∗M,
u+ : [0,+∞)× [0, 1]→ T ∗M,
γ : [−ε, ε]→ N,
∂u±
∂s + J(
∂u±
∂t −Xρ±RH(u±)) = 0,
dγ
ds = −∇f(γ),
u±(±s, 0) ∈ oM , u±(±s, 1) ∈ ν∗N, s ≥ 0,
u±(0, t) ∈ oM , t ∈ [0, 1],
u−(−∞, t) = x(t), u+(+∞, t) = y(t),
u±(0, 1) = γ(±ε)

,
(see figure below) and consider the moduli space
M(x, y,H; f) = {(ε, u−, u+, γ) | (u−, u+, γ) ∈Mε(x, y,H; f), ε ∈ [ε0, ε1]},
where ε0 and ε1 are fixed positive numbers.
Fig. 6. Mε(x, y,H; f)
For µN (y) = µN (x) + 1, M(x, y,H; f) is a zero–dimensional manifold. If µN (y) =
µN (x) then M(x, y,H; f) is an one–dimensional manifold and we can describe its
boundary.
Proposition 12. Let x, y ∈ CFk(H). Then the topological boundary ofM(x, y,H; f)
can be identified with
∂M(x, y,H; f) =Mε1(x, y,H; f) ∪ Mε0(x, y,H; f)
∪
⋃
µN (z)=µN (x)−1
M(x, z;H)×M(z, y,H; f)
∪
⋃
µN (z)=µN (x)+1
M(x, z,H; f)×M(z, y;H).
Proof: Let us take a sequence (εn, u
n
−, u
n
+, γn) ∈ M(x, y,H; f) that has no conver-
gent subsequence in W 1,2–topology. Since a sequence εn is bounded all uniform
estimates for un±, γn hold uniformly on ε (see Proposition 8). Hence, sequences
un−, u
n
+ and γn converge locally uniformly and (u
n
−, u
n
+, γn) can break only once (for
dimensional reason). The domain of γn is bounded so trajectory γn cannot break.
The only remaining possibilities are:
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(1) There is a subsequence which converges to an element of Mε1(x, y,H; f)
or Mε0(x, y,H; f).
(2) There is a subsequence which converges weakly to an element ofM(x, z;H)×
M(z, y,H; f).
(3) There is a subsequence which converges weakly to an element ofM(x, z,H; f)
×M(z, y;H). 
Now, we define moduli space similar toM(p, q, f ;H), except that we are not using
fixed Hamiltonian H but a homotopy of Hamiltonians Hδ, 0 ≤ δ ≤ 1, that connects
given Hamiltonians H0 and H1,
M(p, q, f ;Hδ) =
{
(δ, γ−, γ+, u) | (γ−, γ+, u) ∈MR0(p, q, f ;Hδ)), 0 ≤ δ ≤ 1
}
.
The dimension of this manifold is mf (p)−mf (q) + 1 and its boundary is described
in the following proposition.
Proposition 13. Let p, q ∈ CMk(f). Then topological boundary of one–dimensional
manifold M(p, q, f ;Hδ) can be identified with
∂M(p, q, f ;Hδ) =MR0(p, q, f ;H0) ∪ MR0(p, q, f ;H1)
∪
⋃
mf (r)=k−1
M(p, r; f)×M(r, q, f ;Hδ)
∪
⋃
mf (r)=k+1
M(p, r, f ;Hδ)×M(r, q; f).
Proof: Proof is essentially the same as for Proposition 11. 
So far, we have discussed moduli spaces defined by a family of Hamiltonians
with a fixed Morse function f . It will be useful to consider moduli spaces similar to
M(p, f ;x,H), that depend on a family of Morse functions and a family of Hamil-
tonians. Let (fαβs,δ , H
αβ
s,δ ), 0 ≤ δ ≤ 1, be a homotopy connecting (fα, Hαβs ) for δ = 0
and (fαβs , H
β) for δ = 1. Here, fαβs is a homotopy connecting two Morse functions
fα and fβ
fαβs =
{
fα, s ≤ −T − 1,
fβ , s ≥ −T.
In the same way, Hαβs is a homotopy connecting two Hamiltonians H
α and Hβ
Hαβs =
{
Hα, s ≤ T,
Hβ , s ≥ T + 1.
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We choose homotopy (fαβs,δ , H
αβ
s,δ ) such that for any δ and s negative (positive)
enough, fαβs,δ is equal to f
α (Hαβs,δ is equal to H
β). Let
(13) M̂(pα, fαβs,δ ;xβ , Hαβs,δ ) =

(δ, γ, u)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
γ : (−∞, 0]→ N,
u : [0,+∞)× [0, 1]→ T ∗M,
dγ
ds = −∇fαβs,δ (γ(s)),
∂u
∂s + J(
∂u
∂t −Xρ+RHαβs,δ (u)) = 0,
γ(−∞) = pα,
u(s, 0) ∈ oM , u(s, 1) ∈ ν∗N, s ≥ 0,
u(0, t) ∈ oM , t ∈ [0, 1],
u(+∞, t) = xβ(t),
γ(0) = u(0, 1)

.
The dimension of this manifold is mfα(p
α)−(µN (xβ)+ 12 dimN)+1. The manifolds
M(pα, fαβs ;xβ , Hβ) =

(γ, u)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
γ : (−∞, 0]→ N,
u : [0,+∞)× [0, 1]→ T ∗M,
dγ
ds = −∇fαβs (γ(s)),
∂u
∂s + J(
∂u
∂t −Xρ+RHβ (u)) = 0,
γ(−∞) = pα,
u(s, 0) ∈ oM , u(s, 1) ∈ ν∗N, s ≥ 0,
u(0, t) ∈ oM , t ∈ [0, 1],
u(+∞, t) = xβ(t),
γ(0) = u(0, 1)

,
and
(14) M(pα, fα;xβ , Hαβs ) =

(γ, u)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
γ : (−∞, 0]→ N,
u : [0,+∞)× [0, 1]→ T ∗M,
dγ
ds = −∇fα(γ),
∂u
∂s + J(
∂u
∂t −Xρ+RHαβs (u)) = 0,
γ(−∞) = pα,
u(s, 0) ∈ oM , u(s, 1) ∈ ν∗N, s ≥ 0,
u(0, t) ∈ oM , t ∈ [0, 1],
u(+∞, t) = xβ(t),
γ(0) = u(0, 1)

,
are the two components of a boundary ∂M̂(pα, fαβs,δ ;xβ , Hαβs,δ ) which we completely
describe in the next proposition.
Proposition 14. Let mfα(p
α) = µN (x
β) + 12 dimN . Then topological boundary of
one–dimensional manifold M̂(pα, fαβs,δ ;xβ , Hαβs,δ ) can be identified with
∂M̂(pα, fαβs,δ ;xβ , Hαβs,δ ) =M(pα, fαβs ;xβ , Hβ) ∪ M(pα, fα;xβ , Hαβs )
∪
⋃
mfα (qα)=mfα (pα)−1
M(pα, qα; fα)× M̂(qα, fαβs,δ ;xβ , Hαβs,δ )
∪
⋃
µN (yβ)=µN (xβ)+1
M̂(pα, fαβs,δ ; yβ , Hαβs,δ )×M(yβ , xβ ;Hβ).
Proof: Proof is essentially the same as for Proposition 11. 
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3. Isomorphism
We saw in Proposition 8 and Proposition 9 thatM(p, f ;x,H) andM(x,H; p, f)
are finite sets if mf (p) = µN (x)+
1
2 dimN . Cardinal numbers of these sets (modulo
2) will be denoted by n(p, f ;x,H) and n(x,H; p, f). Let us define homomorphisms
on generators:
φ : CFk(H)→ CMk(f), φ(x) =
∑
mf (p)=k
n(x,H; p, f) p,
ψ : CMk(f)→ CFk(H), ψ(p) =
∑
µN (x)=k− 12 dimN
n(p, f ;x,H)x.
Proposition 15. Homomorphisms φ and ψ are well defined chain maps.
Proof: It follows from Propositions 8, Propositions 9 and from the way the chain
complexes CM∗(f) and CF∗(H) are graded that these homomorphisms are well
defined .
We prove that (φ ◦ ∂F − ∂M ◦ φ)(x) = 0 for all x ∈ CFk(H).
(φ ◦ ∂F − ∂M ◦ φ)(x) =
∑
mf (q)=k−1
( ∑
µN (y)+dimN/2=k−1
n(x, y;H)n(y,H; q, f)
)
q−
−
∑
mf (q)=k−1
( ∑
mf (p)=k
n(x,H; p, f)n(p, q; f)
)
q.
Let p ∈ CMk(f), q ∈ CMk−1(f) and y ∈ CFk−1(H). From Proposition 9 it follows∑
µN (y)+dimN/2=k−1
n(x, y;H)n(y,H; q, f)−
∑
mf (p)=k
n(x,H; p, f)n(p, q; f) = 0,
since it is (modulo 2) number of ends of one–dimensional manifold M(x,H; q, f).
So, (φ◦∂F −∂M ◦φ)(x) = 0. The proof of identity ψ◦∂M = ∂F ◦ψ is analogous. 
From the previous proposition it follows that φ and ψ induce homomorphisms
in homology,
Φ : HFk(H)→ HMk(f), Ψ : HMk(f)→ HFk(H).
These homomorphisms are PSS–type isomorphisms. Now, we can prove Theorem 1.
From the fact that these homomorphisms are inverse to each other it will immedi-
ately follow that Φ and Ψ are isomorphisms. In order to show that we prove that
φ ◦ ψ and ψ ◦ φ are maps chain homotopic to the identity.
Proof of Theorem 1: If we look at a composition of homomorphisms φ and ψ,
φ ◦ ψ(p) =
∑
mf (q)=k
( ∑
µN (x)+dimN/2=k
n(p, f ;x,H)n(x,H; q, f)
)
q,
we can see that
∑
x n(p, f ;x,H)n(x,H; q, f) is number of points of a set
∪xM(p, f ;x,H)×M(x,H; q, f),
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which is a component of boundary ∂M(p, q, f ;H).
Similarly to [15] we define homomorphisms l and j,
l : CMk(f)→ CMk(f), l(p) =
∑
mf (q)=k
n(p, q, f ;H) q,
j : CMk(f)→ CMk+1(f), j(p) =
∑
mf (r)=k+1
n(p, r, f ;H) r.
Here n(p, q, f ;H) is the number of intersections of a space of perturbed holomor-
phic discs with the unstable manifold Wu(p, f) and the stable manifold W s(q, f).
We consider discs with half of a boundary on the zero section, oM , and half of a
boundary on the conormal bundle, ν∗N . In other words, n(p, q, f ;H) is the number
of elements of MR0(p, q, f ;H). By n(p, r, f ;H) we denote the number of elements
of a zero–dimensional manifold M(p, r, f ;H). A sum∑
mf (r)=k−1
n(p, r; f)n(r, q, f ;H)
corresponds to a sum that occurs in j ◦ ∂M , and∑
mf (r)=k+1
n(p, r, f ;H)n(r, q; f)
corresponds to a sum in ∂M ◦ j. From Proposition 11 follows
φ ◦ ψ − l = ∂M ◦ j + j ◦ ∂M .
Now, we prove that homomorphism in homology,
L : HMk(f)→ HMk(f),
induced by chain homomorphism l does not depend on Hamiltonian H. Let H0 and
H1 be two Hamiltonians and Hδ, 0 ≤ δ ≤ 1, a homotopy between them. l0 and l1
are chain homomorphisms corresponding to the H0 and H1. From Proposition 13
we get the relation
l1 − l0 = ∂M ◦ jδ + jδ ◦ ∂M ,
where
jδ : CMk(f)→ CMk+1(f), jδ(p) =
∑
mf (r)=k+1
n(p, r, f ;Hδ) r.
Here, n(p, r, f ;Hδ) is the number of elements ofM(p, r, f ;Hδ). If we choose homo-
topy between our Hamiltonian H and 0 we conclude that a map l is chain homotopic
to a map i : CMk(f)→ CMk(f),
i(p) =
∑
mf (q)=k
n(p, q, f ; 0)q.
Thus, L and a map I, induced by i, are the same maps in homology. We explained
above that unperturbed holomorphic disc with half of a boundary on the zero
section and the other half on the conormal bundle is constant. It follows that
n(p, q, f ; 0) is the number of points in Wu(p, f) ∩ W s(q, f). Considering Morse
indices of p and q we get I = I.
We use the same idea to prove Ψ ◦ Φ = I. The composition ψ ◦ φ is chain
homotopic to some chain homomorphism r : CFk(H) → CFk(H) which induces
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the identity in homology. If we denote by nε(x, y,H; f) the number of elements of
a zero–dimensional manifold Mε(x, y,H; f) then the map analogous to l is
r(x) =
∑
µN (y)=µN (x)
nε(x, y,H; f) y.
Similarly to the first part of the proof, a homomorphism in homology induced by r
is independent of the choice of ε. Let r0 and r1 be homomorphisms corresponding
to the values ε0 and ε1. We define a chain homomorphism
s : CFk(H)→ CFk+1(H), s(x) =
∑
µN (y)+dimN/2=k+1
n(x, y,H; f) y,
where n(x, y,H; f) denotes the number of elements ofM(x, y,H; f). From Propo-
sition 12 we conclude
r0 − r1 = s ◦ ∂F + ∂F ◦ s.
If we pass to the limit as ε → 0 we get that ψ ◦ φ if chain homotopic to a homo-
morphism i˜ : CFk(H)→ CFk(H),
i˜(x) =
∑
µN (y)+dimN/2=k
n˜(x, y;H) y,
where n˜(x, y;H) is the number of elements of a zero–dimensional manifold
M˜(x, y;H) =

(u−, u+)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u− : (−∞, 0]× [0, 1]→ T ∗M,
u+ : [0,+∞)× [0, 1]→ T ∗M,
∂u±
∂s + J(
∂u±
∂t −Xρ±RH(u±)) = 0,
u±(±s, 0) ∈ oM , u±(±s, 1) ∈ ν∗N, s ≥ 0,
u±(0, t) ∈ oM , t ∈ [0, 1],
u−(−∞, t) = x(t), u+(+∞, t) = y(t),
u+(0, 1) = u−(0, 1)

,
(see figure below). The rest of this proof is dedicated to showing that counting the
number of elements of M˜(x, y;H) is the same as counting the pseudo holomorphic
strips between x and y (at the homology level). The main idea is to show that M˜ is
cobordant to the manifold that consists of appropriate pseudo holomorphic strips.
Fig. 7. M˜(x, y;H)
It is more convenient to deal with the whole strip as a domain of u± instead
the half–strip (for example, when we preform gluing we have a translation along
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s–axis). Instead of M˜(x, y;H) we can observe the manifold (we keep the same
notation)
M˜(x, y;H) =

(u−, u+)
∣∣∣∣∣∣∣∣∣∣∣∣
u± : R× [0, 1]→ T ∗M,
E(u±) <∞,
∂u±
∂s + J(
∂u±
∂t −Xρ±RH(u±)) = 0,
u±(s, 0) ∈ oM , u±(s, 1) ∈ ν∗N, s ∈ R,
u−(−∞, t) = x(t), u+(+∞, t) = y(t),
u−(+∞) = u+(−∞)

.
Smooth functions ρ±R are now defined on the whole R as follows
ρ+R(s) =
{
1, s ≥ R+ 1,
0, s ≤ R,
and
ρ−R(s) =
{
1, s ≤ −R− 1,
0, s ≥ −R.
If we use the second definition of M˜, strip u− (u+) is holomorphic for s ≥ −R (s ≤
R) and has finite energy. So, u± admits a unique continuous extension u±(∓∞)
(see Section 4.5 in [18] and Theorem 3.1 in [31]). These extensions are points that
belong to N ⊂ oM and we can omit the second argument of u±(∓∞). We can
transform the domain of u± because the half–strip is conformally equivalent to a
disc without a boundary point. From Remark 7 we know that the strip R × [0, 1]
is conformal to D2 \ {±1}. When we remove the singularity at one infinity point
(+∞ of u− and −∞ of u+) we obtain a disc without one boundary point.
We define auxiliary manifolds
MR(x, y;H) =
u
∣∣∣∣∣∣∣∣
u : R× [0, 1]→ T ∗M,
∂u
∂s + J(
∂u
∂t −XρRH(u)) = 0,
u(s, 0) ∈ oM , u(s, 1) ∈ ν∗N, s ∈ R,
u(−∞, t) = x(t), u(+∞, t) = y(t)

and
Mˇ(x, y;H) = {(R, u) |R ≥ R0, u ∈MR(x, y;H)} .
Here, ρR : R→ R is a smooth function such that
ρR(s) =
{
1, |s| ≥ R+ 1,
0, |s| ≤ R.
The boundary of the manifold Mˇ(x, y;H) can be identified with
(15)
∂Mˇ =MR0(x, y;H) ∪ M˜(x, y;H)
∪
⋃
z
M(x, z;H)× Mˇ(z, y;H)
∪
⋃
z
Mˇ(x, z;H)×M(z, y;H).
Now we explain the equality (15). It is clear how the last two terms on the right–
hand side appear at the boundary. Elements from MR0(x, y;H) appear at the
boundary when Rn → R0. The most complicated part is to prove that M˜ is a part
of the boundary. We show that in two steps. In Step A we explain why it holds
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∂Mˇ ⊂ M˜. And in Step B we show the opposite inclusion, M˜ ⊂ ∂Mˇ.
Step A. When Rn → +∞ we can identify the limit of un ∈ MRn(x, y;H) with
the element from M˜(x, y;H) using the reparametrization:
u−n (s, t) = un(s−Rn +R0, t), u+n (s, t) = un(s+Rn −R0, t).
Strip u−n satisfies the equation
∂u−n
∂s
+ J
(
∂u−n
∂t
−XρRn−H(u−n )
)
= 0,
and the boundary conditions
u−n (s, 0) = un(s−Rn +R0, 0) ∈ oM ,
u−n (s, 1) = un(s−Rn +R0, 1) ∈ ν∗N,
for s ∈ R. Function ρRn− is equal to
ρRn−(s) =
{
0, −R0 ≤ s ≤ 2Rn −R0,
1, s ∈ (−∞,−R0 − 1] ∪ [2Rn −R0 + 1,+∞).
Positive strip u+n also satisfies perturbed Cauchy-Riemann equation
∂u+n
∂s
+ J
(
∂u+n
∂t
−XρRn+H(u+n )
)
= 0,
the line u+n (R × {0}) is on the zero section and u+n (R × {1}) is on the conormal
bundle. Function ρRn+ is defined as
ρRn+(s) =
{
0, −2Rn +R0 ≤ s ≤ R0,
1, s ∈ (−∞,−2Rn +R0 − 1] ∪ [R0 + 1,+∞).
Strip u±n converges locally uniformly with all derivatives to some u
± that satisfies
the equation
∂u±
∂s
+ J
(
∂u±
∂t
−Xρ±R0H(u
±)
)
= 0.
It is obvious that u−(−∞, t) = x(t) and u+(+∞, t) = y(t). At the +∞–end the
strip u− converges to some point p ∈ N ⊂ oM since u− is holomorphic for s ≥ −R0
and it has finite energy. The positive strip u+ is holomorphic at the −∞ and it
converges to some point q ∈ N . Since
u−n (Rn −R0, t) = u+n (−Rn +R0, t)
we conclude that p = q. Thus, the pair (u−, u+) belongs to M˜(x, y;H).
Step B. For a given (u−, u+) ∈ M˜ we can find a sequence of elements (R,ωR) ∈
Mˇ that Gromov converges to (u−, u+) as R → +∞ (see Theorem 4.1.2 in [4],
Chapter 4.7 in [9] and Theorem 7.1 in [31]).
The main technique is gluing and goes as follows. Strips u− and u+ are holomor-
phic around point u−(+∞) = u+(−∞) and we can preglue them to obtain a map
uR. This is an approximate solution of the Cauchy-Riemann, uR satisfies this equa-
tion everywhere besides the small neighbourhood of uR(0) = u−(+∞) = u+(−∞).
After this we construct a right inverse to the linearization DuR of the operator ∂.
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Using an implicit function theorem we find a genuine solution to this equation, ωR,
that is in a neighborhood of an approximate solution.
Biran and Cornea in [4] glued two holomorphic discs with the boundary on one
Lagrangian submanifold. Frauenfelder in [9] and Schma¨schke in [31] worked with
two cleanly intersecting (compact) submanifolds in a compact symplectic manifold.
The cotangent bundle is not a compact manifold but, with appropriate choice on
an almost complex structure (see the definition of jc below), the image of every
holomorphic strip lies in a compact subset of T ∗M (see Theorem 3.2. in [24]). So
we can assume that everything happens in the compact subset of our symplectic
manifold. We also need special Riemannian metrics on T ∗M such that oM and
ν∗N are totally geodesic submanifolds with respect to these metrics.
Following the [24], [10] and [33] we explain choices on almost complex structures
and Riemannian metrics on T ∗M . Fix a Riemannian metric g onM . The associated
Levi-Civita connection induces the canonical almost complex structure on T ∗M ,
which we denote by Jg. We define the subset j
c of the set of almost complex
structure on T ∗M
jc = {J | J is compatible to ω, J = Jg outside a compact subset in T ∗M}.
Let Jt be a smooth path in j
c. Then there exists a smooth family of metrics gt
such that
(1) oM is totally geodesic with respect to g0 and J0(q)TqoM is the orthogonal
complement of TqoM for every q ∈ oM ,
(2) ν∗N is totally geodesic with respect to g1 and J1(q)Tq(ν∗N) is the orthogo-
nal complement of Tq(ν
∗N) near the intersection point of two holomorphic
strips that we glue,
(3) gt(Jt(q)u, Jt(q)v) = gt(u, v) for q ∈ T ∗M and u, v ∈ Tq(T ∗M).
We can define a metric g0 such that
(1) oM is totally geodesic with respect to g0 and J0(q)TqoM is the orthogonal
complement of TqoM for every q ∈ oM ,
(2) g0(J0(q)u, J0(q)v) = g0(u, v) for q ∈ T ∗M and u, v ∈ Tq(T ∗M),
see [10] for details. In the same way we can define a metric g1 that satisfies the
same properties for the submanifold ν∗N . In [10] the author assumes that the
Lagrangian submanifold is compact. The conormal bundle ν∗N is not a compact
manifold, in general. But it is enough to find a metric such that ν∗N is a totally
geodesic submanifold near the N ⊂ oM , not the whole ν∗N . The linear combination
gt(u, v) = gt(u, v) + gt(Jtu, Jtv),
where gt(u, v) = (1−t)g0(u, v)+tg1(u, v), gives us the appropriate family of metrics
(see also [33]).
All the other technical details of gluing are the same as in [31].
Now, we return to the homomorphism i˜. Using the one–dimensional component
of Mˇ(x, y;H) and the description of its boundary (15) we conclude that i˜ (i.e. ψ◦φ)
is chain homotopic to a map
k : x 7→
∑
µN (y)=µN (x)
n(x, y;H) y.
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If there is a non–constant holomorphic strip that connects Hamiltonian orbits x
and y then µN (x) > µN (y). It follows that
n(x, y;H) =
{
1, x = y,
0, x 6= y,
i.e. the map k induces the identity in homology HF∗(H). 
4. Commutative diagram
Proof of Theorem 2: This theorem states that
Sαβ ◦Ψα = Ψβ ◦ Tαβ .
Composition on the left–hand side is generated with map σαβ ◦ ψα, and the right–
hand side is generated with ψβ ◦ ταβ on a chain level. Idea is to prove that these
maps on chain level are homotopic to each other.
We separate proof in two steps. In Step 1 and Step 2 we define new maps χ and
ξ that are homotopic to σαβ ◦ ψα and ψβ ◦ ταβ , respectively. In the conclusion of
the proof we show that χ and ξ are chain homotopic maps.
Step 1. From definitions it follows
(σαβ ◦ ψα)(pα) =
∑
xα,xβ
n(pα, fα;xα, Hα)n(xα, xβ ;Hαβ)xβ .
It means that σαβ ◦ ψα counts the number of points of a set⋃
xα
M(pα, fα;xα, Hα)×M(xα, xβ ;Hαβ),
whereM(xα, xβ ;Hαβ) denotes the set of solutions of (2). Summation is taken over
xα, xβ such that
mfα(p
α) = µN (x
α) +
1
2
dimN = µN (x
β) +
1
2
dimN.
Let us define a family of homotopies between Hamiltonians Hα and Hβ :
HαβT,s =
{
Hα, s ≤ T,
Hβ , s ≥ T + 1.
We consider moduli space
M˘(pα, fα;xβ , HαβT,s) =

(T, γ, u)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
T ≥ T0,
γ : (−∞, 0]→ N,
u : [0,+∞)× [0, 1]→ T ∗M,
dγ
ds = −∇fα(γ),
∂u
∂s + J(
∂u
∂t −Xρ+RHαβT,s(u)) = 0,
γ(−∞) = pα,
u(s, 0) ∈ oM , u(s, 1) ∈ ν∗N, s ≥ 0,
u(0, t) ∈ oM , t ∈ [0, 1],
u(+∞, t) = xβ(t),
γ(0) = u(0, 1)

.
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Using the same idea as in the proof of Theorem 1, from gluing and compactness
arguments it follows that boundary of M˘ can be described as
∂M˘(pα, fα;xβ , HαβT,s) =M(pα, fα;xβ , HαβT0,s)
∪
⋃
xα
M(pα, fα;xα, Hα)×M(xα, xβ ;Hαβ)
∪
⋃
qα
M(pα, qα; fα)× M˘(qα, fα;xβ , HαβT,s)
∪
⋃
yβ
M˘(pα, fα; yβ , HαβT,s)×M(yβ , xβ ;Hβ).
The first element in a previous union is already described in (14) (for fixed homo-
topy Hαβs = H
αβ
T0,s
). We define a map χ that counts the number of elements in
M(pα, fα;xβ , Hαβs )
χ(pα) =
∑
xβ
n(pα, fα;xβ , Hαβs )x
β .
From description of topological boundary of M˘ we conclude that χ and σαβ ◦ ψα
are chain homotopic maps.
Step 2. Other composition satisfies the equation
ψβ ◦ ταβ(pα) =
∑
pβ ,xβ
n(pα, pβ ; fαβ)n(pβ , fβ ;xβ , Hβ)xβ .
Now, ψβ ◦ ταβ counts the number of points of a set⋃
pβ
M(pα, pβ ; fαβ)×M(pβ , fβ ;xβ , Hβ),
whereM(pα, pβ ; fαβ) is the set of solutions of (4). Here, we take a sum over pβ , xβ
such that
mfα(p
α) = mfβ (p
β) = µN (x
β) +
1
2
dimN.
We define a map ξ that counts the number of points in M(pα, fαβs ;xβ , Hβ). It
follows, similarly as in Step 1, that ξ and ψβ ◦ ταβ are chain homotopic maps.
Using the moduli space M̂(pα, fαβs,δ ;xβ , Hαβs,δ ), that we define in (13), we prove χ
and ξ are chain homotopic maps. Let us define a chain homomorphism
j : CMk−1(fα)→ CFk(Hβ),
j(pα) =
∑
µN (xβ)+dimN/2=k
n̂(pα, fαβs,δ ;x
β , Hαβs,δ )x
β ,
where n̂(pα, fαβs,δ ;x
β , Hαβs,δ ) is the number of elements of a zero–dimensional manifold
M̂(pα, fαβs,δ ;xβ , Hαβs,δ ). From Proposition 14 it follows that
ξ − χ+ j ◦ ∂M + ∂F ◦ j = 0.

PSS ISOMORPHISM AND CONORMAL SPECTRAL INVARIANTS 25
5. Product in homology
In this section we define a product
∗ : HF∗(oM , ν∗N : H1)⊗HF∗(oM , ν∗N : H2)→ HF∗(oM , ν∗N : H3),
and prove the subadditivity of spectral invariants with respect to this product.
We define a Riemannian surface with boundary Σ as a disjoint union
R× [−1, 0] unionsq R× [0, 1]
with identification (s, 0−) ∼ (s, 0+) for s ≥ 0 (see figure below). The surface Σ
is conformally equivalent to a closed disc with three boundary punctures. The
complex structure on Σ\{(0, 0)} is induced by the inclusion in C, (s, t) 7→ s + it.
The complex structure at the point (0, 0) is given by the square root.
Fig. 8. Riemannian surface Σ
Denote by Σ−1 , Σ
−
2 , Σ
+ the two ”incoming” and one ”outgoing” ends, such that
Σ−1 ,Σ
−
2 ≈ [0, 1]× (−∞, 0],
Σ+ ≈ [0, 1]× [0,+∞).
By u−j := u|Σ−j , j = 1, 2, and u
+ := u|Σ+ we denote a restriction of a map defined
on the surface Σ. Let ρ± : R→ [0, 1] denote the smooth cut–off functions such that
ρ−(s) =
{
1, s ≤ −2,
0, s ≥ −1 ρ
+(s) := ρ−(−s).
For x−1 ∈ CF∗(oM , ν∗N : H1), x−2 ∈ CF∗(oM , ν∗N : H2) and x+ ∈ CF∗(oM , ν∗N :
H3) we define the moduli space
M(x−1 , x−2 ;x+) =

u : Σ→ T ∗M
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂su
−
j + J(∂tu
−
j −Xρ−Hj ◦ u−j ) = 0, j = 1, 2,
∂su
+ + J(∂tu
+ −Xρ+H3 ◦ u+) = 0,
∂su+ J∂tu = 0, on Σ0 := Σ \ (Σ1 ∪ Σ2 ∪ Σ3),
u(s,−1) ∈ oM , u(s, 1) ∈ ν∗N, s ∈ R,
u(s, 0−) ∈ ν∗N, u(s, 0+) ∈ oM , s ≤ 0,
u−j (−∞, t) = x−j (t), j = 1, 2,
u+(+∞, t) = x+(t).

.
We use the notation
(16) ∂J,H(u) = 0
for perturbed Cauchy–Riemann equation that we consider in M(x−1 , x−2 ;x+). El-
ements of a moduli space M(x−1 , x−2 ;x+) are perturbed holomorphic discs u. The
boundary of u is on a Lagrangian submanifold oM∪ν∗N with clean self–intersection
along N . This disc u has one switch on a slit of the pants in the sense of [5] (or a
jump in the sense of [1]).
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For generic choices of Hamiltonians and an almost complex structure,M(x−1 , x−2 ;x+)
is a smooth manifold of finite dimension.
We give some more details on Fredholm analysis for this case. Let us define
suitable Banach frame for Fredholm analysis. For p > 2 we define
(17)
P1,p(x−1 , x−2 ;x+) =

u ∈W 1,ploc (Σ, T ∗M),
(∃T > 0)(∃ξ−i ∈W 1,p((−∞,−T ]× [0, 1], (x−i )∗T (T ∗M))
(∃ξ+ ∈W 1,p([T,+∞)× [0, 1], (x+)∗T (T ∗M))
u−i (s, t) = expx−i (t)ξ
−
i (s, t), s ≤ −T, i ∈ {1, 2},
u+(s, t) = expx+(t)ξ
+(s, t), s ≥ T,
u(s,−1) ∈ oM , u(s, 1) ∈ ν∗N, s ∈ R,
u(s, 0−) ∈ ν∗N, u(s, 0+) ∈ oM , s ≤ 0,
lim
s→−∞u
−
i (s, t) = x
−
i (t), i ∈ {1, 2},
lim
s→+∞u
+(s, t) = x+(t).
P1,p(x−1 , x−2 ;x+) is a Banach manifold and charts are obtained using exponential
map. For u ∈ P1,p it holds
TuP1,p(x−1 , x−2 ;x+) = W 1,pΛ (u∗T (T ∗M)),
where on the right–hand side we have W 1,p-section of a vector bundle u∗T (T ∗M)→
Σ with Lagrangian boundary conditions:
W 1,pΛ (u
∗T (T ∗M)) =
 ξ ∈W
1,p(u∗T (T ∗M)),
ξ(s,−1) ∈ Tu(s,−1)oM , ξ(s, 1) ∈ Tu(s,1)ν∗N, s ∈ R,
ξ(s, 0−) ∈ Tu(s,0−)ν∗N, ξ(s, 0+) ∈ Tu(s,0+)oM , s ≤ 0.
We can see the operator ∂J,H as a section of a Banach bundle
E → P1,p(x−1 , x−2 ;x+),
where a fiber over u ∈ P1,p is
Eu = Lp(u∗T (T ∗M)).
Operator ∂J,H is a Fredholm map. Linearization of this operator at its zero u is
given with
Euξ := D∂J,H(u)ξ = 5∂suξ + J 5∂tu ξ +5ξJ
∂u
∂t
−5ξ(JXH(u)).
Fredholm property follows from the local elliptic estimate and the asymptotic prop-
erties (intersections ν∗N∩φ1Hi(oM ) are transversal). Similar as in Fredholm analysis
for Lagrangian Floer homology we consider a set of almost complex structure on
T ∗M , J , as a set of parameters and define a map
F : P1,p(x−1 , x−2 ;x+)× J → E ,
(u, J) 7→ ∂J,H(u).
There exists a generic set Jreg ⊂ J such that Eu is onto for any J ∈ Jreg (explicit
construction of Fredholm operator and analytic details will appear elsewhere). We
conclude that for J ∈ Jreg
M(x−1 , x−2 ;x+) = ∂
−1
J,H(0)
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is a finite dimensional manifold with
dimM(x−1 , x−2 ;x+) = Ind ∂J,H .
Compactness in the C∞loc topology of solutions of the Floer equation follows from
Lemma 6.1, Proposition 6.2 in [1] and from the fact that a non-constant J–holomorphic
discs with boundary on oM ∪ ν∗N do not exist. Essentially, for compactness, there
is no difference between strips with jumping boundary conditions considered by
Abbondandolo and Schwarz and our jumping boundary condition on a slit of a
pants. Removal of singularity (at a slit of a pants) of a J–holomorphic map with
bounded energy follows from Proposition 6.5 in [1]. Since N is compact a sequence
of pair–of–pants can break to something that is of the same kind plus holomorphic
strip at the appropriate cylindrical end (see figure). The boundary of 1–dimensional
component of M(x, y; z) is a disjoint union
∂M[1](x, y; z) =
⋃
x′∈CF∗(H1)
M(x, x′;H1)×M(x′, y; z)
⋃
y′∈CF∗(H2)
M(y, y′;H2)×M(x, y′; z)
⋃
z′∈CF∗(H3)
M(x, y; z′)×M(z′, z;H3).
Gluing arguments in this situation are quite like various gluing arguments that ap-
peared in different context (see [32] or [7]). From pre-gluing of linearized Fredholm
operator and an existence of an exact solution of Cauchy–Riemann equation near
the glued strip and a pair–of–pants it follows that every element of a right–hand
side is an element of a left–hand side.
Fig. 9. Boundary of M[1](x, y; z)
On generators of CF∗ we define
x ∗ y =
∑
z
]2M(x, y; z) z.
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Here, ]2M(x, y; z) denotes the (modulo 2) number of elements of a zero–dimensional
component of M(x, y; z). We extend the product ∗ by bilinearity on
CF∗(oM , ν∗N : H1)⊗ CF∗(oM , ν∗N : H2),
and conclude that ∗ commutes with the respective boundary operators and induces
a product in homology.
Remark 16. We can define the product ∗ as a composition of a morphism
m : HF∗(oM , ν∗N : H1)→ HF∗(oM , oM : H ′1)
and the standard product in Lagrangian Floer homology
? : HF∗(oM , oM : H ′1)⊗HF∗(oM , ν∗N : H2)→ HF∗(oM , ν∗N : H3)
(see [3] for the definition of the product or see proof of Proposition 5 below). Mor-
phism m is defined on a chain level and counts holomorphic strips with jumping
boundary conditions
m(x) =
∑
y
]2M(x : H1; y : H ′1) y.
Here M(x : H1; y : H ′1) denotes space of these holomorphic strips
M(x : H1; y : H ′1) =

u : R× [0, 1]→ T ∗M
∣∣∣∣∣∣∣∣∣∣∣∣
∂su+ J(∂tu−XH1 ◦ u) = 0,
u(s, 0) ∈ oM , s ∈ R,
u(s, 1) ∈ ν∗N, s ≤ 0,
u(s, 1) ∈ oM , s ≥ 0,
u(−∞, t) = x(t),
u(+∞, t) = y(t)

,
and H1 is a homotopy that connects H1 and H
′
1. From standard gluing arguments
it follows
∗ = ? ◦ (m⊗ I).
The operation m induces, via the PSS, the morphism
H∗(N)→ H∗(M),
while the operation ? induces the morphism which is the action of H∗(M) on H∗(N).
Thus, the product ∗ induces on H∗(N), via the PSS isomorphism, the operation
given by composing the action of H∗(M) on H∗(N) and the inclusion morphism
H∗(N)→ H∗(M).
Now we can prove that conormal spectral invariants are subadditive with respect
to ∗ product.
Proof of Proposition 4: Since a concatenation doesn’t have to be a smooth function,
we can find a Hamiltonian H ′′ that is regular, smooth and close enough to the
concatenation H]H ′:
‖H ′′ −H]H ′‖C0 < ε.
First step is to prove that the product ∗ defines a product on filtered complexes
CFλ∗ (H)× CFµ∗ (H ′)→ CFλ+µ+ε∗ (H ′′),
for every ε > 0 small enough.
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Let us take smooth family of Hamiltonians K : R × [−1, 1] × T ∗M → R such
that
K(s, t, ·) =

H(t+ 1, ·), s ≤ −1,−1 ≤ t ≤ 0,
H ′(t, ·), s ≤ −1, 0 ≤ t ≤ 1,
1
2H
′′( t+12 , ·), s ≥ 1
.
We can choose K such that ∥∥∥∥∂K∂s
∥∥∥∥ ≤ ε, s ∈ [−1, 1],
and
∂K
∂s
= 0,
elsewhere. Let us take x ∈ CFλ∗ (H) and y ∈ CFµ∗ (H ′). Assume that there exists
an element u ∈ M(x, y; z) for some z ∈ CF∗(H ′′) (u is a solution of an equation
∂¯K,J(u) = 0). Then it holds
(18)
0 ≤
∫
Σ
∥∥∥∥∂u∂s
∥∥∥∥2 ds dt = ∫
Σ
ω
(
∂u
∂s
, J
∂u
∂s
)
ds dt
=
∫
Σ
ω
(
∂u
∂s
,
∂u
∂t
−XK(u)
)
ds dt
=
∫
Σ
u∗ω −
∫
Σ
dK
(
∂u
∂s
)
ds dt.
Using Stoke’s formula we obtain∫
Σ
u∗ω = −
∫
x∗λ−
∫
y∗λ+
∫
z∗λ.
Using the equality∫
Σ
∂
∂s
(
K ◦ u) ds dt = ∫
Σ
dK
(
∂u
∂s
)
ds dt+
∫
Σ
∂K
∂s
(u) ds dt,
and Stoke’s formula again we get an estimate
−
∫
Σ
dK
(
∂u
∂s
)
ds dt ≤
∫ 1
0
H(x(t), t) dt+
∫ 1
0
H ′(y(t), t) dt−
∫ 1
0
H ′′(z(t), t) dt+ 4ε.
Thus
AH′′(z) ≤ AH(x) +AH′(y) + 4ε.
From the the definition of operation · it easily follows
l(α · β; oM , ν∗N : H ′′) ≤ l(α; oM , ν∗N : H) + l(β; oM , ν∗N : H ′) + 4ε.
We know that spectral invariants are continuous with respect to the Hamiltonian
(see [23]). If we pass to the limit as ε→ 0 we get the triangle inequality
l(α · β; oM , ν∗N : H]H ′) ≤ l(α; oM , ν∗N : H) + l(β; oM , ν∗N : H ′).

Operation induced by m provides inequality among spectral invariants. The
proof of the following proposition is similar to the previous proof.
Proposition 17. For α ∈ H∗(N) \ {0} it holds
l(Φ(m(Ψ(α))); oM , oM : H) ≤ l(α; oM , ν∗N : H).
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Proof of Proposition 5: Let us take Morse functions F : M → R and f : N → R.
We want to define new type of a product on Morse homology:
• : HM∗(M : F )⊗HM∗(N : f)→ HM∗(N : f).
Let p be a critical point of F and q, r critical points of f . We define M¯(p, q; r) to
be the set (see figure 10)(Γ, γ)
∣∣∣∣∣∣∣∣
Γ : (−∞, 0]→M, γ : R→ N,
Γ˙ = −∇F (Γ), γ˙ = −∇f(γ),
Γ(−∞) = p, γ(−∞) = q, γ(+∞) = r,
Γ(0) = γ(0)
 .
Fig. 10. M¯(p, q; r)
Let us compute the dimension of M¯(p, q; r). We define a map
ev : Wu(p, F )×M(q, r)→M ×N,
(Γ, γ) 7→ (Γ(0), γ(0)).
For generic choices, ev is transversal to a submanifold
∆N = {(x, x) |x ∈ N} ⊂M ×N
and
M¯(p, q; r) = ev−1(∆N ).
Simple computation gives
dimM¯(p, q; r) = mF (p) +mf (q)−mf (r)− dimM.
If we denote by n¯(p, q; r) the number of elements of a zero–dimensional component
of M¯(p, q; r) we can define a product •
p • q =
∑
r
n¯(p, q; r) r.
This map • agrees with the boundary operator and it induces a product in homology.
Specially, we can take a Morse function F that has a unique critical point p of an
index mF (p) = dimM (unique maximum). A Morse homology class of this point
represents the fundamental class in HdimM (M). Then n¯(p, q; r) counts number of
pairs (Γ, γ), where γ is trajectory that connects critical points q and r such that
mf (q) = mf (r). Number of such trajectories γ is 0 if q 6= r and 1 if q = r (constant
trajectory). Now we want to find the number of negative gradient trajectories Γ
that leaves global maximum p and hits a point q = r. We can pick a generic
function f such that its critical points belong to Wu(p). Since q = r ∈Wu(p) such
trajectory Γ exists and is unique. We conclude that the multiplication with a class
[p] induces the identity on the homology:
I = [p]• : HM∗(N : f)→ HM∗(N : f).
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Finally, in order to prove the boundness of spectral invariants, we need to de-
scribe a construction of the standard product in Lagrangian Floer homology:
? : HF∗(oM , ν∗N : H1)⊗HF∗(oM , oM : H2)→ HF∗(oM , ν∗N : H3).
Note that HF∗(oM , oM : H2) is Floer homology for conormal bundle in a special
case when M = N . Similarly to the construction of the product ∗, we consider
the space of perturbed holomorphic maps on a Riemannian surface Σ but with
different boundary conditions. For x ∈ CF∗(oM , oM : H2), y ∈ CF∗(oM , ν∗N : H1)
and z ∈ CF∗(oM , ν∗N : H3) we define
M¯(x, y; z) =

u : Σ→ T ∗M
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂suj + J(∂tuj −XρjHj ◦ uj) = 0, j = 1, 2, 3,
∂su+ J∂tu = 0, on Σ0 := Σ \ (Σ1 ∪ Σ2 ∪ Σ3),
u(s,−1) ∈ oM , u(s, 1) ∈ ν∗N, s ∈ R,
u(s, 0−), u(s, 0+) ∈ oM , s ≤ 0,
u1(−∞, t) = x(t),
u2(−∞, t) = y(t),
u3(+∞, t) = z(t)

.
With
x ? y =
∑
z
n¯(x, y; z) z
we define a map on a chain complex that defines a product in homology. Here
n¯(x, y; z) denotes the (modulo 2) number of elements of a zero–dimensional com-
ponent of M¯(x, y; z). (Similar type of product is defined in [6]. They use it to
compare spectral invariants in Lagrangian and Hamiltonian Floer theory.) Using
the standard cobordism arguments it follows
Ψν(α • β) = Ψν(α) ?Ψo(β),
for α ∈ HM∗(N : f1) and β ∈ HM∗(M : f2). Here Ψν and Ψo denote PSS
isomorphisms
Ψν : HM∗(N : f)→ HF∗(oM , ν∗N : H),
Ψo : HM∗(M : f)→ HF∗(oM , oM : H).
Using the same argument as in the proof of Proposition 4 one can prove that it
holds
l(α • β; oM , ν∗N : H]H ′) ≤ l(α; oM , ν∗N : H) + l(β; oM , oM : H ′),
for all α ∈ H∗(N) and β ∈ H∗(M) such that α•β 6= 0. Specially, if we take β = [M ]
and H = 0 we obtain an inequality
l(α; oM , ν
∗N : 0]H ′) ≤ l(α; oM , ν∗N : 0) + l([M ], oM , oM : H ′),
that holds for all α ∈ H∗(N) \ {0}. Since spectral invariants are continuous and
they belong to the spectrum of Hamiltonian H it follows that
l(α; oM , ν
∗N : 0) = 0.
The concatenation 0]H ′ is just a reparametrization of H ′ and it doesn’t change
Hamiltonian orbits, Floer strip and spectral invariants. Thus
l(α; oM , ν
∗N : 0]H ′) = l(α; oM , ν∗N : H ′).
We conclude that spectral invariants of non–zero homology classes are bounded
from above:
l(α; oM , ν
∗N : H ′) ≤ l([M ], oM , oM : H ′).
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