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Abstract
In 1983 Feingold-Frenkel studied the structure of a rank 3 hyperbolic Kac-Moody algebraF containing the affine KM algebra A(1)1 . In 2004 Feingold-Nicolai showed that F contains
all rank 2 hyperbolic KM algebras with symmetric Cartan matrices, A = ⎡⎢⎢⎢⎢⎢⎣
2 −a−a 2
⎤⎥⎥⎥⎥⎥⎦ , a ≥ 3.
The case when a = 3 is called Fib because of its connection with the Fibonacci numbers
(Feingold 1980). Some important structural results about F come from the decomposition
with respect to its affine subalgebra A(1)1 . Here we study the decomposition of F with
respect to its subalgebra Fib. We find that F has a grading by Fib-level, and prove that
each graded piece, Fib(m) for m ∈ Z, is an integrable Fib-module. We show that for ∣m∣ > 2,Fib(m) completely reduces as a direct sum of highest- and lowest-weight modules, and for∣m∣ ≤ 2, Fib(m) contains one irreducible non-standard quotient module V Λm = V (m)/U(m).
We then prove that the quotient Fib(m)/V (m) completely reduces as a direct sum of one
trivial module (on level 0), and standard modules. We give an algorithm for determining the
inner multiplicities of any irreducible Fib-module, in particular the non-standard modules
on levels ∣m∣ ≤ 2. We show that multiplicities of non-standard modules on levels ∣m∣ = 1,2
do not follow the Kac-Peterson recursion (as does the non-standard adjoint representation
on level 0), but instead appear to follow a recursion similar to Racah-Speiser, the recursion
associated to standard modules. We also give an algorithm for finding outer multiplicities
in the decompositions of all levels. We then use results of Borcherds and Frenkel-Lepowsky-
Meurman and construct vertex algebras from the root lattices of F and Fib, and study
the decomposition within this setting. We find a representation piF of F in P 1, a quotient
of physical-1 space by a suitable subalgebra prescribed by Borcherds. We then define an
action of Fib on P 1 and we find extremal vectors for Fib in P 1 which are not in piF(F). We
conjecture the existence of a “recognition algorithm” on the Schur polynomials of vectors in
P 1 which will allow one to determine which vectors in P 1 are extremal with respect to Fib.
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Introduction
The theory of Kac-Moody Lie algebras has a rich history. Since their discovery in 1968
by Victor Kac and Robert Moody (independently), they have been shown to exhibit deep
connections to a wide range of fields, from classical mathematics to theoretical physics. In
particular, the affine Kac-Moody algebras were among the first examples to be studied, and
the results in this field showed striking relationships to known combinatorial identities. Kac
[K1] and Moody [M] showed that the Weyl denominator formulas for affine root systems are
given by Macdonald identities. For example, the Weyl denominator formula for the affine
algebra A(1)1 , whose Cartan matrix is ⎛⎝ 2 −2−2 2 ⎞⎠ ,
is the Jacobi triple product. Throughout the late 1970s and early 1980s, further investigation
into the affine algebras resulted in their explicit realization and showed more connections to
power series identities. In particular, Feingold and Lepowsky [FL] showed that the values
of the classical partition function are exactly the weight multiplicities in the fundamental
modules for two affine algebras, one of which is A(1)1 . Results such as these helped to
make the class of affine algebras better understood than those of more general Kac-Moody
algebras.
A natural question that arose is whether or not similar identities exist for Kac-Moody
algebras of indefinite type, the easiest examples of which (in the sense of complexity) are
the hyperbolic Kac-Moody algebras. Since the late 1970s a substantial amount of research
has been devoted to this question, and as of yet no satisfactory closed formula for root
multiplicities for the hyperbolic algebras has been found.
In 1983, the rank 3 hyperbolic extension of A(1)1 , referred to by HA(1)1 and F in the
literature and whose Cartan matrix is⎛⎜⎜⎜⎝
2 −2 0−2 2 −1
0 −1 2
⎞⎟⎟⎟⎠ ,
was studied by Feingold and Frenkel [FF]. The authors constructed a subalgebra Aff ⊂ F
isomorphic to A(1)1 , and showed that F can be expressed as a direct sum of Aff -modules,
1
graded by level: F = ⊕
m∈ZAff (m).
Decomposing F in this way reduced the problem to finding weight multiplicity formulas for
each level with respect to Aff , which for ∣m∣ ≥ 1 decomposed as a direct sum of irreducible
integrable highest or lowest-weight (i.e., standard) Aff -modules. For example, Kac had
already shown that the multiplicities of roots on level 0 of F with respect to Aff are all
1, and the result of [FL] gave the multiplicities for the basic representation in level 1. In
[FF] the authors gave formulas for level 2 which involve a ‘modified’ partition function.
Subsequent works by Kang (e.g., [Ka1], [Ka2]) gave root multiplicities up to level 5.
In 2004, Feingold and Nicolai [FN] proved that every symmetric rank 2 hyperbolic KM
Lie algebra H(n), whose Cartan matrices are
⎛⎝ 2 −n−n 2 ⎞⎠ , n ≥ 3,
is contained in F . The simplest such algebra is H(3), referred to as the ‘Fibonacci’ algebra
because of its relationship to the Fibonacci numbers discovered by Feingold in 1980 [F1]. The
purpose of this paper is to take an alternative but similar approach to [FF], by constructing
a subalgebra of Fib ⊂ F isomorphic to H(3), and attempting to find the decomposition ofF with respect to Fib, F = ⊕
m∈ZFib(m).
In Chapter 1 we give background on F and its rank 2 subalgebras, and review the
Feingold-Frenkel decomposition with respect to Aff . We also find an interesting aspect of
the decomposition with respect to Fib which will be investigated in more detail in Chapter
5, namely the emergence of non-standard Fib-modules, that is, modules which are neither
highest- nor lowest-weight.
In Chapter 2 we construct a Fib subalgebra in F and set up notation. In Chapter 3
we define and study the Fib-modules Fib(m), m ∈ Z, in the Z-grading of F , and discuss
their properties, symmetries, and weight diagrams. We analyze the decomposition of eachFib(m) into irreducible Fib-modules. In particular, we will show that for ∣m∣ > 2, Fib(m)
completely reduces, and for ∣m∣ ≤ 2, Fib(m) contains only one irreducible non-standard
quotient module, one trivial module (on level 0), and standard modules.
In Chapter 4, we begin investigating the decomposition of F with respect to Fib by
finding Fib-modules on level 0. As in [FF] the adjoint representation is contained in level 0,
but unlike the affine case, additional modules are found, including a trivial representation forFib and multiple copies of highest- and lowest-weight modules generated by imaginary root
vectors whose roots are in the fundamental chamber for the Weyl group of Fib. Using data
2
from Chapter 11 of [K2] and the Racah-Speiser algorithm for determining inner multiplicities
of highest/lowest-weight irreducible modules, we determine all summands of the level 0
decomposition involving roots of height up to 12 (with respect to the root system of Fib).
In Chapter 5 we investigate Fib-levels 0 < ∣m∣ ≤ 2. As a formula for determining inner
multiplicities of non-standard modules is not yet known, we present an algorithm for com-
puting these multiplicities involving finding bases of multibrackets for their weight spaces.
Data for these computations are presented in tables in Appendix C. It is known that the root
multiplicities of the adjoint representation of Fib (which occurs as a non-standard module on
level 0) obey the Kac-Peterson recursion (cf. exercises 11.11-11.12, [K2]), so it would seem
reasonable to expect that the other four non-standard modules also obey a Kac-Peterson
recursion. However, we will show that their multiplicities obey a recursion that appears
to be of Racah-Speiser type, which indicates they have more in common with highest- and
lowest-weight modules than with the adjoint.
In Chapter 6, we employ methods in [B] and [FLM] to construct a vertex algebra VF from
the root lattice of F , and a Lie algebra representation piF ∶ F → P 1 where P 1 is a quotient
of physical-1 space P1 of VF by a suitable subalgebra, as prescribed by Borcherds. The
restriction piF ∣Fib then gives a representation of Fib which is compatible with the similar
construction of VFib from the root lattice of Fib. We then investigate the decomposition ofFib(0) with respect to Fib within this setting by finding extremal vectors for Fib in one
of the weight spaces of P 1. Although this approach will show to be more computationally
intensive than that of Chapters 4 and 5, an interesting result will lead us to conjecture the
existence of a “recognition algorithm” on the Schur polynomials in a given weight space of
P 1 that may give extremal vectors for Fib.
3
Chapter 1 Background
1.1 Lie algebras
We start with some basic definitions and results from the theory of finite-dimensional Lie
algebras (see Humphreys [H]) that will be used throughout the present work.
Definition 1.1. A vector space L over a field F with a bilinear operation L×L→ L denoted
by (x, y) ↦ [x, y] (called the bracket of x and y) is called a Lie algebra over F if the
following axioms are satisfied for all x, y, z ∈ L:
[x,x] = 0 and [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0.
As an example, consider the set of linear transformations End(V ) on a vector space V .
We give End(V ) the structure of a Lie algebra by defining the bracket to be the commutator,[x, y] = x ○ y − y ○ x. The axioms are easily verified. This Lie algebra is called the general
linear algebra and is denoted gl(V ). In fact, any associative algebra may be made a Lie
algebra by defining the bracket in this way.
Let X,Y be subsets of a Lie algebra L. The bracket [X,Y ] is defined to be
[X,Y ] = Span({[x, y] ∣ x ∈X,y ∈ Y }).
Definition 1.2. Let M be a vector subspace of L. Then
• M is called an ideal of L if [M,L] ⊆M, and
• M is called a Lie subalgebra of L if [M,M] ⊆M.
If J is an ideal of L, then the quotient vector space L/J is also a Lie algebra with bracket
defined by [x¯, y¯] = [x, y] for all x, y ∈ L, where x¯ = x +J ∈ L/J .
Definition 1.3. The universal enveloping algebra U(L) of a Lie algebra L is the as-
sociative algebra U(L) = T (L)/I where T (L) = F ⊕ L ⊕ (L ⊗ L) ⊕ (L ⊗ L ⊗ L) ⊕⋯ is the
tensor algebra of the underlying vector space of L, and I is the ideal of T (L) generated by
elements of the form x⊗ y − y ⊗ x − [x, y] for x, y ∈ L.
Definition 1.4. Given Lie algebras L and M over F, a linear transformation φ ∶ L →M
is called a Lie algebra homomorphism if φ([x, y]) = [φ(x), φ(y)] for all x, y ∈ L.
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Definition 1.5. A representation of a Lie algebra L is a homorphism φ ∶ L → gl(V ) for
some vector space V over F.
Sometimes V itself is referred to as the representation of L in the literature.
Definition 1.6. The adjoint representation of a Lie algebra L is the representation
ad ∶ L→ gl(L) defined by adx(y) = [x, y].
Definition 1.7. Given a Lie algebra L, a vector space V is called an L-module if there is
a bilinar action L × V → V , denoted (x, v) ↦ x ⋅ v, such that [x, y] ⋅ v = x ⋅ (y ⋅ v) − y ⋅ (x ⋅ v)
for x, y ∈ L and v ∈ V . Also, a subspace W of V is called an L-submodule of V if W is
itself an L-module, that is, L ⋅W ⊆W .
Having a representation φ ∶ L → gl(V ) is equivalent to V being an L-module, by x ⋅ v =
φ(x)v.
Definition 1.8. An L-module V is called irreducible if its only submodules are the trivial
module, {0}, and V itself.
Definition 1.9. Given a collection of L-modules {Vi}i∈I where I is an index set, then the
vector space direct sum ⊕
i∈I Vi is also an L-module, where the action is component-wise.
Definition 1.10. A module is called completely reducible if it is a direct sum of irreducible
modules.
1.2 Kac-Moody Lie algebras
Kac and Moody generalized the theory of finite-dimensional Lie algebras to include certain
other classes of infinite-dimensional Lie algebras, which will be described shortly.
Definition 1.11. An `×` integer matrix A = (aij) is called a generalized Cartan matrix
(GCM) if it has the the following properties:
aii = 2 for 1 ≤ i ≤ `, aij ≤ 0 if i /= j, and aij = 0 implies aji = 0.
A GCM A is called symmetrizable if there exists a diagonal matrix D = diag(d1, . . . , d`),
di > 0, and A =DS for S = (sij) symmetric.
A is called indecomposable if it cannot be put into block-diagonal form
⎛⎝ A1 00 A2 ⎞⎠ ,
where each Ai is non-trivial, through a relabeling of the rows and columns.
A symmetrizable GCM A =DS is of:
• finite type if S is positive definite.
5
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• affine type if S is positive semi-definite and has corank 1.
• indefinite type if S is indefinite. In addition, if every submatrix of A is of either
finite or affine type, then A is of hyperbolic type.
From now on we assume all GCMs to be symmetrizable.
Definition 1.12. Given a GCM A, a realization of A over F is a triple (h,Π,Π∨)
where h is a complex vector space, Π = {α1, . . . , α`} ⊂ h∗ (the set of simple roots), and
Π∨ = {α∨1 , . . . α∨`} ⊂ h (the set of simple coroots), satisfying the conditions
• Π and Π∨ are linearly independent,
• αi(α∨j ) = aji for 1 ≤ i, j ≤ `,
• ` − rank(A) = dimh − `.
Definition 1.13. Let A be an `× ` GCM with realization (h,Π,Π∨). The Kac-Moody Lie
algebra, or KM algebra, L = L(A) over F associated to A is the Lie algebra generated by{ei, fi ∣ i = 1 . . . `} (called the Chevalley generators) and h, subject to the Serre relations,
- [h,h′] = 0 for all h,h′ ∈ h,
- [h, ei] = αi(h)ei and [h, fi] = −αi(h)fi, for all h ∈ h∗,
- [ei, fj] = δijα∨i ,
- (adei)−aij+1(ej) = 0, i ≠ j and (adfi)−aij+1(fj) = 0, i ≠ j.
The abelian subalgebra h of L is called the Cartan subalgebra.
Under the adjoint action, adh ∶ L → L given by adh(x) = [h,x], h acts simultaneously
diagonalizably on L. The simultaneous eigenspaces
Lα = {x ∈ L ∣ [h,x] = α(h)x, h ∈ h}
are labelled by certain linear functionals α ∈ h∗. In particular, for 1 ≤ i ≤ `,
L0 = h, Lαi = Fei and L−αi = Ffi.
Definition 1.14. We call α ∈ h∗ a root when α /= 0 and Lα /= 0, in which case Lα is called
the α root space, and the multiplicity of root α is
MultL(α) = dim(Lα).
The root lattice is
Q = `∑
i=1Zαi ⊂ h∗.
The set of all roots is denoted by ∆ (so ∆ ⊂ Q).
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For roots α,β ∈ ∆ ∪ {0}, we have that [Lα,Lβ] ⊆ Lα+β .
Definition 1.15. The Cartan involution of L is an order-two automorphism ν ∶ L → L
determined by ν(ei) = −fi, ν(fi) = −ei for 1 ≤ i ≤ `, and ν(h) = −h for h ∈ h.
For every α ∈ ∆, we have that ν(Lα) = L−α, thus Mult(α) = Mult(−α). We also let
ν(α) = −α.
The set of roots ∆ can be partitioned into “positive” and “negative” roots,
∆ = ∆+ ∪∆−,
where
∆+ = { `∑
i=1niαi ∈ ∆ ∣ 0 ≤ ni ∈ Z}
and ∆− = −∆+. There is a partial order on ∆ defined by
µ ≤ λ if and only if λ − µ = `∑
i=1kiαi where ki ∈ Z≥0. (1.1)
Definition 1.16. The height of a root α = `∑
i=1niαi ∈ ∆ is ht(α) =
`∑
i=1ni.
Let n+ (resp. n−) be the subalgebra generated by {ei ∣ 1 ≤ i ≤ `} (resp. {fi ∣ 1 ≤ i ≤ `}).
Then
n± = ⊕
α∈∆+L±α
and by Theorem 1.2 of [K2], L has the triangular decomposition and root space decompo-
sition, L = n− ⊕ h⊕ n+ and L = h⊕ ⊕
α∈∆Lα,
respectively.
We also have the following fundamental results of Kac.
Theorem 1.17 ([K2]). Let L = L(A) be the KM algebra associated to a symmetrizable GCM
A. Then
• there exists a non-degenerate symmetric bilinear form (⋅, ⋅) on L that is invariant (i.e.,([x, y], z) = (x, [y, z]) for all x, y ∈ L), and
• the restriction (⋅, ⋅)∣h is non-degenerate, giving an induced non-degenerate bilinear form(⋅, ⋅) on h∗ such that (αi, αj) = sij and di = 2(αi,αi) for 1 ≤ i, j ≤ `.
From now on, (⋅, ⋅) shall refer to the induced bilinear form on h∗.
Definition 1.18. For α,β ∈ ∆, the angle bracket of α,β is given by
⟨α,β⟩ ∶= 2(α,β)(α,α) .
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Note that ⟨ , ⟩ is linear only in the second, and that ⟨β,α⟩ = (α,α)(β, β) ⟨α,β⟩. Also, ⟨αi, αj⟩ =
disij = aij = αj(α∨i ), thus
A = (⟨αi, αj⟩)
1≤i,j≤`.
The integral entries ⟨αi, αj⟩ (1 ≤ i, j ≤ `) of the GCM are referred to as Cartan integers.
Also since the angle bracket is linear in the second, we have that ⟨αi, α⟩ = α(α∨i ) for α ∈ h∗.
Definition 1.19. The squared-length of a root α is ∣∣α∣∣2 = (α,α).
For indefinite KM algebras, it is possible for roots to have negative squared-length.
For each 1 ≤ i ≤ `, let
hi = α∨i
di
= (αi, αi)
2
α∨i ∈ h.
Remark 1.20. Note that if A is symmetric, then (αi, αj) = aij, ∣∣αi∣∣2 = 2, and hi = α∨i ,
giving us αi(hj) = αi(α∨j ) = aji = aij .
Definition 1.21. Given a KM algebra L and its associated simple roots Π, the fundamen-
tal weights of L, ωj ∈ h∗ for 1 ≤ j ≤ `, are defined by
⟨αi, ωj⟩ = ωj(α∨i ) = δij or, equivalently, ⟨ωi, αj⟩ = (αi, αi)(ωi, ωi)δij .
The weight lattice P of L is the set of integral weights,
P = `∑
i=1Zωi,
and the dominant integral weights are defined as
P + = `∑
i=1Z
+ωi = { `∑
i=1niωi ∣ 0 ≤ ni ∈ Z} = {ω ∈ P ∣ ⟨αj , ω⟩ ≥ 0,1 ≤ j ≤ `}.
Writing a simple root αj as a linear combination of the fundamental weights,
αj = `∑
k=1 ckjωk, ⇒ aij = ⟨αi, αj⟩ =
`∑
k=1 ckj⟨αi, ωk⟩ =
`∑
k=1 ckjδik = cij .
Hence,
αj = `∑
i=1aijωi.
Thus, the j-th column of the GCM is the coordinate vector of αj with respect to the basis
of the fundamental weights. If A is invertible, the columns of the inverse of the GCM give
the coefficients of the fundamental weights in the basis of the simple roots:
ωj = `∑
i=1(A−1)ijαi.
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Moreover, since ⟨ωi, αj⟩ = (αi, αi)(ωi, ωi)δij we have the following:
⟨ωi, ωj⟩ = ⟨ωi, `∑
i=1(A−1)ijαi⟩ = (αi, αi)(ωi, ωi)(A−1)ij .
Hence the inverse of the Cartan matrix is:
(A−1)
1≤i,j≤` = diag⎛⎝(ωi, ωi)(αi, αi)⎞⎠
1≤i≤`(⟨ωi, ωj⟩)1≤i,j≤`
Definition 1.22. We define the function wt ∶ P → Z by wt(ω) = `∑
i=1ni if ω =
`∑
i=1niωi ∈ P .
We call ω a positive weight if wt(ω) > 0 and a negative weight if wt(ω) < 0.
Definition 1.23. The Weyl group W =W (A) associated to L(A) is the group generated
by simple reflections {wi ∣ i = 1 ≤ i ≤ `}, where for all λ ∈ h∗,
wiλ = λ − ⟨αi, λ⟩αi.
Note that wi fixes the hyperplane α⊥i = {λ ∈ h∗R ∣ (λ,αi) = 0} pointwise and wiαi = −αi.
Thus, each wi is a reflection, so W is a group of orthogonal transformations with respect to(⋅, ⋅). There is a group homomorphism sgn ∶W → {±1} defined by sgn(wi) = −1.
Furthermore, Kac gives us:
Lemma 1.24 ([K3]). Let L be a KM algebra with Weyl group W , set of roots ∆, simple
roots Π, and root lattice Q.
a) The set of roots ∆ is W -invariant, and Mult(α) = Mult(w(α)) for every w ∈ W and
α ∈ ∆. The set ∆+/{αi} is invariant with respect to wi.
b) The set ∆+ is uniquely defined by the following properties:
i) Π ⊂ ∆+ ⊂ Q; 2α ∉ ∆+ if α ∈ Π,
ii) If α ∈ ∆+/Π, then α + kαi ∈ ∆+ if and only if −p ≤ k ≤ q, k ∈ Z, where p, q are some
non-negative integers satisfying p − q = ⟨αi, α⟩.
c) If A is indecomposable of affine or hyperbolic type, then if α ∈ ∆+, there exists β ∈ Π such
that α + β ∈ ∆+.
If A is a finite-type Cartan matrix, thenW and ∆ are both finite, (⋅, ⋅) is positive definite,
and WΠ = ∆. Also, ∆ embeds into Euclidean space R`, and satisfies the properties of a
finite root system [H].
If A is a GCM we call ∆ a generalized root system, and it partitions into real roots
and imaginary roots,
∆ = ∆re ∪∆im, where ∆re =WΠ and ∆im = ∆/∆re.
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Definition 1.25. Let V be an L-module corresponding to representation φ ∶ L → End(V ).
We say that x ∈ L is locally nilpotent on V if for all v ∈ V , there exists a positive integer
n such that φ(x)nv = 0. We sometimes write more briefly xn ⋅ v for φ(x)nv with an abuse of
notation.
Definition 1.26. For λ ∈ h∗, the λ weight space Vλ of an L-module V is
Vλ = {v ∈ V ∣ h ⋅ v = λ(h)v for h ∈ h},
and λ is a weight of V if Vλ ≠ 0.
Definition 1.27. An L-module V is called h-diagonalizable if V = ⊕
λ∈h∗ Vλ.
Given an h-diagonalizable L-module V , let
P (V ) = {λ ∈ h∗ ∣ Vλ ≠ 0} and D(λ) = {µ ∈ h∗ ∣ µ ≤ λ}.
Definition 1.28. The category O is the category whose objects are h-diagonalizable L-
modules V with finite-dimensional weight spaces and such that for each V , there exists a
finite number of elements λ1, . . . , λs ∈ h∗ such that
P (V ) ⊂ s⋃
i=1D(λi).
The morphisms of the category O are L-module homomorphisms.
Definition 1.29. An L-module V is a highest-weight module with highest weight λ ∈ h∗
if there exists a non-zero vector vλ ∈ V , called a highest-weight vector (HWV), with the
following properties:
n+ ⋅ vλ = 0, h ⋅ vλ = λ(h)vλ for all h ∈ h∗, and U(n−) ⋅ vλ = V.
If V is irreducible, we write V = V λ. The µ weight space of V λ is denoted V λµ . In particular,
note that the second property implies vλ ∈ V λλ .
A highest-weight L-module is in the category O.
Definition 1.30. Let V be a completely reducible L-module in the category O, and let
µ ∈ P (V ). Define
HighV (µ) = {v ∈ Vµ ∣ ei ⋅ v = 0, 1 ≤ i ≤ `}
to be the subspace of highest-weight vectors in Vµ. Define
MV (µ) = dimHighV (µ)
to be the outer multiplicity of µ in V , and define
P ′(V ) = {µ ∈ P (V ) ∣MV (µ) > 0}
to be the set of weights whose weight spaces of V contain highest-weight vectors.
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Let B(µ) = {vµ,i ∈ Vµ ∣ 1 ≤ i ≤MV (µ)} be a basis for HighV (µ). Then each vµ,i generates
an irreducible highest-weight L-module, U(L) ⋅ vµ,i ≃ V µ.
Definition 1.31. An h-diagonalizable module V over L is integrable if the generators{ei, fi ∣ 1 ≤ i ≤ `} of L are all locally nilpotent on V .
Lemma 1.32 ([K2] 10.1). Let L be a KM algebra and V λ be an irreducible highest-weightL-module. Then V λ is integrable if and only if λ ∈ P +.
By the lemma, we have for any integrable highest-weight L-module V ,
P ′(V ) ⊂ P +. (1.2)
Definition 1.33. For fixed α ∈ ∆ and λ ∈ P , the set Sα(λ) = {λ− iα ∣ 0 ≤ i ≤ ⟨α,λ⟩} is called
the α-weight string through λ. A subset R ⊂ P of integral weights is called saturated if
for all λ ∈ R, α ∈ ∆, Sα(λ) ⊂ R.
Observe that weight strings and saturated sets of weights are W -invariant. If V is anL-module, then P (V ) is a saturated set since
`⋃
i=1Sαi(µ) ⊂ P (V ) for all µ ∈ P (V ) (1.3)
Theorem 1.34 ([K2] 10.7). Let L be a KM algebra and let V be an L-module in the
category O. Then V is integrable if and only if V is completely reducible, that is, V has a
decomposition
V = ⊕
λ∈P ′(V )MV (λ)V λ.
Definition 1.35. Let V be an L-module from the category O. The formal character of
V is defined as
Ch(V ) = ∑
λ∈P (V )dimVλe
λ,
where eλ is a formal exponential satisfying eλeµ = eλ+µ.
If V is an integrable highest-weight module and µ ∈ P (V ), then define
MultV (µ) = dimV (Vµ). (1.4)
Proposition 1.36 ([K2] 10.1). If V = V λ is an irreducible highest-weight L-module with
highest weight λ ∈ P +, then for all µ ∈ P (V ) and w ∈W ,
MultV (µ) =MultV (wµ).
In particular, P (V ) is W -invariant.
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Theorem 1.37 ([K2] 10.4). Let V λ be an irreducible L-module with highest weight λ ∈ P +,
and let ρ = `∑
i=1ωi. Then
Ch(V λ) = ∑w∈W sgn(w)ew(λ+ρ)−ρ∏
α∈∆+(1 − e−α)Mult(α) .
This is known as the Weyl-Kac character formula.
Racah and Speiser gave a recursive algorithm based on the Weyl-Kac character formula
(the so-called “Racah-Speiser recursion”) for determining weight multiplicities of irreducible
highest-weight modules for KM algebras. Section 3.4 gives a detailed description of how
this recursion is used in the setting of Fib-modules in F . Kac and Peterson gave a separate
algorithm for determining multiplicities of weights in the adjoint representation (roots) of a
KM algebra [K2]. This “Kac-Peterson recursion” is outlined briefly in Appendix A.
Definition 1.38. Given a GCM A and its associated Kac-Moody Lie algebra L(A), we
define the shorthand notation ein...i2i1 to stand for the multibracket adein⋯adei2ei1 , which
lies in the root space Lα for α = ∑nj=1 αij ∈ ∆+. Similarly, we write fin...i2i1 as shorthand for
the multibracket adfin⋯adfi2fi1 ∈ L−α.
For a fixed α ∈ ∆+, the set of multibrackets ein...i2i1 ∈ Lα (where by definition, ∑nj=1 αij =
α}) spans Lα, and the set of multibrackets fin...i2i1 ∈ L−α spans L−α . Furthermore, if
ein...i2i1 ≠ 0, then for all 1 ≤ k ≤ n, eik...i2i1 ≠ 0. In other words, each partial sum ∑kj=1 αij is
also a root in ∆+. Similarly, if fin...i2i1 ≠ 0, then for all 1 ≤ k ≤ n, fik...i2i1 ≠ 0 and −∑kj=1 αij
is a root in ∆−.
We now briefly outline how one may determine weight multiplicities of an irreducible
highest-weight L-module V λ by recursively computing bases for its weight spaces. (A de-
tailed description of this process for irreducible Fib-modules is given in Chapter 5.) First,
V λλ has basis consisting of a single highest-weight vector {vλ}. Let λ ≠ µ ∈ P (λ) and assume
for each 1 ≤ i ≤ ` we have the previously determined basis Bi for V λµ+αi . Then acting with
fi on each vector in Bi for 1 ≤ i ≤ ` gives a spanning set Sµ = {v1, . . . , vn} for V λµ , where
n = `∑
i=1 ∣Bi∣. Linear dependence relations on the vectors in Sµ are then found by solving the
homogeneous system of linear equations determined by setting
ei ⋅ n∑
j=1 cjvj =
n∑
j=1 cj(ei ⋅ vj) = 0
for 1 ≤ i ≤ `. Since V λ is an irreducible module and therefore cannot contain any more
highest-weight vectors, any nontrivial solutions will yield dependence relations on the vectors
in Sµ. Then choose vectors to delete from the spanning set to obtain a basis B(µ) for V λµ .
Finally, we have Multλ(µ) = ∣B(µ)∣.
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Definition 1.39. An L-module V is a lowest-weight module with lowest weight λ ∈ h∗
if there exists a non-zero vector vλ ∈ V , called a lowest-weight vector (LWV), with the
following properties:
n− ⋅ vλ = 0, h ⋅ vλ = λ(h)vλ, and U(n+) ⋅ vλ = V.
If V is irreducible we write V = V λ and denote the µ-weight space of V by V λµ .
Given an irreducible integrable h-diagonalizable highest-weight L-module V λ in O with
HWV vλ, we may view the vector space V λ as a different L-module in the opposite categoryOop under the action of L twisted by the Cartan involution ν. This new module is denoted
V −λ and has set of weights P (V −λ) = −P (V λ). Define the new action ○ of L on V λ,
x ○ v ∶= ν(x) ⋅ v for x ∈ L, v ∈ V,
so that
[x, y] ○ v = ν[x, y] ⋅ v = [ν(x), ν(y)] ⋅ v = ν(x) ⋅ (ν(y) ⋅ v) − ν(y) ⋅ (ν(x) ⋅ v)
= x ○ (y ○ v) − y ○ (x ○ v).
Then if vµ ∈ V λµ where µ ∈ P (V λ), we have
h ○ vµ = −h ⋅ vµ = −µ(h)vµ and fi ○ vλ = −ei ⋅ vλ = 0 for 1 ≤ i ≤ `.
Then V −λ−µ is the weight space V λµ viewed under the ○ action as the −µ-weight space of V −λ.
Thus the module V −λ = ⊕
λ∈−P (V λ)V
−λ−µ constructed in this way is called the contragredient
module to V λ, and this construction of a lowest-weight module from a given highest-weight
module is equivalent to a functor relating O and Oop.
Remark 1.40. For every statement on category O modules previously mentioned, an anal-
ogous statement also holds for modules in category Oop. In particular, we have
1. (Definition 1.30) For V a not necessarily irreducible L-module in category Oop and
µ ∈ P (V ), define LowV (µ) = {v ∈ Vµ ∣ fi ⋅ v = 0, 1 ≤ i ≤ `} to be the subspace of lowest-
weight vectors in Vµ. Then the outer multiplicity MV (µ) = dimLowV (µ). If V = V λ is
irreducible, then MV λ(µ) =MV −λ(−µ).
2. (Lemma 1.32) If V λ is an irreducible lowest-weight module, then V λ is integrable if
and only if λ ∈ P −.
3. (Theorem 1.34) If V is a module in category Oop, then V is integrable if and only if V
is completely reducible, so that V = ⊕
λ∈P ′(V )MV (λ)V λ, where P ′(V ) ⊂ P − is the set of
weights whose weight spaces of V contain LWV’s.
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Definition 1.41. Let V be an h-diagonaliable L-module with weights P (V ). Define
P (V )+ = {µ ∈ P (V ) ∣ wt(µ) ≥ 0}, and P (V )− = {µ ∈ P (V ) ∣ wt(µ) < 0},
so P (V ) = P (V )− ∪ P (V )+. Then we define
V± = ⊕
µ∈P (V )± Vµ,
so V = V− ⊕ V+.
Lastly, we introduce non-standard modules, which will be explored in Chapters 3 − 5.
Our choice of properties in part (ii) below was motivated by the fact that highest and lowest
weights satisfy properties (2) − (4), but not property (1).
Definition 1.42. Let V be an irreducible, integrable, h-diagonalizable L-module. So for any
0 ≠ v ∈ V , we have V = U(L) ⋅ v.
i) We say V is standard if it is a highest- or lowest-weight module. In other words, there
exists a unique λ ∈ P (V ) that is either a highest weight (so λ ∈ P +) or a lowest weight
(so λ ∈ P −). In either case, we write V = V λ.
ii) We say V is non-standard if it is not a standard module, so there exists a weight
λ ∈ P (V ) such that 1) λ ∉ P ±, 2) ∣∣λ∣∣ is maximal in {∣∣µ∣∣ ∣ µ ∈ P (V )}, 3) ∣wt(λ)∣ is
minimal among those, and 4) V = U(L) ⋅ vλ for some vλ ∈ Vλ. We may write V = V λ
for any λ that satisfies these properties.
Although the label λ for non-standard V λ is not uniquely determined, there are only
finitely many weights that satisfy the properties of the definition. Note that L itself is a
non-standard module V αi for any αi ∈ Π.
Let V λ be either a standard or non-standard L-module. If we identify the set of fun-
damental weights with a basis for R` we obtain a visualization of P (V λ) called the weight
diagram of V λ, where each dot corresponds to a weight µ ∈ P (V λ), and is labeled with its
inner multiplicity. A weight diagram without multiplicities is called an unlabeled weight
diagram.
Since P (V λ) is a saturated set of weights, we have P (V λ) = R1 ∪R2 where
R1 = ⋃
w∈W{Sαi(wλ) ∣ 1 ≤ i ≤ `} and R2 = ⋃µ∈R1 Sαi(µ)
(cf. (1.3) above). This gives a recursive method for determining the weight diagram of V λ.
Examples of weight diagrams are shown in Figures 1.3, 4.1b, 4.2b, 4.3b, and 5.2.
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1.3 The hyperbolic Kac-Moody Lie algebra F
Consider the 3 × 3 the generalized Cartan matrix
A = (aij) = ⎛⎜⎜⎜⎝
2 −2 0−2 2 −1
0 −1 2
⎞⎟⎟⎟⎠ .
As outlined in section 1.2, A has realization (h,Π = {αi},Π∨ = {hi})i=1,2,3 (where hi = α∨i
since A is symmetric), and to A we associate a KM algebra F = F(A) over C, generated by
the elements {hi, ei, fi ∣ i = 1,2,3} subject to the relations presented in Definition 1.13. We
also have:
• the abelian Cartan subalgebra h with basis Π∨
• root lattice Q = QF ⊂ h∗
• root system Φ ⊂ Q ⊂ h∗ with basis of simple roots Π.
• αi(hj) = aij
• root spaces Fα = {x ∈ F ∣ [h,x] = α(h)x, h ∈ h}.
• Fαi = Cei and F−αi = Cfi
• Cartan involution ν = νF ∶ F → F given by ν(ei) = −fi and ν(hi) = −hi for i = 1,2,3.
• root space and triangular decompositions, F = h⊕⊕α∈ΦFα = h ⊕ F+ ⊕ F−
• Weyl group WF =W (A) = ⟨wi ∣ 1 ≤ i ≤ 3⟩
• set of integral weights P = {ω ∈ h∗ ∣ ⟨αj , ω⟩ ∈ Z, 1 ≤ j ≤ 3},
• fundamental weights ω1, ω2, ω3 ∈ P ,
• dominant integral weights P + = {ω ∈ P ∣ ⟨αj , ω⟩ ≥ 0,1 ≤ j ≤ 3}
Define the real vector space hR = Rh1⊕Rh2⊕Rh3 and its dual h∗R = {β = xα1+yα2+zα3 ∈
h∗ ∣ x, y, z ∈ R} with indefinite non-degenerate quadratic form of signature (2,1) determined
by the GCM A, ∣∣β∣∣2 = [β]tA[β] = 2(x2 − 2xy + y2 − yz + z2)
where [β] is the coordinate vector of β with respect to Π, so h∗R ≃ R(2,1). For c ∈ R,
Sc = {β ∈ h∗R ∣ ∣∣β∣∣2 = c} (1.5)
is a quadric surface, either a hyperboloid or a cone (see Figure 1.1 for examples).
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If we set a = z − y, b = x − y, c = −z, we obtain
∣∣β∣∣2 = 2(b2 − ac) = −2 det⎡⎢⎢⎢⎢⎣
a b
b c
⎤⎥⎥⎥⎥⎦ . (1.6)
We are therefore motivated to represent any β ∈ h∗R as a 2 × 2 real symmetric matrix:
β = ⎡⎢⎢⎢⎢⎣
a b
b c
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
z − y x − y
x − y −z
⎤⎥⎥⎥⎥⎦ = x
⎡⎢⎢⎢⎢⎣
0 1
1 0
⎤⎥⎥⎥⎥⎦ + y
⎡⎢⎢⎢⎢⎣
−1 −1−1 0
⎤⎥⎥⎥⎥⎦ + z
⎡⎢⎢⎢⎢⎣
1 0
0 −1
⎤⎥⎥⎥⎥⎦ ,
so the simple roots are:
α1 = ⎡⎢⎢⎢⎢⎣
0 1
1 0
⎤⎥⎥⎥⎥⎦ , α2 =
⎡⎢⎢⎢⎢⎣
−1 −1−1 0
⎤⎥⎥⎥⎥⎦ , and α3 =
⎡⎢⎢⎢⎢⎣
1 0
0 −1
⎤⎥⎥⎥⎥⎦ . (1.7)
By polarization of the above quadratic form, we obtain the following non-degenerate
linear form (in the second entry) on h∗R represented by A with respect to the basis Π:
⟨α,α′⟩ = [α]tA[α′] = 1
2
(∣∣α + α′∣∣2 − ∣∣α∣∣2 − ∣∣α′∣∣2) .
For α = ⎡⎢⎢⎢⎢⎣
a b
b c
⎤⎥⎥⎥⎥⎦ , α′ =
⎡⎢⎢⎢⎢⎣
a′ b′
b′ c′
⎤⎥⎥⎥⎥⎦ ∈ h∗R, we have
⟨α,α′⟩ = 1
2
(2[(b + b′)2 − (a + c′)(c + c′)] − 2[b2 − ac] − 2[b′2 − a′c′])
= 2bb′ − ac′ − a′c. (1.8)
Note that for i, j = 1,2,3, this formula gives ⟨αi, αj⟩ = aij = αj(hi).
The Weyl group W has a presentation as a Coxeter group
W = ⟨w1,w2,w3 ∣ w2i = 1, (w1w3)2 = (w2w3)3 = 1⟩,
which is actually a hyperbolic triangle group and matrix group,
W ≃ T (2,3,∞) ≃ PGL2(Z) = {M ∈ Z22 ∣ detM = ±1}/{±I}.
The latter isomorphism will prove especially useful since it will allow us to realize elements
of W by 2 × 2 matrices.
We have the partition of Φ = Φre ∪Φim, where
Φre = {α ∈ Q ∣ ∣∣α∣∣2 = 2} and Φim = {α ∈ Q ∣ ∣∣α∣∣2 ≤ 0}.
Φre is contained in the hyperboloid of one sheet, S2, shown in Figure 1.1a. (Note that the
roots on this hyperboloid are partitioned into two colors, corresponding to the partition of
Φre into two disjoint W -orbits of Π [CCFP].) Also,
Φim ⊂ ∞⋃
n=0S−2n,
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(a) The hyperboloid of one sheet S2 and real roots Φre. (b) A hyperboloid of two sheets S−2 and its imaginary
roots.
Figure 1.1: Quadric surfaces of constant squared-length in h∗R.
where S0 is the null-cone and S−2n for n ≥ 1 are hyperboloids of two sheets strictly inside
the light-cone, defined to be
LC = {α ∈ h∗R ∣ (α,α) ≤ 0}.
If ∣∣α∣∣2 = 0 (so α lies on the null-cone) then Mult(α) = 1. A portion of S−2 is shown in
Figure 1.1b. The light-cone is partitioned into the backward and forward light-cones,
LC = LC− ∪LC+,
such that Φim± ⊂ LC±. For α = ⎡⎢⎢⎢⎢⎣
a b
b c
⎤⎥⎥⎥⎥⎦ ∈ Φim with ∣∣α∣∣2 = 2(b2 − ac) < 0, then if c > 0, then
α ∈ Φim− ⊂ LC−, and if c < 0, then α ∈ Φim+ ⊂ LC+ .
As Figure 1.1b indicates, for each n > 0, there is a “positive” sheet of S−n that lies in
LC+ and a “negative” sheet that lies in LC−. Since each sheet is W -invariant, we have that
W (LC±) = LC±, and
W (LC+) ∩W (LC−) = {0}. (1.9)
We can also represent the real and imaginary roots as
Φre = {α ∈ Φ ∣ det(α) = −1} and Φim = {α ∈ Φ ∣ det(α) ≥ 0}.
The formulas for the simple reflections determine their actions on α = ⎡⎢⎢⎢⎢⎣
a b
b c
⎤⎥⎥⎥⎥⎦ ∶
w1α = ⎡⎢⎢⎢⎢⎣
a −b−b c
⎤⎥⎥⎥⎥⎦ , w2α =
⎡⎢⎢⎢⎢⎣
a − 2b + c c − b
c − b c
⎤⎥⎥⎥⎥⎦ , w3α =
⎡⎢⎢⎢⎢⎣
c b
b a
⎤⎥⎥⎥⎥⎦ .
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Defining the three matrices
M1 = ⎡⎢⎢⎢⎢⎣
1 0
0 −1
⎤⎥⎥⎥⎥⎦ , M2 =
⎡⎢⎢⎢⎢⎣
−1 1
0 1
⎤⎥⎥⎥⎥⎦ , M3 =
⎡⎢⎢⎢⎢⎣
0 1
1 0
⎤⎥⎥⎥⎥⎦ ,
we see that for i = 1,2,3, wiα =MiαM ti . If w = wi1⋯wis ∈W then there is a corresponding
M =Mi1⋯Mis ∈ PGL2(Z) such that w(α) =MαM t.
Using
A−1 = ⎛⎜⎜⎜⎝
−32 −2 −1−2 −2 −1−1 −1 0
⎞⎟⎟⎟⎠ ,
we may write the fundamental weights in terms of the simple roots as follows:
ω1 = −3
2
α1 − 2α2 − α3 = ⎡⎢⎢⎢⎢⎣
1 12
1
2 1
⎤⎥⎥⎥⎥⎦ , ω2 = −2α1 − 2α2 − α3 =
⎡⎢⎢⎢⎢⎣
1 0
0 1
⎤⎥⎥⎥⎥⎦ ,
and ω3 = −α1 − α2 = ⎡⎢⎢⎢⎢⎣
1 0
0 0
⎤⎥⎥⎥⎥⎦ .
Thus for α ∈ Φ, we have
α ∈ Φ± if and only if ⟨α,±ω3⟩ = ∓c > 0. (1.10)
We also observe that if ω = ⎡⎢⎢⎢⎢⎣
a b
b c
⎤⎥⎥⎥⎥⎦ ∈ P + then a,2b, c ∈ Z and by definition 1.21,⟨α1, ω⟩ = 2b ≥ 0, ⟨α2, ω⟩ = −2b + c ≥ 0, ⟨α3, ω⟩ = a − c ≥ 0,
giving us P + as the intersection of P with the three real half-spaces defined by the α⊥i ,
P + = ⎧⎪⎪⎨⎪⎪⎩ω =
⎡⎢⎢⎢⎢⎣
a b
b c
⎤⎥⎥⎥⎥⎦
RRRRRRRRRRR a,2b, c ∈ Z, a ≥ c ≥ 2b ≥ 0
⎫⎪⎪⎬⎪⎪⎭.
Note that P + ⊂ LC− since for ω ∈ P +,
det(ω) = ac − b2 ≥ (2b)(2b) − b2 = 3b2 ≥ 0.
The (positive) Tits cone T+ is defined to be the strict interior of the forward light-cone LC+,
namely,
T+ = {α ∈ LC+ ∣ (α,α) < 0}.
Define P − = −P +. Then a result of Kac ([K2]) shows that P − is a fundamental domain for
the action of the Weyl group on P ∩ LC+, the weight lattice points which lie within the
forward light-cone LC+ (including points on the null cone).
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Figure 1.2: P − is bounded by the reflecting planes α⊥1, α⊥2, α⊥3. The null-cone is shown in yellow.
1.4 Feingold-Frenkel decomposition of F with respect to A(1)1
In [FF], Feingold and Frenkel investigated the decomposition of F with respect to a rank
2 affine subalgebra. Consider the generalized Cartan matrix
⎛⎝ 2 −2−2 2 ⎞⎠ ,
and consider the subalgebra of F generated by {ei, fi, hi ∣ i = 1,2}. The bilinear form on F
restricted to this subspace is degenerate, however, so the corresponding simple roots α1, α2
are no longer linearly independent. This subalgebra is isomorphic to the central extension
of the loop algebra,
sl2(C)⊗C[t, t−1]⊕Cc,
where sl2(C) is the simple finite-dimensional Lie algebra with basis {e, f, h}. To endow this
algebra with a symmetric invariant nondegenerate bilinear form, the usual approach is to
extend the Cartan subalgebra by adding the derivation d = −t ddt . The resulting affinization
of sl2(C),
ŝl2(C) = sl2(C)⊗C[t, t−1]⊕Cc⊕Cd
is an affine KM algebra. Feingold and Frenkel then give an embedding of ŝl2(C) in F defined
by
h⊗ 1↦ h1, c↦ h1 + h2, d↦ h1 + h2 + h3,
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e⊗ 1↦ e1, f ⊗ 1↦ f1, f ⊗ t↦ e2, e⊗ t−1 ↦ f2.
We refer to this subalgebra as Aff . Note the Cartans of Aff and F are the same.
The simple roots ΠAff = {α1, α2} immediately give us
• the affine plane Rα1 ⊕Rα2 ⊂ h∗R,
• the affine root sublattice QAff = Zα1 +Zα2,
• the affine Weyl group WAff = ⟨w1,w2⟩ <W ,
• the affine null root δ = α1 + α2,
• the affine root subsystem ΦAff = {nδ ∣ 0 ≠ n ∈ Z} ∪ {mδ ± α1 ∣m ∈ Z} ⊂ Φ,
• the affine real roots, ΦreAff =WAff ΠAff = {mδ ± α1 ∣m ∈ Z} = {α ∈ QAff ∣ ∣∣α∣∣2 = 2},
• the affine imaginary roots ΦimAff = {nδ ∣ 0 ≠ n ∈ Z} = {α ∈ QAff ∣ ∣∣α∣∣2 = 0},
• the affine fundamental weights {ω1, ω2},
• the affine weight sublattice PAff = Zω1 +Zω2 ⊂ P , and
• the affine fundamental domain P ±Aff = P ± ∩ (Rα1 ⊕Rα2).
Feingold and Frenkel showed that F can be decomposed into an infinite sum of Aff -
modules, graded by level. The levels of F with respect to Aff were determined as follows.
The affine plane is level 0, and it contains roots of the form
n1α1 + n2α2 = ⎡⎢⎢⎢⎢⎣
−n2 n1 − n2
n1 − n2 0
⎤⎥⎥⎥⎥⎦ .
The non-zero levels were determined by adding multiples of the root γ = α1 + α2 + α3 =⎡⎢⎢⎢⎢⎣
0 0
0 −1
⎤⎥⎥⎥⎥⎦ to the affine plane, so the “level m affine plane” is Rα1 ⊕Rα2 +mγ, and the root
system is partitioned as Φ = ⋃
m∈Z∆m, where
∆m = ∆Aff ,m = Φ ∩ (Rα1 ⊕Rα2 +mγ) = ⎧⎪⎪⎨⎪⎪⎩β ∈ Φ
RRRRRRRRRRR β =
⎡⎢⎢⎢⎢⎣
a b
b −m
⎤⎥⎥⎥⎥⎦ , a, b,m ∈ Z
⎫⎪⎪⎬⎪⎪⎭
is the set of all affine level m roots. The inner product gives a useful method for determining
the level of any root in Φ. Let δ = (α1 + α2) = ⎡⎢⎢⎢⎢⎣
−1 0
0 0
⎤⎥⎥⎥⎥⎦. Then
⟨ − δ,α⟩ = ⟨ ⎡⎢⎢⎢⎢⎣
1 0
0 0
⎤⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎣
a b
b −m
⎤⎥⎥⎥⎥⎦ ⟩ =m.
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We refer to the root spaces of level m as Aff (m), thus giving the Z-grading mentioned
above as F = ⊕
m∈ZAff (m).
For each m ∈ Z, the action of Aff preserves Aff (m), making Aff (m) an Aff -module. By
Kac [K2], each slice Aff (m) therefore has a decomposition into a direct sum of irreducibleAff -modules. Additionally, each irreducible module V has a weight space decomposition
V = ⊕
µ∈∆m Vµ, where Vµ = V ∩Fµ.
The adjoint representation is the only non-standard Aff -module occurring in this decom-
position of F . (We will see more examples of non-standard modules in the decomposition
with respect to Fib in later chapters.) Besides the adjoint representation, each irreducible
integrable module V of the decomposition of F with respect to Aff is standard.
Kac showed that if g is an affine KM algebra of rank l + 1 then the multiplicity of every
imaginary root of g is l [K2]. Therefore the dimension of every root space in Aff (0) is
1. Dimensions of the weight spaces in Aff (1), whose dominant integral weights are of the
Figure 1.3: Aff (1). Weights of the fundamental domain lie on the center line.
form
⎛⎝ n 00 1 ⎞⎠ where n ≥ −1 (see Figure 1.3), had already been discovered by Feingold and
Lepowsky [FL] to be
Mult
⎛⎝ n 00 1 ⎞⎠ = p(n + 1),
where p(n) is the classical partition function, with generating function ∑
m≥0p(m)qm =∏k≥1(1−
qk)−1. The particular geometry of this module was the key to the proof, and the fact that all
dominant integral weights occur on the central line simplified the Racah-Speiser recursion
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to Euler’s recursion for the classical partition function. In addition, Aff (1) was found to
be a single irreducible Aff -module, thus the irreducible decompositions for levels 0 and ±1
were completely determined.
Of course, as the level increases, so does the size of the dominant integral region and hence
the complexity of the problem. In Aff (2), [FF] found the fundamental domain to consist of
two lines of roots, of the form
⎛⎝ n 00 2 ⎞⎠ and ⎛⎝ n 11 2 ⎞⎠ for n ≥ 0. Here, the vertex operator
construction of Aff (1) from [LW] was used to decompose the tensor product Aff (1)⊗Aff (1)
into symmetric and antisymmetric tensors. Further analysis of the antisymmetric tensors
that correspond to commutators in [Aff (1),Aff (1)] resulted in a complete determination
of Aff (2) root multiplicities,
Mult
⎛⎝ n 00 2 ⎞⎠ = p′(2n + 1) and Mult⎛⎝ n 11 2 ⎞⎠ = p′(2n)
where p′(m) is a ‘modified partition function’ whose generating function
∑
m≥0p′(m)qm = (∏k≥1(1 − qk)−1)(1 − q20 + q22 −⋯)
agrees with the classical function for the first 20 terms.
This method of tensor decomposition of higher levels with respect to Aff was then used
by Kang in several papers of the 1990s (e.g. [Ka1], [Ka2]), eventually giving results up to
level 5. The question for higher levels is still open, as is finding a closed form formula for
the multiplicity of an arbitrary root of F .
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Chapter 2 The Fibonacci subalgebra Fib of F
As an alternative to finding a decomposition of F with respect to Aff , it is possible to
decompose F with respect to other rank 2 subalgebras inside F . We wish to explore howF decomposes with respect to a particular rank 2 subalgebra of hyperbolic type. We will
show that one of the crucial differences is the emergence of several non-standard modules,
which are irreducible and integrable like the adjoint representation, but are not generated
by either a highest- or lowest-weight vector. The affine decomposition of F does not contain
non-standard modules, except for the adjoint. We will discuss non-standard modules briefly
in this section, and explore them in greater depth in Chapter 5.
Feingold and Nicolai [FN] showed that all of the rank 2 hyperbolic KM Lie algebras,
whose GCM are given by
B(n) = ⎛⎝ 2 −n−n 2 ⎞⎠
for n ≥ 3 and which we denote by H(n), are contained in F . In other words, there exist
roots β1, β2 ∈ Φre such that B(n) = (⟨βi, βj⟩). Also, there exist Serre generators
Ei = Ei(n) ∈ Fβi , Fi = Fi(n) ∈ F−βi , and Hi =Hi(n) = [Ei, Fi] ∈ h
of an algebra isomorphic to H(n), whose Cartan subalgebra is h(n) = CH1 ⊕CH2. We use
the notation hR(n) = RH1 ⊕ RH2. (Recall from the previous section that hAff = h, while
h(n) ⊊ h.) Furthermore, the dual h(n)∗R has inner product (⋅, ⋅)n determined by B(n) which
agrees with the inner product on h∗R determined by A.
The simplest case is when n = 3, giving the Cartan matrix
B(3) = (bij) = ⎛⎝ 2 −3−3 2 ⎞⎠
which corresponds to H(3), the simplest rank 2 KM algebra of hyperbolic type. Feingold
[F1] discovered that the Fibonacci numbers occur in an interesting way in the Weyl-Kac
denominator formula for this algebra. We therefore refer toH(3) as the Fibonacci hyperbolic.
In order to decompose F with respect to a subalgebra isomorphic to H(3), we must first
find a realization of H(3) inside F . The resulting subalgebra will be denoted by Fib. First,
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we find two positive real root vectors whose corresponding roots β1, β2 ∈ Φre are simple roots
of H(3). Following [FN] we could choose β1 and β2 to be⎡⎢⎢⎢⎢⎣
1 0
0 −1
⎤⎥⎥⎥⎥⎦ = α3 and
⎡⎢⎢⎢⎢⎣
−3 ±1±1 0
⎤⎥⎥⎥⎥⎦ ,
respectively, so β2 = 2α1 + 3α2 or 2α1 + 4α2. However, there is a choice whereby β1 and
β2 have lower combined height, which will be helpful for multibracket and vertex algebra
calculations in later sections. Similar to [FN] we choose one root to be in Π. We cannot
choose α1 since for any other α ∈ Φre we get
⟨α1, α⟩ = ⟨ ⎡⎢⎢⎢⎢⎣
0 1
1 0
⎤⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎣
a b
b c
⎤⎥⎥⎥⎥⎦ ⟩ = 2b ≠ −3,
since b ∈ Z. Choosing α2 gives the condition
⟨α2, α⟩ = ⟨ ⎡⎢⎢⎢⎢⎣
−1 −1−1 0
⎤⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎣
a b
b c
⎤⎥⎥⎥⎥⎦ ⟩ = −2b + c = −3,
and α ∈ Φre gives the additional condition ac− b2 = −1. Setting a = 0 and b = 1 yields c = −1,
hence α = ⎡⎢⎢⎢⎢⎣
0 1
1 −1
⎤⎥⎥⎥⎥⎦ is a valid candidate for the second simple root.
In the following proposition, we use the multibracket notation from Definition 1.38.
Proposition 2.1. Let β1 = ⎡⎢⎢⎢⎢⎣
0 1
1 −1
⎤⎥⎥⎥⎥⎦ = 2α1 + α2 + α3, β2 =
⎡⎢⎢⎢⎢⎣
−1 −1−1 0
⎤⎥⎥⎥⎥⎦ = α2 ∈ Φ. Then
β1, β2 are simple roots of a subalgebra of F , denoted by Fib, which is isomorphic to H(3).
The elements
E1 = 1
2
e1123 ∈ Fβ1 , F1 = −12f1123 ∈ F−β1 , E2 = e2 ∈ Fβ2 , F2 = f2 ∈ F−β2 ,
H1 = 2h1 + h2 + h3, H2 = h2 ∈ h
are Serre generators of Fib. We denote the C-span of H1,H2 by hFib, the R-span of H1,H2
by (hFib)R, and the Fib subroot system of Φ by ∆ = ∆Fib. Also, ν restricts to the Cartan
involution of Fib, which we also denote by ν, in other words, ν(Ei) = −Fi and ν(Hi) = −Hi
for i = 1,2.
Proof. We show these generators satisfy the Serre relations of H(3).
1) Clearly H1 and H2 commute.
2) We have [E1, F2] = −12[f2, e1123] = 0, [E2, F1] = 12[e2, f1123] = 0, and [E2, F2] =[e2, f2] = h2 = H2. The next calculation shows that [E1, F1] = H1, and makes use of
the multibracket identities that follow from Theorem B.1, listed in Appendix B.
[E1, F1] = −1
4
[e1123, f1123] = −1
4
([[e1, f1123], e123] + [e1, [e123, f1123]])
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= −1
4
([2f123, e123] + [e1, [[e123, f1], f123] + [f1, [e123, f123]]])
= 1
4
(2[e1, [e23, f123]] + 2[[e1, f123], e23] + 2[e1, [e23, f123]]
− [e1, [f1, [e1, [e23, f123]] + [[e1, f123], e23]]])
= 1
4
(4[e1, [e2, [e3, f123]] + [


[e2, f123], e3]] − 4[e23, f23]
− [e1, [f1, [e1, [e2, [e3, f123]] + [


[e2, f123], e3]]]] − 2[e1, [f1, [f23, e23]]])
= 1
4
( − 4[e1, [e2, f12]] + 4[f2, [f3, e23]] + 4[[f2, e23], f3]
+ [e1, [f1, [e1, [e2, f12]]]] − 2[e1, [f1, [f2,−e2] + [e3, f3]]])
= 1
4
( − 4[e1,−2f1] + 4[f2,−e2] + 4[e3, f3] + [e1, [f1, [e1,−2f1]]] − 2[e1, [f1, h2 + h3]])
= 1
4
(8h1 + 4h2 + 4h3 + [e1, [f1,−2h1]] − 2[e1,−2f1 + 0])
= 1
4
(8h1 + 4h2 + 4h3 −(((((((([e1,−4f1 + 4f1]) = 2h1 + h2 + h3,
which is exactly H1. We also have [E2, F2] = [e2, f2] = h2 =H2.
3) The following calculations show that [Hi,Ej] = bjiEj for i, j = 1,2.
[H1,E1] = [2h1 +h2 +h3,E1] = β1(2h1 +h2 +h3)E1 = (2α1 +α2 +α3)(2h1 +h2 +h3)E1 = 2E1,
[H1,E2] = [2h1 + h2 + h3, e2] = β2(2h1 + h2 + h3)e2 = α2(2h1 + h2 + h3)e2 = −3e2 = −3E2,[H2,E1] = [h2,E1] = β1(h2)E1 = (2α1 + α2 + α3)(h2)E1 = −3E1, and [H2,E2] = 2E2.
4) It can easily be shown based on (3) above that [Hi, Fj] = −bjiFj .
5) We now show (adEj)1−bijEj = 0 for 1 ≤ i ≠ j ≤ 2. First, we have that
[E2,E1] ∈ F2α1+2α2+α3 , [E2, [E2,E1]] ∈ F2α1+3α2+α3 , [E2, [E2, [E2,E1]]] ∈ F2α1+4α2+α3
are all root space vectors, since the squared-lengths of their corresponding roots are:
∣∣2α1 + 2α2 + α3∣∣ = 2(4 − 8 + 4 − 2 + 1) = −2, ∣∣2α1 + 3α2 + α3∣∣ = 2(4 − 12 + 9 − 3 + 1) = −2,
and ∣∣2α1 + 4α2 + α3∣∣ = 2(4 − 16 + 16 − 4 + 1) = 2.
However, [E2, [E2, [E2, [E2,E1]]]] is not a root space vector since ∣∣2α1 + 5α2 + α3∣∣ = 2(4 −
20 + 25 − 5 + 1) = 10, therefore 2α1 + 5α2 + α3 ∉ ∆ and (adE2)4E1 = 0.
Similarly,
[E1,E2] ∈ F2α1+2α2+α3 , [E1, [E1,E2]] ∈ F4α1+3α2+2α3 , [E1, [E1, [E1,E2]]] ∈ F6α1+4α2+3α3
are root space vectors since
∣∣2α1 + 2α2 + α3∣∣ = 2(4 − 8 + 4 − 2 + 1) = −2, ∣∣4α1 + 3α2 + 2α3∣∣ = 2(16 − 24 + 9 − 6 + 4) = −2,
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and ∣∣6α1 + 4α2 + 3α3∣∣ = 2(36 − 48 + 16 − 12 + 9) = 2,
but [E1, [E1, [E1, [E1,E2]]]] ∈ F8α1+5α2+4α3 is not since ∣∣8α1 + 5α2 + 4α3∣∣ = 2(64− 80+ 25−
20 + 16) = 10, giving us (adE1)4E2 = 0.
6) Multibracket calculations involving F1 and F2 similar to (5) above will show that(adFi)−aij+1(Fj) = 0, i ≠ j.
The rest is obvious.
The proposition allows us to identify the dual Cartan subalgebra of H(3) with the dual
Cartan h∗Fib of Fib. As before, we call (h∗Fib)R = Rβ1 ⊕ Rβ2 the Fib-plane. The roots ofFib, ∆, lie in the Fib root lattice, QFib = Zβ1 +Zβ2.
Figure 2.1: Fib-plane Rβ1 ⊕ Rβ2 ‘slicing’ through S2, the real root hyperboloid of F . Shown are
real roots of F . The two colors correspond to the two Weyl orbits of Φre.
Proposition 2.2. We have QFib = Q ∩ (Rβ1 ⊕Rβ2).
Proof. The containment ⊆ is obvious. For the reverse containment, let α ∈ Q∩ (Rβ1⊕Rβ2).
Then α = n1α1 + n2α2 + n3α3 = c1β1 + c2β2, where each ni ∈ Z and each ci ∈ R. Then
n1α1 + n2α2 + n3α3 = 2c1α1 + (c1 + c2)α2 + c1α3
implies that c1, c2 ∈ Z, so α ∈ QFib.
Since (h∗Fib)R inherits the bilinear form from h∗R, we have
∆re = {β ∈ QFib ∣ ∣∣β∣∣2 = 2} = Φre ∩ (Rβ1 ⊕Rβ2),
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∆im = {β ∈ QFib ∣ ∣∣β∣∣2 ≤ 0} = Φim ∩ (Rβ1 ⊕Rβ2),
and
∆ = Φ ∩ (Rβ1 ⊕Rβ2).
For any root β ∈ ∆,
β = n1β1 + n2β2 = ⎡⎢⎢⎢⎢⎣
−n2 n1 − n2
n1 − n2 −n1
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
a b
b c
⎤⎥⎥⎥⎥⎦
for some integers n1, n2 both non-negative or non-positive, so a = b+c describes the Fib-plane
(for a, b, c ∈ R).
Define λ1, λ2 ∈ Rβ1 ⊕Rβ2 to be fundamental weights for Fib, in other words,
⟨βi, λj⟩ = λj(Hi) = δij . (2.1)
Since B(3)−1 = −15 ⎛⎝ 2 33 2 ⎞⎠ , we have
λ1 = −1
5
(2β1 + 3β2) = 1
5
⎡⎢⎢⎢⎢⎣
3 1
1 2
⎤⎥⎥⎥⎥⎦ and λ2 = −15(3β1 + 2β2) = 15
⎡⎢⎢⎢⎢⎣
2 −1−1 3
⎤⎥⎥⎥⎥⎦ .
Denote the weight lattice determined by these fundamental weights by
PFib = Zλ1 +Zλ2.
We have the simple reflections r1 = w1w2w3w2w1 and r2 = w2, since
r1β1 = w1w2w3w2w1(2α1 + α2 + α3) = w1w2w3w2(α2 + α3) = w1w2w3(α3)= w1w2(−α3) = −w1(α2 + α3) = −(2α1 + α2 + α3) = −β1 = β1 − ⟨β1, β1⟩β1,
r1β2 = w1w2w3w2w1α2 = w1w2w3w2(2α1 + α2) = w1w2w3(2α1 + 3α2)= w1w2(2α1 + 3α2 + 3α3) = w1(2α1 + 4α2 + 3α3) = (6α1 + 4α2 + 3α3)= 3β1 + β2 = β2 − ⟨β1, β2⟩β1,
r2β2 = w2α2 = −α2 = −β2 = β2 − ⟨β2, β2⟩β2,
r2β1 = w2(2α1 + α2 + α3) = 2α1 + 4α2 + α3 = β1 + 3β2 = β1 − ⟨β2, β1⟩β2.
Thus the matrices corresponding to r1, r2 (as in section 1.3) are
Mr1 =M1M2M3M2M1 = ⎡⎢⎢⎢⎢⎣
−1 0
1 1
⎤⎥⎥⎥⎥⎦ , and Mr2 =M2 =
⎡⎢⎢⎢⎢⎣
−1 1
0 1
⎤⎥⎥⎥⎥⎦ .
The Weyl group WFib = ⟨r1, r2⟩ <W permutes the roots ∆ which is a subset of the Fib-
plane Rβ1⊕Rβ2 ≃ R(1,1) ⊂ R(2,1) ≃ h∗R. We also have that ∆re =WFibΠFib and ∆im = ∆/∆re.
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We have the sets of real fixed points in h∗R for r1, r2,
β⊥i = {β ∈ h∗R ∣ (β, βi) = 0}
whose intersection with the Fib-plane are the reflecting lines for WFib,
β⊥1 ∩ (Rβ1 ⊕Rβ2) = Rλ2 and β⊥2 ∩ (Rβ1 ⊕Rβ2) = Rλ1.
We also have that β⊥2 = α⊥2 . The reflecting planes α⊥1 and α⊥3 intersect the Fib-plane in the
same line, R(λ1 + λ2) = α⊥1 ∩ α⊥3 .
	
1 2
w21w12
w2w12w1w21
-1-2
-w12-w21
-w1w21-w2w12
1-6 -4 -2 2 4 6
-10
-5
5
10
Figure 2.2: The Fib root system ∆. Real roots lie on the red hyperbola, imaginary roots lie on the
blue hyperbolas. The inner green lines show the reflecting planes Rλ1, Rλ2. The gray lines are theFib null-cone.
The curves of constant squared-length in the Fib-plane are
SFib,c = Sc ∩ (Rβ1 ⊕Rβ2).
SFib,0 is the Fib null-cone, a pair of lines that intersect at the origin. If µ = c1β1 + c2β2 ∈
SFib,0, then ⟨µ,µ⟩ = 2c21−3c1c2+2c22 = 0. Dividing both sides by c21 gives ( c2c1 )2−3( c2c1 )+1 = 0.
The solution c2c1 = 3±√52 shows that the null-cone lines have irrational slope, therefore no
roots of Fib lie on the null-cone.
For each even n ≤ 2, n ≠ 0, SFib,n is a disjoint union of two branches of a hyperbola. Each
branch of the real hyperbola SFib,2 contains roots of both orbits of ∆re =WFib{β1}∪WFib{β2}
([F1]). We have the Fib light-cone
LCFib = LC ∩ (Rβ1 ⊕Rβ2)
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which partitions into the forward and backward Fib light-cones,
LCFib,± = LC± ∩ (Rβ1 ⊕Rβ2),
and the positive Fib Tits cone,
TFib,+ = T+ ∩ (Rβ1 ⊕Rβ2).
Figure 2.2 indicates, for each even n > 0, there is a “positive” branch of SFib,−n that lies in
LCFib,+ and a “negative” branch that lies in LCFib,−. Since each branch is WFib-invariant,
we have that WFib(LCFib,±) = LCFib,±, and
WFib(LCFib,+) ∩WFib(LCFib,−) = {0}. (2.2)
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Chapter 3 Fib-modules in F
Our main goal is to study the decomposition of F with respect to Fib that is analogous to
the Feingold-Frenkel decomposition of F into Aff -modules outlined in Section 1.4. We first
introduce the similar notion of Fibonacci level by slicing Φ into planes parallel to the Fib-
plane, and show that F has a decomposition into Fib-modules, graded by Fibonacci level.
From this point onwards “level” shall refer to the Fibonacci level. The next two chapters
will then explore the decompositions of certain levels in greater detail.
3.1 The level m Fib-module Fib(m), m ∈ Z
The level m Fib-plane is Rβ1 ⊕ Rβ2 +mγFib where γFib = −α1 − α2 = ⎡⎢⎢⎢⎢⎣
1 0
0 0
⎤⎥⎥⎥⎥⎦. Then for
each m ∈ Z, the level m roots are
∆m = ∆m = ⎧⎪⎪⎨⎪⎪⎩β ∈ Φ
RRRRRRRRRRR β =
⎡⎢⎢⎢⎢⎣
b + c +m b
b c
⎤⎥⎥⎥⎥⎦ , b, c,m ∈ Z
⎫⎪⎪⎬⎪⎪⎭.
Moreover, given any root α = ⎡⎢⎢⎢⎢⎣
a b
b c
⎤⎥⎥⎥⎥⎦ ∈ Φ, we have α ∈ ∆a−b−c, thus we have the disjoint
union
Φ = ⋃
m∈Z∆m.
It is clear that if β ∈ ∆m then −β ∈ ∆−m so that ∆−m = −∆m.
As in Section 1.4, we use the inner product to determine the level of any root in Φ. Let
δFib = α3 − 12α1 = ⎡⎢⎢⎢⎢⎣
1 −12−12 −1
⎤⎥⎥⎥⎥⎦ ∈ P . Then for any β ∈ ∆m,
⟨δFib, β⟩ = ⟨ ⎡⎢⎢⎢⎢⎣
1 −12−12 −1
⎤⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎣
b + c +m b
b c
⎤⎥⎥⎥⎥⎦ ⟩ = 2( − 12)b − c − (−1)(b + c +m) =m.
We define Fib-level m to be Fib(m) = ⊕
β∈∆mFβ. (3.1)
The levels provide a Z-grading of F according to planes parallel to the Fib-plane,
F = ⊕
m∈ZFib(m). (3.2)
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(a) Level -3 (b) Level -2 (c) Level -1
(d) Level 0 (e) Level 1 (f) Level 2
Figure 3.1: Fib levels -3 through 2 slicing through the hyperboloid S2. Imaginary roots on each
level are not shown. Real roots lie on the blue hyperbolas S2 ∩ (Rβ1 ⊕Rβ2 +mγ).
Let pi ∶ h∗R → Rβ1 ⊕Rβ2 be the projection map given by
pi(µ) = µ(H1)λ1 + µ(H2)λ2. (3.3)
Note that for H ∈ (hFib)R, pi(µ)(H) = µ(H), and also, WFib and pi commute.
Proposition 3.1. For m ∈ Z, Fib(m) is an hFib-diagonalizable, integrable Fib-module
where the action is the restriction to Fib of the adjoint action of F . In particular,
1) the weights of Fib(m) are P (Fib(m)) = pi(∆m),
2) if β ∈ ∆m and x ∈ Fβ, then adHx = pi(β)(H)x for H ∈ hFib,
3) ∆m and P (Fib(m)) are WFib-invariant,
4) pi(β⊥i ) = Rλ3−i = β⊥i ∩ (Rβ1 ⊕Rβ2) for i = 1,2,
5) pi(P ±) ⊂ P ±Fib.
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Proof. Let β = ⎡⎢⎢⎢⎢⎣
b + c +m b
b c
⎤⎥⎥⎥⎥⎦ ∈ ∆m and x ∈ Fβ . Then
adEix = [Ei, x] ∈ Fβi+β ⊂ Fib(m) and adFix = [Fi, x] ∈ F−βi+β ⊂ Fib(m),
and the action of each Ei and Fi for i = 1,2 is locally nilpotent on Fib(m) since it is a
multibracket of the Serre generators of F , which have locally nilpotent action on all of F .
Moreover, Fib(m) is hFib-diagonalizable since for β ∈ ∆m and x ∈ Fβ ,
adHx = [H,x] = β(H)x = pi(β)(H)x ∈ Fβ for H ∈ hFib,
which proves 1) and 2).
We have
r1β = ⎡⎢⎢⎢⎢⎣
−1 0
1 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
b + c +m b
b c
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
−1 1
0 1
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
b + c +m −2b − c −m−2b − c −m 3b + 2c +m
⎤⎥⎥⎥⎥⎦ ,
thus r1β ∈ ∆m. Similarly, r2β ∈ ∆m, since
r2β = ⎡⎢⎢⎢⎢⎣
−1 1
0 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
b + c +m b
b c
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
−1 0
1 1
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
2c − b +m c − b
c − b c
⎤⎥⎥⎥⎥⎦ ,
and since WFib and pi commute, we have WFibP (Fib(m)) = P (Fib(m)), proving 3).
To show the projection map preserves the reflecting planes of WFib, let µ ∈ β⊥i for i = 1
or 2, so µ(Hi) = 0. Then pi(µ) = µ(H1)λ1 + µ(H2)λ2 = µ(H3−i)λ3−i so pi(µ) ∈ β⊥i .
For 5), let µ ∈ P −. Then pi(µ) = µ(H1)λ1 + µ(H2)λ2 = ⟨β1, µ⟩λ1 + ⟨β2, µ⟩λ2. Since⟨αi, µ⟩ = 2(αi,µ)(αi,αi) = (αi, µ) < 0 it follows that ⟨βi, µ⟩ = 2(βi,µ)(βi,βi) = (βi, µ) < 0.
When viewing Fib(m) as a Fib-module, we write the weight-space decomposition as
Fib(m) = ⊕
λ∈P (Fib(m))Fib(m)λ. (3.4)
We also have the multiplicity of λ in Fib(m),
Multm(λ) =MultFib(m)(λ) = dimF(Fβ), (3.5)
where β ∈ ∆m is such that pi(β) = λ.
Definition 3.2. If V λ is a standard or non-standard Fib-module with set of weights P (V λ),
then for µ ∈ P (V λ), the inner multiplicity of µ in V λ is
Multλ(µ) = dimV λ(V λµ ).
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3.2 Symmetries and cosets
The Cartan involution of Fib is the restriction to Fib of ν ∶ F → F determined by ν(ei) =−fi, ν(fi) = −ei for 1 ≤ i ≤ 3, and ν(h) = −h for h ∈ h. Since for α ∈ Φ, ν(Fα) = F−α we also
let ν(α) = −α. Note that MultF(α) =MultF(−α).
Remark 3.3. It is sufficient to investigate the Fib(m) decomposition for m ≥ 0, since for
all m ∈ Z, ν(Fib(m)) = Fib(−m). Moreover,
1) V λ ⊂ Fib(m) is an irreducible HW Fib-module with HWV vλ if and only if V −λ ⊂Fib(−m) is a irreducible LW Fib-module with LWV ν(vλ) = v−λ.
2) If V λ ⊂ Fib(m) is a non-standard irreducible Fib-module with a generating vector vλ
of weight λ, then V −λ ⊂ Fib(−m) is a non-standard irreducible Fib-module in Fib(−m)
with generating vector ν(vλ) of weight −λ.
The following lemma describes a symmetry in each Fib-level that allows us to consider
only positive weights in the decomposition of Fib(m) for each m ∈ Z.
Lemma 3.4. Let ψ = w1w3ν ∶ Φ→ Φ. Then ψ is an involution of Φ such that
1) ψ(∆m) = ∆m,
2) ψ fixes ±α1 and ±α3,
3) If ∣m∣ ≠ 1,2, ψ(∆m ∩Φ+) = ∆m ∩Φ−,
4) ψ(∆1 ∩Φ+/{α1}) = ∆1 ∩Φ−/{−α1},
5) ψ(∆2 ∩Φ+/{α3}) = ∆2 ∩Φ−/{−α3},
6) MultF(β) =MultF(ψ(β)),
7) ψ commutes with pi.
Proof. 1) We have Mw1w3 = ⎡⎢⎢⎢⎢⎣
1 0
0 −1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
0 1
1 0
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0 1−1 0
⎤⎥⎥⎥⎥⎦. Then
ψ(β) = −⎡⎢⎢⎢⎢⎣
0 1−1 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
a b
b c
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
0 −1
1 0
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
−c b
b −a
⎤⎥⎥⎥⎥⎦ ∈ ∆a−b−c.
In particular, if a = b + c +m then ψ(β) ∈ ∆m if β ∈ ∆m.
2 − 5) Also, ∣∣β∣∣ = ac − b2 ≥ −1⇔ ac ≥ b2 − 1, which gives us three cases:
I. If ∣b∣ ≥ 2, then ac > 0, and we have β ∈ Φ+⇔ c < 0⇔ −a > 0⇔ ψ(β) ∈ Φ−.
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II. If b = 0, then ac ≥ −1. Assume ac = −1. Then β = ±α3, and ψ(±α3) = w1w3(∓α3) = ±α3.
Now assume ac = 0. Then for some n > 0, β = ±n(α1+α2) ∈ Φ± or ∓n(α2+α2+α3) ∈ Φ∓,
and an easy computation shows that ψ permutes these two sets of roots.
III. If ∣b∣ = 1, then ac ≥ 0. If ac = 0, β = ±α1, and ψ(β) = w1w3(∓α1) = ±α1. If ac > 0 then
β ∈ Φim, and the argument from Case I still holds, so β ∈ Φ+⇔ ψ(β) ∈ Φ−.
6) follows from W - and ν-invariance of MultF(⋅) and 7) follows because both WFib and ν
commute with pi.
Remark 3.5. For m ∈ Z, ψ corresponds to a reflection across the horizontal axis in the
weight diagram for Fib(m) (when viewed as a Fib-module). Moreover for each weight λ ∈
pi(∆m), we have
Multm(λ) =Multm(ψ(λ)).
Thus, when determining the decomposition of Fib(m) into irreducible Fib-modules, it is
enough to consider only positive weights.
The Fib root lattice QFib is an index 5 sublattice of PFib, so the quotient module
PFib/QFib consists of 5 cosets. We denote the ith coset of PFib/QFib by Ki where i ∈{−2,−1,0,1,2}. Then
Ki = {Λi + n1β1 + n2β2 ∣ n1, n2 ∈ Z}, (3.6)
where the representative weight Λi ∈ pi(∆i) is from Table 3.1.
m (level) Λm weight projection−2 Λ−2 −(λ1 − λ2) = pi(−α3)−1 Λ−1 2(λ1 − λ2) = pi(α1)
0 Λ0 0 0
1 Λ1 −2(λ1 − λ2) = pi(−α1)
2 Λ2 λ1 − λ2 = pi(α3)
Table 3.1: Coset representative Λm = pi(β) for some β ∈ ∆rem , ∣m∣ ≤ 2.
Each root of Φ projects to a weight in one of the five cosets Ki (each invariant under
WFib), and all roots from the same level project to weights in the same coset. In proposition
3.6 we use a mod 5 to mean the unique integer b ∈ {0,1,2,3,4} such that b ≡ a mod 5.
Proposition 3.6. Let m ∈ Z. If β ∈ ∆m, then pi(β) ∈K(m+2)(mod 5)−2.
Proof. We have for any m ∈ Z,
β = ⎡⎢⎢⎢⎢⎣
b + c +m b
b c
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
b + c b
b c
⎤⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎣
m 0
0 0
⎤⎥⎥⎥⎥⎦ = β′ +mλ1, where β′ =
⎡⎢⎢⎢⎢⎣
b + c b
b c
⎤⎥⎥⎥⎥⎦ ∈ ∆,
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Figure 3.2: QFib is an index 5 sublattice of PFib in the Fib-plane. This figure shows only those
lattice points corresponding to real or imaginary weights of Fib.
giving the projection pi(β) = β′ +mλ1 ∈ QFib +mλ1. Thus pi(β) and mλ1 lie in the same
coset Ki(m), where i(m) ∈ {−2,−1,0,1,2}. Note also that Ki(m) is invariant under addition
by Z-linear combinations of the simple roots, so that
mλ1 +mβ2 = −2m(λ1 − λ2)
also lies in Ki(m). Using Table 3.1, we have i(m) = (m + 2)(mod 5) − 2.
It can be seen that the projection map partitions the levels with respect to Fib. Let
L = {∆m ∣ m ∈ Z}. For ∣m∣ ≤ 2, the pullback pi−1(Km) = {∆j ∣ j ≡ m(mod 5)} is an
equivalence class of levels, giving the partition L = ⊔∣m∣≤2pi−1(Km).
3.3 Is Fib(m) completely reducible for all m ∈ Z?
We now return to the investigation of the decomposition of F into a direct sum of irreducibleFib-modules. Recall that in [FF], it was shown that Aff (0) was the single irreducible adjoint
representation, and each Aff (m) for m ≠ 0 was a direct sum of modules from either categoryO (if m > 0) or Oop (if m < 0), and so was completely reducible by Theorem 1.34. It is
therefore not unreasonable to conjecture the following for the modules Fib(m):
Conjecture 3.7. For each m ∈ Z, Fib(m) completely reduces into a direct sum of one
trivial module (on level 0), one non-standard module (on levels ∣m∣ ≤ 2), and standard
modules (highest and lowest) on all levels.
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Proposition 3.8. The only trivial Fib-modules in F are in hF .
Proof. Let V be a trivial Fib-module with set of weights P (V ) and weight-space decompo-
sition
V = ⊕
λ∈P (V )Vλ.
Let α = 3∑
i=1niαi ∈ Φ ∪ {0} such that pi(α) = λ ∈ P (V ). We will show that α is necessarily 0,
and therefore P (V ) = {0} and V ⊂ hF .
For all Xα ∈ Fα, we have [Hi,Xα] = α(Hi)Xα = 0 for i = 1,2. This gives us⎧⎪⎪⎨⎪⎪⎩
−2n1 + 2n2 − n3 = 0
2n1 − 3n2 + n3 = 0 ,
which has solutions α = c(α1 − 2α3) where c ∈ Z. However, if c ≠ 0 then α ∉ Φ, therefore α
must be 0.
The following two lemmas will help to prove that for ∣m∣ > 2, Fib(m) is a direct sum of
irreducible standard modules from both category O and Oop. The cases of ∣m∣ ≤ 2 are not
as clear, and will be explored afterwards.
Lemma 3.9. If β ∈ ∆m for m ∈ Z, then ∣∣pi(β)∣∣2 = ∣∣β∣∣2 − 2m2
5
.
Proof. Write β = ⎡⎢⎢⎢⎢⎣
b + c +m b
b c
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
b + c b
b c
⎤⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎣
m 0
0 0
⎤⎥⎥⎥⎥⎦ , so that β = (−c)β1+(−b−c)β2+
m(−α1 − α2). Then the projection
pi(β) = β(H1)λ1 + β(H2)λ2 = (3b + c +m)λ1 + (c − 2b)λ2,
and
∣∣pi(β)∣∣2 = ⟨(3b + c +m)λ1 + (c − 2b)λ2, (3b + c +m)λ1 + (c − 2b)λ2⟩
= −2
5
[(3b + c +m)2 + (c − 2b)2] − 2(3
5
)(3b + c +m)(c − 2b)
= 2b2 − 2c2 − 2(b +m)c − 2m2
5
= ∣∣β∣∣2 − 2m2
5
.
This immediately gives the following.
Lemma 3.10. We have:
a) If ∣m∣ > 2 and β ∈ ∆m, then ∣∣pi(β)∣∣2 < 0. In other words, pi(∆m) ⊂ LCFib.
b) If ∣m∣ ≤ 2 and β ∈ ∆m, then ∣∣pi(β)∣∣2 > 0 if and only if β is real (∣∣β∣∣2 = 2).
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Proposition 3.11. If ∣m∣ > 2, then Fib(m) is a sum of integrable highest-weight Fib-
modules in category O (which are therefore completely reducible) and integrable lowest-weightFib-modules in category Oop (which are also completely reducible), hence Fib(m) is com-
pletely reducible.
Proof. We have the set of weights P (Fib(m)) = pi(∆m) = P (Fib(m))− ∪ P (Fib(m))+, and
we consider Fib(m)± (as in Definition 1.41). By Lemma 3.10, if ∣m∣ > 2 then P (Fib(m))
contains only imaginary weights inside the light-cone on level 0, so P (Fib(m))± ⊂ LC∓.
Furthermore, since WFib(LC+) ∩WFib(LC−) = {0}, we have that Fib(m)+ and Fib(m)−
are integrable Fib-modules from category O and Oop, respectively. By Theorem 1.34 and
Remark 3.3, Fib(m)+ (resp. Fib(m)−) completely reduces as a direct sum of irreducible
highest-weight (resp. lowest-weight) Fib-modules. Thus, Fib(m) = Fib(m)− ⊕Fib(m)+ is
completely reducible.
Lemma 3.12. If V ⊆ Fib(m) is a standard highest-weight Fib-module, then P (V ) ⊂
LCFib,−. If V ⊆ Fib(m) is a standard lowest-weight Fib-module, then P (V ) ⊂ LCFib,+.
If V ⊆ Fib(m) is a non-standard module, then a λ ∈ P (V ) satisfying Definition 1.42 (ii) has
positive norm, and WFibλ ⊂ P (V ) ⊆ {µ ∈Km ∣ ∣∣µ∣∣ ≤ ∣∣λ∣∣}.
Proof. Let m ∈ Z and let V ⊆ Fib(m) be a standard module. Assume V is a highest-weight
module with highest weight λ ∈ P +Fib, and consider λ ≥ µ ∈ P (V ). Let µ′ ∈ P +Fib be a WFib-
conjugate of µ. Then since µ′ ≤ λ and µ,µ′ lie on a branch of the hyperbola SFib,∣∣µ∣∣2 that
lies below the hyperbola containing λ (cf. Figure 2.2), we have that ∣∣µ∣∣2 ≤ ∣∣λ∣∣2 < 0. Since
P (V ) is WFib-invariant and WFib preserves squared-length, P (V ) ⊂ LCFib,+. Similarly, if
V is a lowest-weight module with lowest weight λ ∈ P −Fib, then P (V ) ⊂ LCFib,−.
Assume V is a non-standard module but that P (V ) ⊂ LCFib. Then by Definition 1.42
(ii) there exists λ ∈ P (V ) such that λ ∉ P ±Fib, ∣∣λ∣∣ is maximal in {∣∣µ∣∣ ∣ µ ∈ P (V )}, ∣wt(λ)∣
is minimal among those, and V = U(Fib) ⋅ vλ for 0 ≠ vλ ∈ Vλ. Then λ is WFib-conjugate to
a unique weight µ ∈ P ±Fib, and since V is irreducible, V = U(Fib) ⋅ vµ for any 0 ≠ vµ ∈ Vµ.
Moreover, since λ,µ lie on the same branch of a hyperbola inside the light-cone of constant
squared-length ∣∣λ∣∣2, we have ∣wt(µ)∣ < ∣wt(λ)∣, contradicting the minimality of ∣wt(λ)∣.
Therefore, P (V ) must contain weights of positive norm, including any λ from Definition
1.42 (ii). Since P (V ) isWFib-invariant and saturated (cf. Definition 1.33), for any w ∈WFib,
β ∈ ∆, Sβ(wλ) contains weights inside LCFib. So P (V ) ⊆ {µ ∈Km ∣ ∣∣µ∣∣ ≤ ∣∣λ∣∣}.
Lemma 3.13. We have
i) pi(∆re0 ) = ∆re =WFibβ1⊔WFibβ2,
ii) If ∣m∣ = 1,2, pi(∆rem) =WFib(Λm).
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Proof. Let ∣m∣ ≤ 2. We have the “real” hyperbola pi(S2 ∩Rβ1⊕Rβ2 +mγ) = S(m)1 ∪S(m)2,
where S(m)i for i = 1,2 is a branch of a hyperbola defined by
S(m)i = {µ ∈ (h∗Fib)R ∣ ∣∣µ∣∣2 = 2 − 2m25 , ⟨µ,βi⟩ > 0 and ⟨µ,β3−i⟩ < 0}.
(In all weight diagrams in the present work, S(m)1 is on the left and S(m)2 is on the right.)
If β ∈ ∆rem , then pi(β) ∈ S(m)i for i = 1 or i = 2.
First we make the following general observations. If λ = c1λ1 + c2λ2 ∈ S(m)i, then
ci > 0, c3−i < 0 and
riλ = λ − ⟨λ,βi⟩βi = c1λ1 + c2λ2 − ci(2λi − 3λ3−i),
and since wt(riλ) = c1 + c2 + ci and wt(λ) = c1 + c2, we have
wt(riλ) −wt(λ) = ci > 0 and wt(r3−iλ) −wt(λ) = c3−i < 0.
This gives us
λ ∈ S(m)i ⇒ wt(riλ) > wt(λ) and wt(r3−iλ) < wt(λ). (3.7)
Note that pi(∆m) partitions as
pi(∆m) = P (m)− ⋃ {Λm} ⋃ P (m)+,
where
P (m)− = {µ ∈ pi(∆m) ∣ wt(µ) < 0} and P (m)+ = {µ ∈ pi(∆m) ∣ wt(µ) > 0}.
Let P (m)re± = P (m)±∩pi(∆rem), and let β ∈ P (m)re− (by ψ-symmetry, it is enough to consider
only negative weights). The setWFibpi(β)∩P (m)re− is graded by wt, is bounded above by 0,
so it contains an element λ(m)i = d1λ1+d2λ2 ∈ S(m)i for i = 1 or i = 2 such that wt(λ(m)i) =
d1 + d2 < 0 is maximal. By the implications (3.7), we have wt(riλ(m)i) > wt(λ(m)i). But
wt(λ(m)i) is maximal in WFibpi(β) ∩ P (m)re− , so if m ≠ 0, then either riλ(m)i ∈ P (m)re+ or
riλ(m)i = Λm, and if m = 0, then riλ(0)i ∈ P (0)re+ (since Λ0 = 0 is not a WFib-conjugate of
the projection of a real root).
Each of the following weights µ(m)i ∈ S(m)i ∩P (m)re− satisfies 0 > wt(µ(m)i) ≥ −2, and
is of maximal wt in P (m)re− (see Figure 3.2):
µ(0)1 = 2λ1 − 3λ2 = β1, µ(1)1 = pi(−α1) = 2λ1 − 4λ2, µ(2)2 = pi(α3) = −2λ1 + λ2,
µ(0)2 = −3λ1 − 2λ2 = β2, µ(−1)2 = pi(α1) = −4λ1 + 2λ2, µ(−2)1 = pi(−α3) = λ1 − 2λ2.
Then µ(m)i is a candidate for λ(m)i. We see that if m = 0, then pi(β) is a WFib-conjugate
of either β1 or β2, and if m ≠ 0 we have:
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• if m = −2, then r1(µ(−2)1) = r1(λ1 − 2λ2) = −λ1 + λ2 = Λ−2,
• if m = −1, then r2(µ(−1)2) = r2(−4λ1 + 2λ2) = 2λ1 − 2λ2 = Λ−1,
• if m = 1, then r1(µ(1)1) = r1(2λ1 − 4λ2) = −2λ1 + 2λ2 = Λ1,
• if m = 2, then r2(µ(2)2) = r2(−2λ1 + λ2) = λ1 − λ2 = Λ2,
completing the proof.
Theorem 3.14. Let ∣m∣ ≤ 2, and let V ⊆ Fib(m) be a Fib-submodule. Then the following
are equivalent:
i) pi(β) ∈ P (V ) for some β ∈ ∆rem,
ii) Λm ∈ P (V ) and V is non-trivial,
iii) pi(∆rem) ⊂ P (V ),
iv) P (V ) = P (Fib(m)).
Proof. Assume pi(β) ∈ P (V ) for some β ∈ ∆rem . By Proposition 3.8, P (V ) ≠ {0} so V is not
a trivial module. If ∣m∣ = 1,2, then Λm ∈WFibpi(β) ⊂ P (V ) by Lemma 3.13(ii) and the fact
that P (V ) is WFib-invariant. If m = 0, then βi ∈ WFibpi(β) for i = 1 or i = 2 by Lemma
3.13(i). Since P (V ) is a saturated set, we have Sβi(βi) = {βi,Λ0,−βi} ⊂ P (V ) (cf. (1.3)),
so (i)⇒ (ii).
If ∣m∣ = 1,2, then pi(∆rem) =WFibΛm ⊂ P (V ) by part (ii) and Lemma 3.13(ii). Ifm = 0, we
have that P (V ) is a saturated set that contains Λ0, and since V is not trivial, Sβi(βi) ⊂ P (V )
for i = 1 and i = 2, so P (V )re =WFib{β1}⊔WFib{β2} = pi(∆re) ⊂ P (V ), so (ii)⇒ (iii).
Thus P (Fib(m)) and P (V ) contain the same set of maximal-norm weights pi(∆rem), and
each is a saturated, WFib-invariant set. Therefore, if weight strings Sβi(µ) ⊂ P (Fib(m))
for some µ ∈ pi(∆m) and i = 1,2, then also Sβi(µ) ⊂ P (V ). Thus P (Fib(m)) = P (V ), so(iii)⇒ (iv).
Lastly, (iv)⇒ (i) is obviously true, so all four conditions are equivalent.
If ∣m∣ ≤ 2, then Lemma 3.10 shows that all real roots of ∆m project outside the Fib
light-cone. Since Fib(m) is a Fib-module, these projected weights are part of a Fib-module
which is neither in category O nor in Oop. A theorem analogous to Theorem 1.34 on the
complete reducibility of general integrable modules has not been found in the literature.
The irreducible adjoint representation for Fib is integrable but neither in category O norOop. We write this non-standard Fib-module as V pi(βi) for either i = 1 or i = 2. The next
results will show that Fib is the only non-standard module on level 0.
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Theorem 3.15. Let ∣m∣ ≤ 2. Then Fib(m) has a unique irreducible non-standard quotient
whose set of weights is the same as P (Fib(m)). For the case m = 0, this quotient is the
adjoint representation of Fib.
Proof. Let ∣m∣ ≤ 2, and define V (m) = U(Fib) ⋅vβ where β and vβ are chosen from Table 3.2.
Since β is a real root, we have that MultF(β) = 1, (vβ) is a basis for Fβ , and by Theorem
3.14, P (V (m)) = P (Fib(m)). Also, pi(β) ∉ LCFib so, by Lemma 3.12, V (m) is not a sum
m (level) β ∈ ∆rem pi(β) vβ ∈ Fβ−2 −α3 Λ−2 f3−1 α1 Λ−1 e1
0 β2 β2 E2 = e2
1 −α1 Λ1 f1
2 α3 Λ2 e3
Table 3.2: A choice of real root β ∈ ∆rem for ∣m∣ ≤ 2 and a vector vβ ∈ Fβ that generates theFib-module V (m) = U(Fib) ⋅ vβ .
of standard modules.
By Borcherds, there exists a maximal proper Fib-submodule U(m) ⊂ V (m) not contain-
ing vβ , and the quotient V (m)/U(m) is irreducible ([B]). Since V (m)/U(m) = U(Fib) ⋅ vβ
and pi(β) meets the criteria in Definition 1.42 (ii), this quotient module is non-standard,
and we may write it as V β2 if m = 0, as V Λm if ∣m∣ = 1,2, or more generally as V pi(β).
Let Y (m) = Fib(m)/V (m). Then for each µ ∈ pi(∆m),
Multm(µ) =MultV (m)(µ) +MultY (m)(µ).
Since Multm(pi(β)) = MultV (m)(pi(β)) = 1, we have MultY (m)(pi(β)) = 0. Thus pi(β) ∉
P (Y (m)). By Theorem 3.14, P (Y (m)) ∩ pi(∆rem) = ∅, hence P (Y (m)) ⊂ LCFib, so Y (m)
cannot contain any other non-standard modules. Therefore V Λm is the unique irreducible
non-standard module in Fib(m).
In the case m = 0 we have V (0) = U(Fib) ⋅E2 = Fib, and since the adjoint representation
of Fib contains no proper submodules, we have that U(0) = {0}, hence V (m) = Fib.
Proposition 3.16. For 0 < ∣m∣ ≤ 2, let Y (m) = Fib(m)/V (m) as in Proposition 3.15.
Then
i) P (Y (m)) consists only of weights µ where ∣∣µ∣∣2 < 0, and
ii) Y (m) is a sum of integrable highest-weight Fib-modules in category O (which are there-
fore completely reducible) and integrable lowest-weight Fib-modules in category Oop
(which are also completely reducible), hence Y (m) is completely reducible.
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Proof. (i) ∶ Let 0 < ∣m∣ ≤ 2. Then for all β ∈ ∆rem , we have MultF(β) = 1, so
MultY (m)(pi(β)) =MultFib(m)(pi(β)) −MultV (m)(pi(β)) = 0,
so pi(β) ∉ P (Y (m)). By Lemma 3.10, P (Y (m)) contains only imaginary weights that are
projections of imaginary roots in ∆m.(ii) ∶ Since P (Y (m)) = pi(∆imm ) lies strictly inside the light-cone LCFib for ∣m∣ = 1,2, we
have P (Y (m))± ⊂ LCFib,∓ (cf. Definition 1.41), and P (Y (m))− = ψ(P (Y (m))+).
Since WFib(LCFib,+) ∩WFib(LCFib,−) = {0}, we have that Y (m)+ and Y (m)− are inte-
grable Fib-modules from category O and Oop, respectively, and so by Theorem 1.34, are
completely reducible. Thus, Y (m) = Y (m)− ⊕ Y (m)+ is also completely reducible.
The case m = 0 (excluded from the proposition) is slightly complicated by the presence
of a trivial module V 0 for Fib on level 0. In Chapter 4, we will prove the existence of V 0,
and we will then show that Fib(0) = V 0 ⊕Fib⊕ Y (0)
is completely reducible. This follows from the fact that V (m) = Fib is simple, so U(0) = {0}.
However, for ∣m∣ = 1,2, U(m) is not necessarily trivial. The third isomorphism theorem gives
us (Fib(m)/U(m))/(V (m)/U(m)) ≅ Fib(m)/V (m),
and since V (m)/U(m) = V Λm is irreducible, it is a direct summand of Fib(m)/U(m), so
knowledge of the inner multiplicities of V Λm will give outer multiplicities of other irreducible
modules in the decomposition of Fib(m)/U(m), not Fib(m) as desired. In the present work
we assume the following conjecture is true.
Conjecture 3.17. For 0 < ∣m∣ ≤ 2, the maximal submodule U(m) from Theorem 3.15 is{0}, and V (m) = V Λm is a direct summand of Fib(m), so Fib(m) = V Λm⊕Y (m)−⊕Y (m)+.
Note that if this conjecture can be proven true, then this will complete the proof of
Conjecture 3.7.
3.4 Determining inner multiplicities of irreducible submodules
We now outline procedures for determining the inner multiplicities of any irreducible Fib-
module U . Since ν(Fib(m)) = Fib(−m) for all m ∈ Z, we may assume m ≥ 0, and let
U ⊂ Fib(m) be an irreducible Fib-submodule. The Weyl subgroup WFib preserves P (U),
and for all µ ∈ P (U), MultU(wµ) = MultU(µ) for each w ∈ WFib. Thus, determining the
inner multiplicities of weights in P (U) reduces to calculating multiplicities of only those
weights inside the fundamental domain.
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If U = V λ is a standard lowest-weight module with lowest weight λ ∈ P −, the weight
diagram P (U) labeled with inner multiplicities can be found in the following recursive way.
For an example, we refer the reader to 4.2b in Chapter 4. First, we determine the weights of
P (U). Starting with λ, find all weight strings that result from simple WFib reflections of λ
(by reflecting across the lines Rλ1,Rλ2), and add all the weights from those weight strings
to the diagram. Then, reflect all of the previously found weights across each reflecting line,
add those weight strings to the diagram, and repeat. Next we find the inner multiplicities
of weights in the diagram, which follow the Racah-Speiser recursion,
Multλ(µ) = − ∑
1≠w∈WFib det(w) Multλ(µ + (wρ − ρ))
where ρ = λ1 + λ2. This author used the geometric approach outlined by Feingold in [F3],
which we now describe for U = V λ. The weights of P (U) are partially ordered by height,
whereby µ > λ if and only if ht(µ−λ) > 0. We start with the fact that for the lowest weight
λ, Multλ(λ) = 1. Now let λ < µ ∈ P (U), and assume that for all λ ≤ γ < µ, Multλ(γ) is
already known. Refer to Figure 3.3a for a diagram showing the WFib conjugates of ρ. For
all 1 ≠ w ∈ WFib, note that wρ − ρ is in ΦFib,−. The Racah-Speiser recursion states that
the multiplicity of µ is a sum of signed multiplicities of weights in the diagram of P (U)
lower than µ, where the sign is determined by −det(w) = (−1)`(w)+1 where ` ∶WFib Ð→ Z is
the standard length function on WFib with respect to r1, r2. Feingold noted that one may
λ1 λ2
ρ
+ Mult(w1ρ)+ Mult(w2ρ)
 – Mult(w1w2ρ)– Mult(w2w1ρ)
+ Mult(w1w2w1ρ)+ Mult(w2w1w2ρ)
(a) Transparency diagram of Racah-Speiser recursion
 
β
2β1
λ
2λ1
R
β2
R
β1
1
1 1
2
–2 2
4 2
66
12
18 +18
Multλ(µ) = 18 + 4 – 2 = 20
+4
6
1
2
1
6
4
(b) Computation ofMult−ρ(µ). Mult(γ) for each
γ < µ was previously determined using Racah-
Speiser, and is shown in green. Signed multiplici-
ties relevant to recursion for µ are shown in blue.
Figure 3.3: Explanation of Racah-Speiser recursion for the example of V −ρ ⊂ Fib(0). The red lines
are the reflecting lines β⊥1 , β⊥2 .
make a transparency of the WFib-conjugates of ρ (with the same lattice spacing as P (U)),
label it with signs to denote which multiplicities get added or subtracted, and overlay this
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transparency onto the weight diagram of U , being sure to line up µ with ρ. Then, one may
quickly compute Multλ(µ) by adding the signed multiplicities of weights referred to in the
Racah-Speiser formula. See Figure 3.3b for an example (note that Figure 4.2b shows the
completed diagram up to height 12).
If U = Fib is the adjoint representation on level 0, the weight multiplicities follow a
Kac-Peterson recursion and have already been determined by Kac (Chapter 11 of [K2]).
If U is a non-standard module on levels ±1 or ±2, there is no recursion found in the
literature for determining the weight multiplicities of U . The approach for finding these
multiplicities (which was briefly outlined in Section 1.2) will be elaborated upon in Chapter
5 in the cases of Fib(1) and Fib(2).
3.5 Determining outer multiplicities of standard Fib-submodules
We will use the following shorthand notation for the outer multiplicity of a highest or lowest
weight λ in Fib(m),
Mm(λ) =MFib(m)(λ).
For ∣m∣ > 2, Proposition 3.11 gives us that Fib(m)+ and Fib(m)− are integrable Fib-
modules from category O and Oop, respectively, so
Fib(m) = ⎛⎝ ⊕µ∈P ′(Fib(m))+Mm(µ)V µ⎞⎠⊕ ⎛⎝ ⊕λ∈P ′(Fib(m))−Mm(λ)V λ⎞⎠.
By the ψ-symmetry of Fib(m), it is enough to find the outer multiplicities of only positive
weights, since for all µ ∈ P ′(Fib(m))+, µ = ψ(λ) for some λ ∈ P ′(Fib(m))−, and moreover,
Mm(λ) =Mm(ψ(λ)) =Mm(µ), hence
Fib(m) = ⊕
λ∈P ′(Fib(m))−Mm(λ)(V λ ⊕ V ψ(λ)).
For 0 < ∣m∣ ≤ 2, Proposition 3.16 and the assumption that V Λm is a direct summand ofFib(m) gives us a similar decomposition,
Fib(m) = V Λm ⊕ ⊕
λ∈P ′(Fib(m))−Mm(λ)(V λ ⊕ V ψ(λ)).
We wish to find the outer multiplicitiesMm(λ) for all highest and lowest weights of Fib in
P (Fib(m)). If we know the root multiplicities of F , and if we know the inner multiplicities
of 1) standard modules on each level (by Racah-Speiser), 2) the adjoint representation (by
Kac-Peterson), and 3) the non-standard modules (by the recursion which will be detailed
in Chapter 5), then the above decompositions hint at a recursive algorithm for finding the
outer multiplicities of any level. This algorithm will be detailed in the next chapter, using
the example of decomposing Fib(0).
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Chapter 4 Finding decomposition data for level 0
4.1 Trivial and adjoint representations of Fib
We wish to express each Fib(m) as a direct sum of irreducible Fib-modules, starting with
level 0. In [FF], Aff -level 0 consisted only of Aff . Similarly, we showed in Theorem 3.15 that
the adjoint representation of Fib is the unique irreducible non-standard module in Fib(0).
We now find other Fib-modules in Fib(0).
First we note that the Cartan of Fib is two-dimensional while the Cartan of F is three-
dimensional. We now find a vector in h that commutes with all of Fib, that is, the vector
generates a one-dimensional trivial representation of Fib.
Theorem 4.1. The element C ∶= −12(h1 − 2h3) ∈ h generates a trivial one-dimensionalFib-module V 0 = CC in Fib(0), that is, [C,Fib] = 0, and h = hFib ⊕ V 0. Moreover,
[C,X] =mX
for all X ∈ Fib(m), so the grading of F by Fib level,
F = ⊕
m∈ZFib(m),
is the eigenspace decomposition of F with respect to adC , and [C,Fib(0)] = 0.
Proof. Let C be a generator of a trivial Fib-module. Proposition 3.8 showed that C must be
a Cartan element, and moreover, Z(α1−2α3) are the only solutions to α(Hi) = 0 for i = 1,2.
By Remark 1.20, since the Cartan matrices A and B(3) are both symmetric, we have for
1 ≤ i, j ≤ 3, αi(hj) = αj(hi), and for 1 ≤ k, l ≤ 2, βk(Hl) = βl(Hk). Extending linearly, this
gives us α(Hi) = 0⇔ βi(Hα) = 0, where Hα ∈ R(h1 − 2h3). We choose C = −12(h1 − 2h3).
Now suppose α = xα1 + yα2 + zα3 ∈ ∆m. Consider X ∈ Fα. Then we have
[C,X] = (xα1(−1
2
(h1 − 2h3)) + yα2(−1
2
(h1 − 2h3)) + zα3(−1
2
(h1 − 2h3)))X
= −1
2
(x(2) + y(−2 − 2(−1)) + z(−2(2)))X = −(x − 2z)X
Using the conversions x = b − a − c, z = −c, and m = a − b − c (since α ∈ ∆m), it follows that[C,X] = −(b − a + c)X =mX.
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4.2 Highest and lowest-weight modules of Fib in level 0
We may now “complete” Proposition 3.16 to include the case m = 0, and show that Y (0) =Fib(0)/(V 0 ⊕Fib) is a direct sum of highest- and lowest-weight Fib-modules.
Proposition 4.2 (cf. Proposition 3.16). Let Y (0) = Fib(0)/(V 0 ⊕Fib). Then
i) P (Y (0)) consists only of weights µ where ∣∣µ∣∣2 < 0, and
ii) Y (0) is a sum of integrable highest-weight Fib-modules in category O (which are there-
fore completely reducible) and integrable lowest-weight Fib-modules in category Oop
(which are also completely reducible), hence Y (0) is completely reducible.
Proof. Since V 0 ∩ Fib = {0}, and dim(V 0) + dim(hFib) = 3 = dim(F0), we have that 0 ∉
P (Y (0)). The rest of the proof is identical to the proof of Proposition 3.16, only setting
m = 0.
Proposition 4.3. Fib is a direct summand of Fib(0).
Proof. If Fib is not a direct summand of Fib(0), then there necessarily exists a non-zero
vector v ∈ Fib(0) and Fib-module Fib ≠ M ⊂ Fib(0) such that v ∈ Fib ∩M . Proposition
4.2 shows that M is either the trivial module or a direct sum of standard modules. Since
v ∈ Fib and Fib is irreducible, v is a generator of Fib. If v ∈ V 0 then v is a generator of V 0,
but since Fib is irreducible, we have Fib = V 0, a contradiction. Likewise, if v ∈M then it is
a generator of some irreducible standard module V λ ⊂M where ∣∣λ∣∣2 < 0, hence Fib = V λ,
which is also a contradiction. Hence, v does not exist, and Fib is a direct summand ofFib(0).
Thus we have proven the following theorem, which proves the case ofm = 0 for Conjecture
3.7:
Theorem 4.4. Fib(0) = V 0 ⊕Fib⊕ Y (0)− ⊕ Y (0)+,
where Y (0)− and Y (0)+ are direct sums of highest-weight and lowest-weight modules, respec-
tively.
Thus finding the decomposition for Fib(0) is equivalent to finding the decomposition
Y (0) = ⊕
λ∈P ′(Y (0))−M0(λ)(V λ ⊕ V ψ(λ)),
where V λ and V ψ(λ) are irreducible lowest-weight and highest-weight modules, respectively,
and
P ′(Y (0))− = {µ ∈ ∆im+ ∣M0(λ) > 0} = ∆ ∩ P −Fib,
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the set of negative dominant integral roots of Fib. Thus for each λ ∈ P ′(Y (0))−, we must find
the weight diagram for V λ, its inner multiplicities, and outer multiplicity M0(λ). Section
3.4 details how to find weight diagram and inner multiplicities for V λ. We now focus on
finding M0(λ).
First note that µ ∈ P ′(Y (0))− if and only if
MultY (0)−(µ) =Mult0(µ) −MultFib(µ) − δ0,µ > 0,
and in general,
Mult0(µ) ≥MultFib(µ),
with equality only occurring when µ ∈ ∆re. This inequality becomes evident when one
compares Figures 4.1a and 4.1b, which show the multiplicities of the positive roots of Fib(0)
up to height 12, and their multiplicities in Fib, respectively [K2].
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(a) Multiplicities of weights in Fib(0)  
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(b) Multiplicities of roots in Fib
Figure 4.1: A comparison of the F- and Fib-multiplicities of positive roots on level 0.
Starting with the weight diagram P (Fib(0)) = ∆, one may construct the weight diagram
P (Y (0))− by deleting any weight µ for which MultY (0)−(µ) = 0 (i.e., the projections of real
roots, and 0). Then using the formula above one may label the remaining weights with their
corresponding multiplicities in Y (0)−. The result is shown in Figure 4.2a.
We now define a total order “≻” on P (Y (0))− based on the partial order by height “>”
in the following way. For λ = n1β1 + n2β2, µ = m1β1 +m2β2 ∈ P (Y (0))− (so ni,mi ≥ 0 for
i = 1,2), define λ ≻ µ to be true if and only if either
• λ > µ, or
• ht(λ − µ) = 0 and n1 >m1.
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(a) Multiplicities of negative weights of Y (0)−  
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(b) Multiplicities of negative weights in V −ρ
Figure 4.2: A comparison of the multiplicities of negative weights of Y (0)− and P (V −ρ).
It is then clear from Figure 4.2a that
−ρ = −ρFib = −(λ1 + λ2) = 1
5
⎡⎢⎢⎢⎢⎣
5 0
0 5
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
1 0
0 1
⎤⎥⎥⎥⎥⎦ = β1 + β2
is the minimal height in P (Y (0))− with respect to ≻, and M0(−ρ) =MultY (0)−(−ρ) = 1.
It would appear then that Fib±ρ are the first examples of root spaces which contain
extremal vectors for Fib in Fib(0). To verify this claim, we seek a basis for LowFib(0)(−ρ)
that generates a Fib-module V −ρ. A basis for F−ρ is {[E2,2E1] = e21123, e12123}, where the
first basis element is in Fib.
Theorem 4.5. The set {v−ρ = −3e12123+e21123} is a basis for LowFib(0)(−ρ), and generates
V −ρ ⊂ Fib(0), with outer multiplicity M0(−ρ) = 1.
Proof. We find v = a e12123 + b e21123 ≠ 0 such that F1 ⋅ v = 0 = F2 ⋅ v. We have
F2 ⋅ v = [f2, a e12123 + b e21123] = a[f2, e12123] + b[f2, e21123]= a(e1213 + e1123) + b(e2113 + 3e1123) = a(e1123) + b(3e1123)= (a + 3b)e1123,
so F2 ⋅ v = 0 if and only if a + 3b = 0. Now,
F1 ⋅ v = [−1
2
f1123, a e12123] + [F1, b e21123] = −a
2
[f1123, e12123] + b[F1, [E2,2E1]]
= −a
2
[f1123, e12123] + 2b([E1,[E2, F1]] + [E2,−H1])
= −a
2
([e2123, [e1, f1123]] + [e1,(((((([f1123, e2123]]) − 6bE2
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= −a
2
[e2123,2f123] − 6bE2 = −a([f23,[f1, e2123]] + [f1, [e2123, f23]]) − 6bE2= −a[f1, [f3, [f2, e2123]] + [f2, [e2123, f3]]] − 6bE2
= −a[f1, [f3, e123] + [f2, e212]] − 6bE2 = −a([f1,−e12 − 2e21]) − 6bE2.= −2(a + 3b)E2,
and once again, F1 ⋅ v = 0 if and only if a + 3b = 0. Since the basis contains only one vector,
we have M0(−ρ) = 1.
Thus we have begun to construct the decomposition of Fib(0),
Fib(0) = V 0 ⊕Fib⊕ (V −ρ ⊕ V ρ)⊕ ⊕
µ∈P ′(Y (0))−
µ≻−ρ
M0(µ)(V µ ⊕ V ψ(µ)).
Let
Y 1(0) = Y (0)/V −ρ = Fib(0)/(V 0 ⊕Fib⊕ V −ρ ⊕ V ρ),
so that P (Y 1(0))− = P ′(Y (0))−/{−ρ}. Then for all µ ∈ P ′(Y 1(0))−,
MultY 1(0)−(µ) =MultY (0)−(µ) −Mult−ρ(µ).
As before, the comparison in Figure 4.2 indicates that for all µ ∈ P (Y 1(0)−),
MultY (0)−(µ) ≥Mult−ρ(µ).
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(a) Multiplicities of negative weights of Y 1(0)−  
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(b) Multiplicities of negative weights in V −2ρ
Figure 4.3: A comparison of the multiplicities of negative weights of Y 1(0)− and P (V −2ρ).
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The weight diagram for Y 1(0)− (Figure 4.3a) was found by deleting any µ ∈ P (Y (0))−
for which equality holds (i.e., all WFib-conjugates of −ρ). The next weight in P ′(Y (0))−
with respect to ≻ is −2ρ. Figure 4.3a shows that M0(−2ρ) =MultY 1(0)−(−2ρ) = 4, so
Fib(0) = V 0 ⊕Fib⊕ (V −ρ ⊕ V ρ)⊕ 4 (V −2ρ ⊕ V 2ρ)⊕ ⊕
µ∈P ′(Y 2(0))−M0(µ)(V µ ⊕ V ψ(µ)),
where
Y 2(0) = Y 1(0)/4(V −2ρ ⊕ V 2ρ) = Fib(0)/(V 0 ⊕Fib⊕ V −ρ ⊕ V ρ ⊕ 4V −2ρ ⊕ 4V 2ρ),
so that P (Y 2(0))− = P ′(Y 1(0)−)/{−2ρ}. Then for all µ ∈ P ′(Y 2(0))−,
MultY 2(0)−(µ) =MultY 1(0)−(µ) −M0(−2ρ)Mult−2ρ(µ).
Figure 4.3b shows the labeled weight diagram for P (V −2ρ).
In general, for the nth weight µn in the total ordering of P ′(Y (0))−, if we define
Y n(0) = Y n−1(0)/M0(µn)(V µn⊕V ψ(µn)) = Fib(0)/(V 0⊕Fib⊕ n⊕
i=1M0(µi)(V µi⊕V ψ(µi))),
then for µ ∈ P (Y (0))−,
MultY n(0)−(µ) =Mult0(µ) − δ0,µ −MultFib(µ) − n∑
i=1M0(µi)Multµi(µ),
and we have the decomposition of level 0,
Fib(0) = V 0 ⊕Fib⊕ ⊕
µ∈P ′(Y (0))−M0(µ)(V µ ⊕ V ψ(µ)).
λ ∈ P ′(Y (0)−) M0(λ)−ρ 1
5λ1 and 5λ2 3−2ρ 4−3ρ 21
6λ1 + λ2 and λ1 + 6λ2 28
10λ1 and 10λ2 135−4ρ 145
7λ1 + 2λ2 and 2λ1 + 7λ2 254−5ρ 1182
11λ1 + λ2 and λ1 + 11λ2 2184
8λ1 + 3λ2 and 3λ1 + 8λ2 2375−6ρ 10349
Table 4.1: The sequence of outer multiplicities of irreducible LW Fib-modules in level 0, ordered by
increasing M0(λ)
Continuing in this fashion will lead to more data on the location of lowest-weight vectors
for Fib, and the dimensions of the corresponding subspaces in Fib(0). However, as the last
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theorem suggests, calculating actual bases of extremal vectors using linear algebra will get
increasingly difficult as the dimensions increase, and in the end this method will not provide
any insight into how these extremal vectors arise, nor does it seem to hint at a simpler method
of generating them. Ignoring for now the determination of bases of extremal vectors, and
focusing instead on locating lowest weights and quotienting the appropriate number of copies
of the corresponding modules in the way described above, our investigation has produced
data on outer multiplicities of highest and lowest weights on level 0 shown in Table 4.1. The
dimensions of the extremal weight spaces themselves appear to not follow any recognizable
pattern.
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Chapter 5 Finding decomposition data for levels ±1,±2
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(b) Level 2
Figure 5.1: Partial weight diagrams for Fib(m),m = 1,2. The multiplicities shown are Multm(µ) =
dimF(Fµ) for weights µ such that −9 ≤ wt(µ) ≤ 6, and are upper bounds for the inner multiplicities
of the irreducible non-standard module V Λm .
5.1 Inner multiplicities of the non-standard Fib-modules on Levels 1, 2
Figure 5.1 shows the weight diagrams for levels 1 and 2, for weights µ such that −9 ≤ wt(µ) ≤
6 (cf. also Figure 3.1). Both diagrams include weight multiplicities in F , computed by Kac
using the Kac-Peterson recursion (see Appendix B) and listed in Table H3 in Ch. 11 of
[K2]. Recall that since ν(Fib(m)) = Fib(−m), we only consider m > 0. We know from
Proposition 3.15 that there is one non-standard quotient module V (m)/U(m) on levels
m = ±1,±2. Assuming U(m) = {0} for each of these levels, we have
V Λ1 = U(Fib) ⋅ f1, V Λ−1 = U(Fib) ⋅ e1, V Λ2 = U(Fib) ⋅ e3, and V Λ−2 = U(Fib) ⋅ f3,
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and by Proposition 3.16 we have that
Y (±1) = Fib(±1)/V Λ±1 and Y (±2) = Fib(±1)/V Λ±2
are completely reducible. Using the same method prescribed in Section 4.2, we can locate
extremal weights for Fib on levels ±1 and ±2, and determine their outer multiplicities.
However, this procedure assumes knowledge of the inner multiplicities for V Λ±m , ∣m∣ = 1,2,
which we do not yet have. The Racah-Spesier recursion can only be applied to standard
modules, and although the Kac-Peterson recursion works for the adjoint representation of
any KM algebra (which is non-standard) there is no reason to believe it can apply to any
nonstandard module.
On page 12 in Section 1.2, we gave a brief outline for how one may determine weight
multiplicities of an irreducible highest-weight L-module V λ by recursively computing bases
for its weight spaces. This method, in principal, will work for any irreducible module,
including non-standard ones. We introduce the following definitions which will be used in
describing the method.
Definition 5.1. Let m = 1,2. If µ = Λm + n1β2 + n2β2 ∈ P (V Λm), then µ is uniquely
determined by the coefficients of β1, β2, so we may write µ = (n1, n2)m. We suppress the
subscript if there is no ambiguity as to the level in question.
As in Chapter 4 we utilize ψ-symmetry and consider only negative weights P (V Λm− ),
which has a total order similar to that of P (Y (0))−.
Definition 5.2. For λ = (n1, n2) and µ = (m1,m2), define λ ≻ µ, to be true if and only if
either
• ht(λ − µ) > 0, or
• ht(λ − µ) = 0 and n1 >m1.
Definition 5.3. Let V λ = U(Fib)vλ be a non-standard Fib-module with generating vector
vλ ∈ V λλ . The notation [i1i2⋯in]λ stands for Ei1Ei2⋯Einvλ = Ei1 ⋅ (Ei2 ⋅ (⋯(Ein ⋅ vλ)⋯)),
and vλ is denoted by []λ. (The λ in the subscript will be suppressed unless more than one
projected level is being discussed.)
We now elaborate on the procedure for determining inner multiplicities of an irreducible
module V Λm , using the example for m = 1. By Proposition 3.15 we know that P (V Λ1) =
P (Fib(1)). Figure 5.2a shows the partial weight diagram, labeled with computed inner
multiplicities. The lowest weight in the total order ≺ is Λ1 = pi(−α1). Since −α1 is a real
root, MultΛ1(Λ1) = 1, so V Λ1Λ1 has basis consisting of the single vector vΛ1 = f1.
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In general, let Λ1 ≺ µ = (n1, n2) ∈ P (V Λ1). Assume we have previously determined a
basis Bµ−β1 for V Λ1µ−β1 and a basis Bµ−β2 for V Λ1µ−β2 . If for some i = 1 or 2, µ − βi ∉ P (V Λ1),
then Bµ−βi = ∅. Obtain a spanning set for V Λ1µ ,
Sµ = S(n1,n2) = (E1 ⋅ Bµ−β1)⋃ (E2 ⋅ Bµ−β2) = {v1, . . . vk}
of size k = ∣Bµ−β1 ∣ + ∣Bµ−β2 ∣. Determine if there are any linear dependence relations on the
vectors in Sµ by solving the homogeneous system of linear equations
Fi ⋅ k∑
j=1 cjvj =
k∑
j=1 cj(Fi ⋅ vj) = 0 for i = 1,2. (5.1)
Since V Λ1µ cannot contain any lowest weight vectors, any nontrivial solutions will yield
dependence relations on the vectors in Sµ. Then choose vectors to delete from the spanning
set to obtain a basis Bµ for V λµ . Finally, we have Multλ(µ) = ∣B(µ)∣.
Remark 5.4. If vj ∈ Bµ−βj for j = 1,2, then for i = 1,2 the Jacobi identity gives us
Fi ⋅ (Ej ⋅ vj) = Ej ⋅ (Fi ⋅ vj) − [Ej , Fi] ⋅ vj = Ej ⋅ (Fi ⋅ vj) − δijHj ⋅ vj= Ej ⋅ (Fi ⋅ vj) − δij(µ − βj)(Hj)vj .
Thus we observe that for i, j = 1,2, Fi ⋅ (Ej ⋅ vj) is determined by (µ − βj)(Hj) = µ(βj) − 2
and our recursive knowledge of Fi ⋅ vj for vj ∈ Bµ−βj .
Remark 5.4 reveals a useful recursive approach to solving the system ((5.1)), which
involve complicated multibracket computations. In Table C1 of Appendix C, we present the
following data:
• The first column shows µ = (n1, n2) ∈ P (Λ1). The table is sorted by this first column,
ordered by ≺.
• The second column lists, for each µ ∈ P (Λ1), an ordered spanning set
Sµ = (E2 ⋅ u1, . . . ,E2 ⋅ um, E1 ⋅ v1, . . . ,E1 ⋅ vn) (5.2)
where Bµ−β2 = (u1, . . . , um) and Bµ−β1 = (v1, . . . , vn) are ordered bases. (There is some
justification for this ordering of the set Sµ, which will be discussed shortly.) The vectors
are written using the shorthand notation from Definition 5.3.
• The third column contains a ‘*’ if there is a dependence relation found on Sµ. The vec-
tors deleted from Sµ to form the basis Bµ are then shown in red, and their coordinates
with respect to Bµ are given.
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• The fourth and fifth columns show, for each u ∈ Sµ in the second column, the result of
the computation F1 ⋅ u (in column 4) and F2 ⋅ u (in column 5), written as coordinate
vectors (c1, c2, . . . , ck)µ−βi with respect to the basis Bµ−βi (so k = n if i = 1 and k = m
if i = 2).
• For u ∈ Sµ, the sixth column shows µ(H1), and the seventh column shows µ(H2).
We now demonstrate the recursive algorithm for determining bases for weight spaces in
V Λ1 by showing how the first several rows of Table C1 were computed. First, we have
S(0,0) = {vΛ1 = []} = B(0,0),
and MultΛ1(Λ1) = 1. Furthermore, the weight diagram shows that F1 ⋅ [] = 0, and
Λ1(H1) = (−2λ1 + 2λ2)(H1) = −2, and Λ1(H2) = (−2λ1 + 2λ2)(H2) = 2.
(F2 ⋅ [] will not be needed for the recursion, as we will see.) Since V Λ1(0,0) is a one-dimensional
space there are no dependence relations, and we have completed row 1 of Table C1. For row
2, we have S(1,0) = {E1 ⋅ vΛ1} = {[1]} = B(1,0)
and MultΛ1((1,0)) = 1, since E2 ⋅ vΛ1 = 0 according to the weight diagram. Then using
Remark 5.4 and the data in row 1 of Table C1, we have
F1E1 ⋅ vΛ1 = (E1F1 −H1) ⋅ vΛ1 = −H1 ⋅ vΛ1 = −Λ1(H1)vΛ1 = 2vΛ1 .
We write this vector with respect to the basis B(0,0) = (vΛ1), entering it into the table as(2)(0,0). Note that the weight diagram also reveals that F2E2 ⋅ vΛ1 = 0, confirming there was
no need to compute F2 ⋅ []. We complete row 2 of Table C1 by computing
(β1 +Λ1)(H1) = β1(H1) +Λ1(H1) = 0 and (β1 +Λ1)(H2) = β1(H2) +Λ1(H2) = −1.
We then have
S(2,0) = {E1E1 ⋅ vΛ1} = {[11]} = B(2,0) and S(1,1) = {E2E1 ⋅ vΛ1} = {[21]} = B(1,1),
so MultΛ1((2,0)) =MultΛ1((1,1)) = 1. For B(2,0) we have
F1[11] = F1E1[1] = (E1F1 −H1)[1] = E1(2[]) − (0)[1] = 2[1] = (2)(1,0),
F2[11] = 0 (immediately follows from the weight diagram),
(2β1 +Λ1)(H1) = 2β1(H1) +Λ1(H1) = 2, and
(2β1 +Λ1)(H2) = 2β1(H2) +Λ1(H2) = −4.
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For B(1,1) we have
F1[21] = 0 (immediately follows from the weight diagram),
F2[21] = F2E2[1] = (E2F2 −H2)[1] = E2(0) − (−1)[1] = [1] = (1)(1,0),
β2(H1) + (β1 +Λ1)(H1) = −3, and
β2(H2) + (β1 +Λ1)(H2) = 1.
Next we have S(2,1) = (E2 ⋅ B(2,0))⋃ (E1 ⋅ B(1,1)) = {[211], [121]},
and
F1[211] = E2F1[11] = E2(2[1]) = 2[21] = (2)(1,1)
F2[211] = (E2F2 −H2)[11] = E2(0) − (−4)[11] = (4)(2,0),
and
F1[121] = (E1F1 −H1)[21] = E1(0) − (−3)[21] = 3[21] = (3)(1,1)
F2[121] = (E1F2)[21] = E1([1]) = (1)(2,0),
and (2β1 + β2)(H1) = −1, (2β1 + β2)(H2) = −2 for both vectors. Then, the solution to the
system of equations
c1F1[211] + c2F1[121] = 0,
c1F2[211] + c2F2[121] = 0,
is exactly the null space of the matrix
⎡⎢⎢⎢⎢⎣
2 3
4 1
⎤⎥⎥⎥⎥⎦, which is trivial. No dependence relations
exist, so B(2,1) = S(2,1) and MultΛ1((2,1)) = 2. Observe that this matrix is the transpose of
the matrix below formed from the cells in Table C1 corresponding to Fi ⋅ S(2,1) for i = 1,2:
A(µ) = A(2,1) = ⎡⎢⎢⎢⎢⎣
(F1[211])(1,1) (F2[211])(2,0)(F1[121])(1,1) (F2[211])(2,0)
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
2 3
4 1
⎤⎥⎥⎥⎥⎦
T
,
and linear dependence relations on V Λ1(2,1) are defined by basis vectors in Null(A(2,1)T ). In
fact, this generalizes for all µ = (n1, n2) ∈ P (V Λ1), and it the reason we choose a consistent
ordering for the spanning sets Sµ. In general, we have the block-form (m + n) × (m + n)
matrix (recall from ((5.2)) that m = dimV Λ1µ−β2 , n = dimV Λ1µ−β1),
Aµ = ⎡⎢⎢⎢⎢⎢⎢⎣
(F1(E2Bµ−β2))T
µ−β1 (F2(E2Bµ−β2))Tµ−β2(F1(E1Bµ−β1))T
µ−β1 (F2(E1Bµ−β1))Tµ−β2
⎤⎥⎥⎥⎥⎥⎥⎦
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= ⎡⎢⎢⎢⎢⎢⎢⎣
((E2F1)Bµ−β2)T
µ−β1 ((E2F2 −H2)Bµ−β2)Tµ−β2((E1F1 −H1)Bµ−β1)T
µ−β1 ((E1F2)Bµ−β1)Tµ−β2
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where the rows of each block are coordinates of vectors Fi ⋅ (Ej ⋅ Bµ−βj) for i, j = 1,2 with
respect to the basis Bµ−βi . Then
ATµ = ⎡⎢⎢⎢⎢⎢⎣
((E2F1)Bµ−β2)
µ−β1 ((E1F1 −H1)Bµ−β1)µ−β1((E2F2 −H2)Bµ−β2)
µ−β2 ((E1F2)Bµ−β1)µ−β2
⎤⎥⎥⎥⎥⎥⎦ .
The author has found additional interesting recursive patterns relating the blocks of ATµ
to the blocks of ATµ−βi for each i = 1,2, that further reduced computation time. These
recursions can then be used to automate the algorithm described above using Mathematica.
If a dependence relation is found on Sµ, then in column 2 of Table C1 we color-code in
red all vectors deleted from Sµ in the formation of basis Bµ, and indicate the associated
dependence relations on Sµ by writing these deleted vectors as coordinate vectors with
respect to Bµ. The first example encountered in the table is for µ = (4,1), where
S(4,1) = {[11211], [11121]}.
Since µ − β2 ∉ P (V Λ1+ ), we have (B(4,0))3,1 = ∅, so
A(4,1)T = ⎡⎢⎢⎢⎢⎣
0 0
2 3
⎤⎥⎥⎥⎥⎦ ,
which gives us the linear dependence relation −32[11211] + [11121] = 0. We then let B(4,1) =S(4,1) − {[11211]}, and we write [11211] = 23[11121] in the second column.
This algorithm was repeated for all µ ∈ P (V Λ1) shown in Figure 5.2a, though in principle
it can be continued indefinitely to gain more inner multiplicity data. The algorithm was
then applied to the non-standard module V Λ2 , and the results are recorded in Table C2.
The data in Tables C1 and C2 can then be used to determine inner multiplicities since
MultΛm(µ) = dimV Λm (V Λmµ ) = ∣Bµ∣. Figure 5.2 shows the resulting weight diagrams for
non-standard modules on levels 1 and 2, labeled with inner multiplicities.
We observe that the weights in Figure 5.2 do not follow the Kac-Peterson recursion (cf.
Appendix A), but instead follow a Racah-Speiser recursion (cf. Figure 3.3).
Conjecture 5.5. For m = ±1,±2, the weights of P (V Λm− ) follow the Racah-Speiser recursion
Multλ(µ) = − ∑
1≠w∈WFib det(w) Multλ(µ + (wρ − ρ)),
and the weights of P (V Λm+ ) follow the Racah-Speiser recursion
Multλ(µ) = − ∑
1≠w∈WFib det(w) Multλ(µ − (wρ − ρ)),
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(b) Level 2
Figure 5.2: Partial weight diagrams for non-standard Fib-modules V Λm for m = 1 and 2. The inner
multiplicities shown are MultΛm(µ) = dimV Λ1 (V Λ1µ ) for weights µ such that −9 ≤ wt(µ) ≤ 6 and
were calculated using the recursive algorithm presented in Section 5.1 (cf. Tables C1 and C2).
where ρ = λ1 + λ2.
If this conjecture is true, then the non-standard modules on levels ±1,±2 have more
in common with highest- and lowest-weight modules than with the non-standard module
(adjoint representation) on level 0.
5.2 Outer multiplicities of Fib(±1) and Fib(±2)
We may now use the method described in Section 4.2 to locate extremal weights for Fib
on levels ±1,±2, and determine their outer multiplicities. For example, Figure 5.3a shows
a portion of the weight diagram of the (completely reducible) quotient module Y (1) =Fib/V Λ1 , with multiplicities MultY (1)(µ) = Mult1(µ) −MultΛ1(µ). We observe from this
diagram that (2,1) is a lowest weight for Fib, and using Racah-Speiser we find the labeled
weight diagram for V (2,1) shown in Figure 5.3b. These two diagrams then give us the labeled
weight diagram for the quotient module
Y 1(1) = Fib(1)/(V Λ1 ⊕ V (2,1) ⊕ V ψ(2,1))
shown in Figure 5.3c. We then observe that M1((2,2)) = 2.
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(a) Partial weight diagram for
Y (1) = Fib(1)/V Λ1 .
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(b) Partial weight diagram for the ir-
reducible module V (2,1).
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(c) Partial weight diagram for Y 1(1) =Fib(1)/(V Λ1 ⊕ V (2,1) ⊕ V ψ(2,1)).
Figure 5.3: Partial weight diagrams for three Fib-modules on level 1 labeled with their multiplicities.
Notation (n1, n2) refers to weight Λ1 + n1β1 + n2β2, since these diagrams are all in Fib(1).
Continuing in this way gives some data on outer multiplicities for level 1, presented in
Table 5.1a. The table is ordered by increasing outer multiplicity M1(λ).
λ = (n1, n2)1 M1(λ)(2,1) 1(2,2) 2(4,2) 6(3,2) 7(3,3) 12(4,3) 49(4,5) 54(5,3) 67(4,4) 100(5,4) 385
(a) Outer multiplicity data
for level 1.
λ = (n1, n2)2 M2(λ)(2,2) 3(2,3) 5(3,3) 14(4,3) 16(3,5) 20(3,4) 36(4,4) 107(4,5) 295
(b) Outer multiplicity data for
level 2.
Table 5.1: The sequence of outer multiplicities of irreducible LW Fib-modules in levels 1 and 2,
where notation (n1, n2)m is as defined in Definition 5.1.
Similarly, for level 2 we have Figure 5.4, which shows portions of the weight diagrams for
the (completely reducible) quotient module Y (2) = Fib/V Λ2 , the irreducible lowest-weight
module V (2,2) (which has inner multiplicity 5), and the (completely reducible) quotient
module
Y 1(2) = Fib(2)/(V Λ1 ⊕ V (2,2) ⊕ V ψ(2,2)).
We then observe that (2,2) is a lowest weight for Fib with outer multiplicityM2((2,2)) = 3.
As before, we may continue the procedure indefinitely, obtaining more data on extremal
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β
2β1
λ
2
λ
1
8
3
69
8
92
8
3
25
217
25
3
8
69
604
8
367
36
3
3
25
 π α! 3   λ"# 1– λ2
(a) Partial weight diagram for
Y (2) = Fib(2)/V Λ2 .
β
2β1
λ
2
λ
1
1
1
3
1
4
1
1
2
5
2
1
1
3
9
1
7
2
1
1
2
 π α! 3   λ"# 1– λ2
(b) Partial weight diagram for the ir-
reducible module V (2,2).
β
2β1
λ
2
λ
1
5 60
5
80
5
19
202
19
5
60
577
5
346
30
19
 π α! 3   λ"# 1– λ2
(c) Partial weight diagram for Y 1(2) =Fib(2)/(V Λ2 ⊕ V (2,2) ⊕ V ψ(2,2)).
Figure 5.4: Partial weight diagrams for three Fib-modules on level 2 labeled with their multiplicities.
Notation (n1, n2) refers to weight Λ2 + n1β1 + n2β2, since these diagrams are all in Fib(2).
vectors and their outer multiplicities. Table 5.1b presents the sequence of outer multiplicities
for extremal weights on level 2, ordered by increasing outer multiplicity M2(λ).
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Chapter 6 The Vertex algebra approach
We observe that the algorithmic approach to finding extremal vectors for Fib described in
Chapters 4 and 5 is time-intensive, and the sequences of outer multiplicities produced do
not appear to follow any recognizeable pattern. We therefore seek an alternative approach
using the theory of vertex algebras, which may give some insight into the decomposition ofF with respect to Fib.
6.1 Definitions and the vertex algebra VFib
In [B] Borcherds gave a prescription for constructing a vertex algebra from any lattice,
including indefinite lattices. In this section, we apply Borcherds’ method to the indefinite
root lattice QFib = Zβ1 ⊕Zβ2, and in Section 6.2 we apply it to QF = Zα1 ⊕Zα2 ⊕Zα3.
Consider the Fock space S(hˆ−Fib), the algebra of symmetric polynomials in the commuting
variables {βi(−m), ∣ i = 1,2, 0 <m ∈ Z} (see [FLM]), which is a representation of the infinite-
dimensional Heisenberg algebra with basis {1, βi(m) ∣ i = 1,2, m ∈ Z} and relations
[βi(m), βj(n)] =m(βi, βj)δm,−n1 and [1, βi(m)] = 0.
We refer to m in the operator βi(m) as the mode number of βi(m). We define
VFib = S(hˆ−Fib)⊗C[QFib],
where C[QFib] is the group algebra of QFib with basis {eβ ∣ β ∈ QFib} and multiplication
given by eβeγ = eβ+γ . Note that βi(0) is central since [βi(0), βj(n)] = 0(βi, βj)δ0,−n1 = 0,
and there is a diagonal action of βi(0) on C[QFib] by
βi(0)eλ = (βi, λ)eλ. (6.1)
For homogeneous vectors in VFib, that is, vectors of the form βi1(−m1)⋯βir(−mr)1⊗ eβ
where 0 ≤mi ∈ Z and ij ∈ {1,2}, 1 ≤ j ≤ r, define the Z-valued weight function given by
wt(βi1(−m1)⋯βir(−mr)1⊗ eβ) = r∑
j=1mj + (β, β)2 . (6.2)
As a vector space, VFib is graded by weight:
VFib = ⊕
m∈ZVFib,m,
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where VFib,m = Span({v ∈ VFib ∣ wt(v) =m}). There is a compatible grading by QFib,
VFib = ⊕
β∈QFib V
βFib,
where V βFib = S(hˆ−Fib)⊗eβ, that is, V βFib,m = V βFib∩VFib,m. Since the lattice QFib is indefinite,
both V βFib and VFib,m are infinite dimensional. However, note that
dim(V βFib,m) = p(m − (β, β)2 ) <∞,
where p(n) is the partition function ([B]).
Later we will give the definition of vertex operators Y (⋅, z) ∶ VFib → End(VFib)[[z, z−1]]
whose components are given by the notations
Y (v, z) = ∑
m∈Zvmz
−m−1 = ∑
n∈ZYn(v)z−n−wt(v),
so
vn+wt(v)−1 = Yn(v) ∈ End(VFib).
The operator vm is computed by
vm = ∮ Y (v, z)zm dz = Resz=0(Y (v, z)zm), (6.3)
which is the coefficient of the z−1 term, so
Yn(v) = Resz=0(Y (v, z)zn+wt(v)−1).
We define the vertex operator Y (v, z) for the following choices of v ∈ VFib:
For v = 1⊗ e0 (called the vacuum vector),
Y (1⊗ e0, z) = IVFib .
We also have
Y (β(−1)1⊗ e0, z) = β(z) = ∑
n∈Zβ(n)z−n−1,
and for general m ≥ 0,
Y (β(−m − 1)1⊗ e0, z) = β(m)(z) = 1
m!
( d
dz
)m∑
n∈Zβ(n)z−n−1 = 1m!( ddz )mβ(z).
Y (1⊗ eβ, z) = exp (∑
k>0
β(−k)
k
zk) exp (∑
k>0
β(k)−k z−k)eβzβ(0)εβ,
where zβ(0) and εβ act on v = w ⊗ eλ ∈ V λFib by
zβ(0)(w ⊗ eλ) = z(β,λ)(w ⊗ eλ),
εβ(w ⊗ eλ) = ε(β,λ)(w ⊗ eλ),
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and ε(β,λ) = ±1 is a 2-cocycle (which may be chosen bilinear) subject to the conditions
ε(β,λ)
ε(λ,β) = (−1)(β,λ)
for any β,λ ∈ QFib. We fix such a bilinear 2-cocycle determined by the matrix of values on
the simple roots,
(ε(βi, βj)) = ⎛⎝ −1 1−1 −1 ⎞⎠ , (6.4)
for i, j = 1,2. It is clear that for all n ∈ Z, ε(nβ, γ) = ε(β,nγ) = ε(β, γ)n.
We sometimes write eβ = 1⊗ eβ.
For mi1 , . . . ,mir ≥ 0, and i1, . . . , ir = 1,2,
Y (βi1(−mi1 − 1)⋯βir(−mir − 1)1⊗ eβ, z) = ∶ β(m1)i1 (z)⋯β(mr)ir (z)Y (1⊗ eβ, z) ∶,
where ∶ ⋅ ∶ is the bosonic normal ordering that places Heisenberg operators with positive
mode numbers to the right and negative mode numbers to the left.
It can be shown that (VFib, Y (⋅, z),ω = ωFib,1⊗ e0) is a vertex algebra, where
ω = 1
2
2∑
i=1βi(−1)λi(−1)1⊗ e0
(so wt(ω) = 2), and {λ1, λ2} are the fundamental weights of Fib (see Chapter 2). We call
ω the conformal vector, and
Y (ω, z) = ∑
n∈ZLnz
−n−2 = ∑
n∈ZYn(ω)z−n−2 = ∑m∈Zωmz−m−1,
where the operators Ln represent the Virasoro algebra with central charge cvir = rank(QFib) =
2 and Lie brackets given by
[Lm, Ln] = (m − n)Lm+n + cvirδm,−n(m3 −m)/12 and [cvir, Ln] = 0.
It immediately follows that Ln = ωn+1. The Virasoro operators act only on the Fock space
component of each vector. The operator L0 acts diagonalizably on VFib, such that for
v ∈ VFib,m, L0 ⋅ v =mv = wt(v)v. We also have that L−1 = ω0 acts as a derivation,
[L−1, Y (u, z)] = Y (L−1u, z) = d
dz
Y (u, z). (6.5)
which will prove useful in Section 6.4.
Lemma 6.1 ([FLM]). Let V be a vertex algebra constructed from root lattice Q with Virasoro
operators Li and vacuum vector 1. Then for α ∈ Q,
(i) [Lm, α(−n)] = nα(m − n) for m,n ∈ Z,
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(ii) Lm1 = 0 for 0 ≤m ∈ Z.
If u,v ∈ V then the weight of vector un(v) is given by the formula
wt(un(v)) = wt(u) +wt(v) − n − 1,
which shows that if u ∈ V1 and v ∈ Vm, wt(u0(v)) = 1+m−0−1 =m, so u0(VFib,m) ⊂ VFib,m.
6.2 The vertex algebra VF
We now apply Borcherd’s method to the root lattice QF = Zα1 ⊕Zα2 ⊕Zα3. Similar to the
previous construction we have a Fock space S(hˆ−F), the algebra of symmetric polynomials
in the commuting variables {αi(m) ∣ 0 < m ∈ Z, 1 ≤ i ≤ 3}, which is a representation of the
Heisenberg algebra with basis {1, αi(m) ∣m ∈ Z, 1 ≤ i ≤ 3}, and relations
[αi(m), αj(n)] =m(αi, αj)δm,−n1, and [1, αi(m)] = 0.
We define
VF = S(hˆ−F)⊗C[QF].
The group algebra C[QF], Z-valued weight function wt on homogeneous vectors in VF ,
gradings of the vector space VF , vertex operators Y (⋅, z) ∶ VF → End(VF)[[z, z−1]], are also
defined as before with a new choice of 2-cocycle (see below).
We thus have the vertex algebra (VF , Y (⋅, z),ωF ,1⊗ e0) where
ωF = 1
2
3∑
i=1αi(−1)ωi(−1)1⊗ e0,
is the conformal vector for VF , and {ω1, ω2, ω3} are the fundamental weights for F (see
Section 1.3). Since QFib ⊂ QF , we get VFib ⊂ VF , where compatibility of the vertex algebra
structures requires that the choice of 2-cocycle for Fib be the restriction to QFib of the
2-cocycle of F . We fix such a bilinear 2-cocycle, determined by the matrix of values on the
simple roots,
(ε(αi, αj)) = ⎛⎜⎜⎜⎝
−1 1 1
1 −1 1
1 −1 −1
⎞⎟⎟⎟⎠ . (6.6)
Note that the 2-cocycles for Fib and F can be distinguished by their domains, so we use
the same notation for both. Using the notation
εij = ε(αi, αj),
we have
ε(β1, β1) = ε(2α1 + α2 + α3,2α1 + α2 + α3) = ε411ε212ε213ε221ε22ε23ε231ε32ε33 = −1,
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ε(β1, β2) = ε(2α1 + α2 + α3, α2) = ε212ε22ε32 = 1,
ε(β2, β1) = ε(α2,2α1 + α2 + α3) = ε221ε22ε23 = −1,
ε(β2, β2) = ε(α2, α2) = ε22 = −1,
which shows that the 2-cocycles for VF and VFib are compatible.
6.3 Representation of Fib acting on VF
In [FLM], it was shown that if VL is a vertex operator algebra constructed from a positive-
definite even lattice L, then the subspace of End(VL) spanned by the operators {um ∣ u ∈
VL,m ∈ Z} is a Lie subalgebra. In [B], Borcherds showed that this result extends to indefinite
lattices, and in both cases, one has the commutator identity
[um,vn] =∑
i∈N(mi )(ui(v))m+n−i.
In special cases we have
[u0,vn] = (u0(v))n and [u0,v0] = (u0(v))0,
so the space End(VL)0 of operators spanned by {u0 ∣ u ∈ VL} is a Lie subalgebra of End(VL),
and the space End(VL)n spanned by {vn ∣ v ∈ VL} is a module for End(VL)0. Furthermore,
the span of {u0 ∣ u ∈ VL, wt(u) = 1} is a Lie subalgebra of End(VL)0 since wt(u0(v)) =
wt(u) +wt(v) − 0 − 1 = 1. We focus on the following special weight-1 vectors.
Definition 6.2. Let L be a KM algebra, VL the vertex algebra constructed from the root
lattice of L, with Virasoro operators LLn , n ∈ Z. For i ∈ Z, the physical i-space of VL is
PLi = {v ∈ VL ∣ LL0 v = iv, LLmv = 0 if m > 0}.
From now on the reader may assume that Pn means PFn and Ln means LFn . If a vector
v ∈ P1, then L0v = wt(v)v = v, so P1 ⊂ VF ,1. For wt(v) arbitrary and any n ∈ Z we have
wt(Ln(v)) = wt(ωn+1(v)) = wt(ω) +wt(v) − (n + 1) − 1 = wt(v) − n,
and in particular, if wt(v) = 0, then wt(L−1(v)) = 1, so L−1(P0) ⊂ P1.
By a result of Borcherds, the quotient space P 1 = P1/L−1(P0) is a Lie algebra, where
the Lie algebra bracket is given by
[u,v] = u0(v) for u,v ∈ P 1 (6.7)
([B] §5). This formula, which defines the adjoint representation of P 1, also defines the
action of P 1 on itself as a P 1-module. In general, VF is also a P 1-module with the action
u ⋅ v = u0(v) for v ∈ VF . Note that if u ∈ L−1(P0), then u0 = 00 = 0.
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Borcherds gives us the Lie algebra representation piF ∶ F → P 1 defined by
piF(ei) = 1⊗ eαi , piF(fi) = −1⊗ e−αi , and piF(hi) = αi(−1)1⊗ e0
for i = 1,2,3 (for convenience we sometimes suppress the bars for vectors in P 1). In Appendix
B.2, we verify that these elements indeed satisfy the Serre relations of F . He also gives us
piFib ∶ Fib→ P 1Fib = PFib1 /LFib−1 (PFib0 ) given by
piFib(Ei) = 1⊗ eβi , piFib(Fi) = −1⊗ e−βi , and piFib(Hi) = βi(−1)1⊗ e0,
for i = 1,2 (we have again suppressed the bar notation, this time for vectors in P 1Fib).
We also prove in Appendix B.3 that restricting piF to Fib gives a representation piF ∣Fib
of Fib acting on VF that is compatible with Fib ⊂ F , i.e., piF ∣Fib = piFib. This is done by
showing for i = 1,2,
piF(Ei) = 1⊗ eβi , piF(Fi) = −1⊗ e−βi , and piF(Hi) = βi(−1)1⊗ e0,
where E1 = 12e1123, E2 = e2, F1 = −12f1123, F2 = f2, H1 = 2h1 + h2 + h3, and H2 = h2.
The action of piF(F) on P 1 is defined by the adjoint representation of P 1 and the bracket
formula (6.7), and is compatible with the action of F on itself, since for all x, y ∈ F ,
piF(x) ⋅ piF(y) = [piF(x), piF(y)] = piF([x, y]) = piF(x ⋅ y),
where the action on the left-hand side is on P 1 and the right-hand side is on F .
The restricted representation piFib makes P 1 also a Fib-module, where the action of
X ∈ Fib on v ∈ P 1 is given by
piFib(X) ⋅ v = (piFib(X))0(v). (6.8)
6.4 Finding lowest-weight vectors for Fib in P 1−ρ
We look for lowest-weight vectors for Fib in P 1, starting with the weight space P 1−ρ where−ρ = −ρFib = β1 + β2. In Theorem 4.5 we found that the space of lowest-weight vectors
LowFib(0)(−ρ) has dimension 1, and has basis (v−ρ = −3e12123 + 2E21). Then
x = piF(v−ρ) = piF(−3e12123 + 2E21) ∈ P 1−ρ
is aso a lowest-weight vector for Fib, since for i = 1,2,
piFib(Fi) ⋅ x = [piFib(Fi),x] = [piF(Fi), piF(v−ρ)] = piF([Fi, v−ρ]) = 0.
Therefore 0 ≠ x ∈ LowP 1(−ρ), however, we will now show that dimLowP 1(−ρ) > 1.
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Theorem 6.3. A basis for P 1
−ρ
is B−ρ
P 1
= (p1, p2, p3), where
p1 = (α2(−2) + α2(−1)2)1⊗ e−ρ,
p2 = ( − α1(−1)2 + α3(−1)2)1⊗ e−ρ, and
p3 = α1(−1)α3(−1)1⊗ e−ρ.
Proof. All vectors in P 1
−ρ
are weight 1 and have a degree-2 Fock space polynomial, since∣∣ − ρ ∣∣2 = −2 (cf. equation (6.2)). We have the ordered basis for the subspace of degree-2
polynomials in S(hˆ−F),
S = (ui ∣ 1 ≤ i ≤ 9) = (α1(−2), α2(−2), α3(−2), α1(−1)2, α2(−1)2, α3(−1)2,
α1(−1)α2(−1), α2(−1)α3(−1), α1(−1)α3(−1)),
which gives us the basis for the 9-dimensional space V −ρF ,1,
B−ρF ,1 = (ui1⊗e−ρ ∣ 1 ≤ i ≤ 9).
Let
v = ( 9∑
i=1 ciui)1⊗ e−ρ, where ci ∈ C
be a general vector in V −ρF ,1. Then v ∈ P −ρ1 if and only if Lm(v) = 0 for m = 1,2. Note that
L0(v) = v is immediately true since wt(v) = 1. We therefore find P −ρ1 =Ker(L1)∩Ker(L2).
Using Proposition 6.1, we have for i = 1,2 and j = 1,2,3,
Li(αj(−2)1⊗ e−ρ) = ([Li, αj(−2)] + αj(−2)L1)1⊗ e−ρ= 2αj(i − 2)1⊗ e−ρ,
so
L1(αj(−2)1⊗ e−ρ) = 2αj(−1)1⊗ e−ρ and L2(αj(−2)1⊗ e−ρ) = −2δj21⊗ e−ρ.
For (j, k) = (1,1), (2,2), (3,3), (1,2), (2,3), (1,3), we have
Li(αj(−1)αk(−1)1⊗ e−ρ) = ([Li, αj(−1)] + αj(−1)Li)αk(−1)1⊗ e−ρ= (αj(i − 1)αk(−1) + αj(−1)αk(i − 1))1⊗ e−ρ.
We now have formulas for computing Li(ut1⊗e−ρ) for ut1⊗e−ρ ∈ B−ρF ,1, 1 ≤ t ≤ 9, and i = 1,2:
L1(αj(−1)αk(−1)1⊗ e−ρ) = −δj2αk(−1) − δk2αj(−1)1⊗ e−ρ,
L1(αj(−1)21⊗ e−ρ) = −2δj2αj(−1)1⊗ e−ρ,
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L2(αj(−1)αk(−1)1⊗ e−ρ) = (αj , αk)1⊗ e−ρ, and
L2(αj(−1)21⊗ e−ρ) = (αj , αj)1⊗ e−ρ.
Applying these formulas we have
L1(v) = (α1(−1)(2c1 − c7) + α2(−1)(2c2 − 2c5) + α3(−1)(2c3 − c8))1⊗ e−ρ = 0
and
L2(v) = (−2c2 + 2c4 + 2c5 + 2c6 − 2c7 − c8)1⊗ e−ρ = 0.
The resulting system of linear equations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2c1 − c7 = 0
2c2 − 2c5 = 0
2c3 − c8 = 0− 2c2 + 2c4 + 2c5 + 2c6 − 2c7 − c8 = 0
has a 5-dimensional solution space P −ρ1 = Ker(L1) ∩ Ker(L2) = Span(p1,p2,p3,p4,p5),
where
p1 = (α2(−2) + α2(−1)2)1⊗e−ρ = [0 1 0 0 1 0 0 0 0]T ,
p2 = ( − α1(−1)2 + α3(−1)2)1⊗e−ρ = [0 0 0 −1 0 1 0 0 0]T ,
p3 = α1(−1)α3(−1)1⊗e−ρ = [0 0 0 0 0 0 0 0 1]T ,
p4 = (12α1(−2) + α1(−1)2)1⊗e−ρ = [12 0 0 1 0 0 1 0 0]T ,
p5 = (12α3(−2) + 12α1(−1)2 + α2(−1)α3(−1))1⊗e−ρ = [0 0 12 12 0 0 0 1 0]T ,
where vectors are written with respect to the basis B−ρF ,1.
Let Q ∶ P −ρ1 → P 1−ρ be the quotient map given by Q(v) = v where v is the equivalence
class of v in the quotient space P 1
−ρ = P −ρ1 /L−1(P −ρ0 ), so if v ∈ L−1(P −ρ0 ) then Q(v) = 0.
We find a basis for Ker(Q) ⊂ P −ρ1 . Let v = L−1(u) where u ∈ P −ρ0 . Then v0 = 0, so by
equations (6.3) and (6.5),
v0 = (L−1(u))0 = ∮ Y (L−1(u), z) dz = ∮ d
dz
Y (u, z) dz = 0.
Note that since wt(u) = 0 and (−ρ,−ρ) = −2, the Fock space component of u has degree 1.
Writing u = α(−1)⊗ e−ρ we have
0 = ∮ d
dz
Y (α(−1)⊗ e−ρ, z) dz
= ∮ d
dz
∶ α(0)(z)Y (e−ρ, z) ∶ dz
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= ∮ ∶ α(1)(z)Y (e−ρ, z) ∶ − ∶ α(0)(z)ρ(0)(z)Y (e−ρ, z) ∶ dz= ∮ Y (α(−2)1⊗ e−ρ, z) − Y (α(−1)ρ(−1)1⊗ e−ρ, z)dz= ∮ Y ((α(−2) − α(−1)ρ(−1))1⊗ e−ρ, z)dz,
which holds if ((α(−2) − α(−1)ρ(−1))1⊗ e−ρ)
0
= 0, (6.9)
or equivalently, if (α(−2)−α(−1)ρ(−1))1⊗e−ρ ∈Ker(Q). Furthermore, observe that Lemma
6.1 and equation (6.1) give us
L2(α(−1)1⊗e−ρ) = ([L2, α(−1)] + α(−1)L2)1⊗e−ρ = 0
and
L1(α(−1)1⊗e−ρ) = ([L1, α(−1)] + α(−1)L1)1⊗e−ρ = α(0)1⊗e−ρ = (α,−ρ)1⊗e−ρ.
Thus if u = (aα1(−1) + bα2(−1) + cα3(−1))1⊗e−ρ ∈ P −ρ0 where a, b, c ∈ C, we have
L1(u) = (a(α1,−ρ) + b(α2,−ρ) + c(α3,−ρ))1⊗e−ρ = −b1⊗e−ρ = 0,
hence b = 0 and u ∈ Span(α1(−1)1⊗e−ρ, α3(−1)1⊗e−ρ). Substituting α = c1α1 + c2α3 for
some c1, c2 ∈ C and −ρ = 2α1 + 2α2 + α3 into equation (6.9) gives us
0 = ((c1α1(−2) + c2α3(−1) + (c1α1(−1) + c2α3(−1))
⋅ (2α1 + 2α2 + α3)(−1))1⊗ e−ρ)
0= ((c1(α1(−2) + 2α1(−1)2 + 2α1(−1)α2(−1) + α1(−1)α3(−1))
+ c2(α3(−2) + 2α2(−1)α3(−1) + α3(−1)2 + 2α1(−1)α3(−1)))1⊗ e−ρ)
0
.
Thus we have L−1(P0)−ρ =Ker(Q) = Span(q1,q2), where
q1 = (α1(−2) + 2α1(−1)2 + 2α1(−1)α2(−1) + α1(−1)α3(−1))1⊗ e−ρ
= [1 0 0 2 0 0 2 0 1]T ,
q2 = (α3(−2) + 2α2(−1)α3(−1) + α3(−1)2 + 2α1(−1)α3(−1))1⊗ e−ρ
= [0 0 1 0 0 1 0 2 2]T .
where vectors are written with respect to the basis B−ρF ,1. Observe that for each i = 1,2,
qi = 0 gives a congruence relation on the vectors in P −ρ1 .
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We now compute P 1
−ρ =Ker(Q) ∩Ker(L1) ∩Ker(L2) by finding the null space of
[q1 q2 p1 p2 p3 p4 p5] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 12 0
0 0 1 0 0 0 0
0 1 0 0 0 0 12
2 0 0 −1 0 1 12
0 0 1 0 0 0 0
0 1 0 1 0 0 0
2 0 0 0 0 1 0
0 2 0 0 0 0 1
1 2 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The solution gives the dependence relations:
p4 = 12(q1 − p3) and p5 = 12q2 − 12p2 − p3,
so 2p4 = p3 and 2p5 = −p2 − 2p3. Thus P 1−ρ is 3-dimensional, with basis
B−ρ
P 1
= (p1, p2, p3).
The theorem demonstrates that piF is not surjective, since
MultF(−ρ) = 2 < 3 =MultP 1(−ρ).
Theorem 6.4. A basis for LowP 1(−ρ) is B−ρLow = (x1, x2), where
x1 = p1 + 2p2,
x2 = −p1 + 3p3.
Proof. If x ∈ LowP 1(−ρ) then Fi ⋅x = 0 for i = 1,2, so we computeKer(F1)∩Ker(F2) ⊂ P 1−ρ.
As before, we find general formulas for Fi ⋅ut1⊗e−ρ where ut1⊗e−ρ ∈ B−ρF ,1, 1 ≤ t ≤ 9, to help
compute the action of Fi on the basis elements pj ∈ B−ρP 1 . We also make use of Lemma B.3
in Appendix B.
For i = 1,2 and j = 1,2,3, we have
Fi⋅αj(−2)1⊗ eβ1+β2 = e−βi0 (αj(−2)1⊗ eβ1+β2)= Resz=0(Y (e−βi , z))αj(−2)1⊗ eβ1+β2
= Resz=0(exp(∑
k>0
−βi(−k)
k
zk)exp(∑
k>0
−βi(k)−k z−k)e−βiz−βi(0)ε−βi)αj(−2)1⊗ eβ1+β2 .
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Note that equation (6.4) gives us
ε(−βi, β1 + β2) = ε(βi, β1)−1ε(βi, β2)−1 = (−1)i and z−βi(0)eβ1+β2 = z(−βi,β1+β2) = z
for i = 1,2. Also, we observe that any operator in the second formal series above whose
mode number or polynomial degree is greater than 2 will annihilate αj(−2)1. The surviving
terms of this formal series are shown below in the continuation of the computation:
Fi⋅αj(−2)1⊗ eβ1+β2 = (−1)iResz=0(exp(∑
k>0
−βi(−k)
k
zk)(I + 1
1!
(βi(1)
1
z−1 + βi(2)
2
z−2)
+ 1
2!
(βi(1)
1
z−1)2)z)αj(−2)1⊗ eβ3−i
= (−1)iResz=0(exp(∑
k>0
−βi(−k)
k
zk)(αj(−2)z +((((((βi 1)αj(−2) + 12βi(2)αj(−2)z−1+
+ 1
2


βi(1)2αj(−2)z−1)1⊗ eβ3−i
= (−1)iResz=0(exp(I + h.o.t.)(αj(−2)z + (βi, αj)z−1)1⊗ eβ3−i= (−1)i(βi, αj)1⊗ eβ3−i .
The remaining basis vectors ofB−ρF ,1 are of the form αj(−1)αk(−1)1⊗eβ1+β2 for 1 ≤ j, k ≤ 3,
so we compute Fi ⋅ αj(−1)αk(−1)1⊗ eβ1+β2 :
Fi ⋅ αj(−1)αk(−1)1⊗ eβ1+β2 = e−βi0 (αj(−1)αk(−1)1⊗ eβ1+β2)= Resz=0(Y (e−βi , z))αj(−1)αk(−1)1⊗ eβ1+β2
= Resz=0(exp(∑
k>0
−βi(−k)
k
zk)exp(∑
k>0
−βi(k)−k z−k)e−βiz−βi(0)ε−βi)⋅ αj(−1)αk(−1)1⊗ eβ1+β2 .
Now any operator in the second formal series above whose mode number is greater than 1
or whose polynomial degree is greater than 2 will annihilate αj(−1)αk(−1)1. Continuing
the computation,
Fi ⋅ αj(−1)αk(−1)1⊗ eβ1+β2 = (−1)iResz=0(exp(∑
k>0
−βi(−k)
k
zk)
⋅ (I + 1
1!
(βi(1)
1
)z−1 + 1
2!
(βi(1)
1
z−1)2)z)αj(−1)αk(−1)1⊗ eβ3−i
= (−1)iResz=0(exp(∑
k>0
−βi(−k)
k
zk)(αj(−1)αk(−1)z + βi(1)αj(−1)αk(−1)z0
+ 1
2
βi(1)2αj(−1)αk(−1)z−1))1⊗ eβ3−i
= (−1)iResz=0((I + h.o.t.)(αj(−1)αk(−1)z + (βi, αj)αk(−1) + (βi, αj)(βi, αk)z−1))⋅ 1⊗ eβ3−i
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= (−1)i(βi, αj)(βi, αk)1⊗ eβ3−i ,
which when j = k gives us Fi ⋅ αj(−1)21⊗ eβ1+β2 = (−1)i(βi, αj)21⊗ eβ3−i .
Let x = ap1 + bp2 + cp3 ∈Ker(F1) ∩Ker(F2) where a, b, c ∈ C. Then
0 = Fi ⋅ x = aFi ⋅ (α2(−2) + α2(−1)2) + bFi ⋅ ( − α1(−1)2 + α3(−1)2)
+ cFi ⋅ (α1(−1)α3(−1))⊗1e−ρ
= (−1)i(a((βi, α2) + (βi, α2)2) + b(−(βi, α1)2 + (βi, α3)2)
+ c((βi, α1)(βi, α3))1⊗e−ρ)
= ⎧⎪⎪⎨⎪⎪⎩ (−6a + 3b − 2c)1⊗e
−ρ if i = 1,(6a − 3b + 2c)1⊗e−ρ if i = 2.
Thus we have LowP 1(−ρ) = Span(x1, x2), where
x1 = p1 + 2p2
x2 = −p1 + 3p3
Now we show that v−ρ is represented in LowP 1(−ρ).
Proposition 6.5. piF(v−ρ) = x2, where v−ρ = −3e12123 + [E2,2E1] is from Theorem 4.5.
Proof. Since piF is a Lie algebra representation, we have that piF(v−ρ) = −3piF(e12123) +
2piF([E2,E1]). We may use the restriction map piFib for the second term, since the vector[E2,E1] ∈ Fib. First we compute
piFib([E2,E1]) = [piFib(E2), piFib(E1)] = (1⊗ eβ2)0(1⊗ eβ1)
= Resz=0( exp (∑
k>0
β2(−k)
k
zk) exp (∑
k>0
β2(k)−k z−k)eβ2zβ2(0)εβ2)(eβ1)
= ε(β2, β1)Resz=0( exp (∑
k>0
β2(−k)
k
zk)(I + h.o.t.)z−31⊗ eβ1+β2)
= −Resz=0(I + β2(−1)z + 1
2
(β2(−2) + β2(−1)2)z2 + h.o.t.)z−31⊗ eβ1+β2)
= −1
2
(β2(−2) + β2(−1)2)1⊗ eβ1+β2 .
Then, we compute piF(e12123) in steps. Using equation (B.1), we have
piF(e2123) = eα20 (α1(−1)1⊗ eα1+α2+α3)= Resz=0( exp (∑
k>0
α2(−k)
k
zk) exp (∑
k>0
α2(k)−k z−k)eα2zα2(0)εα2)α1(−1)1⊗ eα1+α2+α3
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= ε21ε22ε23Resz=0( exp (∑
k>0
α2(−k)
k
zk)(I − α2(1)z−1 + h.o.t.)z−1)α1(−1)1⊗ eα1+2α2+α3
= (1)(−1)(1)Resz=0((I + α2(−1)z + h.o.t.)(α1(−1) − (−2)z−1)z−1)1⊗ eα1+2α2+α3
= −(α1(−1) + 2α2(−1))1⊗ eα1+2α2+α3 ,
which gives us
piF(e12123) = eα10 ( − (α1(−1) + 2α2(−1))1⊗ eα1+2α2+α3)
= −Resz=0( exp (∑
k>0
α1(−k)
k
zk) exp (∑
k>0
α1(k)−k z−k)eα1zα1(0)εα1)⋅ (α1(−1) + 2α2(−1))1⊗ eα1+2α2+α3
= −ε11(ε12)2ε13Resz=0( exp (∑
k>0
α1(−k)
k
zk)(I − α1(1)z−1 + h.o.t.)z−2)
⋅ ((α1 + 2α2)(−1))1⊗ e2α1+2α2+α3
= −(−1)(1)(1)Resz=0((I + α1(−1)z + 1
2
(α1(−2) + α1(−1)2)z2 + h.o.t.)
⋅ ((α1 + 2α2)(−1) − (2 + 2(−2))z−1)z−2)1⊗ e2α1+2α2+α3
= (α1(−1)(α1 + 2α2)(−1) + 2(1
2
(α1(−2) + α1(−1)2)))1⊗ e2α1+2α2+α3
= (2α1(−1)2 + 2α1(−1)α2(−1) + α1(−2))1⊗ e2α1+2α2+α3 .= −α1(−1)α3(−1)1⊗ eβ1+β2 + q1.
Thus, we have
piF(v−ρ) = −3piF(e12123) + 2piF([E2,E1])
= −3( − α1(−1)α3(−1)1⊗ eβ1+β2) + 2( − 1
2
(β2(−2) + β2(−1)2)1⊗ eβ1+β2)
= (3α1(−1)α3(−1) − β2(−2) − β2(−1)2)1⊗ eβ1+β2
= (3α1(−1)α3(−1) − α2(−2) − α2(−1)2)1⊗ eβ1+β2= x2.
Theorem 6.4 and Proposition 6.5 show that x1 is a lowest-weight vector for Fib in P 1−ρ,
but x1 ∉ piF(F). Thus, the outer multiplicity data produced by this approach would only
show how P 1, not F , decomposes with respect to piF(Fib). In this sense, the embedding
of F in P 1 does not help in analyzing how F decomposes with respect to Fib. In addition,
it is also clear that this type of vertex algebra computation becomes more complex when
examining piF(Fµ) ⊂ P 1µ as ∣wt(µ)∣ increases, rendering this approach less useful than
anticipated.
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However, Theorem 6.5 leads us to conjecture the existence of an algorithm based on the
Schur polynomials ([B]) of vectors in P 1 which will allow one to determine which vectors
are representations of vectors in F , and/or which vectors are extremal with respect to Fib.
If such “recognition algorithms” are found, then a pattern might emerge within the set of
extremal vectors for Fib in P 1 which could shed light on the decomposition of F with respect
to Fib. We therefore consider this approach still to be valuable, and the research is ongoing.
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Appendix A Kac-Peterson formulas
The method of Kac and Peterson (provided as exercise in [K2]) is a recursive algorithm
for determining root multiplicities of the adjoint representation of any KM algebra L with
simple roots βi,1 ≤ i ≤ `. Define for any β ∈ Q+,
cβ =∑
d∣β
1
d
Mult(β
d
).
As a simple example, we observe that if β is primitive (that is, β = n1β1+n2β2 where n1 and
n2 are coprime), then cβ =Mult(β), giving the starting values cβi =Mult(βi) = 1 for i = 1,2.
It can be shown that the cβ ’s follow the recursive relation
(β∣β − 2ρ)cβ = ∑
β=β′+β′′
β′,β′′∈Q+
(β′∣β′′)cβ′cβ′′ .
We further observe that cβ is defined in such a way that a Möbius inversion might be possible,
which could give a similar expression for multiplicities in terms of cβ ’s. First note that, for
any β ∈ Q+, β = nγ, where n ≥ 1 and γ is primitive. Let
Fγ(m) =mcmγ = ∑
d∣m
m
d
Mult(mγ
d
).
The above sum can be rewritten to range over the divisors d′ = md :
Fγ(m) = ∑
d′∣md
′Mult(d′γ).
If we define fγ(d) = d Mult(dγ), then we have the Möbius inversion
m Mult(mγ) = fγ(m) = ∑
d∣mµ(d)Fγ(md ) = ∑d∣mµ(d)md cmγd ,
which after dividing both sides by m gives
Mult(mγ) = ∑
d∣mµ(d)1dcmγd .
Thus we have a recursive method for finding the multiplicity of β in terms of the cγ where
γ∣β:
Mult(β) =Mult(nγ) =∑
d∣nµ(d)1dc βd .
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Appendix B Supplementary results
Some of the proofs in Chapters 2 and 6 required lengthy computations which are either
shown here in their entirety, or were facilitated through the use of the results and identities
below.
B.1 Multibracket theorem and identities used in Chapter 2
Theorem B.1. Let ei, ∈ Fαi, fi ∈ F−αi, ejn⋯j1 ∈ Fα, and fjn⋯j1 ∈ F−α where α = n∑
k=1αjk and
n ≥ 2. Then [ei, fjn⋯j1] = δij1aj1j2fjn⋯j2 − n∑
m=2 δijm(
m−1∑
k=1 ajmjk)fjn⋯jˆm⋯j1 ,
and [fi, ejn⋯j1] = δij1aj1j2ejn⋯j2 − n∑
m=2 δijm(
m−1∑
k=1 ajmjk)ejn⋯jˆm⋯j1 ,
where xjn⋯jˆm⋯j1 = xjn⋯ jm+1jm−1⋯j1 for x ∈ {e, f}.
Proof. We prove the first identity by induction on the length of the multibracket, n. Fix
1 ≤ i ≤ 3. To show the base case is true let n = 2. Then we have
[ei, fj2j1] = [[ei, fj2], fj1] + [fj2 , [ei, fj1]]= δij2[hj2 , fj1] + δij1[fj2 , hj1]= − δij2aj2j1fj1 + δij1aj1j2fj2 .
Now assume that the statement is true for all 2 ≤ n ≤ N for some large integer N . Then
[ei, fjN+1⋯j1] = [ei, [fjN+1 , fjN⋯j1]]= [[ei, fjN+1], fjN⋯j1] + [fjN+1 , [ei, fjN⋯j1]].
We now invoke the induction hypothesis for the bracket inside the second term.
= δijN+1[hjN+1 , fjN⋯j1]
+ [fjN+1 , δij1aj1j2fjN⋯j2 − N∑
m=2 δijm(
m−1∑
k=1 ajmjk)fjN⋯jˆm⋯j1]
= − δijN+1( N∑
k=1ajN+1jk)fjN⋯j1
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+ δij1aj1j2fjN+1⋯j2 − N∑
m=2 δjmjm(
m−1∑
k=1 aijk)fjN+1⋯jˆm⋯j1 .
Observe that the first term can be absorbed into the last term’s outer sum as the case
m = N + 1 (since fjN⋯j1 = fjˆN+1jN⋯j1), giving us
= δij1aj1j2fjN+1⋯j2 − N+1∑
m=2 δjmjm(
m−1∑
k=1 aijk)fjN+1⋯jˆm⋯j1 .
The second identity follows from the first via the Cartan involution ν.
The following identities were obtained using Theorem B.1, and are used in the proofs of
Chapter 2.
[e1, f1123] = a32(0) − ((a13 + a12)f123 + (a13 + a12 + a11)f123) = 2f123,
[e1, f123] = a32(0) − (a13 + a12)f23 = 2f23,
[f1, e123] = 2e23,
[e2, f123] = a32(0) − (a23)f13 = f13 = 0,
[e3, f123] = (a32)f12 − (0) = −f12,
[e2, f23] = a32(0) − (a23)f3 = f3,
[e3, f23] = a32f2 − (0) = −f2,
[e2, f12] = a21f1 = −2f1.
We also have the following immediate consequence of the theorem.
Corollary B.2. Let 1 ≤ i ≤ `, and let X be a multibracket fi1i2...in (resp. ei1i2...in) such that
ij /= i for all 1 ≤ j ≤ n. Then [ei,X] = 0 (resp. [fi,X] = 0).
In Chapter 6 the following Lemma aided in vertex operator computations.
Lemma B.3. Let β, γ ∈ QFib. Then for k ≥ 1 and n > 0,
(i) β(n)γ(−n)k1 = nk(β, γ)γ(−n)k−11,
(ii) β(n)mγ(−n)k1 = k!(k−m)!nm(β, γ)mγ(−n)k−m1, for k ≥m > 0.
Proof. (i) Induct on k. Base case:
β(n)γ(−n)1 = [β(n), γ(−n)]1 + γ(−n)β(n)1 = n(β, γ)1.
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Assume inductive hypothesis for all k ≤K for some K ∈ Z>0. Then
β(n)γ(−n)K+11 = (β(n)γ(−n))γ(−n)K1
= ([β(n), γ(n)] + γ(−n)β(n))γK(−n)1
= n(β, γ)γ(−n)K1 + γ(−n)(β(n)γ(−n)K1)
= n(β, γ)γ(−n)K1 + γ(−n)(nK(β, γ)γ(−n)K−11)
= n(K + 1)(β, γ)γ(−n)K1.
The induction hypothesis was applied in the fourth equality. Thus the statement is true for
all k ∈ Z.
(ii) Induct on m for fixed k ∈ Z≥0. Base case: When m = 1 and k ≥ 0 we have part (i).
Assume that
β(n)mγ(−n)k1 = k!(k −m)!nm(β, γ)mγ(−n)k−m1
is true for all m ≤M for some M ∈ Z>0. Then
β(n)M+1γ(−n)k1 = β(n)(β(n)Mγ(−n)k1)
= β(n)( k!(k −M)!nM(β, γ)Mγ(−n)k−M1)= k!(k −M)!nM(β, γ)M(β(n)γ(−n)k−M1)= k!(k −M)!nM(β, γ)M((k −M)n(β, γ)γ(−n)k−M−11)= k!(k − (M + 1))!nM+1(β, γ)M+1γ(−n)k−(M+1)1.
B.2 The Lie algebra representation piF ∶ F → P 1
We now show that the representation piF ∶ F → P 1 from Section 6.3 is a Lie algebra rep-
resentation (i.e., the representations of the Serre generators satisfy the Serre relations in F
given in Definition 1.13). Note that since we are working with the representation of F in
VF , the 2-cocycle is εFij , but we will suppress the superscript for brevity. We verify the first
four Serre relations as follows:
[piF(hi), piF(hj)] = (αi(−1)1⊗ e0)0(αj(−1)1⊗ e0)= Resz=0(αi(z))αj(−1)1⊗ e0 = Resz=0(∑
n∈Zαi(n)z−n−1)αj(−1)1⊗ e0= αi(0)αj(−1)1⊗ e0 = (αi,0)αj(−1)1⊗ e0 = 0,
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and
[piF(hi), piF(ej)] = (αi(−1)1⊗ e0)0(1⊗ eαj) = Resz=0(αi(z))(1⊗ eαj)= αi(0)1⊗ eαj = (αi, αj)1⊗ eαj = aji1⊗ eαj = ajipiF(ej),
and
[piF(hi), piF(fj)] = (αi(−1)1⊗ e0)0(−1⊗ e−αj) = −Resz=0(αi(z))(1⊗ e−αj)= −αi(0)1⊗ e−αj = −(αi,−αj)1⊗ e−αj = aji1⊗ e−αj = −ajipiF(fj),
and
[piF(ei), piF(fj)] = −(1⊗ eαi)0(1⊗ e−αj) = −Y0(1⊗ eαi , z)(1⊗ e−αj)
= −Resz=0( exp (∑
k>0
αi(−k)
k
zk) exp (∑
k>0
αi(k)−k z−k)eαizαi(0)εαi)(1⊗ e−αj)
= −ε(αi,−αj)Resz=0( exp (∑
k>0
αi(−k)
k
zk) exp (∑
k>0
αi(k)−k z−k)z(αi,−αj))(1⊗ eαi−αj)
= −ε−1ij Resz=0( exp (∑
k>0
αi(−k)
k
zk)(I + h.o.t.)z−aji)(1⊗ eαi−αj)
= −ε−1ij Resz=0(I + αi(−1)z + h.o.t.)z−aji)(1⊗ eαi−αj) = −δijε−1ij αi(−1)1⊗ e0= −δijε−1ij piF(hi) = δijpiF(hi).
Note in the fourth to last equality above if aji ≤ 0 then the residue is 0 since there would
only be positive powers of z in the resulting series. If aji > 0 then aji = 2 and i = j, so the
result is −ε−1ii αi(−1)1⊗ e0 = αi(−1)1⊗ e0, since we have chosen εii = −1 for all i = 1,2,3.
Lastly we need to check that the Serre relations (adei)−aij+1(ej) = 0 and (adfi)−aij+1(fj) =
0 for all i, j = 1,2,3 where i ≠ j are correctly represented in P 1.
The next page of calculations will show that piF((adei)−aij+1(ej)) = 0. We start with
piF([ei, ej]) for general 1 ≤ i, j ≤ 3, then substitute for each of the three cases aij = 0,−1,
and −2:
[piF(ei), piF(ej)] = [1⊗ eαi ,1⊗ eαj ] = (1⊗ eαi)0(1⊗ eαj)
= Resz=0( exp (∑
k>0
αi(−k)
k
zk) exp (∑
k>0
αi(k)−k z−k)eαizαi(0)εαi)(1⊗ eαj)
= εijResz=0( exp (∑
k>0
αi(−k)
k
zk)(I + h.o.t.)z(αi,αj))(1⊗ eαi+αj)
= εijResz=0(I + αi(−1)z + 1
2
(αi(−1)2 + αi(−2))z2 + h.o.t.)zaji)(1⊗ eαi+αj)
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if aij ≥ 0,
εij1⊗ eα2+α3 if aij = −1,
εijαi(−1)1⊗ eα1+α2 if aij = −2.
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The first case above verifies the Serre relation for i = 1, j = 3 (and similarly for i = 3, j = 1),
where a13 = 0. Continuing to check the other two cases, we first determine piF((ade2)2(e3)).
We have
[piF(e2), [piF(e2), piF(e3)]] = (1⊗ eα2)0(−1⊗ eα2+α3)
= −Resz=0( exp (∑
k>0
α2(−k)
k
zk) exp (∑
k>0
α2(k)−k z−k)eα2z(α2,α2+α3)εα2)(1⊗ eα2+α3)
= −ε22ε23Resz=0( exp (∑
k>0
α2(−k)
k
zk)(I + h.o.t.)z1)(1⊗ e2α2+α3) = 0,
since all of the negative powers of z from the annihilator expansion have coefficients which
kill 1, leaving only positive powers of z in the final expansion. Thus the residue is 0, and
for i = 2, j = 3 (or for i = 3, j = 2) where aij = −1, the Serre relation (ade2)−a23+1(e3) =[e2, [e2, e3]] = 0 is correctly represented in P 1. Lastly we compute piF((ade1)3(e2)),
[piF(e1), piF(e12)] = (1⊗ eα1)0(α1(−1)1⊗ eα1+α2)
= Resz=0( exp (∑
k>0
α1(−k)
k
zk) exp (∑
k>0
α1(k)−k z−k)eα1z(α1,α1+α2)εα1)(α1(−1)1⊗ eα1+α2)
= ε11ε12Resz=0( exp (∑
k>0
α1(−k)
k
zk)(I − α1(1)z−1 + h.o.t.)z0)(α1(−1)1⊗ e2α1+α2)
= ε11ε12Resz=0(I + h.o.t.)(α1(−1) − 2z−1 + h.o.t.)1⊗ e2α1+α2= −2ε11ε121⊗ e2α1+α2 ,
then
[piF(e1), piF(e112)] = (1⊗ eα1)0(−2ε11ε121⊗ e2α1+α2)
= −ε11ε12Resz=0( exp (∑
k>0
α1(−k)
k
zk) exp (∑
k>0
α1(k)−k z−k)eα1z(α1,2α1+α2)εα1)(21⊗ e2α1+α2)
= −(ε11)3(ε12)2Resz=0( exp (∑
k>0
αi(−k)
k
zk)(I + h.o.t.)z2)(21⊗ e3α1+α2) = 0,
since the expansion has no negative exponents, so the Serre relation (ade1)−a12+1(e2) =[e1, [e1, [e1, e2]] = 0 is correctly represented in P 1.
Using a similar approach, we now show that piF((adfi)−aij+1(fj)) = 0, starting as we did
above with piF([fi, fj]) for general 1 ≤ i, j ≤ 3, then substituting for each of the three cases
aij = 0,−1, and −2:
[piF(fi), piF(fj)] = (1⊗ e−αi)0(1⊗ e−αj)
= Resz=0( exp (∑
k>0
−αi(−k)
k
zk) exp (∑
k>0
−αi(k)−k z−k)e−αiz−αi(0)ε−αi)(1⊗ e−αj)
= ε(−αi,−αj)Resz=0( exp (∑
k>0
−αi(−k)
k
zk)(I + h.o.t.)z(−αi,−αj))(1⊗ e−αi−αj)
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B.2. The Lie algebra representation piF ∶ F → P 1
= εijResz=0(I − αi(−1)z + 1
2
(αi(−1)2 − αi(−2))z2 + h.o.t.)zaji)(1⊗ e−αi−αj)
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if aij ≥ 0,
εij1⊗ e−α2−α3 if aij = −1,−εijαi(−1)1⊗ e−α1−α2 if aij = −2.
As before, the first case shows that the Serre relations (adf1)−a13+1(f3) = [f1, f3] = 0 and(adf3)−a31+1(f1) = [f3, f1] = 0 are correctly represented in P 1. Next, we have
[piF(f2),piF(f23)] = (1⊗ e−α2)0(−1⊗ e−α2−α3)
= −Resz=0( exp (∑
k>0
−α2(−k)
k
zk) exp (∑
k>0
−α2(k)−k z−k)e−α2z(−α2,−α2−α3)ε−α2)⋅ (1⊗ e−α2−α3)
= −ε22ε23Resz=0( exp (∑
k>0
−α2(−k)
k
zk)(I + h.o.t.)z1)(1⊗ e2α2+α3) = 0,
since all of the negative powers of z from the annihilator expansion have coefficients which
kill 1, leaving only positive powers of z in the final expansion. Thus the residue is 0, so the
Serre relation (adf2)−a23+1(f3) = [f2, [f2, f3]] = 0 is correctly represented in P 1. Lastly we
compute piF((adf1)3(f2)),
[piF(f1), piF(f12)] = (1⊗ e−α1)0(−α1(−1)1⊗ e−α1−α2)
= −Resz=0( exp (∑
k>0
−α1(−k)
k
zk) exp (∑
k>0
−α1(k)−k z−k)e−α1z(−α1,−α1−α2)ε−α1)⋅ (α1(−1)1⊗ e−α1−α2)
= −ε11ε12Resz=0( exp (∑
k>0
−α1(−k)
k
zk)(I + α1(1)z−1 + h.o.t.)z0)(α1(−1)1⊗ e−2α1−α2)
= −ε11ε12Resz=0((I + h.o.t.)(α1(−1) − 2z−1 + h.o.t.))1⊗ e−2α1−α2 = 2ε11ε121⊗ e−2α1−α2 ,
then
[piF(f1),piF(f112)] = (1⊗ e−α1)0(2ε11ε121⊗ e−2α1−α2)
= ε11ε12Resz=0( exp (∑
k>0
−α1(−k)
k
zk) exp (∑
k>0
−α1(k)−k z−k)e−α1z(−α1,−2α1−α2)ε−α1)⋅ (21⊗ e−2α1−α2)
= (ε11)3(ε12)2Resz=0( exp (∑
k>0
−α1(−k)
k
zk)(I + h.o.t.)z2)(21⊗ e3α1+α2) = 0,
since the expansion has no negative exponents, so (adf1)−a12+1(f2)) = [f1, [f1, [f1, f2]] = 0
is correctly represented in P 1.
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B.3 Proving piF ∣Fib = piFib
Now we verify that for i = 1,2, piFib = piF ∣Fib, that is,
piF(Ei) = 1⊗ eβi , piF(Fi) = −1⊗ e−βi , and piF(Hi) = βi(−1)1⊗ e0,
where E1 = 12e1123, E2 = e2, F1 = −12f1123, F2 = f2, H1 = 2h1 + h2 + h3, and H2 = h2.
First, we have
piF(H1) = piF(2h1 + h2 + h3) = 2α1(−1)1⊗e0 + α2(−1)1⊗e0 + α3(−1)1⊗e0= (2α1 + α2 + α3)(−1)1⊗e0 = β1(−1)1⊗e0
and
piF(H2) = piF(h2) = α2(−1)1⊗e0 = β2(−1)1⊗e0.
Next, we have piF(E1) = piF(12e1123) = 12[piF(e1), piF(e123)]. Since it will prove useful in
Proposition 6.5, we first compute piF(e123), and we recall that piF(e23) = ε23(eα2+α3).
piF(e123) = [piF(e1), piF(e23)] = eα10 (ε23eα2+α3)= Resz=0( exp (∑
k>0
α1(−k)
k
zk) exp (∑
k>0
α1(k)−k z−k)eα1z(α1,α2+α3)εα1)(ε231⊗ eα2+α3)
= ε12ε13ε23Resz=0( exp (∑
k>0
α1(−k)
k
zk)(I + h.o.t.)z−2)(1⊗ eα1+α2+α3)
= ε12ε13ε23Resz=0((I + α1(−1)z + h.o.t.)z−2)(1⊗ eα1+α2+α3)= ε12ε13ε23α1(−1)1⊗ eα1+α2+α3
Since ε12 = ε23 = ε13 = 1, we have
piF(e123) = α1(−1)1⊗ eα1+α2+α3 . (B.1)
Thus we have
piF(E1) = 1
2
eα10 (ε12ε13ε23α1(−1)1⊗ eα1+α2+α3)
= 1
2
ε12ε13ε23Resz=0( exp (∑
k>0
α1(−k)
k
zk) exp (∑
k>0
α1(k)−k z−k)eα1z(α1,α1+α2+α3)εα1)⋅ α1(−1)1⊗ eα1+α2+α3
= 1
2
ε11(ε12)2(ε13)2ε23Resz=0( exp (∑
k>0
α1(−k)
k
zk)(I − α1(1)z−1 + h.o.t.)z0)
⋅ α1(−1)1⊗ e2α1+α2+α3
= 1
2
ε11(ε12)2(ε13)2ε23Resz=0((I + h.o.t.)(I − 2z−1))1⊗ e2α1+α2+α3
81
B.3. Proving piF ∣Fib = piFib
= −ε11ε231⊗ e2α1+α2+α3 .
Since ε11 = −1 and ε23 = 1 we have
piF(e1123) = 1⊗ e2α1+α2+α3 = 1⊗ eβ1 = piFib(E1),
and since E2 = e2 and β2 = α2,
piF(E2) = 1⊗ eβ2 .
Also,
piF(F1) = piF( − 1
2
f1123)
= −1
2
[piF(f1), [piF(f1), piF(f23)]]
= −1
2
e−α10 (Resz=0( exp (∑
k>0
−α1(−k)
k
zk) exp (∑
k>0
−α1(k)−k z−k)e−α1z(−α1,−α2−α3)ε−α1)⋅ (ε231⊗ e−α2−α3)
= −1
2
(ε23)(ε12ε13)e−α10 (Resz=0( exp (∑
k>0
−α1(−k)
k
zk)(I + h.o.t.)z−2)(1⊗ e−α1−α2−α3))
= −1
2
ε23ε12ε13e
−α1
0 (Resz=0((I − α1(−1)z + h.o.t.)z−2)(1⊗ e−α1−α2−α3)
= −1
2
ε23ε12ε13e
−α1
0 ( − α1(−1)1⊗ e−α1−α2−α3)
= 1
2
ε23ε12ε13Resz=0( exp (∑
k>0
−α1(−k)
k
zk) exp (∑
k>0
−α1(k)−k z−k)e−α1z(−α1,−α1−α2−α3)ε−α1)⋅ (α1(−1)1⊗ e−α1−α2−α3)
= 1
2
(ε12)2(ε13)2ε11ε23Resz=0( exp (∑
k>0
α1(−k)
k
zk)(I + α1(1)z−1 + h.o.t.)z0)
⋅ (α1(−1)1⊗ e−2α1−α2−α3)
= 1
2
(ε12)2(ε13)2ε11ε23Resz=0((I + h.o.t.)(I + 2z−1))(1⊗ e−2α1−α2−α3)
= 1
2
(ε12)2(ε13)2ε11ε23(21⊗ e−2α1−α2−α3) = ε11ε231⊗ e−2α1−α2−α3 .
Thus we have
piF(F1) = −1⊗ e−β1
and since F2 = f2 and β2 = α2,
piF(F2) = −1⊗ e−β2 .
82
Appendix C Dimension data for weight spaces in irreducibleFib-modules
Chapter 5 details our algorithm for determining the inner multiplicities of non-standard
modules on levels ±1 and ±2. For explanation of the notation and organization of the
tables, we refer the reader to Remark 5.4 and the bulleted text on page 53.
Tables C1 and C2 show data for the non-standard modules on levels 1 and 2, respectively.
Tables C3 and C4 show data for the adjoint representation and the −ρ-module on level
0. Though not referenced within the text, these data are provided to the reader as a
demonstration of the claim in Chapter 5 that this algorithmic approach can be used to
determine inner multiplicities of any irreducible module, including non-standard ones.
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C. Dimension data for weight spaces in irreducible Fib-modules
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C. Dimension data for weight spaces in irreducible Fib-modules
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C. Dimension data for weight spaces in irreducible Fib-modules
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2
,0
) 3,5
(0,0,
0
,0
,2
,1
,0
,0
,0
,0
,0
,0
,0
,5
) 4,4
[1222
12
11
2
]
(12,0
,−6,0
,0
,4
,0
,0
,2
) 3,5
(0,0,
0
,0
,0
,0
,1
2
,0
,0
,0
,0
,0
,0
,0
) 4,4
[1222
11
21
2
]
(0,8,
0
,0
,0
,0
,0
,0
,4
) 3,5
(0,0,
0
,0
,0
,0
,0
,1
2
,0
,0
,0
,0
,0
,0
) 4,4
[1221
22
11
2
]
(44 3,0
,−14
,0
,0
,
4
4 3
,0
,0
,
4 3
) 3,5
(0,0,
0
,0
,0
,0
,8
,0
,6
,0
,0
,0
,0
,0
) 4,4
[1221
21
21
2
]
(−2,0
,3
,8
,0
,−2,0
,0
,6
) 3,5
(0,0,
0
,0
,0
,0
,2
,3
,0
,6
,0
,0
,0
,0
) 4,4
[1221
12
21
2
]
(−20 3
,0
,1
0
,0
,8
,−20 3
,0
,0
,
2
0 3
) 3,5
(0,0,
0
,0
,0
,0
,0
,2
,0
,0
,6
,0
,0
,0
) 4,4
[1212
22
11
2
]
(28,0
,−42
,0
,0
,3
6
,0
,0
,0
) 3,5
(0,0,
0
,0
,0
,0
,0
,0
,9
,0
,0
,2
,0
,0
) 4,4
[1212
21
21
2
]
(0,0,
0
,0
,0
,0
,8
,0
,7
) 3,5
(0,0,
0
,0
,0
,0
,0
,0
,2
,4
,0
,0
,2
,0
) 4,4
[1212
12
21
2
]
(−14 3
,0
,7
,0
,0
,−14 3
,0
,8
,
1
4 3
) 3,5
(0,0,
0
,0
,0
,0
,0
,0
,0
,2
,1
,0
,0
,2
) 4,4
[1122
21
21
2
]
(0,0,
0,
0,
0,
0
,0
,0
,1
8
) 3,5
(0,0,
0
,0
,0
,0
,0
,0
,0
,0
,0
,2
,3
,0
) 4,4
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C. Dimension data for weight spaces in irreducible Fib-modules
n
1
,n
2
X
µ
F
1
X
µ
F
2
X
µ
µ
(H 1)
µ
(H 2)
3,
6
[2222
12
1
1
2
]
*
(9 5) 2,
6
(12,0
,0
,0
,0
,0
,0
,0
,0
) 3,5
−11
2
[2222
11
2
1
2
]
(8 5) 2,
6
(0,12
,0
,0
,0
,0
,0
,0
,0
) 3,5
[2221
22
1
1
2
]
(21 5) 2
,6
(8,0,
6,
0,
0
,0
,0
,0
,0
) 3,5
[2221
21
2
1
2
]
(−19 10
,) 2,6
(2,3,
0,
6,
0
,0
,0
,0
,0
) 3,5
[2221
12
2
1
2
]
(1) 2,
6
(0,2,
0,
0,
6
,0
,0
,0
,0
) 3,5
[2212
22
1
1
2
]
(7) 2,
6
(0,0,
9,
0,
0
,2
,0
,0
,0
) 3,5
[2212
21
2
1
2
]
(14 5) 2
,6
(0,0,
2,
4,
0
,0
,2
,0
,0
) 3,5
[2212
12
2
1
2
]
(−7 10
) 2,6
(0,0,
0,
2,
1
,0
,0
,2
,0
) 3,5
[2122
21
21
2
]=(3 2
,
1 4
,−2,−
1,
0
,1
,
3 2
,0
)
(4) 2,
6
(0,0,
0,
0,
0
,2
,3
,0
,0
) 3,5
[1222
22
11
2
]=(1
5
,0
,−20
,0
,0
,1
0,
0
,0
)
(13) 2
,6
(20,0
,−30
,0
,0
,2
0
,0
,0
,0
) 3,5
C
on
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ed
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C. Dimension data for weight spaces in irreducible Fib-modules
T
ab
le
C
3:
D
et
er
m
in
at
io
n
of
ba
se
s
of
m
ul
ti
br
ac
ke
ts
in
th
e
ad
jo
in
t
re
pr
es
en
ta
ti
on
Fib.
N
ot
e:
β
=n 1β
1
+n 2β
2
.
Se
e
pa
ge
53
fo
r
ex
pl
an
at
io
n
of
no
ta
ti
on
.
n
1
,n
2
X
β
F
1
X
β
F
2
X
β
β
(H 1)
β
(H 2)
n
1
,n
2
X
β
F
1
X
β
F
2
X
β
β
(H 1)
β
(H 2)
1,
1
[21]
(−3) 0
,1
(3) 1,
0
−2
−2
[12]
=−[2
1]
(3) 0,
1
(−3) 1
,0
2,
1
[121]
(4) 1,
1
0
1
−4
1,
2
[221]
0
(4) 1,
1
−4
1
3,
1
[1121
]
(3) 2,
1
0
3
−7
2,
2
[2121
]
(4) 1,
2
(4) 2,
1
−2
−2
[1221
]=[2
1
2
1
]
(4) 1,
2
(4) 2,
1
1,
3
[2221
]
0
(3) 1,
2
−7
3
3,
2
[2112
1
]
(3) 2,
2
(7) 3,
1
0
−5
[1212
1
]
(6) 2,
2
(4) 3,
1
2,
3
[2212
1
]
(4) 2,
2
(6) 3,
1
−5
0
[1222
1
]
(7) 2,
2
(3) 3,
1
4,
2
[1211
2
1
]=1 2
[1121
2
1
]
(0,3)
3
,2
0
2
−8
[1121
2
1
]
(0,6)
3
,2
3,
3
[2211
2
1
]
(3,0)
2
,3
(12,0
) 3,2
−3
−3
[2121
2
1
]
(6,0)
2
,3
(4,5)
3
,2
[1221
2
1
]=(−
1 3
,1
,
1 3
)
(5,4)
2
,3
(0,6)
3
,2
[1122
2
1
]
(0,12
) 2,3
(0,3)
3
,2
2,
4
[2221
2
1
]
0
(6,0)
2
,3
−8
2
[2122
2
1
]=1 2
[2221
2
1
]
(3,0)
2
,3
5,
2
[1112
1
2
1]
(4) 4,
2
0
4
−11
4,
3
[2112
1
2
1]
(0,6,
0) 3,3
(8) 4,
2
−1
6
[1221
1
2
1]
(2,3,
1) 3,3
(6) 4,
2
[1212
1
2
1]
(−2,9
,2
) 3,3
(7) 4,
2
[1112
2
2
1]
(0,0,
1
5
) 3,3
(3) 4,
2
3,
4
[2221
1
2
1]
(3) 2,
4
(15,0
,0
) 3,3
6
−1
[2212
1
2
1]
(6) 2,
4
(4,8,
0) 3,3
[2112
2
2
1]
(6) 2,
4
(0,3,
3) 3,3
[1222
1
2
1]
(8) 2,
4
(−2,6
,2
) 3,3
2,
5
[2222
1
2
1]
0
(4) 2,
4
−11
4
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C. Dimension data for weight spaces in irreducible Fib-modules
n
1
,n
2
X
β
F
1
X
β
F
2
X
β
β
(H 1)
β
(H 2)
5,
3
[2111
21
21
]=(4
,−4 3,
−2,1 3
)
(4,0,
0
,0
) 4,3
(11) 5
,2
1
−9
[1211
21
21
]
(1,0,
6
,0
) 4,3
(8) 5,
2
[1122
11
21
]
(0,3,
3
,1
) 4,3
(6) 5,
2
[1121
21
21
]
(0,−2
,1
0
,2
) 4,3
(7) 5,
2
[1111
22
21
]
(0,0,
0,
1
6
) 4,3
(3) 5,
2
4,
4
[2211
21
21
]
(0,6,
0
,0
) 3,4
(14,0
,0
,0
) 4,3
−4
−4
[2122
11
21
]
(2,3,
1
,0
) 3,4
(6,6,
0,
0
) 4,3
[2121
21
21
]
(−2,9
,2
,0
) 3,4
(7,0,
6,
0
) 4,3
[2111
22
21
]
(0,0,
1
5,
0
) 3,4
(3,0,
0,
6
) 4,3
[1222
11
21
]
(6,0,
0
,3
) 3,4
(0,15
,0
,0
) 4,3
[1221
21
21
]
(0,6,
0
,6
) 3,4
(0,4,
8,
0
) 4,3
[1211
22
21
]=(0
,
3 2
,−3 2,
1 2
,−1,
3 2
)
(0,0,
6
,6
) 3,4
(0,0,
3,
3
) 4,3
[1122
21
21
]=(1
,1
,−3,
1 3
,−4 3,
3)
(0,0,
0,
1
4
) 3,4
(0,−2
,6
,2
) 4,3
3,
5
[2222
11
21
]
(3) 2,
5
(16,0
,0
,0
) 3,4
−9
1
[2221
21
21
]
(6) 2,
5
(4,9,
0,
0
) 3,4
[2211
22
21
]
(6) 2,
5
(0,3,
4,
0
) 3,4
[2122
21
21
]
(8) 2,
5
(−2,6
,2
,1
) 3,4
[1222
21
21
]=(1
,−2,−
2,
4
)
(11) 2
,5
(0,0,
0,
4
) 3,4
6,
3
[1121
12
12
1
]=(1 2
,
1 2
,
1 1
0
)
(0,0,
6
,0
) 5,3
0
3
−12
[1112
21
12
1
]
(0,2,
3
,1
) 5,3
[1112
12
12
1
]
(0,−2
,9
,2
) 5,3
[1111
12
22
1
]
(0,0,
0,
1
5
) 5,3
5,
4
[2121
12
12
1
]
(1,0,
6,
0
,0
,0
) 4,4
(14,−
3
2
3
,−16
,
8 3
) 5,3
−2
−7
[2112
21
12
1
]
(0,3,
3,
1
,0
,0
) 4,4
(24,1
,−12
,2
) 5,3
[2112
12
12
1
]
(0,−2
,1
0,
2
,0
,0
) 4,4
(28,−
2
8
3
,−5,
7 3
) 5,3
[2111
12
22
1
]
(0,0,
0
,1
6,
0
,0
) 4,4
(12,−
4,
−6,1
0) 5,3
[1221
12
12
1
]
(4,6,
0,
0
,0
,0
) 4,4
(14,0
,0
,0
) 5,3
[1212
21
12
1
]
(2,17 2
,
−3 2,
1 2
,−1,
3 2
) 4,4
(6,6,
0,
0
) 5,3
[1212
12
12
1
]
(−2,1
2
,1
,1
,−2,3
) 4,4
(7,0,
6,
0
) 5,3
[1211
12
22
1
]
(0,45 2
,
−45 2,
2
3 2
,−15
,
4
5 2
) 4,4
(3,0,
0,
6
) 5,3
[1122
21
12
1
]
(9,3,
−9,1
,0
,9
) 4,4
(0,15
,0
,0
) 5,3
[112
2
1
2
1
2
1
]=(0
,0
,0
,
−1 3,
2 3
,
−7 3,
1
,
5 9
,
1
0 9
)
(6,12
,−18
,2
,−8,2
2
) 4,4
(0,4,
8,
0
) 5,3
C
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C. Dimension data for weight spaces in irreducible Fib-modules
n
1
,n
2
X
β
F
1
X
β
F
2
X
β
β
(H 1)
β
(H 2)
4,
5
[222
1
1
2
1
2
1
]=(3
,0
,0
,−2,0
,
1 2
,0
,0
,0
)
(0,6,
0,
0) 3,5
(18,0
,0
,0
,0
,0
) 4,4
−7
−2
[2212
21
12
1
]
(2,3,
1,
0) 3,5
(6,10
,0
,0
,0
,0
) 4,4
[2212
12
12
1
]
(−2,9
,2
,0
) 3,5
(7,0,
1
0,
0
,0
,0
) 4,4
[2211
12
22
1
]
(0,0,
1
5
,0
) 3,5
(3,0,
0,
1
0
,0
,0
) 4,4
[2122
21
12
1
]
(6,0,
0,
3) 3,5
(0,15
,0
,0
,4
,0
) 4,4
[2122
12
12
1
]
(0,6,
0,
6) 3,5
(0,4,
8
,0
,0
,4
) 4,4
[1222
21
12
1
]
(12,−
6
,−6,1
2
) 3,5
(0,0,
0,
0,
1
6
,0
) 4,4
[1222
12
12
1
]
(6,−3
,−12
,2
4
) 3,5
(0,0,
0
,0
,4
,9
) 4,4
[1221
12
22
1
]
(6,−1
2
,−3,2
4
) 3,5
(0,6,
−6,2
,−4,9
) 4,4
[1212
22
12
1
]
(8,−1
6
,−16
,4
1
) 3,5
(−1,4
,−6,
4 3
,
−16 3,
1
2
) 4,4
3,
6
[2122
22
11
2
1
]
0
(15,0
,0
,0
) 3,5
−12
3
[2122
21
21
2
1
]
(4,8,
0,
0) 3,5
[2122
11
22
2
1
]
(0,3,
3,
0) 3,5
[2121
22
21
21
]=(−
4
1
5
,
1 2
,
2 3
)
(−2,6
,2
,0
) 3,5
7,
3
[1111
22
11
21
]=(1 2
,0
)
(−1,3
,1
) 6,3
0
5
−15
[1111
21
21
2
1
]
(−2,6
,2
) 6,3
[1111
11
22
2
1
]
(0,0,
1
2
) 6,3
3,
7
[2212
22
21
12
1
]=(3
,−5)
0
(12,0
,0
,0
) 3,5
−15
5
[2212
22
12
1
2
1]
(4,5,
0,
0) 3,5
[2212
21
12
2
2
1]
(0,3,
0,
0) 3,5
C
on
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C. Dimension data for weight spaces in irreducible Fib-modules
T
ab
le
C
4:
D
et
er
m
in
at
io
n
of
ba
se
s
of
m
ul
ti
br
ac
ke
ts
in
th
e
m
od
ul
e
V
−ρ o
n
le
ve
l0
.
N
ot
e:
β
=n 1β
1
+n 2β
2
−ρ.
Se
e
pa
ge
53
fo
r
ex
pl
an
at
io
n
of
no
ta
ti
on
.
n
1
,n
2
X
β
F
1
X
β
F
2
X
β
β
(H 1)
β
(H 2)
1,
0
[1]
(1) 0,
0
0
1
−4
0,
1
[2]
0
(1) 0,
0
−4
1
1,
1
[21]
(1) 0,
1
(4) 1,
0
−2
−2
[12]
(4) 0,
1
(1) 1,
0
2,
1
[121]
(2,1)
1
,1
0
0
−5
[112]
(0,6)
1
,1
1,
2
[221]
0
(6,0)
1
,1
−5
0
[212]
(1,2)
1
,1
3,
1
[1121
]
(2,1)
2
,1
0
2
−8
[1112
]
(0,6)
2
,1
2,
2
[2121
]
(2,1)
1
,2
(5,0)
2
,1
−3
−3
[2112
]
(0,6)
1
,2
(0,5)
2
,1
[1221
]
(5,0)
1
,2
(6,0)
2
,1
[1212
]
(0,5)
1
,2
(1,2)
2
,1
1,
3
[2221
]
0
(6,0)
1
,2
−8
2
[2212
]
(1,2)
1
,2
4,
1
[1112
1
]=1 4
1
1
1
1
2
]
(0,1)
2
,1
0
4
−11
[1111
2]
(0,4)
2
,1
3,
2
[2112
1]
(2,1,
0,
0
) 2,2
(8,0)
3
,1
−1
−6
[2111
2]
(0,6,
0,
0
) 2,2
(0,8)
3
,1
[1212
1]
(3,0,
2,
1
) 2,2
(5,0)
3
,1
[1211
2]
(0,3,
0,
6
) 2,2
(0,5)
3
,1
[1122
1]
(0,0,
8,
0
) 2,2
(6,0)
3
,1
[1121
2]
(0,0,
0,
8
) 2,2
(1,2)
3
,1
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C. Dimension data for weight spaces in irreducible Fib-modules
n
1
,n
2
X
β
F
1
X
β
F
2
X
β
β
(H 1)
β
(H 2)
2,
3
[2212
1
]
(2,1)
1
,3
(8,0,
0,
0) 2,2
−6
−1
[2211
2
]
(0,6)
1
,3
(0,8,
0,
0) 2,2
[2122
1
]
(5,0)
1
,3
(6,0,
3,
0) 2,2
[2121
2
]
(0,5)
1
,3
(1,2,
0,
3) 2,2
[1222
1
]
(8,0)
1
,3
(0,0,
6,
0) 2,2
[1221
2
]
(0,8)
1
,3
(0,0,
1,
2) 2,2
1,
4
[2222
1
]
0
(4,0)
1
,2
−11
4
[2221
2
]=1 4
[2222
1]
(1,2)
1
,0
4,
2
[2111
12
]=(0
,4
,0
,−6,0
,4
)
(0,4,
0
,0
,0
,0
) 3,2
(11) 4
,1
1
−9
[1211
2
1
]
(1,0,
2
,1
,0
,0
) 3,2
(2) 4,
1
[1211
1
2
]
(0,1,
0
,6
,0
,0
) 3,2
(8) 4,
1
[1121
2
1
]
(0,0,
4
,0
,2
,1
) 3,2
(5 4) 4,
1
[1121
1
2
]
(0,0,
0
,4
,0
,6
) 3,2
(5) 4,
1
[1112
2
1
]
(0,0,
0
,0
,9
,0
) 3,2
(3 2) 4,
1
[1112
1
2
]
(0,0,
0
,0
,0
,9
) 3,2
(9 4) 4,
1
2,
4
[2221
2
1
]
(9 4) 1,
4
(9,0,
0
,0
,0
,0
) 2,3
−9
1
[2221
1
2
]
(3 2) 1,
4
(0,9,
0
,0
,0
,0
) 2,3
[2212
2
1
]
(5) 1,
4
(6,0,
4
,0
,0
,0
) 2,3
[2212
1
2
]
(5 4) 1,
4
(1,2,
0
,4
,0
,0
) 2,3
[2122
2
1
]
(8) 1,
4
(0,0,
6
,0
,1
,0
) 2,3
[2122
1
2
]
(2) 1,
4
(0,0,
1
,2
,0
,1
) 2,3
[1222
21
]=(4
,0
,−6,0
,4
,0
)
(11) 1
,4
(0,0,
0
,0
,4
,0
) 2,3
3,
3
[2211
2
1
]
(2,1,
0
,0
,0
,0
) 2,3
(14,0
,0
,0
,0
,0
) 3,2
−4
−4
[2211
1
2
]
(0,6,
0
,0
,0
,0
) 2,3
(0,14
,0
,0
,0
,0
) 3,2
[2121
2
1
]
(3,0,
2
,1
,0
,0
) 2,3
(5,0,
6
,0
,0
,0
) 3,2
[2121
1
2
]
(0,3,
0
,6
,0
,0
) 2,3
(0,5,
0
,6
,0
,0
) 3,2
[2112
2
1
]
(0,0,
8
,0
,0
,0
) 2,3
(6,0,
0
,0
,6
,0
) 3,2
[2112
1
2
]
(0,0,
0
,8
,0
,0
) 2,3
(1,2,
0
,0
,0
,6
) 3,2
[1221
2
1
]
(6,0,
0
,0
,2
,1
) 2,3
(0,0,
8
,0
,0
,0
) 3,2
[1221
1
2
]
(0,6,
0
,0
,0
,6
) 2,3
(0,0,
0
,8
,0
,0
) 3,2
[1212
2
1
]
(0,0,
6
,0
,5
,0
) 2,3
(0,0,
6
,0
,3
,0
) 3,2
[1212
1
2
]
(0,0,
0
,6
,0
,5
) 2,3
(0,0,
1
,2
,0
,3
) 3,2
[1122
2
1
]
(0,0,
0,
0,
1
4
,0
) 2,3
(0,0,
0
,0
,6
,0
) 3,2
[1122
1
2
]
(0,0,
0,
0,
0
,1
4) 2,3
(0,0,
0
,0
,1
,2
) 3,2
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C. Dimension data for weight spaces in irreducible Fib-modules
n
1
,n
2
X
β
F
1
X
β
F
2
X
β
β
(H 1)
β
(H 2)
5,
2
[1121
12
1
]=(2 3
,
1 3
,
−1 6,
−1 3)
(0,0,
2,
1,
0
,0
) 3,2
0
3
−12
[1121
11
2]=(
0,
2 3
,0
,
−4 3)
(0,0,
0,
6,
0
,0
) 3,2
[1112
12
1
]
(0,0,
3,
0,
2
,1
) 3,2
[1112
11
2
]
(0,0,
0,
3,
0
,6
) 3,2
[1111
22
1
]
(0,0,
0,
0,
8
,0
) 3,2
[1111
21
2
]
(0,0,
0,
0,
0
,8
) 3,2
4,
3
[2121
12
1
]
(1,0,
2,
1,
0
,0
,0
,0
,0
,0
,0
,0
) 3,3
(9,8,
0
,−12
,0
,8
) 4,2
−2
−7
[2121
11
2
]
(0,1,
0,
6,
0
,0
,0
,0
,0
,0
,0
,0
) 3,3
(0,41
,0
,−48
,0
,3
2
) 4,2
[2112
12
1
]
(0,0,
4,
0,
2
,1
,0
,0
,0
,0
,0
,0
) 3,3
(0,5,
9,
−15 2,
0,
5) 4,2
[2112
11
2
]
(0,0,
0,
4,
0
,6
,0
,0
,0
,0
,0
,0
) 3,3
(0,0,
2
0
,0
,−21
,0
,2
0
) 4,2
[2111
22
1
]
(0,0,
0,
0,
9
,0
,0
,0
,0
,0
,0
,0
) 3,3
(0,6,
0
,−9,9
,6
) 4,2
[2111
21
2
]
(0,0,
0,
0,
0
,9
,0
,0
,0
,0
,0
,0
) 3,3
(0,9,
0,
−27 2,
0,
1
8
) 4,2
[1221
12
1
]
(4,0,
0,
0,
0
,0
,2
,1
,0
,0
,0
,0
) 3,3
(14,0
,0
,0
,0
,0
) 4,2
[1221
11
2
]
(0,4,
0,
0,
0
,0
,0
,6
,0
,0
,0
,0
) 3,3
(0,14
,0
,0
,0
,0
) 4,2
[1212
12
1
]
(0,0,
4,
0,
0
,0
,3
,0
,2
,1
,0
,0
) 3,3
(5,0,
6
,0
,0
,0
) 4,2
[1212
11
2
]
(0,0,
0,
4,
0
,0
,0
,3
,0
,6
,0
,0
) 3,3
(0,5,
0
,6
,0
,0
) 4,2
[1211
22
1
]
(0,0,
0,
0,
4
,0
,0
,0
,8
,0
,0
,0
) 3,3
(6,0,
0
,0
,6
,0
) 4,2
[1211
21
2
]
(0,0,
0,
0,
0
,4
,0
,0
,0
,8
,0
,0
) 3,3
(1,2,
0
,0
,0
,6
) 4,2
[1122
12
1
]
(0,0,
0,
0
,0
,0
,1
0
,0
,0
,0
,2
,1
) 3,3
(0,0,
8
,0
,0
,0
) 4,2
[1122
11
2
]
(0,0,
0,
0
,0
,0
,0
,1
0,
0
,0
,0
,6
) 3,3
(0,0,
0
,8
,0
,0
) 4,2
[1121
22
1
]
(0,0,
0,
0
,0
,0
,0
,0
,1
0
,0
,5
,0
) 3,3
(0,0,
6
,0
,3
,0
) 4,2
[1121
21
2
]
(0,0,
0,
0
,0
,0
,0
,0
,0
,1
0
,0
,5
) 3,3
(0,0,
1
,2
,0
,3
) 4,2
[1112
22
1
]
(0,0,
0,
0
,0
,0
,0
,0
,0
,0
,1
8
,0
) 3,3
(0,0,
0
,0
,6
,0
) 4,2
[1112
21
2
]
(0,0,
0,
0
,0
,0
,0
,0
,0
,0
,0
,1
8) 3,3
(0,0,
0
,0
,1
,2
) 4,2
5,
3
[2111
21
21
]
(0,0,
3
,0
,2
,1
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
) 4,3
(12,0
,0
,0
) 5,2
0
−10
[2111
21
12
]
(0,0,
0
,3
,0
,6
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
) 4,3
(0,12
,0
,0
) 5,2
[2111
12
21
]
(0,0,
0
,0
,8
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
) 4,3
(0,0,
1
2
,0
) 5,2
[2111
12
12
]
(0,0,
0
,0
,0
,8
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
) 4,3
(0,0,
0,
1
2
) 5,2
[1212
11
21
]
(2,0,
0
,0
,0
,0
,1
,0
,2
,1
,0
,0
,0
,0
,0
,0
,0
,0
) 4,3
(6,7,
−3 2,−7
) 5,2
[1212
11
12
]
(0,2,
0
,0
,0
,0
,0
,1
,0
,6
,0
,0
,0
,0
,0
,0
,0
,0
) 4,3
(0,34
,0
,
−59 2) 5
,2
[1211
21
21
]
(0,0,
2
,0
,0
,0
,0
,0
,4
,0
,2
,1
,0
,0
,0
,0
,0
,0
) 4,3
(9,5 2,
0,
−5 2) 5,
2
[1211
21
12
]
(0,0,
0
,2
,0
,0
,0
,0
,0
,4
,0
,6
,0
,0
,0
,0
,0
,0
) 4,3
(0,19
,0
,−10
) 5,2
[1211
12
21
]
(0,0,
0
,0
,2
,0
,0
,0
,0
,0
,9
,0
,0
,0
,0
,0
,0
,0
) 4,3
(0,3,
9
,−3) 5
,2
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C. Dimension data for weight spaces in irreducible Fib-modules
n
1
,n
2
X
β
F
1
X
β
F
2
X
β
β
(H 1)
β
(H 2)
[1211
12
12
]
5,
3
(0,0,
0
,0
,0
,2
,0
,0
,0
,0
,0
,9
,0
,0
,0
,0
,0
,0
) 4,3
(0,9 2,
0
,
9 2
) 5,2
0
−10
[1122
11
21
]
(0,0,
0
,0
,0
,0
,6
,0
,0
,0
,0
,0
,2
,1
,0
,0
,0
,0
) 4,3
(28 3,
1
4 3
,
−7 3,
−14 3) 5
,2
[1122
11
12
]
(0,0,
0
,0
,0
,0
,0
,6
,0
,0
,0
,0
,0
,6
,0
,0
,0
,0
) 4,3
(0,28
,0
,−21
) 5,2
[1121
21
21
]
(0,0,
0
,0
,0
,0
,0
,0
,6
,0
,0
,0
,3
,0
,2
,1
,0
,0
) 4,3
(28 3,
5 3
,
−5 6,
−5 3) 5,
2
[1121
21
12
]
(0,0,
0
,0
,0
,0
,0
,0
,0
,6
,0
,0
,0
,3
,0
,6
,0
,0
) 4,3
(0,16
,0
,
−15 2) 5
,2
[1121
12
21
]
(0,0,
0
,0
,0
,0
,0
,0
,0
,0
,6
,0
,0
,0
,8
,0
,0
,0
) 4,3
(4,2,
5
,−2) 5
,2
[1121
12
12
]
(0,0,
0
,0
,0
,0
,0
,0
,0
,0
,0
,6
,0
,0
,0
,8
,0
,0
) 4,3
(2 3,1
3 3
,
−1 6,
8 3
) 5,2
[1112
21
21
]
(0,0,
0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,1
2
,0
,0
,0
,2
,1
) 4,3
(8,0,
0
,0
) 5,2
[1112
21
12
]
(0,0,
0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,1
2
,0
,0
,0
,6
) 4,3
(0,8,
0
,0
) 5,2
[1112
12
21
]
(0,0,
0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,1
2
,0
,5
,0
) 4,3
(6,0,
3
,0
) 5,2
[1112
12
12
]
(0,0,
0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,1
2
,0
,5
) 4,3
(1,2,
0
,3
) 5,2
[1111
22
21
]=
(0,0,
−1,0
,0
,0
,0
,0
,4
,0
,0
,0
,0
,0
,−6,0
,0
,0
,4
,0
)
(0,0,
0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,2
0
,0
) 4,3
(0,0,
6
,0
) 5,2
[1111
22
12
]=
(0,0,
0
,−1,0
,0
,0
,0
,0
,4
,0
,0
,0
,0
,0
,−6,0
,0
,0
,4
)
(0,0,
0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,0
,2
0
) 4,3
(0,0,
1
,2
) 5,2
C
on
ti
nu
ed
fr
om
p
re
vi
ou
s
p
ag
e
101
Bibliography
[CCFP] L. Carbone, A. Conway, W. Freyn, D. Penta, Weyl group orbits on Kac-Moody
root systems, J. Phys. A: Math. Theor. 47 (2014).
[BM] S. Berman, R. V. Moody, Lie algebra multiplicities, Proc. Amer. Math. Soc.
76 (1979), 223-228.
[B] R. Borcherds, Vertex algebras, Kac-Moody algebras, and the Monster, Proc. Natl.
Acad. Sci. USA 83 (1986), 3068-3071.
[CFL] L. Carbone, W. Freyn, K-H. Lee, Dimensions of imaginary root spaces of hyperbolic
Kac-Moody algebras, Contemp. Math. 623 (2014), 23-40.
[F1] A. J. Feingold, A hyperbolic GCM Lie algebra and the Fibonacci numbers, Proc.
Amer. Math. Soc. 80 (1980), 379-385.
[F2] A. J. Feingold, Tensor products of certain modules for the generalized Cartan
matrix Lie algebra A(1)1 , Comm. Algebra 9 (1981), 1323-1341.
[F3] A. J. Feingold, Fusion rules for affine Kac-Moody algebras, Contemp. Math.
343 (2004), 53Ð95.
[FF] A. J. Feingold, I. Frenkel, A hyperbolic Kac-Moody algebra and the theory of Siegel
modular forms of genus 2, Math. Ann. 263 (1983), 87-144.
[FL] A. J. Feingold, J. Lepowsky, The Weyl-Kac character formula and power series
identities, Adv. Math. 29 (1978), 271-309.
[FN] A. J. Feingold, H. Nicolai, Subalgebras of hyperbolic Kac-Moody algebras, Con-
temp. Math. 343, Amer. Math. Soc. (2004) 97-114.
[FK] I. Frenkel, V.G. Kac, Basic representations of affine Lie algebras and dual reso-
nance models, Invent. Math. 34 (1976), 37-76.
[FLM] I. Frenkel, J. Lepowsky, A. Meurman, Vertex Operator Algebras and the Monster,
Academic Press, 1989.
102
Bibliography
[H] J. E. Humphreys, Introduction to Lie algebras and representation theory, Springer
Graduate Texts in Mathematics, 1972.
[K1] V. G. Kac, Infinite-dimensional Lie algebras and Dedekind’s η-function, Funkt.
Anal. Priloz. 8 (1974), 77-78 (in Russian). [English transl.: Functional Anal.
Appl. 8 (1974), 68-70.]
[K2] V. G. Kac, Infinite dimensional Lie algebras, Third Edition, Cambridge Uni-
versity Press, 1990.
[K3] V. G. Kac, Infinite root systems, representations of graphs and invariant theory,
Inventiones math. 56 (1980), 57-92.
[KKLW] V. G. Kac, D. A. Kazhdan, J. Lepowsky, R. L. Wilson, Realization of the basic
representations of the Euclidean Lie algebras, Adv. Math. 42 (1981), 83-112.
[Ka1] S-J. Kang, On the hyperbolic Kac-Moody Lie algebra HA(1)1 , Trans. Amer.
Math. Soc. 341 (1994), 623-638.
[Ka2] S-J. Kang, Root multiplicities of the Hyperbolic Kac-Moody Lie algebra HA(1)1 , J.
Algebra 160 (1993), 492-523.
[KLL] S-J. Kang, K-H. Lee, K. Lee, A combinatorial approach to root multiplicities of
rank 2 hyperbolic Kac-Moody algebras, arXiv:1501.02026 (2015).
[LM] J. Lepowsky, S. Milne, Lie algebraic approaches to classical partition identities,
Adv. Math. 29 (1978), 15-59.
[LW] J. Lepowsky, R. L. Wilson, Construction of the affine Lie algebra A(1)1 , Commun.
Math. Phys. 62 (1978), 43-53.
[M] R. V. Moody, Macdonald identities and Euclidean Lie algebras, Proc. Amer.
Math. Soc. 48 (1975), 43-52.
103
