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“If you have an apple and I have an apple and we exchange apples then you and I will still each
have one apple. But if you have an idea and I have an idea and we exchange these ideas, then
each of us will have two ideas.”
George Bernard Shaw (1856 – 1950), Irish writer

Riassunto
Il titolo piuttosto generico di questa tesi è dovuto al fatto che sono stati indagati diversi aspetti
di fenomeni biologici. La maggior parte di questo lavoro è stato rivolto alla ricerca dei limiti
di uno degli strumenti essenziali per l’analisi di dati di espressione genica: l’analisi dei gruppi.
Esistendo diverse centinaia di metodi di raggruppamento, chiaramente non c’è carenza di algo-
ritmi di analisi dei gruppi, ma, allo stesso tempo, alcuni quesiti fondamentali non hanno ancora
ricevuto risposte soddisfacenti. In particolare, presentiamo un nuovo algoritmo di analisi dei
gruppi per dati statici ed una nuova strategia per il raggruppamento di dati temporali di breve
lunghezza. Infine, abbiamo analizzato dati provenienti da una tecnologia relativamente nuova,
chiamata Cap Analysis Gene Expression, utile per l’analisi dei promotori su tutto il genoma e
ancora in gran parte inesplorata.
i

Abstract
The rather generic title of this Thesis is due to the fact that several aspects of biological phe-
nomena have been investigated. Most of this work was addressed at the investigation of the
limitations of one of the essential tools for analyzing gene expression data: cluster analysis.
With several hundred of clustering methods in existence, there is clearly no shortage of clus-
tering algorithms but, at the same time, satisfactory answers to some basic questions are still
to come. In particular, we present a novel algorithm for the clustering of static data and a new
strategy for the clustering of short-length time-course data. Finally, we analyzed data coming
from Cap Analysis Gene Expression, a relatively new technology useful for the genome-wide
promoter analysis and still mostly unexplored.
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Chapter 1
Introduction
1.1 Overview
The rather generic title of this Thesis is due to the fact that several aspects of biological phe-
nomena have been investigated. In fact, the term “omics” is a neologism that refers to several
fields of study in biology ending in -omics, such as genomics and proteomics. Genomics is the
discipline that analyzes the function and structure of the genome, i.e. the entire set of genes in
an organism. Similarly, proteomics is the study of the proteome, i.e. the set of all proteins in a
given organism. Following this rule, while the suffix “-ome” represents the set of all entities of
a particular type, the suffix “-omics” indicates the field of research which studies them.
Generally speaking, gene expression studies aim to quantify the gene products in order to
explain the molecular processes underlying life phenomena. Nowadays, high-throughput tech-
nologies allow the collection of biological information in extremely large quantities, leading to
the challenge of analyzing, interpreting and understanding all data that are being produced.
The first line of research we investigated is one of the essential tools for analyzing gene
expression data: cluster analysis. It has been shown that genes and proteins of similar function
cluster together (Eisen et al., 1998; Spellman et al., 1998; Barenco et al., 2006; Tomancak et al.,
2002; Straume, 2004; Heyer et al., 1999), and clustering methods have been used to solve many
problems of biological nature. One of the most interesting of these problems is related to disease
subtyping, i.e. the stratification of patients in terms of underlying disease characteristics in order
to direct the patient to more personalized therapies. With several hundreds of clustering methods
in existence (Milligan & Cooper, 1987), there is clearly no shortage of clustering algorithms
but, at the same time, satisfactory answers to some basic questions are still to come. Four of the
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most common limitations of the many available clustering methods are i) the lack of a proper
strategy to deal with outliers, ii) the need of a good estimate of the number of clusters to obtain
reasonable results, iii) the lack of a method able to suggest that partitioning that specific data is
not appropriate, and iv) the dependence of most of the available methods on the initialization.
The second line of research we investigated was the clustering of short-length time-course
data. Thanks to advanced technologies we are now able to observe the evolution of the gene
expression over time. Clustering of time-course gene expression data is a field even more chal-
lenging than the clustering of static data, because of the time-dependence of observations and
the small number of time points usually available. The direct application of standard clustering
methods to time series experiments is difficult because they typically assume that the observa-
tion for each gene across time is independent. This assumption holds when expression measures
are taken from independent biological samples, such as different subjects or different experi-
mental conditions. However, it is not valid when observations are directly related to previous
time points. Standard distance measures currently used for clustering, such as Euclidean dis-
tance or one minus Pearson correlation, are invariant with respect to the order of observation.
That is, even if the temporal order of a pair of series is permuted, their distance will not change.
Consequently, methods which can preserve the time sequence and time dependence of observed
data are needed for cluster analysis of time-course data. Furthermore, short time series are com-
mon because multiple arrays are expensive and it is often prohibitive to obtain large quantities
of biological material. Although little work has been done in cluster analysis of time-course
data compared with those focusing on static data, there seems to be a trend of increased activity
(Warren Liao, 2005).
The last important topic in Omics investigated in this Thesis is the analysis of data coming
from Cap Analysis Gene Expression (CAGE) technology (Shiraki et al., 2003; Carninci et al.,
2006), a relatively new method useful for the genome-wide promoter analysis. Whereas for mi-
croarray technology a wide literature of statistical methods is available, the literature addressed
at CAGE data analysis is still poor, making it a very interesting field to explore.
After an overview of the Thesis in Chapter 1, Chapter 2 gives a brief description of the
biological and technological background useful for understanding the problems and the terms
used in the rest of the Thesis. Chapter 3 is addressed at the description of the four datasets
from real experiments and a simulated dataset. In Chapter 4 we introduce and validate a novel
algorithm for the clustering of static data that overcomes the limitations of common clustering
methods. Chapter 5 faces the problem of clustering short-length time-course data and proposes
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a possible solution. In Chapter 6 a CAGE data analysis is presented. Finally, we conclude in
Chapter 7 with a general discussion and some possibilities for future work.
1.2 Contribution of this thesis
The contribution of this Thesis may be summarized as follows:
• Definition and validation of a novel algorithm for the clustering of static data that over-
comes the main limitations of common clustering methods.
• Implementation of the R package CrossClustering for the clustering of highly noisy
data.
• Definition of a novel method for clustering short-length time-course data.
• Analysis of CAGE data using current methods of analysis.

Chapter 2
Biological background
This chapter is dedicated to the introduction of some basic biological notions. In Section 2.1 we
will introduce the important concepts of gene expression, differential expression between condi-
tions, and promoter analysis, while in Section 2.2 microarray technologies are briefly presented.
2.1 Differential expression
The genetic program of all living beings is encoded in the deoxyribonucleic acid (DNA), which
is contained in each cell of the organism and has the form of a double helix that looks like a
twisted long ladder. The sides of the “ladder” are the strands and consist of two nucleotides
joined in the middle by hydrogen bonds. These nucleotides are complementary bases: every
Adenine (base A) has a Thymine (base T) partner and every Guanine (base G) has a Cytosine
partner (base C) on the other side. Two bases form a base pair (bp) and it is the unit for measur-
ing the length of the DNA. In the order of these bases there are the exact instructions required to
create a particular organism with its unique traits. Two strands are called complementary if for
any base on one strand, the other strand contains the complement of this base. Two complemen-
tary single-stranded DNA chains that come into close proximity react to form a stable double
helix in a process known as hybridization. Conversely, a double-stranded DNA can be split into
two complementary, single-stranded chains in a process called denaturation.
The DNA in the human genome is arranged into 23 distinct chromosomes. Each chromo-
some contains many genes, which encode instructions useful for the cell in order to know how
much proteins should be produced, when and how.
Most of the cells of an organism contain the same DNA but, obviously, an eye cell is dif-
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ferent from a lung cell, for example. This is possible because not all genes are expressed in the
same way in all cells. The cell differentiation is given by changes in gene expression, which
control the production of proteins. For this reason, studying the different levels of expression of
a gene in different tissues can explain why the tissues are different. In the same way, studying
the differential expression (DE, i.e., the relative expression of each gene between conditions of
interest) of genes in the same tissue coming from different conditions can help us understand
the differences between these conditions (e.g., cancer vs. normal tissue). The Central Dogma
of Molecular Biology (Crick et al., 1970) essentially states that the flow of genetic information
goes from DNA to RNA (ribonucleic acid) to proteins (Alberts et al., 2013). The mechanism
by which the information coded into the DNA sequence is converted into an RNA sequence is
called transcription and it begins at DNA sites called promoters. One of the different functional
types of RNAs products is the messenger RNA (mRNA), which carries the instructions for mak-
ing proteins in the process called translation (Draghici, 2012). Anyway, as in many aspects of
life science, there are special cases in which the Central Dogma is not applied. For instance,
the reverse transcription, which is the process by which genetic information is transcribed from
RNA into new DNA, and that will be discussed again later (Section 6.1).
Proteins are long chains of amino acid molecules that have a crucial role in all life processes.
A gene is active, or expressed, if the cell makes the gene product (e.g., protein) encoded by the
gene. If a lot of gene product is produced, the gene is said to be highly expressed. If no gene
product is produced, the gene is not expressed.
The cell control the amount of gene products that is produced at any stage of the process that
leads from a gene to a functional protein. During transcription, for example, this regulation can
happen through transcription factors (proteins that bind to the DNA) as repressors or activators,
or through regulatory elements (sites on the DNA), such as promoters and enhancers.
2.2 Microarrays
Microarrays are tools for gene expression analysis that allow the analysis of thousands of genes
at the same time. A microarray is a solid surface (such as glass, plastic or nylon) on which
single-stranded DNAs are deposited in correspondence to microscopic DNA probes, forming an
array. The array is then washed with a solution containing a target DNA containing sequences
complementary to those of the deposited DNA, allowing the hybridization process. In order to
interpret the experiment it is essential to understand which DNA material is used to hybridize on
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the array, and this can be easily done labeling with a fluorescent dye the target DNA in a reverse
transcription procedure. A subsequent illumination with an appropriate source of light provides
an image of the array, where the intensity of each spot is related to the amount of mRNA present
in the tissue and, as a consequence, to the amount of protein produced by the specific gene. After
an image-processing step, the intensities are translated in a large number of expression values
ready to be analyzed.
Microarrays have been used successfully in a wide range of applications and, after a large
number of papers reporting validated results obtained using this technology, are recognized as
accurate, precise and reliable tools for the gene expression data analysis.

Chapter 3
Data
In this chapter we will introduce the case studies and the simulation scenario used in this Thesis.
For each dataset, we will briefly describe the underlying experimental design or how we simu-
lated it. The order in which datasets are presented follows the order in which they will appear
throughout this work.
3.1 Fake data
Our simulation was set up as follows: we generated 100 fake data sets, each representing the
expression profiles of 2,000 genes for 5 samples. The expression profile of each gene was chosen
among five distinct behaviors: constant at a positive value (500 genes), increasing (250 genes),
decreasing (700 genes), oscillating (300 genes), and convex (100 genes). We added random
noise fromN (µ = 0, σ = 0.2),N (µ = 0, σ = 0.5),N (µ = 0, σ = 1),N (µ = 0, σ = 1.5)
to each of the 100 data sets, resulting in four groups of 100 data sets. An additional set of 150
gene profiles were drawn from a Uniform distribution between 0 and the maximum simulated
value present in the dataset, and they were added to each of the 400 data sets. The graphical
representation of these behaviors is shown in Fig. 3.1.
We performed a principal component analysis (PCA) on the data, and plotted the first three
principal components (cumulative percentage of variance explained 89.8%). In Fig. 3.2 each
gene has been plotted as a point in the three-dimensional space corresponding to the first three
principal components, denoted with PC1, PC2, and PC3. The figure shows how categories are
well defined even when σ = 1.5, while outlier genes are distributed uniformly around the center.
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Figure 3.1: Graphical representation of the five behaviors (constant, increasing, decreasing,
oscillating, and convex) when σ = 0.2, 0.5, 1, 1.5 over five samples in one of the 100 simulated
datasets. Each color represents a different group of profiles. Gray lines in the background
represent 150 outlier profiles, drawn from a Uniform distribution between 0 and the maximum
simulated value present in the dataset.
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Figure 3.2: A Principal Component Analysis plot of one simulation of the data with the highest
variance (σ = 1.5) on the first three principal components. Each group of points corresponds
to one of the five prototypes used to define the general behavior of the genes. The gray points
represent the 150 completely random genes added to the set. The cumulative percentage of
variance explained is 89.8%. Categories are well defined even when the variability added to the
data is high.
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3.2 Brain tumors
Central nervous system embryonal tumors (CNSET) are a group of tumors characterized by high
heterogeneity. The understanding of the biological mechanisms underlying CNSET is still lim-
ited (Pomeroy et al., 2002). Although the classification of these tumors based on histopatholog-
ical appearance is still debated, they are usually divided in: medulloblastoma (MD), CNS prim-
itive neuroectodermal tumors (PNET), rhabdoid tumors (Rhab), and malignant glioma (Mglio).
The public dataset used by Pomeroy et al. (2002) (available for free download at http:
//www.broadinstitute.org/MPR/CNS/) contains 5, 299 gene expression profiles of
42 samples: 10 MD, 10 Rhab, 8 PNET, 10 Mglio, and 4 normal human cerebella (Ncer). The
dataset has been log2 transformed and scaled to mean zero and variance one.
3.3 Breast cancer
More than 1.7 million new cases of breast cancer occurred among women worldwide in 2012
(International Agency for Research on Cancer and others, 2014), making breast cancer the most
common cancer in women worldwide. The incidence of breast cancer in women in 2011 (most
recent data available) was of 124.3 per 100, 000, while the mortality was of 21.5 per 100, 000
(Howlader et al., 2013). Increasing evidence suggests that breast cancer can be classified in
multiple subtypes based on the kind of treatment, level of aggressivity, risk factors, and survival
rates. Depending on the number of biological markers (proteins associated with mechanisms
underlying the disease), most studies divide breast cancer into four major molecular subtypes:
luminal A, luminal B, triple negative/basal-like (TN), and HER2 over-expression (approximate
prevalences of, respectively, 40%, 20%, 20%, and 15%). The remaining cases are less common
and often listed as unclassified. The public dataset GSE38888 from the Gene Expression Om-
nibus database (Barrett et al., 2005) describes the expression profiles of 719, 690 probesets and
30 samples, classified in two subtypes: 16 luminal and 14 TN (Vollebergh et al., 2014).
3.4 Daphnia pulex
Daphnia pulex is a freshwater crustacean commonly used for environmental monitoring of pol-
lutants around the world. It is the established model species for toxicological studies (Shaw
et al., 2008) because daphnids serve as an important source of food for fish and other aquatic
organisms, they are strongly sensitive to changes in water chemistry, are simple and inexpensive
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to raise in an aquarium, and are able to inhabit very different environments throughout the world.
Borgatta et al. (2014) exposed Daphnia pulex to the most commonly used drug against breast
cancer: Tamoxifen (Goetz et al., 2007; Kisanga et al., 2005; Zheng et al., 2007). Tamoxifen
is the most important drug worldwide for the prevention and treatment of hormone receptor
positive breast cancer and its importance is due also to the fact that it is the only hormonal agent
approved by the US Food and Drug Administration for the prevention of breast cancer (Fisher
et al., 2005), the treatment of ductal carcinoma in situ (Fisher et al., 2002), and the treatment of
pre-menopausal breast cancer (International Breast Cancer Study Group and others, 2006).
The dataset has been supplied by the Protein Analysis Facility, Center for Integrative Ge-
nomics of the University of Lausanne. Daphnids were treated with two doses (low and high)
of Tamoxifen dissolved in water and dimethyl sulfoxide (DMSO). In addition, there were two
groups of daphnids without toxic treatment: an untreated group exposed only to water and a
group treated only with the drug administration vehicle, DMSO. In total there were four exper-
imental groups denoted by the labels: M4 (water), DMSO (dimethyl sulfoxide and water), C1
(low concerntration), and C2 (high concentration). Measurements are taken at two time instants,
representing two stages of development of the Daphnia: at day 2, when it is a neonate, and at day
7 (actually between 6 and 8 days), after the first laying of eggs. Every experiment has been made
in 2 replicates we will refer to as a and b. After merging the data coming for each experiment,
we decided to keep only those proteins with no missing values, resulting in a dataset composed
by 2, 720 proteins.
3.5 CAGE
Haematopoiesis is an ideal model for the study of multi-lineage differentiation in humans.
Haematopoietic Progenitor Stem Cells (HPSC) are the blood cells that give rise to all the other
blood cells and have a known functional heterogeneity. This experimental design will compare
HPSC against erythroblasts (also called normoblast) and myeloblasts, which are more differen-
tiated cells, as can be seen in Fig. 3.3. Our dataset, supplied by the Department of Life Sciences,
University of Modena and Reggio Emilia, is composed of 16,491 CAGE peaks. For each of the
three samples, HPSC, erythroblasts, and myeloblasts, we know the identification number, the
chromosome on which it is located, the location of the start and end of the peak, the positive or
negative strand of DNA in the chromosome (1 if positive, 0 if negative), raw peak values on the
three cell lines, and the name of the entrez gene in close proximity to the peak.
14 3. Data
Figure 3.3: Graphical representation of the hematopoiesis. Hematopoietic stem cells
(HPSC) have the potential to differentiate into various progenitor cells that eventually com-
mit to further maturation along specific pathways. The end results of these event is the
continuous production of sufficient number of cells of all lineages (red and white blood
cells). Source: http://www.auburn.edu/academic/classes/zy/hist0509/
html/Lec05Bnotes-cart_bone_bloo.html
Chapter 4
Cluster analysis of static data
4.1 Literature overview and motivation
Clustering is the process of assigning elements into a number of groups (clusters) such that
elements in the same cluster are more similar than elements in different clusters. Clustering has
been applied in a wide variety of fields, ranging from medical sciences, economics, computer
sciences, engineering, social sciences, to earth sciences (Hartigan, 1975; Everitt et al., 2001),
reflecting its important role in scientific research. With several hundred clustering methods in
existence (Milligan & Cooper, 1987), there is clearly no shortage of clustering algorithms but,
at the same time, satisfactory answers to some basic questions are still to come.
Clustering methods are nowadays essential tools for the analysis of gene expression data,
becoming routinely used in many research projects (Dra˘ghici, 2011). Many papers have shown
that genes or proteins of similar function cluster together (Eisen et al., 1998; Spellman et al.,
1998; Barenco et al., 2006; Tomancak et al., 2002; Straume, 2004; Heyer et al., 1999), and
clustering methods have been used to solve many problems of biological nature. One of the most
interesting of these problems is related to disease subtyping, i.e. the stratification of different
patients in terms of underlying disease characteristics. This is extremely important in the drug
development process, in which the correct identification of the subgroup of patients who are
most likely to respond to the drug may be needed in order to get the drug approved by FDA.
Also, ultimately, disease subtyping is expected to be the key for personalized therapies.
A widely used type of clustering is K-means (Hartigan & Wong, 1979; MacQueen et al.,
1967; Forgy, 1965), the best known squared error-based clustering algorithm (Xu et al., 2005).
This method consists in initializing a number of random centroids, one for each cluster, and then
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associating each element to the nearest centroid. This procedure is repeated until the locations
of the centroids do not change anymore.
Many of the most widely used clustering methods, including K-means, require the estima-
tion of the most appropriate number of clusters for the data. Ideally, the resulting clusters should
not only have good properties (compact, well-separated, and stable), but also give biologically
meaningful results. This is an issue that derives from the more general problem of defining
the term “cluster” (Milligan & Cooper, 1987) and has been extensively treated in the literature
(Milligan & Cooper, 1985). Furthermore, K-means is not a deterministic method, because the
results are dependent on the initialization of the algorithm and can change between successive
runs. The same not-deterministic property is shared by SOM (Kohonen, 1995), a neural net-
work clustering method, which, even if it does not need the number of clusters to be defined a
priori, requires the user to specify the maximum number of clusters.
Another very popular clustering methods category is hierarchical clustering (HC), where
the term hierarchical refers to the relation between clusters, which are nested according to a
pairwise distance matrix. Results obtained with HC methods are usually represented with a den-
drogram, a tree diagram where the height of the vertical lines is proportional to the difference
between each pair of elements or clusters. HC methods can be divided into agglomerative or
divisive methods. Agglomerative clustering (also called bottom up) starts with each element
belonging to one different cluster (singleton cluster). Following the initialization, a series of
merge operations groups pairs of clusters based on a predefined distance metric, until only one
cluster remains, containing all elements. Divisive clustering (also called top down) proceeds in
the opposite way. At the beginning all elements belong to the same cluster and the algorithm
successively divides it until all clusters are singleton clusters. Based on different definitions of
the distance between two clusters, there are many agglomerative clustering algorithms. Two of
the simplest and most popular methods include Complete-linkage (CL) (Sørensen, 1948) and
Ward’s minimum variance criterion (Ward Jr, 1963) henceforth referred to as “Ward”. The
former uses the greatest among the distances of each pair of elements in a cluster to define the
inter-cluster distance. The latter assumes that a cluster is represented by its centroid (the loca-
tion that corresponds to the means of the coordinates in the multivariate space) and measures the
proximity between two clusters in terms of the increase in the Sum of Squared Error (SSE) that
results from merging two clusters.
One advantage of HC is that the number of clusters is not required as a parameter. However,
this method does not solve this issue completely, as the number of clusters is not determined
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exactly. In HC the number of clusters can be chosen after the inspection of the dendrogram, by
cutting it at a certain depth or choosing a number of clusters based on intuition (see Chap. 18 in
Dra˘ghici (2011)). As a disadvantage, HC has a great computational complexity of the order of
O(n2) where n is the number of data points to be clustered (Xu et al., 2005).
The determination of the number of clusters is a common issue in many clustering meth-
ods (Gordon, 1996; Milligan & Cooper, 1985). This problem is often solved by involving the
use of indices that measure the quality of clusters according to their compactness and separation.
However, a disadvantage shared by most of these indices is that they do not offer any indication
whether the data should be clustered at all (Gordon, 1996). The requirement that the number
of clusters has to be known in advance is only one of the most common limitations of clustering
methods. Many existing methods will assign all the input data to some cluster. Even if there
exist methods that allow for overlapping clustering (an element can simultaneously belong to
more than one group), and partial clustering (not every element belongs to a cluster), the most
widely used methods result in complete clustering, where every element is assigned to exactly
one cluster, disregarding the possibility that some elements might be outliers that do not belong
to any real group. There are various applications for which it makes little or no sense to force all
data items to belong to some group, and doing so inevitably leads to poorly-coherent clusters.
For example, genetic data often contain a significant amount of noise, and complete clustering
leads to the presence of many outliers among the genetic entities that are clustered.
4.2 Cross-clustering
The CC algorithm proposed here overcomes four of the most common limitations of the exist-
ing clustering algorithms. First, it does not necessarily group all the elements into clusters, thus
falling in the category of partial clustering methods. The basic assumption made in this algo-
rithm is that the data points that greatly deteriorate the quality of the clusters represent noise, and
thus should not be included in the final clustering. Second, the algorithm automatically iden-
tifies the optimal number of clusters. Third, CC allows the possibility of obtaining one cluster
as result, suggesting that partitioning that specific data may not be appropriate. Fourth, CC is a
deterministic algorithm that does not depend on any initialization, and always produces repro-
ducible results. These results are obtained by combining the two basic principles of Ward and
CL.
As Ward attempts to minimize the sum of the squared distances of points from their cluster
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centroids, it is able to build well-separated clusters and to provide a good estimate of the number
of clusters. On the other hand, as CL defines the proximity of two clusters as the maximum of
the distance between any two points in the two different clusters, it is not optimal in separating
clusters appropriately, but it is able to clearly identify outliers.
The parameters required by CC are optional and include a reasonable interval of values for
the number of clusters for Ward (nW ), and a maximum number of clusters to be used in CL (nC).
Partitions are computed for both methods for each value in the input range. Then, each partition
obtained cutting the Ward dendrogram in correspondence with nW clusters is combined with
each partition resulting from the cutting of CL with a number of clusters nC , which has to be
higher than nW , allowing for the identification of small and singleton clusters, likely to contain
outliers. The algorithm then choses the partitioning yielding the maximum consensus between
the two methods, providing the number of clusters and the elements to be considered as outliers.
Note that nW and nC are there just to reduce the computational effort. In principle, the cluster
range can always be set from a minimum of 2 clusters to a maximum number of clusters equal
to the number of data points.
4.2.1 The algorithm
As explained above, CC can use two optional parameters in order to reduce the computational
complexity. The first one is the range for the number of clusters IW = [nWmin , . . . , nWmax ].
This range can be chosen by performing Ward and choosing a reasonable interval after the
visual inspection of the results though the dendrogram. A set of different partitions kWi , where
i = 1, . . . , length(IW ), is obtained by cutting the tree at the levels associated to each nWi ∈
IW . The second parameter is the range for the number of clusters in CL, IC = [nWmin +
1, . . . , nCmax ], where nCmax is an arbitrary number, greater than nWmax , but smaller than the
number of elements minus one. Also this range can be chosen after the visual inspection of the
CL dendrogram. Setting a high nCmax allows to isolate those elements which are less likely to
belong to a cluster, eliminating them from the final partition. Then, the CC algorithm works as
follows:
1. A set of different partitions kCj , where j = 1, . . . , length(IC), is obtained by cutting the
tree at the levels associated to each nCj ∈ IC .
2. For all the possible pairs kCj , kWi such that nCj > nWi build the contingency table A,
where the element ars represents the number of elements belonging simultaneously to
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cluster cWr (the r-th cluster obtained with Ward when the number of total clusters is set at
nWi ) and to cluster c
C
s (the s-th cluster obtained with CL when the number of total clusters
is set at nCj ). The requirement nCj > nWi if essential in order to isolate as much noise
and singleton elements as possible.
3. Permute the columns of matrix A until the sum of elements on the diagonal of A, de-
noted as sum(diag(A)), is the largest possible. The term max(sum(diag(A))) represents
the maximum amount of overlap between partitions kWi and kCj , and it will be denoted
henceforth as MOij .
4. Choose the pair (i∗, j∗) = argmaxi,jMO(i, j). The optimal number of clusters is indi-
cated by n∗Wi , and this follows from the ability of Ward to identify well-separated clusters.
The optimal partitioning is identified by the consensus clusters obtained by combining kCj∗
and kWi∗ .
There could be cases in which more than one A is associated with the same maximum number
of clustered elements. In order to choose a unique solution, the largest Average Silhouette Width
(ASW) is used to select the best combination of kCj and kWi .
The Silhouette Width (Rousseeuw, 1987) is defined as the average of the degree of confidence
of an element to be in a cluster. For an element i:
S(i) =
bi − ai
max(bi, ai)
,
where ai is average distance between i and elements in the same cluster, and bi is the average
distance between i and elements in the nearest cluster. S(i) lies in [−1, 1] and should be max-
imized. Taking the average of the S(i) for all objects i belonging to that cluster we obtain the
ASW, which allows us to identify weak clusters.
In the case of more than one partition obtaining the same maximum ASW, the algorithm will
choose the one with the smaller number of clusters in the Ward algorithm.
4.2.2 Example
We are now going to present an example to clarify the algorithm and the notation. Data in form
of a 10 × 7 matrix were simulated with the rows representing genes and columns identifying
samples. The random values of the first two samples are drawn fromN (µ = 10, σ = 0.1), the
values of samples 3 and 4 are drawn from N (µ = 20, σ = 0.1), the values of samples 5 and
6 are drawn from N (µ = 5, σ = 0.1), while the last sample is designed to be the outlier, with
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CL
Cluster 1 Cluster 2 Cluster 3 Cluster 4
Ward
Cluster 1 5 0 0 0
Cluster 2 0 2 0 4
Cluster 3 6 0 3 0
Table 4.1: Example of a contingency matrix that will end up with an empty cluster.
values drawn from U (0, 1). We used RStudio (R Core Team, 2014) (version 0.98.507) setting
a seed of 123.
The distance chosen for the algorithm is Euclidean, as it is the most commonly used metric
(Xu et al., 2005). In this example the interval of plausible number of clusters is easy to set and
will be between nWmin = 2 and nWmax = 5 for the Ward algorithm, to let the Complete-linkage
(CL) have always a higher number of clusters (nCmin = 3 and nCmax = 6) and be able to isolate
the outlier. This results in 10 contingency tablesAwith a number of rows varying between 2 and
5, and a number of columns varying between 3 and 6, representing all the possible combinations
of Ward and CL partitions. The list of possible combinations is shown in Table 4.2. An example
of a combination is shown in Table 4.3, where the number of clusters for the Ward algorithm is
set equal to 3 while the CL is set equal to 4. A∗ starts as an empty matrix of size n∗Wi × n∗Cj .
The algorithm chooses max(A), puts it in A∗[1, 1] and removes the row and column where
max(A) appears, obtaining the sub-matrix A−. Then, the algorithm sets A∗[2, 2] as max(A−),
removes the row and column where max(A−) appears, obtaining a sub matrix of A−, defined
as A2−. Lastly, it sets A∗[3, 3] as max(A2−), removes the rows and columns where max(A2−)
appears, and stops, as an empty matrix is obtained. In this case A∗ is a 3×3 matrix with all 2 on
the diagonal. Cross-clustering (CC) repeats this operation for every combination of number of
clusters. In this example we obtain 10 different A∗ matrices. The pairs that maximize the sum
of the diagonal (representing the maximum number of elements clustered together by both Ward
and CL) is obtained for combinations [(3,4), (4,5), (5,6)]. The combination (3,4) is chosen as it
yields the largest ASW of 0.84. CC here suggests 3 clusters of the first three pairs of samples,
excluding the last sample, which is correctly identified as an outlier.
The algorithm may end in empty clusters, an example is the case of the contingency table in
Table 4.1. Here A∗ starts as an empty matrix of size 3× 3. The algorithm choses max(A) = 6,
it puts it inA∗[1, 1] and removes the row and column where max(A) appears, obtaining the sub-
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Ward CL Elements classified ASW
2 3 5 -
2 4 4 -
2 5 3 -
2 6 3 -
3 4 6 0.84
3 5 5 -
3 6 4 -
4 5 6 0.56
4 6 5 -
5 6 6 0.28
Table 4.2: Results from the simulated data at step 5 of the algorithm. The first two columns rep-
resent the number of clusters in Ward’s minimum variance and CL methods, while the third one
shows how many samples have been classified together simultaneously by both algorithms. The
last column reports the average Silhouette Width (ASW) computed in case of multiple maximum
values of elements classified (6, in this case) in order to choose the optimal combination.
CL
Cluster 1 Cluster 2 Cluster 3 Cluster 4
Ward
Cluster 1 0 2 0 0
Cluster 2 0 0 2 1
Cluster 3 2 0 0 0
Table 4.3: Contingency matrix A obtained after step 7 of CC algorithm on simulated data when
the number of clusters for Ward algorithm is set to 3 and for CL is set to 4.
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matrix A−. Then, the algorithm sets A∗[2, 2] = max(A−) = 4, removes the row and column
where max(A−) appears, obtaining a sub-matrixA2− which is of dimensions 1×2 and contains
only zero values. In the last available cell on the diagonal of A∗ we will put max(A2−) = 0. In
this case, such clusters are simply eliminated and the number of clusters will be decreased, also
in the case of just one left cluster.
4.3 Comparison criteria
In order to assess the performance of CC we used the adjusted Rand Index (ARI, Hubert &
Arabie (1985)), an updated form of the Rand Index (Rand, 1971), which measures the agreement
between two partitionings correcting it for chance agreement. This index has an expected value
of 0 for independent partitionings and maximal value 1 for identical clusterings. Negative values
are possible and indicate less agreement than expected by chance. There are several external
indices like the ARI in the literature, such as Hubert (Hubert & Schultz, 1976) and Jaccard
(Jaccard, 1912), but they can be sensitive to the number of classes in the partitions or to the
distributions of elements in the cluster (Dubes, 1987). The ARI is not affected by any of these
issues (Milligan & Cooper, 1986) and has been found to have the most desirable properties in
a comparative study of several pairwise clustering agreement criteria (Steinley, 2004), making
it the choice as main measure of comparison. In this work, we used the ARI to compare the
partitionings obtained with different clustering methods with the reality, in order to measure the
quality of the prediction. However, as the ARI compares only partitions of the same length,
elements identified to be outliers by CC have been considered as a single cluster. For computing
the ARIs we used the R package clues (Chang et al., 2010).
An issue in using the ARI on the simulated data (§ 3.1) to score different results is that we are
considering the 150 outlier profiles as a single cluster, while they could represent 150 different
clusters. Therefore, we analyzed the ability of various methods to cluster elements correctly.
Assume that we are analyzing a dataset with a specific method M that produces a partitioning
of the genes into clusters. Given a real cluster C, assume that the majority of elements of C is
clustered together by M in a cluster X. We then identify X as being representative of C. Given
these assumptions, we can define:
• True Positives: genes belonging to cluster C clustered together by M in the cluster with
the largest number of genes actually coming from cluster C.
• False Positives: genes not belonging to cluster C clustered together by M in the cluster
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with the largest number of genes actually coming from cluster C.
• False Negatives: genes belonging to cluster C not clustered by M in the cluster with the
largest number of genes actually coming from cluster C.
• True Negatives: genes not belonging to cluster C not clustered by M in the cluster with
the largest number of genes actually coming from cluster C.
Once these categories are defined, we can plot, for each method, the Receiver Operating Charac-
teristic (ROC) curve, to study their ability to identify correct cluster memberships. The measure
used to summarize the performance is the Area Under the Curve (AUC). The AUC combines
sensitivity and specificity, where sensitivity measures the proportion of actual positives that are
correctly identified as such, while specificity measures the proportion of negatives that are cor-
rectly identified as such. AUC for each of the K = 6 clusters (considering the outliers as a
single cluster) has been computed with the R package pROC (Robin et al., 2011).
In order to assess the performance of CC, we compared it with the methods on which it is
based, as well as with a method that attempts to find the correct number of clusters and to identify
outliers, the DBSCAN method (Ester et al., 1996). We performed these comparison on a set of
simulated data. Furthermore, we also compared CC with Ward, CL, DBSCAN, K-means and
SOM on two real datasets, showing that CC is able to obtain meaningful results that represent
the underlying partitioning of the data.
4.4 Simulation study
We applied the Ward and CL algorithms on the simulated data (§ 3.1), using the Euclidean
distance. The number of clusters k is chosen as follows. We computed the clusterings for
each k in the interval [2, 20] and we used the value of k for which the ASW was maximum.
This represents a reasonably good choice for k. The only parameters to be set in CC are the
interval for the number of clusters in Ward, in this case set to k ∈ [2 : 19], and the maximum
number of clusters in the CL algorithm, which is set to 20. These parameters were used in all
the applications of CC throughout this work.
DBSCAN determines automatically the number of clusters and classifies points in low-
density regions as noise. The issue with this algorithm is that it needs the user to determine
two parameters,  and MinPts. A point is a core point, i. e. is in the interior of a cluster, if it has
more than a specified number of points (MinPts) within a radius of , the reachability index (a
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sort of radius essential in order to compute the density). The criterion suggested by the authors
(Ester et al., 1996) for the choice of the parameters only works for two-dimensional datasets.
The idea is that points in a cluster are roughly at same distance from their nth nearest neighbor,
while the distance from noise points is higher. The suggested n for two-dimensional data is 4.
Therefore, plotting the sorted distances, sorted in descending order, of each point from its nth
nearest neighbor gives hints concerning the proximity of the elements in the data. A threshold
point p should be chosen to be the first one in the first “valley” of the sorted distances: all the
points on the left of the threshold are considered to be noise, while all other points are assigned
to some cluster. The parameters are then set such as  = dist(p) and MinPts = n. As it is not
practical to use this criterion on 100 simulations, here we set  ∈ [0.1, 10] and MinPts equal 5,
the default value of the R package fpc (Hennig, 2014).
Fig. 4.1 shows that the CC algorithm has a good performance if compared to the methods
that constitute it, resulting in values of ARIs always higher than those coming from CL and very
similar to Ward results. Fig. A.1 in Appendix A shows a very similar performance also when
the chosen distance is Chebychev.
Fig. 4.2 shows boxplots of the AUC for each of the six clusters over 100 simulations, with
varying σ in the added noise, for CC, CL, and Ward. The last group represents the outliers.
Fig. 4.3 shows boxplots of the average AUC over the six clusters for 100 simulations, for various
values of . The comparisons show that CC obtains an higher AUC in every cluster and with each
σ with respect to the methods that constitute it, proving its ability in detecting the correct clusters
and in identifying the outliers. Figs. A.2 to A.5 in Appendix A show that CC obtains higher
AUCs for each cluster with respect to Ward and CL also when the distance chosen is Chebychev.
The comparison with DBSCAN shows a high variability of this method in the resulting AUC,
showing its sensitivity to parameter choice and to σ, with performance decreasing as σ increases.
4.4.1 Number of clusters
We compared the ability of CC to detect the correct number of clusters. In order to do so, we
compared the results of CC with several well established methods: CH (Calin´ski & Harabasz,
1974), Silhouette Width (Rousseeuw, 1987), Dunn Index (Dunn, 1974), Beale Index (Beale,
1969), C-Index (Hubert & Levin, 1976), Duda Index (Duda & Hart, 1973), H (Hartigan,
1975), KL (Krzanowski & Lai, 1988), Gap (Tibshirani et al., 2001), and Jump (Sugar &
James, 2003). A good summary of these methods is given by (Gordon, 1996), while Milligan
& Cooper (1985) conducted a simulation study of the performance of 30 decision rules. These
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Figure 4.1: Boxplots of the Adjusted Rand Index resulting from Cross-clustering (CC),
Complete-linkage (CL) and Ward’s algorithm (all with Euclidean distance) with σ =
0.2, 0.5, 1, 1.5 on simulated data. The ARI here is used to measure the agreement between
the obtained partition with each method and the real partition (the higher, the better), proving
that CC performs at least as well as the two methods that constitute it.
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Figure 4.2: Boxplots of the Area Under the Curve (AUC) in each of the K = 6 simulated
clusters for S = 100 simulations with Cross-clustering (CC), Complete-linkage (CL) and Ward
algorithm with σ = 0.2, 0.5, 1, 1.5. High AUC values represent high true positive rates and low
false positive rates, thus, the higher the better. In the first clusters the performance is approxi-
mately the same, while in the last group, which is the outliers one, CC performs better.
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Figure 4.3: Boxplots of average Area Under the Curve (AUC) over the K = 6 simulated groups
coming from Cross-clustering (CC) and DBSCAN where  is changing ( ∈ [0.1, 10]) and the
minimum number of points within  is set equal 5 (as by default in the R package used), when
σ = 0.2, 0.5, 1, 1.5. High values represent high true positive rates and low false positive rates,
thus, the higher the better. The horizontal line represents CC’s median value, which is higher
than most of the values resulting from DBSCAN. This figure shows how sensitive DBSCAN is
to the choice of parameters.
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Figure 4.4: Boxplots of the number of clusters found by the CC algorithm with ten different
intervals IW and with σ = 0.2, 0.5, 1, 1.5. The vertical line represents the correct number
of clusters, k = 5. Labels on the y-axis represent the lower and upper boundaries of each
interval. The x-axis has been shortened for reasons of space, but x can take values up to 50. The
maximum number of clusters for the CL is always set equal 99. In this case CC was always able
to detect the actual number of clusters.
methods were combined with Ward, CL, and K-means. The results of such comparisons are
reported in Figs. A.6 to A.17 and in Table A.1 in Appendix A. CC always detected the correct
number of clusters, while the other methods showed variability in the results.
4.4.2 Sensitivity analysis
We wanted also to assess how stable the method is with regard to the input parameters (nWmin ,
nWmax , and nCmax). Therefore, we performed CC with 10 different pairs of values for the
boundaries of IW , while setting a high and fixed nCmax = 99 on the simulated data after the
removal of outliers (a representation of the intervals can be seen in Fig. A.18 in Appendix A).
Results in terms of number of clusters identified by the CC are shown in Fig. 4.4 and prove
the robustness of the method, which is always able to identify the correct number of clusters
(K = 5) also when IW was very large or asymmetric, and independently from σ.
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4.5 Case studies
4.5.1 Brain tumors dataset
Similarly to the analysis performed on simulated data, we applied the ASW to the brain tumors
dataset (§ 3.1) in order to choose the number of clusters while comparing the results obtained
by applying CC, Ward, CL, DBSCAN, K-means, and SOM. We applied SOM with a rectangu-
lar topology and all the default parameters of the R package kohonen (Wehrens & Buydens,
2007): Euclidean distance, number of training iterations rlen = 100, learning rate (amount of
change) α decreasing linearly from 0.05 to 0.01, the radius of the neighborhood starting with
a value that covers 2/3 of all unit-to-unit distances, and initial values for each node chosen
randomly without replacement from the data. In order to choose the dimensions of the grid,
we applied SOM with 70 combinations of dimensions (see Table A.2 in Appendix A) and we
computed the ASW for each combination.
Furthermore, we performed the Fisher exact test for count data in order to test if any cluster
was over-represented in any particular subtype. All the p-values obtained were corrected for
multiple testing with the BH method (Benjamini & Hochberg, 1995).
We applied Ward and CL to the data using the same parameters used for the simulation study.
In order to address the dependence of K-means on the initialization of the parameters, we ran
the algorithm 10 times, every time choosing k in the interval [2, 20] that maximizes the ASW.
Classical approaches performed poorly, yielding ARI values ranging from 0.003 to 0.19, the
highest value being obtained byK-means. In terms of number of clusters, the ASW criterion for
Ward, CL, and SOM identified two clusters (maximum ASW of 0.19 in each method), while K-
means resulted in three clusters (maximum ASW of 0.17). Among the two clusters identified by
Ward, one cluster represented the subtype Rhab (p-value of 3.81e−06). CL reported two clusters,
one of which represented the Rhab subtype (p-value of 0.0003). K-means reported three clus-
ters, one of which represented the PNET subtype (p-value of 0.0005). None of the clusters re-
ported by SOM was over-represented in any subtype, as expected from the low ARI. In contrast,
CC obtained an ARI of 0.64, identifying nine clusters and one sample as an outlier. Although
CC identified more than five clusters, four of them almost perfectly represented MD, MGlio,
Ncer, and Rhab subtypes (p-values, respectively, of 9.53e−06, 1.94e−05, 1.12e−04, 9.53e−06),
as it is shown in Fig. 4.5. The PNET subtype was represented by six of CC clusters. This
particular subtype is defined by the World Health Organization (WHO) with useful guidelines
for diagnosis its heterogeneous histological characteristics and malignancy grade (Louis et al.,
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2007). All the contingency tables reporting both the real classification in subtypes and the clus-
ters identified by each method are shown in Tables A.3 to A.7. A summarization of the results
can be found in Table 4.4, while dendrograms for the HC methods can be seen in Figs. A.19
and A.20 in Appendix A. Lastly, we applied DBSCAN trying different types of n-th nearest
neighbors. Setting the value of  and MinPts to each of the pairs obtained for different val-
ues of n ( = 25.50,MinPts = 4;  = 27.41,MinPts = 5;  = 27.12,MinPts = 6;  =
27.65,MinPts = 7) always led to a unique non-noise cluster (2 outliers and 40 elements
grouped in a single cluster).
Results
Method # Clusters ARI
Ward 2 0.14
CL 2 0.18
K-means 3 0.19
SOM 2 0.003
CC 9 + 1 0.64
Table 4.4: Summarization of results on brain tumors dataset with Euclidean distance. The table
reports every method applied with the resulting number of clusters and adjusted Rand Index
(ARI) (the higher the better). The actual number of subtypes in the dataset was five. CC iden-
tified nine clusters plus one cluster containing one outlier, leading to the highest ARI. None of
the other methods was able to identify the correct number of clusters. Although CC identified
more than five clusters, four of them almost perfectly represented MD, MGlio, Ncer, and Rhab
subtypes. The PNET subtype was represented by six of CC clusters, but it is well known for
having an high heterogeneity.
4.5.2 Breast cancer dataset
A second disease subtyping analysis was performed on the breast cancer dataset (§ 3.3) simi-
larly to the comparison of the previous Section. Classical approaches performed poorly, obtain-
ing ARI values ranging from 0.04 to 0.1, the highest value being obtained by CL. In terms of
number of clusters, the ASW criterion for Ward, CL, and K-means identified 11 clusters (max-
imum ASW of 0.24, 0.24, and 0.25 respectively), while SOM resulted in 18 clusters (maximum
ASW of 0.18), out of which two were empty. DBSCAN detected one cluster containing 28 of
the 30 elements. In contrast, CC obtained an ARI of 0.63, showing great agreement with the
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Figure 4.5: Graphical representation of the true membership (first row) of the 42 samples in
the brain tumors dataset, compared with the memberships resulting from CC, DBSCAN, SOM,
K-means, CL, and Ward. The five subtypes, in the order in which are sorted in the membership
row of the image, are: medulloblastoma (MD), malignant gliomas (MGlio), normal human cere-
bella (Ncer), primitive neuroectodermal tumors (PNET), and atypical teratoid/rhabdoid tumors
(Rhab). Different colors represent only the index of the cluster given by each method. The white
color represents outliers, only detected by CC and DBSCAN. Classical approaches performed
poorly, obtaining ARI values ranging from 0.003 to 0.19, the highest value being obtained by
K-means. In terms of number of clusters, the ASW criterion for Ward, CL, and SOM identified
two clusters (maximum ASW of 0.19 in each method), while K-means resulted in three clusters
(maximum ASW of 0.17). In contrast, CC obtained an ARI of 0.64, identifying nine clusters and
one sample as an outlier. Although CC identified more than five clusters, four of them almost
perfectly represented four of the real subtypes while PNET, a subtype known to present hetero-
geneous histological characteristics, was fragmented in six clusters. Furthermore, it is important
to notice that, while CC requires a loose set of parameters (a range where the real number of
clusters has to be found), K-means require the correct number of clusters, to be found with one
of the many techniques available, and SOM requires two parameters whose choice is not easy.
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ground truth, and identifying correctly the number of clusters. Two out of the 30 elements were
considered outliers. A graphical representation of the results is shown in Fig. 4.6, while a sum-
marization of the results can be found in Table 4.5, and dendrograms for the HC methods can be
seen in Figs. A.21 and A.22 in Appendix A.
CC was the only method to yield clusters that were over-represented in elements belonging
to real subtypes. The two clusters identified by CC represented the two cancer subtypes, luminal
with a p-value of 2.81e−05, TN with a p-value of 3.28e−05. All the contingency tables reporting
both the real classification in subtypes and the clusters identified by each method are reported in
Tables A.8 to A.12 in Appendix A.
Results
Method # Clusters ARI
Ward 11 0.09
CL 11 0.10
K-means 11 0.04
SOM 18 0.07
CC 2 + 1 0.63
Table 4.5: Summarization of results on breast cancer dataset with Euclidean distance. The table
reports every method applied with the resulting number of clusters and adjusted Rand Index
(ARI, the higher the better). The actual number of subtypes in the dataset was two. CC identified
two clusters plus one cluster containing two outliers, leading to the highest ARI.
4.6 R package
The Cross-clustering algorithm was implemented in the numerical computing environment R
and will be submitted to CRAN with the name CrossClustering. The R code can be found
in Appendix B.
Description
The function CrossClustering performs the Cross-clustering algorithm. This method com-
bines the Ward’s minimum variance and Complete-linkage algorithms, providing automatic es-
timation of a suitable number of clusters and identification of outlier elements.
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Figure 4.6: Graphical representation of the true membership (first row) of the 30 samples in
the breast cancer dataset, compared with the memberships resulting from Cross-clustering (CC),
DBSCAN, SOM, K-means, Complete-linkage (CL), and Ward. There are two subtypes: lumi-
nal and triple negative (TN). The yellow color represents the luminal subtype, the green color
represents the TN subtype, while white color represents outliers, only detected by CC and DB-
SCAN. Different colors represent only the index of the cluster given by each method. Classical
approaches performed poorly, obtaining ARI values ranging from 0.04 to 0.1, the highest value
being obtained by CL. In terms of number of clusters, the ASW criterion for Ward, CL, and
K-means identified 11 clusters (maximum ASW of 0.24, 0.24, and 0.25 respectively), while
SOM resulted in 18 clusters (maximum ASW of 0.18), out of which two were empty. DBSCAN
detected one cluster containing 28 of the 30 elements. In contrast, CC obtained an ARI of 0.63,
showing great agreement with the ground truth, and identifying correctly the number of clusters.
Two out of the 30 elements were considered outliers. Furthermore, it is important to notice that,
while CC requires a loose set of parameters (a range where the real number of clusters has to
be found), K-means require the correct number of clusters, to be found with one of the many
techniques available, and SOM requires two parameters whose choice is not easy.
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Usage
CrossClustering(d, k.w.min = 2, k.w.max, k.c.max, out = TRUE)
Arguments
• d: a dissimilarity structure as produced by the function dist.
• k.w.min: minimum number of clusters for the Ward’s minimum variance method. Default
value is 2.
• k.w.max: maximum number of clusters for the Ward’s minimum variance method.
• k.c.max: maximum number of clusters for the Complete-linkage method. It can not be
equal or greater than the number of elements to cluster.
• out: logical. If TRUE (default) outliers must be searched for.
Value
A list of objects describing characteristics of the partitioning as follows:
• Optimal.cluster: number of clusters.
• Cluster.list: a list of clusters; each element of this lists contains the indices of the elements
belonging to the cluster.
• Silhouette: the average silhouette width over all the clusters.
• n.total: total number of input elements.
• n.clustered: number of input elements that have actually been clustered.
Example
### Generate simulated data
toy <- matrix( NA, nrow = 10, ncol = 7 )
colnames( toy ) <- paste( "Sample", 1:ncol( toy ), sep= " " )
rownames( toy ) <- paste( "Gene", 1:nrow( toy ), sep = " " )
set.seed( 123 )
toy[ ,1:2 ] <- rnorm( n = nrow( toy )*2, mean = 10, sd = 0.1 )
4.7 Discussion 35
toy[ ,3:4 ] <- rnorm( n = nrow( toy )*2, mean = 20, sd = 0.1 )
toy[ ,5:6 ] <- rnorm( n = nrow( toy )*2, mean = 5, sd = 0.1 )
toy[ ,7 ] <- runif( n = nrow( toy ), min = 0, max = 1 )
### toy is transposed as we want to cluster samples
### (columns of the original matrix)
d <- dist( t( toy ), method = "euclidean" )
### Run CrossClustering
toyres <- CrossClustering( d, k.w.min = 2, k.w.max = 5,
k.c.max = 6, out = TRUE)
4.7 Discussion
The CC algorithm provides an intuitive and easily implementable approach for clustering of
gene expression data. CC presents several advantages over existing methods: i) it does not re-
quire a priori knowledge on the number of clusters, ii) it leaves outlier elements unassigned,
and iii) it can yield only one cluster as result, suggesting that data should not be clustered at all.
Furthermore, even though in this paper we only report results obtained on biological data, CC
can be successfully applied on any type of data, as demonstrated by the results obtained on the
simulated data. The only (unavoidable) weakness of CC is its quadratic computational complex-
ity, inherited from the methods that constitute it. However, the computational complexity of CC
is not worst than that of Ward and CL.
We compared CC with the most widely used clustering methods and CC consistently ob-
tained partitions closer to the reality than the results obtained with these methods. As the dis-
tance is a key element in cluster analysis, we performed our comparisons using both Euclidean
and Chebychev distances in order to check how sensible results are to the choice of the distance,
and in both cases CC performed better than the methods it was compared with. Furthermore,
CC proved to be an useful tool for detecting a suitable number of clusters in the data, better of
most of the well established criteria proposed in the literature. When compared to DBSCAN,
CC showed a good performance and more robustness, while DBSCAN was highly sensible to
parameters choice and data variability. Furthermore, in DBSCAN the only available approach to
parameters choice works only for two dimensional datasets. When applied on two real publicly
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available datasets, CC was able to identify subtypes better than the other approaches. K-means
and SOM produced different results in different runs as the two methods are strictly dependent
on the initialization of the algorithm, yielding results ranging from very good to very poor. In
contrast, the results of CC were stable, as it does not involve any random initialization.
Chapter 5
Clustering of short-length time-course
data
5.1 Motivation
Many fundamental biological processes are dynamic in nature, thus they can be understood
only by taking into account the factor time. As mRNA is transcribed continuously, also new
proteins are generated in a continuous way. Some of these proteins are transcription factors,
which regulate the expression of other genes initiating or repressing the transcription process.
When cells are faced with a condition, such as starvation (Natarajan et al., 2001), infection (Nau
et al., 2002), and stress (Gasch et al., 2000), they react to the new condition. In these cases, only
the study of the gene or protein expression over time can determine the complete set of genes or
proteins that are expressed under a particular condition and the interaction between them.
The output of an experiment that collects gene product measurements over time is known
as time-course data, in contrast to static data, which consists in the snapshot of these measure-
ments. Gene expression time-course experiments were used to investigate successfully many
phenomena, for instance the cell cycle (Spellman et al., 1998; Cho et al., 1998; Zhu et al., 2000;
Pramila et al., 2002; Whitfield et al., 2002), cell signaling (Barenco et al., 2006), circadian
rhythms (Storch et al., 2002; Panda et al., 2002; Straume, 2004), and developmental processes
(Tomancak et al., 2002; Arbeitman et al., 2002; Kim et al., 2001; Ivanova et al., 2002). This
kind of experiments are potentially very useful also in knockout studies, where a gene is deleted
from the genome in order to determine the downstream effects of this knockout gene and build
a genetic interaction network (Zhu et al., 2000; Pramila et al., 2002; Gasch et al., 2000). Fur-
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thermore, identifying genes that act in response to a certain infectious disease is a key issue in
order to develop drugs to fight these diseases (Nau et al., 2002; Xu et al., 2002; Whitfield et al.,
2002). Progress in the development of high throughput protein level assays (Gygi et al., 2000,
1999) allows similar techniques to be used also with protein expression data (Aach & Church,
2001).
As it is nowadays well known, grouping together genes or proteins that express in a similar
fashion over time can identify which are likely to be co-regulated by the same transcription
factors (Eisen et al., 1998; Quackenbush, 2001; Slonim, 2002). However, the cluster analysis
of time-course data is more challenging than the cluster analysis of static data because of the
unique features that characterize them.
First of all, even if the cost of high throughput technology experiments continues to fall
(Kiddle et al., 2010), the prediction made by Ernst et al. (2005), who claimed that short time
series (8 time points or fewer) would remain prevalent in future, still seems reasonable. In fact,
time-course experiments require multiple arrays and in many cases each experiment is repeated
at least once, making it still prohibitive to obtain large quantities of biological material. For this
reason, in this chapter we are going to focus on short-length time-course data. On such type
of data conventional techniques such as Fourier analysis, autoregressive, and moving-average
modeling may not be applicable. Furthermore, these classic autocorrelation approaches generate
bias when applied to short time-course data (Arnau & Bono, 2001). Short-length time series can
also be extracted from one long time series in the form of a sliding window, though it is well
known now that clustering this type of time series can easily lead to meaningless results (Keogh
& Lin, 2005).
The second issue is that, when we cluster, we implicitly assume that the observations for
each gene or protein are independent and identically distributed (iid), and also invariant with
respect to the order of the observations. This means that if the order of the observations in two
sequences is permuted, the chosen distance metric will not change, and so will not the resulting
clustering. In time-course data we can not disregard temporal information because each ob-
servation depends on its past and the expression levels exhibit strong autocorrelation between
successive time points. This was demonstrated in the classic paper of Eisen et al. (1998), who
observed that the biologically meaningful clusters obtained by hierarchical clustering of S. cere-
visiae microarray time series data disappeared when the observations were randomly permuted.
Furthermore, time-course experiments involve measuring the expression levels of thousands
of genes or proteins repeatedly through time and result in extremely high-dimensional data,
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where patterns could be recognized randomly.
Lastly, different time series can be sampled at different time points or even non uniformly as
in Spellman et al. (1998); Chu et al. (1998); Eisen et al. (1998), leading to the problem of missing
data. For example, some commonly used time-points are 0, 4, 12, 24, and 48 hours. Values may
not have been observed also because of errors in the experiment that lead to corrupted or missing
data. Unfortunately, the interpolation is difficult on this kind of data and leads to poor estimates
because of the low number of replicates and the high noise.
5.2 Literature overview
Even if popular methods such as hierarchical clustering,K-means clustering, and self-organizing
maps (SOM) do not address any of the above problems, much of the early work on analyzing
time-course expression experiments used methods developed originally for static data (Spellman
et al., 1998; Friedman et al., 2000; Zhu et al., 2000; Troyanskaya et al., 2001). As a proof of
this, in a comparative analysis of clustering methods for gene expression time-course data (Costa
et al., 2004) five clustering methods were compared and none of them was build expressly for
time-course data (agglomerative hierarchical clustering, Eisen et al. (1998)), Cluster Identifi-
cation via Connective Kernels (CLICK, Sharan & Shamir (2000)), dynamic clustering (Costa
et al., 2002), K-means (Tavazoie et al., 1999), and SOM (Tamayo et al., 1999)).
More recently, several specially tailored time-course gene expression data clustering algo-
rithms were presented, allowing researchers to fully utilize these data by taking advantage of
their unique features. Möller-Levet et al. (2003) proposed the short time series (STS) distance
and incorporated it in the fuzzy clustering algorithm, where each element is given a degree of
membership to each set. This algorithm assigns each gene to predefined profiles, whose number
grows exponentially in the number of time points and for this reason is only appropriate for very
short time series. Höppner & Klawonn (2009) implemented in the fuzzy clustering the Cross
Correlation distance, which can help to overcome the missing alignment of the series due to
the fact that two identical time series, one of them shifted by δ in time, may appear uncorre-
lated under the Pearson coefficient. The resulting cross-correlation clustering can be applied to
short time series and to time series subsequences. Lu et al. (2004) and Zhao et al. (2001) used
predefined profiles to identify cycling yeast genes. Thus, unlike the method we are going to
present, these approaches require a prior knowledge of the shape of the curve to fit. Peddada
et al. (2003) suggested a method in which genes are assigned to the profile for which they best
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match. Unlike our method, their algorithm requires to specify the set of profiles in which one
is interested. Ernst et al. (2005) proposed a method specific for short time series, which assigns
genes probabilistically to preselected sub-patterns which were generated independently of data.
Although spline methods are not recommended for fewer than five time-points, a popular
approach is the use of splines as basis functions (Heard et al., 2005, 2006). Splines are con-
tinuous functions consisting of piecewise functions, which are connected to each other at knots
(Friedman & Silverman, 1989). De Hoon et al. (2002) proposed a strategy that uses the maxi-
mum likelihood method together with Akaike’s Information Criterion (AIC) (Akaike, 1998) to
fit linear splines. Unlike our method, this strategy works only if several replications are avail-
able. The smoothing spline clustering (SSC) proposed by Ma et al. (2006) used a mixed-effect
smoothing spline model and the rejection-controlled EM algorithm (Dempster et al., 1977). The
algorithm handles missing data, determines the number of clusters in the data, and has been vali-
dated on datasets with a minimum of 6 time points. Bar-Joseph et al. (2003) used cubic B-spline
estimations to represent time-series gene expression profiles as continuous curves and TimeFit,
a model-based clustering algorithm to perform class assignment. Using B-splines, unobserved
data can be estimated, allowing for missing and non uniformly sampled data. However, the
clustering algorithm requires the number of clusters as an input and is appropriate only for long
time series. Even when only two spline segments are used, this algorithm requires the estimation
of five parameters for each gene, causing overfitting in short time series. Coffey et al. (2014)
proposed the linear mixed effects model representation of penalized spline smoothing to cluster
the gene expression profiles. This approach estimates using the Bayesian Information Crietrion
(BIC) the number of clusters and allows for missing and irregularly sampled data. However it
has been validated on datasets with at least 10 time points.
D’Urso & Maharaj (2012) proposed a clustering method based on the combination of uni-
variate and multivariate wavelet features, but it has been validated only on long time series.
Phang et al. (2003) developed a non-parametric clustering algorithm using only the direction of
change from one time point to the next.
Kim & Kim (2007) proposed a difference-based clustering algorithm that discretizes a gene
profile into a pattern that summarizes the first and second order differences representing direction
and rate of change, respectively. It can be used only if replicates are available, it identifies the
number of clusters, allows unevenly distributed time points and has been validated on datasets
with at least 4 time points.
Cooke et al. (2011) used an extension of the Bayesian Hierarchical Clustering algorithm
5.3 Daphnia pulex dataset 41
(Heller & Ghahramani, 2005; Savage et al., 2009). This approach is able to identify the number
of clusters, allows non-uniformly sampled time points, replicates, and models outlying obser-
vations by assigning them to biologically relevant clusters that share biological functions with
the other cluster members. However, it has been validated only on datasets with at least 10 time
points. Hensman et al. (2013) used GP regression but they combined it with a hierarchical struc-
ture to account for covariance between biological replicates. Their method allows the presence
of missing and irregularly sampled data, detects an optimal number of clusters, and claims to be
well suited for short time series. Another model-based clustering has been proposed by Ciampi
et al. (2012) and uses a mixture or regressions with components in the Extended Linear Mixed
Models (Pinheiro & Bates, 2000). It can be used in presence of missing and irregularly sampled
data, it provides the number of clusters and has been successfully applied on data with 6 time
points.
Although all the scientific efforts, at the moment it still does not exists a clustering method
that is well suited for short-length time course data and simultaneously takes into account the
temporal information, the possibility of missing values and outliers, the lack of replicates, while
being able to identify a reasonable number of clusters, and to suggest if clustering a particular
set of data makes sense. This is the reason why we developed a clustering algorithm that aims
to overcome these limitations.
5.3 Daphnia pulex dataset
Our interest in time-course data, stems from a collaboration with the University of Lausanne
(Institute of Earth Surface Dynamics and Protein Analysis Facility) who provided us with a
dataset coming from an ecotoxicoproteomic study (§ 3.4) that wanted to analyze the response
of proteins in organisms under stress. This is a protein expression dataset but this makes no
difference for our statistical analysis, as methods used for clustering gene expression time-course
data can be used in the same way also on protein expression time-course data. The aims of this
ecotoxicoproteomic study were to assess the effects of tamoxifen in Daphnia pulex, an aquatic
invertebrate species, at the organism and proteomic levels. In the experiment performed by
Borgatta et al. (2014) daphnids were exposed to tamoxifen. Daphnids were chosen as subject of
the experiment because this water flea is easy to manipulate in laboratory, reproduces quickly,
produces clones, but most prominently is at the base of the food chain. Tamoxifen is a widely
prescribed anticancer drug worldwide and an endocrine disruptor which causes side effects in
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humans and has very powerful metabolites. Also, tamoxifen effects on aquatic species are little
studied.
A first analysis was carried out by Borgatta et al. (2014) who investigated the impact of
tamoxifen on daphnids at the biochemical level performing local-pooled-error (LPE) (Jain et al.,
2003; Zhang et al., 2006) estimates of log2 fold-changes. Their study analyzed the differences
in protein expression of daphnids resulting from acute (2 days) and middle-term (6 to 8 days)
exposures to this anticancer drug. During the experiment, tamoxifen was first diluted in the
solvent (DMSO), because of its poor solubility. Because of the solvent, an additional control
was prepared with the solvent diluted in M4. We built upon Borgatta et al. (2014) using a
different approach, that is with the two-step regression method maSigPro, with the aim of
answering two further questions: i) whether the solvent used induces protein modifications in
the treated daphnids, and ii) whether protein changes provide suitable biomarkers for an early
detection of drug-related stress of daphnids.
5.3.1 Pre-processing
We removed background noise and normalized our dataset using the variance stabilizing method
(vsn) proposed by Huber et al. (2002). The advantage of this combined approach is that infor-
mation across arrays can be shared to estimate the background correction parameters, which are
otherwise estimated separately for each array. Fig. 5.1 represents an important tool for assessing
whether the vsn fit worked: by representing the ranked means, mi, versus the empirical stan-
dard deviations σi, it proves that the distribution of σi is concentrated on small values and there
is no significant trend of these values as a function of the means. In Fig. A.23 of Appendix A
boxplots of raw and normalized values are reported for every experimental conditions, while in
Fig. A.24 of Appendix A the output data of the normalization are reported in violin plots, which
are combinations of boxplots and kernel density plots. Both figures show how the normalization
aligned all the values.
5.3.2 Quality control
We checked the quality of the experiment performing a cluster analysis on the replicates using
hierarchical clustering with the Euclidean distance. Fig. 5.2 represents the heatmap showing
that replicates are more similar at day 7 than at day 2, and identifying sample DMSO.2a as an
outlier in the dendrogram. The Pearson correlation of the normalized intensities was always
higher than 0.95 for all duplicates (0.9541−0.9855) but DMSO at day 2 (0.93), showing a good
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Figure 5.1: Plot of the relationship between standard deviations (sd) and ranked means of the
2720 proteins. For each feature, the plot shows the empirical standard deviation σi of the nor-
malized and glog-transformed protein levels on the y-axis versus the rank of the mean mi on
the x-axis. The red dots, connected by lines, show the running median estimator of the standard
deviation. If there is no variance-mean dependence, then the line formed by the red dots should
be approximately horizontal.
reproducibility of replicated experiments and justifying our suspects about this sample.
5.3.3 Outlier detection
The Bland-Altman plot (Altman & Bland, 1983; Martin Bland & Altman, 1986) is a visualiza-
tion tool used in analyzing the agreement between two different assays in which every point is
represented on the graph by the mean of the two measurements on the x-axis and the difference
between them on the y-axis. We consider as outlier those values falling outside the boundaries
on ± two standard deviations of all the differences at that specific day. In Fig. 5.3 we see how
the DMSO samples at day 2 have a larger number of outliers than all the other replicates at both
days, inducing us to leave this sample out from the analysis.
5.3.4 maSigPro analysis
The R package maSigPro (Conesa et al., 2006) implements a method tailored for the analysis
of time-course experiments, it follows a two-step regression strategy to find significant temporal
expression changes and differences among experimental groups and then clusters the selected
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Figure 5.2: Heatmap and dendrogram resulting from the hierarchical clustering on Euclidean
distance of the replicates for quality control. From the dendrogram comes the suspect that the
biological sample DMSO.2a is an outlier, showing high discordance with its replicate.
proteins with classical clustering algorithms.
Assume that we have I experimental groups (i = 1, . . . , I) identified by a qualitative vari-
able, evaluated at J time points (j = 1, . . . , J). Assume that protein expression is measured for
N proteins in Rij replicates. Let yijr denote the normalized and transformed expression value
of each protein under condition ijr. We define I−1 dummy variables D to distinguish between
each group and the reference group. To explain the evolution of y along time t we consider the
following polynomial model, which includes simple time effects and the interactions between
dummies and time:
yijr = β0 + β1D1ijr + · · ·+ β(I−1)ijrD(I−1)ijr+
+ δ0tijr + δ1tijrD1ijr + · · ·+ δ(I−1)tijrD(I−1)ijr + ijr,
where:
1. β0, δ0 are the regression coefficients corresponding to the reference group;
2. βi, δi are the regression coefficients that account for specific linear differences between
the (i+ 1)-th group profile and the reference group profile;
3. ijr is the random variation associated with each protein owing to all sources other than
those that have already been incorporated into the model.
We compute a regression fit for each protein, which involves the estimation of the coefficients β
and δ of the described general regression model for each protein using Ordinary Least Squares,
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Figure 5.3: Bland-Altman plots for day 2 and 7. Black boundaries are at ± two standard de-
viations of the difference between the two replicates from the same experiment, while the red
bandwidths are computed with a pooled standard deviation calculated on all differences at the
specific day.
and we test:
H0 : β1 = . . . = βI−1 = δ0 = δ1 = . . . = δI−1
against
H1 : ∃i | βi 6= 0 ∨ δi 6= 0, (i = 1, . . . , I − 1).
In order to test this hypothesis we compare the full and the reduced models with an ANOVA
for nested models, where the reduced model is yij = β0 + ij . P-values are then corrected for
multiple comparison by applying the False Discovery Rate (Benjamini & Hochberg, 1995). We
consider those proteins excluded from the first step as “flat”, i.e. behaving with no change both
in time and among groups. Once significant proteins have been found, the next step is to apply
a variable selection strategy. This is done by inspecting, through backward stepwise regression,
the regression coefficients of the protein models not excluded at the first step. The backward
method starts by fitting the full model and removing the variable with the largest p-value and
fitting the model until all the p-values are significant (α < 0.05). The resulting significant
coefficients are those that indicate the differences in the profiles. We eliminated those proteins
with a low goodness of fit (R2 < 0.60).
In the last step of the analysis, the identified proteins are clustered in order to identify similar
behaviors in time. In our analysis we used the Complete-linkage algorithm associated with the
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Figure 5.4: Left panel: median profiles of the 1,903 proteins showing no significant trend ex-
cluded at the first selection step of maSigPro for each experimental condition. The absolute
median change in time is less than 0.05 (IQR: < 0.1). Middle and right panels: median profiles
of the 94 proteins excluded at the second selection step of maSigPro computed over the four
experimental groups at each time point, splitted in increasing (middle) and decreasing (right).
These proteins only change in time, with a median change (red solid line) of 1.19 (IQR: 0.87)
and of 1.42 (IQR: 1.21) for, respectively, the upwards and downwards trends.
correlation distance measure. Finally, statistical over-representation tests of significant proteins
were carried out for GO (Ashburner et al., 2000; Consortium et al., 2001) categories against
the whole D. pulex genome using PANTHER tool (www.pantherdb.org), and applying
Bonferroni’s correction for multiple testing with a p-value threshold of 0.05.
5.3.5 Results
In our study there are four experimental groups (i = 1, . . . , 4), two time points (j = 1, 2), two
replicates (r = 1, 2) for each case ij, and N = 2, 720 proteins available for statistical analysis.
Consequently, we defined three dummy variables DM4, DC1, DC2 to introduce into the model
the experimental groups as described in the previous section. As we have only two time points,
only linear time effects and their interactions with the dummies were modeled.
After the first selection step, only proteins showing statistically significant coefficients be-
tween the reference group (DMSO) and any other experimental group and/or time will be kept.
Our analysis excluded 1, 903 proteins at this step, which exhibit a flat behavior over time and
among comparisons, i.e. C7DR07, E9FQM3, E9FQN6, E9FQP0, E9FQQ8, E9FQR4 etc. The
behavior of proteins excluded from the analysis at the first selection step is represented in the
left panel of Fig. 5.4. Table 5.1 reports the coefficients of the first five proteins selected after the
first step of maSigPro. For example, the protein “A1C331” passed the first selection because
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Protein β0 βM4vsDMSO βC1vsDMSO βC2vsDMSO βt βt·M4 βt·C1 βt·C2
A1C331 26.688 0 0 0 0.479 0 0 0
E9FQR8 29.529 -0.32 0.431 -0.534 -0.046 0 -0.227 0
E9FQS5 27.622 0 0 -0.560 0.143 0 0 0
E9FQT2 23.668 1.615 0.526 0 0.210 -0.395 0 0
E9FQT5 26.100 0 0 0 0 -0.212 -0.39 -0.333
. . . . . . . . . . . . . . . . . . . . . . . . . . .
Table 5.1: Coefficients of the first 5 proteins among the 817 selected after the first step of
maSigPro. By analyzing the full table of coefficients we can understand the behavior of
proteins. For instance, the first protein passed the first selection step because time has a sig-
nificant effect on his variation. However, as there is no change in experimental conditions this
protein it will be excluded at the second step. The second and fifth proteins will be considered
as significant in each comparison, while the third and fourth only in some comparisons.
time has a significant effect on his variation, though the experimental conditions do not and in
fact will be excluded in the second step. The second protein “E9FQR8” shows a strong influence
of each experimental group against the reference one and also a negative interaction between C1
and time, in fact will be considered significant in each group comparison and kept by both selec-
tion steps. While the third protein named “E9FQS5” will be selected at the first selection step but
will be identified as significant only in the comparison C2 vs. DMSO. Finally, “E9FQT2” will
be considered significant in the comparisons of DMSO against M4 and C1, while “E9FQT5”
will be considered significant in each comparison because of the interactions with the time.
After the second step we selected 723 proteins which vary significantly over time and across
experimental condition at a FDR significance level of α = 0.01 and R-squared threshold equal
to 0.6. The FDR provides the expected number of false positives among the selected genes,
while the R-squared criterion selects only those proteins statistically well modeled.
It resulted that 94 proteins presented a change only due to time, whose time profile can be vi-
sualized in the middle and right panels of Fig. 5.4. In Fig. 5.5 we show how the 723 proteins with
a significant expression change can be grouped according to the discovered significant profile
differences between experimental groups: only 332 change significantly in all three compar-
isons. 559 proteins resulted with a statistically significant difference between the experimental
groups M4 and DMSO, proving that DMSO has an effect on proteins, while 56 proteins resulted
with a statistically significant difference in both the experimental groups C1 and C2 when com-
pared with DMSO, identifying potential biomarkers. Of the 189 proteins identified as significant
by Borgatta et al. (2014), 80 (42%) were identified by maSigPro.
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Figure 5.5: Venn diagram of the 723 significant proteins which passed both selection steps
for each significant comparison. Only 332 proteins change significantly in all the three com-
parisons, while others are comparison-specific or shared only by two out of the three possible
comparisons. The 559 proteins with a statistically significant difference between the experi-
mental groups M4 and DMSO highlight a potential confounding effect of the solvent, while 56
proteins with a statistically significant difference in both the experimental groups C1 and C2
when compared with DMSO represent possible biomarkers.
5.3 Daphnia pulex dataset 49
Each of these groups was then subjected to clustering, and the number of clusters has been
set equal three for each comparison because we aim to find three major groups: increasing over
time, decreasing over time, and all the remaining cases. Dendrograms for the cluster analysis
of the three comparison groups are reported in Fig. A.25 in Appendix A. Fig. 5.6 shows the
experiment-wide protein expression profiles and is useful to evaluate the homogeneity of the
obtained clusters, whereas Fig. 5.7 represents the median profile by groups of each cluster and
is useful to analyze the actual profile differences between groups. From the median profiles we
can always recognize an increasing and decreasing trend in time and also a third group with
a less defined structure, though with strong differences between groups. Figs. A.26 – A.28
in Appendix A show the heatmaps of the significant proteins; note that less contamination is
present at day 7. Fig. A.29 in Appendix A reports the heatmap of the proteins excluded from the
analysis.
Among those 723 proteins, 649 were annotated with PANTHER database. Statistical over-
representation tests of the annotated proteins were carried out for Gene Ontology (GO) cate-
gories in Biological Process (BP) and Molecular Function (MF) classes. In the BP and MF
classes, respectively 44 and 20 GO categories showed significant enrichment of tested proteins
compared to the whole D. pulex genome. In particular, the first ten MF classes identified as
overrepresented are: catalytic activity, oxidoreductase activity, structural constituent of ribo-
some, structural molecule activity, binding, aminoacyl-tRNA ligase activity, translation regu-
lator activity, translation factor activity, lyase activity, and RNA binding. While the ten most
overrepresented BP classes are: metabolic, primary metabolic, and protein metabolic processes,
translation, carbohydrate metabolic process, cellular amino acid metabolic process, proteolysis,
regulation of translation, cellular process, and nuclease-containing compound metabolic process.
5.3.6 Conclusion
In this section we analyzed the response of proteins in organisms under stress, dividing the
population in four experimental groups and measuring their protein production at day 2 and 7.
We used a two-step regression strategy to identify significantly differentially expressed proteins
and to study their behavior, finding that only 723 proteins out of the 2, 720 initially considered
have to be retained, as they change in time and across conditions. We grouped proteins on the
basis of their profile in three clusters, finding that there was always an increasing, a decreasing,
and a less well defined pattern over time.
These results are at the beginning of a deeper biological investigation about function and
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Figure 5.6: Data visualization by clusters obtained with maSigPro for each comparison on
the significant proteins obtained after the two-step regression. The cluster analysis has been
performed using Pearson’s correlation as distance measure and Complete-linkage as algorithm.
In each of the 9 panels the number of proteins contained in the cluster is always reported, as
well as the name of the sample on the x-axis. Every row reports the names of the experimental
groups compared.
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Figure 5.7: Median expression profiles of the selected proteins splitted in three clusters and sig-
nificant profile differences between experimental groups obtained with maSigPro. The color
of the line indicates the experimental group of belonging. Red lines indicate DMSO profiles,
green lines represent C1 profiles, blue lines C2 profiles, while the violet ones represent M4
profiles. The cluster analysis has been performed applying Complete-linkage on Pearson’s cor-
relation. Under each panel the number of proteins contained in the cluster is reported. Every row
reports the names of the experimental groups compared. We can always recognize an increasing
and decreasing trend in time and also a third group with a less defined structure, though with
strong differences between groups.
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meaning of these patterns, and a comparison between our results and those coming from Bor-
gatta et al. (2014) needs to be performed in order to confirm the biological results and to find
differences between the two methods. However, with only two time points available we could
only model a linear regression, which may not be enough in order to detect all the significant
differences between time points and experimental groups.
The most important result for our purposes was that analyzing these data we realized some
major issues of using maSigPro that motivated us to focus on the clustering of short-length
time-course data: i) results are strongly sensible to the polynomial degree chosen, ii) maSigPro
does not suggest a suitable number of clusters, iii) using classical clustering approaches it does
not take into account the temporal information, considering time points as uncorrelated, iv) in
very short-length time-course data (as in our case, when only two time points are available) it
is only possible to use a linear regression model that may not be enough for detecting all the
significant differences, v) missing data are not allowed, vi) the model is built to detect flat but
not outlying behaviors, vii) the model is not able to suggest if clustering that particular set of
data is appropriate or not. In the next section we are going to present our proposal, which aims
to overcome these limitations.
5.4 Cross-clustering
In order to cluster short-length time-course data, we investigate an approach that considers the
temporal evolution of gene expressions as curves, fitting them by particular splines. After esti-
mating the coefficients of these non parametric functions, we identify groups of genes applying
the Cross-clustering algorithm on them. Using splines we can handle missing data and take into
account the temporal information contained in the data even in case of no replicates. Applying
the Cross-clustering algorithm we are able to automatically identify the number of clusters, de-
tect outliers, and suggest only one cluster in the case in which clustering a particular set of data
is not appropriate. Although linear models could be used for this purpose, they are often too
restrictive to capture the underlying phenomenon. Indeed, the flexibility of tools such as splines
permits to reach satisfactory results with a limited number of coefficients.
5.4.1 B-splines
Following the proposal of Abraham et al. (2003), we suggest to use B-splines to fit the curves.
B-splines have the great computational advantage of being estimated from recursive equations
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(Wasserman, 2006). We assume that the measurements of the curves Gi for gene i = 1, . . . , n,
contain errors which can be thought as added to the underlying smooth evolution of gene ex-
pression. The model can be written as follows:
yit = Gi(xt) + it,
where t = 1, . . . , T is the time point, xt is the gene expression at time t, and it are independent
random errors. The aim of the procedure is to remove this noisy part, focusing on the smooth
part of interest. After summarizing each curve by a few coefficients, which capture the smooth
part of the process with enough flexibility, we will have to cluster these coefficients.
First, we fit each observation {xt, yit}Tt=1 by a regression spline function in order to estimate
Gi. Let x ∈ [a, b] and let (ξ0 =)a < ξ1 < ξ2 < · · · < ξK < b(= ξK+1) be a subdivision of K
distinct points on [a, b]; these points are called knots. The spline function s(x) is a polynomial
of degree d (or order d + 1) on any interval [ξi−1, ξi], and has d − 1 continuous derivatives on
the open interval (a, b). For a fixed sequence of knots ξ = (ξ1, ξ2, · · · , ξK) these splines are
linear space functions with K + d + 1 free parameters. A useful basis (B1, · · · , BK+d+1), for
this linear space is given by B-splines (Curry et al., 1966). We can write a spline as follows:
s(x, β) =
K+d+1∑
l=1
βlBl(x),
where β = (β1, · · · , βK+d+1)′ is the vector of spline coefficients and the symbol ′ indicates
transposition.
In many applications, a linear combination of third-degree B-splines is flexible enough to
investigate the non-linear evolution over time of several phenomena. With fixed knots, the least-
squares spline approximation is equivalent to a linear problem. Let {xt, yit}Tt=1 be a regression-
type data set of T measurements of the curve Gi ranging over [a, b] × R. As we use the same
degree and vector of knots, the same basis functions (B1, · · · , BK+d+1) are used for all the
curves. Thus, each coordinate βˆi has the same meaning for each curve Gi. Denote by B =
{Bl(xt)}l=1,··· ,K+d+1t=1,··· ,T the corresponding T × {K + d + 1} matrix of sampled basis function,
and by yi the vector (yi1, · · · , yiT )′. The spline coefficients are estimated by:
βˆi := argmin
βi
1
T
T∑
t=1
[(
yit − s(xt, βi)
)]2
= [(Bi)′Bi]−1(Bi)′yi,
where [B′B]−1 is the inverse of B′B. Then, sˆi(x) := s(x, βˆi) estimates Gi(x). The set of
curves {G1, · · · , Gn} is summarized by {βˆ1, · · · , βˆm}, a set of vectors in RK+d+1.
In our analysis we used the bs function of the R package splines.
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Figure 5.8: Boxplots of adjusted Rand Index (ARI) resulting from Cross-clustering (CC) on
B-spline coefficients, Complete-linkage (CL) and Ward’s algorithm with σ = 0.2, 0.5, 1, 1.5
and Euclidean distance on simulated data. The ARI measures the agreement between two parti-
tions (the higher, the better). This figure proves that CC does not perform better than reference
methods, as the distribution of ARIs over 100 simulations has a large variability and is strongly
sensible to the increase of σ.
5.4.2 Numerical assessment
We applied the CC, Ward, and CL algorithms on the simulated data (§ 3.1), now interpreting the
five measurements as time points instead of samples. The choices of the number of clusters, CC
parameters, and distance metric are made as before (§ 4.4).
Results in terms of ARI are shown in Fig. 5.8, where CC is compared with the methods that
constitute it. This plot shows that CC applied on B-splines coefficients does not perform better
than the reference methods, as the distribution of ARIs over 100 simulations has a large variabil-
ity and is strongly sensible to the increase of the variability in the data. Fig. A.30 in Appendix
A shows a very similar performance also when the chosen distance metric is Chebychev.
In order to compare also sensitivity and specificity, Fig. 5.9 reports results regarding the
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Figure 5.9: Boxplots of the Area Under the Curve (AUC) resulting from Cross-clustering (CC)
on B-spline coefficients, Complete-linkage (CL) and Ward’s algorithm with σ = 0.2, 0.5, 1, 1.5
and Euclidean distance on each of the six clusters of the simulated data. The last cluster is the
outliers one. The AUC is a measure of sensitivity and specificity (the higher, the better). This
figure proves that CC does not perform better than reference methods, as the distribution of
AUCs over 100 simulations has a large variability and is strongly sensible to the increase of σ.
AUCs in each cluster. This figure proves that CC does not perform better than the reference
methods, as its distribution of AUCs over 100 simulations is generally lower than others, has a
large variability and is strongly sensible to the increase of the variability in the data. Fig. A.31 in
Appendix A shows a similar performance also when the chosen distance metric is Chebychev.
5.5 Discussion
Clustering short-length time-course data is a highly challenging goal, as many issues has to
be taken into account. Recently, many scientific efforts have been dedicated to this purpose
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but none of the proposed methods so far is well suited for short-length time-course data and
simultaneously takes into account the temporal information, the possibility of missing values and
outliers, the lack of replicates, is able to identify a reasonable number of clusters, and to suggest
if clustering a particular set of data makes sense. We started from analyzing a very short-length
time-course data (only two time points) with a very well-known analysis tool, maSigPro, and
discovered its weaknesses. This motivated us to assess whether the CC algorithm of Chapter 4
may overcome all the discovered limitations.
Our proposal was to apply the CC algorithm, presented in Section 4.2 for static data, on
B-spline coefficients. Using splines we can handle missing data and unevenly sampled obser-
vations, also taking into account the temporal information contained in the data even in a case
of no replicates. Using the CC algorithm we are able to automatically identify the number of
clusters, detect outliers, and suggest only one cluster in the case in which clustering a particular
set of data is not appropriate.
The validation of CC applied on B-spline coefficients on simulated data resulted in a worst
performance than the methods that constitute CC, with distributions of ARIs and AUCs varying
widely and strongly sensible to the increase of data variability. In future some modifications of
our proposal could be considered, such as using different types of splines or applying the CC
algorithm on specially tailored distances for short-length time-course data, such as the STS and
Cross Correlation distances.
Chapter 6
CAGE data analysis
6.1 Literature overview and motivation
Cap-Analysis Gene Expression (CAGE) is a technology recently developed by Carninci and
colleagues (Shiraki et al., 2003; Carninci, 2006), based on the Cap Trapper method (Carninci
et al., 1996), which allows the genome-wide survey of promoters and quantification of gene
activity.
Briefly, small fragments (usually 20–21 nucleotides long) from the very beginning of mRNA
are extracted, reverse-transcribed to DNA, PCR amplified and sequenced. The output of CAGE
is a set of short nucleotide sequences (called tags). The first step in the analysis of deep-
sequencing expression data is the mapping of the (short) reads to the genome from which
they derive. CAGE tags are usually mapped to a reference genome using a novel alignment-
algorithm called Kalign2 (Lassmann et al., 2009) that maps tags in multiple passes. Once the
RNA sequence reads or CAGE tags have been mapped to the genome, is obtained a collection
of positions for which at least one tag is present. The CAGE tags whose genomic mapping
overlapped by at least 1bp can be group using clustering algorithms and then generate a list of
discrete genomic regions called peaks.
CAGE is a unique tool in the analysis of transcriptional regulatory networks. The analysis
of promoters is essential to understand the functioning’s of gene networks which regulate life
phenomena at a molecular level. There are several advantages that deep-sequencing offers. One
of these is that large scale full-length cDNA sequencing efforts have made it clear that most of the
genes are transcribed in different isoforms using alternative TSSs. With the CAGE technology it
is now possible to locate an exact TSS in the genome and also to quantify the expression level of
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each individual TSS (Maeda et al., 2008). In the Functional Annotation of Mouse (FANTOM) 3
study, this technology was used to map TSSs in the mouse genome, leading to the identification
of more than 230,000 promoters (Carninci, 2006).
However, whereas for microarrays technology a wide bulk of statistical methods is avail-
able, CAGE technology is relatively new and the corresponding statistical methodology is still
quite poor. For instance, so far there is only one R package designed to manipulate, analyze
and visualize CAGE data: CAGEr (Haberle et al., 2013) as compared to the extensive Biocon-
ductor project. This is the reason why we decided to focus on the analysis of CAGE data in
collaboration with the Center for Genome Research of the University of Modena and Reggio
Emilia.
6.2 Preliminary analyses
6.2.1 Normalization
Normalization strategies aim at removing the effect of unknown or irrelevant sources of vari-
ability from the raw data. When data are normalized, they are converted to quantities that can
be compared among different types of experiments and platforms. While the principle of nor-
malization remains the same, each expression platform has its own set of background noise to
be corrected for.
The simplest method proposed in literature for the normalization of CAGE data is the “tags
per million” (TPM) normalization (Carninci, 2009). We first extract the CAGE tags from the
raw sequence reads and count how often each tag occurs, these absolute tags are not directly
comparable because of the dependence on the total number of reads. For this reason tag counts
are expressed in TPM, which is defined as the expected count for a particular tag if we had
extracted one million raw CAGE tags:
TMP = 1, 000, 000× AbsoluteTagCount
TotalTagCount
.
The relative error due to sampling noise is approximately
RelativeError =
1√
AbsoluteTagCount
.
This approach was however criticized because it does not take account of possible systematic
variations among samples, due, for example, to the quality of the RNA, to the variation in library
production, or even to biases of the sequencing technology used. In order to address this issue,
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Balwierz et al. (2009) proposed a new normalization strategy based on the fact that many CAGE
datasets follow a power-law distribution.
A quantity x obeys a power-law distribution if it is drawn from a probability distribution
p(x) of the form:
p(x) ∝ x−α, (6.1)
with x > 0 and where α > 1 is a fixed parameter of the distribution known as the exponent or
scaling parameter, which typically lies in the range 2 < α < 3. As this probability distribution
diverges to infinity as x → 0, it cannot hold for all x ≥ 0, but there must be a lower bound
xmin > 0. It is often useful to consider as reference the complementary (or reverse) cumulative
distribution function (CCDF) of a power-law distribution, which is defined to be S(x) = P (X >
x) = 1− F (x). If we take the logarithm of both sides of Eq. (6.1) we have that
ln p(x) = α lnx+ constant, (6.2)
implying that it is represented as a straight line on a doubly logarithmic plot. Eq. (6.2) is fully
determined by the slope α and the total number of tags T , which together with α determines the
value of the constant. Even if this method is known for generating systematic errors quite often,
a first simple way to check the suitability of the power-law distribution for our data (§ 3.5) is to
plot the CCDFs on doubly logarithmic axes. In Fig. 6.1 we can see that the empirical CCDFs
of our three samples on a logarithmic scale look similar though very different from the oblique
grey dashed line they are supposed to follow. For this reason we decided to investigate further if
the assumption of a power-law distribution is appropriate in our case.
First of all, we had to estimate the lower bound of the support of the power-law distribution,
xmin, in order to consider only those points for which the reference distribution is valid. We
have chosen the value of xˆmin that minimizes the maximum distance between the CCDFs of the
data and the fitted model, as recommended by Clauset et al. (2009):
D = max
x≥xmin
| Sˆ(x)− S(x; αˆ) |,
where Sˆ(x) is the empirical CCDF of the data for the observations with value at least xmin,
S(x; αˆ) is the CCDF for the power-law model that best fits the data in the region x > xmin, and
D is the Kolmogorov-Smirnov (KS) statistic.
Second, we estimated α with the method of maximum likelihood, which gives accurate
parameter estimates for large sample sizes (Cox & Barndorff-Nielsen, 1994; Wasserman, 2004).
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Figure 6.1: Complementary cumulative distribution functions for the number of different CAGE
detected transcription starting sites (CTSSs) positions in our CAGE dataset that have at least
a given number of tags mapping to them. Both axes are on a logarithmic scale. The x-axis
represents the number of CAGE tags, while on the y-axis are reported the number of TSSs that
are supported by at least that number of tags. The three curves correspond to the distributions
of the three samples. Values in brackets are values of αˆ estimated with the maximum likelihood
method for each sample. Grey vertical dashed lines determine the specified range in which the
power-law distribution has been fitted (default values of the range from 5 to 1000). The oblique
gray line indicates the referent power-law distribution, which is defined based on the parameters
written in the bottom left part of the plot: in this case the slope (α) in the log-log representation
is 1.05, while the total number of tags T is 1, 000, 000.
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α xmin logLik KS.stat KS.p
1 2.45 1681 -3436.08 0.03 0.95
2 2.42 1022 -5780.32 0.03 0.40
3 2.47 2296 -2682.99 0.03 0.99
Table 6.1: Results of the Kolmogorov-Smirnov test performed with the R package igraph on
the raw data. The parameter α is the exponent of the fitted power-law distribution , xmin the
lower bound of the support (only values larger that xmin were used from the data), logLik is
the log-likelihood calculated for the fitted parameters, KS.stat the test statistic (smaller scores
denote a better fit), while KS.p is the p-value resulting from the test.
Finally, as with these two estimated parameters we still do not know if the power-law is
a good model for the data, we needed to perform a goodness-of-fit test, which generates a p-
value that quantifies the plausibility of the hypothesized power-law distribution. For testing this
hypothesis we performed a KS test. In Tab. 6.1 we show the resulting p-values of the tests and
the estimated parameters. The null hypothesis that the data were drawn from the fitted power-
law distribution can never be rejected, but it is important to notice that xˆmin is always very high,
while our data have a lot of zero values. Otherwise, if we set xmin equal to 1, the p-values are
always equal to zero, suggesting that our data are not power-law distributed. For this reason the
normalization of raw CAGE tag counts was performed with the simple TPM.
An analysis of the correlation between normalized samples was then performed on the data.
Fig. 6.2 shows an higher correlation between HPSC and Erythroblasts samples (r = 0.90), than
in other comparisons.
6.2.2 Clustering
TSSs localized in close proximity to each other lead to a larger promoter region, i.e. a set of
transcripts that are regulated by the same promoter elements. For this reason it is useful to
spatially cluster TSSs into larger units called tag clusters (TCs), defined as genomic regions of
overlapping tags (at least 1 base pair) that map to the same strand of a chromosome and that
correspond to individual promoters.
We performed a simple distance-based clustering in which two neighbouring TSSs are joined
together if they are closer than some specified distance, that we first fixed at 20bp. Before
clustering we filtered out low-fidelity TSSs, i.e. the ones supported by less than 2 normalized
tag counts in all samples. The final set of TCs will exclude clusters with only one TSS, the so-
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Figure 6.2: Pairwise scatter plots (lower panels) and Pearson’s correlation (upper panels) of
normalized CAGE tag counts per TSS. The highest correlation resulted to be the one between
HPSC and Erythroblasts samples (r = 0.90).
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called singletons, unless the signal (the transcription initiation as measured by CAGE) is larger
than 5. As we use a distance of 20bp, only clusters with one TSS were obtained; we changed
the maximum distance to 50bp and to 100 bp, obtaining a maximum number of TSSs clustered
together of 2 and 4, respectively.
We then decided to use the so-called “Paraclu algorithm”, a parametric clustering method
based on the density of the signal (Frith et al., 2008). Here the minimal stability of the cluster,
defined as the ratio between maximal and minimal density value for which a cluster is maximal
scoring, was set equal 1. We obtained a clustering with a maximal counts of the number of TSSs
within the cluster of 4.
As TCs are created for each sample and they might not coincide perfectly within the same
promoter region, we aggregated TCs into a set of consensus clusters (promoter). We can do this
aggregating TCs from all samples into a single set of non-overlapping consensus clusters. The
expression clustering at the level of entire promoter was performed using SOM and K-means
only on promoters with normalized CAGE signal ≥ 15 in at least one sample.
In order to decide which number of clusters was the more reasonable in our case for K-
means, we let it vary from 2 to 20 and computed the average silhouette width (ASW) for each of
the resulting partitions, choosing the number of clusters that maximized it. Fig. 6.3 and 6.4 show
the ASW resulting from the K-means algorithm applied on CAGE detected transcription start
sites (CTSSs) and on consensus clusters, respectively. The maximum ASW value is achieved
in both cases with 2 clusters, but it is very low, being around 0.10. In SOM the dimensions of
the grid has to be set. In Tab. 6.2 results coming from different dimensions (xDim, yDim) of
the grid are shown and seem to suggest that no clustering is appropriate. From all the clustering
performed it is clear that our data have a high variability, making the choice of a good clustering
rather challenging.
6.3 Comparisons
6.3.1 Comparison across chromosomes
It is interesting to analyze how CAGE peaks are distributed across chromosomes. As it is well
known that chromosomes have different lengths, Fig. A.32 in Appendix A reports the relative
frequencies of CAGE peaks compared to the length of each chromosome. The chromosome
with the largest number of peaks is chromosome 19, followed by chromosome 7, while the mi-
tochondrial chromosome (chrM) and the sex chromosome X have very low relative frequencies.
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Figure 6.3: Average silhouette width (ASW) for changing the number of clusters (from 2 to 20)
for the K-means algorithm applied on the CAGE detected transcription start sites (CTSSs).
Figure 6.4: Average silhouette width (ASW) for changing the number of clusters (from 2 to 20)
for the K-means algorithm applied on the consensus clusters.
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x y CTSS consensusClusters
2 2 -0.1507085 -0.1218571
3 3 -0.2717451 -0.267085
4 4 -0.3589982 -0.3509756
5 5 -0.3686897 -0.4163353
1 2 0.03543591 0.04197137
1 3 -0.08423169 -0.08322987
2 3 -0.2258189 -0.3020011
2 4 -0.295827 -0.2807868
3 2 -0.2468775 -0.2646895
Table 6.2: Average silhouette width (ASW) for partitions resulting from the SOM algorithm,
with different dimensions (x, y) of the provided grid, both applied on CAGE detected transcrip-
tion start sites (CTSSs) and consensus clusters.
We performed a two-sided test for equal proportions, and we rejected the null hypothesis at the
significance level α = 0.05 (χ223 = 3659.84, p-value < 2.2e
−16).
6.3.2 Comparisons among cell lines
Identification of differentially expressed CAGE promoters in three cell lines
We performed a χ2 test on each peak for every chromosome, under the null hypothesis of equal
proportions of counts forming the peak in different cellular lines. We eliminated peaks with
counts too low (< 10) to avoid a possible inaccurate χ2 approximation. All p-values were
corrected for multiple testing with the BH method (Benjamini & Hochberg, 1995) and the sig-
nificance level was set to α = 0.05. We visualized the profile of each of the 24 chromosomes
for the three cell lines (HPSC/Myelo/Erythro) at a time. Plots are available in Appendix A. As
we can see in Tab. A.13, for each chromosome we reject H0 : p1 = p2 = p3 in about the 40%
of the comparisons.
Identification of differentially expressed CAGE promoters in two cell lines
As there are significant differences in the number of peaks for each chromosome across the three
cellular lines, we investigated further this aspect testing the null hypothesis of equal proportions
of counts forming the peak in each pair of cell lines. Tab. A.14 in Appendix shows the percentage
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Figure 6.5: Graphical representation of peaks in chromosome 1 in the three cellular lines. Top:
peaks detected as significantly different; bottom: peaks detected as not significantly different by
the χ2 test. On the x-axis the number of peaks is reported, on the y-axis the height of the peaks
is reported.
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of null hypothesis H0 : p1 = p2 rejected, which is always smaller in the comparison between
HPSC and Erythroblas than in the others, as expected after our correlation analysis.
Audic & Claverie (1997) proposed a Bayesian method based on the Poisson distribution that
can be used in our case. They proved that the probability of observing y number of tags in
condition B, given that x tags were observed in condition A, given that NA and NB are the total
number of raw tags for conditions A and B, respectively, is:
P (y | x) =
(
NB
NA
)y (x+ y)!
x!y!
(
1 + NBNA
)x+y+1 ,
under the null hypothesis of equal expression of the considered gene in the two conditions. The
smaller the probability, the more differentially expressed is the gene over the two conditions.
We computed the probabilities for every peak and we adjusted then with FDR for multiple
comparisons separately for each comparison. Tab. A.15 in Appendix A reports how many peaks
were found significantly different (p < 0.05) in each comparison and for every chromosome
with the Audic and Claverie test, while Tab. A.16 in Appendix A reports the intersection between
these results and those coming from the proportion tests.
6.3.3 Power analysis
We performed a power analysis in order to discover which sample size is able to detect a sig-
nificative difference with a certain power of the test. For this analysis the R package pwr was
used.
In the comparison among three cellular lines we fixed the power of the test to 1− β = 0.8,
and the type I error probability α = 0.05. We also define the effect size w as:
w =
√√√√ m∑
i=1
(p0i − p1i)2
p0i
,
where p0i is the cell probability in the i-th cell under H0 while p1i is the cell probability in the
i-th cell under H1. According to Cohen (2013), who suggested to consider values of the effect
size w = (0.1, 0.3, 0.5) for, respectively, small, medium, and large effect sizes, we let w change
in the range [0.1, 1].
In the pairwise cell lines comparisons α and β were fixed as before, while the effect size h
was defined as:
h = 2arcsin(
√
p1)− 2arcsin(√p2).
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Figure 6.6: Graphical representation of peaks in chromosome 1 in the cellular line HPSC versus
Myeloblasts, divided by peaks considered significantly different by the test of equal proportions.
On the x-axis the number of peaks is reported, on the y-axis the height of the peaks is reported.
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Figure 6.7: Graphical representation of peaks in chromosome 1 in the cellular line HPSC versus
Erythroblasts, divided by peaks considered significantly different by the test of equal propor-
tions. On the x-axis the number of peaks is reported, on the y-axis the height of the peaks is
reported.
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Figure 6.8: Power analysisfor the χ2 test with 2 degrees of freedom used to compare three
cellular lines at a time and for the two-sided test of proportions used to compare two cellular
lines at a time. The power was fixed to 1 − β = 0.8 and the type I error probability α = 0.05,
while the effect size was changing between 0.1 and 1.
Fig. 6.8 reports a graphical representation of the behavior of the sample sizes when the effect
size changes. Figs. A.33 to A.36 in Appendix A report for each comparison the boxplots of de-
tected effect sizes. The powers of these tests are really low, as they need a very high sample size
(964 in χ2 test, 785 in proportion test) in order to detect a small effect size. This explains why
in the comparison between HPSC and Myeloblasts on chromosome 1 the smallest effect size we
were able to detect is h = 0.02 with a number of observation equal to 18, 820, while with the
smallest number of observation that we have, which is 10, the effect size detected was h = 0.86.
Analogously, in the comparison on three cellular lines we can detect an effect size of 0.018 with
a number of observations equal to 28, 257, while with the smallest number of observation that
we have, which is 15, we detected a peak because the effect size was equal to 0.797.
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6.4 Results and discussion
We analyzed three different cellular lines using data coming from the CAGE technology in order
to validate the methods so far designed for them.
As a goodness-of-fit test suggested that our data are not power-law distributed, we normal-
ized the data using the TPM normalization method. Normalized data were then clustered in
order to identify groups of transcripts regulated by the same promoter. These tag clusters were
then aggregated into a set of consensus clusters. These two levels of clustering were performed
each with two different clustering methods and with a sensitivity analysis for the choice of the
number of clusters, but none of the resulting clusterings led to a meaningful clustering. We
analyzed how peaks were distributed across chromosomes, discovering very different relative
proportions, which was also confirmed by a χ2 test. The analysis of the differentially expressed
CAGE peaks for each pair of cellular lines allows us to identify specific CAGE promoters used
in HPSC and Erythroblasts cells. This study helped to better understand the underlying mecha-
nisms of regulation of gene-expression during the hematopoiesis, still unclear.
In this section we analyzed CAGE data using current methods of analysis and with the only
available R package specifically tailored for this type of analysis, CAGEr. The main contribu-
tion of this section lays in the application for the first time on these kind of data of some of the
knowledge previously developed in clustering, the use of classical tests for the comparison of
peaks across chromosomes and among cell lines, as well as the investigation of possible power
issues due to a low number of tag counts. The data we used showed a high variability, making
the choice of a good clustering challenging, and a power issue was detected. A biological inter-
pretation of the results is necessary, in order to biologically validate our work and decide which
direction has to be taken in future.

Chapter 7
Conclusion
In this Thesis, we have shed some light on three current problems related to Omics research.
In Chapter 4, we reported the most common limitations of the existing clustering algorithms
for static data, proposing and successfully validating a novel solution, Cross-clustering (CC),
which overcomes these limitations. The CC algorithm bears several advantages over the existing
methods: i) it does not require a priori knowledge on the number of clusters, ii) leaves outlier
elements unassigned, and iii) may results in only one cluster, thus suggesting that data should
not be clustered at all. Furthermore, CC is a deterministic method and, though we tested it
only on biological data, it is not restricted to such type of application. We compared CC with
the most widely used clustering methods both on simulated and real datasets, always obtaining
partitions closer to the reality than the results obtained with the other methods. As the distance
is a key element in cluster analysis, we performed our comparisons using both the Euclidean
and Chebychev distances in order to check how sensible results are to the choice of the distance;
in both cases CC performed better than the methods it was compared to. We tested the ability
of CC to automatically detect a suitable number of clusters, and it proved to be better than most
of the well established criteria proposed in literature. Finally, we tested how stable CC is with
regard to the input parameters. It proved to be a robust method, always being able to identify
the correct number of clusters also when the given intervals of the input parameters were very
large or asymmetric, independently from the variability in the data. An R package with the
implementation of the CC algorithm will soon be available.
In Chapter 5, we discussed the most common limitations of the existing clustering algorithm
for short-length time-course data. Hence, after the analysis of a very short-length time-course
dataset using a well established analysis tool for this kind of application, maSigPro (Conesa
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et al., 2006), we proposed a novel strategy for overcoming these limitations consisting in the ap-
plication of the CC algorithm on B-spline coefficients. In particular, this strategy was supposed
to take into account the temporal information, the possibility of missing values and outliers, the
lack of replicates, having at the same time the advantages of the CC algorithm. We validated
our proposal on simulated data. The results in terms of Adjusted Rand Indices and Area Un-
der the Curve indicated that future efforts need to be made in trying different variations of the
strategy, such as applying CC on different types of splines or on specially tailored distances
for short-length time-course data, as for instance the STS (Möller-Levet et al., 2003) and Cross
Correlation distance (Höppner & Klawonn, 2009).
In Chapter 6, we presented the Cap Analysis Gene Expression technology (Carninci et al.,
1996), which has been recently developed and allows the genome-wide survey of promoters. The
literature regarding CAGE data analysis is still poor, so we performed an exploratory evaluation
of the available methods. The main contribution of this chapter lays in the application for the
first time to these kind of data of clustering strategies and classical tests. The data we used
showed a high variability, making the choice of a good clustering challenging, and a power issue
was detected.
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Figure A.1: Boxplots of the Adjusted Rand Index (ARI) resulting from CC, CL, and Ward’s
algorithm (all with Chebychev distance in order to check if the choice of the distance undermines
the quality of results) with σ = 0.2, 0.5, 1, 1.5 for the simulated data. The ARI here is used to
measure the agreement between the partition obtained with each method and the real partition,
proving that CC performs at least as well as the two methods that constitute it.
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Figure A.2: Boxplots of the Area Under the Curve (AUC) in each of the K = 6 simulated
clusters for S = 100 simulations with CC, CL, and Ward algorithm when σ = 0.2 using the
Chebychev distance in order to check if the choice of the distance undermines the quality of
results. High AUC values represent high true positive rates and low false positive rates, thus,
the higher the better. In the first cluster the performance is approximately the same, while in the
other groups CC performs better. The last cluster includes the outliers.
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Figure A.3: Boxplots of the Area Under the Curve in each of the K = 6 simulated clusters for
S = 100 simulations with CC, CL, and Ward algorithm when σ = 0.5 using the Chebychev
distance. The last group is the outliers one. As the CC’s AUC is always at least as good than as
the competitors one, we can conclude that CC performs better than its competitors in terms of
sensitivity and specificity.
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Figure A.4: Boxplots of the Area Under the Curve in each of the K = 6 simulated clusters
for S = 100 simulations with CC, CL, and Ward algorithm when σ = 1 using the Chebychev
distance in order to check if the choice of the distance undermines the quality of results. High
AUC values represent high true positive rates and low false positive rates, thus, the higher the
better. In the first cluster the performance is approximately the same, while in the other groups
CC performs better. The last group includes the outliers.
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Figure A.5: Boxplots of the Area Under the Curve in each of the K = 6 simulated clusters for
S = 100 simulations with CC, CL, and Ward algorithm when σ = 1.5 using the Chebychev
distance in order to check if the choice of the distance undermines the quality of results. High
AUC values represent high true positive rates and low false positive rates, thus, the higher the
better. In the first clusters the performance is approximately the same, while in the other groups
CC performs better. The last group includes the outliers.
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Figure A.6: Boxplots reporting the number of clusters detected on simulated data with σ = 0.2
by the CC and CL algorithms using different methods, respectively: CH, average Silhouette
Width, Dunn index, Beale, C-index, Duda index, H, KL, and Gap. The horizontal red line
represents the actual number of clusters, K = 5. Here CC proved to be one of the best per-
forming methods, always being able to detect the actual number of clusters in 100 simulations.
Beale, C-index, and Duda consistently missed the actual number of clusters, while Gap has high
variability with median far from reality.
A.1 Chapter 4 81
σ = 0.5
Nu
m
be
r o
f C
lus
te
rs
2
4
6
8
10
12
14
16
CC CH S
il
Du
nn
Be
ale
C-
ind
ex
Du
da H KL Ga
p
Figure A.7: Boxplots reporting the number of clusters detected on simulated data with σ = 0.5
by the CC and CL algorithms using different methods, respectively: CH, average Silhouette
Width, Dunn index, Beale, C-index, Duda index, H, KL, and Gap. The horizontal red line
represents the actual number of clusters, K = 5. Here CC proved to be one of the best per-
forming methods, always being able to detect the actual number of clusters in 100 simulations.
Beale, C-index, and Duda consistently missed the actual number of clusters, while Gap has high
variability with median far from reality.
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Figure A.8: Boxplots reporting the number of clusters detected on simulated data with σ = 1 by
the CC and CL algorithms using different methods, respectively: CH, average Silhouette Width,
Dunn index, Beale, C-index, Duda index, H, KL, and Gap. The horizontal red line represents the
actual number of clusters, K = 5. Here CC proved to be one of the best performing methods,
always being able to detect the actual number of clusters in 100 simulations. C-index consis-
tently missed the actual number of clusters, while Beale, Duda, and Gap have high variability
with median far from reality. At the increase of σ even KL starts performing badly.
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Figure A.9: Boxplots reporting the number of clusters detected on simulated data with σ = 1.5
by the CC and CL algorithms using different methods, respectively: CH, average Silhouette
Width, Dunn index, Beale, C-index, Duda index, H, KL, and Gap. The horizontal red line rep-
resents the actual number of clusters, K = 5. Here CC proved to be one of the best performing
methods, always being able to detect the actual number of clusters in 100 simulations. C-index
consistently missed the actual number of clusters, while Beale, Duda, and Gap have high vari-
ability with median far from reality. At the increase of σ even KL starts performing badly.
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Figure A.10: Boxplots reporting the number of clusters detected on simulated data with σ = 0.2
by the CC and Ward’s minimum variance algorithms using different methods, respectively: CH,
average Silhouette Width, Dunn index, Beale, C-index, Duda index, H, KL, and Gap. The
horizontal red line represents the actual number of clusters, K = 5. Here CC proved to be one
of the best performing methods, always being able to detect the actual number of clusters in 100
simulations. C-index and Gap consistently missed the actual number of clusters.
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Figure A.11: Boxplots reporting the number of clusters detected on simulated data with σ = 0.5
by the CC and Ward’s minimum variance algorithms using different methods, respectively: CH,
average Silhouette Width, Dunn index, Beale, C-index, Duda index, H, KL, and Gap. The
horizontal red line represents the actual number of clusters, K = 5. Here CC proved to be one
of the best performing methods, always being able to detect the actual number of clusters in 100
simulations. C-index and Gap consistently missed the actual number of clusters.
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Figure A.12: Boxplots reporting the number of clusters detected on simulated data with σ = 1
by the CC and Ward’s minimum variance algorithms using different methods, respectively: CH,
average Silhouette Width, Dunn index, Beale, C-index, Duda index, H, KL, and Gap. The
horizontal red line represents the actual number of clusters, K = 5. Here CC proved to be one
of the best performing methods, always being able to detect the actual number of clusters in 100
simulations. C-index and Gap consistently missed the actual number of clusters.
A.1 Chapter 4 87
σ = 1.5
Nu
m
be
r o
f C
lus
te
rs
5
10
15
CC CH S
il
Du
nn
Be
ale
C-
ind
ex
Du
da H KL Ga
p
Figure A.13: Boxplots reporting the number of clusters detected on simulated data with σ = 1.5
by the CC and Ward’s minimum variance algorithms using different methods, respectively: CH,
average Silhouette Width, Dunn index, Beale, C-index, Duda index, H, KL, and Gap. The
horizontal red line represents the actual number of clusters, K = 5. Here CC proved to be one
of the best performing methods, always being able to detect the actual number of clusters in 100
simulations. C-index and Gap consistently missed the actual number of clusters. At the increase
of σ even KL starts performing badly.
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Figure A.14: Boxplots reporting the number of clusters detected on simulated data with σ =
0.2 by the CC and K-means using different algorithms, respectively: CH, average Silhouette
Width, Dunn index, Beale, C-index, Duda index, H, KL, Gap, and Jump. The horizontal red line
represents the actual number of clusters, K = 5. Here CC and Jump methods proved to be the
best performing methods, showing the smaller variability of results in 100 replications.
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Figure A.15: Boxplots reporting the number of clusters detected on simulated data with σ = 0.5
by the CC and K-means algorithms using different methods, respectively: CH, average Silhou-
ette Width, Dunn index, Beale, C-index, Duda index, H, KL, Gap, and Jump. The horizontal red
line represents the actual number of clusters, K = 5. Here CC and Jump methods proved to be
the best performing methods, , always being able to detect the actual number of clusters in 100
replications.
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Figure A.16: Boxplots reporting the number of clusters detected on simulated data with σ = 1 by
the CC and K-means algorithms using different methods, respectively: CH, average Silhouette
Width, Dunn index, Beale, C-index, Duda index, H, KL, Gap, and Jump. The horizontal red
line represents the actual number of clusters, K = 5. Here CC and Jump methods proved to be
the best performing methods, , always being able to detect the actual number of clusters in 100
replications.
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Figure A.17: Boxplots reporting the number of clusters detected on simulated data with σ = 1.5
by the CC and K-means algorithms using different methods, respectively: CH, average Silhou-
ette Width, Dunn index, Beale, C-index, Duda index, H, KL, Gap, and Jump. The horizontal red
line represents the actual number of clusters, K = 5. Here CC and Jump methods proved to be
the best performing methods, , always being able to detect the actual number of clusters in 100
replications.
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Figure A.18: Representation of the boundaries of the ten different intervals IW used for choosing
the number of clusters in the Ward’s minimum variance method inside the CC algorithm. The red
line represents the correct number of clusters, 5, in simulated data after the removal of outliers.
The length of the line represents the width of the interval.
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Comb. # xdim ydim Tot.
1 1 2 2
2 1 3 3
3 1 4 4
4 1 5 5
5 1 6 6
6 1 7 7
7 1 8 8
8 1 9 9
9 1 10 10
10 1 11 11
11 1 12 12
12 1 13 13
13 1 14 14
14 1 15 15
15 1 16 16
16 1 17 17
17 1 18 18
18 1 19 19
19 1 20 20
20 2 1 2
21 2 2 4
22 2 3 6
23 2 4 8
24 2 5 10
25 2 6 12
26 2 7 14
27 2 8 16
28 2 9 18
29 2 10 20
30 3 1 3
31 3 2 6
32 3 3 9
33 3 4 12
34 3 5 15
35 3 6 18
Comb. # xdim ydim Tot.
36 3 7 21
37 4 1 4
38 4 2 8
39 4 3 12
40 4 4 16
41 4 5 20
42 5 1 5
43 5 2 10
44 5 3 15
45 5 4 20
46 6 1 6
47 6 2 12
48 6 3 18
49 6 4 24
50 7 1 7
51 7 2 14
52 7 3 21
53 8 1 8
54 8 2 16
55 8 3 24
56 9 1 9
57 9 2 18
58 9 3 27
59 10 1 1
60 10 2 20
61 11 1 11
62 12 1 12
63 13 1 13
64 14 1 14
65 15 1 15
66 16 1 16
67 17 1 17
68 18 1 18
69 19 1 19
70 20 1 20
Table A.2: 70 combinations of x and y dimensions for the SOM’s grid in order to decide which
one to use on the brain tumors dataset. The last column of both tables reports the total number
of resulting available cells.
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MD MGlio Ncer PNET Rhab
Clu1 10 10 4 8 2 34
Clu2 0 0 0 0 8 8
10 10 4 8 10 42
Table A.3: Contingency table reporting both the real classification in subtypes and the clusters
identified by the Ward’s minimum variance method on the brain tumors dataset. Values in red
are those which resulted statistically significant after the over-representation analysis.
MD MGlio Ncer PNET Rhab
Clu1 10 9 2 1 10 32
Clu2 0 1 2 7 0 10
10 10 4 8 10 42
Table A.4: Contingency table reporting both the real classification in subtypes and the clusters
identified by the CL method on the brain tumors dataset. Values in red are those which resulted
statistically significant after the over-representation analysis.
MD MGlio Ncer PNET Rhab
Clu1 10 9 1 1 9 30
Clu2 0 0 1 0 1 2
Clu3 0 1 2 7 0 10
10 10 4 8 10 42
Table A.5: Contingency table reporting both the real classification in subtypes and the clusters
identified by the K-means method on the brain tumors dataset. Values in red are those which
resulted statistically significant after the over-representation analysis.
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MD MGlio Ncer PNET Rhab
Clu1 0 0 0 1 0 1
Clu2 10 10 4 7 10 41
10 10 4 8 10 42
Table A.6: Contingency table reporting both the real classification in subtypes and the clusters
identified by the SOM algorithm for the brain tumors dataset. No subtypes are over-represented
by any cluster.
MD MGlio Ncer PNET Rhab
Outliers 1 0 0 0 0 1
Clu1 0 9 0 2 0 11
Clu2 9 0 0 1 0 10
Clu3 0 0 0 0 8 8
Clu4 0 0 4 0 0 4
Clu5 0 1 0 0 1 2
Clu6 0 0 0 1 1 2
Clu7 0 0 0 2 0 2
Clu8 0 0 0 1 0 1
Clu9 0 0 0 1 0 1
10 10 4 8 10 42
Table A.7: Contingency table reporting both the real classification in subtypes and the clusters
identified by CC for the brain tumors dataset. Values in red are those which resulted statisti-
cally significant after the over-representation analysis. Although CC identified more than five
clusters, four of them almost perfectly represented MD, MGlio, Ncer, and Rhab subtypes. The
PNET subtype was represented by six of CC clusters, but it is well known for having an high
heterogeneity.
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Luminal TN
Clu1 6 1 7
Clu2 2 4 6
Clu3 1 0 1
Clu4 2 0 2
Clu5 2 0 2
Clu6 0 2 2
Clu7 0 2 2
Clu8 0 2 2
Clu9 0 2 2
Clu10 0 1 1
Clu11 3 0 3
16 14 30
Table A.8: Contingency table reporting both the real classification in subtypes and the clusters
identified by the Ward’s minimum variance method for the breast cancer dataset. No subtypes
are over-represented by any cluster.
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Luminal TN
Clu1 3 5 8
Clu2 4 2 6
Clu3 1 0 1
Clu4 2 0 2
Clu5 1 1 2
Clu6 2 0 2
Clu7 0 2 2
Clu8 0 2 2
Clu9 2 0 2
Clu10 1 0 1
Clu11 0 2 2
16 14 30
Table A.9: Contingency table reporting both the real classification in subtypes and the clusters
identified by the Complete-linkage method for the breast cancer dataset. No subtypes are over-
represented by any cluster.
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Luminal TN
1 2 0 2
2 1 0 1
4 0 2 2
6 0 1 1
7 1 0 1
8 0 2 2
9 2 1 3
10 2 0 2
11 1 0 1
12 0 1 1
13 0 3 3
14 0 2 2
15 0 2 2
16 1 0 1
17 2 0 2
18 4 0 4
16 14 30
Table A.10: Contingency table reporting both the real classification in subtypes and the clusters
identified by SOM for the breast cancer dataset. No subtypes are over-represented by any cluster.
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Luminal TN
Clu1 1 0 1
Clu2 3 1 4
Clu3 0 2 2
Clu4 0 2 2
Clu5 1 1 2
Clu6 1 0 1
Clu7 4 5 9
Clu8 2 0 2
Clu9 2 0 2
Clu10 2 0 2
Clu11 0 3 3
16 14 30
Table A.11: Contingency table reporting both the real classification in subtypes and the clusters
identified by K-means for the breast cancer dataset. No subtypes are over-represented by any
cluster.
Luminal TN
Outliers 1 1 2
Clu1 2 13 15
Clu2 13 0 13
16 14 30
Table A.12: Contingency table reporting both the real classification in subtypes and the clusters
identified by Cross-clustering for the breast cancer dataset. Values in red are those which resulted
statistically significant after the over-representation analysis.
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Figure A.23: Boxplots for every experimental condition of both raw and normalized data on
logarithmic scale.
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Figure A.24: Violin plots for every experimental condition of both raw and normalized data on
logarithmic scale. Dots represents median values.
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M4 vs DMSO C1 vs DMSO C2 vs DMSO
Figure A.25: Dendrograms of the cluster analysis using Pearson’s correlation as distance and
Complete-linkage as clustering algorithm.
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Figure A.26: Heatmap of the 559 significant proteins in the comparison M4 vs DMSO, using
correlation as distance measure and Complete-linkage as clustering algorithm.
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Figure A.27: Heatmap of the 555 significant proteins in the comparison C1 vs DMSO, using
correlation as distance measure and Complete-linkage as clustering algorithm.
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Figure A.28: Heatmap of the 499 significant proteins in the comparison C2 vs DMSO, using
correlation as distance measure and Complete-linkage as clustering algorithm.
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Figure A.29: Heatmap of the 1, 997 proteins excluded from the analysis.
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Figure A.30: Boxplots of adjusted Rand Index (ARI) resulting from Cross-clustering (CC) on
B-spline coefficients, Complete-linkage (CL) and Ward’s algorithm with σ = 0.2, 0.5, 1, 1.5 and
Chebychev distance for simulated data. The ARI measures the agreement between two parti-
tions (the higher, the better). This figure proves that CC does not perform better than reference
methods, as its distribution of ARIs over 100 replications is always lower than its competitors.
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Figure A.31: Boxplots of the Area Under the Curve (AUC) resulting from Cross-clustering (CC),
Complete-linkage (CL) and Ward’s algorithm with σ = 0.2, 0.5, 1, 1.5 and Chebychev distance
in each of the six clusters of the simulated data. The last cluster is the outliers’ one. The AUC is
a measure of sensitivity and specificity (the higher, the better). This figure proves that CC does
not perform better than the reference methods, as the distribution of AUCs over 100 replications
is generally lower than other distributions.
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Figure A.32: Relative frequencies of the number of peaks in each chromosome compared to the
length of the chromosome.
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HPSC/Myelo/Eritro HPSC/Myelo/Eritro %
chr1 662 0.44
chr2 467 0.46
chr3 352 0.44
chr4 239 0.43
chr5 351 0.48
chr6 392 0.49
chr7 317 0.49
chr8 224 0.47
chr9 233 0.42
chr10 258 0.42
chr11 375 0.45
chr12 352 0.44
chr13 130 0.48
chr14 200 0.43
chr15 223 0.48
chr16 215 0.39
chr17 347 0.40
chr18 96 0.44
chr19 380 0.41
chr20 161 0.44
chr21 57 0.40
chr22 144 0.41
chrM 47 0.47
chrX 220 0.44
Table A.13: Number and percentage of peaks for each chromosome detected as significantly
different in the comparison between the three cell lines with a χ2 test.
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H/M H/M % H/E H/E % M/E M/E %
chr1 482 0.43 235 0.21 566 0.49
chr2 353 0.45 168 0.21 393 0.49
chr3 237 0.38 122 0.20 304 0.49
chr4 177 0.42 82 0.20 198 0.46
chr5 257 0.45 125 0.22 284 0.51
chr6 275 0.44 180 0.28 302 0.47
chr7 237 0.45 108 0.21 252 0.48
chr8 166 0.47 89 0.24 180 0.50
chr9 178 0.43 83 0.20 192 0.46
chr10 186 0.42 91 0.21 211 0.45
chr11 307 0.49 141 0.24 289 0.47
chr12 256 0.42 125 0.21 287 0.48
chr13 108 0.54 43 0.22 107 0.53
chr14 151 0.41 61 0.17 163 0.46
chr15 169 0.47 59 0.18 178 0.49
chr16 155 0.36 64 0.15 174 0.40
chr17 252 0.40 124 0.20 285 0.44
chr18 66 0.40 20 0.13 90 0.55
chr19 271 0.38 142 0.20 302 0.42
chr20 112 0.40 46 0.17 137 0.49
chr21 48 0.44 21 0.20 44 0.40
chr22 94 0.38 65 0.25 115 0.43
chrM 37 0.56 3 0.06 41 0.65
chrX 161 0.43 84 0.22 180 0.48
Table A.14: Numbers and percentages of peaks for each chromosome considered significantly
different using a test of equal proportions.
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HPSCvsMyelo HPSCvsErythro MyeloVSErythro
1 1244 1254 1293
2 841 875 903
3 685 660 711
4 470 474 491
5 616 601 642
6 699 692 721
7 564 567 583
8 396 402 407
9 454 459 482
10 512 514 540
11 698 686 724
12 678 660 688
13 221 219 232
14 397 409 411
15 407 385 415
16 458 446 486
17 719 699 747
18 176 182 174
19 788 765 798
20 322 310 324
21 123 115 118
22 280 281 307
23 85 55 85
24 407 422 435
Table A.15: Number of peaks detected as significantly different in each comparison for each
chromosome with the Audic and Claverie test after FDR correction for multiple comparisons
(p < 0.05).
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HPSCvsMyelo HPSCvsErythro MyelovsErythro
1 391 201 481
2 288 144 341
3 198 96 272
4 156 72 174
5 219 107 247
6 238 158 267
7 202 93 223
8 145 72 158
9 148 65 169
10 163 77 187
11 268 119 251
12 215 100 242
13 89 37 95
14 133 53 151
15 149 48 162
16 129 50 151
17 210 102 241
18 51 16 71
19 236 119 258
20 97 42 123
21 42 16 35
22 77 48 94
23 36 0 36
24 134 71 161
Table A.16: Number of peaks detected as significantly different expressed in each comparison
for each chromosome both with the Audic and Claverie test after FDR correction for multiple
comparisons (p < 0.05) on raw data and with the test of equal proportions using normalized
data.
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Figure A.33: Boxplots of the detected effect sizes for each chromosome in the comparison across
the three cellular lines, using a χ22 test with α = 0.05 and 1− β = 0.8.
Figure A.34: Boxplots of the detected effect sizes for each chromosome in the comparison
between HPSC and Erythroblasts, using the test of proportions with α = 0.05 and 1− β = 0.8.
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Figure A.35: Boxplots of the detected effect sizes for each chromosome in the comparison
between HPSC and Myeloblasts, using the test of proportions with α = 0.05 and 1− β = 0.8.
Figure A.36: Boxplots of the detected effect sizes for each chromosome in the comparison
between Erythroblasts and Myeloblasts, using the test of proportions with α = 0.05 and 1−β =
0.8.
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Figure A.37: Graphical representation of peaks in four chromosomes in the three cellular lines.
The black line corresponds to the HPSC cell line, the red one to the myeloblasts and the green
one to erythroblasts. On the x-axis the number of peaks is reported, on the y-axis the height of
the peaks is reported.
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Figure A.38: Graphical representation of peaks in four chromosomes in the three cellular lines.
The black line corresponds to the HPSC cell line, the red one to the myeloblasts and the green
one to erythroblasts. On the x-axis the number of peaks is reported, on the y-axis the height of
the peaks is reported.
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Figure A.39: Graphical representation of peaks in four chromosomes in the three cellular lines.
The black line corresponds to the HPSC cell line, the red one to the myeloblasts and the green
one to erythroblasts. On the x-axis the number of peaks is reported, on the y-axis the height of
the peaks is reported.
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Figure A.40: Graphical representation of peaks in four chromosomes in the three cellular lines.
The black line corresponds to the HPSC cell line, the red one to the myeloblasts and the green
one to erythroblasts. On the x-axis the number of peaks is reported, on the y-axis the height of
the peaks is reported.
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Figure A.41: Graphical representation of peaks in four chromosomes in the three cellular lines.
The black line corresponds to the HPSC cell line, the red one to the myeloblasts and the green
one to erythroblasts. On the x-axis the number of peaks is reported, on the y-axis the height of
the peaks is reported.
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Figure A.42: Graphical representation of peaks in four chromosomes in the three cellular lines.
The black line corresponds to the HPSC cell line, the red one to the myeloblasts and the green
one to erythroblasts. On the x-axis the number of peaks is reported, on the y-axis the height of
the peaks is reported.
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Figure A.43: Graphical representation of peaks in four chromosomes in two cellular lines. The
black line corresponds to the HPSC cell line and the red one to the myeloblasts. On the x-axis
the number of peaks is reported, on the y-axis the height of the peaks is reported.
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Figure A.44: Graphical representation of peaks in four chromosomes in two cellular lines. The
black line corresponds to the HPSC cell line and the red one to the myeloblasts. On the x-axis
the number of peaks is reported, on the y-axis the height of the peaks is reported.
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Figure A.45: Graphical representation of peaks in four chromosomes in two cellular lines. The
black line corresponds to the HPSC cell line and the red one to the myeloblasts. On the x-axis
the number of peaks is reported, on the y-axis the height of the peaks is reported.
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Figure A.46: Graphical representation of peaks in four chromosomes in two cellular lines. The
black line corresponds to the HPSC cell line and the red one to the myeloblasts. On the x-axis
the number of peaks is reported, on the y-axis the height of the peaks is reported.
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Figure A.47: Graphical representation of peaks in four chromosomes in two cellular lines. The
black line corresponds to the HPSC cell line and the red one to the myeloblasts. On the x-axis
the number of peaks is reported, on the y-axis the height of the peaks is reported.
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Figure A.48: Graphical representation of peaks in four chromosomes in two cellular lines. The
black line corresponds to the HPSC cell line and the red one to the myeloblasts. On the x-axis
the number of peaks is reported, on the y-axis the height of the peaks is reported.
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Figure A.49: Graphical representation of peaks in four chromosomes in two cellular lines. The
black line corresponds to the HPSC cell line and the green one to the erythroblasts. On the
x-axis the number of peaks is reported, on the y-axis the height of the peaks is reported.
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Figure A.50: Graphical representation of peaks in four chromosomes in two cellular lines. The
black line corresponds to the HPSC cell line and the green one to the erythroblasts. On the
x-axis the number of peaks is reported, on the y-axis the height of the peaks is reported.
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Figure A.51: Graphical representation of peaks in four chromosomes in two cellular lines. The
black line corresponds to the HPSC cell line and the green one to the erythroblasts. On the
x-axis the number of peaks is reported, on the y-axis the height of the peaks is reported.
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Figure A.52: Graphical representation of peaks in four chromosomes in two cellular lines. The
black line corresponds to the HPSC cell line and the green one to the erythroblasts. On the
x-axis the number of peaks is reported, on the y-axis the height of the peaks is reported.
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Figure A.53: Graphical representation of peaks in four chromosomes in two cellular lines. The
black line corresponds to the HPSC cell line and the green one to the erythroblasts. On the
x-axis the number of peaks is reported, on the y-axis the height of the peaks is reported.
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Figure A.54: Graphical representation of peaks in four chromosomes in two cellular lines. The
black line corresponds to the HPSC cell line and the green one to the erythroblasts. On the
x-axis the number of peaks is reported, on the y-axis the height of the peaks is reported.
Appendix B
Code
# The following function identifies in which of the clusters of a list each gene is.
geneinlista <- function(mygene, lista) {
which( sapply( lista, function( gene, elem ) gene %in% elem, gene = mygene ) )
}
# The following function compute the number of elements classified.
max.proportion.function <- function( k, beta.clu.ward, beta.clu.complete,
dist, return.list = F ) {
k.w <- k[ 1 ]
k.c <- k[ 2 ]
tree.ward <- cutree( beta.clu.ward, k = k.w )
tree.complete <- cutree( beta.clu.complete, k = k.c )
N <- sum( tree.ward*0 + 1)
A <- table( tree.ward, tree.complete )
A.star <- diag( 0, k.w )
if( return.list == T ) beta.list <- list( )
i <- 1
for( i in 1 : k.w ) {
A.star[ i, i ] <- max( A )
A.max <- which( A == max( A ), arr.ind = TRUE )[ 1, ]
r.max <- A.max[ 1 ]
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c.max <- A.max[ 2 ]
if( return.list == T )
beta.list[ [ i ] ] <- ( 1:N )[ ( tree.ward == r.max ) &
( tree.complete == c.max ) ]
A[ r.max, ] <- 0
A[ ,c.max ] <- 0
}
while ( ( A.star[ nrow( A.star ), ncol( A.star ) ] == 0 ) ) {
# in case of an empty cluster, it eliminates it
A.star <- A.star[ -( nrow( A.star ) ), -( ncol( A.star ) ) ]
if( return.list == T )
beta.list = beta.list[ -length( beta.list ) ]
if( is.null( dim( A.star ) ) )
break
}
if( return.list == T )
return( list( "beta.list" = beta.list, "A.star" = A.star ) )
sum( A.star )
}
# This is the core function.
CrossClustering <- function( d, k.w.min, k.w.max, k.c.max, out = TRUE ) {
require( cluster )
n <- ( 1 + sqrt( 1 + 8*length( d ) ) ) / 2
beta.clu.ward <- hclust( d, method = "ward" )
beta.clu.complete <- hclust( d, method = "complete" )
grid <- as.matrix( expand.grid( k.w.min:k.w.max, k.w.min:k.c.max ) )
if ( out == T )
grid <- grid[ grid[ ,2 ] > grid[ ,1 ], ]
else grid <- grid[ grid[ ,2 ] >= grid[ ,1 ], ]
grid <- cbind( grid,0 )
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colnames( grid ) <- c( "Ward", "Complete", "N. classified" )
n.clu <- NULL
for( i in 1:dim( grid )[ 1 ] ) {
n.clu[ i ] <- max.proportion.function( grid[ i, ],
beta.clu.ward = beta.clu.ward,
beta.clu.complete = beta.clu.complete )
}
grid[ ,3 ] <- n.clu
grid.star <- which( grid == max( grid[ ,3 ] ), arr.ind = TRUE )[ , 1 ]
k.star <- rbind( grid[ grid.star, 1:2 ] )
if( is.null( dim( k.star ) ) ) {
cluster.list <- max.proportion.function( k.star,
beta.clu.ward = beta.clu.ward,
beta.clu.complete = beta.clu.complete,
return.list = T )
clustz <- sapply( 1:n, geneinlista, cluster.list$beta.list )
} else {
cluster.list <- apply( k.star, 1, max.proportion.function,
beta.clu.ward = beta.clu.ward,
beta.clu.complete = beta.clu.complete,
return.list = T )
clustz <- sapply( cluster.list, function( lasim )
sapply( 1:n, geneinlista, lista = lasim$beta.list ) )
}
clustz[ clustz == "integer( 0 )" ] <- 0
if( is.null( dim( clustz ) ) ) {
clustz <- matrix( clustz, ncol = 1 )
}
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Sil <- list( )
for ( c in 1:ncol( clustz ) ) {
Sil[c] <- mean( silhouette( as.numeric( clustz[ ,c ] ),
dist = d )[ ,3 ] )
}
if( is.null( dim( k.star ) ) ) {
k.star.star <- k.star[ which.max( Sil ) ]
} else {
k.star.star <- k.star[ which.max( Sil ), ]
}
Cluster.list <- cluster.list[ [ which.max( Sil ) ] ]$beta.list
n.clustered <-length( unlist( Cluster.list ) )
return( list( "Optimal.cluster" = length( cluster.list[ [ which.max( Sil ) ] ]
$beta.list ),
"Cluster.list" = Cluster.list,
"Silhouette" = max( unlist( Sil ) ),
"n.total" = n,
"n.clustered" = n.clustered ) )
}
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University of Milano-Bicocca, Faculty of Statistics
Title of dissertation: “Sentinel lymph node biopsy versus standard axillary dissection for breast
cancer: a classic and Bayesian Meta Analysis” (in Italian)
Supervisors: Prof. Gianluca Baio, Prof. Vincenzo Bagnardi, Dr Gian Luca De Salvo
Final mark: 110/110 cum laude
October 2005 – July 2008
Bachelor’s degree (laurea triennale) in Statistics and Social Research
University of Bologna, Faculty of Statistics
Title of dissertation: “The avoidable death in the province of Bologna in the period 1993 – 2006”
(in Italian)
Supervisors: Prof. Giulia Cavrini, Dr Paolo Pandolfi
Final mark: 110/110 cum laude
Visiting periods
October 2013 – September 2014
Department of Computer Science, Wayne State University, Detroit, MI (USA)
Supervisor: Prof. Sorin Dra˘ghici
February 2007 – June 2007
École Nationale de la Statistique et de l’Analyse de l’Information, Rennes (France)
Supervisor: Prof. Daniela Cocchi
Further education
June 23rd – 28th, 2013
Computational Statistics for Genome Biology, Bressanone, Italy
Participation in workshops and conferences
July 8th – 12th, 2013
28th International Workshop on Statistical Modelling, Palermo, Italy
May 16th – 18th, 2014
Great Lakes Bioinformatics Conference, Cincinnati, OH, USA
November 18th, 2014
Workshop on Clustering methods and their applications, Bolzano, Italy
Work experience
January 2015 – December 2015
Research Fellowship
Department of Cardiac, Thoracic and Vascular Sciences, Padova, Italy
September 2010 – December 2011
Biostatistician (Scholarship holder)
Oncology Institute of Veneto Region, Clinical Trials and Biostatistics Unit, Padova, Italy
November 2007 – April 2008
Statistician (Trainee)
Local Health Unit “AUSL”, Bologna, Italy
Computer skills
I obtained ECDL (European Computer Driving License) and I have a good knowledge of:
• Statistical softwares: R, STATA, SAS, WinBUGS
• Microsoft Office tools: Word, Excel, Access, PowerPoint
• Demographic tools: HFA
• LaTeX
Language skills
• Italian: mother tongue
• French: fluent – I studied and lived 6 months in France. TFI certificate: results 830/990
• English: fluent – I followed an Academic English Speaking Course and I lived 1 year in
USA.
• German: basic – I studied German for 5 years at high school
• Chinese: A2 level – Ongoing
Publications
Working papers
Tellaroli P., Borgatta M., Chèvre N., Hernandez C., Waridel P., Brazzale A. R. (2013). Tox-
icity of Tamoxifen on Daphnia pulex. Working Paper Series N.11
Tellaroli P., Bazzi M., Donato M., Brazzale A. R., Draghici S. (2014). Cross-clustering: a
partial clustering algorithm with automatic estimation of the number of clusters. Submitted
Donato M., Draghici S., Hassan S., Romero R., Tellaroli P., Tomoiaga A., Westfall P. (2014)
A Bayesian hierarchical model to simultaneously shrink and disentangle overlapping pathway
effects. Submitted
Conference presentations
Bazzi M., Tellaroli P. (2013). Finding profiles in time-course gene expression. In Proceedings
of the 28th International Workshop on Statistical Modelling, vol. 2, (Editors Muggeo VMR,
Capursi V, Boscaino G, Lovison G, pp. 501–506), Palermo, Italy, 8 – 12 July
Teaching experience
April, 2013 – June, 2013
Course name: Statistics
Teaching task: Exercises, 25 hours
Institution: Department of Biology
Instructor: Prof. Tiziano Vargiolu
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