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Abstract: Observabililty is an important topic of Boolean control networks (BCNs). There
are four types of observability which are proposed to capture the ability to determine BCNs’
initial states by four different algorithms, respectively, and each of them is applied to a kind
of applications. In this paper, we study the weakness of the third type of observability for
identification problem. It is proposed in Cheng et al. [2011b] that a BCN is identifiable if and
only if it satisfies controllability and the third type of observability. But we find that a BCN
is identifiable iff it satisfies the controllability and a new type of observability named online
observability. Moreover, we then propose decision algorithm for the online observability.
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1. INTRODUCTION
In 1960s, Nobel Prize laureates Jacob and Monod claimed
“Any cell contains a number of regulatory genes that act
as switches and can turn one another on and off (Jacob
and Monod [1961]). If genes can turn one another on and
off, then you can have genetic circuits.” Inspired by these
Boolean-type actions in genetic circuits, Boolean networks
(BNs) were proposed by Kauffman for modeling nonlinear
and complex biological systems (Kauffman [1968]).
BNs are a type of discrete-time dynamical systems which
can be represented as directed graphs. A BN starts at time
0 from an initial state with given Boolean values of the
nodes. At any time t (t > 0) after it starts, the value v(t)
of a node v of B is determined by the values of the nodes at
the previous time point, say v1(t−1), vj(t−1), . . . , vk(t−1),
which have edges to v through a logic function. A large
number of systems can be modelled as BNs (Kauffman
[1968]), e.g. Akutsu et al. [2000], Shmulevich et al. [2002]
and Faur et al. [2006].
1.1 Boolean control networks
A natural extension of BN is Boolean control network
(BCN) with external regulations and perturbations (Ideker
et al. [2001]). BCNs have been applied to various real-life
? This paper is funded by the Special Foundation for Basic Sci-
ence and Frontier Technology Research Program of Chongqing with
No.cstc2017jcyjAX0295, the Capacity Development Grant of South-
west University with No.SWU116007 and the National Science Foun-
dation of China under Grant No. 61802318
problems and typical examples including structural and
functional analysis of signaling and regulatory networks
(Kaufman et al. [1999] and Klamt et al. [2006]), abduction
based drug target discovery (Biane and Delaplace [2017]),
and pursuing evasion problems in polygonal environments
(Thunberg et al. [2011]).
A BCN B has three distinct finite sets of nodes {i1, . . . , i`},
{s1, . . . , sm} and {o1, . . . , on} for some natural numbers `,
m and n, which are called the input-nodes, state-nodes and
output-nodes, respectively.
As a BCN B, each node of B takes a Boolean value
at any time point. We use i(t), s(t) and o(t) to denote
the vectors of values (i1(t), . . . , i`(t)) of the input-nodes,
(s1(t), . . . , sm(t)) of the state-nodes, and (o1, . . . , on(t)) of
the output-nodes which are called the input, state and
output at time t, respectively.
• The state s(t+ 1) at time t+ 1 is determined by the
input i(t) and state s(t) at time point t, that is there is
a Boolean functions σ such that s(t+1) = σ(i(t), s(t)),
• and the output o(t) at time t is determined by the
state s(t) at time t, that is there exists a Boolean
functions ρ such that o(t) = ρ(s(t)).
These two functions are called the updating rules of B. And
a timed run (or execution) up to any time point t of B is
a sequence I[t] = i(0) . . . i(t) of inputs, a sequence S[t] =
s(0) . . . s(t) of states, and a sequence O[t] = o(0) . . . o(t) of
outputs. The sequences S[t] and O[t] are produced by the
initial state s(0) and the input sequence i(0) . . . i(t− 1).
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1.2 Related work: control-theoretical properties
In general, the updating rules are complex and it is difficult
to analyze dynamic properties of a BCN B, such as if it is
possible and how to find a sequence I[t] of inputs so that
a state s′ is reachable from an initial state s, and whether
it is possible and how to find input sequences so that they
and their corresponding output sequences can determine
the initial state. These are regarded as control-theoretical
issues of controllability, observability and identifiability in
the study of BCNs as control theory of dynamic systems
(Akutsu et al. [2007], Cheng and Qi [2009], Zhao et al.
[2010], Cheng et al. [2011b,a] and Fornasini and Valcher
[2013]). The study of these of control-theoretical properties
is also important when building BCN models of systems
which can only be observed as blackboxes that one can
only control the values of the input-nodes and observe
those of the output-nodes, without knowing the state
changes from time to time. We summarize the notions of
controllability, observability and identifiability as follows.
Controllability. Controllability of a BCN B is about if it is
possible and how for a given pair of states s and s′ to find
an input sequence such that corresponding execution from
state s will reach s′ as the final state (Akutsu et al. [2007]).
Formally speaking, B is controllable if for any pair of states
s and s′, there exists an input sequence I[t] = i(0) . . . i(t) for
some t > 0 such that s(0) . . . s(t+ 1) is the corresponding
sequence of states with s(0) = s and s(t + 1) = s′. The
problem of the controllability of BCNs is known to be NP-
hard (Akutsu et al. [2007]).
Observability. This is in general about if it is possible and
how to determine the initial state a BCN by providing
sequences of inputs and observing the corresponding out-
put sequences (Cheng and Qi [2009]). Now four types of
observability have been proposed in the literature, which
are described below (Zhang and Zhang [2016]).
(1) The Type-I observability was proposed in Cheng and
Qi [2009]. It states that a BCN is observable if for
any state, there exists an input sequence which can
distinguish it from any other states through observing
the corresponding output sequences of the executions
from them as the initial states. That is, given any
initial state s(0), there is an input sequence I[t] =
i(0) . . . i(t) such that for any s′(0) different from s(0),
the output sequence o(0) . . . o(t + 1) produced by
I[t] from s(0) is different from that o′(0) . . . o′(t + 1)
produced by I[t] from s′(0).
(2) The Type-II observability was proposed in Zhao et al.
[2010]. It states that a BCN is observable if for any
two different states, there exists an input sequence
to distinguish them. That is, for any two different
states s(0) and s′(0), there exists an input sequence
I[t] = i(0) . . . i(t) for some t > 0 such that the
output sequences o(0) . . . o(t+1) and o′(0) . . . o′(t+1)
corresponding to the different initial states s(0) and
s′(0), respectively, are different.
(3) The Type-III observability was proposed in Cheng
et al. [2011b] and it states that a BCN is observable
if there is an input sequence which can distinguish all
different initial states. That is there exists an input
sequence I[t] = i(0) . . . i(t) for some t > 0 such that
for any two different initial states s and s′, the output
sequence o(0) . . . o(t+1) corresponding to the initial s
is different from that o′(0) . . . o′(t+ 1) corresponding
to the initial s′.
(4) The Type-IV observability was proposed in Fornasini
and Valcher [2013]. A BCN is observable if any suf-
ficient long input sequence I[t] = i(0) . . . i(t) gener-
taes different output sequences from different initial
states. This means there is a natural number N
such that the output sequences o(0) . . . o(t + 1) and
o′(0) . . . o′(t + 1) generated from any two different
initial states s(0) and s′(0) by any input sequence I[t]
are different if t ≥ N .
In the above publications, algorithms for deciding the dif-
ferent types of observability and their use in determining a
preset unknown initial state of BCN from input sequences
and the output sequences generated by them correspond-
ingly are proposed. The algorithms for determining the
initial state of a BCN of Type-I & II observability require
that the initial state of the BCN can be reset again and
again to repeatedly run the system (possibly in parallel),
but algorithms for determining the initial state of a BCN
of Type-III & IV observability assume that the initial state
of the BCN cannot be reset. Furthermore, observability of
Type-III is proposed to solve the identifiability problem of
BCNs that is described below.
Identifiability. The identification problem is about how to
find the updating rules σ and ρ via certain input-output
data i(0) . . . i(t) and o(0) . . . o(t) (Cheng et al. [2011b]).
And it is proposed in Cheng et al. [2011b] that a BCN
is identifiable if and only if it satisfies controllability and
observability of Type-III.
1.3 Our contribution
But we notice that the observability of Type-III, together
with the controllability, is sufficient but not necessary
for the identifiability of a BCN. This means that there
are BCNs without Type-III observability but they can be
identified if they are controllable. Moreover, we find that a
BCN is identifiable iff it has controllability and its initial
state can be determined without resetting.
In this paper, we propose a new type of observability,
which we call online observability in order to distinguish
it from the above four types of offline observability. It is
both a sufficient and necessary condition for determining
the initial state of a BCN without resetting the initial
state. Thus a BCN is identifiable iff this BCN has online
observability and controllability. We then propose the
algorithm for deciding if a BCN has online observability.
Organization of the paper. The remainder of this paper is
organized as follows. In Section 2, we introduce the neces-
sary preliminaries, including the definition, observability,
controllability and identifiability of BCNs. We present the
online observability and prove a BCN is identifiable iff this
BCN is online observable and controllable in Section 3. We
show the decision algorithm of the online observability in
Section 4. We draw our conclusions in Section 5.
2. PRELIMINARIES
We now introduce the formal definition of BCNs and its
control theoretical properties. Throughout the paper, we
use B to denote the set of Boolean values {0, 1} and T to
denote the set of discrete time domain represented by the
set of natural numbers.
2.1 Boolean Control Networks
We take the definition in Ideker et al. [2001] in which
a Boolean control network (BCN) is given as a directed
graph together with two Boolean valued functions which
define the updating rules for the values of the nodes.
Definition 1. (Boolean Control Network). A BCN is a tu-
ple B = (I, S,O,E, σ, ρ), where
• I, S and O are three finite nonempty disjoint sets of
nodes (or vertices)
· input-nodes I = {i1,. . . ,i`},
· state-nodes S = {s1,. . . ,sm}, and
· output-nodes: O = {o1,. . . ,on}.
Each node is a Boolean variable which can take values
in B.
• E ⊆ ((I ∪ S)× S) ∪ (S × O) is a set of edges among
the nodes, and we say node v directly affects node v′
when (v, v′) is an edge in E.
• The Boolean valued functions σ : B` × Bm 7→ Bm
and ρ : Bm 7→ Bn are functions from the pairs
of `-dimension and m-dimension vectors of Boolean
values to the m-dimension vectors of Boolean values
and from the m-dimension vectors to the n-dimension
vectors of Boolean values, respectively.
• Updating rules : We use input i = (i1, . . . , i`), state
s = (s1, . . . , sm) and output o = (o1, . . . , on) to denote
the three Boolean vectors variables corresponding to
the input-nodes, state-nodes and output-nodes. At
any time t ∈ T during the execution of B, each of the
variables i, s and o take a vector of Boolean values
i(t), s(t), o(t) in B`, Bm and Bn, respectively, such
that the following equations are satisfied.
s(t+ 1) =σ(i(t), s(t))
o(t) =ρ(s(t))
(1)
The above equations are also assumed to satisfy the
following two conditions
(1) the value sk(t + 1) in s(t + 1) is affected by the
value ij(t) of an input node ij ∈ I (or by the value
sj(t) of a state node sj ∈ S) at time t only when
(ij , sk) ∈ E (or (sj , sk) ∈ E, respectively); and
(2) the value ok(t) in o(t) of an output node ok ∈ O is
affected by the value sj(t) of a state node sj ∈ S
only when (sj , ok) ∈ E.
The two updating functions are called the updating rules
of B. They define the value of the state-nodes at any time
by the values of the input-nodes and state-nodes at the
previous time point, and the the values of the output-nodes
by the value of the state-nodes, respectively. And we use
IB, SB, and OB to denote the sets of all possible inputs,
states and outputs of B, respectively. We will omit the
subscript B of IB, SB and OB when there is no confusion.
Example 1. Let B be the BCN shown in Fig. 1 which has
one input-nodes I = {i1}, three state-nodes S = {s1, s2, s3}
Fig. 1. A Boolean control network.
Fig. 2. The truth table which describe the updating rules
of the BCN shown in Fig. 1.
Fig. 3. The relationship of inputs, states and outputs.
and two output-nodes O = {o1, o2}. And the updating
rules σ : B1 × B3 7→ B3 and ρ : B3 7→ B2 are given in the
truth table Fig. 2 from which the updating rules in terms
of logic functions can be easily constructed. For instance,
the updating rule of output-node o1 is o1(t) = s1(t).
And relationship of inputs, states and outputs can be
represented by Fig. 3.
2.2 Control theoretical properties of BCNs
In this subsection, we introduce the notations controlla-
bility, observability and identifiability of BCNs and their
relations. In particular, we will give a summary about the
existing work on observability in order to motivate our
work. To this end, first define some notations below.
Given a BCN B = (I, S,O,E, σ, ρ), let I, S and O be
the sets of all possible inputs, states and outputs of B,
respectively. We define the following sets
IT = {I[t] | t ∈ T, I[t] = i(0) . . . i(t), i(k) ∈ I for any k: 0 ≤ k ≤ t},
ST = {S[t] | t ∈ T, S[t] = s(0) . . . s(t), s(k) ∈ S for any k: 0 ≤ k ≤ t},
OT = {O[t] | t ∈ T,O[t] = o(0) . . . o(t), o(k) ∈ O for any k: 0 ≤ k ≤ t}.
For any t, we define the following sets
I [t] = {I[t] | I[t] ∈ IT },
S [t] = {S[t] | S[t] ∈ ST },
O[t] = {O[t] | O[t] ∈ OT }.
A timed run is a triple R[t] = (I[t],S[t],O[t]), where
I[t] ∈ I [t], S[t] ∈ S [t] and O[t] ∈ O[t] such that for
I[t] = i(0) . . . i(t), S[t] = s(0) . . . s(t) and O[t] = o(0) . . . o(t)
• o(0) = ρ(s(0)), and
• ∀t > 0 · s(t) = σ(i(t− 1), s(t− 1)), o(t) = ρ(s(t)).
Furthermore, for any interval [t0, t] of time T, where t ≥ t0,
we define the following sets
I [t0,t] = {i(t0) . . . i(t) | ∃i(0) . . . i(t0) ∈ I [t0]·
i(0) . . . i(t0) . . . i(t) ∈ I [t]},
S [t0,t] = {s(t0) . . . s(t) | ∃s(0) . . . s(t0) ∈ S [t0]·
s(0) . . . s(t0) . . . s(t) ∈ S [t]},
O[t0,t] = {o(t0) . . . o(t) | ∃o(0) . . . o(to) ∈ O[t0]·
o(0) . . . o(to) . . . o(t) ∈ O[t]}.
The sets I [t0,t], S [t0,t] and O[t0,t] are the possible inputs,
states and outputs of the run of B in the interval [t0, t] of
observing time.
We now define the following two functions which define,
for any interval [t0, t+1] of observing time from t0 to t+1,
the sequence of states and sequence of outputs produced,
respectively, in the interval by a state s(t0) at time t0 and
a sequence of inputs in the interval [t0, t]. Formally, the
two functions are defined as:
F [t0,t] : S × I [t0,t] 7→ S [t0,t+1]
F [t0,t](s, i(t0) . . . i(t)) = s(t0) . . . s(t+ 1)
(2)
H [t0,t] : S × I [t0,t] 7→ O[t0,t+1]
H [t0,t](s, i(t0) . . . i(t)) = o(t0) . . . o(t+ 1)
(3)
such that the following conditions are satisfied.
(s(t0) = s)∧
∀t′ = (t0 + 1), . . . , (t+ 1) · (s(t′) = σ(i(t′ − 1), s(t′ − 1)))∧
∀t′ = t0, . . . , (t+ 1) · (o(t′) = ρ(s(t′))
These functions generalize the two functions given in
Zhang and Zhang [2016] for observability, where only the
special case of F [0,t] and H [0,t] are given. Their extensions
will be used when we present the the new observability.
Definition 2. (Observability). We define the four types of
observability below.
(1) The Type-I observability is that, a BCN is observable
if for every initial state s ∈ S, there exists an input
sequence I[t] ∈ I [t] for some t ∈ T, such that for all
states s′, H [0,t](s′, I[t]) 6= H [0,t](s, I[t]) if s 6= s′ (Cheng
and Qi [2009]).
(2) The Type-II observability is that, a BCN is observable
if for every two distinct initial states s and s′ ∈ S,
there is an input sequence I[t] ∈ I [t] for some t ∈ T,
such that H [0,t](s′, I[t]) 6= H [0,t](s, I[t]) (Zhao et al.
[2010]).
(3) The Type-III observability is that, a BCN is observable
if there exists an input sequence I[t] ∈ I [t] for some
t ∈ T, such that for any two distinct states s, s′ ∈ S,
H [0,t](s′, I[t]) 6= H [0,t](s, I[t]) (Cheng et al. [2011b]).
(4) The Type-IV observability is that, a BCN is ob-
servable, if there is a natural number N , such that
for every input sequence I[t] ∈ I [t] with t ≥ N ,
H [0,t](s′, I[t]) 6= H [0,t](s, I[t]) holds for any two distinct
states s, s′ ∈ S (Fornasini and Valcher [2013]).
It is noted in Zhang and Zhang [2016] that Type-I
observability is stronger than Type-II observability; Type-
III observability is stronger than Type-I observability; and
Type-IV observability is the strongest.
Definition 3. (Controllability). A BCN is controllable if
for any two distinct states s, s′ ∈ S, there is an input
sequence I[t] ∈ I [t] for some t ∈ T, such that F [0,t](s, I[t]) =
s(0) . . . s(t+ 1) and s(t+ 1) = s′ (Cheng and Qi [2009]).
Thus, if a BCN B is controllable, any state s′ is reachable
from any initial state s, and we use an input sequence I[t]
make B reach s′ from s.
In conclusion, the observability and controllability are
proposed for research if it is possible to determine the
initial state s(0) of a BCN and reach a state s′ from the
initial state, respectively, when we know its updating rules.
Definition 4. (Identifiability). A BCN is identifiable if
there exists an input sequence I[t] ∈ I [t] for some t ∈ T
such that the updating rules
s(t+ 1) =σ(i(t), s(t))
o(t) =ρ(s(t))
can be constructed by I[t] and its corresponding output
sequence O[t+ 1] (Cheng et al. [2011b]).
Thus, a BCN B is identifiable if the updating functions σ
and ρ can be determined by an input sequence i(0) . . . i(t).
Remark As mentioned in Cheng et al. [2011b], if the
f : Bm 7→ Bm is a bijective function from the m-dimension
vectors to the m-dimension vectors of Boolean values, and
f−1 is the inverse function of f . Then a BCN B with
updating rules
s(t+ 1) =σ(i(t), s(t))
o(t) =ρ(s(t))
and a BCN B′ with updating rules
s(t+ 1) =σ′(i(t), s(t)) = f(σ(i(t), f−1(s(t))))
o(t) =ρ′(s(t)) = ρ(f−1(s(t)))
are not distinguishable by any input-output data. Thus,
precisely speaking, what we identify is the equivalence
class {(f(σ(i(t), f−1(s(t)))), ρ(f−1(s(t))))|f : Bm 7→ Bm}
but the (σ, ρ). Although we can not identify the specific
updating rules (σ, ρ) for a BCN from its input-output
data. But, with the equivalence class, we can identify the
updating rules for some nodes if we know the BCN’s graph.
The properties observability, controllability and identifia-
bility are closely related. In particular, there is a theorem
proposed in Cheng et al. [2011b] that a BCN is identifiable
iff it satisfies controllability and the Type-III observability.
Example 2. For the BCN in Example 1, for any vector
s(t) (and i(t), o(t)), we use the notation si (and ij , ok)
to present its value, where the superscript i (and j, k)
is equal to the binary number s1(t)s2(t)s3(t) (and i1(t),
o1(t)o2(t), respectively). Then the updating rules of it
can be presented by a simplified form (Fig. 3). And in
the rest of this paper, all the BCNs’ updating rules will
be presented by their simplified form. Then, from the
updating rules (Fig. 3), we have for any t ∈ T,
Fig. 4. The simplified form of the updating rules.
• for any input sequence I[t] starting with i0,
H [0,t](s1, I[t]) = H [0,t](s2, I[t]);
• for any input sequence I[t] starting with i1,
H [0,t](s6, I[t]) = H [0,t](s7, I[t]).
Therefore, for any t ∈ T, there is not any input sequence
I[t] ∈ I [t] which satisfies that for any two distinct states
s, s′ ∈ S, H [0,t](s′, I[t]) 6= H [0,t](s, I[t]). Thus, this BCN
does not satisfy the Type-III observability. Then, we have
this BCN can not be identified if the theorem proposed
in Cheng et al. [2011b] is correct.
3. THE ONLINE OBSERVABILITY OF BCNS
But we notice that the observability of Type-III, together
with the controllability, is not necessary for the identifia-
bility of a BCN. And we find that a BCN is identifiable
iff it is controllable and its initial state can be deter-
mined without resetting. In this section, we first define
the online observability to present the property that the
initial state of a BCN can be determined without resetting.
And then we prove that a BCN is identifiable iff it has
controllability and online observability. Finally, we show
an example in which we can identify a BCN which satisfies
the controllability and online observability but the Type-III
observability, to illustrate our conclusion better.
3.1 Online observability
To define the property that the initial state of a BCN can
be determined without resetting, i.e. online observability,
we start with the derivation function ζ(S, i, o).
Firstly, we write
ξ : (I ∪ {ε})× S 7→ S, ξ(i, s) =
{
σ(i, s) i 6= ε
s i = ε
where ε presents empty input. Then the derivation func-
tion ζ(S, i, o) can be defined as follows.
ζ : 2S × (I ∪ {ε})× (O ∪ {ε}) 7→ 2S
ζ(S, i, o) =
{ {ξ(i, s) | s ∈ S, ρ(ξ(i, s)) = o} o 6= ε
{ξ(i, s) | s ∈ S} o = ε
(4)
where ε presents empty input or empty output.
With the derivation function ζ(S, i, o), we can recursively
define the following function to present how to derive the
set S(t) of possible valuations of a BCN’s state s(t) at time
t by its input sequence i(0) . . . i(t−1) and output sequence
o(0) . . . o(t).
G[t] : I [t−1] ×O[t] 7→ 2S
G[t](i(0) . . . i(t− 1), o(0) . . . o(t)) = {s1, . . . , sk} (5)
such that the following conditions are satisfied.
• When t = 0, i(0) . . . i(t− 1) = ε and
{s1, . . . , sk} = ζ(S, ε, o(0));
• when t > 0, {s1, . . . , sk} = ζ(G[t−1](o(0) . . . o(t −
1), i(0) . . . i(t− 2)), i(t− 1), o(t)).
For a BCN B, given its input sequence i(0) . . . i(t − 1)
and output sequence o(0) . . . o(t), then the set S(t) =
G[t](i(0) . . . i(t−1), o(0) . . . o(t)). And for any k : 0 < k ≤ t,
S(k) = ζ(S(k − 1), i(k − 1), o(k)).
Example 3. In the BCN in Example 1, if t = 2, i(0) . . . i(t−
1) = i1i1 and o(0) . . . o(t) = o1o2o3, then
S(t− 2) = G[0](ε, o1) = ζ (S, ε, o1) = {s1, s2, s3},
S(t− 1) = G[1](i1, o1o2) = ζ (S(t− 2), i1, o2) = {s4, s5},
S(t) = G[2](i1i1, o1o2o3) = ζ
(
S(t− 1), i1, o3) = {s6}.
Then we get a conclusion that the state s(t) can be deter-
mined in k steps without resetting iff we can guarantee
• |S(t+ k)| = 1, i.e. the s(t+ k) is determined, and
• for every t0 : t+1 ≤ t0 ≤ t+k, for every s(t0) ∈ S(t0)
there exists only one s′(t0 − 1) ∈ S(t0 − 1) satisfies
that s(t0) = σ(i(t0 − 1), s′(t0 − 1)).
Thus, as the next step, we define a function Γ(S) to depict
the number of steps we need to determine s(t) if S(t) = S.
Γ : (2S − ∅) 7→ (T ∪ {∞}) (6)
which satisfies that
if |S| = 1, then Γ(S) = 0;
if |S| > 1
• if there is an input i ∈ I such that
· |ζ(S, i, ε)| = |S|, and
· ∀o ∈ O · ζ(S, i, o) 6= ∅ → Γ(ζ(S, i, o)) 6=∞,
then
Γ(S) =1+
min
i′∈{i||ζ(S,i,ε)|=|S|}
max
o′∈{o|ζ(S,i,o)6=∅}
Γ(ζ(S, i′, o′))
• otherwise, Γ(S) =∞.
Example 4. In the BCN in Example 1, if o(0) = o2 then
S(0) = ζ
(S, ε, o2) = {s4, s5}.
As |S(0)| = 2 > 1, and there exists an input i1 such that
• |ζ (S(0), i1, ε) | = |{s2, s6}| = |S(0)|,
• and for each o ∈ O that ζ(S, i, o) 6= ∅
· Γ(ζ (S(0), i1, o1)) = Γ({s2}) = 0;
· Γ(ζ (S(0), i1, o3)) = Γ({s6}) = 0,
we have
Γ(S(0)) = 1 + min
i′∈{i||ζ(S,i,ε)|=|S|}
max
o′∈{o|ζ(S,i,o) 6=∅}
Γ(ζ(S, i′, o′))
= 1 + 0 = 1
i.e. the s(0) can be determined at time 1 without resetting.
So we have the initial state s(0) of BCN can be determined
without resetting iff for every possible S(0), Γ(S(0)) 6=∞.
Then the online observability can be defined as follows.
Definition 5. (Online Observability of BCNs). A BCN is
online observable if for every o ∈ O, ζ(S, ε, o) 6= ∅ implies
Γ(ζ(S, ε, o)) 6=∞.
Example 5. In the BCN in Example 1, Γ(ζ
(S, ε, o0)) = 0;
Γ(ζ
(S, ε, o1)) = 2; Γ(ζ (S, ε, o2)) = 1; Γ(ζ (S, ε, o3)) = 1.
Therefore this BCN satisfies the online observability.
Then we illustrate how to determine the initial state of
a BCN with online observability (the decision algorithm
for the online observability will be presented in Section 4).
Firstly, we define ψ(S) to depict the set of inputs we can
choose from at time t in the process of determining the
initial state, if S(t) = S.
ψ : (2S − ∅) 7→ 2I
ψ(S) = {i ∈ I | |ζ (S, i, ε) | = |S|,
∀o ∈ O · ζ(S, i, o) 6= ∅ → Γ(ζ(S, i, o)) 6=∞}
(7)
Thus we can determine the initial state of a BCN B with
online observability by followng procedures.
Step 1 Derive the set S(0) of possible valuations of ini-
tial state s(0) by the output o(0) of B, i.e. S(0) =
ζ (S, ε, o(0)), and set the set variable S = S(0) by S(0).
Step 2 Input to the BCN B with an input i ∈ ψ(S), and
run B to generate the new output o(t).
Step 3 Determine the new S(t) by the input i, output
o(t) and S, i.e. S(t) = ζ(S, i, o(t)), and update the set
S = S(t) by S(t).
Step 4 If the cardinal number |S| = 1, then return s(0)
which is determined by the output sequence O[t] =
o(0) . . . o(t) and input sequence I[t− 1] = i(0) . . . i(t− 1)
as the initial state. Otherwise, go to Step 2.
In Step 4, when |S| = 1, for the input sequence I[t−1], there
is only one state s′ whose corresponding output sequence
H [0,t−1](s′, I[t − 1]) equals to the output sequence O[t] of
B, thus, we can determine the initial state by I[t] and O[t],
i.e. s(0) = s′.
We call the observability we propose online observability,
because we choose the input i(t) at evey time t based on
the information of the inputs and outputs of BCN we have
collected so far, i.e. i ∈ ψ(S(t)).
In contrast, in the type-III observability, we determine the
initial state s(0) of a BCN by its recorded output sequence
O[t] = H [0,t−1](s(0), I[t − 1]) = o(0) . . . o(t) after we input
I[t−1] = i(0) . . . i(t−1), and we do not interfere with BCN
except for the logging of its inputs and outputs, thus we
call it offline observability.
3.2 Online observability and identifiability
In this subsection, we prove that a BCN is identifiable iff
it has controllability and online observability.
We define the determining tree to illustrate the processes
of determining the initial state at first.
Definition 6. (Determining tree). If a BCN B satisfies the
online observability then we can great at least one deter-
mining tree for it. In the tree, every node n is a variable
which can take a set of states, an input and an output (the
input and output can be ε), i.e. n = (S, i, o). If a node n is
the root node then n = (S, ε, ε); if a node n = (S, i, o) is a
leaf node then |S| = 1, i = ε; if a node n = (S, i, o) is not
a leaf node then its successor nodes form a set of nodes
{n[1] = (S[1], i[1], o[1]), . . . , n[k] = (S[k], i[k], o[k])} that
• for every n′ = (S′, i′, o′) ∈ {n[1] = (S[1], i[1], o[1]), . . . ,
n[k] = (S[k], i[k], o[k])}, S′ = ζ(S, i, o′), and i′ ∈ ψ(S′) if
n′ is not a leaf node; and
• for any two distinct n′ = (S′, i′, o′), n′′ = (S′′, i′′, o′′) ∈
{n[1] = (S[1], i[1], o[1]), . . . , n[k] = (S[k], i[k], o[k])}, o′ 6=
o′′; and
• |S[1]|+, . . . , |S[k]| = |S|.
Then we have the number of leaf nodes is equal to the
number of all states of the BCN B, i.e. 2m, where m is the
number of state-nodes of B.
Intuitively, a path of the determining tree presents a
possible determining process of the initial state when we
choose a specific input i(t) from ψ(S(t)) for every S(t).
Example 6. As the BCN in Example 1 satisfies the online
observability, we can construct a determining tree (Fig. 5)
for it. That we choose the specific inputs i1, i0, and i1 for
the state sets {s1, s2, s3}, {s6, s7} and {s4, s5}, respectively.
Secondly, we define the none state determining tree.
Definition 7. ( None state determining tree). In the none
state determining tree, every node n is a variable which
can take an input and an output (the input and output
can be ε), i.e. n = (i, o). If a node n is the root node then
n = (ε, ε); if a node n = (i, o) is a leaf node then i = ε,
and the number of leaf nodes is equal to 2m; if a node
n = (i, o) is not a leaf node then its successor nodes form
a set of nodes {n[1] = (i[1], o[1]), . . . , n[k] = (i[k], o[k])} that
for any two distinct n′ = (i′, o′), n′′ = (i′′, o′′) ∈ {n[1] =
(i[1], o[1]), . . . , n[k] = (i[k], o[k])}, o′ 6= o′′.
Example 7. We construct a none state determining tree
(Fig. 6) by removing the set of states in Fig. 5.
With the determining tree and none state determining
tree, we propose the following lemma.
Lemma 1. A BCN is identifiable iff it satisfies the control-
lability and the online observability.
All the proofs in the Appendix A. PROOF. Shortly speak-
ing, if a BCN B is online observable and controllable, we
can construct a none state determining tree from its input-
output data. With this tree, we can identify the updating
rules (σ′, ρ′) for a BCN B′ which is equivalent to B, thus
B is identifiable.
Example 8. As the BCN B in Example 1 satisfies the
online observability and controllability, we can construct
the input-output data (Fig. 7) from it.
Then, we can construct a none state determining tree
(Fig. 6) by the 23 pairs of input sequences and out-
put sequences (ε, o0), (i0, o3o1), (i1i1, o1o2o1), (i1, o2o1),
(i1, o1o1), (i1i1, o1o2o3), (i1, o2o3), (i0, o3o2) which can be
found in the input-output data. As these pairs can con-
struct a none state determining tree, we have the 23
sets of states {s|ρ(s) = o0}, {s|H [0,0](s, i0) = o3o1},
{s|H [0,1](s, i1i1) = o1o2o1}, {s|H [0,0](s, i1) = o2o1},
{s|H [0,0](s, i1) = o1o1}, {s|H [0,1](s, i1i1) = o1o2o3},
{s|H [0,0](s, i1) = o2o3} and {s|H [0,0](s, i0) = o3o2} are
Fig. 5. The determining tree.
Fig. 6. The none state determining tree.
Fig. 7. The input-output data.
Fig. 8. The input-output-state data.
disjoint. We can regard them as {s0}, {s1}, {s2}, {s3},
{s4}, {s5}, {s6} and {s7} of a BCN B′, respectively. By
this way, we can identify the states of B′ shown in Fig. 8.
Then, we can construct the ρ′ (shown in Fig. 10) for B′
from the input-output-state data (Fig. 8).
Moreover, from the input-output-state data (Fig. 8), we
have for any two distinct states s and s′ of B′, there exists
an input sequence such that B′ can reach s′ from s by
the input sequence. Then, for every s we can find an input
sequence to can make B′ reach s. And for every s, for every
i, the s′ = σ′(i, s) can be determined by the tree (Fig. 6).
So we can further construct the input-output-state data
(Fig. 8), and construct the σ′ (Fig. 10) for B′.
The BCN B′ is equivalent to B because the (σ′, ρ′) satisfies
s(t+ 1) =σ′(i(t), s(t)) = f(σ(i(t), f−1(s(t))))
o(t) =ρ′(s(t)) = ρ(f−1(s(t)))
where the bijective function f is shown in Fig. 11. There-
fore, the BCN B is identifiable.
Fig. 9. The further constructed input-output-state data.
Fig. 10. The the updating rules of B′.
Fig. 11. The coordinate bijective function f .
Fig. 12. The relationships graph between all five observ-
ability, where the area labelled with a type of observ-
ability presents the set of BCNs which satisfy this
type of observability, and “U” means all of the BCNs.
We also propose two lemmas for the implication relations
between the existing observability and online observability.
Their implication relations graph is shown in Fig. 12.
Lemma 2. The Type-III observability implies the online
observability.
Lemma 3. The online observability implies the Type-I ob-
servability.
4. ALGORITHMS FOR ONLINE OBSERVABILITY
Then, we propose decision algorithm for the online ob-
servability. To decide whether a BCN B satisfies online
observability, one needs to determine Γ(ζ(S, ε, o)) of every
non-empty ζ(S, ε, o).
We begin with the input-labelled graph G = (V, E ,L).
Definition 8. (Input-labelled Graph). Let V, E and L be
the vertex set, the edge set and the labelling function of an
input-labelled graph G = (V, E ,L). G is called the input-
labelled graph of the BCN if
• V = {S ∈ ( ⋃
o∈O
2ζ(SB,ε,o) − ∅) | Γ(S) 6=∞};
• E = {(S1,S2) ∈ V×V | S2 ∈ {ζ(S1, i, o) | i ∈ ψ(S1), o ∈
O}};
Fig. 13. The input-labelled graph, where the orange and
blue edges are labelled with {i0} and {i1}, respectively.
• L : E 7→ 2I , L(S1,S2) = {i ∈ ψ(S1) | S2 ∈
{ζ(S1, i, o) | o ∈ O}}.
Intuitively, in the input-labelled graph G = (V, E ,L), V
represents a set of the state sets that for every S ∈ V,
Γ(S) 6= ∞, and for every s ∈ S, s produces the same
output; E represents the relationship between the state
sets which belong to V; and L labels every e ∈ E with a
set of inputs. Thus, we have a BCN B is online observable
iff every non-empty ζ(S, ε, o) ∈ V.
Example 9. The input-labelled graph of the BCN in Ex-
ample 1 is shown in Fig. 13.
And then, we propose two lemmas for Γ(S) and ψ(S),
respectively.
Lemma 4. For any two non-empty state sets S1 and S2, if
S1 ⊆ S2 and Γ(S2) 6=∞, then Γ(S1) 6=∞.
Lemma 5. For any two non-empty state sets S1 and S2, if
S1 ⊆ S2 and Γ(S2) 6=∞, then ψ(S2) ⊆ ψ(S1).
With Lemma 4, 5 and input-labelled graph, we propose the
Algorithm 1 (all the algorithms in the Appendix B. AL-
GORITHM) to determine the online observability. That,
we construct the input-labelled graph G = (V, E ,L) for
a BCN B, and then check whether every non-empty
ζ(S, ε, o) ∈ V. In the process of constructing the input-
labelled graph, we construct the vertexes which consist of
a smaller number of states before constructing the vertexes
which consist of a greater number of states.
• Because, once we find a S that S /∈ V, i.e. Γ(S) = ∞
and as there exists o ∈ O such that S ⊆ ζ(S, ε, o), we
have Γ(ζ(S, ε, o)) = ∞ based on the Lemma 4, and
then this BCN B is not online observable.
• And based on the Lemma 5, if we have determined
ψ(S′) for every S′ ⊂ S, we can determine the scope of
ψ(S). With the scope of ψ(S), we can determine the
Γ(S) more easily.
5. CONCLUSIONS
In this paper, firstly, we propose and formally define the
online observability of BCNs such that we can study
the identifiability problem of BCNs better. Secondly we
propose the algorithm based on the input-labelled graph
to decide the online observability for BCNs.
But even with the algorithm based on input-labelled
graph, it is still hard to decide the online observability
of large scale BCNs. Therefore, in the future we will try to
separate the BCN into several subnets to determine their
online observability respectively, and then determine the
online observability of the whole BCN. Such that we can
decide the online observability of BCN with larger scale.
ACKNOWLEDGEMENTS
Our thanks to Hongyang Qu for discussing with us about
this literature.
REFERENCES
Akutsu, T., Hayashida, M., Ching, W.K., and Ng, M.K.
(2007). Control of boolean networks: hardness results
and algorithms for tree structured networks. Journal of
Theoretical Biology, 244(4), 670.
Akutsu, T., Miyano, S., and Kuhara, S. (2000). Inferring
qualitative relations in genetic networks and metabolic
pathways. Bioinformatics, 16(8), 727–734.
Biane, C. and Delaplace, F. (2017). Abduction based drug
target discovery using boolean control network. 57–73.
Cheng, D. and Qi, H. (2009). Controllability and observ-
ability of boolean control networks. Automatica, 45(7),
1659–1667.
Cheng, D., Qi, H., and Li, Z. (2011a). Analysis and Control
of Boolean Networks. Springer London.
Cheng, D., Qi, H., and Li, Z. (2011b). Identification of
boolean control networks. Automatica, 47(4), 702–710.
Faur, A., Naldi, A., Chaouiya, C., and Thieffry, D. (2006).
Dynamical analysis of a generic boolean model for the
control of the mammalian cell cycle. Bioinformatics,
22(14), e124–e131.
Fornasini, E. and Valcher, M.E. (2013). Observability,
reconstructibility and state observers of boolean control
networks. IEEE Transactions on Automatic Control,
58(6), 1390–1401.
Ideker, T., Galitski, T., and Hood, L. (2001). A new
approach to decoding life: systems biology. Annu Rev
Genomics Hum Genet, 2(1), 343–372.
Jacob, F. and Monod, J. (1961). Genetic regulatory
mechanisms in the synthesis of proteins . Journal of
Molecular Biology, 3(3), 318–356.
Kauffman, S.A. (1968). Metabolic stability and epigenesis
in randomly constructed genetic nets [j]. Journal of
Theoretical Biology, 22(3), 437–467.
Kaufman, M., ., Andris, F., ., and Leo, O., . (1999). A
logical analysis of t cell activation and anergy. Proceed-
ings of the National Academy of Sciences of the United
States of America, 96(7), 3894–3899.
Klamt, S., Saez-Rodriguez, J., Lindquist, J.A., Simeoni,
L., and Gilles, E.D. (2006). A methodology for the struc-
tural and functional analysis of signaling and regulatory
networks. Bmc Bioinformatics, 7(1), 56.
Shmulevich, I., Dougherty, E.R., and Zhang, W. (2002).
From boolean to probabilistic boolean networks as mod-
els of genetic regulatory networks. Proceedings of the
IEEE, 90(11), 1778–1792.
Thunberg, J., Ogren, P., and Hu, X. (2011). A boolean
control network approach to pursuit evasion problems
in polygonal environments. In IEEE International
Conference on Robotics and Automation, 4506–4511.
Wu, G., Dai, L., Liu, Z., Chen, T., Pang, J., and Qu,
H. (2019). Online observability of boolean control
networks. doi:arXiv:1903.07462.
Zhang, K. and Zhang, L. (2016). Observability of boolean
control networks: A unified approach based on finite
automata. IEEE Transactions on Automatic Control,
61(9), 2733–2738.
Zhao, Y., Qi, H., and Cheng, D. (2010). Input-state
incidence matrix of boolean control networks and its
applications. Systems & Control Letters, 59(12), 767–
774.
Appendix A. PROOF
A.1 Proof of Lemma 1
Proof. (Sfficiency) First, if a BCN B is online observable,
then we can construct a determining tree for it from
its updating rules. And then, we have if a BCN B is
controllable and online observable, we can construct a none
state determining tree from its input-output data.
Second, if we can construct a none state determining tree
by 2m (m is the number of state-nodes) pairs of input
sequences and output sequences from the input-output
data of a BCN B. Then, from the definition of none state
determining tree, we have the 2m sets of states which
are determined by these 2m pairs of input sequences and
output sequences, respectively, are disjoint. As the total
number of states is 2m, and for every set of there 2m sets
of states, it is not empty, so we have its cardinal number is
1. Thus we can identify and determine all of the 2m states
by the none state determining tree.
Finally, if a BCN B is controllable and online observable,
then we construct enough input-output data i(0) . . . i(t0)
and o(0) . . . o(t0) which satisfies that
• we can construct a none state determining tree by
2m pairs of input sequences and output sequences
from the input-output data. Then, we can regard the
2m states which are determined by these 2m pairs of
input sequences and output sequences as the states
s0, . . . , s2
m−1 of a BCN B′ (which is equivalent to B),
respectively. Combining with the input-output data,
we can construct the ρ′ for B′.
• And, in the input-output data, for every two distinct
states s and s′ of B′, there exists an input sequence
which can make B′ reach s′ from s. Then, for every
s we can find an input sequence which can make B′
reach s, i.e. s(t) = s. And as for every s(t), for every
i(t), the s(t+ 1) = σ′(i(t), s(t)) can be determined by
the determining tree, we can construct the σ′ for the
BCN B′.
(Necessity) If a BCN B does not satisfy the controllability
or online observability, then we can not construct enough
input-output data i(0) . . . i(t0) and o(0) . . . o(t0) from the
BCN B which satisfies that we can construct a none state
determining tree from the input-output data. And then,
we can neither identify all of the 2m states of any BCN B′
(which is equivalent to B) nor construct the updating rules
for B′. Thus, the BCN B does not satisfy the identifiability.
A.2 Proof of Lemma 2
Proof. Firsrly, we prove the propostion that for a set
of possible state S(t), if there exists an input sequence
I[t, tk] ∈ I [t,tk] for some tk > t, such that for any
distinct states s(t), s′(t) ∈ S(t), H [t,tk](s′(t), I[t, tk]) 6=
H [t,tk](s(t), I[t, tk]), then Γ(S(t)) 6=∞.
• When tk = t + 1, for any two distinct states s(t),
s′(t) ∈ S(t), H [t,tk](s′(t), I[t, tk]) 6= H [t,tk](s(t), I[t, tk]).
Then we have for S(t), the input i(t) = I[t, tk] satisfies
that
· |ζ (S(t), i(t), ε) | = |S(t)|, and
· for every non-empty ζ(S(t), i(t), o(t + 1)), the
Γ(ζ(S(t), i(t), o(t+ 1))) = 0.
Thus the Γ(S(t)) = 1, then the propostion is right
when tk = t+ 1.
• If for k = (t + 1), . . . , (t + n) the propostion is right.
Then when tk = t+n+ 1, for any distinct states s(t),
s′(t) ∈ S(t), H [t,tk](s′(t), I[t, tk]) 6= H [t,tk](s(t), I[t, tk]).
Then we have for S(t), there exists an input i(t) which
is the first input of I[t, tk], such that
· |ζ (S(t), i(t), ε) | = |S(t)|, and
· for every non-empty ζ(S(t), i(t), o(t+ 1)),
Γ(ζ(S(t), i(t), o(t+ 1))) 6=∞.
Thus the Γ(S(t)) 6= ∞, then the propostion is right
when tk = t+ n+ 1.
As the propostion is right when tk = t+ 1, and we
have if for tk = (t + 1), . . . , (t + n) the propostion is
right, then the propostion is right when tk = t+n+1.
Thus the propostion is right for any tk > t.
Secondly, we have that if a BCN satisfies the Type-
III observability, then there exists an input sequence
I[t] ∈ I [t] for some t > 0, such that for any two
distinct states s(0), s′(0) ∈ S, H [0,t](s′(0), I[t]) 6=
H [0,t](s(0), I[t]).
Therefore, we have the for every non-empty
ζ(S, ε, o), Γ(ζ(S, ε, o)) 6= ∞, and then the BCN is
online observable.
A.3 Proof of Lemma 3
Proof. Firsrly, we prove the propostion that for a set of
possible state S(t) if Γ(S(t)) 6= ∞, then for every state
s(t) ∈ S(t), there exists an input sequence I[t, tk] ∈ I [t,tk]
for some tk > t such that for every s
′(t) ∈ S(t), s′(t) 6= s(t),
H [t,tk](s′(t), I[t, tk]) 6= H [t,tk](s(t), I[t, tk]).
• When Γ(S(t)) = 0, we have |S(t)| = 1, then for every
s(t)∈ S(t) there does not exist any s′(t) ∈ S(t) that
s(t) 6= s(t). Therefore, we have that for any tk > t, for
every input sequence I[t, tk] ∈ I [t,tk] the propostion is
right.
• If for Γ(S(t)) = 0, . . . , n the propostion is right. When
Γ(S(t)) = n+1, we have for S(t) there exists a i(t) ∈ I
such that
· |ζ (S(t), i(t), ε) | = |S(t)|, and
· for every non-empty ζ(S(t), i(t), o(t+ 1)),
Γ(ζ(S(t), i(t), o(t+ 1))) < (n+ 1).
Then we have for every s(t)∈ S(t), there exists an
I[t, tk] ∈ I [t,tk] for some tk > t, such that for all
s′(t) ∈ S(t), s′(t) 6= s(t) implies H [t,tk](s′(t), I[t, tk]) 6=
H [t,tk](s(t), I[t, tk]), where the input sequence I[k] =
i(t)I[t + 1, tk]. That the input sequence I[t + 1, tk]
satisfies H [t+1,tk](s′(t+1), I[t+1, tk]) 6= H [t+1,tk](s(t+
1), I[t+ 1, tk]), where s(t+ 1) = σ(s(t), i(t)) and s
′(t+
1) = σ(s′(t), i(t)). Then we have the propostion is
right when Γ(S(t)) = n+ 1.
As the propostion is right when Γ(S(t)) = 0, and we
have if for Γ(S(t)) = 0, . . . , n the propostion is right, then
the propostion is right when Γ(S(t)) = n + 1. Thus the
propostion is right for every Γ(S(t)) 6=∞.
Secondly, we have that if a BCN is online observable, then
for every non-empty ζ (S, ε, o), Γ(ζ (S, ε, o)) 6=∞
Therefore, we have for every initial state s(0)∈ S, there
exists an input sequence I[t] ∈ I [t] for some t > 0,
such that for all states s′(0) 6= s(0), H [0,t](s′(0), I[t]) 6=
H [0,t](s(0), I[t]). Thus the BCN satisfies the Type-I observ-
ability if it is online observable.
A.4 Proof of Lemma 4
Proof. If Γ(S2) = 0, we have
S1 = S2.
Therefore, we have Γ(S1) = Γ(S2) = 0 6=∞, thus we have
the Lemma 4 is right when Γ(S2) = 0.
If for Γ(S2) = 0, . . . , k the Lemma 4 is right. When
Γ(S2) = k+1, we have for S2 there exists a i ∈ I such that
• |ζ (S2, i, ε) | = |S2|, and
• Γ(ζ(S2, i, o)) < (k+ 1), for each non-empty ζ(S2, i, o).
and there is not any i ∈ I satisfies that
• |ζ (S2, i, ε) | = |S2|,
• Γ(ζ (S2, i, o)) < k for each non-empty ζ (S2, i, o).
Then we have for S1 there exists a i ∈ I such that
• |ζ (S1, i, ε) | = |S1|, and
• Γ(ζ(S1, i, o)) < (k′+ 1) ≤ (k+ 1), for each non-empty
ζ(S1, i, o) ⊆ ζ(S2, i, o).
and there is not any i ∈ I satisfies that
• |ζ (S1, i, ε) | = |S1|,
• Γ(ζ (S1, i, o)) < k′ ≤ k for each non-empty ζ (S1, i, o),
ζ
(
S1, i, o
) ⊆ ζ (S2, i, o),
Therefore Γ(S1) 6=∞, and we have if for Γ(S2) = 0, . . . , k
the Lemma 4 is right, then when Γ(S2) = k+1 the Lemma
4 is right too. And as the Lemma 4 is right when Γ(S2) = 0,
we have the Lemma 4 is right for every Γ(S2) 6=∞.
A.5 Proof of Lemma 5
Proof. For the non-empty S1 and S2, if S1 ⊆ S2 and
Γ(S2) 6= ∞. For every i ∈ ψ(S2), we have |ζ (S2, i, ε) | =
|S2|, and for every o ∈ O, ζ(S2, i, o) 6= ∅ implies
Γ(ζ(S2, i, o)) 6= ∞. With Lemma 4 we have |ζ (S1, i, ε) | =
|S1|, and for every o ∈ O, ζ(S1, i, o) 6= ∅ implies
Γ(ζ(S1, i, o)) ≤ Γ(ζ(S2, i, o)), thus i ∈ ψ(S1). Therefore,
ψ(S2) ⊆ ψ(S1).
Appendix B. ALGORITHM
Algorithm 1 Determination algorithm
Input: The updating rules of a BCN
Output: The input-labelled graph of this BCN
1: Boolean value Ob = true
2: integer i, z = 1
3: array V ertexArray[ ], InputArray[ ]
4: constructvertex(z)
5: V ertexArray =constructvertex(+ + z)
6: while (V ertexArray! =Null) do
7: for (i = 0; i < arraysize(V ertexArray); i + +)
do
8: if (z == 2) then
9: InputArray = IB
10: else
11: InputArray=
⋂
S⊂V ertexArray[i]
ψ(S)
12: if (InputArray == ∅) then
13: Ob = false
14: Return Null
15: end if
16: end if
17: Get ψ(V ertexArray[i]) by InputArray
18: if (ψ(V ertexArray[i]) == ∅) then
19: Ob = false
20: Return Null
21: end if
22: Build edges for V ertexArray[i]
23: end for
24: V ertexArray =constructvertex(+ + z)
25: end while
26: Return constructvertex(−− z)
Algorithm 2 constructvertex(integer z)
Input: The number of states z
Output: The vertexes with z states producing the same
outputs
1: array V ertexArray[ ]
2: V ertexArray = {S ∈ ⋃
o∈O
2ζ(SB,ε,o)| |S| = z}
3: if (V ertexArray == ∅) then
4: Return Null
5: else
6: Classify these vertexes
7: Sort the states in these vertexes
8: Sort these vertexes
9: Return V ertexArray
10: end if
