Abstract. Many questions in science and engineering give rise to linear ill-posed problems, whose solution is known to satisfy box constraints, such as nonnegativity. The solution of discretized versions of these problems is highly sensitive to perturbations in the data, discretization errors, and round-off errors introduced during the computations. It is therefore often beneficial to impose known constraints during the solution process. This paper describes a two-phase algorithm for the solution of large-scale box-constrained linear discrete ill-posed problems. The first phase applies a cascadic multilevel method and imposes the constraints on each level by orthogonal projection. The second phase improves the computed approximate solution on the finest level by an active set method. The latter allows several indices of the active set to be updated simultaneously. This reduces the computational effort significantly, when compared to standard active set methods that update one index at a time. Applications to image restoration are presented.
1. Introduction. We consider solution methods for linear least-squares problems
where S ⊂ R n is a convex set of feasible solutions defined by box constraints and · denotes the weighted Euclidean norm
The purpose of the weight 1/ √ n is to make norms on different levels of our multilevel method compatible; see below. The matrix A and the vector b are assumed to be obtained by discretization of an ill-posed problem, such as a Fredholm integral equation of the first kind. Then the singular values of A "cluster" at the origin; in particular, A is severely ill-conditioned and may be singular. Least-squares problems with matrices of this kind are commonly referred to as discrete ill-posed problems.
The available vector b in discrete ill-posed problems of interest in science and engineering typically is contaminated by an error e ∈ R m caused by measurement inaccuracies or discretization; thus,
whereb ∈ R m is the unknown error-free vector associated with b. The linear system of equations with the unknown error-free right-hand side, approximations ofx can be computed by first replacing (1.1) by a nearby minimization problem with a less ill-conditioned matrix, and then solving the modified problem so obtained. This replacement is commonly referred to as regularization. A popular approach to regularization is to replace (1.1) by a problem of lower dimension.
We first consider the situation when there are no constraints, i.e., when S = R n in (1.1). Then we may determine a sequence of low-rank approximations of the least-squares problem by applying the conjugate gradient method to the associated normal equations
with initial iterate x (0) = 0. We use the implementation LSQR; see Section 2 and [4] for further details on LSQR. Each iteration requires the evaluation of one matrix-vector product with A and one with the transpose A T ; in particular, the normal equations (1.4) do not have to be explicitly formed. We assume that a bound for the norm of the error, e ≤ ε, (1.5) is available. When such a bound is not explicitly known, one can try to determine an estimate of e . For instance, an approach based on integrating the Perona-Malik equation with initial value b over a short time interval is described in [16, 17] . Let b ′ denote the vector so obtained. Then e can be estimated by b ′ − b . Let η > 1 be a user-specified constant independent of ε and let x (j) denote the jth iterate determined by LSQR. We iterate with LSQR until
This stopping criterion is commonly referred to as the discrepancy principle. Let j ε denote the smallest value of j such that (1.6) holds, and let x (jε) be the associated iterate. It is known that
see, e.g., [8] for a proof in a Hilbert space setting. The property (1.7) suggests that x (jε) be used as an approximation ofx. The number of iterations j ε generally increases as ε decreases.
We turn to the situation when S ⊂ = R n . Many least-squares problems (1.1) that arise in applications model a system, whose solution, at least in the absence of data and discretization errors, is known to satisfy box constraints; see, e.g., [1, 2, 5, 7] for illustrations. Example 1.1. Consider an image deblurring and denoising problem, where the vectorx represents the desired blur-and noise-free image, the matrix A is a discrete blurring operator, and the right-hand sidȇ b of (1.3) corresponds to a blurred, but noise-free, image. The vector b in (1.1) represents the available blur-and noise-contaminated image. Let each entry ofx correspond to a pixel value. Then the entries are nonnegative. It is therefore natural to require the computed approximate solution of (1.1) to only have nonnegative entries.
The entries ofx also are bounded above. When each pixel is represented by, say, 8 bits, the entries are at most 2 8 − 1 = 255. It may be beneficial to require the computed solution to satisfy this constraint as well.
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Let the desired constraints for the entries of the solution x = [x 1 , x 2 , . . . , x n ] T of (1.1) be given by
where ℓ i , u i ∈ R, with I ℓ and I u subsets of the positive integers. We may assume that
Then the set of feasible vectors can be expressed as
The special case when S is the nonnegative orthant
is of particular interest.
This paper describes a hybrid iterative method for the solution of large-scale least-squares problems (1.1) with a matrix of ill-determined rank. The first phase of the method computes an approximate solution x of (1.1) by an LSQR-based multilevel method. The iterations on each level are terminated with the aid of a discrepancy principle. The second phase improvesx with an active set method.
We first describe phase one. The multilevel method used is closely related to the methods described in [16, 17] . Let W 1 ⊂ W 2 ⊂ · · · ⊂ W p be a sequence of nested subspaces of R n of dimension dim(W i ) = n i with n 1 < n 2 < . . . < n p = n. We refer to the subspaces W i as levels, with W 1 being the coarsest level and W p = R n the finest one. Each level is equipped with a weighted Euclidean norm; level W i has a norm of the form (1.2) with n replaced by n i . We let S i be the representation of S on level i; in particular S p = S. In the numerical examples of Section 4, we let n i−1 = n i /4 for all i.
The multilevel method is cascadic, i.e., the computations proceed from the coarsest to the finest levels. Thus, the method first solves a projection of the problem (1.1) on W 1 by LSQR. The iterations are terminated when a stopping rule of the type (1.6) is satisfied. The computed approximate solution then is extended to W 2 and projected orthogonally onto S 2 . The projected solution is used as initial approximate solution for LSQR in W 2 . The LSQR iterations are terminated by a stopping rule of the form (1.6), the so determined approximate solution in W 2 is extended to W 3 , and subsequently projected orthogonally to S 3 . The computations are continued in this manner until LSQR produces an approximate solution on the finest level, W p = R n , that satisfies (1.6). Orthogonal projection onto S gives an approximate solution,x, which satisfies the constraints, but not necessarily (1.6). This ends phase one of our method. Ifx satisfies (1.6), thenx is accepted as approximation ofx and the computations are terminated.
Phase two of our algorithm is begun ifx violates (1.6). A method of active set-type now is applied to modify the vectorx so as to obtain an approximate solution of (1.1) that satisfies (1.6) and lives in S. Our active set method differs from standard active set methods in that several constraints are updated simultaneously, and only when an approximate solution that satisfies (1.6) has been computed. A related active set method is described in [18] . The modification of the present paper secures that cycling cannot take place. Our active set method is a related to the schemes described by Bierlaire et al. [3] and Lötstedt [14] . The latter schemes, as well as the recent method by Wang et al. [24] , update only one constraint at a time. This makes them much slower for the present application. A discussion on this can be found in [18] . This paper is organized as follows. Section 2 describes the multilevel method used in phase one of our scheme and Section 3 discusses the active set method of phase two. A few computed examples are presented in Section 4. Concluding remarks can be found in Section 5.
The development of numerical methods for large discrete ill-posed problems with constraints is an active area of research. Several approaches have been advocated in the literature; see, e.g., Bardsley [1] , Bertero and Boccacci [2, Section 6.3], Bonettini and Serafini [5] , Calvetti et al. [6] , Chen and Plemmons [7] , Hanke et al. [9] , Kim [12] , Nagy and Strakoš [20] , Morigi et al. [15, 18] , Rojas and Steihaug [22] , Sun and Pitsianis [23] , Wang et al. [24] , and references therein. A careful comparison of these schemes is outside the scope of the present paper. Here we only note that the fairly rapid convergence, simplicity, and low storage requirement make the two-phase method of this paper attractive.
2. The cascadic multilevel method. We first review LSQR, which is the basic iterative method for our multilevel scheme. Subsequently, we discuss the multilevel method.
LSQR with initial iterate x (0) = 0 determines approximate solutions of the unconstrained problem (1.1) with S = R n or, equivalently, of the normal equations (1.4), by projecting the latter onto a sequence of Krylov subspaces
and solving the projected equations for increasing values of j. Here j is the dimension of K j (A T A, A T b) as well as the iteration number. The jth iterate, x (j) , determined in this manner satisfies
see, e.g., [4, Section 7.6.3] for further details.
For j small, the iterates x (j) generally are less sensitive to the error e in b than the solution of the leastsquares problem (1.1). However, for j large the iterates x (j) may be severely contaminated by propagated error due to the error e and would then be poor approximations ofx. Therefore, it is important not to carry out too many iterations and the use of a stopping criterion, such as (1.6).
We turn to the multilevel method used in phase one of our hybrid method. Let A i ∈ R ni×ni denote the representation of the matrix A in W i with A p = A. For instance, if A stems from the discretization of an integral operator, then A i is determined by an analogous discretization of this operator; see [13, 16, 17] for examples. The representation b i of b in W i is computed by local weighted averaging, and b p = b. Specifically, the entries of b i−1 are computed by local weighted averaging of the entries of b i for i = p, p − 1, . . . , 2. The averaging dampens high-frequency error-components in b. The weights are chosen to preserve large jumps in b i ; see [16, 17] for details. The vectorb i denotes the restriction ofb to W i . We letb p =b.
The multilevel method requires extension operators P i :
We define these operators by piecewise linear interpolation followed by integration of the Perona-Malik equation over a short time-interval. The P i are designed to be noise-reducing and edge-preserving; see [16] . The operator M p : W p → W p denotes integration by the Perona-Malik equation, where we recall that W p = R n and S p = S. It is applied on the finest level. The operators Q i : W i → S i are orthogonal projectors. The computations with the multilevel method are described by the following algorithm.
Algorithm 1: Multilevel method
Input: A, b, ε, p ≥ 1 (number of levels); Output: approximate solution x ∈ S p of (1.1); 1. Determine A i and
3.4 Correction step:
Step 3.3 of Algorithm 1 denotes the computation of the approximate solution ∆x (ji) i of the projected minimization problem in W i by j i iterations with LSQR. The number of iterations on each level is based on the discrepancy principle as follows: we assume that there are constants c i independent of ε, such that
where ε satisfies (1.5). Analysis in [16, 17] of the weighted averaging used to determine the b i suggest that the c i should be chosen according to
when A is the discretization of an integral operator in j space dimensions. The parameter η is the same as in (1.6). The discrepancy principle prescribes that the iterations in W i be terminated as soon as an iterate x (mi) i , such that
has been determined.
3. An active set method. We describe a method for the approximate solution of the minimization problem (1.1). This minimization problem has received considerable attention in the case when the matrix A is of full rank and the vector b is error-free; see, e.g., Nocedal and Wright [21, Chapter 16] and references 4 therein. Similarly as the active set methods presented by Bierlaire et al. [3] and Lötstedt [14] , our solution scheme alternates between identifying solution components that may equal their bounds and solving the reduced unconstrained least-squares problems, obtained by keeping the identified solution components fixed, by LSQR. The set of indices of the identified solution components is referred to as the active set. Generally, it is not known a priori which components of the solution of (1.1) achieve their bounds. Therefore the active set has to be updated during the computations. Bierlaire et al. [3] and Lötstedt [14] update the active set as soon as one of the "free" solution components violates a constraint, and then restart LSQR. This leads to frequent restarts and gives slow convergence. Instead, we carry out iterations with LSQR for a given active set until the computed approximate solution of (1.1) satisfies the discrepancy principle (1.6), and then update the active set. This approach allows for more consecutive LSQR iterations and typically requires much less computational work to determine a vector in (1.9) that satisfies (1.6) than the approach in [3, 14] . The active set method of the present paper is a modification of the scheme proposed in [18] . This modification secures that the active set method does not cycle. We note, however, that in actual computations, the method in [18] has not been observed to cycle.
Assume for the moment that the matrix A is of full rank. Then the minimization problem (1.1) is strictly convex and therefore has a unique solution, which we denote by
The vector x * and the associated Lagrange multipliers, λ * ℓ = [λ * ℓ,i ] i∈I ℓ and λ * u = [λ * u,i ] i∈Iu , satisfy the KKT-equations
and
where e (i) denotes the ith axis vector; see, e.g., Nocedal and Wright [21, Chapters 12 and 16] for details. Conversely, let the vector-triplet {x * , λ * ℓ , λ * u } satisfy the KKT-equations (3.1)-(3.3). Then, due to the strict convexity of the minimization problem, the vector x * solves (1.1). Introduce the active sets A ℓ (x) and A u (x) associated with the lower and upper bounds, respectively, for the entries of the vector x = [x 1 , x 2 , . . . , x n ] T , i.e.,
The KKT-equations (3.1)-(3.3) help us determine whether a vector x ∈ S solves the constraint minimization problem (1.1). Consider the residual vector
associated with the normal equations (1.4). It follows from (3.1) that the Lagrange multipliers associated with x are given by
Thus, in order for x to solve (1.1), we must have
Example 3.1. Consider the minimization problem (1.1) with S = S + given by (1.10). Then I ℓ = {1, 2, . . . , n} and I u = ∅. The condition (3.6) becomes
5 2 As already pointed out in Section 1, it is not meaningful to compute the exact solution of (1.1). Our active set algorithm determines an approximate solution that satisfies (3.6) but not necessarily (3.7). Therefore the computed approximate solution lives in S.
We turn to the description of the active set method. The method determines approximate solutions of a sequence of unconstrained least-squares problems with ill-conditioned matrices and data vectors, which are contaminated by the the error e. These minimization problems therefore should not be solved exactly, similarly as (1.1). We compute an approximate solution of each of these least-squares problems by a few steps of LSQR; the number of steps is determined by the discrepancy principle (1.6). The vector x computed by Algorithm 1 is the initial approximate solution for our active set method. We determine the vector
as well as the active sets A ℓ (x) and A u (x). Compute the discrepancŷ
and the residual vector r = A Tr associated with the normal equations; cf. (3.4). The latter yields the Lagrange multipliers λ ℓ,i and λ u,i according to (3.5) . If i ∈ A ℓ (x) and λ ℓ,i < 0, then we remove the index i from A ℓ (x). Analogously, if i ∈ A u (x) and λ u,i > 0, then the index i is deleted from A u (x).
A correctionŷ = [ŷ 1 ,ŷ 2 , . . . ,ŷ n ] T ofx now can be computed as follows. We would likê 
otherwise, (3.10) and determine an approximate solution of the least-squares problem min z∈R n ADz +r , (3.11) wherer is given by (3.8) , by LSQR with initial iterate z (0) = 0. The jth iterate, z (j) , determined by LSQR satisfies
cf. (2.1). The iterations are terminated as soon as an approximate solution z (j) that satisfies the discrepancy principle
has been determined. Note thatŷ = Dz (j) has vanishing components in the desired positions (3.9). The vectorx +ŷ satisfies the discrepancy principle, but is not guaranteed to live in S. Let x ′ = Q ℓ (x +ŷ), where Q ℓ is the orthogonal projector onto S already used in Algorithm 1. If x ′ satisfies the discrepancy principle, then we accept x ′ as the computed approximation ofx; otherwise, we determine a correction of x ′ . Let r ′ = Ax ′ − b. In all our computed examples, r ′ < r (3.13) at every step of the active set method. However, since we change several indices of the active set at a time, we cannot guarantee that the inequality (3.13) holds at every step and, consequently, we cannot rule out cycling. The following theorem provides two descent directions, which can be used when (3.13) does not hold.
Theorem 3.1. For all 0 < α ≤ α 1 and some α 1 > 0 sufficiently small, we have x 1,α =x−α(AD) Tr ∈ S and
Moreover, assume that x 2,α =x + αDz (j) ∈ S for some α = α 2 > 0 sufficiently small. Then
Proof. First consider the vector x 1,α . Introduce the functional
and let ∇φ denote the gradient of φ. Then ∇φ(0) = 2(AD) Tr . Therefore (3.14) holds for all α > 0 sufficiently small. Moreover, x 1,α ∈ S for all α > 0 sufficiently small. This establishes (3.14).
We turn to the inequality (3.15). Since the descent direction −(AD) Tr is in the Krylov subspace
T AD, (AD) Tr ), the computed solution of (3.12) satisfies ADz (j) +r < r 2 . Thus, Dz (j) is a descent direction and (3.15) holds for 0 < α ≤ 1. Box-constrained sets are convex. Therefore, x 2,α2 ∈ S implies that x 2,α ∈ S for all 0 ≤ α ≤ α 2 .
Let α 1 be the largest values of α, such that (3.14) holds, and let α 2 be the largest values of α, such that (3.15) is valid. The values α 1 and α 2 are easily computed. Typically, α 2 > 0. Then both x 1,α1 and x 2,α2 give a reduction of the norm of the residual error and therefore rule out cycling. However, repeated use of vectors analogous to x 1,α1 and x 2,α2 can give very slow convergence of the method. For this reason, we letx = x ′ , unless this choice leads to stagnation of the active set method. The latter has never been observed. We therefore do not specify the possibility of lettingx be x 1,α1 or x 2,α2 in the following algorithm. Nevertheless, black-box software should monitor the decrease of the norm of the residual error and use the vectors of Theorem 3.1 when cycling or stagnation is detected.
Algorithm 2: Active set method
Determine the active sets A ℓ (x) and A u (x); 2.3 r := A Tr ; 2. 4 Determine the Lagrange multipliers λ ℓ,i and λ u,i from (3.5); 2.5 Updated the active sets: If i ∈ A ℓ (x) and λ ℓ,i < 0, then remove the index i from A ℓ (x); If i ∈ A u (x) and λ u,i > 0, then remove the index i from A u (x); 2. 6 Determine D according to (3.10); 2.7
Solve the least-squares problem (3.11) by LSQR and terminate the iterations as soon as an iterate, z (j) , satisfies the discrepancy principle (3.12); 2.8x := Q ℓ (x + Dz We assume a fairly accurate estimate of ν to be available, i.e., we let ε = ν b and η = 1.01 in (1.6) and where ∇x err denotes the discrete gradient of the two-dimensional image represented by the error vector x err , and the sum is over all pixels of the image. The more accurately the edges are restored, the smaller is this sum. In all examples, n i−1 = n i /4 for i = 2, . . . , p, where p is the number of levels. The latter is chosen to be 2 or 3. The use of more than 3 levels generally does not give more accurate restorations. The computations are carried out in MATLAB with about 16 significant decimal digits. active set method of Algorithm 2. The dominating computational effort is the evaluation of matrix-vector products on the finest level. The 2-and 3-level methods can be seen to require fewer iterations on the finest level than the basic 1-level LSQR method. Each iteration on the finest level requires the evaluation of one matrix-vector product with A and one with A T . The column "PSNR (Alg. 1)" displays (4.1) for the image determined by Algorithm 1. A comparison with the column "PSNR" shows the active set method to increase the PSNR-value of the restored image. The increase is particularly noteworthy when the noise-level of the contaminated image is small. Table 4 .1 shows the 3-level method followed by the active set method to yield the largest PSNR-values and require the fewest matrix-vector product evaluations. We conclude that the initial approximate solution used for Algorithm 2 is important. The improvement in PSNR-values for the 3-level method is particularly significant when there is little noise. A scheme based on first applying 1-level LSQR followed by an active set method was proposed in [18] . 2 Example 4.2. We seek to restore an image, which has been contaminated by spatially variant Moffat blur and noise. Moffat blur models blur that arises in astronomical telescope acquisition; see [11] . The blurred image is determined by applying different Moffat blurring operators to the right-half side and the left-half side of the original lizard image. The PSF centered at pixel {s, t} multiplies pixel {i, j}, up to a ; see [11] for details. The PSFs of this example are defined by the parameters σ 1 = 1, σ 2 = 5, and ρ = 0.3. We approximate the blurring operators by a band matrices of half-bandwidth 7 in order to reduce storage demand and arithmetic work required for the evaluation of matrix-vector products. The contaminated image is shown in Figure 4 .3. It has 5% white Gaussian noise. Table 4 .2 reports the performance of the Hybrid Algorithm, as well as of Algorithm 1, when applied to the corrupted image shown in (middle) show the blur-and noise-free 256×256-pixel satellite image, and a version contaminated by Gaussian blur and 5% white Gaussian noise, respectively. The data has been used for test purposes for a variety of image restoration algorithms of interest in space situational awareness, beginning in 1996; see, e.g., [19] . The blur is generated by the function blur.m from [10] with parameters sigma = 7 and band = 9. 
Conclusion.
The numerical examples reported above, as well as numerous other computed examples, show the Hybrid Algorithm to yield restorations with higher PSNR-values than Algorithm 1 alone. The increase is particularly pronounced when the noise-level is not too large.
