In this paper the uncorrelated linear discriminant analysis (ULDA) for undersampled problems is studied. The main contributions of the present work include the following: (i) all solutions of the optimization problem used for establishing the ULDA are parameterized explicitly; (ii) the optimal solutions among all solutions of the corresponding optimization problem are characterized in terms of both the ratio of between-class distance to within-class distance and the maximum likelihood classification, and it is proved that these optimal solutions are exactly the solutions of the corresponding optimization problem with minimum Frobenius norm, also minimum nuclear norm; these properties provide a good mathematical justification for preferring the minimum-norm transformation over other possible solutions as the optimal transformation in ULDA; (iii) explicit necessary and sufficient conditions are provided to ensure that these minimal solutions lead to a larger ratio of between-class distance to within-class distance, thereby achieving larger discrimination in the reduced subspace than that in the original data space, and our numerical experiments show that these necessary and sufficient conditions hold true generally. Furthermore, a new and fast ULDA algorithm is developed, which is eigendecomposition-free and SVD-free, and its effectiveness is demonstrated by some real-world data sets.
1. Introduction. Linear discriminant analysis (LDA) is a powerful technique for data dimensionality reduction [1] , [2] , [3] , [4] , [6] , [8] , [10] , [11] , [12] , [14] , [16] , [19] , [23] , [24] , [27] , [28] , [29] , [30] , [33] , [34] , [35] , [36] , [37] , [38] , [39] , [40] , [41] . It seeks an optimal linear transformation of the data to a low-dimensional subspace. Preferably the reduced dimension is as small as possible, and in the reduced subspace the data features can be modeled with maximal discriminative power. LDA has found many important applications, for example, in pattern recognition [10] , [24] , [36] , face recognition [25] , [32] , text classification [38] , information retrieval [30] , [34] , and microarray data analysis [20] , [21] . A major disadvantage of the classical LDA is that the so-called total scatter matrix must be nonsingular. But, in many applications such as those mentioned above, the total scatter matrix is singular since usually the number of the data samples is smaller than the data dimension. This is known as the undersampled problem [36] , also commonly called the small sample size problem. As a result, the classical LDA cannot be applied directly to undersampled problems. To apply LDA to undersampled problems, many extensions of the classical LDA have been proposed recently. These extensions include uncorrelated LDA (ULDA) [13] , [15] , [25] , [26] , orthogonal LDA (OLDA) [13] , the regularized LDA [17] , [37] , null space-based LDA (NLDA) [22] , [28] , GSVD-based LDA (LDA/GSVD) [14] , [16] , [18] , Bayes optimal LDA [5] , and least squares LDA [9] . However, all these extended LDA compute the optimal linear transformations by computing some eigendecompositions/singular value decompositions (SVD), which are computationally expensive. Hence, it is important to develop new and fast algorithms for these extended LDA; preferably the new algorithms are eigendecomposition-free and SVD-free.
ULDA has been studied in [13] , [15] , [25] , [26] , and its effectiveness has been demonstrated by many numerical experiments. The feature vectors transformed by ULDA are mutually uncorrelated. This is highly desirable for feature extraction in many applications in order to contain minimum redundancy. The optimal transformation of ULDA in [13] is a solution of an optimization problem. However, this optimization problem has so many different solutions. It is not clear yet how a particular solution should be selected as the optimal transformation of ULDA in [13] . It is necessary to find a mathematical criterion for selecting a particular solution from all solutions of the related optimization problem as the optimal transformation of ULDA.
In this paper we focus on the ULDA for the undersampled problems. The main contributions of the present work include the following:
(i) All solutions of the optimization problem used for establishing the ULDA are parameterized explicitly. (ii) The optimal solutions among all solutions of the corresponding optimization problem are characterized in terms of both the ratio of between-class distance to within-class distance and the maximum likelihood classification; it has been proved that these optimal solutions are exactly the solutions of the corresponding optimization problem with minimum Frobenius norm, also exactly the solutions with minimum nuclear norm. Hence, these minimal solutions can be considered to be optimal candidates for the optimal transformations in ULDA. These properties provide a mathematical criterion for the selection of the optimal transformations in ULDA. (iii) Explicit necessary and sufficient conditions are provided to ensure that these minimal solutions lead to a larger ratio of between-class distance to within-class distance, thereby achieving larger discrimination in the reduced subspace than that in the original data space, and our numerical experiments show that these necessary and sufficient conditions hold true generally. Along with the above mathematical findings, a new and fast ULDA algorithm is also developed, which is eigendecomposition-free and SVD-free. Real-world data sets show that the new algorithm has improved performance over the fast ULDA algorithm in [7] . e ¼ ½ 1 · · · 1 T ∈ R n×1 ; e i ¼ ½ 1 · · · 1 T ∈ R n i ×1 ; i¼ 1; : : : ; k;
and denote the set of column indices that belong to the class i by N i . The centroid c ðiÞ and the global centroid are given by c ðiÞ ¼ 1 n i A i e i ; i¼ 1; : : : ; k;
and c ¼ 1 n Ae;
respectively. Then the between-class scatter matrix S b , the within-class scatter matrix S w , and the total scatter matrix S t are defined as
It is well known [18] 
ffiffiffiffiffi n k p ðc ðkÞ − cÞ ∈ R m×k ;
The scatter matrices S b , S w , and S t can be expressed as
and
TraceðS b Þ will have a large value, whereas when data within each class are located tightly around their own class centroid, TraceðS w Þ will have a small value. Hence, the cluster quality can be measured using TraceðS b Þ and TraceðS w Þ.
In the lower-dimensional space mapped upon using the linear transformation G T ∈ R l×m , the between-class, within-class, and total scatter matrices are of the forms
Ideally, the optimal transformation G T would maximize TraceðS L b Þ and minimize TraceðS L w Þ simultaneously and equivalently maximize TraceðS L b Þ and minimize TraceðS L t Þ simultaneously, which leads to the optimization in classical LDA for determining the optimal linear transformation G T , namely, the classical Fisher criterion:
In the classical LDA [36] , the above optimization problem is solved by computing all the eigenpairs
Thus, the solution G can be characterized explicitly through the eigendecomposition of the matrix S −1 t S b if S t is nonsingular. It is easy to know that rankðS b Þ ≤ k − 1, and so the reduced dimension by the classical LDA is at most k − 1.
The classical LDA does not work when S t is singular, which is the case for undersampled problems. To deal with the singularity of S t , several generalized optimization criteria for determining the transformation G have been proposed. In particular, the optimization criterion
is used for ULDA in [13] , [15] , [25] , [26] . ULDA was originally proposed in [25] for extracting feature vectors with uncorrelated attributes. The idea in [25] for computing the optimal discriminant vectors of ULDA is as follows: suppose r optimal discriminant vectors g 1 ; : : : ; g r are obtained; then the (r þ 1)th vector g rþ1 is obtained by maximizing the Fisher criterion function
subject to the constraints g T rþ1 S t g i ¼ 0; i¼ 1; : : : ; r:
As a result, the algorithm in [25] computes the jth discriminant vector g j of ULDA as the eigenvector corresponding to the maximum eigenvalue of the following generalized eigenvalue problem:
where UNCORRELATED LINEAR DISCRIMINANT ANALYSIS
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The feature vectors transformed by ULDA are mutually uncorrelated. This is desirable for feature extraction in many applications in order to reduce data redundancy. The main limitations of the algorithm above for ULDA are that it is computationally very expensive for large and high-dimensional data sets, and it is not applicable to undersampled problems.
It was later shown in [13] , [15] , [26] that classical LDA is equivalent to ULDA in the sense that both classical LDA and ULDA produce the same transformation matrix when the total scatter matrix S t is nonsingular. The ULDA in [25] was also generalized in [13] , [15] for undersampled problems based on simultaneous diagonalization of scatter matrices. Let the SVD of H t be given by
where U and V are orthogonal and Σ ¼ ½ Σ γ 0 0 0 with γ ¼ rankðH t Þ and Σ γ being diagonal. Then
thus,
where P and Q are orthogonal,
Then we have The above analysis yields that the matrix X½ I q 0 , i.e., the first q columns of X, is a solution to the optimization problem (3), giving rise to the following ULDA algorithm [13] .
ALGORITHM 1 (ULDA [13] ). Input: data matrix A, class number k;
Output: transformation matrix G 1. Form matrices H b , H t ; 2. Compute the reduced SVD of H t without forming V explicitly to get
A fast ULDA algorithm is given in [7] . The following is its pseudocode.
ALGORITHM 2 (FAST ULDA [7] ). Input: data matrix A. output: transformation matrix G. Many numerical experiments in [7] , [13] , [15] , [25] , [26] have shown that Algorithms 1 and 2 are powerful for data dimensionality reduction. However, Algorithms 1 and 2 have implicitly chosen without any theoretical basis a particular solution from so many different solutions of the optimization problem (3) as the optimal transformation of ULDA. In the next section, we will study the properties of the set of all solutions to the optimization problem (3), with an aim to provide a theoretical justification for selecting the optimal transformation for ULDA among all possible solutions of (3).
Compute the economic QR factorization of A as
3. New results. In this section we will first derive an explicit characterization of all solutions (in Theorem 4) to the optimization problem (3) . As a result, we can explore optimal solutions with further properties (in Theorems 5, 7, and 8) among the set of all solutions to the optimization problem (3) . Denote
The scatter matrices S t , S b , and S w can be written as UNCORRELATED LINEAR DISCRIMINANT ANALYSIS
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Note that
are orthogonal projections in R n . Let R t , R b , and R w be the range spaces of the above orthogonal projections, respectively. It can be shown that
We now devise an orthogonal basis in R n containing partitions that span the subspaces R b and R w . Define Householder transformations
Matrices W and W i ði ¼ 1; : : : ; kÞ are orthogonal satisfying Let P be the permutation matrix obtained by exchanging the ð P i−1 j¼1 n j þ 1Þth column of I n and the ith column (for i ¼ 2; : : : ; k), but otherwise leaving the order of the remaining columns unchanged. It can be verified by a straightforward calculation that 
The following lemma is a direct consequence of (4), (5) , and (6). where A 1 ∈ R m×1 , A 2 ∈ R m×ðk−1Þ , and A 3 ∈ R m×ðn−kÞ . Then
is orthogonal, and thus
Hence, we have UNCORRELATED LINEAR DISCRIMINANT ANALYSIS
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which gives that
holdsÞ:
The following result can be found in [13] . LEMMA 3 (see [13] ).
where U 1 ∈ R m×n is column orthogonal and R ∈ R n×n . Denote
where
Let the economic QR factorization of ½ R 2 R 3 with column pivoting be
where P 1 ∈ R γ×ðn−1Þ is row orthogonal and Δ ∈ R γ×γ is lower triangular. Denote 
Finally, let the economic QR factorization of P 11 with column pivoting be
where V 1 ∈ R γ×q is column orthogonal, Π 11 ∈ R q×ðk−1Þ , and rankðΠ 11 Þ ¼ q. Then all solutions G ∈ R m×l of the optimization problem (3) are parameterized by
where Z ∈ R l×l is any orthogonal matrix, N 1 ∈ R γ×ðl−qÞ is any column orthogonal matrix satisfying N T
In the following we prove Theorem 4 by four arguments, outlined as follows before the full details are given:
• First it is shown in Argument 1 that H can be used to diagonalize scatter matrices S t , S b , and S w ; that is, ;
• Then it is shown in Argument 2 that
• Next it is shown in Argument 3 using (15) and (16) that G is a solution of the optimization problem (3) if and only if 
• Finally it is shown in Argument 1 using (17) that G is a solution of the optimization problem (3) if and only if G is of the form (14).
Consequently, we get 
Note that P 1 is row orthogonal. This yields that
which together with Lemma 1 gives (15), and thus q ¼ rankðΠ 11 
we obtain
i.e., (16) holds true. Argument 3. For any G ∈ R m×l , denote
It is obvious that
We have using (16) and (18) 
Hence, we have that G ∈ R m×l is a solution of the optimization problem (1) if and only if q ≤ l ≤ γ; 
where Z ∈ R q×q is any orthogonal matrix and N ∈ R m×q is any matrix satisfying N T U 1 Q 1 ¼ 0.
(ii) For any solution G in the form (20) of the optimization problem (3),
if and only if
which, with the notation in Theorem 4, is equivalent to ffiffi ffi q p kΔV 1 Π 11 k F ≤ kΔk F kΠ 11 k F :
Proof. For any solution G ∈ R m×l of the optimization problem (3), Theorem 4 gives that
and further if l ¼ q, then G is of the form (20) . Hence, Theorem 5 follows. ▯ It should be pointed out that Theorem 5 holds only for optimization problem (3) but does not hold for the optimization problems, for example, for OLDA [13] and NLDA [22] , [28] .
Clearly, Theorem 5 provides explicit necessary and sufficient conditions to ensure that these minimal solutions lead to a larger ratio of between-class distance to within-class distance, thereby achieving larger discrimination in the reduced subspace than that in the original data space.
Noting that
we have the following result by using Theorem 5. COROLLARY 6. If
or, equivalently, ffiffi ffi q p kΔk 2 ≤ kΔk F ; then (21) holds true.
It is well known that one important property of the classical LDA is that it is equivalent to maximum likelihood classification, assuming normal distribution for each data class with the common covariance matrix. We will next derive a necessary and sufficient condition under which this property also holds true for the ULDA on undersampled problems. Classification in classical LDA based on the maximum likelihood estimation is based on the Mahalanobis distance as follows: a test data h is classified as class j if
For the undersampled problem, it has been shown in [13] that for the G in Algorithm 1 the following holds for any test data h ∈ R m :
The result below is a stronger one which establishes a necessary and sufficient condition, ensuring (24) holds a true for a solution of the optimization problem (3). THEOREM 7. With the notation in Theorem 4, let G ∈ R m×l be a solution of the optimization problem (3). Then (24) holds for any test data h ∈ R m if and only if
We have from Theorem 4 and its proof that q ≤ l ≤ γ;
G 2 ∈ R ðγ−qÞ×l and Z ∈ R l×l are any column orthogonal matrix and orthogonal matrix, respectively, ½ G 31
and for j ¼ 1; : : : ; k, 8 > > > > > > > < > > > > > > > :
Sufficiency. Let (25) hold. Then ½ G 31 G 41 ¼ 0, and for any test data h ∈ R m and for j ¼ 1; : : : ; k, > > > > > > > > > > > < > > > > > > > > > > > :
the above equalities together with (27) give that (24) holds for any test data h ∈ R m . Necessity. Note that (24) holds for any test data h ∈ R m , so it also holds true for any test data h of the form
For such h, it holds that
and arg min j kG T ðh − c ðjÞ Þk 2 2 ¼ arg min
Hence, we obtain by using (24) that
where Z is orthogonal, and N 1 ¼ V 2 G 2 is column orthogonal and satisfies that
Note that any solution G of the optimization problem (3) is of the form (26); thus, 
where k · k F and k · k ⋆ denote the Frobenius norm and nuclear norm, respectively. It is easy to see that the first inequality in (30) becomes an equality if and only if
G 42 ¼ 0, and the second one becomes an equality if and only if Δ −T V 2 G 2 vanishes (i.e., l ¼ q) since Δ −T V 2 G 2 is of full column rank if l > q. Therefore, the following result is a direct consequence of Theorems 5 and 7. THEOREM 8. With the notation in Theorem 4, let G be a solution of the optimization problem (3). Then the following four statements are equivalent:
(i) Equations (19) and (24) hold simultaneously for any test data h ∈ R m . (ii)
(iii) G is a solution of the optimization problem (3) with minimum Frobenius norm;
i.e., G ¼ arg minfkG l k F : G l is a solution of the optimization problem ð3Þg.
(iv) G is a solution of the optimization problem (3) with minimum nuclear norm; 1 i.e., G ¼ arg minfkG l k ⋆ : G l is a solution of the optimization problem ð3Þg:
We now summarize the main findings in this section. Theorem 3 provides a characterization of all optimal solutions to the ULDA problem (3) . Further properties of the optimal solutions are then explored in Theorems 5, 7, and 8. Theorem 5 shows that all optimal solutions to problem (3) that maximize the ratio of between-class distance to within-class distance are characterized by (20) . Theorem 7 shows that all optimal solutions to problem (3) that solve the maximum likelihood classification problem in classical LDA are characterized by (25) . Taking the intersection of the above two sets of solutions, i.e., satisfying both (20) and (25) , yields (31) which characterizes all optimal solutions to (3) that have both properties of the optimal ratio of between-class distance to within-class distance as well as maximum likelihood classification. Moreover, Theorem 8 shows that the solutions characterized by (31) are exactly those solutions of the optimization problem (3) with minimal Frobenius and/or nuclear norm.
We further note that it is natural to pick the minimum-norm transformation G among all possible solutions to (3) , and this is the current practice, perhaps because there is no better reason for other choices of G. With the above remarks, the significance of our results is that we have now provided a good justification for preferring the minimum-norm transformation over other possible solutions. 1 For any matrix, its nuclear norm is defined as the sum of all its singular values. Output: transformation matrix G 1. Compute economic QR factorization (1); 2. Compute R 2 and R 3 by (10); 3. Compute the economic QR factorization (1) with column pivoting and then compute the economic QR factorization (1); 4. Compute the economic QR factorization (13) with column pivoting; 5. Solve the upper triangular linear system of equations Δ T Y 1 ¼ V 1 and then
Obviously, Algorithm 3 is eigendecomposition-free and SVD-free and can be carried out by means of four economic QR factorization with/without pivoting.
In the following we perform extensive experimental studies to evaluate and demonstrate the efficiency of our Algorithm 3. We perform a detailed comparison of Algorithms 1, 2, and 3 in terms of the classification accuracy and the computational time.
First, we estimate the computational complexities of Algorithms 1, 2, and 3 in Table 1 , in which
We consider only the undersampled case, that is, m > n. Table 1 implies that the computational complexities of Algorithms 2 and 3 are much lower than that of Algorithm 1. It can also be seen that Algorithm 3 has a lower computational complexity than Algorithm 2. Remark 1. In Table 1 , the following computational costs for QR factorization and SVD are used [31] :
Computational complexity for QR factorization of Θ ∈ R m×n with m ≥ n. Full QR factorization: 4m 2 n þ 2 3 n 3 − 2mn 2 ; Economic QR factorization: 4mn 2 − 4 3 n 3 ; Full QR factorization with column pivoting: ð4m 2 n − 4mn 2 þ 4 3 n 3 Þ þ ð4mnp− 2p 2 ðm þ nÞ þ 4 3 p 3 Þ; p ¼ rankðΘÞ; Economic QR factorization with column pivoting:
Σ: 4mn 2 − 4 3 n 3 ; Σ, V : 4mn 2 þ 8n 3 ; U , Σ: 4m 2 n − 8mn 2 ; U 1 , Σ: 14mn 2 − 2n 3 . U , Σ, V : 4m 2 n þ 8mn 2 þ 9n 3 ; U 1 , Σ, V : 14mn 2 þ 8n 3 . In this subsection we experiment on four face databases, the ORL face database, AR face database, FERET face database, and Palmprint database, to demonstrate the efficiency of Algorithm 3. These face databases are described as follows.
The ORL face database is available at http://www.cl.cam.ac.uk/research/dtg/ attarchive/facedatabase.html. This database consists of 400 different images, 10 for each of 40 distinct subjects. All of the images in the ORL face database were resized to 32 × 32 pixels.
The AR face database is available at http://www2.ece.ohio-state.edu/~aleix/ ARdatabase.html. A subset of the AR database was used in our experiment. This subset includes 1680 color images corresponding to 120 persons' faces (70 men and 50 women). Images feature frontal view faces with different facial expressions, illumination conditions, and occlusions (sunglasses and scarf). The pictures of 120 individuals (65 men and 55 women) were taken in two sessions; 28 face images (each session containing 14) of these 120 individuals were used in our experiment. The face portion of each image was manually cropped and then resized to 50 × 40 pixels.
The FERET face database is available at http://www.itl.nist.gov/iad/humanid/ feret/feret_master.html. This database has become a standard database for testing the state-of-the-art face recognition algorithms. A subset of the FERET database was used in our experiment. This subset includes 1000 images of 200 individuals (each one has 5 images). It is composed of the images whose names are marked with twocharacter strings: "ba", "bj", "bk", "be", and "bf". This subset involves variations in facial expression, illumination, and pose. In our experiment, the facial portion of each original image was automatically cropped based on the locations of eyes and mouths, and the cropped images were resized to 80 × 80 pixels and further preprocessed by histogram equalization.
The Palmprint database is available at http://www4.comp.polyu.edu.hk/ biometrics/. This database contains 100 different palms. Six samples from each of these palms were collected in two sessions, where three samples were captured in each session. All images from the Palmprint database were compressed to 64 × 64 pixels. The computational complexity of Algorithm 1.
Step 1: OðmnÞ,
Step 4: 2mγq.
The computational complexity of Algorithm 2.
Steps 1 and 2:
The computational complexity of Algorithm 3.
Steps 1 and 2: 4mn 2 − 4 3 n 3 þ Oðn 2 Þ. Table 2 summarizes the data structures in our experiments. For all data sets above, we performed our study by repeated random splitting into training and test sets using the following algorithm: within each class, we randomly reordered the data and then for each class with size n i , the first d0.5n i e data were used as the training data and the others were used as test data, whereby d·e is the ceiling function. The splitting was repeated 10 times.
The experiments were conducted by using the Osprey workstation cluster with 8GB RAM located at the Center for Computational Science and Engineering, National University of Singapore.
We compare the classification accuracies (%) and the ratio of between-class distance to within-class distance of Algorithms 1, 2, and 3, and in the original data space, respectively, in Tables 3 and 4 . We also compare the CPU time of Algorithms 1, 2, and 3 in Table 5 . The standard deviations of classification accuracies are given in brackets in Table 3 .
In the following experiments, we consider different solutions of the optimization problem (3) as the optimal transformations of ULDA and then compare their classification performances: 
, the output G of Algorithm 3;
• Let l ¼ q þ 3i, with i ¼ 0; 1; : : : ; 10, recover V 2 from the QR factorization of V 1 ; then take
where X ¼ randðγ − q; l − qÞ; ½G 2 ; R ¼ qrðX; 0Þ:
Note that for any
which means that N 2 does not contain any useful discriminant information. Hence, to remove redundancy as far as possible, G in (32) does not contain such N 2 . Tables 6 and 7 record the average 1-NN classification accuracies achieved and the ratio of between-class distance to within-class distance in the reduced space by different G with different l above over the 10 experiments. The standard deviations of classification accuracies are given in brackets in Table 6 .
It is clear from Tables 3-7 that the following hold:
• Algorithms 1, 2, and 3 achieve similar classification accuracies. This is consistent with the fact that the transformation G produced by Algorithms 1, 2, and 3 are theoretically equivalent (since it holds that q ¼ k − 1 for 4 data sets AR, ORL, FERET, and Palmprint). • Algorithms 2 and 3 are much faster than Algorithm 1, and Algorithm 3 is faster than Algorithm 2. • For 4 data sets AR, ORL, FERET, and Palmprint, it has been verified that rankð½ A 2 A 3 Þ ¼ rankðA 2 Þ þ rankðA 3 Þ; i:e:;
Consequently, we have from the proof of Theorem 5 that Table 4 and the second row of Table 7 .
It should be pointed out that the equality rankð½ A 2 A 3 Þ ¼ rankðA 2 Þ þ rankðA 3 Þ holds true for almost all A 2 and A 3 with appropriate sizes, so the condition (33) holds for almost all data sets. It is also worthy to note that condition (22) holds true in all our experiments. This gives that the optimal transformation G produced by Algorithm 3 yields a larger ratio of between-class distance to within-class distance, thereby achieving larger discrimination in the reduced subspace than that in the original data space. TABLE 7 The average ratio of between-class distance to within-class distance in the reduced space for different G with different l.
ORL
AR FERET Palmprint • Although the transformation G with the largest ratio of between-class distance to within-class distance does not always achieve the best classification accuracy, it always achieves at least comparable classification accuracy, and usually the transformation G with a relatively small ratio of between-class distance to within-class distance yields relatively low classification accuracy. Hence, our numerical experiments confirm the well-known fact that the ratio of betweenclass distance to within-class distance is a very important measure for data cluster quality. • The minimal solution G ¼ U 1 Q 1 Δ −T V 1 always achieves comparative classification accuracy compared with other solutions G in the form (32) . Hence, it is reasonable to select it as the optimal transformation of the ULDA.
Conclusions.
In this paper, all solutions to the optimization problem (3) for establishing ULDA have been characterized explicitly. With such a characterization, all optimal solutions to problem (3) that further maximize the ratio of between-class distance to within-class distance and also solve the maximum likelihood classification problem have been obtained. It turns out that these optimal solutions are exactly the solutions of the optimization problem (3) with minimum Frobenius norm and/or nuclear norm. Hence, it is natural to pick such a minimum-norm transformation G among all possible solutions to optimization problem (3) to be the transformation in ULDA. These properties provide a good mathematical justification for preferring the minimum-norm transformation over other possible solutions as the optimal transformation in ULDA. The explicit characterization of all solutions of the optimization problem (3) has led to Algorithm 3-a new and fast ULDA algorithm. Algorithm 3 is eigendecomposition-free and SVD-free, and its effectiveness has been demonstrated by some real-world data sets.
