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Deep Distributional Time Series Models and the
Probabilistic Forecasting of Intraday Electricity Prices
Abstract
Recurrent neural networks (RNNs) with rich feature vectors of past values can provide ac-
curate point forecasts for series that exhibit complex serial dependence. We propose two
approaches to constructing deep time series probabilistic models based on a variant of RNN
called an echo state network (ESN). The first is where the output layer of the ESN has
stochastic disturbances and a shrinkage prior for additional regularization. The second
approach employs the implicit copula of an ESN with Gaussian disturbances, which is a
deep copula process on the feature space. Combining this copula with a non-parametrically
estimated marginal distribution produces a deep distributional time series model. The re-
sulting probabilistic forecasts are deep functions of the feature vector and also marginally
calibrated. In both approaches, Bayesian Markov chain Monte Carlo methods are used to
estimate the models and compute forecasts. The proposed deep time series models are suit-
able for the complex task of forecasting intraday electricity prices. Using data from the
Australian National Electricity Market, we show that our models provide accurate proba-
bilistic price forecasts. Moreover, the models provide a flexible framework for incorporating
probabilistic forecasts of electricity demand as additional features. We demonstrate that
doing so in the deep distributional time series model in particular, increases price forecast
accuracy substantially.
Keywords: Copula, Density forecasts, Distributional time series, Echo state network, Elec-
tricity price forecasting, Marginal calibration, Markov chain Monte Carlo, Recurrent neural
network.
1 Introduction
Deep models with rich feature vectors are often very effective in problems which require
accurate forecasts (Goodfellow et al., 2016). These include financial applications, such as
predicting equity risk premiums and returns (Feng et al., 2018, Gu et al., 2020b,a) and bond
returns (Bianchi et al., 2020). Another financial application where deep models have high
potential is the forecasting of intraday electricity prices. Electricity prices exhibit a strong
and highly complex nonlinear serial dependence, quite unlike security prices, and account-
ing for this is key to obtaining accurate forecasts (Nowotarski and Weron, 2018, Manner
et al., 2019). Shallow neural networks (NNs) (Amjady, 2006, Mandal et al., 2007), and more
recently deep neural networks (DNNs) (Lago et al., 2018, Ugurlu et al., 2018), have been
shown to capture these nonlinearities well and produce accurate point forecasts. However,
it is the accurate forecasting of the entire distribution of prices—variously called probabilis-
tic, density or distributional forecasting—that is important for both market operators and
participants. Yet, to date, probabilistic forecasts of electricity prices using NNs and DNNs
are rare and rudimentary. In this paper, we propose a number of time series probabilistic
forecasting models that exploit and extend state-of-the-art deep models, and apply them to
data from the Australian market.
Day-ahead wholesale electricity markets operate throughout the world, including in the
U.S. and Europe. In these markets, generators and distributors bid for sale and purchase of
electricity at an intraday resolution in an auction one day prior to transmission. The auction
clearing price is widely called the electricity spot price; see Kirschen and Strbac (2018) for
an introduction to such markets. Accurate price forecasts at an intraday resolution, one or
more days ahead, are central to both the efficient operation of the market and profitability
of participants. Particularly important are probabilistic forecasts of price, not just the
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mean, variance or other moments. This is because overall profitability of market participants
is strongly affected by prices in the upper and lower tails, which are very heavy in most
wholesale markets.
Recurrent neural networks (RNNs) are DNNs tailored to capture temporal dynamic be-
havior, and are suitable for forecasting nonlinear time series (Goodfellow et al., 2016, Ch.10).
However, RNNs typically have a very large number of hidden weights and are difficult to train
and tune. Therefore, we use a variant of RNNs called echo state networks (ESNs) (Jaeger,
2007, Lukosˇevicˇius and Jaeger, 2009), that are flexible and employ a form of regularization
that makes them scalable to long series and computationally stable. We build statistical time
series models based on ESNs using two approaches. The first extends that of Chatzis and
Demiris (2011), Soh and Demiris (2014), McDermott and Wikle (2017) and McDermott and
Wikle (2019), who use ESNs within parametric statistical models, where the output layer
coefficients of the hidden state vector are estimated using Bayesian methods. In our work
we include a Bayesian shrinkage prior for the output layer coefficients to provide additional
regularization, along with three different additive error distributions for the output layer:
Gaussian, skew-normal and skew-t.
Our second approach is the main methodological contribution of the paper. It uses the
implicit copula of the time series vector from a Gaussian probabilistic ESN of the type de-
scribed above. By an “implicit copula” we mean the copula that is implicit in a multivariate
distribution and that is obtained by inverting the usual expression of Sklar’s theorem as
in Nelsen (2006, Sec. 3.1). This implicit copula is both a deep function of the feature vector,
and also a “copula process” (Wilson and Ghahramani, 2010) with the same dimension as the
time series vector. We combine our proposed copula with a non-parametrically estimated
marginal distribution for electricity prices, producing a time series model where the copula
captures the complex serial dependence in the series. An accurate estimate of the marginal
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distribution ensures “marginal calibration”, which is where the long run average of the pre-
dictive distributions of the time series variable matches its observed margin (Gneiting et al.,
2007, Gneiting and Katzfuss, 2014). Importantly, the entire predictive distribution from the
copula model is a deep function of the feature vector. We note that our copula model extends
the deep distributional regression methodology of Klein et al. (2020) to deep distributional
time series and ESNs.
In both our approaches to building deep time series models, the feature vector includes
a rich array of past series values and possibly other variables. To regularize these, ESNs use
sparse and randomly assigned fixed weights for the hidden layers of the deep neural network.
For each of K random configurations of weights, Markov chain Monte Carlo (MCMC) is
used to estimate the statistical model parameters and to compute Bayesian predictive distri-
butions. The probabilistic forecasts are then ensembles of these predictive distributions over
the K configurations of weights. We show in our empirical work that this ensemble provides
for accurate uncertainty quantification.
We use our deep time series models to forecast intraday electricity prices in the Aus-
tralian National Electricity Market (NEM). The NEM is an effective choice because it was
one of the earliest established wholesale electricity markets (in December 1998), provides
publicly available data, and has a design that is typical of many other day-ahead markets.
It has five regional price series for which forecasting has been much studied; see Ignatieva
and Tru¨ck (2016), Smith and Shively (2018), Manner et al. (2019) and Han et al. (2020)
for overviews. Using a feature vector with lagged prices from all five regions, we compute
predictions at the hourly resolution for a 24 hour horizon over a six month validation period.
Serinaldi (2011), Gianfreda and Bunn (2018) and Narajewski and Ziel (2020) show the ‘gen-
eralized additive models for location, scale and shape’ (GAMLSS) distributional regression
methodology of Rigby and Stasinopoulos (2005) applied to time series allows for the accurate
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modeling and forecasting of electricity prices, and we employ this method as a benchmark.
Using a range of contemporary metrics, both the deep copula model and the probabilistic
ESN with skew-t errors produce more accurate point and probabilistic forecasts than ESNs
with either Gaussian or skew-normal distributions, as well as the GAMLSS benchmark. The
deep copula model is the most accurate at a 24 hour ahead horizon (which is key for oper-
ations in the NEM), in both tails, and its forecasts have superior coverage. Thus, marginal
calibration also improves calibration of the (conditional) predictive distributions, which is a
type of calibration discussed in Gneiting et al. (2007).
Participants in the NEM are provided with high quality intraday probabilistic forecasts
of electricity demand by the system operator. Recent studies (Ziel and Steinert, 2016, Shah
and Lisi, 2020) suggest that incorporating accurate demand forecasts may further improve
time series forecasts of price. An advantage of the deep time series models is that additional
predictors are easily included in a highly flexible fashion as extra elements in the feature
vector. We do so here using three quantiles of the 24 hour ahead demand forecasts, and
find that their inclusion greatly increases both point and probabilistic 24 hour ahead price
forecasts during a nine month evaluation period in 2019. However, the improvement is
greatest for the copula model, which is the most accurate forecasting model overall. This is
because the demand forecasts provide strong information on the shape of the price density
forecast, which is best captured through the deep copula process.
The paper is organized as follows. Section 2 provides an overview of electricity markets
and the price forecasting literature, with a focus on the Australian case. Section 3 dis-
cusses ESNs, the probabilistic time series models with additive disturbances, and Bayesian
methods for their estimation and prediction. Section 4 outlines the implicit copula and the
proposed deep distributional time series model. Section 5 compares the deep time series and
benchmark model forecasts, Section 6 considers the inclusion of additional demand forecast
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data as inputs, and Section 7 concludes. The Appendices provide key algorithms, while the
Online Appendix provides computational details and empirical results.
2 Electricity Markets, Price Forecasting and Data
2.1 Wholesale markets
Wholesale electricity markets include the European Power Exchange, mutiple regional mar-
kets in the U.S. (such as the PJM interconnection and the Southwest Power Pool), and
national markets in many countries including Australia, Chile and Turkey. While the de-
signs of these markets differ, they are largely “day-ahead” markets where generators and
distributors place bids for the sale and purchase of electricity at an intraday resolution up
to one day prior to transmission (or “dispatch”). The market is cleared at a wholesale spot
price that reflects the marginal cost of supply at each intraday period. Prices may also vary
at different geographic reference nodes, creating multiple related price series. Markets are
overseen by independent system operators, which match generation with short-term demand
forecasts, impose constraints to ensure system stability (i.e. avoid load-shedding or black-
outs), and enforce any price caps; see Kirschen and Strbac (2018) and Schmalensee (2019)
for overviews of wholesale markets.
Central to the operation of these markets is the intraday electricity spot price. For mar-
ket participants (generally utilities, although also including third parties in some markets)
accurate short-term forecasts of the electricity price are key to profitability. Because elec-
tricity is a flow commodity with a high cost of storage, arbitrage opportunities are limited in
wholesale markets. This fact, along with the complexities of transmission and that short-run
demand is almost perfectly inelastic with respect to price, means that electricity prices ex-
hibit unique stylized characteristics; see Knittel and Roberts (2005), Karakatsani and Bunn
(2008), Panagiotelis and Smith (2008) and Weron (2014) for summaries of these. From a
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time series perspective, this includes strong and highly complex nonlinear serial dependence,
while from a distributional perspective prices have very heavy tails, extreme skew and of-
ten multiple modes that correspond to different regimes (Janczura and Weron, 2010) and
economic equilibria (Smith and Shively, 2018) .
2.2 Electricity price forecasting literature
A wide variety of methods have been developed for short-term forecasting of electricity spot
prices; see Weron (2014) and Nowotarski and Weron (2018) for recent overviews of point and
probabilistic forecasting methods, respectively. In the machine learning literature, shallow
neural networks (NNs) have been particularly popular for forecasting electricity prices; for
examples, see Amjady (2006), Mandal et al. (2007) and Chen et al. (2012). However, because
of the complex and nonlinear nature of the serial dependence in prices, deep neural networks
(DNNs) have the potential to produce more accurate forecasts. For example, Lago et al.
(2018) and Ugurlu et al. (2018) both found that DNNs—particularly RNN models which are
tailored for time-dependent problems—provide more accurate point forecasts than a range
of statistical and machine learning benchmark models. However, most previous usages of
shallow and deep NNs have focused on point forecasts of prices, and in a few cases also
quantify predictive uncertainty using bootstrap or other Monte Carlo methods (Rafiei et al.,
2016, Khosravi et al., 2013).
In contrast, a number of other methods have been used to construct probabilistic forecasts
(Misiorek et al., 2006, Panagiotelis and Smith, 2008, Huurman et al., 2012, Bunn et al., 2016).
One particularly promising avenue is to extend distributional regression methods (which link
covariates to all other aspects of a distribution) to time series forecasting. For example,
Gianfreda and Bunn (2018) and Narajewski and Ziel (2020) do so for German electricity
prices using exogenous covariates, and Serinaldi (2011) does so for Californian and Italian
electricity prices using transformations of historical prices and other variables. These papers
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report more accurate probabilistic forecasts. In Section 4 we develop a copula-based model
that exploits the accuracy exhibited by deep models within such a distributional time series
forecasting setting, thereby combining the advantages of both approaches.
Copulas have become increasingly popular in time series models of electricity price data
because they can capture complex nonlinear dependence, while also allowing for highly flexi-
ble margins. Smith et al. (2012), Ignatieva and Tru¨ck (2016), Manner et al. (2016), Pircalabu
and Benth (2017), Christensen et al. (2019) and Manner et al. (2019) use low-dimensional
copulas to capture cross-sectional dependence between regional prices, price spikes, spreads
and other energy series in interconnected power systems, while Smith and Shively (2018)
use high-dimensional copulas to capture both serial and cross-sectional dependence jointly
for multiple regional prices. However, these studies employ either elliptical or vine copulas,
which are very different to the novel copula process proposed here.
2.3 Australian electricity price data
Electricity generation in the NEM is an important component of economic activity, with
19.4bn Australian dollars of turnover during the 2018-2019 financial year (Australian Energy
Regulator, 2019), comprising just over 1% of Australian GDP. Day-to-day operations in
the NEM are managed by the Australian Electricity Market Operator (AEMO), and since
April 2006 it has had five regions which correspond to the power systems in the states of
New South Wales (NSW), Queensland (QLD), Victoria (VIC), South Australia (SA) and
Tasmania (TAS). Separate prices are set at a central location (or “node”) in each region,
although they are dependent because the state-based power systems are interconnected by
high voltage direct current lines.
Participating utilities place bids for the purchase (by distributors) and sale (by genera-
tors) of electricity at five minute intervals one day prior to dispatch. The price is the average
of clearing prices for this auction at six consecutive five minute periods, so that price is ob-
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served at a half-hourly resolution. Re-bidding of prices is allowed before dispatch, although
not the amount of energy; see Ignatieva and Tru¨ck (2016), Smith and Shively (2018) Manner
et al. (2019) and Han et al. (2020) for recent overviews of the NEM and characteristics of its
spot prices. Price forecasting in the NEM has been studied extensively, with contributions
by Higgs and Worthington (2008), Panagiotelis and Smith (2008), Higgs (2009), Chen et al.
(2012), Nowotarski et al. (2013), Janczura et al. (2013), Ignatieva and Tru¨ck (2016), Rafiei
et al. (2016), Smith and Shively (2018), Apergis et al. (2019) and Manner et al. (2019) among
others. Short-term intraday forecasts over a horizon of 24 hours are crucial for participating
utilities to develop effective strategies for bidding, re-bidding and managing risk.
In our study, we employ intraday prices in the five regions (measured in Australian dollars
per MW/h), from 1 January 2014 to 31 December 2019. Prices can be negative for short
periods,1 although AEMO imposes a floor price of -$1,000. There is also a maximum price
that is adjusted annually on 1 July for inflation in generation costs, which is $13,100 (2013),
$13,500 (2014), $13,800 (2015), $14,000 (2016), $14,200 (2017), $14,500 (2018) and $14,700
(2019).
Figure 1 plots prices in NSW (on the logarithmic scale) in four weeks during each of the
southern hemisphere seasons in 2018. The strong heterogeneity in prices based on the time
of day, day of the week and season are all readily apparent, as is heteroscedasticity. Table 1
summarizes hourly prices in the period 1 January 2014 to 30 June 2018, which we use in
Section 5 to calibrate our deep time series models. Prices have extreme positive skew, so that
we follow most previous studies and work with the logarithm of price Y = log(Price+1001).
The addition of 1001 accounts for the minimum price, at which Y = 0. It is straightforward
to construct density forecasts of the nominal price from those of Y using the Jacobian of
the transformation. Figure 2 plots histograms of the five series, along with adaptive kernel
1This occurs infrequently when it is more cost-effective for a generator to sell electricity into the market
at a loss, rather than incur the costs associated with ramping down generation.
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density estimates (KDEs) using the method of (Shimazaki and Shinomoto, 2010), revealing
that even the distribution of Y is both asymmetric and heavy-tailed for each series. Figure 3
gives boxplots of Y for NSW (which is the region with the most energy demand), broken
down by hour of the day, showing that the entire distribution varies substantially over the
day, not just the mean and variance. Equivalent plots for day of the week, and month of the
year, (see Online Appendix) also reveal similar heterogeneity in the distribution of prices.
3 Deep Time Series
RNNs represent complex dynamical or sequential relationships between variables by allow-
ing cycles and sequences in their hidden layers, and are effective in forecasting time series
with complex nonlinear serial dependence (Diaconescu, 2008). However, RNNs are typically
computationally expensive to estimate and can be numerically unstable for long time series
data (Pascanu et al., 2013), both of which are issues when forecasting intraday electricity
prices. To address this, a variant called Echo State Networks (ESNs) have been proposed
that minimize the number of weights that need to be trained (Jaeger, 2007). The key idea
of ESNs is to only adapt the output layer in training, while keeping the weights of recurrent
and input connections fixed yet randomly assigned. Such an approach is called a ‘reservoir
computing’ method (Lukosˇevicˇius and Jaeger, 2009), because it establishes a multiple linkage
hidden reservoir which can be of much higher dimension than the input, providing a lot of
flexibility at a reduced computational cost.
When applied to series with highly nonlinear dependence McDermott and Wikle (2017)
demonstrate that allowing the response equation to depend on the hidden states quadrati-
cally in an ESN can be effective, and we adopt this approach throughout. However, classical
ESNs and many of its extensions rarely consider either uncertainty quantification or cali-
bration of the data distribution, and in this paper we aim to do both. We first introduce
probabilistic ESNs that quantify uncertainty of the data distribution. The approach is ex-
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tended in Section 4 to allow for marginal calibration using the copula construction.
3.1 Gaussian probabilistic ESN
3.1.1 Specification
While most applications of ESNs do not quantify uncertainty, ensembles or bootstrap samples
with different random reservoir weights can be used to do so (Sheng et al., 2013, Yao et al.,
2013). In this paper, we adapt the ensemble quadratic ESN proposed for spatio-temporal
data by McDermott and Wikle (2017) as follows. Let {Yt} be a stochastic process, then the
ESN with Gaussian disturbances εt ∼ N (0, σ2) takes the following form for t ≥ 1:
Response Equation: Yt = h
′
tβ1 + (h
′
t)
◦2β2 + εt ,
Hidden State Equation: ht = (1− κ)ht−1 + κh˜t
h˜t = gh
(
δ
λV
V ht−1 + Uxt
)
.
(1)
Here, xt is an nx-dimensional feature vector (typically assumed to include a 1 for the intercept
term), ht is a nh-dimensional hidden state vector, ‘◦2’ denotes the Hadamard (i.e. element-
wise) square of a matrix, V, U are (nh × nh) and (nh × nx) matrices of hidden layer weights,
and gh is an activation function, set here to gh(x) = tanh(x). The parameter 0 < κ ≤ 1
and is known as the ‘leaking rate’. Similar to McDermott and Wikle (2017) we set κ = 1
after having checked that predictive performance is not improved by setting κ < 1, so that
h˜t = ht. In the time series context, the feature vector xt contains past values of both the
response and other series, which we specify in Section 5. The recursion in the hidden state
equation means that the response Yt is a nonlinear function not only of the feature vector
xt, but also of all previous values x1, . . . ,xt−1, so the stochastic process is not Markov.
The constant λV is the largest eigenvalue of V , and 0 < δ < 1 a scaling parameter,
so that (δ/λV )V has spectral radius less than one. A spectral radius greater than one
can result in unstable behaviour in the latent states (Lukosˇevicˇius and Jaeger, 2009). We
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follow McDermott and Wikle (2017) and set δ = 0.35 and nh = 120, although we found the
forecasting results to be insensitive to variations in these settings.
The elements of the matrices V = {vil}, U = {uij} are assumed to be random, and
distributed independently from mixtures of a uniform distribution and a point mass at zero.
If U(a, b) denotes a uniform distribution over domain (a, b), B(π) denotes a beta distribution
with mean π, and δ0 is the Dirac function at zero, then the elements
vil = γ
v
il;U(−av, av) + (1− γ
v
il)δ0 , γ
v
il ∼ B(πv)
uij = γ
u
ij U(−au, au) + (1− γ
u
ij)δ0 , γ
u
ij ∼ B(πu) . (2)
We follow McDermott and Wikle (2017) and set av = au = πv = πu = 0.1 after having
checked the predictive performance under alternative several settings.
Consider T time series observations Y = (Y1, . . . , YT )
′ of the stochastic process with
corresponding (T × nx) matrix of feature values X = [x1| · · · |xT ]
′. Denote ξ = {V, U, κ, δ},
Hξ(X) = [h1| · · · |hT ]′ as the (T×nh) matrix of hidden state values, Bξ(X) = [Hξ(X)|Hξ(X)◦2],
and β = (β′1,β
′
2)
′. Then for this time series, the response equation at (1) can be written as
the linear model
Y = Bξ(X)β + ε , ε = (ε1, . . . , εT )
′ ∼ N (0, σ2I). (3)
Given ξ, X and h0 = 0, the hidden state matrix Hξ(X) is known without error as the
hidden state vectors can be computed recursively. Only β and σ2 (which we refer to as
model parameters) require estimation, for which we use their Bayesian posterior distribution.
Differing from McDermott and Wikle (2017), we regularize β by adopting the shrinkage prior
β|τ 2 ∼ N (0, P (τ 2)−1) , σ2 ∼ IG(a, b) , (4)
where IG denotes an Inverse Gamma distribution. We found a ridge prior with P (τ 2) = τ 2I,
and hyper-prior τ 2 ∼ IG(a˜, b˜) with a = b = a˜ = b˜ = 0.001 to work well. The posterior of the
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model parameters ϑ = (β, σ2, τ 2) of this regularized linear model can be computed using
the standard and fast MCMC sampler at Algorithm 1 in Appendix A.
3.1.2 Probabilistic forecasts
Most implementations of ESNs only draw a single set of weights from (2). Here, we fol-
low Sheng et al. (2013), McDermott and Wikle (2017), and McDermott and Wikle (2019)
and simulate K = 100 matrices {V k, Uk ; k = 1, . . . , K} from (2). An ensemble is then used
to integrate over the distribution of U, V when constructing the probabilistic forecasts. If
ξk = {V k, Uk, κ, δ}, then the density forecast of YT+h at time T for each point h = 1, . . . , h1
in the forecast horizon is the ensemble
fT+h|T (yT+h) ≡
1
K
K∑
k=1
pk(yT+h|X,y) , (5)
where the subscript notation indicates fT+h|T is conditional on the filtration at time T .
The density pk in (5) is the Bayesian posterior predictive density computed for configu-
ration ξk as follows. Let X(t) ≡ [x1| · · · |xt]
′, then
pk(yT+h|X,y) =
∫ ∫
p(yT+h|X(T+h),ϑ)p(xT+2, . . . ,xT+h|ϑ, X,y)
p(ϑ|X,y)dxT+2 · · ·dxT+h dϑ , (6)
which is an integral over any unobserved feature values and the model parameter posterior.2
From (1), the first term in the integrand is the density of a N (h′T+hβ1 + (h
′
T+h)
◦2β2, σ
2)
distribution, where hT+h is computed through the recursion of the hidden state equation
(therefore hT+h is a deep function of x1, . . . ,xT+h). The outer integral in ϑ can be evaluated
by averaging over draws from the posterior p(ϑ|X,y) obtained from running the MCMC
sampler. However, plugging in the posterior mean E(ϑ|X,y) computed from the Monte
Carlo sample is much faster, yet can be almost as accurate, so we follow this approach.3
2It is implicit that all densities in the integrand of (6) are conditional on weight configuration ξk.
3Implementation requires running the MCMC sampler and computing the posterior mean a total of K
times, once for each hidden weight configuration ξ1, . . . , ξK .
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Thus, (6) is a mixture of Gaussians.
In our empirical work the feature vector xt comprises past values of both the focal price
series and the other four regional prices, so that x1, . . . ,xT+1 are observed at or before time
T . However, elements of xT+2, . . . ,xT+h are unobserved, and the integrals over these feature
vectors in (6) are with respect to their unobserved elements only. The integrals are computed
in a Monte Carlo manner by simulating all five series values sequentially from their predictive
distributions. Algorithm 2 in Appendix A simulates from the ensemble density (5) for all
five regional price series and over each time point in the forecast horizon.
3.2 Skew t probabilistic ESN
We extend (1) to employ the skew-t distribution of Azzalini and Capitanio (2003) for the
error εt with location fixed to zero. This has density
p(εt;ω
2, α, ν) =
2
ω
tν(εt/ω)Tν+1
(
αεt
ω
√
ν + 1
ν + x2εt
)
,
where tν and Tν are the student t density and distribution functions. The parameters ω
2, α, ν
are scale, skew and degrees of freedom parameters, respectively, and following Azzalini and
Capitanio (2003) we write εt ∼ ST (0, ω2, α, ν). When ν > 30 the density is effectively that
of the skew normal distribution of Azzalini and Dalla Valle (1996), whereas when α = 0 it
is the density of a t distribution. We consider fixed values of ν, and use the regularization
prior at (4) for β, so that the model parameters are {β, τ 2, ω2, α}
Bayesian estimation of the model parameters uses the conditionally Gaussian represen-
tation of the skew t given by Azzalini and Capitanio (2003). This introduces latent variables
ζt, wt, and expresses each disturbance conditional on these values as
εt = ψζt + ǫt , where
ǫt|wt ∼ N (0, σ
2/wt) , wt ∼ G
(ν
2
,
ν
2
)
, ζt|wt ∼ T N [0,∞) (0, 1/wt) ,
(7)
G denotes a Gamma distribution, T N [0,∞) is a Gaussian truncated to [0,∞), and {α, ω} are
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re-parameterized as {φ, σ} with ψ = ασ and σ2 = ω2 − ψ2. Integrating out ζt, wt recovers
the skew t distribution εt ∼ ST (0, ω2, α, ν).
We use the conjugate hyper-priors suggested by Fru¨hwirth-Schnatter and Pyne (2010),
where ψ ∼ N (0, D0), σ2 ∼ IG(c0, C0) and τ 2 ∼ IG(b0, B0), with constants D0 = 1,
c0 = 2.5, b0 = 1, B0 = 0.005, C0 = 0.5s
2
y and s
2
y denoting the sample variance of the
response Yt. Given ξ, the re-parameterized model parameters ϑ = {β, τ 2, ψ, σ2} are es-
timated using their Bayesian posterior computed using an MCMC sampler that generates
ζ = (ζ1, . . . , ζT )
′ and w = (w1, . . . , wT )
′, similar to those proposed by Panagiotelis and Smith
(2008) and Fru¨hwirth-Schnatter and Pyne (2010). As with the Gaussian probabilistic ESN,
prediction is based on Monte Carlo draws from the ensemble density at (5) produced using
a minor adjustment of Algorithm 2. Details for the estimation and prediction for the skew-t
probabilistic ESN are given in Appendix B.
4 Deep Distributional Time Series
While the deep time series models in Section 3 provide probabilistic forecasts they have two
drawbacks: (i) the feature vector only affects the mean of the response equation at (1), and
(ii) the density forecasts are not calibrated in any particular manner. In this section we
outline a copula model that is a deep distributional time series model, where the feature
vector affects the entire predictive distribution of the response variable and the probabilistic
forecasts are marginally calibrated.
4.1 Marginal calibration
Gneiting et al. (2007) discuss different forms of calibration of density forecasts, includ-
ing the idea of predictive marginal calibration, which is defined as follows. Assume that
for t = T + 1, . . . ,∞ a future observation of the stochastic process Yt has true distribu-
tion function Ht|T (y) and forecast distribution Ft|T (y), where the subscript notation indi-
cates that the distributions are conditional on the filtration at time T . Then, if H¯(y) ≡
14
limh1→∞
{
1
h1
∑h1
h=1HT+h|T (y)
}
and F¯ (y) ≡ limh1→∞
{
1
h1
∑h1
h=1 FT+h|T (y)
}
, the forecast dis-
tributions are called marginally calibrated if and only if F¯ (y) = H¯(y).
Gneiting et al. (2007) highlight that because Ht|T is unknown for t > T , marginal cali-
bration can be assessed when backtesting by comparing the empirical distribution function
over the forecast horizon to the average of the corresponding distributional forecasts. In a
study with a moving window (such as ours) and forecast origins T = Tstart, . . . , Tfinish, there
are a total of N = Tfinish − Tstart + 1 sets of forecasts. Averaging over these and the forecast
horizon of length h1, gives
Hˆ(y) =
1
Nh1
Tfinish∑
T=Tstart
T+h1∑
t=T+1
I(yt ≤ y) , and Fˆ (y) =
1
Nh1
Tfinish∑
T=Tstart
T+h1∑
t=T+1
Ft|T (y) , (8)
where I(X) is an indicator function equal to one if X is true, and zero otherwise. The closer
Fˆ is to Hˆ the greater evidence for predictive marginal calibration.
4.2 Copula model
Klein and Smith (2019) proposed a distributional regression method based on a new copula
process that is a function of the covariates. By using a copula decomposition, the margins of
the response variable can be fitted separately to ensure they are marginally calibrated. Klein
et al. (2020) extend this approach to the implicit copula of a deep distributional regression.
We now outline this approach, and show how it can be further extended to the ESN at (1)
to define a deep distributional time series model that achieves marginal calibration for a
stationary process.
While copulas are commonly used to model the joint distribution of a multivariate re-
sponse (e.g. see Pitt et al. (2006)), their usage here is very different. We employ a copula
process on the input space {xs} that captures the dependence between the response values
{Ys} of a strongly stationary process. We assume a copula model for the joint distribution
of Y(t) = (Y1, . . . , Yt)
′, conditional on X(t) = [x1| · · · |xt]
′ and weight configuration ξ, with
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the density decomposition
p(y(t)|X(t), ξ) = cESN(FY (y1), . . . , FY (yt)|X(t), ξ)
t∏
s=1
pY (ys) , for t ≥ 2 , (9)
where y(t) = (y1, . . . , yt)
′ and u(t) = (u1, . . . , ut)
′.
In copula modeling it is typical to select a parametric copula, and we propose one based
on the dependence structure of a ESN with t-dimensional copula density cESN(u(t)|X(t), ξ) as
specified in Section 4.3 below. The density pY and corresponding distribution function FY
in (9) are time invariant, and are estimated non-parametrically from the in-sample data in
our empirical work using the adaptive KDE of Shimazaki and Shinomoto (2010). A major
advantage is that this ensures marginal calibration using the in-sample data, which will
extend to predictive calibration whenever the series is (strongly) stationary.
We stress that even though in (9) the distribution Yt|xt is assumed marginally invariant
with respect to xt, the distribution Y(t)|X(t) is still related to the matrix of feature vector
values X(t) though the joint distribution. A consequence is that for t > T the predictive
density of Yt can be heavily dependent on the feature vector xt, as discussed in Section 4.5.
4.3 Specification of the deep copula process
The key ingredient in our model at (9) is the copula process with density cESN, for which
we employ an “implicit copula.” Every multivariate continuous distribution has an implicit
copula that fully captures its dependence structure. It can be constructed from its joint
distribution function by inverting the theorem of Sklar; see Nelsen (2006, p.51) or McNeil
et al. (2005, p.190). For example, elliptical copulas are constructed from a joint elliptical
distribution function (Fang et al., 2002). We construct ours here from the joint distribution
of a second stochastic process {Z˜s} that follows the Gaussian probabilistic ESN at (1) with
β integrated out under the prior (4). We call Z˜s a “pseudo-response” because it is not
observed directly, but is introduced only for the construction of its implicit copula. The t
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observations Z˜(t) = (Z˜1, . . . , Z˜t)
′, are conditionally distributed
Z˜(t)|X(t), σ
2, τ 2, ξ ∼ N
(
z˜(t); 0, σ
2
(
I +
1
τ 2
Bξ(X(t))Bξ(X(t))
′
))
, (10)
with z˜(t) = (z˜1, . . . , z˜t)
′, the matrix (t× 2nh) matrix Bξ(X(t)) is specified at (3).
The implicit copula of a Gaussian distribution is called the Gaussian copula (Song, 2000),
and is constructed for (10) by standardizing the distribution. Let Z(t) = (Z1, . . . , Zt)
′ =
σ−1SZ˜(t), where S = diag(ψ1, . . . , ψt) is a diagonal scaling matrix with elements ψs =
(1 + b′sbs/τ
2)−1/2, and bs is the s-th row of Bξ(X(t)). Then Z(t)|X(t), σ
2, τ 2, ξ ∼ N (0, R)
where
R = S
(
I +
1
τ 2
Bξ(X(t))Bξ(X(t))
′
)
S ,
has ones on the leading diagonal, and is a function of (X(t), ξ, τ
2). Then the copula has
density
cESN(u(t)|X(t), ξ, τ
2) =
φ(z(t); 0, R)∏t
s=1 φ1(zs)
, (11)
where zt = Φ
−1
1 (ut), z(t) = (z1, . . . , zt)
′, φ1 is the standard normal density, and φ(· ; 0, R)
is the density of a N (0, R) distribution. Notice that σ2 does not feature in cESN, which is
because implicit copulas are scale free.
Because cESN is conditional on X(t), this is a Gaussian copula process on the feature
space (Wilson and Ghahramani, 2010). Because the copula captures the dependence struc-
ture in {Zt}, the feature vector xt contains past values of this process (rather than past
values of the process {Yt}), plus the equivalent processes for the other four regional electric-
ity price series. These can be computed easily, as there is a one-to-one relationship between
Zt and Yt, with Zt = Φ
−1(FY (Yt)). At (11) we write the copula density also as a function of
the unknown parameter τ 2 and employ it in the copula model at (9).
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4.4 Estimation
Given a configuration ξ, the only unknown copula parameter is τ 2, for which we adopt the
Weibull prior of Klein and Kneib (2016) with scale parameter bτ2 = 2.5. Direct estimation
using the likelihood at (9) is difficult because evaluation of cESN(u|X, ξ, τ 2) requires inversion
of the matrix R, which is computationally infeasible for all but small sample sizes. Klein
and Smith (2019) solve this problem by instead expressing the likelihood conditional on β
as follows.
For a sample of size T , denote the observations as y ≡ y(T ) and feature matrix as
X ≡ X(T ). Then the conditional likelihood can be obtained by a change of variables from y
to z = (z1, . . . , zT )
′, with elements zt = Φ
−1
1 (FY (yt)), so that
4
p(y|X,β, ξ, τ 2) = p(z|X,β, ξ, τ 2)
T∏
t=1
pY (yt)
φ1(zt)
= φ
(
z; 0, SBξ(X)β, S
2
) T∏
t=1
pY (yt)
φ1(zt)
,
which can be evaluated in O(T ) operations because S is diagonal. Appendix C provides
an MCMC sampler to generate draws from the augmented posterior of (β, τ 2), so that β is
integrated out in a Monte Carlo manner and direct computation of R is avoided by using
the conditional likelihood above.
4.5 Probabilistic forecasts
As with the probabilistic ESNs in Section 3, an ensemble is used to integrate over the
distribution of U, V when constructing the forecasts, so that the density forecast of YT+h
is again given by (5). The ensemble components pk (i.e. the Bayesian posterior predictive
densities at (6)) are derived from the copula model where ϑ = {β, τ 2}. To do so, the first
term in the integrand of (6) is obtained by a change of variables from yT+h to zT+h =
4Note that the Jacobian of the transformation is | dzt
dyt
| = pY (yt)
φ1(zt)
.
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Φ−11 (FY (yT+h)), so that
p(yT+h|X(T+h),ϑ) = p(zT+h|X(T+h),β, τ
2)
pY (yT+h)
φ1(zT+h)
=
1
ψT+h
φ1
(
Φ−11 (FY (yT+h))− µT+h
ψT+h
)
pY (yT+h)
φ1
(
Φ−11 (FY (yT+h))
) , (12)
where µT+h =
1
ψT+h
bT+hβ, ψT+h = (1 +
1
τ2
bT+hb
′
T+h)
−1/2 and bT+h = (h
′
T+h, (h
2
T+h)
′) is
a row vector. Notice that the entire density at (12) is a nonlinear function of the feature
vector xT+h via bT+h, so that YT+h is not marginally invariant of xT+h in the predictive
distribution.
As in Section 3.1.2, the posterior mean E(ϑ|y) (computed from the Monte Carlo sample)
is plugged in for β, τ 2 in (12). The feature vector xt comprises past values of {Zt} for both the
focal price, and the other four regional prices. Thus, the integrals over xT+2, . . . ,xT+h in (6)
are computed by simulating values for ZT+t sequentially for all five regions. Algorithm 4 in
Appendix C generates iterates from the ensemble density for the copula model.
5 Forecasting Comparison
We illustrate the accuracy of our deep model forecasts using hourly Australian NEM price
data in all five regions. Prices between 8 January 2014 and 30 June 2018 were used as training
data, and forecasts constructed for a six month evaluation period from 1 July 2018 to 31
December 2018. Models were fit once to the training data, but forecasts were recomputed
every hour during the evaluation period (i.e. the forecast origin T was advanced every hour,
forming an expanding window) for a horizon of h1 = 24 hours.
5 A 24 hour forecast horizon
matches the day-ahead bidding process by participating utilities in the NEM.
5Because there are 184 days in the evaluation period, this means there was a total of 184 × 24 forecast
origins. At each forecast origin, a total of 24× 5 = 120 probabilistic forecast densities were constructed for
each model. Thus, there were 23,000 probabilistic forecasts for each model, although in our evaluation we
exclude the small number of forecast densities that occur during the first week of January 2019.
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5.1 Probabilistic forecasting models
The following four deep time series forecasting models were applied to each of the five regional
price time series:
RNN: The Gaussian probabilistic ESN outlined in Section 3.1.
RNNST: The skew-t probabilistic ESN outlined in Section 3.2 with degrees of freedom
parameter ν = 7.
RNNSN: The skew-normal probabilistic ESN, which is approximated using the RNNST
with degrees of freedom parameter ν = 30.
RNNC: The copula model outlined in Section 4 that uses the deep copula constructed
from a Gaussian probabilistic ESN, along with adaptive KDE margins.
For the RNN, RNNST and RNNSN, the input vector contains nx = 150 past values of
the price series, with
xt = (YALL,t−1,YALL,t−2, . . . ,YALL,t−24︸ ︷︷ ︸
prices in previous 24 hours
,YALL,t−48,YALL,t−72, . . . ,YALL,t−168︸ ︷︷ ︸
prices at same hour 2 to 7 days previously
)′ ,
where YALL,t = (YNSW,t, YQLD,t, YSA,t, YTAS,t, YVIC,t) is the vector of all five regional prices at hour
t. For RNNC, the input vector contains values of the transformed series Zt = Φ
−1
1 (FY (Yt)) for
each of the five regions at the same lagged time points as for the other three deep models. The
choice of inputs is motivated by previous studies (Panagiotelis and Smith, 2008, Higgs, 2009)
that identify strong dependence in Australian electricity prices with those in the previous 24
hours, along with that at the same hour during the previous seven days. Price dependence
is induced by serial dependence in both supply-side factors (e.g. generator maintenance
schedules and bidding behaviour) and in electricity consumption (Harvey and Koopman,
1993). Complex cross-sectional serial dependence in price is also well-documented (Pana-
giotelis and Smith, 2008, Higgs, 2009, Ignatieva and Tru¨ck, 2016, Han et al., 2020) and is
caused by inter-regional trade in electricity between the five regions. While the deep time
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series models above are trained separately for each price series, the inclusion of lagged prices
from all regions as elements of xt forms five-dimensional multivariate deep times series mod-
els. From each model multi-step ahead forecast densities for the five regional prices are
constructed jointly via simulation as outlined in Appendices A, B and C. At each forecast
origin, the empirical distribution function of 2000 Monte Carlo draws from (5) is computed
for each hour h = 1, . . . , 24 and region r = 1, . . . , 5.
The marginal densities in Figure 2 were estimated using the adaptive KDE of Shimazaki
and Shinomoto (2010) constrained to the minimum and maximum allowable prices during
the forecast period, which are −$1000 and −$14, 200 (so that 0 ≤ YT ≤ 9.561). When
employed for pY in the copula model, this ensures that the predictive densities at (6) are
necessarily constrained to the same range, which is important for the accurate forecasting of
prices near the upper or lower price limits. Loaiza-Maya and Smith (2019) stress that this
feature is an advantage of copula time series models, and it proves so here because accurate
forecasts near the upper or lower price limits are crucial to the profitability of participants in
the NEM. In contrast, density forecasts from the remaining models are unconstrained on the
real line, and can have substantial mass outside the bounds. Thus, to improve the remaining
methods we simply truncate their predictive densities to the admissible price region and
normalize.
In addition to our four proposed deep time series models, we also employ the generalized
additive model for location shape and scale (GAMLSS) proposed by Rigby and Stasinopou-
los (2005) as a benchmark. The method has been used successfully with hourly electricity
prices from California and Italy by Serinaldi (2011), and from Germany by Gianfreda and
Bunn (2018). In this framework the response Yt has a specified parametric distribution,
where the parameters are modeled as flexible functions of covariates. We used the R package
implementation ‘gamlss’, but found the software unstable when the ESN output layer terms
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were used as covariates, and also for many of the candidate distributions supported by the
package. However, the four parameter Johnson’s SU distribution with xt as linear covariates
worked well, and we include forecasts from this model labeled as GAMLSS. Serinaldi (2011)
also found the JSU distribution to work well for electricity prices, which are a challenging se-
ries with which to calibrate models due to the frequent price spikes. Details on our GAMLSS
implementation and experiments are given in the Web Appendix.
5.2 Measuring forecast accuracy
For point forecasts, the mean absolute error (MAE) and root mean square error (RMSE)
are used to measure accuracy. For a univariate probabilistic forecast distribution F there
are a growing number of measures of accuracy, many of which are listed by Nowotarski and
Weron (2018), and we compute the following four. The first is the quantile score function
QSα(F
−1(α), y) = 2(I(y < F−1(α)) − α)(α − y), where I(A) = 1 if A is true, and zero
otherwise. This is also called the “pinball loss” (Raiffa and Schleifer, 1961, Gneiting, 2011).
While the entire quantile score function is of interest, we also consider its value at α =
0.05 and α = 0.95 as measures of lower and upper tail accuracy, respectively. The second
measure is the continuous ranked probability score (CRPS) of Gneiting et al. (2007) defined
as CRPS(F, y) =
∫ 1
0
QSα(F
−1(α), y)dα for observed value y, where the integral is computed
numerically. It is a proper scoring rule which measures overall probabilistic forecast accuracy.
The third measure is a loss function proposed by Fissler et al. (2016) that is based on
the “value-at-risk” and “expected shortfall”, which are two popular measures of financial
tail risk (McNeil et al., 2005) for low values (i.e. financial losses). To measure tail risk
associated with high values (which is the primary source of price risk in electricity markets)
we employ the restatement of the loss function for the upper tail given by Nolde et al. (2017).
For Y ∼ F and α close to 1, let EL(α) ≡ E(Y |Y ≥ F−1(α)) be the “expected longrise”
(analogous to the expected shortfall measure of lower tail risk). Then from (Nolde et al.,
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2017, Prop. 3), the loss function is defined as
Sα(F,EL, y) = I(y ≥ F
−1(α))
(
−G1(F
−1(α)) +G1(y)−G2(EL(α))(F
−1(α)− y)
)
+(1− α)
(
G1(F
−1(α))−G2(EL(α))(EL(α)− F
−1(α)) +G3(EL(α))
)
, (13)
where G1(x) = x and G2(x) = G3(x) = exp(x). We compute this score for α = 0.975, and
lower values indicate more accurate upper tail forecasts of the electricity price distribution.
The fourth and last measure is the empirical coverage of the predictive distributions at the
95% level.
For each of the first three metrics, we compute the weighted average of their values
over the evaluation period and over regions, with weights equal to the proportion of total
electricity consumption in each region.6 We refer to these as “system-weighted” average
metric values, and they reflect the differing financial importance of price forecasting accuracy
across regions in the NEM. For the fourth metric, the coverage is with respect to the price
distributions in all five states.
5.3 Empirical results
5.3.1 Predictive distributions
Figure 4 presents histograms of the out-of-sample observations of Y for each region during
the evaluation period. While they differ from those of the training sample in Figure 2, they
retain key features, most notably strong positive skew. Also plotted is the average predictive
densities Fˆ for the five forecasting methods, allowing visual comparison of predictive marginal
calibration. The copula model (RNNC) produces average densities close to the in-sample
margins pY by construction. Of the remaining methods, RNN is the most poorly calibrated,
with excessive variance in the predictive distributions, while both GAMLSS and RNNST
exhibit superior out-of-sample marginal calibration than RNNSN.
6These weights are 0.3687 (NSW), 0.2355 (VIC), 0.2818 (QLD), 0.0624 (SA) and 0.0516 (TAS). For
example, 36.87% of electricity generated in the NEM was consumed in the NSW region.
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To visualize the predictive densities, Figure 5 plots the 95% prediction intervals for fore-
casts made during the month of July 2018. Results from each of the five methods for
forecasts 1, 6 and 24 hours ahead are given in separate panels. The neural network with
Gaussian disturbances (RNN) produces very wide predictive intervals, which lack “sharp-
ness” (Gneiting et al., 2007). This is because high variance is necessary to capture the price
spikes in the training sample using a distribution with symmetric thin tails for the errors
at (1). In contrast, skew-normal disturbances (RNNSN) can produce a heavier upper tail
through right skew, but at the expense of overly sharp densities. De-coupling of the level of
asymmetry from the kurtosis through skew-t disturbances (RNNST) allows for asymmetric
predictive densities with heavy upper and also lower tails. All three deep time series models
have probabilistic forecasts that are nearly homoscedastic, because they are ensembles of
homoscedastic Bayesian predictive densities. In contrast, the deep copula model (RNNC)
allows for a much heavier upper tail for electricity prices and heteroscedasticity; the latter is
because it is a distributional model. Last, the intervals from the benchmark GAMLSS model
(which is also a distributional model) increase unrealistically over the forecast horizon.
5.3.2 Forecast accuracy
To assess forecast accuracy we compute the metrics outlined at Section 5.2. Table 2 reports
point forecast accuracy from each of the five methods and RNN has poor MAE throughout,
illustrating that allowing for a grossly mis-specified (i.e. symmetric Gaussian) distribution
at (1) affects point forecast accuracy. The GAMLSS also has less accurate point forecasts,
compared to the deep time series models RNNSN, RNNST and RNNC.
However, the main objective is to produce accurate probabilistic forecasts, and Table 3
reports the metrics that measure this. RNN remains the poorest method by all measures,
which is unsurprising given the extreme asymmetry and heavy tails in even logarithmic
prices. GAMLSS is also very poor overall. While it provides accurate forecasts at the upper
24
quantile (α = 0.95), its overall upper tail loss (as measured by the joint loss function) is
poor. RNNSN is better performing than RNNST in the upper tail (as measured by both the
upper quantile at α = 0.95 and the joint loss function) but at the expense of both overall
calibration (as measured by CRPS) and the lower tail (as measured by the lower quantile
at α = 0.05). Overall, the most accurate forecasts by the metrics in Table 3 are from the
RNNC and RNNST deep time series models. Importantly, the deep copula model RNNC
provides clearly superior forecasts at the 24 hour ahead period on which market participant
bidding strategies are based.
Figure 7 plots the full quantile score functions (pinball loss). The poor calibration of the
RNN probabilistic forecasts is clear, along with that by the GAMLSS at one to six hours
ahead and also at lower values of α. To compare the probabilistic forecasts for the two
most accurate models (RNNC and RNNST) Figure 6 plots the expected shortfall (E(Y |Y <
F−1(α)) for α = 0.025) and expected longrise (E(Y |Y > F−1(α)) for α = 0.975) at 12:00
during July 2018 for both models. The RNNC produces predictive forecasts that have
a much higher level of positive skew (and therefore a higher expected longfall) than the
RNNST throughout, as well as clear heteroscedasticity. These differences in the two deep
time series models are because RNNC is a distributional time series model, whereas RNNST
is not.
Finally, Table 4 reports the coverage of the predictive distributions at the 95% level,
and there is a substantial difference between the methods. The forecast densities of both
GAMLSS and RNN are far too wide, while those of both RNNST and RNNSN are too
narrow. In contrast, the predictive distributions from RNNC exhibit superior coverage at
all horizons.
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6 Incorporating Probabilistic Forecasts of Demand
We now show how to extend the deep time series models to include demand forecasts as
additional information in a flexible fashion, allowing for greater price forecast accuracy.
6.1 Role of demand forecasts
In the absence of load-shedding or blackouts, demand for electricity is equal to the system
load. It is almost perfectly inelastic to price in the short term because individual users
typically face fixed tariffs. As demand varies over time, the spot price traces out the average
supply curve, also called a supply stack in the power systems literature. This explains the
occurrence of price ‘spikes’ (Janczura et al., 2013, Clements et al., 2015) because electricity
supply curves are typically kinked, and for short periods of time demand can exceed the
location of this kink, resulting in a price spike; see Geman and Roncoroni (2006), Smith
and Shively (2018) and Ziel and Steinert (2016) for illustrations and further discussion. An
implication is that incorporating accurate demand forecasts into a price forecasting model
has the potential to greatly increase its accuracy; particularly the upper tail of prices (Ziel
and Steinert, 2016).
However, incorporating demand forecasts into most existing time series models for price
is difficult for two reasons. First, multiple aspects of probabilistic demand forecasts beyond
just the level (i.e. beyond just the point forecast of demand) are likely to increase the
accuracy of probabilistic price forecasts. Second, demand forecasts are likely to be related
to future prices in a highly nonlinear fashion, particularly when combined with past price
values. However, both difficulties can be addressed by incorporating multiple summaries of
the demand forecast distribution as additional elements of the feature vector of a deep time
series model.
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6.2 NSW demand forecasts
Methods for the short term probabilistic forecasting of demand (i.e. load) are well established
and generally very accurate (Hong and Fan, 2016), with examples for NSW demand provided
by Smith (2000) and Cottet and Smith (2003). In the NEM, the management organization
AEMO makes demand forecasts available publicly which are updated every half hour by an
automated system. The forecasts are of the 10th, 50th (i.e. median) and 90th percentiles of
demand at a half-hourly resolution over a horizon of one week. We employ demand forecasts
for NSW (the largest region in the NEM) that are exactly 24 hours ahead,7 to forecast
NSW prices 24 hours ahead. Thus, only demand forecasts truly available at the forecast
origin T were used. We label the three percentile forecasts of NSW demand as D10,D50
and D90. Figure 8 plots actual demand against D50 for the 365×48 half hours during 2019,
showing the high degree of point forecast accuracy. However, empirical coverage during 2019
suggests some minor miscalibration, with 12.1%, 62.5% and 95.6% of demand observations
falling below D10,D50 and D90, respectively.
6.3 NSW price forecasting study
We undertook a forecasting study where the NSW demand forecasts were included in the
feature vectors of our two best performing deep time series models, RNNST and RNNC, for
forecasting NSW price at the half-hourly resolution during 2019. For RNNST the feature
vector is
xt = (YNSW,t−1, YNSW,t−2, . . . , YNSW,t−48,
YNSW,t−96, YNSW,t−144, . . . , YNSW,t−336,D10t,D50t,D90t)
′ ,
7The forecasts are extracted from files PUBIC FORECAST DEMAND HH 2019XX 2019XX.csv which were
made available at nemweb.com.au/#operational-demand-forecast-hh at the time of writing. The
three demand forecast variables are labeled OPERATIONAL DEMAND POE10, OPERATIONAL DEMAND POE50 and
OPERATIONAL DEMAND POE90. There is one file per forecast origin (labeled as variable LASTCHANGED), so 48
files are generated each day. From each of the 365× 48 files generated in 2019, we extract the single forecast
that is exactly 24 hours ahead for region NSW only. The processed demand forecast data are available in
the Supplementary Material.
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where the lags of YNSW,t used match the half-hourly resolution of the data, and nx = 57. The
feature vector for RNNC contained the equivalent lagged values of the transformed series
ZNSW,t = Φ
−1
1 (FY (YNSW,t)), along with the same demand forecasts. For comparison, the two
models without the demand forecasts as features (so that nx = 54) are also used.
The models were fit using a moving window of three months training data, starting with
the period January–March. This window was advanced monthly until the period September–
November, resulting in nine fits per model. Forecasts were constructed for a nine month
evaluation period from April to December; a total of 275 days. The forecast origin T was
advanced every half hour, and forecasts constructed for a horizon of 24 hours (i.e. 48 half-
hourly steps ahead). When constructing forecasts for each month, the model parameter
estimates obtained from the three preceding months training data were used.8 Our focus
is on the 24 hour ahead forecast densities and Table 5 reports the average value of the
metrics listed in Section 5.2 for these densities over the evaluation period. Including the
demand forecasts as features improves the point and probabilistic price forecast accuracy
for both models. However, the improvement is much greater for the deep copula model,
where the inclusion of demand forecast information affects the shape of the entire predictive
distribution, rather than just its location. To illustrate, Figure 9 plots the density forecasts of
price for nine half-hours in the evaluation period where the inclusion of the demand forecast
information increased their accuracy. The inclusion improves the location and sharpness of
the densities. We finish by stressing that RNNC with demand forecast information provides
the most accurate 24 hour ahead probabilistic forecasts by all measures.
8The reason for advancing the window monthly when estimating the model parameters, rather than half-
hourly to match advancement of the forecast origin, is to reduce computational burden. This is because for
some models parameter estimation is substantially slower than the evaluation of density forecasts.
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7 Conclusion
This paper makes contributions to both the time series and energy economics literatures.
We propose new deep time series models that exploit reservoir computational techniques for
RNNs that are found in ESNs and are applicable to high frequency time series. Recasting
a quadratic ESN as a statistical time series model, with a shrinkage prior for regularization
of the output layer weights, allows for effective uncertainty quantification and probabilistic
forecasting. Recasting deep neural networks as statistical models to provide accurate uncer-
tainty quantification in deep models is increasingly popular. Our first approach is to extend
the Bayesian methodology of McDermott and Wikle (2017, 2019) to allow for additional
regularization and different error distributions for the output layer.
However, our main methodological contribution is the proposal of a new deep distribu-
tional time series model. This is obtained by constructing the implicit copula of a Gaussian
probabilistic ESN, and extends the deep distributional regression method of Klein et al.
(2020) to time series. The proposed copula at (11) is a deep Gaussian copula process on
the feature space, allowing for highly adaptive nonlinear serial dependence, and generalizing
existing echo state Gaussian processes (Chatzis and Demiris, 2011). When combined with a
nonparametric estimate of pY , it ensures marginal calibration. The entire density forecast is
a function of the feature vector through (12), unlike with the other deep time series models.
While the distribution of intraday electricity prices have a sizable predictable compo-
nent, these time series are complex (Ignatieva and Tru¨ck, 2016, Manner et al., 2019). Key
to their accurate modeling and forecasting is to capture jointly three features: nonlinear
serial dependence, extreme levels of asymmetry and kurtosis, and strong time-variation in
the distribution. All our proposed deep time series models account for the first feature.
Allowing for skew normal or skew-t disturbances accounts for the second feature. However,
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the deep copula model allows for all three, and this is reflected in the high accuracy of
the probabilistic forecasts. Recent models in the electricity price forecasting literature (Ziel
and Steinert, 2016, Shah and Lisi, 2020) also suggest that including demand forecasts may
further increase probabilistic forecasting accuracy. We find this to be the case for 24 hour
ahead NSW electricity intraday prices by using three quantiles of 24 hour ahead demand
probabilistic forecasts as additional elements in the feature vector. Price forecast accuracy
is most improved through their inclusion as features in the deep copula model.
Last, we highlight two areas for future work. First, it may be advantageous to esti-
mate our deep time series models using variational methods (Blei et al., 2017), rather than
MCMC. This has the potential to speed up computations further, with a loss of predictive
accuracy that may be negligible as found by Smith and Klein (2020) with regression copulas.
Second, there are a number of other economic and financial applications of our deep time
series models. One example is real-time macroeconomic forecasting (Clark, 2011), where
large highly regularized time-varying parameter models are popular (Bitto and Fru¨hwirth-
Schnatter, 2019, Carriero et al., 2019, Korobilis and Pettenuzzo, 2019, Huber et al., 2020).
The deep time series models provide a flexible alternative, because they can incorporate large
feature vectors of many economic variables regularized through the reservoir structure of the
ESN, plus Bayesian shrinkage of the output layer coefficients. Moreover, the deep copula
model can produce time-varying and highly asymmetric probabilistic forecasts, which are a
feature of this problem, and would extend the copula-based approach of Loaiza-Maya and
Smith (2019) to deep models.
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Appendix A
This appendix provides the MCMC sampler for drawing from the posterior of ϑ = {β, σ2, τ 2}
in the Gaussian probabilistic ESN for a given configuration ξ, and the algorithm for simu-
lating draws from forecast distribution.
Algorithm 1 (MCMC sampler for Gaussian probabilistic ESN)
Repeat the following steps sequentially:
1. Generate from β|{ϑ \ β}, X,y
2. Generate from σ2|{ϑ \ σ2}, X,y
3. Generate from τ 2|{ϑ \ τ 2}, X,y.
The conditional posteriors above are standard and their derivation is omitted here. The
scheme is very fast and converges quickly. Accurate mixture estimates of the posterior mean
ϑˆ = E(ϑ|X,y) can be computed from a few hundred draws post-convergence.
Algorithm 2 below is used to simulate from the ensemble forecast distribution at (5). Let
yri,t denote the ith Monte Carlo draw of (logarithmic) price in region r ∈ {1, 2, . . . , 5} at time
t. For time points t ≤ T , this is simply set equal to its in-sample observed value, but for
each point t > T , i = 1, . . . , N different values are drawn. In Algorithm 2 we use subscript
i and superscript r to indicate quantities that correspond to draw i for region r.
Algorithm 2 (Generating from the Gaussian ESN ensemble predictive distributions)
For each ESN configuration ξ1, . . . , ξK repeat the following:
1. For each of the five regional price series, compute ϑˆ
r
using Algorithm 1.
2. For i = 1, . . . , N , t = T + 1, . . . , T + h1, and r = 1, . . . , 5 do:
2.1 Construct xri,t from previous series values {y
d
i,s ; d = 1, . . . , 5, s = 1, . . . , t− 1}
2.2 Compute hri,t from {h
r
i,t−1,x
r
i,t} using the hidden state equation at (1)
2.3 Draw yri,t from N (h
r
i,tβˆ
r
1 + (h
r
i,t)
◦2βˆ
r
2, (σˆ
2)r) and store in an (KN × h1 × 5) array
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Algorithm 2 can be run in parallel over the K configurations, while step 2.1 is undertaken
using the feature vector specification in Section 5.1. The algorithm produces KN draws
from the joint ensemble forecast distribution of (YALL,T+1, . . . ,YALL,T+h1) of the Gaussian
probabilistic ESN model. The KN draws of each element in this vector are from a marginal
forecast distribution with ensemble density at (5). In our empirical work we set K = 100,
N = 20 and h1 = 24, providing a total of KN = 2000 draws for a vector of 5h1 = 120 future
values. We run Algorithm 2 for each forecast origin in our evaluation period.
Appendix B
This appendix provides the MCMC sampler for drawing from the posterior of ϑ = {β, τ 2, ψ, σ2}
in the skew t probabilistic ESN, augmented with the latent variables ζ,w, for a given con-
figuration ξ. The initial values for the parameters are σ2 = c0/(C0+1) (prior mode), β = 0,
τ 2 = 0.1, ψ = 0, ζ = 0, w = 1.
Algorithm 3 (MCMC sampler for skew t probabilistic ESN)
Repeat the following steps sequentially:
1. Generate from β|{ϑ \ β},w, ζ, X,y
2. Generate from p(ψ|{ϑ \ ψ},w, ζ, X,y)
3. Generate from p(σ2|{ϑ \ σ2},w, ζ, X,y)
4. Generate from p(τ 2|{ϑ \ τ 2},w, ζ, X,y)
5. For t = 1, . . . , T generate from p(ζt|ϑ, wt, Xt, yt)
6. For t = 1, . . . , T generate from p(wt|ϑ, ζt, X, yt)
All the conditional densities in steps 1 to 6 can be computed readily in closed form. In step 1,
β ∼ Np(µβ,Σβ) where Σβ = (Bξ(X)
′WBξ(X)/σ
2 + 1/τ 2I)−1, µβ = Σβ(Bξ(X)
′W (y −
ψζ))/σ2 and W = diag(w) is a diagonal matrix of the latent variables. At step 2, ψ ∼
N1(µψ, σ2σψ), where σψ = (z′Wz/σ2 + 1/D0)−1 and µψ = σψ(z′W (y − Bξ(X)β))/σ2. At
step 3, σ2 ∼ IG(ck, Ck) with Ck = C0+
1
2
(
ǫ′Wǫ+ ψ
2
D0
)
, ǫt = yt− b′tβ−ψζt, ǫ = (ǫ1, . . . , ǫT )
′
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and ck = c0+
1
2
(T +1). At step 4, τ 2 ∼ IG(bk, Bk), with Bk = B0+
1
2
β′β and nk = (b0+p/2).
At step 5, ζt ∼ T N [0,∞)(at, A/wt) with A = (1 + ψ
2/σ2)−1 and at = Aψ(yt − Bξ(X)′β)/σ2.
Finally, at step 6, wt ∼ G(ν/2+1, (ν+ζ2t +ǫ
2
t/σ
2)/2), where G denotes a gamma distribution.
To simulate Monte Carlo draws from the ensemble forecast distribution at (5), Algo-
rithm 2 is employed with minor adjustments. First, at step 1 the estimate ϑˆ
r
is computed
using Algorithm 3 above. Second, at step 2.3 the iterate yri,t is drawn from a ST (h
r
i,tβˆ1 +
(hri,t)
◦2βˆ
r
2, (ωˆ
2)r, αˆr, νˆr) distribution. Here, at each sweep of Algorithm 3 draws of ω, α are
obtained from that of ϑ as α = ψ/σ and ω = (σ2 + ψ2)1/2, and the means of these draws
computed to obtain ωˆr, αˆr.
Appendix C
This appendix outlines the MCMC sampler for drawing from the posterior of ϑ = {β, τ 2} in
the deep copula model for a given configuration ξ. An algorithm for drawing from ensemble
forecast distribution from the copula model is also given.
Algorithm 4 (MCMC sampler for the deep copula)
Repeat the following steps sequentially:
1. Generate from β|τ 2, X,y
2. Generate from log(τ 2)|β, X,y
At step 1, β ∼ Np(µβ,Σβ), with Σβ = (Bξ(X)
′Bξ(X) + 1/τ
2I)−1 and µβ = ΣβBξ(X)
′z. A
Metropolis-Hastings step is used to generate υ = log(τ 2) at step 2, with a Gaussian proposal
with matching mode and curvature. Note that from the conditional likelihood in Section 4.4,
lυ ≡ log(p(υ|X,β,y)) ∝ −
υ
2
(dim(β)))− 1)−
1
2 exp(υ)
β′β −
(
exp(υ)
bτ2
)1
2
−
1
2
n∑
i=1
log(s2i )−
1
2
(
z′(SS ′)−1z − 2β′Bξ(X)
′S−1z
)
.
Approximating lυ by a second order Taylor expansion around the current state υ
(c), and
taking the exponent, yields the proposal density N (µυ, σ
2
υ) with µυ = σ
2
υ
∂lυ
∂υ
+ υ and σ2υ =
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−1/∂
2lυ
∂υ2
. The derivatives in the proposal density for can be computed quickly in closed form
as
∂lυ
∂υ
= −
1
2
(dim(β)− 1) +
1
2 exp(υ)
β′β −
(
exp(υ)
4bτ2
)1
2
−
1
2
n∑
i=1
1
s2i
∂
∂υ
s2i −
1
2
(
z′
[
∂
∂υ
(SS ′)−1
]
z − 2β′Bξ(X)
′
[
∂
∂υ
S−1
]
z
)
∂2lυ
∂υ2
= −
1
2 exp(υ)
β′β −
(
exp(υ)
16b0
)1
2
−
1
2
n∑
i=1
([
∂
∂υ
1
s2i
]
∂
∂υ
s2i +
1
s2i
∂2
∂υ2
s2i
)
−
1
2
(
z′
[
∂2
∂υ2
(SS ′)−1
]
z − 2β′Bξ(X)
′
[
∂2
∂υ2
S−1
]
z
)
.
where the partial derivatives above are simple closed form expressions.
Algorithm 5 below is used to generate draws from the ensemble forecasting distribution
at (5) for the deep copula model. It is an adjustment of Algorithm 2 used for the probabilistic
Gaussian ESN, with similar super- and sub-script notation. Let zri,t denote the ith Monte
Carlo draw of the (standardized) pseudo-response in region r ∈ {1, . . . , 5} at time t. For time
points t ≤ T , this is set equal to its in-sample value computed once as zri,t = Φ
−1
1 (FY (y
r
t )).
For time points t > T , i = 1, . . . , N values are drawn for each ESN configuration.
Algorithm 5 (Generating from the deep copula model ensemble predictive distributions)
For each ESN configuration ξ1, . . . , ξK repeat the following:
1. For each of the five regional price series, compute ϑˆ
r
using Algorithm 4.
2. For t = 1, . . . , T and r = 1, . . . , 5, compute zri,t = Φ
−1
1 (FY (y
r
t ))
3. For i = 1, . . . , N , t = T + 1, . . . , T + h1, and r = 1, . . . , 5 do:
3.1 Construct xri,t from previous values {z
d
i,s ; d = 1, . . . , 5, s = 1, . . . , t− 1}
3.2 Compute hri,t from {h
r
i,t−1,x
r
i,t} using the hidden state equation at (1)
3.3 Set bri,t =
[
(hri,t)
′, ((hri,t)
◦2)′
]
and compute ψri,t = (1 + τ
2bri,t(b
r
i,t)
′)−1/2
3.4 Draw zri,t from N (ψ
r
i,tb
r
i,tβˆ
r
, (ψri,t)
2)
3.5 Set yri,t = F
−1
Y (Φ1(z
r
i,t)) and store in an (KN × h1 × 5) array
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Algorithm 5 can be run in parallel over the K configurations, while step 3.1 is undertaken
using the feature vector specification in Section 5.1. The algorithm produces KN draws
from the joint ensemble forecast distribution of (YALL,T+1, . . . ,YALL,T+h1) for the deep copula
model. The KN draws of each element in this 5h1×1 vector are from a marginal distribution
with ensemble density of the form at (5). We use Algorithm 5 at each forecast origin in our
evaluation period.
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Min Max Mean SD Skew Q1 Q2 Q3
NSW -37.40 14,000 64.88 122.50 76.83 36.21 52.04 76.54
QLD -327.52 13,883 70.99 238.11 31.88 35.24 52.42 72.87
SA -544.61 14,166 77.50 211.55 35.41 36.80 56.34 88.99
TAS -545.16 4,163 70.86 75.03 15.48 35.84 54.22 88.96
VIC -554.62 12,931 61.59 109.14 62.37 31.41 47.24 82.32
Table 1: Summary statistics for hourly electricity prices in the NEM from 1 Jan 2014 to 30
June 2018, in Australian dollars. The minimum, maximum, mean, standard deviation (SD),
Pearson skew (Skew), and the three quartiles (Q1, Q2 and Q3) are reported.
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Table 2: Point forecast accuracy of models during the evaluation period
Hours Ahead in the Forecast Horizon
Model 1 hour 2 hours 3 hours 6 hours 12 hours 24 hours
MAE
GAMLSS 0.0199∗∗∗ 0.0213∗∗∗ 0.0220∗∗ 0.0224 0.0225 0.0228∗∗∗
RNN 0.0256∗∗∗ 0.0329∗∗∗ 0.0297∗∗∗ 0.0345∗∗∗ 0.0358∗∗∗ 0.0404∗∗∗
RNNSN 0.0175∗ 0.0199 0.0207+ 0.0220++ 0.0225++ 0.0235∗∗∗
RNNST 0.0165 0.0185 0.0197 0.0207+++ 0.0212 0.0220++
RNNC 0.0165 0.0194 0.0212 0.0238 0.0234 0.0226
RMSE
GAMLSS 0.0455∗ 0.0485∗ 0.0494 0.0480 0.0471 0.0475++
RNN 0.0419 0.0484 0.0489 0.0552 0.0567 0.0611∗
RNNSN 0.0392 0.0417 0.0428 0.0441 0.0447 0.0455+
RNNST 0.0385+ 0.0415 0.0429 0.0442 0.0447 0.0455+
RNNC 0.0410 0.0468 0.0504 0.0553 0.0514 0.0480
Both the system-weighted mean absolute error (MAE) and root mean squared error (RMSE)
are reported. Results are given for the four deep time series models, plus GAMLSS. Results
of a two-sided Diebold-Mariano test of the equality of the mean error of the RNNC with
each of the other models are reported. Rejection of the null hypothesis of equal means at
the 10%, 5% and 1% levels are denoted by “*”, “**” and “***” if favorable to the RNNC
model, or by “+”, “++” and “+++” if unfavorable.
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Table 3: Probabilistic forecast accuracy during the evaluation period.
Hours Ahead in the Forecast Horizon
Method 1 hour 2 hours 3 hours 6 hours 12 hours 24 hours
CRPS
GAMLSS 0.0151∗∗∗ 0.0165∗∗∗ 0.0171∗∗∗ 0.0175 0.0176++ 0.0176∗∗∗
RNN 0.0277∗∗∗ 0.0288∗∗∗ 0.0290∗∗∗ 0.0299∗∗∗ 0.0309∗∗∗ 0.0331∗∗∗
RNNSN 0.0136∗∗∗ 0.0151+ 0.0157 0.0166 0.0171 0.0179∗∗∗
RNNST 0.0131*** 0.0146+++ 0.0155+++ 0.0163 0.0167+++ 0.0174∗∗∗
RNNC 0.0130 0.0152 0.0165 0.0183 0.0178 0.0171
Joint Upper Tail Loss at α = 0.975
GAMLSS 33.0419 33.4204 33.5284∗ 33.5178∗∗∗ 33.3932++ 33.2646∗
RNN 34.5985 34.6086 34.5755 34.8028∗∗ 34.7499 34.8391
RNNSN 31.5329 31.8254 31.9615 31.9798+++ 32.0196+ 32.0268
RNNST 32.1474 32.8091 33.3203 33.4746+ 33.5761 33.9979
RNNC 31.4399 32.4573 33.1925 34.3694 33.2948 31.8557
Quantile Score at α = 0.95
GAMLSS 0.0045+++ 0.0050+ 0.0052 0.0053 0.0053 0.0054
RNN 0.0100∗∗∗ 0.0102 0.0101 0.0105 0.0104 0.0105∗∗∗
RNNSN 0.0048∗∗∗ 0.0051+ 0.0053 0.0054 0.0054++ 0.0055+++
RNNST 0.0051∗∗∗ 0.0058∗∗∗ 0.0064∗∗∗ 0.0067+++ 0.0068∗∗∗ 0.0073∗∗∗
RNNC 0.0045 0.0055 0.0062 0.0071 0.0063 0.0056
Quantile Score at α = 0.05
GAMLSS 0.0031∗∗ 0.0035∗∗ 0.0037∗∗ 0.0038∗∗ 0.0038 0.0040
RNN 0.0074∗∗∗ 0.0075∗∗∗ 0.0072∗∗ 0.0070∗ 0.0071 0.0071
RNNSN 0.0024∗∗∗ 0.0026∗∗∗ 0.0028∗∗∗ 0.0030∗∗∗ 0.0031∗∗∗ 0.0034∗∗∗
RNNST 0.0023 0.0025 0.0027 0.0028 0.0029 0.0031
RNNC 0.0023 0.0025 0.0027 0.0029 0.0029 0.0030
System-weighted metrics are reported for the four deep time series models, plus GAMLSS,
at different hours in a 24 hour horizon. Lower values suggest greater accuracy. Results of a
two-sided Diebold-Mariano test of the equality of the mean error of the RNNC with each of
the other models are reported. Rejection of the null hypothesis of equal means at the 10%,
5% and 1% levels are denoted by “*”, “**” and “***” if favorable to the RNNC model, or
by “+”, “++” and “+++” if unfavorable.
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Table 4: Coverage of 95% prediction intervals during the evaluation period.
Hours Ahead in the Forecast Horizon
Method 1 hour 2 hours 3 hours 6 hours 12 hours 24 hours
GAMLSS 0.9615 0.9400 0.9415 0.9509 0.9665 0.9823
RNN 0.9973 0.9970 0.9964 0.9955 0.9945 0.9917
RNNSN 0.9070 0.8901 0.8793 0.8653 0.8500 0.8305
RNNST 0.8839 0.8531 0.8317 0.8183 0.8080 0.7790
RNNC 0.9611 0.9500 0.9447 0.9364 0.9386 0.9432
Results are reported for the four deep time series models, plus GAMLSS, at different hours
in a 24 hour horizon. Values closer to 0.95 indicate improved calibration of the probabilistic
forecasts.
Table 5: Increased NSW price forecast accuracy when including demand forecast information.
Model MAE RMSE CRPS JS QS95 QS05 C95
Without Demand Forecasts as Features
RNNC 0.0190∗∗∗ 0.0311∗∗∗ 0.0142∗∗∗ 30.7325∗ 0.0046∗∗ 0.0021∗∗∗ 0.8766
RNNST 0.0209 0.0307 0.0161∗ 32.3889∗∗∗ 0.0054∗∗∗ 0.0034∗∗ 0.7088
Including Demand Forecasts as Features
RNNC+D 0.0180 0.0305 0.0138 30.4103 0.0042 0.0021 0.8615
RNNST+D 0.0204 0.0307 0.0156 31.6327 0.0051 0.0027 0.8177
Accuracy of 24 hour ahead NSW (logarithmic) price forecasts between April and Decem-
ber 2019, with and without the inclusion of 24 hour ahead demand forecast information as
features. Results are given for the two leading deep models, and for both point and prob-
abilistic forecasts. Metrics include the joint score (JS) at α = 0.975, quantile score (QS)
at α = 0.95, 0.05, and the empirical coverage of the 95% prediction intervals (C95). The
stars “*”, “**” ,“***” at RNNC indicate significantly better metrics for RNNC+D at the
1, 5, 10% levels using a two-sided Diebold-Marino (DM) test statistic. Similarly for RNNST
and RNNST+D.
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Figure 1: NSW electricity prices during four weeks in 2018.
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The spot price is plotted on the logarithmic scale for four weeks that fall in each of the southern hemisphere seasons.
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Figure 2: Distributions of the logarithm of electricity prices in the five NEM regions.
Histograms are of Y = log(PRICE + 1001), along with adaptive KDEs (red lines), for hourly observations in the calibration
period 1 January 2014 to 30 June 2018.
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Figure 3: Boxplots of the logarithm of electricity prices in the NSW region by hour.
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Boxplots are of Y = log(PRICE + 1001) for each hour of the day during the calibration
period 8 January 2014 to 30 June 2018.
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Figure 4: Out-of-sample predictive marginal calibration
Histograms are of the out-of-sample observations of Y during the evaluation period (1 July - 31 December 2018). The average
predictive density for each method is given for the four deep time series models, plus the GAMLSS benchmark. The deep time
series copula model (RNNC) produces average densities close to the adaptive KDEs fit to the in-sample data found in Figure 2
by construction. The panels correspond to forecast prices in (a) NSW, (b) QLD, (c) SA, (d) TAS and (e) VIC.
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Figure 5: Prediction intervals for NSW prices at 12:00 during July 2018
Panels correspond to forecasts from the five methods made 1, 6 and 24 hours ahead. In each
panel, 95% prediction intervals are denoted by a vertical bar, with the predictive mean given
by a grey cross. The true values are denoted with a red cross. Results are presented on the
logarithmic scale for clarity.
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Figure 6: Tail risk for NSW prices at 12:00 during July 2018
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Panels (a)-(c) correspond to forecasts made 1, 6 and 24 hours ahead for the RNNC (in blue)
and RNNST (in red). In each panel, both the the expected longrise E(Y |Y > Q(α)) at
α = 0.975 and the expected shortfall E(Y |Y < Q(α)) at α = 0.025 are plotted. Results are
presented on the logarithmic scale for clarity.
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Figure 7: System-weighted mean quantile score functions.
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Each panel plots the system-weighted means of the quantile score functions over the evaluation period (1 July - 31 December
2018) for each forecasting model. Reading from top left to bottom right, the panels present quantile functions for probabilistic
forecasts made 1, 2, 3, 6, 12 and 24 hours ahead.
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Figure 8: Actual versus forecast demand for NSW during 2019
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The scatterplot is of half-hourly observed NSW system demand against their 24 hour ahead
point forecasts published by AEMO. A linear regression of actual demand on forecast demand
has an R2 = 0.966.
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Figure 9: Density forecasts of NSW price with and without demand forecast information
Density forecasts of NSW electricity price are provided for the nine hours in the out-of-sample forecasting period where the
inclusion of demand forecast information most greatly improved accuracy (as measured by CRPS). The density forecast without
demand forecast information is labelled as “RNNC”, and with as “RNNC+D”. The actual price is marked with a blue vertical
line.
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