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ABSTRACT 
 
Solute transport model in groundwater system is usually represented by the advection-
dispersion-reaction equation. When standard numerical methods are used to solve this solute 
transport equation, there can be non-physical overshoot and undershoot behavior. Several studies 
have shown that cross-terms in a dispersion tensor can lead to undershoots.  These cross-terms 
arise whenever the principal directions of dispersion are not aligned with a fixed coordinate 
system.  Since the principal directions are aligned with the direction of groundwater flow, full 
tensor dispersion must be included for realistic groundwater transport problems.  The problem of 
unphysical undershoots caused by dispersion cross-term cannot be ignored, considering that 
concentration of contaminants can never be negative in a groundwater system. In addition, 
negative solutions in dispersion cross-term can create artificial mass, cause numerical convergence 
problems and result in unstable results in a reactive transport model. To address these issues, this 
thesis applies the well-known flux corrected transport (FCT) technique to various numerical 
methods, including standard finite volume, standard continuous Galerkin finite element and a 
bilinear finite volume method. FCT algorithm is easy to construct, and it only requires operation 
on matrices for the final system of linear algebraic equations. In this methodology, the low order 
transport operator is initially constructed from the high order transport operator by inserting an 
artificial operator to eliminate troublesome off-diagonal components. The anti-diffusive fluxes 
with a flux limiter are then added into the low order scheme (low accuracy but positive solution) 
to construct a high-order and physical solution. Considering the flexibility and accuracy of FCT 
algorithm, I implement this algorithm in the well-known and widely used groundwater solute 
transport simulator, MT3DMS. A new solute simulator, MT3DMS-FCT, is developed to guarantee 
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the positivity of the transport solution.  MT3DMS-FCT is developed to demonstrate feasibility of 
implementing FCT into an existing production code; the current implementation is limited to 
nonreactive species, use of operator splitting to separately solve the advection and dispersion 
terms, and Dirichlet boundary conditions.  In this thesis, the accuracy and numerical performance 
of various FCT schemes are tested for several benchmark problems. The results indicate that FCT 
algorithm is high spatial order, robust and flexible method to guarantee the positivity of solution 
for solute transport model.  However, the FCT results for standard finite volume method is very 
sensitive to the time step size.  Moreover, while FCT guarantees a non-negative solution, it may 
not eliminate all numerical oscillations.  The numerical behavior and accuracy of MT3DMS-FCT 
are compared to that of MT3DMS by using different test problems. More importantly, FCT 
algorithm is successfully implemented in the existing solute transport simulator MT3DMS, which 
lays out the implementation work for other simulators.   
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CHAPTER 1: INTRODUCTION 
 
1.1 Background 
 
As water transits through a distribution system its quality undergoes important changes as 
a result of complex physical, chemical and biological processes. Thus, an appropriate water quality 
model is a valuable tool for predicting the fate, transport and transformation of various water-borne 
substances, especially for design and operational purposes [1].  In the hydrogeology field, 
groundwater flow and contaminant fate and transport models are used to help understand and 
evaluate hydrogeological systems [2]. For instance, groundwater simulation models are typically 
used to reliably predict the rate and direction of groundwater flow and contaminant transport is 
critical in planning and implementing groundwater remediations [3].  
Typically, transport of contaminants is modeled as a convection-dispersion-reaction (CDR) 
equation for each component [4]. For most practical cases, it is difficult to find the analytical 
solution of the convection-dispersion-reaction governing equations when considering aquifer 
heterogeneity and complex reaction type [4]. Therefore, it is necessary to apply numerical 
techniques to find the solution of CDR equations. To simplify the problem, the numerical solution 
of the CDR is usually split into two steps by using fractional step or operator splitting [5, 6]. The 
simpler subproblems are connected to each other through the initial conditions at the start of each 
time step. There are other advantages for using operator splitting method: we can exploit the 
special properties of the operators of the different subproblems and apply the most suitable 
numerical method for each of them [7]; the use of operator splitting may also reduce memory 
requirements and increase the stability range [8].  
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Most numerical methods for solving the convection-dispersion equation are classified as 
Eulerian, Lagrangian and mixed Eulerian-Lagrangian [9]. In the Eulerian method, the equation is 
solved on a fixed grid by techniques such as finite difference method (FDM), finite volume method 
(FVM) and standard Galerkin finite element method (FEM). The Eulerian method is easy to 
program and implement, generally mass conservative and accurate. However, it exhibits overshoot 
and undershoot behavior, typical when using Eulerian methods to solve advection-dispersion 
problem [10]. The oscillations are can be affected by several different factors, like Crank-Nicolson 
method for temporal discretization, relatively large grid Peclet number for convection term and 
cross dispersion term in a dispersion tensor etc. The unstable results caused by the choose of time 
schemes and relatively large grid Pelect number can be controlled by smoothing spatial or temporal 
grid size. caused by relatively small coefficients of dispersion and it can be controlled by 
smoothing the grid size.   Yet, undershoot behavior (negative concentrations) cannot be avoid by 
simply changing the grid size and time step size when considering a full tensor dispersion problem 
[11].    
As we know, in the simulation of transport of contaminants one such basic property is non-
negative solutions, as the concentration of a chemical or biological species physically can never 
be negative [12]. On the other hand, negative solutions obtained from advection-dispersion 
equations will greatly change the reaction solutions especially for the mixing-controlled problems 
[11], where the contaminant mass is artificially created. More importantly, most solute transport 
simulators like MT3DMS, Crunchflow and Pflotran are developed based on the advection-
dispersion-reaction equations.  so that some unphysical solutions will be generated by using these 
simulators.   Especially for MT3DMS, there might be some unphysical results due to the cross-
dispersion term in a dispersion tensor. The unphysical results from MT3DMS will certainly affect 
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the investigation of some practical researches. Hence, it is necessary to develop methods to filter 
out nonphysical noises as well as maintain the accuracy of simulation results. 
Past research revealed several numerical formulations that can preserve the positivity of 
concentration, such as Total Variation Diminishing (TVD) approach [13], Flux Limiters [14], 
numerical conditional optimization methods [11] [15] and Flux Corrected Transport (FCT) [16]. 
TVD schemes are monotonicity-preserving schemes with a property that the total variation of the 
discrete solution diminish with the time, so TVD schemes do not create new undershoots and 
overshoots in the solution. In 2001, Wang and Zheng [14]   made some extensions of TVD and 
multi-dimensional flux limiters. The inter-cell dispersive flux resulting from the dispersion cross 
terms is checked individually and adjusted to prevent the concentration at any neighboring model 
cell from becoming negative [14].  However, both TVD methods and positivity-preserving scheme 
developed by Wang and Zheng are usually used for an explicit time-stepping scheme, which has 
a stability limitation. The stability issue can be accommodated by decreasing the time step size, 
but it is more likely to require more computational cost. The numerical conditional optimization 
methods are developed based on the non-negative constraints and maximum principals [17] [18]. 
This method can achieve high accuracy, but it is not easy to construct. Compared to other methods, 
FCT might be the handiest method to construct. The origin of FCT algorithm goes back to I. 
SHASTA, and it consists conceptually of two major stages, a transport stage followed by an anti-
diffusive stage [16]. But I. SHASTA only describes a class of explicit, Eulerian finite difference 
algorithms. Based on the idea of I. SHASTA, Zalesak presented a new algorithm for implementing 
the critical flux limiting stage in multiple dimensions without resorting to time splitting [19].  All 
previous FCT work [14, 16] (Boris, Book and Zalesak ) focused on the finite difference method. 
Beginning in 2002, Kuzmin applied flux correction tools on finite elements. In Kuzmin’s FCT 
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work [20], a fully implicit FEM-FCT scheme for multidimensional problems was developed. 
Kuzmin’s FCT work makes flux correction tool more general and applicable. The implementation 
of FV-FCT for multidimensional transport reactive model is done by Guoyin afterwards [11].    
The basic idea of implementation of FCT on standard numerical methods (like FV/FEM) is similar 
to traditional diffusion-antidiffusion methods [21]. The low-order scheme is firstly produced to 
guarantee the positivity of concentration despite the loss of accuracy. Then the anti-diffusion term 
is defined as the difference between the high and low order scheme. Afterwards, the anti-diffusion 
term is modified by correction factors. The positivity-preserved and accurate flux limited solution 
is eventually determined by the addition of low-order solution and corrected anti-diffusion. 
Construction of FCT on these numerical methods simply requires the operation and modification 
of the matrix in the high order schemes. This work makes implementation of FCT within an 
existing code much easier compared to other positivity-preserving methods. This advantage also 
makes FCT possible to be implemented in available groundwater flow and solute transport 
simulators (e.g. MT3DMS).  
1.2 Scope of Thesis 
 
The objective of this thesis is to test the performance and the accuracy of the FCT algorithm 
for finite volume and finite element methods in a diffusion transport model, and to detect the effect 
of a diagonal diffusion tensor and full diffusion tensor on the positivity of the solution. Also, this 
thesis aims to implement the FCT algorithm in the solute transport simulator MT3DMS. A new 
solute transport simulator MT3DMS-FCT will be developed.  
In this thesis, I will first review several standard numerical methods: standard finite volume 
method and standard finite element method. A novel method, bilinear approximation finite volume 
method is developed based on the idea of finite element method and finite volume method. Then 
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I will summarize the procedure of design of FCT algorithm based on the pioneering work of 
Kuzmin.  Afterwards, I will implement the FCT algorithm on various numerical methods, 
including standard finite element method, standard finite volume method and bilinear 
approximation finite volume method. These FCT schemes are multidimensional and fully implicit. 
I will compare the numerical behavior of FCT schemes to that of standard numerical methods by 
providing several benchmark problems. The effect of time step size for different FCT schemes will 
be investigated. I will test the accuracy and convergence rate of FCT schemes based on the 
analytical solution provided. More importantly, I will implement the FCT algorithm in the 
groundwater flow and solute transport simulator – MT3DMS. A new simulator MT3DMS-FCT 
will be developed. I will eventually conduct various benchmark problems to point out the 
advantage and test the performance of MT3DMS-FCT in comparison of that of MT3DMS. 
This thesis includes six chapters and one Appendix in total. In Chapter 2, I first present the 
governing equations of the diffusion model; the analytical solution with a diagonal tensor and a 
full tensor will be discussed for a special case. In Chapter 3, I review the construction of standard 
numerical methods (FEM and FV) followed by the construction of bilinear approximation finite 
volume method; implementation of the FCT algorithm on various numerical methods will be 
presented. In Chapter 4, I present some diffusion examples to show the accuracy and performance 
of FCT schemes as well as the impact of FCT methodology. In Chapter 5, I show the steps of the 
implementation of the FCT algorithm in MT3DMS; a new solute transport simulator MT3DMS-
FCT will be developed in this chapter. Several benchmark problems will be tested to show the 
performance of MT3DMS-FCT, particularly showing how it can eliminate negative concentrations 
that can arise in some cases. Some transport examples, instruction of how to use MT3DMS-FCT 
and source code of MT3DMS-FCT will be finally drawn in the Appendix. 
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In this thesis, I demonstrate the great potential of FCT schemes:  FCT schemes can 
guarantee the positivity of numerical solutions as well as maintain the accuracy of the solution but 
FCT method cannot overcome the overshoots issue near the peak; the order accuracy of FCT 
schemes remains consistent with the original high order schemes. I also demonstrate that positivity 
criteria will vary from the type of numerical methods. Cross terms in a diffusion tensor will play 
an important role on the simulation results of transport problems. All FCT schemes are sensitive 
to the time step size. Most importantly, FCT schemes are robust, flexible and can be implemented 
in some solute transport simulators like MT3DMS.    
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CHAPTER 2: DIFFUSION/DISPERSION TRANSPORT MODEL 
 
In this chapter, I present diffusion solute transport model, which is represented by mass 
balance and Fick’s Law of diffusion. The analytical solution of this dispersion model with a full 
dispersion tensor is discussed to support the numerical solutions to be presented in the next chapter.     
2.1 Diffusion Governing Equation 
 
The diffusion transport of contaminants in a porous medium can be usually represented by 
governing equation: 
                                                              𝒖𝒖𝑡𝑡 = 𝛻𝛻 ∙ (𝐃𝐃𝛻𝛻𝒖𝒖) + 𝒇𝒇                                                                                  
The term on the left-hand side of equation (1) represents the temporal variation of the mass 
stored, where u is concentration (M/𝐿𝐿3). The first term at right hand side represent the net flux due 
to diffusion, where 𝐃𝐃 is the diffusion tensor (𝐿𝐿2/𝑇𝑇)  The last term stands for sources or sinks 
(𝑀𝑀/𝐿𝐿3/𝑇𝑇) [4].  
2.2 Analytical Solution of Diffusion/Dispersion Model 
 
In this section, we start from finding the analytical solution of diffusion model with a 
diagonal diffusion tensor. The diagonal diffusion tensor can be written in a form,  
�
𝐷𝐷𝐿𝐿 00 𝐷𝐷𝑇𝑇� 
Where 𝐷𝐷𝐿𝐿 the diffusion components along x direction in is Cartesian coordinate and 𝐷𝐷𝑇𝑇 
represents the y direction along the coordinate. When there is a flow in the media, 𝐃𝐃 will become 
a hydrodynamics dispersion tensor instead of diffusion tensor. 𝐷𝐷𝐿𝐿 and 𝐷𝐷𝑇𝑇 will present the diagonal 
components in a hydrodynamics tensor.   
(2.1)
 
(2.2) 
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Based on this analytical solution, analytical solution of full tensor dispersion model is 
obtained by transforming the diagonal dispersion tensor and rotating the coordinate system.   
2.2.1 Rectangular Source Model with a Diagonal Diffusion/Dispersion Tensor 
 
Assume that we have an infinite domain with a rectangular source (yellow rectangle) at the 
center of the domain (blue square), shown in Figure 2.1. The analytical solution with initial mass 
condition can be obtained [22], 
 
𝑀𝑀 =  𝑢𝑢𝑜𝑜𝐿𝐿𝐿𝐿 
 
𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) =  𝑢𝑢𝑜𝑜4 �𝑒𝑒𝑒𝑒𝑒𝑒 �𝑥𝑥 + 𝐿𝐿/2�4𝐷𝐷𝐿𝐿𝑡𝑡 � − 𝑒𝑒𝑒𝑒𝑒𝑒 �𝑥𝑥 − 𝐿𝐿/2�4𝐷𝐷𝐿𝐿𝑡𝑡 �� 
∙ �𝑒𝑒𝑒𝑒𝑒𝑒 �
𝑦𝑦 + 𝐿𝐿/2
�4𝐷𝐷𝑇𝑇𝑡𝑡 � − 𝑒𝑒𝑒𝑒𝑒𝑒 �𝑦𝑦 −𝐿𝐿/2�4𝐷𝐷𝑇𝑇𝑡𝑡 �� 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1 The infinite domain with a rectangular source at the center. 
(2.3)
 
(2.4)
 
y
x
L
W
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Where, M is initial mass of center rectangle with length L and width W. 𝑢𝑢𝑜𝑜 is the initial 
concentration in the rectangle. 𝐷𝐷𝐿𝐿 and 𝐷𝐷𝑇𝑇 represent the longitudinal (x-direction) and transverse 
(y-direction) terms in the diagonal dispersion/diffusion tensor.   
2.2.2 Rectangular Source Model with a Full Dispersion Tensor 
 
The solution discussed in Section 2.2.1 is limited to the case with a diagonal 
diffusion/dispersion tensor. When the principal direction of diffusion tensor is not aligned with 
Cartesian grid, there will exist cross-diffusion components in the diffusion tensor. Similarly, if the 
flow direction is different from the x-axis of Cartesian coordinate shown in Figure 2.2, dispersion 
tensor will transform from the diagonal tensor to full tensor with a cross term.    
 
 
 
Figure 2.2 The relationship between Cartesian coordinate and principal coordinate. 𝛼𝛼 is the angle 
between two coordinate systems. 
 
 
 
y
x
𝑥𝑥∗
𝑦𝑦∗
𝛼𝛼
Flow Direction
10 
 
The transformation of diagonal dispersion tensor in principal coordinate to full dispersion 
tensor in Cartesian coordinate can be expressed as, 
 
�
𝐷𝐷𝐿𝐿 00 𝐷𝐷𝑇𝑇� → �𝐷𝐷𝑥𝑥𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥𝐷𝐷𝑥𝑥𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥� 
   
 
The relationship between dispersion coefficient component in two dispersion tensors can 
be obtained [11]: 
𝐷𝐷𝑥𝑥𝑥𝑥 =  𝐷𝐷𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐2𝛼𝛼 + 𝐷𝐷𝑇𝑇𝑐𝑐𝑠𝑠𝑠𝑠2𝛼𝛼 
𝐷𝐷𝑥𝑥𝑥𝑥 =  𝐷𝐷𝑥𝑥𝑥𝑥 = (𝐷𝐷𝐿𝐿 − 𝐷𝐷𝑇𝑇)𝑐𝑐𝑠𝑠𝑠𝑠𝛼𝛼 𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼 
𝐷𝐷𝑥𝑥𝑥𝑥 =  𝐷𝐷𝑇𝑇𝑐𝑐𝑠𝑠𝑠𝑠2𝛼𝛼 + 𝐷𝐷𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐2𝛼𝛼 
The approximate analytical solution for the model with full dispersion tensor in the 
Cartesian coordinate can be simply obtained by rotating the model with diagonal dispersion tensor 
in the principal coordinate. For instance, we assume analytical solution in principal coordinate is, 
𝐹𝐹∗ = 𝑒𝑒(𝑥𝑥∗,𝑦𝑦∗, 𝑡𝑡) 
The relationship between two coordinates is, 
𝑥𝑥∗ = 𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼 − 𝑦𝑦𝑐𝑐𝑠𝑠𝑠𝑠𝛼𝛼 
𝑦𝑦∗ = 𝑥𝑥𝑐𝑐𝑠𝑠𝑠𝑠𝛼𝛼 + 𝑦𝑦𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼 
Plug equation 2.8 back into equation 2.7, solution for the model with full dispersion tensor 
in the Cartesian coordinate can be finally obtained, 
𝐹𝐹 = 𝑒𝑒(𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼 − 𝑦𝑦𝑐𝑐𝑠𝑠𝑠𝑠𝛼𝛼, 𝑥𝑥𝑐𝑐𝑠𝑠𝑠𝑠𝛼𝛼 + 𝑦𝑦𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼, 𝑡𝑡) = 𝑔𝑔(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) 
2.3 Summary 
 
In this chapter, I have presented the governing equations to represent dispersion tensor. 
The analytical solution of dispersion model with a diagonal dispersion tensor and full dispersion 
(2.5)
 
(2.6a) 
(2.7)
 
(2.8a)
 
(2.9) 
(2.6b) 
(2.6c) 
(2.8b)
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tensor are discussed in this section. The analytical solution in this chapter will be used to test the 
numerical performance and accuracy of FCT algorithm in Chapter 4.  
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   (3.1) 
CHAPTER 3: FLUX CORRECTED TRANSPORT MODEL 
 
In this chapter, I construct conventional spatial discretized schemes using standard/bilinear 
approximation finite volume and standard finite element method. I explain how these conventional 
schemes violate the positivity criterial and give non-physical negative concentration. Afterwards, 
I will introduce the procedure of FCT algorithm [16,19,20]. FCT algorithms for three numerical 
methods are then constructed eventually.    
3.1 Spatial and Temporal Discretization 
 
Consider a simple form for equation 2.1 (keep dispersion term and ignore source term):  
𝒖𝒖𝑡𝑡 = 𝛻𝛻 ∙ (𝐃𝐃𝛻𝛻𝒖𝒖) 
High order spatial discretization schemes are constructed based on finite volume or finite 
element method. These high order spatial discretization schemes are second-order accurate in 
space for dispersion.   Considering the stability (unconditionally stable) and the cost of computing 
fully implicit method is applied for temporal discretization. Non-physical oscillations of these high 
order schemes are explained in the following subsections. 
3.1.1 Finite Element High Order Scheme  
 
Finite element spatial discretization is usually accomplished by applying continuous 
Galerkin finite element method [23], which is one of the traditional finite element methods. This 
method allows us to discretize infinite space to finite dimensional space. Usually, it provides 
second-order accuracy for dispersion problems when using bilinear basis function [24].  
Multiply an arbitrary function v (x, y) on both sides of the unsteady-state dispersion 
equation shown in equation 3.1 and then integrate both side with respect to the spatial domain  Ω 
, giving equation 3.2 and 3.3 
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   (3.3) 
   (3.4) 
   (3.5) 
   (3.6) 
   (3.7) 
   (3.8) 
   (3.9) 
   (3.10) 
   (3.2) 𝑢𝑢𝑡𝑡𝑣𝑣 − ∇ ∙ (𝐷𝐷∇𝑢𝑢)𝑣𝑣 = 0 𝑐𝑐𝑠𝑠 Ω 
�𝑢𝑢𝑡𝑡𝑣𝑣𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 −�∇ ∙ (𝐷𝐷∇𝑢𝑢)𝑣𝑣𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 = 0 
Then, we apply Green’s Theorem, written as equation 3.4 
∬∇ ∙ (𝐷𝐷∇𝑢𝑢)𝑣𝑣𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 =∫(𝐷𝐷∇𝑢𝑢 ∙ 𝑠𝑠�⃗ )𝑣𝑣𝑣𝑣𝑣𝑣 −∬(𝐷𝐷∇𝑢𝑢 ∙ ∇𝑣𝑣)𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦   
We obtain equation 3.5 
∬𝑢𝑢𝑡𝑡𝑣𝑣𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 + ∬D∇u ∙ ∇v𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 −∫(D∇u ∙ 𝑠𝑠�⃗ ) ∙ 𝑣𝑣𝑣𝑣𝑣𝑣 = 0  
When considering Dirichlet boundary condition, the nodes value on the boundary will be 
known. The test function 𝑣𝑣 can be set as 0 under Dirichlet boundary condition., We can get 
equation 3.6, 
∬𝑢𝑢𝑡𝑡𝑣𝑣𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 + ∬D∇u ∙ ∇v𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 = 0  
let 𝜕𝜕(𝑢𝑢, 𝑣𝑣) = ∬D∇u ∙ ∇v𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 , and (𝑢𝑢𝑡𝑡, v) = ∬𝑢𝑢𝑡𝑡𝑣𝑣𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦, then equation 3.7 can be written as, (𝑢𝑢𝑡𝑡, 𝑣𝑣) + 𝜕𝜕(𝑢𝑢, 𝑣𝑣) = 0    
Where 𝑢𝑢 ∈  𝐻𝐻1(Ω),𝑣𝑣 ∈  𝐻𝐻01(Ω) . Assume there is a finite dimensional subspace 𝑈𝑈ℎ ⊂ 𝐻𝐻1(Ω) and Galerkin formulation is to find 𝑢𝑢ℎ ∈  𝑈𝑈ℎ , then we can see equation 3.8, (𝑢𝑢𝑡𝑡ℎ, 𝑣𝑣ℎ) + 𝜕𝜕(𝑢𝑢ℎ, 𝑣𝑣ℎ) = 0  
Then equation 3.9 can be in a form, 
∬𝑢𝑢𝑡𝑡ℎ𝑣𝑣ℎ𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 + ∬D∇𝑢𝑢ℎ ∙ ∇𝑣𝑣ℎ𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 = 0                            
Where we use 𝑈𝑈ℎ = 𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠{𝜙𝜙𝑗𝑗}𝑗𝑗=1𝑁𝑁𝑏𝑏  as a finite element space, 𝜙𝜙𝑗𝑗 will be our bilinear basis 
function such that, when (x, y) is located as node i=j, then 𝜙𝜙𝑗𝑗(x, y) =1. Due to 𝑢𝑢ℎ ∈ 𝑈𝑈ℎ , 𝑢𝑢ℎ can 
be represented as, 
𝑢𝑢ℎ(𝑥𝑥,𝑦𝑦, 𝑡𝑡) = ∑ 𝑢𝑢𝑗𝑗(𝑡𝑡)𝜙𝜙𝑗𝑗(x, y)𝑁𝑁𝑏𝑏𝑗𝑗=1   
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   (3.11) 
   (3.12) 
   (3.13) 
   (3.14) 
   (3.15) 
where 𝑢𝑢𝑗𝑗  (𝑗𝑗 = 1, … . ,𝑁𝑁𝑏𝑏) are some coefficients, and we choose 𝑣𝑣ℎ = 𝜙𝜙𝑖𝑖  (𝑠𝑠 =1, … … ,𝑁𝑁𝑏𝑏).Then equation 3.10 can be finally expressed as,        ∑ 𝑢𝑢𝑗𝑗′(𝑡𝑡)𝑁𝑁𝑏𝑏𝑗𝑗=1 ∬D𝜙𝜙𝑗𝑗 ∙ 𝜙𝜙𝑖𝑖𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 + ∑ 𝑢𝑢𝑗𝑗𝑁𝑁𝑏𝑏𝑗𝑗=1 (𝑡𝑡)∬D∇𝜙𝜙𝑗𝑗 ∙ ∇𝜙𝜙𝑖𝑖𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 = 0 , 𝑠𝑠, 𝑗𝑗 = 1, … … ,𝑁𝑁𝑏𝑏  
From equation 3.11, the discretization formulation can be defined, equation 3.12 for 
stiffness matrix, equation 3.13 for consistent mass matrix, and equation 3.14 for unknown vector 
such that, 
𝐴𝐴𝐻𝐻 = [𝑠𝑠𝐻𝐻𝑖𝑖𝑗𝑗]𝑖𝑖,𝑗𝑗=1𝑁𝑁𝑏𝑏 = [∬−D∇𝜙𝜙𝑗𝑗 ∙ ∇𝜙𝜙𝑖𝑖𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦]𝑖𝑖,𝑗𝑗=1𝑁𝑁𝑏𝑏   
𝑀𝑀 = [𝑚𝑚𝑖𝑖𝑗𝑗]𝑖𝑖,𝑗𝑗=1𝑁𝑁𝑏𝑏 = [∬𝜙𝜙𝑗𝑗 ∙ 𝜙𝜙𝑖𝑖𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦]𝑖𝑖,𝑗𝑗=1𝑁𝑁𝑏𝑏   
?⃗?𝑋(𝑡𝑡) = [𝑢𝑢𝑗𝑗]𝑗𝑗=1𝑁𝑁𝑏𝑏   
Then, we can obtain the linear algebra system: 
𝑀𝑀𝑋𝑋′����⃗ (𝑡𝑡) = 𝐴𝐴𝐻𝐻?⃗?𝑋(𝑡𝑡)           
Assume we use bilinear rectangle grids for spatial discretization. The stencil containing 
nine nodes and four elements, shown in Figure 3.1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1 The schematics of the stencil for the finite elements. I, II, III, and IV are the element 
number. 1, 2,3,4,5,6,7,8 and 9 represents the node number in this stencil. 
1
7
2 3
4
5
6
8 9
I II
III IV
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   (3.16) 
   (3.17) 
𝑀𝑀 is a nine diagonal consistent mass matrix. The entry of each diagonal is present as following, 
𝑚𝑚1 = ∆𝑥𝑥∆𝑥𝑥36   
𝑚𝑚2 = 4∆𝑥𝑥∆𝑥𝑥36   
𝑚𝑚3 = ∆𝑥𝑥∆𝑥𝑥36   
𝑚𝑚4 = 4∆𝑥𝑥∆𝑥𝑥36   
𝑚𝑚5 = 16∆𝑥𝑥∆𝑥𝑥36   
𝑚𝑚6 = ∆𝑥𝑥∆𝑥𝑥36   
𝑚𝑚7 = ∆𝑥𝑥∆𝑥𝑥36   
𝑚𝑚8 = 4∆𝑥𝑥∆𝑥𝑥36   
𝑚𝑚9 = ∆𝑥𝑥∆𝑥𝑥36   
 
Similarly,  𝐴𝐴𝐻𝐻 is a high order operator of FEM with nine diagonals. The diagonal 
components are shown as below, 
𝑠𝑠1 =  16 𝐷𝐷𝑥𝑥𝑥𝑥 + 12𝐷𝐷𝑥𝑥𝑥𝑥 + 16𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠2 =  46 𝐷𝐷𝑥𝑥𝑥𝑥 − 26𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠3 =  16 𝐷𝐷𝑥𝑥𝑥𝑥 − 12𝐷𝐷𝑥𝑥𝑥𝑥 + 16𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠4 =  −26𝐷𝐷𝑥𝑥𝑥𝑥 + 46 𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠5 =  −86𝐷𝐷𝑥𝑥𝑥𝑥 − 86𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠6 =  −26𝐷𝐷𝑥𝑥𝑥𝑥 + 46 𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠7 = 16 𝐷𝐷𝑥𝑥𝑥𝑥 − 12𝐷𝐷𝑥𝑥𝑥𝑥 + 16𝐷𝐷𝑥𝑥𝑥𝑥  
16 
 
   (3.18) 
𝑠𝑠8 = 46 𝐷𝐷𝑥𝑥𝑥𝑥 − 26𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠9 = 16 𝐷𝐷𝑥𝑥𝑥𝑥 + 12 𝐷𝐷𝑥𝑥𝑥𝑥 + 16 𝐷𝐷𝑥𝑥𝑥𝑥  
 
3.1.2 Standard Finite Volume High Order Scheme 
 
Standard finite volume spatial discretization of dispersion term in equation 3.1 is usually 
done using the centered difference approximation, which provides second-order accuracy in space. 
Refer to [25], diffusive term on right side of equation 3.1 can be separated into four different parts, 
including two pieces with non-cross terms and two pieces with cross terms, shown as below, 
𝑢𝑢𝑡𝑡 = 𝜕𝜕𝜕𝜕𝑥𝑥 �𝐷𝐷𝑥𝑥𝑥𝑥 𝜕𝜕𝜕𝜕𝜕𝜕𝑥𝑥� + 𝜕𝜕𝜕𝜕𝑥𝑥 �𝐷𝐷𝑥𝑥𝑥𝑥 𝜕𝜕𝜕𝜕𝜕𝜕𝑥𝑥� + 𝜕𝜕𝜕𝜕𝑥𝑥 �𝐷𝐷𝑥𝑥𝑥𝑥 𝜕𝜕𝜕𝜕𝜕𝜕𝑥𝑥� + 𝜕𝜕𝜕𝜕𝑥𝑥 (𝐷𝐷𝑥𝑥𝑥𝑥 𝜕𝜕𝜕𝜕𝜕𝜕𝑥𝑥)  
The first term on right-hand side in 3.18, 𝜕𝜕
𝜕𝜕𝑥𝑥
�𝐷𝐷𝑥𝑥𝑥𝑥
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� is a diffusive term in x direction due 
to concentration gradients in x direction. The schematic of spatial discretization for this term is 
shown in Figure 3.2. Each gird is uniform for spatial discretization. 
 
 
 
Figure 3.2. Calculation of the dispersive flux in x direction due to the concentration gradient in x 
direction 
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   (3.19) 
Then  𝜕𝜕
𝜕𝜕𝑥𝑥
�𝐷𝐷𝑥𝑥𝑥𝑥
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� in equation 3.18 can be approximated by the centered difference 
method, expressed in a form, 
                                        𝜕𝜕
𝜕𝜕𝑥𝑥
�𝐷𝐷𝑥𝑥𝑥𝑥
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� = 1
∆𝑥𝑥2
[𝐷𝐷𝑥𝑥𝑥𝑥5|8(𝑢𝑢8 − 𝑢𝑢5) − 𝐷𝐷𝑥𝑥𝑥𝑥2|5(𝑢𝑢5 − 𝑢𝑢2)]                                       
Physically, equation 3.19 means that net diffusive flux flows into cell 5 from neighboring 
cells in x-direction through adjunct boundary (cell 2 and 5, cell 5 and 8). 
The second term on right-hand side in 3.18, 𝜕𝜕
𝜕𝜕𝑥𝑥
�𝐷𝐷𝑥𝑥𝑥𝑥
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� is diffusive term in x direction due 
to concentration gradients in y direction. Figure 3.3shows the schematic for spatial discretization 
of this term. To compute the gradient of concentration for 𝐷𝐷𝑥𝑥𝑥𝑥. Yellow circles represent the 
average concentration of adjunct cells concentration in x direction. Blue circles are average 
concentration of neighboring yellow circles in y direction [25]. 
 
 
 
Figure 3.3 Calculation of the dispersive flux in x direction due to the concentration gradient in y 
direction 
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   (3.20) 
   (3.21) 
   (3.22) 
   (3.23) 
   (3.24) 
   (3.25) 
By using central difference, 𝜕𝜕
𝜕𝜕𝑥𝑥
�𝐷𝐷𝑥𝑥𝑥𝑥
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� can be approximated as, 
𝜕𝜕
𝜕𝜕𝑥𝑥
�𝐷𝐷𝑥𝑥𝑥𝑥
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� = 1
2∆𝑥𝑥∆𝑥𝑥
[𝐷𝐷𝑥𝑥𝑥𝑥8|5�𝑢𝑢9|6 − 𝑢𝑢7|4� − 𝐷𝐷𝑥𝑥𝑥𝑥5|2�𝑢𝑢6|3 − 𝑢𝑢4|1�] 
Since 𝑢𝑢9|6, 𝑢𝑢7|4, 𝑢𝑢6|3 and  𝑢𝑢4|1 can be evaluated by average of concentration of adjunct 
square cells, such as 𝑢𝑢9|6 = 𝜕𝜕9+𝜕𝜕62 , equation 3.20 can be finally expressed by 
𝜕𝜕
𝜕𝜕𝑥𝑥
�𝐷𝐷𝑥𝑥𝑥𝑥
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� = 1
4∆𝑥𝑥∆𝑥𝑥
[𝐷𝐷𝑥𝑥𝑥𝑥8|5(𝑢𝑢9 + 𝑢𝑢6 − 𝑢𝑢7 − 𝑢𝑢4) − 𝐷𝐷𝑥𝑥𝑥𝑥5|2(𝑢𝑢6 + 𝑢𝑢3 − 𝑢𝑢4 − 𝑢𝑢1)]
Similarly, net diffusive flux into cell 5 in y direction,  𝜕𝜕
𝜕𝜕𝑥𝑥
�𝐷𝐷𝑥𝑥𝑥𝑥
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� can be approximated as, 
𝜕𝜕
𝜕𝜕𝑥𝑥
�𝐷𝐷𝑥𝑥𝑥𝑥
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� = 1
∆𝑥𝑥2
[𝐷𝐷𝑥𝑥𝑥𝑥6|5(𝑢𝑢6 − 𝑢𝑢5) − 𝐷𝐷𝑥𝑥𝑥𝑥5|4(𝑢𝑢5 − 𝑢𝑢4)]  
The fourth term on right-hand side of equation 3.18, as, 
𝜕𝜕
𝜕𝜕𝑥𝑥
�𝐷𝐷𝑥𝑥𝑥𝑥
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� = 1
4∆𝑥𝑥∆𝑥𝑥
[𝐷𝐷𝑥𝑥𝑥𝑥6|5(𝑢𝑢8 + 𝑢𝑢9 − 𝑢𝑢3 − 𝑢𝑢2) − 𝐷𝐷𝑥𝑥𝑥𝑥5|4(𝑢𝑢8 + 𝑢𝑢7 − 𝑢𝑢2 − 𝑢𝑢1)] 
Substituting equation 3.19, 3.21, 3.22, 3.23 back into equation 3.16, we then have, 
𝑢𝑢𝑡𝑡 = 𝑠𝑠1𝑢𝑢1 + 𝑠𝑠2𝑢𝑢2 + 𝑠𝑠3𝑢𝑢3 + 𝑠𝑠4𝑢𝑢4 + 𝑠𝑠5𝑢𝑢5 + 𝑠𝑠6𝑢𝑢6 + 𝑠𝑠7𝑢𝑢7 + 𝑠𝑠8𝑢𝑢8 + 𝑠𝑠9𝑢𝑢9 
Where 𝑢𝑢1~9 represents the concentration from cell 1 to cell 9, and 𝑠𝑠1−9 are coefficients 
generated by spatial discretization including diffusion components and grid size (like ∆𝑥𝑥,∆𝑦𝑦), 
                                                     𝑠𝑠1 = 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥5|2 + 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥5|4                                                                    
                                         𝑠𝑠2 = 1∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥2|5 − 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥6|5 + 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥6|5                                                         
                                                    𝑠𝑠3 = − 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥5|2 − 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥6|5                                                                 
                                          𝑠𝑠4 = 1∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥5|4 − 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥8|5 + 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥5|2                                                       
𝑠𝑠5 = − 1∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥5|8 − 1∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥2|5 − 1∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥6|5 − 1∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥5|4 
                                          𝑠𝑠6 = 1∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥6|5 + 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥8|5 − 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥5|2                                                        
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   (3.26) 
   (3.27) 
                                                   𝑠𝑠7 = − 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥8|5 − 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥5|4                                                                   
                                           𝑠𝑠8 = 1∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥5|8 + 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥6|5 − 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥5|4                                                       
                                                       𝑠𝑠9 = 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥8|5 + 14∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥6|5                                                                   
Where ∙ | ∙ in the subscript of D denotes the common bounds of two adjacent cells. We 
assume the aquifer is homogeneous, which means  𝐷𝐷𝑥𝑥𝑥𝑥 ,𝐷𝐷𝑥𝑥𝑥𝑥 ,𝐷𝐷𝑥𝑥𝑥𝑥 and 𝐷𝐷𝑥𝑥𝑥𝑥 will not depend on the 
location. In this case, equations 3.25 can be further simplified to, 
𝑠𝑠1 = 12∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠2 = 1∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠3 = − 12∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠4 = 1∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥 
𝑠𝑠5 = − 2∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥 − 2∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠6 = 1∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠7 = − 12∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠8 = 1∆𝑥𝑥2 𝐷𝐷𝑥𝑥𝑥𝑥  
𝑠𝑠9 = 12∆𝑥𝑥∆𝑥𝑥 𝐷𝐷𝑥𝑥𝑥𝑥  
 
Eventually, semi-discrete FV scheme is similar to semi high order FEM scheme. Each row 
of 𝐴𝐴𝐻𝐻 contains components 𝑠𝑠1~9 listed above except the boundary rows, ?⃗?𝑋(𝑡𝑡) is a vector of nodal 
concentration 𝑢𝑢𝑖𝑖. 𝐼𝐼 is identity matrix, and its dimension is same as high order operator.  
𝐼𝐼𝑋𝑋′����⃗ (𝑡𝑡) = 𝐴𝐴𝐻𝐻?⃗?𝑋(𝑡𝑡)      
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   (3.28) 
3.1.3 Bilinear Approximation Finite Volume High Order Scheme 
 
In standard finite volume method, the averaged flux through the interface between two 
neighboring cells is evaluated at the center of the interface. If the averaged flux through the 
interface is evaluated at one quarter length and three quarters of the interface, more nodes are 
included for calculating fluxes. We call this novel method as ‘Bilinear approximation finite volume 
method’. The inlet flux along x direction due to gradient in x direction is shown in Figure 3.4.  
 
 
 
Figure 3.4. Calculation of the dispersive flux in x direction due to the concentration gradient in x 
direction 
 
 
Total inlet flux along x direction due to the gradient in x direction can be calculated as the 
sum of ∆𝑥𝑥
2
𝑒𝑒𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖1  and ∆𝑥𝑥2 𝑒𝑒𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2 , such that, 
𝐹𝐹𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 = ∆𝑥𝑥2 (𝑒𝑒𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖1 + 𝑒𝑒𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2)   
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   (3.29) 
   (3.30) 
   (3.31) 
   (3.32) 
   (3.33) 
   (3.34) 
   (3.35) 
𝑒𝑒𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖1  is average flux of the first half of left interface in cell 5, while 𝑒𝑒𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2 the average flux 
of the second half of the left interface in cell 5. 𝑒𝑒𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖1 and 𝑒𝑒𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2  can be determined by 𝑒𝑒1,𝑒𝑒2 and 𝑒𝑒3 
corresponding to concentration at cell 1-6. 𝑒𝑒𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖1  and 𝑒𝑒𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖2 can be drawn in equations below, 
𝑒𝑒𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖1 = 𝑒𝑒1 + 𝑒𝑒22 = 𝐷𝐷𝑥𝑥𝑥𝑥 𝑢𝑢2 − 𝑢𝑢5∆𝑥𝑥 +
12 (𝑢𝑢2 + 𝑢𝑢3) − 12 (𝑢𝑢5 + 𝑢𝑢6)
∆𝑥𝑥2  
𝑒𝑒𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖1 = 𝑒𝑒2 + 𝑒𝑒32 = 𝐷𝐷𝑥𝑥𝑥𝑥 𝑢𝑢2 − 𝑢𝑢5∆𝑥𝑥 +
12 (𝑢𝑢1 + 𝑢𝑢2) − 12 (𝑢𝑢5 + 𝑢𝑢4)
∆𝑥𝑥2  
Combining equation 3.28, 3.29 and 3.30, 𝐹𝐹𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 can be expressed as, 
𝐹𝐹𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 = ∆𝑦𝑦𝐷𝐷𝑥𝑥𝑥𝑥4∆𝑥𝑥 (12𝑢𝑢1 + 3𝑢𝑢2 + 12𝑢𝑢3 − 12𝑢𝑢4 − 3𝑢𝑢5 − 12𝑢𝑢6) 
Similarly, total outlet flux along x direction due to gradient in x direction can be addressed as, 
𝐹𝐹𝑥𝑥𝑥𝑥𝑜𝑜𝑜𝑜𝑜𝑜 = ∆𝑦𝑦𝐷𝐷𝑥𝑥𝑥𝑥4∆𝑥𝑥 (12𝑢𝑢4 + 3𝑢𝑢5 + 12𝑢𝑢6 − 12𝑢𝑢7 − 3𝑢𝑢8 − 12𝑢𝑢9) 
Total inlet/outlet flux along x direction due to gradient in y direction are shown as below, 
𝐹𝐹𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖 = 𝐷𝐷𝑥𝑥𝑥𝑥4 (𝑢𝑢1 − 𝑢𝑢3 + 𝑢𝑢4 − 𝑢𝑢6) 
𝐹𝐹𝑥𝑥𝑥𝑥𝑜𝑜𝑜𝑜𝑜𝑜 = 𝐷𝐷𝑥𝑥𝑥𝑥4 (𝑢𝑢4 − 𝑢𝑢7 + 𝑢𝑢6 − 𝑢𝑢9) 
Hence, net flux in x direction into cell 5 is calculated as, 
𝐹𝐹𝑥𝑥𝑖𝑖𝑛𝑛𝑜𝑜 = 𝐹𝐹𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝑥𝑥𝑜𝑜𝑜𝑜𝑜𝑜  = ∆𝑥𝑥𝐷𝐷𝑥𝑥𝑥𝑥
4∆𝑥𝑥
�
1
2
𝑢𝑢1 + 3𝑢𝑢2 + 12 𝑢𝑢3 − 𝑢𝑢4 − 6𝑢𝑢5 − 𝑢𝑢6 + 12 𝑢𝑢7 + 3𝑢𝑢8 + 12 𝑢𝑢9�  
+𝐷𝐷𝑥𝑥𝑥𝑥4 (𝑢𝑢1 − 𝑢𝑢3 + 𝑢𝑢7 − 𝑢𝑢9) 
Net flux in y direction into cell 5 is determined as following, 
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   (3.36) 
   (3.37) 
   (3.38) 
   (3.39) 
𝐹𝐹𝑥𝑥𝑖𝑖𝑛𝑛𝑜𝑜 = 𝐹𝐹𝑥𝑥𝑖𝑖𝑖𝑖 − 𝐹𝐹𝑥𝑥𝑜𝑜𝑜𝑜𝑜𝑜 = ∆𝑥𝑥𝐷𝐷𝑥𝑥𝑥𝑥4∆𝑦𝑦 �12𝑢𝑢1 − 𝑢𝑢2 + 12𝑢𝑢3 + 3𝑢𝑢4 − 6𝑢𝑢5 + 3𝑢𝑢6 + 12𝑢𝑢7 − 𝑢𝑢8 + 12𝑢𝑢9� 
+𝐷𝐷𝑥𝑥𝑥𝑥4 (𝑢𝑢1 − 𝑢𝑢3 + 𝑢𝑢7 − 𝑢𝑢9) 
Total mass change rate in cell 5 is then expressed as, 
𝜕𝜕𝑢𝑢5
𝜕𝜕𝑡𝑡
∆𝑥𝑥∆𝑦𝑦 
= 𝑢𝑢1 + 𝑢𝑢2 + 𝑢𝑢4 + 𝑢𝑢54 + 𝑢𝑢2 + 𝑢𝑢3 + 𝑢𝑢5 + 𝑢𝑢64 + 𝑢𝑢4 + 𝑢𝑢5 + 𝑢𝑢7 + 𝑢𝑢84 + 𝑢𝑢5 + 𝑢𝑢6 + 𝑢𝑢8 + 𝑢𝑢944 ∆𝑥𝑥∆𝑦𝑦 
Combine 3.35 and 3.36, it shows, 
𝑚𝑚1𝑢𝑢1𝑡𝑡 + 𝑚𝑚2𝑢𝑢2𝑡𝑡 + 𝑚𝑚3𝑢𝑢3𝑡𝑡 + 𝑚𝑚4𝑢𝑢4𝑡𝑡 + 𝑚𝑚5𝑢𝑢5𝑡𝑡 + 𝑚𝑚6𝑢𝑢6𝑡𝑡 + 𝑚𝑚7𝑢𝑢7𝑡𝑡 + 𝑚𝑚8𝑢𝑢8𝑡𝑡 + 𝑚𝑚9𝑢𝑢9𝑡𝑡 = 𝑠𝑠1𝑢𝑢1 + 𝑠𝑠2𝑢𝑢2 + 𝑠𝑠3𝑢𝑢3 + 𝑠𝑠4𝑢𝑢4 + 𝑠𝑠5𝑢𝑢5 + 𝑠𝑠6𝑢𝑢6 + 𝑠𝑠7𝑢𝑢7 + 𝑠𝑠8𝑢𝑢8 + 𝑠𝑠9𝑢𝑢9 
Where, 
𝑚𝑚1 = ∆𝑥𝑥∆𝑦𝑦36  
𝑚𝑚2 = 4∆𝑥𝑥∆𝑦𝑦36  
𝑚𝑚3 = ∆𝑥𝑥∆𝑦𝑦36  
𝑚𝑚4 = 4∆𝑥𝑥∆𝑦𝑦36  
𝑚𝑚5 = 16∆𝑥𝑥∆𝑦𝑦36  
𝑚𝑚6 = ∆𝑥𝑥∆𝑦𝑦36  
𝑚𝑚7 = ∆𝑥𝑥∆𝑦𝑦36  
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   (3.40) 
𝑚𝑚8 = 4∆𝑥𝑥∆𝑦𝑦36  
𝑚𝑚9 = ∆𝑥𝑥∆𝑦𝑦36  
And, 
𝑠𝑠1 =  18𝐷𝐷𝑥𝑥𝑥𝑥 + 12𝐷𝐷𝑥𝑥𝑥𝑥 + 18𝐷𝐷𝑥𝑥𝑥𝑥 
𝑠𝑠2 =  34𝐷𝐷𝑥𝑥𝑥𝑥 − 14𝐷𝐷𝑥𝑥𝑥𝑥 
𝑠𝑠3 =  18𝐷𝐷𝑥𝑥𝑥𝑥 − 12𝐷𝐷𝑥𝑥𝑥𝑥 + 18𝐷𝐷𝑥𝑥𝑥𝑥 
𝑠𝑠4 =  − 14𝐷𝐷𝑥𝑥𝑥𝑥 + 34𝐷𝐷𝑥𝑥𝑥𝑥 
𝑠𝑠5 =  − 64𝐷𝐷𝑥𝑥𝑥𝑥 − 64𝐷𝐷𝑥𝑥𝑥𝑥 
𝑠𝑠6 =  − 14𝐷𝐷𝑥𝑥𝑥𝑥 + 34𝐷𝐷𝑥𝑥𝑥𝑥 
𝑠𝑠7 = 18𝐷𝐷𝑥𝑥𝑥𝑥 − 12𝐷𝐷𝑥𝑥𝑥𝑥 + 18𝐷𝐷𝑥𝑥𝑥𝑥 
𝑠𝑠8 = 34𝐷𝐷𝑥𝑥𝑥𝑥 − 14𝐷𝐷𝑥𝑥𝑥𝑥 
𝑠𝑠9 = 18𝐷𝐷𝑥𝑥𝑥𝑥 + 12𝐷𝐷𝑥𝑥𝑥𝑥 + 18𝐷𝐷𝑥𝑥𝑥𝑥 
 
Bilinear approximation finite volume method is developed based on the idea of standard 
finite volume, but the structure of semi-discrete scheme is similar to that of FEM. Both of them 
includes the stiffness matrix and consistent mass matrix. Consistent mass matrix in bilinear 
approximation FV is same as that in standard FEM. Semi-discrete scheme of bilinear 
approximation FV is drawn as linear algebra system form, 3.38. Each row of 𝐴𝐴𝐻𝐻 contains 
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   (3.41) 
   (3.42) 
   (3.43) 
   (3.44) 
components 𝑐𝑐1~9 listed above except the boundary rows, ?⃗?𝑋(𝑡𝑡) is a vector of nodal 
concentration 𝑢𝑢𝑖𝑖. 𝑀𝑀 is a consistent mass matrix, and its dimension is same as high order operator 
𝑂𝑂𝐻𝐻. 
𝑀𝑀𝑋𝑋′����⃗ (𝑡𝑡) = 𝐴𝐴𝐻𝐻?⃗?𝑋(𝑡𝑡)  
 
3.1.4 Positivity and LED Criteria 
 
An analysis of properties which three previous spatial discretized schemes gives 
‘undershoots’ is devoted in this subsection. A positivity criterion is stated to reveal what measures 
need to take into account for designing discretized schemes to eliminate the non-physical 
oscillations.    
Spatial discretized schemes for standard/bilinear approximation FV/FEM can be 
summarized in a general form, 
𝑀𝑀𝑋𝑋′����⃗ (𝑡𝑡) = 𝐴𝐴𝐻𝐻?⃗?𝑋(𝑡𝑡)  
𝑀𝑀 represents identity matrix in standard finite volume method while it means consistent 
mass matrix in finite element method/bilinear approximation finite volume method. 𝐴𝐴𝐻𝐻 is a high 
order operator for these three methods.  
In case of a finite element/bilinear approximation FV discretization, a row-sum mass 
lumping matrix 𝑀𝑀𝐿𝐿 can be constructed [26]. It yields, 
𝑀𝑀𝐿𝐿 = 𝑣𝑣𝑠𝑠𝑠𝑠𝑔𝑔{𝑚𝑚𝑖𝑖},𝑚𝑚𝑖𝑖 = ∑ 𝑚𝑚𝑖𝑖𝑗𝑗𝑗𝑗 ,∀𝑠𝑠  
The lumped version of 3.42 is a system of ordinary differential equations, 
𝑚𝑚𝑖𝑖
𝜕𝜕𝜕𝜕𝑖𝑖
𝜕𝜕𝑡𝑡
= (𝐴𝐴𝐻𝐻𝑋𝑋)𝑖𝑖 = ∑ 𝑠𝑠𝑖𝑖𝑗𝑗𝑢𝑢𝑗𝑗𝑗𝑗   
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   (3.45) 
   (3.46a) 
   (3.46b) 
Equations 3.17, 3.24 and 3.37 reveals that the high order operator 𝐴𝐴𝐻𝐻 has the zero-row sum 
property, ∑ 𝑠𝑠𝑖𝑖𝑗𝑗𝑗𝑗 = 0. Applying such a property to equation system 3.44 3.44 can be rearranged as 
a new system of original differential equations, 
𝑚𝑚𝑖𝑖
𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑡𝑡
= �𝑠𝑠𝑖𝑖𝑗𝑗𝑢𝑢𝑗𝑗
𝑗𝑗≠𝑖𝑖
+ 𝑠𝑠𝑖𝑖𝑖𝑖𝑢𝑢𝑖𝑖 −�𝑠𝑠𝑖𝑖𝑗𝑗𝑢𝑢𝑖𝑖
𝑗𝑗
 
                              = ∑ 𝑠𝑠𝑖𝑖𝑗𝑗𝑢𝑢𝑗𝑗𝑗𝑗≠𝑖𝑖 + 𝑠𝑠𝑖𝑖𝑖𝑖𝑢𝑢𝑖𝑖 − ∑ 𝑠𝑠𝑖𝑖𝑗𝑗𝑢𝑢𝑗𝑗𝑗𝑗≠𝑖𝑖 − 𝑠𝑠𝑖𝑖𝑖𝑖𝑢𝑢𝑖𝑖  = ∑ 𝑠𝑠𝑖𝑖𝑗𝑗(𝑢𝑢𝑗𝑗 − 𝑢𝑢𝑖𝑖)𝑗𝑗≠𝑖𝑖                                         
Based on the already constructed spatial discrete scheme 3.42, with a positive 𝑚𝑚𝑖𝑖 , it is not 
hard to conclude that if all coefficients 𝑠𝑠𝑖𝑖𝑗𝑗 are nonnegative, and assuming that 𝑢𝑢𝑖𝑖 is the local 
maximum, then the surrounding nodal concentration 𝑢𝑢𝑗𝑗  will be less than 𝑢𝑢𝑖𝑖, which yields  𝑢𝑢𝑗𝑗 −
𝑢𝑢𝑖𝑖<0. Hence, the nodal value 𝑢𝑢𝑖𝑖 can only decrease. Similarly, in case that 𝑢𝑢𝑖𝑖 is a local minimum, 
then the difference between 𝑢𝑢𝑗𝑗  and 𝑢𝑢𝑖𝑖 will be greater than zero so that 𝑢𝑢𝑖𝑖 can only increase. This 
property is called as local extremum diminishing (LED). LED was first introduced in [27,28] and 
is an important criterion for design of a high order solution. LED criteria are convenient tools to 
preserve positivity of a solution. 
Unfortunately, conventional discretization schemes cannot generally satisfy the LED 
property. As it shows in 3.17, 3.24 and 3.37, there should be some constraints in high order 
operator 𝐴𝐴𝐻𝐻  to guarantee the positivity of the solution. For standard finite element method, to 
guarantee the off-diagonal components 𝑠𝑠2,𝑠𝑠3,𝑠𝑠4,𝑠𝑠6,𝑠𝑠7,𝑠𝑠8 in equation 3.17 non-negative, this 
constraint should be, 
1
2
𝐷𝐷𝑥𝑥𝑥𝑥 ≤ 𝐷𝐷𝑥𝑥𝑥𝑥 ≤ 2𝐷𝐷𝑥𝑥𝑥𝑥  
𝐷𝐷𝑥𝑥𝑥𝑥 ≤
1
3
(𝐷𝐷𝑥𝑥𝑥𝑥 + 𝐷𝐷𝑥𝑥𝑥𝑥)  
The positivity constraint for high order operator for bilinear approximation finite volume method 
is, 
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   (3.47a) 
   (3.47b) 
1
3
𝐷𝐷𝑥𝑥𝑥𝑥 ≤ 𝐷𝐷𝑥𝑥𝑥𝑥 ≤ 3𝐷𝐷𝑥𝑥𝑥𝑥  
𝐷𝐷𝑥𝑥𝑥𝑥 ≤
1
4
(𝐷𝐷𝑥𝑥𝑥𝑥 + 𝐷𝐷𝑥𝑥𝑥𝑥)   
 
The positivity of the solution of standard finite volume method depends on the dispersion 
cross terms. Negative solutions are present with full tensor dispersion terms since 𝑠𝑠1,𝑠𝑠3,𝑠𝑠7 and 
𝑠𝑠9 will not be positive at same time.  
As we know, temporal discretization also affects the positivity of numerical solution. 
Kuzmin [20] demonstrated that a local extremum diminishing scheme discretized in time by the 
backward Euler method is unconditionally positive. Therefore, implicit scheme will be another 
criteria to preserve positive solution. 
3.2 Procedure of Flux Corrected Transport Algorithm 
 
The above positivity criteria and LED property lay out the framework for the construction 
of non-conventional positivity preserved schemes. This well-known scheme is the flux corrected 
transport scheme, which is flexible and mass conserved. The procedure of FCT algorithm for the 
dispersion problem can be presented in a flow chart, shown in figure 3.5,  
Firstly, we use conventional numerical discretization to obtain fully implicit discretized 
schemes. Then create an artificial operator and invoke this artificial operator into high order 
operator to construct a low order scheme without any non-physical oscillation. It is worth to 
mention that we need to perform a mass lumping for FEM/bilinear approximation finite volume 
method. Mass lumping is applied to eliminate the implicit anti-diffusion intrinsic to the consistent 
mass matrix. Afterwards, an anti-diffusive matrix can be defined based on high order and low 
order discretized scheme, followed by a modification of anti-diffusive matrix with a flux limiter. 
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   (3.48) 
This corrected anti-diffusive vector is added into the right-hand side of low order scheme to give 
a FCT scheme. Since we only need to modify the existing matrices, the FCT scheme is flexible. 
Moreover, the symmetric property gives the FCT scheme the mass conservation property.   
3.3 Implementation of FCT 
 
In this section, FCT algorithm for standard/bilinear approximation FV/FEM will be 
implemented. The implementation procedure will follow the steps present in Section 3.3.   
3.3.1 FEM-FCT Formulation 
 
The positivity of numerical solution of FEM high order scheme (equation 3.15) cannot be 
guaranteed since high order operator  𝐴𝐴𝐻𝐻 cannot be guaranteed to have the M-matrix property, 
which was explained in Section 3.1.4. To enforce 𝐴𝐴𝐻𝐻 to have the M-matrix property, a constant 
artificial matrix is inserted to modify high order operator𝐴𝐴𝐻𝐻. In what follows, low order scheme is 
constructed to preserve the positivity of the solution. Afterwards, flux corrected schemes are 
designed to improve the accuracy of the low order scheme.     
 
3.3.1.1 Low Order Spatial Discretization Scheme 
 
The construction of an artificial operator is based on the high order operator. The main 
function of the artificial operator is to eliminate all negative entries in the high order operator. The 
artificial operator should also hold the row summing zero property and the symmetry property. 
Then, the artificial operator can refer to [20]: 
 
𝐾𝐾 = [𝑘𝑘𝑖𝑖𝑗𝑗]𝑖𝑖,𝑗𝑗=1𝑁𝑁𝑏𝑏  
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Figure 3.5. The flow chart of FCT procedure 
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   (3.51) 
   (3.52) 
   (3.50) 
   (3.49) 𝑘𝑘𝑖𝑖𝑗𝑗 = 𝑘𝑘𝑗𝑗𝑖𝑖 = 𝑚𝑚𝑠𝑠𝑥𝑥�0,−𝑠𝑠𝑖𝑖𝑗𝑗𝐻𝐻 ,−𝑠𝑠𝑗𝑗𝑖𝑖𝐻𝐻� 𝑒𝑒𝑐𝑐𝑒𝑒 𝑗𝑗 ≠ 𝑠𝑠 
𝑘𝑘𝑖𝑖𝑖𝑖 = −�𝑘𝑘𝑖𝑖𝑗𝑗
𝑗𝑗≠𝑖𝑖
 
where K is the artificial diffusion operator, with components 𝑘𝑘𝑖𝑖𝑗𝑗. 𝑁𝑁𝑏𝑏 is total nodes number 
in the computational stencil connected to node i. Equation 3.49 is used to guarantee symmetry of 
artificial operator while 3.50 is considered for the row summing property.  Most of the entries in 
K will be zero because most of the coefficients in the high order operator are zero. Eventually non-
negative low order operator can be generated by addition of the high order operator and the 
artificial operator: 
𝐴𝐴𝐿𝐿 = 𝐴𝐴𝐻𝐻 + 𝐾𝐾 
To obtain a usable spatial discretization portion of the low-order scheme, we need to 
replace the consistent mass matrix 𝑀𝑀 by the lumped mass matrix 𝑀𝑀𝐿𝐿 in equation 3.14. 𝑀𝑀𝐿𝐿 is built 
to remove the implicit anti-diffusion intrinsic to the consistent mass matrix. The semi-discrete low 
order scheme can be finally drawn as: 
                                                                       𝑀𝑀𝐿𝐿𝑋𝑋′����⃗ (𝑡𝑡) = 𝐴𝐴𝐿𝐿?⃗?𝑋(𝑡𝑡)                                                                         
The low order scheme can preserve the positivity of a numerical solution after applying an 
appropriate time discretization scheme. However, there is a significant drawback for such a 
scheme: the accuracy of the numerical solution will be sacrificed due to the cancellation of all 
negative coefficients on the off-diagonal entries. To recover the accuracy of low order solution, 
anti- diffusive flux will be introduced in the next subsection.  
3.3.1.2 Implicit Flux-Corrected Scheme 
 
The developed semi-discrete low order scheme lays out the reasonable definition of anti-
diffusive flux that can improve the accuracy of the low order solution. However, anti-flux might 
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   (3.53) 
   (3.54) 
   (3.55) 
   (3.56) 
contribute to the enhancement of existing extrema. So, correction factors are necessary to limit 
anti-diffusive flux to avoid the further enhancement of local extrema. Based on the modified anti-
diffusive flux, different FEM-FCT can be eventually formulated. 
3.3.1.2.1 Linear Implicit Scheme 
 
Let us reformulate the semi-discrete high order scheme, using the high-order scheme plus 
the low order scheme, and then subtract the low order scheme. The finial scheme can be rearranged 
as 
𝑀𝑀𝑋𝑋′����⃗ (𝑡𝑡) + 𝑀𝑀𝐿𝐿𝑋𝑋′����⃗ (𝑡𝑡) −𝑀𝑀𝐿𝐿𝑋𝑋′����⃗ (𝑡𝑡) = 𝐴𝐴𝐻𝐻?⃗?𝑋(𝑡𝑡) + 𝐴𝐴𝐿𝐿?⃗?𝑋(𝑡𝑡) − 𝐴𝐴𝐿𝐿?⃗?𝑋(𝑡𝑡)                      
Rearrange equation 3.53 to get 3.54, 
𝑀𝑀𝐿𝐿𝑋𝑋′����⃗ (𝑡𝑡) = 𝐴𝐴𝐿𝐿?⃗?𝑋(𝑡𝑡) − 𝐾𝐾?⃗?𝑋(𝑡𝑡) − (𝑀𝑀 −𝑀𝑀𝐿𝐿)𝑋𝑋′����⃗ (𝑡𝑡) 
Use the fully implicit method for time discretization for equation 3.54: 
 
�
(𝑀𝑀𝐿𝐿 − ∆𝑡𝑡𝐴𝐴𝐿𝐿)𝑋𝑋𝐻𝐻𝑖𝑖+1�����������⃗ (𝑡𝑡) = 𝑀𝑀𝐿𝐿𝑋𝑋𝐻𝐻𝑖𝑖�������⃗ (𝑡𝑡) + 𝑃𝑃
𝑃𝑃 = −∆𝑡𝑡𝐾𝐾𝑋𝑋𝐻𝐻𝑖𝑖+1�����������⃗ − (𝑀𝑀−𝑀𝑀𝐿𝐿) �𝑋𝑋𝐻𝐻𝑖𝑖+1�����������⃗ − 𝑋𝑋𝐻𝐻𝑖𝑖�������⃗ � = −∆𝑡𝑡𝐾𝐾𝑋𝑋𝐻𝐻𝑖𝑖+1�����������⃗ − 𝑀𝑀𝐷𝐷∆𝑋𝑋𝐻𝐻�����⃗  
 
Where P can be reasonably defined as an anti-diffusive term to improve accuracy of a low 
order scheme, 𝑋𝑋𝐻𝐻𝑖𝑖+1�����������⃗  and 𝑋𝑋𝐻𝐻𝑖𝑖�������⃗  are high order solutions at previous step and current step 
respectively, 𝑀𝑀𝐷𝐷 is the difference between consistent and lumping mass matrix. For any node i, 
3.55 can be rewritten in a set of 3.56, 
                                     �
𝑚𝑚𝑖𝑖𝑢𝑢𝑖𝑖
𝐻𝐻𝑖𝑖+1 − ∆𝑡𝑡 ∑ 𝑠𝑠𝑖𝑖𝑗𝑗
𝐿𝐿 𝑢𝑢𝑗𝑗
𝐻𝐻𝑖𝑖+1
𝐽𝐽 = 𝑚𝑚𝑖𝑖𝑢𝑢𝑖𝑖𝐻𝐻𝑖𝑖 + 𝑃𝑃𝑖𝑖
𝑃𝑃𝑖𝑖 = −∆𝑡𝑡∑ 𝑘𝑘𝑖𝑖𝑗𝑗�𝑢𝑢𝑗𝑗𝐻𝐻𝑖𝑖+1 − 𝑢𝑢𝑖𝑖𝐻𝐻𝑖𝑖+1� −𝑗𝑗≠𝑖𝑖 ∑ 𝑚𝑚𝑖𝑖𝑗𝑗𝐷𝐷�∆𝑢𝑢𝑗𝑗𝐻𝐻 − ∆𝑢𝑢𝑖𝑖𝐻𝐻�𝑗𝑗≠𝑖𝑖                                  
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   (3.57) 
𝑚𝑚𝑖𝑖 denotes the diagonal components of the lumping mass matrix, while 𝑠𝑠𝑖𝑖𝑗𝑗𝐿𝐿 , 𝑘𝑘𝑖𝑖𝑗𝑗and 𝑚𝑚𝑖𝑖𝑗𝑗𝐷𝐷  
denotes low order operator coefficients, artificial coefficients and coefficients in 𝑀𝑀𝐷𝐷 separately.  
Define the anti-diffusive flux from neighboring node j to i as 𝑒𝑒𝑖𝑖𝑗𝑗 = −∆𝑡𝑡𝑘𝑘𝑖𝑖𝑗𝑗�𝑢𝑢𝑗𝑗𝐻𝐻𝑖𝑖+1 − 𝑢𝑢𝑖𝑖𝐻𝐻𝑖𝑖+1� −
𝑚𝑚𝑖𝑖𝑗𝑗
𝐷𝐷�∆𝑢𝑢𝑗𝑗
𝐻𝐻 − ∆𝑢𝑢𝑖𝑖
𝐻𝐻�, then total anti-diffusive flux to node i (𝑃𝑃𝑖𝑖), can be expressed in a summation 
form in 3.56.  Moreover, 𝑒𝑒𝑖𝑖𝑗𝑗 = −𝑒𝑒𝑗𝑗𝑖𝑖 due to 𝑘𝑘𝑖𝑖𝑗𝑗 = 𝑘𝑘𝑗𝑗𝑖𝑖 and 𝑚𝑚𝑖𝑖𝑗𝑗𝐷𝐷 = 𝑚𝑚𝑗𝑗𝑖𝑖𝐷𝐷, and it guarantees the local 
mass conservation. 
To avoid the enhancement of local extrema (local minimum/maximum), each anti-
diffusive flux 𝑒𝑒𝑖𝑖𝑗𝑗  from node j to i should be limited by adding a correction factor.  Then FEM-FCT 
can be finally written as, 
                                                �
𝑚𝑚𝑖𝑖𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖+1 − ∆𝑡𝑡 ∑ 𝑠𝑠𝑖𝑖𝑗𝑗
𝐿𝐿 𝑢𝑢𝑗𝑗
𝑙𝑙𝑙𝑙𝑖𝑖+1
𝐽𝐽 = 𝑚𝑚𝑖𝑖𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖 + ∑𝛾𝛾𝑖𝑖𝑗𝑗𝑒𝑒𝑖𝑖𝑗𝑗
𝑒𝑒𝑖𝑖𝑗𝑗 = −∆𝑡𝑡𝑘𝑘𝑖𝑖𝑗𝑗�𝑢𝑢𝑗𝑗𝐻𝐻𝑖𝑖+1 − 𝑢𝑢𝑖𝑖𝐻𝐻𝑖𝑖+1� − 𝑚𝑚𝑖𝑖𝑗𝑗𝐷𝐷�∆𝑢𝑢𝑗𝑗𝐻𝐻 − ∆𝑢𝑢𝑖𝑖𝐻𝐻�                                        
Where  𝛾𝛾𝑖𝑖𝑗𝑗 is the correction factor for each flux, defined as a function of old-time step flux 
limited solutions (𝑒𝑒(𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖)) to formulate 3.57 in a linear scheme. The flux limited solution should 
be bounded by the low order solution and high order solution, which means the correction factor 
should be chosen between 0 to 1. The flux limited solution equals the high order solution when 
correction factor equals 1, while flux limited solution will be exactly the low order solution with 
𝛾𝛾𝑖𝑖𝑗𝑗 equals 0. 
3.3.1.2.2 Nonlinear Implicit Scheme 
 
Instead of formulating FEM-FCT in a linear form, Kuzmin [20] used both the old step 
limited solution (𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖) and current step limited solution (𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1) to update anti-diffusive flux. We 
can choose a correction factor as a function of current limited solution 𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖+1  and old time step 
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   (3.58) 
   (3.59) 
   (3.60) 
   (3.61) 
limited solution 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖, which is 𝑒𝑒(𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1 ,𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖). Then the nonlinear FEM-FCT can be expressed 
as 3.58.  
 
⎩
⎪
⎨
⎪
⎧ 𝑚𝑚𝑖𝑖𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖+1 − ∆𝑡𝑡�𝑠𝑠𝑖𝑖𝑗𝑗
𝐿𝐿 𝑢𝑢𝑗𝑗
𝑙𝑙𝑙𝑙𝑖𝑖+1
𝐽𝐽
= 𝑚𝑚𝑖𝑖𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖 + �𝛾𝛾𝑖𝑖𝑗𝑗𝑒𝑒𝑖𝑖𝑗𝑗
𝑒𝑒𝑖𝑖𝑗𝑗 = −∆𝑡𝑡𝑘𝑘𝑖𝑖𝑗𝑗�𝑢𝑢𝑗𝑗𝑙𝑙𝑙𝑙𝑖𝑖+1 − 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1� −𝑚𝑚𝑖𝑖𝑗𝑗𝐷𝐷�∆𝑢𝑢𝑗𝑗𝑙𝑙𝑙𝑙 − ∆𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙�
𝛾𝛾𝑖𝑖𝑗𝑗 = 𝑒𝑒(𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1 ,𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖)
 
Where ∆𝑢𝑢𝑗𝑗𝑙𝑙𝑙𝑙 is the difference between limited solution at current step and old step. 
3.3.2 Standard FV-FCT Formulation 
 
Similar to the procedure in Section 3.3.1, an artificial operator is necessary to be introduced 
to force non-negativity of the off-diagonal entries in the operator on the right-hand side of equation 
3.27. Then the spatial low-order scheme for standard finite volume method can be constructed, 
followed by the design of the standard finite volume FCT.  
3.3.2.1 Low Order Spatial Discretization Scheme 
 
For constructing semi-discrete low-order finite volume scheme, there is no significant 
difference from that of FEM. The artificial operator K can be built in the same way as that of FEM, 
which yields: 
𝐾𝐾 = [𝑘𝑘𝑖𝑖𝑗𝑗]𝑖𝑖,𝑗𝑗=1𝑁𝑁𝑏𝑏  
𝑘𝑘𝑖𝑖𝑗𝑗 = 𝑘𝑘𝑗𝑗𝑖𝑖 = 𝑚𝑚𝑠𝑠𝑥𝑥�0,−𝑠𝑠𝑖𝑖𝑗𝑗𝐻𝐻 ,−𝑠𝑠𝑗𝑗𝑖𝑖𝐻𝐻� 𝑒𝑒𝑐𝑐𝑒𝑒 𝑗𝑗 ≠ 𝑠𝑠 
𝑘𝑘𝑖𝑖𝑖𝑖 = −�𝑘𝑘𝑖𝑖𝑗𝑗
𝑗𝑗≠𝑖𝑖
 
Where K is the artificial operator, including components 𝑘𝑘𝑖𝑖𝑗𝑗. 𝑁𝑁𝑏𝑏 is total number of nodes 
in the computational stencil connected to node i. Equation 3.60 is used to guarantee symmetry of 
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   (3.62) 
   (3.63) 
   (3.64) 
   (3.65) 
   (3.66) 
   (3.67) 
the artificial operator and 3.61 is considered for the zero row summing property. The low order 
operator can be found by, 
𝐴𝐴𝐿𝐿 = 𝐴𝐴𝐻𝐻 + 𝐾𝐾 
Since the operator on left-hand side of equation 3.27 is the identity matrix, we only need 
to replace 𝐴𝐴𝐻𝐻 by 𝐴𝐴𝐿𝐿 in equation 3.27 to get semi-discrete low order scheme, 
𝐼𝐼𝑋𝑋′����⃗ (𝑡𝑡) = 𝐴𝐴𝐿𝐿?⃗?𝑋(𝑡𝑡) 
For node i, 3.63 can be rewritten in a nodal form, (𝐼𝐼𝑋𝑋′����⃗ (𝑡𝑡))𝑖𝑖 = �𝑠𝑠𝐿𝐿𝑖𝑖𝑗𝑗(𝑢𝑢𝑗𝑗 − 𝑢𝑢𝑖𝑖)
𝑗𝑗≠𝑖𝑖
 
As we know, 𝑠𝑠𝐿𝐿𝑖𝑖𝑗𝑗 is non-negative, which potentially guarantee the LED criteria. Thus, the 
solution for space discretization in 3.64 is positive. 
 3.3.2.2 Implicit Flux-Corrected Scheme 
 
In this subsection, different finite volume flux-corrected schemes will be created. The 
procedure of FV-FCT will be exactly same as FEM-FCT in Section 3.3.1.   
3.3.2.2.1 Linear Implicit Scheme 
 
Rearrange semi-discrete high order finite volume scheme 3.27, use equation 3.27, then add 
and subtract low order scheme 3.65, 
𝐼𝐼𝑋𝑋′����⃗ (𝑡𝑡) + 𝐼𝐼𝑋𝑋′����⃗ (𝑡𝑡) − 𝐼𝐼𝑋𝑋′����⃗ (𝑡𝑡) = 𝐴𝐴𝐻𝐻?⃗?𝑋(𝑡𝑡) + 𝐴𝐴𝐿𝐿?⃗?𝑋(𝑡𝑡) − 𝐴𝐴𝐿𝐿?⃗?𝑋(𝑡𝑡) 
Rearrange equation 3.65, 
𝐼𝐼𝑋𝑋′����⃗ (𝑡𝑡) = 𝐴𝐴𝐿𝐿?⃗?𝑋(𝑡𝑡) − 𝐾𝐾?⃗?𝑋(𝑡𝑡) 
Use the fully implicit method for time discretization for equation 3.66: 
�
(𝐼𝐼 − ∆𝑡𝑡𝐴𝐴𝐿𝐿)𝑋𝑋𝐻𝐻𝑖𝑖+1�����������⃗ (𝑡𝑡) = 𝑋𝑋𝐻𝐻𝑖𝑖�������⃗ (𝑡𝑡) + 𝑃𝑃
𝑃𝑃 = −∆𝑡𝑡𝐾𝐾𝑋𝑋𝐻𝐻𝑖𝑖+1�����������⃗  
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   (3.68) 
   (3.69) 
Define P as anti-diffusive term to improve the accuracy of the low order scheme, 𝑋𝑋𝐻𝐻𝑖𝑖+1�����������⃗  
and 𝑋𝑋𝐻𝐻𝑖𝑖�������⃗  are high order solution at previous step and current step respectively. For any node i, 3.68 
can be expressed by, 
⎩
⎪
⎨
⎪
⎧𝑢𝑢𝑖𝑖
𝐻𝐻𝑖𝑖+1 − ∆𝑡𝑡�𝑠𝑠𝑖𝑖𝑗𝑗
𝐿𝐿 𝑢𝑢𝑗𝑗
𝐻𝐻𝑖𝑖+1
𝑗𝑗
= 𝑢𝑢𝑖𝑖𝐻𝐻𝑖𝑖 + 𝑃𝑃𝑖𝑖
𝑃𝑃𝑖𝑖 = −∆𝑡𝑡�𝑠𝑠𝑖𝑖𝑗𝑗�𝑢𝑢𝑗𝑗𝐻𝐻𝑖𝑖+1 − 𝑢𝑢𝑖𝑖𝐻𝐻𝑖𝑖+1�
𝑗𝑗≠𝑖𝑖
 
𝑠𝑠𝑖𝑖𝑗𝑗
𝐿𝐿 , 𝑘𝑘𝑖𝑖𝑗𝑗  denotes low order operator coefficients and artificial coefficients separately.  
Define the anti-diffusive flux from neighboring node j to i as𝑒𝑒𝑖𝑖𝑗𝑗 = −∆𝑡𝑡𝑠𝑠𝑖𝑖𝑗𝑗�𝑢𝑢𝑗𝑗𝐻𝐻𝑖𝑖+1 −
𝑢𝑢𝑖𝑖
𝐻𝐻𝑖𝑖+1�, then the total anti-diffusive flux to node i (𝑃𝑃𝑖𝑖), can be expressed in a summation form in 
equation 3.68.Moreover, 𝑒𝑒𝑖𝑖𝑗𝑗 = −𝑒𝑒𝑗𝑗𝑖𝑖 due to 𝑘𝑘𝑖𝑖𝑗𝑗 = 𝑘𝑘𝑗𝑗𝑖𝑖 , and it can ensure the local mass conservation. 
After adding the correction factor for each anti-flux, FV-FCT can be finally written as, 
�
𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖+1 − ∆𝑡𝑡�𝑠𝑠𝑖𝑖𝑗𝑗
𝐿𝐿 𝑢𝑢𝑗𝑗
𝑙𝑙𝑙𝑙𝑖𝑖+1
𝑗𝑗
= 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖 + �𝛾𝛾𝑖𝑖𝑗𝑗𝑒𝑒𝑖𝑖𝑗𝑗
𝑒𝑒𝑖𝑖𝑗𝑗 = −∆𝑡𝑡𝑠𝑠𝑖𝑖𝑗𝑗�𝑢𝑢𝑗𝑗𝐻𝐻𝑖𝑖+1 − 𝑢𝑢𝑖𝑖𝐻𝐻𝑖𝑖+1�  
In 3.69, 𝛾𝛾𝑖𝑖𝑗𝑗 is the correction factor for each flux, defined as a function of the old step flux 
limited solution (𝑒𝑒(𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖)). The flux limited solution is bounded by the low order solution and the 
high order solution, which means correction factor should be chosen between 0 to1. Flux limited 
solution equals to high order solution with correction factor equals to 1, while flux limited solution 
will be exactly low order solution when 𝛾𝛾𝑖𝑖𝑗𝑗 equals to 0. 
3.3.2.2.2 Nonlinear Implicit Scheme 
 
To formulate FV-FCT in a nonlinear way, use the old step limited solution (𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖) and the 
current step limited solution (𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖+1) to both update anti-diffusive flux. Correction factor is 
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selected as a function of current limited solution 𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖+1 and old step limited solution 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖, which 
is 𝑒𝑒(𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1 ,𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖). Then nonlinear FV-FCT can be reset as 3.70.  
⎩
⎪
⎨
⎪
⎧𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖+1 − ∆𝑡𝑡 ∑ 𝑠𝑠𝑖𝑖𝑗𝑗
𝐿𝐿 𝑢𝑢𝑗𝑗
𝑙𝑙𝑙𝑙𝑖𝑖+1
𝑗𝑗 = 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖 + ∑𝛾𝛾𝑖𝑖𝑗𝑗𝑒𝑒𝑖𝑖𝑗𝑗
𝑒𝑒𝑖𝑖𝑗𝑗 = −∆𝑡𝑡𝑠𝑠𝑖𝑖𝑗𝑗�𝑢𝑢𝑗𝑗𝑙𝑙𝑙𝑙𝑖𝑖+1 − 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1� 𝛾𝛾𝑖𝑖𝑗𝑗 = 𝑒𝑒(𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1 ,𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖)  
3.3.3 Bilinear Approximation FV-FCT Formulation 
 
The structure of bilinear approximation FV high order scheme is pretty similar to that of 
FEM. Both of them have a consistent mass matrix. Hence, FCT procedure and final FCT scheme 
for bilinear approximation FV will share the similarity as FEM-FCT. Linear implicit and nonlinear 
implicit FCT scheme for bilinear approximation can be summarized as following subsections.  
3.3.3.1 Linear Implicit Scheme 
 
�
𝑚𝑚𝑖𝑖𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖+1 − ∆𝑡𝑡�𝑠𝑠𝑖𝑖𝑗𝑗
𝐿𝐿 𝑢𝑢𝑗𝑗
𝑙𝑙𝑙𝑙𝑖𝑖+1
𝐽𝐽
= 𝑚𝑚𝑖𝑖𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖 + �𝛾𝛾𝑖𝑖𝑗𝑗𝑒𝑒𝑖𝑖𝑗𝑗
𝑒𝑒𝑖𝑖𝑗𝑗 = −∆𝑡𝑡𝑘𝑘𝑖𝑖𝑗𝑗�𝑢𝑢𝑗𝑗𝐻𝐻𝑖𝑖+1 − 𝑢𝑢𝑖𝑖𝐻𝐻𝑖𝑖+1� − 𝑚𝑚𝑖𝑖𝑗𝑗𝐷𝐷�∆𝑢𝑢𝑗𝑗𝐻𝐻 − ∆𝑢𝑢𝑖𝑖𝐻𝐻�  
Where  𝛾𝛾𝑖𝑖𝑗𝑗 is the correction factor for each flux, defined as a function of old step flux 
limited solutions (𝑒𝑒(𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖)) to formulate 3.71 in a linear scheme. The flux limited solution should 
be bounded by the low order solution and high order solution, which means the correction factor 
should be chosen between 0 to 1. The flux limited solution equals to the high order solution when 
correction factor equals 1, while flux limited solution will be exactly the low order solution with 
𝛾𝛾𝑖𝑖𝑗𝑗 equals 0. 
3.3.3.2 Nonlinear Implicit Scheme 
 
Nonlinear FCT can be reset as 3.72.  
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⎩
⎪
⎨
⎪
⎧ 𝑚𝑚𝑖𝑖𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖+1 − ∆𝑡𝑡�𝑠𝑠𝑖𝑖𝑗𝑗
𝐿𝐿 𝑢𝑢𝑗𝑗
𝑙𝑙𝑙𝑙𝑖𝑖+1
𝐽𝐽
= 𝑚𝑚𝑖𝑖𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖 + �𝛾𝛾𝑖𝑖𝑗𝑗𝑒𝑒𝑖𝑖𝑗𝑗
𝑒𝑒𝑖𝑖𝑗𝑗 = −∆𝑡𝑡𝑘𝑘𝑖𝑖𝑗𝑗�𝑢𝑢𝑗𝑗𝑙𝑙𝑙𝑙𝑖𝑖+1 − 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1� −𝑚𝑚𝑖𝑖𝑗𝑗𝐷𝐷�∆𝑢𝑢𝑗𝑗𝑙𝑙𝑙𝑙 − ∆𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙�
𝛾𝛾𝑖𝑖𝑗𝑗 = 𝑒𝑒(𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1 ,𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖)
 
Where ∆𝑢𝑢𝑗𝑗𝑙𝑙𝑙𝑙 is the difference between limited solution at current step and old step. 
Correction factor is a function of current limited solution 𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖+1 and old step limited 
solution 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖, which is 𝑒𝑒(𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1 ,𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖) 
3.4 Limiter 
 
The selection of the correction factor is another important step of FEM/FV-FCT procedure. 
It will affect both the accuracy and positivity of solution. In this section, the correction factor will 
be selected based on Zalesak’s limiter [19].  
An estimate of local extrema at the current step can be written in the form below in Equation 3.73, 
�
𝑢𝑢𝑖𝑖
𝑙𝑙𝑚𝑚𝑥𝑥 = 𝑢𝑢𝑗𝑗𝑙𝑙𝑙𝑙𝑖𝑖
𝑢𝑢𝑖𝑖
𝑙𝑙𝑖𝑖𝑚𝑚 = 𝑢𝑢𝑗𝑗𝑙𝑙𝑙𝑙𝑖𝑖 ,  𝑗𝑗 ∈ 𝑣𝑣𝑖𝑖 
As it is shown in figure 3.6, in stencil  𝑣𝑣𝑖𝑖(any shape), 𝑢𝑢𝑖𝑖𝑙𝑙𝑚𝑚𝑥𝑥 and 𝑢𝑢𝑖𝑖𝑙𝑙𝑖𝑖𝑚𝑚 represents maximum 
and minimum concentration including neighboring nodes j and node i for the previous limited 
solution. Such a strategy can guarantee local extrema at current step only trapped by old extrema, 
in other words, no new local extrema [29] can be created. The choosing of local extrema refers to 
[30, 31] for FEM while [32] provides a convenient way to choose local extrema for FV   
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Figure 3.6 Stencil  𝑣𝑣𝑖𝑖 including node i in the center with series of surrounding nodes j 
 
The change of concentration at node i is affected by anti-fluxes from surrounding nodes j. 
The contribution of anti-flux can be either positive or negative, corresponding to incoming and 
outgoing anti-flux, shown in figure 3.7. 
 
 
Figure 3.7. Inlet or outlet anti-flux to node i from neighboring nodes j.  
 
The positive/negative contribution to the concentration at node i can be determined by: 
⎩
⎪
⎨
⎪
⎧𝑃𝑃𝑖𝑖
+ = 1
𝑙𝑙𝑖𝑖
∑ 𝑒𝑒𝑖𝑖𝑗𝑗𝑗𝑗≠𝑖𝑖  ,𝑒𝑒𝑖𝑖𝑗𝑗 > 0
𝑃𝑃𝑖𝑖
− = 1
𝑙𝑙𝑖𝑖
∑ 𝑒𝑒𝑖𝑖𝑗𝑗𝑗𝑗≠𝑖𝑖  ,𝑒𝑒𝑖𝑖𝑗𝑗 < 0
𝑃𝑃𝑖𝑖
0 = 0 ,𝑒𝑒𝑖𝑖𝑗𝑗 = 0   ,  𝑗𝑗 ∈ 𝑣𝑣𝑖𝑖 
38 
 
   (3.75) 
   (3.76) 
In a stencil 𝑣𝑣𝑖𝑖 , the positive contribution to concentration at node i is the summation of all 
inlet anti-fluxes from neighboring nodes j. Negative contribution to concentration for node i  has 
a similar process to the positive contribution. There is no decrease or increase of concentration at 
node i if anti-flux is zero to node i from neighboring node j. 𝑚𝑚𝑖𝑖 is amplification coefficient of 
matrix due to either spatial discretization or temporal discretization, and it can guarantee that the 
dimension of 𝑃𝑃𝑖𝑖+ and 𝑃𝑃𝑖𝑖− is as same as dimension of concentration [𝑀𝑀𝐿𝐿3].In this report, 𝑚𝑚𝑖𝑖 is diagonal 
entry in lumping mass matrix for FEM-FCT and chosen as 1 for FV-FCT. 
In order to guarantee the LED property, concentration at node i should be bounded by local 
extrema at previous time step (𝑢𝑢𝑖𝑖𝑙𝑙𝑚𝑚𝑥𝑥 𝑠𝑠𝑠𝑠𝑣𝑣 𝑢𝑢𝑖𝑖𝑙𝑙𝑖𝑖𝑚𝑚). Therefore, the maximum increment/decrement 
can be defined as the difference between local extrema at the old time step and concentration of 
node i at current time step. Then we have the following form: 
�
𝑄𝑄𝑖𝑖
+ = 𝑢𝑢𝑖𝑖𝑙𝑙𝑚𝑚𝑥𝑥 − 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1
𝑄𝑄𝑖𝑖
− = 𝑢𝑢𝑖𝑖𝑙𝑙𝑖𝑖𝑚𝑚 − 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1 , 𝑠𝑠 ∈  𝑣𝑣𝑖𝑖 
For convenience [][], the concentration of node i at old step (𝑢𝑢𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖) can be used as the  
update for 𝑄𝑄𝑖𝑖+/𝑄𝑄𝑖𝑖− instead of using 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖+1. In this way, 𝑄𝑄𝑖𝑖+/𝑄𝑄𝑖𝑖− will be a function of 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖: 
�
𝑄𝑄𝑖𝑖
+ = 𝑢𝑢𝑖𝑖𝑙𝑙𝑚𝑚𝑥𝑥 − 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖
𝑄𝑄𝑖𝑖
− = 𝑢𝑢𝑖𝑖𝑙𝑙𝑖𝑖𝑚𝑚 − 𝑢𝑢𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖 , 𝑠𝑠 ∈  𝑣𝑣𝑖𝑖 
To limit the anti-flux that causes unphysical oscillation when using conventional numerical 
methods, the maximum percentage of inlet/outlet anti-flux should be introduced to limit the 
concentration of node i in an acceptable range. The maximum percentage of the inlet/outlet anti-
flux to node i can be defined by the ratio of maximum increment/decrement to positive/negative 
contribution to the concentration of node i. Moreover, it is necessary to note that the maximum 
percentage of inlet/outlet anti-flux to node i can never be greater than one because the only 
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contribution to the concentration at node i comes from neighboring anti-fluxes. The maximum 
percentage of inlet anti-flux to node i can be given by: 
𝑅𝑅𝑖𝑖
+ = �min �1, 𝑄𝑄𝑖𝑖+𝑃𝑃𝑖𝑖+� ,  𝑃𝑃𝑖𝑖+ > 00,  𝑃𝑃𝑖𝑖+ = 0  
Similarly, the maximum percentage of outlet anti-flux to node i is addressed in a form: 
𝑅𝑅𝑖𝑖
− = �𝑚𝑚𝑠𝑠𝑠𝑠 �1, 𝑄𝑄𝑖𝑖−𝑃𝑃𝑖𝑖−� ,  𝑃𝑃𝑖𝑖− < 00,  𝑃𝑃𝑖𝑖− = 0  
The correction factor can be chosen based on a maximum percentage of inlet/outlet anti-
flux. But it is necessary to make correction factor symmetric to guarantee the local mass 
conservation of the limited anti-flux for better accuracy. The correction factor can be eventually 
chosen as: 
𝛾𝛾𝑖𝑖𝑗𝑗 = 𝛾𝛾𝑗𝑗𝑖𝑖 = �𝑅𝑅𝑖𝑖+, 𝑠𝑠𝑒𝑒 𝑒𝑒𝑖𝑖𝑗𝑗 ≥ 0𝑅𝑅𝑖𝑖−, 𝑠𝑠𝑒𝑒 𝑒𝑒𝑖𝑖𝑗𝑗 < 0 ,∀𝑠𝑠 < 𝑗𝑗 
3.5 Summary 
 
In this chapter, I have presented the construction of conventional discretized schemes for 
three different methods: standard finite volume method, bilinear approximation finite volume 
method and standard finite element method. The constraints of positivity-preserved solution by 
using these conventional discretized schemes are discussed. To guarantee positivity of the solution, 
FCT method is applied for designing non-conventional schemes.  Linear and nonlinear FCT 
schemes are shown. The numerical performance and accuracy analysis of these positivity-
preserved schemes will be discussed in Chapter 4.   
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CHAPTER 4: NUMERICAL PERFORMANCE AND  
ACCURACY ANALYSIS OF FCT 
 
In some previous research, the dispersion cross-term is usually ignored for some 
contaminant transport problems due to non-physical oscillation which can lead to convergence 
problems for nonlinear problems. However, in the real-world cases, groundwater plume transport 
scenarios have a full mechanical dispersion tensor. What’s more, geology structure is always 
complex so that particle distribution and their size might change a lot in different direction which 
might result in big difference in magnitude of dispersion coefficient along vertical and horizontal 
direction. For these cases, conventional discretized schemes are more likely to give negative 
concentrations which violates the physical principal that concentration can never be negative. In 
some reactive transport problems, negative concentration can cause serious problem if there are 
nonlinear chemical degradation reactions. Often in practical projects at contaminated sites there 
could be decay reactions so that negative solutions will create contaminant mass artificially. 
Hence, it is essential to design non-conventional discretization schemes (such as FCT schemes) to 
eliminate the non-physical oscillations. Different versions of FCT schemes were developed in the 
previous chapter. This chapter describes several diffusion benchmark problems to test the 
numerical performance and accuracy of FCT schemes. Firstly, test cases for instantaneous input 
and continuous input 2D dispersion models are set up. Full mechanical dispersion tensor is 
considered for the diagonal tensor transport model. Tests of non-cross term diffusion transport 
model for horizontal flow are also included. The effect of FCT schemes is shown by comparing 
FCT results and original results. When developing FCT schemes for either FEM/FV method, time 
step size might also be introduced for designing correction factors so that FCT solutions may be 
sensitive to the choice of time step size. An analysis of the effect of time step size on FCT will be 
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presented next. Eventually, accuracy and convergence rate of FCT are discussed by comparing 
with the semi-analytical solution provided in Chapter 2.  
4.1 Two-Dimensional Dispersion Benchmark Problems 
 
In this section, horizontal and diagonal flow field are considered, and the flow field is 
steady state. If we ignore advection transport in this section, it will be the pure dispersion transport 
problem. The domain is considered as an infinite domain. Plume source is introduced into center 
of the domain and the initial contaminant concentration is zero outside the plume. The tests are 
based on a simplified toy model with a rectangular zone inside the center of domain. The 
simulation time is very short to guarantee that plume does not reach the boundary so that the 
domain of this toy model can be considered as an infinite domain. This toy model is shown in 
Figure 4.1. 
 
 
 
 
 
Figure 4.1 Initial condition for horizontal flow field and diagonal flow field 
𝐿𝐿𝑥𝑥
𝐿𝐿 𝑥𝑥
𝑣𝑣𝑥𝑥
𝑣𝑣 𝑥𝑥 A
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In figure 4.1, A with a yellow region represents the initial source (concentration equals 
to 𝐶𝐶𝐴𝐴) introduced to the domain. The blue background is the domain with zero concentrations. The 
domain is a square-unit domain with sides 𝐿𝐿𝑥𝑥 equals to 𝐿𝐿𝑥𝑥. The grid space horizontally or vertically 
is 𝑣𝑣𝑥𝑥 and 𝑣𝑣𝑦𝑦.  The simulation time is set as 𝑇𝑇 and time step size (𝑣𝑣𝑡𝑡) is chosen small enough to 
reduce the influence of temporal discretization error. The longitude dispersitivity and transverse 
dispersitivity are expressed as  𝛼𝛼𝐿𝐿 and  𝛼𝛼𝑇𝑇 separately. The boundary condition is a Dirichlet 
boundary with concentration equals to zero. The value of these parameters is listed in table 4.1, 
 
Table 4.1 Parameters of dispersion transport model 
 
Parameter Value
1
1
1
1/32
1/32
0.1
0.00033
0.05
0.005
0.25
0.25
𝐶𝐶𝐴𝐴
𝐿𝐿𝑥𝑥
𝐿𝐿𝑥𝑥
𝑣𝑣𝑥𝑥
𝑣𝑣𝑦𝑦
𝑇𝑇
𝑣𝑣𝑡𝑡
𝛼𝛼𝐿𝐿
𝛼𝛼𝑇𝑇
𝑣𝑣𝑥𝑥
𝑣𝑣𝑥𝑥
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4.1.1 Instantaneous Input   
 
Instantaneous input will be our first scenario in this chapter. Two cases with different 
dispersion tensor and flow condition are tested: 
• Case 1: Test A is horizontal flow test without cross-dispersion term 
• Case 2: Test B is diagonal flow test with a full dispersion tensor  
Numerical results of FCT schemes and conventional discretized schemes are compared. 
Concentration distribution profile of different schemes for case 1 and case 2 are compared in 
Figure 4.2, Figure 4.3 and Figure 4.4. Figure 4.2a, Figure 4.3a and Figure 4.4a show the horizontal 
flow test without cross-dispersion term which is case 1. Figure 4.2b, Figure 4.3b and Figure 4.4b 
show the diagonal flow test with cross-dispersion term in diffusion tensor which is case 2. 
For case 1, it can be observed numerical performance of high order solution of standard FV is 
exactly same as that of standard FV-FCT without any non-physical numerical ripples (no white 
region in Figure 4.2a). However, negative concentrations appear in bilinear approximation FV and 
standard FEM (this can refer to the left figure of Figure 4.3a and Figure 4.4a; Negative 
concentrations are marked in white region). This indicates that negative solutions can show up in 
horizontal flow test and different conventional schemes have different positivity criteria. A large 
ratio of longitude dispersity and transverse dispersity can result in ‘undershoots’ when applying 
conventional FEM/bilinear approximation FV. This can be explained that the ratio of dispersitivty 
along the different direction violates the positivity criteria for FEM/bilinear approximation FV in 
Chapter 3. In the meanwhile, the results of FCT schemes looks quite reasonable with fixing 
negative concentration issues (this can refer to the right figure of Figure 4.3a and Figure 4.4a). 
This suggests flux correction tools make it possible to filter the numerical ripples and maintain the 
accuracy of the results.  
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For case 2, even though the longitude dispersity equals the transverse dispersity, the cross 
term exists in the diffusion tensor due to flow direction different from cartesian direction of the 
grid. Negative concentrations marked in white region widely exists in the background of the 
domain for all three conventional schemes (standard FV/bilinear approximation FV/standard 
FEM) shown in the left figure of Figure 4.2b, Figure 4.3b and Figure 4.4b. These negative 
concentration regions are alongside the plume and parallel to the flow direction over the domain. 
The existence of cross term in the diffusion tensor potentially results in these negative 
concentrations. The plume is well-shaped when applying FCT schemes, which can be referred to 
the right figures of Figure 4.2b, Figure 4.3b and Figure 4.4b. As we expect, no non-physical 
oscillations are shown in FCT solutions. The numerical performance of nonlinear FCT schemes is 
very close to that of linear FCT schemes for both case 1 and case 2. Considering the computational 
cost, linear FCT schemes are the better choices to simulate dispersion problem in our cases.  
The behavior of different numerical schemes for case 1 and 2 are roughly analyzed in 
Figure 4.2, Figure 4.3 and Figure 4.4. To better identify the difference between the solutions of 
conventional schemes and non-conventional schemes (FCT schemes), the comparison of the 
concentration of each component along the center line of the flow direction are shown in Figure 
4.5, Figure 4.6, Figure 4.7, Figure 4.8, Figure 4.9 and Figure 4.10. Horizontal flow without 
dispersion cross term (case 1) is shown in Figure 4.5, Figure 4.7 and Figure 4.9 while Figure 4.6, 
Figure 4.8 and Figure 4.10 are the comparison results for case 2.   
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(a) Numerical performance of Case 1 (Standard FV and FV-FCT) 
 
 
 
(b) Numerical performance of Case 2 (Standard FV and FV-FCT) 
 
 
 
 
Figure 4.2 Numerical performance of case 1 and case 2: horizontal flow without dispersion cross 
term/diagonal flow with dispersion cross term. Concentration of two-dimensional domain is 
present by the color. Negative concentrations are marked by white region 
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(a) Numerical performance of Case 1 (Bilinear FV and bilinear FV-FCT) 
 
 
 
(b) Numerical performance of Case 2 (Bilinear FV and bilinear FV-FCT) 
 
 
 
 
Figure 4.3 Numerical performance of case 1 and case 2: horizontal flow without dispersion cross 
term/diagonal flow with dispersion cross term. Concentration of two-dimensional domain is 
present by the color. Negative concentrations are marked by white region 
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(a) Numerical performance of Case 1 (Standard FEM and standard FEM-FCT) 
 
 
 
(b) Numerical performance of Case 2 (Standard FEM and standard FEM-FCT) 
 
 
 
 
Figure 4.4 Numerical performance of case 1 and case 2: horizontal flow without dispersion cross 
term/diagonal flow with dispersion cross term. Concentration of two-dimensional domain is 
present by the color. Negative concentrations are marked by white region 
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For case 1, standard FV-FCT solutions perfectly match standard FV concentration profile 
(refer to Figure 4.5), which indicates flux correction tool will not affect the accuracy of the solution 
at all if there is no any numerical ripple in the conventional numerical method. Concentration 
profile of bilinear FV-FCT/FEM-FCT share the similar shape as that of relevant conventional 
methods (bilinear approximation FV/FEM) shown in Figure 4.7 and Figure 4.9 but it can be 
noticed that the peak of  these two FCT schemes is little bit lower than the peak of two conventional 
methods, which may be caused by some unnecessary limiting of anti-diffusive fluxes.  
Similarly, for case 2, as we know, numerical performance in previous figures show that 
some numerical ripples appear in all three conventional numerical methods, flux correction tool 
can filter these numerical ripples without changing the shape of the plume. Figure 4.6, Figure 4.8 
and Figure 4.10 further convince that the accuracy of the solution will not have much change with 
applying FCT method even though FCT method has the ‘clipping’ effect.  
 
 
Table 4.2 Minimum and maximum concentration for case 1 (horizontal flow). All parameter 
vales are given in Table 4.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Method Min Max
Standard FV 0 0.7852
Standard FV-FCT 0 0.7852
Bilinear approximation FV -0.0087 0.7868
Bilinear approximation FV-FCT 0 0.7856
Standard FEM -0.0091 0.8366
Standard FEM-FCT 0 0.8345
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Figure 4.5. Concentration of components along the flow direction of case 1. High order solution 
of standard FV is present using blue dashed line. Star spots describe the standard FV-FCT solution 
of case 1. 
 
 
 
 
 
 
 
50 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6. Concentration of components along the flow direction of case 2. High order solution 
of standard FV is present using blue dashed line. Star spots describe standard FV-FCT solution of 
case 2. 
 
 
 
 
 
 
51 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7. Concentration of components along the flow direction of case 1. High order solution 
of bilinear approximation FV is present using blue dashed line. Star spots describe the bilinear 
approximation FV-FCT of case 1. 
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Figure 4.8. Concentration of components along the flow direction of case 2. High order solution 
of bilinear approximation FV is present using blue dashed line. Star spots describe the bilinear 
approximation FV-FCT solution of case 2. 
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Figure 4.9 Concentration of components along the flow direction of case 1. High order solution of 
bilinear approximation FEM is present using blue dashed line. Star spots describes the bilinear 
approximation FEM-FCT of case 1. 
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Figure 4.10 Concentration of components along the flow direction of case 2. High order solution 
of FEM is present using blue dashed line. Star spots describes the FEM-FCT solution of case 2. 
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Table 4.3 Minimum and maximum concentration for case 2 (diagonal flow). All parameters are 
given in Table 4.1. 
 
 
 
 
The maximum and minimum concentration of different numerical schemes for case 1 and 
case 2 are presented in Table 4.2 and Table 4.3. For case 1, Table 4.2 shows that standard FV has   
positive solution guaranteed for horizontal flow since the minimum value of this scheme under 
case 1 equals zero. The other two conventional methods (standard FEM and bilinear approximation 
FV) under case 1 have negative concentrations which is consistent with numerical performance 
and concentration along the flow direction profile in previous subsections. The magnitude of these 
negative concentrations is up to 0.06 so that such quite large negative solution magnitude cannot 
be ignored. Table 4.3 shows that all three conventional methods have negative concentrations 
under case 2 due to minimum concentration less than zero. In the meanwhile, both Table 4.2 and 
Table 4.3 show that FCT method can filter out all non-physical oscillations to preserve non-
negative concentrations, nonetheless, we can find out that FCT method slightly decrease the 
maximum concentration of the relevant high order methods. It is also interesting to point out that 
the maximum solution of FEM is about 0.05 greater than those of FV, which probably is due to 
the structure of shape function which results in the relative larger initial input in FEM compared 
to FV. 
Method Min Max
Standard FV -0.0563 0.8623
Standard FV-FCT 0 0.8544
Bilinear approximation FV -0.0582 0.8688
Bilinear approximation FV-FCT 0 0.8584
Standard FEM -0.0612 0.9052
Standard FEM-FCT 0 0.9023
Case 2
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Through the benchmark problems in Section 4.1.1, we can conclude that different 
conventional schemes have different positivity criteria. A large ratio of longitude dispersity and 
transverse dispersity will have the problem of negative concentration. The existence of cross-terms 
can cause ‘undershoot’ problems for conventional numerical methods. Flux correction tool is a 
powerful and flexible method to overcome ‘undershoot’ problem while maintaining the accuracy 
of the solutions. 
4.1.2 Continuous Input   
 
Continuous input at center of a square domain will be included in this subsection. The 
source term 𝑒𝑒 on right hand side of equation 2.1 equals 1. Similar to Section 4.1.2, horizontal and 
diagonal flow are tested. These two scenarios are shown below, 
•  Case 1: Horizontal flow test with a continuous input but without cross-dispersion term 
•  Case 2: Diagonal flow test with a continuous center input and a full dispersion tensor  
Figure 4.11, Figure 4.12 and Figure 4.13 display concentration distributions of different 
numerical schemes for case 1 and case 2 introduced above. Numerical performance of these two 
scenarios are pretty similar to the instantaneous input cases introduced in previous Section. The 
only difference is the maximum concentration in the domain center; the color bar in continuous 
input tests show the maximum scale of concentration in continuous input is slightly greater than 
that in instantaneous tests, which makes sense due to the existence of the continuous source term 
in continuous input tests. Even with the continuous input in horizontal flow test (case 1), bilinear 
approximation FV and standard FEM have negative concentrations problem (shown in the left 
figure of Figure 4.12a and Figure 4.13a) while standard FV presents a faithful numerical behavior 
without any numerical ripples under case 1 shown in Figure 4.11a. The plume of the three 
traditional schemes for Case 2 in this section shares similar shape and behavior with case 2 
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introduced in Section 4.1.1. These observations suggest the source type (either continuous input 
or instantaneous) will not have a great effect on nonphysical numerical oscillations. For those 
conventional schemes containing negative concentrations, FCT method still provides non-negative 
solutions and keep the similar plume shape as numerical schemes.   
The concentration profiles of each component long the flow direction are displayed in 
Figure 4.14, Figure 4.15, Figure 4.16, Figure 4.17, Figure 4.18 and Figure 4.19. The accuracy and 
difference between conventional numerical schemes and relevant FCT schemes are compared. The 
plots are still very similar to those of instantaneous input: the concentration profile is symmetric 
and FCT solutions fit well with numerical solutions of conventional schemes. The peak of FCT 
schemes is still slightly less than the peak of standard methods. It further convinces us that the 
source type will not greatly influence numerical behavior. The value of each component in the 
diffusion tensor is the key to the positivity of numerical solutions of these numerical schemes.       
For both case 1 and case 2, numerical solutions of nonlinear FCT schemes are almost same 
as linear FCT schemes, therefore, we only apply linear FCT schemes for these two scenarios 
considering the computational cost. 
 
Table 4.4 Minimum and maximum concentration for continuous source, case 1 (horizontal flow) 
 
 
 
Method Min Max
Standard FV 0 0.8732
Standard FV-FCT 0 0.8732
Bilinear approximation FV -0.0087 0.8802
Bilinear approximation FV-FCT 0 0.8723
Standard FEM -0.0096 0.9427
Standard FEM-FCT 0 0.8745
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(a) Numerical performance of Case 1 (Standard FV and FV-FCT) 
 
 
 
(b) Numerical performance of Case 2 (Standard FV and FV-FCT) 
 
 
 
 
Figure 4.11 Numerical performance of case 1 and case 2: horizontal flow without dispersion cross 
term/diagonal flow with dispersion cross term. Concentration of two-dimensional domain is 
present by the color. Negative concentrations are marked by white region 
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(a) Numerical performance of Case 1 (Bilinear FV and bilinear FV-FCT) 
 
 
 
(b) Numerical performance of Case 2 (Bilinear FV and bilinear FV-FCT) 
 
 
 
 
 
Figure 4.12 Numerical performance of case 1 and case 2: horizontal flow without dispersion cross 
term/diagonal flow with dispersion cross term. Concentration of two-dimensional domain is 
present by the color. Negative concentrations are marked by white region 
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(a) Numerical performance of Case 1 (Standard FEM and standard FEM-FCT) 
 
 
 
(b) Numerical performance of Case 2 (Standard FEM and standard FEM-FCT) 
 
 
 
 
 
Figure 4.13 Numerical performance of case 1 and case 2: horizontal flow without dispersion cross 
term/diagonal flow with dispersion cross term. Concentration of two-dimensional domain is 
present by the color. Negative concentrations are marked by white region 
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Table 4.5 Minimum and maximum concentration for continuous input, case 2 (diagonal flow) 
 
 
 
 
 
 
Table 4.5 and Table 4.6 show the extremum concentration of each numerical schemes 
including standard numerical schemes and FCT schemes. Similarly as test cases in Section 4.1.1, 
initial source type will not greatly change numerical behavior of each scheme; no negative 
solutions are present in using standard FV but some negative solutions appear in the other two 
conventional schemes. Cross-term is still an important factor since negative concentration are 
present in case 2 for all three conventional schemes; FCT method can still provide very good non-
negative results in spite of ‘clipping’ phenomenon.   
 
 
 
 
 
 
 
 
 
 
 
Method Min Max
Standard FV -0.0752 0.9526
Standard FV-FCT 0 0.9468
Bilinear approximation FV -0.0802 0.9616
Bilinear approximation FV-FCT 0 0.9515
Standard FEM -0.0852 1.0231
Standard FEM-FCT 0 0.9723
 
62 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.14 Concentration of components along the flow direction of case 1. High order solution 
of standard FV is present using red line. Blue line describes the standard FV-FCT solution of case 
1. 
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Figure 4.15 Concentration of components along the flow direction of case 2. High order solution 
of standard FV is present using red line. Blue line describes standard FV-FCT solution of case 2. 
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Figure 4.16 Concentration of components along the flow direction of case 1. High order solution 
of bilinear approximation FV is present using red line. Blue line describes the bilinear 
approximation FV-FCT of case 1. 
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Figure 4.17 Concentration of components along the flow direction of case 2. High order solution 
of bilinear approximation FV is present using red line. Blue line describes the bilinear 
approximation FV-FCT solution of case 2. 
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Figure 4.18 Concentration of components along the flow direction of case 1. High order solution 
of FEM is present using red line. Blue line describes the FEM-FCT of case 1. 
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Figure 4.19 Concentration of components along the flow direction of case 2. High order solution 
of FEM is present using red line. Blue line describes the FEM-FCT solution of case 2. 
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4.2 Time Sensitivity Analysis  
 
Full implicit temporal discretization can maintain the positivity criteria and this time 
approximation is a very important step to construct FCT schemes. Nonetheless, the size of the time 
step might have a great effect on the accuracy of FCT solutions. In other words, numerical solution 
of FCT method might be sensitive to the time step size. To investigate the effect of time step size 
on numerical solutions of different numerical schemes, case 2 in Section 4.1.1 (Instantaneous input 
in the diagonal flow field) is tested but the final time is chosen as 1 (as opposed to 0.1 in the 
previous section—see Table 4.1). We choose grid space as 1
32
 and change the time step size is  1
50
 
, 1
100
, 1
300
. Maximum values of conventional schemes or FCT schemes are recorded in Table 4.6. It 
is obvious that, maximum concentration provided by standard FV-FCT/bilinear approximation 
FV-FCT is highly sensitive to the time step size compared to the change of maximum value of 
standard FV/bilinear approximation FV; however, it turns out that FEM-FCT solution is not 
sensitive to time step size.  The ranges of maximum values are as follows: 
a) standard FV: 0.1134-0.1116;  
b) standard FV-FCT: 0.0277-0.0906;  
c) bilinear approximation FV: 0.1221-0.1202;  
d) bilinear approximation FV-FCT: 0.0730-0.1083). 
e) standard FEM:  0.1519 to 0.1497  
f) standard FEM-FCT:  0.1364 to 0.1413.  
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Table 4.6 Maximum Concentration of Different Numerical Schemes (Mesh size is  1/32) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
To address our concerns regarding to time sensitivity issue, relative error of maximum 
value of the three (FV, bilinear FV, FEM) standard and FCT methods at different times with 
different time step size are plotted in Figure 4.8. The definition of relative error of maximum value 
can be defined as equation 4.1, 
𝑅𝑅𝑒𝑒𝑅𝑅𝑠𝑠𝑡𝑡𝑠𝑠𝑣𝑣𝑒𝑒 𝐸𝐸𝑒𝑒𝑒𝑒𝑐𝑐𝑒𝑒 =  �𝐶𝐶ℎ𝑖𝑖𝑖𝑖ℎ𝑚𝑚𝑚𝑚𝑥𝑥 − 𝐶𝐶𝑓𝑓𝑓𝑓𝑡𝑡𝑚𝑚𝑚𝑚𝑥𝑥
𝐶𝐶ℎ𝑖𝑖𝑖𝑖ℎ𝑚𝑚𝑚𝑚𝑥𝑥
� 
Where 𝐶𝐶ℎ𝑖𝑖𝑖𝑖ℎ𝑚𝑚𝑚𝑚𝑥𝑥  stands for maximum value of conventional schemes at tested time. The 
maximum value of FCT schemes is noted as 𝐶𝐶𝑓𝑓𝑓𝑓𝑡𝑡𝑚𝑚𝑚𝑚𝑥𝑥 . 
Figure 4.20a, Figure 4.20b and Figure 4.20c represent relative error at different tested time 
(𝑇𝑇 = 1)  with four different time step sizes (∆𝑡𝑡 = 1
50
, 1
100
, 1
300
, 1
500
) for standard FV-FCT, bilinear 
approximation FV-FCT and FEM-FCT, respectively. It can be noticed that, the relative error tends 
to increase with the increase of tested time at same time step size. This makes sense because 
relative error at certain time is a cumulative error of each time step. Moreover, we can observe 
that, relative error with time step size equal to 1
50
 is the largest, which is far greater that of time 
step size of 1
500
 (relative error for this time step size is smallest) for three FCT schemes. Lines of 
  (4.1) 
   Maximum Value of Standard FV
Maximum Value of 
Standard FV-FCT
Maximum Value of 
Bilinear Approximation FV
Maximum Value of 
Bilinear Approximation FV-FCT
Maximum Value of 
Standard FEM
Maximum Value of 
Standard FEM-FCT
0.11340.11230.1116
0.02770.05460.0906
0.12210.12090.1202
0.07300.09590.1083
0.15190.15060.1497
0.13640.13960.1413
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relative error with different time step size for three FCT schemes share similar distributions: the 
finer time step size, the smaller relative error at same tested time. This observation can explain our 
concerns: all of three FCT schemes should have time sensitivity issues but a large time step size 
introduced a relatively larger relative error for each time step for standard FV-FCT/bilinear 
approximation FV-FCT compared to standard FEM-FCT (The relative error of standard FV-FCT 
varies from 0 to 0.4; The relative error of bilinear approximation FV-FCT varies from 0 to 0.22; 
The relative error of FEM-FCT varies from 0 to 0.14).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) Relative error of standard FV-FCT 
 
 
Figure 4.20 Relative error of at three FCT schemes at different tested time with various time step 
size ( 1
50
, 1
100
, 1
300
, 1
500
) 
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(b) Relative error of bilinear approximation FV-FCT 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) Relative error of bilinear approximation FEM-FCT 
 
Figure 4.20 cont. 
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To help explain these results, let us go back to the steps of designing FCT algorithm. The 
physical process of FCT algorithm is firstly to determine low order fluxes based on low order 
spatial discretization by canceling the entries of the low-order matrix violating positivity criteria. 
Low order fluxes can guarantee the positive solution without generating numerical ripples. One 
serious drawback of the low-order scheme is lack of accuracy so that limited anti-diffusive fluxes 
are added to improve the accuracy of low order solutions. Therefore, low-order scheme is a critical 
step to the FCT procedure. Low-order solution will greatly affect the accuracy of FCT solution.  
Assume 2D domain is discretized by uniform grids, one stencil is composed of the nine same size 
grids, shown in Figure 4.21.  
 
 
 
 
 
Figure 4.21 The stencil with nine uniform grids 
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In this case, the aquifer is homogeneous with 45-degree flow direction with respect to the 
principal direction so that 𝐷𝐷𝑥𝑥𝑥𝑥 = 𝐷𝐷𝑥𝑥𝑥𝑥 = 𝐷𝐷𝑥𝑥𝑥𝑥 = 𝐷𝐷𝑥𝑥𝑥𝑥 = 𝐷𝐷. The components of the low order 
stiffness matrix for three numerical methods can be expressed as,  
FEM Low Order: 
𝑠𝑠1 =  56𝐷𝐷,𝑠𝑠2 =  26𝐷𝐷, 𝑠𝑠3 =  0,𝑠𝑠4 =  26𝐷𝐷,𝑠𝑠5 =  −186 𝐷𝐷,𝑠𝑠6 =  26𝐷𝐷, 𝑠𝑠7 = 0,𝑠𝑠8 = 26𝐷𝐷,𝑠𝑠9 = 56𝐷𝐷 
Standard FV Low Order: 
𝑠𝑠1 =  12𝐷𝐷, 𝑠𝑠2 =  𝐷𝐷,𝑠𝑠3 =  0,𝑠𝑠4 =  𝐷𝐷,𝑠𝑠5 =  −5𝐷𝐷,𝑠𝑠6 =  𝐷𝐷,𝑠𝑠7 = 0,𝑠𝑠8 = 𝐷𝐷,𝑠𝑠9 = 12𝐷𝐷 
Bilinear Approximation FV Low Order: 
𝑠𝑠1 =  68 𝐷𝐷,𝑠𝑠2 =  24 𝐷𝐷,𝑠𝑠3 =  0,𝑠𝑠4 =  24𝐷𝐷,𝑠𝑠5 =  −288 𝐷𝐷,𝑠𝑠6 =  24 𝐷𝐷,𝑠𝑠7 = 0,𝑠𝑠8 = 24 𝐷𝐷,𝑠𝑠9 = 68 𝐷𝐷 
It can be noticed the absolute value of the components in the low-order stiffness matrix for 
standard FV is the largest, followed by those of bilinear finite volume method and FEM. Hence, 
there will be more diffusion at certain time with using low order standard finite volume schemes 
compared to low order finite element method and bilinear approximation finite volume method. 
This explains the reason why the FCT solution of standard finite volume method are always less 
than that of bilinear approximation method and finite element method. What’s more, the relatively 
smaller FCT solution of standard finite volume method contributes a larger relative error at certain 
time. It is worth to point out that anti-diffusive fluxes are evaluated by using low order fluxes and 
high order fluxes. The value of anti-diffusive fluxes will have a great influence on the accuracy of 
FCT solutions. A larger time step size might introduce a relatively larger error to anti-diffusive 
fluxes considering the accuracy of low order and high order solution of standard finite volume 
method in a comparison against FEM/bilinear approximation FV. This potentially explains why 
the range of relative error of standard FV method is the largest. 
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4.3 Accuracy and Spatial Convergence Analysis 
  
Some doubts about the accuracy of FCT schemes might arise. To address these doubts, 
accuracy and convergence analysis will be discussed in this Section. To test accuracy and 
convergence analysis of developed FCT algorithm, instantaneous plume problem for horizontal or 
diagonal flow discussed in Chapter 2 will be used. H-convergence analysis of FCT algorithm are 
finally addressed.  
Let’s restate case 1 and case 2 of Section 4.1.1 with analytical solution at Chapter 2. Analytical 
solution of these two cases require an infinite domain. These two scenarios are summarized as 
below, 
1. Case 1 is a horizontal flow test without cross-dispersion term 
2. Case 1 is a 45-degree diagonal flow test with full dispersion tensor 
Spatial convergence analysis of FCT schemes is evaluated by using the root mean square error 
(RMSE) of concentration. By squaring the errors, we can get more accurate results as the negative 
and positive errors don’t cancel out each. The formula for RMSE is [33] , 
𝑅𝑅𝑀𝑀𝑣𝑣𝐸𝐸 =  �1
𝑁𝑁
�(𝑢𝑢𝐴𝐴 − 𝑢𝑢𝑁𝑁)2 
where N represents the total number of nodes over the whole domain, 𝑢𝑢𝐴𝐴 is the analytical 
solution of either horizontal flow or diagonal flow cases(refer to Chapter 2), and 𝑢𝑢𝑁𝑁 is numerical 
solution of either high order schemes/low order schemes/FCT schemes. Spatial convergence 
analysis is based on a very small-time step size which minimizes temporal discretization error. The 
relationship between RMSE and grid space can be described using a log scale plot. We say h-
convergence rate (where h is the grid size) of this model is order 𝑠𝑠 if the linear regression model 
shows following relationship, 
  (4.2) 
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𝑅𝑅𝑀𝑀𝑣𝑣𝐸𝐸 ~ ℎ𝑝𝑝  
⇒ log (𝑅𝑅𝑀𝑀𝑣𝑣𝐸𝐸) ~ 𝑠𝑠 ∙ log (ℎ) 
Parameters of these two scenarios are recorded in table 4.7. Where 𝐿𝐿𝑥𝑥 and 𝐿𝐿𝑥𝑥 are width and 
length of the squared domain. 𝑣𝑣𝑥𝑥 and 𝑣𝑣𝑦𝑦 are the size of each grid. The longitude dispersity and 
transverse dispersity are expressed as  𝛼𝛼𝐿𝐿 and  𝛼𝛼𝑇𝑇 separately.  𝑣𝑣𝑥𝑥 and  𝑣𝑣𝑥𝑥 are the size of 
instantaneous plume source. The concentration of the plume source is  𝐶𝐶𝐴𝐴. Total tested time is 𝑇𝑇 
and time step size is defined as 𝑣𝑣𝑡𝑡. 
 
Table 4.7 Parameters of dispersion model for accuracy analysis 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Parameter Value
1
1
1
1/7 ~ 1/51
Standard FV 1/7 ~ 1/51
/Bilinear Approximation FV 0.1
0.00033
0.05
0.005
1/7 ~ 1/51
1/7 ~ 1/51
49 ~ 2601
1
1
1
1/6 ~ 1/32
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 For most groundwater fate transport applications, the relative error of unknown solutions 
varies in space and time. The spatial accuracy of conventional numerical methods (like standard 
FV/bilinear approximation FV/standard FEM) is usually second order. To investigate the spatial 
accuracy of FCT schemes, the relationship between RMSE and grid size for test A and test B in 
Section 4.3.1 are described in Figure 4.22, Figure 4.23 and Figure 4.24. Figure 4.22 provides the 
results of convergence analysis using standard FV/standard FV-FCT. The comparison of h-
convergence rate of bilinear approximation FV and FV-FCT is addressed in Figure 4.23. Spatial 
convergence of FEM and FEM-FCT is shown in Figure 4.24. The x-axis of these figures represents 
the logarithm value of space size while y-axis designates the logarithm value of RMSE.  
 For case 1, the spatial accuracy order for standard FV/standard FV-FCT (shown in Figure 
4.22a and Figure 4.23b) are exactly same (both are around 2.2). As we know, the previous section 
shows that no non-physical oscillations are present when using standard finite volume method so 
that no anti-diffusive fluxes are limited when applying flux correction tool. This results in exactly 
same numerical solution of standard FV and standard FV-FCT. Spatial accuracy of other two 
methods (Bilinear approximation FV and standard FEM) and their FCT schemes are slightly 
different, and results are compared in Figure 4.22a/b and Figure 4.23a/b separately. The spatial 
convergence rate comparison of standard numerical methods and their FCT schemes for case 2 are 
described in Figure 4.22c/d, Figure 4.23c/d and Figure 4.24c/d. From previous section, it is known 
that three conventional numerical schemes cannot preserve the positivity of numerical solutions of 
these schemes. FCT schemes do a very good job in giving positive solutions as well as maintaining 
the accuracy of solutions. Since there are some differences between numerical solutions of 
conventional numerical methods and FCT schemes, the spatial convergence rate of these 
conventional numerical methods should be different from that of FCT schemes. 
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             (a) RMSE for case 1 (standard FV)                   (b) RMSE for case 1 (standard FV-FCT) 
 
 
 
 
 
 
 
 
 
 
 
 
               
 
 
 
 
 
              (c) RMSE for case 2 (standard FV)                 (b) RMSE for case 2 (standard FV-FCT) 
 
 
 
 
Figure 4.22 Convergence analysis of standard FV and standard FV-FCT for case 1 and case 2. The 
blue dots stand for the log value of RMSE for the log value of grid space. The dashed blue line is 
the linear fitting trendline   
 
 
78 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
              (a) RMSE for case 1 (bilinear FV)                (b) RMSE for case 1  (bilinear FV-FCT) 
 
 
 
 
 
 
 
 
 
 
 
       
 
 
 
 
          (c) RMSE for case 2 (bilinear FV)                (d) RMSE for case 2  (bilinear FV-FCT) 
 
 
 
 
 
Figure 4.23 Convergence analysis of bilinear approximation FV and bilinear approximation FV-
FCT for case 1 and case 2. The blue dots stand for the log value of RMSE for the log value of grid 
space. The dashed blue line is the linear fitting trendline   
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          (a) RMSE for case 1 (standard FEM)              (b) RMSE for case 1 (standard FEM-FCT) 
 
 
 
 
 
           
 
 
 
 
 
 
 
 
 
 
         (c) RMSE for case 2 (standard FEM)               (b) RMSE for case 2 (standard FEM-FCT) 
 
 
 
 
 
 
Figure 4.24 Convergence analysis of standard FEM and standard FEM-FCT for case 1 and case 2. 
The blue dots stand for the log value of RMSE for the log value of grid space. The dashed blue 
line is the linear fitting trendline   
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Table 4.8 h-convergence rate of various numerical schemes for case 1 and case 2 
 
 
 The h-convergence rates for different numerical schemes are listed in the Table 4.8, 
The results of these tested scenarios provide evidence that, the spatial convergence rate of FCT 
methods are very close to original high order numerical schemes. Flux correction tools will not 
deduce the order accuracy of numerical solutions.  
 
4.4 Summary 
 
In this chapter, I performed dispersion benchmark problems in horizontal and diagonal 
flow fields with instantaneous or continuous source. The numerical results demonstrate that non-
physical concentrations do indeed result when the matrix coefficients violate the positivity criteria. 
Large ratio of longitudinal and transverse diffusion coefficient and presence of cross-term can be 
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important factors leading to non-physical simulation results for conventional numerical schemes. 
FCT method is a very faithful tool to maintain non-negative concentrations without losing 
accuracy. All FCT schemes are sensitive to time step but the accuracy regarding time step size was 
found to be less significant for FEM. 
I also performed a convergence study for the case of an instantaneous pulse source in both 
horizontal and diagonal flow.  As expected, second-order spatial convergence was demonstrated 
for all methods despite the presence of the small negative concentrations.  Most importantly, I 
found that the FCT methods all also achieved second order convergence.    
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CHAPTER 5: IMPLEMENTATION FOR THE GROUNDWATER SOLUTE  
TRANSPORT SIMULATOR – MT3DMS 
 
MT3DMS is the modular 3-Dimensional transport model with Multi-Species reactions, 
which has a comprehensive set of options and capabilities for simulation of advection, dispersion, 
diffusion, and chemical reactions of contaminants in the groundwater flow systems under general 
hydrogeologic conditions.MT3DMS is unique in that it includes three major classes of transport 
solution techniques in a single code, i.e., the standard finite difference method; the particle-
tracking-based Eulerian-Lagrangian methods; and the higher-order finite-volume method. 
MT3DMS is used in conjunction with groundwater flow simulator – MODFLOW [33, 34, 35]. 
MT3DMS was originally developed by Zheng [36], and it is widely used for both research and 
practice. The newest version released by Zheng is MT3DMS 5.3. Later in 2016, a new completely 
re-coded version MT3D-USGS has recently been released and is supported by the USGS [37].  
Even though MT3DMS is widely used for groundwater flow and fate transport and it can 
accommodate very general spatial discretization schemes and transport boundary conditions [36], 
non-physical oscillations cannot be avoided for some cases since the discretization for the 
dispersion tensor is based on the standard multi-point finite volume.  In other words, negative 
concentrations appear in some diagonal flow transport problem, as was presented in detail in 
Chapter 4. To filter out these non-physical oscillations, we implement FCT algorithm developed 
in Chapter 3 into the Fortran source code of MT3DMS 5.3; the new version of MT3DMS is 
referred to as MT3DMS-FCT.In MT3DMS-FCT, we only focus on the negative concentrations 
that arise from discretizing dispersion cross terms. Also, we are just considering the operator 
splitting case where advection is solved by MOC, HMOC and MMOC. Even though the solute 
transport problem is only regarding to advection-dispersion transport without any reaction, 
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reactive transport is the main motivation for eliminating negative concentrations because they will 
result in unstable results in nonlinear reactive transport cases. In this Chapter, I explain how the 
flexibility and generality of the FCT approach makes it feasible to modify a complex production 
code like MT3DMS. To test the performance of MT3DMS-FCT, we will test some benchmark 
problems to show the negative solution by using MT3DMS 5.3. Then we simulate the same 
benchmark problems by using MT3DMS-FCT and compare the numerical behavior and accuracy 
with results from MT3DMS 5.3.  
This chapter covers four sections. In Section 5.1, I present the program structure and design 
of MT3DMS. Section 5.2 describes the program structure and design of MT3DMS-FCT. Input 
instructions for MT3DMS-FCT is illustrated in Section 5.3. Section 5.4 shows the numerical 
performance of several benchmark problem by using MT3DMS and MT3DMS-FCT. The final 
section is the summary. For user’s convenience, the detailed input instructions for one benchmark 
problem for MT3DMS-FCT is included in the Appendix. The source code is deposited with this 
Thesis.            
5.1 Program Structure and Design of MT3DMS 
 
The development of MT3DMS-FCT is based on MT3DMS 5.3, which can be downloaded 
MT3DMS 5.3 through the link (https://hydro.geo.ua.edu/mt3d/index.htm). The users’ guide and 
complete documentation is also available from this link. Note that MT3DMS is designed to be 
used with the USGS code MODFLOW, which solved the saturated groundwater flow equation to 
compute flow rate. The execution of entire program of MT3DMS 5.3 is controlled by the main 
program. The basic steps of the main program can be summarized as [36], 
1. Assign unit numbers to major input and output files and open these files. 
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2. Design the simulation problem in terms of layers, rows, columns, stress periods, and major 
transport options to be used. 
3. Calculate the size of each array for storing the data information and allocate the memory for 
these arrays. 
4. Read and process input data which are constant throughout the simulation. 
5. For each stress period: 
    (a) Obtain stress period timing information. 
    (b) Read and process the concentrations of sources or sinks that need to be specified. 
    (c) In each flow time step: 
(1) Read saturated thicknesses, flow across cell interfaces, and the locations and flow rates 
of sinks/sources. 
(2) Calculate coefficients that are constant within the current time step. 
(3) For each transport time step:  
     (i) Determine an appropriate step size for the current transport step. 
     (ii) Apply operator splitting method and make a selection for solving advection term. 
     (iii) Formulate the coefficient matrices from dispersion, sink or source term etc., and    
send it back to the iterative implicit solver. 
     (iv) Prepare the output and print. 
6. End program. 
Remember that from the simulation results shown in Chapter 4, there is a key element 
affecting the negativity of solutions for solute transport by using standard finite volume method if 
we choose fully implicit scheme for temporal discretization the cross-terms in dispersion tensor 
associated with spatial discretization. (Note that here we assume that the advection operator is 
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solved with a positive method like MOC, MMOC, or HMOC [38, 39].)  Therefore, our focus in 
this chapter will be advection-dispersion transport problem. The governing equation of advection-
dispersion transport can be summarized as [36], 
𝜃𝜃
𝜕𝜕𝐶𝐶
𝜕𝜕𝑡𝑡
= 𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖
�𝜃𝜃𝐷𝐷𝑖𝑖𝑗𝑗
𝜕𝜕𝐶𝐶
𝜕𝜕𝑥𝑥𝑗𝑗
� −
𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖
(𝜃𝜃𝑣𝑣𝑖𝑖𝐶𝐶) + 𝑞𝑞𝑠𝑠𝐶𝐶𝑠𝑠 
Where 
            𝜃𝜃  is the porosity of subsurface medium, dimensionless 
           𝐶𝐶 is the concentration of components, 𝑀𝑀𝐿𝐿−3 
           𝑡𝑡  is transport time, T 
           𝑥𝑥𝑖𝑖 is the distance in the Cartesian coordinate axis, L 
           𝐷𝐷𝑖𝑖𝑗𝑗 is the dispersion coefficient tensor, 𝐿𝐿2𝑇𝑇−1  
           𝑣𝑣𝑖𝑖 is the seepage velocity, 𝐿𝐿𝑇𝑇−1   
           𝑞𝑞𝑠𝑠 is the volumetric flow rate per unit volume of aquifer representing fluid sources    
   (positive) and sinks (negative), 𝑇𝑇−1 
           𝐶𝐶𝑠𝑠 is the concentration of the source or sink, 𝑀𝑀𝐿𝐿−3  
Appling operator splitting method for advection and dispersion term, and fully implicit 
scheme for temporal discretization, equation 5.1 in a two-dimensional form is written as,  
∆𝑥𝑥∆𝑦𝑦𝜃𝜃
𝐶𝐶𝑖𝑖𝑗𝑗,𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚+1 − 𝐶𝐶𝑖𝑖𝑗𝑗𝑚𝑚
∆𝑡𝑡
= 𝐿𝐿𝑚𝑚𝑎𝑎𝑎𝑎𝐶𝐶𝑖𝑖𝑗𝑗,𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚+1  
∆𝑥𝑥∆𝑦𝑦𝜃𝜃
𝐶𝐶𝑖𝑖𝑗𝑗
𝑚𝑚+1 − 𝐶𝐶𝑖𝑖𝑗𝑗,𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚+1
∆𝑡𝑡
= 𝐿𝐿𝑎𝑎𝑠𝑠𝑝𝑝𝐶𝐶𝑖𝑖𝑗𝑗𝑚𝑚+1 ± 𝑞𝑞𝑠𝑠𝐶𝐶𝑖𝑖𝑗𝑗,𝑠𝑠𝑚𝑚+1 
 
where ∆𝑥𝑥,∆𝑦𝑦 represents the grid space in x, y direction separately. ∆𝑡𝑡 is time step size. 
𝐶𝐶𝑖𝑖𝑗𝑗,𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚+1  and  𝐶𝐶𝑖𝑖𝑗𝑗𝑚𝑚 represent the concentration at old and current time step for advection in the equation 
(5.1) 
(5.2) 
(5.3) 
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5.2. 𝐶𝐶𝑖𝑖𝑗𝑗,𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚+1  in equation 5.2 will be the concentration of components at old time step in equation 
5.3. 𝐿𝐿𝑚𝑚𝑎𝑎𝑎𝑎 is the advection operator. 𝐶𝐶𝑖𝑖𝑗𝑗𝑚𝑚+1 represents the concentration at current time step after 
advection-dispersion transport in equation 5.3. 𝐿𝐿𝑎𝑎𝑠𝑠𝑝𝑝 is the dispersion operator. 𝐶𝐶𝑖𝑖𝑗𝑗,𝑠𝑠𝑚𝑚+1 is the 
sink/source concentration of components at current time step. Other parameters are the same as 
the description in equation 5.1.  
After applying finite volume method for space discretization, the discrete solution of the 
solute transport equation can be expressed as a system of linear algebraic equations,  
𝐴𝐴𝑋𝑋 = 𝑅𝑅𝐻𝐻𝑣𝑣 
where A is a N by N matrix with nine diagonals (the matrix form can refer to Chapter 3), 
and RHS is the vector with dimension N. N is total number of nodes in the model. X is transport 
solution at current time step. 
The step for advection-dispersion transport at each time step in MT3DMS 5.3 can be 
referred to step 5(c)(3)(ii) and Step 5(c)(3)(iii) in the summary of main program for MT3DMS 5.3. 
This can be described as the flowchart, shown in the Figure 5.1. The description of packages, 
vectors and matrix in Figure 5.1 can be shown below [34], 
ADV5SV: The method to solve advection term, including particle-tracking-based Eulerian 
Lagrangian methods (forward tracking method of characteristics (MOC), backward-tracking 
modified method of characteristics (MMOC), etc.) and third-order TVD method etc. This package 
is used for operator splitting.  
BTN5FM: Reset and formulate matrix coefficients for the next step of implicit solutions. 
DSP5FM: Formulate matrix coefficients related to the dispersion term if the implicit scheme is 
used. 
(5.4) 
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SSM5FM: Formulate matrix coefficients related to the sink/source term if the implicit scheme is 
used. 
GCG5AP:  Use the generalized conjugate gradient solver to solve system equations.   
𝑿𝑿𝑯𝑯
𝒏𝒏 : The advection-diffusion transport solution at old time step by using MT3DMS 5.3 
𝑿𝑿𝑯𝑯
𝒏𝒏+𝟏𝟏: The advection-diffusion transport solution at current time step by using MT3DMS 5.3 
𝑿𝑿𝑯𝑯𝒂𝒂𝒂𝒂𝒂𝒂
𝒏𝒏+𝟏𝟏 : The transport solution for advection at current time step. This solution is obtained by using 
operator splitting method. 
𝑨𝑨: The left-hand side matrix for final algebra systems (𝑨𝑨𝑿𝑿 = 𝑹𝑹𝑯𝑯𝑹𝑹 ) by using high order finite 
volume method. 
𝑹𝑹𝑯𝑯𝑹𝑹: The right-hand side vector for final algebra systems (𝑨𝑨𝑿𝑿 = 𝑹𝑹𝑯𝑯𝑹𝑹 ) by using high order finite 
volume method. 
𝑨𝑨𝑫𝑫𝒃𝒃𝒃𝒃𝒏𝒏 : It is formulated by the package BTN5FM.It is a diagonal matrix generated due to temporal 
discretization (see left-hand-side of equation 5.3). 
𝑨𝑨𝑫𝑫𝑹𝑹𝑫𝑫
𝑯𝑯 : High order matrix for dispersion term formulated by package DSP5FM. 
𝑨𝑨𝑹𝑹𝑹𝑹𝑺𝑺:  It is usually a diagonal matrix for sink/source term formulated by package SSM5FM. 
𝒃𝒃𝟏𝟏: It is a vector and formulated by the package BTN5FM. This vector is generated due to temporal 
discretization for the concentration at the old time step. It is part of RHS. 
𝒃𝒃𝟐𝟐: It is a vector and formulated by the package DSP5FM. This vector is generated due to 
dispersion. It is part of RHS and comes from the known boundary conditions. 
𝒃𝒃𝟑𝟑: It is a vector and formulated by the package SSM5FM. This vector is generated due to 
sink/source. It is part of RHS. 
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Figure 5.1 Flowchart of simple advection-diffusion transport for each time step by using the 
implicit solver in MT3DMS 5.3. ‘A’ in the orange circle is the link to the FCT modified code. 
 
 
 
 
𝑋𝑋𝐻𝐻
𝑚𝑚
ADV5SV
BTN5FM
SSM5FM
DSP5FM
GCG5AP
𝑋𝑋𝐻𝐻𝑚𝑚𝑎𝑎𝑎𝑎
𝑚𝑚+1
𝐴𝐴 = 𝐴𝐴𝐷𝐷𝐵𝐵𝐵𝐵𝐵𝐵
𝑅𝑅𝐻𝐻𝑣𝑣 = 𝑏𝑏1
𝐴𝐴 = 𝐴𝐴𝐷𝐷𝐵𝑇𝑇𝑁𝑁 +𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐻𝐻
𝑅𝑅𝐻𝐻𝑣𝑣= 𝑏𝑏1 + 𝑏𝑏2
𝐴𝐴 = 𝐴𝐴𝐷𝐷𝐵𝑇𝑇𝑁𝑁 + 𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐻𝐻 + 𝐴𝐴𝐷𝐷𝐷𝐷𝑀𝑀
𝑅𝑅𝐻𝐻𝑣𝑣= 𝑏𝑏1 + 𝑏𝑏2 + 𝑏𝑏3
𝑋𝑋𝐻𝐻
𝑚𝑚+1
A
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For each transport time step, ADV5SV package calculates the concentration of components 
after one time step advection transport based on old time step advection-diffusion transport 
solution (see equation 5.1). The method in ADV5SV package to solve advection transport includes 
MOC, MMOC and HMOC etc. Then the BTN5FM package formulates basic transport 
components due to time discretization into a diagonal matrix 𝐴𝐴𝐷𝐷𝐵𝐵𝐵𝐵𝐵𝐵 and a vector𝑏𝑏1. Afterwards, a 
nine diagonal matrix 𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐻𝐻  and a vector b2 due to dispersion are formulated by the package 
DSP5FM. Then, the matrix 𝐴𝐴𝐷𝐷𝐷𝐷𝑀𝑀 and a vector 𝑏𝑏3 due to sink or source are formulated by the 
package SSM5FM. The final 𝐴𝐴 matrix in the equation 5.4 is the sum of 𝐴𝐴𝐷𝐷𝐵𝐵𝐵𝐵𝐵𝐵 , 𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷
𝐻𝐻  and  𝐴𝐴𝐷𝐷𝐷𝐷𝑀𝑀. 
The right-hand side in the equation 5.4 is the sum of 𝑏𝑏1, 𝑏𝑏2 and 𝑏𝑏3. Based on 𝐴𝐴 and 𝑏𝑏, the transport 
solution at current time step is eventually obtained through GCG5AP.   
5.2 Program Structure and Design of MT3DMS-FCT 
 
In previous section, we discussed the program structure and design of MT3DMS 5.3 for 
advection-dispersion transport in each time step. Based on the structure of main program in Figure 
5.1, we will implement FCT algorithm on the original main program of MT3DMS 5.3. We call 
this new developed program as MT3DMS-FCT. In this program, we only consider nonreactive 
advection-dispersion transport problem with Dirichlet boundary condition. The flow chart for the 
main program of MT3DMS-FCT is shown in Figure 5.2.  The description of the package 
(ADV5SV, BTN5FM, DSP5FM, SSM5FM and GCG5AP) and the vector (𝐴𝐴𝐷𝐷𝐵𝐵𝐵𝐵𝐵𝐵 , 𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐻𝐻  and 
𝐴𝐴𝐷𝐷𝐷𝐷𝑀𝑀) is same as those in Section 5.2. The description of other parameters in Figure 5.2 can be 
shown below. LOWORDER: A package that transform high order dispersion operator to low 
order dispersion operator. The construction of low order matrix can refer to Chapter 3. 
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ANTIDIFF:  A package that generates anti-diffusive fluxes. The construction of anti-diffusive 
matrix can refer to Chapter 3. 
ZALASKLIMITER: A package that generates correction factors. The principal of Zalask’ limiter 
can refer to Chapter 3. 
ROWSUM: A package used to sum the row for the matrix.  
𝑿𝑿𝒍𝒍𝒍𝒍
𝒏𝒏 : The dispersion flux limited solution at old time step. 
𝑿𝑿𝒍𝒍𝒍𝒍
𝒏𝒏+𝟏𝟏: The dispersion flux limited solution at current time step  
𝑿𝑿𝒍𝒍𝒍𝒍𝒂𝒂𝒂𝒂𝒂𝒂
𝒏𝒏+𝟏𝟏 : The transport solution for advection at current time step based on flux limited solution at 
old time step. This solution is obtained by using operator splitting method. 
𝑨𝑨𝒍𝒍𝒍𝒍: The left-hand side matrix for final algebraic system of equations (𝑨𝑨𝒍𝒍𝒍𝒍𝑿𝑿 = 𝑹𝑹𝑯𝑯𝑹𝑹𝒍𝒍𝒍𝒍 ). 
𝑹𝑹𝑯𝑯𝑹𝑹𝒍𝒍𝒍𝒍: The right-hand side vector for final algebraic system of equations (𝑨𝑨𝒍𝒍𝒍𝒍𝑿𝑿 = 𝑹𝑹𝑯𝑯𝑹𝑹𝒍𝒍𝒍𝒍 ). 
𝑨𝑨𝑫𝑫𝑹𝑹𝑫𝑫
𝑳𝑳 : Low order matrix for dispersion term formulated by LOWORDER. 
𝒃𝒃𝒍𝒍𝒍𝒍𝟏𝟏: It is a vector and formulated by package BTN5FM. This vector is generated due to temporal 
discretization. This vector is formulated based on 𝑿𝑿𝒍𝒍𝒍𝒍𝒏𝒏 . (See eqn 5.2). 
𝒃𝒃𝒍𝒍𝒍𝒍𝟐𝟐: It is a vector and formulated package DSP5FM. This vector is generated due to dispersion. 
This vector is formulated based on 𝑿𝑿𝒍𝒍𝒍𝒍𝒂𝒂𝒂𝒂𝒂𝒂𝒏𝒏+𝟏𝟏 . (see eqn 5.3) 
𝒃𝒃𝒍𝒍𝒍𝒍𝟑𝟑: It is a vector and formulated by package SSM5FM. This vector is generated due to 
sink/source. This vector is formulated based on injection/extraction rate. 
𝑭𝑭: It is a matrix and formulated by package ANTIDIFF. This matrix stores anti-diffusive fluxes. 
The form of this matrix can refer to Chapter 3. 
𝜸𝜸: It is a matrix and formulated by the package ZALASKLIMITER. This matrix stores correction 
factors for anti-diffusive fluxes. The correction factor is generated by Zalask limiter. The form of 
this matrix can refer to Chapter 3.  
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𝒃𝒃𝒍𝒍𝒍𝒍𝟒𝟒: It is a vector and formulated by the package ROWSUM. It stores the limited anti-diffusive 
fluxes. This vector is the row sum of the dot product of matrix 𝐹𝐹 and 𝛾𝛾. The form of this vector 
can refer to Chapter 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2 Flowchart of simple advection-diffusion transport for each time step by using the 
implicit solver in MT3DMS-FCT   
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The flowchart for MT3DMS-FCT described in Figure 5.2 starts from the main program of 
MT3DMS 5.3 since it still requires high order solution at current or old step for the calculation of 
anti-diffusive fluxes.  This is indicated by the step “A” linking MT3DMS in Fig 5.1 to MT3DMS-FCT 
in Fig 5.2.  For each transport time step, the advection transport at current time step is calculated 
by ADV5SV using operator splitting based flux limited transport solution at old time step. 
Afterwards, we re-call the packages BTN5FM and DSP5FM to formulate the basic transport and 
dispersion components in the relevant matrix/vectors. Then LOWORDER package modifies the 
high order dispersion operator 𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐻𝐻  to a low order operator 𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐿𝐿 . This step eliminates all 
negative components in the off-diagonal entries in 𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝐻𝐻 . The components due to sink/source are 
formulated into the matrix 𝐴𝐴𝐷𝐷𝐷𝐷𝑀𝑀 and the vector 𝑏𝑏𝑙𝑙𝑙𝑙3  by the package SSM5FM. The package 
ANTIDIFF and ZALASKLIMITER generates anti-diffusive matrix (𝐹𝐹) and correction factors matrix 
(𝛾𝛾) prepared for the package ROWSUM. The anti-diffusive matrix is simply the operation between 
high order schemes and low order scheme. (The construction of this matrix can refer to Chapter 
3) The correction factor matrix is generated by using the Zalask limiter (Refer to chapter 3).  
5.3 Input Instructions of MT3DMS-FCT 
 
The Appendix has an example input file for MT3DMS-FCT corresponding to one of the 
benchmark problems to be described in the next section. 
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5.4 Benchmark Problems and Application Examples  
 
This section describes several benchmark problems used to compare and test the accuracy 
and numerical behavior of the MT3DMS code and MT3DMS-FCT code. Two-dimensional 
advection-dispersion transport problems in horizontal/diagonal flow direction with a 
continuous/instantaneous injection are tested,  
Case I: Two-dimensional advection-dispersion solute transport in horizontal flow direction with a 
continuous injection. 
Case II: Two-dimensional advection-dispersion solute transport in diagonal flow direction with a 
continuous injection. 
Case III: Two-dimensional advection-dispersion solute transport in horizontal flow direction with 
an instantaneous injection.   
Case IV: Two-dimensional advection-dispersion solute transport in diagonal flow direction with 
an instantaneous injection. 
These benchmark problems are similar to some cases from the MT3DMS manual [34]. The 
numerical model of Case I, II, III & IV are in a square two-dimensional domain with an initial zero 
concentration. The injection location of these cases is at left bottom corner. All the cases are tested 
in a uniform flow field with the Dirichlet boundary conditions. The numerical models of all cases 
include 100 rows, 100 columns and 1 layer. The basic model parameters for cases are listed in 
Table 5.1 and Table 5.2. Note that the magnitude of velocity for case II is 1.4 times of that in Case 
I. 
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Table 5.1 Model parameters for Case I and Case II 
 
 
 
Table 5.2 Model parameters for Case III and Case IV 
 
 
In Section 5.3.1 I present the simulation results for all cases for MT3DMS 5.3. Negative 
concentration will appear for the diagonal flow case (Case II and Case IV). To demonstrate the 
impact of MT3DMS-FCT, Section 5.3.2 will present the numerical performance of Case II and 
Case IV for MT3DMS-FCT. 
Parameter Value
Cell width along rows 10 m
Cell width along columns 10 m
Layer thickness 1 m
Maginitude of average linear velocity 1 m/s
Porosity 0.14
Longitudinal dispersitivity 2 m
Ratio of transverse to longitudinal dispersivity 0.1
Volumetric injection rate 0.01
Concentration of the injected water 1000 ppm
Simulation time 1000 days
Time step size Automatical chosen by the simulator
Method for advection transport Operator splitting & HMOC
𝑣𝑣
𝜃𝜃
𝐷𝐷𝑥𝑥
𝜎
𝐶𝐶𝑤
𝑇𝑇
∆𝑥𝑥
∆𝑦𝑦
∆𝑧
𝑚𝑚3/𝑣𝑣𝑠𝑠𝑦𝑦𝑉𝑎𝑎
∆𝑡𝑡
Parameter Value
Cell width along rows 5 m
Cell width along columns 5 m
Layer thickness 1 m
Maginitude of average linear velocity 2 m/s
Porosity 0.14
Longitudinal dispersitivity 2 m
Ratio of transverse to longitudinal dispersivity 0.225
Volumetric injection rate 0.01
Concentration of the injected water 150000 ppm
Simulation time 140 days
Time step size Automatical chosen by the simulator
Method for advection transport Operator splitting & HMOC
𝑣𝑣
𝜃𝜃
𝐷𝐷𝑥𝑥
𝜎
𝐶𝐶𝑤
𝑇𝑇
∆𝑥𝑥
∆𝑦𝑦
∆𝑧
𝑚𝑚3/𝑣𝑣𝑠𝑠𝑦𝑦𝑉𝑎𝑎
∆𝑡𝑡
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5.3.1 Numerical Performance of Benchmark Problems Using MT3DMS 5.3 
 
Figure 5.3 shows the concentration distribution over the defined domain for Case I, Case 
II , Case III and Case IV by using MT3DMS 5.3. Numerical performance of solute transport for 
Case I and Case II are shown in Figure 5.3 (a) and Figure 5.3 (c), while Figure 5.3 (b) and Figure 
5.3 (d) show the numerical behavior of Case III and Case IV. It is obvious that no strange numerical 
behaviors are found in for Case I and Case III, and the plume is laid horizontally. However, there 
are some white regions surrounding the plume in Figure 5.3 (b) and Figure 5.3 (d). The white 
region represents negative concentrations. These results are consistent with the results presented 
in the Chapter 4. When the contaminants transport in the diagonal flow field, there exists cross-
term components in the dispersion tensor which violates the positivity criteria of finite volume 
method. Therefore, undershoots happen for Case II and Case IV when using MT3DMS 5.3. What’s 
more, minimum concentration for each case by using MT3DMS 5.3 are listed in Table 5.3. From 
Table 5.3, we can find that the minimum concentration of Case III and Case IV are – 0.0904 and 
-0.0001 separately. The magnitude of these negatives are quite large so that we cannot ignore 
‘undershoots’ phenomenon in MT3DMS.      
 
Table 5.3 Minimum concentration of four cases for MT3DMS 
 
  
Minimum Concentration
0
-0.0904
0
-0.0001
Case
Case I
Case II
Case III
Case IV
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                                       (a) Case I                                                                                          (b) 
Case III 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
          (c) Case II                                                                                         (d) Case 
IV 
 
 
 
 
 
 
Figure 5.3 Numerical performance of Case I, Case II, Case III and Case IV using MT3DMS 5.3. 
The tested time for Case I and Case II is 1000days. The tested time for case III and Case IV is 
140 days 
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5.3.2 Numerical Performance of Benchmark Problems Using MT3DMS-FCT 
 
In this Section, I will present the comparison of numerical performance of Case II and Case 
IV for MT3DMS-FCT and MT3DMS. Figure 5.4 shows the numerical performance of advection-
dispersion solute transport in the diagonal flow field. The injection is at left-corner of two-
dimensional domain with a constant injection rate over 1000days. Numerical performance of case 
II for MT3DMS and MT3DMS-FCT is presented in Figure 5.4 (a) and Figure 5.4 (b) separately. 
In Figure 5.4 (a), it can be noticed that four white thick lines are near the plume. These white 
regions represent the negative concentrations, which indicates there exists serious ‘undershoot’ 
phenomenon by using MT3DMS. On the other hand, concentration distribution profile of 
MT3DMS-FCT behaves well which can be referred to Figure 5.4 (b). There is no white region 
present in the Figure 5.4 (b), which suggests MT3DMS-FCT guarantees the positivity of the 
solution and filters out all ‘undershoot’ noise. The plume computed by using MT3DMS-FCT is 
well shaped in this case (Case II): similar to the plume behavior for MT3DMS, the plume for 
MT3DMS-FCT is aligned in the diagonal direction and the concentration of the plume decreases 
gradually from left bottom to right top corner.          
Figure 5.5 provides us a better view of the comparison of results between MT3DMS and 
MT3DMS-FCT. The concentration profiles along the center line (diagonal direction) for 
MT3DMS and MT3DMS-FCT are compared in this figure. We find that the difference between 
MT3DMS-FCT and MT3DMS is very small. The shape of concentration profile for both 
simulators behaves like a reverse ‘S’ shape. Additionally, it turns out that there are some 
oscillations in MT3DMS (Refer to blue line); these oscillations are in addition to the negative 
concentrations indicated by the white regions in the figure. Unlike MT3DMS, the concentration 
profile decreases smoothly in MT3DMS-FCT (Refer to orange dashed line).     
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             Table 5.4 lists the maximum and minimum concentration of two simulators (MT3DMS 
and MT3DMS-FCT). It is obvious the there is no significant difference for the maximum values 
between MT3DMS and MT3DMS-FCT. However, minimum value of MT3DMS is negative, 
whose magnitude is quite large (around 0.1) so that we cannot ignore ‘undershoots’ phenomenon 
in MT3DMS. The minimum value of MT3DMS-FCT is zero, which support our previous 
conclusion that MT3DMS-FCT can guarantee the positivity of solution.   
 
 
 
Table 5.4 Max/min concentration of MT3DMS and MT3DMS-FCT for case II 
 
 
 
 
 
 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Simulator Min Max
MT3DMS
MT3DMS-FCT
-0.0904 6.4992
Case II
0 6.3792
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(a) Numerical performance of solute transport by using MT3DMS 
 
 
 
(b) Numerical performance of solute transport by using MT3DMS-FCT 
 
 
 
Figure 5.4 Numerical performance of Case II for MT3DMS and MT3DMS-FCT. Negative 
concentration is marked in white region. The tested time is at 1000days. 
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Figure 5.5 Concentration of components along the flow direction for Case II. Blue line stands for 
MT3DMS solution. Orange dashed line stands for MT3DMS-FCT solution.    
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The concentration distribution for Case IV (Instantaneous input) is present in Figure 5.6; 
regions with negative concentration are indicated in white. Figure 5.6 (a) and Figure 5.6 (b) 
describes plume transport for MT3DMS and MT3DMS-FCT, respectively. We find that there are 
white regions near the plume in Figure 5.6 (a), indicating the same “undershoot” phenomenon 
observed for the continuous injection Case II. In comparison, MT3DMS-FCT filters out all 
‘’undershoot’’ noise and the plume shape are well maintained by using MT3DMS-FCT even 
though with some low spots along the south near the center. Figure 5.7 compares concentration of 
MT3DMS and MT3DMS-FCT along flow direction. Solution provided by MT3DMS-FCT 
matches that of MT3DMS well. It also can be noticed that some oscillations appear near the peak 
of the profile in MT3DMS. It is probably affected by the negative concentrations near the plume. 
On the other hand, the oscillations do not get reduced near the peak in MT3DMS-FCT, which 
suggests FCT guarantees non-negativity but there might be some overshoots near the peak [40]. 
Table 5.5 lists the maximum and minimum concentration of two simulators (MT3DMS and 
MT3DMS-FCT). There are some differences for the maximum values between MT3DMS and 
MT3DMS-FCT. However, this difference can be acceptable considering oscillations near the peak 
for MT3DMS. Similar as case II, minimum value of MT3DMS for case III is negative. The 
minimum value of MT3DMS-FCT is zero, which support our previous conclusion that MT3DMS-
FCT can guarantee the positivity of solution.   
Table 5.5 Min/max concentration of MT3DMS and MT3DMS-FCT for case IV 
 
 
 
    
 
 
 
 
 
Simulator Min Max
MT3DMS
MT3DMS-FCT
-0.0001 3.304
Case IV
0 2.8011
102 
 
 
 
 
(a) Numerical performance of solute transport by using MT3DMS 
 
 
 
(b) Numerical performance of solute transport by using MT3DMS-FCT 
 
 
Figure 5.6 Numerical performance of advection-diffusion solute transport in diagonal flow field 
with an instantaneous source. Negative concentrations are marked in white region. The tested 
time is at 140 days. 
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Figure 5.7 Concentration of components along the flow direction for advection-diffusion solute 
transport in diagonal flow field with an instantaneous source. Blue line stands for MT3DMS 
solution. Orange dashed line stands for MT3DMS-FCT solution.    
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5.4 Summary 
 
In this chapter, we test several benchmark problems to compare the results between solute 
transport simulators MT3DMS and MT3DMS-FCT. There will exist some negative concentrations 
for cases in the diagonal flow field when using MT3DMS 5.3. For these cases with ‘undershoots’ 
phenomenon by using MT3DMS, MT3DMS-FCT still does a very good job to filter out these 
undershoot oscillations as well as maintain the accuracy of results. Yet, MT3DMS-FCT cannot 
overcome the overshoot issue near the peak. Overall, it convinces us that FCT algorithm is robust 
to filter out undershoot noises, and this algorithm is flexible and can be implemented in the existing 
simulators like MT3DMS. Moreover, FCT algorithm can extend to implicit schemes for temporal 
discretization instead of only limited to explicit schemes as what Wang and Zheng did [14].      
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CHAPTER 6: SUMMARY AND CONCLUSION 
 
In this thesis, I have presented numerical methods to solve the full-tensor diffusion 
transport equation, which as illustrated may lead to non-physical negative values for standard 
numerical approximation schemes.  To correct this deficiency, I presented the procedure for 
construction of Flux-Corrected Transport (FCT) for various numerical methods including standard 
finite volume method, standard finite element method and bilinear approximation finite volume 
method.  Several benchmarks problems to test accuracy and numerical performance of FCT 
schemes were presented. Finally, I demonstrated the procedure to implement of FCT on 
groundwater solute transport simulator -MT3DMS.  
 
From the results, the following conclusions can be made: 
1. The positivity criteria of different numerical methods might be different: for instance, the 
numerical solution will not always be positive for standard FEM and bilinear 
approximation FV with a large ratio of longitudinal diffusion and transverse coefficients 
despite no cross-term in the diffusion tensor, but numerical solution of standard FV will 
always be positive for this case  The numerical results demonstrate that non-physical 
concentrations do indeed result when the matrix coefficients violate the positivity criteria. 
Large ratio of longitudinal and transverse diffusion coefficient and presence of cross-term 
can be important factors leading to non-physical simulation results for conventional   
numerical schemes 
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2. At a very small time step size, the spatial accuracy order of FCT appears to be consistent 
with the relevant high order method. The accuracy order of FCT and standard numerical 
methods are nearly 2, and 2.5 for the bilinear approximation finite volume method. 
3. All FCT schemes are sensitive to time step size but the accuracy regarding to time step size 
will vary from the FCT scheme we use. For example, we will get a lot of numerical 
dispersion no matter what FCT schemes we use for pulse input diffusion problem. 
Numerical solution of FEM-FCT lead the least error among all three FCT schemes under 
this case due to relatively small diffusion coefficients in the low order scheme of FEM.   
4. Overall, FCT is a robust method to filter out undershoot noise, and this algorithm is flexible 
and can be implemented in existing simulators like MT3DMS. However, FCT cannot 
overcome the overshoot issue near the peak.    
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APPENDIX A 
INPUT INSTRUCTIONS FOR MT3DMS-FCT  
 
This appendix includes the information about input & output instructions for MT3DMS-
FCT. One benchmark problem (case II) in Chapter 5 will be illustrated here to help users become 
familiarized with the various simulation options of MT3DMS-FCT.  Note that we assume the user 
is already familiar with running MODFLOW and MT3DMS. As noted in Chapter 5, MT3DMS-
FCT can only solve non-reactive advection-dispersion transport problems with Dirichlet boundary 
conditions. 
A.1 Installation and Compile for MT3DMS-FCT 
The instructions for installation for MT3DMS-FCT are the same as for MT3DMS. Users 
can refer to the link (https://hydro.geo.ua.edu/mt3d/index.htm). MT3DMS-FCT is compiled by 
Intel Parallel Studio XE 2019 and Visual Studio 2017. User may choose a different compiler based 
on their requirements. 
A.2 Input Instructions for MT3DMS-FCT 
Similar to MT3DMS 5.3, MT3DMS-FCT have similar input transport packages for 
advection-dispersion solute transport problem including: flow model interface package, basic 
transport package, advection package, dispersion package, sink & source package and generalized 
conjugate gradient solver etc. What’s more, MT3DMS-FCT requires an additional flux corrected 
transport package. The function and input instruction for each package are described as [36], 
1. Flow Model Interface Input File: The extension of this input file is ‘. fml’. The abbreviation 
of relevant package is FMI, which is a link file between MT3DMS/MT3DMS-FCT and 
Modlfow and generated by running Modflow.  This input file contains an unformatted disk 
file containing head and flow terms computed by Modflow.  
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2. Basic Transport Input File: The extension of this input file is ‘. btn’. The abbreviation of 
relevant is BTN which is used to handle basic tasks required by the entire transport model, 
such as specification of the boundary and initial conditions, determination of the time step 
size and print out of the simulation results. For the input instruction of this file, the user 
can refer to [36]. 
3. Advection Input File: The extension of this input file is ‘. adv’. The abbreviation of relevant 
package is ADV which is used to solve the concentration change due to advection transport. 
The implicit solver and operator splitting method is used in MT3DMS-FCT.  MOC, 
MMOC and HMOC are the options to solve advection transport. The input instructions of 
this file are given by [36]. 
4. Dispersion Input File: The extension of this input file is ‘. dsp’. The abbreviation of relevant 
package is DSP. This input file is used to select dispersion relevant parameters (e.g., 
longitudinal and transverse dispersivity) for solution of dispersion transport. The input 
instruction of this file is given by [36]. 
5. Sink & Source Mixing Input File: The extension of this input file is ‘. ssm’. The 
abbreviation of relevant package is SSM. This input file is used to select sink/source 
relevant parameters for solution of due to sink/source. For the input instruction of this file, 
the user can refer to [36].  
6. Generalized Conjugate Gradient Solver Input File: The extension of this file is ‘. gcg’. The 
abbreviation of relevant package is GCG which is used to solve the matrix equations 
resulting from dispersion since operator splitting is used. For the input instruction of this 
file, the user can refer to [36]. 
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7. Flux Corrected Transport Input File: The extension of this input file is ‘. fct’. The 
abbreviation of relevant package is FCT which is used to calculate flux limited solution. 
This input file includes two parameters in one line: 
NCID: This is the first parameter in the line. It is an option to omit the cross term in the 
dispersion tensor or not. This parameter is an integer type. If NCID is greater than 0, it will 
omit the cross term, otherwise keeping the cross terms. It is only used for the comparison 
and it is usually set as 0. 
FCTID: This is the second parameter in the line. It is an option to implement FCT 
algorithm in MT3DMS-FCT. Likewise, this parameter is an integer type. If FCTID is 
greater than 0, FCT algorithm will be executed, and both flux limited solution and high 
order solution will be calculated. Otherwise, standard MT3DMS 5.3 with high order 
solution will be used.  
A.3 Output Instructions for MT3DMS-FCT 
The MT3DMS program generates a standard output file (the abbreviation is usually 
expressed as LST) and several optional output files. The standard output file is generated every 
time the model is run. The optional output files are generated only if they are requested. For 
description of these output files in MT3DMS the user can refer to [36]. In comparison, it requires 
an additional standard output file   in MT3DMS-FCT. The description of this file is 
1. Standard Output File: This file is used to store only the flux limited solutions at selected 
time step (high order solution are stored in the same folder as what MT3DMS does). There 
is no extension for this file. The name of the file is ‘FCTSOLUTION’. (You can open this 
file through notepad/notepad++ etc.). We should create this file before conducting any 
simulation. The data format of this file is same as the standard output file in MT3DMS. 
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This file should be put in the same folder as other input files. Note that this file is a 
preliminary output file used to prove the successful implementation of FCT algorithm for 
MT3DMS-FCT.   
A.4 Example for Using MT3DMS-FCT 
We will illustrate how to use MT3DMS-FCT based on the case II in the chapter 5. Users 
can get familiarized with the various simulation options of MT3DMS-FCT by following the step 
described as below, 
Step 1. Conduct a simulation through MODFLOW to generate FTL file used for interfacing with 
MT3DMS-FCT (Note that we will use MODFLOW 96 as an example here. Users can choose 
another version of MODFLOW). For instruction of how to use MODFLOW refer to [33, 34, 35]: 
a. Collect all necessary input files for Modflow together in a folder before running MODFLOW, 
shown in Figure A.1. 
 
 
 
 
 
 
 
 
 
 
 
Figure A.1 Collection of all files for Modflow in one folder 
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b. Double click the executable file for Modflow 96. Type the name of file with an extension of ‘. 
nam’ in the interface with a black background, shown in Figure A.2. Afterwards, flow model 
interface Input file (extension of this file is ‘. fml’) will be generated and this file is the link file 
between MT3DMS and Modflow.    
 
 
 
 
 
 
Figure A.2 Interface of MODFLOW executive file. 
 
Step 2. Conduct a simulation through MT3DMS-FCT (Note that we use Case II in the Chapter 5). 
 
a. Collect all necessary input files together for MT3DMS-FCT in a folder. These files include an 
advection file with the extension of ‘.adv’, dispersion file with the extension of ‘.dsp’, a basic 
transport file with the extension of ‘.btn’, a sink/source file with the extension of ‘.ssm’, a 
conjugate gradient solver file with the extension of ‘.gcg’, a link file with the extension of ‘.ftl’, 
and a name file with the extension of ‘.nam’. The input instruction of all these files are same as 
those of MT3DMS 5.3. Users can refer to [36]. 
 
b. Add an additional input file (flux corrected transport file) with the extension of ‘. fct’ in the 
same folder. This file includes two parameters in a line. For this test problem, the first parameter 
is set as 0 and the second parameter is set as 1. The first parameter with 0 means keeping the 
original dispersion tensor form without dropping any cross-term in this tensor. The second 
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parameter with 1 means implementing FCT algorithm in the code to calculate flux limited solution. 
This file is shown as, 
 
 
Figure A.3 The flux corrected input file with two parameters (NCID and FCTID) 
 
c. Add a standard output file with the name “FCTSOLUTION” in the same folder. This file is used 
to store the flux limited concentration. All input files in this folder are shown in the Figure A.4. 
  
 
Figure A.4 All files for MT3DMS-FCT in a folder. 
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d. Add the executable file for MT3DMS-FCT. The name of this executable file is ‘FCT’.  
 
e. After we have all files in the folder, we need to edit the file with the extension of ‘. nam’. The 
content in this file can be shown in the Figure A.5. The input instruction (LIST, BTN, ADV, DSP, 
SSM, GCG, and FTL) for this file is exactly same as that in MT3DMS 5.3 [36]. We only need to 
add one more term (FCT) in this file to call flux corrected transport file, the format of input for 
FCT is consistent with others.   
 
 
 
Figure A.5 The content in the main file with the extension of ‘.nam’ 
 
f. Double click the executable file for MT3DMS-FCT. Type the name of file with an extension of 
‘. nam’ in the interface with a black background, shown in Figure A.6. 
 
 
 
 
 
Figure A.6 Interface of MT3DMS-FCT executive file. 
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g. After running the simulation, we can find the flux limited concentration in the standard output 
file in ‘FCTSOLUTION’ (Figure A.7). The data format of this file is exactly same as the standard 
output file in MT3DMS 5.3 (Row indicated along the left in this file means the ‘row’ in the 2D 
concentration map. For each row, the concentration is then output for all columns; column in this 
file means the ‘column’ in 2D concentration map. The value with four digits represents the 
concentration for each node.). The concentration calculated by MT3DMS 5.3 can be found in the 
file with the extension ‘.m3d’ shown in the Figure A.8.  
 
 
 
 
Figure A.7 Flux limited concentration in the file ‘FCTSOLUTION’ 
 
 
118 
 
 
 
Figure A.8 Concentration in the standard output file ‘p4.m3d’ of MT3DMS 
 
h. For the concentration map, we can use any package in Python/Matlab to plot the data from the 
concentration solution from the standard output files from step g.   
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APPENDIX B 
SUPPLEMENTARY FILE 
 
MT3DMS-FCT source code is uploaded with this Thesis online. 
 
 
 
 
 
