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ABSTRACT
We study the operation of replacing the coecients of a real function with a non-linear com-
bination of its coecients. We are particularly interested in the coecient-wise transformations
that preserve the location of zeros in a prescribed region. The earliest example of such transfor-
mations is given in the classical composition theorem of Malo, Schur, and Szego, from which it
follows that squaring all the coecients of a real entire function with only real zeros preserves the
reality of zeros. A next and quite recent example of such transformations is due to P. Branden
who studied the operation that subtracts from the square of a coecient the product of its two
closest neighbors. We relate this form of coecient-wise transformation to a system of inequalities
characterizing the Laguerre-Polya class of real entire functions. Then using Branden's criterion for
stability preserving coecient-wise transformations we describe a class of non-linear transformations
that arise naturally from this system of inequalities. Other systems of inequalities characterizing the
Laguerre-Polya class would potentially yield coecient-wise transformations of a dierent character.
We investigate the stability preserving properties of coecient-wise transformations that arise from
the systems of inequalities characterizing the Laguerre-Polya class.
Applications to logarithmic concavity and decreasing sequences yield novel results on the stability
preserving properties of these transformations. Under certain conditions the stability-preserving
properties of the coecient-wise transformations under consideration extend to sequences of real
stable polynomials. We highlight several open problems and propose conjectures regarding the
stability-preserving properties of transformations considered in this work.
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CHAPTER 1
INTRODUCTION
1.1 Special notation
We list here some of the special notation along with a brief description and the page number where
it rst occurs. Other special notation appears locally within statements of results, and because of
its limited scope is not mentioned at this time.
R[x] The ring of real polynomials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .4
C[x] The ring of complex polynomials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
<z The real part of z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
=z The imaginary part of z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .10
L -P Laguerre-Polya class of real entire functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
L -P+ Laguerre-Polya class of real entire function with non-negative coecients . . . . . . . . . . . 5
L -P+n Polynomials of degree at most n in L -P
+ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
L -P Functions that are products of p(x) 2 C[x] and '(x) 2 L -P . . . . . . . . . . . . . . . . . . . . . . 15
L -Pn Polynomials of degree at most n in L -P
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
x0 The positive zero of x3   x2   2x  1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .56
Lp('(x)) Laguerre expression of length 2p associated to '(x) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .9
CZDS Complex zero decreasing sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .13
k A non-linear transformation of a sequence fakg1k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
 A non-linear operator ak 7! k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
pk() Non-linear transformation of the sequence  of order p . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
p() The non-linear operator ak 7! pk() . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
T pk Toeplitz-type transformation of order p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .49
Tp Non-linear operator ak 7! T pk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
pFq Hypergeometric function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
n
k
	
Stirling numbers of the second kind . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Bn(x) Bell polynomial of degree n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Sr The non-linear operator ak 7! a2k   ak rak+r . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
S() The strip fz 2 C : j=zj < g . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1
S(A) The class with representation (1.3) and all zeros in S() . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
p ? q The Hadamard product of p and q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Zc(p(x)) The number of non-real zeros, counting multiplicities, of p(x) . . . . . . . . . . . . . . . . . . . . . . . 4
()k The Pochhammer or ascending factorial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
bnc The greatest integer no larger than n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .22
D(z; r) Open disk centered at z of radius r . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .32
H(G) The family of functions holomorphic in G . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.2 Synopsis
Let f(z) =
P!
k=0 akz
k; 0  !  1, be a real entire function. We consider the action of an operator
 : C ! C; ak 7! k, on the coecients of f(z). Here, and throughout the sequel, k denotes
any expression that may be obtained by summing and multiplying together coecients of f(z) (see
Notation 36). Suppose that the zeros of f(z) lie in a prescribed region, what can be said about the
non-linear operators  that act on the coecients of f(z) and preserve the location of its zeros?
Chapter 1 introduces the notation, terminology, and auxiliary results pertinent to the discussion
of non-linear stability and hyperbolicity preserves. We give a brief history of the theory of stability
and the development of the branch of this theory that leads to problems related to non-linear stability
and hyperbolicity preservers.
In Chapter 2 we consider a form of a non-linear operator and extend P. Branden's non-linear
operator (cf. Theorem 35) to a family of such examples. (Remarkably, the hyperbolicity preserv-
ing properties of this class of non-linear operators are constructed from the classical systems of
inequalities that characterize the class of real entire functions locally uniformly approximated by
real polynomials with only real and non-positive zeros. The contents of Chapter 2 are to appear,
in part, in [43] which will then exist in two versions. The proof of Theorem 42 given in [43] is
the same as presented in this work, but a somewhat less elegant presentation exists in the ArXiv
preprint archive. Chapter 3 deals with higher order analogues of non-linear operators considered in
Chapter 2. We present an alternate characterization of the real sequences that generate the class
of non-linear operator encountered in Chapter 2. Implications, applications, and examples of the
present work are found in Chapter 4. We consider the concavity preserving properties of non-linear
term-wise operations. We conclude with a list of open problems, conjectures, and directions for
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further research.
Some theorems will be stated without proof, in the absence of which we provide well-established
references. The main results of this dissertation are found in:
Theorem 42
We exhibit a class of non-linear coecient-wise transformations that extend P. Branden's
non-linear operator ak 7! a2k   ak 1ak+1.
Theorem 53
The class of non-linear coecient-wise transformations given in Theorem 42 is further described in
terms of real polynomials with all real non-positive zeros.
Theorem 59
The class of non-linear coecient-wise transformations given in Theorem 42 is further described in
terms of its generating polynomials. We show that the set of generating polynomials of this class of
non-linear coecient-wise transformations is closed under certain symmetry-preserving operations
on the set of its zeros.
Theorems 81 and 87
Concavity properties of iterated transformations on decreasing sequences are shown to be
multiplicative. A characterization of log-concave sequences is given in terms of concavity
properties of its iterated sequence.
Theorem 92
The concavity preserving properties of the non-linear coecient-wise transformation
ak 7! a2k   ak 1ak+1 are extended to the operator pn 7! p2n+1   pnpn+2, where pn is a real
polynomial of degree n.
Lemma 103 and Corollaries 104 and 105
A lower bound is given on the Turan ratios of the coecients of real polynomials with highly
concave coecient sequences and all zeros contained in strip.
Lemma 109
The Hadamard product of the non-linear operators 1(z2 + 1) and T 3, acting on stable
polynomials, is shown to be stable.
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In addition, to the author's best knowledge the observations made in Propositions 31, 49, 48, 66,
106, 111, 112; Lemmas 46, 68, 108; Corrolaries 47, 55, 56, 63, 80, 82, 84, 88, 89, 93; and Theorem
33 appear to be new.
1.3 Historical remarks
In the theory of the location and distribution of zeros of real polynomials and real transcendental
entire functions the following problem, suggested by E. Laguerre in 1884 (see for example [55, p.
382] or [64, p. 116]), begat a vast literature on the eect of transformations on entire functions that
preserve the location of zeros.
Problem 1. Characterize all real sequences fkg1k=0 such that
Zc
 
nX
k=0
kakx
k
!
 Zc
 
nX
k=0
akx
k
!
; (1.1)
where Zc(p(x)) denotes the number of non-real zeros of p(x), counting multiplicities.
The problem received due consideration from eminent mathematicians and in their seminal 1914
paper ([75]), G. Polya and J. Schur completely characterized the linear operators, acting diagonally
on the monomial basis of R[x], which preserve the reality of zeros of real polynomials and called them
multiplier sequences (see x1.4.1). This characterization of multiplier sequences in terms of a class of
entire transcendental functions, the Laguerre-Polya (see x1.4) class and a class of real polynomials,
the Jensen polynomials (see x1.4.1), was subsequently hailed by R.P. Boas as a \key result on the
boundary between Algebra and Analysis" [3, p. 418]. The signicance of the Laguerre-Polya class
is canonical as it consists exactly of the real entire functions that are the uniform limits, on compact
subsets of C, of real polynomials all of whose zeros are real ([65, Ch. VIII], [71, p.10], [74, p. 54],
[74, p. 105, Satz I]). Thus, necessary and sucient conditions for membership in the Laguerre-Polya
class have been of special interest in analysis, especially due to the connection with the celebrated
Riemann Hypothesis (see [23], [24], [25], [26], [29], [30], [58]). In spite of all of this, Problem 1
remains open as there is no known characterization of multiplier sequences that satisfy (1.1).
The Laguerre-Polya class may be characterized by means of systems of inequalities, though few
such characterizations are known (cf. x1.4). However, in certain settings the Laguerre-Polya class
occurs naturally and we focus here on two notions central to the sequel. First, a classical theorem
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of E. Laguerre (Theorem 21), asserting the existence of non-trivial sequences with the property
(1.1), is the most natural motivation for the Laguerre-Polya class. The linear operators described in
statement (i) of Laguerre's Theorem are real sequences interpolated by real polynomials of degree
at most n with all real zeros that lie outside the interval [0; n]. The closure of such polynomials
is precisely the Laguerre-Polya class L -P( 1; 0] (see x1.4, [77]), and this is statement (iii) of
Laguerre's Theorem. Indeed, if if h(x) is a polynomial with all real and negative zeros, then the
sequence fh(k)g1k=0 is a multiplier sequence of the rst kind (see x1.4.1). Second, one may arrive at
the condition that all zeros of a function are real by considering mappings of the upper to the lower
half-plane and it is here that the notion of stability comes into view.
P. Branden, in his proof of a conjecture of S. Fisk, R. P. Stanley, P. R. W. McNamara and B.
E. Sagan, respectively, showed that the non-linear operator ak 7! a2k   ak 1ak+1 (cf. Notation 36)
acting on the coecients of real polynomials of the form
Pn
k=0 akx
k, all of whose zeros have non-
positive real parts, yields a polynomial of the same type ([9, Proof of Conjecture 1.1]). In particular,
this operator preserves polynomials belonging to the Laguerre-Polya class L -P+, and moreover,
the same result holds for transcendental functions in L -P+ ([9, Theorem 5.4]). In [43], the above
non-linear operator was extended to a class of non-linear operators (see Denition 40) that preserve
L -P+. Remarkably, this class of non-linear operators is dened in terms of the coecients of a
system of inequalities that characterizes the Laguerre-Polya class L -P.
The primary objective of this work is to call attention to the zero-preserving properties of non-
linear coecient-wise transformations. While a complete characterization of non-linear stability and
hyperbolicity preservers remains a mystery, we will show that non-linear coecient-wise operations
play an important role in the classical theory of stability.
1.3.1 Notions of stability
An elementary question in the study of the distribution and location of zeros of functions, and one
that is surprisingly dicult to settle, deals with determining when do the real parts of the zeros of
a function all have the same sign.
Denition 2. A function is called stable (Hurwitz stable) if all its zeros lie in the open left half-plane
and it is called weakly stable (weakly Hurwitz stable) if all its zeros lie in the closed left half-plane.
Recently, it has become convenient to dene stability by where the zeros are not to be found.
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The advantage of Denition 3 over Denition 2 becomes apparent when working in the multivariate
case.
Denition 3. A function f(z) is stable with respect to the region 
 if f(z) 6= 0 for z 2 
, and we
call such a function 
-stable.
Thus, a weakly Hurwitz stable polynomial is open-right-half-plane-stable and a Hurwitz stable
polynomial is closed-right-half-plane-stable. We shall always use Denition 2 when working with
univariate stability.
A foundational result of stability provides a necessary condition for the Hurwitz stability of a
real polynomial. The following theorem is of a folklore origin and is sometimes attributed to the
great Slovakian engineer A. B. Stodola ([40, p.204], [50]).
Theorem 4 (A. B. Stodola, 1893). If a real polynomial is Hurwitz stable, then all its coecients
are positive.
Proof. Let r1; r2; : : : ; rn, be the real zeros of a real polynomial p(x) and let 1; 2; : : : ; m, be its
non-real zeros. Then, by the Fundamental Theorem of Algebra [42], we have the factorization of
p(x),
p(x) =
nY
k=1
(x  rk)
mY
j=1
(x  j)(x  j)
=
nY
k=1
(x  rk)
mY
j=1
(x2   (2<j)x+ jj j2):
(1.2)
Now, as p(x) is assumed to be Hurwitz stable, rk < 0; k = 1; 2; : : : ; n, and <j < 0; j = 1; 2; : : : ;m,
and this renders all the constants in (??) positive.
Remark 5. The theory of stability would be much less exciting than the proof of Theorem 4 were its
converse true. Consider for example x2   x + 1, whose zeros lie in the open right half-plane, while
(x2   x+ 1)(x+ 1)(x+ 2)2 = x5 + 4x4 + 4x3 + x2 + 4x+ 4.
The program initiated by A. Stodola and A. Hurwitz culminated in the celebrated Routh-Hurwitz
Theorem (see for example [40, Chapter XV], [44, 15.715], [50], [83]), a criterion for determining
stability. Other frequently used results in stability include the Hermite-Biehler Theorem (see [80,
p. 197]), the Routh-Hurwitz criterion (see [48]), and the methods of continued fractions (see [49]).
Composition theorems such as the Malo-Schur-Szego Theorem (see [22], [67, x16], [71, x7]) yield
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sharper results on the stability of polynomials, especially when considering polynomials all of whose
zeros lie in a sector. However, results distilled from the application of Sturm's Theorem (see [52,
Vol. III], [71, x18]), which is inapplicable to the non-real zeros of a polynomial, do not apply in the
analysis of stability. For a survey of sector preservers we refer to [14] and the references contained
therein.
We conclude this section by attempting to collect and reconcile the terminology found throughout
the vast literature on the subject of stability.
A real polynomial p(x) is sometimes called:
(i) elliptic if all its roots are non-real ([4]),
(ii) sinusoidal if all its zeros are purely imaginary or 0 ([41]),
(iii) almost sinusoidal if exactly one zero is not purely imaginary or 0, and is negative ([41]),
(iv) Schur stable if all its zeros lies in the open disk fz : jzj < 1g ([41]),
(v) standard if its leading leading coecient is positive ([41]),
(vi) aperiodic if all its zeros are simple and negative ([41]),
(vii) positive if p(x) > 0 for all x 2 R ([4]),
(viii) non-negative if p(x)  0 for all x 2 R ([4]),
(ix) a sum-of-squares if p(x) =
Pn
k=0 p
2
k(x) for some sequence of real polynomials fpk(x)gnk=0 ([4],
[90, p. 132]),
(x) sign-independently real-rooted if all the its roots are real and also all the roots of all polynomials
obtained by means of arbitrary sign changes of the coecients are real ([72]).
The (Hurwitz) stable polynomials are sometimes also called asymptotically stable ([41]), or
Garding stable ([6], [39]). The weakly (Hurwitz) polynomials have been referred to as quasi-stable
([41]). Now, a real polynomial p(x) all of whose zeros are real is most commonly referred to as
hyperbolic, due to the terminology associated with equations studied by L. Garding.
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1.4 The Laguerre-Polya class
We list here some of the properties of the the Laguerre-Polya class and refer to [65, Ch. VIII],
[71], [75], and the references contained therein for a detailed study. As we are about to list several
equivalent formulations of the class of entire functions commonly known as the Laguerre-Polya class,
we take the following as a starting denition.
Denition 6 ([65, Ch. VIII], [71, p.10], [74, p. 54], [74, p. 105, Satz I]). A real entire function
belongs to the Laguerre-Polya class if and only if it is the uniform limit, on compact subsets of C,
of real polynomials all of whose zeros are real.
A real entire function  (x) =
P!
k=0
k
k! x
k; 0  !  1, is the local uniform limit of real polynomial
all of whose zeros are real if and only if  (x) can be expressed in the form
 (x) = cxme x2 + x
!Y
k=1

1 +
x
xk

e
  x
xk (0  !  1) ; (1.3)
where m 2 N; ; ; c; xk 2 R;   0, and
P!
k=1
1
x2k
< 1. By convention, we permit ! = 0 and
dene the empty product to be 1. The Laguerre-Polya class is typically denoted by L -P, but due
to the connection with multiplier sequences of the second kind (cf. Theorem 18) the symbol L -PII
is also used and a function  (x) with the product representation (1.3) is said to be of type II in
the Laguarre-Polya class. If all the zeros of  (x) 2 L -P lie in the interval (a; b) (or [a; b]) for
some  1  a < b  1, we will write  (x) 2 L -P (a; b) (or  (x) 2 L -P [a; b]). If  k  0 or
( 1)kk  0 for all k = 0; 1; 2; : : :, then  (x) 2 L -P is said to be of type I in the Laguerre-Polya class
and, due to the connection with multiplier sequences of the rst kind, we will write  (x) 2 L -PI
(cf. Theorem 17). An important subclass of the Laguerre-Polya class, denoted L -P+ (or L -PI+),
consists of precisely those '(x) 2 L -P whose Taylor coecients are non-negative. A function '(x)
belongs to L -P+ if and only if '(x) can be expressed in the form
'(x) = cxmex
!Y
k=1

1 +
x
xk

(0  !  1) ; (1.4)
where m 2 N; ; c; xk 2 R; ; c  0; xk > 0, and
P!
k=1
1
xk
<1.
It is clear that L -PI+ = L -PI( 1; 0]. If ' 2 L -PI, then either ' 2 L -P( 1; 0] or
' 2 L -P[0;1); however, by considering the function 1 (x) , where  (x) denotes the gamma function
(see [81, x8]), we see that functions belonging to L -P( 1; 0] need not belong to L -PI.
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The Laguerre-Polya class can be characterized by means of systems of inequalities. We list here
the known systems of inequalities that characterize the Laguerre-Polya class, the principal of which
are the extended Laguerre inequalities.
Theorem 7 (Laguerre inequality: Real version. [18], [21], [73]). Let f(x) be a real entire function
of genus 0 or 1 and let '(x) = e x
2
f(x), where   0; '(x) 6 0. Dene
Lp('(x)) :=
2pX
j=0
( 1)p+j
(2p)!

2p
j

'(j)(x)'(2p j)(x) ; (1.5)
where x 2 R and p = 0; 1; 2; : : : . Then '(x) 2 L -P if and only if for all x 2 R and all p = 0; 1; 2; : : :
Lp('(x))  0 : (1.6)
Observe that L1('(x)) = ('
0(x))2   '(x)'00(x), and L1('(x))  0 is sometimes called the La-
guerre inequality (for example in [18], [43]). In Theorem 13, L1('(x)) is used to obtain another
characterization of the Laguerre-Polya class. D. Cardon generalized the extended Laguerre inequal-
ities and obtained a novel characterization of the Laguerre-Polya class. The work of D. A. Cardon
[11] generalizes Theorem 7 and, for our purposes in particular, provides a new tool with which to
study the sequences of complex numbers that dene the class of non-linear operators of Denition
40.
Theorem 8 (Cardon's Theorem. [11]). Let f(z) := e z2(z) be not identically zero, where (z)
is a real entire function of genus 0 or 1 and   0. Let g(z) =Qmk=1(z+k) be an even polynomial
with non-negative real coecients and at least one non-real zero. Then, f(z) 2 L -P if and only if
for all z 2 R and all non-negative integers k,
Ak(z) :=
1
k!
24 dk
dtk
mY
j=1
f(z + jt)
35
t=0
 0 : (1.7)
Setting g(z) = z2+1 in Theorem 8 produces Theorem 7. For this reason we regard the inequalities
in (1.7) (cf. (3.13)) as generalizations of the extended Laguerre inequalities of Theorem 7 and we
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will sometimes refer to the expressions in (1.7) as the Cardon expressions (see x3.2). Next, we have
complex analogues of the Laguerre inequalities.
Theorem 9 (Laguerre inequality: Complex version I. [30]). Let f(z) be an entire function of the
form (1.3) and let the zeros fzkg1k=1 of f(z) be counted according to multiplicity and arranged so
that 0  jz1j  jz2j  jz3j     : Then, f(z) 2 L -P if and only if for all z := x+ iy 2 C; y 6= 0,
1
y
=f f 0(z)f(z)g  0 : (1.8)
Theorem 10 (Laguerre inequality: Complex version II. [53]). Let f(z) := e z2(z) be not iden-
tically zero, where (z) is a real entire function of genus 0 or 1 and   0. Then, f(z) 2 L -P if
and only if for all z 2 C,
jf 0(z)j2  <ff(z)f 00(z)g : (1.9)
Theorem 11 ([18, Theorem 2.7]). Let '(x) =
P1
k=0
k
k! x
k denote a real entire function, let gn(t) :=Pn
k=0
 
n
k

kt
k; n = 0; 1; 2; : : :, and let n(t) := g
2
n(t)   gn 1(t)gn+1(t); n = 1; 2; 3; : : : : Then '(x) 2
L -P if and only if the following conditions hold:
(i) n(t)  0 for all positive integers n and all t 2 R.
(ii) If 0 6= 0 and 21   02 > 0, then
(a) gn+1(t0) = 0, whenever n(t0) = 0; t0 6= 0, and
(b) n+1 = 0, whenever 
2
n   n 1n+1 = 0.
(iii) If 0 6= 0 and 21   02 = 0, then '(x) = 0e
1
0
x.
(iv) If 0 = 0, then '(x) = x
r (x), with  (0) 6= 0, where  (x) satises (i), (ii) and (iii) for the
appropriately redened n; gn and n.
The polynomial gn(x) =
Pn
k=0
 
n
k

kx
k; n = 0; 1; 2; : : :, associated to a real entire function '(x) =P1
k=0
k
k! x
k, is called the nth Jensen polynomial associated to '(x). Jensen polynomials are the
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natural approximating polynomials for the Laguerre-Polya class. If '(x) 2 L -P, then the sequence
fgn
 
x
n
g1n=0 approximates '(x) locally uniformly (see for example [18, Lemma 2.2]).
The next result comes from the theory of total positivity (see Denition 27).
Theorem 12 ([2], [35]). Let '(x) =
P1
k=0 akx
k be a real entire function. Dene the 4-way innite
matrix A = (aij) by setting aij = ak+(i j). Then '(x) 2 L -P+ if and only if all minors of all
orders of A are non-negative.
For the next characterization of the Laguerre-Polya class it is useful to begin with functions
whose zeros all lie in a the closed strip
S(A) = fz 2 C : =jzj  Ag : (1.10)
Let the class S(A); 0  A < 1, of entire functions consist of functions of the form (1.3) with
xk 2 S(A) n f0g. Thus, if f 2 S(A), for some A  0, has only real zeros, then f 2 L -P.
Theorem 13 ([28, p.344]). Let f(z) 2 S(A). For  2 Rrf0g dene f(x) := 2 cos(D)f(x), where
D = ddx . Then f(x) 2 L -P, that is A = 0, if and only if for all x;  2 R;  6= 0; L1(f(x))  0 and
(=[f 0(x+ i)])2  =[f(x  i)]=[f(x+ i)]  0 : (1.11)
Theorem 14 ([71, Satz 21.3]). Let p(x) =
Pn
k=0 akx
k be a real polynomial with zeros 1; : : : ; n,
counted according to multiplicity. Let Sm =
Pn
k=0 a
m
k . Then p 2 L -P if and only if the quadratic
form
Um =
nX
k=1
nX
j=1
Sk+j 2xkxj ; (1.12)
is positive for all xk; xj 2 R, or equivalently, each determinant in the sequence
S0 = n;

S0 S1
S1 S2
 ;

S0 S1 S2
S1 S2 S3
S2 S3 S4

; : : : ;

S0 S1 S2    Sn 1
S1 S2 S3    Sn
S2 S3 S4    Sn+1
...
...
...
. . .
...
Sn 1 Sn Sn+1    S2n 2

; (1.13)
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where Sm is the discriminant of Um, is non-negative. Moreover, the zeros of p are all real and simple
if and only if each determinant in the above sequence is positive.
In the sequel (see x3.2) we collect some of the known necessary but not sucient conditions for
membership in the Laguerre-Polya class. As innitely many necessary conditions for membership in
the Laguerre-Polya class may be obtained by means of the theorems appearing in this section, we
feel that the tedious search for necessary conditions that are not sucient for membership in the
Laguerre-Polya class would not be rewarded either with amusement or with instruction.
1.4.1 Multiplier and complex zero decreasing sequences
In general, a sequence of real numbers fkg1k=0 is called a multiplier sequence if it acts diagonally on
the monomial basis of R[x] and preserves L -P. We follow Polya-Schur in distinguishing between
two kinds of multiplier sequences, though various other kinds of multiplier sequences have since been
introduced (see Remark 23).
Denition 15 (Multiplier sequence. [19, Denition 1.2]). A sequence   = fkg1k=0 of real numbers
is called a multiplier sequence (of the rst kind) if, whenever the real polynomial p(x) =
Pn
k=0 akx
k
has only real zeros, then the polynomial  [p(x)] :=
Pn
k=0 kakx
k also has only real zeros. If p(x) is
a real polynomial with all real zeros of the same sign, then   is called a multiplier sequence (of the
second kind) if the polynomial  [p(x)] has only real zeros.
Multiplier sequences do preserve the Laguerre-Polya class, and are therefore the rst example of
hyperbolicity preserving operators we have encountered (see Theorem 25). The order and type of
L -P is also invariant under application of a multiplier sequence.
Theorem 16 ([65, p. 343]). Let   = fkg1k=0 be a multiplier sequence. If f(x) =
P1
k=0 akx
k 2
L -P, then the function  [f(x)] =
P1
k=0 akkx
k is entire and belongs to L -P.
Later, in Corollary 80 we provide an analogue to Theorem 16 for a dierent type of non-linear
coecient-wise transformations.
In their seminal 1914 paper, G. Polya and I. Schur completely characterized all multiplier se-
quences.
Theorem 17 (Characterization of multiplier sequences (of the rst kind). [65, Chapter VIII],
[71, Kapitel II], [75]). Let   := fkg1k=0 be a sequence of real numbers that acts diagonally on the
monomial basis of R[x]. Then the following are equivalent.
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(i)   is a multiplier sequence of the rst kind.
(ii) (Transcendental Characterization) The function
'(x) :=  [ex] =
1X
k=0
k
k!
xk; (1.14)
is entire and either '(x); '( x); '(x), or  '( x) belongs to L -P+ .
(iii) (Algebraic Characterization) For each n = 0; 1; 2; : : : ;
 [(1 + x)n] =
nX
k=0

n
k

kx
k 2 L -P+ : (1.15)
Theorem 18 (Characterization of multiplier sequences (of the second kind). [65, Chapter VIII],
[71, Kapitel II], [75]). Let   := fkg1k=0; 0 6= 0, be a sequence real numbers that acts diagonally on
the monomial basis of R[x]. Then the following are equivalent.
(i)   is a multiplier sequence of the second kind.
(ii) (Transcendental Characterization)
 [ex] =
1X
k=0
k
k!
xk 2 L -P : (1.16)
(iii) (Algebraic Characterization) For each n = 0; 1; 2; : : : ;
 [(1 + x)n] =
nX
k=0

n
k

kx
k 2 L -P : (1.17)
Remark 19. Multiplier sequences of the rst kind acting on polynomials, all of whose zeros are real
and of the same sign, preserve the reality and the sign of the zeros (cf. Theorem 25). In contrast, this
is not true for multiplier sequences of the second kind, as can be seen by considering the sequence
f 1 + k + k2g1k=0 generated by (x2 + 2x  1)ex, and the polynomial (x+ 1)2.
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Denition 20 (Complex zero decreasing sequence. [19, Denition 1.3]). We say that a sequence
fkg1k=0 is a complex zero decreasing sequence (CZDS) if
Zc
 
nX
k=0
kakx
k
!
 Zc
 
nX
k=0
akx
k
!
(1.18)
for any real polynomial p(x) =
Pn
k=0 akx
k, where Zc(p(x)) denotes the number of non-real zeros of
p(x), counting multiplicities. The acronym CZDS will also be used in the plural.
The next theorem is a classical result of E. Laguerre and a foundational result in the theory of
stability as it asserts the existence of non-trivial CZDS.
Theorem 21 ([71, Satz 3.2 (E. Laguerre)]).
(i) Let f(x) =
Pn
k=0 akx
k be a real polynomial and let h(x) 2 L -P be a polynomial none of
whose zeros lie in the interval (0; n). Then fh(k)gnk=0 is a CZDS.
(ii) Let f(x) =
Pn
k=0 akx
k be a real polynomial and let '(x) 2 L -P be a transcendental function
none of whose zeros lie in the interval (0; n). Then f'(k)gnk=0 is a CZDS.
(iii) f'(k)g1k=0 is a CZDS, whenever '(x) 2 L -P ( 1; 0].
T. Craven and G. Csordas have classied all CZDS that can be interpolated by real polynomials.
The complete characterization of CZDS remains a mystery.
Theorem 22 ([19, Theorem 2.13]). Let h(x) be a real polynomial. The sequence fh(k)g1k=0 is a
complex zero decreasing sequence if and only if either
(i) h(0) 6= 0 and all the zeros of h are real and negative, or
(ii) h(0) = 0 and h(x) = x(x  1)(x  2)    (x m+1)Qpi=1(x  bi), where m is a positive integer
and bi < m for each i = 1; 2; : : : ; p.
Remark 23. It is almost unnecessary to remark that a CZDS is automatically a multiplier sequence.
By Laguerre's Theorem, if h(x) 2 L -P+ is a polynomial, then the sequence fh(k)g1k=0 is a multiplier
sequence of the rst kind. By means of an example, we see that a multiplier sequence need not be
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a CZDS. For instance, f1 + k+ k2g1k=0 is generated by (x+ 1)2ex, hence by (ii) of Theorem 17 it is
a multiplier sequence of the rst kind, but by Theorem 22 it is not a CZDS.
Multiplier sequences continue to enjoy the attention of researchers, in part due to the fact that
Theorem 21, a classical result of E. Laguerre asserting the existence of non-trivial CZDS, provides
the only known examples of complex zero decreasing sequences (cf. [6, Problem 20], [25, Problems
8 and 9]), and in part due to the connection with the celebrated Riemann Hypothesis (see [25, x4]).
A recent paper introduced multiplier sequences of the third kind (see [72]), which are dened
to be the sequences that take sign-independently real-rooted polynomials with all non-negative
coecients into polynomials all of whose zeros are real. It turns out that log-concavity is a necessary
and sucient condition for a sequence of positive numbers to be a multiplier sequence of the third
kind (cf. (iii) of Proposition 24).
For convenience, we list some properties of classical multiplier sequences that will be useful in
the sequel.
Proposition 24 ([22], [65, p. 341]). Let fkg1k=0 be a multiplier sequence. Then
(i) The sequence fkg1k=m, where m is any non-negative integer, is also a multiplier sequence.
(ii) For any r 2 Rr f0g, the sequence frkg1k=0 is also a multiplier sequence.
(iii) The elements of fkg1k=0 satisfy the Turan inequality
2k   k 1k+1  0; k = 1; 2; 3; : : : : (1.19)
(iv) The sequence f( 1)kkg1k=0 is also a multiplier sequence.
(v) The elements of fkg1k=0 are all of the same sign, or they alternate in sign.
The notation associated with the Laguerre-Polya class is often used to denote hyperbolic poly-
nomials (cf. x1.4) and so we will use the following conventions throughout the sequel.
(i) If all the zeros of p(x) 2 R[x] are real, then we write p(x) 2 L -P.
(ii) If all the zeros of p(x) 2 R[x] are real and of the same sign, then we write p(x) 2 L -P+.
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(iii) The symbols L -Pn and L -P
+
n are sometimes used in the above cases when we are referring
to p(x) 2 Rn[x], the linear subspace of R[x] consisting of all real polynomials of degree at most
n (cf. [27]).
In general, a polynomial p(x) with not all real zeros may be written as a product of polynomial
g(x) 2 L -Pn and an elliptic polynomial f(x). The class of such polynomials is sometimes denoted
as L -P (or as L -Pn if there is a restriction on the degree). The Laguerre-Polya class L -P

(see x1.4) is the uniform limit, on compact subsets of C, of real polynomials belonging to L -P. In
general, '(x) 2 L -P is the product of a an elliptic polynomial p(x) and a function  (x) 2 L -P.
1.5 A word concerning linear stability preserving operators
We have already encountered a class of stability preserving operators.
Theorem 25 ([17]). Let   = fkg1k=0 be a non-negative multiplier sequence and let p(x) =Pn
k=0 akx
k be a stable polynomial. Then  [p(x)] =
Pn
k=0 akkx
k is a stable polynomial.
In light of the next theorem, which gives an explicit construction for linear stability preserving
operators and the previous results on hyperbolic polynomials, it seems surprising that the complete
characterization of such objects has evaded mathematicians for over a century.
Theorem 26 ([14, Theorem 205], [79, Proposition 29]). Let T : C[x] ! C[x] be a linear operator.
Then there exists a unique set of polynomials fpk(x)g1k=0, such that for all f(x) 2 C[x];
T [f(x)] =
1X
k=0
pk(x)f
(k)(x) : (1.20)
Quite recently, J. Borcea and P. Branden obtained a complete characterization of all linear
operators that preserve stability of univariate and multivariate polynomials (see [5]). In retrospect,
Theorem 26 is nice, but it's multivariate analogue (see for example [14, Theorem 205]) does much
more to motivate the characterization problem of linear stability preservers than all univariate
classical results in stability theory.
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1.6 Classical non-linear stability preservers
1.6.1 Index shifts in totally positive sequences
According to the theory of totally positive sequences developed by M. Aissen, A. Edrei, I. J. Schoen-
berg, and A. M. Whitney ([2], [35]), the coecients fakg1k=0 of a function '(x) =
P1
k=0 akx
k 2
L -P+ form a totally positive sequence. In fact, more is true as we have seen in Theorem 12 that
total positivity is intimately related to the Laguerre-Polya class.
Denition 27. A sequence of positive numbers fakg1k=0 is called totally positive of order m, denoted
TPm, if all minors of all orders up tom of the 4-way innite matrix A = (aij); aij = ai j , are positive.
If the sequence is TPm for all positive integers m, then we call it a totally positive sequence and
write TP1 or TP . The matrix A is called the Toeplitz matrix associated to fakg1k=0 (cf. (3.28)).
Consider the 4-way innite Toeplitz matrix A = (aij), obtained from the coecients of the real
function '(z) =
P!
k=0 akz
k 2 L -P+; 0  !  1, by setting aij = ak+(i j). Suppose rst that
! = m <1, so that '(z) is a real polynomial of degree m. Let n; `; q, be non-negative integers such
that 0  n  ` and n+ q`  m  n+ (q+1)`: We obtain the a submatrix B = (bij) of A by setting
bij = ak+`(i j). The matrix B is totally positive and, consequently, the zeros of the polynomial
qX
k=0
an+k`z
k (1.21)
are all real and negative. The extension to transcendental entire functions is immediate (see also
[76, V, 171.4]).
Theorem 28 ([2]). If '(z) =
P1
k=0 akz
k 2 L -P+, and n; ` are non-negative integers such that
0  n < `, then P1k=0 an+k`zk 2 L -P+.
Corollary 29. If ak 7! k is a non-linear stability preserving operator, then so is ak 7! n+k`,
where n; ` are non-negative integers such that 0  n < `.
We remark that the properties of classical multiplier sequences are in a certain sense inherited by
non-linear stability preserving operators. A multiplier sequence fkg1k=0 of the rst kind is mapped
to a multiplier sequence of the rst kind fkg1k=0 by means of the non-linear stability preserving
operator ak 7! k.
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1.6.2 The Hadamard product
Denition 30. Given real polynomials p(x) =
Pn
k=0 akx
k and q(x) =
Pm
k=0 bkx
k the polynomial
p ? q(x) :=
Pminfn;mg
k=0 akbkx
k is called the Hadamard product of p and q.
Given p; r; s 2 R[x], and ;  2 R, a routine calculation veries the linearity of the Hadamard
product; i.e., p(x) ? [r(x) + s(x)] = p ? r(x) + p ? s(x). Operating on the coecients of a
polynomial
Pn
k=0 akx
k, however, the operation ak 7! a2k, is quadratic and we therefore regard ? as
a non-linear coecient-wise operator.
The Hadamard product of stable polynomials is known to be stable (see [41]), so the class of non-
linear stability preserving operators together with the Hadamard product should form a semi-group.
The next proposition makes this notion precise.
Proposition 31. If ak 7! 1k and ak 7! 2k are two non-linear operators that preserve real stable
polynomials, then so is the non-linear operator ak 7! 1k2k.
Proof. Let p(x) =
Pn
k=0 akx
k be a real stable polynomial. Then the polynomials
Pn
k=0 
1
kx
k andPn
k=0 
2
kx
k are also stable, as is their Hadamard product,
Pn
k=0 
1
k
2
kx
k.
Extending this property to functions that are locally uniformly approximated by polynomials
may be accomplished by the application of the next result and a well-known theorem of P. Montel
(see [16, p. 153], [70]).
Lemma 32 ([84]). Let fPn(z)g1n=0 be a sequence of polynomials, where
Pn(z) =
MnX
k=0
an;kz
k; an;0 6= 0; an;Mn 6= 0;Mn !1; (1.22)
all of whose zeros lie in an open half-plane H  C with boundary containing the origin. If for some
constants 0; 1, and all n,
0 < 0  jan;0j  1; jan;1j  1; jan;2j  1 <1 ; (1.23)
then the sequence fPn(z)g1n=0 is uniformly bounded in any circle jzj  r, and in fact,
jPn(z)j  1 exp

r
1
0
+ 3r2

21
20
+
1
0

: (1.24)
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Theorem 33. If 1 : ak 7! 1k and 2 : ak 7! 2k are two non-linear operators that preserve stable
polynomials, then the non-linear operator ak 7! 12 preserves stable transcendental functions that
are the limits, on compact subsets of C, of real stable polynomials.
Proof. Let '(x) =
P1
k=0 akx
k be a transcendental entire function that can be uniformly approxi-
mated, on compact subsets of C, by a sequence fPn(x)g1n=1 of real stable polynomials. Then, both
the sequences f1[Pn(x)]g1n=1 and f2[Pn(x)]g1n=1 are sequences of real stable polynomials and, by
Proposition 31, the sequence f1[2[Pn(x)]]g1n=1 is a sequence of real stable polynomials. Now,
letting Pn(x) =
Pn
k=0 bkx
k we have 1[2[Pn(x)]] =
Pn
k=0 
1
k
2
kx
k =
Pn
k=0 an;kx
k. By Theorem 4,
the coecients an;k are all positive, and therefore there exist positive constants 0 and 1 satisfying
(1.23). By Lemma 32, the sequence f1[2[Pn(x)]]g1n=2 is locally uniformly bounded on compact
subsets of C, and by Montel's Theorem there exists a subsequence of f1[2[Pn(x)]]g1n=2, converg-
ing, uniformly on the compact subsets of C, to the entire function 1[2['(x)]], which by Hurwitz's
Theorem (Theorem 97) must also be stable.
1.6.3 Inversion
The left-half plane is invariant under the transformation z 7! 1z . Hence, if p(x) is a real stable
polynomial of degree n, then so is xnp( 1x ), and if the zeros of p(x) are all real and of the same sign,
the zeros of xnp( 1x ) will also be all real and of the same sign.
The superscript  is often used to denote inversion; i.e., xnp( 1x ) := p
(x), where p(x) is a
polynomial of degree n. Inversion's principal use is to reverse the order of the coecients of a
polynomial while leaving the real zeros xed. This operation is deceptively pleasant. One must keep
in mind the observation that inversion does not preserve the degree of a polynomial if the polynomial
vanishes at 0.
Given p; q 2 R[x], and ;  2 R, a routine verication shows that (p(x) + q(x)) = p(x) +
q(x). Operating on the coecients of p(x) =
Pn
k=0 akx
k, however, amounts to applying the
coecient-wise operator ak 7! an k, which is non-linear.
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CHAPTER 2
A CLASS OF NON-LINEAR STABILITY PRESERVING
OPERATORS
2.1 Introduction
Linear operators acting diagonally on the monomial basis of C[z] that preserve hyperbolicity (stabil-
ity) have been completely characterized by G. Polya and I. Schur in their seminal 1914 paper. These
are the multiplier sequences of the rst (second) kind. Little is known about non-linear coecient-
wise hyperbolicity and stability preservers and the only known examples of such operators are
mentioned in Section 1.6. Nevertheless, the notion of a non-linear coecient-wise hyperbolicity pre-
server may be traced back to a 1989 study of the relationship between the Laguerre and the Turan
inequalities, in which T. Craven and G. Csordas have posed the following problem:
Problem 34 ([18]). Classify the functions
 (x) =
!X
k=0
k
k!
xk 2 L -P; (2.1)
where k  0 and 0  !  1, for which the functions
f(x) :=
1X
k=0
2k+1   kk+2
k!
xk 2 L -P: (2.2)
Of course, Problem 34 is also valid various shifts in indices, so long as the usual conventions
are followed (cf. Notation 36), and so the next result, conjectured independently by S. Fisk (see
[36, Question 1]), R. P. Stanley, P. R. W. McNamara and B. E. Sagan (see [69]), and proved by P.
Branden, provides a partial answer to Problem 34.
Theorem 35 (Branden's Theorem. [9]). If the zeros of the real polynomial  (x) =
Pn
k=0 akz
k are
all real and negative, then the zeros of the polynomial
nX
k=0
(a2k   ak 1ak+1)zk ; where a 1 := 0 and an+1 := 0 ; (2.3)
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are all real and negative.
We hasten to remark that Theorem 35 also applies to '(x) 2 L -P+ (see Theorem 38). Branden's
Theorem, also known prior to its resolution as the Stanley conjecture, is a partial answer to Problem
34, which in turn has been motivated by a still unresolved conjecture of G. Boros and V. Moll and
results on polynomials due to I. Newton (see x4.1). P. Branden's result is the rst step toward the
characterization of non-linear coecient-wise transformations that preserve hyperbolicity or that
preserve stability. The complete characterization remains a mystery.
A notation scheme for non-linear transformations of sequences has already been introduced by P.
Branden in [9]. We adopt it here and at the same time set conventions that will useful throughout
the sequel.
Notation 36.
(i) To a real sequence  = fjg1j=0 we associate the transformation of the real sequence fakg1k=0,
pk() :=
pX
j=0
j
nY
j=1
aj(k;j) ; (2.4)
typically taken to be the coecients of a real entire function. In the absence of an explicit
sequence , we will refer to the non-linear operator p() : ak 7! pk() as the operator
generated by the polynomial g, which generates  in the sense of Theorem 8, and write p(g).
(ii) We will denote the action of the non-linear operator p() : ak 7! pk() on the polynomial
p(x) =
Pn
k=0 akx
k by p()[p(x)] =
Pn
k=0 
p
k()x
k. We will also write p in place of ak 7! pk
when referring to the operator that replaces the coecient ak with the non-linear combination
of coecients dened by pk, and similarly treat other operators appearing in the sequel.
(iii) Given a generating polynomial g(z) of degree n, we will call an expression of the form (2.4) a
non-linear coecient-wise transformation of degree n and order p. The order of p(g) refers
to the number of terms in pk(g) and the degree refers to the number of factors in each term.
(iv) Throughout the sequel it will be convenient to extend sequences of coecients to negative
indices. We will follow the convention on the integer index k that ak = 0, whenever k is
non-positive for transcendental entire functions  (x), and if  (x) is a polynomial, then we will
set ak = 0, whenever k 62 f0; 1; 2; : : : ;deg (x)g.
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(v) In order to avoid confusion, and for technical reasons alike, we will always explicitly write
ak =
k
k! to distinguish between the coecients ak of  (x) =
P1
k=0 akx
k and the coecients
k
k! of '(x) =
P1
k=0
k
k! x
k. This is necessary, because given a sequence of positive numbers
fkk! g1k=0, the inequalities 2k   k 1k+1  0; k = 1; 2; 3; : : :, may all hold while some of the
Turan-type expressions, (akk!)
2   ak 1ak+1(k   1)!(k + 1)!, may be negative. Consider, for
example, the sequence dened by k = 2
kk!; k = 0; 1; 2; : : : . Indeed, a2k   ak 1ak+1  0 if and
only if 2k   kk+1k 1k+1  0 (see x4.1).
P. Branden characterized the hyperbolicity preserving transformations of sequences of coecients
fakg1k=0 given by p() : ak 7! pk(), where  = fjg1j=0 is a sequence of real numbers and
pk() =
Pp
j=0 jak jak+j .
Theorem 37 ([9, Theorem 4.2]). Let  = fkg1k=0 be a sequence of real numbers and let L -P+n
denote the class of real polynomials of degree at most n with only real and non-positive zeros. The
following are equivalent.
(i) ()[L -P+n ]  L -P+n [f0g ;
(ii) ()[(z + 1)n]  L -P+n [f0g ;
(iii)
bn2 cX
k=0
0@ kX
j=0
j
(k + j)!(k   j)!
1A zk
(n  2k)! 2 L -P
+
n [f0g :
Theorem 38 ([9, Theorem 5.7]). Let  = fkg1k=0 be a sequence of real numbers. Let L -P+n
denote the class of real polynomials of degree at most n with only real and non-positive zeros and set
P+ =
S1
n=0L -P
+
n . The following are equivalent.
(i) ()[P+]  P+ [ f0g ;
(ii) ()[ez]  L -P+ [f0g, that is,
1X
k=0
0@ kX
j=0
j
(k   j)!(k + j)!
1A zk 2 L -P+ [f0g:
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As a joint corollary of this characterization, we show that the sequences obtained form the
coecients of the extended Laguerre expressions of Theorem 7 satisfy Theorems 37 and 38. To
proceed, we make precise this notation and terminology to be used throughout the sequel.
2.2 The class p(z2 + 1) of non-linear operators
A class of non-linear operators that act on the monomial basis of C[z] and preserve the Laguerre-
Polya class L -P+ and weak Hurwitz stability has been introduced in [43] (see Theorem 42). It is
remarkable that the system of inequalities that generalizes the Laguerre inequalities and characterizes
the Laguerre-Polya class L -P (Theorem 7) also gives rise to a class of non-linear operators that
preserves L -P+. We focus in this section on the class of non-linear operators generated by the
polynomial z2 + 1 as described in Theorem 8.
Lemma 39 ([43]). Let '(x) =
P1
k=0
k
k! x
k be a real entire function and, for a positive integer p, let
Lp
 
'(k)(x)

be dened as in Theorem 7. Then,
(2p)!
2
 Lp

'(k)(x)

x=0
=

2p  1
p

2k+p +
pX
j=1
( 1)j

2p
p  j

k+p jk+p+j : (2.5)
Proof. Rewriting equation (1.5) with '(k)(x), yields
Lp

'(k)(x)

=
2pX
j=0
( 1)p+j
(2p)!

2p
j

'(k+j)(x)'(2p+k j)(x) : (2.6)
For a xed positive integer p, the coecient of 2k+p is obtained by setting j = p in the summand in
(2.6),
(2p)!
2
 ( 1)
p+p
(2p)!

2p
p

'(k+p)(0)'(2p+k p)(0) =
1
2

2p
p

2k+p
=

2p  1
p

2k+p :
(2.7)
For a xed j = 1; 2; : : : ; p, and an arbitrary positive integer p, the coecient of k+p jk+p+j is
obtained by setting j = p   j or j = p + j in the summand in (2.6). Thus, using the symmetry 
2p
p j

=
 
2p
p+j

,
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2  (2p)!
2
 ( 1)
2p+j
(2p)!

2p
p  j

'(p+k j)(0)'(p+k+j)(0) =( 1)j

2p
p  j

p+k jp+k+j : (2.8)
Denition 40 ([43]). Let  (x) =
P1
k=0 akx
k be a real entire function. For non-negative integers
p, dene the non-linear operators p(z2 + 1) : ak 7! pk(z2 + 1) , where 0k(z2 + 1) := a2k , and for
p = 1; 2; 3; : : : , set
pk(z
2 + 1) :=

2p  1
p

a2k +
pX
j=1
( 1)j

2p
p  j

ak jak+j : (2.9)
Example 41. Let  (x) =
P1
k=0 akx
k be a real entire function. Suppressing the generating polyno-
mial z2 + 1, the non-linear transformations of degree 2 and orders 1 through 7 of Denition 40 are:
0k : ak 7! a2k,
1k : ak 7! a2k   ak 1ak+1,
2k : ak 7! 3a2k   4ak 1ak+1 + ak 2ak+2,
3k : ak 7! 10a2k   15ak 1ak+1 + 6ak 2ak+2   ak 3ak+3,
4k : ak 7! 35a2k   56ak 1ak+1 + 28ak 2ak+2   8ak 3ak+3 + ak 4ak+4,
5k : ak 7! 126a2k   210ak 1ak+1 + 120ak 2ak+2   45ak 3ak+3 + 10ak 4ak+4   ak 5ak+5,
6k : ak 7! 462a2k 792ak 1ak+1+495ak 2ak+2 220ak 3ak+3+66ak 4ak+4 12ak 5ak+5+ak 6ak+6.
As a joint corollary of Theorems 37 and 38, we show that the class of non-linear operators
p(z2 + 1) preserves L -P+.
Theorem 42 ([43]). For a xed positive integer p, let p(z2 + 1) be the non-linear operator ak 7!
pk(z
2 + 1) and let '(z) =
P1
k=0
k
k! z
k =
P1
k=0 akz
k 2 L -P+. Then, p(z2 + 1)['(z)] 2 L -P+
.
The proof follows shortly after we establish preliminary results necessary to take advantage of the
equivalences in Theorems 37 and 38, from which Theorem 42 will follow. We begin by considering
the class of polynomials upon which this equivalence depends and show that it belongs to L -P+.
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Denition 43 ([81, p. 73]). Given real 1; 2; : : : ; p, and non-negative real 1; 2; : : : ; q, dene
the generalized hypergeometric function by
pFq(1; 2; : : : ; p;1; 2; : : : ; q; z) = 1 +
1X
k=1
Qp
n=1(n)kQq
j=1(j)k
 z
k
k!
; (2.10)
where ()k = ( + 1)( + 2)    ( + k   1) =  (+k) () ; k = 1; 2; 3; : : :, and (a)0 = 1; a 6= 0, is the
Pochhammer symbol ([81, x18]) or ascending factorial and   is the gamma function.
For various properties of the Pochhammer symbol, the gamma function, and the generalized
hypergeometric function, such as convergence, we refer to [81]. In the sequel we will restrict our
attention mainly to hypergeometric functions of type 2F1, which are known in the literature as
Gauss hypergeometric polynomials, or to other pFq with small p and q. Moreover, in every case we
will consider at least one of the parameters appearing in the numerator of (2.10) will be a negative
integer, forcing the series in the right member of (2.10) to terminate naturally and reduce to a
polynomial. Hence, the hypergeometric functions to be encountered in the sequel will be referred to
as hypergeometric polynomials.
Lemma 44 ([43]). Let p be a xed positive integer. Then, for any positive integer n,
bn2 cX
k=0
S(p; k)
2

n
2k

zk =

2p  1
p

2F1

 n
2
;
1  n
2
; p+ 1; 4z

; (2.11)
where
S(p; k) =
 
2p
p
 
2k
k
 
p+k
p
 : (2.12)
Proof. Using the fact ([81, Lemma 5, p. 22])
()2k = 2
2k

2

k

1 + 
2

k
; (2.13)
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and Denition 2.10 we rewrite the right member of (2.11):

2p  1
p
 1X
k=0
  n2 k   1 n2 k
k!(p+ 1)k
(4z)k =
1
2

2p
p
 1X
k=0
( n)2k
22kk!(p+ 1)k
(4z)k
=
1
2

2p
p
 bn2 cX
k=0
( n)2k
k!
 1
(p+ 1)k
zk
=
1
2

2p
p
 bn2 cX
k=0
n!
k!(n  2k)! 
p!
(p+ k)!
zk
=
1
2

2p
p
 bn2 cX
k=0

2k
k

n
2k

 p!k!
(p+ k)!
zk
=
bn2 cX
k=0
S(p; k)
2

n
2k

zk :
(2.14)
Remark 45. The location and distribution of zeros of Gauss hypergeometric polynomials has been
investigated by K. Driver and K. Jordaan in [34] and based on these investigations the result of
Lemma 46 appears to be a new.
Lemma 46 ([43]). For xed positive integers n and p, the zeros of the polynomial
Qpn(z) :=
bn2 cX
k=0
S(p; k)
2

n
2k

zk ; where S(p; k) =
 
2p
p
 
2k
k
 
p+k
p
 ; (2.15)
are all real and negative.
Proof. Applying Lemma 44, we obtain
Qpn(z) =

2p  1
p

2F1

 n
2
;
1  n
2
; p+ 1; 4z

: (2.16)
We recall a formula relating the hypergeometric function 2F1 and the Jacobi polynomial P
(;)
n (x)
([81, formula (2), p.254]):
P (;)n (x) =
(1 + )n
n!


1 + x
2
n
2F1

 n;    n;+ 1; x  1
x+ 1

: (2.17)
If n is an even integer, we let n = 2m; m = 1; 2; : : : , so that the right member of (2.16) becomes
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
2p  1
p

2F1

 m; 1  2m
2
; p+ 1; 4z

: (2.18)
Setting  := p; n := m; :=   12 ; x := 1+4z1 4z in (2.17), yields
P
(p;  12 )
m

1 + 4z
1  4z

=
(1 + p)m
m!


z   1
4
m
2F1

 m; 1  2m
2
; p+ 1; 4z

: (2.19)
If n is an odd integer, we let n = 2m  1;m = 1; 2; : : : , so that the right member of (2.16) becomes

2p  1
p

2F1

1 m; 1  2m
2
; p+ 1; 4z

: (2.20)
Setting  := p; n := m  1;  := 12 ; x := 1+4z1 4z in (2.17), we obtain
P
(p; 12 )
m 1

1 + 4z
1  4z

=
(1 + p)m 1
(m  1)! 

z   1
4
m 1
2F1

1 m; 1  2m
2
; p+ 1; 4z

: (2.21)
It is well known that if  >  1 and  >  1, then the zeros of the Jacobi polynomial P (;)n (x)
are real, distinct, and lie in the interval ( 1; 1) (cf. [81, p. 261]). Thus, if  2 ( 1; 1) is a zero of
P
(p;  12 )
m

1+4z
1 4z

or a zero of P
(p; 12 )
m 1

1+4z
1 4z

, then a calculation shows that z =  14(+1) < 0. Therefore,
the zeros of the polynomials in equations (2.19) and (2.21), and whence the zeros of the polynomial
Qpn(z), are all real and negative.
Preliminaries aside, we are now ready to prove Theorem 42.
Proof (Proof of Theorem 42). Fix a positive integer p and let  = fjg1j=0, where 0 =
 
2p 1
p

; j =
( 1)j  2pp j; j = 1; 2; : : : ; p. The Theorem will follow from Theorem 37 if '(z) 2 L -P+ is a poly-
nomial and if '(z) is transcendental, then the Theorem will follow from Theorem 38. Suppose rst
that '(z) 2 L -P+ is a polynomial and consider the polynomial
bn2 cX
k=0
0@ kX
j=0
j
(k + j)!(k   j)!
1A zk
(n  2k)! : (2.22)
By part (iii) of Theorem 37, p()['(z)] 2 L -P+ provided we can show that the zeros of (2.22)
are all real and negative. To this end, we rst consider the inner sum of (2.22),
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1(2k)!
kX
j=0
j
(k   j)!(k + j)! =
kX
j=0

2k
k   j

j
=

2p  1
p

2k
k

+
kX
j=1
( 1)j

2k
k   j

2p
p  j

:
(2.23)
We re-index the sum to absorb the term corresponding to the value of the summand when j = 0,
and using the symmetry of the binomial coecients, obtain
1
2
kX
j= k
( 1)j

2k
k   j

2p
p  j

=
 
2k
k
 
2p
p

2
 
p+k
p
 = S(p; k)
2
: (2.24)
The closed form for (2.24), provided p  k, is due to K. v. Szily ([13], [85]). Thus, (2.22) becomes
bn2 cX
k=0
1
2(n  2k)!(2k)! 
 
2k
k
 
2p
p
 
p+k
p
 zk = 1
n!
bn2 cX
k=0
S(p; k)
2

n
2k

zk; (2.25)
and an application of Lemma 46, for each positive integer p and any positive integer n, shows that
the zeros of the polynomial (2.22) are all real and negative.
Suppose now that '(z) 2 L -P+ is a transcendental entire function. By part (ii) of Theorem
38, p()['(z)] 2 L -P+ provided
1X
k=0
0@ kX
j=0
j
(k + j)!(k   j)!
1A zk 2 L -P+ [f0g: (2.26)
Calculating as in the preceding case,
1X
k=0
0@ kX
j=0
j
(k + j)!(k   j)!
1A zk = 1
2
1X
k=0
S(p; k)
(2k)!
zk:
=
p!
2

2p
p
 1X
k=0
1
(k + p)!
zk
k!
;
(2.27)
which belongs to L -P+, because
n
1
(k+p)!
o1
k=0
=
n
1
 (k+p+1)
o1
k=0
is, by Laguerre's Theorem (The-
orem 21) a CZDS, and in particular a multiplier sequence.
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Corollary 47. For each positive integer p and each positive integer n, the sequence fp;n;kg1k=0,
where
p;n;k :=

2p  1
p

n
k
2
+
pX
j=0
( 1)j

2p
p  j

n
k   j

n
k + j

; (2.28)
is a multiplier sequence of the rst kind.
Proof. Let the sequence  be dened as in the proof of Theorem 42. Observe that p()[(x+1)n] =Pn
k=0 p;n;kx
k, and we have already shown in Theorem 42 that, by part (iii) of Theorem 37, for each
positive integer p and each positive integer n, p()[(x+ 1)n] 2 L -P+.
It may be instructive to express p;n;k in a dierent way. We note that

2n  2k
n

n
k   j

n
k + j

=

n
2k

2k
k   j

2n  2k
n  k   j

; (2.29)
whence

2n  2k
n

p;n;k :=

2n  2k
n

2p  1
p

n
k
2
+

n
2k
 pX
j=0
( 1)j

2p
p  j

2k
k   j

2n  2k
n  k   j

:
(2.30)
Considering 2p;n;k allows us to absorb the rst term into the summation, because 2
 
2p 1
p

=
 
2p
p

,
and by the symmetry of the binomial coecients, we re-index the summation to obtain
2

2n  2k
n

p;n;k =

n
2k
 pX
j= p
( 1)j

2p
p  j

2k
k   j

2n  2k
n  k   j

: (2.31)
As a partial check, a calculation veries that
2

2n  2k
n

2p  1
p

n
k
2
=

n
2k

2p
p

2k
k

2n  2k
n  k

; (2.32)
when j = 0, and also
1;n;k =

n
k
2
 

n
k   1

n
k + 1

: (2.33)
Next, we express the sum
pX
j=0
( 1)j

2p
p  j

2k
k   j

2n  2k
n  k   j

; (2.34)
29
as a hypergeometric polynomial. With the harmless assumption that k  p, we have
3F2(2k   2n; k; p; k + 1; p+ 1; 1) =
1X
j=0
(2k   2n)j( k)j( p)j
j!(p+ 1)j(k + 1)j
=
pX
j=0
( 1)3j(2n  2k)!(p!)2(k!)2
j!(2n  2k   j)!((p  j)!)2((k   j)!)2
=
(p!)2(k!)2
(2p)!(2k)!
pX
j=0
( 1)j

2p
p  j

2k
k   j

2n  2k
j

=
1 
2p
p
 
2k
k
 pX
j=0
( 1)j

2p
p  j

2k
k   j

2n  2k
n  k   j

;
(2.35)
and together these calculations yield

2p
p

2k
k

n
2k

3F2(2k   2n; k; p; k + 1; p+ 1; 1) = 2

2n  2k
n

p;n;k: (2.36)
In Section 4.2 we will continue to explore the relationship between the zeros of hypergeometric
polynomials and non-linear coecient-wise stability preservers.
2.2.1 The class Sr of non-linear operators
S. Fisk asked whether the class of non-linear operators ak 7! Sr := a2k   ak rak+r; r = 0; 1; 2; : : :
, acting on functions of the form
Pn
k=0 akx
k, takes polynomials with only real negative zeros into
polynomials of the same type ([36, Question 2]). As with the class p, we follow our usual conventions
when denoting the non-linear operator Sr (cf. Notation 36). S0 produces the zero polynomial and P.
Branden ([9]) conrmed the cases when r = 1; 2; 3. R. Yoshida conrmed the case when r = 4 and
produced a counterexample in the case r = 6 ([91]). The non-linear operator S5 is known to preserve
L -P+ ([92]), and the behavior of Sr; r  6, may be studied in light of the following observation.
Proposition 48. For any positive integer r,
Sr[e
x] = I0(2
p
x )  I2r(2
p
x ); (2.37)
where In(x) is the modied Bessel function of the rst kind of index n (see [81, x58]).
We show that the elements of the class Sr are a natural building block for the operators 
p(z2+1),
and in particular, the non-linear operators Sr and 
p(z2 + 1) are related in a remarkable way.
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Proposition 49 ([43]). Fix a positive integer p and let p(z2+1) : ak 7! pk(z2+1) be the non-linear
operator of Denition 40. Then,
pk(z
2 + 1) =
pX
j=1
( 1)j+1

2p
p  j

(a2k   ak jak+j) : (2.38)
Proof. For each positive integer p we have the identity
0 =
pX
j= p
( 1)j

2p
p  j

=

2p
p

+ 2
pX
j=1
( 1)j

2p
p  j

; (2.39)
which justies the following calculation. Using Denition 2.9 and (2.39),
pk(z
2 + 1) = a2k
pX
j=1
( 1)j+1

2p
p  j

+
pX
j=1
( 1)j

2p
p  j

ak jak+j
=

2p  1
p

a2k +
pX
j=1
( 1)j

2p
p  j

ak jak+j :
(2.40)
In Section 4.1.3 we will establish the concavity preserving properties of Sr. However, for reasons
to be discussed later, we may not conclude from Proposition 49 that p(z2 + 1) enjoys the same
properties. Another relationship between Sr and 
p(z2 + 1), given below, will allow us to give an
integral representation of Sr and then by extension for 
p(z2 + 1), too.
Proposition 50 ([43]). If the zeros of the real polynomial '(x) =
Pn
k=0 akx
k are all real and
negative, then for any positive integer p, the zeros of the polynomial
pX
j=1
 
( 1)j+1

2p
p  j
 nX
k=0
(a2k   ak jak+j)xk
!
(2.41)
are all real and negative.
Proof. Suppose that the zeros of the polynomial '(x) =
Pn
k=0 akx
k are all real and negative. By
Theorem 42, the zeros of the polynomial p(z2 + 1) ['(x)] are all real and negative for any positive
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integer p, and by Proposition 49
p(z2 + 1) ['(x)] =
nX
k=0
0@ pX
j=1
( 1)j+1

2p
p  j

(a2k   ak jak+j)
1Axk
=
pX
j=1
 
( 1)j+1

2p
p  j
 nX
k=0
(a2k   ak jak+j)xk
!
:
(2.42)
2.2.2 Integral representation of the class p(z2 + 1)
The non-linear operator 0(z2+1) : ak 7! a2k may be regarded as the Hadamard product (see x1.6.2)
of '(x) with itself. Using a classical result of J. Hadamard, we obtain an integral representation for
the class on non-linear operators Sr, and show that the class 
p(z2 + 1) admits a similar integral
representation.
Theorem 51 ([45], [86]). Let f(z) =
P1
k=0 akz
k 2 H(D(0; R)) and let g(z) = P1k=0 bkzk 2
H(D(0; R0)). Then for z 2 D(0; RR0),
1X
k=0
akbkz
k =
1
2i
Z

f(w)g
 z
w
 dw
w
; (2.43)
where  is a closed rectiable curve containing the origin on which jwj < R and  zw  < R0.
Proof. The uniform convergence of the series permits term-by-term integration, whence
1
2i
Z

f(w)g
 z
w
 dw
w
=
1
2i
Z

f(w)
1X
k=0
bkz
k
wk+1
dw
=
1X
k=0

bkz
k  1
2i
Z

f(w)
wk+1
dw

=
1X
k=0
akbkz
k :
(2.44)
Theorem 52 ([43]). For each positive integer p, the non-linear operator p(z2+1) acting on entire
functions of the form f(z) =
P1
k=0 akz
k has the integral representation
R

f(w)f
 
z
w

Kp(z; w)
dw
w ,
where Kp(z; w) =
Pp
j=1( 1)j+1
 
2p
p j
 
1  w2jzj

, and  is a closed rectiable curve containing the
origin.
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Proof. Let f(z) =
P1
k=0 akz
k be entire and let  be a closed rectiable curve containing the origin.
Term-by-term integration is permitted on , and we have
1
2i
Z

f(z)f
 z
w

1  w
2j
zj

dw
w
=
1
2i
Z

f(z)f
 z
w
 dw
w
  1
2i
Z

f(w)
1X
k=0
akz
k j
wk 2j+1
dw
=
1X
k=0
a2kz
k  
1X
k=0

ak  1
2i
Z

f(w)
wk 2j+1
dw

zk j
=
1X
k=0
a2kz
k  
1X
k=0
akak 2jzk j
=
1X
k=0
a2kz
k  
1X
k= j
ak jak+jzk
=
1X
k=0
(a2k   ak jak+j)zk
=Sj [f(z)] :
(2.45)
By Proposition 49, for any positive integer p, we have the integral representation
p(z2 + 1)[f(z)] =
1X
k=0
pX
j=1
( 1)j+1

2p
p  j

(a2k   ak jak+j)zk
=
pX
j=1
( 1)j+1

2p
p  j

1
2i
Z

f(z)f
 z
w

1  w
2j
zj

dw
w

=
1
2i
Z

f(z)f
 z
w
0@ pX
j=1
( 1)j+1

2p
p  j

1  w
2j
zj
1A dw
w
:
(2.46)
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CHAPTER 3
HIGHER ORDER NON-LINEAR OPERATORS
3.1 Arithmetic of non-linear operators of type p().
3.1.1 A characterization of p(z2 + 1)
The aim of this section is to further classify the sequences of real numbers  = fjg1j=0 for which the
non-linear operator () (cf. Theorem 38) preserves L -P+. Thus far we know that f1; 1; 0; 0; : : :g
is an example of such a sequence (see Branden's Theorem or [9, Conjecture 1.1]) and Theorem 42
states that setting 0 :=
 
2p 1
p

; j := ( 1)j
 
2p
p j

; j = 1; 2; : : : ; p, for each positive integer p,
produces a class of such sequences. The characterization of the non-linear operators given in [9,
Theorems 4.2 and 5.7] (Theorems 37 and 38) follows in the spirit of the Polya-Schur algebraic and
transcendental characterization of classical multiplier sequences (see x1.4.1) and we follow a similar
approach. We give the explicit range of values for 0 and 2 for which the non-linear operators
p(f0; 2; 0; 0 : : :g) preserve L -P+ and show how our technique may be used to obtain explicit
bounds on the elements of the generating sequence  for which the associated non-linear operators
preserves L -P+.
Theorem 53. Let  = f2jgpj=0 be a real sequence. For each positive integer p the non-linear
operator p : ak 7! pk() preserves L -P+, provided that the zeros of either one (or both) the
polynomials hp(x) and ~hp(x), where
hp(k) = p!

p+ k
k
 pX
j=0
( 1)j ( k)j
(k + 1)j
2j ; and
ex~hp(x) =
1X
k=0
hp(k)
k!
xk;
(3.1)
are all real and negative.
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Proof. Consider the expressions in (iii) of Theorem 37 and (ii) of Theorem 38,
pX
j=0

2j
(k   j)!(k + j)!

=
1
(2k)!
pX
j=0

2k
k   j

2j
=
1
k!k!
pX
j=0
Qj
n=1(k   n+ 1)Qj
n=1(k + n)
2j
=
1
k!k!
pX
j=0
( 1)j ( k)j
(k + 1)j
2j ;
(3.2)
which up to a constant factor simplies to a polynomial of degree p in the variable k,
hp(k) := p!

p+ k
k
 pX
j=0
( 1)j ( k)j
(k + 1)j
2j : (3.3)
An application of Lemma 46 (cf. Theorem 42) establishes the equivalences in Theorems 37 and 38.
Indeed,
bn2 cX
k=0
0@ 1
k!k!
pX
j=0
( 1)j ( k)j
(k + 1)j
2j
1A zk
(n  2k)! =
bn2 cX
k=0
hp(k) 
p+k
k
 zk
p!k!k!(n  2k)!
=
1
n!
bn2 cX
k=0

n
2k

2k
k

hp(k) 
p+k
k
 zk
p!
=
p!
(2p)!n!
bn2 cX
k=0

n
2k

2p
p

2k
k

hp(k) 
p+k
k
zk
=
p!
(2p)!n!
bn2 cX
k=0
S(p; k)

n
2k

hp(k)z
k :
(3.4)
For each positive integer p, we consider the expressions in (iii) of Theorem 37 and (ii) of Theorem
38, and ask that for each sequence  = f2jgpj=0, the expressions each interpolate a CZDS and a
multiplier sequence of the rst kind. Unfortunately, computations of this kind quickly become too
dicult, and even with the aid of a computer the problem of expressing the coecients of the
polynomial hp(k) seems intractable in all but a few special cases.
We remark also that the transformation hp(x) 7! ~hp(x) is obtained by means of the transforma-
tion of basis xn 7! Bn(x); n = 1; 2; 3; : : : , where Bn(x) denotes the Bell polynomial of degree n (see
x4.1.4). We will take up questions related to the stability of Bell polynomials in Section 4.1.4.
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Example 54. The rst several of the polynomials hp(x) are
h1(x) = 0 + (0 + 2)x;
h2(x) = 20 + (30 + 22   4)x+ (0 + 2 + 4)x2;
h3(x) = 60 + (110 + 62   34 + 26)x+ (60 + 52 + 24   36)x2
+ (0 + 2 + 4 + 6)x
3;
h4(x) = 240 + (500 + 242   124 + 86   68)x
+ (350 + 262 + 54   106 + 118)x2 + (100 + 92 + 64 + 6   68)x3
+ (0 + 2 + 4 + 6 + 8)x
4;
(3.5)
and the rst several of the polynomials ~hp(x) generated by hp(x) by means of the transformation
ex~hp(k) =
P1
k=0
hp(k)
k! x
k, are
~h1(x) = 0 + (0 + 2)x;
~h2(x) = 20 + (40 + 32)x+ (0 + 2 + 4)x
2;
~h3(x) = 60 + (180 + 122)x+ (90 + 82 + 54)x
2 + (0 + 2 + 4 + 6)x
3;
~h4(x) = 240 + (960 + 602)x+ (720 + 602 + 304)x
2 + (160 + 152 + 124 + 76)x
3
+ (0 + 2 + 4 + 6 + 8)x
4:
(3.6)
As a corollary, we explicitly state the sucient conditions on the coecient sequences
f0; 2; 0; 0; : : :g for which the non-linear operator ak 7! 0a2k + 2ak 1ak+2 preserves L -P+.
Already, the next case yields several dozen inequalities which characterize the coecient sequences
f0; 2; 4; 0; 0; : : :g that preserve L -P+ via the non-linear operator 2(f0; 2; 4; 0; 0; : : :g), and
the general case appears intractable. We will remedy this problem in the next section and obtain
an alternative means of characterizing the coecient sequences  for which the non-linear operators
ak 7! pk() preserve L -P+.
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Corollary 55. The non-linear operator ak 7! 0a2k + 2ak 1ak+1; 0 6=  2, acting on real entire
functions of the form
P!
k=0 akz
k; 0  !  1, preserves L -P+ provided
(i) 2 6= 0; 0 > 0, and 0 + 2 > 0, or
(ii) 2 6= 0; 0 < 0, and 0 + 2 < 0, or
(iii) exactly one of 0; 2 is zero.
Proof. Suppose rst that the non-linear operator ak 7! 0a2k+2ak 1ak+1, is acting on polynomials
in L -P+. By part (iii) of Theorem 37, we have to show that the zeros of the polynomial
bn2 cX
k=0

0
k!k!
+
2
(k   1)!(k + 1)!

zk
(n  2k)! =
1
n!
bn2 cX
k=0

2k
k

n
2k

k(0 + 2) + 0
k + 1

zk
=
1
n!
bn2 cX
k=0
S(1; k)
2
(k(0 + 2) + 2)z
k;
(3.7)
are all real and negative. We have already shown in Lemma 46 that, for each positive integer p and
all positive integers n, the zeros of the polynomials
Qpn(z) =
bn2 cX
k=0
S(p; k)
2

n
2k

zk ;whereS(p; k) :=
 
2p
p
 
2k
k
 
p+k
k
 ; (3.8)
are all real and negative, hence we may assume that 0 6=  2. To complete the proof it suces to
show that the zeros of the polynomial (3.7) are all real and negative for each positive integer n. To
this end, we view fk(0 + 2) + 0g1k=0 as a possible CZDS or a possible multiplier sequence of the
rst kind, and let h1(x) = x(0 + 2) + 0 be the interpolating polynomial.
Suppose that fh1(k)g1k=0 interpolates a CZDS. If case (i) or case (ii) holds, then h1(0) 6= 0 and
all the zeros of h1(x) are real and negative, whence fh1(k)g1k=0 is a CZDS by part (i) of Theorem 22.
If instead case (iii) holds, then none of the zeros of h1(x) lie in the interval (0; 1) and fh1(k)g1k=0 is a
CZDS by (i) of Theorem 21. By Remark 23, assuming that h1(x) interpolates a CZDS may not yield
the complete range of values, so suppose next that h1(x) interpolates a multiplier sequence of the
rst kind. Calculating as in (ii) of Theorem 17, h1(x)e
x =
P1
k=0
h1(k)
k! x
k, and under the hypotheses
of the Theorem the zeros of h1(x) are real and negative.
Finally, let the non-linear operator act on a transcendental function
P1
k=0 akz
k 2 L -P+. Using
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part (ii) of Theorem 38,
1X
k=0

0
k!k!
+
2
(k   1)!(k + 1)!

zk =
1X
k=0

k(0 + 2) + 0
(k + 1)!

zk
k!
; (3.9)
which belongs to L -P+, because the sequence
n
1
(k+1)!
o1
k=0
=
n
1
 (k)
o1
k=0
is by Laguerre's Theorem
(Theorem 21) a CZDS.
We already remarked that setting 0 =  2 reduces Corollary 55 to Theorem 35. Similarly, the
choice of 0 = 3; 2 =  4; 4 = 1 produces h2(x) = ~h2(x) = 6, whence the non-linear operator
2(z2 + 1) satises Theorem 53 trivially. This appears to be the case in general: setting f2jgpj=0,
where 0 =
 
2p 1
p

; 2j = ( 1)j
 
2p
p j

; j = 1; 2; : : : ; p, in (3.3) produces a constant. However, repeat-
ing the calculation with the sequence fjgpj=0, where 0 =
 
2p 1
p

; 2j =
 
2p
p j

; j = 1; 2; : : : ; p, where
all terms are positive integers, leads to a particularly pleasant class of polynomials: their zeros are
all located at the negative half-integers (cf. Sloane's A161198).
In contrast to the non-linear operator 1(z2 + 1) : ak 7! a2k   ak 1ak+1, letting 0 = 1; 2 =
 1; 4 = 1, we see that h2(x) = x2+2 and ~h2(x) = x2+x+2 and we expect that the the non-linear
operator ak 7! a2k   ak 1ak+1 + ak 2ak+2 does not preserve L -P+. Indeed, it does not preserve
L -P as can be see by considering the polynomial (x+ 1)2(x  2), and to see that it also does not
preserve L -P+ one must consider polynomials of higher degree, for example (1 + x)9.
We apply Theorem 53 to the Sr class on non-linear operators. For r  2 we may write Sr =
r(f1; 0; : : : ; 0; 1g), where the 1's are in the rst and rth position, and we have the polynomials
h2(x) = 2(x
2 + x+ 1);
h3(x) = 2x
3 + 3x2 + 13x+ 6;
h4(x) = 2(x
4 + 2x3 + 23x2 + 22k + 12);
h5(x) = 2x
5 + 5x4 + 120k3 + 175x2 + 298x+ 120;
(3.10)
and
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~h2(x) = 2(1 + x)
2;
~h3(x) = 2x
3 + 9x2 + 18x+ 6;
~h4(x) = 2(x
4 + 8x3 + 36x2 + 48x+ 12);
~h5(x) = 2x
5 + 25x4 + 200x3 + 600x2 + 600x+ 120:
(3.11)
It can be checked with the aid of a computer that, apart from ~h2(x), all of these polynomials
have non-real zeros, hence the operators Sr; r = 3; 4; 5, fail to satisfy the conclusion of Theorem 53
even though for r = 2; 3; 4; 5, the non-linear operator Sr is known to preserve L -P+.
We conclude this section by stating the sucient conditions under which the non-linear operator
2(z2+1) : ak 7! 0a2k +2ak 1ak+1+4ak 2ak+2 preserves L -P+. The inequalities listed below
have been obtained with the aid of Mathematica.
Corollary 56. The non-linear operator 2(z2+1) : ak 7! 0a2k+2ak 1ak+1+4ak 2ak+2 preserves
L -P+, provided the zeros of either (or both) of the polynomials
h2(x) = 20 + (30 + 22   4)x+ (0 + 2 + 4)x2; and
~h2(x) = 20 + (40 + 32)x+ (0 + 2 + 4)x
2;
(3.12)
are all real an negative. Explicitly, the zeros of h2(x) and ~h2(x) are real and negative provided the
inequalities listed below hold, where the inequalities marked with (*) guarantee that the zeros of ~h2(x)
are all real and negative.
(i) 2 < 0 and
(a) 4  2 and 0  22 + 74   2
p
6
p
4 (2 + 24), or
(b) 4  2 and 0 > 2   4, or
(c) 2 < 4  24 and 0  22 + 74   2
p
6
p
4(2 + 24), or
(d) 2 < 4  24 and 0  0, or
(e) 24 < 4 < 0 and 0  22 + 74   2
p
6
p
4(2 + 24), or
(f) 24 < 4 < 0 and 22 + 74 + 2
p
6
p
4(2 + 24)  0 < 2   4, or
(g) 24 < 4 < 0 and 0  0, or
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(h) 0  4   22 and 0 < 2   4, or
(i) 0  4   22 and 0  0, or
(j)  22 < 4 <  22 and 0 < 2   4, or
(k)  22 < 4 <  22 and 0  0  22 + 74   2
p
6
p
4(2 + 24), or
(l)  22 < 4 <  22 and 0  22 + 74 + 2
p
6
p
4(2 + 24), or
(m) (*) 0 <
32
4
and
820   1602 + 922
80
 4 < 2   0, or
(n) (*) 0 and 4 > 2, or
(o) (*) 0 > 0 and 2   0 < 4  8
2
0   1602 + 922
80
, or
(ii) 4 =  22 and
(a) 0 < 32, or
(b) 0 = 0, or
(c) 0  12  2 +
p
22, or
(iii) 4 >  22 and
(a) 0 < 2   4, or
(b) 0  22 + 74 + 2
p
6
p
4(2 + 24), or
(iv) 2 = 0 and
(a) 4 < 0 and 0  74   4
p
3
p
24, or
(b) 4 < 0 and 0 >  4, or
(c) 4 = 0 and 0 < 0, or
(d) 4 = 0 and 0 > 0, or
(e) 4 > 0 and 0 <  4, or
(f) 4 > 0 and 0  74 + 4
p
3
p
24, or
(g) (*) 0 < 0 and 0  4 <  0, or
(h) (*) 0 = 0 and 4 6= 0, or
(i) (*) 0 > 0 and  0 < 4  0 <, or
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(v) 2 > 0 and
(a) 4 <  22 and 0  22 + 74   2
p
6
p
4(2 + 24), or
(b) 4 <  22 and 0 > 2   4, or
(c) 4 =  22 and 0   122 +
p
22, or
(d) 4 =  22 and 0 = 0, or
(e) 4 =  22 and 0 > 32, or
(f)  22 < 4 <  22 and 0  22 + 74   2
p
6
p
4(2 + 24), or
(g)  22 < 4 <  22 and 22 + 74 + 2
p
6
p
4(2 + 24)  0  0, or
(h)  22 < 4 <  22 and 0 > 2   4, or
(i)  22  4  0 and 0  0, or
(j)  22  4  0 and 0 > 2   4, or
(k) 0 < 4 <
2
4 and 0  0, or
(l) 0 < 4 <
2
4 and 2   4 < 0  22 + 74   2
p
6
p
4(2 + 24), or
(m) 0 < 4 <
2
4 and 0  22 + 74 + 2
p
6
p
4(2 + 24), or
(n) 24  4 < 2 and 0  0, or
(o) 24  4 < 2 and 0  22 + 74 + 2
p
6
p
4(2 + 24), or
(p) 4 = 2 and 0 < 0, or
(q) 4 = 2 and 0  332 + 2
p
2
p
22, or
(r) 4 > 2 and 0 < 2   4, or
(s) 4 > 2 and 0  22 + 74 + 2
p
6
p
4(2 + 24), or
(t) (*) 0 < 0 and
820   1602 + 922
80
 4 < 2   0, or
(u) (*) 0 = 0 and 4 < 2, or
(v) (*) 0 >
32
4
and 2   0 < 4  8
2
0   1602 + 922
80
.
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3.1.2 Arithmetic of the generating polynomials
Theorem 55 gives an explicit characterization of the non-linear operators ak 7! 1k(z2 + 1) that
preserve L -P+, but does not lend itself to the algebraic properties of 1(z2 + 1). Consider the
following example.
Example 57. A calculation using the Cardon expressions (1.7) shows that 1(2   p2x + x2) =
1(f2; 1; 0; 0; : : :g) and 1( 1   2x + x2) = 1(f 1; 3; 0; 0; : : :g). According to Theorem 59, the
former preserves L -P+ while the latter does not. Indeed, the latter operator is generated by a
polynomial with two distinct real zeros. Adding the generating sequences term-wise we obtain the
non-linear operator ak 7! a2k + 2ak 1ak+1, which does satisfy the hypotheses of Theorem 55.
Example 58. According to Theorem 59, the non-linear operators ak 7! 3a2k   2ak 1ak+1 and
ak 7!  2a2k   ak 1ak+1 both preserve L -P+. The non-linear operator, ak 7! a2k   3ak 1ak+1,
however, does not preserve L -P+ as can be see by considering the polynomial (x+ 1)2.
The above example suggest that the usual approach to adding the generating sequences will not
preserve the properties of the non-linear operators we have been considering. We wish to remedy
this situation and dene the usual arithmetic operations on sequences that make sense in this setting
and that preserve the properties of the associated non-linear operators. For each positive integer p
the sequences  = fjg1j=0 for which the operator p() preserves L -P+ were described in terms
of certain interpolating polynomials. We now give another description of such sequences.
Let a+ bi and a  bi be the zeros of the even polynomial g(z) in Theorem 8 and let f(z) be an
entire function. We evaluate the expression
Apk(z) =
1
k!
dk
dtk
h
f (p)(z + (a+ bi)t)f (p)(z + (a  bi)t)
i
t=0
; (3.13)
for several values of k and obtain:
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2!
2
Ap2(z) = (a
2 + b2)(f (p+1)(z))2 + (a2   b2)f (p)(z)f (p+2)(z) ;
4!
2
Ap4(z) = 3(a
2 + b2)2(f (p+2)(z))2 + 4(a4   b4)f (p+1)(z)f (p+3)(z)
+ (a4   6a2b2 + b4)f (p)(z)f (p+4)(z) ;
6!
2
Ap6(z) = 10(a
2 + b2)3(f (p+3)(z))2 + 15(a2 + b2)2(a2   b2)f (p+2)(z)f (p+4)(z)
+ 6(a6   5a4b2   5a2b4 + b6)f (p+1)(z)f (p+5)(z)
+ (a6   15a4b2 + 15a2b4   b6)f (p)(z)f (p+6)(z) ;
8!
2
Ap8(z) = 35(a
2 + b2)4(f (p+4)(z))2 + 56(a2 + b2)2(a4   b4)f (p+3)(z)f (p+5)(z)
+ 28(a2 + b2)2(a6   5a4b2   5a2b4 + b6)f (p+2)(z)f (p+6)(z)
+ 8(a2 + b2)(a6   15a4b2 + 15a2b4   b6)f (p+1)(z)f (p+7)(z)
+ (a8   28a6b2 + 70a4b4   28a2b6 + b8)f (p)(z)f (p+8)(z) :
(3.14)
The expressions Apk(z) are identically zero for odd integers k. Now, letting f(z) =
P1
k=0 akz
k
and evaluating each expression in (3.13) at z = 0, we obtain non-linear operators of degree 2, and,
in particular, an expression for the elements of the generating sequence in terms of the real and
imaginary parts of the zeros of the generating polynomial. Comparing coecients, for the non-
linear operator ak 7! 1k(), we have 0 = (a2 + b2); 2 = (a2   b2). We observe that the situation
described in Example 58 is not possible, as 0 is always positive for degree 2 operators generated by
means of (3.13).
As with our previous attempts, even with the help of a computer the general case seems in-
tractable; however, it is easy to see that the zeros of the generating polynomial must both be
non-real. The following result may be viewed as an improvement on Corollary 55.
Theorem 59. Let g(z) be a quadratic polynomial with zeros a  bi. The non-linear operators
1(g) : ak 7! 1k(g) and 2(g) : ak 7! 2k(g) preserve L -P+ with no restriction on the location of
the non-real zeros of the generating polynomial. If the generating polynomial has only real zeros, the
theorem holds provided the real zeros are all equal.
Proof. Consider rst the non-linear operator ak 7! 0a2k + 2ak 1ak+1. The coecients 0 =
(a2 + b2); 2 = (a
2   b2) are obtained by direct calculation from (3.13). By Corollary 55, we need
h1(x) = 0+x(0+2) to have all real and negative zeros. Substituting for the coecients we obtain
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the polynomial a2+b2+2b2x, which has a real negative zero provided b 6= 0; however, b = 0 produces
the coecients 0 = a
2; 2 = a
2, corresponding to the non-linear operator ak 7! a2(a2k + ak 1ak+1),
which preserves L -P+ by Corollary 55.
Repeating the calculation for ak 7! 0a2k+2ak 1ak+1+4ak 2ak+2 with the coecients obtained
from A14(z) (cf. (3.13)) we obtain the polynomials
h2(x) = 6a
2 + 12a2b2 + 6b4 + (16a4 + 24a2b2)x+ 8a4x2; and
~h2(x) = 6a
2 + 12a2b2 + 6b4 + (24a4 + 24a2b2)x+ 8a4x2;
(3.15)
both of which have all real and negative zeros when a 6= 0. For the case when a = 0, we have
h2(x) = ~h2(x) = 6b
4, corresponding to the non-linear operator ak 7! b42k(g), which preserves
L -P+ by Theorem 42.
Remark 60. Theorem 59 does not contradict Theorem 8 which requires the generating polynomial to
be even with at least one non-real zero. The non-linear operator generated by the Cardon expressions
(1.7) preserves L -P+ even if the generating polynomial is not even and has all real non-distinct
zeros (cf. Example 57). We make no claims about necessity or suciency (cf. Example 58).
Appealing to Theorem 59, if 1k(g1);
1
k(g2) are two non-linear stability preserving operators of
order 2, then there is no restriction on the location of the zeros of the generating polynomials g1
and g2. If both g1 and g2 are even with non-real zeros, then adding the zeros pair-wise produces a
conjugate pair of non-real numbers which we regard as the zeros of the polynomial which generates
the operator ak 7! 1k(g1) + 1k(g2). If the zeros of both generating polynomials are all real, then
they still lie in the same closed half-plane.
Denition 61. Let g1; g2 be real quadratic polynomials. We dene  to be the pairwise addition
of zeros of g1 and g2 that lie in the same half-plane so that the zeros of the real polynomial g1  g2
are a conjugate pair and we dene  to be the pairwise multiplication of zeros of g1 and g2 that lie
in the same half-plane so that the zeros of the real polynomial g1  g2 are a conjugate pair.
Note that both  and  are well-dened if the zeros of g1 and g2 are all non-real, or if the
zeros of one polynomial are both real and the polynomial is even. If the zeros of one polynomial
that is not even are both real and of opposite sign, then  is well dened, but  may produce
two dierent polynomials. Nevertheless, the resulting product will be a polynomial with a pair of
conjugate zeros no matter how we multiply. When the zeros of one polynomial are both real and of
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the same sign, then both the operations  and  are not-well dened, but still produce a polynomial
with a conjugate pair of zeros every time.
We calculate the sum and product of the non-linear operators we have considered in Example
57. Observe that x2 p2x 1 = (x 1 p2)(x 1+p2), so the operation  produces two possible
products.
Example 62. In terms of the generating polynomials, the sum of the operators in Example 57 is
given by
1k(2 
p
2x+ x2) + 1k( 1  2x+ x2) = 1k(2 
p
2x+ x2  1  2x+ x2)
= 1k

23
4
+ 2
p
3  3x+ x2

=
1
4
(23 + 8
p
3)a2k  
1
4
(5 + 8
p
3)ak 1ak+1 ;
(3.16)
and its coecients satisfy condition (i) of Theorem 55. Observe that the zeros of the generating
polynomial  1  2x+ x2 are both real (cf. Remark 60), but of opposite signs, so  is well-dened.
In terms of the generating polynomials, the product of the operators in Example 57 is given by
1k(2 
p
2x+ x2)  1k( 1  2x+ x2) = 1k(2 
p
2x+ x2  1  2x+ x2)
= 1k

6 + 4
p
2  (2 +
p
2)x+ x2

= (6 + 4
p
2)a2k   (3 + 2
p
2)ak 1ak+1 ;
(3.17)
if we use 1 +
p
2, and we obtain from 1 p2 the operator
1k(2 
p
2x+ x2)  1k( 1  2x+ x2) = 1k(2 
p
2x+ x2  1  2x+ x2)
= 1k

6  4
p
2  ( 2 +
p
2)x+ x2

= (6  4
p
2)a2k   (3  2
p
2)ak 1ak+1 :
(3.18)
By Theorem 55, both of the above products preserve L -P+.
Restricting our attention to even generating polynomials with at least a pair of non-real zeros,
as stipulated in Theorem 8, we have have the following corollary.
Corollary 63. The class of non-linear operators of degree 2 and order 2 or 3, generated by even real
polynomials, is a commutative monoid under the operations  and  dened in Denition 61.
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3.2 Higher order operators
Let f(z) 2 L -P+ and let g(z) = Qmk=1(z   k) be an even real polynomial with zeros 1; : : : ; m.
We wish to obtain an explicit forms of the Cardon expressions (1.7) Ak(z) generated by means of
the expression
P1
k=0Ak(z)t
k =
Qm
j=1 f(z+jt) (cf. Theorem 8). We will a need a standard lemma
describing the kth derivative of a product of m functions.
Lemma 64 ([32], [54]). If f1; f2; : : : ; fm are functions with a sucient number of derivatives, then
dk
dtk
8<:
mY
j=1
fj(t)
9=; =X
`k
k!
1!2!   m!
mY
j=1
d
j
dtj
fj(t); (3.19)
where  ` k means that the sum is taken over all integer partitions of k of length m; i.e., all m-tuples
(1; 2; : : : ; m) of non-negative integers such that
Pm
j=1 j = k.
We follow D. Cardon and give an alternative representation of (1.7). An application of Lemma
64 to the Taylor coecients
Ak(z) =
1
k!
24 dk
dtk
mY
j=1
f(x+ jt)
35
t=0
; (3.20)
yields the explicit formula,
Ak(z) =
X
`k
1
1!2!   m!
mY
j=1
dj
dtj
f(z + jt)

t=0
; (3.21)
where the sum is taken over all integer partitions of k of length m; i.e., all m-tuples (1; 2; : : : ; m)
of non-negative integers such that
Pm
j=1 j = k. Alternatively, supposing that f(z) is a polynomial
of degree n with zeros r1; : : : ; rn, we have
mY
j=1
f(z + jt) =
mY
j=1
nY
k=1
(z + jt  rk)
=
nY
k=1
mY
j=1
((z   rk) + jt) :
(3.22)
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Next, using elementary symmetric functions of the zeros of g(z),
nX
k=0
ek(1; : : : ; n)z
n k =
nY
k=1
(z + k); (3.23)
and from (3.22), (3.23), and the assumption that g(z+rk) =
Qm
`=1 ((z + rk) + `) =
Pm
j=0 cj(z+rk)
j
is an even polynomial,
nY
k=1
mY
j=1
((z   rk) + jt) =
nY
k=1
mX
k=0
ek(1t; : : : ; mt)(z   rk)m k
=
nY
k=1
m
2X
k=0
e2k(1; : : : ; m)(z   rk)m 2kt2k
=
nm2X
k=0
A2k(z)t
2k:
(3.24)
Setting f(z) =
P1
k=0 akz
k, evaluating Ak(0), and shifting indices we arrive at the form of non-
linear operators of various degrees and orders. For example, if the generating polynomial g(z) has
degree 2, then A2(z) corresponds to the partitions of 2 of length 2. Since 2 = 2 + 0 = 1 + 1, we
see that A2(0) = c0f
00(z)f(z) + c1f 0(z)f 0(z) (cf. Theorem 8). It is not known, in general, if the
non-linear operators obtained in this manner enjoy stability preserving properties.
Problem 65 (M. Chasse). If a polynomial p(x) =
Pn
k=0 akx
k has only real non-positive zeros, and
if for k = 0; 1; 2; : : : ; n,
bk :=  a3k 2ak+2 + 3a2k 2a2k + 6a4k 1 + 4a2k 2ak+1ak 1   12ak 2a2k 1ak; (3.25)
where ak = 0 for k < 0 and k > n, then must q(x) =
Pn
k=0 bkx
k have only real non-positive
zeros?
A positive answer to Problem 65 could indicate an alternative method of proof of Theorem 37.
We observe that the expression (3.25) can be obtained from Theorem 8 by setting the generating
polynomial to be z4 + 1. This produces the Cardon expression of degree 4 and order 5,
12f 0(x)4   24f(x)f 0(x)2f 00(x) + 6f(x)2f 00(x)2 + 8f(x)2f 0(x)f 000(x)  2f(x)3f (4)(x); (3.26)
which, evaluated at x = 0, yields the coecient-wise transformation 2bk above.
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3.2.1 Determinant representations
By Theorem 42 the sequences fpk(z2+1)g1k=0 are totally positive sequences for each positive integer
p, provided that the non-linear operators dened by ak 7! pk(z2 + 1) are acting on functions in
L -P+.
For positive integers r, the non-linear operator Sr, in the determinant form
ak 7!

ak ak r
ak+r ak
 ; (3.27)
occurs naturally as a minor of the innite Toeplitz matrix A = (aij), obtained from the coecients
of '(x) =
P1
k=0 akx
k 2 L -P+, by setting aij = ak+(i j):
A =
0BBBBBBBBBBBBBBBBBB@
...
...
...
...
   ak ak 1 ak 2    ak r   
   ak+1 ak ak 1    ak r+1   
   ak+2 ak+1 ak    ak r+2   
...
...
...
. . .
...
   ak+r ak+r 1 ak+r 2    ak   
...
...
...
...
1CCCCCCCCCCCCCCCCCCA
: (3.28)
With the exception of 1(z2 + 1) = S1, it seems that the non-linear operators ak 7!
pk(z
2 + 1) cannot be realized as a minor of the above matrix A. From (2.38) and the Laplace
expansion along the ith row of the determinant of a p p submatrix B := (bij) of A,
detB =
pX
j=1
( 1)j+ibij detB(ijj) ; (3.29)
where B(ijj) is the submatrix of B obtained by deleting row i and column j, it is clear that pk(z2+1)
is not the determinant of any submatrix B of A larger than 22. Moreover, for each positive integer
p, the non-linear operator p consists of the term
 
2p 1
p

a2k and p other terms, and for p > 1 cannot
be realized as a 2 2 determinant, and a fortiori, any minor of A larger than 2 2.
Let ~A = (~aij) be the innite Toepliz matrix obtained from the coecients of '(x) =
P1
k=0 akx
k 2
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L -P+, by setting ~aij = k+(i j) and let ~B be the principal submatrix
0BBBBBBB@
k k 1 k 2 k 3
k+1 k k 1 k 2
k+2 k+1 k k+1
k+3 k+2 k+1 k
1CCCCCCCA
: (3.30)
We list the known higher order Laguerre-Turan coecient inequalities for function in the
Laguerre-Polya class.
Table 3.1: Higher Order Coecient Inequalities of '(x) =
P!
k=0
k
k! x
k(0  !  1)
# Conditions Inequality Notes
1
'(x) 2 L -P 4(
2
k   k 1k+1)(2k+1   kk+2)  (kk+1   k 1k+2)2  0 [33]
4 det( ~B(3; 4j3; 4) ~B(1; 4j3; 4))  (det( ~B(2; 4j3; 4)))2 determinant form
2
'(x) 2 L -P+ 2k+1(
2
k+1   kk+2)  k(k+1k+2   kk+2)  0 [21]
2k+1 det( ~B(1; 4j3; 4))  k det( ~B(1; 3j3; 4)) determinant form
3.2.2 Toeplitz-type non-linear operators
We are motivated by a question S. Fisk ([36, Question 3]) and Branden's Theorem (Theorem 35)
to consider the non-linear operators that are represented by the principal minors of the Toepliz
matrix A = (aij) obtained from
P1
k=0 akx
k by setting aij = ak+(i j). The non-linear operator
1(z2 +1) : ak 7! a2k   ak 1ak+1 is exactly T 2 : ak 7!

ak ak 1
ak+1 ak
. We will call these operators
T p; p  2, where p represents the order of the principal minor of A we have used.
The natural question at this point is to consider the non-linear operator T 3, given by
ak 7!

ak ak 1 ak 2
ak+1 ak ak 1
ak+2 ak+1 ak

; (3.31)
and its stability preserving properties. To this end, we list some relationships between Toeplitz-
type operators that will be useful in the sequel. In Section 4.1.6 we will return to the stability
preserving properties of T 3 and consider Hadamard products involving the T 3 operator. The non-
linear operator T 3 is not in general a stability preserver; however, R. Yoshida (see [91]) showed that,
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for positive integers p and n, the non-linear operator T p preserves L -P+ when it acts on ex and
(1 + x)n.
Proposition 66. Let fakg1k=0 be a sequence of positive numbers. Then,
(i) T 2[T 2[ak]] = ak  T 3[ak];
(ii) T 2[T 2[T 2[ak]]] = T
2[ak]  T 3[T 2[ak]];
(iii) T 2[T 2[T 2[T 2[ak]]]] = a
4
k  T 3[ak]  T 3[T 3[ak]]:
Proof. A direct, albeit very tedious calculation, veries each of the above properties. In general,
the T p operator acts on the coecients ak. Hence, to check property (iii), we operate with T
2 on
both sides of (ii),
T 2[T 2[T 2[T 2[ak]]]] = T
2[T 2[ak]  T 3[T 2[ak]]]
= T 2[T 2[ak]]  T 3[T 2[T 2[ak]]]
= ak  T 3[ak]  T 3[ak  T 3[ak]]
= ak  T 3[ak]  a3k  T 3[T 3[ak]]
= a4k  T 3[ak]  T 3[T 3[ak]] :
(3.32)
Remark 67. Note that item (i) of Proposition 66 appears in the proof of Corollary 2.14 in [18].
According to our classication of non-linear operators by means of generating polynomials, the
T p; p  2, operators are degree p. However, T 3 : ak 7! a3k   2ak 1akak+1 + ak 1a2k+1 + a2k 1ak+2  
ak 2akak+2 is not generated by a polynomial of degree 3, because it is of the wrong order. Only the
integer 5 can be partitioned into partitions of 3 non-negative integers in 5 dierent ways.
Lemma 68. The non-linear operator T 3 preserves multiplier sequences of the rst kind.
Proof. Let '(x) =
P!
k=0 akx
k 2 L -P+; 0  !  1. Then, by Theorem 42, T 2[T 2['(x)]] 2
L -P+, but by Proposition 66,
!X
k=0
T 2[T 2[ak]]x
k =
!X
k=0
T 3[ak]  akxk : (3.33)
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A natural question at this point, to advance progress toward the solution of S. Fisk's problem
([36, Question 3]), is to ask when, if at all, the ak may be removed from (3.33). We return to this
question in x4.1.6, where we consider the Hadamard products of Toeplitz-type operators.
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CHAPTER 4
APPLICATIONS AND EXAMPLES
4.1 Highly log-concave sequences
4.1.1 Introduction
The sequence of coecients fakgnk=0 of a real polynomial Pn(x) =
Pn
k=0 akz
k, all of whose zeros
are real, satises various concavity conditions, the principal of which are due to I. Newton (see [47,
x4.3]); i.e., for k = 1; 2; : : : ; n  1,
a2k  
n  k + 1
n  k
k + 1
k
ak 1ak+1  0: (4.1)
Denition 69. A sequence fakg!k=0; 0  !  1, of real positive numbers is said to be log-concave
if for k = 1; 2; 3; : : : ; !   1; or for all positive integers k in the case of an innite sequence, the
inequalities
a2k   ak 1ak+1  0; (4.2)
all hold.
Commonly encountered variants of log-concavity are strong log-concavity, the log-concavity of the
sequence fk!akg1k=0, and ultra log-concavity of order m, the log-concavity of the sequence

ak
(mk )
m
k=0
.
A routine calculation shows that (4.1) holds for fakgn 1k=1 if and only if the sequence fakgnk=0 is an
ultra log-concave sequence. A routine verication shows that ultra log-concavity implies strong
log-concavity, which in turn implies log-concavity. It is also easy to check that log-concavity of the
sequence of positive numbers fakg1k=0 is equivalent to the statement that the sequence f akak+1 g1k=0
is non-decreasing. A stronger condition is that fakg1k=0 is TP2 (see Denition 27). If the sequence
of positive numbers fakg1k=0 is TP2 (cf. Theorem 12), then the associated sequence f akak+1 g1k=0 is
non-decreasing. The classical results on concavity of coecients are often stated as the following
folk theorem. Note that the emphasis is now on real entire functions all of whose coecients are
positive.
Theorem 70 ([10, Theorem 1.2.1]). Let
Pd
k=0 akx
k be a polynomial with non-negative coecients
and with only real zeros. Then the sequence fa0; a1; : : : ; adg is log-concave.
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A partial converse to Theorem 70 is given in [89], and among the many generalizations of Theorem
70 we have another classical result relating the location of the zeros of an entire function to the log-
concavity of its coecient sequence.
Theorem 71 ([12]). Let G(z) be a real entire function with the product and series representations
G(z) =
Y
k
(1 + kz) =
1X
k=0
k
zk
k!
; (4.3)
and suppose that 0  j=kj < <(k) for all k. Then the Turan inequalities 2k   k 1k+1  0 hold
for for all k  1 if G(z) has innitely many roots and for 1  k  d if G(z) is a polynomial of degree
d.
Owing to the fact that the primary motive for our study of highly log-concave sequences is to
better understand real entire functions whose coecients form highly log-concave sequences, we will
use the terminology of this section also when describing real entire functions. Following S. Karlin
(cf. [55, p. 393]), we will call
P1
k=0 akx
k the generating function of the sequence of coecients
fakg1k=0. We will often work with real entire functions whose coecients sequences are log-concave
sequences, though this property is not, in general, inherited from the log-concavity of the generating
function, which we dene next.
Denition 72. A continuous function f : (a; b) ! (0;1); 1  a < b  1, is called log-concave
on (a; b) if for any  > 0 and  such that [  ; + ]  (a; b);
(f())
2  f(  )f(+ ): (4.4)
If inequality (4.4) is reversed, then f is called log-convex on (a; b).
Log-concavity of a function g is simply the concavity of the logarithm of g. Indeed, a function
g(x) which satises the inequality
g

x+ y
2

 g(x) + g(y)
2
; (4.5)
for all x > y in an interval is said to be concave on that interval (see [47, x3.5]). If the logarithm
of a function f is concave on an interval, setting  = x+y2 ,  =
x y
2 , and g(x) = ln f(x) in (4.5)
produces (4.4).
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In order to avoid confusion, we will not call a function whose sequence of coecients is log-concave
a log-concave function. We hasten to add that this practice is neither accidental nor abusive when
specically referring to the Laguerre-Polya class. Indeed, real entire function f(x) =
P!
k=0 akx
k; 0 
!  1, is log-concave on R if and only if d2dx2 ln f(x)  0 for all x 2 R (see [47, x3.10]). It follows
that for all x 2 R, we have the inequality (f 0(x))2   f 0(x)f 00(x)  0. In particular, when x = 0,
we obtain the familiar Turan inequality for k = 1, a21   a0a2  0. Specializing to the Laguerre-
Polya class, which is closed under dierentiation, we may repeat the calculation for f 0(x) to obtain
a22   a1a3  0, and proceed thus for higher derivatives of f(x) to conclude that the sequence of
coecients of a real entire function f(x) =
P!
k=0 akx
k 2 L -P+; 0  !  1, is a log-concave
sequence. In other words, in the Laguerre-Polya class the coecient sequence inherits log-concavity
from its generating function. Conversely, the complete characterization of the Laguerre-Polya class
given in Theorem 11 depends on the condition that the sequence fk!akg!k=0 be log-concave, which
implies that the sequence fakg!k=0 is log-concave. However, a log-concave function need not be the
generating function of a log-concave sequence, nor vice versa, as illustrated in the following example.
Example 73. The polynomial x2 + 2x+ 2 generates the log-concave sequence f2; 2; 1g; however, a
calculation shows that
d2
dx2
ln
 
(x+ 1)2 + 1

=   2x(x+ 2)
(2 + 2x+ x2)2
; (4.6)
is in fact positive on the interval ( 2; 0). On the other hand, the sequence f1; 3; 2; 1; 1g is not
log-concave, but it can be checked with the aid of a computer that
d2
dx2
ln
 
1 + 3x+ 2x2 + x3 + x4

=  5 + 6x  4x
2   4x3 + 7x4 + 6x5 + 4x6
(1 + 3x+ 2x2 + x3 + x4)2
; (4.7)
is in fact negative on its domain.
It will be useful to introduce at this point terminology relating log-concavity and the Turan
inequalities. The following nomenclature is often found in the vast literature on the subject of log-
concavity and, in accord with well-established traditions, we adopt it in our work, but not before
making some adjustments.
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Denition 74. A sequence of positive numbers fakg!k=0; 0  !  1, that for k = 1; 2; 3; : : : ; !  1,
or for all positive integers k in case of an innite sequence, satises the Turan-type inequalities
a2k   ak 1ak+1  0; (4.8)
will be called a -log-concave sequence. When  = 1 we will, for simplicity, call a 1-log-concave
sequence log-concave, and will call a -log-concave sequence highly log-concave, whenever  > 1.
The constant  := inf
n
a2k
ak 1ak+1
o!
k=1
will be called the Turan constant associated to the sequence
fakg!k=0.
In the sequel we will study the conditions under which non-linear operators encountered in Chap-
ter 3 preserve the log-concavity of coecients sequences of real entire functions. We recall that the
convolution of log-concave sequences is log-concave (see [31], [55, p. 394]) and the convolution of
ultra log-concave sequences is log-concave (see [66]). A routine calculation also conrms our intu-
ition that the Hadamard product of log-concave sequences is log-concave, i.e., under the Hadamard
product the class of log-concave sequences forms a semi-group.
4.1.2 Rapidly decreasing sequences
The work of E. Laguerre on uniform limits of polynomials with only real zeros motivated M. Petro-
vitch, among others, to study entire functions
P1
k=0 akx
k all of whose partial sums
Pn
k=m akx
k; 0 
m  n  1, have only real zeros. The following classical result of J. I. Hutchinson, rediscovered in
[63], characterizes a class of entire functions belonging to the Laguerre-Polya class.
Theorem 75 ([51]). Let f(x) =
P1
k=0 akx
k be a real entire function, all of whose coecients are
positive. The condition that the coecients of f(x) satisfy the inequalities a2k   4ak 1ak+1  0, for
all positive integers k, is necessary and sucient for the zeros of f(x) and all of its partial sumsPn
k=m; 0  m < n <1, to all be real, simple, and negative, except possibly at x = 0.
In light of Hutchinson's Theorem, we distinguish from the class of highly log-concave sequences
the class of -log-concave sequences in the case when   4.
Denition 76. A sequence fakg!k=0; 0  !  1, of positive real numbers that for k = 1; 2; 3; : : : ; ! 
1, or for all positive integers k in case of an innite sequence, satises the Turan inequalities with
Turan constant at least 4 is called a rapidly decreasing sequence.
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According to our Denitions 74 and 76, a highly log-concave sequence is log-concave and a rapidly
decreasing sequence is a sequence of positive numbers that is at least 4-log-concave. We remark that
in their 1995 study of complex zero decreasing sequences [19], T. Craven and G. Csordas dened
a rapidly decreasing sequence to be any sequence fakg1k=0 of positive real numbers satisfying the
Turan inequalities with Turan constant 2, where
  max
(
2;
p
2
2
 
1 +
p
1 + a1
)
: (4.9)
We depart from this approach of associating the log-concavity of a sequence with any one particular
term. In the sequel we will study sequences of positive numbers that satisfy the Turan inequalities
with Turan constant 1 <  < 4, and restrict our attention primarily to non-increasing sequences. The
analogous situation, when the coecient sequence is non-decreasing, has been studied extensively.
We recall a classical result on the location of zeros by means of coecient inequalities.
Theorem 77 ([67, Enestrom-Kakeya]). If 0 < a0  a1  a2      an, then all of the zeros of the
polynomial
Pn
k=0 akz
k lie in the disk jzj  1.
The Enestrom-Kakeya Theorem has been improved and extended in various directions. In par-
ticular, analogous results are known for other bases, for instance the Hermite basis. We refer to [79]
for a detailed study and recent results in this area. Recent developments in the study of the Turan
constant  and its relationship to Hutchinson's Theorem may be pursued in [46], [59], [61], and the
references contained therein. Of particular interest in stability is the next result, relating the Turan
constant to Hurwitz stability.
Theorem 78 ([59]). In order for a real entire function to be Hurwitz stable it is sucient that its
sequence of coecients is positive and
p
x0-log-concave, where x0  2:1479 is the positive zero of
x3   x2   2x  1.
We end this section with a classical result on the order of entire functions whose coecients form
a rapidly decreasing sequence.
Proposition 79 ([51]). Let fakg1k=0 be a real sequence of positive numbers that is at least 2-log-
concave. Then,
ak  a0
k(k 1)

a1
a0
k
; k = 1; 2; 3; : : : : (4.10)
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Proof. Let fakg1k=0 be a real sequence of positive numbers and suppose that a2k+1  2akak+2; k =
1; 2; 3; : : : . Multiplying the rst k of these Turan-type inequalities , we obtain
a21a
2
2a
2
3    a2k 1a2k  (2)ka0a1a1a3a2a4    ak 2akak 1ak+1
a1ak  (2)ka0ak+1:
(4.11)
Next, we multiply together the rst k of the inequalities ak+1ak  a1a0 1(2)k , and obtain
a1
a0
a2
a1
a3
a2
   ak 1
ak 2
ak
ak 1


a1
a0
k 
1
2
Pk 1
j=0 j
ak
a0


a1
a0
k 
1
2
 k(k 1)
2
;
(4.12)
whence ak  a0

a1
a0
k
1
k(k 1) .
By means of a number of well-known formulas relating the order of an entire function (see for
example [3], [68]) to its Taylor coecients, and the above estimate, we see that an entire function
whose coecients form a rapidly decreasing sequence is necessarily of order zero. Moreover, by
Hutchinson's Theorem, a real entire function whose coecients form a rapidly decreasing sequence
belongs to L -P+. As a corollary, we state a useful observation regarding the generating function
of a non-increasing highly log-concave sequence.
Corollary 80. Let fakg1k=0 be a non-increasing highly log-concave sequence of real numbers. Suppose
that in addition to the condition that ak 1  ak, for all positive integers k, also the inequalities
ak  ak 1 hold for some  >  > 1. Then the generating function of fakg1k=0,
P1
k=0 akx
k, is
entire.
Proof. The sequence fakg1k=0 satises, for some  > 1 and all positive integers k the inequalities
a2k  ak 1ak+1, and we also have a0  a1 and a0  a1. An application of Proposition 79 yields
the estimate,
ak  a0

a1
a0
k
1

k(k 1)
2
 

a1

a1
a0
k
1

k(k 1)
2
 a1

k(k 1)
2 +1
;
(4.13)
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and whence limk!1 jakj 1k = a1 limk!1 1

(k 1)
2
+1
= 0.
We note that if  =  in Corollary 80, then the sequence fakg1k=0 is constant. Constant sequences
of positive real numbers are log-concave as each Turan ratio is equal to 1, but not highly log-concave.
More importantly, a constant sequence cannot be generated by a transcendental entire function.
4.1.3 Action of non-linear operators on highly log-concave sequences
We will study the conditions under which non-linear operators preserve the log-concavity of coe-
cients sequences of real entire functions. In conjunction with results relating the log-concavity of the
coecient sequences to the location of zeros of real entire functions, we obtain results on the reality
and stability preserving properties of certain non-linear operators. We begin with the study of the
class Sr of non-linear operators (cf. x2.2.1). This non-linear operator is of particular interest, because
it is a natural building block of the non-linear operators p(z2 + 1) : ak 7! pk(z2 + 1) (Proposition
49). R. Yoshida asked [91, Open Problem 5] whether the non-linear operator Sr : ak 7! ak rak+r
preserves the class of rapidly decreasing sequences as dened by T. Craven and G. Csordas. The
investigation of this question led us to the following elementary result, which appears, however, to
be new.
Theorem 81. Let fakg!k=0; 0  !  1, be a real sequence with terms that alternate in sign or
have the same sign. Suppose that for a xed  > 0 and all positive integers k, the inequalities
a2k   2ak 1ak+1  0 and jakj  jak+1j hold. Then, for any positive integer r and all positive
integers k, the sequence fbk;r := a2k ak rak+rg!k=0 satises the inequalities b2k;r 4bk 1;rbk+1;r  0,
provided that 4  2.
Proof. We may assume that k   r  0, else according to our conventions ak r := 0 (cf. Notation
36), and there is nothing to prove. Observe that products of the form ak mak+m;m = 0; 1; 2; : : :,
are positive. Let r be a positive integer and set bk;r := a
2
k   ak rak+r. Then,
b2k;r = a
4
k   2a2kak rak+r + a2k ra2k+r
 a4k   2a2kak rak+r + (2ak r 1ak r+1)(2ak+r 1ak+r+1) :
(4.14)
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Next,
bk 1;rbk+1;r = (a2k 1   ak r 1ak+r 1)(a2k+1   ak r+1ak+r+1)
= a2k 1a
2
k+1   a2k 1ak r+1ak+r+1   a2k+1ak r 1ak+r 1
+ ak r 1ak+r 1ak r+1ak+r+1 ;
(4.15)
and substituting for ak r 1ak+r 1ak r+1ak+r+1 in (4.14), yields
b2k;r  4bk 1;rbk+1;r + a4k   4a2k 1a2k+1
+ 4a2k 1ak r+1ak+r+1 + 
4a2k+1ak r 1ak+r 1   2a2kak rak+r
 4bk 1;rbk+1;r + 4a2k+1ak r 1ak+r 1   2a2kak rak+r :
(4.16)
Note that in (4.16) the expression a4k   4a2k 1a2k+1 is non-negative by hypothesis and
4a2k 1ak r+1ak+r+1 is positive. We now need to guarantee 
4a2k+1ak r 1ak+r 1  2a2kak rak+r 
0. By hypothesis, jakj  jak+1j for all indices k, hence
4a2k+1ak r 1ak+r 1   2a2kak rak+r  4a2k+1ak rak+r   2a2kak rak+r
= ak rak+r(4a2k+1   2a2k) :
(4.17)
Forcing 4a2k+1   2a2k  0 is equivalent to requiring a2k+1  24 a2k, where jakj  jak+1j also forces
4  2.
Applying Theorem 75 yields this immediate corollary.
Corollary 82. If the coecients of f(x) =
P1
k=0 akx
k 2 L -P+ form a non-increasing sequence
and satisfy the Turan inequalities with Turan constant 4, then for any positive integer r, Sr[f(x)] =P1
k=0(a
2
k   ak rak+r)xk 2 L -P+. In particular, the Sr operator preserves the class of rapidly
decreasing sequences.
We remark that even though the non-linear operators Sr may be used to obtain the non-linear
operators p (cf. Proposition 49), we may not conclude from Theorem 81 that the non-linear
operators p(z2 + 1) enjoy similar log-concavity-preserving properties. In part, the reason for this
is that in general log-concavity of the generating function of a sequence is not additive, even though
log-convexity is additive.
If we restrict our attention to polynomials, the role of the parameter r in the non-linear operator
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Sr in the proof of Theorem 81 is merely for convenience. By our standing conventions (cf. Notation
36), there is nothing to prove if the choice of r causes all terms of the form ak rak+r to vanish. The
log-concavity of the coecient sequence fakgnk=0 of a real polynomial follows immediately from the
log-concavity of the sequence fa2kgnk=0.
Theorem 81 guarantees that if the sequence fakg1k=0 is at least rapidly decreasing in the sense
of Hutchinson's Theorem; i.e., the Turan inequalities with Turan constant at least 4 hold, then
the sequence fa2k   ak rak+rg1k=0 will be at least rapidly decreasing. Iterating thus, we obtain an
innite sequence of multiplier sequences. For a detailed study of iterated Turan inequalities we refer
to [19], [20], [21], and the references contained therein. The sequence of iterated Turan inequalities
obtained from a rapidly decreasing sequence of positive numbers is known to be rapidly decreasing.
The following theorem makes this notion precise (see also [69]).
Theorem 83 ([21, Theorem 4.1]). Fix c  1 and d  0. Consider the set Mc of all sequences of
positive numbers fkg1k=0 satisfying the Turan inequality with Turan constant c. Then the sequence
f2k k 1k+1g1k=0 satises the Turan inequality with Turan constant c+d for all k and all sequences
in Mc if and only if c  3+
p
5+4d
2 .
Specializing Theorem 81 to the non-linear operator S1, we obtain the following corollary.
Corollary 84. Let fakg1k=0 be a real sequence of positive numbers. If ak > ak+1 for k = 0; 1; 2; : : :,
and fakg1k=0 is -log-concave for some   1+
p
2, then fa2k   ak 1ak+1g1k=0 is also -log-concave.
Proof. Let fakg1k=0 be a real sequence of positive numbers. Suppose that ak > ak+1 for k =
0; 1; 2; : : :, and that for some   p2 the sequence is -log-concave. Applying Theorem 83 we see
that the -log-concavity of the sequence fakg1k=0 is equivalent, for some d  0, to the ( + d)-log-
concavity of the sequence fa2k   ak 1ak+1g1k=0 if and only if   3+
p
5+4d
2 . Hence, we obtain an
upper bound for d
  3 +
p
5 + 4d
2
() 2  3  p5 + 4d
() (2  3)2  5 + 4d
() 42   12+ 4  4d
() 2   3+ 1  d:
(4.18)
By Theorem 81, the sequence fa2k   ak 1ak+1g1k=0 is 2-log-concave, whence a lower bound on the
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Turan constant sucient for the (+d)-log-concavity of the sequence fa2k ak 1ak+1g1k=0 is 2. With
the lower bound + d  2 and the above upper bound on d, we have
2   3+ 1  d  2  ) 2   2  1  0
)   1 +
p
2:
(4.19)
Observe that 1+
p
2 < 3+
p
5
2 and so the assumption that fakg1k=0 is a strictly decreasing sequence
is necessary, otherwise we would be contradicting Theorem 83. We recall that real polynomials whose
coecient sequences are non-decreasing sequences have their zeros conned to the unit disk (Theorem
77). Non-linear operators that preserve the location of the zeros in the sector jArg zj > 34 are of
interest, in part because a real entire function whose zeros lie in this open sector is automatically
log-concave (cf. Theorem 71).
The bound 4  2 on the Turan constant required to apply Theorem 81 is smaller than that in
(4.9) and Theorem 83, and indeed, an entire function whose coecients satisfy the Turan inequalities
with Turan constant
p
2 <  < 2 does not necessarily belong to the Laguerre-Polya class, yet
operating with Sr will produce a function in the Laguerre-Polya class.
Example 85. f(x) =
P1
k=0 2
  k22 xk 62 L -P, because the third Jensen polynomial associated to
f(x) has a pair of non-real zeros. However, the coecients of f(x) are decreasing and satisfy
a2k   2ak 1ak+1  0 for all positive integers k. By Theorem 81, for all positive integers r, the
coecients of Sr[f(x)] satisfy the Turan inequalities with Turan constant 4, and whence by Theorem
75, Sr[f(x)] 2 L -P+ for all positive integers r.
A converse to Corollary 82 would be particularly pleasant, however it is not the case that if
Sr[f(x)] 2L -P+ for all positive integers r, then f(x) 2L -P+, as the following example illustrates.
Example 86. Consider the polynomial p(x) = (x + 1)3 2 L -P+. By Theorem 42, S1[p(x)] 2
L -P+ and for r  2; Sr[p(x)] = 0(z2 + 1)[p(x)] 2 L -P+. However, a21   4a0a2 =  3; i.e., the
rst Turan inequality fails.
By controlling the decay of the rapidly decreasing sequences we investigate a partial converse
to Theorem 81 and obtain sucient conditions for a sequence to be log-concave in terms of the
non-linear operator Sr : ak 7! a2k   ak rak+r.
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Theorem 87. Let fakg!k=0; 0  !  1, be a real sequence with terms that alternate in sign
or have the same sign. Suppose that for some positive integer r and some  > 0, the sequence
fbk;r := a2k   2ak rak+rg1k=0 satises the Turan-type inequalities b2k;r   2bk 1;rbk+1;r  0. Then,
for each positive integer k, the sequence fakg1k=0 satises a2k   ak 1ak+1  0, provided that for
some    and all positive integers k,
(i) (a) jak 1j  jakj, and
(b) jakj  jak 1j, and
(ii) (a) 
2
2 +
1
2



r
  12



2




r
, or
(b) a2k =
2
2 ak rak+r and
2
2 



r
.
Proof. Fix a positive integer r. The sequence fbk;rg1k=0 satises the Turan inequalities with Turan
constant 2. Expanding b2k;r   2bk 1;rbk+1;r  0, we obtain
a4k   22a2kak rak+r + 4a2k ra2k+r  2a2k 1a2k+1   4a2k 1ak r+1ak+r+1
  4a2k+1ak r 1ak+r 1
+ 6ak r 1ak+r 1ak r+1ak+r+1
a4k   2a2k 1a2k+1  22a2kak rak+r   4a2k 1ak r+1ak+r+1
  4a2k ra2k+r   4a2k+1ak r 1ak+r 1
+ 6ak r 1ak+r 1ak r+1ak+r+1 :
(4.20)
Observe that products of the form ak mak+m;m = 0; 1; 2; : : :, are positive. We will verify that under
each set of hypotheses a4k   2a2k 1a2k+1  0; k = 1; 2; 3 : : :, which implies the log-concavity of the
sequence fakg1k=0. We may assume that k r+1  0, else according to our conventions ak r+1 := 0
(cf. Notation 36), and there is nothing to prove. Indeed, if k   r + 1 < 0, then also k   r < 0 and
k   r   1 < 0 so that (4.20) becomes a4k   2a2k 1a2k+1  0:
First, iterating i(b), we obtain


jakj 



2
jak+1j    



r
jak+r 1j 



r+1
jak+rj 



r+2
jak+r+1j : (4.21)
Next, shifting indices in i(a) by k 7! k+r and and i(b) by k 7! k+r+1, we obtain jak+r 1j  jak+rj
and  jak+r+1j  jak+rj. Thus, an upper bound of a2k+r is ak+r 1ak+r+1. Similarly, shifting
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shifting indices in i(a) by k 7! k   r and in i(b) by k 7! k   r + 1, we obtain jak rj  jak r 1j and
jak rj   jak r+1j. Thus, an upper bound for a2k r is
p
2
 ak r 1ak r+1, and whence
4a2k ra
2
k+r  22ak r 1ak+r 1ak r+1ak+r+1: (4.22)
Next, jak+1j  jak r+1j and, by (4.21),



2
jak+1j 



r+2
jak+r+1j. Thus, an upper bound for
a2k+1 is



r
ak r+1ak+r+1, and
4a2k+1(ak r 1ak+r 1)  4



r
(ak r 1ak+r 1)ak r+1ak+r+1: (4.23)
Similarly, jakj  jak rj and from (4.21) we obtain




jakj 



r+1
jak+rj. Thus, after shifting
the index by k 7! k   1, an upper bound for a2k 1 is



r
ak+r 1ak r 1, and
4a2k 1(ak r+1ak+r+1)  4



r
ak r 1ak+r 1(ak r+1ak+r+1): (4.24)
Next, shifting indices in i(a) by k 7! k r+1 and in i(b) by k 7! k+r we have jak rj  jak r+1j and
jak+rj   jak+r 1j, so a lower bound for ak rak+r is p2ak r+1ak+r 1. Now, jak r 1j  jakj and
shifting the index by k 7! k+ r+1, we have the lower bound jakj  r+1jak+r+1j. Also, from (4.21)
we obtain



r+2
jak+r+1j 




jakj and shifting the index by k 7! k   r   1, we have the lower
bound jakj 



r+1
jak r 1j. Thus, a lower bound for a2k is



r+1
ak+r+1ak r 1, and whence
22a2kak rak+r  4



r
ak r 1ak+r 1ak r+1ak+r+1: (4.25)
Finally, to ensure that the right member of (4.20) is non-negative we estimate it using (4.22), (4.23),
(4.24), (4.25), and obtain the lower bound
a4k   2a2k 1a2k+1  ak r 1ak+r 1ak r+1ak+r+1

4



r
  24



r
  22 + 6

: (4.26)
The right member of (4.26) is non-negative provided 6 + 4



r
 24



r
+ 22. Simplied,
this is condition (iia).
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To verify ii(b), we proceed in a similar way, but consider rst the inequality
22a2kak rak+r   4a2k ra2k+r  0 ; (4.27)
which holds, provided that 2k  
2
2 ak rak+r. For the remaining terms, we will show that
6
2
ak r 1ak+r 1ak r+1ak+r+1   4a2k+1ak r 1ak+r 1  0; and
6
2
ak r 1ak+r 1ak r+1ak+r+1   4a2k 1ak r+1ak+r+1  0 :
(4.28)
The rst inequality in (4.28) is, by ii(a), equivalent to
2ak r 1ak+r 1

2
2
ak r+1ak+r+1   a2k+1

 0 ; (4.29)
and the second inequality in (4.28) reduces to
2ak r+1ak+r+1

2
2
ak+r 1ak r 1   a2k 1

 0 : (4.30)
The expressions in parentheses must both be positive and, taken together, if follows from (4.23) and
(4.24) that inequalities (4.29) and (4.30) hold, provided
2
2




r
: (4.31)
When r = 1 we see that inequality in ii(b) becomes     32 , and as r grows without bound
we see that  tends to  and the sequence fakg!k=0 becomes a constant sequence via condition (i).
The sequence fbk;rg!k=0 need not be non-negative; however, if fakg!k=0 is generated by a function
in L -P+ and  = 1, then by the total positivity of fakg!k=0 the sequence fbk;rg1k=0 is in fact
a positive sequence. On the other hand, choosing  = 1 and letting fakg!k=0 be generated by a
function in L -P+ does not satisfy neither of the remaining hypotheses, whence Theorem 87 is not
a theorem about the Laguerre-Polya class.
The diculty in applying Theorem 87 lies in verifying the hypothesis that the sequence fa2k  
2ak rak+rg!k=0 is 2-log-concave. We know that the non-linear operator Sr : ak 7! a2k   ak rak+r
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does not in general preserve L -P+ with the notable exceptions of r = 1; 2; 3; 4, and introducing
the parameter 2 does not remedy this situation.
If we assume that a2k =
2
2 ak rak+r, then bk;r =  
2
2 ak rak+r, which satises i(a), trivially, and
from i(b) we see that the inequalities a2k   ak 1ak+1 must hold for each positive integer k. Hence,
we must have 
2
2   , or   2.
We pass to some special choices of  we have encountered in the prequel. In light of Theorem
78, we choose  = x0, the positive zero of x
3   x2   2x  1.
Corollary 88. Let fakg!k=0; 0  !  1, be a sequence of positive numbers that is non-increasing and
satises, for each positive integer k and some   px0  1:4656, the inequalities ak  px0ak 1,
where x0  2:1479 is the positive zero of x3 x2 2x 1. If, for some positive integer r, the sequence
fa2k   x0ak rak+rg1k=0 is x0-log-concave, then the function f(x) =
P!
k=0 akx
k that generates the
sequence fakg!k=0 is Hurwitz stable, provided that
(i) r = 1 and   q1  3:2337, or
(ii) r = 2 and   q2  2:8255, or
(iii) r = 3 and   q3  2:6279, or
(iv) r = 4 and   q4  2:5169.
Proof. It suces to verify condition ii(a) of Theorem 87. The numbers qr; r = 1; 2; 3; 4, are the
positive roots of the numerator of the expression in ii(a) with  =
p
x0, and r = 1; 2; 3; 4, respectively,
obtained with the help of Mathematica.
Having established the
p
x0-log-concavity of the sequence fakg!k=0, an application of Theorem
78 allows us to conclude that any polynomial generating the sequence fakg!k=0 is Hurwitz stable.
By Corollary 80, functions generating the sequence fakg1k=0 are entire and thus our conclusion also
holds when ! =1.
In light of Theorem 83, we choose  = 3+
p
5
2 .
Corollary 89. Let fakg!k=0; 0  !  1, be a sequence of positive numbers that is non-increasing
and satises, for each positive integer k and some  > 3+
p
5
2 , the inequalities ak  3+
p
5
2 ak 1. If
for some positive integer r the sequence fa2k  7+3
p
5
2 ak rak+rg1k=0 is

7+3
p
5
2

-log-concave, then the
sequence fakg1k=0 is innitely log concave, provided
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(i) r = 1 and   t1  4:9615, or
(ii) r = 2 and   t2  4:0747, or
(iii) r = 3 and   t3  3:6258, or
(iv) r = 4 and   t4  3:3789.
Proof. It suces to verify condition ii(a) of Theorem 87. The numbers tr; r = 1; 2; 3; 4, are the pos-
itive roots of the numerator of the expression in ii(a) with  = 3+
p
5
2 , and r = 1; 2; 3; 4, respectively,
obtained with the help of Mathematica.
Despite the dicult calculations necessary to establish the hypotheses Corollaries 88 and 89, one
redeeming consequence is that these result will hold, mutatis mutandis, for values of  larger than
those specied in the hypotheses.
Next, we consider an example of a sequence of positive numbers satisfying ii(b).
Example 90. Let   1 and consider the sequence fakg1k=0, where a0 = 1; a1 = 1 , and for k  2
we have the recurrence relation ak+1 =
2a2k
2ak 1
. Then, the rst several terms are given by
(
1;
1

;
2
4
;
23
9
;
26
16
;
210
25
; : : : ;
2
k(k+1)
2
k2
; : : :
)1
k=0
: (4.32)
We will also assume that  = 2, so that ii(b) holds. To verify i(a), we shift the index, and obtain
2
k(k 1)
2
k2
 2
k(k+1)
2
(k+1)2
; (4.33)
which holds provided 2k+1  2k, or   3p2. Next, with the assumption that  = 2, we consider
i(b) and obtain
  2
k(k+1)
2
(k+1)2
 2
k(k 1)
2
k2
; (4.34)
which holds provided 2k  k. Thus, conditions (i) and ii(b) hold for 3p2    2 and (4.32). It
remains to check that the sequence fbk;1 := a2k   2ak 1ak+1g1k=0 satises the inequalities b2k;1  
2bk 1;1bk+1;1  0 for all positive integers k. A calculation shows that bk;1 =   2k(k 1)2k2 , whence
b2k;1   2bk 1;1bk+1;1 = (2   4) 4
k(k 1)
4k2+2
. This forces  = 2 and consequently (4.32) becomes

1;
1
2
;
1
23
;
1
26
;
1
210
;
1
215
; : : : ;
1
2
k(k 1)
2
; : : :
1
k=1
; (4.35)
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which is a 2-log-concave sequence.
4.1.4 A question of S. Fisk.
The next result is, in part, motivated by the following problem of S. Fisk. We recall that the Bell
polynomial of degree n is given by the generating function
exBn(x) =
1X
k=0
kn
k!
xk; (4.36)
and it is also known that Bn(x) =
Pn
k=0

n
k
	
xk, where

n
k
	
is the Stirling number of the second kind,
the number of ways a non-empty set of n elements can be partitioned into k non-empty subsets.
Problem 91 ([37, # 32, p. 732]). Let Bn(x) denote the Bell polynomial of degree n. Is it true that
for each positive integer n the polynomial Bn(x)Bn+2(x)  (Bn+1(x))2 is (weakly) Hurwitz stable?
Theorem 92. Let
P1
k=0 akx
k be a real entire function with positive coecients and denote by pn(x)
its partial sum
Pn
k=0 akx
k. Suppose that the sequence fakg1k=0 is A-log-concave and that the sequence
f akak+1 g1k=0 is non-decreasing. Then, for each positive integer n, coecient sequences generated by
the polynomials
p2n+1(x)  pn(x)pn+2(x) = xn
n+1X
k=0
(akan+1   ak 1an+2)xk = xn
n+1X
k=0
kx
k; (4.37)
satisfy 2k  Ak 1k+1  0, provided A  2.
Proof. A direct calculation yields,
2k+1  Ak 1k+2
a2n+2
=
(akan+1   ak 1an+2)2  A(ak 1an+1   ak 2an+2)(ak+1an+1   akan+2)
a2n+2
=

an+1
an+2
2
(a2k  Aak 1ak+1) +

an+1
an+2

(A  2)akak 1
+

an+1
an+2

Aak+1ak 2  Aakak 2 + a2k 1;
(4.38)
where the rst two terms are non-negative, because we have assumed the sequence fakg1k=0 to be
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A-log-concave with A  2. It remains to be shown that last term is non-negative, but

an+1
an+2

Aak+1ak 2  Aakak 2 + a2k 1  Aak 2

an+1
an+2

ak+1   ak

; (4.39)
and

an+1
an+2



ak
ak+1

follows from the assumption that the sequence f akak+1 g1k=0 is non-decreasing.
In light of Hutchinson's Theorem, we have the following corollary regarding the partial sums of
real entire functions that generate rapidly decreasing sequences.
Corollary 93. Let '(x) =
P1
k=0 akx
k be a real entire function with positive coecients and denote
by pn(x) its partial sum
Pn
k=0 akx
k. If '(x) generates a rapidly decreasing sequence, then p2n+1(x) 
pn(x)pn+2(x) 2 L -P+.
Example 94. The coecients of the Bell polynomials, the Stirling numbers of the second kind, are
not 2-log-concave. With the help of Mathematica, we see that the sequence
(
11
k
2
  2

11
k   1

11
k + 1
)10
k=1
(4.40)
contains negative terms.
In spite of the above example, we show in Proposition 111 that the Stirling numbers of the second
kind, like the binomial coecients, are in fact innitely log-concave.
4.1.5 Coecient inequalities and strip properties
Motivated by the following elementary observation and a classical problem, real and highly-concave
polynomials, all of whose zeros lie in a strip, are of primary interest in this section. Consider the
open strip S() := fz 2 C j j=zj < g and the class of real polynomials all of whose zeros are
contained in S(). We may regard a real polynomial all of whose zeros are non-real and lie in S(),
for some  > 0, as a product of irreducible quadratic polynomials qk(z). Let k = ak+ bki be a zero
of qk(z). Then, qk(z) = (z k)(z k) = z2   2akz+ a2k + b2k, and the lone Turan ratio of qk(z) is
k =
4a2k
a2k + b
2
k
 4a
2
k
a2k + 
2
: (4.41)
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In order for the zeros of qk(z) to lie in the strip S(), it is necessary, by Hutchinson's Theorem,
to impose on (4.41) the restriction 0 < 2 < 3a2k. Moreover, with the above lower bound on k, we
have
k(a
2
k + 
2)  4a2k () 2  (4  k)
a2k
k
> 0; (4.42)
and combining (4.41) and (4.42),
3a2k > 
2  (4  k)a
2
k
k
> 0 ()
p
3 >
s
4  k
k
> 0
() k > 1:
(4.43)
Problem 95. Let '(x) =
P!
k=0 akx
k; 2  !  1; be a real entire function and let
' = fk := a
2
k
ak 1ak+1
g! 1k=1 be the sequence of its Turan ratios. If '(x) =
PN
k=0 akx
k+
P!
k=N+1 akx
k,
where the zeros of the polynomial
PN
k=0 akx
k all lie in some open strip S(), then what conditions
on the sequence ' are necessary and/or sucient to guarantee that the zeros of '(x) all lie in S()?
We follow the method of D. Handelmann ([46]) and obtain partial results toward answering
the above question. We will need a rened notion of the Turan constant for sequences of positive
numbers (cf. Denition 74) and some classical results, beginning with a theorem of A. Hurwitz.
Denition 96. From a real entire function '(x) generating the sequence fakg!k=0; 1  !  1, all
of whose terms are positive, we obtain the associated sequence of ratios
n
k :=
a2k
ak 1ak+1
o! 1
k=1
. Let
';G be the inmum over all such sequences for which the associated family of real entire functions
has all its zeros in an open connected subset G of C.
Theorem 97 ((A. Hurwitz) [16, p. 152]). Let ffkg1k=0 be a sequence of functions analytic in an
open connected subset G of C that converges, on compact subsets of G, to a non-constant function f .
If f(z0) = 0 for some z0 2 G, then for all  > 0 there exists and integer N , suciently large, such
that for all n  N the functions f and fn have the same number of zeros, counting multiplicities, in
an open disk of radius  centered at z0.
In conjunction with Hurwitz's Theorem, the next results state that the zeros of an analytic
function vary continuously with its coecients.
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Lemma 98 ([79, p. 20]). Let f(z) =
Pn
k=0 anzk 2 C[z] and let ffjg1j=0 be a sequence of polynomials,
such that fj(z) =
Pn
k=0 ak;jz
k for each j, and limj!1 ak;j = ak, for each k. Then, ffjg1j=0
converges uniformly, on compact subsets of C, to f .
Proof. Let G be a compact subset of C and let  > 0. Since limk!1 ak;j = ak for each k, there exists
a positive integerNk such that for all j  Nk, jak ak;j j < (n+1)Mn , whereMn = maxf1; supz2G jzjg.
Thus, for j  maxkfNkg and z 2 G, we have
jf(z)  fj(z)j =

nX
k=0
(ak   ak;j)zk


nX
k=0
jak   ak;j j jzjk
<
nX
k=0

(n+ 1)Mn
Mn
= :
(4.44)
Lemma 99. Let G  C be a non-empty, open connected set and let PN denote the collection of all
real polynomials of degree at most N . If none of the elements of PN have zeros on the boundary of
G, then the function u : PN ! N, that counts the number of zeros of p 2 PN in G, is continuous.
Proof. Let p(z) =
Pm
k=0 akz
k;m  N , and ~p(z) = Pnk=0 bkzk; n  N , be two polynomials in PN .
Let  > 0, and for each k suppose that jak   bkj   = (N+1)maxfm;ng . Then,
jp(z)  ~p(z)j =
maxfm;ngX
k=0
jak   bkj

maxfm;ngX
k=0

(N + 1)maxfm;ng
=

(N + 1)
< :
(4.45)
Now, let p(z) by approximated by the sequence fpj(z)g1j=0, where pj(z) =
Pm
k=0 ak;jz
k, and ak =
limj!1 ak;j , for each k. By Lemma 98, fpj(z)g1j=0 approximates p(z) locally uniformly. Let z0 2 G
be a zero of p(z) and let D(z0; ) be an open disk of radius  centered at z0. Then, there exists an
integer N suciently large such that for all j  N , (4.45) holds for p(z) and pj(z) on D(z0; ). Let
~p(z) = pj(z), for some j  N . By Hurwitz's Theorem, both p(z) and ~p(z) have the same number of
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zeros, counting multiplicities, in D(z0; ). Thus, u(p(z)) = u(~p(z)) on D(z0; ), and whence by the
Uniqueness Theorem (see for example [68, x82]), on G.
The next result may be regarded as a supplement to Lemma 98.
Lemma 100. Let U  PN and G  C be non-empty, open and connected sets. Suppose that the
elements of U are all of the same degree and none of them have a zero on the boundary of G. If
there exists an element p 2 U all of whose zeros lie in G, then all zeros of all elements of U lie in
G.
Proof. Fix a positive integer N and let U  PN be an open connected set. Let u : U ! N be the
function that given an element p 2 U counts the number of zeros of p in G. By Lemma 99, the
function u is continuous, and whence
U =
N[
n=0
u 1(n); (4.46)
where, by the continuity of u, each u 1(n)  U is open. By hypothesis, there exists a p 2 U , say of
degree n0  N , with all its zeros contained in G, whence U is non-empty, and because U is assumed
to be connected we must have U = u 1(n0).
Next, we construct a specic class of real polynomials all of whose Turan ratios (cf. Denition
96) are the same.
Proposition 101. Let N  2 be a positive integer and let n 2 R r f0g. There exists a real monic
polynomial pn;N of degree N all of whose Turan ratios are equal to
1
n2 .
Proof. We construct the desired polynomials by setting pn;N (x) =
PN
k=0
zk
nak;N
. For each positive
integer N  2, the sequence fak;NgNk=0 is dened to be the (N + 1)th row of the triangle obtained
from the upper left corner of the innite matrix (ai;j), where ai;j = ij,
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0BBBBBBBBBBBBBBBBB@
0 0 0 0 0 0   
0 1 2 3 4 5   
0 2 4 6 8 10   
0 3 6 9 12 15   
0 4 8 12 16 20   
0 5 10 15 20 25   
...
...
...
...
...
...
. . .
1CCCCCCCCCCCCCCCCCA
: (4.47)
Then, the sequence of Turan ratios is given by
(
nak 1;Nnak+1;N
(nak;N )
2
)N 1
k=1
=

nak 1;N+ak+1;N 2ak;N
	N 1
k=1
: (4.48)
Observe that ak;N = k(N k); k = 0; 1; : : : ; N , and whence ak;N+1 = k+ak;N ; N  2. Initially, when
N = 2, we have fak 1;2+ak+1;2 2ak;2g1k=1 = f 2g. We assume that ak 1;N+ak+1;N 2ak;N =  2,
for a xed N  2 and each k = 1; : : : ; N   1. Induction on N , yields
ak 1;N+1 + ak+1;N+1   2ak;N+1 = ak 1;N + (k   1) + ak+1;N + (k + 1)  2(ak;N + k)
= ak 1;N + ak+1;N   2ak;N
=  2:
(4.49)
Next, under the same induction hypothesis, we induct on k. For N  2, and a xed k = 1; 2; : : : ; N 
1, we observe that ak+1;N = ak;N +N   2k   1. Then, for k = 0; 1; : : : ; N   2, we have
ak;N + ak+2;N   2ak+1;N = ak 1;N + (N   2k + 1) + ak+1;N +N   2k   3  2(ak;N +N   2k   1)
= ak 1;N + ak+1;N   2ak;N
=  2:
(4.50)
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Lemma 102. Let gk be a real highly-concave polynomial of degree k  2, all of whose Turan ratios
are equal, and let pn;N k be a real polynomial of degree N   deg gk  2, chosen as in Proposition
101, so that all of its Turan ratios are equal to 1n2 , for some n 2 Rr f0g. Then, the Turan constant
of the polynomial pn;N kgk, as n!1, is at least as large as the Turan constant of gk.
Proof. Let gk(x) =
Pk
j=0 ajx
j ; k  2, and let pn;N k(x) =
PN k
k=0 bkx
k; N  4. The product
pn;N kgk(x) is a polynomial of degree N  2 whose coecients are given by the Cauchy productPN
r=0
P
j+k=r ajbk jx
r, and its mth Turan ratio, m = 1; 2; : : : ; N   1, is given by
(a0bm +   + amb0)2
(a0bm 1 +   + b0am 1)(a0bm+1 +   + am+1b0) ; (4.51)
where a0 = 1, and for s = 1; 2; : : : ;m; as =
1
np ; p  1. Thus, as n ! 1, the expression (4.51) is at
least as large as
b2m
bm 1bm+1
, the mth Turan ratio of gk, and whence the same is true for the smallest
such ratios.
Lemma 103. For real highly log-concave polynomials p of degree at least 5 and 0 <  < 1,
p;S()  max

1;
p
2; 4(1  2); 3 3
p
1  2; 3
q
 1 + 22 +
p
1  2

: (4.52)
Proof. Let 0 <  < 1, and consider the real polynomials
g2(x) = x
2   2p1  2x+ 1 = (x p1  2   i)(x p1  2 + i) ,
g3(x) = g2(x)(x 
p
1  2) = x3   x23p1  2 + x(3  22) p1  2,
g4(x) = g2(x)(x
2 +
p
1  2x+ 1) = x4   x3p1  2 + x222   zp1  2 + 1 ,
g5(x) = g2(x)(x
3 +
p
1  2x2 +p1  2x+ 1)
= x5   x4p1  2 + (x3 + x2)( 1 + 22 +p1  2)  xp1  2 + 1 ,
(4.53)
which were chosen so each have the same Turan ratios. The lone Turan ratio of g2(x) is 2 = 4(1 2).
The sequence of Turan ratios of g3(x) is

(3  22)2
3(1  2) ;
9(1  2)
3  22

: (4.54)
Setting the expressions in (4.54) equal to one another yields the lone Turan constant 3 = 3
3
p
1  2.
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The sequence of Turan ratios of g4(x) is

1  2
22
;
44
1  2 ;
1  2
22

: (4.55)
Setting the expressions in (4.55) equal to one another yields the lone Turan ratio 4 =
p
2. The
sequence of Turan ratios of g4(x) is(
1  2
 1 + 22 +p1  2 ; 
 1 + 22 +p1  2p
1  2 ; 
 1 + 22 +p1  2p
1  2 ;
1  2
 1 + 22 +p1  2
)
;
and setting these expressions equal to one another yields the lone Turan ratio 5 =
3
p
 1 + 22 +p1  2.
Next, we show that the Turan ratios we have constructed above are indeed the lower bounds on
the Turan ratios of real and highly-concave polynomials, all of whose zeros lie in S(), of degree at
least 5. To this end, let N k; k = 2; 3; 4; 5, be a xed positive integer greater than or equal to 5. By
Lemma 102, as n!1, the minimal Turan constant of any polynomial fN (x) = gk(x)  pn;N k(x),
where for some n 2 Rr f0g the Turan ratios of pn;N k(x) are all equal to 1n2 , is at least as large as
the Turan constant of gk(x). Thus, if the zeros of any such fN (x) all lie in S(), we have the bound
fN ;S() given in (4.52).
Corollary 104. Let U be an open connected set of polynomials and let S(); 0 <  < 1, be the open
strip fz 2 C j j=zj < g. If U contains one of the polynomials listed in (4.53), then all zeros of all
elements of U lie in S().
Proof. We observe that each of the polynomials in Lemma 103 have zeros
p
1  2  i, where
0 <  < 1, and no zeros outside of S(); 0 <   1. Indeed, the non-real zeros of x2 +p1  2x+1
and x3 + (x2 + x)
p
1  2 + 1, are given by
 p1  2 p 3  2
2
;
1 p1  2 
q
 4 +   1 +p1  2 2
2
; (4.56)
respectively, and, for 0 <  < 1, lie in S(). Hence, by Lemma 100, all elements of U have all their
zeros in S().
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Corollary 105. Let '(x) =
PN
k=0 akx
k+
P!
k=N+1 akx
k; 2  !  1, be a real entire function. Sup-
pose that '(x) generates a highly-concave sequence of positive coecients whose associated sequence
of Turan ratios is constant. If the zeros of '(x) and some partial sum
PN
k=0 akx
k; 2  N  5, all
lie in the open strip S(); 0 <  < 1, then ';S() is constrained by (4.52).
4.1.6 Iterating
In Section 3.2.2 we have encountered the Toeplitz-type non-linear operators and their iterations. We
investigate here the stability preserving properties of these operators and their iterates.
Proposition 106. Let fakg1k=0 be a highly log-concave sequence of positive numbers, such that
for some  > 1 and k = 3; 4; 5; : : :, the inequalities a2k  4ak 2ak+2 hold. Then the sequence
f a2kak 1ak+1 g1k=1 is log-concave.
Proof. Let fakg1k=0 be a sequence of positive numbers and suppose that a2k  ak 1ak+1, for some
 > 1 and all positive integers k. Then,
a2k 1
ak 2ak
 a
2
k+1
akak+2
 2; (4.57)
and whence, we need to show that, for each positive integer k, we have the inequalities
a4k
a2k 1a
2
k+1
  a
2
k 1
ak 2ak
 a
2
k+1
akak+2
 2   a
2
k 1
ak 2ak
 a
2
k+1
akak+2
 0 : (4.58)
Next, for each positive integer k, from the hypothesis that fakg1k=0 is highly log-concave, we obtain
the inequalities
a4k  2a2k 1a2k+1
 2(ak 2ak)(akak+2)
= 4a2kak 2ak+2;
(4.59)
but by hypothesis this implies that a2k = 
4ak 2ak 2. Now, we estimate the right member of (4.58),
2   a
2
k 1
ak 2ak
 a
2
k+1
akak+2
= 2   
4a2k 1a
2
k+1
a4k
 2   2:
(4.60)
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Thus, from (4.58) we conclude that, for each positive integer k,
a4k
a2k 1a
2
k+1
  a
2
k 1
ak 2ak
 a
2
k+1
akak+2
 0 : (4.61)
Remark 107. We note that the hypothesis in the above proposition may be weakened to  = 1.
Lemma 108. Let fakg1k=0 be a sequence of positive numbers such that a
2
k
ak 1ak+1
 1 for all positive
integers k. Then the sequence f1   1ak g1k=0 is
p
x0-log-concave provided that ak  y0  0:221377,
the positive zero of x2(1 px0)  2x+ 1 px0, where x0 is the positive zero of x3   x2   2x  1.
Proof. A direct calculation for k = 1; 2; 3; : : :, yields

1  1ak
2

1  1ak 1

1  1ak+1
 = a2k   2ak + 1
a2k
ak 1ak+1
 (1  ak 1   ak+1 + ak 1ak+1)
 a
2
k   2ak + 1
a2k
ak 1ak+1
 (1 + ak 1ak+1)
 a
2
k   2ak + 1
a2k + 1
:
(4.62)
Now,
a2k 2ak+1
1+a2k
 px0 provided a2k(1  
p
x0)   2ak + 1   px0  0 for all positive integers k. The
real roots of this quadratic polynomial in the indeterminate ak lie at about ak = 0:221377 and
ak =  4:51718.
Lemma 109. Let '(x) be a (Hurwitz ) stable real polynomial that generates a sequence of Turan
ratios bounded by the positive root of x2(1  px0)   2x + 1  px0, where x0 is the positive root of
x3   x2   2x  1, and whose sequence of Turan ratios is bounded by 1. Then the Hadamard product
of T 3['(x)] and 1(z2 + 1)['(x)] is (Hurwitz ) stable.
Proof. Let '(x) =
P!
k=0 akx
k; 0  ! < 1, be a real stable polynomial. Suppose that fk :=
a2k
ak 1ak+1
g1k=1 is a sequence bounded by r0, the positive root of x2(1 
p
x0)  2x+ 1 px0, where
x0 is the positive root of x
3   x2   2x   1, and that the associated sequence of Turan constants
f 2kk 1k+1 g1k=2 is bounded by 1. By Lemma 108, the sequence f1   1k g
! 1
k=1 is
p
x0 log-concave,
and whence by Theorem 78, the function
P! 1
k=0

1  1k

xk is stable. Now, because ' is stable, so
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is 1(z2 + 1)[1(z2 + 1)['(x)]] and, too, the Hadamard product (cf. x1.6.2),
!X
k=0
akx
k ?
!X
k=0
T 2k [T
2
k [ak]]x
k ?
!X
k=0

1  1
k

xk =
!X
k=0
ak  akT 3k [ak] 
a2k   ak 1ak+1
a2k
xk
=
!X
k=0
T 3k [ak]  1k(z2 + 1)[ak]xk
= T 3['(x)] ? 1(z2 + 1)['(x)]:
(4.63)
4.1.7 Innite log-concavity
It is now time to consider the concavity properties of the sequence fa2k   ak 1ak+1g1k=0, which
may be viewed as the rst iterate of the sequence fakg1k=0 under the non-linear operator ak 7!
a2k ak 1ak+1. The study of log-concavity under various non-linear operators and iterations requires
its own terminology.
Denition 110. A sequence of positive numbers whose nth-iterate under a non-linear operator
ak 7! a2k ak 1ak+1 is (highly) log-concave will be called a n-fold (highly) log-concave sequence.
Branden's Theorem (Theorem 35) provides a class of examples of innitely log-concave sequences,
the principal example of which are the binomial coecients. Indeed, the non-linear operator 1(z2+
1) takes elements L -P+ back into L -P+, so in particular the coecients of (x + 1)n, for each
positive integer n, are log-concave after each application of 1(z2+1). We give here another example
of innite log-concavity, which appears to be new.
Proposition 111. The Stirling numbers of the rst and second kind are innitely log-concave.
Proof. Let Bn(x) be the polynomial of degree n generated by e
xBn(x) =
P1
k=0
kn
k! x
k. The poly-
nomials Bn(x) are known as the Bell polynomials and their coecients are given by the Stirling
numbers of the second kind

n
k
	
, which represent the number of ways a set of n elements can be
partitioned into k; 0  k  n, non-empty subsets (see [8] for an excellent review of the results used
here). It is known that the zeros of the Bell polynomials are all real, simple, and non-positive, and
form Branden's Theorem and the fact that for each positive integer n,
Bn(x) =
nX
k=0

n
k

xk; (4.64)
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it follows that for each positive integer n, the sequence

n
k
		n
k=0
is innitely log-concave.
Similarly, the (unsigned) Stirling numbers of the rst kind, denoted

n
k

, are innitely log-concave.
These are the coecients of the polynomials
(x)n = x(x+ 1)(x+ 2)    (x+ n  1) =
nX
k=0

n
k

xk: (4.65)
G. Boros and V. Moll ([7]), who have studied the polynomials Pm(a); a >  1, given by
Pm(a) =
2m+
3
2 (a+ 1)m+
1
2

Z 1
0
dx
(x4 + 2ax2 + 1)m+1
; (4.66)
and their coecients dk(m), where
dk(m) =
1
4m
mX
j=k
2j

2m  2j
m  j

m+ j
m

j
k

=
1
4m
m kX
j=0
2j k

2m  2k   2j
m  k   j

m+ k + j
j + k

j + k
k

;
(4.67)
conjectured that the sequence fdk(m)gmk=0 is innitely log-concave for all positive integers m. P.
Branden conjectured in [9] that
Pm
k=0
dk(m)
k! x
k 2 L -P+, for each positive integer m, and thatPm
k=0
dk(m)
(k+2)!x
k 2 L -P+, which would imply, by [21, Theorem 5.5], the 2-fold and 3-fold log-
concavity of fdk(m)g1k=0. Now, it is known that fdk(m)g1k=0 is log-concave and 2-fold log-concave
(see [15], [60]), although not by means of P. Branden's conjecture. Nevertheless, the Boros-Moll
conjecture, which states that , remains unresolved.
A formula relating the Stirling numbers of the rst and second kinds (see [1, x21.1.4]) bears some
resemblance to the Boros-Moll sequences (4.67),

m
k

=
m kX
j=0
( 1)m k+j

m  1  j
m  k + j

2m  k
m  k   j

m  k + j
j

; (4.68)
and if there is more than just a supercial connection here, then it will be the combinatorial, rather
than the analytical approach that will reveal it.
Recently, D. Karp ([57]) showed that if ffkgnk=0 is a log-concave sequence of real numbers, then
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the coecients of the polynomial,
nX
k=0
fkfn k

n
k

[(x)k(x)n k   (x+ 1)k(x  1)n k] ; (4.69)
are all positive for each positive integer n and conjectured that for n  3 the zeros of the above
polynomials are in fact all real and negative, provided ffkgnk=0 is a totally positive sequence. We
eagerly await the resolution of this conjecture, because of the representation of the coecients of
(4.69) in terms of the Stirling numbers.
Computer experiments suggest that the zeros of the polynomials
Pn 2
`=0 Pj;m;nx
`, where Pj;m;n
is given by
bn2 cX
k=1

2n
k
 mX
j=0

k   1
j

(n(n  1)  2k(n  k))

n  k   1
m  j + 1

  (n(n  1)  4k(n  k))

n  k   j
m  j

;
(4.70)
all are real and negative for each choice of integers 0  m  n   2. The numbers Pj;m;n appear in
the coecient-wise-transformation representation of
nX
k=0
fkfn k

2n
k

[(x)k(x)n k   (x+ 1)k(x  1)n k] ; (4.71)
which is given by
ffkgnk=0 7!
8<:
bn2 c 1X
j=1
fjfn jPj;m;n
9=;
n 2
m=0
: (4.72)
The conjecture of D. Karp is known to fail if ffkgnk=0 is not totally positive, but if we consider the
polynomials in (4.70) and ignore the coecients of the terms f0fn and f1fn 1 as in (4.72), then the
numerical experiments mentioned above suggest that their zeros are all real an negative provided
only that ffkgnk=0 is log-concave.
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4.2 Zeros of sums of hypergeometric polynomials
We recall that in 1946 P. Turan obtained the following inequality for Legendre polynomials (see for
example [82]),
(2F1( ; 1 + ; 1;x))2  2F1(   ; 1 + + ; 1;x)2F1( + ; 1 +   ; 1;x); (4.73)
where x 2 (0; 1);  = 1; 2; 3; : : :, and  = 1. D. Karp conjectured that (4.73) holds for all  > 0
and 0 <  < 1 ([56]). The bounds on the elements of the sequence that generates non-linear
operators 1(z2+1) can be used to study the distribution of zeros of certain sums of hypergeometric
polynomials.
Proposition 112. Let 0; 2 2 C. Then, for any positive integer n,
bn2 cX
k=0

n
2k

Ck(k(0   2) + 0)zk = z
2
(0   2)n(n  1) 2F1

3
2
  n
2
; 1  n
2
; 3; 4z

+ 0 2F1

1
2
  n
2
; n
2
; 2; 4z

;
(4.74)
where Ck =
1
1+k
 
2k
k

; k = 0; 1; 2; : : :, are the Catalan numbers.
Proof. Fix complex numbers 0; 2, and a positive integer n.
bn2 cX
k=0

n
2k

Ck(k(0   2) + 0)zk = (0   2)
bn2 cX
k=0
k

n
2k

Ckz
k + 0
bn2 cX
k=0

n
2k

Ckz
k ; (4.75)
and applying Lemma 44, yields
0
bn2 cX
k=0

n
2k

Ckz
k = 0 2F1

1
2
  n
2
; n
2
; 2; 4z

: (4.76)
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Then, using (2.13)
bn2 cX
k=0
k

n
2k

Ckz
k =
bn2 cX
k=0

n
2k

2k
k

k
k + 1
zk
=
bn2 cX
k= 1

n
2k + 2

2k + 2
k + 1

k + 1
k + 2
zk+1
= z
bn2 cX
k=0
n!
k!(n  2k)! 
(n  2k)(n  2k   1)
(k + 1)!(k + 2)
zk
= z
1X
k=0
( n)2k
k!(2)k
 (n  2k)(n  2k   1)
(k + 2)
zk
= z
1X
k=0
 
1 n
2

k
  n2 k 22k
k!(2)k
 (n  2k)(n  2k   1)
(k + 2)
zk
= z
1X
k=0
 
3 n
2

k
 
1  n2

k
k!(3)k
n(n  1)
2
(4z)k
=
z
2
n(n  1) 2F1

3
2
  n
2
; 1  n
2
; 3; 4z

:
(4.77)
4.3 Open problems, conjectures, and further research
This section is dedicated to questions, at which we wonder excessively, and problems which we attack
without mercy or provocation, yet which remain unresolved.
The examples of non-linear coecient-wise stability and hyperbolicity preservers we have con-
sidered in the prequel by no means constitute a complete understanding of such objects.
Problem 113. Characterize the non-linear coecient-wise transformations that map real polyno-
mials with only real zeros into polynomials of the same type.
In Section 4.1.3 we considered the action of the non-linear operator Sr : ak 7! a2k ak rak+r and
exhibited in Example 85 a function not belonging to L -P+ that is mapped by Sr into L -P+. We
are interested in the rigidity of the Laguerre-Polya class.
Problem 114. Let  be a non-linear operator acting on the coecients of a real entire function
and suppose that  preserves a subclass of (or all of ) L -P+. Classify the real entire functions
f(x) 62 L -P for which [f(x)] 2 L -P+.
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As a broad generalization of Theorem 42 and Problem 65, we make the following conjecture.
Conjecture 115. Let g(z) be the generating polynomial of the system of inequalities (1.7) that
characterize L -P. The class of non-linear operators pk(g) preserves L -P
+.
The following Theorem used to be known as the Hawaii Conjecture.
Theorem 116 ([87]). Let ' 2 L -P and suppose that ' has 2m non-real zeros. Then

'0
'
0
has
at most 2m real zeros.
For hyperbolic polynomials p, the expression pp00  n 1n (p0)2 may be regarded as a sharpened form
of the Turan expression and is related to the Newton inequalities that follows from the ultra log-
concavity of the associated sequence of coecients. The B. Shapiro conjectured that the following
sharpened version of the Theorem 116 holds.
Conjecture 117 (B. Shapiro). Let p 2 R[x] be a polynomial of degree n with 2m non-real zeros.
Then,
pp00   n 1n (p0)2
p2
; (4.78)
has at most 2m real zeros.
If the Shapiro Conjecture is true, it does not imply Theorem 116. Note also that according
to Corollary 55, the non-linear operator ak 7! n 1n a2k + ak 1ak+1, obtained from the numerator of
(4.78) evaluated at x = 0, is a hyperbolicity preserver.
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