We characterized the population of galaxy clusters detected with the SunyaevZeldovich (SZ) effect with Planck by measuring the cool core state of the objects in a well-defined subsample of the Planck SZ catalogue. We used as indicator the concentration parameter (Santos et al. 2008) . The fraction of cool core clusters is 29 ± 4 per cent and does not show significant indications of evolution in the redshift range covered by our sample. We compare the distribution of the concentration parameter in the Planck sample with the one of the X-ray selected sample MACS(Mann & Ebeling 2012): the distributions are significantly different and the cool core fraction in MACS is much higher (59 ± 5 per cent) than in Planck. Since X-ray selected samples are known to be biased towards cool cores due to the presence of their prominent surface brightness peak, we simulated the impact of the "cool core bias" following Eckert et al. (2011) . We found that this bias plays a large role in the difference between the fractions of cool cores in the two samples. We examined other selection effects that could in principle affect SZ-surveys against cool cores but we found that their impact is not sufficient to explain the difference between Planck and MACS. The population of X-ray underluminous objects, which are found in SZ-surveys but missing in X-ray samples (Planck Collaboration XXVII 2016), could possibly contribute to the difference, as we found most of them to be non cool cores, but this hypothesis deserves further investigation.
INTRODUCTION
It is often difficult to derive the statistical properties of a population of celestial sources from an observed sample which is a particular realization of the underlying population. Indeed, one has to be sure that the sample under analysis is representative and unbiased with respect to selection effects, i.e. that the method that was used to detect objects, and eventually to further select them, does not influence the properties that we want to analyze. Galaxy clusters are no exception to this rule. Ever since the beginning of X-ray astronomy, X-ray observations have provided an efficient way to detect and characterize clusters. Many clusters catalogues (i.e. REFLEX, Böhringer et al. 2004 , NORAS Böhringer et al. REXCESS Böhringer et al. 2007 , MACS Ebeling et al. 2001 ) have been built basing on the ROSAT All Sky Survey (RASS), which was excellent in terms of sky coverage but limited in depth. X-ray surveys aimed at detecting extended sources, such as galaxy clusters, may become "surface brightness limited" rather than "flux limited" at faint fluxes (Rosati et al. 2002; Pierre et al. 2016) . Indeed, realistic X-ray surveys can detect extended objects up to a "detection radius" where they exceed the background level. It is thus easier to detect a cluster with a prominent surface brightness peak than an object with a shallower profile, even if they have the same flux when integrated to a physically relevant radius (i.e. R 500 ), typically larger than the detection radius. This selection bias which affects X-ray surveys of galaxy clusters is also known as "cool core bias" (Eckert et al. 2011) and it was early recognized in the first Einstein surveys of galaxy clusters (Pesce et al. 1990 and references therein). "Cool core" (CC hereafter) clusters are observationally characterized by a prominent central surface brightness peak associated to a temperature decrease in the inner regions and are usually considered as relaxed objects. Eckert et al. (2011) have shown that their number is overestimated in X-ray selected clusters samples (HIFLUGCS) because of their prominent surface brightness peak. A further bias is due to the higher luminosity of CC clusters with respect to NCC at a given mass, which makes the detection rate of CC higher than fainter NCC objects, in a flux limited sample suffering from the Malmquist bias (Hudson et al. 2010) . Thus the ratio between CC and NCC objects, which depends strongly on CC formation scenarios and on the models of cluster evolution, is likely over-estimated in X-ray selected samples. Over the last decade, an alternative method to search for galaxy clusters has received growing attention: the SunyaevZeldovich effect (SZ hereafter Sunyaev & Zeldovich 1970; Sunyaev & Zeldovich 1972) , with the publications of the first large catalogues of galaxy clusters from different experiments, containing from one hundred to more than one thousand objects (Hasselfield et al. 2013; Bleem et al. 2015; Planck Collaboration XXIX 2014; Planck Collaboration XXVII 2016) . The SZ surface brightness does not depend on the redshift of the source, allowing us in principle to detect all the clusters in the universe above a given signal, regardless of their distance, and to build virtually mass limited samples of galaxy clusters. Actually the finite spatial resolution of real instruments limits the detection of the most distant objects (especially for Planck whose lowest energy channel used for SZ measurement has a beam size of 10 arcmin) but the distribution of clusters in the mass-redshift plane is definitely flatter for SZ-selected samples than for X-ray samples. Indeed, SZ surveys have detected more than 450 clusters at z > 0.5, significantly increasing the number of known objects in this redshift range, which was limited to a few tens of clusters in X-ray catalogues before them (75 in MCXC, Piffaretti et al. 2011) . Simulations have shown that SZ quantities do not strongly depend on the dynamical state of the clusters (Motl et al. 2005) , showing only a modest effect of less than 10% due to mergers (Krause et al. 2012; Battaglia et al. 2012) . This is supported observationally by the small scatter in the scaling relation between the SZ total signal Y and the mass (e.g. Planck Collaboration XX 2014 and references therein). Moreover, Planck Collaboration XXVII (2016) showed with MonteCarlo simulations that the morphology of the source, which is in general more irregular and disturbed for interacting systems, has negligible impact in the detection procedure in the Planck survey. In principle, CC bias may play a role also in SZ surveys: CC clusters feature a prominent peak in the pressure profiles (Planck Collaboration. V, 2013) , which results in an increase in the central value of the Comptonization parameter y ∝ Pdl (Pipino & Pierpaoli 2010) . However, simulations have shown this effect to be small, especially for Planck whose beam size is larger than the typical cluster size and is more sensitive to the total SZ signal rather than to its central value (Pipino & Pierpaoli 2010; Lin et al. 2015) . In a recent paper (Rossetti et al. 2016 , Paper I hereafter), we showed that the dynamical state of Planck SZ-selected clusters is significantly different than in X-ray surveys. We measured an indicator of dynamical activity (D X.BCG , the projected offset between the position of the X-ray peak and the one of the brightest cluster galaxy) for a representative subsample of Planck clusters (Planck Collaboration XX 2014) and we compared its distribution to the one of the same indicator in several X-ray selected samples available in the literature. The distributions are significantly different and the fraction of dynamically relaxed objects is smaller in the Planck sample than in X-ray selected samples, confirming the early impression that many Planck -selected objects are dynamically disturbed systems (Planck Collaboration, IX, 2011) . In Paper I, we suggested that the origin of this discrepancy may be due to the CC-bias affecting X-ray surveys, since dynamically relaxed objects usually host cool cores. However, we could not verify this hypothesis as D X,BCG is not a direct indicator of the presence of a peaked surface brightness profile, although it shows correlations with several cool core indicators (Sanderson et al. 2009 ). To test this hypothesis one would need to measure the presence and strength of the surface brightness peak in large SZ and X-ray samples and compare them. A first result in this direction has been presented by Semler et al. (2012) , who measured the concentration parameter (Santos et al. 2008 ), a CC indicator directly related to the strength of the surface brightness peak, for a small sample of clusters detected by SPT (13 objects). They compare the distribution of this indicator in their sample with the one in the X-ray selected 400d sample (Burenin et al. 2007) and found them to be consistent, but given their small number of objects they could constrain only the fraction of CCs between 7 and 59 %. More recently, McDonald et al. (2013) measured the concentration parameter, as well as other CC indicators, for a larger SPT sample but do not directly make a comparison with X-ray samples. Although it was not the main objective of their paper, Mantz et al. (2015) provided a first significant result, finding that the fraction of objects with a peaked surface brightness profile is significantly higher in X-ray selected samples than in SZ samples, using SPT and a small (30 objects) subset of the early Planck catalogue (Planck Collaboration, VIII. 2011). Conversely, the recent comparison by Nurgaliev et al. (2016) between the SPT SZ sample and the X-ray selected 400d catalogue (Burenin et al. 2007) does not address directly the role of CC-bias as it is based on morphological indicators which measure the deviation from symmetry of the cluster images and thus compare the dynamical state, as we have also done in Paper I. The aim of the present paper is to directly address the origin of the discrepancy in the dynamical state that we found in Paper I and to test the hypothesis that it is due to the CC-bias. We use as CC indicator the concentration parameter (Santos et al. 2008) , since it directly measures the strength of the SB peak. We measure it for a large sample of SZ-selected clusters drawn from the Planck catalogue and consistently for the X-ray selected MACS sample (Mann & Ebeling 2012) . The outline of the paper is as follows. In Sec. 2 we present our samples while in Sec. 3 we describe the reduction and analysis of Chandra and XMM-Newton data, that we applied to both samples. We present our results and compare the distributions in Sec. 4, comparing it also with previous results and other samples available in the literature. In Sec. 5 we discuss the role of CC-bias, trying to reproduce our results with simulations. Finally, we discuss other possibilities in Sec. 6. In this paper, we assume a Λ-CDM cosmology with H 0 = 70 km s −1 Mpc −1 , Ω m = 0.3 and Ω Λ = 0.7.
THE SAMPLES

Planck cluster sample
The starting point of our SZ-selected sample is the Planck cosmology sample (PSZ1-cosmo), which has been used for the cosmological analysis with cluster number counts described in Planck Collaboration XX (2014). It is a highpurity subsample built from the first release of the Planck catalogue of SZ sources (Planck Collaboration XXIX 2014) , containing all the detection with highest signal-to-noise ratio (S /N > 7) after the application of a mask, that excludes the galactic plane and point sources and leaves 65% of the sky for the survey. It contains 189 clusters: all of them have been confirmed at other wavelengths and redshifts have been associated to each cluster. The properties of the sample and its completeness are described in detail in Planck Collaboration XX (2014). The PSZ1-cosmo sample has been almost completely followed-up in X-rays with either Chandra or XMMNewton and is thus the ideal starting point to measure the concentration parameter (Sec. 3.3) of Planck -selected objects. The larger and more recent second release of the Planck SZ catalogue (PSZ2, Planck Collaboration XXVII 2016) has not benefited yet of a similar follow-up campaign and the analysis of this sample would thus be strongly incomplete. We used Chandra data as a reference because better suited for the measurement of concentration parameters given the excellent spatial resolution. We measured concentration parameters for 154 objects with Chandra at z > 0.07, using this redshift as a lower limit to accomodate 400 kpc within the Chandra ACIS-I field of view. For 10 objects at z > 0.07 we measured concentration parameters with the XMM-Newton data, as Chandra data were not available in the archive. For 5 objects in the redshift range 0.03 − 0.07 we used XMMNewton data, exploiting its larger field of view to cover the cluster region used in the definition of the concentration parameter (Sec. 3.3). The remaining objects for which observations are potentially available but not used here are: 8 clusters with Chandra data planned or still proprietary as of July 2016, 4 clusters with XMM-Newton data at z < 0.03 (not completely covered even with XMM-Newton) and 4 clusters at z > 0.35, for which the core region used in our indicator is not resolved with XMM-Newton ( Sec. 3.3). Our final sample is thus composed of 169 clusters in the redshift range 0.04−0.87 with a median z = 0.18 and in the mass range (2 − 12) × 10 14 M (median M 500 = 6.2 × 10 14 M ).
MACS sample
In Paper I, we compared the distribution of our dynamical indicator in the Planck sample with the one of three X-ray selected samples (HIFLUGCS, REXCESS and MACS). We showed that MACS is the most suited for the comparison with Planck among those samples, since its redshift and mass distributions are more similar to the ones of the PSZ1-cosmo sample. Actually, the sample that we used in Paper I is not the original MACS sample (whose selection criteria are described in Ebeling et al. 2001 ) but its extended version described in Mann & Ebeling 2012 (ME-MACS hereafter) . Both MACS and ME-MACS are drawn from the RASS Bright Source Catalogue (Voges et al. 1999) , with a flux limit f RAS S [0.1 − 2.4 keV] > 1 × 10 −12 erg cm −2 s −1 . The main difference is that MACS is limited by definition to the most distant systems (z > 0.3), while ME-MACS extends to lower redshifts (z > 0.15) and has an additional luminosity cut L RAS S [0.1 − 2.4 keV] > 5 × 10 44 erg s −1 . The ME-MACS sample is a well-defined purely X-ray selected sample, based on a flux limited survey, and it is thus well suited for a comparison between the X-ray and SZ selection. Moreover, its redshift distribution is more similar to the redshift distribution of the Planck sample with respect to the original MACS and we thus decided to use it in our analysis. Finally, 104 out of the 129 clusters meeting the ME-MACS selection (listed in Mann & Ebeling 2012) have public Chandra observations that we used to measure the concentration parameter (Sec. 3.3).
Mass and redshift distributions
In Fig. 1 , we show the redshift and mass distribution of the Planck and ME-MACS samples. As in Paper I, we estimate the masses of the ME-MACS clusters using the L− M scaling relation in Pratt et al. (2009) . By construction, the minimum redshift of the ME-MACS sample is 0.15, thus the median value of the ME-MACS sample (z = 0.35) is larger than in the PSZ1 sample and the two distributions are significantly different. Also the mass distributions appear different: objects with M < 5 × 10 14 M are found only in the Planck sample and correspond to the low-redshift objects which are missing by construction in ME-MACS. To minimize the difference in the two samples we define a subsample of the Planck catalogue by imposing z > 0.15: with this choice we have a subsample of 103 objects , with median redshift 0.25 and median mass 7.1 × 10 14 M .
DATA ANALYSIS
Chandra data reduction
We analyzed Chandra data with the CIAO software 4.6 using CALDB version 4.6.1, reprocessing data from the level 1 event files and following the standard data reduction threads 1 . We reprocessed event files using the chandra_repro tool with standard corrections. We used as background files the blanck-sky fields provided in the CALDB database, that we reprocessed, reprojected and renormalized 2 to match observations. We detected point sources using the wavdetect tool and we extracted a light curve excluding them to identify and remove periods of enhanced background. We used the fluximage tool to produce images in the 0.7 − 2 keV bands and the appropriate exposure maps. We cleaned the images from point sources using dmfilth by replacing the count rates in the point source region with the mean value in a surrounding annulus. From the rescaled background files we extract images in the same energy band and with the same size of the cluster images that we use for background subtraction. As our analysis is based on flux measurements in the soft band and in the central regions of the clusters (Sec. 3.3), where the source outshines the background, possible systematics in the background renormalization and subtraction do not affect significantly our results.
XMM-Newton data reduction
We reduced XMM-Newton observations with the SAS software 14.0 starting from the raw files in the archive, which we reprocessed to produce calibrated event files. We used the Extended Source Analysis Software (ESAS, Snowden et al. 2008 ) to filter periods affected by soft proton flares and to produce images in the 0.5 − 2.5 keV band for each EPIC detector. We also computed the appropriated exposure maps and a model image of the instrumental background for each detector. We then combined the images with the comb ESAS tool to produce EPIC images.
Measuring the concentration parameter
For each cluster in the PSZ1 and ME-MACS sample with available X-ray images, we computed the concentration parameter introduced by Santos et al. (2008) :
where F(r < 40 kpc) is the flux within 40 kpc from the centre (representing the core region) and F(r < 400 kpc) is the flux within 400 kpc, representing the cluster emission. Santos et al. (2008) introduced this parameter to discriminate CC and NCC objects also at high redshift and using observations with poor statistics. They tuned the choice of the radii of the two regions (40 and 400 kpc) to separate more efficiently CC from NCC and to be able to compute c with Chandra data both for their high-redshift sample (z > 0.7) and for intermediate redshift clusters (0.1 < z < 0.3). Since the clusters in our samples span a similar redshift range, we decided to use the original definition of the parameter which is furthermore the most used in the literature.
To compute the concentration parameter as in Eq. 1, we calculate the intensity of the cluster emission using the background-subtracted and exposure corrected Chandra or XMM-Newton images (Sec. 3.1 and 3.2). We take into account the poissonian noise in both source and background images and compute the error on the concentration parameter, which is typically of the order of 5%. To define the two regions of interest, we need to fix a centre for the two circles and we decided to use the peak of the X-ray images, selected as the brightest pixels in the clean image after masking the point sources and smoothing it with a Gaussian with a FWHM of 7 arcseconds to reduce statistical fluctuations. When multiple observations are available for the same object, we estimated the peak from the mosaic image to minimize the impact of statistical fluctuations especially for disturbed objects that do not feature a clear peak. We measured the total number of net counts and its error within 40 kpc and 400 kpc, correcting for background, vignetting (through the exposure map) and CCD gaps when they intersect the regions of interest, and compute their ratio. When multiple observations are available for the same object, we measured the concentration parameter on each observation and compute their weighted mean. We tested that this procedure provides consistent results than measuring the concentration parameter directly on the mosaic image. We applied the same procedure for the clusters in our PSZ1 sample and on the ME-MACS: we provide the estimated values in Table 1 and 2. Santos et al. (2010) show that for CC clusters the amount of K-correction is different for the inner 40 kpc, where the temperature is lower, than in the larger 400 kpc region and that this effect reduces the concentration parameter at high redshifts. They estimate this effect to reach 15% for strong CCs at z = 1, depending on the temperature in the inner region. As we do not have temperature profiles for all the clusters in our samples, we could not compute the correction factors directly for all objects. Nonetheless, we could estimate an upper limit to the intensity of this effect, by assuming for all CC clusters in our sample a minimum temperature of one third of the virial temperature, which we estimated with the M-T scaling relation by Arnaud et al. (2005) . We calculate the correction factor as described in Santos et al. (2010) and we find that the concentration parameters of CC clusters at a median z = 0.25 should be lower by 5% with respect to their values at z = 0. Given the limited redshift range of our samples and the high temperature of the ICM for massive clusters, this correction is thus comparable or smaller than the statistical errors on the parameters. Nonetheless, comparison with samples or subsamples in different redshift ranges should be taken with caution.
RESULTS
The distribution in the Planck sample
In Fig. 2 , we show the histogram of the concentration parameter distribution in the Planck sample with logarithmic bins. The distribution features a single peak at low values of the concentration parameters with a tail extending to higher values. The median concentration parameter is c = 0.0475. We classified objects into two classes, CC and NCC, using a threshold value c = 0.075. This value is based on Santos et al. (2008) , who calibrated it with the cooling time, to separate NCC and "moderate CC" . We merged into a single CC class the "moderate CC" and "pronounced CC" classes of Santos et al. (2008) . With this classification we find 49/169 CC in our sample, corresponding to a CC fraction of (29 ± 3)%, where we estimated the error with bootstrap resampling. If we consider only the subsample with z > 0.15, we find a consistent value (29 ± 4)%. As discussed in Sec. 2.1, our Planck sample is not fully complete and we are missing 20 objects from the original Planck cosmology sample. Even in the unlikely case that all missing clusters are classified as CC, the CC fraction of the Planck sample would rise only up to 36%. We divided the sample in redshift and mass subsamples to test for a possible evolution or mass dependence of the CC fraction, as measured by our indicator. The CC fractions for each subsample are shown in table 3. We do not find a significant variation of the CC fraction with redshift in the PSZ1 sample. However, this is not in contrast with the results found by McDonald et al. (2013) , who showed a significant evolution of the CC fraction, as measured by the concentration parameter, in their sample drawn from the SPT SZ catalogue. In fact, the evolution in the SPT sample becomes evident only in redshift bins at z > 0.3, a redshift range where we have only 24 objects in our Planck sample. Indeed, at z > 0.3, we could measure a CC fraction of 29%
M < 6.5 × 10 14 M 24 ± 4 M > 6.5 × 10 14 M 34 ± 5 Table 3 . CC-fraction in redshift and mass subsamples of the Planck sample.
with an error of 9%,which does not allow us to draw any conclusion. Moreover, as discussed in Sec. 3.3 we could not apply the K-correction to our dataset and this prevents us from deriving strong constraints on the evolution of the CC fraction.
Concerning the mass dependence, we see a small difference in the CC fraction, with the low mass subsample featuring a lower CC fraction than the high mass subsample. Although this result is likely a statistical fluctuation (1.5σ), it is interesting to note that a similar behaviour has been found also by Mantz et al. (2015) : using their SPT sample they find a higher fraction of "peaky" objects among hotter clusters, while they do not find a similar trend for X-ray selected samples. The opposite trend has in fact been noted in X-ray surveys, where low-mass objects are predominantly CC (e.g. Chen et al. 2007 ), possibly as a consequence of the CC bias (see discussion in Eckert et al. 2011) . Nonetheless, an increasing CC-fraction with mass is not expected and, under the hypothesis that CCs are relaxed systems, seems to contradict the prediction of hydrodynamical simulations that find an increasing fraction of merging clusters as a function of mass (Fakhouri et al. 2010) . We underline that this trend is poorly significant both in the Planck and SPT sample and needs to be verified with a larger number of objects, possibly SZ selected.
Comparison with ME-MACS
In Fig. 3 we compare the distribution of the concentration parameter of the Planck sample (described in Sec. 4.1) with the one in the ME-MACS sample. The distribution of the X-ray selected ME-MACS is qualitatively different from the one of the Planck sample: it shows two peaks, one for the NCC objects and one corresponding to CCs. Most objects in ME-MACS are classified as CC and the CC fraction is 59 ± 5%. We can compare it directly with the CC fraction in the Planck sample estimated with the same indicator and the same threshold (Sec. 4.1): the difference is significant at more than 5σ. The difference is still significant even when compared to the CC fraction in the Planck subsample with z > 0.15 (29 ± 4%). Even assuming that all the clusters which meet the ME-MACS criteria but do not have Chandra observations (Sec. 2.2) are NCC, the CC fraction would decrease only to 47%, larger at 3σ than the fraction in the Planck sample. We can further apply statistical tests to compare the two distributions shown in Fig. 3 to assess that they are different independently of the choice of the threshold separating CC from NCC. We use the Kolmogorov-Smirnov test, which measures the probability that the two samples are drawn from the same parent distribution. The KS statistic D, i.e. the supremum distance from the two cumulative distributions ( Fig. 3) , is 0.349, with a null-hypothesis-probability p 0 = 1.68 × 10 −7 , showing that the Planck and ME-MACS distributions are significantly different. If we consider only the Planck subsample with z > 0.15 (Sec. 2.3), the KS still returns a significant difference between the Planck and ME-MACS sample (D = 0.334 and p 0 = 1.24 × 10 −5 ). The result of the KS test is supported by the qualitative difference between the two distributions: two peaks seem present in the ME-MACS sample, whereas the distribution of Planck values looks more consistent with a peaked distribution with a tail at high concentration values, i.e. a positively skewed function. We tested these differences quantitatively performing a maximum likelihood fit for each of the two distributions on the unbinned data using the mclust package (Fraley & Raftery 2002; Fraley et al. 2012 ) and the fitdistr function of the package MASS (Venables & Ripley 2002) in the software environment R version 3.2.2 (R Core Team 2015). The model-based clustering implemented in mclust is an algorithm for fitting normal mixture models, i.e. maximum likelihood fits are performed assuming a number from 1 to 9 normal components are present in the data. The function fitdistr performs a maximum likelihood fit of the data to some probability distribution functions, either calculated using analytic formulae (as for example in the lognormal case) or computed by optimization of the likelihood. We chose for fitting two commonly used positively skewed functions: the Weibull and log-normal distributions. We performed model selection comparing the Bayesian Information Criterion (BIC, Schwarz 1978) defined as BIC = 2lnL−klog(n) where L is the likelihood, k is the number of parameters of the model and n is the number of data points; klog(n) is the penalty term which compensates the difference in likelihood due to an increase in the number of fitting parameters. The best model is the one that maximizes the BIC. Commonly adopted thresholds for the difference in BIC values of two models are: a BIC difference of 0-2 is considered as weak evidence, 2-6 positive evidence, 6-10 strong evidence and > 10 as very strong evidence in favor of the model with the greater BIC value (Kass & Raftery 1995; Raftery 1995) . We did not work on log space because the positively skewed functions are not defined for negative values. For ME-MACS the result of the normal mixture model strongly disfavors a single Gaussian component, with a BIC value of 159.88 with respect to two Gaussian components with a BIC of 217.99. A three components Gaussian model has a BIC value of 219.88 so the improvement is not significative. The two components consist of 41 and 62 members with the separation at a value of 0.07 (see Fig.4 , left panel), which is similar to the threshold to separate CC and NCC that we adopted in our analysis. The fit with positively skewed functions returns BIC values of 203.70 and 202.23 for the log-normal and Weibull distributions respectively. Those models are therefore clearly disfavored with respect to a two components normal mixture model. For the Planck sample the model with the highest BIC value is the one with 3 Gaussian components, with a BIC of 610.20 which is significant with respect to a 2 components model which has a BIC of 597.63. The optimal partition returns three groups with 71, 59, and 39 members respectively with separations at values of the concentration parameters of 0.04 and 0.09 (see Fig.5 , left panel). The fit with a log-normal function returns a BIC value of 622.60 so this model is favored with strong evidence with respect to the best three components normal mixture model. A Weibull distribution is also disfavored as its BIC is 572.82. We can therefore conclude that the distribution of concentration parameters of the Planck sample is described by a log-normal distribution, while the ME-MACS catalogue is best described by a bimodal behavior. The secondary peak at high concentration parameter in the latter distribution may be due to the CC bias, as the number of peaked objects is artificially boosted in X-ray surveys (Sec. 5.2). We tested the correlation between the concentration parameter and the dynamical indicator that we used in Paper I (i.e. the projected distance between the X-ray peak and the BCG) and found them to be significantly anti-correlated in both samples. We provide the details of this analysis in Appendix A.
Comparison with other samples in the literature
As discussed in Paper I, ME-MACS is the most suited sample to be compared with Planck among the well defined X- ray selected catalogues we used in that paper, and this is the reason we focused our analysis on it in the present paper. Nonetheless, the concentration parameter has been calculated for many other samples of galaxy clusters with the definition of Santos et al. (2008) and we can use the tabulated values for calculating their CC fraction and for doing a KS test to compare with the Planck sample. We found literature information on the concentration parameter for HIFLUGCS (Hudson et al. 2010 , T. Reiprich private communication), the Chandra Deep Group survey in Pascut & Ponman (2015), a high-redshift sample computed by Santos et al. (2010) and built using WARPS (Perlman et al. 2002; Horner et al. 2008 ) and RDCS (Rosati et al. 1998) , and the two samples used in the cosmological analysis by Vikhlinin et al. (2009): the low-z one, whose c values are provided by Santos et al. 2010 , and the high-z subsample, drawn by 400d (Burenin et al. 2007 ), for which the c values were computed by Semler et al. (2012) . We note that the the above samples span different masses and redshift ranges (as shown in Table  4 ) since they are derived with different limiting fluxes starting from X-ray surveys, based either on RASS (HIFLUGCS, ME-MACS) or on deep pointed PSPC observations (400d, WARPS and RDCS). We also found tabulated value of the concentration parameter for the SZ-selected SPT XVP sample, described in McDonald et al. (2013) .The cool core fraction (using the same threshold value c = 0.075), the results of the KS test in comparison with our Planck sample as well as the median redshift and mass of each sample are provided in Table 4 . This analysis confirms that the ME-MACS sample is the most similar in terms of both mass and redshift to the Planck sample. The CC fractions of most X-ray selected samples are significantly higher than in Planck in all redshift and mass ranges, with the notable exception of the high-redshift sample of Vikhlinin et al. (2009) , drawn from 400d, which features a fraction consistent with Planck. The difference between this sample and other X-ray selected samples has been already debated in the literature (e.g. Santos et al. 2010; Mantz et al. 2015) and it is beyond the scope of this paper. Nonetheless, we notice that the limiting flux of 400d (1.4 × 10 −13 erg cm −2 s −1 Burenin et al. 2007 ) is higher than those of WARPS (6.5 × 10 −14 erg cm −2 s −1 ) and RDCS (1 − 3 × 10 −14 erg cm −2 s −1 ), also based on deep ROSAT PSPC pointed observations. Possibly, the higher flux threshold imposed in 400d with respect to the detection limit reduces the effect of the CC-bias (Eckert et al. 2011; Rosati et al. 2002) and allows to build a "representative snapshot of the cluster population of typical clusters at z = 0.3 − 0.8" (Burenin et al. 2007 ). We also note that the difference in the cool core fraction of RDCS+WARPS sample and 400d discussed by Santos et al. (2010) is due to the difference in limiting fluxes cited above: all the CC objects in RDCS or WARPS have a measured flux below the 400d threshold. Given that 400d is the only X-ray sample featuring a CC fraction consistent with Planck, it is not surprising that Semler et al. (2012) and Nurgaliev et al. (2016) found that the distribution of concentration parameters and of morphological indicators are consistent in SPT-selected samples and 400d. However, it appears clear that 400d is rather unique among X-ray samples. The only other SZ-selected sample in Table 4 is SPT XVP (McDonald et al. 2013 ) which features a CC fraction consistent with the one in Planck. Since the SPT-XVP sample extends to higher redshift (0.32 − 1.2) and lower masses than the Planck sample, we extracted a subset from the SPT catalogue in the redshift range 0.32−0.6 (41 objects) and compare it with the Planck sample in the same redshift range (only 24 clusters). The CC fraction are in very good agreement as SPT finds 29 ± 7%, while with the Planck subsample we have 29 ± 9%. It is certainly intriguing that both SZ-selected samples provide a similar CC fraction, but the large error bars, due to the limited number of objects in the common redshift range, do not allow us to draw strong conclusions about this agreement of the cool core fraction in different SZ-selected samples.
THE ROLE OF CC-BIAS
In this section, we test the hypothesis that the difference between the Planck and ME-MACS distributions of concentration parameters is due to the CC-bias, first by looking at the properties of clusters which are detected only in ME-MACS and not in Planck (Sec. 5.1) then by performing dedicated simulations (Sec. 5.2).
Missing ME-MACS clusters in Planck
In Fig. 1 , we showed the distribution of Planck and ME-MACS objects in the mass-redshift plane: the mass limit of the ME-MACS sample is below the one of our Planck sample in the redshift range 0.2 − 0.6. Therefore, we expect to find in the Planck sample only the most massive ME-MACS objects, which we selected for having M 500 > 8 × 10 14 M at z > 0.4 or M 500 > 7 × 10 14 M in the redshift range 0.15 − 0.4. We found 36 objects in ME-MACS with the above criteria and 24 are in common with Planck while 12 are not found in our Planck sample. Of these, three are located behind the galactic mask and we are thus left with nine massive objects that should be found also in the Planck sample but are not. We looked at their concentration parameters and all of them are classified as cool cores. It is interesting to note that most of the "missing clusters" in our Planck sample feature a strongly peaked SB profile (c > 0.2), i.e. belong to the secondary peak of the ME-MACS distribution which is not found in the Planck histogram (Sec. 4.2). We underline that the masses of ME-MACS, that we used to select potential Planck clusters, are calculated from the L − M scaling relation (see Sec. 2.3) and may thus be biased high for CCs ( e.g. Hudson et al. 2010) . For 8 of the missing objects, we found independent mass measurements, either in the Planck catalogue (Planck Collaboration XXIX 2014) (i.e. they are detected by Planck with a S /N in the range 4.5−7 and thus do not enter in the cosmology sample that we analyzed here) or from weak lensing (for two of them) in the LC 2 catalogue (Sereno 2015) . We show their position in the L − M plane along with the common objects in the two samples in Fig. 6 . Almost all the missing objects lie above the scaling relation and their independent mass measurements are below the mass limit of our Planck sample, explaining why they are not found in the Planck cosmology sample. Their luminosity (and thus their mass estimate from L − M) is likely boosted by the presence of the cool core. The fact that all the objects we considered here are CC, Figure 6 . Distribution in the L − M plane of the clusters in common between Planck and ME-MACS (filled red circles) and for those in ME-MACS but not in Planck (blue triangles for SZderived mass measurement and blue square for weak lensing). The dashed line marks the scaling relation of Pratt et al. (2009) .
suggests that the CC-bias may have a role in explaining the difference between the two samples. However, to firmly test this hypothesis observationally, one would need to start from a complete population of clusters with independent mass measurements and to compare it with the properties of SZselected and X-ray selected samples with similar mass limits, to see which clusters are missing in the two samples. Unfortunately, we are not in this situation, since the ME-MACS mass limit is below the Planck one and the mass measurements of ME-MACS are derived from a biased quantity such as the luminosity. To firmly test the effect of CC-bias we thus need to make use of numerical simulations (Sec. 5.2).
Simulations
We performed a dedicated simulation following an approach similar to Eckert et al. (2011) and tailored to reproduce the Planck and ME-MACS selection criteria. The main idea of the procedure is to simulate a realistic population of clusters in the mass-redshift plane with a distribution of concentration parameters which follows the one in the Planck sample, apply the ME-MACS selection function to the simulated systems and measure the CC fraction in the "detected" simulated sample. We refer to Eckert et al. (2011) for the details of the simulation, here we recall the main steps and discuss the differences with respect to the previous approach. We start by simulating a population of halos in the appropriate mass and redshift range. As opposed to Eckert et al. (2011) , who started from an X-ray luminosity function tailored for their sample, here we randomly draw halos according to the mass function of Tinker et al. (2008) . We then use the relation between core-excised X-ray luminosity and halo mass of Mantz et al. (2010) to calculate the expected luminosity of each halo.
To convert the core-excised luminosity into an integrated luminosity and overall flux, we associate a surface brightness profile to each simulated cluster. We underline that this is an improvement with respect to Eckert et al. (2011) , because we take into account that at a fixed mass, CC clusters are actually more luminous than NCC clusters (see discussion in Hudson et al. 2010 ). In the original simulation, Eckert et al. (2011) used a fixed surface brightness template (a beta model for NCC and a double beta model for CC) and randomly chose between the two according to a fixed input CC fraction. Here we assume that the distribution of the concentration parameters of the Planck sample is representative of the true distribution and we use the full measured distribution to draw a realistic distribution of surface brightness profiles. We assume that the surface brightness profile of each cluster can be approximated by a double beta model:
where the ratio between the two beta models, R, is randomly selected from a list of values that reproduce the c distribution of the Planck sample, while β, r c1 and r c2 are fixed to the values which best represent the observed values in the Planck sample (β = 0.64, r1 = 300 kpc, r2 = 30 kpc) and S 1 is the overall normalization, which is set on-the-fly to reproduce the core-excised luminosity of each simulated halo. This approach allows us to simulate a population spanning a whole range of surface-brightness profiles, but the results do not change significantly if a fixed template is used. After having selected a surface brightness profile, we can reproduce the integrated luminosity and the flux in the 0.1 − 2.4 keV energy range for each simulated cluster, as described in Eckert et al. (2011) . A hidden assumption in this procedure is that the Planck distribution of concentration parameter is representative of the cluster population at all redshifts, i.e. that the CC fraction does not evolve with time, in contrast with the recent result by McDonald et al. (2013) . However, this evolution becomes strongly significant only at very high redshift (z > 0.7), where we have very few objects both in our simulations and in the observed samples. We then simulate the ME-MACS selection. As described in Mann & Ebeling (2012) , the starting point of the ME-MACS (and also MACS, Ebeling et al. 2001 ) is the RASS Bright Source Catalogue (Voges et al. 1999) , from which they selected candidate clusters with a flux-limit f RAS S > 10 −12 ergs cm −2 s −1 . We can thus use the same procedure as in Eckert et al. (2011) to simulate the source detection as ME-MACS is a RASS-based flux-limited survey. We only apply the additional luminosity and redshift criteria in ME-MACS, namely L X > 5 × 10 44 ergs s −1 and z > 0.15. We run our simulation with 10 7 input halos, resulting in more than 15,000 detected clusters, for which we compute the concentration parameter. We compare the c output distribution with the input one in Fig. 7 : it is apparent that a second peak of the distribution emerges at high concentration parameters (i.e. CC). While the starting population is described by the Planck lognormal distribution, the output of the simulation is not described by a unimodal distribution anymore and a secondary peak emerges. Our simulation thus shows that the "bimodality" (i.e. presence of two peaks) of the cluster population between CC and NCC objects, which has been largely discussed in the literature (e.g. Cavagnolo et al. 2009; Pratt et al. 2010 ) is at least partly due to the CC-bias. The CC fraction in the whole simulated sample is 48%, significantly larger than the fraction in the Planck sample, but still lower than the measured value of the ME-MACS sample (59 ± 5%). Since the Planck and ME-MACS samples largely overlap and are drawn from the same underlying popula- tion, there is a strong covariance between the CC fraction measured in the two samples. This covariance needs to be taken into account to assess the significance of the difference between the two samples. To this aim, we perform another set of simulations in which the number of simulated halos reproduces the expected number of halos in the redshift and mass range of interest. We then apply at the same time the Planck and ME-MACS selection functions to the simulated halos to draw realistic Planck -like and ME-MACS-like cluster samples simultaneously and calculate the CC fraction in both. To implement the Planck selection function, which is given as a function of the total SZ flux (Y) and the apparent opening angle (Planck Collaboration XXVII 2016), we use the Y − M relation from Planck Collaboration XX (2014). We then repeat this procedure 10,000 times and compare the resulting CC bias values with the observed one. In Fig.  8 we show the 68.3% and 99.7% containment contours of the output values for the CC fraction. The figure clearly shows the strong covariance between the two measurements, which results from the fact that the two samples are not independent. In only 0.2% of the cases we are finding that the two CC fractions are consistent with the observed ones simultaneously. To summarize, our simulation reproduces qualitatively the properties of the ME-MACS sample and the presence of two peaks. It shows that the CC-bias certainly plays a large role in the difference between the Planck and ME-MACS distribution, but at the same time suggests that is unlikely that CC-bias alone can account for the full difference. However we should remind that our attempt to reproduce the effect of the CC bias, although sophisticated, is based on several assumptions and, as any simulation, cannot fully reproduce the complexity of the clusters population and of the X-ray and SZ selection. Moreover, as our samples are not fully complete, there is still the possibility that the difference may be fully explained by the CC bias, if we assume that the 12 missing clusters in the Planck z > 0.15 sample (Sec. 2.1) are CC (rising the CC fraction to 36%) and all unobserved CC fraction ME-MACS Figure 8 . Probability contours of the CC fraction drawn from 10,000 simulated populations of massive clusters, applying the Planck and ME-MACS selection functions to the simulated data. The contours represent a containment of 68.3% (red) and 99.7% (green) of the simulations. The magenta star shows the true Planck and ME-MACS CC fractions.
objects in ME-MACS (25, Sec. 2.2) are NCC (lowering it to 47%). Although we consider this hypothesis unlikely, we cannot exclude it given the incompleteness of our sample.
BEYOND THE CC BIAS
In Sec. 5, we focused our attention on the role of CC-bias in explaining the difference between the Planck and ME-MACS distribution. However, there are other mechanisms, both in the SZ and in the X-ray selection, that can contribute to the difference and that can be highlighted by the comparison of our samples. In this Section, we will discuss the role of possible biases against CCs in the Planck survey (Sec. 6.1) and the effect due to a population of X-ray underluminous objects (Sec. 6.2) in the Planck catalogue (Planck Collaboration XXVII 2016).
An anti-CC bias in the Planck SZ survey
It has been suggested that the presence of bright radio galaxies at the centres of CC clusters may induce a bias against CCs in SZ surveys, since radio-sources could potentially influence the cluster detection and measurement of the SZ signal (e.g. Sayers et al. 2013a; Lin et al. 2015) and are thus usually masked out in the SZ analysis. As discussed in Planck Collaboration XXIX (2014), this bias is expected to be small in the Planck survey, as the cluster detection is performed with HFI at high frequencies, where the emission of steep-spectrum radio sources is negligible with respect to the SZ effect. Nonetheless, we tried to estimate this possible bias which could in principle contribute to the residual difference that we found in Sec. 5.2. The point source mask used in the Planck analysis was built starting from the Planck compact source catalogues (PCCS, Planck Collaboration. XXVIII, 2014) at several frequencies, excluding a circle of radius 2.13 FWHM around point sources detected with signal-to-noise ratio larger than ten (Planck Collaboration XXIX 2014). Starting from the Meta-Catalogue of X-ray detected Clusters (MCXC, Piffaretti et al. 2011) , we looked for known clusters whose position is within a radius of 2.13 FWHM around bright point sources in at least one out of the six HFI frequencies, finding 57 candidate "missing" clusters. However, most of these objects have low masses and should not be detectable by Planck. Only for 6 objects (namely Perseus, Cygnus A, Abell 780, RXC J1130.3 − 1434, RXC J1025.9 + 1241, Abell S1111) the masses in the MCXC catalogue are comparable with the masses of clusters in the PSZ1-cosmo sample at the same redshift and they could thus be detected in the survey if they were not behind the mask. Perseus, Cygnus-A and Abell 780 are well known CC clusters, while we could not find any literature information about the core state of the remaining three objects, whose expected mass is furthermore close to the limit of the selection function in the mass-redshift plane and may thus be not detected by Planck, also for statistical reasons. We can thus roughly estimate that the Planck catalogue is missing 3-6 objects because of radio sources, and assuming that they are all CC, the corrected CC fraction would be 30 − 31%. The bias due to radio-galaxies in CC is thus only 1 − 2%, smaller than the statistical error on the CC fraction in the Planck sample, and not sufficient to reach the CC fraction of 38% that would be needed to reproduce the ME-MACS fraction with our simulation of the CC bias. Another possible reason for which the Planck SZ survey may be biased against CC is that through the SZ effect we may in principle detect more easily disturbed merging clusters, where the SZ signal may be enhanced by shock fronts propagating in the ICM. Indeed, Sommer & Basu (2014) showed that the SZ signal within R 500 in simulated clusters is boosted after a merger on a time-scale of a few Gyr. The selection function and its dependence on the dynamical state of the Planck SZ survey has been tested in Planck Collaboration XXVII (2016) with Monte-Carlo simulations, by injecting simulated clusters with different y maps in the Planck sky maps and running the detection algorithms, showing that the cluster morphology does not impact significantly the source detection. This result is not unexpected if we take into account the large beams of the Planck frequency channels: similarly to what happens to the peaked pressure profile of CC clusters, over-pressurized regions due to shocks are smoothed out by the Planck moderate spatial resolution. Moreover, Planck is more sensitive to the behaviour of the pressure profiles at large scales than to the smaller-scale physics (such as cool cores or shock) and it measures the SZ signal on scales larger than R 500 (i.e. the region studied by Sommer & Basu 2014) . Recently, Nurgaliev et al. (2016) suggested that Planck may be more sensitive to pairs or triplets of galaxy clusters, because of its large beam capturing an inflated signal from multiple objects and therefore may be biased towards merging systems. While it is certainly true that Planck has detected a few of these objects that received a lot of attention in the literature (Planck Collaboration, IX, 2011; Planck Collaboration. VI, 2013) , in the high purity PSZ1 cosmology sample that we analyzed in this paper and in Paper I, we do not have a large number of these objects. Moreover, clusters in multiple systems are not necessarily disturbed NCC objects: for instance, the brightest member in the Planck discovered supercluster PLCK G214.6 + 37.0 features a prominent surface brightness peak associated to the BCG (Planck Collaboration. VI, 2013), which would led us to classify it as a CC relaxed object. Last but not least, if there were a systematic difference between the pressure profile of CC and NCC clusters at R R 500 , with NCC clusters showing flatter profile than CC clusters similarly to what observed in the gas density distribution (Eckert et al. 2012) , NCC could possibly have a larger SZ signal at large scales making them easier to detect in SZ. However, the analysis of the pressure profiles of samples of galaxy clusters both with Planck (Planck Collaboration. V, 2013) and with Bolocam (Sayers et al. 2013b) show only a moderate difference at large scales and with a large dispersion. Indeed, if we assume the best fit models for CC and NCC objects in the analysis of Planck pressure profiles (Planck Collaboration. V, 2013) and we integrate them to measure the SZ signal at 5R 500 , the derived values differ only by 2%. Nonetheless, the SZ flux at 5R 500 depends strongly on the shape of the pressure profile: if we assume a combination of parameters consistent at 68% with the best fit model but with a flatter outer slope β = 3.2 (basing on Fig. 5 in Planck Collaboration. V, 2013), the derived Y 5R500 would be 12% larger than the value with the mean CC profile. We underline that the sample of clusters for which the Planck pressure profile has been measured is not SZ-selected, as it is composed of early Planck detections already known in X-rays and with available XMM-Newton data (Planck Collaboration. V, 2013), thus the derived pressure profile may not be representative of the cluster population. While present data do not allow to provide support to the hypothesis of an anti-CC bias in Planck more detailed studies on larger and well-defined samples are needed to reduce the uncertainties and to firmly assess the shape of the CC and NCC pressure profiles and their role on the SZ detection procedures.
X-ray underluminous clusters
One unexpected result of the Planck SZ survey has been the discovery of a population of X-ray under-luminous clusters (Planck Collaboration XXVII 2016). These systems feature an X-ray luminosity which is well below the value that could be expected through scaling relations from the SZ signal, while their optical richness is in agreement with expectations. This population was highlighted at low redshift and in the SDSS sky area, but it possibly extends also to other redshift ranges and sky regions. If this population exists also in our Planck sample and if all, or most, under-luminous clusters are classified as NCC, it could contribute in explaining the difference between the CC fraction in the Planck sample and in ME-MACS. As these objects by definition obey to a different L − M scaling relation than the one we used in Sec. 5.2, their presence is not accounted for in our simulation. One method to highlight this population in our Planck sample is to look at the clusters which should have been detected also in ME-MACS but are not (complementary to what we showed in 5.1). We thus select all clusters in the Planck sample which lie in the sky region covered by ME-MACS, have z > 0.15 and an expected luminosity larger than the ME-MACS threshold (see Mann & Ebeling 2012 for details) but are missing in the ME-MACS sample. To estimate the expected luminosity, we convert the SZ signal Y 500 in the Planck catalogue into L 500 , using the L 500 − Y 500 relation obtained in Planck Collaboration XXVII (2016) . With this method, we find 24 missing clusters in ME-MACS, most of which (19) are NCC objects. In Fig. 9 , we compare their measured luminosity 3 L 500 as a function of their SZ signal, with the scaling relation and its scatter, calibrated on Planck clusters by Planck Collaboration XXVII (2016). We notice that almost all objects lie below the expected relation and some of them below twice the intrinsic scatter, which would lead to their classification as "underluminous" objects, following Planck Collaboration XXVII (2016). According to the concentration parameter, all the most deviant objects are classified as NCC. We noticed that in a few cases the measured luminosity is above the selection threshold of the ME-MACS sample (5 × 10 44 ergs s −1 ). However, we used luminosities within R 500 , while the luminosity used in the selection of the ME-MACS sample is estimated in the RASS detection cell. Indeed, one of the most luminous clusters in Fig. 9 is A115N, which has L 500 = 7.5 × 10 44 ergs s −1 in MCXC, but with L RAS S ,det = 4.4×10 44 ergs s −1 it fails to make the luminosity cut in ME-MACS (H. Ebeling, private communication). The population of X-ray under-luminous clusters is thus likely present also in the Planck sample we are analyzing. It is intriguing that candidate X-ray underluminous clusters in our sample are almost all classified ad NCC: if this population, which is missing in X-ray surveys but is detected in SZ, is composed of disturbed NCC clusters, they could certainly contribute to the residual difference between the Planck and ME-MACS distribution of concentration parameters. At the moment, little is known about these objects, and it is unclear if they are truly X-ray underluminous for their mass or if their SZ signal is artificially boosted. New observations, both in X-rays and possibly in SZ, are needed to assess the origin of this class of objects. A systematic analysis of their properties and the cool-core state of X-ray under-luminous clusters is beyond the scope of this paper and will be presented in a forthcoming work with new dedicated data (Rossetti et al. in prep.).
SUMMARY AND CONCLUSIONS
In this paper, we studied the cool core state of a SZselected sample of galaxy clusters, the cosmological sample of the first Planck SZ catalogue (Planck Collaboration XXIX 2014), using as indicator the concentration parameter (Santos et al. 2008) . Our results are summarized as follows.
• The distribution of the concentration parameters in the Planck sample features a single peak at low values of c. The fraction of CC clusters (c > 0.075) is (29 ± 4)%.
• We do not find indications of evolution of the CC fraction by dividing our sample in two redshift bins. Our result does not contradict previous detections which report evolution in a redshift range (z > 0.3) which is poorly sampled
¡7=3 [10 44 ergs=s] Figure 9 . Distribution in the Y 500 − L 500 plane of the 24 missing ME-MACS clusters, compared with the best-fit scaling relation (black continuous line) and its dispersion (±2σ, dashed lines) estimated in Planck Collaboration XXVII (2016).. We mark with blue squares CC clusters and with red points NCC.
by our catalogue (McDonald et al. 2013) . We find an indication of a larger CC fraction in higher mass systems, as reported also in Mantz et al. (2015) , but only at low significance (1.5σ).
• We compared the distribution of the concentration parameter with the one of the X-ray selected ME-MACS sample (Mann & Ebeling 2012) . The distributions are significantly different with a 1.7 × 10 −7 probability that they are drawn from the same population of objects. Indeed, ME-MACS hosts a much larger fraction of CC objects: (59 ± 5)%.
• The distributions of concentration parameters in ME-MACS shows two peaks and is well described by two gaussians. This double peaked distribution, which is observed also in other X-ray selected samples and with other coolcore indicator (Cavagnolo et al. 2009; Pratt et al. 2010 ) has opened a debate in the literature whereas the cluster population is bimodal or not. However, our Planck sample is better described by a single lognormal distribution. We showed with simulations that a secondary peak at high concentration parameters emerges in X-ray flux-limited samples as a consequence of the CC-bias and the presence of two peaks may thus not be an intrinsic property of the cluster population.
• Among the X-ray selected samples available in the literature, ME-MACS is the one with the mass and redshift distributions more similar to the Planck sample (Rossetti et al. 2016) . Nonetheless, we compared the c distribution in Planck with the one of other X-ray samples and found them to be significantly different, having CC fractions in the range 56 − 74%. We also compared our distribution with the one in the SZ selected sample of SPT clusters (McDonald et al. 2013) , finding them to be consistent with a comparable CC fraction (29 ± 7 %) in the common redshift range.
• A possible origin of the discrepancy between the CC fraction in SZ-selected and X-ray selected samples is the CC-bias (Eckert et al. 2011) . We tested this hypothesis with simulations of the CC bias: starting from a realistic population of clusters with the distribution of concentration parameters in the Planck sample, we simulate the ME-MACS selection and measure the CC fraction in the output sample (Sec. 5.2). Starting from a CC-fraction of 29% in the input population, we obtain a CC fraction of 48% in the output sample, showing that CC-bias plays a large role in the difference between the two samples. Nonetheless, according to our simulation, the probability of obtaining simultaneously two CC-fractions of 29% in Planck and 59% in ME-MACS is only 0.2%.
• We considered several mechanisms that could also possibly affect SZ surveys to be biased against CC, namely the presence of radio galaxies in CCs, the role of shocks in increasing the SZ signal, the large Planck beam favoring the detection of multiple disturbed objects and a difference in the pressure profile at large radii. However, none of them seem sufficient to explain the difference between the observed CC-fraction in ME-MACS and the one in Planck.
• We noticed that the Planck sample host a population of objects, which according to their expected luminosity (from L − Y scaling relation) should be present also in ME-MACS, but are not since their observed luminosity is below the luminosity cut in that sample. Most of these X-ray underluminous objects are classified as NCC. The presence of this population of clusters, whose origin and properties are still unclear, in the Planck sample could possibly contribute to the difference. , ApJ, 692, 1060 Voges W., et al., 1999 Zhang Y.-Y., Andernach H., Caretta C. A., Reiprich T. H., Böhringer H., Puchwein E., Sijacki D., Girardi M., 2011, A&A, 526, A105 APPENDIX A: CORRELATION WITH D X−BCG
As discussed in Sec. 1, the concentration parameter is an indicator of the presence of a CC, while the indicator used in Paper I, i.e. D X−BCG the projected distance between the X-ray peak and the BCG, is an indicator of dynamical activity. CC are usually found in dynamically relaxed systems and D X−BCG has been shown to correlate with thermodynamical indicators of the cool core state (Sanderson et al. 2009 ). Here, we test the correlation between D X−BCG and c for the Planck and ME-MACS sample. For Planck we used the values in Paper I for the 122 common clusters, while for ME-MACS we used the values provided for the full sample in Mann & Ebeling (2012) . The correlation plot is shown in Fig. A1 , where we also show the threshold values that we used to classify clusters in CC/NCC here and relaxed/disturbed in Paper I (D X−BCG = 0.02R 500 ). We performed the Spearman and Kendall correlations test on both samples separately and on the joint sample. The results are shown in Table A1 . In both datasets separately and in the joint one we find a significant anti correlation between the two indicators, with most relaxed clusters being also CC and disturbed ones be- ing NCC. The correlation is stronger for ME-MACS than for Planck which hosts a larger number of outliers, i.e. clusters classified as relaxed but without a CC (possibly for projection effects) and disturbed objects with a CC. We investigated one by one the most outstanding outliers in the plot, that we label with numbers and letters in Fig. A1 , with the aim of trying to understand if their presence in Planck but not in ME-MACS may be related to selection effects. The lower left quadrant of the plot contains clusters classified as "relaxed NCC": as discussed in Paper I, we expect that 7.5% of the clusters classified ad relaxed by D X,BCG are in fact disturbed object where the separation between the X-ray peak and the BCG occurs mainly along the line of sight. Moreover an intrinsic limitation of the dynamical indicator D X−BCG is that not all mergers, and not all phases of the mergers, cause an offset between the BCG and the X-ray peak. The most deviating outliers in this panel are: (1) A2147 (Hudson et al. 2010 , z = 0.03), (2) A1758N ( David & Kempner 2004 , z = 0.27, also in ME-MACS), (3) A3266 ( Finoguenov et al. 2006 , z = 0.05), (4) A697 ( Girardi et al. 2006 , z = 0.28, also in ME-MACS), (5) A119 (Hudson et al. 2010 , z = 0.05), and (6) A1437 (z = 0.13, little X-ray information is available in the literature, our own analysis shows a disturbed and elongated morphology). Visual inspection of their X-ray images shows that they are all clearly disturbed objects undergoing mergers, as also supported by the literature. Most of them are simply not in ME-MACS because they are local systems (z < 0.15), while the only two objects at z > 0.15 are also found in ME-MACS. The upper right panels contains object classified as "disturbed CC" and is populated mainly by Planck objects. The most deviating objects are: (a) RXC J0232.2-4420 (see image in the ACCEPT archive Cavagnolo et al. 2009, z = 0.28 (Menanteau et al. 2012, z = 0.89) . It is interesting to note that all these clusters feature a significant surface brightness peak in an overall disturbed X-ray morphology. El Gordo is probably the most striking example: Menanteau et al. (2012) show that it is undergoing a major merger but it preserves a bright region with cool, low entropy and high metal abundance gas, likely the "cool core remnant" (Rossetti & Molendi 2010) of one of the merging substructures. Similar systems should be in principle easily detected also in X-ray surveys: however they are not in ME-MACS simply because they do not fall in the sky area surveyed by MACS (δ > −40, Mann & Ebeling 2012) . Analysis of the outliers in this relation could have been in principle very useful to suggest possible selection effects but we are unfortunately limited by the incomplete spatial and redshift overlap of the two surveys, as discussed also in Sec. 5.1. 
