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Abstract
Hall’s Condition is a necessary condition for a partial latin square to be com-
pletable. Hilton and Johnson showed that for a partial latin square whose filled
cells form a rectangle, Hall’s Condition is equivalent to Ryser’s Condition, which
is a necessary and sufficient condition for completability.
We give what could be regarded as an extension of Ryser’s Theorem, by
showing that for a partial latin square whose filled cells form a rectangle, where
there is at most one empty cell in each column of the rectangle, Hall’s Condition
is a necessary and sufficient condition for completability.
It is well-known that the problem of deciding whether a partial latin square
is completable is NP-complete. We show that the problem of deciding whether a
partial latin square that is promised to satisfy Hall’s Condition is completable is
NP-hard.
1 Introduction
The following is a classical result of Ryser, which provides a necessary and sufficient
condition for completability of partial latin squares where the filled cells form a rectan-
gle. In this and subsequent results, we shall assume that the rectangle is in the upper
left corner of the square. This is merely for convenience, and in fact Theorem 1 holds
for any partial latin square that can be put into this form by permuting its rows and
columns.
Theorem 1. (Ryser, 1951 [1, 26]) Let P be a partial latin square of order n whose filled
cells are those in the upper left r × s rectangle R, for some r, s ∈ {1, . . . , n}. Then P
is completable if and only if
ν(σ) ≥ r + s− n
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for each symbol σ ∈ {1, . . . , n}, where ν(σ) is the number of times that σ appears in R.
This set of n inequalities as known as Ryser’s Condition. In this paper, we consider
another condition, introduced by Hilton and Johnson, that is known as Hall’s Condition
[20]. Bobga and Johnson [2, 4] observed that for partial latin squares where the filled
cells form a rectangle, Hall’s Condition is equivalent to Ryser’s Condition.1
To state Hall’s Condition we first need some definitions. Given a partial latin
square, a symbol is said to be missing from a row (or column) if it does not appear in
a filled cell of that row (or column). Given a symbol σ ∈ {1, . . . , n}, a cell is said to
support σ if the cell either contains σ, or the cell is empty and σ is missing from the
cell’s row and column. A set of cells is said to be independent if no two of the cells
belong to the same row or column; and if each cell in the set supports σ, the set is said
to be an independent set for σ.
Let P be a partial latin square of order n. Given a set T of cells of P , and a
symbol σ ∈ {1, . . . , n}, let α(σ, T ) denote the size of the largest subset of T that is an
independent set for σ. Then the Hall Inequality for T , denoted H(T ), is the inequality
n∑
σ=1
α(σ, T ) ≥ |T | .
The partial latin square P is said to satisfy Hall’s Condition if for each set T of cells
of P , the Hall Inequality H(T ) is satisfied.2
It is not hard to show that Hall’s Condition is a necessary condition for completabil-
ity of partial latin squares (see Lemma 8). Some time ago Cropper asked whether in
fact Hall’s Condition is a sufficient condition [7]. John Goldwasser provided a negative
answer, giving a partial latin square (see Figure 1) that satisfies Hall’s Condition but is
not completable [17]. However, Cropper’s question served to stimulate interest in the
area, and a number of papers have appeared recently (e.g. [2, 4, 17, 21]).
As noted above, in the case of partial latin squares where the filled cells form a rect-
angle, Hall’s Condition is both a necessary and sufficient condition for completability.
So we have the following theorem.
Theorem 2. Let P be a partial latin square of order n whose filled cells are those in
the upper left r × s rectangle, for some r, s ∈ {1, . . . , n}. Then P is completable if and
only if P satisfies Hall’s Condition.
So while Hall’s Condition is not, in general, a sufficient condition for a partial
latin square to be completable, if we restrict our attention to partial latin squares
1In fact, this follows from a result of Hilton and Johnson [19], who show that the n inequalities of
Ryser’s Condition can be replaced by a single inequality. They did not state their result in terms of
Hall’s Condition, but they clearly realized this very quickly.
2Hall’s Condition can actually be defined in a more general setting; namely graphs whose vertices
are equipped with colour lists. See [22] for a survey.
2
1 2 3 4 5 6
3 6 1 2 4 5
5 4 2 6 3 1
2 5
4 1
6 3
Figure 1: Goldwasser’s square
where the filled cells form a rectangle, it is both a necessary and sufficient condition
for completability. In light of Theorem 2 it seems sensible to ask if there are other
classes of partial latin square for which Hall’s Condition is also a sufficient condition
for completability.
Bobga and Johnson considered this question, and found that Hall’s Condition is
also a sufficient condition for completability in the case of partial latin squares where
the filled cells form a rectangle with one empty cell inside [2, 4]. In Section 3, we shall
prove the following generalization of their result.
Theorem 3. Let P be a partial latin square of order n whose filled cells are those in the
upper left r × s rectangle, for some r, s ∈ {1, . . . , n}, except for t cells in this rectangle
that are empty, with the condition that there is no more than one of these empty cells
in each column. Then P is completable if and only if P satisfies Hall’s Condition.
To the extent that Theorem 2 is a restatement of Ryser’s Theorem (Theorem 1),
Theorem 3 can be considered as a generalization of Ryser’s Theorem. It seems likely
that Theorem 3 is not the end of the matter, and that more general results along these
lines are possible. For example, one could consider partial latin squares where the filled
cells form a rectangle, except for a 2 × t rectangle of empty cells inside. We do not
know if Hall’s Condition is a sufficient condition for completability in this case.
In Section 4, we shall consider Hall’s Condition and computational complexity. In
this section we use some standard notions from theoretical computer science, for which
we refer the reader to the book by Garey and Johnson [15]. An obvious computational
problem to study is the following.
Problem 4. Let P be a partial latin square. Decide if P satisfies Hall’s Condition.
Unfortunately we are not able to say much about the complexity of this problem.
It may be the case that Problem 4 is in P, but at present we cannot even show that
it is in NP. In Section 2, we show that it is possible to check each Hall Inequality in
polynomial time (see Lemma 13), and so if we have a partial latin square that does not
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satisfy Hall’s Condition, this fact can be verified in polynomial time. Thus Problem 4
is in co-NP.
The following problem was shown to be NP-complete by Colbourn [6] (see also [11]).
Problem 5. Let P be a partial latin square. Decide if P is completable.
We can consider the following variant of Problem 5.
Problem 6. Let P be a partial latin square that satisfies Hall’s Condition. Decide if
P is completable.
The set of partial latin squares that are “yes” instances of Problem 5 is the same
as the set of partial latin squares that are “yes” instances of Problem 6. The difference
is that in Problem 6, the input is restricted to partial latin squares that satisfy Hall’s
Condition. Thus Problem 6 is an example of a promise problem, as the input partial
latin square is “promised” to satisfy Hall’s Condition. (See [16] for a survey of promise
problems.) We shall prove the following.
Theorem 7. Problem 6 is NP-hard.
Theorem 7 suggests that knowing that a partial latin square satisfies Hall’s Condi-
tion may not be very helpful in determining its completability. In Section 4 we shall give
a reduction from an NP-complete hypergraph colouring problem to Problem 5, with
the property that its image is contained in the set of partial latin squares that satisfy
Hall’s Condition. From the existence of this reduction, we can deduce that Problem 6
is NP-hard, and obtain a new proof that Problem 5 is NP-complete.
The structure of this paper is as follows. In Section 2 we prove some basic results
and quote some classical theorems. In Section 3 we give the proof of Theorem 3 and in
Section 4 we give the proof of Theorem 7.
2 Preliminaries
In this section we give some basic results that will be needed later. First we give the
standard result that Hall’s Condition is a necessary condition for a partial latin square
to be completable.
Lemma 8. Let P be a partial latin square of order n. Then P is completable only if P
satisfies Hall’s Condition.
Proof. Let P ∗ be a completion of P , and let T be a set of cells of P ∗. For each symbol
σ ∈ {1, . . . , n}, let Tσ be the subset of the cells of T that contain σ. Summing over all
symbols, we have T1 + · · ·+ Tn = |T |. As each set of cells Tσ is an independent set, we
have α(σ, T ) ≥ |Tσ|. Therefore
n∑
σ=1
α(σ, T ) ≥
n∑
σ=1
|Tσ| = |T | ,
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and so H(T ) holds. Since this is true for all sets T , it follows that P satisfies Hall’s
Condition.
We also need the following standard lemma.
Lemma 9. Let P be a partial latin square of order n, T a set of cells, and f ∈ T a
filled cell. Then H(T ) holds if and only if H(T − f) holds.
Proof. Assume that H(T ) holds. As the cell f is filled, it only supports one symbol,
and so it can only contribute 1 to the quantity
n∑
σ=1
α(σ, T ),
and so
n∑
σ=1
α(σ, T − f) ≥
(
n∑
σ=1
α(σ, T )
)
− 1 ≥ |T | − 1 = |T − f | ,
and so H(T − f) holds. Conversely, suppose that H(T − f) holds, and that f contains
a symbol σ ∈ {1, . . . , n}. As no other cells of T in the same row or column as f support
σ, the size of a maximum independent set of cells of T that support σ is exactly one
greater than the size of such a set in T − f . So
n∑
σ=1
α(σ, T ) =
(
n∑
σ=1
α(σ, T − f)
)
+ 1 ≥ |T − f |+ 1 = |T | ,
and so H(T ) holds.
Because of Lemma 9, if one wishes to determine if a partial latin square satisfies
Hall’s Condition, it is sufficient to verify that the Hall Inequality for each set of empty
cells is satisfied. So we have the following theorem.
Theorem 10. Let P be a partial latin square. P satisfies Hall’s Condition if and only
if the Hall Inequality is satisfied by each set of empty cells.
A vertex cover of a graph G is a set of vertices C, such that C contains at least one
vertex of each edge of G. We shall need the following classical theorem.
Theorem 11. (Ko¨nig–Egerva´ry, 1931 [1, 5, 9, 23]) Let G be a bipartite graph. The size
of a maximum matching in G is equal to the size of a minimum vertex cover.
It can be easily verified that Goldwasser’s square (see Figure 1) is incompletable.
To see that it satisfies Hall’s Condition, we can use the following lemma, which will
also prove useful in Section 4.
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Lemma 12. Let P be a partial latin square. Suppose that a symbol σ is missing from
k columns and k rows of P but is present in all the other rows and columns of P ,
and that we have a set of empty cells T which contains t cells that support σ. Then
α(σ, T ) ≥ ⌈t/k⌉.
Proof. Let G be the bipartite graph on 2k vertices, defined as follows. There are k ver-
tices r1, . . . , rk, representing the rows from which σ is missing, and k vertices c1, . . . , ck,
representing the columns from which σ is missing. For each cell of T that supports
σ, we place an edge between the vertex that represents the cell’s row, and the vertex
that represents the cell’s column. Thus matchings in G correspond to independent sets
of cells in P . By Theorem 11, the size of a maximum matching in G is equal to the
size of the smallest vertex cover. The maximum degree of G is at most k, so a set of
s vertices is incident with at most sk edges. Since G has t edges, a vertex cover of G
must contain at least ⌈t/k⌉ vertices. Hence there is a matching in G of size ⌈t/k⌉, and
therefore α(σ, T ) ≥ ⌈t/k⌉.
Note that in the preceding proof we observed that α(σ, T ) is equal to the size of a
maximum matching in a certain bipartite graph. So we can determine if H(T ) holds by
computing the size of a maximum matching in n bipartite graphs, one for each choice
of symbol σ. Since the size of a maximum matching in a bipartite graph on N vertices
can be determined in O(N3) time (see e.g. [27, Chapter 20]), we have the following
result.
Lemma 13. Let P be a partial latin square, and T a set of cells. Then H(T ) can be
determined in O(n4) time.
In Goldwasser’s square, each symbol is missing from 2 rows and 2 columns, and each
empty cell supports 2 symbols. Let T be a set of empty cells of Goldwasser’s square.
For each i ∈ {1, . . . , 6}, let ai be the number of cells of T that support i. As each cell
of T supports 2 symbols we have
6∑
i=1
ai = 2 |T | (1)
But then
6∑
i=1
α(i, T ) ≥
6∑
i=1
⌈ai/2⌉ (by Lemma 12)
≥ 1
2
6∑
i=1
ai
= |T | , (by (1))
and so H(T ) holds. By Theorem 10, Hall’s Condition holds if the Hall Inequality holds
for each set of empty cells. Since this holds for all sets T , it follows that Goldwasser’s
square satisfies Hall’s Condition. The following theorem formalizes this argument.
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Theorem 14. Let P be a partial latin square of order n. For all σ ∈ {1, . . . , n}, let
ν(σ) denote the number of times that σ appears in P . For each empty cell b of P we
let S(b) denote the set of symbols supported by b. Suppose we have
∑
σ∈S(b)
1
n− ν(σ)
≥ 1 for each empty cell b of P . (2)
Then P satisfies Hall’s Condition.
Proof. By Theorem 10, Hall’s Condition holds if the Hall Inequality holds for each set
of empty cells. Let T be a set of empty cells of P . For each symbol σ ∈ {1, . . . , n}, let
Tσ denote the subset of T consisting of the cells that support σ. Then
n∑
σ=1
α(σ, T ) ≥
n∑
σ=1
|Tσ|
n− ν(σ)
(by Lemma 12)
=
∑
b∈T
∑
σ∈S(b)
1
n− ν(σ)
≥
∑
b∈T
1 (by (2))
= |T | ,
and so H(T ) holds.
Finally, we state four classical results that will be needed in due course.
Theorem 15. (Hall, 1936 [1, 5, 9, 18]) Let G be a bipartite graph with bipartition
(A,B). There is a matching in G which covers A if and only if each subset A′ ⊆ A has
at least |A′| neighbours.
Theorem 16. (Dulmage and Mendelsohn, 1958 [1, 10]) Let G be a bipartite graph with
bipartition (A,B) and suppose M1 and M2 are two matchings in G. Then there is a
matching M ⊆ M1 ∪M2 such that M covers all the vertices of A covered by M1 and all
the vertices of B covered by M2.
For a graph G, the maximum degree will be denoted ∆(G) and the chromatic index
will be denoted χ′(G).
Theorem 17. (Ko¨nig, 1916 [1, 5, 9, 23]) Let G be a bipartite graph. Then χ′(G) =
∆(G).
The final theorem, of Ford and Fulkerson, is commonly known as the Max-flow
Min-cut Theorem. An integral flow is a flow in which the flow along each edge is an
integer.
7
Theorem 18. (Ford and Fulkerson, 1956 [5, 9, 13]) Let G be a directed graph with inte-
gral edge capacities and two distinguished vertices α (the “source”) and ω (the “sink”).
Then the size of a maximum flow between α and ω is equal to the minimum size of a cut
that separates these two vertices. Moreover, there is a maximum flow that is integral.
It is a common student exercise to deduce Theorem 15 (Hall’s Theorem) from The-
orem 18. We shall use a method in the proof of Theorem 3 that was inspired by this
exercise.
3 A generalization of Ryser’s Theorem
Theorem 2 states that Ryser’s Condition is equivalent to Hall’s Condition. In this
section, we give a proof of Theorem 2, in the same spirit as that given by Bobga
and Johnson [2, 4]. The proof will serve as a template for the more difficult proof of
Theorem 3. In the proof we show that Ryser’s Condition is in fact equivalent to a
single Hall Inequality: H(H), where H is the set of cells in the top r rows. To prove
Theorem 2 we need the following lemma.
Lemma 19. Let P be a partial latin square of order n whose filled cells are those in
the upper left r × s rectangle R, for some r, s ∈ {1, . . . , n}. Let H be the set of cells in
the top r rows, and for each symbol σ ∈ {1, . . . , n} let ν(σ) denote the number of times
that σ appears in R. Then
α(σ,H) = min{r, ν(σ) + n− s}.
Proof. Fix a symbol σ ∈ {1, . . . , n}. Let S1 be the set of cells in R that contain σ. S1 is
an independent set of size ν(σ). In H there are n− s columns with empty cells, and σ
is missing from r− ν(σ) rows. From the cells in these n− s columns and r− ν(σ) rows
we can select an independent set S2 of size min{r− ν(σ), n− s}. Then S = S1 ∪ S2 is
an independent set of size min{r, ν(σ) + n− s}. So α(σ,H) ≥ min{r, ν(σ) + n− s}.
Moreover, α(σ,H) ≤ r as there are r rows in H ; also α(σ,H) ≤ ν(σ) + n − s as no
independent set for σ can use more than ν(σ) + n − s columns. So in fact we have
α(σ,H) = min{r, ν(σ) + n− s}.
We can now prove Theorem 2.
Proof of Theorem 2. If P is completable then it satisfies Hall’s Condition by Lemma 8.
Conversely, suppose P satisfies Hall’s Condition. Then H(H) holds, which means that
n∑
σ=1
α(σ,H) ≥ rn,
which can only be the case if α(σ,H) = r for each σ ∈ {1, . . . , n}. By Lemma 19 we
have ν(σ) + n − s ≥ r for each σ ∈ {1, . . . , n}, and so P satisfies Ryser’s Condition.
Thus P is completable by Theorem 1.
8
Figure 2: The shapes of partial latin square considered in Theorems 2 and 3.
The following lemma is a generalization of Lemma 19, and is essential to the proof
of Theorem 3.
Lemma 20. Let P be a partial latin square of order n whose filled cells are all in the
upper left r × s rectangle R, for some r, s ∈ {1, . . . , n}, although at most one cell in
each column inside the rectangle may be empty. Let J be a subset of these empty cells.
Let H be the set of cells in the top r rows, and for each σ ∈ {1, . . . , n} let ν(σ) denote
the number of times that σ appears in R, and let ρ(σ) be the number of rows in which
there is an empty cell in R − J that supports σ. Then
α(σ,H − J) = min{r, ν(σ) + ρ(σ) + n− s}.
Proof. Fix a symbol σ ∈ {1, . . . , n}. Let S1 be the set of cells in H that contain σ, plus
one empty cell from R− J that supports σ from each row that contains such a cell. S1
is an independent set of size ν(σ) + ρ(σ). We can find an independent set S2 of size
min{r−ν(σ)−ρ(σ), n−s} from the cells in the rightmost n−s columns that are in the
r − ν(σ)− ρ(σ) rows that have no cells in S1. Then S = S1 ∪ S2 is an independent set
for σ of size min{r, ν(σ)+ρ(σ)+n−s}. So α(σ,H−J) ≥ min{r, ν(σ)+ρ(σ)+n−s}.
Moreover, α(σ,H−J) ≤ r as there are r rows inH ; also α(σ,H−J) ≤ ν(σ)+ρ(σ)+n−s
as no independent set for σ can use more than ν(σ) + ρ(σ) + n− s columns. So in fact
we have α(σ,H − J) = min{r, ν(σ) + ρ(σ) + n− s}.
We can now prove Theorem 3.
Proof of Theorem 3. If P is completable then it satisfies Hall’s Condition by Lemma 8.
Conversely, suppose P satisfies Hall’s Condition.
Let H be the set of rn cells in the first r rows of P , and let B be the set of empty
cells contained within R. We shall give a procedure for finding a completion of P . The
procedure consists of three steps, which we now outline.
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Step 1. A partial latin square Q1 is constructed from P , by filling some of the cells of B,
in such a way that each symbol appears at least r+ s−n times within R. This
step will be shown to be possible because the Hall Inequality H(H −B′) holds
for each subset B′ ⊆ B. The main tool used to show this will be Theorem 18
(the Max-flow Min-cut Theorem).
Step 2. A partial latin square Q2 is constructed from P by filling all the cells of B. This
step will be performed entirely independently to Step 1; Q2 will not depend on
Q1 in any way. For Q2 there will be no conditions put on the number of times
each symbol must appear in R. This step will be shown to be possible because
the Hall Inequality H(B′) holds for each subset B′ ⊆ B. The main tool used
to show this will be Theorem 15 (Hall’s Theorem).
Step 3. A partial latin square Q is constructed from Q1 and Q2, in which all the cells of
B are filled, and for which Ryser’s Condition holds. The main tool used will be
Theorem 16 (the Dulmage-Mendelsohn Theorem). It follows from Theorem 1
(Ryser’s Theorem) that Q is completable.
Note that we shall not need to make use of the fact that all the Hall Inequalities
are satisfied; it will suffice to make use of those inequalities that are of the form H(B′)
or H(H −B′) for some B′ ⊆ B.
Step 1.
In this step, we shall describe a procedure for constructing a partial latin square Q1
from P by filling in some of the cells of B in such a way that each symbol σ ∈ {1, . . . , n}
appears at least r + s− n times in R.
By Lemma 20, first with J = B, and second with J = ∅, we have
α(σ,H −B) = min{r, ν(σ) + n− s}
and
α(σ,H) = min{r, ν(σ) + ρ(σ) + n− s},
where ρ(σ) is the number of rows in which σ is supported by a cell of B. H(H) implies
that for each σ ∈ {1, . . . , n} we have α(σ,H) = r, and therefore
ν(σ) + ρ(σ) + n− s ≥ r.
For each symbol σ ∈ {1, . . . , n} let µ(σ) be the least non-negative integer such that
ν(σ) + µ(σ) ≥ r + s− n. (3)
Thus if σ already appears at least r+ s− n times in R we have µ(σ) = 0; otherwise we
have µ(σ) > 0 and
ν(σ) + µ(σ) = r + s− n. (4)
10
α ωU X B
Figure 3: The directed graph G from Theorem 3.
Note that for each σ ∈ {1, . . . , n} we have
µ(σ) ≤ ρ(σ). (5)
Let
u =
n∑
σ=1
µ(σ).
If we can fill in u cells of B using each symbol σ ∈ {1, . . . , n} µ(σ) times, then in the
resulting partial latin square, by (3), each symbol will appear at least r + s− n times
in R, and we will have the required partial latin square Q1. We shall now show that
this can always be done.
If a symbol σ has µ(σ) = 0 then no copies of this symbol need be placed in B. In
fact, we only need be concerned with those symbols σ for which µ(σ) > 0; and for these
symbols equation (4) holds.
Consider a directed graph G with edge-capacities, that has vertex set U ∪X ∪B ∪
{α, ω} where
U = {σ : σ ∈ {1, . . . , n} and µ(σ) > 0},
X = {(σ, w) : w ∈ {1, . . . , r} and σ is supported by at least one empty cell in row w},
and α and ω are two additional vertices, which can be thought of as a “source” and a
“sink”. The source will have zero in-degree and the sink will have zero out-degree; we
shall consider cuts in G that separate α from ω.
In G, α is joined to each vertex σ ∈ U by an edge of capacity µ(σ), the direction
being from α to σ. Each vertex σ ∈ U is joined to all the vertices in X of the form
(σ, w) for some w ∈ {1, . . . , r} by edges of capacity 1, the direction being from U to X .
Each vertex (σ, w) ∈ X is joined to all b ∈ B where b is a cell in row w that supports σ,
with edges of capacity u, the direction being from X to B. Each vertex in B is joined
to ω by an edge of capacity 1, the direction being from B to ω. (See Figure 3.)
Claim 1. It is possible to fill some of the cells of B using each symbol σ ∈ U µ(σ) times
if and only if there is a u-flow in G from α to ω.
Proof. Suppose there is such a partial filling of B. For each instance that a symbol
σ ∈ U is placed in cell b ∈ B of row w, we can create a 1-flow in G from α to ω by
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sending a flow of 1 from α to σ ∈ U to (σ, w) ∈ X to b ∈ B to ω. The sum of all these
1-flows gives a u-flow from α to ω.
Conversely, suppose that there is a u-flow from α to ω. By Theorem 18 (the Max-
flow Min-cut Theorem) there is such a flow that is integral. All the edges from α to U
must carry a flow equal to their capacity, and there must be u paths from U to ω each
carrying 1-flows. These flows indicate how the cells of B can be filled. The fact that
the edges between U and X have capacity 1 ensures that each symbol is placed at most
once in each row. This proves Claim 1.
By Claim 1, to show that Q1 can be constructed, it will suffice to show that there
is a u-flow in G from α to ω. So suppose, for a contradiction, that there does not exist
such a u-flow in G. Then by Theorem 18 (the Max-flow Min-cut Theorem) there must
be a cut T in G of size less than u that separates α from ω. T cannot contain any
of the edges between X and B as each of these edges has capacity u. Also T cannot
contain all the edges between α and U (or it would have size u).
Let U ′ ⊆ U be the set of vertices that α is joined to with an edge that is not in T .
(See Figure 4.) For each σ ∈ U ′ let c(σ) be the number of edges joining σ to X that
are in T . We may suppose that for all σ ∈ U ′ we have c(σ) < µ(σ) as otherwise we can
create a new cut T ′ from T , where |T ′| ≤ |T |, by removing the edges joining σ to X
and adding the edge joining α to σ instead.
Let B′ ⊆ B be the set of vertices in B that are joined to vertices in U ′ by paths
containing no edges of T . Because the cut T separates α from ω all the edges that join
B′ to ω must be in T . Since we have assumed that T has size less than u we must have∑
σ∈U−U ′
µ(σ) +
∑
σ∈U ′
c(σ) + |B′| < u =
∑
σ∈U
µ(σ),
so that ∑
σ∈U ′
(µ(σ)− c(σ)) > |B′| . (6)
By Lemma 20 we have for each σ ∈ U ,
α(σ,H −B′) = min{r, ν(σ) + ρ′(σ) + n− s}
≤ ν(σ) + ρ′(σ) + n− s,
where ρ′(σ) is the number of rows in which σ is supported by a cell in B − B′. Then
by (4) we have
α(σ,H − B′) ≤ r − µ(σ) + ρ′(σ). (7)
Consider a row w that contains at least one empty cell b ∈ B − B′ that supports
σ. Each such row contributes 1 to ρ′(σ). The occurrence of cell b ∈ B − B′ in row w
supporting σ corresponds to a unique path joining σ ∈ U ′ to b ∈ B − B′ and passing
through (σ, w) in X . Such a path must contain one of the c(σ) edges of T joining σ ∈ U ′
to X . Therefore for σ ∈ U ′ we have
ρ′(σ) ≤ c(σ),
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α ωU ′ B′
Figure 4: The sets U ′ and B′ from Theorem 3.
and therefore by (7),
α(σ,H −B′) ≤ r − µ(σ) + c(σ).
So
n∑
σ=1
α(σ,H − B′) ≤
∑
σ∈U−U ′
r +
∑
σ∈U ′
(r − µ(σ) + c(σ))
≤ rn−
∑
σ∈U ′
(µ(σ)− c(σ))
< rn− |B′| , (by (6))
which contradicts H(H − B′).
Hence there must be a u-flow from α to ω, and so by Claim 1 Q1 can be constructed.
Step 2.
In this step, we shall describe a procedure for constructing a partial latin square Q2
from P by filling all the cells of B.
This can be done by filling the cells of B row by row. We define the bipartite graphs
G1, . . . , Gr as follows. For w ∈ {1, . . . , r}, Gw is the graph with vertex set S ∪ Bw
where S = {1, . . . , n} is the set of symbols and Bw is the subset of B consisting of the
members of B that are in row w; where a cell b ∈ Bw is joined to each symbol in S
that it supports. Note that some of the graphs G1, . . . , Gr may have no edges; in this
case they can be disregarded. Note that the graphs are constructed in such a way that
a matching in Gw that covers Bw corresponds to a filling of the cells Bw where each
cell is filled with a symbol that it supports and no two cells are filled with the same
symbol.
Claim 2. There is a matching in Gw that covers Bw.
Proof. Suppose not. Then by Theorem 15 (Hall’s Theorem) there is a subset B′ ⊆ Bw
with neighbour set Y ∈ S such that |Y | < |B′|. But for any symbol σ ∈ {1, . . . , n} we
have α(σ,B′) ≤ 1, so H(B′) implies that the cells of B′ support at least |B′| symbols,
which contradicts B′ having fewer than |B′| neighbours in Gw. This proves Claim 2.
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It follows that it is possible to fill all the cells of Bw for each w ∈ {1, . . . , r}, and so
in this way Q2 can be constructed.
Step 3.
In this step, we shall describe a procedure for constructing a partial latin square Q3
from Q1 and Q2, in which all the cells of B are filled, and each symbol appears at least
r+ s− n times within R. We shall make further use of the bipartite graphs G1, . . . , Gr
defined in Step 2.
For each row w ∈ {1, . . . , r} that contains cells in B, the way that the cells of Bw
are filled in Q1 and Q2 give two matchings in Gw, M1 and M2. By Theorem 16 (the
Dulmage-Mendelsohn Theorem), there is a matching Mw ⊆M1∪M2 that covers all the
vertices in Bw that are covered by M2 (i.e. in fact, all the vertices of Bw), and all the
vertices in S that are covered by M1.
Then Q can be created by taking P and filling the cells of B according to the
matching Mw for each row w. Since for each w ∈ {1, . . . , r}, Bw contains all the
symbols that it does in Q1, each symbol σ ∈ U appears at least µ(σ) times in B. It
follows that in Q each symbol appears at least r + s− n times.
In Q, all the cells of B are filled, and each symbol appears at least r + s− n times.
Thus Q satisfies Ryser’s Condition, and so by Theorem 1 it is possible to fill in the
empty cells of Q to create a latin square. This proves Theorem 3.
4 Complexity questions
In this section we give the proof of Theorem 7. We need the following theorem of
Kratochv´ıl [24]. A (k-in-m)-colouring of an m-uniform hypergraph is a colouring of
the vertices with red and blue such that each edge contains exactly k red vertices and
m− k blue vertices.
Theorem 21. For every q ≥ 3, m ≥ 3 and 1 ≤ k ≤ m − 1, the problem of deciding
(k-in-m)-colourability of q-regular m-uniform hypergraphs is NP-complete.
So in particular, the following problem is NP-complete.
Problem 22. Let H be a 4-uniform 4-regular hypergraph. Decide if H is 2-in-4
colourable.
A partial latin square of order n is said to be L-shaped if all the cells are filled except
for those in the upper left r × s rectangle, for some r, s ∈ {1, . . . , n}. (This condition
on the shape is opposite to that required for Theorems 1 and 2.)
Problem 23. Let P be an L-shaped partial latin square. Decide if P is completable.
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Figure 5: The symbols in the 4×4 square of M whose top-left cell is (4i, 4j) (left), and
the positions of the symbols in B indicated by rectangles (right).
We shall show that Problem 23 is NP-complete, by giving a reduction from Prob-
lem 22 to Problem 23.3 The reduction has the property that its image is contained in
the set of L-shaped partial latin squares that satisfy Hall’s Condition.
Lemma 24. Problem 23 is NP-complete. Moreover, there is a reduction from Prob-
lem 22 to Problem 23 that maps 4-uniform 4-regular hypergraphs to L-shaped partial
latin squares that satisfy Hall’s Condition.
An r× s latin rectangle is an r× s array in which each cell is filled, and no symbol
appears more than once in any row or column. A framework is a tuple
R = (r, s, t, R1, . . . , Rr, C1, . . . , Cs)
where r, s and t are positive integers, andR1, . . . , Rr, C1, . . . , Cs are subsets of {1, . . . , t}.
The sets R1, . . . , Rr are called the row lists, and the sets C1, . . . , Cs are called the column
lists.4
A latinization of a framework R = (r, s, t, R1, . . . , Rr, C1, . . . , Cs) is an r × s latin
rectangle where each symbol that appears in row i belongs to Ri, for each 1 ≤ i ≤ r,
and each symbol that appears in column j belongs to Cj, for each 1 ≤ j ≤ s.
An L-shaped partial latin square P is said to realize R (or be a realization of R),
if Ri is the set of symbols missing from row i, for each 1 ≤ i ≤ r, and Cj is the set of
symbols missing from column j, for each 1 ≤ j ≤ s. Thus if P realizes R, the upper
left r × s rectangle of any completion of P is a latinization of R, and vice-versa.
3The reduction is a Karp reduction, sometimes called a “polynomial transformation”. All this
terminology is discussed in [15].
4Our frameworks are a special case of the “latin frameworks” from [6, 11] and the “patterned holes”
from [25].
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1 0 0 1 1 1
1 1 0 0 1 1
1 1 1 0 0 1
1 1 1 1 0 0
0 1 1 1 1 0
0 0 1 1 1 1


Figure 6: An example of a 4-uniform 4-regular hypergraph H , where the edges are
drawn as ellipses (left), and its incidence matrix D, under a suitable labelling of the
vertices and edges (right).
If P is an L-shaped partial latin square, where the upper left r × s rectangle is
empty, then we can create a framework R = (r, s, t, R1, . . . , Rr, C1, . . . , Cs), for which
P is a realization, in the following natural way. For each 1 ≤ i ≤ r, let Ri be the set
of symbols missing from row i, and for each 1 ≤ j ≤ s, let Cj be the set of symbols
missing from column j. Such a framework will have the following properties.
(i) |Ri| = s for each 1 ≤ i ≤ r.
(ii) |Cj| = r for each 1 ≤ j ≤ s.
(iii) Each symbol appears the same number of times in the row lists as it does in the
column lists.
If a framework satisfies conditions (i), (ii) and (iii), it is said to be balanced. It turns
out that given any balanced framework R, there is an L-shaped partial latin square P
that realizes R.
Theorem 25. Let R = (r, s, t, R1, . . . , Rr, C1, . . . , Cs) be a balanced framework. For
any n ≥ max{t, r + s}, there is a partial latin square P of order n that realizes R, and
such a partial latin square P can be found in polynomial time.
Proof. Fix an n such that n ≥ max{t, r + s}. We shall give a procedure, consisting of
two steps, for constructing an L-shaped partial latin square P of order n that realizes
R. Initially, suppose P is a partial latin square of order n with all cells empty. In the
first step, we fill the cells in the rightmost n− s columns of the top r rows of P , and in
the second step, we fill the cells in the bottom n− r rows.
Step 1 is as follows. Consider the bipartite graph G1 with bipartition (A,B), where
the vertices in A are labelled a1, . . . , an and correspond to the symbols 1, . . . , n; the
vertices in B are labelled b1, . . . , br and correspond to rows 1, . . . , r of P ; and where
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Figure 7: The position of the symbols from B in M .
there is an edge between ai and bj if and only if symbol i is not in Rj , for each 1 ≤ i ≤ n
and 1 ≤ j ≤ r.
Thus ai has degree r − ν(i), where ν(i) is the number of times that the symbol i
occurs in the row lists, for each 1 ≤ i ≤ n; and bj has degree n − s, as there are s
symbols in the row list Rj , for each 1 ≤ j ≤ r. The maximum degree ∆(G1) is n − s
for otherwise there would be some i for which r − ν(i) > n− s, which contradicts the
assumption that n ≥ r + s.
By Theorem 17 (Ko¨nig’s Theorem), G1 has a proper edge-colouring with the colours
1, . . . , n− s. So the cells in the rightmost n− s columns of the top r rows of P can be
filled according to this edge-colouring: symbol i is placed in cell (j, s+ k) if and only if
ai is joined to bj with an edge of colour k, for each 1 ≤ i ≤ n, 1 ≤ j ≤ r, 1 ≤ k ≤ n− s.
At this point the number of times the symbol i either appears in the top r rows of P or
in one of the row lists R1, . . . , Rr is r, for each 1 ≤ i ≤ n. And because the framework
R is balanced, the number of times i appears in the column lists C1, . . . , Cs or in the
top r rows of P is also r, for each 1 ≤ i ≤ n.
Step 2 is as follows. Consider the bipartite graph G2 with bipartition (C,D), where
the vertices in C are labelled c1, . . . , cn and correspond to the n columns of P , the
vertices in D are labelled d1, . . . , dn and correspond to the symbols 1, . . . , n, and where
there is an edge between di and cj if and only if i is not in Cj (when 1 ≤ j ≤ s) or i does
not appear in the top r cells of column j of P (when s < j ≤ n) for each 1 ≤ i ≤ n and
1 ≤ j ≤ n. Each vertex in G2 has degree n− r, so by Theorem 17 (Ko¨nig’s Theorem)
we can give G2 a proper edge-colouring using the colours 1, . . . , n− r. We can now fill
the bottom n− r rows of P according to this edge-colouring: symbol i in placed in cell
(r + k, j) if and only if di is joined to cj with an edge of colour k, for each 1 ≤ i ≤ n,
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1 ≤ j ≤ n, 1 ≤ k ≤ n− r.
This procedure creates an L-shaped partial latin square P , where the symbols miss-
ing from rows 1, . . . , r are those in the row lists R1, . . . , Rr and the symbols missing
from columns 1, . . . , s are those in the column lists C1, . . . , Cs. In other words, P is a
realization of R. The procedure involves edge-colouring two graphs, each with at most
2n vertices, which can be done in O(n3) time (see e.g. [27, Chapter 20]). Since n is
polynomial in the size of the framework, the procedure can be performed in polynomial
time.
Given a framework R, the admissible symbol array M = M(R) is an r × s array in
which Mij = Ri ∩ Cj for each 1 ≤ i ≤ r and 1 ≤ j ≤ s. Thus a latinization of R can
be described as an r × s latin rectangle L for which Lij ∈ Mij for each 1 ≤ i ≤ r and
1 ≤ j ≤ s. We are now ready to prove Lemma 24.
Proof of Lemma 24. Let H be a 4-uniform 4-regular hypergraph of order u. We shall
give a procedure for constructing an L-shaped partial latin square Q such that Q is
completable if and only if H is 2-in-4 colourable. Q will be an L-shaped partial latin
square of order n = 4u2 + 12u, in which the upper left 4u × 4u square is empty, and
the rest of the cells are filled. In addition, Q will satisfy Hall’s Condition.
Note that since H is 4-uniform and 4-regular, H has the same number of vertices
as edges. So H has u vertices and u edges, which we assume are labelled v0, . . . , vu−1
and e0, . . . , eu−1 respectively. We shall describe the construction from H of a balanced
framework
R = R(H) = (4u, 4u, n, R1, . . . , R4u, C1, . . . , C4u),
with the property that R is latinizable if and only if H is 2-in-4 colourable. Instead of
describing R directly, we describe its admissible symbol array M .
M is a 4u × 4u array whose entries are subsets of {1, . . . , n}. For convenience we
consider the set {1, . . . , n} to be the union of three sets A, B and C, whose members
are labelled as follows. A consists of aj,k for each 0 ≤ j ≤ u − 1 and 0 ≤ k ≤ 3; B
consists of bi,j,k for each 0 ≤ i ≤ u− 1, 0 ≤ j ≤ 3 and 0 ≤ k ≤ 5; and C consists of ci,j,k
for each 0 ≤ i ≤ u − 1, 0 ≤ j ≤ u − 1, 0 ≤ k ≤ 3 for which vi is not incident with ej.
Thus |A| = 4u, |B| = 24u, |C| = 4u(u− 4) and n = |A|+ |B|+ |C|.
We can consider the cells of M as consisting of a u × u grid of 4 × 4 squares. In
the construction of M , the entries in the 4× 4 square whose top-left cell is (4i, 4j) are
determined by whether vertex vi is incident with the edge ej .
If vi is incident with ej , and ej is the (k+1)st edge in the ordering e0, . . . , eu−1 that
is incident with vi, then the cells of the 4×4 square whose top-left cell is (4i, 4j) contain
some symbols from A and some from B. Each cell in the top row contains the symbols
aj,0 and aj,1, and each cell in the bottom row contains the symbols aj,2 and aj,3. The
cells contain the symbols bi,k,l, for each l ∈ {0, . . . , 5}, and bi,k−1,5 (where subtraction
is taken modulo 4), in the manner shown in Figure 5. The right-hand diagram gives a
simplified picture, where the positions of the symbols in B are indicated by rectangles;
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Figure 8: Symbols in “red” position (top) and “blue” position (bottom).
for each symbol in B, there is a rectangle whose corners are located in the cells that
contain it.
If vi is not incident with ej , then the cells of the 4× 4 square whose top-left cell is
(4i, 4j) contain some symbols from C; namely the symbols ci,j,0, ci,j,1, ci,j,2 and ci,j,3.
Figure 6 gives an example of the a 4-uniform 4-regular hypergraph H and its inci-
dence matrix. Figure 7 gives a simplified illustration of the array M , constructed from
H , where the positions of the symbols from B are indicated by rectangles.
It is easy to verify that the cells in each row of M contain 4u symbols, and the cells
in each column of M contain 4u symbols. Each symbol in A and C belongs to 16 cells,
in 4 rows and 4 columns. Each symbol in B belongs to 4 cells, in 2 rows and 2 columns.
It is not hard to construct a balanced framework R that hasM as its admissible symbol
array.
Claim 1. R can be latinized if and only if H is 2-in-4 colourable.
Proof. First suppose that R is latinizable, and that L is a latinization of R. Consider
the symbols bi,k,l, where 0 ≤ i ≤ u − 1 is fixed, and k and l range over {0, . . . , 3} and
{0, . . . , 5} respectively. These symbols are naturally associated with the vertex vi. The
first point to note is that the position of just one of these symbols in L determines the
position of all of them. Moreover, there are just two different ways in which they can
be placed, called “red position” and “blue position”. These are illustrated in Figure 8,
where the dots indicate the positions of symbols from B.
We can colour the vertices of H red or blue according to whether their associated
symbols in B are in red position or blue position. We claim that this in fact gives a
2-in-4 colouring of H . Consider the symbols aj,k, where 0 ≤ j ≤ u − 1 is fixed, and k
ranges over {0, . . . , 3}. Each of these symbols must appear four times in the columns
4j, . . . , 4j+3 of L. But this can only happen if amongst the symbols in B corresponding
to the vertices incident with ej , two are in red position, and two are in blue position.
An example of how they might be placed is illustrated in Figure 9. Hence from L we
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Figure 9: A possible arrangement of the symbols aj,k for 0 ≤ k ≤ 3.
can create a 2-in-4 colouring of H , and so H is 2-in-4 colorable.
Conversely, suppose H is 2-in-4 colourable. Then we can choose a 2-in-4 colouring
of H , and place the symbols of B in red or blue position according to whether their
associated vertices in H are red or blue. This leaves empty cells in which the symbols
aj,k for all 0 ≤ j ≤ u − 1 and 0 ≤ k ≤ 3 can be placed. The symbols of C can
be placed without any difficulty, as the symbols ci,j,0, ci,j,1, ci,j,2 and ci,j,3 for a fixed
0 ≤ i ≤ u− 1 and 0 ≤ j ≤ u− 1 can only be placed in the 4× 4 square whose top-left
cell is (4i, 4j). We can fill this square with any latin square on these four symbols.
Hence R is latinizable. This proves claim 1.
We have described the construction of a balanced framework R that is latinizable if
and only if H is 2-in-4 colourable. We can now use the procedure given in Theorem 25
to find an L-shaped partial latin square Q of order n = 4u2+12u that realizes R. Thus
Q is completable if and only if H is 2-in-4 colourable.
It remains to show that Q satisfies Hall’s Condition. Due to the way in which we
constructed R, and subsequently Q, each empty cell supports either: (i) two symbols
from B, (ii) one symbol from B and two symbols from A, or (iii) four symbols from
C. Each symbol from B is missing from two rows and columns of Q, and each symbol
from A and C is missing from four rows and columns of Q. Hence the conditions of
Theorem 14 are satisfied, and Q satisfies Hall’s Condition.
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The computation of the framework R from H can clearly be performed in polyno-
mial time, and as shown in the proof of Theorem 25, Q can be computed from R in
polynomial time.
A Turing machine equipped with an oracle for deciding Problem 6 could decide
Problem 22 in polynomial time by transforming instances of Problem 22 into instances
of Problem 6, using the reduction given in Lemma 24, and then calling the oracle. Since
Problem 22 is NP-complete, it follows that Problem 6 is NP-hard.
There are a number of variants of Problem 6 that can be shown to be NP-hard using
the reduction given in Lemma 24. For example, for any ǫ > 0 we have the following
two problems.
Problem 26. Let P be a partial latin square that satisfies Hall’s Condition where the
proportion of empty cells is less than ǫ. Decide if P is completable.
Problem 27. Let P be a partial latin square that satisfies Hall’s Condition where the
proportion of empty cells is greater than 1− ǫ. Decide if P is completable.
In fact both these problems are NP-hard.
Theorem 28. Problems 26 and 27 are NP-hard.
Proof. In Lemma 24, we gave a reduction from Problem 22 to Problem 6, that maps a
4-regular 4-uniform hypergraph H on u vertices to an L-shaped partial latin square of
order n = 4u2 + 12u, where the upper left 4u× 4u square is empty. So all but a finite
number of hypergraphs are mapped to partial latin squares for which the proportion of
empty cells is less than ǫ. It follows that Problem 26 is NP-hard.
We can also consider a variant of the reduction given in Lemma 24, where after
constructing the partial latin square we delete the symbols in the bottom right (n −
4u)× (n− 4u) square. It is not difficult to see that if some symbols are deleted from a
partial latin square that satisfies Hall’s Condition, the resulting partial latin square must
also satisfy Hall’s Condition. So this reduction maps 4-regular 4-uniform hypergraphs
to partial latin squares that satisfy Hall’s Condition, and all but a finite number of
hypergraphs are mapped to partial latin squares for which the proportion of empty
cells is greater than 1− ǫ. Hence Problem 27 is also NP-hard.
5 Concluding remarks
The most obvious open question is whether Problem 6 is in NP, and indeed, whether
it is in P. Hall’s Condition can also be defined for graphs whose vertices are equipped
with colour lists (see e.g. [22]). Problem 6 is a special case of the following problem.
Problem 29. Let G be a perfect graph (see e.g. [5]) whose vertices have colour lists.
Decide if G satisfies Hall’s Condition.
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It would also be interesting to find more classes of partial latin square for which
Hall’s Condition is a necessary and sufficient condition for completability. This has
been done to some extent in [3], but there are no doubt more results that could be
obtained along these lines. For example, Hall’s Condition may be a necessary and
sufficient condition for completability in the case of a partial latin square for which the
filled cells form a rectangle with a 2× t rectangle of empty cells inside.
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