The current landscape of scientific research is widely based on modeling and simulation, typically with complexity in the simulation's flow of execution and parameterization properties. Execution flows are not necessarily straightforward since they may need multiple processing tasks and iterations. Furthermore, parameter and performance studies are common approaches used to characterize a simulation, often requiring traversal of a large parameter space. High-performance computers offer practical resources at the expense of users handling the setup, submission, and management of jobs. This work presents the design of PaPaS, a portable, lightweight, and generic workflow framework for conducting parallel parameter and performance studies. Workflows are defined using parameter files based on keyword-value pairs syntax, thus removing from the user the overhead of creating complex scripts to manage the workflow. A parameter set consists of any combination of environment variables, files, partial file contents, and command line arguments. PaPaS is being developed in Python 3 with support for distributed parallelization using SSH, batch systems, and C++ MPI. The PaPaS framework will run as user processes, and can be used in single/multi-node and multi-tenant computing systems. An example simulation using the BehaviorSpace tool from NetLogo and a matrix multiply using OpenMP are presented as parameter and performance studies, respectively. The results demonstrate that the PaPaS framework offers a simple method for defining and managing parameter studies, while increasing resource utilization.
INTRODUCTION
Computational approaches, such as modeling and simulation, are widely used to find information and patterns otherwise not readily available. These applications are often complex due to the sheer size of the parameter space and long run times [39] . Moreover, applications may consist of compound basic workflow structures (e.g. process, pipeline, data distribution, data aggregation, and data redistribution [4] ). As a consequence, testing, monitoring, and validating workflows is not trivial because parameters may come from disparate sources (e.g., command line arguments, environment variables, files, or a combination of these).
High-performance clusters and grid systems are practical for performing parameter studies due to their large collection of processors and storage resources [8, 19, 36] , although local computers can also be used due to the advancement of graphic processors and other accelerators [17] . The setup, submission, and orchestration of such jobs in computing clusters may be a challenge, particularly to non-programmers or novice users for conducting parameter studies in a parallel or distributed fashion [10, 25] . Previous work has evaluated static and dynamic scheduling algorithms for managing workflow structures efficiently in cluster and grid systems [6, 32, 46] . Clearly, scientific research has benefited from systematic parameter studies as a means to find an optimal or reasonable set of parameters [13, 29, 34] .
This work presents the ongoing effort of designing PaPaS, an easy-to-use Python 3 framework for describing and executing parameter and performance studies in local and cluster computers. PaPaS serves as a lightweight workflow manager configured via a simple keyword/value workflow language. In Section 2 we present examples of existing tools for parameter studies. A representative scenario of job's execution in cluster systems is used as motivation in Section 3, contributions of PaPaS are included here as well. Section 4 gives a general overview of PaPaS architectural design, followed by a description of its workflow language, Section 5. As case studies, a parameter study of a multi-agent NetLogo model [41] is found in Section 6, and a parameter study of a matrix multiply using OpenMP threading library is shown in Section 7. The remainder of the manuscript summarizes the work and describes several enhancements that will make PaPaS interact well with existing workflow management tools.
RELATED WORK
There are numerous available tools and frameworks for running parameter studies in cluster and grid-enabled systems. Commonly, these workflow management systems need to be installed by administrators as system-wide software, and include web interfaces for user interaction [28, 33, 38, 43] . Also, some of these tools have a high number of modules interacting with one another which makes the system not ideal for either novice computer users or simple jobs. It is worth noting that workflow management systems have been studied since the advent of the Internet and are widely used. Several mature projects are available, for example, Taverna [22] , Pegasus [9] , and Nimrod/K [1] .
In the area of parameter studies, OACIS [23] is a management framework for exploring parameter spaces. It provides a web interface for submitting and monitoring jobs sent to remote system. A limitation is that the simulation can use inputs provided from the command line or a file. OpenMOLE [27] is a framework that supports distributed NetLogo [40] runs, at the expense that a configuration file based on a domain specific language is generated by the user. This configuration file includes parameters and tasks, and controls the job's distribution. A simpler workflow application, Snakemake, runs as a single user's program and is written in Python [18] . Snakemake is based on GNU Make syntax and infers task dependencies from files dependencies.
PaPaS MOTIVATION
High-performance clusters are desired to have a high utilization activity to quantify a positive return-of-investment [14, 31] , since these are costly systems to build and maintain. Software monitoring tools, e.g., XDMoD [15, 24] , are valuable for gathering vast amounts of performance metrics used to improved large-scale multi-user systems. The execution behavior of jobs is affected by the submission order, scheduling heuristics [48] , and utilization rate. Figure 1 presents cases representable of the start and stop times of 25 jobs. For every task the scheduler has to handle the start and stop actions, this overhead can be reduced if multiple user jobs are batched Figure 1 : Representation of execution behavior of 25 jobs running in a managed multi-user cluster under different forms of submission, scheduling, and cluster activity. For each submission form, all jobs are submitted simultaneously. The optimal scenario corresponds to submitting 25 jobs to a cluster with at least 25 available compute nodes. Every job starts and ends at the same time. The serial case occurs when the scheduler decides to run one job at a time, without delays between the end and start of consecutive tasks. If the cluster activity is high or the scheduler is not fair enough, consecutive tasks will have different delays in between and a common scenario takes place.
together into a single cluster job. Parameter studies require the execution of many application's instances, this is a combinatorial optimization problem [5] .
The motivation of this work is to provide a simple methodology for performing parameter studies for general application classes, while improving a system's utilization and reducing overall completion time. PaPaS is a versatile framework for describing parameter and performance studies using flexible configuration files. Section 5.1 exposes the combinatorial approach used in PaPaS to enumerate all possible unique workflow instances. The primary contributions of the PaPaS framework are:
• Deploying a user-space tool for expressing workflows targeted at parameter and performance studies, with no administrator or system-wide installations • Expressiveness of parameter study workflows using common text formats (i.e., YAML, JSON, INI), preventing users to write complex scripts • Combinations of parameters can be a mix of command line arguments, environment variables, files, and simple regular expressions for file contents, and • Support for batching user jobs as a single cluster job using MPI library
Another motivation for the PaPaS framework is its applicability for evaluating machine learning and natural language processing algorithms [21] . Due to the numerous set of tunable hyperparameters [42] and the breadth of machine learning toolkits available, both parameter and performance studies are labor-intensive. PaPaS framework can provide immediate benefits to such scenarios.
PaPaS FRAMEWORK DESIGN
Previous works have shown that parameter studies require several operations for effectively managing the workflows: value propagation via dependency graphs, orchestration, I/O management, monitoring, provenance, visualization, on-line feedback, and others [10, 30, 39] . The PaPaS framework is a collection of modular systems, each with unique functionality and independent interfaces. Figure 2 presents the overall architectural design of PaPaS. The primary system components are the parameter study, workflow, cluster, and visualization engines.
Parameter Study Engine
A parameter study represents a set of workflows to be executed, where a workflow corresponds to an instance having a unique parameter combination. Users write a parameter file using a keywordbased workflow description language which is described in Section 5. A workflow's description can be divided across multiple parameter files; this allows composition and re-usability of task configurations. Parameter files follow either YAML, JSON, or INI-like data serialization formats with minor constraints. The processing of these files consists of a parsing and syntax validation step, followed by string interpolation for parameters that were specified with multiple values. The operation of interpolation identifies all the possible unique parameter combinations and forwards this information to a workflow generator which in turn spawns a workflow engine instance per combination. Parameter study configurations are stored in a file database as part of the monitoring activity. PaPaS provides checkpoint-restart functionality in case of fault or a deliberate pause/stop operation. A parameter study's state can be saved in a workflow file and reloaded at a later time. Another method of defining a parameter study is through the workflow generator Python 3 interface. This mechanism adds the hooks to embed PaPaS as a task of a larger user-defined workflow.
Workflow Engine
Workflow engines are a core component as they orchestrate the execution of workflow instances. The task generator takes a workflow description and constructs a directed acyclic graph (DAG) where nodes correspond to indivisible tasks. A task manager controls the scheduling and monitoring of tasks. PaPaS runs easily on a local laptop or workstation. For cluster systems, workflow tasks are delegated to the cluster engine component. Several factors affect scheduling heuristics such as task dependencies, availability and capability of computing resources, and the application(s) behavior. A task profiler measures each task's runtime, but currently this only serves as performance feedback to the user. Workflow engine actions, task/workflow statistics, and logs are stored in a per-workflow file storage database; this information is later used to include provenance details at either workflow completion or a checkpoint. A visualization engine enables access to a view of the workflow's DAG. The workflow engine communicates the progression of states to the visualization engine.
Cluster Engine
The cluster engine is a component that serves as an interface for both managed and unmanaged computer clusters. A managed cluster is assumed to be used concurrently by multiple users and makes use of a batch system (e.g., PBS, SGE), while an unmanaged cluster is mostly single-user and has a SSH setup. For managed clusters, the common approach is to submit a single task per batch job. Single task submissions are mainly applicable for applications that achieve a high-utilization of computing resources or have long execution times, and adding concurrent task executions hinder performance. For single-node and single-core applications, submitting a large number of jobs to a multi-tenant system may not necessarily be the best approach. PaPaS workflow and cluster engines enable grouping intra/inter-workflow tasks as a single batch job. The main mechanism for grouping tasks as single jobs is using a C++ MPI task dispatcher. In some cases, task grouping increases the cluster's utilization efficiency, reduces batch/scheduling operations, and improves turnaround time of jobs. Section 6 presents a case study portraying these effects.
Visualization Engine
The DAGs generated by the workflow engine are used to construct visual graphs of the overall workflow as well as the current state of the processing. PaPaS utilizes a wrapper over PyGraphviz [16] to build and update graphs on-demand. A workflow visualization can be viewed and exported in text or common image formats. This capability can also be enabled as a validation method of the parameter study configuration prior to any execution taking place.
PaPaS WORKFLOW DESCRIPTION LANGUAGE
This section describes the workflow description language (WDL) specification used by the PaPaS framework. The PaPaS WDL consists of a set of keywords that can describe individual tasks, task dependencies, parameter sets, and general configurations. This is in contrast to the common description methods for workflows and parameter studies: parametric modeling languages [2] , DAG languages [12] , XML [9] , task data flow [44] , declarative languages [26] , libraries extending existing programming languages [3] , template systems [7, 20] , graphical languages [45] , UML diagrams [11] , GNU Make-based [18] , test systems [47] , and others [37] . An advantage of using a keyword-value WDL is that it can impose stricter constraints to reduce complex and convoluted expressions that are allowed on other WDLs, as a driving philosophy of PaPaS is to be simple and accessible to support non-programmers. PaPaS's WDL is based on a mix of lists and associative structures. As a consequence, it is serializable and can be converted to common human-readable formats such as YAML, JSON, and INI. Workflow descriptions are transformed into a common internal format. The following is the general specification of rules for configuring parameter studies using YAML format.
• A parameter study consists of tasks (or sections), identified by a task (or section) as the only key, and followed by up to two levels of keyword-value entries. That is, the first set of values can themselves be a pair of keyword-value entries. (4) visualization. User interacts with the parameter study engine using parameter files or the Python 3 API. A workflow engine manages the execution of workflows as well as gathering profiling and provenance information. The visualization engine serves a visual aid for validating a parameter study and for visual monitoring.
• The delimiter for keyword-value entries is the colon character.
• Indentation, tab or whitespace, is used to make a value pertain to a particular keyword.
• A single-line comment is a line that starts with a pound or hash symbol (#).
• A keyword can be specified using any alphanumeric character.
• All keywords are parsed as strings and values are inferred from written format.
• Keywords that are not predefined are considered as a userdefined keywords and can be used in value interpolations.
• Ranges with a step size are supported for numerical values using the notation start:step:end.
• A task is identified by the command keyword.
• Value interpolation uses a flat associative array syntax.
• Intra-task interpolation using ${. . . } syntax is allowed using values from both entry levels (e.g., ${keyword} and ${key-word:value}).
• Inter-task interpolation using ${. . . } syntax is allowed using values from both entry levels (e.g., ${task:keyword} and ${task:keyword:value}).
The list below presents a list of common keywords corresponding to PaPaS WDL:
• command -string representing the command line to run • name -string describing the task • environ -dictionary of environment variables where keywords are the actual names of the environment variables.
• after -list of tasks dependencies, prerequisites • infiles -dictionary of input files, keywords are arbitrary • outfiles -dictionary of output files, keywords are arbitrary
• substitute -used for interpolation of partial file contents.
Expects a keyword/value pair where keyword is a Python 3 regular expression and value is a list of strings to be used instead.
• parallel -mode to use for parallelism, (e.g., ssh, MPI)
• batch -batch system of cluster (e.g., PBS)
• nnodes -number of nodes to use for a cluster job • ppnode -number of task processes to run per nodes • hosts -hostnames or IP addresses of compute nodes • fixed -list of parameters to be fixed. All of these parameters need to have the same number of values to allow ordered one-to-one mappings.
• sampling -samples a subset of the parameter space based on a given distribution (uniform, random).
Parameter combinatorial approach
A key aspect of PaPaS framework is its approach for expressing parameter combinations easily while being general enough for most parameter and performance studies. Every parameter and its values are implicitly used to generate the Cartesian product of parametric combinations. Each unique combination of parameters represents a workflow to be executed. Parameters have a unique name and are allowed to be multivalued. Consider a set P of m parameters, P = {P 1 , P 2 , . . . , P m }, where P i is a parameter with N i possible values and P i, j corresponds to the j th value of P i . A total of N W = m i=1 N i workflows are generated automatically by the PaPaS workflow engine. Then, this workflow set, W, is defined as
, b ∈ P j and i, j ∈ {1, 2, . . . , m} and i j P i × P j = P j × P i A PaPaS workflow is an instance of W. Programmatically, this can be implemented as m nested loop structures. In some cases, the Cartesian product of parameters is either not desired or too large to run all workflow combinations in a reasonable amount of time. PaPaS utilizes the keywords fixed and sampling to control the combinatorial set of workflows, T . Parameters listed in the fixed set need to have the same number of values to allow one-to-one mappings between each other. Workflows will be generated from the Cartesian product of parameters not listed as fixed combined with a single set of values made from the ordered values of fixed parameters. Multiple fixed statements are allowed in a PaPaS parameter file, this further generalizes combinations and can be used to specify constant single-valued parameters. Programmatically, this can be implemented by moving all the fixed parameters into the outermost loop structures (grouped by same fixed clauses). For example, consider the total number of workflows generated for m parameters with P 2 and P 3 listed in the same fixed clause. Then,
whereW i represents an incomplete subset of workflows (parameters are missing).
PARAMETER SWEEP: DISTRIBUTED NETLOGO MODEL
In this example, we used the UTK's Advanced Computing Facility (ACF) cluster to implement a parameter sweep of a NetLogo Behavioral model. A Lustre parallel file system and the PBS batch system are available. The model simulates the transmission of Clostridium difficile in a healthcare setting and explicitly incorporates healthcare workers as vectors of transmission while tracking individual patient antibiotic histories and contamination levels of ward rooms due to C. difficile. We used PaPaS to deploy multiple instances of NetLogo by varying some XML elements from the original input file. Input files that were exactly the same for each workflow instance were placed in a NFS directory, so only a single copy of each was made. Figures 3 and 4 show the scheduling and runtime results of 25 models with varying number of compute nodes per job (N) and number of MPI processes per job (P). The best results correspond to the scheme that clustered jobs concurrently in multiple nodes (i.e., 2N-1P and 2N-2P), since the overall completion time was lowest as well as the number of scheduler interactions. On the other hand, the worst scheme resulted from submitting jobs independently and letting the cluster scheduler manage all the jobs.
PERFORMANCE STUDY: LOCAL MATRIX MULTIPLY APPLICATION USING OPENMP
Many times software developers need to profile different algorithms, environment configurations, and parameters for decision-making in terms of algorithms, hardware, etc. One such example of a performance study is performing weak and strong scaling studies at the processor level. OpenMP is a common library for enabling multiple threads in compute intensive code regions. Scaling studies run programs by varying the number of OpenMP threads and the input size. It is common to control the threading configuration via OpenMP environment variables. PaPaS is suitable for such scenarios as it allows expressing such experiments fairly concise. For example, consider an OpenMP-based matrix multiply application called matmul that multiplies a pair of randomly generated squared matrices and has two positional command line options: (1) matrix size and (2) file for resulting matrix. Let us show how to configure a PaPaS scaling study by running matmul for input sizes 16-16384 using multiples of 2, and varying the number of OpenMP threads from 1-8 in steps of 1. This study corresponds to 88 independent executions of matmul. Since PaPaS measures the runtime of each task, the application is not mandated to have an internal timer (unless higher precision is needed). Additional profiling statistics are up to the user's applications. Figure 5 shows a PaPaS parameter file adhering to the specifications of the scaling study. Figure 6 shows all the workflow instances generated for the matmul application.
CONCLUSIONS
Parameter sweep applications and benchmark applications are common use case examples of scenarios in which scientists seek to identify sets of suitable input parameters and perform application execution. This work present PaPaS, a Python 3 generic framework for creating parameter studies in local, distributed (MPI or SSH), and shared (PBS) computer systems. A study can consist of a single task, multiple independent tasks, or multiple dependent tasks (i.e., workflows). A parameter study can be described using one or multiple simple, but powerful, parameter files, thus allowing greater flexibility than most existing tools. Moreover, PaPaS supports parameters consisting of environment variables, command line options, files as a whole, file contents, or a combination of these. PaPaS provides mechanisms to express ranges, Cartesian product, bijection, and constant parameters, thus, enabling a wide range of possibilities for the user. Each unique combination of parameters triggers a workflow instance which is executed independently of other workflow instances. PaPaS orchestrates the execution of workflow instances, measures runtimes, and provides the user with provenance information. By providing these capabilities, PaPaS promises to enhance computational and data science productivity.
FUTURE WORK
The PaPaS framework provides exciting support for computational and data science users to achieve higher productivity. Despite its capabilities, there are numerous extensions to PaPaS under consideration to provide even more usability, flexibility, and productivity. Future efforts are to integrate PaPaS workflows into grid workflow systems, such as Taverna and Pegasus, to readily extend the potential PaPaS user community. One potential approach is to allow the exchange of PaPaS task description files with Pegasus and similar actively developed workflow management systems. A PaPaS task internal representation can be converted to define a Pegasus workflow via the Pegasus Python libraries for writing direct acyclic graphs in XML (DAX). In this scheme, PaPaS would serve as a front-end tool for defining parameter studies while leveraging a wide array of features provided by the Pegasus framework.
Currently, the PaPaS design does not supports nor provides a mechanism to express automatic aggregation of files, even if tasks utilize the same names for output files. Some difficulties that arise with automatic aggregation of files are content ordering and parsing tasks correctly (replicated file names). In order to support automatic aggregation, additional keywords will need to be included in the PaPaS workflow language.
An additional feature to aid in workflow creation is to use a graphical interface from which the user can define parameter studies. This extension can be designed with capabilities to create, modify, and/or remove tasks from workflows, as well as for viewing workflow graphs.
Although there are tools that support inline Python code as the commands to be executed [18] , this ability is constrained from PaPaS as workflow configuration files are limited by design.
The PaPaS framework will be extended to support tools for measuring application performance, in addition to the current runtime measures. One popular example of such tools is PAPI [35] . The current design only measures the runtime of each parameter study workflow, workflow instance, and task. Higher-detail of profiling metrics could be useful for: (1) providing the user with additional profiling information, mainly for benchmarking studies, and (2) as feedback for improving workflow planning and scheduling decisions.
There is still work to investigate for managing and scheduling parameter workflows. For example, consider a parameter workflow containing tasks with same parameters and tasks with multi-valued parameters. Then, the user may wish to dictate that the set of workflows will follow a depth-first or breadth-first execution.
These kinds of additional features could significantly broaden the usefulness and resultant productivity improvements provided by PaPaS.
