Abstract. The purpose of this paper is calculating the availability of wireless sensor network for a virtual grid by using Markov model. Since, wireless sensor networks are constraints by energy, their energy consumption should be limited within a way to guarantee their quality of service. In this paper, availability and quality of service in a wireless sensor network with particular coverage are investigated by using an energy optimized algorithm and Markov process.
Introduction
Energy conservation as a main key in designing the WSN-based systems [1] is critical to save energy and to prolong network lifetime. A Wireless Sensor Network (WSN) is affected by several parameters such as fault tolerance, scalability, production cost, network topology, hardware limitations, transfer environment and energy consumption. Sensors as very sensitive elements are threatened by a wide range of failures, so network fault tolerance is essential in order to continuously provide services required [2] . Failures of WSNs can be divided in to two categories; failure of the node and failure of the other parts of network. Failure of a sensing node can be due to failure of components, power failure or draining energy, while a network failure can be resulted by collisions, interference and high density in the internal network [3] .
In this paper routing and data aggregation techniques will be merged to reduce the number of transmissions. WSNs will be modeled based on clustering techniques and the life time of network will be estimated. Then Markov model, as one of the most common techniques for analyzing the systems performance, will be utilized to model the faulty and safe status of sensor nodes in WSN, and to estimate the availability of the network. In line with this, some definitions for better understanding and some proven theories will be discussed, and then Markov chain are analyzed and designed. Finally, key parameters of quality of service are calculated.
Literature Review
Energy conservation and availability of WSN have been studied in many researches. A technique based on CRT [4] presented better performance than the older approaches in terms of energy efficiency and fair distribution of energy. [5] and [6] expressed that energy consumption is due to data transfer, so they presented the protection of radio interface for higher energy conservation. [6] and [7] introduced an approach to conserve energy by taking the radio transceiver in sleep mode when communication is not required. According to [8, 9] , a wireless sensor network is modeled as a cluster, nodes have the same initial energy and are static. The nodes are distributed in the environment homogeneously, i.e. all nodes in a cluster have equal priority for being selected as cluster head. Sleep/wakeup method is used for power control and energy conservation within the network. Sensor nodes are grouped into the clusters and act either as the sensor nodes or the cluster head. Clustering reduces the complexities of WSN and moves the level of assessment and management from the network to the cluster. A cluster head is the unit of basic operations. Sensor nodes collect information in their sensing mode according to their duties, and then the sensed data are transmitted to the cluster head. Cluster head collects and merges data from cluster members and transmits processed information to sink or base station through neighboring cluster head(s) and through multi hops. Cluster head also manages members of a cluster head in sleep/wakeup states and ensures that K sensor are active during operation and provides KCoverage. Noted that in WSN life time is presented by (T, N, E 0 , K, λ, Q) where T is the lifetime of the network, N represents the number of sensor nodes within the network, E 0 is the initial battery capacity, λ as the failure rate of sensor node, K is network coverage criterion, and Q refers to the quality of service. Clustering has two phases including the operating phase which involves setting up the cluster and the phase of selecting the cluster head. Selecting phase divides network in two sub-clusters and continues this process until the required number of clusters are achieved. Base station, after selecting one cluster head, broadcasts a message to its connecting nodes to invite them to the cluster. A cluster surely covers K node if there are at least K nodes as the members of the cluster. After cluster formation and selecting the members of the cluster, the cluster head is chosen only by its cluster members. New cluster head might be selected based on the remaining energy, the number of neighboring nodes and total time for becoming a cluster head in the previous periods. These criteria defined a variable known as weight (W) for each node which is transferred to the cluster head as a part of the message. If weight of a node is greater than cluster head's, it will be selected as cluster head. If the weights are equal, a node nearer to the cluster head will be chosen. Several assumptions are considered in this model. Given that a cluster formed in cell i. if membership degree of cluster i is greater than or equal to K, Then the cell is K-coverage. As the other assumption, considering the mesh network G is surrounded by several area and at least has membership degree of one cluster in each cell is greater than or equal to K, the area created is Kcoverage (Proved in [8] ). If the first cluster of cells fails to support operations with the K-coverage, then QOS constraints will be in danger.
Methodology.
The following definitions are the basis of Markov model and evaluation of the quality of service standards [10] Definition 1. Markov Process Model. Markov chain is a state diagram in which state of random processes of the system changes by time and inputs of the system. It presents the system activeness and passiveness at any moment of time.
Definition 2. Availability. A system is available in any time t, if it continues to work and does not fail even in faulty environment. It is displayed by A(t).
Definition 3. K-coverage. An application in WSN must guarantee at least k sensors exist in the sensing range and are able to cover any given point in the target environment.
Markov chain analysis helps to measure two parameters including the probability of each system states and the probability of transition from one node to another node (changes in states), by both of which some criteria for network's quality of service can be calculated.
Given that the number of working sensor nodes has been reduced from n sensors to k sensors after random failures, ∆t is the time interval between two observations of the cluster members, and X i is the number of observations to the cluster when remains in S i . S i refers to the cluster with i failed nodes. X i is a geometric distribution in which each observation has two results, either nodes do fail or do not fail.
If one sensor fails, its state changes and it goes to next state. As the network is K-coverage, K sensors are active in each cluster. In Markov chain (see Figure 2) , i represents state of the system after i node failures in the cluster. Network can tolerate failure of n out of k nodes. If more than nout-of k sensor nodes fail, system goes to the state of F (i.e. system failed). Our Markov process is modeled in Figure 2 .
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If both sides are divided to ∆t and taken limit when (∆t → 0),
For all states these calculations should be carried out. With ́ and Laplace transform πi (t) can be calculated for all states as follows.
So,π t π S
Availability of the network is simply obtained by removing the probability of faulty states as shown in equation (10) .
With Regard to assumptions, if one cell cannot guarantee K-Coverage, then quality of service endangers. Thus for accessibility of the entire network, remained cells must guarantee availability. Availability is calculated by using MATLAB software. A virtual grid of size 1000 by 1000 is simulated. We did calculations for K = 4. There are 100 cells in the network. Each cell is 100 by 100. Sensor nodes fail with rate λ (translated as the number of failed nodes in an hour), and sensor repair rate of µ (as the number of the replaced or repaired nodes in one hour). Number of sensor nodes (N) varies from 500 to 2,000, and number of clusters is considered as 100. If K = 4 and N = 500, at least four members should be in every cell. In each cluster, there are averagely 5 nodes and sensor network is 4-coverage.
Experimental Result
Failure rates and repair rates are considered as same for all of sensor devices. If failure rate is larger than repair rate, current state has more probability of defeat, and the availability is reduced. If failure rate is smaller than repair rate, availability incensement is resulted.
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In Figure 3 , two scenarios are perceived. In first scenario, failure and repair rates are respectively 0.2 and 0.6 and in second scenario, failure and repair rates are respectively 0.1 and 0.8. Furthermore, λ = λ = λ ! = 0.2 , μ ! = μ = 0.4 (see Figure 3(a) ). Availability for first scenario reaches to steady state for 0.8 (see y-axis). Figure 3(b) shows the second scenario for λ = λ = λ = 0.1 , μ = μ = 0.8 .
Availability for second scenario reaches to steady state with amount close to 1, therefore when repair rate is more than failure rate, availability has greater value. Hence we can say network availability will be changed by increasing and decreasing the amount of failure and repair rates, respectively.
Conclusion
There are several methods to save energy of the sensor nodes in WSN. In this paper an algorithm has been presented by using clustering methods and criteria of covering in clustering which reduces energy consumption. Since, Markov process is a suitable model for discrete system evaluation; it was utilized in this paper. The availability was investigated when repair rate of node is more and failure rate and vice versa. The results showed that the availability is higher in the second scenario.
