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Abstract
We apply Artstein’s hybrid feedback algorithm to stabilize quasilinear dynamical systems with
complex multipliers in the plane. We study only the case of incomplete observation when ordinary
feedback controls do not work. The main results of the paper state that Artstein’s procedure provides
an arbitrary rate of asymptotic convergence/divergence of solutions. In other words, we prove the
complete controllability from below of the upper Lyapunov exponent and the uniform upper Lya-
punov exponent for the quasilinear systems in question.
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Consider the following system:
ξ˙ = aξ + η + f1(ξ, η),
η˙ = −ξ + aη + f2(ξ, η)+ u,
y = ξ, (1.1)
where t ∈ [t0,∞), a is a real parameter and fi(ξ, η) = o(|ξ | + |η|). The control u is as-
sumed to depend on the available observation y, only. If a = 0, the system is known as
a perturbed harmonic oscillator where one controls the velocity η and observes the posi-
tion ξ .
The system can be rewritten in the vector form
x˙ = Ax +Bu+ f (x),
y = Cx, (1.2)
where x is a point in R2 with the coordinates ξ , η,
A =
(
a 1
−1 a
)
, B =
(
0
1
)
, C = (1 0 ) . (1.3)
Then f (x) = o(|x|) as |x| → 0 (here and below | · | stands also for the Euclidean norm in
a finite dimensional space).
By F we denote the set of all Borel functions f :R2 → R2, satisfying the condition
|f (x)| = o(|x|) as |x| → 0.
The challenge is to design a feedback control u which would stabilize the zero solution
of the system (1.1).
It is well known (see, e.g., [6]) that if the eigenvalues of the matrix A have negative real
parts, then the zero solution of the system
x˙ = Ax + f (x) (1.4)
is uniformly exponentially stable, i.e., for sufficiently small |x(t0)| the solutions satisfy the
following estimate:∣∣x(t)∣∣Me−λ(t−s)∣∣x(s)∣∣, t  s  t0, (1.5)
where the constants λ > 0, M > 0 do not depend on |x(t0)| (this fact is sometimes called
the first Lyapunov stability theorem). Thus, if a < 0, we do not need any control to stabilize
the zero solution of the system (1.1) and we may put u = 0.
It is also possible to stabilize the zero solution of any n-dimensional quasilinear system
(in particular, (1.2) where n = 2), provided the pair (A,B) is controllable and rankC = n
(see, for example, [17]). The latter assumption describes the case of complete observabil-
ity of the solution (no information is lost). In this case, one can use an ordinary feedback
control of the form u = Gy, where G is a suitably chosen matrix. In our system, the
pair (A,B), defined in (1.3), is readily seen to be controllable. However, in our situation
rankC = 1 < 2, i.e., we only have one coordinate (the position variable) in our disposal to
construct a stabilizing control.
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ordinary (linear or nonlinear) controls u = g(y) can provide asymptotic stability of the
solutions of the linear system
ξ˙ = η,
η˙ = −ξ + u,
y = ξ. (1.6)
This implies that for a > 0 even the Lyapunov stability cannot be achieved by applying
ordinary feedback controls.
If a < 0, the solutions decay exponentially in the vicinity of the zero solution, but in
this case we may wish to improve the rate of their convergence. This is done by reducing
the upper Lyapunov exponent of the system, which means in practice that we use a bigger
λ in (1.5). Again, this is impossible if the system (1.1) is subject to an ordinary feedback
control u = Gy.
These examples explain why we need a radically different feedback algorithm to be
able to stabilize even such a simple 2-dimensional system as the system (1.1). In [1], it
was demonstrated how asymptotic stability of the linear system (1.6) could be achieved in
an efficient and practical way. To do it, one can, e.g., use special feedback controls called
hybrid feedback controls (HFC) (see, e.g., [1,15]). Later (see, e.g., [9]), it was shown that
such controls can indeed stabilize linear systems when the ordinary feedback paradigm
does not work. However, the controls used in [9] were not elementary, i.e., they were
governed by automata with infinitely many states.
In the present paper we show that in the case of the nonlinear system (1.1) one can
utilize, like in [1], automata with finitely many states. The resulting HFC will then asymp-
totically stabilize the system and one can always achieve any decay (or growth) rate of the
solutions near the zero solution.
In contrast to many other works (e.g., [14]), where automata are tracing the plant con-
tinuously (which makes the system close to the so-called switching systems), we, as in [1],
use another approach which also covers cases when such a continuous tracing is unreal-
istic. It can, e.g., be the case in economical and ecological systems, population dynamics,
etc. The automata we design can only operate at some discrete moments of time and cannot
therefore switch the control immediately after the trajectory hits the prescribed region in
the phase space (as one has in the case of switching systems). Moreover, the period be-
tween two consecutive switchings can be “large” in our approach so that dynamics in our
sense cannot, in general, be viewed as a discretization of the continuously traced dynamics
of some switching system. From the mathematical point of view, such an object can be
complicated. For instance, as it was shown in [11], the behaviour of solutions to systems
with HFC is rather unusual, both from the point of view of the classical theory of ordinary
differential equations and the theory of delay differential equations. It was proved that the
dynamics in such a case comes from equations where delays depend on the solution itself.
Such equations can fail to have continuous dependence of solutions on the initial data (see
[13] for the details). This list of examples of a rather erratic behavior of equations with
HFC can explain why we found it difficult to apply the standard Lyapunov stability theory
to our stabilization problem. Nor did we manage to use its generalizations, like those pro-
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paper is based on a straightforward analysis of the hybrid dynamics of (1.1).
In conclusion, let us mention some other works which are relevant to the present paper:
1. In [10] we explained how elementary HFC could be used to stabilize the zero so-
lution of the system (1.1) in the case a = 0. In that paper we exploited HFC from
[1, Example 5.2].
2. In [12] we introduced a class HFC (called A) generalizing that used in [1, Exam-
ple 5.2]. We demonstrated how the linear system corresponding to (1.1), where fi ≡ 0
and a ∈ R, can be asymptotically stabilized. Moreover, it was proved that for any λ
there always exists a HFC u ∈A such that the estimate (1.5) holds. In fact, we proved
even more: that the decay (growth) rate of the solutions can also be controlled from
below. This is called “the complete controllability of the Lyapunov exponents.”
In the present paper we generalize the main results of the papers [10] and [12]. Namely,
we prove that the solutions of the quasilinear system (1.1) admit an exponential estimate
with any a priori chosen decay (growth) rate λ. We also derive some exact relations ex-
plaining how the uniform upper Lyapunov exponent behaves if the parameters of the HFC
change.
2. A formal definition of hybrid feedback controls and Artstein’s algorithm
Remember we consider the system (1.1) on an interval [t0,∞). Roughly speaking,
a HFC is given by a piecewise continuous control function u = u(y), where switching
from one continuous part of the function to another is arranged by an automaton which can
only measure the output y. We start therefore with the definition of a discrete automaton
to be used in HFC (see [1]).
The definitions below are in fact valid (under a slight modification) for general control
systems in an arbitrary finite dimensional space (see, e.g., [9] for details).
Definition 2.1. By a discrete automaton, we mean a 6-tuple ∆ = (Q, I,M, T , j, q0),
where
(i) Q is a finite set of all possible automaton states (locations);
(ii) the finite set I contains the input alphabet;
(iii) the transition mapM :Q× I → Q indicates the location after a transition time, based
on the previous location q and input i at the time of transition;
(iv) T :Q → (0,∞) is a mapping which sets a period T (q) between transitions times;
(v) j :R → I is a function providing the element j (y) of the alphabet I for any output y
of the system (1.1);
(vi) q0 = q(t0) is the location of the automaton at the initial time t0.
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information to determine switching times and the values of the new continuous piece of
the control function.
For any automaton ∆ satisfying (i)–(vi), we iteratively define a special feedback op-
erator F∆. Given y : [0,∞) → R the piecewise continuous function F∆y : [0,∞) → Q is
defined by
1. (F∆y)(t0) = q0; τ1 = T (q0); (F∆y)(t) = q0, t ∈ [t0, t1);
2. (F∆y)(t1) = M(q0, j (y(t1))) := q(t1); t2 = t1 + T (q(t1)); (F∆y)(t) = q(t1), t ∈
[t1, t2);
3. if t0, t1, . . . , tk and the values (F∆y)(t) for t ∈ [t0, tk) are already known, then tk+1 and
(F∆y)(t) for t ∈ [tk, tk+1) are defined by the equalities
(F∆y)(tk) =M
(
q(tk−1), j
(
y(tk)
)) := q(tk); tk+1 = tk + T (q(tk));
(F∆y)(t) = q(tk), t ∈ [tk, tk+1).
The sequence {tk}∞k=0 constructed in the definition of F∆ is a sequence of times when the
automaton switches between locations. Note that the sequence {tk} may depend on the
output y.
Definition 2.2. A control u(·) of the form
u(t) = Φ(y(t), (F∆y)(t)), t ∈ [t0,∞),
where Φ :R × Q → R is some function, will be addressed as an elementary hybrid feed-
back control.
In [9] we also used automata with infinite number of locations.
In what follows we use the notation He for the class of all elementary HFC described
in Definition 2.2. Thus, any control u ∈ He is uniquely determined by the pair (∆,Φ),
consisting of an automaton ∆ = (Q, I,M, T , j, q0) and a function Φ :R×Q → R. Below
we use the following notation: u = (∆,Φ) ∈ He . A typical elementary hybrid system’s
dynamics is continuous, and the solution satisfies (1.1) with u = Φ(y,qk) on the intervals
[tk, tk+1) (k = 0,1, . . .), where {tk}∞k=0 is the corresponding sequence of switching times
(see the above definition of the operator F∆). In [1] more specific examples of HFC with 2
or 3 locations are presented.
In the sequel we will only exploit linear elementary HFC (∆,Φ). This means the fol-
lowing: Φ(·, q) :R → R is linear for any q ∈ Q and j (λy) = j (y) for all λ > 0, y ∈ R.
The class of all linear elementary HFC will be denoted by LHe .
It is known [1] that the dynamics of (1.1) (and of any general finite dimensional system)
with a HFC u = (∆,Φ) ∈He is a triple H(t) = (x(t), q(t), τ (t)). Here x(t) is a solution
of (1.1); q(t) is the automaton’s state (location) at time t ; τ(t) is the time till the end of
staying in the location q(t) before its next switching to another location (its coincidence
with q(t) is not excluded).
In what follows, the notation H(t) = (x(t), q(t), τ (t)) will only be related to the system
(1.1).
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(Wuy)(t) = Φ
(
y(t), (F∆y)(t)
)
, t ∈ [t0,∞).
For a given HFC u, one has therefore the following functional differential equation, which
is equivalent to (1.1):
x˙(t) = (Ψ x)(t), t ∈ [t0,∞), (2.1)
where the operator Ψ is defined by
(Ψ x)(t) = Ax(t)+ f (x(t))+B(WuCx)(t), t ∈ [t0,∞).
Let us call Ψ a hybrid operator associated with the system (1.2) which is governed by an
elementary HFC u.
In [13] we study some properties of the operators F∆, Wu, Ψ and solutions of the
functional differential equation (2.1). One of these properties will be used in the sequel.
Lemma 2.3. Let u = (∆,Φ) ∈He , t0, s0 ∈ R, s ∈ (0,∞]. Let also S1 (respectively S2) be
the control systems (1.2) defined on t ∈ [t0, t0 + s) (respectively on t ∈ [s0, s0 + s)).
Then a triple H1(t), t ∈ [t0, t0 + s), is a hybrid trajectory of the system S1 if and only if
the triple
H2(t) := H1(t + t0 − s0), t ∈ [s0, s0 + s),
is a hybrid trajectory of the system S2.
Lemma 2.3 says that asymptotic properties of system (1.1) governed by HFC are invari-
ant under time shifts. This observation justifies our usual assumption in the sequel, namely,
that t0 = 0.
In many cases it is more convenient to describe HFC and the corresponding switching
algorithms using switching diagrams (see, e.g., [1] for further details).
Let us use this method to present the main HFC of the present paper. They constitute a
subclass (called A(R, δ, q0)) of the class LHe with only three locations.
To begin with, we introduce the following notation:
D =
{
(R, δ)
∣∣∣∣R > 0, δ ∈
(
0,
π
2
√
R + 1
)}
, (2.2)
and consider an elementary HFC denoted by A(R, δ, q0), where (R, δ) ∈ D, as depicted
on Fig. 1. For R = 3 this algorithm appeared first in [1], and later in [12] for an arbitrary
R > 0.
The control A(R, δ, q0) depends on three parameters: two positive real numbers R,δ
satisfying (2.2) and an initial location q0 ∈ Q of the automaton. A formal description of
the control is as follows (compare with Definition 2.1):
(i) Q = {q+, q−, qd} is a three-point set of the automaton’s locations;
(ii) I = {i+, i−} is a two-point input alphabet;
(iii) M(q+, i+) = q+,M(q−, i+) = qd ,M(qd, i+) = q+,M(q+, i−) = qd ,
M(q−, i−) = q−,M(qd, i−) = q−;
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(iv) T (q+) = T (q−) = δ, T (qd) = π2√1+R − δ =: Td ;
(v) j :R → I defined by
j (ξ) =
{
i+, if ξ  0,
i−, if ξ < 0;
(vi) q0 = q(0) is an arbitrary location from Q.
The function Φ :R ×Q → R from Definition 2.2 is given by
Φ(ξ, q) =
{
0, if q ∈ {q+, q−},
−Rξ, if q = qd, ξ ∈ R, q ∈ Q. (2.3)
Clearly, A(R, δ, q0) is a linear elementary HFC with three locations. The relation
(R, δ) ∈ D is assumed to ensure the condition Td > 0.
The algorithm works as follows. We first assume that the control is switched off (u = 0).
Since the matrix A does not have real eigenvalues, the solution x(t) of equation (1.1) will
sooner or later cross the η-axis moving clockwise. The “first” appearance of the solution
in the first or the third quadrant can (with some delay) be observed by checking the sign
of ξ , because the coordinate ξ is available for observations. This will imply transition to
the location qd , where u = 0 during the time period of length Td . Here the energy of the
solution will dissipate at a constant rate depending on R. When the time of staying in the
location qd is expired, the automaton will leave this location returning to a location with
u = 0, where the energy can increase. But after some time the solution will again cross the
η-axis, and the algorithm will be repeated. A careful choice of the values Td and δ (see
Fig. 1) ensures the exponential stability of system (1.1). This was first proved in [1] for the
case a = 0, R = 3 and f1 = f2 ≡ 0.
3. Some preliminary results
Let us first prove two technical lemmas which are some modifications of the correspon-
dent statements from [10].
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where α1α2 < 1. The constants λ,M > 0 are then defined by
λ = − ln (α1α2)
τ1 + τ2 , M =
1
α1α2
exp
{
b(τ1 + τ2 + c)+ λc
}
. (3.1)
Then the following inequality holds:
r(t)Me−λt r(0), t ∈ [0, T ],
for any T > 0, any sequence {tn}∞n=0 ⊂ [0,∞) and any continuous function r : [0, T ] →[0,∞) satisfying:
t0  c, lim
n→∞ tn = +∞, (3.2)
0 < t2n+i − t2n+i−1  τi, i = 1,2, n = 0,1,2, . . . , (3.3)
r˙(t)
r(t)
 b for almost all t ∈ [0, T ], (3.4)
r(t2n+i )
r(t2n+i−1)
 αi, i = 1,2, n = 0,1,2, . . . ,m− 1, (3.5)
whenever m := max{n ∈ N ∪ {0} | t2n < T } > 0.
Proof. Let us fix an arbitrary T > 0, sequence {tn} and a function r , which satisfy the
conditions of the lemma.
1. The relations (3.2), (3.4) and b > 0, λ > 0 imply that
r(t) ebt r(0) e(b+λ)ce−λt r(0)M e−λt r(0), t ∈ [0,min{t0, T }], (3.6)
and for T  t0,
r(t0) ebcr(0). (3.7)
2. Let T > t0. Let us fix an arbitrary t ∈ (t0, T ] and assume
n(t) = max{n ∈ N ∪ {0} ∣∣ t  t2n}
(such n(t) does exist in virtue of the second of relations (3.2)).
The continuity of the function r together with (3.3), (3.4) gives us the following esti-
mates:
r(t) r(t2n(t))eb(τ1+τ2). (3.8)
From (3.5) it follows that
r(t2n) (α1α2)nr(t0), n = 0,1,2, . . . ,m. (3.9)
Due to (3.3), t  t0 + (τ1 + τ2)(n(t)+ 1), which implies, in virtue of (3.2), that
t
(
c
)n(t)
τ1 + τ2 − τ1 + τ2 + 1 . (3.10)
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r(t)Leln (α1α2)n(t)r(t0)Ne−λt r(t0)Me−λt r(0), t ∈ (t0, T ], (3.11)
where
L = eb(τ1+τ2), N = L exp
{
−
(
c
τ1 + τ2 + 1
)
ln (α1α2)
}
,
and λ, M are defined by (3.1).
3. Referring to (3.11) and (3.6) proves now the lemma. 
Lemma 3.2. Assume that we are given three positive constants λ, M , ε0 and some family Ω
of continuous functions ω : [0,∞) → [0,∞) satisfying the following property:
(∗) if T > 0 and supt∈[0,T ] ω(t) ε0, then
ω(t)Me−λtω(0) (3.12)
for each t ∈ [0, T ].
In this case, for any ω ∈ Ω , for which ω(0) ∈ (0, ε), where ε = ε0
M+1 , the estimate (3.12)
remains true for all t  0.
Proof. Suppose, on the contrary, that the estimate (3.12) does not hold for some t and for
some function ω ∈ Ω with ω(0) ∈ (0, ε). This would mean (due to the condition (∗)) that
one can find t∗ > 0 such that ω(t∗) > ε0.
Since ω(0) < ε < ε0 and ω(·) is continuous, we have
t1 := min
{
t ∈ [0,∞) ∣∣ ω(t) = ε0} ∈ (0, t∗). (3.13)
Then ∀t ∈ [0, t1) we obtain the estimate sups∈[0,t] ω(s)  ε0, which, according to the
condition (∗) of the lemma, implies
ω(t)Me−λtω(0), t ∈ [0, t1).
Using again the property of continuity of the function ω(·) at t = t1, we get
ω(t1)
M
M + 1ε0 < ε0,
which contradicts (3.13). 
4. Exponential stability
Let us recall that due to Lemma 2.3 we can always assume that t0 = 0. By x(t, x0) we
denote the first component of the hybrid trajectory (x(t), q(t), τ (t)) associated with (1.1),
which starts at x(0) = x0.
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solution of the system (1.1) with an arbitrarily fast decay rate. Equivalently, one can say that
this theorem guarantees that the upper Lyapunov exponent of the system (1.1) is completely
controllable from below (under the assumption that the trajectory does exist).
Theorem 4.1. Given an arbitrary λ > 0, there exist constants (R, δ) ∈ D, M > 0 such that
for any function f ∈ F one can find ε > 0, for which ∀q0 ∈ {q+, q−, qd} and ∀x0 ∈ R2,
|x0| ε, each trajectory x(·, x0) : [0,∞) → R2 to (1.1) with the control u =A(R, δ, q0)
satisfies the following exponential estimate:
∣∣x(t, x0)∣∣M exp(−λt)|x0|, t  0. (4.1)
Proof. Remember that for convenience we always assume that R2 is endowed with the
Euclidean norm | · |. Of course, one can use any other norm, too.
We divide the proof of the theorem into six steps.
10. Some useful constants. Let us fix an arbitrary λ > 0. Evidently, there exists a pair
(R, δ) ∈ D such that the following inequalities hold:
λ∗ := 1
2(Td + 3π)
(
ln
2 +R
3 + 2R sin2 2δ − (3π + Td)|a + 1|
)
 λ, (4.2)
π
2
− arctan cot δ√
1 +R − δ
√
1 +R < 0, √1 +R tan(δ√1 +R )< 1. (4.3)
In what follows we consider (1.1) equipped with a fixed control u =A(R, δ, q0), where
(R, δ) ∈ D satisfies (4.2), (4.3), and q0 ∈ Q is arbitrary.
Let us define functions ωi : [0,1) → R, i = 1,2, by
w1(γ ) = π2
√
(1 + γ )(1 + γ +R)
1 +R − arctan
√
1 + γ cot (δ(1 + γ ))√
1 + γ +R
− δ√(1 + γ )(1 + γ +R),
w2(γ ) =
√
1 − γ +R
1 − γ cot
(
δ
√
(1 − γ )(1 − γ +R)
− π
2
√
(1 − γ )(1 − γ +R)
1 +R
)
− 1.
In virtue of (4.3), one has wi(0) < 0, i = 1,2. This, together with the right continuity of
wi at zero, gives a γ ∈
(
0, 12
)
such that
wi(γ ) < 0, i = 1,2. (4.4)
Let us fix such a γ ∈ (0, 12) satisfying (4.4).
The constants just defined are used in the proof below.
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arbitrary function f ∈ F , that is, a Borel function f := col{f1, f2} :R2 → R2 satisfying
|f (x)| = o(|x|) as x → 0. Remember also that earlier we chose an arbitrary initial state
q0 ∈ {q+, q−, qd} of the automaton. Then we proceed as follows.
Consider an arbitrary trajectory x(·, x0) : [0,∞) → R2 of the system (1.1). If x(0) =
x0 = 0, then of course x ≡ 0, which proves (4.1).
Assume that x0 = 0. Let Γ be the plane transformation given by ξ = r cosϕ, η = r sinϕ.
The Jacobi matrix of the transformation will be called J . Then any solution x(t, x0) =
(ξ(t), η(t)) of (1.1) is uniquely determined by a pair of functions r : [0,∞) → [0,∞),
ϕ : [0,∞) → R/(2πZ) where ξ(t) = r(t) cosϕ(t), η(t) = r(t) sinϕ(t). In what follows we
assume that the function ϕ takes values in (−π,π]. We let also g = col{g˜1, g2} := J−1fΓ ,
g1(r, ϕ) = 1r g˜1(r, ϕ).
The obvious equalities
g1(r, ϕ) = 1
r
[
f1(r cosϕ, r sinϕ) cosϕ + f2(r cosϕ, r sinϕ) sinϕ
]
,
g2(r, ϕ) = 1
r
[−f1(r cosϕ, r sinϕ) sinϕ + f2(r cosϕ, r sinϕ) cosϕ]
together with condition |f (x)| = o(|x|) if x → 0, imply that |g(r,ϕ)| → 0 uniformly with
respect to ϕ as r → 0. Thus, for the constant γ , defined in item 10 of the proof, there exists
ε0 > 0 such that∣∣gi(r, ϕ)∣∣ γ, r ∈ [0, ε0], ϕ ∈ R/(2πZ), i = 1,2. (4.5)
Evidently, x(t, x0) satisfies the following differential equations:
(1) If S = (s1, s2) ⊂ [0,∞) and q(S) ⊂ {q+, q−}, then{
r˙
r
= a + g1(r, ϕ),
ϕ˙ = −1 + g2(r, ϕ),
t ∈ S.
(2) If S = (s1, s2) ⊂ [0,∞) and q(S) = {qd}, then{
r˙
r
= a − R2 sin 2ϕ + g1(r, ϕ),
ϕ˙ = −1 −R cos2 ϕ + g2(r, ϕ), t ∈ S.
Taking into account (4.5), one obtains the following statements giving some useful dif-
ferential inequalities for the trajectory x(t, x0) of the system (1.1) with u =A(R, δ, q0) in
the polar coordinates (here s1, s2 ∈ [0,∞), s1 < s2):
(1) If ∀t ∈ (s1, s2) one has r(t) ε0 and q(t) ∈ {q+, q−}, then
a − γ  r˙(t)
r(t)
 a + γ, −1 − γ  ϕ˙(t)−1 + γ, t ∈ (s1, s2). (4.6)
(2) If ∀t ∈ (s1, s2) one has r(t) ε0 and q(t) = qd , then
a − γ − R
2
sin 2ϕ(t) r˙(t)
r(t)
 a + γ − R
2
sin 2ϕ(t),
2 2−1 − γ −R cos ϕ(t) ϕ˙(t)−1 + γ −R cos ϕ(t), t ∈ (s1, s2). (4.7)
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r(t) ε0, t ∈ (s1, s2) ⇒ ϕ(t) strictly decreases on (s1, s2). (4.8)
Integrating (4.6) and (4.7) (a similar technique was used in [12, p. 8]), we obtain the
following properties:
(a) Let ∀t ∈ (s1, s2) one has r(t) ε0 and q(t) ∈ {q+, q−}. Then
(1 − γ )(s2 − s1) ϕ(s1)− ϕ(s2) (1 + γ )(s2 − s1), (4.9)
r(s2)
r(s1)
 e(a+γ )(s2−s1). (4.10)
(b) Let ∀t ∈ (s1, s2) one has r(t) ε0 and q(t) = qd . Then
π · {s1, s2}√
α(α +R) +ψ
(
α,ϕ(s1)− 0
)−ψ(α,ϕ(s2)+ 0)∣∣α=1+γ
 s2 − s1  π · {s1, s2}√
α(α +R) +ψ
(
α,ϕ(s1)− 0
)
−ψ(α,ϕ(s2)+ 0)∣∣α=1−γ , (4.11)
where {s1, s2} is the number of points t ∈ (s1, s2), for which ξ(t) = 0, and the function
ψ : (0,1)× {ϕ | ϕ = ±π2 } → R is defined by
ψ(α,β) = 1√
α(α +R) arctan
√
α tanβ√
α +R . (4.12)
Moreover, under the assumption (b),
r(s2)
r(s1)

√
1 + γ +R cos2 ϕ(s1)
1 + γ +R cos2 ϕ(s2) · e
(a+γ )(s2−s1). (4.13)
30. “Deadlines.” Let us now define what we will call “deadlines.” This notion was first in-
troduced in [12]. As we will see later, the solutions’ dynamics may be quite chaotic before
the deadline, but becomes close to the dynamics of a system of ordinary differential equa-
tions when the deadline is passed. The deadlines can be different for different solutions.
Moreover, in the case of quasilinear equations the deadlines may depend on the solution
itself, or more precisely, on the distance from the solution to the zero solution. That is why
we need to adjust the definition of the deadline from [12] by introducing “α-deadlines”
depending on a parameter α ∈ (0,1).
Definition 4.2. By an “α-deadline” of the system (1.1) with the control u =A(R, δ, q0) we
call the least possible moment of time t ∈ [0,∞), which has the following two properties:
(1) t is a transition time to the state qd of the automaton,
π π(2) ϕ(t) ∈ [ 2 − δ(1 + α), 2 ] (modπ).
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we fixed in item 20. When doing it, we use the notation introduced in items 10, 20. In
particular, the pair γ, ε0, is assumed to satisfy (4.4), (4.5).
Property A. If r(t) ε0 (t ∈ [0,6π]), then there exists the γ -deadline t0 ∈ [0,6π].
Proof. The condition x0 = 0, together with (4.10) and (4.13), implies that
r(t) > 0, t ∈ [0,6π]. (4.14)
We observe first that due to (4.9), (4.14) and the definition of the hybrid feedback control
u =A(R, δ, q0) (see Fig. 1) the first time t∗ of switching to the location qd satisfies t∗ ∈[
0, π+δ1−γ
]
. If t∗ satisfies (2) in Property A, then t0 = t∗ will be the required γ -deadline.
Assume now that (2) in Property A does not hold for t∗. Then, at time t∗∗ = t∗ + Td
the automaton will switch either to q+ (if ξ(t∗∗)  0), or to q− (if ξ(t∗∗) < 0). In both
cases one can find, due to the definition of A(R, δ, q0), the relation r(t)  ε for t  6π
and (4.9), a moment t0 of switching to the location qd such that t∗∗ < t0  t∗∗ + π+δ1−γ and
ϕ(t0) ∈
[
π
2 − δ(1 + γ ), π2
]
(modπ). By Definition 4.2, t0 is a γ -deadline. 
40. The hybrid dynamics of the pair (q(t), ϕ(t)). Let T ∗ = 9π + Td . We fix an arbitrary
T  T ∗ and assume that the estimate
r(t) ε0, t ∈ [0, T ] (4.15)
holds true.
Due to Property A, there exists a γ -deadline t0 ∈ [0,6π].
According to Definition 4.2, there may be two situations: (1) ϕ(t0) ∈
[
π
2 − δ(1+γ ), π2
]
,
and (2) ϕ(t0) ∈
[−π2 − δ(1 + γ ),−π2 ]. We assume first that (1) holds.
By the definition of the control A(R, δ, q0), the switching time, which is subsequent to
t0, coincides with t1 = t0 + Td (where the automaton switches from qd to another state).
Applying the estimate (4.11) under the assumption (b), described right before this estimate,
as well as the assumption (4.15), and using t1  T , we have
Td = π2√1 +R − δ  t − t0 
π · {t0, t}√
(1 + γ )(1 + γ +R) +ψ
(
1 + γ,ϕ(t0)− 0
)
−ψ(1 + γ,ϕ(t)+ 0)
 π · {t0, t}√
(1 + γ )(1 + γ +R) +ψ
(
1 + γ, π
2
− δ(1 + γ )
)
−ψ(1 + γ,ϕ(t)+ 0), t ∈ [t0, t1],
where ψ is defined by (4.12). This, (4.8) and (4.4) for i = 1 imply that {t0, t1} = 0 and
0 < ϕ(t) <
π
2
, t ∈ [t0, t1]. (4.16)
From (4.16) it follows, in particular, that at t = t1 the automaton switches to the state q+.
Making use of the inequality (4.11) and the relation {t0, t1} = 0, we obtain
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(
1 − γ,ϕ(t0)− 0
)−ψ(1 − γ,ϕ(t1))ψ
(
1 − γ, π
2
− 0
)
−ψ(1 − γ,ϕ(t1)).
This, together with (4.16) and (4.4) for i = 2, gives
0 < ϕ(t1) <
π
4
. (4.17)
According to (4.8), (4.9), the inequalities 0 < δ < π2√1+R , 0 < γ <
1
2 , T  T ∗ and the
definition of A(R, δ, q0) we have the following property: ∃k ∈ N such that
(a) t2 := t1 + kδ ∈ [0, T ] is the time when the automaton switches from q+ to qd ,
(b) ϕ(t2) ∈
[−π2 − δ(1 + γ ),−π2 ],
(c) kδ = t2 − t1  3π/4+δ(1+γ )1−γ  3π .
Repeating this argument by induction, we obtain a finite sequence of the automaton’s
switching times {t0, t1, . . . , t2m} ⊂ [0, T ], where m > 0. Moreover, the times t2i−1 deter-
mine when the automaton switches from qd to q+ or q−, while the times t2i determine
when automaton switches back, i.e., from q+ or q− to qd .
Clearly, the case (2), i.e., when ϕ(t0) ∈
[−π2 − δ(1 + γ ),−π2 ], can be investigated
similarly, and we omit the corresponding calculations.
Thus, we have verified the following statement which in the sequel will be addressed as
Property B.
Property B. Let τ1 = Td , τ2 = 3π , T  T ∗. Assume also that (4.15) holds. Then there
exists m ∈ N and a finite sequence {tn}2mn=0 ⊂ [0,∞) such that the following conditions arefulfilled:
(1) t0 ∈ [0,6π], T  t2m + τ1 + τ2;
for each n = 0,1, . . . ,m− 1, one has
(2) 0 t2n+i − t2n+i−1  τi;
(3) q(t) = qd , t ∈ [t2n, t2n+1); q(t) ∈ {q+, q−}, t ∈ [t2n+1, t2n+2);
(4) π2 − δ(γ + 1) ϕ(t2n) π2 (modπ), 0 ϕ(t2n+1) π4 (modπ).
50. Some estimates for r(t). We fix an arbitrary T > 0 and assume that the condition
(4.15) is fulfilled.
First of all, we notice that due to the first inequalities in (4.6), (4.7) and 0 < γ < 12 one
has
r˙(t)
r(t)
 a + 1 +R
2
for almost all t ∈ [0, T ]. (4.18)
Let {
1 +R}b = max 0, a +
2
, c = 6π, τ1 = Td, τ2 = 3π.
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(1) If T < T ∗, then we define a sequence {tn}∞n=0 ⊂ [0,∞) in such a way that the
conditions t0 ∈ [0,6π], t2 > T will be valid and for all terms of the sequence {tn} the
inequalities from (2) in Property B will be fulfilled.
(2) The case T  T ∗ requires a more detailed analysis. Assume that the sequence
{tn}2mn=0 satisfies Property B. According to this property and (4.10), (4.13), we obtain
r(t2n+2)
r(t2n+1)
 exp
{
(a + γ )(t2n+2 − t2n+1)
}
 exp
{
3π |a + 1|},
r(t2n+1)
r(t2n)

√
1 + γ +R cos2 ϕ(t2n)
1 + γ +R cos2 ϕ(t2n+1) exp
{
(a + γ )(t2n+1 − t2n)
}

√
3 + 2R sin2 2δ
2 +R e
Td(a+1), n = 0,1, . . . ,m− 1. (4.19)
Put
α1 =
√
3 + 2R sin2 2δ
2 +R e
Td |a+1|, α2 = e3π |a+1|.
It is easy to see that α1α2 = exp{−λ∗(τ1 + τ2)}, where λ∗ > 0 is defined in (4.2). Therefore
α1α2 < 1. (4.20)
We now extend the finite sequence {t0, t1, . . . , t2m} to an infinite sequence {tn}∞n=0 in
such a way that all its terms satisfy (2) in Property B and, additionally, t2m+2 > T . Observe
that in this case the times tn with n  2m + 1 may be different from the switching times
(the same observation is true for the entire sequence {tn} in the case T < T ∗). But this is
fortunately insignificant for what follows.
Thus, in either case (i.e., for any T > 0) we are left with an infinite sequence {tn}∞n=0
satisfying certain properties, which were described when the sequences were constructed.
These properties, together with the estimates (4.18)–(4.20) and Property B, imply that {tn}
and r : [0, T ] → [0,∞) satisfy all the conditions of Lemma 3.1. Due to this lemma the
following is true:
r(t)Me−λ∗t r(0), t ∈ [0, T ], (4.21)
where λ∗ is defined in (4.2) and
M = 1
α1α2
exp
{
b(Td + 9π)+ 6πλ∗
}
. (4.22)
Thus, we provedProperty C. If T > 0 and (4.15) is satisfied, then the estimate (4.21) is valid.
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and consider the set M of all solutions x(·) : [0,∞) → R2 of the system (3.2) with the
control u = A(R, δ, q0), where (R, δ) ∈ D satisfies (4.2), (4.3), and q0 ∈ Q is chosen
arbitrarily. We also pick the constants γ ∈ (0, 12), ε0 > 0 satisfying (4.4), (4.5) and define
the constant M > 0 by (4.22).
By Property C and (4.2), a set Ω := {|x(·)| | x ∈M} and constants λ, M , ε0 satisfies of
the condition (∗) of Lemma 3.2. According to this lemma, for all |x0| < ε, where ε = ε0M+1 ,
the inequality (4.1) is valid. By this, Theorem 4.1 is proved. 
5. Uniform upper Lyapunov exponents of the system (1.1)
We recall now some useful definitions adjusted for the system (1.1), defined for t ∈
[0,∞) (they are, in fact, valid for arbitrary n-dimensional systems of the form (1.2), but
we are only interested in the case n = 2). The definitions are all related to the Lyapunov
exponents (see, e.g., [5]) and go back to the celebrated work of P. Bohl [2].
Let M , η, ε be some real constants such that ε > 0, M > 0.
Definition 5.1. We say that the system (1.1) with a control u ∈ He has the property
B0(η,M,ε), if all its solutions x(·) : [0,∞) → R2, satisfying |x(0)|  ε, admit the fol-
lowing estimate:∣∣x(t)∣∣Meηt ∣∣x(0)∣∣, t  0. (5.1)
Definition 5.2. We say that the system (1.1) with a control u ∈ He has the property
B(η,M,ε), if all its solutions x(·) : [0,∞) → R2, satisfying |x(0)| ε admit the following
estimate:∣∣x(t)∣∣Meη(t−s)∣∣x(s)∣∣, t > s  0. (5.2)
Definition 5.3. The upper Lyapunov exponent σ0(f,u) (respectively the uniform upper
Lyapunov exponent σ(f,u)) associated with the system (1.1), which is governed by a
control u ∈He , is the least lower bound of those η, for which the u-controlled system (1.1)
has the property B0(η,M,ε) (respectively B(η,M,ε)) for some M > 0, ε > 0.
Having in mind that inf∅ = +∞, we shall also write σ0(f,u) = +∞ (respectively
σ(f,u) = +∞) in case when the system (1.1), governed by a control u ∈ He , does not
have the property B0(η,M,ε) (respectively B(η,M,ε)) for any η ∈ R, M > 0, ε > 0.
As it follows from [13, Theorem 3.5], the estimates (5.1), (5.2) do not depend on |x(0)|,
if the system (1.1) is linear (f ≡ 0) and the control u belongs to LHe . In other words, if the
property B0(η,M,ε) (respectively B(η,M,ε)) is satisfied for some ε > 0, then the system
has the property B0(η,M, δ) (respectively B(η,M, δ)) for each δ > 0. This justifies “the
global versions” of Definitions 5.1–5.3, applied to the linearized systems (1.1) (i.e., for the
case f ≡ 0) with a linear HFC. We give here no exact description of these notions as they
are not used in this paper.
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with an (n×n)-matrix A the upper Lyapunov exponent σ0 and the uniform upper Lyapunov
exponent σ are always equal. If the system is not autonomous, i.e., if A = A(t), then, in
general, σ0 = σ . This was first noticed by O. Perron [16] in the case of scalar equations.
Similar results are valid for nonlinear equations with or without control.
The situation with the autonomous system (1.1) governed by an elementary HFC is a
little bit more complicated, because a typical HFC gives rise to a right hand side operator
depending on the past. We will show, however, in this section (see Lemma 5.4) that the
Lyapunov exponent and the uniform Lyapunov exponent for the control system (1.1) are
equal as well, if we make a small change in the automaton by adding one new location
and letting the other parameters be unchanged. Below follows a formal description of this
procedure, which was introduced in [13].
We start with introducing some more notation.
Let u = ((Q, I,M, T , j, q0),Φ) ∈He be an arbitrary elementary HFC, q ∈ Q be an ar-
bitrary location and µ be an arbitrary positive number, which is less than or equal to T (q).
We define a new location q∗, which formally coincides with q in all its appearances in the
definition of the automaton (see Section 2), except the definition of the period between two
switching times, which is now set to µ. This new location q∗, which we add to the set Q,
will serve as a new initial location of the (modified) automaton.
As a result, we obtain a family [u] of HFC depending on q and µ. A formal definition
of the family [u] is given by
[u] = {((Qq, I,Mq, Tq,µ, j, q∗),Φq) ∣∣ q ∈ Q, µ ∈ (0, T (q)]},
where Qq = Q ∪ {q∗}, and the maps Mq :Qq × I → Qd , Tq,µ :Qq → (0,∞), Φq :R ×
Qq → U extend the mapsM :Q×I → Q, T :Q → (0,∞), Φ :R×Q → U , respectively,
in the following manner:
Mq(q∗, i) =M(q, i), i ∈ I,
Tq,µ(q
∗) = µ, Φq(y, q∗) = Φ(y,q), y ∈ R.
It can easily be observed that q(t) = q∗ for any hybrid trajectory (x(t), q(t), τ (t)) and
all t  Tq,µ(q∗) (having left the location q∗ at time t = Tq,µ(q∗), the automaton will never
return to this location again).
It is also clear that Tq,µ(q∗) = T (q) for some q ∈ Q implies(
(Qq, I,Mq, Tq,µ, j, q∗),Φq
)= ((Q, I,M, T , j, q),Φ).
In [13] the following result was proved.
Lemma 5.4. Assume that u ∈He and for some η  0, M > 0, ε > 0 the system (1.1) has
the property B0(η,M,ε) for any control v ∈ [u]. Then
(1) The system (1.1) has the property B(η,M,ε1) for any control v ∈ [u], where ε1 =
ε · min{1,1/M};(2) supv∈[u] σ0(f, v) = supv∈[u] σ(f, v).
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A(R, δ) = {A(R, δ, q0) ∣∣ q0 ∈ Q}, A˜(R, δ) = [A(R, δ, q0)], (R, δ) ∈ D.
Clearly, A(R, δ) ⊂ A˜(R, δ).
Lemma 5.4 provides the second main result of the paper saying that the uniform upper
Lyapunov exponent is completely controllable from below.
Theorem 5.1.
(1) Given an arbitrary η < 0, there exist constants (R, δ) ∈ D, M > 0 such that for any
f ∈F one can find ε > 0, for which the system (1.1) with the control u ∈ A˜(R, δ), has
the property B(η,M,ε).
(2) Moreover, for the system (1.1) one has
lim
R→∞, δ→0
sup
f∈F , u∈A˜(R,δ)
σ (f,u) = −∞.
Proof. The idea is to combine the estimate (4.1) with Lemma 5.4. What fails is that the
estimate (4.1) was earlier proved to be valid for a smaller set of HFC (we need now A˜(R, δ)
instead of A(R, δ, q0) which was exploited in Section 4).
More precisely, we need the following property replacing Theorem 4.1.
Property D. Given arbitrary λ > 0 and (R, δ) ∈ D, satisfying (4.2), (4.3), one can find
M > 0 such that for any function f ∈ F there exists ε > 0 for which ∀u ∈ A˜(R, δ) and
∀x0 ∈ R2, |x0|  ε, each trajectory x(·, x0) : [0,∞) → R2 of the system (1.1) with the
control u satisfies the exponential estimate (4.1). In other words, the system (1.1) has the
property B0(−λ,M,ε)) (see Definition 5.1).
To prove Property D let us fix λ > 0, f ∈F and choose arbitrary (R, δ) ∈ D satisfying
(4.2), (4.3) and arbitrary γ ∈ (0, 12), ε0 > 0 satisfying (4.4), (4.5). Define M > 0 by (4.22)
and consider the set M of all solutions x(·) : [0,∞) → R2 of the systems (3.2) with all
possible controls u ∈ A˜(R, δ).
Looking at the proof of Theorem 4.1, it is easy to observe that given (4.15) the estimate
(4.21) holds for all x ∈M (“generalized Property C”). The key point here is the fact that
the condition ∀u ∈ A˜(R, δ), which now replaces the condition ∀u ∈ {A(R, δ, q0) | q0 ∈
{q+, q−, qd}}, does not influence any sentence in the proof of Property A. If r(t)  ε0,
t ∈ [0,6π] is given, then the γ -deadline t0 exists and belong to the same interval [0,6π]
independently of the choice of the control u ∈ A˜(R, δ), and not only on the choice of
q0 ∈ {q+, q−, qd}).
Due to the generalized Property C, described in the preceding paragraph, and the
estimate (4.2), the set Ω := {|x(·)| | x ∈M} and the constants λ, M , ε0 satisfy the con-
dition (∗) of Lemma 3.2. According to this lemma, the inequality (4.1) is satisfied for all
|x0| < ε, where ε = ε0M+1 . We also notice that the constants M , ε do not depend on the
control u ∈ A˜(R, δ). By this, Property D is verified.
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limλ→∞ R˜(λ) = ∞, (2) limλ→∞ δ˜(λ) = 0, and finally (3) ∀λ > 0 the values R = R˜(λ),
δ = δ˜(λ) satisfy the inequalities (4.2), (4.3). This and Property D imply
lim
R→∞, δ→0
sup
f∈F , u∈A˜(R,δ)
σ0(f,u) = −∞. (5.3)
Applying now (5.3) and Lemma 5.4 completes the proof. 
Remark 5.5. Note that Theorems 4.1, 5.1 apply not only for a > 0, when stabilization of
(1.1) via ordinary feedback controls is impossible. Also in the case when a < 0, one may
be interested in using Theorems 4.1, 5.1, for instance, if the decay rate is not satisfactory
and one wishes to improve it. Again, this is impossible when relying on ordinary feedback
controls. Theorem 4.1 shows that linear HFC can successfully do the job, and one can
achieve any desirable decay rate.
Remark 5.6. A somewhat more detailed study of the upper and lower Lyapunov exponents
as well as some other characteristics for the linear 2-dimensional system
x˙ = Ax +Bu,
y = Cx (5.4)
can be found in [12]. However, that paper says nothing about complete controllability of the
uniform upper Lyapunov exponent. To fill this gap, we now formulate the corresponding
result which generalizes Theorem 5.4 from [12] and which follows directly from the above
Theorem 5.1. Notice that in the linear case we do not need to care of the existence and
uniqueness of solutions governed by linear HFC (see [13, Corollary 3.4]). In addition, we
automatically get the global stability (see [13, Theorem 3.5]).
Corollary 5.7. Given an arbitrary λ > 0 one can find (R, δ) ∈ D, M > 0 such that:
(1) For any u ∈ A˜(R, δ) and ∀x0 ∈ R2 the hybrid trajectory H(·) = (x(·, x0), q(·), τ (·))
of the system (5.4) does exist, it is unique and defined on [0,∞).
(2) For the first component of this trajectory one has the following estimate:∣∣x(t, x0)∣∣Me−λ(t−s)∣∣x(s, x0)∣∣, t > s  0.
6. Concluding comments
It is well known that for linear control systems of nth order the controllability condi-
tions are sufficient to stabilize the system by an ordinary (static) output feedback control,
provided the system is completely observable (rankC = n). If rankC < n (incomplete ob-
servation), then static output feedback controls may fail to stabilize the system. However,
a dynamic feedback output control does exist if the pair (A,B) is controllable and the pair
(A,C) is observable (see, e.g., [17, p. 324]). Hybrid feedback outputs, which are described
in this paper, constitute a particular class of dynamic outputs with a finite number of states.
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sufficient stabilization condition either. The planar nonlinear system (1.1), which is consid-
ered in this paper and which is of interest in the theory of nonlinear oscillations, is therefore
assumed to satisfy more specific conditions, rather than controllability of (A,B) and ob-
servability of (A,C), namely those which ensure that the linearized system corresponding
to (1.1) can be stabilized by a hybrid output feedback control with a finite number of states
(note, however, that no static feedback stabilization exists under these assumptions). The
challenge of the paper was to show that the hybrid output stabilization algorithm (Art-
stein’s algorithm), designed for the linear case, works under sufficiently small nonlinear
perturbations as well.
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