In this paper, we present an algorithm for solving directly linear Diophantine systems of both equations and inequations. Here directly means without adding slack variables for encoding inequalities as equalities. This algorithm is an extension of the algorithm due to Contejean and Devie 10] for solving linear Diophantine systems of equations, which is itself a generalization of the algorithm of Fortenbacher 7] for solving a single linear Diophantine equation. All the nice properties of the algorithm of Contejean and Devie are still satis ed by the new algorithm: it is complete, i.e. provides a ( nite) description of the set of solutions, it can be implemented with a bounded stack, and it admits an incremental version. All of these characteristics enable its easy integration in the CLP paradigm.
Introduction
Research on algorithms for solving linear inequational and equational constraints, or systems of them, has been widely investigated starting from the ancient Greeks. Such constraints arise in various areas of computer science and e cient algorithms are well-known for solving systems of linear constraints over reals, rational numbers 19, 18] and integers 6, 26] . Unfortunately, restricting the domain to the natural numbers makes the problem much more di cult and the algorithms in the previous class are no longer suitable. 1 In the recent past, several works, related to the automatic deduction framework, have shown the key role of solving systems of linear Diophantine 2 equations for many important uni cation problems: uni cation modulo associativity 22], modulo associativity and commutativity 27, 16, 20, 5] , modulo distributivity 9] . Hence solving such systems has been widely investigated, and a large number of algorithms (see 3] for a survey) have been proposed by numerous authors: G. Huet Filgueiras 14] , L. Pottier 23 ], E. Domenjoud 11, 12 ] and E. Domenjoud & A. P. Tom as 13]. All these algorithms compute a basis, i.e a nite subset of solutions which provides a nite and complete representation of the set all solutions: any non-negative solution is an N-linear combination of the solutions of the basis. It should be noticed that in the case of systems of equations, the basis of solutions is the set of minimal solutions.
As for inequations, they are ubiquitous in several domains such as constraint logic programming (CLP), integer linear programming, and operational research. In the above literature, the algorithms for solving linear inequations over natural numbers are not complete (i. e. do not provide a representation of all solutions) except over nite domains and they usually proceed by turning inequations into equations by introducing new variables generally called slack 25] . Such methods yield voluminous problems, which is an handicap since the solving complexity is an exponential in the number of variables.
It is therefore quite natural to investigate an appropriate solver for systems of linear constraints AX = 0^BX 0 over natural numbers, which outputs a complete and a nite representation of the set of all non-negative solutions and avoids adding new variables. One year ago, Ajili has proposed such a solver for the case of a single inequation 4].
The set of all solutions of the system of linear Diophantine constraints AX = 0^BX 0 where X 2 N q is an additive submono d of N q nitely generated by the subset of non-decomposable solutions. An algorithm which computes such a subset is an adequate and complete one. Since deciding the decomposability of a solution is not as easy as deciding the minimality (cf. the case of equations), we avoid the decomposability tests by using the following remark: a solution X 0 of AX = 0^BX 0 is non-decomposable if and only if (X 0 ; ?BX 0 ) is a minimal solution of the system of equations AX = 0^BX+ Z = 0. Considering the tuple of new additional variables Z as a function of X (i.e. Z = ?BX) and not as a tuple of plain variables enables us to avoid having to introduce and manipulate them explicitly. The same idea can be applied to improve the solving of equational system of the form BX + Z = 0, by removing the variables Z and solving BX 0.
Inspired by the above ideas, in this paper (see also the full version 2] for complete proofs), we give a complete solver for homogeneous linear Diophantine systems of both equations and inequations. This solver can be extended for solving heterogeneous systems in the same way as the complete solvers for systems of equations 7, 9] . Due to its exibility (solving inequations together with equations, extension to the heterogeneous case, incrementality), this new solver has a wide range of potential applications: it can be integrated in the CLP paradigm thanks to its ability to test the satis ability and to check constraint entailment. denotes the scalar product of two tuples of N q , but it will sometimes be omitted for short.
De nition 1 (Length and Euclidean Norm) Let X = (x 1 ; : : : ; x q ) be a tuple in N q . Its length P q i=1 x i is denoted by jXj and its Euclidean norm q P q i=1 x 2 i is denoted by kXk. De nition 2 (Orderings on N q ) q is the component-wise extension to N q of the usual ordering de ned on N. < q is the strict ordering associated with q . Notice that q is a partial ordering on N q . In the following, we shall freely use and < instead of q and < q if there is no ambiguity. where belongs to f=; g q , and X is the q-tuple of unknowns.
By reindexing the lines of C, the system CX d can be decomposed into two parts, the equational part and the inequational part as follows AX = a^BX b. m A and m B are respectively the number of lines of A and B.
A non-negative solution of CX d is said to be non-decomposable if it is non-null and it cannot be written as the sum of two non-null solutions.
A linear Diophantine system CX d is homogeneous when d is null.
Sol(CX 0) denotes the set of all non-negative solutions of CX 0, and Bas(CX 0) denotes the set of all non-negative solutions of CX 0 which are non-decomposable.
C i and C j denote respectively the i th row and the j th column of C.
In the following, we shall focus on homogeneous linear Diophantine systems.
Finite representation of the solutions
In general, the set Sol(CX 0) is in nite, however one can represent it in a nite way. Indeed in the homogeneous case, Sol(CX 0) is closed under addition and contains 0, hence it is an additive sub-mono d of N q . By the Hilbert basis theorem 8], Sol(CX 0) is generated by a nite basis which is exactly Bas(CX 0), the set of non-decomposable solutions of CX 0. This basis provides a nite and a complete representation of Sol(CX 0), in the sense that Sol(CX 0) is the set of all N-linear combinations of elements in Bas(CX 0).
When a linear Diophantine system contains only equations, the non-decomposability of a solution coincides with its minimality w.r.t. q , but this is no longer true when the system contains also some inequations. However, one can still check the non-decomposability of a solution because of the following remark: the solutions of AX = 0^BX 0 are the projections over the rst q components of the solutions of the system of equations
where Z is a m B -tuple whose i th component is the slack variable z i . This projection is actually a one-to-one mapping from Sol(AX = 0^BX+ Z = 0)
onto Sol(AX = 0^BX 0), and its inverse maps a solution s 2 N q to (s; ?Bs) 2 N q+m B . A solution s of AX = 0^BX 0 is non-decomposable if and only if its associated solution of AX = 0^BX+ Z = 0 is non-decompo- The pruning criterion ensures the termination when N q is searched breadthrst, and yields an algorithm working on two lists, the rst one being the solutions already found and the second one being the nodes already built, but not yet developed. This algorithm is displayed in Figure 3 . The termination proof is quite delicate and based on compactness properties and topology arguments. The soundness and completeness proofs are adapted from those of Fortenbacher.
The breadth-rst version of the algorithm is quite easy to explain and to understand, but one cannot guarantee that the size of the queue (that is the set of tuples waiting for development) is bounded. This problem is overcome by a depth-rst version of the algorithm which can be implemented with a bounded stack.
One develops a forest (each tuple, but the roots, has exactly one father) and avoids generating some redundant nodes by freezing some of the components of the youngest sons of a node. Assume that for each node y occurring in the graph built by the algorithm, there is a total (arbitrary) ordering y on its sons. For instance, one can choose an ordering independent of y such as y + e j 1 y y + e j 2 if and only if j 1 < j 2 . If y has two distinct sons y + e j 1 , and y + e j 2 such that y + e j 1 y y + e j 2 , then the j 2 -th component is frozen in the sub-graph rooted at y + e j 1 : it cannot be increased any more, even if the geometrical condition expressed by the scalar product is satis ed. With such a restriction, if a node u is greater than a solution, this solution occurs in the forest at the left hand side of u. Searching the forest depth-rst (from left to right) provides a complete and terminating algorithm which builds a sub-forest of the original graph. Now the size of the queue is bounded by the number of variables since a tuple at position l in the queue has exactly q ? l frozen components.
Figure 4 a formal description of the depth-rst version of the algorithm working on two lists, the rst one being the solutions already found and the second one being the nodes already built, but not yet developed, equipped with their list of frozen components (written as an exponent and then forget the variables Z by a projection. The key idea of the algorithms described below is that this will be done in a single step, without introducing explicitly the additional variables Z. The standard algorithm of Contejean and Devie will be applied, with the main di erence that a q-tuple y does not only represent itself but also a set of (q + m B )-tuples of the form (y; u 1 ; : : : ; u m B ) such that 81 i m B u i 2 f0; : : : ; max(0; ?B i y)g:
Hence, the algorithm for solving systems of both equations and inequations can be roughly described as follows:
{ Search N q nf0g for the non-decomposable solutions starting from the canonical tuples e j s. { Suppose that the current tuple can still provide some non-decomposable solutions. It can be non deterministically increased component by component until it cannot provide any non-decomposable solution. { In order to speed up the search, the new pruning criterion allows y to be incremented on its j th component (1 j q) only if there is a (q + m B )-tuple represented by y which can be incremented on its j th component according to the former criterion.
Concerning the second point, the fundamental di erence between solving a system of equations and a system of both equations and inequations is that in the rst case, a node y greater than a solution cannot have some nondecomposable (i.e. minimal) solutions as descendants, whereas it can in the second case. Of course, this is because non-decomposability is not equivalent to minimality in this latter case as can be seen on the following example.
Example 5 Consider the inequation x?y 0. Its set of solutions is equal to f(n; n + n 0 ) j n; n 0 2 Ng. This set is completely described as the N-linear combinations of the non-decomposable solutions (1; 1) and (0; 1). However these solutions are comparable with < 2 : (0; 1) < 2 (1; 1). If we take into account the hidden component corresponding to the additional variable z usually introduced for turning the inequation x ? y 0 into the equation x ? y + z = 0, (1; 1) and (0; 1) respectively correspond to (1; 1; 0) and (0; 1; 1) which are no longer comparable.
However, we want to cut a DAG rooted at a node y as soon as possible if it does not contain any non-decomposable solution. In the case of a system of both equations and inequations AX = 0^BX 0, a su cient criterion is that there exists a solution s of AX = 0^BX = 0 such that (s; 0) < q+m B (y; ?By). Hence y+y 0 ?s is a solution of AX = 0^BX 0. This remark leads to split the set of Sol(AX = 0^BX 0) into two disjoint subsets, Sol(AX = 0^BX = 0) and Sol(AX = 0^BX < 0), and only the rst one will be used for stopping the development of useless nodes.
Concerning the third point, that is the new pruning criterion, it is possible to express it in a more formal way. It is possible to increment y on its j th component ( This can be seen by an elementary case reasoning on the sign of B 1 y.
In Figure 5 the algorithm is formally described with three lists 4 , the rst contains the solutions of B 1 X = 0, the second one the solutions of B 1 X < 0, and the last one the nodes to develop. In the case of systems of equations, two lists are enough: the list of the solutions and the list of the nodes to develop, but in the case of inequations, we have to split the list of solutions cf. the remark concerning the second point of the rough description of the general algorithm.
Running the algorithm yields the following DAG: It should be noticed that running this algorithm for solving B 1 X 0 yields exactly the same DAG as the algorithm of Fortenbacher for solving B 1 X = 0, the only di erence being the way of checking the solutions: in both cases, the solutions of B 1 X = 0 are retained, and in the case of an inequation, the solutions of B 1 X < 0 are also retained but stored in a second set not used for cutting the search-space by the rule Leaf. Hence the termination of the algorithm is a corollary of the termination of the algorithm of Fortenbacher. The proof of soundness and completeness is also adapted from the proof of Fortenbacher.
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Theorem 7 (Soundness and completeness) Given an inequation B 1 X 0 the above procedure reaches in a nite time a normal form (M = ; M < ; ]), and M = M < is exactly the set of non-decomposable solutions of B 1 X 0.
PROOF. To sum up, s cannot be decomposable.
General case
In the case of a system containing a linear inequation together with at least another linear constraint, the pruning criterion (C1) is complete. This means that Proposition 8 Completeness of (C1)] Running the procedure Proc(C1) on a system AX = 0^BX 0 yields in a nite number of steps a triple (M = ; M < ; P) such that the set of non-decomposable solutions is exactly M = M < .
Example 9 Let us consider the system: 
E E E E E E E " " E E E E E E E " "
The unique non-decomposable solution of the system is (1; 1; 1). The system of associated equations has no solutions, hence Solution = and Leaf will never apply, and it can be seen by a case analysis that any tuple (n; m; 0) has a son of the same form: Hence, there is an in nite branch rooted at (1; 0; 0) in the DAG developed by the procedure using the criterion (C1).
As we want to obtain a terminating algorithm for solving AX = 0^BX 0, we add a second pruning criterion (C2) which ensures the termination. This is done in two steps. First, we consider (C2) alone. Then, we consider (C2) together with (C1), and we shall prove that they are compatible.
The criterion (C2) is based on the fact that the hidden part corresponding to the additional variables is bounded for the non-decomposable solutions of AX = 0^BX 0. There are some uniform bounds on the minimal solutions of a system of equations CX = 0, in particular the following one proposed by PROOF. The proof of completeness of (C2) is similar to the one of (C1): let us suppose that s is a non-decomposable solution of AX = 0^BX 0, and that we have a sequence of tuples e j 0 = v 1 < v 2 = v 1 + e j 1 < v 3 : : : < v k s; PROOF. Let Sup be the maximum of B 0 2 , the kAe j k 2 s and the kBe j k be a sequence of tuples built according to the criterion (C2). We will show by an induction on k that the following inequality holds:
This is obvious when k is equal to 1. Let us assume that the inequality holds for k, then we can prove that the inequality holds for k + 1: Hence, an in nite sequence will never be produced by Proc(C2), since it will be cut by Leaf.
Proposition 15 (Completeness of (C1)^(C2)) Running the procedure Proc(C1^C2) on a system AX = 0^BX 0 yields in a nite number of steps a triple (M = ; M < ; P) such that the set of non-decomposable solutions is exactly M = M < .
PROOF. Let In both cases, (C1^C2) allows to add e j k to v k for building v j k+1 .
Hence, we have designed a conjunction of criteria (C1^C2) which is complete and makes the parameterized procedure terminating.
Theorem 16 Running the procedure Proc(C1^C2) on a system AX = 0^BX 0 yields in a nite number of steps a triple (M = ; M < ; ;) such that the set of non-decomposable solutions is exactly M = M < .
Some extensions
A depth-rst version of the algorithm As in the case of systems of equations, the algorithm admits a depth-rst version based on a freezing mechanism together with a total ordering for the set of sons of each node. The key point here is that we only use the solutions of the associated equational system for stopping the development of useless nodes, and that if a node is greater than an "equational" solution, this solution is at its left hand side in the DAG: this ensures that no application of the rule
Leaf is lost and that the depth-rst DAG is included in the breadth-rst DAG.
Moreover, with this extension, each node (except the roots) has exactly one father: there is no redundancy left.
Example 17 Let us consider again the system of the example 9: Note that the node (1; 2; 1) which was greater than s and on the right hand side of s in the breadth-rst version has disappeared and that now all nodes greater than s appear on its left hand side.
Solving non-homogeneous linear Diophantine constraints
The representation of the solutions of AX = a^BX b is a bit more complicated than in the homogeneous case since its set of solutions is no longer a mono d. Let S 0 be the set of the non-decomposable solutions of the homogeneous system AX = 0^BX 0 and S 1 be the set fs j (s; 1) 2 Bas(AX ? az = 0^BX ? bz 0)g: 6 The solver in a CLP setting Satis ability and constraints' entailment
In the constraint logic programming framework, the ability of testing the constraints' entailment and the satis ability/unsatis ability of a set of constraints (and eventually exhibiting a solution) is a crucial issue. Propagation based solvers, as for instance in the nite domains' case, are generally not highly e cient for testing constraint entailment and unsatis ability because propagation only reasons with local consistency 28]. The solver presented in this paper provides some e ective means to decide unsatis ability since it is complete and terminates.
Moreover, it also provides an algorithm for deciding entailment. Finite domains: cooperation with propagation techniques Our algorithm is able to use at every step the information provided by the propagation in the nite domains' case since the enumeration procedure allows a component-wise control. The termination is trivially ensured, hence the criterion (C2) becomes useless. Let us rst make clear how our search space (made of tuples of integers) can be seen from a nite domain point of view, since the propagation acts on nite domains variables: assume that we have to solve a constraint system AX = 0^BX 0 on X = (x 1 ; : : : ; x j ; : : : ; x q ) in the domain x 1 2 D 1 ; : : : ; x j 2 D j ; : : : ; x q 2 D q . In this setting, a node n = (n 1 ; : : : ; n j ; : : : ; n q ) fj 1 ;:::;j l g represents all the tuples (x 1 ; : : : ; x j ; : : : ; x q ) such that 8j 2 f1::qg x j 2 D j^8 > < > :
x j = n j if j 2 fj 1 ; : : : ; j l g x j n j otherwise Actually, the intuitive meaning is that a tuple represents all its possible descendants (including itself) in the DAG developed by the algorithm.
To each node n = (n 1 ; : : : ; n j ; : : : ; n q ) fj 1 ;:::;j l g , one associates the local lower bounds V q j=1 fx j = n j if j 2 fj 1 ; : : : ; j l g; x j n j otherwiseg plus some upper bounds inherited from the father of the node. The local upper bounds of the roots of the DAG came from the upper bounds of D 1 ; : : : ; D q . Now, a basic step in the algorithm is as follows: the bounds propagation is called on the node (or more precisely on the domain variables represented by the node) with the global constraints (i. e. the system to be solved) together with the local bounds, and either detects the unsatis ability or provides some new local bounds: in the rst case, the node has no sons, and in the second case, the node has a unique son n 0 equal to the new lower bounds. Then the pruning criterion (C1) is used to generate the sons of n 0 .
Implementation and Qualitative Analysis
We have developed an implementation of the stack-version of our solver in the C language, which can also handle the non-homogeneous case. This implementation is actually based on a previous implementation of the algorithm of Contejean-Devie. The main di erences are that the criterion for incrementing a component has been modi ed and that there are three categories of nodes:
{ the \equational solutions" not developed and used for the pruning, { the other solutions, which have to be developed, { the non-solution nodes which have to be developed, instead of two categories for the former solver: { the solutions not developed and used for the pruning, { the non-solution nodes which have to be developed.
We have run the program for some examples: each of them is solved with the two methods, directly (no added slack variables) and by solving the associated equational problem (obtained by adding slack variables). We have performed our experiments on a SUN Sparc 10 mono-processor.
Experiments Direct solving vs slack variables
We have compared both methods using two measures: the execution time (t) and the size of the search space (S) (i.e. the number of generated nodes). The experimental results show that, in some cases, our new algorithm signi cantly outperforms the algorithm of Contejean-Devie in time and in number of generated nodes. However, it may happen that these methods yield some comparable results for both measures, and even that the algorithm of Contejean-Devie becomes clearly better than our new algorithm.
This can be justi ed as follows: { The new algorithm handles only the q unknowns e ectively occuring in the linear constraints to be solved, whereas the algorithm of Contejean-Devie handles also the m B slack variables: the more there are inequations, the more the new algorithm takes advantage of this fact. { The price to pay for this gain is that the solutions which are not equational ones, cannot be used to prune the search space.
Hence, when the gain is small, that is, only one or two inequations, the price to pay becomes too high, and the algorithm of Contejean-Devie is better (cf. 9 and 11 ). Note however that this phenomenon does not arise systematically since in some cases, the number of equational solutions of the constraint is large enough to prune e ciently the search space. In such cases both methods behave similarly (cf. 7 , 8 and 10 ).
On the contrary, when there are a large number of inequations, the new algorithm behaves better (cf. 1 , 2 , 3 and 4 ).
Systems used for the experiments 1 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 0 ?2 1 In this table, N represents the number of non-decomposable solutions, t the execution time (in seconds) and S the size of the search space (in number of computed nodes In spite of the crucial role played by the completeness of the solving in some areas like automatic deduction, in some other applications it is highly desirable to compute one solution as fast as possible. We believe that our solver provides a good alternative for such a concern: it can be used in the standard way, except that the solving process is stopped as soon as a solution is reached. In the above examples, we have indicated the number of nodes generated and the time spent in the execution before the rst solution is encountered. Compared with Contejean-Devie, our algorithm seems faster since it can reach the rst solution s 1 in a number of incrementation steps equal to its length js 1 j, whereas Contejean-Devie needs more steps (corresponding to jBs 1 j) for updating the slack variables. Note however that when the rst solution is an equational one, both methods become comparable. . The rst one yields a set of solutions containing the minimal ones, but one has to check for minimality, and there are some inherent redundancies: a solution may be computed several times. The second one does not provide a basis of the solutions, but a parametric representation of them, from which one can derive the minimal solutions, but again with some redundancies.
We gave one of the rst algorithms which computes the basis of a linear Diophantine system of both equations and inequations without explicitly adding some extra variables. Our algorithm is actually an extension of the algorithm of E. Contejean & H. Devie, the main di erence between them being the pruning criterion. Hence the new algorithm inherits all the nice characteristics of the former one: its depth-rst version can be implemented with a bounded stack, it is incremental and compatible with the propagation traditionally used by FD solvers.
