By exploring an alternative approach to the more conventional topdown method of impact assessment, this paper makes a valuable contribution to hydrological and climate research. Although the general methodology has been explored previously, in this case the authors demonstrate its applicability to the assessment of low flows. Overall the paper is worthy of publication with only minor revisions.
General comments: Firstly, although the paper is well presented some of the sentences were difficult to interpret; a comma or some rephrasing will address this without the need for significant rewriting (see minor comments below).
Secondly, although the authors highlight the drawbacks of this approach in the conclusion and discussion section -that the input/attention of decision makers is critical and the complications of assessing low flows -they do not acknowledge or discuss in detail any further assumptions/limitations of the approach (e.g. phase does not change and peaks in January; the significance to the flow regime of changes in higher statistical moments). This would add to the paper and aid in the interpretation of the response surfaces.
Thirdly, the authors should consider including in the results section a short analysis of the climate elasticity of the catchments. This constitutes an interesting step in the process of refining the indicators and estimating the catchment response to altered climate forcing; however this is at the discretion of the authors.
Thank you for your positive feedback and your constructive suggestions. We have tried as much as possible to simplify the text throughout the manuscript to help with the clarity. As suggested we also have added some text about the limitation of the method, in particular the influence of the climate scenarios explored. We have also added some results from the national elasticity analysis in the manuscript.
Comments about rewording and text editing have been addressed as much as possible. The rest of the comments are discussed in detail below.
Equation 4: it is a little confusing that t is identified as the index for both the monthly and daily values.
In all equations t has been replaced by d for daily values.
Page 9: The authors should provide a more comprehensive starting paragraph in the results section. Here a synopsis of the study should be given; additionally the aims/results should be stated. Following reviewer 3 comments, we have restructured the manuscript. We believe this now provides a much better flow to the work and appropriate description to the aims and results.
Reviewer #2:
General comments: This manuscript deals with the applicability of the bottomup/response surface approach in the context of climate impact on droughts and water management. Based upon a case study of two catchments that represent two different low flow generation processes, the added value of responses surfaces but also the challenges in their usage is demonstrated. The manuscript is of great relevance not only for researchers but also for practitioners and other stakeholders, and hence fits perfectly into the audience of JoEE. Especially, it is of importance for estimating the vulnerability of the system towards hydrological droughts and risk assessment -not only towards climate change related impacts but also to climate impacts on much smaller temporal scale (seasonal forecasts). It was a pleasure to read the manuscript; it is comprehensive, concise, and still easy to read. I have only same minor issues that should be fixed before publication, but most of them are really minor. Hence, I recommend minor revisions.
We would like to thank the reviewer for their positive feedback about our paper. We have addressed as much as possible all comments about text editing and re-wording. We have also redone most of the figures and simplified the figure captions. The rest of the comments have been addressed as follow:
Page 4, last paragraph: "the day corresponding to the maximum of the mean daily flow" -by "mean daily flow" you mean the maximum of the mean annual hydrograph? Please, clarify meaning. We have not edited the text for clarity.
Page 5, first paragraph: "slightly longer Q90_dur_5yr (Figure 2 )" -I can't find it in Figure  2 . This is correct it should have been Table 2 . The text has been corrected. In the text you state "Note the better fit for the Mint", and in Figure 4 the better fit is for river Thet. We are sorry for the confusion; figure 2a and 2b were reversed. This has now been corrected.
In general: Please unify the indications in the Figure ( sometime "left and "right", sometimes "a and b") throughout the entire manuscript. In addition, I would prefer to have also the names of the two catchments in the figure itself to improve readability. We have now added figure titles and legend panel in most graphs to improve readability and simplified the figure captions throughout.
the year, some with huge differences. I assume that different monthly treatments can lead to the same indicator value. How are these values combined? The reviewer is right to highlight this point, which we have now clarified in the manuscript by adding the following text. ' Page 8, Equation 6 description: please explain x(t), and y(t) This has now been clarified Page 9, first paragraph, last sentence: Ok, but wouldn't the increased P enhance PET as more water is available? This is correct: P and PET would increase at the same rate until PET is completely satisfied, and then increase in P would lead to increase in flow. However increase in T would not necessarily change PET already limited. We have revised the text to clarify.
Page 9, second paragraph: I would recommend to refuse a comparison between response surfaces as the scales are not comparable. E.g., I cannot see a "clearer relationship" as the scale between Thet and Mint are different; the Mint RS covers a much wider range. Maybe you can normalize the low flow indicators, but this would impede the interpretation of the values. We understand the point of the reviewer (albeit in this paragraph the comparison was that of two indicators for the same catchment), and have revised the text. We also agree than normalisation of the low flow indicator would not be particularly useful and have not changed this. We hope the text is now more appropriate.
Page 10, second paragraph: How to relate these UKCP09 samples to the response surface of monthly perturbed scenario data? -This comment lead back to the comment with the asterix (*). I assume that some UKCP09 changes are similar to a certain combination of monthly annual "pathways" (Figure 5 ) than to other, making those monthly scenarios more likely. Is it possible to incorporate this in the response surface? Again this is a good point and we have clarified the text. The UKCP09 scenarios are provided as monthly and seasonal factors. For the paper we have selected the seasonal factor or calculated the 6-month factor from the sample, and have ignored the rest of the annual pathway, as our graphic was intended to illustrate the method. -"period of available observations" add years (XXXX-XXXX) -"Water years are ranked according" to -"and grey circle show" -> and grey circle accumulatively shows -"incomplete water years" -> 20% of incomplete data. That is surpringly huge. We have re-done figure 2, have made more explicit the meaning of the different symbols within the figure and simplified the figure caption. Note that the 20% does not refers to the total number of missing values but to the number of years with at least 1 day missing. 
Reviewer 3
This study demonstrates a practical implication of the scenarioneutral framework in climate impact assessments, to overcome the uncertainty problems associated with the traditional scenario-led approach. The plausible ranges of future changes in temperature (and thus PET) and precipitation are determined, within which response surfaces of four low-flow indices are constructed. The study show contrasting results for two catchments, from which the catchment with lower storage capacity (i.e. Mint) show less delay climate-toflow effects, and less response to temperature changes due to low AET comparing to PET. The response surfaces are then overlaid with the UKCP09 probabilistic sample climate change factors, which implies that the low-flow at Mint can be more vulnerable to potential climate change but with higher uncertainties. However, the scenario-neutral framework provides great flexibility and convenience for decision makers to visualize the bigger picture of climate impact, and update new climate projections and assess the associated climate impact. Scenario-neutral framework has great potential for many practical applications in climate impact assessment but it is a relatively new area with low number of application-type studies, therefore, this study can be a valuable addition to the existing literature in climate impact assessment, which is highly relevant to this Journal.
My general suggestions are as below, and please also refer to the attachments for specific comments. 1. The current manuscript has some crossover among the Methodology, Results and Discussion sections. It is thus suggested that the structure of these sections is revised to address the following: 1) Distinguish the contents in these sections better; 2) Sub-divide sections if necessary and organize them in suitable orders to improve the flow. In these ways the clarity of the entire paper can be greatly improved.
2. Following Comment #1, the current manuscript seems a bit disconnected where the analyses with UKCP09 samples are presented in the Discussion where nearly one entire paragraph has been used for introducing the relevant methodology. In my opinion this analysis really is a highlight of this study, so it may better suit into the main results rather than discussion -the author may consider extending the boundaries of the plausible ranges of the climate drivers to include the UKCP09 samples discussed in Section 4. I understand that there can be substantial work involved, but the in this way the overall flow and the relevance of this study to practical drought management could be greatly improved. If this is agreed by the authors these analyses can be included in additional sub-section in the Results.
3. The methodology should be better explained to ensure that details such as use of models, equations and data are explained and justified.
4. The figures can be greatly improved with the use of associated legends.
We would like to thank the reviewer for their positive comments and constructive suggestions to improve the manuscript. As suggested we have changed the structure of the manuscript to improve the flow of the paper. We have detailed below how we have addressed other comments in details, except typos, missing reference, legend improvement and comments already addressed in the responses to previous reviewers. We agree explanation of the figure should have been given in the main body of text. This has now been added. We have also revised the figure captions for clarity (comments Figure 2) . Comment 2 page 6: 'If this is only for precipitation it should be clearer to use P instead of X -just as how you use T in eqn 2'
We have now modified Equation 1. A slight complication is introduced for temperature scenarios which follow a modified cosine function where the mean annual change is also dependant on the semi-amplitude. We have introduced a new notation in the equations to distinguish between the semi-amplitudes applied to precipitation and temperature scenarios for clarity.
Comments page 5 on NSE error measures
We have now added the equations associated with NSESQRT and NSEInv and added some text about their particular use and difference.
Comment on Figure 8
The text describing the Q90 response surfaces of the Mint in relationship UKCP09 scenario is correct, but to save space the figure was not included within the manuscript. The description of the response surfaces for the Mint and its association with UKC09 scenarios is described later on in the paragraph.
Droughts are complex natural hazards, and planning future management is complicated by the 17 difficulty of projecting future drought and low flow conditions. This paper demonstrates the use of a 18 response surface approach to explore the hydrological behaviour of catchments under a range of 19 possible future conditions. Choosing appropriate hydrological metrics ensures that the response 20 surfaces are relevant to decision-making. and its start is displayed as a black dot. In England, the conventional definition of the water year begins 148 on 1 October. Here we calculate a dynamic low flow water year centred on the low flow period. The 149 start of the water year is defined as the average day associated with the annual maximum mean daily 150 flow, and is computed for each catchment. This approach allows analysis of the way catchment 151 hydrological response changes with climate change. In the Mint, low flow periods start in early June 152 and end in late August while they are delayed by around 1 month in the Thet (starting in early July and 153 ending in late September). The Mint is also associated with large variability of flow, with only 10% of 154 years without periods under Q90, against nearly 30% in the Thet (dashed inner circle). This is likely to 155 be due to low storage capacity to sustain flows during period of no rain in the Mint. As a result, the 156 water year also starts later in the Mint than in the Thet, as high flow from the recharge season continue 157 into winter (late January and early January, respectively). The baseflow regime also influences when 158 low flow occurs in the year, with more episodes of continuous low flow (length of orange lines in 159 Figure 2 ) and slightly longer Q90_dur_5yr (Table 2) found in the Thet than in the Mint. In contrast, the 160 flashier regime of the Mint results in a larger variability in the start of the low period periods compared 161 with that in the Thet. 162 
187
The mean annual change associated with Equation 2 is given by T0+AT. 188
Monthly climate change factors were used to perturb the baseline time series to create new input for 189 the hydrological model as follow. 190
For precipitation, monthly scale factors were applied so that the frequency of dry days is preserved: 191 reservoir (X1) and of the routing reservoir (X3), the time base of a unit hydrograph (X4) and two 216 parameters of the groundwater exchange function F (X2 and X5). GR5J is combined with a simple 217 snowmelt runoff module using a temperature index (degree day) approach. Snowmelt rate is 218 proportional to the difference between the daily air temperature and the temperature Tm where 219 melting is initiated. The degree-day factor for melt and the melting temperature are fixed to average 220 values of 3.7 mm/°C and 0°C, respectively. 221 
Rainfall-runoff modelling

222
The Nash-Sutcliffe efficiency criterion NSE (Nash and Sutcliffe 1970) calculated on the square root of 223 the daily discharges NSESqrt (Equation 6) was used as objective function to calibrate the five free 224 parameters while giving less emphasis to extreme high discharges. In addition NSEInv (Equation 7) was 225 also calculated as it gives a special emphasis of very low flows and very little to high flow (Pushpalatha 226 2013), but was not used for optimisation of the model parameters as this might result in a poorer 227 overall fit. The first two years of available daily catchment rainfall and potential evapotranspiration 228 forcing (generated from 1-km grids and available from 01/01/1961 to 31/12/1962) were used as a 229 spin-up to limit the influence of reservoir initialization on the calibration results. 230 observations. The day-to-day variability -given by the interdecile range -is correctly reproduced for 244 the Mint whereas an overestimation is noticeable for the Thet particularly in autumn. However in the 245 rest of this paper, results are expressed as changes from GR5J outputs obtained under baseline and 246 'scenario' conditions, hence removing the effect of any systematic bias in the simulation such as 247 delayed low flow period. 248 harmonic function applied to precipitation. However, this representation ignores most of the climatic 268 variations described by the methodology, which imposes 12 changes (each scenario has different 269 monthly changes) to three variables (P, T and PET). While a representation of all degrees of freedom 270 would be incomprehensible, the choice of the axes is important as the response surfaces aim to 271 highlight the climatic factors influencing most the low flow regime. Priority was given to include 272 variables directly available from GCMs output, i.e. P and T, with changes in PET being implicit from 273 changes in T. Climate elasticity, a measure of the strength of the link between river flow and climate 274 (Schaake 1990 , Sankarasubramanian et al. 2001 , and linear correlation were also applied between 275 each hydrological index, mean temperature and total precipitation over the four seasons to identify 276 the climate variables with the largest influence on hydrological variability and to inform the choice of 277 the representation as response surfaces. Here the nonparametric elasticity estimator was used: 278
Equation 8
( , ) = ( For each basin, monthly elasticities were calculated independently for temperature and precipitation 317 respectively, and the month with the highest absolute value of elasticity was identified for each 318 climate variable. To illustrate the analysis, results are provided for the two hydrological indices Q90 319
and Q90_day_1. Figure 6 shows for each month the proportion of basins where elasticity for this 320 month is ranked first. Q90 is particularly sensitive to changes in both summer precipitation and 321 temperature: summer climate governs the severity of low flows. On the other hand, for the seasonality 322 index Q90_day_1, the maxima of the two curves are not observed during the same period of the year: 323
Q90_day_1 is most sensitive to changes in spring precipitation but to changes in summer temperature. 324
The differing sensitivity of the two low flow indices highlights that different aspects of low flows are 325 governed by different processes, confirming the complexity of the climate-to-low-flow relationships. 326 327 
328
The elasticity analysis was complemented by visual examination of response surfaces to identify any 329 discontinuities due to the influence of other factors not represented by the axes of the surfaces. Climate-to-low-flow response surfaces for each hydrological index are shown for both catchments in 339 Figure 7 ; note however the different scales. 340 
342
Reference values (SimRef) are shown as black bar in the key and as a black square on the response surface.
343
There is a direct link between same season climate and flow changes in the Mint with spring to 344 summer flow QAS showing a clear relationship with spring to summer precipitation and temperature 345 (P-AMJJAS and T-AMJJAS). This is probably because of the low storage in this catchment, meaning that 346 there is little "memory" in the system: QAS decreases with precipitation. It is also notable that 347 additional temperature increase and its associated PET increase can compensate for precipitation 348 increase and lead to decrease in QAS; all scenarios with a spring-summer temperature rise of 4°C or 349 more are associated with a reduction of QAS even when precipitation increases. 350
In the Thet, the picture is more complicated: the best climate-to-spring-autumn flow relationship is 351 found with spring precipitation but links with temperature are less smooth, illustrating that climate-352 to-low-flow processes are complex and cannot be captured completely by a 2-dimensional response 353 surface. Unlike the Mint, the Thet has a large groundwater component that delays the climate-to-low-354 flow response, so changes in spring precipitation have the largest influence on changes in QAS. As the 355
Thet is located in one of the driest regions of England, where actual evapotranspiration is limited by 356 water availability in the soil, an increase in temperature (and by extension, in potential 357 evapotransporation) is not necessarily associated with increase in water losses as evaporation is 358 already limited. As a result, an increase in P first enhances PET before resulting in flow increase, and 359 increase in T is only associated with decrease in flow if P also decreases. 360
In the Mint, changes in Q90 show a very similar response to climate than QAS, albeit with a slightly 361 stronger signal of decrease (i.e. more scenarios lead to a reduction of Q90 than QAS). In the Thet there 362 is a clearer relationship in the climate-to-low-flow signal for Q90 than for QAS: summer to autumn 363 climate influences most the low flow changes, and there are fewer discontinuities in the response 364 surface (appearing as horizontal graduations in the surfaces and non-uniform relationship between 365 QAS and spring temperature). This suggests that Q90 is mainly controlled by summer and autumn 366 precipitation and temperature signal. Note that relative increase in Q90 are however much larger for 367 the Thet than for the Mint as wetter winters sustain flows all year round, including low flows. 368
Q90_dur_5yr describes the length of severe continuous low flow periods. Both catchments show an 369 increase in low flow duration for most scenarios but show a very different range of changes, with the 370
Mint showing a maximum increase just above 3 months, against nearly a year for the most extreme 371 scenarios in the Thet. This is likely to reflect a baseflow-dominated signal (see Figure 4 ) with much 372 smoother hydrograph resulting in uninterrupted periods of low flow. 373
For the Mint, the date of the first day of low flow is earlier when precipitation decreases or 374 temperature increases by more than 2-3 °C, and later when mean annual precipitation increases. In 375 the Thet, the pattern is similar but with much earlier occurrence possible; for the most extreme 376 scenarios, flow is always lower than baseline Q90 hence first day of occurrence is the 1 st January. 377
Response surfaces and mitigation strategies
378
One of the strength of the response surfaces is that they can be put into the context of specific 379 weather scenarios. For example this could be during a drought event, where forecast weather 380 anomalies can be considered as future possible range and mapped onto the response surfaces to 381 visualise possible drought trajectories. These trajectories can then be considered when management 382 options are evaluated. Response surfaces could also be used for long term planning under different 383 assumptions of future climate. For example, the Copenhagen Accord recognised that emissions 384 reductions should try to avoid a global temperature rise of more than 2°C (UNFCCC 2009); while this 385 does not necessarily correspond to uniform warming across the globe, it is possible to assess the 386 impact of different levels of warming using response surfaces as this might put mitigation strategies 387 into a more local context. Figure 8 shows the range of changes in Q90 associated with a local annual 388 warming ranging from 2.5 to 5.5°C for the Mint and the Thet as described by the set of scenarios of 389 surface domain for precipitation does not fully capture the variability of the UKCP09 sample, which 413 has a longer tail towards wetter scenarios for both catchments. 414
Here only the value of climate change factors for the season represented in the response surface was 415 considered and the within-year variability of each UKCP09 scenarios was ignored. This means that the 416 whole annual pathway of some UKCP09 scenarios might be very different from that of the scenarios 417 explored in the sensitivity framework. A more sophisticated method could be used where a sine curve 418 would be fitted to each UKCP09 monthly scenarios and higher likelihood weights given to scenarios 419 closest to those used in the sensitivity framework. 420 
424
Similarly to the differences in the catchment climate-to-low-flow responses, the magnitude of possible 425 changes under UKCP09 by the 2050s also shows contrast between the two catchments: assuming all 426 UKCP09 scenarios not plotted on this surface would suggest an increase in the indicator (located on 427 the right-hand side of the curve) and looking again at Q90, the Thet shows a relatively small range of 428 changes, with relatively modest decreases in low flows even under the driest and warmest projections 429 (less than 0.05mm decrease; see risk curve in Figure 9) and magnitude of low flows, looking at the possible impact on ecosystem form and function in a chalk 493 catchment in southern England. Their matrix was a simple grid; on a response surface, it would be 494 possible to identify different regions of irregular shape, making the response surface approach much 495 more flexible. It may also be possible to identify thresholds beyond which change would demand 496 alternative approaches to management, and also which climate drivers would result in the threshold 497 being crossed. Such thresholds could include regulatory thresholds, such as abstraction licence 498 conditions or discharge consents. It may also be valuable to develop response surfaces that reflect 499 variables that are of more direct relevance to water resources managers, such as reservoir deployable 500 output. This could be valuable in planning climate change adaptation interventions, though every time 501 the water supply system changes the response surface would also change and need to be recalculated, 502 negating some of the benefits of the response surface approach. However, exploring these concepts 503 further could add to the benefits of scenario-neutral approaches and improve the flexibility of 504 approaches to climate change adaptation. 505 
Acknowledgements
19
