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Abstract
In reinforcement learning, the discount factor γ controls the agent’s effective
planning horizon. Traditionally, this parameter was considered part of the MDP;
however, as deep reinforcement learning algorithms tend to become unstable when
the effective planning horizon is long, recent works refer to γ as a hyper-parameter
– thus changing the underlying MDP and potentially leading the agent towards
sub-optimal behavior on the original task. In this work, we introduce reward
tweaking. Reward tweaking learns a surrogate reward function r˜ for the discounted
setting that induces optimal behavior on the original finite-horizon total reward task.
Theoretically, we show that there exists a surrogate reward that leads to optimality
in the original task and discuss the robustness of our approach. Additionally, we
perform experiments in high-dimensional continuous control tasks and show that
reward tweaking guides the agent towards better long-horizon returns although it
plans for short horizons.
1 Introduction
Traditionally, the goal of a reinforcement learning (RL) agent is to maximize the reward it can obtain.
While there exist a plethora of settings (discounted, average, constrained, etc...), in this work we focus
on the finite horizon setting with known horizon T and a total reward objective maxE
”řT
t“0 rt
ı
.
Although the agent is evaluated on the total reward, motivated by recent practical trends, we consider
an agent which is trained within the γ-discounted setting.
The discount factor has an important property when training agents using function approximation
schemes (neural networks) – the discount factor acts as a low-pass filter (regularizer [Amit et al.,
2020]), effectively reducing the noise in the learning process. Hence, our work focuses on this
gap between training and evaluation metrics. Although in most settings, agents are evaluated on
the undiscounted total reward, in practice, due to algorithmic limitations, state-of-the-art methods
train the agent on a different objective – the discounted sum [Mnih et al., 2015, Tessler et al., 2017,
Schulman et al., 2017, Haarnoja et al., 2018].
While Blackwell optimality [Blackwell, 1962] guarantees that there exists some γcrit such that solving
for γ ě γcrit results in a policy optimal for the total reward; in practice, finding γcrit and solving
for it, isn’t a simple task. As we show in Fig. 1, in practice, the performance of the agent can be
characterized by two regions (the location of the border between both regions depends both on the
environment and the algorithm):
1. (γ ă 0.99) The well known region of Blackwell sub-optimality γ ! γcrit. Here the planning
horizon is insufficient. Long term rewards are discounted and thus have minuscule effect on
the policy, resulting in myopic and sub-optimal behavior.
Preprint. Under review.
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Figure 2: Reward tweaking diagram. Experience collected by the agent is used to train the surrogate
reward r˜. The agent does not observe the reward from the environment, but rather the output of
the reward tweaker. The agent attempts to maximize the γ-discounted reward w.r.t. r˜. The goal of
the reward tweaker is to learn a new reward r˜ such that the agent will be optimal w.r.t. the original
objective
ř
t rt.
2. (γ ą 0.99) The region of network instability. While, in theory, one would expect behavior
as presented in the ‘theoreticized’ line (performance improves with the increase of γ), as
conjectured above, the noise apparent in the learning process is too large and thus as γ
continues to increase, the performance continues to degrade.
Figure 1: Performance on the Hopper-v2 domain
as a function of γ. The dotted line represents the
best performing policy across all seeds. Although
the agent is trained with γ P r0.9, 1s, it is evaluated
on γ “ 1. The behavior is split into two regions
– for γ ą 0.99 performance drops as the learning
process becomes unstable, whereas for γ ď 0.99
performance drops as the agent plans for a short
horizon (the discount is small and doesn’t satisfy
Blackwell optimality).
Previous work has highlighted the sub-
optimality of the training regime and those at-
tempting to overcome these issues are com-
monly referred to as Meta-RL algorithms. The
term “Meta" refers to the algorithm adaptively
changing the objective to improve performance.
However, these methods commonly operate in
an end-to-end scheme and are thus confined to
optimizing the γ-discounted objective. For in-
stance, Meta-gradients [Xu et al., 2018] opti-
mize the policy on the inner-loss with respect to
(w.r.t.) a learned γadaptive whereas γadaptive is opti-
mized w.r.t. the outer-loss (the original γ “ 0.99
objective). An additional work is LIRPG [Zheng
et al., 2018], which learns an intrinsic reward
function that, when combined with the extrinsic
reward, guides the policy towards better perfor-
mance in the 0.99-discounted task.
In this work, we take a different path. Our
method, reward tweaking, learns a surrogate
reward function r˜. The surrogate reward is
learned such that an agent maximizing r˜ in the
γ-discounted setting, will be optimal w.r.t. the
cumulative undiscounted reward r. Fig. 2 il-
lustrates our proposed framework. Thus reward tweaking enables the agent to find optimal policies
even while optimizing over short horizons.
We formalize the task of learning r˜ as a classification problem and analyze it both theoretically and
empirically. Specifically, we construct it in the form of finding the max-margin separator between
trajectories, a supervised learning problem. We evaluate reward tweaking on both a tabular domain
and a high dimensional continuous control task (Hopper-v2 [Todorov et al., 2012]). While our method
does not mitigate the issues in the region of network instability, it improves the performance of the
agent in the region of Blackwell sub-optimality, for all discount values (including at γ “ 0.99 which
is observed to perform best within the stable region).
2
2 Related Work
Reward Shaping: Reward shaping has been thoroughly researched from multiple directions. As
the policy is a by-product of the reward, previous works defined classes of reward transformations
that preserve the optimality of the policies. For instance, potential-based reward shaping that was
proposed by Ng et al. [1999] and extended by Devlin and Kudenko [2012] that provided a dynamic
method for learning such transformations online. While such methods aim to preserve the policy,
others aim to shift it towards better exploration [Pathak et al., 2017] or attempt to improve the learning
process [Chentanez et al., 2005, Zheng et al., 2018]. However, while the general theme in reward
shaping is that the underlying reward function is unknown, in reward tweaking we have access to the
real returns and attempt to tweak the reward such that it enables overcoming the pitfalls of learning
with small discount factors.
Direct Optimization: While practical RL methods typically solve the wrong task, i.e., the γ-
discounted, there exist methods that can directly optimize the total reward. For instance, evolution
strategies [Salimans et al., 2017] and augmented random search [Mania et al., 2018] perform a finite
difference estimation of ∇θEpiθ rřTt“0 rts. This optimization scheme does not suffer from stability
issues and can thus optimize the real objective directly. As these methods can be seen as a form of
finite differences, they require complete evaluation of the newly suggested policies at each iteration,
thus, in the general case, these procedures are sample inefficient.
Inverse RL and Trajectory Ranking: In Inverse RL [Ng et al., 2000, Abbeel and Ng, 2004, Syed
and Schapire, 2008], the goal is to infer a reward function which explains the behavior of an expert
demonstrator; or in other words, a reward function such that the optimal solution results in a similar
performance to that of the expert. The goal in Trajectory Ranking [Wirth et al., 2017] is similar,
however instead of expert demonstrations, we are provided with a ranking between trajectories. While
previous work Brown et al. [2019] considered trajectory ranking to perform IRL; they focused on a
set of trajectories, possibly strictly sub-optimal, which are provided apriori and a relative ranking
between them. In this work, the trajectories are collected on-line using the behavior policy and the
ranking is performed by evaluating the total reward provided by the environment.
3 Preliminaries
We consider a Markov Decision Process [Puterman, 1994, MDP] defined by the Tuple pS,A,R,Pq,
where S are the states, A the actions, R : S Ñ R the reward function and P : S ˆA Ñ S is the
transition kernel. The goal in RL is to learn a policy pi : S Ñ ∆A. While one may consider the set of
stochastic policies, it is well known that there exists an optimal deterministic policy. In addition to
the policy, we define the value function vpi : S Ñ R to be the expected reward-to-go of the policy
pi and the quality function Qpi : S ˆAÑ R the utility of initially playing action a and then acting
based on policy pi afterwards.
In this work we focus on the episodic setting, where each episode is up to length T (where T
is known and defined either by the user or the environment), and consider two objectives. (1)
The discounted return vpiγ “ Epis„µ
”řT
t“0 γtrt|s0 “ s
ı
, where µ is the initial state distribution
and the discount factor γ P r0, 1s controls the effective planning horizon. (2) The total return
vpi1 “ Epis„µ,T
”řT
t“0 rt|s0 “ s
ı
.
As we focus on the episodic setting, it is important to note that the optimal policy may not necessarily
be stationary. This can easily be solved by appending the remaining horizon to the state [Dann and
Brunskill, 2015].
When considering the discounted-episodic return, a well known result [Blackwell, 1962] is that there
exists a critical discount factor γcrit, such that @γcrit ď γ : arg maxpiPΠ vpiγ Ď arg maxpiPΠ vpi1 . In
other words, there exists some high enough discount factor that induces optimality on the total-reward
undiscounted objective (γ “ 1).
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Figure 3: Left: A 4-state MDP with horizon 2. The agent starts at state s. Going left provides a
reward p1 ` γqrpaq and right rpbq ` γrpcq. For rpaq “ 0.5, rpbq “ 0 and rpcq “ 2, the critical
discount is γcrit “ 13 . Hence, when γ ą 13 the policy prefers to go right (maximizing the total reward)
and when γ ă 13 the agent acts sub-optimally, going to the left. Right: A chain MDP of length N.
4 Maximizing the Total Reward when γ ă γcrit
Although the total reward is often the objective of interest, due to numerical optimization issues,
empirical methods solve an alternative problem – the γ-discounted objective [Mnih et al., 2015,
Hessel et al., 2017, Kapturowski et al., 2018, Badia et al., 2020]. This re-definition of the task enables
deep RL methods to solve complex high dimensional problems. However, in the general case, this
may converge to a sub-optimal solution [Blackwell, 1962]. We present such an example in Fig. 3,
where taking the action left provides a reward p1` γqrpaq and taking right rpbq` γrpcq. For rewards
such as rpaq “ 0.5 and rpbq “ 0, rpcq “ 2 the critical discount is γcrit “ 13 . Here, γ ą 13 results
in the policy going to the right (maximizing the total reward in the process) and γ ă 13 results in
sub-optimal behavior, as the agent will prefer to go to the left.
We define a policy piγ as the optimal policy for the γ-discounted task, and the value of this policy on
the total undiscounted reward as vpiγ1 .
piγ “ arg max
piPΠ
Epi
«
Tÿ
t“0
γtrt
ff
, v
piγ
1 “ Epi
«
Tÿ
t“0
rt
ff
.
The focus of this work is on learning with infeasible discount factors, which we define as the set of
discount factors tγ : γ P r0, γcritqu where γcrit is the minimal γ P r0, 1s such that ||vpi˚ ´ vpiγ ||8 “ 0.
Simply put, γcrit is the minimal discount factor where we can still solve the discounted task and remain
optimal w.r.t. the total reward. This is motivated by the limitation imposed by current state-of-the-art
algorithms (see Fig. 1), which typically do not work well for discount factors close to 1.
While previous methods attempted to overcome this issue through algorithmic improvements, e.g.,
attempting to increase the maximal γ supported by the algorithm [Kapturowski et al., 2018], we take a
different approach. Our goal is to learn a surrogate reward function r˜ such that for any two trajectories
τi, τj , where τk “ tak0 , . . . , akT´1u, which induce returns Eτ ir
řT
t“0 γtr˜ts ě Eτj r
řT
t“0 γtr˜ts then
Eτ irřTt“0 rts ě Eτj rřTt“0 rts.
In layman’s terms, for a given discount γ we aim to find a new reward function r˜. The agents objective
will be to maximize the γ-discounted reward w.r.t. the new reward r˜, however, we will continue to
evaluate it on the original undiscounted reward
ř
t rt. The goal of r˜ is to guide the agent towards
better behavior on the original objective. Finally, it’s important to state that this problem is ill-defined.
Similar to the results from Inverse RL, there exist an infinite number of reward functions which
satisfy these conditions; our goal is to find one of them.
4.1 Existence of the Solution
We begin by proving existence of the solution. All proofs are provided in the appendix.
Theorem 1. For any γ1, γ2 P r0, 1s there exists a reward r˜ such that
p˜iγ˚1 P arg maxEpis„µr
Tÿ
t“0
γt1r˜t|s0 “ ss “ arg maxEpis„µr
Tÿ
t“0
γ2rt|s0 “ ss Q piγ˚2 .
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Hence, by finding an optimal policy for the surrogate reward function r˜i in the γ-discounted case, we
recover a policy that is optimal for the total reward.
Remark 1. An important observation is that while the common theme in RL is to analyze MDPs with
stationary reward functions; in our setting, as seen in Eq. (4), the surrogate reward function is not
necessarily stationary. Hence, in the general case, r˜ must be time dependent.
Although there exists a reward r˜ for which p˜iγ˚ “ pi1˚ (i.e., optimal w.r.t. the total reward), as the agent
is not necessarily provided with this reward apriori, it raises a question as to can this reward be found.
The following result tells us that indeed, in the finite horizon setting, such a reward can be found.
Theorem 2. For any γ P p0, 1s, there exists a mapping r˜ps, tq such that for any two trajectories
τi, τj and Eτ irřTt“0 rts ě Eτj rřTt“0 rts then Eτ irřTt“0 γtr˜ts ě Eτj rřTt“0 γtr˜ts.
While the above result motivates the online learning procedure, our focus in this work, it holds only
for γ strictly bigger than 0. Thus, it many not be possible to reduce all RL tasks to a series of bandit
problems (e.g., γ “ 0 results in a myopic agent – a multi-stage bandit).
Proposition 1. Theorem 2 does not hold for γ “ 0.
4.2 Robustness
In addition to analyzing the existence of the solution, we analyze the robustness gained by learning
with an optimal surrogate reward function in the γ-discounted setting. Here, we assume that the
reward is given and the agent solves the finite horizon γ-discounted reward r˜, yet is evaluated on the
undiscounted reward r.
Kearns and Singh [1998] proposed the Simulation Lemma, which enables analysis of the value
error when using an empirically estimated MDP. By extending their results to the finite horizon
γ-discounted case, we show that in addition to improving rates of convergence, the optimal surrogate
reward increases the robustness of the MDP to uncertainty in the transition matrix.
Proposition 2. If r˜ enables recovering the optimal policy (e.g., Eq. (4)), maxs,a |Pˆps, aq´Pps, aq| ď
P , where Pˆ is the empirical probability transition estimates, and R˜max “ maxsPS r˜psq, then
@s P µ : ||vpi
Pˆ
´ vpiP ||8 ď γp1´ γ
T qR˜max
2p1´ γq2 P .
As we are analyzing the finite-horizon objective, it is natural to consider a scenario where the
uncertainty in the transitions |Pˆ ps1|s, aq ´ P ps1|s, aq| is concentrated at the end of the trajectories.
This setting is motivated by practical observations – the agent commonly starts in the same set of
states, hence, most of the data it observes (higher confidence) is concentrated in those regions.
The following proposition presents how the bounds improve by a factor of γT´Lp1´ γLq{p1´ γT q
when the uncertainty is concentrated near the end of the trajectories, as a factor of both the discount
γ and the size of the uncertainty region defined by SL.
Proposition 3. We assume the MDP can be factorized, such that all states s that can be reached
within T ´L ď t ď T steps are unreachable for t ă T ´L, @pi P Π. We denote the T ´ L ď t ď T
reachable states by SL.
If maxsPSL,a ||Pˆps, aq ´ Pps, aq||1 ď P and maxsPS\SL,a ||Pˆps, aq ´ Pps, aq||1 “ 0 then
@s P µ : ||vpi
Pˆ
´ vpiP ||8 ď γT´L γp1´ γ
LqR˜max
2p1´ γq2 P .
5 Learning the Surrogate Objective
Previously, we have discussed the existence and benefits provided by a reward function, which
enables learning with smaller discount factors. In this section, we focus on how to learn the surrogate
reward function r˜.
With a slight abuse of notation, we define the set of K previously seen trajectories tτiuKi“0 “
tprpiq0 , spiq0 q, . . . , prpiqT , spiqT quKi“0 and a sub-trajectory by τ ptqi “ tprpiqt , spiqt q, . . . , prpiqT , spiqT qu. Our
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Algorithm 1 Adaptive Reward Tweaking
Initialize surrogate reward r˜psq, policy pi and replay buffer B
for i “ 0, . . . do
Play trajectory τi “ tpsi0, ai0 „ pipsi0q, ri0q, . . .u
Append trajectory τi to buffer B
Sample batch of trajectories tτ jkk |jk „ |τk|uNk“0 „ B
Minimize
ř
k‰h Lpr˜; τ jkk , τ jhh q
Optimize pi w.r.t. r˜
Return pi
goal is to find a reward function r˜ : S ÞÑ R that satisfies the ranking problem, for any i, j and
n,m P r0, T ´ 1s. That is, assuming řTt“n rpiqt ą řTt“m rpjqt , learning r˜ is done by solving:
Lpr˜; τni , τmj q “ e
´řT
t“n γ
t´nr˜
´
s
piq
t
¯¯
e
´řT
t“n γt´nr˜
´
s
piq
t
¯¯
` e
´řT
t“m γt´mr˜
´
s
pjq
t
¯¯ . (1)
Remark 2. For a tabular state space, we may represent a trajectory τi by φpτiq “ řTt“0 γt1ps “
stq P R|S|, and r˜ as a linear mapping. This is a logistic regression [Soudry et al., 2018], where the
goal is to find the max-margin separator between trajectories
Lpr˜; τni , τmj q “ e
pφT pτni qr˜q
epφT pτni qr˜q ` epφT pτmj qr˜q
. (2)
As we are concerned with maximizing the margin between all trajectories, the task becomes
min
r˜PR Eτi,τj
»– ÿ
n,mPr0,T´1s
Lpr˜; τni , τmj q
fifl . (3)
As opposed to Brown et al. [2019, T-REX], we are not provided with apriori demonstrations and
a ranking between them, instead, we follow an online scheme (Algorithm 1 and Fig. 2). As a part
of the training phase, the trajectories observed by the policy pi are provided to the reward learner.
The reward learner provides the most recent learned reward r˜ to the policy. As shown in Theorem 2,
this ranking problem (Eq. (3)) has a solution; thus (informally), assuming the policy has a non-zero
support on each trajectory (i.e., each trajectory is observed infinitely often), Algorithm 1 will converge
(in the limit) to the optimal policy.
6 Experiments
6.1 Tabular Reinforcement Learning
To understand how reward tweaking behaves, we analyze a grid-world, depicted in Fig. 4. Here, the
agent starts at the bottom left corner and is required to navigate towards the goal (the wall on the
right). Each step, the agent receives a reward of rstep “ ´1, whereas the goal, an absorbing state,
provides rgoal “ 0. Clearly, the optimal solution is the stochastic shortest path. However, at the center
resides a puddle where rpuddle “ ´0.5. The puddle serves as a distractor for the agent, creating a
critical point at γcrit « 0.7. While the optimal total reward is ´6.5, an agent trained without reward
tweaking for γ ă γcrit prefers to reside in the puddle and obtains a total reward of ´11.
For analysis of plausible surrogate rewards, obtained by reward tweaking, we present the heatmap of
a reward in each state, based on Eq. (4). As the reward is non-stationary, we plot the reward at the
minimal reaching time, e.g., r˜ps, dps, s0qq where d is the Manhattan distance in the grid. The arrows
represent the gradient of the surrogate reward ∇sr˜psq, i.e., the policy of a myopic agent. Notice that
when γ “ 1, the default reward signal is sufficient. However, in this domain, when the discount
declines below the critical point, the 1-step surrogate reward (e.g., γ “ 0) becomes informative
enough for the myopic agent to find the optimal policy (the arrows represent the myopic policy). In
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Figure 4: The surrogate reward in the puddle world domain as a function of γ. The agent starts at the
bottom left. The objective is to reach the right wall. The puddle provides a small reward, thus acts as
a distractor when γ ă γcrit, attracting the agent to remain inside it. The arrows represent the policy
of a myopic agent (solving for γ “ 0), i.e., the gradient of the reward function.
other words, reward tweaking with small discount factors leads to denser rewards, resulting in an
easier training phase for the policy.
6.2 Deep Reinforcement Learning
Figure 5: Hopper-v2 experiments, comparing the
TD3 finite horizon baseline [FH] with our method,
Reward Tweaking [RT]. The top X axis denotes
the discount factor γ, and the bottom presents the
effective planning horizon Teff “ 1{p1´ γq. The
dashed line shows the max performance over all
seeds, the solid is the mean and the colored region
is the 95% confidence bound.
In addition to analyzing reward tweaking in the
tabular domain, we evaluate it on a complex
task, using approximation schemes (deep neural
networks). We focus on Hopper [Todorov et al.,
2012], a finite-horizon (T “ 1, 000) robotic
control task where the agent controls the torque
applied to each motor. We build upon the TD3
algorithm [Fujimoto et al., 2018], a deterministic
off-policy policy-gradient method [Silver et al.,
2014, Lillicrap et al., 2015], that combines two
major components – an actor and a critic. The
actor maps from state s to action a P r´1, 1sd,
i.e., the policy; and the critic Qps, aq is trained
to predict the expected return. Our implemen-
tation is based on the original code provided by
Fujimoto et al. [2018], including their original
hyper-parameters. For each value of γ, we com-
pare 5 randomly sampled seeds, showing the
mean and 95% confidence interval of the mean.
This results in a total of 40 seeds.
6.2.1 Experimental Details
We compare reward tweaking with the baseline TD3 model, adapted to the finite horizon setting. We
provide additional experiments details in the supplementary material, in addition to numerical results.
Graphical results are provided in Fig. 5.
As we are interested in a finite-horizon task, the reward tweaking experiments are performed on a
non-stationary version of TD3, i.e., we concatenate the normalized remaining time t˜ “ pT ´ tq{T to
the state. In our experiments1, r˜ and pi are learned in parallel (Fig. 2). In order to learn r˜, we sample
trajectories up to length of L steps. This is a computational consideration – a larger L will lead to
better performance, but will result in a longer run-time. Experimentally, we found L “ 100 to suffice.
As r˜ is trained on L ! T , the model is required to extrapolate for L ă t ď T (a similar trade-off
exists in standard back-propagation through time [Sutskever, 2013]).
1Code accompanying this paper is provided in bit.ly/2O1klVu
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6.2.2 Results
We present the results in Fig. 5 and the numerical values in the supplementary material. For each
discount and model, we run a simulation using 5 random seeds. For each seed, at the end of training,
we re-evaluate (over 100 episodes) the policy that is believed to be best. The results we report are the
average, STD and the max of these values (over the simulations performed).
Baseline analysis: The baseline behaves best at γ « 0.99. This leads to two important observations.
(1) Although the model is fit for a finite-horizon task, and the horizon is indeed finite, it fails when the
effective planning horizon increases above 100 (γ ą 0.99). This suggests that practical algorithms
have a maximal feasible discount value, such that for larger values they suffer from performance
degradation. (2) As γ decreases, the agent becomes myopic leading to sub-optimal behavior.
These results motivate the use of reward tweaking. While reward tweaking is incapable of overcoming
the first problem, it is designed to mitigate the second – the failure which occurs due to not satisfying
the Blackwell optimality criteria [Blackwell, 1962].
Reward Tweaking: (1) As hypothesised, reward tweaking improves the performance across all
feasible discount values, i.e., values where TD3 is capable of learning (γ ď 0.99). (2) Learning the
reward becomes harder as γ decreases, hence the variance across seeds grows as the planning horizon
decreases. Finally, (3) focusing on the maximal performance across seeds, we see that while this
is a hard task, reward tweaking improves the performance in terms of average and maximal score –
and even improves the average performance at γ “ 0.99 (the maximal feasible discount for the TD3
baseline on this task) from « 3200 to « 3400 (`6% performance improvement).
7 Conclusions
In this work we tackled the problem of learning with Blackwell sub-optimality; the algorithm aims to
maximize the total reward, yet is limited to learning with sub-optimal discount factors. We proposed
reward tweaking, a method for learning a reward function which induces better behavior on the
original task. Our proposed method enables the learning algorithm to find optimal policies, by
learning a new reward function r˜. We showed, in the tabular case, that there indeed exists such a
reward function. In addition, we proposed an objective to solving this task, which is equivalent to
finding the max-margin separator between trajectories.
We evaluated reward tweaking in a tabular setting, where the reward is ensured to be recoverable, and
in a high dimensional continuous control task. In the tabular case, visualization enables us to analyze
the structure of the learned rewards, suggesting that reward tweaking learns dense reward signals –
these are easier for the learning algorithm to learn from. In the Hopper domain, our results show that
reward tweaking is capable of outperforming the baseline across most planning horizons. Finally, we
observe that while learning a good reward function is hard for short planning horizons, in some seeds,
reward tweaking is capable of finding good reward functions. This suggests that further improvement
in stability and parallelism of the reward learning procedure may further benefit this method.
Although in terms of performance reward tweaking has many benefits, this method has a computa-
tional cost. Even though learning the surrogate reward does not require additional interactions with
the environment (sample complexity), it does require a significant increase in computation power
(wallclock time). As we sample partial trajectories and compute the loss over the entirety of them,
this requires many more computations when compared to the standard TD3 scheme. Thus, it is
beneficial to use reward tweaking when the performance degradation, due to the use of infeasible
discount factors, is large, or when sample efficiency is of utmost importance.
We focused on scenarios where the algorithm is incapable of solving for the correct γ. Future work
can extend reward tweaking to additional capabilities. For instance, to stabilize learning, many works
clip the reward to r´1, 1s [Mnih et al., 2015]. However, these changes, like the discount factor,
change the underlying task the agent is solving. Reward tweaking can be used to find rewards which
satisfy these constraints, yet still induce optimal behavior on the total original reward.
Finally, while reward tweaking has a computational overhead, it comes with significant benefits.
Once an optimal surrogate reward has been found, it can be re-used in future training procedures.
As it enables the agent to solve the task using smaller discount factors, given a learned r˜, the policy
training procedure is potentially faster.
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8 Broader Impact
Reward tweaking tackles a fundamental problem in applied reinforcement learning. As reinforcement
learning algorithms commonly optimize the discounted infinite horizon objective, they underperform
on the required metric – the undiscounted total reward.
Reward tweaking bridges the gap between the objective we want to solve and that which our
algorithms are capable of solving. As such, reward tweaking has the potential to impact reinforcement
learning on a broad scale across almost all application levels. These applications range from physical
applications (e.g., robotics, autonomous vehicles, warehouse automation, and more) and digital
applications (e.g., marketing, recommendation systems, and more).
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A Proofs
Theorem 3. For any γ1, γ2 P r0, 1s there exists r˜ such that
p˜iγ˚1 “ arg maxEpis„µr
Tÿ
t“0
γt1r˜t|s0 “ ss
“ arg maxEpis„µr
Tÿ
t“0
γ2rt|s0 “ ss “ piγ˚2 .
Where r is the original reward and T ă 8 is the horizon.
Proof. We define the optimal value function for the finite-horizon total reward by vi,˚, the optimal
policy pii,˚psq “ arg maxaPA
ř
s1PS Pps1|s, aqvi`1,˚ps1q and the value of the surrogate objective r˜
with discount γ by v˜i,piγ . Thus, extending the result shown in Efroni et al. [2018, κ-PI], we may define
the surrogate reward as
0 ď i ă τ : r˜i “ r ` p1´ γqPpi˚vi`1,˚ . (4)
Applying the Bellman operator, we get
v˜i,piγ2 psq “ r˜ipsq ` γ2
ÿ
s1PS
Pps1|s, pipsqqvi`1,pips1q
“ rpsq ` pγ1 ´ γ2q
ÿ
s1PS
Ppi
˚
γ1 ps1|s, piγ˚1psqqvi`1,pi
˚
γ1 ps1q
` γ2
ÿ
s1PS
Pps1|s, pipsqqvi`1,pips1q .
As we only added a fixed term to the reward, trivially, under the optimal Bellman operator T vpi we
have that T vpi ě vpi . Also, this has a single fixed-point pi˚:
v˜
i,pi˚γ1
γ2 “rpsq`pγ1´γ2q
ÿ
s1PS
Ppi
˚
γ1 ps1|s, piγ˚1psqqvi`1,pi
˚
γ1 ps1q
` γ2
ÿ
s1PS
Pps1|s, piγ˚1psqqvi`1,pi
˚
γ1 ps1q (5)
“ rpsq`γ1
ÿ
s1PS
Pps1|s, piγ˚1psqqvi`1,pi
˚
γ1 ps1q “ vi,pi˚
the above holds for any γ1, γ2 P r0, 1s.
Theorem 4. For any γ P p0, 1s, there exists a mapping r˜ps, tq such that for any two trajectories
τi, τj and Eτ irřTt“0 rts ě Eτj rřTt“0 rts then Eτ irřTt“0 γtr˜ts ě Eτj rřTt“0 γtr˜ts.
Proof. While the problem is ill-defined, e.g., there exists many reward signals r˜ which satisfy this
condition, finding one such reward is sufficient for existence.
Consider the reward r˜ps, tq “ 1γtErrpsqs. For any two trajectories τi, τj the following holds:ÿ
τi
γtr˜ps, tq “
ÿ
τi
γt
1
γt
Errpsqs “
ÿ
τi
Errpsqs , (6)
hence, if Eτ irřTt“0 rts ě Eτj rřTt“0 rts then řτi γtr˜t ě řτj γtr˜t.
Proposition 4. Theorem 2 does not hold for γ “ 0.
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Proof. Consider 3 trajectories:
τ1 : sA Ñ sB Ñ sC
τ2 : sA Ñ sB Ñ sD
τ3 : sA Ñ sE
where the rewards are
rpsBq “ 0, rpsCq “ 2, rpsDq “ ´1, rpsEq “ 1
thus the following ordering holds τ1 ą τ3 ą τ2.
However, by setting γ “ 0 the utility of each trajectory in the γ-discounted setting is defined as
Upτ1q “ r˜psBq ` γr˜psCq γ“0“ r˜psBq
Upτ2q “ r˜psBq ` γr˜psDq γ“0“ r˜psBq
Upτ3q “ r˜psEq
thus, Upτ1q “ Upτ2q and the ordering Upτ1q ą Upτ3q ą Upτ2q can not be maintained.
Lemma 1. For any MDP pS,A,R,P, T q, the surrogate reward r˜ for the γ-discounted problem is
not unique.
Proof. This can be shown trivially, by observing that any multiplication of the rewards R by a
positive (non-zero) scalar, is identical. Meaning that, @pi P Π, s P S, α P R`:
vpiαRpsq “ Epir
8ÿ
t“0
γtαrt|s0 “ 0s
“ αEpir
8ÿ
t“0
γtrt|s0 “ 0s “ αvpiRpsq .
Proposition 5. If r˜ enables recovering the optimal policy, e.g., Eq. (4), and maxs,a |Pˆps, aq ´
Pps, aq| ď P , where Pˆ is the empirical probability transition estimates, then
@s P µ : ||vpi
Pˆ
´ vpiP ||8 ď γp1´ γ
T qR˜max
2p1´ γq2 P ,
where R˜max “ maxsPS r˜psq.
Proof. The proof follows that of the Simulation Lemma, with a slight adaptation for the finite horizon
discounted scenario with zero reward error. @s P S :ˇˇ
vpi
Pˆ
psq ´ vpiP psq
ˇˇ “ γ ˇˇˇˇˇrpsq ` ÿ
s1PS
Pˆ ps1|s, piqvpi
Pˆ
ps1q ´ rpsq ´
ÿ
s1PS
P ps1|s, piqvpiP ps1q
ˇˇˇˇ
ˇ
“ γ
ˇˇˇˇ
ˇ ÿ
s1PS
´
Pˆ ps1|s, piqvpi
Pˆ
ps1q ´ P ps1|s, piqvpiP ps1q
¯ˇˇˇˇˇ
“ γ
ˇˇˇˇ
ˇ ÿ
s1PS
´
Pˆ ps1|s, piqvpi
Pˆ
ps1q ´ P ps1|s, piqvpi
Pˆ
ps1q ` P ps1|s, piqvpi
Pˆ
ps1q ´ P ps1|s, piqvpiP ps1q
¯ˇˇˇˇˇ
ď γ
ˇˇˇˇ
ˇ ÿ
s1PS
´
Pˆ ps1|s, piqvpi
Pˆ
ps1q ´ P ps1|s, piqvpi
Pˆ
ps1q
¯ˇˇˇˇˇ` γ||vpiPˆ ´ vpiP ||8
“ γ
ˇˇˇˇ
ˇ ÿ
s1PS
´
Pˆ ps1|s, piq ´ P ps1|s, piq
¯˜
vpi
Pˆ
ps1q ´ R˜maxp1´ γ
T q
2p1´ γq
¸ˇˇˇˇ
ˇ
` γ||vpi
Pˆ
´ vpiP ||8 ď γP R˜maxp1´ γ
T q
2p1´ γq ` γ||v
pi
Pˆ
´ vpiP ||8 ,
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where
řT
t“0 γtr˜t ď R˜maxp1´ γT q{p1´ γq. Moreover, in order to recover the bounds for the original
problem, plugging in Theorem 1 we retrieve the original value and thus
řT
t“0 γtr˜t ď T ¨ Rmax; in
which the robustness is improved by a factor of p1´ γq´1.
As we are analyzing the finite-horizon objective, it is natural to consider a scenario where the
uncertainty in the transitions |Pˆ ps1|s, aq ´ P ps1|s, aq| is concentrated at the end of the trajectories.
This setting is motivated by practical observations – the agent commonly starts in the same set of
states, hence, most of the data it observes is concentrated in those regions leading to larger errors at
advanced stages.
The following proposition presents how the bounds improve when the uncertainty is concentrated
near the end of the trajectories, as a factor of both the discount γ and the size of the uncertainty region
defined by SL.
Proposition 6. We assume the MDP can be factorized, such that all states s that can be reached
within T ´L ď t ď T steps are unreachable for t ă T ´L, @pi P Π. We denote the T ´ L ď t ď T
reachable states by SL.
If maxsPSL,a ||Pˆps, aq ´ Pps, aq||1 ď P and maxsPS\SL,a ||Pˆps, aq ´ Pps, aq||1 “ 0 then
@s P µ : ||vpi
Pˆ
´ vpiP ||8 ď γT´L γp1´ γ
LqR˜max
2p1´ γq2 P .
Proof. Notice that this formulation defines a factorized MDP, in which we can analyze each portion
independently.
The sub-optimality of |vpi
Mˆ
psq ´ vpiM psq| for s P SL can be bounded similarly to Proposition 2
@s P SL : ||vpiPˆ ´ vpiP ||8 ď
γp1´ γLqR˜max
2p1´ γq2 P ,
where the horizon is L due to the factorization of the MDP.
For s P S\SL, clearly as the estimation error is 0 for states near the initial position, then the overall
error in these states is bounded by γT´L γp1´γ
LqR˜max
2p1´γq2 P where γ
T´L is due to the T ´ L steps it
takes to reach the uncertainty region.
B Extended Results
B.1 Experimental Details
We compare reward tweaking with the baseline TD3 model, adapted to the finite horizon setting.
The results are presented graphically in Fig. 5 and numerically in the supplementary material. Our
implementations are based on the original code by Fujimoto et al. [2018]. In their work, as they
considered stationary models, they converted the task into an infinite horizon setting, by considering
“termination signals due to timeout" as non-terminal. However, they still evaluate the policies on the
total reward achieved over 1, 000 steps.
Although this works well in the MuJoCo control suite, it is not clear if this should work in the
general case, and whether or not the algorithm designer has access to this knowledge (that termination
occurred due to timeout). Hence, we opt for a finite-horizon non-stationary actor and critic scheme.
To achieve this, we concatenate the normalized remaining time t˜ “ pT ´ tq{T to the state.
As we are interested in a finite-horizon task, the reward tweaking experiments are performed on this
non-stationary version of TD3. In our experiments, r˜ and pi are learned in parallel (Fig. 2). The
reward tweaker r˜, is represented using 4 fully-connected layers (|s| Ñ 256 Ñ 256 Ñ 256 Ñ 1) with
ReLU activations. Training is performed on trajectories, which are sampled from the replay buffer,
every 4 time-steps. Each time, the loss is computed using 256 trajectories, each up to a length of
100 steps. Due to the structure of the environment, timeout can occur at any state. Hence, given a
sampled sub-trajectory, we update the normalized remaining time of the sampled states, based on
the length of the sub-trajectory, i.e., as if timeout occurred in the last sampled state. This enables to
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train r˜ using partial trajectories, while the model is required to extrapolate the rest. Our computing
infrastructure consists of two machines with two GTX 1080 GPUs, each.
Figure 6: Hopper-v2 experiments, comparing the TD3 finite horizon baseline [FH] with our method,
Reward Tweaking [RT]. The top X axis denotes the discount factor γ, and the bottom presents the
effective planning horizon Teff “ 11´γ . The dashed line shows the max performance over all seeds,
the solid is the mean and the colored region is the 95% confidence bound.
γ “ 1 γ “ 0.995 γ “ 0.99 γ “ 0.985
Baseline
Avg. 1474˘ 608 3120˘ 106 3190˘ 246 2656˘ 369
Max 2682 3215 3536 3015
Reward Tweaking
Avg. 1331˘ 31 3161˘ 73 3405˘ 141 3097˘ 454
Max 1771 3228 3579 3622
γ “ 0.98 γ “ 0.97 γ “ 0.95 γ “ 0.9
Baseline
Avg. 1912˘ 654 678˘ 6 523˘ 66 414˘ 63
Max 2755 874 612 541
Reward Tweaking
Avg. 2996˘ 617 2266˘ 730 970˘ 253 801˘ 510
Max 3572 3071 1140 1754
Table 1: Numerical results for the Hopper experiments. For each experiment, we present the
average score between the best results of the various seeds, the standard deviation and the best (max)
performance across all seeds. For each γ, we highlight the models that, with high confidence, based
on the Avg. and STD, performed the best.
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