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第1章　緒論
1．1　研究の背景
　“寄せてはかえし　　寄せてはかえし　　かえしては寄せる幾千億の昼と夜．その間も
波はたゆみなく鳴りつづけ，さわぎつづけてきたのだった．”（光瀬龍「百億の昼と千億の
夜」より）
　約46億年前に地球が誕生し，それから6億年を経た頃にはすでに海が形成されていた
といわれる．当時の海の状態や海水の組成は現在とは随分異なっていたであろうが，やは
りそこには絶え間ない波が存在していたに違いない．海は徐々に姿を変えつつも，その後
40億年の長きにわたって地球上に存在し，無数の生物すべての源であり続けてきた．人類
もその生物の1つであり，歩んできた歴史は海と深く関わっている．そして海が刻んでき
た長い時に比べればほんの一瞬にも満たない間に，我々は自身の母胎である海の本質的な
姿を解き明かしつっある．
　海で起こる現象のうち，顕著かつ我々と密接なものはおそらく‘波’であろう．海の波
（波浪）の本質はその不規則性にあるといっても過言ではなく（そのため‘不規則波’が
同義的に使われる），かのRayleigh卿に‘海洋波に関する基本的法則は，いかなる法則
性も欠如している点にある’（光易，1995）と言わせたほどである．それ故に何らかの法
則性をその中に見出そうとする試みが続けられてきたのも事実である．波浪は空間的にも
時間的にも不規則に変化する現象であるが，観測の容易さなどの理由から時間変動を取り
扱うことが多い．時間的に変動する現象は，ある一定時間（期間）の計測を行うことによ
り，統計量として扱うことができる．波浪の統計的性質にっいては，変動の時間的スケー
ルによりおおよそ次のように分類して解析される（合田，1985）．　①短期波浪統計：秒
オーダーの波の変化の統計　②波候（中期波浪）統計：時間オーダーの波の変化の統計　③
長期波浪統計：数十年間にわたる統計　①で対象となるのはゼロクロス法などで定義した
1波ごとの波高および周期，②では有義波高および有義波周期（場合によっては平均波向），
③では有義波高の年最大値などである．波候統計，長期波浪統計に対しては現時点では観
測データに基づいて検討を行うしかないが，短期波浪統計においてはデータの定常性を仮
定できることもあって理論的取り扱いがなされている．短期波浪統計に関する理論を最初
に発表したのはLonguet－Higgins（1952）である．この論文で，　Rice（1944，1945）が
通信における雑音の解析に用いた包絡線理論を波浪に適用し，水位変動の周波数スペクト
ルが狭帯域である場合にゼロクロス波の振幅の確率分布がRayleigh分布となることを示
した．また，Cartwright　and　Longuet－Higgins（1956）は，正規分布に従う水位変動の極
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大値の確率分布を導き，その極限（周波数スペクトルの帯域幅がゼロ）としてRayleigh
分布を得ている．このように，Rayleigh分布は狭帯域スペクトルである場合の振幅の確率
分布として導かれたものであるが，現地観測や数値シミュレーション（たとえば，
G◎da，1970）の結果，スペクトルの帯域幅に関係なく波高の確率分布はほぼRayleigh分布
となることが認められるようになった．ゼロクロス波の波高は，1波中の水位の最大点と
最小点の振幅の和と定義されるが，この定義とスペクトルの帯域幅の影響を考慮した波高
の確率分布をTayfun（1981，1983）が提案している．ただしその分布は，広帯域スペクト
ルの場合にRayleigh分布とかなり異なった形状となる．これらのような理論的研究に対
して，Forrista11（1978）はメキシコ湾岸で観測されたハリケーンによる高波浪期間の連
続データを解析し，波高の確率分布がRayleigh分布とわずかに異なるWeibu11分布で表
せるとした．また，この解析結果は波高の大きな領域でRayleigh分布が過大な出現確率
を与えることを示している．以上のように，若干の不適合性が指摘されながらも，
Rayleigh分布は波高の確率分布として広く認められている．しかし，広帯域スペクトルの
場合も含めた理論的な波高の確率分布は未だ明らかにされていない．
　一方，海の波に関して実用上我々が最も必要とする情報は，近い将来における波浪状況
である．時々刻々変化する波浪そのものを予測することは不可能であるから，ある時間内
の波浪状況の代表値を予測することになる．この代表値は通常，有義波高（場合によって
は有義波周期も）であり，これを直接あるいは間接に予測する方法が編み出されてきた．
波浪は基本的に風によって発生するため，いずれの方法でもこの両者の関係をどのように
表現するかが焦点となっている．歴史的にはSverdrup　and　Munk（1947）の方法が最初
のもので，これは有義波高と有義波周期を風域の条件などにより求めるモデルである．ま
た，Piers◎n，　Neumann　alld　James（1955）は風の場と波浪の周波数スペクトルとの関係
を定式化し，有義波高および有義波周期の計算に用いた．現在，波浪予測業務などに用い
られている方法は，波浪の方向スペクトルの時間的・空間的な変動を記述するエネルギー
平衡方程式を基礎とする数値モデルである、このモデルは波浪の非線形性をどのように扱
うかによ・り，第1から第3世代の3つに分類され（たとえば，磯崎・鈴木，1999），現在
日本の気象庁が用いているのは第3世代に属するモデルである．予測の精度はモデルの世
代を経るごとに向上し，現在では実用上の大きな問題はないといえる．しかし，従来から
①気象学等の専門知識が必要である，②計算量が膨大で多くの時間と費用を要する，など
が指摘されている．②については，計算手法の工夫と計算機性能の向上によりかなり改善
されてきたが，それでも海岸および港湾工事の現場サイドでは，簡便な波浪予測モデルへ
の要求が依然としてある．この要求に対して，重回帰モデル（須田・湯沢；1983，小舟ら；
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1987）や多変量自己回帰モデル（小舟ら，1990），カルマンフィルタを用いたモデル（橋
本ら，1995）などの統計的波浪予測手法が提案されている．これらのモデルでは，説明変
数（入力データ）として気圧，風速，過去の波浪データが用いられる．ただし，用いるデ
ータの種類はモデルにより異なっている．また，青野ら（1993）は，予測対象地点以外の
波浪観測データのみで重回帰モデルを作成し，これによる波浪予測を行った．その他，後
藤ら（1993）は波浪の発達，伝播，減衰といった物理過程を代数方程式で表し，その係数
を重回帰解析により決定して予測式とする方法（物理因子重回帰モデル）を提案している．
これらのうち重回帰モデルと多変量自己回帰モデルでは，予測対象地点の波浪観測データ
が説明変数に含まれているために，高波浪の立ち上がりで観測値に対して遅れを生じると
いう問題が指摘されている．その他のモデルはこの問題をほぼ解決しているが，予測モデ
ル構築のためのデータ作成に労力を要するなど，主に利用の簡便性に問題が残されている．
1．2　研究の目的および論文の構成
　上述のように，短期波浪統計においては，広帯域スペクトルの場合を含めて理論的な波
高の確率分布を導くことが課題となっている．その目的の1つは，スペクトルの帯域幅に
関係なく波高の確率分布がRayleigh分布もしくはそれに近い分布となるという事実を説
明することである．もう1つの目的は，波高の大きな波の信頼できる出現確率を与える分
布を見出すことである．前述のようにF◎rristal1（1978）は，波高の大きな領域でRayleigh
分布は過大な出現確率を与えるとしているが，それとは逆に過小であるとの結果を示して
いる研究（たとえば，安田ら，1993）もある．また，1．1に示したように波浪統計は変動
の時間的スケールにより3つのカテゴリーに分類されるが，それぞれが無関係に存在する
わけではない．たとえば，構造物に対する設計波の波高の決定は長期波浪統計で取り扱う
問題であるが，その基本となるデータは有義波高である．したがって，有義波高が短期間
の波浪の特性をどのように代表する値であるか，言い換えれば考慮すべき大きな波と有義
波高の関係，を明確にしておく必要がある．この点で短期波浪統計と長期波浪統計が結び
付けられる．ただし，短期波浪統計においては通常，取り扱うデータの定常性を前提とし
ていることに注意が必要である．実際の海を考えた場合，波浪場の状況は時間とともに変
化し，統計量である有義波高も変動する．したがって，Forrista11（1978）が用いたよう
な高波浪期間を通じたデータは非定常であり，この場合に波高の出現確率がどのような分
布で表されるのかは明らかでない．
　本研究の内容は，大きく2つに分けられるが，その1つは波高の確率特性に関する検討
である．上述のことより，ここでは広帯域スペクトルの場合を含めた波高の確率分布の誘
3
導と，高波浪期間における波高の出現特性の検討および確率分布の推定を目的とする．ま
ず，第2章では定常性を前提に，不規則波をゼロクロス法で解析した場合の波高の確率分
布を導く．従来から波高の確率特性を論じる際に用いられてきた包絡線理論の問題点を指
摘するとともに，これを修正する方法を示しTayfun（1981，1983）が用いた波高の定義に
基づいてその確率分布を導く．また，ゼロクロス波の波高の定義を再検討し，この定義を
構成する諸量の確率特性を明らかにした上で波高の確率分布の導出を行う．第3章では，
非定常性を前提とした波高の確率分布の理論的誘導が困難なことから，波浪の連続観測デ
ータを用いて，高波浪期間における波高の出現特性の検討および確率分布の推定を行う．
また，数少ない連続観測データを補うことを目的に，数値シミュレーションデータを用い
ることの可能性を検討する．そのため，数値シミュレーションデータが連続観測データに
おける波高の出現特性を再現し得ることの検証を行う．この結果を受けて，波浪観測点で
記録された高波浪期間に対して数値シミュレーションを行い，その期間における波高の出
現特性および確率分布を推定する．
　本研究における第2の目的は，簡便な波浪予測モデルの開発である．1．1に述べたよう
に，従来の統計的波浪予測法は主として利用の簡便性に問題を残している．これに対処す
るために，第4章および第5章では，ファジィ，カオスおよびニューラルネットワークと
いったsof毛compu七ingとよばれる手法を用いて波浪予測モデルの開発を試みる．第4章で
は，カオス理論に基づく時系列予測法の適用性について検討する．この予測法は，ある時
系列データがカオス性を有するならば，その時系列を生じさせているシステムは非線形な
決定論的法則に従うものであり，観測された時系列から逆にその法則を推定して予測を行
うというものである．この予測法を用いるには，観測された時系列データのカオス性の検
証が必要であり，日本沿岸の波浪観測点で得られた有義波高データを対象に解析を行う．
その結果により，カオス理論に基づく予測法として局所ファジィ再構成法（五百旗頭ら，
1994，1995）を用いて，その有義波高予測への適用性を検討する．第5章では，ニューラ
ルネットワークを用いた波浪予測モデルの適用性を検討する．従来の統計的予測モデルで
用いられている回帰式に代えて，ニューラルネットワークにより入力データと出力データ
との関係を表現する．予測の対象を有義波高とし，自己回帰モデルおよび重回帰モデルを
作成する．また，使用するネットワークモデルは，一般的によく用いられる階層型ニュー
ラルネットワーク（たとえば，中野，1989）とラジアル基底関数ネットワーク（片山ら，
1992；鍬田ら，1993）である．これらのネットワークモデルと有義波高データ，重回帰モ
デルにおいてはさらに気圧データを用いて予測モデルを作成し，その有義波高予測への適
用性を検討する．
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　第6章では，本研究で得られた結果を要約するとともに，残された課題について述べ結
論とする．
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第2章　ゼロクロス法で定義した不規則波の波高の確率特性
2．1　概説
　不規則波形をゼロクロス法で解析した場合，波高の確率分布はRayleigh分布と良好な
適合性をもつことが，数多くの観測，実験を通じて確かめられている．Rayleigh分布は，
不規則波が狭帯域の周波数スペクトル（以下，周波数スペクトルをスペクトルと表記する）
を有する場合の‘振幅’の確率分布としてLongue七一Higgins（1952）により初めて適用さ
れたものである．したがって，広帯域スペクトルの場合のみならず，厳密には狭帯域スペ
クトルの場合であっても，Rayleigh分布は理論的に求められた‘波高’の確率分布ではな
い．しかし実験，波浪観測，数値計算の結果は，若干の相違はあるものの，ゼロクロス法
で波高を定義する限り，スペクトル幅に関係なくRayleigh分布に近い分布となる．波浪
統計の分野では，この事実の理論的裏付け，すなわち広帯域スペクトルをもつ不規則波の
波高の確率分布を理論的に導くことが，いまもなお課題となっている．また，ゼロクロス
波の波高の確率分布はRayleigh分布で十分であるとする意見もあるが，データとの適合
性が確認されているのは分布形状の主要部分のみであり，波高の非常に大きな部分での適
合性は不明である．構造物の耐久設計や信頼性解析のためには，波高の大きな波の信頼で
きる出現確率が必要である．これに対しては，ゼロクロス波の波高の定義に忠実に，かつ
できる限り厳密に波高の確率分布を求めていくことが方策の一つであると思われる．
Tayfun（1981，1983）はRayleigh分布を適用する際の前提条件を再検討し，スペクトル
形状の影響を考慮した‘波高’の確率分布を導いているが，この分布は広帯域スペクトル
の場合にRayleigh分布とかけ離れた形状を示す．　Tayfunの方法は，ゼロクロス波の‘波
高’を定義してその確率分布を導いたものであるが，狭帯域の仮定の下に許される波別解
析法への包絡線理論の適用範囲をかなり越えている部分があり，これが大きな誤差を生じ
る原因と考えられる．本章では，まず広帯域スペクトルの条件下で波別解析に包絡線理論
を用いる際に起こる問題点を明らかにするとともに，それを修正する方法を示して波高の
確率分布を導く．つぎに，ゼロクロス波の波高の定義に立ち返り，この定義を構成する諸
量の確率特性を明らかにした上で，波高の確率分布の導出を試みる．
2．2　包絡線理論
2．2，1　不規則波に対する包絡線の定義
　ここではまず包絡線の定義について述べる．従来，不規則波の包絡線としてはRice
（1954）あるいはDugundji（1958）の定義によるものが用いられてきた．これらの定義
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においては，まず不規則波を無数の成分波の重ね合わせとしてつぎのように近似する．
　　　　　　　　　　　η（り一Σc“c・・（2π力＋・“）　　　　　　　　　　　　　　　　　（2ユ）
　　　　　　パ＝1
ここに，c、：第n成分波の振幅，　f．：第n成分波の周波数，ε、：第n成分波の初期位相角
一である．さらに，式（2．1）をつぎのように変形する．
　　　　　　　　　　η（り一Σc。c・・（2π丸之πア・＋ε。＋2π∫り
　　　　　　πエ1
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．2）
　　　　　　＝｝三（りcos　2π∫‥｝三（りsin　2π∫’
ここに，
　　　　　　　の　　　耳（り一Σc“c・・（2π〃－2π∫・＋ε。）　　　　　　　　　　　　　　　（2・3）
　　　　　　　η零1
　　　　　　　　　　　耳（り一Σ・。si・（鋤∫。か珂…，1）　　　　　　　　　（2・4）
　　　　　　　〃＝1
である．式（2．2）より次式が得られる．
　　　，（、）二R（り。。、｛娠φ（、）｝　　　　　　（2．5）
ここに，
　　　R（り一｛互・（り・吃・（り｝1／2　　　　　　　　（・．6）
　　　φ（り一・・n－1｛γ・（％（り｝　　　　　　（2・7）
であり，式（2．6）がRiceによる包絡線の定義である．つぎに，式（2．3），（2．4）を展開
する．
　　　㌢（り一Σら｛…（坤・・。）…励・・i・（鋤・・“）・i・鋤元’｝
　　　　　　　〃づ
　　　　　　＝η（りc◎s2π∫τ＋η（りsin　2π∫τ　　　　　　　　　　　　　　　　　　　　　　　　　（2．8）
　　　互（り一》・，1｛・i・（鋤・・，、）…励一…（幼・・。）・i・鋤1・｝
　　　　　　　η＝1
　　　　　　＝ηぴ）cos　2πア∫一η（りsin　2πアf　　　　　　　　　　　　　　　　　　　　　　　　　　（2．9）
　　　　　　　　　　　　　　　　　　　　8
ここに，η（t）はη（t）のヒルベルト変換であり，次式で定義される．
　　　η（り一÷£竺4・　　　　　　（2・）
実際の計算においては，η（t）はつぎのようにして求められる．すなわち，η（t）のフーリエ
変換
　　　　　　　　　　　F（ア）一∫．．・（り・xp（一旬’）漉　　　　　　（2・11）
を用いると，η（t）のフーリエ変換F㈹は次式で与えられる．
したがって，云（りを逆フーリエ変換すればη（t）を求めることができる．式（2．8），（2．9）
より次式を得る．
　　　R（り一｛互3（り・酩～（り｝’〆2－｛，・（り・η・（り｝’／2　　　　（2ユ3）
式（2．13）の第3項はDugundjiによる包絡線の定義であり，上式よりRiceの包絡線と等
価であることがわかる．以下ではR（t）をRiceの包絡線とよぶ．この包絡線の振幅の確率
分布はRayleigh分布となる（たとえば，合田，1990）．　Rayleigh分布はつぎのように表
される．
　　　ρ（・）－2・・xp（一・2）　　　　　　　　　　　（2．・4）
ここに，x＝R／R肌。である．
2．2．2　包絡線と波高の確率分布
　不規則波の振幅あるいは波高の確率分布は，包絡線と以下のように関係づけて議論され
る．図一2．1は不規則波形とそれに対する包絡線を模式的に示したものである．図からわ
かるように，ゼロクロス波の最大点（峰）と最小点（谷）はほぼ包絡線上にある．したが
って水位の最小点（t＝t1）および最大点（t＝t2）の値（η（t1），η（t2））はそれぞれの時刻の
包絡線振幅で置き換えることができ，図一2．1でのゼロダウンクロス波の波高Hはt＝t1
とt＝t，における包絡線振幅の和で与えることができる．
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R（t1）
R（り
?
η（t1）
η（t2）
R（七3）　η（も3）
　　　　／．＿一一
tm／2
図一2．1　波高の定義に関する諸量
　　　H－R（ら）・R（’、）　　　　　　　　　　　　　　　（2・15）
狭帯域スペクトルの場合，包絡線はきわめて緩やかに変化し，
　　　R（∫1）≡R＠、）≡R（ら）　　　　　　　　　　　　　　（2・16）
と仮定することができる、したがって式（2．15）は
　　　H箋2R（τ、）　　　　　　　　　　　　　　　　　（2・17）
となる．狭帯域の場合，ゼロクロス点間の最大点および最小点の位置はほぼ等間隔と見な
せることから，最大点あるいは最小点は包絡線上にほぼ等聞隔に分布することになる．し
たがって，式（2．17）のHの確率分布は包絡線の確率分布と同じRayleigh分布で与えら
れる．しかし，狭帯域スペクトルの仮定を取り除くと式（2．16），（2．17）は成立しない．
Tayfun（1981，1983）はゼロクロス波高の定義に立ち返り，式（2．15）を用いて波高の
確率分布を誘導した．すなわち，ゼロクロス波の最大点の位置は振幅の大きな部分でも，
小さな部分でも一様に分布し，最小点の位置は最大点の位置より平均周期tmの半分だけ離
れた点となる．したがって最大（小）点の振幅の確率分布はRayleigh分布となる．水位
の最大（小）点の値と，同じ時刻での包絡線振幅との差は，スペクトルの帯域幅に関する
パラメータvの2乗のオーダーであり（Tayfun，1989b），この誤差の範囲で最大（小）点
振幅と包絡線振幅とを置き換えることができる．ただし，vは次式で与えられる．
　　　　　　　　　1／2・イw％一・） （2．18）
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ここに，m、（11＝0，1，…）は不規則波のスペクトルS（りのn次モーメントである．仮定よ
り波高は，
　　　1了＝R（τ）＋R（’＋τη，／2）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2・19）
で与えられる．ここにtmは平均周期で，　Tayfun（1981，1983）は
　　　τ“1－Wml　　　　　　　　　　　　　　　　（2・20）
で定義される値を用いている．式（2．19）の両辺をH，m、＝2R，m、で割って正規化し
　　　ζ＝（ξユ＋ξ2）／2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．21）
とする．仮定よりξ1，ξ2はともにRayleigh分布に従う．両者の特性，仮定を満たす結合
確率分布としてTayfun（1981，1983）は次式で与えられる2次元Rayleigh分布（Rice；1954，
Kimura；1980）を用いた．
　　　一一讐1の唄〔一ξ笥・・〔2慧2）　　（222）
ここに，IoはO次の第1種変形ベッセル関数，　Kはξ1とξ2の相関パラメータで，次式で与
えられる（Battjesら，1984）．
　　　・一（μ；・μ∴）1’2／m。　　　　　　　　　　　　（2・23）
ここに，
　　　μイ5（ア）…玩（∫一元）ピ　　　　　 （22・）
　　　μu冨5（∫）醐一元）畑　　　　　（2・25）
　　　∫叫／m（｝　　　　　　　　　　　　　　（2・26）
式（2．21）より，
　　　ξ2－2ζ一ξ1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．27）
であり，これを式（2．22）に代入してζとξ1の結合確率分布を求める．この結合確率分布
を用いてζの確率分布は次式のように与えられる．
　　　　　　　　　ご　　　ρ（ζ）－2∫、ρ（ξ・・2ζ一ξ・）4ξ1　　　　　　（2・28）
図一2．2はこのようにして導かれた波高の確率分布を示すもので，不規則波のスペクトル
として次式の正規化したWallopsスペクトルを用いた．
　　　　　　　　　　　　　　　　　　　　11
5（ア）一（∫／ア，）一・xpレ／4｛・一（ア／ア，）4｝］
ここに，fpはスペクトルのピーク周
波数である．r＝5の場合が十分発
達した風波のスペクトルである
Pierson－Moskowitzスペクトルに対
応する．r＝10はかなり狭帯域のス
ペクトルに対応する．図からわかる
ように，広帯域スペクトルの場合に
はRayleigh分布とかなりかけ離れ
た形状を示し，実測値との対応もよ
くない．この原因として，ここでは
以下の2つを考える．
1）広帯域スペクトルの場合，Rice
　　の包絡線はゼロクロス波の峰
　12
　1．0
　α8
巴0．6
ユ
　OA
　O．2
　0．0
（2，29）
0．0　　　　0．5　　　　1．O　　　　L5　　　2．0　　　　25　　　　3．0
　　　　　　　　ζ
図一2．2　Tayfunによる波高の確率分布
　　と峰，谷と谷を滑らかに結んだような波形にならず，両点間でかなり大きく変動する．
　　したがって，ξ1とξ2の確率特性としてこの包絡線のものを用いることはできない．
2）ξ、とξ2の2点の相関特性を計算する際，式（2．24），（2．25）を一律に用いることは
　　できない．すなわち波高の大きな領域では周期はほぼ一定と考えてよいが，波高の小さ
　　な領域では両者に相関があり，仮にTayfunのモデルを使う場合でも，ξ1，ξ2の値が
　　小さい場合には両者の間隔は平均的にtm／2より小さくなる．
次節ではこれらの問題点に対する方策を示し，ゼロクロス波の波高の確率分布を導く．
2．3　擬i似包絡線による包絡線理論の修正と波高の確率分布
2．3．1　擬似包絡線
2．2で述べたように，Riceの包絡線は広帯域スペクトルの場合，ゼロクロス波の1周期間
に大きく変動する．図一2．3（a）に広帯域スペクトル（r＝5）の場合の不規則波形（実線）
と包絡線（点線）を示すが，ゼロクロス波の最大点と最小点の間に複数の極値を有する複
雑な包絡線となっている．一方，図一2．3（b）は，狭帯域スペクトル（r＝10）の場合で
あるが，ゼロクロス波の最大点と最小点をほぼ滑らかに結んでいる．包絡線理論ではゼロ
クロス波の水位の最大（小）点を同じ時刻における包絡線の振幅で置き換えて検討を行う．
このため包絡線の振幅とゼロクロス波の最大（小）点水位の確率特性は等しいことが要求
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される．したがって，図一2．3
（a）のように2点間で包絡線
の大きな変動がある場合，基本
的な仮定が成立していないこ
とになる．この観点からすれば
広帯域スペクトルの場合，Rice
の包絡線で水位の振幅を代表
させることは好ましくない，そ
こでこの包絡線に代わって，よ
り滑らかに最大点（最小点）を
結ぶ線を用いて包絡線とする
ことを考える．ここでは各点を
3次のスプライン関数を用いて
結び，包絡線とすることを試み
る．スプライン関数による包絡
線の計算手順は以下のようで
ある．まず，スペクトルをもと
にシミュレートした不規則波
形ηをゼロダウンクロス法で処
理して水位の最大点，最小点の
位置，振幅を求める．つぎにη’
　　2?
竺　o
つ?
　一2
??．??
353　　　354　　　355　　　356　　　357
　　　　　　　t（sec．）
　　　　　　（a）r＝5
358　　　359　　　360
353　　　354　　　355　　　356　　　357
　　　　　　　t（sec．）
　　　　　（b）r＝10
358　　　359　　　360
図一2．3　不規則波形とRiceの包絡線
＝1η1として最小点をゼロクロス点間の最大点となるようにし，各最大点を通るスプラ
イン関数を計算して包絡線とする．不規則波形のシミュレーションは逆FFT法によるが，
ここでこの方法について簡単に述べる．不規則波形η（七）が式（2．1）のように表されると考
えると，第n成分波の振幅c。は不規則波のスペクトルS（f）より次式で与えられる．
　　　c，∫＝　25（九1）6ぴ
式（2．30）を式（2．1）に代入して展開するとつぎのようになる．
η（り一Σ（25醐…ε。c・・均，，’一后）可・i・ら・i・坤）
　　∵
　　一Σ（α。co・2π丸＋∪・in　2π〃）
　　’1＝1
（2．30）
（2．31）
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ここに，　α，，＝　25（ア。）4r　cosε，、，　b“＝－2∫（∫。）¢ゲsinε，、である・
ただし，初期位相角ε。は［0，2π］の一様乱数で与えられる，一方，逆フーリエ変換は，
　　　　　　エ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　9（り一ΣG（ア）exp（」2π〃）一Σ｛G（ア）c・・2πぴ＋iG（ア）・in　2π〃｝　　　　（2・32）
　　　　　　〃づ　　　　　　　　　　　　　　　　　π＝1
であるから，式（2．32）の実部にa、を，虚部にb、を代入すると，式（2．31）の計算が行
われることになる．式（2。32）の計算に逆FFTを用いると，わずかな演算時間で不規則波
の計算値を得ることができる．不規則波のシミュレーションは，サンプリング間隔△t＝
0．05s，計算点数N＝8192として，これを30ケース行う．また，不規則波のスペクトルと
しては，式（2．29）のWallopsスペクトルでrニ4，5，6，7，8，9，10，15，20としたものを用い，
いずれの場合もピーク周波数f，を1．OHzとする．図一2．4に不規則波形η，　Riceの包絡線
R（点線）およびスプライン関数による包絡線SPを示す．スペクトルはr＝5としたとき
のものである．図からわかるように，RよりもSPのほうが変動が少なく，より‘包絡線
らしく’みえる．　したがっ
て，式（221），（2．22）のξ1
とξ2との相関特性としてはR
から求められるものよりも，
SPから求められるものを用
いるほうが望ましいと考え
られる．ただし，SPの確率
特性は，Rのように不規則波
のスペクトルS（Oから一義的
に与えられるものではなく，
この時点では不明である．そ
こでここでは，包絡線振幅の
?」?
?．?．?
?
293　　　294　　　295　　　296　　　297　　　298　　　299　　　300
　　　　　　　t（sec．）
図一2．4　Rice，スプラインによる包絡線（r＝5）
確率分布は基本的にはRayleigh分布で十分近似できること，包絡線のスペクトルが等し
ければその確率特性も等しいことを前提に，SPの確率特性を推定する．そのために，まず，
SPと等価なRiceの包絡線を計算する．Riceの包絡線のスペクトルE（りは，つぎのTayfun
（1989a）による近似式で与えられる．
　　　E（ア）＝1qア1＋1Ψ2＋1Ψ3　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．33）
ここに，
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　　　　　め・Ψ・－ S：。∫∫（∋s（・＋∫）ぬ （2．34）
隅一 l。∫ご）［1町（同）＋1碑（・＋∫）］血 （2．35）
1鵬一ﾎ：。ズ鯛［1当（同）・隅（・＋∫）］ぬ （2．36）
である．SPのスペクトルは，シミュレートした包絡波形よりFFT法（自由度50）で計
算した30ケースの平均をとる．このようにして求めたSPのスペクトルと一致するE（f）
を求めるために，S（りの帯域幅を変化させる．帯域幅を変える方法としては，　Longue七一
Higgins（1984）にならって，　S（Oの値があるレベル以下となる周波数帯でスペクトルをゼ
ロとする方法を用いる．その結果，r＝5の場合，　S（りの値がS（fp）の12％以下となる周波
数帯でスペクトルをゼロとしたときのスペクトルS’（f）から計算したE（りと，SPのスペク
トルとがほぼ一致した．図一2．5にE（りとSPのスペクトル（点線）を，　図一2．6に狭帯
域化した不規則波のスペクトルS’（f）を示す．この結果より，SPはかなり狭帯域化したス
ペクトルの不規則波に対するRiceの包絡線と近い特性をもつことがわかる．r＝4から20
の他の場合についても同様の検討を行い，SPのスペクトルはいずれの場合も，　Riceの包
絡線より狭帯域のE（f）に対応することがわかった．その結果をまとめたのが図一2．7，2．8
である．図一2．7は，スペクトルの形状パラメータrと，スペクトルをゼロとするレベル
0．7
α6
0．5
にα4
這o．3
0．2
0．1
0．0
0．0　　　0．4　　　0．8　　　輻2　　　L6
　　　f（也）
図一2．5　包絡線のスペクトル
　　　　　（r＝5）
1．0
0．8
CO．6
ぎ
oり
　0．4
0．2
0．0
0．0　　0．5　　1．0　　1．5　　2．0　　2．5　　3．0　　3．5
　　　　　　f（Hz）
図一2．6 スペクトルの狭帯域化
　　（r＝5）
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図一2．7狭帯域化の基準（その1）
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図一2．8　狭帯域化の基準（その2）
の値とS（fp）との比をとってある。この図の直線は，データに対して最小2乗法により当て
はめたもので，縦軸の値をc、pとすると，
　　　1・g、。c㌍一〇．118・一α343　（4・・≦20）　　　　　　　（2・37）
で表される．図一2．8は，狭帯域化したスペクトルにおける上限の周波数および下限の周
波数とrとの関係を示したものである．この図の縦軸は，上限あるいは下限の周波数とfb
との比をとってある．図中の曲線は最小2乗法によるもので，狭帯域化したスペクトルの
上限の周波数をc，下限の周波数を毛とするとつぎのように表される．
　　五、／∫。－1．61／・＋1・62，五／ア，一一α186／・＋0・735　（4…20）　（2・38）
　以上の結果より，2点の包絡線振幅の相関パラメータ（式（223）から（2．26））を求め
る際には，式（2．37）あるいは（2．38）を基準として狭帯域化したスペクトルを用いる．
2．3．2　波高の確率分布
　2．2で問題点の2）として挙げたように，波高の小さな領域では波高と周期の間に相関
があり，波高が小さくなれば周期も短くなる（たとえば，合田，1977）．前述のように，
Tayfun（1981，1983）はゼロクロス波の最大点と最小点の間隔を平均周期tmの半分に固
定して波高の確率分布を求めており，波高と周期の相関は考慮していない．この点に対処
するため，Longue七・Higgills（1983）の波高（原論文では振幅）と周期の結合分布に関す
る理論を用いて，ゼロクロス波の周期に及ぼす波高の影響を導入する．この理論によれば
波高と周期の結合分布は次式で与えられる．
　　　　　　　　4カ2exp同・・（・一・／り2／・2｝］　　　　　（2．39）
　　　ρ（乃，り＝　　　　　　　π1／・・・…　　（…2）」／2
ここに，hはH。m、で正規化した波高，七は㌔で正規化した周期である．式（2．39）より周
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期の条件付き確率分布p（tIh）を求め，∂ρ（dん）／∂‥0とおくと，周期の最頻値tm。d。はつ
ぎのように求められる．
　　　　　　2τmodc＝　　　・・（・・w・／の1／2 （2．40）
本来ならば波高ごとの条件付き確率p（七lh）の平均値を用いる方が望ましいが，式（2．39）
でこれを計算すると，理論の不備のために無限大となる．したがって，ここでは式（2．40）
の最頻値を波高ごとの代表周期として用いる．
　2．3．1の結果も併せて，以下のように波高の確率分布を求める．
1）S（りには2．3ユで述べたように
　　狭帯域化したスペクトル
　　S’①を，tmには式（2．40）で
　　与えられる値を用いて，式
　　（2．23）から（2．26）によりK
　　を計算する．ただし，式（2．40）
　　のvは狭帯域化しない元のス
　　ペクトルから計算する．なぜ
　　なら，式（2．40）は不規則波
　　の性質を表すものであり，v
　　はその波のスペクトルから
　　求められるべきものである．
2）式（2．28）により波高の確率
　　分布を算定する．ただし，式
　　（2．28）の積分は数値積分に
　　よる．
図一2．9（a），（b）は，このよう
にして導いた波高の確率分布で
ある．実線がスプラインの包絡線
によるもの，破線がTayfunによ
るもの，点線がRayleigh分布で
ある．図からわかるように，
Tayfunの結果よりかなり
Rayleigh分布に近い結果が得ら
12
　LO
　O．8
　ピ0．6
△
　0．4
　02
　0．0
1．2
　1．0
　α8
　90．6
匹
　0．4
　0．2
　0．0
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図一2．9　波高の確率分布の比較
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れている．また，r＝5，10の両方でほぼ等しい結果となっている．
2．4　ゼロクロス波の波高の定義に基づく確率分布
2．4．1　波高を定義する諸量の確率特性
　2，3では主として，広帯域スペクトルの場合の包絡線が有する問題点に関して検討を行
った．この結果を踏まえて，さらに本節ではゼロクロス波の波高の定義に対してより忠実
に波高の確率分布を導くことを目的とする．
　まず，波高の定義に関して再検討する．図一2．10に不規則波形η（t）とそれに対する包絡
線R（t），および波高を定義する諸量を示す．図中のRm〕（」＝1，2，3）は，ηがゼロクロス点
間で最大あるいは最小となる時刻t，における包絡線の振幅（Rm」＝R（七」））である．ゼロクロ
ス波の波高は，1周期内の水位の最大値と最小値の差で定義される。すなわち，ゼロダウ
ンクロス法の場合，図一2ユ0の1波目の波高H1は，
　　　H1一η（’1）・η（f、）　（η＠ノ）・0）　　　　　　　　　　（2・41）
で定義される．2．2で述べたように，波高の確率特性を論じる際には，ゼロクロス波の最
小点と最大点を同時刻の包絡線振幅で置き換える．すなわち，波高は
　　　Hl＝R，π1＋Rm2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．42）
で与えられ，2．3ではこの定義に基づいて波高の確率分布を導いた．しかしより厳密には，
ゼロクロス波の最大（小）点の水位と，同時刻の包絡線振幅との差を考慮する必要がある．
図一2．10のδjはこの差を表している．22にも述べたように，δ，はv2のオーダーとなる
（Tayfun，1989b）．δ戊を考慮すると，波高は次式のように与えられる．
Rm1
Rm2
?、
Rm3
　　　R（七）
レー－p→?，
η（t）
図一2．10　波高を定義する諸量
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　　　H、一（R“，1＋R，。2）一（δ，＋δ、）　（δ∫・0）　　　　　　　　　（2・43）
式（2．43）のように波高を定義してその確率分布を導く場合，まずRmとδの確率分布を明
らかにする必要がある．2．3でもそうしたように，Rmの確率分布としてはRayleigh分布
が用いられているが，これにはつぎのような問題があると考える．包絡線振幅Rの理論的
確率分布がRayleigh分布となることには問題はないが，この時系列から不等間隔でサン
プリングしたRmがRayleigh分布に従うかどうかは明かでない．すなわち，　R（t）からの等
間隔なサンプルデータの確率分布がRayleigh分布となることは計算でも確認できるが，
振幅の最大（小）点の間隔は0（v）のばらつきをもつ（Longuet－Higgins，1957）ため，　Rm
がRayleigh分布に従うという保証はない．したがって，　Rmの理論的な確率分布は導かれ
ておらず，またδの確率分布についても同様である．そこで本節では，Rmとδの確率分布を
数値シミュレーションデータにより検討し，それらの近似的な分布を求めて波高の確率分
布の誘導に用いる．Rmとδの確率分布を検討するために，不規則波形η（七）の数値シミュレ
ーションを行う．2．3に述べた逆FFT法（式（2．1），式（2．30）～（2．32））を用い，サン
プリング聞隔△t＝0．05s，計算点数N＝8192，スペクトルのピーク周波数fp＝1．OHzとし，
1つのスペクトル形に対して乱数を変えて20ケースの計算を行う．スペクトルS（Oは
Wallopsスペクトル（式（2．29））で，形状パラメータをr＝4，5，6，7，8，9，10，15，20の9種類
とする．不規則波形はゼロダウンクロス法で処理し，ゼロクロス点間の最小値と最大値お
よびそれらが出現した時刻七、，…，t」，…を求める．また，不規則波の包絡線はDugundji（1958）
の定義（式（2．13））に基づき，式（2．12）によるヒルベルト変換を用いて計算する．シミ
ュレーションデータのうち，まず図一2．11に包絡線振幅R（七）の相対度数分布を示す．スペ
クトルの形状パラメータはr＝5である．R（t）の理論的確率分布はRayle輌gh分布であるが，
データとの対応性の検証にはより一般的なWeibu11分布を用いる．　Weibul1分布はつぎの
ように与えられる．
　　　ρω一㌃鋼〔xα2β〕　　　　（2・・）
ここに，α，βは形状母数および尺度母数である．シミュレーションデータから累積相対度
数を求め，それに対してWeibu11分布を当てはめる．母数の推定には最小2乗法を用いる．
その結果，図一2．11のデータに対してはα＝2．027，β＝0、6389を得た．図一2．11の実線は，
これらの値をもつWeibu11分布である．　x＝R／Rとしたとき，式（2．44）においてα＝2．0，
β＝2／π＝0．637の場合がRayleigh分布であるから，Rの確率分布はほぼ理論と一致してい
るといえる．また，他のスペクトル形状の場合でもrの値にかかわらずα＝2．0，β＝0．64
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図一2．11　Rの度数分布（r＝5）
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図一2．12　Rmの度数分布（r＝5）
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図一2．13　δの度数分布（r＝5） 図一2．14　形状母数の推定値
付近の値が得られ，R（t）の分布がいずれの場合もRayleigh分布に従うことが確認された．
つぎに，図一2．12にRmの相対度数分布（r＝5の場合）を示す．ただし，　Rmの正規化は
行っていない．このデータに対してWeibuI1分布を当てはめたところ，α2＝1．864，β2コ
o．6975という値を得た．図中の実線がこれらの値をもつweibuI1分布である．図一2．13
にはδの度数分布（r＝5の場合）を示すが，δについても正規化していない．このデータに
対してもWeibu11分布の当てはめを試みたところ，α、＝0．6394，β、＝0．06427を得た．図
中にこれらの値をもつWeibu11分布を実線で示したが，データとの対応は良好である．他
のスペクトル形状の場合についても，Rmとδの度数分布に対して検討を行い，図一2．14に
示すような結果を得た．図中の○はδの相対度数分布に対する形状母数α1，翻はRmの相対
度数分布に対する形状母数α2である．また，図の横軸はvの値であり，この値の大きい方
からr＝4～20の順に値を示してある．図からもわかるように，vの値が大きくなるにつれ
α、，α2ともに減少する傾向がみられる．また，表一2・1にはシミュレーションデータから
20
得られた形状母数およ　　　　　　　　表一2．1　Weibu11分布の母数の推定値
び尺度母数と，δおよび
Rmの平均値を示してい
る．以上の解析より，こ
れまでRayleigh分布で
近似していたRmの相対
度数分布は，Rayleigh分
布より若干平坦な分布
形をとることがわかっ
た．この点が上で述べた
R（t）からの不等間隔サンプリングの影響であると考える．
r v α1 β1 α2 β2
?
??
4 055710．63250．08851，8290．82090．08469輻154
5 0．40410．63940．06549L8640．70810．054351，062
6 0．32470．64180．051581，8980．63540．038020．9959
7 0．27680．6430．043371，939057380．028910．9459
8 0．24440．63940．03840L975052470．023560．9037
9 0．22050．64670．033161，9210．48930．019550．8677
10 0．20180．65460．029361，9410．45680．017010．8395
15 0．15140．6690．02041，9410．3610．010430．7432
20 0．12560．69420．01511，988030290．007750．6854
2．4．2　ゼロクロス波高の確率分布
　前項でRmとδの確率分布がWeibu11分布で近似できることを確認したが，式（2．43）の
ように波高を定義してその確率分布を導くためには，さらにつぎの3点について検討しな
ければならない．すなわち，
1）隣合う包絡線振幅Rm」とRm」．1との結合確率分布；ρ（R〃1∫・R，η∫＋1）
2）隣合うδ」とδ担との結合確率分布；ρ（δ∫，δ∫。1）
3）R、＝（Rm〕＋Rm」．、）とδ，＝（δ」＋δ」．1）との結合確率分布；ρ（R，，δ、）
である．まず，1）については，Rm、とRm、、1ともに表一2．1に示したα2，β2のWeibu11分
布で近似する．また，R間とRm」．1との時間間隔はゼロクロス波の平均周期の半分程度であ
り，この程度の間隔ではRm」とRm〕．1は相関をもっ．周辺分布として式（2．44）を満たし，
かつ互いに相関をもつという条件だけでは結合確率分布を特定することはできないが，こ
こではこれらの条件を満たす次式の2次元Weibull分布（Kimura，1981）を，　RmjとRm，．1
との結合確率分布として用いる．
　　　　　　　　　α；　　　　　　　　　　　　　鴫一玉R編ρ（R〃1∫・R，η∫＋1）＝
　　　　　　　4（β；一ρ2）
（2．45）
叶三9il割ち〔瑠2鴫6
β』一ρ2
?
ここに，Ioは0次の第支種変形ベッセル関数である．ρはR㎜」とRm」．、の相関パラメータで
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次式で表される．
　　　ρ＝κβ2
ここで，Kは2．3の結果を用いて以下のように与えられる．
・一（　2　　　　2μ13＋μ14）1／2／m、，
　　　　　μイ∫（∫）w－1）㌃可
　　　　　μぽ3（ア）w一τ）テ可
　　　　　ア1－（－0ユ86／・＋0刀5）ア。，∫。一（L61／・＋1・62）∫ρ　（4・・≦20）
ここに，tmは（mo／m2）1／2で定義されるゼロク
ロス波の平均周期である．図一2．15（a）か
ら（c）に数値シミュレーションデータから
求めたRmlとRmj．1の結合分布（ヒストグラ
ム）と，2次元Weibul1分布（実線）との
比較を示す．（a）はr＝5，（b）はr＝10，
（c）はr＝20の場合であるが，いずれも両
者の対応は良いことがわかる。この他のス
ペクトル形においても同様の良好な適合性
が確認された．つぎに2）については，δ，
とδハ．1はともに表一2．1に示したα1，β1の
Weibu11分布で近似できる．また，シミュレ
ーションデータから求めた両者間の相関係
数は，図一2ユ6の○で示すように，およそ
0．2であった．しかし，図一2．17にも示すよ
うに，δ」とδ〕．1との相関は弱く，したがって
ここではδ］とδ担は互いに独立であると考え
る．これより，両者の結合確率分布はそれ
ぞれの確率分布の積で与えられる．
　α8㌻
’一 ｿ6?
＾0．4
??
巴o．2
阜
　α0
㌻α8
膓α6
三α4
竺・・
　0、0
　0、8
㍉
三・・
????
〈2．46）
（2．47）
（2，48）
（2．49）
（ ．50）
R。、．1・（05・0・
0．0　　0．5　　　1．0　　　1．5　　2，0
　　　　　　R　　　　　　mi
2．5　3．0
Rm」．1＝（1」・1・
0．0　　05　　　1．0　　　15　　　2．O
　　　　　　R　　　　　　mj
2．5　3．0
RmJ＋1＝（1．7，1．8）
0．0　　05　　　輻0　　1．5　　2．0　　25　　　3．O
　　　　　　Rm1
　　　（a）r＝5
22
?????（〔???? ???
0
ひ
0
?????????）?
0
?
0
?????????．?）?
0
?
0
?????
”
〉
R呼1＝（05・0・6
　　　⑧＠繭⑧⑭　⑧　　　幽
　　　　　　　　　　　Ovδδ
　　　　　　　　　　　鋤YδR
O．0　　0．1　　0．2　　03　　α4　　0．5　　0．6　　α7
　　　　　　V
図一2．16　δとRの相関係数
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図一2．15　Rm」とRmj、1の結合分布と2次元Webu11分布との比較
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　図一2．17　δjとδ」．1の分布
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　　　ρ（δノ，δ∫＋1）一昔δ㌍δ謝｛一÷（δ㌘・δ鳥）｝　　　（25・）
図一2ユ8（a）から（c）に数値シミュレーションデータから求めたδ，とδ」．、の結合分布（ヒ
ストグラム）と式（2．51）（実線）との比較を示す．（a）はr＝5，（b）はF10，（c）は
r＝20の場合であるが，いずれも両者の対応は良い．この他のスペクトル形においても同
様の良好な適合性が確認された．3）にっいては，まずR、＝（Rm」＋Rm」．1）とδ、＝（δj＋δ］．、）
との相関係数を求めたところ，図一2．16に麟で示すように，0．1程度の負の相関がみられ
た．しかしこの値は小さいので，R。とδ、は独立であると考える．したがってR、とδ、との結
合確率分布は，それぞれの確率分布の積で与えられる．
　以上の結果をもとに波高の確率分布をつぎのように導く．まず，式（2．43）においてRm
の項とδの項に分けて考える．R、の確率分布は式（2．45）を用いて次式のように表される．
　　　　タ　　　　　　　
ρ（ぶ）一逑ﾏ4（β≒）R二戸（R品　
’exp
β2
2（β』一ρ2）
｛1～，：｝　＋（2・～s　一ノ～〃1∫）α2｝
　　　　R，ち／2（RドRW）α・／2
　　　　　　　　　　　　　ρ　　　ばRm元・10　　　　　　　β；一ρ2
　　　　　　　　　　　　　　　　　（2．52）
ただし，Rm］の積分範囲はR“り．1＝R、－R，。ノ≧0
およびR，。∫≧0という条件による．つぎに，δ、
の確率分布は式（2．51）を用いて次式で表さ
れる．
　　　　　　　　　　　
ρ（δU毒δ71→（δドδ・）α1司
　　　・・x叶⊥｛δ：1・（δ，一δ、）・・｝∂δ、
　　　　　　2β1
　　　　　　　　　　　　　　　　　（2．53）
δ1の積分範囲は，上と同様にδ∫．1＝δ，一δゴ≧0
およびδ≧0により決まる．ゼロクロス波の波　　　ノ
高Hは，H＝R、一δ、であり，上述のようにR、
とδ、は互いに独立であると考える．したがっ
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δ」とδ担の結合分布と式（2．51）との比較
て，R、とδ、の結合確率分布はp（R、）とp（δ、）の積で与えられ，これを用いてHの確率分布が
次式のように得られる．
ρ（H）∬、（β≒）環プ（R・一場）一
　　　　・但中ド｛R，3＋（R。－R“り　2（β；一ρ2））碗｝ん噺曇三芸）『w
　　　　・∫∵曇δ無＋δ・）鞠［一δ芦＋（R言δ∫斗∂δ・眠
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．54）
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R、の積分範囲は，δ、＝R，－H≧0および
R。≧0という条件により決まる．式
（2．54）を数値積分により計算した結果，
図一2．19（a）から（c）に実線で示す波
高の確率分布を得た．ただし，図一2．19
の横軸は平均波高で正規化した値をと
っており，式（2．54）の数値積分の結果
をこれに合わせて補正してある．図一
2．19　（a）　｝ま　r＝5，　（b）　｝ま　r＝10，　（c）
はr＝20の場合で，シミュレーションデ
ータ（ヒストグラム）との比較を
Rayleigh分布（点線）と併せて示す．図
より，スペクトルの帯域幅による分布形
状の違いが小さく，いずれもRayleigh
分布に近い形状となっていることがわ
かる．また，狭帯域になるにしたがって
Rayleigh分布との差異が小さくなる．た
だし，（a）で実線とヒストグラムの対応
があまりよくないが，相対度数分布が図
のようにdouble－peak型になっているこ
とが原因の1つであると考えられる．図
一2．20には，式（2．54）の確率分布およ
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図一2．19　波高の確率分布
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図一2．20　波高の超過確率
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Rayleigh分布の超過確率を示した．図中の一点鎖線がr＝5，点線がr＝10，破線がF
20，実線がRayleigh分布の場合であり，r＝5での波高の大きな波の出現確率がRayleigh
分布よりかなり大きくなっている．
2．5　結語
　本章では，不規則波をゼロクロス法で解析した場合の波高の確率分布について検討を行
った．まず，従来より波高の確率分布を論じる際に用いられてきた包絡線理論の問題点を
指摘し，擬似包絡線を導入することでこれを修正してゼロクロス波の波高の確率分布を導
いた．つぎに，ゼロクロス波の波高の定義をより厳密に満たすように，波高の定義に関す
る諸量の確率分布を検討した上で，それらに基づいて波高の確率分布を導いた．本章で得
られた結果を以下に要約する．
1）Riceの包絡線の代りに，ゼロクロス波の最大（小）点を通る3次スプライン関数を用
　　いた包絡線を導入し，数値シミュレーションによりその確率特性を検討した．その結
　　果，スプライン関数による包絡線のスペクトルは，狭帯域化した場合のRiceの包絡線
　　のスペクトルとほぼ等価であることがわかった．また，スペクトルを狭帯域化する基
　　準を定式化した．
2）1）の基準により狭帯域化したスペクトルを用い，ゼロクロス波の最大点および最小
　　点と同時刻の包絡線振幅の和を波高と定義して，その確率分布を導いた．その際には
　　波高と周期の相関も考慮した．得られた波高の確率分布は，スペクトルの帯域幅に関
　　係なくいずれもRayleigh分布に近い形状となった．
3）ゼロクロス波の波高の定義に関する要素として，包絡線振幅とゼロクロス波の最大（小）
　　点との差を新たに導入し，その確率分布がWeibul1分布で近似できることを数値シミ
　　ュレーションにより確認した．また，ゼロクロス波の最大（小）点と同時刻の包絡線
　　振幅の確率分布は，Rayleigh分布よりも幅の広い分布形となり，これもWeibu11分布
　　で近似できることがわかった．
4）3）の結果と1）の狭帯域化基準を用い，ゼロクロス波の波高の定義により厳密にそ
　　の確率分布を導いた．得られた分布は，スペクトルの帯域幅に関係なくいずれも
　　Rayleigh分布に近い形状となった．また，広帯域スペクトルの場合に，波高の大きな
　　波の出現確率がRayleigh分布を上回る結果を得た．
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第3章　高波浪継続期間における波高の出現特性
3．1　概説
　低気圧や台風あるいは季節風により，数時間から数十時間にわたって高波浪の状態が継
続することがあり，時として防波堤や護岸等の海岸構造物に被害を及ぼす．これに対処す
るために，1つには高波浪が続いている期間における波高の統計学的特性を知り，それに
十分耐え得る構造物を計画する必要がある．2章で述べたように，これまでの研究により
海洋波の波高の確率分布は，ほぼRayleigh分布で表せることが知られている．　Rayleigh
分布が適用できることを導く過程ではいくつかの前提条件が設けられており，波浪の統計
的な性質が時間的に変化しない，つまり定常であるということがそのユつとなっている．
しかし，実際の波浪場では平均波高や有義波高などの統計量が時々刻々と変化する（非定
常である）ため，ある程度以上の時間にわたる観測データに対する波高の確率分布が
Rayleigh分布となる保証はない．とはいうものの，非定常性を前提にして波高の確率分布
を理論的に導くことは困難であると思われる．したがって，どのような分布に従うかも含
めて，波高の出現特性について検討するには，高波浪の継続期間中に連続観測した水位変
動のデータを解析する方法が有力となる．3章における目的の1つは，連続観測データを
解析し，高波浪時における波高の出現特性を検討することである．これまでにも同様の検
討を行った研究（たとえば，Foピrista11，1978）があるが，水位変動の連続観測データが
あまり多くないため，その解析結果がある程度の普遍性をもつまでには至っていない．そ
こで本章では，連続観測データを補うことを目的に，数値シミュレーションデータを用い
て高波浪時の波高の出現特性を推定することの可能性についても検討する．日本で現在行
われている通常の波浪観測は，1時間あるいは2時間毎に20分間の水位変動を測定し，
そのデータから有義波高，有義波周期などを求め観測データとして記録するというもので
ある．ここでは，これらの有義波諸元と水位変動の周波数スペクトル（以下，スペクトル
と表記する）を用いて水位の時間変動をシミュレートする方法をとる．本節以下，3．2で
は連続観測データの基礎的特性を，3．3では数値シミュレーション法とデータの解析結果
について述べる．シミュレーションデータと観測データから得られる波高の出現特性を比
較することにより，数値シミュレーションの有用性を検討する．3．4では波浪観測地点で
得られた高波浪時の有義波諸元をもとに水位変動のシミュレーションを行い，波高の出現
特性を推定する．
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3．2　波浪の連続観測データの基礎的特性
3．2．1　観測データの概要と気象特性
　3．1にも述べたように，本章では連続観測された水位変動のデータを用いる．この連続
観測データは，運輸省船舶技術研究所の「浮遊式海洋構造物の開発研究」に関連して得ら
れたものである．波浪データの解析（主に方向スペクトルに関して）は吉元・安藤ら（1990），
研究全体については吉元・加藤（1992）が報告している．波浪観測は，1986年9月から
1990年6月までの約4年間行われた．観測地は，図一3．1に示す山形県鶴岡市由良港の北
西沖約3kmの海域であり，海底（水深43皿）に3台の超音波式波高計が設置された．図
一3．2に波高計の位置関係を示す．また，同一海域に係留された浮遊式海洋構造物
POSEIDON号において海面上ヱ9．5mの風向，風速の連続記録も同時に得られている．こ
のうち，ここで用いるデータを表一3．1に示す．表一3．1には，連続観測データ7ケースの
それぞれのデータコード（以下，各ケースはデータコードで表す），観測年月日，観測開始
時刻，連続観測継続時間，データ数を示している．水位変動のサンプリング間隔はいずれ
　　　　　　～
山形県鶴岡市由良
◎Aries　1993 ア
局言 x　m yIn
No．1一4．9325．02
No．2 5．8 92．12
No．3 0 0
x
図一3．1　観測地点 図一3．2　波高計の設置位置
表一3．1　由良沖での連続波浪観測データ
データコード 観測年月日 開始時刻 継続時間 データ数
D708311987．8．3118：1821：40：09 78009
D711241987．11．248：1223：45：47 85547
D712171987．12．1710：1322：25：54 80754
D80109ig88．1．918：1837：41：05135665
D802021988．2．2玉6：1324：45：12 89］12
D812141988．12．1410：330：04：41108281
◎00125 1990、1．2516：3423：44：18 85458
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も1．0秒である．これらのうち，D70831は大型で強い台風12号（最低気圧955hPa）が
対馬海峡から宗谷海峡へ直線的に移動したときのデータである．その他のデータは，冬型
気圧配置によって生じた強風で風波が発達したときのものである．これらについて、観測
期間とその前後の天気図（森田・森，1996）から読み取った気象状況を以下に示す．
　D71124：低気圧が沿海州から発達しながら東進（最低気圧980hPa）．
　D71217：低気圧がサハリンの東海上で発達（最低気圧980hPa）．中国黒龍江省付近に
　　　　　高気圧（1034hPa）．
　D80109：低気圧が北海道の東海上から千島列島に沿って発達しながら移動（最低気圧
　　　　　g56hPa）．バイカル湖付近に高気圧（1042hPa）．
　D80202：低気圧が日本海北部からオホーツク海へ発達しながら移動（最低気圧970hPa）．
　　　　　黄海に高気圧（1028hPa）．
　D81214：北海道の西海上で低気圧が発達（最低気圧986hPa）．モンゴル東部に高気圧
　　　　　（1048hPa）．
　DOO125：千島列島に沿って発達しながら移動してきた低気圧がサハリン南海上で停滞
　　　　　（最低気圧984hPa）．バイカル湖付近に高気圧（1056hPa）．
また，図一3．3（a）から（f）に，観測期間中の平均風向および平均風速の経時変化を示す．
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図一3．3　平均風向，平均風速の経時変化
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（a）から（e）は20分間ごと，（f）は30分間ごとの値をプロットしたものである．図中
の点線は平均風向θを，実線は平均風速Uを表す．DOO125については，入手したデータ
に風向・風速データが含まれていなかったため，図を作成できなかった．これらの図より，
風向はD70831，　D81214を除いてWSW（247．5°）からNW（315°）の範囲で変動し，
風速については6（m／s）から21（m／s）の範囲にある．D71124，　D80109およびD80202では
比較的安定した風速が長時間にわたって続いていることがわかる．
3．2．2　波浪観測データの波別解析とスペクトル解析
（a）波別解析
　波浪の連続観測データの基礎的な解析として，まず波別解析を行う．連続データを20
分間の区間に分割し，区間ごとに平均水位の補正を行った後，ゼロダウンクロス法を用い
て解析する．その結果の1つとして得られる有義波高，有義波周期の経時変化を図一3．4
（a）から（g）に示す．図中の実線は有義波高H1／3を，点線は有義波周期丁、／3を表す．D70831
では，観測開始から約8時間で有義波高が0．5mから7．Om近くまで発達し，そのピーク
を越えるとほぼ2時間で急激に4，0m程度まで減衰する．さらに，その後は，ゆるやかに
減衰し，最終的に約2．Omとなる．　D71217では，観測開始時のH1／3＝7．5m付近から観測
終了時のH1／3＝2．5mまでおよそ22時間にわたって，ほぼ減衰し続けている．　D81214に
ついては，観測開始時のH1／3＝0．5m付近から13時間かけて5．5mあたりまで発達し続け，
以降24時間目くらいまでは細かな変動を繰り返しながらほぼ一定となることがわかる．
他の4ケースについては，上記の3ケースに比べると変化が少なく，いずれも10時間か
ら12時間程度のほぼ定常と見なし得る期間が存在する．有義波周期については，有義波
高の変動との対応が見られるが，全般的に変化が少ない．つぎに，波別解析で得られる第
2の結果として，20分間ごとの各区間における波高の出現頻度を求める．ただし，すべて
の区間についてこれらを計算するのは煩雑であるので，以下のように計算対象とする区間
を設定する，すなわち，D70831，　D81214の有義波高が発達している期間においては，観
測開始直後の1区問と有義波高が最大となる1区間に加えて，有義波高が設定した値に近
くなる時の1区間を選択する．D70831ではH1／3＝1．Omから6．Omの間で1．Om間隔の値，
D81214ではH、／3＝LOmから5．Omの間で1．Om間隔の値を設定する，ただし，　D70831
ではH1／3＝3．Omから5．Omになる時間が短いため，H1／3＝4．Omに対応する区間を選択して
いない．またD81214では，　H1／3＝3．Omから4．Omになる時間が長いため，この期間をほ
ぼ3等分するように選択する．さらに，有義波高のピーク以降では，2時間おきの区間を
選択する．また，その他のケースについては，観測開始直後の1区間を始点にして，2時
33
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図一3．4　有義波高および有義波周期の経時変化
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間おきの区間を選択する．このように選定した対象区間を図一3．4の実線上に○で示す．
これらの区間について求めた波高の相対度数分布の一例として，D71124の解析結果を図
一3．5に示す．ただし，このデータにおける対象区間のうち初めの9区間の図である．図
の横軸は波高を各区間の平均波高で無次元化した値，縦軸は各階級の相対度数を階級幅で
割った値を示している．また，各図中の数字は20分間ごとに区分けした区間の番号を表
している．この図より，ヒストグラムとRayleigh分布（実線）との対応は必ずしもよい
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図一3．5　波高の相対度数分布とRayleigh分布（D71124）
とはいえないことがわかる．これは20分間のデータに含まれるゼロクロス波の数が，130
から200程度と比較的少ないためであると考えられる．他の6つのデータについて図は掲
載していないが，同様の結果となっている．
（b）スペクトル解析
　っぎに，水位変動の連続観測データのスペクトル解析を行う．ここでも20分間ごとの
すべての区間について解析を行うのではなく，（a）に述べた対象区間に対して水位変動の
スペクトルを求める．スペクトルの推定にはFFT法を用い，三角形フィルタによって平滑
化する（自由度20）、各区間のスペクトルの一例として，D71124の解析結果を図一3．6に
示す．ただし，図一3．4（b）に示した解析対象区間のうち，初めの8つの区間のスペクト
ルである．図の横軸は周波数，縦軸はスペクトル密度で，実線が観測データのスペクトル
である．図中の数字は20分間ごとに分割した区間の番号を表している．またこの図には，
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（実線：観測データ，点線：Wallops（r＝4．0））
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波浪のスペクトルの標準形としてよく用いられる」ONSWAPスペクトル（点線）を併せて
示している．JONSWAPスペクトルは，波高と周期をパラメータとすると次式のように表
される（合田，1ggO）．
5（∫）一β、H↓、万・∫㌔xp［一・万（r。∫）叫い［一耐／・・σ2・］ （3．1）
ここに，
　　　　　　　　0．0624β∫≡
　　0．230＋0．0336γ一〇．185（1．9÷γ）－1
（1．094－0．0191510gγ） （3．2）
　　　ろ・＿2ξ1α2戸（3．3）・σ・｛1：1；：；：；1（34）
であり，Tpはスペクトル密度が最大となるときの周期である．このスペクトルは，ピーク
の鋭さを表すYとその効果の及ぶ範囲を規定するσを導入しているのが特徴であり，Yの値が
大きくなるにつれてピークが鋭くなる．図一3，6にはY＝2．0としたときの」ONSWAPスペ
クトルを示している．式（3．1），（3．3）の有義波高と有義波周期は観測データから求めら
れた値を用いた．さらに，図一3．7には観測データのスペクトルとWallopsスペクトルと
の比較を示す．Wallopsスペクトルも波浪の標準的なスペクトルとしてよく用いられるも
ので，JONSWAPスペクトルと同様に波高と周期をパラメータとすると，次式のように与
えられる（合田，1990）．
　　　5（∫）一β，。H劔コ「exp一二（τ。ア）－4
　　　　　　　　　　　　　　　　4
ここに，
　　　　　　0．06238r（「－1）／4
　　　βw≡　　　　　4（「－5）／4r［（・－1）／4］
［…．7458（・＋2）－1司
（3．5）
（3．6）
　　　τ。　　巧・・　　　　　　　　　　　　　（3．7）
　　　〃1－0．283（・－1．5）一‘L68〃
であり，r日はガンマ関数である．　Wallopsスペクトルでは，ピーク周波数より高周波側の
平衡領域の傾きが可変であることが特徴の1つであり，図一3．7には，r＝4．0の場合のス
ペクトル形が示されている．有義波高と有義波周期は，」ONSWAPスペクトルと同様に観
測データから求められた値を用いている．これらの図より，JONSWAPスペクトルの方が
観測データのスペクトルとの適合度がよいことがわかる，ただし，この図からはわかりに
39
くいが，ピークより高周波側にほぼf4に比例する平衡領域があり，したがってその部分
ではr＝4．0のWallopsスペクトルの方がよく合うようになる．他の6つのデータについて
も，図一3．4に示した対象区間についてスペクトル解析を行ったが，いずれも同様の結果
を得ている．
3．3　波高の出現特性の検討
3．3．1　水位変動の数値シミュレーション
（a）スペクトルの選択
　概説で述べたように，この章での目的の1つは，高波浪時の波高の出現特性を検討する
ことである．もう1つの目的は，通常の波浪観測データである有義波の諸元をもとに水位
変動の数値シミュレーションを行い，このデータにより波高の出現特性を検討することの
可能性を探ることである．このためには，連続観測データから得られる波高の出現特性に
対して，シミュレーションデータから得られる波高の出現特性がどの程度一致するのかを
確認する必要がある．水位変動をシミュレートするにはスペクトルを決めなければならな
いが，これは有義波高・有義波周期と式（3．1）から（3．3），あるいは式（3．5）から（3．7）．
に含まれるスペクトル形状に関するパラメータを決定することに他ならない．3．2．2（b）
に述べたように，ここで用いる連続観測データのスペクトルに対しては，JONSWAPスペ
クトルが適合することを確認したが，さらに形状パラメータYの値を決める必要がある．図
一3．6，3．7では，時間的にほぼ等間隔にとった区間のスペクトルを示したが，ここでは各
データのうちで有義波高が最も大きくなるあたりのスペクトルに注目する．図一3．8，3．9
にD71217で有義波高が最大となる前後の区間におけるスペクトルを示す．各図の実線は
各区間（20分間）の観測データのスペクトルで，図中の数字は区間の番号である．また，
図一3．8ではγ＝2．0，図一3．9ではY＝3．3としたJONSWAPスペクトル（点線）と比較し
ている．このデータにおいては4番目の区間で有義波高が最大（（H1／3）m。x＝7．70m）とな
っている．1，3および4番目の区間ではY＝3．3の方が適合しているが，全体的にはどち
らがよく合っているか判断は難しい．他の6っのデータでもほぼ同様の結果であるが，Y
＝2．0の適合度が若干よいと思われるため，以下ではこの値を採用する．
（b）有義波高・有義波周期の決定
　日本における主な波浪観測は気象庁と運輸省港湾局が実施しているものであり，前者は
1時間ごと20分間，後者は2時間ごと20分間の水位変動を観測し，そのデータから有義
波高・有義波周期などを求めている、しかし，水位変動の連続観測に対応する数値シミュ
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図一3．10　有義波高のスプライン補間
レーションを行おうとする場合，実際の波浪場では時々刻々状態が変化していることを考
えると，1時間あるいは2時間にわたって同じ有義波諸元を用いることは合理的でないと
思われる．そこで，変化に対処することを目的に，有義波高・有義波周期のデータを補間
して時間変化特性を考慮できるようにする．補間の方法にもいくつかあるが，ここでは3
次スプライン関数による補間法を用いる．補間を行う場合でもデータの時間間隔は短い方
が当然望ましいので，気象庁のデータを想定して1時間ごとの有義波高・有義波周期のデ
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一タをスプライン補間する．ここでは，波の発達あるいは減衰過程を含むデータ（D70831，
D71217，　D81214）に対してスプライン補間を行う．図一3、10（a）から（c）に有義波高
に対する結果を示す．図中の実線は連続観測データから求めた20分間ごとの有義波高で，
図一3．5（a），（c）および（f）の実線と同じものである．マーカー（◇）は1番目の区間
を始点にして1時間ごとの値を表しており，この点を通るようにスプライン関数を決める．
決定されたスプライン関数によりマーカー間を3等分する点の値を求めると，20分ごとの
有義波高が得られることになる．それらの点を結んだものが図中の点線である．実線と点
線との一致度は，1時間ごとの点のとり方（始点をどこにするか）にもよるが，図一3．10
に示す結果からは有義波高の変化をほぼ捉えていると考えられる．また，有義波周期に対
するスプライン補間も同様の結果を得ていることから，以下ではスプライン補間法で求め
られる20分ごとの有義波諸元を用いて，水位変動の数値シミュレーションを行う．
（c）i数値シミュレーション法
　3．3、1（a）で決定されたスペクトル形状パラメータと，（b）の方法で与えられる20分ご
との有義波諸元を用いて，連続観測データに対応する水位変動の数値シミュレーションを
行う．水位変動のシミュレーション法としては，2章で述べたのと同じ逆FFTによる成分
波の線形重ね合わせを用いる．シミュレーションデータを連続観測データに対応させるた
め，サンプリング間隔および1区間（20分間）あたりの水位の計算点数を観測データに合
わせる．すなわちサンプリング間隔△毛＝LOs，水位の計算点数を1200とする．ただし，
一般的なFFTではデータ数が2mに限定されるため，　m＝11として2048点の水位を計算
し，初めの1200個を1区間（20分間）分のシミュレーションデータとする．
3．3．2　解析対象とする波浪データ期間の設定
　この章での目的は，高波浪が継続しているときの波高の出現特性を検討することである．
したがって，1区間（20分間）だけのデータではなく，ある基準によって決定した期間全
体を解析の対象とする．ここでは有義波高の基準値を設定し，これを超える期間として解
析対象期間を定義する．有義波高の基準値についてはつぎのように考える．1つの高波浪
継続期間における最大波高（Hm。。）m、、は，その期間中で最大の有義波高（H1／3）m。、とな
る区間（20分間）で現れるとは限らない、一例として，図一3．11にD80109における各
区間の最大波高Hm。．とH1／3の変化を示す（ただし，（Hmax）m。．と（H1／3）m、、の前後の区
間を抜粋）．図中の実線（鳥付）は各区間でのHm。x，点線（＋付）は有義波高を表してい
る．この章で用いている7つの連続観測データの場合，（Hm、x）m。xが（H1／3）m、．となる区
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図一3．11　最大波高と有義波高の変化（D80109）
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表一3．2　解析対象とするデータの期間
連続観測データ スプライン補間データデータ （Hl／3），、，（殿） 基準値（田） 対象期間（時刻） 時間 対象期間（時刻） 時間
D708316．59 5．0 5：20～9：404時間20分5：20～9：404時間20分
5．5 6：00～9：203時間20分6：00～9：203時間20分
6．0 6：20～81402時間20分6：40～9：002時間20分
D712177．70 5．5 0：00～6：206時間20分0：00～6：206時間20分
6．0 0：00～5：205時間20分0：00～6：006時間
6．5 0：00～3：203時間20分OlGO～3：203時間20分
D8王214 6．35 4．0 12：00～30：0018時間 12：00～29：2017時間20分
5．0 14：40～28：2013時間40分15：00～28：2013時間20分
間で発生しているのは1つ（D71217）だけである．他の6つのデータで（Hm。。）maxが出
現した区間のH113と（H1／3）m。xとの比を求めたところ，0．81から0．97の範囲にあった．
もちろん，考慮すべき大きな波は（Hm。x）m、。を与える波だけではないが，上述のことを踏
まえて，有義波高の基準値の下限は0．8×（H1／3）m。、を目安として設定する．ここでは，
図一3．10に示した3つのデータ（D70831，　D71217およびD81214）を用いるが，　D70831
に対してはH1／3＝5．0，5．5，6，0（m），　D71217ではH113＝5．5，6．0，6．5（m），　D81214
ではH、／3＝4．0，5．0（m）を基準値とする．このうちD71217の5．5mとD81214の4．Om
は0．8×（H亙ノ3）m。、を下回っているが，参考のために基準値に加える．これらの基準値に
より決定した解析対象期間を表一3．2に示す．水位変動のシミュレーションは，この表の
うち，‘スプライン補間データ’に示した期間で20分間ごとの計算を行う．したがって，
連続観測データと異なり各区間の継目で水位が不連続となるが，その影響はここでは考え
ない．以上の期間において水位変動のデータをゼロダウンクロス法で解析し，各種代表波
の波高および波高の相対度数を求める．ただし，シミュレーションデータは区間（20分間）
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ごとにゼロダウンクロス法で解析し，波高データを表一3．2の期間についてまとめるとい
う方法をとる．
3．3．3　波高の出現特性
　水位変動の連続観測データとシミュレーションデータから，表一3．2に示した期間にお
ける最大波高Hご、（＝（Hmax）max），1／10最大波高H；／10および有義波高H∴3の代表波高と，
波高の相対度数分布を求めた．表一3．3に各データでの解析対象期間ごとに代表波高を示
す．この表の右端の欄は，表一3．2の期間における有義波高H；／3と水位変動のrms値（η；m，）
との比を示しており，Rayleigh分布から求められる値は4．004である．この表から，
H；、xの差は大きいが，　Hi／10，　Hl／3およびHi／3／η∴、は比較的よく合っていることがわかる．
っぎに，相対度数分布に対してWeibull分布を当てはめることを考える．　Weibu11分布は
波浪統計においてもよく用いられる統計分布で，確率密度関数が次式のように与えられる．
　x≧δ，
，x≦δ
（3．8）
ここに，α：形状母数，β：尺度母数，δ：位置母数である．また，α＝2，β＝4伝，δ＝0と
すると，
　　　ア（・）÷・xp（÷り
となり，これは2章に示したRayleigh分布である．
は次式で与えられる．
（3．9）
また，Weibu11分布の分布関数F（x）
表一3．3　代表波高の比較
Hlmax　m H’1／lom H‘1／3　m H‘1／3　’r。，データ 基準値ω
meas． Slm． n］eas． sim． meas． SI瓢． meas． Slm．
D708315．0 至0．86 玉1、83 7．32 7．48 5．91 5．96 3，7633，797
5．5 ?
??
7．51 7．69 6．11 6．20 3，7653，814
6．0 ?
??
7．73 7．85 6．29 6．42 3，7603，827
D712175．5 14．7312．638．20 8．16 6．57 6．53 3，8073，786
6．0 ? ? 8．35 8．22 6．71 6．57 3，8043，785
6．5 ? ? 8．60 8．61 6．98 6．87 3，8153，788
D81214．0 11．1310．556．65 6．49 5．32 5．14 3，7483，781
5．0 ? 〃 6．83 6．72 5．49 5．36 3，7513，777
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F（x）－1－exp
（x一δ）α
? （3．10）
式（3．10）でδ＝0として変形すると，
　　　、．≒）一の唄〔デ）
となる．この両辺の対数を2回とると，
　　　　1　　　　　　　＝α109X－10gβ109109　　　1－F（x）
（3．11）
（3．12）
と書き直すことができる．さらに
　　　　　　1γ＝10g　log
　　　　1－F（x）
五二＝IOgX，　－B＝－109β （3ユ3）
とおけば，式（3．12）は以下のような直線の式となる．
γ＝ακ一8 （3ユ4）
連続観測データとシミュレーションデータを解析して得られた波高の累積相対度数を，式
（3．13）のF（x）としてYの値を計算し，Xに対してプロットしたのが図一3．12である．こ
の図にはD81214の基準値が5．Omのケースに対する結果が示されている．ただし，波高
を区間（20分間）ごとの水位変動のrms値（η，m、）で無次元化している．図中の○は連続
観測データから得た値，△はシミュレーションデータから得た値である．両者ともプロッ
トした点はほぼ直線上にあり，したがって波高の累積相対度数分布をWeibu11分布で表せ
ることがわかる。そこでつぎに，
Weibu11分布の形状母数αと尺
度母数βを推定することを考え
る．母数を推定するには，最小
2乗法，最尤法などを用いる方
法があるが，ここでは変動係数
に基づく推定法（たとえば，山
内，1g72）を採用する．この方
法は，母変動係数が形状母数の
みで表されることを利用する
もので，標本数nが大きい場合
??……??? ?????
??
一
一2 一1
一ぱ醇
? 1
図一3．12　Weibu11確率紙へのプロット
　　　（D81214，基準値5．Om）
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に用いることができる．母変動係数と形状母数の関係は次式のようになる．
Cγ．（x）＝
r（：・・）一τ2（÷・・）
τ（÷・1）
標本変動係数からαが求まれば，βは式（3．16）を用いて推定される．
　　　β一÷》パ
波高のデータ数（標本数）は，最
少でも820であることから，上記
の母数推定法を用いることは可
能であると思われる．区間（20
分間）ごとのη。m、で無次元化した
波高データに対して推定された
母数を表一3．4に示す．形状母数
は，連続観測データとシミュレー
ションデータのいずれのケース
も2．0以上であり，D71217の2
表一3．4　Weibull分布の母数
（3ユ5）
（3．16）
形”母’α 尺叉母’二データ 基準値（膿）
meas． Sln1． n］eas． Slm．
D708315．0 2，0672，1017，7518，193
5．5 2，1102，0838，1718，062
6．0 2，0772，0997，8128，270
D7茎2175．5 2，0182，1307，3608，514
6．0 2，0262，1347，4488，577
6．5 2，0772，0938，0428，155
D812｛44．0 2，0562，0697，5457，849
5．0 2，0512，0577，5317，752
ケースを除いて，両者は近い値となっている．尺度母数は，値のばらつきが大きく連続観
測とシミュレーションの値も合っているとはいえない．Forris七a11（1978）は，ハリケー
ンによる高波浪時のデータを解析してα＝2」26，β＝8．42という値を報告しているが，形
状母数に関しては概ねそれよりもRayleigh分布（α＝2．0，β＝8．0）に近い値となってい
る．また，安田ら（1995a）は，本章で用いたのと同じデータを別の目的で解析し，定常
とみなせる期間についていずれのデータでもα≒2．10となることを報告しているが，これ
に比べても小さな値が多い．つぎに，相対度数分布から超過確率を求め，表一3．4の母数
のWeibu11分布およびRayIeigh分布との比較を行う．　Weibul1分布およびRayleigh分布
の超過確率は，それぞれ以下の式で与えられる．
恥）一・－Fω吹?j
恥）吹?j x＝H／ηrms
（3．17）
（3．18）
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図一3．13（a）から（c）に各デー
タに対する結果を示す．（a）は
D70831の基準値6．Om，（b）は
D71217の基準値6．5m，（c）は
D81214の基準値5．Omのケース
である．図中の○は連続観測デー
タから求めた超過確率，△はシミ
ュレーションデータから求めた
超過確率，実線はシミュレーショ
ンデータに当てはめたWeibul1分
布，点線はRayleigh分布である．
いずれのケースでも，波高の小さ
い領域ではすべてのデータが重
なっているが，x＞4．5の領域では
Rayleigh分布が過大となってい
る．これはForristall（1978）が
示したのと同様の結果である．シ
ミュレーションデータに当ては
めたWeibull分布は，波高の超過
確率によく適合しているが，（a）
ではx＞5．0，（c）ではx＞6．0の
領域でわずかに過大となる傾向
が見られる．また，連続観測デー
タとシミュレーションデータの
超過確率は，どのケースでもよく
一致している．これより，数値シ
ミュレーションのデータから得
られる波高の出現特性は，連続観
測データのそれをほぼ再現して
いることがわかる．
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図一3．13波高の超過確率
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3．4　波浪観測点のデータを用いた波高の出現特性の推定
　本節では，3．3に示した数値シミュレーションの手法を用いて，通常の波浪観測データ
から高波浪継続期間の波高の出現特性を推定する．波浪観測データとしては，気象庁によ
る沿岸波浪観測データ（1997）を用いる．気象庁による沿岸波浪観測は国内11ヵ所で行
われており，現在では1時間ごと20分間（正時前25分から正時前5分）の水位データよ
り有義波，1／10最大波および最大波の波高・周期を計算し，観測データとして記録してい
る．観測センサーは超音波式波浪計で，いずれの地点も水深50m前後の海底に設置されて
いる．データのサンプリング間隔は0．25秒もしくは0．5秒である．このデータのうち，こ
こでは日本海沿岸の4地点（松前，温海，経ヶ岬，鹿島）でのものを用いる．図一3．14に
観測地点の位置を示す．本節では，各地点の高波浪記録のうち，順位が上位であるデータ
を対象とする．入手したデータは，各地点の観測開始時から1997年12月31日までのも
のであるが，一部は3時間ごとの観測値であり，また毎時観測になった時期も地点によっ
て異なる．毎時観測の記録で欠測やデータ異常などの問題のないもののうち，最も上位の
データを選択した結果を表一3．5に示す．表中の順位は，各地点の全データ中の順位であ
る．天気図（森田・森（1996））
　前，鹿島）：7日から8日にか
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　温海　けて，低気圧が朝鮮半島付近
　から北東へ進みながら猛烈に　　　　　　　　　　　　経
　10目にかけて衰えながらカム　　　　　　　　　．ク　　　　　　　　　◎蝕、es　lgg3
　チャッカ半島南岸へ移動．
・1994年2月21日～25日（温　　　　　　　　　図一3．14　観測地点の位置
　海）：21目から22日にかけて，
　低気圧が本州（東海地方）か　　　　　　　表一3’5選択したデータの概要
　ら北海道の太平洋岸を猛烈に
　発達しながら移動（最低気圧
　954hPa）．23日には根室半島
　沖で勢力を弱め，その後25日
観測点 データの期間 （Hl／3），、，（m）順位
松前 1995．　11．　　7　22”～1茎．　10㌧　五9”7．δ3 2
温海 1994．　　2．21．　17”～　　2．25．15”8．46 1
経ケ岬 1990．　12．　11．　12”～12．　12．　16”6．81 5
鹿島 1995．　11．　　7．　19”～至1．　　9、　12”6．20 4
50
（?）?〜
0　　　　10　　　20　　　30　　　40　　　50　　　60　　　70
　　　　　　t（hrs）
　　　（a）松前（’95．11）
???1
（?）??
0 20　　　40　　　60　　　80
　　　t（hrs）
　（b）　～温海　（’94．2）
（?）??
0　　　　　5　　　　　10　　　　　15　　　　20　　　　25　　　　30
　　　　　　t（hrs）
　　　（c）経ケ岬（’90．12）
???（??
（?）??
0 10　　　　20　　　　30
　　　t（hrs）
（d）　鹿島　（’95．11）
40
図一3．15　有義波高データ
　にかけては大陸から高気圧が張り出し冬型気圧配置となる．
・1990年12月U日～12日（経ヶ岬）：低気圧が発達しながら日本海中央部および本州（関
　東地方北部）を横断し，本州東海上へ移動（最低気圧984hPa）．
この期間の有義波高・有義波周期の観測データに対してスプライン補間を行い，20分間ご
との値を求める．図一3．15（a）から（d）に有義波高の観測データ（◇）とスプライン補
間の結果（実線）を示す．高波浪期間における有義波高の最大値（H、／3）maxの80％を目安
に有義波高の基準値を設定して，水位変動の数値シミュレーションを行う期間を決める．
表一3，6に対象となる期間を
示す．シミュレーションにお　　　　　　　表一3．6　シミュレーションの対象期間
いては，サンプリング間隔△
tを観測に合わせてo．5秒と
し，逆FFT法により212＝
4096点の水位を求め，初め
の2400点を1区間（20分間）
観測点 基準値⑩） 対象期間（月．日時） 時間
松前 6．0 11．　9　　5：00～　　　9　15：4010時間40分
6．5 11．　　9　　　6：00～　　　9　　13：207時間20分
温海 7．0 2．22　8：20～23　0：4016時間2G分
経ケ岬 5．5 12．1茎　21：40～　　12　　4二〇〇6時間20分
6．0 12．　1玉　　22：00～　　12　　　1　：403時間40分
鹿島 5．0 11．　　8　　　5：40～　　　8　　　9：404時間
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?表一3．7　代表波高およびWeibul1分布の母数
Hl。、，（m） H・1／3（阻）
H’。、，／（Hl／3）。、x形状母数
@　　α
尺度母数
@　　β観測地 基準値ω meas． s畑． meas． Sm．
松前 6．0 14．55 15．02 6．75 6．78 1，995 2，009 7，515
6．5 ? ? 7．00 7．02 ? 1，992 7，345
温海 7．0 14．4015．86 7．54 7．51 1，875 2，033 7，675
経ケ岬 5．5 12．20 11．99 6．06 5．94 1，761 2，007 7，448
6．0 ?
?? 6．27 6．23 ? 2，000 7，272
鹿島 5．0 10．66 10．68 5．62 5．58 1，723 2，102 8，396
のシミュレーションデータとする．3．3．2で述べたようなデータ解析を行い，代表波高およ
び波高の相対度数分布を求める．ただし，相対度数分布を求める際には，波高を各区間（20
分間）のη。m、で無次元化している．表一3．7に各期間における最大波高H』、，，有義波高
H；／，と，相対度数分布に当てはめたWeibu11分布の形状母数および尺度母数を示す．　H；、x
の‘meas．’は，表一3．6の各期間において観測（1時間ごと20分間の）で得られた最大
波高（（Hm。。）max）であり，　Hl／3の‘meas．’は，各期間での有義波高観測値の平均値で
ある．また，7列目のH」、x／（H、／3）m。、は，シミュレーションデータのH』、．と，観測デー
タの有義波高の最大値（表一3．5参照）との比を表している．この表より，松前と温海の
ケースではシミュレーションによるH」、xが観測値を大きく上回っていることがわかる．し
かし，各期間で観測された有義波高の最大値との比（7列目）は1．7から2．0の問であり，
1時間ごと（20分間）の観測で得られた有義波高の最大値（（H1／3）m。。）の2倍を超える
波高は出現していない．構造物に対する設計波の決定にはHm。x＝（1．6～2．0）H、ノ3という
関係式（たとえば，合田，1990）が用いられるが，上記の結果もこの範囲内にある．また，
当てはめたWeibull分布の形状母数は，表一3．4の結果とは異なり2．0に近い値となるケ
ースが多い．尺度母数については，ばらつきが大きいのは表一3．4と同じであるが，鹿島
を除いて8．0を下回っている．図一3．16（a）から（d）に，シミュレーションデータから
求めた超過確率と，表一3．7の母数のWeibull分布（式（3．17））およびRayleigh分布（式
（3．18））との比較を示す．△はシミュレーションデータ，実線はWeibu11分布，点線は
Rayleigh分布である．どのケースでも当てはめたWeibuU分布はシミュレーションデータ
とよく合っている．ただし，鹿島の結果は図一3．13で見られたのと同様に，4．5〈x〈6．5
の領域でWeibu11分布をわずかに下回っている。また，松前では波高の大きな領域で，
Weibu11分布とRayleえgh分布の両方を上回る出現確率の波が存在する，安田ら　（1993，
1994，1995a，b）は，このような波をfreak　waveと呼んでおり，観測データに基づいて検
討を行っている．しかし上述のように，（H、／3）m。、の2倍以上の波高とはなっておらず，
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従来の設計波の基準を超えるものではない．
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図一3．16　波高の超過確率
3．5　結語
　本章では，高波浪時における波高の出現特性について検討を行った．そのために，まず
日本海において観測された高波浪時の水位変動の連続データを入手し，その解析を行った．
さらに，あまり多くはない連続観測データを補うことを目的に，有義波諸元と水位変動の
スペクトルに基づいて水位変動の数値シミュレーションを行い，そのデータを用いて波高
の出現特性を推定することの可能性にっいても検討した．また，通常の波浪観測で得られ
た高波浪時の有義波諸元を用いてシミュレーションを行い，その期間における波高の出現
特性の推定を行った．本章で得られた結果をまとめると以下のようである．
1）水位変動の連続観測データを20分間の区間に分割し，波別解析とスペクトル解析を
　　行った．スペクトル解析の結果として，ここで用いたデータに対してはJONSWAPス
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　　ベクトルがよく適合し，さらに，形状パラメータYを2．0とすればよいことを確認した．
2）有義波高に対して基準値を設定して，その値を超える期間を解析対象とし，連続観測
　　データから代表波高および波高の相対度数分布を求めた．相対度数分布に対して
　Weibu11分布を当てはめたところ，8ケースすべてで形状母数が2．0以上（2．018～
　　2ユ10）となった．
3）水位変動の数値シミュレーションデータの有効性を検討するために，連続観測データ
　　からユ時間ごとの有義波諸元を抽出し，これをスプライン補間して求めた20分ごと
　　の有義波諸元と，JONSWAPスペクトル（Y＝2．0）を用いてシミュレーションを行っ
　　た．このデータから求めた代表波高は，最大波高を除いて連続観測データから求めた
　　ものとほぼ一致した．相対度数分布に対して当てはめたWeibu11分布の形状母数は，
　　8ケースすべてで2．0以上（2．057～2．134）であり，2ケースを除いて連続観測デー
　　タに対する値に近い値となった．また，波高の超過確率も連続観測データとよく一致
　　しており，これらのことより数値シミュレーションデータから得られる波高の出現特
　　性は，連続観測データのそれをほぼ再現していると考えられる，さらに，当てはめた
　　Weibu11分布は，超過確率において波高の大きな領域でわずかに過大となるものの，
　　データとよく適合することを確認した．Rayleigh分布はすべてのケースで，波高の大
　　きな領域に対して過大であった．
4）日本海沿岸の波浪観測地点（松前，温海，経ヶ岬，鹿島の4地点）で得られた高波浪
　　時の有義波データ（1時間ごと）と」ONSWAPスペクトル（Y＝2．0）を用いて水位変
　　動の数値シミュレーションを行った．波高の相対度数分布に対して当てはめた
　　Weibull分布の形状母数は，6ケース中5ケースで2．0以上であり，Weibul1分布の適
　　合性は良好であった．また，シミュレーションデータによる最大波高が，観測データ
　　（1時間ごと）による最大波高を大きく上回るケースがあること，波高の大きな領域
　　において，当てはめたWeibul1分布とRayleigh分布の出現確率を上回る波が存在す
　　る場合のあることが示された．ただし，シミュレーションによる最大波高と，観測デ
　　ータの有義波高の最大値（（H1／3）m。。〉との比は1．7から2．0の間であり，構造物に対
　　する設計波の基準として用いられる最大波高と有義波高との関係式の範囲内にある，
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第4章　カオス理論に基づく波浪予測
4．1　概説
　1章で述べたように，従来の波浪予測法はエネルギー平衡方程式に基づく決定論的手法
と，重回帰モデルなどの統計的手法とに大別できる．それぞれに対して問題点が指摘され
ているが，両者に共通するものとして利用の簡便性の問題が挙げられる．本章では，この
問題を解決するための方法として，入力となる時系列データのカオス性に基づく予測法に
着目する．この方法において予測を行う具体的な手順は統計的手法に近いものであるが，
広い意味で決定論的な手法の範疇に入る．この方法では第1に，時系列データがカオス性
を有するならば，その時系列は決定論的な非線形力学系から生じたものであると考える．
第2に，その力学系の状態変化を支配する法則（ダイナミクス）を時系列データから逆に
推定し，予測を行う．カオスの特徴の一つとして，「遠い将来における状態が全く予測でき
ない」ことが挙げられるが，「ある臨界時間」までは現在の状態に依存した決定論的因果性
が残っているため，予測の成り立つ可能性があると考えられる．この方法を時系列予測に
用いるには，当然のことながら観測された時系列データのカオス性を判定する必要がある．
このためのデータの解析法としていくつかの方法が提案されているが，現在のところ決定
的なものはない．したがって，1つの方法でカオス性の判定を行うのではなく，いくつか
の解析法による結果で判断する必要がある．時系列データがカオス性をもつと判定されれ
ば，カオス理論に基づく時系列予測法（決定論的非線形予測法）を適用することができる．
次節では時系列データのカオス性を調べるための方法と，それによる有義波高データの解
析結果について述べる．4．3ではカオス理論に基づく時系列予測法として局所ファジィ再
構成法（五百旗頭ら，1994，1995）を取り上げ，有義波高予測への適用性を検討する．
4．2　有義波高データのカオス性の検討
4．2。1　時間遅れ座標による軌道の再構成
　ここでは，本章を通して基本となるデータの処理法について述べる．
　まず，n次元力学系の任意の時刻における状態は，　n個の状態変数によって記述するこ
とができる．このn個の状態変数をすべての時刻においてn次元空間内にプロットできれ
ば，力学系の状態がどのように変化していくのかがわかることになる．n次元空間内にプ
ロットした点をつなげたものを軌道と呼び，この軌道が一定の空間内に閉じこめられてい
るとき，アトラクタが存在するという．力学系の状態によってアトラクタは点，閉曲線，
閉曲面などの形態をとるが，カオスの状態ではそのいずれでもない奇妙な形となり，スト
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レンジアトラクタと呼ばれる．このとき，軌道は自己相似構造をもつ（フラクタルである）
ことが特徴である．ここで，ストレンジアトラクタとしてよく知られているLorenzアト
ラクタ（たとえば，合原一幸，1994）を例に挙げる．Lorenzアトラクタは，以下に示す
連立常微分方程式の解の軌道である．
4x
－＝σy一σx4τ
4y
－＝－?噤{rx－yぬ
4x
－＝xy－bz
4ご
（4．1）
（4．2）
（4．3）
ここに，x，　y，　zは系の状態変数，σ，
r，bは定数，　tは連続な時間である．
この方程式は対流現象をモデル化
したもので，Lorenz方程式と呼ばれ
ている．実際にはこの方程式を数値
的に解くことになるが，ここでは△七
＝0．005としてRunge－Kutta法によ
って計算を行う．また，（x，y，z）の
初期値は（0．05，0，0），定数の値を（σ
＝10，r＝28，b＝8／3）とする．図一4．1
に，Lorenz方程式の変数x，y，zの解
を示す．Lorel1Z方程式の場合，連続
的でありかつ不規則な挙動を示し
ていることがこの図から分かる．図
一4．2は，図一4．1に示した解を3次
元空間にプロットして直線で結ん
だものであり，これがLorenzアト
ラクタとよばれるものである．この
ようなストレンジアトラクタの軌
道はある決まった範囲内を永久に
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図一4．1　Lorenz方程式の解
4
動き続けるが，二度と同じところを通過することはない、ここに示したLorenzアトラク
タは，系の状態変数のすべてを用いて表した例である．これに対して，実験や観測によっ
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図一4．2　Lorenzアトラクタ
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図一4．3　xの解から再構成したLorenzアトラクタ
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て得られた時系列データは，（xユ，x2，…，Xt）と表される1個の状態変数のデータである．こ
の時系列を発生させた力学系がn次元であるとすれば，もとのn次元空間における力学系
の軌道と等価な軌道を再構成する必要がある．このために時系列データから一定の時間遅
れごとの差分を用いて軌道を再構成する手法が用いられる．具体的には，時系列データ｛Xt｝
からつぎのようなm次元ベクトルを作成する．
　　　x…xpx1．，，…，x1．（。．1）川
　　　x、一（X2・X2・．・…・X2・（，・4），）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4、4）
x、一（x”x，．．・…・x’．（“、．1）。）
ここに，r：時間遅れの大きさ，　m：軌道再構成を行う空間の次元である．これらのベクト
ルはm次元空間内の点を表し，その点を結ぶことにより軌道が再構成される，このように
軌道を再構成する空間を状態空間という、このときmが2n＋1以上であれば，再構成され
た軌道はもとの軌道の埋め込みであること，つまり，もとのアトラクタの構造が保存され
ることがTakens（1981）により証明されている．ここで，　Lorenz方程式の解のうち，　x
の時系列データ（図一4．1参照）を用いてアトラクタを再構成する．Takensに従えば，埋
め込みが成立するには7次元の状態空間を必要とすることになるが，ここでは視覚的にア
トラクタの再構成を捉えるために，3次元状態空間にアトラクタを再構成する．まず，式
（4．4）において，r＝10，　m＝3としてxの時系列からベクトルXl＝（x、，x、＋。，x、＋2，）（i
＝1，2，…）を作る．この点をプロットし線でつなぐと図一4．3のようにアトラクタが再構成
される．図一4．2との比較により，再構成されたアトラクタがもとのアトラクタの構造を
保存していることがわかる．このように再構成される軌道の特性を調べることにより，も
との時系列のカオス性を判定することが考えられる．すなわち，時系列がカオスであれば，
ある条件下で再構成された軌道はストレンジアトラクタの特性を有する．その幾何学的特
性は自己相似構造をもつ（フラクタルである）ことであり，力学的特性は軌道不安定性を
示すことである．したがって，再構成した軌道の幾何学的特性と力学的特性により，時系
列データのカオス性に関する情報を得ることができる．再構成軌道の幾何学的特性につい
ては4．2．2で，力学的特性については42．3で述べる．42．4では力学的特性を評価する別
の方法について，4．2．5では4．22から4．2．4の方法で得られる結果の統計的解析法にっい
て論じる．このように，時系列データのカオス性について検討する際には，軌道の再構成
というデータ処理が基本となる．上述のように軌道の再構成は式（4．4）によって行うが，
この式中の時間遅れrの決定が重要となる．rの決定においては，以下のことを考慮する
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必要がある（たとえば，長島・馬場，1992）．
・rが小さすぎると，独立な成分が小さく軌道が直線状となり，アトラクタの特徴の判定
　が難しくなる
・rが大きすぎると，カオスに特有の軌道不安定性のためにノイズが拡大されて，誤差が
　多く取り込まれる
また，rの決定法としては，①観測された時系列データの平均周期の数分の1とする，②
時系列データの自己相関関数が最初にゼロとなる時間，または最初に極小値をとる時間と
する，などが挙げられる（たとえば，合原一幸，1gg3）．
　先に述べたように，本節では有義波高の時系列データを解析の対象とする．ここで使用
するのは気象庁沿岸波浪観測データ（1997）で，このうち，尻羽岬（1991年1月～1997
年12月），松前（1993年1月～1997年12月），温海（1990年10月～1994年12月），
石廊崎（1993年7月～1997年12月），経ヶ岬（1988年8月～1990年12月），佐多岬（1995
年1月～1997年12月），喜屋武岬（1991年10月～1994年12月）の有義波高データで
ある．図一4．4に波浪観測点の位置を示す．このデータは1時間毎に観測された20分間の
水位変動（サンプリング間隔は0．25秒または0．5秒）から求められたものである．上記の
期間のデータ取得率は尻羽岬99．8％，松前99．8％，温海99．3％，石廊崎99．8％，経ヶ岬
99．3％，佐多岬99．5％，喜屋武岬99．8％である，なお，上記のデータには欠測期間がある
o
佐多岬詔
　　経ケ岬
　　：シー璽ノ
詩弓゜
ゾピ
尻羽岬
　　　÷o
・／
喜屋武岬
◎Arles　1993
図一4．4　波浪観測点の位置
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が，解析への影響を小さくするために連続6回以下の欠測に対しては線形補間を行い，そ
れ以上の欠測は観測波高をゼロとした．本節での解析に用いるデータについては，このう
ち欠測が少なくかつ観測年ができるだけ新しいもので，また各地点のデータ数がなるべく
同じになるように配慮し，尻羽岬；1995年1月～1997年12月，松前；1995年1月～1997
年12月，温海；1990年10月～1992年12月，石廊崎；1995年1月～1997年12月，経
ヶ岬；1988年8月～1990年12月，佐多岬；1995年1月～1997年12月，喜屋武岬；1992
年1月～1994年12月とした．温海の2年3カ月分（データ数19752個），経ヶ岬の2年
5カ月分（21192個）の2つを除くと，他の観測地点でのデータは3年分（26304個）で
ある．
4．2．2　再構成軌道の幾何学的特性
　4．2．1でも述べたように，時系列データのカオス性を判定する方法の1つとして，再構成
軌道の幾何学的特性を調べる方法が提案されている．これは，再構成軌道が自己相似構造
をもつ，すなわちフラクタルであるならば，もとの時系列データはカオス性をもつとする
ものである．Grassberger　alld　Procaccia（1983）は相関積分を求めて，再構成軌道の構
造を調べる手法を示した．時系列データから再構成された軌道上の一点をX、とすると，相
関積分は次式のように定義される．
　　　ピ（・）一隷H（・一ぽ拳　　　　　（45）
ここに，H（七）はHeaviside関数であり，次式で表される．
　　　H（り一｛；潟　　　　　　　（4・6）
また，lXrXj　lはベクトルXi，　X」間の距離を表し，ユークリッド距離あるいは絶対値距
離が用いられる．状態空間内の2つのベクトルをX、＝（x、1，xi2，…，x、m），X」＝（x］1，xj2，…，x〕m）
とすると，
　　　　　　　　　れ　　　lx・－x、1一Σ（石ドx、・）2　　　　　　　　　　　　　　　　（4・7）
　　　　　　　　　斥＝1
あるいは
　　　　　　　　ノノハ　　　lx・－x・1＝Σ1ろ・一…1　　　　　　　　　　　　（4・8）
であるが，ここでは式（4．8）を用いる．この相関積分の具体的な計算手順は以下のようで
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ある．
　1）m次元空間において，再構成された軌道の一点x、（i＝1，2，…，N）を考える
　2）残りの（N－1）点に対して，Xiを中心とした半径εのm次元超球内に入る点X，（」
　　　＝1，2，…，N：i≠」）の個数をカウントする
　3）1），2）の手順を軌道上のすべての点について繰返す
この相関積分の値がm次元超球の半径εの適当な領域で，
　　　C”z（・）㏄εv（”∫）　　　　　　　　　　　　　　　　（4．9）
と表し得るとき，v（m）は相関指数とよばれる．式（4．9）の両辺の対数をとると，
　　　log　C”～（ε）　c＜v（m）10gε　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．10）
となり，軌道をε1≦ε≦ε2で観測したとき式（4．10）が成立すれば，再構成した軌道はこの
範囲で自己相似性をもつと考えられる、この場合，v（m）は横軸にlogε，縦軸に10gcm（ε）を
とってプロットしたグラフにおける直線部分の傾きで与えられる．軌道を再構成する空間
の次元mを上げながらv（m）を計算したとき，実際の力学系の次元よりもmの値が小さけ
れば軌道はその状態空間をほぼ埋め尽くすと考えられ，v（m）はmにほぼ等しくなる．mが
増加するにつれv（m）がある値D，に漸近すれば，その値が相関次元となる．相関次元はフ
ラクタル次元を表すものの一つで，再構成された軌道がある一定の相関次元をもつならば，
軌道を構成するもとの時系列データはカオスである可能性を有すると判定される．すなわ
ち，もとの時系列データは決定論的非線形力学系から生じたものであり，その力学系の次
元はD。以上であると推定される．この方法を用いて時系列データを解析する場合，まず時
間遅れの大きさrを決定する必要がある．先に述べたように，rの決定法の一つとして，
時系列データの自己相関関数が最初にゼロとなる時間，または最初に極小値をとる時間が
提案されている．図一4．5に各地点での有義波高の自己相関係数（自己相関関数を2乗平
均で正規化したもの）を示す．自己相関係数の値が最初に極小値をとる時間を調べたとこ
ろ，尻羽岬87時間，松前91時間，温海175時間，石廊崎57時間，経ケ岬62時間，佐
多岬143時間，喜屋武岬166時間となり，値はまちまちである．また大きな値（4日から
1週間程度）をとる地点が少なくないこと，予備的な検討でrを100時間程度にしても，
それより小さなrの場合と相関積分の結果に差が見られなかったことから，この方法によ
るrの値の決定は行わない．ここでは，rの値を10，20，30，40，50時間の5通りとし，また
mの値を5，6，7，8，9，10，12，14，16，18，20，22，24，26，28，30，35の17通りとして再構成された軌
道について相関積分を計算した．図一4．6（a）から（g）は，相関積分の結果としてlog2ε
と1092cm（ε）との関係を示したグラフの一例である．グラフの直線部分（－10≦1092cm（ε）
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≦－4の辺り）の傾きから相関指数を求め，mとの関係を示したのが図一4．7（a）から（g）
である．各地点ともr＝10の場合に相関指数の収束傾向が見られ，その他のrの場合でも
収束が見られる箇所があるが，いずれの地点のデータについてもカオス性は明確でない．
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図一4．5　有義波高の自己相関係数
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4．2．3　再構成軌道の力学的特性
　4．2，2で述べた相関積分を用いる方法は，再構成した軌道の幾何学的な特性により時系列
データのカオス性を判定するもので，状態空間に構成した軌道が自己相似構造をもっとい
うヵオスの特徴に基づいている．この方法はアルゴリズムが比較的簡単なため広く用いら
れているが，以下のような問題が指摘されている．
・相関積分のグラフにおける直線部分の客観的決定法がない．すなわち，直線の当てはめ
　に主観が入り，場合によっては大きな誤差を生じてしまうことがある
・直線のあてはめに関する誤差の評価は可能であるが，推定された相関次元そのものの誤
　差の評価ができない
そこで本項では，再構成した軌道の力学的特性について検討を行う．これは，カオスのも
う1つの特徴である軌道不安定性を評価する量を求めて，時系列データのカオス性を判定
しようとするものである．軌道不安定性とは，軌道上のある1点とそのごく近傍の点に注
目してそれらの動きを追跡したとき，両者の距離が指数関数的に増加していく性質を意味
する．この変化（増加）率を表すのがリアプノブ指数であり，これを多次元系に拡張した
のがリアプノフスペクトルである、以下，その定義および計算法について合原（1993）に
従って概説し，続いて時系列データに対する計算法（Sano　and　Sawada，1985；Satoら，
1987）について述べる．
（a）リアプノフスペクトル
ー般のn次元離散力学系
　　　x∫＋1＝＝17（x”μ）　　　　Xf∈三R”　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．11）
を考える．ここに，Xtは時刻tにおける系の状態，μはパラメータベクトル，　Fはn次元写
像である．カオスを生み出す力学系では一般に，不安定方向と安定方向が存在する．例と
して，2次元力学系に半径δの微小円を与えたとき，1回写像されることによって，たとえ
ば，縦方向には引き伸ばされ，横方向には押しつぶされて楕円となる．このとき，縦（横）
方向に対する指数的拡大（縮小）率λ1（λ2）を考えることができる．このときの各方向の
伸び率λ、，λ2をリアプノブ指数といい，これらの組がリアプノフスペクトルである．リアプ
ノフスペクトルの計算法は以下のようである．まず，Xtにおける微小変位をδx，とすると，
　　　x，＋1＋δx往1＝㍉F（xτ＋δXr）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．12）
と表される．右辺をテーラー展開するとっぎのようになる，
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　　　F（。、＋δ。，）．F（。，）。匂旦。…　　　　　　　（・。・3）
　　　　　　　　　　　　　　　∂x　　　　　　　　　　　　　　　　　工＝Xr
式（4．13）の右辺第1項はF（Xt）＝Xt．1であるから，第2項までを式（4．12）に代入すると，
δXtに関する写像を得る．
　　　δκr＋1＝DF（xご）δx∫　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．14）
ここに，DF（Xt）は点XtにおけるFのヤコビ行列であり，　Fの第i成分をF、，　Xtの第」成分
をx3とすれば，つぎのように表される．
DF（κ，）＝
旦．∂呪　　∂君
∂・］∂・2　可
旦∂F・　　∂F・
∂・1∂・2　万
∂万　∂1㌃　　∂亙、
∂x1　∂x2　　∂x，、
（4．15）
ここで，式（4．14）における微小変位として，互いに直行する単位ベクトルの組Ul（七），…，
U。（t）を与え，各ベクトルの変化を見る．すなわち，
　　　ei（τ＋1）＝1）1ア（エτ）μi（τ）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．16）
により，e、（七＋1）（i＝1，2，…，n）を求める．その結果，　ei（t＋1）は安定な方向にっぶされるこ
とになる．これを避けるために式（4．17）のグラム・シュミットの直交化によってei（t＋1）
を直交化したe’、（七＋1）を求め，式（4．18）の新しい正規直交系u、（t＋1）（i＝1，2，…，n）へと
変換する．
）1???（??
〉）1?（）1???（??〈??…）1十?（?＝）1十?（? （4．17）
　　　　　　　　　θ；（τ＋1）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4ヨ8）　μ1（τ＋1）＝　　　　　　　　ピ（τ＋1）1
ここで，〈，〉は内積を表す．つぎに，各ベクトルUi（t＋1）（i＝1，2，…，n）を式（4．16）によ
り写像する過程を繰返す．これにより得られるe’、（七）の系列を用いて，リアプノフスペクト
ルλ、G＝1，2，…，n）は次式で与えられる．
　　　み一鵠言1・g剛　　　　　　　（4＞9）
　　　　　　　　r＝o
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このリアプノフスペクトルにおいて，少なくともリアプノブ指数の最大値（最大リアプノ
ブ指数）が正であれば，式（4．11）の解はカオスの特徴である軌道不安定性を有する．
（b）時系列データにおけるリアプノフスペクトル
　（a）に示した手順は，定式化された力学系に対するものである．実験や観測で得られ
た時系列データでは，もとの力学系そのものが未知であり，式（4．15）のヤコビ行列を求
めることはできない．しかし，再構成した軌道のある一点に注目すれば，その近傍には他
の点が存在し，これらの点との変位ベクトルを式（4．14）の微小変位ベクトルと見なすこ
とができる．そして，これらの点がつぎのステップにおいてどれだけ変化したかを評価す
ることでヤコビ行列を推定する（Sano　and　Sawada，1985）．まず再構成された軌道上の一
点Xtを中心に，微小半径εのm次元空間内の超球を考える．この超球に入る軌道上の他の
点Xk、をM個（i＝1，2，…，M）選び出し，　Xtに対するM個の点の変位ベクトルy、＝Xk、－Xt
を微小変位ベクトルとみなす．時間τの経過後を考えると，XtはXt．。に，　Xk1はXkl．。に変化
する．したがって，時刻t＋τでの変位ベクトルをz、とすると，z、＝Xk、＋。－Xt．。となる．ここ
で，超球の半径と時間τが十分に小さいとすると，yiとZiの関係は線形近似が可能であり，
ある行列Gtを用いてz、＝Gt　y、と表せる．　Gtは式（4．15）のヤコビ行列の近似とみなすこ
とができ，最小2乗法により次式のように与えられる．
Gτγ灘c
???㍉???
．?
??
，
???????
戸 （4．20）
ここに，▽1：行列Vの第j1成分，　C」1：行列Cの第j1成分，　yi」：y、の第j成分，　z、、：z、の第
」成分（j，1＝1，2，…，m）である．このGtを式（4．16）のDFとし，式（4．17）から（4．19）
の計算により，時系列データに対するリアプノフスペクトルが求められる．
（c）時系列データにおける最大リアプノブ指数（Sa七〇ら，1987；長島・馬場，1992）
　この方法において，注目点とその近傍の点の距離が時間とともに増加していく様子を表
そうという基本的な考え方は（a），（b）と同じである．ある注目点とその近傍の点につい
て，現在と一定時間後の2点間距離の比を計算し，これを数多くの点について行い平均す
るというものである．具体的にはまず，再構成した軌道上の点の集合でなるべく近い2点
Xtp　Xk〕のペアを作る．この2点の時間変化を追いながらτ間隔の距離の比
　　　　　　　　lx、．。－x細1
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（421）　　ム∫（ちτ）－　　　　　　　　　Ixグ刷
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を求め，多数のペア（j＝1，2，…，N）について次式のような平均操作を行う．
　　　〈bg卿〉一÷かg姻
これにより，τの間のリアプノブ指数に相当する値
　　　λ（ち・）一旦〈1・9∧（ち・）〉
　　　　　　　τ
を求める．この値は最大リアプノブ指数の評価となる．
単で計算に要する時間も短い．
（422）
（4．23）
この方法は（b）の方法よりも簡
　ここでは（b）の方法を用い，これにより求めた最大リアプノブ指数を図一4．8（a）から
（g）に示す．軌道再構成の遅れ時間rを10，20，30，40，50時間の5通り，埋め込み次元m
を5から15の11通り，式（4．19）のNを600として計算を行った．これらの図から各地
点のいずれの場合も最大リアプノブ指数は正値となっており，温海と経ケ岬を除いてはm
＝10の辺りで概ね変化が緩やかになっていることがわかる．よって，この結果からは各地
点のデータともカオスである可能性をもつと考えられる．
4．2．4　再構成軌道における時間発展の方向特性
　4．2．2，4．2．3で述べた方法は，時系列データのカオス性を調べるのに広く用いられてき
たが，相関積分には先述のような問題点があり，4．2．3に示したリアプノブ指数の求め方に
対しても，明らかにカオスでないデータに対して正値を与える場合のあることが指摘され
ている．本項では，再構成軌道の力学的特性を検討するもう1つの方法を用いて，有義波
高データの解析を行う．この方法は，近接した軌道の方向が局所的に揃っているならばカ
オスであるという基準によるものである。以下に，Kaplan　and　Glass（1993）および
Waylandら　（1993）による時系列解析方法にっいて述べる．まず，再構成した軌道上で
M個の点Xtiを無作為に選択し，それらの各々にっいてK個の近接点X、」（i＝1，…，M；j
＝1，…，K）を見つける．時間τ経過後の各点をXw戊とし，　Wi」＝X画」－XI」と定義する．時
系列がカオスであるならば，適当な時間スケールτで見た場合にW、。の方向が揃っているこ
とになる．Wi。の方向の分散を次式で定義されるEの値で評価する．
?????＝
E
叱，、一く酬2
ぽ＞12
（4．24）
〈助一÷㍗ （4．25）
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時系列の決定論的側面が見えるにつれてEは0に近づき，τを小さく設定しておくと，ア
トラクタの次元に近いmでEの小さな値として検出される．逆に決定論性がないホワイ
トノイズの場合は，mを大きくしてもE＝1となる．　Eの推定誤差を小さくするためにM
個のEの中央値を採用する．この方法により有義波高データの解析を行うが，軌道再構成
の時間遅れrを10，20，30，40，50時間の5通り，埋め込み次元mを2から15の14通りと
する．また，抽出する軌道上の点の数M＝8000，時間スケールτ＝5，近接点数1（＝4と
して計算を行う．その結果を図一4．9（a）から（g）に示す．各地点ともmを大きくして
いくとEは小さくなり，0．5前後で収束傾向のあることがわかる．宮野（1998）は，E≦0．5
ならば時系列は決定論的ダイナミクスによって生成しているものと見なすことができると
している．ただし，この基準は理論的に導かれたものではない．図より，松前，温海，経
ヶ岬の日本海側3地点は0．5を下回っており，尻羽岬，石廊崎，佐多岬，喜屋武岬の4地
点は0．5を少し上回っている．宮野の基準に従えば日本海側3地点のデータはカオスであ
る可能性が示されたが，他の4地点については否定的である．
4．2．5サロゲートデータ法
　4．2．2から4．2．4では，時系列データのカオス性を評価するための方法について述べ，そ
れらにより求められる数値を示した．それらの数値によりカオス性の有無を推定するので
あるが，数値そのものあるいは推定結果はどの程度信頼できるものかという情報は得られ
ていない．ここでは，サロゲートデータ法とよばれる方法を用いて，前項までの方法で得
られる結果の解析を行う．この方法は，統計的解析における仮説検定の～種である．仮説
検定の目的は，母集団について仮定された命題を標本に基づいて検証することであり，仮
説が有意であるか否かに応じて，それを棄却するかあるいは棄却しないかを決定するもの
である．本節では有義波高データのカオス性にっいて検討してきたが，カオス的挙動を示
すための主要因は非線形性である．時系列データの非線形性を示唆することは，時系列デ
ータがカオスであるということを示すよりも容易である．この項では，時系列データの線
形性を主体とした帰無仮説を採用し検定を行う．したがって，仮説が棄却されれば時系列
データの非線形性が示唆されることになる．
　サロゲートデータ法では，まず，ある帰無仮説にしたがって作成されたN個のサロゲー
トデータに対する統計量QH、　G＝1，2，…，N）と，もとの時系列データ（以下，オリジナル
データと表記）に対する統計量Q。を求める，この統計量は，前項までに述べた相関次元，
リアプノブ指数，Eなどである．そしてQ。がQHiの分布から十分離れていれば帰無仮説を
棄却することができる．ここで用いる帰無仮説は，Theilerら（1992）が提案した以下の
73
ものである．
①オリジナルデータは時間的な相関をもたない（まったくのランダムデータである）
②オリジナルデータは時間的な相関を持ち，自己相関関数のみで特徴付けられる
③オリジナルデータは，非線形で静的な変換を施す関数に，入力として線形なデータを与
　えたときの出力値である（もともと線形なデータが，一種の非線形なフィルターを通る
　ことによって非線形性を示すようになった）
これらの帰無仮説に対応するサロゲートデータの作成法は，以下に示すようなものである．
①オリジナルデータをランダムに混ぜ合わせる
②オリジナルデータのスペクトルを求め，同じスペクトルをもつデータを逆フーリエ変換
　により計算する
③オリジナルデータを，②で作成したサロゲートデータにおける大きさの順に従うように
　並べ替える
　①の方法は，オリジナルデータが時間的な相関をもたないという仮説に対応するもので
ある．オリジナルデータをランダムに混ぜ合わせれば時間的な相関構造が破壊されること
になり，これをサロゲートデータとすればよい．ただし，平均値や分散は保存される．こ
のサロゲートはrandom－shuffle　surrogate（以下，　RSSと略す）とよばれる．
　②の方法は，オリジナルデータが時間的な相関をもち，かつ自己相関関数のみで特徴付
けられるという仮説に対応する．オリジナルデータと同じスペクトルをもつようにフーリ
エ成分波を決めて重ね合わせることにより，サロゲートデータを作成できる．具体的な計
算法は，2．3．1に示した不規則波のシミュレーション法（式（2．30）から（2．32））と同様
である．オリジナルデータと同じスペクトルであることから自己相関特性も一致し，平均
値と分散も保存される．このサロゲートはphase－ralldomized　surroga七e（以下，　PRS），
あるいはFourier　transformed　surrogateとよばれる．
　③の方法は，線形系から生じた時系列が観測者に届くまでの過程で，静的・非線形な変
換を受けたものがオリジナルデータであるという仮説に対応する．この方法では，オリジ
ナルデータを②の方法で作成されたサロゲートデータ（PRSデータ）の大きさ順に従うよ
うに並べ替えることで，データが作られる．具体的には，まずオリジナルデータとPRS
データを昇順または降順に並べ替える．並べ替えたPRSデータの1番目（最大値or最小
値）がたとえば，もとのデータ並びの100番目であるとすれば，ここで作成するサロゲー
トデータの100番目にはオリジナルデータの1番目（最大値or最小値）が入る，という
操作（Schiffら，1994）を行う．この方法で作成されたサロゲートデータの平均値と分散
は，オリジナルデータのものと一致し，自己相関特性も概ね保存される．このサロゲート
74
　　　2．5
　　　2．0
　　　15
≧
　　　1．0
　　　0．5
　　　0．0
2 4 6　　　8　　　10　　　12　　　14　　　16
　　　　　m
（a）尻羽岬
　　　2．5
　　　2．0
　　　1．5
べ
　　　1．0
　　　05
　　　0．0
2　　4 6　　8　　10
　　　　　m
（b）松前
12 14 16
　　25
　　2．0
　　　1．5
ぺ
　　　1．0
　　　0．5
　　　0．0
2 4 6810121416
　　　　　m
　（c）温海
　　　2．5
　　　2．0
　　　1．5
べ
　　　1．0
　　　0．5
　　　0．0
2　　4 6
（d）
8　　10　12
　m
石廊崎
14 16
　　　2．5
　　　2．0
　　　1．5
べ
　　　LO
　　　O5
　　α0
2 4 6　　　8　　　10　　　12　　　14　　　16
　　　　　m
（e）経ケ岬
　　　25
　　　2．0
　　　1．5
べ
　　　1．0
　　　05
　　0．0
2　　4 6　　8　　10　12
　　　　　m
（f）佐多岬
14 16
　　　2．5
　　　2．0
　　　1．5k
　　　1．0
　　　05
　　　0。0
2 4
一鯵一〇rlgnaI
一　一一’　Surrogate
6　　　8　　　10　　　12　　　14　　　16
　　　　　m
（9）喜屋武岬
図一4．10　FSSデータに対する
　　　　　　リアプノブ指数
75
　　　3．0
　　　2．0
口
　　　1．0
　　　0．0
0
ぬ
3
0
ロ
2
OL
0
ロ
0
?
ホ
3
20
??
　　　3．0
　　　2．0
国
　　　1．0
　　　0．0
0 2 46810121416
　　　　　　　m
（a）尻羽岬
0 2 4 6
（c）
8　10
m
温海
12　14　16
0 2 4　　　6　　　8　　10　　12　　14　　16
　　　　　　　m
（e）経ケ岬
0 2 46810121416
　　　　　　　m
（9）喜屋武岬
30
Q◎
to
?
30
QD
??
　　　3．0
　　　2．0
国
　　　1．0
　　　0．0
0 2 4　　6　　8　10
　　　　　　　m
　　（b）松前
12　14　16
0 2 4　　6　　8　10
　　　　　　　m
　　（d）石廊崎
12　14　16
0　　2
　曾一〇rigmal
　　　　surro解te
図一4．11
4　　　6　　　8　　　10　　12　　14　　16
　　　　　　　m
　　（f）佐多岬
FSSデータに対するEの値
76
????????
はFourier　shufne　surrogate（以下，　FSS）とよばれる．
　ここでは有義波高データの非線形性に関する検定を行うことを日的としているため，②
と③の方法によるサロゲートデータを用いて，42．3（c）に述べた方法によるリアプノブ
指数と，42．4で述べたEの計算を行う．計算を行うにあたり，まず7地点の有義波高デ
ータ（オリジナルデータ）に対して，PRSデータとFSSデータを20ずつ作成した．ここ
で用いる有義波高のデータ数と，1つのサロゲートのデータ数は，ともに21』16384個
とした。軌道の再構成次元は，リアプノブ指数の計算においては3～15の13通り，Eの
計算においては2～15の14通りとし，時間遅れrは30時間のみとした．また，リアプ
ノブ指数の計算においては，式（4．22）のNを600，式（4．21）から（4．23）のτを1とし
た．FSSデータに対するリアプノブ指数の計算結果を図一4．10（a）から（g）に，　Eの計
算結果を図一4．11（a）から（g）に示す、PRSデータに対する結果も，これらの図とほぼ
同じである．図より，リアプノブ指数ではオリジナルデータとサロゲートデータに対する
結果は離れていることがわかる．Eでは低次元側で両者が交差し，また高次元側で接近し
ているが，その間では異なった値となっている．ただし，ここには示していないが，PRS
データに対するEの結果のうち，喜屋武岬では4≦m≦10で両者がかなり接近し，m＝11
付近で交差している．つぎに，これらのデータをもとに仮説検定を行う．サロゲートデー
タに対する統計量が正規分布に従うものと仮定すると，次式で定義される量が検定の評価
基準となる（Theilerら，1992）．
　　　5」色一焦｛　　　　　　　　　　　　　　（426）
　　　　　　σs
ここに，Q。：オリジナルデータの統計量，μ、：サロゲートデータの統計量の平均値，σ、：
サロゲートデータの統計量の標準偏差である．S＝L96とすると，有意水準5％の検定を
行うことになる（lkeguchi　and　Aihara，1997）．再構成次元ごとにSの値を求めたところ，
リアプノブ指数ではPRS，　FSSの全ケースで1．96以上（最小値は2．73）となり，帰無仮
説②と③の両方を棄却する結果となった．Eでは，主として再構成次元の低い（m＝2～4）
場合に帰無仮説が棄却されないケースがみられる．喜屋武岬では，PRSデータに対して4
ケース（m＝3，10，11，12），FSSデータに対して3ケース（m＝2，14，15）で棄却されなかっ
た．しかし，ほとんどのケースで両方の帰無仮説が棄却される結果となっていることから，
各観測点における有義波高データの非線形性が示唆されたものと考える．
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4．3　観測データのカオス性に基づく波浪予測
4．3．1　局所ファジィ再構成法
　4．2では，各地で観測された有義波高データのカオス性について検討を行った．そこで
得られた結果は，データのカオス性を明確に肯定するものではなかったが，カオスの主要
因である非線形性についてはそれを示す結果を得られたと考える、ここまでに得られた情
報だけでは，データのカオス性を判定するには不十分であるが，全く否定的な結果でもな
いことから，本節ではカオス理論に基づく時系列予測法（決定論的非線形予測法）を有義
波高予測に用いることを試みる．この予測法においては，まず時系列データが決定論的な
非線形力学系より生じたものであると考える．さらにこの力学系の状態変化を支配する法
則（ダイナミクス）を時系列データから逆に推定し，これを用いて予測を行う．本研究で
は，m次元空間に再構成した軌道を小さな区間に分けて，それぞれの区間ごとに局所的な
ダイナミクスを推定する方法を用いる．これには多くの手法が提案されていて，たとえば
海岸工学の分野ではVittori（1992）が線形近似の方法を用いて潮位変動の予測を行って
いる．この方法は式（4．20）で与えられる行列Gtを局所的なダイナミクスとして予測を行
うものである．ここでは，状態変化の非線形性を取り込める五百旗頭ら（1994，1995）に
よる局所ファジィ再構成法を用いる．これは局所的なダイナミクスをファジィ推論により
抽出しようとする方法である．以下にその概要を述べる．いま，最新の観測データを含む
m次元ベクトルをXt，その近傍のベクトルの集合をXk、とし，　Xk、の時間τ後の集合をXk、＋．
とする．観測された時系列データの振る舞いがカオスであれば，状態Xk、のτ後の状態Xk、＋．
への変化は決定論に従ったダイナミクスに基づいていると考えられる．このダイナミクス
は，Xk、，　Xk、＋。を用いて次式のように言語的に表される．
　　　ヴ　　Xxτ　　i∫　　2【x、　〃2eη　　2【んτ＋τ　fs　】（ω＋τ　　　　　　　　　　　　　　　　　　　　　　　　　　（4．27）
ここに，XkT：m次元状態空間におけるXtの近傍のデータベクトルを表す集合，　XkT．．：XkT
の時間τ後のベクトルを表す集合である．Xk、はXtの近傍のベクトルであるから，τが決定
論的因果性を失う時間幅以内であれば，状態XtからXt．。へのダイナミクスを，状態Xk、か
らXk治へのダイナミクスと近似的に等価であると仮定できる．m次元状態空間に埋め込ま
れたアトラクタがなめらかな多様体であるとき，XtからXt．。への軌道は，　XtからXkiへの
距離によって影響されると考えられる．すなわち，Xtから近いXk、の軌道ほどXtからXt．．
への軌道に及ぼす影響が大きいと考えることができる．ここで，Xki，　Xk、＋。を
　　　x信←、。・畑，…，・、、．，＿、，．）・（・い2、。・・’，鞠）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．28）　　　㌔十、、．τ，・＿…，・。．⇔＿）・伝・。　・2、、一，・・卿、一）
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と表し，m次元状態空間における第」成分に注目すると，式（4．27）は次式のようになる．
　　　ヴ　可ω　13　刃ki　仇e〃　のたf＋τ　is　刃ルτ　　　　　　　　　　　　　　　　　　（4．29）
ここに，砿i：Xkiのm次元状態空間における第j成分，軌∫．．：Xki．。のm次元状態空間に
おける第j成分である．XtからXt．。への軌道は，　XtからXkiへの距離によって非線形な影
響を受けるが，この関係をファジィ推論のもっ内挿能力および局所近似能力を用いて表す．
そのために式（4．29）をファジィ関数により表現すると，
　　　ヴ　　εZj万　　f3　巧万　　τんく2η　Cヴ左～＋τ　な　巧万＋τ　　　　　　　　　　　　　　　　　　　　　　　　　　（4．30）
となる．また，
　　　X、一（・”・，＋，，…，・，．（，。．1）．）・（・1”・2。…，・m∂　　　　　　（4・31）
と表すと，X、の時間τ後のベクトルXt．。に対する予測値Xt．．の第j成分は，式（4．30）の
4んにxj、を代入してファジィ推論を行うことにより，の悟．として求めることができる．
具体的な例として，軌道を再構成する空間の次元m＝3，遅れ時間r＝4，近傍のベクト
ル数N＝3の場合を考える．それぞれのベクトルをつぎのように表す．
X，一（・p・、．、，x，．8）・（・1ρ・2”・3，）
X煩一（・、、，・、1．4，・、1．8）・（・1、1，・2、1，・3、1）
X、2－（・、2，・、2．4，・、2．、）・（・1、2，・2、2，・3、2）
X、，一（梅，，・、3．、，x、3．、）・（・1、3，・2、3，・3、3）
え、．τ一（£、．。，£，＋、＋τ，元、．，＋τ）
X、1＋τ一（・、1＋τ，・、、．4．τ，・、、．8＋τ）・（・1、1．τ，・2、1＋τ，・3撫）
X、2．τ一（x、2＋τ，x、2．、＋τ，燕2．、＋τ）・（x1、2＋τ，κ2、2＋τ，x3、2＋τ）
X、3＋τ一（κ、3÷τ，x、3．、＋τ，x、3．8＋τ）・（x1、3．τ，κ2、3打，x3、，．τ）
（4．32）
式（4．30）で表されるファジィルールは，以下のようになる．
　第1成分：
（4．33）
第2成分：
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ヴα2えijs三2た1
ぴ　　α2斥f　is　元2た2
ヴα2惹Ijぷ三2え3
仇eη
功eη
疏e〃
（4．34）
第3成分：
ヴ　α3万　ε∫x3え1
ヴ　α3え輌」5x3左2
ヴ　α3万　jsx3左3
功εηα3悟τ
仇ε〃α3万＋τ
r力eη　　α3ω＋τ
また，Xk1，　Xk2，　Xk3はXt
を中心とした近傍のベク
トルであるので，ファジイ
ルール式（4．33）～（4．35）
の前件部におけるメンバ
ーシップ関数は，図一4．12
のようになる．ただし，こ
の図は第1成分に対する
メンバーシップ関数で，第
2，3成分に対する関数も
これと同様である．図中の
ε1は第1成分における近
傍範囲を表す．この範囲に
近傍データが必要な数だ
け存在する場合は，それら
を使用することができる．
しかし，そうでない場合，
xltを中心としこれと最も
遠いx1姻までの距離をメ
ンバーシップ関数の台集
合の1／2とする．また，こ
1．0
欝｝
三1x1
0・0『一
xlr一ε1　　　　　　xlf
1．0
0．0
x1た3　x1た2
（4．35）
x1ビトε1
図一4．12　前件部メンバーシップ関数
三1た2＋τ 三1κ3．τ 三1品τ
α1万
x1丸2＋τ x1え3÷τ x㌔＋τ
図一4，13　後件部メンバーシップ関数
こでは後件部のメンバーシップ関数を，図一4，13のようなシングルトンとする．以上のよ
うなファジィルールとメンバーシップ関数で表現されたダイナミクスに対し，α脇＝Xt，
α％＝Xt．4，α3た1＝x、．8を入力データとしてファジィ推論を行うと・
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（4．36）
となる．もとの時系列データXtの時間τだけ先の予測値三，．．は，α1悟．として求められる．
さらに，非ファジィ化の操作を行うことでXt．．の各成分が数値として与えられ，その第3
成分が時系列の最新データから時間τだけ後の予測値となる．非ファジィ化の方法としては，
一般に重心法とよばれる手法（たとえば，菅野，1g88）を用いる．この方法では，図一4．12
の前件部メンバーシップ関数により与えられる重み（xltを通る鉛直線上の値）を後件部
メンバーシップ関数に掛け合わせ，それらの重心位置を求めて推論結果（出力値）とする．
この手順を各成分について行い，予測値を求める．
4．3．2　局所ファジィ再構成法による有義波高予測の結果
　前項に述べた局所ファジィ再構成法を用いて，有義波高の予測を行う．そのためには，
軌道を再構成する際の時間遅れrと，軌道を再構成する空間の次元mを決定する必要があ
る．相関指数の変化を示した図一4．7より，各地点ともr＝10で収束傾向が見られるが，r
＝10では有義波高データの自己相関関数の値が高いことから，r＝20以上で比較的収束し
ていると思われる値を採用する．その結果，尻羽岬；r＝20，松前；r＝20，温海；r＝30，
石廊崎；r＝20，経ヶ岬；r＝40，佐多岬；r＝50，喜屋武岬；r＝40とした．mについて
は，上記のrの場合にv（m）の値が6～11程度であることから，これ以上の値をとる必要が
ある．図一4．8に示したように，温海と経ヶ岬を除いて，mが10～12の範囲で最大リアプ
ノブ指数の変化が小さいこと，また図一4．9のようにEの値がm≧10で変化が小さくなっ
ていることから，m＝12として各地点における予測を行う．有義波高の予測は，尻羽岬
1997年，松前1997年，温海1994年，石廊崎1997年，経ヶ岬1990年，佐多岬1997年，
喜屋武岬1994年のL4，7，10月で，6時間後および12時間後の値を対象とする．予測
値は0，6，12および18時の6時間毎に求める．予測に際して，経ヶ岬については予測を
実施する時刻から過去1年5カ月間の有義波高データを，他の地点については同じく2年
間のデータを用いる．図一4．14（a）から（g）に6時間後予測の結果，図一4．15（a）か
ら（g）に12時間後予測の結果の一部を示す．図中の実線は観測値，点線は予測値である．
これらの図は，各地点の予測対象月のうち，最も大きな有義波高が観測された月の予測結
果である．6時間後予測の両者の対応は比較的良いが，高波浪の立ち上がりの遅れが見ら
れる．12時間後予測ではさらに立ち上がりの遅れが目立つようになる．また，表一4．1に
は予測の的中率を示すが，これは後藤ら（1993）にならい，次式で与えられる基準を用い
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図一4．14　6時間後予測の結果
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図一4．1512時間後予測の結果
表一4、1　有義波高予測の的中率（％表示）
波浪観測点 予測対象 1月 4月 7月 10月
6時間後 77．4 78．3 96．8 77．4，尻羽岬 12時間後 68．5 62．5 89．5 65．3
6時間後 61．3 65．8 79．0 71．8松前 12時間後 44．4 55．0 66ユ 60．5
6時間後 50．8 76．7 93．5 75．0温海 12時間後 42．7 60．8 83．1 59．7
6時間後 66．1 70．8 71．0 71．0石廊崎 12時間後 46．8 6α8 573 52．4
6時間後 72．6 67．5 91．9 7LO経ケ岬 12時間後 51．6 50．0 83．9 62．9
6時間後 96．0 88．3 86．3 86．3佐多岬 12時間後 95．2 80．8 75．8 82．3
6時間後 91．1 94．2 87．1 76．6喜屋武岬 12時間後 87．9 83．3 76．6 56．5
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（a）6時間後予測
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図一4．16　予測的中率
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て求めたものである．
　　　lHρ一H。1≦0・3（m）　　［H。≦1・0（m）］
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．37）
　　　lH，－H。1／H。≦0・3　［H。＞1・0（m）］
ここに，H。：有義波高の観測値，　H，：有義波高の予測値である．式（4．37）で表される範
囲に入る予測値の数の，全予測数に対する割合を的中率とした．また，図一4．16（a），（b）
に表一4．1の的中率を6時間後予測と12時間後予測に分けて示した．太平洋側の尻羽岬，
石廊崎，佐多岬はともに1997年を予測対象としたが，表一4．1，図一4．16からわかるよう
に的中率に大きな差が生じる場合がある．日本海側の松前，温海，経ヶ岬では，予測対象
の年は異なっているが，基本的に冬期波浪（1月）の的中率が低くなっている．喜屋武岬
は太平洋側に属するのか不明であるが，10月を除いて波高の変動が比較的緩やかだったこ
ともあり，概ね高い的中率となっている．
4．4　結語
　本章では，より簡便な波浪予測モデルの開発を目的に，カオス理論に基づく時系列予測
法の有義波高予測への適用について検討を行った．この方法を用いるには，時系列データ
のカオス性を検証する必要があるため，これまでに提案されている主だった検証法により
有義波高データの解析を行った．また，時系列予測法として局所ファジィ再構成法に着目
し，その適用性を検討した、本章で得られた結果を要約すると以下のようである．
1）日本沿岸の波浪観測点（計7点）における有義波高の観測データに対して時間遅れ座
　　標による軌道の再構成を行い，この軌道にっいて相関積分，リアプノブ指数，時間発
　　展方向の分散を求めることにより，有義波高データのカオス性の判定を試みた．相関
　　積分による結果は，一部のデータに対してカオスである可能性を示したが，全体的に
　　は明確にそれを支持するものではなかった．リアプノブ指数による結果は，いずれの
　　データもカオスである可能性を示した．時間発展方向の分散は，日本海側の観測点で
　　のデータについては肯定的な結果であるが，その他の観測点でのデータに対しては否
　　定的な結果となった．
2）カオス的挙動を示す主要因である非線形性の有無を有義波高データについて検討した．
　　本章では，時系列データの線形性を主体とした帰無仮説を採用し，これに従うように
　　作成したデータに基づいて仮説検定を行うという手法（サロゲートデータ法）を用い
　　た．これによる結果は，大半のケースで帰無仮説が棄却され，有義波高の非線形性を
　　示唆するものであった．ただし，喜屋武岬のデータでは，時間発展方向の分散に対す
85
??ー???㍉???﹈，
　　る全ケースの1／4で帰無仮説が棄却されなかった．
3）カオス理論に基づく時系列予測法（決定論的非線形予測法）の有義波高予測への適用
　　を試みた．力学系の局所的な支配法則の推定法として局所ファジィ再構成法を用い，
　　6時間後および12時間後の有義波高予測を行った．その結果は，各地点とも高波浪
　　の立ち上がりの遅れを示すものであった．太平洋側の3地点（尻羽岬，石廊崎，佐多
　　岬）では予測対象とした期間が同じであったが，予測の的中率は大きく異なる場合が
　　ある．日本海側では冬期波浪の的中率が低い値となった．
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第5章ニューラルネットワークを用いた波浪予測
5．1　概説
　1章でも述べたように，従来の簡便な波浪予測法として，重回帰式や多変量自己回帰式
を用いた統計モデル（須田・湯沢；1983，小舟ら；1990）が挙げられる．これらの方法の
問題点として，高波浪時の立ち上り遅れが指摘されているが，その他に比較的多くのデー
タ（有義波高，気圧および風速）を必要とすることも問題の1つであるといえる．さらに，
入力（説明変数）と出力（目的変数）との関係を線形関数で表しているという制約もある．
波浪などの自然現象を対象とする場合，仮に回帰的なモデルでその変動が記述できるとし
ても，入出力間の関係は非線形関数で表現するほうがより一般的である．ただし，現象の
メカニズムが明確でない場合は，ある特定の非線形関数を選択する根拠がないことになる．
このような場合には，関数を陽に仮定せずに学習という操作で現象の特徴抽出を行ってい
くニューラルネットワークの適用が考えられる．本章では，従来の統計モデルのような制
約がなく，より少数のデータで作成できる予測モデルとして，ニューラルネットワークを
用いた回帰的モデルに着目し，これによる波浪予測について検討する．次節以降，5．2で
はニューラルネットワークの1つであるラジアル基底関数ネットワーク（片山ら，1992；
鍬田ら，1993）を用いて，自己回帰モデルおよび重回帰モデルを構築し，波浪予測を行う．
ついで，5．3では一般的によく用いられている階層型ニューラルネットワークによる重回
帰モデルを作成し，その波浪予測への適用性を検討する．
5．2　ラジアル基底関数ネットワークによる波浪予測
52．1　ラジアル基底関数ネットワーク（RBFN）
　ここで用いる予測モデルは基本的には次式で表されるものである．
　　　y∫＝ア（x〃）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．1）
ここに，
　　　x，1－（・1，・、，…，・。），y，一（y1，y、，…，y，）　　　　　　　　（5．2）
である．X1，X2，…が入力データ（説明変数），　y、，y2，…が出力データ（目的変数）であり，従
来の統計モデルにおいてもこれらの関係式は同じである．ただし，従来の統計モデルでは
式（5．1）の関数fが1次関数に限定される．ここでは，N組の入出力データ組（xl、，yl），
…，（x∬，y三）が与えられたもとで，ニューラルネットワークにより関数fを同定すること
を考える．一口にニューラルネットワークと言っても，現在ではいくつものタイプがある．
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本節ではこのうち，ラジアル基底関
i数ネットワーク（Radia1旦asis
Eunc七ion囚e七work，以下，　RBFNと
表記する）を用いる．ただしこの場
合，s≧2であるときには，出力y。の
各成分がト1，1］に正規化されている
ことが前提となる．図一5．1にネット
ワークの基本構造を示す．中間層の
各ユニットには，入力層からのデー
タに対する出力を決める基底関数が
組み込まれている．基底関数として
は，図一5．2に示すようなガウス関数
をベースにしたものを用いることが
多く，その重ね合わせ（線形結合）
で任意関数を近似する．このネット
ワークモデルでは，出力値ア∫（j＝1，
…，s）はつぎのように与えられる、
　　　　　　　　　ア・一Σw幽（…鋤励
　　　　　　　　　　　　　　（5．3）
ここに，μkO：k番目の基底関数，　m：
Wjk
aik
bik
（???
1
｝? 2??
????
0
出力層
中間層
入力層
図一5．1　ネットワークの基本構造
αik
図一5．2　ガウス関数
X
中間層ユニット数，w］k：k番目の中間層ユニットからj番目の出力層ユニットへの経路に
対する重み係数，x、：入力データのベクトル，　ak：ガウス関数の中心値のベクトル，　bk：
ガウス関数の幅を表すパラメータのベクトルである．さらに，基底関数は式（5．4），（5．5）
で与えられる、
μ、（κ。・α・・bの＝nぴ・（x・・・…b・の
　　　　　　　～＝1
（5．4）
　　　一・妬）一｛r）2｝　　　（5．5）
式（5．3）から（5．5）で，ネットワークを構成するパラメータは，重み係数w3k，ガウス関
数の中心値aikおよび幅のパラメータbikであり，与えられた入出力データ組に合うように
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パラメータを調整することにより，ネットワークが構築される．このパラメータの調整過
程を学習とよび，そのためのデータを学習データ（あるいは教師データ）という．学習法
として一般によく用いられているのは，5．3で述べる誤差逆伝播法であるが，RBFNでは
これよりも高速な学習が可能であると言われている．また，比較的少数の基底関数で必要
な近似精度を得られる可能性のあることがRBFNの特徴とされている．ネットワークを構
築するには，パラメータの学習の他に中間層ユニット数をいくつにするかということも問
題になる．従来のネットワークモデルでは，中間層ユニット数を変えてそのつど学習を行
い，誤差が最小となるユニット数を採用するという試行錯誤的な方法が用いられてきた．
ここでは，1回の学習過程の中で自動的に中間層ユニット数を増やす方法（片山ら，1992）
を用いて，必要な個数を決定する、これによる関数の同定は以下の2つの過程から構成さ
れる．
①中間層ユニット数が固定されたもとでのパラメータの学習過程
②パラメータの学習による誤差の低減が小さくなった段階で中間層ユニットを1っ増やし，
　誤差の最大絶対値を与える入出力データを中心とする新たな基底関数を発生させる過程
以下に関数の同定の手順について述べる．中間層ユニット数がmの場合，学習の対象とな
るパラメータベクトルをつぎのように定義する．
αえ＝（α1え，α2斥，…，α。た）
α’μ一（α1，α，，…，α，。）
み㌍（blた，b2ん，…，わ，放）
∂㌧（b1，カ2，…，b，η）
w左＝（w1わw2κ，…，w，ル
〆＝（wpw2，…，w“1）
（κ＝1，…，〃2）
（え＝1，…，m）
（ん＝1，…，〃2）
（5．6）
このとき，N個の入出力データ組に対し，同定問題P（m）をつぎのように定式化できる．
　　　＝，眠朗一丁薯Σ（yターア了）2　　　（5・7）
ここに，Em：評価関数，　y了：p組目の入力データx7に対する」番目の出力データ，万：
x！を入力したときのRBFNによるj番目の出力値である．　P（m）の最適解を
Cα’∵ぴ∵w’”）すると，実現すべき誤差ε＞0が与えられたもとでの全体の同定問題は，
　　　　　ヰ　　　　　　　ネ　　　E，。（α”∵ぴ㌧Tw’”）＜ε　　　　　　　　　　　　　　　　　　　　　　（5．8）
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を満足する最小の中間層ユニット数mと，そのときの（＊α”∵∂∵’〆）を求めることにな
る．このような問題は一般に勾配法によって解くことができる．評価関数Emのパラメー
タα炉加，Wに関する勾配は，式（5．9）から（5．11）で与えられる．
　　　i撒一顯Σ副』・軌）（y7－；了）ぽ）　　（・・9）
　　　霊一誤Σ胸（砲醐一ア了）ぽ）2　　（5…）
　　　∂」駕π　一一Σμ疋（x7，α左，b丘）（y7一アタ）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5・11）
　　　∂w∫左　　ρ＝1
本節では，勾配法として最も基本的な最急降下法を用いるが，その場合の学習則は以下の
ようになる．
　　　　　　　　　　　　　∂E　　　　　　　　　　　　　　’η　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．12）α∫え（悟1）＝α∫え（り一α1、
　　　　　　　　　　　　　∂αiえ
　　　　　　　　　　　　　∂E　　　　　　　　　　　　　　m　　　　　　　　　　　　　　　　　　　　　　（5．13）　　b∫た（乃＋1）ヲた（の一αノ、
　　　　　　　　　　　　　∂bf旋
　　　　　　　　　　　　　　∂E　　　　　　　　　　　　　　　η1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．14）w∫、（由1）－w∫・（の一α・、
　　　　　　　　　　　　　　∂w∫斥
ここに，h：学習の繰り返し回数，αh：繰り返し回数hのときの学習係数である．最急降
下法において，αhは固定ではなく学習の繰り返しごとに値が変化する．αhの値は1次元探
索法により決定するが，ここでは1次元探索法として黄金分割法（たとえば，町田・小島，
1989）を用いる．つぎに，中間層ユニット数を固定して学習を進めても評価関数Emの減
少効果がほとんど見込めなくなった段階で，中間層ユニットを1つ増やしてそれに対応す
る新規の基底関数を発生させる．N個の学習データのうち，ネットワーク出力値との誤差
の絶対値が最大となるデータに着目し，この学習データの入力値を中心とする基底関数を
発生させる方法をとる．この方法に基づいた全体の同定問題に対する手順を以下に示す．
①N個の学習データに対して，最急降下法により（α”1（の，ぴ：（の，ゾ（力））から
　（〆〃ぴ＋1），∂〃但＋1），｝〆；（乃＋1））を計算する．ここで，hは中間層ユニット数がmのとき
　の学習回数を表す．
②学習回数が（h＋1）のときの評価関数値がεより小さければ，そのときのmが式（5．8）を
　満たす最小の中間層ユニット数であり，（α”1ぴ吐），ぴ∫（い1），｝ジ”～但＋1））を
　（α”㌧ガz，w”∫）として採用し終了する．
③評価関数の減少率が許容値ε｜より小さければ④へ進み，ε1以上であれば①へ戻る．
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④入出力データ（κ，8，y～）（P＝1，．．，N）のうち，すでにガウス関数の中心値として選択された
　もの以外で，絶対値誤差が最大となる入出力データを（x，三，yζ）とするとき，（m＋1）個目
　の基底関数を以下のように発生させる．
　　　αiμ．］－x8　　　　（‥1，…，η）
　　　わ姻一b（｝　　　（」＝1，…，η）　　　　　　　　　　（5・15）
　　　w∫，m．1＝yアーア1　　（ゾー1，・’・，5）
　ここで，boは，ガウス関数のパラメータの初期値として与えられている定数である．
　（m＋1）個目の基底関数を上記のように設定し，①へ戻る．新規の基底関数以外の基底関
　数に含まれるパラメータには，直前の学習過程で得られている値を使用する．
以上の手法による関数同定の基本性能を確認するため，片山ら（1992）にならってつぎの
ような滑らかな1変数（非線形）関数の同定を行う．ここで用いる関数は
　　　y＝exp（0．4x）sin（4x）　　，　　　一π≦x≦π　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．16）
で与えられる．学習データは，まずxをト冗，π］の一様乱数で与え，それに対するyを式
（5．16）で求めて1組の入出力デー
タとする．学習データ数を200とし，
上述の手順で関数の同定を行った
結果を図一5．3に示す。実線が式
（5．16）の関数を表し，十がトπ，π］
を等間隔に刻んだ値を学習終了後
のRBFNに入力したときの出力値
である．学習終了の条件はEm〈0．5
で，終了時の中問層ユニット数は9，
総学習回数は225であった．図より，
高精度な関数同定ができているこ
とがわかる．
　　3
　　2
　　1
ビ　o
込　．1
　　－2
　　－3
一3　　　　－2　　　　－1　　　　0　　　　　1　　　　　2　　　　　3
　　　　　　　X
図一5．3　簡単な非線形関数の同定
5．2，2　RBFNを用いた自己回帰モデルによる予測
　5．2．1で説明したRBFNを用いて，まず最も基本的な自己回帰モデルを作成する．この
モデルにおいて時刻tでの出力y（t）は，それ以前の観測値をy（t－1），y（t－2），…，y（t－n）とする
と，次式で表される．
　　　y（τ）＝∫｛y（ご一1），y（τ一2）デ・・，y（’一η）｝　　　　　　　　　　　　　　　　　　　　　　　　　　（5．17）
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この式の関数fをRBFNにより同定する．ここでは，有義波高データを対象とし，まず学
習データの作成を行う．
（a）学習データの作成
　ここで用いるデータは，運輸省港湾局による全国港湾海洋観測資料のうち，鳥取港にお
ける1984年1月から1989年10月までの2時間毎の有義波高データである．この期間の
データ取得率は99．6％である．また，欠測の影響を小さくするために，連続8回以下の欠
測に対しては線形補間を行い，それ以上の欠測は観測波高をゼロとした．ここでは，自己
回帰予測モデルを考えているので，学習データの入出力データともに有義波高となる．一
組の学習データは，ある時刻tの有義波高データを申心に，それを含めた過去のn個を入
力データ，時刻tより後のs個を出力データとして構成される．また，5．2．1に述べたよう
に，s≧2の場合，出力データは［－1，1］であることが前提条件となっている．そのため，
有義波高の常用対数をとって学習データを作成する．有義波高が10mを越えることは稀で
あり（鳥取港では1979年～1996年の間に記録されていない），10cmを下回ることも少な
いことが常用対数を採用した理由である．上述のデータから，欠測が少なく，10cm未満
の観測値がない期間を選択して以下の学習データを作成する．
①’87年12月ど88年1月，’88年3月と4月，6月と7月，9月と10月の各2ヵ月分の
　データから500組の学習データ
また，比較のためにつぎの2通りの学習データも作成する．
②有義波高データから周期変動成分を除いたものを用いた学習データ
③’87年1月ど88年1月，’87年4月と’88年4月，’87年7月と’88年7月，’87年10月
　と’88年10月の有義波高データから各500組の学習データ
②については，以下のように
考える．まず，図一5．4に有
義波高の全データの常用対
数値を示すが，はっきりとし
た周期的な変動が見られる。
日本海沿岸においては，冬期
の高波浪，夏期の低波浪とい
うパターンが明確であり，図
一5．4はこの季節変動を示し
ている．また，図一5．5で翻
1．0
α5
竺α0?
亘那
一LO
一1．5
0 5 10
証03
15 20
図一5．4　有義波高の常用対数
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付の実線は有義波高の常用
対数の月平均値を表してお
り，その変動が周期的であ
ることがわかる．このうち，
特に3月から4月と，年に
よっては9月と10月にかけ
て，月平均値が大きく変化
している．これが予測モデ
ルに影響を及ぼすかどうか
を検討するために，この変
動成分を取り除くことを考
　　α4
?
呉α2?
亘αo
よ02?
　一α4
0　　10　　20
『?ー?
30　　　　40　　　　50　　　　60　　　　70
　㎜nths
図一5．5　月平均値の変動
える．ここでは，Soares　and　Fe買eira（1995）の方法に基づいて，周期変動成分を取り除
く．図一5．5に示した月平均値のうち，’84年1月から’87年12月までをフーリエ変換した
結果，12ヵ月周期の成分が卓越したことから，その係数値を用いて次式のようにモデル化
した．
　　　・（り一一一α3・『吾〕一α・547曲（㌃〕　　　（5・・8）
図一5．5の破線は式（5．18）の値を示しているが，’88年1月以降も含めて観測値との対応
はよい．特に3月と4月は，どの年もよく一致している．ただし，式（5．18）は月平均値
を与えるものであるから，これをもとに1つずつの有義波高データに対する周期変動成分
を考える．たとえば，1年（365日）分のデータ個数ndは4380であり，これで1周期（2π）
分になる．式（5．18）の位相でtrndとおくと，τ＝12／4380となる．式（5．18）は上述の
48ヵ月の月平均値データから得たもので，この期間の有義波高データ数は17532である．
したがって，τ≒0．002738となり，各有義波高データに対する周期変動成分は次式で与え
られる．
・（・・）一一一・α3・・ｩ芸・α・・2738い・）｝
　　　一α・5獅｛芸・α・・2738（・・一〃・）｝
（5．19）
ここで，ntは1月1日0時のデータをゼロとした番号，　n，は式（5．18）の月平均値がその
月の中心になるようにする数で，平均的な半月分のデータ数（182または183）である．
有義波高の常用対数から式（5．19）の値を差引くことにより，周期変動成分を除くことが
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できる．図一5．6に，図一5．4
のデータから周期変動成分
を取り除いたものを示す．
この方法で得られるデータ
のうち，’88年3月と4月の
データから学習データを作
成する．
（b）学習および予測の結果
　（a）で述べた①の各2ヶ
月間の有義波高データから，
1．0
戸こ　055
〒oo?
ロ　ーα5
?
葺一10
一15
0 5 10
x1♂
15 20
図一5．6　周期変動成分を除いた有義波高の常用対数
入力データ数11を3～6，出力デー　　　　　　　　　　　　　　　　　　　　　　　　　　　　　6時間後
タ数sを3とした4通りの学習デー　　　　　　　　　　　　　　　　　　　　　　　　　　入力データ　　　出力値
タを作成した．また，’87年12月・’88　　　　　　　　　　　　　　　「一一「
　　　　　　　　　　　　　　　　　　　　　　　　　　現在　　　　　　　　　　　　　　　　　　12時間後
いては，中間層ユニット数mを
［L2nコの範囲で増加させ，学習終　　　　図一5．7　予測値の計算手順（模式図）
了後の評価関数値が最小となるmを
選択する．各学習データに対して1つ選択されるRBFNにより，6時間後および12時間
後の有義波高予測を行う．予測対象期間は，’87年12月・’88年1月のデータに対して’89
年1月，’88年3月・4月に対して’89年4月，’88年6月・7月に対して’89年7月，’88
年9月・10月に対して’89年10月である．この予測モデルでは，2時間毎の有義波高を
表一5．1　学習および予測の誤差（その1）
’87ユ2，’88，1だ89．1‘88．3，4／‘89．4 ’88．6，7／‘89．7 ’88．9，10／’89．10 ‘87ユ2／88．1／’89．1
n 学習誤差 予測誤差 学習誤差 予測誤差 学習誤差 予測誤差 学習誤差 予測誤差 n，S 学習誤差 予測誤差
3 11．0
im＝6）
0，264
ｿ566
8．50
im＝6）
0，129
O，250
9．51
im＝6）
0．0282
O．0392
5．86
im＝5）
0，320
O，553
3 11．0
iln＝6）
0264
O，566
4 10．7
im＝8）
0，255
O，556
7．95
im＝8）
0，123
O，248
9．12
imニ7）
0．（）286
O．0442
5．85
im＝8）
0，320
O，572
4 17．8
im＝8）
0，267
O，525
5 10．3
I＝10）
0，253
O，546
8．00
im＝10）
0，126
ｿ253
9．17
im＝10＞
0．0334
O．0487
6．07
im＝8）
0，360
O，603
5 25．0
im＝10）
0，273
O，551
6 9⑨6
im＝11）
◎，265
O，546
7．93
翌氏≠P2）
0，132
O，263
924
im＝10）
0．0396
O．0469
5．88
im＝12）
0，369
O，604
6 35．4
im＝12）
0297
O，576
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入出力データとして学習を行っているので，RBFNの出力値ア3は最新の入力データから6
時間後の値となる．たとえばs＝3の場合，1回目のRBFN出力をつぎの入力（の一部）
とすると，その出力値ア3が12時間後の値となる．図一5．7に予測値の計算手順を模式的
に示す（図はn＝5，s＝3の場合）．また表一5．1に，学習誤差として学習終了後の評価関
数値を，予測誤差として予測値と観測値との2乗誤差の平均値を示す．学習誤差の欄のO
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図一5．8（a）学習結果（’87．12，’88．1）
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図一5．9（a）学習結果C88．3，4）
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図一5．8（b）6時間後予測（’89．1）
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図一5．g（b）6時間後予測（’89．4）
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図一5．8（c）12時間後予測（’89．1）
????
（?）???
0　100　200300　　400　　500　　600　　700
t（hrs）
図一5．9（c）12時間後予測（’89．4）
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図一5．10（a）学習結果（’88．6，7）
　5
　4
言3
て
亘2
　1
　0
0　　　　　100　　　　200　　　　300　　　　400　　　　500
図一5．11（a）学習結果（’88．9，10）
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図一5，10（b）6時間後予測（’89．7）
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図一5．11（b）6時間後予測（’89．10）
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図一5．10（c）12時間後予測（’89．7）
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図一5．11（c）12時間後予測（’89．10）
内は中間層ユニット数であり，予測誤差の欄の上段は6時間後予測，下段は12時間後予
測に対する値である．この結果より，同一期間における学習および予測結果に大きな差が
ないことがわかる．図一5．8から5．11には学習結果と予測結果の波形を示した．図一5．8
（a）は，’87年12月・’88年1月のデータによる学習の結果であり，11＝5，s＝3，m＝
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10の場合である．図中の実線は出力データ（観測値）のy3，点線はRBFNの出力値y3を
示す．図一5．8（b），（c）はこのRBFNによる’89年1月の予測結果で，（b）が6時間後予
測，（c）が12時間後予測である．図中の実線は観測値，点線は予測値を表している、図
一5．9（a）は’88年3月・4月のデータによる学習の結果で，n＝4，　s＝3，m＝8の場合
である．（b），（c）は’89年4月の予測結果を示している．同様に，図一5．10（a）は’88年
6月・7月のデータによる学習結果（11＝3，s＝3，　m＝6），（b），（c）は’89年7月の
予測結果であり，図一5．11（a）は’88年9月・10月のデータによる学習結果（n＝3，s
＝3，m＝5），（b），（c）は’89年10月の予測結果である．いずれの学習結果においても，
RBFNの出力値は学習データの出力データとよく一致しているが，わずかに時間的なずれ
が見られる．本来，学習結果では時間軸方向の全体的なずれは生じないはずであり，ここ
に示したすべてのケースでずれが生じている原因は明らかでない．予測結果では，観測値
との差異（縦軸方向の）も見られるが，それ以上に時間的なずれ（遅れ）が目立っている．
予測結果のずれの原因としては，学習結果に見られるずれがそのまま反映されていること
と，従来の統計モデルと同じように予測モデルにおいて最新の入力データの影響が大きく，
これに引きずられる形で予測値が遅れることが考えられる．表一5．2には，前項（a）で述
表一5．2学習および予測の誤差（その2）
’88．3，4／189．4 ‘87．1，’88．1／‘89．1’87．4，’88．4／’89．4’87．7，’88．7ゾ89．7‘87．10，’88．10／’89．10
（n＝4，s＝3） （n＝5，s＝3） （n＝4，s＝3） （n＝3，s＝3） （n＝3，s＝3）
学習誤差 予測誤差 学習誤差 予測誤差 学習誤差 予測誤差 学習誤差 予測誤差 学習誤差 予測誤差
8．12
im＝8）
0，182
O，326
7．94
iln40）
0，247
O，572
10．7
im＝8）
0，143
O，281
14．6
im＝6）
0．0207
O．◎284
11．3
im＝5）
0，277
O，509
表一5．3　予測の的中率（その1）
（％）
‘89ユ（‘87ユ2／88．1）‘89．4（’88．3，4） ’89．7（’88．6，7）‘89．10（‘88．910）189ユ（’87．12，’88．1）
n 6時間後12時間後6時間後12時間後6時間後12時間後6時間後12時間後n．S 6時間後12時間後
3 79．3 50．8 81．1 60．0 93．5 90．1 72．3 52．7 3 79．3 50．8
4 78．2 50．0 80．6 58．3 93．0 85．2 72．0 51．6 4 782 53．8
5 782 50．8 80．0 56．7 89．0 79．0 71．5 51．6 5 77．7 50．8
6 77．2 52．7 792 533 84．1 82．3 74．5 50．5 6 78．8 55．4
表一5．4予測の的中率（その2）
（％）
‘89．4（’88．3，4）
ir4，　s＝3）
’89．1（’87．1／88．1）
@（n＝5，s＝3）
189．4（’87．4，188．4）
@（恒4，s＝3）
‘89．7（’87．7，’88．7）
@（n＝3，s＝3）
’89．10（‘87．10／88．10
@　（肝3，s＝3）
6時間後 12時間後6時間後 12時間後6時間後 12時間後6時間後 12時間後 6時間後 12時間後
78．9 57．5 75．3 42．7 83．1 69．4 95．7 93．3 77．4 61．0
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べた②，③の学習データに対する結果を示した、周期変動を除いた’88年3月・4月のデ
ータに関して，学習誤差8．12（表一5．2の左端の欄）は表一5．1の結果（n＝4の場合）で
ある7．95とほぼ同じであることから，図一5．5に示したように平均値が大きく変化するデ
ータでも予測モデルの作成に影響しないといえる．ただし，’89年4月に対する予測誤差
の点では周期変動を除かない方がよい結果を与えている．予測対象の月と同じ月の過去2
年のデータを用いた場合については，学習誤差は1月を除いて表一5．1の値よりも大きく
なっている．予測誤差は，7月と10月の場合に表一5．1よりも小さくなっているが，全体
的に有意な差があるとはいえない．また，表一5．3，5．4には，第4章で用いた基準（式（4．37））
により求めた予測の的中率（％表示）を示す．表一5．3と5．1，表一5．4と5．2がそれぞれ
対応している．予測誤差の大小関係と的中率のそれとは必ずしも対応していないが，上で
述べたのと同じ傾向を示している．
5．2．3　RBFNを用いた重回帰モデルによる予測
　5．2．2では有義波高データのみを用いた自己回帰モデルによる検討を行った．予測結果は
観測値に対して時間的遅れを示すものであり，自己回帰モデルの限界を表しているとも考
えられる．本項では，有義波高以外のデータを用いて重回帰モデルを作成し，これによる
有義波高の予測を行う．ここで用いる重回帰モデルは，時刻七での出力をy（t），それ以前
の時刻（t・U）での別のデータをX、（t－U），X2（t－U），＿．．，X。（t－U）とすると，つぎのように表される．
　　　y（り一ア｛・1（τ一り，・、（τ一・），…，・。（τ一の｝　　　　　　　　（5．20）
5．2．2と同様にこの式の関数fをRBFNにより同定する．ここで用いるRBFNの基本構造
を図一5．12に示すが，図一5．1と
の相違点は出力層のユニットが　　　　　　　　　　　　　；
1つ（s＝1）になっていること
である．このRBFNでは，その出
力値アは次式のように与えられる．
　　　；一》職（・・・…ω
　　　　　　　　　　　　（5．21）
ここに，Wk：k番目の中間層ユニ
ットから出力層への経路に対す
る重み係数である．基底関数臥は
式（5．4），（5．5）と同じものであ
???
図一5．12　RBFNの基本構造
出力層
中間層
入力層
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る．学習の対象となるパラメータベクトルは，式（5．6）においてwに関するベクトルを
　　　w’㌧（｝↓ノ1，W2，°’°，判ノ〃1）　　　　　　　　　　　　　　　（522）
のみにしたものとなる．N個の入出力データ組に対する同定問題P（m）は次式で表される．
　　　蹴，ぽ・⑳一÷±（yρ一アρ）2　　　（5・23）
ここに，ゾ：p組目の学習データにおける出力データ，プ：p組目の入力データに対す
RBFNの出力値である．評価関数Emのパラメータα∫い九，れに関する勾配は，以下のよう
になる（鍬田ら，1993）．
　　　i㌃一一譜熱（x了，αた，bた）（yワ）ぽ）　　（5・24）
　　　震一芸妄（x7，αた，bた）（yワ）ぱW）2　　（5・25）
　　　∂万一一Σμ、（嘱，bD（y・－y・）　　　　　（5・26）
　　　∂wた　　ρ＝1
以上の式と5．2．1に示した学習則（式（5．12）～（5，14））および手順により関数の同定を
行う。
（a）AIC（赤池情報量規準）によるモデル選択
　学習結果から予測のためのネットワークモデルを選択する際，5．2．2では中間層ユニット
数の範囲を設定し，その中で学習誤差が最小となるものを採用した．ここでは以下に述べ
るニューラルネットワークにおけるAIC（たとえば，豊田，1996）を用いてモデルの選択
を行う．この節で用いているような3層のニューラルネットワークにおいては，その中間
層ユニット数を多くすれば任意の関数を任意の精度で近似できることが理論的に証明され
ている．したがって，学習データに対しては2乗誤差がほとんどないネットワークを構成
することも理論上は可能である．しかし学習データに対する近似度が高くても，そのネッ
トワークが学習データ以外の未知のデータに対してよい近似を与えるとは限らない．そこ
で，学習データにもそれ以外のデータにも最もよい近似を与えるには，中間層ユニット数
をどれだけにすればよいかが問題になる．また，モデルの次数（入力データ数）や，重回帰
モデルの場合は入力としてどのデータを選べばよいかという問題も生じてくる．統計の分
野では，従来からAICなどの情報量規準によりモデル選択を行う方法がよく用いられてい
る．ここでは和田・川人（1991）にならって，ニューラルネットワークのAICを以下のよ
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うに導く．まず，ネットワークの出力値アと，学習データのうちの出力データyとの関係
をつぎのように考える．
　　　y＝y＋ε
　　　　　〃、　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5、27）
　　　　＝Σ　wえμ疋（脇・α左・z｝え）＋ε
ここで誤差εを平均O，分散σ2の正規分布に従うものと仮定する．（y一ア）とεは同じ分布に
従うことから，Wk，μkを既知としたときのyの確率密度関数はつぎのようになる．
　　　ア（y）一∫（ylw、，μ、，σ2）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（528）　　　　　一（　　12πσ2）叶（y曇）2｝
N個の学習データに対する尤度関数Lは次式で与えられる．
　　　L－6（　　12πσ2）畔（y寡り2｝
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（529）
　　　　一園㌦｛－2⊇（yP一アρ）2｝
したがって，対数尤度関数LLは，
　　　LL－－bg（㎞2）－2⊇（yワ）2　　　　（5・3・）
となる．学習結果として得られたパラメータを元，∂い玩とすると，誤差εの分散σ2の推定
量はつぎのように求められる．
　　　♂一÷》（yρ一yη）2　　　　　　（5・3・）
　　　　　　　ノアオ　　　　　　　　　　　　　　　　　　　ここに・芦Σ瓢ち・垣・）である山たがって・撒尤醐蜘ま・
　　　LL一㎎巴ξ（yρ一アρ）2ド　　　　（532）
と表される、一方，AICは，
　　　AIC＝－2×（モデルの最大対数尤度）＋2×（モデルのパラメータ数）
で定義される．式（5．32）より，2乗誤差の和が最小となるときに対数尤度は最大となる．
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学習においては，2乗誤差の和が小さくなるようにパラメータを決定することから，学習
終了時のパラメータ推定値を用いた場合に対数尤度が最大になると考える．したがって，
図一5．12のような構造をもつニューラルネットワークのAICは次式のように与えられる．
　　　一叫慧（ゾー；ρ）2｝・N－・・）　　（一）
ここに，m：中間層ユニット数，　n：入力層ユニット数である．この式で与えられるAIC
の値が最小となるネットワークモデルを最適な予測モデルとする．ここでは，学習過程の
各中間層ユニット数に対してAICを計算する．その結果より，AICが最小となる中間層ユ
ニット数を見出し，そのRBFNが最適であるとして有義波高の予測に用いる．
（b）重回帰モデルに用いる学習データの作成
　従来の重回帰モデルでは，入力データ（説明変数）として有義波高，気圧，風速が用い
られてきた．このうち有義波高は，予測対象地点の予測時刻以前（12時間あるいは24時
間前など）の値が用いられており，出力（目的変数）である有義波高との相関も一般に高
い．そのため，予測モデルにおける影響力が大きく，特に高波浪の立ち上がりで予測値が
観測値に対して時間的に遅れることの原因ともなる．風速については，陸上で観測したデ
ータでは海陸風や周囲の地形など局所的な影響を受けていることがあり，却って予測精度
を下げる可能性もある．気圧は有力なデータであるが，予測対象地点の周辺に設定した数
十点における気圧値を天気図から読み取る（須田・湯沢；1983，小舟ら；1990），という
労力の要る作業を伴う．また，どの点のデータを入力とするかの選択も問題となる．ここ
では，土屋ら（1984）の方法を参考にして入力データを選択し，RBFNを用いた有義波高
予測モデルの作成を試みる．土屋らは日本海側の地点を対象に，有義波高，風速，さらに
日本海沿岸各地および日本海対岸（韓国，ロシア）の数地点間の気圧差を入力（説明変数）
とする重回帰モデルを提案している、これはB本海が閉じた海域に近く，その周囲に気象
観測点があること，また問題となる高波浪が主に冬期の季節風によって起こることを考慮
したものである．日本海における冬期季節風は，よく知られている西高東低の気圧配置に
よる気圧傾度力が主な原因となって発生する．したがって，B本海沿岸の冬期波浪に対し
ては，東西方向の気圧差をもとに波浪予測を行い得る．この観点より，気圧差を主な入力
データとする有義波高予測モデルの作成を行う．ただし，日本海対岸（土屋らはプサン，
ウラジオストックおよびアムグの3地点を選択している）のデータは入手が難しく，また
観測も3時間毎（日本では後述のように1時間毎）であるので，国内の日本海沿岸各地間
の気圧差のみを用いる．ここで用いるデータは，気象庁の沿岸波浪観測データ（1997）の
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図一5．13　波浪および気圧の観測点
うち，日本海沿岸の松前，温海，経ヶ岬，鹿島，福江島における有義波高データと，同じ
く気象庁による地上気象観測原簿過去データ（1996a，b）および気象庁年報
（1996，1997，1998）に収録されている気象官署（155ヵ所）でのデータのうち，稚内，函
館，輪島，鳥取，浜田，厳原，福江における気圧データを用いる．これらの観測点を図一
5．13に示すが，気圧データを用いる地点については土屋らの研究を参考にして決定した．
入手したデータは，波浪観測データについては各地点での観測開始から1997年12月31
日まで，気圧データについては1989年4月1日から1997年12月31日までのものであ
る．気圧データはすべて1時間毎の観測値であるが，波浪データはある時期まで3時間毎
の観測を行っており，1時間毎の観測となった時期も地点により異なる．また波浪データ
では欠測となっている部分もある．これらのデータから，RBFNの学習データとして採用
するものを選択するが，上記の理由により使用可能なデータの期間は限られる．各波浪観
測点で，毎時観測となった以降のデータのうち，有義波高の欠測が少ない期間を抽出した
結果，表一5．5のようになった，ここでは冬期波浪を主な対象としていることから，10月
から翌年3月までの期間としている．また，有義波高データでは表一δ．5の期間にも欠測
があるが，その影響を小さくするため，連続6回以下の欠測に対しては線形補間を行い，
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それ以上の連続欠測では有義波　　　　　　　表一5．5　有義波高データの期間
高の値をゼロとする．つぎに，
表一5．5に示した期間における
気圧差データの選択を行う．気
圧差をとる地点の組合せは，土
屋らを参考にして以下の14組に
ついて考える．
　・稚内⇔函館，輪島，厳原，
　　　　　　福江
　・函館⇔輪島，厳原，福江
　・輪島⇔浜田，厳原，福江
　・鳥取⇔厳原，福江　　・浜田⇔厳原，福江
上述のように基本的に西高東低の気圧配置を考えているため，上の組合せで西側の気圧値
から東側の気圧値を引いたものを気圧差データとする．気圧差データの選択においては，
各波浪観測点における有義波高データとの相互相関係数を求めて判断基準とする．表一5．5
の期間における，気圧差データと有義波高データとの相互相関係数の最大値，およびその
ときのラグτを表一5．6（a）から（d）に示す．ここでは気圧差データに対する有義波高デ
ータの応答性が問題となるため，気圧差の変化が有義波高の変化に対して先行する場合にτ
を正としている．また，これらの表で空欄になっているところは，気圧差をとった2地点
が波浪観測点に対してはるか東側に位置している場合である．このような組合せでは，気
圧差の変化が有義波高の変化に対して先行することはあり得ないと考えて，計算を省略し
た．また，表には示していないが，福江島についての結果は以下の通りである．
　福江島⇔厳原～浜田：R＝0．73，fO（’92．10～’93．3），　R＝0．72，τ＝1（’95．10～’96．3），
　　　　　　R＝0．73，τ＝0（’96．10～’97．3）
　福江島⇔福江～浜田：R＝0．64，τ＝2（’92．10～’93．3），R＝0．64，τ＝4（’95．10～’96．3），
　　　　　　R＝0．61，τ＝3（’96ユ0～’97．3）
これらの結果から気圧差データを選択するが，その際の方針はつぎのようなものである．
すなわち，6時間後および12時間後の有義波高を予測対象（出力）とし，6時間後予測
についてはτ≧6でなるべく6に近く，かつ相関が高い気圧差データを，12時間後予測に対
してはτ≧12でなるべく12に近く，かつ相関が高い気圧差データを入力データとして選択
する．さらに，使用できるデータのうち，なるべく新しいものを予測用のデータとし，そ
れを除くデータの中で相互相関係数が大きいものを，RBFNの学習用データとする．6時
波浪観測点 データの期間
松前 重94ユ0．1～’95．3．31，95、10．1～96．3．31，
f96．10．1～’97．3．31
温海 ’91．10ユ～｜92．3．31，⑨3．10．1～’94．3．31，P96ユ0．1～’97．3．31
経ケ岬 91．10．1～92．3．31，⑨3．10．1～「94、331，e94ユ0．1～’95．3．31
鹿島 「94．10．1～95．3．31，⑨5．11．1～⑨6、3．31
福江島 ⑨2ユ0．1～’93．3．31，⑨5．10．1～‘963．31，f96．10．1～‘97．3．31
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表一5．6（a）　相互相関係数の最大値とラグ（松前）
194．10～95．3’95ユ0～’96．3 96．10～’97．3
R τ（時間） R τ（時間） R τ（時間）
函館～稚内 0．58 0 0．15 0 0．49 一1
輪島～稚内 0．77 3 0．33 1 0．73 3
厳原～稚内 0．75 5 0．42 6 0．76 5
福江～稚内 0．75 6 0．43 7 0．77 7
輪島～函館 0．65 4 0．68 4 0．67 4
厳原～函館 0．59 7 0．67 9 0．64 8
福江～函館 0．59 8 0．68 11 0．65 10
浜田～輪島 0．36 15 α54 19 0．43 18
厳原～輪島 035 16 0．53 20 0．43 20
福江～輪島 0．39 18 0．56 21 0．48 20
厳原～鳥取 0．28 17 0．48 22 0．39 21
福江～鳥取 α35 20 0．54 24 0．46 21
厳原～浜田 0．23 18 0．40 24 ◎．34 22
福江～浜田 0．34 21 0．51 27 0．45 23
表一5．6（b）　相互相関係数の最大値とラグ（温海）
⑨1ユ0～’92．3 ⑨3．10～’94．3 ’96ユ0～「97．3
R τ（時間） R τ（時間） R て（時間）
函館～稚内 0．24 一12 0．36 一8 0．22 一6
輪島～稚内 0．60 1 0．73 2 0．61 2
厳原～稚内 0．72 8 0．80 8 0．76 8
福江～稚内 0．70 10 0．79 9 0．75 9
輪島～函館 0．75 4 0．85 4 0．78 4
厳原～函館 0．79 10 0．87 10 0．85 10
福江～函館 0．77 12 0．85 11 0．84 11
浜田～輪島 0．61 17 0．75 16 0．70 15
厳原～輪島 0．65 19 0．75 17 0．71 16
福江～輪島 0．65 21 0．74 19 0．71 18
厳原～鳥取 0．60 21 0．69 19 0．66 17
福江～鳥取 0．63 24 0．68 21 0．67 20
厳原～浜田 0．58 25 0．60 21 O．57 19
福江～浜田 0．62 28 α60 24 0．62 24
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表一5．6（c）　相互相関係数の最大値とラグ（経ヶ岬）
⑨1ユ0～‘g2．3 93．10～‘94，3 ’94．10～95．3
R τ（時間） R τ（時間） R τ（時間）
函館～稚内
輪島～稚内
厳原～稚内 0．37 1 0．60 2 0．54 6
福江～稚内 0．34 2 0．58 3 0．53 8
輪島～函館
厳原～函館 0．56 4 0．72 5 0．64 8
福江～函館 0．52 6 0．69 6 0．62 9
浜田～輪島 0．51 10 0．66 9 0．60 11
厳原～輪島 0．59 11 0．68 11 0．64 13
福江～輪島 0．53 12 0．63 13 0．60 16
厳原～鳥取 α63 12 0．65 12 0．61 14
福江～鳥取 0．54 15 0．58 15 0．57 17
厳原～浜田 0．63 14 0．57 15 0．55 17
福江～浜田 0．49 21 0．49 19 0．51 21
表一5．6（d）　相互相関係数の最大値とラグ（鹿島）
94．10～‘95．3 195．11～’96．3
R τ（時間） R τ（時間）
函館～稚内
輪島～稚内
厳原～稚内 0．53 一2 0．34 一6
福江～稚内 0．53 0 0．35 一6
輪島～函館
厳原～函館 0．62 0 0．80 一2
福江～函館 α61 2 0．79 一1
浜田～輪島 0．64 3 0．80 2
厳原～輪島 0．67 5 0．83 4
福江～輪島 0．65 8 0．81 5
厳原～鳥取 0．64 7 0．80 5
福江～鳥取 0．63 11 0．78 7
厳原～浜田 0．58 10 0．71 7
福江～浜田 0．59 14 0．70 10
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間後予測に対する予測用データの期間と学習用データの期間および内容を表一5．7（a）に，
12時間後予測に対するデータの期間および内容を表一5．7（b）に示す．ただし，最も西側
の波浪観測点である福江島については，すべてのケースでτ＜6であるため，学習および予
測を行うことはできない．また鹿島についても，τ≧12となる組み合わせが1つしかない
ため，12時間後予測は不可能であると判断する．表一5．7の期間のうち，データの欠測な
ども考慮してさらに予測対象期間と学習データを作成するための期間を以下のように設定
する。
①松前：予測対象；’97．1，学習データ；’96．1　②温海：予測対象；’97．1，学習データ；’94、2
③経ヶ岬：予測対象；’95．1，学習データ；’94．2　④鹿島：予測対象；’96．1，学習データ；’95．1
学習データは，表一5．7に示した気圧差のある時刻における値を入力データとし，その時
刻から6（12）時間後の（対象地点における）有義波高を出力データとして構成される．
基準となる時刻を1時間ずつずらしていき学習データ組を作成するが，ここではデータ組
表一5．7（a）　6時間後予測に対する予測用および学習用データ
波浪観測点 予測用データの期間 学習用データの期間と内容
松前 ⑨6．10～197．3
’95．10～’96．3；福江～稚内，福江～函館，
ｵ原～函館　の気圧差
温海 ’96．10～‘97．393．10～’94．3；福江～稚内，福江～函館，ｵ原～稚内，厳原～函館　の気圧差
経ケ岬 194．10～‘95．3’93．10～’94．3；福江～函館，厳原～輪島，l田～輪島　の気圧差
鹿島 ’95．10～96．394．10～‘95。3；福江～輪島，福江～鳥取，ｵ原～鳥取，厳原～浜田　の気圧差
表一5．7（b）　12時問後予測に対する予測用および学習用データ
波浪観測点 予測用データの期間 学習用データの期間と内容
松前 ’96．10～†97．3‘95．10～’96．3；福江～輪島，厳原～輪島，l田～輪島　の気圧差
温海 ‘96．10～97．3
｜93．10～‘94．3；福江～輪島，厳原～輪島，
ｵ原～鳥取，浜田～輪島　の気圧差
経ケ岬 ’94．10～95．3g3．10～’g4．3；福江～輪島，福江～鳥取，ｵ原～鳥取　の気圧差
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図一5．14　予測結果（6時間後予測）
数を500とし，このデータを用いてRBFNの学習を行う．また，学習過程においては5．2．1
に述べたように中間層ユニット数を自動的に増やしていくが，最適なユニット数は前項（a）
に示したAICが最小となる場合を選択する．学習により得られるRBFNを用いて予測を
行うには，そのための入力データが必要であり，これには学習で用いたのと同じ地点間の
予測対象期間における気圧差データを用いる．これをRBFNに入力して得られる出力値を，
6時間後および12時間後の有義波高予測値とする、
（c）学習および予測の結果
　（b）で述べたデータを用いて
学習および予測を行った．まず，
表一5．7に示したすべての気圧差
データ（各予測対象地点に対して
3つないし4つのデータ）を入力
とした場合，どのケースでも学習
によるRBFNの構築は可能であ
った．AICを用いて決定した
RBFNによる予測結果の一例を
図一5．14（a），（b）に，予測結果
から式（4．37）で求められる的中
率を表一5．8に示す．図一5．14の
実線は観測値，点線は予測値であ
る．これらからわかるように，松
表一5．8予測精度（その1）
6時間後予測 12時間後予測
波浪観測点 中間層ユjット数
的中率
i％）
中間層ユ
jット数
的中率
i％）
松前 9 44．6 5 32．3
温海 10 33．2 6 359
経ケ岬 7 62．8 9 60．4
鹿島 4 6LO
表一5．9　予測精度（その2）
6時間後予測 12時間後予測
波浪観測点 中間層ユjット数
的中率
i％）
中間層ユ
jット数
的中率
i％）
松前 7 59．1 6 34．9
温海 6 66．8 4 43．0
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前と温海で予測精度がよくない．そこでこの2地点については，入力データ数を変えて（た
とえば1つ減らして2つまたは3つの気圧差データを用いて）同様の検討を行った、さら
に松前では，入力データとして気圧差だけでなく，松前の有義波高（気圧差と同時刻の値）
を加えたケースも試みた．その結果，松前の6時間後予測については，福江～函館・厳原
～函館の気圧差と有義波高としたケース，12時間後予測では厳原～輪島・浜田～輪島の気
圧差としたケースで的中率が最もよくなった．また，温海の6時間後予測では，福江～函
館・厳原～函館の気圧差とした場合，12時間後予測では厳原～鳥取・浜田～輪島の気圧差
とした場合となった．表一5．9にこれらのケースの的中率を，図一5．15，5．16に学習およ
び予測結果を示すが，12時間後予測の的中率はあまり改善されていない．また，図一5．17，
5．18は，それぞれ経ヶ岬と鹿島の学習および予測結果（表一5．8のケース）である．いず
れの図においても，実線が観測値，点線がRBFNの出力値である．6時間後予測での学習
結果は，どのケースでも観測値の変動をよく捕らえているが，12時間後予測での学習結果
はそれに比べ誤差が大きくなる．12時間後予測に対する結果で誤差が大きくなる原因とし
ては，採用した気圧差データと有義波高データとの相関が，6時間後予測のデータに比べ
低くなっていることが挙げられる．また，ラグが12時間よりもかなり大きくなっている
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図一5．15　学習および予測の結果（松前）
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　　　　　　　　　　図一5ユ6　学習および予測の結果（温海）
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　　　　　　　　　図一5．17　学習および予測の結果（経ヶ岬）
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（d）予測結果（12時間後予測，’95．1）
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図一5ユ8　学習および予測の結果（鹿島）
場合があることも影響していると考えられる．予測結果については，温海の6時間後予測
で観測値に比較的よく合った結果が得られており，高波浪の立ち上がりでの遅れも小さい．
その他のケースでは観測値と合わない大きな変動が見られる．松前では6時間後予測の入
力として有義波高データが含まれているため，その影響で立ち上がり遅れが生じている．
12時間後予測については，松前と温海で6時間後予測と比較して誤差が大幅に増加してい
る．この原因としては，上に述べた学習誤差の増加，予測用データにおける気圧差と有義
波高との相関の低下およびラグの増加が考えられる．また温海については，経ヶ岬よりも
相関の高いデータを採用しているにも関わらず，予測的中率が低くなっている．ただし，
この原因については明らかにできていない．
5、3　一般的な階層型ニューラルネットワークによる波浪予測
　5．3．1　階層型ニューラルネットワークと誤差逆伝播法
　5．2では，ラジアル基底関数ネットワ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　y一ク（RBFN）を用いて自己回帰モデル
および重回帰モデルを作成し，有義波
高予測への適用性について検討した．
本節では，比較の意味も含めて，一般
的によく用いられている階層型ニュー
ラルネットワークと誤差逆伝播法（た
とえば，中野，1989）による予測モデ
ルを作成し，有義波高の予測を試みる．
図」5．19に本節で用いるネットワーク
の基本構造を示す．前節で使用したRB
?
Vik
出力層
中間層
入力層
図一5．19　ネットワークの基本構造
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FN（図一5．12参照）も階層型ニューラルネットワークの一種であるから構造的には同じ
であるが，各経路の係数の設定と中間層および出力層のユニットに組み込まれている関数
が異なる．このネットワークモデルでは，その出力値アはつぎのように与えられる．
　　　　　　　　　　　　　ノリ　　　y一ア（5）　　　・ 5＝Σ　レレた・H斥一γ　　・
　　　　　　　　　　　　　　ノネ　　　H、一∫（σ∂　・　σ・一Σv・西一θ・　　　　　　　　　　　　　　（5・34）
　　　　　　　　　　　　　　z＝1
ここに，S：出力層ユニットへの入力，　Wk：中間層第kユニットから出力層への経路の重
み係数，Hk：中間層第kユニットからの出力，　Y：出力層ユニットに対する閾値，　Uk：中
間層第kユニットへの入力，v、k：入力層第iユニットから中間層第kユニットへの経路の
重み係数，X、：i番目の入力データ，θk：中間層第kユニットに対する閾値である．また，
中間層および出力層からの出力値を与える関数fとして，次式で与えられるシグモイド関
数を用いる．
　　　　　　　1ア（x）＝
　　　1一トexp（－22r／μo）
（5．35）
図一520にシグモイド関数を示すが，この図はUo＝2．0の場合である．　Uoが大きくなるに
つれ傾きが急になる．つぎに，N個の入出力データ組（学習データ）に対する評価関数Et
は次式のようになる．
2）???
??
?y
（????
＝
??E???
?＝?
ここに，ゾ：p組目の学習データにお
ける出力データ，アρ：p組目の入力デ
ータに対するネットワークの出力値で
あり，Epは1個の学習データに対する
2乗誤差を表す．この評価関数を小さ
くするようにパラメータWk，　Y，　V、kお
よびθkを調整していく過程が学習であ
り，RBFNの場合と同様に最急降下法
を用いる．評価関数EtのWk，　Y，　Vik，
θkに関する勾配は以下のように与えら
れる．
　1．0
　0．8
☆α6
ごα4
　0．2
　0．0
（5．36）
一4　　　－2　　　0
　　　　　X
2
図一5．20　シグモイド関数
4
U3
　　　隠隠アヅ）戸（1一アρ）1了『　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．37）
　　　等一言》（；ρ一yρ）戸（劫　　　　　（538）
　　　隠一（÷）28（アーyρ）一曜（一　　（一）
　　　篭一｛÷）2Σ（靭臓）頑1（瑚　　（54・）
ここに，H～：p組目の学習データに対する中間層第kユニットからの出力，ぱ：p組目
の学習データにおけるi番自の入力データである．これらの勾配を用いて，学習における
各パラメータの調整量は次式のようになる．
　　　δ口．α旦，δγ。．α旦，δ。、、．．α旦，δθ、一一α旦　　（5．4・）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　∂θκ　　　　　　　　 ∂γξ★∂wた ∂γ
ここに，αは学習係数で，固定値ではなく学習の繰り返しごとに1次元探索法により決定
される．1次元探i索法としては，RBFNと同様に黄金分割法を用いる．この学習の過程に
おいては中間層ユニット数は固定で，設定した回数だけ式（5、41）で表される調整を繰り
返す．このような学習法は誤差逆伝
播法とよばれ，ここに示したのはそ
　　　　　　　　　　　　　　　　　　　　工0のうちの一括修正法である．このネ
　　　　　　　　　　　　　　　　　　　　0．8ットワークモデルによる関数同定
　　　　　　　　　　　　　　　　　　　bO・6の基本性能を見るために，式（5．16）　　　・
　　　　　　　　　　　　　　　　　　　らα4と同様な非線形関数の同定を行う．
　　　　　　　　　　　　　　　　　　　　0．2ただし，本節のネットワークではユ
　　　　　　　　　　　　　　　　　　　　0．0ニットからの出力を決定する関数
　　　　　　　　　　　　　　　　　　　　　　　一3　　　　－2　　　　－1　　　　0　　　　　1　　　　2　　　　3としてシグモイド関数を用いてい　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　X
ることから，出力値は［0，1］に限定
される．したがって，値域が［0，1］　　　　　　図一5．21簡単な非線形関数の同定
となるような次式の関数を用いる．
　　　y。上｛・．33，xp（0廓）、i。（4。）．・｝，．π．。≦π　　　　　（5．42）
　　　　　2
学習データは，入力xを［一π，司の一様乱数で与え，それに対する出力yを式（5．42）で
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求めて1組のデータとする．学習データ数を200とし，関数の同定を行った結果を図一5．21
に示す．実線が式（5．42）の関数を表し，＋が学習終了後のネットワークの出力値である．
図は中間層ユニット数7，学習回数5000の場合で，中間層ユニット数を5～10と変えた
うち学習誤差が最小のものである，因みに中間層ユニット数7で学習回数10000とした場
合も，誤差は若干減少するが学習結果はこの図とほとんど同じである．ネットワークの出
力は関数の形を大まかには捕らえているが，x〈－1とx＞2．5の部分で誤差を生じている．
また，RBFNの結果に比べて，学習回数は20倍以上であるが関数同定の精度は逆に低く
なっている．
5．3．2　重回帰モデルによる予測
　5．3．1に述べたニューラルネットワークを用いて重回帰モデルを作成し，有義波高予測へ
の適用性を検討する．学習用および予測用データとしては表一5．7（a），（b）に示したもの
とし，予測対象期間と学習データを作成するための期間も5．2．3に述べたのと同様とする．
予測対象期間と学習データを作成するための期間については以下に再掲する．
　　　　　　　　　　　　　　　　　　　　　　①松前：予測対象；’97．1，学習デー
　　　　　　　　　　　　　　　　　　　　　　タ；’96．1　②温海：予測対象；’97．1，　2．5
　ZO　　　　　　　　　　　　　　　　　　学習データ；’94．2　③経ケ岬：予測対
幕L5　　　　　　　　　　　　　　　　　　象；・95．1，学習データ；・94．2　④鹿島：
瓢1．0
　α5　　　　　　　　　　　　　　　　　　予測対象；’96．1，学習データ；’95．1
　α0
246810文103　　　学習回数
　　（a）学習誤差
??＝?＝?＝???
　一1800
0－2000
　＜．2200
　－2400
2 4　　6　　8　10》d♂
　学習回数
（b）AIC
　80
蕊75
藷・・
密65
　60 246810x103
　　　学習回数
　（c）予測的中率
図一5．22　中間層ユニット数と学習回数の影響
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ただし，学習データは1ヶ月分のデータを使用して作成するため，1月においてはデータ
組数が744，2月においては672となる．っぎに，学習回数と中間層ユニット数の設定で
あるが，本節のネットワークモデルではどちらも試行錯誤的に決めるしかない．そのため，
学習データにおいて気圧差データと有義波高データの相関が最も高い温海を例に，学習回
数および中間層ユニット数と予測精度について検討した．温海の6時間後予測（入力デー
タ数4）において，中間層ユニット数を4，8，12の3通り，学習回数を1000，3000，
5000，7000，10000の5通りとし，学習および予測を行った．ただし，ここで用いるネッ
トワークモデルでは，出力値が［0，1］に限定されるため，学習データの出力データがこの
範囲に収まるようにその最大値より大きい整数値（11）で正規化している．また，入力デ
ータには明確な制限はないが，気圧差の変動が大きいため，［－1，1］となるようにその最
大値より大きい整数値（12）で正規化する．予測の際には，学習時と同じ整数値（12）で
気圧差を除して入力とし，得られた出力値に1、を乗じて予測値とする．図一5．22（a）か
ら（c）に学習誤差，AIC，予測的中率の結果を示す．予測的中率は式（4．37）で求められ
た値である．学習誤差とAICはどのケースでも学習回数が増えるにつれ減少している．予
測的中率はどのケースでも学習回数3000のときが最も高くなっている．学習回数がある
　1．0
　α8?
二α6?
ピ04
）0．2
　0．0
　　　0　　　100　　200　　300　　400　　500　　600　　700
　　　　　　　　　t（hrs）
　（a）学習結果（6時間後予測，’96．1）
　6?
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～2
0
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　　　　　　　t（hτs）
（b）予測結果（6時間後予測，’97．1）
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共06?
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）α2
　0．0
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　　　　　　　t（h岱）
（c）学習結果（12時間後予測，’96．1）
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ゴ2
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（d）予測結果（12時間後予測，’97．1）
図一5．23　学習および予測の結果（松前）
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ピ04　　　　　　　　　　　　　　　　ゴα4
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　　（b）予測結果（6時間後予測，’97．1）　　　　（d）予測結果（12時間後予測，’97．1）
　　　　　　　　　　　図一5．24　学習および予測の結果（温海）
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図一5。26　学習および予測の結果（鹿島）
程度以上になると予測精度が低下するのは，一般に過学習とよばれている現象である．こ
の結果より，ここでは学習回数を3000とする．また，学習誤差がmによってあまり差が
ないため，AICはほぼmの値によって決まる．これによれば最適なmの値は4となるが，
予測の的中率がどのケースでも大差ないこと，中間層ユニット数を入力層ユニット数（n）
の2倍としてよい結果を得ている研究（間瀬ら，1994）もあることから，ここではm＝2n
とする．図一5．23から5．26に松前，温海，経ヶ岬および鹿島の学習ならびに予測の結果
を示す．図中の実線は観測値，点線はニューラルネットワークの出力値であり，学習結果
は正規化した有義波高を示している．6時間後予測での学習結果は，どのケースでも観測
値の変動をよく捕らえており，12時間後予測での学習結果もRBFN（図一5．15から5．18）
に比べて，観測値と合わない大
きな変動が減少している．予測　　　　　　　表一5．10　予測的中率（その1）
結果についても同様のことが
いえる．表一5．10には予測的中
率を示すが，表一5．8と比較す
ると，RBFNよりも予測精度が
概ね高いことがわかる．また，
RBFNでは松前と温海におい
て，入力データの組合せを変え
　　　　　　　　　　　　　　　　　　　　　　表一5．11　予測的中率（その2）て表一5．9のような結果を得て
いるが，同じ入力データをここ
でのネットワークモデルに用
いた場合の結果を表一5．11に
示す．松前の6時間後予測に対
6時間後予測 12時間後予測
波浪観測点 中間層ユjツト数
的中率
i％）
中間層ユ
jット数
的中率
i％）
松前 6 59．5 6 34．9
温海 8 71．9 8 43．0
経ケ岬 6 65．5 6 54．8
鹿島 8 72．4
6時間後予測 12時間後予測
波浪観測点 中間層ユjット数
的中率
i％）
中間層ユ
jット数
的中率
i％）
松前 6 70．4 4 37．0
温海 4 68．7 4 46．6
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表一5．12　予測対象と学習用データの組合せ
波浪観測点 予測対象 学習用データ（気圧差）
’96．10，6時間後‘95．10；福江～稚内，福江～函館，厳原～函館
197．3，　　〃 196．　3　；　　　　　　　　　　　　　　ノノ松前 96．10，12時間後’95．10；福江～輪島，厳原～輪島，浜田～輪島
’97．3，　〃 ，96．3；　　　　　　　　　”
‘96．10，6時間後95。10；福江～稚内，福江～函館，厳原～稚内，厳原～函館
温海 97．3，　　〃
96．　3　；　　　　　　　　　　　　　　　　　　　　”
‘96．10，12時間後’95．10；福江～輪島，厳原～輪島，厳原～鳥取，浜田～輪島
197．3，　〃 「96．　3；　　　　　　　　　　　　　　　　　　”
⑨4．10，6時間後93．10；福江～函館，厳原～輪島，浜田～輪島
⑨5．3，　　〃 ’94．　3；　　　　　　　　　　　　　　　”
94．10，12時間後’93．10；福江～輪島，福江～鳥取，厳原～鳥取
’95．3，　〃 ’94．　3；　　　　　　　　　　　　　　　”
鹿島 ’95．11，6時間後94．11；福江～輪島，福江～鳥取，厳原～鳥取，厳原～浜田
’96．3，　　〃 ‘95．　3；　　　　　　　　　　　　　　　　　　”
表一5．13　予測的中率（10月および3月）
6時間後予測 12時間後予測
波浪観測点 予測対象 中間層ユ
jツト数
的中率
i％）
中間層ユ
jット数
的中率
i％）
96ユ0 6 64．7 6 50．1松前
⑨7．3 6 58．7 6 37．3
f96ユ0 8 49．3 8 34．4温海
！97．3 8 50．8 8 29．5
‘94ユ0 6 50．3 6 52．6経ケ岬
⑨5．3 6 43．2 6 52．7
鹿島 ‘95ユ1
8 61．8
「96．3 8 67．6
する的中率が高くなっているが，その他のケースでは表一5．9および5．10の結果と大きな
差はない．このことより，ここで用いたネットワークモデルはRBFNほど入力データに鋭
敏ではないといえる．このモデルにより，さらに10月（データの都合上，鹿島のみ11月）
と3月の予測を試みた．予測対象と学習用データの組合せを表一5ユ2に，予測の結果とし
て的中率を表一5ユ3に示す．学習結果はここに示していないが，1月（あるいは2月）の
場合に比べ全体的に誤差が大きくなっている．また，表一5．13より1月の予測結果（表一
5．10）と比較して的中率が低下しているケースの多いことがわかる．この原因としては，
気圧差と有義波高の相関が1月（または2月）よりも低くなっていることが挙げられる．
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ただし，松前の’96年10月や鹿島のように，表一5．10よりも的中率が高くなっていたり，
あまり変わらないケースもあることから，データの組合せによって改善される可能性があ
る．
5．4　結語
　本章では，ニューラルネットワークを用いた波浪予測について検討を行った．ネットワ
ークモデルとして，ラジアル基底関数ネットワーク（RBFN）と一般的な階層型ネットワ
ークを用い，RBFNでは自己回帰および重回帰モデルを，階層型ネットワークでは重回帰
モデルを作成して，有義波高の予測を行った．本章で得られた結果を要約すると以下のよ
うである．
1）RBFNによる有義波高に関する自己回帰予測モデルは作成可能であるが，学習結果お
　　よび予測結果は観測値に対して時間的な遅れを生じる．また，入力としての有義波高
　　データに含まれる周期変動成分は，予測モデルに影響を及ぼさない．
2）日本国内の東西方向の気圧差を入力データに用い，日本海沿岸における冬期波浪を対
　　象として，RBFNによる重回帰予測モデルを作成した．学習結果は観測値の変動をよ
　　く捕らえており，予測結果も6時間後予測の場合に比較的よい結果が得られているケ
　　ースがある．また，自己回帰モデルで見られた時間的な遅れ，特に高波浪の立ち上が
　　りの遅れは，ほぼ解消されている．12時間後予測では，気圧差と有義波高の相関の低
　　下，および両者間のラグの増加により予測精度が下がる．ただし，この場合でも高波
　　浪の立ち上がり遅れはあまり見られない．
3）2）と同じデータに対して，一般的な階層型ニューラルネットワークにより重回帰予
　　測モデルを作成した．学習結果，予測結果ともRBFNに比べ概ね改善されており，6
　　時間後予測については，ほぼ実用的な予測精度が得られている．また，RBFNと比較
　　して入力データに対する鋭敏さが低いことも示された．さらに，この予測モデルによ
　　り10月（鹿島のみ11月）および3月の予測も行ったが，冬期よりも予測精度が下が
　　るケースが多かった．この原因は，気圧差と有義波高の相関の低下にあると考えられ
　　るが，学習用データの組合せによって改善される可能性がある．
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第6章　結論
　本研究では，海洋波（不規則波）の波高の確率特性ならびに，簡便な波浪予測モデルの
開発とその適用性について検討を行った．前者においては，広帯域スペクトルの場合も含
めて，ゼロクロス法で定義した波高の確率分布を導出し，さらに高波浪が継続する期間で
の波高の出現特性および確率分布の推定を行った．後者においては，ファジィ，カオス，
ニューラルネットワークのsoft　cOmputingと総称される手法を用いて予測モデルを構築
し，それらの有義波高予測への適用を試みた．ここでは，本研究で得られた結果を要約し，
また残された課題について述べて結びとする．
　第1章では，本研究の背景となるこれまでの研究の流れについて概説するとともに，そ
れらの問題点を整理した．これを受ける形で本研究の目的を挙げ，本論文の構成を記した．
　第2章では，不規則波をゼロクロス法で解析した場合の波高の確率分布について検討を
行った．まず，波高の確率分布を論じる際に用いられてきた包絡線理論の問題点を指摘し，
擬i似包絡線を導入することでこれを修正して波高の確率分布を導いた．つぎに，ゼロクロ
ス波の波高の定義をより厳密に満たすように，波高の定義に関する諸量の確率特性を検討
した上で，それらに基づいて波高の確率分布を導いた．第2章で得られた主要な結果は以
下のようである．
1）スプライン関数による擬i似包絡線の確率特性は，スペクトルを狭帯域化した場合の
　　Riceの包絡線とほぼ等価であることがわかった．また，スペクトルを狭帯域化する基
　　準を定式化した．
2）1）の基準により狭帯域化したスペクトルを用い，波高と周期の相関を考慮した波高
　　の確率分布を導いた．得られた分布はスペクトルの帯域幅に関係なくRayleigh分布
　　に近い形状となった．
3）ゼロクロス波の波高の定義を再検討し，それを構成する各要素の確率分布がWeibull
　　分布で近似できることを示した．この結果と1）の狭帯域化基準を用いて波高の確率
　　分布を導いた．得られた分布はスペクトルの帯域幅に関係なくRayleigh分布に近い
　　形状となり，広帯域スペクトルの場合に波高の大きな波の出現確率がRayleigh分布
　　を上回った．
　第3章では高波浪時の波高の出現特性について検討を行った．ここでは日本海において
観測された高波浪時の水位変動の連続データを入手し，その解析を行った．さらに，あま
り多くはない連続観測データを補うことを目的に，有義波諸元と水位変動のスペクトルに
基づいて水位変動の数値シミュレーションを行い，そのデータを用いて波高の出現特性を
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推定することの可能性についても検討した．また，通常の波浪観測で得られた高波浪時の
有義波諸元を用いてシミュレーションを行い，その期間における波高の出現特性の推定を
行った．第3章で得られた主要な結果を以下に示す．
1）連続観測データのスペクトルに対しては，形状パラメータr2．0のJONSWAPスペ
　　クトルがよく適合した．
2）有義波高に対して基準値を設定し，その値を超える期間について連続観測データから
　　波高の相対度数分布を求めた．この相対度数分布にWeibull分布を当てはめたところ，
　　すべてのケースで形状母数が2．0以上となった．
3）スプライン補間により求めた有義波諸元とJONSWAPスペクトルを用いて水位変動の
　　数値シミュレーションを行い，そのデータから得られる波高の出現特性が連続観測デ
　　ータの特性をほぼ再現し得ることを確認した。また，シミュレーションデータから求
　　めた波高の相対度数分布に当てはめたWeibu11分布は，連続観測データ，シミュレー
　　ションデータともによく適合した．Rayleigh分布はすべてのケースで，波高の大きな
　　領域に対して過大な出現確率を与える結果となった．
4）日本海沿岸の波浪観測点における高波浪時の有義波諸元により数値シミュレーション
　　を行い，波高の相対度数分布に対してWeibu11分布がよく適合することを確認した．
　　ただし，波高の大きな領域でWeibu11分布とRayleigh分布による出現確率を上回る
　　波が存在するケースがあった．
　第4章では，より簡便な波浪予測モデルの開発を目的に，カオス理論に基づく時系列予
測法の有義波高予測への適用について検討を行った．この方法を用いるには，時系列デー
タのカオス性を検証する必要があるため，これまでに提案されている主だった検証法によ
り有義波高データの解析を行った．また，時系列予測法として局所ファジィ再構成法に着
目し，その適用性を検討した．第4章で得られた主要な結果は以下のようである．
1）日本沿岸の波浪観測点における有義波高データのカオス性について，相関積分，リア
　　プノブ指数，時間発展方向の分散を求めて検討した．相関積分の結果は，一部でカオ
　　スである可能性を示すものの，全体的には明確でなかった．リアプノフ指数による結
　　果は，いずれのデータもカオスである可能性を示した．時間発展方向の分散は，日本
　　海側のデータで肯定的な結果であるが，その他の観測点のデータでは否定的な結果と
　　なった．
2）カオス的挙動を示す主要因である非線形性の有無を，サロゲートデータ法により有義
　　波高データについて検討した．その結果は，大半のケースで帰無仮説が棄却され，有
　　義波高データの非線形性を示唆するものであった．ただし，喜屋武岬のデータでは，
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　　時間発展方向の分散に対する全ケースの1／4で帰無仮説が棄却されなかった．
3）局所ファジィ再構成法による有義波高予測の結果は，各地点とも高波浪の立ち上がり
　　の遅れを示すものであった．太平洋側の3地点（尻羽岬，石廊崎，佐多岬）では予測
　　対象とした期間が同じであったが，予測の的中率は大きく異なる場合がある．日本海
　　側では冬期波浪の的中率が低い値となった．
　第5章では，ニューラルネットワークを用いた波浪予測について検討を行った．ネット
ワークモデルとして，ラジアル基底関数ネットワーク（RBFN）と一般的な階層型ニュー
ラルネットワークを用い，RBFNでは自己回帰および重回帰モデルを，階層型ニューラル
ネットワークでは重回帰モデルを作成して，有義波高の予測を行った．第5章で得られた
主な結果を以下に示す．
1）RBFNによる有義波高に関する自己回帰モデルは作成可能であるが，学習結果および
　　予測結果は観測値に対して時間的な遅れを生じた．また，入力としての有義波高デー
　　タに含まれる周期変動成分は，予測モデルに影響を及ぼさないことがわかった．
2）日本国内の東西方向の気圧差を入力データに用い，日本海沿岸における冬期波浪を対
　　象として，RBFNによる予測モデルを作成した．学習結果は観測値の変動をよく捕ら
　　えており，予測結果も6時間後予測の場合に比較的よい結果が得られているケースが
　　あった．また，自己回帰モデルで見られた時間的な遅れ，特に高波浪の立ち上がりの
　　遅れは，ほぼ解消された．12時間後予測では，気圧差と有義波高の相関の低下，およ
　　び両者間のラグの増加により予測精度は下がるが，高波浪の立ち上がり遅れはあまり
　　見られなかった．
3）2）と同じデータに対して，一般的な階層型ニューラルネットワークにより予測モデ
　　ルを作成した．学習結果，予測結果ともRBFNに比べ概ね改善されており，6時間後
　　予測についてはほぼ実用的な予測精度が得られた．また，RBFNと比較して入力デー
　　タに対する鋭敏さが低いことも示された．さらに，この予測モデルにより10月（鹿
　　島のみ11月）および3月の予測も行ったが，気圧差と有義波高の相関の低下により
　　冬期よりも予測精度が下がるケースが多い結果となった．
　最後に，残された課題について述べる．第2章では，広帯域スペクトルの場合でも
Rayleigh分布に近い形状の波高の確率分布が得られたが，細部の適合性については改善す
べき点がある．たとえば観測，実験および数値シミュレーションデータによる波高の相対
度数分布は，そのピークがRayleigh分布に比べて若干波高の大きい方にシフトする傾向
があるが，第2章で得られた分布ではその傾向を表せていない．第3章では，入手できた
連続観測データが日本海側のみであったことから，太平洋側にっいては検討が行われてい
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ない．現在行われている通常の波浪観測の生データ公開も含めて，連続観測データの収集
および公開を望みたい．第4章では，現在体系が整いつつある，カオス理論に基づく手法
を用いたが，元来の対象は低次元カオスであり適用限界は明確にされていない．この意味
で，高次元カオスも含めて取り扱える手法の開発を待たなければならない．第5章では，
日本海沿岸の冬期波浪を主対象に予測を行ったが，他の季節（夏期）および太平洋沿岸に
おける予測が残されている．ただし，その場合には入力データについて改めて検討する必
要がある．また，気圧データだけでなく，たとえば低気圧や台風の移動パターンなど，従
来の統計的手法では扱われていなかったデータを入力とすることも考えられる．
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　運輸省船舶技術研究所星野邦弘氏ならびに（財）電力中央研究所森信人博士は，貴重
な波浪の連続観測データをご提供くださいました．また，徳島大学工学部野田稔助手に
は，気象庁年報などのCD－ROMからのデータ読み取りに関して，関西地区海岸水理基礎
研究会の先生方には研究内容に対して，それぞれご助言をいただきました．皆様にお礼申
し上げます．
　最後に，本論文の作成にご助力いただいた海洋開発工学研究室の諸氏に謝意を表します．
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