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Abstract
We focus on the construction of Mach-uniform algorithms. The basic idea is to remove the severe time step restrictions for low
speed ﬂows, by treating the acoustic terms implicitly. The way to solve the obtained semi-implicit system can be chosen. Three
different solution techniques are presented, varying between a fully coupled algorithm and a fully segregated pressure correction
algorithm. We show that the number of time steps to reach steady state is comparable for the fully coupled as well as the fully
segregated method. Therefore, the more segregation is introduced, the more efﬁcient the calculation can be done.
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1. Introduction
Historically, algorithms for CFD have been grouped into two classes: high speed density based methods and low
speed pressure based methods. The former treat the set of ﬂow equations in a coupled way, while the latter apply a
segregated solution technique. Both types of algorithms have been adapted tomake themMach-uniform, i.e., applicable
for all speed ﬂows (see for example the references in [3]). In this paper, we present the idea that only a classiﬁcation
with regard to the solution technique (coupled versus segregated) is valuable: three different types of algorithms are
constructed, each of them based on the same principle to reach Mach-uniformity, but applying a different solution
technique.
2. Identiﬁcation of the terms to be treated implicitly
Mach-uniform efﬁciency implies a good convergence rate for any level of the Mach number. At low Mach numbers,
a time step restriction associated with the acoustic wave speed causes a breakdown of convergence. This time step
restriction can be removed by treating the acoustic terms implicitly. In [3] we explain in detail how the latter terms can
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be identiﬁed in the conservative set of Euler equations,
t + ∇.(w¯) = 0, (1)
(w¯)t + ∇.(w¯w¯) = −∇p, (2)
(E)t + ∇.(Hw¯) = 0, (3)
with Hw¯ = (e + p)w¯ + (w¯.w¯)w¯/2.  is the density, w¯ the velocity vector, p the pressure, E the total energy, H
the total enthalpy, e the internal energy, and t the time. The underlined terms represent the acoustic terms. In the mass
ﬂux and the static enthalpy ﬂux, only the velocity w¯ has to be treated implicitly, since only this variable appears under
a derivative in the acoustic term [3].
3. Governing equations and discretization
The Euler equations are discretized with a ﬁnite volume method,
((m+1)i − [m]i )i +
∑
(w ds)f = 0, (4)
((u)(m+1)i − (u)[m]i )i +
∑
(uw ds)f +
∑
pf dyf = 0, similar for v, (5)
((E)(m+1)i − (E)[m]i )i +
∑
(Hw ds)f = 0. (6)
The summation runs over all faces f of the control volume around node i. dsf is the length of the face f , wf the
projection of the velocity vector u1¯x + v1¯y on the outward normal, and  the cell volume divided by the time step. A
multistage time stepping with k stages is used,
Q[0] = Qn
...
Q[m+1] = Q[0] + m+1(Q(m+1) − Q[m])
...
Qn+1 = Q[k]
with Q the state vector and n the time level.  is a scaling parameter that allows to optimize the convergence rate.
In each stage m, the value Q(m+1) is determined by solving the system (4–6). The time step in the latter system is
calculated from a chosen convective CFL number cﬂ.
In the convective ﬂuxes, the transported quantities u, v,H are upwinded using a higher order method. Like in [4], we
use for the mass ﬂux and the pressure at a face a blending of the high speed AUSM + ﬂux [2] and a low-speed central
ﬂux, (w)f = (1 − f )(w)AUSM+f + f (w)Cf + f pdiss, pf = (1 − f )pAUSM+f + f pCf . A pressure dissipation
term pdiss is added to the mass ﬂux to prevent pressure–velocity decoupling at low Mach numbers. f is a blending
function which varies between 1 for |Mf |< 0.3 and 0 for |Mf |> 0.5, with Mf the Mach number at the face f .
The discretized equations (4–6) are written in a semi-implicit way: the low speed part of the acoustic terms is treated
implicitly, while the convective terms and the high speed parts are treated explicitly. Thus, according to the analysis of
paragraph two, the central part of the velocity terms wf in (4) and (6), and the central part of the pressure terms pf in
(5) are written at (m+ 1). On the other hand, the convective ﬂux in (5) and theAUSM-parts of wf and pf are written
at [m].
4. Three different solution techniques
The way in which this semi-implicit system is solved for the updated values (m + 1) can now be chosen: three
different solution techniques are considered, varying between a fully coupled and a fully segregated approach.
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4.1. Fully coupled method
The semi-implicit system (4–6) can be written as [A][Q] = [B], where [A] consists of (N × N) blocks of size
(4 × 4) (in two-dimensional ﬂow), with N the number of nodes. This (4N × 4N)-system is solved in a coupled way,
in each step of the multistage time stepping.
4.2. Coupled pressure and temperature correction algorithm
The coupled pressure and temperature algorithm, which ﬁnds its place in between the fully coupled and the fully
segregated approach, has been presented in [3].A convective predictor step is followed by an acoustic/diffusive corrector
step.
Predictor values for density and momentum are determined from the continuity and momentum equation, where
old values for the pressure are used. The convective terms are treated explicitly. Next, corrections for the pressure p′
and the temperature T ′ are determined, by solving a system of (2N × 2N) correction equations. The latter are derived
from the continuity and energy equation. From this, the pressure and temperature can be updated, while the momentum
equation is used to update the velocity. We refer to [3] for a detailed explanation. Note that each stage of (7) consists
of a predictor–corrector procedure, so that a (2N × 2N) system has to be solved in each stage of the multistage time
stepping.
4.3. Fully segregated method: pressure-correction algorithm
As explained in [3], for a perfect gas ﬂow without heat transfer, a further segregation in the solution procedure is
possible. Indeed, the two (p′, T ′)-correction equations decouple, and the energy equation becomes a pure pressure-
correction equation (without temperature corrections). Therefore, a fully segregated algorithm can be deﬁned, where
after the predictor step, pressure corrections are determined from the energy equation. In this fully segregated solution
technique, the dimension of the system to be solved in each multistage step is (N × N) only.
5. Results: convergence of the three different solution techniques
For low speed ﬂow, each of the three presented methods only has a time step restriction based on a convective CFL
number, since the acoustic terms are treated implicitly. Therefore, they all can be considered as Mach-uniform. They
differ, however, in the cost to solve one time step, since the dimension of the system that has to be solved per multistage
step is different. In the fully coupled method this is (4N × 4N), in the coupled pressure and temperature correction
algorithm the system is of dimension (2N × 2N), and in the fully segregated pressure correction algorithm this is
(N × N).
In the following, we analyse the convergence behavior of each of the methods, i.e., the number of time steps needed
to reach steady state.We only consider inviscid ﬂow of a perfect gas. Therefore, the fully segregated pressure-correction
algorithm can be applied. Though the use of the coupled pressure and temperature correction method in not needed
here, we also do the analysis for this algorithm. For the performance of the coupled pressure and temperature correction
algorithm, on a test case of a viscous ﬂow with heat transfer, we refer to [3].
We stress that in the following we only want to compare the convergence behavior of the three presented methods.
A lot of aspects can be optimized, but this can be done for each method in the same manner.
The test case of an inviscid ﬂow past a bump in a channel is considered. The grid has 48 × 16 cells. Different inlet
Mach numbers Min are considered, so that ﬂows ranging from low Mach subsonic speed to transonic and supersonic
speeds are obtained. A multistage time stepping with four or ﬁve stages is used. In each stage, the updates obtained
from the semi-implicit system are multiplied with a factor  before they are inserted in the time stepping (7). The
time step used in the semi-implicit system is derived from a chosen convective CFL number cﬂ and is calculated at the
beginning of each time step. It is kept constant during the stages of the multistage stepping and the same value is used
for all cells.
In each of the convergence plots, the shown residual is theL1-normof the right hand side vector of all (v)-momentum
equations.All equations have a similar convergence behavior, where the (v)-momentum equation needs the most time
steps to converge.
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Fig. 1. Min = 10−5. Mach number contours and Mach number proﬁles along the upper and lower wall.
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Fig. 2. Min = 10−5, 10−3 and 10−2. v-momentum residual as a function of the number of time steps: (a) fully coupled algorithm (COUP), (b)
fully segregated algorithm with pressure corrections from the energy equation (PE); (c) coupled pressure and temperature correction algorithm (PT).
5.1. Low speed ﬂow
We focus here on very low speed ﬂow. A four stage Runge Kutta scheme with standard coefﬁcients is used. We did
simulations for an inlet Mach number Min equal to 10−5, 10−3 and 10−2. For the case Min = 10−5, results for the
Mach number contours and the Mach number proﬁles along the walls are shown in Fig. 1. Similar results are obtained
for the two other inlet Mach numbers. The same results are obtained with each of the three methods, since all of them
use exactly the same discretization scheme.
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Table 1
Low speed ﬂow
Low speed ﬂow cﬂ 
COUP 0.7 2.2
PE 0.7 2.9
PT 0.7 1.9
Convective CFL number cﬂ and scaling factor . Maximum values used in the simulation of the bump test case.
Table 2
Transonic and supersonic ﬂow
Min = 0.85 Min = 2
cﬂ  cﬂ 
COUP 1 1.2 0.7 2.1
PE 1 1.8 0.7 2.9
PT 1 1.8 0.7 2.9
Convective CFL number cﬂ and scaling factor . COUP: fully coupled algorithm, PE: fully segregated pressure correction algorithm, PT: coupled
pressure and temperature correction algorithm.
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Fig. 3. Min = 0.85. Mach number contours and Mach number proﬁles along the upper and lower wall.
In Fig. 2, the convergence results are presented for the three methods: fully coupled (COUP), fully segregated with
pressure corrections from the energy equation (PE) and coupled pressure and temperature correction (PT). Table 1
shows the values that were used for the convective CFL number cﬂ and the scaling factor . First, the maximum value
for cﬂ was determined to keep the computation stable with = 1. Next, this maximum value for cﬂ was kept constant
and  was increased as much as possible. The same values hold for the three inlet Mach numbers. In Fig. 2, each
plot shows an exact scaling with the Mach number. A Mach-uniform convergence rate is therefore obtained. The PT
algorithm converges somewhat slower than the PE algorithm. Indeed, for the determination of pressure corrections, the
inﬂuence of the continuity equation is still present, where the latter equation is in fact only a passive equation for the
pressure (see [3]).
On the other hand, the PE algorithm has the same convergence behavior as the fully coupled algorithm. However, the
cost to solve one time step is lower for the PE algorithm: only a (N ×N)-system has to be solved per time step, opposed
to a (4N × 4N)-system for the fully coupled method. Therefore, the more segregation is introduced, the cheaper the
simulation can be done.
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Fig. 4. Left: Min = 0.85. Right: Min = 2. v-momentum residual as a function of the number of time steps. COUP: fully coupled algorithm. PT:
coupled pressure and temperature correction algorithm. PE: fully segregated pressure correction algorithm.
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Fig. 5. Min = 2. Mach number contours and Mach number proﬁles along the upper and lower wall.
5.2. High speed ﬂow
Also high speed ﬂows can be computed with each of the three methods. The acoustic time step restriction is less
critical here, since the convective and acoustic wave speeds are of the same order. The schemes become explicit for
faces where |Mf |>Mmax = 0.5. This is the case for faces (almost) perpendicular to the ﬂow direction, but not for the
faces (almost) aligned with the ﬂow direction. Transonic (Min = 0.85) and supersonic (Min = 2) ﬂow conditions are
considered.
Table 2 shows the values for the convective CFL number cﬂ and scaling factor  for each of the three methods.
Remark that since for the high speed case the acoustic terms are treated explicitly, the acoustic CFL number in fact
determines the maximum allowable time step. Because of the use of the minmod-limiter, a ﬁve step Runge Kutta
method with coefﬁcients {0.066, 0.16, 0.307, 0.576, 1} is used [1].
Fig. 3 shows the obtained Mach number contours and Mach number proﬁles along the walls for the transonic case
(Min = 0.85). Again, the same results are obtained with each of the three methods.
Fig. 4(a) shows the convergence behavior for the transonic case (Min = 0.85). Each of the presented methods has a
similar convergence behavior. Again, we conclude that the more segregation is introduced, the cheaper the calculation
can be done. Remark that the number of time steps needed to reach steady state is much larger than for the low speed
ﬂows. The stiffness at the sonic point is a possible explanation of this. Also the boundary conditions can cause this
slowdown, because of their reﬂective character. Furthermore, the presence of the shock causes a premature off-leveling
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of the residuals. Finally, remark that for these high speed ﬂow cases, a classical explicit time stepping method can be
used as well.
Figs. 4(b) and 5 show the results for the supersonic test case Min = 2. The same conclusions hold.
6. Conclusion
As a starting point to reach Mach-uniformity, we used the principle to treat implicitly the acoustic terms. In this
semi-implicit approach, the solution technique can still be chosen, however. We presented three different methods,
varying between a fully coupled and a fully segregated algorithm, and showed that for inviscid ﬂow their convergence
behavior to steady state is similar. Therefore, the more segregation is introduced, the more efﬁcient the calculation can
be done.
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