This paper investigates the boundary value problems of second-order impulsive differential equations with deviating arguments
Introduction
Impulsive differential equations, which provide a natural description of observed evolution processes, are regarded as important mathematical tools for better understanding of several real world problems in applied sciences, such as population dynamics, ecology, biological systems, biotechnology, industrial robotic, pharmacokinetics, optimal control, etc. Therefore, the study of this class of impulsive differential equations has gained prominence and it is a rapidly growing field. For the general theory of impulsive differential equations, we refer the reader to [-], whereas the applications of impulsive differential equations can be found in [-]. Nieto and O'Regan [] pointed out that in a secondorder differential equation u = f (t, u, u ) one usually considers impulses in the position u and the velocity u . However, in the motion of spacecraft one has to consider instantaneous impulses depending on the position that result in jump discontinuities in velocity, http://www.advancesindifferenceequations.com/content/2014/1/312 but with no change in position [] . The impulses only on velocity occur also in impulsive mechanics [] .
Some classical tools such as bifurcation theory [, ] , fixed point theorems in cones [-], the method of lower and upper solutions [, ] , the theory of critical point theory and variational methods [, , -] and the technique via appropriate transformation [-] have been widely used to study impulsive differential equations. But it is quite difficult to apply these approaches to an impulsive differential equation with deviating arguments; therefore, there was no result in this area for a long time. Only in the recent eight years, there appeared a few articles which dealt with some impulsive differential equations with deviating arguments by using fixed point theorems in cones [-] . Motivated by [-] , in this article we shall use a different approach to discuss the existence of positive solutions for a class of impulsive differential equations with deviating arguments.
Consider the second-order nonlinear impulsive differential equation of the type ⎧ ⎪ ⎨ ⎪ ⎩ 
x (t) + ω(t)f (t, x(α(t))) = , t ∈ J, t = t k , x(t
Throughout this paper we assume that α(t)
Remark . Throughout this paper, we always assume that a product c(t) := <t k <t ( + c k ) equals unity if the number of factors is equal to zero, and let
Remark . Combining (H  ) and the definition of c(t), we know that c(t) is a step function and bounded on J, and
Some special cases of (.) have been investigated. For example, Zhang and Feng [] considered problem (.) under the case that ω(t) ≡  and α(t) ≡ t on J. By using fixed http://www.advancesindifferenceequations.com/content/2014/1/312 point theories in cones, the authors proved the existence of positive solutions for problem (.).
At the same time, a class of boundary value problems with delay has been investigated; for example, see [-] . It is not difficult to see that the corresponding functions f appearing on the right-hand side depend on x(t -τ ), τ > , where initial functions x are given on the initial set, for example, [-τ , ]. Jankowski [, ] pointed out that in such cases α(t) = t -τ , there are some problems with a constant delay τ . If we consider the differential problem on intervals [, k] , where k ≤ τ , then it means that we have no delays; we have such a situation in paper [] . If k > τ , then it is easy to solve the differential equation on [, τ ], since we have the solution on the initial set [-τ , ] . Continuing this process, we can find a solution on the whole interval [, k] by using the method of steps. In the present paper, for example, the deviating argument α can have a form α(t) = ρt = t -( -ρ)t with a fixed number ρ ∈ (, ), so the delay ( -ρ)t is a function of t. In this case, the initial set reduces to one point t = , and we cannot apply the step method. To the authors' knowledge, it is the first paper when positive solutions have been investigated for a class of second-order impulsive differential equations with deviating arguments both of advanced and delayed type.
Remark . There are almost no papers, except [-], studying second-order impulsive differential equations with deviating arguments using fixed point theory. However, in [-], Jankowski only considered ω ∈ C([, ], ∞), not ω is singular at t =  and/or t = , and dealt with the nonlinear term that is in the form of f (y(t)), not f (t, c(t)y(t)); see (.). Being directly inspired by [-], the authors will prove several new and more general results for the existence of positive solutions for problem (.) by using fixed point theories.
Remark
The organization of this paper is as follows. In Section , we present some definitions and lemmas which are needed throughout this paper. In particular, we transform problem (.) into a differential system without impulse. In Section , we use a fixed point theorem to obtain the existence of positive solutions for problem (.) with advanced argument α. Finally, in Section , we formulate sufficient conditions under which delayed problem (.) has positive solutions. In particular, our results in these sections are new when α(t) ≡ t on t ∈ J.
Preliminaries
In this section, we first present some definitions and lemmas which are needed throughout this paper. http://www.advancesindifferenceequations.com/content/2014/1/312 Definition . (see [] ) Let E be a real Banach space over R. A nonempty closed set P ⊂ E is said to be a cone provided that (i) au + bv ∈ P for all u, v ∈ P and all a ≥ , b ≥ , and (ii) u, -u ∈ P implies u = . Every cone P ⊂ E induces an ordering in E given by x ≤ y if and only if y -x ∈ P.
Definition . The map β is said to be a nonnegative continuous concave functional on a cone P of a real Banach space E provided that β : P → [, ∞) is continuous and
for all x, y ∈ P and  ≤ t ≤ .
We shall reduce problem (.) to a system without impulse. To this goal, firstly by means of the transformation
The following lemmas will be used in the proof of our main results.
Proof The proof is similar to that of Lemma . in [] .
Lemma . If (H  )-(H  ) hold, then problem (.) has a solution y, and y can be expressed in the form
where
Proof The proof is similar to that of Lemma . in [] .
Lemma . Let ξ ∈ (, ), G and H be given as in Lemma .. Then we have the following results:
Proof Relation (.) is simple to prove. Note that
Similarly, we can prove that
This gives the proof of Lemma ..
Remark . Noticing that a, b > , it follows from (.) and (.) that
. Then E is a real Banach space with the norm · defined by
Define a cone K in E by
Also, define for r a positive number r by r = y ∈ E : y < r .
Note that ∂ r = {y ∈ E : y = r}.
Proof For y ∈ K , it follows from (.) and (.) that
It follows from (.), (.) and (.) that
Next, by arguments similar to those of Theorem  in [] , one can prove that T : K → K is completely continuous. So it is omitted, and the lemma is proved.
Remark . From (.), we know that y ∈ E is a solution of problem (.) if and only if y is a fixed point of the operator T.
From Lemma . and Remark ., we can obtain the following results.
(
ii) If y(t) is a fixed point of T, then x(t) = c(t)y(t) is a solution of problem
In the rest of this section, we state a well-known fixed point theorem which we need later.
Lemma . (see []) Let P be a cone in a real Banach space E. Assume that  ,  are bounded open sets in E with
3 Existence of positive solutions for problem (1.1) under α(t) ≥ t on J For convenience, we introduce the following notations: Proof First, we consider the case f  =  and f ∞ = ∞. Since f  = , then there exists r  >  such that
Consequently, for any t ∈ J and y ∈ K ∩ ∂ r , (.) and (.) imply
Next turning to f ∞ = ∞, there existsr satisfying  < r  <r such that
Hence, for y ∈ K ∩ ∂ R , it follows from (.) and (.) that 
For the case α(t) ≥ t on J under i 0 = 0 and i ∞ = 0
In this subsection, we discuss the existence for the positive solutions of problem (.) under i  =  and i ∞ = . For convenience, we introduce the following notations:
Now, we shall state and prove the following main result.
Theorem . Suppose that (H  )-(H  ) hold and α(t) ≥ t on J. In addition, let the following two conditions hold:
(H  ) There exist l >  and ρ  >  such that f ρ   ≤ l; (H  ) There exist η >  and ρ  >  such that f (t, y) ≥ η for t ∈ J, y ≥ ρ  ; furthermore, ρ  = ρ  .
Then problem (.) has at least one positive solution.
Proof Without loss of generality, we may assume that ρ  < ρ  . Considering f 
H(t, s)ω(s)c - (s)f s, c α(s) y α(s) ds
which implies
On the other hand, from (H  ), when ρ  is fixed, there exists η >  such that
Hence, for y ∈ K ∩ ∂ ρ , it follows from (.) and (.) that
Thus by (i) of Lemma ., it follows that T has a fixed point y in K ∩ (¯ ρ  \ ρ  ) with ρ ≤ y ≤ρ.
Thus, it follows from Lemma . that problem (.) has at least one positive solution x with
This finishes the proof of Theorem ..
We remark that condition (H  ) in Theorem . can be replaced by the following condition:
which is a special case of (H  ).
Corollary . Suppose that (H  )-(H  ), (H  ) , (H  ) hold and α(t) ≥ t on J. Then problem (.) has at least one positive solution. Proof We show that (H  ) implies (H  ). Suppose that (H  ) holds. Then there exists a positive number
Hence, we obtain
Therefore, (H  ) holds. Hence, by Theorem ., problem (.) has at least one positive solution.
Theorem . Suppose that (H  )-(H  ) hold and α(t) ≥ t on J. In addition, let the following condition hold:
Then problem (.) has at least one positive solution.
Proof The proof is similar to those of (.) and (.), respectively. 
Corollary . Suppose that (H  )-(H  ), (H  ) , (H  ) hold and α(t) ≥ t on J. Then problem (.) has at least one positive solution.

For the case α(t)
≥
Theorem . Suppose that (H  )-(H  ) hold, α(t) ≥ t on J and f
Proof The proof is similar to that of Theorem ..
Theorem . Suppose that (H  )-(H  ) hold, α(t) ≥ t on J and f
Consequently, for y ∈ K ∩ ∂ ρ , it follows from (.) and (.) that
Then we have
This implies that f
Similarly to the proof of (.), we have
Thus by (ii) of Lemma ., it follows that T has a fixed point y in K ∩ (¯ ρ * \ ρ ) with
This finishes the proof of Theorem ..
From Theorems . and ., we have the following result. Proof The proof is similar to that of Theorem ..
has at least one positive solution.
From Theorems . and ., the following corollaries are easily obtained. 
Corollary . Suppose that f
Proof Note that
This gives the proof of Lemma ..
Let E be as defined in Section . We define a cone K * in E by
It is easy to see that K * is a closed convex cone of E.
It is clear that y(t) is a positive solution of problem (.) if and only of y is a fixed point of T * .
By analogous methods, we have the following results. Here we only give the proof of Lemma .. Similar to the proof of that in Section , we have the following results. Proof First, we consider the case f  =  and f ∞ = ∞. Since f  = , then there exists r  >  such that
Lemma . Assume that
(H  )-(H  ) hold. Then T * (K * ) ⊂ K * and T * : K * → K * is com- pletely continuous. Lemma . Assume that (H  )-(H  ) hold. Then (i) If x(t) is a solution of problem (.) on J, then y(t) = c - (t)x(t) is a fixed point of T * ; (ii) If y(t) is a fixed point of T * , then x(t) = c(t)y(t) is
For the case α(t)
Consequently, for any t ∈ J and y ∈ K * ∩ ∂ r , (.) and (.) imply
Next we consider f ∞ = ∞, there existsr satisfying  < r  <r such that
Hence, for y ∈ K * ∩ ∂ R , it follows from (.) and (.) that
Thus by (i) of Lemma ., it follows that T * has a fixed point y in K * ∩ (¯ R \ r ) with
This finishes the proof of Theorem .. 
An example
To illustrate how our main results can be used in practice, we present an example. where α ∈ C(J, J), α(t) ≥ t on J and
here n ≥  is a positive integral number. This means that problem (.) involves the advanced argument α. For example, we can take α(t) =  √ t. It is clear that ω is singular at t =  and f is both nonnegative and continuous.
