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Abstract
This paper is devoted to a study of parametrizations of symmetric orthogonal multifil-
ter banks with different filter lengths. To construct symmetric orthogonal multifilter banks
fH;Gg which generate balanced multiwavelets of multiplicity 2, the filter lengths of the rows
of H, regarded as the scalar filters, must be different. In this paper, complete factorizations
of symmetric orthogonal multifilter banks with different filter lengths are obtained. Based
on these factorizations, construction of balanced multiwavelets with good approximation and
smoothness properties are discussed. © 2000 Elsevier Science Inc. All rights reserved.
AMS classification: 42A15; 42A38; 41A15; 39B62; 94A11
Keywords: Parametrization; Factorization; Orthogonality; Symmetry; Multifilter bank; Scaling function;
Multiwavelet
1. Introduction
A column vector of functionsW D . 1;  2/T is called an orthonormal multiwav-
elet of multiplicity 2 if  1.2j x − k/;  2.2j x − k/; j; k 2 Z, form an orthonormal
basis of L2.R/. The construction of multiwavelets is associated with the construc-
tion of scaling functions. A column vector of functions U D .1; 2/T is called an
orthonormal scaling function if the integer shifts 1. − k/; 2. − k/; k 2 Z, form
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an orthonormal basis of their closed linear span in L2.R/ and U is refinable, i.e., U
satisfies the refinement equation
U.x/ D 2
X
k2Z
hkU.2x − k/; (1.1)
for some 2  2 matrices hk . A necessary condition for U to be an orthonormal scal-
ing function is that H.!/ D Pk2Z hk e−ik! is a matrix Conjugate Quadrature Filter
.CQF/ (see e.g., [3]), i.e.,
H.!/H.!/C H.! C /H.! C / D I2; ! 2 T−; /; (1.2)
where H denotes the Hermitian adjoint of H and I2 denotes the 2  2 identity ma-
trix. We use 02 to denote the 2  2 zero matrix. If U is an orthonormal scaling func-
tion with matrix filter H, and G D Pk2Z gk e−ik! is a matrix filter satisfying
H.!/G.!/C H.! C /G.! C / D 02; ! 2 T−; /; (1.3)
G.!/G.!/C G.! C /G.! C / D I2; ! 2 T−; /; (1.4)
then W defined by
W.x/ VD 2
X
k2Z
gkU.2x − k/; (1.5)
is an orthonormal multiwavelet (see [6]). In this case, we say H;G generate the
scaling function U and multiwavelet W. The pair fH;Gg is called a multifilter bank.
For matrix filters H;G, if they satisfy (1.2), (1.3) and (1.4), then fH;Gg is said
to be orthogonal. For a matrix filter H, it is called causal if hk D 0; k < 0, and is
a finite impulse response .FIR/ filter if there exists a positive integer N such that
hk D 0; jkj > N .
Let H;G be two FIR matrix filters. Suppose H is also causal, i.e., the coefficients
hk of H satisfy hk D 0 if k < 0 or k > N for some positive integer N. LetTH be the
matrix defined by
TH VD .2A2i−j /1−N6i;j6N−1; (1.6)
whereAj is the 4  4 matrix defined by
Aj VD
NX
D0
h−j ⊗ h ;
and h−j ⊗ h denotes the Kronecker product of h−j ;h . Then the solution U of
(1.1) is an orthonormal scaling function and W defined by (1.5) is an orthonormal
multiwavelet if and only if fH;Gg is orthogonal and H.0/ andTH satisfy Condition
E (see [9]). A matrix B is said to satisfy Condition E if the spectral radius of B is
1, 1 is the only eigenvalue on the unit circle and 1 is simple. Therefore to construct
orthonormal multiwavelets, we need only to find orthogonal matrix filters H;G with
H.0/ andTH satisfying Condition E.
The general procedure to construct multiwavelets with good approximation and
smoothness properties is: first we construct a matrix filter H such that H is a matrix
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CQF with H.0/ andTH satisfying Condition E and the corresponding scaling func-
tion U having good approximation and smoothness properties, then we construct the
matrix filter G such that G satisfies (1.3) and (1.4). Then W defined by (1.5) is an
orthonormal multiwavelet with good approximation and smoothness. In practice, in
the design of filter banks with some special properties, the parametrization of the
FIR orthogonal systems are of fundamental importance (see [17,18] and references
therein). Based on the lattice structures of M M causal FIR orthogonal systems,
a parametric expression for causal FIR orthogonal multifilter banks was obtained in
[9]. In [9,13], the explicit expressions for a group of symmetric causal FIR orthogo-
nal multifilter banks were presented, and in [10] the completeness of the M-channel
symmetric orthogonal multifilter banks was discussed.
Symmetric (linear phase) property of filters are very important in image appli-
cations. For symmetric filters, symmetric extension transforms of the finite length
signals can be carried out, which will improve the rate-distortion performance in
image compression (see e.g., [16,19]). For a multifilter bank, since the input are
vector signals, it is also required that the corresponding multiwavelet be balanced
(see [11]). A multiwavelet W is said to be balanced if the corresponding scaling
functionU satisfiesbU.0/ D .1; 1/T=p2. (In this case, we also say thatU is balanced.)
The symmetric multifilter banks provided in [9,13] will generate scaling functions
U and multiwavelets W with all components of U;W having the same symmetric
center and the first components of U;W symmetric and the other components an-
tisymmetric. Thus bU.0/ D .1; 0/T and W cannot be balanced. It was shown in [10]
that there is no orthonormal scaling function U D .1; 2/T and orthonormal multi-
wavelet W D . 1;  2/T such that j ; j have the same symmetric center nC 12 for
some integer n and that both 1 and 2 have the same symmetry. Thus to construct
symmetric and balanced U D .1; 2/T, 1; 2 must have different symmetry cen-
ters. The purpose of this paper is to give a parametrization of orthogonal filters for
such types of orthonormal scaling functions and multiwavelets.
In Section 2, we will discuss symmetric orthogonal multifilter banks with corre-
sponding scaling function U and multiwavelet W such that 1 and 2 are symmetric
at γ =2 and .γ C 1/=2, respectively, and 1,  2 are symmetric/antisymmetric at .γ C
1/=2 for some γ 2 ZCnf0g. Equivalently we discuss causal FIR orthogonal filters
γH; γG satisfying (see e.g., [10])
z−.2γC1/

z2 0
0 1

γH.−!/

1 0
0 z

D γH.!/;
z−.2γC1/

s1 0
0 s2

γG.−!/

1 0
0 z

D γG.!/; (1.7)
where z D ei!; s1 D 1; s2 D 1. We provide in Section 2, a complete factorization
of the causal FIR orthogonal filters γH; γG with properties (1.7).
For a matrix filter γH, it is easily verified that γH satisfies (1.7) if and only if the
coefficients hj of γH have the form of
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h0;h1; : : : ;h2γ−1;h2γ ;h2γC1

D
"
a0 a1
b0 b1

;

a2 a3
b2 b3

; : : : ;

a2 a1
b6 b5

;

a0 0
b4 b3

;

0 0
b2 b1

;

0 0
b0 0
#
; (1.8)
for some aj ; bj 2 R and hj D 0; j < 0; j > 2γ C 1. Note that when we regard the
rows of Th0; : : : ;h2γC1U as two scalar filters, they are symmetric and their lengths
are both odd integers but not the same (4γ − 3 and 4γ C 1, respectively). We find
that when we construct the scaling functions and multiwavelets based on these filters,
we cannot get smooth scaling functions and multiwavelets with small supports. For
these reasons, we also discuss orthogonal filters γH; γG with the coefficients hj of
γH having the form
h0;h1; : : : ;h2γ−1;h2γ ;h2γC1

D
"
a0 a1
b0 b1

;

a2 a3
b2 b3

; : : : ;

a1 a0
b5 b4

;

0 0
b3 b2

;

0 0
b1 b0
#
; (1.9)
for some aj ; bj 2 R, hj D 0; j < 0; j > 2γ C 1, and the coefficients gj of γG hav-
ing a similar form. The corresponding scaling functions U and multiwavelets W are
not symmetric or antisymmetric. However as scalar filters, the rows of Th0;h1; : : : ;
h2γ−1;h2γ ;h2γC1U and Tg0; g1; : : : ; g2γ−1; g2γ ; g2γC1U are symmetric and antisym-
metric (linear phase filters), respectively, which is more important than the sym-
metry of U;W in image applications. This type of multifilter banks was introduced
in [14] and some examples are constructed there. Clearly the filter lengths of the
rows of Th0;h1; : : : ;h2γ ;h2γC1U are both even integers but not the same. In Sec-
tion 3, we provide a complete factorization of these orthogonal filters. In Section
4, we construct some scaling functions and multiwavelets based on the parametric
expressions of the multifilter banks provided in Sections 2 and 3. We find we can
construct smooth scaling functions and multiwavelets with small supports using the
filters provided in Section 3.
In this paper, we use O.2/ to denote the set consisting of all 2  2 orthogonal
matrices. Any element in O.2/ can be written as r or −rD0 for some  2 R, where
r VD
"
cos  sin 
− sin  cos 
#
; D0 VD
"
1 0
0 −1
#
: (1.10)
For a positive integer n, let In denote n n identity matrx, and let Jn denote the
n n exchange matrix with ones on the anti-diagonal. For s > 0, we use Ws.R/
to denote the Sobolev space consisting of all functions f with .1 C j!j2/s=2bf .!/ 2
L2.R/. In this paper all scaling functions, multiwavelets, and the filter coefficients
of multifilter banks discussed are real.
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2. Symmetric orthogonal multifilter banks with odd filter lengths
In this section, we discuss the parametrization of the orthogonal filters γH; γG
satisfying (1.7). In (1.7), the choice of sj D C1 (or sj D −1) means that  j is sym-
metric (or antisymmetric) at .γ C 1/=2. The next proposition shows that we can only
constructWwith one component symmetric and the other component antisymmetric.
Proposition 2.1. Assume that the orthogonal multifilter bank fγH; γGg generates
the scaling functionU and multiwavelet W. If γH; γG satisfy .1:7/; then s1s2 D −1;
i.e.; one component of W is symmetric and other component is antisymmetric.
Proof. By (1.7),24I2 0 00 s1 0
0 0 s2
35γH.0/ −γH./
γG.0/ −γG./
 
I2 0
0 D0

D

γH.0/ γH./
γG.0/ γG./

:
Since fγH; γGg is orthogonal, the matrix in the left-hand side of the above equation
is unitary. Hence it is invertible. Thus we have24I2 0 00 s1 0
0 0 s2
35 D γH.0/ γH./
γG.0/ γG./
 
I2 0
0 −D0
 
γH.0/ γH./
γG.0/ γG./
−1
:
This implies that the trace of diag.I2; s1; s2/ equals that of diag.I2;−D0/. Therefore
2 C s1 C s2 D 2. That is s1s2 D −1. 
In the following we choose s1 D 1; s2 D −1. In this case one can check directly
that γG satisfies (1.7) if and only if the coefficients gj of γG have the form
Tg0; g1; : : : ; g2γ ; g2γC1U
D
"
c0 c1
d0 d1

;

c2 c3
d2 d3

; : : : ;

c2 c1
−d2 −d1

;

c0 0
−d0 0
#
; (2.1)
for some cj ; dj 2 R and gj D 0; j < 0; j > 2γ C 1. Thus the rows of Tg0; g1; : : : ;
g2γ−1; g2γ ; g2γC1U are symmetric and antisymmetric, respectively.
As the M M causal FIR orthogonal systems, it is expected that γH; γG can
also be factorized as
γH.!/
γG.!/

D .I4 − B C Bz−2/

γ−1H_.!/
γ−1G_.!/

; z D ei!; (2.2)
where fγ−1H_; γ−1G_g is a causal FIR orthogonal multifilter bank, and B is a 4  4
projection matrix, i.e., B satisfies
BT D B; B2 D B:
If γH satisfies (1.7), or equivalently γH has the form (1.8), then the first row of γH is
a polynomial of e−i! of degree not greater than 2r − 1. The entries of γ−1H_; γ−1G_
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are polynomials of e−i! of degree possibly not smaller than 2r − 1. Thus, in order
that γH have the form (1.8), B shall have the form of
B D

0 0
0 b

;
where b is a 3  3 projection matrix.
Denote
b VD v .v /T; where v VD
p
2
2 .sin ; cos ;1/T. (2.3)
As b defined by (2.3) is either vC .vC /T or v− .v− /T. By a direct calculation, one
has the following lemma.
Lemma 2.1. Let b and r be the matrices defined by .2:3/ and .1:10/; respectively.
Then
..I3 − b /z−1 C b / diag.1; 1;−1/..I3 − b /z−1 C b /
D z−1 diag.r ; 1/ diag.z−1; 1; 1/ diag.rT ;−1/:
Denote
B VD

0 0
0 b

; R VD
241 0 00 r 0
0 0 1
35 ; J.z/ VD
24 0 1 0z−1 0 0
0 0 I2
35 :
Lemma 2.2. Let V .z/ be the matrix polynomial of z−1 defined by
V .z/ VD .I4 − B C B z−1/RJ.z/: (2.4)
Then
(i) V .z/V .z−1/T D I4;
(ii) z−1 diag.z; 1;D0/V .z−1/ diag.z−1; 1;D0/ D V .z/.
Proof. (i) follows from the fact that B is a projection matrix and R is a unitary
matrix; and (ii) follows from Lemma 2.1 and a direction calculation. 
If causal FIR orthogonal filters γH; γG can be written as
γH.!/
γG.!/

D Vγ .z2/

γ−1H.!/
γ−1G.!/

; z D ei!; (2.5)
for some causal FIR orthogonal filter bank fγ−1H; γ−1Gg, then by Lemma 2.2,
γH; γG satisfy (1.7) if and only if γ−1H; γ−1G satisfy (1.7) for γ − 1. For causal
FIR orthogonal filters 1H; 1G, if they satisfy (1.7) for γ D 1, then the first row of
1H is a polynomial of e−i! of degree not greater than 1. Thus 1H; 1G shall not be
written in the form of (2.5). Instead, we write them in the following form
1H.!/
1G.!/

D .I4 − B1 C B1z−2/R1

0H.!/
0G.!/

(2.6)
Q. Jiang / Linear Algebra and its Applications 311 (2000) 79–96 85
for some causal FIR orthogonal filters 0H; 0G. One can show that 1H; 1G satisfy
(1.7) for γ D 1 if and only if 0H; 0G satisfy
z−1 diag.1; z−2; 1;−1/

0H.−!/
0G.−!/

diag.1; z/ D

0H.!/
0G.!/

: (2.7)
In this way, it is reasonable to expect that γH; γG can be factorized as
γH.!/
γG.!/

DVγ .z2/Vγ−1.z2/    V2.z2/
.I4 − B1 C B1z−2/R1

0H.!/
0G.!/

; (2.8)
where z D ei!; and 0H; 0G are causal FIR orthogonal filters satisfying (2.7).
The next lemma gives the causal FIR orthogonal filters 0H; 0G satisfying (2.7).
Lemma 2.3. A causal FIR filter bank f0H; 0Gg is orthogonal and satisfies (2.7)
if and only if it is given by
0H.!/ D 12

0 cos 0.1 C z−1/
p
2 sin 0
0 1
p
2z−1

;
0G.!/ D 12
−0 sin 0.1 C z−1/ p2 cos 0
2.1 − z−1/ 0

; (2.9)
where z D ei!; j D 1; 0 6 j 6 2; 0 2 T−; /.
Proof. If 0H; 0G are causal and FIR, then 0H; 0G satisfy (2.7) if and only if
0H.!/ D

a.1 C z−1/ b
0 cz−1

; 0G.!/ D

d.1 C z−1/ e
f .1 − z−1/ 0

;
for some a; b; c; d; e; f 2 R. The orthogonality of 0H; 0G is equivalent to f D
 12 ; c D 
p
2
2 and
2a
p
2b
2d
p
2e

being a 2  2 orthogonal matrix, i.e.,
a b
d e

D 1
2
 cos 0 sin 0
 sin 0 cos 0
 
1 0
0
p
2

; 0 2 T−; /:
Therefore 0H; 0G are given by (2.9). 
Clearly if 0H; 0G are causal FIR orthogonal filters given by (2.9), then γH; γG
defined by (2.8) are causal, FIR and orthogonal, and satisfy (1.7). The next theorem
shows that any such a multifilter bank can be factorized in the form of (2.8).
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Theorem 2.1. A causal FIR multifilter bank fγH; γGg is orthogonal and satisfies
.1:7/ with s1 D 1; s2 D −1 if and only if it can be factorized .2:8/ for some k; 1 6
k 6 r with 0H; 0G given by .2:9/ for some 0.
Proof. “(”: The direct part follows from Lemmas 2.2, 2.3.
“)”: For the proof of the converse part, we show the above factorization by
induction on the order γ . We show that any causal FIR orthogonal multifilter bank
fγH; γGg satisfying (1.7) for γ > 2 can be factorized as (2.5) for some causal FIR
orthogonal filter bank fγ−1H; γ−1Gg satisfying (1.7) for γ − 1, and also that any
causal FIR orthogonal bank f1H; 1Gg satisfying (1.7) for γ D 1 can be factorized as
(2.6) for some 0H; 0G given by (2.9).
For γ D 1, it is easily verified that
z−1 diag.z; 1;D0/.I4 − B1 C B1z/R1 diag.1; z;D0/
D .I4 − B1 C B1z−1/R1 :
This together with the facts that B1 is a projection matrix and that R1 is a unitary
matrix implies that 0H; 0G defined by
0H.!/
0G.!/

D

.I4 − B1 C B1z−2/R1
−1 1H.!/
1G.!/

D .RT1 − RT1B1/

1H.!/
1G.!/

C RT1B1z2

1H.!/
1G.!/

; z D ei!; (2.10)
are orthogonal and satisfy (2.7). Thus we need only to show that 0H; 0G given by
(2.10) are causal for some 1. The second term on the right-hand side of the second
equation is responsible for any possible noncausality. In particular, the noncausal
part of the second term is given by
RT1B1

h0 h1
g0 g1

;
where hj ; gj are the matrix coefficients of 1H; 1G. Note that
RT1B1 D
2640 00 l1
0 l1
375 ; l VD .sin ; cos ;1/;
where the choice of lC or l
−
 depends on the choice of v
C
 or v
−
 in the definition of
b . Thus we need only to show that there exists a 1 such that
T0; lC1U

h0 h1
g0 g1

D 0 or T0; l−1U

h0 h1
g0 g1

D 0:
For the case γ > 2, since Vγ .z/ satisfies (i) and (ii) in Lemma 2.2, γ−1H; γ−1G
defined by
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γ−1H.!/
γ−1G.!/

D Vγ .z2/−1

γH.!/
γG.!/

; z D ei!; (2.11)
are orthogonal and satisfy (1.7) for γ−1. Thus we need only to show that γ−1H;
γ−1G defined by (2.11) are causal for some γ . Note that
V .z/−1 D 12
2664
0 0 0 0
2 0 0 0
0 sin  cos  1
0  sin   cos  1
3775
C1
2
2664
0 2 cos  −2 sin  0
0 0 0 0
0 sin  cos  1
0  sin   cos  1
3775 z:
Thus the terms in γ−1H; γ−1G responsible for the noncausality are2664
0 2 cos  −2 sin  0
0 0 0 0
0 sin  cos  1
0  sin   cos  1
3775h0 h1g0 g1

:
Therefore to show that γ−1H; γ−1G are causal, we need only to show that there is a
γ such that
T0;LCγ U

h0 h1
g0 g1

D 0 or T0;L−γ U

h0 h1
g0 g1

D 0;
where
L VD

cos  − sin  0
sin  cos  1

:
Write
h0 h1
g0 g1

DV
 
A v3

;

h2 h3
g2 g3

DV
 
C 

;
where A;C are 3  3 matrices and v3 is a 3  1 vector. To complete the proof, it is
enough to show show for the case γ D 1, that there exists a 1 such that
lC1A D 0; lC1v3 D 0 or l−1A D 0; l−1v3 D 0; (2.12)
and for the case γ > 2, that there exists a γ such that
LCγ A D 0; LCγ v3 D 0 or L−γ A D 0; L−γ v3 D 0: (2.13)
Since γH; γG have the forms (1.8), (2.1), one has
I2 0
0 D0
 
h2γ h2γC1
g2γ g2γC1

D

0 0
AJ3 0

;
I2 0
0 D0
 
h2γ−2 h2γ−1
g2γ−2 g2γ−1

D
  0
CJ3 v3

; (2.14)
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where J3 is the 3  3 exchange matrix defined in the introduction. By the orthogo-
nality,
h2γ h2γC1
g2γ g2γC1
T h0 h1
g0 g1

D 0: (2.15)
This equation and (2.14) imply that
AT diag.1; 1;−1/A D 0: (2.16)
Since rank(AT diag.1; 1;−1// D rank.A/; (2.16) implies that rank(A/ 6 1. Thus
A D uvT for some u; v 2 R3 with v 6D 0. By (2.16) again, uT diag.1; 1;−1/u D 0.
Thus u D u.sin ; cos ;1/T for some u;  2 R. Therefore we have
L A D 0;
and in particular l A D 0.
Finally we need to prove that l v3 D 0 (for γ D 1) and L v3 D 0 (for γ > 2).
We first consider the case γ D 1. In this case (2.15) is
0 J3AT
0 0
 
I2 0
0 D0
  
A v3

D 0:
Thus we have J3AT diag.1;D0/v3 D 0. Note that for the case γ D 1, the third com-
ponent of v3 is 0. Therefore we have ATv3 D 0. That is u.sin ; cos ;1/v3 D 0.
Clearly in this case u 6D 0. Thus we have l v3 D l v3 D 0.
Finally, let us consider the case γ > 2. Again by the orthogonality of the filter
bank, 
h0 h1
g0 g1
 
h2γ−2 h2γ−1
g2γ−2 g2γ−1
T
C

h2 h3
g2 g3
 
h2γ h2γC1
g2γ g2γC1
T
D 0:
That is, by (2.14), 
A v3
  J3CT
vT3

C
 
C 
 
0 J3AT
0 0

D 0:
Thus we have
AJ3CT C v3vT3 C CJ3AT D 0: (2.17)
Since we have proved L A D 0, by (2.17), we have L v3 D 0. Thus we have (2.12)
and (2.13), and the proof of Theorem 2.1 is complete. 
3. Symmetric orthogonal multifilter banks with even filter lengths
In this section, we will discuss orthogonal multifilter banks fγH; γGg with γH
having the form of (1.9) and γG having similar properties. One can obtain that (1.9)
is equivalent to
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z−.2γC1/

z2 0
0 1

γH.−!/J2 D γH.!/; z D ei!: (3.1)
Suppose that γG satisfies
z−.2γC1/

s1z2‘ 0
0 s2

γG.−!/J2 D γG.!/; (3.2)
for some integer ‘ and that s1 D 1; s2 D 1. One can prove as in Proposition 2.1
that we only have the choices s1 D s2 D −1.
Proposition 3.1. Assume that the multifilter bank fγH; γGg is orthogonal and that
γH; γG satisfy .3:1/; .3:2/; respectively; then s1 D s2 D −1.
In the following we discuss factorizations of fγH; γGg with γH and γG satisfying
(3.1) and (3.2), respectively. Here we discuss the factorizations for the case ‘ D 2 for
simplicity. In this case the orthogonal filters satisfy
z−.2γC1/

z2 0
0 1
 (
γH.−!/;−γG.−!/

J2
D (γH.!/; γG.!/ ; z D ei!: (3.3)
One can check directly that if γG satisfies (3.3), then its coefficients gj have the
following form
Tg0; g1; : : : ; g2γ ; g2γC1U
D
"
c0 c1
d0 d1

;

c2 c3
d2 d3

; : : : ;
−c1 −c0
−d5 −d4

;

0 0
−d3 −d2

;

0 0
−d1 −d0
#
; (3.4)
for some cj ; dj 2 R and gj D 0; j < 0; j > 2γ C 1. Thus the rows of Tg0; g1; : : : ;
g2γ ; g2γC1U are antisymmetric scalar filters.
It is expected γH; γG be factorized as in (2.2) for some causal FIR orthogonal
multifilter bank fγ−1H_; γ−1G_g and some 4  4 projection matrix B. Denote
b0 VD 12 .1; 0;1/T.1; 0;1/; B0 VD diag.0;b0/: (3.5)
Then one has
z2

.I4 − B0/z−2 C B0

diag.z2; 1;−z2;−1/

.I4 − B0/z−2 C B0

D diag.I2;−I2/:
Thus γ−1H_; γ−1G_ defined by
90 Q. Jiang / Linear Algebra and its Applications 311 (2000) 79–96
γ−1H_.!/
γ−1G_.!/

D

I4 − B0 C B0z2
 
γH.!/
γG.!/

; z D ei!; (3.6)
are orthogonal and satisfy
z−.2γ−1/
(
γ−1H_.−!/;−γ−1G_.−!/

J2
D (γ−1H_.!/; γ−1G_.!/ ; z D ei!: (3.7)
Define(
γ−1H.!/; γ−1G.!/
 D p2
2
(
γ−1H_.!/; γ−1G_.!/
 1 −1
1 1

:
Then γ−1H_; γ−1G_ satisfy (3.7) if and only if γ−1H; γ−1G satisfy
z−.2γ−1/
(
γ−1H.−!/;−γ−1G.−!/

D0
D (γ−1H.!/; γ−1G.!/ ; z D ei!: (3.8)
For a causal FIR orthogonal filter bank fγ−1H; γ−1Gg satisfying (3.8), we have
the following result about its factorization obtained in [10].
Theorem 3.1 [10]. A causal FIR filter bank fγ−1H; γ−1Gg is orthogonal and sat-
isfies .3:8/ if and only if it can be factorized as
γ−1H.!/
γ−1Q.!/

D 1
2
Uγ−1.z2/Uγ−2.z2/    U1.z2/

w0 w0D0
v0 −v0D0
 
I2
z−1I2

; z D ei!;
where w0; v0 2 O.2/; and
Uk.z/ D 12

I2 uk
uTk I2

C 1
2

I2 −uk
−uTk I2

z−1; uk 2 O.2/: (3.9)
Therefore, by Theorem 3.1, if γ−1H_; γ−1G_ are causal, then γH; γG can be
factorized as
γH.!/
γQ.!/

D
p
2
4

I4 − B0 C B0z−2

Uγ−1.z2/    U1.z2/

w0 w0D0
v0 −v0D0
 
I2
z−1I2
 
1 1
−1 1

:
(3.10)
Theorem 3.2. A causal FIR multifilter bank fγH; γGg is orthogonal and satisfies
.3:3/ if and only if it can be factorized in the form of .3:10/ with B0 defined by .3:5/;
Uk defined by .3:9/ for some uk 2 O.2/; and w0; v0 2 O.2/.
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Proof. The direct part follows from the above derivations. For the proof of the
converse part, by Theorem 3.1 and the above derivations, we need only to show that
γ−1H_; γ−1G_ defined by (3.6) are causal, i.e., to show that
B0z2

γH.!/
γG.!/

is causal, or equivalently to show that
.0; 1; 0; 1/

h0 h1
g0 g1

D 0 or .0; 1; 0;−1/

h0 h1
g0 g1

D 0:
The sign choices in the definition of b0 provide the sign choices in the above equa-
tion. Here hj ; gj are the matrix coefficients of γH; γG. Let j denote the jth row of
h0 h1
g0 g1

:
Then what we need to show is that
2 C 4 D 0 or 2 − 4 D 0: (3.11)
We may suppose
E VD .T2 ; T4 / 6D 0;
for otherwise, (3.11) holds automatically. By the orthogonality,
h2γ h2γC1
g2γ g2γC1
T h0 h1
g0 g1

D 0: (3.12)
Note that in this case
h2γ h2γC1
g2γ g2γC1

D .0; T2 ; 0;−T4 /TJ4:
Thus (3.12) is equivalent to
E diag.1;−1/ET D 0: (3.13)
Therefore rank(E/ D 1, and E can be written as E D vT;  2 R4nf0g; v 2 R2 with
kvk2 D 2. By (3.13) again, we have that vT diag.1;−1/v D 0. Thus v D .1;1/T.
Therefore 2 D T; 4 D T and (3.11) holds true. The proof of Theorem 3.2 is
complete. 
4. Multiwavelets with good regularity
In this section, we construct multiwavelets with good approximation and smooth-
ness properties based on the parametric expressions of the orthogonal filter banks
provided above. For a given FIR matrix filter H, if there exists a positive integer k
and some 1  r vectors yj ; 0 6 j < k with y0 6D 0, such thatX
06s6j

j
s

.i2/s−jysDj−sH.‘/ D .‘/2−jyj ; ‘ D 0; 1; (4.1)
92 Q. Jiang / Linear Algebra and its Applications 311 (2000) 79–96
for all 0 6 j < k, we say that H has the sum rules of order k or H satisfies the
vanishing moment conditions of order k. Here DjH.!/ denotes the matrix formed
by the jth derivatives of the entries of H.!/. For an FIR matrix filter H, if H generates
an orthonormal scaling function U, then U has accuracy of order k if and only if H
has the sum rules of order k (see e.g., [4,5,8,12]). For a vector U D .1; 2/T, we
say U has accuracy of order k provided polynomials of degree up to k − 1 can be
reproduced by the integer shifts 1.x − j/; 2.x − j/; j 2 Z. If U is orthonormal,
then yT0 is also a right 1-eigenvector of H.0/ (see [9]). On the other hand,bU.0/ is also
a right 1-eigenvector of H.0/. Thus yT0 D bU.0/ (up to a nonzero constant). Therefore
to construct a balanced multiwavelet, the corresponding y0 must be the vector .1; 1/.
Example 4.1. Let 1H D .hij /; 1G D .gij / be the orthogonal filters given by (2.8)
with γ D 1 and the choice C in B1 . In this case hij ; gij are given by
h11.z/D0 cos 0.1 C z−1/=2; h12.z/ D
p
2 sin 0=2;
h21.z/D−sin 1.0 sin 0 C 2 C .0 sin 0 − 2/z−1
C .0 sin 0 − 2/z−2 C .0 sin 0 C 2/z−3/=4;
h22.z/D
p
2.cos 0 sin 1 C 2 cos 11z−1 C cos 0 sin 1z−2/=4;
g11.z/D− cos 1.0 sin 0 C 2 C .0 sin 0 − 2/z−1 C .0 sin 0 − 2/z−2
C .0 sin 0 C 2/z−3/=4;
g12.z/D
p
2.cos 0 cos 1 − 21 sin 1z−1 C cos 0 cos 1z−2/=4;
g21.z/D.0 sin 0 C 2 C .0 sin 0 − 2/z−1 − .0 sin 0 − 2/z−2
− .0 sin 0 C 2/z−3/=4;
g22.z/D
p
2 cos 0.−1 C z−2/=4:
For the choices of 0 D 1 D 1; 2 D −1, and 0 VD arcsin.4=5/; 1 VD −=4, the
corresponding U;W are in W 1:5−.R/ for any  > 0 and U has accuracy of order
2 (see [7]). U is the scaling function constructed in [2] and diag.−1; 1/W is the
multiwavelet constructed in [1]. The supports of 1 and 2 are on T0; 1U and T0; 2U,
respectively (see [15] about the discussion on the supports of vector scaling func-
tions). They are the most smooth scaling functions supported on T0; 1U and T0; 2U,
respectively. In this case y0 D .
p
2; 1/. If y0 D .1; 1/, then the corresponding scaling
functions constructed based on the above parametric expression are also supported
on T0; 1U and T0; 2U, respectively. However,U has accuracy of order 1 and its smooth-
ness is very poor. Thus we cannot construct balanced scaling functions 1; 2 which
are supported on T0; 1U and T0; 2U, respectively and have good regularities.
Let γH be the filter given by (2.8). There are γ C 1 free parameters for γH. How-
ever γH does not satisfy the sum rules of order 1. In order that γH satisfy the sum
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rules of order 1, we need to solve some equations and reduce some parameters. For
example, for γ D 2; 3, there is only one free parameter left if 2H, 3H have the sum
rule of order 1 with y0 D .1; 1/, and we cannot construct smooth balanced multi-
wavelets based on 2H and 3H. Suppose γH; γG are the orthogonal filters defined by
(3.10). Then γH.0/; γH./ are determined by w0 and it is easy to verify that γH
has the sum rules of order 1 if and only if w0 is r−=4 or −r3=4D0 and y0 D .1; 1/.
Thus there are γ free parameters for γH with the sum rules of order 1. We find it is
easier to construct balanced multiwavelets with high accuracy and good smoothness
if we use these filters. In the following we focus on the construction of balanced
multiwavelets based on the parametric expression given by (3.10).
Example 4.2. Let 2H; 2G be the orthogonal filters defined by (3.10) with γ D 2.
Then the matrix coefficients h0; : : : ;h5; g0; : : : ; g5 of 2H; 2G have the forms of (1.9)
and (3.4). Here we choose w0 to be r−=4, v0 and u1 to be r and r1 , respectively,
and  in B0 to be C. In this case aj ; bj ; cj ; dj in (1.9) and (3.4) are given by
a0 D
p
2.
p
2 − cos. C 1/C sin. C 1//=8;
a1 D−
p
2.sin. C 1/C cos. C 1//=8;
a2 D
p
2.sin. C 1/C cos. C 1//=8;
a3 D
p
2.cos. C 1/− sin. C 1/C
p
2/=8;
b0 D
p
2.cos. C 1/C cos C sin C sin. C 1/C
p
2 sin 1=16;
b1 D
p
2.− cos C sin C p2 C sin. C 1/
C p2 cos 1 − cos. C 1//=16;
b2 D
p
2.
p
2 cos 1 − sin. C 1/
C p2 − sin C cos C cos. C 1//=16;
b3 D
p
2.− sin. C 1/C
p
2 sin 1 − cos − sin − cos. C 1//=16;
b4 D− sin 1=4; b5 D .1 − cos 1/=4;
c0 D
p
2.
p
2 − cos. C 1/C sin. C 1//=8;
c1 D
p
2.sin. C 1/C cos. C 1//=8;
c2 D
p
2.sin. C 1/C cos. C 1//=8;
c3 D−
p
2.cos. C 1/− sin. C 1/C
p
2/=8;
d0 D−
p
2.cos. C 1/C cos C sin C sin. C 1/C
p
2 sin 1/=16;
d1 D
p
2.cos − sin  − p2 − sin. C 1/
−p2 cos 1 C cos. C 1//=16;
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d2 D−
p
2.
p
2 cos 1 − sin. C 1/
Cp2 − sin C cos C cos. C 1//=16;
d3 D
p
2.sin. C 1/−
p
2 sin 1 C cos C sin  C cos. C 1//=16;
d4 D
p
2.sin. C 1/C cos. C 1/− sin  − cos/=8;
d5 D
p
2.sin. C 1/− cos. C 1/C cos − sin/=8:
For the choices of
D − arctan
 
6 C p151
−3 C 2p151
!
;
1 D− − arctan
 
−19 C p151
19 C p151
!
;
the corresponding U;W 2 W 1:53797.R/ and U has accuracy of order 2 with y0 D
.1; 1/; y1 D 14 .7; 9/. Here and in the following we use the smoothness estimate for
scaling functions provided in [7].
Example 4.3. Let 3H; 3G be the orthogonal filters defined by (3.10) with γ D 3.
Here we choose w0 to be −r3=4D0, v0;u1;u2 to be r;−r1D0; r2 , respectively,
and  in B0 to be C. We refrain from providing the parameter expressions of the
matrix coefficients h0; : : : ;h7; g0; : : : ; g7 of 3H; 3G here.
For the choices of
Dp2.502 C 3f /=1000;
1 D217 − 7f =1600;
2 D217 C 7f =1600;
where f VD p4111, the resulting U;W are in W2:09532.R/ and U has accuracy of
order 3 with y0 D .1; 1/; y1 D 14 .11; 13/; y2 D 116 .121; 169/. (See U;W in Fig. 1.)
The corresponding matrix coefficients are given by (1.9) and (3.4) with
Ta0; a1; a2; a3; a4; a5U
D 2−410−3.−59 − f; 247 C 3f;−87 − 3f;−1061 C f; 1120; 7840/;
Tc0; c1; c2; c3; c4; c5U
D 2−910−3.f 2 C 59f;−3f 2 − 247f; 3f 2 C 87f; 1061f − f 2;
−72478 − 1302f; 217434 − 434f /;
Tb0; b1; b2; b3; b4; b5; b6; b7U
D 2−1010−3.413 C 7f;−1729 − 21f; 609 C 21f;
Q. Jiang / Linear Algebra and its Applications 311 (2000) 79–96 95
0 2 4 6
-0.5
0
0.5
1
1.5
2
(a) 0 2 4 6-1.5
-1
-0.5
0
0.5
1
1.5
(b)
Fig. 1. (a) Scaling function U and (b) the balanced multiwavelet W with U;W 2 W2:09532.R/.
7427 − 7f; 6473 C 107f;−81309
−321f; 82429 C 321f; 497687 − 107f /;
Td0; d1; d2; d3; d4; d5; d6; d7U
D 2−1010−3.−413 − 7f; 1729 C 21f;−609 − 21f;
7f − 7427; 45565 C 775f;−136545
−2325f; 2325f − 5695; 438115 − 775f /:
Example 4.4. Let 4H; 4G be the orthogonal filters defined by (3.10) with γ D 4. For
the choices of C in B0, w0 D r−=4, v0 D r;u1 D r1;u2 D −r2D0, u3 D −r3D0
with
 D −=5;
1 D 0:344651483483599;
2 D 0:811516467802877;
3 D −0:115691736305177;
0 2 4 6 8
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Fig. 2. (a) Scaling function U and (b) the balanced multiwavelet W with U;W 2 W2:35834.R/.
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the resulting U;W are in W 2:35834.R/ and U has accuracy of order 3 with y0 D
.1; 1/; y1 D 14 .15; 17/; y2 D 116 .225; 289/. (See U;W in Fig. 2.) We can also con-
struct other balanced multiwavelets with high accuracy and good smoothness if we
use other choices of  in B0 or in v0;uj . Here we do not give the details.
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