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ABSTRACT
In fractured natural formations, the equations governing fluid flow and geomechanics are strongly
coupled. Hydrodynamical properties depend on the mechanical configuration, and they are there-
fore difficult to accurately resolve using uncoupled methods. In recent years, significant research
has focused on discretization strategies for these coupled systems, particularly in the presence of
complicated fracture network geometries. In this work, we explore a finite-volume discretization for
the multiphase flow equations coupled with a finite-element scheme for the mechanical equations.
Fractures are treated as lower dimensional surfaces embedded in a background grid. Interactions are
captured using the Embedded Discrete Fracture Model (EDFM) and the Embedded Finite Element
Method (EFEM) for the flow and the mechanics, respectively. This non-conforming approach sig-
nificantly alleviates meshing challenges. EDFM considers fractures as lower dimension finiten vol-
umes which exchange fluxes with the rock matrix cells. The EFEM method provides, instead, a local
enrichment of the finite-element space inside each matrix cell cut by a fracture element. Both the use
of piecewise constant and piecewise linear enrichments are investigated. They are also compared to
an Extended Finite Element (XFEM) approach. One key advantage of EFEM is the element-based
nature of the enrichment, which reduces the geometric complexity of the implementation and leads
to linear systems with advantageous properties. Synthetic numerical tests are presented to study the
convergence and accuracy of the proposed method. It is also applied to a realistic scenario, involving
a heterogeneous reservoir with a complex fracture distribution, to demonstrate its relevance for field
applications.
Keywords Fractures, Poromechanics, Embedded Finite Element Method, Embedded Discrete Fracture Model
1 Introduction
In many geoengineering applications, the decision-making process is supported by numerical simulations, e.g. oil and
gas fields, geothermal plants, or carbon storage reservoirs. Such systems can only be operated efficiently and safely
with a thorough understanding of the flow and transport processes in the subsurface and how they interact with the
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FIGURE 1 Problem geometry.
mechanical response. Accurate numerical models are an important tool to evaluate the risk of undesirable phenomena
such as early breakthrough, poor sweep efficiency, excessive subsidence, loss of containment, or induced seismicity.
Many reservoirs are either naturally or deliberately fractured. In fractured formations, the coupling between fluid
flow and geomechanics is particularly strong as the hydrodynamical properties (e.g. permeability, storage) of the
fractures are strongly dependent on the mechanical configuration. This makes numerical simulations of such systems
particularly challenging. From a mathematical point of view, one has to solve a system of coupled partial differen-
tial equations. In particular, the flow of fluids and the mechanical response are described by mass and momentum
balances, along with several nonlinear constitutive relationships [38]. Numerical difficulties frequently arise from the
geometrical complexity of real fracture networks.
There exist two broad classes of discretization methods which model fractures as lower dimensional entities (e.g.,
2D surfaces in a 3D domain): conforming-grid methods and non-conforming (or embedded) methods. The first class
relies on a single grid that follows the geometry of the fractures so that conventional discretization approaches may
be applied. This includes finite-element (FE), finite volume (FV), and combined FE/FV schemes [22, 15, 17, 33, 7].
Embedded methods, instead, consider the fractures as independent surfaces overlain on a separate background grid.
This approach circumvents the complexity of generating a single grid that honors the geometry of the fracture network.
Separate, non-conforming grids are generated for the rock matrix and for each fracture. Such approaches have been
proposed for both FV discretization of flow [24, 18, 19] and poromechanics [10, 37, 11] and as extended finite-element
methods (XFEM) for flow [14, 5], mechanics, and poromechanics [32, 5, 23, 16]. Recently, these methods have also
been combined for simulation of coupled multiphase flow and mechanics in fractured porous media using a mixed
FE/FV discretization [31].
In this work we propose a FV discretization of the multiphase mass balance equations along with a FE scheme for
the momentum balance equation. The contribution of the fractures to the flow and transport is captured by employing
the embedded discrete fracture model (EDFM) [24, 18] which is an extension of a traditional two-point flux finite-
volume scheme to discontinuous media. The contact/separation problem at each fracture element is handled using
the Embedded Finite Element (EFEM) method. This method employs an element-local enrichment of the FE space
using the concept of Assumed Enhanced Strain [34, 13, 39, 29, 6, 43, 10]. Both piecewise constant[34] and linear
[25] interpolation of the displacement jump within an element are considered. While the focus in this paper is the
EFEM framework, we also describe a comparable XFEM-based method to highlight the overlap and differences in the
resulting approach. EFEM and XFEM are often viewed as competing methods, though they share many similarities
[6]. In fact, a well-written code can implement both in a straightforward manner with significant code re-use.
The paper is organized as follows. The governing equations and constitutive assumptions are presented in §2. In §3, we
describe the combined FE/FV discretization, with a focus on the EFEM and EDFM enrichment strategy. The accuracy
and consistency of the method are studied in §4 through simple benchmarks. More complex numerical experiments
are then conducted to demonstrate the applicability of the method to realistic field applications. Finally, concluding
remarks are provided in §5.
2 Problem Statement
The goal of this work is to model tight coupling between multiphase flow and elastic deformation in a porous and
fractured medium. For simplicity, we present the formulation and discretization for the two-dimensional case, but the
extension to three-dimensions is reasonably straightforward.
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Let B ⊂ R2 be an open domain (Figure 1). Its external boundary is ∂B, with outward normal vector nB. For the ap-
plication of boundary conditions, the external boundary is divided into non-overlapping portions ∂B = ∂Bu ∪ ∂Bt =
∂Bp ∪ ∂Bq where Dirichlet and Neumann conditions for the mechanical and flow portions of the problem will be
applied. The continuous body is internally cut by one or more fractures which form an embedded, lower-dimensional
domain F with boundary points ∂F . For simplicity, it is assumed fractures do not intersect the external boundary. We
will commonly refer to F as the fracture network, anticipating the general case of multiple, interconnected fracture
segments. We assume also that the network geometry can be well approximated by one or more polylines. Each
fracture segment has two faces, with the set of positive and negative faces denoted as F±. By convention, the local
normal is chosen as n = n+ = −n−. Similarly, we let m denote the tangent vector forming a local, right-handed
coordinate system at the fracture surface. The porous matrix is thenM = B \ F . We model system behavior in the
time domain T = (0, tmax] from known initial conditions.
For the mechanical deformation, the continuum matrixM behaves as a poroelastic medium with deformation field u.
Without loss of generality, homogenous boundary conditionsu = 0 are prescribed on ∂Bu. AcrossF , the deformation
field is potentially discontinuous, with JuK = u+ − u− denoting the displacement jump. It is convenient to partition
this jump into normal and tangential components as JuK = wnn + wmm, where the scalars wn and wm are the
fracture aperture and tangential slip magnitude, respectively. We assume quasi-static, small-strain kinematics.
For the multiphase flow, both the porous medium and the fractures are filled with two compressible fluids, a wetting
(w) and non-wetting (nw) phase. Let spi and ppi denote the phase saturation and phase pressure of fluid phase pi =
{w, nw}. Since the two fluids fill the voids, the saturations satisfy the closure condition sw + snw = 1. In the
following, the wetting fluid phase saturation is selected as a primary unknown and will be denoted by lower case
s without subscript. Capillarity effects are not considered, leading to the simplification pw = pnw = p. This is a
common assumption in many conventional reservoir applications, but it is not central to the method. We emphasize
that fluids may flow both in the matrixM and in the fracture network F , with interchange between the two domains.
With these preliminaries, the strong form of the initial-boundary-value problem is to find the displacement u : M×
T→ R2, saturation s : B × T→ R, and pressure p : B × T→ R such that
∇ · σ + ρg = 0 onM× T (matrix momentum balance), (1a)JσK · n = 0 on F × T (fracture traction balance), (1b)
m˙mpi +∇ · qmpi − qmpi + qmfpi = 0 onM× T (matrix mass balance for fluid phase pi = {w, nw}), (1c)
m˙fpi + H · qfpi − qfpi − qmfpi = 0 on F × T (fracture mass balance for fluid phase pi = {w, nw}), (1d)
subject to boundary conditions
u = 0 on ∂Bu × T (prescribed displacement), (1e)
σ · nB = t¯ on ∂Bt × T (prescribed total traction), (1f)
p = p¯ on ∂Bp × T (prescribed pore pressure), (1g)
s = s¯ on ∂Bp × T (prescribed wetting phase saturation), (1h)
qmpi · nB = q¯mpi on ∂Bq × T (prescribed mass flux for phase pi = {w, nw}), (1i)
and initial conditions
u(x, 0) = u0(x) x ∈M (initial displacement), (1j)
s(x, 0) = s0(x) x ∈ B (initial wetting phase saturation), (1k)
p(x, 0) = p0(x) x ∈ B (initial pore pressure). (1l)
In these equations, the following variables, operators, and constitutive relationships are introduced:
• The total Cauchy stress tensor is σ = Cdr : ∇su − bp1, where Cdr is a fourth-order tensor of drained
elastic moduli, ∇s is the symmetric gradient operator, b ∈ (φ0, 1] is Biot’s coefficient, with φ0 the reference
porosity, and 1 is the second-order unit tensor. For an isotropic model, Cdr can be expressed in terms of the
drained skeleton modulus Kdr and Poisson ratio ν.
• The mixture density is computed as ρ = (1 − φ)ρs + sφρw + (1 − s)φρnw using matrix porosity φ and
individual phase densities for the solid, wetting phase, and non-wetting phases. The gravitational vector is
denoted by g.
• The phase densities follow the compressible model ρpi = ρ0pi exp[(p− p0pi)/Kpi] with reference density ρ0pi at
reference pressure p0pi and phase bulk modulus Kpi .
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• Porosity changes depend on displacement and pore pressure as φ˙ = b∇ · u˙ + p˙/N with N = Kdr/[(b −
φ0)(1− b)].
• In this work, we consider both open and closed fractures, and a suitable constitutive model for the fracture
traction must be provided. To satisfy the traction continuity equation (1b), the total traction must satisfy
t = σ+ ·n = −σ− ·n. This traction can be additively decomposed as t = t′ − pn, where t′ is the effective
traction associated with mechanical contact, and the second term is a normal traction created by the fluid
pressure in the fracture. When the fracture is open (wn > 0) the mobilized traction depends only on the
fluid pressure and t′ = 0. When the fracture closes, a no-interpenetration constraint wn = 0 is enforced. In
the closed state, tangential tractions can also be generated, which are modeled using a regularized Coulomb
model to describe frictional sliding. The resulting nonlinear model can be expressed in a general rate form
t˙′ = D · Ju˙K, where D is a second-order tensor of tangent moduli and Ju˙K is the velocity jump. See [40] for
implementation details.
• For modeling fluid flow in the fracture, we make a distinction between the mechanical aperture wn and the
hydraulic-aperture wh = wn + w0. The basic concept is that when two rough surfaces are in contact, the
voids between asperities provide a pathway for fluid flow even when the mechanical aperture is nominally
zero. The correction term w0 > 0 allows for fluid storage and flow even under contact conditions. Of course,
more complicated stress-dependent fracture closure models could also be considered [42].
• In the matrix, the phase mass per unit volume is mmpi = φspiρpi . The porosity introduces a deformation
coupling in the mass balance equations. The phase mass flux is qmpi = ρpivpi with phase velocity v
m
pi =−λpiκ · ∇(p+ ρpigz) following the generalized Darcy’s law [28]. The absolute permeability tensor is κ. The
phase mobility λpi = krpi/µpi is a function of the relative permeability relationship krpi(spi) and the phase
viscosity µpi . The gravitational acceleration is g and z is the elevation above a datum. In the numerical
examples, we employ a quadratic relative permeability model and constant viscosities.
• In the fracture, the phase mass per unit surface area is mfpi = whspiρpi . We emphasize that the hydraulic
aperture wh is used here rather than the mechanical aperture wn. Introducing the tangential projection matrix
Π = (1 − n ⊗ n), the operators H() = Π · ∇() and H · () = Π : ∇() are the tangential gradient and
divergence operators in the lower dimensional domain F . The phase flux is qfpi = whρpivpi with phase
velocity vfpi = −λpiκfH(p + ρpigz). That is, fluid flow within the fractures is driven by the tangential
gradient of the hydraulic potential. Here, the fracture permeability is κf = w2h/12 following the classic
lubrication model [4, 42].
• The terms qmpi , qfpi are source terms used to model wells that inject or extract fluid from the rock matrix or
fracture network, respectively. The term qmfpi is an interchange term used to model the transfer of fluid from
the matrix to the fracture, or vice versa. In the embedded discretization method described below, it is more
natural to model this interchange via a source term, rather than as a boundary condition that must be enforced
between the matrix and fracture surfaces.
The model above has sufficient complexity to describe many realistic subsurface systems. Of course, several alternative
constitutive models could be introduced without changing the underlying nature of the governing equations, and certain
assumptions could be relaxed to better describe particular applications. Our primary goal in this work, however, is to
test a particular discretization strategy to capture the complicated hydromechanical interactions that can result.
3 Discretization
Figure 2 provides a simple illustration of the embedded discretization strategy adopted here. We first partition the
domain using a computational mesh TB. This mesh consists of non-overlapping cells Ki such that B ≈
⋃
iKi. The
intersection of the fracture network with this background mesh defines a fracture triangulation TF . In particular, we
assume F ≈ ⋃j kj , where fracture segment kj = F ∩ Kj for any cell Kj cut by the network. Note that we will
consistently use an uppercase / lowercase notation—(K, k)—to indicate a cell and its corresponding fracture segment.
For the moment, let us assume that each cell is cut by at most one linear segment. The case of multiple segments
intersecting a cell will be addressed once the preliminaries are established. We assume throughout, however, that such
segments completely cut the cell and do not partially penetrate. It is convenient to denote the union of cut cells as the
enriched subset of the triangulation TE ⊆ TB.
On a given cell, it is helpful to work in a fracture-aligned coordinate system. To do so, we define local basis vectors
{n,m} and origin xk, choosing xk as the mid-point of the fracture segment. Let {yn, ym} denote the normal and
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FIGURE 2 Grid and location of the unknowns for a two-dimensional domain.
tangential coordinates associated with this system,
yn = n · (x− xk) ,
ym = m · (x− xk) . (2)
Using these triangulations, the unknown fields are approximated with discrete counterparts—i.e. uh, ph, and sh.
To avoid a proliferation of superscripts, we will drop the standard “h” notation and simply remark that all fields
beyond this point should be understood as discrete approximations. In cells that are not cut by the fracture network,
standard interpolation strategies may be adopted. Any cell cut by the fracture network, however, must be enriched
with additional degrees of freedom to capture discontinuities.
The governing equations are time-dependent and are discretized into discrete timesteps {0, t1, t2, ..., tmax}. Let ∆t =
tτ−tτ−1 denote the current time interval at timestep τ , and more generally ∆(·) = (·)τ−(·)τ−1 the discrete increment
of a given quantity. The governing equations are discretized using a fully-implicit strategy, in which all unknowns are
simultaneously updated as part of a Newton search. That is, given the previous timestep solution {u, p, s}τ−1, we
seek the next timestep solution {u, p, s}τ in a monolithic fashion. For presentation purposes, however, it is convenient
to group the governing equations into a mechanics subproblem and a fluid flow subproblem. The former relies on a
finite element discretization, while the latter relies on a finite volume discretization.
3.1 Mechanics Discretization
We begin by introducing two discrete spaces. The first is the continuous bilinear finite element space,
U :=
{
η | η ∈ [C0(B)]2, η|K ∈ [Q1(K)]2 ∀K ∈ TB, η = 0 on ∂Bu
}
. (3)
Here, C0(B) is the space of continuous functions on the closed domain B, and Q1(K) is the space of bilinear polyno-
mials onK. The spaceU satisfies Dirichlet boundary conditions on the displacement field. Without loss of generality,
homogeneous conditions have been assumed. For any element K, let {N1, N2, N3, N4} denote the standard “hat”
shape functions associated to the four nodes of a quadrilateral, forming a basis for Q1(K). Any element u ∈ U is
locally interpolated on cell K as,
u|K =
4∑
a=1
Na(x)ua =
8∑
b=1
ub ηb(x) . (4)
Here, we have introduced two equivalent representations: one using four scalar shape functions {Na} and vector-
valued weighting coefficient {ua}, and a second using eight vector-valued shape functions {ηa} and scalar weights
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{ua}. Note that η1 = (N1, 0)T , η2 = (0, N1)T , ... , η8 = (0, N4)T , and the two forms are readily interchangeable.
This interpolation is used to approximate the continuous portion of the displacement field everywhere in B.
We also introduce a second spaceW consisting of local enrichments added to cut elements in TE ,
W :=
{
φ | φ ∈ [L2(B)]2, φ|K ∈ E(K) ∀K ∈ TE , φ|K = 0 ∀K /∈ TE
}
. (5)
Here, L2(B) is the space of square Lebesgue-integrable functions on B, and E is a space of vectorial enrichment
functions on cut elements. These enrichments will be defined by construction. To begin, let ξ(x) denote a continuous
displacement field on K, with the expansion
ξ =
∑
b
wb ξb(x) , (6)
in terms of a set of basis vectors {ξb} and enrichment weights {wb}, as yet undefined. Locally, the enriched displace-
ment field is approximated as,
u|K = u˜+H ξ (7)
where u˜ is a locally-continuous displacement field, andH(x) is a Heaviside function centered on the fracture segment
k. We observe that H ξ is an additional displacement component that is added to the positive side of the fractured
element, inducing a displacement jump across k and allowing for separate motion of the two sides of the element.
A variety of enrichments {ξb} could be imagined, but here we explore three specific bases, which we will denote as
EFEM(0), EFEM(1), and XFEM.
EFEM(0) The simplest basis consists of piecewise constant enrichments for the normal and tangential displacement,
ξ1 = n , ξ2 = m . (8)
This is the most common basis used in EFEM methods, going back to the earliest formulations [34]. It allows for
piecewise constant opening and slip of the fracture segment, but no rotations or relative stretching.
EFEM(1) The second basis allows for linear displacement jumps, using the specific enrichments,
ξ1 = n , ξ2 = m , ξ3 = ymm , ξ4 = ymn− ynm , (9)
This particular basis was proposed in [25] and further developed in subsequent works [26, 1, 27]. The first two modes
represent rigid body motions in the normal and tangential directions. The third provides a tangential stretching mode,
while the fourth is a rigid rotation. Due to the spatial variation of the enrichment, the displacement jump may vary
linearly along the fracture length, providing a better approximation of the jump kinematics.
XFEM A limitation of the previous enrichments is that they only allow for a subset of the separation and deformation
modes possible for a separating bilinear element. While the dominant modes are captured, the two-sides of the fracture
are not perfectly independent. Full separation can be achieved by introducing a complete, eight-mode basis,
ξ1 = N1 n , ξ2 = N2 n , ξ3 = N3 n , ξ4 = N4 n ,
ξ5 = N1m , ξ6 = N2m , ξ7 = N3m , ξ8 = N4m .
(10)
where {Na} are the underlying shape functions of the continuous element. One can imagine that the enriched dis-
placement field is represented with a phantom element superimposed over the original. This is a standard XFEM
enrichment, with the slight modification that the weighting coefficients—with support at the nodes of the element—
are expressed in the local {n,m} coordinate system. This will reduce the number of non-zero entries in the system
matrix when coupling with hydrodynamic properties is taken into account. For curving fractures, however, a global
coordinate system must be used to avoid ambiguity in defining the local normal and tangent at a node. In this case,
one can simply take ξ1 = η1, ξ2 = η2, and so on. Unlike the EFEM approach, for the XFEM approach inter-element
continuity of the enriched displacement field will be enforced below by making the enriched nodal weights global,
rather than element-local, degrees of freedom.
Regardless of the basis choice, the heaviside-based decomposition equation (7) is awkward to implement because
u˜ /∈ U . This field is continuous within elements but discontinuous at element boundaries. This difficulty may be
remedied through a simple manipulation, aimed at expressing the displacement field as sum of a globally continuous
function uu and a discontinuous enrichment function uw. Figure 3 illustrates the idea in the simpler one-dimensional
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FIGURE 3 Decomposition of a one-dimensional displacement field into a continuous field and a discontinuous en-
richment.
case. Let xa denote the nodal coordinate providing support for shape function ηa. Also, let ξa denote an x- or y-
component of ξ(xa)—that is, a component of the enriched displacement field evaluated at the node, ordered in the
same manner as {ua}. Finally, we define the function,
f(x) =
8∑
a=1
ξaH(xa)ηa(x) , (11)
which is a continuous function on K. We proceed by adding and subtracting f from the original decomposition,
u|K = ( u˜+ f ) + (H ξ − f ) ,
=
8∑
a=1
ua ηa +
n¯w∑
b=1
wb φb , (12)
where n¯w is the local number of enrichment modes considered. Here, the new coefficient ua = u˜a + H(xa) ξa
represents the total displacement field evaluated at the node. This expansion leads to new functions {φb} with
φb(x) = H(x) ξb(x)−
4∑
a=1
H(xa)Na(x) ξb(xa) b = 1 , ... , n¯w (13)
It is these functions that form a basis for the space E(K) on an individual element. Figures 4 and 5 present the resulting
enrichment functions for EFEM and XFEM in 2D, respectively. By design, these functions are equal to zero at the
nodes of the element, but their traces on element edges intersected by a fracture segment are non-zero. For the EFEM
approaches, these traces will not conform between neighbors. For XFEM, if the same enrichment degree-of-freedom
is used for interpolating neighbor elements, edge continuity is automatically enforced.
The global displacement field is now
u = uu + uw =
nu∑
a=1
ua ηa +
nw∑
b=1
wb φb , (14)
with uu ∈ U and uw ∈ W as desired. Here, nu is the total number of nodal displacement degrees of freedom, and
nw is the total number of element (or nodal) enrichments. The corresponding strain field is
∇su =
nu∑
a=1
ua∇sηa +
nw∑
b=1
wb∇sφb . (15)
Noting that ∇H = δn, with δ a Dirac delta function centered on the fracture, we may directly compute the enhanced
strain basis functions as
∇sφb = H∇sξb −∇sf + δ(ξb ⊗ n)s . (16)
The first two terms in the strain are regular contributions, while the Dirac delta term is singular and is only present
on the fracture segment k. Note that the effective stress in the matrix is a direct function of the regular strain, which
includes a continuous and enhanced contribution.
We may now proceed to the variational form of the mechanical problem. The EFEM schemes are of non-Galerkin
type, in which the space of test strains∇sv̂ will differ from the space of trial strains∇su. We begin, however, with the
7
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FIGURE 4 Enrichment modes (a-d) and resulting basis functions (e-h) for EFEM(1) in two-dimensions. The piece-
wise constant EFEM(0) just uses the first two modes (a-b) and resulting basis functions (e-f).
Galerkin approach—as typically used for XFEM—and consider trial functions v = η + φ, with η ∈ U and φ ∈W .
The discrete variational form of the momentum balance at time tτ is to find {uu,uw}τ such that∫
B
∇sv : στ dA−
∫
B
v · ρτg dA−
∫
∂Bt
v · tτ dL = 0 ∀{η,φ} . (17)
Note that the total stress and total traction can be expanded into mechanical and fluid contributions, but for the mo-
ment it is convenient to work in the more compact notation of total quantities. Using equations (14–16), the test
functions may be expanded, and Dirac delta contributions converted from area to line integrals. The independence of
the variations then leads to the following weak form: Find {uu,uw}τ ∈ U ×W such that
Ru =
∫
B
∇sη : στ dA−
∫
B
η · ρτg dA−
∫
∂Bt
η · tτ dL = 0 , (18)
Rw =
∫
M
∇sφ : στ dA−
∫
M
φ · ρτg dA−
∫
F
ξ · tτ dL = 0 , (19)
for all {η,φ} ∈ U ×W . Here, tτ is the local traction on the fracture surface, evaluated as a function of the local
displacement jump. The first balance leads to nd discrete residual equations enforcing a global momentum balance.
These equations are coupled through the nodal support of the basis functions. The second residual leads to nw discrete
equations that enforce traction balance across fracture segments. In the XFEM approach, these additional enrichments
also have nodal support and therefore couple neighbor elements if they are both enriched. In EFEM, the enrichments
are local bubbles, and equations (19) can be reduced to nw element-wise equations. This has implications for the
system matrix sparsity and resulting linear solver strategy.
Unfortunately, due to the reduced kinematics used in the EFEM schemes, the traction continuity within cut elements
may be poorly approximated in certain configurations. See [21, 43] for an extensive discussion on this topic. A non-
Galerkin formulation is widely preferred for improving these deficiencies. Applying the divergence theorem to (19)
8
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FIGURE 5 Enrichment modes (a-d) and resulting basis functions (e-h) for XFEM in two-dimensions.
implies, ∫
M
φb · (∇ · στ + ρτg) dA+
∫
F
ξb · (στ · n− tτ ) dL = 0 , b = 1, 2, ... , nw . (20)
If one assumes the balance of linear momentum is satisfied in strong form as the method converges, the first term on
the left-hand side vanishes. The remaining equation directly expresses a weak enforcement of traction continuity, as
desired. Unfortunately, stresses are typically evaluated at the quadrature points in the bulk of the element, not on the
fracture surface. To remedy this, let us introduce a projection operator that maps stresses in the bulk to tractions on
the surface, ∫
M
(βb ⊗ n)s : στ dA−
∫
F
ξb · tτ dL = 0 , b = 1, 2, ... , nw , (21)
with the projection operator (βb ⊗ n)s playing the role of a new test strain. This is equivalent to writing∫
M
βb · tτ dA−
∫
F
ξb · tτ dL = 0 , b = 1, 2, ... , nw , (22)
highlighting the fact that this form directly imposes an equilibrium between tractions evaluated on the fracture segment
and traction values tn = στ · n evaluated in the element volume.
The key question is how to choose the test vectors βb. One strategy, proposed in [25] for the EFEM(1) basis, is to
determine the vectors {βb} such that equation (22) will be exactly satisfied for any traction field that is a piecewise
polynomial up to a certain order. For the EFEM(0) interpolation, for example, let us assume this balance should be
satisfied for a piecewise constant traction field in each cut element,
t|K = t1n+ t2m . (23)
The test basis is also chosen as piecewise constant,
β1|K = β1n β2|K = β2m , (24)
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with two unknown coefficients β1, β2. Restricting equation (22) to an individual element, inserting expressions (8),
(23), and (24), and noting that the traction coefficients are arbitrary implies β1 = β2 = |k|/|K|. That is, the scaling
weight is the ratio of the fracture length to the element area. Because the normal and tangential tractions are orthogonal,
the weights in both directions are equal. In the case of the EFEM(1) discretization, we assume the traction is a
piecewise linear polynomial on a cut element,
t|K = (t1 + t2yn + t3ym)n+ (t4 + t5yn + t6ym)m (25)
The four components of the test basis are chosen as linear polynomials,
β1|K = (β1 + β2yn + β3ym)n β2|K = (β4 + β5yn + β6ym)n
β3|K = (β1 + β2yn + β3ym)m β4|K = (β4 + β5yn + β6ym)m (26)
with six weighting coefficients {βi} to be determined. Restricting equation (22) to an individual element, inserting
relationships (9), (25), and (26), and noting that the balance must be satisfied for arbitrary {ti} implies[
β1 β4
β2 β5
β3 β6
]
= A−1K Lk (27)
with matrices
AK =
∫
K
[1 yn ym]
T
[1 yn ym] dA and Lk =
∫
k
[1 0 ym]
T
[1 ym] dL . (28)
The 3× 3 matrix AK is a mass matrix for the P1(K) basis {1, yn, ym}. Note that yn = 0 on k because the coordinate
system origin is set on the fracture surface. The test vector weights only depend on the cut element geometry and may
be computed in a pre-processing step.
In summary, in the EFEM methods the global momentum balance equation (18) remains the same, but the discrete
traction balance residual equations at time tτ are replaced as:
R˜wb =
∫
M
(βb ⊗ n)s : στ dA−
∫
F
ξb · tτ dL = 0 , b = 1, 2, ... , nw , (29)
Note that the symmetry of the Galerkin form in XFEM is lost in the EFEM methods. We also emphasize that the
total stress, total traction, and density terms contain both solid and fluid contributions, and therefore these residual
equations are tightly coupled to all of the unknown fields.
Remark 1. This section began with the assumption that elements are cut by at most one fracture segment. In geologic
media, however, this assumption is highly restrictive. Intersecting fracture networks are pervasive in the subsurface. In
the numerical examples below, when an element is cut by multiple fracture segments—either in a sub-parallel fashion
or fully intersecting—we adopt a simple superposition treatment of the problem. The resulting strain field is written
as the additive sum of the separate fracture contributions. This assumption is clearly a significant simplification of the
kinematics, but it retains the simplicity of the underlying method. Further, in practical geologic applications one often
observes that significant slip only occurs on a subset of well-oriented fractures, while poorly oriented fractures have
weaker interactions. Interesting work on more complicated enrichments to directly treat fracture intersections can be
found in [26].
Remark 2. In the XFEM scheme, the test strain ∇sφb is discontinuous, and standard element quadrature will be
inaccurate when evaluating equation (19). Here, we sub-triangulate cut elements for quadrature purposes. In the
EFEM schemes, standard Gaussian quadrature may be applied.
Remark 3. In the EFEM(1) scheme, the enriched strain can have linearly dependent columns when a fracture cuts only
one node of an element. This can lead to singularity of the system matrix. In [25], a stabilization is recommended in
which the higher-order modes are penalized so that the scheme more closely mimics the intrinsically stable EFEM(0)
scheme on such elements. This is one downside of the EFEM(1) scheme, as single-node-cut elements are difficult to
avoid for arbitrarily oriented fractures.
Remark 4. In XFEM, the conditioning of the system matrix is sensitive to the ratio of element areas bisected by the
fracture. In particular, fracture surfaces that pass close to element nodes may cause ill-conditioned or even singular
matrices. Again, such a configuration is difficult to avoid for arbitrarily oriented fractures. In [2, 44], stabilized
versions of XFEM are proposed to address this issue. In particular, the method in [44] appears to provide stable matrix
conditioning while maintaining the same approximation accuracy as the basic method.
Remark 5. For simplicity, we have not included any special treatment of fracture tips. It is well known, however,
that numerical error due to singular strain fields at the tips can dominate convergence behavior. Tip enrichments are
commonplace in XFEM implementations, but comparable equivalents for EFEM methods are not widely used. It
has been observed, however, that the singular nature of the non-conforming jump at the tip in the EFEM scheme can
partially compensate for the lack of a dedicated tip enrichment [6]. Nevertheless, the development of effective tip
treatments for EFEM methods for use in hydraulic fracturing applications is the subject of ongoing work.
10
PREPRINT SUBMITTED TO ARXIV - JULY 13, 2020
Remark 6. In XFEM, one can ensure that the fracture aperture smoothly closes in a tip element by only enriching two
of the four nodes. In the numerical results below, however, we found better accuracy by allowing for a discontinuous
jump at the tip by enriching all four nodes. This approach mimics the EFEM treatment, allowing for a non-conforming
tip jump.
3.2 Flow Discretization
We adopt a finite volume scheme for discretizing the flow physics, because of its element-wise mass conservation
properties. The enrichment of the pressure and saturation fields to address fractured elements is therefore straightfor-
ward (Figure 2). In the matrix, there is a piecewise constant pressure field pm(x) and saturation field sm(x), each with
one degree of freedom per cell K. Similarly, in the fracture network we solve for a piecewise constant pressure field
pf (x) and saturation field sf (x), each with one degree of freedom per fracture segment k. In keeping with the finite
element formalism used above for the mechanical portion of the problem, we can define two discrete spaces [3, 12],
Pm :=
{
ψm | ψm ∈ L2(B), ψm|K ∈ P0(K) ∀K ∈ TB
}
, (30)
Pf :=
{
ψf | ψf ∈ L2(F), ψf|k ∈ P0(k) ∀k ∈ TF
}
, (31)
which define the space of piecewise constant fields on the given triangulation (matrix or fracture). Letting {ψαa } denote
a set of basis functions for Pα, α = {m, f}, the pressure and saturation fields are interpolated as
pα(x) =
nα∑
a=1
pαaψ
α
a (x) and s
α(x) =
nα∑
a=1
sαaψ
α
a (x) . (32)
Note that the basis functions are simply characteristic functions, equal to one on a given volume and zero elsewhere.
The discrete governing equations are then functions of the fields {pm, sm} ∈ [Pm]2 and {pf , sf} ∈ [Pf ]2.
In the flow formulation, it is also necessary to define discrete fluxes between neighboring volumes and from external
boundaries. These fluxes come in four forms: boundary-to-matrix, matrix-to-matrix, fracture-to-fracture, and matrix-
to-fracture. It is easiest to manage these fluxes using connectivity lists. Let Cmm denote the set of unique pairs (J,K)
of mesh cells connected through a common face. Similarly, let Cff denote the set of neighboring fracture segments
(j, k), Cmf the set of fracture segments embedded in matrix cells (K, k), and Cem a list of external connections (j¯, K)
allowing for non-zero boundary fluxes from boundary edge j¯.
Using a standard two-point flux approximation (TPFA), the matrix-to-matrix (mm), fracture-to-fracture (ff ), or
matrix-to-fracture (mf ) discrete fluxes of phase pi are computed as
Fmmpi, JK = −
ρupwpi krpi
µupwpi
TJK [(p
m
K + %pigz
m
K )− (pmJ − %pigzmJ )], (J,K) ∈ Cmm, (33a)
F ffpi, jk = −
ρupwpi krpi
µupwpi
Tjk[(p
f
k + %pigz
f
k )− (pfj − %pigzfj )], (j, k) ∈ Cmm, (33b)
Fmfpi,Kk = −
ρupwpi krpi
µupwpi
TKk[(p
f
k + %pigz
f
k )− (pmK − %pigzmK )], (K, k) ∈ Cmf . (33c)
The superscript (·)upw denotes an upwinded quantity, whereas %pi denotes the phase mass density averaged at the
interface between control volumes. For mm fluxes, the transmissibility coefficient between control volumes J and K
connected by face c is computed as the harmonic average
TJK =
TJcTKc
TJc + TKc
, (34)
with half-transmissibility coefficients given by
TJc = |c| (xc − xJ) · κ · nJ,c‖xc − xJ‖2 and TKc = |c|
(xc − xK) · κ · nK,c
‖xc − xK‖2 . (35)
Here, |c| is the area—namely, the (d − 1)-measure, with d the spatial dimension of the problem—of the connecting
face, xc is a suitably chosen collocation point on the face, and xJ andnJ,c (respectively xK andnK,c) are the centroid
and outer unit normal at the connecting face for control volume J (respectively K). The same form is used for the
segment-to-segment (fracture) transmissibility Tjk through a suitable interpretation of the required quantities [19]. For
example, the area of a connecting fracture face is the aperture times the (d − 2)-measure of the intersection between
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boundaries of control volumes j and k. The key difference with the matrix flux is that the aperture and absolute
permeability of fracture segments is strongly dependent on the mechanical deformation, while for matrix cells the
connecting area and absolute permeability is assumed constant. For the case of mass interchange between a fracture
element k embedded in cell K, the transmissibility coefficient is computed as
TKk =
| k |
〈dKk〉
κKκk
κK + κk
. (36)
Here, | k | is the (d − 1)-measure of fracture that cuts through matrix element K, κK = (n ⊗ n) : κK is a scalar
measure of the matrix permeability, and 〈dKk〉 is an average connection distance defined as
〈dKk〉 = 1|K |
∫
K
|(x− xk) · n| dA , (37)
where xk is the centroid of the fracture segment. For external fluxes F empi, j¯K , Neumann fluxes may be directly pre-
scribed. On a Dirichlet boundary, the flux formula (33) may be used with the transmissibility replaced by the half-
transmissibility, and one of the pressures interpreted as a known external pressure pb.
The weak form of the mass balance equations at time tτ may then be stated as: Find {pm, sm, pf , sf}τ ∈ [Pm]2 ×
[Pf ]2 such that, for each phase pi = {w, nw},
Rmpi =
∫
B
ψmpi
(
∆mmpi
∆t
− qmpi,τ
)
dA−
∑
Cmm
(ψmpi,K − ψmpi,J)Fmmpi,τ,JK −
∑
Cmf
(ψfpi,k − ψmpi,K)Fmfpi,τ,Kk +
∑
Cem
ψfpi,KF
em
pi,τ,j¯K = 0
(38)
Rfpi =
∫
F
ψfpi
(
∆mfpi
∆t
− qfpi,τ
)
dA−
∑
Cff
(ψfpi,k − ψfpi,j)F ffpi,τ,jk +
∑
Cmf
(ψmpi,k − ψfpi,K)Fmfpi,τ,Kk = 0 (39)
for all {ψmw , ψmnw, ψfw, ψfnw} ∈ [Pm]2 × [Pf ]2. We emphasize that the above residuals represent four discrete equa-
tions, two for each phase in the matrix and fractures. Because the basis functions are simple characteristic functions,
these equations may be readily assembled using an element based accumulation loop followed by a connection based
flux loop, with appropriate indexing and signs.
Remark 7. This formulation only provides accurate results for conductive fractures. If fractures have permeabilities
lower than the rock matrix, and are thus flow barriers, the p-EDFM formulation provides an alternative [36, 20].
3.3 Linearization and solution strategy
Equations (18, 29, 38, 39) lead to a set of algebraic residual equations describing the coupled behavior of the system.
Let xτ denote a vector gathering all of the nodal and cell-based unknowns at time tτ . The residual system may be
compactly written as
r(xτ , xτ−1) = 0 . (40)
The nonlinear equations are solved using Newton’s method, with a backtracking algorithm to improve convergence
robustness. Given an estimate of the new solution xi−1τ at time τ and iteration (i − 1), an improved estimate xiτ is
determined by
solving Ji−1τ ∆x = −ri−1τ , (41)
updating xiτ = x
i−1
τ + γ∆x . (42)
Here, J = ∂r/∂x is the Jacobian of the nonlinear system, and γ ∈ (0, 1] is a backtracking parameter that limits the
step length in direction ∆x to ensure a residual reduction. The iterations are terminated when the residual norm drops
below a desired convergence tolerance, ‖ r ‖ < tol.
Given the coupling within the underlying PDEs, the Jacobian system has the block structure,
   
   
     
    
    

︸ ︷︷ ︸
J

∆u
∆w
∆pm
∆pf
∆sm
∆sf

︸ ︷︷ ︸
∆x
= −

ru
rw
rmo
rfo
rmw
rfw

︸ ︷︷ ︸
r
, (43)
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where  indicates a sparse matrix defining a non-zero coupling between the respective fields. For brevity, we have
omitted the specific forms of the linearized operators. They may be directly—if somewhat tediously—derived from
the residual equations in a standard way.
Remark 8. In this work, the linear system (43) is handled using a direct solver. This is sufficient for two-dimensional
or small three-dimensional problems, but in general it will not provide a scalable approach. The design of effective
preconditioned iterative methods for this system is the subject of ongoing work, building on techniques presented in
[41, 8].
4 Numerical experiments
We now present several numerical experiments to illustrate the relative performance of the schemes. All rock and fluid
properties employed in the simulations are summarized in Table 1.
Test Case 1. A single fracture, embedded in an infinite medium, is pressurized and opens. This problem has an
analytical solution[35]. It is employed to study sensitivity to enrichment strategy, grid resolution, and grid orientation.
Test Case 2. We reproduce a test case from [6] involving a single fracture subject to compression. As such, the
fracture slips and provides an opportunity to validate the schemes under shearing.
Test Case 3. We reproduce a test case from [32, 23] involving coupled single-phase flow and geomechanics. Our
results are compared to independent results obtained using an XFEM-based scheme in the original references.
Test Case 4. A vertical section of a fractured heterogeneous reservoir is considered. The domain is saturated with
a viscous phase which is extracted by a production well. Production is stimulated by injection of a slightly less
viscous fluid phase. It includes much of the complexity encountered in multiphase field applications. As such, it is a
proof-of-concept for the applicability of the method to realistic engineering scenarios.
TABLE 1 Rock and fluid properties.
Test Case 1 Test Case 2 Test Case 3 Test Case 4
Kdr Drained skeleton modulus [GPa] 15 8.3× 10−5 15 11.3
ν Poisson’s ratio [-] 0.4 0.3 0.4 0.25
α Friction coefficient [-] - 0.1 0.6 0.6
b Biot’s coefficient [-] 1 1 1 1
φ0 Reference porosity [-] - - 0.3 0.3
κ Permeability [m2] - - 10−12 Fig. 12
Kw Water bulk modulus [GPa] - - 1027 109
µw Water viscosity [Pa s] - - 10−3 10−3
ρw Water density [kg/m3] - - 1000 1000
Ko Oil bulk modulus [GPa] - - - 109
µo Oil viscosity [Pa s] - - - 1.5× 10−3
ρo Oil density [kg/m3] - - - 850
4.1 Test Case 1 - Opening of a single fracture in an infinite medium
To begin, a single fracture under constant fluid pressure in an infinite 2D medium is considered. An analytical solution
to this problem is available [35]. In this test case, no fluid flow occurs, so only the mechanical equations are solved.
For the numerical solution, a 100 m × 100 m square domain is considered and a fracture is placed at several rotation
angles in the center. A 15 × 15 cartesian grid is used as a base mesh, and uniform 3 × 3 refinements are performed
3 times to study error convergence behavior. The initial fracture length at a given angle is chosen so that the fracture
terminates at an element boundary. The fracture is pressurized at a constant pressure pf = 1.0 MPa. To avoid boundary
effects, analytical displacement boundary conditions are imposed on the external boundaries. The boundary solution
is numerically computed using a displacement discontinuity method for an infinite body as described in [9].
Figure 6 compares the analytical solution and the numerical one obtained for different grid resolutions, assuming a
horizontal fracture. An aperture error is defined as
 =
√
L∫
0
(wn − wann )2 dL
L∫
0
wann dL
, (44)
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where wann is the analytical solution and L is the total fracture length. Figure 7 presents the convergence behavior of
the different schemes as a function of the rotation angle, which leads to different element intersection geometries.
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FIGURE 6 Test Case 1: Comparison of analytical and numerical aperture profiles for the different schemes applied
to a horizontal fracture geometry. Only half-profiles are shown due to symmetry.
All three schemes exhibit linear or slightly superlinear convergence behavior, with the higher order schemes having a
lower error constant. For the horizontal fracture, EFEM(1) and XFEM have nearly the same accuracy. As the fracture
rotates, however, a larger number of single-cut-node elements are encountered. As a result, the EFEM(1) scheme
approaches the EFEM(0) behavior. In general, however, all three approaches provide a good approximation of the
opening profile.
4.2 Test Case 2: Single fracture under compression
Here, we reproduce two examples originally presented in [6]. A 2 m× 4 m elastic domain cut by a fracture inclined at
45◦ is considered. In the first scenario, the fracture cuts through the entire domain, with end points at x1 = (0, 0.7)
and x2 = (4, 2.7). Then, a shorter fracture is considered, which only cuts part of the domain, having end points at
x1 = (0, 0.7) and x2 = (1.3, 2). The geometry for both cases is shown in Figure 8. A displacement uy = −0.1 m is
imposed at the top surface while the bottom is fixed. Given that all elements in this test are single-node-cut, we only
consider the EFEM(0) and the XFEM schemes. For the first geometry, a uniform slip, wt = 0.1
√
2 is obtained with a
relative error of the order of 10−10. For the non-uniform slip case, contour plots of vertical displacement are presented
in Figure 9. Both solutions are in good agreement with the original reference.
4.3 Test Case 3: Injection in a saturated porous medium with an inclined fracture
This test reproduces a benchmark example from [32, 23]. A 10 m× 10 m saturated reservoir with a 2 m long inclined
fracture positioned at the middle of the domain is considered (Figure 10a). The bottom surface is subject to a fluid
influx at a constant rate, qbot = 10−4 m/s, whereas a constant pressure boundary condition is applied at the top
surface. No flow is allowed at the two sides. Additionally, free displacement is allowed at the top surface, while all
other surfaces are subject to zero displacement in the normal direction.
The initial reservoir pressure is p0 = 0 MPa and the injection process is run for 10 seconds. Three different configu-
rations are considered: one in which no fracture is present and two configurations in which the fracture is inclined by
30◦ and 60◦ with respect to the horizontal axis. A 30× 30 cartesian grid is imposed on the domain and the simulation
is run using 75 time-steps for a total simulation time of 10 s.
The example is run with the EFEM(1) method, and compared to the XFEM-based results presented by the original
authors of the benchmark [32, 23]. We note that their method employs a different discretization strategy for the
flow equations. Figure 10b plots the outgoing flux at the top surface qtop as a function of time, normalized by the
injection rate qbot. The fracture, due to its storage capacity, delays the time that it takes for the flux at the top surface
to reach steady state. Figure 11 plots the vertical displacement at the end of the simulation. As expected, the vertical
displacement is larger for the smallest value of the angle θ.
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FIGURE 7 Test Case 1: Base mesh and fracture location (left) for a fracture inclined at angle of 0◦, 16◦, and 38◦.
Aperture error as a function of grid resolution is shown at (right).
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Grid 1 Grid 2 Grid 3
FIGURE 8 Test Case 2: Geometry and boundary conditions for the uniform and non-uniform slip models.
EFEM
XFEM
FIGURE 9 Test Case 2: Contours of vertical displacement for the non-uniform slip example.
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FIGURE 10 Test Case 3: (a) Geometry and boundary conditions. (b) Normalized flux at the top surface versus time,
with and without a fracture inclined by 30◦ with respect to the horizontal direction. The black points were obtained
using the XFEM-based method presented in [23] and provide an independent reference solution.
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FIGURE 11 Test Case 3: Contour plots of vertical displacement for three scenarios.
4.4 Test Case 4: Primary depletion and water injection in a fractured reservoir
A vertical section of a heterogeneous fractured reservoir is considered. The reservoir is 120 m high and has a length
of 250 m. The permeability field and the boundary conditions are shown in Figure 12. The domain is discretized with
a 250 × 120 cartesian grid. Six large fractures are embedded in the domain, and two wells are introduced at the left
and right-hand sides of the reservoir. Here, the Peaceman well model is employed for the wells [30]. Both wells are
pressure-constrained with a pressure, pprod = 5 MPa. The coordinates of the end points of each fracture and the cells
perforated by each well are provided in tables 2 and 3. The reservoir initially contains two compressible phases with
saturations Sw = 0.1 and So = 0.9, respectively. The initial reservoir pressure is uniform and equal to pinit = 20 MPa,
and all fractures are closed. The initial vertical and horizontal effective stresses are σ′V = 45 MPa and σ
′
H = 0.33σ
′
V .
Two scenarios are considered. In the first, the reservoir is subject to primary depletion via fluid production through the
two wells. In the second scenario, water is injected into fracture no. 5, increasing the average reservoir pressure and
forcing some of the fractures to open. Given the comparable performance of the various discretizations, only results
for the EFEM(1) scheme are presented.
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FIGURE 12 Test case 4: Geometry, boundary conditions, and permeability map in logarithmic scale. Fractures
(white), producer 1 (red) and producer 2 (cyan) are also shown.
4.4.1 Scenario 1: Primary depletion
The reservoir pressure is decreased by extracting the two fluid phases from the production wells. The total simulation
time is equal to Tfinal = 1.33 days using 10 time-steps. The initial time-step size is 0.01 days and it is gradually
increased throughout the simulation based on the Newton convergence rate. Figure 13 shows the pressure map at time-
steps 1 (0.01 days) and 8 (0.37 days). Figure presents contour plots of the x and y components of the displacement field
at the end of the simulation. As expected, the decrease in reservoir pressure results in subsidence at the top surface.
FIGURE 13 Test Case 4, Scenario 1: Contour plot of the reservoir pressure at time-steps 1 (top left) and 8 (top right)
and of the displacement in x (bottom left) and in y (bottom right) at the end of the simulation.
4.4.2 Scenario 2: Water injection in a fracture
An injector well is now added, injecting water at a constant pressure pinj = 75 MPa. The initial time-step size is 0.01
days and the total simulation time is equal to Tfinal = 1 day. Figure 14 shows contour plot of pressure, saturation and
displacement at the end of the injection process. We observe that the fracture in which water is injected and the one
connected to it open significantly due to the pressure increase. Additionally, the saturation path towards the producers
is strongly determined by the fracture distribution since all fractures are highly permeable compared to the matrix
(even in their closed state). Additionally, the pressure increase creates an uplift at the top boundary which is more
pronounced closer to the injection point.
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FIGURE 14 Test Case 4, Scenario 2: Contour plots of pressure (top left) and saturation (top right), x (bottom left)
and y (bottom right) displacements at the end of the simulation.
5 Concluding remarks
This work has presented an embedded discretization method for coupled multiphase flow and geomechanics in frac-
tured porous media. Fractures are treated as lower dimensional domains embedded in the rock matrix. As such, there
is no need for a conforming grid adjusted to the geometry of the fractures.
The linear momentum balance equation is discretized using a finite-element method, whereas a finite-volume method
is employed for the mass balance equations. This mixed method is appealing as it can be readily incorporated into
standard reservoir simulation frameworks, and it enforces cell-wise mass conservation. The contribution of fractures
to the mechanical and flow problem is captured by employing the EFEM and the EDFM methods, respectively. Com-
parisons to an XFEM-based alternative show that all of the methods exhibit similar convergence behavior, with smaller
error constants for richer interpolations.
Ongoing research activities are focused on the extension to high-resolution, 3D domains, requiring the development
of scalable solver strategies. Future work will also address fracture propagation, with a particular focus on the tip
treatment for hydraulic fracturing applications.
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Appendix: Test Case 4 fracture and well locations
The end points of each fracture present in test case 4 are presented in Table 2. Table 3, instead, summarized the cells
perforated by the production and injection wells of test case 4.
TABLE 2 Test Case 4: Coordinates of the end points of the fractures.
Fracture Coordinates [(x1, y1)− (x2, y2)]
1 (16.2, 104) – (63.3, 12)
2 (26.2, 108) – (61.3, 42)
3 (58, 44.3) – (120, 23.2)
4 (174.2, 115) – (194.3, 11)
5 (125.3, 62) – (203.2, 12)
6 (225.3, 115) – (235.2, 62)
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TABLE 3 Test Case 4: List of cells perforated by each well.
Well Perforated cells
Producer 1 1251, 4251, 7251, 10251, 13251, 16251, 19251, 22251, 25251, 28251
Producer 2 1500, 4500, 7500, 10500, 13500, 16500, 19500, 22500, 25500, 28500
Injector Cell 1 of fracture 5
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