Abstract. We compare the expressive power on finite models of two extensions of first order logic L with equality. L(Ct) is formed by adding an operator count{x : ϕ}, which builds a term of sort N that counts the number of elements of the finite model satisfying a formula ϕ. Our main result shows that the stronger operator count{t(x) : ϕ}, where t(x) is a term of sort N, cannot be expressed in L(Ct). That is, being able to count elements does not allow one to count terms. This paper also continues our interest in new proof techniques in database theory. The proof of the unary counter combines a number of modeltheoretic techniques that give powerful tools for expressivity bounds: in particular, we discuss here the use of indiscernibles, the Paris-Harrington form of Ramsey's theorem, and nonstandard models of arithmetic.
Introduction
Most database query languages are based on some version of first-order logic. However, practical query languages such as SQL generally supplement their pure first-order component with certain primitives, among them the ability to count over the database. An active line of research in database theory has been to model the impact of counting on a database language by studying extensions of first-order logic by counting quantifiers [18] [12] . The goal is to characterize the expressive power of various counting languages, and to identify those with and without good analytical and computational properties.
In [18] logics with n-ary counters F O + C n are introduced. A method of proving upper bounds on the complexity of these languages is introduced, relying on an Ehrenfeucht-Fraisse game construction for counting (see also [19] ). This technique is used to prove a hierarchy theorem for this sequence of logics, in the case of unnested counters.
Ehrenfeucht-Fraisse games are also exploited in [11] and [12] to get complexity bounds for languages allowing counting quantifiers of the form ∃i.
As opposed to the works cited above, we will consider languages with counting constructs that can interact with arbitrary expressions over the integers. We shall consider three extensions of first order logic formed by adding termbuilding operators which count the number of elements satisfying a formula. The smallest of these is a first-order logic with unary counters, like the language F O + C 1 considered in [18] , but with arbitrary integer predicates applicable to the counters. This language is more similar in spirit to the rich two-sorted languages considered in [15] then to the more restricted ones of [12] and [11] . Although this language is extremely large, we will show some interesting limits on its expressive power by displaying two counting languages with more expressive power. In particular, we will show that it is impossible to count the number of equivalence classes of a binary relation in the language of unary counters, and it is impossible to count the number of connected components of a graph.
Our results also serve to show that the ability to count the number of elements satisfying a property does not suffice to count the number of terms.
In the process, we will introduce modifications to the Ehrenfeucht-Fraisse argument that we believe are interesting in its own right. We will make use of two model-theoretic techniques: nonstandard universes and indiscernibles. Indiscernibles and nonstandard models have shown up either implicitly or explicitly in several recent works in database theory [31] [5] . These techniques were recently used to settle a number of other problems concerning the expressive power of query languages [4] , and we believe they can be used to simplify the bookkeeping involved in many Ehrenfeucht-Fraisse arguments. We believe these techniques can be particularly helpful for proving expressivity bounds for languages involving aggregates.
As mentioned before, one of the principle reasons for studying the expressive power of query languages is to give insight into the design of languages with desirable properties. At the end of this paper we will apply our main theorem to show that a particular desirable property-the weakest precondition propertyfails for a natural database language with unary counters.
Organization: The first section gives the definition of the languages we will deal with in this paper. Section 3 describes the nonstandard framework we use to analyze expressivity of queries, and gives some introductory examples of its usefulness. Section 4 outlines the proof of the main result. Section 5 gives a version of this result for a language similar to the tuple relational calculus with range-restriction, and gives an application of these results to the weakest precondition problem for this language.
Preliminaries
We give the notation for first-order logic and several counting languages.
Let L be a first-order language with equality and finitely many relation, function and constant symbols. Let U be an infinite set. When we talk about finite L-structures, we will mean structures whose domain is a finite subset of U. Let Λ be a countable set of relations and functions on the set N of natural numbers which contains at least equality and a constant for each n ∈ N, and remains fixed throughout our discussion.
Our first extension of L, denoted by L(Ct), adds to L the term building operator count{x : ϕ(x, . . .)} which bounds the variable x, and has a symbol for every element of Λ. The models for L(Ct) are finite structures A = A, . . . with vocabulary L, and the count operator is interpreted in A as the cardinality of the set of all elements x ∈ A which satisfy the formula ϕ in A. Similarly, the term τ (y) = count{x : ϕ(x, y)} defines a function that for each y returns the cardinality of elements in A satisfying ϕ(x, y)
More precisely, the language L(Ct) has terms of the two sorts U and N. The terms of sort U are the same as for first order logic; in particular, the variables are of sort U . L(Ct) has the usual first order rules for building formulas, and two additional rules:
-For each formula ϕ and variable x, count{x : ϕ} is a term of sort N. Our third extension, L(Ct, N), adds to L(Ct) variables of sort N and quantifiers over variables of sort N. The language L(Ct, N) was considered in [18] . The main object of study in that paper was a language like L(Ct, N) which had counts over n-tuples of variables of sort U , but did not allow nesting of counts.
In this paper we shall show that L(T m) and L(Ct, N) are proper extensions of L(Ct).
We remark that quantifiers of sort U can be eliminated from each of the lan- 
Model-theoretic techniques and expressive bounds
We discuss here some model-theoretic techniques that are helpful for giving expressive bounds, and which will be used in the main result of Section 4.
Nonstandard Models
The work in [4] made use of nonstandard models and indiscernibles as techniques for analyzing expressivity bounds. In this paper we will discuss these techniques in more detail.
The naive approach to showing that a property Q is not expressible in some language L is to get two models that agree on all sentences of L, but disagree on Q. The problem immediately encountered in applying this technique in finitemodel theory is the following: Any two finite models which satisfy the same sentences of a first order language L are isomorphic, and thus satisfy the same sentences of any reasonable logic, including L(Ct), L(T m), and L(Ct, N). The standard technique for circumventing this problem is via Ehrenfeucht-Fraisse games ( [10] , [9] ). One decomposes the sentences of the logic into countably many fragments L n , and then constructs for each n two finite models M n and N n agreeing on fragment L n but disagreeing on Q.
Here, we give an alternative to this construction. Inexpressibility bounds are obtained by constructing two hyperfinite (meaning, informally for now, "infinitely large finite") models M and N agreeing on all queries in L, but disagreeing on Q. The first virtue of this technique is as a way of abstracting away from the bookkeeping involved in Ehrenfeucht-Fraisse constructions. For example, if one is interested in showing the inexpressibility of connectivity within pure first-order logic, one need only look at the two hyperfinite graphs G 1 and G 2 , where G 1 is a single hyperfinite cycle, while G 2 is the union of two hyperfinite cycles. A single game argument shows these two to be elementarily equivalent in first-order logic, but only one is connected, hence connectivity is not first-order definable.
The above example may appear to make the technique of nonstandard models useful more as a convenience than as an essential tool. However, the technique becomes particularly useful when dealing with expressivity results for higherorder logics. We will defer a more detailed discussion of the use of nonstandard models in higher-order languages to the full paper. The use of nonstandard universes (as opposed to elementary extensions) allows one to work with hyperfinite extensions of traditional aggregates constructs such as Counts, Sums, and set formers. For example, consider the query Q over complex objects (see [6] , [30] , [23] , [21] ) asking whether a given set of sets A contains two sets of differing parity. One can show this query to be inexpressible in the nested relational algebra [23] , a higher-order analog of the relational algebra, by considering a natural counterexample: two hyperfinite structures S 1 and S 2 , the first consisting of two hyperfinite sets of differing parity, the second consisting of two hyperfinite sets of the same parity. This argument can be formalized in a straightforward way using the definitions below, and can be easily generalized to higher-order queries.
Arguments such as this are difficult to formalize using the 'flat' ultraproduct or elementary extension constructions. On the other hand, direct constructions using ultraproducts, when available, are often more concrete and more accessible in terms of exposition than the use of a nonstandard universe(compare, for example [4] and [29] ).
In the previous paragraph, we spoke informally of hyperfinite structures. We now give some formal definitions, following the exposition in [4] :
For any set S, the superstructure V (S) over S is defined as
We will work with the structure V (S), ∈ considered as a structure for the first-order language for the epsilon relation. A bounded-quantifier formula in this language is a formula built up from atomic formulas by the logical connectives and the quantification: ∀X ∈ Y , ∃X ∈ Y , where X and Y are variables.
A nonstandard universe consists of a pair of superstructures V (S) and V (Y ) and a mapping * : V (S) → V (Y ) which is the identity when restricted to S (i.e. * x = x for each x in S) and which satisfies
An element of V (Y ) is standard if it is in the image of the * -map. An element of V (Y ) is internal if it is in the downward transitive closure of the standard sets under ∈. Elements of V (Y ) that are not internal are called external. An internal map is a map whose graph is an internal set.
We will assume that our universe also satisfies the following We will often omit the * when convenient: for example, if < is an ordering on a set A, x 1 and x 2 are elements of * A, then we will write x 1 < x 2 rather than x 1 * < x 2 . Similarly, if Q is a query on schema SC, and M is a * -database (an element of the set * DB , where DB is the set of databases for SC), then we will refer to q(M ) rather than * q(M ). For our proofs we almost always take the base set S of our superstructure V (S) to be the disjoint union of the domain U from which our finite structures are taken and N.
By a * -finite set we mean any set in the * -image of the collection of finite subsets of some standard set. Equivalently, an internal set B is * -finite if there is an internal bijection of B onto an initial segment of * N. In particular, we can talk about * -finite structures, which will have their underlying domains being contained in the * -image of the finite powerset of U. By the transfer principle, such sets B have a well-defined cardinality, which is a (possibly nonstandard) positive integer, as well as a well-defined parity, sum, etc. By a hyperfinite set, we mean a * -finite set whose cardinality is not a standard integer. We similarly talk about hyperfinite structures, orderings etc. to mean those whose cardinality is a nonstandard integer.
We can now talk formally about hyperfinite structures. However, we cannot assume in general that the semantic function for a given logic will agree with the semantics obtained by considering the structure "externally". However, for first-order logic, we have the following result: 
|= φ(c) iff M |= φ(c).
Given the above proposition we will not distinguish the two kinds of satisfaction predicates when we are dealing with finitary first-order φ's.
The nonstandard technique is now based on the following simple proposition:
Proposition 2. [4] The following are equivalent for any boolean query Q on finite structures:
-There are two hyperfinite * − structures that agree on every query in the first-order language L but disagree on * Q -Q is not expressible in L Given this proposition, it is easy to formalize the inexpressibility arguments mentioned in the beginning of this section: We can form, for example, a graph consisting of two hyperfinite chains (such a graph exists by transfer plus saturation), and show, by a single Ehrenfeucht game, that this graph , considered as an infinite structure, is elementarily equivalent to any graph consisting of a single hyperfinite cycle. The inexpressibility result now follows from Proposition 2.
Indiscernibles
Although the use of nonstandard models eliminates the need to construct countably many counterexample models, and relieves some of the combinatorial burden in a game argument, it may still be difficult to reason about elementary equivalence in an arbitrary hyperfinite structure.
To relieve the amount of analysis necessary in analyzing elementary equivalence, we will often want to restrict our attention to models whose algebraic structure is "as simple as possible". Indiscernibility is a method for capturing the intuition that the domain of our structures should have no unnecessary algebraic dependencies among its elements. This idea is implicit in many of the Ramseytheoretic constructions used in Ehrenfeucht-Fraisse constructions [24] , [31] .
We now define indiscernibles formally. Let I be any ordered set. A sequence B = B i i∈I , whose elements come from an infinite L-structure M is indiscernible if for every formula φ(x), φ is satisfied in M by either every increasing (in the order on I) subsequence of B or by no increasing subsequence of B. Indiscernibles are discussed at length in [8] .
Within an indiscernible set, the logical structure of the model reduces to a simple ordering. Indiscernibles were used in algorithms for eliminating constraints from constraint queries in [4] [31] and [24] .
An infinite set of indiscernibles need not exist in an arbitrary infinite structure. For example, considering the structure M = N, +, < , we easily see that there can be no indiscernible set of size bigger than 1! However, it is easy to show, using saturation, that for any infinite structure, there is an infinite set of indiscernibles in the nonstandard extension * M : this makes the use of indiscernibles particularly powerful in conjunction with nonstandard methods.
In this work, we will consider the use of indiscernibles in collapsing logics with counting quantifiers to first-order logics. The construction in the next section will give an example of the use of indiscernibles to reduce every formula in the language L(Ct) to a first-order formula. Since several previous expressibility bounds on aggregates make use of some sort of "Count Elimination" [21] , [22] , we hope to investigate this eliminability phenomenon in more generality in forthcoming work.
Nonstandard Models and Unary Counters
Consider the logics L(Ct), L(T m), and L(Ct, N) defined in Section 2. We are interested in investigating the relative expressive powers of these languages, using the techniques mentioned above. In particular, we wish to show that L(Ct) cannot express important properties expressible in L(T m), and L(Ct, N).
Our plan, of course, will be to find two nonstandard models which satisfy the same sentences of L(Ct) but do not satisfy the same sentences of L(T m) or of L(Ct, N).
Our first result will show that the language of unary counters L(Ct) cannot count the number of equivalence classes in an equivalence relation, while L(Ct, N) can express this. We will now fix a particular first-order language L 0 in what follows.
Definition 1. Let the language L
0 have one unary predicate symbol S and one binary predicate symbol E. Let θ be the sentence
If E is an equivalence relation, θ says that the number of distinct sizes of equivalence classes of E is equal to the number of elements of S. Since our arithmetic permits arbitrary functions on the integers, the predicates Bit and Setcard are certainly expressible. Note that θ + expresses the same property as θ, that is, for every finite model C for L 0 , C satisfies θ if and only if it satisfies θ + . The sentence θ + does not have nested counts. We shall prove the following theorem, which shows that neither θ nor θ + is expressible in L 0 (Ct), so that both L(T m) and L(Ct, N) are proper extensions of L(Ct).
there is a finite model C in which θ is not equivalent to ϕ: i.e., the unary counter language cannot express θ.
As mentioned above, our plan will be to find two nonstandard models which satisfy the same sentences of L 0 (Ct) but do not satisfy the same sentences of N) . We let N be the structure with universe set N and a symbol for +, ×, and every relation and function in the set Λ. Given this theorem, the inexpressibility of θ in L 0 (Ct) now follows from the general results of the previous section.
The proof of this theorem will give a canonical example of the use of indiscernibles and nonstandard universes together. We will first show that a special set of indiscernibles exists, and then make use of them to prove Theorem 2.
We use the usual notation for intervals in * N; for example,
By a * finite sequence in * N we mean an an element of the star-image of the finite sequences in N. By the transfer principle, each * finite sequence in * N is a function d = d 1 , . 
The proofs are in the appendix. We now define the * finite structures A and B for L 0 . Proof: by inspection.
Lemma 3.
A and B satisfy the same sentences of L 0 (Ct).
The proof is quite involved, and can be found in the appendix.
Applications to weakest preconditions
We now outline a version of the previous results for a language L whose concrete syntax is closer to existing database languages. The description we give below is based on the tuple relational calculus with range restriction [1] , and on our analysis of the PRL constraint language [16] [17].
We have a signature {R 1 , . . . , R n }, and for each i ≤ n a finite set of attribute symbols A i . The arity of R i is the cardinality of A i . For each R i we also fix an infinite set U i . We now define our language L :
We have variables of sort i for each i ≤ n , and an integer sort. A formula will be built out of atomic formulas of the form: -x.a = y.b where x and y are variables of the same sort i, and a and b are symbols in A i , or of the form -P (τ 1 , . . . , τ n ), where P is an integer predicate and the τ j are terms of type integer.
Formulae are built up by the logical connectives and quantifications:
, where x has sort i Terms are built up via composition from atomic terms, which are of one of the forms:
where f is a symbol for some function from tuples of integers to integers,and x is a tuple of variables of integer sort. The corresponding language L (Ct) adds the ability to form terms from formulas via the rule:
where x has sort i and φ is a formula.
The language L (T m) further supplements this by permitting
where τ is a term.
A structure for L consists of an assignment to each relational variable R i of a finite collection of elements of the set of functions U Ai i (i.e. tuples). Satisfaction relative to an assignment of variables is defined exactly as in the language L(Ct) above.
Let our signature have two relations R and S, and let R have attributes a and b, while S has attributes c and d . Then we have that:
The proof is found in the appendix.
Preconditions and Definable transactions
Let L be any of the standard logical languages (first-order logic, infinitary logic, etc.). We let s(L) denote the sentences of L. We will talk about a database (that is, a finite structure as in the previous section) satisfying a sentence or open formula of L: we mean this in the usual sense. By a transaction on databases, we mean simply any function mapping databases to databases. In the following discussion, we will let D range over databases for a particular signature, and T denote the set of database transactions for this signature. We let T ERM (L) denotes the set of terms of L and for Γ a collection of terms and D a database, we let Γ (D) denote all elements obtained from applying terms in Γ to elements in the underlying set of D. That is:
We now discuss two classes of transactions on finite models associated with L. The definitions are taken from [3] .
The class WPC(L) (transactions with weakest preconditions with respect to L) is defined as
A transaction T has weakest preconditions for L if we can statically determine whether the database resulting from T will satisfy a constraint in L.
The set of L-definable transactions is the collection
The class of definable transactions are those that can be expressed using a finite set of L terms and L formulae.
In [3] it is observed that for first-order languages, we have containment,
DEF(L) ⊂ WPC(L).
That is, definable transactions all admit weakest preconditions. This is a desirable closure property for a query language to possess. [3] investigates weakest preconditions over a number of logics, and over a number of transaction languages. In [17] , [3] , and [16] applications of weakest precondition closure to database integrity maintenance are discussed.
Given the importance of weakest precondition closure for database query languages, it is important to see if natural extensions of the relational calculus, such as L (Ct), posess this closure property. It follows from the main result of this paper that containment does NOT hold for the language L (Ct).
Corollary 2. There are L (Ct)-definable transactions that do not posess weakest preconditions over L (Ct).
The proof of the corollary is in the appendix.
Conclusions and future work
Languages with aggregate constructs are not nearly so well understood as the relational calculus. In particular, issues of optimization, complexity, safety, and expressiveness remain open for many models of aggregation. We are interested in developing a usable set of rewrite-rules for simplifying languages such as L(Ct) and L(T m), and getting semantic characterizations of the definable transactions that are available (along the lines of Gaifman's locality theorem [13] or the bounded degree property of [21] ).
We are interested in studying the relationship of the language L(T m) to various other counting languages (those discussed, for example, in [18] ). In particular, it would be helpful to know whether languages with binary counters can express all sentences of L(T m), and similarly for n-ary counters.
Techniques for proving expressiveness bounds on query languages are hard to come by. We've presented here one technique for analyzing expressivity of query languages, based on the use of indiscernibles and nonstandard models, that we believe can be useful outside of the context of aggregates. In particular, we hope to investigate the interaction of these techniques with the use of Ehrenfeucht games for logics with counting [18] [14] .
Questions in this work were motivated by considering the closure under weakest preconditions of various extensions of first-order logic. The closure of a specification language under weakest-preconditions of definable transactions is helpful for integrity constraint maintenance [3] , [26] , [27] . It is therefore important to find logics that include aggregate operators that have this closure property, are of manageable complexity, and allow for optimization and analysis. The results of this paper show that L(Ct) is not closed under weakest-preconditions, and we suspect that the same is true for L(T m). We would like to discover natural weakest-precondition closed logics containing these languages.
