Genus Expansions of Hermitian One-Matrix Models: Fat Graphs vs. Thin
  Graphs by Zhou, Jian
ar
X
iv
:1
80
9.
10
87
0v
1 
 [m
ath
-p
h]
  2
8 S
ep
 20
18
GENUS EXPANSIONS OF HERMITIAN ONE-MATRIX MODELS:
FAT GRAPHS VS. THIN GRAPHS
JIAN ZHOU
Abstract. We consider two different genus expansions of the free energy func-
tions of Hermitian one-matrix models, one using fat graphs, one using ordinary
graphs (thin graphs). Some structural results are first proved for the thin
version of genus expansion using renormalized coupling constants, and then
applied to the fat version.
1. Introduction
This is a sequel to [12] where we presented a formula for the n-point correlators
in Hermitian one-matrix models. This result was inspired by a work of Dubrovin-
Yang [4] where a connection between Hermitian one-matrix models and Toda lattice
hierarchy was used. In [12], a connection to the KP hierarchy was used instead,
and this enabled us to apply the formula for n-point correlations associated to a
τ -function of the KP hierarchy developed in an earlier work [11]. One of the goals
of this paper is to apply the results on the n-point correlations obtained in [4] and
[12] to provide some new way to understand about the structure of the free energy
functions of the Hermitian one-matrix models.
To achieve this goal, we will first distinguish two kinds of genus expansions for
the free energy. Ever since [9], most authors have focused on the genus expansion
induced by the genus of fat graphs. In this paper, we will introduce another genus
expansion induced by considering the thin graphs obtained by the skeletons of the
fat graphs. These two kinds of genus expansions will be referred to as the fat and
thin genus expansions respectively.
The motivation for introducing the thin genus expansion comes from another
earlier work of the author [10]. Again influenced by [9], a lot of work on matrix
models have focused on the large N limits and in particular double scaling limit
of the matrix models to make connections to topological 2D gravity. See e.g. the
survey [3]. Going against this direction, the author considered the case of N = 1
and referred to the resulting theory as topological 1D gravity in [10]. In that
setting, ordinary graphs instead of fat graphs were used. More importantly, a
version of renormaliztion was developed in that theory and some structural results
were proved for the free energy function. This inspires us to introduce the thin
genus expansions for Hermitian matrix models with finite size N in this work.
The advantage of thin genus expansion against the fat one will only become clear
after we apply the renormalized coupling constants introduced in [6] and developed
in [10]. Their definitions will be recalled in §5. In the same spirit of [10], we will
prove in two different ways the following main results of this paper: The thin free
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energy of the Hermitian N ×N -matrix model has the following structure:
F0,N = N
∞∑
k=0
(−1)k
(k + 1)!
(Ik + δk,1)I
k+1
0 ,(1)
F1,N =
N2
2
ln
1
1− I1 ,(2)
and for g ≥ 1,
(3) Fg,N =
∑
∑2g
j=3(j−2)lj=2g−2
〈pl33 · · · pl2g2g 〉cg,N
2g∏
j=3
1
lj !jlj
(
Ij
(1− I1)j/2
)lj
.
In particular, for each g, the computation of Fg,N is reduced to finitely many
correlators, hence we get a very effective way to compute them.
Our first proof is based on combining the Virasoro constraints well-known in the
matrix model literature with the renormalized coupling constants. By applying the
loop equations for Hermitian one-matrix models to the fat and thin genus expan-
sions, we get the fat and thin Virasoro constraints respectively. These constraints
provide alternative ways to compute the fat and thin correlators, other than the
formulas in [4, 12]. The first two Virasoro constraints are often called the puncture
equation and the dilaton equation in the literature. As a common practice they are
used to remove the two lowest degree operators in the correlators. However, when
combined with the renormalized coupling constants, these two constraints become
much more powerful. As noticed in [10] in the case of topological 1D gravity, when
these constraints are expressed in the normalized coupling constants {Ik}k≥0, these
constraints reduce each thin free energy in genus g to finitely many correlators. It
turns out that the same holds for Hermitian one-matrix models, and this is one of
the ways that we use to prove the above results.
Our second proof is also based on combining a technique well-known in the matrix
model literature with the use of renormalized coupling constants. To evaluate the
Gaussian integral on the space of Hermitian N × N -matrices, one can reduce it
to an integral on RN . One can then apply the change of coupling constants trick
developed in [10] for formal Gaussian integrals on R1.
Both of the above proofs cease to work for the fat genus expansion, nevertheless,
similar results still hold but now infinitely many fat correlators are involved at each
genus. The reason is that the fat and thin correlators satisfy different selection rules,
and the fat selection rule no longer exclude enough fat correlators. An alternative
way to get results for the fat genus expansion is to apply the results for the thin
genus expansion. This will be explained in §7.
The rest of the paper is arranged as follows. In §2 we define two kinds of genus
expansions of the free energies of Hermitian one-matrix models. We then recall the
derivation of Virasoro constraints and specialize them to the two genus expansion.
After we apply the thin Virasoro constraints to obtain some general results on the
thin genus g free energy Fg,N in §4, we prove our main results on Fg,N in §5 and
§6 in two different ways. In the final §7 we derive similar results for the fat free
energy.
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2. Two Kinds of Genus Expansions in Hermitian Matrix Models
In this Section we introduce two kinds of genus expansions for the free energy
functions of Hermitian one-matrix models. We also present the fat and thin selec-
tion rules. For general references on matrix models, see [8, 1, 2].
2.1. Hermitian one-matrix models. For each N , the partition function of the
Hermitian N ×N -matrix model is defined by the formal Gaussian integral:
(4) ZN =
∫
HN
dM exp
(
tr
∞∑
n=1
gn−δn,2
ngs
Mn
)
∫
HN
dM exp
(
− 12gs tr(M2)
) ,
where HN is the space of Hermitian N ×N -matrices. Its free energy FN is defined
by:
(5) FN := logZN .
The first few terms of FN are given by:
FN =
1
2
N2g2 +
1
2
Ng−1s g
2
1 + (
1
2
N3 +
1
4
N)gsg4 +N
2g3g1 +
N2
4
g22 +
N
2
g−1s g2g
2
1
+ (
5N2
3
+
5N4
6
)g2sg6 + (N + 2N
3)gsg5g1 + (
N
2
+N3)gsg4g2 +
3N2
2
g4g
2
1
+
(
N
6
+
2N3
3
)
gsg
2
3 + 2N
2g3g2g1 +
N
3
g−1s g3g
3
1 +
N2
6
g32 +
N
2
g−1s g
2
2g
2
1 + · · ·
For a partition λ = (λ1, . . . , λl), the correlator 〈 1zλ pλ〉cN is defined by
(6) 〈 1
zλ
pλ〉cN :=
∂lFN
∂gλ1 · · · ∂gλl
∣∣∣∣
gi=0,i=1,...
,
where pλ = pλ1 · · · pλl . Here we are following the notations of [7]. By using the fat
graphs introduced in [9], one can get (see e.g. [12, (21)]:
(7) 〈 1
zλ
pλ〉cN =
∑
Γ∈Γλc
1
|Aut(Γ)|g
1
2 |λ|−l(λ)
s N
|F (Γ)|,
where Γλc is the set of connected fat graphs of type λ. The free energy function
FN is given by these correlators as follows:
(8) FN =
∑
λ
〈 1
zλ
pλ〉cNgλ.
2.2. Genus expansion by thin graphs. The first kind of genus expansion of FN
we consider is of the following form:
FN =
∑
g≥0
gg−1s Fg,N .
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We will refer to it as the thin genus expansion of FN . For example,
F0,N =
1
2
Ng21 +
N
2
g2g
2
1 +
N
3
g3g
3
1 +
N
2
g22g
2
1 +
N
2
g32g
2
1 +Ng2g3g
3
1 +
N
4
g4g
4
1 + · · ·
F1,N =
1
2
N2g2 +N
2g3g1 +
N2
4
g22 +
3N2
2
g4g
2
1 + 2N
2g3g2g1 +
N2
6
g32 + · · · ,
F2,N = (
1
2
N3 +
1
4
N)g4 + (N + 2N
3)g5g1 + (
N
2
+N3)g4g2
+
(
N
6
+
2N3
3
)
g23 + · · · ,
F3,N = (
5N2
3
+
5N4
6
)g6 + · · · .
2.3. Thin correlators and thin selection rule. Suppose that the correlator
〈pa1 · · · pan〉cN contributes to Fg,N . It is a summation over thin graphs Γˆ, such that
the number of vertices V (Γˆ) = n, the number of edges E(Γˆ) = 12
∑n
j=1 aj . The
number of loops of the thin graph Γˆ is
(9) g(Γˆ) = V (Γˆ)− E(Γˆ) + 1 = n− 1
2
n∑
j=1
aj + 1.
Therefore, 〈pa1 · · · pan〉cN contributes to Fg,N iff
(10)
n∑
j=1
aj = 2g − 2 + 2n.
This will be referred to as the thin selection rule. We will write 〈pa1 · · · pan〉cg,N
instead of 〈pa1 · · · pan〉cN when this selection rule is satisfied for genus g. It will be
referred to as a genus g thin correlator.
For example, in degree two we have
〈p2
2
〉c1,N =
1
2
N2, 〈p21〉c0,N = N,
in degree four,
〈p4
4
〉c2,N =
1
2
N3 +
1
4
N, 〈p3
3
p1〉c1,N = N2,
〈(p2
2
)2〉c1,N =
1
2
N2, 〈p2
2
p21〉c0,N = N,
〈p41〉cg,N = 0, g ≥ 0,
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and in degree 6:
〈p6
6
〉c3,N =
5N2
3
+
5N4
6
, 〈p5
5
p1〉c2,N = N + 2N3,
〈p4
4
p2
2
〉c2,N =
N
2
+N3, 〈p4
4
p21〉c1,N = 3N2,
〈(p3
3
)2〉c2,N =
N
3
+
4N3
3
, 〈p3
3
p2
2
p1〉c1,N = 2N2,
〈p3
3
p31〉c0,N = 2N, 〈(
p2
2
)3〉c1,N = N2,
〈(p2
2
)2p21〉c0,N = 2N, 〈
p2
2
p41〉cg,N = 0, g ≥ 0,
〈p61〉cg,N = 0, g ≥ 0.
2.4. The case of N = 1. As mentioned in the Introduction, the motivation of
considering the thin-graph expansion comes from the N = 1 case of the N ×
N -matrix model studied in [10]. Its partition function is defined by the formal
Gaussian integral:
(11) Z1D =
1√
2piλ
∫
dx exp
1
λ2
(
−1
2
x2 +
∑
n≥1
tn−1
xn
n!
)
.
This is just ZN=1 with
gs = λ
2,(12)
gn = (n− 1)!tn−1, n ≥ 1.(13)
The first few terms of the free energy F 1D = logZ1D are given by:
F 1D = (
1
2
λ−2t20 +
1
2
t1) + (
1
2
t20t1λ
−2 +
1
2
t0t2 +
1
4
t21 +
1
8
t3λ
2)
+ (
1
2
t20t
2
1λ
−2 +
1
6
t30t2λ
−2 +
1
6
t31 +
1
4
t20t3 + t0t2t1
+
5
24
t22λ
2 +
1
8
t0t4λ
2 +
1
4
t1t3λ
2 +
1
48
t5λ
4)
+ (
1
2
λ−2t31t
2
0 +
1
2
λ−2t1t2t
3
0 +
1
24
λ−2t3t
4
0
+
1
8
t41 +
3
4
t20t1t3 +
3
2
t0t
2
1t2 +
1
12
t30t4 +
1
2
t20t
2
2
+
5
8
λ2t22t1 +
3
8
λ2t4t0t1 +
3
8
λ2t3t
2
1 +
1
16
λ2t5t
2
0 +
2
3
λ2t3t0t2
+
1
16
λ4t5t1 +
1
12
λ4t23 +
1
48
λ4t0t6 +
7
48
λ4t4t2 +
1
384
t7λ
6) + · · · ,
and one has
F 1D0 =
1
2
t20 +
1
2
t20t1 +
1
2
t20t
2
1 +
1
6
t30t2 +
1
2
t31t
2
0 +
1
2
t1t2t
3
0 +
1
24
t3t
4
0 + · · · ,
F 1D1 =
1
2
t1 +
1
2
t0t2 +
1
4
t21 +
1
6
t31 +
1
4
t20t3 + t0t2t1
+
1
8
t41 +
3
4
t20t1t3 +
3
2
t0t
2
1t2 +
1
12
t30t4 +
1
2
t20t
2
2 + · · · ,
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F 1D2 =
1
8
t3 +
5
24
t22 +
1
8
t0t4 +
1
4
t1t3
+
5
8
t22t1 +
3
8
t4t0t1 +
3
8
t3t
2
1 +
1
16
t5t
2
0 +
2
3
t3t0t2 + · · · ,
F 1D3 =
1
48
t5 +
1
16
t5t1 +
1
12
t23 +
1
48
t0t6 +
7
48
t4t2 + · · · ,
F 1D4 =
1
384
t7 + · · · .
One can check that they match with the first few terms of Fg,N=1.
2.5. Genus expansion by fat graphs. Another way to define a genus expansion
of FN is to introduce the ’t Hooft coupling constant
(14) t = Ngs.
With this one can substitute N by tg−1s in FN to get:
FN =
1
2
t2g−2s g2 +
1
2
tg−2s g
2
1 + (
1
2
t3g−2s +
1
4
t)g4 + t
2g−2s g3g1
+
t2
4
g−2s g
2
2 +
t
2
g−2s g2g
2
1 + (
5t2
3
+
5t4
6
g−2s )g6 + (t+ 2t
3g−2s )g5g1
+ (
t
2
+ t3g−2s )g4g2 +
3t2
2
g−2s g4g
2
1 +
(
t
6
+
2t3
3
g−2s
)
g23 + 2t
2g−2s g3g2g1
+
t
3
g−2s g3g
3
1 +
t2
6
g−2s g
3
2 +
t
2
g−2s g
2
2g
2
1 + · · · .
We will write
(15) FN =
∑
g≥0
g2g−2s Fg(t),
and refer to it as the fat genus expansion. For example,
F0(t) =
1
2
t2g2 +
1
2
tg21 +
1
2
t3g4 + t
2g3g1 +
t2
4
g22 +
t
2
g2g
2
1
+
5t4
6
g6 + 2t
3g5g1 + t
3g4g2 +
3t2
2
g4g
2
1
+
2t3
3
g23 + 2t
2g3g2g1 +
t
3
g3g
3
1 +
t2
6
g32 +
t
2
g22g
2
1 + · · ·
= t(
1
2
g21 +
1
2
g2g
2
1 +
t
3
g3g
3
1 +
1
2
g22g
2
1 + · · · )
+ t2(
1
2
g2 + g3g1 +
1
4
g22 +
3
2
g4g
2
1 + 2g3g2g1 +
1
6
g32 + · · · )
+ t3(
1
2
g4 + 2g5g1 + g4g2 +
2
3
g23 + · · · )
+ t4(
5
6
g6 + · · · ) + · · · ,
F1(t) =
1
4
tg4 +
5t2
3
g6 + tg5g1 +
t
2
g4g2 +
t
6
g23 + · · · .
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It is clear that Fg(t) is a formal power series in t:
(16) Fg(t) =
∑
m≥1
Fg,mt
m.
2.6. Fat correlators and the fat selection rule. The fat correlators are defined
by:
(17) 〈 1
zλ
pλ〉cg(t) :=
∂lFg(t)
∂gλ1 · · · ∂gλl
∣∣∣∣
gi=0,i=1,...
,
By (7) we have
〈 1
zλ
pλ〉cN =
∑
Γ∈Γλc
1
|Aut(Γ)|g
1
2 |λ|−l(λ)−|F (Γ)|
s t
|F (Γ)|
=
∑
g
g2g−2s
∑
Γ∈Γλcg
1
|Aut(Γ)| t
|F (Γ)|,
(18)
where Γλcg is the set of connected fat graphs of type λ and of genus g. It follows
that
(19) 〈 1
zλ
pλ〉cg(t) =
∑
Γ∈Γλcg
1
|Aut(Γ)| t
|F (Γ)|,
and so 〈 1zλ pλ〉cg(t) 6= 0 only if
(20) 2g − 2 = 1
2
|λ| − l(λ)−m
for some m ≥ 1. In other words, a fat correlator 〈pa1 · · · pan〉cg˜(t) is nonzero only
when
(21)
n∑
i=1
ai = 4g˜ − 4 + 2n+ 2m
for some m ≥ 1. We will refer to this as the fat selection rule. By comparing with
the thin selection rule, we see that when the thin correlator 〈pa1 · · · pan〉cg,N and the
fat correlator 〈pa1 · · · pan〉cg˜(t) are both nonzero,
(22) g = 2g˜ +m− 1
for some m ≥ 1.
The following are some examples of fat correlators. In degree two we have
〈p2
2
〉c0(t) =
1
2
t2, 〈p21〉c0(t) = t,
in degree four,
〈p4
4
〉c0(t) =
1
2
t3, 〈p4
4
〉c1(t) =
1
4
t, 〈p3
3
p1〉c0(t) = t2,
〈(p2
2
)2〉c0(t) =
1
2
t2, 〈p2
2
p21〉c0(t) = t, 〈p41〉cg(t) = 0, g ≥ 0,
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and in degree 6:
〈p6
6
〉c0(t) =
5t4
6
, 〈p6
6
〉c1(t) =
5t2
3
, 〈p5
5
p1〉c0(t) = 2t3,
〈p5
5
p1〉c1(t) = t, 〈
p4
4
p2
2
〉c0(t) = t3, 〈
p4
4
p2
2
〉c1(t) =
t
2
,
〈p4
4
p21〉c0(t) = 3t2, 〈(
p3
3
)2〉c0(t) =
4t3
3
, 〈(p3
3
)2〉c1(t) =
t
3
,
〈p3
3
p2
2
p1〉c0(t) = 2t2, 〈
p3
3
p31〉c0(t) = 2t, 〈(
p2
2
)3〉c0(t) = t2,
〈(p2
2
)2p21〉c0(t) = 2t, 〈
p2
2
p41〉cg,N = 0, g ≥ 0, 〈p61〉cg,N = 0, g ≥ 0.
3. Virasoro Constraints
We recall the derivation of Virasoro constraints for matrix models for finite N
in the literature. We specialize them to the two genus expansions discussed above.
3.1. Loop operator and loop equations. We now recall the derivation of loop
equations in Hermitian matrix models. See e.g. Kazakov’s contribution to [2]. For
simplicity of notations, rewrite ZN as follows:
(23) ZN =
∫
HN
dM exp
(
tr
∞∑
n=1
T˜nM
n
)
∫
HN
dM exp
(
− 12gs tr(M2)
) .
where T˜n =
gn−δn,2
ngs
. It can be converted to a formal integral over RN (see e.g. [1]):
(24) ZN = cN
∫
RN
N∏
i=1
dλi ·
N∏
i=1
exp
( ∞∑
n=1
T˜nλ
n
i
)
·
∏
1≤i<j≤N
(λi − λj)2,
where CN is a constant depending on N .
Consider the collective loop operator:
(25) WN (z) =
N∑
k=1
1
z − λk = tr
(
1
z −M
)
.
Start with the identity:
∫
RN
N∏
i=1
dλi ·
N∑
k=1
∂
∂λk
(
1
z − λk
N∏
i=1
exp
( ∞∑
n=0
T˜nλ
n
i
)
·
∏
1≤i<j≤N
(λi − λj)2
)
= 0.
Rewrite the left-hand side as follows:〈 N∑
k=1
(
1
(z − λk)2 +
1
z − λk ·
( ∞∑
n=0
nT˜nλ
n−1
k + 2
∑
j 6=k
1
λk − λj
))〉
N,T
= 0.
Using the identity
(26)
N∑
k=1
1
(z − λk)2 + 2
∑
1≤j 6=k≤N
1
z − λk
1
λk − λj =
( N∑
k=1
1
z − λk
)2
,
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one finds:
(27)
〈
W 2N (z) +
N∑
k=1
1
z − λk
∑
n≥0
nT˜nλ
n−1
k
〉
N,T
= 0.
The summation over k can be reexpressed as a residue:
(28)
〈
WN (z)
2 +
∮
C
dz˜
2pii
iz,z˜
1
z − z˜ ·WN (z˜)
∑
n≥1
nT˜nz˜
n−1
〉
N,T
= 0,
where C is a large enough circle, and
iz,z˜
1
z − z˜ =
∑
n≥0
z˜n
zn+1
.
This is called the loop equation.
3.2. Reformulation in terms of a bosonic field. The loop equation can be
further reformulated by introducing the collective field
ΦN (z) =
1√
2
∑
n≥1
T˜nz
n −
√
2 tr log
(
1
z −M
)
(29)
=
1√
2
∑
n≥1
T˜nz
n +
√
2N log z −
√
2
∑
n≥1
z−n
n
∂
∂Tn
.(30)
The second line follows from the fact that the insertion of the operator tr(Mn) =∑N
i=1 λ
N
i can be realized by taking a partial derivative with respect to Tn. Similarly,
(31) WN (z) =
N
z
+
∑
n≥1
1
zn+1
∂
∂Tn
.
Note
∂zΦN (z) =
1√
2
∑
n≥1
nT˜nz
n−1 +
√
2
(
N
z
+
∑
n≥1
z−n−1
∂
∂Tn
)
=
1√
2
∑
n≥1
nT˜nz
n−1 +
√
2WN (z).
The loop equation (28) can now be rewritten as
(32)
∮
C
dz˜
2pii
iz,z˜
1
z − z˜
〈
(∂z˜ΦN (z˜))
2
〉
N,T
= 0,
or
(33)
∮
C
dz˜
2pii
iz,z˜
1
z − z˜ · TN(z˜)ZN [T ] = 0,
where TN(z) is the energy-momentum defined by:
(34) TN (z) =
1
2
: (∂zΦN (z))
2 :
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3.3. Virasoro constraints. Expand TN (z) in the following form:
(35) TN(z) :=
∑
n∈Z
Ln,Nz
−n−2,
where
L−1,N =
∑
n≥1
(n+ 1)T˜n+1
∂
∂Tn
+NT1,
L0,N =
∑
n≥1
nT˜n
∂
∂Tn
+N2,
L1,N =
∑
n≥1
nT˜n
∂
∂Tn+1
+ 2N
∂
∂T1
,
Ln,N =
∑
k≥1
kT˜k
∂
∂Tk+n
+
n∑
k=1
∂
∂Tk
∂
∂Tn−k
+ 2N
∂
∂Tn
, n ≥ 2.
The loop equation can be rewritten as a set of linear differential equations
(36) Ln,NZN [t] = 0 (n ≥ −1).
These are called Virasoro constraints because
(37) [Lm,N , Ln,N ] = (m− n)Lm+n,N .
3.4. Virasoro constraints for thin genus expansion. Now if we take T˜n =
gn−δn,2
ngs
, then the operators Ln,N become:
L−1,N = − ∂
∂g1
+
∑
n≥1
ngn+1
∂
∂gn
+Ng1g
−1
s ,
L0,N = −2 ∂
∂g2
+
∑
n≥1
ngn
∂
∂gn
+N2,
L1,N = −3 ∂
∂g3
+
∑
n≥1
(n+ 1)gn
∂
∂gn+1
+ 2Ngs
∂
∂g1
,
Lm,N =
∑
k≥1
(k +m)(gk − δk,2) ∂
∂gk+m
+ g2s
m−1∑
k=1
k(m− k) ∂
∂gk
∂
∂gm−k
+2Nmgs
∂
∂gm
, m ≥ 2.
We will refer to the constraints
(38) Lm,NZN = 0
as the thin Virasoro constraints.
3.5. Thin Virasoro constraints in terms of thin correlators. It is useful for
practical computations to rewrite the thin Virasoro constraints in terms of thin
correllators. The thin puncture equation can be written as
(39) 〈p1 · pa1
a1
· · · pan
an
〉cg,N =
n∑
j=1
(aj − 1) · 〈pa1
a1
· · · paj−1
aj − 1 · · ·
pan
an
〉cg,N ,
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together with initial value:
(40) 〈p21〉c0,N = N
The thin dilaton equation can be written as
(41) 〈p2 · pa1
a1
· · · pan
an
〉cg,N =
n∑
j=1
aj · 〈pa1
a1
· · · pan
an
〉cg,N ,
together with initial value:
(42) 〈p2〉c1,N = N2.
The third equation in the sequence can be written as
〈p3 · pa1
a1
· · · pan
an
〉cg,N =
n∑
j=1
(aj + 1) · 〈pa1
a1
· · · paj+1
aj + 1
· · · pan
an
〉cg,N
+ 2N〈p1 · pa1
a1
· · · pan
an
〉cg−1,N ,
(43)
and for m ≥ 2
〈pm+2 · pa1
a1
· · · pan
an
〉cg,N =
n∑
j=1
(aj +m) · 〈pa1
a1
· · · paj+m
aj +m
· · · pan
an
〉cg,N
+ 2N〈pm · pa1
a1
· · · pan
an
〉cg−1,N
+
m∑
k=1
〈pkpm−k · pa1
a1
· · · pan
an
〉cg−2,N
+
m∑
k=1
∑
g1+g2=g−1
I1
∐
I2=[n]
〈pk ·
∏
i∈I1
pai
ai
〉cg1,N · 〈pm−k ·
∏
i∈I2
pai
ai
〉cg2,N ,
(44)
where [n] = {1, . . . , n}.
Now we present some examples of computations of thin correlators by the thin
Virasoro constraints and compare with the results in [4]. In degree 8 we have:
〈p3
3
p5
5
〉c3,N =
1
3
·
(
6〈p6
6
〉c3,N + 2N〈p1
p5
5
〉c2,N
)
=
1
3
·
(
6 · (5N2
3
+
5N4
6
)
+ 2N · (N + 2N3)
)
= 4N2 + 3N4.
Here is another example in degree 8:
〈(p4
4
)2〉c3,N =
1
4
·
(
6〈p6
6
〉c3,N + 2N〈p2
p4
4
〉c2,N + 〈p1p1
p4
4
〉c1,N
)
=
1
4
·
(
6 · (5N2
3
+
5N4
6
)
+ 2N · 2(N
2
+N3) + 3N2
)
=
1
4
(15N2 + 9N4).
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This matches with [4, Example 3.2.5]. Here is an example in degree 10:
〈(p3
3
)2
p4
4
〉c3,N =
1
3
(
4 · 〈p4
4
p4
4
〉c3,N + 5 · 〈
p3
3
p5
5
〉c3,N + 2N〈p1
p3
3
p4
4
〉c2,N
)
=
1
3
(
4 · 1
4
(15N2 + 9N4) + 5(4N2 + 3N4) + 2N(2N + 6N3)
)
= 13N2 + 12N4.
This matches with [4, Example 3.2.6]. In the above we have used the following
computation:
〈p1 p3
3
p4
4
〉c2,N = 2〈
p2
2
p4
4
〉c2,N + 3〈
p3
3
p3
3
〉c2,N
= 2 · (N
2
+N3) + 3 · (N
3
+
4N3
3
)
= 2N + 6N3.
Finally, we present an example in degree 12:
〈(p3
3
)4〉c3,N =
1
3
(
3 · 4 · 〈(p3
3
)2
p4
4
〉c3,N + 2N〈p1(
p3
3
)3〉c2,N
)
=
1
3
(
12(13N2 + 12N4) + 2N(6N + 24N3)
)
= 56N2 + 64N4,
where we have used:
〈p1(p3
3
)3〉c2,N = 3 · 2 · 〈
p2
2
(
p3
3
)2〉c2,N
= 3 · (3 + 3) · 〈(p3
3
)2〉c2,N = 18 · (
N
3
+
4N3
3
)
= 6N + 24N3,
This matches with [4, Example 3.2.7]. The results of these concrete computations
can also be double checked by the results in [12, Appendix].
3.6. Virasoro constraints for fat genus expansion. If one introduces the ’t
Hooft coupling constant t = Ngs and take T˜n =
N(gn−δn,2)
nt =
gn−δn,2
ngs
, then the
Virasoro operators become:
L−1,t = − ∂
∂g1
+
∑
n≥1
ngn+1
∂
∂gn
+ tg1g
−2
s ,
L0,t = −2 ∂
∂g2
+
∑
n≥1
ngn
∂
∂gn
+ t2g−2s ,
L1,t = −3 ∂
∂g3
+
∑
n≥1
(n+ 1)gn
∂
∂gn+1
+ 2t
∂
∂g1
,
Lm,t =
∑
k≥1
(k +m)(gk − δk,2) ∂
∂gk+m
+ g2s
m−1∑
k=1
k(m− k) ∂
∂gk
∂
∂gm−k
+ 2tm
∂
∂gm
,
where m ≥ 2. We will refer to the corresponding constraints on the fat free energy
function as the fat Virasoro constraints.
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3.7. Fat Virasoro constraints in terms of fat correlators. As in the thin
case, we rewrite the fat Virasoro constraints in terms of fat correllators. The fat
puncture equation can be written as
(45) 〈p1 · pa1
a1
· · · pan
an
〉cg(t) =
n∑
j=1
(aj − 1) · 〈pa1
a1
· · · paj−1
aj − 1 · · ·
pan
an
〉cg(t),
together with initial value:
(46) 〈p21〉c0(t) = t
The fat dilaton equation can be written as
(47) 〈p2 · pa1
a1
· · · pan
an
〉cg(t) =
n∑
j=1
aj · 〈pa1
a1
· · · pan
an
〉cg(t),
together with initial value:
(48) 〈p2〉c0(t) = t2.
Note in the thin case the correlator in the initial value is in genus 1. The third
equation in the sequence can be written as
〈p3 · pa1
a1
· · · pan
an
〉cg(t) =
n∑
j=1
(aj + 1) · 〈pa1
a1
· · · paj+1
aj + 1
· · · pan
an
〉cg(t)
+ 2t〈p1 · pa1
a1
· · · pan
an
〉cg(t).
(49)
Note in the second line, the correlator is in genus g. This is different from the thin
case (49) where the corresponding correlator is in genus g − 1. And for m ≥ 2,
〈pm+2 · pa1
a1
· · · pan
an
〉cg(t) =
n∑
j=1
(aj +m) · 〈pa1
a1
· · · paj+m
aj +m
· · · pan
an
〉cg(t)
+ 2t〈pm · pa1
a1
· · · pan
an
〉cg(t)
+
m∑
k=1
〈pkpm−k · pa1
a1
· · · pan
an
〉cg−1(t)
+
m∑
k=1
∑
g1+g2=g
I1
∐
I2=[n]
〈pk ·
∏
i∈I1
pai
ai
〉cg1,N · 〈pm−k ·
∏
i∈I2
pai
ai
〉cg2,N ,
(50)
where [n] = {1, . . . , n}.
Now we present some examples of computations of fat correlators by the fat
Virasoro constraints. In degree 8 we have:
〈p3
3
p5
5
〉c0(t) =
1
3
·
(
6〈p6
6
〉c0(t) + 2t〈p1
p5
5
〉c0(t)
)
=
1
3
·
(
6 · 5t
4
6
+ 2t · 2t3
)
= 3t4,
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and in genus one,
〈p3
3
p5
5
〉c1(t) =
1
3
·
(
6〈p6
6
〉c1(t) + 2N〈p1
p5
5
〉c1(t)
)
=
1
3
·
(
6 · 5t
2
3
+ 2t · t
)
= 4t2.
By the fat selection rule (21), 〈p33 p55 〉cg(t) is nonvanishing only for g = 0 and 1.
4. Some More Applications of the Thin Virasoro Constraints
In this Section we present some applications of thin Virasoro constraints to
compute Fg,N .
4.1. Computation of F0,N by thin Virasoro constraints. The thin Virasoro
constraints in genus zero are:
∂F0,N
∂g1
=
∑
n≥1
ngn+1
∂F0,N
∂gn
+Ng1,
2
∂F0,N
∂g2
=
∑
n≥1
ngn
∂F0,N
∂gn
,
(n+ 2)
∂F0,N
∂gn+2
=
∑
k≥1
(k + n)gk
∂F0,N
∂gk+n
, n ≥ 1.
Together with the initial value F0,N (0, 0, . . . ) = 0, these determine F0,N uniquely.
Note f0 =
1
N F0,N satisfies the following recursion relations:
∂f0
∂g1
=
∑
n≥1
ngn+1
∂f0
∂gn
+ g1,(51)
2
∂f0
∂g2
=
∑
n≥1
ngn
∂f0
∂gn
,(52)
(n+ 2)
∂f0
∂gn+2
=
∑
k≥1
(k + n)gk
∂f0
∂gk+n
, n ≥ 1.(53)
These are just the N = 1 case of the thin Virasoro constraints in genus zero. On
the other hand, these are exactly the Virasoro constraints for F 1D0 of genus zero
free energy of topological 1D gravity studied in an earlier work [10]:
Theorem 4.1. [10, Theorem 7.8] The partition function Z of topological 1D gravity
satisfies the following equations for m ≥ −1:
(54) L˜mZ = 0,
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where
L˜−1 =
t0
λ2
+
∑
m≥1
(tm − δm,1) ∂
∂tm−1
,(55)
L˜0 = 1 +
∑
m≥0
(tm − δm,1)(m+ 1) ∂
∂tm
,(56)
L˜1 = 2λ
2 ∂
∂t0
+
∑
n≥0
(tn − δn,1) (n+ 2)!
n!
∂
∂tn+1
,(57)
L˜m = 2λ
2m!
∂
∂tm−1
+ λ4
∑
m1+m2=m
m1,m2≥1
m1!
∂
∂tm1−1
·m2! ∂
∂tm2−1
(58)
+
∑
n≥0
(tn − δn,1) (m+ n+ 1)!
n!
∂
∂tm+n
,
for m ≥ 2. Furthermore, {L˜m}m≥1 satisfies the following commutation relations:
(59) [L˜m, L˜n] = 0,
for m,n ≥ −1.
For F 1D0 , these Virasoro constraints give:
∂F 1D0
∂t0
=
∑
m≥1
tm
∂F 1D0
∂tm−1
+ t0,(60)
2
∂F 1D0
∂t1
=
∑
m≥0
(m+ 1)tm
∂F 1D0
∂tm
,(61)
(m+ 2)!
∂F 1D0
∂tm+1
=
∑
n≥1
tn−1
(m+ n)!
(n− 1)!
∂F 1D0
∂tm+n−1
,(62)
for m ≥ 1. After changing tn to n!gn+1, these match with (51)-(53). So we have
proved the following:
Theorem 4.2. The thin genus zero part F0,N of FN is related to F0,N=1 in the
following way:
(63) F0,N = N · F 1D0 .
Recall the following result in [10]:
Theorem 4.3. [10, Thoerem 5.6] The following formulas hold:
F 1D0 =
∞∑
k=1
1
k(k + 1)
∑
p1+···+pk+1=k−1
tp1
p1!
· · · tpk+1
pk+1!
(64)
=
∞∑
k=1
1
k(k + 1)(1− t1)k
∑
p1+···+pk+1=k−1
p1,...,pk+1 6=1
tp1
p1!
· · · tpk+1
pk+1!
.(65)
And so as a consequence, we get:
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Theorem 4.4. The following formulas hold:
F0,N = N
∞∑
k=1
1
k(k + 1)
∑
j1+···+jk+1=2k
j1,...,jk+1≥1
gj1 · · · gjk+1(66)
= N
∞∑
k=1
1
k(k + 1)(1− g2)k
∑
j1+···+jk+1=2k
j1,...,jk+1 6=2
gj1 · · · gjk+1 .(67)
For example,
F0,N =
N
2
g21 +
N
2
g2g
2
1 +
N
3
g3g
3
1 +
N
2
g22g
2
1 + · · ·
=
N
2
g21
1− g2 +
N
3
g31g3
(1− g2)2 +
N
4
g41g4
(1 − g2)3 +
N
5
g51g5
(1− g2)4
+
N
2
g41g
2
2
(1− g2)4 + · · · ,
these match with the first few terms of F0,N given in §2.2.
4.2. Computations for F1,N by thin Virasoro constraints. In the above we
have computed F0,N by Virasoro constraints and identified it with NF
1D. Now
apply the same idea to compute F1,N . The Virasoro constraints for F1,N are:
∂F1,N
∂g1
=
∑
n≥1
ngn+1
∂F1,N
∂gn
,
2
∂F1,N
∂g2
=
∑
n≥1
ngn
∂F1,N
∂gn
+N2,
3
∂F1,N
∂g2
=
∑
n≥1
ngn
∂F1,N
∂gn+1
+ 4N
∂F0,N
∂g1
,
(n+ 2)
∂F1,N
∂gn+2
=
∑
k≥1
(k + n)gk
∂F1,N
∂gk+n
+
n∑
k=1
k(n− k)∂F0,N
∂gk
∂F0,N
∂gn−k
+ 2Nn
∂F0,N
∂gn
,
where n ≥ 2. By taking N = 1, we get the Virasoro constraints of F 1D1 , because we
have Fg,N=1 = F
1D
g . It follows that if one sets f1 = N
−2F1,N and f0 = N
−1F0,N ,
then dividing by N2 on both sides of the above equalities, one sees that f0 and
f1 satisfy the Virasoro constraints and initial value conditions for F
1D
1 and F
1D
0
respectively. Therefore, we have
(68) F1,N = N
2 · F 1D1 .
4.3. Higher genera case. However, we do not have
Fg,N = N
g+1 · F 1Dg
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for g ≥ 2. For example, the Virasoro constraints for F2,N for n = −1, 0, 1 are
∂F2,N
∂g1
=
∑
n≥1
ngn+1
∂F2,N
∂gn
,
2
∂F2,N
∂g2
=
∑
n≥1
ngn
∂F2,N
∂gn
,
3
∂F2,N
∂g3
=
∑
n≥1
ngn
∂F2,N
∂gn+1
+ 4N
∂F1,N
∂g1
.
These are similar to the case of F1,N . But for n ≥ 2,
(n+ 2)
∂F2,N
∂gn+2
=
∑
k≥1
(k + n)gk
∂F2,N
∂gk+n
+ 2
n∑
k=1
k(n− k)∂F0,N
∂gk
∂F1,N
∂gn−k
+ 2Nn
∂F1,N
∂gn
+
n∑
k=1
k(n− k) ∂
2F0,N
∂gk∂gn−k
,
the extra term on the second line spoils the homogeneity in N . Write
(69) F2,N = f2,1N + f2,3N
3,
then one gets for f2,3 the following recursion relations:
∂f2,3
∂g1
=
∑
n≥1
ngn+1
∂f2,3
∂gn
,
2
∂f2,3
∂g2
=
∑
n≥1
ngn
∂f2,3
∂gn
,
3
∂f2,3
∂g3
=
∑
n≥1
ngn
∂f2,3
∂gn+1
+ 4
∂f1
∂g1
,
and for n ≥ 2,
(n+ 2)
∂f2,3
∂gn+2
=
∑
k≥1
(k + n)gk
∂f2,3
∂gk+n
+ 2
n∑
k=1
k(n− k)∂f0
∂gk
∂f1
∂gn−k
+ 2n
∂f1
∂gn
,
and for f2,1 one gets the following recursion relations:
∂f2,1
∂g1
=
∑
n≥1
ngn+1
∂f2,1
∂gn
,
2
∂f2,1
∂g2
=
∑
n≥1
ngn
∂f2,1
∂gn
,
3
∂f2,N
∂g3
=
∑
n≥1
ngn
∂f2,1
∂gn+1
,
and for n ≥ 2,
(n+ 2)
∂f2,1
∂gn+2
=
∑
k≥1
(k + n)gk
∂f2,1
∂gk+n
+
n∑
k=1
k(n− k) ∂
2f0
∂gk∂gn−k
.
One can use these recursion relations to compute f2,3 and f2,1 from f0 = F
1D
0 and
f1 = F
1D
1 .
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4.4. An application of the dilaton equation. Now we generalize the result of
[10, §6.2] to matrix models. The dilaton equation
(70) L0,NZN = 0
can be rewritten as
(71)
∂FN
∂g2
=
∑
m≥1
m
2
gm
∂F
∂gm
+
N2
2
.
In terms of correlators,
〈p2
2
〉c1,N =
N2
2
,(72)
〈p2
2
n∏
j=1
paj
aj
〉cg,N =
n∑
j=1
aj
2
〈
n∏
j=1
paj
aj
〉cg,N .(73)
Therefore,
(74) 〈(p2
2
)m〉c1,N =
N2
2
(m− 1)!,
and for a2, . . . , an 6= 1 which satisfies the selection rule (10),
a1 + · · ·+ an = 2g − 2 + 2n,
we have
(75) 〈(p2
2
)m
n∏
j=1
paj
aj
〉cg,N =
m−1∏
k=0
(g − 1 + n+ k) · 〈
n∏
j=1
paj
aj
〉cg,N .
It follows that we have
Theorem 4.5. The free energy FN can be rewritten in the following form:
(76) FN =
1
2
log(1− g2) +
∑
g≥0,n>0
∑
a1,...,an 6=2
a1+···+an=2g−2+2n
〈∏nj=1 pajaj 〉cN
(1− t2)g−1+n
1
n!
n∏
j=1
gaj .
For example,
F0,N =
∑
n>0
∑
a1,...,an 6=2
a1+···+an=2n−2
〈∏nj=1 pajaj 〉c0,N
(1− t2)n−1
1
n!
n∏
j=1
gaj ,
F1,N = log(1− g2) +
∑
n>0
∑
a1,...,an 6=2
a1+···+an=2n
〈∏nj=1 pajaj 〉c1,N
(1 − t2)n
1
n!
n∏
j=1
gaj ,
Fg,N =
∑
n>0
∑
a1,...,an 6=2
a1+···+an=2g−2+2n
〈∏nj=1 pajaj 〉cg,N
(1− t2)g−1+n
1
n!
n∏
j=1
gaj , g > 1.
In particular, by the dilaton equation (70), one can reduce the calculations of Fg,N
to the calculations of correlators 〈pa1 · · · pan〉N with ai 6= 2, i = 1, . . . n. Similarly,
one can use the string equation
(77) L−1,NZN = 0
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to further reduce to the correlators 〈pa1 · · · pan〉N with ai > 2, i = 1, . . . n. An even
better way to use such ideas is to introduce suitable changes of coordinates on the
space of coupling constants to be discussed in next Section.
5. Thin Virasoro Constraints in Renormalized Coupling Constants
We now combine the Virasoro constraints with the renormalized coupling con-
stants to prove some structure results for Fg,N .
5.1. The renormalized coupling constants. Let us recall the following coordi-
nate change on the big phase space of coupling constants:
I0 =
∞∑
k=1
1
k
∑
p1+···+pk=k−1
tp1
p1!
· · · tpk
pk!
,(78)
Ik =
∑
n≥0
tn+k
In0
n!
, k ≥ 1.(79)
These will be referred to as the renormalized coupling constants. These series were
introduced in [6] to express the free energy of topological 2D gravity. In [10] they
were understood as new coordinates on the big phase space. By [10, Proposition
2.4],
(80) tk =
∞∑
n=0
(−1)nIn0
n!
In+k.
The renormalized coupling constants were used to gain better understanding of the
global nature of the behavior of the theory on the big phase space. For example,
two different methods were used to show that for topological 1D gravity,
F 1D0 =
∞∑
k=0
(−1)k
(k + 1)!
(Ik + δk,1)I
k+1
0 ,(81)
F 1D1 =
1
2
ln
1
1− I1 ,(82)
F 1Dg =
∑
2g−1∑
j=2
j−1
2 lj=g−1
〈τ l22 · · · τ l2g−12g−1 〉g
2g−1∏
j=2
1
lj !
(
Ij
(1− I1)(j+1)/2
)lj
, g ≥ 2.(83)
5.2. Puncture operator L−1,N in I-coordinates. As an application of (63) and
(81), we have the following result:
(84) F0,N = N
∞∑
k=0
(−1)k
(k + 1)!
(Ik + δk,1)I
k+1
0 .
We now give a direct proof of it in the spirit of [10]. By [10, (34)] and (80), we have
(85) L−1,N = − ∂
∂I0
+
N
gs
∞∑
n=0
(−1)nIn0
n!
In.
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It follows from (85) that
∂F0,N
∂I0
= N
∞∑
n=0
(−1)nIn0
n!
In,(86)
∂Fg,N
∂I0
= 0, g ≥ 1.(87)
Therefore, we get the following results generalizing [10, Theorem 6.4]:
Theorem 5.1. The thin genus zero part F0,N of the free energy FN is given in
I-coordinates by:
(88) F0,N = N(
1
2
I20 +
∞∑
n=0
(−1)nIn+10
(n+ 1)!
In).
Furthermore, when g ≥ 1, Fg,N is independent of I0.
5.3. Dilaton operator L0,N in I-coordinates. Similar to [10, Lemma 6.5], the
dilaton operator L0,N is given in I-coordinates by:
(89) L0,N = −I0 ∂
∂I0
− 2 ∂
∂I1
+
∑
l≥1
(l + 1)Il
∂
∂Il
+N2.
From the dilaton equation, one gets
∂F0,N
∂I1
=
∑
l≥1
l + 1
2
Il
∂F0,N
∂Il
− 1
2
∂F0,N
∂I0
,(90)
∂F1,N
∂I1
=
∑
l≥1
l + 1
2
Il
∂F1,N
∂Il
+
N2
2
,(91)
∂Fg,N
∂I1
=
∑
l≥1
l + 1
2
Il
∂Fg,N
∂Il
, g ≥ 2.(92)
By slightly modifying the proof of [10, Theorem 6.6], one can prove the following:
Theorem 5.2. In I-coordinates we have
(93) F1,N =
N2
2
ln
1
1− I1
and for g ≥ 1,
(94) Fg,N =
∑
∑2g
j=3(j−2)lj=2g−2
〈pl33 · · · pl2g2g 〉cg,N
2g∏
j=3
1
lj !(j − 1)!lj
(
Ij−1
(1− I1)j/2
)lj
.
By looking at the summation in (94), one sees surprisingly that it is a summation
over partition over 2g−2. Introducing new variables qn that plays the role of Newton
power function pn:
(95) qn :=
In+1
(1− I1)(n+2)/2 ,
one can rewrite (94) as follows:
(96) Fg,N =
∑
∑2g−2
k=1 kmk=2g−2
〈pm13 · · · pm2g−22g 〉cg,N
2g−2∏
k=1
1
mk!(k + 1)!mk
qmkk .
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For example, for g = 2,
F2,N =
1
2!
〈(p3
3
)2〉c2,N
I22
(2!)2(1− I1)3 + 〈
p4
4
〉c2,N
I3
3!(1− I1)2
= (
2N3
3
+
N
6
)
I22
2!2(1− I1)3 + (
1
2
N3 +
1
4
N)
I3
3!(1− I1)2 .
In terms of the new variables qn:
F2,N = (
N3
6
+
N
24
)q21 + (
N3
12
+
N
24
)q2
Similarly, for g = 3,
F3,N =
1
4!
〈(p3
3
)4〉c3,N ·
I42
(2!)4(1− I1)6 +
1
2!
〈(p3
3
)2
p4
4
〉c3,N ·
I22I3
(2!)23!(1− I1)5
+
1
2!
〈p4
4
)2〉c3,N ·
I23
(3!)2(1− I1)4 + 〈
p3
3
p5
5
〉c3,N ·
I2I4
2!4!(1− I1)4
+〈p6
6
〉c3,N
I5
5!(1− I1)3 .
By computing the correlators, one gets:
F3,N =
1
4!
(56N2 + 64N4) · I
4
2
(2!)4(1 − I1)6 +
1
2!
(13N2 + 12N4) · I
2
2I3
(2!)23!(1− I1)5
+
1
2!
· 1
4
(15N2 + 9N4) · I
2
3
(3!)2(1− I1)4 + (4N
2 + 3N4) · I2I4
2!4!(1− I1)4
+(
5N2
3
+
5N4
6
)
I5
5!(1− I1)3 .
In the qn variables:
F3,N = (
1
6
N4 +
7
48
N2)q41 + (
1
4
N4 +
13
48
N2)q21q2 + (
1
32
N4 +
5
96
N2)q22
+ (
1
16
N4 +
1
12
N2)q1q3 ++(
1
144
N4 +
1
72
N2)q4.
For g = 4,
F4,N = 〈(p3
3
)6〉c4,N ·
1
6!
I62
(2!)6(1− I1)9 + 〈(
p3
3
)4
p4
4
〉c4,N ·
1
4!
I42I3
(2!)43!(1− I1)8
+ 〈(p3
3
)2(
p4
4
)2〉c4,N ·
1
2!2!
I22I
2
3
(2!)2(3!)2(1 − I1)7 + 〈(
p4
4
)3〉c4,N
1
3!
I33
(3!)3(1 − I1)6
+ 〈(p3
3
)3
p5
5
〉c4,N ·
1
3!
I32I4
(2!)34!(1− I1)7 + 〈
p3
3
p4
4
p5
5
〉c4,N ·
I2I3I4
2!3!4!(1− I1)6
+ 〈(p5
5
)2〉c4,N ·
1
2!
I24
(4!)2(1− I1)5 + 〈(
p3
3
)2
p6
6
〉c4,N ·
1
2!
I22I5
(2!)25!(1− I1)6
+ 〈p3
3
p7
7
〉c4,N ·
I2I6
2!6!(1− I1)5 + 〈
p8
8
〉c4,N ·
I7
7!(1− I1)4 .
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By computing the correlators, one gets:
F4,N = (4736N
5 + 7104N3 + 840N) · 1
6!
I62
(2!)6(1− I1)9
+ (1632N5 + 3648N3 + 630N) · 1
4!
I42I3
(2!)43!(1− I1)8
+ (156N5 + 384N3 + 70N) · 1
2!2!
I22I
2
3
(2!)2(3!)2(1− I1)7
+ (27N5 + 99N3 +
45
2
N)
1
3!
I33
(3!)3(1− I1)6
+ (240N5 + 612N3 + 114N) · 1
3!
I32I4
(2!)34!(1− I1)7
+ (18N5 + 54N3 + 12N) · I2I3I4
2!3!4!(1− I1)6
+ (
36
5
N5 + 24N3 +
33
5
N) · 1
2!
I24
(4!)2(1− I1)5
+ (25N +
370
3
N3 + 40N5) · 1
2!
I22I5
(2!)25!(1− I1)6
+ (7N + 30N3 + 8N5) · I2I6
2!6!(1− I1)5
+
1
8
(21N + 70N3 + 14N5) · I7
7!(1− I1)4 .
In the qn-coordinates,
F4,N = (
37
360
N5 +
37
240
N3 +
7
384
N)q61 + (
17
24
N5 +
19
12
N3 +
35
128
N)q41q2
+ (
13
48
N5 +
2
3
N3 +
35
288
N)q21q
2
2 + (
1
48
N5 +
11
144
N3 +
5
288
N)q32
+ ((
5
24
N5 +
17
32
N3 +
19
192
N)q31q3 + (
1
16
N5 +
3
16
N3 +
1
24
N)q1q2q3
+ (
1
160
N5 +
1
48
N3 +
11
1920
N)q23 + (
5
192
N5 +
37
288
N3 +
1
24
N)q21q4
+ (
7
1440
N5 +
1
48
N3 +
1
180
N)q1q5 + (
1
1920
N5 +
1
576
N3 +
1
2880
N)q6.
6. Renoramlizations of Hermitian One-Matrix Models
We first recall the renormalization of the universal action function studied in
[10], then apply it to Hermitian one-matrix models to give another proof of the
mains results in last Section.
6.1. Renormalization of the universal action function. By the universal ac-
tion function we mean the following formal power series in x depending on infinitely
many parameters t0, . . . , tn, . . . :
(97) S = −1
2
x2 +
∑
n≥1
tn−1
xn
n!
,
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The coefficients tn’s will be called the coupling constants. Let x∞ be the solution
of
∂S
∂x
= 0,
i.e., x∞ satisfies the equation:
(98) x∞ =
∑
n≥0
tn
xn∞
n!
.
By [10, Proposition 2.2], the following formula for x∞ holds:
(99) x∞ =
∞∑
k=1
1
k
∑
p1+···+pk=k−1
tp1
p1!
· · · tpk
pk!
.
By [10, Theorem 2.3, (56)],
(100) S(x) =
∞∑
k=0
(−1)k
(k + 1)!
(Ik + δk,1)I
k+1
0 +
∞∑
n=2
In−1 − δn,2
n!
(x− I0)n,
where I0 = x∞ and Ik (k ≥ 1) have already been recalled earlier in (78) and (79).
6.2. Renormalization of Hermitian one-matrix models. Now in (24) we take
T˜n =
tn−1−δn,2
n!gs
to get
ZN = cN
∫
RN
N∏
i=1
dλi · exp
( N∑
i=1
∞∑
n=1
tn−1 − δn,2
n!gs
λni
)
·
∏
1≤i<j≤N
(λi − λj)2
= cN
∫
RN
N∏
i=1
dλi · exp
N∑
i=1
1
gs
( ∞∑
k=0
(−1)k
(k + 1)!
(Ik + δk,1)I
k+1
0
+
∞∑
n=2
In−1 − δn,2
n!
(λi − I0)n
)
·
∏
1≤i<j≤N
(λi − λj)2
= exp
N∑
i=1
1
gs
( ∞∑
k=0
(−1)k
(k + 1)!
(Ik + δk,1)I
k+1
0
)
·cN
∫
RN
N∏
i=1
dλi · exp
N∑
i=1
1
gs
( ∞∑
n=2
In−1 − δn,2
n!
λni
)
·
∏
1≤i<j≤N
(λi − λj)2
= exp
(
N
gs
∞∑
k=0
(−1)k
(k + 1)!
(Ik + δk,1)I
k+1
0
)
· (1− I1)−N
2/2
·cN
∫
RN
N∏
i=1
dλi · exp
N∑
i=1
1
gs
(
−1
2
λ2i +
∞∑
n=3
In−1
n!(1− I1)n/2
λni
)
·
∏
1≤i<j≤N
(λi − λj)2
= exp
(
N
gs
∞∑
k=0
(−1)k
(k + 1)!
(Ik + δk,1)I
k+1
0
)
· (1− I1)−N
2/2
·
∫
HN
dM · exp∑Ni=1 1gs
(
− 12 tr(M2) +
∑∞
n=3
In−1
n!(1−I1)n/2
tr(Mn)
)
∫
HN
dM exp
(
− 12gs tr(M2)
) .
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So we have proved the following generalization of [10, (124)]:
Theorem 6.1. The partition function ZN of Hermitian N×-matrix models remains
the same under the following renormalizations of coupling constants:
ZN = exp
(
N
gs
∞∑
k=0
(−1)k
(k + 1)!
(Ik + δk,1)I
k+1
0 +
N2
2
log
1
1− I1
)
· ZN |g1=g2=0,gn= In−1
(n−1)!(1−I1)
n/2
,n≥3
.
(101)
From this Theorem, one can rederive Theorem 5.1 and Theorem 5.2.
7. From Thin Genus Expansion to Fat Genus Expansion
In this Section we show how to get the fat genus expansion from the thin genus
expansion.
Recall the thin genus expansion is of the form:
(102) FN = g
−1
s F0,N + F1,N + gsF2,N + g
2
sF3,N + g
3
sF4,N + · · · ,
where each Fg,N is a polynomial in N . Now we change N to tg
−1
s , where t = Ngs
is the ’t Hooft coupling constant:
∑
g≥0
g2g−2s Fg(t)
= g−2s t(
1
2
I20 +
∞∑
n=0
(−1)nIn+10
(n+ 1)!
In) + t
2 log
1
1− I1
+ gs
(
(
N3
6
+
N
24
)q21 + (
N3
12
+
N
24
)q2
)
+ g2s
(
1
4!
(56t2g−2s + 64t
4g−4s ) ·
I42
(2!)4(1− I1)6 +
1
2!
(13t2g−2s + 12t
4g−4s ) ·
I22I3
(2!)23!(1− I1)5
+
1
2!
· 1
4
(15t2g−2s + 9t
4g−4s ) ·
I23
(3!)2(1 − I1)4 + (4t
2g−2s + 3t
4g−4s ) ·
I2I4
2!4!(1− I1)4
+(
5t2g−2s
3
+
5t4g−4s
6
)
I5
5!(1− I1)3
)
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plus the contributions from F2,N
+ g3s
[
(4736t5g−5s + 7104t
3g−3s + 840tg
−1
s ) ·
1
6!
I62
(2!)6(1− I1)9
+ (1632t5g−5s + 3648t
3g−3s + 630tg
−1
s ) ·
1
4!
I42I3
(2!)43!(1− I1)8
+ (156t5g−5s + 384t
3g−3s + 70tg
−1
s ) ·
1
2!2!
I22I
2
3
(2!)2(3!)2(1− I1)7
+ (27t5g−5s + 99t
3g−3s +
45
2
tg−1s )
1
3!
I33
(3!)3(1− I1)6
+ (240t5g−5s + 612t
3g−3s + 114tg
−1
s ) ·
1
3!
I32I4
(2!)34!(1− I1)7
+ (18t5g−5s + 54t
3g−3s + 12tg
−1
s ) ·
I2I3I4
2!3!4!(1− I1)6
+ (
36
5
t5g−5s + 24t
3g−3s +
33
5
tg−1s ) ·
1
2!
I24
(4!)2(1− I1)5
+ (25tg−1s +
370
3
t3g−3s + 40t
5g−5s ) ·
1
2!
I22I5
(2!)25!(1− I1)6
+ (7tg−1s + 30t
3g−3s + 8t
5g−5s ) ·
I2I6
2!6!(1− I1)5
+
1
8
(21tg−1s + 70t
3g−3s + 14t
5g−5s ) ·
I7
7!(1− I1)4
]
+ · · · .
Therefore we get:
F0(t) = t(
1
2
I20 +
∞∑
n=0
(−1)nIn+10
(n+ 1)!
In)
+ t3
(
2
3
I22
2!2(1 − I1)3 +
1
2
I3
3!(1− I1)2
)
+ t4
(
1
4!
· 64 · I
4
2
(2!)4(1− I1)6 +
1
2!
· 12 · I
2
2I3
(2!)23!(1− I1)5
+
1
2!
· 1
4
· 9 · I
2
3
(3!)2(1− I1)4 + 3 ·
I2I4
2!4!(1− I1)4 +
5
6
· I5
5!(1− I1)3
)
plus
+ t5
[
4736 · 1
6!
I62
(2!)6(1 − I1)9 + 1632 ·
1
4!
I42 I3
(2!)43!(1− I1)8
+ 156 · 1
2!2!
I22 I
2
3
(2!)2(3!)2(1− I1)7 + 27 ·
1
3!
I33
(3!)3(1− I1)6
+ 240 · 1
3!
I32I4
(2!)34!(1− I1)7 + 18 ·
I2I3I4
2!3!4!(1− I1)6
+
36
5
· 1
2!
I24
(4!)2(1− I1)5 + 40 ·
1
2!
I22 I5
(2!)25!(1− I1)6
+ 8 · I2I6
2!6!(1− I1)5 +
1
8
· 14 · I7
7!(1− I1)4
]
+ · · · .
26 JIAN ZHOU
F1(t) = t
2 log
1
1− I1 + t
(
1
6
· I
2
2
2!2(1− I1)3 +
1
4
· I3
3!(1− I1)2
)
+ t2
(
1
4!
· 56 · I
4
2
(2!)4(1− I1)6 +
1
2!
· 13 · I
2
2I3
(2!)23!(1− I1)5
+
1
2!
· 1
4
· 15 · I
2
3
(3!)2(1− I1)4 + 4 ·
I2I4
2!4!(1− I1)4 +
5
3
· I5
5!(1− I1)3
)
plus
+ t3
[
7104 · 1
6!
I62
(2!)6(1 − I1)9 + 3648 ·
1
4!
I42 I3
(2!)43!(1− I1)8
+ 384 · 1
2!2!
I22 I
2
3
(2!)2(3!)2(1− I1)7 + 99 ·
1
3!
I33
(3!)3(1− I1)6
+ 612 · 1
3!
I32I4
(2!)34!(1− I1)7 + 54 ·
I2I3I4
2!3!4!(1− I1)6
+ 24 · 1
2!
I24
(4!)2(1− I1)5 +
370
3
· 1
2!
I22I5
(2!)25!(1− I1)6
+ 30 · I2I6
2!6!(1− I1)5 +
1
8
· 70 · I7
7!(1− I1)4
]
+ · · · ,
F2(t) = t
[
840 · 1
6!
I62
(2!)6(1− I1)9 + 630 ·
1
4!
I42I3
(2!)43!(1− I1)8
+ 70 · 1
2!2!
I22I
2
3
(2!)2(3!)2(1− I1)7 +
45
2
· 1
3!
I33
(3!)3(1− I1)6
+ 114t · 1
3!
I32I4
(2!)34!(1− I1)7 + 12t ·
I2I3I4
2!3!4!(1− I1)6
+
33
5
· 1
2!
I24
(4!)2(1− I1)5 + 25 ·
1
2!
I22 I5
(2!)25!(1− I1)6
+ 7t · I2I6
2!6!(1− I1)5 +
1
8
· 21 · I7
7!(1− I1)4
]
+ · · · .
One can also use the coordinates {qn} defined in (95) to simplify the expressions
and to see a connection to partitions of even integers. Such expression should be
useful to the study of singular behavior of the free energy and the (multi)critical
phenomenon in Hermitian matrix models. We hope to address such applications in
the future investigations.
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