Abstract. Let F q be the finite field with q elements, where q is a power of some prime p. In the classical paper [Dic], Dickson defined the polynomial [e 1 , e 2 , . . . , e n ] := 
[e 1 , e 2 , . . . , e n ] := where e 1 , . . . , e n are non-negative integers. He observed that any [e 1 , . . . , e n ] is divisible by [0, 1, . . . , n−1], and the quotient is GL n (F q )-invariant. He then went on to show that one can pick n of these invariants to generate the entire invariant subring of GL n (F q ). In this paper, we will answer the following two natural questions:
• How to express any given [e 1 , . . . , e n ]/[0, 1, . . . , n − 1] in terms of the fundamental generators? • In general, when does [e 1 , . . . , e n ] divide [f 1 , . . . , f n ]? The answers are Theorem 1.2 and Theorem 1.3 respectively.
Introduction
The earliest important result in modular invariant theory is due to L. E. Dickson. In [Dic] , he first solved the problem of determining the ring of invariants of the modular general linear group, that is, the general linear group over a finite field F q , where q is a power of a prime p. We'll briefly describe his results below. One may refer to [Ben, 8.1] or [Smi, 8.1] for more details. First we introduce the following notation, which is adopted from Dickson's original paper. 
and we'll call them general Dickson invariants. Among these, Dickson picked out n "fundamental" ones C n,i , 0 ≤ i ≤ n − 1, defined as follows: For 0 ≤ i ≤ n, let D n,i := [0, 1, . . . ,î, . . . , n − 1, n],
The C n,i 's are usually refered to as the Dickson invariants.
The main result Dickson proved in [Dic] is that
Although these results are all very classical, there are at least two natural questions one might ask, which (to our knowledge) have not been studied in the literature before:
• How to express a general Dickson invariants in terms of the C n,i 's?
The purpose of this note is to provide complete answers to these questions, which are: Theorem 1.2. For any n, k ∈ N and any integers 0 ≤ e 1 < e 2 < · · · < e k ≤ n+k −1, let m i = max {0, e i − n} and M i = min {k − 1, e i }. Then we have the following equality in the polynomial ring
Theorem 1.3. Let e 1 < · · · < e n and f 1 < · · · < f n be non-negative integers. Let c i = e i+1 − e i and
. . , f n ] if and only if e 1 ≤ f 1 and one of the following two cases holds:
(ii) Not all of the c i are equal, and
2. Proof of Theorem 1.2
To prove Theorem 1.2, we'll use the following lemma from [Dic] :
Lemma 2.1. In the polynomial ring F q [x 1 , x 2 , . . . , x n ], we have the equality
where
, and the last non-zero entry is 1}.
Proof. By the factor theorem, (a n x n + a n−1
Comparing the total degrees on both sides, we see that f ∈ F q . Further comparing the coefficients of x 1 x q 2 . . . x q n−1 n gives us f = 1.
If we apply this lemma to the polynomial ring with n + 1 variables F q [x 1 , . . . , x n , y], where the last variable is deliberately named y, we get the equality
(a n+1 y + a n x n + a n−1 x n−1 + · · · + a 1 x 1 ), or equivalently, Corollary 2.2. In the polynomial ring F q [x 1 , x 2 , . . . , x n , y], we have the equality
We can now give . . . y . . .
(by Lemma 2.1).
The theorem will follow from comparing on both sides the coefficient of y 
. . . ,ê 1 , . . . ,ê 2 , . . . ,ê k , . . . , n + k − 1], while on the right-hand side it is (−1)
Hence the theorem follows.
Proof of Theorem 1.3
Let us begin with a couple of simple observations to gain some insight.
Lemma 3.1. Let e 1 < e 2 < · · · < e n be non-negative integers. we can reduce our problem to the case e 1 = f 1 = 0.
Lemma 3.3. For any non-negative integers f 1 , . . . , f n , we have
Proof. The same argument in the proof of Lemma 2.1 shows that (a n x n + a n−1
And since Lemma 2.1 says that [0, 1, . . . , n − 1] = a∈Γn (a n x n + a n−1 x n−1 + · · · + a 1 x 1 ), the lemma follows.
The following lemma solves our problem for n = 2.
Lemma 3.4. Let e 1 < e 2 and f 1 < f 2 be non-negative integers. Then
Proof. By Remark 3.2, it suffices to prove for e 1 = f 1 = 0. By definition,
Lemma 3.4 also gives us the following simple yet important necessary condition for [e 1 , . . . , e n ] to divide [f 1 , . . . , f n ].
Corollary 3.5. Let e 1 < · · · < e n and f 1 < · · · < f n be non-negative integers. Then
Proof. This follows by induction on n. Since the case n = 2 is covered by Lemma 3.4, we suppose the statement holds for n − 1, with n ≥ 3. View [e 1 , . . . , e n ] and [f 1 , . . . , f n ] as polynomials of x n with coefficients in F q [x 1 , . . . , x n−1 ]. If [e 1 , . . . , e n ] divides [f 1 , . . . , f n ], then the leading coefficient of [e 1 , . . . , e n ], which is [e 1 , . . . , e n−1 ], must divide the leading coefficient of [f 1 , . . . , f n ], which is [f 1 , . . . , f n−1 ]. So by the induction hypothesis,
Also the coefficient of the lowest-degree term of [e 1 , . . . , e n ] has to divide that of [f 1 , . . . , f n ], hence [e 2 , . . . , e n ] | [f 2 , . . . , f n ], so again by the induction hypothesis (e n − e n−1 ) | (f n − f n−1 ). Definition 3.6. We call [e 1 , e 2 , . . . , e n ] equidistanced if e 2 − e 1 = e 3 − e 2 = · · · = e n − e n−1 .
For equidistanced [e 1 , e 2 , . . . , e n ], the necessary condition in Corollary 3.5 is also sufficient:
Corollary 3.7. Let e 1 < e 2 < · · · < e n and f 1 < f 2 < · · · < f n be non-negative integers. Suppose e 2 − e 1 = e 3 − e 2 = · · · = e n − e n−1 = c. Then where 0 < k 2 < k 3 < · · · < k n are integers. But this is just Lemma 3.3 in disguise. In fact, note that the notation [e 1 , . . . , e n ] actually has a hidden dependence on q. If we express this dependence on q by a subscript, then we see that
The following lemma deals with the non-equidistanced case. It constitutes the core of this section.
Lemma 3.8. Let e 1 < · · · < e n and f 1 < · · · < f n be non-negative integers. 
Proof. (⇐) is obvious. To prove (⇒), by Remark 3.2 we may assume e 1 = f 1 = 0. Then what we want to prove becomes e i = f i for all 1 ≤ i ≤ n.
First we tackle the case n = 3. By Corollary 3.5, f 2 ≥ e 2 . Hence we have the following three cases. .
3 ], then f 3 > e 3 by Corollary 3.5. Hence
By (1) and (2) By (5), (6) and Lemma 3.1, we conclude that [0, e 3 − e 2 ] | [0, e 3 ], which implies (e 3 − e 2 ) | e 3 by Lemma 3.4, a contradiction to our assumption that (e 3 − e 2 ) e 2 .
Thus we've proved that (⇒) is true for n = 3. Now suppose (⇒) is true for n − 1 and n ≥ 4. We are going to show that (⇒) is then true for n.
Because [0, e 2 , . . . , e n ] is not equidistanced and n ≥ 4, we have the following two cases.
Case 1. [0, e 2 , . . . , e n−1 ] is not equidistanced.
Suppose [0, f 2 , . . . , f n ] = [0, e 2 , . . . , e n ] · Q(x 1 , . . . , x n ). View them as polynomials of x n with coefficients in F q [x 1 , . . . , x n−1 ]. Comparing the leading coefficients on both sides, we see that [0, e 2 , . . . , e n−1 ] [0, f 2 , . . . , f n−1 ]. By the induction hypothesis, this implies f 2 = e 2 , f 3 = e 3 , . . . , f n−1 = e n−1 .
Hence
L := leading term of Q = x q fn −q en n .
Let
F := [0, f 2 , . . . , f n ] − [0, e 2 , . . . , e n ] · L. If f n = e n , then f n > e n by Corollary 3.5, hence q fn − q en + q e n−1 > q f n−1 = q e n−1 . 
