The absence of 'super competitors' in nature is usually attributed to organisms facing trade-offs in resource allocation. Here we identify another mechanism, dependent on indirect interactions among species and non-random spatial organization, in which selection favours restraint in competitive ability. In simple spatial models of a three-species intransitive network, indirect interactions favour slower growth and selection limits the difference in growth rate among species. The mechanism involves a trade-off between selection at the individual level, which selects for increased growth rate, and at the community level, which acts to limit growth rate to less than the maximum possible. If the difference in growth rates among species becomes too large, then the community becomes unstable and collapses to a monoculture of the slowest growing species. The mechanism requires both the intransitive network structure and selforganized spatial structure in the system. Similar behaviours arise in more complex systems of more than three species, and where there are reversals in interaction outcomes between species pairs. The work suggests that spatial self-structuring, indirect interactions and selection acting on community properties can be important in evolution. It provides a partial explanation of the high level of species coexistence and apparent restraint in interspecific interactions evident in some assemblages of sessile marine colonial organisms.
INTRODUCTION
In communities of subtidal sessile marine benthic invertebrates and algae growing on hard substrata, such as some coral reef and marine fouling assemblages, competition for space is intense because unoccupied space is rare. Patterns of interspecific interactions in these communities manifest important characteristics that raise several questions about the importance of spatial context and indirect interactions in the evolution of species' traits in complex systems. First, interaction networks of many subtidal hard-bottom marine benthic communities are rich in intransitive 'loops' (e.g. where S 1 Ͼ S 2 , S 2 Ͼ S 3 , S 3 Ͼ S 1 ; S x Ͼ S y indicates that species X competitively displaces species Y), which arise in part because reversals in competitive outcomes are common (e.g. Buss & Jackson 1979; Kay & Keough 1981; Russ 1982; Buss 1986 Buss , 1990 Rinkevich et al. 1993; Tanner 1993) . This contrasts strongly with terrestrial systems in which intransitive interaction pathways occur rarely, if at all (Grace et al. 1993; Shipley 1993) . Second, as interaction networks in these systems are maximally connected (because each species potentially interacts with every other species), the total number of possible indirect interactions among species greatly exceeds the number of direct interactions. For every direct interaction between species S A and S B in an S-species system there are ⌺ s Ϫ 2 i = 1 (S Ϫ 2)!/(S Ϫ 2 Ϫ i )! indirect interactions between S A and S B . Third, spatial context is critically important because growth, survivorship and other aspects of the fitness of an individual organism or colony depend in large part on the identity and morphology of its immediate neighbours (e.g. Kay & Keough 1981; Russ 1982; Keough 1984; Buss 1990) . A final important feature of this type of competition system is that, like many other spatial systems (e.g. Boerlijst & Hogeweg 1991; Hassel et al. 1991; Comins et al. 1992; Nowak & May 1992; Dieckmann et al. 2000) , they have a strong tendency to spatially selforganize, which generally acts to enhance system stability (Johnson 1997; Johnson & Boerlijst 2002) .
These features raise two important questions about the dynamics of this type of community and the evolution of species' traits and interspecific interactions in them. First, in highly connected spatial systems with intransitivities, by what mechanism is spatial self-organization realized, and how does it affect the stability of the system? Second, does the apparent importance of indirect interactions (Stone & Roberts 1991; Wootton 1994; Menge 1995) and spatial organization in complex networks influence the evolution of species' traits and interspecific interactions as has been suggested (Miller & Travis 1996) ?
Here we use probabilistic cellular automaton (CA) models of spatial competition among sessile colonial organisms to examine these questions. Our initial model is the simplest (three species) intransitive system in which S 1 Ͼ S 2 , S 2 Ͼ S 3 , S 3 Ͼ S 1 , where 'Ͼ' indicates overgrowth.
THE MODELS (a) Three-species models
Two rule structures were compared initially to examine the robustness of behaviours to the precise form of the updating algorithm, viz. a 'standard' model in which rates of overgrowth are equivalent to the growth rates of the (b) Results of four separate runs in which g 2 and g 3 are fixed at either 0.2, 'standard' model (heavy line) or 0.6 'catalyst' model (light line), but where selection can act on g 1 . Mean growth rate of S 1 is initially either the same as the fixed growth rates of S 2 and S 3 (i.e. at 0.2 with range 0.1-0.3 for the 'standard' model, or at 0.6 with range 0.4-0.8 for the 'catalyst' model) or well above the eventual asymptotic rate (for 'standard' model at 0.4 with range 0.2-0.6; for 'catalyst' model at 0.85 with range 0.7-1.0). In all cases, the growth rate evolves to an asymptote well below the maximum possible. Figure 1 . 'Standard' (a,d ) and 'catalyst' (b,c) cellular automaton models of a three-species intransitive network (S 1 Ͼ S 2 , S 2 Ͼ S 3 , S 3 Ͼ S 1 ; S 1 , blue, S 2 , red, S 3 , yellow) show similar spatial (a,b,c; time-step t = 200) and temporal (d ) self-organization. The scale of spatial organization (mean colony size) is smaller in the 'standard' (a) than in the 'catalyst' (b) model. Within each system the scale of spatial organization is independent of initial cover and spatial arrangement, but dependent on relative growth rates (g i , growth rate of species i ). Slowly growing species either codominate with the faster growing species ((e) 'standard' model,
, and in all cases the species overgrown by the slowest grower is least abundant. Colonies of all species are of a similar size and are similarly abundant when growth rates are equal ((a,b) g 1 = g 2 = g 3 = 1.0). Persistence stability (sensu Johnson & Mann 1988 ) depends on the magnitude of the difference in relative growth rates (h). Although coexistence does not depend on equal growth rates, if the difference in growth rates among species becomes too large, there is increasing likelihood of the system collapsing to a monoculture of the slowest-growing species (g 2 = g 3 = 1.0 and fixed; results in (h) are from Monte Carlo simulations of 1000 runs each of 200 time-steps; diamond, 'standard' initial cover 100%; circle, 'catalyst' initial cover 20%; triangle, 'catalyst' initial cover 50%; plus sign, 'catalyst' initial cover 100%).
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(c) Figure 3 . Spatial dynamics of the three-species system (S 1 Ͼ S 2 , S 2 Ͼ S 3 , S 3 Ͼ S 1 , 'catalyst' model) from three different initial configurations (a,b,c) showing that the fast growing (black) genotype (fast, g 1 = 1.0) of S 1 is often lost from the system in the presence of the slowly growing (blue) genotype of S 1 (slow, g 1 = g 2 = g 3 = 0.5), irrespective of initial cover and spatial configuration. A similar behaviour is evident in the 'standard' model providing there is a large difference in g i,slow and g i,fast , but the rate of decline of the rapid growing genotype is slower than in the 'catalyst' model. Note that while these particular simulations show total loss of the fast-growing genotype, in both model models it is possible that the rapid growing genotype may persist at very low levels for more than 25 000 time-steps. The important result is that the superior competitor locally (the fast-growing genotype) is always driven to very low levels or to extinction.
overgrowing species, and a 'catalyst' model in which the rate of overgrowth of one species by another is slightly enhanced by the local presence of the third species. In the 'standard' model, an identified potential 'winner' in the von Neumann neighbourhood (i.e. neighbouring cells to the north, south, east and west) of an occupied cell C x at time t overgrows C x at t ϩ 1 with a probability proportional to the number of von Neumann neighbours of C x that are the identified 'winner'. In the 'catalyst' model, the potential winner overgrows C x with a probability proportional to the number of occupied cells in the von Neumann neighbourhood not in the same state as C x . In both models, growth into empty cells with at least one occupied neighbour is determined by selecting the state of a neighbour at random. Overgrowth probabilities so determined are multiplied by the growth rate of the potential winner (maximum = 1.0) to determine the actual probability of overgrowth. CA landscapes are toroidal (zero boundary We examined selection on growth rates (a key component of competitive ability) by assigning all initial recruits (colony size = one cell) in the CA landscape a 'genotype' that defines their growth rate. As colonies grow and produce propagules they replicate their genotype exactly in new modules (from growth) and recruits (from propagules), except for mutations in a proportion of propagules that either increase or decrease the growth rate by a small amount (0.02 relative growth units of a maximum possible growth rate = 1.0) with equal probability. Disturbance creates patches of bare space on the landscape at random into which propagules can establish. The genotypes of propagules reflect the distribution of genotypes on the landscape. For our three-species model, the likelihood of disturbance per cell was 0.0001, individual disturbance events cleared one cell and the likelihood of mutation was 0.001. Qualitative behaviours were not greatly sensitive to these parameters.
(b) Models of more than three species
Because the behaviour of the two rule structures is qualitatively identical, all models involving more than three species used the 'standard' rule structure. Thus, in updating the landscape, each cell C x chooses a random neighbour C y in its von Neumann neighbourhood, and C y overgrows C x with the probability P[C y Ͼ Cx] g y , where P[C y Ͼ C x ] defines the interaction outcome as the probability of S y winning in an encounter with S x , and g y is the growth rate of S y .
THREE-SPECIES INTRANSITIVE NETWORK: SELF-ORGANIZATION AND STABILITY
Regardless of initial cover and the spatial arrangement of recruits, both models self-organize to form colonies (groups of juxtaposed cells of identical state) at a characteristic scale (figure 1a,b). Although growth is indeterminate, colony size is asymptotic and defined by a dynamic balance between the interacting perimeter and noninteracting 'interior' (the perimeter : area ratio) of colonies and relative rates of overgrowth. Groups of adjacent colonies form incipient spirals, and there is a predictable temporal sequence of species at any point in space (figure 1d ). The characteristic colony size is larger in the 'catalyst' model (figure 1b) than in the 'standard' model (figure 1a). This occurs because growth rates at the point where colonies of all three species meet are, on average, slightly accelerated in the 'catalyst' model, which exaggerates the incipient spiral and generates longer colony perimeters at these sites, which then propagate as larger colonies.
Contrary to early views (Buss & Jackson 1979) , coexistence does not depend on equal growth rates and, moreover, the slowest grower eventually either codominates ('standard' model, figure 1e ; 'catalyst' model, figure 1f ) or dominates ('catalyst' model, figure 1c,g) the landscape. The behaviour whereby the slowest-growing species dominates or codominates space is a function of the indirect interaction in the intransitive network. If S 1 is the slowestgrowing species then S 1 has a relatively small limiting effect on S 2 , allowing S 2 to more frequently overgrow and limit S 3 with a net positive, but indirect, effect on S 1 . More formally, the non-spatial form of the 'standard' CA model without disturbance is closely represented by difference equations of the form
with similar equations for N 2 and N 3 , where K is the total number of cells or 'carrying capacity' of the landscape, g i is the growth rate of species i in the interval t ϩ 1 and N i,t is the population size of species i at time t. As at equilibrium
it follows that if a species' growth rate decreases, its equilibrial population size will increase (and vice versa). A simiProc. R. Soc. Lond. B (2002) lar result can be derived from the Lotka-Volterra threespecies model of competition (Gilpin 1975; May & Leonard 1975) and related mean-field models (Frean & Abraham 2001) . Coexistence of species (i.e. persistence stability sensu Johnson & Mann (1988) ) for a variety of growth rates and population sizes depends on spatial self-organizing in the system. In the non-spatial model, non-trivial equilibria are unstable (Johnson 1997) and depend on satisfying
If the mean-field behaviour is simulated in the cellular model by randomizing the positions of each cell between each iteration of the model, then the cellular model is similarly unstable. Clearly, self-organizing to form colonies stabilizes the system. When cells of the same species S i are aggregated into colonies, the portion of the colony margin where S i is overgrowing its 'inferior' competitor is protected from being overgrown by its 'superior' competitor. Along this margin, the colony perimeter is protected on one side by other cells of the colony and on the other by the presence of the inferior competitor of S i (as the inferior of S i overgrows the superior of S i ). While equal growth rates are not required for coexistence of species in the spatial models, these models become unstable if the differential in growth rates between fastestand slowest-growing species becomes too large (figure 1h). The likelihood of coexistence of all three species decreases as the relative growth of the slowest grower declines below a critical threshold, which is ca. 50-60% of that of the fast-growing species (S 2 , S 3 ) in the 'catalyst' model and 15-20% of the fast-growing species in the 'standard' model. Most importantly, the fast-growing S 3 that overgrows the slow-growing S 1 is always the first to go extinct because, given the pattern of self-organizing on the landscape, in overgrowing S 1 , S 3 is likely to meet its nemesis in S 2 . Once S 3 is lost from the system, the dynamic must always move to a monoculture of S 1 .
SELECTION FOR RESTRAINT IN GROWTH: TRADE-OFFS IN SELECTION AT THE LEVEL OF THE INDIVIDUAL AND COMMUNITY IN THE THREE-SPECIES SYSTEM
If the optimum strategy to maximize abundance is to grow more slowly than other species in the system, an obvious question is whether selection will act to reduce growth rates. We examined this question by assigning to initial recruits in the CA landscape a 'genotype' that defines their growth rate, allowing mutation of genotypes in the production of propagules (details in § 2) and examining changes in mean genotype for each species. Where a landscape is seeded with a single species, selection increases the mean growth rate (figure 2a, dashed line) by a straightforward process of replacement (i.e. on average, faster-growing genotypes will occupy a greater area of patches created by disturbance). When all species occur in the initial landscape, selection drives a 'Red Queen' dynamic in which the mean growth rates of all species increase to the maximum possible but each remains similar to the other (figure 2a, heavy and light lines). In this case, for a given initial mean growth rate, the rate of selec- tion for faster-growing genotypes increases with increasing variance in genotypes (figure 2a) because there are initially more cells with relatively high growth rates than when the variance in growth rate is low.
By contrast, if the growth rate of some species is fixed, selection operates in a different manner and acts to limit differences in growth rate among species (figure 2b). Selection initially increases growth of the unconstrained species, but mean growth is asymptotic at a rate less than the maximum possible. If initial mean growth rates of the unconstrained species are above this level, selection reduces mean growth to the asymptotic rate. This phenomenon reflects a balance between the opposing effects of selection at the individual level that acts to increase growth rates (figure 2a), and selection at the community level that acts to limit the difference between highest and lowest growth rates (figure 1h). Selection occurs at the community level in that different local regions ('subcommunities') of the landscape demonstrate different community-level properties, dependent on local differences in growth rates among species, and there is differential survival of local sub-communities. The community level property that differs among local regions is persistence stability, sensu Johnson & Mann (1988) . If the magnitude of the difference in growth rates among species becomes too large in local regions of the landscape, these 
and similarly for interactions among S 2 ,S 3 ; S 3 ,S 1 . Growth rates g 2 = g 3 = 0.15 and fixed, while g 1 = 0.1-0.2 and are allowed to evolve with P[mutation] = 0.01 and mutation step = ± 0.02. In this model, disturbance creates empty spaces on the landscape (P[disturbance] = 0.0001, disturbance patch size = four cells) and each species recruits to empty sites with equal probability. Growth genotypes for recruits of S 1 are taken from a uniform distribution over whatever range of genotypes has existed in the system. The phase shift in relative abundances of S 1 and S 3 at ca. 28 000 generations reflects the point where g 1 has evolved to be sufficiently high (in this example where g 1 Ͼ 0.6) so that, on average, the likelihood of
sub-communities become locally unstable and the fastgrowing genotypes are lost (figure 3).
SELECTION FOR RESTRAINT IN GROWTH: MORE COMPLEX SYSTEMS
Is the behaviour of selection for restraint in growth more general than the simple three-species system? Relative to more natural systems, the three-species system examined above is over simplistic, in that interaction outcomes are binary (for each species pair there is a consistent 'winner' and 'loser'), and only three species form the interaction network. Spatial competition systems in nature are likely to be more speciose, and interaction outcomes are unlikely to be binary (see references in § 1, also Chornesky (1989) and Lang & Chornesky (1990) ). For example, in examining more than 8900 interactions among 173 species in shallow marine benthic assemblages on the Great Barrier Reef (GBR) ) and more than 6800 interactions among 46 species in a shallow marine temperate fouling community (Dunstan & Johnson 2002a,b) , in cases of six or more replicate interactions of a given species pair there was not a single occurrence where one species consistently overgrew another. In this section we consider separately the effect on evolution of growth rates of (a) 'reversals' in interaction outcome and (b) expanding the system to more than three species, before (c) examining selection on growth in systems with both large numbers of species and interaction networks containing reversals. . Selection for intermediate growth is also evident in: (e) which is for a different five-species system (S 1 Ͼ S 2 ,S 3 ; S 2 Ͼ S 3 ,S 4 … S 5 Ͼ S 1 ,S 2 ; landscape 200 × 200 cells) depicting selection in any species S n ; ( f ) a seven-species system (S 1 Ͼ S 2 ,S 3 ; S 2 Ͼ S 3 ,S 4 … S 7 Ͼ S 1 ,S 2 ; landscape 300 × 300 cells) depicting selection in a randomly selected species S n , which in this example goes extinct at ca. 7800 generations; and in ( g), another seven-species system (S 1 Ͼ S 2 ,S 3 ,S 4 ; S 2 Ͼ S 3 ,S 4 ,S 5 … S 7 Ͼ S 1 ,S 2 ,S 3 ; landscape 300 × 300 cells) depicting selection in S n . (h) shows selection in a randomly selected species S n in a 12-species system (S 1 Ͼ S 2 ,S 3 ,S 4 ; S 2 Ͼ S 3 ,S 4 ,S 5 … S 12 Ͼ S 1 ,S 2 ,S 3 ; landscape 400 × 400 cells). Selection for intermediate growth does not arise in non-spatial (simulated mean-field), but otherwise identical, versions of these models. The examples in (i ) and ( j ) show rapid selection for the fastest-growing genotypes, leading to rapid extinction, in mean-field simulations of the seven-species systems depicted in ( f ) and ( g), respectively.
(a) The effect of reversals Selection for intermediate growth can also arise in the three-species system with 'reversals' in interaction outcome (i.e. where P[S x Ͼ S y ] and P[S y Ͼ S x ] Ͼ 0), but under more limiting circumstances (figures 4 and 5). In this system, the likelihood of an individual of species S x overgrowing an individual of S y is the product of the interaction outcome (= P[S x Ͼ S y ]) and the growth-rate genotype of that individual of S x (= g x ). In a three-species system with reversals in which P[S x Ͼ S y ] Ͼ P[S y Ͼ S x ] (but where P[S x Ͼ S y ] and P[S y Ͼ S x ] Ͼ 0), selection for intermediate growth rate in S y (figure 4b) arises in a similar way as occurs in the three-species system without reversals, but only if growth rates do not evolve to the point where the net likelihood of S y overgrowing S x exceeds that of S x overgrowing S y (i.e. provided that
Once this threshold for g y is exceeded, selection acts to increase growth rate ( g y ) to the maximum possible (figure 4c), and S y , which was previously relatively uncommon, comes to dominate the landscape (figure 5). Thus, reversals in interaction outcome in the three-species system do not change the qualitative pattern of selection for intermediate growth rates, unless the mutation rate on the growth genotype is elevated to the point where the production of new rapidly-growing genotypes overwhelms the capacity of community-level selection to remove them. If this occurs and the critical growth threshold is attained, the evolutionary attractor changes to become the fastest possible growth rate.
(b) The effect of increasing species richness
Selection for intermediate growth rates is not a unique feature of the three-species intransitive system, but also arises in other systems containing intransitive structures (examples in figure 6 ). Depending on the network structure, selection for intermediate (or even low) growth rates may be stronger for some species than others in the same system (cf. figure 6a,b versus c,d ). Different network structures of the same number of species can yield similar (cf. figure 6c,d versus e) or dissimilar (cf. figure 6f versus g) selection patterns. Where there is a large number of 'stand-offs' in the competition network, spatial patterns develop in which groups of species that stand off with each other form spatially stable aggregations. When this occurs, a broad range of genotypes are able to persist locked within static structures on the landscape ( figure 6f,h) .
The effect of emergent spatial structure on these patterns can be removed by randomizing the position of all individuals on a landscape between iterations of the rules. This simulates the mean-field situation. Notably, in nonspatial mean-field counterparts of systems in which selection for moderate growth is evident in the spatial model, selection for restraint on growth never arises. In all meanfield simulations there is rapid selection towards the maximum growth rate, which usually results in rapid extinction of the evolving species (cf. figure 6f,g versus i, j ) . It is clear that the phenomenon of restraint in the evolution of growth rates in these systems depends fundamentally on the self-organized spatial structures.
(c) Selection for intermediate growth in speciose systems with reversals in interaction structure We developed 20-species models in which all species interact with all others, and in which the outcome of interactions between each pair of species S x and S y is defined by the probability of a win, loss or stand-off in the interaction. These probabilities are determined randomly and are fixed for each model run. While most species in these systems show selection for rapid growth (figure 7a), there are always some species (typically 4-6 of the 20) where selection for intermediate growth rates is clearly evident (figure 7b). Given the complex nature of indirect-interaction pathways in these systems, it is not possible to identify the exact mechanism that gives rise to this behaviour as is possible in the three-species system (for each species there are 19 direct interactions and ca. 1.74 × 10 16 indirect interactions with other species). In marked contrast, for the same species, equivalent mean-field simulations always show rapid evolution towards the maximum possible growth rate, and rapid extinction of the species (figure 7c). Notably, extinction rates in systems in which intransitive structures are likely to arise are much lower than in systems with networks tending to a more hierarchical structure (figure 8). Extinction rates are much higher in nonspatial than in spatial versions of these models (figure 8).
DISCUSSION AND CONCLUSION
Our results indicate that selection for restraint in growth can arise in complex species-rich systems in which reversals occur in interaction networks, just as arises in simple three-species systems with no reversals in interactions. The phenomenon depends on spatial-self-structuring of species' distributions and, by inference from the mechanism identified in the three-species system, indirect interactions arising from intransitive structures in the interaction network. Spatial self-structuring generates local assemblages or 'sub-communities' on the landscape with different spatial and stability properties on which selection may act. The mechanism that limits competitive ability (in this case, growth rate) does not explicitly require trade-offs in resource allocation. These findings suggest that in communities of sessile colonial organisms in which complex intransitivities in the interaction network occur, selection may favour moderate competitive abilities. This tenet is supported by our observations of interactions between 173 sessile benthic species on the GBR that did not identify competitively dominant species , and is in keeping with other recent results for GBR reefs (Tanner et al. 1994 (Tanner et al. , 1996 . This notion is contrary to the more established view that competitive dominants will displace other species in the absence of disturbance (Connell 1978) . The commonness of intransitivities in marine hard-bottom communities but not terrestrial ones (see § 1) and concomitant restraint in the evolution of competitive abilities may be a partial explanation for the constancy of composition of coral-reef communities over much longer periods in geological time (Jackson 1992; Pandolfi 1996) than occurs in terrestrial communities (cf. Graham & Grimm 1990; Overpeck et al. 1991; Webb & Bartlein 1992; Spear et al. 1994) .
It has been argued that because indirect interactions are so important in the dynamics of many communities (Stone & Roberts 1991; Wootton 1994; Menge 1995) , they should have strong effects on the evolution of species' traits and interspecific interactions (Miller & Travis 1996) . The simple three-species system presented here shows . In all cases, growth rates of all species are fixed at the maximum (= 1.0) on a landscape size of 400 × 400. The network topologies are (i) random with reversals (each species has a fixed random probability between 0-1 of a win, loss or stand-off in interacting with each other species); (ii) random without reversals (each species has a probability of 0 or 1, with equal likelihood, of winning against each other species); and (iii) random hierarchical (each species has a fixed random probability between 0-1 of a win, loss or stand-off in interacting with each other species, but constrained such that in rounding values of clearly that, provided that the system spatially selforganizes to form multicellular colonies, the evolution of growth rates is dependent on the indirect effects of a third species limiting the population of one species overgrowing another. It is apparent that similar mechanisms arise in the more complex systems. We conclude that the rich array of indirect interactions in complex spatially-organized systems with high levels of intransitivity is likely to yield an important substrate for evolution and show strong interdependencies in the evolution of species' traits. The trade-off between individual-and community-level selection is an important aspect of the results. In our models, selection at the individual level acts to increase growth rate in all cases, but selection at the community level can limit growth rates to intermediate levels. This phenomenon is community-level selection because the trait on which selection is acting (i.e. persistence stability of the community) is an emergent community-level property, and the result reflects differential survival of local 'subcommunities' on the landscape (see Johnson & Boerlijst 2002) . The important point is that restricting growth to intermediate levels imparts no benefit to the individual in its local environment, nor is there any benefit at the population level. The benefit arises only at the community level. Community-level selection has similarly been identified in spatial models of 'communities' of catalytic molecules and in several host-parasite and other consumerprey systems (reviewed in Johnson & Boerlijst (2002) ). In all of these examples, community-level selection is depen-dent on emergent spatial structure. The models reported here are the first, to our knowledge, to note the phenomenon in competition systems.
