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Abstract. Ever since the advent of AlexNet, designing novel deep neural
architectures for different tasks has consistently been a productive research
direction. Despite the exceptional performance of various architectures in
practice, we study a theoretical question: what is the condition for deep
neural architectures to preserve all the information of the input data?
Identifying the information lossless condition for deep neural architectures
is important, because tasks such as image restoration require keep the
detailed information of the input data as much as possible. Using the
definition of mutual information, we show that: a deep neural architecture
can preserve maximum details about the given data if and only if the
architecture is invertible. We verify the advantages of our Invertible
Restoring Autoencoder (IRAE) network by comparing it with competitive
models on three perturbed image restoration tasks: image denoising,
JPEG image decompression and image inpainting. Experimental results
show that IRAE consistently outperforms non-invertible ones. Our model
even contains far fewer parameters. Thus, it may be worthwhile to try
replacing standard components of deep neural architectures with their
invertible counterparts. We believe our work provides a unique perspective
and direction for future deep learning research.
1 Introduction
Ever since AlexNet won the ImageNet challenge in 2012 [11], deep learning has
been revolutionizing research in many industries. One key factor to account for
the success of deep learning is the transferability of deep learning architectures [1].
That is, a neural architecture that exhibits excellent performance for one task
can also excel in a variety of other related tasks. However, the majority of deep
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learning architectures were initially proposed to address high-level computer
vision tasks. Recently, researchers also explored applying these deep architectures
used for high-level tasks to tackle low-level vision tasks.
Empirical results suggest the plausibility of transferring the neural architec-
tures for high-level vision tasks to addressing low-level image-processing tasks.
Nonetheless, there is a division between the requirements for deep models to
solve high- and low-level vision tasks. To specify, it may be acceptable to miss
image details for high-level tasks, as long as it captures the most salient features.
However, missing details of images can be unsupportable when dealing with
low-level vision tasks. Instead of primarily concentrating on conceptual vision
features, models for low-level tasks require specific minutiae such as colors and
textures to be able to restore original images.
Inspired by the division between the requirements for high- and low-level
vision tasks, we study whether it is proper to apply deep architectures of high-level
vision tasks to tackle low-level tasks. From the perspective of mutual information,
we show that: in order to let a neural architecture to preserve all the information
of the given input, the neural architecture needs to be invertible. In this paper, we
evaluate the performance of invertible neural architectures on image restoration
tasks. Invertible neural architectures exhibit excellence experimental results. Thus,
we believe it is a promising avenue to replace non-invertible neural components
with their invertible counterparts. In summary, our contributions are three-fold:
1. Deriving from the definition of mutual information, we show non-invertible
deep neural architectures lead to loss of information concerning the input.
2. Inspired by the need for invertibility, we develop an Invertible Restoring
Autoencoder (IRAE) network via invertible flow-based generative algorithms.
3. We test IRAE with a series of experiments, finding that we achieve superior
performance on both image denoising and inpainting tasks. Moreover, our
model has fewer parameters than the baseline information-lossy models.
2 Preliminaries
2.1 Residual Blocks
Deep neural networks suffer from the problem of vanishing gradient [7] when
the depth of the network increases. To address this problem, Residual Networks
and Highway Networks [21] use additional pathways to connect the input with
the output of a layer directly. Such residual paths facilitate back-propagation,
bypassing the multiplication with the layer weight to alleviate the vanishing
gradient. These residual blocks are common features in image restoration models.
For example, REDNet [15] uses symmetric residual blocks. Zhang et al. [29]
employ a large number of residual blocks to preserve detailed information.
2.2 Flow-Based Generative Models
The arguably most important cornerstone of generative models is maximum
likelihood estimation (MLE). Generative models aim to maximize the probabilities
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of producing results that look similar to the given data. Unlike variational
autoencoders (VAE) [9] and generative adversarial networks (GANs) [6] that
bypass accurately estimating densities, flow-based generative models directly
maximize log probabilities of the given data. Therefore, flow-based generative
models require all the model components to be invertible. Pioneering flow-based
generative models include NICE [2] and RealNVP [3]. However, they suffer from
poor generation quality. Recently, Glow was proposed by Kingma et al. [10]. Glow
can generate realistic-looking images, achieving similar and sometimes better
performance than other generative algorithms like VAE and GAN.
2.3 Mutual Information
Mutual Information (MI) is a quantity measuring the dependencies between
two variables. Intuitively, it estimates the amount of information that one can
obtain about one variable when observing the other [?]. MI is more powerful than
correlations. Correlations can only measure dependencies between two linearly
dependent variables. MI can tackle non-linearity among variables [17]. Thus, MI
is employed to investigate how learning is achieved in a deep neural network
with many non-linear layers. Examples include pc-softmax and the information-
bottleneck theory [17,19]. The formula for MI I(x; y) between variables x and y
is:
I(x; y) = E(x,y)
[
log
(
P (x,y)
P (x)P (y)
)]
.
3 Conditions when Deep Architectures Lose Information
In this section, we show the almost obvious yet interesting circumstances under
which a deep neural architecture loses information about the given input data. To
this end, we first present the definition of an invertible deep neural architecture:
Definition 1. A deep neural architecture is invertible if and only if:
1. It satisfies the function property of being deterministic.
2. It meets the definition of a one-to-one function.
Each input x corresponds to a unique resultant variable z, Thus, one imme-
diate corollary of Definition 1 is P (x|z) = 1, i.e., the conditional probability of
the input data x given the output z is one, where the output z can either be
the intermediate features or the final output. In contrast, a non-invertible deep
neural architecture has P (x|z) < 1, since multiple different input x can lead to
the same output z. Furthermore, we consider P (x|z) as a probability, thus it
cannot exceed 1. We then have the following corollary from the definition of MI:
Corollary 1. If a deep neural architecture is not invertible, then it will lose
information from the input during the feed-forward process.
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Fig. 1: Architecture of our Invertible Restoring Autoencoder (IRAE) network.
“ActNorm” means “activation normalization”.
Proof. Following the above definition, we use x and z to respectively denote the
input data and the middle or final features of x processed by a neural network.
We employ MI, denoted as I(x; z), to represent the information that z carries
about x. From the definition of MI, we have:
I(x; z) = E(x,z)
[
log
(
P (x, z)
P (x)P (z)
)]
= E(x,z)
[
log
(
P (x|z)
P (x)
)]
.
From the definition of invertible deep neural architectures, we have p(x|z) = 1
if and only if the architecture is invertible. In contrast, when not invertible, we
have: p(x|z) < 1. That is, the MI between x and z is larger when the network is
invertible as compared to not being invertible.
From Corollary 1, we note that we require invertible deep neural networks to
maintain all the detailed information about the input data.
4 Flow-Based Image Restoration Models
In subsection 2.2, we have described the requirement of flow-based generative
models. Flow-based generative models require an invertible mapping between the
input and the latent tensors, directly conducting maximum likelihood estimation
for the given data. Due to the invertibility between inputs and outputs, as
Corollary 1 suggests, flow-based models are information-lossless.
We also require a image-restoration model to be information-lossless. There-
fore, we investigate the empirical performance of applying flow-based invertible
deep architectures to address image restoration tasks.
4.1 Architecture Overview
Figure 1 presents an overview of our deep architecture for image restoration. Our
primary requirement is to make the architecture completely invertible to preserve
all information about the given data, as we have described in section 3. To fulfill
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the invertible requirement, we aim for an encoding-decoding symmetric image-
restoration deep architecture. In the architecture, every component is invertible.
In the subsequent sections, we describe each component of our architecture in
detail.
4.2 Encoder and Decoder
Our auto-encoding architecture is inspired by Glow [10], a flow-based generative
model. Two motivations inform this choice: 1) We require an invertible deep
architecture to preserve all the information about the input data, and 2) among
flow-based models, Glow can generate the highest quality images. However,
our architecture is considerably different from the Glow architecture. While
Glow contains only an encoder and relies on the inverse function of the encoder
to reconstruct the images, we utilize an additional decoder, and hence our
architecture is symmetric, as Figure 1 depicts. We argue that the decoder is
mandatory because, unlike reconstructing the given images, our model aims to
convert the given perturbed data to the original forms. Nonetheless, the entire
architecture is still invertible since encoders and decoders are invertible.
4.3 Invertible Local Spatial Feature Extraction
The great success of CNNs can be attributed to their ability to leverage local
spatial features. Specifically, CNN filters can exploit the 2D-spatial structure of
images via employing spatial convolutions to extract the local information around
each pixel. Unfortunately, this operation is non-invertible due to dimension
reduction, which leads to further information loss. To address this dimension
reduction, we borrow ideas from a flow-based model called Real-NVP and utilize
the spatial checkerboard pattern within Real-NVP to apply the local spatial
feature aggregation. Particularly, we squeeze a 1×4×4 tensor, where the order is
“channel × width × height”, into a 4× 2× 2 tensor. Consequently, each resultant
channel corresponds to a 4× 4 region of the original image. We then perform a
1×1 convolution to aggregate channel information together. In this squeezing and
1× 1 convolving fashion, we facilitate extracting local spatial features invertibly.
4.4 Steps of Flow
We follow the same set of flow steps as the Glow model, consisting of three
invertible sub-steps:
1. Activation Normalization abbreviated as ActNorm, performs an affine
transformation with a scale and a bias parameter per channel. The intention
is to initialize the first minibatch to have mean zero and standard deviation of
one after ActNorm to address covariate shift, similar to batch normalization.
2. 1×1 Convolution can be viewed as a linear transformation without shrinking
dimensions. Thus, it is invertible.
3. Affine Coupling aims to mix information of different dimensions. It consists
solely of invertible functions, so the composite function is still invertible.
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4.5 Loss Function
Assume the training pairs we use are {xi,yi}Ni=1, where xi is the ground truth
image and yi is the corresponding corrupted image,
yi = A⊗ xi + ni, (1)
where ⊗ is the element-wise multiplication. A is the degradation matrix (which
is an identity matrix for image denoising tasks). We follow the standard loss
function for image restoration tasks and use the `1 loss as the objective function,
Lp =
1
N
N∑
i=1
||IRAE (yi)− xi||1, (2)
where Lp is the pixel loss and Invertible Restoring Autoencoder (IRAE ) is our
network.
5 Experiments
To evaluate the image restoration performance of our invertible deep neural
architecture, we conduct experiments on three tasks: 1) image denoising, 2)
JPEG compression, and 3) image inpainting. All of these experiments show that
our model can consistently restore images to their original forms, and better
than other competitive methods. The quantitative results of noise removal even
show a large-margin improvement. More pleasantly, despite superior performance,
our invertible architecture contains fewer parameters than other competitive
models. Specifically, our model has 1.33× 106 parameters, whilst DnCNN [27]
and U-Net [18] have 1.48× 106 and 7.70× 106 parameters respectively.
5.1 Experimental Settings
For our architecture IRAE (see Figure 1) (Invertible Restoring Autoencoder),
we apply K = 16 and L = 2 for the encoding and decoding layers and B = 5 for
transformation blocks. We adopt Adam [8] as the optimizer and the learning rate
as 10−3 initially, which decays to 2× 10−4 after the first 50 epochs. Afterward,
if the peak signal-to-noise ratio (PSNR) does not improve for 10 epochs, the
learning rate decays to a fifth of the original rate. The training terminates when
the learning rate decreases below 10−6.
The evaluation metrics we use for comparison are the average peak signal-to-
noise ratio (PSNR) and the structural similarity index (SSIM). Higher values
indicate better performance for both metrics.
5.2 Comparison on Image restoration tasks
To show the competitive performance of our IRAE model, we compare its
performance on the following three image restoration tasks.
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Fig. 2: Qualitative visualization of image denoising of our model compared with
other methods. The noise level σ = 50.
Ground Truth X40
ARCNN DnCNN Ours
Fig. 3: Qualitative visualization of JPEG decompression of our model compared
with other methods. Our model preserves details more clearly and does not have
artifacts as in the yellow box in DnCNN while remaining invertible and requiring
few parameters.
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Dataset σ DnCNN [27] FFDNet[28] U-Net [18] Ours
CelebA
15 31.4597 31.8551 31.7719 33.0812
25 29.4340 28.9438 30.5915 31.0795
50 26.7126 25.5980 26.4775 28.0887
BLD 30.3496 30.8492 30.8807 31.6158
Bird
15 30.0825 31.1383 31.9578 33.0805
25 28.4882 28.3442 30.3652 31.0111
50 26.4529 26.4082 27.7812 28.0976
BLD 28.7662 28.4686 31.4173 31.4448
Flower
15 29.8116 30.8773 32.0690 32.6267
25 28.8444 28.2578 30.2644 30.5044
50 26.1073 26.1131 27.1729 27.5092
BLD 28.4645 28.7165 31.3378 31.6123
Table 1: Quantitative denoising performance of our model compared against
others. The column σ stands for different noise levels. “BLD” represents blind
denoising. Values are average PSNR(dB). The best results are highlighted in
bold.
– Image Noise Removal. We first evaluate the denoising capability of
IRAE on three types of images: CelebA (human faces) [14], Flower (natural
plants) [16] and Bird [24]. The synthetic noise added to these datasets is
standard additive white Gaussian noise (AWGN) [23], with three distinct
standard deviations: σ = 15, 25, 50. We also conduct experiments for blind
denoising with random noise levels between 0 to 55. Table 1 quantitatively
demonstrate that our model performs denoising better than other approaches
by a large margin. Figure 2 exhibits qualitative results of the denoising
performance of our model compared against others.
– JPEG Image Decompression. JPEG is a commonly used lossy image
compression method. It achieves compression by converting images into a
frequency domain, then discarding the high-frequency regions that are hard
to perceive for humans [13]. However, JPEG compression often leads to
artefacts, such as blockiness and ’mosquito noise’. We evaluate the capability
of IRAE to decompress JPEG images in comparison with competitive
methods. Our model can reconstruct JPEG images back to their near-original
forms. The effectiveness is shown in Table 2 for quantitative results and
Figure 3 for qualitative visualization. As illustrated in Table 2, our architecture
achieves the highest PSNR results on the images with different compression
quality factors. Although Unet also gets competitive results, the parameter
in our network is 1.33 × 106, which is far less than the parameter used in
Unet (7.70× 106). For factor 10, we achieved almost the same SSIM result
but higher PSNR value than Unet, which also demonstrates our method’s
superiority in denoising.
– Image Inpainting. Lastly, we show that our invertible deep neural archi-
tecture also performs better for image inpainting. We employ the CelebA
dataset with a size of 256× 256, followed by randomly generating masks of
size 128× 128, overlapped on each image. We ignore masking parts that are
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QF
Mod
AR-CNN[4] DnCNN[27] U-Net[18] Ours
10 27.8221 27.5406 28.7041 28.7322
20 29.9814 28.8870 30.9274 30.9984
30 31.1935 28.6428 32.0025 32.1832
40 31.9283 31.0741 32.8755 33.0835
(a) Quantitative JPEG decompression results in PSNR (dB).
QF
Mod
AR-CNN[4] DnCNN[27] U-Net[18] Ours
10 0.9368 0.9326 0.9479 0.9476
20 0.9568 0.9469 0.9647 0.9652
30 0.9658 0.9350 0.9712 0.9715
40 0.9702 0.9648 0.9757 0.9765
(b) Quantitative JPEG decompression results in SSIM.
Table 2: Quantitative JPEG decompression performance of our model compared
against others. ’QF’ means “quality factor”. Higher QFs represent less compression
loss. PSNR values are average (in dBs). The best results are highlighted in bold.
Metrics
Models Contextual
Attention [26]
Shift-Net [25]
Coherent
Semantic [12]
Ours
PSNR 23.93 26.38 26.54 27.14
SSIM 0.882 0.926 0.931 0.975
Table 3: Quantitative results of our model compared with others on image
inpainting, in terms of PSNR (averaged) on CelebA dataset.
outside the central region of images. We are pleased to find that our model
outperforms, even by a large margin, other methods that are specifically
designed for image inpainting, such as the ones based on adversarial training,
as Table 3 indicates. Figure 4 presents a qualitative visualization of our
model’s results on image inpainting.
6 Discussion and Future Work
One may concern that: preserving all the information of the given images is
not logically plausible. To specify, the noises on an image is also a part of
the information. Then, how can we conduct denoising if we also preserve the
information of noises? However, preserving the noise information is not equivalent
to keeping noises visible. That is, if a model maps noises to values that are
extremely close to zero, then noises on images become invisible. Consequently, the
model performs denoising well. Also, from the information-theoretic perspective,
the model preserves all the information of the given image. Nevertheless, if the
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Ground 
Truth
Corrupted
Ours
Fig. 4: Image inpainting. Our model is general and has not been customized for
image inpainting like the state-of-the-art methods.
model loses the information of the visually salient regions, then even the model
can remove all the noises, it is still not acceptable.
This paper can be inception of investigating whether performance improves
if neural network components become invertible. With the definition of mutual
information, we have shown the necessity of invertibility for preserving information.
We have also demonstrated promising results of using invertible neural networks
for image restoration.
7 Conclusion
Designing deep neural architectures is an essential role in modern deep learning
research. In the past decade, the manually designed deep neural architectures
such as VGGs [20] and GoogLeNet [22] have made breakthroughs in various
applications. Recently, automatic searching for effective deep neural architectures
has gained attention [5]. In this paper, we aim to study a theoretical question:
what deep neural architectures can preserve all the information of the input data?
We leverage the definition of mutual information. We show that: invertible deep
neural architectures are indispensable to preserve all the details about the given
data. We propose IRAE, an invertible model. Experimental results of IRAE for
image denoising, decompressing, and inpainting further validate the necessity of
invertibility. Our IRAE even has far fewer parameters. We believe our theoretical
results and practical demonstration in this paper imply that: making deep neural
architectures invertible can be a promising future direction for deep learning
research.
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