Abstract. Wavelength selection and prediction algorithm for determining total hemoglobin concentration are investigated. A model based on the difference in optical density induced by the pulsation of the heart beat is developed by taking an approximation of Twersky's theory on the assumption that the variation of blood vessel size is small during arterial pulsing. A device is constructed with a fivewavelength light emitting diode array as the light source. The selected wavelengths are two isobestic points and three in compensation for tissue scattering. Data are collected from 129 outpatients who are randomly grouped as calibration and prediction sets. The ratio of the variations of optical density between systole and diastole at two different wavelengths is used as a variable. We selected several such variables that show high reproducibility among all variables. Multiple linear regression analysis is made in order to predict total hemoglobin concentration. The correlation coefficient is 0.804 and the standard deviation is 0.864 g/dL for the calibration set. The relative percent error and standard deviation of the prediction set are 8.5% and 1.142 g/dL, respectively. We successfully demonstrate the possibility of noninvasive hemoglobin measurement, particularly, using the wavelengths below 1000 nm.
Introduction
Measurement of the hemoglobin concentration is important since it provides information on the total oxygen-carrying ability and anemia. Total hemoglobin is used as a parameter to screen people who donate blood and are routinely being monitored during the treatment of patients with hemorrhaging or vascular and orthopedic surgery where a large amount of blood loss can occur. In the clinical laboratory, the hemoglobin concentration is usually measured by the hemoglobin cyanide ͑HiCN͒ method. 1 Hemoglobin must be monitored during transfusion. Therefore, it is desirable to measure hemoglobin continuously. Noninvasive measurement may be needed for the patients in the ERs, ICUs and of the postoperative followup.
There are some commercialized whole-blood hemometers by using blood taken from the finger. 2 However, there have been only a few investigations regarding noninvasive hemoglobin measurement. Near-infrared diffuse reflectance spectra measured on the patient forearm at 575-1100 nm were analyzed using partial least squares regression. 3 A single patient calibration model was acceptable, but the multisubject model produced a large prediction error. Hemoglobin is a dominant absorber in blood showing high absorptivity at 575-1100 nm. It is expected that the absorption spectra varies at what time frame of arterial pulse cycle the measurement is taken. In our study, hemoglobin is measured noninvasively using an arterial pulse signal considering light scattering from the red blood cells ͑RBCs͒. According to Beer's law, the ratio of two absorbances at the isobestic wavelengths is given as a constant with no relation to the hemoglobin concentration. As RBCs are the center of scattering and absorption, 4 -6 the ratio is not a constant but depends on the density of RBCs. By approximating Twersky's theory, we develop a method of predicting the total hemoglobin concentration based on the arterial pulse measurement.
Theory
The optical density of whole blood is 7-25 times larger than the hemoglobin solution for the same pathlength and hemoglobin concentration. 7 This is explained by the light scattering of RBCs at 600-1000 nm. Multiple scattering by large, lowrefracting, and absorbing particles is well explained by Twersky's theory that is based on the electromagnetic wave theory. [8] [9] [10] Our proposed theory is based on Twersky's theory whose approximation is derived on the assumption that the variation of the arterial diameter generated between the systolic and diastolic periods is small. First, a finger and arterial model is introduced and an expression in terms of the hemoglobin concentration is developed. When incoherent light is irradiated on a finger, light is highly diffused through tissue and bone. Light intensity is modulated by the variation of the thickness of the arterial vessel according to the heartbeat.
Finger Model
Detected light is classified into two groups according to the path of light; photons travel through the arterial vessel and are modulated by the arterial pulse ͑''path a'' in Figure 1͒ , photons do not pass the arterial vessel ͑''path b'' in Figure 1͒ 
where r a is the radius of the arterial blood vessel, r f is the radius of the finger, f (r a ,r f ,) is the portion of light that travels through an arteriole vessel and is related to the geometry of the finger and wavelength, and DC is the total transmitted DC level. The ratio of AC ͑alternating current͒ to DC a represents the difference in the total optical density between systole and diastole. The variation of total optical density is given by
where, R is defined as the ratio of AC and DC. Real time monitoring of the variation of the arterial blood vessel thickness and the individuality compensation of the finger is very difficult. In this study, we are using the ratio between AC and DC components as a parameter as used in the pulse oximeter case.
͑3͒
where f (r a ,r f , i )Ϸ f (r a ,r f , j ) is assumed. The alternating part is generated due to the pulsatile portion of blood. The optical pathlength varies depending on the wavelength, finger shape, color, composition, etc. However, it is expected that such variations will influence both AC and DC to the same degree. When AC/DC is used as a parameter, such influences will be minimized. Difference induced by the variation of arterial blood vessel thickness becomes negligible when we use the ratio of ⌬OD tot 's at two different wavelengths.
Arterial Model
When light transports through whole blood, it experiences multiple scattering and absorption. Light scattering takes place by the mismatch of the refractive indices between blood plasma and RBCs. When the collimated light enters whole blood whose path length is D, total attenuation of the incident light (OD tot atte ) can be expressed according to Twersky's theory
where I c , I 0 : transmitted and incident collimated light intensity, respectively, : extinction coefficient, C: concentration of absorbing blood component, a: constant dependent upon particle size, refracting indices of particle (n Hb ), suspending medium (n plasma ), and wavelength ͑͒. According to Twersky's formulation, aϭ(42L/ 2 )(nЈϪ1) 2 and nЈϭn Hb /n plasma , L is a shape factor of RBCs, H: fractional hematocrit and for RBCs where the hemoglobin concentration ͑g/dL͒ is 35 H.
In Eq. ͑4͒, the first term is Beer's law expression for absorption by hemoglobin and the second term describes the attenuation of collimated light due to scattering.
When the detector receives scattered light within a certain solid angle, Eq. ͑4͒ becomes more complex since backscattering has to be considered 12 and is given by the following equation
where q is a constant dependent upon the particle size, n Hb , n plasma , , and the photodetector aperture angle and qЈ are a parameter of the particular design with its value between 0 and 1. qЈ couples absorbance and scattering and it depends primary on and the spectral properties of the light source. In Figure 2 , optical density due to scattering (OD sct ) is calculated from Eq. ͑5͒ for a different variation of the arterial vessel thickness using the values of the optical parameters given by Steinke et al. 12 at 660, 805, 880, and 940 nm. As the thickness becomes smaller, the curve shape approaches to a parabola as illustrated in Figure 2 which is given as the following approximation:
where k is related to the optical design, sample thickness, scattering properties, and wavelength. Values of k are obtained by the fitting curves shown in Figure 2 and are summarized in Table 1 . Figure 3 shows k in terms of the sample thickness in respect to the wavelength. k values are different at a large thickness, but approach the same value as the thickness becomes smaller. It is known that the diameter of an artery in a finger or toe is approximately 0.3-1.5 mm and the diameter variation is several percent during heartbeat. 13 So we can apply expression ͑6͒ for the variation of the optical density between systolic and diastolic periods because the diameter variation regarding the heartbeat is expected to be smaller than 0.5 mm. This hypothesis is applied and the difference in optical densities between the systolic and diastolic periods is derived in terms of the transmitted intensity 
where I p is the transmitted intensity at the diastolic state and I is that at the systolic state.
The ratio between the two wavelengths i and j is given in Eq. ͑3͒, AC i ϭI p,i ϪI ,i , and DC i ϭI ,i : where ⌬D is the thickness variation of the arterial vessel between the systolic and diastolic periods. k depends on the optical design of the system and a is the RBCs shape function. In the case of the finger, further information at more wavelengths to compensate for the tissue influence is required since the arterial vessel is embedded in the tissue.
Methods
A hardware prototype is developed based on the transmission measurement through a finger. The system consists of a finger probe and main board as seen in Figure 4 . The probe houses a light source which is a custom-designed light emitting diode ͑LED͒ array ͑Epitex, Inc.͒ of 569, 660, 805, 940, and 975 nm. A detecting part is composed of a Si photodiode and preamplifier. Each LED turns on and off consecutively. The frequency, duration time and order of LEDs on and off are controlled by the software. The main board consists of the power control part and signal processing part and is designed to have an interface with a notebook computer ͑PC͒. The power control part supplies electrical power to the probe and drives the LED array. The signal processing part carries out the amplification of the detected signal and low pass filtering and A/D acquisition with a 16-bit resolution. A programmable logic device is introduced to control the main board and to control the interface with PC. The schematic of the system is shown in Figure 4 . The acquired data are averaged and the information for each wavelength is separated. The time variant noise that is induced from the respiration and minute finger movement are potential sources of error. Digital filtering and the algorithm of compensating for the base line drift are applied. The algorithm used for the compensation of the base line drift is a moving average filtering.
Result and Analysis
In vivo data were collected from 129 patients at Samsung Medical Center for 3 days. Five measurements were made per person with each measurement of 8 seconds. The reference value of the hemoglobin concentration is obtained from the hemoglobin cyanide method which is commonly used in the clinical laboratory. Measured data are divided into two groups, i.e., the calibration and prediction sets. 75% of the data including low and high hemoglobin concentration are randomly selected as the calibration set. The rest of the data are used as the prediction set. Figure 5 shows the average value with the deviation of normalized R values for all the patients. The normalized R value is acquired by dividing each R i ͑ϭAC i /DC i where i is the wavelength index͒ with the sums of R's at four wave- lengths except 660 nm. For example, normalized R 1 ϭR 1 /(R 1 ϩR 3 ϩR 4 ϩR 5 ). The wavelength index is 1 at 569 nm, 2 at 660 nm, 3 at 805 nm, 4 at 940 nm, and 5 at 975 nm. 660 nm is very sensitive to the oxygenated state of hemoglobin. We wanted to exclude this influence. When the absorption coefficient of 100% oxyhemoglobin at five wavelengths is compared with the normalized R value, the results show similar patterns except at 569 nm. At 569 nm unlike at other wavelengths, the normalized R-value graph is off from the pattern compared with the graph of the absorption of the oxygenated hemoglobin ͑see Figure 5͒ . From Eqs. ͑1͒, ͑2͒, and ͑3͒, we can obtain the following:
DC b ͑a proportion of detected light at 569 nm that does not travel through an arterial vessel͒ may be larger than DC a ͑a proportion of detected light at 569 nm that experience an arterial vessel͒ and AC compared with those at other wavelengths. Therefore, it appears that measured normalized R 569 is small because of small f (r a ,r h , 1 ) in Eq. ͑10͒ compared with other wavelengths. In Eq. ͑3͒, f (r a ,r f ,) is not usually the same with respect to the wavelength, but depends on the wavelength and geometry. By this reason, two isobestic points of 569 nm( 1 ) and 805 nm( 3 ) are insufficient to predict the hemoglobin concentration in vivo. To compensate for the tissue-dependency, more wavelengths like 660 nm( 2 ), 940 nm( 4 ), and 975 nm ( 5 ) are added where the light penetration is deep enough. The ratio of R, i.e., R i j ϵR i /R j that is an indicator on the relative variations of the optical density between systole and diastole at two wavelengths is used as the variable. We selected five variables ͑R 12 ,R 13 ,R 14 ,R 15 , and R 34 ͒ that show high reproducibility among all variables of ratio (R i j ). This process was done by repeated measure of ANOVA. Multiple linear regression analysis using MINITAB ͑Minitab Inc.͒ was made. For the calibration set, the best subsets of regression with five variables are listed in Table 2 . The result with four variables shows the best regression with a correlation coefficient of 0.804 and the standard deviation of 0.864 g/dL. To predict the concentration of the prediction set, five calibration models are established. The result of the prediction is summarized in Table 3 , the relative prediction error is Ϯ8.5% with the standard deviation of Ϯ1.142 g/dL for the case of three variables that yields the best prediction. The prediction of hemoglobin is displayed in terms of the calibration and prediction sets and residuals ͑Figure 6 for three variables͒. Our investigation demonstrates that noninvasive monitoring of the hemoglobin concentration using discrete wavelengths is feasible. However, the accuracy needs to be improved since the clinically acceptable percent error of hemoglobin is Ϯ7%. 14 The regression analysis shows a tendency of overestimation at a low hemoglobin concentration and underestimation at a higher hemoglobin concentration. In this regard, further investigation will be followed.
Summary
We investigate the calculation algorithm and wavelength selection for the determination of the total hemoglobin concentration noninvasively. For this purpose, a model based on the difference of the optical densities induced by the pulsation of a heartbeat is developed by taking an approximation of Twersky's theory on the assumption that the variation of the blood vessel thickness is small during the arterial pulsation. By using the ratio of the optical density variations between the systolic and diastolic periods at two different wavelengths, the influence of the individual finger structure can be compensated. Wavelengths under a 1000 nm region are chosen; two isobestic points of 569 and 805 nm, and 660, 940, and 975 nm in compensation of tissue scattering. Five variables ͑R i j : the ratio of optical density variations at two wavelengths͒ having reproducibility are selected for calibration and prediction. A finger probe containing a LED array and compact control electronics are developed for experimental verification. The results with 129 persons are; the correlation coefficient is 0.804 and the standard deviation is 0.864 g/dL for the calibration set, and the standard deviation of the prediction set is 1.142 g/dL. We demonstrate the possibility of developing a noninvasive and compact device for monitoring the total hemoglobin, particularly, using the wavelength below 1000 nm Table 3 The result of the prediction set using five calibration models. with all optical means. Yet there are further investigations to be done for this study to be led as a commercially viable device. The calibration and prediction should be extended to include the subsets of the lower and higher hemoglobin concentration than the normal physiological range. The population size should be far more exceeding than the current investigation as well as diverse population.
Fig. 6
Determination of total hemoglobin: Calibration set and prediction set and residual of the prediction with three variables.
