Abstract. We consider the global existence and asymptotic behavior of solution of second-order nonlinear impulsive differential equations.
Introduction.
In recent years, there have been many papers considering the impulsive differential equations, see, for example, [2, 3, 1, 4, 5] and the references cited in [3] . In this paper, our results extend those in [6] . We consider the second-order nonlinear impulsive differential equation 
p(t)y (t) = f t, y(t), y (t) , t = t k , t

3) we have (p(t)y (t)) > 0 for t = t k , so that p(t)y (t) is increasing on [0,T y ).
It happens that either T y < ∞ and lim t→Ty p(t)y (t) = ∞, or else T y = ∞ and lim t→∞ p(t)y (t) exists in R∪{∞}. In the former case y(t) is called a singular solution, and in the latter y(t) is called a proper solution. The set of proper solutions of (1.1), (1.2), and (1.3) is further classified into the following four classes:
(i) the class of strongly increasing solutions consisting of all solutions y(t) such that lim t→∞ p(t)y (t) = ∞; (ii) the class of weakly increasing solutions consisting of all solutions y(t) such that lim t→∞ p(t)y (t) ∈ (0, ∞);
(iii) the class of weakly decreasing solutions consisting of all solutions y(t) such that lim t→∞ p(t)y (t) = 0; (iv) the class of strongly decreasing solutions consisting of all solutions y(t) such that lim t→∞ p(t)y (t) ∈ (−∞, 0). The main objective of this paper is to give explicit sufficient conditions for existence of some or all of these classes of proper solutions of (1.1), (1.2), and (1.3) defined on the given interval [0, ∞).
Main results.
We begin by giving a condition under which (1.1), (1.2), and (1.3) have strongly decreasing solutions. 
Then, for any b ∈ (c, ∞) and γ ∈ R, (1.1), (1.2) , and (1.3) have a strongly decreasing solution y(t) satisfying
Proof. From (2.1), (A 2 ), and (A 3 ), we have
Let 
, with the usual metric topology, and M be the set of all y(t) ∈ Ω that satisfy the following inequalities:
Clearly, M is a nonempty closed convex subset of Ω. Define the operator U : M → Ω by
It is easy to verify that UM ⊂ M, U is continuous and UM is compact. So, the SchauderTychonoff fixed point theorem implies that U has a fixed point y in M. This fixed point y(t) is a strongly decreasing solution of (1.1), (1.2), and (1.3) satisfying (2.2). This completes the proof.
Example 2.2. Consider the equation
and γ ∈ R, (2.6) has a strongly decreasing solution
7) satisfying y(0) = γ and lim t→∞ y (t) = −b.
We now give a simple lemma which will be useful in the following discussions, and the proof of the lemma is straightforward by induction and will be omitted. 
Lemma 2.3. Together with (1.1), (1.2), and (1.3) we consider the equation
Let y(t) and z(t) be solutions of (1.1) Proof. We fix γ ∈ R. Let y α (t) denote the solution of (1.1), (1.2), and (1.3) satisfying y(0) = γ and p(0)y (0) = α. We define the set A ⊂ R by 
y (a + ). If y(t) is defined on [a, b), then z(t) exists on [a, b) and satisfies z(t) < y(t) and z (t) < y (t) for t ∈ (a, b).
(2.14)
This contradiction proves that (2.12) holds, and this implies β ∈ A. Thus A is open. On the other hand, if α ≥ 0, then α ∈ A, so that A is bounded from above, we put α * = sup A. It is obvious that α * ∈ A and α * ≤ 0.
We consider the solution y α * (t). By the continuous dependence on the initial conditions, y α * (t) is not a singular solution, that is y α * (t) exists on [0, ∞) and satisfies lim n→∞ p(t)y α * (t) = η
* ≥ 0 (η * may be ∞). The continuous dependence on initial conditions precludes the possibility that η * is positive, and so we must have η * = 0.
This means that y α * is a weakly decreasing solution passing through (0,γ).
To prove the uniqueness of the weakly decreasing solution passing through (0,γ), let y 1 (t) and y 2 (t) be two weakly decreasing solutions of (1.1), (1.2), and (1.3) such that y 1 
Since the left-hand side of this inequality tends to 0 as t → ∞, we have a contradiction. This completes the proof.
The following theorem gives a useful information about the asymptotic behavior of weakly decreasing solutions of (1.1), (1.2), and (1.3). 
This fact means thatỹ is a weakly decreasing solution passing through (0,γ 2 ), which contradicts the uniqueness of the weakly decreasing solution passing through (0,γ 2 ). Thus we obtain y 2 (t) > y 1 (t) for t ≥ 0. Next, if there exists τ ≥ 0 such that y 1 (τ) < y 2 (τ), then the same argument as above leads us to the conclusion that there is a weakly decreasing solution different from y 2 (t) passing through (0,γ 2 ). This again is a contradiction, and so we have y 2 (t) ≤ y 1 (t) for t ≥ 0. It follows that y 2 (t) − y 1 (t) is a positive nonincreasing function for t ≥ 0, and the proof is complete.
We now obtain conditions guaranteeing the existence of singular solutions of (1.1), (1.2), and (1.3). 
that is,
Integrating (2.18) from t 0 to t ∈ [t 0 ,t * ] and using (2.20) and the monotonicity condition imposed on f * , we obtain
, which is equivalent to
In view of the monotonicity of f * , this implies
Integrating from t 0 to t * , and using (2.17) we obtain
which is a contradiction. Thus this solution y(t) must be singular.
We now turn to the problem of finding conditions for (1. Proof. Let γ ∈ R be fixed and let y α (t) be the solution of (1.1), (1.2), and (1. 
