A. Modification of the active shooting algorithm Letρ ij,(m) be the estimates of ρ ij at the mth iteration in Step 1. The modified active shooting algorithm obtains the estimates for ρ by the following steps:
•
Step A1: (Initialization) From the one-dimensional lasso regression problems,
where (x) + = max(x, 0).
• Step A2: Define the active set A = (i, j) |ρ ij,(m) = 0 .
• Step A3: For each (i, j) ∈ A, updateρ ij by the following equations: where e ij = Y − (k,l) =(i,j)X k,lρkl,(m) and (x) + = max(x, 0).
• Step A4: Repeat Step A3 untilρ ij,(m) for (i, j) ∈ A converge.
• Step A5: For 1 i < j p, updateρ ij,(m+1) by (A.1) and (A.2).
• Step A6: Repeat Steps A2-A5 untilρ converges.
We remark that the modified equations above have inner products whose complexities are O(p 2 ).
However, the column vectorX i,j has many zero elements and, in addition, its non-zero elements are systematically allocated to allow for an efficient computation of the inner products. For
2 whose complexity is O(n).
B. Preliminaries for the asymptotic properties
Assume we have observations from the model
where x i is a p × 1 dimensional vector, β = β 1 , β 2 , . . . , β p T and ǫ i s are identically and independently distributed with mean 0 and variance σ 2 . Letβ lasso (λ n ) be the solution to
converges to a non-singular matrix S with a size of p × p and λ n √ n approaches λ 0 . Then, Knight and Fu (2000) shows that
in distribution, where
u j sgn β j I β j = 0 + u j I β j = 0 , (B.3) and W is a multivariate normal random vector with mean 0 and variance σ 2 S.
The above results of Knight and Fu (2000) could not be directly applied to our linear model since the errors are not identically distributed. To be specific, and ǫ k j s are uncorrelated (independent under normality) with each other but non-identically distributed for j = 1, 2, . . . , p. However, the extension to the model with non-identical errors can be determined from the convergence of the law of
with that of
is the ith row vector ofX, W ∼ N (0, V), S and V are non-singular matrices with a size of p(p − 1) 2 × p(p − 1) 2 and λ 0 0. To achieve this, we assume that
as in Knight and Fu (2000) . In addition, to take care of non-identical errors, we assume that
where (σ jj ) −1 s are variances of ǫ k j s for j = 1, 2, . . . p.
Another important result to be used in this section is the inequality from Anderson (1955) .
The following lemma is from Anderson (1955) and will be used to compare error probabilities between the SPACE and SCPG methods. In the lemma, a set A is denoted to be symmetric (about the origin) if and only if ∀x ∈ S, −x ∈ S.
Lemma B.1 Let D be a convex set in n-space, symmetric about the origin. Let f (x) 0 be a
for 0 k 1.
C. Proofs for the asymptotic properties

C.1 Proof of Theorem 1
The proof is performed using the asymptotic properties of the lasso estimate by Knight and Fu (2000) and Anderson (1955) 's inequality. We recall that the SPACE model without the pre-
whereas the SCPG model with the pre-information η = 0 solves 1 2
where b T i and c T i are the ith rows of matrices B and C, respectively.
Lemma C.1
T be the solutions to the SPACE and SCPG models, respectively. Using the result of Knight and Fu (2000) , we have
In the above, S [γ,η] is the limit of 1 np
and V is defined as the limit of a quadratic form of the design matrixX of the model (3.11) in the main article as in (B.4), and they are partitioned into
We let
Let the solution to the minimum of (C.3) be u
the optimality condition of V (u), defined as
From the optimality condition, the event u * γ = 0 occurs if and only if the following coordinate-wise inequalities are satisfied
Hence, in asymptotic true negative probability, the true negative probability of the lasso estimate without the pre-information on η can be stated as
Proof. On the other hand, for the SCPG model with pre-information η = 0,
Let the solution to the minimum of (C.6) be u *
From the optimality condition, the event u * K,γ = 0 occurs if and only if the following coordinate-wise inequalities are satisfied
The asymptotic true negative probability of the lasso estimate with the pre-information on
where
We now compare the probabilities (C.5) and (C.8) using Lemma B.1 in Appendix B. Note that they are the probabilities that two multivariate normal variables, having different mean vectors and the same covariance matrix, are in the same rectangle centered at the origin. To be
we let |G 0 |, the dimension of Z, be m. Suppose f (z) is the probability density function (pdf) of the normal random variable Z, which is nonnegative and symmetric about the origin.
To apply Anderson's lemma, we consider the level set K u = {z | f (z) u} and will show it is convex for 0 < u < ∞. Recall that the pdf of Z is
where c = (2π) −m/2 |V γγ·η | −1/2 and is strictly positive. In the above, since V −1
γγ·η is a non-negative definite, we find that for z 1 , z 2 ∈ K u and 0 q 1,
which implies that K u is convex for 0 < u < ∞. In the lemma, we consider the rectangular set
The set D is symmetric about the origin and convex in R m .
Finally, using Anderson's lemma with
. . , m}, we show that
C.2 Proof of Theorem 2
Suppose we have knowledge on η = 0. We compare the asymptotic probabilities P α = 0 and P α K = 0 , (C.9) whereα andα K are the lasso estimates without/with information on η = 0.
The SPACE model without information on η = 0 solves
and the SCPG model with the pre-identified information solves
where a T i and c T i are the ith row vectors of A and C, respectively. Letρ = α T ,η T T and
T be the solutions to the SPACE and SCPG models, respectively. Similar to the above method, using Knight and Fu (2000) ,
In the above, S [α,η] is the limit of 1 np
and V is again defined as in (B.4). Both matrices, S [α,η] and V, are partitioned into
T T be the solution to the minimum of (C.13). Since V (u) is differentiable with respect to u, the asymptotic distribution of √ np ρ(λ n ) − ρ can be explicitly described as
In comparison, for the SCPG model with pre-information η = 0,
differentiable with respect to u, the asymptotic distribution of √ np ρ K (λ n )−ρ can be explicitly described as
To describe the events {α = 0}, let u
. The event {α = 0} is equivalent to the event {u
which follows a Gaussian distribution, and the assumption that α is a non-zero vector, the false negative probability P(u
This implies the asymptotic true positive probability P({α = 0}) for α of the SPACE model converges to one as n → ∞. Using the same step in the SPACE model, can show that the asymptotic true positive probability P({α K = 0}) for α of the SCPG model also converges to one as n → ∞.
D. Simulated networks in Numerical study
Let p denote the number of nodes in graphs.
• (N1) AR(1) network: The AR(1) network is also known as a chain graph having an edge set E = {(j − 1, j) | j = 2, 3, . . . , p}. We define a concentration matrix as
The AR(2) network contains the AR(1) network and additionally has edges between the jth node and (j − 2)th node for j = 3, 4, . . . , p. We define a concentration matrix as
• (N3) Hub network: We consider a hub network as described in Peng et al. (2009) . For p = 100, a hub network consists of three hub nodes whose degrees are each around 15, and 97 non-hub nodes whose degrees lie between 1 and 3. Edges in a hub network are randomly selected according to the above conditions. We generate a concentration matrix corresponding to a given edge set E by the following steps. At step 1, element σ ij of a concentration matrix is defined as
where U(A) denotes a uniform distribution over a set A. To assure the positive definiteness of the concentration matrix, the off-diagonal elements σ ij are divided by 1.5 k =i |σ ik | at step 2. Finally, the concentration matrix Ω is replaced into (Ω + Ω T )/2 to be symmetric.
• (N4) Scale-free network: In the scale-free network, degrees of nodes follow the power law distribution having a form
where P (k) is a fraction of nodes having k connections and α is a preferential attachment parameter. The preferential attachment parameter generally lies between 2 and 3. We set α = 2.3 and generate a scale-free network using the Barabasi and Albert (BA) model (Barabasi and Albert, 1999) . This model is also implemented in the R package "igraph".
With a given edge set E from the BA model, we generate a concentration matrix using the procedure described in (N3).
E. Details of identification of survival-related genes
We used univariate Cox regression to identify the probe sets that are significantly correlated with a patient's overall survival time after adjusting for clinical sites, age, gender, and stages.
In order to deal with the multiple comparison issue, we calculated the FDR, proposed by Benjamini and Hochberg (1995) , by fitting p-values using a Beta-Uniform model (Pounds and Morris, 2003) . We identified a subgroup of 983 probes whose expression levels had been shown to be strongly associated with patients' overall survival time (p-value < 0.00655, with estimated FDR <0.10). In total, there were 794 annotated genes from this probe set, and their expression val-ues were calculated using the average values of related probe sets. Each array was normalized by subtracting its mean and dividing its median absolute deviation (MAD) before applying the estimation procedure. (Chen et al., 2007) and is a tumor suppressor gene in lung cancer (Yin et al., 2006) . In addition, the plasma pro-surfactant protein B (pro-SFTPB) was identified as an independent predictor of lung cancer risk using baseline plasma samples in the large Pan-Canadian Early Detection of Lung Cancer Study (n = 2, 485) (Sin et al., 2013) .
G. Details of lung cancer genes only identified by the SCPG method
In comparing the two methods, we noted that the SCPG method identified nine genes that were missed by the SPACE method, including CTNNB1, CSNK2A1, ESR1, NEDD9, FYN, BRCA1, PTPN13, PIK3R1 and SLC34A2. Seven of these nine genes (except PTPN13 and SLC34A2 )
had been reported to play important roles in lung cancer. For example, the beta-catenin gene (CTNNB1) has been known to be genetically mutated in non-small-cell lung cancer (NSCLC) (Shigemitsu et al., 2001) , and recent studies show its mRNA expression is significantly associated with the clinical outcome of NSCLC patients (Woenckhaus et al., 2008) . The CSNK2A1 (sometimes referred to as CK2A1), Casein kinase 2, alpha 1 polypeptide, is overexpressed in many cancer types (such as lung cancer) (Ruzzene and Pinna, 2010) , and CK2 inhibitors are currently being studied as promising treatments of lung cancer (Lin et al., 2011) . ESR1 (EStrogen Receptor 1), is well known to be associated with risk, progression and treatment response in breast cancer (Holst et al., 2007) , as well as in lung cancer (Stabile and Siegfried , 2004) . The NEDD9 gene has been reportedly associated with lung cancer metastasis (Jin et al., 2014) and progression (Feng et al., 2012) . The FYN gene (Semba et al., 1986 ) encodes the Proto-oncogene tyrosineprotein kinase Fyn and plays an important role in formation and treatment response in lung cancer (Kim et al., 2011) . BRCA1 is the most important biomarker for the early onset of breast cancer, and recently many studies have shown that BRCA1 gene expression is a biomarker for the progression (Kang et al., 2010; Reguart et al., 2008) and response to chemotherapy (Kim et al., 2008) in lung cancer. Finally, the PIK3R1 gene encodes p85α, which is the inhibitory subunit of PI3K, while the Akt/PI3K signaling pathway is one of the most important pathways in lung cancer development, progression and treatment (Gadgeel and Wozniak, 2013; Gustafson et al., 2010 ).
In addition, the SCPG method identified the PTPN13 gene, which had not been previously reported as a lung cancer related gene. To further study this gene, we have downloaded the mRNA expression together with the clinical annotation from four public lung cancer datasets, including 1. 
H. Comparison of the SCPG and Naive method
One heuristic way to use the pre-identified information would be to directly add (or delete) the pre-identified edges to (or from) the estimated network by the SPACE method. We denote this procedure as the "naive method" and, in this section, we compare the performances of SCPG (and also SPACE) to the naive method. We compare the SCPG and naive methods in all the numerical studies used in Section 4 of the main paper: four network structures (AR1, AR2, hub network and scale-free network), three network sizes (100, 250, 500) and two sets of pre-identified edges (10% and 30%). For each numerical study, we simulated 50 datasets. For both SCPG and naive methods, the FDRs averaged across 50 datasets for each study are summarized in Table   H .1 . This shows that the SCPG method clearly performs better than the naive method.
I. Sensitivity analysis on false positives in the pre-identified edges
In this paper, we assume that all pre-identified edges are truly connected and nomisspecification occurs in the pre-identified information. However, as we remark in the Conclusion, this assumption may not always be true. In this section, we numerically investigate how the SCPG method is sensitive to the false positives in the pre-identified information.
In the study, the same four networks with two sets of pre-identified edges (10% and 30%)
from Section 4 are considered. In the two sets of the pre-identified edges (10% and 30%), we assume 0%, 10%, 15%, 20%, and 30% of the pre-identified edges are falsely identified (they are not connected in truth). We refer to these rates as the misspecification rates. Tables I.1 and I.2 report the averages of |Ê|, TPR, TNR, FDR, MISR, and MCC for the four networks for the case p = 500 and n = 250.
It is not surprising that all performance measures become worse as the misspecification rate increases. However, the tables show that the SCPG method still performs well (performs better than SPACE) if the misspecification rate is not very high. In comparison with SPACE, the findings for the 0% misspecification rate are still true unless the percentage of false positives is not larger than 15%.
J. Application to the construction of a larger network
The proposed SCPG method is a modification of the SPACE method and does not have any difficulty in estimating networks with a couple of thousands of nodes, like the SPACE method (Peng et al., 2009) . In this section, to show the scalability of the SCPG, we additionally conduct a numerical study for hub and scale-free networks with a thousand nodes (p = 1000) and samples sizes n = 200, 300, 500 as in Peng et al. (2009) . Here, the hub and scale-free networks are the two most popular large-scale networks used in many other applications. Again, the averages of |Ê|, TPR, TNR, FDR, MISR, and MCC are reported in (2), hub network and scale-free network under various network sizes (100, 250, 500) and percentages of pre-identified edges (10% and 30%). The sample size n =250. Each performance was averaged over 50 simulated datasets. "Info." stands for a percentage of pre-identified information and "Naive(k%)" denotes the naive method that incorporates the pre-identified edges whose percentage of total connected edges is k% into the estimated network from the SPACE. The numbers in parentheses denote the standard errors of measures. (Bhattacharjee et al., 2001; Jones et al., 2004; Raponi et al., 2006; Tomida et al., 2009) . For each dataset, we divide patients into two groups, "High" and "Low", by their PTPN13 gene expression levels. We consider a patient to have a high expression level of PTPN13 if the expression level is greater than or equal to a median of expression levels. Red solid lines ( ) denote the "Low" group and black dashed lines ( ) denote the "High" group. The p-values in the figures are from the log-rank test to compare two survival distributions.
