Data lying in a high-dimensional ambient space are commonly thought to have a much lower intrinsic dimension. In particular, the data may be concentrated near a lower-dimensional subspace or manifold. There is an immense literature focused on approximating the unknown subspace, and in exploiting such approximations in clustering, data compression, and building of predictive models. Most of the literature relies on approximating subspaces using a locally linear, and potentially multiscale, dictionary. In this article, we propose a simple and general alternative, which instead uses pieces of spheres, or spherelets, to locally approximate the unknown subspace. Building on this idea, we develop a simple and computationally efficient algorithm for subspace learning and clustering. Results relative to state-of-the-art competitors show dramatic gains in ability to accurately approximate the subspace with orders of magnitude fewer components. This leads to substantial gains in data compressibility, few clusters and hence better interpretability, and much lower MSE based on small to moderate sample sizes. Basic theory on approximation accuracy is presented, and the methods are applied to multiple examples.
Introduction
Given data set X = {x i } n i=1 , we assume x i 's are sampled i.i.d from some probability measure ρ in R p . In many applications, ρ is supported on or near a lower dimensional subspace or manifold M with dimension d p. In the majority of the literature, the lower-dimensional subspace structure is assumed to be linear; for example, typical principal components analysis (PCA) and latent factor models assume a linear subspace. To more realistically characterize a broad class of datasets and enable greater dimensionality reduction, a more flexible assumption is to suppose the subspace is a potentially nonlinear d-dimensional manifold embedded in the dimension p ambient space. "Manifold learning" is the problem of estimating a mapping from the p-dimensional ambient space of the observed data to the intrinsic d-dimensional space.
A rich variety of algorithms are available for manifold learning and nonlinear PCA . The most popular method is to approximate the manifold or subspace by a set of hyperplanes. These approaches build on the rich literature on approximating manifolds by a set of tangent planes; for example multiscale PCA uses such a representation to approximate the support of the data by piecewise hyperplanes ( [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] ). A key disadvantage of such approaches is the lack of statistical efficiency and parsimony of the representation, particularly when the true manifold has large curvature. For example, if the manifold is a circle with very small radius (very large curvature), a huge number of tangent lines will be needed to fit the circle well. Such disadvantages also hold when M is not a single manifold but is a more complex collection of manifolds.
Taking curvature into consideration, a reasonable local approximation for a manifold is provided by a sphere. With such a locally curved basis, a pseudo distance between any two sets of points is defined based on how well they can be fit by a space form. By using a collection of spheres to build up a local approximation to a manifold, or to a collection of disconnected manifolds, one obtains a generalization of common local linear approximations. In particular, each sphere converges to a hyperplane in the limit as the radius → ∞. However, when the subspace is not approximately flat, our new sphere-based basis will perform much better. The improvement will increase with the curvature of the unknown subspace being approximated.
Our simulation results show significant gains in reduction in the number of components needed to provide an approximation within a given error tolerance. We compare our results with Geometric MultiResolution Analysis (GMRA) (Liao and Maggioni), which performs better than most algorithms, according to [1] [2] [3] . Our spherelets approach has much lower mean square error using dramatically fewer components. Substantial practical gains are shown in multiple examples, including in cases in which the true subspace does not have a manifold structure, but is more appropriately characterized by multiple separated manifolds. The proposed approach automatically accounts for such structure. Classification from features having a lower-dimensional subspace structure is also addressed as a byproduct of our algorithm.
The paper is organized as follows. The selection of local basis is discussed in section 2. In section 3, the optimization problem of one single sphere is solved. In section 4, some important concepts including spherelet and spherical distance are defined. We present our manifold approximation algorithm in section 5 and then show numerical experiments in Section 6. An improved version of the algorithm is shown in 7, followed by some other numerical experiments.
Selection of local basis
Most existing algorithms approximate manifolds or subspaces by fitting data with hyperplanes locally. A primary motivation for relying on hyperplanes instead of alternatives is simplicity. However, as we have motivated in Section 1, hyperplanes have disadvantages in terms of parsimony in approximating manifolds that have moderate to high curvature. There is hence motivation to consider alternative local approximations to manifolds that are not much more complex than hyperplanes but have non-zero curvature.
One can view local hyperplane approximations to the manifold as arising from a first order Taylor series approximation. It is hence natural to consider second order Taylor series expansions, which have a quadratic form. In particular, instead of a hyperplane embedded in R p , we have
where H ∈ Sym(p), f ∈ R p and c ∈ R. These quadratic surfaces provide a generalization of hyperplanes, which arise in the special case in which H = 0. However, the extra flexibility of the quadratic form comes at the expense of a dramatic increase in the number of parameters, which is
for each local piece relative to O(p) for hyperplane dictionary functions. This makes the extension from local linear to quadratic approximations impractical; a primary goal is reducing the number of parameters needed in accurately approximating the overall manifold and using too many parameters per local piece runs counter to this goal.
To reduce the complexity, we need to simplify the dictionary functions. With this goal in mind, we start by taking a geometric perspective and viewing hyperplanes as complete, simply connected manifolds with zero (sectional) curvature. One can then consider the generalization to space forms defined as follows: There is a famous classification theorem up to isometry.
where
) is p dimensional sphere with radius
and H p (c) is a p dimensional hyperbolic space with curvature c.
Hence, hyperplanes are one of three types of space forms, and it is natural to consider the other two types as alternative choices of dictionary functions. In particular, instead of just hyperplanes, we could include spheres and/or hyperbolic functions. A p dimensional sphere centered at x 0 with radius r, denoted by S p (x 0 , r), can be expressed as
where ·, · is the usual Euclidean inner product in R p+1 and the curvature is 1 r 2 . We can rewrite this equation in form (1) as:
Hyperbolic spaces have more diversity, with p + 1 symmetric axes:
where ·, · i is the Lorentz inner product defined as
Again, we rewrite the above equation in the same form as equation (1):
} is the diagonal matrix with all 1s on the diagonal except the ith, which is −1.
Although we could potentially include spheres, hyperplanes and hyperbolic spaces simultaneously in our dictionary, we only include spheres for the following reasons:
1. Assume the computational complexity of fitting data X ∈ R n×(p+1) by a sphere is β(n, p), then the complexity of fitting a hyperbolic space with known symmetric axes is also β(n, p). Since there are p + 1 symmetric axes of p dimensional hyperbolic spaces, the total complexity is (p + 1)β(n, p).
2. The sphere is compact, while hyperbolic spaces and hyperplanes are noncompact. Compactness is appealing from a computational stability perspective and in terms of guaranteeing locality of each dictionary element.
3. The cell complex structure of the sphere is ideal in this situation. Letting e i be the i dimensional open ball, the classical cell complex structure of S p is
In other words, a lower dimensional sphere can be viewed as an "equator" of a higher dimensional sphere. We will make use of this property in our algorithm later. 4. Hyperplanes can be approximated by spheres with large radius. As a result, we choose spheres as our local basis. Since the manifold is approximated with multiple local spheres, the basis is called spherelets.
Optimization
In this section, we focus on the problem of fitting data using a single sphere; this will serve as a key building block in developing general spherelet fitting algorithms. Given data X ∈ R n×p , where each row x i ∈ R p , our goal is to estimate a sphere centered at x with radius r that fits the data as well as possible.
Letx i be the projection of x i onto the sphere centered at x with radius r. That is,
As a typical choice of loss function, we consider the mean square error (MSE):
The MSE can be re-expressed as follows:
Note that d i is determined by x only, and the loss function is minimized
As a result, we only need to find the optimal x, and r will be obtained automatically. Then observe that
That is, to minimize the mean square error is equivalent to minimize the variance of {d i }. This is not surprising since if all x i lie on some d dimensional sphere S d ⊂ R p , where d is the intrinsic dimension of these data, then x i − x should be all close to r, that is, the variance of d i = x i − x should be small. However, it is difficult to solve this problem, since x can not be factored out of
. As a result, we choose another loss function g which is easier than f to handle:
Lemma 1. The optimization problem of
is equivalent to the following quadratic optimization problem:
Proof. We begin with the building block of g,
Since l i and l do not depend on x, it's equivalent to minimize
In fact H is nothing but the sample covariance of X. It is not surprising that H comes in since we want to minimize the variance of
This quadratic optimization problem is easy to solve:
Proof. Trivial.
Note 2. The solution is unique if and only if H is invertible. When n < p and H is singular, we can still solve the problem by applying pseudo-inverse of H, also denoted by H −1 .
Spherelet and divergence
In this section, we define several core terms in our algorithm. First, we define the spherelet s(X) corresponding to a set of points X ∈ R n×p : Definition 2. Let X ∈ R n×p with rows x i ∈ R p , then the sphere centered at c with radius r is called the spherelet of X, denoted by s(X):
where c = −
In some sense, the spherelet s(X) is the sphere providing the best fit to data set X.
Definition 3. Let X ∈ R n×p with rows x i ∈ R p and assume s(X) = S(c, r) is the spherelet of X, then
is called the spherical error of X. Proof. =⇒ Assume all x i lie on the sphere centered at c with radius r . then
is centered at r with radius r, then by the definition of spherelet,
lie on the sphere centered at c with radius r.
Then we define a divergence measuring the dissimilarity of two data sets X ∈ R n×p and Y ∈ R m×p in terms of the distance between their corresponding spheres. If the datasets lie on the same sphere, their divergence is zero. In order to measure the similarity between two sets of points, we also need to take the Euclidean distance into consideration: if two set of points could be fitted by one single sphere, and their Euclidean distance is also small, it is reasonable to regard them as one group. Definition 5. Let d E be the Euclidean distance between two sets of points, that is,
then the following divergence is called spherelet divergence.
where λ > 0 is a tuning parameter, and can be optimized by cross validation. Details on the choice of λ are in the next section.
Note 4. d R is called Riemannian divergence since it captures the similarity between X and Y in the sense that d R (X, Y ) is small if X, Y almost belong to one single space form with constant sectional curvature. d E is called Euclidean distance since it is the Euclidean distance of two closest points in X and Y respectively. In fact, d E captures the (path) connectivity of two data sets: if the supporting manifolds belong to one connected component, either their Euclidean distance is small, or they could be connected by some other data set. We will see the importance of this property later in our algorithm. As d R reflects geometric properties and d E reflects topological properties, d S can pick up both types of properties.
Manifold approximation algorithm
Assume the data set X ∈ R n×p ⊂ F p d is sampled by some probability measure ρ supported on a d dimensional manifold or subspace M . Our goal is to find the best piecewise spherical manifold or subspaceM and the projection map p : R p →M such that the mean square
2 is minimized.
Our algorithm has the following key steps:
Step 1: Preprocess
To make computation and default tuning parameter choice easier, we normalize the data so that
Step 2: split
We split the data into clusters, with the data in each cluster fit well by a cluster-specific sphere. Algorithm 1 provides the pseudo code for our initial clustering algorithm.
Step 3: merge
Step 2 can result in many clusters, and performance can be improved by adding a merge step based on spherelet distance; refer to Algorithm 2.
Step 4: calculating spherelets
Based on Steps 1-3 we have a cluster label for each data point.
Step 4 applies Algorithm 3 to calculate the explicit formula of the spherelet for each cluster.
Algorithm 1: Assign data to clusters having cluster-specific spherelets. input : X, , λ output: label 1 initialize label= 0 n ; 2 cluster=0 ; 3 while labeling not done do Step 5: construct p
An estimate M of the support M is obtained by essentially pasting all the spherelets together. Given any point x ∈ R p , we want to find the projection of x onto M . To find which cluster an arbitrary x belongs to, we calculate arg min
Then the projection map isx
Step 6: calculating MSE on test data
In order to choose the two tuning parameters, and λ, we recommend using cross validation (CV). In particular, the data are split into a training and test subsample. For each possible choice of ( , λ) on a grid, the spherelets algorithm in Steps 1-6 is applied, with the spherelets estimated using the training data, and MSE calculated using the test data. The ( , λ) minimizing test MSE is chosen.
The code for the algorithm can be found here: https://github.com/david-dunson/spherelets
Examples
There is a rich literature on toy examples for manifold and subspace learning. We consider some such examples here.
Olympic rings
We generate 2, 000 data uniformly from the subspace M : Olympic rings. We applied our spherelets algorithm to these data obtaining tuning parameters of = 10 −5 and λ = 0.1 via cross validation, using 1, 000 samples for training and 1, 000 samples for test. Figure 1 shows the result. The top panel is the test data, the middle panel is the projection of the test data onto M , and the third panel color codes the clusters. It is easy to see that the model fit is excellent in that the first two panels are very close. Indeed, the test MSE was only 1.706 × 10 −7 . In addition, clustering does an excellent job in perfectly labelling the different circles in the olympic rings. Of course, this is essentially an ideal case for spherelets in that the different rings are exact circles and data lie exactly on M . We will first make the problem more difficult by adding noise. shown in the previous example, and re-run our spherelet algorithm exactly as before. In this case, the optimal tuning parameter values from CV were = 10 −3 and λ = 0.1, and the MSE in the test set was 9.49 × 10 −4 . Figure 2 shows the results in the same format as for Figure 1 ; the top panel shows that there is a moderate level of noise, but the rings are still visibly evident. The algorithm is able to accurately pick this up and cluster the data into five color-coded rings; there is some error in estimating the radius, which is as expected given the level of measurement error.
Noised spiral
The first two examples consist of circles, which are constant curvature. Now we consider a more complicated manifold: the noised spiral. The curvature is decreasing as the point is going outward. We generate 1, 000 data uniformly from the subspace M : noised spiral. We applied our spherelets algorithm to these data obtaining tuning parameters of = 10 −4 and λ = 0.1 via cross validation, using 500 samples for training and 500 samples for test. Figure  3 shows the result. The first panel is the test data, the middle panel is the projection of the test data onto M , and the third panel color codes the clusters. We can see that the first two panels are similar to each other and the test MSE was only 1.4 × 10 −4 . From the third panel, we can see five clusters with five different colors. The radius of the circle is decreasing as the point is going outward, which coincides with the change of curvature.
Improvement
When p > n, or when p is very large, H tends to be singular and there will be an overfitting problem. A simple example is when there are only two points, we can find infinitely many circles so that the error is 0. To avoid this problem, we add another step in our algorithm but we need more information about the intrinsic dimension. Assume an upper bound of intrinsic dimension is known, that is, d ≤ K where K ∈ N is known. In the splitting step (step 2), if the size of some cluster is less than or equal to K, this cluster is not that informative, so we label all data in this cluster by −1. After merging step (step 3), we assign each point with label −1 to the nearest cluster under the spherelet distance. In addition, another merging step follows. The remaining steps are the same -refer to Algorithm 4. All other functions are the same as in section 5.
More Examples
In this section, we test the improved algorithm on some more complicated data sets.
Swiss roll
We generate 1, 000 data uniformly from the subspace M : Swiss roll. We applied our spherelets algorithm to these data for different combinations of tuning parameters λ ∈ {0.05, 0.1, 0.15} and ∈ {0.01, 0.001, 0.0001, 0.0000} using 500 samples for training and 500 samples for test. For each combination, we store the number of clusters and the corresponding MSE. Figure 4 shows the result. The top panel shows the test set in clusters when the MSE is the smallest among all MSEs. The second panel shows the relation between MSEs and the number of clusters. The x-axis is log 10 (ncls) and the y-axis is log 10 (MSE). We compare the curve obtained by our spherelet algorithm and the results obtained by adaptive GMRA [1] . The code is provided by Mauro Maggioni. The red line, obtained from the spherelet algorithm, has not only smaller y-intercept, but also smaller slope, which means our algorithm works better at using the data to obtain a low error approximation using relatively few components.
Dragon
Now we consider a more complicated dataset: the surface of a dragon with sample size 2,000. As in the previous example, we compare our result with the adaptive GMRA. Figure  5 shows the result, where the red line is still below the other two and has smaller slope.
The above figure shows that the MSE of our spherelet algorithm is much smaller than that of GMRA. 
Atmosphere boundary
Above the earth surface, where are two layers in the Troposphere: planetary boundary layer (L0) and free atmosphere (L1). The boundary between L0 and L1 is changing with time and location. The concentration of certain pollutants drop off suddenly around this boundary, which provides an approach to estimate the altitude of this boundary. Given a data set with the coordinates of the boundary surface [16] , we run our algorithm. The sample size is 3648 and the tuning parameters are λ ∈ {0.05, 0.1, 0.15} and ∈ {0.01, 0.001, 0.0001, 0.0000}. Figure 6 shows the results. The first panel is the test data, the second one is the projected data and the last one is the log 10 (ncls) vs log 10 (MSE) curve, as before. The MSE could be as low as 10 4.5 , which implies our algorithm works well for this real dataset.
