A major design issue in embedded systems is reducing the power consumption since batteries have a limited energy budget. For this purpose, several techniques such as Dynamic Voltage Scaling (DVS) or task migration are being used. DVS allows reducing power by selecting the optimal voltage supply, while task migration achieves this effect by balancing the workload among cores. This paper focuses on power-aware scheduling allowing task migration to reduce energy consumption in multicore embedded systems implementing DVS capabilities. To address energy savings, the devised schedulers follow two main rules: migrations are allowed at specific points of time and only one task is allowed to migrate each time. Two algorithms have been proposed working under real-time constraints. The simpler algorithm, namely, Single Option Migration (SOM) only checks just one target core before performing a migration. In contrast, the Multiple Option Migration (MOM) searches the optimal target core. In general, the MOM algorithm achieves better energy savings than the SOM algorithm, although differences are wider for a reduced number of cores and frequency/voltage levels. Moreover, the MOM algorithm reduces energy consumption as much as 40% over the typical WF algorithm.
INTRODUCTION
Embedded systems are an important segment of the microprocessor market as they are becoming ubiquitous in our life. Systems like PDAs, smartphones, and automotive devices, provide an increasing number of functionalities such as navigation, multimedia or gaming, so that computational power is becoming more important every day. However, increasing computational power impacts on battery lifetime, so a major design concern is power optimization and management [1, 2] . 3 Experimental results show that applying the algorithm at tasks' exits can achieve better energy savings than applying only at tasks' arrivals, but the highest benefits are obtained when the algorithm is applied in both cases. The MOM algorithm achieves better energy savings than the SOM algorithm. Differences are wider for a reduced number of cores and frequency/voltage levels. Both algorithms show that migration allows achieving important energy benefits. These benefits are, on average, as much as 17% and 24% for the SOM and MOM algorithms, respectively, over the WF algorithm. An interesting observation, is that global DVS regulators minimize differences among the scheduling strategies for a high number of cores and frequency/voltage levels; showing that, in such a case, SOM achieves many times energy savings close to an idealized scheduler.
The remaining of this paper is structured as follows. Section 2 discusses the related research on energy management and task migration for embedded systems. Section 3 describes the modeled system, including the partitioner and the power-aware scheduler. Section 4 presents the proposed workload partitioning algorithms. Section 5 analyzes energy experimental results. Finally, Section 6 presents some concluding remarks.
RELATED WORK
Scheduling in multiprocessor systems can be performed in two main ways depending on the task queue management: global scheduling, where a single task queue is shared by all the processors, or partitioned scheduling, which uses a private queue for each processor. The former allows by design task migration since all the processors share the same task queue. In the latter case, the scheduling in each processor can be performed by applying well-established uniprocessor theory algorithms such as EDF (Earliest Deadline First) or RMS (Rate Monotonic Scheduling). An example of a modern global scheduling proposal can be found in [13] .
In the partitioned scheduling case, research can focus either on the partitioner or the scheduler. Acting in the partitioner, recent works have addressed the energy-aware task allocation problem [14, 15, 9] . For instance, Wei et al. [14] reduce energy consumption by exploiting parallelism of multimedia tasks on a multicore platform combining DVS with switching-off cores. Aydin et al. [15] proposed a algorithm that reserves a subset of processors for the execution of tasks with utilization not exceeding a threshold. Schranzhofer et al. [16] presented a method for allocating tasks to a multiprocessor platform, aimed at minimizing the average power consumption, however, the application is modeled without considering timing constraints. Unlike our work, none of these techniques analyzes the power benefits of task migration among cores. Some proposals dealing with task migration can be found in the bibliography. Brandenburg et al. [17] evaluate global and partitioned scheduling algorithms in terms of scalability, although power consumption was not investigated. In [18] , Zheng divides tasks into fixed and migration tasks, allocating each of the latter category to two cores, so they can migrate from one to another. Unlike this, that paper does not consider dynamic workload changes, instead, all tasks are assumed to arrive at the same instant, so migrations can be scheduled off-line. Seo et al. [7] present a dynamic repartitioning algorithm with migration to balance the workload and reduce consumption. In [19] Brião et al. analyze how migrating soft tasks affects NoC-based MPSoCs in terms of deadline misses and energy consumption. However, the two latter works focus on non-threaded architectures. Regarding the scheduler, in [20] the authors virtualize a simultaneous multithreaded (SMT) processor into multiple single-threaded superscalar processors with the aim of combining high performance with real-time formalism. In order to improve real-time tasks predictability, Cazorla et al. [21] devise an interaction technique between the Operating System (OP) and an SMT processor. Fisher and Baruah [22] derived near-optimal sufficient tests for determining whether a given collection of jobs with precedence constraints can feasibly meet all deadlines upon a specified multiprocessor platform under global EDF scheduling. In [23] , the authors propose a methodology for abstracting the total computing power available on a multicore platform by a set of virtual processors, to allocate real-time tasks. The sets of tasks are automatically partitioned into a set of subgraphs that are selected to minimize either the overall bandwidth consumption or the required number of cores. Notice that these works do not tackle energy consumption. Figure 1 shows a block diagram of the modeled system. When a task arrives to the system, a partitioner module allocates it into a task queue associated to a given core, which contains the tasks that are ready for execution in that core. These queues are components of the power-aware scheduler that controls a global DVS regulator. In this scheme, the scheduler is in charge of adjusting the working frequency of the cores in order to satisfy the workload requirements.
SYSTEM MODEL
Processor cores, modelled as an ARM11 MPCore, implement the coarse-grain multithreading paradigm that switches the running thread when a long latency event occurs (i.e., a main memory access). Thus, the running thread issues instructions to execute while another thread is performing the memory access, so overlapping their execution. In the modeled system, the issue slots are always assigned to the thread executing the task with the highest real-time priority. If this thread stalls due to a long latency memory event, then the issue slots are temporarily reassigned until the event is resolved. 
Real-Time Task Behavior
The system workload executes periodic hard real-time tasks. There is no task dependency and each task has its own period of computation. A task can be launched to execute at the beginning of each active period, and it must end its execution before reaching its deadline. The end of the period and the deadline of a task are assumed to be the same for a more tractable scheduling process. There are also some periods where tasks do not execute since they are not active (i.e., inactive periods). In short, a task arrives to the system, executes several times repeatedly, leaves the system, remains out of the system for some periods, and then it enters the system again. This sequence of consecutive active and inactive periods allows modelling real systems with mode changes.
Besides its period and deadline, a task is also characterized by its Worst Case Execution Time (WCET). The task utilization is obtained as U = W CET P eriod and is used by several schedulers and partitioners to check whether schedulability of the task set is feasible or not.
Power-Aware Scheduler
Once a task is allocated to a core, it is inserted into the task queue of that core, where incoming tasks are ordered according to the EDF policy, which prioritizes the tasks with the closest deadlines. Thus, the tasks with the closest deadlines will be the ones mapped into the hardware threads implemented in each core.
The scheduler is also in charge of calculating the required target speed of each core according to the tasks' requirements. In this sense, the EDF scheduler of each core choses the minimum frequency that fulfills the temporal contraints of its task set in order to minimize power consumption. This information is sent to the global DVS regulator that selects the maximum frequency/voltage level among the requested by the EDF schedulers.
The target frequencies are recalculated only when the workload changes, that is, when a task arrives to and/or leaves the system. In the former case, a higher speed can be required because the workload increases. In the latter, it could happen that a lower frequency could satisfy the deadline requirements of the remaining tasks.
Different frequency values are considered for the power-aware scheduler, based on the frequency levels of a Pentium M [24] which are shown in Table I . This work evaluates the benefits of a DVS with 8, 4 and 2 frequency/voltage levels. The 8L configuration allows the system to work at all the frequencies indicated in the table, whereas the 4L mode permits running tasks at 1700, 1400, 1100 and 600 MHz. The last DVS configuration, referred to as 2L, only supports the extreme frequencies (i.e., 600 and 1700 MHz). In addition, the overhead of changing the frequency/voltage level has been modeled according to a voltage transition rate of 1mv/1µs [2] . 
PROPOSED PARTITIONING HEURISTICS FOR A MULTICORE SYSTEM
There are several partitioning heuristics that can be used to distribute tasks among cores as they arrive to the system. The Worst Fit (WF) partitioning heuristic is considered as one of the best choices in order to balance the workload [9] , so yielding to improved energy savings. WF balances the workload by assigning each incoming task to the least loaded core. If more than one task arrives to the system at the same time, WF arranges the incoming tasks in a decreasing utilization order and assigns them to the cores starting with the task with the highest utilization. This algorithm was originally used in partitioned scheduling, and it does not support any task migration among cores by design. In other words, once WF assigns an incoming task to a given core, the task remains in that core until it leaves the system (i.e., it has executed all its active periods). To allow migration, SOM policies are devised in the next subsection. Figure 2 shows an example of how task migration could improve workload balance. At the beginning of the execution (time t0), task 0 and task 1 are the only tasks assigned to core 0 and core 1, respectively. Task 0 presents an utilization around 33%, while the utilization of task 1 is around 25% (i.e., its WCET occupies a quarter of its period). At point t2, task 2, whose utilization is around 66%, arrives to the system. The WF algorithm would assign it to core 1 (since it is the least loaded core); leading the system to a high workload imbalance since the global utilization of core 0 and core 1 would be 33% and 91%, respectively. This imbalance problem could be solved by allowing task migration. For instance, allowing task 1 to migrate to core 0, would provide a much fair balance (58% in core 0 versus 66% in core 1). This paper assumes that the running workload dynamically changes at run-time. In this context, the system can mainly become strongly unbalanced when the workload changes, that is, when a task enters or leaves the system, as seen in the previous example. Thus, in the evaluated system migration policies should apply in these points in order to maximize benefits due to migration. For 7 this purpose, we have devised three policies based on the WF to explore energy benefits: (SOM in ), SOM out , and SOM in−out . The first one, SOM in , allows migration only when a new task arrives to the system, SOM out when a task leaves the system, and the last one, SOM in−out , allows migration in both cases. To avoid performing an excessive number of migrations, which could lead to an unacceptable overhead, the number of migrations is limited to only one that can be performed when a task arrives to or leaves the system. Figure 3 illustrates the devised Migration Attempt (MA) algorithm. This algorithm calculates the imbalance by subtracting the utilization of the least loaded core from the utilization of the most loaded one. This result is divided by two to obtain a theoretical utilization value that represents the amount of work that should migrate to achieve a perfect balance between the two cited cores, and hence, a better global balance. Then, it searches the task in the most loaded core whose utilization is the closest one to this value. Notice that if the utilization of the selected task is not close enough, the migration could yield to a worse imbalance; therefore, the algorithm performs the migration only if it effectively reduces the imbalance.
Single Option Migration Policies

Multiple Option Migration Dynamic Partitioner
This subsection presents the Multiple Option Migration (MOM) dynamic partitioner algorithm, which applies both at tasks' arrivals and exits. When a task arrives to the system, MOM selects the target core and performs a migration attempt acording to the MA algorithm discussed above. When a task leaves the system MOM checks if a migration attempt would provide energy improvements.
MOM (Figure 4 ) arranges the tasks arriving to the system in decreasing utilization order. Then it iteratively performs a temptative assignment of the task showing more utilization to each core in order to find which assignment provides the minimum utilization for the most loaded core (U min variable in the figure). Notice that all the possible assignments include a migration attempt according to the MA algorithm discussed above. Finally, the task assignment that provides the best overall balance is applied and the algorithm continues with the next task. Figure 5 depicts an example where the MOM heuristic improves the behavior of SOM in−out on a task arrival. The SOM in−out allocates the incoming task to core 0 and then performs a migration attempt, but in this case, there is not any possible migration enabling a better workload balance. Thus, the final imbalance becomes 40% (i.e., 90% − 50%). In contrast, when MOM is applied, it also checks the result of allocating the new task to core 1 (arrow labeled as MOM B) and then considering one migration. In this case, the task migration enables a better balance since both cores remain equally loaded with 70% of utilization, which is the distribution selected by MOM. To sum up, the main difference between SOM in−out and MOM is that the former selects only one core and performs a migration attempt, whereas the proposed heuristic checks different cores, and then choses the best option in terms of workload balance.
EXPERIMENTAL RESULTS
Experimental evaluation has been conducted on Multi2Sim [25] , a cycle-by-cycle execution driven simulation framework for evaluating multicore multithreaded processors, which has been extended to model the system described in Section 3. This section evaluates a multicore processor with two, three and four cores, implementing three hardware threads each. Internal core features have been modeled like an ARM11 MPCore based processor, but it has been modified to work as a coarsegrain multithreaded processor with in-order execution, two-instruction issue width, and a 34-cycle memory latency. Regarding the migration overhead, a 10.000 cycles penalty has been assumed [26] . This penalty is applied each time a running context moves its execution to another core.
Since some time is needed to overcome the voltage difference between two different DVS levels, frequency changes are not instantaneous. To model this latency and the power overhead caused by these changes, the worst case for that transition has been assumed. That is, during a frequency 
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T asks target core ← T asks target core ∪ {target task} 13: M igration Attempt() 14 : transition the speed of the lowest frequency and the power consumption of the highest one are taken into account. Table II shows the benchmarks from [27] that have been used to prepare real-time workload mixes (a mix number with an asterisk means that the benchmark is used in the mix more than once). Each mix is composed of a set of benchmarks whose number ranges from 7 to 34, running concurrently depending on the number of cores executed. Mixes 1, 2 and 3 are executed in a 2-core system, mixes 4, 5 and 6 in a system with three cores, and mixes 7, 8 and 9 in a 4-core system. These mixes have been designed taking into account aspects such as task utilization, task periodicity, and the sequence of active and inactive periods. Task periods range from 100.000 to 18.000.000 cycles, the number of times that a task arrives to and leaves the system from 1 to 21, and the consecutive number of active periods of a task from 1 to 70. The global system utilization varies in a single execution from 35% to 95% in order to test the algorithms behavior across a wide range of situations. In addition, all results are presented and analyzed for a system implementing two, four and eight voltage levels.
Impact of Applying Migrations at Specific Points of Time
This section analyzes the three devised Single Option Migration variants (SOM in , SOM out and SOM in−out ). The main goal is to identify the best points of time to carry out migrations. Figure  6 shows the relative energy consumption compared to the energy consumed by the system working always at the maximum speed, for different benchmark mixes, DVS configurations, and number of cores. The results are obtained by multiplying the number of cycles working at each frequency by the energy required per cycle at that frequency. Automatically generated code 1, 3, 4*, 9*
As it can be observed in the results of the 2-core system (Figure 6(a) ), migration can provide important energy savings with respect to no migration (WF). For instance, for mix 2 in the 4L case with task migration, both when a task arrives to and leaves the system, the energy consumption can be reduced by up to 23.27% compared to the execution without migration.
An interesting observation is that, in some mixes, the SOM in variant consumes more power than the classical WF algorithm with no migration. For example, in the 3-core system (Figure 6(b) ) allowing migrations only at tasks' arrivals turns out in harmful effects for mix 4 in terms of power consumption, where SOM in consumes 12.27% more energy than WF for 4L configuration. The reason is related to the fraction of time length that the system is controlled by the partitioning algorithm. That is, the SOM in partitioning heuristic only applies at tasks' arrivals. Therefore, as soon as a task leaves the system, the workload imbalance will rise since SOM in does not apply on such events. Figure 7 illustrates an example. At time t0 tasks T1, T2, and T3 arrive to the system, and the scheduler selects the frequency/voltage level that best fits the workload requirements. Lets assume that the workload is perfectly balanced in a 2-core system. Then at time t1, task T1 leaves the system, so workload imbalance will rise (dashed area), in algorithms such WF or SOM in where migration is not performed, so yielding to energy wasting. Notice that this area is uncontrolled since the set of tasks running has changed. On the contrary, the controlled time periods are those where the set of tasks running matches the set used to perform the scheduling actions. Moreover, further imbalance would rise if the next task T2 leaves the system from the same core. This imbalance will remain until the algorithm applies, which happen only on tasks' arrivals in WF and SOM in (in t3). This drawback is solved in the algorithms which allow task migration at such points like SOM out , SOM in−out and MOM. Table III shows which actions are performed by the different algorithms both when a task arrives to and leaves the system.
The longer the algorithm controls the running workload, the better the workload balance. Consequently, the frequency levels requested by the different cores will be similar, so avoiding energy wasting. Figure 8 shows, for mix 4, in a 3-core system with 8 DVS levels, the difference among frequencies required by the cores along the execution time (in percentage). For instance label 0 means that both cores require the same frequency and label 2 means that the core with less frequency/voltage requirements requested level i to the DVS regulator, while the core with the maximum requirements requested level i+2. This figure explains the curious behavior identified above, where SOM in performed worse than WF. As observed, both partitioners yield the system to spend a similar amount of time with all the cores requiring a similar speed (i.e., with a difference less or equal than 1 level). Nevertheless, the main reason why SOM in consumes more power than WF is that, in this mix, there is a significant amount of time where the difference in speed required by the cores in SOM in is 3 and 4 levels, while in WF most of this time the difference is only 2 levels. Notice that SOM out and SOM in−out balance the workload in a better way (area associated to label 0 is much longer) than WF and SOM in , the reason is due to the former control the system both at tasks' arrivals and exits.
Another interesting remark is that if the system implements more DVS frequency levels, then more energy savings can be potentially obtained since the system can select a frequency closer to the optimal estimated by the scheduler. However, despite this fact, in some cases energy benefits due to migration in a system with few frequency levels can reach or even surpass the benefits of having more levels without migration. For example, the energy consumption of SOM in−out for mix 2 in the 4L 2-core system is around 44% the consumption of the baseline, whereas the same value of WF in the 8L system is 46%. Finally, it can be noticed that the system behaves in a similar way regardless of the number of cores, that is, the benefits of migration that are observed in systems with two or three cores are also similar in a system with four cores, as shown in Figure 6 (c). This fact makes the proposal a good candidate for commercial systems attending to the current industry trend of increasing the number of cores.
Comparing MOM Versus SOM Variants
This section analyzes the energy improvements of the proposed MOM algorithm over the SOM variants algorithms. For comparison purposes the best SOM variant (SOM in−out ), on average, and a theoretical threshold have been also included in the plots. This theoretical threshold is a value that represents the maximum energy savings that can be achieved in a system where the number of task migrations is not limited, they have no cost, and they can be performed at any point of the execution time. That is, a system with perfect task balancing and without penalties due to migration. Figure  9 shows the energy results for two, three and four cores, normalized with respect to the energy consumed by the system working always at the maximum speed.
Results show that, regardless of the number of cores, the mix, and the number of frequency levels, MOM saves more energy than SOM in−out . For example, when running mix 3 in the 2L 2-core system, MOM consumes 60.17% and 68.01% of the energy consumed by WF and by SOM in−out , respectively. The reason is that MOM enables the cores of the system to work at a similar frequency for longer than any SOM variant. This can be also observed in the example of Figure 8 . Comparing the working behavior of MOM with SOM in−out it can be appreciated that both algorithms perform the same action when a task leaves the system (see Table III ). Therefore, differences in benefits between them come from applying the algorithm at tasks' arrivals. The reason is that SOM in−out Figure 9 . SOM in−out versus MOM for different DVS levels and number of cores. first allocates the incoming task and then makes one migration attempt, whereas MOM checks for each core which combination of task-to-core allocation plus a single migration attempt would achieve a better workload balance. Thus, MOM examines a wider range of possible distributions. Moreover, in some mixes (e.g., mix 3) MOM results are very close to the energy savings of the theoretical threshold. However, if the utilizations of the tasks in a given mix widely differ among them, and depending on how run-time conditions evolve, the results of any practical scheduler may be far from the theoretical threshold (e.g., mix 7, mix 9). The standard deviation of the task utilization (see Table IV ) in these mixes is relatively high since a few tasks have a huge utilization. This fact prevents SOM and MOM from achieving a perfect balancing in some scenarios, as done by the theoretical threshold. Notice that mix 1 for a 2-core system also presents a high standard deviation value, but in this case it is due to a single task with much higher utilization. On the other hand, in mix 3 most tasks present similar utilizations within a limited range (10%-17%). Thus, it is more feasible that practical schedulers can obtain a perfect balancing.
Finally, as the number of cores and voltage levels increases (4 cores), a Single Option Migration algorithm is enough to achieve important energy savings, although MOM can slightly improve those results. Moreover, these results fall close to the theoretical maximum. Thus, in this scenario, a possible choice to enhance energy savings is to change the voltage regulator domain (i.e., to implement several regulators, each one shared by a subset of the cores).
CONCLUSIONS
Workload balancing has been proved to be an efficient power technique in multicore systems. Unfortunately, unexpected workload imbalances can rise at run-time provided that the workload changes dynamically since new tasks arrive to or leave the system. To palliate this shortcoming, this paper has analyzed the impact on energy consumption due to scheduling strategies in a multicore embedded system implementing DVS.
Two power-aware schedulers working with real-time constraints, namely SOM and MOM have been devised, which check only one target core or the optimal core before performing a migration, respectively. To prevent excessive overhead, task migration has been strategically applied at three specific execution points of time where the workload changes: at tasks' arrivals, at tasks' exits, and in both cases. Three variants of SOM algorithm are devised depending on the point of time the algorithm applies.
Experimental evaluation has been performed using sets of mixes of real-time benchmarks executed on a modeled ARM11 MPCore processor. A first observation is that applying the algorithm at tasks' exits achieves better energy savings than applying it only at tasks' arrivals, but the highest benefits are obtained when the algorithm is applied in both cases. On the other hand, MOM performs in general better than SOM, however as the number of cores and frequency/voltage levels increases, the differences among energy benefits are reduced. Results show that task migration allows the proposed schedulers to achieve important energy benefits over the WF. These benefits are, on average, by 17% and 24% over the WF, for the SOM and MOM, respectively. Moreover, in some cases MOM's benefits are up to 40%. This paper has shown how task migration combined with DVS can allow important energy savings. Thus, benefits come from both techniques. Analyzing the results one can notice that migration is a powerful technique since it allows reducing energy consumption compared to a system with more voltage levels without migration.
A final remark is that improving the workload balance by supporting task migration, not only energy savings can be enhanced, but since the utilization of the most loaded core is also reduced, then also a wider set of tasks could be scheduled.
