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Povzetek
Naslov: Razvoj genetskega algoritma vecciljne optimizacije za nacrtovanje
mocnostnih transformatorjev
Nacrtovanje mocnostnih transformatorjev je zahteven proces, ki potrebuje
obsezno znanje in izkusnje. Namen magistrskega dela je razvoj genetskega
algoritma, ki olajsa delo projektantom pri nacrtovanju mocnostnih transfor-
matorjev.
Magistrska naloga prikaze izdelavo in optimizacijo elitisticnega genetskega
algoritma vecciljne optimizacije z omejitvami za nacrtovanje transformator-
jev. Predstavljene so osnove projektiranja in izracuna karakteristik trans-
formatorja. Genetski algoritmi so opisani, predstavljene so implementirane
razsiritve in izboljsave. Prikazano je nastavljanje metaparametrov na opti-
malno vrednost. Predstavljene so odvisnosti rezultatov od metaparametrov.
Rezultati so primerjani z ze izdelanimi transformatorji podjetja Kolektor
Etra in z rezultati prilagojenega algoritma vzpenjanja.
Implementirani algoritem vraca dobre resitve, na podlagi katerih si pro-
jektant lahko pomaga pri nacrtovanju transformatorja. V dolocenih primerih
so resitve algoritma boljse od ze izdelanih transformatorjev. Resitve genet-
skega algoritma so veliko boljse od resitev prilagojenega algoritma vzpenja-
nja.
Kljucne besede
vecciljna optimizacija, genetski algoritem, mocnostni transformator

Abstract
Title: Development of a multi-objective genetic algorithm for power trans-
former desing
The design of power transformers is a demanding process that requires
extensive knowledge and experience. The purpose of the master's thesis is
the development of a genetic algorithm that facilitates the work of designers
in the design of power transformers.
This master's thesis presents the fabrication and optimisation of an eli-
tist multi-objective genetic algorithm with constraints for transformer design.
The basics of transformer design and calculation are presented. Genetic al-
gorithms are described, implemented extensions and improvements are pre-
sented. The setting of metaparameters to the optimal value is shown. The
dependencies of the results on metaparameters are presented. The results are
compared with transformers that are already manufactured by the company
Kolektor Etra and with the results of the adapted hill-climbing algorithm.
The implemented algorithm returns reasonable solutions which can help
the designer in the process of the design of the transformer. In some in-
stances, the algorithm solutions are better than already manufactured trans-
formers. The solutions of the genetic algorithm are much better than the
solutions of the customised hill-climbing algorithm.
Keywords




Mocnostni transformatorji so kljucni stroji v elektricnem omrezju. Brez njih
svet, kot ga sedaj poznamo, ne bi obstajal. Projektanti ze od druge polo-
vice devetnajstega stoletja nacrtujejo transformatorje s cim manj izgubami
in cim bolj optimalnim delovanjem. Do druge polovice dvajsetega stoletja se
je nacrtovanje mocnostnih transformatorjev izvajalo rocno, na listu papirja
z mnogimi izracuni. S prodorom racunalnistva v vse vec industrij je tudi
industrija izdelave transformatorjev zacela izkoriscati visoke racunske spo-
sobnosti racunalnikov. Razviti so bili prvi programi, ki so bili projektantom
v pomoc pri nacrtovanju mocnostnih transformatorjev.
Drugo polovico dvajsetega stoletja je zaznamoval tako teoreticen kot
prakticen razvoj genetskih algoritmov. Za oceta teorije genetskih algorit-
mov je okronan John Holland, ki je s svojimi kolegi in studenti razvil teorijo
genetskih algoritmov [1]. Prvi ucbenik in opisno implementacijo genetskih
algoritmov je predstavil David E. Goldberg [2].
Genetski algoritmi so idejno zasnovani na podlagi evolucije. V naravi
se populacija iz generacije v generacijo izboljsuje. Te izboljsave so majhne,
tezko opazne, in potrebujejo mnogo let, da se razvijejo. Pri genetskih algo-
ritmih populacija `zivi' le nekaj sekund, v parih minutah pa se lahko `rodi'
in `umre' vec sto generacij. Zaradi tega so izboljsave vidnejse in dostopnejse.
Nacrtovanje transformatorjev je zahteven proces, ki potrebuje obsezno
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znanje termodinamike, mehanike, elektromagnetike, elektricnih in magnetnih
vezij, izgubnih izracunov ter izkusenj. V podjetju Kolektor Etra projektanti
nacrtujejo transformatorje po metodi poskusov in napak, s ciljem, da se
cim bolj priblizajo zahtevanim karakteristikam, hkrati pa cim manjsi ceni
izdelave.
V tem magistrskem delu bomo zdruzili nacrtovanje mocnostnih transfor-
matorjev z genetskimi algoritmi. Razvili bomo genetski algoritem vecciljne
optimizacije, ki bo sprejel pogodbeno dolocene vrednosti transformatorja,
vrnil pa bo mnozico transformatorjev, ki zadostuje zahtevanim karakteristi-
kam. Algoritem bo v pomoc projektantom pri nacrtovanju transformatorjev.
Model transformatorja bo sestavljalo petnajst spremenljivk, ki jih doloca al-
goritem. Kakovost resitve bo ocenjena na podlagi petih karakteristik in treh
tipov omejitev izracunanih vrednosti. Iz literature je razvidno, da je vecciljni
genetski algoritem za dani problem primeren, saj vraca mnozico najboljsih
rezultatov [3], lahko uposteva vec ciljnih karakteristik [3], omogoca vpeljavo
omejitev [4] in je preverjena metahevristika z vec sto tisoc zadetki na Google
Scholar [5].
1.1 Zgradba magistrske naloge
Magistrsko delo je razdeljeno na tri tematske sklope. V prvem sklopu (po-
glavje 2) so opisani mocnostni transformatorji, njihovo delovanje in nacrto-
vanje. Predstavljen je tudi model transformatorja, ki smo ga uporabili pri
izdelavi genetskega algoritma.
Drugi sklop (poglavje 3) sestavlja teorija genetskih algoritmov. Narejena
je primerjava genetskih algoritmov s klasicnimi optimizacijskimi algoritmi.
Opisano je delovanje osnovnih in vecciljnih genetskih algoritmov.
Tretji sklop (poglavja 4, 5, 6) opise razvoj, uglasevanje in vrednotenje
genetskega algoritma vecciljne optimizacije. V poglavju 4 je opisan razvoj
algoritma. Opisana je implementacija kromosomov, upostevanje omejitev in
napak, izracun kriterijskih funkcij ter uvrscanje resitev algoritma. Predsta-
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vljeni so nacini vnasanja resitev v Pareto lter. Razlozena je implementacija
izbora, krizanja in mutacije.
Poglavje 5 nam predstavi uglasevanje algoritma. Prikazano je, kako so
resitve algoritma odvisne od stevila obdobij, velikosti populacije in mutacij-
skega koecienta.
Poglavje 6 nam predstavi rezultate genetskega algoritma vecciljne opti-
mizacije na sestih razlicnih realnih primerih mocnostnih transformatorjev.
Primerjani so rezultati algoritma z resitvami projektantov. Predstavljena je
primerjava rezultatov genetskega algoritma z resitvami algoritma vzpenjanja.
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Poglavje 2
Mocnostni transformatorji
Mocnostni transformatorji so naprave, ki pretvarjajo visoke izmenicne na-
petosti v nizke in obratno. Delujejo na principu elektromagnetne indukcije.
Uporabljajo se pri transformaciji napetosti za namen prenosa elektricne ener-
gije na velike razdalje.
Transformatorji so izdelani iz magnetnega jedra, okoli katerega sta naviti
visokonapetostni (VN) in nizkonapetostni (NN) navitji, poznani tudi kot pri-
marni in sekundarni navitji. Ko na primarno navitje prikljucimo izmenicno
elektricno napetost, se v magnetnem jedru inducira izmenicno magnetno po-
lje. Zaradi sprememb magnetnega polja v magnetnem jedru se v sekundar-
nem navitju inducira napetost. Inducirana napetost je sorazmerna stevilu







U1 in U2 predstavljata prikljucno in inducirano napetost na primarnem in
sekundarnem navitju, N1 in N2 pa predstavljata stevilo ovojev primarnega
in sekundarnega navitja [6].
Kot pri vseh zikalnih pojavih tudi pri transformatorjih prihaja do izgub,
potrebno je predvideti in preveriti uporabljen material, ce prenese zahte-
vane obremenitve, tako elektromagnetne kot tudi samo tezo transformatorja,
potrese in podobno. Vse to pa je potrebno realizirati za cim nizjo ceno.
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Nacrtovanje in izgradnja transformatorja traja okvirno pol leta, ce pa kupec
zeli tehnicno zahteven transformator, lahko nacrtovanje traja tudi vec let.
Poznamo vec razlicnih vrst in oblik transformatorjev. Najpogostejsi so
tristebrni transformatorji, kjer so na vsakem stebru navitja za eno fazo. Po-
znamo tudi petstebrne, ki so zaradi dodatnih dveh stebrov lahko nizji. Obsta-
jajo tudi enofazni transformatorji, ki uporabljajo samo en magnetni steber.
Kateri tip transformatorja se bo uporabilo, je odvisno od specikacijskih
zahtev kupca, lahko pa je odvisno tudi od dostave transformatorja. Na pri-
mer transformator, ki bo dostavljen do lokacije po tirih, ne sme biti visji od
visine najnizjega tunela na poti. V tem primeru se lahko izbere petstebrni
transformator, ki zagotavlja enako moc pri manjsi visini kot tristebrni.
V tem magistrskem delu smo se osredotocili na tristebrne transformatorje,
saj so najpogostejsi in bi s tem olajsali glavnino dela projektantom.
2.1 Tristebrni transformator
Tristebrni transformator ima tri stebre v magnetnem krogu, ti pa so magne-
tno povezani z zgornjim in spodnjim jarmom, kot je vidno na sliki 2.1. Vsak
steber je namenjen svoji elektricni fazi. Faze so zamaknjene za 120. Ceprav
je magnetno jedro sklenjeno skozi vse tri stebre, magnetno polje ene faze ne
moti druge, saj se zaradi kotnega zamika faz na zgornjem in spodnjem jarmu
magnetno polje sesteje v nic.
Na vsakem stebru so klasicno tri navitja, odvisno od specicnosti trans-
formatorja pa jih je lahko tudi vec. Tri standardna navitja so nizkonapeto-
stno, visokonapetostno ter regulacijsko navitje. Obicajno so ta tri navitja
razporejena, kot je prikazano na sliki 2.2. Praviloma je kvantiteta vodnikov
v nizkonapetostnem navitju visja kot v visokonapetostnem ali regulacijskem
navitju. Razlog za to je vecji tok, ki mora teci po nizkonapetostnem navitju
v primerjavi z visokonapetostnim navitjem.
2.1. TRISTEBRNI TRANSFORMATOR 7
Slika 2.1: Sestavni deli magnetnega kroga tristebrnega transformatorja.
Slika 2.2: Razporeditev glavnih navitij.
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2.1.1 Regulacija
Poznamo tri nacine regulacije izhodne napetosti transformatorja. Delujejo
po principu odvzemanja ali dodajanja ovojev visokonapetostnemu delu, po-
sledicno zmanjsanja ali povecanja indukcijskih zank, kar privede do zmanjsanja
ali povecanja izhodne napetosti.
Linearna regulacija
Pri linearni regulaciji regulacijsko navitje razdelimo na specicirano stevilo
napetostnih stopenj. Visokonapetostno navitje izdelamo tako, da je najvisja
napetost navitja enaka specicirani najmanjsi napetosti transformatorja. Z
linearnim regulacijskim navitjem nato dodajamo navitja in s tem povecujemo
inducirano napetost [7].
Ce zelimo narediti transformator z linearno regulacijo, speciciran na
100 kV  2  2;5 %, kar pomeni, da zelimo imeti na visokonapetostnem na-
vitju 2 odstopanji napetosti v pozitivni in negativni smeri za 2;5 % nazivne
napetosti, torej 2;5 kV . Visokonapetostno navitje mora biti dimenzionirano
na 95 kV , regulacijsko navitje pa mora imeti 5 stopenj. Na prvi stopnji je
prikljuceno le visokonapetostno navitje in je izhod transformatorja 95 kV .
Z dodajanjem stopenj povecujemo napetost izhoda za 2;5 kV . Na zadnji
stopnji je vkljuceno visokonapetostno navitje in celo regulacijsko navitje, iz-
hodna napetost pa je 105 kV .
Prednost linearne regulacije je ta, da visokonapetostno navitje ni spe-
cicirano na nazivno napetost transformatorja, kar pomeni manjse navitje,
posledicno manjso ceno izdelave. Slabost linearne regulacije je ta, da je re-
gulacijsko navitje vecje od regulacijskega navitja pri inverzni ali grobo-ni
regulaciji, kar posledicno povisa ceno proizvodnje.
Inverzna regulacija
Inverzna regulacija ima nicto stopnjo in pozitivne ter negativne stopnje. Na
nicti stopnji je napetost izhoda transformatorja enaka nazivni napetosti. S
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pozitivnimi stopnjami povecujemo napetost, z negativnimi pa zmanjsujemo.
Vezava pozitivnih stopenj je podobna linearni regulaciji, kjer dodajamo ovoje
visokonapetostnemu navitju ter s tem povecujemo inducirano napetost. Pri
negativnih stopnjah se prav tako dodajajo ovoji, vendar se jih tokrat pri-
kljuci v nasprotni smeri navitij v visokonapetostnem navitju. Zaradi tega se
v regulacijskem navitju inducira napetost v nasprotni smeri kot v visokona-
petostnem navitju, kar posledicno zmanjsa izhodno napetost transformatorja
[7].
Prednost inverzne regulacije je za polovico manjse regulacijsko navitje,
saj lahko en ovoj uporabimo za negativno ali pozitivno stopnjo. Slabosti in-
verzne regulacije sta stresanje magnetnega polja, ki se zgodi zaradi inverznih
navojev pri negativnih stopnjah, in to, da je potrebno visokonapetostno navi-
tje specicirati na nazivno napetost transformatorja, kar otezuje nacrtovanje
in povisa ceno transformatorja.
Grobo-na regulacija
Grobo-na regulacija je prirejena linearna regulacija. Pri tej vrsti regula-
cije je najvisja napetost visokonapetostnega navitja prav tako enaka naj-
manjsi napetosti transformatorja. Grobo-no regulacijo sestavljata dve na-
vitji. Grobo regulacijsko navitje deli obmocje regulacije na dva predela. V
prvi coni je grobo regulacijsko navitje izkljuceno, napetost transformatorja
pa je pod nazivno napetostjo transformatorja. V drugi coni je grobo regu-
lacijsko navitje vkljuceno, napetost transformatorja pa se giblje nad nazivno
napetostjo. Fino regulacijsko navitje je namenjeno manjsim napetostnim
preskokom in kot ime ponazarja, z njim dolocamo ne ravni napetosti. S
tema dvema navitjema tako dosezemo enak razpon kot pri linearni regulaciji
[7].
Prednosti grobo-ne regulacije so lazja izdelava, saj navitji nista tako vi-
soki, kot je linearno regulacijsko navitje. Podobno kot pri linearni regulaciji
visokonapetostno navitje ni specicirano na nazivno napetost transforma-
torja. Slabost grobo-ne regulacije je potreba po dodatnem navitju.
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2.2 Nacrtovanje transformatorja
Po dogovoru s stranko o tehnicnih specikacijah transformatorja se pricne
nacrtovanje. V tem koraku projektant pricne z nastavljanjem spremenljivk
transformatorja. Pri njegovem delu mu pomagajo dolgoletne izkusnje in
poglobljeno znanje elektrotehnike in zike. Celostni opis nacrtovanja trans-
formatorja je za okvire te magistrske naloge preobsezen, zainteresirani bralec
pa lahko pridobi dodatne informacije iz [6] in [8].
Pri nacrtovanju se uporabljajo modeli transformatorja. Vsak model sprej-
me razlicno stevilo spremenljivk. V nasem primeru smo uporabili model,
ki sprejme 15 optimizacijskih spremenljivk in vraca 5 karakteristik, ki so
opisane v razdelku 2.2.4. Vrednosti optimizacijskih spremenljivk morajo biti
v primernih obmocjih. Model nato izracuna ostale izpeljane spremenljivke.
Izpeljane spremenljivke morajo ravno tako zavzemati vrednosti iz primernih
obmocjih. S pomocjo optimizacijskih in izpeljanih spremenljivk se lahko
izracunajo karakteristike transformatorja, preko katerih lahko dolocimo ali
je transformator primeren za izdelavo in izpolnjuje zahtevane specikacije
kupca.
2.2.1 Optimizacijske spremenljivke
Za nase potrebe transformator opisemo s petnajstimi spremenljivkami. Od
tega so tri splosne transformatorju, ostalih dvanajst pa je deljeno med vi-
sokonapetostno in nizkonapetostno navitje. Ostale lastnosti transformatorja
so izracunane iz naslednjih petnajstih spremenljivk:
 premer feromagnetnih stebrov magnetnega jedra,
 tip plocevine, uporabljen za izdelavo magnetnega jedra,
 magnetna gostota znotraj magnetnega jedra,
 spremenljivke visokonapetostnega in nizkonapetostnega navitja:
{ visina delnega vodnika,
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{ sirina delnega vodnika,
{ stevilo delnih vodnikov,
{ tokovna gostota v vodniku,
{ stevilo ovojev na svitek,
{ stevilo aksialnih vodnikov.
2.2.2 Omejitve spremenljivk
Ker zelimo, da nam algoritem vraca realne vrednosti spremenljivk, ki so
primerne za izdelavo transformatorja, je potrebno te spremenljivke ome-
jiti. Zaradi velikega mocnostnega razpona transformatorja smo denirali
tri mocnostne nivoje z enoto mega volt-amper (MVA). Nato smo iz podat-
kovne baze ze izdelanih transformatorjev pridobili najvecjo (maximum) in
najmanjso (minimum) vrednost za vsak mocnostni nivo. Iz podatkovne baze
smo pridobili tudi najmanjso spremembo vsake spremenljivke (delta). Spre-
memba nam pove, kaksna je najmanjsa sprememba, ki so jo se zmozni reali-
zirati v proizvodnji. V tabeli 2.1 lahko vidimo omejitve in delte spremenljivk
glede na mocnostni nivo transformatorja. Zaradi preglednosti smo najmanjso
in najvecjo vrednost spremenljivk visokonapetostnega in nizkonapetostnega
navitja zdruzili, tako da smo vzeli manjso od obeh najmanjsih vrednosti in
vecjo od obeh najvecjih vrednosti.
2.2.3 Izpeljane vrednosti in njihove omejitve
Nekatere spremenljivke in izpeljane vrednosti so medsebojno matematicno
in zikalno odvisne. Zaradi tega smo morali denirati omejitve medsebojno
odvisnih spremenljivk. Koncna verzija transformatorja mora izpolnjevati vse
te omejitve:
 Razlika visin med VN in NN navitjem:
Ce se visini visokonapetostnega in nizkonapetostnega navitja pre-
tirano razlikujeta, lahko pride do slabsih elektricnih lastnosti.
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Tabela 2.1: Tabela prikazuje najvecje in najmanjse vrednosti ter najmanjso
spremembo spremenljivk, razdeljene na mocnostne nivoje
Spremenljivka Moc [MVA] Minimum Maximum Delta
Premer stebra [mm]
0{40 170 718 2
40{100 528 838 2
100{1 708 1048 2
Tip plocevine
0{40 0 4 1
40{100 0 4 1
100{1 0 4 1
Magnetna gostota [T ]
0{40 1,289 1,783 0,00001
40{100 1,278 1,774 0,00001
100{1 1,396 1,781 0,00001
Visina delnega vodnika [mm]
0{40 2 15 0,01
40{100 2,3 22 0,01
100{1 3 17 0,01
Sirina delnega vodnika [mm]
0{40 1,1 15 0,01
40{100 1,1 18,3 0,01
100{1 1,28 14,5 0,01
Stevilo delnih vodnikov
0{40 1 79 1
40{100 1 79 1





 0{40 0,75487 5,63171 0,00001
40{100 0,63531 6,04898 0,00001
100{1 0,13284 5,93225 0,00001
Stevilo ovojev na svitek
0{40 1 32 1
40{100 1 18 1
100{1 1 12 1
Stevilo aksialnih vodnikov
0{40 1 5 1
40{100 1 10 1
100{1 1 4 1
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 Prekoracitev visine VN ali NN navitja:
Nekateri transformatorji so visinsko omejeni in je zato treba pre-
preciti previsoke stebre, ki bi lahko ovirali transport.
 Stevilo stopnic v magnetnem jedru:
Magnetno jedro je sestavljeno iz plosc, ki tvorijo stopnice, stevilo
le-teh pa ne sme presegati dolocene vrednosti.
 Visina kanala:
Med stebrom magnetnega kroga in notranjim cilindrom tuljave je
kanal, katerega visina mora biti med 1 in 50 mm.
 Masa zice:
Zaradi izdelovalnih postopkov in omejenih zmogljivosti izdeloval-
nih naprav, masa zice ne sme presegati 500 ton. Na podlagi podat-
kov do sedaj izdelanih transformatorjev je masa zice tudi navzdol
omejena na 500 kilogramov.
 Masa magnetnega jedra:
Zaradi nosilnosti miz, na katerih se sestavlja magnetno jedro, je
masa jedra navzgor omejena. Na podlagi podatkov do sedaj izde-
lanih transformatorjev je masa magnetnega jedra navzdol omejena
na 500 kilogramov.
 Medosna razdalja:
Medosna razdalja med glavnimi stebri magnetnega kroga mora
biti zaradi elektricnih in zikalnih zakonitosti med 200 in 5000
mm.
 Sila stiskanja tuljave:
Zaradi omejenih zmogljivosti naprav, ki se uporabljajo med izde-
lavo transformatorja, je sila stiskanja tuljave navzgor omejena na
10000 kN.
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 Prostor letve v odvisnosti od polmera stebra:
Zaradi boljsega izkoristka mora biti prostor stebra letve manjsi
kot polmer stebra.
 Stevilo delnih vodnikov:
Odvisno od tipa deniranega vodnika je stevilo delnih vodnikov
omejeno na 1, v primeru ploscate zice, 2 v primeru dvojnega vo-
dnika, 3 v primeru trojnega vodnika. Ce je izbran tip vodnika
kabel, je stevilo delnih vodnikov omejeno, kot je zapisano v tabeli
2.1, stevilo delnih vodnikov pa mora biti liho.
2.2.4 Ciljne karakteristike
Nacrtovan transformator mora izpolnjevati elektromagnetne ter zikalne zah-
teve kupca, hkrati pa zelimo tudi cim manjso tezo transformatorja ter seveda
cim nizjo ceno izdelave. Vrednosti kratkosticnih izgub in izgube praznega
teka morata biti cim blizji specicirani vrednosti in ne smeta presegati do-
voljenega odstotka napake, saj se drugace zaracuna pogodbena globa. Prav
tako se mora napetost kratkega stika cim bolj priblizati specicirani vredno-
sti in pod nobenim pogojem ne sme presegati dovoljenega odstotka napake.
V okviru tega magistrskega dela smo dolocili pet ciljnih karakteristik, ki so
nastete in opisane v nadaljevanju. Zajete ciljne karakteristike predstavljajo
le najpomembnejse pogodbene zahteve, v prihodnosti pa se lahko zajame se
vrednosti hrupa, napako prestave in tako dalje.
Cena izdelave
Najpomembnejsa ciljna karakteristika za podjetje je cena izdelave. Nizja kot
je cena izdelave, visji je dobicek podjetja. Izracun cene je obsiren, lahko
pa ga razdelimo na tri glavna podrocja: cena materialov, cena ocenjenih ur
izdelave in cene pogodbene globe. Ceno zelimo minimizirati.
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Masa
Zaradi mase transformatorja lahko prihaja do dodatnih zapletov pri nacrtovanju,
saj mora biti sama konstrukcija transformatorja dovolj mocna, da nosi lastno
tezo. Vecja teza pomeni tudi bolj zahtevno specikacijo temeljev, od teze pa
je odvisna tudi cena transporta. Masa transformatorja je lahko le nekaj ton
pa vse do vec sto ton. Maso zelimo minimizirati.
Izgube praznega teka
Ko na sekundarnih sponkah transformatorja ni prikljucenega bremena, se
lahko izmerijo izgube praznega teka. Izgube praznega teka (P0) sestavljajta
energija, ki je potrebna za magnetenje jedra (Pm), in energija, ki se trosi
zaradi vrtincnih tokov v magnetnem jedru (PV m) [9], izracuna pa se z enacbo
P0 = PV m + Pm: (2.2)
Vrednost izgube praznega teka je pogodbeno dolocena in se ji zelimo cim bolj
priblizati.
Energijo PV m, ki napaja vrtincne tokove, izracunamo z enacbo
PV m = U
2Gm; (2.3)
kjer Gm predstavlja prevodnost jedra, U pa napajalno napetost.
Magnetizacijska energija Pm se izracuna iz reaktance magnetnega jedra
(Xm), ki je odvisna od tehnike izdelave in geometrije jedra in napajalne






Ce sponke sekundarnega navitja sklenemo, lahko izmerimo kratkosticne iz-
gube transformatorja. Kratkosticne izgube (Pk), izracunane z enacbo
Pk = P
 + PV p + Ps; (2.5)
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so sestevki ohmskih izgub navitij (P
), izgub, ki nastajajo zaradi vrtincnih to-
kov v zicah in prevodnih delih transformatorja (PV p), in izgub zaradi koznega
pojava (Ps).




Upornost zice RCu je odvisna od specicne upornosti materiala zice, v nasem
primeru bakra, in od geometrije zice. I je tok, ki tece po navitju [9]. Vrednost
kratkosticne izgube je pogodbeno dolocena in se ji zelimo cim bolj priblizati.
Izgube Ps zaradi koznega pojava lahko zmanjsamo tako, da uporabljamo
delne vodnike manjsih dimenzij. Izgube PV p povzrocene zaradi vrtincnih to-
kov pa lahko negiramo s tem, da zmanjsamo kolicino prevodnih materialov v
transformatorju. Izracun teh dveh izgub je preobsezen za to magistrsko delo,
zainteresirani bralec pa lahko pridobi informacije o izgubah zaradi vrtincnih
tokov v [10], o izgubah zaradi koznega pojava pa v [11].
Kratkosticna napetost
Kratkosticna napetost je delez nazivne napetosti na primarnem navitju, ki
je potrebna, da cez kratko sklenjeno sekundarno navitje tece nazivni tok.







Odvisna je od geometrije transformatorja, ampernih ovojev in kolicine stre-
sanega magnetnega polja. Sestavljena je iz ohmskega dela u
 in induktivnega
dela ux [12]. Kratkosticna napetost je pogodbeno dolocena in se ji zelimo cim
bolj priblizati.






Pk predstavlja kratkosticne izgube, Sn pa nazivno navidezno moc transfor-
matorja.
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Ws predstavlja energijo razsipanega magnetnega polja, f je frekvenca, Sn pa
nazivna navidezna moc transformatorja.
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Poglavje 3
Genetski algoritmi
Matematicna optimizacija je postopek izbire optimalne vrednosti iz mnozice
vrednosti, v odvisnosti od enega ali vec kriterijev. Cilj matematicne optimi-
zacije je poiskati argumente, ki se s kriterijsko funkcijo preslikajo v globalni
ekstrem. Obstajata dve vrsti optimizacije. Pri minimizaciji iscemo resitev
z najmanjso vrednostjo kriterijske funkcije, maksimizacija pa isce resitev z
najvecjo vrednostjo kriterijske funkcije.
Denicija 1 Matematicna optimizacija
Dana je kriterijska funkcija f(x), ki preslika vrednosti iz mnozice argumentov
A v mnozico realnih stevil R, torej f(x) : A! R. S postopkom matematicne
optimizacije izberemo tak x0, da velja:
 f(x0) 6 f(x); 8x 2 A (za minimizacijo),
 f(x0) > f(x); 8x 2 A (za maksimizacijo).
Veliko problemov, s katerimi se soocamo v industriji, je nelinearnih, z
mnogimi vhodnimi in izhodnimi argumenti, obseznim iskalnim prostorom in
omejitvami. Iskanje globalnega ekstrema je v takih primerih casovno za-
mudno in racunsko zahtevno. V vecini primerov se izkaze, da za resitev
dolocenega problema ni potrebe po globalnem ekstremu, ampak pogoje za-
dovolji ze lokalni ekstrem, ki je dovolj blizu globalnemu ekstremu. Za iskanje
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taksnih resitev si pomagamo s hevristicnimi algoritmi. Cilj hevristicnih algo-
ritmov je pridobiti dovolj dobro resitev v dolocenem casovnem okvirju. Da
pridobijo dovolj dobro resitev, morajo taksni algoritmi zrtvovati natancnost
za hitrost. Hevristicni algoritmi uporabljajo lastnosti problema, s katerimi
si pomagajo pri iskanju optimalne resitve. Za izdelavo dobrega hevristicnega
algoritma moramo zelo dobro poznati problem, s katerim se ukvarjamo. He-
vristicni algoritmi so specicni glede na problem, ki ga resujemo.
Mnogi problemi v industriji zajemajo znanje vec znanstvenih podrocij.
Celostno razumeti taksne probleme je prakticno nemogoce, zato je izdelava
dobrega hevristicnega algoritma izredno tezavna. V taksnih primerih nam
priskocijo na pomoc metahevristicni algoritmi. Te algoritme lahko gledamo
kot "crno skatlo", v katero vlozimo zahteve, iz nje pa pridobimo resitev.
Vecina metahevristik temelji na stohasticni optimizaciji. Resitve metahevri-
sticnih algoritmov so odvisne od nakljucne mnozice, ki je bila uporabljena
pri iskanju resitve. Zaradi tega se lahko zgodi, da nam metahevristicen algo-
ritem, ob veckratnem zagonu, vraca razlicne resitve, ceprav smo mu posre-
dovali identicne vhodne vrednosti.
Clovestvo je za resevanje problemov mnogokrat posnemalo naravo. Pri
metahevristicnih algoritmih ni bilo nic drugace. Skozi zgodovino optimizacije
se je razvilo mnogo algoritmov, ki temeljijo na resitvah narave [13]. Evolucij-
ski algoritmi so metahevristicni algoritmi, navdihnjeni s strani bioloske evo-
lucije. Glavni koraki evolucijskih algoritmov so ocenitev resitev, dolocanje
posameznikov za razmnozevanje in razmnozevanje. Znotraj te skupine algo-
ritmov spadajo tudi genetski algoritmi. Ti predstavljajo osebke (resitve) kot
skupek genov (vrednosti), ti geni pa se krizajo z drugimi in mutirajo, tako
kot v naravi. Genetski algoritmi tako iscejo najboljsi osebek skozi mnogo
generacij in posledicno najboljso resitev.
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3.1 Osnovni genetski algoritem
Ker so genetski algoritmi preslikava naravne evolucije, velikokrat pri opisu de-
lovanja uporabljamo izposojenke iz biologije. Osnovna entiteta v genetskem
algoritmu je osebek. Sestavlja ga kromosom, optimizacijske spremenljivke,
ki izhajajo iz kromosoma in vrednost kriterijske funkcije. Osebek lahko ime-
nujemo tudi resitev, saj vsebuje optimizacijske spremenljivke, ki so resitev
optimizacijskega problema. Osebek je enoznacno deniran s kromosomom.
Kromosom je kodiran niz vrednosti. Te vrednosti lahko predstavljajo eno ali
vec spremenljivk. Kromosom je pretvorjen prek dolocenega pravila v opti-
mizacijske spremenljivke. Genetski algoritem lahko razdelimo na stiri dele:
izracun kriterijske funkcije, izbor, krizanje in mutacija.
Genetski algoritmi se razlikujejo od klasicnih metod optimizacije v stirih
glavnih tockah [2]:
 Genetski algoritmi manipulirajo kodiran zapis spremenljivke in ne spre-
menljivke same.
 Genetski algoritmi imajo mnozico zacetnih tock in lahko delujejo vzpo-
redno.
 Genetski algoritmi potrebujejo le kriterijsko funkcijo, za razliko od
klasicnih, ki potrebujejo pomozne funkcije, na primer funkcijo odvoda.
 Genetski algoritmi uporabljajo pravila na podlagi verjetnostnih preho-
dov, klasicni uporabljajo deterministicna pravila.
Zacetna tocka genetskega algoritma je inicializacija populacije. Ta je
lahko popolnoma nakljucna, s tem pa tudi pripomoremo k vecji pokritosti
iskalnega obmocja.
Osebkom nato izracunamo vrednost kriterijske funkcije. Sledi izbor, kjer
izberemo najboljse osebke, ki se bodo krizali med seboj. Nato sledi krizanje,
za njim pa mutacija osebkov. Cel postopek se pricne znova, dokler ne
dosezemo zeljenega stevila generacij. Ob zakljucku je izbran osebek z najnizjo
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vrednostjo kriterijske funkcije in vrnjen kot rezultat genetske optimizacije.
Diagram poteka enostavnega genetskega algoritma 3.1 prikazuje, v sivi barvi,
potek akcij, ki se izvajajo nad populacijo, v modri barvi pa spremembe v po-
pulaciji.
3.1.1 Izbor
Izbira primernega spolnega partnerja je pomembna tako v naravi kot pri ge-
netskih algoritmih. Izbor podvaja dobre osebke in iz generacije odstranjuje
slabe. Obicajno se med postopkom izbora velikost populacije ne spreminja.
Pri genetskih algoritmih poznamo vec moznosti izbire. Vsi se naslanjajo na
vrednost kriterijske funkcije osebka. Ker zelimo najboljse rezultate, usme-
rimo izbor tako, da se izberejo najboljsi osebki. Deterministicen nacin izbire
lahko pripelje do prehitrega konvergiranja v lokalni optimum. Zato se je skozi
razvoj genetskih algoritmov izoblikovalo vec stohasticnih algoritmov izbora.
Izbor z ruletnim kolesom
Izbor z ruletnim kolesom je poznan tudi pod imenom sorazmerna selekcija
[14]. Izvedemo jo tako, da sestejemo vse vrednosti kriterijske funkcije osebkov
v populaciji, kar predstavlja 100 % celotnega ruletnega kolesa. Nato dolocimo
vsakemu osebku odstotek, relativen na njegovo vrednost kriterijske funkcije.
Ruletno kolo zavrtimo tolikokrat, kolikor osebkov potrebujemo. Ruletno kolo
je vidno na sliki 3.2, njemu pripadajoca pa je tabela 3.1.
Problem izbora z ruletnim kolesom lahko nastane, ko ima en osebek ve-
liko vecjo vrednost kriterijske funkcije kot ostali. Takrat je verjetnost izbora
tega osebka veliko vecja. To lahko privede do nasicenja izborne skupine z
doticnim osebkom. Posledica tega je lahko prezgodnja konvergenca v lokalni
optimum, saj bodo skoraj vsi potomci identicni temu osebku. Problem pa
lahko tudi nastane, ce imajo vsi osebki priblizno enako vrednost kriterijske
funkcije. Takrat lahko pride do uniformne preslikave populacije v izborno
skupino. Rezultat je torej isti kot preskok celotnega izbornega koraka. S tem
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Slika 3.1: Diagram poteka enostavnega genetskega algoritma.
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Slika 3.2: Ruletno kolo s stirimi osebki.
preprecujemo konvergenco algoritma v lokalni ekstrem. V izogib obeh pro-
blemov lahko uporabimo skaliranje kriterijske funkcije, kot je opisal Goldberg
[2].
Turnirski izbor
Za izvedbo turnirskega izbora kloniramo celotno populacijo, nato pa se iz-
vajajo turnirji med dvema nakljucnima osebkoma iz originalne in klonirane
populacije. Vsak turnir doda zmagovalca v skupino, namenjeno izboru, ki
je posledicno iste velikosti kot zacetna populacija. Pri turnirskemu izboru je
moznost prezgodnje konvergence veliko nizja kot pri izboru z ruletnim kole-
som, saj se lahko najboljsa resitev v populaciji pojavi le dvakrat v skupini,
ki je nato uporabljena za izbor. Prav tako ni problema v primeru priblizno
enake vrednosti kriterijske funkcije, saj v turnirju vedno eden izmed osebkov
zmaga. Osebek je v mnozici za izbor lahko predstavljen dvakrat, ce zmaga
oba turnirja, enkrat, ce zmaga enega, ali nikoli, s cimer je izlocen iz izborne
skupine.
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Tabela 3.1: Tabela prikazuje stiri osebke z rezultati kriterijske funkcije in
odstotkom v ruletnem kolesu 3.2.







Krizanje je izmenjava genetskih podatkov med obicajno dvema, lahko pa
tudi vec osebki. Obstaja vec nacinov krizanja, obicajno pa je odvisno, kje
in koliko je tock krizanja. Na tocki krizanja se kromosom osebka razcepi
in se zdruzi z razcepljenim kromosomom drugega osebka. Tock krizanja je
lahko toliko, kot je bitov v kromosomu, kar efektivno pomeni, da starsa vsak
drugi bit prispevata v genski zapis otroka. Vec tock krizanja lahko pripelje
do hitrejse konvergence h globalnemu maksimumu [15], vendar to ne pomeni,
da bo resitev boljsa. Spears je dokazal, da je izboljsava resitev neodvisna od
krizanja, saj so izboljsave odvisne le od homogenosti populacije in dolzine
kodiranega niza [15]. Homogenost populacije je mera, ki prikazuje, koliko
enakih ali zelo podobnih osebkov imamo v populaciji. Vecja kot je homo-
genost populacije, manjsa je moznost, da bodo otroci razlicni od starsev.
Vectockovno krizanje pa lahko tudi poslabsa delovanje genetskega algoritma,
saj otroci ne obdrzijo kodnega zaporedja dobrih resitev starsev, kar lahko
pripelje do slabse ocenjenega osebka [14]. Na sliki 3.3 je prikazan postopek
krizanja.
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Slika 3.3: Postopek krizanja, kjer je z devet-bitnim nizom kodirana barva.
3.1.3 Mutacija
Pojav mutacije genov je v naravi redek [16]. Prav tako je pri genetskih algo-
ritmih verjetnost mutacije ponavadi nizka. Mutacija pri iskanju predstavlja
spremembo raziskovalnega obmocja. Mutiranje genetskega zapisa je lahko
implementirano na vec nacinov [14], ki pa zaradi teorema o neobstoju za-
stonj kosila [15], ne spremenijo konvergence algoritma. Obicajna implemen-
tacija mutacije je negiranje enega bita kromosoma osebka, ki je bil izbran za
mutacijo. Kateri bit bo mutiran, je doloceno nakljucno. Kateri osebek bo
mutiran, je doloceno nakljucno glede na vrednost mutacijskega koecienta.
Mutacijski koecient doloca, koliko osebkov bo mutiranih v populaciji. Ker
ne zelimo, da genetski algoritem konstantno spreminja iskalno obmocje, mora
biti mutacijski koecient relativno nizek. Prenizek mutacijski koecient pa
lahko pripelje do pocasnejse konvergence, saj algoritem prepocasi spremi-
nja iskalno obmocje. Stroka se strinja, da po vecini mutacijski koecient ne
sme presegati vrednosti 1=jBj [17, 18], kjer jBj predstavlja stevilo bitov v
kromosomu.
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3.2 Vecciljni genetski algoritmi
Realni problemi v industriji so redkokdaj opisani z eno samo izhodno vredno-
stjo modela problema. Vecino casa so taki problemi opisani z vec funkcijami,
ki sestavljajo model. Vsaka funkcija je obicajno odvisna od vseh spremen-
ljivk, kar pomeni, da z optimizacijo spremenljivk za resitev dolocene funkcije
poslabsamo resitve drugih. Optimizacija taksnih problemov, z osnovnimi
(enociljnimi) algoritmi, je lahko zahtevna, saj moramo poiskati taksno kri-
terijsko funkcijo, ki zdruzi vse resitve modela v eno vrednost. Take funkcije
temeljijo na utezevanju vrednosti kriterijskih funkcij. Dolocanje utezi je tudi
za eksperte problema, ki ga zelimo optimizirati, zahtevno opravilo, ki ne pri-
nese vedno zeljenih rezultatov. Tezavno pa je tudi povecati pomen dolocene
funkcije modela v ze uglaseni kriterijski funkciji, saj je potrebno ponovno
uglasiti vse utezi.
V izogib vseh navedenih preprek se lahko posluzimo vecciljnih genetskih
algoritmov. Ti delujejo na principu dominacije in priblizevanju Pareto fronti.
Prehod iz enociljnega na vecciljni algoritem se za uporabnika izraza v tem, da
mu algoritem sedaj vraca vec optimalnih resitev in ne samo ene. Uporabnik
se nato lahko odloci, katera resitev mu najbolj odgovarja.
3.2.1 Dominacija in Pareto fronta
Prevlada ali dominacija je stanje, kjer osebek a dominira osebek b. Domina-
cija se izrazi z operatorjem .. Ce je zapisano a . b, to pomeni, da je resitev
a dominirana s strani boljse resitve b. V primeru zapisa a / b pa pomeni, da
a dominira resitev b [14].
Denicija 2 Dominacija
Dana je mnozica kriterijskih funkcij F . Resitev a dominira resitev b (mini-
mizacija), ce velja:
 8fi 2 F : fi(a) 6 fi(b),
 9fi 2 F : fi(a) < fi(b).
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Resitev a dominira resitev b (maksimizacija), ce velja:
 8fi 2 F : fi(a) > fi(b),
 9fi 2 F : fi(a) > fi(b).
Za genetske algoritme najpomembnejsa relacija dominacije je tranzitiv-
nost. To pomeni, da ce a / b in b / c potem velja a / c. S pomocjo dominacije
lahko poiscemo boljse resitve in Pareto fronto.
Denicija 3 Mnozica nedominiranih resitev
Ce v mnozici resitev R obstaja podmnozica resitev R', katere elemente ne
dominira nobena resitev iz mnozice R, potem se mnozica R' imenuje mnozica
nedominiranih resitev.
Mnozica nedominiranih resitev obstaja v mnozici resitev trenutne iteracije
algoritma. Po izracunu kriterijskih funkcij se na podlagi teh doloci mnozica
nedominiranih resitev. Ce razsirimo denicijo 3, kjer mnozica resitev zajema
mnozico vseh moznih resitev, tej mnozici nedominiranih resitev recemo Pa-
reto optimalna mnozica ali Pareto fronta. Beseda fronta se lahko uporabi,
saj resitve, ki jo sestavljajo, tvorijo fronto, kot je razvidno na sliki 3.4.
Cilj vecciljnih genetskih algoritmov je pridobiti cim bolj reprezentativne
resitve po Pareto fronti, ki pokrijejo globalne optimume vseh kriterijskih
funkcij. Da algoritem usmerimo proti boljsi pokritosti globalnih optimumov
kriterijskih funkcij, lahko uporabimo metriko nakopicenosti. Ta nam poda
razdaljo resitve od njenih sosedov. Resitve z majhno metriko nakopicenosti
zavrzemo. Metriko nakopicenosti, ki smo jo uporabili pri razvoju genetskega
algoritma v tej magistrski nalogi, je opisal Deb v [14].
3.2.2 Dolocanje stopenj resitev
Pri enociljnih genetskih algoritmih lahko primerjamo dva osebka po rezultatu
kriterijske funkcije, glede na to pa lahko razvrstimo celotno populacijo od
najboljsega do najslabsega osebka. Pri vecciljnih genetskih algoritmih je
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Slika 3.4: Teoreticni rezultati minimizacije z dvema kriterijskima funkci-
jama g(s) in f(s). Z oranzno barvo je predstavljena Pareto fronta, ki jo
tvorijo najboljse resitve optimizacije.
taka primerjava veliko bolj zahtevna, saj nacin primerjanja dveh osebkov ne
omogoca ekstrapolacije na celotno populacijo. Dva osebka se lahko med seboj
primerja le na podlagi dominacije, ce osebek a dominira osebek b in obratno.
V primeru, da se osebka ne dominirata, ne moremo dolociti, kateri osebek je
boljsi, prav tako pa ne moremo iz tega dolociti, kako dober je osebek glede
na celotno populacijo. Zato si pomagamo z mnozico nedominiranih resitev.
Najboljse osebke v populaciji ne dominira noben drug osebek. Ti osebki
sestavljajo mnozico nedominiranih resitev. Tem osebkom dolocimo stopnjo
1. Ce osebke s stopnjo 1 zacasno odstranimo iz populacije, pridobimo novo
mnozico nedominiranih resitev. Osebke iz nove mnozice nedominiranih resitev
oznacimo s stopnjo 2. Ker so bili osebki s stopnjo 2 uvrsceni v mnozico ne-
dominiranih resitev sele, ko smo iz populacije zacasno odstranili osebke s
30 POGLAVJE 3. GENETSKI ALGORITMI
stopnjo 1, lahko trdimo, da so osebki s stopnjo 1 boljsi kot osebki s stopnjo
2. Postopek ponovimo, stopnjo pa inkrementiramo. Postopek ponavljamo,
dokler ne dolocimo stopnje vsem osebkom v populaciji. S tem pridobimo
nacin primerjanja, kjer lahko dolocimo, kateri osebek je boljsi glede na sto-
pnjo, ki mu je bila dolocena.
Osnovni algoritem dolocanja stopenj ima casovno zahtevnost O(jF jN3)
[19], kjer jF j predstavlja stevilo kriterijskih funkcij, N pa stevilo osebkov
v populaciji. Skozi leta je bilo razvitih vec algoritmov dolocanja stopenj z
boljso casovno zahtevnostjo [20, 21, 19].
3.2.3 Elitizem pri genetskih algoritmih
Zaradi stohasticne narave genetskih algoritmov se lahko med izvajanjem al-
goritma zgodi, da se optimalna resitev izgubi. Do taksnih izgub pride, ker se
optimalna resitev kriza v naslednji generaciji s suboptimalno resitevijo, ka-
terih potomec je nato suboptimalen. Taksna izguba pa se lahko pripeti tudi
pri mutaciji. Zaradi taksnih izgub se je skozi leta razvilo vec popravkov ge-
netskih algoritmov, ki obdrzijo najboljse osebke skozi celotni tek genetskega
algoritma. Take algoritme imenujemo elitisticni genetski algoritmi. Dokaz
o konvergenci elitisticnih algoritmov lahko najdemo v clanku Bhandarija,
Murthyja in Pala [22].
Obstaja vec elitisticnih algoritmov, vecinoma pa se delijo na dve katego-
riji:
 ohranjanje najboljsih resitev tekom samega postopka genetskega algo-
ritma,
 ohranjanje najboljsih resitev v izolirani mnozici izven genetskega algo-
ritma.
Ohranjanje najboljsih resitev tekom postopka se lahko izvede tako, da
se po krizanju preveri dominacija otrok nad starsi, v naslednjo generacijo
pa nadaljujeta le dva najboljsa. S tem zagotovimo, da se iz generacije v
generacijo ohranja najboljsa resitev. Problem takega elitizma lahko nastane,
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ce so vsi osebki v mnozici nedominiranih resitev. Takrat moramo izbrati nov
nacin izbire najboljsih osebkov. V takih primerih se lahko uporabi metrika
nakopicenosti, ki pa jo moramo izracunati na podlagi celotne populacije, saj
le tako vidimo, kateri osebek je najbolj reprezentativen.
Drug nacin ohranjanja najboljsih resitev tekom postopka se lahko izvede
tako, da najboljse posameznike ali najboljsega posameznika preselimo v novo
generacijo brez mutacije. Najboljse osebke se vedno uporabimo za krizanje,
vendar se s svojimi potomci v novo generacijo preselijo tudi sami.
Ohranjanje najboljsih resitev izven algoritma je opisano v clanku o Pareto
ltru [23]. Pareto lter je mnozica osebkov, ki se ohranja skozi obdobja
algoritma. Po izracunu kriterijskih funkcij v generaciji se izbere osebke, ki
so v mnozici nedominiranih resitev. Ta mnozica se doda Pareto ltru. V
ltru se nato novo dodane resitve primerjajo z ze dodanimi. Zavrzejo se
dominirane resitve. Ce stevilo osebkov v Pareto ltru presega velikost ltra,
se resitve uredi s pomocjo metrike nakopicenosti, v Pareto ltru pa ostanejo
le resitve z najdaljsimi medsosedskimi razdaljami. Mnozici osebkov v Pareto
ltru lahko recemo tudi elita.
3.2.4 Vecciljni genetski algoritmi z omejitvami
Pri realnih problemih velikokrat prihaja do omejitev, tako optimizacijskih
spremenljivk kot tudi izhodnih vrednosti kriterijskih funkcij. V takih prime-
rih moramo deliti resitve na dopustne in nedopustne. Dopustne resitve so
tiste, ki ne krsijo omejitev.
Najlazji pristop obravnavanja nedopustnih resitev bi bil ignoriranje nedo-
pustnih resitev. Pri tem nastane problem, ce je zacetna populacija vecinoma
nedopustna, saj bi tako algoritem lahko prehitro konvergiral v lokalni opti-
mum [14]. Prav tako nastane problem pri iskanju zacetnih dopustnih resitev,
saj algoritem ne razloci med nedopustnimi resitvami. Primer dveh razlicno
sprejemljivih nedopustnih resitev je transformator, ki ima negativno visino,
v primerjavi s transformatorjem, ki ima visino manjso kot en meter. Iz teh
dveh primerov je razvidno, da je transformator z negativno visino znatno
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bolj nerealen kot transformator z visino manjso od enega metra.
Veliko boljsi pristop je dolocitev kazenske funkcije, prek katere lahko
dolocimo, katere resitve so bolj nedopustne. Z njo lahko nato usmerimo
algoritem v iskalni prostor, kjer se nahajajo dopustne resitve. S tem efek-
tivno dodamo vecciljnemu genetskemu algoritmu dodatni enociljni genetski
algoritem, ki skrbi, da mnozica resitev pride do iskalnega prostora dopustnih
resitev, nato pa skrbi, da mnozica ostane tam. Tak pristop je veliko boljsi
kot ignoriranje nedopustnih resitev, saj tudi nedopustne resitve vsebujejo
doloceno informacijo, ki nas lahko pripelje do dopustnih resitev.
Dominacija pri vecciljnih genetskih algoritmih z omejitvami
Dopustne resitve so objektivno boljse od nedopustnih. Potrebno pa je tudi
razlikovati med nedopustnimi resitvami. Zato se k deniciji dominacije doda
upostevanje omejitev. Denicija 4 prikazuje dominacijo z omejitvami, ki jo
je opisal Deb [14].
Denicija 4 Dominacija z omejitvami
Resitev a dominira resitev b, ce:
 je resitev a dopustna in resitev b ni,
 sta obe resitvi nedopustni, resitev a pa krsi omejitve manj kot resitev b,




V tem poglavju bomo pregledali pristope in metode, s katerimi smo razvili
genetski algoritem vecciljne optimizacije. Cilj algoritma je pridobiti vredno-
sti spremenljivk, ki enoznacno opisejo mocnostni transformator, ki zadostuje
ciljnim karakteristikam in zadovoljuje zahtevane omejitve. Vhodne vrednosti
so moc transformatorja, izgube praznega teka, kratkosticne izgube in krat-
kosticna napetost. Spremenljivke, ki opisujejo mocnostni transformator, so
opisane v poglavju 2.2.1, omejitve pa so opisane v poglavju 2.2.2. Algoritem
smo zastavili kot minimizacijsko optimizacijo, razvili pa smo ga v program-
skem jeziku C#.
4.1 Pregled sorodnih algoritmov
Optimizacije mocnostnih transformatorjev so se raziskovalci lotili z razlicnimi
tipi genetskih in evolucijskih algoritmov. Enociljni genetski algoritmi [24,
25] so enostavni za implementacijo in razumevanje. Njihova sibka tocka je
dolocanje in uglasevanje prispevkov posamezne kriterijske funkcije. Dolocanje
prispevkov je zelo zahtevno opravilo, tako za laika kot tudi za izvedenca s
podrocja nacrtovanja transformatorjev.
Avtorji [26] so primerjali nacrtovanje transformatorja s klasicno metodo
veckratnega nacrtovanja [27] z elitisticnim genetskim algoritmom, ki izbira
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primerne resitve s pomocjo turnirske selekcije. Prisli so do ugotovitve, da
v povprecju genetski algoritmi konvergirajo k boljsim resitvam kot klasicni
nacini nacrtovanja. Izdelani algoritem ne optimizira vseh karakteristik trans-
formatorja, vendar le tisto, ki jo uporabnik algoritma izbere.
Izboljsave klasicnega genetskega algoritma so predstavljene v [28]. Av-
torji so vpeljali zmanjsevanje verjetnosti krizanja kromosomov in narascanje
verjetnosti mutacije skozi generacije. V klasicnih genetskih algoritmih je ko-
diranje kromosomskega zapisa realizirano kot znakovni niz, avtorji clanka pa
so zapis kodirali kot celo stevilo in s tem zmanjsali cas kodiranja in dekodi-
ranja zapisa. Vecciljno delovanje algoritma je implementirano kot sestevek
normalizirane ustreznosti, namesto s principom Pareto dominacije.
Nacrtovanja transformatorja z vecciljnim algoritmom optimizacije roja
delcev je opisano v [29]. V clanku je predstavljen celovit vecciljni algoritem,
ki deluje na principu Pareto dominacije in lahko v enem ciklu izracuna vec
Pareto optimalnih resitev.
4.2 Pregled algoritma
Za lazje razumevanje bomo v tem razdelku pregledali potek enega obdo-
bja algoritma. Ob zagonu algoritma se inicializira populacija osebkov, kjer
ima vsak osebek svoj nakljucno generiran kromosom (razdelek 4.3). Vsak
osebek je pregledan, ce izpolnjuje prvi dve stopnji omejitev (razdelek 4.4).
Nato se izvede izracun kriterijskih funkcij (razdelek 4.5). Osebke se pregleda,
ce izpolnjujejo tretjo stopnjo omejitev. Populacijo se nato uvrsti v stopnje
(razdelek 4.6). Osebkom se izracuna metrika nakopicenosti (razdelek 4.7).
Algoritem primerja osebke v prvi stopnji trenutne populacije s trenutnimi
osebki v eliti in jih doda v elito (razdelek 4.8). Izvede se izbor s pomocjo
turnirske selekcije (razdelek 4.9). Zmagovalci turnirja so krizani med seboj,
s cimer se ustvari nova populacija (razdelek 4.10). Nad novo populacijo se
nato izvede mutacija (razdelek 4.11). S tem se zakljuci trenutno obdobje, iz
katerega se v novo prenese novo nastala generacija in elita.
4.3. KODIRANJE KROMOSOMA 35
4.3 Kodiranje kromosoma
Osnova vsakega genetskega algoritma so osebki, ki se skozi obdobja delijo
in mutirajo. Vsak osebek je enoznacno deniran s kromosomom. V kromo-
somu so zakodirane vrednosti spremenljivk, ki enoznacno opisejo resitev, ki
jo iscemo, v nasem primeru transformator. Za namene nasega algoritma smo
uporabili bitno kodiranje kromosoma.
Obicajno se pri genetskih algoritmih uporablja ksno dolzino kromosoma.
V nasem primeru temu ni tako. Ker zelimo, da nas algoritem izracuna vre-
dnosti za tako najmanjse kot najvecje transformatorje, smo omejili vrednosti
spremenljivk glede na moc transformatorja. Z analizo podatkovne baze ze
izracunanih in izdelanih transformatorjev smo ugotovili, da se glede na moc
transformatorja spremenljivke gibljejo v dolocenih intervalih. To je najbolj
opazno pri spremenljivki premer stebra. V tabeli 2.1 lahko vidimo najmanjse
in najvecje vrednosti spremenljivk v treh mocnostnih intervalih. S tem smo
preprecili algoritmu iskanje v prostoru, kjer so vrednosti spremenljivk nere-
alne za zahtevano moc transformatorja.
Ker z bitnim kodiranjem spremenljivk ne moremo zakodirati zveznih vre-
dnosti, smo morali dolociti mnozico diskretnih vrednosti za vsako spremen-
ljivko. Nekatere spremenljivke, kot na primer stevilo delnih vodnikov, tip
plocevine itd. ze same po sebi niso zvezne, druge, kot na primer premer
stebra, sirina delnega vodnika itd. pa zaradi izvedbenih omejitev ne morejo
biti zvezne. Premer stebra v milimetrih mora biti na primer deljiv z dve za-
radi nacina izdelave magnetnega jedra. Edini resnicno zvezni spremenljivki
sta magnetna gostota in tokovna gostota. Za diskretizacijo teh dveh spre-
menljivk smo z analizo baze ze izdelanih transformatorjev dolocili najmanjso
razliko med dvema vrednostma in tako dobili delto diskretizacije. Najmanjse
razlike ali delte vseh spremenljivk so vidne v tabeli 2.1.
Kromosom B je sestavljen iz binarnih nizov spremenljivk. Binarni niz za
i-to spremenljivko oznacimo kot Bi. Kromosom si lahko predstavljamo kot
B0B1:::Bn, kjer je n stevilo spremenljivk. Dolzina bitnega niza spremenljivke
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kjer i predstavlja zaporedno stevilko i-te spremenljivke, p pa predstavlja moc
transformatorja. jBi;pj predstavlja dolzino bitnega niza i-te spremenljivke
pri moci p, maxi;p predstavlja najvisjo vrednost i-te spremenljivke, mini;p
predstavlja najmanjso vrednost spremenljivke, i;p pa predstavlja najmanjso
razliko med dvema vrednostma za i-to spremenljivko.
Vrednost bitnega niza spremenljivke je zaporedna stevilka vrednosti spre-
menljivke na danem obmocju. Vsaka nadaljnja vrednost je za i;p vecja od
prejsnje. Dekodiranje bitnega niza i-te spremenljivke Bi;p v i-to spremen-
ljivko xi, ki se nahaja na obmocju med mini;p in maxi;p, z delto i;p, se
izvede z enacbo
xi = i;pBi;p(10) +mini;p; (4.2)
kjer se bitni niz pred izracunom pretvori iz dvojiskega v desetiski zapis.
V primeru, ko vrednost xi presega maxi;p, se izracuna razlika med i-to
spremenljivko in najvisjo dovoljeno vrednostjo i-te spremenljivke pri podani
moci transformatorja, kar se shrani kot napaka spremenljivke. Napaka spre-
menljivke je obravnavana v razdelku 4.4.1.
4.3.1 Shranjevanje kromosoma
V magistrskem delu in v literaturi se genetski zapis kromosoma obicajno
naziva kot bitni niz. Zaradi tega lahko bralec sklepa, da se mora kromosom
v algoritmu shraniti kot niz znakov. Shranjevati bitni zapis kot niz znakov
je lahko prostorsko potratno, manipulirati bitni zapis, ki je shranjen kot niz
znakov, pa lahko pripelje do povecane racunske kompleksnosti. Ce shranimo
zaporedje bitov, kot niz znakov, v racunalniskem pomnilniku porabimo en
bajt podatkov za vsak bit v bitnem nizu. To je osemkrat vec pomnilnika,
kot je potrebno za vsak bit. Namesto znakovnega niza lahko uporabimo
polje bajtov. Koliko prostora (Mb), v bitih, je potrebno v pomnilniku za
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shranjevanje bitnega zapisa dolzine jBj v znakovni niz lahko izracunamo z
enacbo
Mb = 8jBj: (4.3)
Za izracun kolicine pomnilniskega prostora, ki ga potrebujemo za shranjeva-






Najslabsi primer shranjevanje bitnega zapisa v polje bajtov je, ko moramo
shraniti bitni zapis dolzine
jBj = 8n+ 1;n 2 N; (4.5)
kjer imamo 7 bitov presezka. Zaradi boljse prostorske ucinkovitosti, smo v
nasem algoritmu shranjevanje bitnega zapisa implementirali s poljem bajtov.
4.3.2 Ustvarjanje kromosoma
Nov kromosom se v genetskem algoritmu ustvari na tri nacine. Ob zagonu
algoritma se inicializira populacija kromosomov. Pri genetskih algoritmih
se kromosomi inicializirajo nakljucno. V nasem algoritmu smo to realizi-
rali tako, da smo zgenerirali djBj=8e nakljucnih bajtov, kjer jBj predstavlja
dolzino kromosoma. S temi bajti smo nato zapolnili polje bajtov, v katerem
je shranjen bitni zapis kromosoma.
Druga dva nacina se izvajata v vsakem obdobju genetskega algoritma.
Nov kromosom se lahko "rodi"med postopkom krizanja (3.1.2), kjer je ustvar-
jen na podlagi dveh drugih kromosomov. Tretji nacin ustvarjanja novega
kromosoma pa je mutacija (3.1.3), kjer je predhodni kromosom mutiran.
4.4 Omejitve in napake
Po nastanku novega kromosoma je potrebno izracunati kriterijske funkcije.
Algoritmi, ki sestavljajo model transformatorja, so bili razviti skozi leta
38 POGLAVJE 4. RAZVOJ GENETSKEGA ALGORITMA
nacrtovanja transformatorjev in predpostavljajo, da bodo vhodne vrednosti
v primernih obmocjih. Izracun modela transformatorja je casovno zahteven
postopek, zato je potrebno razlociti, kateri kromosomi realisticno predsta-
vljajo transformatorje in so primerni za izracun. Dopustne kromosome lahko
poiscemo s pomocjo napak, ki jih bomo obravnavali v nadaljevanju.
Denirali smo tri vrste napak. Zdruzevanje napak v eno vrednost lahko
pripelje do enakih tezav kot resevanje vecciljnih problemov z enociljnim ge-
netskim algoritmom. Z zdruzevanjem bi izgubili tudi vrste napak in s tem
njihovo stopnjo kriticnosti. Stopnjo kriticnosti smo vpeljali, da lahko ure-
dimo nedopustne resitve po njihovi nedopustnosti.
Osebek z napako spremenljivke je najbolj nedopusten, saj ne more ob-
stajati in je najslabsi od vseh osebkov z napakami, zato ima napaka spre-
menljivke najvisjo stopnjo kriticnosti. Osebek z napako izpeljanih vrednosti
je manj nedopusten, saj so vsaj zacetne spremenljivke v zahtevanih mejah,
ceprav transformatorja kot takega ne bi bilo mozno izdelati. Osebek z na-
pako karakteristik transformatorja je se najmanj nedopusten, saj predstavlja
transformator, ki bi lahko obstajal, vendar ni primeren glede na specika-
cije transformatorja, zato ima napaka karakteristik transformatorja najnizjo
stopnjo kriticnosti.
4.4.1 Napaka spremenljivk
Vrednosti, ki jih predstavlja kromosom, so ze ob inicializaciji lahko napacne
zaradi nacina implementacije kromosoma. Vrednost spremenljivke, ki je
izracunana po enacbi 4.2, je lahko pri nakljucni inicializaciji vecja od najvecje
dovoljene vrednosti, ki je za zahtevano moc transformatorja podana v tabeli
2.1. Ker izracun modela zasede glavnino casa v algoritmu, je potrebno taksne
kromosome se pred izracunom oznaciti kot neprimerne za koncno resitev. Kot
smo ze obrazlozili v razdelku 3.2.4, neprimernih resitev ne smemo ignorirati.
Zato smo denirali napako spremenljivk Ep, ki je izracunana z enacbama







0@8<:epi; xi > maxi;p0; xi  maxi;p
1A2; (4.7)
kjer i predstavlja zaporedno stevilko i-te spremenljivke, xi vrednost i-te spre-
menljivke, jxj pa predstavlja stevilo spremenljivk. Ce je vrednost spremen-
ljivke manjsa od najvecje dovoljene vrednosti, je clen za tisto spremenljivko
enak 0.
4.4.2 Napaka izpeljanih vrednosti
Kot ze prej opisano, je izracun modela transformatorja sestavljen iz vec al-
goritmov. Ti algoritmi se zaporedno klicejo in kot vhod sprejmejo izhode
predhodno klicanih algoritmov. Pri izracunu lahko pride do tezav, kjer so
zacetne spremenljivke pravilne, izpeljane vrednosti pa presegajo omejitve.
Izpeljane vrednosti so opisane v poglavju 2.2.3. Zaradi tega smo implemen-
tirali napako izpeljanih vrednosti Ev, ki ob izracunu dolocenih izpeljanih
vrednosti preveri, ce so te dopustne in ce je smiselno nadaljevati izracun.













evhi; Vi > maxi
evli; Vi < mini




kjer Vi predstavlja i-to izpeljano vrednost, jV j predstavlja stevilo izpeljanih
vrednosti, maxi in mini pa predstavljata maksimum in minimum obmocja,
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na katerem se mora izpeljana vrednost Vi nahajati. Ce se izpeljana vrednost
nahaja na dovoljenem obmocju, je njen clen 0.
4.4.3 Napaka karakteristik transformatorja
Cilj nasega algoritma je poiskati dopusten transformator, ki se najbolj pri-
lega vhodnim podatkom. Ce ima transformator ob izracunu modela Ep = 0
in Ev = 0, se ne pomeni, da je transformator primeren za proizvodnjo. Po-
trebno je preveriti, da karakteristike transformatorja ne odstopajo pretirano
od ciljnih karakteristik. Ciljne karakteristike so opisane v razdelku 2.2.4. Ce
se karakteristike transformatorja nahajajo izven toleriranega obmocja, je po-
trebno taksne transformatorje oznaciti kot nedopustne. Vpeljali smo napako













echi; Ci > maxi
ecli; Ci < mini




kjer Ci predstavlja i-to karakteristiko transformatorja, maxi in mini pa pred-
stavljata maksimum in minimum obmocja tolerirane i-te karakteristike trans-
formatorja. Napaka se izracuna samo za kratkosticne napetosti, kratkosticne
izgube in izgube praznega teka. Napak za maso in ceno ni, saj za ti dve
karakteristiki nimamo deniranega obmocja.
4.5 Kriterijske funkcije
Kromosom je pretvorjen v optimizacijske spremenljivke, kot smo opisali v raz-
delku 4.3. Optimizacijske spremenljivke so uporabljene v kriterijskih funk-
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cijah. Glavni del kriterijskh funkcij sestavlja model transformatorja. Mo-
del kot vhod sprejme optimizacijske spremenljivke in vraca karakteristike
transformatorja, po katerih lahko ocenimo primernost resitve. Karakteri-
stiki transformatorja, ki ju zelimo minimizirati, sta cena izdelave in masa.
Omenjeni karakteristiki se lahko uporabita kot izhod kriterijskih funkcij za
ceno izdelave in maso. Ostale karakteristike se morajo priblizati ciljnim ka-
rakteristikam, ki so podane kot vhod v algoritem. Ker pa poznamo samo
minimizacijsko in maksimizacijsko optimizacijo, moramo priblizevanje pre-
tvoriti v minimizacijo. Pretvarjanje izvedemo z enacbo:
f(x) = jx  x0j; (4.14)
kjer f(x) predstavlja kriterijsko funkcijo, x predstavlja karakteristiko trans-
formatorja, x0 pa predstavlja ciljno karakteristiko.
V primeru, da optimizacijske spremenljivke zadostujejo omejitvam spre-
menljivk, se pricne izracun modela transformatorja. Nas model temelji na
interni knjiznici APT, razviti v programskem jeziku C#, ki se skozi leta izde-
lav transformatorjev razvija v podjetju Kolektor Etra. Zaradi kompleksnosti
modela se med izracunom preverjajo napake izpeljanih vrednosti. V primeru
da pride do napake, se izracun ustavi, osebek pa je oznacen kot nedopu-
sten. Ce model zakljuci izracun brez napak, se nad izhodom modela uporabi
enacbo 4.14. Za zahtevane vrednosti mase in cene se uporabi vrednost 0,
za izgube praznega teka, kratkosticne izgube in kratkosticno napetost pa
vrednosti, ki so bile podane ob zagonu algoritma.
4.6 Uvrscanje v stopnje
Ker zelimo pri turnirski selekciji primerjati osebke med seboj, jih moramo
uvrstiti v stopnje. Ker je nacin uvrscanja v stopnje opisan v 3.2.1 casovno
potraten, smo se odlocili, da bomo uporabili hirarhicno nedominirano ure-
janje (HNDS), opisano v [19]. Casovna zahtevnost HNDS algoritma je v
najboljsem primeru 
(jF jNpN), v najslabsem pa O(jF jN2) [19]. Algori-
tem HNDS smo priredili, da pri urejanju osebkov po vrednostih kriterijskih
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funkcij uposteva tudi stopnjo kriticnosti in vrednosti napak. Algoritem 1 je
funkcija primerjalnika, ki smo ga uporabili. Algoritem smo tudi minimalno
spremenili, da uporablja dominacijo z omejitvami, predstavljeno v deniciji
4, namesto klasicne dominacije, predstavljene v deniciji 2.
Algorithm 1: Psevdokoda primerjalnika pri algoritmu HNDS
Data: Osebek a, Osebek b
Result: Osebek, ki je boljsi ali 0
1 if a in b dopustna then
2 if a:karakteristike[0] > b:karakteristike[0] then
3 return b;
4 end





10 if en dopusten in drug ne then
11 return tisti, ki je dopusten;
12 end
13 if a drugacna stopnja kriticnosti kot b then
14 return tisti, ki ima manjso stopnjo kriticnosti ;
15 end
16 if en ima vecjo vrednost napake kot drug then
17 return tisti, ki ima manjso vrednost napake;
18 end
19 return 0;
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4.7 Dolocanje metrike nakopicenosti
Ker pri turnirski izbiri ne moremo dolociti, kateri osebek je boljsi, ce oba
osebka pripadata isti stopnji, moramo osebkom vsake stopnje izracunati me-
triko nakopicenosti. Osebek z vecjo metriko nakopicenosti je boljsi od osebka
z manjso. Uporabili smo algoritem za izracun metrike nakopicenosti, opisan
v ucbeniku K. Deba [14]. Algoritem uredi osebke z isto stopnjo po vsaki
vrednosti kriterijskih funkcij. Vsakemu osebku je nato pristeta normali-
zirana razlika vrednosti kriterijske funkcije njegovih direktnih sosedov kot
metrika nakopicenosti. Ce osebek nima soseda, ki bi bil po doticni vredno-
sti kriterijske funkcije vecji ali manjsi, je njegova metrika nakopicenosti ne-
skoncna.Visoka metrika nakopicenosti pomeni, da v blizini osebka ni drugih
resitev in je osebek potencialno dober za predstavljanje fronte svoje stopnje.
Potrebno je izpostaviti, da metrike nakopicenosti nismo racunali v sto-
pnjah, ki vsebujejo nedopustne osebke. Razlogov je vec. Zaradi denicije 4
(Dominacija z omejitvami) dve resitvi z razlicnimi napakami ne moreta ob-
stajati v isti stopnji, saj bo tista z manjso napako, dominirala tisto z vecjo.
Ravno zaradi tega v isti stopnji ne moreta obstajati dopustna in nedopu-
stna resitev, saj bo dopustna resitev dominirala nedopustno. Edini nacin,
kjer je v stopnji vec resitev z napako, je, ko je napaka identicna, saj takrat
nobena resitev ne dominira druge. V tem primeru je popolnoma vseeno,
katero resitev izberemo, saj so na podlagi metrike nakopicenosti vse enako
dobre. Zaradi tega je racunanje metrike nakopicenosti nad mnozico resitev z
napakami nepotrebno.
4.8 Dodajanje osebkov v Pareto lter
Elitizem smo v algoritem vpeljali s Pareto ltrom. Pareto lter skozi obdobja
zadrzuje najboljse resitve in tako preprecuje moznost izgub le-teh. Implemen-
tirali smo Pareto lter, ki sta ga opisala Cheng in Li [23]. Dodajanje osebkov
v Pareto lter se izvaja po uvrstitvi populacije v stopnje. Ustvari se zacasna
mnozica osebkov, ki jo sestavljajo osebki iz Pareto ltra, in mnozica nedomi-
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niranih osebkov iz trenutne generacije. Iz zacasne mnozice je nato izluscena
nova mnozica nedominiranih osebkov. Ce je moc mnozice manjsa, kot je
omejitev velikosti ltra, se celotna mnozica preslika v Pareto lter. Ce je
moc mnozice vecja, se osebkom v mnozici doloci metrika nakopicenosti, nato
pa se v Pareto lter preslikajo le osebki z najvecjo metriko nakopicenosti. Ve-
likost ltra doloca resolucijo Pareto fronte. Ce imamo zelo majhno velikost
ltra, bomo zajeli le ekstreme vsake kriterijske funkcije. Najmanjsa velikost
Pareto ltra mora biti zato vsaj 3jF j, kjer je jF j stevilo kriterijskih funkcij.
Mnozico osebkov v Pareto ltru lahko imenujemo tudi elita.
4.9 Izbor
Za algoritem izbora smo se odlocili uporabiti turnirski izbor. Zanj smo se
odlocili, saj ima enake ali boljse lastnosti konvergence in boljso casovno zah-
tevnost kot drugi algoritmi izbora [30]. Znacilnosti turnirskega izbora smo
povzeli v razdelku 3.1.1. Algoritem turnirskega izbora je sestavljen iz dveh
delov: selekcije parov in turnirja.
Odlocili smo se, da za izbor uporabimo vse osebke v populaciji, saj s tem
zmanjsamo konvergenco v lokalni ekstrem in preprecimo preskok najboljsih
resitev [14]. Ker krizanje, ki ga bomo opisali v nadaljevanju, ustvari dva
otroka iz dveh starsev, in zelimo, da se stevilo osebkov v populaciji ohranja,
potrebujemo za turnirski izbor 2N udelezencev, kjer je N stevilo osebkov
v populaciji. Dvojno stevilo udelezencev ustvarimo tako, da se trenutna
populacija klonira.
Selekcija parov je nakljucna. Zelimo, da pari niso sestavljeni iz dveh
identicnih ali skoraj identicnih osebkov, saj v primeru identicnih osebkov
turnir izbira nakljucno. Izdelali smo algoritem selekcije parov (Algoritem 2),
ki s pomocjo zaporedno dodeljenih identikacijskih stevilk, ki so osebku do-
deljene ob "rojstvu", identicira in prepreci kreacijo para (skoraj) identicnih
osebkov. Algoritem za vsak osebek v izvorni populaciji izbere nakljucno
mesto v klonirani populaciji. Ce ima osebek na nakljucnem mestu v kloni-
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rani populaciji identikacijsko stevilko, ki je v radiju desetih identikacijskih
stevilk osebka iz izvorne populacije, algoritem doloci novo nakljucno stevilko
in zopet preveri radij. Dodana je tudi zascita, ki prepreci zelo dolgo iskanje
para. Radij desetih identikacijskih stevilk smo dolocili eksperimentalno.






4 counter  0;
5 for i 1 to V elikost(a) do
6 repeat
7 j  Random(V elikost(b));
8 counter++;
9 if counter > 10 then
10 break;
11 end
12 until abs(a[i]:id  b[j]:id) < 10 && V elikost(b) > 20;
13 c c+ fa[i]; b[j]g;
14 b b  b[j];
15 end
16 return c;
Nad vsakim parom v mnozici nato izvedemo turnir. Turnir, ki smo ga
uporabili, je prirejena verzija turnirja z omejitvami, opisana v Debovem
ucbeniku [14]. Turnirski izbor smo priredili, da daje prednost ceni trans-
formatorja, ce sta oba osebka uvrscena v isto stopnjo. Algoritem 3 prikazuje
turnirski izbor. V primeru, da imata oba osebka isto metriko nakopicenosti,
je velika verjetnost, da sta si (skoraj) identicna, zato se algoritem odloci
nakljucno. Po turnirskem izboru imamo novo mnozico zmagovalcev, ki jih
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krizamo med seboj in pridobimo novo populacijo.
Algorithm 3: Psevdokoda turnirskega izbora
Data: Osebek a, Osebek b
Result: Zmagovalec turnirja
1 if Stopnja(a) != Stopnja(b) then
2 return Tisti z manjso stopnjo
3 end
4 if (Dopusten(a) && Dopusten(b) &&
abs(Cena(a)  Cena(b)) > 10) then
5 return Tisti z nizjo ceno
6 end
7 if MetrikaNakopicenosti(a) != MetrikaNakopicenosti(b) then
8 return Tisti z visjo metriko nakopicenosti
9 end
10 return Nakljucni osebek
4.10 Krizanje
Iz mnozice turnirskih zmagovalcev nakljucno izbiramo pare osebkov in jih
krizamo med seboj. Pri krizanju se izmenjajo informacije teh dveh osebkov.
Teoreticna plat krizanja je opisana v razdelku 3.1.2. Krizanje smo implemen-
tirali tako, da se najprej nakljucno doloci, pri katerem bitu se bosta starsevska
kromosoma razdelila. Ta polozaj se nato prevede na tocno doloceno mesto v
polju bajtov in tocno dolocen bit. Otroci so zgenerirani tako, da prvi otrok
pridobi zacetni del prvega starsa in zadnji del drugega starsa. Drugi otrok
ima zacetni del drugega starsa in zadnji del prvega starsa. Bajtna polja
starsev se tako prekopirajo v bajtna polja otrok. Pri bajtu, kjer je speci-
cirano krizanje, se z bitnimi operacijami prenesejo biti prvega in drugega
starsa na dolocena mesta v bajtu otroka.
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4.11 Mutacija
Na novi mnozici osebkov se izvede mutacija. Mutacija je odvisna od mutacij-
skega koecienta, ki je dolocen ob zagonu algoritma. Za vsak osebek v novi
generaciji se doloci nakljucno stevilo med 0 in 1. Ce je stevilo, ki je pripisano
osebku, manjse kot mutacijski koecient, se ta osebek mutira.
Mutacijo smo realizirali tako, da za vsak osebek, ki bo mutiran, dolocimo
nakljucno stevilko med 1 in dolzino kromosoma. Stevilka nam pove, kateri bit
bo negiran. Ta bit nato negiramo z bitno operacijo ekskluzivni ali (XOR). Z
mutacijo se zakljuci obdobje, novo nastala generacija se skupaj z elito prenese
v naslednje obdobje, stara generacija pa se zavrze.
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Poglavje 5
Uglasevanje algoritma
Optimizacijske metode, ki temeljijo na metaparametrih, je potrebno uglasiti.
Ce tega ne naredimo, se lahko zgodi, da optimizacijska metoda porabi ve-
liko casa in posledicno elektricne energije, konvergira v nedopusten lokalni
optimum in s tem vraca slabe ali pa celo nesprejemljive rezultate. Zave-
dati se je potrebno, da pri tako kompleksnih problemih, kot je nacrtovanje
mocnostnih transformatorjev, nikoli ne bomo neomajno gotovi, da je rezul-
tat, ki ga vrne optimizacijska metoda, najboljsi, kar obstaja. Zato je vedno
potrebno upostevati, kaksno je idealno razmerje med casom, ki ga porabi
algoritem, in potencialnim izboljsanjem rezultata.
Optimizacijsko metodo uglasujemo z metaparametri. Metaparametri so





 odstotek osebkov, ki sodeluje pri izboru,
 tocka in stevilo krizanj.
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Nas algoritem ne vsebuje metaparametrov odstotka osebkov, ki sodelujejo pri
izboru, saj uporabljamo turnirski izbor. Ta nam omogoca vkljuciti celotno
populacijo v izbor, saj zaradi svoje zasnovne preprecuje prehitro konvergenco.
Prav tako v nasem algoritmu ne uporabljamo metaparametra tocke in stevilo
krizanj, razloge za to pa smo obrazlozili v razdelku 3.1.2.
Dolocanje metaparametrov smo razdelili na dva dela. V prvem delu smo
dolocili stevilo obdobij in velikost populacije, v drugem pa mutacijski koe-
cient. Za dolocanje velikosti populacije in stevila obdobij smo algoritem
pognali 376-krat z razlicnimi vrednostmi metaparametrov. Mutacijski koe-
cient smo nastavili na 0; 694 %, kar je enako 1=144, kjer je 144 stevilo bitov
genetskega zapisa osebka, na podlagi opisanega v razdelku 3.1.3. Uglasevanje
metaparametrov smo izvajali nad transformatorjem A, katere vhodne para-
metre lahko vidimo v tabeli 6.1. Algoritem smo za vsako kombinacijo stevila
generacij in velikost populacije pognali petkrat. Razlog za to je zmanjsati
vpliv nakljucno inicializiranih zacetnih vrednosti.
Dokazano je, da elitisticni algoritmi konvergirajo proti globalnemu opti-
mumu [22], vendar to le dokazuje, da bo elitisticni genetski algoritem dosegel
globalni optimum, ne pa tudi kdaj. Ce algoritem pustimo teci dovolj dolgo in
z dovolj velikim iskalnim prostorom, bo vedno nasel optimalno resitev. Ker
pa smo omejeni s casom in spominom, je nas cilj dolociti, kako velik mora biti
iskalni prostor (velikost populacije) in kako dolgo mora teci (stevilo obdobij),
da pridobimo dovolj dobro resitev.
5.1 Dolocanje stevila obdobij
Primerjali smo razlicno stevilo obdobij z razlicnim stevilom osebkov v popu-
laciji. Preverjali smo tri razmerja:
 Koliko pripadnikov elite je bilo odkrito v dolocenem obdobju?
 Kdaj pricne algoritem uporabljati nakljucni izbor namesto turnirskega?
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 Kako se gibljejo evklidske razdalje do utopicne tocke in cene izracunanih
transformatorjev skozi obdobja?
Vsak od teh treh razmerij nam poda vpogled v izvajanje algoritma.
5.1.1 Obdobja, v katerih so bili odkriti pripadniki elite
S stevilom, koliko pripadnikov elite je bilo odkritih v dolocenem obdobju,
izvemo, v katerih obdobjih je algoritem pridobil najvec pripadnikov Pareto
fronte. Tako lahko tudi ugotovimo, kdaj se najdba novih najboljsih osebkov
zmanjsa ter kdaj je primerno ustaviti algoritem. Upostevali smo le najmlajse
dopustne pripadnike elite ter zavrgli duplikate resitev, ki so se nahajali v
eliti. Primere z istimi vrednostmi stevila obdobij in velikostjo populacije
smo zdruzili, tako da smo jih sesteli med seboj.
Podatke smo zdruzili v histograme. Za vsako stevilo obdobij smo izrisali
svoj histogram. Abscisna os prikazuje zaporedno obdobje, ordinata pa od-
stotek elitnih osebkov, ki so bili pridobljeni tisto obdobje. Barva predstavlja,
koliko osebkov je bilo v generaciji.
Na histogramu 5.1, kjer smo testirali algoritem z manjsimi populacijami
(od 100 do 1000 osebkov), lahko opazimo, da se odvisno od velikosti popu-
lacije vrh dodajanja v elito spreminja. Pri populaciji z 200 osebki je bil vrh
ze pri 55. obdobju, pri populaciji z 1000 osebki pa je bil vrh v 109 obdobju.
Na histogramu 5.2 lahko opazimo, da se stevilo osebkov, dodanih v elito,
zelo poveca med stotim in dvestotim obdobjem, nato pa to dodajanje pade.
Seveda skozi obdobja prihaja do dodatnega vkljucevanja v elito, vendar je
bila velika vecina resitev v eliti pridobljena med stotim in dvestotim obdob-
jem.
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Slika 5.1: Histogram prikazuje odstotek osebkov, dodanih v elito, v
dolocenem obdobju, pri razlicnih velikostih populacije, 200 obdobij in 0,694 %
mutacijskim koecientom.
Slika 5.2: Histogram prikazuje odstotek osebkov, dodanih v elito, v
dolocenem obdobju, pri razlicnih velikostih populacije, 1000 obdobij in
0,694 % mutacijskim koecientom.
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5.1.2 Uporaba nakljucnega izbora namesto turnirskega
Kot smo opisali v 4.9, smo pri izboru vpeljali nakljucni izbor v primeru, da
sta dve resitvi identicni. Ce algoritem uporablja turnirski izbor, potem to
pomeni, da je mnozica osebkov v populaciji primerno heterogena, kar pomeni,
da je velika moznost, da se bodo nasle nove resitve. Ko algoritem pricne
uporabljati vecinsko nakljucni izbor, pomeni, da je algoritem konvergiral
proti lokalnemu ekstremu. Ta lokalni ekstrem je lahko globalni.
Podatke, ki smo jih pridobili iz testiranj, smo zdruzili v grafe po obdobjih.
Rezultate eksperimentov, kjer je algoritem tekel z istimi metaparametri, smo
povprecili. Abscisna os predstavlja doticno obdobje, ordinata pa odstotek
nakljucnega izbora. Na grah 5.3 in 5.4 lahko vidimo, kako se kmalu po
tem, ko je dodana vecina osebkov v elito, zacne dvigati tudi odstotek na-
kljucnih izborov. Seveda je od populacije v generaciji odvisno, kdaj pride
do povisanja odstotkov nakljucnih izborov, saj se z vecjo populacijo razsiri
obmocje iskanja, s tem pa tudi moznost heterogene populacije.
5.1.3 Gibanje cen in normalizirane evklidske razdalje
Pri vecciljni optimizaciji ne moremo govoriti o tem, da je neka resitev boljsa
od druge, ce se medsebojno ne dominirata. Vec o tem je predstavljeno v raz-
delku 3.2.1. Lahko pa izmerimo, kaksna je razdalja med resitvijo in utopicno
tocko. V utopicni tocki ima v nasem primeru transformator ceno, maso,
odstopanje od zahtevane kratkosticne napetosti, izgub prostega teka in krat-
kosticnih izgub enako 0. S tem pridobimo en nacin primerjanja resitev, ki
pa v praksi ni nujno najboljsi, saj ne znamo dolociti pomembnosti dolocenih
karakteristik transformatorja. Za pregled hitrosti konvergence algoritma pa
je dobra primerjava, saj lahko primerjamo resitev z vidika vseh karakteristik.
Za vsako obdobje smo iz elite obdobja izluscili najboljso dopustno resitev.
Resitev smo normalizirali, saj ne zelimo, da kaksna karakteristika transfor-
matorja bolj vpliva na razdaljo do utopicne tocke.
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Slika 5.3: Graf prikazuje gibanje odstotka nakljucnih izborov skozi obdobja,
za razlicno velikost populacije, 200 obdobij in 0,694 % mutacijskim koeci-
entom.
Slika 5.4: Graf prikazuje gibanje odstotka nakljucnih izborov skozi obdobja,
za razlicno velikost populacije, 1000 obdobij in 0,694 % mutacijskim koeci-
entom.
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Resitev x smo normalizirali z enacbo
exi = xi  mini
maxi  mini ; (5.1)
kjer exi predstavlja normalizirano i-to karakteristiko transformatorja, xi pred-
stavlja i-to karakteristiko, maxi in mini pa predstavljata najvisjo in najnizjo
i-to karakteristiko od vseh dopustnih resitev z istim stevilom obdobij.
Nato smo izracunali evklidsko razdaljo do utopicne tocke. Razdaljo smo
povprecili z razdaljami, ki so imele enako velikost populacije in enako stevilo
obdobij. Povprecne razdalje smo zdruzili po stevilu obdobij in jih prikazali
na grafu normalizirane evklidske razdalje v odvisnosti od obdobja.
Na grafu 5.5 lahko vidimo, kako se razdalje skozi obdobja manjsajo, kar
pomeni, da se rezultati izboljsujejo. Ker algoritem, ki je imel 100 osebkov
v populaciji, ni proizvedel nobenih dopustnih resitev, krivulja zanj na grafu
ni prikazana. Na grafu 5.6 vidimo, da se od okoli 200-tega obdobja padec
razdalj umiri in se ne izboljsa. Grafa nam podata tudi dober vpogled v
odvisnost konvergence od velikosti lokalne populacije, kar bomo obravnavali
v nadaljevanju.
Glede na to, da je v industriji najpomembnejsa cena izdelave, lahko tr-
dimo, da je najcenejsi transformator tudi najboljsi transformator, seveda
dokler so ostale karakteristike v zahtevanih mejah. Pridobili smo resitve z
najnizjo dopustno ceno iz vsakega obdobja, resitve, ki pripadajo zagonom
algoritma z istim stevilom obdobij in stevilom osebkov v populaciji, smo
povprecili med sabo. Podatke smo nato vnesli na grafa 5.7 in 5.8, kjer ab-
scisa prikazuje doticno obdobje, iz katerega smo vzeli resitev, ordinata pa
ceno izdelave transformatorja.
Kot lahko razberemo iz grafov, je gibanje cene skoraj enako kot gibanje
normalizirane evklidske razdalje do utopicne tocke. Cena se morda se malo
hitreje ustali kot normalizirana evklidska razdalja. Zopet opazimo, da po
200. generaciji ne pride do nobenih vecjih sprememb.
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Slika 5.5: Graf prikazuje gibanje normalizirane evklidske razdalje od naj-
boljse resitve v generaciji do utopicne resitve, za razlicno velikost populacije,
200-imi obdobij in 0,694 % mutacijskim koecientom.
Slika 5.6: Graf prikazuje gibanje normalizirane evklidske razdalje od naj-
boljse resitve v generaciji do utopicne resitve, za razlicno velikost populacije,
1000 obdobij in 0,694 % mutacijskim koecientom.
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Slika 5.7: Graf prikazuje gibanje cen izdelave najcenejse resitve, za razlicno
velikost populacije, 200-imi obdobij in 0,694 % mutacijskim koecientom.
Slika 5.8: Graf prikazuje gibanje cen izdelave najcenejse resitve, za razlicno
velikost populacije, 1000 obdobij in 0,694 % mutacijskim koecientom.
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5.1.4 Vpliv stevila obdobij na konvergenco
Stevilo obdobij vpliva na konvergenco samo v primeru, ko je stevilo obdobij
manjse od potrebnega. V primeru, da bi bilo stevilo obdobij majhno, se
lahko zgodi, da algoritem ustavimo prekmalu in zaradi tega ne konvergira.
Pretirano stevilo obdobij minimalno izboljsa rezultate in je casovno potratno.
Stevilo obdobij, v katerih algoritem doseze svoj lokalni minimum, je odvisno
tudi od velikosti populacije. Zato je za genetske algoritme potrebno dolociti
stevilo obdobij, v katerih je zagotovljena konvergenca, pretirano stevilo ob-
dobij pa ne pripomore k znatno boljsi resitvi. Treba je tudi poudariti, da
stevilo obdobij ne pospesi ali upocasni konvergence.
Za nas algoritem lahko iz zgornjih grafov in histogramov razberemo, da
algoritem tudi pri najvecji velikosti populacije (3000) konvergira v lokalni
optimum v manj kot 250 obdobjih. Prav tako se dodajanje v elito po 250.
obdobju znatno zmanjsa. Zato bomo za eksperimente, kjer bomo preverjali
odvisnost konvergence od velikosti populacije in mutacijskega koecienta,
uporabljali 250 obdobij.
5.2 Dolocanje velikosti populacije
Ze iz prej predstavljenih grafov je razvidno, da velikost populacije mocno
vpliva tako na konvergenco kot tudi na cas, v katerem algoritem konvergira
v lokalni optimum. V tem razdelku bomo pregledali, kako razlicna velikost
populacije vpliva na vrednost lokalnega optimuma. Ker smo v prejsnjem
razdelku prisli do zadostne vrednosti za stevilo obdobij 250, bomo v nadalje-
vanju podatke, ki so bili uporabljeni za dolocanje stevila obdobij obravnavali,
kot da so se koncali v 250. obdobju. Eksperimente, ki imajo manj obdobij,
smo izkljucili iz analize.
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Slika 5.9: Graf prikazuje odvisnost odstotka polnosti elite od velikosti po-
pulacije s standardno deviacijo.
5.2.1 Stevilo osebkov v eliti
Eden izmed indikatorjev konvergence je stevilo osebkov v eliti, saj elita pred-
stavlja Pareto fronto. Ce imamo veliko osebkov, pomeni, da imamo dobro
pokritost po Pareto fronti in da je algoritem skonvergiral. Ce imamo malo
osebkov v eliti, tezko zarisemo Pareto fronto. Vsakic, ko smo zagnali algori-
tem, smo nastavili najvecjo dovoljeno napolnjenost elite na velikost popula-
cije v generaciji. Na grafu 5.9 lahko vidimo, kako se giblje odstotek polnosti
elite. Kot vidimo, so vse elite polne, razen elit pri meritvah s 100 in 200
osebkov v populaciji. Na grafu je prikazana tudi standardna deviacija.
5.2.2 Stevilo raznolikih osebkov v eliti
Ker uporabljamo vecciljni algoritem, nas ne zanima samo najcenejsa resitev
ali resitev najblizja utopicni, ampak tudi stevilo razlicnih resitev. Potrebno
je poudariti, da resitvi z enakimi karakteristikami se nista nujno enaki. Do
enakih karakteristik transformatorja lahko pridemo na vec nacinov. Zaradi
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Slika 5.10: Graf prikazuje odvisnost odstotka unikatnih osebkov v eliti od
velikosti populacije s standardno deviacijo.
tega ima uporabnik algoritma moznost izbirati med resitvami z istimi karak-
teristikami, vendar razlicnimi spremenljivkami. Uporabnik se lahko odloci,
katera resitev je boljsa na podlagi drugih stalisc, ki jih algoritem ne uposteva.
Resitvi sta enaki takrat, ko sta osebka identicna in imata isti kromosomski
zapis. Iz testiranj smo izluscili, koliko unikatnih osebkov je v eliti, ter to
prikazali na grafu 5.10 v odvisnosti od velikosti populacije. Kot je razvidno
iz grafa, odstotek unikatnih osebkov v eliti s populacijo raste, pri okoli 500
osebkov v populaciji pa se ustali malo nad 90 %.
5.2.3 Gibanje cen in normalizirane evklidske razdalje
Najnizje cene in normalizirane evklidske razdalje so tako kot od stevila ob-
dobij odvisne tudi od velikosti populacije. Vecja kot je velikost populacije,
vecji prostor lahko algoritem raziskuje v enem obdobju. Podatke smo prido-
bili tako, da smo iz vseh testiranj, ki so potekala 250 ali vec obdobij, vzeli elito
iz 250. obdobja, poiskali resitev z najnizjo ceno ali najnizjo normalizirano
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Slika 5.11: Graf prikazuje odvisnost evklidske razdalje do utopicne resitve
od velikosti populacije s standardno deviacijo.
evklidsko razdaljo do utopicne tocke, nato pa smo resitve z isto velikostjo
generacije povprecili med seboj.
Na grafu 5.11 je prikazano gibanje najmanjse evklidske razdalje do utopicne
resitve v odvisnosti od velikosti populacije. Razvidno je, da razdalja skozi
velikosti populacije vztrajno pada, z njo pa tudi standardna deviacija. Pri
tisoc osebkov v populaciji se padanje razdalje umiri.
Slika grafa 5.12 prikazuje odvisnost najnizje cene izdelave od velikosti po-
pulacije in je zelo podoben grafu razdalje. Vidimo lahko, kako najnizja cena
izdelave pada, nato za razliko od grafa razdalje pri 500 osebkih v populaciji
rahlo poskoci, nato pa zopet pade. Cena se nato umiri pri tisoc osebkih v
populaciji, standardna deviacija pa se zmanjsa pri 2000 osebkih v populaciji.
5.2.4 Cas izvajanja algoritma
Pri dolocanju stevila populacije je pomemben tudi cas izvajanja algoritma.
Potrebno je upostevati, da bodo algoritem uporabljali projektanti. Naceloma
so rezultati algoritma bolj pomembni kot njegovo trajanje, saj ga projektant
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Slika 5.12: Graf prikazuje odvisnost cene izdelave transformatorja od veli-
kosti populacije s standardno deviacijo.
lahko zazene ob zakljucku delavnika, zjutraj pa bi imel rezultate. Vseeno
pa je priporocljivo, da algoritem ne porabi prevec casa, saj s tem pospesimo
delovni proces. Podatke smo pridobili tako, da smo sesteli cas izvajanja vsa-
kega obdobja do 250. obdobja in odsteli cas, ki ga je program potreboval za
pisanje v bazo. Razlog za to je, da ob normalnem delovanju algoritem ne bo
zapisoval toliko podatkov v bazo, saj je za koncnega uporabnika pomembna
le zadnja elita. Graf na sliki 5.13, prikazuje trajanje algoritma v odvisnosti
od velikosti populacije. Kot je razvidno, se cas izvajanja algoritma linearno
povecuje z velikostjo populacije.
Testirali smo na racunalniku s procesorjem Intel Core i7-9700K, z veliko-
stjo predpomnilnika 12 MB, in z 16 GB RAM-a. Testiranje je potekalo na
operacijskem sistemu Windows 10, z ugasnjenimi vsemi programi.
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Slika 5.13: Graf prikazuje odvisnost trajanja algoritma do 250-tega obdobja
od velikosti populacije s standardno deviacijo.
5.2.5 Vpliv velikosti populacije na konvergenco
Kot je bilo predstavljeno, velikost populacije mocno vpliva na konvergenco.
Pri majhnem stevilu populacije algoritem ni zmozen konvergirati, z vecjim
stevilom osebkov v populaciji pa se konvergenca izboljsuje. Pri okoli 1000
osebkih v populaciji se izboljsanje konvergence znatno zmanjsa. Ceprav vecje
stevilo osebkov pomeni boljse resitve, se uporaba pretiranih velikosti popula-
cije ne izplaca, saj algoritem porabi veliko casa za minimalne izboljsave. Zato
smo za nadaljnje testiranje mutacijskega koecienta uporabili 1000 osebkov v
populaciji. Pri tej vrednosti se padanje evklidske razdalje do utopicne resitve
umiri, podobno se zgodi s ceno, casovno pa algoritem porabi povprecno okrog
16 minut, kar je zadovoljivo.
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5.3 Dolocanje mutacijskega koecienta
Mutacijski koecient vpliva na iskalni prostor algoritma. V primeru, da je
mutacijski koecient previsok, algoritem konstantno spreminja iskalni pro-
stor. V primeru, da je mutacijski koecient prenizek, se lahko zgodi, da al-
goritem obtici v lokalnem ekstremu. Za dolocanje stevila obdobij in velikost
populacije smo uporabili mutacijski koecient enak 1=jBj, kjer jBj predsta-
vlja dolzino kromosoma, kot je opisano v razdelku 3.1.3. V tem razdelku
bomo opazovali, kako mutacijski koecient vpliva na konvergencne aspekte
algoritma. V prejsnjih razdelkih smo dolocili optimalno stevilo obdobij na
250, optimalno velikost generacije pa na 1000 osebkov. Algoritem smo po-
gnali 951-krat z razlicnimi vrednostmi mutacijskih koecientov, osredotoceni
pa smo bili na obmocje med 0 in 1 odstotkom, saj smo pricakovali globalni
minimum na tem podrocju. Algoritem je bil pognan petkrat za vsako vre-
dnost mutacijskega koecienta.
5.3.1 Stevilo osebkov v eliti
Kot smo ze opisali v razdelku 5.2.1, je stevilo osebkov v eliti eden izmed
indikatorjev konvergence, saj elita predstavlja Pareto fronto. Vecje stevilo
osebkov v eliti predstavlja boljso pokritost Pareto fronte. Na grafu 5.14
lahko vidimo, kako se spreminja odstotek napolnjenosti elite v odvisnosti od
mutacijskega koecienta.
Odstotek polnosti elite se s povecevanjem mutacijskega koecienta nad
30 % pricne nizati. Razlog za to je najverjetneje previsok mutacijski koeci-
ent, ki preprecuje algoritmu iskanje v obmocju dopustnih resitev.
5.3.2 Stevilo raznolikih osebkov v eliti
Tako kot v razdelku 5.2.2 si bomo tudi pri nastavitvi mutacijskega koecienta
ogledali stevilo raznolikih osebkov v eliti. Osebki v eliti se lahko podvajajo,
zato smo pregledali, kaksen odstotek osebkov v eliti je unikaten. Osebek je
unikaten, ce noben drug osebek nima istega genetskega zapisa.
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Slika 5.14: Graf prikazuje odvisnost odstotka polnosti elite od vrednosti
mutacijskega koecienta s standardno deviacijo.
Na grafu 5.15 lahko vidimo odvisnost unikatnih osebkov v eliti od mu-
tacijskega koecienta. Kot vidimo, ima graf dva lokalna maksimuma, pri
mutacijskem koecientu med 10 % in 20 % ter pri vrednosti mutacijskega
koecienta nad 90 %.
Drugi maksimum lahko zanemarimo, saj glede na podatke iz grafa polno-
sti elite 5.14 vemo, da je osebkov v eliti pri tako visokih vrednostih mutacij-
skega koecienta pod 20 %. Ob tako majhni polnosti elite je razumljivo, da
je vec osebkov unikatnih, visok mutacijski koecient pa preprecuje algoritmu
obdelavo podobnih resitev in posledicno poisce vec unikatnih resitev. Vrh pri
mutacijskem koecientu vrednosti 10 % je zanimiv, saj ima majhno standar-
dno deviacijo in v okolici ni vecjih preskokov, kot jih vidimo pri mutacijskem
koecientu med 0 % in 1 %.
5.3.3 Gibanje cen in normalizirane evklidske razdalje
Pomen cene in normalizirane evklidske razdalje smo pojasnili v razdelku
5.1.3. Na obe metriki vpliva tudi mutacijski koecient. Na grafu 5.16 lahko
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Slika 5.15: Graf prikazuje odvisnost odstotka unikatnih osebkov v eliti od
mutacijskega koecienta s standardno deviacijo.
vidimo gibanje najnizje cene izdelave glede na mutacijski koecient s standar-
dno deviacijo. Ceprav graf ni tako lep kot pri dolocanju velikosti populacije
5.2.3, lahko vidimo, da cena relativno pada do vrednosti 10 %, nato pa pocasi
zopet raste. Iz tega lahko razberemo, da mutacijski koecient ne vpliva tako
odlocilno na gibanje cene izdelave kot velikost populacije ali stevilo obdobij.
Na grafu 5.17 je predstavljeno gibanje najmanjse evklidske razdalje do
utopicne resitve. Najnizja povprecna razdalja je vidna pri mutacijskem koe-
cientu vrednosti 10 %. Nato pa lahko vidimo rast razdalje s povecevanjem
koecienta.
5.3.4 Vpliv mutacijskega koecienta na konvergenco
S pregledom razlicnih indikatorjev konvergence lahko trdimo, da mutacij-
ski koecient vpliva na konvergenco. S preizkusi se je izkazalo, da trditev,
da previsok mutacijski koecient prepreci konvergenco, velja, saj neprestano
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Slika 5.16: Graf prikazuje odvisnost cene izdelave do utopicne resitve od
mutacijskega koecienta s standardno deviacijo.
Slika 5.17: Graf prikazuje odvisnost evklidske razdalje do utopicne resitve
od mutacijskega koecienta s standardno deviacijo.
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spreminja obmocje iskanja algoritma. Ceprav so podatki zelo zasumljeni,
lahko vidimo, da tudi premajhen mutacijski koecient zmanjsa moznost kon-
vergence. To sovpada s trditvijo iz razdelka o mutaciji 3.1.3.
Na vec mestih v tem delu smo trdili, da mutacijski koecient ne sme
presegati vrednosti 1=jBj, kjer jBj predstavlja dolzino binarnega niza. Z ek-
sperimenti smo za nas algoritem ovrgli to trditev. Razlogov je lahko vec,
saj obstaja vec moznosti implementacij, kako se izvaja mutacija. Na pod-
lagi rezultatov smo se odlocili, da bomo za nas genetski algoritem uporabili
mutacijski koecient 10 %.
Poglavje 6
Eksperimentalno vrednotenje
Algoritem in njegove rezultate smo ovrednotili na dva razlicna nacina. Ker je
algoritem namenjen olajsati delo projektantom, smo primerjali rezultate al-
goritma z izracunom projektantov na sestih razlicnih realnih tranformatorjih,
ki so jih izdelali v podjetju Kolektor Etra. Preverili smo tudi, ali je genet-
ski algoritem boljsi od enostavnejsega algoritma vzpenjanja (hill-climbing
algorithm). Razlog za to je upraviciti kompleksnost genetskega algoritma za
nacrtovanje mocnostnih transformatorjev.
Algoritem smo testirali na sestih razlicnih realnih transformatorjih, ki so
jih izdelali v podjetju Kolektor Etra. Za vsako mocnostno obmocje smo na-
kljucno izbrali dva transformatorja. Transformatorji in njihove specikacije
so nastete v tabeli 6.1. Za vsak transformator smo algoritem pognali petkrat.
6.1 Primerjava rezultatov algoritma s projek-
tiranimi transformatorji
Vecciljni genetski algoritmi nam vrnejo vec medsebojno nedominiranih resitev.
Primerjava mnozice resitev z enkratnim izracunom projektantov nam ne
predstavi celotnega obsega algoritma, nam pa omogoci presojo, ali je al-
goritem koristen za pomoc projektantom pri nacrtovanju transformatorjev.
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Tabela 6.1: Tabela prikazuje testne transformatorje in njihove ciljne karak-
teristike. Moc transformatorja ni tocno zavedena zaradi poslovnih skrivnosti.
Identikacija Moc [MVA] Uk [%] Pk [kW] P0 [kW]
A 0-40 10 7; 5% 104 2% 18,5 2%
B 0-40 11,6 10% 70 15% 13 15%
C 40-100 12 7; 5% 200 2% 40 2%
D 40-100 16,5 7; 5% 188 2% 25 2%
E 100-1 8 10% 420 2% 50 2%
F 100-1 12 7; 5% 300 2% 55 2%
6.1.1 Odstotek dominiranih resitev
Izracun projektantov je le ena izmed mnogih resitev, zato jo lahko obravna-
vamo tako kot vsako resitev algoritma. Preverili smo, ali resitve algoritma
dominirajo izracun projektantov. Potrebno je poudariti, da je algoritem iz-
delan tako, da pokrije celotno Pareto fronto, zato je razumljivo, da nekatere
resitve ne dominirajo izracuna projektantov ali pa so celo dominirane s strani
izracuna projektantov. V tabeli 6.2 je prikazan odstotek resitev algoritma v
treh relacijah:
 odstotek resitev, ki dominira izracun projektantov (Rp . Ra),
 odstotek resitev, ki ni dominiran in tudi ne dominira izracuna projek-
tantov (Rp 7 Ra & Rp 6 Ra),
 odstotek resitev, ki je dominiran s strani izracuna projektantov (Rp /
Ra).
Kot lahko vidimo, vecina resitev algoritma ne dominira niti ni dominirana s
strani izracuna projektantov. V dolocenih primerih, kot je na primer transfor-
mator E, lahko opazimo, da vec kot 20 % resitev algoritma dominira izracun
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projektantov. Primer D pa nam pokaze, da je malo vec kot 20 % resitev
algoritma dominiranih s strani izracuna projektantov.
Tabela 6.2: Tabela prikazuje odstotek resitev algoritma (Ra), ki dominirajo,
ne dominirajo ali pa so dominirane s strani izracuna projektantov (Rp).
Identikacija Rp . Ra (Rp 7 Ra & Rp 6 Ra) Rp / Ra
A 6,30 % 89,40 % 4,30 %
B 0,12 % 99,87 % 0,02 %
C 4,09 % 95,33 % 0,59 %
D 0,00 % 79,14 % 20,86 %
E 22,86 % 77,14 % 0,00 %
F 5,88 % 92,62 % 1,50 %
Na splosno smo z rezultati algoritma zadovoljni. Velik odstotek nedo-
miniranih resitev nam pove, da so v splosnem izracuni projektantov dobri.
Pove nam tudi, da algoritem vraca zadovoljive rezultate, ki bodo v pomoc
projektantom pri nacrtovanju transformatorjev. Prednost algoritma je to,
da projektantu vrne zadovoljive dopustne rezultate, v tem casu pa se lahko
projektant posveti bolj strokovno zahtevnemu delu.
6.1.2 Primerjava resitev algoritma s projektirano resitvijo
Ker so vse resitve algoritma medsebojno nedominirane, ne moremo trditi,
katera izmed njih je najboljsa. V poglavju uglasevanje algoritma smo upo-
rabili dva indikatorja dobre resitve, evklidsko razdaljo do utopicne tocke in
ceno transformatorja. V tem razdelku si bomo ogledali, kako se resitvi z
najnizjo ceno in najmanjso evklidsko razdaljo do utopicne tocke primerjajo z
izracunom projektantov. Karakteristike transformatorjev, ki so jih izracunali
projektanti, so prikazane v tabeli 6.3.
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Tabela 6.3: Tabela prikazuje karakteristike transformatorjev, ki so jih
izracunali projektanti.
Identikacija Uk [%] Pk [kW] P0 [kW] Cena [e] Masa [kg]
A 9,7729 103,6260 18,2559 202344,3 59922,0
B 11,0000 69,5000 12,8000 149436,2 41044,0
C 11,3834 198,9970 40,0223 342412,0 117050,0
D 17,0058 187,9770 24,9153 221012,1 73259,0
E 7,6416 415,6490 48,9421 492268,9 168454,0
F 12,3222 299,1780 55,1556 424514,7 141621,0
Za vsak transformator smo iz rezultatov algoritma izbrali resitev z naj-
krajso evklidsko razdaljo do utopicne resitve. Tabela 6.4 prikazuje karakte-
ristike resitev algoritma. V tabeli 6.5 lahko vidimo razmerje med odstopa-
nji izracuna projektantov in resitve algoritma, za posamezni transformator.
Iz nje je razvidno, da je vecina karakteristik resitev algoritma boljsih od
izracuna projektantov. Obstajajo dolocene izjeme, najbolj ociten je trans-
formator D, ki ima kar tri karakteristike slabse od projektantovega izracuna,
vendar ima veliko boljso vrednost kratkosticne napetosti. Ravno taksni rezul-
tati nam pokazejo, da je implementacija algoritma, ki vraca mnozico resitev,
boljsa. Zaradi tega lahko projektant iz mnozice izbere najbolj optimalno
resitev, ki ni vedno odvisna le od izbranih karakteristik transformatorja.
V industriji je zelo pomembna cena izdelave, zato smo primerjali izracune
projektantov z najcenejsimi resitvami algoritma. Tabela 6.6 prikazuje karak-
teristike najcenejsih resitev algoritma. Tabela 6.7 prikazuje razmerje med
odstopanji od ciljnih karakteristik izracuna projektantov in najcenejse resitve
algoritma. Pri tej tabeli lahko opazimo, da je veliko vec karakteristik resitev
algoritma slabsih kot pri resitvah z najmanjso evklidsko razdaljo. Razlog za
to je veliko boljsa cena, ki pri transformatorju E doseze manj kot polovico
cene izracuna projektanta.
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Tabela 6.4: Tabela prikazuje karakteristike resitev algoritma z najmanjso
evklidsko razdaljo do utopicne resitve.
Identikacija Uk [%] Pk [kW] P0 [kW] Cena [e] Masa [kg]
A 10,0088 103,9606 18,5134 177724,1 53089,4
B 11,5939 70,2316 12,9991 144323,3 44646,1
C 11,9870 199,9935 40,0567 300765,7 96796,2
D 16,5036 188,0422 24,9909 229097,3 82295,9
E 7,9935 418,8203 49,8914 403967,4 145035,2
F 12,0007 299,2766 55,0361 327488,9 116124,5
Tabela 6.5: Tabela prikazuje razmerje med odstopanjem od ciljnih karak-
teristik izracuna projektantov (Xp) in odstopanjem od ciljnih karakteristik
resitev algoritma z najkrajso evklidsko razdaljo do utopicne tocke (Xa), kjer
X predstavlja karakteristiko transformatorja.
Identikacija Ukp=Uka Pkp=Pka P0p=P0a Cenap/Cenaa Masap/Masaa
A 25,8036 9,4891 18,2150 1,1385 1,1287
B 98,8818 2,1587 222,1559 1,0354 0,9193
C 47,5476 154,6650 0,3933 1,1385 1,2092
D 140,3095 0,5448 9,3077 0,9647 0,8902
E 54,8954 3,6882 9,7412 1,2186 1,1615
F 468,5869 1,1363 4,3100 1,2963 1,2196
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Tabela 6.6: Tabela prikazuje karakteristike najcenejsih resitev algoritma.
Identikacija Uk [%] Pk [kW] P0 [kW] Cena [e] Masa [kg]
A 9,8418 104,5663 18,8149 163632,1 51065,9
B 10,9069 80,4319 14,0529 111570,5 36056,5
C 11,3213 199,2225 39,7736 268877,8 84553,8
D 16,4869 191,0934 25,3872 186516,4 62401,3
E 7,2502 419,1150 49,0401 318879,6 108754,0
F 12,4145 303,4000 55,1045 313966,7 110863,4
Tabela 6.7: Tabela prikazuje razmerje med odstopanji od ciljnih karakteri-
stik izracuna projektantov (Xp) in odstopanji od ciljnih karakteristik najce-
nejsih resitev algoritma (Xa), kjer X predstavlja karakteristiko transforma-
torja.
Identikacija Ukp=Uka Pkp=Pka P0p=P0a Cenap/Cenaa Masap/Masaa
A 1,4355 0,6604 0,7752 1,2366 1,1734
B 0,8656 0,0479 0,1900 1,3394 1,1383
C 0,9085 1,2901 0,0985 1,2735 1,3843
D 38,5387 0,0074 0,2188 1,1849 1,1740
E 0,4780 4,9165 1,1021 1,5437 1,5489
F 0,7773 0,2418 1,4890 1,3521 1,2774
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Kot je bilo predstavljeno, algoritem poisce zadovoljive resitve, ki so v
dolocenih primerih boljse od izracuna projektantov. Projektant se lahko
sam odloci, kateri karakteristiki transformatorja se bo dalo vecji poudarek in
katera resitev se bo realizirala. Ta odlocitev mora ostati projektantu, saj ima
le on dovolj znanja, da doloci, kaj je najboljse za specicni transformator.
6.2 Primerjava genetskega algoritma z algo-
ritmom vzpenjanja
Ker smo se zeleli prepricati, da se genetski algoritmi bolje obnesejo od eno-
stavnih algoritmov in rezultati upravicijo kompleksnost genetskih algoritmov,
smo implementirali prirejen algoritem vzpenjanja. Problem algoritmov vzpe-
njanja je, da se v primeru, ko dosezejo lokalni ekstrem, ustavijo. Pri testira-
nju z neprirejenim algoritmom vzpenjanja smo opazili, da se algoritem ustavi,
se preden najde resitev brez napake spremenljivk (razdelek 4.4.1). Poleg tega
je trajanje neprirejenega algoritma vzpenjanja manjse od trajanja genetskega
algoritma. Zato smo implementirali prirejen algoritem vzpenjanja (algoritem
4).
Osnovni algoritem vzpenjanja smo razsirili z radijem sosescine. V tem
radiju algoritem zgenerira sosede. V primeru, da med sosedi ni boljse resitve
od trenutno izbrane, se radij sosescine inkrementira. Ce je v sosescini boljsa
resitev, se radij ponastavi na zacetno vrednost. Algoritem najboljso resitev
med sosedi izbere na podlagi dominacije, v primeru, da ostane vec medse-
bojno nedominiranih resitev, pa na podlagi cene.
Prirejen algoritem vzpenjanja smo za vsak transformator pognali petkrat.
Cas trajanja smo nastavili na najdaljsi cas, ki ga je potreboval genetski algo-
ritem. Vsakic, ko je radij sosescine dosegel vrednost 100, smo pred ponovno
inicializacijo shranili najboljso resitev. S tem smo za vsak transformator
dobili mnozico resitev. Kljub temu algoritem vzpenjanja ni nasel dobrih
resitev.
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Algorithm 4: Psevdokoda prirejenega algoritma vzpenjanja
Data: MaksCasTrajanja
Result: NajboljsiOsebek
1 i = NakljucnaZacetnaVrednost();
2 radij = 1;
3 while casTrajanja < MaksCasTrajanja do
4 Generiraj s 2 Sosedi(i,radij);
5 if tness(i) < tness(s) then
6 i = s;




11 if radij > 100 then
12 radij = 1;
13 save(i);




Za vse transformatorje je algoritem vzpenjanja zgeneriral 99 resitev, od
tega le tri dopustne. Za transformatorje A, D in F algoritmu vzpenjanja ni
uspelo poiskati nobene dopustne resitve. Za transformatorje B, C in E je
algoritmu uspelo poiskati eno dopustno resitev. Dopustne resitve algoritma
vzpenjanja so predstavljene v tabeli 6.8. Ze na prvi pogled je razvidno, da
resitve genetskega algoritma (tabela 6.4) dominirajo resitve prirejenega al-
goritma vzpenjanja. Premoc genetskega algoritma je vidna tudi v tem, da je
genetski algoritem v istem casu poiskal za vsak transformator vec tisoc dopu-
stnih resitev. S tem smo dokazali, da se kompleksnost genetskega algoritma
obrestuje v primerjavi s prirejenim algoritmom vzpenjanja.
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Tabela 6.8: Tabela prikazuje karakteristike dopustnih resitev algoritma
vzpenjanja.
Identikacija Uk [%] Pk [kW] P0 [kW] Cena [e] Masa [kg]
B 11,1324 79,4251 14,3538 199429,3 73702,8
C 11,9137 198,1939 39,2039 480826,2 181815,8
E 7,2680 412,1407 49,1545 784455,2 214573,5
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Poglavje 7
Zakljucek
V nalogi smo predstavili teoreticno ozadje mocnostnih transformatorjev. Pri-
kazali smo model mocnostnega transformatorja, ki smo ga uporabili v ge-
netskem algoritmu vecciljne optimizacije. Opisali smo teorijo osnovnih in
vecciljnih genetskih algoritmov. Predstavili smo razvoj in implementacijo
elitisticnega genetskega algoritma vecciljne optimizacije s tremi stopnjami
omejitev. Prikazali smo vpliv stevila obdobij, velikosti populacije in mutacij-
skega koecienta na konvergenco algoritma. Izdelan algoritem smo testirali
na realnih transformatorjih. Resitve algoritma smo primerjali z izracuni pro-
jektantov in rezultati prirejenega algoritma vzpenjanja.
Razvit algoritem kot vhod sprejme stiri vhodne parametre in vrne mnozico
resitev. Resitev vsebuje petnajst spremenljivk, s katerimi lahko enoznacno
deniramo mocnostni transformator. Projektant se lahko nato odloci, katero
resitev se bo uporabilo za izdelavo mocnostnega transformatorja.
Ugotovili smo, da stevilo obdobij vpliva na konvergenco algoritma samo,
ce je premajhno. Visoko stevilo obdobij ne izboljsa resitev, ampak samo
znatno podaljsa delovanje algoritma. Stevilo obdobij, v katerih algoritem
doseze optimum, je odvisno od velikosti populacije.
Predstavili smo, da velikost populacije mocno vpliva na delovanje algo-
ritma. Velikost populacije more biti dovolj visoka, da algoritem lahko kon-
vergira. Previsoka velikost populacije malenkost izboljsa rezultate, vendar
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za ceno veliko daljsega trajanja algoritma.
Prikazali smo, da mutacijski koecient vpliva na konvergenco algoritma.
Potrdili smo, da previsok mutacijski koecient prepreci konvergenco. Dolocili
smo primeren mutacijski koecient za nas algoritem.
Resitve algoritma smo primerjali z izracuni projektantov. Prikazali smo,
da algoritem deluje dobro in v dolocenih primerih vrne boljse resitve kot
izracuni projektantov. Predstavili smo, da je za projektante boljse, ce jim
algoritem vrne vec optimalnih resitev kot samo eno.
Dokazali smo, da genetski algoritem deluje boljse od prilagojenega algo-
ritma vzpenjanja. V istem casu je genetski algoritem vrnil mnogo vec resitev
kot algoritem vzpenjanja. Algoritem vzpenjanja v dolocenih primerih ni vrnil
niti ene dopustne resitve.
7.1 Nadaljnje delo
Razvit algoritem je samo srce programa, ki bi ga uporabljali projektanti.
Potrebno ga je opremiti z gracnim vmesnikom, ki bo primeren za upo-
rabo racunalnisko manj vescim uporabnikom. Raziskati je potrebno, kaksne
resitve so za projektante zanimive in po kaksnem kljucu bi zeleli urejati rezul-
tate algoritma. Algoritem bi lahko vsako obdobje vracal elito projektantu
in s tem omogocil, da projektant, se preden algoritem zakljuci delovanje,
pridobi dobro resitev.
Razsirili pa bi lahko tudi algoritem sam, z dodatnimi karakteristikami,
kot je na primer vrednost hrupa, napaka prestave in tako dalje. Algoritem bi
lahko tudi casovno pohitrili na racun vecje prostorske porabe. Karakteristike
izracunanih osebkov bi lahko sproti shranjevali. Ob generaciji novih osebkov
bi primerjali kromosome z ze izracunanimi osebki in namesto ponovnega
izracuna prekopirali karakteristike. S tem bi prihranili cas izvajanja, saj je
izracun karakteristik najbolj casovno potraten del nasega algoritma.
Literatura
[1] J. H. Holland, Outline for a logical theory of adaptive systems, J. ACM
9 (3) (1962) 297{314.
[2] D. E. Goldberg, Genetic Algorithms in Search, Optimization and Ma-
chine Learning, 1st Edition, Addison-Wesley Longman Publishing Co.,
Inc., Boston, MA, USA, 1989.
[3] A. Konak, D. W. Coit, A. E. Smith, Multi-objective optimization using
genetic algorithms: A tutorial, Reliability Engineering System Safety
91 (9) (2006) 992 { 1007, special Issue - Genetic Algorithms and Relia-
bility.
[4] Y. G. Woldesenbet, G. G. Yen, B. G. Tessema, Constraint handling in
multiobjective evolutionary optimization, IEEE Transactions on Evolu-
tionary Computation 13 (3) (2009) 514{525.
[5] Multiobjective genetic algorithm optimization - Google Scholar,
https://scholar.google.si/scholar?q=multiobjective+genetic+
algorithm+optimization, dostopano dne: 7. september 2020.
[6] A. Dolenc, Transformatorji, Univerza v Ljubljani, 1969.
[7] M. Vujovic, Zapiski internega izobrazevanja o energetskih transforma-
torji v podjetju Kolektor Etra, neobjavljeno (2019).
[8] Transformer Handbook, 3rd Edition, ABB Ltd., 2010.
81
82 LITERATURA
[9] J. J. W. Jr., Power Transformers, Principles and Applications, Marcel
Dekker, Inc., 2002.
[10] A. M. Milagre, M. V. Ferreira da Luz, G. M. Cangane, A. Komar, P. A.
Avelino, 3d calculation and modeling of eddy current losses in a large
power transformer, in: 2012 XXth International Conference on Electrical
Machines, 2012, pp. 2282{2286.
[11] W. G. Hurley, W. H. Wole, J. G. Breslin, Optimized transformer de-
sign: inclusive of high-frequency eects, IEEE Transactions on Power
Electronics 13 (4) (1998) 651{659.
[12] A. Jurman, Razsipano magnetno polje in lastnosti transformatorja, Ma-
ster's thesis, Univerza v Ljubljani, Fakulteta za elektrotehniko (2008).
[13] A. Tzanetos, G. Dounias, An application-based taxonomy of nature in-
spired intelligent algorithms (11 2019).
[14] K. Deb, D. Kalyanmoy, Multi-Objective Optimization Using Evolutio-
nary Algorithms, John Wiley & Sons, Inc., New York, NY, USA, 2001.
[15] W. Spears, Evolutionary Algorithms: The Role of Mutation and Re-
combination, 2000.
[16] J. W. Drake, B. Charlesworth, D. Charlesworth, J. F. Crow, Rates of
spontaneous mutation, Genetics 148 (4) (1998) 1667{1686.
[17] J. Cervantes-Ojeda, C. Stephens, Optimal mutation rates for genetic
search, 2006.
[18] T. Back, Optimal mutation rates in genetic search, in: Proceedings
of the fth International Conference on Genetic Algorithms, Morgan
Kaufmann, 1993, pp. 2{8.
[19] C. Bao, L. Xu, E. D. Goodman, L. Cao, A novel non-dominated sor-
ting algorithm for evolutionary multi-objective optimization, Journal of
Computational Science 23 (2017) 31 { 43.
LITERATURA 83
[20] M. Drozdk, Y. Akimoto, H. Aguirre, K. Tanaka, Computational cost
reduction of nondominated sorting using the m-front, IEEE Transactions
on Evolutionary Computation 19 (5) (2015) 659{678.
[21] Lixin Ding, Sanyou Zeng, Lishan Kang, A fast algorithm on nding
the non-dominated set in multi-objective optimization, in: The 2003
Congress on Evolutionary Computation, 2003. CEC '03., Vol. 4, 2003,
pp. 2565{2571 Vol.4.
[22] D. Bhandari, C. A. Murthy, S. K. Pal, Genetic algorithm with elitist
model and its convergence, International Journal of Pattern Recognition
and Articial Intelligence 10 (06) (1996) 731{747.
[23] F. Y. Cheng, D. Li, Multiobjective optimization design with pareto ge-
netic algorithm, Journal of Structural Engineering 123 (9) (1997) 1252{
1261.
[24] J. Nims, R. Smith, A. El-Keib, Application of genetic algorithm to power
transformer design, Electric Machines and Power Systems 24 (1996) 669{
680.
[25] D. Phaengkieo, S. Ruangsinchaiwanich, Design optimization of electri-
cal transformer using genetic algorithm, in: 2014 17th International
Conference on Electrical Machines and Systems (ICEMS), 2014, pp.
3487{3491.
[26] H. Mehta, R. Patel, Optimal design of transformer using tournament
selection based elitist genetic algorithms, Indian Journal of Science and
Technology 8 (07 2015).
[27] P. S. Georgilakis, M. A. Tsili, A. T. Souaris, A heuristic solution to
the transformer manufacturing cost optimization problem, Journal of
Materials Processing Technology 181 (1) (2007) 260 { 266.
[28] Li Hui, Han Li, He Bei, Yang Shunchang, Application research based on
improved genetic algorithm for optimum design of power transformers,
84 LITERATURA
in: ICEMS'2001. Proceedings of the Fifth International Conference on
Electrical Machines and Systems (IEEE Cat. No.01EX501), Vol. 1, 2001,
pp. 242{245 vol.1.
[29] A. A. Adly, S. K. Abd-El-Haz, A performance-oriented power trans-
former design methodology using multi-objective evolutionary optimi-
zation, Journal of Advanced Research 6 (3) (2015) 417 { 423.
[30] D. E. Goldberg, K. Deb, A comparative analysis of selection schemes
used in genetic algorithms, in: FOGA, 1990.
