Abstract -Manufacturing environments require a real-time adaptation and optimization method to dynamically and intelligently maintain the current scheduling plan feasible. This way, the organization keeps clients satisfied and achieves its objectives (costs are minimized and profits maximized). This paper proposes an optimization approach -Selection Constructive based Hyper-heuristic for Dynamic Scheduling -to deal with these dynamic events, with the main goal of maintaining the current scheduling plan feasible and robust as possible. The development of this dynamic adaptation approach is inspired on evolutionary computation and hyper-heuristics. Our empirical results show that a selection constructive hyperheuristic could be advantageous on solving dynamic adaptation optimization problems.
INTRODUCTION
Scheduling function plays an important role in manufacturing systems. It produces a scheduling plan, in order to share resources to produce several different products in the same time period.
However, dynamic adaptation and optimization is a critical need in real-world manufacturing scheduling systems, since contemporary manufacturing organizations have a dynamic nature, where disturbances on working conditions and requirements occur on a continuous basis. These disturbances often arise unexpectedly, and can be for example: urgent job arrival, job cancelation, due date change, delay in the arrival, among others. These dynamic events must be taken into account since they may have a major impact on the scheduling plan. They can even disorder the entire plan, making it ineffective. Therefore, manufacturing environments require immediate response to these dynamic events, using a real-time rescheduling method, in order to minimize the effect of such unexpected events in the performance of the production' system. As result, scheduling systems should have the ability of automatically and intelligently maintain real-time adaptation and optimization to efficiently update the scheduling plan to the unexpected events. Therefore, the scheduling plan that the manufacturing system is following will be maintained feasible, and the organization keeps clients satisfied and achieves its objectives (costs minimized and profit maximized).
This paper addresses the problem of incorporating new tasks in a scheduling plan already generated by the scheduling system. Therefore, it proposes an optimization approachSelection Constructive based Hyper-heuristic for Dynamic Scheduling -to deal with dynamic events that can occur over time in a manufacturing environment, with the main goal of maintaining the current scheduling plan feasible and robust as possible. The development of this dynamic adaptation approach is inspired on evolutionary computation and hyperheuristics. The viability of the proposed approach is tested by performing a set of experiments and analyzing the results achieved. From the obtained results it is possible to conclude that the use of a selection constructive hyper-heuristic could be advantageous on solving dynamic adaptation optimization problems.
The remaining sections are organized as follows: Section II describes the importance of dynamic scheduling and its issues. Section III addresses the evolutionary computation field, where it presents the major concepts of evolutionary computation, as well as a genetic algorithms overview. Section IV presents the definition and major concepts of hyper-heuristics. Section V presents the ADSyS system architecture, where this proposed approach has been incorporated. Section VI describes the specification and implementation of Dynamic Adaptation Module. Also, this section discusses the related work. Some preliminary impressions from the computational study of this approach will be described on section VII. Finally, the paper presents some conclusions and puts forward some ideas for future work, in section VIII.
II. DYNAMIC SCHEDULING PROBLEM
This section presents an overview on real-world scheduling topic. Scheduling is a decision making process used on a regular basis in many manufacturing organizations. It uses mathematical techniques and heuristic methods to allocate limited resources to jobs under a number of constraints, in such way that the organization optimizes its objectives and achieves its goals. Generally, these objectives can be: minimize the time to complete all jobs, minimize the number of jobs that are completed after its due dates, or maximize the occupation of resources, among many others [1] - [5] .
However, current manufacturing environments can be categorized by having a dynamic nature, because unexpected events and disturbances on working conditions can occur over time, which can have a major impact in the scheduling plan, they can change the system status and affect performance [1] , [3] , [4] , [6] - [8] . These dynamic events and disturbances can be a busy or broke machine, energy sources shortage, urgent job arrival, job cancelation, due date change, delay in the arrival, shortage of materials, and changes to job priorities, among others.
Since dynamic events will disorder the scheduling plan and make it ineffective, manufacturing systems require immediate response to these dynamic events, using a real-time scheduling method. As result, rescheduling is mandatory to minimize the effect of such unexpected events in the performance of the system. Rescheduling can be defined as the process of updating an existing scheduling plan in response to the dynamic events. Dynamic scheduling should have the ability to efficiently and effectively adapt, on a continuous basis, the current schedule to the referred events. In order to rapidly adapt the manufacturing system to market and environmental changes in an efficient and cost-effective way [1] , [3] - [5] , [7] - [10] .
III. EVOLUTIONARY COMPUTATION
This section provides a survey on the field of evolutionary computation, addressing different evolutionary algorithms, such as: genetic algorithm, evolution strategies, evolutionary programming, and genetic programing. These algorithms have been successfully applied to solve complex problems, in areas such as: optimization, learning or design.
A. Definition and Concepts of Evolutionary Computation
Evolutionary Computation (EC) is the study of computational systems which use ideas from natural evolution to solve complex computational problems [11] . In nature, evolution is determined by natural selection, where the best individuals tend to survive and reproduce. This way, new individuals will be generated with further potential than their parents, if they inherit the best characteristics (genes) of each parent [12] . Therefore, EC consists in using an algorithm that searches for the most suitable solution to a certain problem in a large space of potential solutions [11] . EC techniques have been successfully applied to numerous complex problems from different domains, such as: optimization, learning, automatic programming, bioinformatics, and so on [11] , [12] .
There are several approaches to evolutionary computation, which can be called Evolutionary Algorithms (EAs) [11] , [12] . An EA follows step by step the process that mimics the principles of natural selection and survival of the fittest individual [13] . There are several different evolutionary algorithms [12] : Genetic Algorithms (GA), Evolution Strategies (ES), Evolutionary Programming (EP) and Genetic Programming (GP). Next section describes the Genetic Algorithms, since it is the main focus of this work.
B. Genetic Algorithms Overview
In 1975, John Holland presented for the first time the GA, which has been successfully applied in optimization problems. This algorithm performs simulated evolution on populations of individuals. As in nature, a GA solves the problem of finding the better individuals by manipulating their genetic material. Therefore, in a GA there is a permanent competition between individuals, and the fitter individuals will survive and pass their genes to the offspring, in order to increase the quality of future generations. In sum, it is an iterative algorithm that deals with genes, chromosomes and populations, in order to find a near optimal solution to a certain problem.
This algorithm starts with an initial set of (usually) random candidate solutions, called population. It will iteratively refine the initial population until certain stopping criterion has been met. Each individual in the population is a candidate solution to the problem at hand and is called a chromosome, which is encoded on a particular representation scheme. These chromosomes will evolve through successive iterations, called generations. The search for the near optimal solution is guided by the fitness value of each individual. Therefore, in each generation the fitness of each chromosome is evaluated and assigned to each individual, this value indicates how close a candidate solution is to an ideal solution. Afterwards, the chromosomes with the best fitness value are selected from the pool of individuals to reproduce. The fitter individuals have a major chance of being selected. Once the selection process is complete, new individuals are formed by reproduction. The reproduction is made by applying genetic operators, such as crossover and mutation, in order to produce one or more new chromosomes, which will form a new generation. In the process of crossover the genetic characteristics of two individuals are combined, creating (at least) one or more new individuals. In the mutation process, one or more characteristics (genes) from an individual are randomly selected and changed, in order to provide greater diversity in the population. This process of evaluation, selection, and application of genetic operators is repeated for several generations, until it reached a stop criteria [13] .
IV. HYPER-HEURISTICS
A heuristic can be defined as a technique that is specially designed to solve a certain problem. They can the categorized in several levels [14] : heuristics (low-level), meta-heuristics, and hyper-heuristics (high-level).
Hyper-Heuristic (HH) have been widely addressed in literature as an approach to solve search and optimization problems such as: scheduling, data mining, bioinformatics, and stock cutting, among others [15] , [16] . Burke et al. [17] proposed the following definition of HH: "Hyper-heuristic is an automated methodology for selecting or generating heuristics to solve hard computational problems" [18] . Therefore, a hyper-heuristic works at a higher level than the typical application of meta-heuristics to optimization problems. It searches over a space of low-level heuristics instead of a space solutions as it happens in the metaheuristics. This search process is based on generation or selection of the right low level heuristics to efficiently solve the problem at hand, rather than solving the problem directly [15] , [16] , [19] . This way, it can be achieved a near optimal solution using cheap and easy-to-implement low-level heuristics, instead of using an expensive computational approach [20] . This approach can be advantageous since in the majority of the real-world optimization problems there is no need to find the very best solution to a certain problem. They prefer good solutions that are found fairly quickly. These solutions should be "good enough" solutions, according to some minimum acceptance criteria [16] , [18] . Therefore, in such cases it is common to use some kind of heuristic approach. It does not guarantees the optimal solution, but rather guarantees a good enough solution for the sake of computational speed.
In [17] a classification of different approaches of hyperheuristics can be found. As can be seen in the Fig. 1 , there are two main dimensions: the nature of the heuristics' search space, and the different feedback. In the nature of the heuristic search space, there are two distinct approaches [15] : selection and generation. Selection hyper-heuristics can select or choose existing low-level heuristics to construct (constructive), or improve (perturbative) a solution to a certain problem. A generation hyper-heuristic can generate new low-level constructive or perturbative heuristics [15] , [21] . Perturbative methods consider complete candidate solutions and change them by modifying some solutions components, in order to turn them fitter to the problem at hand. On the other hand, constructive methods considers only partial candidate solutions, in which some solution components are missing and extends them [15] . A hyper-heuristic can also be considered a learning algorithm, if it uses some feedback from the searching process. According with the feedback, the learning process can be online or offline. The learning process consists in gathering knowledge from a set of training data, in order to be able of generalize solutions to new problems. The difference between online learning and offline learning, is that in online learning the algorithm also learns over time, by resolving new problem instance, in offline learning that does not happen, the knowledge that was gathered during the training is what it got over time [15] .
V. ADSYS SYSTEM ARCHITECTURE
This section describes the architecture of an Adaptive Decision Support System for Interactive Scheduling with MetaCognition and User Modeling Experience (ADSyS) [22] - [24] .The ADSyS system is composed by four main modules (Fig. 2):  Integrated interface module -allows interactivity between the user and the scheduling module by permitting the input of problem data information, MH definition and parameterization; results visualization and summary reports in Gantt charts; and gives users the possibility of interaction with Gantt charts, allowing them to introduce changes in scheduling plan with the purpose being the performance improvement of obtained solutions and dynamic events incorporation;
 Scheduling module -is the scheduler itself. It is responsible for the creation of a scheduling solution to the scheduling problem defined, using a Metaheuristic (MH) technique. The MH allows finding the best possible single-machine schedules/plans of operations.
 User modeling module -has the purpose of easing the learning curve of new users while boosting the productivity of expert users. It allows the system to analyze and characterize the user behavior, in order to adapt itself to the user expertise level;
 Dynamic adaptation module -is responsible for updating the existing scheduling plan to the unexpected events that can arise in the system over time, in order to maintain the plan feasible and efficient. When a dynamic event happens, (for example: a new task arrives), the system automatically chooses one of the integration mechanisms to incorporate the new task in the current scheduling plan, based on the current state and previous information. Since it is impossible to anticipate every single problem, this module is capable of learning by experience. Therefore, the ADSyS system uses a supervised machine learning approach to serve this purpose. It uses a classification algorithm to automatically decide which integration mechanism is more accurate to use in a certain situation. 
VI. DYNAMIC ADAPTATION MODULE
To incorporate a dynamic task into an already existing scheduling plan, the ADSyS system implements four different Integration Mechanisms (IM), which are [24] : EDD (Earliest Due Date);ERD (Earliest Release Date);GPF (Greatest Priority First); FIFO (First In First Out).
The primary goal of this module is to decide autonomously which IM is more suitable to integrate a new task in the scheduling plan at hand. However, it is not possible to find a reliable IM that will integrate in an efficient manner any dynamic task into any scheduling problem. In general, some IMs work well for particular problems, but not for all of them. Therefore, there is not an optimum IM, it may vary with the type of problem. In this context a problem can be characterized by the information related to the scheduling plan at hand and the information about the new task. As result, the ADSyS system should have a mechanism that dynamically chooses the most efficient IM to a certain problem. The approach already implemented in the ADSyS system that addresses this issue consists in the use of supervised machine learning techniques. In this approach a supervised algorithm learns over time by experience, in order to be able to predict the most suitable IM to integrate a new task into the scheduling problem at hand.
However, the aim of this proposal is to put forward a new approach to address the problem of incorporating a dynamic task in the schedule plan at hand. The major difference between this approach and the supervised learning approach is that the last one uses a single IM to integrate the new task into plan. As resource agents are responsible for scheduling and rescheduling of the operations assigned to them, all of them use the same IM to perform the integration. However, the approach presented in this work will not choose just one IM, but a combination of them. In way that for example: the machine 1 can use the EDD, the machine 2 can use FIFO, the machine 3 can use EDD, and so on. With this approach it is believed that better results can be achieved. Therefore, the goal of this approach is to determine which ordering of IMs exhibits the best results for a pre-established criterion.
A. Selection Constructive Hyper-Heuristic Approach
The approach proposed in this work consists in employing an evolutionary algorithm as selection constructive hyperheuristic, according with. HHs is a search method for selecting or generating the most suitable low-level heuristics to solve an optimization problem [21] . These low-level heuristics can be constructive or perturbative. The integration mechanisms implemented in the ADSyS system can be categorized as constructive heuristics, since they are used to create a solution to a problem, in other words, they are used to solve the problem of integrating a dynamic task in a current scheduling plan.
The proposed HH should automatically find the near optimal combination of IMs to integrate a new task in a scheduling plan. The optimal solution is the one that will perform the integration in the most efficient way as possible.
The evolutionary algorithm chosen was the genetic algorithm, since it has been successfully applied to the resolution of optimization problems [21] . Therefore, the genetic algorithm hyper-heuristic will explore the space of low-level construction heuristics (mechanisms: EDD, ERD, FIFO, and GPF) to discover the near-optimal combination of simple heuristics. The output of this HH will be the most suitable sequence of low-level heuristics to solve the problem at hand. This sequence determines the IM that each resource agent should use. Since the combinations are dependent on the number of machines of the scheduling problem at hand, the search space upon the HH will be working can be rather large.
The genetic algorithm hyper-heuristic implemented starts with an initial set of random candidate solutions. Each candidate solution is a combination of single heuristics (EDD, ERD, FIFO, and GPF). The HH iteratively will evolve the candidate solutions until the stopping criterion has been met.
In a GA it is necessary to find a suitable representation for each candidate solution in a population. In this work each candidate solution (chromosome) is coded as a string of variable length. The length of the chromosome depends on the number of machines (resources) presented in the scheduling problem at hand. An example of a possible chromosome is represented in the Fig. 3 . The chromosome comprises a set of low-level construction heuristics, which allows the integration of a new task. Each element of the chromosome represents the IM that should be applied to the corresponding machine. Each IM is represented by a letter between [a-d], in which the letter: a corresponds to the EDD IM; b corresponds to the ERD IM; c corresponds to the GPF IM; d corresponds to the FIFO IM. Therefore, in the example babdc presented in the Fig. 3 , the machine M1 should use the ERD integration mechanism, the machine M2 the EDD, the machine M3 the ERD, the machine M4 the FIFO, and so on.
In each iteration the candidate solutions are applied to solve the problem at hand, in order to assign a fitness value to each candidate. This value indicates how close a candidate solution is to an ideal solution. In this work, the fitness value of a certain candidate solution is calculated by using the solution to integrate the new task in the scheduling plan, and calculating the makespan ( ) of the resultant plan. is the time of completion of the scheduling plan, which the lower the better. It is obtained by searching the operation with the latest conclusion time.
The progression of the candidate solutions is performed with elitism. The best solutions will be selected to reproduce and the worst are discarded. The solutions that are selected to reproduce (using the genetic operators crossover and mutation) are chosen using the tournament selection technique. This technique randomly chooses a group of individuals, called the tournament, from the population and the fittest individual is selected as a parent.
When the stopping criterion is met the best solution found will be used to make the effective integration of the dynamic task, applying to each resource agent the matched IM.
VII. COMPUTATIONAL STUDY
In order to analyze and evaluate the performance of the proposed dynamic adaptation module on choosing the best integration mechanism to integrate a dynamic task in a scheduling problem, was performed a computational study. The computational tests were carried out on a PC with Intel Xeon W3565 at 3.20 GHz. The performance was tested on 31 benchmark instances of Job-Shop Scheduling Problem (JSSP) from different sizes.
To each scheduling problem instance, the genetic algorithm used the following parameters (table 1). The search for the near optimum solution was carried out by the maximum completion time criteria ( ). Therefore, the found solution that has the lower ( ) value is considered a good solution. Furthermore, is noteworthy that each scheduling plan was generated using the meta-heuristic simulated annealing with the parameters listed in the table 2. As the main goal of this experiment is to compare the efficiency of the hyper-heuristic approach in relation to the supervised learning one, in integrating a new task in a current scheduler plan. The results were collected by trying to integrate the same dynamic task into the same scheduling problem instance using the two approaches, in order to guarantee statistical significance. The results of both approaches were compared using the following performance metrics: utility, stability and robustness. Utility is the difference between the before and after the integration of the task into the current scheduling plan. Stability is the sum of the absolute difference between the completion times of the scheduling plan before and after the integration of the new task. Finally, robustness of the final plan combines the maximization of the efficiency utility and the minimization of the deviation stability from the scheduling plan before integrating the new task. Robustness represents the insensitivity of scheduling performance to disturbances, which is a desirable feature in any scheduling system.
A. Obtained Results
This section presents the obtained computational results in integrating a dynamic task in 31 benchmark instances of JobShop Scheduling Problem. To assess whether there is significant difference between the performance of hyperheuristic and the supervised learning based approach it was used the t_student test for paired samples. The t_student is a statistical hypothesis test in which the test statistic follows a Student's t distribution. It can be used to determine if two sets of data are significantly different from each other. The assumption of normality was validated based on the central limit theorem (n>30).
TABLE III. T-STUDENT RESULTS FOR PAIRED SAMPLES FOR
MAKESPAN MINIMIZATION. Table 3 shows the result of the Student's t-test for paired samples for makespan minimization. It is not possible to assume equal means the Student's t-test has a p-value of 0,2985 (0,597/2). The null hypothesis H0, that considers the non-existence of difference on hyper-heuristic and machine learning performances was retained with 95% of confidence level (p=0,2985 >α=0,05). This permits to conclude, with 95% of confidence, that performance of proposed hyper-heuristic is similar to machine learning based approach when analyzed makespan of rescheduled plans. Table 4 shows the result of the Student's t-test for paired samples for robustness maximization. It is not possible to assume equal means the Student's t-test has a p-value of 0,099 (0,198/2). The null hypothesis H0, that considers the nonexistence of difference on hyper-heuristic and machine learning performances was retained with 95% of confidence level (p=0,099 >α=0,05). This permits to conclude, with 95% of confidence, that performance of proposed hyper-heuristic is similar to machine learning based approach when analyzed robustness of rescheduled plans. Table 5 shows the result of the Student's t-test for paired samples for utility maximization. It is not possible to assume equal differences means the Student's t-test has a p-value of 0,428 (0,856/2). The null hypothesis H0, that considers the non-existence of difference on hyper-heuristic and machine learning performances was retained with 95% of confidence level (p=0,428 >α=0,05). This permits to conclude, with 95% of confidence, that performance of proposed hyper-heuristic is similar to machine learning based approach when analyzed utility of rescheduled plans. Table 6 shows the result of the Student's t-test for paired samples for stability maximization. It is not possible to assume equal means the Student's t-test has a p-value of 0,1535 ( 0,307/2). The null hypothesis H0, that considers the nonexistence of difference on Hyper-Heuristic and MachineLearning performances was retained with 95% of confidence level ((30) =-1,038; p=0,1535 >α=0,05). This permits to conclude, with 5% of significance level, that performance of proposed hyper-heuristic is similar to machine-learning based approach when analyzed stability of rescheduled plans.
In short, it is possible to conclude about advantages of proposed hyper-heuristic when analyzed means, although no statistical significance evidence has been proved. This means that we can evolve and refine it for real world scheduling problems. Additionally, it is possible to conclude that the proposed approach is more flexible since it proactively decides which integration mechanism will be used on each single machine of a scheduling problem. This way each machine will use the integration mechanism most suitable according with its characteristics.
VIII. CONCLUSION AND FUTURE WORK
This paper addressed the problem of incorporating rush orders into the current schedule of a manufacturing organization. In general, from the obtained results of the performed experiments, it is possible to conclude that the proposed hyper-heuristic approach can be advantageous, at least with respect to the number of experiments performed, although no statistical significance evidence has been proved. The results obtained with proposed hyper-heuristic approach and with the supervised learning approach are very similar. Therefore, this approach can be evolved and refined for real world scheduling problems. Additionally, the proposed method can be more flexible, since each machine can use a different integration mechanism, instead of using the same integration mechanism in all the machines, as it happens in the supervised learning approach.
As future work, it is proposed to perform a study about the parameters to be used in the genetic algorithm, in order to optimize its performance. In addition, the number of generation and population size can be dynamic: in other words, this parameters should autonomously adapt to the problem at hand to achieve better results.
