the wavelet-based method computes a measure of local regularity and preserves this local regularity in the interpolated image. This regularity-based interpolation results in both perceptual and quantifiable improvement in the interpolated image. The algorithm provides the most improvement over traditional methods on images with strong, well defined edges that separate smooth, high-regularity regions.
I. INTRODUCTION
Rotating an image to a new pixel grid is a basic operation required in many applications. Translation without rotation can be accomplished using the Fourier transform shift property f(x + a) = F 01 [F [f ] expf2iha; kig] (1) where F[f] = R f(x) expf02hk; xig d n x is the continuous Fourier transform; R n denotes n-dimensional real Euclidean space with inner product hx; yi = x T y. The discrete application of this requires a fast Fourier transform (FFT), scaling by the expf2iha; kig factor, and an inverse FFT. The effect is trigonometric interpolation of the original image onto the translated grid. The purpose of this Correspondence is to show how FFT's can be used to interpolate two-dimensional (2-D) and three-dimensional (3-D) images to a new pixel grid that is both translated and rotated from the original grid.
II. TWO-DIMENSONAL IMAGE ROTATION
Given the image f(p; q) on an N 2 N square grid, we want to compute f on a grid rotated by an arbitrary angle and shifted by an arbitrary translation [ 
To evaluate (3), we need to be able to evaluate the sum 
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for arbitrary and , where g(l; m) = N 02 expf2i(la + mb)=Ngf(l; m). The one-dimensional (1-D) analog of (4) 2 , for arbitrary s. These relationships mean that the coefficient array Z(p; q) can be computed recursively, in much the same way as the sine/cosine tables needed for the FFT can be generated. (Accuracy must be a consideration when using such a recursive table generator.)
III. THREE-DIMENSIONAL IMAGE ROTATION
The factoring trick that allows the 2-D rotation to be done from Fourier space to image space with a single chirp transformation cannot be generalized to arbitrary higher dimensional rotations. Instead, two chirp transformations are necessary, one of which takes the original image to an intermediate rotated Fourier grid, and the second of which takes this transform to the final rotated image space grid.
As shown by Lawton [4] , the chirp algorithm generalizes in n dimensions tô
where M is a real symmetric n 2 n matrix, p and q are integer n-vectors, and Z(x) = expf0ihx; Mxi=Ng. Lawton's chirp algorithm can be generalized to allow evaluation on some grids generated by unsymmetric matrices. We havê
where M is still required to be symmetric and A is an arbitrary real matrix. For this generalized convolution to be done using the FFT, A must be an integer matrix. Not all unsymmetric real matrices B = A T M can be so factored. The real line R is an infinitedimensional linear space over the field of rationals Q. B has n 2 elements, while M has only n(n + 1)=2. If the elements of B are linearly independent over Q, they cannot be expressed as finite integer combinations of elements from any symmetric M. Thus, (6) This factorization shows that the 2-D rotation algorithm in Section II is an example where (6) is useful, which is why the rotation can be accomplished with a single chirp transformation.
The general n 2 n orthogonal matrix U can be factored into two symmetric orthogonal matrices using the technique of [4, Lemma 2].
In the case n = 3, the factor matrices can both be expressed in (1 + u 11 + u 22 + u 33 ) 1=2 ; the rotation is in the direction from w toward v; r is the eigenvector of U corresponding to eigenvalue one.) The vectors v and w are not unique: replacing v by U v and w by U w does not change the result. Here, is any real constant; U represents rotation about r by angle (i.e., v and w can be rotated together along the unit circle perpendicular to r). For some orthogonal matrices U, it is possible to choose v such that vv T is rational. In such cases, U can be factored into an integer matrix (a multiple of V) and a symmetric matrix (a multiple of W). For general orthogonal U, this will not be possible, since the set of unit vectors v with vv T rational is only countable. The set of fixed axis vectors r is uncountable, so not every unit circle can contain such a v. 
IV. DISCUSSION
Realigning image data to a common orientation is a necessary first step in longitudinal studies. This requires resampling the images to rotated and translated grids. In biomedical applications, highorder interpolation is often needed in order to make subtle changes over time more visible. For this reason, sinc interpolation has been recommended for such applications [5] . The image space implementation of sinc interpolation can be very slow unless the interpolation kernel is severely truncated, which may result in ringing artifacts. Unser et al. [6] , Fraser et al. [7] , and Eddy et al. [8] each separately proposed a faster technique using three shearing transformations to perform a 2-D rotation, and implementing the interpolation within each sheared row/column using (1). The methods put forward in the present correspondence clarify the results of [4] and show how multidimensional Fourier transforms can be used to perform image rotations directly. These techniques can be combined with other Fourier space processing, if desired (e.g., sharpening, differentiation, etc.). 
-M-S Filters for Image Restoration Applications

I. INTRODUCTION
Median filtering is efficiently used as an impulsive noise smoother for different signal and image processing applications. Although noise rejection is obtained, standard median filters have poor performance in preserving small details in images. The larger the filter window is, the better noise attenuation is obtained, but the worse detail preservation is achieved. Several solutions were proposed to improve the ability of median filtering to preserve particular features. One type of solutions replaced the standard median filter with weighted median or median-type filters optimally designed to preserve features of given shapes and sizes, [8] . Other types of solutions were introduced in [1] , [4] , as multilevel, nonadaptive, structure-preserving filtering architectures. These methods consist in combining in a median filtering stage the outputs of several subfilters (finite impulse response, median), spanning subwindows with different orientations inside the processing mask. Each subfilter is designed to preserve a feature in one fixed direction. Details covered by the subfilters are well restored, but thin lines along other directions are often distorted. Two-level architectures based on median or related filter classes have also been proposed in [6] and [9] .
Almost all these filtering solutions have a positive Boolean function representation in the binary domain, and they belong to the larger class of stack filters [7] . Designing an optimal stack filter for a training
