product of Mp(A)l and A(R)o, the connected component of 1 in A(R), Since G(A) equals Np(A)Mp(A)K, we can write any x e G(A) as nmk, n e Np(A), m e Mp(A), k e K. We define Hp(x) to be the vector Hu(m) in ap.
Let 0 be the restricted Weyl group of (G, An). 0 acts on the dual space of ao. We identify an with its dual by fixing a positive definite 0-invariant bilinear form ( , ) on an. This allows us to embed each ap in an. Let Jp be the set of roots of (P, A).
These are the elements in X(A)n obtained by decomposing the Lie algebra of Np under the adjoint action of Ap. They can be regarded as vectors in ap. Let Qp be the set of simple roots of (P, A ) . G itself is a parabolic subgroup. We write Z and 8 for Ac and ac respectively. Then is a basis of the orthogonal complement of 8 in ap. Suppose that Q is another (standard) parabolic subgroup, with Q c P. Then Mp. We write a$ for the orthogonal complement of ap in an. In general, we shall index the various objects associated with QP by the subscript Q and the superscript P. For example, @$ stands for the set of simple roots of (Qp, Ao). It is the projection onto a$ of@$\@. We shall write $6 for the basis of the Euclidean space a$ which is dual to 05. If Pi is a parabolic subgroup, we shall often use i instead of Pi for a subscript or superscript. If the letter P alone is used, we shall often omit it altogether as a subscript. Finally, we shall always denote the Lie algebras of groups over Q by lower case Gothic letters.
If P and PI are parabolic subgroups, let Q(a, al) be the set of distinct isomorphisms from a onto al obtained by restricting elements in Q to a. P and PI are said to be associated if Q(a, a\) is not empty. Suppose that Sft is an associated class, and that P e 9. a+ = a$ = { H e a : < a , H)>O,ae@p} is called the chamber of P in a.
LEMMA 1. Upicasl)sco(n, s-l(ar) is a disjoint union which is dense in a.
Before discussing Eisenstein series, we shall define a certain induced representation. Fix P. Let ,?f& be the space of functions such that (i) for any x e G(A) the function m -^ @(mx), m e M(A), is *-finite, where YMW is the center of the universal enveloping algebra of m(C),
(ii) the span of the set of functions Q Ãˆ x -> @(xk), x e G(A), indexed by k E K, is finite dimensional. (ai, a2) , the following functional equations hold: 
closed G(A)-invariant subspace L$(G(Q)\G(A)) of L\G(Q)\G(A)). Moreover, we have an orthogonal decomposition
The theorem states that the regular representation of
is the direct sum over a set of representatives {P} of associated classes of parabolic subgroups, of the direct integrals m ( A ) dA. The theorem looks relatively straightforward, but the proof is decidedly round about. The natural inclination might be to start with a general 0 in 2$ and try to prove directly the analytic continuation of M (s, ,410 and E(x, 0, A) . This doesnot seem possible. One does not get any idea how the proof will go, for general 0, until p. 231 of [I], the second last page of Langlands' original manuscript. Rather Langlands' strategy was to prove all the relevant statements of the theorem for 0 in a certain subspace flpcusp of ^"p. He was then able to finesse the theorem from this special case.
Let ecusp be the space of measurable functions 0 on
0I(mk)l2 dm dk < a, (ii) for any Q 2 P, and x e G(A), ~O ( 0 ) 
It is a right G(A)-invariant Hilbert space. (ii) if P, P' 9 , and s e Q(a, dl), Vp is the space of functions obtained by conjugating functions in Vp by w,.
If P e Sfl, define ^C p to be the space of functions @ in Â¥^kcus such that for each x G(A), (i) the function k -+ @(xk), k e K, is a matrix coefficient of W, and
(ii) the function m -i @(mx), m e M(A), belongs to Vp. Â¥yfp, is a finite dimensional space which is invariant under Ip(A, f ) for any f e CY(G(A))K. Xp, cusp is the orthogonal direct sum over all 2 = ( 9 , V , W), for which P Sfl, of the spaces ^P,?.
Fix y = ( 9 , V , W) and fix P 9. Suppose that we have an analytic function The proofs of Lemmas 1-6 are based on rather routine and familiar estimates. This is the point at which the serious portion of the proof of the Main Theorem should begin. There are two stages. The first stage is to complete the analytic continuation and functional equations for @ a vector in %?$, cusp. This is nicely described in [2], so we shall skip it altogether. The second stage, done in Chapter 7 of [I], is the spectral decomposition of Li(G(Q)\G(A)). From this all the remaining assertions of the Main Theorem follow. We shall try to give an intuitive description of the argument. 
(Of course, the right-hand side is 0 $ Q(a, a l ) is empty; that is,
Fix = ( P x , V x , W+ ia = { A 3 a c : ( a , Re A ) > 0, a~ QP}.
Let L$~,?(G(Q)\G(A)) be the closed subspace of LZ(G(Q)\G(A)) generated by functions

L& x(G(Q)\G(A)).
Suppose that {Fp2} is a collection of functions in igx, each of which is smooth and compactly supported. Let h(x) be the corresponding function in L&(G(Q)\G(A)) defined by the above isomorphism. We would like to prove that h(x) equals
If J 1 ( x ) is as above, the same argument as that of the corollary to Lemma 7 shows that 
Resr(M(s, A)@(A). D l ( -sA)) dA.
The obvious tactic at this point is to repeat the first stage of the induction with A. replaced by Z(r), 0 replaced by X(r): and E(x, @, A) by ResrE(x, @, A). This completes our description of the proof of the Main Theorem. It is perhaps a little too glib. For one thing, we have not explained why it suffices to consider only those r above such that rv = { A E a: ( a , A ) = 0). Moreover, we neglected to mention a number of serious complications that arise in higher stages of the induction. Some of them are described in Appendix 111 of [I], We shall only remark that most of the complications exist because eventually one has to study points X(r) and Z ( r ) which lie outside the chamber a+, where the behavior of the functions M(s, A) is a total mystery.
In this section we shall describe a trace formula for G. We have not yet been able to prove as explicit a formula as we would like for general G. We shall give a more explicit formula for GL3 in the next section. In the past most results have been for groups of rank one. 100 (19741, 326-385. We shall also quote from 7. J. Arthur, The characters of discrete series as orbital integrals, Invent. Math. 32 (19761, . HG(x)) ). We are really interested in the regular representation of G(A) on L2(G(Q)\G(A)); but this representation is a direct integral over c E i6 of the representations RE, so it is good enough to study these latter ones. The decomposition (21, quoted in Part I, is equivalent to 
is the restriction of R e ( f ) to the space of cusp forms. It is a finite sum of compositions R C {( f l)Rcusp, (( f 2, of Hilbert-Schmidt operators and so is of trace class. For each P and let S8p,u be a fixed orthonormal basis of the finite dimensional space , y f p , y Finally, recall that a G = a^ is the orthogonal complement of 3 = ac in a.
If A is in iac, we shall write At for the vector A + $ in ia.
LEMMA 2. RE(/) is an integral operator with kernel
The lemma would follow from the spectral decomposition described in the last section if we could show that the integral over A and sum over y converged and was locally bounded. We can assume that f = f 1 * f 2. If a finite sum, then one easily verifies that By applying Schwartz' inequality to the sum over y, P and the integral over A, we reduce to the case that ,f = f 1 * ( f 1)* and x = y. But then R E , ( ( / ) is the restriction of the positive semidefinite operator R c ( f ) to an invariant subspace. The integrand in the expression for Kp(x, x ) is nonnegative, and the integral itself is bounded by K(x, x) . This proves the lemma.
The proof of the lemma can be modified to show that KE(x, y) is continuous in each variable. The same is therefore true of One proves without difficulty
LEMMA 3. The trace of RcUsp ( ( f ) equals
Of course neither K nor Kg is integrable over the diagonal. It turns out, however, that there is a natural way to modify the kernels so that they are integrable. Given P, let r p (resp. f p ) be the characteristic function of { H e ao: a ( H ) > 0, a e Q p (resp. p(H) > 0, p e <Pp)}. (Recall that 0p is the basis of aÂ which is dual to QP.)
Then ip 5 f p . Suppose that T 6 an.
LEMMA 4. For any P, z a~p (~) \~(~) fp(H(8x} -T ) is a locally bounded function of x e G(A}. In particular the sum is finite.
We will now take T e a$. We shall assume that the distance from T t o each of the walls of a t is arbitrarily large. We shall modify K(x, x ) by regarding it as the term corresponding to P = G in a sum of functions indexed by P. If x remains within a large compact subset of Z(R)OG(Q)\G(A), depending on T , the functions corresponding to P # G will vanish. They are defined in terms of
the kernel of R [ ( f ) , where RP is the regular representation of G(A) on L2 (Z(R)ON(A)M(Q)\G(A)). Define the modified function to be k~(~) = 2 ( -l)dim(A/Z) 7; KP(6x, 5~) ? Â ¥ p ( H ( 6~ -T ) . P Jc. P (Q) \G (Q)
For each x this is a finite sum. The function obtained turns out to be integrable over Z(R)OG(Q)\G(A).
We shall give a fairly detailed sketch of the proof of this fact because it is typical of the proofs of later results, which we shall only state.
We begin by partitioning Z(R)Â¡Â¥G(Q)\G( into disjoint sets, indexed by P, which depend on T. Fix a Siege1 set r in Z(R)O\G(A) such that Z(R)O\G(A) = G(,Q)r.
Consider the set of x e r such that p(Ho(x) -T) < 0 for every p e (Po. It is a compact subset of r.
The projection, G(T), of this set onto Z(R)oG(Q)\G(A) remains compact. For any P we can repeat this process on M , to obtain a compact subset of A(R)OM(Q)\M(A), which of course depends on T . Let Fp(rn, T ) be its characteristic function. Extend it to a function on G(A) by
Fp(nmk, T ) = Fp(m, T ) , n e N(A), m e M(A), k e K.
This gives a function on N(A)M(Q)A(R)O\G(A).
If Q c P, define rg (resp. fg) to be the characteristic function of
{ H e ao: a(H)
> 0, a e Qg (resp. p(H) > 0, p e @)}.
The following lemma gives our partition of N(A)M(Q)A(R)O\G(A).
It is essentially a restatement of standard results from reduction theory.
LEMMA 5. Given P, equals 1 for almost all x e G(A). Q
We can now study the function kT(x). It equals 
The integral over Z(R)OG(Q)\G(A) of the absolute value of kT(x) is bounded by the sum over Q c P1 of the integral over Q(Q)Z(R)O\G(A) of the product of
FQ(x, T)ffy ( H ( x ) -T ) and
We can assume that for a given x the first function does not vanish. Then by the last lemma, the projection of HQ(x) onto is large. Conjugation by x-I tends to stretch any element ,U e M ( Q ) which does not lie in Q(Q). Since f is compactly supported, we can choose T so large that the only p which contribute nonzero summands The integral over n* goes out. The integrals over k and m can be taken over compact sets. It follows from the last lemma that the set of points {a-1 n*u}, indexed by those n* and a for which the integrand is not zero, is relatively compact. Therefore there is a compact set C in Z(R)O\G (A) such that the integral of \kT (x) stretches any element C in n&(Q)'. In fact as H* goes to infinity in any direction, Ad(u)Â£ goes to infinity. Here it is crucial that Â£ not belong to any 115 (Q), Q c P s
Pi. It follows that if Q $ i P I , the corresponding term is finite and goes to 0 exponentially in T. Thus the dominant term is the only one left, that corresponding to Q = PI = G. It is an integral over the compact set G(T). We have sketched theproof of THEOREM 1. W e can choose e > 0 such that for any T e Q : , sufficiently far from the ~i'alls,
We would expect the integral of kT(x) to break up into a sum of terms corresponding to conjugacy classes in G(Q). It seems, however, that a certain equivalence relation in G(Q), weaker than conjugacy, is more appropriate. 
It is obtained from Kfix, y) by replacing a part of the integral over N(A) by the corresponding sum over Q-rational points. Define
The proof of the following is similar to that of Theorem 1 *.
THEOREM 2. There are positive constants C and e such that
Suppose that T I is a point in T + 6. By integrating the difference of kJ'(x) and k^(x) one proves inductively that the integral of k^x) is a polynomial in T. The same goes for the integral o f j z x ) . Since the integrals of k^(x) and j z x ) differ by an expression which approaches 0 as T approaches m, they must be equal. Summarizing what we have said so far, we have Suppose that the class o consists entirely of semisimple elements. so that o is an actual conjugacy class. The centralizer of any element in o is anisotropic modulo its center. The split component of the center is G(Q)-conjugate to the split component of a standard parabolic subgroup. Thus, we can find p0 e o and a standard parabolic Po such that the identity component of Gh is contained in Mu and is anisotropic modulo An. We shall say that the class o is tmram;jied if Gb itself is contained in Mu. Assume that this is the case. We shall show how to express J^( f e ) as a weighted orbital integral of fc.
Given where ,.
The expression in the brackets is compactly supported in a. In fact it follows from the results of 
Then
We would like to be able to integrate the function kT, (x) . But as before, we will have to replace it with a new function jF(x) before this can be done.
To define the new function, we need to introduce a truncation operator. In form it resembles the way we modified the kernel K(x, x ) , but it applies to any continuous function 6 on Z
(R)O-G(Q)\G(A). Define a new function on Z(R)O.G(Q)\G(A) by
AT has some agreeable properties. 
THEOREM 4. The function zx9r(G)1j;(~)1 is integrable over Z(R)Â¡G(Q)\G(A) For any y, the integral ofj\(x) equals
The first statement of the theorem comes from a property of AT. Namely, if < is a smooth function on Z(R)O-G(Q)\G(A) any of whose derivatives (with respect to the universal enveloping algebra of g(C)) are slowly increasing in a certain sense, then AT$ is rapidly decreasing. The proof of this property is similar to the proof of Theorem 2. The Poisson formula can no longer be used, but one uses [3, Lemma 101 instead. Given the fact that AToAT = AT, the other half of the theorem is a statement about the interchange of the integrals over x and A. By the proof of Lemma 2 we can essentially assume the integrand is nonnegative. The result follows.
THEOREM 5. There arepositive constants C and e such that
It turns out that this theorem can be proved by studying the function kT(x) -A w x , y), at x = y. This is essentially the sum over all 2 of the above integrand (without the absolute value bars). The point is that the new function is easier to study because it has a manageable expression in terms off.
Combining Theorems 4 and 5, we see that hG (Q-I\G(A SxeetGilk\(x) The result is not a polynomial in T. To obtain J $ ( f t ) we would have to consider all P, not just those in the associated class 9. The best hope seems to be to calculate residues in A and A' separately in the above formula. For GL3 the result turns out to be relatively simple.
In this last section we shall give the results of further calculations. They can be stated for general G but at this point they can be proved only for G = GL3. Our aim is to express the trace of Rap, ( ( f ) in terms of the invariant distributions defined in 8. J. Arthur, On the invariant distributions associated to weighted orbital integrals, preprint.
A trace formula for K-bi-invariant functions has also been proved in 9. A. B. Venkov, On Selberg's trace formula for SLdZ), Soviet Math. Dokl. 17 (1976) , 683-687.
First we remark that the distributions J^( f^) and J J \ f^) are independent of our minimal parabolic subgroup so there is no further need to fix Po. If A is any Qsplit torus in G, let 9 ( A ) denote the set of parabolic subgroups with split component A. 
O<=&p,
Here c, is the product of with the volume of a> modulo the lattice generated by @}>, and P is any element in ^(Al) which contains some group in %A).
Recall the decomposition Ip(A) = @L(xVp(o;,A). If 1>v is a smooth vector in
jfp (o-,',) and Re A e pp + at, define for x G(Q,^f. This is the usual unnormalized intertwining operator for a group over a local field. Then
LEMMA 3. I f a,, is an irreducible unitary representation of M(Q,,), we can define meromorphic functions rpt\p(aÃ §,A) P, P'E ^(A)
, A e ac, so that the operators Rp,lp(av,A) = M p , l p (~, A ) rp~lp (av,,4) 
