Automated classification of metadata of research data by their discipline(s) of research can be used in scientometric research, by repository service providers, and in the context of research data aggregation services. Openly available metadata of the DataCite index for research data were used to compile a large training and evaluation set comprised of 609,524 records, which is published alongside this paper. These data allow to reproducibly assess classification approaches, such as tree-based models and neural networks. According to our experiments with 20 base classes (multi-label classification), multi-layer perceptron models perform best with a f 1 -macro score of 0.760 closely followed by Long Short-Term Memory models (f 1 -macro score of 0.755). A possible application of the trained classification models is the quantitative analysis of trends towards interdisciplinarity of digital scholarly output or the characterization of growth patterns of research data, stratified by discipline of research. Both applications perform at scale with the proposed models which are available for re-use.
fication information enables value-adding services such as a faceted search, publication alarms for specific fields, or other discipline-specific services.
The requirements derived by each of these three use cases differ: using the automated classifier in sampling research data, a wrongly assigned label has a greater impact on the application compared to a missed label. Assistant systems on the other hand ideally identify all correct labels; since humans can correct the suggestions in this context, a wrongly assigned label is not as bad as a missed label. The former use case therefore stresses the precision of the classifier, while the latter use case stresses its recall. In the value-adding services use case both qualities are equally important.
The general idea to realize such a classifier as proposed by this paper, is to retrieve openly available metadata for research data, extract title, description and keywords from the metadata, vectorize the texts, and find a machine learning algorithm that can predict the discipline of research. To achieve that we used the multi-label-enabled classifiers provided by the scikit-learn framework [20] , and neural networks as supported by tensorflow [1] . The scikit-learn framework only includes well-established models and algorithms, which will help to improve the comparability and reproducibility of our findings. Tensorflow offers hardware support for graphic processing units (GPUs) to speed up the training of neural networks; the resulting neural networks can be integrated into scikit-learn's evaluation procedure with minimal adjustments.
The main contributions of this paper are:
• A methodically strict evaluation of selected classification algorithms for each of the use cases • The publication of the data set used for this evaluation, which allows others to reproduce or supersede our findings • The publication of the complete source code used to clean the data and map them to our base classification scheme • Suggestions on how automated classifiers can be used for scientometric research The remainder of this paper is structured as follows: Section II discusses the relations of our approach to a selection of published work. In Section III we summarize how the data set was retrieved and cleaned.
The combinations of models and vectorization approaches are presented in Section IV. The methodological approach to evaluate these combinations is described in Section V. Section VI gives an overview over the results, i.e. the best approaches for the use cases. These findings are discussed in Section VII, which includes a comment on threats to validity. The last section concludes and gives an outlook including suggestions for exploiting our findings in order to answer scientometric questions.
II. RELATED WORK
An introduction to multi-label classification can be found in [28] and [29] , an overview and discussion of metrics is presented in [27] . This section lists the most promising approaches to achieve an automated classification of research data by discipline of research and their common shortcomings, then discusses the available data to evaluate the approaches and concludes with the presentation of work discussing technical specifics of multi-label classification of textual data that were of interest for our approach.
A. Automatic Classification by Discipline of Research
The approach presented in [30] uses a Support Vector Machine (SVM) model to classify according to the Dewey Decimal Classification (DDC, in three hierarchy levels). The problem is described as a multilabel classification task with (partially) hierarchical predictions. The partial nature is due to the sparseness of the used training set, which was compiled out of the data available via the BASE service (Bielefeld Academic Search Engine) 3 at that time: On the first level of the DDC hierarchy 5,868 English and 7, 473 German metadata records were available, on the second and third level 20,813 English and 37,769 German metadata records were available. The English classifier had a f 1 -score of 0.81 (classification over base classes, i.e. 10 labels); for the deeper levels only partial data are available. It is not specified, whether the score is averaged over the data set (micro) or the scores of each label (macro). In comparison to [30] our training set is approximately 30 times larger.
The authors of [31] also discuss the possibilities to apply machine learning algorithms on bibliographic data labeled with DDC numbers. They evaluate their approach with a data set comprising of classical publications limited to the DDC classes 500 and 600 (science and technology) with 88,400 mostly singlelabeled records. The authors suggest to flatten the hierarchy to reduce the initially high number of labels (18.462) . Although the proposed classification approach achieves an accuracy score of nearly 90%, it is no viable option for our use cases, since it is based on a multi-class approach (classification over multiple labels, which are taken as exclusive) and interactions of humans. As already stated, the approach is limited to a relatively narrow selection of disciplines of research.
Another approach to use SVM models to predict DDC research disciplines is presented in [11] . The authors characterize the problem as multi-class, but their classifier honors the hierarchy of DDC. The used data set includes 143,838 records from the Swedish National Union Catalogue (joint catalogue of the Swedish academic and research libraries). They report a peak accuracy of 0.818.
In general, classifiers targeting DDC ( [30] , [31] , [11] ), face the problem that predicting the first DDC level is typically not very useful (only 10 classes, one of which is "Science"), whereas classifiers targeting DDC's second level need to provide reliable results for 100 labels; for the latter task to succeed the reported data sets are too small and results are as a consequence partial at best. Our analysis of the DataCite index furthermore indicates that DDC is not necessarily the most used classification scheme for research data, despite its popularity among information specialists and librarians (see Table I ). These problems could be circumvented by using a classification scheme that is expressive enough in the first level, as proposed by us. As a conclusion of the review of the literature we furthermore decided to not include hierarchy predictions to our problem. We understand the classification problem at hand as twofold: Classifying base classes on the one hand and determine the depth in the hierarchy on the other. The latter could itself be understood (recursively) as a multi-label classification problem. While we hope to contribute to the former, we do not claim to solve the latter.
All approaches that we found in the literature have at least one of the following shortcomings:
• The classification task is characterized as multi-class, not multi-label.
• The reported classification performance is not comparable to other approaches, since important values are missing or reported values are too unspecific.
• The domain of classification only includes classical publications as opposed to the more general class of research data.
• The evaluation of the approaches is limited to a subset of the possible base classes or labels.
• The classification routine includes human interaction.
Our approach shares none of the named shortcomings. The literature furthermore concentrates on linear machine learning models (most prominently SVMs), which is why we excluded them from the evaluation and concentrated on tree-based models and neural networks instead.
B. Data Publications to Evaluate Classification Approaches
A general problem we found in the course of reviewing the available literature is the in-comparability of the reported results; incomplete or in-commensurable performance metrics are not the only issue: The values could have been re-calculated if the data of the publication were available. With one exception ( [13] ), all publications we found do not include enough information to retrieve the data used to evaluate the presented approach. Additionally, different data sets might lead to different results; there is no single, canonical data set which is used to evaluate the different approaches.
In [16] an approach is presented to compile an annotated corpus of metadata based on the OAI-PMH standard, the Dublin Core metadata scheme and the DDC classification scheme. The authors created a manual mapping to determine the DDC label. The resulting data set includes 52,905 English records annotated with one of the 10 top-level DDC classes. We improved their approach by using the DataCite metadata scheme [8] which supports qualified links to classification schemes. This allowed us to compile a larger data set with a finer set of base classes and the possibility to integrate different classification schemes into our approach. We found the resulting data set in a similar imbalance as the data set presented by [16] (cp. Section III).
We hope to contribute not only with our classification approach but also by providing a large data set that can be used to evaluate future approaches and reproduce the findings of already proposed approaches.
C. Multi-label Classification of Textual Data
The authors of [4] propose a multi-label classification approach of social media texts based on a combination of a graph-based method with a semi-supervised approach. The problem of social media multilabel classification is similar to our problem, since both handle classification of short and heterogeneous texts with diverse creators. However, approaches to select algorithms to classify, clean and prepare data differ. The reason lies in the different domains of the classification problems: While social media data are linked via hashtags or mentions and texts tend to be written in an informal tone or even in a particular slang, both description and linking (citations) in our use cases are more formal. This suggests that a less sophisticated approach than presented in [4] might still provide satisfactory results. A similar line of reasoning applies to [39] which is based on Latent Dirichlet Allocation.
Stratified sampling is a necessary step in typical multi-label classification pipelines. In [25] an algorithm to realize a "relaxed interpretation of stratified sampling for multi-label data" is proposed. The base idea is to distribute the data items over n subsets, starting with all data items labeled with the least common label (greedy approach). Since our data includes a substantial part with only one label, we followed another approach which is easier to implement (see Section III for details).
[19] voice concerns with regard to stop word lists in vectorizing text data (controversial words, incompatible tokenization rules, incompleteness). Additionally, the contextuality of stop word lists are a problem which is not elaborated in depth by these authors: If the context of a set of documents is given, certain words are likely to lose discriminatory potential, although they would not qualify as stop words in a more general context. We decided to extend an existing stop word list (see Section III for details), to take advantage of the context of data.
III. DATA HANDLING

A. Data Retrieval
The training and evaluation data have been retrieved from the DataCite index of metadata of research data 4 via OAI-PMH. 5 DataCite is a service provider that aggregated research data over more than 1,100 publishers and 750 institutions in 2017 [23] . In September 2019 more than 18.75 million metadata records for research data were available on DataCite's index. DataCite is also the name of a metadata schema [8] .
All metadata available via OAI-PMH comply to one of the versions of this scheme.
The retrieved data include metadata from June 2011 to May 2019. We used a customized GeRDI-Harvester 6 to retrieve the metadata in DataCite format and to filter out any non-qualified records; a qualified record is understood as a metadata record with at least one subject field that is qualified either with an URI to a scheme (schemeURI attribute) or a name for a scheme (subjectScheme attribute).
In sum, 2,476,959 metadata records are the input of the cleaning step (see following paragraph). The data retrieval took place in May 2019. The total number of items in the index at this time was approximately 16 million records. 7 Ideas to selectively include additional sources for underrepresented disciplines of research were discarded, since these would bias the data to metadata labeled with only one label: all data sources specific to a certain discipline, did not support multi-labeling.
B. Data Cleaning
1) A Common Classification Scheme:
Six classification schemes for disciplines of research are frequently used throughout the retrieved metadata, our method supports five of them (cp. Table I ). The scheme missing from the table is linsearch, which is a classification scheme that is derived from automatic 4 https://datacite.org 5 http://www.openarchives.org/OAI/openarchivesprotocol.html 6 Generic Research Data Infrastructure, https://www.gerdi-project.de 7 The exact number is not available due to the length of the time span the harvesting process took, in which ingests to and deprovisionings from the DataCite index took place. [30] , [2] ). We decided to exclude all instances of metadata which we could identify as automatically labeled to avoid amplifier effects; data sets which were classified by machine learning algorithms are necessarily biased towards the algorithm used and what a machine can classify in general.
In the course of cleaning the data , a common classification scheme was defined (see Table II ), which closely resembles the most common scheme, the Australian and New Zealand Standard Research Classification (ANZSRC). Two pairs of classes were merged in order to map the other classification scheme to the common classification scheme:
• "Earth Sciences" and "Environmental Sciences" are divisions 04 and 05 resp. of the ANZSRC classification scheme and became "Earth and Environmental Sciences" in the common classification scheme.
• "Engineering" and "Technology" are divisions 09 and 10 resp. of the ANZSRC classification scheme and became "Engineering and Technology" in the common classification scheme.
These merges enabled a mapping from the other classification schemes to ANZSRC without arbitrary splits or losing records due to miss-matches of the schemes. The resulting classification scheme has been flattened (projection to the base classes) and has therefore no hierarchy. The exact mappings of the schemes to the common classification scheme is available for analysis and improvement (cp. Paragraph VII-B3).
2) Cleaning Procedure: The data were cleaned along this procedure: 1) Mapping from the supported schemes (Table I) to one or more disciplines of research according to the classification scheme of this paper (Table II) ; after this step 1,233,427 records remained, 1,243,532 records were filtered out as "not annotatable", i.e. there was no mapping to a discipline of research available. Typical reasons for a missing mapping include unclear identification of the source scheme and different domain of the scheme (meaning it does not classify discipline(s) of research). 3) Creation and validation of the payload; the payload consists of one ore more titles, zero or more abstracts/descriptions and a subset of the subjects of the research data. This subset consists of all subject tags which have not been used for the mapping to the target classification scheme and can be empty. The order of concatenation is depicted in Figure 1 . Only those parts are concatenated with each other which consists mostly of English words. 8 If the resulting concatenated string is less than 10 words (separated by white space), it was discarded. After this step 609,524 records remained, 106,656 were filtered out as not fitting for the purpose.
Table II provides some statistics for the resulting data set:
all metadata records with exactly one, two, and three or more labels • best: all metadata records for which this discipline of research is the best label for stratification (see below)
• total: all metadata records labeled with this discipline of research (the sum of all these values is bigger than the number of clean records, since a record can have more than one label)
• %: percentage of metadata records labeled as this discipline of research, rounded to two decimal positions.
• ∅#labels: arithmetical mean of the number of labels per record with that label (rounded to two decimal digits) .
• ∅wc: arithmetical mean of the number of words per record with that label (rounded to an integer).
• wc (med.): median of the number of words per record with that label.
The distribution of the different disciplines of research is imbalanced, which is in accordance with the findings in the literature [30] , [11] , [21] , [15] . The imbalance of labels necessitates additional thought on the selection of evaluation metrics in Section V and on the configuration of the different models.
Payloads labeled as "Physical Sciences" and "History and Archaeology" are noteworthy outliers, since they have fewer words compared to records from other disciplines of research. The average number of labels is highest in "Mathematical Sciences", since statistics is part of this category, which is a field that is intertwined with disciplines using quantitative methods. With one exception all disciplines have a distribution of word counts that is skewed to shorter payloads (median ¡ mean), meaning that there are length-wise outliers. Psychology shows the same mean as median.
The label cardinality (average number of labels per record) is 1.5, the label density (average proportion of labels per record) is 0.08. 9 The data set includes 961 different labelsets this number is relatively small compared to the 20 20 theoretically possible labelsets. 179 labelsets occur only once which makes a stratified split along the 961 labelsets impossible. To enable stratified splitting we followed a "best-label" approach:
1) All records with only one label are assigned that label.
2) Iterating over the remaining records, the "best" label out of the labelset is selected, which is the label which is selected the least often at the current state of the loop.
These best labels are used in stratified sampling and feature selection (see following paragraph), but not as labels for the training itself. This section first describes the two vectorization approaches; the second part presents the machine learning models, which are the evaluation candidates of Section VI.
A. Vectorization
Before the vectorization, the data are split into a training (548,571 records) and an evaluation set (60,953 records) with a ratio of 9:1. The split is stratified, i.e. the distribution of the best labels in test and training set is approximately identical. For the deep learning models the training set is again split by the same approach (493,713 training and 54,858 validation records). Both vectorization methods operate on the same splits to gain comparable results. The split and the vectorization is executed three times, for a small (s), medium (m) and large (l) vectorized representation of the payloads; the definition of the sizes will be given in the following paragraphs.
1) Bag of Words (BoW): One way to vectorize the corpus of all documents, i.e. all payloads of the metadata records, is the "Bag of n-grams"-approach, i.e. each document is treated as a row in a matrix in which the columns are the terms (1-grams and 2-grams). Some terms were filtered out by a stop word list. A stop word list is designed to filter out non-informative parts of the documents. We chose to create our own stop word list (with 240 entries, see Section II for a rationale). The list of stop words includes:
• words that are generally considered unspecific (e.g. "the", "a", "is") 10
• numbers and numerals ≤ 10
• words that are unspecific in the context of data (e.g. "kb", "file", "metadata", "data")
• words that are unspecific in the academic context (e.g. "research", "publication", "finding") 10 These stop words are a subset of the English stop words list of the nltk software package [5] For each term t in a document, that is for each cell of the matrix of documents and terms, the term frequency-inverted document frequency (tf-idf) was calculated using the default settings of scikit-learn [20] (except for the stop word list). The vectorization resulted in 4,096,093 possible features.
The best features were selected in three modes: The selection is based on an ANalysis Of VAriance (ANOVA) of the features [9] . This allows to identify the features which are best suited to discriminate between the classes. This is the second and last time that the best labels were used.
2) Word embeddings: Another approach for vectorization is using word representations, like word2vec [17] . Such an approach can utilize either continuous bag-of-words (CBOW) [18] or continuous skip-gram [17] . The CBOW model predicts the current word from a window spanning over context words. The skip-gram model uses the current word to predict the context surrounding the word. In our work we used pre-trained word2vec embeddings 11 which were trained on the Google News data set (about 100 billion words). The embeddings were trained with the CBOW approach and consist of 300-dimensional word vectors representing three million words. Compared to BoW, word embeddings provide a low dimensional feature space and encode semantic relationship among words.
To apply the vectorization method, each document needs to be tokenized: • RandomForestClassifier [6] : This classifier is based on the DecisionTreeClassifier, by building an ensemble of multiple decision trees. The general idea is that a bias that trees typically have by overfitting a training set, is remedied by building multiple decision trees based on different random subsets of the features. In ideal cases the bias in different directions corresponds to different aspects of the data. The training consists in fitting n trees by using a random subset of features and a random subset of the training set. The classification is then achieved by a voting procedure among the trees in the ensemble.
• ExtraTreesClassifier [10]: This classifier is similar to the RandomForestClassifier: both are ensembles of trees, but this classifier is based on the ExtraTreeClassifier (note the missing "s") which introduces more randomness by selecting the feature to split by totally at random. (DecisionTreeClassifiers in random forests by contrast select the best feature out of a subset sampled at random).
2) Multi-Layer Perceptron: A Multi-Layer Perceptron (MLP) [24] is a neural network and consists of one input layer, one output layer and n intermediate layers of perceptrons. The input layer corresponds to
the vectorized data (e.g. a vector of 20,000 values in the s-sized BoW approach) the output layer has the shape of the labels (i.e. a vector with 20 elements). Backpropagation is used to train the the model for the given data; we used the Adam optimizer for this task [14] . By using a sigmoid function as the activation function of the output layer, the MLP can predict the probability for multiple labels (multi-label).
3) Recurrent Network: Recurrent networks form a class of neural networks which are used to process sequential data of different length. This design furthermore allows it to make use of temporal dynamic behavior, e.g. recurrences of terms in a text. The recurrent network architecture we use in our work is an Bidirection Long Short-Term Memory (BiLSTM) [12] model. We use word2vec [17] embeddings as described in Section IV-A2 as input to the model. 12 The embeddings are frozen and not further trained in the classification process. On top of the BiLSTM layer we use a dense layer with a sigmoid activation function to classify multi-labels. The BiLSTM layer and the dense layer get trained by an Adam optimizer [14] .
4) Weights and Hyper-parameter Tuning:
An important parameter in the training of multi-label classification problems based on imbalanced training sets is the weight given to each label. All classes of 12 Any other kind of word embeddings can be used too algorithms we used allow to put more weight to underrepresented labels. We calculated the weights based on the label frequencies found in the training set:
For each model we executed semi-automated parameter tuning, following this procedure:
1) List selected hyper-parameters in the order of expected impact to the evaluation metrics.
2) For each hyper-parameter or combination thereof, execute a grid search to find the best candidate(s).
3) Fix the selected parameters and repeat step 2 with the next parameter or parameter combination.
The space of possible solutions is too big to be exhaustively searched with reasonable efficiency, so it might be, that a different combination of hyper-parameters improve the scores reported by us.
V. EVALUATION PROCEDURE
For each use case (cp. Section I) an evaluation metric has been identified that takes the imbalance of the label distribution into account, as stated in Section III. The use cases differ in the weight they put on recall and precision. Recall for label l is the ratio between true positives and positives for label l (sum of true positives and false negatives for l). Precision for label l is the ratio between true positives and predicted positives (sum of true positives and false positives for l). 13 These values alone are easy to game, which is why they should be combined: The f β -score puts them in a relation to each other that allows to modify the weight we put to precision and recall respectively:
The value of β controls the weight put to recall and precision:
• If β < 1, precision is highlighted; a value of 0.5 has been chosen for the "scientometric research" use case.
• If β > 1, recall is highlighted; a value of 2 has been chosen for the "assistant system" use case.
• If β = 1, precision and recall are treated equally; this is chosen for the "value-adding services" use case.
Precision and recall is calculated for each label, and the arithmetical mean over all labels is taken as the input for the calculation of the f β -score. This macro-average approach takes the imbalance of the 13 formal definitions can be found in [28] base classes (and therefore of the labels) into account. It can be interpreted as the chance of a correct classification when a stratified sample is drawn. This is the basis for the evaluation of the approaches for the presented use cases.
The micro-average approach averages the values over all data sets, without the intermediate aggregation over the labels. It can be interpreted as the chance of a correct classification when a completely random sample is drawn. In imbalanced scenarios, micro-scores tend to be skewed to the predominant labels; since these often perform better (more training data), micro-scores are often too optimistic, when the performance of the model with regard to all labels is the target. Although micro-averages are not used in this paper to evaluate the models, we nevertheless report them for the sake of comparability.
We refrain from reporting accuracy (ratio of the sum of true positives and true negatives for label l to the size of the evaluation set), since it is biased towards negative classifications which in our case are much more frequent than positive classifications.
The final evaluation is based on the f β -macro-scores calculated on all three evaluation sets. This way each model is tested against the same unseen set of data. (see Section III). For all three use cases the MLPClassifier trained on the l-sized data was the best performing model according to our tests (cp . Table III ). LSTM models trained on the m-sized data were almost as well-performing, but took essentially longer to train than the MLP models. The slight lead of the MLPClassifier might be explained by the amount of short payloads in the data set: the median word count (58 words) is left of the mean (112.78 words), and 26 words is the value of the 25th percentile (25 % of the records were at most 26 words long, with 10 words being the minimum). Many of the records' payloads might be too short for the LSTM model to play out its ability to detect semantic relationships beyond the statistical approach used by the MLP based on BoW.
VI. RESULTS
A. Model Performance
The results of tree models are out-of-reach of the results achieved by the deep learning models. Trees and Ensembles perform best on s-sized data and with the exception of simple DecisionTreeClassifiers, all models performed better in terms of precision than in recall (f 0.5 scores are greater than f 2 scores). Table IV lists the un-aggregated scores for each discipline of research. The f 0.5 score correlates positively with the amount of records (total in Table II) : 0.518 (Pearson correlation). None of the disciplines of research with more than 10,000 labeled payloads scored a smaller f 0.5 value than 0.79, while on the other side of the scale (less than 5,000 labeled payloads) no comparable tendency could be detected.
B. Performance by Discipline
The LSTMClassifier scores slightly better or comparable to the MLPClassifier in disciplines of research often clustered as "life sciences", while it performs clearly worse in comparison to the MLPClassifier in the humanities.
C. Use Cases 1) Scientometric Research: The results for this use case show the best scores compared to the other use cases. The MLPClassifier is the best-performing model. On the basis of the scores, confidence considerations can be implemented, which allow to quantify the expected error in the classification task.
The MLPClassifier can be expected to perform best, if the task at hand is specific to a certain discipline (e.g. singling-out Physics).
2) Assistant Systems: With the exception of "Biological Sciences", all un-aggregated values for the f 2 -scores are smaller than the f 0.5 -scores. Analyzing the un-aggregated scores by discipline of research, some drop more than others. One of the common features of those disciplines is their relatively low number of total payloads. The Pearson correlation between the total number of payloads per label and the corresponding f β -scores, gets stronger, the more weight is laid on recall:
The effect of the imbalance of the training and evaluation set is therefore smaller on precision as it is on recall. Assistant systems based on the proposed models are possible, although their acceptance by users seems doubtful, if they fail to suggest obvious labels.
3) Value-adding Services: Unsurprisingly, the f 1 -scores of the best models lie between their neighboring extremes, but slightly closer to the f 2 -scores than to the f 0.5 -scores. This is due to the fact that the f 1 -score is the harmonic mean between recall and precision, which tends to stress the lower values. Analogous to the previous use case, value-adding services based on the proposed model should be tested by interaction studies whether users accept their performance.
VII. DISCUSSION
A. Discipline-related Differences
There are disciplines of research which are in general easier for the models to detect, namely "Physical Sciences" and "History and Archaeology" which are also the disciplines of research with shorter payloads (word-wise). An approach to derive a general rule from these differences is to look for correlations with other variables of the data set:
• number of words per payload: All f β -scores correlate negatively with the median number of words per payload (Pearson correlation): -0.51 (f 0.5 ) -0.474 (f 1 ) -0.446 (f 2 ). These numbers indicate that the usage of a concise vocabulary in the metadata improves the chance to be classified correctly. In the BoW-approach, disciplines of research with a smaller vocabulary have a better relative representation in the set of terms finally selected. With regard to the LSTM/embedding approach, a possible explanation for the correlation is that shorter text are easier to "digest" for the model, meaning that further textual content does not improve the performance if it does not contain an equivalent semantic surplus.
• number of labels per payload: The Pearson correlation between the mean number of labels and the f β -scores is rather weak, and varies in direction: -0.093 (f 0.5 ) 0.068 (f 1 ) 0.083 (f 2 ). The number of labels is therefore no explanation for the performance in general, at least not from the aggregated perspective, though it is a possible explanation for the outliers: 14 In those two cases the amount of shared payloads with other labels is small and coincides with a semantic distinction.
B. Discussion of Miss-Classifications
This section discusses explanations of the reported miss-classifications and presents strategies to mitigate the identified problems or improve the performance by trying out other approaches than presented in this paper.
The following paragraphs focus on different aspects of the presented approach:
• data processing.
• vectorizing approaches.
• model and/or hyper-parameter selection.
Each of the following paragraphs focus on one aspect. While we discuss some possible limitations of our approach for the first two aspects, the third part is different. As already stated, the solution space (models + hyper-parameter combinations) is too vast to be exhaustively searched. We therefore content ourselves with hints, on how to methodically supersede our results. This last activity is similar to reproducing our results.
1) Data Issues: There are two promising explanations for miss-classifications based on a critical review of the training/evaluation set:
• Some payloads may be labeled wrong, which means that in such a case the model performs better than the person who originally labeled the research data item. There are structural explanations available for this assumption that go beyond simple classification errors: Some repositories might only allow or encourage one discipline per data set or data sets are not curated over time (e.g. by adding disciplines after submission). Unfortunately, there is no approach known to us to automate a procedure to identify and correct such types of miss-classifications other than manual checks:
-Ordering of all false positives by the probability the model assigns to the miss-classified labels in decreasing order: The higher the probability, the more likely is the model's classification correct.
-Manual relabeling of the data item if the machine's classification seems warranted.
• Some payloads could be of insufficient quality for both model and human expert to unambiguously classify the research data item. This means that the model would be "justified" in a false negative, since the payload in question would be too short and/or too unspecific. As with the previous idea, there is only a manual approach known to us, to detect and handle such cases:
-Ordering of all false negatives by the probability the model assigns to the miss-classification and number of words (both in increasing order): The lower the probability and shorter the payload, the more likely is the model's classification warranted.
-Manual assessment of the payload (does it contain enough information to make a sound classification decision?) If the payload is not found to be sufficient for a classification, it can be ignored by future training runs.
Both these approaches focus on the quality of the training/evaluation data, whereas another idea is to enlarge these data by using additional sources, such as the Bielefeld Academic Search Engine (BASE) 15 or Crossref 16 All three approaches lead to a newer version of the training and evaluation data set, which necessitates a re-training of the models to assess the improvements by the baseline presented in this paper.
2) Vectorization Issues:
• BoW: The large number of input features for the best performing model (100,000) slows down prediction and increases the size of the model. Aside from these rather technical issues, 3,996,093 features are not exploited to increase the performance of the models. With dimension-reduction mechanisms such as Principal Component Analysis (PCA), these unused information might be exploited to further reduce the miss-classifications, while the dimension of the input layer of the network is reduced at the same time (with beneficial consequences for the prediction latency and model size). Another approach is to test what impact the selection of another list of stop words would have.
• Embeddings: Using another embedding data set to vectorize the payloads might allow reduce the number of miss-classifications, if these embeddings were trained on a context closer to scientific communication than the used Google News data set. Another approach is to train the embeddings from scratch or update an existing embedding model during the classification process.
3) Notes on Reproducibility:
The presented procedure to retrieve, clean, and vectorize the data, and evaluate different machine learning models on the results is based on several assumptions, which were motivated in this paper. In general, the solution space is so vast, that it is currently unreasonable to check every hyper-parameter combination or promising learning algorithm considering the resources necessary.
Besides the explanation for the choices we gave in this paper, we followed an approach that allows to retrace each step taken, so different configurations and hyper-parameters can be tested. Nevertheless, to guarantee comparability, it is crucial to keep those parts of the data processing and the learning pipeline fixed, which do not diverge from our approach. To ease such a procedure, the data, source code and all configurations, are made publicly available:
• Raw retrieved data: [34] • Cleaned and vectorized training and evaluation data small: [35] medium: [33] large: [32] • Source code with sub-modules for the steps presented in this paper, [36] , with the following components:
code/retrieve, corresponding to Subsection III-A code/clean, corresponding to Subsection III-B
code/vectorize, corresponding to Subsection IV-A code/evaluate, corresponding to Section V config, all configurations, including the stop word list • Statistical data for this paper and evaluation data of all training evaluation runs: [37] C. Threats to Validity
The decision for a classification scheme is necessarily a political statement. How borders between disciplines are drawn, which research activities are aggregated under a label, and which disciplines are considered to be "neighbors", should be open to reflection and debate. The selection of the common classification scheme for this paper, was steered by technical reasoning to minimize the effort while maximizing the classifiers' performance (see Section III). The methodological approach and therefore the code, allows to use another classification scheme, if mappings are provided from the found schemes to this alternative target scheme.
Another potentially arbitrary feature of the presented approach lies both in the subject classifications found in the raw data and in the process to streamline them during the cleaning step. DataCite aggregates over many sources and therefore over many curators and scientist who make the first type of decision; [23] reports that 762 world-wide organizations were included as data centers in the DataCite index in April 2016. This bandwidth hopefully leads to a situation where prejudice and error is averaged out.
Even if some cultural and socialized patterns in classification remain and some classification schemes are more prominent than others (ANZSRC, DDC), this approach is to our knowledge the best available.
By filtering out metadata which were clearly classified by other automatic means (e.g. the linsearch classification scheme), we hope to minimize an amplifier effect (models trained on data classified by other models). We managed the second type of arbitrariness (mapping the found labels to a common scheme), by making each of the 609,524 mapping decisions transparent and reproducible, so that possibly existing biases and uncatched mistakes are corrigible.
VIII. CONCLUSION & OUTLOOK
In this paper a report is given how training and evaluation metadata describing research data are retrieved, cleaned, labeled and vectorized, in order to test the best machine learning model to classify the metadata by the discipline of research of the research data. Since this is a multi-label problem, both training and evaluation procedure must be aligned with technical best practices, such as stratified sampling or using macro-averaged scores.
MLP models and LSTM models perform well enough for usage in the context of scientometric research, while the usage of the evaluated models in assistant systems and value-adding services of research data providers should only be considered after user interaction studies. Ideas for improvement of the performance are mostly targeted at the training and evaluation data.
Ideas for scientometric application of the models on data sources such as DataCite and BASE include but are not limited to:
• Is research becoming more or less interdisciplinary? This question can be answered by using the automated classifiers on large time-indexed data sets (such as DataCite, which includes the year of publication as a mandatory field). The classified data sets will display a trend, whether the number of labels increase, decrease or stay stable. 
