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Magnetic resonance imaging (MRI) produces images with anatomical and 
functional information. These images can be obtained without the use of contrast 
agents, which generally require long scan times. This dissertation investigates 
existing techniques for accelerating such functional MRI methods, contributes 
novel fast acquisition and reconstruction techniques, and proposes new ways of 
analyzing real-time MRI data.  
First, we aim to determine an advantageous approach for accelerating high 
spatial resolution 3D cardiac T2 relaxometry data by comparing the performance 
of different data undersampling patterns and reconstruction methods over a 
range of acceleration rates. Quantitative results on healthy and edematous 
hearts reveal that the relaxometry maps are more sensitive to undersampling 
than anatomical images. The 3-fold variable density random undersampling with 
model-based or joint-sparsity sensitivity encoding (SENSE) is recommended. 
Second, we develop a rapid T2 mapping protocol using spiral acquisition and 
novel model-based approach joined with compressed sensing (CS) and model-
based reconstruction. We also develop a sequence that suppresses 
cerebrospinal fluid (CSF). Quantitative evaluation on digital phantoms and 
healthy volunteers demonstrates the feasibility of T2 quantification with 3D high-
resolution and whole-brain coverage in 2-3 min.  




(GASSP) method for high spatial (0.8mm) and high temporal (<21ms) resolution 
for measuring coronary blood flow in a single breath-hold. We reduce k-space 
gaps using novel binning and triggered GA schemes. Velocity and flow metrics 
are validated against two existing methods and show high reproducibility. 
Fourth, we construct an abdominal non-contrast-enhanced magnetic resonance 
angiography (MRA) protocol with a large spatial coverage at 3.0T. The protocol 
uses advanced velocity-selective (VS) pulse trains. MRA with a large spatial 
coverage is slow and accelerated using CS. The VS-MRA sequences generate 
high-quality angiograms and arteriograms with high blood contrast. 
Finally, physiological changes in real-time (RT) MRI (30-100 frames/sec) are 
explored using Fourier transform (FT), principal component analyses (PCA), and 
perfusion modeling. We detect spectral patterns in pharyngeal images acquired 
during speaking and obtain T1-weighted, pulsation-weighted, and respiration-
weighted images in healthy volunteers and heart patients with wall motion 
abnormalities with FT and PCA. RT perfusion maps are estimated from a 
proposed perfusion model in ongoing work in progress.  
Advisor and first reader: Paul A. Bottomley 
Russell H. Morgan Professor, Radiology and Radiological Science, Johns 
Hopkins University 
Second reader: J. Webster Stayman 
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Chapter 1 Introduction 
1.1 Overview of the thesis 
Magnetic resonance imaging (MRI) is a widely used clinical imaging technique 
because it is free of ionizing radiation and enjoys the advantages of high spatial 
resolution, high signal-to-noise-ratio (SNR), multiple contrast mechanisms, and 
high soft-tissue sensitivity. Besides the typical spin-lattice relaxation time (T1)- 
weighted (T1w) images, spin-spin relaxation time (T2)-weighted (T2w) images, 
proton density (PD)-weighted (PDw) images as well as absolute T1 and T2 
mapping, images whose contrasts reflect physiological functions can also be 
provided by MRI. These include angiography, perfusion, diffusion, velocity 
mapping, and magnetic resonance (MR) spectroscopy, with quantitative 
measurements obtainable in most cases. MRI can benefit from abundant 
controllable parameters and the extra dimension of phase information. With such 
complex functional information MRI can avoid the use of contrast agents and can 
be encoded for screening, diagnosis, and follow-up studies after treatment. 
These techniques show promise in clinical applications. Quantitative MRI 
“relaxometry” (T1 and T2) mapping is sensitive to acute myocardial edema (1,2) 
and brain lesions (3,4). Phase contrast (PC) MRI (5) can provide velocity maps to 
analyze the spatial and temporal flow pattern and flow reserve, and can reveal 
the severity of coronary stenoses (6). MR angiography (MRA) (7) is widely used 
for diagnosing vascular aneurysms, plaques, vessel malformations, dissections, 




coronary bypass vessels, and tumor surgery.  
Despite its potential diagnostic advantages, MRI’s long acquisition time can limit 
its clinical application. Quantitative MRI is typically slower because extra scans 
are required for parameter calculation, and sometimes repeated scans must be 
added to increase SNR. Accelerating MRI may not only reduce scan time but 
also reduce artifacts caused by motion and improve the clinical utility of the 
images. Various fast MRI sequences and methods have been reported (8–18). 
These include: fast spin-echo (i.e. FSE, TSE or RARE) (9); spoiled gradient-echo 
(i.e. SPGR, FLASH, FFE) (10); balanced or unbalanced steady-state-free-
precession (bSSFP, SSFP) (11); echo-planar imaging (EPI) (12,13); and some 
non-Cartesian sampling methods (like spiral) (14) that increase the efficiency of 
data acquisition. Fast MRI based on data handling such as parallel imaging (PI) 
(15), compressed sensing (CS) (16), low-rank (17), and principal component 
analysis (PCA) (18)  makes use of data redundancy to reduce the total amount of 
data required for image reconstruction and thus reduce data acquisition time. To 
achieve even faster MRI, current techniques often combine multiple fast imaging 
techniques. 
This dissertation evaluates existing methods and contributes novel techniques 
that speed up and optimize cardiovascular and cerebral MRI acquisition and 
reconstruction, as well as new data analysis methods.  
This first chapter gives a brief introduction to this dissertation and provides some 




These include some basics of MRI, some fast imaging methods, and some 
quantitative and functional MR techniques. 
Chapter 2 is focused on acceleration strategies of whole-heart three-dimensional 
(3D) T2 mapping methods. This chapter compares a wide range of acceleration 
factors, different undersampling patterns, and some existing multi-contrast 
reconstruction methods on swine and human datasets. The aim is to determine 
an optimal strategy for accelerated high-resolution (1.25 × 1.25 × 5 mm3) T2 
mapping that can also be applicable for mapping other parameters and different 
organ systems. The tradeoff between scan time and the quality of parametric 
maps is evaluated. 
In chapter 3, a new rapid and accurate method was developed for high-resolution 
whole-brain 3D T2 mapping. While chapter 2 compares existing methods, novel 
protocols, and a new reconstruction method were proposed and evaluated in this 
chapter. We made use of the high acquisition efficiency of spiral trajectories and 
combined model-based T2 reconstruction with spatial sparsity constraints. The 
new parametric mapping methods were not limited to T2 mapping and allow the 
MRI signal from CSF to be suppressed to enhance contrast, using a 
magnetization preparation. 
Chapter 4 introduces new methods to achieve high-quality coronary PC MRI with 
both high spatial and high temporal resolution, combining spiral trajectory and CS 
reconstruction. New protocols and data handling schemes were proposed to 




reconstruction approaches that combine PI and CS were modified to adapt 
coronary PC MRI that is phase-sensitive and requires an additional velocity-
encoding dimension beyond typical dynamic MRI. This new method obtains high 
quality dynamic cardiac images with 0.8 mm spatial resolution and <21 ms 
temporal resolution in a single breath-hold and can measure coronary blood 
velocity and flow parameters with high reproducibility. 
As well as velocity measurements, PC MRI can also generate angiograms by 
subtracting the velocity encoded images (19). The PC module can be improved 
to create a velocity-selective module to perform MRA directly without subtraction. 
In Chapter 5, a velocity-selective MRI technique is used to saturate the MRI 
signal in static tissue to achieve 3D MRA of the whole abdomen without using 
contrast agents. MRA data are acquired during free breathing. Because 
vascularity in the abdomen is complicated, we optimized the direction of the 
selective velocity encoding, the number of velocity-selective modules, and the 
delay time to improve the quality of the angiograms. The new protocol was 
combined with bSSFP acquisition, PI, and CS to obtain high resolution (1.4 × 1.4 
× 2 mm3) MRA with a large spatial coverage. 
Chapter 6 explores physiological changes within real-time (RT) structural MRI 
acquired at up to 100 frames/sec using a highly-undersampled radial acquisition 
and graphics processing units obtained via a collaboration with the Max Planck 
Institute. Spectral analysis, principal component analysis (PCA), and perfusion 
models were applied to RT datasets to extract physiological information reflecting 




brain. The methods were tested on healthy subjects and cardiac patients with 
wall motion abnormalities. 
Chapter 7 summarizes the previous chapters and introduces some ongoing and 
future works related to this dissertation. 
1.2 Basics of MRI 
1.2.1 Spins and magnetization 
The phenomenon of Nuclear Magnetic Resonance (NMR) was first discovered by 
Felix Bloch and Edward Purcell in 1946. Some Nuclei can absorb radiation at 
specific frequencies when placed in an external magnetic field (B0) and emit 
detectable radiation after returning to equilibrium.  
Nuclei that are suitable for NMR contain at least one unpaired nucleon. Unpaired 
nucleons possess spin angular momentum, which endows the nucleus with a 
magnetic moment and is key for NMR. Despite the many eligible nuclear 
isotopes that are suitable for NMR, such as 13C, 14N, 31P, and 19F, the most 
commonly used nucleus in MRI is 1H owing to its substantial biological 
abundance. The 1H nucleus is usually referred to as the ‘proton’ because it is 
composed of a single proton. When B0 is present, the proton spins will align with 
the external field in two allowed energy states, roughly parallel and antiparallel to 
B0, with a slight excess in the low energy state, depending on thermal motion in 
the sample. The energy of the radiation that can be absorbed by protons under 




parallel and the antiparallel states (ΔE). The frequency of this radiation, called 
the Larmor frequency (ν), is proportional to B0. The constant of proportionality is 
called the gyromagnetic ratio (γ) and is specific to the nucleus. Values of γ
γ/2π are often quoted instead of γ. The equations for the Larmor frequency and 
the energy difference are given by Eq. 1.1 and Eq. 1.2, respectively: 
 ν γB  1.1 
 ΔE hν hγB  1.2 
For protons, γ = 42.58 MHz / T. h = 6.626×10-34 Jꞏs is Planck's constant. 
The ratio of spins in each state in a sample in B0 subject to no other excitation 
fields is in a constant equilibrium state at room temperature. The ratio of 
antiparallel (N-) and parallel spins (N+) follows the Boltzmann distribution: 
 N /N e /  1.3 
Here k = 1.3805x10-23 J / K is the Boltzmann constant, and T is the temperature 
in Kelvin. 
Since the net magnetic moment of a sample of antiparallel and parallel spins will, 
in part, cancel, a macroscopic bulk magnetization only arises when there is a net 
difference in the number of spins occupying the two energy states. This is given 
by Eq. 1.3 and is generally very small compared to the total number of spins 
(N++N-). The bulk magnetization in this situation is referred to as M0, which, at 




When radiation at the Larmor frequency (usually called a ‘radiofrequency pulse’ 
or ‘RF pulse’) is applied, spins in the parallel energy state can absorb the 
radiation and transit to the antiparallel (higher energy) state. The component of 
the bulk magnetization that is oriented parallel to B0, i.e., the longitudinal 
magnetization (Mz), will generally decrease in this situation. At the same time, a 
component of the magnetization (Mxy) transverse to B0 is generated. Mxy is 
perpendicular to B0 and rotates about the z-axis in the xy plane at the Larmor 
frequency, which is called ‘precession.’ But if the exciting ration is continued, it is 
a possible to cause rotation of the bulk magnetization to completely invert it so 
that it is antiparallel to B0. If the radiation is turned-off at exactly that point, the RF 
pulse is called a 180° pulse. RF pulses are quantified by the degree of this 
rotation, termed the flip angle (FA).  
When the RF pulse ends, some antiparallel spins jump back to the parallel (low-
energy) state. By this means, Mz eventually recovers back to M0. Similarly, the 
spins contributing to Mxy gradually fall out of alignment, and Mxy will decay to 0. 
Because Mxy rotates at the Larmor frequency in xy plane due to precession, the 
signal along the x-axis is sinusoidal. If a wire coil is placed sensitive to the xy 
plane, the magnetization change in the x direction will generate an alternating 
current in the coil. The magnitude and phase of the sinusoidal signal measured 
by the coil generate a complex NMR signal. 
The time constants for Mz recovery and Mxy decay are named relaxation times. 




The equation for T1 recovery is given by Eq. 1.4: 
 M t M 0 e M 1 e  1.4 
Here, t is the time delay after the RF pulse ends and M 𝑡  is the longitudinal 
magnetization at time t. 
For Mxy decay, the time-constant is named spin-spin relaxation time (T2). 
Generally, T2 ≤ T1. The equation for T2 decay is given by Eq. 1.5: 
 M 𝑡 M 0 e  1.5 
However, in real experiments, Mxy usually decays faster than predicted by T2. 
Magnetic field inhomogeneity, susceptibility (internal magnetization of the spins), 
and chemical shift (different chemical environments of the spins) are three 
reasons for faster decay. This faster decay rate is usually referred to as T2* (≤ 
T2). The exponential decay pattern of T2* is usually treated the same as for T2 
decay in Eq. 1.5, though it often varies from true exponential depending on the 
source of the additional dephasing. 
1.2.2 Gradients, spatial encoding, and k-space 
The signal obtained from NMR, as described above, is the bulk magnetization of 
the object being excited. That signal does not yet contain location information. 
For the purpose of imaging, Fourier encoding is the conventional method for 
obtaining multi-dimensional spatial information. The Fourier transform (FT) of an 




adding gradients to B0. There are two Fourier encoding approaches in 
conventional MRI: frequency encoding and phase encoding. 
In frequency encoding, a constant gradient is applied during data acquisition. As 
shown in Fig. 1.1, the spins at different spatial locations are exposed to a 
different B0 field due to the gradient, resulting in different Larmor frequencies. 
ν x , the Larmor frequency at location x, is linear with the location x:  
 ν x γ 𝐵 𝐺𝑥 . 1.6 
 
Figure 1.1: frequency encoding. 
 
In phase encoding, a gradient is applied before data acquisition, resulting in a 
phase difference between the bulk magnetization of spins at different locations. 
This phase difference works as the phase modulation of the Fourier encoding. 




proportional to the gradient strength, G, gradient duration, τ, and location, x(Eq. 
1.6). 
 Δφ 2𝜋γ𝐺𝑥𝜏 1.7 
As shown in Fig. 1.2, a phase difference is accumulated during the gradient, 
according to Eq. 1.7, proportional to the duration and amplitude of the gradient.  
Phase encoding is accomplished in multiple acquisitions in which the gradient 
strength is varied to provide different phase modulation for Fourier encoding. 
 
Figure 1.2: phase encoding. 
 
Slice selection is another technique for localization. In this technique (Fig. 1.3), a 
gradient of B0 is applied with the RF pulse, resulting in different Larmor 
frequencies at different location x. The applied RF pulse has a frequency of γ𝐵 , 
and can only excite spins at a Larmor frequcney of γ𝐵 , i.e. at the location of x=0. 
After that, a negative refocusing gradient lobe is applied to compensate for phase 





Figure 1.3: slice selection. 
 
A typical two-dimensional (2D) image selects a slice in a first dimension then 
applies frequency encoding in one dimension within the plane of the slice and 
phase encoding in the other dimension. An example of this 2D encoding with 
Cartesian sampling is demonstrated in Fig. 1.4. An RF selective excitation pulse 
(RFex) is applied at the beginning of the sequence, rotating the magnetization into 
the xy plane. A gradient in z direction (Gss) is applied during the period of the RF 
pulse for the slice selection, followed by the negative refocusing pulse. After the 
excitation pulse, a gradient in the y direction (GPE) is applied to provide phase 
encoding. After the phase encoding gradient is applied, a gradient in the x 
direction (GFE) is applied to enable frequency encoding during signal acquisition. 
A negative gradient pulse is applied in the x direction (GFEpre) with half the area of 
the GFE pulse before the acquisition, to offset the frequency encoding so that the 




window rather than at its beginning. The time delay of the echo after the 
excitation pulse is called the echo time (TE). One such sequence application with 
its acquisition window can fill one k-space line. Multiple acquisitions with different 
GPE can be used to fill the whole k-space (blue lines in Fig. 1.4B). The time 
interval between two consecutive excitation pulses is called the repetition time 
(TR).  
 
Figure 1.4: RF and gradients sequence (A) and corresponding k-space (B) of a 2-
dimensional image with frequency encoding in x dimension and phase encoding in y 
dimension. 
 
1.2.3 Gradient Echo (GRE) and Spin Echo (SE) 
The GFEpre gradient in Fig. 1.4A causes dephasing of the spins at different x 
locations, which are rephased at TE. The area of GFEpre is the same as the area 
of the part of GFE before the echo. The image sequence with this gradient-based 
rephasing is called gradient echo (GRE). The bulk Mxy signal decays during 




An alternative sequence, as shown in Fig. 1.5, provides an additional RF pulse 
(RFecho) after the excitation pulse (RFex), with FA = 180°, is applied to flip the 
spins whose phase is leading to a lagging phase and vice versa. Dephased spins 
during the first half of TE will rephase during the second half. The RF-pulse 
induced rephasing of the spins produces a refocused spin echo (SE) at time TE, 
and RFecho is usually referred to as the refocusing pulse.  
 
Figure 1.5: SE sequence of a 2-dimensional image. 
 
Spins dephased by gradient, susceptibility, and chemical shift can all be 
refocused via SE, while GRE can only compensate for the effect of the applied 




decay compared to the signal after excitation. The Mxy signal at TE in GRE is still 
dephased by effects other than the dephasing gradients and follows the T2* 
decay.  
T1, T2, and T2* relaxation times are tissue-specific, and differences between 
tissues provide contrast for structural MRI in addition to the proton density (PD). 
Although MRI shows a mixture of PD, T1, and T2 (for SE, or T2* for GRE) 
weighting, we are able to control the dominant weighting by tuning the acquisition 
parameters. For example, in a typical SE sequence. Short TR and TE generates 
T1-weighted (T1w) images, long TR and TE generate T2-weighted (T2w) 
images, and long TR but short TE generate PD-weighted (PDw) images.  
1.3 Fast MRI techniques 
Usually, it takes a relatively long time for Mz to recover and for Mxy to decay after 
each acquisition, leading to long TRs and total scan times. Standard SE or GRE 
sequences can take tens of minutes to obtain images of a target organ, limiting 
clinical applications of MRI. Therefore, many efforts have been made to 
accelerate MRI in the past decades. 
1.3.1 Fast spin echo (FSE), spoiled gradient echo (SPGR), balanced steady-
state-free-precession (bSSFP) 
Fast spin echo (FSE), also known as turbo spin echo (TSE) or rapid acquisition 
with relaxation enhancement (RARE), is a SE sequence with multiple refocusing 




are performed in one TR to accelerate the scan.  
 
Figure 1.6: RF pulse trains of the FSE sequence. Abbreviations: ESP = echo spacing, 
ACQ = acquisition. 
 
In a traditional FSE sequence, a 90° excitation pulse and 180° refocusing pulses 
(90°-180°-180°-) are used with an echo spacing time equal to TE. Some 
advanced FSE sequences use smaller flip angles to reduce RF power deposition 
in the body (as measured by the specific absorption rate, SAR), which can cause 
heating during scans. FSE sequence can cause image blurring due to T2 decay 
of the signal acquired between echoes. A variable flip angle (VFA) technique has 
been introduced (20) that can compensate for the blurring effect caused by T2 
decay. This works by creating a signal plateau using refocusing pulse trains with 
gradually increasing FAs. Non-traditional FSE techniques are affected by 
stimulated echoes, which are also observed when the 180° refocusing pulses are 
not perfect. The stimulated echoes can be eliminated by applying crusher 
gradients (gradient pulses that dephase spins not contributing to the SE) before 
and after the refocusing pulses. 
The spoiled gradient echo (SPGR) sequence, also known as the T1-weighted 
fast field echo (T1w FFE) or fast low angle shot (FLASH) sequence, is a GRE 




the use of a short TR while avoiding spurious stimulated echo signals (10). Fig. 
1.7 demonstrates a representative SPGR sequence. Compared to the traditional 
GRE sequence, there are two modifications to spoil the transverse 
magnetization: gradient spoiling and RF spoiling. For gradient spoiling, crusher 
gradients (Gspoil_x and Gspoil_y, also referred to as spoiling gradients) are applied 
after acquisition to dephase Mxy signal. For RF spoiling, a 117° phase-lag is 
added to consecutive excitation pulses.  
 
Figure 1.7: SPGR sequence. 
 
Usually, the TR in SPGR is very short. As a result, the longitudinal signal Mz 
before the next excitation pulse does not recover to M0. Instead, Mz in SPGR 
eventually reaches a steady-state, when the signal before two consecutive 




 M M cos 𝜃 e M 1 e   1.8 
Here 𝜃 is the flip angle of the excitation pulse. Eq. 1.8 is obtained by substituting 
M 0  with M cos θ and substituting t with TR in Eq. 1.4. Therefore, the steady-
state (longitudinal magnetization) Mz is given by Eq. 1.9 and the (transverse) Mxy 
signal which is acquired is given by Eq. 1.10:  
 M M  1.9 
 M M 𝑒 ∗ sin 𝜃 1.10 
SPGR is typically dominated by T1 weighting. The steady-state signal M  is 
much smaller than M0 when TR<<T1.  
According to Eq. 1.10, when TR and T1 are fixed, M  can be maximized with a 
specific flip angle, called the Ernst angle. The Ernst angle 𝜃  as a function of TR 
and T1 is given by Eq. 1.11: 
 𝜃 arccos 𝑒  1.11 
For short TR, 𝜃  is usually small (around 10°). SPGR is stable with few artifacts 
but often has low SNR due to small M  and T2* signal decay. It is also affected 
by B0 inhomogeneity, which results in mild signal loss, distortion, and image 
blurring.  




(Siemens Healthineers) or FIESTA (GE Healthcare), uses rewinder gradients 
rather than the spoiling gradients used in the SPGR sequence. Fig. 1.8 
demonstrates a representative bSSFP sequence. The rewinder gradients 
(Grewinder_x and Grewinder_y) compensate for the previous gradients in the x and y 
direction, and the phase difference between consecutive excitation pulses is 
180°. For the best image quality with bSSFP sequence, TR =2TE. The bSSFP 
sequence rephases all the M  signal with rewinder gradients before excitation, 
so there is little signal lost compared to SPGR where Mxy is spoiled. As a result, 
bSSFP has higher SNR than SPGR. The most severe drawback of bSSFP is the 
banding artifacts caused by field inhomogeneity, which can be improved with 
shimming. On the other hand, bSSFP has better performance on systems with 
lower B0 due to less B0 off-resonance effects. Additionally, bSSFP is T2/T1 
weighted, and lower B0 benefits the steady-state signal with higher T2/T1 ratios. 
 




1.3.2 Echo-planer imaging (EPI) and Spiral acquisition 
Section 1.3.1 introduced some fast imaging techniques that increase the number 
of acquisitions in limited total times. Techniques in this section accelerate MRI 
scanning by prolonging the acquisition window and obtaining more data within 
one acquisition. 
Echo-planer imaging (EPI) covers the whole k-space in one acquisition, as 
demonstrated in Fig. 1.9. Because the whole k-space is acquired within one TR, 
EPI acquisition is very fast. Usually, it takes just a few seconds to acquire a 2D 
image slice.  
 
Figure 1.9: EPI Sequence (A) and k-space trajectory(B). 
 
Despite the fast imaging speed, some drawbacks in EPI limit its application. The 
most common artifacts observed in EPI are the ghost artifacts (Fig. 1.10A). 
These artifacts are caused by the misalignment of the k-space lines acquired in 
different directions. Typically, the acquisition directions are flipped between odd 




image shifted by half of the field-of-view (FOV). Therefore, this artifact is usually 
called a “1/2-ghost” (Fig. 1.9A). Another artifact that limits the application of EPI 
is the chemical shift artifact (Fig. 1.10B). Differences in the chemical environment 
of spins affect the local B0 experienced by the MRI nucleon, causing small 
frequency differences called “chemical shifts” that result in a shift in the 
frequency-encoded image signal provided by the chemically-shifted species. This 
effect is mostly observed between water and fat due to their abundance in the 
body and their difference in chemical shift.  
 
Figure 1.10: ghost artifacts (A) and fat-water chemical shift artifacts (B) of EPI 
sequence. Artifacts are pointed by yellow arrows. 
 
Other effects such as distortion due to B0 inhomogeneity, nonlinearity in the 
applied MRI gradients, and signal loss due to dephasing compared to traditional 
GRE image also limit the application of EPI. Recent studies demonstrate that 
improved image quality can be achieved with the EPI sequence by improving the 
field homogeneity (21), correcting ghost artifacts in post-processing (22), and by 





There are other trajectories that cover the whole k-space for image acquisition, 
for example, a spiral trajectory, as shown in Fig. 1.11.  
 
Figure 1.11: Sequence (A) and k-space trajectory (B) of a spiral sequence. 
 
Spiral acquisitions are also efficient. Compared to the EPI sequence, there are 
some advantages of the spiral sequence. First, there is no ghost aliasing in spiral 
imaging. Second, chemical shift and B0 inhomogeneity no longer cause artifacts. 
They do cause image blurring, which can be treated in post-processing. Third, 
the spiral trajectory starts at the center of the k-space, allowing very short TE and 
high SNR due to minor T2* effects. Finally, Gx and Gy gradients are smooth, so 
no extra time is wasted for gradient switching. Smooth gradients also enjoy mild 
eddy current effects.  
The performance of the spiral trajectory depends highly on the accuracy and 
response time of the hardware. Non-Cartesian acquisition requires time-
consuming non-uniform FT (NUFT) for image reconstruction. In recent years, the 
spiral acquisition has gained increasing interest as more powerful hardware and 




1.3.3 Parallel Imaging (PI) and Compressed Sensing (CS) MRI 
The previous two sections introduced techniques that increase acquisition 
efficiency. This section will talk about fast MRI methods that can further reduce 
the data required for image reconstruction. 
Parallel imaging (PI) uses multi-channel receiver coils that can acquire multiple 
signals simultaneously (15). One strategy to reduce scan time is to acquire only a 
part of the k-space. This normally results in image aliasing artifacts that are 
intolerable. However, aliasing in images can be unfolded due to data redundancy 
when multiple channel acquisitions are available. The most commonly used PI 
methods used to unfold undersampling aliasings are sensitivity encoding 
(SENSE) (23) and generalized autocalibrating partial parallel acquisitions 
(GRAPPA) (24). 
SENSE is an image-based PI reconstruction method where aliasing from the 
sub-Nyquist acquisition is removed based on the encoding provided from the coil 
sensitivities. Fig. 1.12 demonstrates a representative image of parallel imaging 
with a four-channel receiver coil. Images measured from different channels are 
modulated by their coil-specific sensitivity profiles. As a result, the image 
obtained from each coil is the original image (without sensitivity encoding) 
multiplied by a sensitivity map. When k-space is undersampled, aliasing artifacts 
are generally observed in multi-channel images. Traditionally, the k-space is 
undersampling uniformly. For example, in Fig. 1.12 with a Cartesian acquisition, 




reduction factor of R = 2. In this case, an aliased image is superposed on top of 
an unaliased image, which is actually the same as the unaliased image shifted by 
half of the FOV. As a result, the top and bottom halves of the aliased images are 
identical and are equal to the superposition of the top and bottom halves of the 
unaliased image. 
 
Figure 1.12: Imaging with multi-channel receiver coils. 
 
With multi-channel data from different coil locations, the image recorded from 
different channels is intrinsically encoded with the sensitivity information, as 
shown in Fig. 1.13. With R = 2 equally-spaced undersampled k-space, pixel X 
and Y, with a distance of half the FOV, are aliased, resulting in pixels whose 
signal sum at X and Y, are weighted by the coil sensitivities. Though these are 




different channels. As a result, 4 equations can be formed to solve X and Y in 
Fig. 1.13. In practice, the reduction factor R determines the number of unknowns. 
The number of channels, Nch determines the maximum number of equations that 
can be solved.  R < Nch is usually set to avoid under-determination of the 
equations. When overdetermined, X and Y can be calculated by a least-squares 
fit. Sensitivity maps are smooth and can be estimated from low-resolution 
images, which are calculated either from the fully sampled central k-space area 
or from an additional scan. Advanced SENSE techniques can also solve 
arbitrarily undersampled images or non-Cartesian sampled images using iterative 
reconstruction (25). 
 
Figure 1.13: Sensitivity encoding of undersampled multiple channel images. 
 
GRAPPA, on the other hand, is a k-space based reconstruction method. It is 




neighboring k-space pixels, as shown in Fig. 1.14. Neighboring pixels of the 
same coil and from other coils are both included in the linear combination. 
 
Figure 1.14: GRAAP (24). 
 
For a given coil, the weights combining the neighboring k-space pixels are 
regarded invariant over all k-space. The weights are different for each coil. In 
GRAPPA, the MRI signal is undersampled in the outer k-space with a fully 
sampled central k-space area called the auto-calibration signal (ACS). The 
weights are fitted from the ACS region, and the missing data in outer k-space are 
calculated from the sampled k-space data using the fitted weights. 
Another group of accelerated MRI reconstruction methods is based on 
compressed sensing (CS) (16). Generally, compressed sensing techniques 





Figure 1.15: Basic idea of Compressed Sensing (16). Sparse signal with 3 non-zero 
elements (a) is the Fourier transform (FT) of a fully-sampled k-space data (b). If the k-
space data in (b) is equally-spaced 8-fold undersampled (sample at red circles), the FT 
is aliased with 8 equally-spaced repeats of the 3 non-zero elements (c). The largest and 
smallest non-zero element in (a) are folded together in (c) and inseparable. If the k-
space data in (b) is randomly 8-fold undersampled (sample at blue dots), the 3 non-zero 
elements are corrupted with incoherent noise-like aliasing (d). The two larger elements 
in d can be separated via thresholding (e, f). Corrupted signal of the two larger elements 
(g) are generated by undersampling the k-space of (f) at blue dots in (b). Signal with only 
the smallest element and its aliasing (h) can be obtained by subtracting (g) from (d). The 
smallest signal (h, red circle) can be separated from its aliasing with a threshold smaller 
than the threshold in (e). MRI image in (i) corrupted in random undersampling with 
incoherent artifacts can also be recovered with thresholding. The thresholding is applied 
in a sparse transform (𝛹) of the image. 𝐹 and 𝐹∗: forward and inverse FT. 𝐹  and 𝐹∗: 
forward and inverse FT with undersampling. 𝛹 and 𝛹∗ forward and inverse sparse 
transform. 
 
Fig. 1.15 demonstrates the basic idea of CS reconstructions applied to sparse 
signal (parts a-h) and the transformed sparse image (part i). While equally-
spaced undersampling is acceptable in PI, aliasing from equally-space 




signals in part a). Instead, random undersampling is used in CS, leading to 
incoherent artifacts (part d, the noise-like signal other than the original sparse 
signal in part a), which can be separated from the original signal via thresholding 
(part e). At this stage, some small signals in (part a) are cut with aliasing. To 
restore these signals, a separation process with a smaller threshold is conducted 
on the subtracted signal (part h) with only the small signals and their aliasing 
(part h). This process can also be applied to MRI images (part i). Although the 
images themselves are not sparse, they can be sparse in certain transformed 
domains.  
The transformations that sparsity MRI images are called sparsifying transforms, 
such as total variation (TV) (26) and wavelet transforms. In dynamic and 
parametric MRI, the sparsifying transforms can also be applied to temporal or 
parametric dimensions. For example, the FT applied to a temporal dimension is a 
sparsifying transform for dynamic MRI (27). Besides sparsity, incoherent aliasing 
is also key to CS reconstruction. As shown in Fig. 1.15d, random undersampling 
in Cartesian MRI generates incoherent aliasing artifacts. In non-Cartesian MRI 
such as radial and spiral, golden angle (GA) (28) rotation between consecutive 
acquisitions also generates incoherent aliasing artifacts (29). In this technique, 
the angle between consecutive radial spokes or spiral arms is 111.25° (Fig. 1.16) 
or 137.51°, respectively. CS reconstruction is a promising approach because 
there is no need for extra coils or calibration datasets. The limitation is a 
relatively long reconstruction time as compared to PI using nonlinear optimization 




Nevertheless, the CS methods have been implemented clinically using high-
speed graphics processing unit (GPU)-based reconstruction with data-driven 
parameter tuning methods (30). 
 
Figure 1.16: Golden angle (GA) radial sampling (28). P denotes the number of total 
projections (k-space lines) in radial sampling, which are sampled in the order labeled 
next to each projection. The angle between consecutively sampled projections is 
demonstrated by the arrow between projection 0 and 1 in the P=2 case.  
 
Besides PI and CS, there are more techniques that can reduce the data needed 
for MRI reconstruction. For example, partial Fourier methods can acquire only 
60% to 80% of the (full uniformly-sampled) k-space data for image reconstruction 
by taking advantage of symmetry in k-space (30). View-sharing techniques in 
dynamic MRI are another option that reuses the k-space lines in multiple 
dynamic frames to reduce the amount of data required. For the highest 
acceleration factors, the methods introduced in section 1.3 are usually combined. 
1.4 Quantitative and functional MRI 
The clinical advantage of MRI is the ability to obtain structural and functional 
images on a single modality with or without the usage of contrast agents. MRI 
can quantify various physiological parameters with its abundant controllable scan 
parameters and the additional phase information contained in the complex-




techniques explored in later chapters. 
1.4.1 Relaxometry 
Instead of relaxation-weighted images, techniques that can measure the absolute 
value of the MRI relaxation times (relaxometry) are playing an increasing role in 
quantifying clinical disease severity and monitoring therapeutic response. 
The basic idea of T1 mapping is to measure repeat images with different T1-
weighting after applying a global 180° or a repeated 90° RF pulse. The 180° (or 
repeated 90°) pulse, when applied at equilibrium, inverts (or partially saturates) 
Mz to –M0 (or towards zero) and is usually referred to as an inversion (or partial 
saturation) pulse(s). After that, Mz will recover and generate contrast due to 
differences in T1 values among tissues. The signal recovery of the two 
sequences (called the inversion recovery (IR) and saturation recovery (SR) 
sequences), are shown in Fig. 1.17.  
 
Figure 1.17: IR and SR curves (solid lines, Eq. 1.4 with Mz(0) = -M0 and Mz(0) =0, 





Images are acquired after the inversion or saturation pulse. Each application of 
the inversion or saturation pulse is often referred to as a ‘shot.’ The time between 
the inversion pulse and image acquisition is called inversion time (TI). Typically, 
there is one acquisition in each shot. Images acquired at different TI results in 
different T1 weighting and are acquired in different shots. In the Look-Locker 
technique (31), images with different TI are sequentially acquired in one shot.  
T1 maps are usually calculated with a pixel-wise exponential fitting of Eq. 1.4. In 
this model, three parameters, Mz(0), M0, and T1, are to be fitted. Empirically, due 
to imperfect RF pulses, a true Mz(0)=-M0 or Mz(0)=0 condition is not always 
applicable. Instead, Mz(0) is fitted with data. Other techniques such as modified 
Look-Locker inversion recovery (MOLLI) (32), saturation recovery single-shot 
acquisition (SASHA) (33) offer improved efficiency and accuracy, especially for 
more complicated heart T1 mapping, but are not used in this thesis work and are 
thus omitted.  
T2 maps can be obtained using the FSE sequence. Instead of acquiring different 
k-space lines from each echo in an echo train, the same k-space line is acquired 
at different echo times. The whole k-space is filled by repeating the echo trains in 
multiple TRs. The exponential decay model of Eq. 1.5 is used for T2 fitting, with 
two unknowns, Mxy(0) and T2. A similar technique can be used to fit T2* when 
the FSE sequence is replaced with the GRE sequence. 
Another technique for T2 mapping is to add a T2 preparation pulse (Fig. 1.18) 




artifacts (2,34) at the expense of some SNR. Different T2 weighting is enabled by 
varying TE of the T2 preparation pulse. Usually, two refocusing pulses are used 
instead of one due to the imperfectness of 180° pulses. 
 
Figure 1.18: T2 preparation pulse. 
 
For accurate relaxometry, the maximum IR or SR delay time and TE time are 
usually shorter than twice the relaxation times. 
1.4.2 Velocity Mapping 
MRI has the ability to measure velocity in arbitrary directions and thus enable the 
analysis of blood flow. This technique is based on the behavior of moving spins 
when they are exposed to velocity encoding (VE) gradients. Fig. 1.19 shows 
some typical VE and velocity compensated (VC) gradients. The phase 
accumulation of spins that are static in the gradient differs from those that move 
along the gradient direction. As a result, image pixels with moving spins and 
static spins have different phases when applying VE gradients. VC compensated 
gradients generate images with the same phase for moving and static spins. MRI 




as phase contrast (PC) MRI methods. 
 
Figure 1.19: Velocity encoding and compensated gradients. 
 
The effect of gradients on spin location, spin velocity, and acceleration on the 
phase of the signal depends on the high order symmetry properties of the applied 
VE gradients, which are characterized by their moments. Eq. 1.12 is an equation 
for the nth-order moment. To encode velocity, n=1.  
 𝑀 𝐺𝑡 𝑑𝑡
 
  1.12 
For velocity encoding, M0 = 0 and M1 ≠ 0 should be satisfied. For velocity 
compensated gradients, M0 = 0 and M1 = 0. The moments of positive VE 
gradients in Fig. 1.19 can be easily calculated: M 0, M Gτ . Due to the 
symmetry of M0 (Even) and M1 (Odd), M 0, M Gτ  for negative VE 
gradient pulses. When VE gradients with both M0 = 0 and M1 ≠ 0 are applied, no 
excess phase will be accumulated by static spins. Moving spins will accumulate 




 ΔΦ 2𝜋γ𝑀 v 1.13 
Empirically, there is still a “background phase” that accumulates in static tissue, 
which will also add to moving spins. To calculate the absolute value of the 
velocity, the background phase has to be subtracted. This is realized by taking 
the difference in phase either between the positive and the negative VE data 
(two-sided) or between the positive VE and velocity compensated signal (one-
sided).  
Velocity mapping can be combined with dynamic MRI to observe velocity and 
flow changes within blood vessels during the cardiac cycle. In recent years, 4D 
flow has received increasing attention, with VE encoded in all 3 orthogonal 
spatial directions plus a time dimension. 
1.4.3 Angiography and perfusion 
Magnetic resonance angiography (MRA) and perfusion MRI can be contrast-
enhanced (CE) with an exogenous contrast agent or non-contrast-enhanced 
(NCE) by adjusting MRI scan parameters alone. The basic idea to obtain MRA 
and perfusion images is similar, by changing the contrast between the flowing 
blood signal and the static background tissue. MRA is usually qualitative, while 
perfusion requires quantification. A lot of different quantitative metrics are 
provided in perfusion MRI, such as blood flow (BF), blood volume (BV), mean 
transit time (MTT), arterial input function (AIF), arterial transit time (ATT), and 




Gadolinium is a widely used MRI contrast agent that can significantly shorten T1 
and boost blood signal in T1 weighted images, bringing enhanced blood contrast 
for CE-MRA and dynamic CE (DCE) perfusion studies. Exogenous gadolinium-
based contrast agents can also shorten T2* by altering the local susceptibility. 
With intravascular administration, it lowers the blood signal thereby generating 
“dynamic susceptibility contrast (DSC) perfusion” images. With the DCE or DSC 
images, perfusion can be quantified by subtracting the image acquired before the 
ejection of the contrast agent. The usage of gadolinium-based contrast agents 
leads to safety concerns about gadolinium deposition. The use of some smaller 
particles such as Ferumoxides in CE MRA and perfusion has also been 
introduced in recent years. 
NCE-MRA and NCE perfusion methods, on the other hand, are non-invasive and 
do not involve contrast agents, and therefore have received increasing technical 
and clinical interest these years.  
Time-of-flight (TOF) is the most commonly used NCE-MRA technique. TOF is 
based on the SPGR sequence, which was introduced in section 1.3.1. Recall that 
the steady-state signal of SPGR is much lower than M0. While the static tissue 
(background signal) reaches a low-level steady-state at reasonably high flip-
angles (FAs), fresh blood flowing into the image volume is not in steady-state 
and may exhibit a much higher signal. Usually, the FA of a TOF sequence is 
larger than the Ernst angle (steady-state signal is maximized with the Ernst 
angle), so the background signal is suppressed, and the blood signal is 




acquisition. Blood flowing into the image volume is unsaturated and shows a high 
signal but is gradually saturated by the SPGR sequence while passing. 
Therefore, the downstream blood in the image volume shows poor contrast, and 
the slab thickness of a TOF image is limited.  
PC MRA makes use of the VE images introduced in section 1.4.2. While phase 
subtraction of two images with different VE provides velocity maps, the complex 
subtraction of the two images can be used for MRA. The complex subtraction of 
static tissue should ideally be zero because both the magnitude and phase are 
not sensitive to the VE gradient pulses. Flowing blood, in contrast, has a different 
phase and thus has a residual signal after subtraction. PC MRA shows promising 
results in many applications.  
There are also some advanced techniques that are gaining interest such as: (i) 
ECG-gated 3D partial-Fourier FSE that subtracts systolic from diastolic images to 
evaluate the signal loss which is attributed to fast arterial blood flow (19); 
balanced SSFP that takes advantage of the intrinsic high T2/T1 contrast of 
arterial blood signal (35),  and (iii) velocity-selective MRA that enhance blood 
contrast with velocity selection (36). 
Arterial spin labeling (ASL) techniques are most widely used for NCE perfusion 
studies. The idea of these techniques is to invert the upstream arterial blood and 
quantify the amount of inverted blood as it perfuses downstream into the tissue. 
Saturation pulses are also used in some techniques but suffer from lower SNR. 




inversion/saturation (control) upstream of flow are acquired from the downstream 
region in order to subtract out the background static tissue signal. An example of 
cerebral ASL is shown in Fig. 1.20. A labeling plane is placed on the neck to 
invert or saturate spins in the carotid arteries acquired in the inversion/saturation 
labeling scans. Brain images are acquired after a post-labeling delay (PLD), 
during which labeled blood spins perfuse into brain tissue. 
 
Figure 1.20: ASL labeling and imaging. 
 
A drawback of the ASL technique is its low SNR compared to DCE and DSC. A 
compromise has to be made between a long PLD to allow more labeled blood 
(appearing as a bolus) to perfuse and a short PLD to mitigate the signal 
decrease due to T1 recovery. Empirically, multiple pairs of label and control 
scans are averaged to increase the SNR for ASL. Efforts have gone into 
increasing the SNR of ASL scans. Pulsed ASL (PASL) increases the labeled 
bolus by inverting a thick slab. Continuous ASL (CASL) and Pseudo-continuous 




flowing spins in a period of time called the labeling duration (37,38). Velocity-
selective ASL (VSASL) labels the blood spins directly within an organ rather than 
in large upstream vessels and requires shorter PLD for blood perfusion (39). 
More details about the implementation, quantification, and application of ASL 






Chapter 2 Accelerating Whole-Heart 3D T2 Mapping: 
Impact of Undersampling Strategies and Reconstruction 
Techniques  
2.1 Introduction 
Recently, interest in parametric mapping of the relaxation times of myocardium 
has increased as techniques have improved and potential diagnostic value is 
uncovered and quantified (41–52). Most myocardial relaxometry techniques 
acquire multiple differentially-weighted images with varying contrast. Parametric 
maps are then reconstructed on a pixel-by-pixel basis, fitting data to two- or 
three-parameter models.  
The acquisition of multiple images (in 2D) or image volumes (in 3D) for 
parametric mapping results in increased scan time. Clinical 2D single-shot 
imaging lacks k-space segmentation and utilizes relatively long diastolic 
acquisition windows which result in increased blurring due to motion as well as 
limited spatial resolution. Segmented 3D imaging (53–59) addresses these 
issues using shorter, narrower diastolic acquisition windows while providing 
much higher achievable spatial resolution. With these methods, image quality 
can be significantly improved although scan times are extended well beyond 
breath-holding and therefore require respiratory motion compensation. The 
increased scan time presents a barrier to the use of this approach in standard 




A typical 3D whole heart parametric mapping acquisition achieving an in-plane 
resolution of 1.5 mm and through-plane resolution of 5-10 mm (53–59) can span 
more than 10 min. With parallel imaging or sparsity driven reconstruction 
strategies, which take advantage of redundancies between individual coil images 
or across different contrasts, scan time can be significantly reduced, minimizing 
potential bulk motion artifacts or, conversely, increasing image resolution for a 
given scan duration. Clinically prevalent 2D single-shot imaging already uses 
parallel imaging to achieve high in-plane acceleration rates (typically ≥3) where 
each image must be acquired with accurate timing and within a single diastolic 
phase (42,44,47). Moreover, 3D imaging is amenable to higher acceleration rates 
due to two phase-encoding dimensions and a higher number of pixels contained 
in the 3D volume, in addition to the inherently increased signal-to-noise ratio 
(SNR) produced by slab selection.  Hence, incorporating parallel imaging and 
sparsity-driven reconstruction into 3D parametric mapping presents a logical 
approach to reducing overall scan duration as is needed to facilitate the 
translation of 3D techniques into clinical practice.  
There are many combinations of undersampling strategies and reconstruction 
techniques to accelerate image acquisition that integrate parallel imaging (60–62) 
or go beyond (60,61,63,64). The effects of these various approaches on the 
parametric maps are unclear. In this chapter, we explore the use of several likely 
candidate techniques for acceleration of multi-volume segmented 3D whole-heart 
T2 Mapping (65,61,62). We consider standard image-per-image reconstructions 




expected behavior of exponential decay. We focus both on their effects on the 
reconstructed images as well as on parametric maps, including the global 
distribution of T2 values throughout the whole heart and individual pixel-by-pixel 
changes in T2. The comparison amongst techniques is performed retrospectively 
on fully-sampled data acquired in naïve swine and normal human subjects. In 
addition, data from one swine with an acute myocardial infarction (MI) that 
demonstrated a significant elevation of T2, is studied to determine the effects of 
acceleration on T2-based segmentation of the injury. 
2.2 Methods 
Imaging studies were performed at 3T (Achieva TX, Philips Healthcare, Best, 
Netherlands) using a 32-channel phased array. Animal studies were approved by 
the institutional animal care and use committee, and the human studies were 
approved by the local institutional review board. Written informed consent was 
obtained from all subjects. Image reconstruction and processing, and statistical 
analyses were implemented in MATLAB (MathWorks, Natick, MA, USA). 
2.2.1 Data Acquisition: Fully Sampled Whole Heart 3D T2 Mapping 
The pulse sequence used for the acquisition of fully sampled 3D T2 maps is 
detailed by Ding et al. (53). The feasibility of this approach has been validated on 
phantoms, swine, and human subjects (53).  Briefly, three or four saturation-
prepared volumes with a variety of T2-weightings imparted by a T2-preparation 
(T2-prep) sequence (66) were acquired in an interleaved manner. The resulting 




Whole-heart T2 mapping data were acquired using 3D Cartesian sampling with a 
5/8 fractional readout segmented radiofrequency (RF)-spoiled gradient echo 
sequence. The following include typical imaging parameters: acquired resolution 
= 1.25×1.25×5.0mm3, T2-prep echo times (TE) = 0, 25, 35, 45ms, repetition 
time/acquisition TE = 4.0/1.2ms, flip angle = 18°, 2.5 mm respiratory navigator 
acceptance window, ECG-triggered mid-diastolic acquisition, 12-18 readouts per 
heartbeat. Both volume localized B1+ and B0 shimming (67,68) were performed to 
compensate for field inhomogeneities. Although fractional readouts were used, 
the datasets were regarded as fully-sampled because only undersampling in the 
phase-encoding directions was tested. 
A total of 4 swine and 8 normal human subjects (1 male, 43±13 years old) were 
imaged. Three animals were imaged in a naïve state, and one was imaged 3 
days after MI induced by a 2-hr balloon occlusion of the left anterior descending 
coronary artery. The infarction resulted in significant edema. For the swine with 
the infarction, the whole-heart T2 mapping data were acquired using the same 
methods as above but only 3 T2-prep TEs 0, 25, and 45ms. 
2.2.2 Three Retrospective Undersampling Patterns 
All raw data were retrospectively undersampled using three different patterns 
(Fig. 2.1). An auto-calibration signal (ACS) composed of the 16×16 central ky×kz 
lines was kept fully sampled and an elliptical k-space shutter was applied to all 
patterns. The remaining k-space was undersampled by an outer k-space 





Figure 2.1: Sampling patterns in ky-kz plane used for the variety of reconstruction 
techniques tested. The net reduction rate (Rnet), shown in the bottom corner of each 
panel, is reduced relative to the outer reduction factor (ORF) due to the complete 
sampling of the center of k-space.  Six different VDR sampling patterns were tested 




The net reduction factor (Rnet) is defined as the ratio between the number of 
sampled k-space lines and the total number of k-space lines in the elliptical 
window. Rnet is shown in the bottom right corner of each pattern in Fig. 2.1. The 
ACS not only preserves image contrast but also provides low resolution images 
for sensitivity map estimation (69). The sensitivity map was calculated by a root-
of-the-sum-of-the-square approach (70). The size of the ACS was chosen 
empirically as a compromise between the quality of the calculated sensitivity 
maps and Rnet. 
Three different undersampling patterns were tested: equally spaced (ES) 
sampling, optimized 3D controlled aliasing in parallel imaging results in higher 
acceleration (Caipi) (71–73), and variable density random (VDR) sampling 
(63,74–76). 
First, the ES sampling pattern (Fig. 2.1, top row) is typically utilized in Cartesian 
sensitivity encoding (SENSE) (70) and generalized autocalibrating partially 
parallel acquisitions (GRAPPA) (77) and is the pattern most widely used in the 
clinical setting. The same undersampling pattern was applied to all image 
volumes with different T2-prep TEs.  
Second, the Caipi sampling pattern (Fig. 2.1. middle row) depends on the ORF 
(71) and carefully selects the sampling pattern to minimize undersampling-
induced aliasing in both phase-encoding and parametric dimensions based on 
the point spread function (71–73). The optimal k-space temporal sampling 




images with larger TE were shifted by a pre-designed distance described in (71) 
compared to the image without T2-prep. This pre-designed distance is periodic in 
ORF so if the ORF was greater than the number of TEs, only the first 3 or 4 shifts 
were applied.  
Finally, the VDR sampling pattern causes incoherent aliasing (78) and is suitable 
for compressed sensing or sparsity-driven reconstruction (63). In this work, 2D 
VDR sampling patterns were applied (76). K-space lines were chosen according 
to a Gaussian probability density function (mean=0, standard deviation = 0.5 × 
maximum k-space radius) with respect to the distance from the k-space center. N 
unrepeated k-space lines outside the fully sampled central ACS k-space were 
selected, where N is the number of acquired k-space lines in the Caipi pattern 
leading to the same ORF. Therefore, VDR patterns have identical Rnet as Caipi 
patterns for each ORF. These patterns were repeated 6 times independently to 
better characterize the outcomes given the random nature of VDR. The same 
undersampling pattern was applied to all image volumes with different T2-prep 
TEs for VDR sampling. 
2.2.3 Three Image Reconstruction Approaches 
Three different reconstruction approaches were quantitatively compared in this 
work. All three utilize iterative reconstruction (65,79) and jointly reconstruct all 
volumes with different T2-prep weightings. The second and third approaches 
include regularization terms to reinforce similarity among volumes with different 




and are expected to improve image quality (80). 
The first approach, ‘multi-volume SENSE,’ uses conjugated gradient based 
iterative SENSE optimization (65), which is able to restore images from arbitrarily 
undersampled k-space. Compared to traditional iterative SENSE where each T2-
prep weighted volume is reconstructed separately, here all volumes are 
combined and reconstructed jointly, which can be expressed as a minimization 
problem with a cost function of: 
 𝐼 argmin ‖𝐷𝐸𝐼 𝑘‖ , 2.1 
where I and 𝐼  are intermediate and final estimated multi-volume images, 
respectively, D is a diagonal undersampling operator, E is the encoding matrix, 
and k is the undersampled raw k-space data. 
The second approach, ‘joint-sparsity SENSE’, incorporates joint total variation 
constraint (61) as a sparsity constraint for regularization that enforces similarity of 
the edges of the images with different T2-prep TEs to regularize the conjugate 
gradient optimization. As is the case with most parametric mapping, the 
differentially-weighted volumes share a large amount of structural information 
and differ primarily in contrast. Joint-sparsity SENSE should improve 
reconstruction performance by further reinforcing those common structural 
details. The cost function for joint-sparsity SENSE is: 




where the regularization parameter 𝜆 is a weight for the joint total variation across 
the parameter dimension (i.e. differentially-weighted image volumes), fixed at 
0.1. We define joint total variation (62,81,82) as follows: 
 ‖𝐼‖ ∑ ∑ ∇ 𝐼 𝑟, 𝑝 ∇ 𝐼 𝑟, 𝑝 ∇ 𝐼 𝑟, 𝑝⃗  2.3 
where 𝑟 𝑥, 𝑦, 𝑧  is the location of the voxels, and x, y, and z are the pixel 
coordinate indexes in image space, 𝑝 ∈ 1. .#weighted images  indexes the 
parameter space, i.e., the differentially weighted images, and ∇ , ∇  
and ∇  correspond to the discrete first-order partial derivative in x, y, and z, 
respectively. Note that with this definition of a joint l1 norm, the existence of large 
coefficients in one of the differentially-weighted images protects the coefficients 
in the rest of the images from being suppressed by the non-linear reconstruction 
(81). 
The third approach, ‘model-based SENSE,’ applied a T2-decay fitting error as a 
regularization constraint (62). This fitting error is defined as the l1,2 norm of the 
difference between reconstructed image intensities and a fitted exponential 
decay curve (𝐼 ) using the pixel-by-pixel natural log-transformed linear 
regression along the parametric dimension. This regularization enforces the T2 
decay behavior of the T2-prepared images. 𝐼  were estimated from the 





 𝐼 argmin ‖𝐷𝐸𝐼 𝑘‖ 𝜆 𝐼 𝐼
,
. 2.4 
The l1,2 norm of the parametric fitting error 𝐼 𝐼 , is calculated as   
 𝐼 𝐼
,
∑ ∑ 𝐼 𝑟, 𝑝 𝐼 𝑟, 𝑝⃗ . 2.5 
The projected gradients model consistency condition in robust (l1) fashion 
algorithm described in (62), which is a Projection onto Convex Sets (POCS) (79) 
based iterative reconstruction algorithm, was implemented with an updated 
weight (𝜆) of 0.5 to balance SENSE and T2 fitting error. 𝐼  is synthesized form 
the log-transformed linear regression by:  
 𝐼 𝑟, 𝑝 exp 1 𝑇𝐸
𝑙𝑜𝑔 𝐴 𝑟  
𝑅2 𝑟
  2.6 
where 𝐴  is the image intensity without T2 weighting, and 𝑅2 1/𝑇2 is the spin-
spin relaxation rate. For any voxel 𝑟, estimates 𝐴  and 𝑅2 are generated from 
linear regression of the image intensities as described in (53).  
For comparison, two reference reconstructions were used: First, after pre-
whitening and homodyne processing to compensate for partial echo sampling 
(83), the fully sampled data was reconstructed by direct inverse fast Fourier 
transform with a root-of-the-sum-of-the-squares coil combination to generate the 
‘Reference’ reconstruction. Second, as an additional reference, standard SENSE 
reconstruction (70) using ES undersampling was applied separately to each T2-




references were used to determine the deterioration of the parametric maps with 
respect to reconstructions using original fully-sampled data as well as those 
obtained from undersampled data processed using a well-understood and readily 
available linear reconstruction approach. 
2.2.4 Image Analysis 
For each swine and human dataset, the left ventricular (LV) myocardium was 
manually segmented on the fully-sampled reference to generate a 3D region of 
interest (ROI) by an observer with >10 years’ experience with cardiac MRI. Root-
mean-square errors (RMSE) relative to the fully-sampled reference were 
calculated via pixel-wise comparison within the ROI. The RMSE was calculated 
for both reconstructed images and the T2 maps. 
For naïve swine and human subject data, we assumed uniform T2 values in the 
LV and spatially averaged the T2 values in the ROI and calculated the 
corresponding standard deviation (SD) as a measure of precision. The bias in 
T2, the difference of the average T2 relative to that of the fully sampled reference 
data, was calculated to examine the potential loss of accuracy in T2. 
For the swine with acute MI, an Otsu's threshold (84) was chosen to segment 
pixels into normal and edematous myocardium. The thresholds were separately 
computed from each reconstructed T2 map. The intersection-over-union index, 
i.e., the Jaccard index, was calculated as a measure of correspondence between 
normal T2 pixels and edematous T2 pixels ranging from 0 (no match) to 1 (all 




on the accuracy of tissue characterization with parametric mapping.   
While comparing T2 maps, voxels within the ROI with T2>100 or T2<15 were 
considered as unsuccessfully recovered from the reconstruction and excluded. 
These voxels were counted and the percentage relative to the total number of 
voxels in the ROI was determined for each individual. 
To compare the most successful reconstructions, the Wilcoxson signed rank test 
was used for all 4 metrics as a function of ORF (significance at p<0.0125 after 
modified Bonferroni correction). 
2.3 Results 
The average scan time of fully-sampled data acquired from the 3 naïve swine 
and 8 normal human subjects were 6.6±1.8 min. Rnet of the retrospectively 
undersampled data using ES, Caipi and VDR sampling patterns range from 1.8 
to 4.9 when ORF was varied from 2 to 8 (Fig. 2.1). The net reduction factors 
further varied among subjects due to differences in the prescribed field-of-view 
and hence, matrix size. 
Fig. 2.2 shows one slice of the reconstructed T2-weighted images (T2-prep 
TE=45ms) and the T2 maps of a representative normal human subject. All 
sampling patterns and reconstruction methods are demonstrated with the full 










Figure 2.2: T2-weighted images and T2 maps of a normal human with ORF=2-8 and all 
reconstruction approaches. Comparison of images with T2-Prep TE of 45 ms (left, 
grayscale) and T2 maps (right, color map) obtained from a normal human subject for 
ORF=2-8 and all sampling and reconstruction approaches. As ORF increases (top to 
bottom), images from all approaches appear noisier and blurrier, and images from 
traditional SENSE and Caipi sampling patterns additionally suffer from ghosting artifacts. 
 
At ORF=2 and 3, the reconstructed images and T2 maps are similar to the 
reference. As ORF increased to 4-6, some aliasing artifacts can be observed in 
the T2-weighted images with traditional SENSE and Caipi based reconstructions 




values of the inferior septal and posterior part of the LV wall using the joint-
sparsity SENSE and the model-based SENSE with VDR sampling are better 
preserved than other methods. When ORF is high (7 and 8), both artifacts and 
blurring can be observed in the T2-weighted images of all methods and the 
artifacts and blurring in the T2-weighted images are much stronger. T2 maps 
using joint-sparsity SENSE and the model-based SENSE with VDR sampling are 
less corrupted than other methods although errors can be observed in septal and 
posterior part of the LV wall. The T2 maps with ORF>4 (Rnet larger than 3) exhibit 
significant artifacts compared to the fully sampled reference, therefore, the 
following results focus on ORF=2, 3, and 4. 
Fig. 2.3 demonstrates one image of the T2-prepared volume with the longest T2-
Prep TE=45 ms (Figs. 2.3A,C,E) and, hence, the lowest SNR of the differentially-
weighted volumes, and the corresponding T2 maps of a naïve swine dataset 
(Figs. 2.3B,D,F). At ORF=2 (Figs. 2.3A,B), all T2-weighted images are well 
preserved. The error maps of traditional SENSE and all other reconstruction 
methods sampled with the VDR pattern are slightly higher in intensity (larger 
error) compared to those obtained with Caipi undersampling. Model-based 
SENSE reconstruction with Caipi undersampling shows the lowest error intensity. 
The T2 errors are slightly larger in the posterior wall of the LV in all sampling 
patterns and reconstruction methods. Model-based SENSE has the lowest error 
in T2 for both Caipi and VDR sampling. At ORF=3 (Figs. 2.3C,D), the 
reconstructions are similar to ORF=2 though with a slight increase in errors in 
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to fail. At ORF=4, 
images based on the 
Caipi sampling 
pattern suffer from 
significant ghosting 
artifacts, which are 
reduced with VDR 
sampling (E), and T2 
maps based on VDR 
sampling show lower 






For ORF=4 (Figs. 2.3E,F), strong aliasing artifacts in images sampled with the 
Caipi pattern appear with concordant errors reflected in the T2 maps. VDR 
sampling does not exhibit these aliasing artifacts. At ORF=4, images from ES 
sampling reconstructed with the traditional SENSE method also have increased 
errors and g-factor map based noise. Fig. 2.3F shows that T2 maps based on 
VDR sampling pattern combined with model-based SENSE have the lowest 
errors in the LV, especially in septal and posterior wall areas. 
Fig. 2.4 plots the mean and SD (error bars) of T2 for the entire LV corresponding 
to the swine data shown in Fig. 2.3. The black and green lines indicate the mean 
and SD of the two reference methods. The bias remains low (<1.1 ms) for all 
methods and ORF=2-4. The SD of traditional SENSE acquired with ES pattern 
(shown in green) increases by 52% from 5.2 ms to 7.9 ms for ORF 2 to 4, 
respectively, as compared to 3.6 ms of the fully sampled reference. The SD of 
multi-volume SENSE is similar to that of traditional SENSE for both Caipi and 
VDR sampling patterns. The SD is reduced for Caipi sampling and further 
improved for VDR sampling for both joint-sparsity and model-based SENSE. The 
lowest SD and the highest precision are achieved by combining VDR sampling 






Figure 2.4: T2 error bars of different reconstruction approaches compared to references 
in whole-heart LV with ORF=2-4. Comparison of the effects of sampling patterns and 
reconstruction approaches on whole-heart LV T2 mean and SD (error bars) of the swine 
shown in Fig. 2.3 with ORF=2 (A), 3 (B), and 4 (C). Reconstruction of fully sampled data 
(black) is used as the reference, with mean and standard deviation extended throughout 
the plots (black dotted lines). Traditional SENSE (green) represents a secondary 
reference with independent volume-by-volume processing, which demonstrates the 
results of acceleration as readily available online on scanners, with mean and SD 
extended throughout the plots (green dotted lines). Variable density random (VDR) 
sampling was repeated six times (gray lines) for each method and results were 
averaged. Deviation from the mean T2 of the fully sampled reference represents bias 



















Figure 2.5: T2-weighted 
images and T2 maps of a 
normal human with 
ORF=2-4 and all 
reconstruction 
approaches. Comparison 
of images with T2-Prep 
TE of 45 ms (A,C and E) 
and T2 maps (B, D and F) 
obtained from normal 
human subject (different 
from the case in Fig. 2.2) 
using ORF= 2(A,B) 
,3(C,D) and 4(E,F) for all 
sampling and 
reconstruction 
approaches. Error maps 
are multiplied by 5 for 
increased visibility, and 
T2 map error maps are 
masked with the 
segmented left ventricular 
ROI. As ORF increases 
(left to right), artifacts 
become apparent for all 
methods, most severely 
for traditional SENSE and 














Fig. 2.5 shows one image of the volume with T2-Prep TE=45 ms and the 
corresponding T2 maps of a human subject dataset (different from that in Fig. 
2.2). With ORF=2, all approaches obtained good image quality. Similar to the 
results shown in Fig. 2.3, the error of T2-weighted images sampled with the VDR 
pattern is slightly higher compared to those sampled with the Caipi pattern. T2 
maps shown in Fig. 2.5B have comparable error levels. The behavior of images 
and T2 maps at ORF=3 (Figs. 2.5C and 2.5D) is similar to ORF=2 except for a 
minor increase in errors. For ORF=4, aliasing artifacts can be observed in 
images (Fig. 2.5E) undersampled with Caipi pattern and less so with VDR 
pattern. Similar to Fig. 2.3, the combination of VDR and joint-sparsity or model-
based SENSE reconstruction shows the lowest errors in T2 maps (Fig. 2.5F).   
Fig 2.6 demonstrates the mean and SD (error bars) of T2 values of the entire LV 
corresponding to the data of the human subject shown in Fig 2.5. Again, results 
from human data are consistent with those from swine. The bias is <1.7 ms for all 
methods and ORF=2-4. The SD of traditional SENSE acquired with ES pattern 
(shown in green) increases by 51% (6.3 ms to 9.5 ms) for ORF 2 to 4, 
respectively, compared to 3.3 ms of the fully sampled reference. The SD of multi-
volume SENSE is similar to that of traditional SENSE for both Caipi and VD 
sampling patterns for ORF 2 and 3. At ORF=4, the SD of multi-volume SENSE 
(8.1 ms) is lower by 15% than the SD of traditional SENSE (9.5 ms). The SD of 
the T2 values estimated from the combination of VDR sampling patterns and 
model-based SENSE reconstruction (4.6 ms, 4.8 ms, and 5.1 ms for ORF=2, 3, 




patterns and joint-sparsity SENSE reconstruction (5.0 ms, 5.4 ms, and 5.8 ms for 
ORF=2,3, and 4, respectively).  
 
Figure 2.6: T2 error bars of different reconstruction approaches compared to references 
in whole-heart LV with ORF=2-4. Comparison of the effects of the reconstruction 
approach on whole-heart LV T2 mean and standard deviation of the human subject 
shown in Fig. 2.5 with ORF=2 (A), 3 (B), and 4 (C). Reconstruction of fully-sampled data 
(black) is used as the reference, with mean and SD extended throughout the plots (black 
dotted lines). Traditional SENSE (green) represents a secondary reference with 
independent volume-by-volume processing, which demonstrates the results of 
acceleration as readily available online on scanners, with mean and SD extended 
throughout the plots (green dotted lines). Variable density random (VDR) sampling was 
repeated six times (gray lines) for each method and results were averaged. The VDR 





Figure 2.7: Average effects of the 4 metrics on different undersampled reconstruction 
approaches. The RMSE of both image data and T2 (A); and the accuracy (bias) and 
precision (SD) of T2 (B) are plotted as a function of increasing acceleration rate. The 
bias in T2 represents the difference between mean T2 and the reference mean T2. The 
results in naïve animals (left) and normal human subjects (right) follow very similar 
patterns. The VDR undersampling pattern outperforms the Caipi pattern (minimum err 





Fig. 2.7A shows the effects of acceleration on RMSEs in the LV ROI averaged 
over 3 naïve swine (left) and 8 normal human subjects (right). There is good 
consistency between results from swine and humans. In general, the RMSE of 
T2 (9.2%-24.6%) is higher for a given Rnet than the RMSE of signal intensity 
(5.2%-18.4%). As expected, RMSEs of both signal intensity and T2 increase with 
Rnet. The RMSE of the signal intensity (top row) of the traditional SENSE method 
is highest when Rnet>3. Model-based SENSE with either Caipi or VDR sampling 
produces RMSEs that are consistently, albeit slightly lower than, all other 
methods. For T2, the RMSEs of most approaches are comparable for Rnet<2.5 
(9.2%-16.8%). For Rnet>2.5, the T2 RMSE of joint-sparsity SENSE and model-
based SENSE reconstructions with VDR sampling (10.5%-15.4%) is lower than 
those of other methods (11.3%-26.3%). Finally, model-based SENSE with VDR 
sampling has consistently lower T2 RMSE than that of the joint-sparsity SENSE 
reconstruction with VDR sampling (p=0.0156, not significant, Wilcoxson signed 
rank test with modified Bonferroni correction). 
Fig. 2.7B shows the effects of acceleration of T2 bias (top) and SD (bottom). Bias 
in T2 is <1 ms for Rnet<3 in both swine and human data.  As acceleration 
increases (Rnet>3), the bias of VDR-based methods (0.0-1.4 ms) is lower than 
traditional SENSE and the corresponding Caipi-based (0.3-2.9ms) and VDR 
sampling methods, with joint-sparsity SENSE showing the least bias (0.0-1.1ms). 
The shape of T2 SD curves (Fig. 7B, bottom) is very similar to the T2 RMSE 
curves (Fig. 7A, bottom). The reference SD from fully-sampled data (3.9 ms for 




T2 with the most undersampling is comparable when Rnet<2.5 (+1.6-4.0 ms), 
wherein the SD of T2 increases by 39.4-99.8%. When Rnet>2.5, the SDs of T2 
with joint-sparsity SENSE and with model-based SENSE and VDR sampling 
(+1.8-2.9 ms) are lower than the other methods (+2.5-7.0 ms). The combination 
of VDR sampling with model-based SENSE produced SDs lower than that of 
VDR sampling with joint-sparsity SENSE for all Rnet tested (p=0.016, not 
significant by Wilcoxson signed rank test with modified Bonferroni correction).  
Fig. 2.8A displays representative T2-weighted images (T2-Prep TE=45 ms) and 
T2 maps of the swine with acute MI with ORF=3. Edema in the anterior LV wall 
and septum shows elevated T2 (60.2±6.8 ms) compared to normal LV tissue 
(44.4±4.4 ms) in the T2 map. The RMSEs in T2-weighted signal intensity and T2 
increase monotonically with acceleration (Fig. 2.8B). The combination of ES 
sampling and traditional SENSE leads to larger errors compared to VDR 
sampling combined with joint-sparsity SENSE or model-based SENSE. 
 





Figure 2.8: Results from the swine with acute MI displaying significant edema in the 
anterior LV wall and septum. (A) Comparison of images with T2-Prep TE 45 ms and T2 
maps generated with fully sampled reference, ES sampling pattern with widely available 
traditional SENSE reconstruction and the two best-performing methods tested here: 
variable density random (VDR) sampling reconstructed with both joint-sparsity SENSE 
and model-based SENSE. (B) RMSE of T2 prepared images and (C) RMSE of T2 maps 
in LV increase as Rnet increase. Arrow corresponds to images shown in (A) using 
ORF=3. These results show that though the images can support acceleration rates 
ORF>3, parametric maps quickly degrade, resulting in differences in the sensitivity to 
changes in T2. (D) Jaccard index, a measure of pixel-by-pixel correspondence of the 
segmented area with enhanced T2, decreases as the acceleration rate increases. Both 
joint-sparsity SENSE and model-based SENSE with VDR produce similar results and 





While T2-W signal intensity RMSE increased by 0.4%, 1.9%, and 2.5% (Fig. 
2.8B), T2 RMSE of traditional SENSE increased by 1.4%, 2.2%, and 5.2% (Fig. 
2.8C), respectively, compared to VDR sampling combined model-based SENSE, 
for ORF=2-4 (Rnet=1.9, 2.6, and 3.2), respectively. The increase in T2 RMSE 
affected tissue characterization (Fig. 2.8D). As Rnet increased, the Jaccard index, 
a measure of the accuracy of the area-at-risk segmentation where 1 indicates a 
complete pixel-to-pixel match, decreased. For ES undersampling with traditional 
SENSE reconstruction, the Jaccard index dropped from 0.68 to 0.30 (44.6%) as 
Rnet increases from 1.9 to 5.2. Conversely, for VDR undersampling with model-
based SENSE reconstruction, the Jaccard index decreases by 31% to 0.50. The 
Jaccard indices of joint-sparsity SENSE and model-based SENSE applied to 
VDR undersampled data were equivalent. 
Fig. 2.9 demonstrates the percentage of unsuccessfully recovered pixels (defined 
as having T2<15ms or T2>100ms) within the LV ROI in swine (left) and human 
subjects (right). These percentages, which indicate the number of pixels in which  
a credible pixel intensity or T2 was unobtainable through reconstruction, were 
≤1.61% for all methods when Rnet≤2.5. In swine data, both the joint-sparsity 
SENSE and the model-based SENSE reconstruction undersampled by VDR 
patterns show ~0% unsuccessfully recovered pixels from reconstruction.  In 
human data, only the model-based SENSE with VDR sampling achieves this 
level of pixel recovery, though joint-sparsity SENSE achieved good performance 
as well. Caipi-based methods displayed rapid growth with increasing Rnet, as did 





Figure 2.9: Average percentage of unsuccessfully recovered pixels. Average 
percentage of pixels with T2 beyond 15 ms and 100 ms in LV ROI of T2 maps from 
naïve animals (left) and normal human subjects (right) in response to increases in 
acceleration rate. VDR sampling with either joint-sparsity SENSE and model-based 
SENSE reconstruction yields a high degree of pixel recovery, maintaining very low 
percentages of unrecovered pixels for all Rnet. 
 
2.4 Discussion 
In this chapter, we studied the impact of different undersampling strategies and 
on 3D cardiac T2 reconstruction approaches parametric maps. Fully-sampled 
acquisitions were retrospectively undersampled with ES, Caipi, and VDR 
patterns with ORF ranging from 2-8 leading to net reduction factors Rnet from 1.8-
4.9. Images were reconstructed with traditional SENSE, multi-volume SENSE, 
joint-sparsity SENSE, and model-based SENSE. The performance of the 
different sampling patterns and reconstruction methods were comparable for 
lower acceleration rates, Rnet<3. For Rnet≥3, the VDR sampling pattern in 
combination with either joint-sparsity SENSE or model-based SENSE 
outperformed the other methods. VDR with joint-sparsity SENSE had the lowest 




SD in T2. Acceleration resulted in increased SD but with a very small bias, 
trading some precision for a shorter scan time. 
A central finding in this work was that the error in T2 was larger and the anatomy 
in T2 maps was degraded more vs. the source images with increasing 
acceleration. Although errors in T2 measurements may be reduced due to the 
fitting of data from multiple T2-weighted image volumes, it is clear that small 
errors in image intensity can result in more pronounced errors in T2, including the 
proportion of unsuccessfully reconstructed pixels (Fig. 2.9). Further work is 
needed to explore the tradeoff between the number of T2-weighted volumes and 
acceleration (with constant scan time). 
In both swine and human subjects, all tested methods of acceleration resulted in 
degradation of the parametric maps as expected. Given the pervasive use of 
parallel imaging with high undersampling factors in 2D single-shot mapping, it is 
important to evaluate whether its deleterious effects on image fidelity can be 
ameliorated by appropriate selection of the undersampling approach. Case and 
point, for the swine with acute MI, the use of the higher performance 
acquisition/reconstruction combinations studied permitted more accurate 
segmentation of the area-at-risk despite significant acceleration. Considering the 
compromise between the quality of T2 maps and Rnet, the choice of 
undersampling patterns and reconstruction methods, could be made based on 
the metrics discussed herein. Furthermore, from this work, it is clear that to 
accurately test a 3D parametric mapping technique, metrics beyond the mean 




bias and standard deviation, as well as the preservation of potential 
segmentations, must be included to truly assess the feasibility of an approach.  
2.4.1 Undersampling Patterns 
The Caipi patterns outperformed the traditional ES patterns with respect to the 
RMSE of T2-weighted images, but there was little improvement in all metrics with 
regard to the T2 maps. Instead, VDR undersampling, which achieved results 
comparable to Caipi in terms of the RMSE of T2-weighted images, showed 
improvements in all other metrics measured from the T2 maps. As expected, 
VDR undersampling whose artifacts are incoherent across differentially-weighted 
volumes, supported higher undersampling rates when combined with sparsity-
driven reconstructions, whether sparsity is enforced in the image (as in joint-
sparsity SENSE) or in the parameter space (as in model-based SENSE).  
2.4.2 Reconstruction Algorithms 
Multi-volume SENSE reconstruction differs from traditional SENSE by jointly 
reconstructing all weighted image volumes. This approach maintains individual 
image contrast (80), and represents an achievable extension for manufacturers 
to incorporate into online reconstructions, as it makes no assumptions about the 
jointly-reconstructed data and therefore requires no tuning (e.g., Lagrange 
multipliers). Images and parametric maps obtained with multi-volume SENSE 
was equivalent to traditional SENSE for lower Rnet, and outperformed traditional 
SENSE at higher Rnet (Figs. 4,6). These maps were more consistent with those 




For Rnet<2.5, all tested methods provide similar T2 RMSE, T2 bias, and T2 SD. 
The percentage of recovered pixels in the LV ROI is also high (≥99.8%) for all 
methods. Relative to traditional SENSE, joint-sparsity SENSE or model-based 
SENSE with VDR sampling offered a lower bias (higher accuracy), a lower SD 
(higher precision), a higher percentage of recovered pixels, and a more accurate 
segmentation of edematous tissue. Nevertheless, traditional SENSE provides a 
reasonable alternative which is fast and, with online reconstruction on MR 
scanners, is easily achieved with only a small cost in image quality. 
For Rnet>2.5, compared to the other methods, joint-sparsity SENSE and model-
based SENSE with VDR sampling had a lower impact on the RMSE, bias, SD, 
percentage of recovered pixels, and Jaccard index in T2 images. Comparing just 
these two methods, joint-sparsity SENSE resulted in the lowest bias in mean T2 
values while model-based SENSE resulted in the lowest SD. Lower SD can be 
beneficial in the separation of bimodal distributions. Hence it is not surprising that 
model-based SENSE reconstruction resulted in accurate segmentation of the 
area-at-risk, as corroborated by the highest Jaccard indices for the majority of 
tested Rnet values (Fig. 2.8B). 
Note that the methods tested here are limited to a sampling of the better-
understood image reconstruction techniques, but other approaches exist. 
Nevertheless, the images and maps utilized here are not significantly different in 
SNR from other approaches, indicating that the results from this work are likely 
applicable to other scenarios. Similarly, we exemplify applications to 3D T2 




extrapolation of the current results to other scenarios would require further work 
and testing.   
2.4.3 Choice of Rnet 
The choice of the undersampling factor for 3D parametric mapping must consider 
the balance between the fidelity of the target measurements and the total scan 
duration. In this work, Rnet3 (ORF~2-4) yielded reasonable results. At this 
acceleration factor (Rnet=3), scan time is reduced to approximately 3 min. Joint-
sparsity SENSE with VDR sampling resulted in mean T2 bias of -0.03±0.26 ms 
and 0.28±0.24 ms, T2 standard deviation of 6.39±0.87 ms and 6.58±0.87 ms, in 
swine and humans respectively. The increase in T2 SD was 54.6%±0.8% and 
64.5%±10.1%. Similarly, model-based SENSE with VDR sampling resulted in a 
mean T2 bias of 0.14±0.23 ms and 0.31±0.14 ms, a T2 SD of 6.07±0.98 ms and 
5.86±0.59 ms, in swine and humans respectively. The increases in SD was 
46.7%±6.3% and 46.9%±7.2%, though large in magnitude, still resulted in 
accurate segmentation of an edematous heart. The Jaccard index of 
segmentations from reconstructions with joint-sparsity SENSE or model-based 
SENSE with VDR undersampling was maintained at 0.59 vs. a 0.50 for traditional 
SENSE, which suffered an additional 16.5% drop.  Further increase in Rnet 
requires a more aggressive increase in ORF due to the overhead cost in scan-
time of fully-sampling the center of k-space which is needed for coil sensitivity 
autocalibration (ACS). More work is needed to determine the optimal size of the 
ACS region in the context of parametric mapping where preserving image 





This study does not include many of the optimizations that are currently available 
for the different reconstructions approaches as these are continuously evolving 
and improving. Nevertheless, the impact of reconstruction on the parametric 
maps requires direct quantification and study. The results obtained on the animal 
with acute MI represent anecdotal findings (N=1) and more studies should be 
performed to demonstrate the effects of reconstruction on the segmentation of 
parametric maps, and compare the accuracy of areas of elevated T2 measured 
in parametric maps with areas of MI measured by post-mortem histology. No 
statistical comparisons are made in the MI case between quantitative metrics as 
the number of samples is likely too small to generate valid statistically significant 
results.  
This study utilized the retrospective undersampling of fully sampled data, which 
resulted in long acquisition times. Though prospective acquisition could yield 
more accurate results since protracted scans are more susceptible to motion 
artifacts, adding prospective scans to the full-sampled acquisition protocol would 
have resulted in a prohibitive scan duration given the large number of 




Chapter 3 Quantitative T2 Mapping using Accelerated 3D 
Stack-of-Spiral Gradient Echo Readout 
3.1 Introduction 
Quantitative relaxometry is a desired MRI tool for longitudinal or cross-sectional 
characterization of lesion structures (85,86). Conventional T2 mapping methods 
generate and reconstruct T2-weighted images frame-by-frame followed by a 
voxel-wise fitting. The associated long acquisition time hinders its practical utility, 
especially for applications that require 3D high spatial resolution and broad 
volume coverage. 
Various rapid imaging techniques have been adapted to T2 mapping 
experiments. Parallel imaging exploits the data redundancy generated by 
multiple receiver coils to recover missing k-space samples (87,88). With the 
development of compressed sensing (CS) (89), several constrained 
reconstruction methods have been developed for acceleration and applied to 
parameter mapping (90–98). Block et al. proposed iterative reconstruction using 
a total variation (TV) constraint on radial acquisition (90); Lustig et al. applied a 
sparsifying transform to images acquired with incoherent sampling to achieve 
acceleration (91). In addition to the undersampling of spatial characteristics, 
redundancy in the temporal (92) or parametric (93–96) dimensions of image 
series has been explored as well. Some methods combined the aforementioned 




model-based reconstruction, which incorporates the underlying signal model as 
prior knowledge in an iterative reconstruction to estimate parameter maps 
directly from the k-space data (99–105). Advanced reconstruction imposing 
subspace constraints has also been demonstrated for parameter mapping (106–
108).  
The majority of these studies applied 2D multi-slice acquisition with Cartesian 
trajectories (93,94,97,99,102) to achieve up to 5-fold acceleration. 3D 
acquisitions typically use smaller slice thicknesses without gaps and even 
isotropic resolution. This allows the visualization of small lesions in any 
reformatted orientation. The 3D radial trajectory has been adopted for T1 and/or 
T2 estimation with undersampling (109,110). The spiral trajectory offers great 
advantages in high acquisition efficiency (111), accelerated reconstruction (112), 
and robustness to motion artifacts (113). 3D T2 mapping has been performed 
using pulse sequences based on gradient-echo (GRE) steady-state conditions 
(114), multi-echo fast spin-echo (FSE) (109), and T2 magnetization preparation 
followed by GRE (110,115–121) or FSE (122,123).  
During the last decade or so, brain T2 mapping has largely been applied with 
advanced 2D acquisitions (93,96–100,102,107,124,125) and a few with 3D 
methods (109,114,121). In the clinical setting, multi-parametric MRI 
straightforward for coregistration when different magnetization preparation 
modules are appended to the same acquisition readout. In the present work, we 
chose a T2-prepared GRE sequence combined with a 3D stack-of-spiral 




resolution. Different fitting models, k-space sampling strategies, and 
reconstruction techniques were evaluated in both numerical simulation and 
experimental brain scans to optimize performance. The effect of suppressing 
cerebrospinal fluid (CSF) signal in order to reduce its partial volume effect, was 
also tested for brain T2 quantification. 
3.2 Methods 
3.2.1 Simulation of T2 Fitting 
All numerical simulations were implemented in MATLAB 2019B (Mathworks, 
Natick, MA, USA). In order to investigate the effects of various B1 offsets on the 
90°/-90° hard pulses used at the beginning and end of the T2 preparation module 
(see Appendix) as well as different noise levels, numerical simulations were 
conducted to study the performance of three non-linear T2-fitting models: 1) 
classic 2-parameter fitting to a mono-exponential decay; 2) 2-parameter-
weighted fitting with the signal intensity of the T2-weighted images as the 
weighting; and 3) 3-parameter fitting with an additional constant to account for 
the effect of inhomogeneous B1 setting.  
Typically, the longitudinal magnetization after a T2 preparation module follows an 
exponential decay with respect to its duration (TEprep): 
y 𝐴 𝑒 / , 3.1
where 𝐴  is the longitudinal magnetization prior to the T2 preparation. This is a 2-




fixed TEprep values defined as a vector TE , and a corresponding signal 
acquired as a vector y. The first classic 2-parameter fitting model makes use of 
least-squares-fitting with a cost function of: 
min
,
y 𝐴 𝑒 /  3.2
Alternatively, in the second model, the 2-parameter-weighted fitting method 
weights the least-square-fitting with signal intensity for different TEprep values, 
resulting in a modified cost function: 
min
,
diag y y 𝐴 𝑒 /  3.3
where diag y  reshapes the vector y to a diagonal matrix. 
In the third model which considers B1 inhomogeneity, a constant ε is added to the 
exponential decay to make up a 3-parameter model: 
y 𝐴 𝑒 / ε 3.4




y 𝐴 𝑒 / ε  3.5
For all three models, the Levenberg–Marquardt algorithm (126) was used to 
solve the non-linear least-squares fitting. The voxel-wise fitting iterations were 




fitting. T2 values were set from 40 ms to 200 ms in intervals of 10 ms, and the T1 
value was set as 1000 ms. Their signal intensities at the end of different TEprep, 
[20, 40, 80, 120, 160] ms, with B1+ = 1.0 and 0.8, were calculated based on Eq. 
A.3 in the Appendix. With a signal-to-noise ratio (SNR) of the data at TEprep = 20 
ms increasing from 10 to 50 in intervals of 5, random noise with a normal 
distribution was added to signals acquired with different T2 weighting. For each 
noise level, data generation was repeated 10000 times in a Monte Carlo 
simulation in order to compute the mean and standard deviation (SD) of the 
estimated T2. The mean values of the percentage errors in the fitted parameters 
relative to the input values were analyzed as an indicator of the accuracy of each 
fitting approach. The corresponding coefficient of variations (CoV = SD/mean) 
was measured as an indicator of precision.  
3.2.2 Simulation of k-space Sampling and Reconstruction 
To evaluate the performance of different k-space sampling and reconstruction 
methods used in the in vivo experiments, a 2D digital phantom (192 192) with 
four T2 values, [80, 100,150, 200] ms, and a uniform T1 value (1000 ms) was 
used and five T2 weighted images were attained with echo times (TEs) = [20, 40, 
80, 120, 160] ms, respectively.  
3.2.3 k-Space Sampling 
A 2D variable-density spiral trajectory (113,127) was applied to generate k-space 





Figure 3.1: Spiral interleaves in kx-ky plane. (A) Non-rotated retrospective 
undersampling scheme: the same interleaves selected for each T2 preparation; (B) 
Rotated retrospective undersampling scheme: different interleaves selected for each T2 
preparation. 
 
Specific parameters for the sampling include: the central 15% k-space was fully 




3; the sampling density reduced linearly between those central and peripheral k-
space areas; the readout duration of the spiral trajectory for each phase-
encoding interleave was kept to 10 ms to mitigate blurring due to off-resonance 
effects (128) and the T2* decay (129) during the k-space sampling and the dwell 
time of the readout sampling was 4.3 μs; the number of interleaves was 8 with an 
acceleration factor of 2; and 8 simulated coils were uniformly distributed around 
the digital phantom. Retrospective undersampling was performed for each TE by 
selecting a subset of three equally-spaced interleaves (total acceleration factor of 
5). For k-space sampled with different TEprep, both non-rotated and rotated 
undersampling schemes were tested, with the sampled spiral interleaves 
identical or rotated with a fixed angle between adjacent interleaves (360°/8 = 45°) 
(Fig. 3.1). 
3.2.4 Reconstruction 
For T2 estimation, a model-based reconstruction method incorporating CS in the 
spatial domain was applied, which can be formulated as:  
 minimize 𝐸𝐼 𝑘 𝜆 𝑆 𝑆 𝐼 𝐼  αTV 𝐼  3.6 
where E is the encoding matrix including the non-uniform Fourier transform and 
the complex coil sensitivity; 𝐼 is the image series; k is the k-space data; S is the 
2-parameter T2 decay model (Eq. 3.1); 𝑆 is the adjoint operator which maps the 
image series to T2 maps via the 2-parameter-weighted fitting model (Eq. 3.3); 




l2-norm. The ‖⋅‖  denotes the l1-norm along parameter dimension, which was 
implemented to eliminate outliers in the T2 fitting process (101). The parameter 𝜆 
balances the data and model consistency. Parameter α trades sparsity with data 
consistency: specifically, if α 0, the objective function degenerates to model-
based reconstruction (101). A fully-sampled central k-space was used to obtain a 
low-resolution coil sensitivity map. The algorithm was implemented using a 
projected-gradient approach (130), with a projection designed to apply the 
model-consistency condition (101). Data consistency, model consistency, and 
the spatial sparsity constraint were combined into a joint constrained problem 
and iteratively optimized with a maximum iteration number set to 60, which was 
empirically determined to ensure full convergence. The proposed method was 
compared with regular SENSE (131), CS SENSE (132), and model-based 
methods without a CS constraint (101). SENSE and CS SENSE were 
implemented using a non-linear conjugate gradient algorithm (91) and the model-
based methods were implemented using the projected-gradient approach 
described above. All reconstruction and fitting processes were implemented in 
MATLAB 2019B (Mathworks, Natick, MA, USA). 
3.2.5 In vivo Experiments 
Experiments were performed on a 3T Philips Ingenia scanner (Philips Medical 
Systems, Best, The Netherlands) with a 32-channel head-only coil for signal 
reception. Four healthy volunteers (3 females and 1 male, 44-59 years old) were 
enrolled after providing informed consent in accordance with the Institutional 





Figure 3.2: (A) Diagram of the pulse sequence with T2-prepared gradient echo (GRE) readout for each T2 weighting. (B) 3D stack-
of-spiral trajectory with turbo direction applied along slice direction. (C) Diagram of the pulse sequence with a CSF nulling module 




The pulse sequence diagram for T2 mapping is shown in Fig. 3.2A. A post-
acquisition spatially-selective saturation pulse train was applied with a fixed delay 
(1500 ms) to ensure the same longitudinal magnetization before each T2 
preparation module. The non-selective T2 preparation pulse train starts with a 
hard pulse excitation (90°x), followed by a series of composite refocusing pulses 
(90°x180°y90°x) with an MLEV phase-cycling pattern (133) and then a flip-back 
pulse (90°-x). In order to successively generate different T2 contrasts with TEprep 
= [20, 40, 80, 120, 160] ms, the number of refocusing pulses was chosen to be 
[2, 4, 8, 12, 16], respectively, with a constant inter-echo spacing of 𝜏  = 10 ms 
(134). Immediately following the T2 preparation, a frequency-selective fat-
suppression module was inserted before data acquisition. 
A GRE sequence, using turbo-field-echo (TFE) and with a train of low-flip-angle 
excitation pulses, was applied with a 3D segmented stack-of-spiral trajectory 
(Fig. 3.2B) in the axial orientation. In addition to the variable-density spiral 
trajectory described in the simulation section (acceleration factor of 2), a fully 
sampled readout with a uniform density spiral trajectory (no acceleration) was 
acquired for reference. Readout duration of the fully sampled uniform density 
acquisition was identical to the variable-density case (10 ms) and 16 phase 
encoding interleaves were required to fill the k-space, indicating a net 
prospective acceleration factor of 2 (16/8 interleaves) using variable-density 
spiral trajectory and a net acceleration factor of 5.3 (16/3 interleaves) after 
retrospective undersampling (approximately 5-fold). Acquisition parameters: 




isotropic and the reconstructed voxel size was 0.6 mm isotropic; field of view 
(FOV) = 220 220 96 mm3, slice oversampling = 1.25, number of acquired slices 
= 100; low-high profile order with TFE factor = 25 along the slice direction. Thus, 
each spiral interleave required four shots for a full encoding of the slice direction, 
and for the variable-density undersampled and uniform density fully-sampled 
spiral trajectories, 8 and 16 spiral interleaves for in-plane encoding or 32 and 64 
shots needed to be interleaved, respectively. With a 2000 ms shot interval and 
five separate T2 preparations, the total scan duration was 5.5 min and 11 min for 
the two datasets. Note that the undersampled acquisition with an acceleration 
factor of 5 would only take 2.2 min. The reference T2 map was fitted by the non-
linear 2-parameter-weighted T2 decay model using fully-sampled data voxel by 
voxel. Singular value decomposition (SVD) was used to compress 32 channels to 
8 virtual channels to mitigate the computational burden in the reconstruction. 
Retrospective undersampling and reconstruction methods were the same as 
used in the simulations, and the 2-parameter-weighted fitting model was applied. 
When CSF suppression is desired, an SNR-improved inversion recovery method 
can be implemented (135). This CSF-suppression module (the dashed box in 
Fig. 3.2C) utilized a T2 preparation module (TEprep = 300 ms) with double-
refocused hyperbolic tangent pulses (5.0 ms, tanh/tan, maximum amplitude of 
575 Hz and a frequency sweep of 9 kHz(136)). Since the CSF has a long T2 
value (~1500 ms (137)), its signal would be less affected by the prior T2 
preparation and inverted and nulled by the following inversion pulse with a delay 




saturated by T2 preparation and thus recovered with a higher longitudinal 
magnetization than experiencing inversion alone. Only the variable-density spiral 
trajectory was used in the CSF-nulled sequence. With a 3000 ms TFE shot-
interval, total scan time was 8 min with 2-fold prospective undersampling using 
the variable-density spiral acquisition, as compared to 3.2 min with an 
undersampled acquisition at a total acceleration factor of 5. 
3.2.6 Data Analysis 
Quantitative evaluation was performed by simulation and by in vivo experiments. 
To compare the performance of different reconstruction methods and 
retrospective undersampling schemes, the relative difference of T2 maps 
compared to the reference values were computed in each voxel. Normalized 






Here 𝐼 is the image series reconstructed from the undersampled dataset and 𝐼 is 
the fully-sampled reference. 
For in vivo experiments, the signal from CSF and nearby tissue were thresholded 
by masking areas with T2 values longer than 200 ms. In the CSF nulling studies, 
the mask was created by thresholding the intensity of the images acquired when 
TEprep = 20 ms. The mask was eroded by one pixel to ensure exclusion of CSF. 




manually selected regions of interest (ROIs) of white matter and gray matter. To 
compare the pulse sequences with and without the CSF nulling module, 
estimated T2 values and corresponding differences were reported in ROIs of 
frontal gray matter (FGM), frontal white matter (FWM), globus pallidus (GPA), 
occipital gray matter (OGM), occipital white matter (OWM), the splenium, and the 
thalamus. 
3.3 Results 
3.3.1 Simulation of T2 Fitting 
Fig. 3.3 shows the mean of relative errors of estimated T2 and the corresponding 
CoV (SD/mean) using the prescribed T2 preparation modules under different 
noise levels with the three T2 fitting approaches. For each fitting, higher SNR 
almost invariably delivered more accurate and precise estimates as expected. 
When the B1 scale was ideal (B1+ = 1.0), for the same SNR levels the 2-
parameter or 2-parameter-weighted fitting was more robust than fitting with the 3-
parameter model. The relative T2 errors and CoV of the 2-parameter-weighted 
fitting were slightly higher than the results from the 2-parameter fitting, being 
under 5% and 10%, respectively, for most cases. 3-parameter fitting was much 





Figure 3.3: Simulation results of T2 estimation using 2-parameter, 2-parameter-
weighted, and 3-parameter fitting models: the mean of relative errors (indicating 
accuracy) and coefficient of variation (indicating precision) of 10000 repetitions as a 
function of SNR using Monte Carlo simulation with (A) B1+ = 1.0 and (B) B1+ = 0.8. 
Compared to the other two fitting approaches, the 2-parameter-weighted fitting 




When the B1 scale was with offset (B1+ = 0.8), 2-parameter fitting overestimated 
the shorter T2 values (40-80 ms) by 15-20%, indicating that 2-parameter fitting 
was more sensitive to B1 inhomogeneities. In contrast, 2-parameter-weighted 
fitting reduced these relative errors largely to under 15%. The 3-parameter fitting 
yielded minimal sensitivity to B1 inhomogeneities, with relative errors less than 
5% when SNR was high, but this fitting was much more sensitive to noise. The 2-
parameter-weighted fitting was thus chosen for its overall stable performance 
with these noise levels and B1 variations in this range. 
3.3.2 Simulation of k-space Sampling and Reconstruction 
Fig. 3.4A shows the simulation results of T2 maps obtained by different 
undersampling schemes and reconstruction methods with 5-fold acceleration. CS 
SENSE reduced the aliasing artifacts which were apparent in the T2 maps 
obtained using SENSE alone. Model-based methods with joint reconstruction 
provided more accurate T2 estimation with less artifacts and noise than applying 
the individual reconstruction followed by 2-parameter-weighted voxel-by-voxel 
fitting (Fig. 3.4B). Incorporating CS further improved the performance of the 
model-based approach with reduced T2 SD by reducing the artifacts manifesting 
as stripes. Results show slight improvements when rotating the spiral interleaves 
with different T2 weighting (bottom panel) than the corresponding ones from the 
non-rotating methods (top panel). These qualitative observations were confirmed 
by the absolute normalized errors of the estimated T2 values across the pixels 





Figure 3.4: Simulation results of (A) T2 maps: (left) T2 reference map composed of four 
regions with values of 80 ms, 100 ms. 150 ms and 200 ms, respectively; (right) T2 maps 
estimated by different undersampling schemes (non-rotated and rotated trajectories 
along T2 weighting dimension) and different reconstruction methods (SENSE, CS 
SENSE, model-based, and model-based CS-incorporated) with an in-plane acceleration 
factor of 5. Corresponding mean and SD of the T2 values of each region are labeled 
above the region. (B) The absolute normalized error maps in percentage of different 
undersampling schemes and different reconstruction methods. The corresponding 
nRMSE of the T2 estimation of the entire digital phantom is labeled on the left bottom 




The nRMSE of SENSE, CS SENSE, model-based, and model-based CS-
incorporated were 13.0%, 7.3%, 4.9%, and 3.9% using non-rotated spiral 
trajectories, slightly higher than 12.1%, 6.8%, 4.1%, and 3.1% using rotated 
spiral trajectories (P < 0.05 on the corresponding error maps, two-tailed student’s 
t-test). The nRMSEs of the model-based methods were all less than 5% with the 
model-based CS-incorporated delivering minimum errors. The computation 
speed to fit a 192 192 T2 map from 5 T2-preparation TEs was around 0.07 s 
and 0.10 s on a 2.3 GHz 4-core CPU with 8 GB memory for 2-parameter and 3-
parameter models, respectively. 
3.3.3 In vivo Experiments 
The T2 maps and corresponding error maps obtained by different sampling and 
reconstruction methods of one slice from one volunteer are displayed in Fig. 3.5. 
Similar to the simulation results from the digital phantom (Fig. 3.4), aliasing 
artifacts and noise were most notable when using SENSE, and were minimized 
when applying the model-based CS-incorporated method, for both non-rotated or 
rotated spiral trajectories. The nRMSE of SENSE, CS SENSE, model-based, and 
model-based CS-incorporated of brain tissue without CSF partial volume 
averaged from four volunteers were 16.9%, 11.4%,10.0%, and 8.9% using non-
rotated trajectories, vs. 15.9%, 11.2%, 9.6%, and 8.2% using rotated trajectories. 
The model-based CS-incorporated method generated 47%, 22%, 11% and 48%, 
27%, 15% less nRMSE using non-rotated and rotated trajectories than the other 
three reconstruction approaches, respectively (P < 0.05 on the corresponding 




rotated spiral trajectories returned slightly improved accuracy, similar to that 
found with the simulations. 
 
Figure 3.5: In vivo experiment results of a 44-year-old male: (A) T2 maps and (B) 
corresponding normalized error maps estimated by different undersampling and 
reconstruction methods with an in-plane 5-fold acceleration. Error maps were masked by 
an eroded mask of T2 maps to exclude CSF. The corresponding nRMSEs of the masked 




The CSF-nulling sequence (Fig. 3.2C) yielded similar results among different 
reconstruction techniques (data not shown). The whole-brain T2 maps with and 
without the CSF nulling module, as estimated by the Model-based CS-
incorporated method using rotated spiral trajectories, are exhibited for three 
healthy volunteers (Fig. 3.6) for comparison, showing largely in agreement. The 
corresponding whole-brain T2-weighted images at TEprep = 80 ms are shown in 
Fig. 3.7, where the CSF was mostly suppressed with the sequence with the CSF 
nulling module. The averaged T2 values of several brain tissues (See Fig. 3.8 for 
ROI selections) are listed in Table 3.1. The absolute T2 values were close to 
other literature values (103,138,139), with white matter in the range from 70 to 80 
ms, and gray matter in the range from 90 to 110 ms. For all ROIs, the estimated 
T2 values were found to be slightly shorter by the sequence with CSF nulling.  
 
Figure 3.6: Whole-brain cross-sectional T2 maps in axial, sagittal, and coronal views of 
three healthy volunteers estimated by pulse sequences with and without CSF nulling, 
using the rotated spiral trajectories and the model-based CS-incorporated reconstruction 






Figure 3.7: Whole-brain cross-sectional T2-weighted images (TEprep = 80 ms) in axial, 
sagittal, and coronal views of three healthy volunteers estimated by pulse sequences 
with and without CSF nulling, using the rotated spiral trajectories and the model-based 
CS-incorporated reconstruction method with an in-plane 5-fold acceleration. 
 
 without CSF nulling with CSF nulling 
FGM 92 5 90 4 
FWM 80 2 75 2 
GPA 68 7 64 4 
OGM 81 3 76 4 
OWM 78 3 74 3 
Splenium 85 3 81 2 
Thalamus 75 3 70 4 
Table 3.1: The averaged T2 values (ms, mean±SD) within ROIs of typical structures, 
estimated by pulse sequences with and without CSF nulling, using the rotated spiral 
trajectories and the model-based CS SENSE incorporated reconstruction method. ROI: 
FWM = frontal white matter; FGM = frontal gray matter; GPA = globus pallidus; OWM = 
occipital white matter; OGM = occipital gray matter. 
 
Note that the SNR (mean/SD) within these ROIs of the T2-weighted images at 
TEprep = 20 ms were around 10–50 (data not shown) with 5-fold reconstruction, 





Figure 3.8: A T2 map with manually drawn ROIs of frontal gray matter (FGM), frontal 
white matter (FWM), globus pallidus (GPA), occipital gray matter (OGM), occipital white 
matter (OWM), splenium, and thalamus. 
 
3.4 Discussion 
This work demonstrated the feasibility of a rapid (2-3 min with 5-fold in-plane 
acceleration) T2 quantification technique with 3D high-resolution (1.2 mm 
isotropic) and whole-brain coverage. The method utilized a T2-prepared GRE 




reliability of its T2 estimation across the brain was achieved with around 8% 
normalized errors compared to reference scans using fully-sampled data. 
This work only explored 3D stack-of-spiral trajectory with in-plane variable-
density. The acceleration could be further improved with undersampling along 
the slice direction or using alternative 3D non-Cartesian trajectories (140,141). 
The combination of model-based and CS reconstructions in this study delivered 
11-28% less error than applying them separately. This might be expected from 
the improved performance of the reconstruction provided by the joint spatial and 
parametric constraints.  
The non-rotated and rotated undersampling schemes in the spiral trajectories 
along the T2 weighting (TE) dimension implemented here, are similar to the 
shifting Cartesian (102,142) and golden-angle radial trajectories (92,110) 
published elsewhere. Presumably, different undersampling trajectories introduce 
different artifacts that might be compensated and reduced by reconstructing the 
k-space data along the parametric dimension jointly. However, the improvements 
achieved with the rotated spiral trajectory was small. One possible reason was 
that we used a fixed 45° angle between successive interleaves within one T2 
preparation or rotation between T2 preparations in the acquired spiral trajectories 
instead of the golden angle (143), which might afford a lesser degree of 
incoherence for compressed sensing. Further improvements might be achieved 
with golden-angle rotations of interleaves along the parametric (TE) dimension or 




In the current implementation, the iterative reconstruction was implemented slice-
by-slice, through 2D nonuniform Fast Fourier transform (NUFFT) (144) 
performed on an external CPU using projected-gradient constraint optimization. 
An improved implementation would be to conduct the iteration and 3D NUFFT on 
a Graphics Processing Unit (GPU) directly connected to the scanner. The 
projected-gradient algorithm converges quickly to obtain a local optimal solution, 
but there is no guarantee on the convergence of the non-convex problem to a 
global minimum (100). Magnetic resonance fingerprinting (MRF) (145–147) and 
other techniques (93,116,148,149) have circumvented this problem using 
dictionary matching reconstruction methods by generating data with varying both 
sequence parameters and sampling trajectories together. 
An essential module of the proposed pulse sequence is T2 preparation, which is 
commonly adopted for T2 weighting with a 3D readout. The effect of imperfect B1 
on the prescribed 90° flip-down and flip-up hard pulses appends the desired pure 
T2 weighting with a complexed T1 component (Eq. A.3 in the Appendix). The 
resultant deviation from a simple mono-exponential decay model can cause 
fitting bias for T2 prepared approaches, which has been largely overlooked to 
date. Although more exact fitting with a 3-parameter model could avert this issue, 
we found that its accuracy and precision were rather poor at moderate SNR 
levels (Fig. 3.3). Our simulation results indicated that the 2-parameter-weighted 
fitting was robust over a wide range of B1 scales and noise (SNR) levels. The 
simulation was performed for T1 = 1000 ms. According to Eq. A.3 in the 




induce more bias to the 2-parameter fitting model with an approximate cos2(B1+ × 
90°) dependence 
in the presented work, the previous T2-weighting history before each T2 
preparation module was removed using a post-acquisition saturation pulse 
applied with a fixed delay. Another strategy is to add a sufficient number of 
dummy pulses after the GRE readout to ensure the same steady-state conditions 
are reached with each T2 weighting (118). This could potentially enhance the 
available signal as it leads to higher longitudinal magnetization before the T2 
preparation.  
Routine T2-weighted FLAIR imaging enhances the conspicuity of brain lesions 
with long T2 by suppressing the CSF signal. Similarly, brain T2 mapping would 
be more readily translated to the clinic if the fluid signal were removed. In this 
study, a CSF nulling module (Fig. 3.2C) was applied to mitigate the CSF partial 
volume effect. This method was shown to be effective for T2 estimation of typical 
structures in the brain, which, however, only provided small differences with the 
results obtained by the sequence without CSF nulling (Fig. 3.6, Table 3.1). This 
method also suffered some loss in SNR due to the longer recovery time per 
acquisition, a challenge also faced by the 3D FLAIR sequence (150). 
Alternatively, CSF partial volume effects could be accounted for with additional 
sampling of the relaxation curves and fitted by a two-compartment (three- or 
even four-parameter) model, which however, would be more SNR-demanding 




The proposed protocol was compared to the same T2-prepared spiral GRE 
protocol using fully-sampled data. A fully-sampled Cartesian spin-echo 
acquisition would be desirable for a more rigorous validation. However, the gold-
standard single-echo spin-echo sequence is quite time-consuming even for a 2D 
scan (116,149) and generally not practical for 3D high-resolution human 
experiments. A multi-spin-echo sequence would be more efficient but its signal is 
not a pure mono-exponential decay, as stimulated echoes could be generated 
from imperfect echo refocusing (148,151). The accuracy, precision, and 
reproducibility of our method could be evaluated using system phantoms with 
known relaxation properties (152,153). Note that if the spatial resolution is 
coarser than the 1.2 mm isotropic chosen for this study, acquisition time would 
be faster than 2-3 min, and the SNR would also be higher due to the larger voxel 
size, at the cost of more partial volume effects mixing gray matter and white 
matter, and normal tissue and lesion. Further studies of patients with central 






Chapter 4 Phase contrast coronary blood velocity 
mapping with both high temporal and spatial resolution 
using triggered Golden Angle Spiral k-t Sparse Parallel 
imaging (GASSP) and shifted binning 
4.1 Introduction 
Phase contrast (PC) velocity-encoded MRI (154) enables blood velocity and flow 
measurements of the coronary arteries (155,156). Coronary blood flow 
measurements are of clinical interest, because they enable the assessment of 
vascular physiology, to complement conventional anatomic lumen imaging. 
Among others, coronary PC MRI has been applied to assess coronary flow 
reserve (157–160), local coronary endothelial dysfunction (161–163), and more 
recently, to measure the pressure gradients across a coronary artery stenosis 
(164). 
Coronary PC MRI is challenging because the coronary arteries are small in 
diameter (<3-4 mm) and move due to cardiac contraction and respiration. High 
spatial resolution Δx ≤ 1mm is needed for accurate assessment of the mean flow 
(165), including the determination of cross-sectional areas that may benefit from 
even smaller voxel sizes (166). Furthermore, high temporal resolution is needed 
due to fast cardiac motion and to resolve temporal detail, especially for the right 
coronary artery (RCA), which is twice as mobile as the left anterior descending 




be ≤58ms and ≤23ms for LAD and RCA, respectively (168). Additionally, PC MRI 
requires two acquisitions with identical parameters except for the strength of the 
velocity encoding (VE) gradients to subtract out any background phase (154). As 
a result, PC MRI is twice as time-consuming as anatomical cine scans, which is 
especially challenging when using breath-holding to suppress respiratory motion. 
Initial coronary PC MRI utilized single breath-held Cartesian segmented spoiled 
gradient echo techniques enabling acquisitions with Δx of 1.4-1.6mm and a 𝜏 of 
120-160ms (155,156). Keegan et al. pioneered the use of highly efficient spiral 
readouts to improve the temporal resolution of breath-held cine PC MRI (169–
171). More recently, 3T-scanners have been applied to take advantage of the 
increased signal-to-noise ratio (SNR), enabling higher spatial resolution as well 
(161,171,172). Nevertheless, state-of-the-art breath-held spiral techniques at 3 T 
focus on either high spatial resolution (161,172) or high temporal resolution 
(171). Brandts et al. use Δx = 0.8mm and show accurate and reproducible 
measurements of RCA peak velocity and flow volumes (172). To achieve such a 
small voxel size, they used a long, 26-ms spiral readout window, leading to a 
temporal resolution of 33ms and, potentially susceptible to motion blurring. 
Moreover, the long spiral readouts may lead to off-resonance induced image 
blurring (173). Keegan et al. trade spatial resolution for high temporal resolution 
(𝜏 = 20ms) to assess temporal patterns of coronary blood flow throughout the 
cardiac cycle (171). To achieve such a high temporal resolution, they shorten the 
spiral readout to 12 ms, forcing a rather large voxel size Δx of 1.4mm. 




the data acquisition needs to be accelerated. Acquisitions with non-Cartesian 
trajectories can be accelerated with parallel imaging (PI) (174,175) and 
additionally with compressed sensing (CS) (176), which allows acceleration using 
data redundancy due to sparsity in any actual or transformed domain. In cine 
MRI, the temporal domain is transform-sparse and suitable for CS reconstruction 
(177,178). Besides sparsity, incoherent undersampling artifacts are also 
essential for successful CS reconstructions (176). Incoherence in the temporal 
domain can be achieved using a golden angle (GA) rotation of radial or spiral 
readouts (179,180). K-t sparse SENSE combines PI and CS in the temporal 
dimension with acceleration factors of 8 for structural cine (181) or 6 for phase-
contrast cine (182) using Cartesian sampling. The combination of k-t sparse 
SENSE and GA rotation of either radial or spiral sampling is feasible in cine MRI 
as well (183–185).  
However, while the acquisition of consecutively GA-rotated radial spokes or 
spiral arms offers flexibility in terms of temporal resolution versus spatial 
resolution in dynamic imaging with uniform coverage of k-space (179), when 
binning data into non-consecutively acquired cardiac frames, the k-space 
coverage may not be uniform (186–189). This non-uniformity creates gaps in 
azimuthal distribution and strongly depends on the number of cardiac frames and 
the heart rate (HR), which is unpredictable especially for stress studies. To 
achieve higher k-space uniformity in cine MRI, Han et al. proposed the use of a 
segmented golden ratio approach, where k-space is divided into smaller 




by the golden ratio within each segment, which enables retrospective selection of 
the temporal window with reduced k-space gaps (189) but requires prospective 
triggering and prevents retrospective data rejection due to motion or arrhythmias. 
In this chapter, we combine k-t sparse SENSE with GA rotated spiral readouts to 
achieve single breath-held coronary PC MRI with both high spatial (0.8mm) and 
high temporal (~ 21ms) resolutions. GA Spiral k-t Sparse Parallel imaging 
(GASSP) (190) is combined with interleaved two-sided VE (191) and 
electrocardiogram (ECG) based retrospective cardiac gating (192). To reduce k-
space gaps of binned cine data, two new methods are tested (193). First, the 
binning window is shifted by up to the duration of one cardiac frame, and the shift 
leading to the smallest k-space gap is picked for image reconstruction. Second, a 
triggered GA scheme is introduced that applies a new rotation angle to 
consecutive arms and the standard GA at the beginning of each heartbeat using 
prospective ECG-triggering. Compared to the segmented golden ratio approach 
(189), this triggered GA scheme is suitable for retrospective rejection of data that 
is corrupted by motion or for other reasons. Monte-Carlo numerical simulations 
are performed to determine the optimal rotation angles in the triggered GA 
scheme, and to quantitatively evaluate the performance of the proposed methods 
to reduce k-space gaps. The proposed methods are tested at 3 T in healthy 
human subjects, validated against published methods (171,172), and intra-scan, 





4.2.1 Coronary PC MRI with Standard GA Scheme 
Coronary PC cine with both high temporal and high spatial resolution was 
implemented by combining GASSP with interleaved two-sided VE (192), referred 
to here as the standard GA scheme. Spiral arms were acquired in pairs of 
positive and negative VE with the same azimuthal angle, and then rotated by GA 
for the next pair (top row of Fig. 4.1a). The GA was 137.508° (179,182). Spiral 
arm pairs were continuously acquired while the ECG signal was recorded for 
retrospective data binning. 
To achieve high temporal resolution and to mitigate blurring effects due to B0 
inhomogeneity, the spiral readout window was set to ~14 ms leading to a 
repetition time (TR) and minimal 𝜏 of <21 ms. The spatial resolution was set to 
0.8 mm for a 350×350 mm2 field-of-view (FOV). This would normally require 34 
spiral arms to obtain a fully sampled k-space, i.e., 68 heartbeats to acquire both 
VE datasets, which is too long for a single breath-hold scan. Therefore, the spiral 
trajectory was undersampled with a variable density pattern (194,195). The spiral 
trajectory was designed (196) so that the central 15% of k-space were fully 
sampled with 10 arms. The outer 70% of k-space were uniformly undersampled 
by a factor of 4.6, and the undersampling factor was linearly increased in 
between. 500 spiral arm pairs (1000 arms) were acquired in total, leading to a 
scan time of ~21 s. The maximum encoded velocity (Venc) was set to ±35cm/s. 
Other parameters of the two-dimensional (2D) gradient echo sequence were an 
echo time (TE) = 3.3 - 3.5ms; a 1-2-1 binomial spectral-spatial water excitation to 





Figure 4.1: Rotation angle and velocity encoding (VE) directions of the triggered GA scheme compared to the standard GA scheme 
(a) and shifted binning process (b). The VE direction in the standard GA scheme is toggled each TR while it is toggled every 
heartbeat in the triggered GA scheme. The rotation angle in the standard GA scheme is GA = 137.508° throughout, whereas in the 
triggered GA scheme it is θ = 83.8° except at the beginning of each heartbeat, when the rotation is set to GA/2 = 68.754° relative to 
the first spiral arm of the previous heartbeat (a). Both schemes are subject to the shifted binning process (b). Bins were shifted N 
times by temporal resolution 𝜏 divided by N (N=20), and for each shift the mean-max-gap was determined. The shift that resulted in 





4.2.2 Retrospective Gating with Shifted Binning 
The continuously acquired spiral data were binned into cardiac frames based on 
the ECG signal using non-linear stretching (197). Positive and negative VE data 
were binned separately. The number of cardiac frames was determined by 
dividing the acquisition’s average RR-interval, the time between two consecutive 
R-waves, by the required temporal resolution 𝜏 (= TR <21 ms), and was, 
therefore, subject-specific. As a result, subjects with lower HR had more cardiac 
frames and less data assigned to each cardiac frame (i.e. higher undersampling 
factor). Relative to a uniformly sampled k-space, the undersampling factor was 
around 3.0 for HR = 80, but increased to 3.9 and 4.7 for HR = 60 and 50, 
respectively, but was higher in practice because binning leads to non-uniform 
undersampling, and hence, gaps in k-space (186–189). 
In this work, we tested two methods to reduce the largest k-space gaps to 
improve image quality. The first method, referred to as shifted binning, shifted the 
binning windows by up to the duration of 𝜏, by trying N = 20 equally spaced shifts 
and selecting the shift that minimized the largest gaps (Fig. 4.1b). For this, the k-
space gaps after binning were quantitatively evaluated by determining first the 
maximal angular spacing between the sorted spiral arms (max-gap) in each bin 
(for each cardiac frame and VE direction); and second, the average of the max-
gaps (mean-max-gap) over all of the cardiac frames and both VE directions. This 
was repeated N times, each time shifting the binning windows by 𝜏/N, leading to 
N different mean-max-gaps (Fig. 4.1b). The shift resulting in the lowest mean-




labeled with ‘best shift.’ For comparison, the shift associated with the largest 
mean-max-gap was applied as well, and labeled as ‘worst shift.’ 
4.2.3 Coronary PC MRI with triggered GA scheme 
In addition to shifted binning, a triggered GA scheme was implemented as the 
second method to improve k-space uniformity. The triggered GA scheme uses 
two different rotation angles and prospective ECG-triggering to reset the rotation 
angle and to toggle the VE direction at the beginning of each heartbeat. As 
shown in the bottom row of Fig. 4.1a, spiral arms with the same VE direction, 
either positive or negative, were continuously acquired within one heartbeat. The 
rotation angle between consecutive arms within a heartbeat was modified to 
θ = 83.8°, which was selected based on the numerical simulations below. When 
an R-wave was detected, the rotation angle was reset so that the first spiral arm 
in a new heartbeat was rotated by half the GA (68.754°) as compared to the first 
spiral arm of the previous heartbeat. The subsequent arms were rotated again by 
θ. Concurrently with the angle being reset, the VE direction was inverted to 
toggle its direction after every heartbeat. Hence, the first spiral arms of 
heartbeats with the same VE direction were rotated by the GA. 
1000 spiral arms were acquired in total for the triggered GA scheme, but due to 
varying RR-intervals, the total number of spiral arms in each VE direction was 
usually slightly different than 500. All other acquisition parameters of the 
triggered GA scheme were identical to the standard GA scheme including the 




4.2.4 Simulation of k-space gap after binning 
A Monte-Carlo numerical simulation was performed to determine the optimal 
rotation angle θ in the triggered GA scheme, and to quantitatively evaluate the 
performance of the shifted binning method and the triggered GA scheme. To 
quantify k-space uniformity, both the mean-max-gap and the largest max-gap 
(max-max-gap) were determined and called ‘1-frame mean-max-gap’ and ‘1-
frame max-max-gap’, respectively. Additionally, because the reconstruction 
applies temporal sparsity constraints, k-space gaps in one cardiac frame can be 
compensated for during the reconstruction using spiral arms from neighboring 
frames. For this, spiral arms from consecutive frames should be located at the 
center of the largest gap, which can be achieved if θ ≈ max-max-gap / 2. 
Therefore, θ was chosen to minimize the absolute of (max-max-gap / 2) - θ. To 
test if the triggered GA scheme indeed reduces gaps that overlap in consecutive 
cardiac frames, the mean-max-gap and max-max-gap were also calculated after 
combining the arms of three consecutive frames, and called ‘3-frame mean-max-
gap’ and ‘3-frame max-max-gap’, respectively.  
The simulation covers a wide range of HR from 40 to 100 beats per minute with a 
step size of 1 beat per minute. TR = 20.65 ms was used, leading to a duration of 
20.65 s for 1000 spiral arms. For each HR, a series of RR-intervals were 
simulated to cover the 20.65 s duration using a normal distribution with a mean 
value of the given RR-interval and a standard deviation (SD) of 50 ms (198). A 
series of spiral rotation angles were generated using the standard or a triggered 




max-gap and max-max-gap determined. The simulation was repeated 200 times 
for each HR and the corresponding values averaged. For the triggered GA 
scheme, these simulations were repeated for θ ranging from 1° - 160° in steps of 
3.6°. For the chosen θ (83.8°), the best shift was compared to the worst shift, and 
the triggered GA scheme to the standard GA scheme. 
4.2.5 In vivo experiments and reference acquisitions 
All human studies were approved by the Johns Hopkins School of Medicine 
Institutional Review Board and informed, written consent was obtained from all 
study subjects. In vivo studies were conducted on 8 healthy human subjects with 
no history of heart disease (37±7 years old, 1 female). MR studies were carried 
out on a 3T scanner (Achieva, Philips Healthcare, Best, The Netherlands) using 
a 32-channel cardiac receive coil and subject-specific shimming of the excitation 
radiofrequency field (199). 
All 2D coronary PC scans were acquired within a single end-expiratory breath-
hold and were planned orthogonally to intersect either proximal or mid segments 
of the coronary arteries that were straight for at least 20 mm. To facilitate careful 
planning of the image orientations, targeted 3D DIXON scans were performed to 
provide water and fat images of both RCA and LAD in 3D double oblique views 
(200,201) with TR/TE1/TE2 = 5.6-6.1/1.9-2.2/3.6-3.9 ms, FOV = 200×200×32 
mm3, acquired voxel size = 1×0.85×3 mm3, and scan duration of ~1.5-6 min 
depending on the efficiency of the respiratory navigator system. These targeted 




whole heart coronary angiography scan with intermediate resolution acquired in 
~1 minute. All scans for image planning were gated by respiratory navigator-echo 
and were ECG-triggered to mid-diastole. 
The standard and triggered GA scheme were compared to existing methods with 
either high spatial but low temporal resolution (161,172) (the ‘high-spatial’ 
sequence), or high temporal but low spatial resolution (171) (the ‘high-temporal’ 
sequence).   
The high-spatial sequence was ECG-triggered and acquired a fixed (depending 
on the patient’s HR) number of arms with the same spiral rotation angle in each 
heartbeat. The VE direction was inverted at every heartbeat, and 10 spiral arms 
were acquired for each VE, leading to a total scan time of 20 heartbeats. A high 
in-plane spatial resolution of 0.8mm led to long spiral readouts of ~33 ms and a 
long TR of ~40 ms. Other acquisition parameters were identical to the standard 
GA sequence except for the FOV = 250×250 mm2. Because of the ECG-
triggering, the last end-diastolic cardiac frames were missed as the sequence 
was interrupted to wait for and detect the next R-wave. Images and velocity 
maps were generated on the vendor-provided platform.  
In the high-temporal sequence, VE direction was also inverted every heartbeat, 
with positive and negative arms acquired in 13 heartbeats each. With a high 
temporal resolution of TR = ~20 ms (spiral readout = ~13 ms), the spatial 
resolution was relaxed to 1.4 mm to fully cover the k-space with 13 arms. 




acquisition parameters were identical to the standard GA sequence. Images 
were reconstructed off-line. 
To determine inter-scan reproducibility of the triggered GA sequence, the 
subjects were removed from the scanner and given a 10-minutes break, before 
repeating the examination. For 4 of the subjects, the triggered GA sequences 
were also repeated immediately without repositioning to evaluate the intra-scan 
reproducibility.  
4.2.6 Image reconstruction and Flow analysis 
Image reconstruction and off-resonance deblurring (except for the high-spatial 
sequence) were implemented in the graphical programming interface (202), and 
code is available at https://github.com/jhu-cardiac-mri/triggeredGASSP/ (SHA-1: 
86fee6aa3d7baf885c33dae6ad27ffcde0700750) including a subject-approved, 
anonymized dataset. Retrospective binning of k-space was performed with 
shifted binning and data were reconstructed by GASSP (190), minimizing parallel 
imaging data consistency and temporal total variation (TV) sparsity constraints 
(183). In this work, the original GASSP reconstruction for structural CINE images 
was adapted for PC by joint reconstruction of both VE steps with an additional TV 
sparsity constraint along the flow dimension. The flow sparsity constraint was 
only applied to the magnitude of the signal to preserve the phase information of 
each VE direction. The weight was set to 0.03 for the temporal sparsity 
constraint, and 0.015 for the additional flow sparsity constraint. 




positive and negative VE phases were canceled by complex multiplication. Flow-
compensated images were utilized to determine the deblurring frequency at the 
location of the coronary artery (203), which was subsequently used to deblur the 
original two VE images 𝐼  and 𝐼 . The deblurred VE images were used to 
compute deblurred flow-compensated images for vessel segmentation and 
deblurred velocity maps for velocity quantification. The velocity maps were 
computed by phase-difference with pixel-wise conjugated multiplication (173) 
 𝑉 arg 𝐼 𝐼∗ . 4.1 
Here V is the velocity and arg is the argument of the complex values.  
A semi-automatic flow analysis software was implemented in MATLAB 
(Mathworks, Natick, MA, USA) that included vessel segmentation and 
background phase correction. All images were Fourier-interpolated to 0.1 mm 
spatial resolution for more precise segmentation (166). First, the vessel area Av 
was semi-automatically computed from three consecutive end-diastolic frames by 
full-width-half-maximum thresholding. Second, the vessel in each cardiac frame 
was segmented with a circular region of interest (ROI) with the same area Av, by 
clicking the center of the interpolated vessel. Another circular ROI, the 
myocardial ROI with the same area Av, was manually selected on surrounding 
myocardial tissue for background phase correction. Background phase correction 
was achieved by subtracting the mean velocity in myocardial ROI from the 




Eleven metrics were determined. The vessel area Av was determined in the first 
step of the segmentation. Eight velocity metrics were measured: peak systolic 
and diastolic velocity (PSV, PDV) together with the trigger delays to those peaks 
(TSV, TDV); and those velocity metrics were determined in two ways, that is, as 
the spatial mean (mean) and maximum (max) velocity within the vessel ROI. And 
two flow metrics were measured: product of mean velocity and Av integrated over 
all cardiac frames as flow volume either per cardiac cycle or per minute. 
To limit the number of statistical tests, only four of the metrics (mean PSV, mean 
PDV, flow per minute, and Av) acquired with the proposed triggered GA scheme 
were compared to the high-spatial and the high-temporal sequences using paired 
Student’s t-test with a modified Bonferroni correction to account for the eight 
tests. Additionally, Bland-Altman analysis was performed for the same four 
metrics. 
The intra-scan, inter-scan, and intra-observer reproducibility were determined by 
the intra-class correlation coefficient (ICC) for absolute agreement. For intra-scan 
reproducibility, Bland-Altman analysis was performed as well. To test the intra-
observer agreement, the same observer repeated the flow analysis at least one 
month after the first observation, whereas the two analyses of the intra-scan and 
inter-scan reproducibility were performed on the same day. A P-value smaller 
than 0.05 was considered significant for all tests. 
4.3 Results 




θ of the triggered GA scheme, the RR-interval, and the mean-max-gap and max-
max-gap, respectively (Fig. 4.2).  
 
Figure 4.2: Surface plots of the mean-max-gap (a, d) and the max-max-gap (b, e) of the 
proposed triggered GA scheme with best binning shift were determined for a range of 
RR-intervals and rotation angles θ using Monte-Carlo simulations. The gaps were 
determined for a single cardiac frame (a, b) or for three consecutive frames (d, e). In (c), 
the minimum of |max-max-gaps/2-θ| averaged over all heartrates (HR) is used to 
determine the rotation angle θ = 83.8° that ensures that neighboring cardiac frames 
have k-space data in the center of the largest gap, which is beneficial for reconstruction 





The 1-frame mean-max-gap increases as functions of both the RR-interval and θ 
(Fig. 4.2a). A similar behavior but with larger gaps is seen for 1-frame max-max-
gap (Fig. 4.2b). The |1-frame max-max-gap / 2 – θ| averaged over the range of 
simulated HR in Fig. 4.2c is minimized for θ = 83.8°. Therefore, the rotation angle 
θ in the triggered GA scheme was chosen to be 83.8° as noted in section 4.2.4. 
The 3-frame mean-max-gap and 3-frame max-max-gap at θ = 83.8° are smaller 
than even the best 1-frame gaps, and are also smaller than the 3-frame gaps for 
smaller θ (Figs. 4.2d and 4.2e). 
Figs. 4.3a and 4.3b illustrate the simulated 1-frame and 3-frame mean-max-gaps, 
respectively, as a function of the mean RR-interval of both the standard and 
triggered GA schemes with both best and worst shift. As the RR-intervals 
increase, larger gaps are observed. By using shifted binning, the 1-frame mean-
max-gaps of the best shift drop about 14°-22° for triggered GA and 14°-27° for 
standard GA scheme (Fig. 4.3a). The 1-frame and 3-frame mean-max-gaps of 
the triggered GA scheme increase approximately linearly with the mean RR-
interval (608-1503ms), whereas those of the standard GA scheme exhibit an 
additional modulation pattern. The shifted binning has little effect on the 3-frame 
mean-max-gaps (Fig. 4.3b). The 3-frame mean-max-gaps of the standard GA 
scheme are larger than those of the triggered GA scheme for most RR-intervals 





Figure 4.3: 1-frame mean-max-gap (a, c) and 3-frame mean-max-gap (b, d) as a function of RR-interval of simulated datasets (a, b) 
and in-vivo datasets(c, d) for both standard GA and triggered GA schemes with both the best and the worst binning shift. Each 
marker in (a) and (b) is an average of 200 repeated simulations. In (c) and (d), each data point of the standard GA scan (purple 
rectangles and blue circles) is from a single scan, while the points of the triggered GA data (yellow crosses and red triangles) are 
averages of either 2 (inter-scan) or 3 (intra- and inter-scan) repetitions. In the simulations, the 1-frame and 3-frame mean-max-gaps 
of the triggered GA scheme are approximately linear, whereas the ones of the standard GA scheme exhibit an additional modulation 
which is magnified in the 3-frame case. The mean and standard deviation (error bars) of in-vivo experiments (c, d) are demonstrated 
to the right of their respective graphs. T-tests show a significant reduction of the gaps for triggered GA scheme with best binning shift 




Complete datasets with both the RCA and the LAD were obtained from all 8 
subjects. However, the RCA of one subject was too small and hence was 
excluded from analysis, leading to a total of n = 15 analyzed vessels.  
Figs. 4.3c and 4.3d illustrate the 1-frame and 3-frame mean-max-gaps, 
respectively, measured in human subjects. In Fig. 4.3c, the 1-frame mean-max-
gaps with the best shift are smaller compared to those with the worst shift. The 
mean-max-gaps averaged among all cases using the triggered GA scheme 
(73.6°±13.3°, best shift) are significantly smaller (t-test P=0.03) than those of the 
standard GA scheme (80.6°±18.0°, best shift). When combining 3 consecutive 
frames (Fig. 4.3d), some large gaps were observed in the scatter plot of the 
standard GA scheme at RR-interval of around 872 ms and 916 ms, which is 
consistent with the simulation results in Fig. 4.3b. As a result, the 3-frame 
average mean-max-gaps of the standard GA scheme (42.8°±13.7°, best shift) is 
significantly larger (t-test P=0.04) than that of the triggered GA scheme 
Fig. 4.4 shows an example dataset acquired with both GA schemes and worst 
and best shifts. By using the best shift, the mean-max-gaps were reduced by 21° 
and 19° for standard and triggered GA scheme, respectively. With the best shift, 
the triggered GA scheme has lower mean-max-gaps (-5.5°) as compared to the 
standard GA scheme. Swirling artifacts were observed in the right ventricle (RV) 
and the left ventricular (LV) wall (yellow arrows) in the standard GA images, for 





Figure 4.4: Representative LAD PC images of a 39-year-old male showing gap angle and image artifact reduction by applying 
triggered GA scheme and shifted binning. The max-gaps of the spiral arms are visualized by two black arms from the origin to the 
end of the corresponding spiral arms, with the angle labeled in degrees at the left top corner of each k-space. The LAD (red arrow) is 
visualized in cross-sectional view above the left ventricle. Zoomed insets of the LAD are shown at the right-bottom corner in each 
image. Artifacts in the right ventricle (RV) and left ventricular (LV) wall (yellow arrows) in the images acquired with the standard GA 





Figure 4.5: Examples of PC data of the RCA (red arrow) from a 20-year old male acquired and reconstructed with all of the different 
techniques applied in this work. The magnitude of the flow-compensated images and velocity maps of a mid-diastolic cardiac frame 
are shown in (a) and flow curves in (b-d). Aliasing artifacts (yellow arrow) are seen in the magnitude images of the high-spatial 
sequence. Images acquired with the proposed triggered GA method with the best binning shift and combined GASSP reconstruction 
are highlighted with a red frame. The flow curves from the four different acquisition sequences (b) and using best and worst binning 




Fig. 4.5 shows an exemplary dataset of a mid-diastolic frame acquired and 
reconstructed with all of the different techniques. The flow compensated image of 
the high-spatial sequence demonstrated in Fig. 4.5a suffers from aliasing 
artifacts (yellow arrow). The high-temporal sequence, on the other hand, shows a 
pixelated pattern on the RCA due to the low spatial resolution. The velocity map 
of the triggered GA method with the best binning shift (red frame) has excellent 
quality across the heart and appears to have less noise and artifacts compared 
to other methods, although the differences are only subtle. Flow curves in Figs. 
4.5b and 4.5c agree well across sequences and shifts. Of note, the high-spatial 
sequence underestimates PSV by about half because of its lower temporal 
resolution. 
Fig. 4.6 demonstrates the agreement of flow curves of the repeated scans using 
the triggered GA scheme with best binning shift of all 15 coronary arteries. The 8 
intra-scan repeats all show excellent agreement with the initial scan. The inter-
scan repeats still agreed well in most cases. The velocity and flow metrics for all 






Figure 4.6: Flow curves of the repeated scans acquired with the triggered GA scheme and reconstructed with the best binning shift 
and combined reconstruction of the 7 RCA and the 8 LAD cases. All 15 cases were repeated after repositioning while 4 RCA and 4 




RCA (n=7) High-spatial High-temporal Standard GA Triggered GA 
PSV max (cm/s) 21.2 ± 5.4 18.8 ± 4.7 18.9 ± 4.2 19.3 ± 3.8 
TSV max (cm/s) 87.9 ± 40.0 65.9 ±  9.7 51.2 ± 20.6 69.8 ±  9.3 
PDV max (cm/s) 23.7 ± 5.1 20.5 ± 4.5 19.8 ± 5.8 19.0 ± 5.9 
TDV max (cm/s) 400.1 ± 35.5 398.1 ± 42.0 386.8 ± 29.0 394.5 ± 33.4 
PSV mean (cm/s) 15.7 ± 5.4 15.8 ± 3.8 14.5 ± 4.0 14.4 ± 3.4 
TSV mean (cm/s) 76.4 ± 19.4 74.4 ± 29.9 51.2 ± 20.6 69.8 ±  9.3 
PDV mean (cm/s) 15.8 ± 4.8 17.8 ± 4.1 14.6 ± 5.4 14.3 ± 5.2 
TDV mean (cm/s) 416.9 ± 57.0 395.2 ± 35.3 381.0 ± 41.7 391.5 ± 34.0 
flow (ml/cycle) 0.69 ± 0.18* 0.76 ± 0.13 0.75 ± 0.26 0.82 ± 0.18 
flow (ml/min) 48.8 ± 16.4* 52.8 ± 12.7 52.5 ± 19.3 55.7 ± 15.4 
area (mm2) 9.1 ± 3.0 9.1 ± 1.9 11.6 ± 4.3 12.4 ± 3.7 
LAD (n=8) High-spatial High-temporal Standard GA Triggered GA 
PSV max (cm/s) 6.3 ± 4.1 5.0 ± 5.4 9.1 ± 3.6 7.8 ± 6.8 
TSV max (cm/s) 137.8 ± 72.9 130.1 ± 65.9 118.5 ± 59.5 106.6 ± 84.4 
PDV max (cm/s) 27.1 ± 8.1 22.5 ± 5.4 23.2 ± 6.4 21.4 ± 5.5 
TDV max (cm/s) 451.4 ± 57.9 435.2 ± 56.3 432.5 ± 55.4 428.4 ± 51.5 
PSV mean (cm/s) 2.5 ± 2.2 3.9 ± 2.7 3.8 ± 1.6 5.0 ± 4.1 
TSV mean (cm/s) 142.8 ± 42.0 105.1 ± 49.9 115.8 ± 66.9 96.2 ± 69.9 
PDV mean (cm/s) 16.7 ± 6.1 17.4 ± 4.4 15.4 ± 4.6 14.0 ± 3.7 
TDV mean (cm/s) 436.4 ± 41.0 437.7 ± 47.2 440.4 ± 28.7 438.7 ± 45.2 
flow (ml/cycle) 0.41 ± 0.16* 0.44 ± 0.15 0.44 ± 0.12 0.48 ± 0.16 
flow (ml/min) 28.3 ± 12.0* 31.1 ± 14.4 29.9 ±  9.7 33.8 ± 14.3 
area (mm2) 8.4 ± 2.3 9.1 ± 2.5 10.1 ± 2.2 11.1 ± 3.5 
Flow velocity metrics are mean ± SD.  
Abbreviations: PSV = peak systolic velocity, TSV = time to PSV, PDV = peak diastolic 
velocity, TDV=time to PDV, max = maximum velocity in vessel ROI, mean = average 
velocity in vessel ROI.  
*Due to prospective triggering used in high-spatial sequences, flow data was calculated 
based on incomplete cardiac cycle. 
Both standard GA and triggered GA use the best binning shift. 
Table 4.1: Coronary flow velocity metrics acquired with reference and proposed 
methods. 
 
After combining all 15 vessels, Fig. 4.7 shows Bland-Altman analysis of the mean 
PSV, the mean PDV, the flow per minute, and Av comparing the proposed 
triggered GA scheme with the high-spatial and high-temporal reference methods. 
There is a high agreement for velocity and flow metrics, validating the new 
technique. Bonferroni corrected t-tests show that the area measured with 




temporal sequences, and PDV is significantly lower compared to high-temporal 
sequence. 
 





Figure 4.7: Bland-Altman analysis of the proposed triggered GA scheme with the best 
binning shift plotted for the high-spatial (a-d) and the high-temporal (e-h) sequence 
measurements of PSV (a, e), PDV (b, f), coronary blood volume (c, g), and cross-




Table 4.2 demonstrates the results of intra-scan and inter-scan reproducibility. 
The spatial max PDV, spatial mean PSV and PDV, the flow and area are highly 
correlated (ICC≥0.97, P<0.01) with intra-scan repeats. Spatial max PSV is also 
significantly correlated (ICC=0.92, P<0.01) with intra-scan repeats. TSV and TDV 
are not correlated (-0.12≤ICC≤0.35, 0.16<P<0.62) with intra-scan repeats.  
 Intra-Scan Reproducibility (n=8) Inter-Scan Reproducibility (n=15) 
 First Scan Repeat ICC P First Scan Repeat ICC P 
PSV max (cm/s) 11.8 ± 9.8 13.6 ± 7.7 0.92 <0.01 13.1 ± 8.0 12.6 ± 8.0 0.88 <0.01
TSV max (cm/s) 79.7 ± 76.9 53.0 ± 10.8 -0.11 0.609 89.4 ± 62.9 89.6 ± 65.8 0.52 0.018
PDV max (cm/s) 22.3 ± 5.7 21.6 ± 5.4 0.98 <0.01 20.3 ± 5.6 20.9 ± 5.8 0.81 <0.01
TDV max (cm/s) 394.8 ± 35.7 398.6 ± 29.5 0.35 0.164 412.6 ± 45.9 437.7 ± 98.5 0.41 0.054
PSV mean (cm/s) 8.9 ± 7.2 9.5 ± 7.2 0.99 <0.01 9.4 ± 6.1 8.5 ± 6.8 0.84 <0.01
TSV mean (cm/s) 84.7 ± 66.5 53.0 ± 10.8 -0.12 0.619 83.9 ± 51.6 77.5 ± 43.8 0.66 <0.01
PDV mean (cm/s) 15.3 ± 4.8 15.2 ± 4.7 0.99 <0.01 14.2 ± 4.3 14.4 ± 4.5 0.78 <0.01
TDV mean (cm/s) 400.0 ± 35.0 393.5 ± 25.0 0.33 0.176 416.7 ± 45.9 440.4 ± 95.2 0.36 0.079
flow (ml/cycle) 0.65 ± 0.29 0.65 ± 0.29 0.98 <0.01 0.64 ± 0.24 0.58 ± 0.24 0.86 <0.01
flow (ml/min) 48.0 ± 22.6 48.2 ± 21.5 0.99 <0.01 44.0 ± 18.2 40.6 ± 18.8 0.91 <0.01
area (mm2) 12.2 ± 3.7 12.2 ± 4.1 0.97 <0.01 11.7 ± 3.5 11.1 ± 3.1 0.85 <0.01
Flow velocity metrics are mean ± SD.  
Abbreviations: PSV = peak systolic velocity, TSV = time to PSV, PDV = peak diastolic velocity, 
TDV=time to PDV, max = maximum velocity in the vessel ROI, mean = average velocity in the 
vessel ROI, ICC = intra-class correlation coefficients of absolute agreement 
Table 4.2: Intra- and inter-scan reproducibility of coronary flow velocity metrics using 
proposed triggered GA scheme with shifted binning. 
 
Fig. 4.8 demonstrates the high intra-scan reproducibility of mean PSV, mean 
PDV, flow, and Av metrics using Bland-Altman analyses. For inter-scan 
reproducibility, the correlation of flow, area, PSV, and PDV were still high and 







Figure 4.8: Bland-Altman analysis of the intra-scan reproducibility for PSV (a), PDV (b), 




The intra-observer reproducibility is demonstrated in Table 4.3. Area analysis 
correlation (ICC=0.98, P<0.01) is very high with repeated observation. Also the 
flow per cycle (ICC=0.91, P<0.01), flow per minute (ICC=0.94, P<0.01), and PSV 
and PDV (ICC≥0.94, P<0.01) correlate very well with repeated observation. The 
correlations of TDV and TSV with repeated observation are lower, especially for 
TSV, but are still significant P≤0.01.  
 Intra-Observer Reproducibility (*n=38,18 RCA and 20 LAD) 
 First Observation Second Observation ICC P 
PSV max (cm/s) 13.0 ± 7.7 13.2 ± 9.0 0.94 <0.01 
TSV max (cm/s) 81.8 ± 58.2 95.8 ± 79.0 0.38 <0.01 
PDV max (cm/s) 20.8 ± 5.5 21.1 ± 5.4 0.98 <0.01 
TDV max (cm/s) 419.6 ± 69.8 414.2 ± 71.9 0.92 <0.01 
PSV mean (cm/s) 9.1 ± 6.4 9.4 ± 7.1 0.96 <0.01 
TSV mean (cm/s) 74.9 ± 43.5 90.8 ± 72.9 0.37 =0.01 
PDV mean (cm/s) 14.5 ± 4.4 14.7 ± 4.1 0.96 <0.01 
TDV mean (cm/s) 421.2 ± 68.3 414.2 ± 72.4 0.88 <0.01 
flow (ml/cycle) 0.62 ± 0.25 0.64 ± 0.31 0.91 <0.01 
flow (ml/min) 43.5 ± 18.9 44.6 ± 21.4 0.94 <0.01 
area (mm2) 11.6 ± 3.4 11.3 ± 3.3 0.98 <0.01 
Flow velocity metrics are mean ± SD. 
Abbreviations: PSV = peak systolic velocity, TSV = time to PSV, PDV = peak 
diastolic velocity, TDV = time to PDV, max = maximum velocity in the vessel ROI, 
mean = average velocity in the vessel ROI, ICC = intra-class correlation coefficients 
for absolute agreement 
*18 RCA scans include 7 first scans, 4 intra-scan repeats without repositioning, and 
7 inter-scan repeats after repositioning. 20 LAD scans include 8 first scans, 4 intra-
scan repeats without repositioning, and 8 inter-scan repeats after repositioning 
Table 4.3: Intra-observer reproducibility of coronary flow velocity metrics using proposed 
triggered GA scheme with shifted binning. 
 
4.4 Discussion 
The proposed triggered GA method combines GASSP and shifted binning to 
enable single breath-held coronary PC MRI with both high spatial (0.8mm) and 




demonstrated in 8 healthy subjects leading to high image quality and highly 
reproducible quantitative coronary flow measures. The method was validated 
against two previously published methods with either high spatial or high 
temporal resolution with the flow per minute and PSV agreeing well. 
However, the vessel areas were measured to be larger with the proposed 
method than either of the other two, and PDV was measured to be lower than the 
high-temporal sequence. With regards to the area, it has been shown that a 
larger voxel size, such as in the high-temporal sequence, in combination with 
Fourier interpolation (used to improve precision) leads to area measurement 
underestimation (166). Therefore, a larger area compared to the high-temporal 
sequence was, perhaps, to be expected. The similarly small area measured with 
the high-spatial sequence was not expected, and this may be due to remaining 
image blurring as it was not possible to deblur images reconstructed and 
processed on the vendor’s platform. A lower PDV compared to the high-temporal 
sequence may be due to the aforementioned area underestimation of the high-
temporal sequence. This is supported by agreement in the flow metric wherein 
both vessel area and measured velocities are combined. Additionally, the values 
reported here agree well with those in the original publications of the reference 
methods (171,172). 
Intra-scan, inter-scan, and intra-observer reproducibility were also determined 
(Tables 1-3). Intra-scan reproducibility of coronary flow volume per minute, peak 
systolic velocity (PSV) and peak diastolic velocity (PDV, both using spatial mean) 




coronary flow and velocity are measured before and during an intervention such 
as when assessing coronary flow reserve or endothelial function. Inter-scan 
reproducibility was determined after the participant was given a 10-minute break 
outside of the scanner, and coronary flow volume per minute had the highest ICC 
(ICC = 0.91), while PSV and PDV correlated well with an ICC of 0.78 to 0.88. 
Intra-observer reproducibility was also very high with ICC ≥ 0.94 for cross-
sectional area, PSV and PDV, as well as coronary flow volume per minute. 
Interestingly, intra-scan reproducibility was higher than intra-observer 
reproducibility. This is likely because the intra-scan analysis was conducted on 
the same day allowing the operator to remember what cardiac frames were 
selected to determine the area, while the intra-observer analysis was conducted 
after at least 30 days. 
Binning of GA-rotated data into cardiac frames may cause large gaps in k-space, 
and two methods to reduce those were tested here. First, shifted binning reduced 
the 1-frame mean-max-gap by about 20° in agreement with numerical 
simulations. Second, the triggered GA scheme reduced the 3-frame mean-max-
gap compared to the standard GA scheme from 42.8°±13.7° to 35.3°±3.6° and 
hence reduced the overlap of k-space gaps across adjacent cardiac frames. For 
this, the rotation angle θ = 83.8° was chosen based on numerical simulations in 
order to compensate for missing data in k-space with data from neighboring 
cardiac frames acquired at the same k-space position. Simulations show that the 
3-frame mean-max-gap and max-max-gap (Figs. 4.2d and 4.2e) increase if θ is 




be reduced with smaller θ, especially for θ < 40°.  
To keep a fixed temporal resolution of about 21ms as well as to cover the entire 
cardiac cycle, the total number of cardiac frames is proportional to the mean RR 
interval. Due to the fixed number of acquired arms, acquisitions in subjects with 
lower HR (longer RR-intervals) had higher undersampling and, hence, larger 
gaps in k-space (Fig. 4.3), potentially leading to reduced image quality in 
subjects with very low HR compared to those with high HR.  
While shifted binning reduces the k-space gaps, it may also shift the temporal 
sampling by up to 𝜏 from one scan to another. Some shifts might better capture 
the temporal flow peak than others but that shift may not be the best shift 
considered by the shifted binning algorithm. This effect is kept minimal by the 





Chapter 5 Non-Contrast-Enhanced Abdominal MRA at 
3.0 T using Velocity-Selective Pulse Trains 
5.1 Introduction 
Abdominal magnetic resonance angiography (MRA) is an ionizing-radiation-free 
imaging technique that can play a significant clinical role in the setting of 
aortoiliac and visceral vascular pathology, including steno-occlusion, aneurysm, 
and dissection (204). MRA provides both contrast-enhanced (CE) and non-
contrast-enhanced (NCE) approaches (205).  
Allowing large spatial coverage and rapid acquisition, gadolinium (Gd)-based CE 
MRA is established for examining the abdominal aorta and its major branches 
(206–208). However, the use of traditional Gd-based contrast agents (GBCAs) is 
restricted for patients with severe renal impairment, due to the risk of developing 
nephrogenic systemic fibrosis (NSF) which can be life-threatening (209,210). 
There is also a growing concern for Gd deposition within the body and deep brain 
even when no kidney disease is present (211). This is particularly significant for 
patients with vascular pathology, as they often undergo serial surveillance 
exams, resulting in larger cumulative doses of gadolinium contrast (212).  While 
the clinical implications of gadolinium deposition remain largely unknown, current 
FDA guidelines recommend health care professionals “minimize repeated GBCA 
imaging studies when possible, particularly for closely spaced MRI studies” 




Ferumoxytol have been utilized for cardiovascular MRI (214,215). Nonetheless, 
other disadvantages of CE-MRA persist, including the need for intravenous 
injection and the potential for an anaphylactic reaction to contrast materials 
(216), as well as the additional scan costs. 
NCE-MRA does not require exogenous contrast agents and thus is ideal for first-
line screening or frequent monitoring in follow-up exams, especially for patients 
with renal impairment (217). Several NCE-MRA techniques have been applied 
for depicting vasculatures of the abdomen (218). 3D half-Fourier fast spin-echo 
(FSE) acquisitions with electrocardiographic (ECG) gating provides arteriography 
by subtracting two images acquired at systolic and diastolic phases based on the 
dephasing of fast arterial flow during systole (219,220). 3D balanced steady-
state-free-precession (bSSFP) acquisition has been combined with ECG-
triggering, respiratory-gating with and without aortic labeling pulses, to image 
renal arteries through subtraction (221).  
Since bSSFP offers high blood signal due to both its intrinsic T2/T1 contrast and 
its inherent flow-compensation in all three spatial coordinates (222), it is a 
popular choice for NCE-MRA (217,218,223), especially at low MRI field 
strengths. Renal arteriography with bSSFP under breath-holding has been 
demonstrated by applying three spatially-selective saturation pulses prior to the 
acquisition module for venous suppression: one slab covering each kidney for 
saturating signal from the renal veins, and the third one positioned below the two 
kidneys for mitigating signal from the inferior vena cava (224–227). This method 




branching to segmental and intrarenal arteries. However, its maximum-intensity-
projection (MIP) images often have insufficient quality, as the blood signal 
overlaps hyperintense fluid and fat in surrounding tissue with high T2/T1 ratios 
(224). Nevertheless, this technique does not need paired acquisitions for 
subtraction, thus reducing both the time required and the sensitivity to motion-
induced misregistration. 
To suppress both the renal parenchyma and veins, non-subtraction based ECG-
triggered and respiratory-gated 3D bSSFP sequence for renal arteriography was 
further developed using a spatially-selective inversion (SSI) pulse followed by a 
delay, during which fresh upstream arterial blood above the inversion volume 
flows into the imaging slab (35). Variants of this technique were applied with 
respiratory triggering for depicting renal arteries (228–230), hepatic arteries 
(231), hepatic veins (232), and portal veins (233). One such SSI sequence 
known as ‘bTrance’ is provided by Philips healthcare for depicting renal arteries. 
For this method, better visibility of distal arterial blood with longer inflow time is 
restricted by the suboptimal background suppression due to partial recovery of 
the static tissue signal. Thus in practice, an inflow time of 0.8-1.4 s was often 
used for a 100-120 mm slab coverage in the axial plane. To extend the superior-
inferior field of view (FOV) to the entire abdominal and pelvic arteries, another 
method performed coronal imaging and applied a sagittally-prescribed SSI pulse 
immediately following a non-selective inversion (NSI) pulse to reinvert the spins 
within the abdominal aorta above the aortic bifurcation (234). However, this 




caused a bright background sagittal band.  
Alternatively, a velocity-selective inversion (VSI) pulse triggered by respiratory 
bellows and ECG signals sequentially was proposed for imaging abdominopelvic 
arteries with 3D bSSFP in coronal orientation at 1.5T (235). The VSI pulse was 
aimed to invert the stationary tissue and venous blood and null these signals at 
the end of the inversion delay, while preserving arterial blood in the abdominal 
aorta and in the iliac arteries within the FOV. The original scheme of the velocity-
selective pulse train (236), which did not include any refocusing pulses in the 
velocity-encoding segments, is known to be sensitive to off-resonance-induced 
phase modulation. 
The emerging velocity-selective (VS) MRA (VS-MRA) method has also been 
developed for other parts of the body (237–239), in which velocity-selective 
saturation (VSS) pulse trains were applied right before the acquisition module to 
suppress the static tissue and the slow venous flow with properly designed 
saturation and passbands. The susceptibility to inhomogeneity in the main static 
field, B0, was somewhat alleviated, by incorporating a single refocusing pulse 
within each velocity encoding step, to around ±80 Hz of the Larmor frequency for 
peripheral MRA at 1.5T (237). Through paired and phase-cycled refocusing 
pulses, the immunity to off-resonance was further improved to around ±200 Hz 
for cerebral MRA (238) and peripheral MRA (239) at 3.0T. A combination of an 
SSI pulse with a preset delay and a VSS pulse train has been successfully 
demonstrated for cerebral MRA at 3.0T to provide superior background tissue 




In this study (241), we aimed to construct NCE abdominal MRA protocols at 3.0T 
with a large spatial coverage that do not require special planning and thus may 
be better suited for clinical applications. This is the first study to apply VSS and 
the combination of SSI and VSS pulse trains to abdominal MRA with a 
requirement of large field-of-view (FOV) necessitating insensitivity to B0 and B1 
inhomogeneity. A combination of VSI and VSS pulse trains are proposed as an 
alternate of the combination of SSI and VSS pulse trains to alleviate the 
sensitivity to the speed of arterial blood flow. The protocols utilized advanced 
VSS pulse trains for the suppression of static tissue and the SSI or VSI module 
with an inversion delay time to null the venous signal for arteriography. The 
feasibility of the VS-MRA pulse trains was qualitatively evaluated by comparing 
truncated VS-MRA images of the renal area with the limited FOV provided by the 
commercial renal bTrance method. Abdominal arteriography applying various 
acquisition modules with VSS pulse trains and SSI or VSI preparation pulses 
were compared with quantitative evaluations among a group of healthy young- to 
middle-aged volunteers. 
5.2 Methods 
5.2.1 Pulse Sequences 
Variations of the VS-MRA protocols were performed with the pulse sequence 
diagrams shown in Fig. 5.1a. VS-MRA sequences were triggered by respiratory 





Figure 5.1: a) Diagram of the abdominal VS-MRA sequences. A Fourier-transform 
based velocity-selective saturation (VSS) pulse train is placed right before fat 
suppression and 3D acquisition modules to suppress static tissue. A spatially-selective 
inversion (SSI) or a velocity-selective inversion (VSI) pulse with a delay (dashed box) is 
applied to null venous blood signal for arteriography. Respiratory triggering is used 
before preparations. b) The diagram of the VSS pulse train and c) its corresponding 
velocity-selective profile. Note that Mz for tissue (v = 0 cm/s) should be close to 0 when 
taking into account the T2 effect. d) The diagram of the VSI pulse train and e) its 
corresponding velocity-selective profile. 
 
A Fourier-transform based VSS pulse train was placed right before fat suppression 
and 3D bSSFP acquisition modules to suppress static tissues. The VSS pulse 
train, as detailed in (238), is composed of nine excitation pulses (11.1° block 
pulses) with eight velocity-encoding steps (11 ms each step) interleaved with 




alternating polarity (29.0 mT/m, 0.5 ms duration, 0.2 ms ramp time). This 88 ms 
VSS pulse train is illustrated in Fig. 5.1b. The paired and phase-cycled (MLEV-16 
scheme, (242)) refocusing through the velocity-encoding steps enabled 
robustness within ±200 Hz B0 off-resonance and ±0.2 B1+ scales. Its velocity-
selective profile (Fig. 5.1c) was generated through numerical simulations of the 
Bloch equations using Matlab (MathWorks, Inc., Natick, MA, USA). The targeted 
saturation band was within ±3.0 cm/s with periodical aliasing sidebands every 27 
cm/s due to the limited Fourier velocity encoding steps (number of excitation 
pulses). Velocity-encoding gradients were applied along 45° between left-right (LR) 
and foot-head (FH) directions. Note that the accumulation of nine of 11.1° pulses 
yields an effective flip angle of 100° for static tissue to compensate for T2 
relaxation during the VSS pulse train.  
As described in (240), for obtaining arteriography, an adiabatic SSI pulse (HSn 
(136,243), n = 4,  = 4, 20 ms, bandwidth = 2500 Hz) was applied with an 
inversion delay to null the venous blood signal. During the inversion delay, fresh 
blood signal from the proximal aorta washes into the imaging volume and fills the 
major abdominal and iliac arteries, depending on the flowing velocity.  
Alternatively, instead of the SSI pulse, a VSI pulse train was used to reduce the 
sensitivity to transit time in the large arteries (235). The VSI pulse train (Fig. 5.1d) 
contains five excitation pulses (36° block pulses) with four velocity-encoding 
steps (11 ms each step) and gradient lobes (8.8 mT/m, 0.5 ms duration, 0.2 ms 
ramp time). The inversion band was designed to select velocities between -11.0 




values stood for movement from foot and left directions to the head and right 
directions. This was to invert magnetization from large venous vessels and static 
tissue (contribute to small veins after the inversion delay) and not perturb the spins 
of large arterial vessels (contribute to small or distal arteries after the inversion 
delay). Due to the periodic properties of the velocity-selective profile, the inversion 
band repeated every 90 cm/s (Fig. 5.1e).  
5.2.2 Imaging Protocol 
Experiments were performed on a 3.0T scanner (Ingenia, Philips Medical 
Systems, Best, The Netherlands) using the body coil for RF transmission 
(maximum B1+ amplitude 13.5 µT) and a 32-channel chest-array coil for signal 
reception. The maximum strength of the gradient coil was 40 mT/m and the 
maximum slew rate was 200 mT/m/ms. A total of 14 healthy volunteers (age 
range: 24-60 years old, 6 males and 8 females) were enrolled after providing 
informed consent in accordance with the approved Institutional Review Board 
protocol. Volunteer consent for publishing their images with their age and gender 
information was also obtained. 
For each VS-MRA protocol, a SPIR module (spectral presaturation with inversion 
recovery) was applied right before the acquisition train for fat suppression. A 120 
mm-thick coronal imaging slab with a FOV of 300 (FH) × 400 (LR) mm2 (Fig. 
5.2a, the yellow box) was acquired with LR as the phase-encoding direction and 
a resolution of 1.4 (FH) × 1.4 (LR) × 2.0 (anterior-posterior, AP) mm3. The slab 





Figure 5.2: Positioning of the MRA sequences used in this study. The yellow boxes 
indicate the imaging volumes for a) the different abdominal VS-MRA protocols with VSS, 
SSI+VSS, or VSI+VSS preparations, all with a 300 mm spatial coverage in the foot-head 
(FH) direction; and (b) the vendor-provided SSI-based renal MRA protocol (bTrance), 
with a 100 mm coverage in FH direction. The blue boxes indicate the inversion bands 
applied in a) the SSI-VSS prepared abdominal MRA scans and b) the SSI prepared 
renal MRA scans, both with default inversion delays of 1200 ms. The white boxes in b) 





The SSI pulse covered the imaging volume with 100 mm extension in the FH 
direction (Fig. 5.2a, the blue box) to mitigate contamination of the venous blood 
signal stemming from within the imaging volume as well as that inflowing from the 
inferior vena cava (IVC). A multi-shot 3D bSSFP acquisition module was used 
with a radial low-high profile ordering (244) that acquired k-space lines according 
to an ascending order of their radius from the k-space center. The bSSFP 
acquisition started with an α/2 excitation pulse applied with a TR/2 period to 
quickly stabilize the signal from the transient phase after magnetization 
preparation (245), and was followed by alternating  ±α excitation pulses 
separated by TR. The parameters were: TR / TE = 4.7 / 2.2 ms; flip-angle α = 
80°; readout bandwidth = 1330 Hz/pixel. 70 image k-space lines were acquired 
for each shot in an acquisition window of 330 ms. The compressed sensing 
technique (16,246,247) was used with an acceleration factor of 8. A minimal shot-
interval was set at 3.5 s and the total scan duration was around 3-4 minutes 
depending on the individual breathing cycle. 
VS-MRA with different sequence modules and acquisition methods were first 
evaluated in three of the volunteers (1 male, 45 years old; 2 females, 25 and 54 
years old). To inspect the effect of tissue suppression at 3.0T using the 
combination of inversion and VSS together, we performed scans with SSI+VSS, 
VSI+VSS, SSI only (35), and VSI only (235) arteriography. To compare the 
performance with bSSFP and turbo field echo (TFE) acquisitions which have 
been used previously for cerebral MRA at 3.0T (238,240), we also tested these in 




TFE were: TR / TE = 10.0 / 2.6 ms; flip angle α = 10°; readout bandwidth = 266 
Hz/pixel; TFE factor = 70 k-space lines. Second-order B0 shimming with the 
Pencil-Beam method (Philips) and patient-adaptive RF shimming using two parallel 
transmission channels as provided by the vendor, were both applied to mitigate the 
effect of the inhomogeneous B0/B1 field of the large abdomen volume at 3.0T. 
The VS-MRA method with only the VSS pulse train as well as with additional SSI or 
VSI preparations were used in studies of nine of the healthy volunteers (45±15 
years old, 4 females) for comparison. These scans were all acquired with bSSFP 
acquisition. The default inversion delay times were 1200 ms for SSI and 700 ms for 
VSI preparations as used in (235). In a subgroup of eight subjects, the data were 
acquired with delay times of [1100, 1200, 1300] ms for SSI+VSS arteriography, and 
[600, 700, 800] ms for VSI+VSS arteriography, respectively, in order to evaluate the 
inversion delays following the SSI and VSI modules. Given that the T1 of in vivo 
venous blood at 3.0T is about 1.8 s (248,249), the nulling time of venous blood 
should be around 1250 ms with perfect inversion and a shot-interval of 3.5 s. 
Respirational triggering introduces shot-interval variations depending on the 
breathing cycle. The nulling time after the VSI pulse should be shorter than the SSI 
pulse considering that the inversion degree of the VSI pulse train was sensitive to 
B1 inhomogeneity (240,250). Among a subgroup of seven subjects, a reference 
scan without applying any of the VSS, SSI, or VSI preparation pulses was also 
acquired with the same acquisition parameters to compare the signal from arteries, 
veins, and the static tissue. 




Philips) was also acquired for these nine subjects, for comparison. An axial imaging 
volume with FOV = 300 (LR) × 120 (AP) × 100 (FH) mm3 (Fig. 5.2b, the yellow 
box), AP as the phase-encoding direction, resolution = 1.5 (LR) × 1.5 (AP) × 2.0 
(FH) mm3, was reconstructed to 0.75 (FH) × 0.75 (LR) × 1.00 (AP) mm3 after zero-
filling as above. The SSI pulse inverted the 100 mm imaging slab with an inversion 
delay of 1200 ms (Fig. 5.2b, the blue box). Before acquisition, three saturation 
pulses were applied with one 80 mm thick axial slab below the imaging volume in 
order to reduce the downstream signal from the IVC, and two coronal slabs with 60 
mm thickness or more were saturated to suppress anterior and posterior 
subcutaneous fat (Fig. 5.2b, the three white boxes). A pair of 1-3-3-1 fat-
suppression binomial pulses (ProSet, Philips) was also applied for water-only 
acquisition. Multi-shot 3D bSSFP acquisition module was applied in linear profile 
ordering that acquired the k-space lines sequentially from one side to the other side 
of the k-space. The acquisition parameters were: TR / TE = 6.7 / 3.4 ms, flip angle 
α = 27°; readout bandwidth = 1330 Hz/pixel; TFE factor = 73 kspace-lines (with 9 
dummy echo included); SENSE acceleration factor = 2.2. A minimal shot-interval 
was set as 1.4 s and the total scan duration was around 6 minutes. Note that the 
bTrance protocol can only cover the renal area (100mm in FH direction) and is 
unsuitable for coverage of the whole abdomen (300mm in FH direction), the 
intended target of the VS-MRA sequences. Thus, comparisons of bTrance and the 
VS-MRA methods were limited to the renal area. 
Lastly, a 2D phase-contrast (PC) velocity mapping (Q-flow, Philips) was acquired 




cardiac cycle. The Q-flow map was obtained within one breath-hold with cardiac 
gating triggered by a peripheral-pulse-unit (PPU). A slice with 8 mm thickness was 
placed axial and about 5 mm distal to the lower renal branch of the aorta with FOV 
= 350 (LR) × 300 (AP) mm2 and resolution = 2.0 (LR) × 2.0 (AP) mm2. 
5.2.3 Quantitative Assessment 
A quantitative assessment of the efficacy of the VSS, SSI+VSS, and VSI+VSS 
preparation modules was performed. Experimental data were analyzed using 
Matlab. Twelve circular regions of interest (ROIs) were manually drawn on the 
coronal maximum-intensity-projection (MIP) images at the hepatic level, the renal 
level, the aortic bifurcation, and the iliac bifurcation. Four ROIs were drawn on the 
descending abdominal aorta and iliac arteries, four on the IVC and iliac veins, and 
the remaining four on background static tissue at each level.  
Relative signal ratios between the signal intensities of MRA images acquired with 
VSS, SSI+VSS, and VSI+VSS preparation pulses and the corresponding reference 
scans acquired without using any preparation pulses, were quantified for each ROI. 
The relative contrast ratios between signal intensities from arterial blood and static 
tissue (artery-to-tissue) were calculated as (the arterial signal – the static tissue 
signal) / arterial signal, as measured on the VSS full-angiogram, and the SSI+VSS 
and VSI+VSS arteriograms. The relative contrast ratios between the signal 
intensities of arterial and venous blood (artery-to-vein) were also computed as 
(arterial signal – venous signal) / arterial signal measured from the SSI+VSS and 




ratios were also measured for the bTrance protocol in coronal MIP images acquired 
at the renal level using the same ROIs.  
5.3 Results 
 
Figure 5.3: Coronal MIP arteriography from a 25-year-old female using SSI (top row) 
and VSI (bottom row) preparations. Comparisons are made between sequences 
applying SSI or VSI only with bSSFP acquisition (left column), a combination of SSI or 





Fig. 5.3 shows the arteriograms of a 25-year-old female with different sequence 
modules utilizing SSI (top row) and VSI (bottom row) preparations. When not 
applying the VSS pulse trains immediately before the acquisitions, residual 
background tissue from imperfect nulling obscured the vessel signal in the coronal 
MIP for the sequences using SSI or VSI alone (left column). The combination of 
inversion and VSS pulses revealed arterial structures with much-improved tissue 
suppression (middle column). Replacing bSSFP with TFE yielded lower arterial 
signal (right column). In this example, compared to the SSI based arteriograms 
(top row), the VSI based ones (bottom row) depicted more signal in the proximal 
aorta, distal iliac arteries, and their small branches. 
Results of a 24-year-old female using SSI+VSS with [1100, 1200, 1300] ms delay 
times (top row) and VSI+VSS with [600, 700, 800] ms delay times (bottom row) are 
shown in Fig. 5.4. Since SSI+VSS arteriography is totally inflow based, longer 
delay times led to a better depiction of distal iliac arteries and small arterial 
branches. For VSI+VSS, the signal in distal branches was much less dependent on 
the delay times. Both methods displayed increasing contamination from iliac veins 
and IVC with longer delays, most likely due to the inflow of upstream venous blood 
spins that were inadequately inverted by the SSI or VSI pulses. The adiabatic SSI 
pulse produced more uniform background tissue suppression than the VSI pulse 
train. Tissue recovery with longer delay times was not apparent because the VSS 





Figure 5.4: Coronal MIP arteriography from a 24-year-old male using SSI+VSS (top row) 
and VSI+VSS (bottom row) preparations with various inversion delays. 
 
Fig. 5.5 exhibits the coronal MIPs of the reference scans (1st column), VSS based 
angiograms (2nd column), and SSI + VSS and VSI + VSS based arteriograms (3rd 
and 4th columns) in three cases: I: a 25-year-old female (top row); II: a 33-year-




axial slice of the corresponding source images of each of the three cases is 
displayed Fig. 5.6.  
 
Figure 5.5: Coronal MIP images of the reference scans without applying any of the VSS, 
SSI, or VSI preparation pulses (1st column); full angiograms of both arteries and veins 
using the VSS pulse train for static tissue suppression (2nd column); arteriograms using 
SSI+VSS sequence (3rd column) and VSI+VSS sequence (4th column), from a 25-year-
old female (case I: top row), a 33-year-old male (case II: middle row), and a 55-year-old 
healthy female (case III: bottom row), respectively. Yellow arrows point at the left 
common iliac artery. White arrows point at the abdominal aorta in case II and the hepatic 









Figure 5.6: One representative axial slice from the source images of the three cases of Fig. 5.5, displaying the reference scans (1st 
column); full angiograms using the VSS pulse train for static tissue suppression (2nd column); arteriograms using SSI+VSS 




For all three cases, the VSS-only sequences greatly enhanced blood contrast 
with visualization of the major abdominal vasculature, including the descending 
aorta and iliac arteries, the IVC, the portal venous system, the hepatic, renal and 
splenic vessels, and many small, secondary branches. The SSI + VSS and the 
VSI + VSS scans largely nulled the venous blood signal except for some residual 
signal in iliac veins. These scans provide visualization of the aorta and its major 
branches including the celiac trunk, common hepatic and splenic arteries, 
superior and inferior mesenteric arteries, renal arteries, and the more diminutive 
spinal arteries. The VSI-based method produced better signal than the SSI method 
in the distal iliac arteries in cases II and III, likely reflecting the susceptibility of the 
inflow-based SSI approach to the effects of a slower refreshment of downstream 
arterial blood in these older subjects (yellow arrows). 
For the same three cases, Fig. 5.7 displays their axial MIP images acquired with 
SSI based renal MRA (bTrance, second column), and with the SSI/VSI+VSS 
based MRA. These are cropped from the renal portion (3rd and 4th columns) with 
the matched spatial coverage in the FH dimension (100 mm). Detailed renal 







Figure 5.7: Axial MIP images from cases I, II, and III, showing renal arteriograms using bTrance (left column), SSI+VSS (middle 
column), and VSI+VSS (right column). VS-MRA results were cropped from 300 mm to 100 mm in the FH direction to match the 
spatial coverage of bTrance. Comparing to bTrance, our VS-MRA methods still delineated detailed renal artery branches, while 




The averaged blood velocities of the aorta and IVC lumen through different 
cardiac phases of an R-R interval measured from these three cases with the 
additional Q-flow sequence are shown in Fig. 5.8.  
 
Figure 5.8: The averaged blood velocities of the descending aorta (red) and the 
ascending IVC (blue) lumen through different cardiac phases during an R-R interval 
measured from cases I, II, and III. The inversion band for the applied VSI pulse train ([-
15.7, 30.0] cm/s along the FH direction) is indicated as the range between the dashed 
lines. 
 
As expected, in the descending aorta, blood reached peak velocity at the systolic 
phase (case I: -75 ± 4 cm/s; case II: -65 ± 4 cm/s; case III: -55 ± 4 cm/s.), but 
maintained low velocities (below 10 cm/s) during diastole. In the ascending IVC, 
blood flow was relatively constant (case I: 27 ± 4 cm/s; case II: 24 ± 4 cm/s; case 
III: 20 ± 4 cm/s.) showing minimal pulsation effects. The inversion band applied in 
the VSI pulse train ([-15.7, 30.0] cm/s along the FH direction, dashed lines) fell 
mostly between the blood velocities in the aorta and IVC.  
The ROIs of arteries (#1, 2, 3, 4), veins (#5, 6, 7, 8) and tissues (#9, 10, 11, 12), 
placed at hepatic level, renal level, aortic and iliac bifurcations respectively, are 
exhibited on a coronal MIP image of the VSS prepared MRA (Fig. 5.9). The 




arteries (#4) and veins (#8), which were 6.3 mm. The tissue ROI #9 for the hepatic 
level was drawn at the right liver lobe, avoiding portal veins. The left and right 
kidney ROIs (#10, 11) were averaged from tissue at the renal level. ROI #12 
represented the background tissue for comparing signal levels at both the aortic 
and iliac bifurcations. 
 
Figure 5.9:  The ROIs drew for the quantitative assessment of relative signal and 
contrast ratios in major abdominal vascular segments on a coronal MIP image acquired 




The measured relative signal ratios of different ROIs between the scans with 
VSS, SSI+VSS, and VSI+VSS preparations and without any preparations (the 









Hepatic Level 0.49±0.16 0.38±0.17 0.38±0.12 
Renal Level 0.55±0.12 0.37±0.14 0.31±0.09 
Aortic Bifurcation 0.55±0.18 0.27±0.12 0.31±0.17 
Iliac Bifurcation 0.53±0.13 0.15±0.11 0.22±0.10 
Veins 
Hepatic Level 0.60±0.18 0.13±0.05 0.16±0.05 
Renal Level 0.61±0.15 0.11±0.04 0.12±0.04 
Aortic Bifurcation 0.68±0.16 0.13±0.06 0.13±0.04 
Iliac Bifurcation 0.66±0.19 0.12±0.03 0.14±0.05 
Static 
Tissue 
Liver 0.16±0.05 0.10±0.03 0.11±0.03 
Right Kidney 0.30±0.08 0.11±0.04 0.11±0.02 
Left Kidney 0.23±0.08 0.09±0.02 0.08±0.02 
Below Iliac Branch 0.20±0.05 0.09±0.03 0.10±0.04 
Table 5.1: The averaged relative signal ratios from different ROIs for different VS-MRA 
protocols. The ROIs are labeled in arteries, veins, and static tissue at various locations 
as shown in Fig. 5.9. The reference scans were acquired without applying any 
preparation pulses. 
 
When VSS pulse trains were applied, 49-55% of the signal intensity in segments of 
the descending aorta and iliac arteries and 60-68% of signal in ascending IVC and 
iliac veins was preserved. About 16-30% of the signal at static tissue background 
were left. The signal intensity at the right kidney tissue was higher than the left side 
(0.30±0.08 vs. 0.23±0.08, paired t-test P = 0.02). When the SSI+VSS or VS+VSSI 
pulse trains were applied, only 11-13% (SSI+VSS) or 12-16% (VSI+VSS) of signal 
in major veins and 8-11% of signal in static tissue was left; the preserved arterial 
signal from proximal to distal levels was reduced from 38% to 15% (SSI+VSS) or 
from 38% to 22% (VSI+VSS), following a decreasing pattern (Table 5.1). The 




insignificant in SSI+VSS (t-test P = 0.34) but significant in VSI+VSS (t-test P = 
0.03). As a result, the VSS pulse train preserves about 2-4 times more blood signal 
than the signal from static background tissue. The SSI+VSS and VSI+VSS pulse 
train preserve about 1.5-3 times more arterial blood signal than from venous blood 
and static background tissue.  
The contrasts in the angiograms and arteriograms were quantitatively evaluated 
using the relative contrast ratios. The averaged relative contrast ratios of artery-to-
tissue and artery-to-vein at four different levels on VSS angiogram, SSI+VSS and 
VSI+VSS arteriograms are shown in Fig. 5.10a and 5.10b, respectively. For VSS 
angiography, the artery-to-tissue relative contrast ratios were mostly above 0.60 
except at the renal level (0.52). For SSI+VSS and VSI+VSS arteriography, these 
ratios increased to about 0.70 at hepatic (t-test P = 0.045<0.05 between SSI+VSS 
and VSS) and renal levels (t-test P = 0.006<0.05 between VSI+VSS and VSS) due 
to the better tissue suppression (Fig. 5.10a). The artery-to-tissue relative contrast 
ratio of the bTrance method at the renal level is similar to the SSI+VSS and 
VSI+VSS methods (t-test P = 0.37>0.05 between bTrance and SSI+VSS). At the 
iliac bifurcation level, the artery-to-tissue relative contrast ratio of SSI+VSS was 
lower than 0.20 whereas the VSI+VSS approach was around 0.46, with an 
improvement of 130% (Fig. 5.10a, t-test P = 0.03). Artery-to-vein relative contrast 
ratios follow the same decreasing pattern from proximal to distal levels (Fig. 5.10b). 
For both SSI+VSS and VSI+VSS, artery-to-vein relative contrast ratios were about 
0.60 at hepatic and renal levels and about 0.50 at the aortic bifurcation level. The 




(t-test P = 0.45, 0.18, and 0.77 at hepatic, renal, and aortic bifurcation levels, 
respectively). The artery-to-vein relative contrast ratio of the bTrance method at the 
renal level is about 0.35, significantly lower than VS-MRA methods (t-test P = 0.02 
vs. bTrance and VSI+VSS, with Bonferroni correction due to reuse of the VSI+VSS 
ratios). At the iliac bifurcation level, this ratio of SSI+VSS was lower than 0 but 
VSI+VSS still yield a contrast of around 0.34 (Fig. 5.10b, t-test P = 0.03). 
 
Figure 5.10: The averaged relative contrast ratios of a) artery-to-tissue at different 
vascular locations on VSS angiogram, SSI+VSS, and VSI+VSS arteriograms and b) 
artery-to-vein on SSI+VSS and VSI+VSS arteriograms, respectively. The ratios of the 





The feasibility of 3D abdominal VS-MRA at 3.0T with a large FOV was evaluated 
for the first time among a group of healthy young and middle-aged volunteers. The 
protocols under investigation utilized advanced VSS pulse trains immediately 
before image acquisition for suppression of static tissue. The SSI or VSI module 
with an inversion delay time was placed to null the venous signal for arteriography.  
VSS angiography achieved high and stable artery-to-tissue contrast (mean>0.5, 
i.e., blood signal is more than twice as large as the tissue signal, SD≤0.2, Fig. 5.10) 
in all four levels from proximal to distal arteries. Arteriogram was obtained by 
incorporating the additional SSI or VSI pulse trains considering the clinical 
preference of arterial only images. Both SSI+VSS and VSI+VSS arteriography 
achieved high artery-to-tissue and artery-to-vein relative contrast (mean>0.5) at 
proximal levels from the liver level to aortic bifurcation (Fig. 5.10). These methods 
have comparable artery-to-tissue contrast and higher artery-to-vein contrast 
compared to the widely-used bTrance method when applied at the renal level (Fig. 
5.10). The SSI prepared method is inflow based and thus the extent of the arterial 
segments being displayed, such as the bilateral iliac arteries, could be hampered 
by the slow velocity of arterial blood in some subjects (Figs. 5.4 and 5.5). In 
contrast, the arterial signal in distal branches was less dependent on the arterial 
inflowing speed for the VSI based approach than the SSI based approach, as 
reflected in both representative cases (Figs. 5.4 and 5.5) and the quantitative 




Blood velocity in the aorta of the subjects with normal cardiovascular functions is 
reportedly correlated with heart rate, age, gender, and body size, etc. (251). 
Older subjects tend to have slower flow velocity (Fig. 5.8) and thus might benefit 
more from the VSI based method.  
When compared to reference scans, applying only VSS pulse trains was found to 
reduce signal in half in segments of the descending aorta and iliac arteries (Table 
5.1). The signal drop was mainly attributed to T2 relaxation and pulsation during 
the 88 ms VSS pulse train  (238). To alleviate signal loss in the arterial blood, 
shorter pulse durations and a better gradient system are required. 
Here, the velocity-selective gradients were applied along a 45° angle to both LR 
and FH directions, as aorta, IVC, iliac arteries and veins are largely in the FH 
direction, and common hepatic artery, splenic artery and vein, renal arteries and 
veins are primarily in the LR direction. All of these vessels have velocity 
components projected along the velocity-encoded direction. In addition, the portal 
arterial system, which mainly supplies the liver, is approximately parallel to the 
chosen VSS gradient direction. A notable limitation of this implementation is that 
vessels flowing in the AP direction, such as the celiac trunk, might be poorly 
delineated. This could be avoided by choosing a velocity-selective direction slightly 
off the coronal plane and this will be evaluated in future work. The saturation band 
for the VSS pulse train, [-3.0, 3.0] cm/s, and the inversion band for VSI, [-11.0, 
21.0] cm/s along the diagonal direction, were projected to be [-4.3, 4.3] cm/s and 




Note that the velocities of aortic blood during diastole recorded here were within 
the inversion band of the VSI sequence (Fig. 5.8). This might explain the lower 
signal in the aortic lumen and some distal arterial branches compared to SSI-
based results as observed in cases II and III (Fig. 5.5, white arrows). ECG 
triggering of VSI at the systolic phase would avoid inverting the fast-moving 
arterial magnetization as done in (235).  
One challenge of the VSI pulse train used in this study is that its effective inversion 
degree was sensitive to B1+ homogeneity, due to the use of hard pulses with low 
flip angles being played at the beginning of each velocity-encoding step for 
weighting of the excitation k-space. In contrast, SSI+VSS based arteriography 
using an adiabatic SSI pulse ensured robust suppression of static tissue and 
venous signal (Figs. 5.4 and 5.5). The relatively inhomogeneous background 
suppression and the shorter delay times for VSI based method (700 ms vs. 1200 
ms) resulted from the inadequate inversion caused by B1 inhomogeneity. Note that 
the severity of B1 field inhomogeneity within the abdomen at 3T is associated with 
both body geometry and tissue composition (252,253). A larger body size with less 
fat fraction might induce more severe B1+ inhomogeneity due to the higher 
dielectric constant and RF wavelength in water-containing tissue vs. fat (252,253). 
In a recent cerebral VS-MRA study, nine 10° optimal composite (OCP) pulses for 
the VSS pulse train were designed to achieve uniform suppression of stationary 
tissue (240). For the VSI pulse train used in this study, five 36° OCP pulses could 
be applied for robust inversion, by tailoring to the B1+ inhomogeneities in the 




Another technical issue is the detrimental effect of inverting the blood within the 
heart caused by the SSI or VSI pulses, on reducing the signal from blood flowing 
into the proximal abdominal aorta (Fig. 5.5). For SSI, when carefully choosing the 
inversion slab to avoid overlapping with the heart apex, the venous blood from the 
cranial part of the liver, which is often in the same axial plane as the base of the 
heart, may not be adequately suppressed. For VSI, the contraction of the 
myocardium may fall into the inversion band of the velocity-selective yet spatially 
nonselective pulse train and result in unintended perturbation. 
The images acquired by bSSFP in Fig. 5.3 appear to show higher SNR 
compared to the TFE acquisitions for our VS-MRA methods at 3.0T. Similar to 
previous implementations for cerebral or peripheral MRA (238–240,254), the 
bSSFP readout in this work utilized low-high profile ordering to acquire the center of 
k-space right after the VSS pulse train. This was to capture the maximal contrast 
between the flowing signal in the passband and the static tissue signal in the 
saturation band.  
A disadvantage of bSSFP is that it is susceptible to B0 field inhomogeneity effects 
(222), especially near the lung-liver interface. In this study, the use of a second-
order B0 shimming and a patient-adaptive B1 shimming sufficed to achieve high-
quality bSSFP based abdominal MRA on our 3.0T system. The B0 shimming 
volume applied was the same as the imaging volume in AP and FH directions but 
only wide enough to cover both kidneys in the LR direction.  




MRA due to its sparse nature, and the acceleration factor of 8 obtained here 
reduced the acquisition duration for the large FH FOV (300 mm) to a time window 
of 3-4 min. In contrast, the SSI based bTrance renal MRA with only one-third of 
the spatial coverage in the FH direction (100 mm) provided by the vender has a 
SENSE factor of 2.2 in the AP direction and took almost twice as long (6 min). 
Respirational triggering at the exhale phase sufficed to ensure insensitivity to 
respiratory movement as well as the associated variations of the B0 or B1 field 
inhomogeneities, but at the cost of lengthened acquisition time depending on the 
breathing rate. Advanced imaging and reconstruction methods such as the use of 
radial or spiral trajectories could potentially allow continuous acquisition during 




Chapter 6 Physiology change in real-time MRI up to 
100Hz 
6.1 Introduction 
Real-time (RT) MRI (255) has been achieved with radial fast low angle shot 
(FLASH) acquisition and total-variation (TV) regularized nonlinear inversion 
reconstruction (256). The data is highly undersampled for RT acquisition and 
immediately reconstructed on powerful multiple graphical processing units 
(GPU). RT images were utilized in studies of dynamic MRI, including throat 
imaging during speaking (257) and cardiac imaging (258). RT MRI was able to 
be acquired at up to 100 frames per sec (fps) (259).  
As well as capturing structural movement, the RT image series can also show 
temporal intensity fluctuations. For example, intensity changes in RT MRI at 30 
and 100 fps was able to reveal a 6 Hz fast movement of the tongue in elite horn 
players (260). Real-time images are also subject to changes due to physiological 
motion and perfusion. In traditional functional MRI, physiological changes were 
usually assumed stable or periodic, and data acquired were averaged over time 
including repeated scans. 
Physiological changes that affect the signal intensity can be analyzed by signal 
decomposition methods such as Fourier transformation (FT) or principal 
component analysis (PCA). For example, perfusion- and ventilation-weighted 




the respiratory and cardiac frequency components (261). However, the types of 
physiological information that can be extracted from signal fluctuations detectable 
in RT MRIs is presently very limited (262,263). 
In this work, we extract physiological information from real-time datasets 
acquired in RT MRI by FT, PCA, and using perfusion models. Pharyngeal RT 
MRI during speaking is analyzed to reveal spectral patterns on different muscles 
involved with speech; RT cerebral and cardiac data acquired from healthy 
subjects are decomposed to synthesize images with physiological contrast; and 
cardiac data acquired from patients with wall motion abnormalities are processed 
by FT and PCA to distinguish healthy and diseased myocardium. 
6.2 Methods 
6.2.1 Data acquisition and analysis 
RT MRI data were acquired from a 3T Siemens Prisma Scanner (Siemens 
Healthineers, Germany). Online reconstruction was performed on a bypass 
computer (‘sysGen/TYAN Octuple-GPU’, Sysgen, Bremen) with 8 GPUs 
(GeForce GTX 580, TITAN, Nvidia, Santa Clara). RT pharyngeal MRI were 
acquired at 25 and 55 fps while speaking in 2 healthy subjects (25 and 30 years 
old, 1 female). RT cerebral MRI at 100 fps was acquired together with a 
peripheral pulse unit (PPU) and respiratory monitoring with no task in a healthy 
subject (25 years old, female).  Left ventricular (LV) short-axis and long-axis RT 
cardiac MRIs were acquired at 30 fps at rest for 4 healthy subjects (50 ± 16 years 




A patient (50 years old male) with wall motion abdominally was scanned at 30 
fps. The acquisition parameters were: flip angle (FA)=8°; TR / TE = 2.1 / 1.33 ms 
(for 25 fps), 2.22 / 1.46 ms (30 fps), 2.02 / 1.28 ms (55 fps) and 2 / 1.26 ms (100 
fps); in-plane resolution = 1.3 – 1.6 mm 2D isotropic; in-plane field of view (FOV) 
= 192 – 320 mm 2D isotropic, these being varied among different subjects and 
targets; slice thickness = 6 mm. 
The FT is an efficient way to extract and analyze periodic time-domain signals. 
The Fast Fourier transform (FFT) method is used for the FT of the datasets. The 
spectrum of each image pixel provided by FT along the temporal dimension may 
reveal temporal physiological changes. A short-time Fourier transform (STFT) is 
used to extract physiological information that changes with time, by calculating 
the spectral information in segmentations from short time periods. The 
segmentation period of the STFT transform is 128 temporal frames. 
PCA of the RT datasets was implemented with singular value decomposition 
(SVD). Real-time high temporal resolution images were vectorized to an x-t 
domain matrix and then analyzed by SVD. Decomposed images associated with 
the largest eight singular values–the principal components–were synthesized 
from the corresponding singular values and vectors. The weaker components 
were considered less important and/or were corrupted by noise. The spatial sum 
of the synthetic images associated with each component provided a time curve 
for each component. Most of these curves were periodic and correlated with 
breathing, the cardiac cycle, or their harmonics. The second-largest principal 




regarded as a T1-weighting component. The square-root of the-sum-of-the-
squares (SSOS) along the temporal dimension of the synthesized decomposed 
images was used to show areas with the highest change in signal intensity. 
As described in subsection 1.3.1 of Chapter 1, the image signal acquired with the 
FLASH sequence reaches a steady-state after several excitation pulses. The 
period between the first excitation pulse and before entering the steady-state is 
the transient-state. The real-time data sets acquired by FLASH started at the 
transient-state. Therefore, the data were segmented into transient-state frames 
and steady-state frames. Image series with both transient-state and steady-state 
were regarded as ’full datasets,’ containing information of anatomical structure, 
T1, and physiological changes. Truncated image series with only steady-state 
data are regarded as ’reduced datasets,’ containing no T1-encoding information 
while retaining anatomical structure and physiological information. FT and PCA 
analyses were applied to both full and reduced datasets. STFT itself transformed 
data on temporal segments and was only applied in full datasets. 
For short-axis cardiac scans, the LV was segmented based on the active contour 
(SNAKEs) method in a semi-automatic process. An initial ROI of the LV 
epicardial border was manually drawn in a first time frame of the RT data. 
Precise segmentation of epicardial and endocardium borders was automatically 
calculated with SNAKE starting from the initial ROI. The SNAKEs method was 
also used to segmentation the subsequent frames using the final ROI of the 
previous frame as the initial ROI. Fig. 6.1 demonstrates the segmentation 




further dissected into 72 sectors and aligned according to their polar angle. Fig. 
6.2A demonstrates the dissection with an example of 16 sectors. The dissection 
with 72 sectors was processed similarly. The signal within the aligned sectors 
was averaged and unwrapped to produce an angular-temporal plot, as shown in 
Fig. 6.2B. The angular-temporal plot was used for model-based calculations of 
myocardial perfusion in the following section. For quantitative FT analysis and 
PCA, each sector was further segmented into 15 smaller sectors along the radial 
dimension based on the distance from the ROI center. 
 
Figure 6.1: Initial manually-drawn epicardial borders (A), snakes contour (B), and 
segmentation (C) of the left ventricle of the first frame. Initial ROIs of other frames were 
set as the final contour of the previous slice. 
 
 
Figure 6.2: Donut-shaped left ventricle myocardium segmented into sectors 
corresponding to their polar angulation (A) and the unwrapped polar angle-temporal plot 




6.2.2 Perfusion model of RT cardiac MRI in left ventricular myocardium 
The angular-temporal plot in Fig. 6.2B showed periodic signal fluctuation, which 
is correlated with the cardiac period and thought to be affected by cardiac motion 
and perfusion. A perfusion model is proposed in this section to extract the 
perfusion information. The description of this model starts with the equations of 
the signal in the transient-state and in the steady-state using the FLASH 
sequence. 
Defining the signal intensity at an image pixel as 𝑀  after the 𝑘  RF excitation 
pulse, the pixel signal 𝑀  after the 𝑘 1  pulse is a recurrent function of  𝑀  
with parameters TR, TE, T1, T2* and FA (𝜃), when the whole pixel remains in the 
imaging slice: 
 𝑀 𝑀 𝑒 cos 𝜃 𝑀 1 𝑒 𝑒 ∗ sin 𝜃. 6.1 
Here, 𝑀  is the bulk magnetization in the pixel at equilibrium, 𝜃 is the flip angle of 
the FLASH sequence, and 𝑇  and 𝑇  are the lattice-spin and spin-spin relaxation 
times. Define: 
 𝐸 𝑒 , 𝐸 𝑒 ∗ 6.2 
Eq. 6.1 can be simplified:  
 𝑀 𝑀 𝐸 cos 𝜃 𝑀 1 𝐸 𝐸 sin 𝜃. 6.3 




solution of the steady-state FLASH signal intensity in the pixel, 𝑀 , is given by 
Eq. 6.4, obtained by solving Eq. 6.3 with 𝑀  = 𝑀 , assuming the transverse 
magnetization is completely dephased prior to the next excitation pulse. The 
expression was derived in the original paper (264): 
 𝑀 𝑀 𝐸 cos 𝜃 𝑀 1 𝐸 𝐸 sin 𝜃 
 𝑀 𝑀 𝐸 sin 𝜃. 6.4 
Consider the case where each of the real-time image frames is reconstructed 
from N radial projections, and the pixel signal of image frame t is 𝑀 𝑀 . Then, 
the pixel signal of  image frame t+1, 𝑀 𝑀 , can be derived from the 
recurrent Eq. 6.3, as a function of 𝑀 . 
 𝑀 𝑀 𝐸 cos 𝜃 𝑀 1 𝐸 𝐸 sin 𝜃 
 𝑀 𝑀 𝐸 cos 𝜃 𝑀 𝐸 sin 𝜃 1 𝐸 cos 𝜃  
 𝑀 𝑀 𝐸 sin 𝜃 𝑀 𝑀 𝐸 sin 𝜃 𝐸 cos 𝜃 
 𝑀 𝑀 𝐸 sin 𝜃 𝑀 𝑀 𝐸 sin 𝜃 𝐸 cos 𝜃  
 𝑀 𝑀 𝑀 𝐸 sin 𝜃 𝐸 cos 𝜃 𝑀 𝐸 sin 𝜃 
 𝑀 𝑀 𝑀 𝐸 sin 𝜃 𝐸 cos 𝜃 𝑀 𝐸 sin 𝜃. 6.5 




steady-state signal, 𝑀  (Eq. 6.4). We can simplify Eq. 6.5 to: 
 𝑀 𝑀 𝑀 𝐸 cos 𝜃 𝑀 . 6.6 
Note that 𝑀  used here is defined as the steady-state signal 𝑀 𝐸 𝑠𝑖𝑛𝜃, 
as calculated from Eq. 6.4 based on the values of  𝑀 , 𝐸 , 𝐸  and 𝜃 for the tissue 
in the pixel. 𝑀  and 𝑀  can still be in the transient-state and differ from 𝑀 .  
The previous equations are all based on the assumption that the whole pixel is 
always in the imaging slice. However, in the myocardium, this assumption needs 
to be modified due to cardiac motion and blood perfusion. In the following 
derivations, we assume that the signal in a pixel is a mixture of muscle signal and 
blood signal; that the muscle in the myocardium is affected by cardiac motion; 
and that the blood signal is affected both by motion and myocardial blood flow 
(MBF, perfusion measured as perfuse blood volume per unit of myocardial mass 
per time). Both the motion and the perfusion effects are regarded as spins 
moving from outside to inside the pixel. There are two steps to calculate the 
perfusion component. First, the total amount of spins that move into the imaging 
slice is calculated without distinguishing between cardiac motion and perfusion or 
flow. Second, we consider only the muscle signal in order to calculate the effect 
of motion. Perfusion is then calculated by subtracting the spins move in by 
motion from all spins move into the pixel. 
In the first step, consider a pixel with mixed muscle and blood with signal 𝑀  




absence of motion or perfusion. A steady-state signal 𝑀  is calculated from 
Eq. 6.4. This is only affected by the T1 and T2* value, and the TR/TE/FA used in 
the protocol, and not by transient motion or perfusion. Suppose that 𝑇1  is the 
T1 value of this pixel and 𝐸 is the corresponding 𝐸 value from Eq. 6.2. 𝑇1  
is measured in the myocardium from a separate T1 mapping scan. Because the 
duration between frame t and t+1 (τ, temporal resolution) is very short, we 
assume that the speed (𝑣) of through-plane cardiac motion (the speed 
component perpendicular to the imaging plane; motion within the plane does not 
affect the MRI saturation state of in-plane spins) and the perfusion (MBF) is 
constant in this period. If the volume of muscle moving into this pixel during 
frame t to t+1 due to motion is 𝑉𝑛𝑒𝑤  and the volume of perfused blood is 
𝑉𝑛𝑒𝑤 , then: 
 𝑉𝑛𝑒𝑤 𝛿 𝛿 𝑣τ, and 
 𝑉𝑛𝑒𝑤 𝑀𝐵𝐹𝑚τ 𝑀𝐵𝐹𝜌𝛿 𝛿 𝛿 τ. 6.7 
Here, 𝛿  and 𝛿  are the in-plane imaging pixel sizes and 𝛿  is the slice thickness. 
𝑚 is the mass of the pixel, and 𝜌 is the specific gravity of the myocardium in the 
pixel. For simplicity, we assume the same proton density and specific gravity for 
muscle and blood, which are only slightly different. At frame t+1, the fraction of 
new spins moving into this pixel 𝑓  due to both motion and perfusion is: 




as compared to the pixel at time t. The new spins in frame t+1 experience their 
first excitation so their signal can be regarded as: 
 𝑀 , 𝑓 𝑀 . 6.9 
Here the signal 𝑀 𝑀 , 𝐸 sin 𝜃 is the signal after one excitation. The rest 
of the spins, with a fraction of 1 𝑓 , remain in the pixel. The signal of these 
remaining spins can be derived from Eq. 6.6 as: 
 𝑀 𝑀 𝑀 𝐸 cos 𝜃 𝑀 . 6.10 
Thus their net contribution to the signal, 𝑀 , , is: 
 𝑀 , 1 𝑓 𝑀 . 6.11 
Note that 𝑀  in Eq. 6.10 is an inferred signal derived from 𝑀  that is used 
for substitution like 𝑀  in Eq. 6.6. We will also use M with a hat for inferred 
signals later in subsection 6.2.2. 
Combining Eq. 6.9 and 6.10, 𝑀 , the signal of this pixel at frame t+1 is the 
summation of 𝑀 ,  and 𝑀 , : 
 𝑀 𝑀 , 𝑀 , 𝑓 𝑀 1 𝑓 𝑀 . 6.12 
With 𝑀  and 𝑀  measured directly from the RT scans, the fraction 𝑓  
can be calculated with Eq. 6.12 derived from Eq. 6.11: 




Because 𝑀 𝑀 , 𝐸 sin 𝜃, and 𝑀   is related to 𝑀  via Eq. 6.4. 
 𝑀 𝑀  
 
 6.14 
𝑀  is estimated as the minimum value measured in the myocardium ROI, 
whereupon 𝑀  is calculated from Eq. 6.14.  
We cannot yet solve MBF from 𝑓  in Eq. 6.8 because the speed of motion, 
𝑣, is still unknown. In the second step, we treat muscle and blood signals 
separately. We consider only the muscle to calculate the moving speed 𝑣, 
because all muscle spins that move into the pixel are a result of cardiac motion 
rather than perfusion. To separate muscle and blood, a new parameter 𝑟 is 
introduced as the ratio of myocardial blood volume, which is treated as a 
constant. Then, the volume of new muscle moving into a pixel between frame t 
and t+1 (𝑉𝑛𝑒𝑤 ) is: 
 𝑉𝑛𝑒𝑤 1 𝑟 𝑉𝑛𝑒𝑤 1 𝑟 𝛿 𝛿 𝑣τ, 6.15 
The fraction of these new spins compared to existing muscle spins (blood spins 
excluded) 𝑓  due to motion is: 
 𝑓 , 6.16 
Recall that we assume identical proton density and specific gravity for blood and 
myocardium, so the volume ratio equals the mass ratio. Thus the initial signal 




muscle (𝑀 ) and blood (𝑀 )  signal in the pixel at frame t should be: 
 𝑀 1 𝑟 𝑀 ,   𝑀 𝑟𝑀 . 6.17 
Similar to Eq. 6.10, we can compute (𝑀 ) and (𝑀 ), the signal of remaining 
blood and muscle spins, respectively, derived from Eq. 6.6 are: 
 𝑀 𝑀 𝑀 𝐸 cos 𝜃 𝑀 𝑟𝑀 𝑀 𝐸 cos 𝜃 𝑀 , and 
 𝑀 𝑀 𝑀 . 6.18 
Here, 𝐸  = 𝑒  and T1b is the blood T1, which is calculated from the left 
ventricular chamber signal measured in a separate T1 mapping scan, assuming 
that the T1 of blood is the same in the chamber and in the myocardium. 𝑀  is 
the steady-state signal of blood, which is calculated with Eq. 6.14 substituting 
𝑀  with 𝑀  and 𝐸  with 𝐸 : 
 𝑀 𝑀 𝑟𝑀 . 6.19 
Here we use 𝑀 𝑟𝑀  by substituting t=1 in Eq. 6.17. 𝑀  is calculated by 
subtraction in Eq. 6.18 rather than from the recurrent equations because the T1 
value of muscle without blood is hard to measure. As with 𝑀 , 𝑀  and 𝑀  
are inferred signals calculated from 𝑀 . 
At frame t+1, the signals from new spins and from static spins are: 




Here we use 𝑀 1 𝑟 𝑀  by substituting t=1 in Eq. 6.17. 
Similar to Eq. 6.12, the muscle signal (𝑀 ) is the summation of 𝑀 ,  and 
𝑀 , , which is also 1 𝑟 𝑀  by substituting t=t+1 in Eq. 6.17. 
 𝑀 1 𝑟 𝑀 𝑓 1 𝑟 𝑀 1 𝑓 𝑀 . 6.21 
Therefore, we can derive 𝑓  from Eq. 6.12:   
 𝑓 . 6.22 
With 𝑓  and 𝑓 , we can calculate MBF, deriving from Eq. 6.8 and 6.16: 
 𝑓 𝑓 𝑀𝐵𝐹𝜌𝜏, 
 𝑀𝐵𝐹 . 6.23 
In this study, we use ρ=1.05 g/ml. The temporal resolution 𝜏 is the production of 
TR and N, the number of projections per frame. We use r=0.089 in this work, 
based on published contrast-MRI measurements from healthy subjects at rest 
(265). With 𝜏 in ms, a scaling factor of 60000 ms/min is applied to obtain MBF in 
units of ml/g/min. 
The following steps describe a possible protocol for quantifying myocardial blood 





1. Acquire a short axis T1-weighted image and calculate the T1 value of the 
myocardium with blood (𝑇1 ) and the 𝑇  value of the chamber blood alone 
(𝑇1 ).  
2. Calculate corresponding 𝐸  and 𝐸  using Eq. 6.2. 
3. Calculate the minimum signal in the myocardium ROI of the RT dataset which 
is taken as an estimate of 𝑀 , the steady-state of myocardium 
(muscle+blood).  
4. Calculate 𝑀  , the new inflowing muscle and blood signal, with Eq. 6.14. 
5. Calculate 𝑀 , the steady-state blood signal, with Eq. 6.19 and blood volume 
ratio r=0.089. 
6. Apply the segmentation described in subsection 6.2.1 and obtain the angular-
temporal plot with T temporal frames and 72 angles. 
7. For each angle ϕ and each frame 0≤t<T, measure the signal 𝑀  at angle ϕ 
and time t in the angular-temporal plot and the signal 𝑀  at angle ϕ and 
time t+1. 
8. For each angle ϕ and each frame 0≤t<T, calculate 𝑀  from 𝑀  and 




9. For each angle ϕ and each frame 0≤t<T, calculate 𝑓 , the fraction of both 
in-moving tissue and inflowing blood at angle ϕ and between time t and t+1 
from 𝑀 , 𝑀 , and 𝑀  by Eq. 6.13.  
10. For each angle ϕ and each frame 0≤t<T, calculate 𝑀  by Eq. 6.18 from 
𝑀 , 𝑀 , and 𝑀 . 
11. For each angle ϕ and each frame 0≤t<T, calculate 𝑓 , the fraction of in-
moving myocardium at angle ϕ and time t by Eq. 6.22 from 𝑀 ,  𝑀 , and 
𝑀  
12. For each angle ϕ and each frame 0≤t<T, compute MBF by Eq. 6.23 from 
𝑓  and 𝑓 , with specific gravity ρ=1.05 g/ml. 
6.3 Results 
6.3.1 FT and STFT spectrum of RF pharyngeal data during speaking 
Fig. 6.3 shows some regions of interest (ROIs) that were manually annotated on 
a 6mm sagittal frame a 55 fps RT image stream through the brain and pharynx of 
a healthy volunteer. Fig. 6.4 demonstrates FFT images of different frequencies of 
motion that occur, along with the STFT frequency spectra of the RT data 
acquired with the subject talking. The lip, tongue, and soft palate each show 
different frequency patterns. Though the medulla area is not directly involved in 





Figure 6.3: Annotated ROI of lip, tongue, soft palate, palatine tonsil, pons, and 
cerebellum on a sagittal pharyngeal MRI acquired at 55 fps. 
 
 
Figure 6.4: Fourier Transform of RT sagittal pharyngeal images sagittal acquired at 55 
fps along the temporal dimension. (Top row) the images at four specific frequencies, 
(middle row) integral of FT magnitude within four different ROIs respectively, and 
(bottom row) short-term Fourier transform showing spectral-temporal magnitude. 




6.3.2 FT and PCA of RT cardiac and cerebral data 
Fig. 6.5 shows the integral of an FT spectrum of the whole image FOV of RT 
heart and brain datasets. Several peaks can be observed in the spectrum. The 
peak at around 0.25 Hz is attributed to respiration. Similarly, the peak at around 1 
Hz is correlated with the cardiac cycle. 1-3 harmonics of the respiration and 
cardiac peaks are also identifiable in the spectrum. In all four 30 fps and two 100 
fps cardiac datasets, the respiratory and cardiac frequencies are consistent with 
the apparent diaphragm displacement rate associated with breathing and 
contraction rates. In brain images, the frequency spectra showed similar peaks 
consistent with breathing and the heart rate as evidenced in monitoring data 
acquired from a PPU and a respiration belt. Interestingly, brain data showed a 
peak at the respiratory frequency, though not directly involved in respiratory 
motion.  
 
Figure 6.5: The superposition of the spectrum along space dimensions of a 30 fps RT 
heart reduced dataset (A), and a 100 fps RT brain reduced dataset (B), both show 
several peaks. In (A), a 0.28 Hz peak is attributed to respiration, and a 0.96 Hz peak is 
assigned to the cardiac cycle period. The respiration peak has an apparent harmonic at 
0.55 Hz. The cardiac peak has two apparent harmonic peaks at 1.89 and 2.89 Hz. The 
1.24 Hz peak (not the cardiac peak) has no harmonics. Similarly, in (B) 0.33 Hz is the 




Figure 6.6 shows the FT results of RT cardiac (A) and cerebral (B) images 
corresponding to detected peak amplitudes at the respiratory and cardiac 
frequencies and their harmonics from the reduced dataset. Images at different 
frequencies show different enhancement patterns. The cardiac images (Fig. 
6.6A) at the respiratory frequency and its harmonics are influenced by respiration 
so the most affected area of the liver appears brighter than other parts of the 
image. The images at the cardiac frequency and its harmonics are most 
influenced by heart motion, blood flow in the ventricular chambers, and perfusion 
so those signals in the myocardium and some hepatic vessels appear brightest 
at these frequencies. In the brain (Fig. 6.6B), the respiratory signal is most 
intense at the frontal sinus, while blood vessels light up in the cardiac frequency 
images. The signal change at the respiratory frequencies in the sinus is most 
likely caused by blood oxygen level changing with respiration.  
 
Figure 6.6: Fourier Transform of 30 fps RT short-axis cardiac images (A) and 100 fps 
axial cerebral images (B) along temporal dimension showing fundamental and harmonic 
frequencies of ’respiratory frequency image’ (top row) and ’cardiac frequency image’ 




PCA analysis of RT cerebral images (full datasets) are illustrated in Fig. 6.7 
(component with the initial T1 decay to equilibrium in a transient-state) and Fig. 
6.8 (a component at the heart rate exhibiting pulsatile blood flow). The images 
that correspond to the T1 decay component shown in Fig. 6.7 is heavily T1 
weighted. Although it has a long T1, the signal in the sinus is bright due to fresh 
inflowing blood, generating a high steady-state signal from the FLASH sequence.  
 
Figure 6.7: PCA analysis of 100 fps axial RT brain images showing the superposition 
signal evolution of the second-largest component (T1 decay) aligned with PPU and 
Respiration monitoring data (A). Corresponding images of the second-largest 
component showing T1 weighting with bright sinus signal (B). The image is the square-
root of the sum-of-squares (SSOS) over all temporal frames. 
 
Fig. 6.8, a more caudal slice, demonstrates an enhanced arterial signal with flow 
pulsation that follows the cardiac frequency. We can observe some vessels in 







Figure 6.8: PCA analysis of 100 fps RT cerebral images showing the superposition 
signal evolution of the third-largest component (consistent with the PPU pattern) aligned 
with PPU and respiration monitoring data (A), and corresponding images of the third-
largest component. Yellow arrows in (B) denote vessels. 
 
6.3.3 Estimation of RT MBF with RT cardiac data 
Fig. 6.9 shows the MBF estimated from the proposed model (Eq. 6.15) with a 30 
fps RT cardiac dataset with the blood ratio r = 0.089. The MBF in diastolic 
phases (~1 ml/g/min) are generally higher than MBF in systolic phases (0.6 -1 
ml/g/min). The average MBF of this subject of this slice is 0.88 ± 0.25 ml/g/min. 
The systolic and diastolic MBF is 0.80 ± 0.27 ml/g/min and 0.90 ± 0.24 ml/g/min, 
respectively. Figure 6.10 shows another case with 100 fps RT cardiac data. 
Although the signal is noisier, the pattern along the cardiac cycle is similar to the 
30 fps case. The average MBF of this subject of this slice is 0.77 ± 0.45 ml/g/min. 
The systolic and diastolic MBF is 0.68 ± 0.4 ml/g/min and 0.81 ± 0.47 ml/g/min, 
respectively. The MBF mean values of the two datasets are comparable. The 
standard deviation of the 100 fps data is higher than the 30 fps data because the 





Figure 6.9: MBF Calculated from 30 fps RT cardiac data of a 65-year-old male with the 
proposed model. In this case, the blood ratio r=0.089 was used. 
 
 
Figure 6.10: MBF Calculated from 100 fps RT cardiac data of a 57-year-old female with 
the proposed model. In this case, the blood ratio r=0.089 was used. 
 
6.3.4 Patient results 
Figure 6.11 demonstrates the analysis of the 30 fps cardiac RT data of a patient 
with wall motion abnormalities on the inferior left ventricular (LV) (wall yellow 
arrow). The signal difference between the normal and abnormal LV wall is not 




in the angular-temporal map (figure 6.11B). In the FFT images (figure 6.11C), 
only small differences were observed in the 0 Hz (static signal) component, while 
the 1.35 Hz (cardiac frequency) component showed larger contrast between 
normal and diseased tissue. The principle component in the PCA decomposition 
also shows high contrast (figure 6.11D). 
 
Figure 6.11: Structural data (A), angular-temporal map (B), and 0 Hz and 1.35 Hz short-
axis images extracted by FFT from a 30 fps RT data stream acquired in a 50-year-old 
patient with wall motion abnormalities on the inferior LV wall. Part (D) is an image of the 
largest PCA. In (A), the region enclosed by the blue lines was segmented as the 
myocardial LV. Yellow arrows denote the abnormal LV wall. 
 
6.4 Discussion 
This chapter is a preliminary study to test whether high-speed RT MRI at up to 




of up to 50 Hz. FT spectral, PCA decomposition techniques were applied and a 
model was developed to fit signal changes observed in myocardial tissue to 
motion and perfusion components. The feasibility of detecting high-speed 
physiological changes with RT MRI was tested on healthy volunteers with 
pharyngeal imaging during speaking, and with cerebral and cardiac datasets 
recorded at rest. The Fourier spectrum and PCA allowed the reconstruction of 𝑇 -
weighted, pulsation-weighted, and respiratory-weighted images. The MBF 
estimated from the perfusion model is around 0.6-1 ml/g/min at rest, assuming a 
blood volume ratio of r =0.089. This is comparable with published PET, contrast-
enhanced MRI, and arterial spin labeling (ASL) scans, which yields average 
perfusion rates of 0.64-1.1ml/g/min(266–270). The MBF temporal patterns in 
each cardiac cycle are similar to the flow patterns of the left anterior descending 
artery (LAD) and the right coronary artery (RCA) that supply LV myocardium 
(271). The blood volume ratio r used here may change in different cardiac 
phases and with disease and other physiological factors, which will require 
further investigation. However, in patients with focal abnormalities, 
measurements from uninvolved tissue can serve as an internal control for 
comparison. Cardiac data from one patient with wall motion abnormalities 
showed FT and PCA decomposition images suggesting that the methods may be 
suitable for differentiating healthy and dysfunctional myocardium. In particular, 
focal perfusion abnormalities could be identified by changes in the area of 
abnormal wall motion relative to surrounding uninvolved tissue. 




introduced by the imaging technique as well as that which is inherent in the 
source of physiological fluctuation. Although acquired from a high signal-to-noise 
ratio (SNR) 3T scanner, the data still requires averaging to increase the SNR. 
Traditionally, multiple repeated scans were averaged to obtain higher SNR in 
functional studies such as perfusion and spectroscopy. This prolongs scan time 
and is generally contrary to the goal of providing high temporal resolution RT MRI 
but may be useful for increasing the SNR for analysis of repetitive motion such 
as in the heart. In this work, averaging was applied to either multiple consecutive 
temporal frames, for example, the STFT transform, or within an ROI (sector) 
using the angular-temporal domain applied to short-axis RT cardiac MRI. The 
number of temporal frames in STFT was set to 128, balancing the resolution of 
the frequency, SNR of the spectrum, and the temporal resolution. 72 sectors 
were picked for the angular-temporal image as a tradeoff between the resolution 
in the angular dimension and SNR. Data can be acquired at up to 100 fps 
technically. Nevertheless, RT images with <100 fps temporal resolution but 
higher SNR are also studied in this work. 
In the perfusion model, the unsaturated fresh blood signal 𝑆  was estimated from 
the dataset. An alternative way of measuring 𝑆  is to perform a separate scan 
with the same FA, TE, and spatial resolution as the FLASH sequence but with 
long TR (>5s). This scan would require breath-hold and cardiac triggering due to 
long TR and would add scan time. 
This is a preliminary study and the number of cases is limited for both healthy 




FT and PCA analysis need to be conducted. In future studies, the perfusion 
model would also need to be validated on more subjects and against an 
independent method of measuring myocardial perfusion, which may include 




Chapter 7 Conclusions and Future Works 
7.1 Conclusions 
MRI has abundant controllable parameters and provides images with different 
kinds of physiological information. There are many potential clinical applications 
of MRI that benefit if the scan time is shortened. This dissertation explores the 
usage of accelerated and real-time MRI on parametric mapping, velocity 
mapping, angiography, and perfusion quantification. There are several efforts 
described in this dissertation that provide guides for existing fast imaging 
methods, proposes and develop new fast imaging methods using accelerated 
MRI, and explores novel uses for real-time MRI datasets.  
First, we explored the effects of undersampling and iterative reconstruction in 3D 
whole-heart T2 parametric mapping. The selected reconstruction approaches 
exploit the redundancy in images that are similar, except for variations in 
contrast. We found that the parametric maps were more sensitive to 
undersampling than the raw images used in fitting the parameters, implying that 
for relaxometry, selection of the approach and acceleration factor can be critical. 
Traditional sensitivity encoding (SENSE) with equally-spaced (ES) sampling 
could only be considered as viable at low acceleration factors (≤3). However, for 
acceleration factors larger than 3, model-based SENSE and joint-sparsity 
SENSE reconstruction using variable density random (VDR) sampling were 
found to be more robust and better at preserving parametric T2 maps. We have 




Second, we introduced a T2-prepared 3D stack-of-spiral gradient echo (GRE) 
pulse sequence for T2 mapping with high isotropic resolution, whole-brain 
coverage, and clinically acceptable scan time. Simulation results show that a 
non-linear 2-parameter fitting weighted by image intensities was optimal to 
reduce sensitivity to wide B1 inhomogeneity and to low signal-to-noise ratio 
(SNR). We proposed an iterative model-based reconstruction method, which 
jointly utilized the model, data consistency, and spatial sparsity. This method 
achieved reasonable T2 estimation with an in-plane acceleration factor of 5 (root 
mean square error = 3.1% in simulations and = 8.2% in vivo). We also appended 
a cerebrospinal fluid (CSF) nulling module to the T2-prepared GRE sequences to 
suppress CSF partial volume effects and potentially ameliorate lesion detection. 
This work was performed in collaboration with Ruoxun Zi, M.S. We contributed 
equally. Ruoxun contributed to simulation, data processing, and the combination 
of the model-based reconstruction with compressed sensing (CS). My 
contribution included manipulating in-vivo scans, implementing scan sequences 
and protocols, and implementing fast non-linear T2 fitting and image 
reconstruction methods. This work resulted in a journal publication (272).  
For velocity mapping, we developed and validated a novel single breath-hold 
coronary phase contrast (PC) MRI technique with both high temporal (<21 ms) 
and spatial resolution (0.8 mm) in the third project. To achieve high resolution, a 
golden angle (GA) rotated spiral acquisition sequence was combined with k-t 
sparse SENSE reconstruction. Gaps in k-space that occur after the binning of 




method and the proposed triggered GA scheme, leading to a reduction of 
aliasing artifacts due to undersampling, resulting in improved image quality. Peak 
systolic velocity (PSV), peak diastolic velocity (PDV), coronary flow volume, and 
the cross-sectional area acquired with the proposed triggered GA scheme 
exhibited excellent intra-scan (0.92≤intraclass correlation (ICC)≤0.99) and high 
inter-scan (0.78≤ICC≤0.91) and intra-observer (0.91≤ICC≤0.98) reproducibility. 
We have submitted a journal paper manuscript on this work.   
In the fourth project, we developed 3D non-contrast-enhanced abdominal MRA 
sequences for large spatial coverage at 3.0T, using a combination of velocity-
selective saturation (VSS) pulse train and spatially selective inversion (SSI) or 
velocity-selective inversion (VSI). The CS technique was applied to accelerate 
the large field-of-view (FOV) scans, taking advantage of the image sparsity in 
angiograms. Both SSI+VSS and VSI+VSS arteriography delineated the arterial 
segments above the aortic bifurcation. We found that the VSI-based approach was 
less sensitive to slow arterial inflow than the SSI based approach and 
demonstrated better performance on bilateral iliac arteries. This work also resulted 
in a journal publication (241). 
Finally, we studied the potential of capturing temporal functional and 
physiological information from high-speed real-time (RT) MRI at up to 100 fps. 
Spectral patterns of speech organs during speaking was detected with Fourier 
transform (FT). The FT and principal component analysis (PCA) allowed the 
reconstruction of T1-weighted, pulsation-weighted, and respiration-weighted 




myocardium blood flow (MBF) was calculated from a proposed perfusion model 
on healthy volunteers. The project is still ongoing and is planned for journal paper 
submission in the first half of 2021. 
7.2 Future Works 
7.2.1 T1 mapping using 3D stack-of-spiral GRE acquisition and model-
based sparse reconstruction 
The T2 mapping methods in this dissertation are applicable to similar scenarios, 
such as T1 mapping. In fact, we are presently testing the application of the stack-
of-spiral gradient-echo (GRE) sequence and model-based sparse reconstruction 
(272) for brain T1 mapping with saturation recovery (SR) or inversion recovery 
(IR). We can obtain images with different T1 weighting with the stack-of-spiral 
gradient echo (GRE) method combined with the SR sequence. Fig. 7.1 
demonstrates four of the fully-sampled T1-weighted spiral images from an initial 
attempt applying this sequence. We can accelerate these images with the model-
based sparse reconstruction in (272). The model for T1 mapping is Eq. 1.4.  
 
Figure 7.1: Stack-of-spiral brain images with different SR delays show different T1 







7.2.2 VSI based abdominal perfusion quantification 
The velocity-selective (VS) abdominal angiography technique developed in 
Chapter 5 can be extended to obtain abdominal perfusion. We are applying the 
VSI technique for renal perfusion. The VSI ASL sequence as applied in an initial 
study of kidney perfusion is shown in Fig. 7.2. Because respiratory motion can 
corrupt the images, we started by using a 2D imaging sequence with a single 
gradient and spin echo (GRASE) acquisition, which is barely affected by intra-
scan motion. Images at different respiratory phases were registered for non-rigid 
inter-scan motion before subtraction and averaging.  
 
Figure 7.2: Pulse sequence of the VSI based renal perfusion. A water excitation pre-
saturation pulse (WET) was applied with a 2000ms delay allowing arterial inflow. The 
VSI module (red) was then applied for control (velocity-compensated, for background 
subtraction) or labeled (velocity-encoded) images. During post labeling delay (PLD), 
three background suppression pulses were applied to increase temporal SNR. At the 
end of the PLD, a T2 preparation (T2 Prep) VSS module dephases flowing blood spins 
above 3cm/s. 2D gradient and spin echo (GRASE) was used for image acquisition. 
 
The abdominal area suffers strong field inhomogeneity. In our initial attempt (Fig. 
7.3), we tested fixed and adaptive shims available in the Philips scanners. We 
also tested three different post-labeling delays (PLDs): 0.6s, 0.9s, and 1.2s (Fig. 
7.3). We obtained good quality renal perfusion-weighted images with distinct 





Figure 7.3: Renal perfusion-weighted signal (PWS) and temporal SNR (tSNR) results of 
a 59-years-old female subject with different PLDs at two B1 shimming conditions. 
 
7.2.3 Accelerating velocity-selective (VS) angiography and perfusion with 
spiral acquisitions 
We are accelerating velocity-selective (VS) angiography and perfusion with more 
efficient spiral acquisitions. An initial attempt at brain angiography is 
demonstrated in Fig. 7.4. The Cartesian acquisition is accelerated by a factor of 3 
to match the scan time of the spiral acquisition, as spiral is more efficient than 
Cartesian k-space trajectories. Blurring induced by CS in the Cartesian scan is 
not observed in the spiral scan (yellow arrows). Nevertheless, the fully-sampled 




offline CS reconstruction for spiral imaging, which is currently not available on 
this vendor’s platform.  
 
Figure 7.4: Stack-of-spiral (left) and Cartesian (right) SSI+VSS cerebral arteriography 
were acquired within similar scan times (indicated top right). The spiral acquisition is fully 
sampled, while the Cartesian acquisition is accelerated by 3 times using compressed 
sensing (CS). Blurring induced by CS accelerated is visualized in the Cartesian scan but 
not the spiral scan (yellow arrows). 
 
Besides high sampling efficiency, spiral acquisitions reduce the dependence on 
the velocity encoding (VE) direction, explained as follows. The overall image 
contrast is determined by the center of k-space. Therefore, in a Cartesian image, 
the efficiency of blood contrast enhancement is dominated by the VE direction 
applied to the k-space line that crosses the center. Vessels perpendicular to that 
direction is usually poorly depicted. In the spiral acquisition, the center of k-space 
is repeatedly sampled in every spiral arm, so different VE directions can be 
applied to each arm. Fig. 7.5 compares the angiograms with one VE direction to 




shaped and has 60 star-shaped ducts in the transverse plane that are curved to 
the foot-head (FH) direction at the border. Fluid can flow through the ducts. 
When using the FH direction (left column), the flow in axial ducts perpendicular to 
the VE direction has lower signals than the flow in the FH direction. If the LR 
direction is encoded (middle column), ducts in the AP direction (axial) are darker 
than the ducts in the LR direction. Ducts in the FH direction is also poorly 
depicted in the coronal MIP. The spiral image with multiple encoding directions 
(right column) has overall good image quality for all ducts. 
 
Figure 7.5: VSS angiography of a flow phantom with different VE directions (yellow 
arrows and labels). Fluid flows through 60 star-shaped ducts showing bright signal 
(white radial lines in axial images). The ducts are curves to the foot-head (FH) direction 
at the border of the phantom (outer tip of the radial lines in axial images). The ducts in 
the FH direction are parallel and aligned in a cylinder shape, the fluid in which show 
bright signal in coronal maximum intensity projection (MIP) images (thin parallel white 
lines). For angiograms with multiple VE directions (right), we applied three directions, 
FH, left-right (LR), and anterior-posterior (AP), interleaved to different spiral arms. Axial 
MIP images (Top row) show the 60 radial ducts (bright signal) in the axial plane. Coronal 
MIP (Bottom row) show ducts that are parallel to the FH direction. 
 
The VSI based multiple-direction spiral technique also applies to perfusion scans. 





Figure 7.6: Structural image (left) and cerebral blood flow (CBF, ml/100g/min) perfusion 
map (right) of a brain dataset using VSI based arterial spin labeling (ASL) with stack-of-
spiral acquisition and multiple VE directions. 
 
7.2.4 Perfusion model in patients with wall motion abnormalities 
RT perfusion has been calculated using the perfusion model and methods 
introduced in Chapter 6 in some patients with wall motion abnormalities. Fig. 7.7 
demonstrates a regional analysis of perfusion in the initial patient whose images 
appear in Fig. 6.11. In the region of the wall motion abnormality (dark blue band 
in Fig. 6.11B), we see a ~30% reduction of myocardial blood flow (MBF) at rest, 
as compared to the uninvolved myocardium with normal wall motion (green-red 
bands in Fig. 6.11B). The reduced perfusion (MBF) in the dysfunctional area is 
consistent with a prior study showing reduced perfusion in hibernating 
myocardium (273). We are in the process of acquiring more patient data to 
evaluate the feasibility of this perfusion model along with the use of angular-






Figure 7.7: RT MBF calculated from a patient with wall motion abnormality (WMA) 
showed reduced perfusion in the WMA area than in the normal area. Perfusion values 
were calculated with the perfusion model given by subsection 6.2.2. The WMA area was 
manually selected based on the motion performance in the dynamic images. The T1 
value of the normal and dysfunctional myocardium used in this model are calculated 
independently. 
 
7.2.5 Novel contributions made in this dissertation and their potential 
benefits to MRI.  
The accelerated parametric mapping methods offered in Chapters 2 and 3 cover 
the whole heart or brain in about 3 to 5 min and at high resolution (1-1.5 mm). 
Mapping without such acceleration can be as long as 20 minutes and/or low in 
resolution (2-3 mm). Shorter scan times are attractive in clinical applications due 
to a lower cost per unit patient scan-time, fewer motion artifacts, and less patient 
inconvenience and potential suffering in acute care settings. The high resolution 
parameter maps can improve the accuracy of diagnosis and segmentation of the 
area-at-risk in many cardiac and neurologic diseases, such as acute myocardial 





The novel coronary phase contrast technique in Chapter 4 has a high spatial and 
temporal resolution, and high image quality compared to existing methods. 
Coronary flow metrics measured by the novel method are quantified in high 
accuracy and with a well-preserved temporal pattern and an excellent intra-scan 
reproducibility, which is especially suitable for paired rest and stress studies. This 
work can improve the accuracy of the diagnosis and the assessment of the 
severity of coronary stenosis by providing a more accurate measurement of 
coronary flow reserve (157–160) and measures of pressure gradients across 
coronary arteries (164). It can also help assess local endothelial dysfunction with 
high spatial and temporal resolution (161–163). 
In Chapter 5, we developed a novel abdominal MRA technique with high 
resolution and large coverage. This technique is non-invasive and contrast-
agent-free, which is especially suitable for screening and follow-up studies of 
many abdominal vasculature diseases (204). We are collaborating with 
radiologists to study the feasibility of this technique in the screening of abdominal 
vasculature diseases. Providing a larger coverage than existing MR techniques is 
attractive in screening settings because more area can be examined in one 
study. Moreover, compared to clinical ultrasound screening, MRA has high SNR 
in vessels that are deeply buried in the abdomen and is less sensitive to the 
operators' training and experience. We are working on further accelerating the 
scan-time and on implementing the technique on lower B0 systems that could 
potentially offer reduced costs. 




usage of high-speed MRI data: this system is the only one extant in the western 
hemisphere. More applications remain to be discovered, and are not limited to 
temporal weighting and RT perfusion mapping. We are considering potential 
applications of the techniques to the assessment of myocardial motion and 
perfusion in patients with wall motion abnormalities, and separately, studying 
swallowing patterns after throat surgical intervention to treat cancer which 
otherwise may not be able to be performed due to study time limitations.  
We can also build MRI exams with primary structural and functional scans that 
can be completed in 10-20 minutes, with any or all of the techniques in Chapters 
2 to 6. These MRI exams would be attractive in clinics by providing accelerated 
scan times at potentially lower cost, with the minimal safety issues associated 








Figure A1: The sequence diagram of a T2 preparation module, which is typically 
composed of a hard pulse excitation (90º), followed by paired refocusing pulses (180º) 
and then a flip-back pulse (-90º). The flip angles of the hard pulses at the beginning or 
end of the T2 preparation module, although prescribed as 90°, are proportional to the B1 
scales, 𝜃 𝑩𝟏 ∙ 𝟗𝟎°. 
 
The T2 preparation module (Fig. A.1) is typically composed of a hard pulse 
excitation (90º), followed by paired refocusing pulses (180º) and then a flip-back 
pulse (-90º). The refocusing pulses are relatively robust to B1 inhomogeneities, 
being either composite or adiabatic pulses, so perfect 180º pulses are assumed 
in the following analytical derivation. In contrast, the flip angles of the hard () 
pulses at the beginning or end of the T2 preparation module, although prescribed 
as 90°, are proportional to B1: 
𝜃 𝐵 ∙ 90° 
Assuming the longitudinal and transverse magnetization before T2 preparation 
(point A) are: 
𝑀 , 𝑀 , 𝑀 , 0 
where 𝑀  is the equilibrium magnetization at fully recovery. 




𝑀 , 𝑀 𝑐𝑜𝑠𝜃, 𝑀 , 𝑀 𝑠𝑖𝑛𝜃 
The formula of T1 recovery and T2 decay are: 
𝑀 𝑡 𝑀 𝑀 0 𝑀 𝑒 /     A.1 
𝑀 𝑡 𝑀 0 𝑒 /     A.2 
where 𝑀 𝑡  and 𝑀 𝑡  are the longitudinal and transverse magnetizations at 
time = 𝑡 , respectively. 
T2 weighting is set by the duration of the T2 preparation module (𝑇). The 
longitudinal magnetizations before each of the following pulses are: 
𝑀 , 𝑀 1 𝑐𝑜𝑠𝜃 1 𝑒 /  
𝑀 , 𝑀 1 2𝑒 / 𝑐𝑜𝑠𝜃 1 𝑒 /  
𝑀 , 𝑀 1 2𝑒 / 2𝑒 / 𝑐𝑜𝑠𝜃 1 𝑒 /  
And the transverse magnetization before the flip-back pulse is: 
𝑀 , 𝑀 𝑠𝑖𝑛𝜃𝑒 /  
Therefore, the longitudinal magnetization at the end of T2 preparation is: 
𝑀 , 𝑀 , cos 𝜃 𝑀 , 𝑠𝑖𝑛 𝜃  




𝑀 𝑠𝑖𝑛 𝜃𝑒 𝑐𝑜𝑠 𝜃 , 𝑤ℎ𝑒𝑛 𝑇 ≪ 𝑇1                                 A.3 
In addition to the T2 weighting, the signal after T2 preparation also has 
dependence on the B1 scale and T1 relaxation. If 𝜃 is equal to 90°, it becomes 
pure T2 dependent as desired: 
𝑀 , 𝑀 𝑒 /                  A.4 
Note that Eq. A.3 does not deviate significantly if the number of refocusing pulses 
applied in the T2 preparation module is more than 2, as done in the current study 
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Image Reconstruction, Sedona, Arizona, 2020. 
17. Zhu D, and Schär M, Reducing k-space gaps of golden angle rotated spiral 
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18. Xu F, Li W, Liu D, Zhu D, Myers K, Shär M, Qin Q, A Novel Chemical Shift-
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19. Zhu D, Liu D, Li W, Schär M, Qin Q, Free Breathing Renal Perfusion Imaging 
at 3T Using Velocity-Selective Inversion prepared Arterial Spin Labeling, Proc 
ISMRM, 2020, p3300. 
20. Liu D, Li W, Xu F, Zhu D, Shin T, Qin Q, Improving Robustness to Field 
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through Dynamic Phase-Cycling, Proc ISMRM, 2020, p3301. 
21. Zi R, Zhu D, Li W, and Qin Q, Quantitative T2 Mapping using Accelerated 3D 
Stack-of-Spiral GRE Acquisition, Proc ISMRM, 2020, p3794 
22. Zhu D, Steinberg T, Weiss RG, Voit D, Frahm J, Bottomley PA, Rapid 
physiological dynamics measured by real-time MRI at up to 100Hz: MR 
kinematography, Proc ISMRM, 2021 (Under Review) 
23. Zhu D, Qin Q, Analytical Characterization and Comparison of Magnetization-
Relaxation-Induced Point Spread Functions of TFE, bSSFP and TSE 
Acquisitions, Proc ISMRM, 2021 (Under Review) 
24. Liu D, Zhu D, Li W, Qin Q, Prostate Perfusion Mapping using Fourier-
Transform based Velocity-Selective Pulse Trains: Choice of Cutoff Velocity 
and Comparison with Brain, Proc ISMRM, 2021 (Under Review) 
25. Xu F, Zhu D, Fan H, Lu H, Liu D, Li W, Qin Q,Velocity-Selective Inversion 
prepared Arterial Spin Labeling: Examination in a Commercial Perfusion 
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Teaching Experience: 
Teaching Assistant Mathematics of Deep Learning Fall 2018 




Teaching Assistant Systems Biology of the Cell Spring 2019 
 Biomedical Engineering, Johns Hopkins University 
 
Professional Memberships: 
2013:  International Society for Magnetic Resonance in Medicine (ISMRM). 
 
Skills: 
1. 8-year pulse sequence programming experience on Philips MRI scanner. 
2. 5-year pulse sequence programming experience on Siemens MRI scanner 
3. Human scan experience on Philips (9 years) and Siemens (4 years) 3T 
system. 
4. Experience in MRI raw data processing on Philips and Siemens scanners. 
5. Substantial experience in MRI image reconstruction.  
6. Experience in Graphical Programming Interface (GPI) for MRI data 
processing. 
7. Substantial coding experience with Matlab, C++, and Python. Other coding 
languages: Java, C, and visual basic.  
 
