Abstract. We prove that if D is a domain in C, α > 1 and C > 0, then the family F of functions f meromorphic in D such that |f ′ (z)| 1 + |f (z)| α > C for every z ∈ D is normal in D. For α = 1, the same assumptions imply quasi-normality but not necessarily normality.
Introduction
Throughout we use the following notation D denotes a domain in C. For z 0 ∈ C and r > 0, ∆(z 0 , r) = {z : |z − z 0 | < r}, ∆ ′ (z 0 , r) = {z : 0 < |z − z 0 | < r}, ∆(z 0 , r) = {z : |z − z 0 | ≤ r}, Γ(z 0 , r) = {z : |z − z 0 | = r} and R(z 0 , R 1 , R 2 ) = {z : For more about Q m −normality see [1] . This paper deals with the meaning of some differential inequalities. A natural point of departure is the following famous criterion of normality due to F. Marty. 
Marty
for all f ∈ F and z ∈ K, then F is normal in D.
This result was significantly extended further in various directions, see [3] , [7] and [9] .
In [2] , J. Grahl and the second author proved a counterpart to Marty's Theorem.
Theorem GN. Let F be a family of functions meromorphic in D and let ε > 0. If
It is equivalent to say that local uniform boundedness of the spherical derivatives from zero implies normality.
The proof uses mainly Gu's criterion to normality, Zalcman's Lemma and PangZalcman Lemma. N. Steinmetz [8] gave shorter proof of Theorem GN, using the Schwarzian derivative and some well-known facts on linear differential equations. Here in this paper, we prove a generalization of Theorem GN (with much simpler proof) and also, for the first time we present a differential inequality that distinguish between normality to quasi-normality.
The the following hold:
In section 2, we prove Theorem 1. In section 3, we show that F 1,C (D) can be of infinite order and discuss the validity of Theorem 1 for α < 1. In section 4, we discuss the reverse inequality |f
Proof of Theorem 1
We first state explicity the famous lemma of Pang and Zalcman (that was already mentioned 
where g is a nonconstant meromorphic function in D.
Here the "if" direction holds if g n (ζ) converges in some open set Ω ⊂ C to a nonconstant meromorphic function g in Ω. For a full proof of this lemma see [2] .
2.1. Proof of (1) of Theorem 1. Let {f n } ∞ n=1 be a sequence of functions in F α,C (D). Let z 0 ∈ D and assume by negation that {f n } is not normal at z 0 . Suppose that there exist r > 0, such that each f n is holomorphic in ∆(z 0 , r). We take β > 1 α − 1 > 0. By Lemma 1, there exist a subsequence of {f n }, that without loss of generality will also be denoted by {f n } ∞ n=1 and sequences ρ n → 0
where g is a nonconstant entire function in C.
Then by (1), (2) and the value of β, we get that for large enough n,
We thus got a contradiction and the holomorphic case is proven.
Suppose now that there is no r > 0, such that for infinitely many indices n, f n is holomorphic in ∆(z 0 , r). Hence we deduce the existence of some subsequence of
, that without loss of generality will also be denoted by {f n } ∞ n=1 , and a sequence z n → z 0 , such that f n (z n ) = ∞ (otherwise we are again in the holomorphic case and we are done). We can also assume (after moving to subsequence of {f n } ∞ n=1 ...) that there exist a sequence z n → z 0 , such that f n ( z n ) = 0. Indeed, otherwise, for some δ > 0 and large enough n, f n = 0 in ∆(z 0 , δ) and |f ′ n | > C there. Then by Gu's criterion we deduce that {f n } is normal.
is normal and so is
According to the claim, we can assume (after moving to subsequence of
vanish at the zeros and at the poles of f n , we deduce that H is holomorphic
Thus we have
At the poles z n of f n , the situation is different. Each z n is a pole of order k = k n of f n .
This means that in some neighborhood of z n , we have
and so
Since z n → z 0 and also z n → z 0 , we get a contradiction to any possible value of H ′ (0).
This completes the proof of (1). (2) of Theorem 1. The family {nz : n ∈ N} which is not normal at z = 0, shows that local uniform boundedness of
Proof of
: f ∈ F does not imply in general normality. In order to prove quasi-normality, observe first that for every f ∈ F 1,C (D), we have f ′ f > C and also |f ′ | > C. Thus both {f ′ : f ∈ F 1,C (D)} and
Let us take now a sequence {f n } ∞ n=1 of functions from F 1,C (D). If, by negation {f n } n is not normal at some z 0 ∈ D, then we can assume (after moving to subsequence...) that there exist z n → z 0 , and ρ n → 0 + and a nonconstant function g, meromorphic in
Let P g denotes the set of poles of g in C. If g is not of the form g(ζ) = aζ + b, then we get by differentiation,
The derivative g ′ is nonconstant, and thus by Lemma 1, {f
is not normal at z 0 , a contradiction.
Thus, we must have g(ζ) = aζ + b (a = 0) and by Rouche's Theorem, for any neighborhood U of z 0 , f n has for large enough n a zero in U. This means that we can assume (after moving to subsequence...) that there exists a sequence z * n → z 0 , such that f n (z * n ) = 0. Now, suppose by negation that {f n } ∞ n=1 is not quasinormal at some z 0 ∈ D. After moving to subsequence, that will also be called {f n } is not normal at each z k . According to the previous discussion, for every k = 1, 2, · · · , there exists n k and a sequence {z k,n }
Hence for every δ > 0, and for every N ∈ N, f n has in ∆(z 0 , δ) at least N zeros for large enough n. Now, since
is normal, we can also assume (after moving to subsequence...) that
where H is holomorphic in D. Each zero of f n is also a zero of f n /f ′ n , so by the above discussion the number of zeros of f n in any neighborhood of z 0 tends to ∞, as n → ∞, and thus we conclude that H ≡ 0. Hence we have
But on the other hand,
This is a contradiction and (2) of Theorem 1 is proven. So let D = z : | Im z| < 1, |z − πk| > 1 2 , k ∈ Z , and define for every n ≥ 1, f n (z) = n cos z. It is obvious that every subsequence of {f n } ∞ n=1 is not normal exactly at the
is quasi-normal of infinite order in D. Because of the periodicity of cos z, there exist some C > 0, such that |f ′ n (z)| 1 + |f n (z)| ≥ C for every n and for every z ∈ D.
Hence F 1,C (D) is quasi-normal of infinite order in D. We deduce that for every domain D, and for every ν ∈ N there exists C D,ν > 0, such that
D, but not quasi-normal of order at most ν.
3.2.
The case 0 ≤ α < 1. In this case for every bounded domain D and every C > 0,
has no degree of normality.
To be more precise we have the following theorem.
Proof. For a given 0 ≤ α < 1, let us first prove the theorem for some specific domain. 
Proof of Claim. For every z ∈ D ε , we have
Since ε 1+α < 3 1−α , the last expression tends to ∞, as n → ∞, and this proves the claim.
Now, give C > 0, we have by the claim that there exists N, such that
and thus For 0 ≤ α ≤ 1, the converse is false. Consider the family F = {z n : n ∈ N}, in
Thus, since α < 1, we get that
and thus F α is not locally uniformly bounded.
For α ≥ 2, the converse holds.
Indeed, assume that F is normal in D. We have for every f ∈ F and z ∈ D for every f ∈ F , z ∈ D. We then deduce that F α is locally uniformly bounded in D.
We are left with the case 1 < α < 2. We show now that for meromorphic functions, normality does not imply local uniform boundedness, for every 1 < α < 2. Take For holomorphic functions, we can approve the converse: Proof. Suppose to the contrary that F α is not locally uniformly bounded in D. Then there exist z 0 ∈ D, z n → z 0 and f n ∈ F , such that
The sequence {f n } ∞ n=1 has a uniform convergent subsequence in D, that without loss of generality we also call {f n } ∞ n=1 . So we assume that
Let us separate into two cases, according to the behavior of f .
Case (1) f is holomorphic in D.
Then f ′ n ⇒ f ′ in D, and we easily get a contradiction to (3).
Case (2) f ≡ ∞.
In particular, we have
