Individual Gap Measures from Generalized Zeckendorf Decompositions by Dorward, Robert et al.
ar
X
iv
:1
50
9.
03
02
9v
1 
 [m
ath
.N
T]
  1
0 S
ep
 20
15
INDIVIDUAL GAP MEASURES FROM GENERALIZED ZECKENDORF
DECOMPOSITIONS
ROBERT DORWARD, PARI L. FORD, EVA FOURAKIS, PAMELA E. HARRIS, STEVEN J. MILLER,
EYVINDUR A. PALSSON, AND HANNAH PAUGH
Abstract. Zeckendorf’s theorem states that every positive integer can be uniquely de-
composed as a sum of nonconsecutive Fibonacci numbers. The distribution of the number
of summands converges to a Gaussian, and the individual measures on gaps between sum-
mands for m ∈ [Fn, Fn+1) converge to geometric decay for almost all m as n → ∞. While
similar results are known for many other recurrences, previous work focused on proving
Gaussianity for the number of summands or the average gap measure. We derive general
conditions which are easily checked yield geometric decay in the individual gap measures of
generalized Zeckendorf decompositions attached to many linear recurrence relations.
1. Introduction
If we define the Fibonaccis by F1 = 1, F2 = 2 and Fn+1 = Fn + Fn−1, Zeckendorf [Ze]
proved the remarkable property that every positive integer can be uniquely written as a sum
of non-consecutive Fibonacci numbers (this property is equivalent to the definition of the
Fibonaccis). Zeckendorf’s theorem has been generalized to other sequences, see among others
[Al, Day, DDKMMV, DDKMV, DG, GT, GTNP, Ste1, Ste2]. Many authors proved that
sequences {an} defined by suitable linear recurrences lead to unique decompositions, with the
number of summands ofm ∈ [an, an+1) converging to a Gaussian (see for example [LT, MW])
and the average gap measure converging to geometric decay (see [BBGILMT, BILMT]). It
is significantly easier to focus on the average gap measures rather than the individual gap
measures associated to each m; in this note we isolate a general set of conditions which
suffice to prove these individual measures converge almost surely to geometric decay.
We work in great generality so the arguments below will apply to numerous sequences. We
assume we have a sequence {bn} and a decomposition rule that leads to unique decomposition.
Fix constants c1, d1, c2, d2 such that In := [bc1n+d1 , bc2n+d2) is a well-defined interval for all
n > 0. Let δ(x − a) denote the Dirac delta functional (assigning a mass of 1 to x = a and
0 otherwise), k(z) be the number of summands in z’s decomposition (z = bℓ1 + · · ·+ bℓk(z)),
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and the total number of gaps for all z ∈ In is
Ngaps(n) :=
bc2n+d2−1∑
z=bc1n+d1
(k(z)− 1). (1.1)
• Spacing gap measure: We define the spacing gap measure of a z ∈ In by
νz,n(x) :=
1
k(z)− 1
k(z)∑
j=2
δ(x− (ℓj − ℓj−1)). (1.2)
• Average spacing gap measure: The average spacing gap measure for all z ∈ In is
νn(x) :=
1
Ngaps(n)
bc2n+d2−1∑
z=bc1n+d1
k(z)∑
j=2
δ (x− (ℓj − ℓj−1)) =
1
Ngaps(n)
bc2n+d2−1∑
z=bc1n+d1
(k(z)− 1) νz,n(x).
(1.3)
Letting Pn(g) denote the probability of a gap of length g among all gaps from the
decompositions of all m ∈ In, we have
νn(x) =
c2n+d2−1∑
g=0
Pn(g)δ(x− g). (1.4)
• Limiting average spacing gap measure, limiting gap probabilities: If the limits exist:
ν(x) := lim
n→∞
νn(x), P (k) := lim
n→∞
Pn(k). (1.5)
• Indicator function for two gaps: For g1, g2 ≥ 0
Xj1,j1+g1,j2,j2+g2(n) := #
{
z ∈ In :
bj1 ,bj1+g1 ,bj2 ,bj2+g2 in z’s decomposition,
but not bj1+q,bj2+p for 0<q<g1,0<p<g2
}
. (1.6)
We generalize the work in [BILMT]. The authors there concentrated on a specific class of
recurrences; our arguments are general. In addition to holding for the oft studied positive
linear recurrences, they hold for new systems such as the m-gonal numbers of [DFFHMPP],
as well as sequences without unique decomposition [CFHMN].
Theorem 1.1. For z ∈ In, the individual gap measures νz,n(x) converge almost surely in
distribution to the average gap measure ν(x) if the following hold.
(1) The number of summands for decompositions of z ∈ In converges to a Gaussian with
mean µn = cmeann+O(1) and variance σ
2
n = cvarn+O(1), for constants cmean, cvar > 0,
and k(z)≪ n for all z ∈ In.
(2) We have the following, with limn→∞
∑
g1,g2
error(n, g1, g2) = 0:
2
|In|µ2n
∑
j1<j2
Xj1,j1+g1,j2,j2+g2(n) = P (g1)P (g2) + error(n, g1, g2). (1.7)
(3) The limits in Equation (1.5) exist.
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2. Proof of Theorem 1.1
We need the following definitions.
• ν̂z,n(t): The characteristic function of νz,n(x).
• ν̂(t): The characteristic function of the limiting average gap distribution ν(x).
• Ez[. . . ]: The expected value over z ∈ In with the uniform measure:
Ez [X ] :=
1
|In|
bc2n+d2−1∑
z=bc1n+d1
X(z). (2.1)
• Indicator function for one gap: For g ≥ 0 let
Xi,i+g(n) = #{z ∈ In : bi, bi+g in z’s decomposition, but not Gi+q for 0 < q < g}. (2.2)
Proposition 2.1. We have
lim
n→∞
Ez[ν̂z;n(t)] = ν̂(t). (2.3)
First notice that
ν̂z,n(t) :=
∫
∞
0
eixtνz,n(t)dx =
1
k(z)− 1
k(z)∑
j=2
eit(ℓj−ℓj−1), (2.4)
where z = bℓ1 + · · ·+ bℓk(z). Therefore
Ez[ν̂z,n(t)] =
1
|In|
bc2n+d2−1∑
z=bc1n+d1
1
k(z)− 1
k(z)∑
j=2
eit(ℓj−ℓj−1). (2.5)
Lemma 2.2. We have
lim
n→∞
1
|In|
bc2n+d2−1∑
z=bc1n+d1
(
(k(z)− 1)− µn
(k(z)− 1)µn
) k(z)∑
j=2
eit(ℓj−ℓj−1) = 0. (2.6)
Proof. We break into cases based on how far away k(z) is from the mean. For 0 < δ < 1/2
In(δ) := {z ∈ In : k(z) ∈ [µn − (cvarn)
1/2, µn + (cvarn)
1/2]} (2.7)
Case 1: Let z ∈ In(δ). Thus k(z) is close to µn. As k(z) ≪ n
1
|In|
bc2n+d2−1∑
z=bc1n+d1
z∈In(δ)
(
(k(z)− 1)− µn
(k(z)− 1)µn
) k(z)∑
j=2
eit(ℓj−ℓj−1) ≪
1
|In|
bc2n+d2−1∑
z=bc1n+d1
n1/2+δ
n2
k(z)∑
j=2
eit(ℓj−ℓj−1)
≪
|In|n
n3/2−δ|In|
= n−1/2+δ, (2.8)
where the last line follows because k(z)≪ n.
Case 2: Let k(z) /∈ In(δ). By Gaussianity, for sufficiently large n, the probability that
z ∈ In is in this case is essentially
2
∫
c
1/2
var n1/2+δ
e−t
2/2b2ndt≪ e−n
2δ/2. (2.9)
3
Therefore the number of integers z ∈ In \ In(δ) is essentially |In|e
−n2δ/2. Thus
1
|In|
bc2n+d2−1∑
z=bc1n+d1
z /∈In(δ)
(
(k(z)− 1)− µn
(k(z)− 1)µn
) k(z)∑
j=2
eit(ℓj−ℓj−1) ≪
1
|In|
· |In|e
−n2δ/2 · n = ne−n
2δ/2, (2.10)
which tends to zero as n→∞ and proves the claim. 
Through a similar argument we have
Lemma 2.3.
lim
n→∞
1
|In|
bc2n+d2−1∑
z=bc1n+d1
(
(k(z)− 1)2 − µ2n
(k(z)− 1)2µ2n
)k(z)∑
j=2
eit(ℓj−ℓj−1)
2 = 0. (2.11)
Proposition 2.1 now follows.
Proof of Proposition 2.1. By Lemma 2.2, we replace 1
k(z)−1
with 1
µn
with negligible error:
Ez[ν̂z,n(t)] =
1
|In|
bc2n+d2−1∑
z=bc1n+d1
1
k(z)− 1
k(z)∑
j=2
eit(ℓj−ℓj−1) =
1
|In|µn
bc2n+d2−1∑
z=bc1n+d1
k(z)∑
j=2
eit(ℓj−ℓj−1) + o(1)
=
1
|In|µn
c2n+d2−1∑
g=0
c2n+d2−g∑
j=1
Xj,j+g(n)e
itg + o(1) =
c2n+d2−1∑
g=0
Pn(g)e
itg + o(1),
(2.12)
with the last equality follows by definition. Then
lim
n→∞
Ez [ν̂z,n(t)] = lim
n→∞
(
c2n+d2−1∑
g=0
Pn(g)e
itg + o(1)
)
=
∞∑
g=0
P (g)eitg = ν̂(t), (2.13)
which completes the proof. 
Proposition 2.4. We have
lim
n→∞
Varn(t) := lim
n→∞
Ez[(ν̂z,n(t)− ν̂n(t))
2] = 0. (2.14)
Proof. Note that
Varn(t) := lim
n→∞
Ez [(ν̂z,n(t)− ν̂n(t))
2] = Ez[ν̂z,n(t)
2]− ν̂n(t)
2. (2.15)
We show that limn→∞ Ez[ν̂z,n(t)
2] differs from
ν̂(t)2 =
∞∑
g1=0
P (g1)e
itg1
∞∑
g2=0
P (g2)e
itg2 =
∑
g1,g2
P (g1)P (g2)e
it(g1+g2) (2.16)
4
by o(1). Let g1 and g2 be two arbitrary gaps starting at the indices j1 ≤ j2. We have
Ez[ν̂z,n(t)
2] =
1
|In|
bc2n+d2−1∑
z=bc1n+d1
1
(k(z)− 1))2
k(z)∑
r=2
eit(ℓr(z)−ℓr−1(z))
k(z)∑
w=2
eit(ℓw(z)−ℓw−1(z))
=
1
|In|
1
µn
2 ∑
j1<j2
g1,g2
Xj1,j1+g1,j2,j2+g2(n)e
itg1eitg2 +
∑
j1,g1
Xj1,j1+g1(n)e
2itg1
+ o(1).(2.17)
The last line follows by Lemma 2.3 (the 2 is from j1 < j2). The diagonal term doesn’t
contribute to the limit as the denominator is of order n2|In| and
∑
j1,g1
Xj1,j1+g1(n)e
2itg1 is
of order n|In|. Using the second condition from Theorem 1.1 gives limn→∞Varn(t) = 0. 
Proof of Theorem 1.1. Lévy’s criterion (see [FG]) states that if a sequence of random vari-
ables {Rn} whose characteristic functions {φn} converge pointwise to φ, where φ is the
characteristic function of some random variable R, then the random variables Rn converge
to R in distribution. In our case, Propositions 2.1 and 2.4 along with Chebyshev’s Theorem
ensure that for any ε > 0, almost all of the characteristic functions ν̂z,n(t) are within ε of
ν̂(t). Thus we can take a subset of z ∈ In where the individual gap measure of each z
converge to the average measure as n tends to infinity and almost all z ∈ In are chosen. 
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