Abstract. This paper presents a new finite mixture model based on the Multinomial Dirichlet distribution (MDD). For the estimation of the parameters of this mixture we propose an unsupervised algorithm based on the Maximum Likelihood (ML) and Fisher scoring methods. This mixture is used to produce a new texture model. Experimental results concern texture images summarizing and are reported on the Vistex texture image database from the MIT Media Lab.
Introduction
Scientific pursuits and human activity in general generate data. These data may be incomplete, redundant or erroneous. Statistical pattern recognition methods are particularly useful in understanding the patterns present in such data. The finite mixture densities appears as the fundamental model in areas of statistical pattern recognition. A mixture model consists of multiple probability density function (PDFs) . The PDFs are called components densities of the mixture and are chosen to be Gaussian in the majority of cases. The Gaussian mixture is not the best choice in all applications, however, and it will fail to discover true structure where the partitions are clearly non-Gaussian [14] . In [4] we have shown that the Dirichlet distribution can be a very good choice to overcome the disadvantages of the Gaussian. In this paper, we present another distribution based in the Dirichlet and the multinomial distributions which we call the MDD (Multinomial Dirichlet Distribution). We prove, through a novel texture model, that the MDD is very efficient to model discrete data (vectors of counts) for them the Gaussian is not an appropriate choice. In order to solve the problem of MDD mixture parameters estimation, we propose an algorithm based on the Fisher scoring method and we use an entropy-based criterion to determine the number of components. The paper is organized as follows. The next section describes the MDD mixture in details. In section 3, we propose a method for estimating the parameters of this mixture. In section 4, we present a way of initializing the parameters and give the complete estimation algorithm. Section 5 is devoted to experimental results. We end the paper with some concluding remarks.
then [4] :
We call this density the MDD (Multinomial Dirichlet Distribution). A MDD mixture with components is defined as : population. In the following developments, we use the notation
Maximum Likelihood Estimation
The problem of estimating the parameters which determine a mixture has been the subject of diverse studies [5] . During the last two decades, the method of maximum likelihood (ML) has become the most common approach to this problem. Of the variety of iterative methods which have been suggested as alternatives to optimize the parameters of a mixture, the one most widely used is Expectation Maximization (EM). EM was originally proposed by Dempster et al. [6] for estimating the Maximum Likelihood Estimator (MLE) of stochastic models. This algorithm gives us an iterative procedure and the practical form is usually simple. But, it suffers from the following drawback: the need to specify the number of components each time. In order to overcome this problem, criterion functions have been proposed, such as the Akaike Information Criterion (AIC) [8] , Minimum Description Length (MDL) [9] and Schwartz's Bayesian Inference Criterion (BIC) [7] . A maximum likelihood estimate associated with a sample of observations is a choice of parameters which maximizes the probability density function of the sample. Thus, with ML estimation, the problem of determining becomes:
with the constraints: which are independent, we can write:
Replacing equations 1 and
2
, we obtain:
In order to automatically find the number of components needed to model the mixture, we use an entropy-based criterion previously used in the case of Gaussian mixtures [10] . Thus, the first term in Eq. 10 is the log-likelihood function, and it assumes its global maximum value when each component represents only one of the feature vectors. The last term (entropy) reaches its maximum when all of the feature vectors are modeled by a single component, i.e., when
for some v and . The algorithm starts with an over-specified number of components in the mixture, and as it proceeds, components compete to model the data. The choice of " is critical to the effective performance of the algorithm, since it specifies the tradeoff between the required likelihood of the data and the number of components to be found. We choose " to be the ratio of the first term to the last term in Eq. 10 of each iteration , i.e.,
We will now try to resolve this optimization problem. To do so, we must determine the solution to the following equations:
In order to estimate the c parameters we will use Fisher's scoring method. This approach is a variant of the Newton-Raphson method. The scoring method is based on the first, second and mixed derivatives of the log-likelihood function. Thus, we have computed these derivatives [4] . During iterations, the` can become negative. In order to overcome this problem, we reparametrize, setting` ¡ , where " is an unconstrained real number. Given a set of initial estimates, Fisher's scoring method can now be used. The iterative scheme of the Fisher method is given by the following equation [11] :
Algorithm
In order to make our algorithm less sensitive to local maxima, we have used some initialization schemes including the Fuzzy C-means [13] and the method of moments (MM) [4] . Thus, our initialization method can be summed up as follows: INITIALIZATION Algorithm 1. Apply the Fuzzy C-means to obtain the elements, covariance matrix and mean of each component. With this initialization method in hand, our algorithm for estimating a Dirichlet mixture can be summarized as follows: MDD MIXTURE ESTIMATION Algorithm
, go to 3. 6. If the convergence test is passed, terminate, else go to 3.
The convergence tests could involve testing the stabilization of the m or the value of the maximum likelihood function.
Application: Texture Modeling
Texture analysis and modeling is an important component in image processing and is fundamental to many applications areas including industrial automation, remote sensing, and biomedical image processing. Texture is essentially a neighborhood property. Recent work by Tuceryan and Jain provides a comprehensive survey of most existing structural and statistical approaches to texture [1] . One of the most established method for texture modeling is the Spatial Gray Level method which was proposed by Haralick [2] . It's based on the estimation of the joint probability functions of two picture elements in some given relative position (cooccurrence matrices). The cooccurrence matrices are mostly used as intermediate feature and dimensionality reduction is performed in computing features of the types described in [3] . The main drawbacks to using cooccurrence matrices is the large memory requirement for storing them and the difficulty to use them for statistical approaches because of their numerical nature. In the following, we will use
As is a vector of frequencies, the " # % cooccurrence matrices can be modeled by a mixture of MDD. With this model in hand, we use it for two experiments: texture images summarizing and retrieval.
Texture Images Summarizing
Automatic texture images summarizing is an important problem in image processing applications. In the texture images summarizing problem, an image is known to contain data from one of a finite number of texture classes, and it is desired to assign the image to the correct class on the basis of measurements made over the entire image. This application is very important especially in the case of content-based image retrieval. Summarizing the database simplifies the task of retrieval by restricting the search for similar images to a smaller domain of the database. Summarization is also very efficient for browsing. Knowing the categories of images in a given database allows the user to find the images he is looking for more quickly [12] . A block diagram outlining our approach to solve the texture summarizing problem is shown in Fig. 1 . The inputs to the classifier are images from a finite number of texture classes. These images are separated into the unknown or test set of images, whose texture class is unknown, and the training set of images, whose texture class is known. The training set is necessary to adapt the classifier to each possible texture class before the unknown set is applied to the classifier. All the input images are passed through the cooccurrence matrices computing stage and then the mixture's parameters estimation stage in which these cooccurrence matrices are modeled as an MDD mixture (we use
¡ x
). After this stage every texture class is represented by a MDD mixture. Finally, the classification stage uses mixtures estimated on the unknown images to determinate which texture class is present. In fact, the estimated mixture is compared to the trained ones by using the ¡ D distance for the densities defined by:
Where and index respectively an MDD mixture of a texture image to be classified (
) and an MDD mixture obtained from training and which represents a texture class (
). Then, the classification will be performed by using this rule: the image is assigned to class . For the results in this paper, we use the Vistex texture database obtained from the MIT Media Lab. In our experimental framework, each of the 512 image" contributes 64 images to our database, ideally all the 64 images should be classified in the same class. In the experiment, six homogeneous texture groups, "bark", "fabric", "food", "metal", "water" and "sand" were used to create a new database. A database with 1920 images of size 64 64 pixels was obtained. Four images from the bark, fabric and metal texture groups were used to obtain 256 images for each of these categories, and 6 images from the water, food and sand were used to obtain 384 images for this category. Examples of images from each of the categories are shown in Fig. 2 . After computing the cooccurrence matrices, each category of images will be modeled by a MDD mixture. Table 1 gives the parameters of these mixtures when we consider 8 displacements. The confusion matrix of the texture images classification is given in table 2. In this confusion matrix, the cell Table 3 shows the confusion matrix when Gaussian mixtures is used (81 misclassified image, i.e an accuracy of 95.79). From the tables, we see that the performance of the MDD mixture is better. After the database was summarized, we conducted another experiment designed to retrieve images similar to a query.
Texture Images Retrieval
To retrieve images that are similar to a query two-step sequence is followed. First, the the query to each representative images of the different categories. The same distance measure was used in the second step to determine the similarity between the query and the elements within the two closest components. The best images were then retrieved, where depending on the experiment. To measure the retrieval rates, each image was used as a query and the number of relevant images among those that were retrieved was noted. Precision and Recall, which are the measures most commonly used by the information retrieval community, was then computed using Eq. 20 and Eq. 21. These measures was then averaged over all the queries. Table 3 . Confusion matrix for image classification by using texture features from cooccurrence matrices and Gaussian mixture.
As each 512 512 images from the Vistex gives 64 images to our database, given a query image, ideally all the 64 images should be retrieved and are considered to be relevant. Table 4 and table 5 Table 4 . Precision obtained for the texture database.
Conclusion
In this paper, we have introduced a new mixture based on the Dirichlet and the multinomial distributions. We estimated the parameters of this mixture using the maximum likelihood and Fisher scoring methods. The experiments involved a new texture model and its application to texture image databases summarizing for efficient retrieval. A comprehensive performance evaluation of the model is given using a large number of texture images and a comparison to other model. The MDD mixture is currently used in a lot of other applications which involve discrete data or cooccurrence matrices such as textmining, Webmining and E-mail segmentation.
