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About
Elements of Scheduling
collected and edited by Jan Karel Lenstra and David B. Shmoys
This website presents the fragments of a book on machine scheduling. Work on
the book started in 1977 but was never completed. The existing material is now
made available for teaching purposes.
In the winter of 1976, Alexander Rinnooy Kan and Jan Karel Lenstra defended
their PhD theses at the University of Amsterdam. Gene Lawler was on their
committees. It was a natural idea to turn the theses into a textbook on schedul-
ing. They set out to compile a survey with Ron Graham (1979), but progress
on the book was hampered by the many research opportunities offered by the
field. After David Shmoys joined the team in the mid 1980’s, several chapters
were drafted, and the survey was rewritten (1993). Gene passed away in 1994.
Colleagues were asked to contribute chapters or to complete existing drafts.
However, by the turn of the century the project was losing its momentum, and
finite convergence to completion fell beyond our reach.
Over the years, several chapters have been used in the classroom. We continue to
receive requests from colleagues who look for a text on the elements of scheduling
at an advanced undergraduate or early graduate level. What exists is now
available on this website. We have made a marginal effort in patching it up at
some places but essentially put it up as it was written long ago. We did make
an attempt to include most of the citations in the bibliography.
We owe many thanks and apologies to our colleagues who contributed chapters
that waited years to be published. We hope that the material, in spite of all the
gaps and omissions that the reader will encounter, will serve a useful purpose.
The help of Michael Guravage (Centrum Wiskunde & Informatica) and Shijiin
Rajakrishnan (Cornell University) in formatting the chapters and realizing the
website is gratefully acknowledged.
Below we review the status of each of the chapters and provide pointers to the
pdf files.
PRELIMINARIES
1. Deterministic machine scheduling problems
Eugene L. Lawler, Jan Karel Lenstra, Alexander H.G. Rinnooy Kan, David B.
Shmoys
Chapter 1 defines the class of scheduling problems under consideration and
introduces the three-field classification. Notes and references are up to date
until about 1990.
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2. Tools from algorithms and complexity theory
David P. Williamson
Chapter 2 reviews the tools and concepts from combinatorial optimization that
are useful in designing scheduling algorithms: linear programming, network
flows, dynamic programming, polynomial-time solvability, NP-hardness, and
techniques for coping with NP-hardness. Notes and references are up to date
until about 1997.
THE SINGLE MACHINE
3. Minmax criteria
Eugene L. Lawler, Jan Karel Lenstra, David B. Shmoys
Chapter 3 considers two optimality criteria in a number of settings. For mini-
mizing maximum cost, the focus is on polynomial-time optimization. For min-
imizing maximum lateness, the full spectrum of polynomial-time optimization,
approximation and branch-and-bound is covered. Notes and references are up
to date until 1992.
4. Weighted sum of completion times
Eugene L. Lawler, Maurice Queyranne, Andreas S. Schulz, David B. Shmoys
Chapter 4 centers around Smith’s ratio rule. It follows two threads of work: the
extension of the rule to other objective functions and various kinds of precedence
constraints, and the design of approximation algorithms for NP-hard variants
with general precedence constraints or release dates. Notes and references cover
work up to 2006.
5. Weighted number of late jobs
Eugene L. Lawler
Chapter 5 deals with various problems with the objective of minimizing the
unweighted or weighted number of late jobs, with dynamic programming as a
leitmotiv. Notes and references are up to date until about 1990.
6. Total tardiness and beyond
A draft describing the branch-and-bound methods of the 1970’s was made ob-
solete by later developments and never rewritten.
7. Nonmonotonic and multiple criteria
This is another blank spot.
PARALLEL MACHINES
8. Minsum criteria
Eugene L. Lawler
Chapter 8 is a fragmented text, focusing on polynomial-time and pseudopolynomial-
time optimization and providing pointers to results on NP-hardness, approxi-
mation and branch-and bound. Notes and references are up to date until about
1990.
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9. Minmax criteria, no preemption
David B. Shmoys, Jan Karel Lenstra
Chapter 9 is about the design and performance analysis of approximation algo-
rithms, including impossibility results and a brief excursion into probabilistic
analysis. Notes and references are up to date until 1992.
10. Minmax criteria with preemption
Eugene L. Lawler, Charles U. Martel
Chapter 10 again focuses on polynomial-time optimization, using techniques
ranging from the wrap-around rule to linear programming. Notes and references
are up to date until 1990.
11. Precedence constraints
This is the most glaring omission.
MULTI-OPERATION MODELS
12. Open shops
Gerhard J. Woeginger
Chapter 12 is based on a paper that was written for the 35th Symposium on
Theoretical Aspects of Computer Science (2018). It deals with the minimization
of makespan in nonpreemptive open shops. A pivotal role is played by a vector
sum theorem of Steinitz (1913). Many open problems are listed. References are
up to date until 2018.
13. Flow shops
Jan Karel Lenstra, David B. Shmoys
Chapter 13 discusses the design of approximation algorithms using Johnson’s
2-machine flow shop algorithm and the vector sum theorem, and briefly reviews
the empirical performance of heuristics. The literature on branch-and-bound
and on flow shops with no wait in process or limited buffers is not covered.
Notes and references cover work up to 1990.
14. Job shops
Johann L. Hurink, Jan Karel Lenstra, David B. Shmoys
Chapter 14 consists of three sections, presenting the disjunctive graph model,
heuristics based on schedule construction and local search, and an approxima-
tion result based on the vector sum theorem. The many detailed complexity
results for special cases and the advances in branch-and-bound are not covered.
References are up to date until 2001.
MORE SCHEDULING
15. Stochastic scheduling models
Michael L. Pinedo
Chapter 15 gives an overview of stochastic counterparts of the models considered
in Chapters 3–14. Notes and references are missing.
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16. Scheduling in practice
Michael L. Pinedo
Chapter 16 describes a diversity of practical applications of machine schedul-
ing and discusses various aspects of scheduling systems. Figures, notes and
references are missing.
BIBLIOGRAPHY
The bibliography consists of the literature cited in the 1993 survey, supple-
mented with the references in Chapters 1–5, 8￿10, 12￿14. Citations are collected
in bibliographic notes at the end of each chapter, with the exception of Chapters
12 and 14, where they occur in the main text.
The reader can download the surveys by Graham, Lawler, Lenstra, and Rinnooy
Kan [1979] and Lawler, Lenstra, Rinnooy Kan, and Shmoys[1993], and a paper
in memory of Gene Lawler by Lenstra [1998].
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Deterministic Machine
Scheduling Problems
Eugene L. Lawler
University of California, Berkeley
Jan Karel Lenstra
Centrum Wiskunde & Informatica
Alexander H.G. Rinnooy Kan
University of Amsterdam
David B. Shmoys
Cornell University
Scheduling theory is something of a jungle, encompassing a bewildering variety of
problem types. In this book we shall be concerned with only a limited variety of
the animals in this jungle, namely those which are deterministic machine scheduling
problems. With the right techniques, some of these animals are easily domesticated.
But others are quite intractable and submit to the taming techniques of combinatorial
optimization with great difficulty. Before learning how to train these animals, we
must be able to identify them and describe them. That is the purpose of this chapter.
1
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2 1. Deterministic Machine Scheduling Problems
1.1. Machines, jobs, and schedules
The number of pans to be heated in the preparation of a gourmet dinner exceeds the
number of burners available. More ships are in a harbor than there are quays for
unloading them. Tasks assigned to a multiprogrammed computer system compete
for processing on a timesharing basis. Planes requesting permission to use an airport
runway are assigned places in a queue. Jobs in a job shop contend for processing by
various machines.
Each of these situations suggests a problem in which limited resources must be al-
located over time to a set of activities. Adopting the terminology of the job shop, the
resources can be described as machines and the activities as jobs. Pans, ships, tasks
and planes can be thought of as jobs, and burners, quays, central processing units
and runways as machines. Generally speaking, such problems involving machines
and jobs are in the domain of machine scheduling theory.
Thus every instance of a scheduling problem involves a set of m machines
M1;M2; :::;Mm, comprising the machine environment, and a set of n jobs J1;J2; :::;Jn,
each requiring processing by one or more of the machines. As we shall explain more
precisely later on, jobs have fixed processing requirements, which determine how
long they must be processed. A processing requirement does not change in time and
is unaffected by when the processing of a job is performed or by when the processing
of other jobs occurs.
Also, as we shall describe, there may be constraints, in the form of release dates
and deadlines, on the time period in which a given job is available for processing.
There may be precedence constraints on the order in which jobs are processed. And
one may allow preemption, or interruptions in the processing of jobs. But whatever
the nature of these job characteristics, it is always understood that at any given point
in time no machine can process more than one job and no job can be processed by
more than one machine.
In this book we shall deal with only deterministic scheduling problems, in which
all data are known precisely. There will be no uncertainty about the processing re-
quirements of the jobs or about the other job characteristics, which are all known in
advance of scheduling. Otherwise, we would be dealing with stochastic scheduling
problems, which would involve us in probability theory and, most particularly, with
queueing theory rather than combinatorial optimization. In Chapter 15, we provide
a small taste of stochastic scheduling.
The output of a scheduling procedure is a schedule, which specifies exactly what
job, if any, each machine works on at each point in time. A schedule can be rep-
resented by a Gantt chart, a device employed by managers and industrial engineers
since the First World War. In the chart shown in Figure 1.1, the horizontal axis in-
dicates time and each band is identified with a machine. The intervals in which a
machine is assigned to no job are shaded; such periods are known as idle time.
Some schedules are better than others, and we seek to find a best schedule with
respect to a specified optimality criterion. In any schedule there is a well defined
completion time C j for each job J j, the time at which it is last processed. A value
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Figure 1.1. Gantt chart.
F(C1;C2; :::;Cn) is assigned to each possible schedule, and our goal is to find a sched-
ule for which this value is minimized. We shall only be concerned with optimality
criteria for which the function F is monotonic. That is:
if C j C0 j( j = 1; :::;n); then F(C1; :::;Cn) F(C01; :::;C0n): (1.1)
Now that we know something about what all the machine scheduling problems we
shall deal with have in common, it is time to proceed with a systematic description
and classification of problem types. As we shall elaborate in the remainder of this
chapter, our description is based on three components: machine environment, job
characteristics, and optimality criterion. Unless stated otherwise, all numerical data
used in specifying a problem instance will be assumed to be integral.
1.2. Single machines and parallel machines
Every machine scheduling problem has a specified environment of m machines Mi
(i= 1; :::;m) and a specified set of n jobs J j ( j = 1; :::;n), requiring processing by the
machines. For each J j there is a specified processing requirement p j( j = 1; :::;n).
(Later, in multi-operation models, we shall have a processing requirement for each of
the separate operations comprising a job.) Recall that the processing requirement is
independent of when the job is processed in a schedule. In particular, the processing
requirement does not depend on the identity of the jobs that precede it and follow it.
This means that we do not allow for the possibility of sequence dependent setup and
change-over times. To do so would take us into the realm of the traveling salesman
problem, which we now should like to avoid; see Exercise 1.1.
On occasion, we shall consider problems in which the processing requirements
can take on only a restricted set of values. The simplest such case is that in which
each p j = 1. Clearly, imposing such a constraint can only make a problem easier to
solve. Hence a unit-time scheduling problem is a specialization of the problem with
general processing requirements, in that any solution prodedure for the latter can be
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used to solve the former. Ordinarily, we shall make the following assumption:
Processing requirements are arbitrary nonnegative integral values. (1.2)
Condition (1.2) is an assumption that we shall make by default about any given
problem, unless we explicitly state otherwise. Other default assumptions about job
characteristics are:
All jobs are available for processing at time 0, but not before. (1.3)
(All jobs have release dates equal to 0.)
It is feasible to process any job at any time after time 0. (1.4)
(There are no deadlines.)
No constraints are imposed on the order in which jobs may be processed. (1.5)
(Jobs are independent; there are no precedence constraints.)
Once a machine begins processing a job, it must process it to completion. (1.6)
(Scheduling is nonpreemptive.)
The simplest machine environment is simply that of a single machine (m = 1),
which is the subject of Chapters 3–7 of this book. Here the processing requirement
p j simply indicates the amount of time for which the single machine must process
job J j.
Because of assumption (1.6), there is a well-defined sequence in which the jobs
are processed in any given schedule, with each job in the sequence being completed
before the next job is started. There are clearly an infinite number of schedules for the
same sequence. But for any given sequence of the jobs, there is a unique best sched-
ule in which the completion time of each and every job is as early as it is in any other
schedule for the same sequence. We call this a left-justified schedule. For example, if
the jobs are processed in the sequence J1;J2; :::;Jn, it is obtained by processing J1 in
the time interval [0; p1], J2 in [p1; p1+ p2]; :::; and Jn in [p1+ :::+ pn 1; p1+ :::+ pn].
It follows from the monotonicity condition (1.1) that if any schedule for this sequence
is optimal, this one is. Thus the single-machine scheduling problem reduces to a se-
quencing problem   that of determining which one of n! possible sequences yields
a schedule that is best with respect to the given optimality criterion.
The single-machine environment is a special case of identical parallel machines.
In the case of this machine environment, a job may be performed on any one of the
m 1 available machines and each machine Mi requires the same time p j to process
job J j. A computing center with m identical computers provides an example of such
a machine environment.
More generally, the m parallel machines may have different speeds si  0 (i =
1; :::;m), with Mi requiring p j=si time units to perform J j. These are known as
uniform parallel machines. A computer center with m computers, fully compatible
and identical in all essential characteristics except for speed, provides an example of
such a machine environment. Note that identical parallel machines are a special case
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of uniform parallel machines, in that it is understood that si = 1 for each Mi.
A still more general case of parallel machines is that of unrelated parallel ma-
chines, in which there are mn specified parameters si j  0 (i = 1; :::;m; j = 1; :::;n),
with Mi requiring p j=si j time units to perform J j. A computer center with m dif-
ferent computers, some good for certain tasks and less good for others, provides an
example of such a machine environment. Identical, uniform and unrelated parallel
machines are the subject of Chapters 8–11 of this book.
Note that the unit-time restriction does indeed provide meaningful specializations
of identical and uniform parallel machine problems. However, in the case of unre-
lated parallel machines, the specialization is bogus: every unrelated parallel machine
problem with arbitrary processing requirements p j and speeds si j is equivalent to a
unit-time problem with p0 j = 1 and s0i j = si j=p j. Unrelated parallel machine prob-
lems are in general much more difficult than identical and uniform machine problems
and demand very different solution techniques. They also have a close relation with
the multi-operation models we shall describe in Chapters 12–14, and some discus-
sion of unrelated parallel machines is deferred to Chapters 8–11.
Again, because of condition (1.6), each schedule for a set of parallel machines
provides a well-defined sequence in which the jobs are processed by any given ma-
chine. By carrying out the same kind of analysis we did for single machines, we see
that parallel machine scheduling also reduces to a sequencing problem of sorts: we
need consider only left-justified schedules, and there are as many of those as there are
ways to assign the n jobs to the m machines and to sequence the jobs assigned to each
of the machines. As we see in Exercise 1.2, there are exactly (n+m 1)!=(m 1)!
possibilities in the case of m distinct machines.
Exercises
1.1. The legendary traveling salesman has to leave his home city and visit each of
n 1 other cities exactly once, returning home at the end of his tour. He seeks to find
a tour of minimum total length, given that the distance from city j to city k is a known
positive value c jk. Formulate the problem as a single-machine sequencing problem
with n+1 jobs, where the time p jk required to perform a given job Jk depends upon
the identity of the job J j that precedes it. The objective should be to find a sequence
of jobs that minimizes the total length of the schedule.
1.2. Show that there are (n+m  1)!=(m  1)! ways to assign n jobs to m distinct
machines and to sequence the jobs for each machine. (Hint: How many ways are
there to permute a set of n+m 1 objects, n of which are distinct and m 1 of which
are identical?) How many possibilities are there if there are mi identical machines of
each of k different types (where åki=1 mi = m )?
1.3. Release dates, deadlines, and precedence constraints
We have spoken of unit-time problems (all p j = 1 ) as specializations that are ob-
tained by departing from our default assumption (1.2). Now let us consider some
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generalizations that are obtained by departing from assumptions (1.3) and (1.4).
In (1.3) we assumed by default that all jobs are available for processing at time 0.
Rather than restricting ourselves to such a static model, we might like to examine a
dynamic model in which jobs are released for processing at various points in time.
Each job J j can have a release date r j  0 specified for it; in order for a schedule to
be feasible, it must satisfy the constraint that S j  r j, where S j is the starting time of
J j, the time at which it is first processed. We shall assume that all release dates are
given to us at the time we are to prepare a schedule. In practice, of course, this may
not be realistic since release dates may not be known with much certainty. Keeping
this in mind, we shall occasionally investigate to what extent a solution procedure
actually requires full information about release dates and processing requirements of
jobs that are to become available in the future. A scheduling procedure that at any
time t does not require information about the J j with r j > t is said to be on line or
real time.
Just as the starting time S j of J j may be constrained by a release date r j, its
completion time C j may be constrained by a deadline d¯ j with the requirement that
C j  d¯ j, contrary to the default assumption (1.4). As we shall see, the presence of
release dates and deadlines can only make problems more difficult to solve. How-
ever, any solution procedure that is effective for a scheduling problem with release
dates and deadlines can be applied to the same problem when they are not present.
So we are dealing with a strict generalization.
The observations we have made about the reduction of single and parallel ma-
chine scheduling problems remain valid under the imposition of release dates and
deadlines. For any sequence there is a unique left-justified schedule, in which each
job completion time is as early as in any other schedule consistent with the se-
quence. Thus, if J1; :::;Jn are to be processed by a certain machine in that or-
der, each job should begin processing as early as possible, subject to the comple-
tion of its predecessor: J1 should be processed in the time interval [S1;C1], where
S1 = r1 and C1 = S1 + p1, and J j should be processed in the interval [S j;C j], where
S j =maxfr j;C j 1g and C j = S j+ p j, for j= 2; :::;n. The difficulty is that a sequence
might be infeasible, because one or more of the completion times in this schedule
may violate a deadline.
Additional feasibility constraints may arise if the jobs are not independent but
related by precedence constraints, contrary to (1.5). For example, a sizeable project
like building a house may be broken down into a number of jobs, such as laying the
foundation, erecting the walls, building the roof, which must be done in a certain
order. If J j must precede Jk, then we write J j > Jk. This is interpreted as meaning
that J j must be completed before Jk is started: C j  Sk.
If precedence constraints exist, it is convenient to represent them by means of a
precedence digraph G, with vertices 1; :::;n corresponding to jobs. The existence of
an arc ( j;k) implies that J j ! Jk. The number of arcs directed out of (into) a given
vertex is said to be the outdegree (indegree) of the vertex. In order for the precedence
constraints to be consistent, G must be acyclic, i.e., contain no directed cycles.
A digraph can be represented by its adjacency matrix A = (a jk), where a jk = 1 if
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( j;k) is an arc and a jk = 0 otherwise. As is well known, a digraph is acyclic if and
only if it is possible to number its vertices in such a way that each arc in the digraph
extends from a lower numbered vertex to a higher numbered one. It follows that,
for an appropriate numbering of the vertices, the adjacency matrix of a precedence
digraph is upper triangular, with all 1’s above the main diagonal.
A digraph is said to be transitive if the existence of arcs ( j;k) and (k; l) implies
the existence of an arc ( j; l). The transitive closure of a digraph G is the digraph G0
obtained from G by adding all arcs missing from G that are implied by transitivity. It
is easy to see that the transitive closure of any digraph is unique. On the other hand,
G0 is said to be a transitive reduction if G0 can be obtained from G by successively
removing arcs that are implied by transitivity until no more such arcs remain. In gen-
eral, a digraph may have several transitive reductions, resulting from various choices
in the successive arcs that are removed. For acyclic digraphs this is not the case; as
we will see in Exercise 1.3, the transitive reduction of an acyclic digraph is unique.
There are various restricted classes of precedence constraints that we shall want
to consider (cf. Figure 1.2 ). We say that precedence constraints are in the form of
chains if they can be represented by a (transitively reduced) digraph in which each
vertex has indegree at most 1 and outdegree at most 1. Chain-type precedence con-
straints are a special case of intree constraints and of outtree constraints, which can
be represented by (transitively reduced) digraphs in which each vertex has outdegree
at most 1 and indegree at most 1, respectively.
Suppose a widget is to be assembled from its component parts. One job is to
bolt parts A and B together to form subassembly C, another is to fit parts D, E and
F together to form subassembly G. After this is done, there is the job of putting
subassemblies C and G together to form a larger subassembly H, and so on. It is
readily seen that the jobs in this assembly process are related by intree precedence
constraints. Similarly, the jobs involved in disassembly are related by outtree con-
straints.
More generally, we shall simply say that precedence constraints are tree con-
straints if they are either intree or outtree constraints. That is, the class of tree di-
graphs is the union of the classes of intree and outtree digraphs, whereas the class
of chain digraphs is their intersection. Later on, in Chapter 5, we shall define a still
more general class of precedence constraints, called series-parallel.
Note that our observations about the reduction of single-machine scheduling prob-
lems to sequencing problems remain essentially valid, even if release dates, deadlines
and precedence constraints are all imposed. It is just that certain sequences may be
infeasible because they violate precedence constraints. And some of the sequences
that are consistent with the precedence constraints may be infeasible because dead-
lines are violated, even when each successive job in the sequence is scheduled to
start as early as possible. See Exercise 1.4.
Exercises
1.3. (a) Give an example of a digraph that has more than one transitive reduction.
(Three vertices suffice.)
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Figure 1.2. Several types of precedence constraints
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(b) Show that the transitive reduction of an acyclic digraph is unique.
1.4. We have seen in Exercise 1.2 that we may limit our search for the solution to
a parallel machine scheduling problem to the (n+m  1)!=(m  1)! possible ways
in which it is possible to assign jobs to machines and to sequence the jobs assigned
to each machine. Some of these possibilities may be infeasible because they violate
precedence constraints.
(a) Show that precedence constraints are not necessarily satisfied if they are indepen-
dently satisfied by each of the m sequences of jobs that are to be performed by the
machines.
(b) Show that, if a given set of m sequences of jobs on machines satisfies the prece-
dence constraints, left-justification yields a unique best schedule, in which each job
completion time is as early as it is in any other schedule consistent with the se-
quences.
1.4. Preemption
Up to this point we have considered only nonpreemptive scheduling, in accord with
default condition (1.6). Sometimes it is realistic to permit preemption or job splitting.
If preemption is allowed, we will take that to imply that the processing of a job may
be interrupted arbitrarily often and resumed at a later time on the same machine, or
in the case of parallel machines at any time on a different machine. We assume there
is no cost or loss of efficiency associated with preemption. All that matters is that
the total processing requirement of a job be satisfied. Thus in the most general case
of unrelated parallel machines, if xi j is the total amount of time that Mi processes J j,
then it is necessary that
m
å
i=1
si jxi j = p j for j = 1; :::;n:
An obvious example of preemption is timesharing by jobs in a multiprogrammed
computer system. In this case, the overhead involved in job swapping is nonneglible.
But it is relatively small compared with the total amount of actual processing done,
and for the purpose of scheduling it is not unreasonable to ignore this overhead.
Every feasible nonpreemptive schedule is, of course, also a feasible schedule
when preemption is permitted. And there are scheduling problems for which there
is no advantage to preemption, in the sense that there always exists a nonpreemptive
schedule as good as any schedule involving preemption. For example, there is no
advantage to preemption in a single-machine problem in which all release dates are
0; see Exercise 1.5. On the other hand, a problem may be such that no feasible non-
preemptive schedule exists, even though there are many feasible preemptive ones;
see Exercise 1.6.
It follows that preemptive scheduling problems are not simply sequencing prob-
lems: optimization may require a search over a much larger number of possible
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schedules. There is no general rule for predicting whether the nonpreemptive ver-
sion of a problem is either easier or harder than the preemptive version of the same
problem. And certainly one cannot make a general statement that a nonpreemptive
optimization procedure can be applied to solve a preemptive problem, or vice versa.
Thus permitting preemption neither generalizes nor specializes the default assump-
tion (1.6).
In general, it is a difficult problem to find, from among all optimal preemptive
schedules, a schedule with the smallest possible number of preemptions. However,
we shall be interested in keeping the number of preemptions down to a small number,
in spite of our assumption that they have no cost. From a practical point of view this
makes evident sense.
In the case that preemption is permitted, we will not consider the specialization to
unit processing requirements. The reason for this is simply that preemptive unit-time
models tend to be rather artificial and have not spawned any results of independent
interest.
Exercises
1.5. Prove that there is no advantage to preemption in any single-machine problem in
which all release dates are 0. Specifically, show that any feasible preemptive sched-
ule with completion times C j can be modified to obtain a feasible nonpreemptive
schedule with completion times C0 j with C0 j C j ( j = 1; :::;n).
1.6. Give an example of a single-machine problem with release dates and deadlines
in which all feasible schedules are preemptive.
1.5. Optimality criteria
As we have noted, each schedule is assigned a value F(C1; :::;Cn), depending only
on the job completion times, and we seek to find a feasible schedule for which this
value is minimized. It should also be noted that we may restrict our attention to left-
justified schedules: because of the monotonicity assumption (1.1), there will always
be such a schedule among the optimal ones.
We shall deal with functions F that result from cost functions f j assigned to
the individual jobs J j. We then distinguish between minmax problems, in which
F(C1; :::;Cn) is given by
fmax = max
j=1;:::;n
f j(C j);
and minsum problems, in which F(C1; :::;Cn) is given by
å f j =
n
å
j=1
f j(C j):
Both types of problems will be studied for general cost functions f j, as well as for a
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Figure 1.3. Four special choices of the cost function f j.
number of special choices (cf. Figure 1.3).
The simplest choice for f j is f j(C j) =C j( j = 1; :::;n). The minmax problem then
amounts to the minimization of maximum completion time Cmax = max j=1;:::;n C j.
Cmax is sometimes referred to as makespan or schedule length, since it represents the
time required to process all jobs. This is a very natural and, not surprisingly, by far
the most frequently encountered criterion.
The minsum problem in this case is to minimize total completion time åC j, an-
other natural choice. It is a special case of total weighted completion time åw jC j,
where the weight w j of job J j reflects its relative importance. If w j = 1=n for all j,
minimizing total weighted completion time reduces to minimizing mean completion
time, which is equivalent to simply minimizing åC j.
Now suppose each job J j is assigned a due date d j, which serves as a yardstick
by which the job completion cost is measured. A due date d j is quite distinct from
a deadline d¯ j. If C j > d¯ j, the schedule is infeasible. If C j > d j, the schedule is not
necessarily infeasible; it may just cost more. We say that J j is early if C j < d j and
late if C j > d j. A common cost function induced by due dates is lateness,
L j =C j d j:
For this choice, the minmax problem involves the minimization of maximum late-
ness Lmax = max j=1;:::;n L j, another popular criterion. Note that minimizing Cmax is
equivalent to minimizing Lmax in the special case that all due dates are 0. So Lmax is
a proper generalization of Cmax.
We could generalize the Lmax criterion by placing weights on the jobs. However,
the minimization of maximum weighted lateness seems neither particularly attrac-
tive nor useful, so we shall ignore that possibility. Moreover, so far as minimizing
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total weighted lateness is concerned, observe that åw jL j = åw jC j åw jd j. Since
åw jd j is a schedule-independent constant, åw jL j and åw jC j are equivalent, as
are åL j and åC j. It follows that we have no need to consider åw jL j and åL j as
separate criteria.
If J j is early, its lateness L j becomes negative. Sometimes a more realistic cost
function to consider is tardiness,
Tj = maxf0;C j d jg:
Tj becomes nonzero only if J j is actually late. As we will see in Exercise 1.8, sched-
ules that minimize Lmax also minimize Tmax. However, the converse is not true:
minimizing Tmax does not necessarily minimize Lmax. We shall not be concerned
with Tmax as a criterion.
Minimization of total tardiness åTj and total weighted tardiness åw jTj do pro-
vide interesting and challenging problems. Note that these criteria reduce to åC j
and åw jC j respectively if d j = 0 for all j.
Finally, we may be interested in a different sort of measure of success in meeting
due dates, in which we simply count the number of jobs that are late. In this case we
assign a unit penalty for each late job:
U j =

0 if C j  d j;
1 if C j > d j:
We shall consider both the minimization of the number of late jobs åU j and of the
weighted number of late jobs åw jU j.
Exercises
1.7. Suppose that, in scheduling a single machine, we are interested in minimizing
the total machine idle time prior to the completion of the last job. The minimization
of total idle time is clearly equivalent to the minimization of Cmax. For which parallel
machine environments is this observation also true?
1.8. (a) Prove that a schedule that minimizes Lmax also minimizes Tmax.
(b) Construct a left-justified single-machine schedule showing that the converse is
not true.
1.9. Prove that a schedule that minimizes Lmax also minimizes Umax.
1.10. Yet another cost function is earliness E j = d j C j. Do Emax and åE j satisfy
the monotonicity assumption (1.1)?
1.11. Consider the cost function depicted in Figure 1.4 and show that it can be ex-
pressed as an appropriately weighted sum of completion time and tardiness.
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Figure 1.4. Cost function for Exercise 1.11.
1.6. Multi-operation models
Let us now consider multi-operation models, the subject of Chapters 12–14 of this
book. In these models, each job J j consists of µ( j) operations O1 j;O2 j; :::;Oµ( j) j,
with the requirement that each operation Oi j must be performed on a specified ma-
chine Mi(i; j) (1 i(i; j) m) for an amount of time equal to its processing require-
ment pi j. No two of the operations of J j can be performed at the same time, and each
operation must be completed before J j is considered to be finished. The completion
time of a job is thus the maximum of the completion times of its operations.
In the case of the open shop model, each job J j has exactly m operations, and
each Oi j must be performed on Mi. That is, µ( j) = m and i(i; j) = i (i = 1; :::;m; j =
1; :::;n). There is no restriction on the order in which the operations of a given job
may be performed. As an example, consider a large automotive repair shop that is
divided into several smaller shops: an engine shop, a radiator shop, a body shop, etc.
A car is to have its engine tuned, its radiator repaired and its fender straightened. It is
unimportant in which order these operations are performed, but no two of them can
be carried out at the same time.
A flow shop is like an open shop except that the operations of each job J j must
be carried out in the same fixed sequence: first O1 j, then O2 j; :::; and finally Om j.
The completion time of J j is the completion time of Om j. A small print shop, with
a single typesetting machine, a single printing press and a single binding machine is
an example of a flow shop.
The job shop is a generalization of the flow shop model, in the sense that the
parameters µ( j) and i(i; j) are unrestricted. Each job requires the services of some or
all of the machines in its own fixed sequence, with repetitions allowed. For example,
one job might require operations on M1, M3 in that order, and another might require
operations on M3, M2, M1, M2, M3 in that order. The completion time of J j is
the completion time of Oµ( j) j, its last operation. Machine shops provide the classical
example of a job shop. One job might require the use of the lathe, then the drill press,
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Figure 1.5. Shop schedules.
then the grinder, but another job might require the same machines in a different order.
These three types of multi-operation models are illustrated in Figure 1.5. Their
treatment in Chapters 12–14 will be restricted to models with general processing
times and without release dates, deadlines and precedence constraints. Moreover,
we shall only be concerned with the minimization of Cmax (with a single excursion
to Lmax ). A few interesting results for problems outside this class are included as
exercises.
It is easy to think of a common generalization of the parallel-machine model and
the multi-operation model. Rather than assume the existence of a single machine
that can perform a given operation, we could assume that a given operation can be
performed on any one of a set of identical, uniform or unrelated parallel machines.
However, we shall not pursue such a generalization.
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1.7. Problem classification
We are now ready to explain our system of description and classification. Each
problem type we shall consider will be described as ajbjg, where a denotes the
machine environment, b indicates job characteristics, and g specifies the optimality
criterion.
First the a-field. We shall use the following mnemonics to indicate machine en-
vironments:
P identical parallel machines;
Q uniform parallel machines;
R unrelated parallel machines;
O open shop;
F flow shop;
J job shop.
Each of these letters is followed by a constant, by an m, or by no symbol at all. In
the first case, the constant indicates the number of machines, which is thereby spec-
ified as part of the problem type. For example, F2jbjg denotes a problem involving
a two-machine flow shop. The second case indicates that the number of machines is
an unspecified constant. Thus, Fmjbjg denotes a flow shop problem with some fixed
number of machines. If there is no symbol following the letter, the number of ma-
chines is a variable, the value of which is part of the problem instance. Hence, F jbjg
is a flow shop problem in which the number of machines will be specified together
with the other numerical data. (We will discuss this distinction further in Chapter
3.) And what about single-machine problems? These are simply denoted by the
numeral 1, i.e., 1jbjg. (Note that P1, Q1, R1, O1, F1 and J1 are all single-machine
environments.)
Now for the b-field. This field indicates deviations from the default assumptions
(1.2-1.6). So if nothing at all appears in this field, each of these assumptions applies.
Thus 1jjg indicates a single-machine problem with all release dates equal to 0, no
deadlines, no precedence constraints, and no preemption permitted. We shall employ
the following mnemonics to indicate deviations from the default assumptions:
pmtn preemption is permitted;
chain chain-type precedence constraints;
intree intree-type precedence constraints;
outtree outtree-type precedence constraints;
tree tree-type precedence constraints;
sepa series-parallel precedence constraints;
prec general precedence constraints;
r j release dates;
d¯ j deadlines;
p j = 1 unit processing requirements.
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For example, 1jpmtn; prec;r jjg indicates a preemptive single-machine problem
with general precedence constraints and release dates (but without deadlines and
with general processing requirements). We will occasionally use the b-field to indi-
cate other job characteristics, which, in certain situations, appear to merit a separate
investigation. Some examples are:
µ( j) 2 each job has one or two operations;
d j = d all due dates are equal;
p j 2 f1;2g the processing requirements are equal to 1 or 2.
We have introduced ten criteria that are of interest:
fmax general minmax criterion;
Cmax maximum completion time;
Lmax maximum lateness;
å f j general minsum criterion;
åC j total completion time;
åw jC j total weighted completion time;
åTj total tardiness;
åw jTj total weighted tardiness;
åU j number of late jobs;
åw jU j weighted number of late jobs.
Our notation and classification is summarized on the fold-out at the end of this
book.
We conclude this chapter by repeating that not all problems generated by our
classification scheme are of equal interest and that some combinations of choices
are excluded a priori. As has been indicated above, in the case of unrelated paral-
lel machines and in the case that preemption is permitted, we will not consider the
specialization to unit processing requirements, and other restrictions apply to the in-
vestigation of multi-operation models. We also exclude the combination of deadlines
with Cmax or Lmax : the resulting problems are in some sense equivalent to the Lmax
problem without deadlines.
Exercises
1.12. The first paragraph of Section 1.1 mentions five practical scheduling situa-
tions. Formulate each of these in terms of the problem classification. In each case,
consider the relevance of the possible machine environments, job characteristics, and
optimality criteria.
Notes
1.1. Machines, jobs, and schedules. Conway, Maxwell, and Miller [1967] wrote the
first book on scheduling theory. Their text is still remarkable for the way it com-
bines deterministic scheduling with queueing and simulation. Other books on de-
terministic scheduling include the undergraduate texts by Baker [1974] and French
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[1982], the collection of advanced expository reviews edited by Coffman [1976],
and the dissertations of Rinnooy Kan [1976] and Lenstra [1977]. The proceedings
volume edited by Dempster, Lenstra, and Rinnooy Kan [1982] provides surveys of
the broader area of deterministic and stochastic scheduling and emphasizes develop-
ments on the interface between scheduling and queueing theory.
The present book is to some extent an outgrowth of the comprehensive survey
papers by Graham, Lawler, Lenstra, and Rinnooy Kan [1979], Lawler, Lenstra, and
Rinnooy Kan [1982], and Lawler, Lenstra, Rinnooy Kan, and Shmoys [1993]. More
tutorial surveys are given by Lawler and Lenstra [1982], who consider the influ-
ence of precedence constraints, and Lawler [1983], who concentrates on polynomial
algorithms and open problems. We further mention the NP-completeness column
on multiprocessor scheduling by Johnson [1983], the annotated bibliography of the
scheduling literature covering the period 1981-1984 by Lenstra and Rinnooy Kan
[1985], the discussions of new directions in scheduling by Lenstra and Rinnooy Kan
[1984], Blazewicz [1987] and Blazewicz, Finke, Haupt, and Schmidt [1988], and
the overviews of single-machine scheduling by Gupta and Kyparisis [1987] and of
multiprocessor and flow shop scheduling by Kawaguchi and Kyan [1988]. Graves
[1981] reviews the broader area of production scheduling, which includes machine
scheduling as well as lot sizing, with particular attention for practical aspects.
Henry Laurence Gantt (1861-1919) was a mechanical and industrial engineer.
A disciple of Frederick W. Taylor, ‘the father of scientific management’, he held
slightly more enlightened views on the social impacts of his work. He developed
his famous charts during the First World War at the Ordnance Bureau of the United
States Army, in order to provide methods for a simple, fast and accurate compar-
ison between a production plan and its realization. The origin of the Gantt chart
is reviewed by Porter [1968]. Gantt discussed the underlying principles in his pa-
per ‘Efficiency and democracy’ [Gantt, 1919A], which he presented in December
1918 at the Annual Meeting of The American Society of Mechanical Engineers; see
also his monograph Organizing for Work (i.e., for production, not for profit) [Gantt,
1919B]. His life and work are described by Alford [1934] and Rathe [1961], and his
charts by Clark [1922] in a book that has been translated into twelve languages. It
is fair to say that the Gantt charts as we use them are a gross simplification of the
originals, both in purpose and design.
1.2. Single machines and parallel machines. The traveling salesman problem is dealt
with in more detail by Lawler, Lenstra, Rinnooy Kan, and Shmoys [1985].
Left-justified schedules are also referred to as ‘semi-active’ schedules in part of
the scheduling literature.
1.3. Release dates, deadlines, and precedence constraints. The investigation of
precedence constraints presupposes an elementary knowledge of the theory of di-
rected graphs, for which we refer to standard books such as those by Wilson [1972]
and Bondy and Murty [1976]. Transitive closures and transitive reductions are dis-
cussed by Aho, Hopcroft, and Ullman [1974].
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1.5. Optimality criteria. Objective functions that are monotonic in the job comple-
tion times are sometimes said to be ‘regular’.
1.7. Problem classification. The classification scheme for deterministic machine
scheduling problems was developed by Graham, Lawler, Lenstra, and Rinnooy Kan
[1979]. It is based on the classification scheme for scheduling and queueing prob-
lems introduced by Conway, Maxwell, and Miller [1967].
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Tools from algorithms and
complexity theory
David P. Williamson
Cornell University
Given the taxonomy of deterministic scheduling problems in Chapter 1, we could
immediately begin the discussion of their solution, but this would be a bit like a nat-
uralist heading out into the forest with just a field guide and no equipment. Instead,
we spend a brief moment in this chapter familiarizing ourselves with many tools and
concepts from the field of combinatorial optimization that will be useful in designing
scheduling algorithms in subsequent chapters. The field of combinatorial optimiza-
tion is now sufficiently broad that any given topic we cover has already had a book
written about it. Thus we will not cover any topic in depth, but rather cover the basic
material that will be needed for the rest of this book. We will give references to more
comprehensive treatments in the notes at the end of the chapter.
In the first part of the chapter we consider some well-studied algorithmic tech-
niques: namely, linear programming, network flow, and dynamic programming.
These techniques are sufficiently general that they can be used to solve several
scheduling problems, and can be used as subroutines within algorithms for other
scheduling problems. Furthermore, the techniques are efficient in practice. In the
second part of the chapter, we turn to the concept of the complexity of algorithms
and problems. Just as the naturalist, possessing a taxonomy of plants, would like
indications of whether a plant is poisonous or not, the theory of NP-completeness
helps determine whether a given scheduling problem is likely to have an efficient
algorithm to solve it. We end the chapter by discussing a few techniques that can be
brought to bear on the more poisonous varieties of scheduling problems.
1
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2.1. Algorithmic techniques
Linear programming. One of the most useful tools from combinatorial optimiza-
tion is linear programming. In linear programming, we find a non-negative, rational
vector x that minimizes a given linear objective function in x subject to linear con-
straints on x. More formally, given an n-vector c 2 Qn, an m-vector b 2 Qm, and
an m n matrix A = (ai j) 2 Qmn, an optimal solution to the linear programming
problem
Min
n
å
j=1
c jx j
subject to:
(P)
n
å
j=1
ai jx j  bi for i = 1; : : : ;m (2:1)
x j  0 for j = 1; : : : ;n (2:2)
is an n-vector x that minimizes the linear objective function ånj=1 c jx j subject to the
constraints (2.1) and (2.2). The vector x is called the variable. Any x which satisfies
the constraints is said to be feasible, and if such an x exists, the linear program is
said to be feasible. If there does not exist any feasible x, the linear program is called
infeasible. The term “linear program” is frequently abbreviated to LP. Sometimes
LPs are expressed more compactly in matrix/vector notation as follows:
Min cT x
subject to:
Ax b
x 0;
where cT denotes the transpose of c. There are very efficient, practical algorithms
to solve linear programs; LPs with tens of thousands of variables and constraints are
solved routinely.
One could imagine variations and extensions of the linear program above: for
example, maximizing the objective function rather than minimizing it, having equa-
tions in addition to inequalities, and allowing variables x j to take on negative values.
However, the linear program (P) above is sufficiently general that it can capture all
these variations, and so is said to be in canonical form. To see this, observe that
maximizing ånj=1 c jx j is equivalent to minimizing  ånj=1 c jx j, and that an equa-
tion ånj=1 ai jx j = bi can be expressed as a pair of inequalities å
n
j=1 ai jx j  bi and
 ånj=1 ai jx j   bi: Finally, a variable x j which is allowed to be negative can be
expressed in terms of two non-negative variables x+j and x
 
j by substituting x
+
j   x j
for x j in the objective function and the constraints.
Another variation of linear programming, called integer linear programming or
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integer programming, allows constraints requiring a variable x j to be an integer. For
instance, we can require that x j 2 N, or that x j be in a bounded range of integers,
such as x j 2 f0;1g. Unlike linear programming, there is currently no efficient, prac-
tical algorithm to solve general integer programs; in fact, many quite small integer
programs are very difficult to solve. In Section 2.4, we will see evidence that it is un-
likely that such an algorithm can exist. Nevertheless, integer programming remains
a useful tool because it is a compact way to model problems in combinatorial opti-
mization, and because there are several important special cases that do have efficient
algorithms.
To illustrate the usefulness of linear programming in solving scheduling prob-
lems, consider the problem RjpmtnjCmax. We will show that the problem of deciding
how to allocate portions of each job to each machine can be formulated as a linear
program, although we defer until Chapter 10 the problem of constructing a feasible
schedule from the allocations. Let the variable C denote the makespan of the sched-
ule, which we wish to minimize, and let the variable xi j denote the fraction of the
jth job to be allocated to the ith machine. Thus for any job j, åmi=1 xi j = 1. The
total amount of processing to be performed by machine i is then ånj=1 pi jxi j, so that
C  ånj=1 pi jxi j. Finally, no job can be processed for more than C units of time, so
that C  åmi=1 pi jxi j. In Chapter 10, we will see that any feasible values of x and C
can be converted into a schedule of makespan C. Thus we can formulate the problem
as the following linear program,
Min C
subject to:
m
å
i=1
xi j = 1 j = 1; : : : ;n
(R) C 
n
å
j=1
pi jxi j  0 i = 1; : : : ;m
C 
m
å
i=1
pi jxi j  0 j = 1; : : : ;n
xi j  0 i = 1; : : : ;m; j = 1; : : : ;n;
and the optimal solution to the linear program, C, is the minimum possible makespan.
Observe that if we add the constraints xi j 2f0;1g for all i; j to the LP (R), then this
integer program models the problem RjjCmax, in the sense that the optimal solution
to the integer program has the same value as the optimal solution to the problem
RjjCmax, and the solution xi j indicates which machines should process which jobs.
However, adding these constraints makes the problem much harder to solve than the
linear program.
Linear programming has a very interesting and useful concept of duality. To
explain it, we begin with a small example. Consider the following linear program in
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canonical form:
Min 6x1+4x2+2x3
subject to:
4x1+2x2+ x3  5
x1+ x2  3
x2+ x3  4
xi  0 for i = 1;2;3:
Observe that because all variables x j are non-negative, it must be the case that the ob-
jective function 6x1+4x2+2x3  4x1+2x2+x3. Furthermore, 4x1+2x2+x3  5 by
the first constraint. Thus we know that the value of the objective function of an opti-
mal solution to this linear program (called the optimal value of the linear program) is
at least 5. We can get an improved lower bound by considering combinations of the
constraints. It is also the case that 6x1+4x2+2x3  (4x1+2x2+x3)+2 (x1+x2)
5+ 2  3 = 11; which is the first constraint summed together with twice the second
constraint. Even better, 6x1+4x2+2x3  (4x1+2x2+ x3)+(x1+ x2)+(x2+ x3)
5+3+4 = 12; by summing all three constraints together. Thus the optimal value of
the LP is at least 12.
In fact, we can set up a linear program to determine the best lower bound ob-
tainable by various combinations of constraints. Suppose we take y1 times the first
constraint, y2 times the second, and y3 times the third, where the yi are non-negative.
Then the lower bound achieved is 5y1+3y2+4y3. We need to ensure that
6x1+4x2+2x3  y1(4x1+2x2+ x3)+ y2(x1+ x2)+ y3(x2+ x3);
which we can do by ensuring that no more than 6 copies of x1, 4 copies of x2, and 2
copies of x3 appear in the sum; that is, 4y1+y2 6, 2y1+y2+y3 4, and y1+y3 2.
We want to maximize the lower bound achieved subject to these constraints, which
gives the linear program
Max 5y1+3y2+4y3
subject to:
4y1+ y2  6
2y1+ y2+ y3  4
y1+ y3  2
yi  0 i = 1;2;3
This maximization linear program is called the dual of the previous minimization
linear program, which is referred to as the primal. It is not hard to see that any
feasible solution to the dual gives an objective function value that is a lower bound
on the optimal value of the primal.
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We can create a dual for any linear program; the dual of the canonical form LP
(P) above is
Max
m
å
i=1
biyi
subject to:
(D)
m
å
i=1
ai jyi  c j for j = 1; : : : ;n
yi  0 for i = 1; : : : ;m:
As in our small example, we introduce a variable yi for each linear constraint in the
primal, and try to maximize the lower bound achieved by summing yi times the ith
constraint, subject to the constraint that the variable x j not appear more than c j times
in the sum. In matrix/vector notation this is
Max yT b
subject to:
yT A c
y 0:
We now formalize our argument above that the value of the dual of the canonical
form LP is a lower bound on the value of the primal. This fact is called weak duality.
Theorem 2.1 [ Weak duality ]. If x is a feasible solution to the LP (P), and y a fea-
sible solution to the LP (D), then ånj=1 c jx j  åmi=1 biyi.
Proof.
n
å
j=1
c jx j 
n
å
j=1
 
m
å
i=1
ai jyi
!
x j (2.3)
=
m
å
i=1
 
n
å
j=1
ai jx j
!
yi

m
å
i=1
biyi; (2.4)
where the first inequality follows by the feasibility of y, the next equality by an
interchange of summations, and the last inequality by the feasibility of x. 2
A very surprising, interesting, and useful fact is that when both primal and dual
LPs are feasible, their values are exactly the same! This is sometimes called strong
duality.
Theorem 2.2 [ Strong duality ]. If the LPs (P) and (D) are feasible, then for any
optimal solution x to (P) and any optimal solution y to (D), ånj=1 c jxj =å
m
i=1 biy

i .
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As an example of this, for the small, three-variable LP and its dual we saw earlier,
the optimal value is 14, achieved by setting x1 = 0, x

2 = 3, and x

3 = 1 in the primal,
and y1 = 0, y

2 = 2, and y

3 = 2 in the dual. A proof of Theorem 2.2 is beyond the
scope of this chapter, but one can be found in the textbooks on linear programming
referenced in the notes at the end of the chapter.
An easy but useful corollary of strong duality is a set of implications called the
complementary slackness conditions. Let x¯ and y¯ be feasible solutions to (P) and
(D), respectively. We say that x¯ and y¯ obey the complementary slackness conditions
if åmi=1 ai j y¯i = c j for each j such that x¯ j > 0 and if å
n
j=1 ai j x¯ j = bi for each i such
that y¯i > 0. In other words, whenever x¯ j > 0 the dual constraint that corresponds to
the variable x j is met with equality, and whenever y¯i > 0 the primal constraint that
corresponds to the variable yi is met with equality.
Corollary 2.3 [ Complementary slackness ]. Let x¯ and y¯ be feasible solutions to the
LPs (P) and (D), respectively. Then x¯ and y¯ obey the complementary slackness
conditions if and only if they are optimal solutions to their respective LPs.
Proof. If x¯ and y¯ are optimal solutions, then by strong duality the two inequalities
(2.3) and (2.4) must hold with equality, which implies that the complementary slack-
ness conditions are obeyed. Similarly, if the complementary slackness conditions
are obeyed, then (2.3) and (2.4) must hold with equality, and it must be the case that
ånj=1 c j x¯ j = å
m
i=1 biy¯i. By weak duality, å
n
j=1 c jx j  åmi=1 biyi for any feasible x and
y so therefore x¯ and y¯ must be optimal. 2
So far we have only discussed the case in which the LPs (P) and (D) are feasible,
but of course it is possible that one or both of them are infeasible. The following
theorem tells us that if the primal is infeasible and the dual is feasible, the dual must
be unbounded: that is, given a feasible y with objective function value z, then for
any z0 > z there exists a feasible y0 of value z0. Similarly, if the dual is infeasible and
the primal is feasible, then the primal is unbounded: given feasible x with objective
function value z, then for any z0 < z there exists a feasible x0 with value z0. If an LP
is not unbounded, we say it is bounded.
Theorem 2.4. For primal and dual LPs (P) and (D), one of the following four state-
ments must hold: (i) both (P) and (D) are feasible; (ii) (P) is infeasible and (D) is
unbounded; (iii) (P) is unbounded and (D) is infeasible; or (iv) both (P) and (D)
are infeasible.
Sometimes in the design of scheduling algorithms it is helpful to take advantage
of the fact if an LP is feasible, there exist feasible solutions of a particular form,
called basic solutions. Furthermore, if an optimal solution exists, then there exists
an optimal solution that is basic. Most linear programming algorithms will return
a basic optimal solution. Suppose for a moment that in the canonical primal LP,
there are more variables than constraints, that is, n  m. A basic solution to the
LP is obtained by setting n m of the variables x j to zero, treating the inequalities
as equalities, and solving the resulting mm linear system (assuming the system
Ch02.pdf January 15, 2020 33
2.1. Algorithmic techniques 7
Figure 2.1. Example of a maximum flow problem.
is consistent and the given m columns are linearly independent). In fact, the oldest
and most frequently used linear programming algorithm, called the simplex method,
works by moving from basic solution to basic solution, at each step swapping a
variable set to zero for a variable in the linear system in a particular manner until an
optimal solution is reached. When there are more constraints than variables (m 
n), a basic solution is obtained by selecting n of the constraints, treating them as
equalities, and solving the resulting n n linear system (assuming the system is
consistent and the n constraints are linearly independent). The solution obtained
might not be feasible (since we ignored some constraints), but if an optimal solution
exists, there will exist one of this form.
Network flow. We now turn to another useful tool from combinatorial optimization,
called network flow. An example of the most fundamental problem in this area is
shown in Figure 2.1. We have a source of fluid and a destination for it joined by a
network of pipes, each pipe with its own capacity. We would like to know at what
rate we can send a flow of fluid from the source to the destination given the capacity
of the pipes. The problem is usually abstracted as a directed graph G = (V;E), with
two distinguished nodes, a source node s and a sink node t, such that no arc enters
the source, and no arc leaves the sink. A capacity ui j is associated with each arc
(i; j) of the directed graph (see Figure 2.2). This maximum flow problem is used to
model flow in pipes, traffic on streets, and the movement of goods via various modes
of transportation, among other things.
It is not hard to see that the maximum flow problem can be modelled as a lin-
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Figure 2.2. Abstraction of the maximum flow problem in Figure 2.1
ear program. Create a variable xi j for each arc (i; j) to denote the flow on the
arc. Then we wish to maximize the total flow out of the source, å j2V :(s; j)2E xs j,
subject to two types of constraints. First, for any arc (i; j) the flow on arc (i; j)
must not exceed its capacity; that is, xi j  ui j. Second, for any node k 6= s; t, the
flow coming into node k must be equal to the flow going out of node k; that is,
åi2V :(i;k)2E xik å j2V :(k; j)2E xk j = 0. The first type of constraint is called a capacity
constraint, and the second type is called a flow conservation constraint. The maxi-
mum flow problem can thus be modelled as the linear program
Max å
j2V :(s; j)2E
xs j
subject to:
(MF) å
i2V :(i;k)2E
xik  å
j2V :(k; j)2E
xk j = 0 k 2V : k 6= s; t
0 xi j  ui j (i; j) 2 E;
and solving the linear program gives a maximum flow.
Although the maximum flow problem and the other network flow problems con-
sidered here can all be modelled as linear programs, we consider them separately for
two reasons: first, they form an extremely useful subclass of linear programs; and
second, as we discuss at more length later on, there are special-purpose algorithms
for network flow problems that are much more efficient than the general linear pro-
gramming algorithms.
Unlike most linear programs, the maximum flow LP above has the property that if
the capacities u are integer, then the basic solutions x are also integer. In particular, if
an optimal solution exists, then there is an optimal solution such that the values of the
xi j are integer. In other words, if the capacities u are integer, then adding integrality
constraints xi j 2 Z does not change the optimum value. This turns out to be true for
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all the network flow problems we discuss in this section, and, as we will see, this is
a useful fact for designing scheduling algorithms.
Network flow problems also turn out to have interesting combinatorial dual prob-
lems, which are sometimes useful in their own right. For example, there is a natural
combinatorial structure to the maximum flow problem that gives upper bounds on
the amount of flow we can send from s to t. Let S be a set of vertices containing s but
not t. Let u(S) denote the total capacity of all the arcs with their tails in S and their
heads in S¯; that is, u(S) =åi2S; j2S¯ ui j. We call S an s-t cut of the graph, and u(S) the
value of the s-t cut. It is not difficult to see that for any s-t cut S the total amount of
flow going from s to t cannot exceed u(S). The strongest upper bound on the flow is
then a minimum s-t cut – the s-t cut S that minimizes u(S).
Of course, the maximum flow problem also has a linear programming dual, which
is as follows:
Min å
(i; j)2E
ui jzi j
subject to:
zi j + y j  yi  0 for (i; j) 2 E; i 6= s; t; j 6= s; t
(MFD) zs j + y j  1 for (s; j) 2 E
zit   yi  0 for (i; t) 2 E
zi j  0 for (i; j) 2 E:
We will shortly prove that in fact this linear programming dual corresponds to the
minimum s-t cut problem, so that the value of the linear programming dual and the
combinatorial dual are precisely the same.
Lemma 2.5. The value of the dual LP (MFD) is exactly the value of a minimum s-t
cut.
By strong duality, this immediately implies the following celebrated max flow/min
cut theorem.
Theorem 2.6. The value of a maximum flow in a directed graph is the same as the
value of its minimum s-t cut.
This theorem can be extended to undirected graphs. The maximum flow in an
undirected graph is the maximum flow in the directed graph obtained by replacing
each undirected edge (i; j) of capacity ui j with two directed arcs (i; j) and ( j; i) of
capacity ui j. We remove arcs entering s and leaving t. The capacity of an s-t cut
S in an undirected graph is simply the sum of the capacities of all edges with one
endpoint in S and the other not in S. Then the theorem holds as before.
We now prove Lemma 2.5.
Proof of Lemma 2.5. We prove equality by proving first that the value of LP is no
greater than the value of a minimum s-t cut, and then the reverse. Given a minimum
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s-t cut S, we create a solution to the LP (MFD) of value u(S) by setting zi j = 1 if
i 2 S; j =2 S, and zi j = 0 otherwise. We set yi = 1 if i 2 S and yi = 0 otherwise. It is
easy to verify that (y;z) is a feasible solution of value u(S), so that the value of the
LP must be no greater than that of a minimum s-t cut.
We now prove that there exists an s-t cut of value no greater than the value of an
optimal solution (y;z). For notational convenience, we add variables ys = 1 and
yt = 0. We select a value U uniformly at random from the interval (0;1], and use
it to create an s-t cut S: if yi U , then i 2 S, otherwise i =2 S. Obviously s 2 S and
t =2 S. The probability that arc (i; j) ends up in the cut is then max(0;min(yi ;1) 
max(yj ;0)); which is no greater than zi j by the feasibility of LP solution y. Thus
the expected value of the s-t cut produced is at most å(i; j)2E ui jzi j. Therefore, there
exists an s-t cut of value at most å(i; j)2E ui jzi j, and we are done. 2
We can use the maximum flow problem to determine whether or not a feasible
solution exists for the problem Pjpmtn;r j; d¯ jj . In Chapter 10, we will see a rule
by McNaughton that shows that a schedule of makespan T can be constructed for
the problem PjpmtnjCmax if and only if T  maxfmax j p j; 1m ånj=1 p jg, where m is
the number of machines. We now show how the maximum flow problem can be
used to reduce the feasibility of Pjpmtn;r j; d¯ jj  to McNaughton’s rule. First, sort
the release dates r j and the deadlines d¯ j into increasing order, and obtain a list of
times (without repetitions) 0 = t0 < t1 < t2 <    < tq, such that for every r j and d¯ j
there exists some k and l such that tk = r j and tl = d¯ j. Construct a network with a
source node s, a sink node t, n nodes J j (one for each job j), and q nodes Tk (one for
each time interval [tk 1; tk]). For each job j, add an arc (s;J j) of capacity p j to the
network, and for each node Tk, add an arc (Tk; t) of capacity m(tk  tk 1). Finally, for
each job j, let k and l be such that tk = r j and tl = d¯ j, and for each h, k+1 h l,
add an arc (J j;Th) of capacity th  th 1. We call this network N, and we can show
the following theorem.
Theorem 2.7. There is a feasible solution to an instance of Pjpmtn;r j; d¯ jj  if and
only if the corresponding network N has maximum flow value exactly ånj=1 p j.
Proof. Given a schedule, we can construct a flow of the required value. On each arc
(s;J j) put a flow of value of value p j, while on each arc (J j;Tk) put a flow of value
equal to the amount of time job j was processed in time interval [tk 1; tk]. Clearly
the capacity constraints for these arcs are obeyed, since the capacity of arc (s;J j) is
p j, and the capacity of arc (J j;Tk) is tk  tk 1. For each arc (Tk; t) put a flow of value
equal to the amount of processing performed by the m machines in time interval
[tk 1; tk]. This flow cannot have value more than m(tk  tk 1), and so the capacity
constraint on arc (Tk; t) is obeyed. The flow is of value ånj=1 p j, since that is the total
amount of flow out of the source s. The flow conservation constraints are obeyed at
each node: for each node J j, p j units of flow enter from the source s, and p j units
leave since p j units of time are scheduled for job j overall. Similarly, for node Tk,
the total flow entering and leaving Tk is equal to the amount of processing performed
during the corresponding time interval.
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In a similar fashion, we can show that given a flow of value ånj=1 p j, we can
construct a feasible schedule by using McNaughton’s rule. Let pkj be the amount of
flow on arc (J j;Tk) (and 0 if the arc does not exist). Since the flow has value ånj=1 p j,
there must be flow of value p j on each arc (s;J j), so that by flow conservation,
åqk=1 p
k
j = p j for all jobs j. By the capacity constraints on arcs (J j;Tk) we know
that pkj  tk  tk 1 for each j and k, and by capacity constraints on arcs (Tk; t), we
know that ånj=1 pkj  m(tk  tk 1) for each k. Thus by McNaughton’s rule, during
the time interval tk   tk 1 we can construct a schedule in which pkj units of job j
are feasibly scheduled, since tk   tk 1  maxfmax j pkj; 1m ånj=1 pkjg. Putting these
schedules together gives an overall feasible schedule for the instance from time 0 to
time tq, since for each job j, p j units are scheduled, and by the construction of the
network, they must be scheduled between time r j and d¯ j. 2
There are other network flow problems which are useful for solving scheduling
problems. In Chapter 10 we will look at a variation on the maximum flow problem in
which the capacities of the arcs leaving the source are a linearly increasing function
of a parameter l (that is, us j = as j +l  bs j, where as j;bs j  0), and the capacities
of the arcs entering the sink are a linearly decreasing function of l (that is, uit =
ait  l bit , where ait ;bit  0). In the parametric maximum flow problem, we would
like to compute the value of the maximum flow for k different non-negative values of
l. Of course, this can be done by computing a maximum flow k times, but it turns out
that there are more efficient algorithms. We discuss this further later in the chapter.
One of the most general network flow problems assigns costs to the arcs of the
directed graph, so that sending a unit of flow through arc (i; j) costs ci j units. The
objective function is then to find the flow that minimizes the total cost, and so is
called the minimum-cost flow problem. For each node i in the directed graph there is
a specified supply value bi, which must be the difference between the flow leaving
node i and the flow entering i. Those nodes for which bi > 0 are called sources and
those for which bi < 0 are called sinks. Note that in order for the problem to have
a feasible solution, it must be the case that åi2V bi = 0. Arcs (i; j) can have lower
bounds li j in addition to capacities ui j: that is, there must be at least li j units of
flow through arc (i; j). The problem can then be formulated as the following linear
program:
Min å
(i; j)2E
ci jxi j
subject to:
å
(k; j)2E
xk j  å
(i;k)2E
xik = bk 8k 2V
li j  xi j  ui j 8(i; j) 2 E:
As in the case of the maximum flow problem, whenever the supplies bi, the capacities
ui j, and the lower bounds li j are integer, the basic solutions x of this linear program
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are also integer.
One particularly useful special case of the minimum-cost flow problem is when
the network is a complete directed bipartite graph, with arcs from sources to sinks,
each source with supply 1 and each sink with supply  1, and li j = 0 and ui j = ¥ for
each arc. The assumption that the supplies sum to zero implies that there must be
the same number of sources and sinks. Since b, l, and u are integer, a basic optimal
solution x must be integer, and thus for each source i, there is exactly one sink j such
that xi j = 1 (for all other sinks k 6= j, xik = 0). That is, each source is assigned to
exactly one sink, and hence this special case is called the assignment problem, and
solutions to this problem are called assignments.
We can use the assignment problem to solve the scheduling problem 1jp j =
1jå j f j. For each of the n jobs, we create a source and a sink node. The jth source
represents the jth job, and the kth sink represents the kth position in the sequence
of jobs. Since the job in the kth position will complete at time k, the cost of the
jth job finishing in the kth position is c jk = f j(k): Thus finding the minimum-cost
assignment gives a sequence of the jobs that minimizes ånj=1 f j(C j).
Another variant of the minimum-cost flow problem is the transportation problem;
although we will not prove it, this variant is not a special case, but is entirely equiva-
lent to the minimum-cost flow problem. As in the assignment problem, the directed
graph is a complete directed bipartite graph, with arcs from sources to sinks, and
li j = 0 and ui j = ¥ for each arc. In the transportation problem, however, the sources
have arbitrary positive integer supplies, and the sinks have arbitrary negative integer
supplies. A variation of this problem allows the amount of flow entering each sink
i to be at most jbij, rather than exactly jbij. In this case åi2V bi  0 in order for the
problem to have a feasible solution.
We can use this variation of the transportation problem to extend our algorithm
for the problem 1jp j = 1jå j f j to an algorithm for Pjp j = 1jå j f j. As before, we
create a source node of supply 1 for each of the n jobs. If we have m machines, then
since the schedule will have no idle time, every job will complete by time dn=me,
and so we create a sink node for each of the dn=me possible times at which a job can
complete. Since at most m jobs can be scheduled to complete at a given time k, we
set bk =  m for sink k, and enforce that at most m units of flow can enter any sink.
Since the cost of the jth job finishing at time k is f j(k), we set c jk = f j(k). A basic
optimal solution x to this transportation problem is integer, so for each j, x jk = 1 for
some sink k (and 0 for all others). Thus we can construct a schedule of the same cost
as the flow by scheduling job j at time k on some machine. Because ånj=1 x jk  m,
the schedule uses at most m machines at any given time k.
The area of network flows is very rich, and there are many other flow variants –
such as generalized flow and multicommodity flow – whose details are not as perti-
nent to the topic of this book. The notes at the end of the chapter contain suggested
further reading.
Dynamic programming. We now turn to dynamic programming, which is a tech-
nique for solving problems, rather than a class of problems, as in linear programming
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and network flows. In particular, it is a method for solving multi-stage decision prob-
lems, in which choices must be made in a sequence of stages. The underlying idea
is that for such problems we can sometimes divide the decision in the jth stage into
several subproblems. These subproblems should have the property that given the op-
timum solutions to the subproblems in the ( j 1)st stage, we can easily compute the
optimum solution to the subproblems in the jth stage. One of the subproblems of the
nth stage is the overall problem we want to solve, and thus the optimum sequence of
choices can be found.
Usually a dynamic programming algorithm for a problem is embodied in a multi-
dimensional array A( j;   ), with the additional coordinates indexing the subprob-
lems for the jth stage. Boundary conditions specify the values of A(0;   ), and
given the values of A( j  1;   ), the values of A( j;   ) are easily computed. The
desired value is one of the entries of A(n;   ).
To illustrate this method, we will consider how it applies to the knapsack problem.
In the knapsack problem, we are given n items, each of which has a size s j  0 and
an integer value v j  0. We are also given a knapsack of capacity B. We assume
s j  B for all items j. The goal is to find the subset of items of the greatest total
value that can be placed in the knapsack; that is, the sum of their sizes must not
exceed the capacity of the knapsack. The problem can be viewed as a multi-stage
decision problem, since we can consider the items in order, from 1 to n, and decide
whether or not to include the jth item in the knapsack.
Let us see how we can apply the dynamic programming technique to solve this
problem. The main difficulty is breaking the decision for the jth stage into useful
subproblems. In this case we consider the subproblems ( j;s) of finding the most
valuable set of items in f1; : : : ; jg that use total size, or space, no more than s. We
store the value of the most valuable such set in a two-dimensional array A( j;s),
where the first coordinate will range over the items 1 to n, and the second coordinate
will range over the possible total sizes of the items in the knapsack (from 0 to B).
Supposing that we can compute the values in the array A( j;s), then the value of the
optimum solution is the most valuable subset of all the items that fits in space at most
B; that is, the optimum value is A(n;B).
Now let us see how to set the boundary conditions and how to compute A( j; )
from A( j  1; ). Certainly A(0;s) = 0 for any s between 0 and B; that is, by using
no items, the most valuable set of items that uses space at most s has value 0. Now
suppose that we know the values of A( j 1;s) for 0 sB, and we want to compute
A( j;s). To achieve the most valuable subset of items from f1; : : : ; jg that has size
at most s, either the jth item is used or it is not used. If it is not used, the most
valuable subset of items from f1; : : : ; jg having space at most s must be the same as
the most valuable subset of items from f1; : : : ; j 1g having space at most s; that is,
A( j;s) = A( j 1;s). If the jth item is used, then the value of the subset of items is v j
plus the most valuable subset of items from f1; : : : ; j 1g that occupies space at most
s  s j if this amount of space is non-negative; that is, A( j;s) = v j +A( j  1;s  s j)
if s  s j  0. The optimum choice of whether to use item j or not is whichever
maximizes the overall value; that is, A( j;s) = min[A( j  1;s);v j +A( j  1;s  s j)]
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1 For s 0 to B
2 A(0;s) 0
3 For j 1 to n
4 For s 0 to B
5 if s j  s
6 A( j;s) min(A( j 1;s);v j +A( j 1;s  s j))
7 else
8 A( j;s) A( j 1;s).
Figure 2.3. Dynamic programming algorithm for the knapsack problem.
(if s  s j  0, otherwise A( j;s) = A( j 1;s)).
Given this discussion, the algorithm for computing the value of an optimal solu-
tion is straightforward, and we give it in Figure 2.3. If we would like to know the
set of items that gives this value, we can compute it from the array A( j;s) by back-
tracking through the decisions that were made. We leave this as an exercise for the
reader.
We can use this algorithm to solve the scheduling problem 1jd¯ j = djå j w jU j,
since this scheduling problem is just a knapsack problem in which the capacity of
the knapsack is B = d, and each job corresponds to an item of size s j = p j and
value v j = w j. Minimizing the total weight of late jobs is equivalent to maximizing
the total weight of jobs that complete before the deadline d, so that a maximum-
weight set of jobs S that complete by time d corresponds to a maximum-weight set
of items whose total size is no more than d. In Chapter 5 we will see that the dynamic
programming algorithm for the knapsack problem can be extended to solve the more
general problem 1jjå j w jU j.
We can improve on the algorithm of Figure 2.3 by observing that for a given j,
it is possible that A( j;s) is the same for many consecutive values of s; that is, the
most valuable subset of items of f1; : : : ; jg that uses size at most s is the same for
sizes s = s0 up to s00. Then rather than storing an entry for every value of s, we
can create a new array A0, where A0( j) contains a list (t1;w1);(t2;w2); : : : ;(tk;wk),
with the understanding that A( j;s) = wi for ti  s < ti+1 (where tk+1 = B+ 1); in
other words, for each pair (ti;wi) there is a subset of items in f1; : : : ; jg that has
value wi and uses space at most ti. Since it is the case that t1 < t2 <    < tk and
w1 < w2 <    < wk, the number of elements in the list is no more than B+ 1 and
no more than one plus the maximum possible value of the knapsack. Certainly the
maximum possible value of the knapsack is no more than V =ånj=1 v j. So the length
of the list is at most min(B;V )+1.
Given the list for A0( j 1), it is easy to compute the list for A0( j). For each pair
(ti;wi) in the list A0( j 1), we create a new pair (ti+ s j;wi+ v j) if ti+ s j  B, since
if it is possible to have a knapsack of value wi using space at most ti using a subset
of items from f1; : : : ; j 1g, one can have a knapsack of value wi+v j using space at
most ti+s j using items from f1; : : : ; jg by including item j to the previous knapsack.
Ch02.pdf January 15, 2020 41
2.2. Analysis of algorithms 15
1 A0(0) f(0;0)g
2 for j 1 to n
3 for each pair (t;w) in A0( j 1)
4 if t+ s j  B
5 add new pair (t+ s j;w+ v j) to A0( j)
6 merge pairs from A0( j 1) into A0( j)
7 discard dominated pairs from A0( j)
Figure 2.4. Another dynamic programming algorithm for the knapsack problem.
We then merge the list of old pairs and new pairs to obtain a list (t 01;w
0
1); : : : ;(t
0
l ;w
0
l)
with t 01  t 02    t 0l . We then check to see whether we can discard some pairs, since
in the final list it must be the case that t 01 < t
0
2 <    < t 0l and w01 < w02 <    < w0l .
Thus we discard any dominated pair (t 0i ;w0i); that is, any pair (t 0i ;w0i) such that there
exists another pair (t 0k;w
0
k) of value at least as great that uses no more space (w
0
k  w0i
but t 0k  t 0i ). Clearly the resulting list is correct: if (t 0i ;w0i) is on the list, we can pack
items from a subset of f1; : : : ; jg of value w0i in space t 0i . If we can pack items from
f1; : : : ; jg of value w in space t, then either the packing uses item j or not; if not, the
old list of A0( j 1) implied that value w could be packed in space t, and if so, value
w v j could be packed in space t  s j which was implied by the old list of A0( j 1),
and therefore one of the new pairs implies that value w can be packed in space t. We
summarize the new algorithm in Figure 2.4.
2.2. Analysis of algorithms
So far we have had little to say about the efficiency of the algorithmic techniques
described above, other than to give assurances that the techniques are efficient in
practice. In this section we would like to make those assurances somewhat more
precise, to the extent possible.
The caveat “to the extent possible” is necessary. When we have given algorithms,
they have been in English-like descriptions rather than specific computer programs,
since the algorithm is independent of a particular implementation of it, just as the
text of a play is independent of a particular staging. Yet of course the particular
implementation (computer language, choice of data structures, etc.) will affect the
efficiency of the algorithm. Even a particular implementation on a specific machine
will be affected by the compiler used, and even a given compilation of a particular
program targeted to a particular computer architecture will be affected by issues such
as cache size, memory latency, disk speed, and so forth.
Thus although we could in principle state how many “instructions” – arithmetic
operations, memory fetches and stores, comparisons, branches, etc. – need to be
executed by the English-like statements of our algorithms on a particular input, this
might not correspond precisely to the amount of time taken by a computer running
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some implementation of the algorithm on that input. Furthermore, the time taken by
each type of instruction might differ. For these reasons, we discuss the efficiency
of algorithms in terms of their order of growth, a somewhat cruder measure than
precise instruction counts. The order of growth indicates how the running time of an
algorithm varies as the size of its input varies (e.g. the number of jobs, the number
of machines, the size of the jobs). The order of growth of an algorithm is expressed
in terms of big-oh notation, which we define as follows.
Definition 2.8 [ Big-oh notation ]. Given two functions f ;g : N! N, we say that
f (n) = O(g(n)) if there exist some positive constants c;n0 such that f (n)  c  g(n)
for all n n0.
Thus if an algorithm for a scheduling problem with n jobs and m machines executes
at most f (n;m) = 8nm2+5nm+6n+3m+2 instructions, we simplify this using big-
oh notation by saying that it takes O(nm2) time, or that its running time is O(nm2).
Sometimes we refer to the instruction counts as the time complexity of the algorithm.
When specifying the time complexity of an algorithm, we usually refer to its
worst-case behavior. For instance, one might have an algorithm that executes f (n)
instructions, where
f (n) =

c1n if n composite
c2n2 if n prime.
Then f (n) = O(n2), but it is not the case that f (n) = O(n). Hence we say that the
algorithm takes O(n2) time.
Let us now examine the time complexity of the algorithms in Figure 2.3 and 2.4.
First, we consider the algorithm of Figure 2.3. Lines 1–2 initialize the array A; each
time through the loop takes at most some constant c1 number of instructions; hence
these lines execute in O(B) time. Lines 3–8 calculate the array. The instructions in
lines 5–8 take at most some constant c2 number of instructions, which are executed
nB times, so that lines 3–8 take O(nB) time. The overall algorithm executes at most
c1B+c2nB instructions; thus the running time is O(nB). Now consider the algorithm
of Figure 2.4. Line 1 takes a constant d1 number of instructions. Lines 2–7 calculate
the array. Lines 4–5 take a constant d2 number of instructions, and are executed nL
times, where L is the maximum length of any list A0( j). We argued earlier that L 
min(B;V )+1, so that lines 2–5 take O(nmin(B;V )) time. It is possible to implement
lines 6 and 7 in d3L instructions, so that overall lines 2–7 take O(nmin(B;V )) time.
Thus the overall running time of the algorithm in Figure 2.4 is O(nmin(B;V )) time.
Sometimes it is useful to give a lower bound on the order of growth of the running
time of an algorithm. This can be done using big-omega notation.
Definition 2.9 [ Big-omega notation ]. Given two functions f ;g :N!N, we say that
f (n) = W(g(n)) if there exist some positive constants c;n0 such that f (n)  c g(n)
for all n n0.
The reader can verify that the knapsack algorithm in Figure 2.3 takes W(nB) time.
Recall our hypothetical algorithm that takes c1n instructions when n is composite
and c2n2 when n is prime. This algorithm takes W(n) time, but not W(n2) time.
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Sometimes it is useful to capture the fact that, as in the case of the knapsack
algorithm of Figure 2.3, both f (n) = O(g(n)) and f (n) = W(g(n)); we do this with
big-theta notation.
Definition 2.10 [ Big-theta notation ]. Given two functions f ;g :N!N, we say that
f (n) =Q(g(n)) if f (n) = O(g(n)) and f (n) =W(g(n)).
Since the knapsack algorithm in Figure 2.3 takes O(nB) time and W(nB) time, it
takes Q(nB) time.
Big-oh notation is also used for the amount of memory (sometimes called space)
that an algorithm uses. For instance, the space required by the knapsack algorithm
given in Figure 2.3 is dominated by the space needed to store the array A( j;s). Since
there are n(B+1) items in this array, we say that the algorithm requires O(nB) space.
This amount is referred to the space complexity of the algorithm.
The complexity of the algorithmic techniques. We now turn to a discussion of the
time complexity of the algorithmic techniques discussed in the previous section. The
most popular algorithm for solving linear programs is called the simplex method, and
it has a number of variants. Recall that in our discussion of basic solutions to linear
programs, we observed that the simplex method moves from basic solution to basic
solution by swapping a variable set to 0 for a variable in the linear system. This step
is called pivoting, and the means by which simplex decides which two variables to
swap is called the pivot rule. Many textbook pivot rules can be shown to require
W(2n) pivots in the worst case, where n is the maximum of the number of rows and
columns, and thus the simplex method can take a large amount of time in the worst
case. However, these examples are pathological; in practice, the simplex method is
very fast, and problems with tens of thousands of variables and constraints are solved
routinely.
Interior-point methods constitute another class of algorithms for solving linear
programs. Interior-point algorithms have much better worst-case time complex-
ity than the simplex method: the fastest algorithm currently known needs to solve
O(
p
nL) linear systems, each of which takes O(n3) time in the worst case, where L
is the “size” of the linear program (that is, the number of bits needed to encode in bi-
nary the matrix A, the right-hand side b, and the objective function c). More practical
variants of interior-point methods have larger time complexity (O(nL) iterations in-
stead of O(
p
nL)), but in practice the number of iterations required for these variants
seems to be essentially constant, and indeed these algorithms sometimes outperform
the simplex method.
Many algorithms have been devised for solving the maximum flow problem.
As of the writing of this chapter, the algorithm for the maximum flow problem
with the lowest worst-case time complexity in most cases has a running time of
O(min(n2=3;m1=2)m log( n
2
m ) logU), where n is the number of vertices in the graph,
m is the number of edges, and U is size of the largest capacity. However, a class of al-
gorithms called push-relabel algorithms (also called preflow-push algorithms) have
been shown to work very well in practice, and appear to be faster than algorithms
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whose theoretical worst-case complexity is lower. The lowest known worst-case
complexity of a push-relabel algorithm is O(nm log( n
2
m )), and hence is theoretically
faster than the previously mentioned algorithm only when U is very large. The notes
at the end of this chapter contain pointers to descriptions of these algorithms and
studies of them. Interestingly, it has been shown that the parametric maximum flow
problem can be solved in the same worst-case running time as a push-relabel algo-
rithm.
As is the case with maximum flow algorithms, there are many minimum-cost
flow algorithms. One type that has had successful implementations uses the simplex
method with a special pivot rule to solve the associated linear program; this type
is called a network simplex algorithm. Another type that works as well or better in
practice uses the push-relabel algorithm as a subroutine. Specialized algorithms have
been developed for the assignment and transportation problems, and again, many
different types of algorithms have been proposed. See the notes at the end of the
chapter for references.
2.3. Complexity theory and a notion of efficiency
Given the current set of algorithms for solving linear programming and network flow
problems as described above, it is natural to ask whether better algorithms might
exist. For example, is it inherent in the nature of the knapsack problem that all algo-
rithms to solve it must take W(nmin(B;V )) time? This asks whether the complexity
of the knapsack problem is such that no faster running time is possible. The study of
such questions is called complexity theory.
There is an immediate difficulty with posing such questions, since the time bound
given will depend on our model of a computer. For instance, one can imagine a par-
allel computer executing the knapsack algorithm in Figure 2.3 with O(n) processors.
Such a computer could execute the loop in lines 1–2 in a constant number of in-
structions. Perhaps a parallel machine with a reasonable number of processors could
solve the knapsack problem in O(n) time.
There are two possible ways to make the question well-posed. One is to fix a
model of a computer. We have so far implicitly considered a single processor ma-
chine in which each arithmetic operation, comparison, and memory access takes a
single instruction, regardless of the size of the numbers involved. This model is
known as the random access machine, or the RAM model of computation. We can
consider the inherent time complexity of problems with respect to the RAM.
Another way to make the question well-posed is to broaden it to whether a given
problem has an efficient algorithm or not, and define efficiency in such a way that it
is invariant under any reasonable model of a computer. This line of thinking has led
to an emphasis on the class of polynomial-time algorithms.
Definition 2.11 [ Polynomial-time algorithm ]. An algorithm for a problem is said
to run in polynomial time, or said to be a polynomial-time algorithm, with respect
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to a particular model of computer (such as a RAM) if the number of instructions
executed by the algorithm can be bounded by a polynomial in the size of the input.
More formally, let x denote an instance of a given problem; for example, an instance
of the knapsack problem is the number n of items, the numbers s j and v j giving the
sizes and values of the items, and the number B giving the size of the knapsack. To
present the instance as an input to an algorithm A for the problem, we must encode
it in bits in some fashion; let jxj be the number of bits in the encoding of x. Then jxj
is called the size of the instance or the instance size. Furthermore, we say that A is
a polynomial-time algorithm if there exists a polynomial p(n) such that the running
time of A is O(p(jxj)).
We consider an algorithm to be efficient if it runs in polynomial time, and we
consider a problem to be efficiently solvable if it has a polynomial-time algorithm.
This is an imperfect measure: for instance, we have already noted that the simplex
method has a worst-case running time that is exponential in the size of the instance,
but is efficient in practice. However, the correspondence between theory and practice
is good enough that the equivalence is useful.
One benefit of equating efficiency with polynomial time is that given reasonable
models of a computer, efficiency is invariant: that is, an algorithm that runs in poly-
nomial time on one will run in polynomial time on another. Of course, the two
polynomials might be different for the two different models of computation. For
instance, consider any parallel RAM with a number of processors at most a polyno-
mial in the size of the instance. This parallel machine can achieve a speed-up factor
of at most the number of processors it has; thus a polynomial-time algorithm on an
ordinary RAM will run in polynomial-time on a parallel RAM and vice versa.
It will be useful in later sections to refer to the class of problems P. The class
P contains all decision problems that have polynomial-time algorithms. A decision
problem is one whose output is either “Yes” or “No”. It is not difficult to think of
decision problems related to optimization problems. For instance, consider a deci-
sion variant of the knapsack problem in which, in addition to inputs B, and v j and s j
for every item j, there is also an input C, and the problem is to output “Yes” if the
optimum solution to the knapsack instance has value at least C, and “No” otherwise.
The instances of a decision problem can be divided into “Yes” instances and “No”
instances; that is, instances in which the correct output for the instance is “Yes” (or
“No”).
Such a decision problem for the knapsack problem is clearly no harder than the
optimization version, but also is no easier: if we had a polynomial-time algorithm for
the decision problem, we would also be able to get a polynomial-time algorithm for
the optimization problem. To see this, first observe that we can use an algorithm for
the decision problem to determine the optimum value Z by performing a bisection
search over the range [0;V ] (recall that V = ånj=1 v j so that V is an upper bound on
the value of the knapsack). Once we have determined the optimum value Z, we can
loop through the items, using the algorithm for the decision problem to see if the
value of the optimum solution remains Z when the jth item is removed from the
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instance. If so, we omit item j for the remaining iterations of the loop. The items
remaining at the end of the loop must belong to an optimal knapsack, and thus we
have determined an optimal knapsack. We use O(n+ logV ) calls to the decision
algorithm, so if that algorithm runs in polynomial time, there is a polynomial-time
algorithm for the optimization problem.
Let us now return to the question of the complexity of the knapsack problem:
does it have a polynomial-time algorithm? At first glance, it would appear that the
answer is yes, since we have an O(nB) algorithm, where n and B are part of the input.
However, this gets us into some of the subtlety of the definition. Usually the data put
into a computer are encoded in binary, so that the size of a number B is dlog2 Be bits.
Thus the running time O(nB) is exponential in the size of B, not polynomial. If we
encode the numeric inputs to the knapsack problem in unary rather than binary (that
is, we use B bits to encode B), then the running time O(nB) is polynomial in the
instance size. Algorithms which have this property are called pseudopolynomial.
Definition 2.12 [ Pseudopolynomial-time algorithm ]. An algorithm for a problem
is said to run in pseudopolynomial time, or said to be a pseudopolynomial-time al-
gorithm, with respect to a particular model of computer (such as a RAM) if the
number of instructions executed by the algorithm can be bounded by a polynomial
in the size of the instance when the numeric data is encoded in unary.
2.4. Complexity theory and a notion of hardness
So, does the knapsack problem have a polynomial-time algorithm? As of the writing
of this chapter, the answer is unknown, but there are substantial reasons to think not.
Similar evidence suggests that many scheduling problems of interest do not have
polynomial-time algorithms. In this section, we present this evidence via the class of
problems NP, and the theory of NP-completeness.
Roughly speaking, the class NP is the set of all decision problems such that for
any “Yes” instance of the problem, there is a short, easily verifiable “proof” that
the answer is “Yes”. Additionally, for each “No” instance of the problem, no such
“proof” is convincing. What kind of “short proof” do we have in mind? Take the
example of the decision variant of the knapsack problem given above. For any “Yes”
instance, in which there is a feasible subset of items of value at least C, a short proof
of this fact is a list of the items in the subset. Given the knapsack instance and the
list, an algorithm can quickly verify that the items in the list have total size at most
B, and total value at least C. Note that for any “No” instance, then no possible list of
items will be convincing.
We now attempt to formalize this rough idea as follows. A short proof is one
whose encoding is bounded by some polynomial in the size of the instance. An
easily verifiable proof is one that can be verified in time bounded by a polynomial in
the size of the instance and the proof. This gives the following definition.
Definition 2.13 [ NP ]. A decision problem is said to be in the problem class NP if
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there exists a verification algorithm A(; ) and two polynomials, p1 and p2, such
that:
1. for every “Yes” instance x of the problem, there exists a proof y with jyj 
p1(jxj) such that A(x;y) outputs “Yes”;
2. for every “No” instance x of the problem, for all proofs y with jyj  p1(jxj),
A(x;y) outputs “No”;
3. the running time of A(x;y) is O(p2(jxj+ jyj)).
NP stands for non-deterministic polynomial time. Most of the scheduling problems
in this book have decision variants that are in the class NP.
Observe that nothing precludes a decision problem in NP from having a polynomial-
time algorithm. However, the central problem of complexity theory is whether ev-
ery problem in NP has a polynomial-time algorithm. This is usually expressed as
the question of whether the class P of decision problems with polynomial-time algo-
rithms is the same as the class NP, or, more succinctly, as whether P=NP. Although
this question has been a matter of intense research for almost thirty years, its answer
is unknown as of the writing of this chapter.
To tackle this problem, in the early 1970s several researchers showed that there are
problems in NP that are representative of the entire class, in the sense that if they have
polynomial-time algorithms, then P = NP, and if they do not, then P 6= NP. These
are the NP-complete problems; we will be more precise about their definition in a
moment. Since then, thousands of problems have been shown to be NP-complete,
yet none of them is known to have a polynomial-time algorithm. Most complexity
theorists take this as strongly suggestive evidence that P 6=NP. However, complexity
theory is not yet able to prove this inequality, and thus the strongest statement that
can be made is that it seems likely that every NP-complete problem does not have a
polynomial-time algorithm.
Let us now turn to the definition of NP-completeness. To do this, we will need the
notion of a polynomial-time reduction.
Definition 2.14 [ Polynomial-time reduction ]. Given two decision problems A and
B, there is a polynomial-time reduction from A to B (or A reduces to B in polynomial
time) if there is a polynomial-time algorithm that takes as input an instance of A and
produces as output an instance of B and has the property that a “Yes” instance of B
is output if and only if a “Yes” instance of A is input.
We will use the symbol  to denote a polynomial-time reduction so that we write
A  B if A reduces to B in polynomial time. Sometimes the symbol Pm is used
in the literature to denote a polynomial-time reduction. We can now give a formal
definition of NP-completeness.
Definition 2.15 [ NP-complete ]. A problem B is NP-complete if B is in NP, and for
every problem A in NP, there is a polynomial-time reduction from A to B.
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The following theorem is now easy to show.
Theorem 2.16. Let B be an NP-complete problem. If B has a polynomial-time algo-
rithm, then P = NP.
Proof. Given any problem A in NP, we can create a polynomial-time algorithm for
it as follows: the algorithm takes an instance x of A as input, uses the polynomial-
time reduction from A to B to transform it into an instance y of B, then uses the
polynomial-time algorithm for B on that instance. The algorithm outputs “Yes” if
and only if the algorithm for B outputs “Yes” for y. First, observe that the algorithm
outputs “Yes” on x if and only if x is a “Yes” instance of A, by the properties of
the reduction. Second, we will show that A runs in polynomial time. Suppose that
the running time for the reduction algorithm is bounded by polynomial p1(jxj) and
the running time of the algorithm for B is bounded by polynomial p2(jyj). Certainly
jyj  p1(jxj), since the running time for the reduction must include the time spent
writing down the bits of y. Thus the overall running time is p1(jxj)+ p2(p1(jxj)),
which is a polynomial in jxj. 2
A useful property of NP-complete problems is that once we have an NP-complete
problem B it is often easy to prove that other problems are also NP-complete. As we
will see, all we have to do is show that a problem A is in NP, and that B  A. This
follows as an easy corollary of the transitivity of polynomial-time reductions.
Theorem 2.17. Polynomial-time reductions are transitive: that is, if A B and B
C, then AC.
Corollary 2.18. If A is in NP, B is NP-complete, and B  A, then A is also NP-
complete.
Proof. All we need to show is that for each problem C in NP, there is a polynomial-
time reduction from C to A. Because B is NP-complete, we know that C  B. By
hypothesis, B A. By Theorem 2.17, C  A. 2
Proof of Theorem 2.17. Since A B, there is an algorithm such that for some poly-
nomial p1 the algorithm takes an instance x of A as input and produces an instance
y of B in time no more than p1(jxj), and y is a “Yes” instance of B if and only if x
is a “Yes” instance of A. Furthermore, jyj  p1(jxj). Because BC, there exists an
algorithm such that for some polynomial p2 an instance y of B can be transformed
into an instance z of C in time no more than p2(jyj), such that z is a “Yes” instance
of C if and only if y is a “Yes” instance of B. Additionally, jzj  p2(jyj). Thus there
is an algorithm such that any instance x of A can be transformed into an instance z of
C in time no more than p3(jxj) such that x is a “Yes” instance of A if and only if z is
a “Yes” instance of C, where p3() is the polynomial p2(p1()). Thus AC. 2
Theorem 2.18 shows that given one NP-complete problem, it is possible to prove
that other problems are NP-complete. How do we prove a problem is NP-complete
in the first place? Ingenious proofs providing the first NP-complete problems were
developed independently by Cook and Levin in the early 1970s, but it is beyond the
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scope of this chapter to provide any details of the proofs. Interested readers can
consult the chapter notes for references. A paper of Karp then showed that many
problems of interest are NP-complete, and since then thousands of problems have
been shown to be NP-complete. We list a few of them below.
Partition
Input: Positive integers a1; : : : ;an such that åni=1 ai is even
Question: Does there exist a partition of f1; : : : ;ng into sets S and T such that
åi2S ai = åi2T ai?
3-Partition
Input: Positive integers a1; : : : ;a3n;b, such that b=4< ai < b=2 for all i, andå3ni=1 ai =
nb.
Question: Does there exist a partition of f1; : : : ;3ng into n sets Tj such thatåi2Tj ai =
b for all j = 1; : : : ;n? (By the condition on the ai, each Tj must contain exactly 3
elements.)
Clique
Input: An undirected graph G = (V;E), and a positive integer K
Question: Does there exist a set of vertices S  V with jSj  K such that for all
i; j 2 S with i 6= j, then (i; j) 2 E? (Such a set S is called a clique or an jSj-clique).
The decision version of the knapsack problem given at the beginning of the section
is also NP-complete. However, we know that this problem has a pseudopolynomial-
time algorithm. This brings up an interesting distinction among the NP-complete
problems. Some NP-complete problems, such as the knapsack and partition prob-
lems, are NP-complete only when it is assumed that their numeric data is encoded in
binary. As we’ve seen, the knapsack problem has a polynomial-time algorithm if the
input is encoded in unary; so does the partition problem. Other problems, however,
such as the 3-partition problem above, are NP-complete even when their numeric
data is encoded in unary. We call such problems strongly NP-complete, or, some-
times, unary NP-complete. In contrast, problems such as the knapsack and partition
problems are called weakly NP-complete or binary NP-complete.
Given the NP-completeness of the problems above, we give proofs showing the
NP-completeness of three different scheduling problems. From here on we some-
times use the notation ajbjg to refer to the decision version of the problem as well as
the optimization version. The reader should be able to tell which version is intended
from the context.
Theorem 2.19. The problem 1jr jjLmax is NP-complete.
Proof. The decision version of 1jr jjLmax has an input parameter B, and a “Yes”
instance is one for which the maximum lateness of an optimal schedule is no more
than B. Certainly this problem is in NP: a short proof for the problem is a list of
the starting time of every job. Because each start time is at most max j r j +ånj=1 p j,
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the starting time of each is a number whose size is at most a polynomial in the
instance size. Since there are n start times, the size of the proof can be bounded by
a polynomial in the size of the instance. We can verify in polynomial time whether
such a list is a valid schedule and whether Lmax  B, and output “Yes” or “No” as
appropriate.
To prove that the problem is NP-complete, we give a polynomial-time reduction
to it from the partition problem. Given an instance of the partition problem a1; : : : ;an,
we construct a scheduling instance with n+ 1 jobs. Let A = åni=1 ai: Job j, for 1 
j  n, has processing time p j = a j, release date r j = 0, and deadline d¯ j = A+ 1.
For job n+ 1, set pn+1 = 1, rn+1 = A=2, and d¯n+1 = A=2+ 1. Finally, set B = 0.
Certainly this reduction can be performed in polynomial time.
We now need to show that this is a “Yes” instance of 1jr jjLmax if and only if
a1; : : : ;an is a “Yes” instance of the partition problem. If a1; : : : ;an is a “Yes” instance
of the partition problem, then there are two sets S and T that partition f1; : : : ;ng such
that åi2T ai = åi2S ai = A=2. Thus the jobs in S can be scheduled from time 0 to
time A=2, job n+1 from time A=2 to A=2+1, and the jobs in T from time A=2+1
to A+1; in this case, each job will complete by its deadline. Hence the constructed
instance of 1jr jjLmax is a “Yes” instance.
Similarly, if the constructed instance of 1jr jjLmax is a “Yes” instance, then job
n+1 must be processed from time A=2 to A=2+1. Some set S of jobs is processed
from time 0 to A=2, and the remaining set T is processed from time A=2+1 to A+1.
Then S and T partition f1; : : : ;ng and åi2S ai  A=2 and åi2T ai  A=2. Hence
åi2S ai = åi2T ai = A=2, and a1; : : : ;an is a “Yes” instance of the partition problem.
2
Theorem 2.20. The problem PjjCmax is NP-complete.
Proof. The decision version of the problem PjjCmax has an input B, and the instance
is a “Yes” instance if Cmax  B in an optimal schedule. It is easy to show that this
problem is in NP: the short proof contains for each job the starting time of the job
and machine on which the job executes. As argued above, this proof has size that can
be bounded by a polynomial in the instance size. A polynomial-time algorithm can
check whether this is a feasible schedule and whether Cmax  B and output “Yes” or
“No” as appropriate.
To prove that the problem is NP-complete, we give a polynomial-time reduction
to it from the 3-partition problem. Given an instance of the 3-partition problem,
a1; : : : ;a3n, and b, construct a scheduling instance with 3n jobs and n machines. Each
job j has processing time p j = a j, and B is set to b. Certainly this reduction can be
performed in polynomial time.
We now need to show that this a “Yes” instance of PjjCmax if and only if a1; : : : ;a3n;
b is a “Yes” instance of the 3-partition problem. If a1; : : : ;a3n;b is a “Yes” instance
of 3-partition problem, then there are n sets Tj that partition f1; : : : ;3ng such that
åi2Tj ai = b. For each set Tj, schedule the jobs i 2 Tj in any order on the jth machine
from time 0 to time åi2Tj ai = b. This implies that Cmax = b, and thus the constructed
instance of PjjCmax is a “Yes” instance.
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Similarly, suppose the constructed instance of PjjCmax is a “Yes” instance. Let Tj
denote the set of indices of jobs processed on the jth machine. Since the scheduling
instance is a “Yes” instance, it must be the case thatåi2Tj ai b for each j, 1 j n.
But since ånj=1åi2Tj ai = å
3n
i=1 ai = nb, it must be the case that åi2Tj ai = b for each
j, 1 j  n. Hence a1; : : : ;a3n;b is a “Yes” instance of the 3-partition problem. 2
One consequence of the proof of Theorem 2.20 is that PjjCmax is strongly NP-
complete. This follows since 3-partition is strongly NP-complete; that is, it is NP-
complete even if the ai and b are encoded in unary. We can use the reduction of the
Theorem 2.20 to reduce instances of the 3-partition problem with data encoded in
unary to instances of PjjCmax with data encoded in unary in polynomial time. Thus
the problem PjjCmax with data encoded in unary is also NP-complete.
Theorem 2.21. The problem Pjprec; p j = 1jCmax is NP-complete.
Proof. The decision version of Pjprec; p j = 1jCmax has an input B, and an instance
is a “Yes” instance if Cmax  B in an optimal schedule. It is easy to verify that this
problem is in NP.
We now give a polynomial-time reduction from the clique problem to Pjprec; p j =
1jCmax. Given the input graph G = (V;E) and the bound K of the clique problem,
create one job Jv for each vertex v2V and one job Je for each edge e2E. Set Jv! Je
if v is one of the two endpoints of e. Set N = jV j, M = jEj, and L = K(K  1)=2,
so that L is the number of edges in a clique of size K. For the moment we leave the
number of machines m unspecified, and create extra “dummy” jobs: m K jobs Xa,
m  (L+N K) jobs Yb, and m  (M L) jobs Zc. We set Xa! Yb! Zc for every
a;b;c. Set m to guarantee that there will be at least one Xa job, one Yb job, and one
Zc job; that is, m = maxfK;L+N K;M Lg+1. Finally, set B = 3.
For this instance of Pjprec; p j = 1jCmax, first observe the following: in any sched-
ule of length 3, it must be the case that the dummy jobs Xa are scheduled at time 0,
the jobs Yb at time 1, and the jobs Zc at time 2, leaving only K machines free at time
0, L+N K free at time 1, and M L free at time 2.
We now show that this is a “Yes” instance of Pjprec; p j = 1jCmax if there is a
clique of size at least K in G. If this is the case, then the non-dummy jobs can be
completed by time 3 by scheduling K of the jobs Jv corresponding to K vertices of the
clique at time 0, scheduling L of the jobs Je corresponding to the L edges between the
K vertices of the clique at time 1, scheduling the remaining N K jobs corresponding
to vertices at time 1, and scheduling the remaining M L jobs corresponding to edges
at time 2.
Finally, this instance is a “No” instance of Pjprec; p j = 1jCmax if there is no clique
of size K in G. In this case, then even if K jobs Jv are scheduled at time 0, at most
L  1 jobs Je can be scheduled at time 1. Even if the remaining N K jobs Jv are
scheduled at time 1, this means there are still M  (L  1) jobs Je left to schedule
at time 2, but there is only enough room for M  L jobs. Hence not all jobs can
complete by time 3, and therefore the constructed instance of Pjprec; p j = 1jCmax is
a “No” instance. 2
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We conclude this section by defining the term NP-hard, which can be applied to
either optimization or decision problems. Roughly speaking, it means “as hard as
the hardest problem in NP”. To be more precise, we need to define an oracle. Given
a decision or optimization problem A, we say that an algorithm has A as an oracle
(or has oracle access to A) if we suppose that the algorithm can solve instance of A
with a single instruction.
Definition 2.22 [ NP-hard ]. A problem A is NP-hard if there is a polynomial-time
algorithm for an NP-complete problem B when the algorithm has oracle access to A.
The term “NP-hard” is most frequently applied to optimization problems whose cor-
responding decision problems are NP-complete; it is easy to see that such optimiza-
tion problems are indeed NP-hard. It is also easy to see that if A is NP-hard and there
is a polynomial-time algorithm for A, then P = NP.
2.5. Coping with NP-completeness
We now turn from complexity theory back to algorithmic techniques. We have seen
that the theoretical measure of whether an optimization problem is efficiently solv-
able is whether it has a polynomial-time algorithm, and have seen that many schedul-
ing problems are NP-complete and thus unlikely to have such algorithms. Yet such
problems continue to arise in practice and need solution, whether they have efficient
algorithms or not.
What then can be done? In this section, we explore some of the possible answers
to this question. One possibility is to give an efficient heuristic that does not always
find an optimal solution to the problem, but does find one that is “good enough”. An
approximation algorithm is a type of heuristic that comes with a proven performance
guarantee. Another possibility is to give an algorithm that finds the optimal solution,
and although it is not guaranteed to run in polynomial time, it runs quickly enough
for instances arising in practice. Some such algorithms use branch-and-bound tech-
niques, which are discussed below.
One last possibility is to make probabilistic statements about the kinds of in-
stances that arise in practice, and then design algorithms that with high probability
run quickly and find a good or optimal solution. We will not discuss probabilistic
techniques in this section, although this approach is considered in Chapter 9.
Approximation algorithms. Although there are many heuristics and metaheuristic
techniques for scheduling problems (such as simulated annealing), in this chapter
we will only consider approximation algorithms. An approximation algorithm for
an optimization problem is one that runs in polynomial time, and is guaranteed to
provide a solution whose value is close to the optimum value. If the algorithm pro-
duces a solution whose value is always within a factor of a of the value of an optimal
solution, then the algorithm is called an a-approximation algorithm. The value a is
called the performance guarantee or the approximation factor of the algorithm. In
this chapter, we will use the convention that a > 1 for minimization problems, and
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a < 1 for maximization problems. For example, a 2-approximation algorithm for a
minimization problem produces solutions of value no more than twice the optimum
value, while a 12 -approximation algorithm for a maximization problem produces a
solution of value at least 12 the optimum value. However, no standard convention
exists for maximization problems, and in the literature it is common to see 1=a used
as the performance guarantee so that the 12 -approximation algorithm above would
also be referred to as a 2-approximation algorithm.
Sometimes it is possible to give a family of approximation algorithms that can
produce solutions whose value comes arbitrarily close to the optimum value. That is,
for each e> 0, we can give a (1+e)-approximation algorithm Ae for a minimization
problem or a (1  e)-approximation algorithm for a maximization problem. The
running time of the family of algorithms fAeg may depend on e in some nasty way
(e.g., it may be exponential in 1=e), but since e is a fixed constant for each algorithm
Ae this does not matter. We call such a family a polynomial-time approximation
scheme, sometimes abbreviated as PTAS.
Definition 2.23 [ Polynomial-time approximation scheme ]. A polynomial-time ap-
proximation scheme (PTAS) is a family of algorithms fAeg for an optimization prob-
lem such that for each e> 0, Ae is a (1+e)-approximation algorithm (for a minimiza-
tion problem) or a (1  e)-approximation algorithm (for a maximization problem).
If a family of algorithms is a polynomial-time approximation scheme, and it is
also the case that the running time of the family is also polynomial in 1=e, we call
the family a fully polynomial-time approximation scheme, sometimes abbreviated as
FPTAS or FPAS.
Definition 2.24 [ Fully polynomial-time approximation scheme ]. If fAeg is a poly-
nomial-time approximation scheme such that the running time of the family of algo-
rithms is polynomial in 1=e, then fAeg is called a fully polynomial-time approxima-
tion scheme.
To illustrate these ideas, we show how we can obtain a fully polynomial-time
approximation scheme for the knapsack problem (and thus for the problem 1jd¯ j =
djåw jU j). In Figure 2.4 of Section 2.1, we gave a dynamic programming algo-
rithm for the knapsack problem that requires O(nmin(B;V )) time, where n is the
number of items, B is the size of the knapsack, and V = åni=1 v j is the maximum
possible value of the knapsack. If we could transform any instance of the knapsack
problem into one for which the optimum solution was not too different in value, and
for which V was polynomial in n and 1=e, then in time polynomial in the instance
size we could find the optimum of the transformed instance, and it would be a good
approximation of the original optimum solution. This is precisely what we do in
our fully polynomial-time approximation scheme for the knapsack problem. The al-
gorithm shown in Figure 2.5 rounds the values v j down to the nearest multiple of
eW=n, where W is the maximum value of any item; call these new values v0j. Then
V 0 = ånj=1 v0j = å
n
j=1b v jeW=nc  n2=e, so that invoking the dynamic programming al-
gorithm on the transformed instance takes O(nV 0) = O(n3=e) time. We now only
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1 W  0
2 For j 1 to n
3 If v j >W
4 W  v j
5 K eW=n
6 For j 1 to n
7 v0j bv j=Kc
8 Run dynamic programming algorithm in Figure 2.4 on instance with
sizes s j and values v0j.
Figure 2.5. Fully polynomial-time approximation scheme for the knapsack problem.
need to show that the value of the solution found on the transformed instance is close
to the optimum value of the original instance.
Theorem 2.25. The algorithm in Figure 2.5 produces a solution of value at least
(1  e) times the optimum value.
Proof. Let S be the set of items found by running the algorithm of Figure 2.4 with
the modified values v0j = bv j=Kc, where K = eW=n. Let O be an optimal set of items
for the original instance, and let OPT denote its value. We know that W  OPT,
since one possible knapsack is to take the most valuable item (recall that s j  B for
all items j). We also know, by the definition of the v0j, that
Kv0j  v j < K(v0j +1); (2.5)
which implies that Kv0j > v j K. Then
å
j2S
v j  Kå
j2S
v0j (by (2.5))
 K å
j2O
v0j (since S is an optimal solution for the values v0j)
 å
j2O
v j jOjK (by (2.5))
 å
j2O
v j nK
= OPT   eW
 (1  e)OPT:
2
Sometimes it is possible to show that a particular performance guarantee a cannot
be achieved unless P=NP; that is, we can’t even get an approximate solution whose
value is within a factor a of the optimum in polynomial time unless we could solve
the problem optimally in polynomial time. For instance, it is not difficult to show that
Ch02.pdf January 15, 2020 55
2.5. Coping with NP-completeness 29
under quite reasonable conditions, no optimization problem whose decision variant
is strongly NP-complete can have an fully polynomial-time approximation scheme.
Theorem 2.26. Given an optimization problem whose decision version is strongly
NP-complete, let jxju denote the length of the encoding of an instance x with the
numeric data encoded in unary. Let OPT(x) denote the optimum value of the instance
x. If OPT(x) is an integer-valued function, and there exists a polynomial p such
that OPT(x) < p(jxju) for all instances x, then there is no fully polynomial-time
approximation scheme for the problem unless P = NP.
Proof. Assume the problem is a minimization problem; a trivially modified proof
will work for a maximization problem. The decision version of the problem asks
whether or not OPT(x)B for an instance (x;B). Suppose there is an fully polynomial-
time approximation scheme for the problem. For a given instance x, set e= 1=p(jxju).
Then the fully polynomial-time approximation scheme returns a solution of value be-
tween OPT(x) and
(1+ e)OPT(x) =

1+
1
p(jxju)

OPT(x)< OPT(x)+1:
Since OPT(x) is integer valued, the algorithm returns a solution of value OPT (x).
Thus we can correctly decide if OPT(x) B. Furthermore, the algorithm takes time
polynomial in jxj and 1e = p(jxju), which is polynomial in jxju. However, the deci-
sion variant is NP-complete even if the instance is encoded in unary, so we have a
polynomial-time algorithm to decide an NP-complete problem, implying P = NP. 2
As an example of the applications of this theorem, consider the problem PjjCmax.
The makespan of an optimal schedule is at most ånj=1 p j. If the data for PjjCmax
is encoded in unary, then certainly the encoding will require at least ånj=1 p j bits to
represent all the processing times p j. Thus OPT(x) < jxju + 1, and one condition
of the theorem is met. The other condition of the theorem is met since the decision
version of PjjCmax is strongly NP-complete. Thus there is no FPTAS for PjjCmax
unless P = NP.
Sometimes a proof of NP-completeness will imply that no a-approximation algo-
rithm can exist for a given a unless P = NP. As an example, we can use the proof of
Theorem 2.21 to show the following theorem.
Theorem 2.27. There can be no a-approximation algorithm for Pjprec; p j = 1jCmax
with a< 4=3 unless P = NP.
Proof. In the proof of Theorem 2.21, we showed that a “Yes” instance of the clique
problem could be mapped to an instance of Pjprec; p j = 1jCmax with makespan 3,
and a “No” instance was mapped to an instance with makespan greater than 3. Since
p j = 1 for all jobs, an instance with makespan greater than 3 must have makespan
at least 4. Now suppose we have an a-approximation algorithm for Pjprec; p j =
1jCmax with a < 4=3. Then a polynomial-time algorithm for the clique problem
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is as follows: given an instance of the clique problem, transform the instance into
an instance of Pjprec; p j = 1jCmax as in Theorem 2.21 and run the a-approximation
algorithm. If the approximation algorithm gives a schedule of length 3, output “Yes”,
otherwise “No”. The algorithm runs in polynomial time, and gives the correct answer
since whenever it is given a “Yes” instance of the clique problem, the approximation
algorithm creates a schedule of length less than 43 3= 4, which must be a schedule of
length 3. Thus the algorithm correctly outputs “Yes”. If the algorithm is given a “No”
instance of the clique problem, the makespan of the schedule must be at least 4, and
so the algorithm correctly returns “No”. Thus we cannot have an a-approximation
algorithm for Pjprec; p j = 1jCmax for a< 4=3 unless P = NP.2
Similar theorems can be shown for other scheduling problems; see Chapters 12–
14 for examples.
Branch and bound. Another approach to dealing with NP-complete problems is to
guarantee optimality but not efficiency, rather than guaranteeing efficiency but not
optimality. One technique of this type is called branch-and-bound. This technique
is a combination of an algorithm which searches the space of all possible solutions
to a problem (the “branch” part) and an algorithm that bounds the optimum value, to
rule out parts of the search space (the “bound” part). More sophisticated variations
of this technique have been developed (e.g. branch-and-cut, branch-and-price), but
we will only discuss the most basic version.
We begin by showing how this technique can be applied to the knapsack problem.
First, we formulate the problem as an integer program:
Max
n
å
j=1
v jx j
subject to:
n
å
j=1
s jx j  B
x j 2 f0;1g 1 j  n:
Replacing the constraints x j 2 f0;1g with constraints 0  x j  1 gives a linear pro-
gramming relaxation. Solving this LP is our “bounding” algorithm, since the optimal
value of this LP solution is an upper bound on the cost of an optimal solution. In fact,
the optimal solution to this LP can be obtained easily: suppose the items are indexed
such that v1=s1  v2=s2     vn=sn, and åk 1j=1 s j  B, but åkj=1 s j > B. Then an
optimal LP solution will set x1 = x2 =    = xk 1 = 1, xk+1 = xk+2 =    = xn = 0,
and xk = 1sk

B åk 1j=1 sk

: If xk = 0, then the solution is integral, and the solution is
an optimal solution to the knapsack problem as well.
If xk 6= 0, then we enter our “branching” algorithm. We create the two subprob-
lems of our knapsack problem, one in which the kth item cannot be included in the
knapsack (equivalent to setting xk = 0) and the other in which the kth item must be
included in the knapsack (equivalent to xk = 1); this latter problem is equivalent to a
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knapsack problem with item k omitted and a knapsack of capacity B  sk. Observe
that if we can find the solution to these two subproblems, then whichever solution
has the maximum value is the optimal solution to the original knapsack problem,
since the kth item must either be included or excluded. We say that the two subprob-
lems partition the solution space of the original problem. Since both subproblems
are knapsack problems, we can apply the same approach as above to find their solu-
tion; eventually either the LP relaxation returns an integer solution, or is infeasible,
in which case we no longer need to consider the subproblem.
This process is usually described in terms of a tree. The tree’s root corresponds to
the original knapsack problem, the root’s children to the subproblems of the original
problem, and in general the children of a node correspond to the subproblems of that
node.
This overall algorithm might be quite slow, but the following ideas can be used
to speed it up. We can keep track of the value of the incumbent solution, the best
integral solution found thus far. If we reach a subproblem such that the value of the
LP relaxation for that subproblem is less than the value of the incumbent solution,
then we do not need to find an integral solution to that subproblem; whatever it is, it
will not be the solution to the original problem because it will have value less than
that of the incumbent solution. So we can “cut off” this part of the solution space;
we say that the node in the tree corresponding to this subproblem has been fathomed.
Obviously the more nodes we can fathom, the less work we will have to do. Since we
do not initially have any integral solution to the problem (and we might have to solve
many subproblems before we find one), it is common to run a heuristic either before
or immediately after solving initial LP relaxation of the original problem, so that we
have some incumbent solution with which to cut off parts of the solution space. For
example, we can run the polynomial-time approximation scheme for knapsack of the
previous section to get a good initial incumbent solution.
The discussion above illustrates one way of applying branch-and-bound to a par-
ticular problem, the knapsack problem. The ideas there can be generalized in a num-
ber of different ways. For instance, we needn’t use a linear programming relaxation
of an integer programming formulation of the problem of interest; we can also use
some other easily computed bound on the value of an optimal solution, as long as we
know when the bound is equal to the value of an optimal solution. In the example
above, we “branched” on a fractional variable x from the linear programming solu-
tion, creating two subproblems in which x was set to 0 and x was set to 1. In general,
any way of creating two or more subproblems that partition the solution space will
do.
Other methods exist to speed up branch-and-bound. The running time of branch-
and-bound depends on the amount of time it takes to compute a bound and the num-
ber of subproblems created. Getting good bounds and having a good incumbent
solution cut down on the number of subproblems, but it is also helpful to speed up
the bound algorithm. One way to do this is to use a bound which can be computed
more quickly than an LP relaxation. In the case of the knapsack problem, we had an
LP bound which could be computed by inspection, but this is not always the case.
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One way to get a bound which can be computed more quickly is to further relax the
linear programming relaxation. We now consider one technique for doing so, called
Lagrangean relaxation.
Lagrangean relaxation. Lagrangean relaxation is a technique that can be used to
speed up the “bound” computation in branch-and-bound. Usually it is applied to
integer or linear programs in which there are some “nice” inequalities and some
“nasty” inequalities, in the sense that if the “nasty” inequalities were not present
we would be able to solve the integer or linear program more easily (perhaps using
a combinatorial algorithm, such as a network flow algorithm). The basic idea of
Lagrangean relaxation is that we drop the nasty constraints from the integer program
or linear program, but add penalties for their violation to the objective function.
For example, suppose we wish to solve the following integer program
ZA = Min
n
å
j=1
c jx j
subject to:
(A)
n
å
j=1
ai jx j  di i = 1; : : : ; p
n
å
j=1
bi jx j  ei i = 1; : : : ;q
x j 2 f0;1g j = 1; : : : ;n;
where the integer program is easier to solve without the q constraints ånj=1 bi jx j  ei.
Then in Lagrangean relaxation, we introduce constants l1; : : : ;lq  0 and create the
following integer program
L(l) = Min
n
å
j=1
c jx j +
q
å
i=1
li
 
ei 
n
å
j=1
bi jx j
!
subject to:
n
å
j=1
ai jx j  di i = 1; : : : ; p
x j 2 f0;1g j = 1; : : : ;n:
Observe that we can rearrange terms in the objective function in the following way:
L(x;l) =
n
å
j=1
c jx j +
q
å
i=1
li
 
ei 
n
å
j=1
bi jx j
!
=
n
å
j=1
 
c j 
q
å
i=1
libi j
!
x j +
q
å
i=1
liei:
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Thus if we define c˜ j = c j  åqi=1libi j; the Lagrangean relaxation is of the same
form as the easily solvable integer program, except that it has a constant term in the
objective function:
L(l) = Min
n
å
j=1
c˜ jx j +
q
å
i=1
liei
subject to:
n
å
j=1
ai jx j  di i = 1; : : : ; p
x j 2 f0;1g j = 1; : : : ;n:
By hypothesis, we can solve this integer program easily. Furthermore, the value of
its solution, L(l), is a lower bound on (A), ZA. To see this, note that for any feasible
solution x to (A),
q
å
i=1
li
 
ei 
n
å
j=1
bi jx j
!
 0;
and so L(x;l)ånj=1 c jx j. Since any x feasible for (A) is feasible for the Lagrangean
relaxation and the Lagrangrean relaxation is a minimization problem, L(l) ZA.
The technique can be applied to linear programs as well as integer programs;
the discussion above carries through if the constraints x j 2 f0;1g are replaced with
x j  0. As a concrete example of how Lagrangean relaxation applies to linear pro-
grams, consider the problem 1jprecjå j w jC j. For the problem without precedence
constraints, there is a linear program
Min
n
å
j=1
w jC j
subject to:
n
å
j=1
ai jC j  di 8i
C j  0 j = 1; : : : ;n;
which gives the optimal solution, where the variable C j gives the completion time
of job j. There is a simple O(n logn) time algorithm to compute the solution (see
Chapter 4 for details of the linear program and algorithm). We can get a better lower
bound on 1jprecjå j w jC j by adding constraints Cl  Ck  pk whenever Jk ! Jl .
However, adding these constraints to the linear program makes it much harder to
Ch02.pdf January 15, 2020 60
34 2. Tools from algorithms and complexity theory
solve. Applying Lagrangean relaxation gives the linear program
L(l) = Min
n
å
j=1
w jC j + å
k;l:Jk!Jl
lkl (pk Cl +Ck)
subject to:
n
å
j=1
ai jC j  di 8i
C j  0 j = 1; : : : ;n:
Rearranging the objective function yields
L(l) =
n
å
j=1
 
w j  å
k:Jk!J j
lk j + å
l:J j!Jl
l jl
!
C j + å
k;l:Jk!Jl
lkl pk
=
n
å
j=1
w˜ jC j + å
k;l:Jk!Jl
lkl pk;
where w˜ j = w j  åk:Jk!J j lk j +ål:J j!Jl l jl : We can then quickly obtain a lower
bound on the cost of optimal solution for the instance of 1jprecjå j w jC j by run-
ning the O(n logn) time algorithm on the 1jjå j w jC j instance with weights w˜ j, and
adding åk;l:Jk!Jl lkl pk to the resulting value.
Of course, in this case and in general, we would like to compute the best bound
possible; that is, we would like to compute the maximum of L(l) over all l 0. In
some cases, the given problem has enough structure that we are able to find quickly
the l that maximizes L(l). In general, however, we can use subgradient optimiza-
tion to find a good value of l. First, we claim that L(l) is a concave function of l,
so that any local maximum of L(l) is also a global maximum. We could thus use
standard gradient ascent methods to find the global maximum, except that L(l) is
not everywhere differentiable. Instead, we use a generalization of a gradient called a
subgradient. A vector a 2 Rq is a subgradient of L() at l if
L(l0) L(l)+(l0 l)Ta
for all l0  0. For a subgradient a, the set fl0 : (l0 l)Ta 0g contains any l0 for
which L(l0)> L(l). Thus the subgradient gives a direction of ascent. Fortunately,
a subgradient is easy to find. Consider the LP (A). Let x be an optimal solution
for l so that L(l) = L(x;l). Then the vector a with ai = ei  ånj=1 bi jxj is a
subgradient. To see this, choose some l0  0 and let x0 be an optimal solution for l0
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so that L(l0) = L(x0;l0). Then it is the case that
L(l0) = L(x0;l0)  L(x;l0)
=
n
å
j=1
c jxj +
q
å
i=1
ail0i
= L(x;l) 
q
å
i=1
aili+
q
å
i=1
ail0i
= L(l)+(l0 l)Ta:
Subgradient optimization generally works by producing a sequence of li  0 in
the following way: we start from some l0, compute L(li), find a subgradient ai,
and then set li+1 = li + diai  0; where di > 0 is a scalar step length. Note that in
this case,
L(li+1) L(li)+dikaik2;
so potentially the value of L(li+1) has increased from L(li). The following theo-
rem states that this sequence li converges to the optimum under certain conditions.
Theorem 2.28. If di! 0 as i! ¥ and å¥i=1 di = ¥, then
L(li)!max
l0
L(l):
The notes at the end of the chapter give references about Lagrangean relaxation and
subgradient optimization.
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Notes
Combinatorial optimization. For overviews to the field of combinatorial optimiza-
tion, consult the books of Bertsimas and Tsitsiklis [1997], Cook, Cunningham, Pul-
leyblank, and Schrijver [1998], Lawler [1976], Nemhauser and Wolsey [1988], and
Papadimitriou and Steiglitz [1982].
Linear programming. There are many books on linear programming. A nice intro-
duction for beginners is the book by Chva´tal [1983]. Schrijver [1986] gives a tech-
nical, dense, and comprehensive overview of the area, although many of the recent
developments in interior point methods for solving linear programs are not included.
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Wright [1997] gives an accessible treatment of this topic.
Network flows. For further reading on network flows, we recommend the book of
Ahuja, Magnanti, and Orlin [1993]. The books above on combinatorial optimization
all include sections on network flows, as do many introductory texts on algorithms
(see Cormen, Leiserson, and Rivest [1990], for example). The first proof of the
maximum flow/minimum cut theorem was given by Ford and Fulkerson [1956]. The
proof of Theorem 2.5 given here is due to Bertsimas, Teo, and Vohra [1995]. The
algorithm for deciding the feasibility of Pjpmtn;r j; d¯ jj  given McNaughton’s rule
is due to Horn [1974].
Dynamic programming. The term “dynamic programming” was coined by Bellman
[1957]. He considers problems in continuous optimization. Other examples of dy-
namic programming applied to discrete optimization problems can be found in stan-
dard textbooks in algorithms, such as Cormen, Leiserson, and Rivest [1990]. The
knapsack algorithm given in Figure 2.3 is due to Bellman and Dreyfus [1962]. The
algorithm in Figure 2.4 is due to Lawler [1979].
Complexity theory. For overviews of the field of complexity theory, consult the books
of Papadimitriou [1994] and Sipser [1997].
The complexity of the algorithmic techniques. The first example showing that the
simplex method requires an exponential number of pivots for a certain pivot rule is
due to Klee and Minty [1972]; other researchers followed with examples for other
pivot rules.
For further information about interior-point methods, consult the books of Wright
[1997] and Ye [1997].
See Ahuja, Magnanti, and Orlin [1993] for discussions of various types of net-
work flow algorithms and their running times. The maximum flow algorithm with
running time O(min(n2=3;m1=2)m log( n
2
m ) logU) is due to Goldberg and Rao [1998].
The more practical push-relabel algorithm was discovered by Goldberg and Tarjan
[1988]. Implementations of various maximum flow algorithms are studied in the
volume edited by Johnson and McGeoch [1993]. See also Cherkassky and Goldberg
[1997] for an implementation of the push-relabel algorithm. The result showing that
the parametric maximum flow problem can be solved in the same running time as the
push-relabel algorithm is due to Gallo, Grigoriadis, and Tarjan [1989]. The succes-
sive approximation push-relabel algorithm for minimum-cost flows is described in
Goldberg and Tarjan [1990] and evaluated in Goldberg [1997]. The implementation
there is compared to network simplex codes of Grigoriadis [1986] and Kennington
and Helgason [1980].
Complexity theory and a notion of hardness. A slightly dated, but still very worth-
while introduction to the theory of NP-completeness can be found in the book of
Garey and Johnson [1979]. Perhaps the most useful feature of the book is an ap-
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pendix listing some 300 NP-complete problems. The notion of NP-completeness
and the first NP-complete problems were given independently by Cook [1971] and
Levin [1973]. However, Karp [1972] was the first to show that many problems from
combinatorial optimization are NP-complete.
Lenstra, Rinnooy Kan, and Brucker [1977] gives the proof of the NP-completeness
of 1jr jjLmax in Theorem 2.19. The proof of the NP-completeness of PjjCmax in Theo-
rem 2.20 is due to Garey and Johnson [1978]. The first proof of the NP-completeness
of Pjprec; p j = 1jCmax is due to Ullman [1975]. The proof we give in Theorem 2.21
is due to Lenstra and Rinnooy Kan [1978].
Approximation algorithms. Shmoys [1995] gives an excellent survey of this area. A
collection of surveys edited by Hochbaum [1997] gives a more in-depth treatment of
various areas in approximation algorithms.
The polynomial-time approximation scheme we give for the knapsack problem is
due to Ibarra and Kim [1975].
Branch-and-bound. Surveys of Lagrangean relaxation are given by Geoffrion [1974]
and Fisher [1981]. The example of applying Lagrangean relaxation to 1jprecjå j w jC j
is due to Van de Velde [1990]. Theorem 2.28 follows from work of Polyak [1967].
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Pity poor Bob Cratchit, his in-basket piled high and the holidays upon him. The in-
basket demands the completion of n jobs, each with its own due date. Cratchit has no
idea how long any of the jobs will take. But he knows full well that he must complete
all the jobs on time, else his employment at Scrooge, Ltd. will be terminated. In what
order should he do the jobs?
J. R. Jackson supplied the answer in 1955, too late for Cratchit, but early enough
to qualify as one of the first optimization algorithms in scheduling theory. According
to Jackson’s Earliest Due Date (EDD) rule, if there is any way to complete all of the
jobs on time, then it can be accomplished by performing the jobs in order of nonde-
creasing due dates. Furthermore, such an EDD order minimizes maximum lateness,
whether or not it meets all of the due dates. Thus, Cratchit’s 1jjLmax problem is
solved by simply putting the jobs in EDD order.
The EDD rule, as given by Jackson, is extremely simple. But it has many impli-
cations that are quite nonobvious. With prior modification of due dates, the EDD
rule can be applied to solve 1j precjLmax. A preemptive extension of the rule solves
1j pmtn;r jjLmax and 1j pmtn; prec;r jjLmax. Furthermore, a generalization of the EDD
rule, the Least Cost Last rule, solves the general problems 1j precj fmax and
1j pmtn;prec;r jj fmax in O(n2) time.
Given these successes, one might suppose that other problems can be solved effi-
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ciently by some sort of elaboration of the EDD rule as well. Indeed, a complicated
algorithm that involves an iterative application of the EDD rule solves the case of
equal processing times, 1jr j; p j = pjLmax, in polynomial time. This is probably as
far as we can get, however: the unrestricted problem 1jr jjLmax is strongly NP-hard.
In later chapters, we shall have many occasions to reflect on the fact that preemp-
tive scheduling problems are often easier than their nonpreemptive counterparts,
and never known to be harder. In the case of single-machine minmax problems,
nonuniform release dates are innocuous when preemption is permitted, but calama-
tous when it is not.
When faced with an NP-hard problem, there are various things we can do. First,
we can try to find interesting and useful special cases that are solvable in polynomial
time, such as the ones mentioned above. Second, we can devise approximation al-
gorithms with performance guarantees, as we will do for the related ‘head-body-tail
problem’. Third, we can avail ourselves of enumerative methods.
3.1. Earliest Due Date and Least Cost Last rules
The Earliest Due Date (EDD) rule schedules the jobs without idle time in order of
nondecreasing due dates; ties are broken arbitrarily. The resulting schedule rule is
called an EDD schedule.
Theorem 3.1 [ Jackson’s EDD rule ]. Any EDD schedule is optimal for the problem
1jjLmax.
Proof. Let p be the ordering of the jobs in an EDD schedule, i.e., Jp( j) is the jth job
scheduled, and let p be an optimal ordering. Suppose that p 6= p. Then there exist
jobs J j and Jk such that Jk immediately precedes J j in p, but J j precedes Jk in p,
with d j  dk. Interchanging the positions of Jk and J j in p does not increase Lmax,
and decreases the number of pairs of consecutive jobs in p that are in the opposite
order in p. It follows that a finite number of such interchanges transforms p into p,
so that p is optimal.
Corollary 3.2. For any instance of 1jjLmax, all due dates can be met if and only if
they are met in any EDD schedule.
An EDD schedule can be found by sorting the due dates, which requires O(logn)
time. Sometimes O(n) time suffices, as in the special case of equal processing times
(see Exercises 3.3 and 3.4).
It is perhaps surprising that the EDD rule also solves the problem 1j precjLmax,
provided that the due dates are first modified to reflect the precedence constraints.
Similar modifications schemes will be encountered in Chapter 11 as well, but they
will not be as simple as this one.
If d j < dk whenever J j! Jk, then any EDD schedule is consistent with the given
precedence constraints and thereby optimal for 1j precjLmax. Observe that, if J j! Jk,
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we may set
d j := minfd j;dk  pkg (3.1)
without increasing the value of Lmax in any feasible schedule, since
Lk =Ck dk C j + pk dk =C j  (dk  pk):
Let G = (f1; : : : ;ng;A) be an acyclic digraph that represents the precedence rela-
tion. Consider updating the due dates in the following systematic manner: in each
iteration, select a vertex k 2V of outdegree 0 (that is, a sink) and, for each arc ( j;k),
update d j using (3.1); when all such arcs have been processed, delete them and vertex
k from G.
We claim that, after executing this algorithm, d j < dk whenever ( j;k) 2 A. At
some stage, vertex k becomes a sink and is subsequently selected in a particular
iteration. Immediately after that iteration, the update (3.1) implies that d j < dk; since
dk remains unchanged from this point on and d j can only decrease, our claim is valid.
Hence, by blindly applying the EDD rule to the modified due dates, we automatically
obtain a feasible schedule, which must therefore be optimal.
The due date modification algorithm takes O(n+ jAj) time. Since the EDD rule
takes O(n logn) time, we can solve 1j precjLmax in O(n logn+ jAj) time. Moreover,
the problem can be solved without any knowledge of the processing times of the jobs
(see Exercise 3.5).
There is an important symmetry between the problems 1jjLmax and 1jr jjCmax.
The former problem can be viewed as minimizing the amount by which the due
dates must be uniformly increased so that there exists a schedule in which each job
meets its (modified) due date. For the latter problem, we may also restrict attention
to schedules in which the jobs are processed without idle time between them, since
in each feasible schedule of length Cmax the start of processing can be delayed until
Cmax å j p j. The problem can then be viewed as minimizing the amount by which
the release dates must be uniformly decreased so that there exists a schedule of length
å j p j in which no job starts before its (modified) release date. These two problems
are mirror images of each other; one problem can be transformed into the other by
letting time run in reverse.
More precisely, an instance of 1jr jjCmax can be transformed into an instance of
1jjLmax by defining due dates d j = K  r j for some integer K. (One may choose
K  max j r j in order to obtain nonnegative due dates.) An optimal schedule for the
former problem is found by reversing the job order in an optimal schedule for the
latter. If we wish to solve 1j prec;r jjCmax, then we must also reverse the precedence
constraints, i.e., make J j! Jk in the Lmax problem if and only if Jk! J j in the Cmax
problem. It follows that the algorithm for 1j precjLmax also solves 1j prec;r jjCmax,
in O(n logn+ jAj) time. In Section 3.5 we will make the symmetry between release
dates and due dates more explicit by introducing the ‘head-body-tail’ formulation of
1jr jjLmax.
While 1j precjLmax can be solved without knowledge of the processing times, this
is definitely not true for the more general problem 1j precj fmax. Nevertheless, the
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latter problem can be solved in O(n2) time, by a generalization of the EDD rule that
we shall call the Least Cost Last rule.
Let N = f1;2; : : : ;ng be the index set of all jobs, and let L N be the index set of
jobs without successors. For any subset S  N, let p(S) = å j2S p j, and let f max(S)
denote the cost of an optimal schedule for the subset of jobs indexed by S. We may
assume that the machine completes processing by time p(N). Since one of the jobs
in L must be scheduled last, we have
f max(N)min j2L f j(p(N)):
Since omitting one of the jobs cannot increase the optimal cost, we also have
f max(N) f max(N f jg) for all j 2 N:
Now let Jl with l 2 L be such that
fl(p(N)) = min j2L f j(p(N)):
We have
f max(N)maxf fl(p(N)); f max(N flg)g:
But the right-hand side of this inequality is precisely the cost of an optimal schedule
subject to the condition that Jl is processed last. It follows that there exists an optimal
schedule in which Jl is in the last position. Since Jl is found in O(n) time, repeated
application of this Least Cost Last rule yields an optimal schedule in O(n2) time.
Theorem 3.3. The Least Cost Last rule solves the problem 1j precj fmax in O(n2)
time. 2
Theorem 3.3 can also be proved by a straightforward interchange argument, but the
method used here will be applied to the problem 1j pmtn; prec;r jj fmax in Section 3.2.
Exercises
3.1. Define the earliness of J j as E j = d j C j. Use an interchange argument similar
to the one in the proof of Theorem 3.1 to show that the maximum earliness Emax is
minimized by scheduling the jobs J j in order of nonincreasing p j d j.
3.2. Prove Corollary 3.2
3.3. Show that 1j p j  pjLmax can be solved in O(np) time by appropriate sorting
techniques.
3.4. Show that 1j p j = pjLmax can be solved in O(n) time. (Hint: Find dmin =min jd j.
For each interval [dmin+(k 1)p;dmin+kp) (k = 1; : : : ;n), count the number of jobs
with due dates in the interval and record the largest due date in the interval. Use these
values to compute the maximum lateness of an EDD schedule. Then find a schedule
that meets this bound.)
3.5. Show that 1j precjLmax can be solved without any knowledge of the p j val-
ues. Devise a two-job example to show that this is not the case for the maxi-
mum weighted lateness problem 1jjwLmax, where each job J j has a weight w j and
wLmax = max jw jL j.
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3.6. Prove Theorem 3.3 using an interchange argument.
3.7. Suppose that processing times are allowed to be negative. (This may seem less
unnatural if one views p j as the amount of a resource that is either consumed, if
p j > 0, or produced, if p j < 0.) Processing begins at time 0, and each completion
time C j is the total processing time of the jobs scheduled up to (and including) J j.
Extend the Least Cost Last rule to solve this generalization of 1jj fmax in O(n2) time.
(Hint: It is possible to partition an instance of the generalized problem into two
instances of the ordinary kind.)
3.8. Prove that the precedence-constrained version of the problem posed in Exercise
3.7 is NP-hard.
3.2. Preemptive EDD and Least Cost Last rules
We wish to extend the EDD rule to deal with nonuniform release dates. In this section
we will consider such an extension for the case in which preemption is permitted. A
nonpreemptive extension of the EDD rule is introduced in the next section.
The preemptive EDD rule solves the problem 1j pmtn;r jjLmax by scheduling the
jobs in time, with a decision point at each release date and at each job completion
time. A job J j is said to be available at time t if r j  t and it has not yet completed
processing. At each decision point, from among all available jobs, choose to process
a job with the earliest due date. If no jobs are available at a decision point, schedule
idle time until the next release date.
Observe that the preemptive EDD rule creates preemptions only at release dates,
but not at the first one. That is, if there are k distinct release dates, the rule introduces
at most k  1 preemptions. If all release dates are equal, then there are no preemp-
tions and the rule generates an ordinary EDD schedule, as described in the previous
section.
We shall prove that the preemptive EDD rule produces an optimal schedule. For
S N, let r(S) = min j2Sr j, p(S) = å j2S p j, and d(S) = max j2Sd j.
Lemma 3.4. For any instance of 1j pmtn;r jjLmax or 1jr jjLmax, Lmax  r(S)+ p(S) 
d(S) for each S N.
Proof. Consider an optimal schedule, and let J j be the last job in S to finish. Since
none of the jobs in S can start processing earlier than r(S), C j  r(S)+ p(S). Fur-
thermore, d j  d(S), and so Lmax  L j =C j d j  r(S)+ p(S) d(S): 2
Theorem 3.5. The preemptive EDD rule solves the problem 1j pmtn;r jjLmax, with
Lmax = maxSNr(S)+ p(S) d(S).
Proof. We will show that the preemptive EDD rule produces a schedule that meets
the lower bound of Lemma 3.4 for an appropriately chosen set S.
Consider the schedule produced by the preemptive EDD rule (cf. Figure 3.1). Let
Jc be a critical job, that is, Lc = Lmax. Let t be the latest time such that each job J j
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Figure 3.1. Schedule obtained by the preemptive EDD rule.
processed in the interval [t;Cc] has r j  t, and let S index the subset of jobs processed
in this interval. The interval contains no idle time: if there were an idle period, then
its end satisfies the criterion used to choose t and is later than t; hence, p(S)Cc  t.
Further, r j  t for each j 2 S and, since the machine is never idle in [t;Cc], some job
starts at time t; hence, r(S) = t. Finally, we show that d(S) = dc. Suppose that this
is not true, and let t 0 denote the latest time within [t;Cc] at which some job J j with
d j > dc is processed. Hence, each Jk processed in [t 0;Cc] has dk  dc < d j; since the
preemptive EDD rule did not preempt J j to start Jk, we have rk  t 0. But this implies
that t 0 should have been selected instead of t, which is a contradiction. Therefore,
Lmax = Lc =Cc dc  r(S)+ p(S) d(S), which proves the theorem. 2
The preemptive EDD rule is easily implemented to run in O(n logn) time with the
use of two priority queues. Jobs are extracted from one queue in order of nondecreas-
ing release dates. The second queue contains the jobs that are currently available.
The available job with smallest due date is extracted from this queue, and reinserted
upon preemption.
It is particularly important to note that the preemptive EDD rule is on-line, in
the sense that it only considers available jobs for the next position in the schedule,
without requiring any knowledge of their processing times and of the release dates
of future jobs. This makes it an ideal rule for scheduling tasks with due dates on a
real-time computer system.
After appropriate modification of both release dates and due dates, the preemptive
EDD rule also solves the problem 1j pmtn; prec;r jjLmax. The condition that must be
satisfied is that r j < rk and d j < dk whenever J j! Jk. In Section 3.1 we have already
given a procedure for modifying the due dates. For the release dates, observe that, if
J j! Jk, we may set
rk := maxfrk;r j + p jg
without changing the set of feasible schedules. We leave it to the reader to verify that
1j pmtn; prec;r jjLmax can be solved in O(n logn+ jAj) time, where A is the arc set of
the precedence digraph.
In some cases, the preemptive EDD rule produces a schedule without preemp-
tions, which is therefore optimal for the nonpreemptive variant as well. This observa-
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tion applies to the cases of equal release dates (1jjLmax), equal due dates (1jr jjCmax),
and unit processing times (1jr j; p j = 1jLmax); in the last case, our assumption that all
release dates are integral is essential. The preemptive EDD rule also solves a com-
mon generalization of the cases of equal release dates and equal due dates, which
occurs when d j  dk whenever r j < rk; such release and due dates are said to be
similarly ordered (see Exercise 3.9).
The preemptive EDD rule produces an optimal schedule with no unforced idle
time; idle time is unforced if there is an available job. A significant consequence of
this observation is the following.
Theorem 3.6. For any instance of 1j pmtn; prec;r jj fmax and 1j pmtn; prec;r jjå f j,
there exists an optimal schedule with no unforced idle time and with at most n  1
preemptions.
Proof. Given an optimal schedule in which each J j has a completion time Cj , create
an instance of 1j pmtn; prec;r jjLmax by setting d j =Cj . These due dates satisfy the
property that d j < dk whenever J j ! Jk. Modify the release dates so that they also
conform to the precedence constraints, and apply the preemptive EDD rule. In the
resulting schedule, each job J j completes no later than Cj . Hence, the new schedule
is also optimal and the theorem is proved. 2
We shall now obtain a preemptive extension of the Least Cost Last rule that will
enable us to solve 1j pmtn;r jj fmax and even 1j pmtn; prec;r jj fmax in O(n2) time.
Taking our cue from Theorem 3.6 which states that there is an optimal schedule
with no unforced idle time, we first notice that we must work with a certain block
structure. Consider running the following algorithm on an instance of 1j pmtn;r jj fmax:
as long as jobs are available, choose one of them and schedule it to completion; other-
wise, find the minimum release date of an unscheduled job, create an idle period until
then, and continue from there. This algorithm partitions N into blocks, where a block
consists of a maximal subset of jobs processed continuously without idle time. Call
this algorithm Find Blocks(N). Recall that, for any subset S  N, r(S) = min j2Sr j
and p(S) = å j2S p j, and define t(S) = r(S)+ p(S). It follows that, if we find the
blocks B1; : : : ;Bk in that order, then Bi starts processing at time r(Bi) and completes
processing at time t(Bi)< r(Bi+1). Using this information, we obtain the following
corollary of Theorem 3.6.
Corollary 3.7. If B1; : : : ;Bk are the blocks of an instance of 1j pmtn;r jj fmax, then
there exists an optimal schedule in which the jobs of Bi (i = 1; : : : ;k) are scheduled
from r(Bi) to t(Bi) without idle time. 2
Corollary 3.7 implies that we can find an optimal schedule for each block, and then
combine them to obtain an optimal schedule for the entire instance. Furthermore, the
algorithm to solve 1j pmtn;r jj fmax for a block can now follow a plan nearly identical
to the one used for 1jj fmax. Let f max(B) denote the cost of an optimal schedule for the
subset of jobs indexed by B. As above, we may assume that the machine completes
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processing block B at time t(B). Since some job in B must finish last, we have
f max(B)min j2B f j(t(B)):
Again, it is clear that
f max(B) f max(B f jg) for all j 2 B:
Now choose Jl with l 2 B such that
fl(t(B)) = min j2B f j(t(B)):
We have
f max(B)maxf fl(t(B)); f max(B flg)g: (3.2)
We will give a recursive algorithm that produces a schedule whose value fmax(B)
meets this lower bound.
Algorithm Schedule Block(B)
if B = /0 then return the empty schedule;
l := argmin j 2 B f j(t(B));
call Find Blocks(B flg);
schedule Jl in the idle time generated between r(B) and t(B);
for each block Bi found call Schedule Block(Bi).
Note that, in the resulting schedule, job Jl is processed only if no other job is
available.
We shall prove by induction on the number of jobs in jBj that Schedule Block
constructs an optimal schedule. Clearly, this is true if jBj= 0. Otherwise, consider a
critical job, i.e., one whose completion cost equals fmax(B). If Jl is critical, then
fmax(B)  fl(t(B));
since Jl is certainly completed by t(B). If one of the other jobs in B is critical, then
the correctness of the algorithm for smaller blocks, along with Corollary 3.7, implies
that
fmax(B)  f max(B flg):
It follows that the algorithm produces a schedule whose value matches the lower
bound (3.2) on the optimal value. Hence, the schedule is optimal.
To analyze the running time of this algorithm, we must be a bit more careful
about a few implementation details. Let T (n) be the worst-case running time of
Schedule Block on an input with n jobs. We start by reindexing the jobs so that they
are ordered by nondecreasing release dates. It then takes linear time to identify Jl ,
and also linear time to run Find Blocks, since the jobs are nicely ordered. In order
to call Schedule Block recursively on each block found, we must make sure that
the jobs in each block are numbered appropriately. However, we can separate the
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original sorted list of n jobs into sorted lists for each block in linear time. Thus, if
n1; : : : ;nk are the sizes of the blocks found, then
T (n)  T (n1)+   +T (nk)+O(n);
where n1+   +nk = n 1, and T (1) = O(1). This implies that T (n) = O(n2), as is
easily verified by induction.
It is also important to analyze the number of preemptions generated by this algo-
rithm. In the schedule constructed, Jl can be preempted only at times r(B0) for the
blocks B0 of B flg. This implies that the schedule contains at most n 1 preemp-
tions, and it is not hard to construct instances for which every optimal schedule has
that many preemptions (see Exercise 3.10).
Theorem 3.8. The problem 1j pmtn;r jj fmax can be solved in O(n2) time in such a
way that the optimal schedule has at most n 1 preemptions.
Exercises
3.9. Show that the preemptive EDD rule solves 1jr jjLmax in O(n log n) time in case
the release and due dates are similarly ordered, i.e., d j  dk whenever r j < rk.
3.10. Give a class of instances of 1j pmtn;r jj fmax for which every optimal schedule
has n 1 preemptions.
3.11. Show how to extend Theorem 3.8 to apply to 1j pmtn; prec;r jj fmax. (Hint: Af-
ter modifying the release dates in the usual way, the main difficulty is in identifying
the correct job Jl , which is now restricted to be a job that has no successors within
its block.)
3.12. Apply the algorithm of Theorem 3.8 to find an optimal schedule for the in-
stance of 1j pmtn; prec;r jj fmax given in Figure 3.2.
3.13. Show that the preemptive Least Cost Last rule solves 1j prec;r j; p j = 1j fmax
in O(n2) time.
3.14. Devise and prove a minmax theorem that generalizes Theorem 3.5 to
1j pmtn;r jj fmax.
3.3. A polynomial-time algorithm for jobs of equal length
We have seen that the preemptive EDD rule solves 1jr jjLmax in O(n log n) time when
all r j are equal, when all d j are equal, when all p j = 1, and even when the r j and
d j are similarly ordered. It is not easy to find additional special cases for which the
preemptive EDD rule creates no preemptions.
We can modify the preemptive rule so that it is forced to produce a nonpreemptive
schedule. With luck, some new special cases can be solved by the nonpreemptive
EDD rule: schedule the jobs in time, with a decision point at the beginning of each
block and at each job completion time. At each decision point, choose to process an
available job with the earliest due date. If no jobs are available at a decision point,
schedule idle time until the next release date.
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Figure 3.2. Five-job instance of 1j pmtn; prec;r jj fmax for Exercise 3.12
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Figure 3.3. Schedule obtained by the nonpreemptive EDD rule.
Unfortunately, it is also not easy to find new cases for which the direct applica-
tion of the nonpreemptive EDD rule can be guaranteed to yield an optimal schedule.
However, the rule is invaluable as a component of more elaborate algorithms, for
solving special cases, for obtaining near-optimal solutions, and for computing op-
timal schedules by enumeration. In this section, we shall develop an algorithm for
the special case of equal processing times, 1jr j; p j = pjLmax. This algorithm, unlike
the simple EDD rule, is off-line, and unlike the special cases we have seen thus far,
1jr j; p j = pjLmax is not solvable by an on-line algorithm (see Exercise 3.15).
The reader should observe that the case in which all p j are equal to an arbitrary
positive integer p is very different from the case in which all p j = 1. It is possible
to rescale time so that p = 1. But then the release dates become rational numbers,
contrary to the ground rule under which we asserted that the preemptive EDD rule
solves 1jr j; p j = 1jLmax.
There are instances of the general 1jr jjLmax problem for which the solution de-
livered by the nonpreemptive EDD rule can be proved to be optimal. Recall that, for
S N, r(S) =min j2Sr j, p(S) =å j2S p j, and d(S) =max j2Sd j. Consider a schedule
delivered by the nonpreemptive EDD rule (cf. Figure 3.3). Let Jc be a critical job,
that is, Lc = max jL j, and let t be the earliest time such that the machine is not idle
in the interval [t;Cc]. The sequence of jobs Q processed in this interval is called a
critical sequence. None of the jobs in Q has a release date smaller than t; that is,
r(Q) = t. Suppose that, in addition, none of the jobs in Q has a due date larger than
dc; that is, d(Q) = dc. In that case, the schedule must be optimal: its maximum
lateness is equal to r(Q)+ p(Q) d(Q), which, by Lemma 3.4, is a lower bound on
the optimum.
This proof of optimality, however, is a happy turn of events, and many instances
will not have the property that d(Q) = dc. For those instances, there will be a job Jb
with b 2 Q and db > dc. Any such job interferes with the optimality proof, and the
one scheduled last in Q is called an interference job. This notion will be useful in
several aspects of algorithm design for 1jr jjLmax. We shall now apply it to derive a
polynomial-time algorithm for 1jr j; p j = pjLmax.
We will first consider the decision version of this problem and give a polynomial-
time algorithm to decide whether, for a given integer l, there exists a schedule with
value Lmax  l. This is equivalent to the problem of deciding if every job can meet
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its due date, since a schedule satisfies Lmax  l if and only it satisfies Lmax  0 with
respect to modified due dates d j + l ( j = 1; : : : ;n). Thus, we view the due dates as
deadlines and call a schedule in which every job is on time a feasible schedule.
Suppose that the nonpreemptive EDD rule constructs an infeasible schedule. Find
a critical job Jc and its critical sequence Q. If there is no interference job in Q,
then Lemma 3.4 implies that no feasible schedule exists. Suppose that there is an
interference job Jb, and let Sb be its starting time. Focus on that part of Q that follows
Jb; call this part Q0. The definition of an interference job implies that d(Q0) = dc <
db. In spite of this, the nonpreemptive EDD rule selected Jb for processing at time
Sb. It follows that r(Q0) > Sb. Consider any schedule in which a job starts in the
interval [Sb;r(Q0)). Clearly, this cannot be a job in Q0. Since all processing times are
equal, the jobs in Q0 are delayed at least as much as in the schedule produced by the
nonpreemptive EDD rule. Hence, some job in Q0 must be late, and the schedule is
infeasible. We conclude that no feasible schedule has any job starting in [Sb;r(Q0)),
and therefore call that interval a forbidden region.
The main idea of the algorithm is to repeat this approach. We apply the nonpre-
emptive EDD rule, never starting jobs in any forbidden region that has been identified
before. There are three possible outcomes: either a feasible schedule is found, or the
instance is proved infeasible, or a new forbidden region is identified. In the first two
cases, we are done; in the last case, we repeat. The running time analysis will rely
on the fact that the number of forbidden regions is limited.
Before stating the algorithm in detail, we have to modify our definition of a crit-
ical sequence, since idle time that is caused by a forbidden region does not count.
Given a critical job Jc, its critical sequence Q consists of the jobs processed during
the maximal interval [t;Cc) such that all idle time within the interval occurs within
forbidden regions. The decision algorithm is now as follows.
F := /0; * initialize the set of forbidden regions *
until a feasible schedule is found * produce the next schedule *
N := f1; : : : ;ng; * N is the index set of unscheduled jobs *
t := 0; * t is the time at which the next job may start *
while N 6= /0 * some job is not yet scheduled *
while there exists F 2 F such that t 2 F = [t1; t2)
t := t2; * advance t beyond forbidden regions *
A := f j 2 Njr j  tg; * A is the set of available jobs at t *
select j 2 A for which d j is minimum; * choose next job *
S j := t; C j := t+ p; * schedule J j *
N := N f jg; * mark J j as scheduled *
t := t+ p; * advance t to C j *
if some job is late
then * prove infeasibility or find new forbidden region *
find a critical job Jc;
if there is no interference job then output ‘infeasible’ and halt;
Jb := the interference job in the critical sequence ending with Jc;
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Q0 := f jjSb < S j  Scg;
F := F [f[Sb;r(Q0))g.
The reader may wonder why this algorithm must stop. Observe that the upper
endpoint of a forbidden region is always a release date. Hence, each job has a starting
time of the form r j + sp, where s is an integer between 0 and n  1. Since the
lower endpoints of the forbidden regions are starting times, there are O(n2) possible
lower endpoints, and after that many iterations we cannot possibly generate a new
forbidden region. The algorithm must terminate within O(n2) iterations.
In order to prove that the algorithm is correct, we need a lemma. Suppose that the
jobs have identical release dates and identical processing times, and that we just wish
to minimize schedule length; however, no job is allowed to start in any of a number
of given forbidden regions. This problem can be solved in a simple way.
Lemma 3.9 [ Simple algorithm ]. Given a set F of forbidden regions, the problem
1jr j = r; p j = pjCmax is solved by repeatedly choosing a job and starting it at the
earliest possible time that is not contained in any interval in F .
Proof. Suppose that the lemma is incorrect. Choose a counterexample with the
smallest number of jobs. Since the jobs are identical, we may assume that they
are ordered J1; : : : ;Jn in both the schedule produced by the simple algorithm and
the optimal schedule. Let C j and Cj , respectively, denote the completion time of
J j in each of these schedules. By the choice of counterexample, C j  Cj for j =
1; : : : ;n 1. In particular, since Cn 1 Cn 1, any time at which the optimal schedule
may start Jn is also available for the simple algorithm. Hence, Cn Cn , which is a
contradiction. 2
We claim that the decision algorithm has the following invariant property: for any
feasible schedule, no job starts at a time contained in a forbidden region F 2 F . We
shall first use this property to show that the algorithm is correct, and then establish
its validity.
Assuming that the invariant property holds, it will be sufficient for us to show that
no feasible schedule exists whenever the algorithm concludes that this is so. Sup-
pose the algorithm halts without having produced a feasible schedule. In that case,
the final schedule found has a critical sequence Q with no interference job. By defi-
nition, the jobs in Q are the only ones scheduled between r(Q) and their maximum
completion time, max j2QC j > d(Q). We shall invoke Lemma 3.9 to show that this
set of jobs cannot be completed earlier than in the schedule found. Observe that the
schedule of the critical sequence contains no idle time outside of the forbidden re-
gions. Hence, this schedule could have been produced by the simple algorithm on a
modified instance in which each release date is set equal to r(Q). By Lemma 3.9, the
maximum completion time of this schedule is optimal. However, it exceeds d(Q). It
follows that, in any schedule, the job in Q that finishes last must be late.
We still must verify the invariant property. It certainly holds initially, when there
are no forbidden regions, and we have already seen that it holds when the first for-
bidden region has been found. Assume that the invariant property holds for the first
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k forbidden regions found. Suppose that, in iteration k+ 1, an infeasible schedule
is found, with a corresponding forbidden region [Sb;r(Q0)). Extract the schedule
for the jobs in Q0 [fbg. There is no idle time outside of a forbidden region in this
schedule from Sb until all jobs in Q0[fbg are completed. Thus, if the release dates
of these jobs were to be modified to Sb, then this schedule is a possible output of the
simple algorithm. Its completion time exceeds d(Q0) and, by Lemma 3.9, no earlier
maximum completion time is possible for this subinstance.
Suppose that there exists a feasible schedule with S j 2 [Sb;r(Q0)) for some job
J j. Of course, j 62 Q0. From this feasible schedule, extract the schedule for the jobs
in Q0 [f jg. By the invariant property, no job starts during any of the k forbidden
regions already identified. The schedule remains feasible if we change each release
date to Sb. This makes J j identical to Jb. But it now follows that the completion time
of the schedule must exceed d(Q0), which contradicts its feasibility. This completes
the correctness proof of the algorithm.
As for the running time of the algorithm, we already know that there are O(n2)
iterations. We still must figure out how to implement each iteration. The jobs are
initially stored in a priority queue, ordered by their release dates. Whenever the
available set A is updated, we repeatedly test whether the minimum element in the
queue is no more than the current time parameter t and, if so, extract the minimum
element from the queue. The available set is stored in another priority queue, ordered
by due date. With these data structures, each iteration takes O(n log n) time. Hence,
the decision algorithm runs in O(n3 log n) time.
We now have solved the decision problem. In order to solve the optimization
problem, we can use a naive bisection search to find Lmax but there is a better way.
Observe that any lateness is the difference between a starting time and a due date.
Since there are only O(n2) possible starting times and O(n) due dates, there are
O(n3) possible values of Lmax. Even using brute force, we can calculate all of these,
sort them, and then do a bisection search to find Lmax. As a result, O(log n) iterations
suffice to find the optimal solution.
Theorem 3.10. The problem 1jr j; p j = pjLmax can be solved in O(n3 log2 n) time by
an iterated version of the nonpreemptive EDD rule.
We should make a final comment about implementing this algorithm. While we
have stipulated that each forbidden region is derived from a critical job, the proof
uses nothing more than that the job is late. Hence, whenever the algorithm schedules
a job, it should check if that job is late. If it is, the current iteration ends, either by
identifying an interference job relative to that job, or by concluding that the instance
is infeasible.
The algorithm is easily extended to solve 1j prec;r j; p j = pjLmax as well. As
we have indicated in the previous sections, the release and due dates of a problem
instance can be modified in such a way that r j < rk and d j < dk whenever J j !
Jk, without changing the set of feasible schedules and their objective values. The
nonpreemptive EDD rule, when run on the modified instance, will automatically
respect the precedence constraints. Hence, any schedule generated by the algorithm
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Figure 3.4. Instance of 1jr j; p j = p; d¯ jj  for Exercise 3.16.
will satisfy the precedence constraints.
Exercises
3.15. Show that there is no on-line algorithm to solve 1jr j; p j = pjLmax.
3.16. Apply the algorithm of Theorem 3.10 to find a feasible schedule for the in-
stance of 1jr j; p j = p; d¯ jj  given in Figure 3.4. What happens if d¯6 is changed to
18?
3.17. Consider the special case of 1jr jjLmax in which r j + p j  rk for each pair
(J j;Jk).
(a) Show that there exists an optimal schedule in which at least n 1 of the jobs are
in EDD order.
(b) Describe how to find an optimal schedule in O(n2) time.
(c) Describe how to find an optimal schedule in O(n log n) time.
(d) Suppose that, instead of r j + p j  rk, we have d j  p j  dk for each pair (J j;Jk).
What can be said about this special case?
3.4. NP-hardness results
We will now show that one cannot expect to obtain a polynomial-time algorithm for
1jr jjLmax in its full generality. More precisely, 1jr jjLmax is strongly NP-hard.
Theorem 3.11. 1jr jjLmax is NP-hard in the strong sense.
Proof. We shall show that the problem is NP-hard in the ordinary sense, by proving
that the partition problem reduces to the decision version of 1jr jjLmax. To establish
strong NP-hardness, one can give an analogous reduction from 3-partition, but this
is left to the reader (see Exercise 3.18).
An instance of partition consists of integers a1; : : : ;at ;b with åtj=1 a j = 2b. The
corresponding instance of 1jr jjLmax has n = t+1 jobs, defined by
r j = 0; p j = a j; d j = 2b+1; j = 1; : : : ; t;
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Figure 3.5. The reduction of partition to 1jr jjLmax.
rn = b; pn = 1; dn = b+1:
We claim that there exists a schedule of value Lmax  0 if and only if the instance of
partition is a yes-instance.
Suppose we have a yes-instance of partition; that is, there exists a subset S 
f1; : : : ; tg with å j2S a j = b. We then schedule the jobs J j with j 2 S in the interval
[0;b], job Jn in [b;b+ 1], and the remaining jobs in [b+ 1;2b+ 1] (cf. Figure 3.5.)
Note that no job starts before its release date, and that no job is late.
Conversely, consider a feasible schedule of value Lmax  0. In such a schedule, Jn
must start at time b and there cannot be any idle time. Hence, the jobs that precede
Jn have a total processing time of b. Since p j = a j ( j = 1; : : : ;n), we conclude that
we have a yes-instance of partition. 2
Exercises
3.18. Prove that 1jr jjLmax is NP-hard in the strong sense.
3.19. Show that 1jjmaxfEmax;Lmaxg is strongly NP-hard (cf. Exercise 3.1).
3.5. Approximation algorithms
Since 1jr jjLmax is NP-hard, it is natural to ask whether there are polynomial-time
algorithms that find solutions guaranteed to be close to the optimum. Before answer-
ing this question, we must make sure that it is well posed. As discussed in Chapter
3, we are primarily concerned with the performance of an approximation algorithm
in terms of its worst-case relative error. We would like to give an algorithm A such
that, for example, Lmax(A)  2Lmax for every instance. This is a reasonable goal
when Lmax is positive. However, when Lmax = 0, we must find the optimum, and
when Lmax < 0, we must find a solution that is better than optimal!
This difficulty is not avoided if we switch to the Tmax objective. The maximum tar-
diness of a schedule is always nonnegative, but it can be zero. This has the interesting
consequence that, for the problem 1jr jjTmax, we cannot hope to find a polynomial-
time algorithm with any finite performance bound.
Theorem 3.12. If there exist a polynomial-time algorithm A and a constant c > 1
such that, for any instance of 1jr jjTmax, Tmax(A)< cT max, then P = NP. 2
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The proof follows directly from the reduction given in the proof of Theorem 3.11
(see Exercise 3.20).
For Lmax problems, however, the whole notion of a c-approximation algorithm
makes no sense. We can get around this difficulty by realizing that, unlike release
dates and processing times, due dates have never been assumed to be nonnegative.
By requiring that all due dates are negative, we ensure that each lateness is posi-
tive. And there do exist good approximation algorithms and, in fact, a polynomial
approximation scheme for the problem 1j prec;r j;d j < 0jLmax.
A few words about the significance of this problem are in order. Any instance of
1j prec;r jjLmax can be transformed into an instance with negative due dates by sub-
tracting a constant K from each d j, where K >max jd j. Both instances are equivalent
to the extent that a schedule is optimal for one if and only if it is optimal for the other.
Still, a good approximation for the transformed instance may be a very poor approx-
imation for the original, since the transformation adds K to the maximum lateness of
each schedule.
However, the problem 1j prec;r j;d j < 0jLmax is not something we concocted for
the sole purpose of being able to obtain good performance guarantees for approxima-
tion algorithms. The problem is equivalent to the head-body-tail problem, in which
each job J j is to be processed on the machine during a period of length p j, which
must be preceded by a release time of length r j and followed by a delivery time of
length q j. A job J j can only start at time S j  r j; it then finishes at time C j = S j+ p j
and is delivered at time L j = C j + q j. If J j ! Jk, then it is required, as usual, that
C j  Sk. The objective is to minimize the maximum job delivery time. Obviously,
the two problems correspond to each other via d j = q j. A schedule is feasible for
one problem if and only if it feasible for the other, and it has the same criterion values
in both formulations.
We shall encounter the head-body-tail problem in Chapters 13 and 14, where it
arises quite naturally as a relaxation of flow shop and job shop scheduling problems.
In that context, it is convenient to view it as a three-machine problem, with each
job J j having to be processed by M1, M2, M3 in that order, for r j, p j, q j time units,
respectively. Contrary to our usual assumptions, M1 and M3 are non-bottleneck ma-
chines, in that they can process any number of jobs simultaneously; M2 can handle
at most one job at a time and corresponds to the original single machine. Prece-
dence constraints have to be respected on M2 only. The objective is to minimize the
maximum job completion time on M3.
An appealing property of the head-body-tail problem is its symmetry. An instance
defined by n triples (r j; p j;q j) and a precedence relation! is equivalent to an inverse
instance defined by n triples (q j; p j;r j) and a precedence relation!0, where J j!0 Jk
if and only if Jk ! J j. A feasible schedule for one problem instance is converted
into a feasible schedule for its inverse by reversing the order in which the jobs are
processed. The equivalence of 1j precjLmax and 1j prec;r jjCmax is a manifestation of
this symmetry.
We shall use the language and notation of the head-body-tail problem in the
rest of this chapter. Since q j =  d j for each J j, each variant of the EDD rule for
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1j prec;r j;d j < 0jLmax can be translated into its analogue for the head-body-tail
problem by selecting the jobs in order of nonincreasing delivery times. Similarly,
if q(S) = min j2S q j for S N, then we can restate Lemma 3.4 in the following way.
Corollary 3.13. For any instance of 1jr j;d j < 0jLmax, Lmax  r(S)+ p(S)+q(S) for
any S N. 2
The nonpreemptive EDD rule (NEDD)
In Section 3.3 we have studied the structure of schedules produced by this rule. We
now use that information to investigate its performance for instances with arbitrary
processing requirements. We first derive two data-dependent bounds.
Lemma 3.14. For any instance of 1jr jjLmax, let Jc be a critical job and let Jb be an
interference job in a critical sequence in a schedule produced by the nonpreemptive
EDD rule; we then have
(i) Lmax(NEDD) Lmax < qc;
(ii) Lmax(NEDD) Lmax < pb.
Proof. Consider a schedule produced by the nonpreemptive EDD rule. Let Q be
the critical sequence corresponding to Jc. By the definition of Q, the jobs in Q start
processing at r(Q) and are processed without idle time for p(Q) time units. Hence,
Jc completes processing at r(Q)+ p(Q), and
Lmax(NEDD) = r(Q)+ p(Q)+qc:
Corollary 3.13 implies
Lmax  r(Q)+ p(Q)+q(Q)> r(Q)+ p(Q):
By combining these inequalities, we obtain part (i) of the lemma.
Let Jb be the interference job in Q, and let Q0 be the part of Q that follows Jb.
By the definition of Jb, qb < qc = q(Q0). Since Jb was selected to start processing at
time Sb, we have Sb < r(Q0), and
Lmax(NEDD) = Sb+ pb+ p(Q0)+qc < r(Q0)+ pb+ p(Q0)+q(Q0):
Corollary 3.13 implies
Lmax  r(Q0)+ p(Q0)+q(Q0):
These inequalities together prove part (ii) of the lemma. 2
Since Lmax  max jq j, part (i) of Lemma 3.14 implies that the nonpreemptive EDD
rule is a 2-approximation algorithm for 1jr j;d j < 0jLmax. Alternatively, since Lmax 
p(N), part (ii) also implies this result.
In the precedence-constrained case, we first modify the data so that r j < rk and
q j > qk whenever J j ! Jk; each feasible schedule for the modified instance is fea-
sible for the original one and has the same value. When the nonpreemptive EDD
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rule is applied to the modified instance without precedence constraints, the resulting
schedule will still respect these constraints, and has a value strictly less than twice
the optimum for the modified instance without precedence constraints. Clearly, this
feasible solution for the original instance of 1j prec;r j;d j < 0jLmax is also within a
factor of 2 of the optimum for the more constrained problem.
Theorem 3.15. For any instance of 1j prec;r j;d j < 0jLmax, Lmax(NEDD)=Lmax < 2:
2
It is not hard to give a family of two-job examples that show that the bounds of
Lemma 3.14 and Theorem 3.15 are tight (see Exercise 3.21).
The iterated nonpreemptive EDD rule (INEDD)
In Section 3.3, an iterated version of the nonpreemptive EDD rule did succeed where
just the rule itself was not sufficient. We will adopt a similar strategy here.
When applied to an instance of 1j prec;r j;d j < 0jLmax, we view the nonpreemp-
tive EDD rule as the procedure that first preprocesses the data to ensure that r j < rk
and q j > qk whenever J j ! Jk, and then builds a feasible schedule using the proper
rule.
The iterated nonpreemptive EDD rule applies this nonpreemptive EDD rule to a
series of at most n instances, starting with the original instance. If the schedule ob-
tained has a critical sequence with no interference job, then the algorithm terminates.
Otherwise, there is a critical sequence Q, ending with the critical job Jc and contain-
ing the interference job Jb. Since the small delivery time qb of Jb interferes with the
proof of optimality, we force Jb to be processed after Jc by increasing its release time
rb to rc and reapplying the nonpreemptive EDD rule. The algorithm continues in this
way, until either no interference job exists or n schedules have been generated. From
among the schedules generated, we select one with minimum Lmax value. We claim
that this is a 3/2-approximation algorithm.
Note that any schedule found is feasible for the original data. The original release
dates are respected, since release dates are only increased throughout the algorithm.
The precedence constraints are respected, since the data are modified in each itera-
tion.
The following two lemmas deal with complementary cases.
Lemma 3.16. For any instance of 1j prec;r j;d j < 0jLmax, if there does not exist an
optimal schedule that is feasible with respect to the modified data used in the final
iteration of the iterated nonpreemptive EDD rule, then Lmax(INEDD)=Lmax < 3=2.
Proof. Consider an optimal schedule s for the original instance. Focus on the last
iteration in which s is still feasible with respect to the modified data. (These are
the data after any preprocessing by the nonpreemptive EDD rule in that iteration.)
Let Lmax denote the optimum value for both the original instance and the modified
instance considered in this iteration. In the schedule obtained in this iteration, let
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Jc be a critical job, Q its critical sequence, and Jb the interference job, and let Lmax
denote its value. We have
Lmax = r(Q)+ p(Q)+qc  rb+ pb+ p(Q fbg)+qc:
As a result of this iteration, rb is increased to rc, and s is no longer feasible. Thus,
Jb must precede Jc in s, so that
Lmax  rb+ pb+qc:
It follows that
Lmax Lmax  p(Q fbg):
Lemma 3.14(ii) implies that
Lmax Lmax < pb:
Since Lmax  p(N), we have
Lmax
Lmax
< 1 +
minfpb; p(Q fbg)g
Lmax
 1 + p(N)=2
p
(N) =
3
2
: 2
Lemma 3.17. For any instance of 1j prec;r j;d j < 0jLmax, if there does exist an op-
timal schedule that is feasible with respect to the modified data used in the final
iteration of the iterated nonpreemptive EDD rule, then Lmax(INEDD)=Lmax < 3=2.
Proof. The algorithm terminates for one of two reasons: either there is no interfer-
ence job, or n schedules have been generated.
In the former case, the algorithm produces an optimal schedule for the final mod-
ified instance. This schedule must also be optimal for the original instance, since
both instances have the same optimum value.
In the latter case, we will show that one of the schedules produced must meet
the claimed bound. Observe that, in spite of the data modifications, the optimum
value remains unchanged throughout the algorithm. Lemma 3.4 (ii) now implies
that, in each iteration, Lmax Lmax < pb, where Jb is the interference job. The proof
would be complete if we could show that, in some iteration, pb  p(N)=2, since
p(N)  Lmax. However, this is true for all but at most one job! Could the same job
be the interference job for all n iterations? No: in each iteration, another job (the
critical one) is forced to precede it, and so after n  1 iterations it would be the last
job, which cannot be an interference job. 2
We combine Lemmas 3.16 and 3.17 to obtain the following theorem.
Theorem 3.18. For any instance of 1j prec;r j;d j < 0jLmax, Lmax(INEDD)=Lmax <
3=2.
It is not hard to show that this bound is tight (see Exercise 3.22).
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A polynomial approximation scheme
The crucial fact in the proof of Theorem 3.18 is that there is at most one job with pro-
cessing time greater than p(N)=2. Can we obtain better performance guarantees by
using the more general observation that there are at most k 1 jobs with a processing
time greater than p(N)=k? Yes, this is possible indeed, at least if we are willing to
restrict attention to the problem without precedence constraints.
Let k be a fixed positive integer. Call a job Jl long if pl > p(N)=k. Suppose that,
somehow, we know the starting time Sl of each long job Jl in an optimal schedule
s, as well as the value Lmax. We can use this information to produce a near-optimal
schedule. Modify the release date and delivery time of each long job Jl as follows:
rl := Sl ; ql := Lmax  (Sl + pl):
The modified instance has the same optimal value Lmax as the original instance, since
s is still feasible and its value is unchanged. Also, for each long job Jl we now have
that ql  q j for all of its successors J j in s.
Now apply the nonpreemptive EDD rule to the modified instance to obtain a
schedule s. We claim that s has a value Lmax < (1+ 1=k)Lmax. Let Jc be a criti-
cal job in s, and let Q be its critical sequence. If Q does not have an interference job,
then s is optimal. Otherwise, we will show that the interference job Jb is not a long
job; hence, pb  p(N)=k  Lmax=k, and Lemma 3.14(ii) implies the claimed perfor-
mance bound. Suppose, for sake of contradiction, that Jb is a long job. We have
rb < rc and qb < qc. The first inequality in combination with Sb = rb implies that Jb
precedes Jc in s. The second inequality in combination with the above observation
regarding the successors of long jobs in s implies that Jc precedes Jb in s. This is
a contradiction.
Of course, we have no way of knowing when the long jobs start in an optimal
schedule. We avoid this difficulty as follows. Suppose that, rather than the starting
times of the long jobs in s, we just know the positions at which they occur in s.
This knowledge is sufficient for us to reconstruct s. All we need to do is to apply the
nonpreemptive EDD rule to the n jobs, subject to the condition that, when a long job
occupies the next position in s, then that job is scheduled next.
Once again, we have no way of knowing the positions of the long jobs in s.
However, there are at most k  1 long jobs, and hence there are O(nk 1) ways to
assign the long jobs to positions in a sequence of n jobs. Our algorithm Ak tests
each of these possibilities and chooses the best schedule. The resulting schedule is
guaranteed to be at least as good as s. Since each application of the nonpreemptive
EDD rule takes O(n log n) time, Ak runs in O(nk log n) time, which is polynomial
for any positive constant k.
Theorem 3.19. The family of algorithms fAkg is a polynomial approximation scheme
for 1jr j;d j < 0jLmax. 2
This is the best result that we can reasonably expect to obtain for a strongly NP-
hard problem, since the existence of a fully polynomial approximation scheme would
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imply that P=NP (cf. Chapter 2). It is not clear how the scheme should be ex-
tended to handle precedence constraints. A polynomial approximation scheme for
1j prec;r j;d j < 0jLmax does exist, but is beyond the scope of this book.
Exercises
3.20. Prove Theorem 3.12. (Hint: How does algorithm A perform on the type of
instance constructed in the proof of Theorem 3.11?)
3.21. Give a family of two-job instances showing that the performance bounds of
the nonpreemptive EDD rule given in Lemma 3.14 and Theorem 3.15 are tight.
3.22. Prove that the performance bound of the iterated nonpreemptive EDD rule
given in Theorem 3.18 is tight.
3.23. Give a tight performance analysis of the following algorithm for 1jr j;d j <
0jLmax: Run the nonpreemptive EDD rule on both the original instance and its in-
verse, and choose the better schedule.
3.24. Show that the following procedure is a 3/2-approximation algorithm for 1jr j;d j <
0: Run the nonpreemptive EDD rule. If there is no interference job Jb, output this
schedule. Otherwise, let A = f j : r j  q j; j 6= bg, B = f j : r j > q j; j 6= bg, and
construct a second schedule by first scheduling the jobs indexed by A in order of
nondecreasing release dates, then job Jb, and finally the jobs indexed by B in order
of nonincreasing delivery times; output the better schedule.
3.6. Enumerative methods
Although 1j prec;r jjLmax is strongly NP-hard, computational experience has shown
that it is not such a hard problem. There exist clever enumerative algorithms that
perform remarkably well. In fact, this success has motivated the use of these algo-
rithms for the computation of lower bounds for flow shop and job shop problems,
which appear to pose greater computational challenges (see Chapters 13 and 14).
We will present two branch-and-bound algorithms to solve 1jr jjLmax. Once again,
it will be convenient to view the problem in its head-body-tail formulation.
First branch-and-bound algorithm
This is a relatively simple method. The branching rule generates all feasible sched-
ules by making all possible choices for the first position in the schedule; for each of
these choices it considers all possible choices for the second position, and so on. It
is possible to exclude certain choices as being dominated by others. For example, it
would be unfortunate to select as the next job one whose release date is so large that
another job can be scheduled prior to it. More precisely, let S denote the index set of
jobs assigned to the first l 1 positions, and let t be the completion time of the last
job in S; for the lth position, we need consider a job Jk only if
rk < min j 62Sfmaxft;r jg+ p jg:
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If this inequality does not hold, then the job minimizing the right-hand side could
be made to precede Jk without delaying the processing of Jk. Thus, we are sure that
there exists an optimal schedule that satisfies this restriction.
We next consider the way in which a lower bound is computed for each node in
the search tree. An attractive possibility is to schedule the remaining jobs from time
t onwards while allowing preemption. The preemptive EDD solves this problem in
O(n log n) time (cf. Section 3.2).
Finally, we must specify a search strategy, which selects the next node of the
tree for further exploration. A common rule is to select a node with minimum lower
bound value. Whereas this rule helps to limit the number of nodes examined, the
overhead in implementing the approach may overwhelm its advantages. A simple
alternative is to do a depth-first search of the tree: the next node is a child of the
current node (perhaps the one with minimum lower bound value); when all children
of a node have been examined, the path towards the root is retraced until a node with
an unexplored child is found.
A nice aspect of this approach is that it can be applied to solve other NP-hard
1jr jj fmax problems in an analogous way.
Second branch-and-bound algorithm
The second method makes a more extensive use of the mathematical structure that
was developed in this chapter. The main idea is that each node in the search tree
will correspond to a restricted instance of the problem, on which we will run the
nonpreemptive EDD rule. The restrictions imposed on the instance are nothing more
than precedence constraints between certain pairs of jobs. These constraints will be
incorporated by modifying the release dates and the delivery times, as we have done
throughout this chapter.
Consider a particular node in the tree and apply the nonpreemptive EDD rule to
the corresponding instance. Suppose that the schedule obtained has a critical se-
quence with no interference job. This means that the schedule is optimal for the
modified data or, in other words, optimal subject to the precedence constraints spec-
ified in that node.
On the other hand, suppose that there is an interference job Jb. Let Q0 be the index
set of the jobs in the critical sequence that follow Jb, and let Lmax be the value of the
schedule. We know that
Lmax = Sb+ pb+ p(Q0)+q(Q0)< r(Q0)+ pb+ p(Q0)+q(Q0):
Consider another schedule in which some job in Q0 precedes Jb and another in Q0
follows it. The proof of Lemma 3.4implies that the value of this schedule must be at
least r(Q0)+ pb + p(Q0)+q(Q0), and so it is worse than the schedule just obtained.
Hence, we may further restrict attention to those schedules in which Jb either pre-
cedes all of the jobs in Q0 or follows all of them. This gives us our branching rule.
Each node will have two children, each corresponding to one of these two additional
constraints. Since we use the nonpreemptive EDD rule, we can enforce the first
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constraint by setting
qb := max j2Q0 q j; (3.3)
and the second one by
rb := max j2Q0 r j: (3.4)
A simple way to compute a lower bound for a node is to take the maximum
of r(Q0)+ p(Q0)+ q(Q0), r(Q0 [fbg)+ p(Q0 [fbg)+ q(Q0 [fbg), and the lower
bound of its parent. Note that, although Jb and Q0 are determined by running the
nonpreemptive EDD rule on the parent, the release dates and delivery times have
been updated afterwards.
As in any branch-and-bound algorithm, a node is discarded if its lower bound is
no smaller than the global upper bound, i.e., the value of the best schedule found
thus far. An advantage of using the nonpreemptive EDD rule at each node is that
each time we obtain a new feasible solution, which may improve the upper bound.
For the same purpose, we also evaluate the schedule in which Jb follows the jobs in
Q0. The search strategy always selects a node with minimum lower bound.
The following trick can help to restrict the instance for a new node in the tree
even further. Suppose there is a job Jk, k 62Q0[fbg, for which r(Q0)+ pk + p(Q0)+
q(Q0) exceeds the upper bound. By the same reasoning as above, we conclude that
in any better schedule Jk either precedes or follows all of the jobs in Q0. If also
r(Q0)+ p(Q0)+ pk + qk exceeds the upper bound, then Jk must precede Q0, and we
set qk := max j2Q0q j. Similarly, if rk + pk + p(Q0)+q(Q0) exceeds the upper bound,
then Jk follows Q0, and we set rk := max j2Q0r j.
In comparing the two branch-and-bound methods, one may wonder how the two
lower bound procedures relate. In this respect, Theorem 3.5 implies that the pre-
emptive bound dominates the simple bound of the second algorithm. Why does the
second algorithm neglect to run a superior bounding procedure? This is merely a
question of balancing the sorts of work done by an enumerative method. It takes
more time to obtain a better bound, and it is not clear a priori whether the improved
lower bound justifies the additional work. There are procedures that in some cases
even improve on the preemptive bound, but from an empirical point of view it ap-
pears to be preferable to use the simpler lower bound in case of the second branching
strategy. Indeed, computational experiments suggest that this algorithm is among the
current champions for solving 1jr jjLmax.
Exercises
3.25. Prove that (3.3) and (3.4) enforce the desired precedence constraints not only
in each of the two child nodes generated, but also in all of their descendants.
3.26. Construct an instance of 1j prec;r jjLmax which satisfies the property that r j <
rk and d j < dk whenever J j ! Jk, while its Lmax value would decrease if the prece-
dence constraints would be ignored.
3.27. How can the two branch-and-bound algorithms be adapted to solve
1j prec;r jjLmax?
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Notes
3.1. Earliest Due Date and Least Cost Last rules. These rules are due to Jackson
[1955] and Lawler [1973].
Exercises 3.7 and 3.8 are from Monma [1980]. Hochbaum and Shamir [1989]
gave an O(n log2 n) algorithm for the maximum weighted tardiness problem, 1jjwTmax.
Fields and Frederickson [1990] gave an O(n log n+ jAj) algorithm for 1jprecjwTmax,
where A is the arc set of the precedence digraph.
3.2. Preemptive EDD and Least Cost Last rules. Horn [1974] observed that
1j pmtn;r jjLmax and 1jr j; p j = 1jLmax are solved by the preemptive EDD rule. Fred-
erickson [1983] gave an O(n) algorithm for 1jr j; p j = 1; d¯ jj . Theorem 3.5 is due
to Carlier [1982]; Nowicki and Zdrzalka [1986] observed that its proof is somewhat
more elusive than originally believed.
The procedure for modifying release and due dates so that the several variants
of the EDD rule automatically satisfy given precedence constraints was described
by Lageweg, Lenstra, and Rinnooy Kan [1976]. Monma [1982] gave a linear-time
algorithm for 1j prec; p j = 1jLmax.
The generalization of the Least Cost Last rule for solving 1j pmtn;r jj fmax is due
to Baker, Lawler, Lenstra, and Rinnooy Kan [1983]. Exercises 3.10 - 3.12 are also
from their paper.
3.3. A polynomial-time algorithm for jobs of equal length. The algorithm for equal-
length jobs is due to Simons [1978]. An alternative algorithm was proposed by
Carlier [1979]. Garey, Johnson, Simons, and Tarjan [1981] gave an improved imple-
mentation of the decision algorithm, which runs in O(n log n) time.
3.4. NP-hardness results. Theorem 3.11 is due to Lenstra, Rinnooy Kan, and Brucker
[1977].
3.5. Approximation algorithms. Schrage [1971] proposed the nonpreemptive EDD
rule as a heuristic for 1jr jjLmax, with the addition that ties on due date should be
broken by selecting a job with maximum processing time. For the head-body-tail
formulation, Kise, Ibaraki, and Mine [1979] showed that every left-justified sched-
ule is shorter than three times the optimum. They considered six approximation
algorithms, including the nonpreemptive EDD rule, and proved that all of them
have a performance ratio of 2. Potts [1980B] proposed the iterated nonpreemp-
tive EDD rule, which was the first method to achieve a better performance bound.
Hall and Shmoys [1992] showed that the procedure which applies the iterated non-
preemptive EDD rule to an instance and its inverse and selects the better sched-
ule is a 4/3-approximation algorithm. They observed that all approximation algo-
rithms proposed thus far could easily be extended to handle precedence constraints.
The polynomial approximation scheme presented is due to Lawler [-]. Hall and
Shmoys [1992] gave a more efficient scheme: more precisely, they developed a fam-
ily of algorithms fA0kg that guarantees Lmax(A0k)=Lmax  1+1=k, where A0k runs in
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O(n log n+nk16k
2+8k) time. In a later paper, Hall and Shmoys [1990] extended their
scheme to the precedence-constrained problem.
Exercises 3.23 and 3.24 are from Kise, Ibaraki, and Mine [1979] and Nowicki and
Smutnicki [1994], respectively.
3.6. Enumerative methods. The first branch-and-bound algorithm is due to Baker
and Su [1974], and the second one to Carlier [1982]. Exercise 3.25 is from Verkooi-
jen [1991]. Carlier’s method and the more recent branch-and-bound algorithm of
Larson, Dessouky, and Devor [1985] are able to solve problem instances with up to
10,000 jobs, often without branching.
Earlier branch-and-bound algorithms were given by Dessouky and Margenthaler
[1972] and by Bratley, Florian, and Robillard [1973]. McMahon and Florian [1975]
proposed a lower bound that is not dominated by the preemptive bound. Lageweg,
Lenstra, and Rinnooy Kan [1976] extended the algorithms of Baker and Su and of
McMahon and Florian to the precedence-constrained problem, and demonstrated
that, if for a given problem instance the range of the release times is smaller than
the range of the delivery times, then it is computationally advantageous to apply
the McMahon-Florian algorithm to the inverse instance. Exercise 3.26 is from their
paper. Nowicki & Smutnicki [1987] discussed the relations between various lower
bounds. Zdrzalka and Grabowski [1989] considered extensions of these enumerative
methods to 1j prec;r jj fmax.
Dominance results among the schedules may be used in the obvious way to speed
up enumerative procedures. Erschler, Fontan, Merce, and Roubellat [1982, 1983]
considered the decision problem 1jr j; d¯ jj , and introduced dominance based on the
[r j; d¯ j] intervals.
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Minimization of the mean completion time has always been an intuitively appealing
objective. Although the origins of the Shortest Processing Time (SPT) rule are un-
known, we do know that W. E. Smith, in one of the first publications in scheduling
theory, showed that the ratio rule, a generalization of SPT, solves 1j jåw jC j. We
also know that Smith pointed out in 1956 that the ratio rule begs for abstraction in
the form of a “preference order.”
During the 1960’s and 70’s, Smith’s results on 1j jåw jC j were extended to apply
to precedence constraints of various kinds, first to parallel chains, then to rooted
trees, and then to series-parallel networks, with rooted trees as a special case. During
the same period, it was found that the preference order concept applies to a variety
of sequencing problems, including the least cost fault detection problem, the two-
machine permutation flow shop problem, and problems with maximum cumulative
cost and total weighted discounted cost as their objectives. Moreover, it was observed
1
Ch04.pdf January 15, 2020 93
2 4. Weighted sum of completion times
that the same O(n logn) algorithm solves any of these problems with series-parallel
precedence constraints, provided the preference order has the property of applying
to “sequences” and not simply to “jobs.” This led to an elegant theory for dealing
with precedence constraints in sequencing problems with a variety of scheduling
objectives, of which total weighted completion time is but a prototypical example.
Later, the influence of polyhedral theory on combinatorial optimization made its
impact on our understanding of a number of variations of the problem 1j jåw jC j.
This understanding led not only to new perspectives on these older results, but also
to the development of an extensive literature of approximation algorithms for these
problems. In this chapter, we will highlight both of these threads of understanding.
4.1. Smith’s ratio rule
By applying Smith’s ratio rule, the problem 1j jåw jC j can be solved with nothing
more than a simple O(n logn) sort of the jobs by their ratios w j=p j (throughout this
chapter, we assume all job weights are nonnegative and all processing times positive,
i.e., w j  0, and p j > 0, j = 1; : : : ;n).
Theorem 4.1. A sequence is optimal for 1j jåw jC j if and only if it places the jobs
in order of nonincreasing ratios w j=p j.
Proof. We first prove that having nonincreasing ratios is a necessary condition for a
sequence to be optimal. Let p be a sequence in which the jobs are not in ratio order.
Then, in p, there is a job i that immediately precedes a job j and yet wi=pi < w j=p j.
If job j completes at time C j, then job i completes at time C j  p j. If we interchange
these two jobs, this affects only their completion times, not those of other jobs. The
result is a strict decrease in total cost, by
[wi(C j  p j)+w jC j]  [w j(C j  pi)+wiC j] = w j pi wi p j
= pi p j

w j
p j
  wi
pi

> 0;
from which it follows that p is not optimal.
Conversely, we now prove that having nonincreasing ratios is a sufficient condi-
tion for a sequence to be optimal. Let p be a sequence in which the jobs are in ratio
order and let p be an optimal sequence. If p 6= p, then in p there is a job i imme-
diately preceding a job j, where j precedes i in p. But then w j=p j  wi=pi (because
in p jobs are in order of nonincreasing ratios) and wi=pi  w j=p j (by the first part of
this proof because p is optimal) and, therefore, wi=pi = w j=p j. Interchanging the
jobs in p creates a new sequence of equal cost. A finite number of such interchanges
converts p to p, demonstrating that p is optimal. 2
The ratio rule immediately specializes to the celebrated Shortest Processing Time
or SPT rule.
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Corollary 4.2. A sequence is optimal for 1j jåC j if and only if it places the jobs in
order of nondecreasing processing times p j.
The SPT rule is often applied to more complicated problems than 1j jåC j, some-
times without much theoretical support for its performance. Although no additional
proof of the SPT rule is needed, variations of the following proof turn out to be quite
useful for parallel machine problems, as we shall see in Chapter 8. Suppose the jobs
are executed in the order 1;2; : : : ;n. Then we have
C1 = p1;
C2 = p1+ p2;
C3 = p1+ p2+ p3;
: : :
Cn = p1+ p2+ p3+   + pn;
giving us
n
å
j=1
C j = np1+(n 1)p2+(n 2)p3+   +2pn 1+ pn: (4.1)
This means that the problem of minimizing ånj=1 C j is equivalent to the problem of
assigning the coefficients 1;2; : : : ;n to the processing times p j in such a way that the
weighted sum (4.1) is minimized. This is accomplished by assigning the coefficient 1
to the largest p j, the coefficient 2 to the next-largest p j, etc., and the coefficient n to
the smallest p j, as can be verified by an interchange argument similar to that used in
the proof of Theorem 4.1.
Smith’s ratio rule produces an optimal schedule for the nonpreemptive problem
1j jåw jC j. The reader may wonder if the total cost could be further reduced by
allowing preemption, or inserting idle time before all jobs are complete. The answer
is “No,” even for the most favorable model of preemption, whereby an interrupted
job may be resumed at any date without any cost or time penalty. In fact, the same
negative answer, “There is no advantage to preemption,” applies to a broad class of
single-machine scheduling problems. If we let C = (C1;C2; : : : ;Cn) denote the com-
pletion time vector of a schedule, we say that an objective function f (C) is monotone
if C  C0 (i.e., C j  C0j for each j = 1; : : : ;n) implies f (C)  f (C0). We leave the
proof of the following theorem as an exercise, since it can be proved easily with the
machinery of the previous chapter.
Theorem 4.3. There is no advantage to preemption or idle time for the single-machine
problem 1j prec; d j; pmtnj f (C) whenever f is monotone.
Of course, this theorem can be applied to the problem 1j pmtnjåw jC j, since we
assume throughout this book that each w j  0, j = 1; : : : ;n. Hence, Theorem 4.3
implies that Smith’s ratio rule is also optimal when preemption and/or idle time are
allowed.
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Many results in single-machine scheduling, starting with Smith’s ratio rule, have
a simple and intuitive geometric justification using two-dimensional Gantt charts.
As in ordinary Gantt charts, the horizontal axis in a 2D Gantt chart represents time.
The vertical axis represents total weight: at date t  0, we plot the total weight
W (t) of all the jobs that have not yet been completed by date t. In a nonpreemptive
schedule, if job j is in process at date t, we may also plot W (t) w j, so the two
horizontal lines W (t) and W (t) w j delimit a rectangle of length p j and height w j,
somewhat analogue to the rectangles that represent jobs in ordinary Gantt charts; see
Figure 4.1(a).
For any nonpreemptive schedule, the area under the curve W (t) is equal to
ånj=1 w jC j. This can be seen by identifying each term w jC j with the area of the
horizontal slabs in Figure 4.1(b). From this, it is clear that there is no advantage to
inserting idle time.
We can draw a descending diagonal in each rectangle representing a job. The
slope of job j is the ratio r( j) = w j=p j; it is just the negative of the slope of its
diagonal. Smith’s ratio rule states that the area under the W (t) curve is minimized
when the jobs are sequenced with largest slopes first, that is, when the piecewise
linear continuous curve W (t) defined by the slopes of the rectangles, is made convex.
The adjacent pairwise argument used in the proof of Theorem 4.1 is visualized in
Figure 4.2.
One interpretation of the åw jC j objective is to consider w j to be the holding
cost (euros per time unit) of a resource needed for the processing of each job j. We
assume that we have an initial inventory of the resource that is exactly equal to the
amount needed to process all the given jobs; so W (0) = ånj=1 w j is the initial total
holding cost. It is convenient to measure the resource inventory level at any time t
in monetary units (euros), and to identify it with the corresponding total holding
cost W (t). If all units of the resource used by job j are consumed instantly at the
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completion of the job, then the inventory level W (t) follows the piecewise constant
curve plotted in the 2D Gantt chart.
In many situations, however, the resource is consumed at a constant rate r( j) =
w j=p j units per time unit during the processing of job j. In that case, the inven-
tory level follows the curve W (t), as in Figure 4.3(a). The total inventory cost,R +¥
0 W (t)dt is the sum of the areas of the resulting horizontal trapezoids. Each
trapezoid has the same area as a rectangle with length (C j  p j +C j)=2 =C j  p j=2
and height w j; see Figure 4.3(b). Alternatively, one can instead define the mean busy
time M j of each job j as the midpoint of its nonpreemptive processing: [(C j  p j)+
C j]=2 = C j   p j=2. Thus, we are also interested in finding schedules to minimize
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the total weighted mean busy time, åw jM j. In the nonpreemptive setting, since the
difference between this new objective and åw jC j is equal to åw j p j=2 (a constant)
for any feasible schedule, the two objective functions lead to equivalent optimiza-
tion problems. Throughout this chapter, we shall see that this alternative perspective
significantly improves our understanding.
In the presence of release dates, idle time may be necessary, and we will see
in Section 4.10 that there is an advantage to preemption, for both the åw jC j and
åw jM j objectives. It will also be shown there that the preemptive weighted mean
busy time problem 1jr j; pmtnjåw jM j is solvable to optimality by a very simple al-
gorithm, whereas the preemptive weighted completion time problem 1jr j; pmtnjåw jC j
is NP-hard.
Finally, whereas the nonpreemptive optimization problems with åw jC j and
åw jM j objectives are equivalent (because of the constant difference 12 åw j p j),
the corresponding approximation problems are not equivalent. In fact, an a-
approximation algorithm for the nonpreemptive åw jM j objective is also an a-
approximation algorithm for the nonpreemptive åw jC j objective, but the converse
is not necessarily true.
Exercises
4.1. Prove Theorem 4.3.
4.2. Consider 1jd jjåC j. Assume that there exists a sequence in which all jobs meet
their deadlines. Show that the following algorithm produces an optimal feasible
sequence:
From among all jobs j that are eligible to be sequenced last, i.e., are such that
d j  p1+   + pn, put the job last which has the longest processing time. Repeat
this procedure with the remaining n 1 jobs.
4.3. Use 2D Gantt charts to show that an instance of 1jprecjåw jC j with processing
times p j, weights w j, and precedence constraints! is equivalent to an instance with
the same set of jobs, p0j =w j, w0j = p j for each job j, and j!0 k if and only if k! j.
In particular, a sequence is optimal for the original instance if and only if the reverse
sequence is optimal for the new instance, and both have the same objective function
value.
4.2. Preference orders on jobs
A very general formulation of optimal sequencing problems is as follows: Given a
real-valued function f that assigns a cost f (p) to each permutation p of a set N of
n jobs, find a permutation p of N such that
f (p) = minf f (p) : p is a permutation of Ng:
If we know nothing at all about the structure of the function f , then we have no
alternative but to evaluate f for each of the n! permutations of N. This occurs if f
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is given to us by a “black box” subroutine, to which we can submit a permutation p,
and from which we only receive the value f (p) in return. However, we usually know
quite a bit about the structure of the function f . We use knowledge of f to solve
problems like 1j jLmax and 1j jåw jC j by Jackson’s EDD rule and Smith’s ratio rule,
respectively. Perhaps other problems lend themselves to solution by similar rules.
But, if so, what do we mean by “similar?” What is it we need to know about f in
order to infer such rules?
Throughout this section and Section 4.3, we will use slightly different notation
and will represent a permutation or sequence as the concatenation of disjoint subse-
quences, e.g., a permutation p of n jobs may be represented as p= (u;s; t;v), where
each of the n jobs appears in exactly one of the subsequences u;s; t;v. A single job
corresponds to a sequence of length one. In the case of 1j jLmax, we observed that
di  d j implies that f (u; i; j;v)  f (u; j; i;v) [Jackson’s rule]. In the proof of The-
orem 4.1 we showed that wi=pi  w j=p j implies f (u; i; j;v)  f (u; j; i;v) [Smith’s
rule].
Definition 4.4. A transitive and complete relation f on N is said to be a preference
order on jobs, relative to objective function f , if it satisfies the adjacent pairwise
interchange property on jobs, i.e.,
i f j implies that f (u; i; j;v) f (u; j; i;v); (4.2)
for all jobs i; j and all subsequences u;v.
Recall that a relation f is transitive if, for each triple i; j;k2N, i f j and j f k
imply that i  f k. A relation  f is complete if, for each pair i; j 2 N, either i  f j
or j  f i. A relation that is both transitive and complete is sometimes called a quasi
total order. Such a relation induces a linear ordering of equivalence classes, where i
and j are in the same equivalence class if and only if both i f j and j f i, in which
case we may choose to write i  f j. If i  f j, but it is not the case that j  f i, we
may write i< f j.
Theorem 4.5. Given a preference order f on N, an optimal sequence can be found
by sorting jobs according to  f , with O(n logn) comparisons of jobs with respect to
 f .
Proof. Let p be any sequence consistent with the preference order, and let p be an
optimal permutation. If p differs from p, then p is of the form (u; j; i;v), for some
pair i; j of jobs, where i precedes j in p and hence i f j. From (4.2) it follows that
f (u; i; j;v)  f (p), and hence (u; i; j;v) is also optimal. A finite number of such
interchanges transforms p into p and shows that p is optimal. 2
As already observed, Smith’s ratio rule for 1j jåw jC j and Jackson’s EDD rule
for 1j jLmax give rise to special cases of preference orders. Below we consider some
other examples of sequencing problems for which there are preference orders on
jobs.
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Total Weighted Discounted Completion Time.
Sometimes jobs must be scheduled over a time period so long that inflation and
interest charges must be taken into account. Suppose that we will be paid w j dollars
upon the completion of job j. The present value of one dollar at time t in the future is
exp( r t), where r> 0 is a fixed discount rate. Hence the present value of completing
job j at time t is w j exp( rt). It follows that to maximize the present value of
the payments we will receive we should minimize å j f j(C j) with respect to cost
functions of the form
f j(t) = w j exp( r t):
We assert (Exercise 4.6) that an optimal sequence is obtained by sequencing jobs in
nondecreasing order of the ratios w j=[1  exp(rp j)].
Least Expected Cost Fault Detection.
A system consisting of n components is to be inspected by testing the components
one at a time until either one fails (the system is found to be defective) or until all the
components pass their tests (the system passes inspection). The cost of testing com-
ponent j is c j and the probability that it will pass its test is q j. Tests are assumed to be
statistically independent. Hence if the components are tested in the order 1;2; : : : ;n,
the probability that it will be necessary to test component j is
Q j = q1 q2  : : : q j 1;
where by convention Q1 = 1. The expected cost of testing is then å j c jQ j. We assert
(Exercise 4.7) that it is optimal to test the components in nondecreasing order of the
ratios c j=(1 q j).
Weighted Monotone Cost Density.
Suppose for each job j we have
f j(t) = w j
Z t
t p j
g(u)du;
where g is a nondecreasing “cost density” function, and we want to minimize
å j f j(C j). We assert (Exercise 4.9) that an optimal permutation is obtained by plac-
ing the jobs in order of nonincreasing w j.
Exercises
4.4. Suppose someone gives you a function f (p) in the form of a “black box” sub-
routine. But she also assures you that f (p) is actually the weighted sum of comple-
tion times. You have total ignorance of the values of the parameters (i.e., the p j’s
and w j’s) of the n jobs in your problem instance. But you can still find an optimal
sequence with O(n logn) calls on the subroutine. How?
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4.5. If  f is a preference order on jobs, does it follow that i  f j implies
f (u; i;v; j;w) f (u; j;v; i;w), for all i; j;u;v;w? Prove or disprove.
4.6. Prove the validity of the ratio rule asserted for the total weighted discounted
completion time problem.
4.7. Prove the validity of the ratio rule asserted for the least expected cost fault de-
tection problem.
4.8. Any instance of the least expected cost fault detection problem can be trans-
formed into an equivalent instance of the total weighted discounted completion time
problem as follows. Let r = 1. For component j with parameters c j and q j, create
a job j with parameters p j =   lnq j and w j =  c j=q j. Provide a similar transfor-
mation in the reverse direction, i.e., from the discounted completion time problem to
the fault detection problem, showing that the two problems are equivalent.
4.9. In the case of a weighted monotone cost density function, prove that an optimal
sequence is obtained by placing jobs in nonincreasing order of w j.
4.10. Show that total weighted completion time is a special case of weighted mono-
tone cost density.
4.11. Show that total weighted discounted completion time is a special case of
weighted monotone cost density.
4.3. Preference orders on sequences & series-parallel precedence constraints
Let P be the set of all feasible permutations of a set N = f1; : : : ;ng of n jobs, and
f :P!R be a cost function. The constrained optimal sequencing problem is to find
a permutation p 2P such that f (p) = minf f (p) : p 2Pg.
If the structure of the function f is unknown, then there is no alternative but to
evaluate the cost of each feasible permutation in P. And although the number of fea-
sible permutations may be much smaller than n!, this number may still be hopelessly
large. In practice, we are likely to know quite a bit about both the function f and
the set P. However, in order to successfully apply preference orders to constrained
problems, our preference orders must satisfy stronger properties than before.
Let N denote the set of all subpermutations of the jobs N, i.e., the set of all
sequences that can be formed from subsets of N. We shall call elements of N se-
quences, or compound jobs.
Definition 4.6. A transitive and complete relation  f on N is said to be a prefer-
ence order on sequences, relative to objective function f , if it satisfies the following
adjacent pairwise interchange property on sequences:
s f t implies f (u;s; t;v) f (u; t;s;v) for all disjoint sequences u;s; t and v.
Thus, by assumption,  f is a complete preorder or, in simpler terms, a total order
with possible ties between sequences. We denote by < f the corresponding strict
preorder, that is, s< f t when s f t and t 6 f s.
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Some sequencing problems, like 1j jLmax, admit a preference order on jobs, but
not on sequences. (See Exercise 4.13.) However, all of the other problems cited in
Section 4.2 do admit preference orders on sequences, with the exception of problems
with weighted monotone cost density functions. (See Exercise 4.14.) In particular, in
the case of 1j jåw jC j, the appropriate extension is s f t if and only if w(s)=p(s)
w(t)=s(t), where we extend our usual notation (slightly) to let p(s) and w(s) denote,
respectively, the sum of the processing times and weights of the jobs in a sequence s.
(See Exercise 4.12.)
In this section, we are primarily interested in the case when the set P of feasible
permutations is specified by precedence constraints. We write i! j to denote the
precedence constraint that job i must appear before job j in any feasible permuta-
tion p. One strategy for dealing with precedence constraints is to ignore them and
simply sort the jobs by preference order. If we are lucky and the resulting sequence
turns out to be feasible, then we are done. This follows from the fact that, by making
all jobs independent, we have solved a relaxation of the original problem. If an opti-
mal schedule for this relaxation happens to be feasible with respect to the precedence
constraints, then it must also be optimal with respect to these constraints.
If the permutation p obtained by sorting jobs by preference order is not feasible,
it is due to the collision of one or more pairs of jobs i, j where i! j and j  f i. If
it happens that j and i are consecutive in p and i  f j, the collision can be resolved
immediately by interchanging j and i in p. Even if this is not the case, it may be
possible to do something about the collision.
Lemma 4.7. Let i and j be a pair of jobs such that i! j and j  f i. Suppose
that, for each k 2 N distinct from i and j, either (i) k! i; or (ii) j! k; or (iii) k
is unrelated by the precedence constraints to i and also unrelated to j. Then there
exists an optimal feasible permutation in which i immediately precedes j.
Proof. Let p = (t; i;u; j;v) be an optimal feasible permutation. If u is empty,
then we are done. Hence, assume that u is not empty. Since each job k in u is
unrelated to both i and j, it follows that the precedence constraints are not violated
by interchanging i and u, or by interchanging u and j. It must be the case that either
u  f i or j  f u, else we would have i < f u < f j, contradicting the hypothesis that
j  f i. Hence at least one of the two interchanges results in an optimal feasible
permutation in which i immediately precedes j. 2
When the hypotheses of the lemma are found to apply to a colliding pair of jobs i
and j, the pair can be replaced by the sequence (i; j), with (i; j) inheriting all of the
precedence constraints of i and j, e.g., if j! k then (i; j)! k. The sequence (i; j)
can then be treated as a single job, or compound job, for the purpose of reapplying
the lemma.
Precedence constraints that consist of parallel chains have the nice property that
application of Lemma 4.7 is guaranteed to yield a set of sequences that is free of
collisions. To see this, one need only note that if any pair of jobs is in collision,
there is a colliding pair of jobs i; j that are adjacent in a chain. But then i and j
Ch04.pdf January 15, 2020 102
4.3. Preference orders on sequences & series-parallel precedence constraints 11
satisfy the hypotheses of the lemma and can be replaced by a single sequence. With
no more than n  1 repeated applications of the lemma, a collision-free family of
sets of sequences can be obtained, in the sense of the following definition. For this
definition, let an ordering (s1; : : : ;s`) of sequences be consistent with  f if su  f sv
for all 1  u < v  `; and feasible with respect to the precedence constraints if for
any precedence relation i! j, we have that i 2 su, and j 2 sv, for some u v.
Definition 4.8. Let X be a finite index set. A family S = fS(x) : x 2 Xg of sets S(x)
of sequences is said to be collision-free, with respect to given precedence constraints
and preference order  f on sequences, if
1. each job in N is contained in exactly one of the sequences in [x2X S(x); and
2. there exists an optimal feasible permutation of the jobs in N in which the jobs
in each sequence s 2 [x2X S(x) appear consecutively; and
3. any ordering of the sequences in each set S(x) which is consistent with  f is
also feasible with respect to the precedence constraints.
In effect, Lemma 4.7 enables us to transform a problem instance with parallel-
chains precedence constraints into an instance, consisting of sequences (or com-
pound jobs) s 2 N0, for which the family S = f N0g is collision-free. Hence the
resulting instance can be dealt with as if it was unconstrained and an optimal fea-
sible permutation is obtained by simply sorting all these sequences in preference
order  f .
Theorem 4.9. Let the precedence constraints form parallel chains. Given a pref-
erence order  f on N , an optimal feasible permutation of N can be found with
O(n logn) comparisons of sequences with respect to  f .
Series-parallel partial orders are defined recursively as follows:
any partial order (N;!), where N is a singleton, is series-parallel.
Let (N1;!) and (N2;!) be disjoint partial orders (i.e., N1\N2 = /0) that are series-
parallel. A partial order (N1[N2;!) is also series-parallel, when relations between
jobs in N1 and jobs in N2 are determined by either
series composition, in which each job i in N1 precedes each job j in N2, i.e.,
i! j for all i 2 N1 and j 2 N2;
or
parallel composition, in which the jobs in N1 and N2 are unrelated, i.e.,
i 6! j and j 6! i for all i 2 N1 and j 2 N2:
(Relations between pairs of jobs, both of which are in N1 or in N2, are unaffected.)
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The structure of series-parallel precedence constraints is represented by a compo-
sition (or decomposition) tree in which each leaf of the tree is identified with a job
and each internal node of the tree corresponds to a series or a parallel composition
operation, and is accordingly labeled either “S” or “P.” The left and right children of
an S-node are respectively identified with the subsets N1, N2 of the series composi-
tion operation. The same is true of the children of a P-node, except that the left-right
ordering of its children is immaterial.
Some examples of series-parallel precedence constraints and their composition
trees are indicated in Figure 4.4. Note that parallel chains, in-trees, out-trees, and
forests of in-trees and out-trees, are all special cases of series-parallel constraints.
The smallest non-series-parallel partial order is the “Z” digraph shown in Figure 4.5.
In fact, a partial order fails to be series-parallel if and only if it contains four elements
in a “Z” relation.
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There are efficient algorithms for testing if precedence constraints are series-
parallel. In particular, a digraph G with m arcs and n nodes can be tested in O(m+n)
time to determine whether the partial order it induces is series-parallel. If the partial
order is series-parallel, the algorithm “parses” it and returns a decomposition tree. If
the partial order is not series-parallel, the algorithm returns a “Z,” proving that it is
not.
Given a decomposition tree for series-parallel precedence constraints and a pref-
erence order  f on sequences, a plausible strategy for finding an optimal feasible
permutation is to work from the leaves of the tree toward the root, dealing with the
subproblem at an internal node only after the subproblems at its children have been
dealt with. At each node x of the tree we propose to obtain a collision-free family
S of sets of sequences, in which a set S(x) 2 S contains sequences which contain
every job corresponding to node x, and no other job. The algorithm will maintain the
following two invariants after each node has been dealt with:
(1) the current family S of sets of sequences is collison-free; and
(2) the permutation obtained by sorting all sequences in S in preference order  f
is optimal for the relaxed problem restricted only by the precedence constraints
defined by the nodes dealt with so far.
Thus, at the root node x0 the set S will consist of a single set S(x0), and an opti-
mal feasible permutation will be obtained by simply sorting all these sequences in
preference order  f .
We initialize S = fS( j) : j 2Ngwhere each S( j) consists of the single sequence j.
Thus all leaves have been dealt with, and invariants (1) and, by Theorem 4.5, (2) are
verified. At a P-node x with children y and z, all that is necessary is to replace in S the
sets S(y) and S(z) with the set S(x) = S(y)[S(z), since none of the sequences in S(x)
collide. If S is collision-free before this replacement, then it also is collision-free
afterwards. Moreover, invariant (2) continues to hold because we have not added
any new precedence constraint. At an S-node, things are a bit more complicated.
However, collisions can be resolved by repeated application of the following gener-
alization of Lemma 4.7.
Lemma 4.10. Let S be a collision-free family of sets of sequences. Let S(a) and S(b)
be two sets in S such that, for every s 2 S(a) and t 2 S(b) there exist jobs i 2 s and
j 2 t such that i! j. Let a be a  f -maximal sequence in S(a) and b be a  f -
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minimal sequence in S(b), such that b  f a. Assume that, for each k 2 N which is
not in any sequence in S(a)[S(b), either
(i) k! i for some job i in every sequence in S(a); or
(ii) j! k for some job j in every sequence in S(b); or
(iii) k is unrelated by the precedence constraints to every job in every sequence
in S(a)[S(b).
Then there exists an optimal feasible permutation in which every sequence in S is
consecutive and sequence a immediately precedes sequence b.
Proof. Since S is collision-free, let p = (t;a;u;b;v) be an optimal feasible per-
mutation in which each sequence appearing in S is consecutive, and for which the
number juj of jobs between a and b is as small as possible. If juj = 0 we are done;
hence assume that juj  1. If any sequence in S(a) appears in u, let s be the first
such sequence and let u= (u0;s;u00) with no sequence in u0 contained in S(a). If u0 is
empty, then by the  f -maximality of a in S(a) we may interchange s and a, obtain-
ing an optimal permutation with fewer than juj jobs between a and b, a contradiction
to u being of minimum size. If u0 is nonempty, u0 precedes s 2 S(a) in the feasible
permutation p, and no sequence in u0 can be contained in S(b) either. Therefore, by
condition (iii) of the lemma, we can feasibly interchange a with u0, and u0 with s.
The minimality of juj and the optimality of p imply that a< f u0 and u0  f s; hence
a < f s, a contradiction to the  f -maximality of a in S(a). Therefore, no sequence
in S(a) can appear in u. A symmetric argument implies that no sequence in S(b) can
appear in u. But now we may feasibly interchange a with u, and u with b, so we
must have a< f u< f b, a contradiction with the assumption b f a. 2
Let x be an S-node and y and z be its left and right children. Let ` be a  f -
maximal sequence in S(y) and r be a f -minimal sequence in S(z). If ` < f r then we
can simply merge S(y) and S(z) into a single set S(x) = S(y)[S(z) and the resulting
family is collision-free. Moreover, invariant (2) continues to hold. Otherwise, r f `
and we can apply Lemma 4.10: there exists an optimal feasible permutation in which
every sequence in S is consecutive and sequence ` immediately precedes sequence r.
Thus we concatenate the two sequences ` and r into a single sequence l = (`;r). If
s < f l for all s 2 S(y) n f`g and l < f s for all s 2 S(z) n frg, then we can replace
S(y) and S(z) with S(x) = (S(y)nf`g)[(S(z)nfrg)[flg, and the resulting family is
again collision-free. Otherwise, we form a collision-free family S 0 by replacing S(y)
and S(z) with the three sets S0(y) = S(y)nf`g, flg, and S0(z) = S(z)nfrg. However,
we aim to replace in turn these three sets with a single set S(x) that comprises all of
the corresponding jobs: for the resulting family to be collision-free, S(x) must satisfy
Property 3 of Definition 4.8.
If l  f s for some s 2 S0(y) then we may again apply Lemma 4.10 with S0(y) as
S(a) and flg as S(b): we conclude that there exists an optimal feasible permutation
in which every sequence in S 0 is consecutive and a  f -maximal sequence a in S0(y)
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immediately precedes sequence l. Thus replacing lwith (a;l) and S0(y)with S0(y)n
fag maintains the invariant that the resulting family is collision-free. Similarly, if
s f l for some s 2 S0(z) then we may remove from S0(z) a  f -minimal sequence b
and merge it with l (so (l;b) now replaces l). We may repeat these two operations
until we obtain a collision-free family S 0 such that all sequences s 2 S0(y) satisfy
s < f l and all sequences t 2 S0(z) satisfy l < f t. We may now replace these three
sets by their union S(x) = S0(y)[flg[ S0(z) and obtain the desired collision-free
family. At this point, we have dealt with the S-node x and may proceed to another
tree node.
To summarize the preceding discussion, we now give a pseudo-code for the recur-
sive computation of a set of sequences S(x) at a node x of a series-parallel decompo-
sition tree, so as to maintain a collision-free family of sets of sequences. We suppose
that the sets of sequences at each node are recorded in a priority queue supporting
the operations of findmin, findmax, deletemin, deletemax, and merge.
The findmin operation returns a sequence which is  f -minimal in the set, while
deletemin returns such a sequence and also deletes it from the set; similarly for
findmax and deletemax. When L is empty the findmax and deletemax op-
erations return a dummy job such that maxL < f j, for all jobs j; similarly, when R
is empty, minR > f j, for all jobs j. Finally, merge forms the union of two sets of
sequences.
S(x) :
Case (x is a leaf): return S := f jg, where j is the job at x;
Case (x is a P node): return S := merge(S(left(x)); S(right(x)));
Case (x is an S node):
L := S(left(x)); R := S(right(x));
if findmax(L)< f findmin(R) then return S := merge(L;R);
else
s := (deletemax(L); deletemin(R)); * concatenation *
while (findmax(L) f s) or (findmin(R) f s)
if findmax(L) f s then s := (deletemax(L); s);
else s := (s; deletemin(R));
endwhile
S := merge(L; R);
return S := merge(S; fsg);
endif.
Each of the priority queue operations can be implemented to run in O(logn) time,
and each operation is performed no more than O(n) times. The final sort of the
strings obtained at the root of the tree requires no more than O(n logn) comparisons,
and invariant (2) implies that this is an optimal sequence for the entire instance.
Hence we have the following result.
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Theorem 4.11. Let series-parallel precedence constraints be specified by a decom-
position tree. Given a preference order  f on sequences, an optimal feasible per-
mutation of N can be found with O(n logn) comparisons of sequences with respect
to  f , and at most O(n logn) time for other operations.
In particular, a variety of single-machine scheduling with precedence constraints
can be solved in O(n logn) time; see the exercises below for examples.
Exercises
4.12. Prove that the preference order on sequences defined for the åw jC j criterion
is correct.
4.13. Show that 1j jLmax does not admit a preference order on sequences.
4.14. Show that there is no preference order on sequences when f is determined by
weighted monotone cost density functions.
4.15. Find a preference order on sequences for each of the following problems:
(a) Total weighted discounted completion time problem.
(b) Least cost fault detection problem.
4.16. Provide pseudocode for obtaining a collision-free set in the case of parallel-
chains precedence constraints. You should be able to achieve O(n) running time.
4.4. NP-hardness of further constrained min-sum problems
Unfortunately, it is relatively easy to move from the world of polynomial-time solv-
able problems to the world of NP-hard ones. In this section, we will present three
NP-hardness results: 1jr jjåC j, 1jr j; pmtnjåw jC j, and 1jprecjåw jC j.
Theorem 4.12. The problem 1jr jjåC j is NP-hard in the strong sense.
Proof. We will show that the 3-PARTITION problem (see Chapter 2) reduces to the
decision version of 1jr jjåC j. Consider an instance of 3-PARTITION, consisting of
positive integers a1; : : : ;a3t ;b, with b=4 < a j < b=2 for all j and å j a j = tb. Recall
that this is a yes-instance if and only if the index set T = f1; : : : ;3tg can be partitioned
into t mutually disjoint 3-element subsets S1; : : : ;St with å j2Si a j = b for i= 1; : : : ; t.
We will define an instance of 1jr jjåC j and an integer Z such that there exists a
schedule of value åC j  Z if and only if the instance of 3-PARTITION is a yes-
instance.
The scheduling instance has three types of jobs. First, for each j 2 T , there is a
job J j with release date 0 and processing time a j. Second, for each i 2 f1; : : : ; t 1g,
there are v jobs K(i)k with release date ib and processing time 0 (k = 1; : : : ;v). Finally,
there are w jobs L` with release date tb and processing time 1 (` = 1; : : : ;w). The
values of Z, v and w will be defined later.
Suppose we have a yes-instance of 3-PARTITION, and consider the following
schedule (see Figure 4.6). The three jobs J j with j 2 Si are processed in the in-
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terval [(i  1)b; ib], for i = 1; : : : ; t; the sum of their completion times is bounded
from above by
ZJ =
t
å
i=1
3ib =
3
2
t(t+1)b:
The jobs K(i)k are scheduled to start at their release dates; their total completion time
is equal to
ZK =
t 1
å
i=1
vib =
1
2
vt(t 1)b:
The jobs L` are processed consecutively in the interval [tb; tb+w]; their total com-
pletion time is given by
ZL =
w
å`
=1
(tb+ `) = wtb+
1
2
w(w+1):
We now define v = ZJ , w = ZJ + ZK , and Z = ZJ + ZK + ZL. The schedule corre-
sponding to the yes-instance of 3-PARTITION has a value åC j  Z.
Conversely, consider a schedule satisfying åC j  Z. We claim that, in any such
schedule, all J j are completed by time tb. If this is not the case, then at least one J j
as well as all L` finish after tb, so that
åC j >
w+1
å`
=1
(tb+ `) = ZL+ tb+w+1> Z:
It may be assumed that, for any i, all K(i)k (k = 1; : : : ;v) are processed consecutively;
this follows from a straighforward interchange argument. We now also claim that, if
åC j  Z, then all K(i)k start at their release dates. Otherwise, at least v of these jobs
are delayed by one time unit, so that
åC j > ZK + v+ZL = Z:
We conclude that, in any schedule of value åC j  Z, all jobs J j are processed in the
interval [0; tb], interrupted by zero-time jobs at each point in time ib (i= 1; : : : ; t 1).
Hence, in each interval [(i  1)b; ib], three jobs J j are processed for a total duration
of b time units. This implies that we have a yes-instance of 3-PARTITION.
Note that the number of jobs is proportional to b, so that the correctness of the
reduction essentially depends upon the strong NP-completeness of 3-PARTITION.
Finally, let us mention that one can modify the reduction such that all jobs have a
positive length (Exercise 4.17). 2
We did mention earlier that, in the presence of release dates, there can be advan-
tage to preemption. In fact, for 1jr jjåC j there is; in addition, 1jr j; pmtnjåC j can
be solved efficiently by the Shortest Remaining Processing Time (SRPT) rule; see
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Theorem 4.25 below. However, the preemptive problem is NP-hard if jobs can have
different weights.
Theorem 4.13. The problem 1jr j; pmtnjåw jC j is NP-hard in the strong sense.
Proof. We will show that this problem is NP-hard in the ordinary sense, by a re-
duction from the PARTITION problem. It is not hard to extend this to a reduction
from the 3-PARTITION problem, which implies NP-hardness in the strong sense; see
Exercise 4.18.
An instance of PARTITION consists of positive integers a1; : : : ;at ;b with å j a j =
2b. It is a yes-instance if and only if the index set T = f1; : : : ; tg includes a subset S
with å j2S a j = b.
Given an instance of PARTITION, we define t jobs j ( j = 1; : : : ; t), with r j = 0
and p j = w j = a j. For these jobs, any nonpreemptive schedule without idle time is
optimal: all r j = 0, so that there is no advantage to preemption, and all w j=p j = 1,
so that the ratio rule may choose any job order. The value of such a schedule is given
by
ZJ = å
1 jkt
a jak:
(This can easily seen by considering 2-dimensional Gantt charts; see Section 4.5
below.) We define one more job, K, with release date b, processing time 1, and
weight 2.
Suppose we have a yes-instance of PARTITION, and consider the following sched-
ule. All jobs j with j 2 S are processed in the interval [0;b], job K is scheduled in
[b;b+1], and the remaining jobs are processed in [b+1;2b+1] (see Figure 4.7(a)).
Since these latter jobs are all delayed by one time unit, their contribution to åw jC j
increases by the sum of their weights, which is equal to the sum of their processing
times. The value of this schedule is therefore equal to
Z = (ZJ +b)+2(b+1) = ZJ +3b+2:
Now consider any feasible schedule, and suppose that job K finishes at time b+1+c,
for some c 0. It may be assumed that there is no idle time in the interval [0;2b+1]
and that job K starts at time b+c. For the jobs that finish after job K, let d be the total
amount of processing done on them prior to K, for some d  0 (see Figure 4.7(b)).
Again, the contribution of these jobs to åw jC j increases by the sum of their weights,
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which is now equal to d+b  c. Hence, the value of this schedule is given by
(ZJ +d+b  c)+2(b+ c+1) = ZJ +3b+ c+d+2 = Z+ c+d:
It follows that a schedule has value åw jC j  Z if and only if c = d = 0; that is, job
K is processed in [b;b+1] and each other job is entirely processed either before K or
after K. Such a schedule exists if and only if we have a yes-instance of PARTITION.
2
Note that, alternatively, we could have given a very high weight to job K, thereby
immediately fixing its starting time to b. The above technique, however, can be
extended to yield similar and simple reductions to a number of related problems,
including 1jd¯ jjåw jC j, 1j jåw jTj, and Pj jåw jC j.
We show the strong NP-hardness of the problem 1j precjåw jC j by a two-step
reduction from the LINEAR ARRANGEMENT problem, which is defined as follows:
assign the vertices of an undirected graph G = (V;E) to integer points on the real
line so that the sum of edge lengths is minimized. More formally, given G = (V;E)
and a positive integer Z, is there a one-to-one mapping f of V to f1; : : : ;ng such that
åfu;vg2E j f (u)  f (v)j  Z? This problem is NP-complete, and we first reduce it to
a version of 1j precjåw jC j where jobs can have zero processing times and negative
weights.
Lemma 4.14. The optimal linear arrangement problem is polynomially reducible
to the precedence-constrained single-machine scheduling problem with nonnegative
processing times and arbitrary weights.
Proof. Given an instance G = (V;E) and Z of the LINEAR ARRANGEMENT prob-
lem, we introduce a job for each vertex and one for each edge. Let dv be the degree
of vertex v in G. For each vertex v2V , the corresponding job v has weight wv = dv
and processing time pv = 1. For each edge fu;vg 2 E, the corresponding job fu;vg
has weight wfu;vg = 2 and processing time pfu;vg = 0. Moreover, each edge job fu;vg
has exactly two predecessors, namely u and v.
Suppose that we have a mapping f of V to f1; : : : ;ng such that åfu;vg2E j f (u) 
f (v)j  Z. Schedule the vertex jobs in the same order; i.e., v is scheduled in position
f (v) among all vertex jobs. An edge job fu;vg is scheduled immediately after its
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predecessor that completes later. The total weighted completion time of the resulting
schedule is given by
å
v2V
wvCv+ å
fu;vg2E
wfu;vgCfu;vg
= å
v2V
dv f (v)+ å
fu;vg2E
2maxf f (u); f (v)g
= å
fu;vg2E
 
2maxf f (u); f (v)g  f (u)  f (v)
= å
fu;vg2E
j f (u)  f (v)j :
It is therefore at most Z. On the other hand, if there is a schedule of total weighted
completion time at most Z, we may assume, without loss of generality, that each edge
job fu;vg is processed as soon as both jobs u and v are completed. Then, the same
calculation as before implies that the order of the vertex jobs defines a solution of
the given instance of the LINEAR ARRANGEMENT problem with value at most Z. 2
Given an instance of 1j precjåw jC j, adding a constant to the weight of every job
not only changes the value of each schedule, but also can change the relative order
of schedules with respect to their objective function values. However, if the constant
is only added to the weights of jobs with processing time 1, and all other jobs have
zero processing time, then the relative order of schedules is maintained. Let dmax be
the maximal degree of a vertex in G. We can then add dmax to the weight of each
vertex job in the proof of Lemma 4.14 to see that the scheduling problem remains
NP-hard for instances with nonnegative weights.
One can also easily modify the reduction so that all jobs have positive processing
times (Exercise 4.19). We have completed the proof of the following theorem.
Theorem 4.15. The problem 1j precjåw jC j is NP-hard in the strong sense.
Exercises
4.17. Modify the reduction in the proof of Theorem 4.12 so that all jobs in the re-
sulting instance of 1jr jjåC j have strictly positive processing times.
4.18. Give a reduction from the 3-PARTITION problem to show that the problem
1jr j; pmtnjåw jC j is indeed NP-hard in the strong sense.
4.19. Modify the reduction in the proof of Theorem 4.15 so that all jobs in the re-
sulting instance of 1jprecjåw jC j have unit processing time.
4.20. Modify the reduction in the proof of Theorem 4.15 so that all jobs in the re-
sulting instance of 1jprecjåC j have unit weight and processing times 0 or 1.
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4.5. The ratio rule via linear programming
Linear programming methods have played a significant role in the development of
combinatorial optimization; scheduling is no exception to this rule. We next present
another proof of correctness for Smith’s ratio rule using the tools of linear program-
ming.
Let us draw a 2-dimensional Gantt chart where the “resource consumed” during
the execution of every job j is in fact the amount of processing, or work done on the
job. The vertical axis may thus be interpreted as the remaining work; see Figure 4.8
for an illustration. Note that all jobs now have the same slope r( j) = 1. Recall that
the mean busy time of a job j in a nonpreemptive schedule is M j =C j  p j=2.
Consider any subset A  N, where N = f1; : : : ;ng is the set of all jobs to be
processed. From the 2D Gantt chart, or from Smith’s ratio rule, it follows that a
schedule minimizes å j2A p jM j if and only if all jobs in A start at time zero and no
idle time is incurred until the processing of all jobs in A is complete. Jobs not in A
have a zero weight in the objectiveå j2A p jM j, and can be processed at any time after
all jobs in A are complete. The resulting minimum objective value is the area of the
Ch04.pdf January 15, 2020 113
22 4. Weighted sum of completion times
triangle below job set A, that is, 12 p(A)
2 = 12
 
å j2A p j
2. This shows that for any
subset A N, the following so-called parallel inequality
å
j2A
p jM j  12 p(A)
2 (4.3)
holds for any feasible schedule in which no job can start before time 0 and the ma-
chine can process at most one job at a time. These inequalities are valid for any
scheduling problem, whenever N is a set of jobs or operations to be processed on a
machine with unit speed and unit capacity.
The parallel inequalities may be written, using completion times instead of mean
busy times, in the equivalent form
å
j2A
p jC j  12 p(A)
2+
1
2 åj2A
p2j (4.4)
and may be interpreted as enforcing the requirement that no set of jobs can be com-
pleted too early on a machine with limited processing capacity.
The parallel inequalities (4.3) or (4.4), and variations or strengthenings thereof to
take into account additional constraints or characteristics (such as precedence con-
straints, release dates, different processing speeds on different machines, etc.) play
an important role in defining relaxations and approximation algorithms for more
complicated scheduling problems.
In this light, we start by considering the problem that we know how to solve:
1j jåw jM j. Suppose, without loss of generality, that we have reindexed the jobs so
that r(1) r(2)    r(n). Consider the linear program
min
(
å
j2N
w jM j : å
j2A
p jM j  12 p(A)
2 for all A N
)
: (4.5)
We can show that the ratio rule is optimal by proving that if we schedule the jobs
in the order 1;2; : : : ;n, this feasible solution is an optimal solution to this linear
program. Consequently, this schedule must also be optimal for 1j jåw jM j (and
also 1j jåw jC j).
Let M j, j = 1; : : : ;n, denote the mean busy times of the jobs scheduled in the
order 1;2; : : : ;n. We use linear programming duality to prove the optimality of this
schedule. That is, we exhibit a feasible dual solution that satisfies the complemen-
tary slackness conditions with M j, j = 1; : : : ;n. The dual linear program has non-
negative variables yA, for each A  N , and has a constraint for each j = 1; : : : ;n,
åA: j2A p j yA = w j, or equivalently, that åA: j2A yA = r( j).
The complementary slackness conditions for this pair of linear programs amount
to yA > 0 only if the corresponding parallel inequality is satisfied with equality. If
we keep this in mind, then we can deduce a feasible solution for the dual as follows:
the parallel inequalities corresponding to the sets A j = f1; : : : ; jg hold with equal-
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ity. Since n is only in An, we set yAn = r(n); working backwards, we see then that
yAn 1 = r(n 1) r(n), and in general, yA j = r( j) r( j+1), j = 1; : : : ;n 1. The
sorting of the jobs ensures that these values are all nonnegative. Moreover, yA = 0
for all other A  N. Hence, we have feasible primal and dual solutions satisfying
the complementary slackness conditions, and so they are optimal for their respective
linear programs.
This proof of the correctness of the ratio rule actually says something much
stronger, and truly remarkable. What it says, at its core, is that the parallel inequali-
ties completely describe the feasible set of mean busy time vectors; more precisely,
what we have shown is, in essence, that the feasible region of the linear program in
M j variables is exactly the convex hull of vectors that correspond to mean busy times
of feasible schedules. Of course, the same holds true for completion time vectors.
Exercises
4.21. If one would want to solve the linear program (4.5) by standard linear pro-
gramming methods, one would have to deal with the exponential number of con-
straints. Because of the equivalence of optimization and separation (see Chapter 2),
it suffices to solve the separation problem associated with the parallel inequalities
å j2A p jM j  12 p(A)2, A N. Given a vector M 2QN , the separation problem is to
decide whether M satisfies all parallel inequalities and, if not, to produce a parallel
inequality that is violated by M.
(a) Defining the violation v(A) = 12 p(A)
2  å j2A p jMj , A  N, compute v(A[
fkg)  v(A) for k 62 A, and v(A)  v(Anf jg) for j 2 A.
(b) Assume, without loss of generality, that M1 M2    Mn . Using (a), show
that a parallel inequality most violated by M, if any, can be found among one
of the consecutive sets f1g;f1;2g; : : : ;f1;2; : : : ;ng.
It follows that (4.5) can be solved in polynomial time. This should be hardly surpris-
ing, since it is solved by Smith’s ratio rule. The real interest of the separation algo-
rithm is in solving linear programming relaxations of more complicated scheduling
problems, as will be seen later in this and other chapters.
4.22. Show that the mean busy times M j, j = 1; : : : ;n, of any feasible schedule for
1jr jjåw jC j satisfy the inequalities å j2A p jM j  (min j2A r j + 12 p(A))p(A).
4.23. Solve the separation problem associated with the inequalities in Exercise 4.22.
4.6. Approximation algorithms for 1jprecjåw jC j
In light of the NP-hardness of 1jprecjåw jC j, it is natural to consider approximation
algorithms. In Section 4.5, we used a linear program to give an alternative proof of
optimality for Smith’s ratio rule. Looking at this proof from a different angle, we see
that sequencing jobs in nondecreasing order of their completion times in the solution
to the linear program results in an optimal schedule for 1j jåw jC j. We now use the
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same idea to create a schedule whose cost is within a factor 2 of that of an optimum
for the strongly NP-hard problem 1jprecjåw jC j.
While the constraints of the linear program for 1j jåw jC j consisted of the par-
allel inequalities (4.4) only, we add the following inequalities to make sure that the
resulting schedule is consistent with the precedence constraints:
C j Ci  p j for all pairs i! j: (4.6)
Let C j, j = 1; : : : ;n, be a solution of the linear program to minimize å j2N w jC j sub-
ject to the parallel inequalities (4.4) for all AN and the precedence constraints (4.6).
Without loss of generality, we can reindex the jobs so that C1 C2    Cn. Be-
cause of (4.6), i < j whenever i! j. In contrast to the case 1j jåw jC j, the val-
ues C j do in general not correspond to job completion times in an actual sched-
ule, even when they correspond to a basic feasible solution; see Exercise 4.25.
However, we can easily construct a feasible schedule by sequencing the jobs in
the order 1;2; : : : ;n. The completion times C j of this schedule are C1 = p1;C2 =
p1 + p2; : : : ;Cn = p1 + p2 +   + pn. Note that this schedule does not violate any
precedence constraints. We will now show that the total weighted completion time
of this schedule is at most twice that of an optimal schedule.
Consider an arbitrary, but fixed job k. Recall that (C1;C2; : : : ;Cn) satisfies the
parallel inequalities (4.4); in particular, for A = f1;2; : : : ;kg,
k
å
j=1
p jC j  12
 k
å
j=1
p j
2
;
where we have even dropped a nonnegative term from the right-hand side of in-
equality (4.4). Because of the ordering of jobs, the left-hand side of this inequality
is bounded from above by Ckåkj=1 p j. We therefore obtain
Ck =
k
å
j=1
p j  2Ck :
Thus, ånj=1 w jC j  2ånj=1 w jC j; given any feasible solution of the linear program
to minimizeå j2N w jC j subject to all parallel inequalities and precedence constraints,
we can construct a schedule with total weighted completion time at most twice its
value. If we start with an optimal solution C j, j = 1;2; : : : ;n, of the linear program,
then å j2N w jC j is a lower bound on the cost of an optimal schedule; we have proved
the following theorem.
Theorem 4.16. Scheduling jobs in nondecreasing order of completion times in an
optimal solution to the linear program minfånj=1 w jC j : C satisfies (4.4) and (4.6)g
is a 2-approximation algorithm for the problem 1jprecjåw jC j.
Actually, we still have to argue that the linear program in C j variables can be
solved in polynomial time, because there are exponentially many parallel inequali-
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ties. While it follows from Exercise 4.21 that this is indeed the case, we here take a
different route. Suppose there is another linear programming relaxation that only has
polynomially many variables and constraints, so it can obviously be solved in poly-
nomial time. Furthermore, suppose that every solution of the new linear program
can be mapped to a feasible solution of the original linear program with no change
of its objective function value. Then we could compute an optimal solution to the
new linear program, map it to a solution of the old linear program, and apply the
previous algorithm. We now describe such a linear program.
One way to derive another linear programming relaxation of the scheduling prob-
lem 1jprecjåw jC j is to formulate it as an integer program, and then relax the inte-
grality constraints. Solving 1jprecjåw jC j is equivalent to determining, for each pair
i and j of jobs, whether i precedes j in the solution, or not. For any pair i 6= j of jobs,
we introduce the variable di j 2 f0;1g: di j = 1 indicates that job i precedes job j, and
di j = 0 indicates otherwise. Therefore,
di j +d ji = 1 for all pairs i; j 2 N; i 6= j: (4.7)
We can obviously represent every feasible schedule by a 0=1-vector d = (di j)i6= j
of this type; moreover, the resulting 0=1-vectors satisfy further inequalities. The
precedence constraints imply that
di j = 1 for all i! j: (4.8)
In addition, when job j precedes job k, and k precedes i, then j also precedes job i.
This translates into the following inequalities:
d jk +dki d ji  1 for all triples i; j;k 2 N; i 6= j 6= k 6= i: (4.9)
These inequalities are called transitivity constraints. On the other hand, every 0=1-
vector d that satisfies the transitivity constraints (4.9), the precedence constraints (4.8),
and (4.7) represents a feasible job sequence. Given such d, the completion time C j
of job j in the corresponding schedule is
C j =å
i 6= j
pidi j + p j: (4.10)
So 1j precjåw jC j is equivalent to minimizingånj=1åi 6= j w j pidi j+ånj=1 w j p j subject
to the constraints (4.7) – (4.9), and di j 2 f0;1g for all i 6= j. If we replace di j 2 f0;1g
by
di j  0 for all i 6= j; (4.11)
we obtain a linear program of polynomial size whose optimal value is a lower bound
on the value of an optimal schedule. It remains to show that, if d is a solution to this
linear program, then the vector defined by (4.10), for j = 1;2; : : : ;n, is a solution to
the linear program in C j variables.
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Let us consider the precedence constraints (4.6) first. Assume i! j; then di j = 1,
and (4.10) gives
C j = å
k 6=i; j
pkdk j + pi+ p j :
Because of (4.7), d ji = 0, and thus (4.10) yields
Ci = å
k 6=i; j
pkdki+ pi :
Let k be a job with k 6= i; j. Since d ji = 0, the transitivity constraint (4.9) for this
triple implies that dk j = 1 d jk  dki. Hence, C j Ci+ p j.
We now turn our attention to the parallel inequalities (4.4). Fix A N. Then,
å
j2A
p jC j = å
j2A
p j

å
k 6= j
pkdk j + p j

= å
j2A;k2N
j 6=k
p j pkdk j +å
j2A
p2j
 å
j;k2A
j 6=k
p j pkdk j +å
j2A
p2j = å
j;k2A
j<k
p j pk(d jk +dk j)+å
j2A
p2j
=
1
2
p(A)2+
1
2 åj2A
p2j :
The last equality follows from (4.7).
Corollary 4.17. Let d be an optimal solution to the linear program minfåk 6= j wk p jd jk :
d  0 satisfies (4.7) – (4.9)g. Define C j according to (4.10), for j = 1;2; : : : ;n, and
sequence the jobs in nondecreasing order of C j values. Then, the total weighted com-
pletion time of the resulting schedule is at most twice that of an optimal schedule.
The analysis of this 2-approximation algorithm is tight; i.e., there exist instances
for which the resulting schedule has cost close to twice that of an optimal schedule.
There are also instances for which the value of an optimal schedule is essentially
twice that of the linear program; see Exercise 4.27.
The technique of scheduling jobs in order of their “completion times” in a linear
programming relaxation of the problem is of use in more complicated problems than
1j precjåw jC j, including parallel machine and open shop problems.
Interestingly, no approximation algorithm with a performance guarantee strictly
less than 2 is known for the problem 1j precjåw jC j. However, there is a generic
way of designing a 2-approximation algorithm that does not require solving a linear
program, which we describe next. For that, we need the concept of Sidney decom-
position.
Exercises
4.24. For an instance of 1j jåw jC j, consider the linear program minfåi; j;i6= j w j pidi j :
di j+d ji = 1;di j  0 for all i 6= jg. Show that the optimal value of this linear program
plus å j w j p j is equal to the value of an optimal schedule. How can one use this fact
to give another proof of the optimality of Smith’s ratio rule?
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4.25. Consider the following instance of 1jprecjåw jC j: there are three jobs of unit
length each, job 1 precedes jobs 2 and 3, and w1 = 0, w2 = 1, and w3 = 1. Show that
C1 = 4=3, C2 = 7=3, and C3 = 7=3 is an optimal basic feasible solution of the linear
program minfå j w jC j : C satisfies (4.4) and (4.6)g.
4.26. Show that the analysis that led to Theorem 4.16 is tight:
(a) Describe a family of instances for which the ratio of the objective function
value returned by the algorithm to that of an optimal schedule converges to 2
with increasing values of n.
(b) Give a family of instances for which the ratio of the cost of an optimal schedule
to that of an optimal solution to the linear program in completion time variables
converges to 2 with increasing values of n.
4.27. Show that the analysis that led to Corollary 4.17 is tight.
4.7. Sidney decompositions
Recall that any optimal sequence for 1j jåw jC j orders jobs according to nonincreas-
ing ratios w j=p j. In the presence of precedence constraints, we already saw that this
ordering can lead to collisions that cannot always be resolved. The Sidney decom-
position offers one way to extend Smith’s ratio rule to 1j precjåw jC j by considering
ratios of subsets. A subset I  N that contains all its predecessors under the prece-
dence constraints is said to be an initial set of N. That is, I is an initial set if j 2 I and
i! j imply i 2 I. Note that a subset I  N is an initial set of N if and only if there
is a feasible sequence that schedules all jobs in I before all remaining jobs. A ratio-
maximal initial set I is an initial set of N with maximum ratio r(I) = w(I)=p(I).
Here, as before, w(I) = å j2I w j and p(I) = å j2I p j.
Theorem 4.18. Let I be a ratio-maximal initial set of N. There exists an optimal
sequence of N that schedules the jobs in I before all remaining jobs.
Before we prove this theorem, we discuss its implications and related aspects.
First, note that an initial set is a closure in the directed graph defined by reversing
all precedence constraints. A ratio-maximal initial set can therefore be computed
in polynomial time; see Chapter 2. Second, we can apply Theorem 4.18 to the set
N nI of remaining jobs. If we repeat this, then we eventually obtain a decomposition
(I1; I2; : : : ; Ik) of N such that Ii \ I j = /0, for all 1  i < j  k, I1 [ I2 [ : : :[ Ik = N,
and I j is a ratio-maximal initial set of N n (I1 [ : : :[ I j 1). A decomposition of this
kind is known as a Sidney decomposition. Note that each set I j, for j = 1;2; : : : ;k,
is ratio-maximal for itself; i.e., r(I)  r(I j) for all initial sets I  I j. A sequence is
consistent with a given Sidney decomposition if it first schedules the jobs in I1, then
the jobs in I2, and so forth, until it eventually schedules all jobs in Ik. We can now
reformulate Theorem 4.18 so that it encompasses Smith’s ratio rule (Theorem 4.1).
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Corollary 4.19. A sequence p= (p1;p2; : : : ;pk) is optimal for 1j precjåw jC j if p is
consistent with a Sidney decomposition (I1; I2; : : : ; Ik) of N, and each subsequence p j
is optimal for I j, j = 1; : : : ;k.
Corollary 4.19 implies that it suffices to consider approximation algorithms
that are consistent with a Sidney decomposition. In particular, if we had a 2-
approximation algorithm for instances whose ground sets are ratio-maximal, then
we could apply this algorithm to all sets I j in a Sidney decomposition, concatenate
the resulting sequences in order, and thus obtain a 2-approximation algorithm for
the entire instance. It turns out that we do not have to work hard to find such a
2-approximation algorithm.
An important structural property of instances with a ratio-maximal ground set N
is that sequencing the jobs in any feasible order constitutes a 2-approximation algo-
rithm. Assume that N is a ratio-maximal initial set of itself. That is, r(I)  r(N)
for all initial sets I  N. Let us interpret this situation with the help of 2D Gantt
charts. Consider an arbitrary feasible schedule, such as the one in Figure 4.9, and
the line segment connecting the point (0;w(N)) on the vertical axis with the lower
right corner of any rectangle representing a job j. The absolute value of the slope
of this line segment is equal to the ratio r(I) of the initial set I of jobs defined by
I = fk 2 N : Ck C jg. For any job j, the lower endpoint of this line segment is on
or above the diagonal defined by the two points (0;w(N)) and (p(N);0), because N
is ratio-maximal and the negative value of the slope of this diagonal is r(N). Recall
that the area under the curve W (t) is equal to ånj=1 w jC j. So we have just argued
that the total weighted completion time of any feasible schedule, especially that of
an optimal one, is at least the area under the diagonal, which is w(N)p(N)=2. On the
other hand, the cost of any schedule is at most w(N)p(N). The proof of the following
theorem is complete.
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Theorem 4.20. The total weighted completion time of any feasible sequence for
1j precjåw jC j that is consistent with a Sidney decomposition is at most twice that of
an optimal schedule.
So even if the only ratio-maximal initial set is N itself, i.e., we cannot divide the
original problem into smaller pieces, we are at least assured that no feasible sequence
is too far from optimal.
It is time to prove Theorem 4.18. For notational convenience, we use the equiva-
lent integer programming formulation of 1j precjåw jC j to do so. We have to prove
that, if I is a ratio-maximal initial set of N, then there exists an optimal solution
d to the integer program defined by the constraints (4.7) – (4.9) and the objective
åi6= j w j pidi j such that di j = 1 for all i 2 I, j 2 N n I.
Proof. [Theorem 4.18] Let d be an optimal solution of the integer program. Suppose
di j < 1 for some i 2 I; j 2 N n I. For each k 2 I, define Ik = f j 2 N n I : d jk >
0g. If a job i 2 N n I is a predecessor of j 2 Ik, i.e., i! j, then the transitivity
constraint (4.9) applied to the triple i; j;k, and d ji = 1  di j = 0 imply that dik =
1 dki  d jk > 0. Hence, i 2 Ik, and Ik is an initial set of N n I. Similarly, for each
k 2 N n I, Fk = fi 2 I : dki > 0g is a final set of I. (That is, I nFk is an initial set
of I.)
Let e=minfdi j : i 2 N n I; j 2 I;di j > 0g, and consider the vector d defined as:
di j =
8<: di j + e if i 2 I
; j 2 N n I; and di j < 1;
di j  e if i 2 N n I; j 2 I; and di j > 0;
di j otherwise;
for i; j 2 N; i 6= j:
Clearly, di j + dji = 1 for all i 6= j, and di j = 1 for all i! j. Consider now a triple
i; j;k 2 N, i 6= j 6= k 6= i. If fi; j;kg 2 I or fi; j;kg 2 N n I, then the associated tran-
sitivity constraint is satisfied because d and d coincide in the relevant components.
Otherwise, it is convenient to rewrite the transitivity constraint d jk +dki d ji  1 as
d jk +dki+di j  2. We may assume, because of symmetry, that i 2 I and j 2 N n I.
Suppose that djk+d

ki+d

i j > 2. There are two cases: either k2 I or k2N nI. In the
first case, dki = dki, so we must have d

i j = di j+e and djk > 0. But then d jk = d

jk+e,
and, therefore, djk + d

ki + d

i j = d jk + dki + di j, a contradiction. The second case is
handled analogously. Thus, d also satisfies the transitivity constraints.
The difference in the objective function values of d and d can be calculated as
follows:
å
i; j2N
i 6= j
piw jdi j  å
i; j2N
i 6= j
piw jdi j = e å
k2NnI
pkw(Fk)  e å
k2I
pkw(Ik)
= e å
k2NnI
pk p(Fk)r(Fk)  e å
k2I
pk p(Ik)r(Ik) :
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Because I is ratio-maximal, r(Ik)  r(I)  r(Fk), for all k; see Exercise 4.28.
Hence, the difference in objective function values can be bounded from below by
er(I)

å
k2NnI
pk p(Fk)  å
k02I
pk0 p(Ik0)

:
Because k0 2 Fk if and only if k 2 Ik0 , this expression evaluates to zero. Therefore,
the objective function value of d is not worse than that of d. So d is an optimal
solution as well, and di j = 1 for all i 2 I and j 2 N n I. 2
Of course, in the proof e= 1, and the reader might have wondered why we avoided
using the integrality of d and d. The reason is that the result holds true for the linear
programming relaxation in d variables as well. That is, if I is a ratio-maximal
initial set, then there exists an optimal solution d to the linear program to minimize
å j2N w jC j subject to (4.7) – (4.11) such that di j = 1 whenever i 2 I and j 2 N n I.
We can use the same proof; while e need not be equal to 1 anymore, the variable that
determined the value of e will be reduced to 0 in d. If d does not have the desired
property yet, we can repeat the same procedure with d= d until it does.
Corollary 4.21. Let (I1; I2; : : : ; Ik) be a Sidney decomposition of 1j precjåw jC j.
There exists an optimal solution d of the linear program to minimize å j2N w jC j
subject to (4.7) – (4.11) such that di j = 1 for all i2 Ih, j 2 I` whenever 1 h< ` k.
Exercises
4.28. Let S be a ratio-maximal initial set of N, I an initial set of N nS, and F a final
set of S. Show that r(I) r(S) r(F).
4.29. Let I and J be two ratio-maximal initial sets of N. Are I \ J and I [ J ratio-
maximal initial sets as well? Prove or disprove.
4.30. Show that there exists a unique Sidney decomposition (I1; I2; : : : ; Ik) such that
r(I1) > r(I2) >    > r(Ik). Prove also that for any other Sidney decomposition
(J1;J2; : : : ;J`) of the same instance and any index i 2 f1; : : : ; `g, Ji  I j for some
j 2 f1; : : : ;kg.
4.31. Let (N;!) be a series-parallel partial order that is the parallel composition of
(N1;!) and (N2;!). Show that there exists a ratio-maximal initial set I of N that is
completely contained in either N1 or N2.
4.8. An integrality theorem for series-parallel precedence constraints
With Corollary 4.21 in place, the following result comes essentially for free.
Theorem 4.22. When the precedence constraints are series-parallel, then the lin-
ear program to minimize å j2N w jC j subject to (4.7) – (4.11) has an integer optimal
solution.
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Proof. The proof is by induction on the number of jobs. The result is obviously
true if there are just one or two jobs. Suppose it is true for all instances with series-
parallel precedence constraints on n jobs, and consider the case with jNj= n+1. The
set N is either a series or a parallel composition of two proper subsets N1 and N2. In
the first case, all variables di j with i 2 N1 and j 2 N2 have to be equal to 1, because
of (4.8). Hence, the linear program for N1[N2 decomposes into two separate linear
programs, one for N1 and one for N2, each of which has an integer optimal solution,
by induction. In the second case, N is the parallel composition of N1 and N2. Let I
be an inclusion-minimal ratio-maximal initial set of N; it follows from Exercise 4.31
that I is entirely contained in N1 or N2. By Corollary 4.21, there exists an optimal
solution d such that di j = 1 for i 2 I and j 2 N n I. The linear program for N
therefore decomposes again into two separate, smaller linear programs for I and
N n I, respectively, which have integer optimal solutions. 2
Theorem 4.22 implies that the optimal value of the linear program is identical
to the value of the optimal schedule. It does not necessarily imply that an optimal
solution to the linear program is integer (and, therefore, a schedule) because there can
be noninteger optimal basic feasible solutions, although this can be overcome by data
perturbation (see Exercise 4.32 (a) and (b)). There is a related, seemingly weaker
linear program in d variables that has the same properties as the one that we have
presented so far. It has the additional property that all its basic feasible solutions are
integer if the precedence constraints are series-parallel. To prove this result, it will
be convenient to work with the following characteristic of series-parallel precedence
constraints.
Lemma 4.23. If the precedence constraints are series-parallel, then there exists a
total ordering p of all jobs, which is consistent with the precedence constraints, such
that, for all triples i; j;k 2 N with i! j and k unrelated to i and j, either k precedes
i in p or j precedes k.
Proof. Consider the decomposition tree of the precedence constraints, and the total
ordering of jobs obtained by parsing the leafs from left to right. Note that this order-
ing is consistent with the precedence constraints; if i! j, then the leaf corresponding
to i is to the left of that of j. Now consider a job k that is unrelated to i and j. The
tree has an internal node representing a parallel composition where i and j are part
of one of the two subtrees, while k is in the other subtree. Hence, k’s leaf is to the
left of the leafs of both i and j, or to their right. 2
We use the total ordering p from Lemma 4.23 to eliminate half of the d variables
from the previous linear program. Because of (4.7), i.e., di j + d ji = 1, we know the
value of di j when we know that of d ji, and vice versa. We only keep the variables di j
for which i precedes j in p. We also eliminate all variables whose values are fixed
by the precedence constraints; i.e., we do not keep di j with i! j. Apart from the
nonnegativity constraints, we are left with the transitivity constraints, some of which
Ch04.pdf January 15, 2020 123
32 4. Weighted sum of completion times
we shall drop as well. More precisely, we only keep the transitivity constraints
d jk +dki d ji  1
for triples i; j;k 2 N, i 6= j 6= k 6= i, for which i! j, and k is unrelated to both i
and j. Depending on whether j precedes k or k precedes i in p, we derive one of the
following two inequalities:
d jk  dik or dki  dk j :
For convenience, let us assume that we (re)index the jobs so that they appear in the
order 1;2; : : : ;n in p. The resulting linear program,
min å
i< j
i 6! j
w j pidi j (4.12a)
s.t. d jk  dik for i! j; j < k; (4.12b)
dki  dk j for i! j;k < i; (4.12c)
di j  0 for i< j; (4.12d)
is a min-weight closure problem (see Chapter 2; in particular, its constraint matrix is
totally unimodular, and thus all basic feasible solutions are integral.
Interestingly, the linear program (4.12) has the same optimal value as the previ-
ous one, although it has fewer constraints (Exercise 4.32 (c)). Because one can find
an optimal sequence when one can determine the optimal value (Exercise 4.33), this
yields another way of efficiently computing an optimal sequence for series-parallel
precedence constraints. As the derivation of the linear program (4.12) only hinges
on Lemma 4.23, we have actually proved that 1jprecjåw jC j can be solved in poly-
nomial time for a much larger class of precedence constraints. The class of partial
orders possessing a nonseparating linear extension, i.e., a total order pwith the prop-
erty described in Lemma 4.23 coincides with that of two-dimensional partial orders.
The dimension of a partial order! is the minimum number of linear orders whose
intersection is !. There are efficient algorithms for recognizing two-dimensional
partial orders. If the partial order is two-dimensional, they return a nonseparating
linear extension. We can conclude this section with the following theorem.
Theorem 4.24. If the precedence constraints are two-dimensional, an optimal se-
quence for 1jprecjåw jC j can be found in polynomial time.
Exercises
4.32. Consider the linear program to minimize å j2N w jC j subject to (4.7) – (4.11).
(a) Show that it can have nonintegral optimal basic feasible solutions, even if there
are no precedence constraints.
(b) Let 0 < e < 1=(2å j2N p j), and assume that the precedence constraints are
series-parallel. Prove that the instance with redefined weights ew j = w j + e2 j
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has a unique Sidney decomposition. Use this fact in the proof of Theorem 4.22
to show that the linear program has a unique optimal solution, which is a sched-
ule.
(c) Show that any optimal solution to this linear program is also an optimal solution
to the linear program (4.12).
4.33. Suppose someone gives you a “black box” subroutine that, given an instance of
1jprecjåw jC j, returns its optimal value. Show that you can find an optimal sequence
with a polynomial number of calls on the subroutine.
4.34. Show that a partial order is two-dimensional if and only if it has a nonseparat-
ing linear extension.
4.35. Present a two-dimensional partial order that is not series-parallel.
4.9. Approximation algorithms for 1jr jjåC j
Once we add release dates to the problem of minimizing the average completion
time, we again reach the realm of NP-complete problems. Since we are unlikely
to have a polynomial-time algorithm to solve this problem, we turn our attention
to approximation algorithms. Our approach will again be based on solving a relax-
ation to the problem; in this case, we relax the condition that the schedule must be
nonpreemptive. We then show how to convert the optimal preemptive schedule to a
nonpreemptive one, without increasing the objective function value of the schedule
too much.
The first component of this approach is that the preemptive variant can be solved
efficiently. The natural rule to consider is the Shortest Remaining Processing Time
(SRPT) rule: at each moment in time, one should always be processing a job that
could be completed earliest. This rule only preempts jobs when a new job is released.
A straightforward interchange argument can be used to prove the following theorem;
this will be left as an exercise.
Theorem 4.25. Any SRPT schedule is optimal for the problem 1jr j; pmtnjåC j.
An important property of the SRPT rule is that it is an online algorithm, in the sense
that the algorithm need only know of the existence of a job and its parameters at the
moment in time that it is released.
A seemingly naive approach to converting a preemptive schedule into a nonpre-
emptive one is to schedule the jobs in the order in which they completed in the pre-
emptive one. Yet, recall that a similar approach has worked well for 1jprecjåw jC j.
Let C j, j = 1 : : : ;n, denote the completion times of jobs in a preemptive schedule.
We can assume, without loss of generality, that we have reindexed the jobs so that
C1 C2    Cn. We construct the minimal nonpreemptive schedule in which the
jobs are processed in this order; job 1 is processed from r1 to r1 + p1, and each job
j+1 is either scheduled to start at the time C j that j completes, or at its release date,
r j+1, whichever is later.
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We can analyze the completion time C j of job j in the following way. Trace
backwards from C j in this schedule to find the latest idle time prior to the completion
of job j; we see that
C j = rk +
j
å`
=k
p`;
where job k is the first job processed after this idle time. Since the completion of
job k also precedes the completion of job j in the preemptive schedule, we have
that rk Ck C j. Furthermore, all of the jobs `, `= k; : : : ; j, have been completely
processed in the preemptive schedule by C j, and hence å
j
`=k p`  C j. Therefore
C j  2C j.
Thus, we see that ånj=1 w jC j  2ånj=1 w jC j; given any preemptive schedule, we
can find a nonpreemptive schedule with total weighted completion time no more than
twice that of the preemptive one. Of course, if we start with the optimal preemp-
tive schedule, then we have found a nonpreemptive schedule with objective function
value at most twice that of the preemptive optimum. The preeemptive optimum is
always at most the nonpreemptive optimal value, and so we have just proved that the
schedule found has total weighted completion time at most twice the optimal value.
Theorem 4.26. Sequencing jobs in order of nondecreasing completion times in the
SRPT schedule is a 2-approximation algorithm for the problem 1jr jjåC j.
In fact, we can strengthen this result to derive an algorithm that is an online 2-
approximation algorithm. The idea behind this is quite simple. We maintain a queue
of available jobs (which handles the jobs in a “first-in first-out” manner, and hence
fixes the order in which the jobs are processed in the schedule). Instead of making a
job available at its release time, we will use the online SRPT rule to create a shadow
schedule. This schedule is not used for the actual processing of the jobs, but only
as a kind of side computation. Nonetheless, this side computation can be done in an
online manner.
We make a job j available only at date CSRPTj , the time that it is completed in the
SRPT schedule. Clearly, this queueing mechanism ensures that the jobs are pro-
cessed in the order of their completion in the preemptive schedule, but it most likely
introduces additional idle time into the schedule. However, the analysis does not
change much. Now, the latest idle time prior to C j ends with the point in time that
some job k is made available (instead of being released). Hence,
C j =CSRPTk +
j
å`
=k
p`  2CSRPTj ;
and we still have that åw jC j  2åw jCSRPTj ; we have proved the following theorem.
Theorem 4.27. Scheduling jobs in the order of nondecreasing SRPT completion
times with delayed starts is an online 2-approximation algorithm for the problem
1jr jjåC j.
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Surprisingly, this result is best possible, in the sense that, for any a < 2, there
does not exist a deterministic online a-approximation algorithm for 1jr jjåC j (Exer-
cise 4.37). However, as we shall see next, if the algorithm is allowed to “toss coins,”
one can prove a better result, in expectation. For each input, the objective function
value of the schedule found by such a randomized algorithm is a random variable; it
is natural to analyze the performance of such a randomized algorithm by considering
its expected value, and to show, for each possible input, that this expectation is no
more than a factor of r times the optimum value. We call an algorithm with this
performance guarantee a randomized r-approximation algorithm.
We will now give an online randomized e=(e 1)-approximation algorithm called
the randomized a-point algorithm. The algorithm is based on a more general pro-
cedure to convert a preemptive schedule s into a nonpreemptive one. The algorithm
first picks an a 2 (0;1] according to some probability density function f . We define
the a-point C j(a) of job j to be the first moment in time where a total of ap j units of
processing of job j have been completed in s. We now modify the online algorithm
discussed above, so that each job is made available, and placed into the queue, only
at its a-point. This means that the algorithm now schedules the jobs in the order
that the a-points occur in s, with the additional condition that j is not allowed to
be started prior to C j(a). Subject to these two constraints, the schedule s¯ produced
is minimal in the sense that each jobs starts as early as possible. Let C j denote the
completion time of job j in s¯; that is, if p is the order in which the jobs are processed,
then p(1) completes at time Cp(1) =Cp(1)(a)+ pp(1), and in general, each job p( j)
starts at the maximum of its a-point in s and Cp( j 1), and completes pp( j) time units
later, j = 2; : : : ;n. We will analyze the expected objective function value å j C j as a
function of the choice of a.
We next introduce notation that will be convenient for the analysis of s¯. We will
give, for each j = 1; : : : ;n, an upper bound on C j that depends on our choice of a.
Let us focus on the completion time of some job j. Let bk(a) be the fraction of job k
that has been completed in the preemptive schedule s by the a-point of job j, that
is, by C j(a). For simplicity, let bk = bk(1). Similarly, let R(a) denote the total idle
time in the preemptive schedule prior to the a-point of j. Since the machine, at any
point in time, is either processing some job, or idle, we get the following lemma.
Lemma 4.28. In the preemptive schedule s, for each a 2 (0;1], the a-point of job j
is equal to C j(a) = R(a)+ånk=1bk(a)pk.
On the other hand, we show next that we can also express the completion time
of j in s¯ in terms of similar components.
Lemma 4.29. In the nonpreemptive schedule s¯, job j completes by time
C j C j(a)+ å
k:bk(a)a
(1+a bk(a))pk:
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Proof. We shall analyze a worse nonpreemptive schedule sˆ, in the sense that for
each k = 1; : : : ;n, we have that the completion time Cˆk Ck.
Imagine starting out with the optimal schedule s for the preemptive relaxation,
and write the Gantt chart for this schedule on a strip of ticker tape. We will modify
this schedule by a number of “cut and paste” operations to convert it into a nonpre-
emptive schedule sˆ.
Consider the schedule s “over time,” starting at time 0 and advancing in time,
until an a-point of some job k is reached. Cut the schedule at this point, and paste
into this schedule a block of time of length pk that will be used for the nonpreemptive
processing of job k. For the intervals of time that are spent processing job k earlier
in this schedule, replace the processing of job k with new idle time, which we will
call omission time. For each interval of time that is spent processing k after this
nonpreemptive block, cut that time interval out of the schedule, and then rejoin the
schedule without any new idle time introduced at this point. Continue processing
the schedule in this way until the a-point of each job has been reached. Call this
schedule sˆ. See Figure 4.10 for an illustration.
We begin by making a number of observations. The effect of inserting the non-
preemptive block of length pk shifts the entire subsequent schedule exactly pk time
units later. However, the deletion of the processing of job k beyond this new block
of length pk shifts earlier some portion of the schedule beyond this block. A total of
length (1 a)pk is deleted, and so the end of the schedule is shifted (1 a)pk time
units earlier by these deletions. However, the net effect of the changes prompted by
reaching the a-point of job k does not shift any portion of the schedule earlier. This
allows us to conclude, for example, that the schedule is feasible, since each job k
starts no earlier than rk before the modifications, and hence must start no earlier than
rk after them. Furthermore, we also see that as we modify the schedule, when we
find an a-point of job k in the schedule, it must currently correspond to a time that
is at least Ck(a). Thus, we are scheduling the nonpreemptive block for each job k
to start no earlier than Ck(a). Finally, the jobs are processed in this schedule in the
same order as their a-points in s. We have constructed a schedule sˆ in which the
jobs are processed in the same order as in s, and no job k starts before Ck(a). Since
s¯ is the minimal nonpreemptive schedule that is consistent with these constraints,
we see that Ck  Cˆk, k = 1; : : : ;n.
We now analyze the schedule sˆ up to the completion time of job j. Each time
interval on the ticker tape after these operations corresponds to one of the following:
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 true idle time (i.e., in the preemptive schedule s, not omission time): these add
up exactly to R(a) since we have not altered true idle time.
 processing time: the jobs k that are processed in sˆ by time Cˆ j are exactly those
that reach their a-point in s no later than C j(a); in terms of the notation that
we have set up, this is equivalent to writing that bk(a) a. Hence this total is
equal to åk:bk(a)a pk.
 omission time for each job k that has reached its a-point in s by time C j(a)
(including j itself): for each job k, we replaced the first apk times unit of its
processing by omission time (here all of this time occurs prior to the processing
of j); hence this totals åk:bk(a)aapk.
 omission time for each job k that reaches its a-point in s after time C j(a): in
this case, considering just the part of schedule sˆ up to Cˆ j, only the fraction
bk(a) of the processing of k that precedes C j(a) is replaced by omission time;
hence this contributes a total of åk:bk(a)<abk(a)pk.
This yields
Cˆ j = R(a)+ å
k:bk(a)<a
bk(a)pk +(1+a) å
k:bk(a)a
pk:
Applying Lemma 4.28, we see that this can be written as
Cˆ j =C j(a)+ å
k:bk(a)a
(1+a bk(a))pk:
Since C j  Cˆ j, for any given choice of a ,
C j C j(a)+ å
k:bk(a)a
(1+a bk(a))pk:
This completes the proof of the lemma. 2
This also has the following immediate consequence.
Corollary 4.30. In the nonpreemptive schedule s¯, job j completes by time
C j C j + å
k:bka
(1+a bk)pk:
Here, C j is the completion time of job j in the preemptive schedule s.
Proof. From Lemma 4.29,
C j  C j(a)+ å
k:bk(a)a
(1+a bk(a))pk
= C j(a)+ å
k:bk(a)a
(bk bk(a))pk + å
k:bk(a)a
(1+a bk)pk:
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The second term in this last expression corresponds to work done on jobs k between
C j(a) and C j, and hence the sum of the first two terms is at most C j. 2
It is now just a straightforward calculation to compute an upper bound on the
expected completion time E[C j] of job j in s¯: for any probability density function
f (x), we can compute the expectation of the upper bound just derived.
Theorem 4.31. If a 2 (0;1] is selected according to the probability density function
f (x) = ex=(e 1), then for the nonpreemptive schedule s¯, E[C j] ee 1C j.
Proof. We can bound E[C j] by integrating the bound in Corollary 4.30. Note that
a appears in two ways in the bound of this corollary: in the (1+a  bk)pk term,
and in the fact that we need that a  bk for any job k that contributes to the bound.
Alternatively, for each job k, we can focus on those a such that a  bk. Hence, we
have that
E[C j]C j +
n
å
k=1
pk
Z bk
0
f (a)(1+a bk)da:
Straightforward calculus (if one recalls that integrating xex yields ex(x  1)) shows
that Z b
0
f (x)(1+ x b)dx = b
e 1 :
Hence, since ånk=1 pkbk C j by Lemma 4.28,
E[C j]C j + 1e 1
n
å
k=1
pkbk  ee 1C j:
2
The expectation of the total completion time is, by linearity of expectation, within
a factor e=(e 1) of the total completion time of the preemptive schedule s. If we ap-
ply this randomized conversion to the optimal solution s for 1jr j; pmtnjåC j found
by the SRPT rule, we see that the expected total completion time is at most e=(e 1)
times the preemptive optimum. The preemptive optimum is, of course, a lower bound
on the nonpreemptive optimum and hence we have obtained the following theorem.
Theorem 4.32. The randomized a-point algorithm which draws a according to
the density function in Theorem 4.31 provides an online randomized e=(e  1)-
approximation algorithm for the problem 1jr jjåC j.
There are a few immediate implications of this result. Note that we have con-
structed a nonpreemptive schedule of total completion time within a factor of e=(e 
1)  1:58 of the preemptive optimum. This places a limit on the power of preemp-
tion: by allowing preemption, we can improve the objective function by at most a
factor of 1:58. As this argument does not depend on our ability to solve the preemp-
tive problem in polynomial time, the limit on the power of preemption is the same
for the total weighted completion time objective.
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Many people are troubled at first by the fact that our focus on approximation
algorithms is in order to be guaranteed that the result is good, and yet now we only
know that it is expected to be good. While that is true, it is important to realize that
this theorem says that for every input we are assured that the expected result will be
good, and the source of randomness is merely the coin tosses used by the algorithm.
However, one can convert this randomized algorithm into a deterministic algo-
rithm (provided we are considering off-line algorithms, where we can see the en-
tire input in advance). We now just compute the minimal schedule in which the
jobs are ordered consistently with their a-points. (That is, C1 = r1 + p1 and C j =
maxfC j 1;r jg+ p j.) Since we have shown that by choosing a in this random man-
ner, the a-point algorithm delivers a schedule with expected objective function value
within a factor of 1.58 of the optimum, then there must exist some a with the prop-
erty that if that a is used, then that schedule has objective function value within a
factor of 1.58 of the optimum. So, if we could compute an a for which this a-point
algorithm would deliver the best solution, then the schedule found must be within a
factor of 1.58 of the optimum.
If we consider the schedule constructed for various values of a, the schedule only
changes when the order in which the jobs reach their a-points in the SRPT schedule
s changes. This can only happen when there exists some job that is preempted
when exactly an a fraction of its processing has been completed. Recall that in s a
job is only preempted if another job arrives whose processing time is shorter than the
remaining one of the current job. In particular, there are at most n 1 preemptions.
Hence there are at most n potentially critical values of a, and we can compute these
critical values directly from s. If we run the a-point algorithm for all of these values
of a and take the best schedule, then we have deterministically computed a schedule
within a factor of 1:58 of optimal.
Theorem 4.33. The best a-point algorithm is a (deterministic) ee 1 -approximation
algorithm for the problem 1jr jjåC j.
The only reason that the same approach does not lead to an approximation al-
gorithm of the same performance guarantee for 1jr jjåw jC j is that its preemptive
relaxation 1jr j; pmtnjåw jC j is NP-hard (see Theorem 4.13). We will therefore dis-
cuss a similar conversion technique that starts from another, efficiently computable
preemptive schedule in the next section.
Exercises
4.36. Prove Theorem 4.25.
4.37. Show that no deterministic approximation algorithm for 1jr jjåC j that works
online, can have a performance guarantee smaller than 2.
4.38. Use Yao’s minimax principle to show that no randomized approximation algo-
rithm for 1jr jjåC j that works online, can have an expected performance guarantee
smaller than e=(e 1).
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4.10. Approximation algorithms for 1jr jjåw jC j
For nonpreemptive schedules, the mean busy time of each job j is a mere translation
of the completion time by p j=2. But it is also interesting to consider mean busy
times for preemptive schedules. Let I j(t) = 1 if job j is in process at time t, and
0 otherwise. The function I j is called the indicator function of job j in the given
schedule. Because the schedule is feasible, all p j units of work for each job j are
processed, that is, Z +¥
0
I j(t)dt = p j:
Consider again the 2-dimensional Gantt chart, and the interpretation that r( j)
specifies the holding cost of job j per unit of unprocessed work. Consider the curve
defined by the function W (t), introduced in Section 4.1, which is piecewise linear;
each piece corresponding to the (partial) processing of job j has slope  r( j) =
 w j=p j. As we have already seen, the area under this curve corresponds to the total
cost of holding the inventory over the planning horizon. We can decompose this
area by breaking it into horizontal trapezoidal pieces, each of which corresponds to
a unique job j being (partially) processed for an interval [s;s0]; see Figure 4.11. The
area in this trapezoid is
r( j)(s0  s)(s0+ s)=2 =
Z s0
s
r( j) t dt
and so the total area in all of the trapezoids corresponding to j is
R +¥
0 r( j) t I j(t)dt.
This is the total cost of holding job j over the planning horizon; this is equivalent to
w j times M j, the mean busy time of job j, where
M j =
1
p j
Z +¥
0
I j(t) t dt : (4.13)
Note that this is the natural extension of the definition of M j in the nonpreemptive
case. Thus the mean busy time M j is the average time at which the machine is
processing job j. Even in this preemptive setting, if we let S j denote the start time of
job j in a given schedule, we have
S j +
1
2
p j M j C j  12 p j ; (4.14)
where each of these inequalities holds with equality if and only if job j is processed
without preemption.
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The interpretation of å j w jM j as the area under the curve W (t) leads to an easy
extension of the ratio rule to solve the problem 1jr j; pmtnjåw jM j. Intuitively, this
area is made small by having the curve descend to 0 as sharply and as early as pos-
sible. In other words, consider the preemptive ratio rule: at each moment in time,
among all available jobs choose a job j for which the ratio w j=p j is maximum. Thus,
we need preempt a job j only when a job k with a bigger ratio is released.
We can prove the optimality of the preemptive ratio rule by an interchange argu-
ment. Suppose that the schedule s produced by the algorithm is not optimal, and con-
sider an optimal schedule s whose earliest difference from s is as late as possible.
Suppose that the two schedules agree up to time t, at which point s processes job j,
whereas s processes job k. Of course, this means that s has not completed work
on job k at time t, and k must still be processed later, next starting at some time t 0.
Consider these two fragments of processing jobs, job j at t and job k at t 0 in s, and
suppose that the jobs are processed in time periods [t; t + d) and [t 0; t 0+ d), respec-
tively, for some d> 0. Both jobs have been released by t, and so we could swap the
processing of d time units of the two jobs. By the preemptive ratio rule, r(k) r( j).
However, since the objective function value is the area under the W (t) curve, we see
that unless r( j) = r(k), this interchange will improve the objective function value,
which contradicts the optimality of s. But if r( j) = r(k) then this interchange pro-
duces another optimal schedule, but one for which the ratio rule agrees even longer
than for s. This contradiction yields the following theorem.
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Theorem 4.34. A schedule is optimal for 1jr j; pmtnjåw jM j if and only if it is a
preemptive ratio rule schedule.
In the previous section, we saw that the fact that 1jr j; pmtnjåC j could be solved
in polynomial time led to a good approximation algorithm for the nonpreemptive
variant. Next, we will see that Theorem 4.34 provides a similar engine for the
weighted extension. In fact, it might seem natural to take the solution provided
by this algorithm, and then process the jobs nonpreemptively in the order in which
their mean busy times occur. Unfortunately, this algorithm does not perform well
(see Exercise 4.40). Instead, we will use the second technique of the previous sec-
tion: we will consider a randomized approach to converting the preemptive ratio rule
schedule to a nonpreemptive one.
In fact, we will consider a somewhat more flexible algorithm, which we call the
randomized a j-point algorithm:
(1) compute an optimal schedule for 1jr j; pmtnjåw jM j;
(2) for j = 1; : : : ;n, pick a j independently and uniformly at
random from the interval (0;1];
(3) for each job j, compute its a j-point C j(a j)
in the optimal preemptive schedule;
(4) schedule the jobs nonpreemptively in nondecreasing order of their
a j-points, always scheduling the next job as early as possible
(subject to this ordering constraint).
As we did in the previous section, our analysis of the algorithm is more general
than we need for deriving an approximation algorithm; we will show that given any
preemptive schedule in which job j has mean busy time M j, the expected value of
åw jC j for the schedule produced by this algorithm is at most 2å j w j(p j=2+M j).
We start with an easy observation, that follows directly from the definition of the
mean busy time: choosing a j uniformly in (0;1] is just a rescaled version of choosing
a time uniformly within (0; p j].
Lemma 4.35. If a j is selected uniformly at random in (0;1], then E[C j(a j)] = M j.
Let C j denote the completion time of job j in the schedule s¯ produced by the
algorithm. Note that C j is a random variable, since the ordering depends on the
random choices a j, j = 1; : : : ;n. Nonetheless, we can write that C j = Pj+R j, where
the random variables Pj and R j are, respectively, the total processing and total idle
times prior to the completion of job j in the schedule.
Lemma 4.36. The randomized a j-point algorithm produces a schedule that, with
probability 1, has R j C j(a j), j = 1; : : : ;n.
Proof. We will show that for any realization of the values a j, j = 1; : : : ;n, the
machine is never idle within the time interval (C j(a j);C j]; clearly, this implies the
lemma. Any job k that is processed prior to job j can have its release date no later
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than C j(a j) (since it has reached its ak-point by then). Suppose that there was idle
time in the interval (C j(a j);C j]; this must be due to the fact that the next job in the
ordering is not yet released, but this is impossible, since all jobs processed before j
have been released by this point. 2
Next we analyze, for each job j, the total time Pj the machine is busy prior to the
completion of j.
Lemma 4.37. The randomized a j-point algorithm produces a schedule for which
E[Pj] p j +M j.
Proof. Focus on a job j; each job is processed prior to its own completion, and so
we see that
E[Pj] = p j +å
k 6= j
Pr[k precedes j in the schedule s¯]pk:
In order to analyze the summand, we first fix a value a 2 (0;1], and condition on
the event that a j = a. This fixes the a j-point of job j at some time t. Once we have
done this, it is easy to compute the conditional probability that job k precedes job j; k
precedes j if and only if ak is chosen such that Ck(ak) is at most t. If we let bk denote
the fraction of job k that is processed in the preemptive schedule prior to t, then the
probability that Ck(ak) is at most t is exactly bk. Note that this uses the fact that
each ak is chosen independently of a j. Thus, åk 6= j Pr[k precedes j in s¯ ja j = a] =
åk 6= j bk pk. But this is exactly the total processing done prior to t (in the preemptive
schedule) on jobs other than j, and hence is at most t = C j(a). Thus, E[Pj ja j =
a] p j +C j(a).
Taking the expectation over all such choices a and applying Lemma 4.35, we see
that E[Pj] p j +M j. 2
It is now a simple matter of putting the pieces together to obtain the following
theorem.
Theorem 4.38. The randomized a j-point algorithm is a randomized 2-approximation
algorithm for 1jr jjåw jC j.
Proof. Let Cj , j = 1; : : : ;n, denote the completion times in an optimal schedule for
1jr jjåw jC j. This implies that the mean busy times for this schedule are Cj   p j=2,
and hence the preemptive ratio rule produces a schedule whose mean busy times M j,
j = 1; : : : ;n, satisfy the inequality
n
å
j=1
w jM j 
n
å
j=1
w j(Cj   p j=2):
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However, the randomized a j-point algorithm produces a schedule with completion
times C j, j = 1; : : : ;n, such that, by Lemmata 4.36 and 4.37,
E[
n
å
j=1
w jC j] =
n
å
j=1
w jE[C j] =
n
å
j=1
w jE[Pj +R j]
n
å
j=1
w j(p j +2M j) 2
n
å
j=1
w jCj ;
which concludes the proof of the theorem. 2
Note that the randomized a j-point algorithm works online. One can also deran-
domize it to obtain a deterministic 2-approximation algorithm; however, for this we
need to see the entire instance in advance, and so it does not work online. We con-
clude this chapter by describing a (deterministic) online algorithm that produces a
solution that is within a factor 2 of the offline optimum.
The delayed ratio rule works as follows: At time t, let j be an available job with
highest w j=p j ratio. If t  p j, then start job j. Otherwise, do nothing until either
time p j or a job with better ratio is released, whichever comes first.
Let s0 be the schedule returned by the delayed ratio rule. As any other feasi-
ble nonpreemptive schedule for 1jr jjåw jC j, s0 can be decomposed into blocks of
consecutive jobs and idle time between the blocks. For the analysis, it will suffice
to look at an arbitrary block. Let I be the instance defined by the jobs in one such
block, and let s be the restriction of s0 to I. We define another instance I0 from I
by changing the release dates of all jobs j in I to r0j = minfS j;2r jg, where S j is the
starting time of job j in the schedule s. Moreover, we add a new job k to I0 with
rk = 0 and pk = tI , where tI = minfS j : j 2 Ig. In order to define wk, let us consider
the situation in s0 right before time tI , when the machine was idle (unless tI = 0, in
which case we set wk = 0). This idle time can be caused by either the fact that no job
is available or the job h with the currently highest ratio wh=ph is delayed because of
ph  tI . If h belongs to I, we define wk = wh pk=ph; otherwise wk = 0. In either case,
we have
å
j2I
w j p j  wk pk: (4.15)
Finally, let s0 be defined from s by assigning job k to the time period [0; tI).
Lemma 4.39. The schedule s0 is an optimal preemptive schedule for the instance I0
and the weighted mean busy time objective.
Proof. According to Theorem 4.34, we only need to show that s0 processes at
any point t in time a job with the highest ratio among all the jobs that are not yet
completed. We distinguish two cases.
In case t < tI , s0 is currently processing job k. Suppose there is another job j 2 I0
available at that time; i.e., r j  r0j  t. Job j is not started in s0 before time tI ,
so wh=ph  w j=p j. If h 2 I0, then wk=pk = wh=ph, and k is a job of highest ra-
tio available at time t. If h 62 I0, the algorithm did not wait until time ph before it
started processing other jobs. By the definition of the delayed ratio rule, this implies
w j=p j > wh=ph for all jobs j 2 I, a contradiction.
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In case t  tI , suppose that job i is processed at time t and job j is available.
Hence, r0j  t  Si + pi  2Si. The last inequality follows from the fact that the
delayed ratio rule only starts a job after its processing time has passed. Since j does
not start at its release time r0j, we have r0j = 2r j. Therefore, r j = r0j=2 Si, and j was
available when job i was started. Hence, wi=pi  w j=p j. 2
Let s be an optimal preemptive schedule for the instance I and the weighted
completion time objective. We denote the mean busy times and completion times
of a job j in a schedule p by Mpj and C
p
j , respectively. The following equations are
easily verified:
å
j2I
w jCsj = å
j2I
w jMsj +
1
2 åj2I
w j p j; (4.16)
å
j2I
w jMsj = å
j2I0
w jMs
0
j  
1
2
wk pk; (4.17)
å
j2I
w jMs

j  å
j2I
w jCs

j  
1
2 åj2I
w j p j: (4.18)
From the preemptive schedule s we define a “pseudo-schedule” by letting the ma-
chine process all jobs at half speed. That is, if a fraction of job j was previously
scheduled in the interval [a j;b j), it is now scheduled in [2a j;2b j). Consequently,
the mean busy time of each job increases by a factor of 2. We also process job k at
half speed from time 0 to 2tI . This pseudo-schedule satisfies the release dates of the
instance I0, and we use it to derive a feasible preemptive schedule sˆ for I0 with no
further increase in any mean busy time. We can now put the pieces together:
å
j2I
w jCsj
(4.16)
= å
j2I
w jMsj +
1
2 åj2I
w j p j
(4.17)
= å
j2I0
w jMs
0
j  
1
2
wk pk +
1
2 åj2I
w j p j
Lemma 4.39
 å
j2I0
w jMsˆj  
1
2
wk pk +
1
2 åj2I
w j p j
 2å
j2I
w jMsj +
1
2 åj2I0
w j p j
(4.18)
 2å
j2I
w jCs

j  
1
2 åj2I
w j p j +
1
2
wk pk
(4.15)
 2å
j2I
w jCs

j :
Theorem 4.40. The delayed ratio rule is a deterministic online 2-approximation al-
gorithm for 1jr jjåw jC j.
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Exercises
4.39. Define the mean busy time MS of a subset S  N of jobs as the average point
in time that the machine is busy scheduling a job from S. Show that å j2S p jMS =
å j2S p jM j.
4.40. Give an example for 1jr jjåw jC j that shows that scheduling the jobs nonpre-
emptively in order of nondecreasing mean busy times in the optimal preemptive ratio
schedule can lead to a schedule that is arbitrarily worse than the optimal one.
4.41. Prove that the preemptive ratio rule is a 2-approximation algorithm for
1jr j; pmtnjåw jC j. Show that this analysis is tight.
4.42. Give an example that shows that the randomized a j-point algorithm can return
an exponential number of different schedules.
4.43. Use the method of conditional probabilities to derandomize the randomized
a j-point algorithm.
Notes
4.1. Smith’s ratio rule. The ratio rule is, of course, due to W. E. Smith (1956). The
observation
given two nondecreasing sequences of numbers,
a1  a2     an and b1  b2     bn;
the permutation s= (n;n 1; : : : ;2;1) minimizes ånj=1 a jbs( j) among all permu-
tations of (1;2; : : : ;n)
used in the alternate justification of the SPT rule, appears in Hardy, Littlewood and
Po´lya (1934). Two-dimensional Gantt charts go at least as far back as Eastman,
Even and Isaacs (1964). Goemans and Williamson (2000) showed that many results
in single-machine scheduling have a simple and intuitive geometric justification us-
ing 2D Gantt charts. Mean busy times were introduced by Goemans, Queyranne,
Schulz, Skutella and Wang (2002) in the context of linear programming relaxations
and approximation algorithms for 1jr jjåw jC j; see Sections 4.5 and 4.10 for further
details. Exercise 4.3 is due to Goemans and Williamson (2000). The equivalence
in this exercise was shown by Chudak and Hochbaum (1999) and, for the case all
p j = 1, von Arnim, Faigle and Schrader [1990].
4.2. Preference orders on jobs. When Smith (1956) defined a preference order, he
did not require the relation to be transitive. This has the consequence that there
might not exist a total order consistent with the relation. However, for relations
for which there does exist a consistent total order, Smith’s definition and the one
given in this section are equivalent. Jackson (1955) showed that the earliest due
date rule is optimal for 1j jLmax. The total weighted discounted completion time
criterion was introduced by Rothkopf (1966). The least cost fault detection problem
was studied by Boothroyd (1960), Mitten (1960]), Mankekar and Mitten (1965),
and Garey (1973), among others. Monotone cost density functions were introduced
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by Lawler and Sivazlian (1978). The cumulative cost problem was formulated by
Addel-Wahab and Kameda (1978) and generalized by Monma (1980).
4.3. Preference orders on sequences & series-parallel precedence constraints. Monma
and Sidney (1979) introduced the notion of preference relations on sequences. Parallel-
chains precedence constraints were treated by Conway, Maxwell and Miller (1967).
Horn (1972), Adolphson and Hu (1973), and Sidney (1975) gave algorithms for tree-
like precedence constraints. Lawler (1978) presented the O(n logn) algorithm for
series-parallel precedence constraints. Goemans and Williamson (2000) used 2D
Gantt charts and linear programming duality to give an alternative proof of correct-
ness of Lawler’s algorithm for 1jprecjåw jC j. The equivalent characterization of
series-parallel partial orders in terms of a forbidden substructure is due to Duffin
(1965). Valdes, Tarjan and Lawler (1982) gave a linear-time algorithm that recog-
nizes series-parallel partial orders and creates a decomposition tree.
4.4. NP-hardness of further constrained min-sum problems. The strong NP-hardness
of 1jr jjåC j was established by Lenstra, Rinnooy Kan and Brucker (1977). The
proofs presented here for this result and the NP-hardness of 1jr j; pmtnjåw jC j are
due to Lenstra. The latter result was originally obtained by Labetoulle, Lawler,
Lenstra and Rinnooy Kan (1984). Lawler (1978) showed that 1jprecjåw jC j is NP-
hard, even if either all w j = 1 or all p j = 1. The proof of Theorem 4.15 follows that
of Lenstra and Rinnooy Kan (1978).
4.5. The ratio rule via linear programming. The parallel inequalities were con-
ceived by Wolsey (1985) and Queyranne (1993), who also showed that these in-
equalities completely describe the convex hull of feasible completion time vectors
for 1j jåw jC j. The relationship between Smith’s ratio rule and optimizing a linear
function over the polyhedron defined by the parallel inequalities is laid out further in
Queyranne (1993) and Queyranne and Schulz (1994). The separation algorithm for
the parallel inequalities discussed in Exercise 4.21 appeared in Queyranne (1993).
The “shifted” parallel inequalities in Exercises 4.22 and 4.23 were introduced by
Queyranne (1988).
4.6. Approximation algorithms for 1jprecjåw jC j. Hall, Schulz, Shmoys and Wein
(1997) devised linear programming based approximation algorithms to yield the
first constant performance guarantees for a variety of minimum-sum single-machine
scheduling problems, including Theorem 4.16, and gave the tight examples asked
for in Exercise 4.26. Potts (1980C) suggested the integer programming formulation
in d-variables, and Wolsey (1989) showed that any feasible solution to its linear pro-
gramming relaxation satisfies the parallel inequalities and precedence constraints,
which implies Corollary 4.17. A family of instances provided by Chekuri and Mot-
wani (1999) demonstrates that the integrality gap of this linear programming relax-
ation is essentially 2 (Exercise 4.27). The first part of Exercise 4.24 is due to Peters
(1988) and Nemhauser and Savelsbergh (1992). Potts (1980C) showed that the linear
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programming relaxation of his integer programming formulation with the transitiv-
ity constraints dropped can be used to obtain an alternative derivation of Smith’s
ratio rule, which corresponds to the second part of this exercise. 2-approximation
algorithms for 1jprecjåw jC j that do not rely on solving a linear program were pro-
posed by Chekuri and Motwani (1999), Chudak and Hochbaum (1999), and Margot,
Queyranne and Wang (2003).
4.7. Sidney decompositions. The concept of Sidney decomposition is, of course, due
to J. B. Sidney (1975). The proof of Theorem 4.18 presented herein is adapted from
Correa and Schulz (2005). Chekuri and Motwani (1999) and Margot, Queyranne and
Wang (2003) observed that each sequence that is consistent with a Sidney decompo-
sition is within a factor of 2 from optimum. The 2D Gantt chart illustration of this
fact is due to Goemans and Williamson (2000). Correa and Schulz (2005) noted that
all known 2-approximation algorithms are of this type. Exercise 4.30 is based on an
observation by Margot, Queyranne and Wang (2003).
4.8. An integrality theorem for series-parallel precedence constraints. This section
is largely based on Correa and Schulz (2005). Chudak and Hochbaum (1999) sug-
gested to drop all transitivity constraints associated with triples of unrelated jobs
from Potts’ linear programming relaxation. They observed that the resulting linear
program is half-integral and can be solved by a min-cut computation, and used this
insight to develop a combinatorial 2-approximation algorithm for the single-machine
problem with general precedence constraints. Two-dimensional partial orders were
introduced by Dushnik and Miller (1941), who also proved that a partial order is
two-dimensional if and only if it has a nonseparating linear extension. The first
polynomial-time recognition algorithm for 2D orders was presented by Pnueli, Lem-
pel and Even (1971). Exercise 4.32, which is needed to complete the proof of Theo-
rem 4.24, is based on a conjecture by Correa and Schulz (2005) that was proved by
Ambu¨hl and Mastrolilli (2006).
4.9. Approximation algorithms for 1jr jjåC j. The optimality of the SRPT rule for
1jr j; pmtnjåC j was shown by Baker (1974). Phillips, Stein and Wein (1998) in-
troduced the idea of scheduling jobs in order of their preemptive completion times
into the design of approximation algorithms. Theorem 4.26 belongs to them. The
lower bound of 2 on the performance guarantee of any deterministic online algo-
rithm is due to Hoogeveen and Vestjens (1996). Chekuri, Motwani, Natarajan and
Stein (2001) presented the randomized a-point algorithm and proved Theorem 4.32.
Goemans et al. (2002) showed that the sample space of this algorithm is O(n), which
makes the straightforward derandomization possible. The construction of a match-
ing lower bound on the performance guarantee of any randomized online algorithm
can be found in Vestjens (1997).
4.10. Approximation algorithms for 1jr jjåw jC j. The randomized a j-point algo-
rithm was suggested by Goemans et al. (2002). They also showed that drawing the
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a j’s according to a truncated exponential distribution results in an expected per-
formance guarantee of 1:69. Working with the same a for all jobs complicates the
analysis, and the best density function known leads to an expected performance guar-
antee of 1:75. Theorem 4.40 is due to Anderson and Potts (2002). The proof pre-
sented here follows an interpretation by Sitters of a simplified proof suggested by
Queyranne. Exercises 4.39, 4.42 and 4.43 are from Goemans et al. (2002). The
tight example sought in Exercise 4.41 was presented by Schulz and Skutella (2002).
Therein, they also proved the upper bound, which is due to Goemans, Wein and
Williamson (2000).
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Weighted number of late jobs
Eugene L. Lawler
University of California, Berkeley
Once it happened that two of the authors of this book found themselves circling an
airport in a dense fog. When the fog broke, they could see many other aircraft. In
fact, there were so many planes in the air it seemed unlikely that all of them could
land before running out of fuel. While waiting to reach earth again, the authors
amused themselves by applying their knowledge of scheduling theory to the situa-
tion. There were n planes to be scheduled for landing on a single runway, where
plane J j carried w j passengers, required p j time units to land, and would run out of
fuel by time d j. The problem of minimizing the number of crashed planes, 1jjåU j,
could be solved in polynomial time. However, the problem of minimizing the num-
ber of passenger fatalities, 1jjåw jU j, was NP-hard. Because time was limited, it
seemed plausible that the flight controllers might choose to solve the easier prob-
lem. And since the authors were traveling in a very small plane, this observation was
reassuring. It provided additional motivation to write this book.
In this chapter we first show that the NP-hard problem confronting the flight con-
trollers, 1jjåw jU j, can be can be solved in O(nW ) time, where W = åw j, with a
minor modification of the knapsack algorithm described in Chapter 2. We then show
that a much streamlined version of the algorithm, due to Moore and Hodgson, solves
the problem 1jjåw jU j in O(n logn) time, under the condition that the processing
times and job weights are oppositely ordered. We also show that, although the prob-
lem 1jr jjåU j is strongly NP-hard, it can be solved in O(n logn) time, provided that
the release dates and due dates are similarly ordered. Finally, we show that a consid-
erable elaboration of the knapsack algorithm solves the general preemptive problem
1jpmtn;r jjåw jU j in O(nk2W 2) time, where k is the number of distinct release dates.
All of the computational results presented in this chapter are for independent jobs,
because NP-hardness results concerning precedence constraints are very limiting. In
particular, we show that even the problem 1jchains; p j = 1jåU j is strongly NP-hard.
1
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Figure 5.1. Form of an optimal schedcule
5.1. Some Preliminaries
We begin with some simple but fundamental observations that hold for 1jjåw jU j,
1jpmtn;r jjåw jU j, and for all special cases of these problems. First, we note the
following: because of the character of the åw jU j objective, if a given job j is sched-
uled to be late, it might as well be arbitrarily late. This means that, in the absence
of precedence constraints, there exists an optimal schedule in which all jobs that are
on time precede all jobs that are late. Second, we observe that the jobs that are on
time can be assumed to be scheduled by the following rule: always schedule the job
with the earliest due date. In the presence of release dates, this is an EDD rule which
may produce a schedule with preemptions. It follows that there must exist an optimal
schedule like that shown in Figure 5.1.
From the previous observations it follows that the problems 1jjåw jU j and
1jpmtn;r jjåw jU j reduce to the problem of finding a maximum-weight feasible set
of jobs, where by a feasible set we mean a set of jobs that are all completed on time
when scheduled by the (extended) EDD rule, that is, this rule produces a feasible
schedule.
Throughout this chapter we shall normally assume that jobs are numbered in EDD
order, i.e.,
d1  d2  ::: dn:
We shall also employ the following notation. As in Chapter 3, if S  N = f1; :::;ng,
let p(S) = å j2S p j, r(S) = minfr jj j 2 Sg, and similarly define w(S) = å j2Sw j ;
finally, let C(S) denote the completion time of the last job in an (extended) EDD
schedule for the jobs indexed by S.
Exercises
5.1. Show that the following procedure computes a maximum-cardinality feasible
index set S for the problem 1jr j; p j = 1jåU j : schedule the jobs in time, starting
with S empty. At each time t, from among all the unprocessed jobs J j such that
r j  t < d j, if any, add to S a job J j with the earliest possible due date. Show that
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this algorithm can be implemented to run in O(n logn) time.
5.2. The problem 1jr j; p j = 1jåw jU j can be solved by applying the greedy matroid
algorithm, as follows. Index the jobs in nonincreasing order of job weights. Then
process the jobs in order, solving the recurrence relations
S(0) = /0;
S( j) =

S( j 1)[f jg; if S( j 1)[f jg is feasible,
S( j 1); otherwise.
The set S(n) then indexes a maximum-weight feasible set of jobs. Show that this
algorithm can be implemented to run in O(n2) time.
5.3. Show that it is possible to solve the problem 1jp j = 1jåU j in O(n) time. (Hint:
Start with an O(n) bucket sort of the due dates, by noting that any due date greater
than n can be reduced to n.)
5.2. Dynamic Programming Solution of 1jjåw jU j
The problem 1jjåw jU j is NP-hard because the special case 1jd j = djåw jU j is
equivalent to the NP-hard knapsack problem. But in Chapter 2 we showed that the
knapsack problem can be solved by a dynamic programming computation within the
pseudopolynomial time bound of O(nW ). We shall now show that a minor modifi-
cation of the dynamic programming computation solves 1jjåw jU j within the same
time bound.
The problem of finding a maximum-weight feasible set for the 1jjåw jU j problem
can be formulated as an integer linear programming problem:
maximize åw jx j
subject to p1x1  d1
p1x1+ p2x2  d2
p1x1+ p2x2+ p3x3  d3
...
...
p1x1+ p2x2+ p3x3+ :::+ pnxn  dn
and
x j 2 f0;1g; for j = 1;2; :::;n:
Note that when all the d j’s are equal, the last inequality implies all the others and
the problem reduces to the ordinary knapsack problem.
The triangular form of the inequality constraints enables us to employ a dynamic
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programming procedure essentially the same as that described for the knapsack prob-
lem in Chapter 2. Let P( j)(w) denote the minimum total processing time for any
feasible subset of jobs J1; :::;J j that has total weight exactly w. Then we have
P(0)(w) =

0; if w= 0;
+¥; otherwise.
P( j)(w) =

minfP( j 1)(w);P( j 1)(w w j)+ p jg; if P( j 1)(w w j)+ p j  d j;
P( j 1)(w); otherwise.
(5.1)
As before, there are O(W ) equations to solve at each of n iterations, j = 1;2; :::;n.
Each equation requires a constant number of arithmetic operations. It follows that the
values P(n)(w) can be computed in O(nW ) time; the maximum weight of a feasible
set is the largest value of w such that P(n)(w) is finite.
As we described in Chapter 2, the dynamic programming recurrence equations
can be solved by computing lists of dominant pairs (w;P( j)(w)). At each iteration
a list of candidate pairs is formed from the list existing at the end of the previous
iteration. This list is merged with the existing list, with dominated pairs discarded
in the course of the merge. In the case at hand, a pair (w+w j;P( j 1)(w)+ p j) is
discarded as infeasible at iteration j whenever P( j 1)(w)+ p j > d j, whereas in the
the knapsack problem a pair is discarded whenever P( j 1)(w)+ p j > d, where d is
the knapsack capacity.
Recall that in Chapter 2 we also described how to compute upper bounds on the
value of the solutions that can be obtained from pairs (w;P) and how to use these
bounds to eliminate pairs (w;P) whose bounds do not exceed the value of a known
feasible solution. We can compute comparable bounds for the problem 1jjåw jU j by
solving the linear programming relaxation of its integer programming formulation.
This relaxation turns out to be an interesting scheduling problem in its own right:
Let Vj denote the amount of processing of job j that is done after its due date d j.
Then the linear programming relaxation is equivalent to the problem of minimizing
weighted late work, i.e., 1jpmtnjåw jVj. In Exercise 5.4 we ask the reader to devise
an efficient algorithm for solving this problem.
Exercises
5.4. Devise an O(n logn) algorithm for solving the weighted late work scheduling
problem 1jjåw jVj. Recall that it is easy to solve the linear-programming relaxation
of the knapsack problem, by including items in the knapsack in order of nonincreas-
ing ratio w j=p j, until the knapsack is completely filled, using a fraction of the last
item if necessary. Devise a similar algorithm for solving the linear programming re-
laxation of 1jjåw jU j. (Hint: Construct an optimal schedule by starting at the latest
due date and working backward in time.)
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5.3. A Fully Polynomial Approximation Scheme
In Chapter 2, we showed that it is possible to convert a pseudopolynomial-time algo-
rithm for the knapsack problem into a fully polynomial approximation scheme. The
O(nW ) algorithm for 1jjåw jU j given in Section 5.2 is, of course, a pseudopolynomial-
time algorithm. We shall now show how to construct a fully polynomial approxima-
tion scheme for the 1jjåw jU j problem.
In the previous section, we have focused on the equivalent problem of finding a
maximum-weight feasible set of jobs. These problems are not equivalent from the
point of view of approximation: a r-approximation algorithm for finding a maximum-
weight feasible set need not be a r-approximation algorithm for 1jjåw jU j. For ex-
ample, the latter must produce an optimal schedule for instances in which all jobs can
be scheduled on time, whereas this is certainly not the case for the former. In contrast
to the analogous situation for 1jr jjLmax, it is possible to obtain optimal solutions in
this particular case, by using the EDD rule.
LetW  denote the minimum weight of a set of late jobs; henceW W  is the max-
imum weight of a feasible set. The dynamic programming algorithm for 1jjåw jU j
given in Section 5.2 generates O(W  W ) dominant pairs (w;P) in each of n iter-
ations, yielding a time bound of O(n(W  W )). For our purposes, we will need
a slightly different algorithm, which has an O(nW ) running time. This can be
obtained by a similar dynamic programming approach that maintains pairs (w;P),
where w is the weight of a set of late jobs with processing time at most P, and the
notion of dominance is reversed (see Exercise 5.5).
As in the case of the knapsack problem, the principal technique used is to round
the data to have fewer significant digits, in order to make the dynamic programming
algorithm take less time. This rounding and rescaling technique will be augmented
by one further idea. We will first need to obtain a schedule of total weight that is
within a factor of n of the optimum. This will enable us to find an appropriate factor
d, by which to rescale the data. Suppose that we find a schedule that minimizes
the maximum weight of a late job. Since this is the special case of 1jj fmax with
f j =w jU j, j= 1; :::;n, Theorem 3.? implies that it can be solved using the least-cost-
last rule in O(n2) time; let w denote the maximum-weight late job in this schedule.
Clearly, wW , and the schedule just obtained has late jobs of total weight at most
nw.
We now set
d=
ew
n
;
and compute the rounded weights
w¯ j = bwd c:
The claimed dynamic programming algorithm can be applied to the rounded instance
in O(nW =d) time.
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Let the minimum-weight set of late jobs for the original instance be indexed by S,
and let the set of late jobs in the schedule returned by the algorithm on the rounded
data be indexed by S¯. Note that dw¯ j  w j  d(w¯ j+1), and so
å
j2S¯
w j  djS¯j+å
j2S¯
dw¯ j:
Using the optimality of S¯ with respect to w¯ j, j = 1; :::;n, and the inequality jS¯j  n,
we can further bound the right-hand side by
 dn+ å
j2S
dw¯ j  ew+ å
j2S
w j  (1+ e)W¯ :
Since W =d  n2=e, the algorithm runs in O(n3=e) time. Thus we have shown the
following theorem.
Theorem 5.1. There exists a fully polynomial approximation scheme to solve the
problem 1jjåw jU j.
Exercises
5.5. Give a dynamic programming algorithm for 1jjåw jU j that runs in O(nW )
time.
5.6. Give a fully polynomial approximation scheme to find a maximum-weight fea-
sible set of jobs.
5.4. The Moore-Hodgson Algorithm
A simple and elegant algorithm of Moore and Hodgson solves the unweighted prob-
lem 1jjåU j in O(n logn) time. More generally, it solves the problem 1jjåw jU j
under the condition that processing times and job weights are .ul oppositely ordered.
By this we mean that pi < p j implies wi  w j, for all i and j. Note that opposite
ordering necessarily holds if either all p j = 1 or all w j = 1. Hence the special case of
opposite ordering of processing times and job weights is a common generalization
of the problems 1jp j = 1jåw jU j and 1jjåU j.
The Moore-Hodgson algorithm is as follows: Starting with S(0) = /0, process the
jobs in EDD order, constructing feasible sets S( j), j = 1;2; :::;n, by the recurrence
relations
S( j) =

S( j 1)[f jg; if p(S( j 1)[f jg) d j;
S( j 1)[f jg flg; otherwise, (5.2)
where
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l = argmaxfpiji 2 S( j 1)[f jgg
= argminfwiji 2 S( j 1)[f jgg:
The set S(n) is then a maximum-weight feasible set.
TThe Moore-Hodgson algorithm is efficiently implemented with a priority queue
S supporting the operations of insert and deletemax, as indicated below:
Algorithm 1: Moore-Hodgson algorithm
S := /0;
p(S) := 0;
for j = 1;2; : : : ;n do
insert(S; j);
p(S) := p(S)+ p j;
if p(S)> d j then
l := deletemax(S);
p(S) := p(S)  pl ;
end
end
Each of the n insertions and each of the at most n deletions requires O(logn) time.
Hence the overall running time required to generate a maximum-weight feasible set
S(n) is bounded by O(n logn).
Although the Moore-Hodgson algorithm seems quite unrelated to the dynamic
programming algorithm of Section 5.2, the two are closely related. We shall demon-
strate this by deriving the Moore-Hodgson algorithm from the list-making version of
the dynamic programming algorithm.
Recall that the input to iteration j of the dynamic programming algorithm is the
list of dominant pairs generated at iteration j 1 :
(w(0);P( j 1)(w(0)));(w(1);P( j 1)(w(1))); :::;(w(k);P( j 1)(w(k)));
where
0 = w(0)< w(1)< ::: < w(k);
0 = P( j 1)(w(0))< P( j 1)(w(1))< ::: < P( j 1)(w(k)) d j 1:
Each pair (w(i);P( j 1)(w(i))) in the list of dominant pairs is realized by a feasible
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set S( j 1)(w(i)) f1;2; :::; j 1g, with
w(S( j 1)(w(i))) = w(i)
p(S( j 1)(w(i))) = P( j 1)(w(i)):
Ordinarily, we could not expect these feasible sets to be related in any special way.
But when the processing times and job weights are oppositely ordered, a happy thing
occurs: the feasible sets form a tower. Specifically, each set S( j 1)(w(i)) contains
exactly one job J j(i) that is not contained in the set S( j 1)(w(i 1)) which is imme-
diately below it in the tower. That is,
S( j 1)(w(0)) = /0 S( j 1)(w(1)) = f j(1)g
 S( j 1)(w(2)) = f j(1); j(2)g  ::: (5.3)
 S( j 1)(w(k)) = f j(1); j(2); :::; j(k)g:
from which it follows that
P( j 1)(w(i)) P( j 1)(w(i 1)) = p j(i); and w(i) w(i 1) = w j(i); i= 1;2; :::;k:
Furthermore,
p j(1)  p j(2)  ::: p j(k) (5.4)
and
w j(1)  w j(2)  ::: w j(k): (5.5)
We shall refer to relations (5.3)-(5.5) as the tower-of-sets property of feasible sets.
At this point we may gain some insight from an example. Consider the following
problem data:
j 1 2 3 4 5
p j 2 1 5 4 3
w j 4 5 1 2 3
Assume that all due dates are very large, so that they are of no consequence. At
the end of iteration 4 we have the following list of dominant pairs,
(0;0);(5;1);(9;3);(11;7);(12;12);
which are plotted as dots in Figure 5.2. With reference to the Gantt charts shown
in Figure ??, we see that these pairs are realized by a tower of feasible sets:
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Figure 5.2. Graph of dominant pairs
Figure 5.3. Gantt charts.
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S(4)(0) = /0 S(4)(5) = f2g
 S(4)(9) = f2;1g
 S(4)(11) = f2;1;4g
 S(4)(12) = f2;1;4;3g
From the existing list of dominant pairs we form a list of candidates,
(3;3);(8;4);(12;6);(14;10);(15;15);
which are plotted as +’s in Figure 5.2. When the two lists are merged, and dominated
pairs discarded, the surviving pairs are
(0;0);(5;1);(9;3);(12;6);(14;10);(15;15):
Again with reference to Figure 5.3, we find that these pairs are realized by a tower
of feasible sets:
S(5)(0) = S(4)(0) = /0 S(5)(5) = S(4)(5) = f2g
 S(5)(9) = S(4)(9) = f2;1g
 S(5)(12) = S(4)(9)[f5g= f2;1;5g
 S(5)(14) = S(4)(11)[f5g= f2;1;5;4g
 S(5)(15) = S(4)(12)[f5g= f2;1;5;4;3g:
We shall prove by induction that the tower-of-sets property holds at each iteration.
For the base case of the induction, note that the property holds at the end of iteration
0 when the only dominant pair, (0,0), is realized by the empty set. Assume, by
inductive hypothesis, that the property holds at the end of iteration j 1. At iteration
j the candidate pairs that are formed are
(w(0)+w j;P( j 1)(w(0))+ p j);(w(1)+w j;P( j 1)(w(1))+ p j); :::;(w(k)+w j;P( j 1)(w(k))+ p j):
Let h be the largest index i, 1 i k, if any, such that p j(i)  p j and w j(i)  w j.
(The case in which there is no such h is left as an exercise.) Recall that the existing
pairs
(w(1);P( j 1)(w(1))); :::;(w(h);P( j 1)(w(h)))
can be rewritten as
(w(0)+w j(1);P
( j 1)(w(0))+ p j(1)); :::;(w(h 1)+w j(h);P( j 1)(w(h 1))+ p j(h)):
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Opposite ordering of processing times and job weights implies that these pairs re-
spectively dominate the candidate pairs
(w(0)+w j;P( j 1)(w(0))+ p j); :::;(w(h 1)+w j;P( j 1)(w(h 1))+ p j):
Furthermore, by rewriting the other existing pairs as
(w(h)+w j(h+1);P
( j 1)(w(h))+ p j(h+1)); :::;(w(k 1)+w j(k);P( j 1)(w(k 1))+ p j(k))
we see that they are, respectively, dominated by the candidate pairs
(w(h)+w j;P( j 1)(w(h))+ p j); :::;(w(k 1)+w j;P( j 1)(w(k 1))+ p j);
Hence the merged list at the end of iteration j contains the pairs
(w(0);P( j 1)(w(0))); :::;(w(h);P( j 1)(w(h)));
followed by the pairs
(w(h)+w j;P( j 1)(w(h))+ p j); :::;(w(k)+w j;P( j 1)(w(k))+ p j):
These pairs are realized by a new tower of feasible sets
S( j)(w(0)) = S( j 1)(w(0)) = /0 S( j)(w(1)) = S( j 1)(w(1)) = f j(1)g
 S( j)(w(2)) = S( j 1)(w(2)) = f j(1); j(2)g
 S( j)(w(h)) = S( j 1)(w(h)) = f j(1); :::; j(h)g
 S( j)(w(h)+w j) = S( j 1)(w(h))[f jg= f j(1); :::; j(h); jg
 S( j)(w(k 1)+w j) = S( j 1)(w(k 1))[f jg
= f j(1); :::; j(h); j; j(h+1); :::; j(k 1)g
 S( j)((w(k)+w j) = S( j 1)(w(k))[f jg
= f j(1); :::; j(h); j; j(h+1); :::; j(k 1); j(k)g:
Of course, this is the case only if
P( j 1)(w(k))+ p j = p(S( j 1)[f jg) d j:
If not, the pair (w(k)+w j;P( j 1)(w(k))+ p j) is discarded and the last set in the new
tower is either
S( j 1)(w(k 1))[f jg; if h< k;
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or
S( j 1)(w(k)); if h= k:
In either case, it follows that the relation (5.3) holds at the end of iteration j. Since
properties (5.4) and (5.5) follow directly from the definition of h, we see that at the
end of iteration j, the tower-of-sets property holds.
It is now evident that list-making and list-merging is totally unnecessary. If we
know the largest set in the tower at any given iteration, then we know everything
about the tower. Furthermore, it is now a small step to verify that the Moore-Hodgson
recurrence relations are designed to compute the largest set S( j) at iteration j from the
largest set S( j 1) at iteration j 1. Thus the Moore-Hodgson algorithm is, in effect,
a streamlined version of the dynamic programming computation for the problem
1jjåw jU j.
As a final note, observe that the algorithm does not require that either processing
times or job weights be integers. Furthermore, the maximum-weight feasible set that
is computed is invariant under changes in job weights, provided the relative ordering
of the weights is unchanged (see Exercises 5.10 and 5.11).
Exercises
5.7. Describe how to determine in O(n logn) time whether or not processing times
and job weights are oppositely ordered.
5.8. Prove that an instance of the knapsack problem with oppositely ordered w j’s
and p j’s can be solved by filling the knapsack with items in nonincreasing order of
the ratios w j=p j, until no further item can be added. (No item is fractionalized.)
5.9. Complete the proof of the Moore-Hodgson algorithm by supplying the argu-
ment for the case in which there is no index h, as defined in the inductive proof.
5.10. The following greedy procedure is an alternative to the Moore-Hodgson algo-
rithm (but requires O(n2) running time; cf. Exercise 5.2). Index the jobs in nonin-
creasing order of job weights and in nondecreasing order of processing times. Then,
starting with S(0) = /0, process the jobs in this order, solving the recurrence relations
S( j) =

S( j 1)[f jg; if S( j 1)[f jg is feasible,
S( j 1); otherwise.
Prove that the set S(n) computed by this procedure is the same as the set S(n) com-
puted by the Moore-Hodgson algorithm.
5.11. Prove that the algorithm in the previous exercise computes a feasible set S(n)
satisfying the following (very strong) optimality property: The weight of the ith
weightiest job in S(n) is at least as great as the weight of the ith weightiest job in any
other feasible set.
5.12. (a) Suppose that a certain feasible subset R of jobs is required to be on time.
Describe how to modify the Moore-Hodgson algorithm to accommodate this con-
straint. (b) Suppose that, in addition to a due date d j, each job j has a (hard) deadline
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d¯ j  d j. Suppose that our objective is to minimize åU j, subject to satisfaction of
all the deadlines. Show that the problem posed in part (a) is a special case of this
problem. (Note: The problem 1jd¯ jjåU j has been shown to be NP-hard.)
5.13. Describe how to adapt the Moore-Hodgson algorithm to solve the problem
1jpmtn;r jjåw jU j, under the condition that processing times and job weights are
oppositely ordered and, in addition, release dates and due dates are oppositely or-
dered.
5.14. Opposite ordering of release dates and due dates is a special case of nesting
of release date-due date intervals. (Intervals [r j;d j]; j = 1;2; :::;n, are said to be
nested if for all pairs j;k, either [r j;d j] and [rk;dk], are disjoint (except possibly at an
end point) or one interval is contained in the other. Generalize the algorithm derived
for Exercise 5.13 to solve 1jpmtn;r jjåw jU j in the special case that processing times
and job weights are oppositely ordered and release date-due date intervals are nested.
(Hint: Form a rooted tree (or a forest of trees) in which the nodes are identified
with intervals and the children of a node are identified with the maximal intervals
contained within it. Work from the leaves of the tree upward, computing a maximum
weight feasible set at each node. You will probably need a data structure supporting
the operations of insert, deletemax, and merge, each of which can be implemented to
run in O(logn) time. The algorithm should run in O(n logn) time.)
5.5. Similarly Ordered Release Dates and Due Dates
Release dates make things much more difficult. The problem 1jr jjåU j is strongly
NP-hard, as can be shown by straightforward transformation from 3-PARTITION
(see Exercise 5.19). It follows that there is no polynomial-time algorithm for 1jr jjåU j
and no pseudopolynomial-time algorithm for 1jr jjåw jU j (unless P= NP ). Never-
theless, it is possible to generalize the dynamic programming algorithm of Section
5.2 to solve 1jr jjåw jU j in the case that release dates and due dates are .ul similarly
ordered. By this we mean that di < d j implies ri  r j, for each pair of jobs Ji and J j.
Accordingly, in this section we shall hereafter assume that the jobs have been given
an EDD numbering such that
r1  r2  ::: rn;and
d1  d2  ::: dn:
Under this condition, there is no advantage to preemption and the problems 1jr jjåw jU j
and 1jpmtn;r jjåw jU j are equivalent. Furthermore, the extended EDD rule produces
schedules with no preemptions.
LetC( j)(w) denote the earliest completion time of a feasible subset of jobs J1;J2; :::;J j
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having total weight exactly w. Generalizing the recurrences (5.1), we have
C(0)(w) =

0; if w= 0;
+¥; otherwise,
C( j)(w) =

minfC( j 1)(w);maxfr j;C( j 1)(w w j)+ p jgg; if maxfr j;C( j 1)(w w j)g+ p j  d j;
otherwise.
(5.6)
As in the case of (5.1), there are O(W ) equations to solve at each of n iterations, and
each equation requires a constant number of arithmetic operations. Hence the values
C(n)(w) can be computed in O(nW ) time. The maximum weight of a feasible set is
given by the largest value of w such that C(n)(w) is finite.
It happens that when job weights are equal, a variation of the Moore-Hodgson
algorithm computes a maximum-cardinality feasible set in O(n logn) time. Let q j 
p j be an effective processing time that is imputed to J j, as we shall describe later,
and define
q(S) = å
j2S
q j;
for any set S  f1; :::;ng. Starting with S(0) = /0, we process the jobs in EDD order,
constructing feasible sets S( j), j = 1;2; :::;n, by the recurrence relations
S( j) =

S( j 1)[f jg; if q(S( j 1)[f jg) d j  r j;
S( j 1)[f jg flg otherwise. (5.7)
where
l = argmaxfqiji 2 S( j 1)[f jgg:
The set S(n) is then a maximum-cardinality feasible set.
The inductive proof argument that we shall make to justify the above recurrence
relations for 1jr jjåU j, under the condition of similarly ordered release dates and due
dates, parallels that of the previous section. Before proceeding with this argument,
let us try to gain some insight from a numerical example with the following problem
data:
j 1 2 3 4 5
r j 1 2 3 5 6
p j 3 7 5 3 3
Assume that all due dates are very large and hence are of no consequence. The
dominant pairs existing at the end of iteration 4 are of the form (i;C(4)(i)), i =
0;1; :::;4. These dominant pairs, plotted as dots in Figure 5.4, are as follows:
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Figure 5.4.
(0;0);(1;4);(2;8);(3;12);(4;19):
With reference to Figure 5.5, we observe that these existing dominant pairs are
realized by a tower of feasible sets:
S(4)(0) = /0 S(4)(1) = f1g
 S(4)(2) = f1;4g
 S(4)(3) = f1;4;3g
 S(4)(4) = f1;4;3;2g:
Candidate pairs (i+ 1;maxfr5;C(4)(i)g+ p5), i = 0;1; :::;4, are formed from the
existing list. These are plotted as +’s in Figure 5.4, and are as follows:
(1;6);(2;9);(3;11);(4;15);(5;22):
The candidate pairs (1;6) and (2;9) are each dominated by the existing pair (2;8).
The existing pairs (3;12) and (4;19) are respectively dominated by the candidate
pairs (3;11) and (4;15). Hence when the two lists of pairs are merged, the surviving
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Figure 5.5.
dominant pairs are
(0;0);(1;4);(2;8);(3;11);(4;15);(5;22):
Again with reference to Figure 5.5, we see that these pairs are again realized by a
tower of feasible sets:
S(5)(0) = S(4)(0) = /0 S(5)(1) = S(4)(1) = f1g
 S(5)(2) = S(4)(2) = f1;4g
 S(5)(3) = S(4)(2)[f5g= f1;4;5g
 S(5)(4) = S(4)(3)[f5g= f1;4;5;3g
 S(5)(5) = S(4)(4)[f5g= f1;4;5;3;2g:
In general, the input to iteration j is a list of dominant pairs,
(0;C( j 1)(0));(1;C( j 1)(1)); :::;(k;C( j 1)(k));
where each pair (i;C( j 1)(i)) is realized by a feasible set S( j 1)(i), with
jS( j 1)(i)j= i;
c(S( j 1)(i)) =C( j 1)(i):
Ch05.pdf January 15, 2020 158
5.5. Similarly Ordered Release Dates and Due Dates 17
(Recall that, by definition, c(S) is the time of completion of the last job in an extended
EDD schedule for S.) We assert that the feasible sets form a tower:
S( j 1)(0) = /0 S( j 1)(1) = f j(1)g
 S( j 1)(2) = f j(1); j(2)g
::: (5.8)
 S( j 1)(k) = f j(1); j(2); :::; j(k)g:
For each j(i) 2 S( j 1)(k), i= 1;2; :::;k, define
q j(i) = maxfr j;C( j 1)(i)g maxfr j;C( j 1)(i 1)g: (5.9)
We assert that
q j(1)  q j(2)  ::: q j(k); (5.10)
and refer to (5.8) and (5.10) as the tower-of-sets property for this problem.
It is useful to point out that (5.9) is equivalent to the following less compact way
to determine the effective processing time:
q j(i) =
8<:
0; if C( j 1)(i) r j;
C( j 1)(i) C( j 1)(i 1); if r j C( j 1)(i 1);
C( j 1)(i)  r j; if C( j 1)(i 1)< r j <C( j 1)(i):
The third condition holds for at most one of q j(i), i= 1; :::;k. It is not hard to verify
that in each of the three cases, q j(i)  p j(i) : the additional processing of J j(i) can
not delay the completion time of the extended EDD schedule by more than p j(i) time
units beyond the maximum of the completion time for J j(1); :::;J j(i 1) and its release
date.
We show next that the effective processing times play an important implicit role
in determining the dominating pairs after iteration j of the dynamic programming
algorithm. To perform iteration j, we form a list of candidate pairs,
(i+1;maxfr j;C( j 1)(i)g+ p j); i= 0;1; :::;k:
Let h be the largest index i, 1 i k, if any, such that q j(i)  p j. (As in Section 5.4,
the case in which there is no such h is left as an exercise.) For i= 1; :::;h,
p j  q j(i) = maxfr j;C( j 1)(i)g maxfr j;C( j 1)(i 1)g C( j 1)(i) maxfr j;C( j 1)(i 1)g;
and so it follows that the existing pairs
(1;C( j 1)(1)); :::;(h;C( j 1)(h))
Ch05.pdf January 15, 2020 159
18 5. Weighted number of late jobs
respectively dominate the candidate pairs
(1;maxfr j;C( j 1)(0)g+ p j); :::;(h;maxfr j;C( j 1)(h 1)g+ p j):
Furthermore, when i > h, we have that q j(i) > p j  0, which implies that q j(i) =
C( j 1)(i) maxfr j;C( j 1)(i 1)g. As a result,
p j < q j(i) =C
( j 1)(i) maxfr j;C( j 1)(i 1)g;
and so the candidate pairs
(h+1;maxfr j;C( j 1)(h)g+ p j); :::;(k;maxfr j;C( j 1)(k 1)g+ p j):
respectively dominate the existing pairs
(h+1;C( j 1)(h+1)); :::;(k;C( j 1)(k)):
Hence the merged list at the end of iteration j contains the pairs
(0;C( j 1)(0)); :::;(h;C( j 1)(h));
followed by the pairs
(h+1;maxfr j;C( j 1)(h)g+ p j); :::;(k+1;maxfr j;C( j 1)(k)g+ p j):
These pairs are realized by a new tower of feasible sets
S( j)(0) = S( j 1)(0) = /0 S( j)(1) = S( j 1)(1) = f j(1)g
 S( j)(2) = S( j 1)(2) = f j(1); j(2)g  :::
 S( j)(h) = S( j 1)(h) = f j(1); :::; j(h)g
 S( j)(h+1) = S( j 1)(h)[f jg= f j(1); :::; j(h); jg  :::
 S( j)(k) = S( j 1)(k 1)[f jg= f j(1); :::; j(h); j; j(h+1); :::; j(k 1)g
 S( j)(k+1) = S( j 1)(k)[f jg= f j(1); :::; j(h); j; j(h+1); :::; j(k 1); j(k)g:
That is, this is the case if
maxfr j;C( j 1)(k)g+ p j  d j:
If not, the pair (k+1;maxfr j;C( j 1)(k)g+ p j) is discarded and the largest set in the
new tower is either
S( j 1)(k 1)[f jg; if h< k;
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or
S( j 1)(k); if h= k:
This shows that property (5.8) holds at the end of iteration j. Property (5.10) holds
as well, as we indicate below.
It would be inefficient to compute the q j(i) values at each iteration directly from
the definition (5.9). Instead, we shall derive a more efficient procedure. Let
j(1); j(2); :::; j(k) be the elements of S( j 1)(k) ordered to indicate the inclusions
(5.8). Suppose that h is the index computed above, so that the tower at the end of
iteration j is ordered
j(1); j(2); :::; j(h); j; j(h+1); :::; j(k);
of course, j(k) might be deleted, but assume that it is not. (An identical argument
proves the other case.) Let j0(i), i = 1; :::;k+ 1, denote the ith element of this se-
quence.
At the start of iteration j, each job Jk in this tower has effective processing time
qk. (For J j, let q j = p j.) We have already seen that
C( j)(i) =

C( j 1)(i); if i= 1; :::;h;
maxfr j;C( j 1)(i 1)g+ p j; if i= h+1; :::;k+1:
This recurrence for C( j)(i) can be used to show that the effective processing times
used in iteration j,
q j0(i) = maxfr j;C( j)(i)g maxfr j;C( j)(i 1)g; (5.11)
by applying the recurrence separately in each of the three cases: (a) i= 1; :::;h ; (b)
i = h+1 ; and (c) i = h+2; :::;k+1. Therefore, to update these values for the next
iteration, we need only update them to reflect the new release date r j+1. If the release
date is increased by one unit, the effect is to decrease by one the effective processing
time of the first job in the tower that currently has a positive effective processing
time. The same idea can be used to update the release date from r j to r j+1 in (5.11),
by repeating this r j+1  r j times; this can clearly be made efficient by making the
maximum allowed reduction to q j0(i) at once, for each i= 1; :::;k, in that order.
We can now show that (5.10) is maintained by the algorithm. In iteration j, j is
inserted into the tower between j(h) and j(h+1) according q j’s place in the sorted
order of effective processing times. Furthermore, after the update just described, the
modified effective processing times are still sorted in nondecreasing order.
In order to implement the algorithm we propose to maintain two sets, S and S0,
where S contains jobs whose effective processing times are strictly positive and S0
contains jobs with zero effective processing times. At the end of iteration j, the
maximum feasible set in the tower is then S( j) = S[ S0. We propose to implement
the set S by a priority queue that supports the operations of insert, deletemin, and
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deletemax. For the set S0, we need only support the operation insert. At iteration j,
the following subroutine is performed to modify the effective processing times.
modify( ):
r := r j  r j 1 ;
while (r > 0 and S 6= /0) do
i := deletemin(S) ;
q(S) := q(S) qi ;
if (qi  r) then
insert(S0; i) ;
r := r qi ;
else
qi := qi  r ;
insert(S; i) ;
q(S) := q(S)+qi ;
r := 0 ;
end
end
We can now implement the recurrence relations (5.7) as follows:
similar( ):
S := /0 ;
S0 := /0 ;
q(S) := 0 ;
for j = 1 to n do
call modify( );
q j := p j ;
insert(S; j) ;
q(S) := q(S)+q j ;
if (q(S)> d j  r j) then
l := deletemax(S) ;
q(S) := q(S) ql ;
end
end
return (S[S0) ;
Note that O(n) of each of the operations insert, deletemin, and deletemax are
performed in the course of the computation. Each of these operations takes O(logn)
time. Hence the overall running time of the algorithm is bounded by O(n logn).
Exercises
5.15. Devise an example to show that the tower-of-sets property (5.8),(5.10), does
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not hold for 1jr jjåw jU j with similarly ordered release dates and due dates and with
oppositely ordered processing times and weights.
5.16. Show that the tower-of-sets property does hold for the problem 1jr j; p j =
1jåw jU j in the case of similarly ordered release dates and due dates. Devise an
O(n logn) algorithm for solving this problem (cf. Exercise 5.2).
5.17. If Vj is defined as in Section 5.4, show that the problem 1jpmtn;r jjåw jVj
can be solved in O(n logn) time, under the condition that [r j;d j] intervals are nested.
Processing times and job weights may be arbitrary. (Hint: Modify the algorithm for
Exercise 5.14, so as to remove jobs from an infeasible set S( j) in nonincreasing order
of the ratios wi=pi, if necessary fractionalizing the last job removed and reinserting
it, until p(S( j)) = d j  r j:)
5.18. Devise an O(nW 2) algorithm for 1jpmtn;r jjåw jU j with nested release date-
due date intervals (and arbitrary processing times and job weights).
5.19. Show that 1jr jjåU j is strongly NP-hard.
5.6. The General Problem 1jpmtn;r jjåw jU j
The problem 1jpmtn;r jjåw jU j can be solved by dynamic programming inO(nk2W 2)
time, where k is the number of distinct release dates. When release dates and due
dates are similarly ordered, the dynamic programming recurrences specialize to (5.6),
which can be solved in O(nW ) time. And when k = 1, the recurrences further spe-
cialize to (5.1).
Our dynamic programming recurrences iteratively compute two types of values,
C( j)(r;w) and P( j 1)(r;r0;w). In the following definitions, j is an index, 1  j  n,
r and r0 are release dates, r  r0, and w is an integer, 0  w W . Once again, we
assume the jobs are indexed in EDD order.
We define
C( j)(r;w) = minfc(S)g;
where the minimum is taken with respect to feasible sets S such that
S f1;2; :::; jg;r(S) r; and w(S) w:
If there is no such feasible set S, C( j)(r;w) = +¥. We also define P( j 1)(r;r0;w) to
be the minimum amount of processing after time r j in an extended EDD schedule,
with respect to feasible sets S such that
S f1;2; :::; j 1g;r(S) r;c(S) r0; and w(S) w:
If there is no such feasible set, P( j 1)(r;r0;w) = +¥.
It follows from the above definitions that the maximum weight of a feasible set
is given by the largest value of w such that C(n)(rmin;w) is finite, where rmin =
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min jfr jg.
Computation of C( j)(r;w). We shall compute the valuesC( j)(r;w) in n iterations,
j = 1;2; :::;n, starting with the initial conditions
C(0)(r;w) =

r; if w= 0;
+¥; otherwise.
Observe that j cannot be contained in a feasible set S with r(S)> r j. Hence
C( j)(r;w) =C( j 1)(r;w) if r > r j;
C( j 1)(r;w); otherwise :
It follows that at iteration j we have only to compute the values of C( j)(r;w) for
which r  r j. So let r  r j and suppose S f1;2; :::; jg realizes the value C( j)(r;w).
We distinguish three cases, as follows.
Case 1. j 62 S. Then
C( j)(r;w) =C( j 1)(r;w):
Case 2. j 2 S, and the processing of J j begins after all jobs in S f jg are com-
pleted in the extended EDD schedule. We then have
C( j)(r;w) = maxfr j;c(S f jg)g+ p j:
We may assume that S f jg is such that
c(S f jg) =C( j 1)(r;w w j):
(If not, replace S f jg by a feasible subset of f1;2; :::; j  1g for which this is so.)
Then
C( j)(r;w) = maxfr j;C( j 1)(r;w w j)g+ p j:
Case 3. j 2 S, and the processing of J j begins before all jobs in S f jg are com-
pleted in the extended EDD schedule of S. This means that there is idle time within
the interval [r j;c(S f jg)]. in the EDD schedule for S f jg. Recall from Chapter 4
that a block indexes a maximal subset of jobs that are processed continuously with-
out idle time. Let S0 be the .ul last block in the extended EDD schedule of S f jg,
i.e.,
r(S0) = maxfr(B)jB a block of the extended EDD schedule of S f jgg;
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where r(S0)> r j. Let r0 = r(S0) and w0 = w(S0). It must be the case that
c(S0) =C( j 1)(r0;w0);
else S is not optimal. We may also assume that the total amount of processing done on
jobs in (S f jg) S0 in the interval [r j;r0] does not exceed P( j 1)(r;r0;w w j w0).
This means that the total amount time available for the processing of J j in the interval
[r j;r0] is
(r0  r j) P( j 1)(r;r(S0);w w j w(S0));
and the amount of processing done on J j after time r0 is
maxf0; p j  (r0  r j)+P( j 1)(r;r0;w w j w0)g:
Hence the completion time of the last job in S is
C( j 1)(r0;w0)+maxf0; p j  (r0  r j)+P( j 1)(r;r0;w w j w0)g: (5.12)
Now observe that the expression (5.12) must be minimum with respect to sets S0,
with r(S0)> r j, w0 = w(S0) w w j. In other words,
C( j)(r;w) = min
r0;w0
fC( j 1)(r0;w0)+maxf0; p j  r0+ r j+P( j 1)(r;r0;w w j w0)gg
Putting Cases 1, 2, and 3 together, for r  r j we have the recurrence relations
C( j)(r;w) = min
8<:
C( j 1)(r;w);
maxfr j;C( j 1)(r;w w j)g+ p j;
minr0;w0fC( j 1)(r0;w0)+maxf0; p j  r0+ r j+P( j 1)(r;r0;w w j w0)gg
9=;
(5.13)
where the inner minimization is taken over all distinct release dates r0 > r j such that
r0 2 fr1;r2; :::;r j 1g and all integers w0, 0 < w0  w w j. It is important to note that
(5.13) is valid only if the right hand side does not exceed d j ; if this is not so, set
C( j)(r;w) = +¥.
Computation of P( j 1)(r;r0;w). We shall now derive recurrence relations for com-
puting P( j 1)(r;r0;w), for all distinct release dates r;r0, with r  r0.
We have as initial conditions
P( j 1)(r;r0;0) = 0:
If w > 0, then P( j 1)(r;r0;w) is realized by a nonempty set S  f1;2; :::; j 1g. We
distinguish two cases.
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Case 1. r(S)> r. Then
P( j 1)(r;r0;w) P( j 1)(r+;r0;w);
where we define r+ to be the smallest distinct due date larger than r.
Case 2. r(S) = r. Let S0  S be the block of S such that r(S0) = r, and let w(S’) =
w’. We may assume that c(S0) =C( j 1)(r;w0)). Hence the total amount of processing
done on S0 in the interval [r j;r0] is
maxf0;C( j 1)(r;w0)  r jg:
Let r00 be the smallest release date greater than or equal to C( j 1)(r;w0). It must be
the case that the total amount of processing done on S  S0 in the interval [r j;r0] is
P( j 1)(r00;r0;w w0). Hence the total amount of processing done on S in the interval
[r j;r0] is
maxf0;C( j 1)(r;w0)  r jg+P( j 1)(r00;r0;w w0): (5.14)
Now observe that the expression (5.14) must be minimum with respect to sets S0,
with r(S0) = r, c(S0) r00  r0, and w(S0) w. That is,
P( j 1)(r;r0;w) = min
0<w0w
fmaxf0;C( j 1)(r;w0)  r jg+P( j 1)(r00;r0;w w0)g;
where r00 is the smallest release date no less than C( j 1)(r;w0).
Putting the above two cases together, we have
P( j 1)(r;r0;w) = min

P( j 1)(r+;r0;w);
min0<w0wfmaxf0;C( j 1)(r;w0)  r jg+P( j 1)(r00;r0;w w0)g

(5.15)
giving us the recurrences we need.
We shall now analyze the time and space complexity of the dynamic program-
ming computation. At each of n iterations, j = 1;2; :::;n, there are O(k2W ) of the
P( j 1)(r;r0;w) values to compute, one for each combination of r;r0;w. By (5.15),
each P( j 1)(r;r0;w) is found by minimization over O(W ) choices of w0  w. Hence
the time required to compute the P( j 1)(r;r0;w) values at each iteration is bounded
by O(k2W 2). There are O(kW ) of theC( j)(r;w) values to compute, one for each com-
bination of r and w. By (5.13), eachC( j)(r;w) is found by minimization over O(kW )
choices of r0;w0. Hence the time required to compute the C( j)(r;w) values at each
iteration is bounded by O(k2W 2). It follows that the overall time bound for these
computations is O(nk2W 2). Space requirements are clearly bounded by O(k2W ).
As we have observed, the maximum weight of a feasible subset can be obtained
by finding the maximum value of w such that C(n)(rmin;w) is finite. (The O(W )
time required for this is dominated by the time required for other computations.) In
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practice, however, one wants to be able to construct a maximum-weight feasible set,
not simply to find its weight. The most straightforward way to do this is to compute
an incidence vector of the set realizing each P( j 1)(r;r0;w) and C( j)(r;w) value. The
computation of these incidence vectors can be carried out with an expenditure of
O(n2k2W ) time, which is dominated by the O(nk2W 2) time bound obtained above.
However, because O(k2W ) n-vectors must be stored, this approach increases space
requirements to O(nk2W ).
We claim that it is possible to use pointers to construct a maximum-weight feasi-
ble set, while maintaining the time and space bounds of O(nk2W 2) and O(k2W ). We
leave this as an exercise.
The EDD Rule creates preemptions only at release dates. Hence when the jobs in
a maximum-weight feasible set are scheduled, at most k 1 preemptions are created,
at most one at each distinct release date other than the first.
Observe that when release dates and due dates are similarly ordered, there are no
release dates r0 > r j over which the inner minimization in (5.14) can be, hence these
recurrence relations simplify to
C( j)(r;w) = min

C( j 1)(r;w);
maxfr j;C( j 1)(r;w w j)g+ p j

:
Now let C( j)(w) =C( j)(rmin;w) and we have simply
C( j)(w) = min

C( j 1)(w);
maxfr j;C( j 1)(w w j)g+ p j

;
and we have the recurrence equations (5.6).
When all release dates are equal,
maxfr j;C( j 1)(w w j)g=C( j 1)(w w j);
and the recurrence further simplifies to
C( j)(w) = minfC( j 1)(w);C( j 1)(w w j)+ p jg;
and we have the recurrence equations (5.1).
Exercises
5.20. Show that it is possible to use pointers to construct a maximum-weight feasible
set, while maintaining the time and space bounds of O(nk2W 2) and O(k2W ).
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5.7. Precedence Constraints
When the jobs are related by precedence constraints, severely restricted versions of
the 1jjåw jU j problem become NP-hard. We will show below that the case of unit
weights and unit processing times, 1jprec; p j = 1jåU j, is NP-hard. We will then
refine this result and show that it still holds for the case of chain-type precedence
constraints, where each job has at most one predecessor and at most one successor.
Theorem 5.2. 1jprec; p j = 1jåU j is NP-hard in the strong sense.
Proof. We will show that the clique problem reduces to the decision version of
1jprec; p j = 1jåU j. An instance of the clique problem is given by a graphG=(V;E)
and an integer k. The question is if G has a clique (i.e., a complete subgraph) on at
least k vertices.
Given an instance of clique, let l = (k2) denote the number of edges in a clique of
size k. The corresponding instance of the scheduling problem will have n= jV j+ jEj
unit-time jobs. We introduce a job Jv for every vertex v 2 V and job Je for every
edge e 2 E, with a precedence constraint Jv ! Je whenever v is an endpoint of e.
Each “vertex job” Jv has a due date dv = n, and each “edge job” Je has a due date
de = k+ l. Note that no vertex job can be late in a schedule without idle time. We
claim that there is a schedule with at most jEj   l late jobs if and only if G has a
clique of size at least k.
Suppose that a clique on k vertices exists. We first schedule the k corresponding
vertex jobs in the interval [0;k]. In view of the precedence constraints, we can then
schedule the l jobs corresponding to the clique edges in the interval [k;k+ l] ; they
are on time. They are followed by the remaining vertex jobs in [k+ l; jV j+ l] and,
finally, the remaining edge jobs in [jV j+ l;n] ; these jEj  l edge jobs are late. This
schedule meets the claimed bound on the number of late jobs.
Conversely, suppose that there is a schedule in which at most jEj  l jobs are late,
or, equivalently, in which at least l = (k2) edge jobs are completed by time k+ l.
These jobs must be preceded by at least k vertex jobs. It follows that there is a set of
k vertex jobs that releases l edge jobs for processing or, in other words, that a clique
of size k exists. 2
Theorem 5.3. 1jchain; p j = 1jåU j is NP-hard in the strong sense.
Proof. To simplify the exposition, we present the reduction in two stages. We first
show that the exact 3-cover problem reduces to the decision version of 1jchainjåU j,
with general processing times. We then show that this problem can be reduced to an
equivalent problem with unit processing times.
An instance of exact 3-cover consists of a set T = f1; :::;3tg and a family S =
fS1; :::;Ssg of 3-element subsets of T . It is a yes-instance if S includes an exact
cover, i.e., a subfamily of t subsets whose union is T (cf. Figure 5.6(a).
The corresponding instance of 1jchainjåU j will have a job Ji for each subset Si
and a job Ji j for each occurrence of an element j in a subset Si. More precisely, for
each Si = f j;k; lg 2 S (i= 1; :::;s), we introduce four jobs, Ji, Ji j, Jik, Jil , which are
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Figure 5.6. An exact 3-cover
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related by chain-like precedence constraints, Ji! Ji j! Jik! Jil . Each ‘subset job’
Ji is of length 1, and each ‘occurrence job’ Ji j is of length js. The sum of all of the
processing times (and hence the length of the schedules we will be considering) is
denoted by d = s+åsi=1å j2Si js. All subset jobs Ji have due date d ; none of these
can be late. Each occurrence job Ji j is assigned a due date di j defined by
di j = t+ s+2s+ :::+ js= t+ j( j+1)s=2; j 2 Si; i= 1; :::;s:
We claim that there is a schedule with no more than 3(s  t) late jobs if and only if
there is an exact 3-cover.
Suppose that S includes an exact 3-cover S 0. We then construct the following
schedule (cf. Figure 5.6(b)). First, the t jobs corresponding to the subsets Si 2 S 0 are
scheduled in the interval [0; t]. Now note that each of these t subset jobs heads a chain
of three occurrence jobs such that the 3t elements to which these occurrences refer
are all distinct. That is, for every element j 2 T , there is exactly one occurrence job
Ji j for which the preceding subset job Ji has been scheduled; this Ji j is now scheduled
in the interval [di j   js;di j]. In this way, 3t occurrence jobs occupy the interval
[t; t+3t(3t+1)s=2] ; they are all on time. They are followed by the remaining s  t
subset jobs and, finally, the remaining 3(s  t) occurrence jobs; these latter jobs are
late. This schedule meets the claimed bound on the number of late jobs.
Conversely, suppose that there exists a feasible schedule in which at most 3(s  t)
jobs are late, or, equivalently, in which at least 3t occurrence jobs are on time. This
implies that,
for every element j 2 T; exactly one of its occurrence jobs Ji j is on time. (5.16)
The verification of this crucial implication is left to the reader (see Exercise 5.21).
Assertion (5.16), in turn, implies that the amount of time available for processing the
subset jobs that release these 3t occurrence jobs is bounded from above by
max
j2T
di j å
j2T
js= t+3t(3t+1)s=2 3t(3t+1)s=2 = t:
Hence, S must include a subfamily of at most t subsets whose union covers T . This
subfamily constitutes an exact 3-cover.
This completes the first stage of the proof. It remains to be shown that the schedul-
ing problem can be reduced to an equivalent problem with unit processing times.
This is straightforward. We replace each occurrence job Ji j by a chain of js unit-time
jobs, J(1)i j ! :::! J( js 1)i j ! J( js)i j , with due dates d(1)i j = :::= d( js 1)i j = d, d( js)i j = di j
( j 2 Si; i = 1; :::;s). Given any feasible schedule in which the jobs of such a chain
are not processed consecutively, we can obtain another schedule by moving the first
js  1 jobs of the chain to the right, up to the jsth one, thereby moving some other
jobs to the left. The new schedule is still feasible, since no precedence constraints are
violated, and it has no more late jobs, since the jobs that are moved to the right cannot
be late. Hence, each chain J(1)i j ! :::! J( js)i j can be considered as a single job Ji j with
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processing time js and due date di j. As for the size of the final 1jchain; p j = 1jåU j
instance, note that it has only d < 9s2t jobs; the entire transformation is polynomial
because sufficiently small processing times have been chosen at the first stage. 2
Exercises
5.21. (a) Consider the 1jjåU j problem. Suppose that there are t nonempty job sets,
FSJ1; :::;FSJt , such that all jobs in FSJ j have a processing time j and a due date
1+2+ :::+ j( j = 1; :::; t). Prove that in each optimal schedule exactly one job from
FSJ j finishes at its due date, while the other jobs from FSJ j are late ( j = 1; :::; t). (b)
Use (a) to verify assertion (5.16) in the proof of Theorem 5.3.
Notes
5.1. Some preliminaries. Each feasible set for an instance of the problem 1jr j; p j =
1jåw jU j is an independent set of a transversal matroid, hence the algorithm de-
scribed in Exercise 5.2 is indeed an instance of the matroid greedy algorithm. The
observation that 1jp j = 1jåU j can be solved in O(n) time is due to Monma [1982].
5.2. Dynamic programming solution of 1jjåw jU j. Karp [1972] gave the reduc-
tion of the knapsack problem to 1jd j = djåw jU j. The integer linear programming
formulation of 1jjåw jU j and the dynamic programming algorithm for solving this
generalization of the knapsack problem are adapted from [Lawler & Moore, 1969].
Exercise 5.4 is due to Potts & Van Wassenhove [1988], who use linear relaxations as
lower bounds within a branch and bound procedure for 1jjåw jU j.
5.3. A fully polynomial approximation scheme. Theorem 5.1 is due to Gens & Lev-
ner [1978]. By obtaining a preliminary upper bound on the optimum that is within a
factor of 2, Gens & Levner [1981] improved the running time to O(n2 logn+ n2k).
Exercise 5.6 is due to Sahni [1976]. Ibarra & Kim [1978] gave a polynomial approx-
imation scheme to find a maximum feasible set for 1jd j = d; treejåw jU j.
5.4. The Moore-Hodgson algorithm. Moore [1968] suggested a less elegant algo-
rithm for the unweighted problem 1jjåU j but specifically credited the recurrences
(5.2) to a suggestion by his colleague Hodgson, hence the appellationMoore-Hodgson.
Maxwell [1970] provided an alternative derivation of the Moore-Hodgson algorithm
based on ideas from linear and integer programming. The generalization of the algo-
rithm to oppositely ordered processing times and job weights was noted by Lawler
[1976A]. Sidney [1973] observed that the algorithm could be adapted to the case
considered in Exercise 5.12. The NP-hardness of the problem 1jd¯ jjåU j was proved
by Lawler [1982B]. The Moore-Hodgson algorithm and the algorithm of Lawler
[1976A] were used to obtain lower bounds in the branch and bound procedure of
Villareal & Bulfin [1983] to solve 1jjåw jU j with arbitrary weights and processing
times.
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5.5. Similarly ordered release dates and due dates. The strong NP-hardness proof
of 1jr jjåU j is due to Lenstra [–]. An O(n2) dynamic programming solution of
1jr jjåU j, under the condition of similar ordering of release dates and due dates, is
described by Kise, Ibaraki & Mine [1978]. The O(n logn) algorithm for this problem
is due to Lawler [1982B]. The tower-of-sets property is known to hold for a number
of special cases of 1jpmtn;r jjåw jU j, aside from those mentioned in the exercises,
for example, as in the case that release dates and processing times are similarly or-
dered, and in opposite order to job weights, which is due to Lawler [–].
5.6. The general problem 1jpmtn;r jjåw jU j. The dynamic programming algorithm
of this section is adapted from Lawler [1990], which improves on a less efficient
algorithm given earlier by Lawler [1982B].
5.7. Precedence constraints. Theorem 6.2 is due to Garey and Johnson [1976],
Theorem 6.3 to Lenstra and Rinnooy Kan [1980]. Ibaraki, Kise, and Mine [1976]
proved that 1jchain;r j; p j = 1jåU j is NP-hard.
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Minsum criteria
Eugene L. Lawler
University of California, Berkeley
This is a fragmented chapter. Our focus is on the nonpreemptive and preemp-
tive minimization of total completion time in polynomial time. We also present a
pseudopolynomial-time algorithm for the minimization of total weighted completion
time and related problems. We review NP-hardness results without providing proofs,
and give pointers to the very few results on approximation and branch-and-bound.
8.1. Total completion time, nonpreemptive scheduling
In the absence of precedence constraints, we know that whatever jobs are performed
on a given machine in an optimal schedule, they will be performed on that machine
in SPT order. Recall formula (4.1) derived in Chapter 4:
åC j = np1+(n 1)p2+   + pn:
We can solve the problem PjjåC j by coefficient matching: There are m 1’s, m
2’s, ..., m (n 1)’s, and m n’s to match with n p j values so as to obtain the smallest
possible weighted sum. It is clear that an optimal solution to this matching problem
is obtained by matching the m 1’s with the m largest p j’s, the m 2’s with the m next-
largest p j’s, and so forth, ending up by matching one of the coefficients dn=me with
the smallest p j.
Thus an optimal schedule for PjjåC j is as shown in Figure 8.1. One can also
state an extended SPT rule for identical parallel machines, as follows: Schedule the
jobs in time, with a decision point at the completion of a job. At each decision point
choose to process the shortest job that has not yet been assigned to a machine.
1
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In the case of QjjåC j, we notice that for the jobs assigned to machine i the for-
mula takes on the form:
åC j = (n=si)p1+((n 1)=si)p2+ :::+(1=si)p1:
Like PjjåC j, the problem QjjåC j can be solved by coefficient matching, except that
now the coefficients are of the form k=si. The largest p j should be matched with
the smallest of these coefficients ... and the smallest p j should be matched with the
nth-largest of these coefficients.
Here is how to generate the coefficients k=si in nondecreasing order of size: Place
the fractions 1=si, i = 1;2; :::;m; into a priority queue Q supporting the operations of
delete-min and insert. Then
for h = 1;2; : : : ;n do
output k=si := delete-min(Q);
insert (k+1)=si into Q;
end
Clearly it is possible to match the coefficients and construct an optimal schedule in
O(n logn) time.
The problem RjjåC j can still be solved by coefficient matching. Note that, when
job j is scheduled in the kth last position on machine i, it contributes kpi j to the total
completion time. We now describe schedules in terms of 0-1 variables x(ik) j, where
x(ik) j = 1 if job j is the kth last job processed on machine i, and x(ik) j = 0, otherwise.
The problem is then to minimize
å
i;k
å
j
kpi jx(ik) j
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subject to
å
i;k
x(ik) j = 1; for j = 1; : : : ;n;
å
j
x(ik) j  1; for i = 1; : : : ;m; k = 1; : : : ;n;
x(ik) j 2 f0;1g; for i = 1; :::;m; j;k = 1; :::;n:
The constraints ensure that each job is scheduled exactly once and that each posi-
tion on each machine is occupied by at most one job. This is a weighted bipartite
matching or assignment problem, so that we may replace the integrality constraints
by nonnegativity constraints without altering the feasible set. It can be solved in
O(n3) time.
Exercises
8.1. Let us say that two schedules for PjjåC j are equivalent if they differ only by a
renumbering of machines. Show that there exists at least
(m!)b(n=m)c 1
nonequivalent optimal schedules.
8.2. Show that the SPT rule solves Pjjåw jC j for the special case in which processing
times and weights are oppositely ordered.
8.3. Suppose that machine i is not available until time ti  0, i.e., it must remain
idle until then. Show how to incorporate this condition into the matching problem
formulated for RjjåC j.
8.4. Show how to reduce the time required to set up the matching problem for
RjjåC j to O(n2 logn) time. Hint: For each job j, one need only consider the small-
est n coefficients of the form kpi j. For each job j establish a priority queue Q j to
generate the n smallest coefficients of this form.
8.2. Total completion time, preemptive scheduling
We now turn to preemptive scheduling of parallel machines with respect to the
åC j criterion. It turns out that there is no advantage to preemption for the prob-
lem PjpmtnjåC j (nor for Pjpmtnjåw jC j – see Section 8.3). That is, a schedule
that is optimal for an instance of PjjåC j is also optimal for a similar instance of
PjpmtnjåC j.
The problem RjpmtnjåC j is NP-hard in the strong sense. This is a surprising
result, in view of the polynomial-time solvability of RjjåC j. There are very few
problems for which allowing preemption makes the problem harder.
This leaves us with only the problem QjpmtnjåC j to consider in this section.
Knowing what we do about the åC j criterion, the SPT rule, and the solution of
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the problem QjjåC j, what might we conjecture about the structure of an optimal
schedule for QjpmtnjåC j? Our first, rather timid, guess might be that jobs will be
completed in SPT order. This conjecture is indeed true, though its demonstration is
nontrivial, as we shall see in proving Lemma 8.1. Our next guess might be to try the
following greedy prescription:
Preemptive SPT rule: Taking the jobs in SPT order, preemptively schedule each
successive job j in the available time on the m machines so as to minimize C j.
This rule produces a schedule that looks like that shown in Figure 8.2. That is,
job 1, the shortest job, is processed entirely on M1, the fastest machine. Job 2,
the second-shortest job, is processed on M2, the second-fastest machine, until job
1 is completed. Then job 2 is processed on M1 to completion. In general, job j
is scheduled for processing first on Mm, then on Mm 1,..., and finally on M1. This
makes C j as small as possible, given the time left available on the machines after
jobs 1;2; : : : ; j 1 have been scheduled.
The procedure we have described requires O(n logn) time for the initial sort of
the jobs into SPT order and O(mn) time to construct the schedule. The schedule has
at most (m 1)(n m=2) preemptions (see Exercise 8.6), and no preemptions at all
if the machines are identical. This latter observation proves our assertion that there
is no advantage to preemption in the case of PjpmtnjåC j – provided the schedule
constructed by the preemptive SPT rule is indeed optimal. We shall now prove the
optimality of the schedule.
Lemma 8.1. For any instance of the QjpmtnjåC j problem, there exists an optimal
schedule in which the completion times of the jobs are in SPT order.
Proof. Let S be an optimal schedule in which Ci > C j with pi < p j. Prior to time
C j there are some periods during which job i but not j is processed, some periods
in which job j but not i is processed, and some periods in which both jobs i and j
are processed. Also, in the interval [C j;Ci] there are some periods in which job i is
processed. We propose to replace the processing of job i in the interval [C j;Ci] with
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processing of job j, and to interchange some fraction l, 0 < l< 1, of the processing
of i and j prior to time C j, thereby obtaining a feasible schedule S0 with completion
times C0i and C0j. Of each active period for job i prior to C j, a fraction l of that active
period is given over to job j in S0, and vice versa. Observe that C0i C j and C0j =Ci.
We must now show that there is a value of l in the interval (0;1) such that the
schedule S0 can be constructed as we have suggested. Let ti; t j denote the total lengths
of time, and let si, s j denote the effective rates at which jobs i and j are processed
prior to time C j in schedule S. Let t 0i be the total length of time and s0i be the effective
rate at which job i is processed in the interval [C j;Ci]. Then we have
siti+s0it
0
i = pi < p j = s jt j: (8.1)
In order for S0 to be feasible, we must have
(1 l)siti+ls jt j = pi;
(1 l)s jt j +lsiti+s0it 0i = p j:
Solving for l, we obtain
l=
s0it 0i
s jt j siti
It follows immediately from (8.1) that
s jt j siti > s0it 0i > 0;
and hence 0 < l< 1.
Note that C0i +C0j  Ci +C j, and the completion times of all other jobs are the
same in S0 as in S. It follows that a finite number of modifications of the type we
have described will transform S into an optimal schedule with completion times in
SPT order. 2
Theorem 8.2. The preemptive SPT rule computes an optimal schedule for
QjpmtnjåC j.
Proof. For convenience, assume that n = m, and that s1  s2     sm. (If n < m,
discard the m  n slowest machines, and if n > m, create n m zero-speed dummy
machines.) Let S be the schedule computed by the preemptive SPT rule, with C1 
C2    Cn. From the structure of the schedule S, it is apparent that
s1C1 = p1;
s2C1+ s1(C2 C1) = p2;
s3C1+ s2(C2 C1)+ s1(C3 C2) = p3;
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and so forth. Adding these equations yields
s1C1 = p1;
s2C1+ s1C2 = p1+ p2;
s3C1+ s2C2+ s1C3 = p1+ p2+ p3;
and so forth.
Suppose S is an optimal schedule. By Lemma 8.1 we may assume C1  C2 
   Cn . For each j, 1  j  n, let us consider a lower bound on the value of Cj .
The amount of processing done prior to Cj is at least p1 + p2 +   + p j. The fastest
way to perform this processing is to use machines 1;2; : : : ; j before C1 , machines
1;2; : : : ; j  1 in the interval [C1 ;C2 ], etc. This yields the system of inequalities of
the form
(s1 + s2 +   + s j)C1 + (s1 + s2 +   + s j 1)(C2  C1) +   + s1(Cj  Cj 1)
 p1 + p2 +   + p j:
Adding these inequalities, we obtain,
s1C1  p1;
s2C1 + s1C

2  p1+ p2;
s3C1+ s2C2 + s1C

3  p1+ p2+ p3;
and so forth, which gives us
s1C1  s1C1;
s2C1 + s1C

2  s2C1+ s1C2;
s3C1 + s2C

2 + s1C

3  s3C1+ s2C2+ s1C3;
and so forth. Now let us multiply the jth inequality above by a positive value l j and
add the inequalities, thereby obtaining
(l1s1+l2s2+   +lnsn)C1 +(l2s1+   +lnsn 1)C2 +   +lns1C1
 (l1s1+l2s2+   +lnsn)C1+(l2s1+   +lnsn 1)C2+   +lns1Cn:
If the l j values are chosen so that
lns1 = 1;
ln 1s1+lns2 = 1; (8.2)
ln 2s1+ln 1s2+lns3 = 1;
then we will have
åCj åC j;
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from which it follows that S, the schedule determined by the preemptive SPT rule,
is optimal. Indeed, it follows from the fact that s1  s2     sm that there is a
solution to (8.2) in nonnegative l j’s. 2
Exercises
8.5. Devise a simple example to show that an optimal schedule for QjpmtnjåC j may
require preemptions.
8.6. Show that the number of preemptions created by applying the preemptive SPT
rule does not exceed (m  1)(n m=2). Suggestion: prove that the number of pre-
emptions is equal to the number of active periods   n.
8.7*. Formulate a general class of problem instances for QjpmtnjåC j to show that,
for any m and n, as many as (m  1)(n m=2) preemptions may be required for
an optimal schedule. Hint: Find a class of problem instances with distinct machine
speeds and job processing requirements for which the only schedule that is optimal
is the one determined by the preemptive SPT rule.
8.8. Generalize Lemma 8.1 and its proof to apply to the åw jC j criterion, in the
special case that job processing times and weights are oppositely ordered.
8.9. Show that Lemma 8.1 and its proof remain valid for Qjpmtn; d¯ jjåC j, provided
processing times and deadlines are similarly ordered.
8.10. Generalize Theorem 8.2 and its proof to apply to the åw jC j criterion, in the
special case that job processing times and weights are oppositely ordered.
8.11*. Obtain a closed form expression for C j when the preemptive SPT rule is ap-
plied to an instance of QjpmtnjåC j.
8.3. Total weighted completion time, complexity
A summary of the results of the previous two sections is as follows: PjjåC j can be
solved in O(n logn) time by a simple extension of the SPT rule, and since there is
no advantage to preemption, the same rule solves PjpmtnjåC j as well. QjjåC j can
be solved in O(n logn) time by matching the processing times p j in nonincreasing
order with the coefficients k=si in nondecreasing order. RjjåC j can be solved in
O(n3) time by a generalization of the coefficient-matching technique. QjpmtnjåC j
can be solved in O(n logn+mn) time by the preemptive SPT rule. RjpmtnjåC j is
NP-hard.
A summary of the complexity status of generalizations of the problems studied in
the previous sections is as follows:
 åw jC j criterion – P2jjåw jC j is NP-hard. It can be shown that there is no
advantage to preemption for Pjpmtnjåw jC j. Hence, this NP-hardness re-
sult applies to P2jpmtnjåw jC j as well. Dynamic programming provides a
pseudopolynomial algorithm for Qmjjåw jC j, as we show below, but this is
of very limited practicality. Results on approximation and branch-and-bound
for Pjjåw jC j are scarce. (Eds: This chapter was written in 1990, but in the
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subsequent twenty years, the situation has changed significantly with respect
to approximation algorithms.)
 Release dates and deadlines – In the absence of preemption, either release
dates or deadlines induce NP-hardness; both 1jr jjåC j and P2jjCmax have al-
ready been shown to be NP-hard. Also, P2jpmtn;r jjåC j has been shown to
be NP-hard. The status of Pjpmtn; d¯ jjåC j is unknown. However, there are
polynomial-time algorithms for solving Qjpmtn; d¯ j = d¯jåC j.
 Precedence constraints – There is very little that can be done with precedence
constraints in polynomial time, since even P2jchainsjåC j is NP-hard. Also,
Pjprec; p j = 1jåC j is NP-hard, but Pjouttree; p j = 1jåC j can be solved in
polynomial time.
Let us now establish the existence of a pseudopolynomial algorithm for the prob-
lem Qmjjåw jC j. The dynamic programming technique we shall describe also yields
similar results for the problems RmjjCmax, RmjjLmax, Rmjjåw jU j, and even Rmjd¯ j =
d¯jåw jTj. What all these problems have in common is that there exists an optimal
schedule in which the sequence of jobs performed by each of the m machines is con-
sistent with a permutation p of the n jobs that can be prescribed a priori. (Foråw jC j,
p is a ratio order; for Lmax and åw jU j; p is an EDD order; for Cmax, p is any order
whatsoever. In the case of åw jU j, only the on-time jobs are in a sequence consistent
with p.) Without loss of generality, let p= (1;2; :::;n). Define Fj(t1; : : : ; tm) to be the
minimum cost of a schedule for the jobs 1;2; : : : ; j; subject to the constraint that the
last job on machine i is completed at time ti, for i= 1;2; :::;m. Then, for fmax criteria
we have
Fj(t1; : : : ; tm) = mini=1;:::;m maxf f j(ti);Fj 1(t1; : : : ; ti  pi j; : : : ; tm)g;
and for å f j criteria,
Fj(t1; : : : ; tm) = mini=1;:::;mf f j(ti)+Fj 1(t1; : : : ; ti  pi j; :::; tm)g:
In both cases we have initial conditions
F0(t1; :::; tm) =

0; if ti = 0; for i = 1;2; : : : ;m;
+¥; otherwise.
There are O(nCm) values of Fj(t1; : : : ; tm) to compute, where C is an upper bound
on the completion time of any job in an optimal schedule. The computation of each
value requires minimization over m alternatives and hence O(m) time. The cost of an
optimal schedule is given by the minimum of the values Fn(t1; : : : ; tm), where ti C.
Hence, the cost of an optimal schedule can be computed in O(mnCm) time, which is
pseudopolynomial for fixed m. For variations on this dynamic programming scheme,
see the exercises below.
Exercises
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8.7. Devise a simple example to show that an optimal schedule for P2jpmtn;r jjåC j
may require preemptions.
8.8. A time bound of O(mnCm) is indicated for the dynamic programming algorithm
presented in this section, where C is an upper bound on the completion time of any
job in an optimal schedule. Show that Cå p j=m+ pmaxd(n=m)epmax, and hence
the time bound can be expressed as O(n2 pmaxCm):
8.9. Modify the dynamic programming procedure, as necessary, to solve Rjjåw jU j.
8.10. Show that in the case of uniform machines and the Cmax, Lmax, åw jC j crite-
ria, the dynamic programming running time bound of O(mnCm) can be reduced to
O(mnCm 1). Why can this not be done in the case of the åw jU j criterion?
8.11. Consider the problems Qmjjåw jC j, RmjjCmax, RmjjLmax, Rmjjåw jU j, and
Rmjd¯ j = d¯jåw jTj.
(a) For which of these problems is it possible to adapt the dynamic programming
algorithm to deal with nonuniform release dates? Explain.
(b) Same question, with respect to deadlines.
(c) Both release dates and deadlines?
8.12. Recall the recurrence relations for the dynamic programming solution of the
problem 1jjå f j:
F(S) = min
j2S
f f j(p(S))+F(S  j)g: (8.3)
As an alternative to the dynamic programming technique described in this section,
let us consider two ways in which we might adapt the recurrence (8.3) to the solution
of the problem Rjjå f j.
(a) Let Fi(S) denote the minimum cost of a sequence for the subset S on machine
i. Use recurrences (8.3) to compute Fi(S) for each i = 1;2; : : : ;m, and for all
S  N. Let Gi(S) denote the minimum cost for a schedule of the subset S on
machines 1;2; :::; i, where
Gi(S) = min
S0S
fFi(S0)+Gi 1(S S0)g:
Show that the time required to compute Gm(N), the cost of an optimal schedule
for all n jobs on all m machines, is O(m3n).
(b) View the problem of finding an optimal schedule as that of constructing a
single optimal sequence obtained by concatenating the m sequences for the
individual machines. (A similar concatenation of sequences was contemplated
for the solution of Exercise 1.2 in Chapter 1, in which the reader was asked
to show that there are (n+m  1)!=(m  1)! distinct schedules for m parallel
machines.) Define Fi(S; t) to be the minimum cost of a sequence for the subset
S in which the last job in the sequence finishes at time t on machine i. Then we
have as our basic recurrence relations:
Fi(S; t) = min
j2S
f f j(t)+Fi(S  j; t  pi j)g:
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Indicate how to obtain Fi(S;0) from values for Fi(S; t) and supply appropriate
initial conditions. Show that the time required to compute the cost of an optimal
schedule is O(mnC2n), where C is an upper bound on the completion time of
any job in an optimal schedule. Show that the time bound can be expressed as
O(n2 pmax2n).
(c) For what value of n can you reasonably expect mnC2n to be smaller than m3n?
(d) Describe the adaptations in the procedure necessary to solve 1jr j; d¯ jjå f j.
8.4. Other minsum criteria, complexity
Having pretty well disposed of parallel machine problems with åC j and åw jC j
criteria, let us consider the complexity situation with respect to other minsum criteria.
What we have is largely a litany of bad news:
 åU j, åw jU j – P2jjåU j is NP-hard, as demonstrated by a simple transfor-
mation from SUBSET SUM. As we have seen in Section 8.3, dynamic pro-
gramming yields a pseudopolynomial algorithm for Rmjjåw jU j. PjpmtnjåU j
turns out to be NP-hard in the ordinary sense; the proof is of interest be-
cause the problem is one for which preemption is advantageous, and the proof
must take this into account. NP-hardness of the problem in the strong sense
is an open question. It is possible to solve Qmjpmtnjåw jU j in O(n3mW 2)
time, which is pseudopolynomial, but becomes polynomial, O(n3m), when all
w j = 1.
 åTj, åw jTj – Since 1jjåTj and 1jpmtnjåTj are NP-hard, all parallel ma-
chine problems with theåTj criterion are NP-hard as well. Furthermore, since
1jjåw jTj and 1jpmtnjåw jTj are NP-hard in the strong sense, it is unreason-
able even to hope for pseudopolynomial algorithms for parallel machine ver-
sions of these problems with fixed m. (Recall that in Section 8.3 the best we
could offer was a pseudopolynomial algorithm for the special case of a com-
mon due date, Rmjd j = djåw jTj.)
 Unit-time jobs – Here is good news: The problem Qjp j = 1jå f j can be solved
in O(n3) time by a simple extension of the matching technique we applied
to solve the problem 1jp j = 1jå f j in Section 2.1. Recall that we solved the
single-machine unit-time problem by optimally matching the n given jobs j =
1;2; : : : ;n with the n time slots t = 1;2; : : : ;n. This involved formulating and
solving an assignment or matching problem for an nn matrix with entries of
the form f j(t). The only new wrinkle required to solve Qjp j = 1jå f j in the
same way is in the generation of the values of t for the n time slots to which
the jobs matched.
Because we assume the functions f j are monotone, we know there is an op-
timal schedule with no unforced machine idle time. This means that if ni
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unit-length are processed on machine i, those jobs will be completed at times
t = 1=si;2=si; : : : ;ni=si. More generally, the completion times of the jobs in an
optimal schedule can be assumed to be the n smallest values of t generated by
the algorithm we described in Section 8.1:
for h = 1;2; : : : ;n do
output k=si := delete-min(Q);
insert (k+1)=si into Q;
end
When this loop was used to generate coefficients for the problem QjjåC j in
Section 8.1, k denoted the kth-last position on machine i, whereas here k de-
notes the kth-earliest time slot and k=si is the completion time of the job pro-
cessed in that slot.
For general f j functions, O(n2) time is required to construct the data for the
matching problem and O(n3) time is required to solve it. However, for certain
scheduling objectives, the matching problem has a trivial solution. For exam-
ple, in the case of Qjp j = 1jåw jC j, the problem is simply that of matching
the largest weight w j with the smallest completion time, the second-largest w j
with the second-smallest completion time, and so on. Thus the time required
to solve Qjp j = 1jåw jC j is only O(n logn), the time required to sort the w j
and to generate the values of t. For other examples, see the exercises.
Exercises
8.13. Describe how to solve Qjr j; p j = 1jåC j in O(n logn) time.
8.14. Describe how to solve Qjp j = 1jåU j in O(n logn) time.
8.15. Describe how to solve Qjp j = 1j fmax in O(n2) time.
Notes
8.1. Total completion time, nonpreemptive scheduling. The extension of the SPT rule
to PjjåC j is due to Conway, Maxwell & Miller [1967]. The solution of QjjåC j is
due to Horowitz & Sahni [1976]. RjjåC j was formulated as a matching problem by
Horn [1973] and by Bruno, Coffman & Sethi [1974].
8.2. Total completion time, preemptive scheduling. Lemma 8.1 is due to Lawler [ ];
the surveys by Graham et al. [1979] and Lawler et al. [1993] erroneously attribute
the result to Lawler & Labetoulle [1978]. Theorem 8.2 was proved by Gonzalez
[1977]. Sitters [2005] established NP-hardness of RjpmtnjåC j by a reduction from
3-dimensional matching.
8.3. Total weighted completion time, complexity. NP-hardness of P2jjåw jC j was
proved by Bruno, Coffman & Sethi [1974]; Lenstra, Rinnooy Kan & Brucker [1977]
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gave a simpler proof. McNaughton [1959] showed that there is no advantage to
preemption in Pjpmtnjåw jC j.
For Pjjåw jC j, an obvious idea is to apply list scheduling with the jobs listed ac-
cording to nondecreasing ratios p j=w j. Eastman, Even & Isaacs [1964] investigated
the performance of this ratio rule and gave a lower bound on the optimum solution
value. This lower bound has been the basis for the branch-and-bound algorithms of
Elmaghraby & Park [1974], Barnes & Brennan [1977], and Sarin, Ahn & Bishop
[1988]. Kawaguchi & Kyan [1986] refined the analysis of the ratio rule and gave
a performance ratio of (
p
2+ 1)=2. Sahni [1976] gave algorithms Ak with running
time O(n(n2k)(m 1)) and performance ratio 1+1=k.
Gonzalez [1977] devised a complicated, but polynomial-time, algorithm for
Qjpmtn; d¯ j = d¯jåC j. As we note in Exercise 8.9, jobs are executed in SPT order
for this problem. This makes it possible to give the problem a linear programming
formulation, using ideas presented in Section 10.2. McCormick and Pinedo [1995]
have investigated an LP formulation in which the objective is to minimize a linear
combination of flow time and makespan, and gave an algorithm that minimizes flow
time subject to a fixed makespan deadline. They showed how to generate the entire
trade-off curve between total completion time and makespan. The schedules gener-
ated put the jobs with the shortest processing times on the fastest machines, except
when it is necessary to fit a block of long jobs under the deadline.
NP-hardness of P2jtreejåC j and P2jchainjåC j was proved by Sethi [1977] and
Du, Leung & Young [1991], respectively. The dynamic programming formulation
for Qmjjåw jC j is due to Rothkopf [1966] and Lawler & Moore [1969].
8.4. Other minsum criteria, complexity. NP-hardness of PjpmtnjåU j was proved by
Lawler [1983]. Also the pseudopolynomial-time algorithm for Qmjpmtnjåw jU j is
due to Lawler [1979A]. Lawler [ ] and Dessouky et al. [1990] noticed that Qjp j =
1jå f j and Qjp j = 1j fmax, and variations of these problems, can be formulated and
solved as matching problems. Lawler [1976A] proposed an O(n logn) algorithm for
the special case of Pjp j = 1jåw jU j.
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Minmax criteria, no
preemption
David B. Shmoys
Cornell University
Jan Karel Lenstra
Centrum Wiskunde & Informatica
Four authors wish to write a book, which will consist of fifteen chapters. Each chap-
ter is to be written by a single author. The chapters differ in length, and the authors
differ in expertise. The speed at which an author will be able to complete a chapter
depends on his, or her, familiarity with its subject matter. The completion date of the
manuscript is to be minimized. Who should do what?
Irrespective of the practical relevance of this model, it is one of the central prob-
lems in scheduling theory. In its general form, the authors are unrelated parallel ma-
chines, the chapters are jobs, and the problem is RjjCmax. The reader should recall
the definitions of unrelated, uniform, and identical parallel machines (see Section
1.2). We have seen that, for these machine environments, there is a drastic difference
in complexity between minimizing maximum and total completion time: RjjåC j
is solvable in polynomial time (see Section 8.1), but P2jjCmax is already NP-hard
(see Section 2.4). As long as the number of machines is a constant, dynamic pro-
gramming can be applied to solve RmjjCmax in pseudopolynomial time (see Section
8.3); however, when m is an input, even PjjCmax is NP-hard in the strong sense (see
Section 2.4).
This chapter, then, is about hard problems. The design of efficient approximation
algorithms and of enumerative optimization methods is called for. We will emphasize
the performance analysis of approximation algorithms. The empirical analysis of
1
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approximation and optimization procedures will not be discussed in detail. We have
chosen to summarize computational work of interest in the notes.
We start in Section 9.1 with some classical results for PjjCmax due to R. L. Gra-
ham, whose work initiated the investigation of the worst-case performance of heuris-
tic methods for optimization problems. More recent results on performance guaran-
tees for identical, uniform, and unrelated machines are given in Sections 9.2, 9.3, and
9.4, respectively. Section 9.5 considers guarantees for unrelated machines which, in
all likelihood, cannot be achieved.
In Section 9.6, we switch to probabilistic analysis. We will see that algorithms
that can behave pretty badly in the worst case do quite well on average. From a prac-
tical point of view, the two approaches are complementary. A worst-case approach
provides a performance bound for every instance, but the bound may be pessimistic,
as it depends on anomalous cases that rarely occur. A probabilistic analysis has the
potential to provide a more accurate picture of the real world. However, the resulting
statements carry no guarantee for any individual instance, and the analysis is ulti-
mately no more realistic than the probability distribution over the class of instances
on which it is based.
9.1. Identical machines: classical performance guarantees
In Graham’s ground-breaking paper, the problem studied is PjjCmax, and the method
analyzed is the list scheduling (LS) rule: the jobs are listed in any fixed order, and
whenever a machine becomes idle, the next job from the list is assigned to start
processing on that machine. Surprisingly, this simple rule has a constant relative
performance bound.
Theorem 9.1. For any instance of PjjCmax, Cmax(LS)=Cmax  2 1=m.
Proof. Let J` be the last job to be completed in a list schedule (cf. Figure 9.1). Note
that no machine can be idle before the starting time S` of J`. Intuitively, it is obvious
that a list schedule is no longer than twice an optimal one. Consider two parts of the
schedule, before and after S`. The optimum is at least as long as the first part, since
no machine is idle between 0 and S`, and the optimum is also at least as long as the
second part, since this part has the length of a single job.
More formally, the fact that no machine is idle prior to S` implies that å j 6=` p j 
mS`. Therefore,
Cmax(LS) = S`+ p`  1m åj 6=`
p j + p` =
1
måj
p j +
m 1
m
p`: (9.1)
By using the inequalities
Cmax 
1
måj
p j;Cmax  p`;
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Figure 9.1. A list schedule
we obtain the claimed bound. 2.
The bound of Theorem 9.1 is tight for any value of m, as is shown by the following
class of instances. Let n = m(m 1)+1, p1 = :::= pn 1 = 1, pn = m, and consider
the list (J1; :::;Jn). The list scheduling rule first assigns m  1 unit-length jobs to
each of the m machines and then is left scheduling Jn, so that Cmax(LS) = 2m  1.
The optimal schedule has length Cmax = m: it assigns Jn to a machine by itself and
balances the remaining m(m 1) jobs among the m 1 other machines.
As the previous example suggests, list scheduling may perform poorly when the
last job to finish is very long, and inequality (9.1) implies that this is the only way
in which poor schedules are generated. A natural way to try to prevent this is to
use a list in which the jobs are sorted in order of nonincreasing processing require-
ment. The next theorem shows that this longest processing time (LPT) rule performs
significantly better than arbitrary list scheduling.
Theorem 9.2. For any instance of PjjCmax, Cmax(LPT)=Cmax  4=3 1=3m.
Proof. Suppose that the theorem is false, and consider a counterexample with the
minimum number of jobs. Let job J` be the job that completes last. If ` < n, then
the instance consisting of jobs fJ1; :::;J`g is a smaller counterexample, since the
completion time of the LPT schedule is unchanged, whereas the optimal schedule
length can only decrease by considering only a subset of the jobs. Hence, job Jn is
the last to finish. We will consider two cases separately: (i) pn  Cmax=3; and (ii)
pn >Cmax=3. In case (i) it is easy to see that (9.1) immediately implies the theorem,
since
Cmax(LPT) 1måj
p j +
m 1
m
p` Cmax+
m 1
m
Cmax
3
= (
4
3
  1
3m
)Cmax:
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We will show that if case (ii) holds, then the LPT rule delivers an optimal solution.
Observe that in the optimal schedule it is impossible for three jobs to be assigned to
one machine, since the total processing time of those jobs is at least 3pn, which ex-
ceeds Cmax. Hence n 2m. Furthermore, we can assume that n>m, since otherwise,
the LPT rule assigns each machine at most one job, which is clearly optimal.
Consider the following schedule p: we first show that it is optimal, and then show
that LPT must output p.
For p, we first assign job Ji to machine Mi, i= 1; :::;m. (Of course, we can assume
without loss of generality that is also true for the LPT schedule.) Furthermore, we
also assign the job Jm+i to machine Mm+1 i, j = 1; : : : ;n m. In other words, jobs
J j and J2m  j+1 are paired together on machine M j, j = 2m n+1; : : : ;m.
Suppose, for a contradiction, that this schedule is not optimal; let p0 denote an
optimal schedule. If Cpmax = p j for some job J j (requiring of course that n < 2m),
then we get a contradiction directly, since p j must be a lower bound on the makespan
of any schedule. Hence Cpmax = p j + p2m  j+1; for some j = 1; : : : ;m. In p0, for each
k= 1; : : : ; j 1, job Jk cannot be paired on the same machine with some job J`, where
`= 1; : : : ;2m  j+1, since otherwise,
Cp
0
max  pk + p`  p j + p2m  j+1 Cpmax;
and hence p0 is not better than p. This means that in p0, the jobs J1; : : : ;J j 1 must all
be assigned to distinct machines; index the machines so that Ji is scheduled in p0 on
Mi, i= 1; : : : ; j 1. Furthermore, we know that jobs J j; : : : ;J2m  j+1 are not scheduled
on machines M1; : : : ;M j 1. Hence, there are (2m  j+ 1)  ( j  1) = 2(m  j+ 1)
jobs scheduled on m  j+1; since each machine gets at most 2 jobs, we can conclude
that each of the machines M j; : : : ;Mm is assigned exactly 2 jobs in p0. Consider the
machine with job J j; this machine completes at time at least p j + p2m  j+1 =Cpmax,
and hence p0 is not better than p. We have shown that p is optimal.
Now we want prove that the LPT rule produces p. We have indexed the machines
and jobs so that the LPT schedule coincides with p for scheduling the first m+ 1
jobs. (We will assume that when scheduling jobs Jm+1;Jm+2; : : : ; if two machines
complete their jobs at the same time, we next assign a job to the higher indexed
machine.) Consider the first time that LPT schedules in a way different from p,
when scheduling some job Jk, where k > m+ 1. In p, we assign job Jk to machine
M2m k+1. For LPT to select a different machine for Jk, it must be that some machine
M j, j = 2m k+1; : : : ;m completes its second job no later than M2m k+1 completes
its first (i.e., J2m k+1). Hence,
C2m k+1 = p2m k+1  p j + p2m  j+1 > 2Cmax=3:
But then, in p, job Jk is assigned to the same machine as J2m k+1, and hence it com-
pletes in p at time p2m k+1+ pk, which must be greater than Cmax, which contradicts
the optimality of p. Hence, in case (ii), the schedule produced by the LPT rule is
optimal. 2
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Again, the bound of Theorem 9.2 is tight for any value of m; see Exercise 9.1.
Inequality (9.1) holds whenever there is no idle time prior to the start of the job
that completes last. We will exploit this observation in the design of the following
algorithm Ak and its analysis. Let k be a fixed positive integer. Partition the job set
into two parts: the long jobs and the short jobs, where a job Js is said to be short
if ps  (1=km)å j p j. Note that there are less than km long jobs, and hence less
than mkm possible schedules for the long jobs. Enumerate all of these schedules, and
choose the shortest one. Extend this schedule by using list scheduling for the short
jobs. As in the analysis of the LPT rule, we consider the last job J` to be completed,
and distinguish between two cases. If J` is a short job, then inequality (9.1) implies
that
Cmax(Ak)<Cmax+ p` Cmax+
1
kmåj
p j  (1+ 1k )C

max:
If J` is a long job, then the schedule obtained is optimal, since Cmax(Ak) is equal to
the length of the optimal schedule for just the long jobs, which is clearly no more
than Cmax. Algorithm Ak can be implemented to run in O((mkm + n) logm) time,
which is polynomial for any fixed k and m. We have proved the following theorem.
Theorem 9.3. The family of algorithms fAkg forms a polynomial approximation
scheme for PmjjCmax.
This result has been improved into various directions. There is even a fully poly-
nomial approximation scheme for PmjjCmax. It is based on the same ideas as the
more general scheme for RmjjCmax, which is to be described in Section 9.4; see The-
orem 9.16. Further, in Section 9.2 we will give a polynomial approximation scheme
for PjjCmax, where m is an input; see Corollary 9.7.
For the special case that m = 2, there is an algorithm with the same performance
guarantee as the LPT rule (see Exercise 9.3), but with much better empirical behav-
ior. The main idea of this differencing (D) method is that two jobs are assigned at a
time, one to each machine. The decision as to which job is assigned to which ma-
chine is made by scheduling a smaller instance, where both jobs are replaced by a
single artificial job with processing time equal to the difference of their processing
times. More precisely, if there is only one job, assign it to M1; otherwise, if J j and Jk
are the longest and second longest jobs, respectively, replace these by a new job J`
with p` = p j  pk and call this procedure recursively; to convert the resulting sched-
ule to one for the original instance, if J` is assigned to Mi, then instead assign J j to
Mi and Jk to the other machine. We will return to the differencing method in Section
9.6.
Exercises
9.1. Prove that the bound given in Theorem 9.2 is tight for each m 1.
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9.2. Use the following approach to obtain a polynomial approximation scheme sim-
ilar to the scheme fAkg of Theorem 9.3: schedule the ` longest jobs optimally and
complete the schedule using list scheduling.
9.3. Prove that for any instance of P2jjCmax, Cmax(D)=Cmax  7=6, and show that
this bound is tight.
9.2. Identical machines: using bisection search for guarantees
The algorithms discussed in the previous section are only a first step towards under-
standing how to obtain good solutions for PjjCmax efficiently. In this section, it will
be useful to consider the decision version of PjjCmax: given a deadline d, does there
exist a schedule in which all jobs are completed by time d? An equivalent way to
pose this question is the following: given n items of specified sizes and m bins of
capacity d each, is it possible to pack the items in the bins so that no bin contains
items of total size more than d?
The problem of finding the minimum number of bins in which a given set of items
can fit is called the bin-packing problem. For this problem, there is an approximation
algorithm, called first fit decreasing ( FFD ), which resembles the LPT rule: number
the bins, list the items in order of nonincreasing size, and iteratively place the next
item from the list into the lowest-index bin in which it will fit. It can be shown that,
if b is the minimum number of bins, then FFD uses at most (11=9)b+4 bins.
The FFD procedure can also be used within an approximation algorithm for PjjCmax,
which applies bisection search over the values of d. Recalling our assumption that
all data are integral, we specify the multifit ( MF ) algorithm as follows:
S := a list schedule ;
UB :=Cmax(LS);
LB := maxfmax j p j; 1m å j p jg;
while LB 6=UB do
d := bLB+UB2 c;
run the FFD algorithm to pack the jobs in bins of size d (*);
if more than m bins are used by the packing (**) then
LB := d+1;
else
UB := d;;
S := new schedule;
end
end
Multifit has a better performance guarantee than is known for any variant of list
scheduling.
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Theorem 9.4. When multifit is run for ` iterations of bisection search, then for any
instance of PjjCmax, Cmax(MF)=Cmax  13=11+2 `:
This bound is tight. A surprising aspect of the proof of the theorem is that it does
not make use of the known analysis of the performance of FFD as a bin-packing
algorithm; the two guarantees seem to be unrelated.
In the multifit algorithm, the statements indicated by (*) and (**) can be viewed
as approximately answering the decision version of PjjCmax. Another way to obtain
such an approximation is by means of a r-relaxed decision procedure. This is an
algorithm with the following properties: for each instance and any deadline d, (i) it
either outputs ‘no’ or produces a schedule with Cmax  rd, and (ii) if the output is
‘no’, then there is no schedule with Cmax  d. Let Br denote the bisection search
procedure in which statements (*) and (**) are replaced by:
run a r-relaxed decision procedure to schedule the jobs within the deadline d; (†)
if the output is ‘no’ (††)
We have now obtained a general framework for constructing approximation algo-
rithms for PjjCmax and, as we shall see, for other problems as well. The following
lemma gives the main reason for its importance.
Lemma 9.5. For any instance of PjjCmax, Cmax(Br)=Cmax  r; furthermore, if the
r-relaxed decision procedure runs in polynomial time, then Br runs in polynomial
time.
Proof. To prove the performance bound, we show that the algorithm maintains
two invariants: at each iteration, (i) the schedule S has length Cmax  rUB, and (ii)
Cmax  LB. This suffices, since UB = LB at termination, so that the final schedule
has length Cmax  rUB = rLB rCmax.
Initially, both (i) and (ii) hold. Suppose that in a particular iteration UB is updated
to d. In this case, the decision procedure has produced a schedule with Cmax  rd, so
that (i) still holds. Now suppose that LB is updated to d+1. In this case, the decision
procedure has output ‘no’ and so no feasible schedule completes by d; hence, Cmax 
d+1 and (ii) still holds.
Furthermore, since the difference UB LB after ` iterations is an integer, bounded
from above by 2 `Cmax, the algorithm must terminate after a polynomial number of
iterations. Therefore, if the r-relaxed decision procedure runs in polynomial time,
the entire bisection search is completed in polynomial time. 2
As a consequence of this lemma, we need only design polynomial-time r-relaxed
decision procedures in order to obtain efficient approximation algorithms. We will
use this idea to obtain a polynomial approximation scheme for PjjCmax (where m is an
input). By Theorem 2.26, this is the best we can hope for, since no fully polynomial
approximation scheme exists unless P = NP.
For any fixed positive integer k, we will show how to construct a (1+1=k)-relaxed
decision procedure. Consider an instance of PjjCmax, along with a deadline d 
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max j p j. Once again, we partition the job set into short jobs and long jobs: in this
case, Js is called short if ps  d=k.
For the time being, suppose that we are fortunate and that there are no short jobs.
In the polynomial approximation scheme for a fixed number of machines, we solved
such an instance to optimality by complete enumeration. In order to reduce the
running time to be polynomial in m, we will produce only a near-optimal schedule
for the long jobs. To this end, we will use a dynamic programming algorithm to solve
a special case of the bin-packing problem. We assert that, when the bin-packing
problem is restricted to the class of instances where there are at most c1 distinct
item sizes and at most c2 items may be packed in one bin, then it can be solved in
O((c2n)c1) time (see Exercise 9.4). If c1 is a constant, this is a polynomial bound.
The decision procedure works as follows. Round down each processing time to
the nearest multiple of d=k2. Use the claimed algorithm for the special case of bin-
packing to find the minimum number of machines that suffices to complete all of
the rounded jobs by time d, assigning at most k  1 jobs to each machine. If the
optimal packing uses more than m machines, then output ‘no’; otherwise, consider
the packing as a schedule for the original instance.
We want to show that this procedure satisfies the two properties of a (1+ 1=k)-
relaxed decision procedure. Suppose that it produces a schedule. For any job, the
difference between the rounded and the original processing time is less than d=k2.
Since each machine processes fewer than k jobs, the cumulative effect of taking the
original processing times is less than k(d=k2) = d=k. Hence, the schedule completes
by time (1+ 1=k)d. On the other hand, suppose that the original instance has a
schedule of length at most d. Clearly, fewer than k jobs are assigned to each machine.
Hence, there must be a bin-packing for the rounded instance that uses at most m
machines, each processing at most k 1 jobs. Consequently, if the procedure outputs
‘no’, then there is no schedule for the original instance that completes by time d.
The rounding ensures that there are at most k2+1 distinct processing times. Since
k is fixed, the bin-packing algorithm runs in polynomial time, and it follows that our
procedure is a polynomial-time (1+1=k)-relaxed decision procedure.
Unfortunately, our discussion assumed that there were no short jobs. If there are
short jobs, then first check if å j p j > md. If so, output ‘no’. Otherwise, temporarily
delete the short jobs and try to find a schedule for the long jobs with the procedure
given above. Note that, if the original instance has a schedule that completes by d,
then we will obtain a schedule for this subset of jobs that completes by (1+1=k)d.
Once again, extend this schedule using list scheduling.
If this procedure outputs ‘no’, then clearly no schedule of length at most d exists.
Now we only need to show that, if a schedule is produced, then all short jobs are
completed by time (1+1=k)d. Suppose that a short job Js finishes after (1+1=k)d.
Since ps  d=k, it must have started after d, and thus all machines are processing
jobs until after time d. But this contradicts the fact that å j p j  md.
Summarizing, we have constructed the following (1+1=k)-relaxed decision pro-
cedure Dk:
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if å j p j > md then
output ‘no’;
else
temporarily focus on the subset of jobs JL := fJ jjp j > d=kg ;
round down the processing time of each J j 2 JL to the nearest multiple of
d=k2 ;
using the rounded data, find the optimal packing of JL into bins of capacity
d where each bin is assigned fewer than k jobs;
if the number of bins used is more than m then
output ‘no’;
else
interpret the packing as a schedule for the original data;
extend the schedule to include each J j 62 JL by using list scheduling.
end
end
We have already seen that, for any fixed value of k, the procedure can be imple-
mented to run in polynomial time. We have proved the following result.
Theorem 9.6. For any fixed integer k > 0, the algorithm Dk is a polynomial-time
(1+1=k)-relaxed decision procedure for PjjCmax.
Corollary 9.7. If the algorithm Br uses the r-relaxed decision procedure Dlc1=(r 1)rc,
then the family of algorithms fBrg forms a polynomial approximation scheme for
PjjCmax.
Exercises
9.4. Give an O((c2n)c1) algorithm to solve the bin-packing problem in the case that
there are at most at c1 distinct item sizes and at most c2 items may be packed in one
bin.
9.5. Prove that the following algorithm is a 5/4-relaxed decision procedure for PjjCmax.
The algorithm consists of six stages. In stage 1, check if å j p j > md; if so, output
‘no’ and halt. For stages 2 through 5, all J j with p j < d=4 are temporarily set aside
and the instance consisting of the remaining jobs is considered. In stage 2, while
there exists a job J j with p j  d=2, find the longest job Jk such that p j + pk  d and
schedule J j and Jk by themselves on one machine. Stages 3, 4 and 5 are executed
m times; if none of these attempts succeeds in scheduling all J j with p j  d=4 on
m machines, then output ‘no’ and halt. For k = 1; :::;m, the k th attempt is as fol-
lows: in stage 3, find the 2k unscheduled jobs with the longest processing times and
schedule them two per machine in an arbitrary way; in stage 4, while there exists a
job J j with p j > 5d=12, schedule it on a machine with the two longest unscheduled
jobs with processing time at most 3d=8; in stage 5, schedule the remaining jobs three
per machine in an arbitrary way. If a schedule has been constructed for all J j with
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p j  d=4 using no more than m machines, then stage 6 extends it for the remaining
jobs by list scheduling.
9.6. Give a 6/5-relaxed decision procedure for PjjCmax that runs in O(mn) time. Can
you improve this to O(n logn)?
9.7. (a) Consider the following variant of PjjCmax, which we denote by PjmemjCmax.
Each job J j has both a processing requirement p j and a memory requirement r j.
Machine Mi has a memory of size si and can only process job J j if si  r j. The
aim is to find a schedule that minimizes the maximum completion time subject to
the memory constraints. Consider the largest memory first ( LMF ) rule: the jobs are
listed in order of nondecreasing memory requirement, and when a machine becomes
idle, it chooses the next job from the list for which its memory is large enough. Prove
that, for any instance of PjmemjCmax, Cmax(LMF)=Cmax  2 1=m:
(b) Suppose that there is a total of s¯ units of memory. The memory can be parti-
tioned among the m machines in any way, but it must be done prior to scheduling
the jobs. The aim is to find the optimal partition of the memory so that the schedule
length for the resulting PjmemjCmax instance is minimized. Show how to compute
a partition of the memory for which Cmax(LMF)=Cmax  2  1=m, where Cmax is
the optimal schedule length with respect to the optimal memory partition. (Hint:
Suppose that the machines and jobs are indexed in order of nondecreasing memory
size and requirement, respectively, and let LB be a lower bound on Cmax. For each
i = 1; :::;m, let k(i) be the smallest integer k such that åkj=1 p j > (i 1)LB. Then we
need si  rk(i) in order to achieve the lower bound. If there is sufficient memory to
assign rk(i) units to each Mi, then the algorithm terminates; if there is not, this fact
can be used to increase LB and a new iteration is begun.)
9.8. It is not hard to extend the performance guarantees for variants of list scheduling
to Pjr jjLmax.
(a) Prove that, if list scheduling is used with the jobs given in EDD order, then, for
any instance of Pjr jjLmax, Lmax(EDD) Lmax  (2 1=m)max j p j.
(b) Prove that, in the delivery time model (as in Chapter 3), for any instance of
Pjr jjLmax, Lmax(LS)=Lmax < 2.
9.3. Uniform machines: performance guarantees
Unfortunately, machines are not created equal, and may work at different speeds.
Order the machines so that the speeds are nonincreasing; that is, s1  s2  :::  sm.
If p j denotes the processing requirement of job J j, then processing J j on Mi takes
p j=si time units.
In this more general model, the simplest algorithms do not work quite as well. For
example, consider the list scheduling rule. We can analyze this procedure using the
same techniques as in the case of identical machines. Let J` be the job that completes
last in some list schedule, and let t denote the time at which J` begins processing; no
machine is idle prior to time t. Since Mi has the capacity to process tsi units by time
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t, it follows that
å
j 6=l
p j  tå
i
si:
Since there must be sufficient capacity to process all of the jobs by Cmax,
Cmaxå
i
si å
j
p j:
The processing of J` takes at least p`=s1 time units, and so Cmax  p`=s1. On the
other hand, J` is certainly processed in the list schedule within p`=sm time units.
Combining these pieces, we see that
Cmax(LS) t+ p`=sm  å j 6=l
p j
åi si
+
p`
sm
=
å j p j
åi si
+ p`(
1
sm
  1
åi si
)
Cmax+Cmaxs1(
1
sm
  1
åi si
):
Thus, we have shown the following theorem.
Theorem 9.8. For any instance of QjjCmax, Cmax(LS)=Cmax  1+ s1=sm  s1=åi si.
In fact, this bound is tight, and by an appropriate choice of machine speeds may
exceed any constant (see Exercise 9.9).
If we were to follow the approach adopted for identical machines, we would next
focus on ways to construct a special list for which the list scheduling rule can then be
run. However, unlike PjjCmax, there need not be a list for which the list scheduling
rule gives the optimal schedule for QjjCmax. The reason for this is that list schedul-
ing always delivers a schedule in which no machine is idle while there is still an
unscheduled job. It is easy to construct instances for which every optimal schedule
contains such unforced idle time (see Exercise 9.10).
The following simple variant of list scheduling may create unforced idle time:
schedule the jobs in the order of the list, always assigning the next job to the machine
on which it would complete earliest. While this strategy has a better performance
guarantee, it still does not deliver solutions for QjjCmax that are within a constant
factor of the optimum. However, the LPT variant of this rule, which we shall call
LPT0, works quite well.
Theorem 9.9. For any instance of QjjCmax, Cmax(LPT0)=Cmax  2 1=m.
Proof. Suppose that the theorem is false, and consider a counterexample in which
the sum of the number of jobs and the number of machines is minimum. Let m
and n, respectively, denote the number of machines and the number of jobs in this
counterexample. We shall assume that the jobs are indexed so that p1 p2 ::: pn.
Consider the schedule generated by LPT0. Suppose that no job is scheduled on
machine Mi. Since Jn is not scheduled on Mi, pn=si Cmax(LPT0) >Cmax. There-
fore, Mi must be completely idle in any optimal schedule as well. But then, if we
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delete Mi, we have not changed either the LPT0 schedule or the optimal schedule,
and we obtain a smaller counterexample, which is a contradiction. Similarly, sup-
pose that J` is the last job to finish, where ` < n. In that case, we can obtain a smaller
counterexample by deleting all jobs J j, j > `, since that does not change the length
of the LPT0 schedule and does not increase Cmax. Thus, we may assume that Jn is the
last job to finish.
By the way in which Jn is assigned to a machine, we see that for each Mi,
Cmax(LPT0)si  pn+ å
J j on Mi; j 6=n
p j:
Summing this inequality for all i = 1; :::;m, we get
Cmax(LPT0)å
i
si  mpn+å
j 6=n
p j = (m 1)pn+å
j
p j:
Since no machine is idle, m n, and thus mpn  å j p j. From these inequalities, we
see that
Cmax(LPT 0) (2  1m )
å j p j
åi si
 (2  1
m
)Cmax;
which shows that our instance is not a counterexample. 2
Unlike all of the analyses that we have seen thus far, the bound given in Theorem
9.9 is not tight. In fact, by using additional structural information, one can show that
the performance ratio is no more than 19/12. This is also not known to be tight; for
the worst example known, Cmax(LPT0)=Cmax = 1:52.
From the previous section, recall the notion of a r-relaxed decision procedure and
the bisection search procedure Br in which it was used. The concept of a r-relaxed
decision procedure can be applied equally well to QjjCmax. Furthermore, we can
adapt the initial lower and upper bounds to obtain the following analogue of Br.
It is easy to see that the analogue of Lemma 9.5 is also valid for QjjCmax. We will
give a simple 3=2-relaxed decision procedure for QjjCmax, which therefore yields a
3/2-approximation algorithm for QjjCmax.
Our 3/2-decision procedure is a recursive algorithm; that is, it calls itself as a
subroutine, but for a smaller instance. Let the procedure be called Recurse(J;m;d)
where J denotes the set of jobs, m indicates that there are machines M1;M2; :::;Mm
(where s1  s2  :::  sm ) and d is the deadline being considered. Recall that the
output must either be a schedule that completes by (3=2)d or ‘no’, where ‘no’ is
output only if there is no schedule that completes within the deadline d.
The procedure first checks if the capacity of the machines is sufficient for the
given jobs: if åJ j2J p j > då
m
i=1 si, then output ‘no’ and halt. Otherwise, if m = 1,
all jobs in J are assigned to machine M1, and the procedure ends. If m > 1, let S be
the set of all jobs J j 2 J such that p j  dsm=2: If there are no jobs J` in J  S with
p`  dsm, call Recurse(J  S;m  1;d). Otherwise, among all such jobs in J  S,
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S := the LPT’ schedule;
UB :=Cmax(LPT 0) ;
LB := maxfp1=s1;(å j p j)=(åi si);Cmax(LPT 0)=2g ;
while LB 6=UB do
d := bLB+UB2 c ;
run a r-relaxed decision procedure to schedule the jobs within the deadline
d ;
if the output is ‘no’ then
LB := d+1;
else
UB := d; S := new schedule;
end
end
let Jr denote one of these with maximum processing requirement. Assign Jr to be
scheduled on Mm and call Recurse(J  S fJrg;m  1;d). If the procedure has not
output ‘no’ and halted, extend the schedule for J  S on M1; :::;Mm to include S by
using list scheduling; that is, order the jobs of S arbitrarily, and assign the next job to
be scheduled on the machine that is currently finishing earliest.
Theorem 9.10. Recurse(fJ1; :::;Jng;m;d) is a 3=2-relaxed decision procedure for
QjjCmax.
Proof. We first show that if there is a schedule that completes within time d, then the
procedure outputs a schedule. To prove this, we will prove the following important
claim: if the original instance has a schedule that completes by time d, then so must
the smaller instance for which the recursive call is made. Given this, it is clear that
no recursive call will ever output ‘no’ for an instance with a feasible deadline, and
so a schedule will be output. If d is a feasible deadline to schedule J on the fastest m
machines, then J S can also be scheduled on these m machines by time d. But for
this subinstance, each job J j has p j > dsm=2, and so in any schedule that completes
by time d, at most one of these jobs is scheduled on Mm. If all jobs have processing
requirement more than dsm, then clearly, Mm must be completely idle. Otherwise,
an interchange argument shows that there always exists a feasible schedule in which
Jr is scheduled on Mm. In either case, we have shown that the subinstance for which
the recursive call is made has a schedule that completes within time d.
For the second half of the proof, we will show by induction on m that if a schedule
is produced, then it completes all jobs before (3=2)d. It is a simple exercise to
verify the claim for m = 1. Suppose that the algorithm outputs a schedule. Then
the recursive call must also output a schedule, and by the inductive hypothesis, all
jobs in J S are completed before (3=2)d. The job Jr, if it exists, clearly completes
by time d. Since the machines have sufficient capacity to schedule all jobs within
d time units, in any partial schedule, the machine that is currently finishing earliest
must complete its jobs before time d. Each job J j 2 S has p j  dsm=2 and therefore
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takes at most d=2 time units on any machine. But then each job in the list is assigned
to a machine on which it completes before (3=2)d. 2
There is an analogue of the multifit (MF) procedure for QjjCmax as well. This
algorithm does still better.
Theorem 9.11. When multifit is run for only ` iterations of bisection search, then
for any instance of QjjCmax, Cmax(MF)=Cmax  1:382+2 `.
Finally, the approach that employs a (1+1=k)-relaxed decision procedure to con-
struct a polynomial approximation scheme for PjjCmax can also be extended to the
case of QjjCmax. The polynomial approximation scheme for QjjCmax is substantially
more complicated, and beyond the scope of this book.
Exercises
9.9. Give a family of instances of QjjCmax that shows there does not exist a constant
c such that Cmax(LS)=Cmax  c.
9.10. Give an instance of QjjCmax for which all optimal solutions have unforced idle
time.
9.11. Show that the following algorithm is a 2-relaxed decision procedure for QjjCmax.
For each machine, construct a list of jobs so that these lists form a partition of the set
of jobs. Assign each job J j to the list of the slowest machine Mi such that p j  sid.
When a machine Mi becomes idle, schedule the next job in its list on Mi; if its list
is empty, find the the next slower machine with a non-empty list, and schedule the
next job from that list on Mi. (When a job is scheduled, delete it from its list.) If the
schedule constructed has Cmax > 2d, instead output ‘no’.
9.4. Unrelated machines: performance guarantees
When the machines are unrelated, it is possible that J1 takes much longer on M2 than
on M1, whereas J2 takes much longer on M1 than on M2. This generalization makes
it substantially more difficult to obtain good approximate solutions. We shall see that
this statement can be made more precise. Throughout the next two sections, the time
that it takes to process J j on Mi will be denoted by pi j = p j=si j, which we assume to
be integral.
The worst-case performance of list scheduling or any other known simple schedul-
ing rule is pretty dismal. For example, the greedy (G) algorithm naively assigns each
job to the machine on which it takes the least time. Clearly, this schedule completes
within T = å j mini pi j. In addition, one can view T as the minimum total require-
ment of the jobs, and since the best one could hope for is to balance this load evenly
over all machines, Cmax  T=m.
Theorem 9.12. For any instance of RjjCmax, Cmax(G)=Cmax  m.
This bound is tight (see Exercise 9.12).
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A clever variant of list scheduling is significantly better. Maintain a separate
list for each machine, and sort all n jobs for Mi ’s list in order of nondecreasing
relative speed, pi j=minh ph j, j = 1; :::;n. Whenever a machine is idle, assign the
next unscheduled job in its list, unless the smallest ratio of an unscheduled job is
more than sqrtm; in this case, no further jobs are scheduled on that machine. This
relative speed ( RS ) rule can be shown to guarantee the following performance.
Theorem 9.13. For any instance of RjjCmax, Cmax(RS)=Cmax 2:5
p
m+1+1=(2
p
m).
This bound is tight up to a constant factor.
Linear programming can be used to construct a much more effective procedure.
One natural way to formulate RjjCmax as an integer linear programming problem is
as follows:
minCmax
subject to
å
j
pi jxi j Cmax; for i = 1; :::;m; (9.2)
å
i
xi j = 1; for j = 1; :::;n; (9.3)
xi j 2 f0;1g; for i = 1; :::;m; j = 1; :::;n; (9.4)
where xi j indicates whether job J j is assigned to Mi. If each integer constraint (9:4) is
relaxed to the linear constraint xi j  0, then we can solve the resulting linear program
LP1 to obtain a lower bound on Cmax.
In fact, LP1 can also be used to obtain good integer solutions as well. The main
idea is to obtain an optimal solution x to LP1; then, if xi j = 1, assign J j to machine
Mi, and deal with the unassigned jobs in some other manner. We may assume that x
is an extreme point of LP1, and we will use this in a critical way.
Consider any extreme point xˆ of the feasible region of the linear program LP1.
There are mn+1 variables in LP1, and so there must be mn+1 linearly independent
constraints of LP1 for which xˆ is the unique feasible solution that satisfies these
constraints with equality. However, other than those of the form xi j  0, there are
only m+n constraints. Therefore, all but m+n 1 of the components of xˆ must equal
0. In order to satisfy the constraints (9.3), at least one component xˆi j must be positive
for each j= 1; :::;n. There are at most m 1 other positive components, and so for all
but at most m 1 of the constraints (9.3), exactly one variable is positive, and hence
equal to 1. Therefore, the approach suggested above will be able to immediately
assign all but at most m 1 jobs.
If the number of machines is small, then the schedule can be completed by enu-
merating all of the possible extensions and choosing the best one. This algorithm
based on linear programming (LP) can be analyzed in the following way. Consider
the schedule that is based in part on the integer assignments indicated by the optimal
solution to LP1, but is completed by assigning the remaining jobs to the machine
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on which they run in a particular optimal schedule. Of course, the schedule found
by heuristic is at least as good as this new one. The new schedule can be split into
two partial schedules in the obvious way. The partial schedule given by the linear
programming solution has Cmax no more than Cmax, as does the partial schedule for
the remaining jobs. Since Cmax(LP) is no more than the sum of these two parts,
Cmax(LP) 2Cmax.
Unfortunately, there can be mm 1 ways to assign each of the m  1 jobs to one
of m machines, and so there is no apparent way to find the optimal extension in
polynomial time. However, this takes only constant time if m is fixed, and so we get
the following result.
Theorem 9.14. The algorithm LP is a polynomial-time algorithm for RmjjCmax, and
for any instance, Cmax(LP)=Cmax  2.
Once again, there exist examples that prove that this analysis is tight. Later in this
section, we will derive a fully polynomial approximation scheme for RmjjCmax.
This linear programming approach can be extended to yield a polynomial-time
algorithm when m is an input. Once again, we will switch to the perspective of
finding a r-relaxed decision procedure. In this case, the bisection search procedure
must be modified to initialize S, UB and LB as follows:
S := the greedy schedule;
UB :=Cmax(G) ;
LB := å j mini pi j;
Since UB and LB can be within a factor of m initially, we might need to perform
an additional log2 m iterations until the bisection search terminates, but an analogue
of Lemma 9.5 remains true.
We will show that the linear programming approach leads to a polynomial-time
2-relaxed decision procedure, which then yields a polynomial-time 2-approximation
algorithm. Suppose that we wish to test if Cmax  d. We can view this as testing the
feasibility of the following system of constraints:
å
j
pi jxi j  d; for i = 1; :::;m; (9.5)
å
i
xi j = 1; for j = 1; :::;n; (9.6)
xi j 2 f0;1g; for i = 1; :::;m; j = 1; :::;n: (9.7)
We will, as before, consider the linear relaxation of this, but in order to obtain a
tighter relaxation, we add the constraints
xi j = 0; if pi j > d: (9.8)
Let LP2 denote the linear relaxation of the system of constraints (9.5)–(9.8). We
will show how to round any extreme point of LP2 into an integer solution that cor-
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responds to a schedule with Cmax < 2d. This rounding procedure can be done in
polynomial time, and so we get the following polynomial-time 2-relaxed decision
procedure: test if LP2 is feasible; if not, output ‘no’; otherwise, find an extreme
point of LP2 and round it to obtain the desired integer solution.
Suppose that LP2 is feasible and we want to round the extreme point xˆ. One
way to model the structure of this solution is to form a bipartite graph: G(xˆ) =
(M;J;E), where M = fM1; :::;Mmg and J = fJ1; :::;Jng are the sets of machines and
jobs, respectively, and E = f(Mi;J j)jxˆi j > 0g. As in the proof of Theorem 9.14,
by observing that LP2 has mn variables and only m+ n constraints not of the form
xi j  0, we see that G(xˆ) has no more edges than nodes. We now show that each
connected component of G(xˆ) has this property.
Let C be a connected component of G(xˆ). If MC and JC are the sets of machine
and job nodes contained in C, let xˆC denote the restriction of xˆ to those xˆi j for which
i 2MC and j 2 JC, and let xˆC¯ denote the remaining components of xˆ. For simplicity
of notation, reorder the components so that xˆ = (xˆC; xˆC¯). The connected component
C induces a smaller scheduling problem which restricts attention to the subset of ma-
chines MC and the subset of jobs JC. We can formulate an analogous linear program
to LP2 for this subproblem, and denote it by LPC.
We first prove that xˆC is an extreme point of LPC. Suppose not; then there exist
distinct y1 and y2 such that xˆC = (y1 + y2)=2, where each yi is a feasible solution of
LPC. But now, xˆ = ((y1; xˆC¯)+ (y2; xˆC¯))=2 where each (yi; xˆC¯) is a feasible solution
of LP2, which contradicts the fact that xˆ was chosen to be an extreme point of LP2.
Hence, xˆC is an extreme point of LPC, and it follows that G(xˆC) = C has no more
edges than nodes.
Since each component of G(xˆC) has no more edges than nodes, and is, by defini-
tion, connected, each component must be either a tree or a tree plus one additional
edge. We now use this fact to round the corresponding extreme point xˆ. As before,
for each edge (Mi;J j) with xˆi j = 1, we assign job J j to machine Mi. These jobs
correspond to job nodes of degree 1, so that by deleting all of these nodes we get a
graph of the same type, G0(xˆ), with the additional property that each job node has
degree at least 2.
We show that G0(xˆ) has a matching that covers all of the job nodes. For each
component that is a tree, root the tree at any node, and match each job node with any
one of its children. (Note that each job node must have at least one child and that,
since each node has at most one parent, no machine is matched with more than one
job.) For each component that contains a cycle, take alternate edges of the cycle in
the matching. (Note that the cycle must be of even length.) If the edges of the cycle
are deleted, we get a collection of trees which we think of as rooted at the node that
had been contained in the cycle. For each job node that is not already matched, pair
it with one of its children. This gives us the desired matching. If (Mi;J j) is in the
matching, assign job J j to be processed on machine Mi.
It is straightforward to verify that the resulting schedule has Cmax  2d. For each
machine Mi, at most one job J j is assigned to it based on the matching in G0(xˆ). Since
the corresponding xˆi j must be greater than 0, pi j  d. For all of the remaining jobs
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assigned to Mi, the corresponding component of xˆ is one, and so by (9.5), the total
processing time of these jobs is at most d. Therefore, each machine is assigned jobs
with total processing time at most 2d. On the other hand, any schedule with Cmax  d
corresponds to an (integer) feasible solution to LP2, and so if LP2 is infeasible, we
are justified in answering ‘no’.
By using this relaxed decision procedure within the usual framework, we have
obtained the following result for this approximation algorithm based on linear pro-
gramming ( LP0 ).
Theorem 9.15. The algorithm LP0 is a polynomial-time algorithm for RjjCmax and
for any instance, Cmax(LP0)=Cmax  2.
It is not hard to construct a family of instances that show that this analysis cannot
be improved to yield a better worst-case bound (see Exercise 9.13).
It is significant to note that the structure of G(xˆ) that was used in rounding xˆ can
also be used in finding an extreme point of LP2. From a practical point of view,
this characterization leads to a particularly efficient implementation of the simplex
method. Alternatively, the structure of this linear program can be used to derive a
special-purpose combinatorial algorithm that runs in polynomial time.
Consider again the special case when the number of machines is a fixed integer
m. We will show that in this case, there is a fully polynomial approximation scheme.
Clearly, this implies that such a scheme exists for the cases of a fixed number of
identical machines or uniform machines. The heart of the scheme is a pseudopoly-
nomial algorithm to find an optimal solution to RmjjCmax. It is not hard to see that
dynamic programming can be used to derive an algorithm that runs in O(nmT m 1)
time, where T = å j mini pi j (see Exercise 9.18).
Given this pseudopolynomial-time algorithm, it is rather straightforward to com-
plete the fully polynomial approximation scheme. For each positive integer k, we
will construct a (1+ 1=k)-approximation algorithm. Approximate each processing
time pi j by bpi j=dc, where d = T=(kmn). Note that this rescales T to at most kmn.
Find the optimal solution to this rescaled and rounded problem in O(nm(kmn)m 1)
time, and consider this schedule for the original processing times. The schedule
obtained is also optimal for the instance with processing times given by dbpi j=dc,
i = 1; :::;m; j = 1; :::;n, and its value of Cmax with these processing times is clearly
a lower bound on the desired optimum. Since each C j is the sum of at most n indi-
vidual processing times, the difference between the value of Cmax for this schedule
with the original processing times and the value of Cmax for this schedule with the
rounded processing times is at most
nd= nT=kmn =
1
k
T
m
 1
k
Cmax:
Therefore, this algorithm, which we shall call Hk, has the worst-case guarantee
Cmax(Hk)=Cmax  1+1=k, and we have obtained the following result.
Theorem 9.16. For any fixed m, the family of algorithms fHkg forms a fully polyno-
mial approximation scheme for RmjjCmax.
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Exercises
9.12. Give a family of examples that shows that for any number of machines, the
analysis given for the greedy algorithm is tight.
9.13. Give a family of examples that shows that the analysis of LP0 given in Theorem
9.15 is tight. In addition, show that this bound is tight, even if m = 2.
9.14. Suppose that when job J j is assigned to machine Mi a cost of ci j is incurred.
Let c denote the minimum total cost of any schedule with maximum completion
time Cmax. Use the linear programming approach to give an algorithm that delivers a
schedule with Cmax  2Cmax with total cost no more than c.
9.15. Suppose that when job J j is scheduled on machine Mi, it may take anywhere
between li j and ui j time units. If job J j is scheduled on machine Mi to be processed
in ui j time units, a cost of ci j is incurred; job J j may be processed faster on Mi
by incurring an additional cost of si j per unit decrease. For example, the cost of
scheduling J j on Mi to take li j units is ci j+ si j(ui j  li j). The objective is to schedule
all jobs with minimum total cost, subject to the constraint that all jobs are completed
within a deadline d. Use the linear programming approach to devise an algorithm
that delivers a schedule that costs no more than this optimum, and completes all jobs
within 2d. (Hint: When job J j is processed for any time in the range between li j
and ui j, this can be viewed as processing some fraction of the job on machine Mi at
the speed needed to process the entire job in li j time units, and the complementary
fraction is processed at the speed at which it would be processed in ui j time units.)
9.16. Consider the variant of the decision version of RjjCmax where each machine
Mi has its own deadline di. Modify the approach used in algorithm LP0 to give an
algorithm that either outputs ‘no’, or else outputs a schedule in which each machine
Mi completes its assigned jobs by di +max j pi j, where ‘no’ is output only when no
schedule completes all jobs within the given deadlines.
9.17. The linear programming approach can also be used to design a polynomial
approximation scheme for RmjjCmax, where the space required does not depend ex-
ponentially on m. Recall that in designing a (1+1=k)-approximation algorithm it is
sufficient to find a (1+ 1=k)-relaxed decision procedure. To use this approach, one
can define a suitable notion of a bad assignment, where the job takes a constant frac-
tion of the time prior to the deadline if assigned to that machine. As a result, there
are only a constant number of ways to make bad assignments of the jobs. Combine
complete enumeration of these possibilities with the algorithm of Exercise 9.16, to
design a (1+1=k)-relaxed decision procedure.
9.18. Construct a dynamic programming algorithm to solve RmjjCmax in O(nmT m 1)
time, where T = å j mini pi j. (Hint: Recall Section 8.3.)
9.5. Unrelated machines: impossibilities
Unlike PjjCmax and QjjCmax, no polynomial approximation scheme is known for
RjjCmax. It is highly unlikely that such a scheme exists, since this would imply that
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P=NP. In order to prove this assertion, we investigate the computational complexity
of the decision version of RjjCmax with small integral deadlines.
Theorem 9.17. For RjjCmax, the question of deciding if Cmax  3 is NP-complete.
Proof. We prove this result by a reduction from the 3-dimensional matching prob-
lem. We are given an instance of this problem, consisting of a family of triples
fT1;T2; :::;Tmg over the ground set A[ B[C, where A, B and C are disjoint sets
such that jAj = jBj = jCj = n; each Ti satisfies jTi \Aj = jTi \Bj = jTi \Cj = 1: We
construct an instance of the scheduling problem with m machines and 2n+m jobs.
Machine Mi corresponds to the triple Ti, for i = 1; :::;m. There are 3n ‘element jobs’
that correspond to the 3n elements of A[B[C in the natural way. In addition, there
are m  n ‘dummy jobs’. (If m < n, we construct some trivial ‘no’ instance of the
scheduling problem.) Machine Mi corresponding to Ti = (a j;bk;c`) can process each
of the jobs corresponding to a j, bk and c` in one time unit and each other job in three
time units. Note that the dummy jobs require three time units on each machine.
It is quite simple to show that Cmax  3 if and only if there is a 3-dimensional
matching. Suppose there is a matching. For each Ti = (a j;bk;c`) in the matching,
schedule the element jobs corresponding to a j, bk and c` on machine Mi. Schedule
the dummy jobs on the m  n machines corresponding to the triples that are not
in the matching. This gives a schedule with Cmax = 3. Conversely, suppose that
there is such a schedule. Each of the dummy jobs requires three time units on any
machine and is thus scheduled by itself on some machine. Consider the set of n
machines that are not processing dummy jobs. Since these are processing all of the
3n element jobs, each of these jobs is processed in one time unit. Each three jobs
that are assigned to one machine must therefore correspond to elements that form
the triple corresponding to that machine. Since each element job is scheduled exactly
once, the n triples corresponding to the machines that are not processing dummy jobs
form a matching. 2
As an immediate corollary of this theorem, we get the following result.
Corollary 9.18. For every r< 4=3, there does not exist a polynomial-time r-approx-
imation algorithm for RjjCmax, unless P = NP.
Proof. Suppose there were such an algorithm. We will show that it yields a
polynomial-time algorithm for the 3-dimensional matching problem. Given an in-
stance I of the 3-dimensional matching problem, map it into an instance of RjjCmax
using the reduction given above, and then apply the presumed approximation algo-
rithm. We have just seen that I is a ‘yes’ instance if and only if the instance of RjjCmax
does have a schedule of length 3. Therefore, when I is a ‘yes’ instance, the approx-
imation algorithm must output a schedule of length less than (4=3)Cmax. But this
length must be an integer, and so it must be at most 3. When I is a ‘no’ instance, the
algorithm produces a schedule of length at least 4. Therefore, the algorithm outputs
a schedule of length at most 3 if and only if I is a ‘yes’ instance. 2
The technique employed in Theorem 9.17 can be refined to yield a stronger result.
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Theorem 9.19. For RjjCmax, the question of deciding if Cmax  2 at most 2 is NP-
complete.
Proof. We again start from the 3-dimensional matching problem. We call the triples
that contain a j triples of type j. Let t j be the number of triples of type j, for j =
1; :::;n. As before, machine Mi corresponds to the triple Ti, for i = 1; :::;m. There
are now only 2n element jobs, corresponding to the 2n elements of B[C. We refine
the construction of the dummy jobs: there are t j   1 dummy jobs of type j, for
j = 1; :::;n. (Note that the total number of dummy jobs is m n, as before.) Machine
Mi corresponding to a triple of type j, say, Ti = (a j;bk;c`), can process each of the
element jobs corresponding to bk and c` in one time unit and each of the dummy jobs
of type j in two time units; all other jobs require three time units on machine Mi.
Suppose there is a matching. For each Ti = (a j;bk;c`) in the matching, schedule
the element jobs corresponding to bk and c` on machine Mi. For each j, this leaves
t j  1 idle machines corresponding to triples of type j that are not in the matching;
schedule the t j   1 dummy jobs of type j on these machines. This completes a
schedule with Cmax = 2. Conversely, suppose that there is such a schedule. Each
dummy job of type j is scheduled on a machine corresponding to a triple of type j.
Therefore, there is exactly one machine corresponding to a triple of type j that is
not processing dummy jobs, for j = 1; :::;n. Each such machine is processing two
element jobs in one time unit each. If the machine corresponds to a triple of type j
and its two unit-time jobs correspond to bk and c`, then (a j;bk;c`) must be the triple
corresponding to that machine. Since each element job is scheduled exactly once,
the n triples corresponding to the machines that are not processing dummy jobs form
a matching. 2
Corollary 9.20. For every r< 3=2, there does not exist a polynomial-time r-approx-
imation algorithm for RjjCmax, unless P = NP.
Exercises
9.19. Prove for any integers p< q such that 2p 6= q, RjjCmax is NP-hard even in the
case that all pi j 2 fp;qg.
9.20. In contrast to Exercise 9.19, give a polynomial-time algorithm to solve the
special case of RjjCmax when each pi j 2 f1;2g.
9.6. Two identical machines: probabilistic analysis
The results presented in the previous sections provide ample illustration of the power
of a worst-case approach to the analysis of heuristics. While necessarily pessimistic,
the outcome of a worst-case analysis at least yields an ironclad performance guaran-
tee that will always be valid. This safety belt often comes at the expense of realism, in
that computational experiments might indicate that the worst-case behavior is rarely
registered in practice. On the contrary, the average performance of an approximation
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algorithm is usually strikingly better than its worst-case behavior would suggest. In
this section, we shall consider a mathematical framework in which these empirical
results can be analyzed, and reconsider several of the approximation algorithms al-
ready discussed, but from this perspective. As a caveat, however, the reader should
note that we might have little understanding of what an average instance really is
in practice; the results presented in this section might be no more realistic than our
assumptions about the instances considered.
We first must outline the precise mathematical definitions that will capture the
notion of the average performance of a heuristic. Probability theory provides an ap-
propriate setting for this approach. We shall assume that the reader is familiar with
the basic terminology of this area. In the spirit of empirical computational work,
a problem instance will be regarded as being generated by a random mechanism.
For example, for the scheduling problem PjjCmax, one would typically assume that
the processing times p j, j = 1; :::;n, are random variables whose joint distribution
is given in advance. Given a particular realization of these random variables, the
heuristic solution is computed; its value is obviously a random variable as well,
whose distribution can be analyzed and whose expected value informs us about the
average behavior of the heuristic in question, especially when compared to the ex-
pected value of the optimal solution.
The probabilistic analysis of algorithms, then, starts from a probability distribu-
tion over the class of all problem instances, and focuses on the random variables
describing algorithmic behavior on a randomly generated instance. The analysis can
be technically demanding; frequently, it is asymptotic in nature, in that precise state-
ments are only possible if the problem size is allowed to go to infinity. Hence, it is
appropriate at this point to introduce the three modes of stochastic convergence that
typically arise in such a situation.
If y1;y2; ::: is a sequence of random variables, then almost sure (a.s.) convergence
of the sequence to a constant c means that
Prf lim
n!¥yn = cg= 1:
Sometimes this is referred to as convergence with probability 1. It implies the weaker
condition convergence in probability, which requires that, for every e> 0,
lim
n!¥Prfjyn  cj> eg= 0: (9.9)
Finally, convergence in expectation means that
lim
n!¥ jEx[yn]  cj= 0;
and also implies (9.9).
We shall illustrate some of these notions on the problem P2jjCmax. In this case,
a problem instance corresponds to the processing times p1; p2; :::; pn; let us assume
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these to be independent random variables that are uniformly distributed over the
interval [0,1], which is a model favored by analysts and experimenters alike.
Let us first consider the performance of the list scheduling (LS) algorithm from a
probabilistic perspective. From (9.1), we deduce that in the case of P2jjCmax,
Cmax(LS)å
j
p j=2+ pmax=2:
Since the first term on the right-hand side is a lower bound on Cmax, we see that
Cmax(LS)=Cmax  1+pmax=å
j
p j: (9.10)
Obviously, pmax  1. In addition, the strong law of large numbers says that
(å
j
p j)=(n=2)! 1(a.s.):
Hence, the ratio Cmax(LS)=Cmax itself also converges to 1 with probability 1. Put
differently, the relative error of this simple heuristic almost surely vanishes for large
problem sizes, and its depressing worst-case error of 50 percent occurs rather infre-
quently.
As we have seen above, almost sure convergence is just one of several ways to
capture the asymptotic behavior of a sequence of random variables. Thus, there are
other ways to capture the asymptotic optimality of these simple heuristics. They do,
however, require a different probabilistic starting point.
By way of example, consider the inequality
Prfå j p j
n
  1
2
 tg  e 2nt2 ;
which is a special case of Hoeffding’s inequality. From (9.10), with t = 1=4, one can
easily deduce that
Pr

Cmax(LS) Cmax
Cmax
 4(m 1)
3n

 1  e n=8;
which, of course, confirms error convergence to 0 in probability, but which also
provides precise information on the rate at which the relative error of list scheduling
converges to 0. We shall later return to the third mode of convergence, convergence
in expectation.
The entire analysis above has its implications for the optimal solution value Cmax
itself. Indeed, a trivial byproduct is that
Cmax=(n=4)! 1( a.s.):
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This is a typical example of what is usually referred to as probabilistic value anal-
ysis; for large n, the optimal solution value can be guessed with increasing relative
accuracy. The structure of the optimal solution itself does not lend itself to a similar
probabilistic convergence analysis, and so it is much easier to predict the solution
value that to say anything about the solution itself.
Now that asymptotic optimality in the relative sense turns out to be within easy
reach, it is tempting to examine the asymptotic behavior of the absolute error for
Cmax(A) Cmax for several algorithms A. In the case of list scheduling, it converges
to a value strictly greater than 0. Can we do better? The insight gained from the
worst-case analysis leads us to consider the LPT rule, with the hope that this might
demonstrate superior probabilistic performance too. Let us investigate this possibil-
ity from a probabilistic perspective by focusing on the absolute difference d j(LPT )
between the total processing time assigned to M1 and to M2 after j jobs have been
allocated. Clearly, dn(LPT )=2 is an upper bound on the absolute error.
Let p(1)  p(2)     p(n) denote the sorted list of processing times. The struc-
ture of the LPT rule immediately implies that
dn(LPT )maxfdn 1(LPT ) p(1);p(1)g
maxfdn 2(LPT )  (p(1)+p(2));p(2) p(1);p(1)g:
Continuing recursively, we see that
dn(LPT ) max
k=1;:::;n
fp(k) 
k 1
å
j=1
p( j)g:
It is trivial to see that, for any fixed e 2 (0;1),
max
k=1;:::;benc
fp(k) 
k 1
å
j=1
p( j)g  p(benc) (9.11)
and
max
k=benc+1;:::;n
fp(k) 
k 1
å
j=1
p( j)g  p(n) 
benc
å
j=1
p( j): (9.12)
For the uniform distribution, it is known that p(benc)=e! 1 (a.s.). In addition, it is
not difficult to show that å(benc)j=1 p
( j)=n almost surely converges to a positive constant
(which depends on e ). Since p(n) is obviously at most 1, this implies that the right-
hand side of (9.12) tends to  ¥, and hence the maximum of the right-hand sides of
(9.11) and (9.12) tends to e. This establishes the following theorem.
Theorem 9.21. For P2jjCmax, dn(LPT )! 0 almost surely.
Corollary 9.22. For P2jjCmax, Cmax(LPT ) Cmax! 0 almost surely.
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We can use the same bounding technique to bound dn(LPT ) in expectation. From
probability theory, we know that
Ex[p(benc)] =
benc
n+1
:
and
Ex
"
p(n) 
benc
å
j=1
p( j)
#
=
n
n+1
 
benc
å
j=1
j
n+1
: (9.13)
For every fixed e 2 (0;1), the right-hand side of (9.13) converges to  ¥, and hence
the absolute error of the LPT rule also converges to 0 in expectation.
Theorem 9.23. For P2jjCmax, Ex[Cmax(LPT ) Cmax]! 0.
This result can be extended for much more general models, such as QjjCmax (see
Exercise 9.21).
Can we be still more ambitious? The above analysis for P2jjCmax reveals that
dn(LPT ) converges to 0 (a.s.), but does not provide any information on the rate at
which this occurs. It is possible to estimate this rate; one finds that dn(LPT )=(log logn=n)
is almost surely bounded by a constant. At the same time, the smallest possible
difference dn is known to converge much faster to 0; dn=(n22 n) is almost surely
bounded by a constant, so that here convergence occurs at an exponential rate. From
that perspective, the best possible heuristic would be one that achieves a similarly
fast convergence. Does such a heuristic exist?
The answer to this question is unknown, but an impressive improvement on the
rate of convergence of the LPT rule is obtained by a modified version of the differenc-
ing method. The differencing method was introduced in studying the probabilistic
performance of algorithms for this problem, but there is no known theoretical analy-
sis of this method. As is often the case in the probabilistic analysis of algorithms, it
seems to be easier to modify this algorithm to obtain one that is similar, and yet more
amenable to analysis. The typical problem is one of dependencies among the data
used at various stages of the algorithm. Initially, we have assumed that the process-
ing requirements of the jobs are independent random variables, and this assumption
is extremely important to the analyses that we have given. However, after even one
iteration of the differencing method, we have lost this essential property. The basic
idea is to modify the algorithm so that iterations of the algorithm can be analyzed as
essentially independent steps. The technical details of this result are far too compli-
cated to present here; however, we shall give an outline of the modified algorithm
and try motivate the modifications made.
The modified differencing method (MD) works in a series of phases, where in
each phase most of the jobs are paired, and each pair is replaced by a new job
with processing requirement equal to the difference of their processing requirements.
Suppose that in the current phase, each p j 2 (0;U ]; we can subdivide this interval
into a number of equal-length subintervals. For each pair, both jobs will be selected
Ch09.pdf January 15, 2020 211
26 9. Minmax criteria
from the same interval, and so the size of the new job created will be bounded by
the length of the subinterval. The crucial modification is to introduce randomization
into the algorithm itself. For each subinterval, the algorithm randomly pairs all jobs
(assuming that there are an even number of jobs). As a result, the processing re-
quirements of the jobs created in this way will be independent random variables, and
will be distributed according to a triangular distribution. Of course, not all subin-
tervals will have an even number of jobs, and something more complicated must be
introduced to handle this situation. The algorithm terminates when there are only a
specified constant number of jobs remaining, and this small instance can be solved
to optimality.
The crux of the analysis is to calculate the way in which the length of the upper
bound U changes from iteration to iteration, as compared to the number of jobs that
remain. The value of U at any stage is an upper bound on the value of dn(MD);
thus, if we can show that with high probability, the value of U at the end is very
small, then we obtain the corresponding bound for the solution given by algorithm.
Roughly speaking, it can be shown that the number of jobs in the (i+ 1)th phase is
at least c in and the upper bound U is at most c(2
i)n i, where c is a constant greater
than 2. When the number of remaining jobs reaches the specified constant, the bound
on the length of the interval is n O(logn).
Theorem 9.24. For P2jjCmax, Cmax(MD) Cmax  dn(MD)=2 = n O(logn).
In the probabilistic analysis of algorithms, it is often the case that the modified
algorithm is justified by showing that, in some stochastic sense, the performance of
the original algorithm dominates the modified one. It would be nice if this were true
in this case, but this remains an important open question.
We have dealt with P2jjCmax at length, since this example exhibits many of the
ingredients typically encountered in a probabilistic analysis:
- a combinatorial problem which is NP-hard and hence difficult to solve;
- a probability distribution over all problem instances to generate problem data as
realizations of independent and identically distributed random variables;
- a probabilistic value analysis that yields an asymptotic characterization of the
optimal solution value as a simple function of the problem data;
- a probabilistic error analysis of a fast heuristic to prove that its relative or abso-
lute error tends to 0 with increasing problem size in some stochastic sense; and
- a rate of convergence analysis that yields some indication of how large the prob-
lem size must be in order to demonstrate asymptotic behavior in practice, and this,
moreover, allows for further differentiation among the heuristics.
Exercises
9.21. Using the approach suggested in the text, show that the absolute error of the
LPT rule applied to QjjCmax a.s. converges to 0. (Hint: Rather than looking at
the largest difference between the amounts of processing assigned to the various
machines, consider the difference between largest and average amount.)
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Notes
In these notes, a dagger (†) will be used to indicate that a performance bound is tight
or asymptotically tight.
9.1. Identical machines: classical performance guarantees. The seminal paper of
Graham [1966] contains the performance analysis of the list scheduling rule. In
a later paper, Graham [1969] also analyzed the LPT rule as well as the polyno-
mial approximation schemes for PmjjCmax given in Theorem 9.3 and Exercise 9.2.
Sahni [1976] gave the first fully polynomial approximation scheme for PmjjCmax.
Garey, Graham, and Johnson [1978] give a tutorial introduction into the early work
on performance guarantees for scheduling parallel machines. Karmarkar and Karp
[1982] invented the differencing method; its worst-case analysis is due to Fischetti
and Martello [1987].
9.2. Identical machines: using bisection search for guarantees. The FFD algorithm
and other approximation algorithms for bin packing are reviewed by Coffman, Garey,
and Johnson [1984]. Coffman, Garey, and Johnson [1978] proposed the multifit
algorithm and proved that Cmax(MF)=Cmax  1:22+ 2 `. Friesen [1984] improved
the constant to 1.2 and gave instances that achieve a ratio of 13/11. Yue [1990]
claimed that 13/11 is also an upper bound, but it appears that a complete proof was
obtained later by Cao [1995]. Friesen and Langston [1986] gave a refined version
of multifit which runs in time O(n logn+ `  n logm) (where the constant embedded
within the ‘big Oh’ notation is big indeed) and has a tight performance bound of
72=61+2 `.
The framework of using a relaxed decision procedure as well as the first polyno-
mial approximation scheme for PjjCmax are due to Hochbaum and Shmoys [1987].
They also gave the 5/4- and 6/5-relaxed decision procedures of Exercises 9.5 and 9.6,
and a 7/6-relaxed decision procedure that runs in O(n(m4+ logn)) time. Exercise 9.7
is based on the work of Kafura and Shen [1977, 1978].
Several bounds are available that take into account the processing times of the
jobs. Note that the probabilistic result of Theorem 9.21 relies on such a (worst-case)
bound for list scheduling. Achugbue and Chin [1981] prove two results relating the
performance ratio of list scheduling to the value of p = max j p j=min j p j. If p  3,
then
Cmax(LS)=Cmax 
8<:
5=3 if m = 3;4;
17=10 if m = 5;
2  13bm=3c if m 6;
( † )
and if p 2,
Cmax(LS)=Cmax 

3=2 if m = 2;3;
5=3  13bm=2c if m 4:
( † )
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For the case of LPT, Ibarra & Kim [1977] prove that
Cmax(LPT)=Cmax  1+
2(m 1)
n
for n 2(m 1)p:
Much less is known about the worst-case performance of approximation algo-
rithms for other minmax criteria. For Pjr jjLmax, Exercise 9.8(a) is due to Gusfield
[1984]; the result of Exercise 9.8(b) was observed by Hall and Shmoys [1989], who
also developed a polynomial approximation scheme for this problem. For the case
of equal processing times, Pjr j; p j = pjLmax, Simons [1983] extended Theorem 4.10
to obtain a polynomial algorithm, and Simons and Warmuth [1989] reduced the run-
ning time to O(mn2) by generalizing the approach of Garey, Johnson, Simons, and
Tarjan [1981].
As for enumerative optimization methods, Bratley, Florian, and Robillard [1975]
proposed an algorithm for Pjr j; d¯ jjCmax and tested it on problems with up to 3 ma-
chines and 25 jobs. Carlier [1987] gave an algorithm for Pjr jjLmax, which performs
well on problems with up to 8 machines and 100 jobs. Dell’Amico and Martello
[1995] developed an algorithm for PjjCmax and reported good results for random
problems with up to 15 machines and 10,000 jobs; relatively small problems ( n 50
for m = 10 or 15) appear to be the hardest ones.
9.3. Uniform machines: performance guarantees. Theorem 9.8 is due to Liu and
Liu [1974A, 1974B, 1974C], as are the observations given as Exercises 9.9 and 9.10.
Morrison [1988] showed that LPT is better that LS, in that
Cmax(LPT)=Cmax maxfmaxi si=(2mini si);2g: ( † )
Cho and Sahni [1980] considered the variant of list scheduling, LS0, which puts the
next job in the list on the machine on which it will finish earliest, and proved that
Cmax(LS0)=Cmax 

(1+
p
5)=2 for m = 2;
(1+(
p
2m 2)=2 for m> 2:
The bound is tight for m  6 but, in general, the worst known examples have a
performance ratio of b(log2(3m  1)+ 1)=2c. This approach followed the work of
Gonzalez, Ibarra, and Sahni [1977], who presented the LPT0 algorithm and the result
given in Theorem 9.9. The improved upper and lower bounds for LPT0 were obtained
by Dobson [1984] and Friesen [1987].
Friesen and Langston [1983] extended the multifit approach to uniform proces-
sors and proved that its performance bound is in between 1.4 and 1.341. They
also showed that the decision to order the bins by increasing size is the correct one,
since for decreasing bin sizes there exist examples with performance ratio 3/2. Chen
[1991] proved the performance bound of Theorem 9.11.
Extending the work of Sahni [1976], Horowitz and Sahni [1976] gave a family
of algorithms Ak with running time O(n2mkm 1) and performance bound 1+ 1=k,
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which is a fully polynomial approximation scheme for any fixed value of m. The
3/2-approximation algorithm implied by Theorem 9.10 and the polynomial approx-
imation scheme for QjjCmax mentioned at the end of the section are due to Hochbaum
and Shmoys [1988]. Williamson (private communication) observed the algorithm
given in Exercise 9.11 and its analysis.
9.4. Unrelated machines: performance guarantees. The first paper on this subject
was by Ibarra and Kim [1977], who considered the greedy method of Theorem 9.12
and Exercise 9.12 and other m-approximation algorithms. Davis and Jaffe [1981]
analyzed a number of algorithms and obtained the bound for the RS rule given in
Theorem 9.13. The linear programming approach of Theorem 9.14 is due to Potts
[1985A]; it was extended by Lenstra, Shmoys, and Tardos [1990] to the algorithm
LP0 of Theorem 9.15 and Exercise 9.13. Trick [1990] proposed the model described
in Exercise 9.15; Tardos (private communication) observed the results given in Ex-
ercises 9.14 and 9.15. For RmjjCmax, the fully polynomial approximation scheme
of Theorem 9.16 is due to Horowitz and Sahni [1976], and the polynomial approx-
imation scheme derived in Exercises 9.16 and 9.17 is due to Lenstra, Shmoys, and
Tardos [1990].
Hariri and Potts [1991] performed computational tests with approximation algo-
rithms for RjjCmax on problems with up to 50 machines and 100 jobs. Among five
constructive heuristics, an implementation of the Lenstra-Shmoys-Tardos algorithm
produced the best solutions but required nontrivial running times; a simple itera-
tive improvement scheme, applying job reassignments and interchanges, was still
able to achieve substantial improvements, in almost negligible amounts of time. Van
de Velde [1993] developed optimization and approximation algorithms for RjjCmax,
based on surrogate duality relaxation of the constraints (9.2). His branch-and-bound
method performs reasonably well. His ‘duality-based heuristic search’ algorithm
outperforms the constructive heuristics but, again, the method should be supple-
mented with some form of iterative improvement.
9.5. Unrelated machines: impossibilities. The results in this section are due to
Lenstra, Shmoys, and Tardos [1990].
9.6. Two identical machines: probabilistic analysis. A basic text in probability
theory is Feller [1968, 1971]. For the probabilistic analysis of scheduling algorithms,
we refer to the monograph by Coffman and Lueker [1991], the surveys by Coffman,
Lueker, and Rinnooy Kan [1988] and by Rinnooy Kan and Stougie [1989], and the
annotated bibliography by Karp, Lenstra, McDiarmid, and Rinnooy Kan [1985]. The
inequality of Hoeffding [1963] was applied by Coffman et al. in their survey paper
to bound the rate of convergence of the relative error of the LS algorithm. Frenk
and Rinnooy Kan [1987] proved that the absolute error of the LPT rule converges
to 0 almost surely and in expectation, even for QjjCmax; see also Coffman, Flatto,
and Lueker [1984] and Loulou [1984]. The rate of convergence of this error was
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investigated by Boxma [1984] and Frenk and Rinnooy Kan [1986]. Karmarkar and
Karp [1982] proposed and analyzed the MD method.
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Minmax criteria with
preemption
Eugene L. Lawler
University of California, Berkeley
Charles U. Martel
University of California, Davis
Good news! This chapter has no NP-hardness results to limit us, and hence no
complicated approximation algorithms to consider. There are only polynomial al-
gorithms to appreciate. In contrast to the nonpreemptive case where even P2jjCmax
is NP-hard, we will be able to solve preemptive settings even for unrelated machines
with release times and due-dates.
We begin with a simple linear time algorithm for PjpmtnjCmax and then present
the more complex algorithm of Gonzalez and Sahni that solves QjpmtnjCmax in es-
sentially O(n) time. We exploit the insights gained from this algorithm to derive effi-
cient algorithms for QjpmtnjLmax, Qjpmtn;r jjCmax, Qjpmtn;r jjLmax and QjpmtnjCmax
when processors have memory capacities and jobs have memory requirements. We
conclude by showing that the problems RjpmtnjCmax, RjpmtnjLmax, Rjpmtn;r jjCmax
and Rjpmtn;r jjLmax can be solved by linear programming.
10.1. Minimizing Makespan
McNaughton’s 1959 solution of the problem PjpmtnjCmax is probably the simplest
and earliest instance of an approach that has been successfully applied to other pre-
emptive scheduling problems: First provide an obvious lower bound on the cost of
an optimal solution and then construct a schedule that meets this bound.
1
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j 1 2 3 4 5 6 7 8
p j 5 8 6 2 3 1 3 4
Table 10.1 Sample Data for McNaughton’s Algorithm
1
2
3
4
1 2 3 4 5 6 7 8
1 2
2 3
3 4 5
6 7 8
Figure 10.1. Schedule obtained by McNaughton’s algorithm.
In the case of PjpmtnjCmax, let pmax be the largest p j value. We see that Cmax
must be at least
maxfpmax;(
n
å
j=1
p j)=mg: (10.1)
A schedule meeting this bound can be constructed in O(n) time: Schedule the
jobs one at a time, in arbitrary order, filling up the available time on each successive
machine before proceeding to the next, splitting the processing of a job whenever the
above time bound on a given machine is met.
For example, consider the problem data in table 10.1:
Suppose there are four machines. Then the time bound given by (10.1) is
Cmax maxf8;32=4g= 8.
A schedule meeting this time bound is shown in Figure 10.1.
The number of preemptions occuring in a schedule constructed by McNaughton’s
algorithm is at most m-1, and it is possible to construct a class of problem instances
for which an optimal schedule has at least this many preemptions. It is not hard to
see that the problem of minimizing the number of preemptions is NP-hard. (Observe
that our numerical example can be solved without preemptions.)
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10.1.1. Uniform Machines: The Gonzalez-Sahni Algorithm
In the case of QjpmtnjCmax, generalizing the bound (10.1) shows that the length of
an optimal schedule must be at least
maxfmax(1 k  m 1); f(
k
å
j=1
p j)=
k
å
i=1
sig;(
n
å
j=1
p j)=
m
å
i=1
sig: (10.2)
where p1  : : :  pn, and s1  : : :  sm. An algorithm of Gonzalez and Sahni
enables us to construct a schedule meeting this bound. Their algorithm requires only
O(n) time if the jobs are given in in order of nonincreasing p j and the machines in or-
der of nonincreasing si; without this assumption, the running time is O(n+mlogm).
The algorithm yields an optimal schedule with at most 2(m 1) preemptions, which
is a tight bound.
To explain the algorithm, we find it convenient to generalize the usual definition
of uniform parallel machines so as to allow the speeds of the machines to be time
varying. Let si(t) denote the speed of machine i at time t and assume that
s1(t)  : : :  sm(t), for all t. The functions si(t) may be discontinuous, but are
integrable. The processing capacity of machine i in the time interval [t; t 0] is then
Si(t; t 0) =
Z t 0
t
si(u)du: (10.3)
In order for a job to be completed, it is necessary that the sum of the processing
capacities in the time intervals in which the job is processed should equal its pro-
cessing requirement. For example, if job j is processed on machine 1 in the interval
[t1; t 01] and on machine 2 in the interval [t2; t
0
2], then this processing is sufficient to
complete the job if S1(t1; t 01)+S2(t2; t
0
2) = p j.
Let Si; i = 1; : : : ;m, denote the processing capacity of machine i in the interval
[0;T ]. By a generalization of (10.2), we see that for there to exist a feasible preemp-
tive schedule in the interval [0,T] it is necessary that
S1  p1
S1+S2  p1+ p2
: : (10.4)
S1+S2+ :::+Sm 1  p1+ p2+ :::+ pm 1
S1+S2+ :::+Sm  p1+ p2+ :::+ pn.
Let T be the smallest value for which the inequalities (10.4) are satisfied. We
shall construct a feasible schedule in the interval [0;T ] by scheduling the jobs one
at a time, in arbitrary order. For each successive job j, we first find the machine
with largest index k such that its (remaining) processing capacity Sk  p j and then
consider three cases:
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Case 1 Sk = p j, where k  m 1. In this case we schedule job j to be processed
by machine k for the entire period [0;T ]. We then eliminate machine k and job j
from the problem, leaving a problem with m 1 machines and n 1 jobs for which
the inequalities (10.4) are again satisfied.
Case 2 Sk > p j > Sk + 1, where k  m  1. We assert that there exists a time
t;0 < t < T , such that
p j =
R t
0 sk(u)du+
R T
t sk+1(u)du:
To convince ourselves of this fact, we need only plot the curves of the continuous
functions
f (t) =
R t
0 sk(u)du, g(t) =
R T
t sk+1(u)du; and f (t)+g(t).
We propose to schedule job j for processing on machine k in the interval [0; t] and
on machine k+1 in the interval [t;T ]. We then create a composite machine from the
remaining available time on machines k and k+ 1. The capacity of this composite
machine in the interval [0;T ] is
Sk+Sk+1  p j =
Z t
0
sk+1(u)du+
Z T
t
sk(u)du (10.5)
We then replace machines k and k+1 with this new composite machine, leaving
us with a problem with m  1 machines and n  1 jobs, for which the inequalities
(10.4) are again satisfied.
Case 3 Sm  p j. In this case we schedule job j on machine m, thereby reducing
its capacity to Sm  p j. This leaves a problem with m machines and n  1 jobs for
which the inequalities (10.4) are again satisfied.
It is now a simple matter to prove, by induction on the number of jobs, that in-
equalities (10.4) imply the existence of a feasible schedule. In other words, satis-
faction of inequalities (10.4) is both necessary and sufficient for feasibility. We note
that in fact the above algorithm has the strong property that after scheduling any job
j each of the sums S1;S1 + S2; : : : ;S1 + : : :+Sm is as large as possible for any legal
scheduling of job j on the set of processors which exist when j is scheduled.
To illustrate the algorithm, consider a problem with jobs of p j = 28;26;16;12;10.
The total processing time of all jobs is 92. Thus if we were to schedule these jobs
on machines of speeds 10, 8, 4 and 1, the value of equation (10.2) is the maximum
of 26=10;54=18;70=22;92=23 which is 92=23 = 4. The scheduling of job one (us-
ing Case 2 of the above algorithm) is shown in Figure 10.2 and the final schedule is
shown in Figure 10.3.
10.1.2. Implementation of the algorithm
The idea of machines with time-varying speeds was introduced only to make it easy
to describe the processing capacities of composite machines. At the beginning of the
computation, before any composite machines are formed, all machines have constant
speeds. In order to compute the minimum value of Cmax by (10.2), we need only to
determine the m largest p j values and to order them. If the p j values are not already
sorted, we can find the m largest in O(n) time by applying a selection algorithm, and
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Figure 10.2. Scheduling job 1 using Gonzalex-Sahni algorithm.
Figure 10.3. Final schedule for p j = 28;26;16;12;10.
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then sort the m largest values in O(mlogm) time. Likewise, if the machine speeds are
not already sorted, O(m logm) time suffices to sort the si values.
We propose to maintain the (composite) machine capacities in a linked list
(S1; :::;Sm). This means that each time a job is scheduled, only constant time is re-
quired to revise the list. Suppose, instead of scheduling the jobs in arbitrary order
as described above, we schedule the jobs in nonincreasing order of processing time.
Let k( j) denote the largest value of k such that Sk  p j, with reference to the pro-
cessing capacities existing at the time job j is scheduled. Notice that, in all cases,
k( j)  k( j 1) 1. It follows that, by recording the value of k( j 1) at the end of
iteration j  1 for use in iteration j, only O(n+m) = O(n) time is required to scan
the list of machine capacities over the course of n iterations. Moreover, after m  1
jobs have been scheduled, either only one composite machine remains, or Case 3 has
occured. Once Case 3 occurs, the only machine capacities that must be checked are
the last two capacities in the list.
It follows from the above analysis that O(n+mlogm) time suffices for all opera-
tions required by the algorithm, except for the time required to actually schedule the
jobs on the composite machines.
We propose to represent each composite machine by a doubly-linked list of triples
(i;[ti; t 0i ]), where each triple gives the index of an elementary machine of speed si and
each time interval [ti; t 0i ] indicates a time interval of processing on that machine. By
scanning the linked list for composite machine k+ 1 from the end and k from the
front in parallel (advancing by one interval on each machine until we find a pair of
intervals which overlap), it is easy to determine the time t in Case 2. We can thus
assure that we take O(r+ 1) time to find the intervals used for job j where r is the
number of elementary machine intervals which are completely used up by job j. It
is not hard to verify that at most O(n+m) = O(n) time is required for list scanning
overall by the algorithm. Thus the total time for the algorithm is O(n+m logm). The
number of preemptions introduced is discussed in the exercises.
The Gonzalez-Sahni algorithm is a an important building block for algorithms on
uniform machines. In the next four sections we will use this algorithm as a subroutine
to solve more complex uniform machine settings.
Exercises
10.1. Construct a class of PjpmtnjCmax problem instances for which any optimal
schedule has at least m 1 preemptions.
10.2. Construct a class of QjpmtnjCmax problem instances for which any optimal
schedule has at least 2(m 1) preemptions.
10.3. Suppose each machine is available for processing in only certain specified time
intervals. Describe how you would apply the Gonzalez-Sahni algorithm, subject to
constraints of this type.
10.4. Show that, if jobs are scheduled in arbitary order, the Gonzalez-Sahni algo-
rithm can be implemented to run in O(m2+n) time.
10.5. Suppose that k time units of idle time must elapse between the time when a job
is preempted and the time when its processing is resumed on another machine.
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(a)Prove that imposing this condition on identical machines increases Cmax by at
most k 1.
(b)Show that, for k = 1, the Cmax problem is solvable in polynomial time by a
simple adaptation of McNaughton’s rule. (For any fixed k  2, the problem is
NP-hard.)
10.6. Prove a bound on the on the maximum number of (i;[ti; t 0i ]) triples which will
be used to represent the composite processors.
10.7. Use the result of problem 6 to show that the algorithm uses at most 2(m-1)
preemptions.
10.2. Meeting Deadlines
The Gonzalez-Sahni algorithm gives us the insight necessary to develop an algo-
rithm for solving the feasibility problem Qjpmtn;d jj   . We shall schedule the
jobs in deadline order, so assume they are indexed with d1  d2  : : :  dn. Let
S( j 1)i denote the capacity of (composite) machine i in the time interval [0;d j 1]
after jobs 1;2; : : : j  1 have been scheduled. The capacities of the composite ma-
chines available for the processing of job j will then be S( j 1)i + si(d¯ j  d j 1), for
i= 1; :::;m. The Gonzalez-Sahni (G-S) algorithm tells us that whatever the capacities
of the composite machines, it is optimal to schedule job j on the composite machines
as determined by Cases 1-3 in the previous section (that is, this schedule maximizes
each of the partial sums of the remaining machine capacities).
Concerning ourselves only with the composite machine capacities, and not with
the actual scheduling of the jobs, the algorithm of Sahni and Cho is as follows:
Algorithm Sahni-Cho
for i= 1; :::;m;
Si := 0;
for j = 1; :::;n;
for i= 1; :::;m;
Si := Si+ si (d j d j 1);
Schedule job j using G-S algorithm. Let k be the largest index with Sk  p j.
Case (Sk = p j): * schedule the job on composite machine k from zero to d j*
for i= k; ::;m 1
Si := Si+1;
Sm := 0;
Case (Sk > p j > Sk+1, and k < m): * schedule on composite machines k; k+1 *
Sk := Sk+Sk+1  p j;
for i= k+1; :::;m 1
Si := Si+1;
Sm := 0;
Case (Sm  p j) * schedule the job on composite machine m *
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Sm := Sm  p j;
The Sahni-Cho algorithm can be implemented to run in O(mn+nlogn) time. The
schedule it creates has at most O(mn) preemptions, and there are settings which
require W(mn) preemptions.
10.2.1. Specialization to identical machines
Interestingly, the specialization of the Sahni-Cho algorithm to Pjpmtn;d jj   is a
good deal more efficient.
At each successive deadline d j, each (elementary) machine i has been scheduled
for the continuous processing of jobs in the interval [0;ai]. We will now show that
we can schedule each job using at most one preemption and maintaining the above
property of continuous processing.
Suppose we maintain a nearly balanced tree of pairs (i;ai), sorted by ai value.
Then, in O(logm) time, we will be able to locate the largest ai such that d j ai  p j.
We now schedule as follows.
If d j  ai = p j, we schedule job j from ai to d j on machine i (as in case one of
the G-S algorithm).
If this is the maximum ai value (thus the ’slowest’ processor) we simply schedule
job j from ai to ai+ p j (this corresponds to case 3).
Otherwise we also find the smallest ar such that d j ar < p j. Now schedule job
j on machine r from ar to d j and on machine i for the remaining p j  (d j ar) time
units starting at time ai. This corresponds to case 2.
In each of the three cases above it is then easy to update ai (and ar in case 2) to
its new value.
Finding ai and ar as well as updating their values can all be done in O(logm) time,
and each job is then scheduled in O(1) time. Hence the overall running time of the
algorithm is O(n logm). If time to sort the d j’s is included, the overall running time
becomes O(nlogn).
10.2.2. Minimization of Lmax
We can apply Meggido’s method to transform the Sahni-Cho feasibility algorithms to
algorithms for solving PjpmtnjLmax and QjpmtnjLmax. What is needed is the smallest
value of l such that the induced deadlines d j = d j+l admit a feasible schedule. The
Sahni-Cho feasibility algorithm has n iterations. In the case of uniform machines, at
each iteration a bisection search enables us to find the desired index k with O(logm)
comparisons of p j against the machine capacities, which are linear functions of l.
It follows that Lmax can be minimized with O(n logm) calls on the feasiblility algo-
rithm, or O(mn2 logm) time overall. In the case of identical machines, the feasibility
algorithm also requires O(logm) comparisons at each iteration. The result of each
comparison can be resolved by a call to the feasibility algorithm. Hence Lmax can
be minimized with O(n logm) calls on the feasibility algorithm, or O(n2log2m) time
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overall.
Note: The problems PjpmtnjLmax and QjpmtnjLmax are equivalent, by symmetry
of release dates and due dates, to the problem Pjpmtn;r jjCmax and Qjpmtn;r jjCmax.
Hence the algorithms described above solve these problems as well.
Exercises
10.8. Describe how to minimize weighted maximum lateness for identical and uni-
form machines. (Note: The relative order of the induced deadlines d j = d j+l=w j
may change with l.)
10.9. Give a family of Qjpmtn;d jj   problems which requireW(mn) preemptions.
10.3. The Staircase Algorithm for Release Dates
In this section we shall describe an algorithm for solving the problem Qjpmtn;r jjCmax
For reasons that will become apparent, we refer to this as the ”staircase” algorithm.
The details of the algorithm and its implementation are somewhat involved. How-
ever, the principal idea behind the algorithm is actually quite simple.
Assume the jobs are numbered in release date order, r1  : : :  rn. The algo-
rithm creates a schedule by moving from one release date to the next, creating a
subschedule for each successive interval [rk;rk+1], k = 1;2; : : :n  1. At rk, k jobs
have been released, and their remaining processing requirements in sorted order are
p(k)1  : : :  p(k)k  0. (Included among these processing requirements is pk, since
job k is released at rk; no correspondence between the indexing of the the p
(k)
j ’s and
the release dates is intended.) The algorithm has the property that the remaining pro-
cessing requirements are as evenly distributed as possible. More specifically, there is
no way that the jobs could have been processed before rk that would have yielded a
smaller value for any of the partial sums
p(k)1 ,
p(k)1 + p
(k)
2 ,
...
p(k)1 + p
(k)
2 + : : :+ p
(k)
k .
At rk, the algorithm utilizes the capacities of the m machines in the interval
[rk;rk+1] so as to minimize each and every one of the new partial sums
p(k+1)1 ,
p(k+1)1 + p
(k+1)
2 ,
....
p(k+1)1 + p
(k+1)
2 + : : : p
(k+1)
k .
where p(k+1)1  : : : p(k+1)k  0. This means that when rn is reached, the remain-
ing processing requirements p(n)j ; j = 1; :::;n, are such that the length of the final
interval [rn;Cmax] is minimized. (The length of this final interval is determined by
the smallest value of T such that inequalities (10.4) are satisfied, with respect to the
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Figure 10.4. staircase of remaining processing times
remaining processing requirements.)
The reader may wish to reflect on a certain duality between the staircase algorithm
and the Sahni-Cho algorithm. As we have described, the staircase algorithm sched-
ules several jobs at each iteration in such a way as to minimize each of the partial
sums of the processing requirements remaining for the next iteration. By contrast,
the Sahni-Cho algorithm schedules a single job at each iteration in such a way as to
maximize each of the partial sums of the processor capacities remaining for the next
iteration.
The staircase algorithm has the desirable property that it is nearly on-line. By this
we mean that at each successive release date rk the algorithm does not require any
knowledge of the jobs that are to be released at future times; all it requires is knowl-
edge of the next release date rk+1. (If it did not require knowledge of rk+1, it would be
truly on-line.) By contrast, the Sahni-Cho algorithm is off-line. When the Sahni-Cho
algorithm is applied to an instance of the feasibility problem Qjpmtn;r j;d j = dj  
(by applying it to a symmetrically equivalent instance of Qjpmtn;d jj  ), the algo-
rithm iterates from the latest release date backward.
10.3.1. Constructing the staircase
Let us consider how the algorithm determines the amount of processing to perform
on each job in the interval [rk;rk+1]. For ease of notation, let us drop the superscripts
and denote p(k)j by p j and let q j denote the remaining processing time of the job
associated with p j after processing in this interval. We also let t = rk+1  rk. For
purposes of exposition, we assume for the time being that, if m < k, machines m+
1; : : : ;k, with sm+1 = : : := sk = 0, are added to the model.
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The p j can be viewed as defining a staircase pattern as shown in Figure 10.4. The
q j will chosen in such a way that they form a similar pattern. Such a staircase can
be characterized by grouping the remaining processing times into blocks of equal
values. If there are u different values remaining, we let q(1) denote the maximum
remaining value, q(2) the second largest remaining value, ..., and q(u) the smallest
remaining value (with q(u)  0). We then let h(i) represent the height of the first i
blocks. Thus h(1) is the number of jobs with q(1) units of processing remaining, and
in general h(i) is the number of jobs with q(i) or more units of processing remaining.
In example 10.4 q(1) = 6;q(2) = 4;q(3) = 2;h(1) = 2;h(2) = 3;h(3) = 5. The
staircase can be characterized by
((h(1);q(1)); :::;(h(u);q(u)),
where q j = q(i) , for each job j;h(i 1)+1 j  h(i).
(Here i= 1; :::;u; h(0) = 0, h(u) = k). We always have:
q(i)> q(i+1); i= 1; :::;u 1: (10.6)
The staircase is constructed in such a way that for each i, the capacities of ma-
chines h(i  1)+ 1; : : : ;h(i) are fully utilized to decrease ph(i 1)+1; : : : ; ph(i) to q(i).
A second condition for feasibility is therefore that
l
å
j=h(i 1)+1
q j = (l h(i 1))q(i)
l
å
j=h(i 1)+1
p j  t
l
å
j=h(i 1)+1
s j (10.7)
for l = h(i 1)+1; : : : ;h(i); i= 1; :::;u.
The corners of the staircase, except possibly the last one, correspond to strict
equalities:
h(i)
å
j=h(i 1)+1
q j = (h(i) h(i 1))q(i) =
h(i)
å
j=h(i 1)+1
p j  t
h(i)
å
j=h(i 1)+1
s j (10.8)
for i= 1; :::;u 1.
A third condition for feasibility is of course that
0 q j  p j; j = 1;2; :::;k: (10.9)
We tentatively construct the first step of the staircase by setting
h(1) := 1, q(1) := p1  ts1.
Generally, after constructing i tentative steps, (h(1);q(1)); :::;(h(i);q(i)), the ten-
tative steps satisfy the feasibility conditions (10.6) to (10.9), except that possibly
q(i)< 0, in violation of (10.9). We construct an (i+1)st tentative step by setting
h(i+1) := h(i)+1; q(i+1) := ph(i+1)  tsh(i+1) .
If q(i) > q(i+ 1) and q(i)  0, we are finished with the construction of the new
tentative step.
Suppose now that q(i)< 0, in violation of condition (10.9), or q(i) q(i+1), in
violation of condition (10.6). In the first case, there is unused capacity on machines
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h(i  1)+ 1; : : :h(i); in both cases, some of the capacity of these machines must be
used to process job h(i)+1, in order to satisfy conditions (10.6), (10.8) and (10.9).
We therefore reconstruct the i-th step so as to include job h(i)+1 in that step, setting
h(i) := h(i)+1,
and recalculating q(i) according to (10.8),
q(i) := (
h(i)
å
j=h(i 1)+1
p j  t
h(i)
å
j=h(i 1)+1
s j)=(h(i) h(i 1)) (10.10)
Using the old q(i);q(i+1) values, the formula for the total remaining processing
of the jobs in the new combined step is:
(h(i) h(i 1) 1)q(i)+ ph(i)  tsh(i) = (h(i) h(i 1) 1)q(i)+q(i+1)
Thus we can compute the new value of q(i) as:
q(i) := [(h(i) h(i 1) 1)q(i)+q(i+1)]=(h(i) h(i 1) (10.11)
As a result, it may now be that q(i  1)  q(i) (q(i  1) < 0 cannot occur). In
this case, we reconstruct the (i  1)st step so as to include the i-th step: h(i  1)
is set to h(i) and q(i  1) is recalculated using an analagous approach to (10.11).
We continue in this way until condition (10.6) is satisfied. The adjusted staircase
includes one more job and may have fewer steps than before.
Pseudo-code for the staircase subalgorithm is as follows, where the interval length
t and processing times p1  : : :  pk which remain at the start of interval k are the
inputs, and the resulting q(i);h(i) values are the outputs:
staircase(t; p1; :::; pk;q(1); : : : ;q(i);h(1); : : :h(i)):
h(0) := 0;
q(0) := ¥
i := 0;
for j = 1; ::;k
i := i+1;
h(i) := j;
q(i) := p j  tsh(i);
while (q(i 1) q(i) or q(i 1)< 0)
q(i 1) := [(h(i 1) h(i 2))q(i 1)+(h(i) h(i  i))q(i)]=
[h(i) h(i 2)];
h(i 1) := h(i);
i := i 1;
return q(1); : : : ;q(i);h(1); : : : ;h(i);
We have to verify that the resulting staircase (h(1);q(1)); :::(q(k);h(k)) and the
corresponding remaining processing requirements q(1); :::;q(u) indeed satisfy the
the feasibility conditions (10.6–10.9). For (10.6) and (10.8) this is obvious. To
see that (10.7) must be true, note that each q(i) is initially defined by an equality
constraint and can only increase thereafter. To verify condition (10.9), it suffices to
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show that q(i)  ph(i) (since if the new processing amount for jobs in the ith step
(q(i)) is equal to or less than the smallest intial processing amount (ph(i)) then the
condition holds for those jobs in the step which started with more processing). We
initially set q(i) to ph(i)  tsh(i). When two steps are combined, the current value h(i)
becomes the height of the new step i 1, and the new value of q(i 1) is at most the
old value of q(i). Thus after combining the two steps, the new value q(i 1) is still
at most ph(i 1) which implies the desired result.
10.3.2. Complexity analysis
We now analyze the running time of the subalgorithm. The number of step con-
structions (first three lines of for loop) is exactly k. Each iteration of the while loop
combines two steps, so this is done at most k  1 times in total. Thus the entire
staircase function runs in O(k) time. This presupposes that the given p j values are
ordered; but since the relative order of the remaining processing requirements does
not change, we can maintain an ordered list of these values and insert the process-
ing requirement pk of job k that becomes available at rk in O(k) time. Hence the
subalgorithm determines the values q(i) for each interval in O(k) time. As has been
indicated above, the Gonzalez-Sahni algorithm can be applied to construct an actual
schedule for each interval in O(k) time as well (since the machines and processing
times are assumed to have been sorted). We thus have arrived at a nearly on-line
algorithm that requires O(n2) time overall.
10.3.3. Correctness of the algorithm
We note first that not only does the relative order of the remaining processing re-
quirements remain invariant, but also the following stronger property holds: as soon
as two remaining processing requirements become equal, they remain equal. To see
this, suppose that p j = p j+1 at time rk, and they are in different steps, so, let h(i) = j.
We set q(i+1) = p j+1  ts j+1. But q(i) p j  ts j  p j  ts j+1 = q(i+1), and we
have to reconstruct the i-th step so as to include job j+1 as well.
This leads us to define the rank of an available job j at time rk as the value h(i)
for which h(i  1)+ 1  j  h(i) (where these are the final h(i) values computed
for the interval [rk;rk+1]). The rank of a job at time rn is defined analogously as its
step height that would be found if the subalgorithm were to be applied in the interval
[rn;Cmax]. A job will be called critical if its rank is at most m 1 and it hasn’t been
completed. Otherwise the job is noncritical. The rank of a job cannot decrease; in
particular, once a job becomes noncritical, it never becomes critical again. It follows
from (10.8) that in any interval the fastest h(i) machines are exclusively processing
the longest h(i) critical jobs. A critical job is processed continuously from its release
date until it either is completed or becomes noncritical.
These observations suggest the following correctness proof for the algorithm.
First, suppose that the schedule ends at Cmax with the simultaneous completion of
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l critical jobs (l < m). At any time when l0 of these jobs are available, they are pro-
cessed by the fastest l0 machines. Thus the maximum possible total processing has
been devoted to these l critical jobs prior to rn, so, the schedule is clearly optimal.
Alternatively, suppose that the schedule ends with the simultaneous completion
of m noncritical jobs. If there is no idle time in the schedule it is clearly optimal.
Otherwise, let rk be the last release date such that there is idle time in [rk 1;rk] on
some machine. All the jobs that are available but noncritical at time rk 1 will thus be
completed by time rk. We conclude that the portion of the schedule for the remaining
jobs has the following structure. Before rk, the available critical jobs are processed
by the fastest machines. Between rk and Cmax, there is no idle time. It follows that
the schedule is optimal for the jobs under consideration and thus that Cmax is the
minimum time to complete all the jobs.
10.3.4. A more efficient off-line implementation
Let us use the terminology of the prior section to describe a more efficient implemen-
tation of the staircase subalgorithm. We will reduce the running time by dealing more
carefully with the noncritical jobs, circumventing the need to introduce machines of
speed zero.
The noncritical jobs of lowest rank, i.e., jobs h(i  1)+ 1; : : :h(i), where h(i 
1)+ 1  m  h(i), will be called active. In the interval [rk;rk+1], their remaining
processing requirements are reduced by machines h(i  1)+ 1; : : :m to a common
amount q(i). The remaining processing requirements are not reduced at all, since
they are assigned to dummy machines of speed zero.
As a first refinement, the subalgorithm does not have to deal with the active non-
critical jobs individually, since their remaining processing requirements will remain
equal throughout. They can easily be handled simultaneously by straightforward
generalizations of (10.10) and (10.11). As a second refinement, the subalgorithm
can be terminated as soon as either h(i) = k or h(i) m and q(i)> ph(i)+1.
Instead of maintaining an ordered list of all remaining processing requirements,
we have only to do so for the largest m  1 of them. We simply record the number
of active noncritical jobs, their common remaining processing requirement, and the
lowest index of any of them. Finally, we maintain a priority queue for the remaining
requirements of the inactive noncritical jobs.
At each release date the processing requirement of the job(s) that becomes inactive
is, depending on its size, inserted either in the ordered list in O(m) time or in the
priority queue in O(logn) time. The staircase computations for the longest m  1
jobs and the active noncritical jobs require O(m) time in each interval and O(mn)
time overall. The queue operations require O(logn) time when a job is inserted
or deleted and O(nlogn) time overall, since once an inactive job becomes active
and is withdrawn from the queue, it remains active throughout. Hence succssive
applications of the modified subalgorithm determine the value Cmax in O(n logn+
mn) time. As has been indicated above, the Sahni-Cho algorithm can be applied
to construct an actual schedule in the interval [r1;Cmax] in O(n logn+mn) time as
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well. We thus have arrived at an off-line algorithm that requires O(n logn+mn) time
overall.
Exercises
10.10. Devise an example to show that there can be no on-line algorithm for
Qjpmtn;r jjCmax.
10.11. Suppose m uniform machines are capable of processor sharing. By this we
mean that the processing capacity of a given subset of machines can be equally
shared by a given subset of jobs (with processing occuring in infinitesimally small
time slices, and preemption infinitely often). Show that under the assumption of pro-
cessor sharing, an on-line algorithm does exist for Qjpmtn;r jjCmax. Describe how
this algorithm is related to the staircase algorithm.
10.4. Network Flow Computations for Release Dates and Deadlines
Let us begin with the feasibility problem Pjpmtn;r j; d¯ jj  . Let fe1; :::;e2ng;e1 
: : :  e2n, be the ordered collection of release dates r j and deadlines d¯ j. If a release
date and a deadline are equal, the smaller index is assigned to the release date. Let
Ek denote the time interval [ek;ek+1], for k = 1;2; :::;2n 1.
We shall construct a flow network with job nodes j = 1; ::;n, interval nodes
Ek; k = 1; :::;2n  1, a source node s and a sink node t. There is an arc ( j;k) of
capacity ek+1  ek from job node j to each of the interval nodes Ek such that r j  ek
and d¯ j  ek+1. In addition there is an arc (s; j) of capacity p j from the source node
to each job node j and an arc (k; t) of capacity m(ek+1  ek) from each interval node
to the sink node. We assert that there exists a feasible preemptive schedule for the
given instance of the feasibility problem if and only if the flow network admits a flow
which saturates all the arcs out of s (and thus the total flow equals the sum of the p j
values).
The reasoning is very simple. The flow value f ( j;k) for the arc ( j;k) represents
the amount of processing of job j that is done in interval Ek. The capacities ek+1 ek
assigned to the arcs ( j;k) assure that no job is scheduled for more than the length of
Ek, and the capacity m(ek+1  ek) of the arc (k; t) assures that the total processing
done by all jobs in interval Ek can be completed. Thus, the amount of processing
that is done on the various jobs in the interval Ek satisfies the conditions (10.1).
If the network flow computation indicates that there exists a feasible schedule,
McNaughton’s algorithm can be applied to the arc flow values f ( j;k) to construct
a feasible subschedule within a given time interval Ek in O(n) time. We thus can
construct a feasible schedule in O(p(n)+ n2) time, where p(n) is the time required
for the max flow computation.
Since any legal schedule can be converted to a feasible flow which saturates all
arcs out of s, if the maximum flow is less than the sum of the p j values, we know
that no legal schedule exists.
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10.4.1. Qjpmtn;r j; d¯ jj 
It requires a bit of cleverness to construct a flow network for the problem
Qjpmtn;r j; d¯ jj . In order for conditions (10.4) to be satisfied for the interval Ek, we
must restrict the total processing done on any single job to s1(ek+1 ek), on any pair
of jobs to (s1 + s2)(ek+1  ek); : : :, on any m 1 jobs to (s1 + :::+ sm 1)(ek+1  ek),
and on all jobs to (s1+ :::+ sm)(ek+1  ek). What we shall do is modify the network
of the prior subsection by replacing the node for Ek by m nodes (i;Ek); i= 1; : : :m.
The capacity of each arc ( j;(i;Ek)) will be (si si+1)(ek+1 ek), and the capacity
of each arc ((i;Ek); t) will be i(si  si+1)(ek+1  ek). (Here define sm+1 to be zero.)
To validate the network construction we argue as follows. Consider the maximum
amount of flow there can be from any set of u job nodes to the m nodes associated
with interval Ek. We will now show that this total flow is at most (s1+ :::+su)(ek+1 
ek), which is the maximum amount of processing we can do on u jobs in this interval.
The maximum flow that can pass through the node (i;Ek) is Min fu; ig(ek+1 ek).
Hence the total flow that can pass through all the nodes (i;Ek) to t is
(s1  s2)(ek+1  ek)
+ 2(s2  s3)(ek+1  ek)
...
+ (u 1)(su 1  su)(ek+1  ek)
+ u(su  su+1)(ek+1  ek)
...
+ u(sm)(ek+1  ek)
= (s1+ :::+ su)(ek+1  ek),
giving us the desired result.
Note that the network constructed for the Qjpmtn;r j; d¯ jj  problem has O(mn)
nodes, hence the running time of the feasibility computation is O(p(mn)). However,
the special structure of the flow network gives faster time bounds then for general
networks of this size (this is partly explored in the exercises below).
Exercises
10.12. Show that the flow network for identical machines is actually a special case
of the flow network for uniform machines. (That is, when s1 = :::= sm, and arcs of
zero capacity are removed, the flow network for identical machines is obtained.)
10.13. Show that only O(tn) nodes are needed for the uniform machine model when
there are only t machine speeds.
10.14. Describe how to construct a network flow model for the case of 2 uniform
machines, with only one node for each time interval Ek.
10.15. Suppose each job had a list of time intervals during which it could be pro-
cessed. Describe how to modify the network flow formulation to deal with this set-
ting.
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10.5. Minimizing Maximum Lateness
We now apply the results of the previous section to solve the problems Pjpmtn;r jjLmax
and Qjpmtn;r jjLmax. The network flow model enables us to test any given value of
Lmax for feasibility: for any given trial value l, induce deadlines d¯ j = d j + l and
perform a max-flow computation to test for the existence of a feasible schedule with
respect to the induced deadlines. It follows that we can minimize Lmax by finding the
smallest value of l for which there is a feasible schedule.
Observe that the relative ordering of release dates and induced deadlines changes
with l, hence the topology of the flow network also changes with l. There are
at most n2 critical values of l that are of particular concern, namely those values
such that d j+l = rk, for some j and k. The node-arc structure of the flow network
remains invariant for all values of l between two successive critical values; only the
arc capacities change. Our first task is to compute the n2 critical values of l and to
carry out a bisection search over them, finding the largest infeasible critical value
l0. This can be done in O(n2) time, plus the time required for O(logn) max-flow
computations.
Having found l0, we are able to fix the topology of the flow network we shall be
dealing with. The task that remains is finding the smallest increment d such that the
arc capacities induced for l0+d permit a flow value of P (the sum of the processing
times). (In a degenerate case, it may be that l0+d equals the critical value of l next
larger than l0, but this causes no problem.) We shall first consider how to minimize
d in the case of identical machines.
Let Ek; k = 1; :::;2n 1, be the time intervals induced by l0. Each interval Ek =
[ek;ek+1] is of one of four types, depending upon whether ek and ek+1 are release
dates or induced deadlines; we shall refer to these four types as [r;r]; [r;d]; [d;r], and
[d;d] intervals. When the trial value of Lmax is increased from l0 to l0 + d, the
length of an [r;r] or [d;d] interval remains unchanged, the length of an [r;d] interval
increases by d, and the length of a [d;r] interval decreases by d. This means that
when the arc capacities are expressed as a function of the parameter delta, we have
the following results. Each arc ( j;Ek) has a capacity:
(ek+1  ek+D) (10.12)
and each arc (Ek; t) has a capacity:
m(ek+1  ek+D) (10.13)
Where D = 0 if Ek is an [r;r] or [d;d] interval; D = d, if Ek is an [r;d] interval;
and D= d, if Ek is a [d;r] interval.
All arcs (s; j) have capacity p j.
Note that each arc ei in the flow network induced by l0 +d has a capacity of the
form ci+µid where ci is a constant and µi is a multiplier of value 0, 1, -1, or m.
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10.5.1. First approach: apply Meggido’s method
Because each arc capacity is a linear function of d, Meggido’s method can be applied
to find the minimum value of d such that a flow of value P (the sum of all p j values)
can be achieved. A straightforward application of Meggido’s Theorem (Chapter 2)
yields a solution to Pjpmtn;r jjLmax in O(p2(n)) time, where p(n) is the running time
of the max-flow algorithm chosen.
10.5.2. Second approach: iteration on trial values
The capacity of each (s; t) cut in the flow network is also a linear function of d.
Consider the capacity of a minimum cut. Each of the 2n  1 nodes Ek is either on
the source side or on the sink side of the cut. If Ek is on the source side, arc (Ek; t)
contributes its capacity to the capacity of the cut as determined by (10.13). If Ek is on
the sink side, then at most m arcs ( j;Ek) contribute their capacities to the capacity of
the cut, where these capacities are determined by (10.12). (At most m arcs ( j;Ek) can
contribute their capacities to the capacity of a minimum cut, else the total capacity
of these arcs would exceed that of the arc (Ek; t).) Thus in the flow network with
arc capacities induced by l0, each minimum cut C0 has a capacity as a function of
d, which is P0+ µd, where P0 is an integer constant less than P and µ is an integer
multiplier obtained by summing the µi values associated with the arcs in C0. Thus µ
is no greater than m(2n  1). It follows that in order for the capacity of any given
minimum cut C0 to be P, we must have d= (P P0)=µ.
An iterative procedure for finding the optimal value of l is as follows. Find a
minimum cut C0, with capacity P0 < P, in the flow network with arc capacities in-
duced by l0. Set l1 = l0 +(P P0)=µ0. where µ0 is the multiplier for C0. Find a
minimum cut C1, with capacity P1 > P0 in the network with arc capacities induced
by l1. If P1 = P, terminate. Otherwise iterate, setting li = li 1 +(P Pi 1)=µi 1,
until a minimum cut Ci is found with Pi = P.
Observe that in the network with arc capacities induced by li, the capacities of
all cuts with multipliers greater than or equal to µi 1 are at least P. Hence at each
iteration i, except possibly the last, µi > µi 1. Since there are at most m(2n  1)
values for the multipliers, the procedure must terminate in O(mn) iterations. We now
have achieved a time bound of O(mnp(n)) for finding the optimal value of lambda.
10.5.3. Third approach: bisection search on d
The desired value of d is (P P0)=µ, for some cut C0 with capacity P0+ µd. If the
release times and due-dates are integers, P0 is a positive integer no greater than P and
µ is a positive integer no greater than m(2n  1). It follows that the optimum value
of d can be found by carrying out a bisection search over O(mnP) ratios, which can
be accomplished with O(logn+ log pmax) calls to the max-flow algorithm, yielding
a time bound of O(p(n)(logn+ log pmax)).
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10.5.4. Uniform Machines
Now let us extend the above results to the case of uniform machines. Instead of the
capacities (10.12), we have for each arc ( j;(i;Ek)):
(si  si+1)(ek+1  ek), if Ek is an [r;r] or [d;d] interval,
(si  si+1)(ek+1  ek+d), if Ek is an [r;d] interval,
(si  si+1)(ek+1  ek d), if Ek is a [d;r] interval.
And instead of (10.13) we have for each arc ((i;Ek); t):
i(si  si+1)(ek+1  ek), if Ek is an [r;r] or [d;d] interval,
i(si  si+1)(ek+1  ek+d), if Ek is an [r;d] interval,
i(si  s1+1)(ek+1  ek d), if Ek is a [d;r] interval.
Note that each arc ei in the flow network induced by l0 + d still has a capacity
of the form ci+ µid where ci is a constant but now the multiplier µi is of the form
i(si  si+1) where i is an integer in the range  m; : : : ; 1;0;1; : : : ;m.
The capacity of each (s; t) cut C0 is a linear function of the form P0+ µd. For a
min cut, µ is no greater than (s1 + s2 + :::+ sm)n since we get at most this value by
putting all of the (i;Ek)) nodes on the s side of the cut.
A straightforward application of Meggido’s method yields a running time of
O(p2(mn)). In order to apply the other two methods, we must assume that the
machine speeds si are integers. The iterative method then has a running time of
O((s1 + :::+ sm)np(mn)), and the bisection search method has a running time of
O(p(mn)(logn+ logs1+ log pmax).
Exercises
10.16. Extend the ideas of this section to solve the weighted maximum lateness prob-
lems Pjpmtn;r jjwLmax and Qjpmtn;r jjwLmax. (Note: Each trial value of l in this
setting induces deadlines d j = d j+l=w j.)
10.17. The bound of m(2n 1) on µ for a min-cut in the indentical machine setting
can be improved. Show that µ< mn.
10.6. Memory Constraints
We now consider a variation of QjpmtnjCmax where we have the additional con-
straint that each processor i has a memory capacity ci, and each job j has a memory
requirement q j. A job j can be executed on machine i if and only if
ci  qi (10.14)
This is a special case of RjpmtnjCmax which will be discussed in the next section.
Our approach will be to first describe a method for machines of identical speeds,
then generalize this to a feasibility testing algorithm for uniform machines. Finally,
we use search techniques to find the minimum possible completion time.
We assume that the ci values have been sorted so that c1  : : : cm. We can then
partition the jobs into sets Gi where
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Gi = fJ j jci  q j > ci+1g 1 i m 1, and
Gm = fJ j jcm  q jg.
Thus Gi is the set of all jobs which can be run on processor i but not on processor
i+1. We also define Fi to be the set of all jobs which must be run on machines one
to i:
Fi = [ij=1G j.
We will also define Xi to be the total processing of all jobs in Fi.
10.6.1. Identical Machines
Kafura and Shen proved that when all machines have the same speed (thus speed
one) the length of an optimal schedule is:
maxfmaxf(1 i m) Xi=ig; pmaxg (10.15)
The algorithm is quite simple: we form the sets Gi and Fi and use this to compute
the value of Cmax using (10.15). We then schedule the jobs in each set Gi using
McNaughton’s rule.
We can form the Gi sets on O(n logm) time and all other steps take O(n) time,
so the total time is O(n logm). Just as in McNaughton’s algorithm there are at most
m 1 preemptions.
10.6.2. Uniform Machines
For this setting we know of no closed form expression for Cmax. Thus we start by
considering the case where all jobs have a common deadline D and try to find a
schedule which completes all jobs by time D. At a high level our algorithm has
the same structure as for identical machines: form the sets Gi and then schedule the
jobs in the sets G1;G2; : : :Gm. The main difference is that each set is now scheduled
using the Gonzalez-Sahni algorithm of Section 10.1.1. We will also have to be more
careful about adding new processors.
Intuitively our goal is to schedule each set Gi while leaving as much time on
the fast processors as possible for future jobs. Fortunately that is exactly what the
Gonzalez-Sahni algorithm does. Recall also that the Gonzalez-Sahni algorithm is set
up to work on a composite processor system where each processor has a time varying
speed.
Recall that our composite processors consist of elementary processor intervals
which are just time intervals on our original processors. For example, if D = 4
composite processor one might have speed 5 in [0;2], speed 10 in (2;3] and speed 20
in (3;4]. Note that the speeds increase as time increases. As we schedule jobs and add
processors we will maintain the following properties: i) that within each composite
processor speeds are nondecreasing as time increases; ii) no speed in processor i is
greater than the slowest speed in processor i  1. We can view this as lining up the
composite processors from left to right starting with the last one on the left. As we go
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from left to right, the speeds of the elementary processor intervals are nondecreasing.
We can view this as a sort of super composite processor of length mD (with the early
part possibly of speed zero). Let R(T ) denote the total processing capacity of this
super processor using the last T time units (e.g. R(D) is the capacity of composite
processor one, and R(1:5 D) is the total capacity of processor one and the fastest D=2
time units of processor two).
We now consider how to update a composite processor system. After scheduling
a set of jobs Gi 1 we are left with a composite processor system CP which has the
remaining processing capacity of processors 1;2; :::; i 1. Before scheduling set Gi
we need to add processor i toCP to create a new composite processor system CP’. To
add processor i, we splice it into CP as follows. First find the largest speed sr in CP
such that sr < si (note sr could be zero). Let k be the smallest index of a composite
processor which has an elementary processor interval of speed sr and let [t1; t2] be
the last elementary processor interval of speed sr on composite processor k. We
change composite processor k to have speed si in the interval [0; t2], and create a new
composite processor (k+1) which has speed s1 in the interval (t2;D] and inherits the
elementary processor intervals which were on machince k in the interval [0; t2]. The
speeds of the other composite processors are unchanged, but those with index greater
than k all increase their index by 1. This maintains the property that speeds increase
as we go later in time or to earlier indexed processors.
Let CPi be the composite processor system after our algorithm schedules the jobs
in Gi. We define Ri(T ) as the total processing capacity using the fastest T time units
of processing in CPi. The correctness of our feasibility algorithm follows from these
facts:
i) Consider any alternate schedule S for the jobs in Fi; let R0(T ) represent the total
processing capacity of the T fastest units of time which remains idle on processors
1;2; :::; i in S. Then Ri(T ) R0(T ) for 0 T  mD.
ii) After splicing in processor i+ 1 as described above to get a new composite
processor system, the R function for this also dominates any alternate schedule’s
remaining processing capacity.
These facts are proved by showing that if these properties hold before a set of jobs
is scheduled or a processor inserted, they must also hold afterwards.
Theorem 10.1 [ Feasibility Algorithm ]. The feasibility algorithm will schedule all
jobs by time D whenever such a schedule is possible.
Proof. We will be able to schedule each set Gi as long as CPi satisfies the inequal-
ities of (10.4) for the Gonzalez-Sahni algorithm. If we ever reach a point where Gi
cannot be scheduled, the fact that each of the sums S1;S1 + S2; : : : ;S1 + : : :Sm is as
large as possible (by facts i) and ii) above), shows that no schedule can complete all
the jobs in Fi.
We now analyze the complexity of our algorithm. The sets Gi can be constructed
easily in O(n logm) time. To analyze the time for the Gonzalez-Sahni algorithm,
note that each time we splice in a new processor we add at most two elementary
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processor intervals to our composite processor system. Since scheduling a job never
creates additional elementary processor intervals, the total number of elementary
processor intervals is at most 2m. Each job can be scheduled using O(logm) time
to find the correct composite processor(s) plus O(l) time, where l is the number of
elementary processor intervals used up by this job. Thus the total time to schedule
all jobs is O(n logm). The only remaining issue is adding a new processor. We
can easily add a new processor in O(m) time by simply scanning the doubly-linked
list of elementary processor intervals which represents the appropriate composite
processor. A more complex apprach stores the speeds of the elementary processor
intervals in a balanced binary search tree. This allows us to insert a new processor in
O(logm) time. Thus the overall running time is O(n logm).
The feasibility algorithm lets us test any common deadline D. To find Cmax, the
smallest feasible D, we can use Meggido’s method using our feasibility routine as a
subroutine. A simple application would result in a running time of O(n2log2m).
Exercises
10.18. Our description of the feasibility algorithm implicitly assumed that the mem-
ory sizes ci were all distinct. Describe how to modify the algorithm if there are ties
among the ci values. In particular, describe how new processors are now inserted.
10.19. Describe the data structures needed to insert a new processor in O(logm)
time. Also describe how to use and maintain these data structures when you schedule
a new job.
10.20. Show that the feasibility algorithm introduces at most 3m  3 preemptions.
Also show that this bound is tight by giving a family of problems which require
3m 3 preemptions to be scheduled.
10.7. Linear Programming Formulations for Unrelated Machines
Let xi j denote the total amount of time that machine i processes job j. We shall now
formulate some constraints that must be satisfied by any feasible schedule of length
Cmax.
minimize Cmax
subject to
n
å
j=1
xi j Cmax; i= 1; : : :m; (10.16)
m
å
i=1
xi j Cmax; j = 1; : : :n; (10.17)
m
å
i=1
(xi j=pi j) = 1; j = 1; : : :n; (10.18)
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and
xi j  0, for all i= 1; : : :m; j = 1; : : :n.
In this linear programming problem constraints (10.16) ensure that the total
amount of processing done by any given machine does not exceed the time available,
constraints (10.17) ensure that the total amount of processing done on any given job
does not exceed the time available, and constraints (10.18) ensure that the processing
done on any given job must be sufficient to complete it. Meeting these constraints is
clearly necessary for any feasible schedule. But the converse is far from obvious. It
is by no means clear that a feasible solution to this linear programming problem can
always be transformed into a feasible schedule with the same value of Cmax.
To address this sufficiency question consider a matrix X of xi j values which satisfy
the LP constraints above. This matrix X has exactly the same form as the constraints
of an open shop problem: for each job j, the xi j values state the total amount of pro-
cessing to be done for job j on machine i. Thus we can achieve a legal schedule using
the solution of the LP exactly when the preemptive open shop problem described by
X is feasible.
One classical theorem about open shop shows that any constraint matrix X that
satisfies (10.16) and (10.17) can be scheduled to complete all jobs by time Cmax. We
will briefly describe that result below.
The problem RjpmtnjLmax can be solved by an elaboration of the above linear
programming formulation. The problem Rjpmtn;r jjLmax requires calling on a lin-
ear programming computation as a subroutine, in essentially the same way as the
network flow computation was called on in the previous section.
10.7.1. Minimizing makespan in preemptive open shops
The open shop scheduling environment will be the subject of Chapter 12. That chap-
ter will be devoted to the non-preemptive setting, but here we will outline a simple
result to find the minimum makespan preemptive schedule; that is, OjptmnjCmax,
is solvable in polynomial time. The input to an open shop instance consists of
the processing time pi j that job j requires for its operation on machine i, for each
i = 1; : : : ;m, j = 1; : : : ;n. At each point in time, each machine can process at most
one operation, and each job can have at most one of its operations being processed
by any machine. Let
C = maxfmax jåi pi j;maxiå j pi jg:
Call row i tight if å j pi j = C, and slack otherwise. Similarly, column j is tight
if åi pi j = C, and is slack otherwise. We will give an algorithm that constructs a
feasible schedule for which Cmax =C; hence, this schedule is optimal.
Theorem 10.2. For any input P= (pi j) to the open shop scheduling problem
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OjptmnjCmax, there is an optimal solution of with makespan,
C = maxfmax jåi pi j;maxiå j pi jg;
and this can be found in polynomial time
Suppose that we can find a subset S of strictly positive elements of P, with exactly
one element of S in each tight row and in each tight column, and at most one element
of S in each slack row and in each slack column. We say that such a set S is a
decrementing set, and use it to construct a partial schedule of length d, for some
d> 0.
By construction, for this partial schedule, we can process all of the operations in S
concurrently. We first require that d pi j for each element pi j 2 S; this ensures that
we have sufficient work remaining for each operation in S to process it throughout
the full length d of the partial schedule. However, there are rows and columns that
do not have an element in S (and hence must be slack). For each slack row i (column
j) of P, the total work remaining for that machine (job) is less than the maximum
C computed; however, no work is being done on that machine (job) in this partial
schedule. Hence, the larger we set d for that partial schedule, the closer the slack
total work remaining becomes to matching the remaining work in the tight rows and
columns.
We want to ensure that the tight rows and columns remain tight. Hence, if row i
has no element in S, we need thatC då j pi j (or equivalently, that dC å j pi j);
similarly, if column j has no element in S, we need that dC åi pi j. Hence, we set
d to the minimum of these values (i.e., pi j for elements in S, and the corresponding
differences for each row or column without an element in S).
We now have constructed a partial schedule of length d, where the maximum
of row and column sums for the remaining processing times decreases from C to
C  d, and yet there are either more elements of value 0, or else more tight rows or
columns. We can iteratively build a schedule of lengthC for the input P by repeating
this construction iteratively until the remaining processing times are all equal to 0.
Since at least one row or column becomes tight or one element becomes 0, this must
occur after mn+m+n iterations.
We must still show that such a decrementing set always exists. We have that
å
j
pi j = C; for each tight row i;
å
i
pi j = C; for each tight column j;
å
j
pi j  C; for each slack row i;
å
i
pi j  C; for each slack column j:
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If we let xi j = pi j=C, then this is equivalent to:
å
j
xi j = 1; for each tight row i;
å
i
xi j = 1; for each tight column j;
å
j
xi j  1; for each slack row i;
å
i
xi j  1; for each slack column j:
Of course, we also know that 0  xi j  1, for each i = 1; : : : ;m; j = 1; : : : ;n. If we
instead view x as a variable, what we have argued is that p=C is a feasible solution
to this system of linear constraints. This system defines a bounded, non-empty poly-
tope, and hence there must be an extreme point solution x. But this is nothing more
than the assignment polytope, and we know that all of its extreme points are integer.
If we let S be the set of elements pi j corresponding to those xi j = 1, we have obtained
a decrementing set.
Exercises
10.21. Suppose ”a little birdie” told you the optimal ordering of the completion times
for an instance of the problem RjpmtnjSC j. Formulate and solve as a linear program-
ming problem.
Notes
10.1. Minimizing Makespan. The algorithms of this section are adapted from Mc-
Naughton [1959] and Gonzalez & Sahni [1978B].
Horvath, Lam & Sethi [1977] proved that the bound (10.2) can be met by a pre-
emptive variant of the LPT rule, which, at each point in time, assigns the jobs with
the largest remaining processing requirement to the fastest available machines. The
algorithm runs in O(mn2) time and creates an optimal schedule with no more than
(m 1)n2 preemptions. In Chapter 15 we show that the same variant of the LPT rule
solves a stochastic version of QjpmtnjCmax.
Exercise 10.3 concerning constraints on machine availability, is suggested by
a problem formulation of Schmidt [1983]. Exercise 10.5 is from Rayward-Smith
[1987B].
10.2. Meeting Deadlines. The algorithm of this section is adapted from [Sahni &
Cho. 1980]. The Sahni-Cho algorithm is also used to solve Qjpmtnjåw jU j [Lawler,
1979A]. See also Lawler & Martel [1989].
10.3. The Staircase Algorithm for Release Dates. Horn [1974] gives an O(n2) pro-
cedure for PjpmtnjLmax and Pjpmtn;r jjCmax. The staircase algorithm for uniform
machines was developed independently by Sahni & Cho [1979B] and Labetoulle,
Lawler, Lenstra & Rinnooy Kan [1979]. The more efficient implementation for
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Pjpmtn;r jjCmax is due to Sahni [ ]. Cf also Gonzalez & Johnson [1980].
10.4. Network Flow Computations for Release Dates and Deadlines. Horn [1974]
showed that the feasibility problem Pjpmtn;r j;d jj  can be formulated as a network
flow problem. Bruno & Gonzalez [1976] noted that
Q2jpmtn;r j;d jj  can be given a similar network flow formulation. Martel [1982]
showed that Qjpmtn;r j;d jj  can be formulated as a special type of polymatroidal
network flow problem, as described more generally by Lawler & Martel [1982].
Federgruen & Groenevelt [1986] showed that the problem can be reformulated as an
ordinary network flow problem.
10.5. Minimizing Maximum Lateness. The algorithms of this section are adapted
from Labetoulle, Lawler, Lenstra & Rinnooy Kan [1979]. Related ideas are dis-
cussed in Martel [1982] and Federgruen & Groenevelt [1986].
10.6. Memory Constraints. The algorithms of this section are adapted from Kafura
& Shen [1977] and Martel [1985]. The second paper describes the feasibility algo-
rithm and also shows that Cmax can be found in O(mnlog2m) time by looking more
carefully at when the feasibility algorithm needed to be called using Megiddo’s ap-
proach. Lai & Sahni [1984] showed how to minimize Lmax for identical speed pro-
cessors with memory constraints, and also considered settings with release times and
due-dates [1983].
10.7. Linear Programming Formulations for Unrelated Machines. The linear pro-
gramming formulations presented in this section are due to Lawler & Labetoulle
[1978]. For fixed m, it seems possible that the linear program for RjpmtnjCmax can
be solved in O(n) time. Certainly this is true in the case of m= 2 [Gonzalez, Lawler
& Sahni, 1990]. The algorithm for the preemptive scheduling of open shops is due
to Gonzalez & Sahni [1976].
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Open Shops
Gerhard J. Woeginger
RWTH Aachen
There are four blacksmiths working together. One of them has specialized in putting
horseshoes on the left front leg of a horse, while the other three have specialized
respectively in putting horseshoes on the left hind leg, the right front leg, and the
right hind leg. If the work on one horseshoe takes five minutes, what is the minimum
amount of time needed to put twenty-eight horseshoes on seven horses? (Note that a
horse cannot stand on two legs.)
As each blacksmith has to handle 7 horseshoes, he needs at least 35 minutes of
working time. The following picture with horses A;B;C;D;E;F;G and blacksmiths
1;2;3;4 shows a schedule that meets this lower bound of 35 minutes. Note that each
horse receives its four horseshoes during four different time slots (so that it never has
to stand on two legs), and note that during each five minute time slot each blacksmith
works for exactly five non-interrupted minutes on a single horse.
minute minute minute minute minute minute minute
00–05 05–10 10–15 15–20 20–25 25-30 30-35
Blacksmith 1 A B C D E F G
Blacksmith 2 B C D G F E A
Blacksmith 3 C D G E A B F
Blacksmith 4 D A F B C G E
12.1. Problem statement and some definitions
An instance of the open shop scheduling problem consists of m machines M1; : : : ;Mm
and n jobs J1; : : : ;Jn. (Throughout, machines will be indexed by i and jobs will
1
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be indexed by j.) Each job J j consists of m independent operations Oi; j with i =
1; : : : ;m. The operation Oi; j of job J j has to be processed on machine Mi, which
takes pi; j uninterrupted time units. For every job, the order in which its operations
have to be processed is not fixed in advance but may be chosen arbitrarily by the
scheduler; we stress that different jobs may receive different processing orders.
A schedule assigns every operation Oi; j to a time interval of length pi; j, so that no
job is simultaneously processed on two different machines and so that no machine
simultaneously processes two different jobs. The makespan Cmax of a schedule is
the largest job completion time. The optimal makespan is usually denoted by Cmax.
This optimization problem is denoted by OjjCmax (if the number m of machines is
given as part of the input) and by OmjjCmax (if the number m of machines is a fixed
constant number).
In the blacksmiths and horseshoes puzzle, the four blacksmiths are four machines
M1;M2;M3;M4. Each horse forms a job, and its four legs are the four operations of
that job. All operations Oi; j have length pi; j = 5.
Here are some more notations. The length of the longest operation in an instance
is denoted omax = maxi; j pi; j. The overall processing time of job J j will be denoted
p j = åmi=1 pi; j. The overall processing time assigned to machine Mi is called the
load Li = ånj=1 pi; j of the machine. The maximum job processing time is denoted
pmax = max j p j and the maximum machine load is denoted Lmax = maxi L j. As no
job can be simultaneously processed on two different machines the makespan of any
schedule satisfies Cmax  pmax, and as no machine can simultaneously processes two
different jobs the makespan satisfies Cmax  Lmax. This yields the following lower
bound, which will be important throughout the chapter:
Cmax  b := maxfLmax; pmaxg (12.1)
We mention in passing that there are two other important shop scheduling prob-
lems that are closely related to the open shop problem: In a flow shop, every job must
pass the machines in the same ordering M1; : : : ;Mm. In a job shop, the ordering of
the operations is fixed a priori for every job, and different jobs may have different
orderings of operations. These variants will not be further discussed in the rest of
this chapter.
12.2. Computational complexity: Fixed number of machines
Gonzalez & Sahni [1976] prove that the open shop on m = 2 machines allows a very
simple polynomial time solution: There always exists a schedule whose makespan
equals the lower bound b in (12.1), and this schedule can be found in linear time.
Theorem 12.1 (Gonzalez & Sahni, 1976). Problem O2jjCmax is solvable in polyno-
mial time.
The algorithm in Theorem 12.1 is not hard to find (there are many possible ap-
proaches), and we leave it as a puzzle for the reader. A more general problem variant
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YX
Figure 12.1. Illustration of the NP-hardness argument in Theorem 12.2.
considers the completion time C1 of the last operation on machine M1 and the com-
pletion time C2 of the last operation on M2, and asks for a schedule that minimizes
some objective function f (C1;C2) of the two machine completion times. Based on
extensive case distinctions, Shaklevich & Strusevich [1993] develop linear time al-
gorithms for this variant, if the function f (; ) is non-decreasing in both arguments.
Van den Akker, Hoogeveen & Woeginger [2003] provide a simpler proof of the same
result. Sahni & Cho [1979A] prove strong NP-hardness of the no-wait problem.
O2jno-waitjCmax in which the processing of the second operation of each job must
start immediately after the completion of its first operation.
Now let us turn to the cases of OmjjCmax with m  3 machines. As usual, the
complexity jumps from easy to hard when we move from parameter 2 to parameter
3:
Theorem 12.2 (Gonzalez & Sahni, 1976). For every fixed m 3, problem OmjjCmax
is NP-hard.
Proof. We only show hardness for m = 3. The proof is a polynomial time reduction
from the NP-hard PARTITION problem [Garey & Johnson, 1979]: “Given k positive
integers q1; : : : ;qk with åki=1 qi = 2Q, does there exist an index set I  f1; : : : ;kg with
åi2I qi = Q?”
For j = 1; : : : ;k we create a job J j with p1; j = p2; j = p3; j = q j. Furthermore,
there is a job Jk+1 with p1;k+1 = p2;k+1 = p3;k+1 =Q. We claim that the PARTITION
instance has answer YES, if and only if the constructed instance of O3jjCmax has a
schedule with makespan at most 3Q. The (only if part) is straightforward. For the (if
part), consider the three operations of job Jk+1 in a schedule with makespan 3Q. By
symmetry, we may assume that Jk+1 is first processed on machine M1, then on M2,
and finally on M3. Then the second operation generates two time intervals X and Y
of length Q on machine M2; see Figure 12.1 for an illustration. The operations O2; j
of the other jobs must be packed into intervals X and Y , and thereby yield a solution
for the PARTITION instance. 2
As the PARTITION problem is NP-hard in the weak sense, the argument in Theo-
rem 12.2 only yields NP-hardness in the weak sense for OmjjCmax. The precise com-
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plexity (strong NP-hardness versus pseudo-polynomial time solvability) of problem
OmjjCmax is unknown. This complexity question has been open since the 1970s,
and it forms the biggest and most important gap in our understanding of open shop
scheduling.
Open problem 12.1. Prove that for every fixed number m 3 of machines, problem
OmjjCmax is solvable in pseudo-polynomial time.
12.3. Computational complexity: Arbitrary number of machines
Theorem 12.3 below formulates the main result on the complexity of problem OjjCmax,
where the number of machines is specified as part of the input. Two fairly different
proofs are known for this theorem. The first proof has been given by Lenstra [-] in
the 1970s, and this proof might be one of the most-cited unpublished results in the
scheduling literature. The second proof is implicit in the work of Williamson et al.
[1997], who prove that OjjCmax is NP-hard, even if all operations are of length 0;1;2
and if the question is to decide whether there is a schedule with makespan 4.
Theorem 12.3. Problem OjjCmax is NP-hard in the strong sense.
Proof. We present the original proof of Lenstra [-] and thereby save it for future gen-
erations. The proof is a polynomial time reduction from the 3-PARTITION problem
[Garey & Johnson, 1979], which is NP-complete in the strong sense: “Given an in-
dex set I = f1; : : : ;3kg and positive integers q1; : : : ;q3k and Q with Q=4< qi < Q=2
(i2 I) andåi2I qi = kQ, does there exist a partition fI1; : : : ; Ikg of I, so thatåi2I j qi =
Q for j = 1; : : : ;k?” (Note that each part I j must contain exactly three elements from
I.)
Given an instance of 3-PARTITION, we define an instance of OjjCmax with 2k 
1 machines M1; : : : ;M2k 1 and 6k  3 jobs. For each i 2 I, there is a job Ji with
processing time qi on M1. For each j = 1; : : : ;k 1, there are three jobs:
 a red job R j with processing times 1 on M1, jQ+ j 1 on M2 j, and (k  j)Q+
k  j+1 on M2 j+1;
 a green job G2 j with processing time (k  j)Q+ k  j on M2 j;
 a green job G2 j+1 with processing time jQ+ j on M2 j+1.
Note that a job has operations of positive length on one or three machines; all unde-
fined operations have zero length and can be ignored. We claim that the answer to
the 3-PARTITION instance is YES, if and only if there exists a schedule of length at
most b= kQ+k 1; note that this value b coincides with the bound stated in (12.1).
Suppose that we have a YES-instance of 3-PARTITION. We then construct a
schedule of length b by putting the jigsaw puzzle together as shown in Figure 12.2.
For j = 1; : : : ;k 1:
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Q Q Q Q QQ1 1 1 1 1
Q 1
1jQ+j−1 (k−j)Q+k−j−1
(k−1)Q+k−2
1
2
3
M
M
M
M
M
2j
2j−1
I I I I I I1 2 j j+1 k−1 k
R1 G2
R1G3
Rj G2j
RjG2j+1
Figure 12.2. An illustration for the schedule in the strong NP-hardness proof in Theo-
rem 12.3.
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 job R j starts at 0 on M2 j, then visits M1, and completes at b on M2 j+1;
 job G2 j completes at b on M2 j;
 job G2 j+1 starts at 0 on M2 j+1.
The jobs Ji (i 2 I) are processed in the k intervals of length Q on M1, according to
the partition of I.
Now suppose that we have a schedule of length at most b. A simple calculation
shows that the sum of all processing times is equal to (2k  1)b, which is the total
machine capacity between 0 and time b. Hence, the schedule has length b and no
idle time.
On machine M2, either job R1 precedes job G2 or R1 follows G2. If R1 precedes
G2 on M2, then R1 must follow G3 on M3, and R1 is processed on M1 in the interval
(Q;Q+1). On the other hand, if R1 follows G2 on M2, then R1 must precede G3 on
M3, and R1 is processed on M1 in the interval (b Q  1;b Q). It follows that in
our schedule jobs R1 and Rk 1 occupy the intervals (Q;Q+1) and (b Q 1;b Q)
on M1.
Applying this argument to each pair (R j;Rk  j) for 1 j< k=2, and to Rk=2 in case
k is even, yields the conclusion that M1 processes red jobs in the intervals ( j(Q+1) 
1; j(Q+ 1)) for j = 1; : : : ;k  1. The jobs Ji (i 2 I) must be packed into k intervals
of length Q on M1, and thereby yield a solution to the 3-PARTITION instance. 2
12.4. A theorem on vector rearrangements
This section introduces an auxiliary problem and an auxiliary result that will be piv-
otal for the next section. Let B  Rd be the unit ball of a norm k  k on Rd , that
is, a d-dimensional closed convex body that is centrally symmetric about the origin.
Suppose we are given n vectors v1; : : : ;vn 2 Rd that satisfy
n
å
i=1
vi = 0 and kvik  1 for 1 i n. (12.2)
The goal is to find a permutation vp(1); : : : ;vp(n) of these vectors, so that for every
k with 1  k  n the norm kvp(1)+ vp(2)+   + vp(k)k of the partial sum is small.
Steinitz [1913] proved that the norms of these partial sums can be bounded by a
constant that only depends on the unit ball B (and Steinitz showed that the concrete
constant 2d always works). The smallest such constant is called the Steinitz constant
c(B) of the norm.
Theorem 12.4 (Grinberg & Sevastianov, 1980). For any norm with unit ball BRd ,
the Steinitz constant satisfies c(B) d.
The proof of Theorem 12.4 by Grinberg & Sevastianov [1980] is an optimized
and streamlined version of an earlier proof by Sevastianov [1978]. It is extremely
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elegant, and we will sketch it now. Hence, let us consider vectors v1; : : : ;vn 2 Rd
that satisfy (12.2). In a first step, we prove that there exists a system of subsets
Vd ;Vd+1; : : : ;Vn of fv1; : : : ;vng that satisfies the following properties.
 Vd Vd+1    Vn = fv1; : : : ;vng
 jVkj= k for 1 k  n
 There exist real numbers lk(v) 2 [0;1] for d  k  n and v 2Vk with
(A) åv2Vk lk(v) = k d for d  k  n, and
(B) åv2Vk lk(v)  v = 0 for d  k  n.
In other words, the coefficients lk(v) constitute a linear dependency on Vk where
all coefficients add up to k d. The subsets Vk and the real numbers lk(v) are con-
structed by a backward induction. For k= n, we have Vn = fv1; : : : ;vng and we define
ln(v)  (n  d)=n for all v. These values satisfy condition (A) by definition, while
condition (B) follows from (12.2).
Now assume that the sets Vk+1; : : : ;Vn have already been defined together with the
corresponding coefficients lk+1(v); : : : ;ln(v). We consider the following system of
linear constraints on k+1 real variables x(v) for v 2Vk+1.
å
v2Vk+1
x(v) = k d (12.3)
å
v2Vk+1
x(v)  v = 0 (12.4)
0 x(v) 1 for v 2Vk+1 (12.5)
Note that the system (12.3)–(12.5) is solvable, as can be seen for instance by setting
x(v) =
k d
k+1 d lk+1(v) for v 2Vk+1.
Hence the underlying (k+1)-dimensional polytope is non-empty. Any extreme point
x of this polytope must satisfy k+1 of the linear constraints with equality. As con-
straint (12.3) yields one such equality and as constraint (12.4) yields d such equalities
(one per dimension), in an extreme point at least k+ 1  (d + 1) = k  d of the in-
equalities in (12.5) must be tight. Because of (12.3), this implies that in an extreme
point x at least one of the variables x(v) will be equal to zero. We construct the set
Vk by dropping the corresponding vector v from Vk+1 and by setting lk(v) = x(v).
This completes the construction of the subset system.
In the second step, we transform the subset system into the desired permutation.
The first d vectors vp(1); : : : ;vp(d) are an arbitrary ordering of the vectors in set Vd .
For k  d+1, we choose vector vp(k) as the unique element of Vk Vk 1. We claim
that in the resulting permutation, the norm of every partial sumåki=1 vp(i) is at most d.
Indeed, for k d the triangle inequality together with kvik 1 implies kåki=1 vp(i)k
åki=1 kvp(i)k  d. For d + 1  k  n, the claim follows from the following chain
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of equations and inequalities, which is based on properties (A) and (B) and on the
triangle inequality.
k
k
å
i=1
vp(i)k = k å
v2Vk
vk = k å
v2Vk
v  å
v2Vk
lk(v)  vk
 å
v2Vk
(1 lk(v))  kvk  å
v2Vk
(1 lk(v))
= jVkj  å
v2Vk
lk(v) = k  (k d) = d
This completes the proof of Theorem 12.4. Note that the constructed permutation
does not depend on the underlying norm. Note furthermore that the entire construc-
tion can easily be implemented in polynomial time.
Banaszczyk [1987] slightly strengthened the bound in Theorem 12.4 on the Steinitz
constants for norms in d-dimensional space to c(B) d 1+1=d. Bergstro¨m [1931]
showed that the Steinitz constant of the Euclidean plane (2-dimensional space with
Euclidean norm) equals
p
5=2 1:118. It is known (and easy to see) that the Steinitz
constant of the d-dimensional Euclidean space is at least
p
d+3=2, and this might
well be the correct value of the d-dimensional Euclidean Steinitz constant. However,
at the current moment not even a sub-linear upper bound is known and the problem
is wide open (even for d = 3).
12.5. A tractable special case
Recall that omax denotes the length of the longest operation, that pmax denotes the
length of the longest job, and that Lmax denotes the maximum machine load. Through-
out this section we will assume that
L1 = L2 = L3 =    = Lm = Lmax and omax = 1: (12.6)
The equality of all machine loads in (12.6) can be reached by adding dummy jobs,
and omax = 1 can be reached by scaling. We will apply the machinery for vector rear-
rangements (as described in the preceding section) to the open shop scheduling prob-
lem OmjjCmax. We introduce a unit ball B for a norm k  k in (m 1)-dimensional
space, defined by
B =

(x1; : : : ;xm 1) 2 Rm 1 : jxkj  1 and jxk  x`j  1 for all k and `
	
:(12.7)
Every job J j with processing times pi; j is translated into an (m  1)-dimensional
vector
v j = (p1; j  pm; j; p2; j  pm; j; : : : ; pm 1; j  pm; j) : (12.8)
Because of (12.6) we have ånj=1 v j = 0 and kv jk  1 for 1 j  n, so that the con-
ditions (12.2) for the vector rearrangement Theorem 12.4 are satisfied. Consequently
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Figure 12.3. The infeasible schedule that results from the vector rearrangement.
there exists a permutation vp(1); : : : ;vp(n) of these vectors, so that
kvp(1)+ vp(2)+   + vp(k)k  m 1 for k = 1; : : : ;n: (12.9)
We construct an infeasible schedule that on each machine processes the jobs with-
out idle time in the ordering Jp(1); : : : ;Jp(n); see Figure 12.3 for an illustration. This
schedule is extremely infeasible, as it schedules all operations of every job into a
short time interval; this is a consequence of (12.9) and the definition of norm k  k.
The positive effect of this type of infeasibility is that we have a good understanding
of the global structure of this schedule. The completion time of operation Oi; j in the
infeasible schedule is denoted by Ci; j. Then for k  2 we have
C1;p(k) C2;p(k 1) =
k
å
j=1
p1;p( j) 
k 1
å
j=1
p2;p( j)
=
k 1
å
j=1
(p1;p( j)  p2;p( j))+ p1;p(k)  (d 1)+1 = d:
In the inequality, we use (12.9) and p1;p(k)  omax = 1 from (12.6). By applying
analogous arguments, we derive
D1 := max
k2
Cm;p(k) C1;p(k 1)  m
D2 := max
k2
C1;p(k) C2;p(k 1)  m
D3 := max
k2
C2;p(k) C3;p(k 1)  m
        
Dm := max
k2
Cm 1;p(k) Cm;p(k 1)  m
This means that we can turn the infeasible schedule into a feasible schedule, by sim-
ply shifting all operations on every machine Mi by (i 1)m time units into the future.
The makespan of the new schedule will be bounded by Lmax +(m  1)omax, which
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yields a reasonable approximation result. We will describe next how to get an even
better result. We wrap the infeasible schedule around a cylinder with circumference
Lmax. Each of the individual machine schedules forms a ring around the cylinder that
may be rotated. We freeze the ring for machine M1, and we mark the starting time of
job Jp(1) as the zero-point.
We rotate the ring for machine M2 by D2 time units and thereby shift the starting
time of each operation by D2 into the future. By doing this, we resolve all colli-
sions between operations on M1 and operations on M2: Every job has now disjoint
processing intervals on M1 and M2. Then we rotate the ring for machine M2 by
e2  omax additional time units, so that one of the operations on M2 is started at the
marked zero-point. Next, we do a similar rotation of the ring for machine M3 by
D2 +D3 + e2 + e3 time units, so that all collisions between M2 and M3 are resolved
and so that one of the operations on M3 is started at the marked zero-point. And
so on. The ring for machine Mi is rotated by åik=2Dk + ek time units, so that all
collisions are resolved and so that some operation starts at the zero-point.
In the end, we cut the rings open at the marked zero-point and flatten them into a
schedule for the considered open shop instance. If Lmax D1 is larger than the total
length of all shifts, the resulting schedule will be feasible: Before the shifting, all
operations of job J j were scheduled very close to each other in time. The first shift
puts O1; j and O2; j into disjoint processing intervals, and each of the later shifts puts
another operation into a disjoint processing interval. As Lmax is sufficiently large,
the later operations of job J j will not be shifted all the way around the cylinder and
hence cannot cause collisions with the first operation O1; j of that job. Since Di  m
and since ei  omax  1, the total length of all shifts is at most (m 1)(m+1), and
this should be at most Lmax D1  Lmax m.
Theorem 12.5 (Fiala, 1983). If an instance of OmjjCmax satisfies Lmax  (m2+m 
1)omax, then the optimal makespan is Lmax. Furthermore, an optimal schedule can
be computed in polynomial time.
One consequence of Theorem 12.5 is that open shop problems in the real world
are often easy to solve: If all jobs are drawn from the same distribution and if there
is a sufficiently large number of jobs, then the condition Lmax  (m2+m 1)omax in
Theorem 12.5 will hold true and the instances become easy to solve.
Belov & Stolin [1974] were the first to apply vector rearrangement methods in
the area of scheduling (and they applied them to the flow shop problem). Fiala
[1983] discovered the nice connection to the open shop problem; he actually proved
a much stronger version of Theorem 12.5 where the factor m2 +m  1 is replaced
by 8m0 log2(m0) + 5m0 where m0 is the smallest power of 2 greater or equal to m.
Ba´ra´ny & Fiala [1982] improved Fiala’s bound by a factor of 2, and Sevastianov
[1992] improved it down to roughly (16=3)m log2 m. Sevastianov [1994] surveys and
summarizes the history of vector rearrangement methods in the area of scheduling.
In the light of the above results, it is natural to ask for the smallest value h(m),
so that every instance of OmjjCmax with Lmax  h(m)omax automatically satisfies
Cmax = Lmax.
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Open problem 12.2. Derive good upper and lower bounds on h(m) for m 3.
Sevastianov [1995] establishes the upper bound h(m)  m2   1 + 1=(m  1),
which is useful for small values of m, and also establishes the lower bound h(m) 
2m  2. Here is the bad instance for m = 3 machines that demonstrates h(3)  4:
There is one job with processing time 1 on each machine. Furthermore, for each
machine Mi (i = 1;2;3) there are three jobs with processing time 1  e on Mi and
processing time 0 on the other two machines. Then Lmax = 4 3e and Cmax = 4  e.
Sevastianov [1995] also shows that OmjjCmax remains NP-hard, if it is restricted
to instances with Lmax=omax = r where 1< r< 2m 3. It is not clear, what is going
on for instances with 2m 3 r< h(m). Perhaps, the instances with r< h(m) are
all NP-hard; in that case h(m) would be a threshold at which the complexity jumps
from NP-hard to trivial.
Open problem 12.3. Determine the computational complexity of the restriction of
OmjjCmax to instances with Lmax=omax = 2m 2.
12.6. Approximation: Arbitrary number of machines
Here is a simple greedy algorithm for OjjCmax: Start at time t = 0, and whenever
some machine becomes idle and there is some job available that still needs processing
on that machine then assign that job to that machine. Ties are broken arbitrarily. This
greedy algorithm was formulated by Ba´ra´ny & Fiala [1982] who attribute it to private
communication with Anna Racsma´ny.
Theorem 12.6 (Ba´ra´ny & Fiala, 1982). The greedy algorithm is a polynomial time
approximation algorithm for OjjCmax with worst case ratio at most 2.
Proof. Consider a greedy schedule, and let Oi; j be an operation that completes last.
Then on machine Mi, the greedy schedule has busy time intervals and idle time in-
tervals. The total length of the busy time intervals is Li  Lmax. Whenever Mi is
idle, it is not processing job J j and the only possible reason for this is that job J j is
being processed on one of the other machines. Therefore the total length of the idle
time intervals is at most p j  pmax. This implies that the greedy makespan is at most
Lmax+ pmax, which according to (12.1) is bounded by 2b 2Cmax. 2
The result in Theorem 12.6 can also be derived as a corollary to a more general
result by Aksjonov [1988]. How good is the worst case analysis in this theorem?
Consider the following instance with m machines and m2  m+ 1 jobs. For i =
1; : : : ;m there are m  1 dummy jobs that each need one unit of processing time on
machine Mi and zero processing time on all other machines. Furthermore, there is a
job J+ that needs one unit of processing time on every machine. There is a greedy
schedule with makespan 2m 1 for this instance, in which from time 0 to time m 1
all machines are busy with processing the dummy jobs, and from time m 1 to time
2m  1 they process job J+. As the optimal makespan is Cmax = m, the worst case
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Figure 12.4. A lower bound instance for the greedy algorithm on m = 6 machines. The
dummy jobs are shown in light-gray, while the unit-time operations of job J+ are shown
in dark-gray and marked by +.
ratio of the greedy algorithm is at least 2  1=m; see Figure 12.4 for an illustration.
Chen & Strusevich [1993] have settled the cases m = 2 and m = 3 of the following
open problem by a tedious case analysis, and Chen & Yu [2001] have settled the case
m = 4.
Open problem 12.4. Prove that the greedy algorithm for OmjjCmax has worst case
ratio at most 2 1=m.
A difficult open problem in this area asks whether there is a polynomial time
approximation algorithm for OjjCmax with worst case ratio strictly better than 2. One
possible approach would work with the lower bound b defined in (12.1). Sevastianov
& Tchernykh [1998] have proved Cmax  4b=3 for problem O3jjCmax. Their proof is
based on heavy case analysis and on case enumeration with the help of a computer
program. As the computer program described by Sevastianov & Tchernykh [1998]
takes more than 200 hours of computation time, this approach does not seem to be
applicable to m 4 machines.
Open problem 12.5. Prove that any instance of OmjjCmax satisfies Cmax  3b=2.
Here is an instance that demonstrates that the factor 3=2 in this open problem
would in fact be best possible. The instance uses m machines and m+ 1 jobs. For
j = 1; : : : ;m the job J j consists of the operation O j j with processing time p j j =m 1
on machine M j, and with processing times 0 on the other m 1 machines. The final
job Jm+1 has m operations all with processing time 1. Then b = m and Cmax =
dm=2e+m 1. As m becomes large, the ratio between Cmax and b tends to 3=2.
Now let us turn to negative results on the worst case ratio of polynomial time
approximation algorithms for OjjCmax. Williamson et al. [1997] prove that it is NP-
hard to decide whether an OjjCmax instance with integer processing times has optimal
makespan at most 4. Since the optimal makespan of a NO-instance is at least 5, a
polynomial time approximation algorithm with worst case ratio 5=4 e would allow
us to distinguish the YES-instances from the NO-instances in polynomial time.
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Theorem 12.7 (Williamson et al., 1997). Unless P=NP, problem OjjCmax does not
allow a polynomial time approximation algorithm with worst case ratio strictly better
than 5=4.
It might be possible to lift the hardness proof of Williamson et al. [1997] to get
stronger inapproximability results.
Open problem 12.6. Analyze the computational complexity of the (a;b)-versions
of OjjCmax instances with integer processing times: Decide whether the optimal
makespan does satisfy Cmax  a or whether it does satisfy Cmax  b.
If this (a;b)-version turns out to be NP-hard for fixed integers a and b, then
OjjCmax cannot have a polynomial time approximation algorithm with worst case
ratio strictly better than b=a unless P = NP. The result of Williamson et al. [1997]
yields NP-hardness of the (4;5)-version, and they also show that the (3;4)-version
is solvable in polynomial time. Hence the smallest interesting open cases would
concern the (5;7)-version and the (6;8)-version.
12.7. Approximation: Fixed number of machines
For an arbitrary number of machines, polynomial time approximation algorithms
cannot have worst case ratios very close to 1; see Theorem 12.7. For a fixed number
of machines, the situation is much better and there is a polynomial time approxima-
tion scheme (PTAS).
Theorem 12.8 (Sevastianov & Woeginger, 1998). For every fixed m  3, problem
OmjjCmax has a PTAS.
We now show a proof of Theorem 12.8 for the special case m = 3. (The general
case is based on exactly the same ideas, while some of the details become a bit
messier.) So let us consider some instance of O3jjCmax, and let e with 0 < e < 1 be
some small real number that indicates the desired precision of approximation. The
running time of our algorithm will be polynomial in the instance size, but exponential
in 1=e. The resulting makespan will come arbitrarily close to Cmax, if we let e tend
to 0.
As often in approximation schemes for scheduling problems, the jobs are classi-
fied into big and into small jobs. We call a job big, if one of its operations has length
pi; j  eb, where b is the lower bound defined in (12.1). All other jobs are small
jobs, and we want to assume for the moment that (***) all operations of all small
jobs have length pi; j  e2b; we will show later how to work around this assumption.
Since the total processing time of all jobs is at most 3Lmax  3b and as every big job
has processing time at least eb, there are at most 3=e big jobs. The algorithm now
works in two phases.
 In the first phase, we determine an optimal schedule for the big jobs. This
can be done in O(1) time, as the running time does only depend on 1=e and
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Figure 12.5. An optimal schedule for the big jobs in the proof of Theorem 12.8.
does not depend on the instance size. In the resulting schedule, every machine
processes at most 3=e operations with at most 3=e gaps of idle time between
the operations; see Figure 12.5 for an illustration.
 In the second phase, we pack the operations of the small jobs into the idle gaps.
This is done greedily (as in Theorem 12.6). Start at time t = 0, and whenever
some machine becomes idle at some time t, try to process an unprocessed
small operation on that machine. There are two possible scenarios under which
an unprocessed small operation Oi; j cannot be started at time t: First another
operation Ok j of the same job might currently be processed on some other
machine. Secondly, the remaining part of the current gap might be too small
to accommodate Oi; j. If one of these scenarios occurs, we try to schedule some
other small operation. If no operation can be scheduled, then the machine is
left idle for the moment.
Now let us analyze the makespan CAmax of the resulting approximating schedule.
Let Oi; j be an operation that completes last. In the first case assume that Oi; j belongs
to a big job. Then CAmax coincides with the optimal makespan for the big jobs, and we
actually have found an optimal schedule. In the second case assume that Oi; j belongs
to a small job. Then we consider the busy time intervals and the idle time intervals on
machine Mi. The total length of all busy time intervals is the load Li  b. Whenever
machine Mi was idle, it could not process operation Oi; j. This means that either (i)
job J j was being processed on one of the other machines, or that (ii) the remaining
gap was too small to accommodate Oi; j. The total idle time of type (i) is bounded by
the length of the small job J j, which is at most 3e2b. The total idle time of type (ii) is
bounded by the number of gaps multiplied by the length of operation Oi; j, which is at
most (3=e)  (e2b) = 3eb. Altogether, this implies that the approximating makespan
can be bounded as
CAmax = Busy+Idle(i)+Idle(ii)  b+3e2b+3eb  (1+3e2+3e)Cmax:(12.10)
As e tends to 0, the error factor 1+3e2+3e tends to 1. This yields the desired PTAS
modulo the assumption (***).
It remains to discuss what to do with assumption (***), which essentially postu-
lates an empty no man’s land between big operations (of length at least eb) and small
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operations (of length at most e2b). In other words, under assumption (***) non-big
jobs must not contain operations of intermediate length e2b < pi; j < eb. This as-
sumption will be totally wrong for most instances, but we can come very close to it
by playing around with the value of e. This is done as follows.
For a real number d with 0 < d < 1, we say that a job is d-big, if one of its
operations has length pi; j  db and otherwise it is d-small. An operation Oi; j is
d-nasty, if it belongs to a d-small job and satisfies the inequality d2b < pi; j < db.
By N(d) we denote the total length of all d-nasty operations. Now consider the real
numbers dk = e2
k
for k  0. Then every operation Oi; j is dk-nasty for at most one
choice of index k. We search for an index k that satisfies the inequality
N(dk)  eb: (12.11)
If some value dk violates (12.11), then the corresponding dk-nasty operations con-
sume at least eb of the total processing time of all operations (which is at most 3b).
Hence some k  3=e will indeed satisfy (12.11). From now on we work with that
particular index k and with that particular value dk.
The final approximation scheme works as follows. First we remove from the
instance all the dk-small jobs that contain some dk-nasty operation. To the surviving
jobs we apply the original approximation algorithm as described above with e := dk,
and thereby find a schedule with makespan at most (1+ 3d2k + 3dk)C

max according
to (12.10). In the end, we greedily add the previously removed jobs with dk-nasty
operations to this schedule. Since the overall processing time of all removed jobs is
at most 3eb, this increases the makespan by at most 3eb. Since dk  e, this altogether
yields a schedule of makespan at most (1+3e2+6e)Cmax. This completes the proof
of Theorem 12.8 for the special case m = 3.
An FPTAS (fully polynomial time approximation scheme) is a PTAS whose time
complexity is also polynomially bounded in 1=e. The following open problem is
closely linked to the existence of pseudo-polynomial time exact algorithms for
OmjjCmax.
Open problem 12.7. Prove that problem OmjjCmax has an FPTAS for every fixed
m 3.
12.8. Preemption and other optimality criteria
The term “open shop” is due to Gonzalez & Sahni [1976]. They give a polynomial-
time algorithm for OjpmtnjCmax, which finds a schedule of length b. Lawler & La-
betoulle [1978] use the algorithm to construct optimal schedules for RjpmtnjCmax
and RjpmtnjLmax from optimal solutions to linear programming formulations; see
Section 10.7, where a sketch of the Gonzalez-Sahni algorithm is given. For
Ojpmtn;r jjLmax, Cho & Sahni [1981] observe that a trial value of Lmax can be tested
for feasibility by linear programming; bisection search is then appplied to minimize
Lmax in polynomial time.
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Lawler et al. [1981, 1982] give a linear-time algorithm for O2jpmtnjLmax, assum-
ing that the due dates are preordered; they establish strong NP-hardness for O2jjLmax.
Liu & Bulfin [1985] provide an NP-hardness proof for O3jpmtnjåC j;
O2jpmtnjåC j remains open. For the nonpreemptive version O2jjåC j, Achugbue
& Chin [1982A] prove strong NP-hardness and derive tight bounds on the length of
arbitrary schedules and SPT schedules.
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13.1. Johnson’s algorithm for F2jjCmax
In one of the first results in deterministic scheduling theory, Johnson gave an O(nlogn)
algorithm to solve F2jjCmax. The algorithm is surprisingly simple: first arrange the
jobs with p1 j  p2 j, in order of nondecreasing p1 j and then arrange the remaining
jobs in order of nonincreasing p2 j.
The proof that this algorithm produces an optimal schedule is also straightfor-
ward. Notice that the algorithm produces a permutation schedule, where the order
of the jobs on each machine is identical. An easy interchange argument shows that
there exists an optimal schedule that is a permutation schedule. For a permutation
schedule, it is easy to see that Cmax is determined by the processing time of some `
jobs on machine 1, followed by the processing time of (n+1) ` jobs on machine 2.
Note that this implies that if each pi j is decreased by the same value p, then for each
permutation schedule, Cmax decreases by (n+ 1)p. Finally, observe that if p1 j = 0,
then job J j is scheduled first in some optimal schedule, and similarly, if p2 j = 0,
then J j is scheduled last is some optimal schedule. Putting these pieces together, we
see that an optimal schedule can be constructed by repeatedly finding the minimum
pi j value among the unscheduled jobs and subtracting this value from all process-
ing times; if the minimum is zero, then the corresponding job is scheduled. This
algorithm is clearly equivalent to the one given above.
1
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13.2. Approximation algorithms: simple results
Given that all but the most restrictive cases of the flow shop scheduling problem are
NP-hard, it is natural to consider approximation algorithms for the problem. We will
consider algorithms that produce permutation schedules, as well as algorithms that
produce arbitrary schedules. In the former case, we must be careful to measure the
performance relative to the optimal schedule rather than to the optimal permutation
schedule.
In contrast to, for example, OjjCmax, simple algorithms for F jjCmax do not give
encouraging results. Consider the permutation schedule produced by a list schedul-
ing algorithm (LS); in other words, consider an arbitrary permutation schedule. In
such a schedule, at least one operation is being performed at any time, so that
Cmax(LS)åmi=1ånj=1 pi j. On the other hand, the optimal schedule length Cmax must
be at least ånj=1 pi j, for any Mi(i = 1; :::;m). There must be a machine for which this
sum is at least (åmi=1å
n
j=1 pi j)=m, since that is the average machine load. We have
obtained the following result.
Theorem 13.1. For any instance of F jjCmax, Cmax(LS) mCmax.
The reader is invited to show that the analysis of algorithm LS is tight; see Exer-
cise 13.1.
Johnson’s algorithm for F2jjCmax can be used to give simple algorithms with
somewhat better performance. For example, suppose that the machines are grouped
in dm=2e pairs: (M1;M2), (M3;M4), and so forth; if m is odd, then Mm is grouped
by itself. We can find an optimal schedule for each pair; clearly, the length of each
of these schedules is no more than Cmax. By concatenating the dm=2e two-machine
schedules, we obtain an m-machine schedule of length at most dm=2eCmax. Note that
this is not necessarily a permutation schedule.
A similar sort of aggregation algorithm (AG) produces a permutation schedule
with the same performance guarantee. Aggregate M1; :::;Mdm=2e into one virtual
machine, and Mdm=2e+1; :::;Mm into another, with processing times a j = å
dm=2e
i=1 pi j
and b j = åmi=dm=2e+1 pi j. We can view this as an instance of F2jjCmax and apply
Johnson’s algorithm to obtain a permutation p. This permutation can be viewed as a
schedule for the original problem; how good is it?
One important fact for this analysis: the length of the permutation schedule p for
the original m-machine problem is no more than the length of p for the aggregated
two-machine problem. If we have an aggregated operation on the virtual machine 1
being processed for a j time units, then allocating this block of time across the first
half of the machines, is sufficient to process each of the component operations of job
j in the corresponding interval.
We complete the analysis by showing that there is a schedule for the aggregated
two-machine problem of length at most dm=2eCmax (and hence the approximation
for the m-machine problem is at most this much). Consider an optimal schedule for
the m-machine problem. Group together Mi and Mdm=2e+i, for i = 1; :::;bm=2c; if m
is odd, then Mdm=2e is grouped by itself. For each group, partition the schedule for its
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machines into time intervals in such a way that there is a one-to-one correspondence
between the right endpoints of those intervals and the completion times of opera-
tions on machines in that group. If the intervals generated for all of the groups are
sorted by their right endpoints and concatenated in that order, we obtain a preemp-
tive schedule for the two-machine problem. Note that the sorting guarantees that the
preemptive schedule is feasible for the two-machine problem; more precisely, no job
is completed on the first virtual machine after it is started on the second. The length
of this schedule is obviously no more than dm=2eCmax. But it is straightforward to
argue that there is a nonpreemptive permutation schedule of the same length. Thus,
we have proved the following theorem.
Theorem 13.2. For any instance of F jjCmax, the aggregation algorithm AG delivers
a permutation schedule with Cmax(AG) dm=2eCmax.
Again, the analysis of algorithm AG is tight; see Exercise 13.2. While Theo-
rem 13.2 gives an upper bound on the quality of permutation schedules relative to
the overall optimum, there are classes of instances for which the ratio between the
lengths of the optimal permutation schedule and the overall optimal schedule is un-
bounded; see Exercise 13.3. In the next section, we will give a deeper result on the
absolute difference between these two optima.
Many more approximation algorithms for flow shop scheduling have been pro-
posed than the ones that we have analyzed in this section. In general, the objective
has been to design methods that do well on a set of randomly generated instances,
not to establish performance guarantees. In other words, the emphasis has been on
empirical rather than worst-case analysis. In the rest of this section, we will men-
tion some of these heuristics and summarize the experimental results that have been
reported. We note that all of these methods produce permutation schedules.
We first discuss three algorithms that construct a schedule from scratch. The slope
index rule orders the jobs J j in order of nonincreasing values åmi=1[i  (m+1)=2]pi j.
It is based on the same idea as Johnson’s algorithm: a job whose operations tend to
increase in length should be placed at the beginning of the schedule, and a job whose
operations decrease in length should be at the end. The generalized aggregation rule
uses Johnson’s method in a more direct way: for l = 1; :::;m  1, apply the two-
machine algorithm using processing times åli=1 pi j and å
m
i=m+1 l pi j ( j = 1; :::;n ),
and evaluate the resulting permutation as an m-machine schedule; choose the best
of these m  1 schedules. Note that this algorithm is not a proper generalization of
algorithm AG. The longest insertion rule is as follows: start with the empty partial
schedule; at each step, select an unscheduled job with the maximum total processing
requirement, and insert it in the current partial schedule in the position that minimizes
the increase in schedule length.
There is ample empirical evidence to support the statement that the slope index
rule is outperformed by the generalized aggregation rule, and that the longest inser-
tion rule does still better. The latter algorithm is the current champion among con-
structive rules. These increases in solution quality come at the expense of increases
in running time, as the reader can easily verify.
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Another type of approximation algorithm applies local search to a given schedule.
Here, one has to define a neighborhood for each schedule, i.e., a set of schedules
that can be generated by a simple perturbation. Examples of perturbations are a
transposition of two adjacent jobs, a transposition of two jobs that are not necessarily
adjacent, and a shift of a job to a different position. In the basic variant of local
search, the neighorhood of the initial schedule is searched for a better schedule. If
such an improvement is found, the process restarts from there, and this continues
until a schedule is found that is optimal in its neighborhood. A recent variant of
local search is simulated annealing, which accepts deteriorations with a small and
decreasing probability in an attempt to avoid bad local optima and to get settled in a
global optimum. We will discuss this approach in more detail in Chapter 14.
Computational experiments suggest that the adjacent transposition neighborhood
is too restrictive. Local search that starts with an arbitrary solution and applies adja-
cent transpositions tends to take more time and produce worse schedules than longest
insertion. A longest insertion schedule can, however, often be improved by apply-
ing transpositions and shifts. Not surprisingly, simulated annealing with the shift
neighborhood gives even better results but needs more time.
Exercises
13.1. Prove that the bound for list scheduling given in Theorem 13.1 is tight.
13.2. Prove that the bound for the aggregation algorithm given in Theorem 13.2 is
tight.
13.3. Consider the following flow shop instance consisting of 2n machines and n
jobs: pn  j+1; j = pn+ j; j = 1;( j = 1; :::;n), and pi j = 0 for all other (i; j); here, 0
really denotes some arbitrarily small positive value.
(a) Prove that Cmax = 2.
(b) Prove that any permutation schedule has Cmax pn. (Hint: A beautiful theorem
of Erdo¨s and Szekeres states that in any sequence of n2 + 1 distinct integers, there
is a decreasing subsequence of length n+ 1 or an increasing subsequence of length
n+ 1. Use this theorem to identify a time-consuming subsequence of operations in
any permutation schedule.)
(c) Use the insight gained in part (b) to construct a permutation schedule with Cmax =
2dpne.
13.3. Approximation algorithms: geometric methods
The most significant results on approximation algorithms for flow shop scheduling
are based on geometric methods. The main tool we will use is Theorem 12.4, the
vector sum theorem, which was proved in the previous chapter.
The following result was already mentioned in Section 13.1. Let pmax =maxi; j pi j.
Theorem 13.3. For any instance of F jjCmax, a permutation schedule of length at
most Cmax+m(m 1)pmax can be found in O(m2n2) time.
Ch13.pdf January 15, 2020 265
13.3. Approximation algorithms: geometric methods 5
Proof. Consider an arbitrary flow shop instance. For each Mi, letPi =ånj=1 pi j, and
let Pmax = maxiPi. We will show that Theorem 12.4 provides a way to construct a
permutation schedule of length at most Pmax +m(m  1)pmax. Since Pmax Cmax,
the theorem then follows.
Without loss of generality, we may assume that Pi = Pmax for each Mi. If Pi <
Pmax, we can iterate through the operations on Mi, increasing each pi j to at most
pmax, until the revised total reaches Pmax.
Consider a permutation p of f1; :::;ng, and suppose that each machine processes
the jobs in the order Jp(1); :::;Jp(n). Let Ii j denote the total idle time of Mi up to
the starting time of Oip( j). For a permutation schedule, it is easy to calculate all of
the values Ii j. On M1, we clearly have I1 j = 0 for all j. On Mi (i  2), operation
Oip( j) starts as soon as both Oip( j 1) and Oi 1;p( j) are completed. In case the former
operation finishes later, we have
Ii j = Ii; j 1:
In the latter case, Ii j +å
j 1
k=1 pip(k) = Ii 1; j +å
j
k=1 pi 1;p(k), or
Ii j = Ii 1; j + pip( j)+
j
å
k=1
(pi 1;p(k)  pip(k)):
Suppose that p is such that the following bound holds:
j
å
k=1
(pi 1;p(k)  pip(k)) (m 1)pmax; j = 1; :::;n; i = 2; :::;m: (13.1)
This implies that the idle times are related by the recurrence
Ii j maxfIi; j 1; Ii 1; j +mpmaxg:
With the initial conditions for i = 1, we conclude that Imn  (m  1)mpmax. This
yields the desired bound on the length of the permutation schedule corresponding to
p:
Cmax(p) =Pm+ Imn Pmax+m(m 1)pmax:
Fortunately, Theorem 12.4 is exactly what we need to compute a permutation that
guarantees the inequality (13.1). Define the vectors
v j = (p1 j  p2 j; p2 j  p3 j; :::; pm 1; j  pm j); j = 1; :::;n:
The assumption that Pi = Pmax (i = 1; :::;m) implies that ånj=1 v j = 0, so we can
apply Theorem 12.2. Since d =m 1 and jjv jjj  pmax, (13.1) immediately follows.
This completes the proof. 2
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It is natural to ask whether the bound given in Theorem 13.3 is tight. This is
certainly not the case for m = 2, since there is a permutation schedule that is an
overall optimal schedule. One might also wonder ifPmax+2pmax is a tight bound for
m = 2; no, one can show that there always is a (permutation) schedule that achieves
Pmax + pmax, and this is tight. For m = 3, there is a permutation schedule that is
guaranteed to be no longer than Pmax + 3pmax, and this is tight; for m = 4, the best
bound known is Pmax+9pmax.
When the number of machines is fixed, Theorem 13.3 can also be used to obtain
strong relative performance guarantees. Let e be an arbitrary positive constant. Call
a job J j big if there is an operation Oi j with pi j > ePmax=m2, and small otherwise.
Observe that there are less than m3=e big jobs. (Otherwise, at least one machine
would have to process at least m2=e of the expensive operations, which would con-
tradict the definition of Pmax.) Hence, for fixed m and e, the number of big jobs is
bounded by a constant.
Now, first use the algorithm of Theorem 13.3 to schedule all of the small jobs.
The length of this partial schedule is at most
Pmax+m(m 1)ePmax=m2 < (1+ e)Pmax  (1+ e)Cmax:
Next, consider all possible ways to schedule all of the big jobs at the conclusion
of this partial schedule. Since there are only a constant number of big jobs and a
constant number of machines, the number of such extensions is also constant (al-
beit possibly huge), and the best one can be selected in constant time. Since the
completed schedule is at most Cmax longer than the partial schedule, we obtain a
schedule of length at most (2+ e)Cmax.
Theorem 13.4. For any instance of FmjjCmax (i.e., with m fixed) and any e > 0, a
schedule of length at most (2+ e)Cmax can be found in polynomial time.
Note that the extension need not be a permutation schedule, and hence the com-
pleted schedule need not be one. However, if only permutation extensions are con-
sidered, then the same scheme delivers a solution of length at most 2+ e times the
length of the best permutation schedule. It remains an interesting open question to
find algorithms with comparable performance whose running time is also polynomial
in m.
Exercises
13.4. Consider F2jjCmax. Give a polynomial-time algorithm for finding a permuta-
tion schedule of length at most Pmax+ pmax. Show that this bound is tight.
Notes
13.1. The two-machine flow shop. The two-machine flow shop algorithm is one of
the most celebrated results in scheduling theory. It is due to Selmer M. Johnson
[1954].
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13.2. Approximation algorithms: simple results. Potts, Shmoys & Williamson
[1991] exhibit a family of flow shop instances for which the best permutation sched-
ule is longer than the true optimal schedule by a factor of more than (1=2)
p
m.
The analysis of algorithm LS is due to Gonzalez and Sahni [1978A]. They showed
that the bound of Theorem 13.1 is tight even for LPT schedules, in which the jobs
are ordered according to nonincreasing sums of processing times. They also gave
the algorithm that consists of bm=2c applications of Johnson’s algorithm. Algorithm
AG was proposed and analyzed by Ro¨ck and Schmidt [1983].
The slope index rule is due to Palmer [1965], and the generalized aggregation
rule to Campbell, Dudek, and Smith [1970]. Dannenbring [1977] compared eleven
heuristics, including those of Palmer and Campbell et al. as well as two that apply
adjacent transpositions. The longest insertion rule was proposed by Nawaz, Enscore,
and Ham [1983] and tested by Turner and Booth [1987]. Osman and Potts [1989]
report on experiments with traditional local search and simulated annealing.
We quote a few results that are not as simple as the title of this section suggests.
In a series of papers, Nowicki & Smutnicki [1989, 1991, 1993] analyzed the perfor-
mance of the algorithms mentioned in the previous paragraph. They are interested in
the worst-case ratio of the length of the approximate schedule and the length of the
optimal permutation schedule. The generalized aggregation rule has a ratio dm=2e.
For the slope index rule and for both adjacent transposition algorithms of Dannen-
bring, the ratio is about m=
p
2 (the precise value is a more complicated expression
that depends on the parity of m). These bounds are tight. The worst-case ratio for
the longest insertion rule is unknown, but instances exist that achieve a ratio of aboutp
m=2.
Finally, Potts [1985B] investigated the performance of five approximation algo-
rithms for F2jr jjCmax. The best one of these, called RJ’, involves the repeated ap-
plication of a dynamic variant of Johnson’s algorithm to modified versions of the
problem, and satisfies Cmax(RJ0)=Cmax  5=3; this bound is tight.
13.3. Approximation algorithms: geometric methods. The connection between flow
shop scheduling and the vector sum theorem, as stated in Theorem 13.3, was dis-
covered independently by Belov & Stolin [1974], Sevast’yanov [1974], and Ba´ra´ny
[1981]. Theorem 13.4 is implicit in the work of Shmoys, Stein & Wein [1994].
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14.1. The disjunctive graph model for JjjCmax
In the job shop scheduling problem, each job J j consists of a chain of operations (i.e.,
an ordered sequence of operations), where each operation is specified to be processed
on a particular machine for a specified length of time (without interruption). Each
machine can process at most one operation at a time. For JjjCmax, the objective is to
minimize the makespan, that is, the time by which all jobs are completed.
The above description does not reveal much of the structure of this problem type.
An illuminating problem representation is provided by the disjunctive graph model
due to Roy & Sussmann [1964].
Given an instance of JjjCmax, the corresponding disjunctive graph is defined as
follows. For every operation Oi j, there is a vertex, with a weight pi j. For every
two consecutive operations of the same job, there is a (directed) arc. For every two
operations that require the same machine, there is an (undirected) edge. Thus, the
arcs represent the job precedence constraints, and the edges represent the machine
capacity constraints.
The basic scheduling decision is to impose an ordering on a pair of operations on
the same machine. In the disjunctive graph, this corresponds to orienting the edge
in question, in one way or the other. A schedule is obtained by orienting all of the
1
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Figure 14.1. Job shop scheduling problem. (a) Instance. (b) Instance, represented as a
disjunctive graph. (c) Feasible schedule, represented as an acyclic directed graph.
edges. The schedule is feasible if the resulting directed graph is acyclic, and its
length is obviously equal to the weight of a maximum weight path in this graph.
The job shop scheduling problem has now been formulated as the problem of find-
ing an orientation of the edges of a disjunctive graph that minimizes the maximum
path weight. We refer to Figure 14.1 for an example.
14.2. Approximation algorithms: computing good solutions
In this section we deal with the second class of approaches mentioned in Chapter 2
to cope with NP-complete problems: we present heuristic methods to solve the job
shop problem. These methods enter the scene if the computation time to get solu-
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tions is limited or the instances to be considered get larger. In both cases, branch-
and-bound methods may fail. Depending on the available time or the size of the
instances, simple constructive heuristics or more time consuming iterative methods
may be used. The main focus of this section lies on the second class of heuristics.
Starting from an initial solution achieved e.g., by a constructive heuristic, the iter-
ative methods change the given solution slightly and repeat this process iteratively
hoping that finally a good solution results. Based on the iterative process (searching)
and the restriction to slight changes (local), these methods are called local search
methods. The local search approaches presented here for the job shop problem work
very well in practice, although they give no proven performance guarantee. How-
ever, getting approximation methods with a proven performance guarantee for the
job shop problem is limited. Since it has been proven that determining whether or
not a schedule of length  4 exists is NP-complete, it follows that the problem of
finding an approximation algorithm with a performance guarantee better than 54 is
NP-hard.
This section is organized as follows. In the following subsection we will give a
brief description of constructive heuristics for the job shop problem. In addition to
their value as stand alone methods, these methods can be used to calculate initial
solutions for local search procedures, which form the contents of Subsection 14.2.2.
Finally, in Subsection 14.2.3 some implementational issues are discussed.
14.2.1. Constructive methods
In this part we concentrate on constructive heuristics for the job shop problem. In
addition to simple methods based on priority rules, we also discuss a more elaborate
method called shifting bottleneck procedure.
As mentioned in Section 14.1, the main scheduling decision is to define process-
ing orders on the machines leading to complete orientations. Given such a com-
plete orientation, by longest path calculations we obtain a corresponding schedule
in which an operation starts at the time where either its job or machine predeces-
sor is finished or, if both do not exist, at time 0. Schedules that have this property
(no operation can start earlier without changing at least one machine order) are called
semi-active schedules. Two important subclasses of the semi-active schedules are the
active schedules and the non-delay schedules. The first class contains only schedules
(complete orientations) where it is not possible to start an operation earlier without
delaying the start of another operation. The second class is a subset of the first and
contains only schedules where a machine may be idle only if no jobs are available for
processing. Whereas the set of active schedules is still a dominating set (i.e., it con-
tains at least one optimal schedule), optimal schedules do not have to be a non-delay
schedules (see Exercise 14.1).
Most of the priority driven heuristics for the job shop problem generate active
or non-delay schedules. The basic principle of all these methods is the same and
can also be found in the method to calculate upper bounds within branch-and-bound
procedures: iteratively repeat the following steps
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1. estimate the set C of operations for which the job predecessors have already
been scheduled,
2. select an operation in C and schedule it next on its machine.
Thus, in each iteration one operation is added to the given partial schedule as the last
operation on its machine. In principle, Step 2 is always realized as follows:
2.1 determine a subset C¯ C,
2.2 select an operation from C¯ using a priority rule.
Depending on the realization of these two sub-steps, different constructive heuristics
result. The priority rules in Step 2.2 may be simple rules like shortest processing time
(SPT), longest processing time (LPT), longest remaining processing time (LRPT)
etc., or may be more complex rules depending on a lower bound for the makespan
assuming that the given operation is scheduled next. The selection of the subset
C¯ C in Sub-step 2.1 may be realized in three different ways:
 Select C¯ as the subset of operations from C that can start earliest (i.e., all op-
erations in C¯ can start at the same time if added to the current partial schedule
and no other operation from C can start earlier).
In this case no idle time on machines occurs if operations are available for
processing and, thus, the resulting schedule is a non-delay schedule.
 Let u be an operation from C that finishes earliest if added to the current partial
schedule and let i be the machine on which u has to be scheduled. Select C¯
as the subset of operations from C that have to be scheduled on machine i and
can start before u would finish.
In this case, no operation can be processed earlier without delaying another
operation and, thus, the resulting schedule is an active schedule.
 Select the complete set C (i.e., C¯ =C).
In this case the resulting schedule will be a semi-active schedule.
From a theoretical point of view, the second choice is preferable since the set of non-
delay schedules generated by the first choice in general does not have to contain an
optimal schedule and since the additional solutions that can be generated by the third
choice give no further improvements. However, the first and third choice reflect the
way planning in production plants is often carried out.
A more elaborate constructive heuristic for the job shop problem is the shifting
bottleneck heuristic (SBH). In the remainder of this subsection we describe its basic
version.
The basic idea of the SBH is to schedule the m machines one by one. In each
stage the disjunctions belonging to a specific machine are fixed taking into account
the selections already made for scheduled machines. Furthermore, at the end of
each stage, the partial schedule belonging to the fixed machines is re-optimized (see
Figure 14.2 for the basic structure of SBH).
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M := fM1; : : : ;Mmg; M0 := /0;
REPEAT
choose a machine Mi from M;
fix precedence relations for Mi;
M := M nfMig; M0 := M0[fMig;
re-optimize machines from M0;
UNTIL M = /0.
Figure 14.2. Basic Structure of the Shifting Bottleneck Heuristic
The choice of the machine to be fixed next, the scheduling of this machine, and
the re-optimization all rely on the same process: given a partial schedule via fixed
disjunctions for a subset of machines, analyze the situation on a specific machine.
The fixed disjunctions lead to earliest possible start times (release dates) and min-
imal delivery times (which can be transformed into due dates, see Chapter 3) for
the operations to be scheduled on the specified machine. The resulting problem is
a single-machine head-body-tail problem, for which an efficient branch-and-bound
method exists to determine the minimal maximum lateness. The machine to be fixed
next is chosen to be the machine with the largest maximum lateness of the head-
body-tail problem (i.e., the bottleneck machine). On this machine, the disjunctions
are fixed according to the optimal solution of the head-body-tail problem. For the
re-optimization, the fixed machines (machines from M0) are treated consecutively by
first removing their fixed disjunctions and then rescheduling them according to the
optimal solution of the head-body-tail problem that results after dropping the given
schedule on the machine.
The SBH is a effective heuristic for the job shop problem originally developed by
Adams, Balas and Zawack [1988]. Later on, several variants of the method and inte-
grations of the method in other heuristics have been presented. The variations mainly
differ in the way how the re-optimization is organized. Finally, it is worthwhile to
mention that the basic structure of SBH also can be used to solve generalizations of
the job shop problem.
14.2.2. Local search
The methods presented in the previous subsection basically construct one feasible
solution. However, as in the re-optimization step of SBH, it may be worthwhile to
change this solution somehow and achieve other, hopefully better, feasible solutions.
Local search methods form an important and widely used class of such approaches.
For an overview of the literature on local search, we refer to Aarts and Lenstra [1997]
and Osman and Laporte [1996].
In the following we first give a general overview of these methods and, afterwards,
show how they can be adopted to the job shop problem.
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choose an initial solution s 2 S;
REPEAT
choose a solution s0 2 N(s);
s := s0;
UNTIL stopping criteria.
Figure 14.3. Basic Structure of Local Search
General overview. Local search methods form a generic class of heuristics. Gener-
ally speaking, local search methods iteratively move through the set of feasible so-
lution. Based on the current and maybe previously visited solutions, a new solution
is chosen. The choice of the new solution is restricted to solutions that are somehow
close to the current solution (in the ‘neighborhood’ of the current solution).
Looking at the general structure of local search, we may conclude that one of the
basic ingredient of local search is the neighborhood. The neighborhood determines
in an essential way how the search process will behave. To define a neighborhood
on a set S of feasible solutions, we have to specify a corresponding set of neighbors
N(s)  S for each solution s 2 S. In principle, these sets N(s) may be arbitrary
subsets of S. However, following the idea of local search, these solutions should be
somehow ’similar’ to s. A systematic way of defining neighborhoods is to specify a
set OP of operators op : S! S which perturb solutions in some way. In this case,
the set of neighbors of a solution s is defined by N (s) = fop(s)jop 2 OPg.
Using the notion of neighborhoods, the basic structure of local search is given
in Figure 14.3. This basic local search algorithm may be made concrete in various
ways. Depending on the method of choosing solutions from the neighborhood of
the current solution and the way in which the stopping criteria are defined, we get
different local search methods.
A very intuitive and natural way to make concrete the choice of a solution from
the neighborhood of the current solution and the stopping criteria in the algorithm
of Figure 14.3 is to make in each step locally the best choice and to stop if this does
not lead to an improvement. This method is called iterative improvement and has its
roots in the year 1958. Its main characteristic is that it stops if a local optimum with
respect to the given neighborhood has been reached. Generally, this local optima
depends on the chosen initial solution and no information is available on how much
the quality of this solution differs from that of the global optimum.
It took until the mid-1980s before alternative local search methods were devel-
oped that did not terminate at the first local optimum. The first method of this type
was simulated annealing. This method has two stochastic elements. First, a solu-
tion is chosen from the set of neighbors of the current solution according to some
given distribution (each neighbor usually has the same probability). Afterwards, de-
pending on the difference between the objective values of the chosen and the current
solution, it is decided whether we move to the chosen solution or stay with the cur-
rent solution. If the chosen solution has a better objective value, we always move to
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this solution. Otherwise, we move to this solution with a probability that depends
on the difference between the two objective values. More precisely, if s1 denotes the
current solution and s2 the chosen solution, we move to s2 with probability
p(s1;s2) = eminfc(s1) c(s2);0g=c; (14.1)
where c(s) denotes the objective value of a solution s. The parameter c is a positive
control parameter that decreases with increasing number of iterations and converges
to 0. This has the effect that the probability of moving to a solution with larger
objective value decreases in the course of time and that, finally, almost only improv-
ing solutions are accepted. Furthermore, the probability (14.1) has the property that
large deteriorations of the objective function are accepted with lower probability than
small deteriorations. Under certain conditions for the neighborhoods and the way in
which the control parameter c is decreased, it is possible to prove that simulated an-
nealing is asymptotically an optimization algorithm. The proof is based on results
on Markov chains.
Another local search method that allows nonimproving moves is the tabu search
method. Its central idea is to deterministically guide the local search and to use
information from the past to avoid cycling. The most straightforward realization
of this idea is to always choose the best solution from the neighborhood (steepest
descent or, if no descent is possible, mildest ascent), but to reduce the neighborhood
by all solutions already visited. However, for practical reasons it is not possible to
keep track of all solutions already visited and, thus, the process of reducing the set
of neighbors is realized in a different way. Generally, the search for the next solution
s0 2 N(s) is restricted to a subset Nred  N(s), whereby either a set of operators from
OP or solutions with certain properties are forbidden (tabu). These restrictions vary
in time and are chosen so that it is not possible to revisit a certain solution within a
given number of iterations. More precisely, depending on the last k moves, a set of
operators or a set of properties is defined as tabu. Since by this approach not only
already visited solutions but also other solutions may be excluded from the search
process, so-called aspiration criteria are used to overrule the tabu status of a solution.
A simple aspiration criterion is that a solution has a better objective value than the
best solution found thus far (such a solution has not been visited before and, thus,
should not be tabu). However, more elaborate aspiration criteria can also be used.
Another type of solution approaches to solve combinatorial optimization prob-
lems is given by genetic algorithms. These methods are based on principles from
population genetics and the theory of evolution. Roughly speaking, genetic algo-
rithms start with some subset of feasible solutions (a population) and iteratively re-
place the current population by a next population. Thus, in principle, genetic algo-
rithms are local search methods on subsets of solutions.
The process of building new populations is organized by two main operators. The
first is called mutation and is applied with some given probability to each solution
of the current population. A mutation changes the given solution slightly. Mostly,
there are several alternatives in changing the solution and the choice for one of them
is done randomly. Thus, a mutation is nothing but a random selection of one solution
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in the neighborhood of the given solution, whereby the neighborhood is defined by
the possible changes mutations can perform. The second operator is called recombi-
nation. Recombination is used to produce a subset of new solutions (offsprings). To
achieve this goal, pairs of solutions (parents) are selected from the current popula-
tion and for each pair two new solutions (children) are constructed by ’shuffling’ the
given solutions. Again, there are several ways of shuffling solutions and the choice
between these alternatives will be done randomly. For selecting pairs of solutions the
quality of the solutions (objective values) plays an important role. Often, the parents
are selected randomly using a distribution on the current population that depends on
the quality of the solutions.
After applying mutations and recombinations a new population has to be deter-
mined. This new population will be a subset of the union of the population after mu-
tation and the set of new solutions resulting from recombination. It is often chosen as
the subset of the k best solutions, where k denotes the cardinality of the population.
Application to the job shop problem. One main step for applying local search
to a job shop problem is to decide on the underlying neighborhood. Most of the
commonly used neighborhoods rely on the representation of solutions by complete
orientations and change the orientation of one or more edges. In this context, two
properties are helpful:
 reversing the orientation of an edge on a critical path of a feasible solution
leads again to a feasible solution (see Exercise 14.2),
 only changes that effect the first or last operation of a block have the potential
to lead to an improving solution.
The first property gives a sufficient condition to get feasible neighbors and the sec-
ond indicates which solutions are non-promising with respect to the objective value.
However, due to the nature of local search even a bad solution with respect to the ob-
jective value may be a good solution for the further search process. Furthermore, the
given sufficient condition on feasibility may be much too restrictive for the search.
Therefore, only a few of the following neighborhoods rely completely on these prop-
erties.
 the critical path interchange neighborhood NCPinter
NCPinter allows the interchange of two adjacent operations of a block on the crit-
ical path (i.e., the reversion of the corresponding edge) and, thus, is based on
the first property.
 the end-of-block interchange neighborhood Nend blockinter
Nend blockinter is a sub-neighborhood of N
CP
inter, where only the interchange of the
first two operations or the last two operations of a block are allowed. This
reduction is based on the second property, since the interchange of two internal
adjacent operations of a block cannot lead to an improved solution.
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 the critical path permutation of three neighborhood NCP3 perm
NCP3 perm is an extension of N
CP
inter and considers, in addition to the interchange
of two adjacent operations of a block, the effect if after this interchange the
machine predecessor or machine successor is interchanged with the two op-
erations. More precisely, for four consecutive operations p;v;w;s on machine
with v;w lying on a critical path, the following sequences are considered as
neighbors if they lead to a feasible solution: (p;w;v;s); (w; p;v;s); (w;v; p;s);
(p;w;s;v); and (p;s;w;v).
 the end-of-block permutation of three neighborhood Nend block3 perm
Again, Nend block3 perm is the sub-neighborhood of N
CP
3 perm, where only neighboring
operations v;w are considered which are the first two operations or the last two
operations of a block.
 the shift to the end of a block neighborhood Nblockshi f t
Nblockshi f t allows a shift of an operation of a block immediately in front of or after
the other operations of its block, provided that the resulting solution is feasible.
Otherwise, the operation is moved as far as possible to the beginning or end
of the block resulting still in a feasible solution. Again, this neighborhood is
based on the second property.
 the shift on the same machine neighborhood Nmachineshi f t
Nmachineshi f t executes shifts for two operations v;w occurring on a critical path and
scheduled on the same machine. If v is scheduled before w on the critical path,
shifting v directly after w and shifting w directly before v are possible neigh-
bors. However, if both the machine predecessor of v and the machine successor
of w are on the critical path, the resulting neighbor cannot improve the current
solution (see Exercise 14.3) and is not included in the neighborhood.
 the end-of-block three interchange neighborhood Nend block3 inter
The basic idea of this neighborhood is the same as for Nend blockinter . However,
under certain conditions, not only the two adjacent operations v;w are inter-
changed but also the job successor of the first operation (v) is interchanged
with its machine successor and one of the job predecessors of the second op-
eration (w) is interchanged with its machine predecessor.
 the shifting bottleneck neighborhood NSBH
A neighbored solution for NSBH is obtained by removing all orientations on a
machine with at least one operation on a critical path and replacing them by
any other orientation leading to a feasible solution.
 the several machine shifting bottleneck neighborhood NseveralSBH
In contrast to NSBH , not only the orientation on one machine but the orienta-
tions on m t machines are replaced for this neighborhood (t is a small number
depending on m).
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Most of the presented neighborhoods change the processing order on only one ma-
chine. Only Nend block3 inter and N
several
SBH change orders on more than one machine.
For local search methods like iterative improvement, simulated annealing, and
tabu search a choice for one of the above defined neighborhoods is sufficient to
describe the search process. However, for genetic algorithms the situation is a bit
more complex. Whereas the above neighborhoods may be used for mutations, also
operators for the recombination have to be given. One possible realization of the re-
combination, which is somehow similar to the above defined neighborhoods is given
as follows:
 recombination by interchanges Rrandominter
Given two solutions S1 and S2 an offspring is constructed by repeating dnm=2e
times: select randomly an edge fv;wg; if this edge is oriented in S1 and S2 in
different ways, and if it belongs in S1 to a critical path, interchange v and w in
S1. The resulting solution S1 is the offspring.
Other realizations of the recombination rely on constructive heuristics for the job
shop problem. The simplest one uses the priority driven heuristic presented in Sub-
section 14.2.1, which led to an active schedule:
 recombination by constructing active schedules Ractiveheur
Given two solutions S1 and S2 an offspring is constructed by a priority driven
constructive heuristic using the following priority rule for the operations in C¯
(C¯ is determined by the second possibility given in Subsection 14.2.1): choose
the operation which starts first in S1 with probability (1  e)=2, the operation
which starts first in S2 with probability (1  e)=2, and randomly one of the
other operations with probability e (e is a given small positive value).
All the presented neighborhoods and recombination methods may be realized using
the mixed graph representation of the job shop problem. However, there also exists
local search methods, especially genetic algorithms, which use different representa-
tions. One of these representations based on a constructive heuristic and perturbation
of the data will be given in the notes.
Combining one of the sketched versions of local search with one of the above
defined neighborhoods leads to a suitable heuristic for solving the job shop problem.
However, to get efficient methods often some variations or adaptions of the methods
are useful. In the following, some variations or adaptions of local search methods
proposed for the job shop problem are given.
 Iterative improvement:
This method stops in the first local optima and, therefore, evaluates in general
only a few solutions. Thus, to make it somehow compatible to the other local
search methods, a multi-start strategy (i.e., start the search for several different
starting solutions) has to be applied.
 Simulated annealing:
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Besides the ’pure’ variant also backtracking strategies (after a certain number
of iterations without improving the best found solution so far, move back to
the best found solution and restart the search) or a combination with iterative
improvement (do not evaluate a neighbor directly, but investigate its potential
for the further search by applying (a few) iterations of iterative improvement
to the neighbor before evaluating it) have been proposed.
 Tabu search:
For tabu search several variations have been proposed in the literature. The
first type of variation depends on the definition of the tabu status. In general
a list (tabu list) keeps track of the last k moves and the entries of the tabu
list are used to define operators or solutions as tabu. On the one hand, the
length of this list (k) may be fixed or may vary over time. On the other hand,
the choice which operators/solutions are declared as tabu in dependence of
the used operator may vary and also the strictness of the tabu status may be
different (e.g. aspiration criteria).
Another variation of tabu search results from the incorporation of backtracking
strategies. Here one can vary the conditions for a backtracking move (e.g.
maximum number of moves without improving the best found solution), the
choice for the solution where the search is restarted (e.g. the best solution),
and the restart conditions (e.g. use the next best neighbor or use the same
solution but with a different length of the tabu list).
Finally, within tabu search the search for the best non-tabu neighbor may be
speeded up by replacing the exact evaluation of the objective value of neigh-
bored solutions by quickly computed bounds on the change of the objective
value.
 Guided local search:
Guided local search uses elements from tabu search and back tracking and was
first applied to the job shop problem by Balas and Vazacopoulos. In each step,
a neighborhood tree of solutions is constructed, where the current solution
serves as root. For each node of the tree, a set of descendants is created by
generating neighbored solutions using some neighborhood structure. After
creating the tree, one of its best solutions is chosen as the new current solution
and, thus, serves as the root of the next tree.
The main ingredient of guided local search is the construction of the neigh-
borhood tree. Here the depth of the tree, the number of descendants per node,
and the choice of the descendants play an important role. To bound the com-
putation times, the depth and the number of descendants are kept small and
the selection of descendants is based on lower bounds on the completion time
of the neighboring solution and not on an exact evaluation of the makespan.
Furthermore, within the generation process it is guaranteed that on a path to a
node from the root, none of the neighborhood changes made is reversed.
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 Genetic algorithms:
Several proposed genetic algorithms for the job shop problem incorporate
other local search methods. In the simplest variants, the solutions generated by
mutations and recombinations are locally optimized by iterative improvement
or improved by fast versions of simulated annealing.
Other genetic algorithms used priority sequences for the machines as solution
representation. For such a representation, a corresponding solution is achieved
by applying some constructive heuristic based on priority rules. Somehow,
these representations are similar to complete orientations. However, the main
difference is that the set of sequences may not lead to a complete orientation
since the resulting mixed graph may contain cycles. The advantage of the
priority sequence based representation is that within the mutation and recom-
bination process one does not have to deal with this feasibility question, since
the application of the constructive heuristic acts as a repair mechanism. Some
authors suggest that, after the application of the constructive heuristic, to re-
place the given priority sequence with the concrete sequences on the machines
in the constructed schedule.
14.2.3. Implementation
Many constructive heuristics for the job-shop problem rely on priority-based dis-
patching rules. A survey of these methods is given by Haupt [1989]. However, the
quality of the solutions achieved by these methods is not very good and these meth-
ods are mostly just used within other methods, e.g., to calculate initial solutions.
The more successful constructive method, the shifting bottleneck heuristic, was
proposed by Adams et al. [1988]. In their original version, in each iteration they
re-optimize all machines from M0 three times in three cycles. In the first cycle the
machines are rescheduled in the order they were inserted in M0 and in last two cycles
the machines are rescheduled in the order of their maximum lateness in the previous
cycle. Note, that these rescheduling operations of the machines can be seen as one
neighborhood step in NSBH , where the current schedule on the machine is replaced
by its best neighbor. Applegate and Cook [1991] present a variation of this method
by not fixing the number of cycles for the re-optimization but repeating this step until
for no machine an improvement is obtained.
For the job shop problem a large number of different local search methods has
been proposed in the literature. It starts with more or less basic versions of the
different search methods using a single neighborhood.
 Aarts et al. [1994] test iterative improvement with neighborhoods NCPinter and
Nend block3 inter .
 The first versions of simulated annealing are given by Matsuo et al. [1988]
and van Laarhoven et al. [1992]. Matsuo et al. use neighborhood Nend block3 inter
but incorporate also some features of iterative improvement. Van Laarhoven
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et al. use neighborhoods NCPinter and N
end block
3 inter .
 Tabu search was first applied by Dell’Amico and Trubian [1993] and Taillard
[1994]. Dell’Amico and Trubian use neighborhoods Nend block3 perm and N
block
shi f t and
a tabu list of variable length, whereas Taillard uses neighborhood NCPinter and
tabu list of fixed length. Furthermore, Taillard does not estimate the makespan
of all neighbored solutions exactly but uses lower bounds.
 Balas and Vazacopoulos [1998] proposed guided local search using the neigh-
borhood Nmachineshi f t . They bound the size of the tree by limiting the number of
descendants, by fixing part of the orientations, and by bounding the depth of
the tree by a logarithmic function of the number of operations.
 The first genetic algorithms for the job shop problem were proposed by Davis
[1985] and Falkenauer and Bouffouix [1991]. Both use priority sequences to
represent solutions and a heuristic to produce a non-delay schedule from a
given representations.
Besides these first, and often basic, local search approaches, various other, more
elaborate, applications of local search to the job shop problem are given in the litera-
ture. Several of these approaches combine different local search methods or combine
local search with the shifting bottleneck heuristic. For genetic algorithms besides
the mentioned representation based on orientations or priority sequences, also other,
less straightforward, representations have been proposed. E.g., Dorndorf and Pesch
[1995] use a sequence of priority rules as representation. Using this sequence a
schedule is built up by a simple priority driven heuristic, where in case of a con-
flict in the i-th iteration the priority rule on position i of the sequence is used to
solve the conflict. Ponnambalam et al. [2001] present a comparative evaluation
of different representations for genetic algorithms for the job shop problem. They
compare operation-based, job-based, priority list-based, and priority rule-based rep-
resentations and come to the conclusion that priority list-based representations lead
to the best quality of the solutions and that operation-based representation lead to the
smallest computation times.
An overview on the application of local search to the job shop problem can be
found in, e.g., Vaessens et al. [1996], Anderson et al. [1997], and Jain and Meeran
[1999]. Besides a description of methods, these overviews contain also computa-
tional comparisons between approaches. A general conclusion from these compar-
isons is that hybrid approaches (combination of different methods) are mostly su-
perior to pure approaches. In the remaining of this section we shortly describe the
basic ideas behind the three most successful local search approaches for the job shop
problem.
Balas and Vazacopoulos [1998] combine the shifting bottleneck heuristic with
their guided local search approach. In the basic version they realize the re-optimization
step of the shifting bottleneck heuristic by their guided local search approach using
the current partial schedule as initial solution. The best schedule obtained in this
Ch14.pdf January 15, 2020 282
14 14. Job Shops
processed is used to continue with the shifting bottleneck heuristic. Using the so-
lution of this basic version as initial solutions two other variants are proposed. In
the first, called iterated guided local search, iterations of re-optimization cycles are
carried out until no improvement is found. Each cycle removes the orientation of one
machine, applies guided local search for a limited number of trees, adds the removed
machine again, and applies guided local search to the complete schedule for a limited
number of trees. The second variant, called reiterated guided local search, uses the
solution of the first variant as an initial solution and repeats a fixed number of cycles,
where the orientation of
p
m machines (randomly chosen) are removed, guided local
search with a limited number of trees is applied to the resulting partial schedule, and
the removed machines are added back by applying the basic version of the method.
Pezzella and Merelli [2000] also use elements from the shifting bottleneck heuris-
tic and combine them with tabu search elements. The initial solution is achieved by
a standard shifting bottleneck heuristic. Afterwards tabu search is applied using as
neighborhood the neighborhood NCPinter extended by some further neighbors achieved
via shifts within blocks. Within the tabu search approach again an element of the
shifting bottleneck heuristic is used: every time a new best solution has been found,
a re-optimization as within the shifting bottleneck heuristic is applied to all machines
involved in the critical path.
The third, and at the moment the best, approach is given by Nowicki and Smut-
nicki [1996]. Their approach is a tabu search approach using backtracking and the
underlying neighborhood is Nsend blockinter . Each time a certain number of iterations
yield no improvement to the best solution found, the method restarts from the best
solution found with a different neighborhood move. Furthermore, if from one solu-
tion all possible restarts have been carried out, this best solution is no longer used for
restarts, but the former best solution will act as base for the restarts.
Exercises
14.1. Give an instance of the job shop problem, where no optimal schedule is a non-
delay schedule.
14.2. Show that reversing the orientation of an edge on a critical path of a feasible
solution leads again to a feasible solution.
14.3. For the neighborhood Nmachineshi f t solutions resulting from shifts for operations
v;w, where both the machine predecessor of v and the machine successor of w are on
the critical path cannot improve the given solution.
14.3. Approximation algorithms: geometric results
As was true for both open shops and flow shops, it is possible to derive a surpris-
ingly strong result for the job shop problem using the vector sum theorem, which
was proved in Chapter 12. The bound on the absolute error of the approximation
algorithm will not be as good as it was for the flow shop problem, but it retains the
crucial property: the absolute error is independent of the number of jobs, n, and
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is bounded by a function of the number of machines, m, the maximum number of
operations of a job, µmax = max j µ( j), and the maximum processing time of an op-
eration, pmax = maxh; j ph j. More precisely, we will prove the following result, due
to Sevast’janov [1986].
Theorem 14.1. For any instance of JjjCmax, a schedule of length at most Cmax +
O(mµ3max pmax) can be found in polynomial time.
This theorem is significantly more difficult to prove than Theorem 13.3, the anal-
ogous result for flow shop scheduling. In fact, we will only prove that it holds under
certain assumptions about the input. We assume that each job has the same num-
ber of operations and that each machine has the same load; that is, µ( j) = µ for
each J j and, if Pi = åi(h; j)=i ph j and Pmax = maxiPi, then Pi = Pmax for each Mi.
The algorithm will deliver a schedule of length Pmax +O(mµ3 pmax). Any instance
can be modified to one satisfying these assumptions, without increasing the bound
guaranteed; but this extension is left to the reader (see Exercise 14.4).
Since the proof is rather intricate, we will describe the main ideas before pro-
ceeding to the details. Focus on the set of the hth operations of jobs that must be
performed on machine Mi, and let Phi denote their total processing time. The key
step in the algorithm will be to order the jobs in such a way that, for any r con-
secutive jobs, the total processing time of their operations that belong to this set is
approximately equal to (r=n)Phi. Note that a job need not have its hth operation on
Mi, in which case it contributes 0 to the total. For simplicity of notation, assume that
the jobs are indexed in this order.
We will use the ordering to partition the job set into n=r sets of r consecutive jobs
each. The value of r will be chosen so as to ensure that the proposed schedule is
feasible on the one hand and sufficiently short on the other hand; for the time being,
simply assume that n=r is integral. Call the job set fJ(g 1)r+1; :::;Jgrg group g, for
g = 1; :::;n=r.
The schedule for Mi will consist of a sequence of n=r+ µ  1 blocks (cf. Figure
14.4). In the first block, we schedule the first operations of the jobs in group 1
that must go on Mi; in the second block, there are first operations from group 2
and second operations from group 1; and so on. A typical block b contains first
operations from group b, second operations from group b  1, up to µth operations
from group b  µ+ 1. The last group does not start its first operations until block
n=r, and thus finishes only in block n=r+µ 1.
Note that, for any b (b = 1; :::;n=r + µ  1) and j ( j = 1; :::;n), there is at most
one machine that processes an operation of J j in its bth block. Now consider the total
processing time in block b on Mi, with µ b n=r. The ordering ensures that the hth
operations from group b h+1 that go on Mi total roughly (r=n)Phi, for h = 1; :::;µ.
These sum, even more roughly, to (r=n)åµh=1Phi = (r=n)Pi = (r=n)Pmax. However,
this calculation does not apply to, for example, the second block, which contains only
first and second operations, summing roughly to (r=n)(P1i +P2i). We correct this
by adding idle time to certain blocks: for each block without hth operations, we
introduce idle time of total length (r=n)Phi. For example, in the second block we
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Figure 14.4. Schedule for Mi
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introduce idle time totaling (r=n)åµh=3Phi. As a result, the length of each block on
each machine is roughly equal to (r=n)Pmax.
An intuitive interpretation of this schedule is that we try to group the jobs so that
their operations can be synchronized and pipelined. The synchronization is achieved
because each block takes roughly the same amount of time on each machine, and the
pipelining is achieved because the starting times of the jobs are staggered by groups.
What is the length of this schedule? Since each block is roughly of length (r=n)Pmax,
and there are n=r+µ 1 blocks, we get a schedule of length
Pmax +
r
n
(µ 1)Pmax: (14.2)
Unfortunately, there is a difference between blocks of roughly equal length, and
blocks of equal length. The main problem with roughly equal length blocks is that it
is possible that two consecutive operations of the same job are done simultaneously
or even out of order. For example, block b on Mi may end somewhat later than
block b+ 1 starts on Mi0 . If Oh j is scheduled late within block b on Mi and Oh+1; j
is scheduled early within block b + 1 on Mi0 , then Oh+1; j may start before Oh j is
completed. This can be fixed by paying attention to the order in which the operations
are performed within a block. We will subdivide each block into r phases, and
guarantee that all of the operations of the same job are scheduled within the same
phase of subsequent blocks. As long as r is large enough, two operations of a job
will not overlap. In fact, we will choose r to be roughly equal to nmµ2 pmax=Pmax. If
this is substituted into expression (14.2) for the schedule length, we get the claimed
result.
After this motivation, giving the proof is just a matter of writing out the precise
equations and bounds that correspond to the intuition. We first make explicit the
properties of the desired ordering of the jobs. The following notation for the pro-
cessing times will be convenient:
pih j =

ph j if i(h; j) = i;
0 otherwise.
Lemma 14.2. For any instance of JjjCmax, a permutation p of f1; :::;ng such that
k
n
Phi mµpmax 
k
å
j=1
pihp( j) 
k
n
Phi +mµpmax;h = 1; :::;µ; i = 1; :::;m;k = 1; :::;n;
can be found in polynomial time.
Proof. This is a straightforward corollary of Theorem 12.4. For j = 1; :::;n, let
v j be the (mµ)-dimensional vector with components pih j   (Phi=n) ( h = 1; :::;µ,
i = 1; :::;m ). By definition, ånj=1 pih j =Phi for all h and i, so that å
n
j=1 v j = 0. Since
jjv jjj  pmax, Theorem 12.4 implies that a permutation p can be found in polynomial
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time such that
 mµpmax 
k
å
j=1
pihp( j) 
k
n
Phi  mµpmax;h = 1; :::;µ; i = 1; :::;m;k = 1; :::;n:
This is equivalent to the statement of the lemma. 2
We will use this permutation p to construct the schedule. For simplicity of nota-
tion, we reindex the jobs so that the identity permutation satisfies the property stated
in the lemma. Focus on block b on Mi. Recall that this block consists of the hth
operations from group b h+1 that go on Mi, where h ranges over all or part of the
set f1; :::;µg (cf. Figure 14.4). Recall also that group b  h+ 1 consists of the jobs
J(b h)r+1;J(b h)r+2; :::;J(b h+1)r. Hence, the operations processed in block b on Mi
are contained in the following matrix:26664
O1;(b 1)r+1 O1;(b 1)r+2 : : : O1;br
O2;(b 2)r+1 O2;(b 2)r+2 : : : O2;(b 1)r
...
...
...
Oµ;(b µ)r+1 Oµ;(b µ)r+2 : : : Oµ;(b µ+1)r
37775 (14.3)
To make things precise, we note that, for a given block index b(1  b  n=r +
µ  1), the operation index h ranges from maxf1;b  n=r + 1g to minfµ;bg. An
illegitimate value of h implies a group index g outside the range f1; :::;n=rg and a
job index outside the range f1; :::;ng.
Phase s of block b will contain the operations in column s of matrix (14.3), for
s= 1; :::;r. The schedule for this phase on Mi is formed by considering the operations
in column s in order of increasing row index h. If such an operation Oh j is not on Mi
or, in other words, if pih j = 0, then continue to the next operation in the column. If
an operation Oh j is undefined or, in other words, if h is outside its range, then let Mi
be idle for Phi=n units of time. Otherwise, schedule Oh j on Mi.
This completes the description of the schedule. We now have to show that it is
a feasible schedule, and that its length is within the claimed bound. The following
lemma is the key to both propositions. Let z denote the total number of phases of the
schedule, i.e., z = r(n=r+µ 1) = n+ r(µ 1), and let Cit denote the time at which
the first t phases of the schedule are completed on Mi.
Lemma 14.3. The schedule described above satisfies
t
n
Pmax mµ2 pmax Cit  tnPmax +mµ
2 pmax; i = 1; :::;m; t = 1; :::;z:
Proof. Focus on a machine Mi and a phase t. To obtain these bounds on Cit , we first
fix h (1 h µ) and compute the total time allocated to Mi during the first t phases,
either to process hth operations or to be idle whenever h is outside the range induced
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by the phase value. Let us extend the notation pih j to include these idle periods:
pih j =

pih j if Oh j is defined,
Phi=n otherwise.
It is easily seen from the above matrix that the (possibly undefined) h th opera-
tion that is slated for phase 1 is Oh;(1 h)r+1. Thus, the total time (both processing
and idle) associated with hth operations on Mi during the first t phases is given by
å(1 h)r+tj=(1 h)r+1 p
i
h j: Suppose that t
0 of these phases correspond to undefined operations,
and that the remaining t  t 0 correspond to legitimate operations (though not neces-
sarily on Mi ). We consider their contributions to this sum separately. Each of the
former contributes an idle period of length Phi=n, which sum to t 0Phi=n. The latter
phases correspond to the first t  t 0 jobs, and Lemma 14.2 implies that these sum to
within mµpmax of (t  t 0)Phi=n. We see that
t
n
Phi mµpmax 
(1 h)r+t
å
j=(1 h)r+1
pih j 
t
n
Phi +mµpmax:
Summing these inequalities over all possible h, we get
Cit =
µ
å
h=1
(1 h)r+t
å
j=(1 h)r+1
pih j 
µ
å
h=1
(
t
n
Phi mµpmax) = tnPmax mµ
2 pmax
and
Cit =
µ
å
h=1
(1 h)r+t
å
j=(1 h)r+1
pih j 
µ
å
h=1
(
t
n
Phi +mµpmax) =
t
n
Pmax +mµ2 pmax:
2
In order to ensure feasibility of the schedule, we choose r so large that, irrespec-
tive of the machine, phase br + s finishes no later than phase (b+ 1)r + s starts. In
other words, we want to guarantee that Cit Ci0;t+r 1 for any pair (Mi;Mi0) and any
t ( t = 1; :::;z  r ). By Lemma 14.3, it suffices to make sure that
t
n
Pmax +mµ2 pmax  t + r 1n Pmax mµ
2 pmax
or, equivalently,
2mµ2 pmax  r 1n Pmax:
Therefore, if we set r = lc2nmµ2 pmax=Pmaxrc+1, then we get a feasible schedule.
As for the length of this schedule, we substitute this value of r into the upper
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bound on Ciz given by Lemma 14.3, recalling that z = n+r(µ 1). We conclude that
the schedule is no longer than
n+ r(µ 1)
n
Pmax +mµ2 pmax
=Pmax +(lc
2nmµ2 pmaxPmax
r
c+1)(µ 1)Pmaxn
+
mµ2 pmax
=Pmax +O(mµ3 pmax):
This completes the proof of Theorem 14.1.
Exercises
14.4. Show that Theorem 14.1 holds for any job shop instance. In particular, show
how to pad the input so that each job has the same number of operations and each
machine has the same load, without increasing the bound stated by the theorem.
(Hint: To balance the load, consider increasing some of the pih j for which i(h; j) 6= i.)
Does the proof really require that n=r be integral?
14.5. Consider the special case of the job shop problem when both m and µmax are
fixed. Show that, for any e> 0, there exists a (2+ e)-approximation algorithm.
14.6. Consider the following generalization of the job shop problem: each job con-
sists of a set of operations, whose order is constrained by a precedence relation, and
yet no two of its operations may be processed simultaneously; the objective is to
minimize the maximum completion time. (When the precedence relation of each job
is a chain, we have the job shop problem.) Give a polynomial-time algorithm for this
problem that delivers a solution of length Cmax +O(mµ3max pmax).
14.7. (a) Consider the special case Jjpi j = 1jCmax. If one relaxes the capacity con-
straint of each machine, then there is a schedule of length µmax, in which each Oi j
starts at time i 1. Now, consider the schedules formed by delaying the start of each
J j by some amount t j, but then scheduling the operations without idle time; that is,
Oi j is started at time t j + i 1. Prove that, if each t j is chosen independently and uni-
formly at random in the range from 1 to Pmax, then with high probability, no more
than 4log(nµmax) operations are assigned to a machine at any time.
(b) Use this to give a randomized algorithm which, for every input, produces a sched-
ule of length O(log(nµmax)Cmax) and is expected to run in polynomial time.
(c) By using Theorem 14.1, improve the bound in (b) to O(log(mµmax)Cmax).
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Stochastic Scheduling Models
Michael L. Pinedo
New York University
15.1. Preliminaries
Production environments in real life are subject to many sources of uncertainty.
These sources of uncertainty include machine breakdowns, unexpected releases of
high priority jobs, i.e., jobs with large weights, and the unpredictability of process-
ing times which are often not known in advance. Thus a good model of a scheduling
problem would need to address these forms of uncertainty.
The goal of this chapter is not to give an exhaustive overview of the field of
stochastic scheduling. It is rather meant to give an overview of stochastic counter-
parts of the specific deterministic models considered in the previous chapters and
draw some comparisons between deterministic models and stochastic models. Be-
cause of space limitations, we present at times the known results not in their full
generality, especially when an elaborate framework is needed to present such results.
The first section of this chapter goes over the notation, the classes of distributions,
the various forms of stochastic dominance, and the different classes of scheduling
policies.
In what follows, it is assumed that the distributions of the processing times,
release dates and due dates are all known in advance, that is, at time zero. The actual
outcome or realization of a random processing time only becomes known upon the
completion of the processing; the realization of a release date or due date becomes
known only at the point in time at which it actually occurs.
For this chapter we adopt the following notation. Random variables are capi-
talized, while the actual realized values are in lower case. Job j has the following
1
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quantities of interest associated with it.
Xi j = the random processing time of job j on machine i ; if job j is only to be
processed on one machine, or if it has the same processing times on each
of the machines it may visit, the subscript i is omitted.
1=li j = the mean or expected value of the random variable Xi j.
R j = the random release date of job j.
D j = the random due date of job j.
w j = the weight (or importance factor) of job j.
This notation is not completely analogous to the notation used for the earlier deter-
ministic models. The reason Xi j is used as the processing time in stochastic schedul-
ing is due to the fact that P usually refers to a probability. The weight w j, similar to
that in the deterministic models, is basically equivalent to the cost of keeping job j
in the system for one unit of time. In the queueing theory literature, which is closely
related to stochastic scheduling, c j is often used for the weight or cost of job j. The
c j and the w j are equivalent.
Distributions and density functions may take many forms. In what follows, for
obvious reasons, only distributions of nonnegative random variables are considered.
A random variable from a continuous time distribution may assume any real non-
negative value within one or more intervals. A distribution function is typically de-
noted by F(t) and its density function by f (t), i.e.,
F(t) = P(X  t) =
Z t
0
f (t)dt;
where
f (t) =
dF(t)
dt
provided the derivative exists. Furthermore,
F¯(t) = 1 F(t) = P(X  t):
An important example of a continuous time distribution is the exponential dis-
tribution. The density function of an exponentially distributed random variable X
is
f (t) = le lt ;
and the corresponding distribution function is
F(t) = 1  e lt ;
which is equal to the probability that X is smaller than t (see Figure ??). The mean
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or expected value of X is
E(X) =
Z ¥
0
t f (t)dt =
Z ¥
0
t dF(t) =
1
l
:
The parameter l is called the rate of the exponential distribution.
Another important distribution is the deterministic distribution. A deterministic
random variable assumes a given value with probability one.
The completion rate c(t) of a continuous time random variable X with density
function f (t) and distribution function F(t) is defined as follows:
c(t) =
f (t)
1 F(t) :
This completion rate is equivalent to the failure rate or hazard rate in reliability the-
ory. For an exponentially distributed random variable c(t) = l for all t. That the
completion rate is independent of t is one of the reasons why the exponential dis-
tribution plays an important role in stochastic scheduling. This property is closely
related to the memoryless property of the exponential distribution, which implies
that the distribution of the remaining processing time of a job which already has
been processed for an amount of time t, is still exponentially distributed with rate
l and therefore identical to its processing time distribution at the very start of its
processing.
Distributions can be classified based on their completion rate. An Increasing
Completion Rate (ICR) distribution is defined as a distribution whose completion
rate c(t) is increasing in t, while a Decreasing Completion Rate (DCR) distribution
is defined as a distribution whose completion rate is decreasing in t.
A subclass of the class of ICR distributions is the class of Erlang(k, l) distribu-
tions. The Erlang(k, l) distribution is defined as
F(t) = 1 
k 1
å
r=0
(lt)re lt
r!
:
The Erlang(k, l) is a k-fold convolution of the exponential distribution and has a
mean k=l. Thus, if k equals one, the distribution is an exponential with mean 1=l and
if k and l both go to ¥, then the distribution becomes a constant, i.e., a deterministic
distribution.
A subclass of the class of DCR distributions is the class of mixtures of exponen-
tials. A random variable X is distributed according to a mixture of exponentials if it
is exponentially distributed with rate l j with probability p j, j = 1; : : : ;n, and
n
å
j=1
p j = 1:
The exponential as well as the deterministic distribution are special cases of ICR
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distributions. The exponential distribution is DCR as well as ICR. The class of DCR
distributions contains other special distributions. For example, let X be distributed
as follows: with probability p it is exponentially distributed with rate p and with
probability 1  p it is zero. Clearly, E(X) = 1. When p is very close to zero this
distribution will be referred to as an Extreme Mixture of Exponentials (EME).
One way of measuring the variability of a distribution is through its coefficient
of variation Cv. The coefficient of variation Cv is defined as the variance of the
distribution divided by the square of the mean, i.e.,
Cv =
Var(X)
(E(X))2
=
E(X2)  (E(X))2
(E(X))2
:
It can be verified easily that the Cv of the deterministic distribution is zero and of the
exponential distribution one. The Cv of an extreme mixture of exponentials may be
arbitrarily large (it goes to ¥ when p goes to 0).
15.2. Stochastic Dominance and Classes of Policies
In stochastic scheduling random variables often have to be compared with one an-
other. There are many ways in which comparisons between random variables can be
made. Comparisons based on certain properties are typically referred to as stochastic
dominance, i.e., a random variable dominates another with respect to some stochastic
property.
Definition 15.1. (i) The random variable X1 larger in expectation than the random
variable X2 if E(X1) E(X2).
(ii) The random variable X1 is said to be stochastically larger than the random
variable X2 if
P(X1 > t) P(X2 > t)
or
1 F1(t) 1 F2(t)
for all t. This ordering is usually referred to as stochastic ordering and is denoted
by X1 st X2.
(iii) The random variable X1 is almost surely larger than or equal to the random
variable X2 if P(X1  X2) = 1. This ordering implies that the density functions f1
and f2 may overlap on at most one point. This ordering is denoted by X1 a:s: X2.
Ordering in expectation is the crudest form of stochastic dominance. Stochastic or-
dering implies ordering in expectation since
E(X1) =
Z ¥
0
t f1(t)dt =
Z ¥
0
(1 F1(t))dt =
Z ¥
0
F¯1(t)dt:
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The three forms of stochastic dominance described above all imply that the random
variables being compared, in general, have different means. They lead to the follow-
ing chain of implications.
almost surely larger =) stochastically larger =) larger in expectation
There are several other important forms of stochastic dominance that are based on
the variability of the random variables assuming that the means are equal. In the
subsequent definitions three such forms are presented. One of these is defined for
density functions which are symmetric around the mean, i.e.,
f (E(X)+ t) = f (E(X)  t)
for all 0 t  E(X). Such a density function then has an upper bound of 2E(X).
Definition 15.2. (i) The random variable X1 is said to be larger than the random
variable X2 in the variance sense if the variance of X1 is larger than the variance of
X2.
(ii) The random variable X1 is said to be more variable than the random variable
X2 if Z ¥
0
h(t)dF1(t)
Z ¥
0
h(t)dF2(t)
for all convex functions h. This ordering is denoted by X1 cx X2.
(iii) The random variable X1 is said to be symmetrically more variable than the
random variable X2 if the density functions f1(t) and f2(t) are symmetric around the
same mean 1=l and F1(t)  F2(t) for 0  t  1=l and F1(t)  F2(t) for 1=l  t 
2=l.
Again, the first form of stochastic dominance is somewhat crude. However, any two
random variables with equal means can be compared with one another in this way.
From the fact that the functions h(t) = t and h(t) = t are convex, it follows that
if X1 is “more variable” than X2 then E(X1) E(X2) and E(X1) E(X2). So E(X1)
has to be equal to E(X2). From the fact that h(t) = t2 is convex it follows that Var(X1)
is larger than Var(X2). Variability ordering is a partial ordering, i.e., not every pair of
random variables with equal means can be ordered in this way. At times, variability
ordering is also referred to as ordering in the convex sense.
It can be shown easily that symmetrically more variable implies more variable in
the convex sense but not vice versa.
The forms of stochastic dominance described in Definition 15.2 lead to the following
chain of implications:
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symmetrically more variable =) more variable =) larger in variance
In stochastic scheduling, certain conventions have to be made which are not
needed in deterministic scheduling. During the evolution of a stochastic process new
information becomes available continuously. Job completions and occurrences of
random release dates and due dates provide additional information that the decision-
maker may wish to take into account while scheduling the remaining jobs. The
amount of freedom the decision maker has in using this additional information is the
basis for the various classes of decision making policies. In this section four classes
of policies are defined.
The first class of policies is, in what follows, only used in scenarios where all the
jobs are available for processing at time zero; the machine environments considered
are the single machine, parallel machines and permutation flow shops.
Definition 15.3. Under a nonpreemptive static list policy the decision maker orders
the jobs at time zero according to a priority list. This priority list does not change
during the evolution of the process and every time a machine is freed the next job on
the list is selected for processing.
Under this class of policies the decision maker puts at time zero the n jobs in a list
(permutation) and the list does not change during the evolution of the process. In the
case of machines in parallel, every time a machine is freed, the job at the head of the
list is selected as the next one for processing. In the case of a permutation flow shop
the jobs are also put in a list in front of the first machine at time zero; every time the
first machine is freed the next job on the list is scheduled for processing. This class
of nonpreemptive static list policies is in what follows also referred to as the class of
permutation policies. This class of policies is in a sense similar to the static priority
rules often considered in deterministic models.
Example 15.4. Consider a single machine and three jobs. All three jobs are avail-
able at time zero. All three jobs have the same processing time distributions, which
is 2 with probability .5 and 8 with probability .5. The due date distributions are
the same, too. The due date is 1 with probability .5 and 5 with probability .5. If a
job is completed at the same time as its due date, it is considered to be on time. It
would be of interest to know the expected number of jobs completed in time under a
permutation policy.
Under a permutation policy the first job is completed in time with probability .25
(its processing time has to be 2 and its due date has to be 5); the second job is
completed in time with probability .125 (the processing times of the first and second
job have to be 2 and the due date of the second job has to be 5); the third job never
will be completed in time. The expected number of on-time completions is therefore
.375 and the expected number of tardy jobs is 3 0:375 = 2:625:
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The second class of policies is a preemptive version of the first class and is in what
follows only used in scenarios where jobs are released at different points in time.
Definition 15.5. Under a preemptive static list policy the decision maker orders
the jobs at time zero according to a priority list. This ordering includes jobs with
nonzero release dates, i.e., jobs which are to be released later. This priority list does
not change during the evolution of the process and at any point in time the job at the
top of the list of available jobs is the one to be processed on the machine.
Under this class of policies the following may occur. When there is a job release at
some time point and the job released is higher on the static list than the job currently
being processed, then the job being processed is preempted and the job released is
put on the machine.
Under the third and fourth class of policies, the decision-maker is allowed to
make his decisions during the evolution of the process. That is, every time he makes
a decision, he may take all information available at that time into account. The third
class of policies does not allow preemptions.
Definition 15.6. Under a nonpreemptive dynamic policy, every time a machine is
freed, the decision maker is allowed to determine which job goes next. His decision
at such a time point may depend on all the information available, e.g., the current
time, the jobs waiting for processing, the jobs currently being processed on other
machines and the amount of processing these jobs already have received on these
machines. However, the decision maker is not allowed to preempt; once a job begins
processing, it has to be completed without interruption.
Example 15.7. Consider the same problem as in Example 15.4. It is of interest to
know the expected number of jobs completed in time under a nonpreemptive dynamic
policy. Under a nonpreemptive dynamic policy the probability the first job is com-
pleted in time is again .25. With probability .5 the first job is completed at time 2.
With probability .25 the due dates of both remaining jobs already occurred at time 1
and there will be no more on-time completions. With probability .75 at least one of
the remaining two jobs has a due date at time 5. The probability that the second job
put on the machine is completed in time is 3/16 (the probability that the first job has
completion time 2 times the probability at least one of the two remaining jobs has
due date 5 times the probability that the second job has processing time 2). Again,
it is impossible to start the third job and complete it in time. The expected number
of on-time completions is therefore .4375 and the expected number of tardy jobs is
2.5625.
The last class of policies is a preemptive version of the third class.
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Definition 15.8. Under a preemptive dynamic policy, at any point in time, the de-
cision maker is allowed to select the jobs to be processed on the machines. His
decision at a time point may depend on all information available and may require
preemptions.
Example 15.9. Consider again the problem of Example 15.4. It is of interest to know
the expected number of jobs completed in time under a preeemptive dynamic policy.
Under a preemptive dynamic policy, the probability that the first job is completed
in time is again .25. This first job is either taken off the machine at time 1 (with
probability .5) or at time 2 (with probability .5). The probability the second job put
on the machine is completed in time is 3/8, since the second job enters the machine
either at time 1 or at time 2 and the probability of being completed on time is 0.75
times the probability it has processing time 2, which equals 3/8 (regardless of when
the first job was taken off the machine). However, unlike under the nonpreeemptive
dynamic policy, the second job put on the machine is taken off with probability .5
at time 3 and with probability 0.5 at time 4. So now there is actually a chance that
the third job that goes on the machine will be completed in time. The probability the
third job is completed in time is 1/16 (the probability that the due date of the first
job is 1 (=.5) times the probability that the due dates of both remaining jobs are 5
(=.25) times the probability that the processing time of the third job is 2 (=.5)). The
total expected number of on-time completions is therefore 11=16 = 0:6875 and the
expected number of tardy jobs is 2.3125.
It is clear that the optimal preemptive dynamic policy leads to the best possible value
of the objective as in this class of policies the decision maker has the most informa-
tion available and the largest amount of freedom. It is also clear that if all jobs are
present at time zero and the environment is either a bank of machines in parallel or a
permutation flow shop, then the optimal nonpreemptive dynamic policy is at least as
good as the optimal nonpreemptive static list policy (see Examples 15.4 and 15.7).
There are several forms of minimization in stochastic scheduling. Whenever an
objective function has to be minimized, it should be specified in what sense the
objective is to be minimized. The crudest form of optimization is in the expecta-
tion sense, e.g., one wishes for example to minimize the expected makespan, that
is E(Cmax) and find a policy under which the expected makespan is smaller than
the expected makespan under any other policy. A stronger form of optimization is
optimization in the stochastic sense. If a schedule or policy minimizes Cmax stochas-
tically, the makespan under the optimal schedule or policy is stochastically less than
the makespan under any other schedule or policy. Stochastic minimization, of course,
implies minimization in expectation. In the subsequent sections the objective is usu-
ally minimized in expectation. Frequently, however, the policies that minimize the
objective in expectation minimize the objective stochastically as well.
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Stochastic models, especially with exponential processing times, may often contain
more structure than their deterministic counterparts and lead to results which, at first
sight, may seem surprising. Models that are NP-hard in a deterministic setting often
allow a simple priority policy to be optimal in a stochastic setting.
In this section we first consider single machine models with arbitrary process-
ing times in a nonpreemptive setting. Then we analyze models with exponentially
distributed processing times.
For a number of stochastic problems, finding the optimal policy is equivalent to solv-
ing a deterministic scheduling problem. Usually, when such an equivalence relation-
ship exists, the deterministic counterpart can be obtained by replacing all random
variables with their means. The optimal schedule for the deterministic problem then
minimizes the objective of the stochastic version in expectation.
One such case is when the objective in the deterministic counterpart is linear in
p( j) and w( j); where p( j) and w( j) denote the processing time and weight of the job
in the j-th position in the sequence.
This observation implies that it is easy to find the optimal permutation schedule
for the stochastic counterpart of 1 jj åw jC j, when the processing time of job j is X j,
from an arbitrary distribution Fj, and the objective is E(åw jC j). This problem leads
to the stochastic version of the WSPT rule, which sequences the jobs in decreasing
order of the ratio w j=E(X j) or l jw j. In what follows this rule is referred to either as
the Weighted Shortest Expected Processing Time first (WSEPT) rule or as the “lw”
rule.
Theorem 15.10. The WSEPT rule minimizes the expected sum of the weighted com-
pletion times in the class of nonpreemptive static list policies as well as in the class
of nonpreemptive dynamic policies.
Proof. The proof for nonpreemptive static list policies is similar to the proof for the
deterministic counterpart of this problem. The proof is based on an adjacent pairwise
interchange argument identical to the one used for the deterministic counterpart of
this problem. The only difference is that the p j’s in that proof have to be replaced by
the E(X j)’s.
The proof for nonpreemptive dynamic policies needs an additional argument. It
is easy to show that it is true for n = 2 (again an adjacent pairwise interchange argu-
ment). Now consider three jobs. It is clear that the last two jobs have to be sequenced
according to the lw rule. These last two jobs will be sequenced in this order inde-
pendent of what happens during the processing of the first job. There are then three
sequences that may occur: each of the three jobs starting first and the remaining two
jobs sequenced according to the lw rule. A simple interchange argument between
the first job and the second shows that all three jobs have to sequenced according
to the lw rule. It can be shown by induction that all n jobs have to be sequenced
according to the lw rule in the class of nonpreemptive dynamic policies: suppose it
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is true for n 1 jobs. If there are n jobs it follows from the induction hypothesis that
the last n  1 jobs have to be sequenced according to the lw rule. Suppose the first
job is not the job with the highest l jw j. Interchanging this job with the second job in
the sequence, i.e., the job with the highest l jw j, leads to an decrease in the expected
value of the objective function. This completes the proof of the theorem. 2
It can be shown that the nonpreemptive WSEPT rule is also optimal in the class of
preemptive dynamic policies when all n processing time distributions are ICR. This
follows from the fact that any time when a preemption is contemplated, the w j=E(X j)
ratio of the job currently on the machine is actually higher than it was when first put
on the machine (the expected remaining processing time of an ICR job decreases as
processing goes on). If the ratio of the job was the highest among the remaining jobs
when it was put on the machine, it remains the highest while it is being processed.
The same cannot be said about jobs with DCR distributions. The expected remain-
ing processing time then increases while a job is being processed. So the weight di-
vided by the expected remaining processing time of a job, while it is being processed,
decreases with time. Preemptions may be thus advantageous with DCR processing
times.
Example 15.11. Consider n jobs with the processing time X j distributed as follows.
The processing time X j is 0 with probability p j and it is distributed according to
an exponential with rate l j with probability 1  p j. Clearly, this distribution is
DCR as it is a mixture of two exponentials with rates ¥ and l j. The objective
to be minimized is the expected sum of the weighted completion times. The optimal
preemptive dynamic policy is clear. All n jobs have to be tried out for a split second at
time zero, in order to determine which jobs have zero processing times. If a job does
not have zero processing time, it is taken immediately off the machine. The jobs with
zero processing times are then all completed at time zero. After determining in this
way which jobs have nonzero processing times, these remaining jobs are sequenced
in decreasing order of l jw j.
The remaining part of this section focuses on due date related problems. Con-
sider the stochastic counterpart of 1 jj Lmax with processing times having arbitrary
distributions and deterministic due dates. The objective is to minimize the expected
maximum lateness.
Theorem 15.12. The EDD rule minimizes expected maximum lateness for arbitrar-
ily distributed processing times and deterministic due dates in the class of nonpre-
emptive static list policies, the class of nonpreemptive dynamic policies and the class
of preemptive dynamic policies.
Proof. It is clear that the EDD rule minimizes the maximum lateness for any real-
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ization of processing times (after conditioning on the processing times, the problem
is basically a deterministic problem and the results for the deterministic counterpart
of this problem apply). If the EDD rule minimizes the maximum lateness for any
realization of processing times then it minimizes the maximum lateness also in ex-
pectation (it actually minimizes the maximum lateness with probability 1). 2
It can be shown that the EDD rule not only minimizes
E(Lmax) = E(max(L1; : : : ;Ln));
but also max(E(L1); : : : ;E(Ln)). It is even possible to develop an algorithm for a
stochastic counterpart of the more general 1 j prec j hmax problem. In this problem
the objective is to minimize the maximum of the n expected costs incurred by the n
jobs, i.e., the objective is to minimize
max

E(h1(C1)); : : : ;E(hn(Cn))

;
where h j(C j) is the cost incurred by job j being completed at C j. The cost function
h j is nondecreasing in the completion time C j. The algorithm is a modified version
of the algorithm for the deterministic counterpart of this problem. The version here
is also a backward procedure. Whenever one has to select a schedulable job for
processing, it is clear that the distribution of its completion time is the convolution of
the processing times of the jobs that have not yet been scheduled. Let fJc denote the
density function of the convolution of the processing times of the set of unscheduled
jobs Jc. Job j is then selected to be processed last among the set of jobs Jc ifZ ¥
0
h j(t) fJc(t)dt = min
j2Jc
Z ¥
0
h j(t) fJc(t)dt:
The L.H.S. denotes the expected value of the penalty for job j if it is the last job
to be scheduled among the jobs in Jc. This rule replaces one step in the algorithm
for the deterministic counterpart of this problem. The proof of optimality is similar
to the proof of optimality in the deterministic case. However, implementation of the
algorithm is significantly more cumbersome as the evaluation of the integrals may
not be easy.
We now discuss due date models with exponentially distributed processing times.
Consider the stochastic version of 1 j d j = d j åw jU j with job j having an expo-
nentially distributed processing time with rate l j and a deterministic due date d.
Recall that the deterministic counterpart is equivalent to the knapsack problem. The
objective to be minimized is the expected weighted number of tardy jobs.
Theorem 15.13. The WSEPT rule minimizes the expected weighted number of tardy
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jobs in the classes of nonpreemptive static list policies, nonpreemptive dynamic poli-
cies and preemptive dynamic policies.
Proof. First the optimality of the WSEPT rule in the class of nonpreemptive static
list policies is shown. Assume the machine is free at some time t and two jobs,
with weights w1 and w2 and processing times X1 and X2, remain to be processed.
Consider first the sequence 1;2. The probability that both jobs are late is equal to the
probability that X1 is larger than d t, which is equal to exp( l(d t)). The penalty
for being late is then equal to w1 +w2. The probability that only the second job is
late corresponds to the event where the processing time of the first job is x1 < d  t
and the sum of the processing times x1+ x2 > d  t. Evaluation of the probability of
this event, through conditioning on X1 (that is X1 = x), yields
P(X1 < d  t;X1+X2 > d  t) =
Z d t
0
e l2(d t x)l1e l1xdx:
If E(åwU(1;2)) denotes the expected value of the penalty due to jobs 1 and 2, with
job 1 processed first, then
E

åwU(1;2)

= (w1+w2)e l1(d t)+w2
Z d t
0
e l2(d t x)l1e l1xdx:
The value of the objective function under sequence 2;1 can be obtained by inter-
changing the subscripts in the expression above. Straightforward computation yields
E

åwU(1;2)

 E

åwU(2;1)

=
(l2w2 l1w1)e
 l1(d t)  e l2(d t)
l2 l1 :
It immediately follows that the difference in the expected values is positive if and
only if l2w2 > l1w1. Since this result holds for all values of d and t, any permu-
tation schedule that does not sequence the jobs in decreasing order of l jw j can be
improved by swapping two adjacent jobs, where the first has a lower lw value than
the second. This completes the proof of optimality for the class of nonpreemptive
static list policies.
Induction can be used to show optimality in the class of nonpreemptive dynamic
policies. It is immediate that this is true for 2 jobs (it follows from the same pair-
wise interchange argument for optimality in the class of nonpreemptive static list
policies). Assume that it is true for n  1 jobs. In the case of n jobs this implies
that the scheduler after the completion of the first job will, because of the induction
hypothesis, revert to the WSEPT rule among the remaining n  1 jobs. It remains
to be shown that the scheduler has to select the job with the highest l jw j as the
first one to be processed. Suppose the decision-maker selects a job which does not
have the highest l jw j. Then, the job with the highest value of l jw j is processed
second. Changing the sequence of the first two jobs decreases the expected value of
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the objective function according to the pairwise interchange argument used for the
nonpreemptive static list policies.
To show that WSEPT is optimal in the class of preemptive dynamic policies, sup-
pose a preemption is contemplated at some point in time. The remaining processing
time of the job then on the machine is exponentially distributed with the same rate
as it had at the start of its processing (because of the memoryless property of the
exponential). Since the decision to put this job on the machine did not depend on the
value of t at that moment or on the value of d, the same decision remains optimal
at the moment a preemption is contemplated. A nonpreemptive policy is therefore
optimal in the class of preemptive dynamic policies. 2
This result is in marked contrast with the result for its deterministic counterpart, i.e.,
the knapsack problem, which is NP-hard.
The WSEPT rule does not necessarily yield an optimal schedule when processing
time distributions are not all exponential.
Theorem 15.13 can be generalized to consider breakdown and repair. Suppose the
machine goes through “uptimes”, when it is functioning and “downtimes” when it is
being repaired. This breakdown and repair may form an arbitrary stochastic process.
Theorem 15.13 also holds under these more general conditions since no part of the
proof depends on the remaining time till the due date.
Theorem 15.13 can also be generalized to include different release dates with
arbitrary distributions. Assume a finite number of releases after time 0, say n. It is
clear from the results presented above that at the time of the last release the WSEPT
policy is optimal. This may actually imply that the last release causes a preemption
(if, at that point in time, the job released is the job with the highest l jw j ratio in the
system). Consider now the time-epoch of the second last release. After this release
a preemptive version of the WSEPT rule is optimal. To see this, disregard for a
moment the very last release. All the jobs in the system at the time of the second
to last release (not including the last release) have to be sequenced according to
WSEPT; the last release may in a sense be considered a random “downtime”. From
the previous results it follows that all the jobs in the system at the time of the second
last release should be scheduled according to preemptive WSEPT , independent of
the time period during which the last release is processed. Proceeding inductively
towards time zero it can be shown that a preemptive version of WSEPT is optimal
with arbitrarily distributed releases in the classes of preemptive static list policies
and preemptive dynamic policies.
The WSEPT rule also turns out to be optimal for other objectives as well. Con-
sider the stochastic counterpart of 1 j d j = d j åw jTj with job j again exponentially
distributed with rate l j. All n jobs are released at time 0. The objective is to mini-
mize the sum of the expected weighted tardinesses.
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Theorem 15.14. The WSEPT rule minimizes the expected sum of the weighted tar-
dinesses in the classes of nonpreemptive static list policies, nonpreemptive dynamic
policies and preemptive dynamic policies.
Proof. The objective w jTj can be approximated by a sum of an infinite sequence of
w jU j unit penalty functions, i.e.,
w jTj =
¥
å
l=0
w jU jl :
The first unit penalty U j0 corresponds to a due date d, the second unit penalty U j1
corresponds to a due date d + e, the third corresponds to a due date d + 2e and so
on (see Figure ...). From Theorem 15.13 it follows that lw rule minimizes each one
of these unit penalty functions. If the rule minimizes each one of these unit penalty
functions, it also minimizes their sum. 2
This theorem can be generalized along the lines of Theorem 15.13 to include arbitrary
breakdown and repair processes and arbitrary release processes, provided all jobs
have due date d (including those released after d).
Actually, a generalization in a slightly different direction is also possible. Con-
sider the stochastic counterpart of the problem 1 jj åw jh(C j). In this model the jobs
have no specific due dates, but are all subject to the same cost function h. The objec-
tive is to minimize E(åw jh(C j)). Clearly, åw jh(C j) is a simple generalization of
åw jTj when all jobs have the same due date d. The function h can again be approx-
imated by a sum of an infinite sequence of unit penalties, the only difference being
that the due dates of the unit penalties are not necessarily equidistant as in the proof
of Theorem 15.14.
Consider now a stochastic counterpart of the problem 1 jj åw jh j(C j), with each
job having a different cost function. Again, all jobs are released at time 0. The
objective is to minimize the total expected cost. The following ordering among cost
functions is of interest: a cost function h j is said to be steeper than a cost function
hk if
dh j(t)
dt
 dhk(t)
dt
for every t, provided the derivatives exist. This ordering is denoted by h j s hk. If
the functions are not differentiable for every t, the steepness ordering requires
h j(t+d) h j(t) hk(t+d) hk(t);
for every t and d. Note that a cost function being steeper than another does not
necessarily imply that it is higher (see Figure ??).
Theorem 15.15. If l jw j  lkwk() h j s hk, then the WSEPT rule minimizes the
total expected cost in the classes of nonpreemptive static list policies, nonpreemptive
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dynamic policies and preemptive dynamic policies.
Proof. The proof follows from the fact that any increasing cost function can be ap-
proximated through the proper addition of a (possibly infinite) number of unit penal-
ties at different due dates. If two cost functions, which may be at different levels, go
up in the same way over an interval [t1; t2], then a series of identical unit penalties go
into effect within that interval for both jobs. It follows from Theorem 15.13 that the
jobs have to be sequenced in decreasing order of lw in order to minimize the total
expected penalties due to these unit penalties. If one cost function is steeper than
another in a particular interval, then the steeper cost function has one or more unit
penalties going into effect within this interval, which the other cost function has not.
To minimize the total expected cost due to these unit penalties, the jobs have to be
sequenced again in decreasing order of lw. 2
The results in this section indicate that scheduling problems with exponentially
distributed processing times allow for more elegant structural results than their de-
terministic counterparts. The deterministic counterparts of most of the models dis-
cussed in this section are NP-hard. It is intuitively acceptable that a deterministic
problem may be NP-hard while its counterpart with exponentially distributed pro-
cessing times allows for a very simple policy to be optimal. The reason is the fol-
lowing: all data being deterministic (that is, perfect data) makes it very hard for the
scheduler to optimize. In order to take advantage of all the information available
the scheduler has to spend an inordinately long time doing the optimization. On
the other hand when the processing times are stochastic, the data are fuzzier. The
scheduler, with less data at hand, will spend less time performing the optimization.
The fuzzier the data, the more likely a simple priority rule minimizes the objective
in expectation. Expectation is akin to optimizing for the average case.
15.4. Parallel Machine Models
This chapter deals with parallel machine models that are stochastic counterparts of
the models discussed in Chapter ....?? The body of knowledge in the stochastic case
is considerably less extensive than in the deterministic case.
The results focus mainly on the expected makespan, the total expected completion
time and the expected number of tardy jobs. In what follows the number of machines
is usually limited to two. Some of the proofs can be extended to more than two
machines, but such extensions usually require more elaborate notation. Since these
extensions would not provide any additional insight, they are not presented here.
The proofs for some of the structural properties of the stochastic models tend to be
more involved than the proofs for the corresponding properties of their deterministic
counterparts.
The first part of this section deals with nonpreemptive models; the results in this
part are obtained through interchange techniques. The second part focuses on pre-
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emptive models; the results in this part are obtained through dynamic programming
approaches. The third part deals with due date related models.
The first part of this section considers optimal policies in the class of nonpreemp-
tive static list policies and in the class of nonpreemptive dynamic policies. Since
preemptions are not allowed, the main technique for determining optimal policies is
based on pairwise interchanges. The exponential distribution is considered in detail
as its special properties makes the analysis relatively easy.
Consider two machines in parallel and n jobs. The processing time of job j is
equal to the random variable X j, that is exponentially distributed with rate l j. The
objective is to minimize E(Cmax). Note that this problem is a stochastic counterpart
of P2 jj Cmax, which is known to be NP-hard. However, in Section 15.3 it already
became clear that scheduling environments with exponentially distributed processing
times often have structural properties which their deterministic counterparts do not
have. It turns out that this is also the case with machines in parallel.
A nonpreemptive static list policy is followed. The jobs are put into a list and at
time zero the two jobs at the top of the list begin processing on the two machines.
When a machine becomes free the next job on the list is put on the machine. It is not
specified in advance on which machine each job will be processed, nor is it known a
priori which job will be the last one to be completed.
Let Z1 denote the time when the second to last job is completed, i.e., the first
time a machine becomes free with no jobs on the list to replace it. At this time the
other machine is still processing its last job. Let Z2 denote the time that the last
job is completed on the other machine (i.e., Z2 equals the makespan Cmax). Let the
difference D be equal to Z2  Z1. It is clear that the random variable D depends
on the schedule. It is easy to see that minimizing E(D) is equivalent to minimizing
E(Cmax). This follows from
Z1+Z2 = 2Cmax D =
n
å
j=1
X j;
which is a constant independent of the schedule.
In what follows, a slightly more general two-machine problem is considered for
reasons that will become clear later. It is assumed that one of the machines is not
available at time zero and becomes available only after a random time X0, distributed
exponentially with rate l0. The random variable X0 may be thought of as the pro-
cessing time of an additional job which takes precedence and must go first. Let
D(X0;X1;X2; : : : ;Xn) denote the random variable D, under the assumption that, at
time zero, a job with remaining processing time X0 is being processed on one ma-
chine and a job with processing time X1 is being started on the other. When one
of the two machines is freed a job with processing time X2 is started, and so on (see
Figure .....??). The next lemma, which we present without proof, examines the effect
on D of changing a schedule by swapping consecutive jobs 1 and 2.
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Lemma 15.16. For any l0 and for l1 = min(l1;l2; : : : ;ln)
E(D(X0;X1;X2; : : : ;Xn)) E(D(X0;X2;X1; : : : ;Xn)):
This lemma constitutes a crucial element in the proof of the following theorem.
Theorem 15.17. The LEPT rule minimizes the expected makespan in the class of
nonpreemptive static list policies when there are two machines in parallel and expo-
nentially distributed processing times.
Proof. By contradiction. Suppose that a different rule is optimal. Suppose that
according to this presumed optimal rule, the job with the longest expected processing
time is not scheduled for processing either as the first or the second job. (Note that
the first and second job are interchangeable as they both start at time zero). Then
an improvement can be obtained by performing a pairwise interchange between this
longest job and the job immediately preceding this job in the schedule, as by Lemma
15.16 this reduces the expected difference between the completion times of the last
two jobs. Through a series of interchanges it can be shown that the longest job has to
be one of the first two jobs in the schedule. In the same way it can be shown that the
second longest job has to be among the first two jobs as well. The third longest job
can be moved into the third position to improve the objective, and so on. With each
interchange the expected difference, and thus the expected makespan, are reduced.
2
The approach used in proving the theorem is basically an adjacent pairwise inter-
change argument. However, this pairwise interchange argument is not identical to the
pairwise interchange arguments used in single machine scheduling. In pairwise in-
terchange arguments applied to single machine problems, no restrictions were made
on the relation between the two jobs to be interchanged and those that come after
them. In Lemma 15.16 jobs not involved in the interchange have to satisfy a special
condition, viz., one of the two jobs being interchanged must have a larger expected
processing time than all jobs following it. Requiring such a condition has certain
implications. When no special conditions are required, an adjacent pairwise inter-
change argument actually yields two results: it shows that one schedule minimizes
the objective while the reverse schedule maximizes that same objective. With a spe-
cial condition like the one in Lemma 15.16 the argument works only in one direction.
It actually can be shown that the SEPT rule does not always maximize E(D) among
nonpreemptive static list policies.
The result presented in Theorem 15.17 differs from the results obtained for its
deterministic counterpart considerably. One difference is the following: minimizing
makespan in a deterministic setting requires only an optimal partition of the n jobs
over the two machines. After the allocation has been determined, the set of jobs
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allocated to a specific machine may be sequenced in any order. With exponential
processing times, a sequence is determined in which the jobs are to be released
in order to minimize the expected makespan. No deviation is allowed from this
sequence and it is not specified at time zero how the jobs will be partitioned between
the machines. This depends on the evolution of the process.
In contrast with the results of Section 15.3, which do not appear to hold for dis-
tributions other than the exponential, the LEPT rule does minimize the expected
makespan for other distributions as well.
Consider the case where the processing time of job j is distributed according to
a mixture of two exponentials, i.e., with probability p1 j according to an exponential
with rate l1 and with probability p2 j (= 1  p1 j) according to an exponential with
rate l2. Assume l1 < l2. So
P(X j > t) = p1 je l1t + p2 je l2t :
This distribution can be described as follows: when job j is put on the machine a
(biased) coin is tossed. Dependent upon the outcome of the toss the processing time
of job j is either exponential with rate l1 or exponential with rate l2. After the rate
has been determined this way the distribution of the remaining processing time of
job j does not change while the job is being processed. So each processing time is
distributed according to one of the two exponentials with rates l1 and l2.
The subsequent lemma again examines the effect on D of an interchange between
two consecutive jobs 1 and 2 on two machines in parallel. Assume again that X0
denotes the processing time of a job 0 with an exponential distribution with rate l0.
This rate l0 may be different from either l1 or l2.
Lemma 15.18. For arbitrary l0, if p11  p12, i.e., E(X1) E(X2), then
E(D(X0;X1;X2; : : : ;Xn)) E(D(X0;X2;X1; : : : ;Xn)):
Note that there are no conditions on l0 ; the rate l0 may or may not be equal to either
l1 or l2. Through this lemma the following theorem can be shown rather easily.
Theorem 15.19. The LEPT rule minimizes the expected makespan in the class of
nonpreemptive static list policies when there are two machines in parallel and when
the processing times are distributed according to a mixture of two exponentials with
rates l1 and l2.
Proof. Any permutation schedule can be transformed into the LEPT schedule
through a series of adjacent pairwise interchanges between a longer job and a shorter
job immediately preceding it. With each interchange E(D) decreases because of
Lemma 15.18. 2
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Showing that LEPT minimizes the expected makespan can be done in this case with-
out any conditions on the jobs that are not part of the interchange. This is in contrast
with Theorem 15.17, where the jobs following the jobs in the interchange had to be
smaller than the largest job involved in the pairwise interchange. The additional con-
dition requiring the other expected processing times to be smaller than the expected
processing time of the larger of the two jobs in the interchange, is not required in this
case.
Theorem 15.19 can be extended to include mixtures of three exponentials, with
rates l1, l2 and ¥. The next example also shows that the LEPT rule does not neces-
sarily minimize the expected makespan.
Example 15.20. Let p1 j denote the probability job j is exponentially distributed
with rate l1 and p2 j the probability it is distributed with rate l2. Assume l1 <
l2. The probability that the processing time of job j is zero is p0 j = 1  p1 j  p2 j.
Through similar arguments as the ones used in Lemma 15.18 and Theorem 15.19 it
can be shown that in order to minimize the expected makespan the jobs in the optimal
nonpreemptive static list policy have to be ordered in decreasing order of p1 j=p2 j.
The jobs with the zero processing times again do not play a role in the schedule.
Clearly, the optimal sequence is not necessarily LEPT.
The following example is a continuation of the previous example and an illustration
of the Largest Variance first (LV) rule.
Example 15.21. Consider the special case of the previous example with
1
l1
= 2
and
1
l2
= 1:
Let
p0 j = a j
p1 j = a j
p2 j = 1 2a j
So
E(X j) =
p1 j
l1
+
p2 j
l2
= 1;
for all j and
Var(X j) = 1+4a j:
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From the previous example it follows that sequencing the jobs in decreasing order of
p1 j=p2 j minimizes the expected makespan. This rule is equivalent to scheduling the
jobs in decreasing order of a j=(1  2a j). As 0  a j  1=2, scheduling the jobs in
decreasing order of a j=(1  2a j) is equivalent to scheduling in decreasing order of
a j, which in turn is equivalent to the Largest Variance first rule.
The methodology used in proving that LEPT is optimal for the expected makespan
on two machines does not easily extend to problems with more than two machines or
problems with other processing time distributions. Consider the following general-
ization of this approach for m machines. Let Z1 denote the time that the first machine
becomes idle with no jobs waiting for processing, Z2 the time the second machine
becomes idle, and so on and let Zm denote the time the last machine becomes idle.
Clearly Zm equals the makespan. Let
Di = Zi+1 Zi i = 1; : : : ;m 1:
From the fact that the sum of the processing times is
n
å
j=1
X j =
m
å
i=1
Zi = mCmax D1 2D2    (m 1)Dm 1;
independent of the schedule, it follows that minimizing the makespan is equivalent
to minimizing
m 1
å
i=1
iDi:
A limited number of processing time distributions can be handled this way. For
example, the settings of Theorem 15.19 and Examples 15.20 and 15.21 can be ex-
tended relatively easily through this approach. However, the scenario of Theorem
15.17 cannot be extended that easily.
So far only the class of nonpreemptive static list policies has been considered in
this section. It turns out, that most optimal policies in the class of nonpreemptive
static list policies are also optimal in the classes of nonpreemptive dynamic policies
and preemptive dynamic policies. The proof that a nonpreemptive static list policy is
optimal in these other two classes of policies is based on induction arguments very
similar to the ones described in the second and third parts of the proof of Theorem
15.13.
In what follows an entirely different approach is presented which first proves op-
timality in the class of preemptive dyanmic policies. As the optimal policy is a
nonpreemptive static list policy, the policy is also optimal in the the classes of non-
preemptive dynamic policies and nonpreemptive static list policies.
Only the expected makespan has been considered so far in this section. The to-
tal expected completion time E(åC j) in a nonpreemptive setting is a slightly more
difficult objective to deal with than the expected makespan. Indeed, an approach
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similar to the one used to show that LEPT minimizes the expected makespan for
exponential processing times, has not been found to show that SEPT minimizes the
total expected completion time. However, if the processing times are distributed as
in Theorem 15.19, it can be shown that SEPT minimizes the expected flow time and
if the processing times are distributed as in Example 15.21 it can be shown that LV
minimizes the expected flow time.
Pairwise interchange arguments are basically geared to determine optimal policies
in the class of nonpreemptive static list policies. After determining an optimal non-
preemptive static list policy it can often be argued that this policy is also optimal in
the class of nonpreemptive dynamic policies and possibly in the class of preemptive
dynamic policies.
In what follows an alternative proof for Theorem 15.17 is presented. The approach
is entirely different. A dynamic programming type proof is constructed within the
class of preemptive dynamic policies. After obtaining the result that the nonpre-
emptive LEPT policy minimizes the expected makespan in the class of preemptive
dynamic policies, it is concluded that it is also optimal in the class of nonpreemptive
dynamic policies as well as in the class of nonpreemptive static list policies.
The approach can be used for proving that LEPT minimizes the expected makespan
for m machines in parallel. It will be illustrated for 2 machines in parallel since the
notation is much simpler.
Suppose l1  l2     ln. Let V (J) denote the expected value of the minimum
remaining time needed (that is, under the optimal policy) to finish all jobs given that
all the jobs in the set J = j1; : : : ; jl already have been completed; if J = /0, then V (J)
is simply denoted by V . Let V (J) denote the same time quantity under the LEPT
policy. Similarly, V  denotes the expected value of the remaining completion time
under LEPT when no job has yet been completed.
Theorem 15.22. The nonpreemptive LEPT policy minimizes the expected makespan
in the class of preemptive dynamic policies.
Proof. The proof is by induction on the number of jobs. Suppose that the result
is true when there are less than n jobs. It has to be shown that it is also true when
there are n jobs. That is, a policy which at time 0 (when there are n jobs waiting
for processing) does not act according to LEPT but at the first job completion (when
there are n  1 jobs remaining to be processed) switches over to LEPT results in a
larger expected makespan than when LEPT is adopted immediately from time zero
on.
Conditioning on the first job completion yields
V = min
j;k
 1
l j +lk
+
l j
l j +lk
V (f jg)+ lk
l j +lk
V (fkg)

:
The expected time until the first job completion is the first term on the R.H.S.; the
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second (third) term is equal to the probability of job j (k) being the first job to be
completed, multiplied by the expected remaining time needed to complete the n 1
remaining jobs under LEPT. This last equation is equivalent to
0 = min
j;k

1+l j

V (f jg) V 

+lk

V (fkg) V 

+(l j +lk)

V  V

:
Since l1 and l2 are the two smallest l j values and supposedly V   V the fourth
term on the R.H.S. is minimized by f j;kg = f1;2g. Hence to show that LEPT is
optimal it suffices to show that f j;kg= f1;2g also minimizes the sum of the second
and third term. In order to simplify the presentation let
A j = l j

V (f jg) V 

and
D jk = A j Ak:
In order to show that
l j

V (f jg) V 

+lk

V (fkg) V 

= A j +Ak
is minimized by f j;kg= f1;2g, it suffices to show that l j < lk implies A j  Ak or,
equivalently, D jk  0. To prove that D jk  0 is done in what follows by induction.
Throughout the remaining part of the proof V , A j and D jk are considered func-
tions of the random variables l1; : : : ;ln. Define A j(J) and D jk(J), assuming jobs j
and k are not in J, in the same way as A j and D jk, e.g.,
A j(J) = l j

V (J[f jg) V (J)

:
Before proceeding with the induction a number of identities have to be estab-
lished. If j and k are the two smallest jobs not in the set J, then jobs j and k will,
under LEPT, be processed first. Conditioning on the first job completion results in
the identity
V (J) =
1
l j +lk
+
l j
l j +lk
V (J[f jg)+ lk
l j +lk
V (J[fkg)
or
(l j +lk)V (J) = 1+l jV (J[f jg)+lkV (J[fkg):
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Similarly,
(l1+l2+l3)A1 = l1(l1+l2+l3)V (f1g) l1(l1+l2+l3)V 
= l1

1+l1V (f1g)+l2V (f1;2g)+l3V (f1;3g)

 l1

1+l1V (f1g)+l2V (f2g)+l3V 

= l1

l3V (f1;3g) l3V (f1g)

+l2

l1V (f1;2g) l1V (f2g)

+l3A1
or
(l1+l2)A1 = l1A3(f1g)+l2A1(f2g):
The following identities can be established in the same way:
(l1+l2)A2 = l1A2(f1g)+l2A3(f2g)
and
(l1+l2)A j = l1A j(f1g)+l2A j(f2g);
for j = 3; : : : ;n. Thus, with D12 = A1 A2, it follows that
D12 =
l1
l1+l2
D32(f1g)+ l2l1+l2 D13(f2g);
and
D2 j =
l1
l1+l2
D2 j(f1g)+ l2l1+l2 D3 j(f2g);
for j = 3; : : : ;n.
Assume now as induction hypothesis that if l j < lk; and l1     ln, then
D jk  0
and
dD12
dl1
 0:
In the remaining part of the proof, these two inequalities are shown by induction on
n. When n = 2,
D jk =
l j lk
l j +lk
and the two inequalities can be established easily.
Assume that the two inequalities of the induction hypothesis hold when there are
less than n jobs remaining to be processed. The induction hypothesis now implies
that D13(f2g) as well as D23(f1g) are nonpositive when there are n jobs remaining
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to be completed. It also provides
dD13(f2g)
dl1
 0:
This last inequality has the following implication: if l1 increases then D13(f2g)
increases. The moment l1 reaches the value of l2 jobs 1 and 2 become interchange-
able. Therefore
D13(f2g) D23(f1g) = D32(f1g) 0:
From the fact that l1 < l2 it follows that D12 is nonpositive. The induction hypothe-
sis also implies that D2 j(f1g) and D3 j(f2g) are nonpositive, whereby D2 j is nonpos-
itive. This completes the induction argument for the first inequality of the induction
hypothesis. The induction argument for the second inequality can be established by
differentiating
l1
l1+l2
D32(f1g)+ l2l1+l2 D13(f2g)
with respect to l1 and then using induction to show that every term is positive. 2
This proof shows that LEPT is optimal in the class of preemptive dynamic policies.
As the optimal policy is a nonpreemptive static list policy it also has to be optimal in
the class of nonpreemptive static list policies as well as in the class of nonpreemptive
dynamic policies. In contrast with the first proof of the same result, this approach
also works for an arbitrary number of machines in parallel. The notation, however,
becomes significantly more involved.
The interchange aproach described in the beginning of this section is not entirely
useless. To show that the nonpreemptive LEPT policy is optimal when the processing
time distributions are ICR, one has to adopt a pairwise interchange type argument.
The reason is obvious. In a preemptive framework the remaining processing time
of an ICR job that has received a certain amount of processing may become less (in
expectation) than the expected processing time of a job that is waiting for processing.
This then would lead to a preemption. The approach used in Lemma 15.16 and
Theorem 15.17 can be applied easily to a number of different classes of distributions
for which the approach used in Theorem 15.22 does not appear to yield the optimal
nonpreemptive schedule.
Consider minimizing the total expected completion time of the n jobs. The pro-
cessing time of job j is exponentially distributed with rate l j. In Chapter ....?? it was
shown that the SPT rule is optimal for the deterministic counterpart of this problem.
This gives an indication that in a stochastic setting the Shortest Expected Processing
Time first (SEPT) rule may minimize the sum of the expected completion times un-
der appropriate conditions. Consider again two machines in parallel with n jobs. The
processing time of job j is exponentially distributed with rate l j. An approach sim-
ilar to the one followed in Theorem 15.22 for the makespan can be followed for the
total expected completion time. The result then is that the nonpreemptive SEPT pol-
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icy minimizes the total expected completion time in the class of preemptive dynamic
policies.
Actually, it turns out that a much more general result can be shown. Consider the
more general setting where the n processing times X1; : : : ;Xn come from arbitrary
distributions F1; : : : ;Fn and X1 st X2 st    st Xn.
Theorem 15.23. The nonpreemptive SEPT policy minimizes the total expected com-
pletion time in expectation and even stochastically in the class of nonpreemptive
dynamic policies.
This result is more general than the corresponding result obtained for minimizing
the expected makespan. Recall that LEPT does not minimize the expected makespan
when the X1; : : : ;Xn are arbitrarily distributed and stochastically ordered.
In the remaining part of this section we consider the problem of two machines in
parallel with i.i.d. job processing times distributed exponentially with mean 1, with
precedence constraints in the form of an intree, and the expected makespan to be
minimized in the class of preemptive dynamic policies (that is, a stochastic counter-
part of P2 j p j = 1; intree jCmax). For the deterministic version of this problem the
Critical Path (CP) rule (sometimes also referred to as the Highest Level first (HL)
rule) is optimal. The CP rule is in the deterministic case optimal for an arbitrary
number of machines in parallel, not just two.
For the stochastic version the following notation is needed. The root of the intree
is level 0. A job is at level k if there is a chain of k 1 jobs between it and the root of
the intree. A precedence graph G1 with n jobs is said to be flatter than a precedence
graph G2 with n jobs if the number of jobs at or below level k in G1 is larger than
the number of jobs at or below level k in graph G2. This is denoted by G1  f l G2.
In the following lemma two scenarios, both with two machines and n jobs but with
different intrees, are compared. Let E(Cmax(i)(CP)) denote the expected makespan
under the CP rule when the precedence constraints graph takes the form of intree Gi,
i = 1;2.
Not that in the subsequent lemma and theorem, preemptions are allowed. How-
ever, it will become clear afterwards that for intree precedence constraints the CP
rule does not require any preemptions. Also, recall that whenever a job is completed
on one machine, the remaining processing time of the job being processed on the
other machine is still exponentially distributed with mean one.
Theorem 15.24. The nonpreemptive CP rule minimizes the expected makespan in
the class of nonpreemptive dynamic policies and in the class of preemptive dynamic
policies.
As mentioned before, the results presented in Theorems 15.17 and 15.22, even though
they were only proved for m= 2, hold for arbitrary m. The CP rule in Theorem 15.24
is, however, not necessarily optimal for m larger than two.
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Example 15.25. Consider three machines and 12 jobs. The jobs are all i.i.d. expo-
nential with mean 1 and subject to the precedence constraints described in Figure
.....?? Scheduling according to the CP rule would put jobs 1, 2 and 3 at time zero on
the three machines. However, straightforward algebra shows that starting with jobs
1, 2 and 4 results in a smaller expected makespan.
In the deterministic setting discussed in Chapter ...?? it was shown that the CP rule
is optimal for Pm j p j = 1; intree jCmax and Pm j p j = 1;outtree jCmax, for any m.
One may expect the CP rule to be optimal when all processing times are exponential
with mean 1 and precedence constraints take the form of an outtree. However, a
counterexample can be found easily already in the case of 2 machines in parallel.
Consider again the problem of two machines in parallel with jobs having i.i.d. ex-
ponentially distributed processing times and subject to precedence constraints which
take the form of an intree, but now with the expected flow time as the objective to be
minimized. We present the following theorem without proof.
Theorem 15.26. The nonpreemptive CP rule minimizes the total expected comple-
tion time in the class of nonpreemptive dynamic policies and in the class of preemp-
tive dynamic policies.
15.5. Stochastic Multi-Operation Models
Results for stochastic flow shop, open shop and job shop models are somewhat lim-
ited in comparison with the results for their deterministic counterparts.
For flow shops nonpreemptive static list policies, i.e., permutation schedules, are
considered first. The optimal permutation schedules often remain optimal in the class
of nonpreemptive dynamic policies as well as in the class of preemptive dynamic
policies. For open shops and job shops, only the classes of nonpreemptive dynamic
policies and preemptive dynamic policies are considered.
The results obtained for stochastic flow shops and job shops are somewhat similar
to those obtained for deterministic flow shops and job shops. Stochastic open shops
are, however, very different from their deterministic counterparts.
The first section discusses stochastic flow shops with unlimited intermediate stor-
age and jobs not subject to blocking. The second section deals with stochastic flow
shops with zero intermediate storage; the jobs are subject to blocking. The last sec-
tion goes over stochastic open shops and stochastic job shops.
Consider two machines in series with unlimited storage between the machines and
no blocking. There are n jobs. The processing time of job j on machine 1 is X1 j,
exponentially distributed with rate l j. The processing time of job j on machine 2 is
X2 j, exponentially distributed with rate µ j. The objective is to find the nonpreemp-
tive static list policy or permutation schedule that minimizes the expected makespan
E(Cmax).
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Note that this problem is a stochastic counterpart of the deterministic problem
F2 jjCmax. The deterministic two machine problem has a very simple solution, i.e.,
Johnson’s rule. It turns out that the stochastic version with exponential processing
times has a very elegant solution as well.
Theorem 15.27. Sequencing the jobs in decreasing order of l j  µ j minimizes the
expected makespan in the class of nonpreemptive static list policies, the class of
nonpreemptive dynamic policies and the class of preemptive dynamic policies.
Proof. The proof of optimality in the class of nonpreemptive static list policies is in
a sense similar to the proof of optimality in the deterministic case. It is by contradic-
tion. Suppose another sequence is optimal. Under this sequence, there must be two
adjacent jobs, say job j followed by job k, such that l j µ j < lk µk. It suffices to
show that a pairwise interchange of these two jobs reduces the expected makespan.
Assume job l precedes job j and let C1l (C2l) denote the (random) completion time
of job l on machine 1 (2). Let Dl =C2l C1l :
Perform an adjacent pairwise interchange on jobs j and k. Let C1k and C2k denote
the completion times of job k on the two machines under the original, supposedly
optimal, schedule and let C01 j and C
0
2 j denote the completion times of job j under
the schedule obtained after the pairwise interchange. Let m denote the job following
job k. Clearly, the pairwise interchange does not affect the starting time of job m on
machine 1 as this starting time is equal to C1k =C01 j =C1l +X1 j +X1k. Consider the
random variables
Dk =C2k C1k
and
D0j =C
0
2 j C01 j:
Clearly, C1k +Dk is the time at which machine 2 becomes available for job m under
the original schedule, while C1k +D0j is the corresponding time after the pairwise
interchange. First it is shown that the random variable D0j is stochastically smaller
than the random variable Dk. If Dl  X1 j +X1k, then clearly Dk = D0j. The case
Dl  X1 j +X1k is slightly more complicated. Now
P(Dk > t j Dl  X1 j +X1k) = µ jlk +µ j e
 µkt +
lk
lk +µ j
 µk
µk µ j e
 µ jt   µ j
µk µ j e
 µkt

:
This expression can be explained as follows. Since Dl  X1 j +X1k, then, whenever
job j starts on machine 2, job k is either being started or still being processed on
machine 1. The first term on the R.H.S. corresponds to the event where job j’s
processing time on machine 2 finishes before job k’s processing time on machine 1,
which happens with probability µ j=(µ j +lk). The second term corresponds to the
event where job j finishes on machine 2 after job k finishes on machine 1; in this
case the distribution of Dk is a convolution of an exponential with rate µ j and an
exponential with rate µk.
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An expression for P(D0j > t j Dl  X1 j +X1k) can be obtained by interchanging
the subscripts j with the subscripts k. Now
P(D0j > t j Dl  X1 j +X1k) P(Dk > t j Dl  X1 j +X1k) =
µ jµk
(l j +µk)(lk +µ j)
e µ jt   e µkt
µk µ j (l j +µk lk µ j) 0:
So D0j is stochastically smaller than Dk. It can be shown easily, through a straight-
forward sample path analysis (i.e., fixing the processing times of job m and of all
the jobs following job m), that if the realization of D0j is smaller than the realization
of Dk, then the actual makespan after the interchange is smaller than or equal to the
actual makespan under the original sequence before the interchange. So, given that
D0j is stochastically smaller than Dk, the expected makespan is reduced by the inter-
change. This completes the proof of optimality in the class of nonpreemptive static
list (i.e., permutation) policies.
That the rule is also optimal in the class of nonpreemptive dynamic policies can
be argued as follows. It is clear that the sequence on machine 2 does not matter. This
is because the time machine 2 remains busy processing available jobs is simply the
sum of their processing times and the order in which this happens does not affect
the makespan. Consider the decisions which have to be made every time machine
1 is freed. The last decision to be made is at that point in time when there are only
two jobs remaining to be processed on machine 1. From the pairwise interchange
argument described above, it immediately follows that the job with the highest l j 
µ j value has to go first. Suppose that there are three jobs remaining to be processed
on machine 1. From the previous argument it follows that the last two of these three
have to be processed in decreasing order of l j  µ j. If the first one of the three is
not the one with the highest l j  µ j value, a pairwise interchange between the first
and the second reduces the expected makespan. So the last three jobs have to be
sequenced in decreasing order of l j   µ j. Continuing in this manner it is shown
that sequencing the jobs in decreasing order of l j   µ j is optimal in the class of
nonpreemptive dynamic policies.
That the nonpreemptive rule is also optimal in the class of preemptive dynamic
policies can be shown in the following manner. It is shown above that in the class of
nonpreemptive dynamic policies the optimal rule is to order the jobs in decreasing
order of l j µ j. Suppose during the processing of a job on machine 1 a preemption
is considered. The situation at this point in time is essentially no different from the
situation at the point in time the job was started (because of the memoryless property
of the exponential distribution). So, every time a preemption is contemplated, the
optimal decision is to keep the current job on the machine. Thus the permutation
policy is also optimal in the class of preemptive dynamic policies. 2
From the statement of the theorem, it appears that the number of optimal schedules
in the exponential case is often smaller than the number of optimal schedules in the
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deterministic case. The following example makes this clear.
Example 15.28. Consider n jobs with exponentially distributed processing times.
One job has zero processing time on machine 1 and a processing time on machine 2
with a very large mean. Assume that this mean is larger than the sum of the expected
processing times of the remaining n  1 jobs on machine 1. According to Theorem
15.27 these remaining n  1 jobs still have to be ordered in decreasing order of
l j µ j for the sequence to minimize the expected makespan.
If all the processing times were deterministic with processing times equal to the
means of the exponential processing times, it would not have mattered in what order
the remaining n 1 jobs were sequenced.
Although at first glance Theorem 15.27 does not appear to be very similar to John-
son’s result for its deterministic counterpart, the optimal schedule with exponential
processing times is somewhat similar to the optimal schedule with deterministic pro-
cessing times. If job k follows job j in the optimal sequence with exponential pro-
cessing times, then
l j µ j  lk µk
or
l j +µk  lk +µ j
or
1
l j +µk
 1
lk +µ j
;
which, with exponential processing times, is equivalent to
E(min(X1 j;X2k)) E(min(X1k;X2 j)):
This adjacency condition is quite similar to the condition for job k to follow job j in
a deterministic setting, namely
min(p1 j; p2k)min(p1k; p2 j):
There is another similarity between exponential and deterministic settings. Consider
the case where the processing times of job j on both machines are i.i.d. exponentially
distributed with the same rate, l j, for each j. According to the theorem all sequences
must have the same expected makespan. This result is similar to the deterministic
proportionate flow shop, where all sequences also result into the same makespan.
We now focus on m machine permutation flow shops. For these flow shops only
the class of nonpreemptive static list policies is of interest, since the order of the jobs,
once determined, is not allowed to change.
Consider an m machine permutation flow shop where the processing times of job
j on the m machines are i.i.d. according to distribution Fj with mean 1=l j. For such
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a flow shop it is easy to obtain a lower bound for E(Cmax).
Lemma 15.29. Under any sequence
E(Cmax)
n
å
j=1
1
l j
+(m 1)max
 1
l1
; : : : ;
1
ln

Proof. The expected time it takes the job with the largest expected processing
time to traverse the flow shop is at least mmax(1=l1; : : : ;1=ln): The time that this
largest job starts on machine 1 is the sum of the processing times on the first machine
of those jobs scheduled before the longest job. After the longest job completes its
processing on the last machine, this machine remains busy for a time that is at least
as large as the sum of the processing times on the last machine of all those jobs
scheduled after the longest job. The lemma thus follows. 2
One class of sequences plays an important role in stochastic permutation flow shops.
A sequence j1; : : : ; jn is called a SEPT-LEPT sequence, if there is a job jk in this
sequence such that
1
l j1
 1
l j2
    1
l jk
and
1
l jk
 1
l jk+1
    1
l jn
:
Both the SEPT and the LEPT sequence are examples of SEPT-LEPT sequences.
Theorem 15.30. If F1 a:s: F2 a:s:    a:s: Fn, then
(i) any SEPT-LEPT sequence minimizes the expected makespan in the class of non-
preemptive static list policies and
E(Cmax) =
n
å
j=1
1
l j
+(m 1) 1
ln
:
(ii) the SEPT sequence minimizes the expected flow time in the class of nonpreemp-
tive static list policies and
E(
n
å
j=1
C j) = m
n
å
j=1
1
l j
+
n 1
å
j=1
j
ln  j
:
It is easy to find examples with F1 a:s: F2 a:s:    a:s: Fn, where sequences which
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are not SEPT-LEPT are also optimal (it can be shown that when F1;F2; : : : ;Fn are
deterministic any sequence minimizes the makespan). However, in contrast with
deterministic proportionate flow shops, when processing times are stochastic and
F1 a:s: F2 a:s:    a:s: Fn not all sequences are always optimal.
Example 15.31. Consider a flow shop with 2 machines and 3 jobs. Job 1 has a
deterministic processing time of 11 time units. Job 2 has a deterministic processing
time of 10 time units. The processing time of job 3 is zero with probability 0.5 and
10 with probability 0.5. It can be verified easily that only SEPT-LEPT sequences
minimize the expected makespan. If the processing time of job 1 is changed from 11
to 20, then all sequences have the same expected makespan.
Consider a two machine open shop where the processing time of job j on machine 1
is the random variable X1 j, distributed according to F1 j, and on machine 2 the random
variable X2 j, distributed according to F2 j. The objective is to minimize the expected
makespan. As before, the exponential distribution is considered first. In this case,
however, it is not known what the optimal policy is when F1 j is exponential with rate
l j and F2 j exponential with rate µ j. It appears that the optimal policy may not have
a simple structure and may even depend on the values of the l’s and µ’s. The special
case where l j = µ j can be analyzed. In contrast with the results obtained for the
stochastic flow shops the optimal policy now cannot be regarded as a permutation
sequence, but rather as a policy which prescribes a given action dependent upon the
state of the system.
Theorem 15.32. The following policy minimizes the expected makespan in the class
of preemptive dynamic policies as well as in the class of nonpreemptive dynamic
policies: whenever a machine is freed, the scheduler selects from the jobs which
have not yet undergone processing on either one of the two machines, the job with the
largest expected processing time. If there are no such jobs remaining the decision-
maker may take any job which only needs processing on the machine just freed.
Preemptions never need to take place.
It appears to be very hard to generalize this result to include a larger class of distri-
butions.
Example 15.33. Let the processing time of job j on machine i, i = 1;2, be a mixture
of an exponential with rate l j and zero with arbitrary mixing probabilities. The
optimal policy is to process at time 0 all jobs for a very short period on both machines
just to check whether their processing times on the two machines are zero or positive.
After the nature of all the processing times have been determined, the problem is
reduced to the scenario covered by Theorem 15.32.
Ch15.pdf January 15, 2020 321
32 15. Stochastic Scheduling Models
Theorem 15.32 states that jobs which still have to undergo processing on both ma-
chines have priority over jobs which only have to be processed on one machine. In
a sense, the policy described in Theorem 15.32 is similar to the Longest Alternate
Processing Time first (LAPT) rule for the deterministic O2 jjCmax problem.
From Theorem 15.32 it follows that the problem is tractable also if the processing
time of job j on machine 1 as well as on machine 2 is exponentially distributed with
rate 1. The policy that minimizes the expected makespan always gives priority to
jobs that have not yet undergone processing on either machine. This particular rule
does not require any preemptions. In the literature, this rule has been referred to
in this scenario as the Longest Expected Remaining Processing Time first (LERPT)
rule.
Actually, if in the two-machine case all processing times are exponential with
mean 1 and if preemptions are allowed, then the sum of the expected completion
times can also be analyzed. This model is an exponential counterpart of O2 j pi j =
1; pmtn j åC j. The total expected completion time clearly requires a different pol-
icy. One particular policy is appealling in the class of preemptive dynamic policies:
consider the policy which prescribes the scheduler to process, whenever possible, on
each one of the machines a job which already has been processed on the other ma-
chine. This policy may require the scheduler at times to interrupt the processing of a
job and start with the processing of a job which just has completed its operation on
the other machine. In what follows this policy is referred to as the Shortest Expected
Remaining Processing Time first (SERPT) policy.
Theorem 15.34. The preemptive SERPT policy minimizes the total expected com-
pletion time in a two machine open shop in the class of preemptive dynamic policies.
Proof. Let Ai j, i = 1;2; j = 1; : : : ;n, denote the time that j jobs have completed
their processing requirements on machine i. An idle period on machine 2 occurs if
and only if
A1;n 1  A2;n 1  A1;n
and an idle period on machine 1 occurs if and only if
A2;n 1  A1;n 1  A2;n:
Let j1; j2; : : : ; jn denote the sequence in which the jobs leave the system, i.e., job j1
is the first one to complete both operations, job j2 the second, and so on. Under the
SERPT policy
C jk = max(A1;k;A2;k) = max
 k
å
l=1
X1l ;
k
å
l=1
X2l

; k = 1; : : : ;n 1
This implies that the time epoch of the k th job completion, k = 1; : : : ;n 1; is a ran-
dom variable which is the maximum of two independent random variables, both with
Erlang(k) distributions. The distribution of the last job completion, the makespan, is
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different. It is clear that under the preemptive SERPT policy the sum of the expected
completion times of the first n 1 jobs that leave the system are minimized. It is not
immediately obvious that SERPT minimizes the sum of all n completion times. Let
B = max(A1;n 1;A2;n 1):
The random variable B is independent of the policy. At time B, each machine has at
most one more job to complete. A distinction can now be made between two cases.
First, consider the case where, at B, a job remains to be completed on only one
of the two machines. In this case, neither the probability of this event occurring nor
the waiting cost incurred by the last job which leaves the system (at max(A1;n;A2;n))
depends on the policy. Since SERPT minimizes the expected sum of completion
times of the first n 1 jobs to leave the system, it follows that SERPT minimizes the
expected sum of the completion times of all n jobs.
Second, consider the case where, at time B, a job remains to be processed on both
machines. Either (i) there is one job left which needs processing on both machines
or (ii) there are two jobs left, each needing processing on one machine (a different
machine for each). Under (i) the expected sum of the completion times of the last two
jobs to complete their processing is E(B)+E(B+2), while under (ii) it is E(B)+1+
E(B)+1. In both subcases the expected sum of the completion times of the last two
jobs is the same. As SERPT minimizes the expected sum of the completion times of
the first n 2 jobs to leave the system, it follows that SERPT minimizes the expected
sum of the completion times of all n jobs. 2
Unfortunately, no results have been reported in the literature with respect to stochas-
tic open shops with more than 2 machines.
Consider now the two machine job shop with job j having a processing time on
machine 1 which is exponentially distributed with rate l j and a processing time on
machine 2 which is exponentially distributed with rate µ j. Some of the jobs have
to be processed first on machine 1 and then on machine 2, while the remaining jobs
have to be processed first on machine 2 and then on machine 1. Let J1;2 denote the
first set of jobs and let J2;1 denote the second set of jobs. Minimizing the expected
makespan turns out to be an easy extension of the two machine flow shop model with
exponential processing times.
Theorem 15.35. The following policy minimizes the expected makespan in the class
of nonpreemptive dynamic policies as well as in the class of preemptive dynamic
policies: when machine 1 is freed the decision-maker selects from J1;2 the job with
the highest l j  µ j ; if all jobs from J1;2 have received processing on machine 1 he
may take any job from J2;1. When machine 2 is freed the decision-maker selects from
J2;1 the job with the highest µ j l j ; if all jobs from J2;1 have received processing
on machine 2 he may take any job from J1;2.
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The result described in Theorem 15.35 is somewhat similar to the result obtained by
Jackson for J2 jj Cmax. In deterministic scheduling the research on the more gen-
eral Jm jjCmax has focused on heuristics and enumerative procedures. In stochastic
scheduling less research has been done on job shops with more than two machines.
15.6. Discussion
No framework or classification scheme has ever been introduced for stochastic sched-
uling problems. It is more difficult to develop such a scheme for stochastic sched-
uling problems than for deterministic scheduling problems. For example, it has to
be specified which class of policies is considered, it has to be specified whether the
processing times of the n jobs are independent or correlated (e.g., equal to the same
random variable), it may have to be specified that the processing times are of one
type of distribution (e.g., exponential), while the due dates are of another (e.g., de-
terministic). For these reasons no framework has been introduced in this chapter
either.
Table 15.1 outlines a number of scheduling problems of which stochastic versions
are tractable. This list refers to most of the problems discussed in this chapter. In
the distribution column the distribution of the processing times is specified. If the
entry in this column specifies a form of stochastic dominance, then the n processing
times are arbitrarily distributed and ordered accordingly. The due dates in this table
are considered fixed (deterministic).
Comparing Table 15.1 with the results described in earlier chapters of this book
reveals that there are a number of stochastic scheduling problems that are tractable
while their deterministic counterparts are NP-Hard. The four NP-Hard deterministic
problems are:
(i) 1 j r j; pmtn j åw jC j,
(ii) 1 j d j = d j åw jU j,
(iii) 1 j d j = d j åw jTj,
(iv) Pm jjCmax.
The first problem allows for a nice solution when the processing times are exponen-
tial and the release dates are arbitrarily distributed. The optimal policy is then the
preemptive WSEPT rule. When the processing time distributions are anything but
exponential it appears that the preemptive WSEPT rule is not necessarily optimal.
The stochastic counterparts of the second and third problem also lead to the WSEPT
rule when the processing time distributions are exponential and the jobs have a com-
mon due date which is arbitrarily distributed. Also here, if the processing times are
anything but exponential the optimal rule is not necessarily WSEPT.
The stochastic counterparts of Pm jj Cmax are slightly different. When the pro-
cessing times are exponential the LEPT rule minimizes the expected makespan in all
classes of policies. However, this holds for other distributions also. If the processing
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times are DCR (e.g., hyperexponentially distributed) and satisfy a fairly strong form
of stochastic dominance, the LEPT rule is optimal as well. Note that if preemptions
are allowed, and the processing times are DCR, the nonpreemptive LEPT rule re-
mains optimal. Note also, that if the n processing times have the same mean and are
hyperexponentially distributed as in Example 15.21, then the LV rule minimizes the
expected makespan.
Of course, there are also problems of which the deterministic version is easy and
the version with exponential processing times is hard. Examples of such problems
are:
(i) O2 jjCmax,
(ii) Pm j p j = 1; tree jCmax.
For the O2 jjCmax problem the LAPT rule is optimal; when the processing times
are exponential the problem appears to be very hard. For the deterministic problem
Pm j p j = 1; tree jCmax the CP rule is optimal. For the version of the same problem
with all processing times i.i.d. exponential the optimal policy is not known and may
depend on the form of the tree. One would expect that there are many scheduling
problems of which the deterministic version with unit processing times is easy, and
of which the stochastic version with all processing times i.i.d. exponential is hard.
Table 15.1: Tractable Stochastic Scheduling Problems
DETERMINISTIC DISTRIBUTIONS OPTIMAL POLICY
COUNTERPART
1 jj åw jC j arbitrary WSEPT
1 j r j; pmtn j åw jC j exponential WSEPT (preemptive)
Pm jjCmax exponential LEPT
Pm j pmtn jCmax exponential LEPT
Pm jj åC j st SEPT
P2 j p j = 1; intree jCmax exponential CP
P2 j p j = 1; intree j åC j exponential CP
F2 jjCmax exponential (l j µ j) #
Fm j pi j = p j jCmax as SEPT-LEPT
Fm j pi j = p j j åC j as SEPT
O2 j pi j = p j jCmax exponential Theorem 15.32
O2 j pi j = 1; pmtn j åC j exponential SERPT
J2 jjCmax exponential Theorem 15.35
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16.1. Introduction
In this chapter we focus on how the results presented in the earlier parts of this book
are made useful in the real world. Before we go into the applications we do have to
describe a number of the differences between the deterministic models considered in
this book and the scheduling problems in the real world.
In practice, there are often not just n jobs. At a certain point in time there may
be indeed n jobs to be scheduled, but additional jobs arrive at regular or random
intervals.
There may be multiple objectives, that are subject to various weights. These
weights often vary from day to day, making a parametric analysis necessary.
In the real world, it is often a rescheduling problem that has to be solved. That
is, there is already a schedule, but there is a need to reschedule, because of a random
perturbation (in the form of an arrival of a rush job, or the change in the priority of a
job). This is one of the reasons why, in addition to the standard objectives described
in this book, one more consideration is important, namely the “robustness” of the
schedule. A schedule is called robust if the schedule, when subject to a random
perturbation, does not need any major changes.
In the models considered in the earlier parts of this book, it is typically assumed
that the machines are available continuously. However, in real life, machines are
never available at all times. There may be many reasons why a machine may become
unavailable. For example, the machine may be subject to (random) breakdowns or
the machine may be subject to preventive maintenance. The availability of a machine
may also depend on the shift schedules of the operators.
This chapter is organized as follows. The second section describes application
of single machine models and the third section considers applications of parallel
1
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machine models. The fourth section focuses on multi-operation models. The fifth
section gives an overview of the procedures that have proven to be popular in the
scheduling engines and schedule generators developed and under development in
industry.
16.2. Application of Single Machine Models
When in a given environment one machine is the bottleneck, and it is so consistently,
then a decomposition procedure may be appropriate. In such a decomposition proce-
dure there is always a module that contains a procedure for solving a single machine
scheduling problem. So the scheduling of the entire environment is done by tackling
the bottleneck first. Since the bottleneck determines the overall throughput, it makes
sense to schedule all other machines in such a way that the life of the bottleneck is
made easy.
Such a situation occurs in many industrial settings.
Example 16.1 (A Factory in the Packaging Industry). Consider a factory that makes
carton boxes for breakfast cereals. Each order is a request for a given number of
cartons (e.g., 50,000) of a certain type. There is a committed shipping date at which
time the order should be delivered. The raw materials to produce the carton are
available at a certain date (the raw material includes the board, the ink needed in
the printing process, the dies for the cutting, etc.). This data is typically provided by
a Material Requirements Planning system. In this environment different jobs often
may have different priorities, implying that each job has its own weight.
Suppose that in the facility there is a single printing machine for printing the pa-
per board. This printing machine feeds into various cutters, that cut the boxes from
the printed sheets. After the cutting process, the material moves to the gluers that
produce the final box. Suppose that this single printing machine is the bottleneck. In
order to do the scheduling of the entire factory, it makes sense to schedule the print-
ing machine first and analyze it as a single machine model. There may be sequence
dependent setup times on such a printing machine.
Before scheduling such a bottleneck, preliminary computations have to be done
that yield “local” release dates and “local” due dates for the jobs at the bottleneck.
The local release dates are estimated by retrieving from a Material Requirements
Planning (MRP) system the date at which the job can start its route in the factory
and estimating the time it will take the job to reach the bottleneck machine (in this
example, where the bottleneck is at the first stage of the process, this transit time is
typically negligible). The local due dates are estimated by taking into consideration
the committed shipping dates and then estimating the amount of time it takes each
job to traverse the facility after it has completed its processing on the bottleneck
machine.
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In the example above there may be sequence dependent setup times on the single
machine that is being analyzed. These sequence dependent setup times may or may
not be negligible. In the next example, however, sequence dependent setup times for
sure play an important role.
Example 16.2 (A Routing Problem). Consider a warehouse with a single truck that
has to bring merchandise to a number of clients. The delivery of merchandise to a
client represents a job and the time that the truck spends at the client’s site is the
processing time. There may be release dates and due dates for the processing of that
job, since the client may want the goods to be delivered within a given time period.
However, the time it takes the truck to travel from one client to another represent a
form of sequence dependent setup time that cannot be disregarded.
There are a couple of possible objectives that could be minimized when scheduling
(or, equivalently, routing) the truck. One objective is to minimize the total weighted
tardiness, i.e., have the truck deliver the goods as much as possible within the in-
tervals requested by the customers. Another objective is to minimize the total time
it takes the truck to do all its deliveries. This implies that the the sum of the dis-
tances travelled (or, equivalently, the sum of the sequence dependent setups) has to
be minimized. Such a problem is, of course, equivalent to the Travelling Salesman
Problem.
From the examples above it appears that single machine models of two types in
particular are of interest:
1 j r j;setups j åw j f j(d j;C j);
1 j r j;setups jmax(w j f j(d j;C j)):
There may be, in addition to a tardiness penalty, also an earliness penalty. A number
of special cases of these problems have been considered in previous chapters, i.e.,
single machine problems with objectives åw jU j, åw jTj, and Lmax. These special
cases are all unary NP-hard. The special case åU j is of some importance in practice
as well, since one measure according to which plant managers often are judged is the
percentage of on-time shipments (which is equivalent to åU j ).
There are a number of ways in which these problems are dealt with in practice.
First, one may establish a priority rule. The priority rules of interest are, of course,
more complicated than the EDD or WSPT rules described in Chapter ...?? However,
they typically have somewhere an EDD or WSPT flavor in them.
Second, one may attempt to apply local search procedures to these problems, i.e.,
either simulated annealing, tabu-search or genetic algorithms.
Third, in applied problems one may at times apply rolling horizon procedures.
Since jobs come in regularly over time, it makes sense to do some form of temporal
decomposition.
It is not often that one would apply branch and bound procedures to such problems
in practice. The reason is the following: The inaccuracy in the data may often be in
the order of 10 or 20%. It may not pay to try to do a perfect optimization and achieve
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a solution that is 1% better if the data are not sufficiently exact. However, if one
does apply branch and bound, then many of the dominance rules that have been
established in the literature for these problems are useful. For example, if p j < pk,
d j < dk, and w j > wk, then it is known that, provided both jobs j and k are available,
job j must precede job k (see Chapter 6).
More general single machine models have also been considered in practice. These
more general models often include multiple objectives including earliness costs.
16.3. Application of Parallel Machine Models
Parallel machine applications occur in practice when the bottleneck is a workcenter
with a number of machines in parallel. The remaining part of the factory is again
disregarded in the same way as in the previous section. Such a setting is prevalent in
many industries as well.
In industrial settings these parallel machines often have different speeds or are un-
related. Unrelated machines occur in practice often: certain jobs cannot be processed
on just any one of the machines in parallel but rather only on machines that belong
to a specific subset (making in essence the processing times on the other machines
infinity).
The local release dates of all the jobs for the parallel machine workcenter have to
be estimated and so have the due dates. The due date related objectives described in
the previous section are applicable here as well. This implies that
Pm j r j j åw j f j(d j;C j),
Qm j r j j åw j f j(d j;C j),
Rm j r j j åw j f j(d j;C j).
are problems of interest.
Consider the same factory as the one described in Example 16.1. However, sup-
pose now that the printing stage consists of m identical machines in parallel and
suppose that this stage is again the bottleneck. It makes sense then to apply a de-
composition procedure in which this stage is first considered as an isolated parallel
machines model.
Consider the same warehouse as the one described in Example 16.2. However,
suppose that instead of a single truck, there is a fleet of m trucks. Again, the n
clients have to receive their goods, and each truck has to be assigned a number of
clients. This implies that this problem is equivalent to a parallel machine scheduling
problem.
The machines in a bank of parallel machines (or the trucks in a fleet of trucks) are
very often not exactly identical. They may operate, for example, at different speeds.
However, the processing time of job j on machine i may have a certain structure. For
example, suppose job j is associated with an order for a given quantity of items, say
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q j. The processing time of job j on machine i could then be of the form
pi j = si j +q j=vi j;
where si j represents the setup time needed at machine i for job j (this setup time
may depend on the machine as well as on the type of job and may or may not be
sequence dependent). If the setup times on machine i are sequence dependent, then
the setup time has to be sik j, i.e., if job k is followed by job j, then machine i requires
an amount of time sik j for setup. The vi j is the speed at which machine i can process
job j. The speed vi j may be zero; if this is the case, then machine i cannot process
job j (possibly for technological reasons).
Example 16.3 (An Airport Terminal). Consider an airport terminal with m gates.
The gates are not all identical. Some are so close to others that they are not capable
of serving wide-body planes. Some gates are so close to the terminal that planes
have to be towed in, implying an additional setup time.
The arrival of a plane at the terminal is equivalent to the release date of a job.
The deplaning of arriving passengers, the servicing of the plane and the boarding of
the departing passengers constitute the job. This job has a processing time that is
subject to a certain amount of randomness. The due date is the scheduled departure
time of the plane and the completion time is the actual departure time of the job.
Jobs have to be assigned to machines in such a way that the total weighted tardi-
ness is minimized. The weight w j of job j depends on ......
Example 16.4 (A Hotel). Consider a hotel with m rooms. There are n customers
arriving over a given horizon and customer j has an arrival date r j and a departure
date d j. The sojourn time of customer j is p j = d j  r j. If the hotel decides to give
the customer a room for that period, then the hotel makes a profit w j. The objective
of the hotel is to maximize its profit. It is clear that the scheduling problem the hotel
faces is equivalent to Pm j r j j åw jU j.
This particular problem, where there is no freedom in the timing of the processing
(i.e., p j = d j   r j ), is often referred to as a fixed interval scheduling problem, or
simply an interval scheduling problem.
Even in the case of a hotel it is typical that the “machines”, i.e., the hotel rooms,
are not all identical. There are singles, doubles and suites (with or without a view).
So any given customer cannot just be assigned to any room; he may only be assigned
to a room that belongs to a given subset. However, the “processing time” of the
customer, i.e., his length of stay, does not depend on the room, i.e., in this case the
machines do not have different speeds.
One objective that is also important in the parallel machine setting is the Cmax
objective. Minimizing the makespan in essence balances the workload over the ma-
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chines and balancing the workload enhances the capacity utilization. Workload bal-
ance is often an important objective in practice. (Of course, this objective did not
play a role in the single machine models). As we have seen in Chapter 9 a very
useful rule for assigning jobs to machine is based on the LPT heuristic. The next
example shows an application of the LPT rule.
Example 16.5 (A Manufacturing Facility for Printed Circuit Boards). This example
originated in a manufacturing facility of IBM in the U.S. The facility has a flexible
flow line for the insertion of components onto printed circuit cards. A card is trans-
ported through the line on a “magazine”, which contains 100 cards of the same type.
From the scheduling point of view, such a magazine with a 100 cards is equivalent
to one job. A job visits up to three banks of machines. The first bank consists of the
so-called “DIP” inserters, the second bank of the so-called “SIP” inserters, and the
third bank consists of a couple of robots. Each machine has a buffer that can hold
one job, but additional storage is available, if necessary. Each job must be processed
by at most one machine at each bank, but some jobs may skip some banks. Each job
must visit the three banks in the same order. The assignment of the jobs to the specific
machines at the various banks has to be done in advance, i.e., it is not possible to
have the jobs arrive at a bank, join a single queue, and, when the job is at the head
of the line, take the machine that becomes available first.
There are a number of objectives. First, one goal is to minimize the time to com-
plete one day’s production. This objective is basically equivalent to minimizing the
makespan in a multi-processor flow shop. A second objective is to minimize the
queueing in the buffers, since the buffers have a finite capacity.
The heuristic developed for this problem consists of three modules, that have to be
executed one after another. Since one of the objectives is to minimize the queueing,
it is advisable that at any given bank of machines the workload is balanced over the
various machines. In order to balance the workload over the various machines at
any given bank, the Longest Processing Time first (LPT) heuristic is used. Recall
that the LPT heuristic basically establishes an assignment of jobs to machines. After
a set of jobs has been assigned to a particular machine, the sequence in which the
set of jobs are processed on the machine is immaterial, i.e., it does not affect the
workload balance.
The techniques applied to these parallel machine problems in practice are very
similar to the techniques applied to the single machine scheduling problems. With
machines in parallel there are often also multiple objectives. The multiple objectives
include due date related objectives as well as workload balancing objectives.
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16.4. Application of Multi-Operation Models
Multi-operation machine settings are prevalent in many industries. Actually, the
examples in the single machine and the parallel machine settings were already ex-
tracted from setups that resemble multi-processor flow shops. Important applications
of multi-operation models occur in the micro-electronics industries. The most im-
portant objectives in these industries are due date related, i.e., objectives typically
more general than Lmax (Uzsoy), åw jTj and åw jU j.
Example 16.6 (Manufacturing of Printed Circuit Boards). Flow shops are prevalent
in Printed Circuit Board (PCB) Manufacturing. The PCB manufacturing process
consists of a number of steps that have to be applied sequentially to a panel that is
typically made of epoxy. These steps may include:
(i) drilling of holes,
(ii) metallization
(e.g., processing through a copper immersion bath),
(iii) panel preparation
(applying Dry Film Photo Resist (DFPR)),
(iv) lamination and exposition to UV light,
(v) developing to wash away the DFPR not exposed to UV light,
(vi) electroplating of copper conductors,
(vii) chemical stripping of DFPR that has been exposed to UV light,
(vii) chemical etching of the copper layer,
(viii) stripping of the tin,
(ix) soldermask silkscreening,
(x) solder dipping,
(xi) punch pressing,
(xii) inspection.
A job basically consists of an order for a batch of PCB’s. The batch size could
be anywhere from half a dozen to several thousands. The fact that job j is basically
associated with a given quantity of boards q j implies that the processing times of a
job at the various stages are positively correlated. The processing time of job j at
machine i could be of the form
pi j = si j +q j=vi;
where si j represents the setup time needed at machine i for job j (this setup time
may depend on the machine as well as on the type of board); the vi is the speed of
machine i and gives an indication of how fast the machine can produce a board.
The main objective is typically to meet as many of the committed shipping dates
as possible.
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The setting in PCB manufacturing is often a flow shop. However, if at any one
of the stages there are two or more machines in parallel instead of a single machine,
then the setting is referred to as a multi-processor flow shop (or flexible flow shop,
or hybrid flow shop).
Multi-processor flow shops are common in many other industries as well.
Example 16.7 (A Paper Mill). Paper mills typically give rise to multi-processor flow
shop models. A paper mill often has more than one paper machine (it may have 2,
3, or even more) which produce the rolls of papers. These rolls of papers may have
to go to an adjacent converting facility that produces cut size paper (8.5  11).
This converting facility has a number of cutters in parallel. The jobs that have to
be processed have given committed shipping dates or due dates. The objective is to
minimize some due date related penalty function.
Actually, the problem in the real world is slightly more complicated because of the
fact that the parallel machines at any one of the two stages are not exactly identical.
This implies that certain jobs can only be processed on a subset of the machines at
anyone of the stages.
The paper mill example is a typical example of a multi-processor flow shop with-
out any recirculation. The next example is an example of a job shop with recircula-
tion.
Example 16.8 (Integrated Circuit Manufacturing). Job shops are common in inte-
grated circuit manufacturing (wafer fabs). The fabrication process in wafer fabs
consists also of a number of steps.
(i) cleaning
(ii) oxidation, deposition, and metallization
(iii) lithography
(iv) etching
(v) ion implementation
(vi) photoresist stripping
(vii) inspection and measurement.
However, since wafers often have various layers of of circuits one on top of an-
other, a wafer may have to go through these sequence of operations a number of
times. One could refer to this environment as a flow shop with recirculation, or, in
effect, a job shop.
The main objective here often depends on the type of wafer fab. If the facility is
geared towards the mass production of DRAMs, then maximizing throughput, and
therefore minimizing setup times, is important. If the facility is designed to produce
more specialized products, then meeting customer due dates is more important.
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The next example is another example of a job shop with recirculation.
Example 16.9 (Manufacturing of Nuclear Control Rods). A manufacturing facility
that produces nuclear control rods produces rods of a special alloy about 1.5 inch
in diameter and 20 feet long for controlling nuclear reactions. The manufacturing
procedure goes roughly as follows. Each incoming rod is extruded four times. The
prototype rod is drawn through dies four times to slowly reduce its diameter. Af-
ter being extruded four times the rod is cut into pieces of the appropriate length.
Each time the diameter is reduced the process is said to have made a pass. Such a
pass consists of pilgering, cleaning, and then tempering in an annealing surface to
reduce the stresses induced by extrusion. The pilgering and the cleaning in the dif-
ferent passes is done at different workstations. However, there is only one annealing
furnace. So at the end of each one of the first three passes a rod has to go through
the same annealing furnace. The entire production process is depicted in Figure
2??. Because of the fact that that each job has to go three times through the same
annealing furnace, this is an example of a job shop with recirculation. The main
objective in this case is the minimization of the sum of the weighted tardinesses. So
the problem can be modelled as Jm j r j j åw jTj.
A number of different techniques have been developed for this problem, branch
and bound techniques as well as shifting bottleneck techniques. When these tech-
niques are used it is usually assumed that the weight of job j, w j, does not change
while the job traverses the shop.
However, another scheduling technique that is often used in practice in such a
setting requires the use of a dispatching or priority rule at each workstation. Such
rules may be used at the different stations independently from one another. There is
actually an interesting phenomenon that often takes place in practice when priority
rules are used. The weight or priority of a job, on its route through the shop, goes
up. This implies that the weight of a job that is waiting at the furnace on its third
pass is higher then the weight of a job that is waiting at the furnace on its first pass.
The rationale for this higher priority is based on the fact that at the end of the third
pass more value has been added to the job.
16.5. General Principles of Scheduling System Design
Analyzing a scheduling problem and developing a procedure for dealing with the
problem on a regular basis is, in the real world, only part of the story. The proce-
dure has to be embedded in a system that enables the scheduler to actually apply
it. The scheduling system has to be integrated into the information system of the
organization, which can be a formidable task.
The information system within an organization or company typically is a very
large Enterprise Resource Planning (ERP) system that serves as a backbone for the
entire corporation. Every division of the organization has access to the system and
Ch16.pdf January 15, 2020 335
10 16. Scheduling in Practice
many decision support systems are plugged into it, e.g., forecasting systems, inven-
tory control systems, MRP systems, and planning and scheduling systems. The flow
chart of such an ERP system is depicted in Figure 16...
A scheduling system consists of a number of different modules. Those of funda-
mental importance are:
(i) the schedule generation modules,
(ii) the user interface modules, and
(iii) the database, object base, and knowledge-base modules.
The interactions between these different modules are depicted in Figure 16.4.
16.6. Schedule Generation Techniques in Scheduling Systems
A schedule generation module contains a suitable model with objective functions,
constraints and rules, as well as heuristics and algorithms.
Current schedule generation techniques are an amalgamation of several approaches
that have been converging in recent years. One approach, predominantly followed by
industrial engineers and operations researchers, may be referred to as the algorithmic
approach. Another, that is often followed by computer scientists and artificial intelli-
gence experts, may be referred to as the knowledge-based approach. Recently, these
two approaches have started to converge and the differences have become blurred.
Some recent hybrid systems combine a knowledge base with fairly sophisticated
heuristics. Certain segments of the procedure are designed according to the algorith-
mic approach, while other segments are designed according to the knowledge-based
approach.
Example 16.10 (Architecture of a Scheduling System in a Wafer Fab). A hybrid
scheduling system has been designed for a particular semiconductor wafer fabrica-
tion unit. The system consists of two levels. The higher level operates according to
a knowledge-based approach. The lower level is based on an algorithmic approach;
it consists of a library of algorithms.
The higher level performs the first phase of the scheduling process. At this level,
the current status of the environment is analyzed. This analysis takes into consider-
ation due date tightness, bottlenecks, and so on. The rules embedded in this higher
level determine the type of algorithm to be used at the lower level in each situation.
The algorithmic approach usually requires a mathematical formulation of the
problem that includes objectives and constraints.
A number of generic algorithmic procedures have proven to be very useful in
practice. In this section we give a very short overview of the generic procedures that
are popular.
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Many industrial scheduling systems use priority or dispatching rules. The most
popular priority rules are WSPT, EDD, CP, etc. These priority rules are based on a
simple sort and operate therefore in O(n logn). They are therefore very useful for
providing a first crack at the problem.
Many procedures in practice are based on some form of decomposition. Instances
in practice are typically very large, involving hundreds of jobs and tens of machines.
There are several forms of decomposition. One form of decomposition is based on
machine decomposition. The machines are scheduled one at a time. Every time
a machine is scheduled, the machine is scheduled throughout. One famous form
of machine decomposition is often referred to as the shifting bottleneck procedure.
Another form of decomposition is based on a partitioning of the time axis. These
forms of decomposition are often called rolling horizon procedures.
Other techniques that have proven to be very popular in practice are the local
search techniques, e.g., simulated annealing, tabu-search, and genetic algorithms.
These techniques have proven to be very versatile, in particular for nonpreemptive
scheduling problems, and easy to code.
There are cases of scheduling in practice that can be formulated very precisely and
are not subject to uncertainty and randomness. Such cases often can be formulated
as integer or disjunctive programs. Such formulations may lead then to enumeration
techniques such as branch and bound. If the solution of such a problem is not time
constrained, then a complete enumeration may be possible. If there are constraints
with regard to the computation time, then beam search may be more appropriate.
Algorithmic schedule generation may consist of multiple phases (see Figure 4
(Young-Hoon Lee)). In the first phase, a certain amount of preprocessing is done,
where the problem instance is analyzed and a number of statistics are compiled, e.g.,
the average processing time, the maximum processing time, the due date tightness.
A second phase may consist of the actual algorithms and heuristics, whose structure
may depend on the statistics compiled in the first phase. A third phase may contain
a postprocessor. The solution that comes out of the second phase is fed into a pro-
cedure, such as simulated annealing or tabu-search, to see if improvements can be
obtained. This type of schedule generation is usually coded in a procedural language
such as Fortran, Pascal or C.
The knowledge-based approach is different from the algorithmic approach in var-
ious respects. This approach is often more concerned with underlying problem struc-
tures that cannot easily be described in an analytical format. In order to incorporate
the scheduler’s knowledge into the system, rules or objects are used. This approach
is often used when it is only necessary to find a feasible solution given the many
constraints or rules; however, as some schedules are ranked ”more preferable” than
others, heuristics may be used to obtain a “more preferred” schedule. Through a
so-called inference engine, the approach attempts to find schedules that do not vi-
olate prescribed rules and satisfy stated preferences as much as possible. The in-
ferencing techniques are usually so-called forward chaining and backward chaining
algorithms. A forward chaining algorithm is knowledge driven. It first analyzes the
data and the rules and, through inferencing techniques, attempts to construct a feasi-
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ble schedule. A backward chaining algorithm is result oriented. It starts out with a
promising schedule and attempts to verify whether it is feasible. Whenever a satis-
factory solution does not appear to exist or when the scheduler judges that it is too
difficult to find, the scheduler may reformulate the problem through a relaxation of
the constraints. The relaxation of constraints may either be done automatically (by
the system itself) or by the user. Because of this aspect, the approach has been at
times also referred to as the reformulative approach.
The programming style used for the development of knowledge-based systems
is different from the ones used for systems based on algorithmic approaches. The
programming style may depend on the form of the knowledge representation. If
the knowledge is represented in the form of IF-THEN rules, then the system can be
coded using an expert system shell such as OPS5. The expert system shell contains
an inference engine that is capable of doing forward chaining or backward chaining
of the rules in order to obtain a feasible solution. This approach may have difficulties
with conflict resolution and uncertainty. If the knowledge is represented in the form
of logic rules (see Example ??), then an ideal programming language is Prolog. If the
knowledge is represented in the form of frames, then a language with object oriented
extensions is required, e.g., LISP or C++. These languages emphasize user-defined
objects that facilitate a modular programming style.
Algorithmic approaches as well as knowledge-based approaches have their ad-
vantages and disadvantages. An algorithmic approach has an edge if
(i) the problem allows for a crisp and precise mathematical formulation,
(ii) the number of jobs involved is large,
(iii) the amount of randomness in the environment is minimal,
(iv) some form of optimization has to be done frequently and in real time and
(v) the general rules are consistently being followed without too many exceptions.
A disadvantage of the algorithmic approach is that if the scheduling environment
changes, (for example, certain preferences on assignments of jobs to machines) the
reprogramming effort may be substantial.
The knowledge-based approach may have an edge only if feasible schedules are
required. Some system developers believe that changes in the scheduling environ-
ment or rules can be more easily incorporated in a knowledge-based system than in
a system based on the algorithmic approach. Others, however, believe that the effort
required to modify any system is mainly a function of how well the code is organized
and written; the effort required to modify does not depend that much on the approach
used.
A major disadvantage of the knowledge-based approach is that obtaining a rea-
sonable schedule may take substantially more computer time than an algorithmic
approach. In practice certain scheduling systems have to operate in near-real time (it
is very common that schedules must be generated within several minutes).
The amount of available computer time is an important issue with the selection
of a schedule generation technique. The time allowed for schedule generation varies
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from application to application. Many applications require real time performance,
where the schedule has to be generated in seconds or minutes on the computer at
hand. This may be the case if rescheduling is required throughout the day, due to
substantial schedule deviations. It would also be true if the scheduler runs itera-
tively, requiring human interaction between iterations (perhaps for adjustments of
workcenter capacities). However, some applications do allow for overnight number
crunching. For example, the scheduler at the end of the afternoon executes the pro-
gram and wants an answer by the time he or she arrives at work the next day. A
few applications require extensive number crunching. When, in the airline industry,
quarterly flight schedules have to be determined, the investments at stake are such
that a week of number crunching on a mainframe is fully justified.
As said before, the two approaches have been converging and most recent schedul-
ing systems have elements of both. One language of choice is now C++ as it is an
easy language for coding algorithmic procedures and it also has object-oriented ex-
tensions.
16.7. User Interfaces in Scheduling Systems
User interface modules are important, especially with regard to the implementation
process. Without an excellent user interface there is a good chance that, regardless
of its capabilities, the system will be too unwieldy to use.
The user interfaces are very important parts of the system. These interfaces may
determine whether the system is going to be used or not. Most user interfaces,
whether the system is based on a workstation or PC, make extensive use of win-
dow mechanisms. The user often wants to see several different sets of information
at the same time. This is the case not only for the static data that is stored in the
database, but also for the dynamic data that depend on the schedule.
Some user interfaces allow for extensive user interaction. The scheduler can
change the current situation or the current information. Other user interfaces do
not allow the scheduler to change anything. For example, an interface that displays
the values of all the relevant performance measures would not allow the scheduler
to change any of the numbers. The scheduler may be able to change the schedule
in another interface that then automatically changes the values of the performance
measures, but the scheduler cannot change the performance measures directly.
User interfaces for database modules often take a fairly conventional form and
may be determined by the particular database package used. These interfaces must
allow for user interaction, as data such as due dates often have to be changed during
a scheduling session.
The schedule generation module may provide the user with a number of compu-
tational procedures and algorithms. Such a library of procedures within the schedule
generation module will require its own user interface, enabling the scheduler to select
the appropriate algorithm or even design an entirely new procedure.
User interfaces that display schedule information take many different forms. In-
Ch16.pdf January 15, 2020 339
14 16. Scheduling in Practice
terfaces for schedule manipulation determine the basic character of the system, as
these are the ones used most extensively by the scheduler. The different forms of
schedule manipulation interfaces depend on the level of detail as well as on the plan-
ning horizon being considered. Two such interfaces are described in detail, namely:
(i) the Gantt Chart interface,
(ii) the Dispatch List interface.
The first, and probably most popular, form of schedule manipulation interface is
the Gantt chart (see Figure 5). The Gantt chart is the usual horizontal bar chart,
with the x-axis representing the time and the y-axis, the various machines. A color
and/or pattern code may be used to indicate a characteristic or an attribute of the
corresponding job. For example, jobs that are completed after their due date under
the current schedule may be colored red. The Gantt chart usually has a number
of scroll capabilities that allow the user to go back and forth in time or focus on
particular machines, and is usually mouse driven. If the user is not entirely satisfied
with the generated schedule, he may wish to perform a number of manipulations on
his own. With the mouse, the user can “click and drag” a job from one position to
another. Providing the interface with a click and drag capability is not a trivial task
for the following reason. After changing the position of a particular operation on a
machine, other operations on that machine, which belong to other jobs, may have to
be pushed either forward or backward in time to maintain feasibility. The fact that
other operations have to be processed at different times may also have an effect on
other machines. This is often referred to as cascading or propagation effects. After
the scheduler repositions an operation of a job, the system may call a reoptimization
procedure embedded in the scheduling routine to control the cascading effects in a
proper manner.
Example 16.11 (Cascading Effects and Reoptimization). Consider a three machine
flow shop with unlimited storage space between the successive machines and there-
fore no blocking. The objective is to minimize the total weighted tardiness. Consider
a schedule with 4 jobs as depicted by the Gantt chart in Figure 6.a. If the user swaps
jobs 2 and 3 on machine 1, while keeping the order on the two subsequent machines
the same, the resulting schedule, because of cascading effects, takes the form de-
picted in Figure 6.b. If the system has reoptimization algorithms at its disposal, the
user may decide to reoptimize the operations on machines 2 and 3, while keeping
the sequence on machine 1 the way he constructed it. A reoptimization algorithm
then may generate the schedule depicted in Figure 6.c. To obtain appropriate job se-
quences for machines 2 and 3, the reoptimization algorithm has to solve an instance
of the two machine flow shop with the jobs subject to given release dates at the first
machine.
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Gantt charts do have disadvantages, especially when there are many jobs and
machines. It may be hard to recognize which bar or rectangle corresponds to which
job. As space on the screen (or on the printout) is rather limited, it is hard to attach
text to each bar. Gantt chart interfaces usually provide the capability to click the
mouse on a given bar and open a window that displays detailed data regarding the
corresponding job. Some Gantt charts also have a filter capability, where the user
may specify the job(s) that should be exposed on the Gantt chart while disregarding
all others. (The Gantt chart interface depicted in Figure 5 is from the LEKIN system
developed at New Jersey Institute of Technology and New York University).
The second form of user interface displaying schedule information is the dispatch-
list interface. (see Figure 7). Schedulers often want to see a list of the jobs to be
processed on each machine in the order in which they are to be processed. With
this type of display schedulers also want to have editing capabilities so they can
change the sequence in which jobs are processed on a machine or move a job from
one machine to another. This sort of interface does not have the disadvantage of the
Gantt chart, since the jobs are listed with their job numbers and the scheduler knows
exactly where each job is in a sequence. If the scheduler would like more attributes
(e.g., processing time, due date, completion time under the current schedule, and so
on) of the jobs to be listed, then more columns can be added next to the job number
column, each one with a particular attribute. The disadvantage of the dispatch-list
interface is that the scheduler does not have a good view of the schedule relative
to time. The user may not see immediately which jobs are going to be late, which
machine is idle most of the time, etc. (The dispatch-list interface in Figure 7 is also
from the LEKIN system.)
Clearly, the different user interfaces for the display of schedule information have
to be strongly linked with one another. When the scheduler makes changes in ei-
ther the Gantt chart interface or in the dispatch-list interface, the dynamic data may
change considerably due to the cascading effects or reoptimization routines. Changes
made in one interface, of course, have to be shown immediately in the other inter-
faces as well.
User interfaces for the display of schedule information have to be linked with
other interfaces also, e.g., database management interfaces and schedule generation
interfaces. For example, the scheduler may modify an existing schedule in the Gantt
chart interface by clicking and dragging; then he may want to freeze certain jobs in
their respective positions. After doing this, he may want to reoptimize the remaining
jobs, which are not frozen, using an algorithm in the schedule generation module.
These algorithms are similar to the algorithms described in Part 2 for situations where
machines are not available during given time periods (because of breakdowns or
other reasons). The schedule manipulation interfaces have to be, therefore, strongly
linked with the interfaces for algorithm selection.
Schedule manipulation interfaces may also have a separate window that displays
the values of all relevant performance measures. If the user has made a change in the
schedule the values before and after the change may be displayed. Typically, per-
formance measures are displayed in plain text format. However, more sophisticated
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graphical displays may also be used.
Some schedule manipulation interfaces are sophisticated enough to allow the user
to split a job into a number of smaller segments and schedule each of these sepa-
rately. Splitting an operation is equivalent to (possibly multiple) preemptions. The
more sophisticated schedule manipulation interfaces also allow different operations
of the same job to overlap in time. In practice, this may occur in many settings.
For example, a job may start at a downstream machine of a flow shop before it has
completed its processing at an upstream machine. This occurs when a job is a large
batch of identical items. Before the entire batch has been completed at an upstream
machine, parts of the batch may already have been transported to the next machine
and may have already started their processing there.
16.8. Database Issues in Scheduling Systems
The database modules play a crucial role in the functionality of the system. Signifi-
cant effort is required to make a factory’s database suitable for input to the scheduling
system.
The database management subsystem may be either custom-made or a commer-
cial system. A number of the commercial database systems available on the mar-
ket have proven to be useful for scheduling systems. These are usually relational
databases incorporating Stuctured Query Language (SQL). Examples of such database
management systems are Oracle, Sybase and Ingres.
Whether a database management subsystem is custom made or commercial, it
needs a number of basic functions, which include multiple editing, sorting and search-
ing routines. Before generating a schedule, the scheduler may want to see certain
segments of the order masterfile and collect some statistics with regard to the orders
and the related jobs. Actually, at times, he may not want to feed all jobs into the
scheduling routines, but rather a subset.
Within the database a distinction can be made between static and dynamic data.
Static data are all job and machine data that do not depend on the schedule. These in-
clude the job data that are specified in the customer’s order form, such as the ordered
product quantity (which is proportional to the processing times of all the operations
associated with the job), the committed shipping date (the due date), the time at
which all necessary material is available (the release date) and possibly some pro-
cessing (precedence) constraints. The priorities (weights) of the jobs are also static
data as they are not schedule dependent. Having different weights for different jobs
is usually a necessity, but determining their values is not all that easy. In practice, it
is seldom necessary to have more than three priority classes; the weights are then,
for example, 1, 2 and 4. The three priority classes are sometimes described as “hot”,
“very hot” and “hottest” dependent upon the level of manager pushing the job. These
weights actually have to be entered manually by the scheduler into the information
system database. To determine the priority level, the person who enters the weight
may use his own judgement, or may use a formula that takes certain data from the
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information system into account (for instance, total annual sales to the customer or
some other measure of customer criticality). The weight of a job may also change
from one day to another; a job that is not urgent today, may be urgent tomorrow. The
scheduler may have to go into into the file and change the weight of the job before
generating a new schedule. Static machine data include machine speeds, scheduled
maintenance times, and so on. There may also be static data that are both job and
machine dependent, e.g., the setup time between jobs j and k assuming the setup
takes place on machine i.
The dynamic data consists of all the data that are schedule dependent: the starting
and completion times of the jobs, the idle times of the machines, the times that a
machine is undergoing setups, the sequences in which the jobs are processed on the
machines, the number of jobs that are late, the tardinesses of the late jobs, and so on.
The calendar function is often also part of the database system. It contains infor-
mation with regard to factory holidays, scheduled machine maintenance, number of
shifts available, and so on. Calendar data are sometimes static, e.g., fixed holidays,
and sometimes dynamic, e.g., preventive maintenance shutdowns.
Some of the more modern scheduling systems may rely on an object base in ad-
dition to (or instead of) a database. One of the main functions of the object base is to
store the definitions of all object types, i.e., it functions as an object library and in-
stantiates the objects when needed. In a conventional relational database, a data type
can be defined as a schema of data. For example, a data type “job” can be defined as
in Figure 9.a and an instance can be as in Figure 9.b. Object types and corresponding
instances can be defined in the same way. For example, an object type “job” can be
defined and corresponding job instances can be created. All the job instances have
the same type of attributes.
There are two crucial relationships between object types, namely, the “is-a” rela-
tionship and the “has-a” relationship. An is-a relationship indicates a generalization
and the two object types have similar characteristics. Often the two object types are
referred to as a subtype and a supertype. For example, a “machine” object type is a
special case of a “resource” object type and a “tool” object type is another special
case of a resource object type. A “has-a” relationship is an aggregation relationship;
one object type contains a number of other object types. A “workcenter” object is
composed of several machine objects. A “plant” object comprises a number of work-
center objects. A “routing table” object consists of job objects as well as of machine
objects.
Object types related by is-a or has-a relationships have similar characteristics with
regard to their attributes. In other words, all the attributes of a supertype object
are used by the corresponding subtypes. For example, a machine object has all the
attributes of a resource object and it may also have some additional attributes. This
is often referred to as inheritance. A hierarchical structure that comprises all object
types can be constructed. Objects can be retrieved with commands that are similar
to SQL commands in relational databases.
While virtually every scheduling system relies on a database or an object base,
few scheduling systems have a module that serves specifically as a knowledge-base.
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However, knowledge-bases may become more important in the future.
The design of a knowledge-base, in contrast with the design of a database or object
base, has a significant impact on the overall architecture of the system, in particular
on the schedule generator. The most important aspect of a knowledge-base is the
knowledge representation. One form of knowledge representation is through rules.
There are several formats for stating rules. A common format is through an IF-
THEN statement. That is, IF a given condition holds, THEN a specific action has to
be taken.
Another format for stating rules is through predicate logic that is based on propo-
sitional calculus. An appropriate programming language for dealing with rules in
this format is Prolog.
A second form of knowledge representation is through so-called frames or schem-
ata. A frame or schema provides a structured representation of an object or a class
of objects. A frame is a collection of slots and values. Each slot may have a value
class as well as a default value. Information can be shared among multiple frames by
inheritance. Frames lower in the hierarchy are applicable to more specific operations
and resources than the more generic frames at higher levels in the hierarchy.
Just like activities, constraints and rules can be represented by schemata as well.
16.9. Scheduling Systems in Practice
The last three decades has seen the design and implementation of many scheduling
systems. Some of these systems were application-specific and others were generic.
Some were developed for research and experimentation and others were commercial.
A number of scheduling systems have been designed and developed in academia
over the last three decades. Several universities developed research systems or edu-
cational systems that were often based on ideas and algorithms that were quite novel.
An example of such a system is the Lekin system which can be downloaded free of
charge from the web. Some of the academic systems have been handed over to in-
dustry and have led to the start-up of software companies.
The last two decades have witnessed the development of scores of commercial
scheduling systems. There were a few major trends in the design and development
of these commercial scheduling systems.
One trend started in the 1980s when a number of companies began to develop
sequencing and scheduling software. Most of these companies tended to focus in the
beginning only on sequencing and scheduling. They started out with the development
of generic scheduling software that was designed to optimize flow lines or other types
of machine environments. Some of these companies have grown significantly since
their inception, e.g., ILOG, I2, Manugistics.
These companies, whenever they landed a contract, had to customize their soft-
ware to the specific applications. Since they realized that customization of their
software customization is a way of life, they usually tried to keep their schedule gen-
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erators as generic as possible. The optimization methodologies they adopted often
included:
(i) shifting bottleneck procedures,
(ii) local search procedures,
(iii) mathematical programming procedures.
These companies, which at the outset were focussing primarily on sequencing
and scheduling, began to branch out in in the 1990s; they started to develop software
for Supply Chain Management. This diversification became necessary since clients
typically had a preference for dealing with vendors that could provide a suite of
software modules capable of optimizing the entire supply chain; clients did not like
to have to deal with different vendors and face all kinds of integration problems.
A second major trend in the development of sequencing and scheduling software
had its source in a another corner of the software industry. This second trend started
to take place in the beginning of the 1990s. Scheduling software started being devel-
oped by companies which at the outset specialized in ERP systems, e.g., SAP, Baan,
J.D. Edwards, and PeopleSoft. These ERP systems basically are huge accounting
systems that serve as a backbone for all the information requirements in a company.
This backbone could then be used to feed information into all kinds of decision sup-
port systems, such as forecasting systems, inventory control, and sequencing and
scheduling. The software vendors that specialized in ERP systems realized that it
was necessary to branch out and develop decision support systems as well. A num-
ber of these companies either bought a scheduling software company (e.g., Baan
bought Berclain), or started their in house scheduling software development (e.g.,
SAP), or established partnerships with scheduling software vendors.
Currently there are more than a hundred scheduling software vendors. Most of
these are relatively small. The bigger players are I2, Cybertec, and Manugistics, all
of them offering software for the entire supply chain. The main ERP vendors, e.g.,
SAP, Baan, PeopleSoft, J.D. Edwards, all offer sequencing and scheduling pack-
ages. Some of their scheduling modules had been developed internally, whereas
other modules were developed through acquisitions of smaller software companies
specializing in scheduling.
16.10. Discussion
From this chapter it should be clear that in practice it is extremely common that the
procedures implemented are of a hybrid nature. Only the most application-specific
system can rely on a very specific solution procedure. However, even those systems
may need at times various solution techniques, because often instances of different
sizes of the same problem have to be solved on different days requiring different
approaches.
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Some of the most popular techniques used in industrial systems are local search
techniques. These techniques often have the important advantage that they are rel-
atively easy to program and to implement. However, they have one disadvantage:
usually they are not that easy to implement in settings where preemptions are al-
lowed.
Industrial systems typically have one component that is very important in practice
and that hardly plays any role in the theoretical models studied in the literature. That
component is the calendar. The calendar is often a very large component in many
scheduling systems. It plays a role in preventive maintenance scheduling, workforce
(or shift) scheduling, and so on. The shift scheduling module may at times have to
interact with the job (or machine) scheduling module.
There are dozens of software companies that have developed scheduling systems
for the various industries. The costs of these systems range anywhere from $10,000
to $500,000. Often they require an amount of customization that costs even more.
One can make a distinction between generic scheduling systems and application-
specific systems. The general architecture may be very different.
Lately academic researchers have been toying with the ideas of developing web
enabled (Internet) scheduling systems. Designing scheduling systems have a number
of important advantages. ...
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