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Abstract
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1. Introduction
In the last decades the change of matrix canonical forms by means of small additive perturba-
tions has been studied (see, for example, [4,9,11,12,14,16]). In these problems all the elements
of the original matrices can be changed. In other cases only the elements in some predetermined
positions can be perturbed, which is a kind of structured perturbation problem (see [5,6,7,8,10]).
These last problems are also related to the completion problems, since a part of the matrix is ﬁxed
(see, for example, [2,3,18,20,21,22,24]).
In [5] rectangular matrices [A B] ∈ Cn×(n+m) are considered and two different problems are
studied. In the “necessary condition problem” we prove that there exists a neighbourhood of B
such that for all the matrices B ′ in this neighbourhood the feedback invariants of (A,B ′) satisfy
some necessary conditions.
In the “invariant prescription problem” we prove that these conditions are necessary and suf-
ﬁcient to ﬁnd in every neighbourhood of B a matrix B ′ such that (A,B ′) has some prescribed
numbers and polynomials as feedback invariants, in some particular cases. These conditions are
not sufﬁcient to solve the invariant prescription problem in the general case (see [5]).
In this paper, we give new necessary conditions for the case when the square matrix A is
similar to a block diagonal matrix, with two blocks in the diagonal associated to the controllable
and noncontrollable part of the pair (A,B), respectively.
These new conditions also turn out to be necessary and sufﬁcient to solve the problem of
prescription in the particular case when the two blocks in the diagonal of the matrix similar to A
have disjoint spectra.
The paper is organized as follows: Section 2 is devoted to notation, definitions and previous
results; in Section 3 we study the equivalence relation associated with this problem; in Section 4
we give the necessary condition theorem; in Section 5 we solve the prescription problem in the
case when the blocks in the diagonal of A have disjoint spectra and in Section 6 we compare the
necessary conditions obtained in [5] with those obtained in Section 4.
2. Notation, definitions and previous results
A partition is a ﬁnite or inﬁnite sequence of nonnegative integers almost all zero,
a = (a1, a2, . . .).
We denote by (a) the length of a, i.e., the number of the components different from zero.
The conjugate partition of a, a = (a1, a2, . . .), is deﬁned by
ak := Card{i : ai  k}.
We will use the symbol ≺ to mean majorization in the Hardy–Littlewood–Pólya sense (see
[15]); i.e., if a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) are two partitions and we denote by
a[1]  · · ·  a[n] and by b[1]  · · ·  b[n] the components of a and b ordered in nonincreasing
order, respectively, then
a ≺ b ⇔
⎧⎪⎪⎨
⎪⎪⎩
k∑
i=1
a[i] 
k∑
i=1
b[i], 1  k  n − 1,
n∑
i=1
ai =
n∑
i=1
bi.
We will use the symbol ≺≺ to mean weak majorization, i.e.
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a ≺≺ b ⇔
k∑
i=1
a[i] 
k∑
i=1
b[i], 1  k  n.
We deﬁne a ∪ b as the partition whose components are those of a and b reordered in nonin-
creasing order.
We deﬁne a + b to be the partition whose ith component is (a + b)i = a[i] + b[i].
The following properties are satisﬁed:
(1) a ≺ b ⇔ b ≺ a,
(2) a ∪ b = a + b.
We will denote by F an arbitrary ﬁeld.
Let X ∈ Fm×n, with m  n. We will call invariant factors of X, the invariant factors of the
polynomial matrix [sIm 0] − X. We will denote by d(α) the degree of a polynomial α.
We will denote by (X) := {λ1, . . . , λv} the spectrum of X, i.e., the set of the elements of
the algebraic closure of the ﬁeld F which are eigenvalues of the matrix X.
We will call chain a sequence of polynomials ordered by means of the divisibility order.
Let γ1| · · · |γm and γ ′1| · · · |γ ′m be given monic polynomials. Let γ = (γ1, . . . , γm) and γ ′ =
(γ ′1, . . . , γ ′m) be the chains formed by these polynomials. We will say that γ ′ is majorized by γ
and we will denote it by γ ′ ≺ γ if
γ ′1 · · · γ ′i |γ1 · · · γi, for i = 1, . . . , m − 1
and γ ′1 · · · γ ′m = γ1 · · · γm.
We will say that γ ′ is weakly majorized by γ and we will denote it by γ ′ ≺≺ γ if
γ ′1 · · · γ ′i |γ1 · · · γi, for i = 1, . . . , m.
Remark 2.1. From now on, whenever the subindex of a polynomial of a chain is less than 1, we
will consider that the polynomial is equal to 1.
We will call companion matrix of a monic polynomial sn − cnsn−1 − · · · − c2s − c1 ∈ F[s] a
matrix of the form⎡
⎢⎢⎢⎢⎢⎣
0 1 · · · 0 0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 1
c1 c2 · · · cn−1 cn
⎤
⎥⎥⎥⎥⎥⎦ .
For a given matrix pair (A,B) ∈ Fn×n × Fn×m, C(A,B) denotes, indifferently, the controlla-
bility matrix of (A,B), i.e., [B AB · · · An−1B] or the controllability subspace of (A,B), i.e., the
subspace generated by the columns of the controllability matrix. This pair is said to be completely
controllable if rank(C(A,B)) = n.
We will identify matrix pairs (A,B) ∈ Fn×n × Fn×m with rectangular matrices [A B] ∈
Fn×(n+m); in this way the invariant factors of (A,B) are those of the polynomial matrix [sIn −
A − B].Moreover, the controllability indices of (A,B) are deﬁned as in page 138 of [19] andwill
be denoted by k1  · · ·  kr1 > kr1+1 = · · · = km = 0.An alternative criterion for controllability
is that all the invariant factors of (A,B) be equal to 1.
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We will denote by (r1, r2, . . .) the partition of the Brunovsky indices, which is the conjugate
partition of the partition of the controllability indices. That partition can also be obtained bymeans
of the following equalities:
i∑
j=1
rj = rank[B AB · · · Ai−1B], i = 1, . . . , n.
Two pairs (A1, B1) and (A2, B2) are said to be feedback equivalent, denoted by (A1, B1)
f.e.∼
(A2, B2), if there exist nonsingular matrices P ∈ Fn×n and Q ∈ Fm×m and a matrix R ∈ Fm×n
such that
(A1, B1) = (P−1A2P + P−1B2R,P−1B2Q).
A complete system of invariants for the feedback equivalence is the one formed by the invariant
factors and the controllability indices.
A canonical form for the feedback equivalence is given by the Brunovsky canonical form. It
can be found in [21] among many other places.
Lemma 2.2. Let [A B] ∈ Fn×(n+m), rank(B) = r1, rank(C(A,B)) = n1, k1  · · ·  kr1 >
kr1+1 = · · · = km = 0 be the controllability indices of [A B] and α1| · · · |αn be its invariant
factors. Let us assume that αi = 1, for i = 1, . . . , s and d(αs+1)  1. Then there exists a matrix
[Ac Bc] ∈ Fn×(n+m) feedback equivalent to [A B] which satisﬁes the following conditions:
(i) Ac = diag(M,N),M ∈ Fn1×n1 and N ∈ F(n−n1)×(n−n1),
(ii) Bc =
[
H
0
]
, where H = [H 0] ∈ Fn1×m and H ∈ Fn1×r1 ,
(iii) (M,H) is a completely controllable pair and k1, . . . , km are its controllability indices,
(iv) M = diag(M1, . . . ,Mr1), where Mi is the companion matrix of ski , i = 1, . . . , r1,
(v) H =
⎡
⎣E1..
.
Er1
⎤
⎦, where Ei = [ 0ei
]
∈ Fki×r1 and ei is the ith row of Ir1 ,
(vi) N = diag(N1, . . . , Nn−s), where Ni is the companion matrix of the invariant factor
αs+i , i = 1, . . . , n − s.
We will denote by (h1, . . . , hm) the partition of the Hermite indices, deﬁned as in [23]. Let us
consider the following columns of the controllability matrix
{b1, Ab1, . . . , An−1b1, b2, Ab2, . . . , An−1b2, . . . , bm,Abm, . . . , An−1bm},
by choosing from left to right the ﬁrst n1 linearly independent columns we obtain the following
basis of C(A,B),
Bh = {b1, Ab1, . . . , Ah1−1b1, b2, Ab2, . . . , Ah2−1b2, . . . , bm,Abm, . . . , Ahm−1bm},
where we agree that hi = 0 if the column bi has not been selected. Then the partition h =
(h1, h2, . . . , hm) is the partition of the Hermite indices of (A,B).
The following property, which relates the controllability indices to the Hermite indices of a
pair of matrices, can be seen in [23].
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Proposition 2.3. Let (A,B) ∈ Fn×n × Fn×m be a pair of matrices with (k1, . . . , km) as control-
lability indices and (h1, . . . , hm) as Hermite indices. Then
(k1, . . . , km) ≺ (h1, . . . , hm).
Remark 2.4. In the case when the pair (A,B) is in the Brunovsky canonical form we have that
(k1, . . . , km) = (h1, . . . , hm).
Now we are going to state two previous results related to completion problems. In the ﬁrst one
the relationship between the invariants of a pair and those of the corresponding square matrix is
given.
Theorem 2.5 [22]. Let A ∈ Fn×n and let ω1| · · · |ωn be its invariant factors. Let ϕ1| · · · |ϕn be
monic polynomials and let k1  · · ·  kr1 be given positive integers. Then there exists a matrix
B ∈ Fn×m with rank(B) = r1 such that ϕ1, . . . , ϕn are the invariant factors and k1, . . . , kr1 are
the nonnull controllability indices of [A B] if and only if
(i) ωi−r1 |ϕi |ωi, for i = 1, . . . , n,
(ii) (k1, . . . , kr1) ≺ (d(θr1), . . . , d(θ1)),
where
θj =
∏n+j
i=1 lcm(ϕi−j , ωi−r1)∏n+j−1
i=1 lcm(ϕi−j+1, ωi−r1)
, j = 1, . . . , r1.
In the second completion result we will take into account the remark which appears in page
194 of [24], in order to obtain some conditions which are more adapted to our problem.
Theorem 2.6 [24,17]. Let A2 ∈ Fn2×n2 be a matrix with α1| · · · |αn2 as invariant factors. Let
m, n1, n = n1 + n2, be positive integers. Let h1  · · ·  hm  0 and l1  · · ·  lm  0 be non-
negative integers. Let ψ1| · · · |ψn be monic polynomials.
Then there exist matrices X ∈ Fn2×n1 and Y ∈ Fn2×m and a controllable pair (A1, B1) ∈
Fn1×n1 × Fn1×m with h1, . . . , hm as Hermite indices such that([
A1 0
X A2
]
,
[
B1
Y
])
has ψ1, . . . , ψn as invariant factors and l1, . . . , lm as controllability indices if and only if:
ϕi−r1 |ψi |ϕi, 1  i  n, (2.1)
(l1, . . . , lm) ≺ (h1, . . . , hm) + (d(δr1), . . . , d(δ1)), (2.2)
where
δj =
∏n+j
i=1 lcm(ψi−j , ϕi−r1)∏n+j−1
i=1 lcm(ψi−j+1, ϕi−r1)
, 1  j  r1,
with r1 = (l), ϕi := 1, for i  n1 and ϕi+n1 := αi, for 1  i  n2.
If X is a complex matrix, we will denote by ‖X‖ any submultiplicative matrix norm of X.
Now we enunciate some necessary conditions in the perturbation of a pair of matrices when
only the columns of B are perturbed.
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Theorem 2.7 [5]. LetA ∈ Cn×n and letω1| · · · |ωn be its invariant factors. Let [AB] ∈ Cn×(n+m)
with ϕ1| · · · |ϕn as invariant factors and k1  · · ·  kr1 > kr1+1 = · · · = km = 0 as controllabil-
ity indices.
There exists ε > 0 such that if ‖[A B] − [A B ′]‖ < ε, ϕ′1| · · · |ϕ′n are the invariant factors
and k′1  · · ·  k′r ′1 > k
′
r ′1+1 = · · · = k
′
m = 0 are the controllability indices of [A B ′], then the
following conditions hold:
(i) ωi−r ′1 |ϕ′i |ωi, for i = 1, . . . , n,
(ii) (k′1, . . . , k′r ′1) ≺ (d(θ
′
r ′1
), . . . , d(θ ′1)),
where
θ ′j =
∏n+j
i=1 lcm(ϕ′i−j , ωi−r ′1)∏n+j−1
i=1 lcm(ϕ′i−j+1, ωi−r ′1)
, j = 1, . . . , r ′1,
(iii) ϕ′ ≺≺ ϕ,
(iv) if r and r ′ are the partitions of the Brunovsky indices of (A,B) and (A,B ′), respectively,
then
r ≺≺ r ′.
Remark 2.8. If (A,B) is controllable, these necessary conditions are reduced to one: k′ ≺ k.
The conditions in Theorem 2.7 are also sufﬁcient to solve the problem of prescription of
invariants in the particular cases when the pair (A,B) is completely controllable or when it is
completely incontrollable, i.e., whenB = 0. They are also sufﬁcient whenB only has one column,
(see [5]). We state the theorem when the pair is controllable because we will need it below.
Theorem 2.9 [5]. Let (A,B) ∈ Cn×n × Cn×m be a controllable pair with k1  · · ·  kr1 >
kr1+1 = · · · = km = 0 as controllability indices.
Let (k′1, . . . , k′m) be a nonincreasing partition of integers.
For all ε > 0 there exists a matrix B ′ with ‖[A B] − [A B ′]‖ < ε, such that (A,B ′) is con-
trollable and has k′1, . . . , k′m as controllability indices if and only if
(k′1, . . . , k′m) ≺ (k1, . . . , km).
In general, the conditions in Theorem 2.7 are not sufﬁcient to ﬁnd, as close to B as desired, a
matrix B ′ in such a way that (A,B ′) has prescribed invariant factors and controllability indices,
as it can be seen in the Example 7.4 and Section 8 of [5].
3. Equivalence relation associated with this problem
An equivalence relation associated with this problem in a natural way is the following one:
Let (A1, B1) and (A2, B2) be two pairs in Fn×n × Fn×m. We will say that (A1, B1) is PQ-
equivalent to (A2, B2) and we will denote it by (A1, B1)
PQ∼ (A2, B2) if there exist invertible
matrices P ∈ Fn×n and Q ∈ Fm×m such that (A2, B2) = (PA1P−1, PB1Q).
The following lemma guarantees that if the problem is solved for a pair, it can be solved for
another one in its class.
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Lemma 3.1 [5]. Let [A1 B1] ∈ Cn×(n+m) and let [A2 B2] = [PA1P−1 PB1Q]. Then, in every
neighbourhood of [A1 B1] there exists a matrix [A1 B1 + E1] with k′1  · · ·  k′m  0 as con-
trollability indices and ϕ′1| · · · |ϕ′n as invariant factors if and only if in every neighbourhood of[A2 B2] there exists a matrix [A2 B2 + E2] with these prescribed invariants.
For the particular case when the matrix Q is the identity of order m we have the similar-
ity of pairs, which will be denoted by
s∼. We will use the Kalman decomposition (see [13],
page 361), which we will denote by (AK,BK). Let (A,B) ∈ Fn×n × Fn×m with ϕ1| · · · |ϕn
as invariant factors and k1  · · ·  km  0 as controllability indices. Then (A,B) s∼(AK,BK)
with
(AK,BK) =
([
A1 A3
0 A2
]
,
[
B1
0
])
∈ F(n1+n2)×(n1+n2) × F(n1+n2)×m
where (A1, B1) is a controllable pair with k1  · · ·  km  0 as controllability indices and A2 is
a square matrix with αi = ϕi+n1 , for 1  i  n2, as invariant factors.
The following lemma shows the relationship between two Kalman decompositions of a pair.
Lemma 3.2 [25,1]. Let (A,B) ∈ Fn×n × Fn×m. Let([
A1 A3
0 A2
]
,
[
B1
0
])
and
([
A1 A3
0 A2
]
,
[
B1
0
])
be two different Kalman decompositions of the pair (A,B). Then
(A1, B1)
s∼(A1, B1) and A2 s∼A2.
Therefore, for any given Kalman decomposition of the pair (A,B), the controllable part
(A1, B1) and the square block A2 are determined up to similarity.
Let
([
A1 A3
0 A2
]
,
[
B1
0
])
be a Kalman decomposition of (A,B) and let us suppose that (A1) ∩
(A2) = ∅. Then there exists a matrix L ∈ Fn1×n2 such that A1L − LA2 = A3 and it is easy to
see that([
A1 A3
0 A2
]
,
[
B1
0
])
s∼
([
A1 0
0 A2
]
,
[
B1
0
])
Thus,
([
A1 0
0 A2
]
,
[
B1
0
])
is also a Kalman decomposition of (A,B). We can denote such a
block diagonal Kalman form by KD(A1, A2, B1).
4. Necessary condition theorem
Now let us prove the following necessary condition theorem, in the case when the matrix A
can be decomposed in diagonal blocks, associated with the controllable and noncontrollable parts
of (A,B), respectively, non necessarily with disjoint spectra.
Theorem 4.1. Let (A,B) ∈ Cn×n × Cn×m be a pair similar to KD(A1, A2, B1) with k1  · · · 
km  0 as controllability indices and ϕ1| · · · |ϕn as invariant factors.
There exists an ε > 0 such that if ‖[A B] − [A B ′]‖ < ε, ϕ′1, . . . , ϕ′n are the invariant factors
and k′1, . . . , k′m are the controllability indices of (A,B ′), then
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(i) ϕi−r ′1 |ϕ′i |ϕi, 1  i  n,
(ii) (k′1, . . . , k′m) ≺ (k1, . . . , km) + (d(δ′r ′1), . . . , d(δ
′
1)),
where
δ′j =
∏n+j
i=1 lcm(ϕ′i−j , ϕi−r ′1)∏n+j−1
i=1 lcm(ϕ′i−j+1, ϕi−r ′1)
, 1  j  r ′1,
with r ′1 = (k′).
Proof. With no loss of generality we can assume that (A,B) = KD(A1, A2, B1).
The pair (A1, B1) is controllable. By Theorem 2.7 and Remark 2.8 there exists ε1 such that for
any matrix B ′11 with ‖B ′11 − B1‖ < ε1 we have that the pair (A1, B ′11) has controllability indices
which are majorized by those of the pair (A1, B1).
Let ε := ε1 and let B ′ be such that ‖B ′ − B‖ < ε.
Let ϕ′1, . . . , ϕ′n be the invariant factors and let k′1, . . . , k′m be the controllability indices of
(A,B ′).
Let us consider B ′ =:
[
B′1
Y
]
, with B ′1 ∈ Cn1×m and let us call (c1, . . . , cm) the controllability
indices of (A1, B ′1).
We have that ‖B ′1 − B1‖ < ε = ε1 and, by what have been said above, it holds that
(c1, . . . , cm) ≺ (k1, . . . , km). (4.3)
Let (Ac, Bc) be the Brunovsky canonical form of (A1, B ′1).
Then
(A,B ′) =
([
A1 0
0 A2
]
,
[
B ′1
Y
])
f.e.∼
([
Ac 0
X A2
]
,
[
Bc
Y ′
])
,
where X ∈ Cn2×n1 and Y ′ ∈ Cn2×m.
TheHermite indices of (Ac, Bc) are c1  · · ·  cm, by Remark 2.4. By Theorem 2.6, we obtain
(i) and
(k′1, . . . , k′m) ≺ (c1, . . . , cm) + (d(δ′r ′1), . . . , d(δ
′
1)).
From this and (4.3), (ii) can be deduced. 
5. Prescription theorem for pairs similar to KD(A1,A2,B1) with (A1) ∩ (A2) = ∅
Lemma 5.1. Let (A1, B1) ∈ Fn1×n1 × Fn1×m and A2 ∈ Fn2×n2 such that (A1) ∩ (A2) = ∅.
Then, for any X1 ∈ Fn2×n1 and Y1 ∈ Fn2×m there exists Y ∈ Fn2×m such that([
A1 0
X1 A2
]
,
[
B1
Y1
])
s∼
([
A1 0
0 A2
]
,
[
B1
Y
])
.
Proof. Let X1 ∈ Fn2×n1 and Y1 ∈ Fn2×m.
Since (A1) ∩ (A2) = ∅, there exists L ∈ Fn2×n1 such that A2L − LA1 = X1. Then, if we
deﬁne Y := Y1 + LB1, it is easy to see that the pairs are similar. 
Now we are going to prove the following invariant prescription theorem for pairs with a block
diagonal Kalman form, where the blocks in the diagonal have disjoint spectra.
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Theorem 5.2. Let (A,B) ∈ Cn×n × Cn×m be a pair similar to KD(A1, A2, B1) with k1  · · · 
km  0 as controllability indices and ϕ1| · · · |ϕn as invariant factors. Let us suppose that(A1) ∩
(A2) = ∅.
Let k′1  · · ·  k′r ′1 > k
′
r ′1+1 = · · · = k
′
m  0 be integers and ϕ′1| · · · |ϕ′n be monic polynomials.
For all ε > 0 there exists a matrix B ′ with ‖[A B] − [A B ′]‖ < ε, such that ϕ′1, . . . , ϕ′n are
the invariant factors and k′1, . . . , k′m are the controllability indices of (A,B ′) if and only if
(i) ϕi−r ′1 |ϕ′i |ϕi, 1  i  n,
(ii) (k′1, . . . , k′m) ≺ (k1, . . . , km) + (d(δ′r ′1), . . . , d(δ
′
1)),
where
δ′j =
∏n+j
i=1 lcm(ϕ′i−j , ϕi−r ′1)∏n+j−1
i=1 lcm(ϕ′i−j+1, ϕi−r ′1)
, 1  j  r ′1.
Proof. There is no loss of generality if we suppose that (A,B) = KD(A1, A2, B1).
Let us see that the conditions are necessary.
Let us suppose that for all ε > 0 there exists a matrix B ′ with ‖[A B] − [A B ′]‖ < ε, such
that [A B ′] has as invariant factors the prescribed ϕ′1, . . . , ϕ′n and as controllability indices the
prescribed k′1, . . . , k′m. If we consider ε to be the real number which appears in Theorem 4.1, then
it is easy to see that the prescribed feedback invariants satisfy (i) and (ii).
Let us also prove that they are sufﬁcient.
ByTheorem2.6 there existmatricesX ∈ Cn2×n1 ,Y ∈ Cn2×m and a controllable pair (A˜1, B˜1) ∈
Cn1×n1 × Cn1×m with k1, . . . , km as Hermite indices such that([
A˜1 0
X A2
]
,
[
B˜1
Y
])
has ϕ′1, . . . , ϕ′n as invariant factors and k′1, . . . , k′m as controllability indices. Let (c1, . . . , cm) be
the controllability indices of (A˜1, B˜1). By Proposition 2.3,
(c1, . . . , cm) ≺ (k1, . . . , km). (5.4)
Let ε > 0 and let 0 < ε1 < ε.
The controllability indices of (A1, B1) are (k1, . . . , km). From (5.4), by Theorem 2.9 there
exists a matrix B ′1 with ‖[A1 B1] − [A1 B ′1]‖ < ε1, such that (A1, B ′1) is controllable and has
c1, . . . , cm as controllability indices.
Since (A˜1, B˜1) and (A1, B ′1) are controllable with the same controllability indices,
(A˜1, B˜1)
f.e.∼ (A1, B ′1).
But then,([
A˜1 0
X A2
]
,
[
B˜1
Y
])
f.e.∼
([
A1 0
X′ A2
]
,
[
B ′1
Y ′
])
with X′ ∈ Cn2×n1 and Y ′ ∈ Cn2×m.
As (A1) ∩ (A2) = ∅, by Lemma 5.1 we have that,([
A1 0
X′ A2
]
,
[
B ′1
Y ′
])
s∼
([
A1 0
0 A2
]
,
[
B ′1
Y
′′
])
.
with Y
′′ ∈ Cn2×m.
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If Y
′′ = 0 we have ﬁnished. In other case, let ε2 > 0 be such that ε1 + ε2 < ε.
If we deﬁne Z := ε2‖Y ′′ ‖Y
′′
we have that
(A,B ′) =
([
A1 0
0 A2
]
,
[
B ′1
Z
])
,
satisﬁes that ‖[A B] − [A B ′]‖ < ε, has ϕ′1, . . . , ϕ′n as invariant factors and k′1, . . . , k′m as con-
trollability indices. 
6. Relationship between the two groups of conditions
Now let us see that when (A1) ∩ (A2) = ∅, the conditions in Theorem 4.1 imply those in
Theorem 2.7.
Theorem 6.1. Letω1| · · · |ωn, ϕ1| · · · |ϕn andϕ′1| · · · |ϕ′n be the invariant factors ofA =
[
A1 0
0 A2
]
,
(A,B) and (A,B ′), respectively. Let k1  · · ·  kr1 > kr1+1 = · · · = km = 0 and k′1  · · · 
k′
r ′1
> k′
r ′1+1 = · · · = k
′
m = 0 be the controllability indices of (A,B) and (A,B ′), respectively.
Let us suppose that (A1) ∩ (A2) = ∅.
The conditions:
(Ai) ϕi−r ′1 |ϕ′i |ϕi, 1  i  n,
(Aii) (k′1, . . . , k′m) ≺ (k1, . . . , km) + (d(δ′r ′1), . . . , d(δ
′
1)),
where
δ′j =
∏n+j
i=1 lcm(ϕ′i−j , ϕi−r ′1)∏n+j−1
i=1 lcm(ϕ′i−j+1, ϕi−r ′1)
, 1  j  r ′1,
imply the conditions:
(Bi) ωi−r ′1 |ϕ′i |ωi, 1  i  n,
(Bii) (k′1, . . . , k′r ′1) ≺ (d(θ
′
r ′1
), . . . , d(θ ′1)),
where
θ ′j =
∏n+j
i=1 lcm(ϕ′i−j , ωi−r ′1)∏n+j−1
i=1 lcm(ϕ′i−j+1, ωi−r ′1)
, 1  j  r ′1,
(Biii) ϕ′ ≺≺ ϕ,
(Biv) if r and r ′ are the partitions of the Brunovsky indices of (A,B) and (A,B ′), respectively,
then
r ≺≺ r ′.
Proof. Let us suppose that (Ai) and (Aii) are satisﬁed.
From (Ai), (Biii) can immediately be deduced.
From (Aii), we have that
r ∪ (d(δ′
r ′1
), . . . , d(δ′1)) ≺ r ′,
and (Biv) can be obtained.
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By Theorem 2.5, we have that
ωi−r1 |ϕi |ωi, 1  i  n,
and thus, from (Ai), we obtain
ϕ′i |ωi, 1  i  n.
Let β1| · · · |βn1 be the invariant factors of A1.
By condition (i) of Theorem 2.5, applied to the controllable pair (A1, B1), we deduce that
βi = 1, for 1  i  n1 − r1. Let
τi := 1, 1  i  n2; τi+n2 := βi, 1  i  n1.
Then, as (A1) ∩ (A2) = ∅,
ωi = ϕiτi, 1  i  n.
Since r ′1  r1,
τi−r ′1 |τi−r1 = βi−n2−r1 = 1, 1  i  n.
Therefore, from (Ai),
ωi−r ′1 = τi−r ′1ϕi−r ′1 = ϕi−r ′1 |ϕ′i , 1  i  n.
Now, we only have to prove (Bii).
By condition (ii) of Theorem 2.5, applied to the controllable pair (A1, B1), we have that
(k1, . . . , km) ≺ (d(βn1), . . . , d(β1)).
That is, taking into account that τi = 1 for i = 1, . . . , n − r ′1, we obtain
(k1, . . . , km) ≺ (d(τn), . . . , d(τn−r ′1+1)).
As a consequence from (Aii),
(k′1, . . . , k′m) ≺ (d(τn), . . . , d(τn−r ′1+1)) + (d(δ′r ′1), . . . , d(δ
′
1)). (6.5)
Let us see that
θ ′1 · · · θ ′j |τn−r ′1+1 · · · τn−r ′1+j δ′1 · · · δ′j , 1  j  r ′1 − 1, (6.6)
θ ′1 · · · θ ′r ′1 = τn−r ′1+1 · · · τnδ
′
1 · · · δ′r ′1 . (6.7)
For 1  j  r ′1,
n+j∏
i=1
lcm(ϕ′i−j , ωi−r ′1) =
n+j∏
i=1
lcm(ϕ′i−j , τi−r ′1ϕi−r ′1)
∣∣∣∣∣∣
n+j∏
i=1
τi−r ′1 lcm(ϕ
′
i−j , ϕi−r ′1).
Then ∏n+j
i=1 lcm(ϕ′i−j , ωi−r ′1)∏n
i=1 ϕ′i
∣∣∣∣∣∣
∏n+j
i=1 τi−r ′1 lcm(ϕ
′
i−j , ϕi−r ′1)∏n
i=1 ϕ′i
=
n+j∏
i=n+1
τi−r ′1
∏n+j
i=1 lcm(ϕ′i−j , ϕi−r ′1)∏n
i=1 ϕ′i
,
1624 I. Baragaña et al. / Linear Algebra and its Applications 430 (2009) 1613–1625
and (6.6) can be deduced. Moreover
θ ′1 · · · θ ′r ′1 =
∏n
i=1 ωi∏n
i=1 ϕ′i
=
∏n
i=1 τiϕi∏n
i=1 ϕ′i
= τn−r ′1+1 · · · τnδ′1 · · · δ′r ′1 ,
which is the equality (6.7).
Conditions (6.6) and (6.7) imply
(d(τn), . . . , d(τn−r ′1+1)) + (d(δ′r ′1), . . . , d(δ
′
1)) ≺ (d(θ ′r ′1), . . . , d(θ
′
1)),
and together with (6.5) this implies (Bii). 
Conditions (i) and (ii) of Theorem 4.1 are not sufﬁcient to ﬁnd, as close to B as we want, a
matrix B ′ in such a way that the pair (A,B ′) has prescribed invariant factors and controllability
indices, in the case when the spectra ofA1 andA2 are not disjoint, as it can be seen in the Example
7.4 of [5], where these conditions are satisﬁed.
Conditions (i) and (ii) of Theorem 4.1 are not necessary, in the case when the matrix A can
not be diagonalized in blocks A1 and A2, as it can be seen in the following example.
Counterexample
Let
[A B] =
⎡
⎢⎢⎢⎢⎣
0 1 0 0 0 1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 0 0
⎤
⎥⎥⎥⎥⎦ .
The invariant factors of (A,B) are ϕ = (1, 1, s, s, s(s − 1)), its controllability indices are k = (1)
and, as a consequence, those of Brunovsky are r = (1).
Now let
[A B ′] =
⎡
⎢⎢⎢⎢⎣
0 1 0 0 0 1 0
0 0 0 0 0 0 0
0 0 0 0 0 ε 0
0 0 0 0 0 0 ε
0 0 0 0 1 0 0
⎤
⎥⎥⎥⎥⎦ ,
where ε is an arbitrarily small number. The invariant factors of (A,B ′) are ϕ′ = (1, 1, 1, 1, s2(s −
1)), the controllability indices of (A,B ′) are k′ = (1, 1) and those of Brunovsky are r ′ = (2).
Condition (i) does not hold because s2(s − 1) = ϕ′5  ϕ5 = s(s − 1).
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