We study existence, uniqueness and regularity properties of classical solutions to viscous Hamilton-Jacobi equations with Caputo time-fractional derivative. Our study relies on a combination of a gradient bound for the time-fractional Hamilton-Jacobi equation obtained via nonlinear adjoint method and sharp estimates in Sobolev and Hölder spaces for the corresponding linear problem.
Introduction
In recent times, to model memory effects and subdiffusive regimes in applications such as transport theory, viscoelasticity, rheology and nonmarkovian stochastic processes, there has been an increasing interest in the study of time-fractional differential equations, i.e. differential equations where the standard time derivative is replaced by a fractional one, typically a Caputo or a Riemann-Liouville derivative. A significant number of papers has been devoted to extend properties holding in the standard setting to the fractional one (see for example [2, 18, 32, 34, 55] ).
Aim of this paper is to study existence, uniqueness and regularity properties of classical solutions to the time-fractional Hamilton-Jacobi equation
where T d is the unit torus, H a convex, coercive Hamiltonian in Du and ∂ β (0,t] u, for β ∈ (0, 1), denotes the Caputo time-fractional derivative
In the study of (1), we are mainly motivated by problems arising in Mean Field Games theory for subdiffusion processes (see [7] ), where typically H = H(x, p) behaves like |p| γ , γ > 1 in p and V is a so-called regularizing coupling [8] . Starting with [30] , quasi-linear equations of the form (1) with standard time derivative have been extensively studied in literature and several results are available depending on growth conditions on H with respect to the gradient variable (see [11, 22, 41] and references therein). Recently, a theory of weak solutions (in viscosity sense), for the Hamilton-Jacobi equation (1) has been investigated in [21, 50] . In [27] , existence results for (1) are obtained by means of Fourier transform in space. Here, we propose a study of (1) based on a combination of a priori estimates for the linear problem combined with the so-called nonlinear adjoint method developed by Evans (see [19] , [22] and references therein).
In the first part of the paper, as an important preliminary step to the study of (1), we review and extend maximal regularity results in Lebesgue and Holder spaces for abstract linear differential equations of the form 
where I ⊆ R, X a Banach space with norm · , u : I → X, A : D(A) → X is an unbounded linear operator, being D(A) a linear subspace of X (the so-called domain of A) equipped with the graph norm x D(A) = x + Ax and u 0 belongs to a suitable Banach space. From the functional viewpoint, the main peculiarity of (2) is that the usual semigroup property fulfilled by the solution operator is lost because of the memory effect due to the fractional derivative. However, by formally taking the Laplace transform of the equation, (2) can be rewritten as the following abstract Volterra equation
where g β (t) = t β−1 /Γ(β) and F (t) = 1 Γ(β) t 0 (t−τ ) β−1 f (τ )dτ . The Volterra equation (3) allows to exploit regularity results in Lebesgue and Hölder's spaces. In particular, concerning estimates in Lebesgue space, we recall the classical maximal regularity result in [54] (see also the monographs [45, 44] and references therein), which is obtained in the parabolic class
Moreover, with the aim of giving a self-contained presentation, we provide a detailed discussion of the embedding results for the parabolic spaces β V 2 p (Q) since these results are the basis for the subsequent study of (1) via linearization arguments. We also recall some tools from interpolation theory in Banach spaces, inspired by [28, 29] and lately developed in [12] , for equations of the form (1) with standard time derivative. Concerning Hölder's estimates, the analysis of Volterra equations in such framework began with [14, 43] . In the following, we provide a PDE oriented proof of these estimates, which is reminiscent of the classical approach via semigroup theory to abstract Cauchy problems (see e.g. [36] and references therein). For the fractional Laplacian, Schauder's estimates have been investigated in [6] , while a different approach, based on interpolation theory methods, has been developed in [12] . Here a crucial ingredient is a Duhamel-like formula for (1) defined via the so-called Mittag-Leffler families.
The previous preliminary tools provide the basis for the analysis of the time-fractional Hamilton-Jacobi equations. The main result of the paper is the following existence and uniqueness result for classical solutions to (1) with regularizing right-hand side V (assumptions (H1)-(H5) are detailed at the beginning of Section 5). (1) , and the following estimate holds
) .
The proof of the previous theorem relies on a contraction mapping principle, in the spirit of recent works for time-fractional quasi-linear equations (see [16, 55] ). Here the result is achieved by combining the analysis of the parabolic Sobolev spaces outlined above with an a priori gradient bound on the solution of (1) which allows to treat (1) as a perturbation of a time-fractional heat equation. For the latter argument, a crucial step is an estimate of crossed quantity |Du| γ ρ dxdt (6) which is accomplished by means of the aforementioned nonlinear adjoint method. We remark that bounds of type (6) play an important role in Mean Field Games theory and stochastic control ( [12, 22, 41] , Sobolev regularity for the Fokker-Planck equation ([5, 38, 13] ), HamiltonJacobi equations [11] . We refer to Remark 5.6 for a discussion about the restriction β ∈ (
The paper is organized as follows. In Section 2, we introduce the functional spaces where the problem is studied and we discuss several properties of them. Section 3 is devoted to the study of the time-fractional heat equation (3) and Section 4 to the corresponding Schauder estimates. Finally, in Section 5, we prove the main results of the papers, existence and gradient bound on the solution of (1).
Notations and preliminaries
In this section, we shortly review some functional spaces and their properties. Moreover we prove some embedding results for fractional Sobolev spaces.
Hölder spaces
We recall here the definition of Hölder spaces on the torus and then define space-time Hölder spaces typically associated to fractional heat-type equations. Let α ∈ (0, 1) and k be a nonnegative integer. A real-valued function u defined on
for each multi-index r such that |r| = k, where dist(x, y) is the geodesic distance from x to y on T d . Note that in the definition of the previous (and following) seminorm, dist(x, y) can be replaced by the euclidean distance |x − y| and the supremum can be taken in R d since u can be seen as a periodic function on R d . We first consider some vector-valued Hölder spaces. Let X be a Banach space and γ ∈ (0, 1). Denote by C γ (I; X), I ⊆ [0, T ], the space of functions u : I → X such that the norm defined as
where the last seminorm being defined as
When dealing with regularity of parabolic equations with fractional operators, we also need Hölder spaces with different regularity in time and space. Following the lines of [6] and [20] , we define C α,γ (Q) as the space of continuous functions u with finite Hölder parabolic seminorm
The norm in the space C α,γ (Q) is defined naturally as
Note that if γ = α/2, the space C α,γ (Q) coincides with C α,α/2 (Q). For these latter classical parabolic Hölder spaces, we refer the interested reader to [30] for a detailed discussion. As pointed out in [20] , the following equivalence between seminorms holds
All the spaces above can be defined analogously on R d and R d ×I. Moreover, if u is a periodic function in the x-variable, norms on
Remark 2.1. It is worth noticing that we have to distinguish the spaces
This can be easily seen by taking γ = α and a periodic function in the x-variable that behaves like (x + t) α in a neighbourhood of (0, 0) (see in particular [47, Section 4]).
Fractional Sobolev and Bessel potential spaces
This section is devoted to collect the definitions of Lebesgue and Sobolev spaces we will use throughout the paper. Recall that
is the space of all measurable and periodic functions belonging to L
u is the operator defined in terms of Fourier
when µ is a nonnegative integer and p ∈ (1, ∞) (see [12, Remark 2.3] ).
We recall that Bessel potential spaces can be also constructed via complex interpolation (for additional details, we refer to [37, Chapter 2] , [12] and references therein). More precisely, for µ ∈ R, the space H
Bessel potential spaces can be defined also in R d in the same manner. We further recall that the
We shortly describe the so-called K-method, which allows to define fractional Sobolev spaces
, but also Hölder's spaces when
For every x ∈ X and t > 0, define
endowed with the norm
and
We remark that such tool turns out to be useful to prove Hölder regularity of the solution of the time-fractional heat equation in Theorem 4.1. We finally point out that the aforementioned isometry properties via (I − ∆) 
Parabolic Sobolev spaces
In the next section we investigate some properties of the space
which is the suited one to deal with L p -maximal regularity for time-fractional PDEs (see [44, 45, 55, 54] ). Here H Recently, time-fractional PDEs with null initial trace have been investigated in the context of the parabolic spaces
g. [18, 26] ). The previous Sobolev spaces are clearly reminiscent of the parabolic spaces W 2,1 p typically associated to the heat operator ∂ t − ∆ (i.e. when µ = 2 and β = 1). We note that the space β V 2 p is isomorphic to the parabolic space β H 2 p in the case of zero initial trace u(0) = 0 (see e.g. [15, Proposition 2] ). Indeed, this can be seen by the fact that
and that, for sufficiently smooth u, we have ∂
and concluding using [51, Section 1.15.3]. In Section 2.4, we will also cover the case of parabolic spaces frequently associated to the fully nonlocal operator ∂
where (−∆) s denotes the standard fractional Laplacian (see e.g. [12] and references therein for a treatment on the torus). To this aim, we denote by
Such spaces were first investigated in the context of stochastic PDEs in [9] . In [12] , they are studied in connection with space-fractional PDEs using arguments inspired by [28, 29] . These spaces are natural in the context of parabolic PDEs and the corresponding L p theory is crucial in the study of parabolic regularity properties even for equations with divergence-type terms (see [5, 11, 13, 38, 41] ).
Embedding results for parabolic Sobolev spaces.
In this section, we prove some embedding results for the fractional parabolic spaces introduced in Section 2.3 which will be applied in the study of (1), though they are of independent interest. We first recall some classical embeddings for fractional Sobolev spaces W µ,p and H
(iii) Let ν, µ ∈ R with ν ≤ µ, p, q ∈ (1, ∞) and
Proof. 
(iii) Let ν, µ ∈ R with ν ≤ µ, p, q ∈ (1, ∞) and We can now state a Sobolev embedding theorem for the parabolic space β V 2 p .
and there exists a constant C > 0 such that
).
Note that the constant C = C(d, p, α, β, T ) remains bounded for bounded values of T .
Proof. Let first u(0) = 0. This fact is basically a consequence of the mixed derivative theorem (see [45, Corollary 4.5 .10] and [53, Proposition 2.3.2 and Chapter 3] for further discussions) after using Remark 2.5, which allows to obtain for r ∈ [0, 1] the embedding
We take r := αβ ∈ (0, 1) and this gives
By using Remark 2.4, we get the embedding
To show the fact that the embedding constant can be bounded independently of T > 0 by adding u(0)
one can argue as follows. After extending u toû on R + as pointed out in Remark 2.5, it suffices to subtract a functionū
. Then one concludes by applying the results for null initial traces to u −ū.
We will need the following embedding onto Hölder classes.
Moreover, the space
is a proven in [45, Theorem 4.5.15]. As for the second assertion, by exploiting classical embedding theorems for fractional Sobolev spaces (see Lemma 2.2-(ii)), we get that
). 
Owing to the inequality α > 1 βp we then obtain
Denote by
where in the last inequality we used Theorem 2.6 and Young's inequality. The last statement can be obtained by setting η = 0 and θ = p q . Remark 2.9. We can actually reach the the threshold
using a maximal regularity result. This is accomplished by using the embedding presented in Proposition 2.7, namely [23, 3] for a proof).
We conclude the embedding results by providing a Sobolev embedding theorem onto the parabolic Hölder spaces introduced in Section 2.1 (compare with the classical embeddings for the space W Corollary 2.10.
Proof. This is a consequence of Theorem 2.6 by taking
and exploiting the embedding, see Lemma 2.3-(ii), of H 2−2α p onto C 2−2α−d/p . By the above choice of γ, one immediately checks that 
β. This will be useful to study regularity in space-time Hölder spaces of quasilinear problems with time-fractional Caputo derivative via a linearization procedure.
The arguments previously discussed can be easily extended to yield parabolic embedding results for space-time fractional spaces associated to the operator (8) . We state the results without giving the proof, being similar to the above case. See [12, Section 2] to compare the embeddings with those corresponding to the case β = 1 and s ∈ (0, 1).
Note that the constant C = C(d, p, α, β, s, T ) remains bounded for bounded values of T .
Proposition 2.13. Let q ≥ p > 1, θ, s ∈ (0, 1) such that
Moreover, if µ > 0 and 1 < p < d + 2s β and
On time-fractional heat equations: L p -maximal regularity results and representation of solutions
In this section, we collect some definitions and results for the abstract linear problem (3). We first recall the following notion of solution for (2) (see [44] ).
is said to be a strong solution of (2) on I if u ∈ L p (I; D(A)) and (3) holds a.e. on I.
Throughout this paper we will mainly work with strong solutions belonging to the parabolic space β V 2 p . Anyhow, we will not specify during our bootstrap procedure which kind of solution we mean, being implicit from the context. At the end, in the existence theorem for the timefractional Hamilton-Jacobi equations, we will show the existence of a classical solution of the problem.
Proposition 3.2. Let u be a strong solution to (2) for A = −∆ and f ∈ C(I; X), X being a Banach space. Then (2) can be rewritten as the Volterra equation (3).
Proof. The result is well-known and it can be seen by applying the Riemann-Liouville integral operator to both sides of (2) (see e.g. [44] , [42] and [45] ). Furthermore, it can be also obtained via a Laplace transform approach (see e.g. [ 
1, Appendix T]).
The previous proposition shows that maximal regularity result to equation (2) can be inferred from that of (3). We thus have the following important result, whose proof can be found in classical references for abstract Volterra equation (see e.g. [45, Theorem 4.5.15] and also [44, 54] ).
Then there exists a unique strong solution
and it holds the estimate
We also point out that solutions to (2) can be expressed via a suitable modification of the classical variation of parameters formula, also known as Duhamel's formula. A proof is provided in [49] in the Hilbert space setting. However, the proof can be readily accommodated to handle Banach spaces. For each β ∈ (0, 1) we define the Mittag-Leffler operators
where
denotes the Mainardi function (see [49] ). We recall the following useful property of M β (see [17, Proposition 2] ). 
Note that E β (−t β A) and E β,β (−t β A) are well-defined from X into X and, for every x ∈ X, the functions t −→ E β (−t β A)x and t −→ E β,β (−t β A)x are analytic from [0, ∞) to X. The Mittag-Leffler operators do not generate semigroups, but they fulfill some additional properties which are close to that of semigroups. For instance, the function t −→ E β (−t β A)x is continuous and analytical when e tA generate an analytic semigroup and satisfies
Proposition 3.5. Let u be a strong solution to (2) . Then
Proof. This result is classical and can be found in e.g. [33, 49, 52] . It can be deduced using the following identity Remark 3.6. A solution of (2) given by formula (11) is usually referred as a mild solution of the problem (see e.g. [33] ). We remark that if u is a strong solution to an abstract Volterra equation, then u is also a mild solution according to [44, 
Schauder estimates for the time-fractional heat equation
This section is devoted to collect some Schauder-type results for problem (2) . We first present without proof an abstract result, giving necessary and sufficient condition for maximal Hölder's regularity for the problem (2), referring to [14] and the recent results in [24] . and it holds the estimate
(ii) Let γ < β and γ, β ∈ (0, 1 
In particular, it holds the estimate
As a byproduct, from estimates (13) and (14), by taking X = C(T d ), θ = γ/(2β), A as the realization of the Laplacian in X so that (X,
, we get the Hölder estimate
A similar estimate can be obtained for the fully nonlocal operator (8), i.e. A as the realization of the fractional Laplacian of order s ∈ (0, 1)
We now provide a proof of the Hölder's regularity estimate (15) which exploits formula (11) and the K-method introduced in Section 2.2. This approach is inspired by the tools used in [35] (see also [36, 48] ) which however requires to restrict the range of β ∈ (1/2, 1). We remind the reader that Schauder type estimates for the classical heat operator go back to [30] (see also [37] ), while for the space-fractional heat equation we refer the reader to [6, 20, 12] . We begin with some preliminary decay estimates for the fractional heat semigroup e t∆ in Hölder spaces.
Proof. Computations of [12, Remark 2.7] (in particular the representation formula for heat semigroup and Young's inequality for convolution) show that for every
This implies that e t∆ f :
Recall that, as a consequence of the so-called Reiteration Theorem [36, Section 1.2.4] and [35, Theorem 1.1.14 and Example 1.1.7] (whose proofs can be readily adapted to the torus) we get
In addition, one also has e t∆ f :
with the desired estimate.
We also recall the following interpolation result.
Proof. The proof is a consequence of the Reiteration Theorem [36, Section 1.2.4]
there exists a constant C, depending on d, T, β, γ (which remains bounded for bounded values of T ) such that every classical solution to (2) fulfills
Proof. The key point is to use Lemma 4.3, which gives the identity
We take δ < 4 − 2/β < 2 (note that 4 − 2/β > 0 since β > 1/2) in order to have that β − δβ/2 ∈ (0, 1) and 1 − δ/2 − 1/β > −1. We write
, where we used that
Remark 4.5. One can also study parabolic Schauder estimates for the operator ∂ s is the composition of the two semigroups and get the right decay bounds (see [12] and references therein).
On time-fractional Hamilton-Jacobi equation
In this section, we prove existence and regularity results for the time-fractional Hamilton-Jacobi equation (1) . In the first part, via nonlinear adjoint method, we get an a priori bound on the gradient of the solution. In the second part, exploiting the previous bound, we prove existence and uniqueness of classical solution to the problem. From now on, we suppose that 
Typical examples of Hamiltonians we have in mind are related to the theory of Mean Field Games, where H is convex and superlinear in the second entry. For instance,
, fulfill the above assumptions.
Gradient bound
We consider the time-fractional Hamilton-Jacobi equation
where σ is a positive constant. In this section, we prove gradient bound for classical solution to (16) . The method implemented here is based on the so-called nonlinear adjoint method (see [11, 22] and [12, Proposition 3.6] ), that is on testing the Hamilton-Jacobi equation against the (classical) solution to
is the backward Caputo derivative, τ < T and ρ τ ∈ C ∞ (T d ) with ρ τ ≥ 0 and T d ρ τ (s)ds = 1. Time-fractional Fokker-Planck equations has been recently analyzed in [25] . We first recall an a priori bound on the sup-norm for linear time-fractional PDEs.
Lemma 5.1. Let u be a classical solution to
Proof. The idea is to use the same procedure as in [34, Theorem 4] . Consider the function
with M := F ∞;QT and note that it is a classical solution to
(see [49, eq. (A.15) ]). In particular, note that F 1 ≤ 0 and, by the maximum principle (see e.g. [34, Theorem 2] , where similar arguments can be used for the case at hand of the drift-diffusion operator ∂
The lower bound follows by applying a minimum principle to the function w(x, t) = u(x, t)
We will use the following integration by parts formula, whose proof can be found in e.g. [32, Lemma 2.8]
are the forward and backward Riemann-Liouville integrals.
Lemma 5.3. Let u be a classical solution to (16) . Then, there exists a (nonnegative) classical solution ρ to (17) . Moreover, we have the estimate
where C depends on K and not on ρ τ nor τ .
Proof.
Step 1. Existence and uniqueness of solutions to (17 Step 2. Estimate on the crossed quantity. By multiplying the time-fractional Hamilton-Jacobi equation ∂ β (0,t] u − σ∆u + H(x, Du) = V by −ρ and the adjoint equation by u, using Lemma 5.2 and summing both expressions one easily obtains the following formula
Then, by (H1), we get
Since u is a classical solution to (16), a standard linearization argument and the application of the Comparison Principle for time-fractional viscous PDE (see Lemma 5.1) yield
Finally, using the facts that
for all t (see e.g. [26] ), and plugging (21) in (20) we conclude the desired estimate.
Then a classical solution u to (16) satisfies
In particular, it follows that u enjoys the estimate
for every p ≥ 1 and some C 2 depending in particular on K, β and not on σ. Moreover, C 2 remains bounded for bounded values of τ .
Proof. Let u be a classical solution and ξ ∈ R d , |ξ| = 1. Arguing as in the next Theorem 1.1 (see also Remark 5.6), one can assume that u has enough regularity to perform all the computations below. Set v = ∂ ξ u and w = ∂ We test (23) against the adjoint variable ρ solving (17) . Using Lemma 5.2 and integrating by parts in space we get 
Indeed, due to the fact that u is Z d -periodic one has stays bounded for τ րT , the same is true for v β V 2 p (Qτ ) , yielding thus the global existence. Remark 5.6. In the statement of Theorem 1.1, the exponent β of the fractional derivative ranges in the interval ( 1 2 , 1) and this restriction is due to the corresponding one in Theorem 4.4. Nevertheless, we observe that using the more general Theorem 4.1 and the embedding in Corollary 2.10 at the end of Step 1, one can obtain an existence and uniqueness result for (1) in space-time Hölder spaces so that ∂ 
