A radial basis function approximation is a linear combination of translates of a xed function ': R d ! R. Such functions possess many useful and interesting properties when the translates are integers and ' is radially symmetric. We study the closely related problem for which the xed function is the shifted Gaussian ' = G( ? ), where G(x) = exp(? kxk 2 2 ) and 2 R d . Speci cally, we exploit the theory of elliptic functions to establish the invertibility of the Toeplitz operator ('( + j ? k)) j;k2Z d when has no half-integer components; it is singular otherwise. This implies the existence of a shifted Gaussian cardinal function, that is, a linear combination of integer translates of the shifted Gaussian satisfying (j) = 0j . We also study shifted cardinal functions when the parameter tends to zero. In particular, we discover their uniform convergence to the sinc function when the shift vector possesses no half-integer components. Our methods are based in part on similar results established by the rst author when the basis function is the Hardy multiquadric. Several intriguing links with the theory of shifted B-spline cardinal interpolation are described in the nale.
Introduction
A radial basis function approximant is a linear combination of translates of a xed function, or some suitable limit of such approximants. Thus we consider s(x) = X k2Z d a k '(x ? b k ); x 2 R d ; (1:1) where (b k ) k2Z d is some xed set of distinct points, or centres, in R d , and (a k ) k2Z d is a sequence of real numbers satisfying conditions ensuring (1.1) is meaningful; for example, we might require the scalar sequence to be nitely supported, or for the in nite series in (1.1) to be absolutely convergent at every point x 2 R d . Such functions provide a exible and useful approach to multivariate interpolation (see, for example, the survey articles P, Bu3] ). Much of the existing literature concentrates on the special case when the centres form an in nite grid and ' is radially symmetric; we refer the reader to the fundamental papers Bu1, Bu2] of Buhmann on cardinal interpolation. Here we study the closely related problem of shifted Gaussian cardinal interpolation, which means that our typical approximant is s(x) = X k2Z d a k '(x + ? k); x 2 R d ; (1:2) where the shift is a xed vector in R d and the function '(x) = exp(? kxk 2 2 ) is a Gaussian. We shall also allow the (positive) parameter to vary. First, let us recall that the cardinal function for the shifted Gaussian must satisfy (1:4)
Our main nding is that such cardinal functions exist when the shift vector has no half-integer components, the term half-integer connoting an element of 1 2 + Z in this paper, and we shall call such shifts admissible. The technique is founded on analysis of the non-Hermitian Toeplitz operator '( + j ? k) j;k2Z d using its close links with the theory of Jacobian Theta functions developed by the rst author in B1]. This analysis is to be found in Section 2. In Section 3, we prove that admissibly shifted cardinal functions converge uniformly to the sinc function as the parameter tends to zero. Moreover, we also show that the admissibly shifted cardinal interpolants to a square-integrable function converge to this function in the mean-square sense if and only if it is band limited. These studies indicate that excellent accuracy can be attained when approximating band-limited functions by shifted Gaussians if the parameter is suitably small. We suspect that this is mostly responsible for the favourable results found in, say, the applications of Gaussian radial basis functions in neural net problems (see, and the parameter c tends to in nity; we discuss this connection in Section 4. Furthermore, our Gaussian researches shed some light on shifted multiquadric interpolation, and these implications are also outlined in Section 4. Finally, Section 5 describes the intriguing parallels between the theory of shifted B-spline cardinal interpolation and this paper.
Shifted Gaussians, Toeplitz forms and Theta functions
Let be a positive constant, let ': R ! R be the Gaussian '(x) = exp(? x 2 ), x 2 R, and de ne the shifted Gaussian ' (x) = '(x + ), where is a real number. We consider the bi-in nite Thus the invertibility of A( ) is determined by the zero structure of the associated Theta function.
Therefore we present below some salient properties of Theta functions needed later in the paper. All the results obtained hitherto will be used in the sequel. We commence with an invertibility theorem for A( ).
Theorem 2.5. The symbol function G , de ned by (2.2), has no zeros unless is a half-integer.
Equivalently, the bi-in nite Toeplitz matrix A( ) of (2.1) is invertible on`2(Z) if and only if is not a half-integer. Equation (2.7) re ects the fact that cond 2 A( ) is a 1-periodic function of the shift parameter . Our next result shows that the condition number increases as j j grows from zero to half. Theorem 2.7. The function f 7 ! cond 2 A( ) : ?1=2 < < 1=2g is even, increasing on 0; 1=2), and tends to in nity as tends to 1=2. 1 ? 2q 2k+1 cosh(2 ) + q 4k+2 ; (2:9) and this last expression is clearly an even function of . Further, each term in the numerator of the product increases for 0 1=2, whereas each term in the denominator decreases for 0 1=2. Finally, as tends to 1=2, the rst term (k = 0) in the denominator tends to zero.
It is interesting, but seemingly irrelevant, that the in nite product obtained in (2.9) is a multiple of the Jacobian elliptic function dn.
We now take up the analysis of the semi-in nite Toeplitz matrix A + ( ) := (' (j ? k)) j;k 0 ; 2 R; 
is a tensor product of univariate symbol functions, to wit 
Shifted Gaussian cardinal interpolation and entire functions of exponential type
Let be positive and de ne the Gaussian ' (x) = exp(? x 2 ), x 2 R, and its shift ' ; = ' ( + ), 2 R; we have changed notation slightly to emphasize dependence on the parameter . We have seen that the symbol function G ( ; ) does not vanish when is not a half-integer, in which case we can de ne the cardinal function ; associated with ' ; by its Fourier transform: We shall often infer the behaviour of d ; from that of E ; . It will also be convenient to de ne E E ;0 . > 0 for j j < and j 6 = 0. Uniform convergence on compact subsets of (? ; ) follows from that of E ; ( ) and e ?(( +2 j) 2 ? 2 )=4 .
Knowledge of the pointwise behaviour almost everywhere is not su cient for the integral limits studied below. However, Lemma 3.3, and its consequence Corollary 3.4, will allow us to use the dominated convergence theorem later. Once more the panoply of Theta function theory comes to our aid, in particular the in nite product (2.5). (1 + ( 0 ) Further, E ( ) converges to zero for j j < by (3.11). Once more the dominated convergence theorem implies I 2 ! 0 as ! 0.
One noteworthy consequence of this theorem is the uniform convergence of the shifted Gaussian cardinal functions to the sinc function as tends to zero: we simply let f be the sinc function, namely f(x) = sin( x)=( x).
Proceeding now to the multivariate case, we recall that a vector shift = ( 1 ; : : :; d ) 2 R d is said to be admissible if no k is a half-integer. We have seen (cf. (3.6)) that the multivariate cardinal function (d) ; is simply a tensor product of univariate cardinal functions, that is (d) ; ( These relations imply that the multivariate analogues of our univariate results require rather simple modi cations. Therefore we shall only sketch further development.
Equation ( ; ( ? k) that is a member of V (d) ; . The multivariate incarnations of Theorem 3.7 and Theorem 3.8 are then as follows. where the measure d (t) is given as before. Consequently the multivariate symbol (d) c; can be expressed as is the multivariate Gaussian symbol de ned in (2.12).
In fact, (4.7) and (4.8) are valid for a large subclass of conditionally negative de nite functions of order one; see B1, Theorem 3.6]. However, we prefer to concentrate on the single concrete example of the multiquadric in this study. Now suppose = ( 1 ; : : :; d ) is an inadmissible shift, so that some component, k 0 say, is a half-integer. Then for every t > 0, G (d) ( ; t) = 0 when k 0 an odd integral multiple of (see Theorem 2.11). Therefore (d) c; ( ) is also zero for such and , by (4.8). Conversely, if is an admissible shift and 2 (? ; ) d , then <G (d) ( ; t) is no longer positive for all t > 0. So, unlike the univariate case, we cannot conclude that (d) c; ( ) 6 = 0 for such and . However, it is interesting to note that for a xed 2 (? ; ) d and an admissible shift , there exists ac :=c( ) such that (d) c; ( ) 6 = 0 for all c c. For, we have the relations for large c.
Knowledge of the exact zero structure of the multivariate symbol (d) c; eludes the writers at present, and for the duration of the section we shall assume = 0; that is, discussion will be restricted to the unshifted multiquadric ' (d) c . In Section 3 we studied several convergence properties of Gaussian cardinal interpolants by allowing the parameter to tend to zero. Comparable results for multiquadrics can be obtained 
Connections with cardinal splines
As indicated in the introductory section, there are several strong semblances between the theory of Gaussian cardinal interpolation (as studied in this paper) and cardinal-spline analysis. These connections will be brought out below.
Suppose n 2 and let M n denote the centred cardinal B-spline of order n, i.e., M n is the n-fold convolution of the characteristic function of the interval (?1=2; 1=2) with itself. De ne n; to be the shifted B-spline symbol n; ( ) := X k2Z M n (k + ) exp(?ik ); ; 2 R:
In complete analogy with Propositions 2.3 and 2.4 of the present paper, we have the following results concerning n; : For xed n and , the function f 7 ! n; ( ) : 2 Rg has non-negative real part, and its modulus j n; ( )j decreases on the interval 0 . The rst of these results follows quite easily from JRS, Proposition 3.1], whilst the second was established in JRS, Theorem 3.2]. Furthermore, Theorem 2.5 of this paper also holds for the bi-in nite Toeplitz matrix generated by the shifted B-spline ( M] and BS]); indeed, the zero structure of the shifted B-spline symbol n; ( ) is precisely the same as that of the shifted Gaussian symbol G ( ; ) (compare Theorem 2.5 of this paper with Theorem 2.2 of S]). As for semi-cardinal interpolation, our Theorem 2.9 for shifted Gaussians is an exact analogue of the corresponding result for shifted B-splines; the latter may be derived as a consequence of JRS, Proposition 3.1], via W, Theorem 5].
It was shown in deB, Theorem 1] and JRS, Theorem 3.4] that for xed and n, the even function f 7 ! j n; ( )j : 2 Rg decreases on the interval 0 1=2. We now prove an entirely analogous theorem for G . It is interesting to note that, in stark contrast to the B-spline results, the result for the Gaussian (vide infra) is a simple extension of our earlier analysis.
Proposition 5.1. The function f 7 ! jG ( ; )j : 2 Rg is even, 1-periodic, and decreases on 0 1=2 for every xed 2 R and > 0. We have shown in Proposition 2.3 that f 7 ! j#(e ?2 2 = e ?i ; e ? 2 = )j : 0 g is a decreasing function for every xed 2 R and > 0. Therefore the function 7 ! jG ( ; )j decreases on 0 1=2 for every xed 2 R and > 0.
A prominent theme in the study of univariate cardinal splines has been that of convergence of cardinal spline interpolants as the degree of the underlying spline tends to in nity. Attempts to extend this theory to multivariate splines have led to several interesting results (see, for example, BHR2, Chapter 5]), including some fascinating connections with problems of tiling BH]. The studies reported in Sections 3 and 4 of our paper, as well as those carried out in B2], reveal that the notions of \ tending to zero" in Gaussian cardinal interpolation and \c tending to in nity" in multiquadric interpolation are natural counterparts of the notion of \degree tending to in nity" in cardinal-spline analysis. As a sample, the reader is invited to compare Theorems 3.13 and 4.2 of the present paper with the main theorem in BHR1].
