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INTRODUCTION 
A famous result of Weyl [17] concerns the asymptotic growth of the eigen- 
values of the Laplacian in a bounded domain G C R3. Let d = -xi a2/axj2. 
If  G is reasonably regular, then there is a complete orthonormal set of eigen- 
functions (vj} in L2(G) with 
4j = 4~ y  yj = 0 on aG. 
Let N(h) = CAjsA 1 be the number of eigenvalues <A. Then Weyl proved 
that, as h + +co, 
N(X) = s A3’2 + o(P), (1) 
where 1 G 1 denotes the volume of the domain G. A much better remainder 
estimate, namely 0(X log h), was given by Courant [9]; the proof is included in 
the Courant-Hilbert text. 
In the present article we eliminate the log h from Courant’s result (l), proving 
(1) with O(h). This is a “best possible” estimate, as shown at the end of this 
Introduction. The work is spurred by analogous theorems in the case where 
there is no boundary. AvakumoviE [3] proved, for a second-order positive 
elliptic operator A on a compact manifold without boundary, that 
N(A) = CAni + O(X’n-1)/2), 
where n is the dimension of the manifold; he showed this was “best possible” 
by citing the example of the n-sphere. Hiirmander [13] obtained the cor- 
responding remainder for mth-order positive elliptic operators, namely 
N(h) = CAn/ln + O(A(n-l)lm), 
and gave a clear analysis of the proof. His paper was our starting point. 
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There is a lot of previous work on boundary problems. Carleman [7] applied 
the Tauberian methods developed for number theory, and most subsequent 
work has been along this line. Bailey and Brownell [5] obtained the “best 
possible” remainder estimate in the case of the Laplacian in polygonal regions 
of RB, and Fedosov [12] obtained it in polyhedral regions of R8 as well. Recently, 
Babich and Levitan [4] obtained a sharp result 
iv(h) = p A + O(Al/2) 
for two-dimensional manifolds with co12cuve boundary. (Of course, a plane 
region cannot have an everywhere concave boundary, but a sphere with a small 
disk removed provides an example where this result applies.) Our result assumes 
no convexity, just a reasonable amount of differentiability. 
For an mth-order operator A in a bounded m-dimensional region, Agmon [2] 
obtained 
here, E can be any number >0 if the principal part of A has constant coefficients, 
and E > 4 is required in the general case. Brtining [6] improved this remainder 
to O(X+l)lm log h), thus extending Courant’s result to the general case. Agmon 
and Hormander obtained the same result (unpublished). 
We consider only the Laplacian in a bounded domain of RS, in order to keep 
the details as simple as possible. We use the wave equation method, as Levitan 
[14] does, and this might work without drastic changes for general second-order 
operators on manifolds with boundary. To do this in the mth-oder case would 
require taking an mth root of the operator; this works nicely in Hiirmander’s case 
(no boundary), but in the present case, it introduces messy integrals along the 
boundary. 
Clark [8] mentions a conjecture of Weyl which, in the three-dimensional case, 
is 
N(A) = g AS’2 - g A + o(A). (2) 
This is beyond the elementary methods used here, but perhaps within the reach 
of modern technology. In the case of empty boundary it is given by Duistermaat 
and Guillemin [lo], except for a “spherelike” case where they show that (2) 
is false. The nature of the (I aG l/l&)X t erm in the conjecture (2) is determined 
by the asymptotics of the heat equation as t --t Of, 
s 
e-t” do = C e-t”’ = ; 1 G 1 (,t)-3’2 - 16p I a2 I t-1 + q-1/2) (3) 
607/29/2-8 
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given by McKean and Singer [15]. This expansion (3) shows, incidentally, that 
O(h) is the best possible remainder estimate in (l), for boundary problems. 
The list of references is small; a much more complete picture is provided 
in the works cited there, particularly Clark’s survey [8], Hormander [13], and for 
more recent work Brtining [6]. 
1. THE COSINE TRANSFORM OF N 
Let EA be orthogonal projection on the sum of the eigenspaces for eigenvalues 
hj < h. Then 
where 
4x, Y, 4 = C 944 S(Y) 
Aj<h 
is called the spectralfunction of A. The distribution function N can be recovered 
from e: 
WV = A$ 1 = JG 4x, x, 4 dx. 
It is very difficult to analyze e by getting direct information about v$ and h, . 
Most results are obtained through some transform of e which solves a partial 
differential equation; these transforms are discussed in [13]. The earliest example 
appears to be Carleman’s use of the kernel rz of the resolvent R, = (A - z)-1: 
r&9 Y) = Jf & de@, Y, 4. 
Carleman [7] used integral equations to construct r, , and by a Tauberian 
theorem due to Karamata deduced that 
e(x, X, A) = & X3/2 + o(h39. 
An interesting aspect of this is the similar asymptotic behavior at each point 
in G; and combined with control over “little 0” as x + aG, it gives Weyl’s 
result for N(h). 
Another transform of e(x, y, A) is the heat kernel 
4~ Y, t) = lrn cAt de@, y, A), 
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the kernel of e-tA, the fundamental solution of the heat equation. In Section 2 
we use this to prove 
e(x, x, A) < c-w. (14 
The strength of (1.1) is that it is uniform over G. We use it to control the 
contributions to so e(x, x, X) dx from points x near 8G. The genera1 case of 
(1. l), for order m and dimension n, is . 
e(x, x, A) < Gin@. 
This is proved in Agmon [l], using the resolvent. 
The main part of our argument is based on the cosine transform for several 
reasons. First, the cosine transform is the fundamental solution of the wave 
equation, and this is natural place to start, since the eigenvalues in question are 
the natural frequencies of vibration of G. Second, the cosine transform is easy 
to invert and is therefore powerful. Finally, there is a ready-made asymptotic 
theory for the initial-boundary value problem for the wave equation, which 
can be found in Friedlander’s book [12] in a form well suited to our needs., 
To show the general outline of our proof, we first use the cosine transform 
to derive Courant’s 0(X log X) estimate. 
By the cosine transform of the spectral measure, %, we mean the operator 
H,= OD 
I 
cos(t~) dE,r . 
0 
The shift from h to ~2 is to make Ht solve the Cauchy problem for the wave 
equation: If 
u(x, t) = (&4&4 
then a formal calculation shows 
utt + Au = 0, u(x, 0) = %(4, Ut(X, 0) = 0. 
Ht might reasonably be called the Huygens operator. Its “kernel” h is the 
cosine transform of the spectral function, viewed as a measure: 
w, Y9 t> = jom cos(t7) de(x, y, 9). (1.2) 
In the case G = Rs, the Huygens operator is well known. Call this one HP; 
then 
Ht%to(x) = -& -g J -dS,, 
Is--YI-t Ix - Y I 
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where dS, is the measure on the surface {y : 1 x - y j = t}. The kernel of Hto is 
ho(x, y  , q _ 1 w - I x -Y I) 4+7 Ix--Y1 ’ 
(l-3) 
where 6(s) = 1 for s > 0, 0(s) = 0 for s < 0, and 
eyt - 1 x - y. 1) = (apt)2 e(t - 1 x - y I). 
Hto can also be written as a Fourier integral: 
Hence 
H,Ou,(x) = (2~)-~ s cos(t 1 4 1) Go(f) ei+” d.$. 
hO(x, y, t) = (27~)~~ / cos(t 1 4 I) e”(“dy)‘c df. (1.4) 
Setting x = y and using polar coordinates with 7 = 1 [ I, 
hO(x, x, t) = (24-3 4v Jo@= COSTS dr 
1 m =- 
s 6rr2 o 
cos(h) dT3. 
Comparing this with (1.2) gives for the spectral function e” in free space R3: 
1 
e”(x, x, 73) = - T3 
6~2 (1.5) 
Now consider the case where there is a boundary. Consider a fixed point 
y E G. The Huygens kernel h(x, y, t) is determined by the following properties: 
h(x, y, t) = 0 for XE aG, 
(ayw + A,) h(x, y, 1) = 0 for t > 0, 
Hx, Y, 0) = %/w 
h,(x, y, 0) = 0. 
But the free space solution hO(x, y, t) is already zero on aG, for t < d(y, aG) = 
distance from y to the boundary of G, because of (1.3). Hence 
h(x, y, q 3 ho@, y, t) for 1 t 1 < 6, U-6) 
where 6 = d(y, aG). By (1.2) and (1.5) 
hO(y, Y, 4 = & dz33(t), (l-7) 
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where As(r) = 7s. Courant’s 0(X log A) estimate now follows by means of the 
following Tauberian estimate: 
If M is a nondecreasing function of polynomial growth on [0, co) and 
d%(t) = d2s(t) for 1 t 1 < 6 (1.8a) 
then 
1 M(T) - M(0) - 75 1 < C, (6-3 + ;), 
where C, is independent of M and 6. 
(1.8b) 
This is a simple special case of the actual estimate we use in Section 3. 
By (l.l), e(y, y, P) has polynomial growth. By (1.6), (1.7), and (1.8), 
Hence, for an appropriate constant C, 
< cl,’ + c,T’ log 7. (1.10) 
On the other hand, by (1.1) 
I d(v,aG)<l/r 435 y, 7”) - & ldy<] leldy+~&dY 
< ; CT8 = o(T’). 
This with (1.10) gives Courant’s estimate 
N(T~) - g 79 = o(Ta log T). (1.11) 
Courant’s method is more direct and elementary, but apparently does not yield 
any better remainder. 
The expansion (3) quoted in the Introduction shows that the O(A) estimate 
is not possible without some analysis of what happens after the “free space” 
solution ho reaches the boundary, at time t = d(y, aG). The nature of the 
argument leading to (1 .I 1) shows that an appropriate estimate for 1 t ) < 
d( y, aq, for any a < 1, would suffice; this would replace Tz/8 by T2/@ in the 
integral leading to (l.lO), in view of (1.8). 
In the remainder of the paper: Section 2 proves (1.1); Section 3 outlines the 
analysis of the boundary reflection and its use in getting the O(A) estimate; 
Section 4 proves the essential estimates for the reflected terms; Section 5 proves 
the Tauberian estimates. 
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The main difficulties are to get useful estimates of the reflected terms and to 
link them to an appropriate Tauberian theorem. 
2. THE UNIFORM ESTIMATE NEAR THE BOUNDARY 
This section proves 
e(x, x, A) < Chnlz, (2.1) 
where e(x, y, h) is the spectral function for the Laplace operator in a bounded 
domain of Rn, with Dirichlet boundary conditions. 
Let 
2(x, y, t) = Irn e-at de(x, y, A), t > 0. 
0 
This is the heat kernel; the function 
4x2 Y, 4 = s, 4x7 YY t)f(r) dY, t>O 
solves 
au/at = -AU, pEu(x, 4 =.f(x>, u = 0 on aG. 
The heat kernel in Rn is 
uo(x, y, t) = (4d)-n~2e-ls-~~*/4t < (47rt)-“j2. 
Since w(x, y, t) = 0 for x on aG, the function of x 
(2.2) 
is <O on aG. Also, v - v. = 0 when t = 0, and v - a, solves the heat equation, 
so it is <O throughout G, by the maximum principle. By (2.2) 
+, y, 4 < ~o(X, y, t> < (4+n’2. (2.3) 
Now 
s 
a 
e-tAe(x, x, A) = e-ta de(x, x, p) 
0 
< I 
a e+ de(x, x, p) 
0 
< v(x, x, t) < (4d)-“‘2. 
Set t = l/X, and (2.1) appears. [This proof was suggested by H&mander.] 
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3. THY EXPANSION OF THE -cm PULSE 
Consider the basic “Huygens pulse” (1.3) emanating from a source point y in 
G, evaluated at some point x and time t: 
(We have dropped the factor I/& for convenience.) 
We need terms that will cancel hs on aG; we think of these as the reflection 
of hs in aG. To construct them we introduce: 
S(X) = reflected distance from y to X. 
Precisely, S(X) is the length of the shortest path that goes from y to aG to x. 
Clearly 1 Vs I = 1, and for x on aG, s(x) = I x - y I. A “reflected ray” is a curve 
whose tangent at each point is Vs; these are rays emanating from aG. 
Let 
qt - s) = 0, t < s, 
zzz 1, t > s. 
The first approximation to the reflection of ho in aG is a distribution concentrated 
on the surfaces {s = t}, in a form imitating (3.1): 
a,(x) qt - 4, (3.2) 
where a,,(x) = -I x - y j-l for x on aG, and a,,(x) is determined for x in G by 
the so-called “transport equation” derived below. 
The first approximation (3.2) has a “front” where we expect one, but is not 
yet accurate enough to give the necessary estimates; we need two more terms 
with weaker singularities, plus a remainder with unspecified singularity. Thus, 
all in all, we write the Huygens pulse in G, corrected at the boundary, in the form 
& y, t) = ho + w + w, (3.3) 
I- 
Direct front 
{ x:1x-yl=t } ---Y \ 
I 
t 
7 
dG 
** 
Reflected front 
{s;t} n:- ;” ;; 
21’ 4 
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where ZJ is the principal reflected term (3.2) plus two others: 
v(x, y, t) = a,B”(t - s) + u,fY(t - s) + u,qt - s) 
and w takes up whatever is unaccounted for by U. Since 1 Vs 1 
calculation shows that 
vtt + Av = (-2Va, . Vs + a,As) @“(t - s) 
+ (Au, - 2Va, . Vs + alAs) 0”(t - s) 
+ (Au, - 2Vua * Vs + u,As) e,(t - s) 
+ (&J qt - s). 
(3.4) 
1, a direct 
(3.5) 
(Recall that we take A = -V . V, to make it a positive operator.) In order to 
make qt + Av as nonsingular as possible, kill the terms with P, O”, and 0’ by 
imposing the transport equations 
Then 
-2aa,las + U,~S = 0, 
-2au,/as + u,As = -Au,, 
-2aa,/as + U,AS = --da, . 
(3.6) 
vtt + Av = (Au,) e(t - s). (3.7) 
In order to cancel ho on aG, set 
uo(x) = - 1 x - y I-1, 
q(x) = u2(x) = 0, I 
for x on aG. 
We now quote from Section 4 below the lemmas needed to carry out the main 
line of the proof. 
LEMMA 2. There is a constant C > 0 such that no reflected ray strikes aG 
at a time t < CW2, where 6 = d(y, aG). 
LEMMA 9. There is a constant C > 0 such that for s < CWz, the functions 
ql 9 a1 , a2 9 s me Cm, and for some constant k > 0 
I ql + l/s I = O(s/S), 
uj = O(sW-“), for j = 1, 2 
A,u2 = O(s%es-4-“). 
These two lemmas show that v is defined for t < CW2, that ho + v vanishes 
on aG [because of (3.8) and Lemma 21, and that 
(ayat2 + A)(h” + v) = (4~~) e(t - s), t>O 
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by (3.7). Moreover, from (3.4), w = 0 for t < S, since s > S in G. Hence the 
remainder term w in (3.3) satisfies 
wtt + Aw = -(Au,) O(t - s), 
w=wt= wtt = 0 for t = 0, 
w=o on aG. 
An appropriate energy inequality [Lemma 10 below] and Sobolev’s inequality 
yield the following estimate for w, at the source y: 
LEMMA 11. 1j IV@, t) = si w(x, U) du, then for t < CW 
1 W(y, t)l < qs-w + s-4-*t’c+5q (34 
for some positive constants K and k. Here again, S = d(y, aG). 
Now consider the difference between the actual Huygens’ pulse h(y, y, t) 
and the Euclidean one, h”(y, y, t). For 1 t ( < Sa it can be written as 
Y(t) = 2 u,(y) cp(t) eyt - s) + %(Y, t), (3.9) 
0 
where ‘p E Cm, with ‘p z 1 for 1 t 1 < 1, and 
w, = w for t < Sa, w, = 0 for t > Se. 
We take $ < OL < 1, so that I t 1 < Sa + 1 t I < CS1lz as required in the 
lemmas above, at least for S small. In view of (1.7), (3.3), and (3.4), when 
1 t 1 < SOL we have 
NY, y, t) = ;ie”(Y, y, t) = & zqt) + F(t). (3.10) 
Hence r” fulfills the first hypothesis in: 
Tauberian estimate. Let N(T) be monotone increasing on [0, co), of polynomial 
growth, and satisfy 
d%(t) = c%‘(t) + 7(t) for I t I < E 
and for some /3 > 0 
sin /?T 
Y(T) - As7 - 
B 
< A, + 4~ for 7 > 0. (3.11) 
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Then for T 2 0 
+ c, c-3 + ; + i (A,& + c-3 1 A, I)(1 + ,V) . 
j=l I 
(3.12) 
We will take N(T) = e(y, y, P), E = &, and p = 28. To check the crucial 
estimate (3.11) we need 
LEMMA 12. With r” de$ned in (3.9), and with 4 < 01 < 1 and 1 - 01 su&ient@ 
small, we have 
< K(6-3’4T + k2) (3.13) 
for some constant K. 
Proof. r is the inverse cosine transform off. Note that s = 26 at the source y 
and that 
s 
v(t) fl(t - 26) cOs(tT) dt = T  sin@ ST) 
if 28 < 1, and generally that the cosine transform of p)(t) W2-j)(t - s) is 
0(1 + 1 7 I’-i). From Lemma 9, the a,#” term in (3.9) is estimated by 
< KT sin(2 ST) < Kr. 
The terms arising from a,B’ and a,0 are O(C2). The term arising from ea, is 
COS(tT) w,(y, t) dt 
zzz w(y, sa) COS(6”T) + 7 joa’ sin(tT) W, y, dt 
= 0(~-4+W2--(1-dk(l + Tq)  
= 0(6-a + 6-s’4T) 
if 1 - OL is small enough. Q.E.D. 
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Now, using the Tauberian estimate (3.12) with E = Sn and /I = 26 we find 
e(r, y, T”) - 0, y, 0) - $ T3 1 
< K{s-2-” + s-2T + s-3” + S--T2 + (s-a-= + P)(l + 8%) 
+ @-9’4-2a + P)(l + PP)] 
< K[s-2-’ + s-27 + s-T2], (3.14) 
where again we took 01 < 1, 1 - OL small, and combined various terms. Integrate 
(3.14) over those points y where 8 = d(y, Z) > l/r, and integrate (1.1) over 
the complementary region (as in Sect. 1) to obtain the desired estimate 
N(T2) - N(O) - g 73 = O(G). 
4. THE REFLECTED TERMS 
Let y be the source of the “pulse” O”(t - 1 x - y I)/] x - y I. We consider 
only points in the set 
u, = (x : 1 x - y 1 < CW}, (4.1) 
where 8 = d(y, aG) and C . 1s a ( small) constant to be chosen later. 
Let z be in Uc n aG, and let 4 be the distance from the source y to the tangent 
plane of aG at 5. 
LEMMA 1. For P in U, n aG, q C is small enough, then 
4, < 6 9 2E. (4.2) 
Proof. Choose x on aG with 1 x - y 1 ti 6 = d(y, aG). Choose ortho- 
normal coordinates (fl , t2 , 4,) with [ = 0 at x and f3 = 0 on the tangent 
plane at x. Since f is in Uc n aG, 
SGIY- K 1 < cw, so s < c-2. 
Hence for small C, K lies in a region where 
aG = (4 : 53 = f (& , 42)) (4.3) 
and f has bounded second derivatives. Let (7, f (7)) be the coordinates at L Then 
E = I 6 + rl - Vf (4 -f WI 
(1 + I V!(T>l”Y’” 
. (4.4) 
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But f(0) = 0 and Vi(O) = 0, so 
I17 .Vf(d + If(d + I Vf(d12 < Cl I rl 12* 
Also 
I 7 I2 < I 7 I2 + I f3 -f(rl)12 = I y - 3 I2 < c2s 
by (4.1). These last two inequalities give (4.2) if C is small, proving Lemma 1. 
Next we show that repeated reflections do not arise in time <C61/2, if C is 
small enough. 
LEMMA 2. If C is small enough, and x is in aG, then there is no reJIected ray 
form y to aG to x with total length <CW2. 
Proof. Choose C so that Lemma 1 holds. Suppose there is a ray reflected 
at x to x, and 
ly--xl+lx-xl <cw. (43) 
Let K be the maximum curvature of the curve of intersection of aG with the plane 
of the incident and reflected rays at X, and let ,!I be the angle between these rays 
and the normal at K By trigonometry 
1 Lif - x I > 2 cos /3/K. (4.6) 
By Lemma 1 and (4.3, 
s/2 cos p < ,/cos /3 = 1 y - x / < CSll2 
so #I2 < 2C cos /3 and by (4.5) and (4.6) 
2 COS B/K < 1 f - X 1 < c&l/’ < 2C2 COS ,t? 
a contradiction if C2 < 11~. Q.E.D. 
Now choose orthonormal coordinates x such that x = 0 at a point Q in aG, 
and xs = 0 defines the tangent plane there. As in Lemma 1, let 6 = 
d(source, aG), E = distance from source to tangent plane at Q. 
We introduce “blown-up” coordinates X, 
x = x/s. 
The new coordinates of the source are (z, E), for some z in R2 and E = E/& 
ByLemmal,+<E<2. 
If  we take x and Q in Uc , then 
1 X 1 = d(x, Q)/S < 2CS-lj2, (4.7) 
where d(x, Q) is the actual distance and / X 1 is the blown-up distance. 
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The new equation of aG is Xs = fs(XI , Xs), where fe(Z) = f(sZ)/8, and f  
represents 8G in the “original scale” coordinates x, tangent to 8G at Q. Since 
f(z) = o(1 z 12), thenfs(Z) = o(6 ] Z 1”). 
We blow up the coordinates to avoid a singularity of the reflected wave near S, 
the image of the source in aG; in blown-up coordinates, S stays away from aG. 
We pay for this in converting back, since alax = 6--ri?laX, but the cost is dis- 
counted just enough by a benefit: The curvature of the blown-up boundary is 
O(6), so we approach the case of plane boundary as S -+ 0. 
Let S = s/S be the “reflected distance” function in blown-up coordinates. 
To construct and estimate the reflected wave front, we introduce new coordinates 
(Z, S) where s is reflected distance and 
is the point of reflection. Recall that X = (Z, E) at the source. Set 
I = (Z - Z,ffs(Z) - E), [incident ray], 
N = (--vf,(Z), 11, [normal to aG], 
I’=I-2/NI-2(N~I)N, [reflected ray], 
R=lII =\I’/, 
and finally, the relation between X and (Z, S): 
X=I+(S-R)I’/R,S>R, [call this v(Z, S)] 
J = awqz s), 
g = det J. 
We restrict ourselves, as above, to 
j x 1 < 2C6-1/2 (4.7) 
Since f8(Z) = f(Gz)/S = O(8 1 z 12), we will have 1 fs 1 < $ if the constant C 
in (4.7) and (4.1) is small; then also 
R2 = 1 Z - Z I2 + Ifs - E I2 > 1 Z - Z I2 + l/16 > l/16. (4.8) 
LEMMA 3. Derivatives of tp’, of any order, are O(S). At Z = 0 we have for 
g=detJ 
607/29/z-9 
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where H is the Hessian matrix offs at Z = 0, and tr denotes trace, and zt is the 
transpose of Z. 
Note. Z = 0 means we are on the ray reflected from the point Q where 
we chose tangent coordinates. Formula (4.9) is given in [12] (with a mistaken 
sign ?), and an equivalent one is in [16, p. 8321. Note that 1 2 j/R = sine of the 
angle between I and N, tr H = twice the mean curvature, zHzt = 1 z I2 times 
the sectional curvature, and det H = Gaussian curvature. The first two curva- 
tures are O(6), and the last is O(P); see Lemma 4. 
Proof of Lemma 3. From their definitions, I, I’, and their derivatives in Z 
are 0(1 + I Z - z I) = O(R) by (4.8), hence O(S). Since R > 4, the quotient 
rule shows that the derivatives of T/R are bounded, and it follows that F and its 
derivatives in Z and S are O(S). 
To compute the Jacobian J at Z = 0, let 
When Z = 0, then 
I = -(Z, E), DI = (12 , 01, 
N = (0, 11, DN = (-H, 0), 
I’ = -(Z, -E), DI’ = (I, - 2EH, -2Hzt), 
R2 = E2 + I z j2, RDR = -zt. 
Hence the Jacobian &/a(Z, S) is 
$ (R212 - zttz) g zt 
- 2 (+ - l)(“F T). (4.10) 
--Z/R EIR 
[Notice that on aG, where S = R, the Hessian terms drop out, and the Jacobian 
is the same as for f = 0, i.e., for reflection from the tangent plane.] To compute -- 
g = det J from (4.1 l), eliminate the ZtZ and Szt terms by adding multiples 
of the last row to the first two rows; then rotate coordinates so that z = (2, , 0) 
and compute the determinant, obtaining the rotation-invariant form (4.9). 
Q.E.D. 
LEMMA 4. With an appropriate choice of C in (4.1) and (4.7), and for 6 
suficiently small, g = det J satis$es 
g(0, S) > ES2/2R3 > $R. 
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Proof. In (4.9), 0 < 1 - R/S < 1. And R = r/8 > 1, since I = d(y, Q) > 
d(y, G) = S. Further, the entries in 
are O(6), so 
H = (a2Wf(8Z)/%Zi %Z,> 
tr H = O(S) 
and det H = 0(8*). Also 1 2 la + E2 = R2 = d(y, Q)2/82 < C/S by (4.]), so 
ZHi? = O(S 1 z I”) < l/8 
if C is small enough. Similarly 
R2 det H = R20(a2) = O(C2S). 
TK*s for small C and 6, (4.9) together with the last three displayed inequalities 
gives 
g(0, S) 2 ES212Ra > E/2R > &R Q.E.D. 
LEMMA 5. Each abivative of J-l with respect to (Z, S), evaluated at Z = 0, 
is O(9) for an appropriate k (which depends on the derivative). 
Proof. Each derivative of J-l is a polynomial in g-l and the derivatives of p, 
so Lemma 5 follows from Lemmas 3 and 4. 
LEMMA 6. Let A = -C P/ax?, 
.ZHB 
r= EtrH+7, K = det H. 
Then 1 V,S 1 = 1 and 
and for Z = 0 
As = -g-l aglas, (4.11) 
1 
- 
As (2 
- 
R/S)r + 4R2(l 
- 
R/S)K = _ 2 
S 1 - 2(1- R/S)r + 4R2(1 - R/S)sK 
(4.12) 
Proof. From (4.10) 
J . (--Z,/R, -z2/R, E/R)* = (0, 0, 1) 
so V,S = (-&/R, --Z,/R, E/R) and 1 V,S 1 = 1 as claimed. [More geometri- 
cally, S is reflected destance from (Z, E) to dZ, S), so 1 V,S 1 = 1.1 
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Formula (4.11) for AS is well known in optics and acoustics [12]. To prove it, 
consider a region l’ = v(U x [S, , Sal), where UC R2. Then 
I VI-’ J; AS = - I V 1-l s,, VS . v  = - 1 v  1-l s g(Z, S) 1;; dZ, 
CJ 
where 1 P’ 1 = volume of v  and Y is normal to al’. Now (4.11) follows in the 
limit as U --f Z E R2 and S, --+ S, S, + S. Then (4.12) follows from (4.9). 
Next we compute a, [another known formula from optics]. 
LEMMA 7. 
-1 g(Z, R) 1’2 
ao(sX) = 8R g(Z, S) [ I 
andwhenZ=O 
a,= -&l-2(1 -$)T+4R2(l-$rK]-1’2 (4.13) 
Proof. In the original coordinates, the transport equation (3.6) is 
-2 &z,/as + a,As = 0, a, = -l/s on aG. 
In blown-up coordinates, s = 6S, A, = 6e2A, , hence 
aa,/aS - (+AS)a, = 0, a, = -l/&s on aG. 
By (4.11) a(g1/2uo)/&S = 0. Since S = R on aG, 
[g(Z, S)]1/2uo = -[g(Z, R)]‘/“/SR 
and (4.13) now follows from (4.9). Q.E.D. 
So far E, Z, and H have been constants, determined by the chosen coordinate 
origin Q in aG. Now we think of them as functions of the point Q in U, n aG. 
H is the Hessian form at Q, acting on tangent vectors at Q; Z is the tangent 
vector obtained by projecting the source y  onto the tangent plane at Q; and E 
is the “blown-up” distance from y  to this tangent plane. Clearly H, Z, and E are 
C” functions of Q; and so is 1/E, since E > 4. 
We have two classes of coordinates: “original’ coordinates xv which are 
affinely related to the given coordinates in R3, and “blown-up” coordinates X, 
blown up by the factor l/S. With respect to the latter, H together with all its 
derivatives is O(S), as noted in Lemma 4. 
LEMMA 8. With an appropriate C in (4.1) and (4.7), each derivative of A,u, 
with respect to X is O(Sk) for some k. 
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Proof. We may use (4.13) throughout Uc . Let 
Recalling the definition of r and K in Lemma 6, and noting ] Z 1 = O(S), we 
see that each derivative of A with respect to surface coordinates Z is O(SS2). 
Hence by Lemmas 4, 5, and the chain rule: 
Each X-derivative of A is 0(&P) for some k. (4.14) 
Furthermore, 1 A 1 < 4 for small C [cf. proof of Lemma 31. By (4.13) 
da, = $ A (;) (1 + A)-1’2 + $ (1 + A)-5’2 VA . V $ 
- & (1 + A)-3’2 AA - & (1 + A)-1’2 1 VA 12, (4.15) 
where A and V are in X coordinates. From (4.14), the last three summands in 
(4.15) are O(P) for some k; and the same holds for each derivative. Further 
-2-SAS 
A($)= s3 =--g;;; 
where B = -(2 - (R/S))I’+ 4R2(1 - (R/S))K appears in (4.12). Here B, 
like A, is O(6S2), and each derivative is 0(&S*). This with (4.15) proves Lemma 8. 
LEMMA 9. Let a,, a,, a2 satisfy (3.6) and (3.8). Theta 
I a0 + l/s I = w/q 
undfor some k >, 0 and j = I, 2 
uj = O(s”S-j-k) and A,u,(s) = O(s%-4-“). 
Proof. The claim for a, follows from (4.13) and the estimate A = O(SS2) 
noted in the proof of Lemma 8. For a, and u2 , the transport and boundary 
equations (3.6) and (3.8) are 
-au,,W + ; (AxS)uj = $- Axa,-,_, 
Uj = 0 on aG, j= 1,2. 
Since A,S = -g-l ag/h!?, we get a(g112u,)/W = (g11z/2S) A,u, so 
q(sx) = & Jh” ($$+)1’2 (Axuo)(6g(Z, u)) du, 
, 
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where X = ~(2, S) as usual. Hence by Lemmas 4 and 8, a, = O(6WS”). 
Similarly a2 = O(F2Sk), AOa, = O(k2Sk), and Lemma 9 follows from s = 65’. 
LEMMA 10 [Standard energy inequality]. Let W,, + A W = F; W, = 0, 
W,, = 0, W = 0, all for t = 0; and W = 0 on 8G. Then 
II WWla G 2 lot II Ft I/o 3 
where 11 . Ilj is the norm in the Sobolev space H(G). 
Proof. The energy E(t) = SC (I VW I2 + / W, I2 satisfies 
dE1j2/dt < II F II and E(0) = 0, 
so 
E(t)1’2 < 
s t IIF II. 0 
Since (W,),, + A W, = Ft , the energy I? of W, thus satisfies 
hence 
IlAW-IIFII <IlAW---FII =IIWttII ~&Y2+li. 
Since 
IIWII = /IF(O) + St& /I < IIWII + lt IlFt II and F(0) = 0, 
0 
we get 
II WI12 = II AWlI G 2 Jot IIFt II. 
Now recall that z1 = xi @-J)(t - s). 
Q.E.D. 
LEMMA 11. Let w be the solution of 
wtt + Aw = -(a + Av) 
Wt = w = 0 for t = 0, w = 0 on aG. 
Let W(X, t) = J-i w(x, u) du. Then for t ,( CW2 and for some k > 0, K > 0, 
we hawe 
1 W(y, t)l < K(S-*t5i2 + S-*-V+5/2), 
where y is the source of the pulse ho in (3.3). 
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Proof. F r t < CW, v is defined in all of G since then the terms tY2--i)(t - s) are nonzero only for s < t < CW2. Further v = 0 for t < 8 = 
d(y, aG) so w = 0 for such t. Hence Lemma 10 applies to W. Combining this 
with the Sobolev inequality gives 
I W(Y> t)l < II WI12 d 2 jot IIvtt +flv Il. 
By (3.7) and Lemma 9, 
(4.16) 
II v tt + Lb II2 = K&2) w - al” 
= J‘,<t I b2 I2 d K j S2k~--8-2k dx 
\ Ix-!4l<t 
< K 
I 
* (28 + q)2k 8-8-2kq2 dq, 
0 
where q = 1 x - y I. Lemma 11 now follows from (4.16). 
5. TAUBERIAN ESTIMATES 
Throughout this section, Mis a nondecreasing function, of polynomial growth, 
on the real line. Set 
THEOREM 1. For each tz > 2, there is a constant C,, such that if 
d%(t) = d2”(t) + p(t) for 1 t 1 < 1 
andforsomefi>O 
I Y(T) - &T”-2 
thenfor T > 0 
1 M(T) - M(o) - Tn 1 
< + (1 + Tn-‘) + c,, [l + 7-l + 5’ (A& + ( A, I)(1 + T’)] (5.3) 
1 
Remarks. The form of the theorem is dictated by the estimates in Section 4. 
Notice that the difference between M and Tn arises partly from the remainder I 
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[this shows up in the Aj terms in (5.3)] and partly from the total lack of control 
for 1 t 1 > 1 [this accounts for the other terms in (5.3)]. 
We use C, for any constant depending only on n; it often changes from line 
to line. 
The proof is an elaboration of an argument in Hijrmander [13]. 
A similar theorem holds for A+“(T), defined as r” for T 3 0 and 0 for T < 0. 
Proof of Theorem 1. Since nothing is known for 1 t 1 > 1, we multiply (5.1) 
by a function p  ^which is supported in 1 t 1 < 1. To carry out the proof, we need 
the following properties: 
(a) p”(O) = 1, (b) b(t)=Oifltl >I, 
(4 $<I, (d) p > 0, and p is even, (5.4) 
(4 P E ~W (f) P(7)>Oifl71 <I. 
Here 3 is the Fourier transform of p, and Y is the Schwartz space of temperate 
functions. To construct p, take any function q~ in C,“(P) which is positive and 
n n 
even. Then v * QJ(O) > 0, v * v is in Ccco, q~ * y = I @ I2 3 0, and q~ * ~(0) = 
sq~ * q~ > 0. Let a be a positive number to be chosen later, and set 
Then 
p^(t> = 9) * 9whJ * P(O)- 
Conditions (a), (d), (e) are obviously satisfied, and (b), (f) hold if a is chosen 
large. The remaining condition (c) follows from (a) and (d) since 
p”(T) < 1-t I p I = J-= p = j?(O) = 1. 
--co 
LEMMA 1. If m 3 0, then p * I A Im - ) A Inz < C,(l + I fl [“n-l). 
Proof. 
p * 1 Am 1 (7) = lrn p(u) I 7 - u Im do 
-02 
= 1 v- Im Jrn p(u) da + J-1 p(o)[l 7 - u lm - I 7 I”1 do. (5.5) --m 
The first term in (5.5) is I T lm, by (5.4a). In the last integral, we have for m > 1 
1 17 - u Im - 17 lm 1 = m I u I *  17 - 6% 1+-l 
< cm I u I (I 7 In-l + I u lrn-l) 
andforO<m<l 
11 T - u p - 17 p 1 = IT p * 1 1 1 - u/r Im - 1 1 < j (5 I 
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since 1 1 1 - x Irn - 1 1 < 1 x 1 (draw the graph). These inequalities in the last 
integral of (5.5) prove Lemma 1. 
LEMMA 2. If 
then 
p * Y(T) - A+p2 y 1 < c, y (Aj + 1 A, I)(1 + I 7 I+‘) 
1 
Proof. Because p is even, 
I p(g)(T - ,)n-2 sin 8(; - u, do 
=7 
n-2 sin b 
B I 
n-2 
p(a) cos(/%) do + 1 .“-2-kC;-2 
k=l s 
,x9 sin “(; - O) da 
=7 
Here (b(p) - 1) sin @//3 has a bound independent of p, and 
This takes care of the convolution of p with Tny2 sin flT//% Turning to the terms 
in 1 7 [j-l, 
j- p(o) [ T - u 1j-l da < cj j- p(j 7 Ii-’ + 1 u I’-‘) da 
< cj(l 7 Ii-’ + 1). 
Thus the lemma follows easily. 
We can now summarize the argument. From Lemmas 1 and 2, the hypothesis 
(5.1) gives 
p * d&f(T) - n I T  In-l - A,T+~ 7 1 
= 1 p * dA” - n 1 T  In--l + p * T - A,,T+~ sin #?T//? 1 
Q C, [l + I 7 In-’ + F1 (A, + 14, I)(1 + 1 7 I”)]. (5.6) 
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Integrating this gives, for T > 0, 
Is 
7 
p+dM-rn 
0 
n-1 
< 1 A, [ (1 + T”-~)/P~ + C,, T + Tn-’ + c (Ai + 1 A, I)@ + +) . 
1 1 
(5.7) 
Noting that 
s 
‘p * dM = p * M(T) - p * M(0) 
0 
(5.8) 
our desired conclusion (5.3) will folloti from an appropriate estimate of 
M - p c M. The main step is: 
LEMMA 3. 
1 M(T + 0) - M(T)I 
< c,(l + I u I”) [l + 17 In-l + mgl (Aj + I A, IN + 17 IV)]. 
1 
Proof. Let c = inflDl<l p. By (5.4), c > 0. Since M is monotone, and p 3 0, 
I 
r+l 
dM<;j 
7+1 
7 p(~ - u) dM(a) < f p * dM(r). (5.9) 7 
BY (5.6), 
P * dM(d 
< (n + 1 A, I) 1 T In--l + C,, [l + I 7 In-’ + F1 (A, + 1 A, I)(1 + I 7 /j-j* 
Combining terms, changing C, , and using (5.9), 
n-1 
Mb + 1) - M(T) < G 1 + 17 P--l + C (4 + I A, I>(1 + IT Ij) . 
1 1 
SHARF’ ASYMPTOTIC REMAINDER ESTIMATE 267 
Then for K = 0, ,f 1, f2 ,..., 
I M(T + A) - w4 
[ 
78-l 
< 1 k ( c, 1 + (I T I + I k p+ c (A, + IAl I)(1 + IT I + I h IY 
1 1 
< 1 k 1 (1 + 1 li In-‘) c,, [l + 1 -T In--l + F1 (A, + 1 An I>(1 + 1 7 I’)]. 
For any real a, choose K with I K - u I < 1, I k 1 > I a 1, and find 
1 M(T + U) - M(T)1 
< 1 M(T + k) - M(T)1 
< (1 + 1 u I”) c, [l + 1 T In--l + 5’ (Aj + 1 A, I)(1 + IT I?)]. Q.E.D. 
1 
By Lemma 4, 
1 /’ * M(T) - M(T)1 = 1 j- p(---a)[M(T + U) - M(T)] da 1 
< c, [ 1 + 1 T In--l + ;’ (A, + 1 An I>(1 + 1 7 Ii)]* @*lo) 
Theorem 1 now fo?ws from (5.7), (5.8), and (5.10). 
In Theorem 1, dM(t) was controlled for I t I < 1. By a change of scale, we see 
the effect of controlling it for I t I < E. 
COROLLARY 1. Let n > 2 and 
d%(t) = dG”(t) + p(t) for I t I < E, (5.11) 
where 
Y(T) - &T”-a &!I)!? 1 < ny A, 1 T p-1. 
1 
Thenfor 7 > 0 
1 M(T) - M(o) - Tn 1 
< IAnI \ B” (,- + T--‘) 
+ c, e--n + F 
11-l 
+ T (&e--l + rn I A, I)(1 + ~9 1 . (5.12) 
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Proof. Let M,(T) = cM(T/c) and ~~(7) = P+(T/c). Multiply (5.11) by E” 
and replace t by et to find 
where 
r<(T) - A,?-2 
sin(/3/c)7 
BIe 
Apply Theorem 1 to &I’~ , replace 7 by ET! 
for Itl<l, 
n-1 
< 1 En-~Aj 1 7 /j-l. 
1 
and divide by l . 
Finally, we consider the cosine transform. Given N, monotone on [0, co), 
form 
M(T) = N(l 7 I) sgn 7. 
Then the Fourier transform is twice the cosine transform, 
d%(t) = 2 Irn co+) dN(T) = 2 d%(T). 
Making a similar transformation of the remainder, and setting n = 3 we get the 
Tauberian estimate (3.11) used in Section 3. 
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