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複数解探索のための成長型粒子群最適化法について





This paper presents the growing insensitive particle swarm optimizer (GIPSO) for multi-solution
problems. Especially, we consider the case where the number of solutions is unknown. The
GIPSO uses ring-topology and has an insensitive parameter. The number of particles can in-
creases and the swarm can grow. If parameter velues are selected suitably, the GIPSO can
identify all the solutions and can clarify the number of solutions. Performing fundamental nu-
merical experiments, we investigate the algorithm capability.
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を提案する. 本 PSOは乱数要素を持たない決定論的な PSO
である [11][12]. これは, 確定的な動作解析や再現性のある性













FA : SA → R+,
SA = {(x1, x2)|XL ≤ xi ≤ XR, i = 1, 2} (1)
ただし, [XL, XR]は各成分の探索範囲であり, XR＞ XL と





xis ≡ (xts1, xts2) ∈ SA, i = 1 ∼ NA (2)
ただし, xis は i 番目の解で, NA は解の総数である. 複数解
問題では, NA が未知の場合に, 探索空間 SA 内の全ての解を
見つけ出すことを目的とする.
便宜のため, 探査空間を分割数 Lpで格子点に分割し, 離
散化する. SD を Lp × Lp 格子点からなる次元 D = 2の離
散的探索空間とする.
解探索のための PSOの粒子数を N とする．離散時間 t
における i番目の粒子は P ti で表される. 粒子 P
t
i のもつ情
報は位置ベクトル xi, 速度ベクトル vi,によって特徴付けら
れる. ただし, i = 1 ∼ N である. 今まで見つけた最良の適
応度を F (xPbesti), Pbesti をパーソナルベストとする. 群の




子である. 本論文では, F (xGbesti)とグローバルベストの代
わりに, リング結合の場合に用いられる自身と最近傍の粒子






STEP1: 粒子 P i を初期化する．探索空間 SA に xti を
[XL, XR] の範囲でランダムに設定し、vti を [XL/2, XR/2]
の範囲でランダムに設定する.
STEP2: 各粒子の位置 xti を目的関数 FA(xti)によって評価
する. 粒子 P ti の位置が式 (3) の条件を満たした時, それは
近似解として記録される.





i if F (x
t












vt+1i ← w × vt + c× (xtlbesti − xti)
xt+1i ← xt + vt+1i
(4)
位置ベクトル xti は離散化された格子点 SD 上に存在する. た
だし, wと cは乱数要素を含まない決定論的なパラメータで






















STEP7: 探索時間 tが時間 tn に達するごとに現在の粒子の
数だけ粒子の増加を行う．増加粒子は結合系の中間に増加さ
れ，増加粒子の情報は初期化されている．また，初期粒子数
N0 = αとすると，増加粒子数は αである．また，粒子増加
の概要を図 4に示す．





F (x1，x2)　 =　 cos(2πx1) + cos(2πx2) + 2 (7)
以下のパラメータ値を用いた.
w = 0.729, c = 1.4779 (8)
目的関数をを図 3に示す. 式 (7)の関数は, [XL, XR]の範囲
によって異なる数で格子点上に配置された最適値を持つ. F1,




ラメータは次のように設定した：近似解基準 CA = 0.05, 最
大探索時間 tmax = 50. 粒子は探索空間内に初期配置される.
探索の後, 粒子は近似解にそれぞれ収束する. 図 5に粒子の
探索過程を示す. 図 2に, 粒子の数を判定するために用いた,
1つの最適解における領域を示す. その領域の範囲は半径 r


















N \ #sol 9 16 25 36
50 5.1 7.4 9.2 12.2
100 7.2 10.8 15.4 19.4
表 2 [XL,XR]と解の個数の関係
F (x) F (1) F (2) F (3) F (4)
[XL,XR] [−2.0, 1.0] [−2.0, 2.0] [−3.0, 2.0] [−3.0, 3.0]
#sol 9 16 25 36
図 1 Ring topology.
図 2 領域基準.
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図 3 目的関数 (x1, x2:格子点数).
図 4 粒子増加.
図 5 探索過程，A:F (1) 　 B:F (3) 　　　　　　　
((a)N=20，(b)N=60, (c)N=100).
