In this paper, we show that the application of different entropy methods for world indices. To do this, we use the world indices such as Istanbul Stock Indices (BIST 30), Brazil Index (Bovespa), Germany Index (DAX), Britain Index (FTSE100), South Korea (KOSPİ) , Japan Index (Nıkkei 225) , United States Index (SP 500) and China Index (SHANGAI) that have been investigated over all of 8 years (2010)(2011)(2012)(2013)(2014)(2015)(2016)(2017)(2018). We obtain Shannon, Tsallis, Rényi and at last the approximate entropy. Consequently, we provide computational results for these entropies for weekly and monthly data.
statistical mechanics the interpretation of entropy is the measure of uncertainty about the system that remains after observing its macroscopic properties (pressure, temperature or volume) [9] . [10] considered the most important properties of Rényi divergence and Kullback-Leibler divergence, including convexity, continuity, limits of σ -algebras, and the relation of the special order 0 to the Gaussian dichotomy and contiguity and indicated how to generalize the Pythagorean inequality to orders different from 1. [11] used to study the complexity of financial time series since the financial market is a complex evolved dynamic system and considered multi scale entropy in the complexity of a time series and applied to the financial market. [12] obtained some integrated techniques for modeling financial data and solving decision making problems, based on risk theory and information theory, examined several risk measures and entropy measures and compared with respect to their analytical properties and effectiveness in solving real problems. [13] described a generalized cumulative residual entropy based on the non-additive Tsallis entropy. [14] used entropy approach for volatility markets. [15] considered the effects of financial crises on foreign exchange (FX) markets, where entropy evolution is measured for different exchange rates, using the time-dependent block entropy method and indicated empirical results suggest that financial crises are associated with significant increase of exchange rate entropy, reflecting instability in FX market dynamics. [16] performed such entropy measure on the time series of prices and volatilities of six financial markets on tick-by-tick data sampled every minute for six years of data from 1999 to 2004 and indicated that the entropy of the volatility series depends on the individual market. [17] provided the weighted form of this measure and call it Weighted Cumulative Residual Tsallis Entropy (WCRTE), reproduced ageing classes and shown that it can uniquely determine the survival function and Rayleigh distribution. In this study, the method of based on entropy approach was used for world indices (Bist 30, Bovespa, Dax, Ftse 100, Kospi, Nikkei 225, SP 500 and Shangai) for the period 2010-2018.
Material and Method

The Shannon Entropy
The Shannon Entropy of probability measure p on finite set X is given by;
and 0 ln 0 0  . Given a continuous probability distribution with a density function ( ) f x , we can define The Shannon Entropy;
and ( ) 0 f x  . The Shannon; in information theory applications, the answer is given by the asymptotic equipartition property; There is
such that sampling n times from p yields an element of T with probability 1    , and 0   as . n  
The Tsallis Entropy
For any positive real number  , the Tsallis Entropy of order  of probability measure p on finite set X is defined as [ 1, 2, 5, 3]  
The characterization of the Tsallis entropy is the same as that of the Shannon entropy except that for the Tsallis entropy, the degree of homogeneity under convex linearity condition is  instead of 1.
Rényi Entropy
For   0,    , the Rényi entropy of order  is given by
 The scaling factor is conventional: it makes H  nonnegative for all  and ensures
where n u is the uniform distribution on an n-element set.
 The main property which the Rényi entropies have in common with Shannon entropy is additivity:
Interesting special cases;
 For 0   , we obtain the max entropy , which is cardinality of the support of  :
 For 1   , we recover Shannon entropy:
 For    , we obtain the min entropy:
Results
Data Set
We use the weekly and monthly closing prices of Bist 
Entropy Approach
We use the entropy method for volatility of Bist 30, Bovespa, Dax, Ftse 100, Kospi, Nikkei 225, SP 500 and Shangai. For this, we calculate to Shannon, Tsallis, Rényi and approximate entropies. In Tab. 5-13, firstly, we have obtained estimators for the Shannon entropy. Later, we have obtained the Tsallis for  parameter and Rényi for  parameter, calculated approximate entropy. If all likely events are same probability, the entropy takes maximum value. In our empirical results, volatility doesn't show differentness; this model indicates linear and nonlinear dynamics. We obtain from the results that entropies are positive so, characters of our data series are nonlinear. In the daily data series, we obtain that Kospi, Ftse 100, Shangai, SP 500, Dax, Nikkei 225, Bovespa and Bist 30 series have great value of approximate entropy, respectively. In conclusion, Kospi data series are higher volatility than other data series. For the Shannon entropy estimators, it is clear that Kospi series have larger values, similarly for the Tsallis and Rényi entropy, if  and  are close to 1, we get the Shannon entropy.
Volatility for Kospi, Ftse 100, Shangai, SP 500, Dax, Nikkei 225, Bovespa and Bist 30 series is connect with  and  . 
