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Quando se quer comparar duas ou mais subpopula.ções geralmente são aplicados 
testes de hipóteses. No campo paramétrico podem ser citados o teste t, o teste F, entre outros e no 
campo não-pa.ra.métrico podem ser citados o teste de Wilcoxon, Kolmogorov~Smirnov, teste do sinal, e 
assim por diante. No entanto estes testes não podem ser utilizadas quando a variável em estudo é o 
tempo de sobrevivência ou de falha e existe a informação de censura, muito comum em Análise de 
Sobrevivência e Teoria de Confiabilídade. Situações mais complexas podem ocorrer em sobrevivência 
como por exemplo a existência de covariáveis ~ que devam ser íncluidos na análise. 
A forma de incorporar as relações do tempo de vida com outros fatores é através da 
utilização dos modelos de regressão. O modelo de regressão de Cox (1972) tem sido largamente 
utilizado em problemas de sobrevivência devido à flexibilidade de não necessitar assumir nenhuma 
distribuição paramétrica para os tempos de vida. Seja À(t) = Ão(t) exp(f!'!) a função risco do modelo 
de riscos proporcionais de Cox, onde Ão(t) é a função de distribuição básica e ~ o vetor o vetor de 
parâmetros que indicam os efeitos dos tratamentos em relação ao controle. Um dos interesses da análise 
pode ser o de verificar se os efeitos dos tratamentos diferem do controle, isto é, testar H0:~ = º versus 
a alternativa não--réstrita H0:~ '# Q. Para essa comparação podem ser usados testes como o de Escores 
de Rao, de W ald ou da Razão de Verossimilhança.. Normalmente, em problemas de comparação de 
efeitos dos tratamentos e controle, deseja-se verificar se o efeito do tratamento é maior que o do 
controle e no caso de mais de dois grupos, se os tratamentos estão ordenados e são maiores que o 
eontrolet ou simplesmente ordenados, ou sej~ deseja-se testar a hipótese nula Ho:~=º contra 
alternativas restritas como: Ha:.B >O, Ha:O < {31 S fJ2 S · . . $ P,. ou Ha:.Bt $ fi2 $. . · $ f3,. 
respectivamente. 
O objetivo desta dissertação é estudar as estatisticas e elaborar programas 
computadonais para estas hipóteses (H0 contra Ha), baseadas no artigo de Sen (1984) e na tese de 
doutoramento de Wada (1988) que utilizam o principio da União-Intersecção para o teste. 
No Capitulo I é feito uma breve introdução de conceitos básicos e uma revisão de 
alguns modelos paramétricos, não-paramétricos e semi-paramétricos (Cox, 1972, 1975) mais conhecidos 
nesta área incluindo modeloo de regressão com variáveis concomitantes e o modelo de riscos 
proporcionais de Cox (1972). No CapÍtulo H é considerado teste de hipóteses para compa.taç.ão de duas 
ou mais amostras com alternativas restritas, apresentando dois exemplos numéricos para ilustrar essas 
introdução ~ pág. t 
situações, utilizando dois modelos diferentes. No CapÍtulo Ill é estudado os testes de hipóteses com 
alternativas ordenadas. Novamente no fmal do capitulo é apresentado aplicações numéricM para cada 
um dos teetes desenvolvidos neste capitulo. A distribuição teórica sob a. hipótese nula é estudada no 
Capitulo IV, incluindo alguns métodos alternativos e no final é feito uma ilustração numérica de todas 
as estaÜsticas encontradas nos Capitulos U e III. Fínalmente, no Capitulo V é apresentado o estudo do 
poder do teste1 conclusões da.s aplicações numéricas e as conclusões dessa dissertação. As tabelas de 




Existem situações de estudo em que os tempos de vida são objetivos de análíse. Por 
exemplo, um laboratório de indústria farmacêutica pode estar interesssado em testar um novo tipo de 
droga. Para isso divide-se um grupo de cobaias ern dois subgrupos, um que receberá. o controle e o 
outro que receberá a nova droga. Então pode-se acompanhar os dois grupos desde o inicio do 
tratamento até que todas as cobaias tenham morrido. No entanto, na prática, em determinadas 
situações não é possivel esperar que todas as cobaias morram e é necessário que o experimento se 
encerre num determinado tempo fixo. Outros experimentos, principalmente em situações industriais 
necessita-se observar os tempos de sobrevivência até que um certo número de individuos falhem. Os 
indivÍduos que sobrevivem ao tempo flxo ou a um certo número de falhas eha.mam-se dados censurados. 
Uma análise rotineira não utilízaria. esses dados censurados, que seriam eliminados. O método de 
análise apropriado para estudar dados com essa caracteristica é o de Análise de Sobrevivência. Esta é 
uma área relativamente nova na estatktica mas que tem motivado um grande número de pesquisas, 
dada a sua aplicabilídade tanto na área de Ciências Médicas como em Confiabilidade. 
Suponha. n individuos em estudo e que cada indivÍduo esteja associado um tempo de 
vida Yi. As censuras tipo I se originam quando indivÍduos são sujeitos a. perÍodos de observações e 
existe um tempo fixo Ti, de tal modo que o tempo de falha X1 é observado se Yi $Ti. Se os T/s são 
iguais, a censura do tipo I é chamada simples. Se os T/s são diferentes, no caso dos individuos 
entrarem no experimento em tempos diferentes, as censUl'as são chamadas múltiplas. Os tempos de 
vida Ti são independentes e identicamente distribuÍdas com função densidade de probabilidade f(x). De 
cada individuo é observado o par (Xi, óJ onde : 
(I. I) 
Este tipo de censura é muíto comum na área médica. 
1.1 ~introdução- pág. 4 
AR Censuras tipo D são observadas quando um determjnado tipo de experimento é 
planejado para ser finalizado quando há um número r de falhas e as (n -r) são as censuras. do tipo II. 
Experimentos envolvendo esse tipo de censura são frequentemente usados em testes de vida em 
indústrias. São colocados n Ítens em teste e ao invés de esperar que todos os itens falhem, o teste é 
terminado quando oeorre a r-ésima falha e os elementos restantes são considerados censuras. 
Formalmente, os dados consistem dos r menores tempos de vida Y (l) ~ Y (Z} ~ • • • :S: Y (r) de uma. 
amostra aleatória de n tempos de vida. Y 1, Y2, ••. , Y n de uma determinada distribuição de vida.. Uma 
generalização da censura do tipo li é a censura do tipo ll progressivo. Neste caso, as r1 falhas na 
amostra de n Ítens é observado, então n1 dos n- r1 itens não falhos são removidos do experimento, 
deixando n- r1 - n1 itens no experimento. Quando r2 itens falham, n2 dos itens não falhos são 
removidos e assim por diante. O experimento termina após uma série pré-estabelecida de repetições 
deste experimento. Este tipo de censura é mais comum na área industrial. 
As Censuras Aleatórias oeorrem em várias aplicações médicas com estudos de 
animais ou ensaios clÍnicos. Por exemplo, em ensaios cÜnicos, os pacientes entram em estudo em 
tempos diferentes. AE censuras ocorrem em uma das seguintes formas : L Perdidos de observ~ o 
paciente decide não mais se submeter ao tratamento. 2. Retirado do experimento, a terapia pode estar 
fazendo mal ao paciente. 3. Término do estudo1 acabou o tempo pré-determinado do experimento. Mais 
formalmente, seja Y e T os tempos de vida e de censura com densidades f(x) e g(x) respectivamente. 
Como na censura tipo I, X1;::;:: mln(Yi, Ti) é o tempo observado e 
se yi~Ti 
se Yi>Ti 
Ainda, além dos tempos de falha e de censuras, outras variáveis concomitantes 
também podem ser exercer um fator muito importante em uma análise. Por exemplo, em situações de 
Ensaios ClÍnicos, os pacientes são indicados aos tratamentos através da aleatorizaçã.o com o intuito de 
neutralizar possiveis vÍcios com respeito a tratamentos. Entretanto, dentro de um grupo tratamento 
obtido por esse método, os pacientes podem variar conforme o estágio da doença, que pode interferir 
diretamente na sua capacidade de responder ao tratamento. Portanto, se não for levado em 
ronsideração o estágio da doença ao planejar e analisar um Ensaio ClÍnico, pode resultar em mascarar 
diferenças em tratamentos1 eom isso obter conclusões incorretas. 
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ll /IDTACÃQ 11< CONCEITOS !!ÁSICQS. 
Em situações de estudo em que a variável dependente é o tempo, portanto tempo é 
uma variável aleatória que é c-aracterizado pela função densidade de probabilidade f(x) e distribuição de 
probabilidade F(x) = P{X S x). Definem-se as funções : 
l.'.U função Densidade de Probabilidade. Para uma variável aleatória contÍnua, o tempo 
de sobrevivência x tem uma função densidade de probabilidade (f.d.p,) definida como o limite de 
probabilidade que um indivÍduo falhe num curto intervalo x para (x + .ó.x) por unidade com .Ó.X1 isto 
é: 
'( ) _ 
1
. P(um individuo morra no intervalo (x, x + t::. x)) 
liX-lfil A IJ. X -i'() u X 
A função densidade tem as seguintes propriedades: 
a) f(x) ê uma função não negativa: 
f(x) 2, O para todo x :;?: O 
=Oparax >O 
b) A área sobre a curva da densidade e o eixo dos x é igual a 1. 
(1.2) 
Quando os tempos de vida estão agrupados, trata-se X como uma variável aleatória 
discreta. Suponha que X toma os valores x1, x2, ..• , xn ordenados em ordem crescente. A função 
densidade de probabilidade pode ser estimada como: 
número de pacientes mortos no tempo xi 
p(xj) :;::;::: P(X:;::;::: xj) :;::;::: número total de pacientes (1.3) 
Quando os tempos de vida observados para cada individuo não estão agrupados, isto 
é, contÍnuos, alguns modelos paramétricas são considerados. Os modelos panunétricos mais comuns e as 
suas funções densidades de probabilidade (f.d.p.) são (LA WLESS, 1982): 
a) Para X rom distribuição Exponencial (exp(8)), a f.d.p é dada por: 
f(x):;::;::: j exp(-1), parax >O e O> O. (1.4) 
1.2 - notação e conceítos básícos - fi 
b) Para X com distribuição Weibull a f.d.p. é dada por: 
(1.5) 
c ) Se X tem distribuição Weibull, U = log(X) tem distribuição Valor Extremot e a densidade de U é 
dada por: 
f(u) = ~ ex~u b 11 - ex~ u b IA)], para -oo < u < oo (1.6) 
-co <p < oo e b> O 
d ) A variável aleatória U = log(X) é Log Normal se X tem uma distribuição normal com média p e 
va.riãncia il. A f.d.p. de Ué dado por: 
1 1 u- p [ '] f(u) = :::J"2i cr ex:p - 2 (--a--) , para -oo < u < oo (1.7) 
-co<p<ooeo->0 
1.2.2 Jiun@o Sobrevivência.. Esta função denotado por S(x), é definido como a 
probabilidade que um indivÍduo sobreviva a x, ou seja: 
S(x) = P(um individuo sobreviva mais que x) = P(X > x) = 1 - F(x) 
As funções de sobrevivência correspodentes às f.d.p. acima são dadas por. 
a ) Para a distribuição Exponencial, 
(1.8) 
b) Para a distribuiç-ão Weibull, 
(1.9) 
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c ) Para a distribuição V a.lor Extremo, 
S(u) = exp [ ~ ext{ Y )} , -oo < u < oo (1.10) 
-co<p<ooeb>O 





1.2.3 Função Risco, A função risco ..\(x) do tempo de sobrevivência x fornece a razão de 
falha condicional. Isto é definido como a probabilidade de falha durante um intervalo de tempo muito 
pequeno, assumindo que o individuo tenha sobrevivido até o inicio do intervalo1 ou como o limite da 
probabilidade que um indivÍduo falhe em um intervalo muito pequeno, x pa.ra (x + Llx), dado que o 
individuo tem sobrevivido ao tempo x, ou seja: 
..\(x) = lim P(um individuo com idade x falha em (x, x+ f:,. x)) 
t:..x-o Ax (1.13) 
A função {1.13) pode ser escrito em termos de F(x) e f(x) da seguinte forma: 
.l(x) f(x) (1.14) (1 - F(x)) 
A função risco é também conhecida como a razão de falha instantânea., força de mortalidade, razão de 
mortalidade condicional ou razão de falha de idade especÍfica. Essa função não tem uma forma 
definida, ou seja. ela pode crescer, decrescer, se manter constante ou ainda indicar um processo mais 
complicado, dependendo da distribuição a que ela pertence. 
Para as principais distribuições de sobrevivência, são derivadas as seguíntes funções 
riscos (La.wless, 1982): 
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a ) A distribuição exponencial se caracteriza por ter função risco constante em relação ao tempo, isto é 
À(x) = ~ 1 X ~ 0 e e> 0 (1.15) 
b ) A função risco para distribuição weibull é dada por: 
,\(x) = AJl(.\x)~-I, x2: O, À> O e P >O (1.16) 
c ) Para a distribuição valor extremo, a função risco é dada por : 
-oo<s<oo (1.17) 
-oo<p<ooeb>O 
d ) A função risco da distribuição log-normal é dado por: 
1 -oo<p<ooeu>O (!.18) 
e ""(x) é definido em (1.12). 
L;! )!J:LAQÕES ENTRE Ali EUNÇÕES. 
AR três funções: função densidade de probabilidade, função de sobrevivência e a 
função risco são relacionadas. No caso de se ter distribuições contÍnuas, as seguintes relações podem ser 
obtidas: 
!. '( ) _ f(x) 
• x - S(x) (J.l9) 
1.4 ~ estimação da função sobrevi'tlincia • pág. f} 
2. f(x) = 1.!1 • S(x)] = -S'(x) (1.20) 
3. S'(x) d 
.l(x) = · S(x) = - dx log.S(x) (1.21) 
4. · J: .l(t) dt = log,S(x) 
(1.22) 
ou S(x) = •x1.· J >ct) dt] 
5. f(x) = .\(x) •x1.· J: .l(t) dt] (1.23) 
1,4, • ESTIMAÇÃO !!A FUNÇÃO SOBREVIYÊNÇIA 
As funções de sobrevivência S{x) podem ser estimadas através de métodos não-
paramétricas e métodos paramétricos. Entre os não-para.métricos as mais utilizadas são a de Kaplan-
Meier e a tabela de vida. No método paramétrica, a função de sobrevivência é estimada através da 
estimação dos parâmetros do modelo. 
lA.l Estimação nfW-paramétrica 
Para o caso não paramétríco1 considere inicialmente o conjunto de dados quando 
não existe censuras~ ou seja., todos os indivÍduos são observados até a suas falhas. A função de 
sobrevivência S(x) é estimada como a proporção de indivÍduos na amostra que sobrevive a x (Lee, E., 
1980) e pode ser escrito como: 
S{x) =número de indivÍduos na amostra ,que sobreviveram mais que x (1.24) 
número total de indivíduos na amostra 
Se os tempos de sobrevivência forem colocados em ordem crescente, a função (1.24) pode ser estimado 
como: 
1.4 M estimação da função sobrevivêncta ~ pâg. 10 
S.( ) n-i 1 i x{i) = --,r-= ~ fi 
Com isso podem ser obtidos: S(x(o)) = 1 e S(x(n)) =O. 
(1.25) 
Se ocorrem censuras, os métodos citados acima não podem ser utilizadas. Neste caso 
é utilizado a estimativa Produtcr-Limite (PL) dado por KAPLAN-MEIER (1958). O tempos são 
ordenados de forma crescente, sendo que se uma observa.ç.ão censurada e uma falha ocorrem no mesmo 
tempo, na ordenação o tempo de falha deve vir antes do tempo de censura. A estimativa é dada por 
(Cox & Oakes, 1984) ' 
onde: 
S(x) 
di = número de indivÍduos que falharam no tempo j e 
nj =número de indivÍduos em risco no tempoj. 
A variâ.nda da estimativa PL de S(x) é aproximada por: 
Vãx(S(x)) = ( S(x) l' E 
j:xi <x n{n·-d·) 
' ' ' 
(1.26) 
(1.27) 
Quando os tempos de sobrevivênda estão dispostos em intervalos de classes, a 
estimativa da função de sobrevivência é dado pelo Método Atuário ou Tabela de Vida. Essa função é 
estimada por (Lee, E., 1980)' 
onde: 
• k 
S(x) = 11 f>; 
i=l 
P;=l-<ii - proporção condicional de sobrevivência no intervalo 11 
• d; 
qi:;::: Di - proporção condicional de falha no intervalo i 1 
Di = n;-! ( li + Wt} - número de expostos ao risco no intervalo i, 
ni = número de individuas que ~ntraram no i~ésimo intervalo, 
di = número de indivÍduos que morreram no i-ésimo intervalo, 
li = número de indivÍduos perdidos da observ~o no i-ésimo ínterva!o e 
w1 =número de individues retirados vivos no i-ésimo intervalo. 
(1.28) 
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A variãncia de S(x,~,) foi derivado por GREENWOOD (1926) e é aproximado por: 
Vãr(S(x•)) - Var(P;) (1.29) 
L.4.2 Estimacâo Paramétrica 
No caso pa.raméttico a função de sohrevivénda é estimada através da estimação dos 
seus parâmetros usando os Estimadores de Máxima Verossimilhança (EMV). 
A forma da função de verossimilhança para dados de análise de sobrevivência e 
eonfiabilidade pode ser estudada sobre as três formas de esquemas de censura. A não e.onslderaçã.o 
destas unidades de informações incompletas sobre seus tempos de vida pode levar a inferéncias viciadas 
ou menos eficientes. Portanto, é importante que a informação contida nos tempos de vida censurados 
também seja levada em consideração. Para obter a função de verossimilhança para o parâmetro é 
necessário considerar a natureza do mecanismo de censura atuando sobre todos os dados. 
Como em Lawless(1982), para um esquema de censura do tipo H, somente as r 
menores observações numa amostra aleatória de tamanho n são observadas (r é íu::o, 1 ::S r~ n). Assim, 
coloca-se n unidades em teste e o experimento é terminado após a ocorrência da r-ésima falha. O 
número r é fixado antes da realização do experimento. Então, se a f.d.p. é f(x) e a função sobrevivéncia. 
é S(x), a densidade conjunta das r es~a.tisticas de ordem x(l)' x{2)' .•• , x(r) é dada por: 
(1.30) 
onde x(r) é o tempo de vida que corresponde a ocorrência da r-ésima falha. Para algum dado modelo 
estatÍstico pa.ramétrlco, as inferências podem ser baseadas em {1.30) na qual dá. a função de 
verossimilhança e então pode-se derivar as propriedades amostrais de ordem. 
Se é considerado um esquema de censura do tipo I, tem-se experimentos com um 
periodo fixo de observação. Uma possibilldade é considerar n unidades no inÍcio do experimento e 
terminar o estudo após um periodo de tempo flxo T. Assim, todas as unidades tem um tempo fixo de 
censura T. Um outra possibilidade é considerar um experimento onde cada unidade amostrai tem seu 
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tempo especifico de censura. T it pois nem todas a.e unidades iniciam o teste na mesma data. Como em 
Lawless(1982), suponha que existem n individuos em estudo e existe associado com o i-ésimo indivÍduo 
o tempo de vida Y i e o tempo de censura fixo T 1. Os X/s são assumidos ser i.i.d. (independentes e 
identicamente distrihuidos) com f.d.p. f(x) e funçOO de sobrevivência S(x:). O tempo de vida Xi de um 
indivÍduo será observado somente se Y1 ,$ T,,. Esses dados podem ser convenientemente representados 
por n pares de variáveis (X1, 5i), onde : 
(1.31) 
Dessa forma, por Lawless(1982), a f.d.p. conjunta de Xi e bi é : 
(1.32) 
Portanto X é uma variável aleatória mista com um componente discreto e um contÍnuo. Para a parte 
discreta tem-se : 
(1.33) 
Para valores Y 0 < T i• a í.d.p. conÚnua é: 
(1.34) 
onde por conveniência foi utilizado a notação Pr(xJhi = 1) para representar a f.d.p. de Xi, dado que 
Yi < T1• A distribuição de (Xi1 li i) então tem componentes: 
(1.35) 
Estas expressões podem ser combinadas por uma expressão simples daào em (1.32) e se os pares (XJ1 6i) 
são indepentes, a função de verossímilbança pode ser escrita como: 
L =.TI (!(x;))'i (S(t;))1 -'i 
n=l 
(1.36) 
No caso de censuras aleatórias, seja Y uma variável aleatória representando o tempo 
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de sobrevivência de um paciente e seja T uma variável aleatória representando o tempo de censura 
associado a este paciente. Com este tipo de censura e com a suposição de que as variáveis aleatórias 
continuas Y e T são independentes com funções sobrevivência S{x) e G{x),respeetivamente. Considere 
os pares (Yit Ti)t i:::= 1, ~ ... , n independentes como definidos em (1.1). Os dados observados são 
então {x,, 61), i= 1, 2, ... , n. Na determinação da f.d.p. de (x,, 6i), f(x) e g(x) são as densidades de X; 
e T;, respectivamente, dadas por: 
e 
P(x; =x, 5; = l) = P(Y; = x, Y; :5 t;) = f(x) S(x) 
DaÍ, podem ser obtidas 
P(x; = x, !;) = [f(x) G(x) t• [ g(x) S(x) f-'; 
TI [ f(x;) G(X;) f• [ g(x;) S(x;) ]1 - '; 
I :=1 
Em geral, o parâmetro de interesse é aquele associado ao tempo de sobrevivência X (que nã.o aparecem 
em G). Porta.nto1 a função de verossimilhança acima é simplificada para : 
(1.37) 
O método de Máxima Verossimilhança para estíma.ção dos parâmetros dos modelos 
paramétricos requer a maximiza.ção das funções de verossimilhança (1.30), (1.36) e (1.37). 
Normalmente, os estimado:res não são encontrados analiticamente; métodos iterativos de maxitnização 
são requeridos. O mais comum é o método de Newton-Raphson. No apêndice B1 o método de Newton-
Raphson é explicado em detalhes no caso particular de um modelo de regressão de Cox1 que será dado 
a seguir. 
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lJi fUNCÕES I!!CORPORANPO COYARIÁ VEIS' (MODELOS DE REGRESSÃO) 
Existem muitas situações de pesquisa em que as populações em estudo são 
heterogêneas e é importante considerar as relações do tempo de vida com outros fatores. Uma das 
maneiras de fazer isto é através dos modelos de regress~ na. qual a dependência do tempo de vida 
sobre as variáveis concomitantes é explicitamente admitida.(Lawless, 1982). Mais comumente, essa 
dependência pode ser linear, linear recÍproco ou log-linear, isto é: 
E(x;/~) = (1';, ' E( X;/!)= rA, ou E(x,f!) = exp(e';J, 
Como ilustração, o modelo de regressão exponencial é considerado, 
f(x/!) = J exp ( - 0 ) , x >O e~.> O 
-z -z 
(1.37) 
onde ªz pode ser : 
- modelo linear, €z;;;:: E( X{!:) ;;;:: fJ'! {Feigl e Zelen, 1965), 
-modelo linear reciproco, @z;;;:: E(X/!) = (,~1~) -l {Feígl e Zelen, 1965) e 
-modelo log-linear, (?.>:;;;:: E(X/'e)::::; exp{,8'~) (Glasset, 1967). 
sendo que ~ é o vetor de variáveis regressores. 
As funções risco são dadas por: 
>.(x/;) = J = (I'; e >.(x/;) =f= exp(-(1';) 
-z ~z 
nos casos dos modelos linear, linear-reciproco e log-linear respectivamente. 
Note-se que as funções risco acima podem ser escritas de fo.rma genérica como : 
>.(xf<) = .\,(x; ~.) g(~; (I) (1.38) 
que é chamada modelo de riscos proporcionais, pois a razão entre funções riscos relativos às cova.riáveis 
!h e ~2 é constante com respeito ao tempo, ou seja : 
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Consequentemente, 
S(x/!1; @,)~ex~- J:>(t/!1; e,) dt}~•x~- J:>e(t; e,) g(g1; (I) dt}= 
=ex~ -(J: 'e(q,) dt )x g(!t; (i')}= ex~- e g(!2; f!) f: 'e(t; e,) dt} ~ (S(x/!2; ª·) )', 
A tabela abaixo nos fornece as decomposições do >.(x/r:) relativos aos 3 modelos: 
modelo !.(xl!) 'e(x) g(!l f!) 
lineat (Jl'z)-1 1 Uo!r' - - flo 
linear recÍproco ((i'!) fio (fo !) 
log-linear exp(-(1'!) exp(-Jlol exp(f?*'!*) 
Quando X for Weibull, a função densidade de probabilidade é dada por: 
1-1 J '] f(xf!) = ,;(!) (a(!)) ex'l- (a(!)) , x >O, p O e a(!)> O (1.39) 
onde somente o parâmetro de escala a(~) depende de !:· 
Quando S = log(X) for valor extremo1 a f.d.p. de S dado~ é: 
(1.40) 
onde J.t(!) = log(a(g)) e u = {3 -l. O modelo frequentemente usado em análise de sobrevivência é 
p(g) ~(I'!· 
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l& MODELO ll.l; RISCOS PRQI?QRQIQNA!S ll.l; QQ:& 
onde: 
O modelo de riscos proporcionais (Cox, 1972) especifica que: 
(<fi) 
,\(x; ~) = -\,(x).e • 
:t é um vetor de p covariáveis de medidas, 
f3 é um vetor coluna de p parâmetros de regressão~ 
-
x é o tempo de falha e 
.\
0
(x) é uma função risco arbitrária e não especificada. 
(1.41) 
O modelo de riscos proporcionais, envolve uma função não especificada na forma de 
uma função risco arbitrária. Consequentemente, este modelo é mais flexÍvel, mas diferentes 
aproximações são requeridas para estimação e t(!Ste. 
A função densidade de probabilidade de X dado! correspondente a (1.41) é dada. por: 
l(x 1 ~) = ,\(x ; •l·••fJ. exp [· .•1! r \,(u) du] (1.42) 
A função de verossimilhança para o modelo de riscos proporcionais foi formulado 
por Cox(1972), utilizando a verossimilhança parcial. 
1.6.1 VerossimilhanÇ!! Parcial. 
Considere o conjunto risco R(x(l)) de individuos em risco em x{i)- O. A probabilidade 
condicional que o item (i) falhe até x(i) dado que os Ítens R(x(i)) é o conjunto risco e que exatamente 
uma falha ocorre em x{i) é: 
.\(x(i); z(i)) (1.43) 
Cada instante de falha contribui como um fator para a chamada verossimilhança pardal e essa 
verossimilhança é definido como o produto sobre todos os pontos de falhas x(-i); 
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(1.44) 
A verossimilhança parcial não é uma verossimilhança usual no sentido que a construção não dá um 
teJ."Ultado que é proporcional à probabilidade condicional ou marginal de algum evento observado, 
Se empates estão presentes nos dados, a verossimilhança pardal pode ser obtida 
aplicando um argumento símilar para o modelo logÍstico discreto. Para este modelo, a relação risco é 
dado por: 
(1.45) 
onde .>.d(x) é um risco discreto desconheeido, dando contribuição positivo para o tempo de falha 
observado x{l), x{2), ... , x(k}' Uma generalização direta sobre o argumento pode ser usado para 
calcular para cada tempo1 a probabilidade que a falha di poderia ser observado dado o conjunto risco e 
multiplicado por d1, Um simples cálculo dá a probabilidade condicional como o i-éaimo termo no 
produto, 
d· 
• Nesta expressão, s1 é a. soma. das rova!iâveis associadas com a. falha di até x{i)' si::::: .E z11 e 1 ::::: {11, 12, 
J=l· 
... , td.) é o conjunto risco R(x{i)) sem reposição . 
• 
A verossimilhança pardal (1.46) não melhora a consistência do estima.dor de f3 se 
existem empates pelo agrupamento de tempo de falhas continuas. Esta inconsistência na 
verossimilhança parcial que ocorre em (1.46) deve ser pensado como vindo de um modelo discreto 
(1.45) e assim a estimativa da probabilidade da razão paramétrica f3 naquele modelo. A função (1.45) 
não surge como um agrupamento do modelo continuo, os dois partunetros nã.o tem interpretações 
idênticas. Estes dois parâmetros concordam se a falha do tempo de agrupamento é pequeno, e eles se 
tornam mais distantes, sempre que o agrupamento do tempo de falha se torna severa. 
A forma da verossimilhança parcial formulada por Cox (1972) fornece boas 
estimativas quando não ocorrem empates nos tempos de vida.. Se ocorrem empates, resultados 
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diferentes daqueles obtidos por Cox podem ser obtidos (Ka.lbfleish e Prentice (1973)). Com base nisso, 
surgiram vários estudos em torno desse assunto. Cox (1975) apresenta uma verossimilhança parcial 
generalizando a idéia da verossimilhança condicional e marginaL A seguir é apresentado uma 
justificativa da verossimilhança marginal. 
1&:1 Verossimifhama Marginal~ !!'rank's" (Justificativa do Modelo de Cox) 
Inicialmente é feito a pressuposição de que não existem empates. Suponha também 
que os dados são não-censurados. Seja x1, x2, ... , xn independentes e Xt tem função distribuição Fi com 
densidade fi. 
Denote: 
!J- ~ (R1, R,, ... , Rn) 
onde Ri é o "rank" de~; 
A probabilidade para o vetor "rank" r é: 
(1.47) 
onde f{ :i) é a densidade correspondente a x(i)' 
Para este caso, os autores Kalbfleisch e Prentice, mostraram que: 
(1.48) 
(1.49) 
onde R{x(i)) é o conJunto rist.o. 
Quando uma censura amostrai é obtida., somente uma informação pardal é 
observada sobre os "'rank's". 
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A probabilidade marginal da estatistica "rank"', poderia ser uma das possÍveis 
inferências sobre fi. Pode ser notado ainda que o tempo exato de censura é ignorada, mas a invariancia 
dos modelos não censurados sugere que o comprimento do intervalo entre sucessivas falhas sejam 
irrelevantes para a inferéncia sobre /3. Consequentemente, poderia ser razoável supor que o tempo exato 
de censura. relativo a.o tempo adjacente não censurado, não poderia contribuir para a ínferencia sobre 
[3, 
Suponha que k ítens rotulados (1)! (2), .. ,, (k) são colocados em teste e os tempos 
de falhas observadas x(l) < x(2) < ... < x(k) ! eom as correspondentes covariáveis z(l) < z{2) < ... < 
z(k} e suponha que rn; itens com covariáveis zil• Ziz• ••• , zim sao censurados no i-êsimo intervalo 
[ x(i)' x(i+l)} i ::: O, 1, ••• 1 k1 onde x1= O e x(k + l} = oo. 
O çonjunto de possiveis vet-ores "rank"' pode ser carac.terizado sernpte por x(l) < 
x(2} < · · · < :x(k)· 
x(i) < X±t• X±z• .•• , x~ (i= O, 1, ..• , k) (1.50) 
onde x. ,. ...- sao· os temTV\S de falh"" não observadas associadas com os individuos 
·"il! ""i2' ' • '! ""'~ r- """ 
censurados em [X{ i)' x(itt)]. 
A verossimilhança marginal é então1 proporcional à probabilidade da 
ocorrencia do evento (1.50). Esta probabilidade é: 
onde: 
0000 co J f ... J ,L\ f(x(i),.(i)) h(x(i)) dx(k)',, dx(i) = 
ox(i) x{K +1) 
R(x(i)) =[[ (j),h·· .. ,jmJj::: í, ... ,k ]e o conjunto risco em ~if O. 
(1.51) 
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.L.§cl.:. FunciiQ ~ Ymvssimilhanca. ronsiderando empates. 
A função {1.51) é a probabilidade que, sobre a versão não censurada do 
experimento, (1.50) possa ocorrer. Em situações práticas, os registros de dados de sobrevivenda. envolve 
alguns erros de medida, e podem ocorrer empates. Para incluir empates, o procedimento é idêntico ao 
usado para incluir censura. 
Suponha que, de n indivÍduos em test~ os individuos il, i2, , . . . 1 id. são 
' 
observados como falhas no tempo x(í}' i = l, 2, ... , k, onde x(l)< x(2)< •.. < x(k) e .E d1 = n e então 
a expressão da verossimilhança marginal aproximada por (Peto, 1972a, e Breslow, 1974) é dado por: 
onde: 
onde: 
s1 -:::: E zij é a soma das covariáveis de indivÍduos observados que falhararn em x(i)' 
J 
EFRQN !,.l..[l1l sugere a aproxímação alternativa: 
D(x{i)) indexao conjunto de indivÍduos que falharam em x{i}" 
1..&J.:. EstimacAA QQa parâmetros ~ modelo. 
(!.52) 
(1.53) 
Tratando as expressões acima como uma verossimilhança usual, os estimadores de 
Cox para [:J pode ser obtida com uma solução para o sistema de equações: 
(1.54) 
onde: 
1.6 ~ modelo de riscos proporcionais de Cox ~ pág. 21 
sji é o j-ésimo elemento do vetor s1 e 
E z;; exp( z1jl) 
l E R(1(i)) -
A;;((i) = E exp( z1{1) 





(h, j :::::: 1, 2, ... , s) 
O valor de ~ que maximiza (1.52) pode típicamente ser obtida através do método 
iterativo como por exemplo o mêtodo de Newton-Raphson utilizando os resultados (1.54) e (1.56). 
Para o desenvolvimento da distribuição assintótico para ~~ é necessário fazer uso da 
8logL(jl) . 
expansão de Taylor da função "score" U(f.!) :::::: Bf! - sobre f!, que pode ser escrito como: 
-1 n112(~- )1) = n' 1{8~~~~~·l] U(/10) (1.57) 
onde: 
/30 é o "verdadeiro" valor de f! 
~,. está "entre" ~ e {30 
Sabe-se que "4'fi(~ ~ (30) é assintóticamente normal com médía O e matriz de 
variáncia I-1(p0). Se Hi é denotado como sendo a história completa das falhas e censuras a priori para 
x{-iJ com a falha em x(i)' então a probabilidade que o individuo (i) falhe até x(i) dado Hi é: 
. U (" ) 8log P[{i)/HJ 
entao: i= U;~-'o = âfJo 
z(i).fio 
P[(i)/HJ = --"-• --;;-,,-}: l1Po 
I E R(x(i)) 
{1.58) 
A média condicional E(U1/H;) é um vetor de zeros e então segue que a média não 
condicional E{U1):;;;;:; E[E(UifH,)] também é um vetor de zeros. A matriz de variânda para U(,60) pode 
ser <.'scrito como: 
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k 
'!P(/3ol = E '!P ;(/3ol 
i=l 
provido que u,, i= 1, 2, . , ., k são nã.o correlacionados. 
Para a normalidade assintótica de U (,80 ) e para a consistência de /i são requeridos 
que a informação quantitativa <SJ>t(P0), i:::=l, 2, ... , k, não poderia ser tão disparado e que os "scores" 
U/s, i= 1, 2, ... , k poderia possuir algum grau de independência e não rorrelaclonada. 
O resultado apresentado por Tsiatis(1978) assume que o valor da variável regressar 
é gerado da densidade f(z) tal que !z! é limitado por k < oo e o tempo de censura é assumido ser 
limitado. A densidade condicionado a z é independente do tempo de falha. Para mostrar a consistência 
de jJ, seja log L(,B) contÍnua e diferenciável como urna função de p, pegue um máximo no intervalo 
~ .. - Po 1 ~ §, par-a algum 6 > O. Se puder mostrar que o máximo nã.ü ocorre no limite com 
probabilidade um, então um máximo local é obtido na qual U(P} = O. Uma sequência de valores 6 que 
converge para zero, dá a consistência desejada. 
LL. TESTES m; ALTERNAT!V AS RESTRITAS, 
Na inferência estatistica, frequentemente é necessário testar a hipótese nula 
H0:w E 0 0 contra alternativa Ha:w E 0 1, onde 0 0 e 0 1 são subconjuntos disjuntos do espaço paramétrico 
n tal que 0oU01 é o próprio subconjunto O. Os testes estatÍsticos para estas hipóteses são geralmente 
mais poderosos do que os testes para alternativas não-restritas da forma B0:w E 0 0 contra alternativa 
n.'w, flo. 
Alguns estudos abordando testes com alternativas restritas em modelo linear 
multivariado em contextos paramét:ricos e não-para.métricos. Chacko, V. J. (1963) apresenta um teste 
de homogeneidade contra uma alternativa ordenada para análise de varíâncla. Neste artigo, a 
pressuposição de normalidade sobre o teste da razão de verossimilhança trabalhada por Bartolomew 
(1959, 191'>1), é extendida quando a ordenação é completa sobre a hipóteses alternativas. É proposto um 
teste paralelo baseado nos ranks e discutido para uma ordenação estocástica da população, sobre a 
pressuposição não-paramétríca e para tamanhos amostrais iguais. 
Kudô, A. (1963) considerou o problema da determinação do teste quando a 
população em estudo é uma normal multivariada com a matriz de varíância conhecida para determinar 
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testes unilaterais.. Baseadas nos artigos de Bartolomew (1959a., 1959b e 1961) foi definido uma 
estaÚstiea X2 baseado no critério da razão de verossimilhança. Discute a sua existência, a natureza 
geométrica e também dá um esquema para o seu cálculo. Além disso fornece a função distribuição da 
estatistica X2 e também são obtidos extensões destes resultados. Assim, os testes de hipóteses com 
alternativas ordenadas são consideradas como casos especiais dos problemas discutidos neste artigo. 
Nücscb (1966) simplieou a derivação de X2 e sua distribuição sobre a hipótese nula, 
reduzindo o problema de máxima verossimilhança para um problema de forma quadrática. Ele também 
desenvolveu a estatÍstica da razão de verossimilhança e sua distribuição para H0:p:::::: O contra Ha:Jl. >O 
quando a matriz de covariânda é E= u2E01 onde Eo é completamente especificado e u2 é desconhecido. 
Chinchilli e Sen (1981a,b) - Neste artígo é explorado o principio da Uniã.o-
Inte-.rseeção para testar hipóteses sobre alternativas restritas para alguns modelos lineares multi variados 
no contexto não-paramétrico. É proposto uma classe gera de testes baseados na estatÍstica. linear 
multivaria.do de ranks. É considerado principalmente a existência de testes de União-Intersecção e um 
método para o seu cálculo, O teste de ranks para ortantes restritas é assintóticamente mais poderoso 
que o teste de ranks para alternativas não-restritas quando certas condições de rogularidade são 
satisfeitas e quando o verdadeiro valor do parâmetro se encontra dentro da ortante. Boyd e Sen(1983) 
também apresentam um trabalho na mesma linha.. 
lJ!_ TESTE IlA !!NIÃQ-INTERSECCÃO (llil 
' A construção do teste do principio da União-Intersecção (UI) sugerido por 
Roy(1963) é próprio para situações multivariadas. O teste da UI para testar R0 versus Ha depende da 
decomposição da hlpótese nula e alternativa e da famÍlia de testes para os componentes. Por exemplo, 
se x ..... N(p, E), então a1x"" N(a'p, a1Ea) para todo a E utP e a hipótese H0:p.:;: J1o tem uma. 
decomposição natural como Ho:;: n {H0(a): a1 p. = a1 ~~o} A hipótese multi variada original de p:;: O é 
ae!J!P 
verdadeira se e só se a1 p = a1 p0 para todo a não nulo. 
A aceitação de Ho é equivalente a aceitar todas as hipóteses univarladas possiveis. 
Então a região de aceitação é t2(a) 5_ t!12, N _ p a região de aceitação multi variada é a. intersecção 
Q(t2(a)::;: t!12, N _ 1} que é o mesmo que especificar m~ {t2(a) ~ t!12, N _ 1} Assim, para o US!) do 
1.6. modelo de ri!JCOS proporcionais de Cox ~ pág. 2~ 
principio da UI é necessário maximizar alguma função. Para testes contra alternativas ordenadas a 
função é nii<rlinear e deve ser maximizado sujeito a algumas desigualdades. Podem ser usados métodos 
de maximização não-lineares para obter máximos dessas funções. A função Lagrangeana que deve ser 
rnaximizada pode ser escrita como: 
O teorema de Kuhn~Tucker-Lagrange (KTL) pode ser usado para encontrar algum ponto(>,*', t 1, t2) 
que satisfaz o seguinte sistema de condições: 
i) tl ~o 
ü) h,(>.),; o 
üi) h,( À)~ o 
iv) t\ h,(À) =o 
v) 81(.\, t,, t,)- o 8!. -
CAPÍTULO 11 
TESTES DE HIPÓTESES PARA COMPARAÇÃO DE DUAS OU MAIS AMOSTRAS COM 
ALTERNATIVAS RE!>'TIUTAS 
ll INJ:RQDUCÂQ; 
Sen (1984) considerou o modelo de regressão de Cox (1972), para analizar dados de 
sobrevivência de pacientes envolvendo a variável do planejamento ( grupos ou tratamentos ) e as 
variáveis concomitantes (informações adicionais). O i-ésímo sujeito (tendo tempo de sobrevivência Yi 
) tem a seguinte função risco: 
(modelo I) (2.1) 
onde: 
çi é o (r x 1) vetor que identifica os r tratamentos (grupos), 
q o (r x 1) correspondente vetor de parâmetros desconhecidos { o j-ésimo elemento de [3 é 
dado por: fJ j :::: efeito do j-ésimo tratamento menos o efeito do controle ). 
ªi é o (p x 1) vetor de cova.riá.veis , 
1 é o (p x 1) correspondente vetor de parâmetros desconhecidos e 
.\o(t) é uma função arbitrária desconhecida não negativa, onde se ç1 -= O e 
!i= O, então JQ .\o(t) dt = +oo. 
O modelo I considera os efeitos das p variáveis concomitantes e o efeito dos r 
tratamentos sobre o controle. 
Na mesma situação, Wada(1988) considerou o risco do i~ésimo stijeito dado por: 
(modelo II) (2.2) 
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onde I; é o ((p+ 1) x 1) vetor de covariáveis onde a primeira linha é formada. de uns, 
'!é o correspondente ((P+ 1) x 1} vetor de parâmetros desronheddos, 
f:í é uma matri~ {r{p+l) x (p+l)) que identifica o tratamento, ou seja, para. cada 
indivÍduo i, fi= (fíl• fiz• •• • , !:ir)'• onde fi';=Ip+l(ma.triz ídentida.de ({p+l) x (p+1))) se o i-
ésimo indivÍduo pertence ao tratamento j e Çjj = Qp + 1 (matriz nula ((p + 1) x (p + 1))) para. os outros 
j. 
~ é o vetor (r (p + 1} x 1) de parâmetros que relaciona o tratamento e as covaxiáveis e 
finalmente, 
.\0(t) é uma função arbitrária desconhecida não negativa, onde se ci ::::::: O e z.;:;;:: O e então 
J :;" \,(t) dt = +oo. 
Normalmente para a hipótese H0:~:;;:: Q, a alternativa é a não-restrita Ha:.B f: O, com 
1 como o vetor dos parâmetros de perturbação. A hipótese alternativa considerada. para estudo neste 
capÍtulo é a seguinte : 
R
4
: Não existe nenhum tratamento que é inferior ao controle, ou seja: 
H~l): /3j ~ O ; j = 1, 21 ••• , r com no minimo uma desigualdade restrita. .(2.3) 
A hipótese restrita (2.3) é chamada alternativa ortante porque f! pertence ao ortante 
positivo. 
Existem situações em que o tempo de sobrevivência y; não é observáveli a. vatiá.vel 
aleatória observável para cada indivÍduo i= 1, 2, ... , n é x5 = min(yi1 ti) e li;:;;:: I(yi :5 ti), onde I(A) é a 
função indicadora do conjunto A e ti é o tempo de censura. Para cada indivÍduo i = 1, ~ ... , n1 observe 
que~ é o tempo de falha ou de censura observado e a variável indicadora li i é tal que: 
h- = {1 se o indi~duo falha 
1 O se o individuo é censurado 
Considere ainda pata cada individuo1 o (p x 1) vetor de variáveis concmnitantes ~i e o (r x 1) vetor ç:i: 
que identifica o tratamento para cada. indivÍduo. Por exemplo, considerando o modelo I suponha que no 
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estudo existe um controle e três tratamentos (A, B e C) e que o í-ésimo indivÍduo recebeu o tratamento 
A, então Ei = ( 1 O O ). Se o i-ésimo individuo tivesse recebido o tratamento B, C ou controle, então 
Ei = ( O 1 O 1 ç_{ = ( O O 1 ) ou f: = ( O O O ) respe<:tivamente. Por outro lado, considerando o 
modelo H, suponha p :: 1 e r = 1, ou seja, um tratamento, um controle e uma. covariável, 
f;=[ 1 
- o 
o ] - [ o 
1 
se o i-ésimo individuo receber o tratamento e Ei = 
0 
: ] se receber o controle. Se 
[ 1 o 1] p = 2 e r= 1, ou seja, um tratamento, um controle e duas covariáveis, Si= O 1 O se o i-ésimo o o 1 
[
o o o] 
individuo receber o tratamento e çi = O O O se receber o controle. Se p ::: 2 e r = 2, isto é, um 
o o o 
controle, dois tratamentos e duas covariáveis, 
o o o 1 o o o o o 
o o o o 1 o o o o 
o o o o o 1 o o o 
Ç:. :;:::: C·:= e fi= 
o o o 
-· o o o 1 o o 
o o o o o o o 1 o 
o o o o o o o o 1 
-se o i-ésimo individuo receber o controle, o tratamento 1 ou o tratamento 2, respectivamente. 
Portanto, para cada individuo o conjunto (x;, é i, ç,, !i), i = 1, 2, ... , n é observado. Com base nas 
ohs<mtações individuais a função de verossimilhança parcial foi definida para. testar hipótese com 
alternativa (2.3). 
O objetivo do presente capÍtulo é estudar a metodologia desenvolvida. para testar 
H0:p;::: O contra a.lte.rnativa. restrita. formulada em (2.3)1 utilizando o modelo (2.1) dado por Sen (1984) 
e o modelo mais geral (2.2} dado por Wada.(1988). Esses estudos tratam da definição de testes 
estatÍsticos, que serão apresentados na.s secções 2.2 e 2.3. Finalmente, aplicações numéricos dos dois 
métodos serão realizados para duas ou maia populações e apresentadas na secção (2.4). 
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2,2 TESTE .!!E !ll!IÃQ-!Nl'ERSEÇÇÃQ Ul!A ALTERNATIVAS QRUNIES PRQPQSTQ fQR 
Wimw.. 
Considerando o modelo I (dado em 2.1)1 dado que lo(t) é uma função desconhecida 
arbitrária não negativa e considerando somente os tempos continuos, a função de verossimilhança 
pardal de Cox (1972, 1975} para { x,,, éf, fi• ~i) pode ser escrita como: 
(2.4) 
Sob H0 : P ; O, a equação (2.4) é dada por: 
(2.5) 
O estima.dor de máxima verossimilhança parcial (MPLE) de 7 é obtido maximizando a funç.ã.o de 
verossimilhança parcial (2.5) ou maxhniza.ndo 
6 1 T.P. (O ) n [ t I (xj ~ X;) ~i exp (y~;) J 
og ....,N ~' 1 :;:: "' Ó· Z· - J=l :;:: 0 
l)'y LJ ' ~t 
• i=l E I (x · ~ x,) exp h'!;) 
. 1 ' • J= 
(2.6) 
Para a determinação do estimador (MPLE) j~ de 1 pode-se utilizar qualquer um dos métodos 
iterativos1 como por exemplo o Método de Newton-Raphson. Utilizou-se o módulo PROC IML do 
software estatÍstico SAS Institute Inc., para essa finalidade. (Apêndice B). 
O vetor U N de escores é dado por: 
(2.7) 
2.2 ~ teste proposto por Sen ~ !9 
que é obtida. tomando se log de (2.4)1 isto é : 
e a primeira derivada 
8 log L~ (~, 1l 
ti~ = {'é[c·-L-t 1 -1 i:l 
Substituindo f! = Q e 1 = 1& em (2.8), obtém~se : 
O usual teste dos escores de Rao, para testar hipótese 
é dada por: 
onde I(º) é a Matriz de Informação de Fisher Observada, 
l .. 
A matriz I(~0) é particionada da seguinte forma: 
l(~o)=[ v" v, J 
v,, 
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(2.12) 
(2.13) 
que são obtidas derivando (2.8) em relação a f!', 
(2.14) 
e substituindo f!::::: g e w13 =I (x i ?. -'4) exp (1~~j) (2.14) pode ser escrita como: 
(2.15) 
e analogamente : 
(2.16) 





- Z2 21 11.2 
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V-1 v v-1 
- 11,2 12 22 
V-1v v-1 v v-1 v-1 22 21 11.2 12 22 + 22 
(2.!8) 
(2.19) 
quando f= [ ;j e a hipótese é H0:~ = Q eontr,a H a:.!! ::f:º' considerando 1 como vetor de parâmetro de 
perturbação on e 1 é tomado como 'Í~• a estatistica de Rao é dada por : 
Desde que, 





- 22 21 11.2 
(2.20) 
(2.2!) 
As condições de regularidade dos estimaàores de máxima verossimilhança para o 
modelo (2.1) são satisfeitas (Wada. 1988). Então\ 
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1) V 11 converge em probabilidade para vw isto é V 11 1':- vw onde : 
(2.22) 
2) A distribuição assintótica. de 'fN é normal com média O e variãnda v22 ~ isto é 
'lfl(?~-1) - N(O, v22) onde' 
v =-E [a'log L!M, 1)] 
2z ô1 8'"/ (2.23) 
Cox (1972), usou o fato qne UN '"'"' N ( Q , v11•2) e portanto, para um dado a ~ 
Oo 
[
82 log L~(/,, -y)J 
•u = -E Bf! ai - . Logo 
a!ú 
2 - N 
- 1 
(a! V a) 12 11.2 
(2.24) 
possui assintóticamente distribuição normal com média O e variância unitária. 
Considere o conjunto A :;;:. { fJ : {3 >O } positivamente homogênea no sentido que 
para todo M > O, M/3 também pertence a A, sempre que f3 pertence a ele. Para um dado a? O, 
considere a hipótese alternativa H0 : fi :;;:. Ma, onde M >O. Então a hipÓtese alternativa pode ser escrita 
romo H> :;;:. U A Ha, onde A = { a : a~ O }. Assim, para testar a hipótese nuJa H0:~:;;:. O versus a 
alternativa (2.3), pelo principio da UI de Roy (1953), o teste apropriado é da forma: 
,t~) = sup N 1 
{ 
a!U 
(a'V a) 12 11.2 
(2.25) 
2.2 ~ teste p1·oposto por Sen ~ SS 
Esta. expressão deve ser maximizado) sujeito a a> O e atv 11•2 a= constante. Sen {1984) considerou : 
h1(a) =- V11•2 a, 
h2(a) = (a'V11•2 a- 1) 
(2.26) 
O problema se reduz a minimização de h( a) sujeito aos contrastes h1 ~O e h2 ::;;; O, que é um problema 
de programação não linear e portanto pode-se aplicar o teorema de Kuhn-Tucker-Lagrange (KTL). 
Para isso, a função I..agrangeana é dada por: 
Aplicando as funções (2.26) na função (2.27) obtém-se: 
e o pouW KTL é algum ponto (a*, ti) t2) que satisfaz os seguintes sistemas: 
I)ti?:O 
Ill)~{a.)=O =?a'"1 V11 .2 a"' ::;;;1 
onde1 por Morrison {1967) e Mardia(l979), tem-se : 
" ., v • v t 2 a 11.2 a 
iJa 
então V) será da seguinte forma: 
(2.27) 
(2.28) 
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Ainda, com base em I), li), UI), IV) e V) temHse que a"''UN é a solução desejada e de V), obtem~se: 
essa expressão pré-multiplicada por a"'1 é dada por : 
e usando o fato que V11.2 é simétrica.: 
"U t"V • 2t""V • 
=a N+ 1 11.2a = 2 3 11.2a 
utilizando III) e IV), ou seja. : 
a*' V11,2 a*= 1 e ti v11.2 a*= o 
e então: 
De (V) tem-se ainda que: 
(2.29) 
Substituindo (2.29) em III); 
que pode ser escrito como: 
f.f ~ teste proposto por Sen ~ 35 
(2.30) 
mas tomo V]}~ V11.2 :;:;::: I, onde I é a matriz identidade e V11•2 é uma matriz simétrica, então (2.30) 
pode ser escrito como: 
UNVll.zUN + UN VIl.z v11.2 ti + ti'UN + ti'Vt1.2 ti:;:;::: 4 t~ 
Mas por outro lado ao substituir {2.29) em (IV) obtém-se: 
e então: 
'
., U - t"'V t• 1 N - - 1 11.2 1 
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De (1) e de (2.32) tem-se que 
t• > o 1 -
(2.33) 
e 
Considere agor'a a partição de UN (2.21) e V11 .2 (2.18) em um subconjunto a., , -~ a.Ç P (P = {1, 2, .. 
. , r}). UNtem r ( 2: O) componentes e considere a como sendo algum subconjw · de P = { 1, 21 ••• , 





O teste é dado por (2.20) onde UNe V 11.2 são dados pelas partições (2.34) e (2.35), 
Considere a estatÍstica : 
Vi1.2(a) = V U.2(aa.) - V n.2(.d) Yll.2{aa) V 1L2(ia) 
A inversa dessa matriz é dada por: (Anderson (1958)) 
ViJ.~(a);: 
[ 
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com isso, a esta-Ústica (2.20) pode ser escrita como: 
U1 y-1 U U1 y•-l U U1 y-t V y*-1 U N 11.2 N :::: N{a) 11.2(a) N(a) - N(ã) ll.2(aa.) U.2(ã&.) 11.2(a) N(a) ~ 
U' v-1 v v"-1 v v-1 u 1 + N(ã) 11.2(ãi) 1J.2(ã&.} 11.2(:a) 11.2(aã) 11.2(iã) N~" • 
(2.38) 
Usando o fato que V~l.:l{ia) :;:;: V 11.2(ali)' a função (2.38) é simplificado como: 
+ Uf.r(ã) V}/.z(iã) UN{ã) (2.39) 
e definindo: 
(2.40) 
(2.39) pode ser escrita como: 
U*1 v•-l u· U1 v-1 u N{a) 11.2(a} N(a) + N{&) 11.2(aa.) N(i) (2.41) 
Kudô (1963), mostrou que a coleção de todos os 2,. conjuntos ; 
OÇaÇP 
é um particionamento disjunto e exaustivo do espaço euclidiano r-dimensional. 
Para V a, O Ç a Ç P 1 (2.:H} pode ser escrita como matrizes particionadas da seguinte 
forma; 
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[ ., ., ] 1 [UN(•)] [ Vn.2(aa) Vn.2(ai)] tl(a) tl{ii.) 2t* U + 





v11.2(aa) v 11.2(ai) 
J 
t" [UN(•} [ l(a.) = [ a( a) ] a= _1_ 2 t2 UN(ã) v ll.2(iia.) vtl.2(a.a) a(ã:) ,., l(ã) 
tem-se que: 
se t~(a) = O, então a( a) 2: O e a(a) = O 




e usando o fato que a(a) = O e t~{•) = O, ou seja: 
portanto: 
' 
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e substituindo {2.41) em (2.33), obtém-se: 
t 2 = +N Yif.2 UN- tj' [ 
2 t2 = ( U~ Vtl.2 UN- U~(ii) Vtl.2(ãã) UN(i) )1 /z 
e substituindo {2.31) em (2.43) tem-se que: 
1 
' U (u" y•-1 U' + U' v-1 U U' y-l U ) I, a N = N(a) 11.2(a) N{a) N(ã} 11.2(iã) N(ã) - N{ã) 11.2{iíi) N{ã) 
Com a. condição que: 
1 
'u (u*1 v*-1 u* ) I, a N = N(a) 11.2(a) N(a) 
desta forma. o teste esta.tfstico UI (2.25) é dado por: 
(2.42) 
(2.43) 
Apesar da. expressão (2.44) parecer complicada, entre os 2r possiveis termos nesta 
expressão, existe somente um termo em que as duas funções indicadoras sejam diferentes de zero 
simultaneamente. O termo a= O eorresponde ao caso quando VJ{.2(aa) UNfi) :$O e o termo a.= P para 
o caso quando uN<•l >o. 
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Zd :miTE llE lJNIÁQ-INTEJjSECÇÃQ UM ALTERNA'l'!YAS Oft,TANTES PROPOSIQ fQ!i 
WADA (!988). 
O interesse novamente é comparar H0: f! = º contra a hipótese (2.3) para o modelo 
II (dada em 2.2) Foi utilizado um racioclnio análogo ao modelo anterior, a função de verossimilhança 
(2.45) 
A expressão (2.45) sob fio é escrita como: 
(2.46) 
que é uma expressão semelhante ao obtido em (2.5)1 no entanto desta vez o vetor ~; é formada pelas 
covariá.veis e a. primeira çQ}una de uns1 então o estimador de máxima. verossimilhança parcial (MPLE) 
de 'Y· pode ser dado como em (2.6) 1 através dos métodos iterativos, por exemplo o Newton~Raphson, 
como citado anteriormente. 
Os escores da verossimilhança pardal (PLS) são obtidos derivando 
(2.47) 
lilogLJ<(P, 1) 
isto é, lJf! ~ -
[ 
>1'-a(x- > x-)e-z-ex..l(~+P'c·)•·)j n 1..- 1 - ' -J-3 1-\ !. - -J -J 
=""" Ó· C·Z·- L3-õc1';,------;~----r' L..Jt-~-' n .1 1 ) 
i=l ?:
1
1(xj ~ x1) ex!'\. (7 + f! f:j) ~i 
J= 
(2.48) 
considerando-se f!=º e I= zfJv e substituindo em {2.48), obtém-se: 
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(2.49) 
e a matriz de segundas derivadas parciais (2.15) é dada por- : 
(2.50) 
desde que: 
f; l(xj ~ xi)!?jª;iê~1i~-ex~("J+t!?j)~j)f;1 i(xi? xi)exj(1+~1çj)~i) _rl p=- V\, + 
( jf;,i(xj ~ X;)exP{(!+(i'ç;)~;)) 
(2.51) 
+ 
<'t(x· > X·) <•' · -·~1(~ + fl'c ·)z ·)<'t(x· > x·) ca ex_((• + fl'c·)'·) 
'-', ) - ' -:J-:J """1-\. .! - -J -J ~--, ) - ~ -J-J P\.. .! - -J -J J- :r= 
2 
Gf;,l(x; ~ x;) exP{(J + (i'çj)~jJ) 
Analogamente, (2.16) e (2.17) são dadas por : 
(2.52) 
(2.53) 
2.4 ~ aplicações numéricas • pág . .{.2 
Considere novamente a estatÍstica (2.20) e seja a um subsonjunto de P =- {1, 2, •.. , r(p + 1)} e ã o 
subconjunto complementar (O Ç a Ç P) e para cada a, UN e V 11•2 é particionada como: 
e 




Como em (2.40) e (2.36) considere: 
(2.55) 
Vit.2{a.) =- V 11.2(a.a}- V u.z{aã)Vll.z{ãa)V 11.2(ãa) 
e portanto, utilizando um procedimento análogo, é obtido a seguinte estatÍstica para testar a hipótese 
nula H0: f! ::::: O versus a alternativa (2.3) : 
,11) " {(u*' v•-1 u· )11, ~N = L< N(a) 11.2(a) N(a) 
o_ça_ç P 
(2.56) 
E para esta estatÍstica também, como no caso anterior, entre os 2r(p +I} possiveis termos, existe apenas 
uru caso em que as duas variáveis indicadoras são iguais a um simultaneamente, ou seja, esta 
estatÍstíea reduzirá a apenas um termo onde Ui.f(a} >O e Vl_l.2(ãã)UN{a) ~ O. O termo a=- O 
corresponde ao caso quando V!l.2(u.) UN{ii) :5,; O e o termo a=- P para o caso quando U~(a) > O. 
2.4 APLICAÇÕES NUMÉ!\ICAS. 
2.4.1 - TRATAMENTO VERSUS CONTROLE 
A primeira aplicação numérica foi realizada sobre o conjunto de dados apresentados 
por Lagakos (1978) e refere-se a uru Ensaio ClÍnico de Cancer do pulmão conduzido no Ea.stern 
Cooperative Onoology Group. A Tabela C.l sumariza os resultados de 150 pacientes com "'.squamous 
cell c.arcinoma". Oitenta e três pacientes morreram com falha. local (c:= 1) e sessenta e sete foram 
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censurados (c= O). Foram considerados duas covariáveis: z1 = performance status (ambulatório = O, 
não-ambulatório = 1 ), z2 = idade em a.nos. O tratamento é dicotômico com w = O para tratamento A, 
e w = 1 para tratamento B (controle). O tempo de sobrevivência foi indicada por t. Os dados estão 
listados no Apêndice C : 
Como o primeiro passo para a análise desses dados, foi feito o estudo descritivo 
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Para testar a hipótese nula H0:_,8 =O versus a alternativa H6 :j3 =f O, indalmente será usado o teste do . . 
log-ra.nk, pois é não-paramétrico e com isso não é necessário assumir nenhuma distribuição. Por este 
teste baseado na estatÍstica linear dos ranks, resultaram em t = 1.09116 com probabilidade de 
significância a = O.õ883. Portanto não é possÍvel rejeitar H0 ou seja, não existe efeito do tratamento A 
sobre o tratamento B. 
2.4.1.0 • Escolha do Controle 
Como ~ parâmetro a ser testado é a diferença entre o efeito do controle e efeito do 
tratamento, inicialmente é necessário identificar esse controle de tal forma que possa ser testado a 
hipótese alternativa proposta, Para isso para um modelo de Cox, sabe-se que: 
S(t) =ex~- J >(u)du} 
{ !l'xJ' } =exp -e·· 
0
>,(u)du 
_f } !l'u 
= exl')_- J: Ào(u)du e- -
logS(t) = exp((l'!)logS0(t) 
log S(t) 
log S0(t) 
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sendo ~ o vetor que identifica o tratamento. No caso de um tratamento um controle, z = 1 se 
indivÍduo rocebeu o tratamento e z ::;:; O se recebeu o controle, a expressão acima ' escrita como: 
log S(t) = exP(/1) 
log S0(t) 
Assim} se S(t)?: S0(t), então exp(,8) ::; 1, ou seja fJ .$;O, caso contrário f3 >O, que rudmente é o que se 
deseja te<itar. Portanto, para efeito de teste deve ser considerado como controle a curva que apresentar 
o maior tempo de sobrevivência. 
onde 
2.4.1.1 - Modelo I 
Para a aplicação do modelo I a função ríseo para cada indivÍduo é dada por: 
.l;(t) = >,(t) exp(/l <;+'h',;+ 72'21), i= 1, 2, ... , n 
fJ é o parâmetro que indica o efeito do tratamento A sob o controle e i' j os 
parâmetros que indicam os efeitos das covariávcis '!j• j::;:; 1, 2, e t\::;:; 1 se o 
indivÍduo recebeu o tratamento e c1 = O se re::ebeu o controle. 
A hipótese da existência do efeito de A é testada por : 
H0 : f3 =O contra H a : fJ > 01 
considerando 1 como parâmetros de perturbação 
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A estimativa de 1 = 1~ obtida através da resolução de (2.6) pelo método numérico 
de N.ewton-Ra.phson resultou: 
o-[ 0.6684 ] 
LN- -0.0163 
e as matrizes (2.15), (2.16) e (2.17) foram respectivamente: 
v 11 ~ 0.1088, v 12 ~ [ -0.0195 -0.2047 ] e V 22 ~ [ 0.1234 0.5749 
Os escores (2.9} e a matriz V11•2 (2.18) resultaram em: 
UN = [0.4063] e V 11•2 = [0.1054] 
• li 
0 {1) o 






Logo, a partição que satisfaz UN(a) >O e V!1:z(ãã)UN(ã) .$O é para a= {1} e ã= 0 e com isso a 
estatÍstica proposta (2.44) resultou em : 
l-U> ~ ~1.5655 = 1.2512 
2.4.1.2 - Modelo n 
Para o modelo IJ a função risco é dada por: 
\(t) ~ -\,(t) exp((I' + f!'ç;) ,,) , (i= 1, 2, ... n) 
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onde, neste C880, 1 é o (3 x 1) vetor de parâmetros que indicam o efeito das covariáveis z. 
. .. (!; := [ z0 z1 z2 J , z0 = 1} f! é o (3 x 1) vetor de parâmetros que indicam o efeito da interação entre 
tratamentos e covariáveis !i• a. matriz çl é dada por : 
1 








: ] se o i-ésimo indivÍduo recebeu o tratamento B e 
~ ] se o i-ésimo indivÍduo recebeu o tratamento A. 
A hipótese a ser testada é novamente : 
H0: j3 i = O e a alternativa restrita é H0: fJ j > O, j = 1, 2, 3. 
sendo p2 e ji3 são os efeitos do tratamento e primeira covariável e tratamento e .segunda c:ovariável 
sobre o controle respectivamente. 
O estimador de máxima verossimílhança de (2.46)1 através do método iterativo de Newton-R.a.phson, 
forneceu as seguintes estimativas 1'k- de 7 : 
,o,=[ 0.6:84] 
-0.0163 
as estatÍsticas (2.50), (2.52) e (2.63) resultaram em' 
Vu=[ 
0.1088 0.0392 6.2740 l 0.0392 0.0962 2.5292 6.2740 2.5292 396.9688 
Vu=[ 
-3.7E-18 -3.33E-18 4.263E-16] 
-0.0195 0.0757 -0.8366 e 
-0.2047 0.2348 23.5811 
[ 
O -4.63E-19 
v,= -4.63E-19 0.1234 
1.421E-16 0.5749 
Os escores (2.49) e a matriz (2.18) calculados for-am : 
• ã UN(a) 
{0} {1, 2, 3} [O] 
{1} {2, 3} [-0.2607] 
{2} {!, 3} [0.1020] 
{3} {!, 2} [-17.5789] 
















[ 0.4116 ] 
0.0576 
[ -6.0442 ] 
27.1387 
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continuação 
{1, 2} {3) [ 0.0028 ] 
0.0984 
[0.0643] 
{1, 3) {2) [ -0.1780 ] 
-19.2990 
[14.9044] 
{2, 3) {1) [ 0.1423 ] 
1.3762 
[3.7340] 
[ 0.4063] {I, 2, 3) {0} 0.2886 [O] 
24.8030 
Logo, a partição que satisfaz U~(a.) >O e Vlf.z(ãã)UN(ã) ~O é para a= {1, 2, 3} e ã = 0. Com isso, a 
estatis.tica proposta (2.56) calculada foi: 
LfJl = -J0.9104 = 0.9542 
2.4.2- DOIS TRATAMENTOS E UM CONTROLE 
O segundo conjunto de dados a ser analisado foi dado por Kalbfleish & Prentice 
(1980) e se refere a pacientes com ca.ncer do pulmão. Ai! variáveis consideradas no conjunto de dados 
C.2 é t (tempo de sobrevivénda) e o tipo de tumor que são dados por: tipo= 1 para squamous, 
tipo = 2 para small1 tipo = 3 para adeno e large. São consideradas as tres covariáveís zl = meses de 
diagnóstico, z2 = idade em anos, z3 = terapia a príori (O -não e 1 -sim) e a informação de censura 
(1- falha e O- censura). O conjunto de dados ainda possui a informação do tipo de tratamento 
recebido tr, que por agora não será analisada. Os dados são listado no Apêndice C . 
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O interesse é verificar o efeito dos tipos de tumor no tempo de sobrevivência do 
paciente. Inicialmente foi feito um estudo descritivo através do método de K.a.plan-Meíer para verificar 
o comportamento dos tempos de sobrevivência em relação a cada um dos tipos de tumor, levando em 

















Pelo gráí1e0 nota-.se a existência de uma possivel diferença nos tempos de sobrevivência para cada um 
dos tipos. Sem a consideração das covariá.veis foi aplicado o teste de log-rank baseado na. estatistica 
linear dos postos (Kalbfleish & Prentice(1980)), que resultou a estatÍstica t = 16.9010 eom um 
p_value = 0.0007. Rejeita-se a hipótese de igualdade das funções de sobrevivências dos 3 tipos de 
tumor, sendo que existe uma indicação de que o tipo de tumor 2 (small) apresenta o menor tempo de 
sobrevivência, seguido pelo tipo 3 (adeno+large) e por último o tipo I (squamou.s) apresentando a 
maior sobrevivência. 
2.4.2.1 - Modelo I 
Considerou-se o tipo de tumor 2 como o controle, o tipo 3 como o tratamento A e o 
tipo 1 corno o tratamento B para o modelo I ou seja1 /31 é o efeito do tipo 3 em relação ao tipo 2, e 132 
é o efeito do tipo 1 em relação ao tipo 2. 
A função risco é da.do por: 
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Ài(t) = Ão(t) exp(,Blcil + P2ci.2 + iti'óit + '12Zt2 + 1'aZi3) 
onde ~ é o parâmetro do efeito do tratamento, então ~~ = [ P1 /32 } Para cada individuo é dado o 
vetor çi onde Ç; = {O O ] se o indivÍduo recebeu o controle, Ç; = [ 1 O J se o individuo recebeu o 
tratamento A e !:; = [ O 1 } se o individuo recebeu o tratamento B. O parâmetro 1' está associado às 
covariáveis !i1 onde para cada individuo 'é/ = [ .zil zi2 zí3 } A hipótese agora ~ ser testada. é da 
seguinte forma : 
R0: f!= O contra a alternativa restrita Ha: f!> O 
Para ÍSSQ, a estimativa 1.'Jv de 1 é dado através da resolução de (2.5) pelos métodos iterativos, onde 





A• matri= (2.15), (2.16) e (2.17) <aleuladas foram' 
Vu =[ 0.0961 -0.0331 ] - [ -0.3733 -0.1812 -0.1697 ] 
-0.0331 0.1616 ) v 12 - 0.3644 0.3342 -0.1225 
[ 67.1189 -3.8325 14.5952 
v" = -3.8325 83.7227 -1.9170 
14.5952 -1.9170 18.1645 
e os escores (2.9) e a matriz V11•2 (2.18) calculados foram: 
0.8716 
1.2391 ] e vu.2 =[ 0.0930 -0.0314 
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• 
" 
UN(a) V jj .~(ãi) U N (ii) 
{1, 2} [ 12.9303 J o 10.5662 
{1} {2) [1.1207] [7.9658) 
{2) {1} [1.5324] [9.3749] 
{1, 2} [ 0.8715 ] 0 o 1.2391 
Logo, a partição que satisfez as duas variáveis indicadoras simultaneamente foram quando a.= 1 e 
ã= 2. A esta.tistica proposta (2.44) resultou em: 
.tW = -124.3619 = 4.9358 
2.4.2.2 - Modelo ll 
Para o modelo TI a função risco é dada por: 
À;(t) = .\o(t) exp(h' + fi'ç;) ~;) 
- -
onde, neste caso, 1 é o vetor de parâmetros que indkam os efeitos da.s eovariáveis e ~ é o vetor 
parâmetros que indicam o efeito dos tratamentos e as interações com covariáveis 
~ = { z0 z1 z2 z3 ~ z0 é um vetor de uns, e a matriz fi é formada. de tal forma que: 
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o o o o 
o o o o 
o o o o 
o o o o 
se o i~ésimo individuo tem o tumor tipo 2 (controle), (_> ;:::-
-· o o o o 
o o o o 
o o o o 
o o o o 
1 o o o 
o 1 o o 
o o 1 o 
o o o 1 
se o i-ésimo indívÍduo tem o tumor tipo 3 e C,;;::: 
-· o o o o 
o o o o 
o o o o 
o o o o 
o o o o 
o o o o 
o o o o 
o o o o 
se o i-ésimo individuo tem o tumor tipo 1. C·;;::: 
-· 1 o o o 
o 1 o o 
o o 1 o 
o o o 1 









0.2140 1.4975 12.1834 0.5293 -0.0911 
1.4975 19.7970 87.5393 8.7556 -0.6395 
12.1834 87.5393 731.3991 30.6921 -5.1909 
0.5293 8.7556 30.6921 8.1448 -0.2220 
-0.0911 -0.6395 -5.1998 -0.2220 0.1616 
-0.9076 -6.4145 -51.8412 -2.2340 1.6028 
-5.4566 -38.2804 -311.2710 -13.2842 9.6613 
-0.1921 -1.3716 -10.9858 -0.4829 0.3363 
2.836E-18 -0.4296 -0.4014 -0.0805 
5.511E-17 6.2032 -0.4428 4.5304 
2.075E-16 -22.3629 14.9687 -3.93387 
!.297E-16 3.9552 -0.3439 6.6467 
-3.44E-16 0.3644 0.3342 0.1225 
6.483E-18 41.8314 -0.5969 5.0076 
4.279E-16 17.8115 41.9535 -8.3936 
6.483E-18 6.9359 -0.3638 3.3754 
o 7.78E-17 -3.11E-16 -2.27E-17 
7.78E-17 67.1189 -3.8325 
-3.11E-16 -3.8325 83.7227 
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-0.9076 -ó.4566 -0.1921 
-6.4146 -38.2804 -1.3716 
-51.8412 -311.2710 -10.9858 
-2.2340 -13.2842 -0.4829 
1.6028 9.6613 0.3363 
54.1693 91.8634 9.5475 
91.8634 599.4822 19.0265 
9.5475 19.0265 4.3295 
e 
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0.2091 1.5351 12.1095 O.liól2 -0.0869 -0.6287 -5.1176 -0.1484 
!.5351 18.5482 89.3856 7.1615 -0.6309 -9.4154 -37.3945 -2.4091 
12.1095 89.3856 72!.62!4 3!.6017 -5.1221 -37.8971 -311.6170 -8.8182 
0.5512 7.1616 31.6017 5.6769 -0.1668 -3.1261 -9.7600 -1.6!30 
Vu.2 = 
-0.0869 -0.6309 -5.1221 -0.1668 0.!555 1.3145 9.2277 0.3231 
-0.6287 -9.4!54 -37.8971 -3.1261 !.3145 26.9461 76.6620 5.73!1 
-5.1176 -37.3945 -31!.5!70 -9.7500 9.2277 76.6620 563.4885 18.6294 
-0.!484 -2.4091 -8.8182 -!.6130 0.3231 5.7311 18.6294 3.3799 












Logo a estaÜstica (2.56) proposta dada por: 
LI/); ~!7.1391; 4.1399. 
o 
CAPÍTULO 111 
TESTES DE HIPÓTESES COM ALTERNATIVAS ORDENADAS 
Jh.llNTJ\ODl!ÇÃQ; 
Muitas vezes existe interesse em verificar se os grupos tratamentos estão ordenados 
em relação à sobrevivência. Considerando-se {Jj {j = 1, 2, , .. , r), os efeitos dos r tratamentos sobre o 
controle, a hipótese nula a ser testada é H0:~ = O e pode-se estudar hipóteses alternativas como: 
H~:l) : O < {31 $ . , , :5 {JT, com no minimo uma desigualdade restrita (3.!) 
isto é, os efeitos dos tratamentos estão ordenados e além disso o menor efeito é positivo. 
Hi3}: P1 :S {3 2 :5 .•• :5 flr 1 com no mÍnimo uma desigualdade restrita (3.2) 
isto é, os efeitos dos tratamentos estão ordenados. 
A hipótese (3.2) pode ser chamado de hipótese com alternativa ordenada e 
(3.1) pode ser chamado como alternativa ortante po~itíva ordenada. 
Sen(19S4) e Wada(1988) propõem teste estatistko para as hipóteses (3.1) e 
{3.2), considerando o modelo de riscos proporcionais (2.1) e (2.45) respectivamente. Sen sugeriu ainda 
uma extensão da hipótese alternativa positiva e positiva ordenada, considerando um conjunto de 
parâmetros não restritos, isto é, com f!;:::: ({!(t}• f!(2)), onde f!{I);:::: {Pl• fJ2, ••• , fJk) e f!{2) =(fi ~;r+ 1' 
J3~;r +2, ••• , Pr), para a hipótese nula H0:f! = Q, e as hipóteses alternativas a serem consideradas são : 
ou (3.3) 
(3.4) 
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Uma. última sugestão considerada por Sen consiste em testar Ho:@(l):;;;: º 
contra hipóteses alternativas positivas : 
H(6).p o a'_(l)>~ ou alternativas ordenadas 
tratando ~(2} e r como parâmetros de perturbação. 
(3.5) 
(3.6) 
Neste capitulo, os estudos de Sen e Wada relativos às bip6teses a.Jternatíva.s 
(3.1) e (3.2) serão vistos DllS secções 3.2 e 3.3 respectivamente. M extensões sugeridas por Sen sobre 
alternativas (3.3) e (3.4) e ainda (3.5) e (3.6) serão extensivamente desenvolvidas nas secções 3.4 e 3.5 
respectivamente. Aplicações numéricas serão vistas na secção 3.6. 
p. IESTE ESTATÍSTICO ALTERNATIVO PARA ORTANTE POSITIVO ORDENADO H~2l. 
Para o desenvolvimento do teste estatistico para testar a hip6tese nula 
R0:~:;:: 9 contra a alternativa (3.1), Sen(1984) considerou o modelo I. isto é, Ã(t)-::::: Ão(t) 
ext{@'ç +f!!} onde f!1 =- (,8~ 1 p;, ... , ,8~) e f~= (cill ci2, .•• , c1,..), {!:; foi dada na secção 2.1). As 
seguintes reparametrizações foram consideradas : 
r= ( Àt• A2, ••• , A,) (3.7) 
onde >.i:;:: fJ;- fi;-P (i:;:: 1, 2, ... , r) e Po:::: O e 
(3.8) 
para i :;:: 1, 2, ... , n. 
Com essas reparametrizações a função risco (2.1) pode ser escrita como: 
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(modelo UI) (3.9) 






E a estatÍstica (2.44) é usada para testar a hipótese (3.10) contra a alterna!~ fa (3.11), apenas 
substituindo!:;:; por ~. em UN dado em (2.9) e em Vw V12 e V22, dados em (2.16), (2.16) e (2.17) 
respectivamente. 
Utilizando o modelo li, isto é, >.(t) = .\o(t) exp({'y + f!'ç;) ~), onde ~ = (s_-p fi2• •• 
• 1 çü.) como formuladas na se<:ção 2.3 e considerando a.s repa.rametriza.ções (3.7) e (3.8), ou seja : 
onde Àj = Pj- [Ji-l• (j = 1, 2, ... , r(p+l)) e Po =O e também 
para j = 11 2, ••. , r e i= 1, 2, ... , n, a função risco (2.2) pode ser escrita. como: 
(modelo IV) (3.12) 
E portanto, em termos dos novos parâmetros, a hipótese nula será da forma (3.10) com alternativa 
(3.11). O teste estatÍstico (2.56) é o teste estatÍstico para. a alternativa (3.11) eom a substituicã.o de ç:i 
por Çi em U N dado em (2.-49) e em V11 , V 12 e V 22 dados em (2.50), (2.52) e (2.53) respectivamente. 
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M lESTE F;SI;I.TÍSTICQ UM ALIERNAIIVA QRDENADA H~3l. 
Considerando o modelo I e a hipÓtese alternativa (3.2), H0:~ =O versus 
B6:P1 5 !12 $ ... Pr~ foram realizadas as reparametrizações sobre o vetor de parâmetros ~ eomo em 
(3.7) e (3.8), obtendo-se b'::::: (~1 , >.2, .•. , Àr)· No entanto .\1 é não restrito, por que {31 não é 
necessariamente não negativa. Portanto com essa repararnetrizaçã.o1 pode sei testada a hipótese nula 
ÜO:Àj =O (3.10) versus a alternativa : 
Ha:bi >O, j ::::: 2, 3, ... , ! 1 com À1 não restrito 
e é considerado o modelo lll (3.9). 
(3.13) 
Considere p = { 1, 2, . ' ., r} o espaço dimensional dos parâmetros ~- Seja e = { 1} o espaço 
correspondente ao parâmetro não restrito \ e s::::: {2, 3, ... 1 r}= P', o espaç,o correspondente aos 
parâmetros restritos e não negativos, isto é Ã' = {A2, ~3, ••• , \.}. O vetor de escores (2.9) foi 
particionado como: 
(3.14) 
onde u& é o primeiro elemento de UN da.do em (2.9) e U~ são os elementos restantes, e a matriz (2.18) 
foi particionado como : 







V .. 11.2 ] (3.15) 
onde vN_2 é o elemento da primeira linha e primeira coluna de V 11,2 e V}i.2 é a matriz formada pelas 
(r- 1} linhas e colunas da matriz V11,2• Com isso, podem ser definidas as seguintes relações: 
(3.16) 
(3.17) 
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e seja defininda ainda. : 
(3.18) 
Considere-se as partições a e i de U_N e vn.2 
(3.19) 
e Vi\.2 = [ 
V" 11.2{a a} V" 11.2(8 ã) 
J 
(3.20) 
v•• 11.2{ ã a) V" 11.2(ã ã) 
Portanto, para cada subconjunto a de P", podem ser definidas as esta.Ústicas como em (2.37) e (2.33) : 
(3.21) 
s .. _u s11 li" ss ( )
-1 
V 11.2(a) - V 1L2(a a)- V 11.2(a ã) V 11.2(ã ã) V 1L2(ã a) (3.22) 
e então, a estatÍstica para testar a hipótese alternativa (3.2) é definida como: 
E novamente, como nas estatÍsticas anteriores entre os 2r -l partições na estatistica 
acima. existe apenas uma situação em que as duas variáveis indicadoras são diferentes de zero 
simultaneamente. 
Para a hipótese alternativa (3.2), isto é, Hl3l:p1 S {32 .S ... :$ f3r, utilizando o 
modelo II é considerado as seguintes repara.metrizações : 
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onde À;::::: 131 - /3;_1, íJ::::: 1, 2, •.. , r(p+l)) e /30 =O e também 
para j:;::;: 1, 2, ... 1 r e i= 1, 2, ... , n, a função risco é dado pelo modelo IV (3.12). A hipótese nula é 
dada. por (3.10), a alternativa por (3.11) e o vetor Pé redefinido como: 
{
I= {1, 2, 3, ... , (p+1)) 
s = {(p + 2), (p +3), ... , '(P + 1)} (3.24) 
O vetor UN é particionado tal que : 
l u~ ] u;, (3.25) 
onde U~ é um vetor (p + 1) elementos correspondentes a parte não restrita e UN é um vetor de 






onde vff.2 é uma matriz (p+ 1) x (p + 1), vfi.z é uma matriz (p + 1) x (r -l)(p + 1) e Vii.2 é uma 
matdz (r-1)(p+ 1) x (r-1)(p + 1). 
Como em (3.12) e (3.13) tem-se: 
UI· - u' vt. lv .. )-' u• N - N- 11.2\_ 11.2 N 
Vt. _ vil vi· (v" )-'v•l 11.2 - 11.2- 11.2 11.2 11.2 
e seja. definida a estatÍstica : 
Q' u1•• (v1• )- 1u1• N{t) = N 11.2 N 
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(3.30) 
e~1.2 [ V" 11.2(a. a) V" 11.2(8. ã) J (3.31) V" 1l.2(ã a) V" 11.2(ã ii} 
Portanto as expressões seguintes podem ser definidas para todo subconjunto a de P8 1 como em (2.23) e 
(2.24) ' 
S* - li li/! 1!1! I! ( )
-1 
UN(a) - UN{a) ~ V 11.2(a. ã) V n.2(ii ã) UN(ã.) (3.32) 
11* _ss IM IM .,., 
( )
-1 
v 11.2(&}- v 11.2(aa) ~v 11.2(& ã) v 11.2(& ã) v11,2f.i a) (3.33) 
Para testar a hipótese alternativa (3.13) tem-se a seguinte estatistica : 
Onde novan:e~te entre todas as 2{r-l)(p+l) partições existe apenas um caso em que U~t(a) >0 e 
(v 1~:2(~ i.)) UN(ã) ~O ocorrem simultaneamente. O termo a= O corresponde ao caso quando 
v:rz1U)UN(ã} $;o e o termo a= p para o caso quando UN{a) >o. 
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M !;XTENSÃQ ill fAliA H!PfuES!; ALTERNATIVA QRPENADA Hl4l Ql1 fAliA HIPÓTES~ 
ALTERNATIVA QRTANTE PQSITIVA QI\DENADA H~'l. 
Quando o vetor f! é particionado como ~1 = (~{t)' é'{2 )), onde é'{t) = ({31 , {J2 , ••• , 
f3q) e ~(2 ) = (,89 + 1, {39 + z• ... , {3,.), o interesse pode ser testar H0:t? =O contra uma alternativa 
restrita positiva ou positiva ordenada de (!(2} considerando f!{t) não restrito, isto é, como alternativas 
formuladas em (3.3) e (3.4), Estas alternativas seriam adequadas, por exemplo, no caso de dois 
tratamentos e um oonttole1 onde o interesse é verificar se o efeito do tratamento B é maior que o 
controle ({32 >O) e o efeito do tratamento A é diferente do controle (,81 :f O). No caso de três 
tratamentos e um controle, poderia ser verificado se o efeito do tratamento A é diferente de zero 
(p1 "/O) e os efeitos dos tratamentos B e C estão em forma ordenada e positiva (O< {32 < {33). 
Para estudar o teste estatÍstico para alternativa (3.3), isto é, H4:é'(t) 'I O, f!(2) >O, 
utilizando o modelo 11 o vetor de escores U N dado em (2.9) e a matriz V 11,2 dado em (2.18). 
Considera-se a partição- de J! = (~{1)' ~('2)) com: 
{
I={!, 2, 3, ... , q) 
s = {(q + 1), (q + 2), ... , r). (3.36) 
O vetor de escores UN dado em (2.9) é particionado como em (3.25), sendo que U_Ã, é de dimensão 
(qxl) e oorresponde aos q primeiros elementos de UN (não-restrito), Ujv é de dimensão ((r-q)xl) 
referentes aos elementos restantes (restrito). A matriz V11.2 dado em (2.18) é particionado como em 
(3.26), a dimensão de vff2 é (q xq), a de vft2 é (q X (r- q)) e a de Vli.2 é ((r -q) X (r -q)}. Utiliza~ 
se a estatÍstica Q~(t) dado em (3.29), com U~ e vff.2 como defmido em (3.27) e (3.28) 
respectivamente e t defmido em (3.36). Portanto a dimensão de U~ é (qx 1), a de vff~2 é (qxq). 
Formula-se a mesma esta.tlstica tW dada. em (3.35) para o teste da alternativa (3.3). Note-se agora 
que o número de partições para. o cálculo da estatÍstica é dada por z(r-q)_ 
Para testar a alternativa (3.4), isto é. H,.:~(l) :#O, O< Pk+ 1 < Pk+ '2 < · · . < /3,., 
utilizando o modelo (2.1) dado acima, são consideradas as reparametrizações dadas em (3.7) e (3.8}, ou 
seja,)/= (>.1, >.2, •• • , Àr), onde ~'i= /3j- P;-P (j = 1, 2, ... , r), {30 =O e Q! = ( d11, d;'2• ... , dif.} 
' onde dij = E .eis• para i= 1, 2, ... , n, como definidos na secção 3.2. A hipótese nula dada por (3.10) 
s=J 
e a altematíva (3.4) pode ser expressa como H,.:>. j = fJ j -/3 j _ 1 > O, (i = k + 1, k + 2, . . ., r) e Àj 
(.j = 1, 21 ••• k) é não restrito e o modelo III é utilizado. Com o vetor P definido em (3.36), o vetor U N 
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é particionado como em (3.25), de tal modo que uh tem dimensão (kxl) e corresponde aos k 
primeiros elementos de U N (não-restrito), UN- tem dimensão ((r- k) x 1) referentes aos elementos 
restantes de UN (restrito). A matriz V11.2 dado em (3.15) é particionado como em (3.26) 1 onde a 
dimensão de V~Í,2 é (kxk), a de Vf}".2 é (kx(r-k)) e a de Vii,2 é ((r-k)x(r-k)). Novamente são 
definidas as relações U~_,* dada em (3.23) e v~r.2 dada em (3.24) e a estatistica Q~{t) como em (3.29} 
pode ser calculada. São consideradas as partições a e ã de U~ e Vii.2 como em (3.30) e (3.31) e 
definidas as relações (3.32) e (3.33). A estaÚstica para o teste da alternativa (3.4) é dado em (3.35), 
sendo que a existem a.o todo 2(r- k) partições . 
Considerando as partições de ~ dadas acima, pode-se formular estaÜsticas para 
testar H0:~::::: O versus alternativas como formuladas em (3.3) e (3.4) utilizando o modelo II. Estas 
alternativas seriam adequadas, por exemplo, no caso de dois iratàmentos e um controle, para verificar 
se o efeito do tratamento B juntamente com os efeitos das interaç.ões com as covariáveis é maíor que o 
controle (/32 >O) e o efeito do tratamento A juntamente com o efeito das interações com as covariáveis 
é diferente do controle (fJ1 #- 0). Neste mesmo exemplo1 o interesse poderia ser ainda, verificar se o 
efeito do tratamento A juntamente com as interações com as covariáveis é diferente de zero (fJ1 'f- O) e 
se os efeitos do tratamento B juntamente com interações com as covariáveis estão em uma forma 
Para o teste da hipótese alternativa (3.3) pelo modelo II1 o vetor de escores U N é 
dada em (2.49) e as matrizes V w V 12 e V 22 são dadas em (2.50), (2.52) e (2.53) respectivamente. 
Considere a partição t e s tal que, 
f e~{1,2,3, ... ,k(p+1)} 
• 1{k(p+ 1)+1, k(p+ 1)+2, ... , r(J>+1)}. 
(3.37) 
O vetor UN é particionado como em (3.25) onde a dimensão de uk é ((k(p+l))xl) e a. de UN é 
{(r-k(p+l))xl. A matriz V11.2 é particionado como em (3.26) onde a dimensão de vfi_2 é 
((k(p+1))x(k(p+1))), a de vfi.2 é ((k(p+1))x(r-k(p+1))) e a de Vjt, é 
((r-k(p+1))x(r-k(p+1))). É definida a <StatÍstka Qi,.(l) (3.29) utilizando as re!açã<s (3.27) e 
(3.28) com t e t; definidos em (3.37). Com as partições a e ã: de Uj., (3.30) e Víi.z (3.31) são 
consideradas as relações (3.32) e (3.33) e para o teste da alternativa (3.3) é definida. a estatistica .t.W 
{3.35) sendo que existem ao todo 2(r- k(p + l)) partições em termos de a e ã. 
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Para testar H0:~ = º versus a alternativa Hi5):l!{I) f. Q, 
O< Pk+l < /3k+ 2 < ... < Pr (3.4) utilizando modelo Il, são consideradas as reparametriza.ções dadas 
por: 
onde >.i= fij ~ {3j_1, (j = 1, 2, ..• , r{p+l)) e fio= O e também 
para j = 1, 2, ..• 1 r e i= 1, 2, ..•• n, A função risco utilizando essa reparametrização foi dado no 
modelo IV (3.12). A hipótese nula é dada por (3.10), a alternativa por (3.11) e o vetor P é redefinido 
corno em {3.37). O vetor U N é partidonado como (3.25) onde a dimensão de u,h é ((k{p + 1)) x 1) e de 
UN é ((r- k(p + 1)) x 1. A matriz V ll.Z é particionado como em (3.26} onde a dimensão de vff2 é 
((k(p+l))x{k(p+l))),. do vl;,, é ((k(p+l))x{<-k(p+l)))' a do v;;,, é {(r-k(p+l))x 
(r-k(p+ 1))). Define-se a estatistica Q~(€) (3.29) utilizando as relações (3.27) e {3.28) sendo t. e, 
definidos em (3.37). Com as partições a e ã de U~ (3.3.) e Vii.2 (3.31) são consideradas as relações 
(3.32) e (3.33). Para teste da hipótese alternativa (3.4) é definida a estatÍstica .tW (3.35), sendo que 
existem ao todo 2{r - k(p + 1}) paxtições em termos de a e a. 
3.o. EXTENSÃO 00 fAliA A HiPÓTESE ALTERNATIVA POSITIVA ll~6) Q.!l ORT ANTE H~1). 
3.5.1- MODELO I 
Ao invés de testar a hipótese nula H0:~ = º~ pode ser testado a hipótese nula da 
forma H0:~(l) = g, onde ~(1 ) = (p1, Pa1 ••• , {:Jk), contra uma hipótese alternativa positiva ou ortante, 
como formulados em (3.5) e (3.6), onde @{2) = (jJk+l• f3k+'l• •• • , flr) é tratado como parâmetros de 
perturbação. Note que no modelo I existe um vetor de elementos não estocásticos foi e um vetor de 
elementos estocásticos ~i· Por exemplo, no caso de urn controle e três tratamentos: (A, B e C), pode se 
questionar se os tratamentos A e B, cujos efeitos são definidos pelo vetor ~{l)' {~(1 ) = ({31, fi2)}, são 
superiores ao controle, isto é ~(l) > Q e não há interesse em testar o efeito do tratamento C, isto é, 
{33 -:f O. Outras vezes o interesse pode ser o de verificar se o efeito do tratamento A é maior que o 
controle, o tratamento B é maior que o tratamento A e maior que controle (O$ {31 $ {32) e não há 
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interesse em verificar o efeito do tratamento C {/33 ;f: O). 
Para o teste da hipótese alternativa Hi6):i!(l) > Q {3.5) pelo modelo I, Sen(1984) 
- ,___ t · •••• " d . t ' , ( , , ) o '·' propoe que se l4\P uma repa.rn.me ti~ a segmn e torma ; escrever ~~ = çi(l)' çi(2) e t; = \.!;j(l)' 
~a. i = 11 2, ... 1n e { ;::: (~{2)1 :(). Para o novo modelo, o vetor çl(l) é composto de elementos 
estocásticos e o outro vetor ~.Í com parte dos elementos não estocástícos e a outra parte com eleme.ntos 
estocásticos. Portanto o modelo I pode ser escrito como: 
onde: 
~i(l) é o vetor (k x 1) identificando os primeiros k tratamentos, 
~(!) é o vetor (k x 1) dos primeiros k parâmetros deseonhecidos referentes aos twtnmentos, 
~Í é o vetor ((p +(r- k)) x 1) que relaciona as covariáveis juntamente com os (r- k} 
tratamentos utilizados romo parâmetros de perturbação, 
5 é o vetor ((p+(r-k))xl) dos parâmetros desconhecidos, referentes aos (r-k) 
tratamentos restantes juntamente com os efeitos das variáveis concomitantes, 
\J(t) é uma função arbitrária desconhecida não negativa, onde se çi{l)::::: Q e~;=º' então 
J Õ.\o(t) dt = +oo. 
Do mesmo modo que em (2.4), a função de verossimilhança dado por Cox (1972) 
será dado por: 
(3.39) 
sob H0 (3.39) é escrito como: 
(3.40) 
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Aplicando o logaritmo à equação (3.40) tem-se 
O estimador de máxima verossimilhança pardal (MPLE) de f pode ser obtido através da maximização 
da função : 
alog L~ (Q,e') n [ e a - = " é- ,. c ,Lit-' ~ ~=1 (3.41) 
Novamente g será determinado por mét,odos iterativos. Escrevendo o (PLS} como em Seu (1984), tem-
se a função escore de Rao dado por ; 
onde: 
e 
então sob H0, tem-se: 
[ 
t l(x; ~ x;) f;(J) exv(f~5)J 
u' (" ) 1 ,,=."='lc,-----~--.-
N ':(!) ='In fi(!)- - " I( ) v(•' ') L, X·> X· ex ~;Z· j=l J - I - -J 
(3.42) 
(3.43) 
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(3.44) 
(3.45) 
Para a hipótese alternativa (3.5) como em (2.23}, o teste estatÍstico é formulado como: 
~ a'U' .tU>= sup N 1 (áv a) I, 11.2 a E A'] (3.46) 
Novamente esta expressão deve ser maximizada sujeito a a> O e a!Vi1.2 a = constante. Como em 
(2.24) este é um problema de programação não linear e pode ~r aplicado o teorema de KuhnwTuckerw 
Lagrange {KTL). Deve ser observado agora que U~ tem dimensão k ( ~ 1) e considere a como sendo 
algum subconjunto de pc. = {1, 21 ••• , k} e ã o subconjunto complementar (O Ç a Ç Pc), e então 
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e utilizando o mesmo raciodnio como em (3.21) e (3.22), tem-se que: 
v·' - V: v' v:-1 v' lt.2(a) - 11.2(aa)- 1L2(âã) 11.2(ãi) 11.2(ãa.) 
Como em (2.44), o teste estatÍstico UI para testar (3.5) é dado por: 




onde novamente tem~se 2k poss{veis valores, mas no entanto, para apenas uma combinação as duas 
variáveis indicadoras serão não nulos. 
Para o teste da hipótese alternativa H~7>:o < /31 ~ P2 $ ... S: f3~c (3.6), são 





onde Àj{l) = fJ j(l)- f3 j -l(l}' j = 1, 2, ... , k, f3o(l) =O e dij(l} = 2.: .cis(l) ( f; foi definido na aeeção 
8=-J 
2.2), i= 1, 2, •.. n. A função risco pode ser escrita como : 
À;(t, l!i(l)' •iJ = .l,{t) exp(1(,)9i(l) + g'!i), i=!, 2, .•• , n (modelo Vl) (3.54) 




e a estatistica (3.51) é usada para testar a hipótese nula (3.55) versus a alternativa (3.56), apenas 
substituindo f:(t} por Qi(l) para os escores UN dado em (3A2) e em Ví1, Vf2 e V~2, dados em {3.4-3), 
(3.44) e (3.45) respectivamente. 
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3.5.2- MODELO ll 
Para a alternativa (3.5), utilizando o modelo li, o .inter€&Se é testar apenas os k 
primeiros tratamentos juntamente com as interações entre tratamentos e covariáveis, deixando os 
(r- k) tratamentos restantes e as interações destes tratamentos com as covariáveis como pa.rãmetros de 
perturbação, é neçess&io que se faça as seguintes reparametrizações : Seja dado uma matriz nula Ç de 
dimensão (p + 1) x (p + 1 ), então a matríz ci(l) correspondente ao vetor de parâmetros ~{1) ;: ({30, (31, . 
· ., fi k(p + 1 )), pode ser definido como : 
Ç:il ç 
~i2 ç 
~i{l) ;: (3.57) 
~ik ç 
onde c,, é da forma definida na secção 2.3, ou seja, é uma matriz identidade de dimensão (p + 1} se o i-
·•J 
êsimo indivÍduo recebeu o tratamento j e é uma matriz nula de dimensão (p + 1) se o i-ésimo indivÍduo 
não recebeu o tratamento j. Seja dado ç;'j (j ;: r - k + 1, r - k + 2, ... , r(p + 1 )) um vetor de dimensão 
(p + 1) x 1, então é definido: 
(3.58) 
onde ~fj é um vetor {(p + 1) x 1) de uns se o i-ésimo individuo recebeu o tratamento j, caso contrário é 
um vetor nulo de dimensão ((p + 1) x 1). 
onde: 
A função risco pode ser escrito como: 
~i(l) é uma matriz (k{p + 1)) x {r-k)(p + 1) definido em (3.57), 
~(I} é um vetor (k(p + 1) X 1) referentes aos k tratamentos, 
(3.59) 
~; é o vetor (r- k + l){p + 1) x 1 que relaciona as p + 1 oovariáveís juntamente com os 
(r- k) tratamentos., 
{é o vetor (r-k+1)(p+l)x1, referentes aos (r-k) tratamentos juntamente com as 
covariá.veis e fmalmente, 
Ão(t) é uma função arbitrária desconhecida não negativa, onde se çi(l) = Q e ~i;:º' então 
J:;'\J(t) dt= +oo. 
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Como na secção 2.3 são derivadas as formas para a função escore Ufv dado em 
(2.47), apenas substituindo çi por fi(l) e ~i por~' obtendo-se: 
(3.60) 
(3.61) 
En c c L;" 0 J W··C·(l)z. W··Z· 
. I)~]-). 'J-J )=1 )=1 (3.62) 
En c c Í:n c "'] W--Z· W,.z. 
. IJ -J . 1) -J 
.t=l J"=l 
(L;w~\2 j=l 1) 
(3.63) 
A dimensão de UN é k(p + 1) X 1 e portanto, considere a como sendo algum 
subconjunto de pc = {11 2, ... , k(p + 1)} e ã. o subconjunto complementar. Dessa forma, pode-se 
definir as partições (3.47) e (3.48) e as esta.Üsticas (3.49) e {3.50). Para a alternativa (3.5) é dada. a 
seguinte estatÍstica : 
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(3.64) 
onde, entre todas as 2k{p+l) partições, existe apenas uma combinação em que as duas variáveis 
indicadoras são não nulas simultãnea.mente. 
Para o teste da hipótese alternativa (3.6), são considera.d.!w ru. repanl.metrizações: 
e 
onde >.i:::: !3j- fj i _ 1, j ::::::: lt 2, ... , k(p + 1) e /30 :::: O e 
pode ser escrita como : 










A estatÍstica (3.64) é usada para testar a hipótese nula. (3.68) versus a alternativa {3.69), apenas 
substituindo ft(l} por 4i(l} nos escores UJv dado em (3.60) e em Ví1, Vi2 e V22, dados em (3.60), 
(3.61) e (3.62) uspectivamente. 
Para o caso do modelo ll pode existir situações em que o interesse é estudar apenas 
determinadas \·ariáveis, considerando o restante como parâmetros de perturbação. Por exemplo, pode 
ocorrer casos en1 que o interesse é verificar se os efeitos das interações são significantes, assim os efeitos 
dos tratamentos não é de interesse. Para estas situações, a função risco é semelhante ao obtido no 
modelo VII) sendo que as matrizes são formuladas de forma diferente. Suponha que existe um problema 
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em que p:::::: 2 e r::::: 2, ou seja., exítem duas covariá.veis, dois tratamentos e um controle. Na formulação 
inicial, o vetor de parâmetros de interesse é dado por: f!'= (!301 , P11, {J2p P02, {312, {122} Pretende-se 
verificar se os efeitos de interações são positivos, ou seja, ~(1 ) > Q, ~(1) =(Pw P211 {312, P22} Portanto 
nesta situação, ~{'l) ={P01 , ,802) será conside:ra.do como parâmetro de perturbação juntamente com 
I= ( r 1 -r2 ), ou seja, { = ( I ê'(2)} Assim, pode ser definido : 
: ] 
onde c·1 é uma matriz identidade de dimensão 2 se o i-ésimo individuo recebeu o tratamento A e será 
-· 
uma matriz nula de dimensão 2 caso contrário; fil é uma matriz identidade de dimesão 2 se o i-ésimo 
indivÍduo recebeu o tratamento B e é uma matriz nula de dimensão 2 caso contrário e ç é uma matriz 
nula de dímensão 2. O vetor de cova:riáveis é dado por: 
zj ={z1 z2 1 Oi se o i-ésimo individuo recebeu o tratamento A, 
zf = z1 z2 O 1 se o i-ésimo indiv~duo recebeu o tratamento B e 
zf = z1 z2 O O se o i-ésimo individuo recebeu o controle. 




f ir ç 
onde C·. (j == 11 2, •.. , r) é uma matriz identidade de dimensão (p + 1-w) (w ==número de elementos _,, 
de cada grupo que não é testado), se o i-ésimo indivÍduo pertence ao j-ésimo tratamento e é uma 
matriz nula. easo contrário, ç é uma matriz nula de dimensão (p+l-w)xrw. Para o vetor ~f não é 
possÍvel fazer uma generalização, pois este depende do interesse do teste. 
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ll APL!CACÕES NUMÉRICAS. 
3.7.1- ALTERNATIVA ORTANTE POSITIVA ORDENADA Hi') 
A aplicação numérica foi feita sobre o conjunto de dados dado na tabela 2.3, 
util.izando primeiramente o modelo 1. As variáveis consideradas serão as mesmas já víata.s na aplicação 
numérica do capÍtulo 2, isto é, as covariáveis z1 :::::::meses de diagnóstico, z2 ::;;: idade em anos e 
z3 ;;::; terapia a priori, além dos tratamentos que são os tipos de tumores, sendo tipo 2 (small) como o 
controle, tipo 3 (adeno e large) como o tratamento A e tipo 1 (squamous) como o t:ratamento B. 
3.7.1.1- Modelos I e ID 
Em primeiro lugar será testada a hipótese H0:,8 =O versus a alternativa (3.1), ou 
seja: 
As reparametrizações consideradas são : 
onde À:t ::::::: P1 - {J0 , fJ0 = O, À.! = {32 - P1 e o vetor Si para cada individuo será reparametrizada por 
4~ = (dH, di2 ~ onde di1 = cil + ci2, e di2 = ci2, isto é se o i-ésimo indivÍduo tem o tumor do tipo 2 
(controle} !:h= [O O] , ç~2 ::::: [O O] e g~ = [O O ~ se o i-ésimo indivÍduo tem o tumor tipo 3 
(tratamento A) fh;;:;:[l o} ç~2 =(0 o] e d~=[1 o] e se o individuo i tem o tumor tipo 1 
{tratamentoB)ç~1 ;;:;:[1 o}ç~2 =[0 1] ed~=[l 1} 
Com essas reparametrizações, o modelo I se transforma no modelo III, dado em 
(3.9), isto é, 
e a hipótese a ser testata é H0:~:;;::: Q (3.10) versus a alternativa Ha:~ >O (3.11). 
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A estimativa de máxima verossimilhança 1f].; de 1• calculada através do método de 
Newton-Raphson foi: 
Os est~ores U N resultaram em : 
As seguintes matrizes foram obtidas : 
Yu =[ 0.1933 0.0705 0.0705 0.1616 
de modo que : 
1'iv = [ :::::: l 
-0.0162 
UN=[ 1.3831 ] 1.2391 
















Os valores de UN(a) e VJí.1(aa}UN{i) calculados para todas as partições a e & de P:::::: {1, 2} estão 
sumarizados abaixo: 
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TABELA 3.1 
a li 
{1, 2} [ 5.2101 J o 
5.6667 
{1) {2) [0.8363] [0.4413] 
{2) {1} [0.7415] [0.3597] 
[ 1.3831 ] o 
1.2391 
{1, 2) 0 
A partição que satisfaz UN(a} >O e Vj].,~(a.a.)UN(ã) ::; O foi para a= {1) e ã= {2} e a estatÍstica 
(3.15) resulta então' 
tW = ~14.2274 = 3.7719 
3.7.1.2 - Modelos I! e IV 
A aplicação numérica para esse mesmo conjunto de dados foi feito também 
utilizando o modelo li, sendo que agora, como visto no capitulo 2, serão consideradas somente as 
oova.riáveis Z:l• ~ e .z4 • 
A hipótese nula é dada por R0:~ =O Ve!'HUS a alternatíva (3.1) dada por H a: 
O :S: {3~ S Pi, onde os parâmetros Pi' = { /31 fJ2 /33 P 4 } pertencem ao tratamento A e 
P2' = [ fJ& fJe P1 !38 J pertencem ao tratamento B. 
São feitas as reparametriza.ções da seguinte forma: 
onde ÀÍ = P~- f3Q, ÀÍ = Pi- P! e /30 ::::: O. O vetor ç1 para cada individuo será reparametrizada por 
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s!j:::: (dd, di2~ onde dil = c;1 +c12, e di2 = c$2, com cil e c_.2 dados na aplicação numérica vista no 
capÍtulo 2, ou seja, cil é uma matriz nula de dimensão (4x4) se o i-ésimo individuo tem o tumor do 
tipo 2 (controle) ou o tumor tipo 1 (tratamento B), cil é uma matriz identidade de dimensão 4 se o i-
ésimo individuo tem o tumor do tipo 3 (tratamento A), ci2 é uma matriz nula de dimensão (4x4) se o 
i-ésimo individuo pertence ao tratamento A ou ao controle e c;2 é uma matriz identidade se o i-ésimo 
individuo pertence ao tratamento B. Para o i-ésimo indivÍduo tem o tumor do tipo 2 (controle) tem-se: 
o o o o o o o o 
o o o o o o o o 
gil = 
o o o o 
e Qi2 = 
o o o o 
o o o o o o o o 
o o o o 
logo~ 
o o o o 
o o o o 
o o o o 
d·= 
-· o o o o 
o o o o 
o o o o 
o o o o 
Se o i-ésimo indivÍduo tem o tumor tipo 3 (tratamento A) tem-se 
I o o o o o o o 
o I o o o o o o 
d.l:::: 
-· o o I o 
e Q;2 = 
o o o o 
o o o I o o o o 
I o o o 
logo: 
o I o o 
o o I o 
o o o I 
d·= 
-· o o o o 
o o o o 
o o o o 
o o o o 
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Se o indivÍduo i tem o tumor tipo 1 (tratamento B) tem -se : 
1 o o o 1 o o o l o 1 o o o 1 o o gil ;::: o o 1 o e 9i2:;:;:: o o I o 
o o o 1 o o o 1 
logo: 
1 o o o 
o I o o 
o o 1 o 
o o o 1 
d>= 
-· 1 o o o 
o 1 o o 
o o 1 o 
o o o 1 
A função risco utilizando essas reparametrizações é dada pelo modelo IV (3.12) : 
e a hipóteses acima serão formuladas equivalentemente por H0:ó:;:;:: º (3.10) versus a alternativa (3.11) 
H":ó >O. 















de modo que: 
3,1681 
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0.1908 1.6899 11.0976 0.5590 0.0686 0.6858 4.1!01 0.1747 
1.5899 26.6636 90.7561 7.3573 0.6835 17.5307 39.2671) 3.3219 
11.0976 90.7561 662.0759 3!.6629 4.1057 38.7649 7St.9715 9.81!2 
0.5590 7.3573 31.6629 5.8308 0.1563 2.6049 t.8794 1.7669 
Vu.2= 
0.0686 0.6835 4.1057 0.1563 0.1555 1.3145 V.2277 0.3231 
0.6858 17.5307 38.7649 2.6049 1.3145 26.9461 7).6620 5.7311 
4.!101 39.2675 251.9715 8.8794 9.2277 76.6620 563.4885 18.6294 
0.1747 3.3219 9.8112 1.7669 0.3231 5.731! 1-1.6294 3.3799 
para este caso, como r{p + 1) :;:::: 2(4):;:::: 8, ao todo são 28 :;:::: 256 partições. E a partição que satisfez a 












e o teste estatistico (2.56) para a hipótese (3.2) calculada resultou em : 
.1.W; .Jl7.1391- 4.1399 
3.7.2. ALTERNATIVA ORDENADA Bi3l 
3.7.2.1- Modeloo I e fi 
Vii\(-}UN(&} 
o 
O mesmo conjunto de dados analisados em (3.6.1) utilizando o modelo (2.1) é 
~ 
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estudado, e quer-se testar a hipótese H0:~ = º versus a alternativa (3.2)1 isto é: 
B0:~ = º versus H4 :,81 ~ /32 
e as reparametrizações consideradas são: 
~=-f32 -p1 >0. O vetor f 1" dado na secção 3.7.1.1 para cada individuo será. repa.rametrizada por 
g~ = ( d;1, di2 ~ onde dil = cil + Ct2, e dí2 :;:;: ci21 logo se o i~ésimo individuo tem o tumor do tipo 2 
(controle) g~;:::: [O O } se o i-ésímo indivÍduo tem o tumor tipo 3 (tratamento A) di= [ 1 O } se o 
individuo i tem o tumor tipo 1 (tratamento B) d~:;:;: [ 1 1 ] e a. função risco é dada pelo modelo IU (3.9) 
e a hipótese nula flo:~ = O e a alternativa dada acima podem ser reformuladas como H0 :-:). = O versus a 
alternativa Ha:Aa >O, sendo que neste caso, o parâmetro .X1 é não restrito (3.13). 
A estimativa de máxima verossimilhança 1'1 de 1'• calculada através do método de 
Newton~Raphson foi: 
[ 
0.0031 l 1'!. = 0.0011 
-0.0162 
Os eocores (3.14) ç,alculadas foram : 
UN=[ 1.3831 ] 1.2391 
As seguintes matrizes foram obtidas: 
Vu =[ 0.1933 0.0705 ] V12=[ -0.0652 -0.0672 -0.2030 ] 0.0705 0.1616 0.3644 0.3342 -0.1225 
.v,.=[ 
67.1189 -3.8325 14.5952 l -3.832õ 83.7227 -1.9170 14.õ952 -1.9170 18.164õ 
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] 
Note que as estimativas até esse ponto são as mesmas obtidas na aplicação numérica 3.7.1.1. 
As partições restrita e não restrita (3.14) e (3.15) de U N e V 11.2 respectivamente resultaram em : 
U}v = 1.3831 e UN = 1.23tn, 
V~L.l = 0.19081 V~i.2 = 0.0686 e Vii.z = 0.15551 
Aí> partições (3.16} e (3.17) resultaram em: 
u}; = 1.3528 e 
v~:.2 = o.I605 
a estatÍstica (3.18) resultou em: 
Q~(l) = 4.3571 
Novamente considerando todas as partições a e ã do espaço paraméttico restrito e calculando (3.21) e 













A partição que satisfaz a condição U:N(a) > O e Vil.1{-) UN(ã) 5O simultaneamente foi a= 0 e ã = {2} 
e desta forma o valor da estatistica (3.19) calculada foi: 
.tW = -Jn.7329 + 4.3571 = 4.0112 
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3.7.2.2 - Modelos ll e IV 
Para testar a hipótese nula H0:~ = 2 versus a alternativa Ha: ~Í ~ ~;, considerando 
o modelo (2.2)1 onde os parâmetros f!Í 1 =[ {J1 {1 2 {33 /34 ] pertencem ao tra.tarnento A e 
e;1 = [ {35 fJ6 {J1 Ps] pertencem ao tratamento B1 são feitas as reparametriza.ções da seguinte forma! 
onde Ai = Pi- Pô~ Ai= Pi- /31 e Po =O. Note qne >.i = Pi- Pô é não restrito e >.i = P2- Pi >O, 
e as repararnetriza.ções de Ç:j para g, são idênticas aos obtidos na secção 3.6.1. Deste modo é 
considerada a hipótese nula H0:J,* =O versus a alternativa H"":À; > 01 sendo que a primeira parte .:\i é 
não restrita. Com as reparametrizações a função risco é dada pelo modelo IV (3.12) por: 
,\;(t, 9;, !;) = .lo(t) exp((J' + .l'll;) !;),i= 1, 2, ... , n 
A estimativa tJ.; de 7.~ calculada através de métodos iterativos é a mesma já 
cal.culrula em (3.6.1 ), isto é, 
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e a matriz 
0.1908 1.5899 11.0976 0.5590 0.0686 0.6858 
1.5899 26.6636 90.7561 7.3573 0.6835 17.5307 
11.0976 90.7561 662.0759 31.6629 4.1057 38.7649 
0.6590 7.3573 31.6629 5.8308 0.1563 2.6049 
V 11.2 :=: 
0.0686 0.6835 4.1057 0.1563 0.1555 1.3145 
0.6858 17.5307 38.7649 2.6049 1.3145 26.9461 
4.1101 39.2675 251.9715 8.8794 9.2277 76.6620 
0.1747 3.3219 9.8112 1.7669 0.3231 5.7311 
Note que até esse ponto as estimativas são iguais aos da aplicação numérica 3.7.1.2. 










A matriz V 11.2 foi particionado como em (3.26), ou seja: 
e v~f.2 = 
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assim a estatÍstica (3.29) calçulada foi: 
0.2128 9.2289 0.4751 
14.8792 69.9643 5.8967 
69.9643 647.6569 26.9894 
5.8967 26.9894 4.8970 
Q~(!) = 5. 7992. 
Partidonando o vetor dos escores UNe V11 .2 correspondente a parte restrita Uj..r (3.30) e Vi_i.2 (3.31) 
em a e i., foram calculadas UÃ-(a} (3.32) e V Ji.\{ãã)U N{ã) pa.ra cada partição : 
TABELA 3.4 
li 
0 {1,2,3,4} o 
{1} {2,3,4} [ 0.0378 l 
{2} {1,3,4} [ -4.0747] 
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continuação da TABELA 3.4 
a ã UN(a) Vii1(-)UN(a} 
[ 0.9362] 
{1,2,3} {4} 1.6655 [ 0.9373 l 
56.3029 
[ 0.0311 l {1,2,4} {3} -2.9981 [ 0.1309 l 
0.7294 
[ 0.8958] {1,3,4} {2} 53.7434 [ 0.2612 l 
1.6714 
[ -3.4336] 







logo, a partição que satisfez UN{a) >o e vu:2(ãã)UN(ã.) ~o simultanea.tnente foi: a= {213} e ã= {li 4} 
e obteve-se o seguinte valor para o cálculo da estatistica {3.44) para a alternativa (3,2) pelo modelo 
proposto por W ada : 
L!j{J =..J5.7993 + 11.3398 = 3.4841 
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3.7.3. APLICAÇÃO NUMÉRJCA PARA A EXTENSÃO (1) COM ALTERNATIVAS H~4l e H~'l. 
3.7.3.1- Modelo! 
Considerando os dados da Tabela C.2 (dado no Apêndice C) e o modelo I, o 
interesse pode ser o de testar se o efeito do tratamento B é maior que o do controle, isto é, {32 >O, e se 
o efeito do tratamento A é diferente do controle, isto é, {31 f O. Os vetores çi e ~i são os considerados 
na aplicação numérica {2.4.2), ou seja, se o i~éaimo indivÍduo tem o tumor tipo 2 (controle) çh = [ O O 
}, ~}2 := [O O ], se o i-ésimo individuo tem o tipo de tumor 3 (tratamento A) f 11 ::;:: [ 1 O J, f:'2 = [ 1 O 
] e se o i-ésimo indivÍduo tem o tumor tipo 1 (tratamento B) ~:;h = [ O 1 .1 1 ç~2 ::;:: [ O 1 ] e o vetor 
ti~::;:: fz2 z3 zJ. Assim, a estimativa de 7fJv e o vetor de escores U N é a rr, ·;>ma encontrada na seeçâo 
(2.4.2), ou ooja' 


















Os escores (2.9) e a matriz V11.2 (2.18) calculados foram respectivamente: 
[ 
0.8715 
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O vetor U N e a matriz V 11.2 são particionadas como em (3.25) e (3.26) 
respectivamente : 
u}v = 0.8715 e uJv = 1.2391 
VH.2 = 0.0930 e Vii.2 = 0.1555 
A estaÚstk.a (3.29) para a parte nã.o restrita foi dada por : 
Q~(l) = 8.1687 
Particionando a parte restrita Uj., (3.30) e Vii_.2 (3.31) em a e ã, foram calculadas UXr{a} (3.32) e 
V ii:2(ãã)U N(ã) para cada partição : 
TABELA3.5 
• ã UN(a) Vii.1(-)UNfi) 
0 {1} o 7.96S4 
{1} 0 1.2391 o 
Obteve-se o seguinte valor a e.staÚstica. (3.35): 
L~)= ~8.1687 + 1.2391 = 3.0672 
3.7.3.2- Modelo n 
Foi considerado o teste acima para o caso em que o modelo utilizado é o (2.2). M 
matrizes fi e os vetores !l são as mesmas utilizadas em (2.4.2), ou seja:!;= [1 z2 z3 z4] e se o iMésimo 
individuo recebeu o controle, ÇJ = [ º 9 ], onde º é uma matriz nula de dimensão (p + 1) x (p + 1 ), se o 
i-ésimo indivÍduo recebeu o tratamento A, ç:i = [ ! 9 ], onde ! é uma matriz identidade de dimensão 
(p + 1) e se o i-ésimo indivÍduo recebeu o tratamento B, ç1 :::::: [ ! ! ]. Assim, as estimativas de 7 e o 
vetor de escores UN e a matriz V11.2 são as mesmas dadas na secção 2.4.2, ou seja.\ a estimativa de 









0.2140 1.4975 12.1834 0.5293 -0.0911 
1.4975 19.7970 87.5393 8.7556 -0.6395 
12.1834 87.5393 731.3991 30.6921 -5.1999 
0.5293 8.7556 30.6921 8.1448 -0.2220 
-0.0911 -0.6395 -5.1998 -0.2220 0.1616 
-0.9076 -6.4145 -51.8412 -2.2340 1.6028 
-5.4566 -38.2804 -311.2710 -13.2842 9.6613 
-0.1921 -1.3716 -10.9858 -0.4829 0.3363 
2.836E-18 -0.4296 -0.4014 -0.0805 
õ.óllE-17 6.2032 -0.4428 4.5304 
2.075E-16 -22.3629 14.9687 -3.93387 
L297E-16 3.9552 -0.3439 6.6467 
-3.44E-16 0.3644 0.3342 0.1225 
6.483E-18 41.8314 -0.5969 5.0076 
4.279E-16 17.8115 41.9535 -8.3936 
6.483E-18 6.9359 -0.3638 3.3754 












e os escores {2.47) e a matriz (2.18) são dados por: 
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-0.9076 -5.4566 -0.1921 
-6.4145 -38.2804 -1.3716 
-51.8412 -311.2710 -10.9858 
-2.2340 -13.2842 -0.4829 
1.6028 9.6613 0.3363 
54.1593 91.8634 9.5475 
91.8634 599.4822 W.0265 
9.5475 19.0265 4.3295 
e 










0.2091 1.5351 12.1095 0.5512 -0.0869 -0.6287 -ô.1176 
1.5351 18.5482 89.3856 7.1615 -0.6309 -9.4154 -37.3945 
12.1095 89.3856 721.6214 31.6017 -5.1221 -37.8971 -311.5170 
0.5512 7.1615 31.6017 5.6769 -0.1668 -3.1261 
V11.2 = 
-0.0869 -0.6309 -5.1221 -0.1668 0.1555 1.314li 
-0.6287 -9.4154 -37.8971 -3.1261 1.3145 26.9461 
-5.1176 -37.3945 -311.5170 -9.7500 9.2277 76.6620 
-0.1484 -2.4091 -8.8182 -1.6130 0.3231 5.7311 

















7.1615 . 31.6017 
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1.2391 0.1555 1.3145 9.2277 0.3231 
7.0375 1.3145 26.9461 76.6620 5.7311 un-
• V" -N- 73.7653 11.2- 9.2277 76.6620 563.4885 18.6294 
3.1681 0.3231 6.7311 18.6294 3.3799 
Partidonando a parte restrita U1v (3.30) e V~L2 (3.31) em a e ã, foram calculadas UÃ.r(a) (3.32) e 
V il.\(ãã)U N(ã) para cada pa:rtição : 
TABELA 3.6 
0 {1,2,3,4} o 
{1) {2,3,4} [ 0.0378 l 
{2} {1,3,4) [ -4.0747 l 
{3} {1,2,4) [ 0.1413 l 
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continuação da tabela 3.6 
a ã UN(•) Vn.~(aa}UN(ã) 
[ 0.0026 ] [ 0.1222 ] {1,2) {3,4} -3.8417 0.2639 
[ 0.8621 ] [ 0.0967 ] {1,3) {2,4} 51.9456 0.7734 
[ 0.0418 ] [ -0.1815 ] {1,4} {2,3} 1.3096 0.1556 
[ -4.0918 ] [ 7.5101 ] {2,3) {1,4) 0.3772 0.2194 
[ -3.4123 l [ 7.0101 ] {2,4) {1,3) 0.6029 0.0161 i , _ 
__ ; 
[ l · .. r ] -0.0271 9.7979 {3,4) {1,2) .l. 1.2447 <1.2168 
[ 0.9362] 
{1,2,3) {4) 1.6655 [ 0.9373 l 
56.3029 
[ 0.0311 l {1,2,4} {3) -2.9981 [ 0.1309 l 
0.7294 
[ 0.8958] 
{1,3,4} {2) 53.7434 [ 0.2612 l 
1.6714 
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continuação da TABELA 3.6 
• ã UN(a) 




{1,2,3,4} 0 o 
73.7653 
3.1681 
A partiçã-O que satisfez UN{a) >O e V iÍ.~(iii)UNfã_) $O simultaneamente foi: a= {2,3} e ã = {1 1 4} e 
obteve-se o seguinte valor para o cálculo da estatÍstica (3.44) para a alternativa (3.2) pelo modelo 
proposto por Wada : 
LW ~ ~1.3026 + 11.3398 ~ 3.5556 
3.7.4. APLICAÇÃO NUMÉRICA PARA A EXTENSÃO (2) COM ALTERNATIVA a!,"l e Hi') 
3.7.4.1- Modelos I e V 
O efeito do tipo de tumor 3 {tratamento A) sobre o tipo de tumor 2 (controle) será 
o objeto de estudo, isto é Ho:P(l);:::: O versus Ha:P(t) >O, com ,8{2) considerado parâmetro de 
perturbação. Assim, {:::: (P{z)• i) é o vetor de parâmetros de perturbação. O vetor c;;:::: (ci(t)' ci(2)), 
onde ci(l) = 1 se o i-ésimo individuo recebeu o tratamento A, ci{l) =O se o i-ési.mo individuo recebeu o 
tratamento B ou o controle, ci{Z) = 1 se o i-é.simo individuo recebeu o tratamento B1 ci(2);:::: O se o i-
ésimo indivÍduo recebeu o tratamento A ou o controle, o vetor ~~ = I O z1 z2 z3 z4J se o individuo í 
recebeu o controle ou o tratamento A e !! = [ 1 z1 z2 z3 z4 ] se o í-ésimo individuo recebeu o 
tratamento B. A função risco é dado pelo modelo V, isto é, 
À;{ti, l?i(l}' 2Í) = J.o(t) exp(~{t)çi(t) + {'!~) , i= 1, 21 ••• , n 
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O valor da estatistica (3.67) resultou em: -0.0070 
U~f = 0.8369 
As matrizes (3.62)1 (3.63) e (3.64) calc:uladas resultaram em: 
V11 = 0.2001 • V12 =[ -0.1110 -0.3658 -0.4197 
0.1985 0.3845 0.4148 -0.1718 
0.3845 67.4106 -5.4141 15.2233 
e v22 = 
0.4148 -5.4141 85.9491 -2.4057 
-0.1718 15.2233 -2.4057 18.1252 
deste modo tem-se: 
vn.2 = 0.1364 
abaixo: 
TABELA 3.7 
a ã UN(a) >O 
0 {1} o 





A partição que satisfez UN(a) > O e V il:z(aa} U N(ã) $ O foi para a = 0 e a= { 1}, então a estatÍstica para 
o teste de (3.55) é dada por: 
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:1.7.4.2- modelos n • vn 
Um último teste foi aplicado para verificar se os efeitos de interações são 
significantes aplicando o modelo VIL O vetor dos parâmetros pode ser formulado como : ~(I)= (.Bn 
P21 P·n {312 !322 /332) e ~{2) == (,801 {302). Assim a hipótese a ser testado é da forma H0:f1(l} =ºversus 
a alternativa H0:~(l) > Q, sendo que ~('2) será tratado como parâmetro de perturbação. Sejam 
definidos: 




' ] se o i~ésimo indivÍduo recebeu o tratamento A, 
' 
ç ] se o i..ksímo indJvÍ.duo recebeu o tratamento B e 
' 
c ] • ; se o i-ésimo individuo recebeu o controle. 
e o vetor ~i é definido como : 
ªi = ( z1 Zz z3 1 O) se o i-ésimo individuo recebeu o tratamento A, 
~f = { zt ~ Za O 1) se o i~ésimo individuo recebeu o tratamento B e 
~i = { z1 z2 z3 O O) se o i~ésimo indivÍduo recebeu o controle. 
A estimativa fN de { resultou em~ 
-0,0022 l 
-0,0005 
fN ~ -0,0029 
0,5454 
0.9455 








M matrizes (3.61), (3.62) e (3.63) foram respectivamente: 
20,2901 88.5848 9.4116 -9,2892 
88.5848 735.72507 33.0527 -73.9831 
9.411679 33.0527 8.8756 -3.4863 
Vn = 
-9.2892 -73,9831 -3.4863 63,8801 
-57.0603 -458,8310 -21.2518 108.5507 
-2,1729 -17.1342 -0,8228 12.5306 
6-4770 -{),7718 5.2183 1.5174 
-22,0620 11.8142 -1.1133 12.2885 
4.1955 -0.5133 7.2905 0,5708 
Vn= 
49,5948 -1,1267 6,8371 -1,2983 
20.3389 60,3070 -10.8189 -8.0669 
9.2318 -0,5626 5.1557 -0,3002 
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66.4945 -4.0065 15.7763 -0.4291 0.4331 
-4.0065 87.4959 -1.9420 -0.4786 0.4543 
V22= 15.7763 -1.9420 18.1265 -0.0336 -0.1556 
-0.4291 -0.4786 -0.0336 0.2167 -0.1352 
0.4331 0.4543 -0.1556 -0.1352 0.1997 
A matriz V 11•2 foi dado por: 
7.4509 0.6001 3.2268 -6.0035 -0.4722 -1.9964 
-0.6001 21.0617 -0.2161 -0.7902 -14.7488 -0.0434 
3.2268 -0.2161 4.2683 -2.5276 0.0182 -2.2045 
Vn.2 = 
-6.0035 -0.7902 -2.5276 13.3864 -0.9559 3.2674 
-0.4722 -14.7488 0.0182 -0.9559 20.1!52 -0.5090 
-1.9964 -0.0434 -2.2045 3.2674 -0.5090 3.5853 
Particionando o vetor dos escores U N e V 11•2 em a. e ã,. foram calculadas U~(a.} (3.32) e 
Vil.~(ãã)UN(ã) para ca.da partição e a partição que satisfez a condição Uk(a) >O e Vii:z(ãã)UN(ã):::; O 
foi: 
TABELA 3.8 
a li UN{a} Vii?z{-)UN(ã) 
-0.3905 
{3, 6} {1,2,4,5} [ 0.9699 ] -0.1471 0.9253 -0.4614 
-0.1254 
e o teste estatÍstico calculado resultou em : 
.t~l = ~1.2501 = 1.1181. 
CAPÍTULO IV 
D!STIUIIUIÇÃO TEÓRICA SOBRE A HIPÓTESE NULA 
il. !NTROPUQÃQ, 
Após a obtenção das estaÚsticas para o teste da hipótese Ho:~ =O contra 
alternativas como por exemplo as dadas em {2.3)1 (3.1) ou (3.2), as distribuições dessas estatisticas sob 
H0 devem ser estudadas. 
Vários autores estudaram as distribuições dos parâmetros estimados ~ do modelo de 
Cox. Sen(l981) considerou ensaios cÚnicos e experimentos de testes de vida em que um dos objetivos é 
o término rápido do estudo quando H0 não é válido. Este plano é conhecido como o plano 
progressivamente censurado e foi discutido também por Chatterjee e Sen(1973) e Sen(1976) 1979). 
Neste tipo de plauejamento1 ao invés de terminarmos o experimento no t-ésimo tempo de falha ou 
quando o i~ésimo indivÍduo falha, o processo pode ser revisto a cada falha t3, j > 1. Ele estudou alguns 
principias de invariância relacionados a estas estatisticas de ordens induzidos sob a hipofese nula, 
também incorporou estes princÍpios de invariância para o estudo das propriedades assintóticas de 
alguns procedimentos de testes de significância repetida.. Para esses procedimentos, Sen(1981) 
trabalhou com a função risco dado por h1(t) = ho(t)exp(.B'zt.), e portanto o logaritmo da função de 
verossimilhança pardal foi dado por: 
log L. = }': é;{P'zq; - loJ ,E exp(fl'•q;) ) } 
•=1 \J=l 
onde zQi é denominado estaÚstk:a de ordem induzido, portanto sob H0 considera-se UN dado por : 
que depende somente dos ci's e da ordenação dos Xi's. O objetivo foi testar as hipóteses: 
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e wmo em Cox(1972) a estatÍstica do teste considerado foi: 
onde: 
onde J -indica a inversa generalizada de J. Como em Cox(1972, 1975), sob Ho Lnm tem 
assintóticarnente uma distribuição chi-quadrado com p graus de liberdade, onde p é a dimensão de 
unrn: 
Tsiatis(1981} estabelece a consistência assintótica e a normalidade da estimativa de 
máxima verossimilhança parcial através do uso de resultados de convergência. frac.a, sendo que através 
deste, a estimativa da função de sobrevivência converge para um processo normal. Ele mostra também 
as propriedades assintóticas das estimativas de máxima verQSSimilhança pardal de Cox para f3 
incluindo a consistência forte de {i e a normalidade assintótica de 'lfi (iJ - {3). É derivado também uma 
t 
estimativa da função risco acumulativa definida por Ao(t) = J -\J(x) Ax. São dadas as 
o 
propriedades dessa função risco acumulativa incluindo a convergência fraca para 11 média zero do 
proce:sso Gaussiano e os resultados são extendidos para .as distribuições assintóticas d"ts estimativas de 
distribuições de sobrevivência.. 
Andersen & Gill(1982) trabalharam com o modelo de regressão de Cox(1972) e 
discutiram como este modelo pode ser extendido para um modelo onde as covariá.veis tem um efeito 
proporcional sobre a intensidade do processo de contagem multivarlado. Na primeira parte, eles 
derivaram as propríedades assintóticas dos estimadores de ÍJ, obtidos pela maximização da função de 
verossimilhança parcial dado por Cox(l972). Inicialmente eles obtiveram o vetor de primeiras derivadas 
U({J,t) e a expansão de Taylor de U(P, 1) em torno de {30 , que foi dado por : 
U{fl, 1)- U{fi"' 1) ; -l{p*, !)(fi- /10) 
onde P* é um valor entre fJ e Po e !I é uma matriz positiva semidefinida. Substituindo P por j; tem~se 
fn U(P0, 1) = {A '{P*, 1)} '\ff.i (jJ- fJ0), onde por definição U(,â, 1) =-O, com isso eles mostraram a 
nonnalidade assintótica de -.jii (iJ- {J0) e a consistência de {J, como em Tsiatis{1981 ). A vantagem desse 
enfoque dado por esses autores é que as co variáveis não precisam ser limitadas wmo em Tsiatia( 1981 ). 
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Desses estudos., além de outros tais como Cox(l972,1975), Slud(1982) roh B0 e 
sujeitos a certas condições de regularidade sobre ci e zi, tem"se que : 
a) U N dado em (2.9) é assintóticamente normal com médiaº e matriz de dispersão v11,2, 
isto é: 
(4.1) 
b) V11•2 dado em (2.17} converge em probabilidade para v11•2, isto é, 
(4.2) 
onde v11 ,2 é uma matriz positiva definida (de posto r) com elementos finitos. 
Portanto, a densidade assintótica de U N é dada por : 
(4.3) 
A partir de alguns resultados básicos de distribuições multinonnais estudados por 
Kudô(1963) e Barlow et all(1972) e das parlíçÕ<S dadas em (2.33) e (2.34) !>"'• todo O ç; a ç; P, 
são definidas estatisticas como em (2.39) e (2.35), ou seja ; 
Por (4.1) e pelas !>"'tições (2.33) e (2.34) tem-se que' 
(4.4) 
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4.2. DIST!l!B!JJCÃO llQJ:! A BIPÓTES]l; NULA. 
A distribuição da estatÍstica (2.44) é escrito por : 




Pode-se escrever U'N(a):;::; U N(a)- V 11.2(aã)V ii\(n.a)U(ã) corno U'N(a) = ( ! V ll.2(ali)Vii.\(n.a)) U N' 
Utilizando o futo que ÜN ~ N(Q, vt1•2) (4.1) e a convergência de V11•2 em probabilidade para v11.2 
( 4.2), verifica-se pelo teorema de Slutsky que : 
(4.8) 
Da mesma forrn~ desde que U N{a) ...... N(Q, v11.z(aa)) e V 11.2 ....,... v11•2 (4.2), aplicando o teorema de 
Slutsky verifica-se que 
(4.9) 
I.I. O segundo passo é demonstrar a independência entre (4.6) e (4.7). Considere 
x = UN{a) e y = VIl.z(iiã}UN(ã) e é necessário mostrar que: 
P(x, y) = P(x) P(y) 
A função densidade de probabilidade de UN foi dada por (4.3), então reescrevendo a função em forma 
de partição de matrizes, tem-se: 
(4.!0) 
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Se a matriz é particionada dessa forma, por Anderson (1984), pode-ae escrever : 
J 
onde: 
logo, a densidade (4.10) pode ser escrita «1mo: 
Substituindo (2.38) na expressão (4.11) obtém~se; 
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Pode-se dizer que os eventos I(UN(a} > O) e I(Vlf.2(ãi)UN(ã) ~ O) são independentes. 
UI. Em terceiro lugar, é necessário verificar se : 
(4.12) 
são mutuamente independentes. 
Pelo Lema 3.2 de Kudô(1963), se E(U N);::;: O, os três eventos em (4.12) são mutuamente independentes. 
Então: 
Dessa forma, sob a hipótese nula- (H0 : P =O) (4.5) pode ser escrita como: 
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~ ESTUDQ J1Mi PllOBABILlDAPE§ AS§QCIADAS AQ TESTE ESTATÍSTICO. 
Pres:tendt.\-se estudar aqui as probabilidades associadas ao teste estatistico (4.13). O 
objetivo é em primeiro lugar, estudar a distribuição da. raiz quadrada da forma quadrá.tiea da &xpressão 
(4.13). Sabe-se que se X ""'N (p1 ~),então a condição necessária e suficiente para que a estatiatica (X-
p)' A (X- 11) tenha uma distribuição x2 (chi-quadrado) é que: 
onde o número de graus de líberdade será o posto da matriz A.E. Portanto, como U~(a) ~ N(Q, 
* ) • , · ad A v·' t t' ,. Q u·' v·-1 u· t v11 •2(a) e vu.z(a) e estiro a. por ::::: ll.2(a)• a es a lS 1ca = N(a) lLZ{a) N(a) em 
assintótica.mente uma distribuição qui-quadrado com k graus de liberdade, onde k é a cardinalidade 
(tamanho) do conjunto a E P, pois~ 
v* v*-1 v* v•-1 V* - v* v•·1 v• 11.2{a) 11.2(a) 11.2(a) 11.2(a) 11.2(a} - 11.2(a} 11.2{a) 11.2{•) 
Logo, a. função densidade de probabilidade de Q é dada por : 
L 1 .s 
q2 e 2 
f(q) = k 
( k) :;--1 r 2 2 
(4.14) 
1 
A distribuiciio de T ::::: Q 12 ::= ( UN'(a} v*-1 U* )
1
/z é encontrada utilízando o método do 11.2(a) N(a) 
Jarobiano; 
t :::::: ..Jij, então q = t2 e lJ:t = 2 t 
A densidade é dada por: 
(4.15) 
que é uma função densidade de probabilidade, pois f( t) é uma função não negativa e a integral em todo 
o intervalo (O $ t $ oo) é igual a 1, isto ~ 
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utilizando : 
/
oo 1 2 1 .E 
0 
xp- eax dx:::: 2 a2f(~) 
A função densidade de probabilídade de (4.15) é chamada de densidade de probabilidade CRI e sua 
distribuição é denotada por P{Xk $ x}. 
Dessa forma, (4.13) pode S(';r escrito como: 
E P(Xk S: x) P( UN(a) ~ O) P(V;-{.,(••) UN(i) < O) 
oÇaÇP a 
onde ka representa a cardinalidade de a. 
Se P(a) = P( UN(a) :2: O) P(V}{.2{n) UN{&) < 0), a expressão acima pode ser escrita como: 
E P(xk s; x) P(a) 
oÇa.ÇP a 
(4.16) 
É possÍvel expressar (4.16) em termos da cardinalidade de k (O Ç k Ç r), isto é, pode ser escrito como: 
'rf X :2: 0 (4.17) 
Como em Sen(1984}, na literatura estatÍstica a expressão (4.17) é conhecida como a distribuição chi~ 
' bar, onde os Pk são não negativos e E Pk = L Por exemplo: 
k-:::::0 
Quando r= 2, a distribuição em (4.17) pode ser escrita em termos da cardinalídade 



















P:n, Pt = Pn + P21 
p, 
P ~ Po P(x0 s; x) + (p11 + P21) P(x1 s; x) + p12 P(x, s; x) 
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P(UN(o) >O)= P((UN(o)- V 11.2(0,12) VI{.2(12,12)UN(12)) >O) = 1, polB UNto) é dada em 
(2.39), UN(O) = 0, V n.z(O,l2) = 0, e U~(o) = 0 e 
P(Vj11.2(l2,l2)UN(l2) :S O)= P(Vi\.zUN :S O). 
UN{1} = UN{t} M Vn.2(1,2)Vil.z(z,z)UN(2)' 
UN{z) = uN(z)- Vn.z(z,t)Vfl~z(l,l)uN(t). 
UN(l) representa o primeiro elemento do vetor UN , 
UN(Z) representa o segundo elemento do vetor UN , 
V ll.Z(l,Z) é a partição que toma a 1!'! linha e 2ª coluna da matriz V lU e 
Ví\.z(z,Z} é a partição que toma a ?J linha e coluna da matriz Vi\.2. 
Quando considera-se r:::::3, obtem-se as seguintes partições: 
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• ã k Pk 
0 1, 2, 3 o Po 
1 2, 3 1 pll 
2 1, 3 1 1'21 
3 1, 2 1 Psl• Pt:::: Pn +P:n +Pa1 
1, 2 3 2 pl2 
1, 3 2 2 P, 
2, 3 1 2 P32• Pz=Ptz+Pzz+Psz 
1, 2, 3 0 3 Ps 
Portanto ( 4.17) é escrito como : 
P = Po P(Xo S x) + (pll + P21 + Patl P(x1 S x) + (p, + Pn + Psz) P(xz S x) + P1s P(xs S x) 
AR probabilidades são dadas por: 
Po = P(UN(o) > O) P(Víi_2(l2S,l2S)UN(l2S) S O)= 1 x P(Vj\_2UN S O) = P(Vj\.2UN S O) 
onde: 
onde: 
pois u~(O) é dada em (2.38), UN(O):;;: 0, vl1.2{0.123) = 0. e u~{O) = 0 e 
P(Vi\.2(123,123)UN(l23) S O)= P(Vi\.zUN S 0). 
+ P(UN(s) > O) P(V].\.z(tz,tz)UN(t2) ::; O) 
UN{l) = UN(t) ~ V 11.2(1,23) VJf.z(zs,za) UN(23) • 
UNp:) = uN(zJ- Vn.ztz,ta}Vll.z(13,13)uN(l3) • 
UN{3) = uN(s)- Vu.z(J,tz)Vll.z(tz,n)uN(tz), 
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UN(l) representa o primeiro elemento do vetor UN , 
UN(Z) representa o segundo elemento do vetor UN , 
UN(S) representa o terceiro elemento do vetor UN , 
V 11.2(l,2S) é a partição que toma a 19linha e iJ e 3º- colunas da matriz V11.2, 
V 11.l(S,l7:) é a partição que toma a 3!! linha e 1!.! e 'i! colunas da matriz V 11.2, 
Vj_\.2(23,23) é a partição que toma a 29 e :11 linhas e colunas da matriz Vi\.2 e 
UN(2J} é a partição que toma o '8 e o !f! elemento da matriz UN. 
onde: UN(12):;:;;: UN{l2)- V n.2{12,.3)Vil.2{3,3)UN(3) • 
UN(t3) = UN{13)- Vu.2{13.2)Vll.2{2,2)UN(2)' 
UN(zs) = UN(zs)- Vn.2(23,t)Vll.z(t,t}UN{l)' 
UN{l2) representa o 1Q e o 29 elemento do vetor UN , 
UN(lS} representa o 1Q e o 'fl elemento do vetor UN , 
UN(23) representa o 1º e o <fl elemento do vetor UN , 
VJ.\.2(l,l) representa a partição que toma a 1ª linha e coluna da matriz Vi}.2, 
Ví\.2(2,2) representa a partição que toma a. 'P- linha e coluna da matriz Vi\.2, 
Ví\.2(3,3) representa a partição que toma a 3º' linha e coluna da matriz Vi\.21 
V ll.Z(t,23-) é a partição que toma a 1!:.1 linha e 29 e 3ª colunas da matriz V 11.2, 
V 11.2(3,12} é a partição que toma a 3!! linha e 1!? e 21 colunas da matriz V ll.2• 
Ví_\.2{2S,'l3) é a partição que toma a ';!! e aª linhas e colunas da matriz Vj1_2, 
UN(l2) representa a partição que toma o 1º e o 't! elemento da matriz UN , 
UN{t3) representa a partição que toma o 1º e o 'fl elemento da matriz UN , 
UN(23) representa a partição que toma o 'f! e o '11 elemento da matriz UN 1 
UN(t) representa a partição que toma o lfl elemento da matriz UN, 
UN(2) representa a partição que toma o <Jl elemento da matriz UNe 
UN(l) representa a partição que toma o 'i! elemento da matriz UN. 
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onde: 
Sobre a hipótese nula H0 e certas condições de :regularidade, o teste estatÍstico da UI 
possui assintóticamente uma distribuição chi~ba:r, onde os pesos Pk são calculados como as 
probabilidades da distribuição normal multivariada., baseada na matri2 de dispersão v11•2. Na prática 
v11•2 é geralmente dest.onhecida, para isso utíliza~se a matriz de dispersão estimada V 11•2, observando 
que o tamanho a.mostral deverá ser "'grande" para que a aproximação da distribuíção chi-b.ar seja 
adequada. 
Uma ve2 que a distribuição ehi-bar é expressa em termos de cardinalidade k, o 
objetivo agora. é encontrar P(Xk $ x) e Pk em (4.17), 
4.3.1 - CÁLCUW DE P{xk ~ x) 
19 forma: A variável t -;;::;: iXI tem distribuição normal com médía ..Jf=T e variância 2. 
Esta forma é usada por Gentle & Kennedy (1980) que seguem a sugestão dada por Fisher, que UBa o 
fato que a quantidade x= ~(2X' ) tem aproximadamente uma distribuição normal com média 
~ (2k - 1) e variâucia L O objetivo é encontrar a distribuição de t=~ X'· fazendo as transformações de 
variáveis. 
Para. a. variável aleatória x tem-se a seguinte densidade: 
f(x) = fz,: e>.-p {- ~ ( x _ ~) 2} 
fazendo a transformação pelo método do Jacobiano, a densidade pode ser escrita como : 
portanto : 
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f(t) =i,; exP{ -H~- .J2k -I )2} ;h 
f(t) = 2:, exp {-! (, -F l 2 } 
f(t) = 2:, exp {-i ( t- .j2k -I ) 2 } 
(4.18) 
?1 forma:: É calcular diretamente a P(Xk ~ x) usando a f ,-ução densidade de 
probabilidade. De (4.15) tem-se: 
e portanto 
que não é uma forma simples. É necessário o uso de métodos de integração numérica, e neste caso foi 
utíüzado o método de 1/3 de Simpson. (APÊNDICE B). 
4.3.2 - CÁLCULO DE Pk 
Utilizando os resultados (4.11) e (4.12), as probabilidades Pk podem ser calculadas 
em termos da cardinalidade k. Os Pk são formados como produtos de duas distribuições normais 
multivaxiados e como eles são independentes, as probabilidades são determinados sepa.radarnente. 
Existe uma vasta literatura para o cálculo das probabilidades multinormais. No caso de n ..S: 4 (número 
de elementos do vet-or normal rnultivariado) existem várias sugestões de cálculos através de fórmulas. 
Cramé:r(19461 pág.290) fornece a forma para o caso em que n = 2. Barlow ett a.ll. (1972, pá.g. 136) 
fornece a fórmula para o caso em que n ~ 4. 
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Se n = 1, é uma distribuição normal univariada, então : 
prl =i 
Se n = 2, t,ern·se uma distribuição normal bivariada, então : 
pr2 =! + 2~ arco--seno p12 
onde Pn é o coeficiente de correlação entre os dois elementos do vetor. 
Se n = 31 temMse uma distribuição normal multíva.riada com três elementos, e 




onde p12 é o coeficiente de correlação entre o primeiro e o segundo elemento do vetor, p23 é o 
coeficiente de correla.ção entre o segundo e o terceiro elemento do vetor normal multivariado. 
e se n = 41 que é um vetor nom1al multi variado com quatro elementos, inidalmente tem-se as formas 
dadas por McFadden(1960), Ahrahanwn(l964) e Childs(1967)o 
e assumindo que os p's são pequenos, Plackett(1954) obteve a seguinte aproximação : 
1 
- 2 arco-senop12 arco-senop34 4< 
(4.22) 
onde p12 é o coeficiente de correlação entre o primeiro e segundo elemento do vetor1 p23 entre o 
segundo e o terceiro elemento e p34 entre o terceiro e o quarto elemento do vetor normal multivariado. 
Para n > 4, os pr11 devem ser encontradas utiliZando--se métodos de simulação de Monte Carlo. Por 
(4.11) são gerados vetores normais multivariados VN, com médiaº e variâncía V11•2, assim calcula-se 
os vetores U_Âr(a) e V ii1(ãã}U N(ã) pata cada partição a e é determinado o número de vetores que 
satisfaz U~(a.) > Q e Vi]..12(ãã)U N(ã) :$; º independentemente, para cada partição, determinando assim 
P(U~{a) > m e P(V ii.~(rui)U N(ã) $O) para cada a. 
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Por exemplo1 para. o mesmo exemplo citado acima, ou seja, r = 3, o cáculo dos pesos 
pode ser obtida através da seguinte forma: 
Quando k =O, 
Po = pr3 =i+#,aroo-seno p12 +arco-seno p23), 
onde p12 e p23 é obtido da matriz de segundas derivadas V ii ;2• 
Quando k = 1, 
p1 = pr1 xpr2 = ~x( i+~ arco-seno Pu} 
onde p12 é obtido da matriz de segundas derivadas V 1}.\rrut)· 
Quando k =21 
P2.::::: pr2 xpr1 :::::.:(;!+~arco--seno p12)x!j 
onde p12 é obtido da matriz de segundas derivadas 
v;-1.2(a) =v ll.l{a a)- v 11.2{a ã) v li.~( a â) v 11.2(ã a)• 
Quando lt :;;;;; 3, 
p3 :::::.: p:r3 ::::: k+:/i<arco-seno p12 +arco-seno p23}, 
onde p12 e p23 é obtido da matriz de segundas derivadas v;1.2(a) =V 11.2. 
4.4 jlSTU!)Q l)Q TESTE ESTATÍSTICQ !<%l e !<W. 
Para o teste da hipótese alternativa Ha:.81 :$ {}2 :$ ••• $. fJ,. (3.2), através do modelo 
I, a estaÚstica é dada por (3.23)1 ou seja : 
.tW = L: { Q~(•l + UlJ(,.,(v;r_,(.r 1 uf,i<•l}' 12 I {uf,i(aJ >o} 1{v 11.~(aaJu N(li) :'::o} 
oçaçP" 
A estatktica QÂr(I) = ~H)2 tem distribuição quiHqua.dra.do com 1 grau de liberdade 
-1 11.2 
e Uji(aÁVii'.2(a)) UiJ'(a) tem uma distribuição qui*quadrado com k graus de lilw...rdade, onde k é a 
cardinalidade do conjunto a Portanto, Qj.;(l) + UN{a)(V1i.2(a)) - 1U;j'{&) tem uma distribuição qui~ 
quadrado com k + 1 grau de liberdade. A distribuição nula da estaÚstica {3.23) pode ser escrita como: 
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(4.23) 
A expressão (4.23) é conhecido como a distribuição chl~bar. 
Para o teste da hipótese alternativa Ha:,B1 5 ft2 :S: ••• :S ft., {3.2), utilizando o 
modelo (2.2), a alternativa H,:/l(l) f Q, /1(2) ~ Q (3.3) ou a alternativa H,:~{l) f Q, 
O.$ fJk + 1 $. Pk+2 $ ... $ Pr (3.4), a est,atistica é dada por (3.35)1 ou seja: 
t.~} = E { Q~(t) + UN{a)(v~t.z{a}) -l u;:(a)f 12 I {u~(a} >o} r{ v ü.12(aa.)u N(ã) s o} 
oçaçP' 
A estatÍstica Q;.;(i:) = U~'(V~i_2) -lU~ tem distribuição qui-quadrado com t graus 
de liberdade (t é a dimensão deU~/) e UN{alv:;.2(a.)) - 1Uf1'(a) tem uma distribuição qui-quadrado 
com k graus de liberdade, onde k é a cardinalidade do conjunto a. Portanto, 
Q~(€) + UiJ(a)(v~i.:z(a))- 1Ui$(a.) tem uma distribuição qui-quadrado com k+.t grau de liberdade. A 
distribuição nula da. estatistíca (3.23) pode ser escrita como: 
(4.24) 
A expressão (4.24) é conhecido como a distribuição chi-bar. 
:I& DlSTR!BUICÕES APROXIMADAS UM AS PROBABILIDADES ASSOCIADAS AQ TESTE 
ESTATÍSTIQ.Q 
Como em Sen(1984), ao invés de testar a probabilidade de que T seja maior que 
um determinado valor t, pode ser calculada a probabilidade que T2 seja maior que um determinado 
2 
valor especificado t 2• Isto pode ser obtida substituindo a equação .t~} por T 2 :::: ( .t}:P). Então para a 
sua distribuição nula, ao invés de encontrar a probabilidade que L~) exceda um certo valor Xo• será 
procurada a probabilidade que ~ exceda um certo valor x81 isto é : 
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(4.25) 
Sabe-se que de todas as partições existentes, existe apenas uma partição em que as duas variáveis 
indicadoras são diferentes de zero simultaneamente. Para determinar a distribuição nula, considera-se 
Ta para cada partição, com: 
T'-a-
d U• v•-' u• ' on e N(a} 11.2(a) N(a} ""'Xk• 
(4.26) 
Sabe-se que a distribuição gk,.m pode ser aproximada pela distribuição de xfk, onde 
x""' xi, ou seja se n-->oo tem-se que r:Fk,m ! X~· Com hase nisto, Sen(l984) propõe que substitua a 
variável aleatória. xi por k~ k,N'"' k=O, 1, ... , r, onde 15 a,b tem uma distribuição razão de variáncia de 
Fisher com {a, b) graus de liberdade e N*:;:;;; N- r*, r* é o número de elementos de 'Y· 
i& : APLICAÇÕES NUMÉRICAS. \ 
Sobre as estatÍsticas calculadas nos capÍtulos 2 e 3, serão determinadas as suas 
probabilidades de rejeição, sendo que pa.:ra cada um dos resultados obtidos anteriormente, são 
determinados Pk P(Xk :S x), k =O, 1, ... , r, onde Xk tem uma distribuição ehi com k graus de 
liberdade, que será obtida utilizando o método de Simpson (apêndice B). Para rompletar será 
determinado os pesos Pk1 (k =O, 1, ..• , r), através de simulações numéricas (apêndice D), sendo que 
para cada uma delas foram geradas produtos de vetores normais multivariadas até obter a condição 
' ' ' 
exigida pela estatistica, que é E :;:;;; 1. A probabilidade de rejeição é dada por 1- E pkP(Xk::; x). 
k=O k=O 
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4.6.1. Dois grupos: Tramento e controle . 
Os estudos das distribuições sob Ho:P = O realiudos a seguir se referem a 
alternativa R4 :/3 > ot isto ~ o efeito do tratamento é maior que o do controle, para o conjunto de 
dadoo C.l. 
4.6.1.1 P _value para a aplicação numérica 2.4.1.1 
Na aplicação numérica 2.4.1.1 foí testado a hipótese nula H0 versus Ha e o valor da 
estatÍstica para o teste foi .t}P; 1.251194. Para o modelo I, r::::: 1 e para encontrar o valor da 
distribuição nula para a estatistica (2.44}, que é uma distribuição chi~bar, o primeiro passo é calcular a 
prohabilldade da distribuição chi com O e 1 grau de liberdade. Quando k =O, ( o número de grau de 
liberdade), P(x0 S. x) = 1, qualquer que seja x. Para o cálculo da estatÍstica quando k = 1, foi utilizado 
o método numérico de Simpson (Apêndice B) e foi obtido o seguinte valor: 
P(x1 :S 1.2512) = 0.7888 
O segundo passo, é calcular os pesos correspondentes à distribuição chi-bar. Para cada partição~ tem-se: 
sendo que ViuUN possui uma distribuição normal univaríada com média O (zero) e variânda Vi\,2, 
como dado em (4.4), e UN tem distribuição normal univariada. com média O (zero) e variância vi1.2• 
como dado em {4.4). Logo: 
P1 = P(Ut, >O)= 0.5, 
Desta forma1 verifica~se que: 
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p = 1-(0.5x 1+0.5<0.7888212) = 0.1055894. 
Portanto, a esse nÍvel de signifieãncia a hipótese nula não é rejeitada, ou seja, o tratamento A não 
pare,ce proporcionar um tempo de sobrevivência maior que o tratamento B (que está concordando com 
o teste log-rank realizado na secção 2.4.1) 
4.6.1.2- P _ value para a aplicação numérica 2.4.1.2 
Na aplicação numérica 2.4.1.2 com o modelo Il, para. o teste hipótese nula H0 versus 
a alternativa Ha o valor da estatistka para o teste foi .tW = 0.9542. O nÍvel de s:ignificãncia dos teste é 
dado por: 
Como no caso anterior, quando k =O, P(X} ~ x) = L As probabilidades chi calculadas pelo método de 
Simpson para cada partição resultaram: 
P(x1 :s 0.9542) = 0.6599. 
P(x2 o> 0.9542) = 0.3656 e 
P(x3 ,s o.9542) = 0.1111. 
Para o cálculo dos pesos P.kj verificam-se produtos de vetores normais multivariados, ou seja: 
onde U~ tem distribuição normal multivaciada com média Q e va.riância vi1.z e Vj}.2UN tem 
distribuição normal multivariada com média Q e variância v11.2• 
Os valores dos pesos foram calculados utilizando as expressões dadas em (4.19), 
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p; 1- (1 X 0.0009 + 0.6599 X 0.1411 + 0.3657 X 0.5005 + 0.17"i! · 0.3575). 
Logo p ;: 0.6596, e a esse nÍvel de significânda não rttieit&-se a hipótese nula. ou seja, existem 
evidências de que o tempo de sobrevivência para o tratamento A não foi maior que o tempo de 
sohrevhtênda do tratamento B e as diferenças entre rovariáveis nos tt+-1 c , ,lentos A e B não são 
signi:fica.n tes. 
4.6.2 - TNs grupos: Dois Tratamentos e um controle 
l - O ..tudo das distribuições sob ~lo' (I = º realizados a ..egui< rei""""""' ao 1<ote da 
hipótese alternativa H0:~ > ª' isto é, os efeitos dos tratamentos são maiores que os do controle. 
4.6.2.1 - P _value para a aplicação numérica 2.4.2.1 
Essa aplicação numérica refere-se ao teste da hipótese nula H0 versus Ha para o 
segundo conjunto de dados da tabela C.2, utiliz:a:ndo o modelo I. Para esse caso r= 2, sendo o controle, 
tratamento A e o tratamento B e o valor da estatfstka. para o teste de hipótese (2.3) foi dado por 
LN = 4.9358. Utilizando o método de .integração numérica obteve-se: 
P(x0 ~ 4.9358) = 1, 
P(x1 ~ 4.9358) = 0.9999 e 
P(x2 ~ 4.9358) = 0.9999. 
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p ~ 1- (1 X 0.2919 + 0.9999 X 0.5000 + 0.9999 X 0.2081) 
então p:;: 0.0001. Logo a esse nivel de significâ.ncia rejeita-se a hipótese nula1 ou seja, existem 
evidências de que os efeitos dos tratamentos comparados ao controle é positivo, isto é, tratamento A e 
B são superiores ao controle. Esse resultado concorda com o resultado do teste log-ra.nk realizado no 
capitulo Il, seeção 2.4.2. 
4.6.2.2 - P _ value pru-a a aplíc.ação numérica 2.4.2.2 
Na aplicacão do teste de hipótese alternativa Ha utilizando o modelo ll, o valor da 
estatÍstica calculada (2.56) foi dado por LN :;: 4.1399. E as probabilidades calculadas para cada grau de 
liberdade através de métodos numéricos foi : 
P(x0 ::; 4.1399) ~ 1, 
P{x1::; 4.1399) ~ 0.9998, 
P(x,::; 4.1399) ~ 0.9998, 
P(x3 ::; 4.1399) ~ 0.9993, 
P(x4 ::; 4.1399) ~ 0.9982, 
P(x, :5 4.1399) ~ 0.9957, 
P(x6 ::; 4.1399) ~ 0.9912, 
P(x1 ::; 4.1399) ~ 0.9835 e 
P(x,::; 4.1399) ~ 0.9713. 
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Para o cákulo dos pesoo foi net.essário utilizar os métodos de simulações numéricas. Para obter a 
8 
rondição neeessária para os pesos, ou seja, Í.: Pk: 1, foi necessário gerar 5000 vetores normais 
k=O 











O nivel de siguificância calculado foi dado por: 
p = 1- (1 X 0 + 0.9998 X 0.0009 + 6.9998 X 0.0123 + 0.9993 X 0.0730 + 
+ 0.9982 X 0.1612+ 0.9957 X 0.3085 + 0.9912 X 0.2920 + 
+ 0.9835 X 0.1311 + 0.91!3 X 0.0211) = 0.0069 
então a esse nÍvel de significância rejeita-se a hipótese nul~ ou seja, existe uma forte indicação de que 
os efeitos dos tratamentos e eovariá.veis comparados ao controle foi positivo, 
./.6 ~Aplicações numéricas • pág. 119 
li - O estudo da distribuições sob Bo:2 ~ p realizados a seguir refereiiHe ao teste de. 
hipótese a.l:temat.iv& H 0:0 < (:J1 < P2 < ... < Prt isto é, oo efeitos dos tratamentos estão ordenados e 
além disso são maiores que o oont.role. 
4.6.2.3- P _value para a aplicação numérica 3.7.1.1 
Para a hipótese nula H0:~;:;:: ºversus a alternativa (3.1), ou seja., H,..éO < {31 < {32 < . 
. . < {3,, utilizando o modelo I, obteve-se o valor da estatistica dada. por L~}= 3.7719. Pelos métodos 
numéricos de integração para. r = 2 obteve-se as seguintes probabilidades : 
P(Xo ~ 3.7719) ~ 1, 
P{x1 ~ 3.7719) ~ 0.9997 e 
P(x2 ~ 3.7719) ~ 0.9992. 








O nivel de significânda calculada foi dada por; 
p = 1- {1 x0.1849+ 0.9997 x0.5000+0.9992x 0.3152) ~ 0.0003. 
Portanto, a esse nivel de significãncia rejeita-se a hipótese nula, ou seja, existem evidências de que os 
efeitos dos tratamentos estão em forma ordenada nas respostas. 
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4.6.2.4- P _value para- a aplicação numérica 3.7.1.2 
Para o teste da hipótese nula flo:~;: Q versus a alternativa Ha:O < {11 < {12 < .. 
. < {3r{p + l} (3.1) utilizando o modelo II, o valor da estatÍstica calculada fui l.'N = 4.1399 e r-:::: 8. Os 
valores das probabilidades encontradas através de métodos de simulação numérica foi: 
P(x0 $ 4.1399) = 1, 
P(x1 s 4.1399) = 0.9998, 
P(x2 s 4.1399) = 0.9998, 
P(x, s 4.1399) = 0.9993, 
P(x4 $ 4.1399) = 0.9982, 
P(x, s 4.1399) = 0.9957, 
P(x, $ 4.1399) = 0.9912, 
P(x1 $ 4.1399) = 0.9835 e 
P(x, $ 4.1399) = 0.9713. 





















p = 1- (1 X 0 + 0.9998 X 0.0006 +0.9998 X 0.0025 + 0.9993 X 0.0183 
+ 0.9982 X 0.0617 + 0.9957 X 0.1718 + 0.9912 X 0.3281 + 
+ 0.9835 X 0.3157 + 0.9713 X 0.1012): 0.0119 
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Assim, a esse nÍvel de signiflCãncia rejeita-se a hipótese nula, ou seja, existe evidências de que os efeitos 
tratamentos e as díferenças entre cova.riáveis nos tratamentos estejam em forma ordenada. 
m - O estudo d& distribuições sob H0:~ = 9 realizados a seguir refeteUH!íe ao teste 
da hipótese alternativa H4:(J1 < P2 < ~ ~ . < Pr, isto é1 oo efeitos dos tratamentos estão simplesmente 
O«ieruldoo. 
4.6.2.5 ~ P _value para a aplicação numérica 3.7.2.1 
Para o teste da hipótese nula H0:~ = Q versus a alternativa Ha:P1 ~ fJ2 ~ ••• ~ flr 
(3.2), o da alternativa ordenada, utilizando o modelo 11 foi encontrado o valor da estatÍstica 
.tf;) = 4.0112, sendo que neste caso r= 1 e para cada uma das distribuições chi, existe k + 1 graus de 
liberdade. Deste modo, obteve-se: 
P(x1 s 4.0112) = 0.9998 
P(x, s 4.0112) = o.9996 





O nivel de significãneia. é dado por: 
0.50 
0.50 
p = 1- (0.9998 X 0.5 + 0.9996 X 0.5) = 0.0003 
logo, a esse nÍvel de s:igni:ficância, rejeita.-se a hipótese nula, ou seja, existem evidências de que os efeitos 
tratamentos em relação ao controle estão ordenados. 
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4.6.2.6- P _value para a aplicação numérica 3.7.2.2 
Para o teste da hipótese nula H0:~;:;;: º versus a alternativa (3.2)1 utilizando o 
modelo li~ o valor da estatÍstica (3.35) calculado foi .tJjl = 3.4841 e r= 4. As probabilidades ehi são 
dadas com k + 1 graus de liberdade : 
P(x, :::; 3.4841) = 0.9836, 
P(x, :S 3.4841) = 0.967!, 
P(x6 :S 3.4841) = 0.9411, 
P(x7 :S 3.4841) = 0.0.9039 e 
P(x8 :S 3.4841) = 0.8549. 







O .uivei de significáncia calculado foi: 
p = 1-(0.9836 x0.0391 +0.9671 x0.1274 + 0.9411 x0.2176 +0.9039x0.3786 + 
0.8549 X 0.2372) = 0.0885. 
Logo a esse nivel de significã.ncia não rejeita-se a hipótese nula1 ou seja, existem furtes evidências de 
que os efeitos tratamentos e das direfenças das covariávels no tratamento em relação ao controle não 
estão ordenados. 
P(X. $ 3.6556) = 0.9868, 
P(x5 ::; 3.6556) = 0.9730, 
P(x6 ::; 3Ji656) = o.o5os, 
P(x7 $ 3.5556) = 0.9186 e 
P(x8 $ 3.5656) = 0.8751. 
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p = 1- (0.9868 X 0.0391 + 0.9730 x0.1274 + 0.9508 X 0.2176 + 0.9186 X 0.3786 + 
0.8751 X 0.2372) = 0.0885. 
Logo, a esse nivel de sígnificãncia. não rejeita-se a hipótese nula, ou seja, não existe diferença entre 
tratamento A1 B e controle. 
V- O ..tudo da distribuição sob Ho:(l(l) = º reaJiy.ado a seguiT refere-.e ao teste da 
hipótese alternativa. H.:~(l) > g, isto é. o interesse é verificar se efeito do tratamento A é ma.ior do que 
o controle. 
4.6.2.9- P _value para a aplicação numérica 3.7.4.1 
Foi calculado também o teste para a hipótese alternativa dada na extensão (2)1 ou 
seja, a hipótese nula dada por H0:~(l} ~ º versus a alternativa Ha:~(l) > Q, considerando o modelo V. 
O valor da estatistíca (3.51) calculado foi .tN = 2.2658 e r= 1. As probabilidades chi calculadas foram: 
P(x4 ::; 3.5556) = 0.9868, 
P(x,::; 3.5556) = 0.9730, 
P(x, :S 3.5556) = 0.9508, 
P(x1 :S 3.5556) = 0.9186 e 
P(x8 :s 3.5556) = 0.8751. 
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p: 1- (0.9868 X 0.0391 + 0.9730 X 0.1274 + 0.9508 X 0.2176 + 0.9186 X 0.3786 + 
0.8751 X 0.2372) = 0.0885. 
Logo, a esse nivel de significância não rejeita-se a hipótese nula, ou seja, não existe diferença entre 
tratamento A, B e controle. 
V - 0 estudo do distribuição sob ilo'ii(I) = º realizado a segull ref.,.,... ao leste do 
lúpótese alternativa Ha:~(l) > g, isto é, o interesse é verificar se efeito do tratamento A é maior do que 
o controle. 
4.6.2.9- P _value para a aplicação numérica 3.7.4.1 
Foi calculado também o teste para a hipótese alternativa dada na extensão (2), ou 
seja, a hipótese nula dada por H0:-é'(l) = g versus a alternativa H":~(l) > Q, considerando o modelo V. 
O valor da estatÍstica (3.51) calculado foi LN = 2.2658 e r= L As probabilidades chi calculadas foram: 
P(x0 :S 2.2658) = 1 e 
P(x1 :s 2.2658) = Q.97M 
Os pesos para cada partição é dado por: 
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p = 1- (1 x 0.50 + 0.9764 x0.50), portanto p = 0.0118 
Logo, a esse nÍvel de significâ.ncia rejeitarse a hipótese nul~ ou seja, existem fortes evidências de que o 
efeito do tratamento A é positivo. 
VI- O estudo da distribuição sob Ho:f!(l); ºrealizado a seguir refere-se ao teste da 
hipótese alternativa H6 :fJ(l} > !,!, isto é, o interesse é verificar se as di:furenças das oovariá.veis nos 
tratamentos A, B e controle são significantes. 
4.6.2.10 • P _ value para a aplicação numérica 3.7.4.2 
Foi calculado também o teste para a extensão (2), a hipótese nula dada por 
H0:~(l} = º versus a alternativa R11:~(l) > g, utilizando o modelo VII. O valor da estatktica (3.64) 
calculado foi LÍ,[} == 1.1181 e r == 6. AB probabilidades chi calculadas são dadas por : 
P(x0 :S 1.1181) = 1, 
P(x1 :s 1.1181) = 0.7363, 
P(x, :s !.1181) = 0.4648, 
P(x3 :s 1.1181) = 0.2590, 
P(x4 :s !.1181) = 0.1302, 
P(x4 :s 1.1181) = o.oooo e 
P(x4 :s 1.1181) = o.0257. 
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O valor de p calculado foi : 
p = 1- (1 X 0.0572 + 0.7363 X 0.2031 + 0.4648 X 0.3215 + 
+ 0.2590 X 0.2587 + 0.1302 X 0.1183 + 0.0600 X 0.0371 + 0.0257 X 0.0043 = 0.5591. 
Portanto a esse nÍvel de significânda aceita-se a hipótese nula, ou seja., as diferenças das covariávei.s nos 
tr<\tamentos não é significante. 
CAPÍTUlO V 
PODER DO TESTE E CONCLUSÕES 
!il. !NTRODQÇÂQ, 
Uma vez obtidos o valor da estatÍstica e o p_value1 é feito o estudo do poder 
assintótico para o teste da União-Intersecção (UI) pata algumas hipóteses dadas nos capituloo II e III. 
O poder das estatisticas serão comparadas aos testes equivalentes para hipóteses alternativas n~ 
restritas, isto é, H0:~ = º versus a alternativa Ha:~ f Q utilizando a esta.Ústica de Ra.o (2.20). 
As formas das funções para em:ontrar o poder não é tão simples, portanto os 
resultados foram obtídos através de simulações numéricas. Na secção 5.2 são apresentados os estudos do 
poder do teste para as três principais estatÍsticas ; 
1 
11) " {( *' ( * )-1u• ) !, L'N :::: LJ U N(a) V u.2(a.} N(a) 
oçaçP 
dadas em (2.44), (3.23) e (3.35) respectivamente. 
Na secção 5.3 são dadas as conclusões das aplicações numéricas e na secção 5.4 são 
dadas as çondusões gerais da tese. 
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~ E!ITUllQ ll.Q NDER ll.Q TESTE. 
A função poder [3(0) pode ser expressa como uma função de a e examinado quando 
a tende a zero. A partir da distribuição do teste da UI sobre a alteuatív~ o poder do teste é expresso 
como: (Wada, 1988 ·secção 2.4) 
O objetivo agora é encontrar o poder do teste para a estatistica (2.43), ou seja~ 
Assim, como em (5.1) a forma do poder para o teste de alternativa restrita é expresso como: 
e{l);;:: 1-{ E P { (u~!a)(Vt1 .2(a)) -tu;.,{a))1 12 ~c, u~(a) >o} P {v ü1u1 ã)u N(ã} ~ o}1 
oçaçP ~·~ 
onde sob Ho, Uk(a) r:;~ N(g, v;1.2(a)) e V ii.1(ã ã)U N(ã) ~ N(º, V11.1{ã ã)). 
O primeiro passo é determinar o valor de c, sendo que para isso, fixa..-se um 
determinado valor para a (por exemplo a ; 0.05) e determina-se o valor de c tal que satisfaça a 
seguinte condição : 
' I; Pk P(Xk 5 <) = 0.05 
k=O 
(5.3) 
onde os Pk são os pesos obtidos no capÍtulo IV e Xk é a distribuição qui com k graus de liberdade, 
obtido através de métodos numéricos dados no apêndice D. O valor de c é obtido através de simulações 
numédcas. 
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Para obter uma comparação, foi determinado o poder do teste para alternativa não-
restrita dada pela estatistica. de RAO .t~)::::: U)vVíi.~U N (2.20). Assim, determina..se a probabilidade: 
(5.4) 
Sabe--se que sob a hipótese nula, U N possui uma distribuição normal multi variada com vetor de médias 
Q e a matriz de variãncia e oovariãncia dada por V 11,2, assim J.J~) possui uma distribuição qui-
quadrado com k graus de liberdade, onde k é o posto da matríz V ll.z· Para encontrar o poder, é 
necessário (J.Xat um certo valor para a (por exemplo a= 0.05) e determinar o valor de w tal que : 
P(xz::; w) = 0.05 
O valor de w é obtído através de simulações numéricas. 
(5.5) 
Para o caso da aplicação numérica 2.4.2.1, foi encontrado c= 2.016299829 em (5.3) 
e para k = 2 obteve-se w = 5.991430 em {5.4). 
Para calcular o poder, foram gerados 1000 vetores normais multivariados com a 
matriz de variãncia e covariânda v 11.2 dada n~ secç.OO 2.4.2.1 e um determinado vetor de médias e· o 
valor de q(l), é a proporção de vetores que fornece a estatÍstica 1... W maior que w, ou seja, 
UJvVií.~UN ~ 5.991430. O valor de él) para cada cardinalidade de a, é determinado como a proporção 
1 
de vetores que satisfazem (uN{a)(v;1.2(a)) -lufv(a)) 12 ?:_c, uN{a) >o e vn-:-2(ã ã)u N{â);; o 
simultaneamente, ou sej~ o poder para e{l) é dado por (5.2). 
A matrú de segundas derivadas utilizada foi: 





5.2 ~ estuda do poder do teste ~ pág. 190 
p e(l) Q(l) 
1 o.5 o l 0.435 0.326 
I o 0.5 l 0.382 0.155 
[ 0.1 o l 0.235 0.066 
[ o 0.1 l 0.284 0.049 
[ 0.5 0.5 l 0.612 0.505 
[ 0.1 0.1 l 0.241 0.063 
[ 0.5 0.1 l 0.446 0.374 
[ 0.1 0.5 l 0.296 0.194 
[ 0.01 o J 0.212 0.045 
[ o 0.01 l 0.234 0.041 
[ 0.05 o l 0.219 0.052 
[ o o.os] 0.267 0.054 
Portanto, pode~se notar que o poder do teste dado por L W é sempre maior ou igual ao do 
teste dado por .tW. 
O objetivo agora é encontrar o poder do teste para a esta.dstica (3.23)1 ou seja: 
1 
l>l " {(Q' u*' (V' J-•u• ) 1' LN =L.. N(l) + N(a) ll.2(a) N(a) 
oça.çP 
Como em (5.1) a forma do poder pata o teste de alternatíva restrita é expresso como: 
5.E ~ estudo do poder do teste~ pág. 191 
j{l); 1- f E P{( QÃr(l) + u~(a)(Vil.2(a)l -•u'N(a))1 1'?; <, U'N(a) > o}P{v;;.~(ãã) u N(ã] ~o}} \çaçP 
(5.6) 
d Q' u'*'(v'* )-'u'* on e N(l) = N 11.2 N· 
Sabe~se que sob a hipótese alternativa, U}j tem uma distribuição normal uni variada 
com uma determinada média p. e variãnda vf1•2• UN(a) tem uma distribuição normal multiva.riada 
com um vetor de médias I! e matriz de var-iâ.ncia e covariância V~l.2(l}" 
Novamente deve-se em primeiro lugar determinar o valor de c, para um 
determinado valor de a (por exemplo o:::::: 0.05) e encontra-se o valor de c t.al que satisfaça a seguinte 
condição: 
(5. 7) 
onde Pk são os pesos obtidos no capitulo IV e Xk + 1 é a distribuição qui com k + 1 graus de liberdade. 
O valor de c é obtido através de simulações numérkas. Para obter uma comparação, novamente foi 
determinado o poder do teste para alternativa não-restrita dado pela estatistica de RAO 
.tW == U~V ii\U N (2.20). Assim, determina-se a probabilidade dada em (5.4). Para encontrar o poder, 
é necessário fixar um certo- valor para a (por exemplo a= 0.05) e determinar o valor de w tal que 
satisfaça (5.5). Para o caso da aplicação numérica 3.7.2.1, foi encontrado c= 2.266791786 em (5.7) e 
neste exemplo para k = 2 obteve-se w = 5.991430. 
Para o cálculo do poder, foram gerados 1000 vetores normais multivariados com a 
matriz de va.riância e covariãneia V11,2 dada na secção 3.7.2.1 e um determinado vetor de médias e· 
Para encontrar o valor de Q(l), é determinado a proporção de vezes em que a estatistica. .tW seja 
maior que w, ou seja., UJvV:ü!-2UN?: 5.991430. Para encontrar o valor de t(l)! para cada cardinalidade 
1 
de a. foi determinado a proporção de vetores que satisfaz (uNta)(v:1.2<a}) -lu.N-<a)) 12 :::c, ufv(a.) >o 
e V il.~(ã ã)U N(ã) :$ 0 simultaneamente, ou seja, o poder para t(l) é dado por (5.2). 
5.2- estudo do poder do teste - pág, 131! 
A matriz de segundas derivadas utilizada foi: 
0.1908 
0.0686 
assim, os resultados obtidos fo:ram : 
p 
[ 0.5 o l 
[ o 0.5 l 
[ 0.1 o l 
[ o 0.1 l 
[ 0.5 0.5 l 
[ 0.1 o.!] 
[ 0.5 u] 
[ 0.1 0.5 l 
[ o 0.01] 
[ o 0.05] 
[ 0.01 o l 






























Pode-se notar novamente que o poder do teste dado por LW é sempre maior ou igual ao 
do teste dado por LW. 
5.2- est-udo do poder do teste~ pág. 193 
Nesta secção é determinado o poder do teste para a estatÍstica (3.35), ou seja : 
Como em (5.1) a forma do poder para o teste de alternativa restrita é expresso como: 
t(') = 1-f L: P{( Q~(l) + uiJ(a)(Vj1_2(ar 'uf<(a))1 1' 2: c,Uf<(a) > o}P{v 1 1(ãã)u N(a) :<;o}} ~çaçP 
(5.8) 
d Q, ul"(vl• )-'ui• on e N{€) = N 11.2 N· 
Sabe-se que sob a hipótese alternativa, u1t tem uma distribuição normal 
multlvariada com um vetor de médias l!e e va.riância vf~.21 dadas pelas partições do vetor I! e da 
matriz de variãncia e covariância V 11.2. UÃr(a) tem um distribuição normal multivariada com um vetor 
de médias l:!a e matriz de variânda e covariãnda vr1.2{a)! obtidas pelas partições complementares do 
vetor I! e da matriz de variânda e covariância V 11,2 
Novamente deve-se em primeiro lugar determinar o valor de c., para um 
determinado valor para a {por exemplo a= 0.05) e encontra-se o valor de c tal que satisfaça a seguinte 
condição: 
(5.9) 
onde Pk são os pesos obtidos no capitulo IV e X~;+ 1 é a distribuição qui com k + i. graus de liberdade. 
O valor de c é obtido através de simulações numéricas. Para obter uma comparação, foi determinado o 
poder do teste para alternativa não-restrita para a estatÍstica de RAO LW := U:VVii\U N (2.20). 
5.2 ~ estudo do poder do teste ~ pág. 134 
Assim, determina-se a. probabilidade (5A). Sabe-se que L~) possui uma distribuição qui-quadrado com 
k graus de liberdade, onde k é o posto da matriz V 11.2. Para encontrar o poder, é necessário flxar um 
certo valor para a (por exemplo a= 0.05) e determinar o valor de w tal que satisfaça (5.5). Para o 
caso da. aplicação numérica 3.7.2.2, foi encontrado c::::: 2.266791786 em (5.9) . O valor de w foi obtido 
através de simulações numéricas e para o exemplo considerado, k::::: 8 e portanto Qbteve-se 
w = 15.507313. 
Para o cálculo do poder, foram gerados 1000 vetores normais multivariados com a 
matriz de variánda e covaríãncia V 11.2 dada na secção 3.7,2.2 e um determinado vetor de médias p. 
Para encontrar o valor de Q(t), é deterrninado o número de vezes em que a estatistica ..t}~?} seja maior 
que w, ou seja, UfvV1l_.\UN ~ 15.507313. Para encontrar o valor de .é3), para cada cardinalidade de~ 
foi determinado a proporção de vezes em que satisfaz ( Q~{€) + UiJ(a)(v;L2(a}) -lu;;.(a})112 :2: c, 
U:t{a) >O e V il1(ã ã)U N{ã) :$O simultanr.amente, ou seja, o poder para e(l} é dado por (5.2). 
A matriz de segundas derivadas utilizada foi: 
0.1908 1.5899 11.0976 0.5590 0.0686 0.6858 4.1101 0.1747 
1.5899 26.6636 90.7561 7.3573 0.6835 17.5307 39.2675 3.3219 
11.0976 90.7561 662.0759 31.6629 4.1057 38.7649 251.9715 9.8112 
0.5590 7.3573 31.6629 5.8308 0.1563 2.6049 8.8794 1.7669 
Vu.2 = 
0.0686 0.6835 4.1057 0.1563 0.1555 1.3145 9.2277 0.3231 
0.6858 17.5307 38.7649 2.6049 1.3145 26.9461 76.6620 5.7311 
4.1101 39.2675 251.9715 8.8794 9.2277 76.6620 563.4885 18.6294 
0.1747 3.3219 9.8112 1.7669 0.3231 5.7311 18.6294 3.3799 
assim, os resultados obtidos foram : 
fi.t! · estudo do poder do teste · pág. 135 
p e(l) q(l) 
[ 0.1 0.1 0.1 O.! o o o o J 0.5873 0.483 
[ o o o o 0.1 0.1 0.1 O.! j 0.2215 0.169 
l o o 0.1 0.1 o o 0.1 0.1 J 0.1818 0.043 
[ 0.05 0.05 o o 0.05 0.05 o o l 0.2581 0.082 
l 0.5 0.1 0.1 0.1 0.5 0.1 0.1 0.1] 1 1 
l 0.5 o o 0.5 0.5 o o 0.5] 1 1 
l 0.1 o o 0.1 0.1 o o 0.1] 0.3109 0.212 
l o o 0.1 o o o 0.1 o J 0.1254 0.052 
l 0.1 o o o 0.1 o o o l 0.2878 0.210 
l o 0.1 o o o 0.1 o o l 0.0374 0.046 
[ 0.1 0.1 0.1 0.1 0.5 0.5 0.5 0.5] 1 1 
l 0.1 0.1 o o o o 0.5 0.5] 0.1872 0.177 
[ o o 0.1 0.1 0.5 0.5 o o l I 1 
[ 0.1 o o o 0.1 o o o J 0.2587 0.181 
o o o 0.1 o o o 0.1 J 0.0898 0.044 
o o o 0.5 o o o 0.5] 0.0821 0.056 
Pode--se notar novamente que o poder do teste dado por .tW é sempre maior ou igual ao 
do teste dado por L~). 
5.9 ~ conclusões das aplicações numéMcas- pág. 196 
~ QQNCLUSÕE!l IlAli APLIQ.AQÔES NUMÉRIQAS. 
QJ.l:. Tratwnepto ~ çontrole 
O conjunto de dados (2.1} apr-esentado refere-se a um Ensaio ClÍnico de Cancer do 
Pulmão dado por Lagakos (1978). São 83 pacientes com falha local {c::::::: 1) e 67 foram censurados 
(c= O). As covariáveis consideradas são : z1 =performance status e z2 =idade em anos. O tratamento 
é dicotômico1 com w =O para tratamento A e w = 1 para o tratamento B (controle). O objetivo é 
verificar se o tempo de sobrevivêncía para os individuas que receberam o tratamento A é maior que o 
do cont,role. Considerando {3 eomo o efeito do tratamento A sobre B, a hipótese a ser testada é : 
Os resultados das aplicações numéricas utilizando os modelos I e ll podem ser 
sumarizadas como: 
hipÓtese modelo! modelo li 
alternativa LN p_value LN p_value 
Ha:P >O 1.2512 0.1056 0.9542 0.6597 
Portanto, pode-se notar que para qualquer um dos modelos (I e ll) utilizados aceita-se a hipótese nula, 
ou seja. os efeitos dos tratamentos em relação ao controle não são significantes. O teste de Escore para o 
teste de H0 versus a alternativa não-restrita H6:,P ::f O resultou no valor da esta.tistica .tW::::: 1.5662 
com um p_value:::: 0.2107 para o modelo I e .t~)::::: 0.9081 com um p_value = 0.8235 para. o modelo 
ll. Portanto há uma forte indicação de que realmente o efeito do tratamento não é significante~ pois em 
ambos os casos, para alternativas restritas e não :restritas coincidem os resultados. 
5.9- conclusões das aplicações numéricas - pág. 197 
O conjunto de dados (2.2) foi dado por Kalbfleisb e Prentice {1980) e refere-se a 
estudos de pacientes com cancer do pulmão. As covariáveis consideradas são : z1 ::::: meses de 
diagnóstico, z2 =idade em anos e z3 = terapia a priori. O objetivo agora é comparar se os tipos de 
tumor interferem no tempo de sobrevivência. São dados os seguintes tipos : tipo 1 = squamous, tipo 
2 :::::: small e tipo 3 = a.deno + large. Considerou-se o tumor do tipo 2 como o controle, o tipo 3 como o 
tratamento A e o tipo 1 como o tratamento B. 
I - A hipótese a ser testada é dada por: 
"•Jl=OvemusH :fl>O 
-"-"Q'- - G - -' 
Os result.ados dos testes estatisticos utilízando os modelos I e 11 são sumarizados 
abaixo: 
hipótese modelo I modelo H 
alternativa LN p_value LN p_va.lue 
n.:~ > º 4.9358 0.0001 4.1399 0.0069 
Nota-se que neste caso que tanto pelo modelo I quanto pelo modelo II rejeita-se a 
hipótese nul~ ou seja, para o primeiro caso, os efeitos dos tratamentos são significantes em relação ao 
controle e para o segundo, os efeitos dos tratamentos e das covariáveis nos tratamentos são 
significantes. O teste de escores de Ra.o para alternativas não restritas fornoceram os seguintes 
resultados: L~)::::: 14.7477 e p_value = 0.0006 para o modelo I e L~);. 17.1391 e P-value:::: 0.0287 
para o modelo II. Portanto rE;jeita-se a hipótese nula para os dois modelos, coincidindo com resultados 
obtidos pelo teste de alternativas restritas. 
5.9 ~ conclusões das aplicaçõe8 numéricas~ pág, 138 
1.1 - A próx.ima hipótese testada foi Jlo:~ = g contra alternativa Bo=O < {11 ~ {J2 S •• • p,.. 
Os resultados para. este teste utilizando os modelos m e IV pode ser slllil8limdos como: 
hipÓtese modelo I modelo H 
alternativa lw p_value LN p_value 
Ha:O < /31:5 .•• :5 !3, 3.7719 0.0003 4.1399 0.0119 
-
Portanto1 para qualquer um dos modelos utilizados rejeita-se a hipótese nula, ou sej0, os tratamentos 
estão ordenados e postivos em relação ao controle. 
m - o outro teste de hipótese apli<ado fui Ho:!! ~ g contm alternativa R.:/11 S p, 5 .. 
• :$; {J,,.. Os resultados do teste utilizando os modelos ID e IV furam : 
hipótese modelo I modelo I! 
alternativa LN p_value LN p_ value 
Ha:,8l ::f /32 :5: ••• $ f3 r 4.0112 0.0003 3.4841 0.0885 
Portanto, aceita-se a hipótese de que os efeitos dos tratamentos estão em uma forma ordenada, sendo 
que no segundo caso se considerar os efeitos das covariá.veis nos tratamentos1 não rejeitamos a hipótese 
nui~ ou sej~ não existe uma forma ordenada dos efeitos das covariaveis nos tratamentos. 
IV - A hipótese testada foi: H0 :{1 ~ 9 venms " alternativa R.,:{l(l) i g, {!(>) > Q. Foram 
ntilimdos os modelos I e II e os resultados foram: 
hipótese modelo I modelo II 
alternativa LN p_value LN p_value 
H.:/!(t) i 0, i!(>l > Q 3.0672 0.0057 3.5556 0.0885 
5.3 ~ conclusões das aplicações numéricas~ pág. 1$9 
Neste caso novamente para o modelo I aceita-se a hipótese de que o efeito do tratamento A sobre o 
controle é diferente de zero e o efeito do tratamento B sobre o controle é positivo. Para o modelo Il1 
aceita-se a hipótese nul~ não ae pode afirmar que o efeito do tratamento A seja diferente de zero e o 
efeito das oovaríáveis nos tratamentos são positivo em relação ao controle. 
V - A hipótese agora é fonna: Ho:(! (l) = g versus a aJtema.tiva H4é~(I) > º' ou seja., o 
interesse é verificar se o efeito tratamento A é positivo. 
Para o modelo V foi testado se o efeito do tratamento A é maior que o do controle. 
Obteve-se o valor da estatÍstica LN = 2.2658 e o p_value =- 0.0118. Portanto rejeita-se a hipótese nula1 
ou seja1 o efeito do tratamento A em relação ao controle é positivo. 
VI- A hipótese agora é forma: Hfi~ (l) = g versus a alternativa Ha:.tl{I) > g, o interesse é 
verificar se as diferenças das rovariá.veis nos tratamentos são significantes. 
Para o modelo Vll, foi testado se as diferenças das covariáveis nos tratamentos 
foram signifkantes. Obteve-se o valor da estatistica. LN =- 1.1181 e p_ value =- 0.5591. Novamente 
aceita-se a hipótesê nula, ou seja, as covariáveis não apresentam uma diferença significativa nos 
tratamentos. O teste de alternativa não restrita obtida pelo método dos escores de Rao forneceu a 
estatÍstica L~)= 3.8692 e p_value = 0.6944. Portanto aceita-se a hipótese de que os efeitos das 
interações não são significantes. 
Após estes testes para o conjunto de dados C.2, nota-se que para a maíoria deles 
rejeitou a hipótese nula, ou seja, existem fortes evidências de que realmente o tipo de tumor está 
interferindo no tempo de sobrevivência., sendo que os eleitos das covariáveís não são significantes. 
Portanto, existe uma indicação que para este conjunto de dados, o modelo I {dado por Sen (1984)) é o 
mais adequado. Assim dos dados pode se concluir que existe um efeito positivo dos tratamentos em 
relação ao controle. 
5.4 ~ conclusões da tese - 1.10 
M. QONOLUSÕES DA :iliSlh 
Nesta dissertação foram eonsídetadas situações de comparações entre duas ou mai!> 
aubpopulações em A.ná.lise de Sobrevivência usando o modelo semi-paramétrico de Cox (1972, 1975). 
Foi estudado sob o aspecto teórico e de aplicação testes de UniOO..Intersecção para hipótese com 
alternativas restritas ortantes e ortantes positivas ordenadas como formulado por Sen (1984} e Wada 
(1988). Algumas extensões sugeridas por Sen foram objeto de derivação e aplicação. 
Programas computacionais para dois conjuntos de dados foram desenvolvidos 
usando o módulo PROC IML doSAS. 
As aplicações numéricas foram realizadas utilízando conjunto de dados que 
aparecem na literatura {no conjunto de dados C.2 foi excluido uma covariável somente para fins de 
facilidades computacionais). Ressalta--se a importância da seleção de covariáveis para o ajuste no teste 
de hipótese para comparar tratamentos versus controle, que deve ser objeto de análise detalhada. 
Obse:rva-se que no conjunto de dados analisado (C.'2) as diferenças nas covariáveis 
nos tratamentos não foram significantes. Nestas situações o modelo mais indicado é o proposto por 
Sen(l984) euja função risco ê dado por: 
Quando as diferenças nas covariáveis entre os tratamentos e controle são 
significantes, o modelo proposto por Wada {1988) cuja função risco é dado por: 
é talvez o mais recomendado, para permitir a verificacii.o das diferenças nas covariáveis entre os 
tratamentos e controle. 
Através dos cálculos realizados para o estudo do poder do teste, pode-se notar que 
estoo testes de alternativas restritas baseado na UI (pelo modelo I ou II) na maioria dos casos 
apresentam um poder maior do que os testes de alternativas não restritas. Portanto, pode-se concluir 
pela vantagem do uso do teste de UI em relaçã ao teste de escores. 
Os aspectos negativos da aplicação do teste são relativos às distribuições (cálculo do 
p_value e do poder) pois exigem extensos métodos computacionais. 
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APÊNDICE A 
O MÉTODO DE SIMPSON 
A,l o Q MÉT()DQ llE SIMPSQN. 
Uma boa aproximação para o cálculo da. integral de uma função é dada pela 
fó:tmula. de Simpson. É conhecido como o Método de Newton~Cotes e é um método de quadratura. Ele 
surge da idéia de calcular a integral de f(x) em um certo número finito de pont~ faz uma interpolação 
polinomial e integra o polinômio, ao invés de f(x). 
O valor da integral de f(x) no intervalo (x0 ; x11) é dada por: 
(A.!) 
onde h é o lncremento entre os pontos Xo ex,.. É dada por h:::::: xn- Xo, n é o número de intervalos, 
t;, =f( "o) 
r, =f(Xo+h)=f(x,) 
r,= f(x, +h)= f(x,) 
A função (B.l) é conhecida como a fórmula de 1/3 de Simpson. 
l\,1: CÁLCULQ !lQ E!J,RO. 
Como em qualquer método numérko que apresenta uma solução aproximada, o erro 
para o método de Simpson pode ser determinada. Considere t como o erro cometido em cada f(x:). 
Assim o erro total no cálculo da integral é dado por: 
onde: f"({) é a quarta. derivada de f(x) 1 
{é um ponto entre x+h e x-h, 
xn é o limite superior da integral e 
Xo é o limite inferior da integraL 
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(A.2) 
O programa computacional para a determinação da probabilidade é dada no 
Apêndice D, programa D.3. 
APÊNDICE B 
ESTIMAÇÃO DO PARÃMETRO GAMA 
RJ. o EST!MACÃQ m; GAMA. 
Para teste das hipóteses descritas nos capÍtulos II e II~ inicialmente deve-se 
encontrar um estimador de ; que maximiza a função de verossimilhança sob Ho· Pode ser encontrado 
um Estimador de Máxima Verossimilhança. Parcial {EMVP) de J'l cuja funç-ão é dado por : 
LP (" ) - TI exp(1•;) N [ ' ]Ó; N Ut'Y - N 
i=l .E I (xj '2xJ) exp(;'zJ.) 
;=I 
Pode-se aplicar a função logaritmo na equação (B.l) que será dado por: 
(B.l) 
(B.2) 
Deve-se agora determinar um valor i {onde i' é o EMVP de 7) tal que t Sitia máximo. No entanto, a 
função t não é linear, e o seu parâmetro não pode ser facilmente estimado pelos métodos oon venciona.is 
de estimação. Em situações deste tipo, pode-se usar um método numérico para resolver este problema e 
neste easo foi usado o Método de Newton-Raphson. Vários autores falam sobre esta técnica, entre eles 
GENTLE & KENNEDY, ELISA LEE, KALBFLEISH & PRENTICE, entre outros. Esta técnica é 
baseada na expansão da série de Taylor de primeira ordem, que em termos de notação U(O) =- {J log 
L(fJ)/80. Dado um valor 00, a estaÜstica soore ê pode ser escrito como: 
U(Ô) = U(Oo)- I( O*) (Ô- 00 ) (B.3) 
onde fJ* está entre 80 e 8 e I(U} representa. a derivada segunda em relação ao parâmetro. Para. 80 
próximo de Õf Jo(B"') é aproximadamente igual a 1(00 ), tal que fazendo U(Ô) ;:,:::: O e resolvendo (B.3) 
para o primeiro passo é obtido; 
- -1 ª' = 00 +I (00) U(00) (B.4) 
e os passos subsequentes são dados por: 
- - 1 º•=e,_ 1 +1(B,_ 1) u(o,_ 1) (B.5) 
parai::::::2, 3, ••• 
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Pode ser notado que o lado direito de (B.5) dá. um novo valor para ~i e o processo é 
repetido até que as sucessivas estimativas ~~ aproxime a um determinado valor. Este método ê bom se 
1(~) é razoavelmente estável sobre um intervalo de valores próximos a €, isto é, se a função de 
verossimilhança é próximo de um curva normal. A teoria assintótica da verossimilhança garante a 
forma normal pata valores grandes, e portanto, esper~ que o método utilizado seja eficiente. Se a 
verosslmilhança é muJtimodal o método falha, no entanto, se a moda secundária é não trivial em 
relação a modaº dando origem a verossimilhança maior, então a aplicação da teoria assintótica normal 
é imprópria. De fato, q ou alguma outra e~:>"tatistica simples com uma medída de precisão poderia provir 
de um resumo de dados incompletos.. Este procedimento dá também a matriz de informação observada 
evaluada no ponto de EMVP ( I (Ô) ). 
Para o teste de hipótese considerado : 
illog Lj:; N { U(1) = o = L 5; z;-
v")' i=l 
(B-6) 
.E I(xj ,C xi) exp(i'zj) 
;;=1 
ô2log LP 
e !(1) = 8r IF/ = 
(B.7) 
N [.f; l(x; 2: x;),,~xp(y,;)][ .~ I(x; 2: X;)z,<XJ>(Y~;)] .E J(x; 2: x;)'ft;•xp(J'•i) L 3 = 1 3- 1 <'.c:=:.'w---------> 
::;:• = 16, [ _Ê I(xi? xi)exp(Í~i)ff J; I(xi ~ .x)exp(!~~i) ~ -~,I(xi '2:x,)exp(1'~i) 
]=1 ~=l J-
O prograrna computacional para a determinação da estimativa de Gama é dada no 
apêndice D, programa D.L 
APÊNDICE C 
TABELAS DE DADOS 
TABELA C.l : Dados do Ensaio sobre Cancer do Pulmão- Laga.kos (1978). 
,, w ., t c ., w ,, t c ,, w ,, t c 
l o 61 ll 1 l 1 57 2 o 1 1 52 4 1 
o 1 43 7 1 1 1 51 21 o o 1 79 36 J 
o o 68 37 o o 1 43 19 1 o o 57 34 o 
o 1 47 59 1 1 1 55 10 1 o o 48 12 o 
1 1 67 22 o o 1 62 29 1 1 1 73 21 1 
o o 44 13 1 o 1 49 8 1 1 1 60 5 1 
1 1 49 11 1 o 1 62 7 1 1 1 43 9 1 
1 1 46 8 1 o o 64 15 o o 1 64 62 1 
1 1 60 1 o o o 48 27 1 o 1 59 9 1 
1 1 70 21 1 o 1 48 7 1 1 1 70 1 1 
o 1 67 40 1 o 1 54 19 1 1 1 59 2 o 
o 1 57 56 1 1 o 74 11 1 1 1 60 7 1 
1 1 68 13 o o 1 39 27 1 1 o 71 21 1 
1 o 67 4 o o 1 59 7 1 1 1 44 28 o 
o 1 68 27 o o 1 60 4 1 1 o 48 14 o 
1 o 50 4 o o o 52 21 1 1 o 76 34 1 
o 1 60 20 1 o 1 74 25 1 o o 60 20 1 
o 1 57 19 o 1 1 76 7 o o 1 52 40 1 
1 o 54 5 o o o 52 12 o o 1 66 6 o 
o 1 65 14 o o 1 39 18 1 o 1 59 27 o 
1 1 70 17 o o 1 71 35 1 J 1 65 8 1 
1 1 62 30 1 1 1 61 2 1 1 1 41 8 1 
1 o 55 1 o 1 o 42 12 1 o o 71 34 1 
o 1 60 22 1 1 1 66 11 o 1 o 62 12 1 
o 1 52 39 1 1 1 68 31 o o 1 54 78 1 
1 1 64 10 o o 1 61 14 1 o 1 57 11 1 
o 1 66 61 o o 1 75 17 1 o 1 72 41 o 
1 1 48 11 1 o 1 50 60 o o o 63 6 o 
1 o 57 30 o 1 o 63 13 o o 1 74 14 1 























w ,, t e ,, w ., t e ., w 
1 69 24 o 1 1 39 1 o 1 1 
1 63 lO o o 1 61 13 1 o 1 
1 52 12 1 o 1 53 7 1 o 1 
o 70 26 o 1 o 49 8 1 o 1 
1 54 18 o o 1 48 53 o o o 
o 60 30 o o 1 55 15 1 1 o 
1 58 4 o 1 1 57 2 o o 1 
o 58 13 1 1 1 61 3 o o 1 
1 53 5 1 1 1 63 26 1 1 o 
1 64 6 1 1 1 48 8 1 1 1 
o 66 39 1 o 1 53 5 1 o 1 
1 62 19 1 1 o 60 14 o o 1 
1 63 12 o o 1 44 11 1 1 1 
1 49 101 o 1 1 43 1 o o 1 
o 76 1 o o 1 60 14 o o o 
1 54 18 o o 1 42 33 o o o 
1 59 12 o o 1 59 28 o o 1 
o 50 30 1 1 1 66 22 1 o 1 
o 65 88 1 1 1 50 15 o 1 1 
1 69 14 o 1 1 56 9 1 o 1 
1 63 4 o o o 44 38 1 1 1 
z1 =Performance Status: ( z1 =O -ambulatório, z1 = 1- não-ambulatório), 
z2 =Idade em Anos, 
w =Tratamento ( w =O -tratamento A, w = 1- tratamento B (controle)), 
t = Tempo de Sobrevivência, 
c = Indicador de CeDBura (c = 1 - falha, e = O - eensura) 
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., t e I 
58 3 t 
49 21 1 
58 45 o 
59 9 1 
73 5 1 
61 4 o 
59 15 1 
64 10 1 
67 4 o 
71 5 1 
57 11 o 
52 20 o 
75 18 o 
44 10 o 
49 11 o 
38 7 o 
69 15 1 
64 34 o 
68 22 1 
64 18 1 
60 6 o 
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eontinuação da tabela C.2 
id t zl z2 
131 156 70 2 
!32 182 90 2 
133 143 90 8 
!34 105 80 11 
135 103 80 5 
!36 250 70 8 
137 100 60 13 
t =Tempo de Sobrevivência (em dias), 
z1 = Performance Status. 
z2 = Meses de Diagnóstico, 
z3 = Idade em Anos, 
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z3 z4 tipo ,, c 
66 o 3 1 o 
62 o 3 1 1 
60 o 3 1 1 
66 o 3 1 1 
38 o 3 1 1 
53 !O 3 1 1 
37 10 3 1 1 
z4 :=Terapia a Priorl (z4 =O- sem terapia a priori, z4 =com terapia a priori) 
tipo= Tipo de Tumor {tipo= 1-squamous, tipo= 2 -small, tipo= 3- adeno, tipo= -4 -large) 
tr =Tipo de Tratamento { tr = 1- padrão, t.r = 2- teste) 
c = Indicador de Censura (c = O - eensura. c = 1 - falha) 
APÊNDICE D 
PROGRAMAS COMPUTACIONAIS 
Alguns programas utilizados para a obtenção dos resultados da tese são descritos 
abaixo, todos eles foram desenvolvidos para o módulo IML do Software Estatistieo SAS lnstitute Inc. 
(versão 6.03) instalado no Laboratório de Estatistica. do IMECG-UNICAMP. O programa (D.l) é um 
dos programas utilizados para encontrar a estimativa de 1 e também o valor da estatÍstica para o teste 
da União-Intersecção dados nos capÍtulos fi e lll, em partícular o programa apresentado foi utilizado na 
aplicação numérica 2.4.2.1. O programa (D.2) é utilizado para encontrar os pesos da distribuição chí-
bar quando não é possÍvel determinar através de fórmulas; o programa apresentado serve apenas como 
ilustração, pois os pesos para esta aplicação numérica (4.6.5) foram determinados através de fórmulas. 
O programa (D.3) é utilizado para a determinação das probabilidades chi para diferentes graus de 
liberdade através do método de integração numérica de Simpson. O programa (DA) foi desenvolvido 
para encontrar o poder do teste de alternativa restrita e não-restrita através do simulações numéricas; o 
programa apresentado foi utilizado para determinar o poder dado na aplicação numérica 5.2.2. 
I!,l o PROGRAMA fAM DETERMINACÃQ IlA ESTIMA TIYA illl [lAMA ]!) VALOR DA 
ESTATÍSTICA 
options ps::::-66; 
proc iml worksize=-50; 
reset nolog; 
I• CONJUNTO DE DADOS •I 
I• CONJUNTO DE DADOS •I 
}; 
/• ATRIBUIÇÃO DAS VARIÁVEIS •/ 






DOI=! TO N; 
!F Cl~,] = 3 I c[i,J = 4 THEN DO; 
C~,l] = 1; 
END; 
!F C!~,] = 1 THEN DO; 
C[l,2] = I; 
END; 
ENDi 










DO 1=1 TO N; 




DOJ=l TO N; 
!F T[J,J>=T~,J THEN 00; 
El=El + EXP(GAMAO'•Z[J,]'); 
E2=E2 + z(i,J'•EXP(GAMAO'•Z[J,]'); 
E3=E3 + z[J,]'»Ii,J•EXP(GAMAO'•Z[J,]'); 
END; 
END; 
UN=UN + (z[i,j'- E2/El); 
VN=VN + (E3/El)- (E2•E2')/(El>El); 
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LV=LV + (GAMAO'•Z~,]'- LOG(El)); 
END; 
END; 
UN = UN; 
VAR=VN; 
!NC=GINV(VAR)<UN; 
GAMA=GAMAO + INC; 
IF it ~ ::= 1 THEN DO; 
TES = (SQRT(SSQ(INC)))/(SQRT(SSQ(GAMA))); 
TESTE=oo(TES); 
END; 
ELSE TESTE = !; 








DO 1=1 TO N; 






DOJ=l TO N; 
IF T[l,]>=T[l,] THEN DO; 
Wl=Wl + EXP(GAMA'•Z[J,]'); 
W2=W2 + C[i,J'•EXP(GAMA'•Z[J,]'); 
W3=W3 + C[J,]'•C[i,]•EXP(GAMA'•Z[J,]'); 
W4=W4 + C[J,]'•Z[J,]•EXP(GAMA'•Z[J,]'); 
W5=W5 + Z[J,]'•EXP(GAMA'•Z[J,]'); 
END; 
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END; 
UNB=UNB + (C[q•- W2/Wl); 
Vl!=Vll + (W3/Wl)- (W2•W2')/(Wl>Wl); 
Vl2=Vl2 + (W4/Wl)- (W2•W5')/(Wt.Wl); 
END; 
ENDí 
Vll = Vll/N; 
V12 = V!2/N; 
V22 = VN/N; 
UNB = UNB/(SQRT(N)); 
Vll2 =VI!- V12•INV(V22)•V12'; 
PR!NT Vll Vl2 V22; 
PRINT UNB V!12; 
f• CALCULO DAS PARTIÇÕES •/ 
UNA =O; 
VUN = !NV(Vll2)•UNB; 
PRINT UNA VUN; 
!F VUN <= O THEN DO; 
EST ;;:: O; 
END; 
VUN = !NV(Vll2[2,2])•UNB[2,]; 
UNA= UNB[l,]- (Vll2[1,2])•VUN; 
PRINT UNA VUN; 
!F VUN < O & UNA > O THEN DO; 
V = Vll2[!,1]- Vl!2[1,2]•1NV(Vl12[2,2]).Vll2[2,1]; 
EST = UNA'•lNV(V)•UNA; 
END; 
VUN = 1NV(Vll2[l,l])•UNB[l,]; 
UNA= UNB[2,J- (Vl12[2,1])•VUN; 
PRINT UNA VUN; 
IP VUN <O & UNA > O THEN DO; 
V= V!12[2,2]- Vl12[2,l]•INV(Vll2[1,1])•Vll2[!,2]; 
EST = UNA'•lNV(V)•UNA; 
END; 
UNA= UNB; 
apêndice J) ~ pág. 159 
VUN =O; 
PRlNT UNA VUN; 
IF UNA > O THEN DO; 
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J:t<: PROGRAMA UM DEJ;ERMINACÃO OOJl PESOS DA DlSTRlBl':•, -'Q CI!J-BAR. 
proc iml; 
reset nolog; 











!F NU2 <=O THEN PR[1,2J=PR[l,2]+1; 
VI = V112[1,!]- V112[1,2]•INV(V112[2,2])•V112[2,1]; 





!F NU!> O T!!EN PR[2,1]=PR[2,1]+1; 
NOl=NORMAL(NOl); 
NUl=V2*N01; 
lF NU!<= O THEN PR[2,2]=PR[2,2]+1; 
Vl = Vll2[2,2]- Vll2[2,l]•!NV(Vll2[1,l])•Vl12[1,2]; 





!F NU!> O T!!EN PR[3,1]=PR[3,1]+1; 
NOl=NORMAL(NOl); 
NUl=V2*N01; 
IF NU!<= O THEN PR[3,2]=PRf3,2]+1; 




JF NU2 > O THEN PR[4,1]=PR[4,l]+l; 
end; 
pr = (1/n)•pr; 
pl = prp]; 
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p2 = pr[,2]; 
p = pl#p2; 
sp = p2[1,] + p[2,) + p[3,] + pl[4,]; 
spl = p2[l,J I I p[2,J I I p[3,J I I vi[4,]; 
print pl p2 p; 
prínt splj 
print sp; 
JU, PROGRAMA UJ1A DETERMINAR A Pl\QBAILIDAPE CHL 
proe iml workzise=100; 
reset noiog; 
!*****************************************************************! 
apêndice lJ- pág. 162 
PROGRAMA PARA DETERMINAR P(X <= x), ONDE X TEM DISTRIBUI- •/ 
CAO QUI COM n GRAUS DE LIBERDADE. 




I• ENTRAR COM O VALOR DE R e X, ONDE: 
R= NUMERO MAXIMO DE GRAUS DE LIBERDADE 






I• CALCULO DO VALOR DA FUNGAO GAMA •I 
do while (n <= r) ; 
n2=n/2; 
m=n2; 
if m <= 1 then do; 
if m = 0.5 then gama = sqrt(3.141592654); 
else gama ::: 1; 
end; 
if m > 1 then do; 
mx= m- int(m); 
if m.x ;:;;;; O then doi 
i=l; 
ga.ma=l; 
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end; 
I• CALCULO DA INTEGRAL A TRAVES DO METODO DE SIMPSON •I 









m = (nul2) - 1; 
!2:=0; 
i=l; 
do while (i<:;;;; m); 
y:=2.i1vinc; 







do while (i <= m) ; 
y:::::(2•i - 1 }*inc; 
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fb = ((x##(n-l))•exp(-0.5.x##2))/(gam"*sqrt{2##(n-2))); 
print f n gama x r; 
n=n+l; 
end; 
IM, CÁLCULO!& PODEjt !& TESTE 
proc iml worksize=lOO; 
reset nolog; 




O O.! , 
O. I o 
o o 
0.1 o 
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0.5 O 1 
o.s 0.1 j 
0.05 0.05); 









do i=l to 8; 
PR=J(2,2,0); 
CONT=O; 
DO J=l TO N; 
N2=NORMAL(N2); 
UNbVO•N2 + (a[i,])'; 
q = UNl'*INV(Vl)*UNl; 
if q_ <= k then cont;:cont+ 1; 
un2 = unl(q; 
UN = UNI[2,]; 
QN = UN2'•INV(VN)•UN2; 
WD = INV(V)•UN; 
!F WD <=O THEN PR[l,2J=PR[l,2]+1; 
WJ = UN; 
WVW = ,q,t(QN + WJ'•INV(V)•WJ); 
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!F (WJ >O & WVW <=C) THEN PR[2,l]=PH[2,1J+l; 
END; 
P = PR/N; 
Pl = P[,l]; 
P2 = P[,2]; 
S = P2[1,] + Pl[2,]; 
poderl = 1 ~ Si 
c1 = ront/n:, 
poder2 ::::: 1 - cl; 
print s poderl cl poder2; 
end; 
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