Let SN;r be the (nonlinear) space of free knot splines of degree r ? 1 with at most N pieces in a; b], and let M k be the class of all k-monotone functions on (a; b), i.e., those functions f for which the kth divided di erence x0; : : : ; x k ]f is nonnegative for all choices of (k +1) distinct points x0; : : : ; x k in (a; b).
Introduction and Main Results
E (k) c0N;r (f) p E N;r (f) p : (1.2) lsp This result showed that the order of monotone and convex approximation by free knot splines is essentially the same as that in the non-constrained case, which, in view of (1:1) , is a striking contrast to the linear approximation methods. Naturally, one would expect that the situation is similar for k 3.
However, the technique used in 8], 13] was based on some explicit constructions and some properties of monotone and convex functions which have no straightforward analogues for general k. (Say, for k = 1; 2 the maximum of two k-monotone functions is a k-monotone function, while this is no longer true for larger k.) Petrov 14] has managed to adopt this technique for k = 3 and p = 1 obtaining an analogue of (1:2), but it became clear that, for general k 2 N, new ideas are required.
Here, we prove the following general result. main Theorem 1.1 Let k; r; N 2 N, r k, and 0 < p 1. Then, there exist constants c 0 C(k) max (1; r? k) and c 1 = c 1 (r; k; p) such that, for all f 2 M k p , E (k) c0N;r (f) p c 1 E N;r (f) p : (1.3) ks For k = 1 and 2, Theorem 1.1 is an immediate consequence of (1.2) . Because functions in M 1 (a; b) (unlike those in M k (a; b) with k 2) do not have to be continuous everywhere on (a; b), the case k = 1 is somewhat di erent from k 2 (though constructions are much simpler and some auxiliary statements become trivial if one lets k be equal to 1). Thus, in order to make this paper more readable, we only concentrate on the more di cult case k 2 below. At the same time, we mention that some of the statements are valid or can be modi ed to become valid for k = 1 as well. Now, all direct results for the best (unconstrained) free knot spline approximation are being readily extended for the k-monotone case. This corollary is an immediate consequence of Theorem 1.1 and 4, Theorem 12. 4.5] . It is related to an earlier result of Hu 5] which was actually the rst result in k-monotone approximation by free knot splines: For f 2 W r 1 \ M k 1 , the order of k-monotone approximation by S N;r in L 1 is O(N ?r ).
The following corollary follows from Petrushev's estimate of (unconstrained) free knot spline approximation (see 16, Theorem 7.3] Let us comment on the constants c 0 ; c 1 involved in (1:3) , namely on the question, whether it is possible to have any (or both) of them equal to 1. Leviatan & Shadrin 8] showed that, in order to retain the same degree of approximation for the k-monotone free knot splines approximation as for the best one, the increase of the knot number is unavoidable if r k + 2. Precisely, for any r k + 2, N 2 N, 0 < p 1, any c > 0, and c = 2b r?k 2 c, there exists a function f 2 M k 1 such that E (k) c N;r (f) p > cE N;r (f) p ; r k + 2:
Thus, the question about whether or not it is necessary to increase the number of knots remains open only for r = k and k + 1.
On the other hand, for r = k and p = 1, a part of a theorem by Johnson (see Braess 2, Theorem VIII.3.4, p. 238] ) is that for any k, the best free knot spline approximant of order k to a k-monotone function in the L 1 -norm is k-monotone itself, i.e., in this case, c 0 = c 1 = 1, r = k, and, for any
It would be interesting to nd the exact order of c 0 (r; k) as a function of r and k. Estimates (1:2) and (1:4) also suggest another question; namely, whether the value c 1 = 1 in (1:3) can be attained with some c 0 0 = c 0 0 (r; k).
Notations. We let I = (a; b) if not stated otherwise, and set L p := L p (I), k k p := k k Lp(I) , S N;k := S N;k (I), etc., i.e., the interval I is omitted if there is no risk of confusion.
Further, f (i) (x+) and f (i) (x?) denote the right and the left i-th derivatives of f at x, respectively. Notations c p;r;k and c(p; r; k) stand for a constant which depends only on the parameters given (p, r, and k in this case), where, for 0 < p 1, dependence on p means dependence on min(1; p). The \prime"-notation k 0 is going to be reserved for bk=2c + 1 throughout this paper:
For f 2 L p (a; b) and a set U L p (a; b), we de ne P U (f) p := P U (f) Lp(a;b) := fu 2 U : kf ? uk p = E(f; U) p g: In other words, P U (f) p is the set of all best L p -approximants to f from U on (a; b).
Outline of the proof
The general direction of the proof is the same as it was for k = 1; 2: given a k-monotone function f, one takes 2 P SN;r (f) p , a best free knot spline approximant to f (which is not necessarily k-monotone) and puts some corrections in it trying to convert it into a k-monotone spline preserving the approximation order. For k = 1 and 2, these corrections were done by explicit constructions which, unfortunately, have no straightforward generalizations for k 3, and so our basic idea came from the following general considerations.
There is another notion of k-monotone approximation in which a function f which is not in M k is being approximated by elements from the entire M k (M k is a convex cone). There is an extended literature on this subject where one studies existence and uniqueness of this type best k-monotone approximant, its characterization and structural properties, see e.g. 18] and the references therein.
When can one have a need to approximate an arbitrary function by a k-monotone one? The only situation we can think of is the necessity to correct the data which must be k-monotone by some a priori assumptions. This is exactly the case of shape preserving approximation, and this is how we correct .
Given f 2 M k , we take 2 P SN;r (f) p , a best free knot spline approximant to f, and correct by f 2 P M k ( ) p , a best approximant to from M k .
Here are two observations concerning this idea. 2) Spline structure of f . A result from the theory of approximation by elements of M k reads that (in the \piecewise sense") either f is identical with (which is a spline of order r) or it is a spline of order k (because the functions g(x) = P c (x ? x ) k?1 + , c > 0, are the boundary points of the cone M k ). Thus, f is a spline of order r. If f had O(N) knots, then we could stop at this point. The problem is that it may have too many knots (in nitely many, in fact).
The paper is organized as follows. 1) First of all, to ease the exposition, we switch to a local version of the idea described above, and correct separately each polynomial part of by its best approximation f from M k f], a subclass of k-monotone functions de ned locally (see x3 for precise de nition of M k f]).
2) In x3, we cite some known results concerning existence and structure of the elements f 2 P M k f] ( ) p . As mentioned earlier, f is a spline of order r, but it may have too many knots to be in S cN;r , in which case we modify it into an appropriate spline s.
3) Properties of s are formulated as Proposition 4.2 in x4 where we use them to prove Theorem 1.1.
4) The proof of Proposition 4.2 takes the rest of the paper. In xx5{7, we blend f with the polynomial parts of using some results from the moment theory, and consider some general aspects of this procedure. In x8, we prepare to show that the blending spline s approximates f as well as f , and the nal x9 joins all the parts of the proof together.
Remark 2.1 The number of knots of f 2 P M k f] ( ) p is approximately the same as the number of distinct zeros of ? f (see Lemma 3.8 below) . In our proofs, we assume that this number may be arbitrarily large. However, we conjecture that this is not the case, i.e., a best k-monotone approximant to a piecewise polynomial (and perhaps to any piecewise k-monotone function) with M pieces has only O(M) points of intersection with . If it is so, then there is no need in considerations given in xx5{9. This conjecture is true for k = 1; 2 as one can easily check, and our method gives a simpler proof for these cases than in 8] and 13]. For k 3, the problem is open. Remark 2.2 Actually, the correction of made explicitly for k = 1; 2 in 8] and 13], is exactly the best k-monotone approximation of from M k f] under additional restriction that this is also one-sided approximation. This restriction provides the constant c 1 = 1 on the right-hand side of (1:2) . For k 3 we cannot pose such a restriction, hence c 1 > 1 in (1:3). Proof. The proof is an immediate consequence of Lemma 3.1(2).
We will use Lemma 3.2 without further reference to build k-monotone functions from k-monotone Proof. The proof is based on the arguments similar to those used by Zwick 19, Theorem 4] 
twosplines Lemma 3.8 For k 2, 0 < p < 1, I = (a; b), let g 2 C , f 2 M k , and f 2 P M k f] (g) p . Further, let Z be the set of zeros of g ? f , i.e., Z := fz 2 I g(z) = f (z)g; and let Z be the set of all limit points of Z. Then, the following is true.
( Proof. This theorem is a variation of Zwick 20, Theorem 2] . In a similar form (though with Z de ned di erently), it appeared in Marano 11]. Part 1 immediately follows from continuity of f and f . Part 2 is a consequence of Lemma 3.7.
For p = 1, Lemma 3.7 is not valid, because local changes in uence the integral's value, but not necessarily the sup-norm, hence there may be best k-monotone L 1 -approximants with the structure di erent from that speci ed in Lemma 3.8. However, for our purposes, it is enough that there is at least one element from P M k f] (g) 1 that has the spline structure. The following statement is valid. Proof. The idea of the proof is to take as f an element which minimizes, say, the L 2 -norm of g ? f over f 2 P M k f] (g) 1 . We omit details. Now the spline structure of the best k-monotone approximant to any spline readily follows. Proof. Let us show that f , a best approximant to p from M k f], satis es all the conclusions of the proposition (hence, s := f ). Since, by the de nition,
only the spline structure needs to be proved. Since (?p) is a k-monotone polynomial of degree > k ? 1, it is a strictly k-monotone function in the sense that (?p) (k?2) is strictly convex. Hence the function (f ? p) (k?2) is strictly convex too, thus it has at most two zeros, and, therefore, f ? p has not more than k distinct zeros on I. By Lemma 3.8 (or Lemma 3.9 in the case p = 1), f 2 S (k+1)k 0 ;k ; and the proof is complete. Finally, the following lemma shows that, in the proof of Theorem 1.1, instead of an arbitrary f 2 M k p (0; 1), we may consider f 2 M k (0; 1), i.e., we may assume that the function f and its derivatives are bounded at the endpoints. Given , for to be prescribed, let f := Lp(I) is the k-th modulus of smoothness of f 2 L p (I) (see x8 for the de nition), which, as is well known, has the property that ! k (f; jJj) Lp We use the usual convention that, if some of the knots in x are repeated then interpolation of corresponding derivatives takes place. For each j = 1; : : : ; n + k, denote by l j the number of points x i such that x i = x j with i j, i.e., l j := l j (x) := # i 1 i j; x i = x j :
Note that, because of the restriction x i 6 = x i+k , the inequality l j k is valid for all j. 
Notice that if a k-monotone function f belongs to C k , then f (k) 0. Thus, to check whether the data sequence (x i ; y i ) is k-monotone , one needs to form the sequence of divided di erences (v i ) and check whether there is a non-negative function such that
The last problem is the so-called Markov moment problem which we discuss in the next section. Finally, in (6:1), we can choose p 2 k so that the equality in (5:1) holds for j = 1; : : : ; k, and that together with (6:2) implies successively that it is also true for j = k + 1; : : : ; n + k, hence the sequence (x i ; y i ) is k-monotone.
Now, we need a result from the moment theory which gives a characterization of the moment sequences.
De nition 6. In this section, we will give a partial solution to Problem 5.1. Namely, in Proposition 7.3, we prove that, provided f and g have su ciently many points of intersection, a function h 2 M k f; g] exists.
We need two auxiliary statements. The following lemma is a particular case of Lemma 3.2 in Beatson 1] concerning the spline blending. Actually, we will use a more detailed statement which is formulated within the proof of Proposition 7.3. f(t j ) = g(t j ) on fa = t 0 < t 1 < : : : < t n < t n+1 = bg
Then there exists a function h 2 M k (a; b) such that h (l) (a+) = f (l) (a+); h (l) (b?) = g (l) (b?); l = 0; : : : ; k ? 1:
Note that the condition that all points t i in the statement of Proposition 7.3 are distinct is not essential and is only used here in order to simplify the exposition.
Proof. Let us introduce two sequences x = (x i ) n+2k i=1 and y = (y i ) n+2k i=1 :
a ; 1 j k; t j?k ; k + 1 j n + k; b ; n + k + 1 j n + 2k; y j :=
f (j?1) (a+) ; 1 j k; f(x j ) = g(x j ) ; k + 1 j n + k; g (j?n?k?1) (b?) ; n + k + 1 j n + 2k :
It is convenient to arrange this data set (x; y) as follows: We need to interpolate y on x by a k-monotone function h. Denote by
the sequences of the B-splines and of divided di erences, respectively, which correspond to (x ; y ). By Corollary 6.5, existence of a k-monotone interpolant h to the data (7:1) will follow if we show that
a i w i 0:
We start with some preliminaries. 1) Let (v j ) n+k j=1 and (M j ) n+k j=1 be the sequences of divided di erences and B-splines, respectively, constructed with respect to the entire set (x j ; y j ) n+2k j=1 . Consider two sets of the following subsequences: i.e., they are Bernstein basis polynomials of order k, so that glue Corollary 7.4 For k 2 N, n = 2k 2 , let f; g 2 M k (a; b) be such that f(t j ) = g(t j ) on fa = t 0 < t 1 < : : : < t n < t n+1 = bg : Proof. First of all, if all the points x i , 1 i k, are distinct, this is Theorem 5 in Bullen 3] .
In the case when some of x i (but not all) coincide, the statement of the lemma is a consequence of the following result which follows from 4, Theorem 4. and let Z be the set of all limit points of Z. Also, let #Z denote the cardinality of Z. (Note, that the set Z does not take into account multiplicity of zeros. This is not essential, and is only done to simplify the exposition.)
The proof is quite transparent. If Z consists of only a few (less than 4k 2 + 4) points, (9.4) implies that f has to be in S C(k);k , and so there is nothing to prove. If #Z is not less than 4k 2 + 4 but is nite, we use Proposition 9.1 to blend f and p on intervals containing the rst and the last 2k 2 + 2 points from Z (and, hence, f which has many \knots" between these intervals is replaced by the polynomial p there). Finally, if Z is an in nite set, the set Z is necessarily not empty and connected. Hence, Z is a closed subinterval of (or a point in) a; b]. We will show that f p on Z , and so it'll remain to apply the above mentioned argument in the case #Z < 1 to the set a; b] n Z which is a union of at most two intervals.
We now ll in the details, and consider the following three cases.
Case 1: #Z < 4k 2 + 4.
According to (9:4), f 2 S C(k);k ; C(k) (4k 2 + 4)k 0 ; so we let s = f . Then, If, on the other hand, # ((a; c) \ Z) 2k 2 + 2, then there exists c 0 2 (a; c) such that c 0 2 Z, and the interval (a; c 0 ) contains exactly 2k 2 + 1 points from Z. The same construction as in Case 2 allows us to obtain a k-monotone splines 1 
