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ON CLASSIFICATION OF LORENTZIAN
KAC–MOODY ALGEBRAS
Valery A. Gritsenko and Viacheslav V. Nikulin1
Abstract. We discuss a general theory of Lorentzian Kac–Moody algebras which
should be a hyperbolic analogy of the classical theories of finite-dimensional semi-
simple and affine Kac–Moody algebras. First examples of Lorentzian Kac–Moody
algebras were found by Borcherds. We consider general finiteness results about the
set of Lorentzian Kac–Moody algebras of the rank ≥ 3, and the problem of their clas-
sification. As an example, we give classification of Lorentzian Kac–Moody algebras
of the rank three with the hyperbolic root lattice S∗t , symmetry lattice L
∗
t , and the
symmetry group Ô+(Lt), t ∈ N, where
H =
(
0 −1
−1 0
)
, St = H ⊕ 〈2t〉 =
(
0 0 −1
0 2t 0
−1 0 0
)
, Lt = H ⊕ St =

0 0 0 0 −1
0 0 0 −1 0
0 0 2t 0 0
0 −1 0 0 0
−1 0 0 0 0
 ,
and Ô+(Lt) = {g ∈ O+(Lt) | g is trivial on L∗t /Lt} is an extended paramodular
group. Perhaps, this is the first example when a large class of Lorentzian Kac–Moody
algebras was classified.
0. Introduction
There are two well-known and very important in Mathematics and Physics types
of Lie algebras. The first is the class of finite-dimensional semi-simple (or just finite)
Lie algebras. The second is the class of affine Kac–Moody algebras. Both these
classes belong to the general class of Kac–Moody Lie algebras. See [47] about their
theory.
After fundamental results by R. Borcherds [2] — [7], it seems, we now know a
right definition of the next type of Lie algebras which should serve as a hyperbolic
analogy of finite (or elliptic type) and affine (or parabolic type) Lie algebras. Here
we call this type of Lie algebras as Lorentzian Kac–Moody algebras, but one may
prefer a different name, e. g. hyperbolic of Borcherds type. Algebras of this type
were very important for Borcherds solution [5] of the famous Moonshine Conjecture
of Conway and Norton [20] about modular properties of representations of the
sporadic finite simple group with the name Monster.
Main features of the theory of Lorentzian Kac–Moody algebras g are as follows
(see details of this definition in Sect. 1.4):
1) A Lorentzian Kac–Moody algebra g is graded
g =
⊕
α∈R
gα = g0
⊕ ⊕
α∈∆+
gα
⊕ ⊕
α∈∆+
g−α

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by a hyperbolic root lattice R which is a free Z-module of a finite rank equipped
with an integral symmetric bilinear form which is non-degenerate and has exactly
one negative square. For finite and affine Kac-Moody algebras the root lattice R is
positive definite and semi-positive definite respectively.
2) Weyl group W ⊂ O(R) is a reflection group in the hyperbolic space (or a
Lobachevsky space) L(R) related with R. For finite and affine Kac–Moody alge-
bras the Weyl group is a finite reflection group and a discrete reflection group in
Euclidean space respectively.
3) The real part of the root system of the algebra g which is some subset of roots
in the root lattice R, is some hyperbolic analogy of finite and affine root systems.
Like for finite and affine root systems, it is defined by a fundamental chamber
M⊂ L(R) of W and the set P (M) of roots of R which are orthogonal to faces of
M of highest dimension (P (M) is the set of simple real roots of the algebra g).
4) Denominator identity of g (due to Weyl, Kac and Borcherds) defines an auto-
morphic form Φ on a IV type (in classification of E´. Cartan) Hermitian symmetric
domain related with R which should agree with the Weyl group W . The denomi-
nator identity has the form
Φ = exp (−2pii(ρ, z))
∏
α∈∆+
(
1− exp (−2pii(α, z))
)mult(α)
=
=
∑
w∈W
ε(w)
(
exp (−2pii(w(ρ), z)) −
∑
a∈S∩R++M
m(a) exp (−2pii(w(ρ+ a), z))
)
.
(0.1)
Its infinite product part is the infinite product expansion of the automorphic form
Φ where multiplicities mult(α) give dimensions of the root spaces gα of g. Its
infinite sum part is the Fourier expansion of the automorphic form Φ which defines
the algebra g by generators and defining relations similar to of Killing, Cartan,
Chevalley and Serre. The element ρ ∈ R ⊗ Q is the Weyl vector defined by the
equality
(ρ, α) = −α2/2 for any α ∈ P (M). (0.2)
For finite and affine Kac–Moody algebras the denominator identity gives a poly-
nomial and a Jacobi modular form respectively. We want to keep this modularity
property for Lorentzian Kac–Moody algebras.
5) The automorphic form Φ should be reflective which means that the divisor of Φ
should be union of rational quadratic divisors orthogonal to roots. One can consider
this condition as the globalization on the whole Hermitian symmetric domain of
zeros of the infinite product expansion of Φ in the neighborhood of the cusp at
infinity of the Hermitian symmetric domain where the infinite product converges.
This reflectivity property is valid in all known interesting cases, and it seems, it
distinguishes the most interesting Lie algebras. Moreover, this additional condition
is very important for classification.
For hyperbolic case, one cannot satisfy conditions 1) — 4) inside usual class of
Kac–Moody algebras. Fundamental discovery of Borcherds is that one can satisfy
conditions 1) — 5) after an appropriate generalization of Kac–Moody algebras
to so called generalized Kac–Moody algebras. He constructed many examples of
generalized Kac–Moody algebras satisfying the conditions 1) — 5) above. See [2]
— [7]. We give the most multi-dimensional and interesting Borcherds example in
Sect. 1.3. We follow Borcherds: Lorentzian Kac–Moody algebras which we consider
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will be generalized Kac–Moody algebras or superalgebras satisfying conditions 1) —
5). See details of the definition in Sect. 1.4.
Lorentzian Kac–Moody algebras used by Borcherds for solution of Moonshine
Conjecture are graded by the unimodular hyperbolic plane (of the rank two) H =(
0 −1
−1 0
)
, and their denominator identity is an automorphic form jg(τ1)−jg(τ2),
τ1, τ2 ∈ H, on the product H×H of two upper-half planes H where g is a conjugacy
class of the Monster and jg(τ) is an appropriate normalized Hauptmodul. There
are many papers and reviews written on the subject of Borcherds solution [5] of
Moonshine Conjecture. E. g. see [6], [10], [27], [70]. We don’t consider that in
the paper. We also don’t consider relation of Lorentzian Kac–Moody algebras with
Vertex Algebras which is very important for solution of Moonshine Conjecture. E.g.
see [2] — [6], [11], [25], [27], [28], [49] about this subject.
In this paper we consider classification problem of Lorentzian Kac–Moody al-
gebras of the rank rk R ≥ 3. One of the main properties of finite and affine
Kac–Moody algebras is that they are classified (by Killing). Finite Kac–Moody
algebras are classified by Dynkin diagrams, and affine Kac–Moody algebras are
classified by extended Dynkin diagrams. In this paper we consider similar property
of Lorentzian Kac–Moody algebras of the rank rk R ≥ 3. We consider results and
conjectures which show that number of Lorentzian Kac–Moody algebras of the rank
≥ 3 is in essential finite. Thus, Lorentzian Kac–Moody algebras of the rank ≥ 3
are all exceptional (like exceptional Lie algebras of the type En, n = 6, 7, 8 , F4,
G2) and can be classified in principle. We mention that for the ranks one and two
analogous classification problems are much simpler, but we expect that number of
cases is in essential infinite for this case.
In §1 we consider general definitions and theory of Lorentzian Kac–Moody al-
gebras (Sects. 1.1 — 1.4), and general finiteness results and conjectures about
Lorentzian Kac–Moody algebras of the rank ≥ 3 (Sects. 1.5 — 1.7). Main result
here is that number of data 1) — 3) in data 1) — 4) is finite (or is in essential
finite) for rk R ≥ 3. We also give some classification results about data 1) — 3)
for the rank three case. All these results are closely related with the old results of
the second author and Vinberg about finiteness of the set of arithmetic reflection
groups in hyperbolic spaces. See [58] — [61], [71] — [73].
The main property of the data 1) — 3) in data 1) — 4) which permits to get
these results, is that the fundamental chamber M of the Weyl group W has finite
or almost finite volume. Exactly here one uses that the denominator identity in 4)
gives an automorphic form. More exactly, let Sym(M) ⊂ O+(R) be the symmetry
group of M. Then the corresponding semi-direct product W ⋊ Sym(M) has finite
index inO+(R), and there exists a non-zero ρ ∈ R⊗Q (it is called a generalized Weyl
vector) such that the orbit Sym(M)(ρ) is finite. Hyperbolic lattices R having a
reflection subgroupW ⊂ O(R) with this property are called reflective. Since O+(R)
is arithmetic and has a fundamental domain of finite volume, it follows that M is
finite of finite volume if ρ2 < 0 (elliptic type); M is finite of finite volume in any
angle with the vertex at infinity R++ρ if ρ
2 = 0 (parabolic type);M is finite of finite
volume in any orthogonal cylinder over compact set in the hyperplane orthogonal
to ρ if ρ2 > 0 (hyperbolic type). Using this property of the fundamental chamber
M, one can prove that the number of reflective hyperbolic lattices R is finite for
rk R ≥ 3. See [57] — [61], [63], [64], [66], [68], [71]—[73]. Existence of the Weyl
vector ρ satisfying (0.2), additionally permits to prove finiteness or almost finiteness
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(i.e. finiteness up to a very simple equivalence relation) of data 1) — 3) in data 1)
— 4).
In Sect. 1.6 we consider finiteness conjectures and results about data 4) and
5). Some observations from [65] and [40] give a hope that number of these data is
also finite for rk R ≥ 3. It seems, some general results about infinite automorphic
products and their divisors by Borcherds [7], [9] and by Bruinier [14] — [16] are also
related with this subject. We don’t discuss these results of Borcherds and Bruinier
in this paper.
In Sect. 2 we consider a concrete example of classification of Lorentzian Kac–
Moody algebras of the rank three where we use general ideas and results from §1.
We give classification of Lorentzian Kac–Moody algebras with the root lattice S∗t
where
St = H ⊕ 〈2t〉 =
 0 0 −10 2t 0
−1 0 0
 ,
the symmetry lattice L∗t where
Lt = H ⊕ St =

0 0 0 0 −1
0 0 0 −1 0
0 0 2t 0 0
0 −1 0 0 0
−1 0 0 0 0
 ,
and the symmetry group (of the automorphic form Φ)
Ô+(Lt) = {g ∈ O+(Lt) | g is trivial on L∗t /Lt}.
Here t ∈ N, and ⊕ denotes the orthogonal sum of lattices, and ∗ denotes the
dual lattice. We prove (Theorem 2.1.1) that there are exactly 29 Lorentzian Kac–
Moody algebras g (or data 1) — 5)) with the root lattice S∗t , symmetry lattice L
∗
t
and the symmetry group Ô+(Lt). It seems, this result is the first where a large
class of Lorentzian Kac–Moody algebras was classified. §2 is devoted to the outline
of the proof of this result. Actually, we prove much more general classification
result about reflective automorphic forms with the root lattice S∗t , the symmetry
lattice L∗t , the symmetry group Ô
+(Lt) and an infinite product expansion similar
to (0.1) (Theorems 2.2.3 and 2.4.1). This result gives information about Lorentzian
Kac–Moody algebras with symmetry lattices L which are equivariant sublattices
L ⊂ Lt of the same rank rk L = rk Lt = 5. Here equivariant means that O(L) ⊂
O(Lt). Moreover, one can expect that the corresponding infinite product = infinite
sum identities (similar to (0.1)) for these reflective automorphic forms could be
related with some interesting algebras similar to generalized Kac–Moody algebras
and superalgebras.
In this paper we outline and present all ideas of the proof of the classification
Theorem 2.1.1. We hope to present details of the proof and calculations in forth-
coming more longer publication.
All 29 Lorentzian Kac–Moody algebras of Theorem 2.1.1 had been constructed
in [41]. To construct these algebras, one need to construct the corresponding 29
automorphic forms (0.1). They were constructed in [41] together with their infi-
nite products and infinite sums expansions which give multiplicities and generators
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of the algebra. We construct all 29 automorphic forms of Theorem 2.1.1 using
some variant for Jacobi modular forms of Borcherds exponential lifting. See [41]
about this variant. This construction requires delicate calculations with appropri-
ate Jacobi modular forms of two variables with integral Fourier coefficients. We use
classification of these forms obtained in [33], [34]. We present some of these results
in §3: Appendix.
To proof completeness of the list of these 29 automorphic forms, we find (Theo-
rem 2.3.2) all reflective hyperbolic lattices St of the rank three. Only for them an
automorphic form may exist. In particular, t ≤ 105 for them. When the lattice St
is reflective, we find all possible data 1) — 3) for it and predict the divisor of the
reflective automorphic form Φ. Then we can see that one of 29 automorphic forms
of Theorem 2.1.1 has the same divisor and coincides with Φ by Koecher principle.
In general, in [68] all reflective hyperbolic lattices of the rank three were classi-
fied: there are 122 main elliptic and 66 main hyperbolic types (there are no main
parabolic types). These results and reasonable number of cases give a hope that
all Lorentzian Kac–Moody algebras of the rank three will be classified in a future.
Finiteness results for rk R ≥ 3 give a hope that the same can be done for all ranks
rk R ≥ 3. We expect that number of cases drops when the rank is increasing:
There are no algebras when rk R is sufficiently high. Borcherds example which we
present in Sect. 1.3 is the most highest dimensional known example of Lorentzian
Kac–Moody algebras. For this example rk R = 26.
In this paper, we don’t tuch possible Physical applications of Lorentzian Kac–
Moody algebras. One can find some of them in physical papers [17], [18], [21] —
[23], [28], [38], [42], [45], [51] — [53], [56].
This paper is written during our stay in the University of Lille 1, the University
of Liverpool, Steklov Mathematical Institute, Moscow and St. Petersburg, Max-
Planck-Institut fu¨r Mathematik, Bonn, and Newton Institute for Mathematical
Sciences, Cambridge. We are grateful to the Institutes for hospitality.
1. A Theory of Lorentzian Kac–Moody Algebras
and general finiteness results and conjectures
We start with a variant of Theory of Lorentzian Kac–Moody algebras which
one can consider as a hyperbolic analogy of classical theories of finite and affine
Kac–Moody algebras. Here we follow Borcherds and [36], [40], [41], [64], [67].
1.1. Some general results on Kac–Moody algebras. One can find all defini-
tions and details of this section in the classical book by Kac [47].
A generalized Cartan matrix A is an integral square matrix of a finite rank which
has only 2 on the diagonal and non-positive integers out of the diagonal. We shall
consider only symmetrizable generalized Cartan matrices A. It means that there
exists a diagonal matrix D with positive rational diagonal coefficients such that
B = DA is integral and symmetric. Then B is called the symmetrization of A. By
definition, sign(A) = sign(B). We shall suppose that A is indecomposable which
means that there does not exist a decomposition I = I1 ∪ I2 of the set I of indices
of A such that aij = 0 if i ∈ I1 and j ∈ I2.
Each generalized Cartan matrix A defines a Kac–Moody Lie algebra g(A) over
C. The Kac–Moody algebra g(A) is defined by the set of generators and defining
relations prescribed by the generalized Cartan matrix A. They are due to V. Kac
and R. Moody. In fact, they are a natural generalization of classical results by
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Killing, Cartan, Weyl, Chevalley and Serre about finite-dimensional semi-simple
Lie algebras. One should introduce the set of generators hi, ei, fi, i ∈ I, with
defining relations
[hi, hj ] = 0, [ei, fi] = hi, [ei, fj] = 0, if i 6= j,
[hi, ej ] = aijej , [hi, fj ] = −aijfj ,
(ad ei)
1−aijej = (ad fi)
1−aijfj = 0, if i 6= j.
(1.1.1)
The algebra g(A) is simple or almost simple: it is simple after factorization by some
known central ideal.
We mention some general features of the theory of Kac–Moody algebras g(A).
1. The symmetrization B defines a free Z-module Q =
∑
i∈I Zαi with generators
αi, i ∈ I, equipped with symmetric bilinear form ((αi, αj)) = B defined by the
symmetrization B. The Q is called root lattice. The algebra g(A) is graded by
the root lattice Q (by definition, generators hi, ei, fi have weights 0, αi, −αi
respectively):
g(A) =
⊕
α∈Q
gα = g0
⊕ ⊕
α∈∆+
gα
⊕ ⊕
α∈−∆+
gα
 (1.1.2)
where gα are finite dimensional linear spaces, [gα, gβ ] ⊂ gα+β , g0 ≡ Q ⊗ C is
commutative, and is called Cartan subalgebra. An element 0 6= α ∈ Q is called
root if gα 6= 0. The gα is called root space corresponding to α. The dimension
mult(α) = dim gα is called multiplicity of the root α. In (1.1.2), ∆ ⊂ Q is the set
of all roots. It is divided in the set of positive ∆+ ⊂
∑
i∈I Z+αi and negative −∆+
roots. A root α ∈ ∆ is called real if (α, α) > 0. Otherwise (if (α, α) ≤ 0), it is called
imaginary. Every real root α defines a reflection sα : x 7→ x − (2(x, α)/(α, α))α,
x ∈ Q. All reflections sα in real roots generate Weyl group W ⊂ O(S). The set of
roots ∆ and multiplicities of roots are W -invariant.
2. One has Weyl—Kac denominator identity which permits to calculate multi-
plicities of roots:
e(−ρ)
∏
α∈∆+
(1− e(−α))mult(α) =
∑
w∈W
det(w)e(−w(ρ)). (1.1.3)
Here e( · ) ∈ Z[Q] are formal exponents where Z[Q] is the group ring of the root
lattice Q. The ρ is called Weyl vector and is defined by the condition (ρ, αi) =
−(αi, αi)/2 for any i ∈ I.
The identity (1.1.3) is combinatorial, and direct formulae for multiplicities
mult(α) are unknown in general. One approach to solve this problem is to replace
the formal function (1.1.3) by non-formal one (e. g. replacing formal exponents by
non-formal ones) to get a function with “good” properties. These good properties
may help to find the formulae for multiplicities.
1.2. Finite and affine cases. There are two cases when we have very clear
picture (or Theory) of Kac–Moody algebras.
Finite case: The generalized Cartan matrix A is positive definite, A > 0. Then
g(A) is finite-dimensional, and we get the classical theory of finite-dimensional
semi-simple Lie algebras.
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Affine case: The generalized Cartan matrix A is semi-positive definite, A ≥ 0.
Then g(A) is called affine.
For both these cases we have three very nice properties:
(I) There exists classification of all possible generalized Cartan matrices A and
the corresponding algebras g(A): They are classified by Dynkin (for finite case) and
by extended Dynkin (for affine case) diagrams.
(II) In the denominator identity (1.1.3), formal exponents may be replaces by
non-formal ones to give a function with nice properties: For finite case this gives a
polynomial. For affine case this gives a Jacobi modular form. Using these properties
(or directly), one can find all multiplicities.
(III) Both these cases have extraordinary importance in Mathematics and Phy-
sics.
We want to construct similar Theory for Lorentzian (or hyperbolic) case when
the generalized Cartan matrix A is hyperbolic: it has exactly one negative square,
all its other squares are either positive or zero. There are plenty of hyperbolic
generalized Cartan matrices, it is impossible to find all of them and classify. On
the other hand, probably not all of them give interesting Kac–Moody algebras, and
one has to impose natural conditions on these matrices.
1.3. Lorentzian case. Borcherds example. We have the following key example
due to R. Borcherds [3]—[6].
For Borcherds example, the root lattice Q = S where S is a hyperbolic even uni-
modular lattice S of signature (25, 1). Here “even” means that (x, x) is even for any
x ∈ S. “Unimodular” means that the dual lattice S∗ coincides with S, equivalently,
for a basis e1, . . . , e26 of S the determinant of the Gram matrix
(
(ei, ej)
)
is equal to
±1. A lattice S with these properties is unique up to isomorphism. For Borcherds
example, the Weyl group W is generated by reflections sα : x 7→ x− (x, α)α, x ∈ S,
in all elements α ∈ S with α2 = 2. The group W is discrete in the hyperbolic
space L(S) = V +(S)/R++ where R+ and R++ denote the sets of non-negative and
positive real numbers respectively. Here V +(S) is the positive cone, i. e. a half of
the cone V (S) = {x ∈ S ⊗R | x2 < 0} of the hyperbolic lattice S. The L(S) is the
set of rays in V +(S).
A fundamental chamber M ⊂ L(S) for W is defined by the set P of elements
α ∈ S with α2 = 2 which are orthogonal toM. It has the following description due
to Conway [19]. There exists an orthogonal decomposition S = [ρ, e] ⊕ L where
the Gram matrix of elements ρ, e is equal to H =
(
0 −1
−1 0
)
(in particular,
(ρ, ρ) = 0), and L is the Leech lattice, i. e. positive definite even unimodular
lattice of the rank 24 without elements with square 2. The set P of roots which
are orthogonal to the fundamental chamber M (or the set of simple real roots) of
W is equal to
P = {α ∈ S | (α, α) = 2 & (ρ, α) = −1}. (1.3.1)
It means that the fundamental chamber M⊂ L(S) is equal to
M = {R++x ∈ L(S) | (x, P ) ≤ 0} (1.3.2)
and P is a minimal set with this property. We mention that the fundamental
chamber M has “almost finite” volume. It means that M is finite in any angle
with the center at infinity R++ρ of the hyperbolic space L(S).
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The matrix
A =
(
(α, α′)
)
, α, α′ ∈ P (1.3.3)
is a generalized Cartan matrix and ρ is the Weyl vector:
(ρ, α) = −(α, α)/2, ∀α ∈ P. (1.3.4)
Thus, A defines the Kac–Moody algebra g(A) graded by the hyperbolic lattice S.
But the algebra g(A) is not the algebra which is considered for Borcherds example.
One has to “correct” the algebra g(A).
We have the classical SL2(Z)-modular cusp form ∆ of the weight 12 on the
upper-half plane Im τ > 0:
∆ = q
∞∏
n=1
(1− qn)24 =
∑
m≥0
τ(m)qm, (1.3.5)
where q = exp(2piiτ). We have
∆−1 =
∑
n≥0
p24(n)q
n−1 (1.3.6)
where p24(n) are positive integers. Borcherds [4] proved the identity
Φ(z) = exp (−2pii(ρ, z))
∏
α∈∆+
(1− exp (−2pii(α, z)))p24(1−(α,α)/2) =
∑
w∈W
det(w)
∑
m>0
τ(m) exp (−2pii(w(mρ), z)). (1.3.7)
Here ∆+ = {α ∈ S |α2 = 2 & (α, ρ) < 0}∪(S∩V +(S)−{0}). The variable z runs
through the complexified positive cone Ω(V +(S)) = S ⊗ R + iV +(S). Moreover,
Borcherds [6], [7] proved that the function Φ(z) is an automorphic form of weight
12 with respect to the group O+(T ) where T = H⊕S is the extended lattice of the
signature (26, 2) (we denote as ⊕ the orthogonal sum). The group O+(T ) naturally
acts in the Hermitian symmetric domain of type IV
Ω(T ) = {Cω ⊂ T ⊗ C | (ω, ω) = 0 & (ω, ω) < 0}0, (1.3.8)
which has canonical identification with Ω(V +(S)) as follows: z ∈ Ω(V +(S)) defines
the element Cωz ∈ Ω(T ) where ωz =
(
(z, z)/2
)
e1+ e2⊕ z ∈ T ⊗C and e1, e2 is the
basis of the lattice H with the Gram matrix H above. Here “automorphic of the
weight 12” means that the function Φ˜(λωz) = λ
−12Φ(z), λ ∈ C∗, is homogeneous
of the degree −12 (it is obvious) in the homogeneous cone Ω˜(T ) over Ω(T ), and
Φ˜(gω) = det(g)Φ˜(ω) for any ω ∈ Ω˜(T ) and any g ∈ O+(T ) where O+(T ) is the
subgroup of index 2 of the group O(T ) which keeps the connected component (1.3.8)
(marked by 0).
The identity (1.3.7) looks very familiar to the form (1.1.3) of the denominator
identity for Kac–Moody algebras, but it has some difference.
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To interpret (1.3.7) as a denominator identity of a Lie algebra, Borcherds intro-
duced [3] generalized Kac–Moody algebras g(A′) which correspond to more general
matrices A′ than generalized Cartan matrices. Here we shall call them as general-
ized Cartan–Borcherds matrices. Difference is that a generalized Cartan–Borcherds
matrix A′ may also have non-positive real elements aij ≤ 0 on the diagonal and
out of the diagonal, but all aij ∈ Z if aii = 2. A definition of the generalized Kac–
Moody algebra g(A′) corresponding to a generalized Cartan–Borcherds matrix A′
is similar to (1.1.1). One should replace the last line of (1.1.1) by
(ad ei)
1−aijej = (ad fi)
1−aijfj = 0 if i 6= j and aii = 2, (1.3.9)
and add the relation
[ei, ej ] = [fi, fj] = 0 if aij = 0. (1.3.10)
Borcherds showed that generalized Kac–Moody algebras have similar properties to
ordinary Kac–Moody algebras. They also have a denominator identity which has
more general form than (1.1.3) and includes (1.3.7) as a particular case.
The identity (1.3.7) is the denominator identity for the generalized Kac–Moody
algebra g(A′) where A′ is the generalized Cartan–Borcherds matrix equals to the
Gram matrix A′ =
(
(α, α′)
)
, α, α′ ∈ P ′ where
P ′ = P ∪ 24ρ ∪ 24(2ρ) ∪ · · · ∪ 24(nρ) ∪ · · · (1.3.11)
is the sequence of elements of the lattice S. Here 24(nρ) means that we take the
element nρ twenty four times to get the Gram matrix A′. See details in [3], [4].
In (1.3.11), the set P ′ defining A′ is called the set of simple roots. It is divided in
the set P ′
re
= P , described in (1.3.1), of simple real roots (they are orthogonal to
the fundamental chamber M of the Weyl group W and have positive square) and
is the same as for the ordinary Kac–Moody algebra g(A) defined by the generalized
Cartan matrix A in (1.3.3). The additional sequence
P ′
im
= 24ρ ∪ 24(2ρ) ∪ · · · ∪ 24(nρ) ∪ · · · (1.3.12)
of P ′ (elements of P ′
im
have zero square) is defined by the Fourier coefficients in
the sum part of the identity (1.3.7). For example, 24 in (1.3.12) is defined by the 24
in (1.3.5). Together P ′
re
and P ′
im
define the generalized Cartan–Borcherds matrix
A′ and the generalized Kac–Moody algebra g(A′).
Borcherds example is very fundamental and beautiful. It has important appli-
cations in Mathematics, e. g. for moduli spaces of K3 and Enriques surface (see
[8], [13] and [54]), and in Physics (e. g. in String Theory): it gives the Lie algebra
of physical states of the Vertex Algebra of dimension 26 defined by the hyperbolic
lattice S. See [2], [6], [11].
Many other similar examples of generalized Kac–Moody algebras and superalge-
bras graded by hyperbolic lattices and related with automorphic forms were found
by Borcherds in [3] — [9], [12]. One of them when Lie algebras are graded by
the unimodular even hyperbolic plane H is very important for Borcherds proof of
Moonshine Conjecture about modular properties of representations of the Monster
sporadic finite simple group. See [5], [10] and reviews [27], [70] about this subject.
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1.4. A Theory of Lorentzian Kac–Moody algebras. Analyzing Borcherds
example, one can suggest a general class of Lorentzian Kac–Moody algebras (or
automorphic hyperbolic Kac–Moody algebras), see [36], [40], [41], [62], [64], [67].
They are defined by data (1)—(5) below:
(1) A hyperbolic lattice S (i. e. a non-degenerate integral symmetric bilinear form
of signature (n, 1)). It is the root lattice for the Lie algebra we want to construct.
We follow [57] in notations and terminology related with lattices.
(2) A reflection group W ⊂ O(S). It is generated by reflections in some set
of roots of S. We remind that α ∈ S is called root if α2 > 0 and α2 | 2(α, S).
Any root defines a reflection sα : x 7→ x − (2(x, α)/α2)α, x ∈ S, which gives an
automorphism of the lattice S. The group W is the Weyl group for the Lie algebra.
We assume that the Weyl group W is non-trivial. (For trivial W the definition has
to be changed, see [40].)
(3) A set P = P (M) of orthogonal roots to the fundamental chamber M ⊂
L(S) = V +(S)/R++ of W and its subdivision P = P0 ∪ P1 by subsets of even and
odd roots respectively. The set P of roots of S should have the property
M = { R++x ∈ L(S) | (x, P ) ≤ 0 } (1.4.1)
(the same as (1.3.2)) and should be minimal having this property (i. e. each face
of M of highest dimension is orthogonal to exactly one element from P , and each
element of P is orthogonal to a face of M of highest dimension). We additionally
require that 2α is a root of S if α ∈ P1 (thus α2 | (α, S)). Moreover, the set P
should have a Weyl vector ρ ∈ S ⊗Q which means that it satisfies the condition
(ρ, α) = −α2/2, ∀α ∈ P (1.4.2)
(it is the same as (1.3.4)).2 The sets P , P0 and P1 are the sets of simple real roots,
even simple real roots and odd simple real roots respectively for the Lie algebra.
The set P is not empty since W is non-trivial. From (1.4.2), the Weyl vector ρ is
not zero too.
The main invariant of the data (1)—(3) is the generalized Cartan matrix
A =
(
2(α, α′)
(α, α)
)
, α, α′ ∈ P. (1.4.3)
It defines data (1)—(3) up to some very clear equivalence.
(4) A holomorphic automorphic form Φ(z) of some weight k, (k ∈ Z/2) on a
IV type Hermitian symmetric domain, z ∈ Ω(V +(S)) = Ω(T ), with respect to a
subgroup G ⊂ O+(T ) of finite index (the symmetry group of the Lie algebra) of
an extended lattice T = H(m)⊕ S (the symmetry lattice of the Lie algebra) where
2Existence of the Weyl vector ρ from S ⊗ Q is a very strong condition on the data (1)—(3).
It would be better to call it as a lattice Weyl vector. We don’t do it to simplify terminology. It
is possible, that there exists a more general theory of Lorentzian Kac–Moody algebras when a
Lie algebra can be graded by a degenerate hyperbolic lattice. Then the Weyl vector should be a
linear function on the degenerate hyperbolic lattice, satisfying (1.4.2), and it always exists for an
appropriate grading. It is easy to see that one should add a one-dimensional kernel only. On the
other hand, if this theory exists, it seems, it is so general that the classification problem has no
sense. Thus, this theory is not so interesting for us.
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H(m) =
(
0 −m
−m 0
)
, m ∈ N. (See [40] for more general definition.) Definition
of the automorphic form Φ is the same as for the Borcherds example in Sect. 1.3.
The only changes are: we identify Ω(V +(S)) = Ω(T ) by the formula
z 7→ Cωz, z ∈ Ω(V +(S)), ωz ∈ Ω˜(T ), (1.4.4)
where ωz = (z, z)e1/2 + e2/m ⊕ z and e1, e2 is the basis of the lattice H(m) with
the matrix above, and we assume that Φ˜(λωz) = λ
−kΦ(z), λ ∈ C∗, on the cone
Ω˜(T ) has the property: Φ˜(gω) = χ(g)Φ˜(ω) for any g ∈ G where χ : G → C∗ is a
character or a multiplier system with the kernel of finite index in G.
The automorphic form Φ should have Fourier expansion of the form of denom-
inator identity for a generalized Kac–Moody algebra with hyperbolic generalized
Cartan–Borcherds matrix and which is agree with previous data (1) — (3). This
form is
Φ(z) =
∑
w∈W
ε(w)
(
exp (−2pii(w(ρ), z)) −
∑
a∈S∩R++M
m(a) exp (−2pii(w(ρ+ a), z))
)
(1.4.5)
where ε : W → {±1} is a quadratic character (i. e. a homomorphism) such that
ε(sα) = (−1)1+i if α ∈ Pi and i = 0, 1. All Fourier coefficients m(a) should be
integral.
Let
H = { g ∈ O+(S) | Φ(g(z)) = ±Φ(z) }. (1.4.6)
Since Φ is an automorphic form, this subgroup has finite index in O+(S). We have
W ⊂ H. Let
Sym(M) = { g ∈ O+(S) | g(M) =M} (1.4.7)
be the symmetry group of the fundamental chamber M and
Sym(P1 ⊂ P ) = { g ∈ O+(S) | g(P ) = P & g(P1) = P1 } (1.4.8)
its subgroup which keeps invariant the set P of orthogonal roots to M, and its
subset P1 as well.
(*) We assume that there exists a subgroup A ⊂ Sym(P1 ⊂ P ) such that A ⊂ H
and the semi-direct product W ⋊ A has finite index in H. It follows that A is a
subgroup of finite index in Sym(P1 ⊂ P ) and in Sym(M), and W ⋊ A has finite
index inO+(S). In particular, subgroupsW⋊Sym(P1 ⊂ P ) andW⋊Sym(M) have
finite index in O(S). The automorphic form Φ defines the set of simple imaginary
roots and gives the denominator identity of the Lie algebra. Using automorphic
properties of Φ(z), it is good to calculate the infinite product part of the denominator
identity
Φ(z) = exp (−2pii(ρ, z))
∏
α∈∆+
(
1− exp (−2pii(α, z))
)mult(α)
(1.4.9)
which gives multiplicities mult(α) of roots α of the Lie algebra. See below. There
are many cases known when it is possible.
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Like for Borcherds example, already data (1)—(4) define a generalized Kac–
Moody algebra or superalgebra. See the definition below. But it was understood that
it is good to suppose (at least, to have finiteness results) the additional condition:
(5) The automorphic form Φ on the domain Ω(V +(S)) = Ω(T ) should be reflec-
tive. It means that the divisor of Φ is union of rational quadratic divisors which
are orthogonal to some roots of the extended lattice T . Here for a root α ∈ T
(the definition of a root of T is the same as for the lattice S) the quadratic divisor
orthogonal to α is equal to
Dα = {Cω ∈ Ω(T ) | (ω, α) = 0}. (1.4.10)
The property (5) is valid for Borcherds example above and for the most part
of known cases. Moreover, it is true in the neighbourhood of the cusp where the
infinite product (1.4.9) converges. Thus, we want it to be true globally.
Below we give the definition of a generalized Kac–Moody superalgebra g corre-
sponding to data (1)—(4). It is given by the sequence P ′ → S of simple roots. This
sequence is divided in a sequence P ′
re
of simple real roots and a sequence P ′
im
of
simple imaginary roots. Both these sequences are also divided in the sequences of
even and odd roots marked by 0 and 1 respectively. We set P ′
re
= P , P ′
re
i = Pi
where P , Pi, i = 0, 1, are defined in the datum (3).
For any primitive 0 6= a ∈ S∩R++M with (a, a) = 0, one should find τ(na) ∈ Z,
n ∈ N, from the identity with a formal variable t:
1−
∑
k∈N
m(ka)tk =
∏
n∈N
(1− tn)τ(na). (1.4.11)
We set
P ′
im
0 = {m(a)a | a ∈ S ∩ R++M, (a, a) < 0 and m(a) > 0}∪
∪ {τ(a)a | a ∈ S ∩ R++M, (a, a) = 0 and τ(a) > 0};
P ′
im
1 = {−m(a)a | a ∈ S ∩ R++M, (a, a) < 0 and m(a) < 0}∪
∪ {−τ(a)a | a ∈ S ∩ R++M, (a, a) = 0 and τ(a) < 0}.
(1.4.12)
Here ka means that we repeat the element a exactly k times for the sequence. The
generalized Kac–Moody superalgebra g is a Lie superalgebra generated by hr, er,
fr where r ∈ P ′. All generators hr are even, generators er, fr are even (respectively
odd) if r is even (respectively odd). They have the defining relations 1) — 5) below:
1) The map r 7→ hr for r ∈ P ′ gives an embedding of S ⊗ C to g as an Abelian
subalgebra (it is even);
2) [hr, er′ ] = (r, r
′)er′ and [hr, fr′ ] = −(r, r′)fr′ ;
3) [er, fr′ ] = hr if r = r
′, and is 0 if r 6= r′;
4) (ad er)
1−2(r, r′)/(r, r)er′ = (ad fr)
1−2(r, r′)/(r, r)fr′ = 0 if r 6= r′ and (r, r) > 0
(equivalently, r ∈ P ′re);
5) If (r, r′) = 0, then [er, er′ ] = [fr, fr′ ] = 0.
See [3], [5], [36], [40], [69] for details. We remark that for Lie algebras this defi-
nition is equivalent to the definition above using the generalized Cartan–Borcherds
matrix defined by the Gram matrix of the sequence P ′.
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The algebra g is graded by the root lattice S where the generators hr, er and fr
have the weights 0, r ∈ S and −r ∈ S respectively. We have
g =
⊕
α∈S
gα = g0
⊕⊕
α∈∆+
gα
⊕ ⊕
α∈∆+
g−α
 (1.4.13)
where g0 = S ⊗C, and ∆ is the set of roots (i. e. α ∈ S with gα 6= 0). A root α is
called positive (α ∈ ∆+) if (α, M) ≤ 0.
For a root α ∈ ∆ the multiplicity of α is equal to mult(α) = dim gα,0− dim gα,1.
Multiplicities mult(α) of roots and the numbers m(a) defining generators of g are
related by the denominator identity (due to Weyl, Kac, Borcherds)
exp (−2pii(ρ, z))
∏
α∈∆+
(
1− exp (−2pii(α, z))
)mult(α)
=
∑
w∈W
ε(w)
(
exp (−2pii(w(ρ), z)) −
∑
a∈S∩R++M
m(a) exp (−2pii(w(ρ+ a), z))
)
,
(1.4.14)
which identifies multiplicities of factors in (1.4.9) and multiplicities of roots of the
algebra g. See [3], [5], [47], [48], [36], [69].
The generalized Kac–Moody superalgebras g above given by the data (1)—(5) con-
stitute the Theory of Lorentzian Kac–Moody algebras (or automorphic Lorentzian
Kac–Moody algebras) which we consider.
By (4), they have similar property to the property (II) from Sect. 1.2 for fi-
nite and affine algebras: their denominator identities give automorphic forms. For
Lorentzian case, they are automorphic forms on IV type Hermitian symmetric do-
mains.
What is about a similar property to the property (I) from Sect. 1.2 for finite
and affine Kac–Moody algebras? How many data (1)—(5) one may have? This is
the main subject of the paper. We consider that in the next sections.
1.5. Finiteness results about hyperbolic root systems (data (1) — (3))
of Lorentzian Kac–Moody algebras. To classify finite and affine Kac–Moody
algebras, one need to classify appropriate finite and affine root systems (authors
don’t know any other method). They are classified, and their classification gives
classification of finite and affine Lie algebras.
Data (1) — (5) define Lorentzian Kac–Moody algebras. One can consider the set
of possible data (1) — (3) from data (1) — (5) as hyperbolic root systems which are
appropriate for Lorentzian Kac–Moody algebras. Main result is that they satisfy
very restricted conditions, and it is possible to classify them, in principle; this makes
the theory of Lorentzian Kac–Moody algebras similar to theories of finite and affine
Kac–Moody algebras. Moreover, their number is in essential finite when rk S ≥ 3.
It means that Lorentzian Kac–Moody algebras for rk S ≥ 3 are exceptional, like
exceptional simple Lie algebras E6, E7, E8, F4, G2. More generally, for these results,
we can drop the condition (5) considering the set of possible data (1) — (3) in data
(1) — (4).
Since we assume that Weyl group is non-trivial, rk S ≥ 2. If rk S = 2, then P
has one or two elements, and classification of data (1) — (3) in data (1) — (4) is
not difficult.
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Further we assume that rk S ≥ 3.
From the condition (*) in (4), we have that
W ⋊ Sym(M) has finite index in O+(S). (1.5.1)
Non-trivial reflection subgroups W ⊂ O(S) having this property are called of re-
stricted arithmetic type (we follow the terminology in [64, Sect. 1.4]). It follows
[64, Theorem 1.4.3] that W has arithmetic type which means that
{ x ∈ S ⊗ R | (x, P ) ≤ 0 } ⊂ R++M⊂ V +(S). (1.5.2)
In particular, the Weyl vector ρ ∈ R++M ⊂ V +(S) and ρ2 ≤ 0. By (1.4.2), the ρ
is non-zero.
From (1.5.2) one can deduce that the set P generates S ⊗ Q. From (1.4.2), it
is easy to see that the Weyl vector ρ is unique and it is invariant with respect to
Sym(P1 ⊂ P ) which has finite index in Sym(M). One can get the same using
Fourier expansion (1.4.5). Really, exp(−2pii(ρ, z)) is one of Fourier harmonics of
the holomorphic automorphic form Φ(z). It follows that ρ2 ≤ 0. Otherwise, the au-
tomorphic form Φ(z) has poles. The subgroup H ⊂ O+(S) of finite index, in (1.4.6),
preserves ±Φ(z) and the set of Fourier harmonics ε(w)m(a) exp (−2pii(w(ρ+ a), z)),
a ∈ S ∩ R++M, m(a) 6= 0, w ∈ W . For Fourier harmonics c(x) exp (−2pii(x, z))
and c(y) exp (−2pii(y, z)), we say that x ≥ y, if x − y ∈ V +(S). The subgroup H
preserves this ordering and permutes its minimal elements ε(w)exp(−2pii(w(ρ), z)),
w ∈W . Let Hρ ⊂ H be the stabilizer subgroup of ρ. Then W ⋊Hρ = H has finite
index in O+(S). From definition of ρ, it follows that Hρ ⊂ Sym(M). It follows
that ρ is invariant for the subgroup Hρ ⊂ Sym(M) of finite index. Remark that
we did not use the additional condition (*) in (4) under this consideration.
Thus, the orbit
Sym(M)(ρ) is finite. (1.5.3)
Here ρ ∈ S ⊗ Q and ρ 6= 0. For some m ∈ N, the element r = mρ ∈ S, r 6= 0 and
Sym(M)(r) is also finite.
Hyperbolic lattices S having the properties similar to (1.5.1) and (1.5.3) for some
of their reflection subgroup W are called reflective. Here is the exact definition.
Definition 1.5.1. A hyperbolic lattice M is called reflective if there exists a re-
flection subgroup W ⊂ O(M) with a fundamental chamber M ⊂ V +(M)/R++
and the symmetry group Sym(M) of the fundamental chamber M such that the
corresponding semi-direct product W ⋊ Sym(M) has finite index in O(M) (i. e.
W has restricted arithmetic type), and there exists a non-zero r ∈M such that the
orbit Sym(M)(r) is finite. The element r is called a generalized Weyl vector for
the reflection group W and its fundamental chamber M.
Thus, a hyperbolic lattice M is reflective if it has a reflection group W ⊂ O(M)
having restricted arithmetic type and a generalized Weyl vector for its fundamen-
tal chamber. The group W has elliptic, parabolic and hyperbolic type, if it has a
generalized Weyl vector r respectively with r2 < 0, with r2 = 0 and no generalized
Weyl vectors with r2 < 0, and with r2 > 0 and no generalized Weyl vectors with
r2 ≤ 0.
It is easy to see that a hyperbolic lattice M is reflective if and only if its full
reflection group W (M) (it is generated by reflections in all roots of M) and its
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fundamental chamber have a generalized Weyl vector. The group W (M) obviously
has restricted arithmetic type since it is normal in O(M).
Thus, we have
Proposition 1.5.2. Assume that rk S ≥ 3. Then any data (1) — (3) from data
(1) — (4) satisfy the conditions: the Weyl vector ρ ∈ S⊗Q is not zero and ρ2 ≤ 0;
W ⋊ Sym(M) has finite index in O(S), and Sym(M)(ρ) is finite. (1.5.4)
In particular, the hyperbolic root lattice S is reflective, the Weyl group W has
restricted arithmetic type, the Weyl vector ρ is a generalized Weyl vector for W
and M; 3
Sym(P1 ⊂ P ) has finite index in Sym(M), (1.5.5)
and
Sym(P1 ⊂ P )(ρ) = ρ. (1.5.6)
We have the following general crucial result which, in particular, gives finiteness
for the set of root lattices in (1).
Theorem 1.5.3. The set or reflective hyperbolic lattices M of rk M ≥ 3 is finite
(up to isomorphism) if we consider lattices up to multiplication of their forms by
positive rational numbers.
In particular, the set of hyperbolic root lattices S of rk S ≥ 3 for data (1) in
data (1) — (4) is finite if we consider lattices up to multiplication of their forms
by positive rational numbers.
If rank ≥ 3 is fixed, see the proof for elliptic case in [59], [60]; for parabolic case
in [64], [68]; for hyperbolic case in [66], [68]. Boundendess of the rank follows from
results in [60], [63], [71].
For fixed rank the proof of Theorem 1.5.3 follows from
Lemma 1.5.4 (about a narrow part of the polyhedron M). Let M be a
reflective hyperbolic lattice of rank n = rk M ≥ 3 with a reflection group W of
restricted arithmetic type and with a fundamental chamber M having a generalized
Weyl vector. Let P (M) be the set of orthogonal vectors to M directed outwards of
M.
Then there exist α1, α2, . . . , αn from P (M) with the properties:
(a) α1, α2, . . . , αn generate M ⊗Q;
(b)
4(αi, αj)
2
α2
i
α2
j
< 1002 for any 1 ≤ i, j ≤ n;
(c) the Gram graph of α1, α2, . . . , αn is connected, i. e. one cannot divide the
set α1, α2, . . . , αn in two orthogonal to each other non-empty subsets.
We remark that for roots α1, α2, . . . , αn the numbers
4(αi, αj)
2
α2
i
α2
j
are integral. The
proof of Lemma 1.5.4 is based on study of geometry of the convex polyhedra M.
Actually, Lemma 1.5.4 is valid for all convex polyhedra having properties similar
to M. The main property is that the polyhedron M is convex locally finite and
3Remark that all the statements above are valid without the additional condition (*) in
(4), and, if necessary, one can drop this additional condition, considering more general class
of Lorentzian Kac–Moody algebras.
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has almost finite volume. Here, almost finite volume means the following. For
elliptic case M is a finite polyhedron of finite volume. For parabolic case, M is
finite and has finite volume in any angle with the vertex R++r and over a compact
set on the horosphere (one has the same property for the Borcherds example from
Sect. 1.3). For hyperbolic case,M is finite and has finite volume in any orthogonal
cylinder over compact set in the hyperplane which is orthogonal to r. Here r is a
generalized Weyl vector for M. For example, Lemma 1.5.4 is valid for any finite
convex polyhedron of finite volume in a hyperbolic space of dimension n−1 ≥ 2. For
parabolic and hyperbolic cases, one has to add also some conditions of periodicity
of M. The proof of Lemma 1.5.4 is not trivial, and it is the most hard for the
hyperbolic case.
Theorem 1.5.3 requires existence of a generalized Weyl vector r only. If there
exists a Weyl vector ρ (satisfying (1.4.2)), we can prove finiteness results also for
data (1) — (3) from (1) — (4). Two data (1) — (3) are called isomorphic if they
can be identified by an isomorphism of hyperbolic lattices in (1). We also accept
multiplication of the forms of lattices S in (1) by positive rational numbers. We
know that data (1) — (3) from data (1) — (4) satisfy conditions (1.5.4) — (1.5.6) of
Proposition 1.5.2. One can consider data (1) — (3) satisfying additional conditions
(1.5.4) — (1.5.6) as hyperbolic root systems which are appropriate for Lorentzian
Kac–Moody algebras theory. From Theorem 1.5.3 and Lemma 1.5.4, one can deduce
Theorem 1.5.5. Assume that rk S ≥ 3.
Then the set of data (1) — (3) satisfying conditions (1.5.4) — (1.5.6) is empty
if ρ2 > 0 (i.e. for hyperbolic case); finite if ρ2 < 0 (i.e. for elliptic case). It is
also finite if ρ2 = 0 (i.e. for parabolic case), if one fixes a constant C > 0 and
additionally requires [O+(S)ρ : Sym(P1 ⊂ P )] < C where O+(S)ρ is the stabilizer
subgroup of ρ in O+(S).
See the proof in [64, Theorem 1.3.3]. We mention that for ρ2 = 0 the group
O+(S)ρ is a (rk S−2)-dimensional crystallographic group acting in Euclidean affine
space related with the semi-positive lattice (ρ)⊥S . In particular, it contains Z
rk S−2
as a subgroup of translations of finite index. If the constant C → +∞, number of
cases for the parabolic case tends to infinity, see [64, Example 1.3.4]. Existence of
Weyl vector ρ means geometrically that faces ofM of highest dimension orthogonal
to α ∈ P are touching a sphere with the center R++ρ and radius depending on α2
where α2 is bounded by a constant depending on S. It makes polyhedra M very
special, and implies finiteness of their set.
As an example, let us prove Theorem 1.5.5 for elliptic case (ρ2 < 0) and fixed
n = rk S ≥ 3.
By Theorem 1.5.3, the set of root lattices S is finite. We fix one of them.
Let α be a root of S. Let α = mα0 where α0 is a primitive root of S and m ∈ N.
Since α is a root, ( 2αα2 , S) ∈ Z. Thus, α0mα20 ∈ 2
−1S∗ where S∗ = Hom(S, Z) is the
dual lattice. It follows that mα20 | 2λ where λ is the exponent (i.e. the maximal
order of elements) of the finite Abelian group S∗/S. Thus, m, α20 and α
2 = m2α20
are bounded by a constant depending on S.
By Lemma 1.5.4, there are roots α1, . . . , αn from P which satisfy conditions
(a) and (b) of the lemma. Numbers
4(αi, αj)
2
α2
i
α2
j
are integral and are less then 1002.
Since α2i are bounded, it follows that the set of possible Gram matrices ((αi, αj)),
1 ≤ i, j ≤ n, is finite. We fix one of them.
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Since α1, . . . , αn generate S⊗Q and the lattice S is non-degenerate, there exists
a unique ρ ∈ S ⊗Q such that (ρ, αi) = −α2i /2, i = 1, . . . , n. It is the Weyl vector
ρ for P .
All elements α ∈ P satisfy the condition (ρ, α) = −α2/2 where 0 < α2 < K for
some constant K depending on S. Thus, P is a subset of the set of elements a ∈ S
satisfying conditions −K/2 < (ρ, a) < 0 and 0 < a2 < K. If ρ2 < 0 the set is finite
because the lattice S is hyperbolic (has exactly one negative square). It follows,
that P is finite, and there exists only a finite number of possibilities for P and its
subset P1. It follows Theorem 1.5.5 for elliptic case.
The parabolic case (when ρ2 = 0 and ρ 6= 0) requires additional simple consid-
erations with the crystallographic group O(S)ρ and its action on the set P which
is infinite for this case. The group Sym(P1 ⊂ P ) has finite index in O(S)ρ and has
finite number of orbits in P .
In this proof, formally we did not use the condition (c) of Lemma 1.5.4, but it
is very important for the proof of Theorem 1.5.3 which also has been used. As we
see, for the proof not only Theorem 1.5.3 is important, but also the method of its
proof (Lemma 1.5.4) is very important.
Let us give an example of classification of data (1) — (3) satisfying conditions
(1.5.4) — (1.5.6).
Theorem 1.5.6. Let us consider all data (1)—(3) satisfying conditions (1.5.4) —
(1.5.6) and such that additionally rk S = 3, all roots α ∈ P have equal squares
α2 (equivalently, the generalized Cartan matrix (1.4.3) of P is symmetric), and the
Weyl vector ρ has ρ2 < 0 (elliptic type).
Then the generalized Cartan matrix of P is one of the following 16 symmetric
matrices Ai,j and Bj below:
A1,0 =
(
2 0 −1
0 2 −2
−1 −2 2
)
, A1,I =
(
2 −2 −1
−2 2 −1
−1 −1 2
)
, A1,II =
(
2 −2 −2
−2 2 −2
−2 −2 2
)
,
A1,III =

2 −2 −6 −6 −2
−2 2 0 −6 −7
−6 0 2 −2 −6
−6 −6 −2 2 0
−2 −7 −6 0 2
 ; A2,0 = ( 2 −2 −2−2 2 0
−2 0 2
)
, A2,I =
( 2 −2 −4 0
−2 2 0 −4
−4 0 2 −2
0 −4 −2 2
)
,
A2,II =
( 2 −2 −6 −2
−2 2 −2 −6
−6 −2 2 −2
−2 −6 −2 2
)
, A2,III =

2 −2 −8 −16 −18 −14 −8 0
−2 2 0 −8 −14 −18 −16 −8
−8 0 2 −2 −8 −16 −18 −14
−16 −8 −2 2 0 −8 −14 −18
−18 −14 −8 0 2 −2 −8 −16
−14 −18 −16 −8 −2 2 0 −8
−8 −16 −18 −14 −8 0 2 −2
0 −8 −14 −18 −16 −8 −2 2
 ;
A3,0 =
(
2 −2 −2
−2 2 −1
−2 −1 2
)
, A3,I =
( 2 −2 −5 −1
−2 2 −1 −5
−5 −1 2 −2
−1 −5 −2 2
)
,
A3,II =

2 −2 −10 −14 −10 −2
−2 2 −2 −10 −14 −10
−10 −2 2 −2 −10 −14
−14 −10 −2 2 −2 −10
−10 −14 −10 −2 2 −2
−2 −10 −14 −10 −2 2
 ,
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A3,III =

2 −2 −11 −25 −37 −47 −50 −46 −37 −23 −11 −1
−2 2 −1 −11 −23 −37 −46 −50 −47 −37 −25 −11
−11 −1 2 −2 −11 −25 −37 −47 −50 −46 −37 −23
−25 −11 −2 2 −1 −11 −23 −37 −46 −50 −47 −37
−37 −23 −11 −1 2 −2 −11 −25 −37 −47 −50 −46
−47 −37 −25 −11 −2 2 −1 −11 −23 −37 −46 −50
−50 −46 −37 −23 −11 −1 2 −2 −11 −25 −37 −47
−46 −50 −47 −37 −25 −11 −2 2 −1 −11 −23 −37
−37 −47 −50 −46 −37 −23 −11 −1 2 −2 −11 −25
−23 −37 −46 −50 −47 −37 −25 −11 −2 2 −1 −11
−11 −25 −37 −47 −50 −46 −37 −23 −11 −1 2 −2
−1 −11 −23 −37 −46 −50 −47 −37 −25 −11 −2 2

,
B1 =
( 2 0 −3 −1
0 2 −1 −3
−3 −1 2 0
−1 −3 0 2
)
, B2 =
( 2 −1 −4 −1
−1 2 −1 −4
−4 −1 2 −1
−1 −4 −1 2
)
,
B3 =

2 0 −4 −6 −4 0
0 2 0 −4 −6 −4
−4 0 2 0 −4 −6
−6 −4 0 2 0 −4
−4 −6 −4 0 2 0
0 −4 −6 −4 0 2
 , B4 =

2 −1 −7 −10 −7 −1
−1 2 −1 −7 −10 −7
−7 −1 2 −1 −7 −10
−10 −7 −1 2 −1 −7
−7 −10 −7 −1 2 −1
−1 −7 −10 −7 −1 2
 .
For all these cases the fundamental chamberM is a closed polygon on the hyperbolic
plane with angles respectively:
A1,0 : pi/2, 0, pi/3; A1,I : 0, pi/3, pi/3; A1,II : 0, 0, 0; A1,III : 0, pi/2, 0, pi/2, 0;
A2,0 : 0, pi/2, 0; A2,I : 0, pi/2, 0, pi/2; A2,II : 0, 0, 0, 0;
A2,III : 0, pi/2, 0, pi/2, 0, pi/2, 0, pi/2;
A3,0 : 0, pi/3, 0; A3,I : 0, pi/3, 0, pi/3; A3,II : 0, 0, 0, 0, 0, 0;
A3,III : 0, pi/3, 0, pi/3, 0, pi/3, 0, pi/3, 0, pi/3, 0, pi/3.
B1 : pi/2, pi/3, pi/2, pi/3; B2 : pi/3, pi/3, pi/3, pi/3;
B3 : pi/2, pi/2, pi/2, pi/2, pi/2, pi/2; B4 : pi/3, pi/3, pi/3, pi/3, pi/3, pi/3.
All these polygons are touching a circle with the center R++ρ where ρ is the Weyl
vector. The first 12 matrices Ai,j give non-compact polygons (they have at least
one zero angle). The last four matrices Bi give compact polygons.
See the proof in [40, Theorems 1.2.1 and 1.3.1]. The proof is based on Lemma
1.5.4 and uses computer calculations. They follow the proof of Theorem 1.5.5 which
we outlined above.
Theorem 1.5.6 gives classification of generalized Cartan matrices of the possible
sets P , but one can get from here description of the corresponding data (1) — (3)
as follows. Let A = (aij), 1 ≤ i, j ≤ m, be one of generalized Cartan matrices of
Theorem 1.5.6. Let us consider a free Z-module M˜ = ⊕mi=1Zα˜i with the symmetric
bilinear form ((α˜i, α˜j)) = A. The matrix A has rank three, and M˜ modulo the
kernel of this form defines a hyperbolic lattice M of the rank three. It is generated
by images αi of α˜i. Any its integral overlattice M ⊂ S of finite index can be taken
for the datum (1). Their number is finite since S ⊂ M∗. The set P is given by
all elements αi. Since α
2
i = 2, all elements αi are roots of S. Reflections in roots
of P generate the reflection group W ⊂ O(S). Its fundamental chamber is equal
to M = {0 6= x ∈ S ⊗ R | (x, P ) ≤ 0 }/R++ ⊂ L(S) = V +(S)/R++. As a
subset P1 ⊂ P one can take any number of roots αi ∈ P which satisfy the condition
α2i = 2 | (αi, S). One can check (it depends on the generalized Cartan matrix A
only) that all these data satisfy conditions (1) — (3) and conditions (1.5.4) —
(1.5.6).
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Almost for all matrices Ai,j of Theorem 1.5.6 and corresponding data (1) — (3)
one can construct additional data (4) satisfying (5). See [36], [37], [39], [41]. We
give almost all these examples in Sect. 2.6 below.
Remark 1.5.7. Formally, for the considered theory of Lorentzian Kac–Moody al-
gebras which are given by data (1)—(5), it is sufficient to consider only reflective
hyperbolic lattices S with a Weyl vector ρ. In particular, ρ2 ≤ 0, if rk S ≥ 3, and
all these lattices S are reflective of elliptic or parabolic type.
There are several reasons why it is important and necessary to consider arbitrary
reflective hyperbolic lattices with arbitrary generalized Weyl vector (having a square
of any sign, in particular).
First, finiteness results are valid for general reflective hyperbolic lattices. For
the classification of reflective hyperbolic lattices with a Weyl vector in general, it
is necessary first to find maximal reflective hyperbolic lattices with a generalized
Weyl vector, and then to find all their sublattices of finite index having a Weyl
vector. In practice, it is impossible to consider reflective hyperbolic lattices with a
Weyl vector and with a generalized Weyl vector separately.
Second, it seems, there is a more general class of Lie algebras (analogous to
Lorentzian Kac–Moody algebras which we consider here) such that for this class
it is necessary to consider reflective hyperbolic lattices and identities similar to
(1.4.14) with a generalized Weyl vector ρ having square with any sign. In §2 we
shall give and classify many such identities. Very few of them are related with a
Weyl vector ρ. It may be similar to McDonald identities which were first discovered
and later found to be related with affine Kac–Moody algebras. Results of [26] and
[50] give this hope.
From our point of view, all reflective hyperbolic lattices and identities analogous
to (1.4.14) with a generalized Weyl vector ρ, should be interesting for one or another
theory of Lie algebras which is analogous to the theory of Lorentzian Kac–Moody
algebras which we consider here. It is a very interesting problem to understand
their importance from Lie algebras point of view.
1.6. Finiteness conjectures and results about data (4), (5) for Lorentzian
Kac–Moody algebras. Here we follow [40] and [65].
We expect that data (4), (5) for Lorentzian Kac–Moody algebras are also very
restricted, but we don’t have here so strong results as for hyperbolic root systems
(data (1) — (3)).
Definition 1.6.1. A lattice Q with two negative squares is called reflective, if its
Hermitian symmetric domain Ω(Q) has a meromorphic (not necessarily holomor-
phic) automorphic form Φ of non-zero weight with respect to G ⊂ O+(Q) of finite
index such that its divisor is union of rational quadratic divisors which are orthogo-
nal to some roots of Q. The automorphic form Φ is then also called reflective for Q.
(Here, for further considerations, we assume that a reflective automorphic form Φ
has non-zero weight, but might be this condition can be weakened by the condition
that Φ is not a constant.)
Obviously, reflectivity of Q does not change by multiplication of the form of the
lattice Q by rational numbers.
We suggested in [40, Conjecture 2.2.1]) and [65]
Conjecture 1.6.2. The set of reflective lattices Q with two negative squares and
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rk Q ≥ 5 is finite up to multiplication of forms of lattices Q by positive rational
numbers.
We expect the statement of Conjecture 1.6.2 because of Koecher principle (e.
g. see [1]): Any non-constant meromorphic automorphic form on a Hermitian
symmetric domain Ω should have non-trivial divisor in Ω if dimΩ − dimΩ∞ ≥
2. Here Ω∞ is the set of points at infinity of Ω which is added to get Satake
compactification G\Ω ⊂ G\(Ω ∪ Ω∞) of the arithmetic quotient G\Ω.
For a lattice Q with two negative squares and G ⊂ O(Q) of a finite index,
dimΩ(Q) = rk Q − 2 and dimΩ(Q)∞ = s(Q) − 1 where s(Q) is the rank of a
maximal isotropic sublattice of Q. We have 0 ≤ s(Q) ≤ 2. In particular, the
Koecher principle is valid for Ω(Q) if rk Q ≥ 5 or rk Q ≥ 3 + s(Q).
We apply Koecher principle to restrictions Φ|Ω(Q1) of a reflective automorphic
form Φ on all subdomains Ω(Q1) ⊂ Ω(Q) where Q1 ⊂ Q is a sublattice of Q with
two negative squares and rk Q1 ≥ 3+s(Q1). Here Φ|Ω(Q1) is an automorphic form
on the Hermitian symmetric domain Ω(Q1) of the same weight as Φ, and it is not
a constant, if it is not zero, since its weight is not 0. Thus, we get
Proposition 1.6.3. Suppose that Q is a reflective lattice with two negative squares.
Then
Ω(Q1)
⋂ ⋃
root α∈Q
Ω(Q)α
 6= ∅ (1.6.1)
for any sublattice Q1 ⊂ Q such that Q1 has two negative squares and rk Q1 ≥
3 + s(Q1). Here Ω(Q)α is the rational quadratic divisor which is orthogonal to a
root α ∈ Q.
Below we give an example (from [65]) which shows that this condition is very
strong.
For a lattice Q any element α ∈ Q with α2 = 2 is a root. If for the definition of
reflective lattices Q and reflective automorphic forms Φ we shall consider only roots
with square 2, we shall get 2-reflective lattices Q and 2-reflective automorphic forms
Φ. This is a special case of reflective lattices and reflective automorphic forms.
We consider lattices
Tn = H ⊕H ⊕ E8 ⊕ E8 ⊕ 〈2n〉 (1.6.2)
where n ∈ N. Here E8 is an even unimodular positive definite lattice of the rank
8. A lattice 〈A〉 is the lattice with the matrix A for some basis. We want to show
that the lattices T = Tn are not 2-reflective for big n.
This example is interesting because arithmetic quotients G\Ω(Tn) by subgroups
G ⊂ O+(Tn) of finite index give moduli of K3 surfaces of degree 2n, and
Discr =
⋃
α∈Tn with α2=2
Ω(Tn)α (1.6.3)
is discriminant of the moduli. Points of Discr give K3 surfaces with singularities.
Thus, we want to show that the discriminant of K3 surfaces moduli cannot be given
as a divisor of an automorphic form of non-zero weight if the degree of K3 surfaces
is high enough.
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Let us consider an even unimodular lattice L = 3H⊕E8⊕E8. Consider a primi-
tive element h ∈ L with h2 = −2n. Using standard results about indefinite lattices,
and discriminant forms technique (see [57]), one can prove that the orthogonal
complement h⊥ to the element h in L is isomorphic to Tn.
We use the following general construction. Assume that K ⊂ L is a primitive
sublattice with two negative squares, rk K ≥ 3 + s(K) where s(K) is the rank of
the maximal isotropic sublattice of K, and K does not have elements with square 2.
Let S = K⊥ be the orthogonal complement to K in L. The lattice S is hyperbolic
since L has exactly three negative squares.
Let us consider the set ∆ ⊂ S∗ with the following properties: if δ1 ∈ ∆, then (i)
δ21 > 0; (ii) there exists a δ2 ∈ K∗ such that either δ2 = 0 or δ22 > 0, and δ1+δ2 ∈ L;
(iii) δ21 + δ
2
2 = 2. In particular, 0 < δ
2
1 ≤ 2 and 0 ≤ δ22 < 2.
We have a simple
Lemma 1.6.4. Let h ∈ S is primitive, h2 = −2n and the lattice h⊥ ≃ Tn is
2-reflective. Then there exists δ ∈ ∆ ⊂ S∗ such that h ∈ δ⊥.
Proof. Assume that Tn = h
⊥ is reflective. We apply Proposition 1.6.3 to Q = Tn,
Q1 = K and roots with square two. We get that there exists δ ∈ h⊥ such that
δ2 = 2 and Ω(h⊥)δ ∩ Ω(K) 6= ∅. We have δ = δ1 + δ2 where δ1 ∈ S∗ and δ2 ∈ K∗.
It follows that δ21 + δ
2
2 = 2. Since (h, δ) = 0 and h ∈ S, it follows that (h, δ1) = 0.
The lattice S is hyperbolic and h2 < 0. It follows that either δ21 > 0 or δ1 = 0. The
last case is impossible because then δ = δ2 ∈ K and δ2 = 2. But we assume that
K does not have elements with square 2. Thus, δ21 > 0. If δ2 = 0, then δ1 ∈ ∆ and
(h, δ1) = 0 as we want. Let δ2 6= 0. Let Cω ∈ Ω(h⊥)δ ∩ Ω(K). Then ω ∈ K ⊗ C,
(ω, ω) = 0, (ω, ω) < 0 and (ω, δ2) = 0. Writing ω = a+ bi where a, b ∈ K ⊗R, we
then get a2 = b2 < 0 and (a, b) = (a, δ2) = (b, δ2) = 0. Since K has exactly two
negative squares, it follows that δ22 > 0. It proves the statement.
We can interpret the statement of Lemma 1.6.4 geometrically as follows. Let
L(S) = V +(S)/R++ be the hyperbolic space related with the hyperbolic lattice S.
Each element δ ∈ ∆ defines a hyperplane Hδ ⊂ L(S) orthogonal to δ. Elements
δ ∈ ∆ have δ2 < 2 and mδ ∈ S where m is the exponent of S∗/S. It follows that
the set of hyperplanes Hδ, δ ∈ ∆, is locally finite in L(S). The lattice h⊥ ≃ Tn
is not reflective if the point R++h ∈ L(S) does not belong to this locally finite set
of hyperplanes (one should change h by −h if it is necessary). The set of points
R++h ∈ L(S), h ∈ S, is everywhere dense in the hyperbolic space L(S). There are
plenty of these points which do not belong to the locally finite set of hyperplanes
Hδ, δ ∈ ∆, and define then non-reflective lattices h⊥ ≃ Tn. For example, it follows
that there exists an infinite sequence of integers n such that the lattice Tn is not
2-reflective. Exactly that had been demonstrated in [65].
Let us take a concrete lattice K = H(2) ⊕ H(2) ⊕ 〈4〉 where M(k) is a lattice
which is obtained from a lattice M by multiplication of the form of the lattice M
by k ∈ Q. Then S = 〈−4〉⊕D8⊕D8 where D8 is the root lattice of the root system
D8. Thus the lattice S is the set of integral vectors h = (x, u1, . . . , u8, v1, . . . , v8)
such that u1+ · · ·+u8 ≡ 0 mod 2 and v1+ · · ·+ v8 ≡ 0 mod 2. The form is given
by −4xx′ + u1u′1 + · · ·+ u8u′8 + v1v′1 + · · ·+ v8v′8.
We consider h0 = (1, 0, 0, . . . , 0) and ∆0 = {δ ∈ ∆ | (δ, h0) = 0} (geometrically,
it is the set of hyperplanesHδ, δ ∈ ∆, which contain the point R++h0). We consider
the set of primitive h ∈ S such that h2 < 0, R++h 6∈ Hδ, if δ ∈ ∆0, and the distance
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between points R++h0 and R++h of the hyperbolic space L(S) is small enough for
the point R++h would not belong to other hyperplanes Hδ, δ ∈ ∆. By Lemma
1.6.4, for these h the lattice Tn = h
⊥ is not 2-reflective. As the result we get
Theorem 1.6.5. Let us consider integers y of the form
y = y21 + y
2
2 + y
2
3 + y
2
4 + y
2
5 + y
2
6 + y
2
7 + y
2
8 (1.6.4)
where all yi are natural,
y1 + y2 + y3 + y4 + y5 + y6 + y7 + y8 ≡ 0 mod 2,
and
0 < y1 < y2 < y3 < y4 < y5 < y6 < y7 < y8.
Let u and v are two numbers of the form (1.6.4) for the corresponding vectors
(u1, . . . , u8), (v1, . . . , v8), the vector (x, u1, . . . , u8, v1, . . . , v8) is primitive (it is suf-
ficient to suppose that it is primitive in the sublattice u1+· · ·+u8 ≡ v1+· · ·+v8 ≡ 0
mod 2) and x2 > (9/4)(u+ v). Then for
2n = 4x2 − u− v (1.6.5)
the lattice Tn is not 2-reflective.
Any sufficiently large even integer y > N can be represented in the form (1.6.4)
for some primitive (y1, . . . , y8). It follows that any sufficiently large even 2n can be
represented in the form (1.6.5), and the lattice Tn is not 2-reflective. More exactly,
elementary estimates show that it is true for
n >
(
32
3
+
√
128 + 8N
)2
,
and lattices Tn are not 2-reflective for these n.
1.7. An example of classification of Lorentzian Kac–Moody algebras
or the rank 3. Below and in what follows we consider hyperbolic lattices St =
H ⊕ 〈2t〉 and lattices with two negative squares Lt = H ⊕ St = 2H ⊕ 〈2t〉. We
denote
Ô+(Lt) = {g ∈ O+(Lt) | g is trivial on L∗t /Lt}. (1.7.1)
The group Ô+(Lt) is called extended paramodular group. In §2 below we give
classification of Lorentzian Kac–Moody algebras with the root lattice S∗t , symmetry
lattice L∗t and the symmetry group Ô
+(Lt).
The lattices S∗t = H⊕〈 12t〉 and L∗t = 2H⊕〈 12t 〉 will be integral after multiplication
of their forms by 2t. Automorphism groups O(Lt) = O(L
∗
t ) of lattices Lt and L
∗
t
are naturally identified. Thus, we can consider the group Ô+(Lt) as a subgroup of
O(L∗t ).
This case is especially interesting since the lattices St and Lt are maximal even
if t is square-free. It follows that many hyperbolic even lattices S of the rank three
and many even lattices L of the rank five with two negative squares have equivariant
embeddings to St and Lt respectively. Here embedding of lattices M1 ⊂ M of the
same rank is called equivariant if it induces an embedding O(M1) ⊂ O(M) of their
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automorphism groups. Any lattice has an equivariant embedding to a maximal
one. Thus, studying lattices St and Lt, we at the same time study Lorentzian
Kac–Moody algebras with root lattices S∗ and symmetry groups G ⊂ O+(L) (of
finite index) where S has an equivariant embedding to St, and L has an equivariant
embedding to Lt. See (2.2.7) below.
More generally, the same will be true for m-dual lattices of lattices St and Lt.
Here, for a lattice M and a square-free m ∈ N the m-dual lattice of M is
M∗,m =
⋂
p|m
(M ⊗Q ∩ (M ⊗ Zp)∗)
⋂⋂
p∤m
(M ⊗Q ∩M ⊗ Zp)
 . (1.7.2)
Another importance of this example is its relation with the theory of Abelian
surfaces A over C with polarization of type (1, t). We remind that it means an al-
gebraic integral 2-dimensional cohomology class of A given by a symplectic integral
form
Jt =

0 0 1 0
0 0 0 t
−1 0 0 0
0 −t 0 0
 (1.7.3)
in some basis of H1(A, Z). The lattice 〈2t〉 is the Neron-Severi lattice of general
Abelian surfaces with polarization of the type (1, t). The lattice Lt(−1) is the
lattice of transcendental cycles (2-dimensional) of a general Abelian surface with
polarization of the type (1, t). The arithmetic quotient Ô+(Lt)\Ω(Lt) gives moduli
space of Abelian surfaces with polarization of the type (1, t) when one identifies
an Abelian surface A with its dual Â. See [35] and [41] for details. Thus, all
automorphic forms with respect to the extended paramodular group Ô+(Lt) have
some geometric interpretation for the moduli space of Abelian surfaces.
2. Classification of Lorentzian Kac–Moody algebras
with the hyperbolic root lattice S∗t , the symmetry
lattice L∗t , and the symmetry group Ô
+(Lt).
Here we give classification (we follow [43]) of Lorentzian Kac–Moody algebras
g with the root lattice S∗t , symmetry lattice L
∗
t and the symmetry group Ô
+(Lt).
Here t is any natural number. See definitions in Sect. 1.7. Perhaps, this is the first
case when a large class of Lorentzian Kac–Moody algebras is classified. We try to
remind main definitions and notations from §1 to make reading easier.
2.1. The formulation of the classification result about Lorentzian Kac–
Moody algebras. By Sect. 1.4, a Lorentzian Kac–Moody algebra g with the root
lattice S∗t , the symmetry lattice L
∗
t and the symmetry group Ô
+(Lt) is given by
a holomorphic automorphic form Φ(z), z ∈ Ω(V +(St)) = St ⊗ R + iV +(St), with
respect to the group Ô+(Lt) with the Fourier expansion
Φ(z) =
∑
w∈W
ε(w)
(
exp (−2pii(w(ρ), z)) −
∑
a∈S∗t ∩R++M
m(a) exp (−2pii(w(ρ+ a), z))
)
(2.1.1)
where all coefficients m(a) should be integral; W ⊂ O+(St) is a reflection subgroup
(the Weyl group of the algebra) generated by reflections in some roots of St; the ε :
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W → {±1} is its quadratic character;M⊂ L(St) = V +(St)/R++ is a fundamental
chamber of W ; ρ ∈ St⊗Q is the Weyl vector (see (1.4.2)) for the set P (M) ⊂ S∗t of
orthogonal roots toM (it is the set of simple real roots of the algebra). Additionally,
the automorphic form Φ(z) should be reflective, i. e. it should have zeros only in
rational quadratic divisors which are orthogonal to roots of Lt. A minor additional
condition from Sect. 1.4 is that the semi-direct productW⋊Sym(P (M)1 ⊂ P (M))
should have finite index in O(St). Here P (M)1 ⊂ P (M) is the set of odd simple
real roots defined by the condition that ε(sα) = 1 for the reflection sα with respect
to a root α ∈ P (M)1. The set P (M)0 = P (M)− P (M)1 is the set of even simple
real roots.
The automorphic form Φ automatically has an infinite product expansion
Φ(z) = exp (−2pii(ρ, z))
∏
α∈∆+
(
1− exp (−2pii(α, z))
)mult(α)
(2.1.2)
where mult(α) ∈ Z are multiplicities of roots of g and ∆+ ⊂ S∗t is the set of positive
roots of the algebra g defined by the condition (∆+, M) ≤ 0. The infinite product
(2.1.2) can be also used to define the automorphic form Φ and the Kac–Moody
algebra g. The identity (2.1.1)=(2.1.2) is called the denominator identity.
The infinite sum part (2.1.1) of the denominator identity defines generators and
defining relations of the Lorentzian Kac–Moody algebra g, which is a generalized
Kac–Moody (or Borcherds) superalgebra. The algebra g is graded by the lattice S∗t
g =
⊕
α∈S∗t
gα = g0
⊕⊕
α∈∆+
gα
⊕ ⊕
α∈∆+
g−α
 , g0 = St ⊗ C , (2.1.3)
and the product part (2.1.2) of the denominator identity gives multiplicities
mult(α) := dim gα = dim gα,0 − dim gα,1 (2.1.4)
of root-spaces gα, α ∈ ∆+, of the superalgebra g. We also have mult(−α) =
mult(α).
Our classification result is
Theorem 2.1.1. There are exactly 29 Lorentzian Kac–Moody algebras g with the
root lattice S∗t , the symmetry lattice L
∗
t and the symmetry group Ô
+(Lt) (equiva-
lently, there are exactly 29 automorphic forms (2.1.1)) for all natural t ∈ N. They
exist only for
t =1 (three), 2 (seven), 3 (seven), 4 (seven), 8 (one), 9 (one),
12 (one), 16 (one), 36 (one).
where for each t we show in brackets the number of forms. All these 29 forms are
given in Sect. 2.6 below.
The proof of Theorem 2.1.1 is divided in two parts. First, one should construct
all 29 automorphic forms of the theorem. Second, one should prove that there are no
other automorphic forms which satisfy its conditions. We consider construction of
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the 29 automorphic forms in Sect. 2.2. The completeness of their list is considered
in Sects 2.2 — 2.4.
All 29 automorphic forms of Theorem 2.1.1 were found in [36], [37], [39], [41]
together with their infinite sum and product expansions. Formally, the forms for
t = 8, 12, 16 are new but they coincide with some forms for t = 2, 3, 4 respectively
after appropriate change of variables. Thus, in fact, they are not new.
We describe all 29 automorphic forms of Theorem 2.1.1 in Sect. 2.6 below.
To construct these automorphic forms, we used in [41] a variant of the Borcherds
exponential lifting [7] which we applied to Jacobi modular forms, see [41, Theorem
2.1]. It gives the infinite product expansion (2.1.2) of the forms, and construction
of these forms using the infinite product expansion. We consider this variant in the
next Sect. 2.2.
To find Fourier expansion of the 29 automorphic forms, we have used in [36],
[37], [39], [41] several different methods, there are no general methods for that. One
of these methods is arithmetic lifting from [29] — [32] of Jacobi forms which gives
simple Fourier expansions (2.1.1) of some of the 29 automorphic forms. In this paper
we don’t discuss the methods of construction of the Fourier expansions of the 29
automorphic forms, and only give the corresponding formulae. We don’t need these
Fourier expansions for the proof of Theorem 2.1.1, but they are very important for
the construction of the algebras g using generators and defining relations.
2.2. A variant for Jacobi forms of Borcherds automorphic products. We
use a general result from [41] which permits to construct as products similar to
(2.1.2) many automorphic forms with respect to the extended paramodular group.
We use a basis f2, f−2 for H with the Gram matrix
(
0 −1
−1 0
)
and f3 for 〈2t〉.
Together they give a basis f2, f3, f−2 for the lattice St = H ⊕ 〈2t〉 with the Gram
matrix
 0 0 −10 2t 0
−1 0 0
. The dual lattice S∗t has the basis f2, f̂3 = f3/2t, f−2.
We denote α = (n, l,m) := nf2 − lf̂3 + mf−2 ∈ S∗t , where α2 = −2nm + l
2
2t .
We denote by D(α) = 2tα2 = −4tnm + l2 the discriminant or norm of α. For
the dual lattice S∗t we usually use this form. Thus, the discriminant or the norm
gives the integral lattice S∗t (2t). Let z = z3f2 + z2f3 + z1f−2 ∈ Ω(V +(St)). Then
exp (−2pii(α, z)) = qnrlsm where q = exp(2piiz1), r = exp (2piiz2), s = exp (2piiz3).
In [41] a variant of the Borcherds exponential lifting was proved. Borcherds
exponential lifting [7] gives lifting of modular forms of one variable. In [41] we
constructed its variant for Jacobi modular forms. We formulate that in Theorem
2.2.1 below. See Sect. 3 for definitions and results about Jacobi modular forms
which we need.
Let
φ0,t(τ, z) =
∑
k,l∈Z
f(k, l)qkrl ∈ Jnh0,t (2.2.1)
be a nearly holomorphic Jacobi form of weight 0 and index t ∈ N (i.e. k might be
negative for the Fourier expansion), where q = exp (2piiτ), Im τ > 0, r = exp (2piiz),
z ∈ C. It is automorphic with respect to the Jacobi group H(Z) ⋊ SL2(Z) where
H(Z) is the integral Heisenberg group which is the central extension
0→ Z→ H(Z)→ Z× Z→ 0.
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Nearly holomorphic means that the form φ0,t is holomorphic except a possible pole
of a finite order at infinity q = 0. The Fourier coefficient f(k, l) of φ0,t depends only
on the norm 4tk− l2 of (k, l) and l mod 2t. Moreover, f(k, l) = f(k,−l). From the
definition of nearly holomorphic forms, it follows that the norm 4tk − l2 of indices
of non-zero Fourier coefficients f(k, l) are bounded from bellow.
Let
φ
(0)
0,t (z) =
∑
l∈Z
f(0, l) rl (2.2.2)
be the q0-part of φ0,t(τ, z). Its Fourier coefficients are especially important for the
Theorem below.
Theorem 2.2.1 [41, Theorem 2.1]. Assume that t ∈ N and the Fourier coefficients
f(k, l) of a Jacobi form φ0,t from (2.2.1) are integral. Then the infinite product
Bφ(z) = q
ArBsC
∏
n,l,m∈Z
(n,l,m)>0
(1− qnrlsm)f(nm,l), (2.2.3)
where
A =
1
24
∑
l
f(0, l), B =
1
2
∑
l>0
lf(0, l), C =
1
4t
∑
l
l2f(0, l), (2.2.4)
and (n, l,m) > 0 means that either m > 0 or m = 0 and n > 0 or m = n = 0
and l < 0, defines a meromorphic automorphic form of weight f(0,0)2 with respect to
Ô+(Lt) with a character (or a multiplier system if the weight is half-integral). All
components of the divisor of Bφ(z) are the rational quadratic divisors orthogonal
to α = (a, b, 1) of the discriminant D = −4ta+ b2 > 0 (up to the action of Ô+(Lt))
with multiplicities
mD,b =
∑
n>0
f(n2a, nb). (2.2.5)
See other details in [41, Theorem 2.1].
All 29 automorphic forms of Theorem 2.1.1 are given by some automorphic prod-
ucts of Theorem 2.2.1. It is how we call all automorphic forms of Theorem 2.2.1.
Thus, to give all these 29 automorphic forms, we should give the corresponding 29
Jacobi forms. We give all these forms in Sect. 2.6, Table 2.
More generally, we describe all reflective meromorphic automorphic forms which
are given by the Theorem 2.2.1. Here a meromorphic automorphic form on the
domain Ω(Lt) is called reflective if its divisor is a sum with some multiplicities of
rational quadratic divisors orthogonal to roots of Lt. We remind that an element
α ∈ Lt is called root if α2 > 0 and α2 | 2(α, Lt). Using description of the divisor of
Bφ in Theorem 2.2.1, it is easy to prove
Lemma 2.2.2. An infinite product Bφ given by a Jacobi form φ = φ0,t with integral
Fourier coefficients (from Theorem 2.2.1) defines a reflective automorphic form if
and only if each non-zero Fourier coefficient f(k, l) of φ0,t with negative norm
4tk − l2 < 0 satisfies
4tk − l2 | (4t, 2l). (2.2.6)
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Let us denote by RJt the space of all Jacobi forms φ = φ0,t of the index t of
Theorem 2.2.1 which give reflective automorphic products Bφ (equivalently, φ =
φ0,t satisfies Lemma 2.2.2). It is natural to call these Jacobi forms reflective either.
The space RJt of all reflective Jacobi forms is a free Z-module with respect to
addition. We have
Main Theorem 2.2.3. For t ∈ N the space RJt of reflective Jacobi forms of the
index t is not trivial (i.e. it is not equal to zero) if and only if t is equal to
1(2), 2(3), 3(3), 4(3), 5(3), 6(4), 7(2), 8(3), 9(3), 10(3), 11(1), 12(4), 13(2),
14(3), 15(2), 16(2), 17(1), 18(3), 20(3), 21(3), 22(1), 24(2), 25(1), 26(1),
28(1), 30(3), 33(1), 34(2), 36(3), 39(2), 42(1), 45(1), 48(1), 63(1), 66(1).
where in brackets we show the rank of the corresponding Z-module RJt of reflective
Jacobi forms.
In Table 1 of Sect. 2.5 below we give a basis of the Z-module RJt for t = 1, 2, 3,
4, 8, 9, 12, 16, 36 when the subspace RJt also contains a Jacobi form which gives
the denominator identity for a Lorentzian Kac–Moody algebra (i.e. it gives some
forms of Theorem 2.1.1).
All automorphic forms of Theorem 2.1.1 have the property that they have multi-
plicity 1 for components of their divisors. This follows from properties of real roots
of g and the infinite product decomposition (2.1.2). If a simple real root α ∈ P (M)
of g is even (i. e. α ∈ P (M)0), then mα, m ∈ N, is a root of g if and only if
m = 1, and multiplicity of the root α is one. If a simple real root α ∈ P (M) is
odd, then mα, m ∈ N, is a root if and only if m = 1 or m = 2. The root α has
multiplicity (−1), and the root 2α has multiplicity 1. From the full list of reflective
Jacobi forms of Main Theorem 2.2.3, it is not hard to find all Jacobi forms φ with
the divisor of multiplicity one for Bφ, since Theorem 2.2.1 gives multiplicities of
divisors of its automorphic products. See Table 1 of Sect. 2.5 for t = 1, 2, 3, 4, 8,
9, 12, 16, 36. For all other t the list of all reflective Jacobi forms of Theorem 2.2.3
will be given in a forthcoming publication. [44]. It is too long to be presented here.
Potentially, Main Theorem 2.2.3 contains information about all reflective auto-
morphic forms with infinite product expansion of the type of Theorem 2.2.1 for
all equivariant sublattices L ⊂ Lt of finite index. Here equivariant means that
O(L) ⊂ O(Lt); in particular, every root of L is multiple to a root of Lt. If L
has a reflective automorphic form Φ with respect to O(L) with an infinite product
expansion, then its symmetrization ∏
g∈O(L)\O(Lt)
g∗Φ (2.2.7)
is a reflective automorphic form with an infinite product expansion for the lattice
Lt.
Thus, potentially, Main Theorem 2.2.3 contains important information about
reflective automorphic forms with infinite products and about automorphic forms
of denominator identities of Lorentzian Kac–Moody algebras with the symmetry
lattices L∗ instead of L∗t and the corresponding hyperbolic root lattices S
∗ where
S = St ∩ L instead of St. Moreover, one can possibly consider more general class
of Lie algebras for which reflective forms of Main Theorem 2.2.3 may give kind of
denominator identities. Results from [26] and [50] give such a hope.
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2.3. The proof of Main Theorem 2.2.3 and reflective hyperbolic lat-
tices. To classify finite-dimensional semi-simple and affine Kac–Moody algebras,
one needs to classify corresponding finite and affine root systems. To prove Main
Theorem 2.2.3, one needs description of appropriate hyperbolic root systems. They
are root subsystems of reflective hyperbolic lattices which we have considered in
Sect. 1.5.
Let S be a hyperbolic (i.e. of the signature (m, 1)) lattice, W (S) its reflec-
tion group and M ⊂ V +(S)/R++ its fundamental chamber, and Sym(M) is the
symmetry group of the fundamental chamber. Thus, we have the corresponding
semi-direct product O+(S) = W (S) ⋊ Sym(M). We remind (see Sect. 1.5) that
S is called reflective if M has a generalized Weyl vector ρ ∈ S ⊗Q. It means that
ρ 6= 0 and the orbit Sym(M)(ρ) is finite. A reflective lattice is called elliptically
reflective if it has a generalized Weyl vector ρ with ρ2 < 0. It is called parabolically
reflective if it is not elliptically reflective but has a generalized Well vector ρ with
ρ2 = 0. It is called hyperbolically reflective if it is not elliptically or parabolically
reflective, but it has a generalized Weyl vector ρ with ρ2 > 0.
Suppose that Bφ(z) is an automorphic form of Theorem 2.2.1 which is reflective.
The inequality (n, l,m) > 0 of Theorem 2.2.1 is a variant of choosing a fundamental
chamber M of W (St). The vector ρ = (A,B,C) is invariant with respect to
the group Ŝym(M) = Sym(M) ∩ Ô+(Lt) which has finite index in Sym(M). If
ρ = (A,B,C) is not zero, it then defines a generalized Weyl vector for Sym(M). If
the form Bφ(z) has a zero vector ρ = (A,B,C), one can change Bφ(z) by other form
w∗(Bφ(z)) where w ∈W is an appropriate reflection, in such a way that w∗(Bφ(z))
will have a non-zero generalized Weyl vector ρ. Thus, we get
Lemma 2.3.1. If the space RJt of reflective Jacobi forms is not zero, then the
lattice St is reflective.
It is interesting that the space RJt may really have a Jacobi form with zero
vector ρ = (A,B,C). It happens for t = 6 and t = 12 when rk RJt = 4.
The monograph [68] was devoted to classification of reflective hyperbolic lattices
and appropriate (for Lorentzian Kac–Moody algebras) hyperbolic root systems of
the rank three. This classification contains 122 main elliptic types and 66 main
hyperbolic types (there are no main parabolic types). In particular, all reflective
hyperbolic lattices of the rank three with square-free determinant were classified
(e. g. it gives classification of all reflective lattices St when t is square-free, see
Theorem 2.3.2 below). It follows classification of all maximal reflective hyperbolic
lattices of rank three. For arbitrary reflective hyperbolic lattices of rank three,
effective methods of their enumeration and effective estimates of their invariants
were obtained.
Using these results and direct calculations, we get
Theorem 2.3.2. The lattice St = H ⊕ 〈2t〉 is reflective for the following and the
only following t ∈ N, where in brackets we put the type of reflectivity of the lattice,
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(e) for elliptic, (p) for parabolic and (h) for the hyperbolic type:
t =1 − 22 (e), 23 (h), 24 − 26 (e), 28 (e), 29 (h), 30 (e), 31 (h),
33 (e), 34 (e), 35 (h), 36 (e), 37 (h), 38 (h), 39 (e), 40 (h), 42 (e),
44 (h), 45 (e), 46 (h), 48 (h), 49 (e), 50 (e), 52 (e), 55 (e), 56 (h),
57 (h), 60 (h), 63 (h), 66 (e), 70 (h), 72 (h), 78 (h), 84(h), 90 (h),
100 (h), 105 (h).
In particular, there are no reflective lattices St of parabolic type.
To prove Main Theorem 2.2.3 and to find a basis of RJt, one needs to analyze
only the t of Theorem 2.3.2. In particular, t ≤ 105. To find the rank of RJt and to
find a basis of RJt, one can use known generators of the graded ring of weak Jacobi
forms. Over Q (with rational Fourier coefficients) these generators were found in
[24] (see Sect. 3), and this is sufficient for calculation of rk RJt (e. g. one can
use computer). Generators of the graded ring of weak Jacobi forms with integral
Fourier coefficients were found in [33] and [34] (see Sect. 3). There results permit
to find basis of RJt for all t of Theorem 2.2.3. We give it for t = 1, 2, 3, 4, 8, 9, 12,
16, 36 in Table 1 of Sect. 2.5 below. To simplify these calculations, one can also
use arguments which we give below for the proof of Theorem 2.1.1.
Classification of all reflective hyperbolic lattices of rank three in [68] gives a
hope that all Lorentzian Kac–Moody algebras of the rank three (with arbitrary
hyperbolic root lattice S of the rank three) can be classified.
Finiteness results for all reflective hyperbolic lattices (Theorems 1.5.3 and 1.5.5)
and the reasonable number of main types for reflective hyperbolic lattices of the
rank three (122 + 66) give a hope that all Lorentzian Kac–Moody algebras of rank
≥ 3 can be classified in a future. We expect that number of cases drops when
the rank is increasing. We think that the rank three case is the most reach and
complicated.
2.4. Proof of Theorem 2.1.1 and reflective hyperbolic lattices with a
Weyl vector. Here we sketch the proof of Theorem 2.1.1 to emphasize importance
of reflective hyperbolic lattices and hyperbolic root systems with a Weyl vector.
Using Theorem 2.2.3 and considerations above, we have proved that Theorem
2.1.1 gives all automorphic forms (satisfying its conditions) which can be obtained
by the general construction of Theorem 2.2.1. Here we want to show that there are
no other automorphic forms satisfying conditions of Theorem 2.1.1. Thus, any of
forms of Theorem 2.1.1 can be obtained by the construction of Theorem 2.2.1.
For Theorem 2.1.1, the fundamental polyhedronM and the set P (M) of orthog-
onal roots to M have a Weyl vector ρ (satisfying (1.4.2)). The P (M) and ρ are
invariant with respect to the group Ŝym(P (M)) which has finite index in Sym(M)
(we use notation Ĝ = G∩ Ô+(Lt)). In particular, the corresponding lattices St are
reflective. For any reflective lattice St (it belongs to the list of Theorem 2.3.2) the
fundamental chamberM0 for the full reflection groupW (St) can be calculated and
is known (for t = 1, 2, 3, 4, 8, 9, 12, 16, 36 these calculations are presented in Table
1 below). Thus, the fundamental chamberM is composed from the known polygon
M0 by some reflections, and it has a Weyl vector ρ. Using this information, we can
find all possible M, P (M), ρ and predict the divisor of the reflective automorphic
form Φ(z). Looking at the list of 29 forms of Theorem 2.1.1, one can see that one
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of them (for the corresponding t) has the same divisor. By Koecher principle (we
discussed this principle in Sect. 1.6), the form Φ(z) is equal to that form.
Similar arguments can be used to classify all reflective meromorphic automorphic
forms with infinite product of the type (2.1.2) and with a generalized Weyl vector
ρ 6= 0. But we don’t require that multiplicities of the infinite product are related
with Fourier coefficients of any modular form. Like the product (2.1.2), this product
should be related with a reflection subgroup W ⊂W (St), its fundamental chamber
M, the set P (M) ⊂ S∗t of orthogonal roots to M (they define ∆+ ⊂ S∗t ), and a
generalized Weyl vector ρ ∈ St ⊗Q (i. e. ρ 6= 0, the orbit Sym(P (M))(ρ) is finite
and W ⋊ Sym(P (M)) has finite index in O(St)). The function mult(α), α ∈ ∆+,
should be integral and invariant with respect to Ŝym(P (M)). The product should
converge in a neighborhood im(z)2 << 0 of the cusp at infinity. All the definitions
are similar. We have
Theorem 2.4.1. Any reflective meromorphic automorphic form with the root lat-
tice S∗t , the symmetry lattice L
∗
t and the symmetry group Ô
+(Lt) having infinite
product of the type (2.1.2) with a non-zero generalized Weyl vector ρ is Bφ where φ
belongs to the list of Main Theorem 2.2.3.
Applying to the forms of Theorem 2.4.1 reflections with respect to roots in St,
one can get some automorphic forms with zero generalized Weyl vector and with
infinite product. They appear only for t = 6 and t = 12.
2.5. Reflective Jacobi forms from RJt for t = 1, 2, 3, 4, 8, 9, 12, 16, 36. For
these t we give the basis ξ
(1)
0,t , . . . ξ
(rk)
0,t of the Z-module RJt. For each Jacobi form
of the basis we show the leading part of its Fourier expansion which defines the
Jacobi form uniquely. We give all its Fourier coefficients with negative norm (up to
equivalence); the corresponding negative norm is shown in brackets [·]. We also give
a formula for the form which uses basic Jacobi forms. In these formulae E4 = E4(τ)
and ∆12 = ∆(τ) are the Eisenstein series of weight 4 and the Ramanujan function
of weight 12 for SL2(Z) respectively, E4,m (m = 1, 2, 3) are Eisenstein-Jacobi series
of weight 4 and index m (see [24]), and φ0,1, φ0,2, φ0,3, φ0,4 are the four generators
from [33] and [41] of the graded ring of the weak Jacobi forms of weight zero with
integral Fourier coefficients. See Sect. 3 about these Jacobi forms.
We give the set R of primitive roots in S∗t up to equivalence (up to the action of
the group ±Ô(Lt)). Up to this equivalence, a root α = (n, l, m) is defined by its
norm −2tα2 = −4nm+ l2 and ±l mod 2t. We also give the matrix
Mul(R, ξ) = mul(γi, ξ
(j)
0,t ),
where mul(γi, ξ
(j)
0,t ) is the multiplicity of the form Φξ(j)0,t
in the rational quadratic
divisor which is orthogonal to the root from the equivalence class γi ∈ R.
We give the set P (M0) of primitive roots in S∗t which is orthogonal to the
fundamental chamber M0 of the reflection group W (St) (this is equivalent to the
ordering (n, l,m) > 0 used in Theorem 2.2.1), and its Gram matrix
G(P (M0)) = 2t((α, β)), α, β ∈ P (M0).
Thus, we identify the dual lattice S∗t with the integral lattice S
∗
t (2t) = H(2t)⊕ 〈1〉
to make it integral.
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All these data are given in Table 1 below.
Table 1. Basis of the space RJt of reflective
Jacobi forms for t = 1, 2, 3, 4, 8, 9, 12, 16, 36.
Case t = 1. The space RJ1 has the basis
ξ
(1)
0,1 =φ0,1 = (r[−1] + 10 + r−1[−1]) +O(q);
ξ
(2)
0,1 =E4
2E4,1/∆12 − 57φ0,1
=q−1[−4] + (r2[−4]− r[−1] + 60− r−1[−1] + r−2[−4]) +O(q).
We have R = P (M0) and
P (M0) =
 1 2 00 −1 0
−1 0 1
 ≡
 4, 01, 1
4, 0
 ; Mul(P (M0), ξ) =
 0 11 0
0 1
 ;
G(P (M0)) =
 4 −2 −2−2 1 0
−2 0 4
 .
Case t = 2. The space RJ2 has the basis
ξ
(1)
0,2 =φ0,2 = (r[−1] + 4 + r−1[−1]) +O(q);
ξ
(2)
0,2 =(φ0,1)
2 − 21φ0,2 = (r2[−4]− r[−1] + 18− r−1[−1] + r−2[−4]) +O(q);
ξ
(3)
0,2 =E4
2E4,2/∆12 − 14(φ0,1)2 + 216φ0,2 = q−1[−8] + 24 +O(q).
We have R = P (M0) where
P (M0) =
 1 2 00 −1 0
−1 0 1
 ≡
 4, 21, 1
8, 0
 ; Mul(P (M0), ξ) =
 0 1 01 0 0
0 0 1
 ;
G(P (M0)) =
 4 −2 −4−2 1 0
−4 0 8
 .
Case t = 3. The space RJ3 has the basis
ξ
(1)
0,3 =φ0,3 = (r[−1] + 2 + r−1[−1]) +O(q);
ξ
(2)
0,3 =φ0,1φ0,2 − 15φ0,3 = (r2[−4]− r[−1] + 12− r−1[−1] + r−2[−4]) +O(q);
ξ
(3)
0,3 =E4
2E4,3/∆12 − 2(φ0,1)3 + 33φ0,1φ0,2 + 90φ0,3 = q−1[−12] + 24 +O(q).
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We have R = P (M0) where
P (M0) =
 1 2 00 −1 0
−1 0 1
 ≡
 4, 21, 1
12, 0
 ; Mul(P (M0), ξ) =
 0 1 01 0 0
0 0 1
 ;
G(P (M0)) =
 4 −2 −6−2 1 0
−6 0 12
 .
Case t = 4. The space RJ4 has the basis
ξ
(1)
0,4 =φ0,4 = (r[−1] + 1 + r−1[−1]) +O(q);
ξ
(2)
0,4 =(φ0,2)
2 − 9φ0,4 = (r2[−4]− r[−1] + 9− r−1[−1] + r−2[−4]) +O(q);
ξ
(3)
0,4 =E4E4,1E4,3/∆12 − 2(φ0,1)2φ0,2 + 20φ0,1φ0,3 + 16φ0,4
=q−1[−16] + 24 +O(q).
We have R = P (M0) where
P (M0) =
 1 2 00 −1 0
−1 0 1
 ≡
 4, 21, 1
16, 0
 ; Mul(P (M0), ξ) =
 0 1 01 0 0
0 0 1
 ;
G(P (M0)) =
 4 −2 −8−2 1 0
−8 0 16
 .
Case t = 8. The space RJ8 has the basis
ξ
(1)
0,8 =(φ0,2)
2φ0,4 − φ0,2(φ0,3)2 − (φ0,4)2 = (2r[−1]− 1 + 2r−1[−1])
+(−r6[−4]− 2r5 + 4r4 − 4r3 + r2 + 6r − 8 + · · · )q +O(q2);
ξ
(2)
0,8 =φ0,2(τ, 2z) = φ0,1φ0,3φ0,4 + φ0,2(φ0,3)
2 − 2(φ0,2)2φ0,4 − 2(φ0,4)2
=(r2[−4] + 4 + r−2[−4]) + (r6[−4]− 8r4 − r2 + 16− · · · )q +O(q2);
ξ
(3)
0,8 =E4E4,3
(
E4,2φ0,3 − E4,1φ0,4
)
/∆12 − 3(φ0,1)2(φ0,3)2 + 2(φ0,1)2φ0,2φ0,4
+φ0,1φ0,3φ0,4 − 16(φ0,4)2 = q−1[−32] + 24 + (8r6[−4] + 256r5 + 2268r4
+9472r3 + 23608r2 + 39424r + 46812 + · · · )q +O(q2).
We have R = P (M0) where
P (M0) =

1 2 0
0 −1 0
−1 0 1
1 6 1
 ≡

4, 2
1, 1
32, 0
4, 6
 ; Mul(P (M0), ξ) =

0 1 0
2 1 0
0 0 1
−1 1 8
 ;
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G(P (M0)) =

4 −2 −16 −4
−2 1 0 −6
−16 0 32 0
−4 −6 0 4
 .
Case t = 9. The space RJ9 has the basis
ξ
(1)
0,9 =− φ0,1(φ0,4)2 + 6φ0,2φ0,3φ0,4 − 5(φ0,3)3 = (3r[−1]− 2 + 3r−1[−1])
+(−4r6 + 6r5 − 12r4 + 22r3 − 30r2 + 36r − 36 + · · · )q + (−r9[−9]− 6r8
+15r7 − 36r6 + 72r5 − 120r4 + 171r3 − 216r2 + 255r − 268 + · · · )q2 +O(q3);
ξ
(2)
0,9 =φ0,1(φ0,4)
2 − 5φ0,2φ0,3φ0,4 + 4(φ0,3)3 = (r2[−4]− r[−1] + 4− · · · )
+(3r6 − 8r5 + 9r4 − 24r3 + 31r2 − 32r + 42− · · · )q + (r9[−9] + 7r8 − 15r7
+33r6 − 80r5 + 110r4 − 177r3 + 219r2 − 241r + 286− · · · )q2 +O(q3);
ξ
(3)
0,9 =E4,2E4,3
(
E4,1φ0,3 −E4φ0,4
)
/∆12 − 3φ0,1φ0,2(φ0,3)2 + 2(φ0,1)2φ0,3φ0,4
−30φ0,1(φ0,4)2 + 27φ0,2φ0,3φ0,4 + 9(φ0,3)3 = q−1[−36] + 24
+(33r6 + 486r5 + 3159r4 + 10758r3 + 24057r2 + 37908r + 44082 + · · · )q
+(2r9[−9] + 243r8 + 5346r7 + 44055r6 + 204120r5 + 642978r4 + 1483416r3
+2632905r2 + 3679020r+ 4109590 + · · · )q2 +O(q3).
We have R = P (M0) where
P (M0) =

1 2 0
0 −1 0
−1 0 1
2 9 1
 ≡

4 2
1 1
36 0
9 9
 ; Mul(P (M0), ξ) =

0 1 0
3 0 0
0 0 1
−1 1 3
 ;
G(P (M0)) =

4 −2 −18 0
−2 1 0 −9
−18 0 36 −18
0 −9 −18 9
 .
Case t = 12. The space RJ12 has the basis
ξ
(1)
0,12 =
(
ϑ(τ, z)/η(τ)
)12
= (r8[−16]− 8r7[−1] + 24r6 − 24r5 − 36r4 + 120r3
−88r2 − 88r + 198− · · · )q + (−4r10[−4] + 24r9 − 32r8 − 104r7 + 396r6
−352r5 − 512r4 + 1440r3 − 904r2 − 1008r + 2112− · · · )q2 +O(q3);
ξ
(2)
0,12 =3φ0,2(φ0,3)
2φ0,4 − (φ0,2)2(φ0,4)2 − 2(φ0,3)4 − (φ0,4)3
=(r[−1]− 1 + r−1[−1]) + (−r7[−1] + r6 − r5 + r4 − r2 + 2r − 2 + · · · )q
+(−r10[−4] + r8 − 2r7 + 3r6 − 3r5 + 2r4 − 2r2 + 5r − 6 + · · · )q2 +O(q3);
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ξ
(3)
0,12 =2(φ0,2)
2(φ0,4)
2 − 5φ0,2(φ0,3)2φ0,4 + 3(φ0,3)4 + (φ0,4)3 = (r2[−4]− r[−1]
+3− · · · ) + (r7[−1]− 3r6 + r5 − 3r4 + 3r3 − 2r + 6− · · · )q
+(2r10[−4]− 3r8 + 2r7 − 9r6 + 3r5 − 6r4 + 7r2 − 5r + 18− · · · )q2 +O(q3);
ξ
(4)
0,12 =E4,3
(
E4,1E4,2(φ0,3)
2 − 2E4E4,2φ0,3φ0,4 +E4E4,1(φ0,4)2
)
/∆12
−2(φ0,1)2φ0,2(φ0,4)2 ++5(φ0,1)2(φ0,3)2φ0,4 − 3φ0,1φ0,2(φ0,3)3
−36φ0,1φ0,3(φ0,4)2 + 24φ0,2(φ0,3)2φ0,4 + 9(φ0,3)4 + 16(φ0,4)3
=q−1[−48] + 24 + (24r7[−1] + 264r6 + 1608r5 + 5610r4 + 13464r3
+24312r2 + 34056r+ 38208 + · · · )q + (12r10[−4] + 440r9 + 5544r8
+34104r7 + 135388r6 + 395808r5 + 902352r4 + 1667360r3 + 2550552r2
+3276240r + 3558160 + · · · )q2 +O(q3).
We have
P (M0) =

1 2 0
0 −1 0
−1 0 1
1 8 1
 ≡

4 2
1 1
48 0
16 8
 ; G(P (M0)) =

4 −2 −24 −8
−2 1 0 −8
−24 0 48 0
−8 −8 0 16
 .
R =

4, 2
1, 1
48, 0
16, 8
4, 10
1, 7
 ; Mul(R, ξ) =

0 0 1 0
0 1 0 0
0 0 0 1
1 0 0 0
−4 −1 2 12
−12 −2 3 36
 ;
Case t = 16. The space RJ16 has the basis
ξ
(1)
0,16 =φ0,4(τ, 2z) = (r
2[−4] + 1 + r−2[−4]) + (−r8 − r6 + r2 + 2 + · · · )q2
+(r14[−4]− 2r10 − 4r8 − 4r6 + 5r2 + 8 + · · · )q3 +O(q4);
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ξ
(2)
0,16 =E4,3
(
E4E4,1(φ0,3)
4 − (E4)2(φ0,3)3φ0,4 − 2E4,1E4,2(φ0,3)2φ0,4
+E4E4,2φ0,3(φ0,4)
2 − E4,1E4,2(φ0,3)2φ0,4 + 2E4E4,2φ0,3(φ0,4)2
−E4E4,1(φ0,4)3
)
/∆12 + 2(φ0,1)
3(φ0,3)
3φ0,4 − 3(φ0,1)2φ0,2(φ0,3)4
−7(φ0,1)2(φ0,3)2(φ0,4)2 − 31φ0,1φ0,2(φ0,3)3φ0,4 + 46φ0,1(φ0,3)5
+72φ0,1φ0,3(φ0,4)
3 + 7(φ0,2)
3(φ0,3)
2φ0,4 − 72φ0,2(φ0,3)2(φ0,4)2
−197(φ0,3)4φ0,4 + 2(φ0,1)2φ0,2(φ0,4)3 + 21(φ0,3)4φ0,4 − 26(φ0,4)4
+2φ0,1(φ0,2)
2φ0,3(φ0,4)
2 − (φ0,2)2(φ0,3)4 − 4(φ0,2)2(φ0,4)3 − 2(φ0,2)4(φ0,4)2
=q−1[−64] + (8r[−1] + 14 + 8r−1[−1]) + (21r8 + 200r7 + 1036r6
+3360r5 + 8100r4 + 15240r3 + 23604r2 + 30352r + 33058 + · · · )q
+(56r11 + 1008r10 + 7336r9 + 32932r8 + 108800r7 + 283504r6 + 610344r5
+1112832r4 + 1750728r3 + 2401952r2 + 2896688r1 + 3081400 + · · · )q2
+(4r14[−4] + 560r13 + 8092r12 + 58328r11 + 283784r10 + 1042328r9
+3082176r8 + 7616904r7 + 16136000r6 + 29802144r5 + 48582612r4
+70497736r3 + 91619124r2 + 107054192r+ 112732002 + · · · )q3 +O(q4).
We have R = P (M0) where
P (M0) =

1 2 0
0 −1 0
−1 0 1
5 32 3
3 14 1
 ≡

4 2
1 1
64 0
64 0
4 14
 ; Mul(P (M0), ξ) =

1 0
1 8
0 1
0 1
1 4
 ;
G(P (M0)) =

4 −2 −32 −32 −4
−2 1 0 −32 −14
−32 0 64 −64 −64
−32 −32 −64 64 0
−4 −14 −64 0 4
 .
Case t = 36. The space RJ36 has the basis
ξ
(1)
0,36 =3ξ
(2)
0,36 − ξ(1)0,9(τ, 2z)
=(−3r[−1] + 5− 3r−1[−1]) + (r12 + 3r11 + · · · )q
+(r18[−36]− 3r17[−1] + 9r16 + · · · )q2 + (6r20 − 3r19 + · · · )q3
+(4r24 − 15r22 + · · · )q4 + (3r27[−9]− 9r26 + 3r25 + · · · )q5
+(3r29 + 6r28 + · · · )q6 + (3r32[−16]− 25r30 + 9r29 + · · · )q7
+(−3r33 + 33r32 + · · · )q8 +O(q9);
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ξ
(2)
0,36 =(ϑ(τ, 10z)ϑ(τ, z))/(ϑ(τ, 5z)ϑ(τ, 2z))
=((r2[−4]− r[−1] + 1− r−1[−1] + r−2[−4]) + (−r12 + r11 − r10 + · · · )q
+(−r17[−1] + r16 − r15 + · · · )q2 + (−r19 + 2r18 − 3r17 + · · · )q3
+(−r21 + 2r20 − 4r19 + · · · )q4 + (r27[−9]− r26 + r25 + · · · )q5
+(r29 − 2r28 + 3r27 + · · · )q6 + (r32[−16]− r30 + 3r29 + · · · )q7
+(r34[−4]− r33 + r32 − 3r30 + · · · )q8 +O(q9);
ξ
(3)
0,36 =
[
(−36φ40,3 + 56φ30,4)φ30,4φ30,3E24 + (45φ80,3 − 126φ30,4φ40,3 + φ60,4)φ20,4E4E4,1
+ (−10φ80,3 + 126φ30,4φ40,3 − 8φ60,4)φ0,4φ0,3E4E4,2
+ (φ80,3 − 84φ30,4φ40,3 + 28φ60,4)φ20,3E4,1E4,2
]
E4,3/∆
+
[
770φ60,4φ
2
0,3 − 731φ70,4φ0,2 − 731φ60,4φ30,2 + 2924φ50,4φ20,3φ20,2
− 3655φ40,4φ40,3φ0,2 − 29φ40,4φ20,3φ40,2 + 133φ30,4φ40,3φ30,2 ++1472φ30,4φ60,3
− 225φ20,4φ60,3φ20,2 + 167φ0,4φ80,3φ0,2 − 46φ100,3
]
D0,6
+ (72φ40,3 − 112φ30,4)φ30,4φ30,3φ30,1 +
[−731φ60,4φ30,2 + 1462φ50,4φ20,3φ20,2
+ (−126φ0,4φ80,3 + 1039φ40,4φ40,3 − 733φ70,4)φ0,2
+ 29φ100,3 − 1615φ30,4φ60,3 − 714φ60,4φ20,3
]
φ0,4φ
2
0,1
+
[
12425φ60,4φ0,3φ
4
0,2 − 50600φ50,4φ30,3φ30,2
+ (67608φ40,4φ
5
0,3 + 20633φ
7
0,4φ0,3)φ
2
0,2 − (3φ110,3 + 37314φ30,4φ70,3
+ 35785φ60,4φ
3
0,3)φ0,2 + 8144φ
2
0,4φ
9
0,3 + 17917φ
5
0,4φ
5
0,3 + 8005φ
8
0,4φ0,3
]
φ0,1
− 29φ50,4φ80,2 + 162φ40,4φ20,3φ70,2 − (358φ40,3 + 10464φ30,4)φ30,4φ60,2
+ (392φ40,3 + 45141φ
3
0,4)φ
2
0,4φ
2
0,3φ
5
0,2 − (213φ80,3 + 66918φ30,4φ40,3
+ 30811φ60,4)φ0,4φ
4
0,2 + (46φ
8
0,3 + 43947φ
3
0,4φ
4
0,3 + 83053φ
6
0,4)φ
2
0,3φ
3
0,2
− (14354φ80,3 + 64611φ30,4φ40,3 + 30093φ60,4)φ20,4φ20,2
+ (3426φ80,3 − 496φ30,4φ40,3 + 37331φ60,4)φ0,4φ20,3φ0,2 − 569φ120,3
+ 3899φ30,4φ
8
0,3 − 455φ60,4φ40,3 − 9861φ90,4 − 83ξ(1)0,36
= q−1[−144] + 24 + (24r12 + 72r11 + · · · )q
+ (4r18[−36] + 144r16 + 672r15 + · · · )q2 + (144r20 + 1008r19 + · · · )q3
+ (24r24 + 288r23 + · · · )q4 + (8r27[−9] + 216r26 + 3096r25 + · · · )q5
+ (72r29 + 1584r28 + 15720r27 + · · · )q6 + (9r32[−16] + 288r31
+ 5304r30 + · · · )q7 + (672r33 + 12096r32 + · · · )q8 +O(q9)
where
D0,6 =
(
θ(τ, z)/η(q)
)12
= −φ20,1φ0,4 + 9φ0,1φ0,2φ0,3 − 8φ30,2 − 27φ20,3
= q(r6 − 12r5 + 66r4 − 220r3 + 495r2 − 792r + 924− . . . ) + q2(. . . )
is the generator of the ideal of the weak Jacobi forms of weight 0 without q0-term
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(see [33]). We have
P (M0) =

1 2 0
0 −1 0
−1 0 1
2 18 1
5 27 1
7 32 1
 ; G(P (M0)) =

4 −2 −72 −36 −18 −8
−2 1 0 −18 −27 −32
−72 0 144 −72 −288 −432
−36 −18 −72 36 −18 −72
−18 −27 −288 −18 9 0
−8 −32 −432 −72 0 16
 ;
R =

1, 1
1, 17
4, 2
4, 34
9, 27
16, 32
36, 18
144, 0

; Mul(R, ξ) =

−3 0 0
−3 0 0
0 1 0
0 1 0
4 1 12
3 1 9
1 0 4
0 0 1

.
2.6. The list of algebras of Theorem 2.1.1. In Table 2 below we give the
list of all Lorentzian Kac–Moody algebras from Theorem 2.1.1. For each algebra
from the list, the infinite product part of its denominator identity is defined by the
infinite product Bξ of Theorem 2.2.1 for some Jacobi form ξ from the space RJt
which is described in Table 1 of Sect. 2.5 by its bases. This product is characterized
by the property that its multiplicities are equal to 0 or 1 for any rational quadratic
divisor which is orthogonal to a root of Lt. Since Bξ is reflective, it is the whole
divisor of Bξ. We denote the corresponding Lorentzian Kac–Moody algebra as g(ξ)
since it is defined by the Jacobi form ξ.
We also describe the Fourier expansion of the automorphic form Bξ, which gives
the infinite sum part of the denominator identity of the algebra g(ξ). For some of
these forms only rational expressions from known Fourier expansions are known.
These results were obtained in [36], [37], [39], [41]. We should say that these
calculations are very non-trivial because there does not exist a general method of
finding these Fourier expansions. We don’t discuss these calculations in this paper.
We describe the fundamental chamberM and the set P (M) of orthogonal roots
to M defining the Weyl group and the set of simple real roots of the algebra
g(ξ). We also give the subset P (M)1 ⊂ P (M) of odd roots. It means that the
corresponding generators eα, fα, α ∈ P (M)1, should be super (odd). If we don’t
mention the set P (M)1, it is empty. We also give the generalized Cartan matrix
A =
(
2(αi, αj)
α2i
)
, αi, αj ∈ P (M),
which is the main invariant of the algebra. Many of these matrices will be matrices
of Theorem 1.5.6 or were considered in [41, Sect. 5.1]. Then we follow notations
there. We also give the Weyl vector ρ.
All these polygons M are composed from the fundamental polyhedron M0 for
W (St) using some group of symmetries of the polyhedron M. We use these sym-
metries to describe the sets P (M) and P (M)1 using the set P (M0). We numerate
elements α1, . . . , αk of P (M0) as they are given in Table 1. We denote by sα the
reflection in the root α. It is given by the formula
sα : x→ x− 2(x, α)
α2
α, x ∈ S∗t .
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We denote by [g1, . . . , gk] the group generated by g1, . . . , gk.
Table 2. The list of all Lorentzian Kac–Moody algebras
with the root lattice S∗t , symmetry lattice L
∗
t
and the symmetry group Ô(Lt)
Case t = 1
The Algebra g(ξ
(1)
0,1). The fundamental chamberM = [sα1 , sα3 ](M0) is the right
triangle with zero angles. We have
P (M) = [sα1 , sα3 ](α2) = {(0,−1, 0), (1, 1, 0), (0, 1, 1)}
with the group of symmetries [sα1 , sα3] which is the dihedral group D3 of order 6
(we use the same notation in general for the dihedral group Dn). The generalized
Cartan matrix is
A1,II =
 2 −2 −2−2 2 −2
−2 −2 2
 .
The Weyl vector ρ = ( 1
2
, 1
2
, 1
2
). The automorphic form B
ξ
(1)
0,1
coincides with the clas-
sical automorphic form ∆5 of the weight 5 which is product (divided by 64) of ten
even theta-constants of genus 2. This automorphic form also gives the discriminant
of genus 2 algebraic curves. By Maass [55],
∆5 =
∑
n,l,m≡1mod 2
n,m>0
∑
d|(n,l,m)
(−1) l+d+22 d4τ9 (4nm− l
2
d2
) qn/2 rl/2 sm/2 ,
where η(τ)9 =
∑
n≥1 τ9(n)q
n/24 (see §3, (3.4) about η(τ)). It gives the infinite sum
part of the denominator identity of the algebra g(ξ
(1)
0,1). Thus, the denominator
identity of the algebra g(ξ
(1)
0,1) has the form∑
n,l,m≡1mod 2
n,m>0
∑
a|(n,l,m)
(−1) l+a+22 a4τ9 (4nm− l
2
a2
) qn/2 rl/2 sm/2
= (qrs)1/2
∏
n, l,m∈Z
(n,l,m)>0
(
1− qnrlsm)f1(nm,l) (2.6.1)
where
ξ
(1)
0,1(τ, z) = φ0,1(τ, z) =
∑
k,l∈Z
f1(k, l)q
krl
is Fourier expansion of the Jacobi form ξ
(1)
0,1 = φ0,1 from Table 1, case t=1, and φ0,1
is described in §3, (3.13). See [36], [37], [41] for details in this case.
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Denominator identities like (2.6.1) can be similarly written in all cases below
(since Fourier expansions of the corresponding automorphic forms ξ and Bξ are
known). We leave this to a reader.
The Algebra g(ξ
(2)
0,1). The chamber M = M0 is a triangle with angles 0, pi/2,
pi/3. The set P (M) = P (M0), P (M)1 = {α2}. The generalized Cartan matrix is
A1,I,0 = A1,I,1 =
 2 −1 −1−4 2 0
−1 0 2
 .
The Weyl vector ρ = ( 52 ,
1
2 ,
3
2). The automorphic form Bξ(2)0,1
coincides with Igusa’s
[46] modular form ∆30 = ∆35/∆5 of the weight 30. See [39], [41]. Fourier expansion
of ∆35 was found by Igusa in [46]. Another expression for Fourier expansion of ∆35
as Hecke product of ∆5 was found in [39]. Let
[∆5(z)]T (2) =
∏
a,b,c mod 2
∆5(
z1+a
2
, z2+b
2
, z3+c
2
)
×
∏
a mod 2
∆5(
z1+a
2 , z2, 2z3)∆5(2z1, z2,
z3+a
2 )
×∆5(2z1, 2z2, 2z3)
∏
b mod 2
∆5(2z1,−z1 + z2, z1−2z2+z3+b2 ).
In [39], it was shown that
∆35(z) =
[∆5(z)]T (2)
∆5(z)8
.
Thus, ∆30(z) = [∆5(z)]T (2)/∆5(z)
9. This gives Fourier expansions of ∆35 and ∆30
as finite products and quotients of known Fourier expansions. See [39] and [41] for
details.
The Algebra g(ξ
(1)
0,1 + ξ
(2)
0,1). The chamber M =M0 (the same as for g(ξ(2)0,1)) and
P (M) = {α1, 2α2, α3}.
The generalized Cartan matrix is
A1,0 =
 2 −2 −1−2 2 0
−1 0 2
 .
The Weyl vector ρ = (3, 1, 2). The automorphic form B
ξ
(1)
0,1+ξ
(2)
0,1
coincides with
Igusa’s [46] modular form ∆35 of the weight 35 which has been considered above.
Case t = 2
The Algebra g(ξ
(1)
0,2). The chamber M = [sα1 , sα3 ](M0) is the right quadrangle
with zero angles; the set
P (M) = [sα1 , sα3 ](α2) = {(0,−1, 0), (1, 1, 0), (1, 3, 1), (0, 1, 1)}
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with the group of symmetries [sα1 , sα3 ] which isD4. The generalized Cartan matrix
is
A2,II =

2 −2 −6 −2
−2 2 −2 −6
−6 −2 2 −2
−2 −6 −2 2
 .
The Weyl vector ρ = ( 14 ,
1
2 ,
1
4). The automorphic form Bξ(1)0,2
coincides with the
automorphic form ∆2 of the weight 2 which was introduced in [36] and [41]. Its
Fourier expansion is
∆2 =
∑
N≥1
∑
n,m>0, l∈Z
n,m≡1 mod 4
2nm−l2=N2
N
(−4
Nl
) ∑
a | (n,l,m)
(−4
a
)
qn/4rl/2sm/4 .
Here
(
m
n
)
is the Jacobi symbol (or the generalized Legendre symbol).
The Algebra g(ξ
(2)
0,2). The chamber M = [sα3 ](M0) is a triangle with angles
0, 0, pi/2. The sets
P (M) = {α1, α2, sα3(α1) = (0, 2, 1)}, P (M)1 = {α2}
with the group of symmetries [sα3 ] which is D1. The generalized Cartan matrix is
A2,I,0 =
 2 −1 0−4 2 −4
0 −1 2
 .
The Weyl vector ρ = ( 34 ,
1
2 ,
3
4 ). The automorphic form Bξ(2)0,2
coincides with the
automorphic form ∆9 = ∆11/∆2 of the weight 9 from [41]. There are two formulae
for the Fourier expansion of ∆11. This automorphic form is the lifting of its first
Fourier-Jacobi coefficient :
∆11(z) = Lift(η(z1)
21ϑ(z1, 2z2)).
It gives us a simple exact formula for the Fourier coefficients of ∆11 in terms of the
Fourier coefficients of the Jacobi form η(z1)
21ϑ(z1, 2z2). This formula is similar to
the formula for ∆5 above (see [41, Example 1.15]).
The second expression for ∆11 is given by the multiplicative symmetrisation of
∆5 for t = 1 above. Let
Ms2(∆5)(z1, z2, z3) = ∆5(z1, 2z2, 4z3)∆5(z1, z2, z3)∆5(z1, z2, z3 + 1).
By [41, (3.10)],
∆11(z) =
Ms2(∆5)(z)
∆2(z)2
.
Thus, ∆9 = Ms2(∆5)(z)/∆2(z)
3. It gives Fourier expansions of ∆9 as finite prod-
ucts and quotients of known Fourier expansions. See [39], [41] for details.
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The Algebra g(ξ
(1)
0,2+ξ
(2)
0,2). The polygonM = [sα3 ](M0) is a triangle with angles
0, 0, pi/2 (the same as for g(ξ
(2)
0,2)); the set
P (M) = {α1, 2α2, sα3(α1) = (0, 2, 1)}
with the group of symmetries [sα3 ] which is D1. The generalized Cartan matrix is
A2,0 =
 2 −2 0−2 2 −2
0 −2 2
 .
The Weyl vector ρ = (1, 1, 1). The automorphic form B
ξ
(1)
0,2+ξ
(2)
0,2
coincides with the
∆11 of the weight 11. We have discussed its Fourier expansion above. See [39], [41].
The Algebra g(ξ
(3)
0,2). The chamber M = [sα1 , sα2 ](M0) is an infinite polygon
with angles pi/2 and which is touching a horosphere with the center at R++ρ where
ρ = (1, 0, 0) is the Weyl vector. The set
P (M) = [sα1 , sα2 ](α3)
with the group of symmetries [sα1 , sα2 ] which is D∞. The generalized Cartan
matrix is the symmetric matrix
A2,1 =
(
(α, α′)
4
)
, α, α′ ∈ P (M).
The automorphic form B
ξ
(3)
0,2
is Ψ
(2)
12 of the weight 12 from [41].
It was shown in [41, Remark 4.4] that Ψ
(2)
12 can be obtained as restriction (possibly
with some multiplicative constant) of the Borcherds automorphic form Φ from
(1.3.7). The Borcherds automorphic form Φ is defined on Hermitian symmetric
domain Ω(2H⊕L) where L is Leech lattice. One should restrict Φ on the subdomain
Ω(2H + Zv) where v ∈ L is a primitive element with v2 = 2t where t = 2 for this
case. Thus, we have
Ψ
(2)
12 = cΦ|Ω(2H + Zv)
where c is some constant. It gives some Fourier expansion of Ψ
(2)
12 . The same
construction is valid for automorphic forms Ψ
(t)
12 which we consider below when
t = 3 and t = 4.
The Algebra g(ξ
(1)
0,2 + ξ
(3)
0,2). The polygon M = [sα1 ](M0) is a quadrangle with
angles pi/2, pi/2, pi/2, 0; the set
P (M) = [sα1 ]{α2, α3} = {α2, α3, (1, 4, 1), (1, 1, 0)}
with the group of symmetries [sα1 ] which is D1. The generalized Cartan matrix is
A2,II,1 =

2 0 −8 −2
0 2 0 −1
−1 0 2 0
−2 −8 0 2
 .
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The Weyl vector ρ = ( 54 ,
1
2 ,
1
4 ). The automorphic form Bξ(1)0,2+ξ
(3)
0,2
coincides with
the automorphic form ∆14 = ∆2Ψ
(2)
12 of the weight 14. (We must correct the case
(2, II, 1) in [41, page 264] in this way.) Fourier expansion of ∆14 is product of the
Fourier expansions of ∆2 and Ψ
(2)
12 .
The Algebra g(ξ
(2)
0,2 + ξ
(3)
0,2). The polygon M = M0 is the triangle with angles
0, pi/2, pi/4; the set
P (M) = P (M0), P (M)1 = {α2}
with the trivial group of symmetries and with the generalized Cartan matrix
A2,I,1 =
 2 −1 −2−4 2 0
−1 0 2
 .
The Weyl vector ρ = ( 7
4
, 1
2
, 3
4
). The automorphic form B
ξ
(2)
0,2+ξ
(3)
0,2
coincides with the
automorphic form ∆9Ψ
(2)
12 of the weight 21. Its Fourier expansion is product of the
Fourier expansions of ∆9 and Ψ
(2)
12 .
The Algebra g(ξ
(1)
0,2 + ξ
(2)
0,2 + ξ
(3)
0,2). The polygon M = M0 is the triangle with
angles 0, pi/2, pi/4 (the same as for the g(ξ
(2)
0,2 + ξ
(3)
0,2)); the set
P (M) = {α1 , 2α2 , α3}
with the trivial group of symmetries and with the generalized Cartan matrix
A2,0,1 =
 2 −2 −2−2 2 0
−1 0 2
 .
The Weyl vector ρ = (2, 1, 1). The automorphic form B
ξ
(1)
0,2+ξ
(2)
0,2+ξ
(3)
0,2
coincides with
the automorphic form ∆2∆9Ψ
(2)
12 of the weight 23. Its Fourier expansion is given
by products of the Fourier expansions of ∆2, ∆9 and Ψ
(2)
12 . See [41].
Case t = 3
The Algebra g(ξ
(1)
0,3). The chamber M = [sα1 , sα3 ](M0) is the right hexagon
with zero angles,
P (M) = [sα1 , sα3 ](α2) = {(0,−1, 0), (1, 1, 0), (2, 5, 1), (2, 7, 2), (1, 5, 2), (0, 1, 1)}
with the group of symmetries [sα1 , sα3 ] which isD6. The generalized Cartan matrix
is
A3,II =

2 −2 −10 −14 −10 −2
−2 2 −2 −10 −14 −10
−10 −2 2 −2 −10 −14
−14 −10 −2 2 −2 −10
−10 −14 −10 −2 2 −2
−2 −10 −14 −10 −2 2
 .
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The Weyl vector ρ = ( 16 ,
1
2 ,
1
6). The automorphic form Bξ(1)0,3
coincides with the
automorphic form ∆1 of the weight 1 introduced in [41]. Its Fourier expansion is
∆1 =
∑
M≥1
∑
n,m>0, l∈Z
n,m≡1 mod 6
4nm−3l2=M2
(−4
l
)(
12
M
) ∑
a|(n,l,m)
(
6
a
)
qn/6rl/2sm/6 .
See [39], [41].
The Algebra g(ξ
(2)
0,3). The chamber M = [sα3 ](M0) is a triangle with angles
0, 0, pi/3. The sets
P (M) = {α1, α2, sα3(α1) = (0, 2, 1)}, P (M)1 = {α2}
with the group of symmetries [sα3 ] which is D1. The generalized Cartan matrix is
A3,I,0 =
 2 −1 −1−4 2 −4
−1 −1 2
 .
The Weyl vector ρ = ( 12 ,
1
2 ,
1
2 ). The automorphic form Bξ(2)0,3
coincides with the
automorphic form D6 of the weight 6 introduced in [41]. The form D6 is the
lifting of its first Fourier-Jacobi coefficient η(z1)
11ϑ3/2(z1, z2) where ϑ3/2(τ, z) =
η(τ)ϑ(τ, 2z)/ϑ(τ, z). Thus there is an exact formula for the Fourier coefficients of
D6 in terms of the Fourier coefficients of this Jacobi form (see [41, Example 1.17]).
Fourier expansion of ∆1D6 is also given by the finite Hecke product of ∆1 (which
is similar to the Fourier expansion of ∆35 for t = 1 above). Let
[∆1(z)]T (2) =
∏
a,b,c mod 2
∆1(
z1+a
2
, z2+b
2
, z3+c
2
)
×
∏
a mod 2
∆1(
z1+a
2 , z2, 2z3)∆1(2z1, z2,
z3+a
2 )
×∆1(2z1, 2z2, 2z3)
∏
b mod 2
∆1(2z1,−z1 + z2, z1−2z2+z3+b2 ).
In [41], it is shown that
∆1(z)D6(z) =
222[∆1(z)]T (2)
∆1(z)8
.
Thus, Fourier expansion of ∆1D6 is given by finite products and quotients of known
Fourier expansions. See [39], [41] for details.
The Algebra g(ξ
(1)
0,3+ξ
(2)
0,3). The polygonM = [sα3 ](M0) is a triangle with angles
0, 0, pi/3 (the same as for ξ
(2)
0,3); the set
P (M) = {α1, 2α2, sα3(α1) = (0, 2, 1)}
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with the group of symmetries [sα3 ] which is D2. The generalized Cartan matrix is
A3,0 =
 2 −2 −1−2 2 −2
−1 −2 2
 .
The Weyl vector ρ = ( 23 , 1,
2
3). The automorphic form Bξ(1)0,3+ξ
(2)
0,3
is ∆1D6 of the
weight 7. We have discussed Fourier expansion of ∆1D6 above. See [39], [41].
The Algebra g(ξ
(3)
0,3). The chamber M = [sα1 , sα2 ](M0) is an infinite polygon
with angles pi/3 and which is touching a horosphere with the center at the Weyl
vector ρ = (1, 0, 0). The set
P (M) = [sα1 , sα2 ](α3)
with the group of symmetries [sα1 , sα2 ] which is D∞. The generalized Cartan
matrix is the symmetric matrix
A3,1 =
(
(α, α′)
6
)
, α, α′ ∈ P (M).
The automorphic form B
ξ
(3)
0,3
coincides with the automorphic form Ψ
(3)
12 of the weight
12 from [41]. Like Ψ
(2)
12 above, the automorphic form Ψ
(3)
12 and its Fourier expansion
can be obtained as the restriction of Borcherds automorphic form Φ from (1.3.7).
See [41, Remark 4.4].
The Algebra g(ξ
(1)
0,3 + ξ
(3)
0,3). The polygon M = [sα1 ](M0) is a quadrangle with
angles 0, pi/2, pi/3, pi/2; the set
P (M) = [sα1 ]{α2, α3} = {α2, α3, (2, 6, 1), (1, 1, 0)}
with the group of symmetries [sα1 ] which is D1. The generalized Cartan matrix is
A3,II,1 =

2 0 −12 −2
0 2 −1 −1
−1 −1 2 0
−2 −12 0 2
 .
The Weyl vector ρ = ( 7
6
, 1
2
, 1
6
). The automorphic form B
ξ
(1)
0,3+ξ
(3)
0,3
coincides with
∆1Ψ
(3)
12 of the weight 13. (We must correct the case (3, II, 1) in [41, page 264] in
this way.) Its Fourier expansion is product of the Fourier expansions of ∆1 and
Ψ
(3)
12 .
The Algebra g(ξ
(2)
0,3 + ξ
(3)
0,3). The polygon M = M0 is the triangle with angles
0, pi/2, pi/6; the set
P (M) = P (M0), P (M)1 = {α2}
with the trivial group of symmetries and with the generalized Cartan matrix
A3,I,1 =
 2 −1 −3−4 2 0
−1 0 2
 .
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The Weyl vector ρ = ( 32 ,
1
2 ,
1
2 ). The automorphic form Bξ(2)0,3+ξ
(3)
0,3
coincides with
D6Ψ
(3)
12 of the weight 18. See [41]. Its Fourier expansion is product of the Fourier
expansions of D6 and Ψ
(3)
12 .
The Algebra g(ξ
(1)
0,3 + ξ
(2)
0,3 + ξ
(3)
0,3). The polygon M = M0 is the triangle with
angles 0, pi/2, pi/6 (the same as for the g(ξ
(2)
0,3 + ξ
(3)
0,3)); the set
P (M) = {α1, 2α2, α3}
with the trivial group of symmetries and with the generalized Cartan matrix
A3,0,1 =
 2 −2 −3−2 2 0
−1 0 2
 .
The Weyl vector ρ = ( 5
3
, 1, 2
3
). The automorphic form B
ξ
(1)
0,3+ξ
(2)
0,3+ξ
(3)
0,3
is ∆1D6Ψ
(3)
12
of the weight 19. See [41]. Its Fourier expansion is product of the Fourier expansions
of ∆1, D6 and Ψ
(3)
12 .
Case t = 4
The Algebra g(ξ
(1)
0,4). The chamber M = [sα1 , sα3 ](M0) is the infinite polygon
with zero angles touching a horosphere with the center at R++ρ, where ρ = (
1
8 ,
1
2 ,
1
8 )
is the Weyl vector; the set
P (M) = [sα1 , sα3 ](α2)
with the group of symmetries [sα1 , sα3 ] which is D∞. The generalized Cartan
matrix is
A4,II,0 = (2(α, α
′)) , α, α′ ∈ P (M).
The automorphic form B
ξ
(1)
0,4
coincides with ∆1/2 of the weight 1/2 which is the
theta-constant of the genus 2. Its Fourier expansion is
∆1/2 =
1
2
∑
n,m∈Z
(−4
n
)(−4
m
)
qn
2/8rnm/2sm
2/8 .
See [41].
The Algebra g(ξ
(2)
0,4). The chamber M = [sα3 ](M0) is a triangle with angles
0, 0, 0. The sets
P (M) = {α1, α2, sα3(α1) = (0, 2, 1)}; P (M)1 = {α2}
with the group of symmetries [sα3 ] which is D1. The generalized Cartan matrix is
A4,I,0 =
 2 −1 −2−4 2 −4
−2 −1 2
 .
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The Weyl vector ρ = ( 38 ,
1
2 ,
3
8). The automorphic form Bξ(2)0,4
coincides with
∆
(4)
5 /∆1/2 of the weight
9
2 where ∆
(4)
5 = ∆5(z1, 2z2, z3) and ∆5(z) was used for
t = 1. Thus, ∆
(4)
5 has Fourier expansion
∆
(4)
5 =
∑
n,l,m≡1mod 2
n,m>0
∑
d|(n,l,m)
(−1) l+d+22 d4 τ9
(
4nm− l2
d2
)
qn/2 r sm/2
and Fourier expansion of ∆
(4)
5 /∆1/2 is quotient of the Fourier expansions of ∆
(4)
5
and ∆1/2. See [41].
The Algebra g(ξ
(1)
0,4+ξ
(2)
0,4). The polygonM = [sα3 ](M0) is a triangle with angles
0, 0, 0 (the same as for g(ξ
(1)
0,1) and g(ξ
(2)
0,4)); the set
P (M) = {α1, 2α2, sα3(α1) = (0, 2, 1)}
with the group of symmetries [sα3 ] which is D1. The generalized Cartan matrix is
A4,0,0 = A1,II =
 2 −2 −2−2 2 −2
−2 −2 2

(it is the same as for g(ξ
(1)
0,1)). The Weyl vector ρ = (
1
2 , 1,
1
2 ). The automorphic
form B
ξ
(1)
0,4+ξ
(2)
0,4
coincides with ∆
(4)
5 (z1, z2, z3) = ∆5(z1, 2z2, z3) of the weight 5 with
Fourier expansion above. This case is equivalent to the case g(ξ
(1)
0,1) above. See [41].
The Algebra g(ξ
(3)
0,4). The chamber M = [sα1 , sα2 ](M0) is an infinite polygon
with zero angles which is touching a horosphere with the center at R++ρ, where
ρ = (1, 0, 0) is the Weyl vector. The set
P (M) = [sα1 , sα2 ](α3)
with the group of symmetries [sα1 , sα2 ] which is D∞. The generalized Cartan
matrix is the symmetric matrix
A4,1 =
(
(α, α′)
8
)
, α, α′ ∈ P (M).
The automorphic form B
ξ
(3)
0,4
coincides with the automorphic form Ψ
(4)
12 of the weight
12 from [41]. Like Ψ
(2)
12 above, the automorphic form Ψ
(4)
12 and its Fourier expansion
can be obtained as restriction of the Borcherds automorphic form Φ from (1.3.7).
See [41, Remark 4.4].
The Algebra g(ξ
(1)
0,4 + ξ
(3)
0,4). The polygon M = [sα1 ](M0) is a quadrangle with
angles pi/2, 0, pi/2, 0; the set
P (M) = [sα1 ]{α2, α3} = {α2, α3, (3, 8, 1), (1, 1, 0)}
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with the group of symmetries [sα1 ] which is D1. The generalized Cartan matrix is
A4,II,1 =

2 0 −16 −2
0 2 −2 −1
−1 −2 2 0
−2 −16 0 2
 .
The Weyl vector ρ = ( 9
8
, 1
2
, 1
8
). The automorphic form B
ξ
(1)
0,4+ξ
(3)
0,4
coincides with
∆1/2Ψ
(4)
12 of the weight
25
2 . (We must correct the case (4, II, 1) in [41, page 264] in
this way.) Its Fourier expansion is product of the Fourier expansions of ∆1/2 and
Ψ
(4)
12 .
The Algebra g(ξ
(2)
0,4 + ξ
(3)
0,4). The polygon M = M0 is the triangle with angles
0, pi/2, 0; the sets
P (M) = P (M0), P (M)1 = {α2}
with the trivial group of symmetries and with the generalized Cartan matrix
A4,I,1 =
 2 −1 −4−4 2 0
−1 0 2
 .
The Weyl vector ρ = ( 118 ,
1
2 ,
3
8). The automorphic form Bξ(2)0,4+ξ
(3)
0,4
coincides with
Ψ
(4)
12 ∆
(4)
5 /∆1/2 of the weight
33
2 . Its Fourier expansion is product and quotient of
known Fourier expansions of Ψ
(4)
12 , ∆
(4)
5 and ∆1/2. See [41].
The Algebra g(ξ
(1)
0,4 + ξ
(2)
0,4 + ξ
(3)
0,4). The polygon M = M0 is the triangle with
angles 0, pi/2, 0 (the same as for the g(ξ
(2)
0,4 + ξ
(3)
0,4)); the set
P (M) = {α1, 2α2, α3}
with the trivial group of symmetries and with the generalized Cartan matrix
A4,0,1 =
 2 −2 −4−2 2 0
−1 0 2
 .
The Weyl vector ρ = ( 3
2
, 1, 1
2
). The automorphic form B
ξ
(1)
0,4+ξ
(2)
0,4+ξ
(3)
0,4
coincides
with ∆
(4)
5 Ψ
(4)
12 of the weight 17. Its Fourier expansion is product of the Fourier
expansions of ∆
(4)
5 and Ψ
(4)
12 . See [41].
Case t = 8
The Algebra g(ξ
(2)
0,8). The chamber M = [sα3 ](M0) is the right quadrangle with
zero angles; the set
P (M) = [sα3 ](α1, 2α2, α4) = {α1, 2α2, sα3(α1) = (0, 2, 1), α4}
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with the group of symmetries [sα3 ] which is D1. The generalized Cartan matrix is
A2,II (the same as for g(ξ
(1)
0,2) for t = 2). The Weyl vector ρ = (
1
4 , 1,
1
4 ). The au-
tomorphic form B
ξ
(2)
0,8
coincides with ∆
(8)
2 (z1, z2, z3) = ∆2(z1, 2z2, z3) of the weight
2 where ∆2 corresponds to g(ξ
(1)
0,2). Thus, Fourier expansion of ∆
(8)
2 is
∆
(8)
2 =
∑
N≥1
∑
n,m>0, l∈Z
n,m≡1 mod 4
2nm−l2=N2
N
(−4
Nl
) ∑
a | (n,l,m)
(−4
a
)
qn/4r sm/4 .
This case is equivalent to g(ξ
(1)
0,2).
Case t = 9
The algebra g(ξ
(2)
0,9). The chamber M = [sα3 ](M0) is the pentagon with angles
0, 0, pi/2, 0, pi/2; the set
P (M) = [sα3 ](α1, α2, α4) = {α1, α2, sα3(α1) = (0, 2, 1), sα3(α4) = (1, 9, 2), α4},
P (M)1 = {α2}
with the group of symmetries [sα3 ] which is D1. The generalized Cartan matrix is
2 −1 −7 −9 0
−4 2 −4 −18 −18
−7 −1 2 0 −9
−4 −2 0 2 −2
0 −2 −4 −2 2
 .
The Weyl vector ρ = ( 1
6
, 1
2
, 1
6
). The automorphic form B
ξ
(2)
0,9
coincides with the
automorphic form D2 of the weight 2 with Fourier expansion
D2 =
∑
N≥1
∑
m>0, l∈Z
n,m≡1 mod 6
4nm−l2=N2
N
(−4
N
)(
12
l
) ∑
a|(n,l,m)
(
6
a
)
qn/6rl/2sm/6 .
See [41, (5.1.2)].
Case t = 12
The Algebra g(ξ
(2)
0,12 + ξ
(3)
0,12). The chamber M = [sα3 , sα4 ](M0) is the right
hexagon with zero angles; the set
P (M) =[sα3 , sα4 ](α1, 2α2) = {α1, 2α2, sα3(α1) = (0, 2, 1),
sα4sα3(α1) = (1, 10, 2), sα4(2α2) = (2, 14, 2), sα4(α1) = (2, 10, 1)}
with the group of symmetries [sα3 , sα4 ] which isD4. The generalized Cartan matrix
is A3,II (the same as for g(ξ
(1)
0,3)). The Weyl vector is (
1
6 , 1,
1
6 ). The automorphic
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form B
ξ
(2)
0,12+ξ
(3)
0,12
is ∆
(12)
1 (z1, z2, z3) = ∆1(z1, 2z2, z3) of the weight 1 where ∆1
corresponds to g(ξ
(1)
0,3). Thus, Fourier expansion of ∆
(12)
1 is
∆
(12)
1 =
∑
M≥1
∑
n,m>0, l∈Z
n,m≡1 mod 6
4nm−3l2=M2
(−4
l
)(
12
M
) ∑
a|(n,l,m)
(
6
a
)
qn/6r sm/6 .
This case is equivalent to g(ξ
(1)
0,3) above.
Case t = 16
The Algebra g(ξ
(1)
0,16). The chamber M = [sα3 , sα4 ](M0) is an infinite polygon
with zero angles touching a horosphere with the center R++ρ where ρ = (
1
8
, 1, 1
8
)
is the Weyl vector. The set
P (M) = [sα3 , sα4 ](α1, 2α2, α5)
with the group of symmetries [sα3 , sα4 ] which is D∞. The generalized Cartan
matrix is (
(α, α′)
2
)
, α, α′ ∈ P (M),
which is the same as for g(ξ
(1)
0,4). The automorphic form Bξ(1)0,16
coincides with
∆
(16)
1/2 (z1, z2, z3) = ∆1/2(z1, 2z2, z3) of the weight 1/2 where ∆1/2 corresponds to
g(ξ
(1)
0,4). Thus, Fourier expansion of ∆
(16)
1/2 is
∆
(16)
1/2 =
1
2
∑
n,m∈Z
(−4
n
)(−4
m
)
qn
2/8rnmsm
2/8 .
This case is equivalent to g(ξ
(1)
0,4).
Case t = 36
The Algebra g(ξ
(2)
0,36). The chamber M = [sα3 , sα4 ](M0) is the infinite periodic
polygon with angles . . . , 0, pi/2, 0, 0, 0, 0, pi/2, 0, . . . , with the center at the Weyl
vector ρ = ( 124 ,
1
2 ,
1
24) at infinity. The set
P (M) = [sα3 , sα4 ](α1, α2, α5, α6), P (M)1 = [sα3 , sα4 ](α2)
with the group of symmetries [sα3 , sα4 ] which is D∞. The generalized Cartan
matrix is (
2(α, α′)
(α, α)
)
, α, α′ ∈ P (M).
The automorphic form B
ξ
(2)
0,36
coincides with D1/2 of the weight 1/2 with Fourier
expansion
D1/2 =
1
2
∑
m,n∈Z
(
12
n
)(
12
m
)
qn
2/24rnm/2sm
2/24.
See [41; (5.1.3)].
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3. Appendix: On Jacobi modular forms
with integral Fourier coefficients
Here we concentrate on calculational aspects of Jacobi modular forms (or just
Jacobi forms) which we use in this paper. We try to avoid complicated subjects
related with modular forms and try to be as short as possible. We follow [41], [33],
[34].
We shall consider Jacobi forms with respect to Jacobi group ΓJ which is a semi-
direct product ΓJ = SL2(Z)⋉H(Z) where H(Z) is the integral Heisenberg group.
The group H(Z) is the central extension of Z2 by Z which is the center of ΓJ . We
denote by (λ, µ) an element of the Z2 and by κ an element of Z. The Jacobi group
ΓJ can be identified with Γ∞/{±E4} where Γ∞ is a maximal parabolic subgroup
of Sp4(Z), which consists of all elements preserving a line.
The binary (to {±1}) character vH on H(Z) which is
vH([λ, µ; κ]) := (−1)λ+µ+λµ+κ
can be extended to a binary character vJ of the Jacobi group if one puts vJ |SL2(Z) =
1.
Definition 3.1. Let k ∈ Z/2, t ∈ Z/2, t ≥ 0 and v : SL2(Z) → C∗ a character
(or a multiplier system) of finite order of SL2(Z). A holomorphic function φ(τ, z)
on H× C (where H is the upper-half plane Im τ > 0) is called a weak Jacobi form
of weight k and index t with respect to ΓJ with the character (or the multiplier
system) v if
φ(
aτ + b
cτ + d
,
z
cτ + d
) = v(
(
a b
c d
)
)(cτ+d)ke
2piitcz2
cτ+d φ(τ, z) (
(
a b
c d
)
∈ SL2(Z)), (3.1)
and
φ(τ, z + λτ + µ) = (−1)2t(λ+µ)e−2piit(λ2τ+2λz)φ(τ, z) (λ, µ ∈ Z), (3.2)
and it has Fourier expansion of type
φ(τ, z) =
∑
n≥0, l∈t+Z
f(n, l) exp (2pii(nτ + lz)). (3.3)
We denote the space of all weak Jacobi forms of weight k and index t with v as
Jk,t(v).
Further we denote q = exp(2piiτ) and r = exp(2piiz), thus exp (2pii(nτ + lz)) =
qnrl.
The Dedekind η-function is
η(τ) = q
1
24
∏
n≥1
(1− qn) =
∑
n∈N
(
12
n
)
qn
2/24, (3.4)
where (
12
n
)
=

1 if n ≡ ±1mod12,
−1 if n ≡ ±5mod12,
0 if (n, 12) 6= 1 .
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The η(τ) is SL2(Z)-modular form of the weight 1/2 with some multiplier system vη
which takes values in 24th roots of unity. The function ∆12 = η
24 (the Ramanujan
function) can be considered as a weak Jacobi form ∆12(τ, z) = ∆12(τ) of weight
12 and index 0, i.e. ∆12 ∈ J12,0. It had been used in (1.3.5). The function ∆12 is
equal to zero only at infinity q = 0.
We remind the classical Eisenstein series
E4(τ) = 1 + 240
∞∑
n=1
σ3(n)q
n, E6(τ) = 1− 504
∞∑
n=1
σ5(n)q
n, (3.5)
where σk(n) =
∑
m|nm
k. They are SL2(Z)-modular forms of the weight 4 and 6
respectively. They give weak Jacobi forms E4 ∈ J4,0 and E6 ∈ J6,0 of index 0. We
have ∆12 = (E
3
4 − E26)/1728 which gives another formula for ∆12. The modular
forms E4, E6 and ∆12 generate over Z the ring of holomorphic SL2(Z)-modular
forms of even weight with integral Fourier coefficients. Over Q similar ring has two
free generators E4 and E6.
A function φ(τ, z) is called a nearly holomorphic Jacobi form if ∆Nφ(τ, z) for
some N ≥ 0 is a weak Jacobi form (∆Nφ(τ, z) ∈ Jk,t(v) for some k, t). Nearly
holomorphic Jacobi forms is the most general class of Jacobi forms which we con-
sider here. They may have poles at infinity q = 0. Their Fourier coefficients
f(n, l) depend only on the norm 4tn − l2 and ±l mod 2t; the norm 4tn − l2 of
non-zero Fourier coefficients f(n, l) is bounded from below. A nearly holomorphic
Jacobi form is holomorphic at infinity iff its non-zero Fourier coefficients have non-
negative norm. We denote by Jnhk,t the space of all nearly holomorphic Jacobi forms
of weight k ∈ Z/2 and index t ∈ Z/2, t ≥ 0 with the trivial SL2(Z)-character.
Respectively, Jk,t denotes its subspace of all weak Jacobi forms.
Below we shall describe generators of the ring JZ0,∗ of weak Jacobi forms of zero
weight, integral index and with integral Fourier coefficients.
The Jacobi theta-series
ϑ(τ, z) =
∑
n≡1mod 2
(−1)n−12 exp (pii n
2
4
τ + pii nz) =
∑
m∈Z
(−4
m
)
qm
2/8 rm/2
= −q1/8r−1/2
∏
n≥1
(1− qn−1r)(1− qnr−1)(1− qn) (3.6)
is a holomorphic Jacobi form of weight 1/2 and index 1/2 with the multiplier system
v3η where (−4
n
)
=
{ ±1 if n ≡ ±1mod 4,
0 if (n, 4) 6= 1 .
Using ϑ(τ, z), we get weak Jacobi forms
φ0, 32 (τ, z) =
ϑ(τ, 2z)
ϑ(τ, z)
=r−
1
2
∏
n≥1
(1 + qn−1r)(1 + qnr−1)(1− q2n−1r2)(1− q2n−1r−2) ∈ J0, 32 ,
(3.7)
φ−1, 12 (τ, z) =
ϑ(τ, z)
η(τ)3
= −r−1/2
∏
n≥1
(1−qn−1r)(1−qnr−1)(1−qn)−2 ∈ J−1, 12 (3.8)
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and weak Jacobi forms
φ0,3(τ, z) = φ0, 32 (τ, z)
2 =
ϑ(τ, 2z)2
ϑ(τ, z)2
∈ J0,3, (3.9)
φ−2,1(τ, z) = φ−1, 12 (τ, z)
2 =
ϑ(τ, z)2
η(τ)6
∈ J−2, 1. (3.10)
One can define two other weak Jacobi forms with integral Fourier coefficients
φ0,2(τ, z) =
1
2η(τ)
−4
∑
m,n∈Z
(3m− n)
(−4
m
)(
12
n
)
q
3m2+n2
24 r
m+n
2 ∈ J0,2 ,
(3.11)
φ0,4(τ, z) =
ϑ(τ, 3z)
ϑ(τ, z)
=r−1
∏
m≥1
(1 + qm−1r + q2m−2r2)(1 + qmr−1 + q2mr−2)
×
∏
n≡1,2 mod 3
n≥1
(1− qnr3)(1− qnr−3) ∈ J0,4. (3.12)
A weak Jacobi form φ0,1 ∈ J0,1 with integral Fourier coefficients is defined by the
relation
4φ0,4 = φ0,1φ0,3 − φ20,2. (3.13)
The Jacobi forms φ0,1 and φ−2,1 were introduced in [24] using different definition.
The Jacobi forms φ0, 12 , φ−1,
1
2
, φ0,2, φ0,3, φ0,4 were introduced in [41].
By [33], the ring JZ0,∗ of all weak Jacobi forms of weight 0 with integral index ∗
and with integral Fourier coefficients is generated over Z by the weak Jacobi forms
φ0,1, φ0,2, φ0,3 and φ0,4 with the relation (3.13).
Eisenstein-Jacobi series E4,1 ∈ J4,1, E4,2 ∈ J4,2, E6,1 ∈ J6,1, E6,2 ∈ J6,2, E6,3 ∈
J6,3 (see [24] about general results on Eisenstein–Jacobi series) which have integral
Fourier coefficients (and the Fourier coefficient 1 for q0r0) can be found by relations
E4φ0,1 −E6φ−2,1 = 12E4,1, (3.14)
E6φ0,1 −E24φ−2,1 = 12E6,1, (3.15)
E4,1φ0,1 −E6,1φ−2,1 = 12E4,2, (3.16)
E6,1φ0,1 − E4E4,1φ−2,1 = 12E6,2, (3.17)
E4,1φ0,2 − E4φ0,3 = 2E4,3, (3.18)
E6,1φ0,2 − E6φ0,3 = 2E′6,3, (3.19)
E′6,3 = E6,3 +
22
61
∆12φ
3
−2,1. (3.20)
By [34], the ring JZ∗,∗ of weak Jacobi forms of integral weight and integral index
with integral Fourier coefficients is generated over Z by the weak Jacobi forms E4,
E6, ∆12, E4,1, E4,2, E4,3, E6,1, E6,2, E
′
6,3, φ0,1, φ0,2, φ0,3, φ0,4 and φ−2,1. It was
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proved in [24] that similar ring JQ∗,∗ over Q is generated by free generators E4, E6,
φ0,1 and φ−2,1.
Using φ0, 32 (τ, z) ∈ J0, 32 and φ−1, 12 (τ, z) ∈ J−1, 12 , one can get similar results for
half-integral index. Using ∆12, one can generalize these results for nearly holo-
morphic Jacobi forms with integral Fourier coefficients. For example, any nearly
holomorphic Jacobi form φ0,t ∈ Jnh0,t , t ∈ N, with integral Fourier coefficients needed
in Theorem 2.2.1 can be written as
φ0,t =
P (E4, E6,∆12, E4,1, E4,2, E4,3, E6,1, E6,2, E
′
6,3, φ0,1, φ0,2, φ0,3, φ0,4, φ−2,1)
∆N12
where P is a polynomial with integral coefficients and N ≥ 0.
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