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SUMMARY 
A. simple approximation for  the mean and standard deviation of the magnitude of a 
These methods are 
Compari- 
Results obtained by 
statist ical  velocity correction vector is derived. Approximate methods are presented for  
making probability statements about the velocity correction vector. 
shown to be adequate for  calculating the fuel budget for a velocity correction. 
sons are made with exact resu l t s  obtained by numerical integration. 
the root-sum-square method of determining a fuel budget are also compared with the 
exact numerically integrated results.  
The data presented indicate that the probability density function of the magnitude of 
a velocity correction vector can be fitted accurately with a Gamma distribution having an 
integer shape parameter ,  and thus probability statements about the magnitude can be 
made. 
sentative covariance matrices.  
The accuracy of the Gamma distribution fit is examined for a number of repre-  
INTRODUCTION 
Estimating the amount of fuel required for a midcourse velocity correction maneu- 
Overes- ve r  is a problem of considerable importance for many types of space missions. 
timation of the required fuel budget may result  in  overly large fuel systems and thereby 
reduce usable payload and mission utility. 
compromising mission reliability. 
Conversely, underestimation may resul t  i n  
In this paper an  approximation to the statist ical  magnitude of a velocity correction 
is obtained. It is assumed herein that velocity corrections are impulsive and can be 
represented by a trivariate,  normally distributed, random vector with zero  component 
means and with a specified covariance matrix. 
assumption may be inferred from the following observations: 
Justification of the normal-distribution 
(1) Injection-error sources  are usually distributed normally. 
(2) The nonstandard trajectories differ only slightly f rom the nominal; hence, l inear 
methods may be used for  e r r o r  propagation. 
(3) The velocity correction is usually the resul t  of a linear function of the s ta te  a t  
midcourse time. 
(4) Linear mapping of normally distributed variables resul ts  in  normal variables. 
The reader  at this point may a sk  why i t  is necessary to approximate at all. Why 
not write the equation for the variable of interest  (the magnitude of the velocity correction 
vector) and use  the standard methods of transforming random variables to obtain the 
probability density and cumulative distribution functions? 
tions are intractable and have only been solved symbolically for  the general  case  (ref. l). 
Several methods have been used to make probability statements about the magnitude 
Two of these, the Monte Carlo method (refs. 2 and 3) and 
A 
The answer is that the equa- 
of a velocity correction vector. 
numerical integration, can be made as accurate as desired i f  a computer is employed. 
third method is to use the distribution of the magnitude of a random variable that is nor- 
mally distributed with ze ro  mean and with a standard deviation which is the root-sum- 
square value of the three standard deviations for the three-dimensional distribution. 
This distribution, alternately known as Chi, half-normal, o r  generalized Rayleigh, is 
referred to herein as Rayleigh and is compared with the resul ts  of the present paper. 
SYMBOLS 
constant 
coefficients of polynomial , 
constant representing upper limit of integration 
expected value of ( ) 
base of natural  logarithm 
function of v:,v;,v~ 
normal density function of Vx,VY,Vz 
g(VG,V;,V$ 
h(/FI) Gamma density function 
normal density function of transformed variables 
i,J ,k,n integers 
2 
K(h) polynomial in h 
P( probability of ( ) 
r radius 
T 
v ~ , v ~ , v ~  components of V 
V~,V;,VL components of V' 
V:,V;,V; transformed variables 
t race of midcourse maneuver matrix 
- 
V midcourse maneuver vector (velocity to be gained) 
- I  
V midcourse maneuver vector before diagonalization of covariance matrix 
a, P parameters  in  Gamma density 
J3 ) Gamma function of ( ) 
8, cp polar coordinates 
h,X1 ,X2,h3 eigenvalues 
px,pLy,pz 
'ijk 
means of components of T 
ijkth moment of transformed variables about the origin 
standard deviation of 
( IT transpose of ( ) 
magnitude I I  
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ANALYSIS 
Calculation of the Moments of 
In the formulation of most fuel budget problems, one normally has  been given or 
has  calculated a velocity-to-be-gained covariance matrix of the form 
Ek'(.','3 = 
In order  to get the mean and variance of the magnitude of vl, i t is necessary to 
obtain the f i r s t  and second moments about the origin. Thus, the problem herein is to 
determine the moments about the origin of lvll. One can, without loss of generality 
(see app.), apply a similari ty transformation to equation (1) and work with the diago- 
nalized matrix E(vF)=l 0 ;] 
where the X ' s  a r e  eigenvalues of the matrix in equation 
tor  v can be written as 
The moments of are required. The vector 7 has 
distribution which can be written as 
g(v) = 
where 
-3/2 
(1). The magnitude of the vec- 
(vY-pY)2 
(3) 
a three-dimensional normal 
- 
+ (V" - P z) y 
A3 
(4) 
and where px, py,  and pz  a r e  the means of the components of v. 
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The most direct  way to find the nth moment of 171 is to multiply g(T) from 
- n  equation (4) by I VI and integrate from -m to 00 i n  all three variables. After 
finding the first and second moments about the origin, the standard deviation can be found 
from 
Unfortunately, the form of equation (3) prohibits the integration of the product of 
equations (3) and (4) i n  general, and recourse must be made to numerical integration (see 
ref. 1). 
- n  
The approach adopted here  is to expand IVl in a Taylor series about some 
point, multiply the resulting ser ies .by  g(v) f rom equation (4), and perform the t r iple  
integration. 
equivalent to finding the mixed moments of V,, Vy, and Vz about the origin. Since 
g(7) is symmetric about the origin, the most obvious expansion is about the point 
(Vx,Vy,Vz) = ( O , O , O ) .  However, the derivatives of I VI 
If the expansion were about some point other than the origin, the resulting Taylor series 
radius of convergence would stop at the origin and the expansion would not predict ac ross  
the origin. To avoid this problem, a transformation of .coordinates was  used which would 
F rom the form of a Taylor series, it is obvious that this procedure is 
- n  are not defined a t  the origin. 
preserve the statist ical  properties of (Vx + Vy + V, 2)n’2 but which would allow the inte- 
gration to take place within the series r\adius of convergence. 
tion was assumed: 
The following transforma- 
2)n’2 and the functions of interest  have = (V: + Vy + Vz 
The transformed density function would then be the sum of the densi- 
n/2 
Thus kg)2 + (“;)2 + 
not been changed. 
ties in the eight octants (see ref. 4 ,  p. 222). 
following equation can be written: 
For  the transformed density function, the 
5 
. 
After setting px = py = pz  = 0, 
(V$,V$,Vz 2 0) (8) 
The intention now is to make the Taylor series expansion about a point in  the domain of 
the new distribution. The analysis that follows requires  the calculation of the ijkth 
moment of the transformed variables. Let 
which can be written in  the form,  
dVg dV*y dV*, (10) 
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Then equation (10) can be integrated three t imes to yield 
Equation (11) represents  the product moments about the origin of the magnitudes of the 
components of v. Substituting various values of i, j ,  and k into equation (11) yields 
"010 = f? - "001 = E ]  - 
Now, E(lV1) can be found by the Taylor s e r i e s  expansion. The series expansion will be 
made about the point (/%,/%,/%) and the maximum percentage e r r o r  in mini - 
mized. 
of the components. 
This form is taken because when a = 2, the expansion would be about the means 
Expansion of equation (3) yields 
n 
where the subscripts on the f denote partial differentiation. By taking the expected 
value of ' 
obtain, after some manipulation, the second-order equation 
from equation (13) and substituting the partial  derivatives, it is possible to 
where T is the t race  of the matr ix  i n  equation (2) and where expressions from equa- 
tions (12) have been used for the moments. The second moment of 
can be evaluated without expanding in a Taylor series because 
about the origin 
which from equations (9) to (12) can be written as 
The variance can then be written as 
o r ,  to second order ,  as 
Higher order  approximations to equations (14) and (18) can be obtained a t  will with a cor- 
responding increase in  complexity. 
probability statements about Iv[, an approximation will be needed which will negate to a 
large extent the usefulness of a third-order fit to the moments. 
However, i n  the next section, in  an attempt to make 
Association of Probability Statements With I 
Given the mean and standard deviation of the magnitude of the velocity to be gained, 
it is of interest  to determine what probability of having enough velocity capability can be 
associated with the mean plus lo, the mean plus 20, and so forth. This problem is diffi- 
cuIt at best, because it requires  the integration of the density function of the magnitude of 
V beheen arb i t ra ry  l imits.  In fact, as stated previously, the density function has  only 
been written symbolically i n  reference 1. Probability statements can be made, however, 
- 
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i f  one is willing to accept an approximate f i t  to the density function with a Gamma distri- 
bution. The Gamma distribution is a logical choice because it is a standard distribution 
defined on the interval ( 0 , ~ )  as is 171. The Gamma distribution is characterized by the 
scale and shape parameters  which can be related to the mean and variance. 
A variable with a Gamma distribution has a density function which can be written as 
The Gamma density has a mean of p(a+ 1) 
p2(a + l)(a + 2). 
be calculated from equation (5) to be 
and a second moment about the origin of 
From the f i r s t  and second moments about the origin, the variance can 
The Gamma distribution can 
and 
be fitted to the f i r s t  and second moments. The f i t  is 
These two equations can be solved simultaneously to yield 
and 
Given equations (19), (22a), and (22b), probability statements can be made by 
Equation (23) must be integrated numerically unless a! is a positive integer, in which 
case it can be integrated successively by par t s  to yield (see ref. 4, p. 128) 
An attempt should be made to fit the distribution with the integer nearest  to the resulting 
cy and thereby simplify the calculations. 
NUMERICAL RESULTS AND DISCUSSION 
In order  to check the range of validity of the approximation included in  the analysis 
section, 17 covariance matr ices  were chosen to be representative of general  midcourse 
maneuver covariance matrices.  Each of the matr ices  was chosen such that the t race  
(XI + A2 + X3 was equal to 1 and the eigenvalues had various ratios. (See fig. 1.) 
to h l  + A2 + A 3  = 1. 
point on that plane. 
been sectioned, and section B is presented in  figure l(c). The 17 points are indicated in 
figure l(c) along with the corresponding eigenvalue ratios. Because of symmetry of the 
mathematical formulation, each point of section B is equivalent to a point on each of the 
remaining five sections. 
and standard deviation of the magnitude as the point (0.5,0,0.5) and the point (0,O. 5,O. 5). 
Investigating the resu l t s  for  these 17 cases  is equivalent to considering 76 points in  fig- 
ure  l(a), which should be more than adequate to represent  the plane. 
figure l (c)  corresponds to the three-dimensional cases  with two eigenvalues the same. 
The inclined line also corresponds to three-dimensional cases.  
responds to the two-dimensional cases.  
becomes greater  as i t  approaches the point (1,0,0) f rom the right. In the vertical  direc- 
tion the smallest  eigenvalue A3 becomes smaller  as it approaches the point ( l , l , O )  
from above. 
) 
In figure l(a) is presented a plane in  three-dimensional eigenvalue space equivalent 
Figure l(b) is a small  sketch indicating that the eigenvalue plane has  
Then, every choice of three eigenvalues (with T = 1) must be a 
For example, the point (0.5,0.5,0) would give the same mean 
The vertical  line in 
The horizontal line cor-  
Along this line the largest  eigenvalue X i  
For each of these 17 cases the mean and standard deviation were calculated €rom 
equations (14) and (18), respectively. I t  was not known, a pr ior i ,  which value of a in 
equations (14) and (18) would yield the most accurate values for the mean and standard 
deviation and therefore a was varied from 2 to 2.8  by increments of 0.1 and the per-  
centage absolute e r r o r  in the standard deviation plotted in  figure 2 as a function of a. 
f rom equation (4) by 
The approximate values were compared with exact values obtained by multiplying g 
' and performing the numerical integration. The actual 
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integration was performed by transforming to polar coordinates, integrating out the r 
coordinate analytically, and integrating from Oo to 360° in  @ and 6 numerically by a 
40-point Gauss integration technique. The integrated values were accurate to 12 places. 
The e r r o r  in  the mean was not plotted because it is directly related to the e r r o r  i n  
the standard deviation. 
best  fi t .  This value was chosen and will be used for the remainder of the present paper. 
The resul ts  of the approximations for  a = 2.7 for  each of the 17 cases are presented in  
table I. In the second, third, and fourth columns are shown the actual eigenvalues used 
for  each of the cases ,  and the corresponding rat ios  are given in  the fifth column. 
next three columns show the exact mean, the approximate mean, and the percent e r r o r  in  
mean. For  all cases  the percent e r r o r  in mean was 1.65 or  less. The e r r o r  for  case 5 
is zero  because the function considered in  the expansion was = lVxl = @ and the 
Taylor series had only one term.  In the next three columns the same information is 
shown for the standard deviation. The standard-deviation e r r o r s  are much larger  than 
the e r r o r s  in mean because the standard deviation is calculated from equation (18) as a 
function of the square of the mean. In no case,  however, was the e r r o r  found to be 
greater  than 4.52 percent; the accuracy is probably adequate for  fuel budget calculations. 
From figure 2 it can be seen that a value of a = 2.7 gives the 
The 
Next the Gamma function was fitted to the mean and the standard deviation for  the 
17 cases.  
to find p. As stated previously, i f  a! is a positive integer, equation (23) can be inte- 
grated by par ts  to obtain equation (24). 
herein, the nearest  integer was chosen for  a! and the corresponding p was calculated 
as plT]la! + 1. Figures 3(a), 3(b), 3(c), and 3(d) show a comparison of this approximate 
density function (eq. (19)) and the exact density function for  four eigenvalue ratios. 
Included in each figure is a plot of the right half of a normal density function with a mean 
of 0 and a standard deviation of 1. Also included is the Rayleigh density function as dis- 
cussed in the introduction. It is easily seen that for all these rat ios  except 1-0-0, the 
approximation fits better than the Rayleigh density. For  the 1-0-0 ratio,  the Rayleigh is 
exact. 
distribution function (eq. (23)), and therefore only four of the worst  density functions have 
been presented as a matter of interest .  
In figure 4 the magnitude of the velocity to be gained IVI, normalized to the square root 
of the t race,  has been plotted as a function of probability on probability paper. For  ref- 
erence the normal cumulative curve has  been included. Probability paper has  the char- 
acter is t ic  of making the cumulative normal distribution appear as a straight line. 
curvature, then, is a measure of the deviation from a normal curve. 
Equation (22a) was used to find the parameter a! and equation (22b) was used 
Therefore, in  the Gamma function f i t  investigated 
However, the important curve in t e rms  of probability statements is the cumulative 
The cumulative functions tell a much better story of the fi t  (see figs. 4(a) to 4(q)). 
The 
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It can be seen from figures 4(a) to 4(q) that the approximation is consistently better 
than the Rayleigh resul ts  (except perhaps where the Rayleigh curve crosses the exact 
curve). One other exception occurs  for  the eigenvalue rat io  1-0-0 (fig. 4(e)); as 
explained previously, the Rayleigh and exact resul ts  are equivalent for  this ratio. It has  
commonly been assumed that the Rayleigh assumption is conservative (see, for instance, 
ref. 2). Figure 4 shows that at lal/p = 3 the Rayleigh assumption is conservative 
(i.e., the real probability is higher than predicted) for  all ratios. However, for the lower 
values of Ivl/ff (less than 1.2), or  probability less than 75 percent, the Rayleigh 
assumption is not generally conservative. For this reason, care should be used in the 
application of the Rayleigh assumption. 
CONCLUDING REMARKS 
" A method for calculating the f i r s t  two moments of the distribution of the magnitude 
of a midcourse maneuver has  been presented. A Gamma distribution with an integer 
shape parameter has  been fitted to these two moments and the approximation resul ts  
compared with exact integrated results for  representative eigenvalue ratios. In addition, 
a comparison is made with resul ts  of the Rayleigh assumption commonly used. Approx- 
imations for  the mean, standard deviation, and cumulative distribution function are shown 
to be reasonable. 
probability greater  than 75 percent o r  normalized velocity-to-be-gained magnitude 
greater  than 1.2. 
The Rayleigh assumption is shown to be conservative for values of 
Langley Research Center, 
National Aeronautics and Space Administration, 
Langley Station, Hampton, Va., April 23, 1969, 
194-82-01-05-23. 
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APPENDIX 
USING THE RESULTS WITHOUT DIAGONALIZATION 
In the text the assumption was made that a matrix of the form 
E(7vT) = 
was to be given and the analysis could be performed on this matrix. However, i n  the 
more general case,  a matr ix  of the form 
EF'(.')q = 
will be available. 
The problem of finding hi, X2, and A3 in  t e r m s  of elements of the matrix in  
equation (A2) requires solution of a cubic. However, for  the second-order solutions 
(eqs. (14) and (18)), it is only necessary to know X 1  + X2 + X3 and + hlX3 + X2h3. 
If these two expressions are known, it would not be necessary to diagonalize the matrix 
in  equation (A2). In order  to find these two quantities, the characterist ic equation of the 
matrix in equation (A2) can be written as (see ref. 5) 
(A3 ) 3 2 K(X) = X + alX + a2h + a3  = 0 
and the characterist ic equation for the matrix in  equation (Al )  can be written as 
If the coefficients of like powers of X are equated, the resul t  is 
13 
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APPENDIX 
If the characterist ic equation is written for the matr ix  in  equation (A2), the following 
expressions are obtained for  al ,  a2, and a3: 
Combining equations (A5) and (A6) yields - 
X i  + X2 + A3 = E 
XlX2 + XlX3 + X2X3 = E 
J 
Thus, X i  + X2 + A3 and X 1 X 2  + XlX3 + X2X3 can be found in  any coordinate system 
without diagonalization. The resul ts  of the text can then be applied to any covariance 
matrix, diagonal o r  not. 
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TABLE I.- ACCURACY OF CALCULATION O F  THE MEANS AND STANDARD DEVIATIONS OF 
\VI FOR VARIOUS EIGENVALUE RATIOS 
Eigenvalues 
Of Exact 
h l  h2 x3 eigenvalues mean 
1 10.333 0.333 0.333 1-1-1 0.9213 
Case  
= 2.73 
p for integer 
nearest  to a! 
Percen t  Exact Approximate Percent  e r r o r  
Approximate e r r o r  standard standard in  standard Q! 
mean in  mean deviation deviation deviation 
0.9285 +0.78 0.3888 0.3712 I  -4.52 5.256 ,0.1484' 0.1547 
~~~ 
2 .250 .250 .500 1-1-2 .9158 .9204 +.49 .4016 .3910 -2.63 4.539 .1661 .1534 
3 .666 .166 
4 .866 .066 
.166 1-1-4 .8991 .8958 -.36 .437 .444 +l. 52 3.065 .2203 .2239 
.066 1-1-13 .8591 .8449 -1.65 .5118 .5349 +4.51 1.495 .3386 .4224 
hl 
(a) Plane in three-dimensional eigenvalue space. 
8 1-1-0 17 2-5-13 
9 2-9-9 11 
i 
I 
A n 
U -OB 
6 7 
(c) Section 8, with 17 points and corresponding eigenvalue ratios indicated. 
Figure 1.- Definition of eigenvalue ratios. 
(b )  Sectioning of  the plane 
\- --__ - . 
I Eigenvalue Ei g enva 1 u e ' 
, ratio ratio Case Case 
1 , 1-1-1 10 1-2-2 
2 1-1-2 11 443-333-224 
3 1-1-4 1 2  ' 57-27-16 
4 1-1-13 13 1-2-10 
5 1-0-0 14  52-41-7 
6 1-4-0 15  1-2-3 
1 7 1 7-13-0 16 1 1-3-5 
1 
I 
, 1 1 1 1 1  I -. I, I..., ..I.. 
20 
18 
16 
14 
1 2  
10 
8 
6 
4 
2 
0 
Figure 2.- Variat ion of percent e r ro r  in a for var ious eigenvalue ratios, w i th  the  
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CL 
W 
(a) Eigenvalue ratio of 1-1-13. 
Figure 3.- Comparison of approximate, normal, exact, and Rayleigh density functions. 
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(b) Eigenvalue rat io of 1-0-0. 
Figure 3.- Continued. 
(c) Eigenvalue ratio of 1-1-1. 
Figure 3.- Continued. 
(d) Eigenvalue rat io of 1-1-0. 
Figure 3.- Concluded. 
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(a) Eigenvalue ratio of 1-1-1. 
Figure 4.- Comparison of approximate, normal, exact, and Rayleigh cumulative distribution functions of /VI. a = 2.7. 
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(b) Eigenvalue rat io of 1-1-2. 
Figure 4.- Continued. 
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(c) Eigenvalue rat io of 1-1-4. 
Figure 4.- Continued. 
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(d) Eigenvalue ratio of 1-1-U. 
Figure 4.- Continued. 
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(e) Eigenvalue rat io of 1-0-0. 
Figure 4.- Continued. 
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If) Eigenvalue ratio of 1-4-0. 
Figure 4.- Continued. 
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Figure 4.- Continued. 
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(h) Eigenvalue rat io of 1-1-0. 
Figure 4.- Continued. 
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( i )  Eigenvalue ratio of 2-9-9. 
Figure 4.- Continued. 
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Cj) Eigenvalue ratio of 1-2-2. 
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