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Abstruct 
The famous problem of Borsuk, whether every bounded set in aB” can be covered by n+ 1 sets of 
smaller diameter, is still open for n > 4. We give an equivalent formulation of the problem. In the 
plane, the only sets which cannot be covered by two sets of smaller diameter are those whose 
completion is unique. We present a new characterization of planar sets with unique completion. 
1. Introduction 
By a Borsuk covering of a bounded set S in KY’ of diameter d(S) we mean a covering 
of S by a finite number of sets of diameter less than d(S). The Borsuk number ofa set S, 
denoted by b(S), is the smallest number of sets forming a Borsuk covering of S. The 
number 
b( R”)=sup{b(S): S bounded subset of R”} 
is called the Borsuk number of the space KY. One of the most exciting unsolved 
problems in discrete geometry is the famous Borsuk problem of whether b(W) = n + 1. 
The problem was verified only for R2 [S] and R3 [ll, 12, 141. In higher dimensions, 
Borsuk’s problem is still open, although some partial results have been obtained. For 
example, the best known estimates for b(W) are 
n+1<b(R”)<min{J(1/3)(n+2)3(2+&$-1, 2”-‘+l). 
The upper bound is a combination of the results of Danzer [8] and Lassak [16] (see 
also [lS]). Moreover, the Borsuk number of different classes of sets has been 
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examined. We refer the reader to [l, 3,4,9, 15, 181, where classes of sets having Borsuk 
number not greater than n+ 1 are given. From among those classes we mention here 
only the class D of sets with all the diametrical segments concurrent at one point. 
D. Kolodziejczyk [ 151 has shown that h(S) d n + 1 for each SED. This is an extension 
of an earlier result of Rissling (see [4]), who observed this for the class C of centrally 
symmetric sets. 
In this paper we first (Section 2) establish a refinement of the results of 
D. Kolodziejczyk and Rissling mentioned above. We show that among sets belonging 
to D the only one with Borsuk number II + 1 is a ball. The same situation holds in case 
of the class C. In Section 3 we consider the question of Borsuk covering in the plane. It 
is clear that any planar set has Borsuk number 2 or 3. Boltyanskii [2] has given 
a ‘rather surprising’ and ‘striking’ (see [7, pp. 62 and 791) characterization of planar 
sets with Borsuk number three in terms of the uniqueness of its completion to a set of 
constant width. We give a new characterization, now in terms of diametrical segments 
contained in the considered set. In Section 4 we estimate the Borsuk number of the 
Minkowski sum of sets. Using this estimate, we give an equivalent formulation of 
Borsuk’s problem. 
2. Borsuk covering for the class D 
By convex body we mean a compact convex set with nonempty interior. For a given 
convex body S we call a closed segment [p, q] a chord of S if p #q and 
pEbdry S, y Ebdry S. A segment [p, q] of S is said to be diametrical if its length is equal 
to d(S). We denote by D the class of convex sets with all diametrical segments 
concurrent at one point. Note that the class C of centrally symmetric convex sets 
belongs to D. 
D. Kolodziejczyk has shown that if SED then b(S) <n + 1. Unfortunately, in the 
proof of this theorem there seems to be a gap. Indeed, in higher dimensions it can 
happen that P (the common point of diametrical segments) belongs to the bdry S but 
is not an endpoint of all the diametrical segments in S. For example, in (w3 consider the 
cone C; the convex hull of the unit circle in the xOy plane and the point (O,O, 1). Of 
course, C has the property that all diametrical segments are concurrent at one point 
P (the origin), but P is neither an endpoint of the diametrical segments nor an interior 
point of C. To complete the proof given in [15], we use induction on m - the 
dimension of the sets. For m = 2 the proof is the same as in [15]. Suppose the theorem 
is true for every set in D with dimension less than or equal to m, m>2, and consider 
a convex set S from D of dimension m + 1 <n. If P belongs to int S or is an endpoint of 
all diametrical segments, we can use the same argument as in [ 151. Now consider the 
case when P is a boundary point but not an endpoint of all diametrical segments. 
Without loss of generality, we can suppose that P lies at the origin. Let S- c S be the 
convex hull of all diametrical segments in S. Then S” belongs to D and d(S-)=d(S). 
The set S- is contained in [Wk, k <m + 1 _i n, so by the induction hypothesis there are 
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sets B,, . . . , &+I forming a Borsuk covering for S” in Rk. It is obvious that the sets 
(Bi x R”-k)nS, i= 1, . . . . k+ 1, where R”-k is the complementary to Rk space in R”, 
form a Borsuk covering for S and, therefore, b(S)< k+ 1 <m+ 1 dn. This completes 
the proof. 
Note that the above considerations clearly imply the following two remarks. 
Remark 1. If SED and the common point P of all diametrical segments of S belongs 
to the boundary of S, then b(S),<n. 
Remark 2. For each natural number m, 2dm bn+ 1, there exists a set F, in D such 
that b(F,,,)= m. 
Before formulating our result, we recall some definitions of concepts playing an 
important part in our paper. For LIES”- 1 (the unit sphere) the width of a convex body 
K in the direction u, denoted by w(K,u), is defined as the distance between the two 
supporting hyperplanes of K orthogonal to u. The convex body K is said to be of 
constant width if w(K,u)=d(K) for all UES”-‘. Every convex body S of diameter d(S) 
is contained in a convex body S* of constant width d(S) (see [7]). Such a set S* is 
called a completion of S. We refer the reader to the excellent survey by Chakerian and 
Groemer [7] for information about sets of constant width. 
Lemma 2.1. Let S be a convex body in D and let P be the common point of all 
diametrical segments of S. If PEint S then either S is a ball, or there exists a chord 
passing through P whose length is less than d(S). 
Proof. Take a convex body S from D with the common point P of diametrical 
segments in int S. If there exists a segment passing through P with length less than d(S) 
then there is nothing to prove. So we can assume that each segment passing through 
P is diametrical, which, in turn, means that S is a convex body of constant width d(S). 
We will show that S is a ball. 
Let 71 be a two-dimensional plane passing through P. For each such plane 7c the set 
S’ = S n rc is a planar body of constant width d(S). Showing that S’ is a circle centered 
at P, we will establish the fact that S is a ball. 
Since S’ is a planar body of constant width, the incircle Ki and the circumcircle 
K, of S’ are concentric (see [lo]). Let Q be their common center. First we show that 
P= Q. Take points A from the set K, nS’ and B from KinS’, A #I?. Let t, be the 
tangent line to K, at A and let tB be the tangent line to Ki at B. Both tA and tB are 
supporting lines to S’ in points A and B, respectively. Denote by eA and es the 
supporting lines of S’ parallel to tA and tB, respectively, at distance d(S) from them. 
The pair tA, eA determines a diametrical segment cA which is perpendicular at both its 
endpoints to the supporting lines tA and eA. This implies that QEC~. Since cA is 
diametrical, it also contains P. A similar situation holds for the diametrical segment 
cB between tB and eB which also contains P and Q. However, this is possible only 
when P=Q. 
Now we will show that Ki = S’= K,. Suppose on the contrary that Ki #K,. Denote 
by E the point of S’n K, nearest to B (clockwise), and let y be defined as min { 4 BPE, 
45”). Furthermore, let ti be a line such that the angle between it and BP is 7 (see 
Fig. 1). 
Take a circle K with center at P and radius r = ri - d/2, where d is the distance (along 
tr) from Ki to S’. Obviously, K c Ki c int S’. Now we translate K in the direction of 
ti as long as it touches S’ in a point, say M. Let K, denote the image of K after such 
a translation. Clearly, M belongs to the arc BF, where F= ti nS’. Of course, M # B. 
Also M # F, otherwise ~ as is easy to check - the image of the point N (the 
intersection of BP and K) would lie at distance d from N, which is greater than the 
distance (in the direction of tr ) from N to ta, which is impossible. Consider the tangent 
tM to K,,,, at M. Obviously, t,,,, is a supporting line to S’ at M. This means that 
a diametrical chord of S’ emanating from M and passing through P must also pass 
through the center P’ of K,,,. But this is impossible because P’# P and M # F. So the 
assumption that Ki #Kc leads to a contradiction. Thus, Ki = S’ = K, and, in conse- 
quence, S is a ball. This completes the proof of the lemma. n 
In the proof of our next theorem we will also use the following result which is 
a special case of Theorem 2 from [ 1.51. 
Theorem 2.2. Let S he II convex body in R”. jf‘there exists a line t such that the interior 
cfeach diametrical segment ofS intersects t ut exactly one point, then h(S)<n. 
Now we are in a position to give the main result of this section. Note that it is 
another characterization of a ball, now in terms of the Borsuk number. 
Theorem 2.3. [f’ SED, then S is an n-dimensional hull $ and only (f h(S) = n + I. 
Proof. Necessity is obvious since it is well known that each n-dimensional ball has 
Borsuk number n+ 1. 
Now we prove sufficiency. Let S be a set belonging to D with h(S)=n + 1. We will 
show that S is a ball. Let P be the common point of all diametrical segments. The 
point P must belong to int S since otherwise (by Remark 1) we would have h(S),<n, 
which is a contradiction of the fact that h(S)=n+ 1. Hence, PEint S. If S were not 
a ball, there would exist (by Lemma 2.1) a segment u passing through P with length 
less than d(S). Then, in turn, we would have (by virtue of Theorem 2.2) b(S) < n, which 
is impossible. So S is a ball and the proof is complete. 0 
The following corollary is an obvious consequence of Theorem 2.3 and the above- 
mentioned result of D. Kolodziejczyk. Note that a similar situation holds in the class 
C of centrally symmetric sets. 
Corollary 2.4. Jf SED and S is not a hall, then h(S)dn. 
3. Borsuk covering in the plane 
Let us start by recalling the following two facts: first, any planar set S has Borsuk 
number 2 or 3, and second, the completion of S need not be unique. Boltyanskii [2] 
has found a bridge between these two facts in the following very nice and elegant 
characterization: 
A planar convex body S has Borsuk number 2 if and only fit does not have 
a unique completion. 
By giving this characterization Boltyanskii has completely solved the Borsuk covering 
problem in the plane. However, looking at a set S it is rather difficult to say at once 
whether or not it has unique completion, and this is why we return to Borsuk 
coverings in the plane. In this section we give a new characterization of sets having 
Borsuk number 2. Our characterization is formulated in terms of diametrical 
segments. 
Theorem 3.1. A planar convex body S has Borsuk number 2 if’ and only {f there exists 
a nondiametrical chord u such that the relative interior qf every diametrical segment in 
S intersects u. 
Proof. Necessity is obvious. (Note that it is also a simple consequence of Theorem 2.2.) 
To prove sufficiency take a planar convex body S having Borsuk number 2. Let Sr and 
SZ form a Borsuk covering of S. Since the operations conv and cl do not increase the 
diameter we can assume that both Sr and S, are planar convex bodies. 
Now consider the family 
F={(A, B): A, B are convex bodies, SC AuB, d(A)td(S) and d(B)<d(S)j. 
Of course F#@, since (S~,S,)EF. Moreover, F is partially ordered by the relation 
(A’,B’)<(A,B) o A’c A and B’c B. 
Let T={(A,,B,): iEli be a chain of elements from F. We will show that T has 
a minimum element and that the minimum element of T is in F. Indeed, let 
A-= n :Ai: iEl) and B-= n (Bi: iEl} 
The sets A- and B- are convex and compact. Also d(A-) <d(S) and d(B-)<d(S). 
Now we show that A- and B- cover S. Suppose on the contrary that they do not. It 
means that there exists a point x in S which belongs neither to A- nor to B-. So there 
are i, and j, such that .X$Ai, and x4Bj,. NOW take k =max (i,, je}. Since A, c Ai, and 
Bk c Bj,, x$Ak and x$Bk and therefore x$A~LJ&. But this is a contradiction, since 
the pair (Ak,Bk) belongs to T and therefore forms a covering of S. Hence, for each 
chain T in F its minimum element exists and is in F. Thus, by Zorn’s lemma, there 
exists a minimum element of F. Denote it by (A,, B,). Then clearly (A,,B,) forms 
a Borsuk covering of S. By the minimality of (A,, B,) and convexity of both A, and 
B, it follows that the intersection A, n B, consists only of a segment, say u, the length 
of which is of course less than d(S). Now take an arbitrary diametrical segment u in S. 
Clearly, 0 must intersect u in one of its interior points. This completes the proof. 0 
As a consequence of Boltyanskii’s result and Theorem 3.1 we get the following 
characterization of planar convex bodies with unique completion. 
Corollary 3.2. A plunur convex body S has a unique completion fund only ij.,for each 
nondiametrical chord u in S there exists a diametrical segment v such that u n relint v = 8. 
4. The Borsuk number for the Minkowski sum of sets 
For subsets K and M of R” we define the (Minkowski) sum of K and M by 
K + M =(x+y: XEK, ycM f. In this section we give an estimate for the Borsuk 
number of the Minkowski sum of sets and we formulate Borsuk’s problem in an 
alternative way. 
Lemma 4.1. Ij’ K c IF!” is a set of’ constant width and M c R” is convex, then 
d(K + M)=d(K)+d(M). 
We omit the obvious proof. 
Theorem 4.2. If‘K c R” is a set of constant width and M c R” is u convex set, then 
h(K+M)<minjb(K),h(M)). (4.2) 
Proof. Suppose that min{b(K), b(M)} = b(K)=t. This means that there are sets 
K 1 ,..., K, such that d(Ki)<d(K) for i=l, . . . . t, and the union u {Ki: i=l,..., t} 
covers K. Consider the sets KF + M, i = 1, . . . , t, where KF denotes a completion of Ki. 
Obviously, they form a covering of K + M. It is easy to check that they form a Borsuk 
covering as well. Indeed, by Lemma 4.1 we have 
d(K:+M)=d(K:)+d(M)<d(K)+d(M)=d(K+M). 
This means that d(KT+ M)<d(K + M) and shows that the sets KF+ M form a 
Borsuk covering. So b(K + M) d t. 
Now suppose that min{b(K), b(M)}=b(M)=s. In this case there are sets 
M,,M,, . . . . M, forming a Borsuk covering of M. Without loss of generality, we can 
suppose that they are convex. In a similar way it can be shown that the sets K + Mi, 
i=l,2, ,..) s, form a Borsuk’s covering of K + M. This shows that b(K + M) 6s and 
completes the proof of the theorem. 0 
It would be interesting to determine the cases when we have equality in (4.2). In 
particular, it would be interesting to solve the problem in the case when K and M are 
both convex bodies of constant width, or at least in the case when K is a body of 
constant width and M =- K. Note that the last case would lead to a complete proof of 
Borsuk’s problem, as we will now show. We will need the following facts. 
Fact 1 (see [7]). If K is a convex body of constant width, then K +(- K) is a ball. 
Fact 2 (Lenz [17]). Any convex body S of constant width in R” has Borsuk number 
b(S)>n+ 1. 
Fact 3. If S is a convex body in R”, then,for any completion S* of S we have b(S) < b(S*). 
It would be interesting to characterize sets in R” for which b(S)= b(S*). From 
Section 3 it follows that the answer to this question is simple in the case of planar sets 
where the equality holds only for sets having unique completion. However, a similar 
characterization does not hold in higher dimensions (even in R3), as the example of 
a regular tetrahedron A shows. In this case b(A)= b(A*), but A has no unique 
completion (see [19, p. 811). 
Now we are ready to formulate the main result of this section. 
Theorem 4.3. The following two ussertions are equivalent: 
(i) b(tR”)=n+ 1. 
(ii) For all convex bodies K and M of constant width in R”, we have 
b(K + M)=min{b(K), b(M)} 
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Proof. (i) + (ii). Let K and M be convex bodies of constant width. It is well known 
that the Minkowski sum of sets of constant width is again a convex body of constant 
width. Now, by (i) and Fact 2 we have that h(K)=h(M)=h(K + M)=n+ 1 and (ii) is 
true. 
(ii) -+ (i). Take any convex body S. Let S* be a completion of 
i- s: .uES*J. It is obvious that h(S*)=h(-S*). Now using this, Fact 1 
fl+l=h(S*+(-S*))=min(h(S*),h(-S*))=h(S*). 
S and -S*= 
and (ii), we get 
Hence, b(S*)=n+ 1. By virtue of Fact 3, we have h(S)<n+ 1 and the proof is 
complete. U 
We would like to end the paper by some comments on the inequality (4.2). First, 
taking two balls we see that equality in (4.2) is possible. So it remains to show that 
sharp inequality is also possible in (4.2) and that the assumption of constant width for 
at least one of the sets is essential in Theorem 4.3. 
We will need some observations. 
Lemma 4.4. [f a planar set S contains an equilateral triangle with side d(S), then 
h(S)=3. 
If T is an equilateral triangle then by the star of T, denoted by st T, we mean the set 
of the three outer normals to the sides of T, each with length d(S) (see Fig. 2). The 
angle between two equilateral triangles T, and T2 with the same centroid is defined as 
(see Fig. 3) 
4(T,,T,)=min(4(u,,u,): tllEst TI, U2Est T2). 
Note that the angle between equilateral triangles always satisfies the following 
inequalities: 
0-G &(T,,T,)<60’. 
We have the following lemma, the lengthy but straightforward proof of which we 
omit. 
Fig. 2. An equilateral triangle and Its star. 
a=+ (T,,T,) 
a d-.. 0 a a st T, 
st T, 
Fig. 3. The angle between two equilateral triangles. 
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Lemma 4.5. If Tl and T, are equilateral triangles, then 
h(T,+T,)= 
3 if 
2 if 
T,),<30”, 
, T,)<60”. 
Take an equilateral triangle OCD and a Reuleaux triangle OAB (of course, both 
have Borsuk number 3) with the angle between OCD and the equilateral triangle OAB 
greater than 30” (see Fig. 4). By Lemma 4.5, we have that the Borsuk number of the 
hexagon OCFGJB is 2. Since the diametrical segments (OH, JE, FK) in the sum of 
OCD and Reuleaux triangle OAB intersect each other in their relatively interior 
points, it is easy to check that the sum also has Borsuk number 2. This shows that 
sharp inequality is also possible in (4.2). 
Now consider equilateral triangles ADS, DTR, TPJ, JNB (see Fig. 5) with points 
A,D, T, J, B on the boundary of Reuleaux triangle ABC. Let 1 ADI=IJBI and 
lDTl= 1 TJ( and let the angle between ADS and TPJ (and therefore also between DTR 
and JBN) be greater than 30”. It is easy to check that in such case ADS+ TJP is the 
hexagon ADEFGH (strictly speaking a translation of it) which, by Lemma 4.5, has 
Borsuk number 2. Similarly, the hexagon EJBMLK has Borsuk number 2. However 
their sum, being a translation of the 12-gon inscribed in Reuleaux triangle ABC has, 
by Lemma 4.4, Borsuk number 3. This shows that the assumption that at least one of 
the sets in Theorem 4.2 must be of constant width is essential. 
Fig. 4. Fig. 5 
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