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Abstract 
 
 
Many high-accuracy regional GPS continuously operating reference stations (CORS) 
networks have been established globally. These networks are used to facilitate better 
positioning services, such as high accuracy real-time positioning. GPSnet is the first 
state-wide and the most advanced CORS network in Australia. It started in the early 
1990s for the state of Victoria. In order to maximize the benefits of the expensive CORS 
geospatial infrastructure, the state of Victoria in collaboration with three universities 
(RMIT University, the University of NSW and the University of Melbourne) embarked 
on research into regional atmospheric error modelling for Network-based RTK (NRTK) 
via an Australian Research Council project in early 2005. 
 
The core of the NRTK technique is the modelling of the spatially-correlated errors 
including both atmospheric and satellite orbital errors so that the predicted corrections 
for the rover’s location can be determined. The accuracy of the regional error model is a 
determining factor for the performance of NRTK positioning.  
 
In this research, a number of typical atmospheric error models are examined and 
comprehensively analysed. Among those models investigated, the following three types 
of models are tested.  These are 
• the Linear Interpolation Method (LIM);  
• the Distance-Based interpolation method (DIM); and  
• the Low-order surface model (LSM). 
 
The accuracy of the above three error models is evaluated using three different 
observation sessions and a variety of network configurations of GPSnet. The best and 
worst performance models for regional Victoria are investigated for NRTK positioning. 
Results show that the LIM and DIM can be used to significantly reduce the double-
differenced (DD) residuals (up to 60% improvement), and the LIM is slightly better 
than the DIM (most at mm level). However the DD residuals with the LSM corrections 
are, in some cases, not only much worse than that of the LIM and DIM but also even 
must greater/worse than the DD residuals without any corrections applied at all. This 
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indicates that there are no advantages by using the LSM for the error modelling for 
NRTK in GPSnet, even though it is the most commonly used method by researchers. 
 
The performance difference of the 2D LIM for different GPSnet configurations is also 
tested and analysed. Results show that in most cases, the performance difference mainly 
caused by the number of reference stations used is not significant. This implies that 
more redundant reference stations may not contribute much to the accuracy 
improvement of the LIM. However, it may mitigate the station specific errors (if any). 
 
The magnitude of the temporal variations of both the tropospheric and ionospheric 
effects in GPSnet observations is also investigated. Test results suggest that the 
frequency of generating and transmitting the tropospheric corrections should not be 
significantly different from that for the ionospehric corrections. Thus 1Hz frequency 
(i.e. once every second) is recommended for the generation and transmission for both 
types of the atmospheric corrections for NRTK in GPSnet. 
 
The algorithms of the NRTK software package used are examined and extensive 
analyses are conducted. The performance and limitation of the NRTK system in terms 
of network ambiguity resolution are assessed. The methodology for generating virtual 
reference station (VRS) observations in the system is presented. The validation of the 
algorithms for the generated VRS observations is undertaken.  
 
It is expected that this research is significant for both the selection of regional error 
models and the implementation of the NRTK technique in GPSnet or in the Victorian 
region. 
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Chapter 1 Introduction 
 
1.1  Background  
 
The NAVSTAR Global Positioning System (GPS) (NAVigation Satellite with Timing 
and Ranging Global Positioning System) is a satellite-based positioning system 
designed, developed, maintained and operated by the United States (US) Department of 
Defense (DoD). Over the years, GPS has evolved into a significant geospatial 
infrastructure for civilian navigation and positioning although it was initially designed 
for military uses. Nowadays GPS has a wide range of applications in all areas where 
positioning is required, and not just for low accuracy positioning (i.e. several metres to 
tens of metres accuracy). However there are still great challenges to users of GPS 
techniques for real-time high-accuracy reliable ubiquitous positioning, e.g. decimetre to 
millimetre level accuracy of positioning, and navigation usages such as mining, precise 
farming, aircraft landing, geodetic surveying, and real-time kinematic (RTK) 
positioning. The demand for high accuracy positioning especially for real-time 
positioning has become a key GPS research area. Thus multiple reference station 
network approach for high accuracy real-time positioning is the main topic of this 
thesis. 
 
Multiple reference stations can be used to support many applications such as local 
geodetic reference networks, deformation monitoring, precise orbit determination, and 
real-time and post-processing kinematic surveying etc. One of the most promising 
applications of multiple reference station networks is to support Network-based RTK 
(NRTK) services. The concept of the NRTK is to use data from multiple reference 
stations to model the spatially correlated errors (i.e. the atmospheric error and orbit 
error) for the network area. Then the rover receivers within the network area can obtain 
the predicted differential errors/corrections based on the error model. Using these 
corrections, the spatially correlated errors in the rover’s observations can be 
significantly reduced. This can improve the performance of ambiguity resolution and 
the accuracy of the positioning for the rover.  Using the NRTK has several advantages. 
The main advantage is that the distance between the rover and the reference station 
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allowed can be much longer than that of the traditional RTK method (e.g. from tens of 
kilometres to over one hundred kilometers) and the positioning accuracy is not 
degraded. Thus, this technique is more effective than the traditional RTK technique. 
 
A NRTK system consists of both hardware and software components. The hardware 
consists of three key components: 1) a GPS receiver at each of the reference stations, 2) 
the central server system, and 3) the communication links between the central server 
and each of the reference stations, as well as to each of the rovers. The hardware is 
responsible for the data collection and transmission. The software is necessary for the 
implementation of all of the algorithms that are required for calculating the network 
ambiguity, error modelling for the network coverage area and error correction 
estimation for the rover. If the receivers at all the reference stations work normally and 
the data communication has no severe problems, such as the transmission failure and 
significant transmission delay, the accuracy of the NRTK is mainly dependent upon the 
measurement quality and algorithms used in the software.  
 
The algorithms involved in NRTK systems include 
• network ambiguity resolution (AR), and  
• regional error modelling and correction estimation for rovers.  
The network AR must be performed first and then the ambiguity must be fixed to its 
correct value. This is the prerequisite for the error modelling in the next step. Reliable 
network ARs in real-time for long baselines have been a challenging task and they are 
often problematic. Thus the network AR is one of the main limiting factors for the 
performance of a NRTK system for networks with long baselines. This is also the 
reason why independent, post-processing, dedicated GPS processing software packages 
(e.g. the Bernese and GAMIT) are used to conduct research on the error modelling for 
long baseline NRTK. With a long period of observations, e.g. several hours to tens of 
hours’ data, it is possible for the network ambiguity to be resolved more accurately and 
reliably than a NRTK system. This is because an integrated NRTK system usually 
adopts the on-the-fly (OTF) technique for the network AR and it uses much fewer 
observations, e.g. the first few minutes’ data for the initialisation of the system.  
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After the network ambiguity is correctly resolved, the next step of the NRTK is the 
regional error modelling (and error interpolation for the rover’s location, depending on 
the method of the system implementation). The accuracy of the regional error model is 
the key factor for the performance of the NRTK. 
 
There have been several multiple reference station approaches/methods (i.e. regional 
error models) developed for NRTK in the past years. These regional error models have 
different characteristics. Theoretically, it is very difficult to justify which model should 
be used since each of these models are merely different forms of approximation for the 
true spatial distribution of the error modelled. In addition, the error models may perform 
differently in different reference networks, e.g. a particular model that works well in one 
network does not necessarily perform well in another network. On the other hand, other 
error models may perform similarly in one network but may perform differently for 
other networks since they may have different error characteristics. However, very 
limited research on the performance comparison for the commonly used error models 
has been conducted so far. Dai (2002) tested five error models using two reference 
networks. He concluded that all five error models performed similarly in the two GPS 
networks used in his tests. However, it is unclear whether his conclusions are applicable 
to other reference networks, or whether they may hold true only in some conditions, 
because:  
• atmospheric spatial patterns and correlation scales may vary in different 
regions, 
• various reference networks may have different magnitudes of multipath effects, 
• multipath effects may vary in different observing sessions even in the same 
reference network, and 
• multipath effects may affect the performance of different error models in 
varying magnitudes because each model deals with the station specific error in a 
different way.  
These imply that, to further assess the performance of these error models in a region, 
many tests based on several datasets from the reference network of interest are 
necessary. This suggests that it is vital to assess the performance of different error 
models using GPSnet and investigate optimal models in Victoria NRTK.  
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1.2 Project and Motivation  
  
This research was sponsored by the Australia Research Council (ARC). The motivation 
for this research is to enhance the utility of the GPS continuously operating reference 
stations (CORS) network in the state of Victoria, Australia. The aims of this project are 
to improve the atmospheric error models for enhancing the NRTK performance. This 
can result in an effective usage of the current regional CORS infrastructure, i.e. real-
time centimetre level accuracy of positioning can be maintained, without establishing 
more reference stations, or the least number of reference stations is needed to add to the 
current CORS network. Consequently, the full (economical) benefits of the current 
CORS network can be exploited (Zhang et al., 2006).  
 
In 1994, GPSnet as a regional CORS network in the state of Victoria was first deployed 
by the Department of Sustainability and Environment (DSE), Victoria. The CORS 
network was the first state-wide reference network in Australia and it covers the rural 
and metropolitan areas of Victoria with the baseline lengths from 20 km up to 200 km. 
The purpose of establishing such a network was to support geodesy, surveying, 
mapping and high-end navigation in Victoria. Based on the GPSnet infrastructure, two 
GPS services called the VICpos and the MELBpos were derived. VICpos provides high 
quality real-time differential GPS (DGPS) data state wide at sub-metre accuracy as well 
as single base Real-Time Kinematic (RTK) at cm-level accuracy. MELBpos is a high 
accuracy service currently under development to deliver cm-level accuracy over 
metropolitan Melbourne. The closest reference stations of GPSnet are of the order of 
several tens of kilometres apart and the RTK service is only provided by a few of the 
selected reference stations. As a result, there remain large areas of Victoria where 
single-station RTK service is not available. In order to solve this problem, the network 
RTK (NRTK) technique could be adopted. 
 
As discussed in Section §1.1, in terms of algorithms used in NRTK systems, the 
accuracy of real-time regional error models is the critical factor that affects the 
performance of a NRTK system. Regional error models are used for modelling the 
spatially correlated errors for a specific region. The spatially correlated errors include 
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the atmospheric error (i.e. the tropospheric as well as ionospheric errors) and the orbital 
error. If the IGS (International GNSS Service) precise orbit is used, the error to be 
modelled mainly contains the atmospheric error since the residual double differenced 
orbital error (i.e. a few milimetres for baseline length of hundreds of kilometres) is 
negligible. Thus the error models can be considered to be the same as the atmospheric 
error models in this case. In this research, the IGS precise orbits are used, hence the 
error modelling actually means the atmospheric error modelling. 
 
The main objectives of this research are to: 1) investigate the atmospheric error’s 
magnitudes and variations in GPSnet, 2) examine various existing regional error models 
for the NRTK, 3) assess the accuracy of the various regional error models in GPSnet, 4) 
compare the performance difference of various error models in GPSnet and thus identify 
the optimal models that can offer the best NRTK accuracy.  
 
1.3 Contributions of This Research  
 
In this research, various regional error models for the NRTK have been investigated and 
analysed. The spatial-temporal variations of the tropospheric error and the ionospheric 
error in GPSnet measurements have been assessed. The performance of various regional 
error models for NRTK in GPSnet has been tested and evaluated. The major 
contributions of this research can be summarised as follows: 
• the magnitude and the temporal variations of the DD tropospheric error and the 
DD ionospheric error in GPSnet are evaluated. The relationship between a data 
latency of the correction data for the tropospheric error and the error caused by 
the data latency are also evaluated for GPSnet. 
• the algorithms involved in the NRTK system used have been examined. This 
includes the methodology for the network ambiguity resolution and for the 
regional error modeling. Various performance tests for both the network 
ambiguity and the accuracy of the error estimation have also been conducted 
using the GPSnet data for a number of test cases. 
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• all of the existing regional error models for NRTK are examined and the 
characteristics of each of these error models for the real-time implementation are 
analysed and compared. 
• the performance of each of the selected regional error models including the 
Linear Interpolation Model (LIM), the Distance-based Interpolation Method 
(DIM) and the Low Surface Model (LSM) for NRTK in GPSnet is assessed. The 
performance assessment is based on test cases derived from several different 
sessions of GPSnet observations in combination of various different network 
configurations.  
• the performance differences among the three selected error models in GPSnet 
are also evaluated and analysed. The model that has the best and worse 
performance is identified for GPSnet.  
• the VRS observations generated from the system are analysed and validated.  
• the network ambiguity resolution of the software is assessed, and its 
performance and limitation are also analysed.  
 
1.4 Thesis Outline  
 
This thesis consists of eight chapters, they are summarised as follows: 
 
Chapter 1 presents background information of NRTK, the research motivation and 
objectives, and major contributions of this research. 
 
Chapter 2 provides GPS fundamentals including GPS system, GPS positioning, GPS 
applications, GPS measurements, error sources of GPS measurements, mitigation of 
GPS measurement errors, and multiple reference station network RTK techniques and 
implementation methods. 
 
Chapter 3 explains the phenomena, structure, composition, variation of the ionosphere 
and the troposphere, and the effects of the ionospheric and tropospheric errors on GPS 
measurements. It also introduces the methodology of estimating the ionospheric TEC 
(Total Electron Content) values from GPS observables, and various error models for 
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modelling the tropospheric error and the ionospheric error for different GPS 
applications.  
 
Chapter 4 examines the algorithms of the NRTK system used in this research and all the 
regional error models developed for multiple reference station network approaches. The 
algorithms include the on-the-fly network ambiguity resolution methodology used in 
this research and all the existing regional error models for NRTK developed so far.  An 
analysis on the characteristics of all of the regional error models for NRTK is also 
undertaken. 
 
Chapter 5 presents the NRTK implementation methods used in this research and in 
other NRTK systems. This includes the methodology for generating the VRS 
observations used in this project and its validation. The data flow, the data transmission 
technology and data format used in the NRTK system are also examined. 
 
Chapter 6 presents the test results for magnitudes and the temporal variations of the DD 
tropospheric and ionospheric errors in GPSnet, for the implementation aspects of NRTK 
in GPSnet. Test results for the performance difference of the Linear Interpolation Model 
(LIM) with different network configurations are also presented. 
 
Chapter 7 presents test results for the performance of three different error models in 
GPSnet. The tests use the GPS data from three different observation sessions, and also 
for various different network configurations. The performance evaluation for each of the 
three models and for performance comparisons of the three error models are also 
conducted and analysed based on the numerical comparisons of the test results. 
 
Chapter 8 summarises major conclusions and makes some recommendations for future 
research. 
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Chapter 2 GPS and Network-based RTK 
 
2.1 GPS Systems 
 
The Global Positioning System (GPS) was designed, deployed, and operated by the 
Department of Defence (DoD) primarily for the U.S. military to provide precise 
estimates of position, velocity and time. However, since its inception in the early 1970s, 
GPS has become a common civilian tool for a widespread base of applications focusing 
on, but not limited to, positioning and navigation.  
 
The GPS consists of three segments: the Space Segment, the Control Segment and the 
User Segment (Misra et al., 2001). The Space Segment has a constellation of 24 
satellites (21 +3 spares) deployed in nearly circular orbits with a radius of 26,560 km. 
GPS satellites operate in six orbital planes with each plane equally spaced about the 
equator and inclined at 55 degrees. The Space Segment provides a global coverage with, 
typically, between four to eight simultaneously visible satellites above a 15-degree 
elevation at any time of day. The Control Segment consists of a master control station 
and five monitoring stations located across the globe, and three ground antenna upload 
stations. All the ground facilities for the Control Segment are required for the task of 
satellite tracking. The main function of the Control Segment includes: monitoring 
satellite orbits, maintaining satellite health, maintaining GPS time, predicting satellite 
ephemerides and clock parameters, and updating satellite navigation messages. The 
User Segment includes the entire spectrum of the applications equipment, 
augmentations and computational techniques that provide the users with PVT results 
(Hofmann-Wellenhof et al., 1997; Misra et al., 2001). 
 
Two GPS carrier signals are continuously transmitted on two radio frequencies in the L-
band referred to as L1 and L2. The frequencies of L1 and L2 are 1575.42MHz and 
1227.60MHz respectively (Kaplan, 1996). Each signal consists of three components: 
carrier, ranging code, and navigation data. Modulated on the L1 carrier wave are two 
pseudo-random noise (PRN) ranging codes called C/A code and P-code. The chipping 
rates of these two signals are 1.023MHz for C/A code and 10.23 MHz for P-Code, 
corresponding to the wavelengths of 300 metres and 30 metres, respectively. Both the 
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C/A code and the P-code are used for the determination of the time and position but 
with different accuracies. The C/A code is unrestricted for civil users with single point 
positioning accuracy of about 30 metres (2 dRMS) while the P-code is for DoD-
authourised users only with the single point positioning accuracy of about 10 metres (2 
dRMS). Apart from the C/A code and the P-code, the navigation message consists 
mainly of the ephemeris data describing the predicted position of the satellite. The 
predicted satellite clock correction terms are also modulated on the L1 carrier. The L2 
carrier is modulated by the P-code and the navigation message, but no C/A code. The 
C/A code is used by the Standard Positioning Service (SPS) while the P-code is used by 
the Precise Positioning Service (PPS). The P-code is encrypted to Y-code under the 
Anti-Spoofing (AS) policy. It is difficult for civilian receivers to decode Y-code, 
therefore the Y-code pseudo-range and L2 carrier phase measurements are difficult to 
be obtained. 
 
2.2 GPS Positioning and Applications 
 
2.2.1 Point Positioning  
GPS point positioning is also known as absolute positioning. It uses a single GPS 
receiver to get the user’s positioning information. If a position is determined using a 
single GPS receiver, the only option is to use code-based pseudoranges, perhaps 
smoothed by carrier phase (Misra et al., 2001). The point positioning information, such 
as coordinates, is usually in the coordinate system of the World Geodetic System 1984 
(WGS-84) since the ephemerides of the GPS satellites are expressed in WGS-84. The 
algorithm for calculating the user’s position is very simple as the satellites’ positions are 
known from the ephemeredes that are broadcast from the GPS satellites to the receiver 
and the one-way ranging data observed at the receiver is known as well. Using 
geometric intersection rules, if four or more satellites’ positions/coordinates and the 
distances from each satellite to the receiver are known, the unknown parameters, in this 
case, the receiver’s position/coordinates (three-dimension) along with the receiver’s 
clock correction, can be derived (Hofmann-Wellenhof et al., 1997). If the number of the 
satellites observed simultaneously is more than four, the least square technique can be 
adopted to minimise the observation error. 
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When calculating the results of point positioning, the ephemeris bias and the satellite 
clock bias are usually ignored, thus the accuracy of the positioning results is low. The 
accuracy range is from a few metres to a few tens of metres. GPS point positioning is 
therefore generally restricted to navigation where accuracy requirements are low. 
 
In recent years, a new type of point positioning called Precise Point Positioning (PPP) 
(Zumberge et al., 1997a; Zumberge et al., 1997b) has been an active research topic over 
the past few years. The concept of PPP is similar to that of Single Point Positioning, 
however PPP uses precise satellite orbit and clock corrections, and it uses GPS carrier 
phase observations in addition to code observations (while Single Point Positioning uses 
broadcast ephemeredes and the satellite clock bias is ignored). Thus the accuracy of PPP 
can be significantly improved with the use of globally or regionally distributed precise 
GPS data that are used for the satellites’ precise orbits and clock corrections. The 
accuracy of dual frequency PPP can achieve a few centimeter level or better in static 
mode (Kouba et al., 2001; Kouba, 2009). 
 
The major advantage of GPS single point positioning over relative positioning is that 
the former doesn’t require simultaneous observations from any other receivers thus it is 
cost effective for users. 
 
2.2.2 Relative Positioning  
 
GPS relative positioning is different from single point positioning in that it requires two 
receivers to observe GPS signals simultaneously and the positioning result is of one 
receiver relative to the other. The GPS measurements are usually stored in the memory 
of the GPS receivers, and are subsequently transferred to a computer running the GPS 
post-processing software. The software uses simultaneous measurement data to 
determine the three-dimensional vector between the two points (i.e. the two antennas), 
which is also called the baseline vector (Hofmann-Wellenhof et al., 1997). The post-
processed measurements allow more precise positioning since most of the GPS biases 
such as the satellite orbit, atmospheric delay, etc. can be mitigated and the satellite clock 
bias can be cancelled out. The most significant benefit of using relative positioning is 
that the accuracy of relative positioning is significantly improved in comparison to 
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single point positioning. Relative positioning is widely used for high accuracy 
surveying, e.g. geodetic survey.  
2.2.3 Differential GPS and Its Applications 
 
Differential positioning with GPS, abbreviated to DGPS, is very important and the most 
widely used technique in many GPS applications. The concept of DGPS is a technique 
where two or more receivers are used. One receiver with high quality, usually 
stationery, is located at the reference site with known coordinates and the remote 
receiver is usually roving (Hofmann-Wellenhof et al., 1997). The purpose of the 
reference station is to estimate the slowly varying error components for each satellite 
range measurement using the satellite’s known coordinate and the reference station 
coordinate then generate and broadcast a correction for each satellite. The correction is 
broadcast to all the DGPS users via a communication link. With the correction, DGPS 
can provide decimetre-to-metre level position estimates in real time depending upon the 
distance to a reference station and type and frequency of the correction data. Each 
reference station can serve an area around it with coverage ranging from a few 
kilometres to hundreds of kilometres, depending on the accuracy requirements of the 
application. Such a DGPS service is often referred to as Local Area DGPS (LADGPS). 
On the other hand, for extensive area coverage, an alternative is a centralised system 
that provides differential corrections over a large area (e.g. a country or an entire 
continent). Such systems are referred to as Wide Area DGPS (WADGPS). A WADGPS 
uses a network of reference stations that covers the area of interest to obtain the 
differential correction over the area and then transmits the correction on the basis of the 
user’s approximate geographical location. WADGPS can offer positioning accuracy of 
several metres. The positioning accuracy of the WADGPS is almost independent on the 
geographical separation of the user from the nearest reference station, unlike the 
LADGPS (Kaplan, 1996; Misra et al., 2001). 
 
LADGPS can meet the requirements of much of the land transportation and maritime 
traffic application while WADGPS is commonly used in offshore oil exploration and 
fleet management. In short, applications of DGPS include land vehicle navigation and 
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tracking, marine applications, air traffic control, aircraft automatic landing approach, 
etc.   
 
It is well known that GPS observations include two types: code and carrier phase. The 
aforementioned LADGPS and WADGPS are both in the category of code-based DGPS 
that uses GPS code measurements. For high accuracy positioning, carrier phase 
measurements should be used. For example, high accuracy RTK positioning uses the 
carrier phase differential technique. Carrier phase measurements are extremely precise, 
however they contain unknown integer ambiguities (Kaplan, 1996). Hence the RTK 
positioning has to resolve the unknown integer ambiguity first. For traditional RTK, the 
baseline between the reference and the rover station must be short enough (e.g. less than 
15 km, depending on the area’s atmospheric condition) so that the residual atmospheric 
delay and orbit biases in the DD observations between the two receivers and two 
satellite can be ignored. However, with the increase of the baseline length these errors 
also increase, and as such the residual errors in the DD observations can no longer be 
ignored. Therefore, it needs to be calculated or predicted. Network-based RTK 
techniques are for these uses. In a NRTK system, information from base/reference 
stations is used to better predict the variation of the atmospheric delays and orbit errors 
for the network coverage area (Wanninger, 1999).  
 
2.3 GPS Measurements and Error Sources  
 
2.3.1 Code Measurements  
 
In concept, the two types of GPS observables, code measurements and carrier phase 
measurements, are ranges deduced from measured time or phase differences from a 
satellite to the receiver respectively.  
 
For code ranges, the measured time is the transit time of the signal from a satellite to the 
receiver, defined as the difference between signal reception time and the transmission 
time at the satellite. The reception time is determined by the receiver clock and the 
transmission time is defined by the satellite. This measurement is biased due to the fact 
that the receiver and the satellite clocks are not synchronized and each keeps its own 
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time independently. Thus the ranges, derived from the transit time so measured and 
multiplied by the speed of light in a vacuum, are biased by satellite and receiver clock 
errors, consequently, they are denoted as pseudoranges (Misra et al., 2001). 
2.3.2 Carrier Phase Measurements  
 
Carrier phase measurements are more precise than that of code measurements. The 
carrier phase measurement is the difference between the phase of the receiver generated 
carrier signal and the carrier received from a satellite at the instant of the measurement. 
The carrier phase measurement is an indirect and an ambiguous measurement of the 
signal transit time as only the fractional beat phase is measured at the instant of 
measurement. As a results the initial integer number N of the whole cycles between the 
satellite and the receiver is unknown. The measurement contains no information 
regarding the number of whole cycles, referred to as the integer ambiguity. When the 
tracking of the GPS signal is continued without loss of lock, the integer number N 
remains the same. The corresponding carrier phase measurement will be a new 
fractional cycle plus the number of whole cycle accumulated since the start of the 
tracking (Misra et al., 2001). 
 
The phase of the carrier can be measured to better than 0.01 cycles (Kaplan, 1996) 
which correspond to millimetre precision. This is extremely precise compared to the 
code measurements that are coarse (metre to decimetre level precision). However, in 
order to take full advantages of the precision of carrier phase measurements to obtain 
accurate position estimates, the integer ambiguity must be resolved. This is the great 
challenge for RTK positioning, particularly for a long baselines (e.g.>100 km).  
 
2.3.3 GPS Error Sources and Measurement Models 
 
GPS measurements, the code pseudorange and the phase pseudo-range, are affected by 
both systematic errors or biases and random noise. Noise generally refers to a quickly 
varying error that averages out to zero over a short time interval. A systematic error or a 
bias tends to persist over a period of time. The GPS error sources can be classified into 
three groups, namely satellite related errors, propagation medium related errors, and 
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receiver related errors. The satellite related error includes the satellite clock bias and the 
satellite orbit error. The propagation medium (i.e. atmosphere) error consists of the 
troposphere and ionosphere errors. The receiver related error comprises of the receiver 
clock bias, multipath effects, and receiver random noise.  
Accounting for the various measurement errors, the GPS pseudorange measurements 
can be modelled in the following basic observation equation: 
 
For the code measurement (Hofmann-Wellenhof et al., 1997): 
pmptropion ddddTdtcdP ερρ ++++−++= )(   (2-1) 
where  
P :  the measured pseudorange in metres, 
ρ :  the geometric range between the satellite and the receiver antenna in metres, 
ρd : the satellite orbit error, or the effects of the ephemeris errors, in metres,  
 dt :  the satellite clock error with respect to GPS time,  
 dT:  the receiver clock error with respect to GPS time, 
 dion: the ionospheric delay error, 
 dtrop: the tropospheric delay error, 
dmp:  the multipath error on the code range, and 
 εp
   
: the receiver code noise. 
 
For the carrier phase measurements, the observation equation can similarly expressed as 
follows (Hofmann-Wellenhof et al., 1997): 
Φ+++−⋅+−++=Φ ελρρ mptropion dddNdTdtcd )(  (2-2) 
where  
Φ :  the measured carrier phase in metres,  
  λ:    the carrier wavelength, 
  N:   the carrier phase integer ambiguity, and  
Φε : the receiver carrier noise in metres. 
 
It is interesting to see that the ionospheric error term in the above two models have the 
same magnitudes but the opposite signs. This is due to the fact that the code 
 15 
measurement is delayed by the ionosphere while the phase measurement is advanced. 
Another important difference between the two equations is the integer ambiguity term N 
in equation (2-2) which accounts for the ambiguous nature of the carrier phase 
measurements as opposed to the absolute character of code measurements. The solution 
of the ambiguity term is a topic that has been attracting much attention from GPS 
researchers for many years and continues to be one of the biggest obstacles posed for 
precise carrier phase based positioning over long baseline distances.  
 
2.4 Errors and Mitigation of Differenced GPS Phase Measurements  
 
In order to obtain high positioning accuracy, GPS users have to reduce the measurement 
errors as much as possible. The differencing technique is most commonly used for this 
purpose if two receivers simultaneously observe the same set of satellites. The concept 
of the differencing technique is to take advantage of the fact that the errors associated 
with a satellite clock, the ephemeris or satellite orbit and the atmospheric propagation 
are similar for users separated by tens to hundreds of kilometres.  
 
  
Figure 2.1 Single differencing GPS measurements. R1 and R2 are two receivers and S1 is 
a satellite 
 
Differential GPS includes single differencing, double differencing and triple 
differencing for both code and phase measurements. The single differencing and double 
differencing are commonly used for high accuracy positioning, and triple differencing is 
usually for cycle slip detection. Single differencing GPS usually involves two receivers 
observing the same satellite (see Figure 2.1). Double differencing is derived from two 
R1 
S1 
R2 
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single differencing and also it associates with two receivers that simultaneously observe 
the same two satellites (see Figure 2.2). Hereafter, we concentrate on double 
differencing for carrier phase measurements. This is because double differencing of 
phase measurements can significantly reduce the effects of some of the error sources 
mentioned above. It is the technique that provides the highest positioning accuracy and 
is currently the only technique used for RTK applications.  
 
Figure 2.2 Double differencing GPS measurements. R1 and R2 are two receivers, and S1 
and S2 are two satellites 
 
The formulae for the double differencing phase measurement will be covered in Section 
§2.4.6.  Double differencing GPS measurements can eliminate both the receiver clock 
and the satellite clock bias. The remaining errors are: 
• errors in ephemeredes or satellite orbits, 
• errors in modelling the ionospheric and tropospheric delays, 
• errors in measuring carrier phase due to multipath and receiver noise.  
These errors can be classified into two groups according to their nature: spatially 
uncorrelated errors and spatially correlated errors. The spatially correlated errors are 
those that are correlated over space or distance between two receivers so that the 
magnitude of the error that can be reduced by differencing GPS is dependent on the 
distance of the two receivers or the length of the baseline. Usually the shorter the 
baseline, the more the error can be reduced by differencing, and vice versa.  However, 
the spatially uncorrelated errors are those where the magnitude does not depend on the 
distance or location of the two receivers. These errors are referred to as receiver or 
site/station specific errors. The error in ephemerides or satellite orbits, the ionospheric 
R1 
S2 S1 
R2 
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propagation delay and the tropospheric propagation delay are spatially correlated errors 
while multipath effects and receiver noise are uncorrelated errors or station specific 
errors. The characteristics of these error sources and the mitigation of these errors will 
be discussed in the following sections. 
 
2.4.1 Satellite Orbital Error 
 
When estimating the receiver’s position from the GPS measurements, the GPS satellite 
positions at all observation epochs must be known. GPS ephemerides provide this 
information. There are two kinds of orbital data or ephemerides and they are broadcast 
ephemerides and precise ephemerides. Broadcast ephemerides are provided in the 
navigation message that can be received when a GPS receiver starts the GPS 
observation. The broadcast ephemeris is a mathematical description of where each 
satellite is at a given moment and it includes a set of Keplerian parameters that can be 
used to compute the satellite position. The computed satellite position is in fact a 
predicted satellite orbit and the accuracy of the orbital data from the broadcast 
ephemeris is approximately 2m (IGSCB, 2009). If high accuracy of GPS positioning is 
required, more precise ephemerides are needed. The precise ephemeris is more precise 
than a broadcast ephemeris and is provided by various GPS agencies such as the 
National Imagery and Mapping Agency (NIMA) (formerly Defense Mapping Agency 
(DMA)), the NASA Jet Propulsion Laboratory (JPL) and the International GNSS 
Service (IGS). The accuracy of the satellite position calculated from the precise 
ephemeris is better than 5 cm. However, the most precise ephemeris has the limitation 
of only being available to the user post-mission, e.g. the final orbital information is 
provided by the IGS with a delay of two weeks. There are currently three types of IGS 
ephemeris products (see Table 2.1): 
• Final orbits, 
• Rapid orbits, and 
• Ultra-Rapid orbits. 
 
The Ultra-Rapid orbits contain 48 hours of orbits:  
• the first half is computed from observations, and  
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• the second half is the predicted orbit.   
The accuracy of the first half in the Ultra-Rapid orbit must be higher than that of the 
second half since it is derived from observations. From Table 2.1, its accuracy (<5 cm) 
is the same the other orbits that are derived and used for the post-mission, e.g. the final 
orbits and the Rapid orbits. These can be seen From Table 2.1, which gives the 
information for all of the above orbits.  
 
From Table 2.1, it can be seen that only the Ultra-Rapid orbit, specifically, only the 
second half of the Ultra-Rapid orbit, which is the predicted orbit, can be used for the 
real-time positioning and its accuracy is about 10 cm.  (GPS real time users have been 
able to access the IGS Ultra-Rapid orbits since 2001. Before then, the only available 
orbital information for GPS real-time users was the broadcast ephemerides.)  
 
Table 2.1 IGS ephemeris products and their related information (IGSCB, 2009). 
Orbit Name Accuracy Latency Updates Sample 
Interval 
Predicted 
half 
~ 10 cm Real-time Four times 
daily 
15 min 
Ultra-Rapid 
Observed 
half 
<5 cm 3 hours Four times 
daily 
15 min 
Rapid <5 cm 17 hours Daily 15 min 
Final <5 cm ~ 13 days Weekly 15 min 
 
 
The sample interval or the spacing of the data from all of the IGS orbits is 15 minutes 
(see Table 2.1), and the data format is called SP3 (Standard Product Version 3), which 
is in the ASCII format. 
 
The satellite orbital error is spatially correlated. The reduction of the errors by the 
differencing process depends on the length of the baseline. For a short baseline, the 
orbital error can be cancelled out while the effects of orbital errors on long baselines can 
only be reduced to some extent. The relationship between the satellite orbital error and 
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the error of the baseline caused by the satellite orbital error is (Wells et al., 1987; 
Beutler et al., 1998): 
 
ρ
dr
b
db
=  (2-3) 
where db is the error of the baseline, b is the length of the baseline, dr is the satellite 
orbital error and ρ is the range from the satellite to the receiver. Assuming an average 
range from a satellite to a receiver is 22,000 km and a satellite position error (dr) is 2 m 
for the broadcast ephemeris, then to make a baseline’s error less than 1 cm, according to 
equation (2-3), the maximum length of the baseline is 110 km. If taking the satellite 
orbital error 5 cm for the case of the precise ephemeris, and also taking 1 cm 
differencing GPS positioning accuracy limit, the maximum baseline length is 4400 km. 
This result suggests that by using the precise ephemeris the orbital error effect on the 
baseline is negligible for baselines whose lengths are not extremely long (such as >5000 
km). However, if the broadcast ephemeris (whose normal accuracy is about 2 m) is used 
and if the baseline length is shorter than 110 km, the baseline’s error caused by the 
satellite orbital error is at the millimetre level. In other words, if the milimetre 
positioning accuracy is required for a baseline whose length is not very short (i.e. > 110 
km), the satellite orbital error may not be negligible when the broadcast ephemeris is 
used. 
 
2.4.2 Tropospheric Errors 
 
The largest error in the GPS measurement comes from the atmospheric delay. When the 
GPS signal propagates from a satellite to a receiver, it travels through the atmosphere. 
The atmosphere delays the signal, which results in a range error in the GPS 
measurement. The atmosphere can be divided into two parts: the troposphere and 
ionosphere, and each part affect the GPS measurement differently.  
 
The troposphere is the lower part of the atmosphere ranging approximately from 0 to 40 
km above the earth. The troposphere makes the GPS range measurement longer. The 
magnitude of the tropospheric delay error can be 2.5-25 m, depending upon the satellite 
elevation angle and height of the GPS station (Misr
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The effects of the troposphere are usually divided into two components: the wet delay 
and dry delay. The dry component contributes to 80-90% of the delay while the wet 
component contributes only 10-20%. For the zenith direction, the dry and wet delays 
can reach up to 2.3 m and 0.80 m respectively. For any other directions, these figures 
will increase with the decrease of the elevation angle of the satellite signal travel path 
(Spilker, 1996). 
 
There are numerous standard tropospheric models and mapping functions developed 
(Mendes, 1999). These models are for modelling the zenith tropospheric delay. The 
mapping functions are used to map the zenith tropospheric delay to an arbitrary 
elevation. These standards models can predict the dry delay to an accuracy of 1% 
(Seeber, 1993). However the wet wet delay is very difficult to be predicted by these 
models and zenith errors in wet delay models are at the level of 10-20% (Lachapelle, 
1997). By using these standard models, it is possible to remove/correct most of the 
tropospheric error from the GPS raw observables. For low accuracy GPS applications, 
these models may be good enough. However, for very high accuracy GPS applications, 
such as the centimetre level real time positioning for NRTK GPS, using these models 
cannot always satisfy the precision required. This is because the residual tropospheric 
delay is still significant after one of these standard models is used. In this case, the 
residual tropospheric delay needs to be estimated. The estimation of the residual 
tropospheric delay is a complex task and can be very challenging, especially for NRTK. 
More detail about this as well as all the other topics relating to the tropospheric delay 
can be found in Chapter 3 and Chapter 4.  
 
2.4.3 Ionospheric Errors 
 
The ionosphere is the upper part of the atmosphere ranging between 50 km to 1000 km 
above the earth.  It is a region of ionised gases caused by the sun’s radiation (Misra et 
al., 2001). When GPS signals propagate through the ionospheric region, the speed of the 
propagation will be significantly delayed, causing errors/biases in the GPS 
measurement.  The ionospheric effects on both code and phase measurements have the 
same magnitude but opposite signs (Klobuchar, 1996). From equations (2-1) and (2-2), 
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it can be seen that the ionosphere causes code measurements to be longer and phase 
measurements to be shorter, that is 
 
 φIId pion −==  (2-3) 
 
The ionospheric error is one of the most severe errors for GPS measurements. However, 
it can be eliminated from dual frequency measurements since the ionospheric delay of 
the GPS signal is related to its frequency and also due to the dispersive nature of the 
ionosphere. By using a special linear combination of the GPS measurements on the two 
different frequencies L1 and L2, i.e. the ionosphere-free combination (see Section 
§2.4.7), the ionospheric errors in the combination equation can be cancelled out. 
 
When using single frequency GPS receivers, the ionospheric errors cannot be eliminated 
from the observables and so it must be estimated or corrected by other means if needed. 
Empirical ionospheric models are usually used for stand alone single frequency 
receivers and for low accuracy GPS positioning. 
 
For very high accuracy GPS applications, the ionospheric errors should be estimated or 
corrected. When the differencing GPS approach is used for high accuracy positioning, 
part of the ionospheric errors can be mitigated due to the spatially correlation nature of 
the ionosphere. The remaining ionospheric error should be estimated and corrected. For 
NRTK GPS, the ionospheric error is required to be modelled so that it can be calculated 
for the rover’s correction. This is a challenging task. More details about the ionosphere, 
the estimation of the ionospheric error and the error modelling will be intensively 
discussed in Chapter 3. 
 
2.4.4 Multipath Effects 
 
The multipath error is caused when GPS signals reach the antenna of a receiver via 
different paths (Langley, 1998). Typically, apart from the direct signal, the antenna also 
receives one or more reflections from structures in the vicinity of the receiver and from 
the ground. A reflected signal is a delayed and usually weaker version of the direct 
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signal. The code and phase measurements are the sum of all the received signals that 
include the direct signal and the reflected ones.  
 
The magnitude of the multipath error depends upon the strength of the reflected signal 
and the delay between the direct and the reflected signals. Multipath affects code 
measurements substantially more than phase measurements. Typical multipath error in 
pseudorange measurements varies from 1m in a benign environment to more than 5m in 
a highly reflective environment. Corresponding errors in the phase measurements are 
two orders smaller, i.e. 1-5 cm (Seeber, 1993; Misra et al., 2001) . 
 
There is no general model for the multipath effects because of the arbitrarily different 
geometric situations(Hofmann-Wellenhof et al., 1997). This makes the removal of the 
multipath effect very difficult. The multipath error is an uncorrelated error so it cannot 
be mitigated by differential GPS processing, unlike the ionospheric error and the 
tropospheric error. Multipath effects must be minimized. It is critical that receiver sites 
are free of any reflective objects. In addition, using a chock-ring antenna designed 
specifically to reduce multipath effects is recommended (Kaplan, 1996). 
 
2.4.5 Receiver Noise 
 
Apart from the multipath effects, another uncorrelated error source is the receiver noise. 
Receiver noise refers to how well a GPS receiver measures and calculates information 
received from satellites. It is due mainly to thermal noise, dynamic stress, and oscillator 
stability in the tracking loop of the receiver. The level of receiver noise depends on 
several factors such as the quality of antenna, electronics and the signal processing. The 
noise level for C/A code measurements is about 0.3m while for carrier phase 
measurements the noise level is just a few millimeters (Parkinson, 1996; Spilker, 1996). 
The receiver noise error cannot be mitigated by differencing GPS measurements as it is 
an uncorrelated error and it may also randomly vary. However, it is still the smallest 
error when compared to all of the other GPS error sources. It only has a small effect on 
GPS carrier phase measurements.  
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2.4.6 Differenced Carrier Phase Observations 
 
In GPS precise positioning, the double differencing is the most commonly used 
approach in the estimation of the user’s position. The main advantage of the DD is that 
it cancels clock errors in the GPS satellites and the GPS receivers, and differenced 
values have a slow increase in the correlated error when the station separation is 
increased.  
 
A DD observation equation is formed from four raw (or undifferenced) observations 
from two receivers and two satellites (see Figure 2.2). The four one-way raw 
observations can form four observation equations using equation (2-1). Based on these 
four observation equations, a single difference (SD) observation equation between the 
two receivers and one satellite can be formed first. 
 
For code measurements, the SD observation equation reads (Wells et al., 1987; 
Hofmann-Wellenhof et al., 1997): 
pmptropion ddddTcdP ερρ ∆+∆+∆+∆+∆⋅+∆+∆=∆   (2-4) 
and for phase measurements, the SD observation equation reads: 
Φ∆+∆+∆+∆−∆⋅+∆⋅+∆+∆=∆Φ ελρρ mptropion dddNdTcd   (2-5) 
where ∆  is the SD operator. 
 
From equations (2-4) and (2-5), it can be seen that the satellite clock error term dt is 
eliminated in the SD equation. This is because the two observations used in the SD are 
from the same satellite. 
 
By performing an additional difference between two SD equations between two 
satellites, a double difference equation can be expressed, in units of metres, as follows  
 
For code measurements (Hofmann-Wellenhof et al., 1997): 
pmptropion ddddP ερρ ∆∇+∆∇+∆∇+∆∇+∆∇+∆∇=∆∇  (2-6) 
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and for phase measurements (Hofmann-Wellenhof et al., 1997) 
Φ∆∇+∆∇+∆∇+∆∇−∆∇⋅+∆∇+∆∇=∆Φ∇ ελρρ mptropion dddNd  (2-7) 
where ∆∇  is the DD operator. 
 
From equations (2-6) and (2-7), compared to the two SD equations (2-4) and (2-5), it 
can be seen that the receiver clock error dT in the DD equations is also eliminated. In 
addition, the correlated errors, i.e. the tropospheric and ionospheric delays, will also be 
reduced, depending on the baseline length. It should be noted that for short baselines 
(e.g. <10 km), the terms for the tropospheric and ionospheric delays can be assumed to 
be close to zero. 
 
The main advantage of DD is its ability to eliminate clock errors of satellites and 
receivers as well as to reduce correlated errors. However, this approach also has its 
drawbacks. For example, assuming the four raw observations have the same precision, 
the noise is increased by a factor of 2  with each of the differencing operations. This 
results in the noise of the DD equation being increased by a factor of 2. Nevertheless, 
the advantages of DD outweigh the disadvantages and so it has become the most 
commonly used approach for precise positioning in practice. 
 
2.4.7 Linear Combinations of Carrier Phase Observables 
 
When using dual-frequency receivers to obtain GPS measurements, carrier phase 
observations for both frequencies of L1 and L2 are available. The advantages of having 
observations of different frequencies are that some of the correlated errors, e.g. the 
ionospheric bias which is frequency dependent, can be cancelled through a linear 
combination of the L1 and L2 carrier phase observations. This approach can improve 
integer ambiguity resolution performance by reducing some measurement errors in the 
combination equation so that the error effects on ambiguity become less. This makes the 
determination of ambiguities easier and more accurate, which is essential for getting the 
final precise positioning results. 
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In general, the linear combination of L1 and L2 carrier phase observations is defined by 
(Hofmann-Wellenhof et al., 1997) 
21, φφφ ⋅+⋅= jiji  (2-8) 
where 1φ  and 2φ  are the L1 and L2 carrier phases observations (in units of cycles) 
respectively, i and j are coefficients that can be of any arbitrary integer numbers, and 
ji ,φ  is the phase of resultant linear combination in cycles. 
 
Key properties of the linear combination observables are as follows. 
The cycle ambiguity of the combined observables: 
21, njnin ji ⋅+⋅=
 (2-9) 
The frequency of the combined observables: 
21, fjfif ji ⋅+⋅=
 (2-10) 
The wavelength of the combined observables: 
21
, fjfi
c
ji
⋅+⋅
=λ
  (2-11) 
where c is the speed of light in vacuum (299792458.0m/sec), 1f  and 2f  are the 
frequencies of L1 and L2 signals respectively. 
  
When the coefficients i and j are given different values, the combination will have 
different properties. The most commonly used combinations for GPS resolution are the 
wide-lane combination, narrow-lane combination, geometry-free combination and 
ionosphere-free combination. They are elaborated in below.  
 
Wide-lane combination 
 
When i =1 and j = -1, the phase combination is called the wide-lane combination as the 
wavelength of the combination, according to equation (2-5), is 86.2 cm, which is much 
longer than either L1 wavelength (19 cm) or L2 wavelength (24 cm). Due to its long 
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wavelength, its ambiguities can be easily determined and fixed, even with some 
pronounced measurement errors in the combined observation equation. This is why the 
wide-lane ambiguities are often used for aiding to resolve the L1 and L2 ambiguities 
(Seeber, 1993).  
 
Narrow-lane combination  
 
When i =j =1, the combination is called the narrow-lane combination as its wavelength 
is much smaller or narrower (10 cm) than that of either L1 or L2. The narrow-lane 
combination, along with wide-lane combination, is sometimes used to assist in resolving 
L1 and L2 integer ambiguities. 
 
Ionosphere-free (IF) combination 
 
In formula (2-3), Iф  is the range error caused by the ionosphere (in metres). It is the first 
order effects of the ionospheric delay along the signal path. The corresponding phase 
delay (δφ), in cycles, is (Hofmann-Wellenhof et al., 1997) 
fc
TEC
⋅
⋅
=
3.40δφ
 (2-12) 
To make the linear combination free of the first order effects of the ionospheric delay, 
the following equation must be satisfied 
021 =⋅+⋅ δφδφ ji
 (2-13) 
Where, 1δφ and 2δφ  are the two phase errors caused by the ionospheric delay on L1 and 
L2 carrier phase measurements respectively. They are calculated from equation (2-12) 
with their corresponding f1 and f2 frequencies respectively. 
 
Substituting 1δφ  and 2δφ  with equations (2-12) to (2-13), the following relation can be 
obtained 
60
77
60.1227
42.1575
2
1
−=−=−= f
f
j
i
 (2-14) 
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Equation (2-14) indicates that, as long as i and j are chosen in such a way that the ratio 
of i to j is the same as the value in (2-14), the first order ionospheric error in the 
resultant linear combination can be cancelled out. This combination is called the 
ionosphere-free (IF) linear combination. 
 
It should be noted that, it is possible to have different preferences on the selection of the 
sets of i and j values. For example, some researchers may prefer i=1, j= −
1
2
f
f ( 
wavelength = 48 cm), others may like to take i=77, j = −60 (wavelength = 0.63 cm). 
However, no matter which set of values for i and j is chosen, by using equation (2-8) to 
form the linear combination (which is the IF combination), the final resolution (e.g. 
ambiguities of L1 and L2 observations and the user’s positioning results) will be the 
same, even though some of the intermediate results, e.g. wavelengths of the 
combinations and the ambiguities of the combinations, are different for different sets of 
i and j values chosen (For the above two examples, i.e. the two sets of i and j are taken 
(1, −
1
2
f
f ) and (77,-66), their resultant combination wavelengths are 48 cm and 0.63 cm 
respectively).  
 
The ionosphere-free combination is very useful for GPS resolutions because the 
ionospheric error is the largest error source, especially for long baselines. By 
eliminating the first-order effects of the ionospheric error, the other terms such as the 
tropospheric delay bias plus the ambiguities, can be resolved. 
 
Due to the fact that the wavelength of the IF combination is not necessarily an integer 
value, the ambiguity of the IF combination is not necessarily an integer value as well. If 
it is not an integer value, it cannot be resolved and so can only be estimated as a real 
value. This may bring more error to the positioning result since part of the error in the 
combination may be absorbed in the resolved ambiguity. However, reducing the term 
for the ionospheric error in the IF combination equations can make the other two 
unknown parameters (i.e. the tropospheric error and the ambiguity) resolution much 
easier. Therefore, the ionosphere-free combination is one of the most useful 
combinations.  
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Geometry-free (GF) combination 
 
The measurement’s unit in equation (2-2) is metre. The relationship between the metric 
measurement mΦ  and the phase measurement (in cycles) φ  is  
φλ ⋅=Φm  (2-15) 
Geometry-free (GF) combination is obtained by taking the set of values: 
1λ=i , and 2λ−=j  
and the resultant GF combination is (Beutler et al., 2005) 
212211 Φ−Φ=⋅−⋅=Φ φλφλGF
  (2-16) 
where the unit of 1φ and 2φ is cycles. It should be noted that the unit of the combination 
GFΦ  is in metres rather than cycles, which is different from all the previous 
combinations. 
 
The geometry-free combination observation equation contains no geometric range term 
from the receiver antenna and the satellite. This combination can also eliminate the 
tropospheric delay term as it is not frequency dependent. The only major error 
remaining in the GF combination equation is the ionospheric delay term. This suggests 
that the ionospheric delay can be isolated and therefore estimated with this combination 
(Beutler et al., 2005). However this is not entirely correct because of the noise and 
multipath error, which are usually not as significant as the ionospheric delay. The 
geometry-free combination is also called the ionosphere combination since this 
combination can be used to estimate the ionospheric delay. 
 
2.5 Network-based RTK (NRTK) 
 
The previous sections in this chapter cover the fundamental knowledge of the GPS 
system, the DGPS technique, error sources of the differenced GPS observables, the 
mitigation of the spatially correlated error and the linear combinations of the dual 
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frequency GPS observables. This background is not only essential for general GPS 
applications, but also to NRTK positioning.  
 
2.5.1 The Single Reference Station RTK Approach 
 
A single reference station RTK technique is basically conventional RTK and is very 
simple to implement. It involves two receivers at both ends of a baseline. The position 
or coordinates at one of the ending points is known and this station is called the 
reference station. The other receiver at the unknown point is the mobile receiver, or 
rover. From the known coordinates of the reference station, the rover’s coordinates can 
be calculated by adding the delta components of the baseline to the coordinates of the 
reference station. The delta components of the baseline are resolved from the DD carrier 
phase observables which are formed by the four simultaneous observables from the two 
receivers to the two satellites. The resulting rover’s coordinates are in the same 
coordinate system as the reference station. 
 
The concept of single reference station RTK GPS is simple: assuming the mobile 
receiver is close to the reference station, say, a few kilometres, all of the spatially 
correlated errors previously discussed such as satellite orbital errors, the tropospheric 
delay errors and the ionospheric delay errors at the two stations of the baseline are very 
similar. Thus by using the differencing technique, most of the correlated errors are 
eliminated and the remaining errors are very small. The magnitude of the remaining 
spatially correlated error depends upon the distance or the baseline length of the two 
stations. The shorter the baseline length, the more accurate the baseline’s ambiguity 
resolved, and the better the accuracy of the point to be positioned. The assumption is 
that, for a short baseline, after using differencing GPS processing, the remaining errors 
are negligible, i.e. all the errors at the reference station and the rover station are assumed 
to be identical. 
 
The critical question with this technique is: what is the maximum distance between the 
rover station and the reference station, in which the errors remained in the double 
differenced observation for the baseline can be assumed to be the same? Generally 
speaking, the baseline’s length for single reference station RTK is limited to 10 km and 
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this is mostly for benign atmospheric conditions. If a baseline is longer than that or the 
atmosphere conditions in the area of the RTK operations are severe, it is difficult to get 
reliable solutions even for a shorter baseline. In Hong Kong, for example, ionospheric 
conditions are very severe during the day time since it is located in a low latitude area 
(~N22°). It has been tested and reported that even over a baseline length of less than 9 
km, it is very difficult to implement single reference station RTK (Chen et al., 2001). 
 
It can be seen from the above discussion that the limiting factor of single reference 
station RTK technique is the distance between the rover and the reference stations. If 
the distance is not very short, the spatially correlated errors at the two stations are likely 
not similar. Thus the remaining errors in the DD phase observation equation will be 
absorbed into the solution, which will contaminate the solution. The service coverage of 
one single base station for RTK positioning is limited to a circular area with a diameter 
of less than 10 km. The only way to address this issue is to calculate the remaining 
errors, instead of neglecting them, so that the double differenced phase observation 
equation can be corrected and the accurate solution for the rover’s positioning can be 
obtained.  
 
Multiple reference station network RTK approaches have been proposed and developed 
to address these critical issues of the single reference station RTK. 
 
2.5.2 NRTK Approaches 
 
Multiple reference stations RTK, or network-based RTK (NRTK) uses data from a 
number of reference stations to calculate and model the errors for the area of coverage. 
The error for the rover’s location can be calculated from the error model and the 
calculated error value can be used to correct for the phase observations of the rover. 
This can aid in the determination of the ambiguity for the baseline between the rover to 
a reference station, thus ultimately improve the accuracy of the rover’s positioning. Due 
to the fact that the remaining error for the baseline between the rover station and the 
reference station is corrected rather than neglected, the baseline’s length can be 
extended to several tens of kilomatres, or even over 100 km. This is the reason for the 
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network of the reference stations to be used to achieve real time, cm-level positioning 
accuracy for a larger area than the single reference station RTK service.  
 
In recent years, the use of multiple reference stations for high accuracy RTK positioning 
has been receiving a significant attention from the GPS community. Several very high 
accuracy geodetic GPS regional Continuously Operating Reference Stations (CORS) 
networks have been upgraded to implement real-time operations such as in Germany, 
the Netherlands, Japan, Singapore, and Denmark (Marel, 1998; Chen et al., 2000; 
Wübbena et al., 2001; Rizos et al., 2004). In Australia, several regional CORS networks 
have been established as well, e.g. SydNET for the metropolitan area of Sydney (Rizos 
et al., 2003); Sunpoz for Ipswich region in south Brisbane (Higgins, 2002); GPSnetwork 
in Perth, NT CORS in Northern Territory (Hale et al., 2007), GPSnet for the state of 
Victoria (Zhang et al., 2003; Zhang et al., 2007). 
 
The main advantages of the NRTK versus a single reference station approach include 
(Marel 1998): 
•  improvement in precision since more residual observables are produced; 
•  improvement in reliability and availability since a network is more robust 
against outliers in the data. If the observation data from one or more (but not 
all) of the reference stations has problems or fail at a time, their contribution to 
the network can be eliminated. The rest of the reference stations can still 
provide essential services to the rover. In addition, the data from different 
reference stations can be cross-checked, which enhances the reliability; 
• possibilities for modelling atmospheric errors since continuous observations at 
the spatially distributed reference stations allow the spatially correlated errors 
(mainly the atmospheric delay error) to be modelled over the area. By 
modelling the spatially correlated errors for the network coverage area, the 
correlated errors for any location within the network area can be obtained. 
Thus the same amount of the error can be used to correct the rover’s 
observations. This increases the possibility of successful determination of 
integer ambiguities, which in turn results in more accurate results of the 
rover’s positioning. This is also the ultimate goal for the NRTK GPS.  
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In NRTK, the accuracy of the correlated error estimated for the rover’s location 
determines the performance of the rover’s positioning. Better modelling of the spatially 
correlated errors can make the positioning results less sensitive to the length of the 
baseline (Marel, 1998). This is the most important advantage of the NRTK technique 
over single reference station technique. Currently, the implementation of multiple 
reference stations networks typically has an inter-station distance ranging from 50 to 
100 km. This is a typical spacing that allows good modelling of the atmospheric delay 
errors if the atmospheric condition is not very severe in that area. Such a network 
system can support sound reliable real-time kinematic positioning.  
2.5.3 Distribution of NRTK Corrections 
 
The core of the NRTK system is the ability to calculate corrections with a reasonable 
accuracy either for the areas of network coverage or for specific individual rovers as 
well as transmit the correction information to rovers. It should be noted that the errors 
among the reference stations must be first calculated. Based on all of the individual 
errors among the reference stations, the corrections for the network area and individual 
rovers can be modelled and interpolated. This is related to the regional error modelling 
and error interpolation for Network RTK. The details about various regional error 
models and their usages to calculate an error/correction value for a rover’s location for 
NRTK can be found in Chapter 4. 
 
After the correlated errors for the network RTK coverage area are modelled, the 
associated information needs to be distributed to the rover so that the error/correction 
for the rover’s location can be calculated. The distribution of the correction information 
to the rover “on time” is a key factor of success in the implementation of high accuracy 
RTK applications. There are various methods of distributing correction information. 
Generally, it is in the interest of service providers to choose which of the methods to 
distribute the correction data. The two available approaches are FKP (in German: 
Flächen−Korrektur−Parameter, standing for spatial correction parameter,) and VRS 
(virtual reference station).  
 
FKP 
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The FKP is based upon the transmission of network coefficients (also known as area 
correction parameters). The NRTK central server (or computer centre) calculates for 
every satellite coefficients covering ionospheric, tropospheric and orbital effects for the 
network coverage area at specific time intervals (Euler et al., 2001). In the FKP 
approach, it is up to the rover side to calculate its own corrections.  
 
The main advantage of the FKP approach is that it transmits the same coefficient 
parameters to all of the rover users in the field for a specific time interval. It just needs 
one-way communication. This means that the number of simultaneous rover users is 
unlimited. However the main disadvantage of this method is that the computation 
algorithms running at the central server are only proprietary. This suggests that the 
optimal interoperability is not guaranteed since the definition and the interface 
mechanism is missing (Euler, 2007). Also, because only the proprietary information is 
transmitted, then the correction formats are non-standard and are biased towards a 
particular brand of rover receivers. These are also contrary to the philosophy of industry 
standard from RTCM (Brown et al., 2006).  
 
VRS 
 
The VRS approach is based on the transmission of observations for “virtual reference 
stations” generated from the reference station network for specific rovers. The 
observations for a VRS are calculated in the network’s central server. The observations 
contain all of the correction information including the ionospheric, tropospheric and 
orbital effects. The VRS approach requires a two-way data link as the rover needs to 
send its proximate location information to the central server. The central server can 
calculate corrections for the rover based on its proximate location, and send the 
correction information back to the rover. The main advantage of the VRS approach is 
that the rovers do not need to have any computation algorithms running at the central 
server. They just treat or process the received VRS observations as the same as that of 
single base station for the conventional RTK. Therefore, the rovers are not required to 
upgrade any existing hardware and software that are already used for the conventional 
RTK. This may save considerable costs. This has significant attractions to conventional 
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RTK users. However, the main disadvantage of the VRS approach is that it limits the 
number of simultaneous users and it requires a two-way communication. The two-way 
communication link costs more than a one-way data link.   
 
The VRS concept (Vollath, 2000) has been receiving more attention and preference 
from GPS RTK research communities. The VRS concept is that the VRS service 
provides “observation” data for a non-existent, so called virtual reference station, which 
is close to the rover receiver. The virtual station data is not from a real receiver, 
although it is computed from real GPS observations taken from the GPS reference 
stations. The virtual reference station data resembles as much as possible what a real 
receiver would produce at the location of the virtual reference station (Marel 1998). The 
location of the VRS, i.e. the coordinates of the VRS, is usually taken as the approximate 
coordinates of the rover receiver. When the generated VRS data is transmitted to the 
rover receiver via a communication link, it needs to configure to the NRTK service, and 
then the rest of the operations are the same as using a standard single reference station 
RTK. This indicates that the VRS approach is more flexible in terms of permitting users 
to use their current receivers and software while the users still benefit from data of all 
the GPS reference stations. This is a major advantage of the VRS approach over 
conventional network approaches where the user needs to download and process data 
for several reference stations and then the effort involved in the complicated data 
processing is not negligible.  
 
In order to generate the VRS observation data, the following processes/steps are 
required: 
1 computation of errors/corrections for the network, 
2 computation of errors/ corrections for the VRS, and  
3 calculation and transmission of the VRS observations  
 
• in step 1, the observation data from all reference stations is used to estimate the 
correlated differential errors for the individual baselines among the reference 
stations. Then the error model for the network area may need to be developed for 
step 2. 
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• in step 2, the error model or an interpolation method is used to obtain the 
error/correction for the VRS.  
• in step 3, the VRS observation is generated based on the interpolated error for the 
VRS and the difference between the two geometric ranges from the master station 
and the VRS to the same satellite. The master station is the “reference” station of the 
reference station network. When differencing GPS observables, all of the 
observables from other reference stations are relative to the observables of the 
master station. The other reference stations are called the secondary reference 
stations.  
Others 
 
Apart from the well-known FKP and VRS approaches for the NRTK implementation, 
there are also other approaches such as the Master-Auxiliary Concept (MAC) 
(Geosystems, 2009). The basic principle of the MAC is to provide, in a compact form, 
as much of the information from the network and the errors it is observing to the rover 
as possible. With more information on the state and distribution of the dispersive and 
non-dispersive errors across the network, the rover is able to employ more intelligent 
algorithms in the determination of its position solution. Conceptually, the main 
difference between MAC and the other approaches such as FKP and VRS approaches is 
that MAC shifts some of the intelligence from the reference station software, or the 
computing centre, onto the rover. In addition, by using RTCM standard message format, 
MAC approach offers an open standardized format. That enables efficient and accurate 
network RTK in both broadcast and two-way mode without the need for proprietary 
messages. Thus it avoids compatibility issues of other approaches such as the FKP and 
VRS. Details on MAC can be found in (Euler et al., 2001; Euler et al., 2002; Euler et 
al., 2004; Brown et al., 2006) 
 
In Chapter 4, the algorithms for the VRS approach used in this research, plus important 
implementation aspects for the NRTK system such as data flow and data transmission 
used in the system will be discussed in more detail. 
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Chapter 3 The Atmosphere: Its Characteristics, 
Calculation and Error Modelling 
 
 
3.1 Introduction to the Atmosphere 
 
In Chapter 2, both tropospheric and ionospheric errors, as the two most significant 
errors in the GPS observables, were introduced. The troposphere and ionosphere are two 
components of the atmosphere and both are located in different height ranges or layers 
above the earth’s surface. These two atmospheric errors are spatially correlated errors, 
meaning that the difference of the error values at two points is dependent upon the 
distance of the two points. For real-time high accuracy GPS positioning, if baselines 
among the reference stations are longer than a certain range (say, 20 km), the NRTK 
technique is needed. This is because in the NRTK, the atmospheric error is the most 
dominant error remaining in the double differenced phase observables. Due to the fact 
that the core of the NRTK technique is the modelling of the spatially correlated errors, 
the accuracy of the atmospheric error modelling is critical for the performance of NRTK 
systems. In this chapter, more details about the topics relating to the troposphere and 
ionosphere are fully discussed. This includes their structure and composition, the 
estimation of their effects in GPS observations, and various standard and empirical error 
models for GPS corrections.  
 
Generally, the atmosphere is a relative thin layer (0-1000 km above the earth’s surface) 
composed of gases (air) and dust surrounding the earth. Before a GPS signal transmitted 
from a satellite at about 20,200 km above the earth’s surface reaches the receiver on the 
ground, it must travel through the atmosphere. The particles in the atmosphere affect the 
propagation of GPS signals and hence cause delays and refractions of the signals, which 
result in GPS range errors. The atmosphere is divided into two parts: the ionised part 
and the non-ionised part. The ionised part is the place where charged particles are 
present and is called the ionosphere. The ionosphere is the upper part of the atmosphere 
located from 50 km to about 1000 km above the surface of the earth. The non-ionised 
part is the place where charged particles are absent and thus is called the neutral 
atmosphere. The neutral atmosphere mainly refers to the troposphere. The troposphere 
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is the lower part of the atmosphere ranging approximately from 0 to 40-50 km above the 
surface of the earth (Seeber, 1993; Spilker, 1996; Misra et al., 2001). 
 
When GPS signals transmit through the atmosphere, they are refracted and thus bend 
from its original path. They also experience velocity variations since they pass through 
regions of different refractive indices in the atmosphere This causes transmitting time 
delay of GPS signals (Misra et al., 2001).. The distance error derived from the delayed 
GPS time measurements is the atmospheric error/delay/bias. The troposphere and the 
ionosphere will be discussed separately in the following sections since they have 
different effects on GPS observations. 
 
3.2 The Troposphere 
 
3.2.1 Introduction  
 
The troposphere is the lowest layer of the (electrically) neutral atmosphere. It is denser 
than the layers of the atmosphere above it (i.e. the tropopause and stratosphere) due to 
the weight compressing it. The troposphere is where most of the earth’s weather takes 
place and it also has the great effects on radio signal propagation. 
 
Unlike the ionosphere, the troposphere is a non-dispersive medium so the delay effects 
are not frequency dependent. The signal delays are the same for both code and phase 
measurements, and also the same for both L1 and L2 measurements. This indicates that 
the tropospheric effect cannot be eliminated by using linear combinations of L1 and L2 
measurements. However, if the atmospheric properties such as temperature, pressure 
and humidity along the radio signal path are known, the tropospheric delay can be 
modelled. The amount of the tropospheric delay derived from the model can be used to 
correct the GPS measurements.  
 
3.2.2 The Troposphere Structure and Composition  
 
The troposphere, as the lowest layer of the neutral atmosphere, is located at 0-50 km 
above the earth’s surface. It consists of three temperature-delineated vertical layers 
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called the troposphere, tropopause and stratosphere. The relative temperature and 
vertical locations of the three layers are as shown in Figure 3.1 (ACE, 2009).  
 
 
Figure 3.1 The changing temperature through the atmospheric layers (ACE, 2009) 
 
In the GPS domain, the neutral atmosphere is usually referred to as the troposphere 
since in radio wave propagation the tropospheric effects dominate to the other two 
effects.  
 
The troposphere contains 80% of the total molecular mass of the atmosphere, and nearly 
all the water vapor and aerosols. In terms of the composition of the troposphere, it can 
be divided into two parts: dry air and water vapour. Dry air is a mixture of gases mainly 
including nitrogen, oxygen and argon. Dry air mixes consistently up to an altitude of 
about 80 km. Water vapor is the evaporation mostly from body of water and 
transpiration by plants, and its content is a function of the local geographic conditions 
and meteorological phenomenon. Water vapor is one of the most highly variable 
atmospheric quantities both spatially and temporally (ACE, 2009). 
 
It should be noted that the two words called hydrostatic and non-hydrostatic are 
sometimes used for the dry and wet components respectively. This is due to the fact that 
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dry air gases and water vapour in hydrostatic equilibrium can be modelled theoretically 
with the ideal gas law and hydrostatic equations. The reason for the word “hydrostatic” 
being favored over the word “dry” is that it contains not only dry gases but also the 
water vapour in hydrostatic equilibrium (ACE, 2009). However, the terms “dry” and 
“wet” components are still more commonly used. The dry delay is the dominant 
component and it contributes 80-90% of the total delay (Hofmann-Wellenhof et al., 
1997) and can be modelled to an accuracy of 1% or better from the use of pressure 
measurements (Lachapelle, 1997). At sea level,  the dry delay typically reaches about 
2.3m (Dodson et al., 1996) in the zenith direction. In contrast, the wet delay only 
contributes 10-20% of the total delay. However, it is very difficult to model, and the 
accuracy of the zenith delay using models is at the 10-20% level. At zenith, the wet 
delay varies in the range of 1-80 cm. In extremely arid and humid regions, it can be less 
than 1 cm and as large as 35 cm. In addition, the daily variation of the wet delay usually 
exceeds that of the hydrostatic delay by more than an order of magnitude (Seeber, 1993; 
Spilker, 1996).  
 
3.3 Tropospheric Delay 
 
3.3.1 Formula for the Tropospheric Delay 
 
The tropospheric delay is directly related to the refractive index (or refractivity) of the 
troposphere. The refractive index is always greater than unity, which causes an extra 
path delay of a radio signal. In addition, the changes in the refractive index with varying 
altitudes cause a bending of the propagation path. Therefore the tropospheric delay of a 
radio signal can be expressed mathematically as the combination of these two effects 
(Hofmann-Wellenhof et al., 1997) 
gTtrop
dsnd ∫ ∆+−= )1(        (3-1) 
where n  is the refractive index of the atmospheric gases, which is a function of the 
position of the path, and g∆ is the difference between the curved and free-space paths. 
The magnitude of g∆ is less than 3 mm for elevation angles greater than 20 degrees
 and 
it can be a few centimetres for elevations lower than 20 degrees. 
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If the wave-bending part g∆ is neglected and the refractive index n  is expressed by 
refractivity N (Hofmann-Wellenhof et al., 1997) 
)1(106 −= nN  (3-2) 
Equation (3-1) can be written as 
∫ ⋅=
− dsNdTrop 610  (3-3) 
N can be divided into hydrostatic and wet components, thus equation (3-3) can be 
expressed as  
∫∫ ⋅+⋅=
−− dsNdsNd WetHydroTtrop 66 1010   (3-4) 
Or symbolically, 
WHTrop ddd +=   (3-5) 
 
At each point in the troposphere along the signal path, the refractive index can be 
expressed as a function of atmospheric pressure, temperature and humidity. In practice, 
it is unlikely to measure local meteorological data at each point of the vertical 
troposphere profile. Thus it is not possible to calculate the exact tropospheric delay. The 
typical approach for the tropospheric delay estimation is to use a standard tropospheric 
delay model to estimate it.  
 
Formulae (3-3)–(3-5) are for the zenith tropospheric propagation delay. The delay in an 
arbitrary direction can be derived from the zenith delay and a mapping function based 
on the elevation angle of the propagation path. Due to the total zenith delay consisting 
of two parts: the hydrostatic delay and the wet delay, the total delay in any arbitrary 
direction is the sum of the two delays that are mapped from the zenith hydrostatic delay 
and zenith wet delay. The formula is (Misra et al., 2001) 
)()( εεε WZWHZHTrop mdmdd ⋅+⋅=   (3-6) 
where  
ε
Tropd  is the tropospheric delay in a direction with an elevation angle of ε ,  
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Z
Hd  and 
Z
Wd  are the hydrostatic delay and the wet delay in the zenith direction 
respectively,  
)(εWm  and )(εWm  are the mapping functions for the hydrostatic and the wet 
delays respectively.  
The two mapping functions )(εWm  and )(εWm  are not the same. However simple 
models may use a common mapping function ignoring the differences in the 
atmospheric profiles of dry gases and water vapor. The simplest form of the mapping 
function is the one that follows the “cosecant law”  (Misra et al., 2001): 
)sin(
1)(
ε
ε =m   (3-7) 
Equation (3-7) holds only under the following two assumptions:  
• the earth is flat and  
• the refractivity is a constant.  
As a result, equation (3-7) is an approximate form only.  
 
3.3.2 Standard Tropospheric Delay Models 
 
The tropospheric delay models are the closed-form analytical models that can 
approximate the tropospheric delay for the zenith direction. The tropospheric delay at 
any arbitrary elevation angles can be calculated from the zenith tropospheric delay and a 
mapping function. There are numerous tropospheric delay models that have been 
developed (Mendes et al., 1994; Mendes, 1999), e.g. the Saastamoinen model 
(Saastamoinen, 1972; Saastamoinen, 1973), the Hopfield model (Hopfield, 1969), the 
modified Hopfield (Goad et al., 1974), Davis (1985) , Lanyi (1984), Chao (1972) and 
UNB3 (Collins et al., 1996) models etc. Among these models, the Saastamoinen model 
and the Hopfield model are the most widely used within the geodetic community. 
 
The Saastamoinen Model 
 
The Saastamoinen model for the hydrostatic tropospheric delay can be expressed as 
(Saastamoinen, 1973; Hofmann-Wellenhof et al., 1997) 
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  (3-8) 
where  
Tropd is the tropospheric delay in the direction of elevation angle ε  of the 
satellite and Tropd  is in metres,  
Z  is the zenith angle of the satellite and ε−= 090Z , 
p  is the atmospheric pressure in millibars,  
e  is the partial pressure of water vapor in millibars,  
T is the surface temperature in Kelvin, and 
B  and Rδ  are two correction terms.  
 
B  is dependent on the height of the observation site. Rδ  is dependent on both the 
height and the zenith angle. Both B  and Rδ  values at an arbitrary height and the zenith 
angle can be calculated by interpolation from the two tables that are for the two 
correction terms for the Saastamoinen model. These two tables can be found in 
(Hofmann-Wellenhof et al., 1997) (pages 116-117). 
 
The Hopfield Model 
 
The final expression of the Hopfield model can be written as (Hopfield, 1969; Mendes, 
1999) 
5
106.77 6
e
d
s
sz
d
H
T
Pd −×=  (3-9) 
where  
z
dd  is the zenith dry delay in metres,  
sP  and sT  are the surface pressure and surface temperature at the station height 
respectively, and  
e
dH  is the dry equivalent height.  
The edH  was proposed in Hopfield (1972; Mendes, 1999) as 
)16.273(72.14840136 −⋅+= sed TH  (3-10) 
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where edH  is in metres, and sT  is the surface temperature in unit of Kelvin. 
 
Substitute equation (3-10) into equation (3-9) 
))16.273(72.14840136(6.77
5
10 6
−⋅+××=
−
s
s
sz
d TT
Pd
  (3-11) 
Similarly, the wet zenith delay model can be expressed as (Mendes, 1999) by Hopfield 
(1972) 
e
w
s
sz
w HT
ed ⋅××=
−
2
5
6
1073.3
5
10
  (3-12) 
where  
se  is the partial pressure of water vapour in millibars,  
e
wH  is the wet equivalent height in metres, and 11000≈
e
wH .  
 
Equations (3-11) and (3-12) are the Hopfield models for the zenith dry delay and the 
zenith wet delay respectively. To map the zenith dry delay and wet delay into an 
arbitrary direction of an elevation angle of ε, the following simplified mapping 
functions have been extensively used 
)25.6(sin
1)(
02 +
=
ε
εdm  (3-13) 
)25.2(sin
1)(
02 +
=
ε
εwm   (3-14) 
 
Formulae (3-13) and (3-14) are usually called Hopfield mapping functions.  
 
Substitute the four equations (3-11)–(3-14) into equation (3-6), then the tropospheric 
delay in an arbitrary direction of elevation angle ε can be obtained from the Hopfield 
Model(s). 
 
Apart from the aforementioned Hopfield Mapping functions, a variety of other mapping 
functions have been proposed such as Yionoulis, Modffett, Goad and Goodman, Black 
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and Eisner, Santerre, Chao, Marini and Murry, Davis et al., Ifadis, Herrying, and Neil 
(Mendes, 1999). Mendes and Langley (1994) also compared 15 geodetic-quality 
mapping functions and found that the Lanyi (1984), Herring (1992), Ifadis (1986) and 
Neill (1996) mapping functions are the most reliable models for high precision 
positioning applications (Zhang, 1999).  
 
3.3.3 Estimation of the Residual Tropospheric Delay 
 
The aforementioned tropospheric delay models are usually called standard models. 
They can model the dry delay part, the larger part of the tropospheric delay, at the 
accuracy of millimetre level or better, if the meteorological data including pressure, 
temperature and humidity are used in the surface models (Zhang, 1999). However, the 
wet part effect, which can reach as much as 35 cm in very humid regions, is very 
difficult to model because the wet part delay is caused by a high concentration of water 
vapor at the height range from 0 to 16 km above the earth’s surface where the humidity 
varies greatly. The simple use of surface measurements in the standard models cannot 
give a good accuracy. In other words, after applying a correction derived from a 
standard tropospheric model in the GPS observations, there must be some remaining 
tropospheric delay still in the corrected observations. The remaining error is called the 
residual tropospheric delay, which is mainly from the wet delay.  
 
From the equation: 
R
Trop
M
TropTrop ddd +=   (3-15) 
the following formula can be obtained 
M
TropTrop
R
Trop ddd −=   (3-16) 
In equations (3-15) and (3-16): 
Tropd  is assumed the true tropospheric delay,  
M
Tropd  is the tropospheric delay calculated from a standard model, and  
R
Tropd  is the residual tropospheric delay. 
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Usually the standard models cannot satisfy the accuracy requirements of some GPS 
applications, especially in high accuracy network RTK positioning where the residual 
tropospheric delay significantly affects the performance of network ambiguity 
resolution. Therefore in this case, the residual tropospheric delay needs to be estimated. 
The estimation for the real-time, long baselines’ residual tropospheric delay is a very 
challenging task (see Chapter 4).  
 
The most commonly used method for estimating the residual tropospheric delay in GPS 
observations is by using the ionosphere-free (IF) combination of L1 and L2 carrier 
phase observations (see Chapter 2). This is because the ionospheric delay error is 
canceled out in the IF combination equation because it is frequency dependent. Thus the 
remaining error term in the IF combination equation is mainly the residual tropospheric 
delay given the following assumptions:  
• the multipath effects and the orbital errors are negligible 
• the standard tropospheric models and their associated mapping functions are 
used to correct or remove a large part of the tropospheric delay prior to the 
estimation of the residual tropospheric delay.  
 
The general linear combination of L1 and L2 phase observation equation (2-8) is 
21, φφφ ⋅+⋅= jiji  (3-17) 
The Ionosphere-free combination is, from equation (2-14): 
60.1227
42.1575
2
1
−=−= f
f
j
i
 (3-18) 
For any set of integer values for i and j, as long as their ratio satisfies equation (3-18), 
they can be used to form an ionosphere-free combination, e.g. i=1, and 
42.1575
60.1227
1
2
−=−= f
fj  can be one selection. However, the set of i, j with the least integer 
values is (77,-60), and these values are the most commonly used in recent years. By 
using these values for i and j the IF combination observation equation can be expressed 
as (for the double differencing case, and the multipath error and the orbital error are 
neglected) 
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)( 60,7760,7760,7760,7760,77 −−−−− ∆∇+∆∇+∆∇+∆∇=∆∇ φελρφλ tropdN  (3-19) 
where  
60,77 −∆∇ φ  is the DD IF combination observation in cycles, 
60,77 −λ  is the wavelength of the IF combination observation, 
ρ∆∇  is the DD geometrical range from the station to the satellite, 
60,77 −∆∇ N  is the DD ambiguity of the combination observation, 
tropd∆∇  is the DD residual tropospheric delay after applying the correction 
based on an standard tropospheric model, and 
60,77( −∆∇ φε ) is the noise of the DD IF combination observation. 
 
60,77 −∆∇ φ  and 60,77 −λ  can be expressed as: 
2160,77 6077 φφφ ∆∇⋅−∆∇⋅=∆∇ −  (3-20) 
21
60,77 6077 ff
c
−
=
−
λ
 (3-21) 
 
From equation (3-19), the residual tropospheric delay term tropd∆∇  can be estimated if 
the precise satellite orbit is used, the coordinates of the GPS stations are known and the 
ambiguity term 60,77 −∆∇ N  have been correctly fixed. 
 
It should be noted that equation (3-19) is the general formula for the DD IF combination 
observation equation that is used to eliminate the ionospheric delay so that the 
estimation of the residual tropospheric delay can be made. However, due to the fact that 
the ambiguity term 60,77 −∆∇ N  needs to be first resolved, which is the most challenging 
task for long baselines, and especially for real-time, high accuracy GPS positioning, the 
estimation of the residual tropospheric delay in real-time scenario is far more 
complicated. The details of these will be discussed in Chapter 4.  
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3.3.4 Regional Tropospheric Modelling  
 
The standard tropospheric models discussed in Section §3.3.2 are empirical models. 
Most of them are derived from available radiosonde data. These radiosonde data were 
mostly observed on the European and North American continents (Satirapod et al., 
2005). Most of these standard models take no account of latitudinal and seasonal 
variations of parameters in the atmosphere and as a result their accuracy is not good 
enough for high accuracy positioning. In addition, these standard models are usually 
derived from globally distributed sample data. The standard empirical models belong to 
the category of the global models. The spatial resolution and temporal resolution of 
global atmospheric models are usually low and cannot reflect the local variation 
characteristics of the atmosphere. Thus the global atmospheric models (for either the 
troposphere or ionosphere) cannot be used to correct GPS measurements for high 
accuracy positioning.  In contrast to the global atmospheric model, regional 
tropospheric models, which are derived from denser local data points of a region, can 
more accurately represent the distribution of the tropospheric variation in the region. 
The regional atmospheric models can be used for post processing or real-time 
depending on the time resolution of the model.  If the time resolution is very high, e.g. 
every second or every few seconds, the regional model can be used for real-time 
applications such as NRTK.  The regional tropospheric model (and similarly the 
ionospheric model) for real-time, high accuracy GPS positioning will be discussed in 
Chapter 4.  
 
3.4 The Ionosphere 
 
3.4.1 The Ionosphere and Its Formation 
 
The ionosphere is the upper part of the atmosphere located from 50 km to about 1000 
km above the surface of the earth, and is that part of the atmosphere that is ionised by 
solar radiation (Klobuchar, 1996). Solar radiation strikes the atmosphere and this 
intense level of radiation is spread over a broad spectrum ranging from radio 
frequencies through infrared radiation (IR) and visible light to X-rays. Solar radiation at 
ultraviolet (UV) and shorter wavelengths is considered to be "ionising" since photons of 
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energy at these frequencies are capable of dislodging an electron from a neutral gas 
atom (or molecule) during a collision. In the ionisation process, part of this radiation is 
absorbed by the atom (or molecule) and a free electron and a positively charged ion are 
produced. The negatively charged free electrons and the positively charged ions form 
the ionosphere. In the ionosphere, not all the particles are charged ions and electrons. 
The degree of ionisation is in fact very low. The free electrons affect the propagation of 
radio waves. An important parameter for the propagation of radio waves is the amount 
of free electrons that are present, called electron density, which is also an indicator of 
the degree of ionisation. The speed of a radio wave at a point in the ionosphere is 
determined by the electron density there (Klobuchar, 1991). 
 
The gas atoms (or molecules) and solar radiation form the ionisation process and so the 
rate of ionisation mainly depends on the density of gas atoms (or molecules) and the 
intensity of the solar radiation. At the highest level of the earth’s atmosphere, solar 
radiation is very strong but the number of atoms to interact with is very small and 
therefore the ionisation is small. As the altitude decreases, more atoms are present, thus 
ionisation increases. However, recombination of a free electron and a positive ion 
begins to take place if they are close enough to each other. At a lower altitude, the gas 
density increases, the free electrons and ions are closer and so the recombination 
accelerates. The recombination process is one that is opposite to the ionisation process 
and the point of balance between the two processes determines the degree of 
“ionisation” at any given time (HAARP, 2007).  
 
On the other hand, at lower altitudes, although the number of the gas atoms increases, 
the intensity of solar radiation is smaller as some of it is absorbed at higher altitudes. 
This results in the ionisation rate beginning to decrease with altitude decreasing. The 
change of the ion production rate with heights leads to the formation of three distinct 
ionisation peaks or layers, named the D, E and F layers. The peak electron density 
usually occurs in the F region which begins about 150 km above the earth’s surface 
(Schaer, 1999). The F region can be further split into the F1 layer and the F2 layer for 
day time, with the maximum electron density usually found in the F2 layer. The F2 
layer denotes the topside of the ionosphere. The region below the F2 layer, referred to 
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as the bottomside of the ionosphere, contains shells D, E and F1. The four layers, and 
their presence time and intensity, are shown in Figure 3.2.  
 
Figure 3.2 Ionospheric layers. At night the E layer and F layer are present. During the 
day, a D layer forms and the E and F layers become much stronger. Often during the 
day the F layer will differentiate into F1 and F2 layers (NPS, 2007) 
 
It should be noted that the ionosphere layers are not sharply bounded. The change from 
one layer to the next is gradual and this is probably why different texts may present 
differently for the locations of the ionosphere layers. In addition, the upper boundary of 
the ionosphere is also not well defined since the electron density thins into the 
plasmasphere and subsequently into the interplanetary plasma (Schaer, 1999). 
 
The F region is the most important part of the ionosphere in terms of high frequency 
(HF) communication as it is responsible for most skywave propagation of radio waves. 
The F2 layer is the thickest and the most refractive for radio waves when that side of the 
earth is facing the Sun. The peak electron density, that is, number of electrons/m3, 
occurs in the height range of 250-400 km, in the F2 layer (Misra et al., 2001). The F2 
layer is the part that is the most variable and anomalous, and difficult to predict 
(Hargreaves, 1992). Therefore it is easy to see why the F2 layer is of most interest in 
radio propagation research.  
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3.4.2 Solar Activity and Ionosphere Variability 
 
The structure of the ionosphere is strongly influenced by solar radiation, which is also 
called solar wind. The solar wind is governed by the level of solar activity. In other 
words, solar activity is the driving force behind changes in the Earth’s ionosphere 
(Klobuchar, 1996). Solar activity is usually described by a parameter called Sun Spot 
Number (SSN). A higher value of SSN corresponds to higher solar activity.   
 
The strong correlation between the ionosphere and solar activity illustrates that the 
ionosphere changes with variation of solar activity. Due to the fact that the activity of 
the Sun temporally varies, the ionosphere also varies with time cycles, such as yearly 
variations, seasonal variations, diurnal variations, and even sudden ionosphere changes 
etc. occur (NPS, 2007). 
 
Yearly variations - Solar cycle  
 
The solar cycle is typically eleven years in duration although cycles vary greatly both in 
amplitude and in length. The solar cycle determines the long term variation of the 
ionosphere. The solar cycle also underpins the occurrence of short term disturbances to 
the earth-sun region (NPS, 2007). 
 
Diurnal variations 
 
Apart from the long term cycle of ionosphere variations with solar cycles, the free 
electron density in the ionosphere also shows a strong correlation with time of day, or 
the diurnal period of the earth. Around 2:00pm local time, the solar activity is at its 
daily maximum while during nightime the solar activity is at its minimum. This implies 
that, usually at around noon, the value of free electron density usually reaches its 
maximum and the minimum value falls in the night time (NPS, 2007). 
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Seasonal variations 
 
Solar activity also changes with seasons of the year due to the inclination of the earth’s 
equator with respect to the ecliptic, correspondingly, there are seasonal variations in 
Total Electron Content (TEC), and the variation follows the Sun’s 27 day rotational 
period (NPS, 2007).  
 
Ionospheric phenomena  
 
There are also shorter time scale ionospheric variations, which are rapid changes in the 
ionosphere. This type of variation is different from the aforementioned variations in that 
they appear more irregular and unpredictable and hence they can be called disturbances. 
These variations stem from ionospheric phenomena including travelling ionospheric 
disturbance (TID), sudden ionospheric disturbance (SID), ionospheric storms, 
geomagnetic storms, and ionospheric scintillation. These ionospheric phenomena are 
associated with solar activity directly or indirectly.  
 
• TIDs are ripples/waves in the electron density structure that propagate in the 
horizontal direction. There are two main types of TIDS and they are the large-scale 
TID (LSTID) and the medium-scale TID (MSTID). LSTIDs are the ones whose 
wavelength is larger than 1000 km.  They are usually generated by auroral activity 
(Albany, 2009). The occurrence period varies from 30 minutes to 3 hours (Odijk, 
2002).  MSTIDs have hundreds of kilometres wavelength and have characteristic 
period in as short as the order of 10 minutes. They are believed to be caused partly 
by severe weather fronts and volcanic eruptions (Klobuchar, 1991). In mid-latitude 
regions, the most common ionospheric disturbances are caused by MSTID, which 
mainly occur during daylight hours in winter months in years of maximum solar 
activities (Wanninger, 1995). According to Wanninger (1999), in mid-latitudes 
(central Europe), MSTIDs occur frequently when solar activity increases. 
 
• SID phenomena are caused by solar flares. Solar flares are huge explosion on the 
surface of the Sun. They comprise of transient brightening in a small active area on 
the solar surface. When solar flares occur, the ionosphere is suddenly more ionised, 
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thus the density and location of its layers are changed (CSE, 2009). This leads to a 
sudden increase in TEC. A SID may last a few hours and only the sunlit side of the 
earth is affected.  
 
• Ionospheric storms are caused by some solar activity such as solar flares and 
coronal mass ejections (CME). This solar activity often produces large variations in 
particles and electromagnetic radiation incidents upon the earth. This may lead to 
disturbances of the "quiet-time" magnetosphere and ionosphere. These disturbances 
may or may not affect the ionosphere. When affecting the ionosphere, these 
disturbances are called ionospheric storms. These disturbances generate large 
disturbances in ionospheric density distribution, TEC and the ionospheric current 
system (JPL, 2009).  
 
• Geomagnetic storms are caused by the solar wind, which is a stream of high–
energy particles the Sun (all times) ejects. This solar wind interacts with and may 
compress the geomagnetic field. In addition, some of CMEs are also able to 
compress the Earth’s magnetic field enormously. The compression of the 
geomagnetic field causes a so-called geomagnetic storm. A geomagnetic storm may 
(or may not) disturb the ionosphere (Odijk, 2002). When it disturbs the ionosphere, 
the free electron density may rapidly change, and may cause ionospheric storms or 
disturbances. In fact, the occurrence of ionospheric storms is closely associated with 
geomagnetic storms, aurora and magnetospheric storms (Davies, 1990). 
Geomagnetic storms or ionosphere storms especially occur in the north auroral 
regions and can last for several hours. Fortunately, very severe geomagnetic storms 
are rare. The frequency of its occurrence is related to the solar cycle. There is a 
higher chance of the occurrence of geomagnetic storms during a solar maximum 
period than a solar minimum period (Odijk, 2002). 
 
• Ionospheric scintillation is referred to as a very small-scale (scale sizes on the 
order of 1 km or less) irregularity in electron density. The irregularly structured 
ionospheric region can cause random temporal fluctuations (or scintillations) in both 
phase and amplitude of the received GPS signal. In case of phase scintillations, a 
sudden change in phase occurs. In case of amplitude scintillations, degradations in 
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signal strength even a loss-of-lock may occur (Odijk, 2002). These scintillation 
effects are strongest in equatorial (±100  geomagnetic latitude), auroral (65-750  
geomagnetic latitude ), and polar cap (>750) regions (Skone et al., 2000). The 
strength and frequency of ionospheric scintillations in regions with high latitudes 
such as in polar and auroral regions are highly correlated with the 11-year sunspot 
cycle as well as the geomagnetic storms. During solar maximum years and in 
periods of heavy geomagnetic storms, the scintillation effects are more severe in 
polar and auroral regions, and this is the same case for equatorial regions. In mid-
latitude regions, the occurrence of ionospheric scintillations is extremely rare while 
in equatorial regions scintillations can be very strong and frequent. Ionospheric 
scintillations usually occur from post local sunset to local midnight (Liu et al., 
2004).  
 
3.5 Ionospheric Delay 
 
3.5.1 Ionospheric Delay and TEC 
 
When GPS signals travel from a satellite through the ionosphere, its speed will be 
significantly affected. This effect is called GPS ionospheric delay or ionospheric error. 
The magnitude of the ionospheric delay depends upon the density of free electrons 
along its signal path. An important parameter called TEC is often used to describe the 
electron density. TEC is defined as the number of electrons in a tube of 1m2 cross 
section extending from the receiver to the satellite (Klobuchar, 1996). TEC is usually 
measured in TEC Units (TECU) which is defined as 1016 electrons/ m2 (Hofmann-
Wellenhof et al., 1997). Of all the possible directions of the GPS signal path through the 
ionosphere, the zenith direction has the shortest path length and also the TEC is lowest 
in the vertical direction. TEC in the vertical direction is referred to as VTEC. This is 
another very useful parameter in GPS ionosphere modelling. The TEC value at a given 
time can be expressed by TECU mathematically and fully detailed later in this chapter. 
 
The ionospheric delay of the GPS signal is also related to its frequency since the 
ionosphere is a dispersive medium with respect to the GPS signal, which means the 
refractive index of the ionosphere is a function of the signal frequency. The ionospheric 
 54 
delay is inversely proportional to the square of its frequency. The magnitude of the GPS 
ionospheric delay can be expressed as (Misra et al., 2001) 
 I = 
f
TEC
2
3.40 ⋅
 (3-22) 
 
When compared to the velocity of light in a vacuum, then for radio waves in a 
dispersive medium, their group velocity is less while phase velocity is larger. As a 
consequence of the different velocities, GPS code measurements are delayed and carrier 
phases are advanced. The ionospheric delays on code pseudorange measurements and 
phase measurements, which are denoted as Iρ and Iф respectively, have the same 
magnitude but opposite signs (Misra et al., 2001) 
f
TECII 2
3.40 ⋅
=−= φρ  (3-23) 
where ρI and φI  are in metres. 
 
It should be emphasised that the ionospheric delay expression in the above two 
formulae are approximations that are the result of truncating the Taylor-series expansion 
after the quadratic term in the series. In other words, the approximation expression 
includes only the first order term out of the Taylor-series, since the higher order terms 
are much smaller than the first order term and can be neglected. The neglecting of these 
higher order terms will have little effect on the precision of the modeling of the 
ionosphere even for high accuracy GPS positioning. Therefore, formula (3-23) is the 
most commonly used form.   
 
The magnitude of the absolute range error introduced by the ionosphere varies from a 
few metres to about 100m depending on the receiver’s location, the satellite elevation 
angles and solar activity. If the ionospheric error is 100m (this amount/quantity may 
appear in equatorial regions during high solar activity (Klobuchar, 1991), the 
corresponding TEC value equals to 625 TECU. This is merely an example for the 
maximum numerical value of TEC. In mid-latitude areas, the TEC value should be less 
than 625 TECU in most cases. 
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3.5.2 A Single-layer Ionosphere Approximation and Ionospheric Mapping 
Function 
 
The length of the signal path through the ionosphere varies with the satellite position in 
the sky: the lower the satellite elevation, the longer the signal path, and the higher the 
TEC value. Because the highest satellite position is in the vertical direction, the shortest 
signal length and the lowest TEC value are in the vertical direction. The vertical total 
electron content (VTEC) (also called TVEC) can be mapped to the slant TEC, and the 
mapping function can be expressed as (Hofmann-Wellenhof et al., 1997): 
VTEC
z
TEC ⋅= )
'cos
1(  (3-24) 
where TEC is for a slant direction, and 'z  is the zenith angle of the satellite at the 
ionospheric pierce point (IPP), which is explained as follows.  
 
The mapping function is based on the assumption that the ionosphere is in an 
infinitesimally thin layer at a fixed height from the earth and all the free electrons in the 
ionosphere are assumed to be concentrated in this single layer or the shell of the 
ionosphere. The height of the single-layer ionosphere is usually taken in the range of 
300-400 km, and 350 km is the most commonly adopted quantity. The reason for 
adopting this value is that the maximum electron density is usually found in the F2 layer 
which covers the same altitudes as the value range (see Section §3.4.1). The ionospheric 
pierce point (IPP) is the point of intersection of the line of sight with the single-layer 
(shell). The assumption of the single-layer ionosphere makes the mapping of the vertical 
TEC to a slant TEC simple (see Figure 3.3) (Hofmann-Wellenhof et al., 1997).  
 
 
 
 
 
 
 
Figure 3.3 Geometry of the single-layer ionospheric model 
z 
z' 
Earth’s surface 
Single-layer ionosphere 
IPP 
RE 
hI 
Receiver 
 56 
In Figure 3.3, in addition to 'z and IPP, z  is the zenith angle of the satellite at the 
receiver’s location, ER is the mean radius of the earth and Ih  is a mean value for the 
height of the ionosphere.  
 
By the law of sines, the following relation can be obtained (Hofmann-Wellenhof et al., 
1997) 
z
hR
R
z
IE
E sinsin '
+
=   (3-25) 
The value of z can be obtained from the known satellite position and approximate 
coordinates of the receiver’s location. 
 
The mapping function allows us to convert TEC to VTEC and vice versa. GPS 
measurements generally provide measurements for the slant TEC, and hence they can 
be used to calculate the slant TEC. However, in some applications such as in absolute 
TEC mapping, it is more reasonable to use VTEC. In this case, the mapping function is 
required. 
 
3.5.3 Estimation of the Ionosphere from GPS Measurements 
 
A variety of techniques can be used for measuring or estimating the ionosphere such as 
ionosonde, oblique backscatter radar, incoherent backscatter radar, satellite and GPS 
system etc. The details about these techniques can be found from Komjathy (1997) and 
Liu (2004). Among these techniques, the use of the dual frequency GPS data for the 
procurement of TEC is the main interest of this section. However, it should be noted 
that in the research of GPS positioning, the ultimate goal of using dual frequency GPS 
data to determine the ionospheric effects is for removing or alleviating its error in the 
determination of the receiver’s position.  
 
From GPS measurements of a GPS dual-frequency receiver, TEC (or the ionospheric 
error) can be estimated by either pseudorange measurements and/or carrier phase 
measurements on the two frequencies, or by the combination of pseudorange 
measurements and carrier phase measurements. When using pseudorange 
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measurements, equation (2-1) can be rewritten with the following two frequencies L1 
and L2 
111 )( pmptropion ddddTdtcdP ερρ ++++−++= ⋅  (3-26) 
222
)( pmptropion ddddTdtcdP ερρ ++++−++= ⋅  (3-27) 
where  
1P  and 2P  are the pseudo-range measurements on L1 and L2 respectively,  
1⋅iond  and 2⋅iond  are the corresponding ionospheric errors that are related to the 
two frequencies L1 and L2 respectively, and 
all the rest of the terms are frequency independent.  
 
Subtracting equations (3-27) from (3-26) and substituting 1⋅iond  and 2⋅iond  with equation 
(3-23), the following expression can be obtained 
ff
TECTECPP 2
2
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1
3.403.4021 ⋅−⋅=−  (3-28) 
so the TEC  can be solved as  
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Using the same method for the carrier phase measurements on L1 and L2, the following 
formula can be obtained 
)1(3.40
))()(( 22211121
γ
λλ
−
−Φ−−Φ
=
NNf
TEC   (3-31) 
 
Estimates of the ionosphere delay based on the L1 and L2 pseudorange measurements 
using equation (3-29) are unambiguous but noisier than that of using the corresponding 
carrier phase measurements in equation (3-31). Although the latter is less noisy than the 
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former, the ambiguous nature of the phase measurements can be a very serious issue for 
some GPS positioning resolutions, e.g. for long baseline NRTK positioning. 
 
Equation (3-31) is actually derived from the Geometry-Free (GM) combination of GPS 
measurements on L1 and L2 discussed in Section §2.5.2. The GM combination can be 
used to estimate the ionospheric error directly. For the ionospheric effects to be 
eliminated from the dual frequency GPS measurements, the ionosphere-free 
combination can be used but the resultant combination is much noisier than the L1 or 
L2 measurements. This is the trade-off of using any linear combinations of L1 and L2 
measurements (refer to Section §2.5.2). 
 
3.5.4 Ionospheric Modelling 
 
Equations (3-29) or/and (3-31) are used to estimate the absolute TEC value for the 
receiver’s location. If dual-frequency GPS observations are available at many stations in 
a regional or a global GPS network, many TEC values for all of the stations in the 
network can be obtained. Due to that the ionosphere is both spatially and temporally 
correlated, the ionosphere for the area can be modelled by using all of the individual 
ionospheric values to construct a fitting function. With the constructed function, the 
ionosphere value at any locations within the network area can be calculated. This is 
called ionospheric error modelling (or interpolation) and it is based on the nature of the 
spatial correlation of the ionospheric error. In addition, the ionosphere is also the 
temporally correlated, hence it is also reasonable to use the interpolated ionospheric 
results of the current epoch for the predicted error values of future epoch (for the same 
rover’s location). For example, DGPS and NRTK techniques often use the predicted 
corrections.    
 
In this section, our main focus is on ionospheric models. The parameters (or variables) 
in an ionospheric model can be either the spatial location or time, or both, depending on 
the nature of applications. For example, a low accuracy single frequency GPS receiver 
may use an empirical ionospheric error model such as the broadcast model. The 
parameters of the broadcast model include both geographic location and local time. 
However for high accuracy NRTK positioning, the parameters in the ionospheric 
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models only include the geographic location since the absolute time is not important at 
all (and the data latency, as a relative time period, is very short). 
 
There are a variety of ionospheric models used for GPS positioning, for example, 
• empirical ionospheric models,  
• global ionospheric models, and  
• regional ionospheric models.  
These are the most commonly used or referred types of ionospheric models. A brief 
discussion for these three types of ionospheric models and the scopes of their 
applications in GPS positioning or navigation is given below. 
 
Empirical ionospheric models 
 
The preferred method of correcting for the ionospheric delay on GPS measurements is 
to directly measure or estimate the difference in the delay on the two frequencies L1 and 
L2 (see Section §3.5.3). This can be achieved easily when dual frequency receivers are 
used. However, single-frequency GPS measurements require other means for the 
ionospheric correction. Empirical ionospheric models are required for this purpose. 
Broadcast ionospheric model (Klobuchar, 1996), International Reference Ionospheric 
(IRI) models are two examples of these kinds of models. Empirical models are based on 
a parameterization of a large amount of ionospheric data collected over a long period of 
time. Given the long time series of data, it is possible to perform the parameterization in 
terms of solar activity, seasonal variation, geographic location (e.g. latitude, longitude) 
and local time variation (Komjathy, 1997). The empirical ionospheric model is used 
mainly for stand-alone single frequency receivers where low accuracy GPS positioning 
is acceptable. 
 
Global ionospheric models 
 
Global ionospheric models are the models derived from the globally distributed sample 
data. Currently, the most commonly used one is the Global Ionospheric Maps (GIMs). 
This model is provided by the IGS. In this model, the spatial resolutions are 2.5o and 
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5.0o in latitude and longitude respectively, and the temporal resolution is 2-hour (Schaer, 
1999). With such low spatial and temporal resolutions, it cannot be expected that this 
model can reflect the local ionospheric characteristics for a given instant. This is 
because an ionospheric error value calculated from this model is actually for an area as 
large as 2.5o by 5.0o as well as for a time span of a 2-hour. This means any small-scale 
variations of the ionosphere both in the spatial and temporal dimension must be 
suppressed. Thus the predicted error value represents the averaged error. Therefore, this 
type of models have little use for real-time or near real-time GPS applications, and they 
are also not adequate to support high accuracy GPS positioning.  
 
Regional ionospheric models 
 
A regional ionospheric model, usually, fits local ionosphere variations better than the 
global model since it is derived on data points that are distributed in the region of the 
survey. The sample data points are usually denser than that for the global model. This 
type of model is more likely to be used for high accuracy GPS positioning. The 
accuracy of the model mainly depends on the density of the sample data and the model 
itself.  
 
For any type of ionospheric models, the spatial and temporal resolutions of the 
ionospheric model, as the two most important aspects, need to be known for a specific 
GPS application. This is because these two aspects are the main factors affecting the 
model’s accuracy/performance. The spatial resolution of the model is dependent on the 
distance or density of the reference stations. The temporal resolution of the model is 
dependent on the time span of the observation data that is used to derive the model. For 
example, for high accuracy NRTK positioning, the temporal resolution of the model is 
usually one second. This means that the ionospheric error model is derived from the 
observations of an epoch (assuming that the data sampling rate is one second). The 
regional ionospheric model for high accuracy NRTK is a key topic in this research. An 
extensive discussion will be conducted in Chapter 4. 
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3.6 Summary 
 
This chapter introduced the atmosphere and its two components (i.e. the troposphere 
and ionosphere). It covered the structure, formation and composition of the two 
atmospheric components; the characteristics of the spatial and temporal variation of the 
atmosphere; the ionospheric phenomena; the tropospheric and ionospheric 
delay/error/effects on GPS measurements; estimation methods and formulae from GPS 
dual observations; and the various error models/corrections for these two types of 
atmospheric effects on GPS measurements. This knowledge is significant for both 
general GPS applications and the NRTK positioning.  
 
 
 
 62 
Chapter 4 Algorithms for Network-based RTK 
 
4.1 Introduction  
 
When conducting RTK positioning over a large area without significant degradation of 
positioning accuracy, an NRTK approach should be adopted. The core of the NRTK 
approach is to model the spatially correlated errors (or distance-dependent biases) for 
the entire area of the network coverage. Thus, the error for the rover’s location can be 
calculated by interpolation using both the error model and the rover’s proximate 
position. This error value, the so-called predicted error, can then be used to correct the 
rover’s raw observations. This makes it possible to resolve the integer ambiguities for 
the rover’s observations more easily, correctly and quickly. This in turn aids in the fast 
and high accuracy resolution of the rover’s positioning.  
 
The key part of the NRTK technique is to generate corrections for the rover’s location 
in real-time. The corrections mainly account for the spatially correlated errors including 
the orbital and the atmospheric errors. In the double differenced GPS observations, the 
orbital error can be significantly reduced by using IGS products such as the UltraRapid 
orbit. This is because the orbital error effect on the GPS observation is negligible (i.e. a 
few mm level) for baseline lengths up to a few hundreds of kilometres. In this case, the 
spatially correlated error/correction left in the DGPS observation equations is mainly 
the atmospheric errors that consist of the ionospheric error and the tropospheric error. 
Therefore, the atmospheric error must be modelled for NRTK positioning. The 
prerequisite for the modelling of the atmospheric errors for the network is that the 
network carrier phase ambiguities must be successfully and correctly resolved in real-
time. Resolving network ARs in real-time is not a trivial task. The effective solution of 
accurate and reliable ARs in real-time, especially over long baselines, is a topic of 
extensive and ongoing research on its own.  Real-time network AR is more complicated 
than for post-processing. The reasons for this is include (Sun et al., 1999; 1999): 
1) historically, there are constraints on the computation time, e.g. the 
computation time cannot exceed the data sampling interval (may not be so 
with modern computers), 
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2) the data must be processed sequentially such that only observations before 
the current epoch can be considered whereas in post-processing the data is 
usually treated in batch mode, and 
3) operational issues, e.g. the time for a satellite to be continuously tracked 
cannot be determined at the current epoch because there is no way to know 
future measurements.  
In short, for the implementation of the NRTK, the real-time network ambiguity 
resolution is a key issue that cannot be avoided.  
 
After the network ambiguities are successfully (and correctly) resolved and “on time” 
for an epoch, the predicted errors for the rover observation for that epoch can be 
generated. It is common to use some interpolation methods to obtain the predicted error  
 
From the above discussion, it can be seen that network ambiguity resolution and the 
interpolation for the correction of the rover’s observations are two important parts of 
network RTK in the context of algorithms. These two parts will be discussed in this 
chapter. 
 
4.2 Algorithms for Real-time Network Ambiguity Resolution  
 
For baseline lengths up to 100 km (medium-to-long for NRTK definition), 
instantaneous real-time AR is a challenge because the residual distance-dependent 
biases are usually not small enough. The multiple station network ambiguities can be 
resolved at the beginning by using data colleted several hours before the real operation 
of the NRTK. However, if any problem with the continuity of a satellite tracking occurs, 
such as the occurrence of a cycle slip, or a long data gap, or of a new satellite rising. 
The ambiguities associated with the satellite must be resolved again. In this case, the 
new set of ambiguity resolution will be delayed for a significant time, which prevents 
the rover from using the corrections from the network. This can be a serious issue on the 
effectiveness of NRTK.  In order to overcome this problem, instantaneous ambiguity 
resolution, or very short time-to-ambiguity-fix is required (Rizos et al., 2002), and 
hence the on-the-fly (OTF) technique is adopted. Several ambiguity search procedures 
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for OTF-AR (On-The-Fly-Ambiguity-Resolution) were suggested e.g. the FARA, 
FASF, Cholesky, Hatch, and U-D decomposition methods (Frei et al., 1990; Hatch, 
1990; Landau et al., 1992; Abidin, 1993; Chen, 1993; Teunissen, 1995). The OTF 
technique requires accumulated information over a period of several epochs for the 
process of ambiguity resolution. The data process for the network ambiguities resolution 
is often referred to as the network initialisation. 
 
The carrier phase integer ambiguities for a GPS CORS network in real-time must: 
1) be effective in the time required to determine the ambiguities, and  
2) be reliable and able to operate in real-time.  
 
The algorithms used for this research are based on the DD solutions of baselines where 
ambiguities are resolved in the following order: 
1) wide-lane ambiguities are fixed first due to the nature of its long wavelength 
(86.4 cm). 
2) ambiguities for the L1 frequency and the relative zenith tropospheric delay 
(RTZD) are estimated using ionosphere-free (IF) combination observables 
via a Kalman filter.  
3) fix the estimates of ambiguities for L1 to integer values when they meet 
certain criteria.  
 
In order to facilitate the network ambiguity resolution, it is necessary to reduce all the 
errors as much as possible. The orbital error can be reduced by using IGS Ultra Rapid 
orbits. The multipath error can be reduced by carefully selecting sites of reference 
stations (e.g. avoid sites where high buildings are surrounded), and by using choke-ring 
antenna to reject multipath signals. Finally the remaining errors in the ionosphere-free 
observations are mainly the residual tropospheric error and the observation noise. The 
formulae associated with this approach are now presented. 
 
The double-differenced carrier phase observation equation (2-7) can be expressed as 
(Han, 1997; Hofmann-Wellenhof et al., 1997):  
)∆ε(∆Iα∆d∆Nλ∆ρ∆λ kktropkkkk φφ ∇+∇−∇+∇+∇=∇  (4-1) 
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where 
subscript k  is the frequency of the observation, 
I∆∇  is the DD ionospheric delay parameter,  
kα  (k=1,2) for L1 and L2 carrier phase respectively and  
)( 2221221 fff −=α , 
)( 2221212 fff −=α  , 
k∆φ∇  is the DD observation on frequency k  with the unit of cycles, and 
all of the other notations are the same as that in equation (2-7). 
 
By using both the double differencing operator for two satellites and two receivers, and 
the linear combination of the observations for L1 and L2 frequencies, the widelane and 
the IF combination equations can be obtained. 
 
The double-differenced widelane observation ( 1,1 −∆∇ φ ) can be written: 
)( 1,11,11,11,11,11,1 −−−−−− ∆∇+∆∇−∆∇+∆∇+∆∇=∆∇ φεαλρφλ IdN trop  (4-2) 
where 1,1 −∆∇ λ = 86.4 cm is the wavelength of the widelane combination observation, 
which is much longer than that of both the L1 and L2 frequencies. This means that the 
widelane integer ambiguity is much easier to resolve than that of either the L1 or L2 
integers (19 cm and 24 cm respectively). Thus this combination is commonly used for 
the initial attempt at resolving the L1 or L2 integer ambiguities.  
 
In equation (4-2), the tropospheric error tropd∆∇  and the ionospheric error I∆∇−1,1α  are 
the main factors that affect the fix of widelane ambiguities. In order to resolve the 
widelane ambiguities more easily for the network baselines, standard tropospheric 
models are usually used to reduce the tropospheric effects. The Hopsfield model is used 
in this research. Standard atmospheric parameters are used since real meteorological 
data for the reference stations are not available (Landau et al., 2003). Therefore, local 
meteorological conditions are not represented. However, the dry component of the 
troposphere accounts for the majority (90%) of the delay, and it can be derived via 
standard models. With respect to the ionospheric error (term I∆∇
−1,1α ), it is not very 
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helpful to use empirical global models such as the Kloubuchar model or the broadcast 
model to calculate corrections for the NRTK. Therefore, in this research, only the 
Hopfield model is used to correct/reduce the tropospheric error in (4-2) to help fix the 
widelane ambiguities.  
The observation equation for the double-differenced ionosphere-free combination can 
be expressed as  
)( 60,7760,7760,7760,7760,77 −−−−− ∆∇+∆∇+∆∇+∆∇=∆∇ φελρφλ tropdN  (4-3) 
where 
 60,77 −∆∇ φ  is the observation of the DD IF combination in cycles,  
 60,77 −∆∇ λ  is the wavelength of the DD IF combination (=0.63 cm),  
 60,77 −∆∇ N  is the DD ambiguity for the observation of the IF combination, and 
 )( 60,77 −∆∇ φε  is the noise of the DD IF combination. 
 
Due to the nature of the short wavelength of the IF combination (0.63 cm), its ambiguity 
60,77 −∆∇ N  is difficult to resolve. It is better that 60,77 −∆∇ N  is replaced with the longer 
wavelengths. For this purpose, using the following relation:  
11,160,77 1760 NNN ∆∇+∆∇=∆∇ −−  (4-4) 
Substitute (4-4) into (4-3) 
)()60()17( 60,771,160,77160,7760,7760,77 −−−−−− ∆∇+∆∇+∆∇+∆∇+∆∇=∆∇ φελλρφλ tropdNN
 
(4-5) 
The widelane integer ambiguity 1,1 −∆∇ N  can be fixed beforehand and as such can be 
treated as a known value at this stage. The 1N∆∇  has a wavelength of 10.3 cm 
(= 60,7717 −λ ) that is much longer than that of 60,77 −∆∇ N . The unknown parameters in 
equation (4-5) are 1N∆∇  and tropd∆∇ .  
 
Equation (4-5) is the DD IF observation equation of a satellite pair for a baseline. 
Different satellite pairs for the same baseline require a different values of tropd∆∇  which 
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creates too many unknowns for the baseline. In order to reduce the number of unknown 
parameters for the baseline, the term tropd∆∇  for each of the satellite pairs can be 
approximately expressed as a function of the RTZD at the two reference stations of the 
baseline plus a mapping function (MF) with respect to the elevation angle (Zhang et al., 
2001): 
)]()([ jiijtrop MFMFRTZDd εε −⋅=∆∇  (4-6) 
where )sin(/1)( ⋅=⋅MF , iε and jε  are the average elevation angles of the two receivers 
to satellite i and satellite j respectively. The term )]()([ ji MFMF εε −  in equation (4-6) 
for each of the satellite pairs is known since the coordinates of both of the two satellites 
and the two reference stations are known. By using equation (4-6) for all satellite pairs 
of the baseline, the several original several unknown parameters tropd∆∇  for different 
satellite pairs of the baseline can be reduced to one, i.e. the RTZD. 
 
Substitute equation (4-6) into (4-5) and move all the known terms on the right-hand side 
of the equation to the left-hand side: 
77, 60 77, 60 77, 60 1, 1 77, 60 1 77, 60(60 ) ( ( ) ( )) (17 ) ( )i jN MF MF RTZD Nλ φ ρ λ ε ε λ ε φ− − − − − −∇∆ −∇∆ − ∇∆ = − + ∇∆ + ∇∆
  (4-7) 
In equation (4-7), there is one unknown parameter 1N∆∇  for each satellite pair, and a 
common unknown RTZD for all the satellite pairs observed at the station. In order to 
estimate 1N∆∇  and RTZD in real-time, the discrete Kalman filter is used for processing 
each of the baselines from the master reference station to the other/secondary reference 
stations. The reason for using the Kalman filter is because of its accumulative and 
recursive features. This means that only the estimated state from the previous time step 
and the current measurement are needed to compute the estimate for the current state. In 
contrast to the batch estimation technique, no history of observations and/or estimates is 
required since the estimates from the previous time step are already the accumulated 
results that are derived from all of the past time steps. This is exactly what is needed for 
the real-time network AR, especially when the OTF approach is used.  
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Generally, a discrete kalman filter includes two parts, the measurement equation and the 
update equation. The model can be given as (Chen et al., 2000; Welch, 2007) 
),0(~ kkkkkk RNVVXHZ +=  (4-8) 
),0(~11, kkkkkkk QNWWXX +Φ= −−  (4-9)  
where  
subscripts k  and 1−k  denote the k-th and (k-1)-th epochs of the measurements 
respectively,  
kV  and kW  are the measurement noise and process noise respectively,  
kR  and kQ  are the measurement noise covariance and the process noise 
covariance respectively,  
kH  is the design matrix,  
1, −Φ kk  is the state transition matrix,  
kX  is the state vector, which is also the unknown parameter vector to be 
resolved from the system, and  
kZ  is the observation vector.  
 
The kalman filter model in the NRTK application is used specifically to estimate the 
unknown parameters 1N∆∇  and RTZD for all the satellite pairs and for a baseline (as 
shown in Figure 4.1) in real time. The IF combination equation (4-7) is used as the 
measurement equation(Chen et al., 2000; Hu et al., 2003). Thus in the measurement 
equation (4-8), 
[ ]Tnk NNNRTZDX 11131121 ,,,, ∆∇∆∇∆∇= ⋯  (4-10) 
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where the superscripts “1” stands for the reference satellite, and 2, 3, …, n stand for all 
of the other satellites. 
 
Figure 4.1 DD measurements for all the satellite pairs observed for a baseline from the 
master reference station to a secondary reference station.  
 
For the time update equation (4-9), if the following two assumptions are made: 
1) RTZD is the first-order Gauss-Markov process, and  
2) L1 ambiguities are white noise and the white noise has very small variance, 
 
then 1, −Φ kk  and kQ  can be defined as 
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where 
t∆  is the sampling rate, 
τ is the correlation time, and 
q is the variance of process noise for the correlation time. 
 
The algorithm for the discrete Kalman Filter is 
1,11,1, −−−− Φ= KKKKKK XX    (4-15) 
11,11,1, −−−−− +ΦΦ= K
T
KKKKKKK QPP   (4-16) 
1
11,1, )( −−−− += KTKKKKTKKKK RHPHHPK  (4-17) 
)( 1,1,, −− −+== KKKKKKKKKK XHLKXXX  (4-18) 
1,, )( −−== KKKKKKK PHKIPP   (4-19) 
where  
1, −KKX  is the predicted state vector, 
1, −KKP  is the covariance matrix of the predicted state vector,  
KKX ,  is the estimated state vector, 
KKP ,  is the covariance matrix of the estimated state vector, and 
KK  denotes the gain matrix. 
Equations (4-15) and (4-16) are the time update equations, and equations (4-17), (4-18) 
and (4-19) are the measurement update equations.  
 
If 1−KR and 1−KQ  are constant, meaning that they are not updated during the process of 
the estimation (e.g. their values are fixed to the a priori measurement noise and a priori 
process noise respectively), the filter is the conventional Kalman filter. Otherwise, if the 
1−KR and 1−KQ  are updated at each epoch, the filter is an Adaptive Kalman filter.  
 
Due to the recursive nature of the Kalman filter, the state vector (i.e. in our application, 
the unknown parameters RTZD and the float L1 ambiguities 1N∆∇ ), along with their 
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covariance matrix kkP , , are being continually estimated better with the increase in the 
number of observation epochs.  
 
When the difference between the filtered float L1 ambiguity and its associated rounding 
value is within a critical value (an empirical value, e .g. 0.15 cycle or 0.20 cycle), plus 
the variance of the L1 ambiguity is very close to zero, then the filtered float L1 
ambiguity is fixed to its rounding value. This process will continue for the satellites 
whose L1 ambiguity has not been fixed. When all the L1 ambiguities are fixed, the 
system will no longer continue the processing for the estimates of the state vector, but 
instead the filter acts like a monitor that keeps checking if any of the following three 
cases occur: 1) cycle slip; 2) long data gap, and 3) newly risen satellite. Thus, if any of 
these cases occur, the system will restart the aforementioned estimating process for the 
associated satellite. In other words, the filter system can automatically perform 
initialization, or re-initialization in real-time when the need arises. 
 
4.3 Error Models and Factors Affecting Their Accuracy 
 
The term atmospheric error modelling has alternative meanings for different contexts or 
purposes. For example, it can be for post processing or for real-time; it can be also 
either for the global scale or for the regional scale; and it can be for either undifferenced 
cases or for double differenced cases, and so on. However in this section, the 
atmospheric error modelling is referred to as the double differenced regional 
atmospheric error modelling for NRTK. It should be pointed out that, in the following 
discussion, it is assumed that the UltraRapid orbit is used, thus the remaining combined 
error in the DD observation equation that requires modelled is mainly the atmospheric 
error. In other words, the phrase error modelling and atmospheric error modelling are 
interchangeable in most cases for NRTK research. 
 
After the DD L1 ambiguities for a satellite pair and a baseline are fixed, the distance-
dependent errors mainly containing the atmospheric error for the satellite pair and the 
baseline can be calculated on an epoch by epoch and satellite by satellite basis. If all of 
the L1 ambiguities for all the baselines and the satellite pair are successfully fixed, then 
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the atmospheric errors can then be modelled for the network coverage area in real-time, 
based on all of the atmospheric errors. Using the error model, the errors for the rover’s 
proximate location within the area can be calculated. It is the accuracy of the 
atmospheric errors calculated for the rover that determines the accuracy or performance 
of the rover’s NRTK positioning. By correcting the rover’s observation, the ambiguity 
resolution for the observation can be facilitated. This in turn improves the accuracy and 
performance for the results of the rover’s positioning.  
 
The accuracy of atmospheric errors for the rover depends on several factors. These main 
factors are:  
1) the accuracy of the atmospheric errors calculated for the discrete reference 
stations. The calculation of the atmospheric errors for the discrete reference 
stations is really for the baselines from the master station to the secondary 
reference stations. This calculation is based on the raw carrier phase 
measurements from all of the reference stations that are used in the error 
modelling at a later stage. If the measurements contain significant noise and/or 
the multipath effects, then these cannot be modelled. Instead, they will be 
absorbed into the atmospheric errors calculated for their associated baselines 
(and the satellite pair). This is because the station specific errors cannot be 
cancelled out in the DD equation. Thus the calculated atmospheric errors are 
contaminated by these errors, which in turn may lead to the fitting surface for 
the error model distorted, compared to the real distribution of the error.  
2) the density and size of the network for the error modelling. If the inter-station 
distance is large, meaning that the network is sparsely distributed, the 
atmospheric error will be less correlated or even uncorrelated. In this case, any 
error model cannot work as desired.  
3) the occurrence of local ionospheric disturbances. If the local ionospheric 
disturbances partly or fully fall into the network coverage area, e.g. as shown 
in Figure 4.2, either or both of the following two scenarios will be resulted in: 
• the error model cannot depict the real error trend/distrubution for the 
area, and 
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• the error value calculated/interpolated based on the error model for a 
rover’s location is significantly different from the real error value. 
This is because the error model is based on the error values derived from the 
surrounding reference stations, i.e. the discrete points. The local ionospheric 
disturbances unevenly affect the ionosphere of the network area. Thus one 
error model cannot accurately represent the error trend for the whole area, 
which results in a poor accuracy in the error model and/or the interpolated 
results for the rover’s location.  
 
Figure 4.2 An example of the ionospheric disturbances and a reference station network. 
(Any of the ionospheric disturbances (the areas in grey) partly or fully fall into a 
network coverage area will result in a significant inaccuracy either/both in the error 
model or/and the interpolated error value for a rover’s location.)  
 
4) error models. Different error models are merely different forms of 
approximations for fitting the real correlation of the error over a region. In 
other words, each error model is based on different assumptions or using 
different mathematical functions. These assumptions/functions define the 
spatial/correlation pattern of the error to be modelled. The best model is the 
one that fits the real correlation of the error better than any others for the 
region. The logical sequence for the task of error modelling should be: to 
firstly know the error correlation pattern of the region, and then to construct a 
corresponding function depicting that error for the area. Consequently, the 
R1:  
R3 
R2 
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error model must perform well. However for the NRTK, the true error 
correlation pattern in the region is not known. Thus a fitting function for the 
error modelling is first assumed and the parameters for the fitting function are 
then derived from the observations of the reference stations later. In this case, 
it is difficult to know which model will outperform the others. This suggests 
that a reasonable degree of performance testing is required for the error models 
for the region of interest. Real GPS observation data from the region should be 
used to compare the performance of the error models. 
 
Of the four factors presented above, this research concentrates predominantly on the 
error models. In the following sections, various established error models and associated 
algorithms are presented. In Chapter 7, the test results for some of these error models 
for the Victoria region will be presented. 
 
4.4 Algorithms for Error Models  
 
4.4.1 Overview of Various Error Models 
 
The ultimate goal of error modelling for NRTK is to provide the rover with calculated 
spatially correlated errors for its proximate location. The calculation of these error 
values for the rover is interpolation. The interpolated value can also be called the 
predicted error/correction since the value derived from the current epoch can be used to 
correct the rover’s raw observations of the next epoch. In this research, the terms “error 
model” and “interpolation method” are treated the same since the only reason for the 
error modelling is for obtaining the interpolated error for the rover. 
 
For a successful interpolation, it is firstly necessary to construct a function, and the 
parameters for the function are derived from a discrete set of known data points. The 
function is required to closely fit those known data points. With the constructed 
function, values for new data points can be calculated (or interpolated). In this 
application, the known data points refer to the reference stations and the new data point 
refers to rover’s proximate location. For the GPS NRTK, various error modelling 
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methods were developed and tested for a small to medium sized reference network over 
the past few years. These models can be classified into the following categories: (Dai, 
2002): 
1) Linear Interpolation Method (Wanninger, 1995; Wübbena et al., 1996); 
2) Linear Combination Model (Han et al., 1996; Han, 1997; Rizos et al., 1999); 
3) Distance-Based Linear Interpolation Method (Gao et al., 1997); 
4) Low-Order Surface Model (Wübbena et al., 1996; Fotopoulos, 2000; Varner, 
2000; Fortes et al., 2001); 
5) Least Squares Collocation Method (Raquet et al., 1998; Raquet, 1998), and 
6) Partial Derivative Method (Varner, 2000). 
 
It should be pointed out that the Virtual Reference Station (VRS) technique (Vollath, 
2000) is technically not an error model because it is really an implementation method 
for NRTK. Its main role is to relay the interpolated error to the rover in such a way that 
the VRS observations to be transmitted to the rover’s receiver are like the real 
observations that are from the reference station of the traditional RTK. In other words, 
the interpolated error/correction for the rover’s location is an input values for the 
generation of the VRS observations. 
 
Dai et al. (2004) compared the first five of the aforementioned interpolation algorithms 
and conducted tests for their performances. He concluded that the performance of all the 
methods is similar, although the Least Squares Collocation Method (LSCM) is slightly 
better than the other models, while the Distance-based interpolation method (DIM) is 
slightly worse than the other models. However, there are some concerns with these 
conclusions due to the limited test cases (two test cases) and also the limited network 
configuration scenarios (two network configurations). The conclusion may not be 
reliable for the general case, e.g. for different reference station networks. Thus it is 
necessary to test the performance of the error models for different networks using data 
from the region of interest.  
4.4.2 The Linear Interpolation Model (LIM) 
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The LIM was originally proposed by Wanninger (1995). Three reference stations 
surrounding the rover location are used to derive the regional DD ionospheric model. 
Dual-frequency phase observations from the reference stations and their known 
coordinates are required. Then the ionospheric correction for any rover’s location within 
the area covered by the reference stations can be interpolated by using the approximate 
coordinates of the user’s location and the ionospheric model. The ionospheric error 
model and the correction for the user can be obtained on an epoch by epoch and satellite 
by satellite basis, as long as the ambiguities between the master station and the 
secondary reference station are fixed correctly. Wübbena et al. (1996) and Wanninger 
(1999) extended this model by using several reference stations, which extend the model 
from an inclined plane for three reference stations to a polynomial function of higher 
degree for more stations, and also used the LIM to model the spatially correlated errors. 
Also, as a general fitting function, this model can be applied for any type of error, e.g. 1) 
a single type of error such as the ionospheric error and the tropospheric error or 2) it can 
be also applied for a combined error if each error in the combination is assumed to 
follow the same pattern of spatial correlation. Chen et al. (2000) and Rizos et al. (1999) 
proposed to use the LIM to interpolate all the distance-dependent errors together (the 
so-called combined error) without distinguishing one from the other, and its algorithm is 
as follows. 
 
The DD residual vector V (for either L1 or L2), which is for a satellite pair and all the 
reference stations (or baselines as shown in Figure 4.3), can be defined as: 
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where  
subscript 1 denotes the master station,  
2, 3, …, n denote other reference stations,  
X∇ and Y∇  are the coordinate differences between a secondary reference 
station and the master station, and 
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a  and b  are the coefficients of the error model in the directions of X and 
Y respectively. 
 
Figure 4.3 Error modelling for a satellite pair S1 (the reference satellite) and S2 (is based 
on all the baselines from the master reference station R1 to the secondary reference 
stations R2, R3 and R4) 
 
 
The values of a  and b  represent the gradients of the combined error in directions of the 
plane’s two axes: X and Y  respectively. The values for a  and b  can be estimated by a 
least squares adjustment if the number of reference stations is more than three: 
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and 
V12 
V13 
V14 
R4 
R1:  
master station. 
S1 
R2 
S2 reference 
satellite 
R3 
 78 














∆∇−∆∇−∆∇
∆∇−∆∇−∆∇
∆∇−∆∇−∆∇
=
nnn N
N
N
V
111
131313
121212
λρφλ
λρφλ
λρφλ
⋮
  (4-23) 
 
It should be noted that the subscript 1 in equations (4-20), (4-22) and (4-23) is for the 
master reference station, and the subscript n equals to the total number of the secondary 
reference stations. 
 
After aˆ  and bˆ are estimated, the DD combined error/correction for the rover’s location 
within the network coverage area (see Figure 4.4) can be interpolated by 
uuu YbXaV 111 ˆˆ ∆⋅+∆⋅=  (4-24) 
where subscript u  denotes the rover user station. 
 
 
Figure 4.4 Interpolated combined error for the rover’s location (and for a satellite pair) 
within the network coverage area is a DD error between the rover to the master 
reference station R1.  (R2, R3 and R4 are three secondary reference stations.)  
 
It should be emphasised that the uV1  in formula (4-24) is the DD combined error for the 
baseline from the master station to the rover station, as shown in Figure 4.4. This is 
because aˆ  and bˆ  are derived from the DD residuals between the secondary stations and 
the master station. The master station is the reference station of the reference stations 
for all the double differenced results. This is also the reason why the two parameters 
uX1∆  and uY1∆  in (4-24) are the delta value of coordinates between the rover station and 
the master station. 
 
R1:  
master station. 
rover 
V1u 
R4 
R2 
R3 
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The 2D LIM expressed in equation (4-24) represents an inclined plane, and the 
minimum number of the reference stations required for this model is three. This model 
is simple and straightforward hence it is quite easy to be implemented in practice.  
 
4.4.3 The Linear Combination Model (LCM) 
 
A linear combination model was proposed by Han (1997), and Han and Rizos (1996; 
1998). The single-differenced observation from a rover receiver to one of the multiple 
reference receivers is: 
iimpitropiioniiiii
dddNdTcd φ
φ ελρρφ ∆+∆+∆+∆−∆⋅+∆⋅−∆+∆=∆ ,,,  (4-25) 
where ∆ (·) = (·)u - (·)i; i and u denote the reference station and the rover station 
respectively. All the terms on the right-hand side of equation (4-25) denote (all refers to 
single differenced) the geometric distance, the orbit bias, the receivers’ clock bias, the 
phase ambiguity, the residual ionospheric bias, the residual tropospheric bias, multipath 
effects, and measurement noise, respectively. 
 
In order to construct a linear combination error model, that is, to obtain the set of 
coefficients, e.g. iα , i = 1,2…n for the linear combination error model, Han and Rizos 
(1997; 1999) set the following conditions: 
αi = 1
i =1
n
∑   (4-26) 
αi( ˆ X u − ˆ X i ) = 0
i =1
n
∑  (4-27) 
αi
2
= Min
i =1
n
∑   (4-28) 
where uXˆ  and iXˆ  are the horizontal coordinate vectors for the rover receiver and the i
th
 
reference station respectively. 
 
From equation (4-25), the linear combination of all the single differenced observations 
from all the reference stations can be written as: 
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where n is the total number of the reference stations used for the construction of the 
model.  
 
By using equation (4-29) and also taking into account equations (4-26), (4-27) and (4-
28), the orbit bias can be virtually eliminated. Other errors including the ionospheric 
biase, the tropospheric biase, the multipath effects and the measurement noise are also 
significantly mitigated as well (Han, 1997). 
 
The correction term for the rover’s observation can be generated after ambiguities 
between the master station and the reference stations have been fixed to their correct 
integer values.  
 
Assuming the reference station n is treated as the master station and the residual vectors 
between all of the secondary reference stations and the master station are defined as: 
nnnn NV ,1,1,1,1 ∆∇−∆∇−∆∇= ρφ   (4-30) 
nnn NV n ,2,2,2 ,2 ∆∇−∆∇−∆∇= ρφ   (4-31) 
…… 
nnnnnnnn NV ,1,1,1,1 −−−− ∆∇−∆∇−∆∇= ρφ   (4-32) 
 
The above residuals from the reference station network can be calculated since the 
coordinates of the reference stations are precisely known and their ambiguities have 
been fixed at this stage. Based on all the residuals, the correction for the rover’s 
observations can be derived by using the following formula: 
nnnniinnu VVVV ,11,,11, ...... −− ⋅++⋅++⋅= ααα   (4-33) 
Also the model for the DD observations between the rover and the master station can be 
expressed as: 
 81 
∑
+∆∇+∆∇=−∆∇
=
∆∇
n
i
ii
nunununu NV
1
,,,, φα
ελρφ   (4-34) 
 
It should be emphasised that formula (4-33) is the final expression of the Linear 
Combination Model. 
 
4.4.4 The Distance-Based Linear Interpolation Model (DIM) 
 
A distance based linear interpolation model is proposed by Gao et al.(1997), which is 
described by the following equation: 
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where  
the subscript u denotes the rover user station, 
uI∆∇  is the DD ionospheric delay at the rover’s station, 
iI∆∇  is the DD ionospheric delay at the ith reference station, 
n is the total number of reference stations used for the model’s calculation, and 
i
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iss   (4-37) 
where id  is the ground distance between the i
th
  reference station and the rover’s station. 
 
In order to improve the interpolation accuracy, two modifications were made by Gao 
(1998) and they are: 
1) the ground distance between the ith reference station and the rover station id  
is replaced with a distance defined on a single-layer ionospheric shell at an 
altitude of 350 km, and  
2) to extend the model to take into account the spatial correction with respect to 
the elevation angle of the ionospheric delay paths on the ionospheric shell. 
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It should be noted that the distance-based linear interpolation model was originally 
designed for the interpolation of the ionospheric bias. However, it can be also used to 
interpolate any other distance-dependent biases such as the orbit error, the tropospheric 
error, or the combination of all the distance-dependent errors. 
 
4.4.5 The Low-Order Surface Model 
 
Low-order surface models can be used to fit the distance-dependent error (Wübbena et 
al., 1996; Fotopoulos, 2000). The fitted surface shows the major trend or regression 
surface of the distance-dependent error. The phrase low-order used for this case usually 
means the first-order and the second-order. The number of variables in the fitting 
function is usually two or three, e.g., the case using plane coordinates X and Y as the 
variables is a two dimensional surface model, while the case using X, Y and H (for 
height/vertical) as the variables is a three dimensional surface model. In practice, it 
depends on the correlation nature of the error in each of the three directions to 
determine whether the two dimensional model or the three dimensional model is more 
suitable than the other. In the application of GPS error modelling, special care should be 
taken if it is necessary to use the vertical component H in the model. This is because it 
is not always meaningful to use it in the model. For example, when the height difference 
among the reference stations is very small. Another example for not using H in the 
model is when the error to be modelled doesn’t exhibit the spatially correlated nature in 
the vertical direction. In these two cases, inclusion of H in the model may deteriorate 
the performance of the model. In addition, more coefficients need to be resolved, and 
consequently, more reference stations are required. 
 
When the height component is neglected, the typical low-order fitting functions of two 
variables are (Fotopoulos, 2000; Dai et al., 2004): 
cYbXaV +∆⋅+∆⋅=   (4-38) 
fYXeYdXcYbXaV +∆∆⋅+∆⋅+∆⋅+∆⋅+∆⋅= 22   (4-39) 
where  
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X∆  and Y∆  are the horizontal coordinates, and in the NRTK application, they 
are different in the horizontal coordinates between the secondary 
reference stations and the master reference station,  
V is the DD residual vector between the secondary reference station and the 
master station, and  
all the rest of the notions are the model’s unknown coefficients to be resolved. 
 
The coefficients can be estimated by the least square adjustment if the total number of 
secondary reference stations is more than the total number of the coefficients.  
 
Comparing formulae (4-38) and (4-24), it can be seen that both equations represent 2D 
inclined planes and the difference between these two formulae is the constant term c in 
equation (4-38). This means that at least four reference stations are required for the first-
order surface model, while for the 2D LIM in formula (4-24) a minimum of three 
reference stations are required for the resolution of the two coefficients.  
 
It should be noted that, apart from these two low-order fitting functions, it is also 
possible to define many functions with different numbers of coefficient parameters, e.g., 
the ones derived from formula (4-39), if c=0, or d=0, or e =0, and so on. It is expected 
that no matter what first-order or second-order fitting function is used for the 
interpolation, all the surfaces will perform at approximately the same level (Fotopoulos, 
2000). If it is possible to choose a fitting function of several parameters, those 
coefficients which do not contribute to producing an optimal best-fit surface will 
contain very small values output from the least square adjustment. With higher order 
fitting, oscillations may be produced, which does not accurately represent the error 
features of the network coverage area. Therefore, choosing the simplest fitting function, 
the plane surface is not necessarily worse than that of higher orders. 
 
In some cases, however, it is better not to neglect the height component in the error 
model. For example, Schaer et al (1999) proposed to leave the station height H∆  in the 
fitting function for the modelling of the tropospheric zenith delay since different station 
heights have different effects on the tropospheric zenith delay. This is different from the 
ionospheric delay where the two parameters used ( X∆  and Y∆ ) in the model are 
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adequate (because the GPS stations cannot reach the ionosphere layer). The fitting 
function that is used for the tropospheric zenith delay is  
eHdHcYbXaV +∆+∆⋅+∆+∆⋅= 2..   (4-40) 
Equation (4-40) is also similar to one of the partial derivative models that will be 
discussed in Section §4.3.7. It needs at least six reference stations for the five 
coefficients. 
 
For the first-order, 2D surface model expressed in (4-38), the least squares estimate for 
its coefficients can be obtained: 
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Similar to the LIM case, the DD interpolated correction for the baseline from the master 
station to the rover station can be calculated by 
cYbXaV uuu ˆˆˆ 111 +∆⋅+∆⋅=   (4-43) 
 
4.4.6 Algorithm for the Least Squares Collocation Method (LSCM)  
 
The least squares collocation method is used in the prediction/interpolation of spatially 
varying variants based on observations at some discrete locations in space. In geodesy, 
this method has been used for many years in the gravity interpolation and geoidal 
heights. The LSCM is equivalent to the classical minimum variance estimates, which is 
the optimal minimum error variance estimator under certain conditions. 
 
The general formula for the LSCM may be given as (Schwartz, 1978; Moritz, 1980; Dai 
et al., 2004) is : 
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VCCU vuv ⋅⋅=
−1
ˆ
  (4-44) 
where  
V is the observations at all the discrete data points,  
Uˆ  is the predicted/interpolated value for the calculating point,  
vC  is the covariance matrix of the measurement vector V , and  
uvC  is the cross-covariance between the interpolated vector Uˆ  and the 
measurements vector V .  
 
If the following two assumptions hold:  
• both Uˆ  and V are zero-mean Gaussian random vectors, and  
• Uˆ  and V are jointly Gaussian, 
then the interpolated values for Uˆ  calculated from formula (4-44) will be the optimal 
minimum error variance of estimates.  
 
The key to this method is to determine the covariance matrices uvC and
1−
vC  accurately. 
The elements of the covariance matrices can be filled with numerical values. However, 
it is desirable to use covariance functions to generate values for them. The covariance 
functions are generated based on the statistical characteristics of the observation in the 
area of interest. For deriving such covariance functions, a large volume of observations 
in this area are required. This method is different from all the previous methods in that 
the covariance functions, especially the interpolation coefficients ( 1−⋅ vuv CC ) that are 
calculated from the covariance functions, must be obtained before the implementation 
of the interpolation. In other words, the interpolation coefficients are calculated based 
on the historical sample data. On the other hand, the interpolation coefficients for all the 
other models are calculated based on the current sample data only. LSCM is a 
stochastic model as it is based on the statistical characteristics of the historical 
observation whilst all of the other ones are functional models. 
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NetAdjust - a System Using the LSCM for GPS Error Interpolation  
 
LSCM is also suitable for the interpolation of the spatially correlated error for the GPS 
network. In this case, V and Uˆ  are the residual errors from the reference stations and 
the interpolated error for the rover respectively. A well-known example that uses the 
LSCM for the interpolation of the spatially correlated error for the GPS reference 
network is proposed by Raquet (1998). This implementation system is named 
NetAdjust. It is known that the core requirement of LSCM is to define the covariance 
functions and obtain the coefficients of the functions so that the elements in the 
covariance matrices vC  and uvC  can be calculated. The covariance functions can be 
defined in many different ways and each of the function forms may have a different 
level of complexity and accuracy. NetAdjust presents just one of those ways to define 
the covariance functions. Raquet (1998) proposed the following covariance functions 
for calculating a single element of the covariance matrix lCδ for the differential 
measurement error δl which is the difference between the phase observable and a 
reference point, P0. The reference point is for an arbitrary location where corrections are 
constrained to zero. The covariance functions are used to compute every element of the 
covariance matrices lCδ . Each of the elements involves two carrier phase observables, 
say, xalδ  and yblδ , where a and b are GPS stations/receivers, and x and y denote 
satellites.  The formulae for the covariance functions are presented as follows. 
 
Formulae for Covariance Functions in NetAdjust 
 
There are three cases for the covariance function: 
1) for the diagonal elements, i.e., two observables are the same (a=b and x=y) 
[ ])(),,()( 2022 auaacxa recPPPfC zz σεµ +⋅=   (4-45) 
2) for two observables from two stations to the same satellite (a≠b and x=y)   
[ ]),,()( 022 PPPfC bacxab z⋅= εµ   (4-46) 
3) for two measurements from different satellites (x≠y) 
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0=xyabC   (4-47) 
where  
)(2 au reczσ  is the receiver specific multipath error and noise, 
)(2 εµ  is the elevation mapping function,  
0P  is a reference point, e.g. the center point of the coverage area, and 
),,( 02 PPPf aacz  and ),,( 02 PPPf bacz  are the correlated variance functions. 
 
The correlated variance functions are calculated as a combination of three differential 
variance functions: 
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The differential variance function in equation (4-48) is described by 
2
21
2 ),( dcdcPP nmcz +=σ   (4-49) 
where  
mP and nP  are two GPS stations, 
d is the distance between mP and nP , and  
1c  and 2c  are fitting coefficients to be determined.  
 
The elevation mapping function in equations (4-45) and (4-46) is 
3
0
2 )
180
53.0(
sin
1)( ε
ε
εµ µ −+= c   (4-50) 
where  
ε  is the satellite elevation angle, 
)(2 εµ  is an elevation scaling factor relating the value of a covariance element 
with its zenith value, and  
µc  is a scale factor that is to be determined. 
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The coefficients 1c  and 2c  in formula (4-49), the uncorrelated/receivers’ variances at 
zenith direction )(2 au reczσ  in formula (4-45) and the scaling factor µc  in formula (4-50) 
are all determined using field data. The detailed procedure is described by Raquet 
(1998) and Fortes (2002).  
 
Formulae for Predicted Error in NetAdjust  
 
It is possible to predict/interpolate the errors for the rover’s location, applying the 
LSCM in equation (4-44), via: 
lCCl lllr r δδ δδδ ∇∆⋅=
−
∇∆∇∆
1
,
ˆ
  (4-51) 
NBl ∆∇−Φ=∆∇ λδ  (4-52) 
where  
Φ  is the measurement-minus-range carrier phase observable for the reference 
stations, and 
B is the DD coefficient matrix (made up of the values of +1,-1, and 0).  
 
In order to obtain the term 1−∇∆ lC δ  in formula (4-51), considering the relation: 
lBl δδ =∆∇    (4-53) 
Applying the covariance propagation law: 
T
lll BBCC δδ =∇∆   (4-54) 
For the term llrC δδ ∇∆,  in equation (4-51), it can be obtained: 
( ){ ( ) } ( ){ ( ) } { } TllTTrTrTrll BCBllElBlEllEC rr δδδδ δδδδδδ ,, ===∇∆=∇∆   (4-55) 
Substitute equations (4-52), (4-54), and (4-55) into (4-51) 
)()(ˆ 1
,
NBBBCBCl Tll
T
llr r ∆∇−Φ=
− λδ δδδ   (4-56) 
Formula (4-56) is the final form of the equation used for the calculation of the predicted 
errors/corrections for the rover’s phase observations.  
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In equation (4-56), lCδ  is the covariance matrix for the phase observables at the 
reference stations and llrC δδ ,  is the cross-covariance matrix between the carrier phase 
observables collected at the rover receiver and the reference stations. The elements of 
the two covariance matrices can be computed from the covariance functions. 
 
There are some limitations with these covariance functions. The parameters/coefficients 
of the functions change from day to day (Fortes et al., 1999; Townsend et al., 1999) and 
also day to night (Raquet et al., 2001) depending on the atmospheric conditions and the 
network configuration (Fortes et al., 2001). The covariance function calibration can only 
be performed in post-mission, which means that the covariance function may not be 
able to adapt to the environmental changes. Alves (2004) proposed an approach that 
estimates the covariance function coefficients in real-time to overcome this problem. 
These adaptive covariance functions are expected to result in better modelling of the 
covariance of the observations and improve the prediction of the network error through 
the LSCM. For more details refer to (Alves, 2004). 
 
It is worth mentioning that Fortes (2002) found that although the values of the 
covariance matrices are sensitive to the covariance functions, the predicted error results 
from the LSCM are not sensitive to the covariance functions. This is understandable 
since the role of the covariance matrices is to determine the sample measurement’s 
weight. In this case, the relative values among the elements of the covariance matrices 
are more important than their absolute values. This suggests that the covariance 
functions defined via different methods will have little impact on the predicted error 
result. This is why researchers may use different formulae for the covariance functions, 
e.g., Odijk et al. (2000; 2002) uses the following simple linear function for the 
covariance matrix: 
)(
2121 ,max, rrrr
llc −= γ
  (4-57) 
where  
1r  and 2r  denote two GPS stations, 
21 ,rr
l  is the distance between 1r  and 2r , 
maxl  is the maximum distance, and 
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γ  is an arbitrary factor.  
 
4.4.7 The Partial Derivative Model 
 
The Partial Derivative Algorithm (PDA) is proposed by Varner (2000). This model is 
based upon a Taylor series expansion of the GPS measurement error function about a 
reference point P0. The reference point can be any point in the reference network and 
near the user. A Taylor Series can be expanded to any orders.  However, a second order 
expansion is usually enough for the GPS error modelling. The PDA can be used to 
model the spatial (correlated) error for the network area and non-spatial (correlated) 
errors at the master station. The non-spatial errors result from multipath errors plus the 
receiver’s noise, and the multipath is the major component of the non-spatial errors. The 
spatial correlated errors are decorrelated at different rates along the Northing, Easting, 
and Vertical axes. The parameters of the PDA model are determined according to the 
linear or non-linear behaviors of the errors. If the spatially correlated errors are linear, 
only the first order PDA is suitable or good enough for the error modelling. However, if 
the spatial errors exhibit non-linear behavior in a direction/axe, it is reasonable to 
contain the second order parameter in that direction in the PDA model. For example, if 
the spatial errors exhibit both the linear and non-linear behaviour in the vertical axis, 
and these errors exhibit only the linear behaviour in the North and Easting directions, 
the PDA function for this case can be expressed as (Varner, 2000) 
)()()()()()( 320000 hozzzzyyxxPg pppppppp +−+−+−+−+= γδβχα   (4-58) 
where  
)( 0Pg=α  is the 0st Order Partial Derivative, for non-spatial error at the master 
station, 
x
g
∂
∂
=χ  is the 1st Order Partial Derivative along the horizontal X axis,  
y
g
∂
∂
=β  is the 1st Order Partial Derivative along the horizontal Y axis,  
z
g
∂
∂
=δ  is the 1st Order Partial Derivative along the vertical Z axis,  
2
2
2
1
z
g
∂
∂
=γ  is the 2st Order Partial Derivative along the vertical Z axis, and  
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)( 3ho  is the noise and multipath error at the secondary reference station P.  
 
All of the coefficients or parameters γδβχα ,,,,  are for the spatial error except that α  
is for the non-spatial error at the master station. 
 
Based on equation (4-58), several other functions may be derived according to the error 
correlated nature. For example, if the error exhibits a linear feature in vertical direction, 
the term for the non-linear part in this direction should be zero i.e. 0=γ . Another 
example is, when the spatial error is regarded as linear only in the X Y plane, then the 
spatially correlated error in the Z direction should be neglected and the parameters δ  
and γ equal zero. In this case, the PDA expression will be the same as the first-order 
bivariate surface model expressed in equation (4-38). Therefore, in the case where the 
height component is neglected in the error model, the form of the PDA model is actually 
very similar to that of the low-order surface models.  
 
4.5 Characteristics of the Various Error Models 
 
When reviewing the error models, only the Least Square Collocation Method is a 
stochastic model, while all of the rest are function models. For the construction of a 
stochastic model, the statistical characteristics of the observations in the area of interest 
must be acquired. This needs a tremendous amount of historical sample observations 
from the area, and these observations are required to meet some conditions. For 
example, in NetAdjust, in order to obtain reliable covariance functions, the following 
“representative” requirements must be met:  
1) a large volume of observations are required,  
2) the observations are from the reference stations with various baseline 
lengths, and 
3) the observed satellites have various ranges of elevation angles.  
 
It should be noted that requirement 1) is necessary for the acquisition of the 
observation’s statistical characteristics, 2) and 3) are for resolving the observability 
problem (Fortes, 2002).  
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The implementation of this system in real time requires that some issues need to be 
addressed. These include: 
• the various lengths of baselines between the reference stations require that some 
long baselines are needed. It may be very difficult to solve the network 
ambiguities for the long baselines, especially when the on-the-fly technique is 
used or in the cases of cycle slips occurring or new satellites rising. 
• the various ranges of elevations of satellites that are required means that 
satellites with low elevations for long baselines are also needed. This makes the 
ambiguity resolution for the baselines even more difficult.  
• in addition, this model is different from all the other function models in that the 
interpolation coefficients ( 1−⋅ vuv CC ) are calculated from the covariance functions. 
The interpolation coefficients of the covariance functions are actually based on 
the historical sample data. However, the interpolation coefficients for all the 
other models are based on either the current epoch’s sample data or the data 
with very little latency, e.g. one second. There are some issues with the 
historical sample data:  
1) if the data is too old it may not be able to reflect the error correlation 
nature at the current time due to the fast temporal variations of the 
atmospheric error;  
2) if all the sample data is very new, i.e. close to the current epoch, then the 
quantity of the data used in the coefficient calculation may not be 
sufficient. A small amount of sample data may not be enough for obtaining 
reliable statistical characteristics of the error to be modelled.  
All of these issues suggest that it is not easy to implement the LSCM effectively in real-
time. 
 
The LSM and PDA models are different from the other models in that they contain 
constant terms, i.e.  
• c in formula (4-38) and f in formula (4-39) for the LSM, and  
• α  in formula (4-58) for the PDA model. 
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Both LSM and PDA are very similar, especially the low-order (e.g. the first order) 2D 
functions from the both models are the same. 
 
Varner (2000) explained that the constant term in the PDA model is for modelling the 
non-spatial errors of the master station. However, this is not right for the NRTK where 
the double differencing approach is commonly used. The constant term is actually for 
modelling the non-spatial errors for all the reference stations, more specifically, for all 
of the baselines from the master station to secondary stations. Thus it is an averaged 
value for the station specific errors of the whole network. The explicitly modelling the 
non-spatial error like these two models do seems a reasonable choice since the non-
spatial error (or the station specific error) is mainly caused by the multipath effect (the 
receiver noise is usually negligible). Although each of the reference stations is carefully 
selected to avoid the environment that may cause the multipath effects, it is unlikely that 
all are completely free of multipath effects.  
 
If there are no multipath effects at all of the reference stations, the constant term should 
be very close to zero. In this case, the LIM that does not contain a constant term and so 
will achieve the same accuracy as that of the LSM. On the other hand, if any of the 
reference stations have multipath effects, then by modelling the averaged station 
specific error in the constant term, the residual station specific errors from all the 
reference stations (the differences between the station specific errors and the their 
averaged value) will be absorbed into the other coefficients of the model. It is worth 
noting that those that do not explicitly model these errors, e.g. the LIM, already model 
the errors in the same way that they model the spatially correlated errors. This means 
that all the station specific errors are absorbed into the model’s area coefficients. Thus 
the main difference between the LSM (and/or the PDA model) and the LIM is that the 
former models the station specific errors in two parts: in the constant term and in the 
area’s coefficients, whilst the latter models this error all in the area’s coefficients. As 
long as the multipath effects exist at any of the reference stations, the resultant fitting 
surfaces for both the LSM and LIM will be distorted. However, the two distorted fitting 
surfaces from both models may not be same or even similar, due to the different ways 
that they model the station specific errors.  
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Theoretically, it is unreasonable to generalize that the LSM (and/or the PDA) are more 
reasonable than other functional models (e.g. the LIM and DIM) or they will outperform 
them if the multipath effects at some of reference stations exist. It is also difficult to 
judge which model may outperform the others for the same network and the same 
observation dataset, not to mention for different GPS reference networks. This suggests 
that the performance evaluation of the various error models must be undertaken in the 
region of interest using real GPS data and as many test samples as possible. 
 
Finally, if the vertical direction is neglected in the error models, i.e. using 2D models, 
the minimum number of reference stations required for the error modelling is three for 
the LIM, DIM, LCM, and LSCM. For the LSM (and/or PDA), the minimum number of 
reference stations required depends on which order and how many coefficients are to be 
used, e.g. for the first-order LSM, at least four stations are required for the three 
coefficients. If a NRTK system is implemented in the way in which the network error 
coefficients are transmitted to the rover, the LIM always has the least number of data 
sets to be transmitted. This is because it just has two coefficients no matter how many 
reference stations are used in the modelling. However the number of coefficients for the 
DIM, LCM, and LSCM is proportional to the number of reference stations used in the 
modelling.  
 
4.6 Summary 
 
In this chapter, algorithms for various regional error models for multiple reference 
station network approaches for NRTK positioning are examined. The characteristics of 
each of these models and implications of their implementation in real time are also 
analysed. In addition, the algorithms for the network ARs of the NRTK system adopted 
for this research are discussed. In Chapter 6, the performance of the NRTK system 
using these algorithms will be evaluated and in Chapter 7 the performance assessment 
for some of these regional error models in GPSnet will be presented and anasysed. 
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Chapter 5 VRS and Implementation of NRTK 
 
5.1 VRS Observations and Data Transmission 
 
After the spatially correlated errors are modelled for the network coverage area, the next 
task for the implementation of NRTK is to distribute the information of the error model 
to the rover through communication links. The implementation method chosen 
determines data contents to be transmitted. For example, in a NRTK system, if the 
communication link between the rover station and the central processing server is one-
way, i.e. from the central server to the rover, then the central server will not be able to 
calculate the corrections for the rover because it does not know the rover’s approximate 
location. In this case, the system may transmit the area error coefficients, e.g. the 
coefficients (a and b) for the LIM, or the interpolated corrections for refined grids. On 
the other hand, if a NRTK system uses dual-way communication links between the 
rover and the central server, it is a common practice that the rover sends its approximate 
location information to the central server and the central server will calculate the 
interpolated error for the rover and transmit the result to the specific rover directly. It 
should be noted that different manufacturers may transmit different data values and/or 
the data in different formats. Each manufacturer has its own proprietary computation 
algorithms and formats, and these may not be open to the public. However, no matter 
what data values are to be transmitted, the ultimate goal of the use of the data at the 
rover side is the same: the interpolated differential error transmitted will be used to 
cancel out the error from the DD observables for the baseline between the rover station 
and the master station. This will aid the fast resolution of the DD ambiguity for the 
baseline. As long as this ultimate goal is achieved, the data transmitted is valid.  
 
Currently, there exists no standardised data format for the broadcasting of correction 
model parameters, and also no agreement on the parameterisation of the correction 
models. This is why the most common form of NRTK nowadays uses VRS 
observations for relaying the differential error information to the rover users. The main 
advantages of using VRS observations are that the existing standardised data formats 
and standard off-the-shelf receivers are capable of working in the NRTK mode 
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(Wanninger, 2008). Details on the VRS concept and its advantages were discussed in 
Chapter 2. 
 
Generally speaking, to create VRS observations, an approximate position of the rover 
receiver is used as the “true” position for a VRS and then the geometric range between 
the VRS and satellites can be calculated. The purpose of using VRS observations is to 
cancel out the distance-dependent errors when DD observables between the VRS and 
the user station are formed for the positioning. In other words, the main focus is on the 
DD results instead of the individual VRS observations in an absolute sense. This is 
because a set of VRS observations for all satellites in view may contain certain biases 
and as long as the biases are the same for all the satellites, the biases will be cancelled 
out when double differences are formed.  This means that the absolute values of the 
indiviaual VRS observations are not as important as their relative values for the NRTK 
positioning. Therefore, the algorithms for the generation of VRS observations can be 
different and the observation values generated from these algorithms may be different as 
well. The algorithm used in this research is defined in the following sections. 
 
5.1.1 Algorithms for VRS Observations  
 
All the formulae in this section are extracted from the source code for the NRTK system 
used in this research. 
 
VRS carrier phase observations are generated based on the following components:  
1) carrier phase observations at the master station; 
2) location/coordinates of the master station; 
3) location/coordinates of the VRS; and 
4) the double differenced combined error for the VRS. 
 
m and v represent the master station and the VRS respectively in the following formulae. 
a is the reference satellite (for the error modelling), b and c are two other satellites. 
i) for reference satellite a: (there is no DD error added to the VRS phase 
observation avφ ) 
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a
mv
a
m
a
v ρφφ ∆+=    (5-1) 
where  
a
mφ  is the phase observation from the master station to satellite a, and 
a
mvρ∆  is the single difference of two geometry distances between the 
master station and the VRS to the reference satellite a.  
ii) for all of the other satellites (e.g., satellites b and c): (a DD error is added to the 
VRS phase observation bvφ ) 
ab
mv
b
mv
b
m
b
v Cerr∇∆+∆+= ρφφ   (5-2) 
where  
b
mφ  is the phase observation from the master station to satellite b,  
b
mvρ∆  is the difference between the geometric distances of the master 
station to satellite b and the VRS to satellite b, and  
ab
mvCerr∇∆  is the double differenced combined error between stations m 
and v and satellites a and b:  
ab
mv
ab
mv
ab
mv
ab
mv OrbITropCerr ∇∆+∇∆−∇∆=∇∆   (5-3) 
 
It seems strange that in equation (5-2), the right hand side contains both the 
undifferenced observable bmφ  and the double differenced error term abmvCerr∇∆ , i.e. the 
sum of these terms does not seem to make sense. However, as mentioned previously, 
the absolute value for an individual VRS observation is not as important as the relative 
values among all of the different satellite pairs (NB: all the satellite pairs have the same 
reference satellite for double differencing error modelling). In order to understand this 
more easily, abmvCerr∇∆  can be expressed by single differenced errors:  
a
mv
b
mv
ab
mv CerrCerrCerr ∆−∆=∇∆   (5-4) 
Substitute (5-4) into (5-2), then the following can be obtained: 
a
mv
b
mv
b
mv
b
m
b
v CerrCerr ∆−∆+∆+= ρφφ  (5-5) 
Similarly for satellite c 
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a
mv
c
mv
c
mv
c
m
c
v CerrCerr ∆−∆+∆+= ρφφ  (5-6) 
 
Equations (5-5) and (5-6) contain only single differenced terms as well as a common 
term amvCerr∆ which can be regarded as a common bias for all the non-reference 
satellites. This common bias can be cancelled out when DD observation equations are 
formed in the later stage for the resolution of the user’s position. Therefore, if the bias 
term amvCerr∆  is added to the equations (5-1), (5-5) and (5-6), then the resultant 
equations become  
a
mv
a
mv
a
m
a
v Cerr∆+∆+= ρφφ   (5-7) 
b
mv
b
mv
b
m
b
v Cerr∆+∆+= ρφφ   (5-8) 
c
mv
c
mv
c
m
c
v Cerr∆+∆+= ρφφ   (5-9) 
 
Equations (5-7), (5-8), and (5-9) are simpler because the single differenced term for the 
interpolated error is added to the undifferenced observation. Thus for the VRS 
observation generated, if the data set derived from equations (5-1) and (5-2) is valid, 
then the data set derived from equations (5-7) and (5-8) is also valid (and vice versa). 
This is because the only difference between the two data sets is the common bias value 
a
mvCerr∆ for each of the satellites (the reference satellite and all other satellites). The 
common bias value will eventually be cancelled out in the final DD observation 
equation that is required for the positioning process. In reality, if the single differenced 
error is known, equations (5-7), (5-8) and (5-9) should be used to generate VRS 
observations. However, in this research, due to the DD error being calculated in the 
NRTK system, equations (5-1) and (5-2) are used for the generation of VRS 
observations instead.  
 
It should be noted that all of the above formulae for the generation of VRS observation 
values are not the observation equations used for the resolution of unknown parameters 
(such as ambiguities, coordinates,…). These VRS observation values will be used to 
form the DD observation equations between the rover and the VRS. This process is 
similar to the conventional RTK approach. In addition, the VRS observation merely 
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relays the interpolated error for the rover’s approximate location back to the rover 
receiver. This implies that as long as the spatially correlated error in the rover’s 
observations can be cancelled out or mitigated in the DD observation equation between 
the rover station and the VRS, the VRS observations are valid. In the following section, 
the algorithm for the VRS observations will be validated. 
 
5.1.2 Validation of the VRS Observations 
 
The VRS observations generated from equations (5-1) and (5-2) for the DD case need to 
be validated for successful cancellation of errors. In the following discussion, let 
u and v denote the user station and the rover station respectively, and 
m, a, b, c denote the master station and three satellites respectively.  
 
The generalised observation equations for carrier phase observations amφ  and bmφ from the 
master station to satellite a and b are: 
a
mm
aa
m
a
m
a
m
a
m
a
m
a
m TtOrbITropN ερφ +−++−++=  (5-10) 
b
mm
ba
m
b
m
b
m
b
m
b
m
b
m TtOrbITropN ερφ +−++−++=   (5-11) 
where, the eight terms on the right-hand side in the above two equations are:  
a
mρ   is the geometric distance,  
a
mN  is the integer ambiguity,  
a
mTrop  is the tropospheric error,  
a
mI  is the ionospheric error,  
a
mOrb  is the orbital error,  
at  is the clock error of the satellite,  
mT  is the clock error of the master receiver, and 
a
mε  is the combination of the multipath effect and the noise. 
 
In order to simplify the error terms in the two observation equations, let  
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m
aa
m
a
m
a
m
a
m TtOrbITroperr −++−=    (5-12) 
a
merr  contains not only the three spatially correlated errors but also two clock errors of 
the satellite and the master receiver. 
 
Substitute equation (5-12) into equations (5-10) and (5-11)  
a
m
a
m
a
m
a
m
a
m errN ερφ +++=   (5-13) 
b
m
b
m
b
m
b
m
b
m errN ερφ +++=   (5-14) 
Similarly, for the rover’s carrier phase observations to satellites a and b 
a
u
a
u
a
u
a
u
a
u errN ερφ +++=    (5-15) 
b
u
b
u
b
u
b
u
b
u errN ερφ +++=   (5-16) 
The single differenced observation equations between satellite a and b are 
ab
m
ab
m
ab
m
ab
m
ab
m errN ερφ ∇+∇+∇+∇=∇   (5-17) 
ab
u
ab
u
ab
u
ab
u
ab
u errN ερφ ∇+∇+∇+∇=∇   (5-18) 
 
Thus for the VRS observations, the single differenced observation equation derived 
from equations (5-1) and (5-2) is  
ab
mv
ab
mv
ab
m
ab
v Cerr∇∆+∇∆+∇=∇ ρφφ   (5-19) 
By differencing equations (5-18) and (5-19), one can obtain the DD observation 
equation for the baseline between the (rover) station and the VRS  
ab
u
ab
mv
ab
u
ab
u
ab
u
ab
mv
ab
m
ab
vu CerrerrN ερρφφ ∇+∇∆−∇+∇+∇+∇∆−−∇=∇∆  (5-20) 
Substitute equations (5-17) into (5-20)  
)()( abuabmabuabmvabmabvu NN ∇−∇−∇+∇∆−−∇=∇∆ ρρρφ  
)()( abmabuabmvabuabm Cerrerrerr εε ∇−∇+∇∆−∇+−∇+   (5-21) 
Combining all the similar terms in each of the brackets and using the DD operator to 
replace the single operator wherever possible, then equation (5-21) can be reduced to 
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ab
mu
ab
mv
ab
mu
ab
mu
ab
vu
ab
vu CerrerrN ερφ ∇∆+∇∆−∇∆+∇∆+∇∆=∇∆ )(   (5-22) 
 
In equation (5-22), the term )( abmvabmu Cerrerr ∇∆−∇∆  is the DD residual, and its value is 
critical for the validity of the VRS observation generated. If its value is close to zero, 
then the DD residual has been cancelled out in the DD observation equation. Therefore 
the VRS generated is valid.  
 
Based on equation (5-12), where the a
merr  is the combined error for a one-way phase 
observation, the DD error term abmuerr∇∆  can be expressed as 
ab
mu
ab
mu
ab
mu
ab
mu OrbITroperr ∇∆+∇∆−∇∆=∇∆   (5-23) 
Note that the clock biases for satellite a and satellite b, and for the receivers at stations 
m and u, are all cancelled out in the DD error term in equation (5-23). 
 
Recalling the expression for abmvCerr∇∆  in equation (5-3), then 
ab
mv
ab
mv
ab
mv
ab
mv OrbITropCerr ∇∆+∇∆−∇∆=∇∆   (5-24) 
Subtracting equation (5-24) from equation (5-23) 
ab
vu
ab
vu
ab
vu
ab
mv
ab
mu OrbITropCerrerr ∇∆+∇∆−∇∆=∇∆−∇∆   (5-25) 
 
Due to the fact that the VRS station v and the user station u are very close to each other, 
each of the three terms at the right hand side of equation (5-25) for the DD spatially 
correlated biases will be very small as the following expressions hold  
0≈− av
a
u TropTrop   (5-26) 
0≈− bv
b
u TropTrop   (5-27) 
Hence  
0≈∇∆ abvuTrop   (5-28) 
Similarly 
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0≈∇∆ abvuI , and  (5-29) 
0≈∇∆ abvuOrb   (5-30) 
Substitute equations (5-28), (5-29), and (5-30) into (5-25)  
0≈∇∆−∇∆ abmvabmu Cerrerr   (5-31) 
Substitute equations (5-31) into (5-22) 
ab
mu
ab
mu
ab
vu
ab
vu N ερφ ∇∆+∇∆+∇∆=∇∆   (5-32) 
 
Therefore, from equation (5-32), it can be seen that, in the final DD observation 
equation between the generated VRS observation and the user’s observation, all of the 
clock errors associated with the two satellites and the user receiver are eliminated. Thus 
the spatially correlated errors are cancelled out. This is the result required from the VRS 
technique. Equation (5-32) proves that the VRS observation generated in this research is 
valid for the resolution of the short baseline between the virtual station and the user 
station.  
 
It should be emphasised that, all the error terms in the formulae for the validation 
process are assumed to be the true error values, i.e. equations (5-3) or (5-24) only holds 
for these values. However, the interpolated error value, rather than the true error value 
for the abmvCerr∇∆  is actually used in the VRS observation. Thus, when the difference 
between the interpolated error value and the true error value for the VRS is not 
significant, then equations (5-24) to (5-32) hold and so the VRS observation generated 
is valid. It is known that the difference between the interpolated and true error values 
indicates the accuracy of the error modelling. Thus the higher the accuracy of the error 
modelling, then the more the error will be corrected/reduced from the rover’s 
observation by using the VRS observation. The accuracy of the error modelling actually 
reflects the accuracy of the VRS observation (both similar), and a poor accuracy of the 
VRS observation will result in a poor performance of the rover’s positioning. However, 
this is not related to the validity of the algorithms for the VRS observation. This is 
because the purpose of the validation is to prove that, by using the generated VRS 
observation based on the DD interpolated combined error, then the error in the DD 
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observation for the rover can be mitigated. This is true if the interpolated error, or the 
VRS observation, has a reasonable accuracy. 
 
It should be pointed out that although satellite a in equation (5-32) refers to the 
reference satellite, the general formula is also applicable for any pair of satellites, e.g., 
for the satellite pair of b and c, the expression becomes: 
cb
mu
cb
mu
cb
vu
cb
vu N ερφ ∇∆+∇∆+∇∆=∇∆   (5-33) 
 
During various stages of NRTK implementation, it is not always necessary to know 
which satellite is the reference one. The next section provides further discussion on the 
reference satellite in the VRS technique. 
 
5.1.3 The Reference Satellite in VRS Observations 
 
After the VRS observations are generated from equations (5-1) and (5-2), they must be 
immediately transmitted to the rover. From equations (5-32) and (5-33), it can be seen 
that when the rover uses the VRS observation to form the DD observation equation for 
the resolution of the rover’s position, then it is not necessary to know which satellite is 
the reference satellite at that stage. This is different to when generating the VRS 
observation. From equations (5-1) or (5-2), it can be seen that during the process of 
generating the VRS observations, it is the network processing centre that needs to know 
if a specific satellite is the same as the reference satellite used at the previous step (i.e. 
when the error modelling is performed). Thus it can determine if the VRS observation 
to be generated for the satellite needs to be added for the DD interpolated error. If a 
satellite is the same as the reference satellite used in the error modelling, then the VRS 
observations do not require an interpolated error since there is no correction for a 
reference satellite. In this case, equation (5-1) should be used. However, for all other 
satellites, an interpolated DD error must be added for its VRS observation and also 
equation (5-2) should then be used. Intuitively, this makes sense as the interpolated 
error values are dependent on the reference satellite.  
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After the VRS observation has been generated and transmitted, the rover user doesn’t 
need to know any information about the reference satellite. Instead, it can use the 
standard RTK software and thus treat the VRS observation the same as that from a 
single base reference station. 
 
5.2 Implementation of the NRTK System 
 
The previous sections in this chapter discussed the algorithms or the data processing for 
the network RTK approach. However, the data flow and the data transmission process 
between different components of the NRTK system are also important factors to be 
considered.  
 
5.2.1 Data Flow in the NRTK System  
 
The data flow and data processing for the NRTK system is shown in Figure 5.1 where 
the VRS technique is used for the correction relay to the rover. In this figure, the 
information shown in red is related to the data that is transmitted via some 
communication mechanisms.  The three main steps/processes are depicted with bold 
frames. These are 
1) network processing, mainly including ambiguity resolution, and error 
modelling for the network;  
2) generation of VRS observations; and  
3) user positioning.  
Steps 1) and 2) are undertaken in the network processing center, or the control center 
server. Step 3) occurs at the user receiver.  
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Figure 5.1 The data flow and data processing of the NRTK system 
 
It should be pointed out that the data flow and data processing shown in the above 
figure represents that which is used in this research. However, any NRTK system using 
the VRS technique will be similar to this. 
 
The following two sections discuss the related data transmission technology and the 
data formats used in general and in this research specifically. 
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5.2.2 Data Transmission Technology 
 
Ntrip 
 
Ntrip stands for “Network Transport of RTCM via Internet Protocal” (BKG, 2007). 
Ntrip can be used for the data transmission from the reference stations to the control 
centre server, and from the control centre server to the user for RTK corrections. Ntrip 
is an open source and can be downloaded from the internet. Ntrip was built over the 
TCP/IP foundation and is an application–level protocol for streaming GNSS data over 
the internet. It was first developed by the German Federal Agency for Cartography and 
Geodesy (BKG). Ntrip is designed for disseminating differential correction data (e.g. in 
the RTCM-SC104 format) or other kind of GNSS streaming data to stationary or mobile 
users over the internet. It allows simultaneous PC, Laptop, PDA, or receiver 
connections to a broadcasting host. Ntrip supports wireless internet access through 
mobile IP networks like GSM, GPRS, EDGE, or UMTS (BKG, 2007).  
 
Ntrip is a generic, stateless and application level protocol based on the Hypertext 
Transfer Protocol (HTTP) 1.1. The HTTP objects are extended to GNSS stream data 
(Weber, 2004). Ntrip is designed for streaming GNSS data including DGNSS 
corrections, RTK corrections, and Raw GNSS receiver data (LENZ, 2004) over the 
internet (BKG, 2007). The Ntrip application is not limited to the RTCM message format 
and can also be used to distribute other kinds of GNSS stream data. Ntrip separates 
stream providers from users via the use of a broadcaster. This broadcaster creates a level 
of security to stream providers since the providers do not directly contact the Internet 
and users. Ntrip also provides a method for user authentication. 
 
Ntrip has been widely accepted and adopted across CORS network operators and users. 
In Australia, both GPSnet in Victoria and Sydnet in NSW use Ntrip as their default user 
authentication and data distribution mechanism. 
 
Ntrip uses HTTP and is implemented in the following three system software 
components: 
• NtripClient 
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• NtripServer 
• NtripCaster 
The NtripCaster is the actual HTTP server program while the NtripClient and 
NtripServer act as HTTP clients (Weber, 2004).  
  
Since Ntrip is an open source, it is possible for service providers to incorporate an Ntrip 
implementation into their products. The implementation of NtripClient can be build into 
a PC and a Pocket PC PDA. Also some GPS receiver manufacturers like Trimble and 
Leica have also added NtripClient and NtripServer implementations into their receiver 
software (Yan, 2005). 
 
GPRS (General Packet Radio Service) 
 
A bidirectional (or duplex) data communication link is needed between the VRS 
generator server and the user receiver. This is because the user is required to send its 
approximate location to the VRS generator server and then the VRS generator server 
needs to transmit the VRS observations to the rover. There are several bidirectional 
communication methods available for use, such as GSM, GPRS and other cell phone 
based data transmission techniques (Chen et al., 2005). In the NRTK system used in this 
research, an internet based GPS VRS data for RTK positioning via a GPRS technology 
is used as the bidirectional communication link between the rover user and the VRS 
generator server. A brief explanation on GPRS and the advantages/reasons for selecting 
this technique follows. 
 
GPRS is a mobile data service available to users of the Global System for Mobile 
Communications (GSM) and IS-136 mobile phones. GPRS can be used for internet 
communication services such as email and World Wide Web access. This is very 
important for RTK applications since only wireless communication technologies are to 
be used and almost all of the RTK users work in mobile mode. Apart from this, when 
selecting a communication technique for the transmission of RTK corrections, many 
more aspects need to be considered such as:  
1) technical aspects;  
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2) economical aspects; and  
3) administrative aspects (Wegener et al., 2007). 
 
The technical aspects include: 
• range and coverage,  
• transmission bandwidth,  
• protocol,  
• reliability and error correction,  
• latency (one second and shorter data transmission latencies are required for cm-
level positioning accuracy), and  
• the size of communication equipment. 
 
The economical aspects include: 
• costs for transmitters and receivers,  
• costs for data communication services like mobile phones, and 
• additional costs like communication time or data transmitted.  
 
Administrative aspects include radio frequency bands not being used freely since 
governmental restrictions exist. GPRS is able to satisfy the bandwidth requirements for 
distributing corrections in a network RTK system. It can provide a stable and reliable 
connection with latencies less than one second (Hu et al., 2002), and the GPRS 
technique satisfies other technical requirements for RTK correction transmission. For 
operational costs, GPRS data transfer is charged per megabyte of transferred data, while 
data communication via traditional circuit switching is billed per minute of the 
connection time, even when the user is in an idle state. The cost may be reduced by 
using GPRS instead of classic GSM (Hu et al., 2002; LENZ, 2004) as the amount of 
VRS data that needs be transferred is low.  
 
According to Hu et al. (2002), the configuration of the Internet-based VRS RTK system 
using PDA via the GPRS communication service is shown in Figure 5.2. The software 
for the generation of VRS data and the broadcast of the VRS data via the internet is 
installed in the network processing centre (central server), or the control centre server. 
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The server is assigned with a global IP address. The software opens a port and 
waits/listens to the user connection to receive an approximate position from the user. At 
the user end, the user receiver is connected to a GPRS-enabled PDA (Pocket PC only). 
The PDA establishes the communications with the user receiver via its serial port. The 
user can connect to the VRS server through the internet via GPRS. At the VRS server 
end (after the server receives the approximate coordinates from the rover receiver), it 
performs the calculation for the VRS observation for the user’s position, and then the 
VRS data is transmitted to the user receiver through the serial port of the Pocket PC via 
GPRS (Hu et al., 2002).  
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2 Internet-based GPS VRS data communication for network RTK using PDA 
with GPRS technology 
 
 
5.2.3 Data Transmission Format 
 
RTCM and CMR  
 
Each GPS manufacturer may adopt its own specific data transmission protocol, or have 
more than one protocol for mixed receiver types used for reference stations and rover 
stations. For example Leica provides several data formats including RTCM, CMR and 
Leica’s own format LB2. This ensures support for Leica, Ashtech, Trimble, Topcon, 
Javad, and other brands of GPS equipment for virtually all applications. Trimble 
 
 
Internet PDA with GPRS 
User Receiver 
Network Processing Centre 
(VRS Generator Server) NRTK User 
Duplex Data 
Communications 
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includes RT17, TSIP, CMR/CMR+, and a combination of these for different 
applications. Trimble GPSnet software supports Leica and Ashtech receivers in the 
network, using their native protocols (Yan, 2006). The manufacturers decide whether 
protocols are open to the public, or to their customers, or even not open to anybody. 
There are various manufacturer-specific protocols that are not covered here. However, 
the two most widely used protocols, RTCM and CMR, are detailed below.  
 
The RTCM (Radio Technical Commission for Maritime service) is a manufacturer 
independent format designed so that the user can freely mix reference and rover 
receivers from different GPS manufacturers. CMR (Compact Measurement Record) 
format, on the other hand, was initially designed and developed by Trimble as a 
proprietary protocol. It was publicly disclosed (at the ION-96 conference) so that it can 
be used by all GPS manufacturers (Talbot, 1996). A number of manufacturers to date 
have included support for CMR formats in their receivers e.g. Leica, Ashtech, NovAtel 
and Topcon (Yan, 2006).  
 
There are several recommended standards from RTCM-SC-104 (RTCM Special 
Committee 104) for the RTCM format. These standards include versions 2.1, 2.2, 2.3 
3.0 and Ntrip version1.0. RTCM 3.0, released in 2004, is a completely new standard 
with new message types and structures. It is more efficient than all the earlier versions 
(Yan, 2006). In the RTCM 3.0 format, the bandwidth is reduced significantly, compared 
to version 2.x, because of innovative data compression techniques and a new data 
format (Lin, 2006). In addition, RTCM 3.0 was designed to support network RTK 
applications, and it also has other advantages over version 2.x. However, because the 
RTCM 3.0 format is fairly new, a lot of GPS equipment may not be updated to support 
it and a lot of data streams may still be provided in the version 2 format. For example, 
GPSnet in Victoria provides data stream in both the version 2 and 3.0 formats. 
 
The CMR format requires 2400 baud datalink between the reference and the user units, 
compared to the RTCM V2.1 which requires 4800 baud for the equivalent message. The 
reduction in bandwidth results in less delay, better performance and less traffic cost 
(Talbot, 1996).  
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The CMR format for the VRS data transmitted from the network processing centre to 
the user receiver is adopted in the NRTK system used in this research. 
 
NMEA 0183-rover receiver approximate position 
 
NMEA (National Marine Electronics Association) 0183 standard defines electrical 
interface and data protocols for communication between different marine electronic 
devices. NMEA 0183 is a voluntary industry standard and was first released in March of 
1983 (NMEA, 2009).  
 
GPS receiver communication is defined within the NMEA 0183 specification. Most 
computer programs that provide real-time positioning information understand and 
expect data to be in the NMEA format. The idea of NMEA is to send a line of data (i.e. 
a sentence) that is totally self-contained and independent from other sentences. There 
are standard sentences for each device category. In all of these standard sentences, a two 
letter prefix is used to define the device that uses the sentence type. For example, the 
prefix for GPS receivers is GP. Apart from the standard sentences, NMEA also allows 
hardware manufactures to define their own proprietary sentences to fit. The letter P is 
defined to begin with for the proprietary sentences and it is followed by three letters that 
for defining manufacture controlling that sentence (Dale, 2009). The data itself in the 
NMEA 0183 message is just ASCII text. 
 
The NMEA standard has been available for many years (since 1983). Most GPS 
receivers understand, support and are able to send the NMEA 0183 message since the 
hardware interface for GPS receivers is designed to meet the NMEA requirements. 
NMEA is designed to run as a process in the background spitting out sentences. These 
sentences can be captured by the program that uses it when needed. This is suitable for 
the NRTK positioning where the rover’s approximate location needs to be transmitted to 
the network processing centre in a certain interval and where the process of the data 
transmission for the approximate location runs in the background. The network 
processing centre, or the NRTK central server can keep capturing the NMEA 0183 
message for the rover’s approximate position whenever they are required.  
 
 112 
The NRTK system used in this research uses the NMEA 0183 protocol to transmit the 
data for the approximate location of the rover s to the network processing centre.  
 
5.3 Summary 
 
In this chapter, the algorithms for the generation of VRS observations used in the 
NRTK system in this research are presented and analysed. These algorithms are then 
validated. The data transmission techniques, data formats for both general NRTK 
systems and for this research are discussed. Also the various implementation methods 
for the NRTK correction transmission are detailed. All of these are essential for the 
development and implementation of a complete NRTK system. 
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Chapter 6 Atmospheric Errors and the Performance 
of Linear Interpolation Model for NRTK in 
GPSnet 
 
 
6.1  The NRTK System Used for This Research 
 
In Chapter 4, the formulae and algorithms for the real-time, network AR and the 
regional error model used (the linear interpolation model) for this research were 
elaborated. In this chapter, the implementation in the software package is first 
introduced. Then the test results for the performance of the system, the magnitude and 
variations of the atmospheric errors in GPSnet using this system are presented and 
analysed. 
 
The software package used in this research is based on the one originally developed by 
the Surveying and Mapping Laboratory of Nanyang Technological University (NTU), 
in collaboration with the SNAP (Satellite Navigation And Positioning) group from the 
University of New South Wales (UNSW). The functionality of the software package 
includes two parts: the communication and the data processing. The communication part 
is required for capturing and transmitting both the real-time raw observation data stream 
and the predicted error corrections for the rover’s location. The techniques and 
approaches used for the data communication in this package have been introduced in 
Chapter 4. The implementation details will not be further covered in this thesis. Chapter 
6 focuses on the data processing that includes the implementation method and the 
performance of the algorithms in GPSnet.  
 
The two main processes for the data flow of an epoch in the NRTK system are:  
• the process for the network AR (Figure 6.1), and 
• the process for the linear interpolation model (Figure 6.2).  
The second process commences when the first process finishes. These two figures 
depict the logical sequence of the data processing that uses the algorithms discussed in 
Chapter 4 and also clarifies the implementation method.  
 114 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.1 Flowchart for processing one epoch’s data from the raw observation of 
reference stations to the network AR. 
 
 
In Figure 6.1: 
M is the total number of epochs that is needed for the initialisation of 
the network AR. It can be set to any integer number; 
i is the accumulated number till the current epoch since the start of 
the initialisation; 
WL and IF are the widelane and ionosphere-free combinations 
respectively. 
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Figure 6.2 Flowchart for processing one epoch’s data from the network AR to the 
regional error modelling (and the VRS generation) 
 
 
In Figure 6.2: 
N is the total number of satellites observed at the current epoch; 
 j is the sequential number of the satellite that is currently processed. 
 
 
It should be pointed out that in Figure 6.1, when the data processing commences, then 
the first step is to use a standard tropospheric error model to correct the raw carrier 
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phase observations so that the tropospheric effect in the phase observations is reduced. 
In this research, the Hopfield model is used. However, any standard model can also be 
used for the initial correction. The parameter values used in the Hopfield model are 
250C for the temperature and 1013 millibars for the pressure. After the observations are 
corrected by the standard model, the error remaining in an observation is the so-called 
residual error. It is the residual error that needs to be resolved and modelled for the 
NRTK. In addition, the value for M in Figure 6.1 is an empirical value. It can be, for 
example, 10, 15, or 20 or more. However, a greater value does not necessarily mean that 
it will get a better performance as it is merely for the initialisation of integer ambiguities 
of the widelane and frequency L1.  
 
In Figure 6.2, the emphasis is on the conditions for generating the network correction 
coefficients for an epoch and a satellite (pair): the DD ambiguities on L1 for the 
reference stations must all be successfully resolved and fixed. If any of them cannot be 
successfully fixed, the correction coefficients for the network area will not be generated 
for the epoch and the satellite (pair). In addition, the process for interpolating the 
correction and generating the VRS observation for the rover is performed in a different 
server. The generated VRS observations will be then sent to and used in the rover’s 
receiver.  
 
There are two ways to assess the performance of an error model: 
1) in the positioning domain, using the VRS observations at the rover’s 
receiver; 
2)  in the observation domain, using the interpolated error for the rover’s 
location. 
In 1), the positioning output from the rover receiver is used. If the accuracy of the 
positioning results are high, e.g. at centimetre level, then the performance of the error 
model is as desired. In 2), the interpolated error for the rover’s location can be used to 
compare with the measured/estimated error for the same location of the rover. The less 
the difference between them, the better the accuracy of the error model. In this research, 
2) is adopted, i.e. the interpolated errors for the rover’s location are used to evaluate the 
performance of regional error models.  
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In addition, this research uses the post processing mode of the software and the only 
difference between the post processing mode and the real-time mode of the system is in 
the data communication. In the post processing mode, the raw observation from the 
reference stations is read from the RINEX file that can be downloaded from the website 
of GPSnet and the calculated results are output into a file as well. However, the data is 
processed on an epoch by epoch and satellite by satellite basis, which is exactly the 
same as for the real-time scenario. In other words, the implementation of the algorithms 
and the data processing, (i.e. the way that the raw observation data is read, the 
methodology for the network ARs and error modelling) are the same as the real-time 
scenario. 
 
6.2 The Victoria GPS Network-GPSnet and Its Sub-Network for 
Testing 
 
GPSnet is a regional GPS CORS network in the state of Victoria, Australia. It was 
developed and managed by the Department of Sustainability and Environment. 
Currently (2009) it consists of about 33 reference stations that cover both the Melbourne 
metropolitan area and rural area of Victoria. The inter-station distances of GPSnet range 
from several tens of kilometres up to 200 km, a typical medium-to-long-range reference 
network. There are currently two GPSnet supported services - VICpos and MELBpos. 
VICpos is a state-wide networked DGPS correction service, providing access to real-
time corrected positions to nominal half-metre accuracy. VICpos also provides single 
base station RTK positioning at selected GPSnet sites. MELBpos is a subnet of GPSnet 
with an average baseline length of about 50 km. The services of MELBpos are mainly 
for the metropolitan areas of Melbourne (see Figure 6.3). MELBpos offers real-time 
Networked RTK solutions across the greater Melbourne area at cm-level horizontal 
accuracy (SII, 2008). Currently, there is a severe problem with the limited coverage area 
of the high accuracy RTK service for the whole Victoria region, because only some 
selected GPSnet sites provide the conventional RTK service (baseline length up to 20 
km). In order to make the high accuracy RTK service available throughout the entire 
state, without considerable densification of such a sparsely distributed CORS network, 
the NRTK technique is currently under intensive investigating and testing. This research 
is funded by the Australia Research Council. Three universities and two state 
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government organisations are involved: RMIT University, the University of New South 
Wales, the University of Melbourne, the Department of Sustainability and Environment 
(state of Victoria) and the Department of Lands (state of New South Wales). The aims 
of this project are to improve the atmospheric error models for enhancing the NRTK 
performance to achieve real-time, centimetre level accuracy for a large coverage. This 
can result in effective usages of the current regional CORS infrastructure without the 
requirement of establishing more reference stations. Thus the full (economical) benefits 
of the regional CORS networks can be exploited and cm-level of positioning accuracy 
can be also maintained (Zhang et al., 2006). 
 
 
Figure 6.3 The current GPSnet configuration (dark pink shaded area is MELBpos) 
 
 
In order to conduct tests for this research, a subnet of GPSnet (shown in Figure 6.4) is 
selected. There were several reasons for choosing this subnet. Firstly, a reference station 
located inside the area covered by the network formed by the other reference stations is 
needed. This station is a checking point and it will be taken/treated as a rover station in 
all the calculations for the test results. The second reason for the selection of the subnet 
is that the ability or the limitation of the NRTK system in the real-time implementation 
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for the network AR must be considered. As part of the whole NRTK system, the 
network AR is also for the real-time implementation. Thus the network’s baseline 
lengths must be within the range of the system’s ability. On the other hand, ambiguities 
for long baselines of the network may be resolved by other separate software systems 
(e.g. Bernese), but they can not be implemented for the real-time scenario. For example, 
these systems usually use a long period of observations (from several hours to days) and 
also use the post-processing and batch processing mode. Whilst for the real-time 
implementation NRTK system, the OTF technique is used where the AR of the 
baselines are resolved as quickly as possible, e.g. within a few minutes of observation 
data. The network AR for long baselines and real-time implementation is a critical issue 
for the NRTK positioning. 
 
From the selected network shown in Figure 6.4, it can be seen that only Parkville (or 
Park for short) station is inside the polygon formed by all the other reference stations. 
Thus Park station can be used as the rover (or checking point) for the evaluation of the 
accuracy of the interpolated results. The lengths of all of the baselines between one 
station (e.g. the master station) to all the rest of the reference stations are in the range of 
50-100 km. This network can be defined as a medium sized network. It should be 
mentioned that Figure 6.4 is the fundamental network configuration from which 
different reference stations for different network configurations can be derived, e.g. the 
three-station networks, the four-station networks or the five-station network. These 
different network configurations will be detailed further in this chapter. It should also be 
noted that for convenience the names of all reference stations are abbreviated to the first 
four letters, e.g. Park for Parkville. 
 
All test data for this research uses real GPS observations downloaded from the GPSnet 
website. Test results are conducted in post-processing mode but are also applicable to 
the real time scenarios as mentioned previously. 
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Figure 6.4 The selected sub-network for tests, the unit of inter-station distances is km 
and the reference station Park (for Parkville) is selected as the rover station 
 
 
In addition, GPS observation data from three different time sessions/periods will be 
used for the tests to improve the reliability of the results. The three observation sessions 
are from 8am on 13/11/2007 to 8am on 14/11/2007 (24 hours), 7am-11am on 
26/07/2008 (4 hours) and 12pm-4pm on 1/06/2007 (4 hours). All the times quoted here 
are the local times. Each of the three sessions’ data (or the three data sets) will be 
repeatedly used or referred to for different test cases. It is convenient to define or 
symbolise them as Time1, Time2 and Time3 respectively. It should be noted that Time1 
has a long period coverage (24h), but also that some of the tests results are for a time 
slot that is within Time1. In other words, instead of the whole session of Time1, these 
test results are actually for a sub-slot of Time1. In this case, the test results are still 
called Time1. This was done to avoid using too many different session names. 
 
6.3 Magnitude of the Measured Atmospheric Residuals in GPSnet 
 
 
6.3.1 Formulae for the Tropospheric and the Ionospheric Residuals 
 
The double differenced carrier phase observables on either L1 or L2 can be expressed as 
(Hofmann-Wellenhof et al., 1997): 
)( kITN kkkkk φεαλρφλ ∆∇+∆∇−∆∇+∆∇+∆∇=∆∇   (k=1,2) (6-1) 
where 
T and I denote the tropospheric and the ionospheric residuals respectively; 
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The subscript k denotes either of the two the frequencies of L1 and L2,  
and 
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From the Geometry-free combination of the two GPS carrier phase observables on L1 
and L2 expressed in (6-1), neglecting the last term for the random errors at the right-
hand side of (6-1), the DD ionospheric residual on L1 for a baseline and a satellite pair 
can be obtained from either of the following two expressions: 
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If the ambiguity for widelane, rather than for 2N∆∇ , is resolved, the following expression 
may be used: 
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where the subscript of w denotes widelane. 
 
Similarly, from an ionosphere-free combination, e.g. from equation (4-5) for the (77,-60) 
combination, the DD tropospheric residual can be calculated by the following 
expression: 
wNNT ∆∇−∆∇−∆∇−∆∇=∆∇ −−−− )60()17( 60,77160,7760,7760,77 λλρφλ  (6-6) 
 
After the DD ambiguities for a baseline and a satellite pair are resolved correctly, the 
DD ionospheric residual and the DD tropospheric residual for the baseline and the 
satellite pair can be estimated from the above formulae on an epoch-by-epoch and a 
satellite-by-satellite basis.  
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The DD combined residual/error has been discussed in Chapter 4. The formula for the 
estimation of the DD combined residual is expressed in equation (4-23). The results 
from (4-23) should be the same as the sum of the tropospheric residual calculated from 
equation (6-6) and the ionospheric residual calculated from either equation (6-4) or (6-
5). This assumes that the IGS predicted orbit is used and the length of the baseline is not 
very long. These two assumptions must be satisfied for all of the test cases.  
 
6.3.2 Test Results for Baseline-A and Time1 
 
After the ambiguities for both widelane and L1 are successfully resolved and fixed for a 
baseline, then the DD tropospheric residuals, the DD ionospheric residuals and the DD 
combined residuals on L1 in GPSnet can be estimated using the formulae in Section 
§6.3.1. The estimated values can also be called the measured values. In this section and 
the following two sections, the observation from three different sessions: Time1, Time2 
and Time3 as defined in Section §6.2 will be used for the estimation of these values for 
three selected different baselines in the tests. 
 
In this section, the test data used is from Time1 (a sub-slot of Time1) and the selected 
test baseline is Bacc-Morn (Baseline-A). The length of the test baseline is 83.2 km.  The 
13-hour observations used for the test are from local time 1:30pm on 13/11/2007 to 
2:30am on 14/11/2007 and the sampling rate is 30 seconds. Using equations (6-6), (6-5) 
and (4-23), the measured DD L1 tropospheric residuals, the DD L1 ionospheric 
residuals and the DD L1 combined residuals for each of the satellite pairs and each of 
epochs can be calculated. Figure 6.5a, 6.5b and 6.5c are the time series plots for the test 
results for the six selected satellite pairs. The statistical values (RMS) for these three 
types of residuals of the time series are also listed in Table 6.1. It should be noted that in 
all of these figures (and also for future discussions), the word “satellite” actually means 
“satellite pair”. However, the reference satellites are not shown in all of the figures since 
it varies with time. The system automatically selects the one with the highest elevations 
at an epoch to be the reference satellite of the epoch for the double differencing used by 
the rest of the satellites). 
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Figure 6.5a Time series plots for the measured DD L1 tropospheric residuals for 
Baseline-A and six satellites. 13 hour data from Time1 is used and the sampling rate is 
30 seconds 
 
 
Figure 6.5b Time series plots for the measured DD L1 ionospheric residuals for 
Baseline-A and six satellites. 13 hour data from Time1 is used and the sampling rate is 
30 seconds. 
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Figure 6.5c Time series plots for the measured DD L1 combined residuals for Baseline-
A and six satellites. 13 hour data from Time1 is used and the sampling rate is 30 
seconds.  
 
 
Table 6.1 RMS (cm) values for the measured DD L1 tropospheric, ionospheric and 
combined residuals for Baseline-A and Time1 
PRN 8 13 20 23 25 28 
Tropospheric residuals (cm) 2.1 2.8 2.6 1.7 1.8 3.3 
Ionospheric residuals (cm) 2.9 3.1 2.1 4.0 4.9 3.1 
Combined residuals(cm) 4.3 4.3 3.8 4.8 5.9 4.1 
N/B: the shaded/yellow area means that the RMS value for the tropospheric residual is 
greater than that for the ionospheric residual for the same satellite (pair) and for the time 
series. 
 
From all the above figures and the table, we can see that: 
1) the maximum values of the DD tropospheric residuals, the DD ionospheric 
residuals and the DD combined residuals are about 8 cm, 18 cm, and 19 cm 
respectively; 
2) by comparing the results for the six satellites, the majority of the RMS values for 
the DD tropospheric residuals are less than that of the DD ionospheric residuals 
for the same satellite. 
 
6.3.3 Test Results for Baseline-B and Time2  
 
In this section, the selected test baseline is Morn-Whit (Baseline-B) and the baseline’s 
length is 64.6 km. The test data is the observations from Time2 and the sampling rate is 
5 seconds. The test results for the three types of DD L1 residuals and for the six 
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satellites are shown in Figures 6.6a, 6.6b and 6.6c. The statistical values (RMS) for the 
three types of DD L1 residuals for the time series are listed in Table 6.2. 
 
 
Figure 6.6a Time series plots for the measured DD L1 tropospheric residuals for 
Baseline-B and six satellites (The test data is from Time2 and the sampling rate is 5 
seconds) 
 
 
Figure 6.6b Time series plots for the measured DD L1 ionospheric residuals for 
Baseline-B and six satellites (The test data is from Time2 and the sampling rate is 5 
seconds) 
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Figure 6.6c Time series plots for the measured DD L1 combined residuals for Baseline-
B and six satellites (The test data is from Time2 and the sampling rate is 5 seconds) 
 
 
Table 6.2 RMS (cm) values for the measured DD L1 tropospheric, ionospheric and 
combined residuals for Baseline-B and Time2 
PRN 2 4 5 12 29 30 
Tropospheric residuals (cm) 2.5 2.7 2.8 1.7 5.2 4.1 
Ionospheric residuals (cm) 2.3 1.9 1.6 2.4 2.2 1.9 
Combined residuals(cm) 3.6 4.0 3.4 2.8 6.7 5.2 
N/B: the shaded/yellow area means that the RMS value for the tropospheric residual is 
greater than that for the ionospheric residual for the same satellite (pair) and for the time 
series. 
 
 
From all the above figures and the table, one can see that: 
1) the maximum values of the DD tropospheric residuals, the DD ionospheric 
residuals, and the DD combined residuals are about 13 cm, 8 cm and 15 cm 
respectively; 
2) of all the results for the six satellites, most of the RMS values for the DD 
tropospheric residuals are greater than that of the DD ionospheric residuals for 
the same satellite. 
 
6.3.4 Test Results for Baseline-C and Time3 
 
The selected test baseline in this section is Baseline-C (Morn-Geel) and the baseline’s 
length is 62.9 km. The test data is the observations from Time3 and the sampling rate is 
10 seconds. The test results for the three types of DD L1 residuals and for the six 
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satellite pairs are shown in Figures 6.7a, 6.7b and 6.7c. The statistical values (RMS) for 
the three types of DD L1 residuals for the time series are listed in Table 6.3. 
 
 
Figure 6.7a Time series plots for the measured DD L1 tropospheric residuals for 
Baseline-C and six satellites (The test data is from Time3 and the sampling rate is 10 
seconds) 
 
 
 
Figure 6.7b Time series plots for the measured DD L1 ionospheric residuals for 
Baseline-C and six satellites (The test data is from Time3 and the sampling rate is 10 
seconds) 
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Figure 6.7c Time series plots for the measured DD L1 combined residuals for Baseline-
C and six satellites (The test data is from Time3 and the sampling rate is 10 seconds) 
 
 
Table 6.3 RMS (cm) values for the measured DD L1 tropospheric, ionospheric and 
combined residuals for Baseline-C and Time3 
PRN 2 5 6 10 12 30 
Tropospheric residuals (cm) 1.3 1.6 3.1 1.2 1.2 2.0 
Ionospheric residuals (cm) 2.4 2.2 3.3 3.3 1.5 3.2 
Combined residuals(cm) 2.1 2.9 5.7 3.5 1.9 4.3 
 
 
From the table and all of the above figures for this test, one can see that: 
1) the maximum values of the DD tropospheric residuals, the DD ionospheric 
residuals, and the DD combined residuals are about 9 cm, 12 cm and 12 cm 
(absolute values) respectively 
2) the RMS values of the DD tropospheric residuals are all less than that of the DD 
ionospheric residuals for the same satellite. 
 
Therefore from all of the tests in the last three sections, we can conclude that 
1) it is difficult to determine which of the DD tropospheric and the DD ionospheric 
residuals are the dominant component in the combined residuals. This is true for 
both an individual epoch and the statistical results for the same satellite and for 
the three time series. 
2) overall, the magnitude of the DD tropospheric residuals, the ionospheric 
residuals and the DD combined residuals in the three time series are mostly in 
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the range of 0 ± 10 cm. The statistical results for the three time series are: all of 
the RMS values in the three tables are under 7 cm. For the individual epoch’s 
result in the three time series, the maximum value for the three types of DD 
residuals are 13 cm, 18 cm and 19 cm respectively. It is difficult to resolve the 
network ambiguities instantaneously as these values (the maximum ones) are 
more than half the wave lengths of both L1 and L2. This is the reason that the 
Kalman filter and the ionospheric-free combination are used for the network 
ambiguity resolution in this research.  
3) the tropospheric and the ionospheric effects on the carrier phase observations are 
all significant and both should be treated with equal importance. In addition, no 
matter if it is day time or nightime, both can contaminate the observations at a 
high level. 
 
6.4 Temporal Variations of the Atmospheric Error in GPSnet 
 
The atmospheric error is both temporally and spatially correlated. In the NRTK, the 
atmospheric error modelling or interpolation is based on the spatial correlation nature of 
the atmosphere. Also the interpolated atmospheric errors from the current epoch used 
for the predicted error value for the next epoch is based on the temporal correlation 
nature. Thus, the two factors that actually affect the accuracy of the predicted errors are: 
1) the inaccuracy of the error model itself since an error model is merely an 
approximation for the real atmospheric correlation, and 
2) the latency of the correction data transmission. The issue related to the data 
latency and the inaccuracy of the predicted errors that are caused by the data 
latency will be discussed in this section. The accuracy of the error models will 
be discussed later in this chapter and also in Chapter 7. 
 
Generally speaking, the larger the temporal variation rate or the temporal variation 
value of the atmospheric error in a time span, the more error in the predicted corrections 
due to the data latency, and vice versa. It should be noted that the data latency doesn’t 
really mean that the predicted error is contaminated, instead, it means that the error in 
the predicted value is caused by the old error value. The error caused by the data latency 
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is the temporal variation amount during the time span of the latency. It is a common 
practice to generate and transmit corrections for the ionospheric error more frequently 
(e.g., as often as every second) since the ionosphere varies rapidly. However for the 
tropospheric corrections, some researchers suggest that the frequency for generating and 
transmitting them can be less than that for the ionospheric corrections (e.g. every 
several seconds to several minutes, or even longer). The treatments for the two different 
types of the atmospheric errors are based on an assumption that the temporal variation 
of the tropospheric error within a short time span is much slower than that of the 
ionospheric error. This assumption may be true for the undifferenced case. However, it 
may not always be true for the DD case since the double differenced observables are 
derived from four one-way observables that are associated with two satellites and two 
stations. The temporal variations of the DD atmospheric residuals may rely more on the 
variations of the relative position or the geometry among the two satellites and the two 
stations. Thus, it cannot be assumed that the DD tropospheric errors really vary 
significantly slower than the DD ionospheric errors.  
 
It is necessary to test whether the temporal variation rate or variation amplitudes of the 
DD tropospheric residuals are significantly different from that of the DD ionospheric 
residuals for the same satellite pair in the same time span in GPSnet. Therefore, tests for 
three baselines and three different data sets were conducted. The selected three 
baselines are Baseline-A, Baseline-B and Baseline-C, and the three data sets are 
corresponding to Time1, Time2 and Time3 respectively. The test results are presented 
in the next three sections. 
  
6.4.1 Test Results for Baseline-A and Time1 
 
Each of the Figures 6.8a, 6.8b and 6.8c show the different variation rates between the 
DD tropospheric residual and the DD ionospheric residual at any epoch of the time 
series for a satellite (pair). It should be noted that the broken periods in the graphs in 
these figures mean that time the satellite is taken as the reference satellite due to the fact 
that it has the highest elevations.  
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Figure 6.8a Time series plots for the measured DD L1 tropospheric and ionospheric 
residuals for Baseline-A and PRN 8 (The test data is from Time1 and the sampling rate 
is 30 seconds)  
 
 
Figure 6.8b Time series plots for the measured DD L1 tropospheric and ionospheric 
residuals for Baseline-A and PRN 20 (The test data is from Time1 and the sampling rate 
is 30 seconds) 
 
 132 
 
Figure 6.8c Time series plots for the measured DD L1 tropospheric and ionospheric 
residuals for Baseline-A and PRN 25 (The test data is from Time1 and the sampling rate 
is 30 seconds) 
 
From the above three figures, it can be seen that for a fixed span of time, e.g. a few 
epochs, and for the same satellite, then the temporal variation amplitude of the DD 
tropospheric residuals are significantly less than that of the DD ionospheric residuals in 
only some cases (e.g. in Figure 6.8c). However, predominantly the temporal variation 
amplitudes of both types of residuals are all significant (see the Figures 5.8a and 5.8b), 
which can reach a level of several centimetres within a few epochs. 
 
6.4.2 Test Results for Baseline-B and Time2 
 
The test results for Baseline-B and the data set from Time2 are shown in Figures 6.9a, 
6.9b and 6.9c respectively for three different satellites.  
 
Figure 6.9a Time series plots for the measured DD L1 tropospheric and ionospheric 
residuals for Baseline-B and PRN 5 (The test data is from Time2 and the sampling rate 
is 5 seconds) 
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Figure 6.9b Time series plots for the measured DD L1 tropospheric and ionospheric 
residuals for Baseline-B and PRN 12 (The test data is from Time2 and the sampling rate 
is 5 seconds) 
 
 
 
Figure 6.9c Time series plots for the measured DD L1 tropospheric and ionospheric 
residuals for Baseline-B and PRN 29 (The test data is from Time2 and the sampling rate 
is 5 seconds) 
 
The above three figures indicate that, for a fixed span of time, the results for the DD 
tropospheric residuals are not always significantly less than that for the ionospheric 
residuals. 
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6.4.3 Test Results for Baseline-C and Time3 
 
The test results for Baseline-C and the data set from Time3 are shown in Figures 6.10a, 
6.10b and 6.10c respectively for three different satellites. 
 
Figure 6.10a Time series plots for the measured DD L1 tropospheric and ionospheric 
residuals for Baseline-C and PRN 5 (The test data is from Time3 and the sampling rate 
is 5 seconds) 
 
 
Figure 6.10b Time series plots for the measured DD L1 tropospheric and ionospheric 
residuals for Baseline-C and PRN 12 (The test data is from Time3 and the sampling rate 
is 5 seconds) 
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Figure 6.10c Time series plots for the measured DD L1 tropospheric and ionospheric 
residuals for Baseline-C and PRN 10 (The test data is from Time3 and the sampling rate 
is 5 seconds) 
 
The above three figures indicate the same results as that in Sections §6.4.1 and §6.4.2: 
i.e. for a fixed span of time, the results for the DD tropospheric residuals are not always 
significantly less than that of the ionospheric residuals.  
 
6.4.4 Implementation Aspects for NRTK in GPSnet 
 
Data transmission frequency and the error caused by data latency 
  
The discussion in the previous three sections shows that for a fixed span of time in some 
cases the temporal variation amplitude of the DD tropospheric residuals are 
significantly less than that of the DD ionospheric residuals. However in other cases, the 
temporal variation amplitude of the DD tropospheric residuals is similar to that of the 
DD ionospheric residuals. The temporal variation amplitudes can reach as much as 
several centimetres within a few epochs. Thus, it is difficult to generalise that the DD 
tropospheric residuals vary significantly slower than that of the ionospheric residuals 
within a very short time span, e.g. a few of epochs or a few of minutes. This information 
is instructive for the real-time implementation decision on 1) how often the predicted 
tropospheric and ionospheric corrections should be generated and transmitted to the 
rover users; or 2) how much error will be caused by the data latency if the DD 
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tropospheric corrections are transmitted at a certain frequency. For example, if the DD 
tropospheric corrections are transmitted to the rover every ten minutes to reduce the 
transmission load in the data links, then large temporal variations will severely affect 
the performance of the NRTK. 
 
In order to investigate the amplitude of the temporal variation of the DD tropospheric 
error in GPSnet more clearly, some plots for half an hour of results for the DD 
tropospheric residuals are presented. Figures 6.11, 6.12 and 6.13 are for Baseline-A, 
Baseline-B and Baseline-C respectively (these are the same as those in the preceding 
tests). The three data sets are from a sub-slot of each of the three observation times 
Time1, Time2 and Time3 respectively, and also the three selected satellites for each are 
PRN 20, PRN5 and PRN12 respectively. It should be noted that in these three figures, 
the X-axis denotes the time elapsed from the first epoch in the selected time slot rather 
than the real GPS time. 
 
 
Figure 6.11 Time series plots for the measured DD L1 tropospheric residuals for 
Baseline-A and PRN 20 (The test data is from Time1 and the sampling rate is 30 
seconds) 
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Figure 6.12 Time series plots for the measured DD L1 tropospheric residuals for 
Baseline-B and PRN 5 (The test data is from Time2 and the sampling rate is 5 seconds) 
 
 
Figure 6.13 Time series plots for the measured DD L1 tropospheric residuals for 
Baseline-C and PRN 12 (The test data is from Time3 and the sampling rate is 5 
seconds) 
 
From the above three figures, it can be seen that the temporal variations of the DD 
tropospheric residuals can usually reach several centimetres in a one-minute time span. 
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Figure 6.11 shows that, in a 30 second time span, the amplitude of temporal variations 
of the DD tropospheric residuals can be more than 2 cm (note the value difference in the 
Y-axis at two consecutive data points). The first two figures also indicate that, within a 
three-minute time span, the amplitude of the temporal variation of the DD tropospheric 
residuals can reach a 6 cm level. From these values, the numerical relationship between 
the data age and the magnitude of the DD tropospheric error caused by the data latency 
can be seen. For example, if the frequency for the correction data generating and 
transmitting is three minutes, the maximum error for the DD tropospheric residuals 
caused by the data latency can reach 6 cm. Alternatively, if the error of the DD 
tropospheric correction caused by the data latency is to be restrained within 1 cm, then 
the data latency (or the data age) must be less than 30 seconds. These results are 
instructive for the implementation of NRTK in GPSnet. 
 
All the test results from this section and the preceding three sections suggest that it is 
sound logic to generate and transmit the DD tropospheric corrections at the same 
frequency as for the DD ionospheric corrections, e.g. every second, for high accuracy of 
NRTK positioning in GPSnet. 
 
Interpolating two types of errors: separately or together?  
 
The preceding sections detail one aspect of NRTK implementation for GPSnet i.e. the 
frequency for the correction data generation and transmission, especially for the 
tropospheric error. It is based on the amplitude of the tropospheric variations in a fixed 
time span, which can be translated into the error caused by the data latency. Another 
implementation aspect is the benefit and necessity of interpolating and then transmitting 
the tropospheric correction and the ionospheric correction separately. If it is assumed 
that the difference in the spatial correlation or the spatial pattern between the DD 
tropospheric error and the DD ionospheric error is known, then these two types of DD 
errors should be modelled/interpolated in two different ways, i.e. two different fitting 
functions should be used to model them separately. However, in reality, it is difficult to 
know whether the spatial correlation or the spatial pattern of the DD tropospheric error 
is significantly different from that of the DD ionospheric error. Thus it appears that 
there is little advantage in modelling these two types of errors in different ways for the 
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purpose of interpolation. Therefore it is reasonable to use the same error model to 
interpolate for both types of errors, especially for a medium sized reference network. In 
this case, the lump sum of the two types of atmospheric errors can be used to replace the 
two individual errors in all of the calculations for the error modelling and interpolation. 
The lump sum of the two types of atmospheric errors is termed the DD combined error, 
under the condition that the IGS precise orbit is used. The modelling and transmitting of 
the combined error can save both calculation and transmission load in the 
implementation of the NRTK. Also, if the combined errors are generated and 
transmitted at a frequency as often as every second, it also solves the problem of the 
data latency without much additional work load.  
 
In this research, the DD combined error, which mainly contains the DD atmospheric 
error on the L1 frequency, will be used for the performance assessment of all the 
regional error models.  
 
6.5 Performance of the Linear Interpolation Model in GPSnet  
 
With the known coordinates of two reference stations, the DD combined errors/residuals 
of the baseline can be calculated. The calculated combined residuals for the baseline are 
called the measured or estimated DD residuals. The measured DD residuals can be 
treated as the “true” DD residuals for the baseline. For the baseline from the master 
station to the checking point (the rover station such as Park station in Figure 6.4), the 
measured DD residuals and the interpolated DD residuals for the baseline (e.g. Morn-
Park- now termed the test baseline) can be calculated. The difference between these two 
residuals for the same satellite and same epoch can be considered as the accuracy of the 
interpolated results. This difference value is also the DD residual after the correction is 
applied. In the following sections, the measured DD combined residuals have been 
renamed the original DD residuals i.e. they are the DD residuals without corrections 
applied. The use of the word original is merely for the contrast between the residuals 
without corrections and the ones with corrections applied.  
 
In order to test the accuracy of the interpolated residuals from the Linear Interpolation 
Model (LIM), the initial tests for three cases are conducted. These three cases are for 
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different sessions of observations and the data sets are for each of the three different 
network configurations. The main purpose of these tests is to investigate whether the 
corrected DD residuals (using the LIM) can be reduced when compared to the original 
DD residual, and also to quantify the magnitude of the improvement. The three network 
configurations including five stations, four stations and three stations are shown in 
Figures 6.14a, 6.14b and 6.14c respectively. The three observation sessions are Time1, 
Time2 and Time3. The three test baselines are Baseline1, Baseline2 and Baseline3 (they 
are highlighted in red in Figures 6.14a, 6.14b and 6.14c). They are symbolic for Bacc-
Park, Morn-Park and Morn-Park respectively. It should be noted that although the last 
two baselines are the same (Morn-Park) they are still labelled differently (i.e. Baseline2 
and Baseline3 respectively) since our focus is on the test results for the three different 
datasets from Time1, Time2 and Time3. In addition, Test1, Test2 and Test3 will also be 
used for the three test cases, i.e. the tests of Baseline1 and Time1, Baseline-B and 
Time2, and Baseline3 and Time3, respectively. The results for the three tests are 
presented in the following sections. 
 
 
Figure 6.14a Configuration for Test1 (for Baseline1 (Bacc-Park) and Time1) 
 
 
Figure 6.14b Configuration for Test2 (for Baseline2 (Morn-Park) and Time2) 
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Figure 6.14c Configuration for Test3 (for Baseline3 (Morn-Park) and Time3) 
 
6.5.1 Results for Test1 
 
Figures 6.15a, 6.15b and 6.15c show the time series plots for the original DD residuals, 
the interpolated residuals and the DD residuals after the interpolated residuals applied 
respectively. Table 6.4 lists the statistical results of the time series for the original 
residuals and the residuals with the LIM’s corrections applied, and most importantly, 
the improvement values for each of the satellites. In Figure 6.15c, the results that are 
close to the zero-line (values in y axis) have a high accuracy.  
 
 
Figure 6.15a Time series plots for the original/measured DD L1 residuals for Baseline1 
(Bacc-Park) and six satellites (the test data is from Time1: local time 1:30pm - 2:30am, 
13h, 13/11/2007-14/11/2007 and the sampling rate is 30 seconds) 
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Figure 6.15b Time series plots for the interpolated DD L1 residuals for Baseline1 
(Bacc-Park) and six satellites 
 
 
Figure 6.15c  Time series plots for the DD L1 residuals after the interpolated corrections 
applied for Baseline1 (Bacc-Park) and six satellites 
 
 
Table 6.4 RMS (cm) values for the DD L1 residuals with and without interpolated 
corrections applied, and the improvement percentages for Baseline1 (Bacc-Park), Time1 
and six satellites 
PRN 8 13 20 23 25 28 
Residuals without corrections 3.3 3.1 2.7 2.7 3.6 1.8 
Residuals with corrections  1.4 0.8 1.9 1.2 1.5 0.7 
Improvement % 58% 74% 30% 56% 58% 60% 
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From the table and the above figures, it can be seen that the DD interpolated corrections 
from the LIM can be used to improve the DD original residuals from 30% up to 74% for 
all of the six satellites. This magnitude of improvement is significant.  
 
Figure 6.15 also shows that the magnitude of the original DD residuals on L1 can 
sometimes be more than 10 cm (absolute values), which can significantly affect the 
ambiguity resolution of the baseline if the conventional RTK technique is used i.e. the 
magnitude of the residual becomes more than half the L1 wavelength. This implies that 
it is necessary to use the network RTK approach in this case since the residuals with this 
magnitude are likely to result in the wrong integer ambiguity resolution.  
 
6.5.2 Results for Test2 
 
Figures 6.16a, 6.16b and 6.16c show all of the time series plots for the Test2 results. 
Table 6.5 lists the statistical results for the time series and for six satellites.  
 
 
Figure 6.16a Time series plots for the original/measured DD L1 residuals for Baseline2 
(Morn-Park) and six satellites (the test data is from Time2: 7am-11am (local) on 
26/07/2008 and the sampling rate is 5 seconds) 
 
 144 
 
Figure 6.16b Time series plots for the interpolated DD L1 residuals for Baseline2 
(Morn-Park) and six satellites 
 
 
Figure 6.16c Time series plots for the DD L1 residuals after the interpolated corrections 
applied for Baseline2 (Morn-Park) and six satellites 
 
Table 6.5 RMS (cm) values for the DD L1 residuals with and without interpolated 
corrections applied, and the improvement percentages for Baseline2 (Morn-Park), 
Time2 and six satellites 
PRN 2 4 5 12 29 30 
Residuals without corrections 1.5 1.6 2.9 2.9 4.0 3.6 
Residuals with corrections  0.9 0.6 1.3 1.1 1.5 1.6 
Improvement % 42% 64% 57% 61% 63% 57% 
 
From all the test results in this section, it can be seen that, the DD interpolated 
corrections from the LIM can be used to improve the DD original residuals from 42% 
up to 64% for all the six satellites. This magnitude of improvement is also significant.  
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6.5.3 Results for Test3 
 
Figures 6.17a, 6.17b and 6.17c show the time series plots for the test results for Test3. 
Table 6.6 lists the statistical results of the time series for the six satellites.  
 
 
Figure 6.17a Time series plots for the original/measured DD L1 residuals for Baseline3 
(Morn-Park) and six satellites (the test data is from Time3: 12pm-4pm (local) on 
01/06/2007 and the sampling rate is 10 seconds) 
 
 
Figure 6.17b Time series plots for the interpolated DD L1 residuals for Baseline3 
(Morn-Park) and six satellites 
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Figure 6.17c  Time series plots for the DD L1 residuals after the interpolated corrections 
applied for Baseline3 (Morn-Park) and six satellites 
 
Table 6.6 RMS (cm) values for the DD L1 residuals with and without interpolated 
corrections applied, and the improvement percentages for Baseline3 (Morn-Park), 
Time3 and six satellites 
PRN 2 5 6 10 12 30 
Residuals without corrections 1.2 3.2 4.5 3.6 3.2 2.9 
Residuals with corrections  1.0 1.5 2.3 1.1 1.3 2.1 
Improvement % 24% 53% 47% 70% 59% 29% 
 
Similar to the results presented in the preceding two sections, the DD interpolated 
corrections from the LIM are improved from 24% up to 70% for all of the six satellites. 
This magnitude of improvement is again significant.  
 
Therefore to summarise the results of the three tests, the LIM can be used to model the 
DD combined residuals since the DD residuals with the LIM corrections are 
significantly reduced, 
1) compared to the DD residuals without the corrections, 
2) for all of the satellites in all the test cases, and 
3) for all of the three-station configuration, four-station configuration and five-  
station configuration.  
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6.6 Performance Evaluation of the LIM for Different Network 
Configurations 
 
The performance of the LIM may/may not vary with different network configurations, 
especially for the configurations with different numbers of reference stations. In this 
section, tests are conducted for: 
• configurations that include three-stations, four-stations, and five-stations,  
• the three different data sets (from Time1, Time2 and Time3), and 
• different satellites.  
 
It should be noted that when selecting the possible configurations, it is necessary to 
make sure that the rover station (Park) is located inside the triangular (for the three-
station configuration) or polygon (for more than three stations) formed by the 
surrounding reference stations. This is because the focus of the tests is on the 
performance assessment of interpolation rather than the extrapolation. In the next three 
sections, the test results for data sets (i.e. from Time1, Time2 and Time3) and various 
network configurations are presented. It should be noted that for the following LIM 
results, there are eight samples examined in each of the three sections. These samples 
correspond to the eight different configurations. For convenience, the names of Group1, 
Group2 and Group3 are used for the tests of the three sections respectively. 
 
6.6.1 Test Results for Group1 
 
The tests for this group are for the data set from Time1, the test baseline Baseline1 
(Bacc-Park), and all of the eight different network configurations that are listed in Table 
6.7. The statistical results of the time series for all of the configurations and six satellites 
are presented in Table 6.8 and Figure 6.18 respectively. (In Table 6.8, the bold numbers 
refer to the largest values among the results for all of the configurations and for the 
same satellite.) 
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Table 6.7 All of the three-station, four-station and five station network configurations 
for the tests in Group1 
No. of 
Stations 
Name of 
Configurations Stations Used 
Cfg.3-1 Bacc, Morn, Whit 
Cfg.3-2 Bacc, Morn, Woor 3 stns 
Cfg.3-3 Bacc, Geel, Woor 
Cfg.4-1 Bacc, Morn, Woor, Whit 
Cfg.4-2 Bacc, Morn, Geel, Whit 
Cfg.4-3 Bacc, Morn, Geel, Woor 
4 stns 
Cfg.4-4 Bacc, Geel, Woor, Whit 
5 stns Cfg.5 Bacc, Geel, Morn, Woor, Whit  
 
Table 6.8 RMS (cm) for the accuracy of the interpolated residuals from the LIM for all 
of the eight configurations in Table 6.4 
 PRN 8 13 20 23 25 28 
Configuration        
Cfg.3-1 1.7 2.0 2.7 2.0 2.4 1.7 
Cfg.3-2 1.6 0.9 2.0 1.4 1.3 1.0 
Cfg.3-3 1.5 0.8 1.9 1.3 1.4 0.9 
Cfg.4-1 1.4 0.8 1.9 1.2 1.5 0.7 
Cfg.4-2 1.4 1.6 2.3 1.6 2.1 1.1 
Cfg.4-3 1.6 0.9 2.0 1.5 1.3 1.0 
Cfg.4-4 1.4 0.8 1.9 1.2 1.6 0.8 
Cfg.5 1.4 0.8 1.9 1.2 1.5 0.7 
Max difference 0.3 1.2 0.8 0.8 1.1 1.0 
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Figure 6.18 Statistical (RMS) values for the original residuals and the residuals with 
corrections of LIM, for Group1 and six satellites 
 
6.6.2 Test Results for Group2 
 
The tests for this group are for the data set from Time2, the test baseline Baseline2 
(Morn-Park), and all of the eight different network configurations that are listed in 
Table 6.9 The statistical results of the time series for all of the configurations and six 
satellites are presented in Table 6.10 and Figure 6.19 respectively.  
 
Table 6.9 All of the three-station, four-station and five station network configurations 
for the tests in Group2 
No. of 
Stations 
Name of 
Configurations Stations Used 
Cfg.3-1 Morn, Bacc, Woor 
Cfg.3-2 Morn, Bacc, Whit 3 stns 
Cfg.3-3 Morn, Geel, Whit 
Cfg.4-1 Morn, Geel, Whit, Woor 
Cfg.4-2 Morn, Geel, Bacc, Whit 
Cfg.4-3 Morn, Bacc, Whit, Woor 
4 stns 
Cfg.4-4 Morn, Geel, Bacc, Woor 
5 stns Cfg.5 Bacc, Geel, Morn, Woor, Whit 
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Table 6.10 RMS (cm) for the accuracy of the interpolated residuals from the LIM for all 
of the eight configurations in Table 6.6 
 PRN 2 4 5 12 29 30 
Configuration        
Cfg.3-1 1.7 1.9 2.0 1.4 3.3 3.0 
Cfg.3-2 1.4 1.5 1.0 1.2 1.0 0.7 
Cfg.3-3 2.1 2.2 1.1 1.5 1.7 1.0 
Cfg.4-1 1.7 1.0 1.1 1.3 0.9 0.8 
Cfg.4-2 1.0 1.1 1.0 1.1 0.8 0.8 
Cfg.4-3 0.9 0.6 1.3 1.1 1.5 1.6 
Cfg.4-4 1.7 1.9 2.0 1.5 3.3 3.0 
Cfg.5 0.9 0.6 1.3 1.1 1.5 1.6 
Max difference 1.2 1.6 1.0 0.4 2.5 2.2 
 
 
Figure 6.19 Statistical (RMS) values for the original residuals and the residuals with 
corrections of LIM for Group2 and six satellites 
 
 
6.6.3 Test Results for Group3 
 
The tests for this group are for the data set from Time3, the test baseline Baseline3 
(Morn-Park, the same as Baseline2), and all of the eight different network 
configurations that are the same as that in Table 6.9. The statistical results of the time 
series for all of the configurations and six satellites are presented in Table 6.11 and 
Figure 6.19 respectively.  
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Table 6.11 RMS (cm) for the accuracy of the interpolated residuals from the LIM for all 
of the eight configurations in Table 6.6  
 PRN 2 5 6 10 12 30 
Configuration        
Cfg.3-1 1.0 1.5 2.3 1.1 1.3 2.1 
Cfg.3-2 0.6 0.9 0.9 1.2 1.0 0.9 
Cfg.3-3 0.8 0.9 0.8 1.4 1.1 0.7 
Cfg.4-1 0.7 1.0 1.1 1.1 1.1 1.1 
Cfg.4-2 0.5 1.0 1.2 1.1 0.9 1.1 
Cfg.4-3 0.6 1.1 1.5 0.9 1.0 1.4 
Cfg.4-4 1.0 1.5 2.3 1.1 1.3 2.1 
Cfg.5 0.6 1.1 1.5 0.9 1.0 1.4 
Max difference 0.5 0.6 1.2 0.5 0.4 1.4 
 
 
Figure 6.20 Statistical (RMS) values for the original residuals and the residuals with 
corrections of LIM for Group3 and six satellites 
 
 
6.6.4 Analyses of the LIM Test Results 
 
From the test results in the preceding three sections, it can be concluded that: 
1)   most of the DD residuals with the LIM corrections are significantly reduced.  
2) in each of the three groups, the performances from different network 
configurations are not significantly different for most of the test cases and for all 
of the satellites.  
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3)  different numbers of reference stations used in the LIM have no significant affect 
for most of the test cases. This suggests that the accuracy of the interpolated 
residuals is not necessarily related to the number of the reference stations used in 
the error modelling. In other words, using more redundant reference stations 
does not necessarily contribute to the accuracy of the modelling results. 
Therefore, three reference stations are usually enough for the LIM.  
4)  of the eight samples in each of the three groups, there are only two cases where 
the LIM’s performances are significantly worse than the rest in the same group 
(e.g. in Figure 6.19, see the results for Cfg.3-1 and for Cfg.4-4, these two 
samples are called the two worst cases). This poor performance for a few 
configurations may be caused by the station specific error (i.e. multipath effects) 
at some of the reference stations. 
5) in the same group, the performance of the five-station configuration is 
significantly better than that of the two worst cases (one for a three-station and 
the other for a four-station configurations). This suggests that, more reference 
stations used in the error modelling may mitigate the affect of the station 
specific errors because their interpolated residuals are significantly improved. 
 
6.7 Limitations of the NRTK System  
 
There are a few issues that limit the effectiveness of the NRTK system used in this 
research. Most of these are related to the performance of the network AR and the 
regional error models. The real-time network AR, especially for long baselines is the 
ubiquitous and most critical issue for all NRTK systems throughout the world. The 
performance of different regional error models will be tested and discussed in Chapter 
7. 
 
The NRTK system presented in this thesis was originally developed for the Singapore 
Integrated Multiple Reference Station Network (SIMRSN). It may perform well in the 
SIMRSN since the lengths of all of its baselines are less than 33 km, even though the 
atmospheric conditions there are not so benign due to its proximity to the equatorial 
area. For a network with longer baselines like GPSnet, this system may not perform as 
well, even though the network is located in the mid-latitude region where the 
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atmospheric condition is not so severe. A large amount of testing using the GPSnet data 
is required to justify the performance of the system in the Victorian region. In fact, the 
tests in this chapter and also in Chapter 7 are mainly for the performance assessment of 
regional error models. These must be performed after the network ambiguities have 
been resolved. In order to obtain correct residuals of the baselines of the network, the 
ambiguities for all of the baselines in the network must be correctly fixed. Thus, to 
check the correctness of the resolved ARs or to validate the resolved network ARs from 
the system, one of the following methods may be used:  
1) some of the sophisticated checking or validation methods are used in the 
NRTK system, e.g. the LAMBDA or other statistical tests for the selection 
of correct values for the AR. 
2)  the ambiguity values resolved from more reliable and sophisticated systems, 
e.g. from the Bernese software can be used as their correct values. These 
values can be taken as the correct results for comparisons. This is because 
Bernese is used mainly for static, high precision, geodetic surveying where 
GPS data is post processed and also in batch mode. The ARs resolved from 
this approach are more reliable than that of the on-the-fly approach where 
only a small volume of data from the beginning part of the session is used 
for the ARs.  
3)  the misclosures of the network’s ambiguities for the same satellite can be 
used to check all the baselines in the network. If any of the misclosures are 
not equal to zero, that means some of the ARs from the loop are wrong. 
However, it should be noted that even if all possible loops have zero 
misclosure values, there is no guarantee that the ARs for all of the baselines 
in the loops are 100 percent correct. It only means that the possibility of 
wrong results is less. 
 
The NRTK system presented in this thesis uses some simple criteria to fix the ARs, e.g. 
only checking the difference between the filtered float N1 and its rounding value. If the 
value of the difference is close to zero (e.g. less than 0.01 or 0.025 at the different stages 
of the Kalman filter), then the filtered float N1 will be fixed to the rounding value. This 
approach, without sophisticated validation means that for the quality control of the ARs, 
the results cannot be guaranteed to be correct. In order to check that the resolved ARs 
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are correct, method 3) is adopted (i.e. implemented outside the NRTK system). Only in 
the cases where all misclosures for all possible loops are equal to zero, then the ARs for 
the associated baselines and the observation data will be used in the error modelling of 
the later stage. In other words, data from a loop where the misclosure is not equal to 
zero will not be used for the error modelling.  
 
From the test results in the subnet of GPSnet, the following findings from the system 
are obtained: 
1) the widelane ambiguity can be easily fixed to their correct values by rounding 
the averaged float values of a few epochs;   
2)  for the N1 ambiguity, using the kalman filter and the ionosphere-free 
combinations, not all of the resolved N1 values are correct. This is true 
especially when the satellite elevation is low (<300) and so the ARs are either 
unable to be resolved or are resolved incorrectly. This is a serious limitation of 
the system. 
3)  the system will fix the N1 ambiguity to its rounding value in the following two 
cases: 
i. the N1 estimates in the kalman filter converge to a value that is very close 
to its rounding value, (e.g. the difference of both is less than 0.01)  
ii. the converged float value for the N1 estimate is not very close to its 
rounding value (e.g. the difference between both greater than 0.01 and less 
than 0.35 cycles). In this case, the fixed value is likely to be incorrect. One 
reason for this might be that the multipath effects, if any, at any of the 
reference stations, are significant. 
 
The NRTK AR is a critical issue for all NRTK systems, where long baselines and 
observations to low elevation GPS satellites greatly affect the system’s ability for 
the network AR. The main focus of this research is on the performance of the 
atmospheric error modelling for NRTK and as such network AR will not be 
discussed further. 
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Chapter 7 Performance Evaluation of the Three 
Regional Atmospheric Models for the 
GPSnet 
 
 
7.1 Introduction 
 
It is well known that the accuracy of regional atmospheric error models is critical for the 
performance of the NRTK positioning and that both the spatial correlation pattern of the 
atmospheric errors in different regions and the error characteristics in different reference 
networks may vary. Therefore, it is important that the performance of each of the error 
models in Victoria is assessed using the data from GPSnet so that the performance of 
the NRTK (in GPSnet) will be enhanced, if possible (Roberts et al., 2004; Zhang et al., 
2006). This chapter focuses on the performance evaluation of three of the error models 
in GPSnet. 
 
Several error models for NRTK have been proposed, investigated and implemented over 
the past years. These models include the LIM, LCM, DIM, LSM, and LSCM (see 
Chapter 4). Most of the studies are based on a single model to test the model’s 
performance in a reference network or a few reference networks. Very limited research 
has been conducted to evaluate the performance of different error models in the same 
network using the same test dataset. It is difficult to predict which of these models will 
outperform the others for a specific network since each of them is merely a different 
form of approximation for the true spatial pattern of the error modelled.   
 
Dai (2002) conducted testing for the performance comparisons of all five error models. 
Based on the results of a two test scenario, he drew the following conclusions: 
• all of the five models performed similarly,  
• the DIM was slightly worse than all the other models, and  
• the LSCM slightly outperformed the others.  
 
However, there are some concerns with his conclusion: 
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• the first is that it is difficult to know whether his conclusion is applicable to 
other reference networks, or that it may hold true with some conditions, (e.g. 
when the station specific errors i.e. the multipath effects of the network, are not 
significant). This is because regional error models are used for modelling 
spatially correlated errors, and the spatial patterns of the atmospheric effects in 
other regions may be different. Moreover, alternative reference networks may 
have different magnitudes of multipath effects, which may lead to varying 
results of the error models. This is because different error models deal with the 
station specific errors in different ways.  
• the second issue with Dai’s conclusions is that his conclusion is based on only 
two test cases: one for a three-station configuration and the other for a five-
station configuration. It is known that the minimum number of reference stations 
for both the 2D LIM and DIM is three, whilst for the low-order surface model it 
is four (for the first-order). This means that only the five-station configuration is 
actually used for the performance assessment of the LSM. Results derived from 
one test case may not be conclusive. In addition, it is not always feasible to use a 
five-reference-station network where baseline lengths are <100 km and so this 
may become a limitation of the NRTK systems to resolve the network ambiguity. 
Hence using less number of reference stations, i.e.  four stations network 
configurations, is more significant in practice for the LSM. 
 
The above discussion suggests that, in order to investigate the performance of different 
error models in NRTK for a specific region, only results based on the data from the 
region are more significant and conclusive. In this research, three error models: the LIM, 
DIM and first-order LSM (expressed in equation (4-38) are selected for testing. The 
reasons for excluding the other two models (i.e. the LCM and LSCM) in the tests are: 
• the LCM is similar to the LIM (selected) in terms of both the mathematical 
expressions and the practical implementation. This is especially for the case of 
three-reference-station configurations because their interpolation results are 
exactly the same (Dai et al., 2001).   
• the LSCM uses complicated stochastic models and it is very difficult to 
implement in the real-time scenario.  
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It should be noted that in all the tests, only 2D components (X and Y) are taken into 
account while the height dimension is neglected. According to Zhang (1999) and some 
other researchers (e.g. Schaer (1999)), the performance differences between the 2D and 
3D models is less than 1mm if the inter-station height difference is in the range of a few 
hundreds metres. For the case of a 3000m height difference, the performance difference 
is also not significant. In GPSnet, the maximum height difference of inter-stations is 
under 500m, thus the exclusion of the height component in the error modelling will 
have little effect on the performance of the model.  
 
In the sections below, the test results of the three selected error models for many sample 
cases derived from three different sessions of GPSnet observations and various network 
configurations are presented and analysed.  
 
7.2 The Error Models’ Performance for Five-Station Configurations 
 
The test data sets used in this chapter will be the three different sessions Time1, Time2 
and Time3. These are the same as defined and used in Chapter 6. In addition, Group1, 
Group2 and Group3 will also be used when different configurations (i.e. different test 
samples) are required.  
 
7.2.1 Results for Test1 - for the Observation of Time1  
 
The network configuration for this test is shown in Figure 7.1. The baseline from the 
master station to the rover is Bacc-Morn. The test results for the baseline’s 
original/measured DD L1 residuals and the residuals with corrections from each of the 
three models can be seen in Figures 7.2a, 7.2b, 7.2c and 7.2d respectively. Figure 7.3 
represents the statistical (RMS) results of the time series for the aforementioned four 
figures.  
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 Figure 7.1 The configuration for Test1 and for baseline Bacc-Park  
 
 
Figure 7.2a Time series plots for the original/measured DD L1 residuals for the baseline 
Bacc-Park and eight satellites (17 hours’ observation from Time1, i.e. 1:30pm-6:00am 
(local), from 13/11/2007-14/11/2007, the sampling rate is 30 seconds.) 
 
 
 
Figure 7.2b Time series plots for the DD L1 residuals with the LIM’s corrections  for 
the baseline Bacc-Park and eight satellites 
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Figure 7.2c Time series plots for the DD L1 residuals with the DIM’s corrections  for 
the baseline Bacc-Park and eight satellites 
 
 
 
Figure 7.2d Time series plots for the DD L1 residuals with the LSM’s corrections  for 
the baseline Bacc-Park and eight satellites 
 
 
 
Figure 7.3 Statistical (RMS) values for the original/measured residuals and the residuals 
with corrections from each of the three models, for the baseline Bacc-Park and eight 
satellites 
 
 
In Figure 7.3, the (dark) blue bars are for the measured DD L1 combined 
residuals/errors and all the bars in the other three colours are for the DD L1 residuals 
with the corrections from each of the three models. From this Figure (and also from the 
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others in this section), it can be seen that the DD L1 residuals with the interpolated 
corrections from all the three models except for PRNs 20 and 28 from the LSM’s 
corrections are significantly reduced/improved, compared to the original residuals for 
most of the selected satellites The performance of the LIM is the best. The DIM 
performs slightly poorer than the LIM but slightly better than the LSM. The majority of 
the differences between the three models corrections are at mm level, with the 
maximum difference (between the results of the LIM and the LSM) of 1 cm for the 
absolute value, and 63% (PRN28) for the relative improvement value.  
 
7.2.2 Results for Test2 - for the Observation of Time2  
 
The network configuration and the baseline (Morn-Park) for Test2 are shown in Figure 
7.4. The statistical (RMS) results for the corresponding time series for the original 
residuals and the residuals corrected from each of the three error models are shown in 
Figure 7.5. 
 
 
Figure 7.4 The configuration for Test2 and for the baseline Morn-Park 
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Figure 7.5a Time series plots for the original/measured DD L1 residuals for the baseline 
Morn-Park and six satellites. (The observation from Time2, i.e. 7am-11am (local) on 
26/07/2008, the sampling rate is 5 seconds.) 
 
 
Figure 7.5b Time series plots for the DD L1 residuals with the LIM’s corrections  for 
the baseline Morn-Park and six satellites 
 
 
Figure 7.5c Time series plots for the DD L1 residuals with the DIM’s corrections  for 
the baseline Morn-Park and six satellites 
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Figure 7.5d Time series plots for the DD L1 residuals with the LSM’s corrections  for 
the baseline Morn-Park and six satellites 
 
 
 
Figure 7.6 Statistical (RMS) values for the original/measured residuals and the residuals 
with corrections from each of the three models, for Morn-Park and six satellites  
 
 
From Figure 7.6 (and also from the other figures of this section), it can be seen that all 
the residuals with corrections from each of the three models, are significantly improved 
and most of them are improved by more than 50%, when compared to the original 
residuals for all of the three models and for all of the selected satellites. The majority of 
the results from the DIM perform better than the other two models by a maximum 
difference of 1 cm (PRN 30) for the absolute value and 53% for the relative value. The 
performance of the LIM and the LSM for all of the satellites is very similar. 
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7.2.3 Results for Test3 - for the Observation of Time3 
 
The test baseline and the network configuration for Test3 is the same as that in Figure 
7.4 in the preceding section, however the test data is from a different session and time. 
The statistical (RMS) results for the corresponding time series for the original residuals 
and the residuals with the correction from each of the three error models are shown in 
Figure 7.6. 
 
 
Figure 7.7a Time series plots for the original/measured DD L1 residuals for the baseline 
Morn-Park and ten satellites. (The observation from Time3, i.e. 12pm-4pm (local) on 
1/06/2007, the sampling rate is 10 seconds.) 
 
 
 
Figure 7.7b Time series plots for the DD L1 residuals with the LIM’s corrections for the 
baseline Morn-Park and ten satellites 
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Figure 7.7c Time series plots for the DD L1 residuals with the DIM’s corrections for the 
baseline Morn-Park and ten satellites 
 
 
 
Figure 7.7d Time series plots for the DD L1 residuals with the LSM corrections for the 
baseline Morn-Park and ten satellites 
 
 
 
Figure 7.8 Statistical (RMS) values for the original/measured residuals and the residuals 
with corrections from each of the three models, for Morn-Park and ten satellites 
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From Figure 7.8 (and also from the rest of the figures in this section), it can be seen that 
all the residuals with the corrections from each of the three models are significantly 
improved and most of the improvements are more than 65%, compared to the original 
residuals for all of the selected satellites. All of the three models have no significant 
differences in their performances in this test. 
 
7.2.4 Summary 
 
All of the three tests for the five-station configurations in the preceding three sections 
indicate that the LSM never outperforms the LIM or DIM, and at best it performs 
similarly to the LIM and the DIM. Between the LIM and DIM, they perform similarly 
as sometimes the LIM slightly outperforms the DIM while in other cases the DIM 
slightly outperforms the LIM. 
 
7.3 The Error Models’ Performance for Four-station Configurations 
 
7.3.1 Test Results for Group1 
 
In this group (Group1), all of the tests are for data from the same observation time 
(Time1) but from different four-station network configurations. All of the four-station 
configurations are listed in Table 7.1 and their corresponding test results are shown in 
Figures 7.9a-d respectively.  
 
Table 7.1  Four-station network configurations for Group1 and the baseline Bacc-Park 
Config. No. Stations included Station excluded 
Config. 1 Bacc, Morn, Woor, Whit  Geel 
Config. 2 Bacc, Morn, Geel, Whit Woor 
Config. 3 Bacc, Morn, Geel, Woor Whit 
Config. 4 Bacc, Geel, Woor,Whit  Morn 
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Figure 7.9a Statistical (RMS) values for original/measured residuals and residuals with 
the models’ corrections for Bacc-Park and Config.1 in Table 7.1 
 
 
 
Figure 7.9b Statistical (RMS) values for original/measured residuals and residuals with 
the models’ corrections for Bacc-Park and Config.2 in Table 7.1 
 
 
 
Figure 7.9c Statistical (RMS) values for original/measured residuals and residuals with 
the models’ corrections for Bacc-Park and Config.3 in Table 7.1 
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Figure 7.9d Statistical (RMS) values for original/measured residuals and residuals with 
the models’ corrections for Bacc-Park and Config.4 in Table 7.1. 
 
 
From the above four figures, it can be seen that: 
1) compared to the original residuals, all of the LIM results are improved and the 
majority of them are significantly improved (roughly better than 40%) for all of 
the test cases. 
2) the majority of the DIM’s results are also improved (< 30%) and only a few of 
them are significantly improved (> 30%). However the residuals for PRNs 12, 
20 and 28 in some configurations are even worse (greater) than the original 
residuals.  
3) compared to the residuals of the LIM and DIM for the same satellite in the same 
configurations (except for PRN 20 in Figure 7.9c), the LIM outperforms the 
DIM by about 30% on average. 
4) for the LSM results, compared to the original residuals, only the residuals in 
Figure 7.9c are significantly improved for all of the selected satellites. Of all of 
the test results in Figures 7.9b and 7.9d, only some of them are improved and 
only a few are significantly improved. However, the majority of the test results 
in Figure 7.9a are even worse than the residuals without corrections.  
 
To summarise, the LSM has the worse performance while the LIM has the best 
performance. The residuals obtained with the LSM’s corrections for one of the four 
configurations are not only substantially worse than that of both the LIM and DIM but 
also worse than the original residuals for most of the selected satellites. 
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7.3.2 Test Results for Group2  
 
All the four-station network configurations for the tests of Group2 (i.e. the observations 
from Time2) are listed in Table 7.2 and their corresponding test results are shown in 
Figures 7.10a, 7.10b. 7.10c and 7.10d respectively. 
 
Table 7.2 Four-station network configurations for Group2 and the baseline Morn-Park 
Config. No. Stations included Station excluded 
Config. 1 Morn, Geel, Whit, Woor  Bacc 
Config. 2 Morn, Geel, Bacc, Whit  Woor 
Config. 3 Morn, Bacc, Whit, Woor  Geel 
Config. 4 Morn, Geel, Bacc, Woor  Whit 
 
 
 
Figure 7.10a Statistical (RMS) values for the original/measured residuals and the 
residuals with error models’ corrections for Morn-Park and Config.1 in Table 7.2 
 
 
 
Figure 7.10b Statistical (RMS) values for the original/measured residuals and the 
residuals with error models’ corrections for Morn-Park and Config.2 in Table 7.2 
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Figure 7.10c Statistical (RMS) values for the original/measured residuals and the 
residuals with error models’ corrections for Morn-Park and Config.3 in Table 7.2 
 
 
Figure 7.10d Statistical (RMS) values for the original/measured residuals and the 
residuals with error models’ corrections for Morn-Park and Config.4 in Table 7.2 
 
 
From Figures 7.10a, 7.10b, 7.10c and 7.10d, it can be found that the most significant 
differences in the accuracy of the interpolated residuals from the three models for the 
same satellite in the same configuration are that in Figure 7.10c i.e. between the results 
of the LIM (or DIM) and the LSM. Figures 7.11a, 7.11b and 7.11c show the time series 
plots for the accuracy of the interpolated residuals of the three models. These plots show 
the poorer performance of the LSM when compared to both the LIM and DIM at any of 
the epochs in the time series.   
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Figure 7.11a Time series plots for the accuracy of the LIM in Figure 7.10c (for the 
baseline Morn-Park from Config.3 in Table 7.2) 
 
 
 
Figure 7.11b Time series plots for the accuracy of the DIM in Figure 7.10c (for the 
baseline Morn-Park from Config.3 in Table 7.2) 
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Figure 7.11c Time series plots for the accuracy of the LSM in Figure 7.10c (for the 
baseline Morn-Park from Config.3 in Table 7.2) 
 
 
From Figures 7.10a, 7.10b and 7.10c, it can also be seen that: 
1) comparing the LIM and DIM for the same satellite in all of the tests, most of the 
results have no significant differences. Compared to the original residuals, most 
of the results in all the first three figures (7.10a, 7.10b and 7.10c) and some of 
the results in the fourth figure (7.10d) are significantly improved. 
2) the performance of the LSM in the first and the last figures is very close to that 
of the LIM and the DIM. However, in the middle two figures, most of the 
LSM’s results are not only much worse/greater than that of the LIM and DIM 
but also much worse/greater than the original residuals.  
 
7.3.3 Test Results for Group3  
 
All of the four-station network configurations for the tests of Group3 (i.e. the 
observations from Time3) are listed in Table 7.3 and their corresponding test results are 
shown in Figure 7.12a, 7.9b, 7.9c, and 7.9d respectively. 
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Table 7.3 Four-station network configurations for Group3 and the baseline Morn-Park 
Config. No. Stations included Station excluded 
Config. 1 Morn, Geel, Whit, Woor  Bacc 
Config. 2 Morn, Geel, Bacc, Whit  Woor 
Config. 3 Morn, Bacc, Whit, Woor  Geel 
Config. 4 Morn, Geel, Bacc, Woor  Whit 
 
 
Figure 7.12a Statistical (RMS) values for the original/measured residuals and the 
residuals with the error models’ corrections  for Morn-Park and Config.1 in Table 7.3 
 
 
Figure 7.12b Statistical (RMS) values for the original/measured residuals and the 
residuals with the error models’ corrections  for Morn-Park and Config.2 in Table 7.3 
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Figure 7.12c Statistical (RMS) values for the original/measured residuals and the 
residuals with the error models’ corrections  for Morn-Park and Config.3 in Table 7.3 
 
 
Figure 7.12d Statistical (RMS) values for the original/measured residuals and the 
residuals with corrections from each of the three models, for Morn-Park, and Config.4 
in Table 7.3 
 
From the above four figures, it can be concluded that: 
1) in all of the test cases, the LIM and the DIM perform similarly as their 
differences are all under 5mm. Compared to the original residuals, all of the 
results are improved and the most of them are significantly improved (more than 
60%). 
2) for the LSM, in three cases (Figures 7.12a, 7.12b, and 7.12d) it performs 
similarly to the LIM and the DIM. However all of the LSM’s results in Figure 
7.12c are much worse than that of the LIM and the DIM and all of them are 
either very close to or worse than the original residual. 
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7.3.4 Summary  
 
The test results for all of the four-station configurations in the three groups are 
summarised as follows: 
1) in most cases, the performance of the LIM and the DIM are not significantly 
different and compared to the original residuals, most of the residuals with these 
two models’ corrections are significantly reduced;  
2) the LSM rarely outperforms the LIM or the DIM in any of the test cases. In 
some cases, the performance of the LSM is similar to that of the LIM and the 
DIM however in other cases, especially in the some of four station 
configurations, the residuals with the LSM’s corrections are not only much 
greater than that of the LIM and the DIM but also much greater than the original 
residuals; 
3) it can be concluded that the overall performance difference of the three models 
is that the LIM is similar to the DIM and the LSM is the worst. The LIM and the 
DIM are always more reliable than the LSM. The LSM cannot be used in some 
of the four-station configurations for the error modelling;  
4) the LSM results from some of the four-station configurations are much poorer 
than that of the five-station configurations for the same session of observations. 
This suggests that more redundant station(s) can average out the station specific 
errors to some extent;  
5) both the LIM and the DIM significantly outperform the LSM in most of the tests 
(especially in the case where both double differencing and four reference station 
network are used). This means that the explicit modelling of the station specific 
error by using a constant parameter (i.e. the term c in (4-18) for the LSM), as 
expected by some researchers (e.g. Varner (2000)), cannot always improve the 
model’s accuracy. In fact, on the contrary, its results in some cases are much 
worse than that of the other two models where the station specific errors, if any, 
are modelled in the same way as for the spatial correlated errors.  
6)  the above results also suggests that whether the multipath effect is significant or 
not in a reference network, using a constant parameter to model it (as the LSM 
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does) can significantly affect the error model’s performance. This implies that 
there are no advantages in using the LSM over the LIM and the DIM in GPSnet.   
 
7.4 The LIM’s and DIM’s Performance for Three-Station 
Configurations  
 
This section is for the performance comparisons between the LIM and the DIM for 
three-station configurations since the minimum number of reference stations for the 
LIM and the DIM is three while for the first order LSM is four in the double 
differencing approach.  
 
7.4.1 Test Results for Group1  
 
This group is for the observations of Time1 and the baseline Bacc-Park. All the three 
three-station network configurations are listed in Table 7.4. It should be noted that, 
there are also other three-station configurations that are not listed in this table. For 
example, the Bacc-Whit-Woor or Bacc-Geel-Whit configurations. However, Park 
station is not located inside the triangular area formed by these three-station 
configurations. In these cases the test results for Park station will be the extrapolated 
residuals rather than the interpolated ones. Our main interest is in the interpolated 
results. Those that result in extrapolated results are not listed in this table and thus will 
not be tested. All the interpolated results derived from the LIM and the DIM for each of 
the configurations listed in Table 7.4 are shown in Figures 7.13a, 7.13b and 7.13c 
respectively.  
 
Table 7.4 Three-station network configurations for the baseline Bacc-Park 
Configuration Stations included 
Config. 1 Bacc, Morn, Whit 
Config. 2 Bacc, Morn, Woor  
Config. 3 Bacc, Geel, Woor  
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Figure 7.13a Statistical (RMS) values for the original/measured residuals and the 
residuals with the two models’ corrections for Config.1 in Table 7.4 
 
 
 
Figure 7.13b Statistical (RMS) values for the original/measured residuals and the 
residuals with the two models’ corrections for Config.2 in Table 7.4 
 
 
 
Figure 7.13c Statistical (RMS) values for the original/measured residuals and the 
residuals with the two models’ corrections for Config.3 in Table 7.4 
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The results in Figures 7.13a, 7.13b and 7.13c indicate that the performance of the DIM 
is: similar to the LIM for the case Config.3; slightly worse than the LIM for the case 
Config.1; and significantly worse than the LIM for the case Config.2. 
 
7.4.2 Test Results for Group2  
 
This group is for the observations of Time2 and the baseline Morn-Park (NB: the master 
station (and so the baseline) is different from that of Section §7.4.1). All the three-
station network configurations are listed in Table 7.5. The interpolated results based on 
the LIM and DIM for these configurations are shown in Figures 7.14a, 7.14b and 7.14c 
respectively.  
 
 
Table 7.5 Three-station network configurations for the baseline Morn-Park 
Configuration Stations included 
Config. 1 Morn, Bacc, Woor  
Config. 2 Morn, Bacc, Whit  
Config. 3 Morn, Geel, Whit  
 
 
 
Figure 7.14a Statistical (RMS) values for the original/measured residuals and the 
residuals with the two models’ corrections for Config.1 in Table 7.5 
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Figure 7.14b Statistical (RMS) values for original/measured residuals and the residuals 
with the two models’ corrections for Config.2 in Table 7.5 
 
 
 
Figure 7.14c Statistical (RMS) values for the original/measured residuals and the 
residuals with the two models’ corrections for Config.3 in Table 7.4 
 
From Figures 7.14a, 7.14b and 7.14c, it can be seen that for all of the satellites in all of 
the configurations, the performance of these two models has no significant difference 
since only in a very few cases does the LIM slightly outperform the DIM (at mm level). 
 
7.4.3 Test Results for Group3  
 
This group is for the observations of Time3. The test baseline (Morn-Park) and all the 
three-station network configurations are the same as that of Section §7.4.2, The 
interpolated results based on the LIM and the DIM for these configurations are shown 
in Figures 7.15a, 7.15b and 7.15c respectively.  
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Figure 7.15a Statistical (RMS) values for the original/measured residuals and the 
residuals with the two models’ corrections for Config.1 in Table 7.6 
 
 
 
Figure 7.15b Statistical (RMS) values for the original/measured residuals and the 
residuals with the two models’ corrections for Config.2 in Table 7.6 
 
 
Figure 7.15c Statistical (RMS) values for the original/measured residuals and the 
residuals with the two models’ corrections for Config.3 in Table 7.6 
 
 
From Figures 7.15a, 7.15b and 7.15c, it can found that the LIM and the DIM perform 
very similarly in all of the test cases in this group. 
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7.4.4 Summary 
 
In summary, there were nine test cases in the three groups for three-station 
configurations. Of these, only one case (Figure 7.13b) depicted the LIM significantly 
outperforming the DIM (at 1-2 cm level for most of the satellites). However in all other 
cases the performance of the two models showed no significant difference (at mm 
level).  
 
7.5 Snapshot Comparisons of the LIM and LSM for Fitting Surface 
Planes  
 
The aforementioned test results are for time series of interpolated residuals. They are for 
the overall performance assessment of the three different error models and they are the 
final interpolated results. In this section, snapshots of the fitting surfaces derived from 
both the LIM and LSM at some epochs will be created. The snapshots of the fitting 
surface planes graphically represent the error variation trend of an epoch. By viewing 
the differences in the fitting surface planes, the error variation trends the two models 
result in can be investigated. It should be noted that the reasons for selecting the LIM 
and LSM are that both of these two models have similar mathematical forms but have 
significantly different performance in some cases, and both of them represent a 2D 
plane (the DIM represents a curve). From the comparisons of the trends derived from 
the two models, the relationship between the trend difference and the performance 
difference of these two models at an epoch can be found. 
 
7.5.1 Snapshots for an Epoch in Group1 
 
Group1 (as defined in Section §7.3.1) refers to the test data from Time1. The snapshots 
for the fitting planes of the GPS time 382620 second and the satellite PRN 13 are 
randomly sampled. The test baseline is also Bacc-Park in all of the tests in this group. 
The fitting planes of the LIM and the LSM (the first-order) for the selected epoch and 
the satellite are shown in Figures 7.16, 7.16a and 7.16b. Figure 7.16 is for the five-
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station configuration. Figures 7.16a and 7.16b are for two of the four-station 
configurations in Table 7.1.  
 
Each figure consists of three subplots. The first two subplots are for the LIM and the 
LSM respectively. The third subplot is the overlap of the first two, which is merely for 
the convenience of comparison. The parallel lines at the bottom part in each of the 
subplots are the 2D contour lines. Therefore from the variation of the colors in the 
fitting plane or in the 2D contour lines in each of the subplots, it is possible to see the 
DD L1 residual’s spatial variation trends between the fitting planes at the epoch. Thus 
from the difference between the minimum and the maximum values along the vertical 
axis in each of the subplots, or directly from the range of the color variation in the third 
subplot (the “overlap” one), the DD L1 residual’s variation rate or the gradient in any 
directions on the fitting plane can be seen. The greatest gradient is along the intersected 
line of the fitting plane and the perpendicular plane of the contour lines. The trend 
difference of two fitting planes from the two error models can be measured by some of 
the plane’s features e.g. the spatial ascending (or descending) directions of the error 
modelled, the direction and the magnitude of the error’s spatial gradient and the 
direction of the greatest gradient. These features show the difference between the two 
different fitting planes. Also from the subplots, the relationship between the difference 
in the performance of the two different models and the difference in the variation trends 
of the fitting surface planes from the two models can be found.  
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Figure 7.16 Snapshots of fitting surface planes for the five-station configuration in 
Figure 7.1. The accuracies of the LIM and the LSM are 1.8cm and 4.9cm respectively at 
the epoch 
 
Figure 7.16 shows that the directions of the two groups of the contour lines are similar. 
This means that the spatial ascending/descending directions of the DD L1 residuals 
represented by the two fitting planes are similar. However the variation range of the 
colour in the two fitting planes is different, meaning that the spatial gradients of the DD 
L1 residual are different. 
 
 
 
 Figure 7.16a Snapshots of fitting surface planes for the four-station configuration 
Config.1 in Table 7.1. The accuracies of the LIM and the LSM are 1.8cm and 7.6cm 
respectively at the epoch 
 
 
 183 
Figure 7.16a shows that the directions of the two groups of the contour lines are 
different, which means the spatial ascending/descending directions of the DD L1 
residuals represented by the two fitting planes are different. The variation range of the 
colour in the two fitting planes is also significantly different, meaning the spatial 
gradients of the DD L1 residual are significantly different. 
 
 
Figure 7.16b Snapshots of fitting surface planes for the four-station configuration 
Config.3 in Table 7.1. The accuracies of the LIM and the LSM are 0.5cm and 1.4cm 
respectively at the epoch 
 
Figure 7.16b shows that both the spatial ascending/descending directions and the spatial 
gradients of the DD L1 residuals in the two fitting planes are not significantly different.  
 
7.5.2 Snapshots for an Epoch in Group2 
 
The test data is from Time2 in this group. The GPS time and satellite selected for the 
tests are 513600 and PRN 29 respectively. The test baseline is Morn-Park. The fitting 
surface planes for the five-station configuration and two of the four-station 
configurations in Table 7.2 are shown in Figures 7.17, 7.17a and 7.17b respectively.  
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Figure 7.17 Snapshots of fitting planes for the five-station configuration shown in 
Figure 7.4. The accuracies of the LIM and the LSM are -2.6cm and -2.8cm respectively  
 
 
Figure 7.17 shows that both the spatial ascending/descending directions and the spatial 
gradients of the DD L1 residuals in the two fitting planes are very close.  
 
 
 
 
Figure 7.17a Snapshots of fitting planes for the four-station configuration Config.2 in 
Table 7.2 The accuracies of the LIM and the LSM are -0.5cm and 5.2cm respectively 
 
 
Figure 7.17a shows that both the spatial ascending/descending directions and the spatial 
gradients of the DD L1 residuals in the two fitting planes are significantly different.  
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Figure 7.17b Snapshots of fitting planes for the four-station configuration Config.4 in 
Table 7.2. The accuracies of the LIM and the LSM are -6.4cm and -6.3cm respectively 
 
 
Figure 7.17b shows both the spatial ascending/descending directions and the spatial 
gradients of the DD L1 residuals in the two fitting planes are similar.  
 
7.5.3 Snapshots for an Epoch in Group3 
 
The test data is from Time3 in this group. The GPS time and satellite selected for the 
tests are 446360 and PRN 6 respectively. The test baseline is Morn-Park. The fitting 
planes for the five-station configuration (in Figure 7.4), and for two of the four-station 
configurations in Table 7.3 are shown in Figures 7.18, 7.18a and 7.18b respectively.  
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Figure 7.18 Snapshots of fitting planes for the five-station configuration shown in 
Figure 7.4. The accuracies of the LIM and the LSM are -0.2cm and 0cm respectively 
 
 
Figure 7.18 shows that both the spatial ascending/descending directions and the spatial 
gradients of the DD L1 residuals in the two fitting planes are similar.  
 
 
 
 
Figure 7.18a Snapshots of fitting planes for the four-station configuration Config.1 in 
Table 7.3. The accuracies of the LIM and the LSM are 1.1cm and 1.2cm respectively 
 
 
Figure 7.18a shows that the DD L1 residual’s spatial ascending/descending directions 
are similar but the spatial gradients in the two fitting planes are slightly different.  
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Figure 7.18b Snapshots of fitting planes for the four-station configuration Config.3 in 
Table 7.3. The accuracies of the LIM and the LSM are -0.3cm and -4.8cm respectively 
 
 
Figure 7.18b shows that both the spatial ascending/descending directions and the spatial 
gradients of the DD L1 residuals in the two fitting planes are significantly different. 
 
7.5.4 Summary 
 
An analysis of all of the figures in the previous three sections was undertaken. 
Generally, at an epoch, when the accuracies of the interpolated residuals from the two 
different error models are not significantly different, the trends of the two fitting planes 
(i.e. the spatial ascending/descending directions and gradients of the two fitting planes) 
derived from the two models are not significantly different either. On the other hand, 
when the accuracies of the interpolated results from the two models are significantly 
different, either/both the spatial ascending/descending directions or/and the spatial 
gradients the two fitting planes represent, also tend to be significantly different. In this 
case, the LSM’s fitting plane may be said to be more distorted, compared to the LIM’s 
since the LIM results in a more accurate interpolated results. It should be pointed out 
that, it can be assumed that the LIM’s fitting plane is much closer to the real trend of the 
error’s spatially correlation than the LSM’s. This assumption is only based on the 
accuracies/performances of the two models. In fact, it is not conclusive that the LIM’s 
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fitting plane may have a smaller discrepancy with the real spatial trend of the error, even 
though it has a better accuracy, since only one checking point was used. However, the 
focus has been mainly on the comparison of differences between the two fitting planes 
of the LIM and LSM rather than the differences between either of them and the real 
error plane (that is not known).  
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Chapter 8 Conclusions and Recommendations 
 
8.1 Summary and Conclusions  
 
GPSnet, is the most advanced, state-wide CORS network in Australia. It is a typical 
medium-to-long-range reference station network. Like all other modern CORS 
infrastructures in the world, the capability of high-accuracy real-time positioning 
service is a core requirement of the current and future GPSnet developments. In order to 
achieve a ubiquitous state-wide coverage of real-time high accuracy positioning in 
Victoria, the NRTK is currently under intensive evaluation and investigation. The key 
of the NRTK is the regional error modelling. The atmospheric effects are the main error 
in the GPS measurements and they have a large variability over a large geographical 
region. However, for a local area, the atmospheric errors are distance-dependent. This 
means that the error can be mathematically modelled for a region. The accuracy of the 
regional atmospheric error model to be developed is critical for the performance of 
NRTK positioning.  Hence, comprehensive research and investigation on the 
atmosphere variation and the performance of regional error models in the region is 
required for the implementation and possible performance enhancement of NRTK in 
GPSnet. 
 
In this thesis, a software package for a NRTK system was first introduced. The 
algorithms used in the system were examined, and the performance and limitations of 
the system was also investigated. The magnitude and temporal variations of the DD 
ionospheric and tropospheric errors in GPSnet were numerically analysed. All the 
regional error models for NRTK were examined and the characteristics of each of 
models were analysed. Among these error models, three typical models were selected 
for evaluating their performance in the context of GPSnet.  All test cases were formed 
using three different sessions of GPSnet data combined with a variety of network 
configurations – by forming various sub-networks of GPSnet. Conclusions and findings 
based on the test results are summarised below.  
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8.1.1 Magnitude of the Tropospheric and Ionospheric Residuals in the 
GPSnet 
 
Various tests conducted have revealed that the magnitude of the DD tropospheric 
residuals, the DD ionospheric residuals and the DD combined/atmospheric residuals can 
be over 10 cm, for the baseline lengths of 63-83 km. Thus it is difficult to resolve the 
network ambiguities instantaneously from the L1 or L2 measurement directly since the 
magnitude of residuals is about or greater than half the wavelength of L1 and L2. The 
Kalman filter and the ionospheric-free combination techniques were therefore necessary 
to be used for the network ambiguity resolution in this research. 
 
The comparison of the DD tropospheric and ionospheric effects based on both 
individual epochs and statistical results of the whole time series showed that both types 
of atmospheric effects are significant regardless of whether it was daytime and nightime. 
Thus the troposphere and ionosphere can significantly contaminate GPS measurements. 
This suggests that both effects should be treated with equal importance in GPSnet. 
  
8.1.2 Temporal Atmospheric Variations and Implementation Aspects of 
NRTK in GPSnet 
 
Apart from the accuracy of the interpolated error for the rover, another important factor 
that affects the performance of NRTK is the latency of correction data transmitted from 
the central server to the rover. The larger the temporal atmospheric variation values in a 
fixed time span, then the greater the errors caused by the data latency tend to be. In 
order to make decisions on whether the two types of atmospheric corrections should be 
generated and transmitted at the different frequencies for NRTK of GPSnet, 
comparisons of the difference in the magnitude of variation with time between the DD 
tropospheric and the ionospheric errors were performed. The test results showed that the 
amplitude of the temporal variations of the DD tropospheric residuals in a fixed time 
span was not always significantly less than that of the DD ionospheric residuals 
(although in many cases the former is much smaller than the later). The test results also 
showed that the amplitude of the temporal variations of the DD tropospheric residuals 
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sometimes reached several centimetres in a one-minute time span. This suggests that the 
DD tropospheric corrections should not be generated and transmitted significantly less 
frequent than that for the ionospheric corrections. This is contrary to the advice of some 
researchers who suggest that once every few seconds or minutes, or even longer for the 
generation of the tropospheric corrections is acceptable. Therefore, for high accuracy 
NRTK positioning in GPSnet, it is recommended that both tropospheric and ionospheric 
corrections are generated and transmitted as often as once every second. Most research 
to data has been undertaken for the ionospheric correction to be generated and 
transmitted as often as once every second. This is because it is thought that the variation 
of the ionosphere with time is quicker than that of the troposphere. This is basically 
correct. In the undifferenced case for the tropospheric error (as an absolute error value) 
from a one-way observation, it may not vary much in a short time span. However for 
the double differenced cases, there are four one-way observations that are involved in 
the calculations. Thus the variations of the DD tropospheric error is more related to the 
geometrical location changes of the two satellites. This is why in the DD cases, when 
considering the rate of the tropospheric corrections to be generated, that the absolute 
sense of the tropospheric variations for the undifferenced cases cannot simply applied.  
 
8.1.3 Performance Differences of the LIM in Various Configurations  
 
Various network configurations including three-station, four-station and five-station 
scenarios, and different data sets from GPSnet were tested. It was found that the LIM 
could be used to reduce the DD residuals significantly for most of the test cases. In 
addition, the performance changes using different number of reference stations was 
generally not significant (mm level), and only in a few cases, i.e. two out of the eight 
test cases, the LIM performed much worse than all of the rest of the cases. The network 
configurations corresponding to the two worst performances were a three-station 
configuration and a four- station configuration. The worst performance is likely caused 
by the station specific errors (i.e. multipath effects) in the observations at some of the 
reference stations. The fact that the results of the five station configurations were much 
better than the two worst performances mentioned before suggests that, by using more 
reference stations in the LIM, then the station specific error (if any) can be mitigated.  
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8.1.4 Performance Differences between the Three Error Models 
 
The performance of the three typical regional error models for NRTK, i.e. the LIM, the 
DIM and the first order LSM, were investigated using GPSnet data under various 
scenarios (i.e. three different sessions and various network configurations). The reason 
for the selection of these three models was that these models were very different in 
structure when compared to most of the models. The exception was the LSCM, which is 
a statistical model and not easy to be implemented in real-time. This investigation was 
essential for possible implementation of NRTK in Victoria. Very few studies have been 
conducted for this purpose and the results based on the limited tests on a small number 
of networks may not be applicable for other regions/networks. This is because the 
atmospheric correlation patterns and the station specific errors may be different in 
different regions/networks.  
 
In this research, performance comparisons among the three selected error models for 
various three-station, four-station and five-station configurations were conducted. Test 
results indicated that the DD residuals with the LIM’s corrections were significantly 
reduced for most of the test cases. Among the three error models, the interpolated DD 
residuals from the LIM had the best accuracy in almost all test cases. The performance 
of the DIM was similar to that of the LIM for the majority of the test cases and slightly 
worse than the LIM in general (most at mm level). These results suggested that the LIM 
and DIM can be used for NRTK application in Victoria. However, this conclusion did 
not hold true for the LSM. In some cases, the LSM performance, at its best, was similar 
to that of the other two models,. However in other cases, especially in some of the four-
station configuration scenarios, the DD residuals with the LSM’s corrections were not 
only much worse/greater than that of the other two models, but also much worse/greater 
than the DD residuals without the LSM’s corrections.  
 
The large performance difference between the LSM and the other two models might be 
caused by the station specific errors, which are inevitable at some of the reference 
stations in GPSnet. Due to the fact that the minimum number of reference stations 
required for the LSM is four, the station specific errors, may severely contaminate the 
model’s accuracy of the four-station network. The fact that the five-station 
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configuration performed better than the four-station configurations implies that one 
redundant reference station can mitigate the station specific error by using the least 
squares adjustment. This result also suggested that using the constant term in the LSM 
to model the DD station specific errors may affect the error model’s accuracy more than 
those models that do not explicitly use the constant term, e.g. the LIM and the DIM. 
This indicated that there are no obvious advantages of using the LSM (rather than the 
LIM and the DIM) for the regional error modelling for NRTK in GPSnet. This is true 
whether there are any station specific errors or not. This conclusion is significant since 
the LSM is the most commonly used model for NRTK by many GPS researchers. 
 
8.2 Suggestions and Recommendations 
 
One of the main purposes of this research was to investigate the algorithms used in the 
NRTK system and assess their performance in GPSnet. Based on test results from 
GPSnet data, the following suggestions and recommendations for future consideration 
can be made:   
1) more sophisticate techniques should be used for quality control for the resolved 
network ARs.  
Quality control for network ARs is the critical component for accurate NRTK 
positioning. This is because without the correct AR results for all the baselines 
in the reference station network, the errors of the network cannot be modelled at 
a desired level of accuracy. The simple criteria used in this research for the 
validation of the resolved ARs are not adequate for long baselines. Thus it is 
advisable that more sophisticated methodologies should be used in the software 
before the error modelling is performed.  
2) the multipath errors in the test network need to be further investigated so that 
their affects on the performance of the different error models can be confirmed.  
This may not be a trivial task and also not easy to implement. However, further 
investigation into station specific errors is important. The reason for this is that 
although all the GPSnet sites were carefully selected, the multipath effect may 
still be present at some of the reference stations. If this is so, then they will cause 
a performance change for different error models. The investigation on the 
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performance of different error models in both scenarios: with and without the 
multipath effects, can help us to choose the best error model according to the 
network’s   situation. Thus the performance of NRTK positioning in GPSnet can 
be improved. 
3) if any of the ambiguities in the network fails to be resolved/fixed, then the error 
modelling for the network should not always be fully stopped. This is because 
further error modeling may be possible by using some of the remaining 
reference stations where AR was successfully fixed.  
In the NRTK system, when the ambiguities for all of the reference stations (i.e. 
all baselines) are fixed, then the error modelling process can be performed, On 
the other hand, if any of the baseline ARs fails then the errors of the network 
will not be modelled. This means that a predicted error correction for the current 
satellite pair and epoch will not be calculated for the rover. As a result of this, 
the RTK positing of the rover cannot be obtained at that epoch. This problem 
may be resolved in a way that only the baselines whose ambiguities have been 
successfully fixed are used to perform the error modelling. However this method 
works only in some situations. For example, the following two requirements 
must be met for successfully performing the error modelling after excluding the 
baselines whose ambiguities fail to be resolved:  
• the number of the reference stations used in the error modelling is not 
less than the minimum number that the error model requires (e.g. three 
for the LIM and DIM, four for the first-order LSM ), and  
• the rover is located inside the area covered by all the reference stations 
(or baselines). This is to ensure that the predicted corrections for the 
rover’s location will be the interpolated one rather than the extrapolated 
results. 
4) further extensive testing for the performance of the error models is 
recommended using a larger amount of data from more sessions, more different 
GPSnet stations and more rover stations. It is felt that this would give more 
reliable results.  
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In this research, due to the NRTK system’s limitation on the AR of long 
baselines, the test networks are restricted to the limited GPSnet sites and thus the 
limited number of network configurations. For the same reason, the selection of 
the rover station is also limited to the one (i.e. Park station). If more sub-
networks in different locations of GPSnet are used plus more rover stations are 
selected for testing, then the results may be more conclusive. This would be 
more suitable testing for NRTK in GPSnet.  
 
Nevertheless, the NRTK software system developed has become a critical research 
platform. The findings of this research offer important guidelines for the practical 
application of the system in Victoria, Australia.  
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