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1 Aspetti Generali della Teoria di Chern-Simons
1.1 Introduzione
In ﬁsica, una teoria di gauge è una teoria di campo in cui la lagrangiana è invariante sotto un gruppo
continuo di trasformazioni locali, dette trasformazioni di gauge. Nello spazio di Minkowski, ad ogni
generatore dell'algebra di Lie del gruppo di gauge corrisponde un campo vettoriale, detto campo di
gauge, che descrive, una volta quantizzato, delle particelle elementari: i bosoni di gauge. Le teorie di
gauge occupano, in ﬁsica, un ruolo di primo piano, in quanto la dinamica delle particelle elementari
sembra essere ben descritta da una teoria di gauge in cui il gruppo di gauge (non abeliano) è dato
da U(1)× SU(2)× SU(3). In generale, nella descrizione dei fenomeni elementari, i bosoni di gauge
(fotoni, gluoni, bosone Z0, bosone W±) sono i portatori di forza responsabili delle interazioni. In
futuro, tuttavia, potrebbero diventare interessanti delle teorie di gauge deﬁnite in varietà diﬀerenti
dallo spazio di Minkowski; in questa tesi vogliamo studiarne un particolare esempio, con simmetria
locale di gauge U(1).
Naturalmente, non tutti i modelli di teorie di gauge sono associati a sistemi ﬁsici esistenti. In
questo lavoro ci occuperemo della teoria di campo di Chern-Simons (CS), una teoria di gauge che
non descrive un insieme di particelle, e le osservabili corrispondono ad invarianti topologici. Alcune
applicazioni più o meno dirette di questo modello si possono trovare in ﬂuidodinamica [1], studio
dei polimeri [2], biologia [3], gravità (2 + 1) [4, 5, 6].
La teoria di CS può essere risolta esattamente non solo in R3 (o S3), ma in qualsiasi 3-varietà
M chiusa ed orientata. Questo risultato può essere ottenuto in due diﬀerenti modi. Nel primo
si utilizza un metodo combinatorico basato sulla chirurgia di Dehn, attraverso il quale è possibile
ricostruire i valori di aspettazione inM a partire dai risultati noti in R3. Il secondo è l'approccio
ﬁsico standard, nel quale si danno i campi, l'azione e le regole per l'integrazione funzionale inM.
Mostreremo che i risultati sono equivalenti.
I motivi che ci spingono a considerare la teoria di campo di CS sono sostanzialmente due. In
primo luogo, la teoria di CS permette di calcolare invarianti topologici delle 3-varietà ed i valori di
allacciamento deﬁniti nelle 3-varietà. Per questo motivo, la teoria può essere considerata come un
modello giocattolo attraverso il quale si possono sviluppare tecniche di calcolo utili a evidenziare
aspetti topologici nella ﬁsica di bassa energia e nei materiali di stato solido. In secondo luogo,
nella teoria di CS, è possibile eﬀettuare il calcolo esatto dell'integrale funzionale in maniera non
perturbativa. Da una parte, questo permette di superare i problemi connessi con la procedura
di gauge ﬁxing. D'altra parte, è possibile eﬀettuare il calcolo dei valori medi anche in quelle 3-
varietà in cui il propagatore di Feynman per i campi non esiste a causa della presenza di modi zero.
Naturalmente, i risultati ottenuti sono in accordo con lo sviluppo perturbativo nei casi in cui la
teoria perturbativa è ben deﬁnita.
In questo primo capitolo introduttivo discuteremo alcuni aspetti generali della teoria come le pro-
prietà dell'azione, contenuto in particelle, anticipando alcuni risultati sui valori d'aspettazione. Il
secondo capitolo ha lo scopo di introdurre alcune nozioni di base di teoria dei nodi che ritroveremo
per tutto il resto del lavoro. Nel terzo capitolo studieremo la teoria in R3 utilizzando i metodi
standard delle teorie di campo; in particolare calcoleremo i propagatori e i funzionali generatori per
le funzioni di correlazione dei campi Aµ e della curvatura Fµν . Il signiﬁcato delle osservabili sarà
inoltre discusso, e ne calcoleremo il valore d'aspettazione sia utilizzando uno sviluppo perturbativo,
che un approccio non perturbativo. A partire dal quarto capitolo, ci dedicheremo all'estensione
della teoria in varietàM diﬀerenti da R3 iniziando a discutere la chirurgia di Dehn. In particolare,
mostreremo brevemente come come sia possibile risolvere la teoria inM utilizzando i risultati noti
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in R3 (o S3). Il quinto capitolo sarà interamente dedicato allo studio delle connessioni di gauge A in
M mediante l'utilizzo della nozione di ﬁbrato. Alla ﬁne, vedremo che sarà possibile esprimere A in
termini di classi di Deligne-Beilinson. Il sesto capitolo rappresenta la parte più importante di questo
lavoro di tesi. Il funzionale d'azione di CS viene esteso da R3 ad una 3-varietà genericaM. Viene
studiata la struttura dello spazio delle conﬁgurazioni, ovvero delle orbite di gauge, per le connessioni
U(1). L'integrazione funzionale è modellata sulla struttura delle orbite di gauge e si mostra che
l'integrale funzionale assume la forma di una somma di integrali funzionali sulle 1-forme in presenza
di conﬁgurazioni di background, che sono in corrispondenza biunivoca con gli elementi del primo
gruppo di omologia di M. Calcoleremo esplicitamente sia le funzioni di partizioni normalizzate
che i valori di aspettazione utilizzando unicamente l'integrazione funzionale in una generica varietà.
In particolare vedremo come sia possibile ottenere invarianti per 3-varietà direttamente dall'inte-
grazione funzionale. L'ultimo capitolo è destinato agli esempi, e confronteremo l'equivalenza dei
risultati ottenuti con l'integrazione funzionale e ottenuti mediante metodi combinatorici.
1.2 Azione di Chern-Simons in R3
La teoria Chern-Simons (CS ), può essere introdotta a partire dall'azione, che nel caso abeliano è
deﬁnita da [7]
S (A) = 2pik
ˆ
A ∧ dA, (1)
dove l'integrazione è estesa (per adesso) ad R3. Nell'espressione (1), A = Aµ (x) dxµ è una 1-forma
diﬀerenziale (connessione) deﬁnita sul dominio di integrazione, mentre dA = ∂µAν (x) dxµ∧dxν è la
derivata esterna di A. Sfruttando l'anticommutatività del prodotto wedge dxµ ∧dxν = −dxν ∧dxµ,
è possibile riscrivere l'espressione (1) nella forma
S (A) = 2pik
ˆ
d3xµνρAµ (x) ∂νAρ (x) , (2)
dove il tensore µνρ è quello completamente antisimmetrico di Levi-Civita con indici tridimensionali.
La costante adimensionale k è un qualsiasi numero reale diverso da zero. Più avanti si mostrerà che
l'invarianza di gauge inM generico richiede che k sia intero.
L'azione (2) è invariante sotto trasfomazioni di gauge con gruppo abeliano U(1). Si ha infatti:
AΛµ (x) = Aµ (x) + ∂µΛ (x) , (3)
S
(
AΛ
)
= S (A)− 2pik
ˆ
d3xµνρΛ (x) ∂µ∂νAρ (x) = S (A) , (4)
dove si è sfruttata l'antisimmetria del tensore di Levi-Civita. L'azione di CS è data dall'integrazione
di una 3-forma su una 3-varietà
(
R3
)
, ed è per questo indipendente dalla parametrizzazione della
varietà. Gli integrali (1) e (2) sono quindi invarianti sotto diﬀeormorﬁmi delle coordinate. Questa
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proprietà viene chiamata covarianza in senso generale, e viene realizzata in questa teoria in modo
assai più semplice di quanto avvenga in relatività generale. In relatività generale la metrica è
una variabile dinamica, mentre l'azione (1) o (2) non dipende aﬀatto dalla metrica eventualmente
introdotta in R3 o inM. Siccome l'azione di CS non dipende dalla metrica, nella teoria di CS non
è deﬁnito il concetto di distanza tra due punti nello spazio. Da queste prime osservazioni, risulta
ben chiaro come la teoria di CS si discosti dalle usuali teorie di gauge. In particolare, la mancanza
di una nozione di distanza tra due punti, rende la teoria di CS particolarmente adatta a descrivere
invarianti topologici [7, 1].
1.3 Contenuto in Particelle
La teoria di CS non descrive particelle nel senso usuale del termine [7, 8]. Questo può essere veriﬁ-
cato considerando, per esempio, il tensore energia-impulso. Il tensore Tµν nella forma direttamente
simmetrica è deﬁnito da Tµν = 2/
√
g · δS/δgµν , dove gµν rappresenta il tensore metrico. Poiché
l'azione di CS non dipende aﬀatto dalla metrica, segue che
Tµν = 0. (5)
Il tensore energia impulso è la corrente di Noether associata all'invarianza per traslazioni dell'azione.
In questo caso, le cariche conservate associate a questa simmetria esistono, ma sono tutte nulle.
Questo rispecchia precisamente la natura topologica del modello, e mostra che il suo contenuto in
particelle è vuoto.
Un altro modo di vedere questo aspetto è quello di considerare le equazioni del moto. Eseguendo
la variazione sull'azione (1), quello che si trova è
0 =
δ
δAγ (x)
(2pik)
ˆ
d3yµνρAµ (y) ∂νAρ (y) = 2pik
γνρFµν (x) , (6)
dove Fµν = ∂µAν − ∂νAµ è la curvatura. L'espressione (6) mostra che non vi sono gradi di libertà
ﬁsici nella teoria, in quanto l'equazione del moto elimina anche la parte trasversa della connessione
Aµ. Questo è in accordo con quanto dedotto dall'equazione (5).
1.4 Link e Invarianti Topologici
È possibile utilizzare la teoria di CS per il calcolo di invarianti topologici [5, 7]. Per fare questo
si considerano particolari osservabili, scelte in modo tale da essere invarianti di gauge ed invarianti
sotto diﬀeomorﬁsmi delle coordinate. A partire dalla connessione abeliana Aµ, possiamo costruire
un'osservabile di questo tipo considerando:
W (C1, . . . , Cn) = e
i
[¸
C1
A+......+
¸
Cn
A
]
, (7)
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Figura 1: Esempio di link a due componenti. Da [7].
dove C1, . . . , Cn sono dei cammini chiusi ed orientati non intersecanti (dei nodi). D'ora in avanti,
utilizzeremo il termine link per indicare un insieme nodi.
L'espressione (7) è invariante di gauge poiché ogni nodo rappresenta un cammino chiuso, e non
dipende neppure dalla parametrizzazione, in quanto all'esponente troviamo una somma di integrali
di 1-forme su 1-varietà. Se consideriamo un link di due sole componenti, come quello mostrato in
ﬁgura (1), il valore di aspettazione dell'espressione (7) coincide con [7]
〈
e
i
[¸
C1
A+
¸
C2
A
]〉
= e−i
1
8pik
χ(C1,C2), (8)
dove χ (C1, C2) è il numero di allacciamento di C1 e C2, e prende valori interi che concidono con gli
avvolgimenti di un nodo rispetto all'altro. Nell'esempio mostrato in ﬁgura (1) si ha χ (C1, C2) = +1,
ma l'espressione (8) vale in generale per qualsiasi link a due componenti1. Nel caso di link più
complessi, dotati cioè di un numero maggiore di componenti, il valore 〈W (C1, . . . , Cn)〉 dipende
ancora esclusivamente da χ (Ci, Cj) con i 6= j.
Il numero di allacciamento χ (Ci, Cj) (i 6= j) è una proprietà intrinseca del link, e non cambia se
deformiamo con continuità una qualsiasi componente Ci. In altre parole, il valore d'aspettazione (8)
rappresenta un invariante topologico tipico della teoria dei nodi. L'osservabile (7) è chiamato loop
di Wilson e rappresentata, come vedremo, un insieme completo di osservabili [7]. Se lo spazio di
base è dato da R3, essenzialmente, non ci sono altre quantità interessati da calcolare oltre ai valori
di aspettazione dei loop di Wilson, per cui possiamo limitarci a:
osservabili⇐⇒ valori medi dei loop di Wilson in R3. (9)
Se lo spazio di base non è R3, ma una generica 3-varietà chiusa ed orientata, è possibile utilizzare
la teoria di CS per calcolare un altro tipo di invarianti topologici, non legati ai link, ma alla varietà
[7, 9, 10].
1Nella soluzione (8), non si sono considerati i termini di autointerazione dovuti al prodotto di integrali sullo
stesso cammino. Questi termini saranno discussi più avanti.
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1.5 La Teoria di Chern-Simons su 3-Varietà M
L'azione di CS (1) è deﬁnita in R3. Siamo interessati ad estendere la teoria ad una qualsiasi 3-varietà
M chiusa ed orientata. Grazie alla natura topologica del modello, è possibile utilizzare i valori di
aspettazione calcolati in R3 per determinare i valori di aspettazione inM. Similmente a 〈W (L)〉R3 ,
anche il valore 〈W (L)〉M è un invariante del link L, con la diﬀerenza che L ⊂M. Operativamente,
è possibile ricostruire il valore 〈W (L)〉M sfruttando alcune simmetrie ed utilizzando i risultati noti
in R3 (o S3). Queste simmetrie sono legate alla possibilità di costruire qualsiasi 3-varietà chiusa
ed orientata M a partire da tori solidi. Siccome S3 può essere immaginato come unione di due
tori solidi, i valori di aspettazione degli operatori di Wilson in tori solidi sono sotto controllo. Il
meccanismo che discuteremo, attraverso il quale è possibile costruire M a partire da tori solidi è
chiamato chirurgia di Dehn, e consiste nell'incollare un certo numero di tori solidi identiﬁcando
opportunamente i loro bordi.
Qualsiasi link L ⊂M ammette una descrizione chirurgica, e può essere rappresentato come un link
L ⊂ S3 più un link speciale Ls (M) ⊂ S3, detto di chirugia. Il link di chirurgia è legato alla varietà
ed è connesso con una serie di simmetrie. Alla ﬁne [11]:
link L inM∼ link L in S3 + link chirurgico Ls (M) in S3. (10)
La chirurgia di Dehn permette di collegare lo studio delle 3-varietà allo studio di opportuni link
in S3; per questo motivo l'utilizzo della chirurgia di Dehn risulta conveniente. Nel contesto della
teoria di campo, si possono introdurre degli operatori di chirurgia Sˆ (Ls) che agiscono sui valori
d'aspettazione in S3 mimando l'eﬀetto del link Ls (M) su L. In generale abbiamo [7]:
〈W (L)〉M =
〈
W (L) Sˆ (Ls)
〉
S3〈
Sˆ (Ls)
〉
S3
, (11)
dove il denominatore dipende solo dalla varietà. Il grande vantaggio della rappresentazione (11) sta
nel fatto che i valori di aspettazione in M sono ottenuti a partire dai risultati noti in S3 (o R3).
D'altra parte, questo trucco suggerisce che la teoria è risolubile inM; deﬁnendo opportunamente
campi, azione ed integrazione funzionale su M dovremmo riottenere il risultato (11). Questo, dal
punto di vista ﬁsico è più interessante, in quanto l'integrale funzionale è uno strumento fondamentale
in ogni teoria di campo.
Come vedremo, anche l'approccio ﬁsico basato sull'integrale funzionale può essere pienamente
realizzato. L'azione di CS viene deﬁnita da [12]
SCS [A] = 2pik
ˆ
M
[A] ∗ [A] , (12)
dove [A] sono le classi di Deligne Beilinson associate alla connessione A suM, mentre ∗ denota
il prodotto di Deligne-Beilinson. L'azione (12) generalizza la teoria di CS a qualsiasi 3-varietàM
chiusa ed orientata. Vale inoltre
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〈W (L)〉M =
´
MD [A] eiSCS [A]W (L)´
MD [A] eiSCS [A]
(13)
Oltre ai valori di aspettazione (13), è possibile calcolare invarianti legati alla varietà. Dal punto di
vista chirurgico-combinatorico, questi invarianti sono proporzionali al denominatore dell'espressione
(11), e sono dati da
I (M) = G (Ls)
〈
Sˆ (Ls)
〉
S3
, (14)
dove G (Ls) è una costante che dipende dal link di chirurgia. L'invariante I (M) è chiamato in-
variante abeliano di Reshetikhin-Turaev, e può essere calcolato direttamente a partire dal link di
chirurgia. In questo senso, l'espressione (14) non è legata alla teoria di campo CS.
D'altra parte, confontando le espressioni (11), (13) e (14), è lecito attendersi che qualche invari-
ante Z (M) della 3-varietà M possa essere ottenuto tramite integrazione funzionale in M. Più
precisamente
Z (M) = N−10 (M)
ˆ
M
D [A] eiSCS [A] (15)
rappresenta la funzione di partizione normalizzata calcolata mediante integrazione suM. Questo è
esattamente quello che succede; infatti mostreremo che
Z (M) = P (M) I (M), (16)
dove la costante P (M) dipende dal gruppo di omologia della varietà. In particolare, se M è una
3-varietà di pura torsione vale [10]
P (M) = (p1p2 . . . pn)
1
2 , (17)
dove gli interi pi sono i numeri di torsione. Similmente, se M ha gruppo di omologia liberamente
generato abbiamo
P (M) =
(
1
2k
)n
2
, (18)
dove k è la costante d'accoppiamento, mentre n è il numero di generatori del gruppo di omologia
(detto anche primo numero di Betti).
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Figura 2: Diagramma del nodo trifoglio.
2 Nozioni di Teoria dei Nodi
2.1 Isotopia Ambiente e Regolare
Deﬁniamo un nodo come una curva semplice, chiusa, ed orientata C in R3 [11]. Allo stesso mo-
do, un link L ⊂ R3 è dato dall'unione di un certo numero di nodi non intersecanti tra loro
L = C1
⋃
. . .
⋃
Cn. D'ora in avanti, speciﬁcheremo un link attraverso la seguente notazione:
L = {C1, . . . . . . , Cn}.
È possibile associare ad ogni link L ⊂ R3 un diagramma, che si ottiene proiettando L su un piano
avendo cura di speciﬁcare sopra/sotto in corrispondenza degli incroci. Un esempio è mostrato
in ﬁgura (2), dove è rappresentato il diagramma del nodo trifoglio. Per non avere ambiguità è
necessario proiettare il link in modo da avere incroci singoli; formati cioè da due sole linee come
mostrato in ﬁgura (3). Poiché questo è sempre possibile, possiamo sempre associare al link L il
relativo diagramma DL. Dal punto di vista graﬁco, un diagramma è formato da un certo numero
di archi {αi} i = 1, . . . ,m. Se m = +∞, il link si dice selvaggio; per ipotesi non considereremo
link di questo tipo.
Due link L1, L2 sono legati da isotopia ambiente L1 ∼ L2 se possono essere deformati con continuità
l'uno nell'altro. Intuitivamente, se L1 ∼ L2 il link è lo stesso dal punto di vista topologico. Dato
che siamo interessati alle sole proprietà topologiche dei link, le grandezze davvero rilevanti sono
rappresentate dalle classi di equivalenza di isotopia ambiente.
Si può dimostrare [11] che L1 ∼ L2 se e solo se i rispettivi diagrammi possono essere trasformati
l'uno nell'altro con una sequenza ﬁnita di mosse di Reidemesiter. Le mosse sono mostrate in ﬁgura
(4), e rappresentano le parti dei diagrammi associate alle operazioni fondamentali di deformazione
sui link.
È utile introdurre inoltre il concetto di isotopia regolare. Due diagrammi D1, D2 sono legati tra
loro da isotopia regolare se è possibile ottenere uno dall'altro soltanto con mosse di II e III tipo.
Una grandezza invariate di isotopia regolare è il writhe, deﬁnito da
w (DL) =
∑
p
 (p) , (19)
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Figura 3: Incroci possibili in un diagramma. Da [7].
Figura 4: Mosse di Reidemeister. Da [33].
dove  (p) prende valore su ogni incrocio, e vale convenzionalmente  (L±) = ±1, dove L± è mostrato
in ﬁgura (3). Veriﬁcare che il writhe è un invariante di isotopia regolare è immediato, ed è suﬃciente
notare che le mosse di tipo II e III non modiﬁcano il numero # (L+ − L−) di incroci dei diagrammi.
Consideriamo un generico link L = {C1, C2} di due componenti, ed indichiamo con DL, D1, D2
i relativi diagrammi. Come si è visto w (DL), w (D1), w (D2) sono invarianti di isotopia regolare.
Poiché L = C1
⋃
C1, una mossa di I tipo modiﬁca il writhe come ∆w (DL) = ∆ [w (D1) + w (D2)] =
±1. Per questo motivo, la combinazione
χ (C1, C2) =
1
2
[w (DL)− w (D1)− w (D2)] (20)
è un invariante di isotopia ambiente per il link L. La grandezza χ (C1, C2) è chiamata numero di al-
lacciamento, e conta il numero di volte con cui C1 si avvolge attorno a C2 e viceversa. Naturalmente,
il numero di allacciamento non speciﬁca univocamente le classi di equivalenza di isotopia ambiente
di L. In altre parole, due link inequivalenti possono avere il medesimo numero di allacciamento.
Alternativamente [11], è possibile calcolare il numero di allacciamento a partire dal link L =
C1
⋃
C2 ⊂ R3 in modo analitico, utilizzando l'integrale di Gauss:
χ (C1, C2) =
1
4pi
˛
C1
dxµ
˛
C2
dyνµνρ
(x− y)ρ
|x− y|3 , (21)
8
Figura 5: Due nodi torici inequivalenti in T 2; si ha infatti [J ] = (0, 0), [M ] = (0, 1). Da [11].
dove |x− y| è l'usuale distanza euclidea. L'espressione (21) dipende dalla metrica, ma il valore
numerico dell'integrale χ (C1, C2) non ne dipende, e dà come risulato proprio il numero di avvol-
gimento. L'integrale di Gauss mostra come sia possibile ottenere invarianti di isotopia ambiente
integrando direttamente opportune espressioni sui link in R3.
2.2 Nodi su Toro Solido
Dato che ci sarà utile in seguito, è conveniente discutere alcuni aspetti legati ai nodi deﬁniti sul toro
bidimensionale e nel toro solido.
Iniziamo considerando un toro 2-D, T 2 = S 1 × S 1 (rappresentato in ﬁgura (5)), dove S 1 è il cerchio
unitario. I punti di T 2 possono essere identiﬁcati in termini di variabili complesse come
(
e iθ1 , e iθ2
)
dove θ1, θ2 ∈ R. Consideriamo le funzioni µ, λ : S 1 → T 2 deﬁnite da:

λ : e iΦ → (e iΦ, 1) longitudine
µ : e iΦ → (1, e iΦ) meridiano . (22)
Fissata l'orientazione di S 1, possiamo prendere longitudine e meriadiano come rappresentanti del
gruppo fondamentale2 di T 2, dato da pi1
(
T 2
)
= Z⊕ Z. Deﬁnita una certa mappa f : S 1 → T 2, la
classe di omotopia [f ], può essere scritta in termini di base longitudine-meridiano come [f ] = (a, b),
dove a, b ∈ Z. Intuitivamente, a e b rappresentano il numero di avvolgimenti nelle direzioni deﬁnite
nell'espressione (22). Nel caso a = b = 0 la mappa può essere contratta per omotopia ad un punto;
in ogni altro caso non sarà possibile. Due esempi sono mostrati in ﬁgura (5). La curva descritta da
f rappresenta un nodo in T 2(detto nodo torico) se non si interseca con sé stessa; questo implica che
a, b devono essere primi tra loro3.
Quanto si è visto è possibile estenderlo, dopo qualche considerazione, al toro solido: V = S 1 ×D2,
dove D2 è il disco unitario. Un meridiano di V è una curva semplice e chiusa, non banale su ∂D
ma omotopicamente banale in V, mentre un parallelo è una curva chiusa su ∂D che interseca un
meridiano in un punto soltanto. Tutti i meridiani, così deﬁniti, sono omotopicamente equivalenti tra
loro, mentre le longitudini no, visto che quest'ultime possono avvolgersi in direzione ′′µ′′ un numero
arbitrario di volte, intersecando comunque un meridiano in un punto. Per deﬁnire in maniera
2Si veda l'appendice (8.1)
3Per convincersene, è suﬃciente rapprendentare i nodi torici su di un rettangolo con la convenzione di identiﬁcare
i lati opposti.
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Figura 6: Intorno tubolare del nodo C. Da [7].
univoca una longitudine, occorre fare una scelta, e speciﬁcare il concetto di framing ed intorno
tubolare. Deﬁniamo quindi il framing di V :
 Framing: Il framing di V è un omeomorﬁsmo h : S 1 ×D2 → V tale che h (1× ∂D2) è un
meridiano, mentre h
(
S1 × 1) è una longitudine.
Allo stesso modo, deﬁniamo l'intorno tubolare N di un nodo:
 Intorno tubolare: Un intorno tubolare di un nodo C in S3, è un immersione f : C ×D2 → S 3
tale che f (x , 0) = x
Intuitivamente, ﬁssato un nodo C , possiamo creare l'intorno tubolare allargando il nodo sino a
renderlo un oggetto tridimensionale, ossia un toro solido. Questo è mostrato in ﬁgura (6).
Dati un nodo C , il suo intorno tubolare N ed il framing h per N , la longitudine h
(
S1 × 1) di
N deﬁnisce il framing Cf di C. Se χ (C,Cf ) = 0, Cf si deﬁnisce framing preferito di C ; allo
stesso modo, se la longitudine di N ha numero di avvolgimento nullo con C , h viene detto framing
preferito di N .
Sia C un nodo orientato, λ = h
(
S 1 × 1) la longitudine deﬁnita dal framing preferito h di N , e
µ = h
(
1× ∂D2) il meridiano tale che χ (µ,C) = +1. Allora, la longitudine λ, e il meridiano µ sono
i generatori di omotopia della cosidetta base di Rolfsen in ∂N . In ﬁgura (7) è mostrato un esempio
esplicito di base di Rolfsen, per C = U (unknot). Ogni classe [f ] ∈ pi1 (∂N ) può essere espressa in
questa base come:
[f ] = a · [λ] + b · [µ]. (23)
Un nodo in ∂N è un meridiano di N solo se la sua classe è (0,±1), allo stesso modo è una longitudine
solo se la sua classe è (∓1, p), con p intero. Le basi di Rolfsen possibili sono soltanto 2, ottenibili
l'una dall'altra invertendo l'orientazione di meridiano e longitudine.
Un dato omeomorﬁsmo h : ∂N → ∂N , può essere esteso ad auto-omeomorﬁsmo di N se e solo se h
manda meridiani in meridiani. Il gruppo degli auto-omeomorﬁsmi del toro solido N , modulo isotopia
ambiente, è un gruppo abeliano, ed i propri generatori sono chiamati twist di N . Utilizzando, al
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Figura 7: Meridiano e longitudine. Da [7].
solito, variabili complesse per rappresentare il disco D2, ed il cerchio unitario S1, possiamo scrivere
i punti di V come
(
e iθ1 , re iθ2
)
con 0 ≤ r ≤ 1. L'auto-omeomorﬁsmo τ˜± di D2 × S 1 deﬁnito da:
τ˜±
(
e iθ1 , re iθ2
)
=
(
e iθ1 , rei(θ1±θ2)
)
, (24)
rappresenta il twist meridiano di base (o elementare) di D2 × S 1. Allo stesso modo, se h è l'omeo-
morﬁsmo che deﬁnisce il framing preferito di N , il twist (meridiano) destrogiro τ+ e levogiro τ− di
N sono dati da:
τ± = h · τ˜± · h−1. (25)
L'eﬀetto di un twist meridiano è quello di modiﬁcare la classe di omotopia [f ] ∈ pi1 (∂N ) come:
[f ] = (a, b)
twist→
[
f
′]
= (a, b± a) . (26)
dove il segno dipende dal tipo di twist. Dato che per un nodo torico a, b sono primi tra loro, anche
a, a + b lo sono, per cui un nodo torico è sempre ben deﬁnito dopo l'azione di uno (o più) twist
meridiani.
2.3 Framing e Nastri
Consideriamo un generico nodo C ⊂ R3 ed il relativo intorno tubolare N ⊂ R3. Come si è visto,
N è un toro solido mentre C ne rappresenta il cuore. Una longitudine su ∂N è chiamato framing
Cf di C, e può essere visto come un nodo che circonda il nodo originale. D'ora in avanti, con
nodo fremato si intenderà un qualsiasi nodo C ⊂ R3 con una speciﬁca longitudine deﬁnita su N .
Come i nodi ordinari, anche i nodi fremati possono essere rappresentati tramite diagrammi; è infatti
suﬃciente aggiungere al diagramma di C quello della propria longitudine. Un esempio è mostrato
in ﬁgura (8). Questo, tuttavia, non è l'unica presentazione possibile .
Da un certo punto di vista, un nodo fremato è equivalente ad un nastro Σ, i cui bordi sono ﬁssati
da ∂Σ = {C,Cf} in cui C, Cf hanno il medesimo orientamento.
nodo con framing ∼ nastro. (27)
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Figura 8: Nodo con framing (linea tratteggiata). Da [7].
La topologia di un nastro è la medesima del nodo C; l'unica diﬀerenza è che per il nastro è possibile
deﬁnire una nuova variabile T (C,Cf ) = χ (C,Cf ), detta di twist. In generale, è sempre possibile
rappresentare un nastro mediante diagrammi di nodi, con la convenzione che
T (C,Cf ) = w (DC) , (28)
dove w (DC) è il writhe del diagramma di C. Con la convenzione (28), è possibile rappresentare
un nodo fremato come un nodo ordinario, e l'informazione sul framing è contenuta nel writhe del
diagramma. Naturalmente, sotto isotopia ambiente, il nastro non modiﬁca il suo twist. D'altra
parte, per la convenzione (28), neppure il writhe del diagramma cambia sotto isotopia ambiente del
nastro. Questo signiﬁca che è possibile rappresentare i nastri (ossia nodi fremati) tramite diagrammi
di nodi ordinari nell'ambito dell'isotopia regolare.
I due metodi di rappresentazione discussi sono illustrati in ﬁgura (9); a sinistra è mostrato il di-
agramma del nodo ed il relativo framing, mentre a destra è presente il diagramma del solo nodo
nell'ambito dell'isotopia regolare (con la convenzione (28)).
Il numero di allacciamento χ (C1, C2) tra due diversi nodi non intersecanti non dipende dal fatto che
i nodi siano fremati o meno. Questo può essere veriﬁcato immediatamente a partire dalla deﬁnizione
(20), ed utilizzando la presentazione nell'ambito dell'isotopia regolare. Dato che χ (C1, C2) è invari-
ante sotto mosse di I tipo, non dipende dagli incroci delle componenti di uno stesso nodo. Per
questo motivo non dipende dal framing. Questo risultato, ovviamente, non dipende dal metodo
utilizzato per rappresentare i nodi fremati. Utilizzando la rappresentazione mostrata in ﬁgura (8) è
facile vedere che il numero di allacciamento è ben deﬁnito, ed è lo stesso comunque venga calcolato.
Esplicitamente:
χ (C1, C2) = χ (C1, C2f ) = χ (C1f , C2) = χ (C1f , C2f ) . (29)
La proprietà (29) presuppone che l'intorno tubolare di ciascun nodo sia suﬃcientemente piccolo in
modo tale da avere N1
⋂
N2 = Ø.
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Figura 9: Due possibili diagrammi dello stesso nastro (nodo con framing). Da [7].
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3 Teoria Abeliana in R3
3.1 Propagatori
Come sempre avviene nelle teorie di gauge [13], l'azione (2) è degenere, e per calcolare le funzioni di
correlazione di Aµ è necessario ﬁssare una gauge, in quanto Aµ non è gauge-invariante. Utilizzando
il metodo di BRS , l'azione di CS (nella gauge di Landau) risulta
Stot = 4pik
ˆ
d3x
[
1
2
µνρAµ∂νAρ −B∂µAµ + C¯∂µ∂µC
]
≡ S + Sbrs, (30)
dove B è il campo bosonico ausiliario, mentre C, C¯ sono i campi anticommutanti di ghost e antighost.
Le contrazioni tra gli indici di Lorentz nei termini di gauge-ﬁxing sono fatte secondo la metrica
piatta euclidea ηµν = δµν . L'azione (30) è invariante per costruzione4 sotto le trasformazioni di
BRS , deﬁnite da:
δbrsAµ = −∂µC, δbrsB = 0,
δbrsC¯ = −B, δbrsC = 0.
(31)
L'operatore δbrs soddisfa (δbrs)
2 = 0. Per calcolare i propagatori, è conveniente riscrivere la densità
di lagrangiana in modo compatto come:
L = 1
2
φt∆φ+ C¯C, (32)
dove
1
2
φt∆φ =
1
2
(
Aµ (x) , B (x)
)( µνρ∂ν ∂µ
−∂ρ 0
)(
Aρ (x)
B (x)
)
. (33)
I propagatori per i campi B e Aµ, per deﬁnizione, soddisfano
4pik
(
µνρ∂ν ∂µ
−∂ρ 0
)
·
( 〈Aρ (x)Aλ (y)〉 〈Aλ (x)B (y)〉
〈B (x)Aλ (y)〉 〈B (x)B (y)〉
)
= iδ (x− y)
(
δµλ 0
0 1
)
, (34)
Per risolvere le equazioni diﬀerenziali deﬁnite dall'espressione (34), conviene passare in trasformata
di Fourier, e riscrivere i propagatori nella seguente forma generale:
4La parte di gauge ﬁxing dell'azione totale è data dalla varizione Sbrs = δbrsχ
(
A,B,C, C¯
)
, dove χ è un opportuno
funzionale.
14
〈Aρ (x)Aλ (y)〉 =
ˆ
d3p
(2pi)3
e−ip(x−y)
[
Φ
(
p2
)
δρλ + Ψ
(
p2
)
pρpλ + ρλτpτχ
(
p2
)]
, (35)
〈Aρ (x)B (y)〉 =
ˆ
d3p
(2pi)3
e−ip(x−y)pρξ
(
p2
)
, (36)
〈B (x)B (y)〉 =
ˆ
d3p
(2pi)3
e−ip(x−y)Ξ
(
p2
)
, (37)
dove si è usato il fatto che gli indici liberi possono essere portati unicamente dai vettori pµ, e dai
tensori δµν , µνρ. Sostituendo le espressioni (35), (36), (36), nelle relazione (34), otteniamo un
sistema di quattro equazioni date da:

(a) µνρ (−ipν) [Φδρλ + Ψpρpλ + ρλτpτχ]− ipµpλξ = i4pikδµλ ,
(b) µνρ (−ipν) pρξ − ipµΞ = 0,
(c) ipρ [Φδρλ + Ψpρpλ + ρλτp
τχ] = 0,
(d) ipρpρξ =
i
4pik .
(38)
Per determinare le funzioni Φ, Ψ, χ, . . . possiamo procedere come segue. Dall'espressione (d),
otteniamo subito:
ξ
(
p2
)
=
1
4pikp2
, (39)
mentre, nella relazione (b) il primo termine si elide identicamente, ed otteniamo:
Ξ
(
p2
)
= 0. (40)
La funzione Φ
(
p2
)
può essere espressa in termini di Ψ
(
p2
)
utilizzando l'equazione (c). Poiché il
contributo di Φ
(
p2
)
si ha solo per λ = ρ, quello che si trova è:
Φ
(
p2
)
= −p2Ψ (p2) . (41)
Dall'espressione (a), notiamo poi, come Φ
(
p2
)
dia contributo solo quando ρ = λ. In questo caso,
tuttavia, il relativo termine µνλ (−ipν) Φ
(
p2
)
non può essere sempliﬁcato con gli altri elementi della
somma su ρ. In altre parole:
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Φ
(
p2
)
= Ψ
(
p2
)
= 0 (42)
Il propagatore 〈AA〉, alla ﬁne, dipende soltanto dalla funzione χ (p2), che può essere determinata
dalla condizione
−i [−δµλδντ + δµτ δνλ] pνpτχ (p2)− i pµpλ4pikp2 = i4pikδµλ . (43)
Il suo valore risulta essere:
χ
(
p2
)
= − 1
4pikp2
. (44)
In conclusione, in trasformata di Fourier, i propagatori sono dati da:
〈Aρ (x)Aλ (y)〉 = − i
4pik
ρλτ∂τ
ˆ
d3p
(2pi)3
e−ip(x−y)
1
p2
, (45)
〈Aρ (x)B (y)〉 = i
4pik
∂ρ
ˆ
d3p
(2pi)3
e−ip(x−y)
1
p2
, (46)
〈B (x)B (y)〉 = 0. (47)
Le equazioni (45), (46) possono essere integrate direttamente notando che vale:
1
4pi |x− y| =
ˆ
d3p
(2pi)3
e−ip(x−y)
1
p2
, (48)
dove |x− y| è la distanza euclidea. Alla ﬁne, utilizzando l'espressione (48) nelle (45), (46), otteniamo
i seguenti valori per i propagatori [8]:
〈Aµ (x)Aν (y)〉 = i
(4pi)2 k
µνρ
(x− y)ρ
|x− y|3 , (49)
〈Aµ (x)B (y)〉 = − i
(4pi)2 k
(x− y)µ
|x− y|3 ,
〈
C (x) C¯ (y)
〉
= − i
(4pi)2 k
1
|x− y| . (50)
Si è aggiunto, inoltre, il valore del propagatore
〈
C¯C
〉
per completezza.
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Le funzioni di correlazione a due punti per i campi son ben deﬁnite, e dipendono esplicitamente
dalla metrica euclidea. Questo non è in contrasto con le proprietà topologiche della teoria, in
quanto la metrica entra solo nella parte di gauge-ﬁxing dell'azione totale. Il valore di aspettazione
di osservabili gauge invarianti e indipendenti dalla metrica, infatti, non potrà dipendere da Sbrs (in
quanto gauge invarianti), e la covarianza generale sarà preservata.
Concludiamo con un commento sulla dinamica dei campi dell'azione Stot. Sappiamo che l'azione
(1) (senza gauge-ﬁxing) ha tensore energia-impulso nullo, per cui non ci sono quantità dinamiche
legate ai campi. Nel caso di Stot = S + Sbrs, invece, il tensore energia-impulso non è più nullo ma
è proporzionale alla variazione di Sbrs
T totµν ∼
δStot
δgµν
=
δSbrs
δgµν
∼ δbrsχ
(
A,B,C, C¯
)
. (51)
Senza dover speciﬁcare χ
(
A,B,C, C¯
)
, l'espressione (51) è suﬃciente per ottenere
〈
T totµν (x)T
tot
σρ (y)
〉
= 0, (52)
in quanto la variazione δbrs è nilpotente. La proprietà (52), che continua a valere anche per un
prodotto arbitrario di tensori energia-impulso, conferma la mancanza di un contenuto dinamico
standard della teoria descritta da Stot.
3.2 Funzionali Generatori
I funzionali generatori rappresentano un comodo strumento per il calcolo delle varie funzioni di
correlazione. Iniziamo a considerare il funzionale generatore Z [J ] per le funzioni di correlazione dei
campi Aµ. Per deﬁnizione si ha
Z [J ] =
〈
ei
´
d3xAµJµ
〉
=
´
DψeiStot[ψ]ei
´
d3xAµJµ´
DψeiStot[ψ]
, (53)
dove ψ rappresenta l'insieme dei campi Aµ, B, C, C¯, mentre Jµ è la sorgente classica. In generale
si ha Z [J ] = exp (iZc [J ]), dove Zc [J ] è dato dalla somma dei diagrammi di Feynman connessi
[13]. Siccome l'azione (30) è quadratica nei campi, c'è un solo diagramma connesso che contiene un
propagatore per il campo Aµ. Pertanto si ottiene:
Z [J ] = eiZc[J ] = e
− i
2
´
d3z
´
d3wJ
α
(z)
[
1
(4pi)2k
αβρ
(z−w)ρ
|z−w|2
]
Jβ(w)
. (54)
Una veriﬁca diretta del risultato (54) è data dal calcolo della funzione di correlazione a due punti.
Si trova infatti
〈Aµ (x)Aν (y)〉 = (−i)2 δ
2Z [J ]
δJµ (x) δJν (y)
∣∣∣∣
J=0
=
i
(4pi)2 k
µνρ
(x− y)ρ
|x− y|3 , (55)
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in accordo con l'espressione (49). È interessante notare che per calcolare le funzioni di correlazione
per la curvatura Fµν = ∂µAν − ∂νAµ, non è necessario introdurre un termine di gauge-ﬁxing nella
lagrangiana. Infatti, il funzionale generatore per le funzioni di correlazione di Fµν è deﬁnito da
G [η] =
〈
ei
´
A∧dη
〉
=
´
DAeiS[A]ei
´
A∧dη´
DAeiS[A]
, (56)
dove la sorgente classica η è una 1-forma diﬀerenziale globalmente deﬁnita in R3, mentre S [A] è
l'azione (1) senza gauge-ﬁxing. Veriﬁcare che l'espressione (56) rappresenta proprio il funzionale
generatore per la curvatura è immediato, ed è suﬃciente notare che vale:
δ
δηµ (x)
ˆ
A ∧ dη = δ
δηµ (x)
ˆ
η ∧ dA = δ
δηµ (x)
ˆ
d3xµνρηµ∂νAρ = 
µνρ∂νAρ (x) , (57)
da cui
1
2n
〈µ1ν1ρ1Fν1ρ1 (x1) . . . µnνnρnFνnρn (xn)〉 = (−i)n
δnG [η]
δηµ1 (x1) . . . δηµn (xn)
∣∣∣∣
η=0
. (58)
L'espressione (56) può essere risolta con un opportuno cambio di variabili che elimina il termine
lineare nei campi all'esponente. Per fare questo introduciano la 1-forma A˜ deﬁnita da:
A (x) = − 1
4pik
η (x) + A˜ (x) . (59)
Sostituendo l'espressione (59) nella (56), l'esponente diventa
2pik
´
A ∧ dA+ ´ A ∧ dη
= 2pik
´
[A˜ ∧ dA˜+ ( 14pik)2 η ∧ dη − 12pik A˜ ∧ dη] + ´ [A˜ ∧ dη − 14pikη ∧ dη]
= S
[
A˜
]
− 18pik
´
η ∧ dη,
(60)
dove si è usata la proprietà
´
η∧dA˜ = − ´ dA˜∧ η = ´ A˜∧dη. Dato che η rappresenta una sorgente
esterna, abbiamo DA = D
(
A˜+ cte
)
= DA˜, per cui la misura DA nell'integrale funzionale può
essere sostituita con DA˜. Questo fattorizza il numeratore dell'espressione (56), ed otteniamo:
G [η] = eiGc[η] =
´
DA˜eiS[A˜]e−
i
8pik
´
η∧dη´
DAeiS[A]
= e−
i
8pik
´
η∧dη. (61)
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Il funzionale G [η] ha diverse interessanti proprietà che dipendono dalla natura topologica della
teoria. Il termine di sorgente exp
(
i
´
A ∧ dη) = exp (i ´ η ∧ dA) è invariante di gauge e covariante
generale; questo rende automaticamente
〈
exp
(
i
´
A ∧ dη)〉 un invariante topologico. Allo stesso
modo, se aggiungiamo alla sorgente classica η una 1-forma esatta η → η + dΘ otteniamo G [η] =
G [η + dΘ]. Questo signiﬁca che il funzionale generatore G [η] è gauge invariante.
A diﬀerenza del funzionale Zc [J ], Gc [η] è locale, e coincide (a meno di una costante moltiplicativa)
con l'azione di CS stessa:
Gc [η] = − 1
8pik
ˆ
η ∧ dη. (62)
Secondo l'equazione del moto (6), la curvatura on-shell è nulla. La proprietà dA = 0, tuttavia,
non viene soddisfatta esattamente quando la curvatura entra nelle funzioni di correlazione. Per
dimostrarlo, consideriamo la funzione di correlazione a due punti
1
4
〈
µσρFσρ (x1) 
νγλFγλ (x2)
〉
= −δ
2e−
i
8pik
´
η(y)∧dη(y)
δηµ (x1) δην (x2)
∣∣∣∣∣
η=0
. (63)
Sviluppando il termine a destra dell'espressione (63) si trova subito:
1
4
〈
µσρFσρ (x1) 
νγλFγλ (x2)
〉
= i
(
1
4pik
)
µαβδνβ∂
x1
α δ (x1 − x2) . (64)
Il risultato (64) può essere ottenuto anche a partire dalla funzione di correlazione 〈AA . . . A〉. Vale
infatti
(−i)n δ
nG [η]
δηµ1 (x1) . . . δηµn (xn)
∣∣∣∣
η=0
= (−i)n µ1ν1ρ1∂x1ν1 . . . µnνnρn∂xnνn
δnZ [J ]
δJρ1 (x1) . . . δJδn (xn)
∣∣∣∣
J=0
.
(65)
Veriﬁchiamo direttamente la relazione (65) nel caso a due punti. A partire dall'espressione (55)
otteniamo
1
4
〈
µαβFαβ (x1) 
ντ%Fτ% (x2)
〉
= µσρνγλ∂x1σ ∂
x2
γ 〈Aρ (x1)Aλ (x2)〉 . (66)
Lasciando agire nel membro a destra della (66) l'operatore µσρ∂x1σ , e tenendo conto del valore (49)
del propagatore otteniamo
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νγλ∂x2γ
[
i
4pik
δ (x1 − x2) δµλ − ∂µx1
(
i
(4pi)2 k
(x1 − x2)λ
|x1 − x2|
)]
. (67)
Poiché (x1 − x2)λ / |x1 − x2|3 = −∂x2λ (1/ |x1 − x2|) questo termine si annulla lasciando agire νγλ∂x2γ ,
e ritroviamo il risultato (64). Il motivo per cui l'espressione (64) non si annulla, nonostante on shell
dA = 0, è un fatto generale, e dipende dalla presenza dell'ordinamento temporale nei valori medi.
Vale infatti [14]
1
4
〈
µαβFαβ (x1) 
ντ%Fτ% (x2)
〉
= µσρνγλ∂x1σ ∂
x2
γ
〈
0
∣∣∣T (Aˆρ (x1) Aˆλ (x2))∣∣∣ 0〉 , (68)
dove Aˆµ sono gli operatori di campo agenti sullo spazio di Fock, mentre T è l'operazione di
ordinamento temporale.
Un'ulteriore veriﬁca si ottiene consideriamo una versione leggermente modiﬁcata della classica
equazione di Schwinger-Dyson. Nella teoria di CS, la variazione dell'azione rispetto al campo A è
proporzionale alla curvatura dA. Questo rende possibile riottenere il risultato (64) senza passare
per il funzionale G [η]. Si ha infatti:
4pik
〈
µσρ∂σAρ (x) 
νγλ∂γAλ (y)
〉
=
〈
δS[A]
δAµ(x)
νγλ∂γAλ (y)
〉
=
´
DAeiS[A]
δS[A]
δAµ(x)
νγλ∂γAλ(y)´
DAeiS[A]
= (−i)
´
DA δ
δAµ(x)
(eiS[A])νγλ∂γAλ(y)´
DAeiS[A]
= iνγλ
´
DAeiS[A]
δ∂γAλ(y)
δAµ(x)´
DAeiS[A]
= iνγλ∂γδ
µ
λδ (x− y) .
(69)
Anche con questo ultimo metodo, il calcolo delle funzioni 〈dAdA . . . dA〉 risulta più semplice rispetto
ad una classica teoria di gauge, e riotteniamo il risultato distribuzionale (64).
Il funzionale generatore G [η] può essere visto come il valore di aspettazione
〈
exp
(
i
´
A ∧ dη)〉 per η
ﬁssato. Questo, lo vedremo, è un oggetto strettamente legato ai valori di aspettazione degli operatori
di Wilson.
3.3 Operatori di Wilson
Nelle teorie di gauge le osservabili sono connesse a valori di aspettazione normalizzati del tipo
〈F [A]〉 = Z−10
ˆ
DA . . . eiStot[A,...]F [A] , (70)
dove F [A] è una funzione gauge-invariante dei campi originali della teoria, mentre Z0 è la nor-
malizzazione. Nel caso in cui F [A] non dipenda dalla metrica, 〈F [A]〉 rappresenta un invariante
topologico. Siamo interessati a questo tipo di osservabili.
La più semplice funzione di Aµ invariante di gauge è l'integrale della 1-forma A su un cammino
chiuso ed orientato C in R3:
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Figura 10: Esperimento di Ahranov-Bohm. Da [34].
˛
C
Aµ (x) dx
µ =
˛
C
A. (71)
A partire dall'integrale (71) possiamo ottenere, esponenziando, l'olonomia:
W (C) = ei
¸
C A. (72)
L'espressione (72) è anche chiamata loop di Wilson e soddisfa ancora (per costruzione) le proprietà di
gauge invarianza e indipendenza dalla metrica. PoichéW (C) dipende unicamente dalla connessione
di gauge A, il suo signiﬁcato è lo stesso in ogni teoria di gauge (con gruppo U(1)); analizziamo alcune
sue caratteristiche.
Cosideriamo un cammino Γxy congiungente due punti x, y ∈ R3. Sotto le trasformazioni di gauge
AΛµ (x) = Aµ (x) + ∂µΛ (x) si ha
(
exp
(
i
ˆ
Γxy
Aµ (z) dz
µ
))Λ
≡W [Γxy]Λ = eiΛ(y)W [Γxy] e−iΛ(x), (73)
dove W [Γ] è l'olonomia associata al cammino Γ. L'espressione (73) mostra che il fattore di fase
abeliano W [Γ] non è invariante sotto trasformazioni di gauge. L'olonomia diventa invariante solo
quando x = y; nel qual caso ritroviamo il loop di Wilson. Sia nˆµ (x) il versore unitario del cammino
Γxy deﬁnito nel punto iniziale x ∈ Γxy; vale
nˆµ (x) · [∂µ + iAµ (x)]W [Γxy] = nˆµ (x) ·Dµ (x)W [Γxy] = 0. (74)
La derivata covariante Dµ (x) calcolata lungo il percorso Γxy annulla l'olonomia W [Γxy]. In eﬀetti
il signiﬁcato dell'olonomia è quello di trasporto parallelo da x a y. La diﬀerenza di fase W [Γxy]
tra due diversi punti x,y dipende dal particolare cammino aperto Γxy su cui si eﬀettua il trasporto
parallelo. Questo risultato dipende esplicitamente da Γ tranne nel caso in cui Aµ sia una pura
libertà di gauge (Fµν = 0). Se Fµν = 0, infatti, W [Γxy] è una funzione dei soli estremi x, y.
A questo proposito, può essere utile richiamare un esempio di meccanica quantistica.
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Nella teoria quantistica è possibile misurare le diﬀerenze di fase di certe funzioni d'onda mediante
interferenza. In questo tipo di esperimenti (ad esempio quello di Ahronov-Bohm) la curvatura
non è nulla ovunque ed è possibile interpretare lo spazio come non semplicemente connesso. Più
precisamente possiamo assumere che la porzione di spazio in cui la curvatura non è nulla rappresenti
un limite invalicabile. In questo esperimento la diﬀerenza di fase coincide con il trasporto parallelo
(olonomia) attorno ad un percorso chiuso omotopicamente non banale (cioè non contraibile ad un
punto). Questo è schematicamente mostrato in ﬁgura (10).
Nella teoria di CS, l'operatore di Wilson (72) rappresenta il trasporto parallelo calcolato sul percorso
chiuso C. Diﬀerentemente dall'elettrodinamica classica, la teoria di CS è topologica; grazie a
questa caratteristica 〈W (C)〉 dipenderà unicamente dalla topologia del nodo. In generale, possiamo
immaginare che valori di aspettazione su percorsi diﬀerenti
〈W (C1)W (C2) . . .W (Cn)〉 (75)
siano legati a qualche proprietà topologica del link orientato L = C1
⋃
C2
⋃
. . .
⋃
Cn. Inoltre,
come vedremo, in presenza di un link la curvatura non è ovunque nulla [5], ma è concentrata su L.
Ciascuna componente Ci appartiene allo spazio non semplicemente connesso R3−(L − Ci), eW (Ci)
può essere interpretato come l'olonomia associata ad una particella carica in un esperimento tipo
AB. Un ultimo aspetto interessante riguarda la possibilità di ricostruire la connessione di gauge a
partire dall'insieme di tutti i loop di Wilson [15]. In altre parole, al variare del nodo C, l'espressione
(72) rappresenta un insieme completo di osservabili gauge invarianti. Concentriamoci quindi sul
calcolo di valori di aspettazione del tipo (75), ed assumiamo che i loop di Wilson siano le osservabili
interessanti da calcolare.
Gli elementi di U(1) sono dati da U(1) = {exp (i2piξ)} con 0 ≤ ξ < 1. Le rappresentazioni irriducibili
sono date da {exp (i2pinξ)} con n ∈ Z. Siccome exp (i ¸ A) ∈ U(1) tutte le rappresentazioni
irriducibili dell'olonomia sono date da
W (C) = ei2piq
¸
C A, (76)
dove q ∈ Z viene chiamato colore. In generale è possibile associare a ciascuna componente di un
link L un diverso colore. D'ora in avanti, un link di questo tipo verrà chiamato colorato.
3.4 Integrale di Gauss
Come si è visto, le osservabili della teoria di campo di CS sono costruite in termini dell'olonomia
exp
(
2pii
¸
C A
)
, dove
¸
C A denota l'integrale della connessione A lungo il cammino chiuso ed orienta-
to C. Nelle teorie di campo quantistiche ordinarie che descrivono interazioni tra particelle, i valori
di aspettazione G (x1, . . . , xn) = 〈φ (x1) , . . . , φ (xn)〉 assumono valori distribuzionali. Per questo
motivo, soltanto se f (x1, . . . , xn) è una funzione test l'integrale
ˆ
d4x1 . . . d
4xnG (x1, . . . , xn) f (x1, . . . , xn) (77)
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è generalmente ben deﬁnito. Allo stesso modo, il funzionale generatore delle funzioni di corre-
lazione
〈
exp i
´
d4xφ (x) J (x)
〉
è ben deﬁnito quando la sorgente classica J (x) è una funzione
test. Nella teoria di CS i valori di aspettazione dell'olonomia
〈
exp
(
2pii
¸
C A
)〉
assomigliano a〈
exp i
´
d4xφ (x) J (x)
〉
, ma al posto della sorgente classica non c'è una funzione test. In eﬀet-
ti la connessione è integrata lungo un cammino chiuso di dimensione 1. Se volessimo riscrivere〈
exp
(
2pii
¸
C A
)〉
come un integrale su tutto lo spazio R3 dovremmo utilizzare una sorgente dis-
tribuzionale. Una sorgente di questo tipo potrebbe creare divergenze nelle teorie di campo ordinarie,
ma nella CS questo non accade. Per dimostrarlo consideriamo il seguente valore di aspettazione
〈˛
C1
A
˛
C2
A
〉
=
〈ˆ
R3
d3xd3yAµ (x) J
µ
1 (x)Aν (y) J
ν
2 (y)
〉
, (78)
dove J1/2 sono opportune forme distribuzionali (correnti), mentre C1, C2 sono due diﬀerenti nodi.
L'espressione (78) rappresenta l'analogo dell'integrale (77), ma a diﬀerenza di quest'ultimo Jµ1/2 non
sono funzioni test. Utilizzando il valore del propagatore (49) si trova subito:
〈˛
C1
Aµ (x) dx
µ
˛
C2
Aν (y) dy
ν
〉
=
i
(4pi)2 k
˛
C1
dxµ
˛
C2
dyνµνρ
(x− y)ρ
|x− y|3 . (79)
L'integrale (79) può essere risolto esplicitamente, senza preoccuparci di speciﬁcare la parametriz-
zazione dei nodi C1, C2. Per fare questo possiamo utilizzare il teorema di Stokes, e riscrivere
l'integrale di linea su x come integrale di superﬁcie
˛
C2
dyν
ˆ
ΣC1
dσλλαβ∂
x
α
βνρ
(x− y)ρ
|x− y|3 , (80)
dove ΣC1 è la superﬁcie orientata (superﬁcie di Seifert) con bordo C1: ∂ΣC1 = C1. Sviluppando i
simboli di Levi-Civita βλαβνρ = δνλδ
ρ
α − δναδρα ci riduciamo a:
˛
C2
dyν
ˆ
ΣC1
dσν∂
x
α
(x− y)α
|x− y|3 −
˛
C2
dyν
ˆ
dσλ∂xν
(x− y)λ
|x− y|3 . (81)
Il teorema di Stokes non vale se y ∈ ΣC1 , per cui il termine
∂α
(x− y)α
|x− y|3 = 4piδ (x− y) (82)
non contribuisce e può essere omesso. Ciò che rimane dell'espressione (81) è l'ultimo termine, dove
è possibile sostituire la derivata parziale ∂xν → −∂yν . Questo è conveniente, in quanto
Ω (y) =
ˆ
ΣC1
dσλ
(xˆ− yˆ)λ
|x− y|2 (83)
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Figura 11: Nodi con χ (C1, C2) = +1. Da [7].
rappresenta l'angolo solido con cui ΣC1è visto da y. Alla ﬁne è possibile riscrivere l'espressione (81)
come
˛
C2
dyν∂yνΩ (y) . (84)
Risolviamo l'integrale (84) in due casi particolari.
Se i nodi C1, C2 sono disgiunti è sempre possibile non far intersecare C2 con ΣC1 , e l'integrazione
è estesa a tutti i punti y ∈ C2. Con queste ipotesi, l'integrale (84) è quindi nullo. Un caso più
interessante si ha quando C2 interseca ΣC1 in un punto soltanto (sia esso p). Sappiamo, per il
teorema di Stokes, che il punto p deve essere escluso dall'integrazione. Il valore dell'integrale (84)
coincide allora con la diﬀerenza del limite destro/sinistro
˛
C2
dyν∂yνΩ (y) = lim
y1,y2→p+,p−
[Ω (y1)− Ω (y2)] . (85)
L'angolo solido visto da p+ è (in modulo) la metà di quello solido totale, e vale ±2pi (il segno dipende
dall'orientazione). Allo stesso modo, l'angolo solido visto da p− sarà ∓2pi. Alla ﬁne, se il nodo C2
inteseca la superﬁcie ΣC1 in un punto soltanto, l'integrale (80) dà come risultato ±4pi. In generale,
l'espressione (80) coincide numero di volte con cui il nodo C2 interseca la superﬁcie ΣC1 in unità di
angolo solido. Poiché nodo e superﬁcie sono orientati, intersezioni entranti o uscenti avranno segno
opposto. Con la normalizzazione 4pi (il valore dell'intero angolo solido) l'integrale
χ (C1, C2) =
1
4pi
˛
C1
dxµ
˛
C2
dyνµνρ
(x− y)ρ
|x− y|3 , (86)
assume valori interi ed è chiamato integrale di Gauss [16]. La grandezza χ (C1, C2), che abbiamo
già introdotto nel capitolo (2), rappresenta un invariante topologico, e coincide con il numero di
avvolgimenti del nodo C1 rispetto a C2 (o viceversa). Un esempio è mostrato in Figura (11), dove
sono rappresentati due unknot. Alla ﬁne, il valore di aspettazione (78) è proporzionale all'integrale
di Gauss [7]
〈˛
C1
A
˛
C2
A
〉
=
i
4pik
χ (C1, C2) , (87)
24
Figura 12: Framing per l'unknot. Da [7].
per cui non ci sono ambiguità o divergenze.
In conclusione, l'integrale
¸
C A non dà problemi di divergenza se calcolato nelle funzioni di cor-
relazione. Questo signiﬁca che
¸
C A può essere visto come un operatore ben deﬁnito. Allo stesso
modo, valori di aspettazione relativi a diversi cammini
〈¸
C1
A . . .
¸
Cn
A
〉
saranno ancora unici e ben
deﬁniti.
3.5 Autoallacciamento e Framing
È naturale chiedersi cosa accade all'integrale di Gauss se C1 = C2. Anche a livello intuitivo, χ (C,C)
non è ben deﬁnito perché dovrebbe rappresentare il numero di volte con cui un nodo si avvolge su
sè stesso. Introduciamo una parametrizzazione per il nodo C {xµ (t) : 0 ≤ t ≤ 1}, e riscriviamo
l'integrale (86) per C1 = C2 ≡ C:
χ (C,C) =
1
4pi
1ˆ
0
ds
1ˆ
0
dtµνρx˙
µ (s) x˙ν (t)
(x (s)− x (t))ρ
|x (s)− x (t)|3 . (88)
A prima vista può sorgere il dubbio che per t = s l'integrale diverga. Tuttavia, questo non accade
e può essere visto espandendo x (t) attorno a t = s. Si trova infatti [17]
µνρx˙
µ (s) x˙ν (t)
(x (s)− x (t))ρ
|x (s)− x (t)|3 = −
1
6
|s− t| µνρ x˙
µ (s) x¨ν (s)
...
x ρ (s)
|x˙ (s)|3 +O
(
|s− t|2
)
, (89)
per cui l'integrando per t = s si annulla. La grandezza χ (C,C) è chiamata cotorsione di C ed è
ben deﬁnita e ﬁnita, ma dipende dalla metrica e non è invariante sotto deformazioni di C; quindi
χ (C,C) non è un invariante topologico [18]. Per dare un signiﬁcato topologico al valore
〈¸
C A
¸
C A
〉
occorre introdurre un framing per il nodo C. Vediamolo nel dettaglio.
Utilizzando la parametrizzazione appena introdotta, il singolo integrale diventa
˛
C
A =
1ˆ
0
dtx˙µAµ (x (t)) . (90)
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Figura 13: Un secondo esempio di framing per l'unknot. Da [8].
Nello sviluppo di Taylor dell'operatore di WilsonW (C) compaiono gli integrali (90) ad ogni potenza.
Per quanto riguarda l'integrale doppio, la prima cosa che viene in mente è deﬁnire:
(˛
C
A
)2
naive
=
1ˆ
0
dsx˙ν (s)Aν (x (s))
1ˆ
0
dtx˙µ (t)Aµ (x (t)) . (91)
Purtroppo, abbiamo visto che la scelta (91) non preserva la covarianza generale della teoria in quanto〈(¸
A
)2
naive
〉
non è un invariante topologico. L'integrale
(¸
A
)2
ha bisogno di diversa prescrizione
che mantenga la struttura geometrica del modello. Questo è possibile applicando una procedura
di framing al nodo C. Questa procedura consiste nel calcolare l'integrale doppio (91) su nodi
leggermente diversi, facendo poi tendere la diﬀerenza a zero. Esplicitamente, possiamo descrivere
il nodo Cf con framing con yµ (t) = xµ (t) + εnµ (t) dove t ∈ [0, 1], mentre nµ (t) è scelto in modo
tale da essere ortogonale a C (x˙µ (t)nµ (t) = 0) e normalizzato n2 = 1. Deﬁniamo quindi:
(˛
C
A
)2
fremato
= lim
ε→0
ˆ 1
0
dsx˙µ (s)Aµ (x (s))
ˆ 1
0
dt (x˙ν (t) + εn˙ν (t))Aν (x (t) + εn (t)) , (92)
con la convenzione di eﬀetturare il limite ε→ 0 dopo le contrazioni di Wick. Due particolari esempi
di framing per l'unknot sono mostrati nelle ﬁgure (12) e (13), e sono rappresentati dalla linea sottile
che circonda il nodo originale. A livello classico non c'è alcuna diﬀerenza tra l'espressione (92) e
la (91). Per quanto riguarda i valori di aspettazione, invece, la diﬀerenza è profonda in quanto
〈(˛
C
A
)2
fremato
〉
= lim
ε→0
i
4pik
χ (C,Cf ) =
i
4pik
χ (C,Cf ) (93)
è un invariante topologico. Come si è visto nel paragrafo (2.2), un nodo con framing può essere
reinterpretato come un nastro Σ, i cui bordi sono speciﬁcati da ∂Σ = {C,Cf}. Dal punto di
vista topologico, un nodo si distingue da un nastro per la presenza di una variabile aggiuntiva
T (Σ), detta di twist. Questa variabile coicide precisamente con il numero di autoallacciamento
T (Σ) = χ (C,Cf ).
La procedura framing può essere generalizzata ed estesa ad un prodotto arbitrario di integrali
¸
C A.
Consideriamo dunque:
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(˛
C
A
)n
→
(˛
C
A
)n
fremato
. (94)
È possibile deﬁnire il prodotto fremato come il prodotto di n integrali calcolati su cammini legger-
mente modiﬁcati, in modo simile a quanto già visto. Si ha quindi:
(˛
C
A
)n
fremato
= lim
ε1,...,εn→0
1ˆ
0
ds1x˙
µ
1 (s1)Aµ (x1 (s1)) . . .
1ˆ
0
dsnx˙
ν
n (sn)Aν (xn (sn)) , (95)
dove
xµj (sj) = x
µ (sj) + εjn
µ (sj) . (96)
Ciascun nodo Cfj è parametrizzato da xj (sj) e diﬀerisce dal nodo originale C per il termine
εjn
µ (sj). Il vettore nµ, come al solito, caratterizza il tipo di framing ed è scelto in modo tale
da essere ortogonale a C e normalizzato n2 = 1. I valori {ε} = {εj , εj > 0} devono essere scelti
diversi tra loro εi 6= εj , in modo da avere n nodi distinti. Il limite {ε} → 0, inﬁne, viene fatto
alla ﬁne del calcolo. Con queste ipotesi χ
(
Cfi , Cfj
)
risulta ben deﬁnito, ed è lo stesso per ogni
combinazione i 6= j.
3.6 Calcolo delle Osservabili I
Siamo interessati a calcolare il valore d'aspettazione dell'operatore di Wilson associato ad un link
colorato L = {C1, . . . , Cn}
〈W (L)〉 =
〈
e
i2piq1
¸
C1
A
. . . . . . ei2piqn
¸
Cn
A
〉
. (97)
Nel paragrafo precedente abbiamo visto che è necessaria una procedura di framing per preservare le
proprietà topologiche di 〈W (L)〉. Dal punto di vista della teoria di campo, questo coincide con la
deﬁnizione degli operatori composti associati ai loop di Wilson. Infatti, nello sviluppo di Taylor di
W (L) compaiono anche prodotti di integrali sullo stesso cammino. Tali prodotti corrispondono ad
operatori composti e devono essere deﬁniti. Questa è una proprietà generale [13] delle teorie quan-
tistiche, dove la conoscenza delle funzioni di correlazione 〈A (x1)A (x2) . . . A (xn)〉 non è suﬃciente
a determinare
〈
Ah1 (x1) . . . A
hn (xn)
〉
con hi ∈ N.
Iniziamo a calcolare il valore di aspettazione del loop di Wilson in un caso particolare; ossia un link
con una sola componente L = C :
〈W (C)〉 . (98)
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Con un abuso di notazione, continueremo ad indicare il valore di aspettazione con 〈W (C)〉. In
realtà, la teoria di CS descrive invarianti soltanto per nodi fremati; dovremmo quindi scrivere
〈W (C,Cf )〉.
Dalla deﬁnizione (76), sviluppando con Taylor, possiamo riscrivere 〈W (C)〉 come:
〈W (C)〉 =
∞∑
n=0
(2piiq)n
n!
〈(˛
C
A
)n
fremato
〉
. (99)
Fissato il framing, possiamo concentrarci sul valore di aspettazione del prodotto di integrali
.
〈(˛
C
A
)n
fremato
〉
. (100)
Ciascuna contrazione di Wick, una volta integrata (vedi espressione (87)), produce un risultato
proporzionale a χ
(
Cfi , Cfj
)
. Con la scelta (95) questi valori sono tutti uguali tra loro, per cui
il valore dell'espressione (100) può essere determinato in modo combinatorico. In altre parole, è
possibile ignorare momentaneamente le integrazioni e considerare:
〈(˛
C
A
)n
fremato
〉
∼ 〈A1A2 . . . An〉 . (101)
Nel termine a destra dell'espressione (101) tutte le contrazioni di Wick sono uguali, ed è possibile
porre subito n = 2p in quanto il contributo per n dispari è nullo. La combinatoria si determinana
immediatamente notando che vale:
〈A1A2 . . . A2p〉 = (2p− 1) 〈A1A2〉 〈A3 . . . A2p〉 = (2p− 1)!! 〈A1A2〉p . (102)
Alla ﬁne
〈(˛
C
A
)2p
fremato
〉
= (2p− 1)!!
〈˛
Cf1
A
˛
Cf2
A
〉p
. (103)
Utilizzando la relazione (103) nella (99), e tenendo conto della proprietà (2p− 1)!!/2p! = 1/2pp!
troviamo
〈W (C)〉 = lim
ε→0
∞∑
p=0
(−1)p (2piq)2p
2pp!
〈˛
C
Aµdx
µ
˛
Cf
Aνdy
ν
〉p
, (104)
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dove si è usato il fatto che χ (Cf1 , Cf2) = χ (C,Cf ) con Cf uno qualsiasi dei vari Cfi . Allo stesso
modo, il limite ε → 0 è riferito al Cf scelto. Utilizzando il risultato (93), e notando che la somma
nell'espressione (104) coincide ancora con lo sviluppo di un esponenziale troviamo inﬁne [7]:
〈W (C)〉 = e−i( pi2k )q2χ(C,Cf). (105)
Il risultato (105) dipende dal numero di autoallacciamento, per cui è un invariante del link {C,Cf}
sotto isotopia ambiente. Alternativamente, possiamo interpretare 〈W (C)〉 come un invariante (sotto
isotopia ambiente) per nastri, con χ (C,Cf ) il twist del nastro.
Adesso possiamo occuparci di 〈W (L)〉, dove W (L) è l'operatore di Wilson per un generico link
fremato L
W (L) = ei2piq1
¸
C1
A
e
i2piq2
¸
C2
A
. . . . . . ei2piqn
¸
Cn
A. (106)
Per ﬁssare le idee possiamo considerare un link di due sole componenti L = C1
⋃
C2. Questo
non cambierà la sostanza dei calcoli e la generalizzazione ad un link qualunque sarà immediatà.
Sviluppando ciascun esponenziale dell'espressione (106), ed applicando la procedura di framing (95)
a ciascun termine, ci ritroveremo a dover eﬀettuare contrazioni del tipo
〈(˛
C1
A+
˛
C2
A
)n
fremato
〉
. (107)
Nel valore d'aspettazione (107) sono presenti sia le contrazioni di Wick da integrarsi sullo stesso
percorso (C1 o C2), sia quelle da integrarsi su C1 e C2 date dai prodotti misti. La combinatoria è la
medesima già vista nella (102) salvo un fattore 2 nelle contrazioni miste. Alla ﬁne, il risultato può
essere risommato come nell'espressione (105), ed otteniamo
〈
W
(
C1
⋃
C2
)〉
= e−i(
pi
2k )[q
2
1χ(C1,C1f)+q22χ(C2,C2f)+2q1q2χ(C1,C2)]. (108)
Per un link generico L troviamo all'esponente di 〈W (L)〉 tutte le possibili combinazioni di χ (Ci, Cjf )
con i, j = 1, 2, . . . , n. In maniera compatta possiamo scrivere [7]:
〈W (L)〉 = e
−i( pi2k )
∑
i
∑
j
qiLijqj
(109)
dove Lij è la matrice di allacciamento, ed è deﬁnita da
29
L =

χ (C1, C1f ) χ (C1, C2) · · · χ (C1, Cn)
χ (C1, C2) χ (C2, C2f )
...
...
. . .
...
χ (C1, Cn) · · · · · · χ (Cn, Cnf )
 . (110)
La covarianza generale della soluzione esatta (109) è manifesta, e la matrice (110) contiene elementi
fuori diagonale indipendenti dalla scelta del framing (infatti χ (Cif , Cjf ) = χ (Ci, Cj) se i 6= j).
In altre parole, il valore di aspettazione 〈W (L)〉 non è banale e dà come risultato un invariante
topologico tipico della teoria dei nodi fremati.
Se consideriamo, al posto di R3, la sfera S3 il risultato ﬁnale è dato ancora dall'espressione (109).
Questo può essere intuito con questo ragionamento. Lo spazio R3 è omeomorfo ad S3 meno un
punto: R3 ∼ S3 − {∞}. D'altra parte, le proprietà topologiche dei nodi sono le stesse sia in
S3 − {∞} che in S3 visto che è sempre possibile sciogliere un nodo da un punto. Alla ﬁne, visto
che le proprietà topologiche dei nodi in S3 ed R3 sono le stesse segue [7]
〈W (L)〉R3 = 〈W (L)〉S3 , (111)
in quanto 〈W (L)〉 dipende dalle sole proprietà topologiche di L. L'espressione (111), lo vedremo,
permetterà di implementare la chirurgia per il calcolo dei valori di aspettazione in qualsiasi varietà
M (chiusa, orientabile e connessa).
3.7 Calcolo delle Osservabili II
Con considerazioni di natura topologica, si è visto che vale 〈W (L)〉S3 = 〈W (L)〉R3 . Se volessimo
calcolare esplicitamente 〈W (L)〉S3 , una possibilità potrebbe essere quella di ripetere la procedura di
BRS in S3. In generale, visto che lo spazio S3 è chiuso, non ci aspettiamo di ritrovare gli stessi valori
dei propagatori determinati in R3. Questo suggerisce che possa esistere una qualche sempliﬁcazione
nei calcoli.
In eﬀetti, la procedura di gauge-ﬁxing, calcolo dei propagatori, e approccio perturbativo non sono
indispensabili per il cacolo di 〈W (L)〉. Dimostriamolo.
L'integrale di una 1-forma A lungo un nodo orientato C ⊂ S3 può essere riscritta come
˛
C
A =
ˆ
S3
A ∧ JC , (112)
dove la corrente JC è una 2-forma distribuzionale con supporto su C. In S3, ogni nodo C può
essere visto come il bordo di una superﬁcie di Seifert ΣC , per cui la corrente JC è una forma esatta
JC = dηC . Alla ﬁne, possiamo riscrivere l'operatore di Wilson come
W (C) = ei2piq
´
S3 A∧dηC , (113)
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Figura 14: Rappresentazione locale di un nodo C. Da [12].
dove la 1-forma ηC ha supporto su ΣC . Come esempio, possiamo considerare l'unknot C mostrato
in ﬁgura (14). La 1 forma ηC ha supporto sulla superﬁcie di Seifert ΣC , e localmente è data da
ηC = δ (z) θ (−x) dz, (114)
dove (x, y, z) sono le coordinate locali. Dato che JC = δ (z) δ (x) dz ∧ dx, l'integrale di volume´
A ∧ JC coicide proprio con l'integrale di linea calcolato sulla relativa porzione di nodo.
Se siamo interessanti ad un link L = {C1, . . . , Cn} la generalizzazione è immediata; possiamo deﬁnire
infatti
ηL =
n∑
i
qiηi, (115)
dove qi, ηi sono rispettivamente colore e 1-forma associate alla componente i-esima del link. Alla
ﬁne
W (L) = ei2pi
´
S3 A∧dηL . (116)
Il loop di Wilson, in questa forma, ha un aspetto familiare e coincide con il termine di sorgente
utilizzato per deﬁnire il funzionale generatore (56). Il funzionale G [η], lo abbiamo visto, non
necessita di una procedura di gauge ﬁxing per essere calcolato. Sostituendo η → 2piηL nella soluzione
generale (61) troviamo subito
〈W (L)〉S3 = e−i(
pi
2k )
´
S3 ηL∧dηL . (117)
Il risultato (117) coincide con la soluzione (109) determinata in R3. Vale infatti [19]
ˆ
S3
ηi ∧ dηj =
ˆ
S3
ηj ∧ dηi = χ (Ci, Cj) i 6= j, (118)
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in quanto ηi∧dηj è una 3-forma di intersezione e conta quante volte il nodo C2 interseca la superﬁcie
di Seifert ΣC1 . Naturalmente, l'espressione (117) continua ad essere valida anche in R3, in quanto
ogni nodo è ancora il bordo di una superﬁcie di Seifert.
Può essere utile vedere più in dettaglio l'integrale
´
ηi ∧ dηj , e veriﬁcare che eﬀettivamente dà lo
stesso risultato dell'integrale di Gauss. Per fare questo consideriamo due nodi C1, C2 ⊂ S3 e le
rispettive 1-forme distribuzionali ηC1 , ηC2 . Sfruttando la proprietà (112) otteniamo subito:
ˆ
S3
ηC1 ∧ dηC2 =
˛
C2
ηC1 . (119)
La 1-forma ηC1 ha supporto sulla superﬁcie di Seifert ΣC1 con bordo ∂ΣC1 = C1. In modo simile
a quanto visto per l'espressione locale (114), la 1-forma distribuzionale ηC1 è una delta di Dirac
concentrata sulla superﬁcie ΣC1 . Se C2 non interseca mai ΣC1 , l'integrale (119) è nullo in quanto
l'integrando è zero sul dominio d'integrazione. Viceversa, se C2 interseca la superﬁcie ΣC1 , ciascun
punto pi ∈ C2
⋂
ΣC1 contribuisce all'integrale
¸
C2
ηC1 a causa della delta di Dirac deﬁnita su ΣC1 .
Poichè C2 e ΣC1 sono rispettivamente nodi e superﬁci orientate, intersezioni entranti/uscenti hanno
segni opposti. In altre parole:
˛
C2
ηC1 =
∑
pi
 (pi) , (120)
dove  (pi) = ±1 dipende da come ﬁssiamo le orientazioni di C1 e C2. La somma nell'espressione
(120) coincide con il numero di allacciamento χ (C1, C2), per cui l'integrale
´
ηC1 ∧dηC2 dà lo stesso
valore dell'integrale di Gauss, ed ha la giusta normalizzazione. Si noti, tuttavia, come integrale
di Gauss e forma d'intersezione (118) siano integrali diﬀerenti. In eﬀetti, nell'integrale di Gauss,
il numero di allacciamento viene ottenuto come limite di opportuni angoli solidi, e contribuiscono
all'integrale tutti i punti di Cj e ΣCi (o viceversa) esclusi quelli p ∈ Ci
⋂
ΣCj . Nell'integrale (118),
invece, soltanto i punti p ∈ Ci
⋂
ΣCj contribuiscono all'integrazione; in altre parole non è possibile
riscrivere
´
ηi ∧ dηj come un integrale di Gauss.
Torniamo all'espressione (117). Utilizzando il risultato (118), e tenendo conto che i termini
´
ηi∧dηi
necessiatano una procedura di framing per essere deﬁniti otteniamo subito:
〈W (L)〉S3 = exp
−i(2pi
4k
)∑
i
∑
j
qiLijqj
 , (121)
che coincide con il risultato noto. Il coeﬃciente pi/2k è stato sostituito con 2pi/4k per mettere in
evidenza le proprietà di periodicità che analizzeremo più avanti. Vediamo, inﬁne, come la curvatura
non si annulli in presenza di un link. L'equazione del moto in presenza di un nodo C diventa
γνρFνρ (x) = − q
k
γαβ∂αη
C
β . (122)
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Poiché la 2-forma dηC = ∂βηαCdxβ ∧ dxα è concentrata sul nodo C, la curvatura sul nodo non è
nulla. Questo ricorda l'eﬀetto di AB, dove la curvatura è nulla ovunque tranne una porzione di
spazio dove non possono accedere gli elettroni. Allo stesso modo, nella teoria di CS, la curvatura
è concentrata sul link L e le componenti non possono intersecarsi. Per questo motivo i valori di
aspettazione sono invarianti sotto isotopia ambiente ma non sotto omotopia. Una trasformazione
di omotopia, infatti, può deformare i nodi intersecandone le componenti.
3.8 Proprietà delle Osservabili
Riassumiamo brevemente i risultati del capitolo precedente. Le proprietà topologiche dei link in R3
e S3 coincidono, ed il valore di aspettazione per il generico loop di Wilson W (L) è dato da:
〈W (L)〉R3 = 〈W (L)〉S3 = exp
−i(2pi
4k
)∑
i
∑
j
qiLijqj
 . (123)
Gli elementi fuori diagonale della matrice L sono associati al link L, e coincidono con il numero di
avvolgimenti tra le diverse componenti {C1, . . . , Cn} del link:
Lij = χ (Ci, Cj) = χ (Cj , Ci) , per i 6= j. (124)
Gli elementi diagonali Lii coincidono con il numero di avvolgimenti della componente Ci con il
proprio framing:
Lii = χ (Ci, Cif ) = χ (Cif , Ci) . (125)
La matrice L è un invariante topologico del link fremato L; infatti ciascun elemento χ (Ci, Cj) è un
invariante di isotopia ambiente anche per i = j. Alla ﬁne, 〈W (L)〉 non dipende dalle deformazioni
continue di L. Come si è visto nel capitolo (2) è sempre possibile descrivere un link fremato mediante
diagrammi nell'ambito dell'isotopia regolare. Questo equivale a rimpiazzare ciascuna componente
fremata Ci di L con un nastro, che possiamo denotare col medesimo simbolo Ci. In questo modo
〈W (L)〉 è invariante sotto isotopia ambiente del link di nastri L, mentre χ (Ci, Ci) coicide con il
twist del nastro i−esimo.
Analizziamo alcune simmetrie di 〈W (L)〉. Assumiamo che la generica componente Cj del link L
abbia colore |qj | > 1. Dall'espressione (123) segue che se a Cj sostituiamo |qj | componenti parallele{
C˜1j , . . . , C˜
qj
j
}
con colore q = 1 ciascuna, il valore di aspettazione 〈W (L)〉 non cambia. In generale,
ogni componente Ci con colore |qi| > 1 può essere rimpiazzata con una unione di |qi| copie parallele.
Possiamo indicare con L˜ il link così modiﬁcato. Alla ﬁne
〈W (L)〉 =
〈
W
(
L˜
)〉
. (126)
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Figura 15: Somma dei nodi C1, C2. Da [10].
Il link L˜ è chiamato satellite simpliciale di L.
Consideriamo adesso la somma di due nodi. Siano C1, C2 due componenti del link L con lo stesso
colore q. Agendo come mostrato in ﬁgura (15) otteniamo il nodo C1#C2 (con colore q), che possiamo
deﬁnire come la somma di C1 e C2. In generale C1 e C2 possono essere legati tra loro in modo
non banale, ma la loro somma risulta sempre ben deﬁnita. In particolare, se Cj è una qualsiasi
componente di L (con j 6= 1, 2) il numero di avvolgimento soddisfa:
χ (C1#C2, Cj) = χ (C1, Cj) + χ (C2, Cj) . (127)
Il framing (C1#C2)f del nodo C1#C2 è deﬁnito come la somma dei framing C1f#C2f . Dalla
relazione (127) si ottiene
χ
(
(C1#C2)f , C1#C2
)
= χ (C1f , C1) + χ (C2f , C2) + 2χ (C2, C1) . (128)
Nel valore di aspettazione (123), i nodi C1, C2 entrano nel termine
χ (C1, C1f ) + χ (C2, C2f ) + 2χ (C1, C2) + 2
n∑
j=3
[χ (C1, Cj) + χ (C2, Cj)] , (129)
per cui confrontando con le espressioni (127) e (128) si ottiene
〈W (C1, C2, . . . , Cn)〉S3 = 〈W (C1#C2, . . . , Cn)〉S3 . (130)
In generale è possibile sommare a due a due tutte le componenti di L con lo stesso colore. Questa
proprietà può essere combinata con la (126). Se sostituiamo ad L il suo satellite simpliciale L˜,
tutte le componenti avranno lo stesso colore (qi = 1 ∀i). In questo modo è possibile sommare tutte
le componenti di L˜ sino ad ottenere un singolo nodo L#. Il risultato ﬁnale L# dipende da come
scegliamo di sommare le varie componenti, ed in ogni caso vale
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〈W (L)〉S3 =
〈
W
(
L˜
)〉
S3
=
〈
W
(
L#
)〉
S3
∀L ⊂ S3. (131)
Alla ﬁne, qualsiasi sia il link colorato di partenza L, è sempre possibile sostituirlo con un singolo nodo
equivalente L# con colore q = 1, ed il risultato 〈W (L)〉 non cambia. Vale infatti per costruzione:
∑
i
∑
j
qiLijqj = χ
(
L#,L#f
)
. (132)
Analizziamo un'ultima simmetria dei valori di aspettazone. La matrice di allacciamento Lij assume
valori interi, per cui il risultato (123) è invariante sotto una trasformazione qj → qj + 2k. Se
la costante k è intera, lo spazio dei colori può essere identiﬁcato con Z2k e il numero di colori
distinguibili è 2k; in altre parole ogni operatore di Wilson è caratterizzato da un colore che appartiene
a Z2k. D'ora in avanti richiediamo che k sia intero:
k ∈ Z− {0} d′ora in avanti. (133)
Naturalmente, la condizione (133) non è vincolante per il calcolo dei valori d'aspettazione in R3 o
S3. Viceversa sarà cruciale per l'estensione della teoria a diﬀerenti 3-varietàM.
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Figura 16: Esempio di nodo chirurgico. La varietà associata èM = S2 × S1.
4 Chirurgia su 3-Varietà M
4.1 Chirurgia di Dehn in S3
Una n-varietàM è uno spazio topologico a n dimensioni in cui ciascun punto x ∈M ha un intorno
omeomorfo allo spazio euclideo n-dimensionale. Se ogni successione di Cauchy inM è convergente,
la varietà si dice compatta. D'ora in avanti saremo interessati principalmente a varietà compatte e
prive di bordo (∂M = Ø); varietà di questo tipo sono dette chiuse.
In generale, ogni varietàM può essere vista come come unione di un certo numero di componenti
incollate tra loro identiﬁcando i bordi in modo opportuno. Fissate le componenti, ed incollando
quest'ultime in modo diﬀerente si possono ottenere varietà diﬀerenti: M, M′. . .ecc. L'insieme
delle tecniche che permettono di ottenere le une dalle altre prendono il nome di chirurgia. In questo
capitolo, ci occupperemo di un particolare esempio di chirurgia su 3-varietà, introdotta da M. Dehn,
che permette di ottenere qualsiasi 3-varietà chiusa, connessa ed orientata a partire dalla sfera S3.
Dato un nodo Z ⊂ S 3, la chirurgia di Dehn consiste in tre punti fondamentali [11]:
1. rimuovere l'interno
◦
N di un intorno tubolare N del nodo Z da S 3;
2. considerare S 3 −
◦
N ed N come spazi separati, dove i bordi (distinti) ∂
(
S 3 −
◦
N
)
e ∂N sono
tori;
3. incollare S 3 −
◦
N e N identiﬁcando i punti dei loro bordi ∂N , ∂
(
S3 −
◦
N
)
tramite un omeo-
morﬁsmo h : ∂N → ∂
(
S 3 −
◦
N
)
.
Il nodo Z , e l'omeomorﬁsmo h speciﬁcano completamente le istruzioni di chirurgia, e la 3-varietà
risultante può essere indicata con:
M =
(
S3 −
◦
N
)⋃
h
N. (134)
In generale, ogni 3-varietà chiusa, orientabile e connessa ammette una descrizione in termini di
chirurgia di Dehn a partire da S3 [11].
36
Figura 17: Esempio di prima mossa di Rolfsen. Da [11].
L'omeomorﬁsmo h manda un meridiano µ di N , in una curva (nodo torico) h (µ), la cui classe di
omotopia [h] ∈ pi1 (∂N) è data da:
[h (µ)] = a · [µ] + b · [λ], (135)
dove, al solito, i generatori µ e λ sono rispettivamente meridiano e longitudine nella base di Rolfesen
in ∂N . La varietà risultante, ﬁssato il nodo Z , dipende (a meno di omeomorﬁsmi) soltanto dalla
classe di omotopia [h (µ)]. Come si è visto, i coeﬃcienti interi a, b devono essere primi tra loro; per
questo motivo possiamo considerare unicamente il rapporto
r =
a
b
, (136)
che prende il nome di coeﬃciente di chirurgia. Se b = 0, essendo h un omeomorﬁsmo, abbiamo
necessariamente a = ±1, ed il coeﬃciente di chirurgia viene denotato con r =∞. Se r = ∞, h (µ)
è uguale (a meno di isotopia ambiente) al meridiano stesso, e la varietàM deﬁnita dall'espressione
(134) coincide con quella di partenza, ossia5 S3. Per questo motivo, un nodo Z di chirurgia con
coeﬃciente ∞ corrisponde all'identità.
In generale, possiamo tagliare ed incollare un certo numero di tori solidi in S 3; questo corrisponde
ad un link di chirurgia Ls ⊂ S 3, dove a ciascuna componente {Li} è associato un proprio coeﬃciente
ri. Per fare un esempio concreto possiamo considerare la 3-varietà S2 × S1. In questo caso, la
presentazione di chirurgia è data semplicemente da un unknot con coeﬃciente di chirurgia 0, come
mostrato in ﬁgura (16). Altri esempi di 3-varietà costruite chirurgicamente sono mostrati nel
dettaglio in appendice (8.1).
A link di chirurgia diﬀerenti non necessariamente corrispondono varietà diﬀerenti; in generale due
varietà sono omeomorfe se e solo se i rispettivi link di chirurgia sono legati tra loro da una sequenza
ﬁnita di mosse di Rolfsen [11]. La prima mossa, rappresentata in ﬁgura (17), è la seguente:
 Se L è un link di chirurgia, a questo possiamo togliere (o aggiungere) componenti con coeﬃ-
ciente di chirurgia r =∞.
5Se h (µ) manda meridiani in meridiani, h è equivalente all'identità, e lo spazio risultante è tutto S3.
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Figura 18: Esempio di seconda mossa di Rolfsen. Da [11].
Questa mossa è intuitiva; ogni componente con r =∞, infatti, corrisponde all'identità e può essere
aggiunta o tolta. Le mosse di Rolfsen di secondo tipo sono più complesse, e coinvolgono opportuni
twist. Siano (Ls, r) = {L1, r1, . . .Lm, rm} delle istruzioni di chirurgia con L1 = U . Le componenti
Li con i 6= 1, vivono nel toro solido complemento di L1, che possiamo denotare con ν1 = S1 ×D2.
Se consideriamo un twist meridiano di ν1 τ± : Li → L′i (come mostrato in ﬁgura (18)), soltanto le
componenti i 6= 1 saranno modiﬁcate. D'altra parte, cambieranno pure i coeﬃcienti di chirurgia di
tutte le componenti, L1 compresa. Concentriamoci sulla componente L1. Utilizzando l'espressione
(26) vediamo che un twist meridiano modiﬁca la classe di omotopia come:
τ± : [L1] = b · [λ] + a · [µ]→ (b ± a) · [λ] + a · [µ], (137)
dove abbiamo usato il fatto che un twist meridiano su ν1 equivale ad un twist longitudinale in un
intorno tubolare di L1. Il coeﬃciente di chirurgia r1, diventa perciò:
τ± : r1 =
a
b
→ r ′1 =
a
b ± a =
1
1
r1
± 1 . (138)
Per quanto riguarda le componenti i 6= 1, i nuovi coeﬃcienti di chirurgia, dipendono da come queste
ultime sono disposte in ν1. Si può dimostrare [11] che i nuovi coeﬃcienti ri dipendono unicamente
da |χ (L1,Li)|; esplicitamente:
τ± : ri → r ′i = ri ± |χ (L1,Li)|2 . (139)
Utilizzando le notazioni appena deﬁnite, possiamo introdurre le mosse di Rolfsen di secondo tipo:
 Se (U, r1, . . . ,Lm, rm) sono delle istruzioni di chirurgia, è possibile twistare il complemento di
U ed assegnare nuovi coeﬃcienti di chirurgia, dati dalle espressioni (138) e (139).
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Figura 19: Due esempi di nodi inM = S2 × S1.
Poiché tutte le presentazioni di chirurgia che diﬀeriscono le une dalle altre per una serie ﬁnita
di mosse di Rolfsen sono relative a varietà omeomorfe, possiamo chiederci se esiste una qualche
forma canonica di presentazione. La risposta è aﬀermativa ed è inclusa nell'enunciato del teorema
fondamentale [11, 20]:
 Teorema Fondamentale di Lickorish. Ogni 3-varietàM chiusa, orientabile, e connessa può
essere ottenuta mediante chirurgia in S3. È sempre possibile, inoltre, trovare una presentazione
di chirurgia in cui tutti i coeﬃcienti di chirurgia sono ±1, e ciascuna componente del link di
chirurgia è un unknot.
4.2 Chirurgia Elementare e Link Reali in M
Il teorema di Lickorish garantisce che qualsiasi varietàM (chiusa, connessa, orientabile), può essere
ottenuta da una opportuna combinazione di operazioni chirurgiche elementari. Queste operazioni,
che sono descritte dagli unknot U in S3 con coeﬃciente di chirurgia ±1, possiamo denotarle con
S+ = {U,+1}, S− = {U,−1}. L'eﬀetto prodotto da ciascuna operazione è noto, e può essere
determinato direttamente dalle mosse di Rolfsen. Per fare questo consideriamo un generico link di
chirurgia Ls ridotto, tramite mosse di Rolfsen, alla forma canonica di Lickorish. Focalizziamci su
la generica i-esima componente Si+ =
{
U i,+1
} (
Si− =
{
U i,−1}), ed eseguiamo un twist levogiro
(destrogiro) nel rispettivo toro solido νi complemento di U i. Dall'espressione (138), vediamo che il
nuovo coeﬃciente di chirurgia diventa ri ⇒∞, e la componente può essere rimossa. In conclusione,
l'operazione chirurgica elementare può essere così riassunta:
 L'operazione chirurgica elementare S+ (S−) associata all'unknot U è equivalente a quella di
un twist meridiano levogiro (destrogiro) del toro solido complemento di U in S3.
Oltre alla forma canonica di Lickorish, siamo interessati ad un'altra presentazione, detta onesta.
Nella presentazione onesta tutti i coeﬃcienti di chirurgia {ri} sono interi, mentre le componenti
{Li} non sono necessariamente unknot. Questo tipo di presentazione è possibile per ogni varietà
M , ed è particolarmente utile in diverse circostanze [11]. Vediamone il motivo.
Se i coeﬃcienti di chirurgia sono degli interi, questi speciﬁcano una longitudine in ogni intorno
tubolare che ha numero di allacciamento pari all'intero in questione. Per deﬁnizione una longitu-
dine è un framing, quindi possiamo reinterpretare un link di chirurgia come un link con framing.
L'analogo delle mosse di Rolfsen, nella presentazione onesta, è rappresentato dalle mosse di Kirby.
Le mosse di Kirby sono un sottoinsieme di mosse di Rolfsen, e si applicano soltanto quando i nuovi
coeﬃcienti (138) sono interi. In altre parole connettono solo presentazioni oneste. Dato che
i coeﬃcienti iniziali sono interi per ipotesi, l'unica possibilità è rappresentata dal togliere tramite
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opportuni twist componenti unknot con coeﬃcienti di chirurgia (o framing) ±1. Alla ﬁne, dato che
ciascuna varietàM ammette una presentazione onesta, due varietà saranno omeomorfe se e solo
se le relative presentazioni oneste sono legate da una sequenza ﬁnita di mosse di Kirby [11].
La presentazione onesta è comoda perché è possibile trattare i link di chirurgia come link dotati di
framing.
A questo punto è necessario speciﬁcare come rappresentare un link reale fremato L ⊂M usando la
chirurgia di Dehn. Se L ⊂M, questo può essere rappresentato da un link L′ ⊂ S3 dato dall'unione
di due link: L′ = L0
⋃Ls, dove Ls è un link di chirurgia associato ad M, mentre L0 vive nel
complemento di Ls ed è equivalente (sotto isotopia ambiente) ad L inM. In altre parole, il modo
in cui L0 è legato a Ls mostra come, eﬀettivamente, L è disposto inM. Al solito, dato che L′ ⊂ S3
possiamo speciﬁcarlo tramite diagramma, che si ottiene proiettando L′ su di un piano, avendo cura
di distinguere sopra e sotto negli incroci.
Per ﬁssare le idee è utile mostrare un esempio concreto. Consideriamo un nodo reale U deﬁnito
in M = S1 × S2. Lo spazio M = S1 × S2 (vedi appendice (8.1)), può essere rappresentato da
un unknot di chirurgia (Us), con coeﬃciente di chirurgia r = 0 . Se U è un unknot in S1 × S2,
questo è rappresentabile per mezzo di due unknot {U,Us} in S3 disgiunti tra loro. Questo nodo
è mostrato in ﬁgura (19). L'unknot reale U , dal punto di vista dell'omotopia è banale, infatti
la mappa U : S1 → S1 × S2 è contraibile per omotopia ad un punto. Sempre in ﬁgura (19),
abbiamo rappresentato un altro nodo C ⊂ S1 × S2 ; in questo caso C non è un unknot poiché non
è omotopicamente contraibile ad un punto.
Sappiamo che un link L non è invariate sotto generici omeomorﬁsmi, mentre la chirurgia provvede
a descrivere 3-varietà a meno di omeomorﬁsmi. Può sorgere il dubbio che i link L inM, descritti
tramite chirurgia, conducano a qualche sorta di ambiguità. Fortunatamente, rappresentando i link
fremati in questo modo, non sorge nessuna ambiguità, e possiamo dimostrarlo come segue. Una
varietà M risulta completamente speciﬁcata dal link di chirurgia Ls, e dalle classi di omotopia
[hi (µ)] = (ai, bi) degli omeomorﬁsmi associati a ciascuna componente di Ls. Consideriamo, quindi,
dei nuovi omeomorﬁsmi h
′
i, caratterizzati dalla medesima classe di omotopia di hi:
[
h
′
i (µ)
]
= (ai, bi).
L'auto-omeomorﬁsmo τi su ∂Ni, deﬁnito da τi = h
−1
i · h
′
i, manda, per costruzione, meridiani in
meridiani; per questo motivo τi non può esser altro che un twist meridiano su ∂Ni, e quindi su Ni.
Il link fremato L, in generale, è rappresentato da L0 ⊂
(
S3 −∑i ◦Ni), per cui non viene modiﬁcato
(a meno di isotopia ambiente) da τi.
4.3 Chirugia e Teoria di Chern-Simons
Siamo interessati ad estendere la teoria di CS ad una generica 3-varietà M chiusa ed orientata.
L'approccio classico consiste nel deﬁnire i campi, l'azione, e l'integrazione funzionale (o gli operatori
campo) suM. In generale, questo metodo è valido per ogni teoria di campo.
Dato che la teoria di CS in S3 è topologica, è del tutto naturale richiedere che questa proprietà
venga mantenuta anche inM. Vogliamo inoltre concentrarci sui valori di aspettazione dei loop di
Wilson W (L), dove L è un link fremato deﬁnito inM. Se richiediamo che siano soddisfatte queste
proprietà, possiamo anche fare a meno di speciﬁcare i campi e l'azione. Esistono diversi elementi
che suggeriscono questa possibilità.
La chirurgia di Dehn permette di ottenere qualsiasi varietàM (chiusa ed orientata) rimuovendo ed
incollando un certo numero di tori solidi. Alla ﬁne, la descrizione diM si riduce ad un'applicazione
delle teoria dei nodi in S3. D'altra parte, la teoria di CS la sappiamo risolvere esattamente in
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S3, ed i valori di aspettazione coicidono con invarianti di isotopia ambiente tipici della teoria dei
nodi. Questo aspetto indica che sia suﬃciente determinare le relazioni che devono sussistere tra le
istruzioni di chirurgia astratte e le relative regole nella teoria di campo. Vediamo nel dettaglio cosa
signiﬁca.
Per deﬁnizione, il valore di aspettazione 〈W (L)〉M, è dato da un certo integrale funzionale normal-
izzato:
〈W (L)〉M =
´
MDAe
iS[A]W (L)´
MDAe
iS[A]
, (140)
dove A sono i campi, mentre S [A] è l'azione di CS deﬁnita in M. Per ipotesi non vogliamo
considerare separatamente numeratore e denominatore dell'espressione (140), ma vogliamo limitarci
alle simmetrie di 〈W (L)〉M. Il punto fondamentale è che il valore di aspettazione (140) è un
invariante di isotopia ambiente del link fremato L, per cui possiamo deformare il link con continuità
senza modiﬁcare 〈W (L)〉M.
Dal punto di vista chirurgico, possiamo rappresentare lo stesso link L come L′ = L0
⋃Ls, dove Ls è
il link di chirurgia, mentre L0 è equivalente ad L inM. Sappiamo che non esiste una presentazione
unica; è possibile infatti eseguire una serie di mosse di Rolfsen (o Kirby) per determinare un'altra
presentazione della stessa varietà. Si è visto inoltre che queste stesse mosse non modiﬁcano il link
L0 (e quindi L) a meno di isotopia ambiente. Dato che tutte le presentazioni sono equivalenti, possi-
amo sfruttare il teorema fondamentale di Lickorish, e concentrarci su una presentazione contenente
soltanto operazioni chirurgiche elementari: S±. Ciascuna operazione elementare ha un signiﬁcato
preciso, e consiste nel rimuovere da S3 un intorno tubolare di un unknot U e rincollarlo identiﬁcando
un meridiano con una longitudine che ha numero di avvolgimento ±1 rispetto ad U .
L'azione dell'operazione S± può essere intesa come un generatore di una trasformazione di simmetria,
ed è data da un twist τ∓ del toro solido complemento di U in S3. Dato che S± connette S3 con
S3, e dato che la teoria di CS è nota in S3, è suﬃciente determinare come agiscono le operazioni
fondamentali sui valori di aspettazione in S3. In questo modo è possibile determinare 〈W (L)〉M
mediante un calcolo in S3.
4.4 Operatori di Chirurgia
Dato che è sempre possibile ricordurci ad una presentazione canonica, limitiamoci per il momento
alle operazioni chirurgiche elementari S±. Sappiamo che S+ (S−) può essere interpretato come un
generatore elementare di twist τ− (τ+) sul toro solido complemento di U in S3. Sia L un link fremato
nel complemento di U in S3, ed indichiamo l'azione delle operazioni elementari nel seguente modo:
S± : L → L(∓), (141)
dove L(∓) è il risultanto di un twist levogiro (−) o destrogiro (+) su L ⊂ S3 − U . In generale,
sotto S±, pure i valori di aspettazione delle osservabili di CS in S3 vengono modiﬁcati, in quanto
L 6= L(∓). Si ha quindi:
S± : 〈W (L)〉S3 →
〈
W
(
L(∓)
)〉
S3
. (142)
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Vogliamo introdurre delle grandezze Sˆ± che rappresentino, nella teoria di CS, gli operatori el-
ementari di chirurgia S±, e che agiscano come mostrato dall'espressione (142). Per fare questo è
necessario prestare attenzione, e ricordare che il valore di aspettazione 〈W (L)〉S3 , è opportunamente
normalizzato come:
〈W (L)〉S3 =
´
DAeiS[A]W (L)´
DAeiS[A]
. (143)
Gli operatori Sˆ± sono associati ai generatori di twist, per cui modiﬁcano entrambi gli integrali
funzionali compresa la normalizzazione. Per deﬁnizione si ha
〈
W
(
L(∓)
)〉
S3
=
´
DAeiS[A]W (L) Sˆ±´
DAeiS[A]Sˆ±
=
´
DAeiS[A]W (L) Sˆ±/
´
DAeiS[A]´
DAeiS[A]Sˆ±/
´
DAeiS[A]
, (144)
da cui:
〈
W
(
L(∓)
)〉
S3
=
〈
W (L) Sˆ±
〉
S3〈
Sˆ±
〉
S3
. (145)
Il signiﬁcato del denominatore dell'espressione (145) è quello di una grandezza completamente
indipendente dal link fremato L. Questa grandezza, come vedremo, è legata alla varietà.
Gli operatori Sˆ± sono associati ai link elementari di chirurgia; nel nostro caso gli unknot. Dato che
i nuovi valori di aspettazione coincidono con
〈
W
(L(∓))〉
S3
, gli operatori Sˆ± connettono osservabili
gauge-invarianti tra loro; per questo motivo devono essere essi stessi gauge invarianti. In altre parole
Sˆ± non possono essere altro che una opportuna combinazione di operatori di Wilson.
Nel paragrafo (3.8) si è visto che è possibile sostituire ad L un singolo nodo, detto equivalente.
Senza perdere in generalità, possiamo scegliere come nodo equivalente un unknot. Consideriamo
dunque:
W (L)→W (C, n) , (146)
dove C è il cuore del complemento di U , mentre n è il colore. Il framing del nodo C può essere
scelto arbitrariamente, e non entrerà nei successivi calcoli. Allo stesso modo, gli operatori Sˆ±
possono essere riscritti come un opportuna combinazione di operatori di Wilson. Se la costante k è
intera, i valori di aspettazione diventano periodici nel colore, ed è possibile riscrivere Sˆ± come una
somma ﬁnita:
Sˆ± =
2k−1∑
j=0
φ± (j)W (U, j) . (147)
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Consideriamo il valore di aspettazione
〈
W
(L(±))〉
S3
. Dalla soluzione generale (121), è facile vedere
che il valore di aspettazione associato a un link twistato può essere riscritto come:
〈
W
(
L(±)
)〉
S3
= q±n
2 〈W (C, n)〉S3 , (148)
dove si è deﬁnito q = exp (−i (2pi) /4k), e si è sfruttata la relazione (146). Dalla deﬁnizione (145)
otteniamo poi
〈
Sˆ∓
〉
S3
q±n2 〈W (C, n)〉S3
=
2k−1∑
j=0
φ∓ (j) 〈W (U, j)W (C, n)〉S3 ,
(149)
o equivalentemente
2k−1∑
j=0
φ± (j) 〈W (H (j, n))〉S3 =
〈
Sˆ±
〉
S3
q∓n
2 〈W (C, n)〉S3 , (150)
dove H (j, n) è l'Hopft link (H = U
⋃
C) con colore delle componenti j ed n. Dalla soluzione in S3
(121) troviamo poi:
〈W (H (j, n))〉S3 = qj
2χ(U,Uf)+2nj 〈W (C, n)〉S3 . (151)
Combinando tra loro le espressioni (150) e (151), otteniamo:
2k−1∑
j=0
φ± (j) qj
2χ(U,Uf)+2nj =
〈
Sˆ±
〉
S3
q∓n
2
. (152)
Come si è visto nel paragrafo precedente, è sempre possibile scegliere una presentazione di chirurgia
onesta. In questo tipo di presentazione, i coeﬃcienti di chirurgia sono interi, e deﬁniscono un
framing. Conviene scegliere6 come framing di U proprio il framing naturale, ossia:
χ (U,Uf ) = ±1. (153)
Con la scelta (153) l'espressione (152) diventa:
6Il risultato, tuttavia, non dipende da come ﬁssiamo il framing. La nostra è unicamente una scelta conveniente
per i calcoli.
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2k−1∑
j=0
φ± (j) q±j
2+2nj =
〈
Sˆ±
〉
S3
q∓n
2
. (154)
L'operatore Sˆ± è deﬁnito a meno di una costante Sˆ± ∼ c±Sˆ±. Il risultato ﬁnale 〈W (L(±))〉, infatti,
non dipende da questa costante in quanto nell'espressione (145) il numero c fattorizza. Grazie a
questa arbitrarietà, è possibile risolvere l'equazione (154) utilizzando la somma di Gauss
2k−1∑
j=0
exp
{
−
(
2pii
4k
)[±j2 + 2nj]} = e(∓)ipi4√2k exp{−(2pii
4k
)
(∓)n2
}
, (155)
da cui se ne deduce φ± (j) = 1/
√
2k. Utilizzando questo risultato nello sviluppo (147) troviamo
ﬁnalmente [7]:
Sˆ± =
1√
2k
2k−1∑
j=0
W (U, j) . (156)
Alla ﬁne, a meno di una costante moltiplicativa, l'operatore Sˆ± è dato semplicemente dalla somma
sui colori degli operatori di Wilson associati all'unkot. Con questa scelta di normalizzazione, si ha
inoltre [7]:
〈
Sˆ±
〉
S3
= e∓i
pi
4 . (157)
Sia Ls =
{
U1, . . . , Up; r1, . . . , rp
}
un link di chirurgia canonico che descrive la varietà M. Visto
che ciasun coeﬃciente ri è semplicemente ±1, è possibile riscrivere il link di chirurgia in modo
compatto: Ls =
{
S±1 , . . . , S
±
p
}
. Le istruzioni contenute in Ls sono note, e corrispondono a p twist
da eﬀettuarsi nei vari complementi degli unknot. Dato che sappiamo rappresentare nella teoria di
campo ciasuna operazione elementare S±, possiamo introdourre l'operatore Sˆ (Ls) che rappresenta
l'intera chirurgia. Esplicitamente:
Sˆ (Ls) =
p∏
i=1
Sˆ±i . (158)
Sia L ⊂ M il link fremato di cui vogliamo calcolare il valore di aspettazione. Dal punto di vista
chirugico questo nodo può essere descritto da L0, ed è deﬁnito nel complemento di Ls in S3. Come
si è visto, il link L0 rappresenta la classe di isotopia ambiente di L, per cui non ci sono ambiguità
ed è possibile utilizzare lo stesso simbolo L per indicarli entrambi.
Il valore di aspettazione 〈W (L)〉M rappresenta un invariante di isotopia ambiente del link L inM.
Questo stesso valore può essere calcolato in S3 utilizzando la chirurgia. Deﬁniamo dunque [7]:
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〈W (L)〉M =
〈
Sˆ (Ls)W (L)
〉
S3〈
Sˆ (Ls)
〉
S3
. (159)
La scelta (159) è consistente, per costruzione, con la naturale estensione della teoria di CS inM.
In eﬀetti, l'espressione (159) è stata costruita ad hoc per essere invariante sotto isotopia ambiente
del link L ⊂M, mentre l'eﬀetto del link di chirurgia Ls su L ⊂ S3 è mimato dall'operatore Sˆ (Ls)
che agisce direttamente su L ⊂ S3 all'interno dei valori di aspettazione in S3. Le simmetrie sono
così vincolanti che non ci sono ambiguità nel deﬁnire la soluzione combinatorica della teoria inM.
Alcune veriﬁche dirette sull'espressione (159) confermano una serie di proprietà attese. In primo
luogo, se M = S3 ritroviamo il risultato classico. In secondo luogo, se L appartiene ad una 3-
palla B ⊂ M, gli operatori Sˆ (Ls) non agiscono su L. Questo può essere veriﬁcato direttamente
notando che L è sempre rappresentabile come un link disgiunto dalle componenti chirurgiche. Dato
che L ed Ls sono disgiunti, il numeratore dell'espressione (159) fattorizza
〈
Sˆ (Ls)W (L)
〉
S3
=〈
Sˆ (Ls)
〉
S3
〈W (Ls)〉S3 , ed otteniamo:
〈W (L)〉M = 〈W (L)〉S3 , se L ⊂ B. (160)
La proprietà (160) è una caratteristica attesa, in quanto il link L è tutto deﬁnito in una 3-palla in
M, e dal punto di vista topologico è come se fosse deﬁnito in S3 o R3.
Spesso è più comodo rappresentare una varietà tramite una presentazione onesta, in cui i coeﬃcienti
di chirurgia ri sono degli interi, e ciascuna componente Lis di Ls non è necessariamente un unknot.
In questo caso, lo sviluppo generale (158), non è più valido in quanto contiene soltanto gli operatori
elementari Sˆ±. È conveniente introdurre un operatore di chirurgia deﬁnito per ogni presentazione
onesta. Con la scelta di framing deﬁnita dalla relazione χ
(
Lis,Lisf
)
= ri, che è l'analogo della
(153), l'operatore di chirurgia Sˆ (Lsi , ri) associato alla i-esima componente di Ls diventa [7]
Sˆ (Lsi , ri) =
1√
2k
2k−1∑
j=0
W (Lsi , j) , (161)
da cui
Sˆ (Ls) =
p∏
i=1
Sˆ (Lsi , ri) , (162)
doveW (Lsi , j) è l'operatore di Wilson associato alla componente i-esima con colore j. Naturalmente,
se la presentazione onesta è quella canonica, ritroviamo lo sviluppo (156). Per dimostrare che lo
sviluppo (161) è corretto, è suﬃciente mostrare che il valore d'aspettazione 〈W (L)〉M calcolato con
gli operatori (161) è invariante sotto mosse di Kirby. Veriﬁchiamolo.
Consideriamo una mossa elementare di Kirby. Sia Ls =
{
Us,L2s, . . . ,Lps
}
, dove Us è un unknot
con coeﬃciente di chirurgia r = ±1. Nel toro solido ν1 complemento di Us in S3 è deﬁnito sia il
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Figura 20: Nodo C non contraibile in S2 × S1.
link fremato L, che le rimanenti componenti L2s, . . . ,Lps di Ls. In accordo con le mosse di Kirby,
possiamo eliminare Us attraverso un twist τ∓ su ν1. L'eﬀetto del twist è quello di modiﬁcare
l'intero link (fremato e di chirurgia) deﬁnito in S3 − Us. In particolare, i framing delle componenti
chirurgiche vengono modiﬁcati secondo la relazione (139). D'altra parte, l'operatore (162) contiene
per ipotesi un termine elementare Sˆ±1 . Lasciando agire Sˆ
±
1 nel numeratore dell'espressione (159)
troviamo facilmente:
〈
Sˆ (Ls)W (L)
〉
S2
= e±i
pi
4
〈
Sˆ
(
L(±)s − {Us}
)
W
(
L(±)
)〉
S3
, (163)
dove L(±), L(±)s sono i link (reale e di chirurgia) dopo l'eﬀetto di un twist, mentre −{Us} signiﬁca
rimuovere la componente Us. Similmente, per il denominatore troviamo:
〈
Sˆ (Ls)
〉
S3
= e±i
pi
4
〈
Sˆ
(
L(±)s − {Us}
)〉
S3
. (164)
Le espressioni (163) e (164) mostrano che numeratore e denonominatore dell'espressione (159) non
sono separatamente invarianti sotto mosse di Kirby a causa della presenza della fase exp (∓ipi/4).
Tuttavia, queste fasi si cancellano tra numeratore e denominatore. Per questo motivo, il valore
d'aspettazione 〈W (L)〉M calcolato secondo l'espressione (159) è invariante sotto mosse di Kirby.
4.4.1 Esempi di Calcolo
Può essere utile vedere rapidamente qualche calcolo esplicito di valore d'aspettazione 〈W (L)〉M.
In generale, data la presentazione chirurgica del link L ⊂M il calcolo è comunque immediato. Un
semplice esempio è rappresentato in ﬁgura (20), dove è mostrato un nodo C (con colore c) non
contraibile in S2 × S1. Calcoliamo dunque 〈W (C)〉S2×S1 . Il primo passo consiste nello scrivere la
matrice di allacciamento totale associata a L⋃Ls. Si ha subito:
Ltot =
(
0 1
1 χ (C,Cf )
)
, (165)
dove abbiamo usato il fatto che il coeﬃciente di chirurgia è zero. Dai risultati noti in S3 (121),
dall'espressione (159), e dal valore (165) troviamo poi:
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Figura 21: Nodo C nella sfera di Poincaré P.
〈W (C)〉S2×S1 =
1√
2k
2k−1∑
j=0
e−i
2pi
4k [2jc+c
2χ(C,Cf)]
1√
2k
2k−1∑
j=0
1
=
1
2k
e−i
2pi
4k
c2χ(C,Cf)
2k−1∑
j=0
e−i
pi
k
cj . (166)
La somma nell'espressione (166) è una serie geometrica, e vale:
2k−1∑
j=0
e−i
pi
k
cj =
1− e−i2pic
1− e−ipik c =

0 se c 6= 0 (mod 2k) ,
2k se c = 0 (mod 2k) .
(167)
Alla ﬁne:
〈W (C)〉S2×S1 = 〈W (C)〉S3 δc,2kn n ∈ Z. (168)
A diﬀerenza dei valori di aspettazione in S3, quelli in S2 × S1 possono anche annullarsi.
Consideriamo un secondo esempio, e calcoliamo il valore di aspettazione di un nodo C deﬁnito nella
sfera di Poincaré. Una presentazione onesta della sfera P di Poincaré è data dal nodo trifoglio con
coeﬃciente di chirurgia r = +1. In ﬁgura (21) è mostrato il nodo C ⊂ P con colore c di cui vogliamo
calcolare il valore d'aspettazione 〈W (C)〉P . La matrice di allacciamento totale associata a L
⋃Ls
è data da:
Ltot =
(
1 1
1 χ (C,Cf )
)
. (169)
Dall'espressione (159), e dalla matrice (169) troviamo subito:
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〈W (C)〉P =
1√
2k
2k−1∑
j=0
e−i
2pi
4k [j
2+2jc+c2χ(C,Cf)]
1√
2k
2k−1∑
j=0
e−i
2pi
4k
j2
= e−i
2pi
4k [c
2(χ(C,Cf)−1)]
2k−1∑
j=0
e−i
2pi
4k
[j+c]2
2k−1∑
j=0
e−i
2pi
4k
j2
, (170)
da cui
〈W (C)〉P = e−i
2pi
4k [c
2(χ(C,Cf)−1)]. (171)
Il risultato (171) coincide con il valore di aspettazione di un nodo C ⊂ S3 con colore c e autoallac-
ciamento (χ (C,Cf )− 1).
La sfera di Poicaré è una sfera di omologia, ed il numero di autoallacciamento di un qulsiasi nodo C ⊂
P è sempre ben deﬁnito. Il numero di autoallacciamento χ (C,Cf ), che viene speciﬁcato attraverso
la presentazione di chirurgia, è deﬁnito in S3. Dato che l'azione di un qualsiasi link di chirurgia
può essere vista come un sequenza di twist, non ci aspettiamo che il numero di autoallacciamento
χP (C,Cf ) in P coincida con χ (C,Cf ). Per il nodo C ⊂ P in ﬁgura (21) si può dimostrare7 che
vale
χP (C,Cf ) = χ (C,Cf )− 1, (172)
per cui
〈W (C)〉P = e−i(
2pi
4k )c
2χP(C,Cf) (173)
L'espressione (173), in realtà, è valida in generale per qualsiasi nodo C ⊂ P. Allo stesso modo, se
L = {C1, . . . , Cn} ⊂ P è un link arbitrario si trova:
〈W (L)〉P = exp
−i(2pi
4k
)∑
i
∑
j
ciLPijcj
 , (174)
dove LPij = χP (Ci, Cjf ) è la matrice di allacciamento in P. Alla ﬁne, i valori di aspettazione in P
sono analoghi a quanto già visto in S3 ed R3. Nel capitolo (7), dedicato a calcoli ed esempi, sono
mostrati i valori di aspettazione in varietà più complicate.
7In appendice (8.2) sono date le istruzioni per calcolare (quando sono ben deﬁniti) i numeri di allacciamento nella
varietà.
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4.5 Invariante Abeliano di ReshetikhinTuraev
Se due presentazioni di chirurgia sono legate tra loro da una sequenza ﬁnita di mosse di Rolfsen,
queste descrivono varietà tra loro omeomorfe. Per questo motivo, due presentazioni di questo tipo
sono dette equivalenti. L'insieme di tutte le possibili istruzioni di chirurgia può essere decomposto
nelle classi di equivalenza, e una funzione deﬁnita su queste classi di equivalenza corrisponde ad
un invariante di 3-varietà. Una funzione di tali classi di equivalenza è semplicemente una funzione
delle istruzioni di chirurgia che è invariante per mosse di Rolfsen (oppure per mosse di Kirby se ci
limitiamo a presentazioni oneste).
Il valore di aspettazione 〈W (L)〉M, secondo la deﬁnizione (159), può essere calcolato in S3, ed è
deﬁnito sia sulle classi di equivalenza diM che su quelle di L (isotopia ambiente). Oltre ai valori di
aspettazione associati ai link, diventano interessanti anche gli invarianti associati alla sola varietà.
Un potenziale candidato a diventare invariante di M è rappresentato dal valore di aspettazione
dell'operatore di chirurgia:
〈
Sˆ (Ls)
〉
S3
. (175)
Consideriamo una presentazione onesta diM e veriﬁchiamo come si comporta la grandezza (175)
sotto mosse di Kirby. Al solito, supponiamo che una componente di Ls, ad esempio la prima, sia
un unknot Us con coeﬃciente r1 = ±1. Come si è visto nel paragafo precedente si ha
mossa di Kirby :
〈
Sˆ (Ls)
〉
S3
→ e∓ipi4
〈
Sˆ
(
L(∓)s − {Us}
)〉
S3
, (176)
per cui
〈
Sˆ (Ls)
〉
S3
non è invariante sotto Kirby a causa della fase exp (∓ipi/4). Per ripristinare
l'invarianza sotto Kirby risulta utile introdurre la segnatura σ (Ls) della matrice Lij = χ
(
Lsi ,Lsjf
)
,
che è deﬁnita come la diﬀerenza tra il numero di autovalori positivi e quelli negativi. Con una
veriﬁca diretta è possibile notare che vale [21]
σ
(
L(∓)s
)
= σ (Ls)± 1, (177)
per cui
I (M) = eipi σ(Ls)4
〈
Sˆ (Ls)
〉
S3
(178)
è invariante sotto mosse di Kirby per costruzione. A diﬀerenza dei valori di aspettazione 〈W (L)〉M,
l'invariante I (M) dipende soltanto dal link di chirurgia, e corrisponde ad un qualche invariante
dalla varietàM. Dalle deﬁnizioni (178), (161), e dal risultato (121), possiamo riscrivere I (M) in
forma esplicita come [7]:
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I (M) = (2k)−m2 eipi4 σ(Ls)
2k−1∑
q1=0
2k−1∑
q2=0
. . .
2k−1∑
qm=0
e
−i( 2pi4k )
m∑
ij=1
q1Lijqj
, (179)
dove m è il numero di componenti del link di chirurgia. La grandezza I (M) è chiamata invariante
abeliano di Reshetikhin-Turaev (RT ) [21]. Questo invariante è stato costruito mediante una com-
binazione di valori d'aspettazione della sfera S3 che è invariante sotto mosse di Rolfsen. In altre
parole I (M) non dipende dalla teoria di campo di CS. Anche i valori di aspettazione 〈W (L)〉M,
calcolati secondo l'espressione (159), sono stati determinati imponendo l'invarianza sotto mosse di
Rolfsen. Per questo motivo, possiamo indicare questo metodo combinatorico di calcolo dei valori
d'aspettazione come alla Reshetikhin-Turaev.
Nel loro articolo [23], H. Murakami, T. Oktsuki e M. Okada, mostrano le condizioni aﬃché due 3-
varietàM edM′ abbiano lo stesso invariante I (M) = I (M′). In particolare, seM edM′ hanno
lo stesso primo numero di Betti, ed una stessa opportuna forma quadratica, allora I (M) = I (M′).
Nel caso di spazi lenticolari M = La,b, si può dimostrare8 inoltre che il valore assoluto |I (La,b)|
dipende solo dal gruppo fondamentale pi1 (La,b).
Confrontando le espressioni (159) e (140) è naturale aspettarsi
´
MDAe
iS[A]W (L)´
MDAe
iS[A]
=
〈
Sˆ (Ls)W (L)
〉
S3〈
Sˆ (Ls)
〉
S3
. (180)
Osservando la relazione (180) è possibile intuire che I (M) possa essere ottenuto, a meno di coeﬃ-
cienti, direttamente mediante integrazione funzionale. Lo scopo del prossimi capitoli sarà quello di
deﬁnire, secondo l'approccio ﬁsico dell'integrale funzionale, la teoria di CS in M. Confronteremo
poi i risultati funzionali con quelli combinatorici di RT .
8Per la dimostrazione, si veda il capitolo (7).
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Figura 22: Un ﬁbrato non banale: il nastro di Möbius. Da [35].
5 Connessione su 3-Varietà M
5.1 Fibrato Principale
Vogliamo studiare la teoria di CS in M seguendo l'approccio tipico delle teorie di campo. Come
punto di partenza conviene discutere i campi della teoria; fatto ciò deﬁniremo l'azione e le regole
per l'integrazione funzionale. Questo è conveniente, in quanto i campi in M si diﬀerenziano sen-
sibilmente da quelli studiati in R3. Il motivo è legato all'invarianza di gauge; vogliamo che sia
mantenuta in M. In generale, i campi di una teoria di pura gauge in M sono rappresentati dalla
connessione di gauge A inM. Come vedremo, A non coincide aﬀatto con delle 1-forme diﬀerenziali
come in R3 (o S3).
Prima di descrivere la connessione di gauge in una 3-varietàM, è utile richiamare alcuni concetti
legati alla deﬁnizione di ﬁbrato e ﬁbrato principale [24].
Un ﬁbrato è uno spazio che localmente assomiglia ad un certo prodotto cartesiano, ma global-
mente può avere una struttura topologica più complessa. Consideriamo quindi la seguente funzione
continua e suriettiva tra spazi topologici
pi : E → B, (181)
dove B è detta base, mentre E spazio totale. Localmente, E è omeomorfo al prodotto cartesiano
U × F , dove U è un aperto di B, e l'equazione (181) assume la forma
pi : U × F → U. (182)
Per questo motivo la mappa pi è chiamata proiezione. Lo spazio F , inﬁne, è chiamato ﬁbra. Se
lo spazio totale coincide con il prodotto E = B × F ovunque, E è detto banale; in questo caso pi
proietta semplicemente sul primo fattore di E.
Per ﬁssare le idee, è utile considerare il classico esempio rappresentato dal nastro di Möbius (visibile
in ﬁgura (22)). La base è rappresentata da un cerchio unitario B = S1, mentre la ﬁbra dal segmento
F = [0, 1]. Un intorno Ip ∈ B del punto p ∈ B è dato da un arco. Localmente il nastro di Möbius
è dato proprio dal prodotto Ip × [0, 1]; tuttavia E 6= S1 × [0, 1] (non è infatti una corona circolare).
Questo è uno degli esempi più semplici di ﬁbrato non banale. Una deﬁnizione più precisa di ﬁbrato
è data da
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 Fibrato. Un ﬁbrato consiste in un insieme (E,B, pi, F ) dove E, B, F sono spazi topologici,
mentre pi : E → B è una funzione continua suriettiva che soddisfa la condizione di banalità
locale (182). lo spazio B è detto base, E spazio totale e F ﬁbra. Possiamo assumere che B sia
connesso. Per soddisfare la condizione di banalità locale è richiesto che per ogni punto x ∈ E
esista un intorno U ⊂ B di pi (x) tale che pi−1(U) sia omeomorfo al prodotto cartesiano U×F .
Per ipotesi sappiamo che esiste un omeomorﬁsmo, che possiamo indicare con φ, tale che
φ : pi−1 (U)→ U × F. (183)
Al variare dei possibili xi ∈ E, possiamo considerare i vari intorni Ui ∈ B di pi (xi). L'insieme
di tutti i set {Ui, φi} è detto banalizzazione locale del ﬁbrato. Alla struttura di ﬁbrato è possibile
aggiungere un gruppo topologicoG, ad esempio un gruppo di Lie. Possiamo immaginare cheG agisca
con continuità (azione di gruppo) sulla ﬁbra F da destra. Senza perdere in generalità assumiamo
che G agisca come un omeomorﬁsmo su F .
Il G-atlante del ﬁbrato (E,B, pi, F ) è dato dalla collezione {Ui, φi}, ed in ogni sovrapposizione
φiφ
−1
j :
(
Ui
⋂
Uj
)
× F →
(
Ui
⋂
Uj
)
× F, (184)
vale
φiφ
−1
j (x, ξ)→ (x, ξtij (x)) , (185)
dove tij : Ui
⋂
Uj → G è detta funzione di transizione. Il gruppo G è detto gruppo di struttura,
e corrisponde al gruppo di gauge in ﬁsica. Le funzioni di transizione soddisfano inoltre le seguenti
condizioni

tii (x) = 1
tij (x) = t
−1
ji (x)
tik (x) = tij (x) tjk (x)
(186)
Un ultima condizione riguarda le intersezioni triple Ui
⋂
Uj
⋂
Uk, dove le funzioni di transizione
devono soddisfare una condizione di cociclo tij (x) tjk (x) tki (x) = 1.
Deﬁniamo, adesso, il ﬁbrato principale
 Fibrato Principale. Un G-ﬁbrato principale, dove G denota un gruppo topologico, è un
ﬁbrato (E,B, pi, F ) con una azione di gruppo continua E × G → E agente sulle ﬁbre. Il
gruppo deve inoltre essere omeomorfo alle ﬁbre stesse F ' G.
Poiché F ' G, le orbite dell'azione del gruppo coincidono con le ﬁbre stesse, e il gruppo quoziente
E/G è omeomorfo allo spazio di base B. È da sottolineare, inﬁne, il fatto che non esiste un elemento
neutro canonico delle ﬁbre.
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5.2 Aspetti Generali della Connessione in M
Un ricoprimento di uno spazio topologico B è una famiglia U = {Ua} di sottoinsiemi di B tali che
B =
⋃
a Ua; se tutti i Ua sono aperti allora il ricoprimento è aperto. Un ricoprimento è localmente
ﬁnito se ogni p ∈ B ha un intorno U ⊆ B tale che U ⋂Ua 6= 0 solo per un numero ﬁnito di indici
a. Se il ricomprimento è aperto, localmente ﬁnito, e ciascun Ua è contraibilie, si parla di buon
ricoprimento.
Siamo interessati al caso in cui lo spazio topologico B è una 3-varietà chiusa ed orientata. Sia
quindiM la generica 3-varietà chiusa ed orientata dove vogliamo deﬁnire la teoria di CS. Il primo
passo consiste nel considerare un buon ricoprimento {Ua} diM. Ciascun sottoinsieme Ua può essere
immaginato come una palla, per cui l'azione di CS in Ua sappiamo come è deﬁnita. A livello globale,
invece,M può essere non banale.
Sia va = vaµ (x) dx
µ una 1-forma diﬀerenziale deﬁnita localmente in Ua; questa rappresenta la usuale
connessione di gauge della teoria di CS (deﬁnita in Ua). Dato che U è un buon ricoprimento, ciascuna
intersezione Ua
⋂Ub non nulla è ancora una palla. In queste intersezioni, le connessioni di gauge va,
vb potranno diﬀerire al massimo per la derivata esterna di una 0-forma. Questo è necessario aﬃnché
la curvatura sia ben deﬁnita; in altre parole si deve avere F a − F b = d (va − vb) = 0 in Ua⋂Ub. Si
ha quindi:
va − vb = dλab in Ua
⋂
Ub, (187)
dove λab è una 0-forma deﬁnita nell'intersezione. In generale, saranno presenti in U anche inter-
sezioni triple; consideriamo quindi una intersezione Ua
⋂Ub⋂Uc non nulla. Intuitivamente, questa
intersezione è circondata da 3 intersezioni doppie, nelle quali valgono le condizioni (187). Utilizzando
la proprietà (187), è immediato veriﬁcare che le 0-forme soddisfano
dλab + dλbc + dλca = 0, (188)
da cui
λab + λbc + λca ≡ nabc, (189)
dove nabc è una 0 -forma chiusa (un numero) deﬁnita nelle intersezioni triple. Fissare la connessione
di gauge su tuttoM signiﬁca speciﬁcare l'insieme di grandezze va,λab,nabc deﬁnite rispettivamente
in ogni aperto Ua, nelle intersezioni doppie Ua
⋂Ub 6= 0, ed in quelle triple Ua⋂Ub⋂Uc 6= 0. In
modo compatto possiamo scrivere
A = connessione suM =
(
va, λab, nabc
)
. (190)
La presentazione (190) è nota come rappresentazione di Cˇech-de Rham. Poiché vogliamo inglobare la
connessione deﬁnita suM in una struttura di ﬁbrato principale, occorre speciﬁcare alcune ambiguità
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delle funzioni λab (x). A partire dalle condizioni (187) possiamo ottenere le seguenti espressioni
generali per le funzioni λ (x):

(a) dλij = dλik + dλkj i 6= j 6= k
(b) d
(
λij + λji
)
= 0 i 6= j.
(191)
Dall'espressione (b) vediamo che λij può diﬀerire da −λji al massimo per una costante. La scelta più
naturale è quella di porre λij (x) = −λji (x); in questo modo modo le eventuali intersezioni quadruple
Ua
⋂Ub⋂Uc⋂Ud 6= 0 vengono speciﬁcate attraverso la relazione nabc+ncda = ndab+nbcd. Inoltre, i
numeri nabc diventano completamente antisimmetrici per lo scambio di indici. In modo simile, dalla
relazione (a) , notiamo che λij (x) = λik (x) + λkj (x) + kijk, dove kikj è una costante. Assumiamo
che kijk ∈ Z. Alla ﬁne, queste condizioni possono essere riassunte da
nabc = −nbac = nbca ∈ Z,
λab (x) = −λba (x) .
(192)
Introduciamo adesso le funzioni
gab (x) = e
i2piλab(x). (193)
È facile vedere che con la scelta (192), le funzioni gab (x) soddisfano
gab (x) = g
−1
ba (x) , gaa (x) = 1, gab (x) = gac (x) gca (x) , (194)
ed in ogni intersezione Ua
⋂Ub⋂Uc 6= 0 è veriﬁcata la condizione cociclica
gabgbcgca = 1. (195)
Le funzioni gab : Ua
⋂Ub → U (1) sono dette di transizione, e sono un caso particolare delle funzioni
tij introdotte nell'equazione (185). Vediamo brevemente come descrivere la connessione utilizzando
la nozione di ﬁbrato principale [25, 26].
Sia (P,M, U(1) , pi) un ﬁbrato principale, dove P è lo spazio totale,M la base, G = U(1) il gruppo
di Lie e pi la proiezione.
Siano q ∈ P , x = pi (q) ∈ M, p ∈ pi−1(x). Poiché sia lo spazio di base, che il gruppo di Lie
sono strutture diﬀerenziabili, anche lo spazio totale è diﬀerenziabile, per cui possiamo considerare
lo spazio tangente TqP ∀q ∈ P . Un sottospazio di TqP è dato da quei vettori che sono tangenti
alle ﬁbre passanti per q. Questo sottospazio è chiamato sottospazio verticale di q, ed è indicato con
VqP . Allo stesso modo il sottospazio orizzontale è deﬁnito da
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Figura 23: Rappresentazione locale del ﬁbrato. Da [25].
TqP = VqP ⊕HqP. (196)
Denotiamo l'azione del gruppo con φ : P × U(1) → P . Se g ∈ U(1), p ∈ P , possiamo indicare
l'azione con φg (p) = p · g, dove per deﬁnizione p · g = (x, b) · g ≡ (x, bg). Possiamo immaginare
che l'azione del gruppo muova il punto p lungo le ﬁbre. Localmente, possiamo rappresentare questa
situazione come mostrato in ﬁgura (23).
La relazione (196) non ﬁssa univocamente lo spazio tangente orizzontale HqP . Richiediamo che
questo sottospazio sia invariante sotto l'azione del gruppo.
Se g ∈ G, possiamo considerare q → q′ = q · g, da cui Hq′P = Hq·gP . Vale quindi
Hq·gP = RgHqP ∀q ∈ P, g ∈ G, (197)
dove RgHqP denota l'azione su HqP della mappa lineare indotta da q
′
= q · g. In altre parole Rg
spinge HqP ⊂ TqP lungo le ﬁbre. Dato che abbiamo speciﬁcato i sottospazi di TqP , possiamo
intrudurre il concetto di trasporto parallelo, ed una connessione su P .
Sia q (t) ⊂ P una curva con la proprietà di avere il vettore tangente orizzontale in ogni punto,
ossia q˙ (t) ⊂ Hq(t)P . Proiettando con pi otteniamo una curva pi (q (t)) ⊂ M nello spazio di base.
Inversamente, ﬁssata la curva γ (t) ⊂ M, e ﬁssato un punto q ∈ pi−1(γ (t)) a t dato, possiamo
ritrovare l'unica curva q (t) = pi−1(γ) tale che q˙ (t) ⊂ Hq(t)P .
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Figura 24: Trasporto parallelo delle ﬁbre. Da [25].
Il trasporto parallelo delle ﬁbre lungo γ ⊂M, è deﬁnito dall'insieme di tutte le curve orizzontali
su P . Queste curve, che sono univoche, si determinano a partire da ciascun punto p ∈ pi−1(γ (t))
per un t ﬁssato. Schematicamente, lo spostamento parallelo è mostrato in ﬁgura (24).
La connessione in P è data da una opportuna 1-forma ω ∈ T ∗P , dove T ∗P è lo spazio cotangente
di P . Inoltre, ω ha valori nell'algebra di Lie del gruppo G = U(1). Utilizzando le coordinate locali
di P , date da (x, g), x ∈M, g ∈ G, e proiettando sui sottospazi (orizzontale-verticale) si ha
ω = g−1dg + v (198)
dove v = vµ (x) dxµ è il campo di gauge locale, mentre g−1dg è la connessione legata alla ﬁbra.
Fissato un aperto Ua ⊂ M, sappiamo che vale P ' Ua × U(1), con pi : P → Ua. Allo stesso
modo, possiamo considerare la naturale estensione pi∗ che proietta gli spazi tangenti, e soddisfa
VqP = Ker (pi
∗). Localmente viene quindi proiettata soltanto la connessione va.
Le funzioni di transizione (193) sono invece ﬁssate dal'insieme ϕa : pi−1(Ua)→ Ua × F , dove ϕa è
un omeomorﬁsmo (esiste per deﬁnizione di P ).
Il signiﬁcato di g−1dg, invece, è quello di connessione per il trasporto parallelo lungo le ﬁbre.
In generale, se consideriamo un nodo C in M, è facile vedere che una relativa curva orizzontale
Γ = pi−1(C) ⊂ P
(
Γ˙ ∈ HΓP
)
potrebbe non essere chiusa. Fissato x ∈ C, possiamo scegliere
qin ∈ pi−1(x) e costruire la curva orizzontale Γ passante per qin. In generale, si avrà qfin ∈ Γ tale
che pi (qfin) = pi (qin) = x. Per deﬁnizione qfin − qin ∈ U(1), e rappresenta il trasporto parallelo
lungo il percorso C ⊂M. Questa diﬀerenza non è altro che l'olonomia calcolata sul nodo C ⊂M.
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In generale, ﬁssare la connessione (190) su M equivale a determinare il ﬁbrato principale con
connessione (P,M, U (1) , pi, ω). In teorie di gauge, occorre considerare le orbite di gauge della
connessione ovvero le classi di equivalenza della connessione modulo trasformazioni di gauge. Per
descrivere le orbite di gauge abeliane è conveniente utilizzare le classi di Deligne-Beilinson.
5.3 Classi di Deligne-Beilinson [27]
SiaM una n-varietà chiusa ed orientata. Immaginiamo di aver ﬁssato un buon ricomprimento U di
M. Una cocatena di Cˇech di grado k con valori nel gruppo G = U (1) è una collezione di elementi
cα0...αk di G deﬁniti in ciascuna intersezione Uα0...αk non nulla di Uα. Questi elementi devono essere
completamente antisimmetrici negli indici, e nulli nelle intersezioni vuote. Per deﬁninizione una
cocatena di Cˇech di grado k = −1 è una funzione costante daM a G.
Il diﬀerenziale δ di Cˇech mappa (k − 1) cocatene in k cocatene con la proprietà di nilpotenza
δ2 = 0. Quando δ agisce su una -1 cocatena vale (δc)α0 = c; agisce quindi come una restrizione in
ogni Uα0 6= 0. Per k ≥ 1, se cα0...αk−1è una (k − 1) cocatena e Uα0...αk 6= 0 si ha
(δc)α0...αk =
k∑
i=0
(−1)i cα0...αˆi...αk , (199)
dove con ˆ si intende un indice aggiunto. Gli elementi nel nucleo di δ sono detti cocicli di Cˇech,
mentre quelli nell'immagine sono i cobordi di Cˇech. Siamo interessati al caso in cui cα0...αk siano
delle l-forme diﬀerenziali deﬁnite su Uα0...αk ; in questo caso si parla di cocatene di Cˇech-de Rham
di grado (k, l). Al solito, δ agisce come una restrizione della l-forma se k = −1, mentre negli altri
casi la deﬁnizione (199) resta valida eccetto una fattore moltiplicativo (−1)l+1 nel membro a destra.
Possiamo denotare lo spazio di queste forme con Cˇ(k)
(U ,Ωl (M)), dove Ωl (M) è lo spazio delle
l-forme diﬀerenziali inM. Molto spesso, dato che ricoprimento e varietà sono ﬁssate è conveniente
utilizzare la notazione compatta Ω(k,l) (R) per indicare Cˇ(k)
(U ,Ωl (M)).
Convenzionalmente, una cocatena con coeﬃcienti costanti in un sottogruppo G ⊂ R, è dotata di
l = −1 forme diﬀerenziali, per cui possiamo introdurre Ω(k,−1) (G). La derivata esterna d mappa
elementi di Ω(k,l) (R) in Ω(k,l+1) (R). È possibile estendere d a -1 forme deﬁnendola come la funzione
che manda un elemento di G ⊂ R nella corrispondente funzione costante. D'ora in avanti indicher-
emo con d˜ la derivata esterna estesa anche a l = −1. Come per il diﬀerenziale δ si ha d2 = 0, e vale
dδ + δd = 0 con il coeﬃciente (−1)l+1 introdotto.
Sia 0 ≤ p ≤ n un intero, dove n è la dimensione diM. Possiamo considerare
Ω(0,−1) (Z) d˜→ Ω(0,0) (R) d˜→ · · · d˜→ Ω(0,p−1) (R) 0→ 0
↓δ ↓δ ↓δ
Ω(1,−1) (Z) d˜→ Ω(1,0) (R) d˜→ · · · d˜→ Ω(1,p−1) (R) 0→ 0
↓δ ↓δ ↓δ
Ω(2,−1) (Z) d˜→ Ω(2,0) (R) d˜→ · · · d˜→ Ω(2,p−1) (R) 0→ 0
↓δ ↓δ ↓δ
...
...
...
(200)
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Le colonne sono date dal complesso di Cˇech, mentre le righe prendono il nome di complesso di Deligne
di grado p. A partire dal doppio complesso (200) possiamo costruire un complesso diagonale. Lo
spazio Cqp delle cocatene di Deligne-Beilinson è deﬁnito da
Cqp =

Ω(q,−1) (Z) +
q∑
k=1
Ω(q−k,k−1) (R) per 0 ≤ q < p
Ω(p,−1) (Z) +
p∑
k=1
Ω(p−k,k−1) (R) per q = p
Ω(q,−1) (Z) +
q∑
k=1
Ω(q−k,k−1) (R) per q > p
(201)
Gli elementi di questi spazi sono rappresentati dalle seguenti sequenze:
ω =
(
ω(0,q−1), . . . , ω(q,−1)
)
, ω =
(
ω(0,p−1), . . . , ω(p,−1)
)
, ω =
(
ω(q−p,p−1), . . . , ω(q,−1)
)
,
(202)
dove gli ultimi elementi sono interi. Poniamo Cp = C0p ⊕ C1p ⊕ · · · . Introduciamo l'operatore
D ≡ d˜ + δ, che mappa Cqp in Cq+1p con la proprietà D2 = 0. Possiamo quindi deﬁnire il complesso
(Cp, D) di Deligne-Beilinson, dove gli elementi di Cp sono proprio le cocatene di DB. Deﬁniamo
inﬁne Zqp =
{
Ker D : Cqp → Cq+1p
}
, che prende il nome di cociclo di DB.
Introduciamo HqD (M,Z) come il set delle classi di equivalenza dei cocicli di DB deﬁniti dalla se-
quenza
(
ω(0,q), . . . , ω(q,0), ω(q+1,−1)
)
, dove ω(p,q−p) è una (q − p) forma diﬀerenziale nell'intersezione
di grado p di un buon ricoprimento di M. Come si è visto ω(q+1,−1) è un intero, mentre per
deﬁnizione vale
δω(p−1,q−p+1) + d˜ω(p,q−p) = 0. (203)
Il gruppo di coomologia di grado q indicato con HqD (M,Z) è detto di Deligne, e può essere descritto
come il termine centrale delle seguente sequenza esatta [28, 29]
0→ Ωq (M) /ΩqZ (M)→ HqD (M,Z)→ Hq+1 (M,Z)→ 0, (204)
dove Ωq (M) è lo spazio delle q-forme suM, ΩqZ (M) lo spazio delle q-forme chiuse a periodo intero
su M, e Hq+1 (M,Z) è il (q + 1)th gruppo di coomologia di M. Dalla sequenza (204) possiamo
interpretare HqD (M,Z) come un ﬁbrato, in cui la base è Hq+1 (M,Z) e le ﬁbre sono date da
Ωq (M) /ΩqZ (M).
Nel paragrafo precedente abbiamo introdotto la connessione A in una 3 varietàM. Si è visto che
può essere descritta in termini di 1-forme in Ua, 0-forme in Uab, e interi in Uabc. Questo tipo di
grandezze trova una naturale descrizione nei cocicli di DB. Veriﬁchiamolo.
Consideriamo il gruppo HqD (M) per q = 1, conM una 3-varietà (n = 3). La connessione inM, lo
abbiamo visto, è data da
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A ↔ (v, λ, n) ∈ Cˇ(0) (U ,Ω1 (M))× Cˇ(1) (U ,Ω0 (M))× Cˇ(2) (U ,Z) , (205)
per cui il diﬀerenziale di Cˇech soddisfa

(δv)ab = v
a − vb = d˜λab,
(δλ)abc = λ
ab + λbc + λca = d˜nabc = nabc,
(δn)abcd = n
abc − nabd + nacd − ncde = 0,
(206)
ed è in accordo con la relazione (203). La sequenza (206) deﬁnisce un cociclo di DB, per cui esiste
una certa classe di H1D (M) associata a A, che possiamo indicare con [A] ∈ H1D (M). Prima di
scrivere esplicitamente l'azione di CS inM è utile chiarire un ultimo aspetto.
Fissato un ﬁbrato principale P = (P,M, U(1) , pi), un ricoprimento U , e la connessione A, la se-
quenza (v, λ, n) è ﬁssata. Naturalmente, una trasformazione di gauge locale della connessione dà
luogo ad una diversa sequenza
(
v
′
, λ′, n′
)
. Poiché siamo interessati a studiare una teoria invariante
di gauge, vogliamo capire come una trasformazione del genere è implementata nel nuovo formalismo
dei cocicli.
Due triplette (P,U ,A), (P ′,U ,A′) sono dette U(1)-equivalenti se esiste un U (1)-omeomorﬁsmo
Φ : P → P ′ tale che A′ = Φ∗A. Osservando la relazione (184), vediamo che questo omeomorﬁsmo
trasforma le funzioni di transizione come
g
′
ab = h
−1
a · gab · hb, (207)
dove ha = exp (i2piqa) con qa una funzione deﬁnita in ogni Ua. In altre parole q ∈ Cˇ(0)
(U ,Ω0 (M)).
Dalla relazione (193) si ha λab
′
= λab + qa − qb, per cui
v′a = va + dqa, (208)
e v
′
trasforma come una trasformazione di gauge. Alla ﬁne, il set legato alla tripletta equivalente
è dato da (v + dq, λ+ δq, n). In generale, esiste inoltre una certa ambiguità nelle funzioni di tran-
sizione indipendente dalle usuali trasformazioni di gauge. Possiamo infatti sostituire qa → qa +ma
(m ∈ Z) senza modiﬁcare le funzioni di transizione (e quindi il ﬁbrato). Intuitivamente, questa op-
erazione coincide con l'assegnazione di nuovi numeri (interi) nelle intersezioni doppie, e non modiﬁca
la connessione. Queste trasformazioni sono chiamate grandi trasformazioni di gauge. Formalmente,
possiamo considerare sequenze che diﬀeriscono l'una da l'altra per
∆ =
(
dq, δq + d˜m, δm
)
, (209)
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Figura 25: Presentazione del ﬁbrato di Deligne-Beilinson. Da [12].
dove q ∈ Cˇ(0) (U ,Ω0 (M)), mentre m ∈ Cˇ(0) (U ,Z). Poiché ∆ ⊂ Bqp = {Imm D : Cq−1p → Cqp},
∆ non modiﬁca le classi di coomologia di DB associata a (v, λ, n). In altre parole ∆ è associato ad
un elemento banale delle classi di DB, ed equivale ad aggiugere Ω1Z (M) alla connessione A. Per
quanto riguarda le classi di DB abbiamo quindi:
[A] gauge→ [A] . (210)
Alla ﬁne la classe di coomologia di (v, λ, n) è associata canonicamente a tutte le possibili triplette
(P,U ,A) U (1)-equivalenti.
5.4 Presentazione della Connessione in M
La classe di DB associata alla connessione A verrà denotata con [A] ∈ H1D (M), dove H1D (M) è il
gruppo di coomologia di DB di grado 1 suM. Sappiamo che H1D (M) può essere descritto come il
termine centrale della seguente sequenza esatta
0→ Ω1 (M) /Ω1Z (M)→ H1D (M)→ H2 (M,Z) ≈ H1 (M)→ 0, (211)
dove H1 (M) è il primo gruppo di omologia di M (vedi appendice (8.1)). Dalla sequenza (211)
vediamo che è possibile interpretare H1D (M) come un ﬁbrato su H1 (M), dove le ﬁbre hanno una
struttura isomorfa a Ω1 (M) /Ω1Z (M). In generale, ciascuna classe può essere scritta come una 1-
forma A ∈ Ω1 (M) /Ω1Z (M) globalmente deﬁnita suM più un origine Aˆγ . L'origine non è canonica
e dipende dall'elemento γ ∈ H1 (M) su cui è proiettata la ﬁbra. Alla ﬁne [10]
[A] = Aˆγ +A. (212)
La presentazione (212) dipende unicamente dalla struttura del ﬁbrato, ed è valida per qualunque
varietà M. Può essere utile vedere come è possibile scegliere un origine Aˆγ con qualche esempio
concreto.
In generale, il primo gruppo di omologia può essere scritto come [11]
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H1 (M) = F (M)⊕ T (M) , (213)
dove F (M) = Z ⊕ · · · ⊕ Z è detta parte abeliana liberamente generata, mentre T (M) = Zp1 ⊕
· · · ⊕ Zpn è detta torsione. Gli interi p1 . . . pn sono univocamente determinati se richiediamo che pi
divida pi+1.
Iniziamo a considerare le sfere le omologia, che possiamo denotare conM = S. Questo rappresenta
il caso più semplice, in quanto per deﬁnizione H1 (S) = 0. Il questo caso, il ﬁbrato coicide con la
ﬁbra, per cui H1D (S) ' Ω1 (S) /Ω1Z (S). Un esempio rappresentativo di questo tipo di spazi è dato
proprio da S3. Poiché ogni mappa da S1 in S3 è contraibile, per il lemma di Poincarè ogni 1-forma
chiusa è esatta, ed abbiamo Ω1Z
(
S3
)
= dΩ0Z
(
S3
)
. Alla ﬁne H1D
(
S3
)
contiene le 1-forme deﬁnite su
S3 modulo le 1-forme esatte ω che soddisfano
´
S3 ω = 0. In generale, per le sfere di omologia si ha
[A] = A, (214)
dove A ∈ Ω1 (S) /Ω1Z (S).
Se il gruppo di omologia non è banale, la presentazione della connessione diventa più complicata.
Il più semplice esempio di H1 (M) non banale e liberamente generato è dato da H1 (M) = Z.
Per ﬁssare le idee conviene scegliere una varietà che soddisfa questa condizione; il risultato sarà
comunque valido in generale.
Consideriamo M = S2 × S1, per la quale H1
(
S2 × S1) = Z. È possibile rappresentare S2 × S1
come una regione in R3 delimitata da due sfere concentriche, con la convenzione di identiﬁcare i
punti delle due superﬁci con le stesse coordinate angolari. Questo è mostrato in ﬁgura (26), dove
G0 è il cammino chiuso ed orientato associato al generatore di H1
(
S2 × S1).
Dato che la base è data da Z, il ﬁbrato ha la struttura a pettine mostrata in ﬁgura (25), e ciascun
elemento di ciascuna ﬁbra corrisponde ad una classe di DB. In particolare, la connessione A in
H1D
(
S2 × S1) è descritta da inﬁnite ﬁbre inequivalenti, ciascuna isomorfa a Ω1 (S2 × S1) /Ω1Z (S2 × S1).
Convenzionalemente, la ﬁbra sopra [0] può essere identiﬁcata con Ω1
(
S2 × S1) /Ω1Z (S2 × S1). Le
rimanenti ﬁbre [n] n ∈ Z, con n 6= 0, non hanno un origine canonica e possono essere scritte come
un elemento di Ω1
(
S2 × S1) /Ω1Z (S2 × S1) più l'origine. Fissare un origine signiﬁca ﬁssare una
sezione
s : Z→ H1D
(
S2 × S1) , (215)
con la convenzione s (0) = [0]. La scelta più naturale ricade su [10]
n→ s (n) ≡ n [γ0] , (216)
dove [γ0] ∈ H1D
(
S2 × S1) è la classe di DB distribuzionale9 associata al nodo G0. Similmente a
quanto visto per la connessione, [γ0] ha una presentazione di Cˇech-de Rham data da
9Le classi distribuzionali verranno speciﬁcate nel prossimo capitolo. Per adesso è possibile immaginare che queste
classi siano canonicamente associate ai nodi in una varietà.
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Figura 26: VarietàM = S2 × S1. Da [12].
[γ0]↔
(
V a,Λab, Nabc
)
. (217)
Poiché il nodo G0 è associato al generatore di omologia, le componenti Λab, Nabc non sono banali.
Alla ﬁne, seM = S2 × S1 le classi di DB sono date da [10]
[A] = n [γ0] +A n ∈ Z, (218)
dove A ∈ Ω1 (S2 × S1) /Ω1Z (S2 × S1). Per qualsiasi altra varietà che soddisfa H1 (M) = Z, la
presentazione (218) resta ancora valida. In generale A ∈ Ω1 (M) /Ω1Z (M), mentre [γ0] ∈ H1D (M)
è la classe di DB distribuzionale associata al nodo G0 generatore di H1 (M).
Consideriamo adesso un altro esempio diH1 (M) abeliano liberamente generato, ossia conH1 (M) =
Z⊕ · · ·⊕Z. Sia Σg una superﬁcie di Riemann chiusa di genere g ≥ 1. Le varietà deﬁnite da
M = S1 × Σg soddisfano H1
(
S1 × Σg
)
= Z⊕ · · ·⊕Z, ed il numero di generatori del gruppo è dato
da 2g + 1. Per questa categoria di varietà, la presentazione della connessione è del tutto simile a
quanto già visto. Il ﬁbrato H1D
(
S1 × Σg
)
ha base data da Z2g+1, mentre ciasuna ﬁbra è isomorfa
a Ω1
(
S1 × Σg
)
/Ω1Z
(
S1 × Σg
)
. Siano {G0, . . . , G2g} i nodi orientati generatori di H1
(
S1 × Σg
)
.
Per ogni i = 0, 1, . . . , 2g introduciamo [γi] ∈ H1D
(
S1 × Σg
)
, ossia la classe di DB distribuzionale
associata a Gi.
Gli elementi della base possiamo indicarli con
~n ≡ (n0, n1, . . . , n2g) , (219)
e l'origine delle ﬁbre può essere ﬁssata con la sezione
~n→ s (~n) = [nγ] ≡ ~n · [~γ] =
2g∑
i=0
ni [γi] . (220)
Alla ﬁne, seM = S1 × Σg , le classi [A] ∈ H1D (M) possono essere scritte come
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[A] = [nγ] +A n ∈ Z2g+1, (221)
dove A ∈ Ω1 (S1 × Σg) /Ω1Z (S1 × Σg).
Prima di dare l'espressione generale, consideriamo uno spazio con torsione. Gli spazi lenticolari La,b
sono caratterizzati da due interi a, b coprimi che soddisfano 1 ≤ b < a, in cui vale H1 (La,b) = Za.
Se G0 è il nodo orientato generatore di H1 (La,b), e [γ0] è la classe di DB distribuzionale associata
a G0, possiamo scrivere le classi [A] come
[A] = n [γ0] +A n = 0, 1, . . . , a− 1, (222)
dove, al solito, A ∈ Ω1 (La,b) /Ω1Z (La,b). La diﬀerenza sostanziale, rispetto ai casi liberamente
generati, è data dal fatto che la base negli spazi di pura torsione è ﬁnita. Questo implica un numero
ﬁnito di ﬁbre nel ﬁbrato (211).
Sia adessoM generico, con gruppo di omologia
H1 (M) = Z⊕ · · · ⊕ Z︸ ︷︷ ︸
n
⊕ Zp1 ⊕ · · · ⊕ Zpm︸ ︷︷ ︸
m
. (223)
I generatori di H1 (M) sono assciati a n + m diﬀerenti percorsi chiusi e orientati (nodi), che
possiamo indicare con {G1, . . . , Gn, Gn+1, . . . , Gn+m}. Per ogni i = 1, 2, . . . , n + m introduciamo
[γi] ∈ H1D (M), che come al solito denota la classe di DB distribuzionale associata al nodo orientato
Gi. Gli elementi della base possiamo indicarli con
~h = (h1, . . . , hn, hn+1, . . . , hn+m) ∈ (Zn,Zp1 , . . . ,Zpm) , (224)
e l'origine di ciascuna ﬁbra può essere ﬁssata con
~h→ s
(
~h
)
= [hγ] ≡ ~h · [~γ] =
n+m∑
i=1
hi [γi] . (225)
Inﬁne, ciascuna classe di DB potrà essere scritta come [10]
[A] = [hγ] +A, (226)
dove la 1-forma A ∈ Ω1 (M) /Ω1Z (M) è globalmente deﬁnità su tutta la varietà.
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6 Teoria di Chern-Simons in M
6.1 Azione di CS in M
Le principali caratteristiche della teoria di CS in S3 sono la covarianza in senso generale, e l'in-
varianza di gauge (più precisamente è una teoria di pura gauge). Se vogliamo estendere questa
teoria ad una 3-varietàM chiusa ed orientata, dobbiamo speciﬁcare in che senso questa estensione
deve essere realizzata. Nel nostro caso vogliamo che la teoria di CS inM sia ancora topologica ed
invariante di gauge. Inoltre, vogliamo che le osservabili siano rappresentate dall'olonomia calcolata
su nodi (o link) inM. Può essere utile notare come la naturale scelta
S = 2pik
ˆ
M
ω ∧ dω, (227)
dove ω ∈ Ω1 (M), non soddisﬁ le condizioni richieste. In particolare, la teoria di campo con azione
(227) non è una teoria di pura gauge, in quanto i campi ω non coincidono con la connessione. La
connessione, a livello globale, non è data semplicemente da 1-forme diﬀerenziali, ma da un insieme
di grandezze A ↔ (va, λab, nabc). Queste grandezze trovano una naturale descrizione in termini di
classi di DB; vogliamo quindi esprimere l'azione in termini di [A].
Consideriamo due sequenze diDB su 3-varietà, che possiamo indicare con ω =
(
ω(0,1), ω(1,0), ω(2,−1)
)
,
η =
(
η(0,1), η(1,0), η(2,−1)
)
. Come sappiamo [ω], [η] ∈ H1D (M), per cui possiamo pensare a ω, η come
ai campi della teoria di CS (quindi connessione o forme distribuzionali10).
A partire da H1D (M) possiamo deﬁnire [27] la mappa bilineare
∗ : H1D (M)⊗H1D (M)→ H3D (M) , (228)
che deﬁnisce il prodotto di DB:
[ω] ∗ [η] ∈ H3D (M) . (229)
Il prodotto di DB è costruito tramite l'operatore
⋃
che agisce su tutte le possibili combinazioni
degli elementi delle sequenze
ω ∗ η =
(
ω(0,1)
⋃
η(0,1), . . . , ω(0,1)
⋃
η(2,−1), . . . , ω(2,−1)
⋃
η(2,−1)
)
, (230)
secondo la deﬁnizione [11, 19, 30]
10La distinzione tra classi di DB distribuzionali e standard è inessenziale in questo paragrafo, e verrà speciﬁcata
più avanti.
64
ω(a,b)
⋃
η(c,d) =

ω(a,b) ∧ η(c,d) se b = −1
ω(a,b) ∧ dη(c,d) se d = 1 e b > −1
0 altrimenti.
(231)
Con una veriﬁca diretta è possibile vedere che ω ∗ η deﬁnisce un elemento di H3D (M). Sappiamo
che una trasformazione ω/η → ω/η + ∆, con ∆ è deﬁnito dall'espressione (209), non modiﬁca le
classi [ω] ∗ [η] . Questo signiﬁca che sotto una trasformazione di gauge (sia standard che grande)
si ha
[ω] ∗ [η] gauge→ [ω] ∗ [η] . (232)
A questo punto, possiamo introdurre l'azione di CS inM come [12]
SCS [A] = 2pik
ˆ
M
[A] ∗ [A] , (233)
dove k 6= 0 ∈ Z. Dato che [A] ∗ [A] è deﬁnito modulo Ω3Z (M), si trova subito
SCS [A] definita mod. (2pin) n ∈ Z, (234)
per cui exp (iSCS [A]) è ben deﬁnita, ed è invariante di gauge come richiesto. Inoltre, il ﬁbrato di
H3D (M) è banale, e vale semplicemente H3D (M) ' Ω3 (M) /Ω3Z (M) ∼= R/Z; questo garantisce la
covarianza in senso generale di
´
M [A] ∗ [A].
Naturalmente, seM = S3, si ritrova la classica deﬁnizione (1). Per veriﬁcarlo è suﬃciente utilizzare
la proprietà (214), ricordando che per le 1-forme globalmente deﬁnite in M la presentazione di
Cˇech-de Rham è data da A↔ (Aa, 0, 0). Dalla deﬁnizione (231) si ottiene dunque
ˆ
M
[A] ∗ [A]→
∑
a
ˆ
S3
Aa ∧ dAa =
ˆ
S3
A ∧ dA, (235)
dove A ∈ Ω1 (S3) /Ω1Z (S3). In generale, il prodotto-∗ non è dato semplicemente dal wedge per
derivata esterna. Se indichiamo la presentazione di Cˇech-de Rham della connessione con A ↔(
va, λab, nabc
)
, utilizzando le proprietà (231) otteniamo
[A] ∗ [A] ∼ v ∧ dv + λ ∧ dv + n ∧ v + n ∧ λ+ n ∧ n, (236)
dove il primo termine coincide con la lagrangiana classica deﬁnita localmente. In generale, pos-
siamo sempre determinare un ricoprimento poliedrale diM compatibile con un buon ricoprimento
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U = {Ua}. Se Ma ⊂ Ua, Sab, labc, pabcd sono rispettivamente poliedri, superﬁci, linee, e spigoli di
contatto, l'azione di CS è data da
´
M [A] ∗ [A] =
∑
a
´
Ma v
a ∧ dva + 12
∑
a,b
´
Sab λ
ab ∧ dva
+16
∑
a,b,c
´
labc n
abc ∧ va + 16
∑
a,b,c,d
|pabcdnabc ∧ λcd.
(237)
Lo sviluppo (237) speciﬁca l'azione di CS secondo la presentazione di Cˇech-de Rham, ed è utile
per capire come ciascun termine contribuisce all'invarianza di gauge. Dal punto di vista operativo,
invece, lo sviluppo (237) non è essenziale al ﬁne dei calcoli. Come vedremo, sarà possibile sommare
direttamente sulle classi [A] = [hγ] + A senza dover speciﬁcare nessun ricoprimento poliedrico. In
altri termini, possiamo limitarci alla forma
ˆ
M
[A] ∗ [A] =
∑
h
ˆ
M
(A ∗A+ 2 [hγ] ∗A+ [hγ] ∗ [hγ]) , (238)
dove si è sfruttata la bilinearità del prodotto-∗.
6.2 Classi Distribuzionali di Deligne-Beilinson
Nella presentazione della connessione abbiamo introdotto, senza speciﬁcarle, le classi distribuzionali
di DB. Queste classi di equivalenza si costruiscono a partire da sequenze con componenti dis-
tribuzionali. Nel nostro caso, è suﬃciente considerare sequenze del tipo η =
(
η(0,1), η(1,0), η(2,−1)
)
,
dove i termini distribuzionali η(0,1), . . . , η(2,−1) soddisfano le medesime equazioni discendenti dei
cocicli standard.
Formalmente, è possibile estendere HqD (M) ad un gruppo di coomologia più grande che include le
forme distribuzionali; questo gruppo verrà denotato con H˜qD (M). Il prodotto di DB si estende [12]
in maniera naturale a
∗ : H1D (M)⊗ H˜1D → H˜3D (M) , (239)
conservando le proprietà viste in precedenza. Si può dimostrare [12, 27] che è possibile associare ad
ogni nodo C ⊂M una classe ditribuzionale canonica [ηC ] ∈ H˜1D (M) che soddisfa
˛
C
[ω] =
ˆ
M
[ω] ∗ [ηC ] mod Z, (240)
dove [ω] ∈ H1D (M). Diﬀerentemente da quanto avviene in S3, in una varietàM generica, non tutti
i nodi sono il bordo di una superﬁcie di Seifert [12]. Infatti, se il nodo ha omologia non banale
non possiede una superﬁcie di Seifert (è suﬃciente osservare il nodo G0 in Figura (26)). Per questo
motivo la classe [ηC ] ha una diﬀerente interpretazione rispetto alle 1-forme ηC deﬁnite nel paragrafo
(3.7). Comunque sia, la classe [ηC ] è ben deﬁnita per qualsiasi 3-varietàM e per quasiasi nodo.
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Come si è visto per la connessione, è possibile esprimere [ηC ] in termini di presentazione di Cˇech-de
Rham. In generale si ha
[ηC ]↔
(
V aC ,Λ
ab
C , N
abc
C
)
, (241)
dove dV aC è la restrizione nell'aperto Ua della 2-corrente del nodo C. Se il nodo è tutto contenuto in
una palla, le componenti Λ, N sono nulle e V aC ha supporto su una superﬁcie di Seifert. Viceversa,
se il nodo non è contraibile, le componenti Λ, N non sono banali, e l'integrale (240) ammette uno
sviluppo simile a quello dell'azione (237). Queste classi distribuzionali, come si è visto, entrano
nella presentazione della connessione. Oltre a questo, diventano utili per esprimere le osservabili
della teoria.
Nella teoria di CS un set completo di osservabili è dato dai loop di Wilson. Se C è un nodo inM,
il loop W (C) rappresenta il trasporto parallelo (olonomia) lungo C nelle varie rappresentazioni. Se
la connessione [A] è nota, il trasporto parallelo è ben deﬁnito in qualsiasi 3-varietàM e vale
W (C) = exp
(
i2piq
˛
C
[A]
)
= exp
(
i2piq
ˆ
M
[A] ∗ [ηC ]
)
, (242)
dove q ∈ Z è il colore. Al solito, l'invarianza di gauge di W (C) è assicurata dalla proprietà (232).
Se siamo in presenza di un link L = {C1, . . . , Cn} è suﬃciente sostituire
q [ηC ]→
n∑
i=1
qi [ηi] ≡ [ηL] , (243)
in modo simile a quanto visto nel paragrafo (3.7). D'ora in avanti, a seconda dei casi, utilizzeremo
indistintamente le due forme dell'operatore di Wilson (242).
Oltre al prodotto (239), siamo interessati ai prodotti tra forme distribuzionali:
∗ : H˜1D (M)⊗ H˜1D → H˜3D (M) . (244)
Se [η1], [η2] sono le classi distribuzionali di DB associate ai nodi non intersecanti C1 6= C2 ∈ M, il
loro prodotto è ben deﬁnito e vale
[η1] ∗ [η2] ∈ Ω3Z (M) . (245)
In altre parole [η1] ∗ [η2] è un elemento banale dal punto di vista di DB. La proprietà (245) vale in
generale, e può essere dedotta in modo semplice per qualche caso.
Consideriamo due nodi C1, C2 ⊂ Ua deﬁniti nello stesso aperto diM. In questo caso il signiﬁcato
del prodotto [η1] ∗ [η2] è quello di numero di allacciamento. Per veriﬁcarlo, è suﬃciente notare che
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Figura 27: Il numero di avvolgimento in S2 × S1 può essere non ben deﬁnito. Da [12].
le classi [η1], [η2] sono globalmente deﬁnite inM, per cui la presentazione di Cˇech-de Rham è data
da
[
η1/2
]
=
(
V a1/2, 0, 0
)
. Dalla deﬁnizione di prodotto-∗ si ottiene inﬁne:
ˆ
M
[η1] ∗ [η2] =
ˆ
Ua
V a1 ∧ dV a2 = χ (C1, C2) , (246)
dove χ (C1, C2) è il numero di allacciamento già studiato in R3 ed S3. Un ulteriore possibilità è
data da C1 ⊂ Ua, C2 ⊂ Ub, ossia nodi deﬁniti in aperti diﬀerenti. I nodi C1, C2 sono entrambi
contraibili, ed i rispettivi aperti non si intersecano: Ua⋂Ub = 0. In questo caso, tuttavia, è sempre
possibile collegare gli aperti Ua, Ub in modo che i nodi siano deﬁniti in uno stesso aperto. Fatto ciò
ritroviamo la forma (246) con χ (C1, C2) = 0. Una situazione più complicata si ha quando un nodo,
ad esempio C1, è contraibile, mentre l'altro non è omologicamente banale. Dato che [η1] = (V a1 , 0, 0),
per deﬁnizione di prodotto-∗ ritroviamo una forma d'intersezione: ´M [η1] ∗ [η2] =
´
M V1 ∧ dV2.
Questo integrale conta il numero di volte con cui C2 interseca la superﬁcie di Seifert Σ1 deﬁnita da
C1 = ∂Σ1. Tuttavia, benché questo numero sia chiaramente un intero, non rappresenta il numero di
allacciamento. In eﬀetti, per generiche 3-varietàM, il numero di avvolgimento tra due nodi potrebbe
non essere ben deﬁnito (non è un invariante di isotopia ambiente). Un esempio è mostrato in ﬁgura
(27), dove è rappresentato un nodo contraibile ed il nodo generatore di H1
(
S2 × S1). Questo genere
di ambiguità, che dipendono dal gruppo di omologia non banale, non saranno presenti nei valori di
aspettazione.
In generale, l'espressione (245) non è una forma d'intersezione, e l'integrale
´
M [η1]∗[η2] non coincide
aﬀatto con il numero di avvolgimento. Comunque sia è un intero, per cui rappresenta un elemento
banale dal punto di DB.
L'ultimo aspetto da chiarire riguarda il valore di [ηC ] ∗ [ηC ]. Per nodi contraibili [ηC ] ∗ [ηC ] =´
Ua V
a
C ∧ dV aC , per cui l'integrale contiene delle ambiguità dal punto di vista topologico. Come
sappiamo, queste ambiguità possono essere eliminate con una procedura di framing. Nel caso
generale, possiamo sempre [12] scegliere un particolare framing che elimini le (eventuali) ambiguità
del prodotto [ηC ] ∗ [ηC ] in modo tale che valga
[ηC ] ∗ [ηC ] ≡ [ηC ] ∗
[
ηCf
] ∈ Ω3Z (M) . (247)
Naturalmente, l'integrale dell'espressione (247) non coincide con χ (C,Cf ) se il nodo non è banale.
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6.3 Integrale Funzionale e Regole di Calcolo
L'azione (233) permette di estendere la teoria di CS a qualsiasi 3-varietà M chiusa ed orientata.
La possibilità di considerare diﬀerenti 3-varietà suggerisce l'esistenza di grandezze interessanti non
legate ai loop di Wilson. Per discutere questo punto, inziamo a considerare la funzione di partizione
non normalizzata
Z (M) ≡
ˆ
D [A] eiSCS [A], (248)
dove SCS [A] è l'azione (233), mentre la somma sulle classi
´
D [A] rappresenta la misura d'inte-
grazione. Poiché l'azione SCS è quadratica nei campi, l'integrale funzionale è invariante [31] per
traslazioni, ed è possibile utilizzare la presentazione (238) per riscrivere la funzione di partizione
(248) come
Z (M) =
∑
h
ˆ
DAei2pik
´
M(A∗A+2[hγ]∗A+[hγ]∗[hγ]), (249)
dove la somma è da eﬀettuarsi su
∑
h
=
∞∑
h1=−∞
. . .
∞∑
hn=−∞
p1−1∑
hn+1=0
. . .
pm−1∑
hm=0
. (250)
Alla ﬁne, grazie all'invarianza per traslazione, la scelta della sezione (225) non gioca nessun ruolo
nel calcolo dell'integrale funzionale; infatti l'integrazione è di tipo standard, con
´
DA eﬀettuato su
A ∈ Ω1 (M) /Ω1Z (M).
Per dare un signiﬁcato a Z (M) occorre introdurre una normalizzazione N0 (M), in modo che
Z (M) = Z (M) /N0 (M) sia un invariante diM ben deﬁnito. La scelta di N0 (M) non è univoca
a priori, ma deve soddisfare due requisiti fondamentali. Il primo è che Z (M) /N0 (M) sia ﬁnito, il
secondo è che N0 (M) dipenda dalla sola topologia diM e sia invariante di gauge. Una possibilità
è la seguente [10]:
N0 (M) =
ˆ
DAei2pik
´
M A∗A, (251)
dove, come al solito, A ∈ Ω1 (M) /Ω1Z (M). Si noti che l'integrale funzionale (251) coicide con il
termine della somma (249) corrispondente all'elemento neutro di H1 (M). Deﬁniamo dunque la
funzione di partizione normalizzata come [10]
Z (M) ≡
∑
h
´
DAei2pik
´
M(A∗A+2A∗[hγ]+[hγ]∗[hγ])´
DAei2pik
´
M A∗A
. (252)
Con la scelta (251), per le sfere di omologia si ha Z (S) = 1. In generale Z (M) 6=1, ed il risultato
dipende dalla particolare varietàM considerata (non solo da H1 (M)).
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Oltre alla funzione di partizione, siamo interessati ai valori di aspettazione 〈W (L)〉M, dove W (L)
è l'operatore di Wilson deﬁnito dall'espressione (242). In accordo con l'usuale deﬁnizione di valore
di aspettazione abbiamo
〈W (L)〉M ≡
´
D [A] exp{i2pik ´M [A] ∗ [A]} exp{i2pi ´M [A] ∗ [ηL]}´
D [A] exp{i2pik ´M [A] ∗ [A]} , (253)
dove [ηL] è la classe distribuzionale associata al link L ⊂M. Al solito
´
D [A] può essere sostituito
con
´
DA grazie all'invarianza per traslazione. Per alcune 3-varietà, il denominatore dell'espressione
(253) può annullarsi. Questa situazione, che può creare qualche ambiguità, si risolve introducendo
〈〈W (L)〉〉M ≡ N−10 (M)
∑
h
ˆ
DAei2pik
´
M(A∗A+2[hγ]∗A+[hγ]∗[hγ])ei2pi
´
M(A∗[ηL]+[hγ]∗[ηL]). (254)
Il valore (254), come verrà mostrato in seguito, è sempre ben deﬁnito. Dividendo per N0 (M)
numeratore e denominatore dell'espressione (253), si ottiene
〈W (L)〉M = Z−1 (M) 〈〈W (L)〉〉M , (255)
che non contiene ambiguità se la funzione di partizione non è nulla.
Per sempliﬁcare il calcolo delle espressioni (252) e (255) può essere utile discutere nel dettaglio
alcune proprietà dei vari termini all'esponente.
La 1-forma A ∈ Ω1 (M) /Ω1Z (M) è globalmente deﬁnita inM, e la relativa presentazione di Cˇech-de
Rham è data da A↔ (Aa, 0, 0). In particolare, questo implica
ˆ
M
A ∗A =
∑
a
ˆ
M
Aa ∧ dAa =
ˆ
M
A ∧ dA, (256)
ovvero il prodotto-∗ di DB coincide con ∧d come in S3. Consideriamo adesso il termine ´MA∗ [hγ],
dove [hγ] = hi [γi] con hi interi ﬁssati. Per ipotesi ciascuna curva γi è associata ad un generatore
del gruppo di omologia, e [γi] ne rappresenta la relativa classe di DB distribuzionale. Poiché
ciascuna curva γi non è banale, le classi di DB hanno presentazione di Cˇech-de Rham data da
[γi] ↔
(
V aγi ,Λ
ab
γi , N
abc
γi
)
, con Λ, N non nulli. Tuttavia, i termini Λ, N deﬁniti rispettivamente nelle
intersezioni doppie e triple, non entrano in
´
MA ∗ [hγ]. Vale infatti
ˆ
M
A ∗ [hγ] = hi
∑
a
ˆ
M
Aa ∧ dV aγi . (257)
Nell'espressione generale (238) compare inoltre il termine
´
M [hγ] ∗ [hγ]. Dalla deﬁnizione (225),
vediamo che [hγ] è una classe distribuzionale associata ad una combinazione di generatori del gruppo
di omologia. Fissato l'insieme di interi h, [hγ] è legato ad un particolare elemento del gruppo di
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omologia. Dal punto di vista dei rappresentanti, possiamo associare questo elemento ad un unico
percorso. Questo percorso non è altro che la somma # dei nodi associati ai generatori11. Ad
esempio, se ~h = (1, 3, 0, . . . , 0) vale
γ = γ1#γ2#γ2#γ2, (258)
dove la somma sugli stessi nodi è da intendersi su copie parallele. Dalla proprietà (247) otteniamo
quindi
ˆ
M
[hγ] ∗ [hγ] = 0 mod Z, (259)
per cui il termine (259) può essere omesso dallo sviluppo (238) dell'azione. Allo stesso modo, il
termine
ˆ
M
[hγ] ∗ [ηL] = 0 mod Z (260)
è banale, e può essere rimosso dall'espressione (254).
Un ultimo aspetto interessante dei valori (255), riguarda la periodicità nel colore. Grazie all'invarian-
za per traslazione dell'integrale funzionale, possiamo aggiungere alla connessione una conﬁgurazione
costante, ad esempio una classe distribuzionale. Consideriamo una sostituzione [A]→ [A]+[ηi], dove
[ηi] è la classe distribuzionale associata alla i-esima componente di L. L'esponente dell'espressione
(254) diventa quindi:
2pik
´
MA ∗A+ 4pik
´
MA ∗ [hγ] + 2pi
´
MA ∗ [ηL] + 4pik
´
MA ∗ [ηi] , (261)
dove si sono sfruttate le sempliﬁcazioni (259) e (260). Alla ﬁne, la sostituzione [A] → [A] + [ηi]
modiﬁca l'esponente per un termine 4pik
´
MA ∗ [ηi], che equivale a modiﬁcare il colore della i-
esima componente secondo qi → qi + 2k. In conclusione, il valore di aspettazione non cambia se
modiﬁchiamo il colore di una qualsiasi componente di un multiplo di 2k. Esplicitamente:
〈∏
i
W (Ci, qi)
〉
M
=
〈∏
i
W (Ci, qi + 2nik)
〉
M
∀ni ∈ Z. (262)
In particolare, tutte le componenti con colore±2k,±4k . . . possono essere rimosse. Questa proprietà,
come sappiamo, è valida anche in S3 se k 6= 0 ∈ Z.
11Si veda l'appendice (8.2) per i dettagli.
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6.4 Varietà M di pura Torsione
6.4.1 Funzione di Partizione
Concentriamoci su varietà di pura torsione (cioè H1 (M) = T (M)). Poiché la generalizzazione non
sarà del tutto immediata, conviene iniziare con il caso H1 (M) = Zp con p > 1; ossia un unico
generatore per il gruppo di omologia. Per ﬁssare le idee, possiamo pensare aM = Lp,q, dove Lp,q
sono spazi lenticolari12.
Sia γ la curva associata al generatore di omologia; a partire da γ possiamo considerare le somme
γ#γ, γ#γ#γ,. . . . Poiché H1 (M) = Zp, la somma
γ#γ# . . .#γ︸ ︷︷ ︸
p
, (263)
rappresenta una curva omologicamente banale inM, ossia contraibile. Per deﬁnizione di [γ] vale
ˆ
Lp,q
A ∗ [γ] =
˛
γ
A, (264)
per cui
´
Lp.q
A ∗ [γ] coincide con un integrale di linea calcolato su γ. Si è visto che la somma # di
p copie del nodo γ dà un nodo banale, che possiamo denotare con Γ. Dato che Γ appartiene ad una
3-palla in Lp,q, è sempre possibile trovare una superﬁcie di Seifert ΣΓ tale che Γ = ∂ΣΓ. Per questo
motivo, la classe distribuzionale di DB associata a Γ è una corrente globalmente ben deﬁnita inM.
Se indichiamo questa classe con [Γ] ↔ (ηaΓ, 0, 0), possiamo riscrivere l'integrale (264) attraverso la
relazione
˛
γ
A =
ˆ
Lp,q
A ∗ [γ] =
ˆ
Lp,q
A ∗ [Vγ ] = 1
p
˛
Γ
A, (265)
dove [Vγ ] = [1/pΓ]. Tenendo conto di quest'ultima relazione, l'espressione di Z (Lp,q) diventa:
Z (Lp,q) =
p−1∑
h=0
´
DAei2pik
´
A∗Aei2pik
(
2h
p
) ¸
Γ A´
Dei2pik
´
A∗A , (266)
dove si è rimosso il termine (259). In modo simile a quanto già visto nel paragrafo (3.2), il termine
lineare nei campi all'esponente può essere eliminato con un cambio di variabile. Per fare questo
introduciamo la 1-forma A˜ deﬁnita da
A (x) = − 1
2k
[Γ (x)] + A˜ (x) . (267)
Sostituento l'espressione (267) nella (266), e notando che
¸
ΓA =
´
MA ∗ [Γ] troviamo
12Una descrizione di questi spazi è data in appendice (8.1).
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2pik
ˆ
Lp,q
A ∗A+ 2pi
(
2kh
p
) ˛
Γ
A = 2pik
ˆ
Lp,q
A˜ ∗ A˜− 2pik
(
h
p
)2 ˆ
Lpq
[Γ] ∗ [Γ] , (268)
dove si è sfruttata la bilinearirà del prodotto-∗. Dato che l'integrale funzionale è invariante per
traslazioni, si ha DA˜ = DA, per cui numeratore e denominatore fattorizzano e rimane
Z (Lp,q) =
p−1∑
h=0
e
−i2pik
(
h
p
)2 ´
Lp,q
ηΓ∧dηΓ . (269)
Il punto cruciale è che la 3-forma ηΓ ∧ dηΓ è di intersezione, per cui l'integrale
´
La,b
ηΓ ∧ dηΓ =
χLa,b (Γ,Γf ) coincide con il numero di autoallaciamento di Γ in La,b. Dato che Γ è deﬁnito in una
3-palla in La,b, il valore χLa,b (Γ,Γf ) non è ambiguo e rappresenta un invariante di isotopia ambiente
per il nodo. Ci sono due aspetti da chiarire. Il primo è che χLa,b (Γ,Γf ) dipende esplicitamente
dal particolare framing scelto per Γ. Il secondo è che questo valore di autoallacciamento è calcolato
rispetto ad La,b e non rispetto ad S3 come al solito. Una strategia per determinare χLa,b (Γ,Γf )
consiste nel ﬁssare un qualsiasi framing per Γ ⊂ S3 nella relativa presentazione chirurgica in S3.
A partire da questa presentazione possiamo poi determinare l'autoallacciamento in La,b. I dettagli
per questo tipo di calcoli sono mostrati in appendice (8.2). Alla ﬁne, comunque si scelga il framing
di Γ ⊂ S3 otteniamo
ˆ
Lp,q
ηΓ ∧ dηΓ = χLp,q (Γ,Γf ) p
2
= −pq, (270)
dove il simbolo
p2
= denota l'uguaglianza modulo p2. Sostituendo il valore (270) nell'espressione (269)
troviamo:
Z (Lp,q) =
p−1∑
h=0
e
i2pik
(
q
p
)
h2
. (271)
Il risultato (271), come deve essere, non dipende da come scegliamo il framing per i nodi rapp-
resentanti del gruppo di omologia. Per questo motivo, seglieremo convenzionalmente un framing
banale per tutti i nodi associati ad H1 (M), dove per banale si intende autoallacciamento nullo nella
relativa presentazione chirurgica in S3. Naturalmente questo non è obbligatorio, ma sempliﬁcherà
alcuni calcoli che aﬀronteremo più avanti.
Il risultato (271) può essere riottenuto in modo diﬀerente, senza passare per il cambio di variabile
(267). Vediamo come è possibile.
Sia M una 3-varietà con H1 (M) = Zp (non necessariamente uno spazio lenticolare), e γ il nodo
associato al generatore diH1 (M). Sappiamo che negli integrali
´
γ A =
´
MA∗[γ] possiamo sostituire
[γ] con una 1-forma globalmente ben deﬁnita
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[γ]→ [Vγ ] =
[
1
p
Γ
]
, (272)
dove [Γ] ↔ (ηaΓ, 0, 0) è la classe associata alla curva banale Γ = pγ. A partire da [Vγ ] possiamo
introdurre la classe [χγ ] deﬁnita da
[χγ ] = [γ]− [Vγ ] . (273)
Poiché
´
MA ∗ [γ] =
´
MA ∗ [Vγ ], il prodotto di [χγ ] con qualsiasi classe deﬁnita globalmente è nullo
(modulo Ω3Z (M)). In particolare possimo considerare
0
Z
=
ˆ
M
[γ] ∗ [γ] =
ˆ [
1
p
Γ
]
∗
[
1
p
Γ
]
+
ˆ
M
[χγ ] ∗ [χγ ] , (274)
dove si sono usate le proprietà (272), (273) e la condizione (259). Il simbolo
Z
=, che useremo d'ora
in avanti, denota l'uguaglianza modulo intero.
La curva Γ è banale, ed è il bordo di una superﬁcie di Seifert: Γ = ∂ΣΓ. Vale quindi
ˆ
M
[χγ ] ∗ [χγ ] = −
ˆ
M
[
1
p
Γ
]
∗
[
1
p
Γ
]
Z
= − 1
p2
χM (Γ,Γf ) , (275)
dove χM (Γ,Γf ), al solito, è il numero di autoallacciamento di Γ in M. Questo numero è ben
deﬁnito, e le istruzioni per calcolarlo sono date in appendice (8.2).
Se la 3-varietà M è di pura torsione possiamo scegliere una diﬀerente origine per le classi di con-
nessione [A] = A + h [γ]. In eﬀetti, notando che [γ] ha una parte globalmente ben deﬁnita (Vγ) ,
possiamo rappresentare ciascuna classe [A] come
[A] = A+ h [χγ ] h = 0, . . . , p− 1, (276)
dove A ∈ Ω1 (M) /Ω1Z (M). Con la scelta (276), l'azione fattorizza immediatamente, e diventa
´
M [A] ∗ [A] =
´
M
(
A ∗A+ 2h [χγ ] ∗A+ h2 [χγ ] ∗ [χγ ]
)
= −
(
h
p
)2
χM (Γ,Γf ) +
´
MA ∗A.
(277)
Naturalmente, il risultato (277) coincide con l'espressione (268) se lo spazioM è lenticolare. Aﬀron-
tiamo adesso il caso generale di una 3-varietàM di pura torsione. Siano [γi], con i = 1, 2, . . . , n, le
classi di DB distribuzionali associate ai generatori del gruppo di omologia H1 (M) = Zp1⊕· · ·⊕Zpn .
È conveniente utilizzare il metodo appena discusso, ed introdurre le classi
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[Vi] =
[
1
pi
Γi
]
, (278)
dove Γi = piγi sono nodi omologicamente banali. La presentazione di Cˇech-de Rham della classe
[Γi] è speciﬁcata da [Γi]↔
(
ηaΓi , 0, 0
)
, dove ηΓi ha supporto su una superﬁcie di Seifert Σi con bordo
Γi = ∂Σi. In modo analogo a quanto visto in precedenza, introduciamo le classi [χi] deﬁnite da
[χi] = [γi]− [Vγi ] , (279)
che soddisfano:
ˆ
M
[χi] ∗ [χj ] Z= − 1
pipj
χM (Γi,Γjf ) . (280)
Per gli spazi con torsione, è sempre possibile sostituire le classi [γi] → [Vi] negli integrali del
tipo
´
γi
A =
´
MA ∗ [γi]. Questo signiﬁca che è possibile includere nell'integrazione in A ∈
Ω1 (M) /Ω1Z (M) tutte le classi [Vi]. In altre parole, possiamo rappresentare le classi [A] come
[A] = A+ hi [χi] hi = 0, 1, . . . , pi − 1. (281)
con la scelta (281) l'azione fattorizza, ed otteniamo:
´
M [A] ∗ [A] =
´
M (A ∗A+ 2hi [χi] ∗A+ hihj [χi] ∗ [χj ])
= −
(
hihj
pipj
)
χ (Γi,Γjf ) +
´
MA ∗A.
(282)
L'espressione generale di Z (M) può essere scritta in modo compatto introducendo la notazione
χM (Γi,Γjf )
Z
= −pipjQij , (283)
dove Q è una forma quadratica di torsione. Dalla deﬁzione (252), e tenendo conto della sempliﬁ-
cazione (259) otteniamo poi [10]:
Z (M) =
p1−1∑
h1=0
. . . . . .
pn−1∑
hn=0
e
i2pik
∑
i
∑
j
hiQijhj
. (284)
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Alla ﬁne, la funzione di partizione dipende dalla forma quadratica di torsione. In generale Q non
dipende unicamente dal gruppo di omologia, per cui Z (M) può distinguere tra varietà col medesimo
gruppo di omologia.
Tramite chirurgia avevamo determinato l'invariante I (M) di RT , deﬁnito dall'espressione (179),
che riportiamo di seguito:
I (M) = (2k)−m2 eipi4 σ(Ls)
2k−1∑
q1=0
2k−1∑
q2=0
. . .
2k−1∑
qm=0
e
−i( 2pi4k )
m∑
ij=1
q1Lijqj
. (285)
Dal punto di vista della teoria di CS, l'invariante (285) era legato alla normalizzazione del valore
d'aspettazione calcolato secondo RT . La funzione di partizione Z (M) rappresenta l'analogo di
I (M), con la diﬀerenza che l'integrazione funzionale è fatta direttamente su M. È necessario
veriﬁcare se (e come) queste grandezze sono legate tra loro. Quello che ci aspettiamo è Z (M)
coincida con I (M) a meno di un coeﬃciente.
La somma che appare nell'espressione (285) può essere trasformata utilizzando la formula di reciproc-
ità di Deloup-Turaev (DT ). Nell'articolo [32] di DT , è discussa una forma bilineare simmetrica su
un reticolo W . Questa forma bilineare, nella formula (285), corrisponde alla matrice di allaccia-
mento del link di chirurgia L. Allo stesso modo, la somma sul reticolo reciproco W ∗ corrisponde
alla somma sugli elementi di H1 (M) dell'espressione (284). In conclusione, in accordo col teorema
1 dell'articolo si trova [10]:
Z (M) = (p1p2 . . . pn)
1
2 I (M). (286)
A meno di un coeﬃciente gli invarianti coincidono, come atteso. Il coeﬃciente è esso stesso invariante
della varietà, ed è legato al prodotto dei numeri di torsione. Questo risultato mostra come sia
possibile ottenere invarianti per 3-varietà direttamente dall'integrale funzionale di Feynman.
6.4.2 Presentazione dei Link L ⊂M
Siamo interessati a calcolare il valore di aspettazione 〈W (L)〉M, dove L = {C1, . . . , Cn} ⊂ M è un
generico link colorato e con framing. Dall'espressione generale (255), vediamo che il link L entra
nella deﬁnizione di valore d'aspettazione attraverso la relativa classe di DB distribuzionale [ηL].
Come sappiamo
[ηL] =
n∑
i=1
qi [ηi] , (287)
dove qi ∈ Z è il colore, mentre la classe [ηi] è associata alla componente i-esima di L e soddisfa¸
Ci
[A] = ´M [A] ∗ [ηi].
Per confrontare gli invarianti ottenuti con l'integrale funzionale e gli invarianti di RT , è conveniente
utilizzare una presentazione di chirurgia della varietà M. Allo stesso modo, L ⊂ M può essere
speciﬁcato attraverso la relativa presentazione chirurgica L⋃Ls ⊂ S3, dove Ls è il link di chirurgia.
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Figura 28: Convenzione di decomposizione del link fremato L.
In generale, nella presentazione di chirurgia, un certo numero di componenti di L ⊂ S3 possono
allacciarsi al link di chirurgia Ls. Questa situazione è schematizzata a sinistra in ﬁgura (28).
Nella teoria di CS abeliana, il valore 〈W (L)〉M non cambia se esprimiamo L come una somma
# di nodi [10, 12]. Possiamo sfruttare questa proprietà per decomporre L in modo conveniente.
Sempre in ﬁgura (28), è mostrata la convenzione che useremo per decomporre un qualsiasi link L.
Alla ﬁne, possiamo sempre sostituire L con:
L → L#D#E#F# . . . . (288)
Vale poi:
〈W (L)〉M = 〈W (L)W (D)W (E)W (F ) . . .〉M (289)
Il link L ⊂ S3, per costruzione, è slacciato da Ls ⊂ S3, ed ha lo stesso numero di componenti del
link originale L. Per convenzione, L viene decomposto in modo tale che le rimanenti componenti
D, E, F . . . ⊂ S3 abbiano tutte framing banale (nella loro presentazione in S3). Se ne deduce:
 Il link L = {L1, . . . , Ln} ⊂ M è omologicamente banale, ed è deﬁnito in una 3-palla B ⊂M.
Inoltre, i valori di autoallacciamento di L sono gli stessi sia nella presentazione di chirurgia
che rispetto adM. Esplicitamente χM (Li, Ljf ) = χS3 (Li, Ljf ) ∀ i, j = 1, . . . , n.
La classe distribuzionale di DB associata a L ⊂M è globalmente ben deﬁnita, e possiamo denotarla
con [ηL]↔ (ηaL, 0, 0).
Le rimanenti componenti D, E, F . . . ⊂ S3 della decomposizione (288) sono più complicate da
trattare. In eﬀetti, queste componenti si allacciano al link di chirugia Ls ⊂ S3 per costruzione, per
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cui possono avere classe di omologia non banale. Conviene utilizzare ancora l'invarianza dei valori
di aspettazione sotto la somma # delle componenti del link. Consideriamo dunque i satelliti
simpliciali delle varie componenti, e deﬁniamo la somma di tutte le componenti dei satelliti:
γ˜ ≡ D˜#E˜#F˜# . . . (290)
La curva γ˜, che può essere semplicemente rappresentata nel diagramma, ha colore q = 1 e framing
banale χS3 (γ˜, γ˜f ) = 0. Inoltre, nella presentazione di chirurgia, γ˜ ⊂ S3 è disgiunta dal link L. Dal
punto di vista della classe di omologia ci sono due possiblità:
1. La curva γ˜ ≡ 0˜ ha classe di omologia banale. Inoltre 0˜ ⊂ M è disgiunta da L ⊂ B ed ha
framing banale in S3 (ma non necessariamente banale inM).
2. La curva γ˜ ha classe di omologia non banale. Per questo motivo, è possibile associare
canonicamente γ˜ ad un elemento di H1 (M).
Iniziamo a discutere il caso (1). La curva 0˜, a seconda dei casi, può essere allacciata oppure
non allacciata al link di chirurgia Ls; comunque sia è disgiunta da L per costruzione. La classe
distribuzionale di DB associata ad 0˜ è globalmente ben deﬁnita, e possiamo denotarla con
[
0˜
]
=(
ηa
0˜
, 0, 0
)
. In particolare vale:
ˆ
M
[
0˜
] ∗ [0˜] = ˆ
M
η0˜ ∧ dη0˜ = χM
(
0˜, 0˜f
)
, (291)
dove χM
(
0˜, 0˜f
)
è l'autoallacciamento di 0˜ in M. Poiché χS3
(
0˜, 0˜f
)
= 0, l'autoallacciamento in
M è ﬁssato; tuttavia χM
(
0˜, 0˜f
)
non necessariamente è nullo in quanto 0˜ potrebbe allacciarsi ad
Ls. Questo è un fatto generale ed è legato all'eﬀetto del link di chirurgia sulle componenti dei link
reali. In altre parole, anche quando l'autoallacciamento è ben deﬁnito in M non sempre coincide
con l'autoallacciamento nella presentazione di chirurgia. Come mostrato in appendice (8.2), dato
che χS3
(
0˜, 0˜f
)
= 0 si trova:
χM
(
0˜, 0˜f
)
= −χS3
(
L#s ,L#sf
)
, (292)
dove L#sf ∼ 0˜ (isotopia ambiente), ed è ottenuto sommando opportunamente le varie componenti
del framing di una presentazione onesta di Ls.
Analizziamo adesso il caso (2). Come sappiamo, è possibile associare una curva γi a ciascun gener-
atore vi del gruppo H1 (M). Convenzionalmente, il framing di ogni curva γi è banale nella relativa
presentazione in S3. In altre parole è possibile esprimere γ˜ come una opportuna somma # di curve
γi più (eventualmente) una curva di tipo 0˜. In generale, se γ˜ ha classe di omologia (H1,H2, . . .)
nella base {vi} di H1 (M) si ha:
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Figura 29: Generatore di H1
(
S3 − Lsi
)
.
γ˜ = 0˜#
∑
#i
γi#γi# . . .#γi︸ ︷︷ ︸
Hi
, (293)
oppure in forma compatta:
γ˜ = 0˜ +
m∑
i=1
Hiγi. (294)
La somma (294) è estesa al numero totale m di generatori del gruppo di omologia H1 (M), mentre
gli interi Hi sono deﬁniti modulo pi, dove pi sono i numeri di torsione. I coeﬃcienti Hi possono
essere determinati (anche graﬁcamente) una volta ﬁssate le curve γi. Al solito, i dettagli su come
calcolare H1 (M) e come associare ai relativi generatori le curve γi, sono discussi nei paragraﬁ (8.1)
e (8.2). Di seguito vediamo invece come ottenere concretamente gli Hi.
Il gruppo H1 (M) può essere determinato direttamente a partire dalla matrice di allacciamento Ls
associata al link di chirurgia Ls in una presentazione onesta. Esplicitamente:
H1 (M) =
{
x1, . . . , xw | Ls1jxj = 0, . . . ,Lswjxj = 0
}
, (295)
dove gli elementi xi possiamo associarli a dei piccoli unknot allacciati alla componente Lsi , e rapp-
resentano i generatori di H1
(
S3 − Lsi
)
. In ﬁgura (29) è mostrato come raﬃgurare xi. I generatori
{vi} di H1 (M) sono dati da una opportuna combinazione lineare dei generatori {xi}:
γi ∼ vi =
w∑
k=1
Bikxk i = 1, . . . ,m, (296)
dove Bik sono interi. I generatori {vi} non sono univoci, ma sono ﬁssati una volta ﬁssati gli interi Bik.
Le curve γi sono canonicamente associate agli elementi vi, e si ottengono interpretando l'espressione
(296) come una somma # degli unknot associati a xi. Dato che γ˜ è sempre scrivibile come una
somma # di nodi nella base {xi} di H1
(
S3 − Lsi
)
, possiamo determinare la classe di omologia
(H1,H2, . . .) di γ˜ nella base {vi} utilizzando le relazioni (296).
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Figura 30: Nodo C ⊂ P#L2,1 nella presentazione chirurgica.
Può capitare che γ˜ non sia legata da isotopia ambiente alla curva
∑
iHiγi; deﬁniamo dunque:
0˜ = γ˜#
(
−
m∑
i=1
Hiγi
)
, (297)
dove la curva 0˜ ha omologia banale ed è slacciata da L per costruzione. In altri termini è una curva
analoga a quella discussa nel punto (1). Dall'espressione (297) otteniamo poi lo sviluppo (294)
valido per qualsiasi curva γ˜.
In conclusione, qualsiasi sia la curva L ⊂ M di partenza, è sempre possibile sostituirla, nella
presentazione in S3, con:
L
⋃
Ls →

L si allaccia a Ls →

L e` omologicamente banale→ L = L#0˜
L non e` omologicamente banale→ L = L#0˜#
m∑
i=1
Hiγi
L non si allaccia a Ls → L = L
(298)
Allo stesso modo, la classe distribuzionale [ηL] associata a L ⊂ M può essere sostituita a seconda
dei casi con:
[ηL]→ [ηL] +
[
0˜
]
+
m∑
i=1
Hi [γi] . (299)
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Figura 31: Decomposizione di C ⊂ L2,1#P.
La sostituzione (299) entra in modo naturale nel valore di aspettazione (255) in quanto L ed 0˜
sono omologicamente banali, mentre la somma sulle classi [γi] può essere trattata in modo simile a
quanto visto nella funzione di partizione Z (M).
Per ﬁssare le idee, consideriamo un esempio concreto di decomposizione. In ﬁgura (30) è mostrato
un nodo C ⊂ P#L2,1 con colore c e autoallacciamento χS3 (C,Cf ) = a. La varietàM = L2,1#P è
la somma connessa di L2,1 e della sfera di Poincaré P, ed il relativo link di chirurgia è dato un unknot
con coeﬃciente di chirurgia 2 più il trifoglio T con coeﬃciente 1. Come curva γ1 (associata all'unico
generatore del gruppo di omologia H1 (L2,1#P) = Z2) si è scelto la curva sottile mostrata in ﬁgura
(30). La decomposizione di C ⊂ P#L2,1 secondo l'espressione (288) è mostrata in ﬁgura (31). I
nodi D,E ⊂ S3 hanno framing banale e colore c. Questo signiﬁca che i relativi satelliti simpliciali
D˜, E˜ sono costituiti da c copie parallele di D ed E rispettivamente. Dalla ﬁgura è facile vedere
che D˜ ha classe di omologia banale, mentre E˜ ha classe di omologia +c · v1. La curva γ˜ = D˜#E˜ è
deﬁnita dalla somma di tutte le componenti dei satelliti simpliciali ed è già decomposta secondo la
relazione (294) in quanto D˜ ha omologia banale. Si ha subito:
[ηC ]→ [ηL] +
[
0˜
]
+ c · [γ1] , (300)
dove 0˜ =
∑
D˜ è la somma di tutte le componenti del satellite simpliciale D˜. La curva 0˜ ha colore
q = 1 e framing banale in S3. Per determinare l'autoallaccimento χL2,1#P
(
0˜, 0˜f
)
è necessario
osservare la ﬁgura ed utilizzare la relazione (292). Dato che ciascuna componente di D˜ ha numero
di allacciamento +1 con il trifoglio T , ogni componente è proprio equivalente (per isotopia ambiente)
al framing di T . Si ha dunque 0˜ ∼ c · Tf , e quindi
χL2,1#P
(
0˜, 0˜f
)
= −χS3 (c · T, c · Tf ) = −c2χS3 (T, Tf ) = −c2 (301)
Altri esempi di decomposizione esplicita saranno presentati nel capitolo (7).
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6.4.3 Valori di Aspettazione
Consideriamo un generico link orientato, colorato e con framing L = {C1, . . . , Cm} ⊂ M, con M
una 3-varietà di pura torsione. Il valore di aspettazione 〈W (L)〉M, deﬁnito dall'espressione (255),
può essere riscritto come:
〈W (L)〉M = Z−1 (M)N−10 (M)
∑
h
ˆ
DAei2pik
´
M(A∗A+2[hγ]∗A)ei2pi
´
M A∗[ηL], (302)
dove si sono usate la relazioni [hγ] ∗ [hγ] Z= 0, [hγ] ∗ [ηL] Z= 0. Alternativamente, utilizzando la
presentazione (281) della connessione, è possibile riscrivere 〈W (L)〉M in una forma equivalente
(valida solo se la varietà è di pura torsione). Esplicitamente:
〈W (L)〉M = Z−1 (M)N−10 (M)
∑
h
ˆ
DAei2pik
´
M(A∗A+hihj [χi]∗[χj ])ei2pi
´
M(A+hi[χi])∗[ηL]. (303)
Naturalmente, non c'è nessuna diﬀerenza tra l'espressione (302) e la (303) in quanto l'origine delle
ﬁbre Aˆγ nella presentazione della connessione [A] = A+ Aˆγ non è univoca. Per ragioni di semplicità
d'esposizione conviene considerare la forma (303).
La classe di DB distribuzionale associata ad L è denotata con [ηL], e può essere espressa come
[ηL] = [ηL] +
[
0˜
]
+
n∑
i=1
Hi [γi] , (304)
dove si è usata la decomposizione (299) appena discussa.
È utile procedere per gradi prima di dare la soluzione generale 〈W (L)〉M. Sia L ⊂M tutto deﬁnito
in una 3 palla B ⊂M. In altre parole, la classe di omologia di qualsiasi componente di L è banale.
Secondo la scomposizione (288), L coincide semplicemente con L, per cui [ηL] = [ηL]. La classe
[ηL] è sempre globalmente ben deﬁnita, ed ha presentazione [ηL]↔ (ηaL, 0, 0). Tenendo conto della
relazioni (282) e (283), l'esponente dell'espressione (303) diventa
2pik
´
M (A ∗A+ hihj [χi] ∗ [χj ]) + 2pi
´
M (A+ hi [χi]) ∗ [ηL]
= 2pik
´
MA ∗A+
´
MA ∗ [ηL] + 2pikhihjQij
(305)
da cui
〈W (L)〉B⊂M = N−10 (M)
ˆ
DAei2pik
´
M A∗Aei2pi
´
A∗[ηL], (306)
dove si sono sfruttate le proprietà [ηL] ∗ [χi] Z= 0 e
´
M [χi] ∗ [χj ] = Qij , ed inﬁne la fattorizzazione
Z−1 (M)Z (M) = 1.
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L'espressione (306) può essere risolta con un cambio di variabile, in modo simile a quanto visto in
precedenza. In particolare, si introduce la 1-forma A˜ ∈ Ω1 (M) /Ω1Z (M) deﬁnita da
A = − 1
2k
[ηL] + A˜. (307)
Sostituendo l'espressione (307) nella (306), e ricordando che l'integrale funzionale è invariante per
traslazioni si trova facilmente:
〈W (L)〉B⊂M = e−i(
pi
2k )
´
M[ηL]∗[ηL]. (308)
L'integrale
´
M [ηL] ∗ [ηL] =
´
M ηL ∧ dηL è una forma di intersezione ben deﬁnita, per cui otteniamo
subito
〈W (L)〉B⊂M = 〈W (L)〉S3 = e
−i( 2pi4k )
∑
ij
qiLijqj
, (309)
dove Lij = χM (Ci, Cjf ) = χS3 (Ci, Cjf ), e coincide con l'usuale numero di avvolgimento calcolato
rispetto ad S3. Alla ﬁne, se il link L è tutto deﬁnito in una palla, il valore di aspettazione coincide
con quello in S3. Questo è un risultato atteso, dato la teoria di CS inM coincide localmente con
quella deﬁnita in S3. In modo del tutto simile possiamo aﬀrontare il caso di L ⊂M omologicamente
banale. La classe distribuzionale [ηL], in questo caso, può essere scritta come [ηL] = [ηL] +
[
0˜
]
, dove
la curva 0˜ è presente solo nel caso in cui L si allaccia a Ls nella relativa presentazione di chirurgia.
La curva 0˜ ha colore q = 1 e autoallacciamento nullo in S3; inoltre ha classe di omologia banale per
cui la relativa classe ditribuzione ha presentazione
[
0˜
]↔ (ηa
0˜
, 0, 0
)
. Tenendo conto che L ed 0˜ sono
disgiunti per costruzione, sfruttando il risultato (308) troviamo subito:
〈W (L)〉M = 〈W (L)〉S3
〈
W
(
0˜
)〉
M = 〈W (L)〉S3 e−i(
2pi
4k )χM(0˜,0˜f), (310)
dove χM
(
0˜, 0˜f
)
non è nullo se 0˜ è allacciata ad Ls.
In generale, il link L non è omologicamente banale, e la relativa classe distribuzionale è speciﬁcata
dall'intera espressione [ηL] = [ηL] +
[
0˜
]
+
∑
iHi [γi]. Sostituendo questa espressione nel valore
d'aspettazione (303), l'esponente diventa:
2pik
´
M (A ∗A+ hihj [χi] ∗ [χj ]) + 2pi
´
M [ηL] ∗ (A+ hi [χi])
= 2pik
´
M (A ∗A+ hihj [χi] ∗ [χj ]) + 2pi
´
M
((
[ηL] +
[
0˜
]) ∗A+Hj [γj ] ∗A+Hjhi [γj ] ∗ [χi])
= 2pik
´
M (A ∗A+ hihj [χi] ∗ [χj ]) + 2pi
´
M
((
[ηL] +
[
0˜
]
+Hj [Vj ]
) ∗A+Hjhi [χj ] ∗ [χi])
= 2pik
(
hi +
Hi
2k
)(
hj +
Hj
2k
)
Qij + 2pik
´
M A˜ ∗ A˜−
(
2pi
4k
) ´
M
(
[ηL] ∗ [ηL] +
[
0˜
] ∗ [0˜]) ,
(311)
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dove si sono usate una serie di proprietà. In primo luogo, per deﬁnizione [γi] = [Vi] + [χi],
dove la classe [Vi] è globalmente ben deﬁnita ed è speciﬁcata dall'espressione (278). Poiché A ∈
Ω1 (M) /Ω1Z (M) è globalmente ben deﬁnita, negli integrali
´
MA ∗ [γi] possiamo sostituire:
ˆ
M
A ∗ [γi] =
ˆ
M
A ∗ [Vi] . (312)
Similmente si ha
ˆ
M
[γi] ∗ [χj ] =
ˆ
M
[χi] ∗ [χj ] . (313)
Inoltre, si è usata la relazione
ˆ
M
[χi] ∗ [χj ] = −
ˆ
M
[Vi] ∗ [Vj ] Z= Qij , (314)
e si è ripetuto il cambio di variabile (307) con A = −1/2k ([ηL] + [0˜]+Hj [Vj ])+ A˜ ricordando che
0˜ ed L sono disgiunti. Tenendo conto che L e 0˜ sono link omologicamente banali, ed utilizzando lo
sviluppo (311) nella deﬁnizione (303), troviamo inﬁne
〈W (L)〉M = 〈W (L)〉S3
〈
W
(
0˜
)〉
M 〈H〉M , (315)
dove il valor medio 〈H〉M non è banale in generale, ed è dato da
〈H〉M = Z−1 (M)
p1−1∑
h1=0
. . .
pn−1∑
hn=0
e
i2pik
∑
ij
(
hi+
Hi
2k
)
Qij
(
hj+
Hj
2k
)
. (316)
Si noti come 〈H〉M dipenda unicamente dalla classe di omologia di γ˜ in M. Nel caso in cui
Z (M) 6= 0, il valore di aspettazione per il generico link L ⊂M è dato da:
〈W (L)〉M = 〈W (L)〉S3
〈
W
(
0˜
)〉
MZ−1 (M)
p1−1∑
h1=0
. . .
pn−1∑
hn=0
e
i2pik
∑
ij
(
hi+
Hi
2k
)
Qij
(
hj+
Hj
2k
)
. (317)
Il valore (317) soddisfa una serie di proprietà attese. La prima è l'invarianza per una sostituzione
qi → qi + 2kn, dove n ∈ Z. Dalla deﬁnizione (290) vediamo che questa sostituzione ha come eﬀetto
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quello aggiungere 2kn copie parallele di alcuni dei satelliti simpliciali D˜, E˜, F˜ . . .; più precisamente
di quelli derivanti dalla componente i−esima di L. Questo equivale a modiﬁcare Hj come Hj →
Hj +mj2k, dove mj ∈ Z è un opportuno intero. La sostituzione Hj → Hj +mj2k, nell'espressione
(317) non fa altro che traslare gli estremi delle sommatorie. D'altra parte Qij è un razionale deﬁnito
modulo interi, mentre l'esponenziale è deﬁnito modulo le classi di equivalenza ﬁssate dai numeri di
torsione. Per questo motivo 〈W (L)〉M è periodico nel colore, come atteso. Inoltre, per quanto
detto, l'esponenziale è anche invariante per una sostituzione del tipo hi → hi +mipi.
Un ultimo aspetto interessante riguarda la non espandibilità in potenze di ∼ 1/k; infatti l'esponente
ha termini proporzionali a k e temini che non ne dipendono. In altre parole, il risultato non può
essere ottenuto con uno sviluppo perturbativo standard che equivale ad uno sviluppo di 1/k.
Veriﬁchiamo adesso se il risultato funzionale (317) è in accordo con il valore d'aspettazione (159)
calcolato secondo RT . Esplicitamente abbiamo:
〈W (L)〉M =
2k−1∑
q1=0
. . .
2k−1∑
qm=0
e
−i( 2pi4k )
∑
ij
q˜iLtotij q˜j
2k−1∑
q1=0
. . .
2k−1∑
qm=0
e
−i( 2pi4k )
∑
ij
qiLijqj
, (318)
dove L è la matrice di allacciamento associata a Ls ⊂ S3, mentre Ltot è associata a Ls
⋃L ⊂ S3.
I coeﬃcienti interi q˜i coincidono con qi se 0 < i ≤ m, mentre per i > m coincidono con il colore
ci della componente i-esima del link L ⊂ S3. Per i, j > m la somma all'esponente dell'espressione
(318) non entra nella somma su i vari qj , per cui può essere isolata. Questo termine non è altro che
〈W (L)〉S3 . Otteniamo perciò:
〈W (L)〉M = 〈W (L)〉S3 ·
2k−1∑
q1=0
. . .
2k−1∑
qm=0
e
−i( 2pi4k )
[ ∑
i,j≤m
qiLijqj+ 2
∑
i≤m,j>m
qiLtotij cj
]
2k−1∑
q1=0
. . .
2k−1∑
qm=0
e
−i( 2pi4k )
∑
ij≤m
qiLijqj
. (319)
Dimostrare l'equivalenza dei risultati (317) e (319) non è immediato e conviene procedere per gradi.
In modo simile a quanto fatto per il valore l'aspettazione funzionale (317), calcoleremo il valore
(319) per L deﬁnito in una 3-palla, per L omologicamente banale, e per L omologicamente non
banale.
Consideriamo un link L ⊂ B ⊂M deﬁnito in una 3-palla B. Come sappiamo, nella relativa presen-
tazione chirurgica, L non si allaccia ad Ls: in altre parole L = L. Dato che l'acciamento con Ls
è nullo, anche il termine
∑
ij qiLtotij cj = 0 è nullo; questo fattorizza immediatamente numeratore e
denominatore dell'espressione (319), e troviamo
〈W (L)〉B⊂M = 〈W (L)〉S3 . (320)
Il risultato (320) è in accordo con il risultato funzionale (317).
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Analizziamo adesso il caso di L ⊂ M omologicamente banale. Come sappiamo, possiamo decom-
porre il link L come L = L#0˜, dove L ⊂ B è deﬁnito in una 3-palla, mentre il nodo 0˜ con colore
c = 1 ha framing banale rispetto ad S3 e può essere allacciato ad Ls nella presentazione di chirurgia.
Con queste ipotesi, l'esponente dell'espressione (319) diventa:
−i
(
2pi
4k
) ∑
i,j≤m
qiLijqj + 2
∑
j≤m
qjLtotj
 (321)
Dato che 0˜ può essere allacciato al link di chirurgia, gli elementi di Ltotj potrebbero non essere tutti
nulli. In ogni caso, come dimostrato in appendice (8.2) vale la relazione:
χM
(
0˜, 0˜f
)
+
∑
k≤m
∑
k′≤m
Ltotk Ltotk′ L
−1
k′k = 0. (322)
Combinando le espressioni (321) e (322) possiamo riscrivere l'esponente dell'espressione (319) come:
−i
(
2pi
4k
)
χM
(
0˜, 0˜f
)− i(2pi
4k
) ∑
i,j,k≤m
(
qi + Ltoti L−1ki
)
Lij
(
qj + Ltotj L−1kj
) . (323)
Dato che
∑
k Ltoti L
−1
ki sono interi e le somme su qi coprono tutte le classi inequivalenti (modulo 2k),
è possibile rinominare qi +
∑
k Ltoti L
−1
ki → qi, ed otteniamo subito:
〈W (L)〉M = 〈W (L)〉S3 · e−i(
2pi
4k )χM(0˜,0˜f) ·
2k−1∑
q1=0
. . .
2k−1∑
qm=0
e
−i( 2pi4k )
∑
i,j≤m
qiLijqj
2k−1∑
q1=0
. . .
2k−1∑
qm=0
e
−i( 2pi4k )
∑
ij≤m
qiLijqj
, (324)
da cui
〈W (L)〉M = 〈W (L)〉S3 · e−i(
2pi
4k )χM(0˜,0˜f) = 〈W (L)〉S3
〈
W
(
0˜
)〉
M . (325)
Il risultato (325) è ancora in accordo con il valore d'aspettazione funzionale (317).
L'ultimo caso è quello di L ⊂M omologicamente non banale. Senza perdere in generalità, assumi-
amo momentaneamente che non sia presente una componente 0˜ nella decomposizione di L; questo
sempliﬁcherà la trattazione.
Numeratore e denominatore dell'espressione (319) possono essere trasformati usando la formula di
reciprocità di Deloup-Turaev [32] in modo simile a quanto fatto per l'invariante I (M). La forma
bilineare simmetrica sul reticolo W dell'articolo [32], corrisponde alla forma bilineare deﬁnita dalla
matrice di allacciamento L associata a Ls. Si noti che la forma bilineare è associata ad L e non
ad Ltot. Similmente, la somma sugli elementi del reticolo reciproco W ∗ è rappresentata, nel nostro
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Figura 32: La superﬁcie S0 è chiusa, ma non è un bordo: S0 6= ∂X. Da [12].
caso, dalla somma sugli elementi del gruppo di omologia H1 (M). Inﬁne, l'elemento ψ del reticolo
W è rappresentato da ψi =
∑
j Ltotij (cj/2k). Nella base {vi} dei generatori di H1 (M), l'elemento
ψi possiamo riscriverlo come ψi = ΣiHij (cj/2k), dove Hij è la classe di omologia della componente
j-esima di L rispetto all'i-esimo generatore di H1 (M). In altre parole, ritroviamo i coeﬃcienti
Hi: ΣjHij (cj/2k) = (Hi/2k). Alla ﬁne, in accordo col teorema 1 dell'articolo di DT , troviamo
che le espressioni (319) e (317) coincidono. Naturalmente, se è presente una componente 0˜ nella
decomposizione di L le espressioni (317) e (319) coincidono ancora. L'unico accorgimento da tener
presente è che l'elemento ψi =
∑
j Ltotij (cj/2k) non è interamente esprimibile nella base {vi} in
quanto 0˜ ha omologia banale. È suﬃciente quindi isolare un termine tipo (321) e ripetere i passaggi
già visti.
6.5 Varietà M Prive di Torsione
6.5.1 Funzione di Partizione
Una varietà M priva di torsione, per deﬁnizione, ha gruppo di omologia liberamente generato:
H1 (M) = F (M). Similmente a quanto fatto per gli spazi di pura torsione, conviene considerare
inizialmente H1 (M) = Z, ossia un unico generatore del gruppo di omologia. Un esempio di spazio
che soddisfa questa condizione, come sappiamo, è dato daM = S2×S1. Concentriamoci quindi su
questa 3-varietà.
Sia G0 la curva associata al generatore del gruppo di omologia. Per costruzione G0 non è contraibile
e si allaccia una volta lungo S1. A partire da G0 possiamo considerare le somme
Γ = G0#G0# . . .#G0︸ ︷︷ ︸
p
, (326)
che si allacciano p volte lungo la direzione S1. A diﬀerenza di quanto avviene per gli spazi con
torsione, qualsiasi sia l'intero (≥ 1) p, Γ non sarà mai contraibile.
Introduciamo [Γ], ossia la classe distribuzionale di DB associata a Γ. Per deﬁnzione di [Γ] si ha
˛
Γ
A =
ˆ
M
A ∗ [Γ] , (327)
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dove A ∈ Ω1 (M) /Ω1Z (M). In questo tipo di integrali, non possiamo sostituire a [Γ] una classe
globalmente ben deﬁnita; in altre parole non possiamo calcolare Z (M) con il medesimo approccio
utilizzato per gli spazi con torsione. Sono necessarie nuove osservazioni.
Se il gruppo di omologia contiene una parte liberamente generata, sono presenti nella connessione dei
modi zero. Questi sono rappresentati da 1-forme diﬀerenziali chiuse ma non esatte, ed introduconono
un'ulteriore invarianza in exp (iSCS [A]) che non è legata alle trasformazioni di gauge. In S2 × S1
possiamo considerare la superﬁcie S0, rappresentata in ﬁgura (32). Sia A0 la 1-forma globalmente
deﬁnita inM con supporto su S0. Dato che la superﬁce orientata S0 è chiusa, dA0 = 0, tuttavia S0
non è un bordo per cui A0 6= dY . Ricapitolando A0 ∈ Ω1 (S2 × S1) tale che dA0 = 0, ma A0 6= dY
per ogni Y ∈ Ω0 (S2 × S1). Possiamo normalizzare A0 come:
˛
G0
A0 =
ˆ
S2×S1
A0 ∗ [G0] = 1. (328)
L'integrale di A0 lungo G0 misura l'intersezione del nodo G0 con la superﬁcie S0. L'orientazione
di S0 è ﬁssata dall'espressione (328), con G0 orientato come in ﬁgura (32). Con la normalizzazione
(328), la 1-forma A0 diventa a periodo intero, per cui possiamo speciﬁcarla con A0 ∈ Ω1Z
(
S2 × S1).
Dal punto di vista di DB, la classe associata a A0 è banale. Sia ω0 ∈ Ω1 (S2 × S1) /Ω1Z (S2 × S1)
il modo zero associato con A0 che è rappresentato da
ω0 ↔ (tA0a, 0, 0) , (329)
dove 0 ≤ t < 1. A partire da ω0 possiamo decomporre A ∈ Ω1 (S2 × S1) /Ω1Z (S2 × S1) come
A = ω0 + A˜, (330)
dove A˜ ∈ Ω1 (S2 × S1) /Ω1Z (S2 × S1) non contiene modi zero per costruzione, ovvero ¸G0 A˜ = 0.
Dalla relazione (328), e tenendo conto che A˜ è ortogonale a ω0 otteniamo:
ˆ
S2×S1
A ∗ [G0] =
ˆ
S2×S1
ω0 ∗ [G0] +
ˆ
S2×S1
A˜ ∗ [G0] =
ˆ
S2×S1
ω0 ∗ [G0] = t. (331)
Più in generale, se consideriamo la curva Γ speciﬁcata dall'espressione (326), si ha
˛
Γ
A =
ˆ
S2×S1
A ∗ [Γ] = pt, (332)
dove 0 ≤ t < 1. A questo punto siamo in grado calcolare la funzione di partizione, che nel caso di
M = S2 × S1 è deﬁnita da:
Z (S2 × S1) = +∞∑
h=−∞
´
DAei2pik
´
S2×S1 (A∗A+2h[G0]∗A)´
DAei2pik
´
S2×S1 A∗A
. (333)
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Riscrivendo A secondo la decomposizione (330), e tenendo conto che
´
DA =
´
DA˜
´
Dω0 =´ 1
0 dt
´
DA˜ otteniamo subito:
Z (S2 × S1) = +∞∑
h=−∞
´ 1
0 dt
´
DA˜ei2pik
´
S2×S1(A˜∗A˜+2A˜∗ω0+ω0∗ω0)ei2pik(2ht)´ 1
0 dt
´
DA˜ei2pik
´
S2×S1(A˜∗A˜+2A˜∗ω0+ω0∗ω0)
, (334)
dove abbiamo usato la proprietà (331). I termini all'esponente contenenti ω0 possono essere rimossi
in quanto dω0 = 0. Esplicitamente
ˆ
S2×S1
A˜ ∗ ω0 =
ˆ
S2×S1
A˜ ∧ dω0 Z= 0, (335)
ˆ
S2×S1
ω0 ∗ ω0 =
ˆ
S2×S1
ω0 ∧ dω0 Z= 0, (336)
dove si è usato il fatto che ω0 è globalmente deﬁnita. Dalle relazioni (335) e (336), otteniamo che
numeratore e denominatore di Z (S1 × S2) fattorizzano, e rimane:
Z (S2 × S1) = +∞∑
h=−∞
ˆ 1
0
dtei2pik(2ht). (337)
Notando che
∑
h exp (i2pik (2ht)) è un pettine di Dirac, possiamo riscrivere l'espressione (337) come
una somma inﬁnita di delta di Dirac:
Z (S2 × S1) = ˆ 1
0
dt
+∞∑
m=−∞
δ (2kt−m) =
0≤t<1
ˆ 1
0
dt
2k−1∑
m=0
1
2k
δ
(
t− m
2k
)
=
1
2k
2k−1∑
m=0
1 = 1 (338)
Alla ﬁne, se M = S2 × S1, la funzione di partizione coincide con quella delle sfere di omologia:
Z (S2 × S1) = 1.
Adesso possiamo aﬀrontare il caso di una generica 3-varietà M (chiusa ed orientata) con gruppo
di omologia liberamente generato. Siano [γi], con i = 1, 2, . . . , n le classi di DB distribuzionali
associate ai generatori del gruppo di omologia H1 (M) = Z⊕ . . .⊕Z. In generale, il secondo gruppo
di omologia non è banale, ed ha lo stesso un numero di generatori della parte liberamente generata
di H1 (M). In questo caso H2 (M) = Z⊕ . . .⊕Z, e ciascuno degli n generatori può essere associato
ad una superﬁcie chiusa orientata bidimensionale Si ⊂ M, con i = 1, 2, . . . , n. Possiamo denotare
con A0i la classe di DB globalmente deﬁnita inM con supporto su Si normalizzata come:
˛
γi
A0j =
ˆ
M
A0j ∗ [γi] = δij . (339)
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Dato che le superﬁci Si sono chiuse dA0i = 0, tuttavia S
i non sono dei bordi, per cui A0i 6= dYi
per ogni Yi ∈ Ω0 (M) /Ω0Z (M). A partire da A0i ↔
(
A0ai , 0, 0
)
possiamo introdurre le classi di DB
associate ai modi zero della connessione. Deﬁniamo dunque:
ω0i ↔
(
tiA
0a
i , 0, 0
)
0 ≤ ti < 1, (340)
dove si è usato il fatto che le classi di DB sono deﬁnite a meno di Ω1Z (M). La presentazione della
connessione, lo sappiamo, è data da [A] = A+[hγ], dove A ∈ Ω1 (M) /Ω1Z (M), mentre [hγ] = hi [γi]
speciﬁca l'origine delle ﬁbre. Come si è visto per il casoM = S2 × S1, è conveniente separarare da
A i modi zero, e riscrivere le classi della connessione [A] come:
[A] = A˜+ ω01 + · · ·+ ω0n + hi [γi] hi ∈ Z con i = 1, . . . , n. (341)
Sostituendo lo sviluppo (341) nell'azione 2pik
´
[A] ∗ [A] troviamo subito:
2pik
´
M [A] ∗ [A] = 2pik
´
M (A ∗A+ 2hiA ∗ [γi])
= 2pik
´
M A˜ ∗ A˜+ 4pik
´
M A˜ ∗ 2ωj + 2pik
´
M ω
0
j ∗ ω0k + 2pik (2hitjδij)
= 2pik
´
M A˜ ∗ A˜+ 2pik (2hiti) ,
(342)
dove si è usato la relazione (339) e la proprietà dω0j = 0. La funzione di partizione Z (M) può essere
calcolata semplicemente a partire dall'azione scritta nella forma (342). Abbiamo infatti:
Z (M) =
+∞∑
h1=−∞
. . .
+∞∑
hn=−∞
´ 1
0 dt1 . . .
´ 1
0 dtn
´
DA˜ei2pik
´
M A˜∗A˜ei2pik(2h1t1+···+2hntn)´ 1
0 dt1 . . .
´ 1
0 dtn
´
DA˜ei2pik
´
M A˜∗A˜
, (343)
da cui
Z (M) =
+∞∑
h1=−∞
. . .
+∞∑
hn=−∞
ˆ 1
0
dt1 . . .
ˆ 1
0
dtne
i2pik(2h1t1+···+2hntn). (344)
Notando che ciascun
∑
hi
exp (i2pik (2hiti)) è un pettine di Dirac, e generalizzando i passaggi
mostrati nell'espressione (338) si trova:
Z (M) = 1 se H1 (M) = F (M) . (345)
90
Similmente a quanto visto nel caso di pura torsione, l'invariante (345) è legato all'invariante abeliano
di RT tramite un coeﬃciente invariante, che coincide semplicemente con I−1 (M). Per questo
motivo, Z (M) non è particolarmente interessate se non c'è torsione nella varietà. D'altra parte,
se M è liberamente generato, l'invariante I (M) diventa esso stesso meno ricco di informazioni
rispetto al caso di torsione. Per convincersene possiamo sfruttare la seguente proprietà: gli spaziM
con H1 (M) = F (M) ammettono sempre una presentazione di chirurgia in cui tutti i coeﬃcienti
di chirurgia sono zero, ed il numero di allacciamento tra la varie componenti è ancora zero13. Con
una presentazione di questo tipo, il calcolo I (M), diventa immediato, e si ha:
I (M) = (2k)−n2
2k−1∑
q1=0
. . .
2k−1∑
qn=0
1 = (2k)
n
2 . (346)
Alla ﬁne, per questo tipo di varietà:
Z (M) = (2k)−n2 I (M) . (347)
Da un certo punto di vista, l'espressione (347) è del tutto analoga alla (286), ed numeri di torsione
vengono rimpiazzati da
pi → 1
2k
. (348)
6.5.2 Valori di Aspettazione
Nel caso di M liberamente generato, è possibile calcolare il valori d'aspettazione sfruttando l'in-
varianza della misura funzionale dovuta ai modi zero della connessione. Come al solito, possiamo
considerare inizialmente la varietàM = S2 × S1 e generalizzare in un secondo momento.
Sia A0 ∈ ΩZ
(
S2 × S1) il modo zero speciﬁcato dalla normalizzazione (328). A partire da A0,
possiamo considerare la seguente sostituzione nell'azione:
SCS ([A])→ SCS
(
[A] +
(m
2k
)
A0
)
, (349)
dove m = 0, 1, . . . , 2k − 1 è un intero. Dalla presentazione [A] = A+ n [G0], otteniamo subito
SCS
(
[A] + (m2k)) = 2pik ´S2×S1 (A+ n [G0] + (m2k)A0) ∗ (A+ n [G0] + (m2k)A0)
= SCS [A] + 2pim
´
S2×S1 A ∗A0 + 2pinm
´
S2×S1 A
0 ∗ [G0] + pi
(
m2
2k
) ´
S2×S1 A
0 ∗A0,
(350)
13Si veda l'appendice (8.1).
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dove si è usata la proprietà
´
MA ∗A0 =
´
MA
0 ∗A. Tenendo conto che A0 è globalmente deﬁnita,
e che dA0 = 0, otteniamo:
ˆ
S2×S1
A ∗A0 =
ˆ
S2×S1
A ∧ dA0 = 0, (351)
ˆ
S2×S1
A0 ∗A0 =
ˆ
S2×S1
A0 ∧ dA0 = 0. (352)
Nello sviluppo (350) compare inﬁne l'integrale
2pinm
ˆ
S2×S2
A0 ∗ [G0] = 2pinm
˛
G0
A0 = 2pinm, (353)
dove si è usato la deﬁnizione (328). Alla ﬁne [12]
exp (iSCS ([A])) = exp
(
iSCS
(
[A] + m
2k
A0
))
, m = 0, 1, . . . , 2k − 1. (354)
La proprietà (354) non è legata alle trasformazioni di gauge, in quanto non esiste una funzione
Y ∈ Ω0 (S2 × S1) /Ω0Z (S2 × S1) tale che A0 = dY .
Consideriamo il generico link L = {C1, . . . , Cn} ⊂ S2 × S1, rispetto al quale vogliamo determinare
〈W (L)〉. Le componenti che si avvolgono una o più volte lungo S1 intersecano necessariamente la
superﬁcie S0. Poiché S0 è orientata, l'integrale
M (L) =
˛
L
A0 =
ˆ
S2×S1
A0 ∗ [ηL] (355)
conta il numero di avvolgimenti di L lungo S1 (dato dal contributo di ciascuna componente pesata
con il relativo colore). Se tutte le componenti sono deﬁnite in una palla M (L) = 0, infatti il
contributo entrante/uscente da S0 è lo stesso. Il valore di aspettazione 〈W (L)〉S2×S1 è deﬁnito da
〈W (L)〉S2×S1 = Z−1
(
S2 × S1)N−10 (S2 × S1) +∞∑
n=−∞
ˆ
DAei2pik
´
M(A∗A+2n[G0]∗A)ei2pi
´
M A∗[ηL],
(356)
dove il signiﬁcato dei simboli è quello usuale. In particolare, l'espressione (356) è sempre ben deﬁnita
e coincide con 〈〈W (L)〉〉S2×S1 . Sfruttando l'invarianza traslazionale dell'integrale funzionale, e la
proprietà (354), possiamo riscrivere l'espressione (356) come:
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〈W (L)〉S2×S1 = N−10 12k
2k−1∑
m=0
´
D
(
[A] + m2kA0
)
eiSCS([A]+
m
2k
A0)ei2pi
´
S2×S1([A]+m2kA0)∗[ηL]
= N−10
´
D [A] eiSCS([A])ei2pi
´
S2×S1 [A]∗[ηL] 1
2k
2k−1∑
m=0
ei2pii
´
S2×S1
m
2k
A0∗[ηL]
= 〈W (L)〉S2×S1 12k
2k−1∑
m=0
ei(
pim
k )
´
S2×S1 A
0∗[ηL].
(357)
L'espressione (357) può essere sempliﬁcata sfruttando la relazione (355). Alla ﬁne, possiamo
riscrivere il valore di aspettazione nella seguente conveniente forma [12]:
〈W (L)〉S2×S1 = 〈W (L)〉S2×S1
1
2k
2k−1∑
m=0
ei(
pim
k )M(L). (358)
La serie geometrica che appare nell'espressione (358) può essere calcolata esplicitamente, e vale:
1
2k
2k−1∑
m=0
eim(
pi
k )M(L) =
1
2k
1− ei2piM(L)
1− ei(pik )M(L)
=

1 se M (L) 2k= 0
0 altrimenti
. (359)
Confrontando il risultato (359), con l'espressione (358) se ne deduce che per M (L) 6= 0 (mod 2k),
il valore di 〈W (L)〉S2×S1 è identicamente nullo. Questo sempliﬁca i calcoli, e permette di limitarci
unicamente al caso M (L) = 0 (mod 2k).
Naturalmente, il risultato (359) è consistente con l'espressione (358); infatti, la somma (359) non
può dare altro che 1 oppure 0.
Se M (L) = 0, il link L è omologicamente banale , e può essere deﬁnito tutto in una palla. Con
queste ipotesi, il valore di aspettazione (356) può essere risolto in modo analogo a quanto visto in S3.
Al solito, si introduce la 1-forma A˜ ∈ Ω1 (S2 × S1) /Ω1Z (S2 × S1) deﬁnita da A = −1/2k[ηL] + A˜, e
la sostituiamo nell'integrale (356). Tenendo conto dell'invarianza per traslazione, e della proprietà
2pik
ˆ
S1×S2
(
2n [G0] ∗
(
− 1
2k
)
[ηL]
)
= 2pin
ˆ
S2×S1
Ω3Z
(
S2 × S1) = 2pi (intero) , (360)
troviamo subito
〈W (L)〉S2×S1 = exp
(
−i
(
2pi
4k
)ˆ
S2×S1
[ηL] ∗ [ηL]
)
. (361)
Il link L, per ipotesi, è tutto contenuto in una palla B ∈ M, per cui [ηL] ha presentazione [ηL] ↔
(ηaL, 0, 0), ed abbiamo:
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ˆ
S2×S1
[ηL] ∗ [ηL] =
ˆ
B
ηaL ∧ dηaL =
∑
ij
qiqjLij . (362)
Alla ﬁne, il risultato (361), è equivalente al valore di aspettazione 〈W (L)〉S3 .
Se M (L) = ±2k, ±4k . . . è ancora possibile calcolare esplicitamente 〈W (L)〉S2×S1 . In eﬀetti ritro-
viamo ancora il risultato (361). Per dimostrarlo, è suﬃciente ricordare la periodicità nel colore
dei valori di aspettazione. In particolare, se M (L) = 2kp, con p 6= 0 ∈ Z, possiamo modiﬁcare il
colore di una componente non contraibile secondo q → q − 2kp. In questo modo M (L) = 0, e ci si
riconduce al caso precedente.
Alla ﬁne, seM = S2 × S1, il valore di aspettazione 〈W (L)〉S2×S1 è dato da [12]:
〈W (L)〉S2×S1 =

〈W (L)〉S3 se M (L) 2k= 0
0 altrimenti.
(363)
Un'ultima osservazione sul risultato (363) riguarda le eventuali ambiguità del casoM (L) = 2kp, con
p 6= 0 ∈ Z. In particolare, sappiamo che il numero di allacciamento tra componenti non contraibili
e contraibili potrebbe non essere ben deﬁnito. Se p 6= 0 le componenti non contraibili esistono, ma
possono essere tutte rimosse dato che la loro somma # è (per ipotesi) un nodo con colore 2kp.
Per questo motivo, se M
(L#) = 2kp, il valore 〈W (L)〉S3 è comunque ben deﬁnito. Il caso generale
può essere aﬀrontato in modo simile.
Consideriamo un generico link L = {C1, . . . , Cm} ⊂ M, dove M è una 3-varietà con gruppo di
omologia liberamente generato: H1 (M) = Z ⊕ . . . ⊕ Z. Come si è visto nel paragrafo precedente,
possiamo deﬁnire delle 1-forme A0j , con j = 1, . . . , n, che soddisfano l'espressione (339). Le forme
A0j ∈ Ω1Z (M) appartengono ai modi zero della connessione, ed introducuno una invarianza nella
misura funzionale non legata alle trasformazioni di gauge. Si ha infatti
SCS [A] = SCS
(
[A] +
(m
2k
)
A0j
)
, (364)
dove m = 0, 1, . . . , 2k − 1. Tenendo conto della proprietà (364), e ripetendo i passaggi già visti
nell'espressione (357) otteniamo
〈W (L)〉M = 〈W (L)〉M ·
1
2k
2k−1∑
m=0
eipi(
m
k )M1(L) · . . . . . . · 1
2k
2k−1∑
m=0
eipi(
m
k )Mn(L), (365)
dove
Mj (L) =
ˆ
M
A0j ∗ [ηL] . (366)
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L'integrale (366), al solito, misura l'intersezione delle componenti colorate di L con la superﬁcie
Sj . Le serie geometriche cha appaiono nel valore d'aspettazione (365), sono tutte dello stesso tipo,
ed il risultato è dato dall'espressione (359). In particolare, ciascuna serie geometrica si annulla
se Mj (L) 6= 0 mod 2k, altrimenti dà 1. Inoltre, grazie alla periodicità nel colore dei valori di
aspettazione, è sempre possibile ricondurci unicamente al caso Mj (L) = 0 ∀j. Se Mj (L) = 0 ∀j,
signiﬁca che il link L è omologicamente banale, ed è deﬁnito in una 3-palla diM. Alla ﬁne [12]:
〈W (L)〉M =

〈W (L)〉S3 se Mj (L) 2k= 0 ∀j
0 altrimenti
(367)
A diﬀerenza di quanto visto per le varietà di pura torsione, è immediato veriﬁcare che il risultato
(367) è in accordo con quanto determinato tramite RT . Il valore 〈W (L)〉M, calcolato secondo la
formula (159), può essere riscritto come:
〈W (L)〉M = 〈W (L)〉S3 ·
2k−1∑
q1=0
. . .
2k−1∑
qm=0
e
−i( 2pi4k )
[ ∑
i,j≤m
qiLijqj+
∑
i≤m,j>m
qiLtotij cj
]
2k−1∑
q1=0
. . .
2k−1∑
qm=0
e
−i( 2pi4k )
∑
ij
qiLijqj
, (368)
dove L è la matrice di allacciamento associata a Ls ⊂ S3, mentre Ltot è associata a Ls
⋃L ⊂ S3. Gli
interi cj rappresentano il colore associato alla j-esima componente di L. Il link L è omologicamente
banale, e coicide semplicemente con L se il link di partenza è anch'esso omologicamente banale.
Dato che H1 (M) = F (M), è sempre possibile trovare una presentazione chirurgica in cui L è tutta
nulla ed il numero di componenti di Ls coicide con il numero di generatori di H1 (M). Si ha subito:
〈W (L)〉M = 〈W (L)〉S3 · (2k)−n
2k−1∑
q1=0
e
−ipi
k
q1
∑
j
Ltot1j cj
. . .
2k−1∑
qn=0
e
−ipi
k
qn
∑
j
Ltotnj cj
. (369)
Consideriamo, ad esempio, il termine
∑
j Ltot1j cj . Questa somma è data dai numeri di allacciamento
del link L con la prima componente del link di chirurgia Ls pesata con i colori. D'altra parte, poiché
ad ogni componente di Ls è associato un generatore del gruppo di omologia, ciascun elemento non
nullo di Ltot1j implica una classe di omologia non banale di L rispetto al 1° generatore di H1 (M). In
altre parole
∑
j Ltot1j cj = M1 (L), e similmente per gli altri termini. Ritroviamo quindi l'espressione
funzionale (365). Il nodo L, inﬁne, coincide semplicemente con L quando il valore d'aspettazione
non è nullo.
6.6 Generiche 3-Varietà M
In generale, una 3-varietà M ha gruppo di omologia dato da H1 (M) = F (M) ⊕ T (M). Nei
paragraﬁ precedenti abbiamo aﬀrontato separatamente i casi H1 (M) = F (M), H1 (M) = T (M).
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Quanto si è visto è suﬃciente per aﬀontare il caso generale senza bisogno di introdurre nuovi concetti.
Consideriamo:
H1 (M) = Z⊕ . . .⊕ Z︸ ︷︷ ︸
n
⊕ Zp1 ⊕ . . .⊕ Zpm︸ ︷︷ ︸
m
. (370)
Per ogni i = 1, . . . n, . . . , n + m, introduciamo la classe di DB distribuzionale [γi] associata al
generatore i−esimo di H1 (M). Per ﬁssare le idee supponiamo che [γi] siano ordinate come mostrato
nella relazione (370). Le prime n curve γi soddisfano
˛
γi
A0j =
ˆ
M
A0j ∗ [γi] = δij i, j = 1, . . . , n., (371)
dove A0j ∈ Ω1Z (M) ha supporto sulla superﬁcie bidimensionale chiusa Sj ⊂M associata al j−esimo
generatore di H2 (M). In modo analogo a quanto visto nei paragraﬁ precedenti, possiamo separare
i modi zero dalla presentazione della connessione. Esplicitamente:
[A] = A˜+ ω01 + . . .+ ω0n + hi [γi] , (372)
dove le 1-forme ω0j sono deﬁnite dalla decomposizione (340), mentre gli interi hi prendono valore su:

hi ∈ Z per i = 1, . . . , n,
hi = 0, 1, . . . , pi − 1 per i = n+ 1, . . . ,m+ n.
(373)
Sostituendo lo sviluppo (372) nell'azione, ed utilizzando la proprietà (342) troviamo immediatamente
2pik
ˆ
M
[A] ∗ [A] = 2pik
ˆ
M
(
A˜ ∗ A˜+ 2hjA˜ ∗ [γj ]
)
+ 2pik (2hiti) , (374)
dove i = 1, . . . , n, mentre j = n+ 1, . . . ,m+ n. D'altra parte, se escludiamo il termine 2pik (2hiti),
il termine a destra dall'espressione (374) coincide con l'azione associata ad una varietà di pura
torsione. In eﬀetti [γj ] sono le classi distribuzionali associate a T (M), mentre A˜ ∈ Ω1 (M) /Ω1Z (M)
è globalmente deﬁnita e non contiene (per costruzione) modi zero. Dalla proprietà generale (282)
otteniamo quindi:
2pik
ˆ
M
[A] ∗ [A] = 2pik
ˆ
M
A˜ ∗ A˜+ 2pik (hjQjkhk + 2hiti) . (375)
Se vogliamo calcolare la funzione di partizione Z (M) possiamo utilizzare le relazioni (344) e (345)
da cui otteniamo immediatamente:
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Z (M) = 1 ·
p1−1∑
hn+1=0
. . .
pm−1∑
hn+m=0
e
i2pik
∑
jk
hjQjkhk
j, k = n+ 1, . . . ,m+m. (376)
Alla ﬁne, la funzione di partizione dipende solo dalla forma quadratica di torsione e non tiene conto
se la varietà ha gruppo di omologia H1 (M) con una parte liberamente generata. Quindi, se M e
M′ sono due varietà con la medesima forma quadratica di torsione si ha:
Z (M) = Z (M′) . (377)
D'altra parte, abbiamo visto come l'invariante abeliano I (M) di RT sia legato alla funzione di
partizione Z (M). In particolare se H1 (M) = F (M) abbiamo Z (M) = (1/2k)n/2 I (M), mentre
se H1 (M) = T (M) si ha Z (M) = (p1p2 . . .)1/2 I (M). Nel caso generale, possiamo vedere Z (M)
come il prodotto di due funzioni di partizione: Z (M) = Z1 · Z2. Il termine Z1 = 1 è la funzione
di partizione associata alla parte liberamente generata diM, mentre Z2 = Z (M) è associata alla
parte di torsione diM. Otteniamo perciò:
I (M) = (p1p2 . . . pm)−
1
2 (2k)
n
2 Z (M) . (378)
Dato che Z (M) e (p1p2 . . . pm) sono ﬁssati dalla forma quadrarica di torsione, se ne deduce che
I (M) = I
(
M′
)
quando Qij (M) = Qij
(
M′
)
, ed il numero di generatori della parte libera di
H1 coicide. Il numero n di generatori di F (M) è chiamato anche primo numero di Betti. Questo
risultato è in accordo con l'articolo [23] di H. Murakami, T. Oktsuki e M. Okada.
Anche i valori di aspettazione posso essere calcolati sfruttando alcune delle proprietà già viste.
Consideriamo un generico link colorato L = {C1, . . . , Cl} ⊂ M. Dato che la misura funzionale
deﬁnita dall'azione (375) ha una invarianza legata ai modi zero, è possibile usare la relazione (365)
e riscrivere 〈W (L)〉M come:
〈W (L)〉M =

〈W (L)〉M se Mj (L) 2k= 0 ∀j,
0 altrimenti,
(379)
dove il signiﬁcato diMj (L) è quello usuale. Dato che i valori di aspettazione sono periodici con perio-
do 2k nel colore, è sempre possibile ridurci al casoMj (L) = 0 ∀j per calcolare 〈W (L)〉M. A diﬀeren-
za del caso liberamente generato, se il link non interseca mai le superﬁci Sj , il valore 〈W (L)〉M non
coicide semplicemente con 〈W (L)〉S3 poiché L può avere omologia non banale rispetto ai generatori
di torsione. Vale perciò:
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〈W (L)〉M =

〈W (L)〉M = 〈W (L)〉S3
〈
W
(
0˜
)〉
M 〈H〉M se Mj (L)
2k
= 0 ∀j,
0 altrimenti,
(380)
dove i termini 〈W (L)〉S3
〈
W
(
0˜
)〉
M 〈H〉M sono speciﬁcati dall'espressione (317). Naturalmente,
l'espressione (380) è in accordo con il risultato combinatorico di RT . Per dimostrarlo è suﬃciente
utilizzare l'equivalenza dei risultati combinatorici e funzionali per i casi distinti H1 (M) = F (M) e
H1 (M) = T (M).
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7 Esempi di Calcolo
7.1 Forme Quadratiche di Torsione
I valori di aspettazione e la funzione di partizione diventano più interessanti da calcolare quando la
varietà M ha una parte di torsione. Per questo possiamo considerare unicamente varietà M con
H1 (M) = T (M).
Come prima cosa è utile vedere qualche calcolo esplicito di Qij , ossia la forma quadratica di tor-
sione. Le istruzioni per calcolarla sono date in appendice (8.2) e si applicano direttamente ad ogni
presentazione onesta diM.
Il primo esempio che consideriamo sono gli spazi lenticolari Lp,q, descritti in appendice (8.1). La
varietà Lp,q ammette una presentazione di chirurgia (non onesta) data dall'unknot U ⊂ S3 con
coeﬃciente di chirurgia r = p/q. Gli interi p, q possono sempre essere scelti positivi e primi tra
loro, e soddisfano 1 ≤ q < p. Il gruppo di omologia coincide con quello fondamentale, e vale
pi1 (Lp,q) = H1 (Lp,q) = Zp. Per questa classe di varietà, la matrice Qij ha un solo elemento
razionale, e possiamo fare a meno di determinare una presentazione onesta di Lp,q. Utilizziamo
direttamente la deﬁnizione
χS3 (Γ,Γf ) = p
2Q, (381)
dove Γ = pγ è una curva contraibile, con γ la curva associata al generatore di H1 (Lp,q). Sia
N l'intorno tubolare di U , e µ ∈ ∂N un meridiano. Come sappiamo, la curva Γ in S3 è un
nodo torico, ed è l'immagine del meridiano attraverso l'omoeomorﬁsmo che speciﬁca la chirugia:
Γ = h (µ) ∈ S3 − U . Allo stesso modo Γf = h (µ′), dove µ′ è un altro meridiano deﬁnito su
∂N . Dato che l'omeomorﬁsmo h manda meridiani in p volte meridiani e q volte longitudini si ha
chiaramente χS3 (Γ,Γf ) = pq, da cui
Q (Lp,q) =
q
p
. (382)
Naturalmente, è possibile riottenere il risultato (382) partendo da una presentazione onesta di Lp,q
sfruttando le istruzioni generali descritte in appendice (8.2).
Consideriamo adesso qualche esempio di 3-varietàM con due generatori del gruppo H1 (M). Può
essere utile introdurre una sorta di generatore di esempi che permetta di determinare rapidamente
alcune varietà di tipo cercato. Concentriamoci su una classe di varietàM che corrispondono, nella
presentazione di chirurgia, al link di chirurgia Ls = {L1,L2,L3} con matrice di allacciamento:
L =
 a b cb d e
c e −1
 . (383)
Il link Ls speciﬁca univocamente la varietàM a meno di mosse di Kirby. Viceversa, la matrice L
non speciﬁca univocamente il link Ls; conseguentemente la varietàM non è ﬁssata da L. Tuttavia,
i valori di aspettazione, e la funzione di partizione nella teoria di CS dipendono solo da L, quindi
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possiamo fare a meno di speciﬁcare Ls attraverso il relativo diagramma e considerare unicamente
la matrici di allacciamento.
Dato che vogliamo limitarci a varierà M di pura torsione, vediamo alcune combinazioni di interi
(a, b, c, d, e) che ﬁssano gruppi di omologia speciﬁci.
Siano {G1, G2, G3} i generatori del gruppo di omologia di S3 −Ls. Il gruppo H1 (M) è speciﬁcato
dalla relazioni
∑
j
LijGj = 0, che possiamo riscrivere come:

aG1 + bG2 + cG3 = 0,
bG1 + dG2 + eG3 = 0,
G3 = cG1 + eG2.
⇒

(
c2 + a
)
G1 + (ce+ b)G2 = 0,
(b+ ce)G1 +
(
e2 + d
)
G2 = 0,
G3 = cG1 + eG2.
(384)
Al variare degli interi (a, b, c, d, e) si ottengono diﬀerenti gruppi H1 (M), e le espressioni (384) ne
ﬁssano una presentazione. È conveniente ﬁssare la condizione
(
a+ c2
)
= − (b+ ce) 6= 0, (385)
che combinata con le espressioni (384) dà:

(
a+ c2
)
(G1 −G2) = 0,(
d+ e2 − a− c2)G2 = 0,
G3 = cG1 + eG2,
(386)
Se
(
a+ c2
)
è un multiplo di
(
d+ e2 − a− c2) 6= 1 (o viceversa), la varietàM ha due generatori del
gruppo di omologia, ed H1 (M) è univocamente determinato. Concentriamoci su alcune varietà di
questo tipo.
In questo caso, il gruppo di omologia è dato da H1 (M) = T (M) = Z(a+c2) ⊕ Z(d+e2−a−c2), dove i
generatori sono dati da:

v1 = G1 −G2 generatore di Z(a+c2),
v2 = G2 generatore di Z(d+e2−a−c2).
(387)
Per ﬁssare le idee è utile ricordare che ai generatori {v1, v2} vengono associate le curve γ1, γ2, le cui
classi distribuzionali di DB [γ1], [γ2] compaiono nell'integrazione funzionale.
Scegliamo adesso una 3-varietà speciﬁca, ad esempio con gruppo di omologiaH1 (M) = Z2⊕Z10. Sia
M2,10 la 3-varietà speciﬁcata dal link mostrato in ﬁgura (33). La relativa matrice di allacciamento
è data da:
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Figura 33: Presentazione chirurgica della varietàM2,10.
L (M2,10) =
 1 0 10 8 −2
1 −2 −1
 . (388)
Dato che
(
a+ c2
)
= 2, (b+ ce) = −2, (d+ e2) = 12, la condizione (385) è soddisfatta ed abbiamo
H1 (M2,10) = Z2 ⊕ Z10. A diﬀerenza del caso Lp,q, è conveniente determinare la forma quadratica
Qij associata a M2,10 secondo la procedura generale. Per fare questo è necessario determinare la
matrice inversa L−1, che vale:
L−1 (M2,10) = 1
10
 6 1 41 1 −1
4 −1 −4
 . (389)
Allo stesso modo, è necessario determinare la matrice Bij , deﬁnita da vi =
∑
j BijGj . Una veriﬁca
immediata dà:
B =
(
1 −1
0 1
)
. (390)
La forma quadratica Qij è deﬁnita da:
Qij =
2∑
k=1
2∑
l=1
BikBjlL−1kl . (391)
Dalle espressioni (390) e (389) troviamo inﬁne:
Q (M2,10) = 1
10
(
5 0
0 1
)
. (392)
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In questo caso, la matrice Q che rappresenta forma quadratica nella base (387) è diagonale; questo
renderà più semplici alcune veriﬁche su Z (M2,10). Un ulteriore esempio è dato dall'insieme di tutte
le varietàM4,8, il cui link di chirurgia ha matrice di allacciamento:
L (M4,8) =
 3 −2 −1−2 8 2
−1 2 −1
 . (393)
Dato che
(
a+ c2
)
= 4, (b+ ce) = −4, (d+ e2) = 12, troviamo subito H1 (M4,8) = Z4 ⊕ Z8. La
matrice inversa L−1 (M4,8) è data da
L−1 (M4,8) = 1
8
 3 1 −11 1 1
−1 1 −5
 , (394)
da cui si ricava
Q (M4,8) = 1
8
(
2 0
0 1
)
. (395)
Di seguito riportiamo qualche altro esempio, con la convenzione di indicare il gruppo di omologia
attraverso i pedici inMx,y, con x < y. Vale:
L (M6,12) =
 2 0 −20 9 3
−2 3 −1
 , Q (M2,6) = 1
12
(
2 0
0 1
)
; (396)
L
(
M′6,12
)
=
 5 −7 1−7 17 1
1 1 −1
 , Q (M2,6) = 1
12
(
2 0
0 1
)
; (397)
L (M7,21) =
 −2 −10 3−10 27 1
3 1 −1
 , Q (M7,21) = 1
21
(
3 0
0 1
)
. (398)
É intessante notare come la matrice Q abbia la stessa struttura per tutti i casi, e pare dipendere
unicamente dal gruppo di omologia. In particolare
Q (Mx,y) = 1
y
( y
x 0
0 1
)
. (399)
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Questo fatto non è vero in generale, ed è suﬃciente osservare il risultato (382) per convincersene.
Il motivo per cui l'espressione (399) dipende solo da H1 (M) è legato dalla particolare scelta della
matrice di allacciamento che abbiamo fatto. Più precisamente, abbiamo considerato unicamente
varietà con H1 (M) = Zx ⊕ Zy, in cui il relativo link di chirugia ha solo 3 componenti, con L che
soddisfa determinati requisiti. In generale, esistono varietà con H1 (M) = Zx ⊕ Zy per le quali Ls
ha una matrice di allacciamento diversa da quella considerata.
Per mostrare questo aspetto consideriamo un ultimo esempio, ossia una somma connessa di due spazi
lenticolari. ScegliamoM = L3,2#L6,1. Come sappiamo, lo spazio L6,1 può essere rappresentato da
un unknot U1 con coeﬃciente di chirurgia r1 = 6, mentre L3,2 da un unknot U2 con coeﬃciente
r2 = 3/2. La varietà totale M è rappresentabile tramite gli unknot U1, U2 disgiunti, ossia con
χ (U1, U2) = 0. È facile vedere che una presentazione onesta di L3,2 è data da un Hopf link
H2 = {C1, C2} con coeﬃciente di chirurgia uguale a 2 per entrambi i nodi. In conclusione, la
matrice di allacciamento del link Ls di chirurgia è data da:
L (L6,1#L3,2) =
 2 1 01 2 0
0 0 6
 . (400)
La matrice (400) non è riconducibile alla (383), per cui è necessario individuare i generatori del
gruppo di omologia. Ripetendo i passaggi (384), ed utilizzando le medesime notazioni, troviamo
facilmente:

2G1 +G2 = 0,
G1 + 2G2 = 0,
6G3 = 0.
⇒

3G2 = 0,
G1 = −2G2
6G3 = 0.
, (401)
Il gruppo di omologia, come atteso, è dato da H1 (L6,1#L3,2) = Z3 ⊕ Z6 mentre come generatori
possiamo scegliere i seguenti:
{
v1 = G2 generatore di Z3,
v2 = G3 generatore di Z6.
(402)
Al solito, se vogliamo determinare Q (L6,1#L3,2) è necessario calcolare l'inverso della matrice di
allacciamento. Esplicitamente:
L−1 (L6,1#L3,2) =
1
6
 4 −2 0−2 4 0
0 0 1
 . (403)
Nella base (402) si trova inﬁne:
Q (L6,1#L3,2) =
1
6
(
4 0
0 1
)
=
(
2
3 0
0 16
)
, (404)
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Figura 34: Presentazione onesta per spazi lenticolari. Da [33].
che è in accordo con il risultato generale (382).
7.2 Funzione di Partizione
In generale, è sempre possibile [11, 33] determinare una presentazione onesta di Lp,q utilizzando le
decomposizione in frazione continua del rapporto p/q
p
q
= zd − 1
zd−1 − 1. . .− 1
z1
, (405)
dove gli elementi {z1, z2, . . . , zd} sono interi positivi. Il link di chirurgia Ls, che corrisponde alla
presentazione onesta di Lp,q, è dato da una catena di d elementi, ed è mostrato in ﬁgura (34). Gli
interi {z1, z2, . . . , zd} sono i nuovi coeﬃcienti di chirurgia. La funzione di partizione Z (Lp,q) si trova
immediatamente a partire dalla deﬁnizione (284) e dal risultato (382), e vale
Z (Lp.q) =
p−1∑
h=0
e
i2pikh2
(
q
p
)
. (406)
D'altra parte, l'invariante abeliano di Reshetikhin-Turaev Ik (Lp.q) si calcola direttamente a partire
dal link di chirurgia illustrato in ﬁgura (34). Usando la deﬁnizione (179) troviamo subito
Ik (Lp.q) = (2k)−d/2 ei
pi
4
σ(Ls)
d∏
j=1
2k−1∑
qj=0
e−i(
2pi
4k )[zjq
2
j+2qjqj+1], (407)
dove si è usato la proprietà
∑
ij qiLijqj = z1q21 +2q1q2+z2q22 +. . .+2qd−1qd+zdq2d, con la convenzione
di porre qd+1 = 0. Secondo l'espressione (286), funzione di partizione ed invariante abeliano di RT
sono legati dalla relazione
Z (Lp,q) = (p)1/2 I (Lp,q) . (408)
Per dimostrare la relazione (408) è conveniente partire dall'espressione (407) e calcolare le varie
somme su {qi} l'una dopo l'altra. Iniziamo dalla somma su q1, che contribuisce con
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I1 =
2k−1∑
q1=0
e−i(
2pi
4k )[z1q
2
1+2q1q2]. (409)
Il termine I1 può essere riscritto utilizzando la formula di reciprocità di Gauss:
|c|−1∑
n=0
e−i
pi
c (an
2+bn) =
√
|c/a|e−i pi4ac(|ac|−b2)
|a|−1∑
n=0
ei
pi
a (cn
2+bn), (410)
che è valida per interi a, b, c tali che ac 6= 0 con ac+ b =pari. Confrontando I1 con la formula (410)
troviamo:
I1 =
(
2k
z1
) 1
2
e−i
pi
4 e
i pi
2kz1
q22
z1−1∑
n1=0
e
i pi
z1
(2kn21+q2n) = (2k)
1
2 (z1)
− 1
2 e−i
pi
4
z1−1∑
n1=0
e
i
(
pi
2kz1
)
(2kn1+q2)
2
. (411)
La somma su q2, che denoteremo con I2, va calcolata tenendo conto sia del contributo (411) che di
quello dato dall'espressione (407). Esplicitamente:
I2 = (2k)
1
2 (z1)
− 1
2 e−i
pi
4
z1−1∑
n1=0
2k−1∑
q2=0
e−i(
pi
2k )[z2q
2
2+2q2q3]e
i
(
pi
2kz1
)
(2kn1+q2)
2
. (412)
L'espressione (412) può essere rimaneggiata ed espressa come un'unica somma. Per fare questo è
necessario notare che nel termine exp
(−i (pi/2k) [z2q22 + 2q2q3]) è possibile sostituire q2 → q2+2kn1;
infatti una simile sostituzione non modiﬁca l'esponeziale. Con questa sostituzione, l'esponenziale
dell'espressione (412) diventa:
exp
(
−i
( pi
2k
)[(
z2 − 1
z1
)
(2kn1 + q2)
2 + 2q3 (2kn1 + q2)
])
. (413)
La somma su n1 e q2 equivale ad una singola somma su q˜2 = (2kn1 + q2) estesa da 0 sino a 2kz1−1.
Ossia:
I2 = (2k)
1
2 (z1)
− 1
2 e−i
pi
4
2kz1−1∑
q˜2=0
e
−i( pi2k )
[(
z2− 1z1
)
q˜22+2q3q˜2
]
. (414)
Utilizzando la formula di reciprocità di Gauss su I2, e notando che c = 2kz1, a = z2z1− 1 troviamo
poi
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I2 = (2k) (z2z1 − 1)−
1
2 e−
pi
2
z2z1−2∑
n1=0
e
i
(
pi
2kz1
)
(z1/(z1z2−1))[2kn2+q3]2 . (415)
Per determinare I3, I4, . . . , Id si procede allo stesso modo. Dato che l'espressione (415) è ancora
della forma (411), possiamo detrminare Id per induzione. Utilizzando la proprietà (405) troviamo
inﬁne:
Id = (2k)
d
2 e−id
pi
4 p−
1
2
p−1∑
n=0
e
i
(
pi
2kp
)
q[2kn]2
(416)
Per come abbiamo deﬁnito Id, è necessario moltiplicare quest'ultimo per (2k)−
d
2 eipiσ(Ls)/4 per ot-
tenere l'invariante abeliano di Reshetikhin-Turaev Ik (Lp.q). Tenendo conto che gli elementi di
L (Ls) sono tutti positivi, la segnatura vale semplicemente σ (Ls) = d, ed otteniamo:
I (Lp.q) = 1√
p
p−1∑
n=0
e
i2pikn2 q
p =
1√
p
Z (Lp,q) . (417)
Il risultato (417) è in accordo con quanto atteso, vedi equazione (408).
Considermiamo adesso un'altra varietà, ad esempio la varietàM2,10 descritta dal link di chirurgia
Ls mostrato in ﬁgura (33), con matrice di allacciamento (388). Più in generale possiamo pensare
adM2,10 come ad una qualsiasi 3-varietà ﬁssata il cui link di chirurgia ha matrice di allacciamento
(388). Dalla deﬁnizione (284), e dalla forma esplicita di Q calcolata in precedenza (espressione
(392)), troviamo subito la funzione di partizione:
Z (M2,10) =
1∑
h1=0
9∑
h2=0
ei2pik(5h
2
1+h
2
2)/10. (418)
Dato che Q è diagonale, è immediato veriﬁcare che Z (M2,10) è invariante per una sostituzione
h1 → h1 + 2p, dove p ∈ N. Questa è una proprietà attesa.
Allo stesso modo, a partire da L, possiamo calcolare l'invariante abeliano di Reshetikhin-Turaev
Ik (M2,10), che è dato da:
I (M2,10) = (2k)−
3
2 ei
pi
4
2k−1∑
q1=0
2k−1∑
q2=0
2k−1∑
q3=0
e−i(
2pi
4k )[q
2
1+8q
2
2−q23+2q1q3−4q2q3]. (419)
Per dimostrare che Z (M2,10) = (2 · 10)1/2 I (M2,10), utilizziamo ancora la formula di reciprocità
di Gauss. Comparando l'espressione (410) con la (419) otteniamo subito:
2k−1∑
q3=0
e−i
pi
2k (−q23+(2q1−4q2)q3) =
√
2kei
pi
4 e−i
pi
8k
(2q1−4q2)2 , (420)
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da cui
I (M2,10) = (2k)−
3
2
√
2kei
pi
2
2k−1∑
q1=0
2k−1∑
q2=0
e−i
pi
2k (2q
2
1+12q
2
2−4q1q2). (421)
Allo stesso modo, la somma su q1 dell'espressione (421) diventa
2k−1∑
q1=0
e−i
pi
2k (2q
2
1−4q2q1) =
√
2k/2e−i
pi
4 e+i
pi
2k (2q
2
2)
1∑
n=0
ei
pi
2 (2kn
2−4q2n), (422)
che sostituita nella (421) dà:
I (M2,10) = (2k)−
3
2
√
2k
√
2k/2ei
pi
4
1∑
n=0
ei
pi
2 (2kn
2)
2k−1∑
q2=0
e−i
pi
2k (10q
2
2+4nkq2). (423)
Usando ancora la formula di reciprocità otteniamo
2k−1∑
q2=0
e−i
pi
2k (10q
2
2+4nkq2) =
√
2k/10e−i
pi
4 ei
pi
10(2n
2k)
9∑
m=0
ei
pi
10(2km
2+4nkm), (424)
ed inﬁne:
I (M2,10) = 1√
20
1∑
n=0
9∑
m=0
ei2pik(6n
2+m2+2nm)/10. (425)
L'esponente della (425) può essere rimaneggiato notando che è possibile isolare un quadrato:(
6n2 +m2 + 2nm
)
=
(
5n2 + (n+m)2
)
. (426)
Dato che il termine (n+m)2 è deﬁnito modulo 10, e la somma sum copre tutte le classi inequivalenti,
è possibile rinominare h2 = n + m, dove la somma è estesa a h2 = 0, 1, . . . , 9. Allo stesso modo,
ponendo h1 = n, con h1 = 0, 1 possiamo riscrivere la somma (425) in modo più familiare:
I (M2,10) = 1√
20
1∑
h1=0
9∑
h2=0
ei2pik(5h
2
1+h
2
2)/10 =
1√
2 · 10Z (M2,10), (427)
da cui
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Z (M2,10) =
√
2 · 10 I (M2,10). (428)
Il risultato (428) è in accordo con la proprietà generale (286).
7.3 Calcolo di |Z (M)|
Si è visto che la forma quadratica di torsione, e conseguentemente la funzione di partizione, non
dipendono unicamente dal gruppo di fondamentale della varietà. Tuttavia, almeno nel caso di spazi
lenticolari, il valore assoluto |Z (Lp,q)| dipende solo dal gruppo fondamentale pi1 (Lp,q) = H1 (Lp,q) =
Zp. Per dimostrarlo è suﬃciente mostrare che |Z (Lp,q)| non dipende dall'intero q. Dall'espressione
(406) di Z (Lp,q) è facile ottenere il modulo quadro, che vale:
|Z (Lp,q)|2 =
p−1∑
h,l=0
e
i2pik
(
q
p
)
(h2−l2)
=
p−1∑
h,l=0
e
i2pik
(
q
p
)
(h+l)(h−l)
. (429)
È conveniente eﬀettuare il cambio di variabile w = h − l; in questo modo l'esponente diventa
(i2pi (q/p))
[
w2 + 2lw
]
, e la somma su l può essere risolta (è una serie geometrica). Deﬁniamo
dunque:
J =
p−1∑
l=0
(
e
i2pi
(
q
p
)
2w
)l
. (430)
Risulta comodo introdurre il simbolo di Kronecker periodico (con periodo p) δp (2kqw), che soddisfa
δp (2kqw) =

1 2kqw = 0 (mod p) ,
0 2kqw 6= 0 (mod p) .
(431)
Abbiamo quindi:
J = pδp (2kqw) (432)
La serie geometrica J dà contributo nullo alla sommatoria (429) tranne nel caso in cui 2kqw = 0
modulo p. In questi casi, infatti, dà contributo p. Alla ﬁne, possiamo riscrivere |Z (Lp,q)|2 nella
forma compatta:
|Z (Lp,q)|2 = p
p−1∑
w=0
e
i2pik
(
q
p
)
w2
δp (2kqw) . (433)
Siano w˜ i valori di w che soddisfano la condizione 2kqw˜
p
= 0. Come sappiamo, le quantità k, q,
w, sono tutte intere, e ciascuna ha determinate proprietà. Più precisamente k 6= 0 è arbitraria,
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w = 0, 1, . . . , p− 1, mentre 1 ≤ q < p con p, q primi tra loro. Dato che p e q sono primi tra loro, le
soluzioni di 2kqw˜
p
= 0 dipendono solo da k e p.
Vediamo adesso di determinare esplicitamente w˜. Essenzialmente, per risolvere 2kqw˜
p
= 0, possiamo
distinguere due casi:

(a) k e p primi tra loro,
(b) k e p divisibili tra loro.
(434)
I casi (a) e (b), a loro volta, si dividono in altri sotto-casi da discutere singolarmente. Conviene
iniziare dal caso (a), ossia k e p primi tra loro. Se p è dispari, necessariamente w˜ = 0, mentre se p
è pari troviamo w˜ = 0, p/2. Con queste soluzioni, l'esponente dell'espressione (433) diventa:
caso (a) : 2pik
(
q
p
)
w˜2 →

0 se w˜ = 0,
pi
2kqp
p=2n
= pikqn = pi · (dispari) · n se w˜ = p2 ,
(435)
dove si è usato il fatto che per p pari necessariamente k e q sono dispari. Segue subito:
caso (a) : |Z (Lp,q)|2 =

p se p e` dispari,
2p se p = 2n con n pari,
0 se p = 2n con n dispari.
(436)
Nela caso (a), quindi, il valore assoluto |Z (Lp,q)| non dipende dall'intero q.
Il caso (b) è leggermente più complicato. Sia g > 1 il massimo comun divisore di k e p. Introduciamo
l'intero β che soddisfa p = gβ. Se β è dispari le soluzioni sono date da w˜ = 0, β, . . . , (g − 1)β; abbi-
amo perciò g soluzioni. Viceversa, se β è pari si ha per soluzione w˜ = 0, β/2, β, . . . , ((g − 1) /2) /β;
in totale si hanno quindi 2g soluzioni. Sostituendo i valori di w˜ nell'esponente dell'espressione (433)
si trova
caso (b) : 2pik
(
q
p
)
w˜2 →

2pik
(
q
g
)
n2β = 2pi · (int) se w˜ = nβ n = 0, . . . , g − 1,
pi
2k
(
q
g
)
n2β
β=2m
= pi · (dispari) · n2 ·m se w˜ = n2β n = 0, . . . , g − 1
(437)
dove si è usato il fatto che per β pari (ovvero p = gβ pari) necessariamente q è dispari. Allo stesso
modo, dato che g è il massimo comun divisore tra k e p necessariamente k/g è dispari se p è pari.
Similmente a quanto visto per il caso (a), l'esponente non dipende dall'intero q. Il valore assoluto
|Z (Lp,q)| risulta poi essere:
109
caso (b) : |Z (Lp,q)|2 =

p · g se β e` dispari,
2p · g se β = 2m con m pari,
0 se β = 2m con m dispari.
(438)
I risultati (436) e (438) mostrano che il valore assoluto |Z (Lp,q)| dipende solo dal gruppo fonda-
mentale.
7.4 Valori di Aspettazione
Vogliamo calcolare qualche valore di aspettazione, a partire da nodi deﬁniti negli spazi lenticolari
Lp,q. Consideriamo il nodo C (con framing arbitrario) e colore c rappresentato in ﬁgura (35).
Vogliamo determinare il valore
〈W (C)〉Lp,q (439)
utilizzando sia la chirurgia che il metodo funzionale. Iniziamo utilizzando il risultato (317) derivato
dall'integrazione funzionale. Sia γ la curva associata al generatore v del gruppo H1 (Lp,q). Questa
è rappresentabile come un piccolo cerchio allacciato al nodo di chirurgia U , ed è equivalente (sotto
isotopia ambiete) a C. Con le orientazioni mostrate in ﬁgura (35), il nodo reale C ha classe di
omologia +1 ·v. Come sappiamo, è necessario esprimere C come somma # di due opportuni nodi:
C = L#γ˜. Questa decomposizione è ﬁssata dal gruppo di omologia di C, ed è speciﬁcata dalle
espressioni (288) e (290). In particolare, poiché C ha classe di omologia +1 · v, colore c, ed è legata
da isotopia ambiente a γ, abbiamo semplicemente:
γ˜ = γ#γ# . . .#γ︸ ︷︷ ︸
c
= +c · γ. (440)
Il nodo L, per costruzione, è un unknot slacciato dal nodo di chirurgia U ed ha il medesimo framing
del nodo di partenza C. Utilizzando la soluzione (317), e tenendo conto che γ˜ = +cγ (ossia H1 = c)
troviamo subito:
〈W (C)〉Lp,q = 〈W (L)〉S3 Z−1 (Lp,q)
p−1∑
h=0
e
i2pik(h+ c2k )
2 q
p . (441)
In generale, una volta speciﬁcato un qualsiasi link L ⊂ Lp,q è immediato trovare graﬁcamente la
relativa decomposizione (288), e quindi il suo valore di aspettazione 〈W (L)〉Lp,q . Vediamo adesso
qual'è il risultato del valore 〈W (C)〉Lp,q ottenuto mediante il metodo di RT . Dall'espressione (159)
si ha
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Figura 35: Nodo C nello spazio Lp,q. Il nodo sottile rappresenta il generatore γ.
〈W (C)〉Lp,q =
〈
Sˆ (Ls)W (C)
〉
S3〈
Sˆ (Ls)
〉
S3
, (442)
dove Sˆ (Ls) è l'operatore di chirurgia (158) associato al link Ls di chirurgia. Il link Ls, che speciﬁca
una presentazione onesta di La,b, è quello mostrato in ﬁgura (34). Utilizzando la relazione (286), e
la deﬁnizione dell'invariante I (Lp,q), è possibile riscrivere
〈
S˜ (Ls)
〉
S3
in una forma più conveniente
data da:
〈
Sˆ (Ls)
〉
S3
= e−i
pi
4
σ(Ls)I (Lp,q) = e−ipi4 σ(Ls) (p)−
1
2 Z (Lp.q) . (443)
D'altra parte, sviluppando esplicitamente il numeratore dell'espressione (442) troviamo:
〈
Sˆ (Ls)W (C)
〉
S3
= 〈W (L)〉S3 (2k)−
d
2
d∏
j=1
2k−1∑
qj=0
e−i(
2pi
4k )[zjq
2
j+2qjqj+1], (444)
dove qd+1 = c. In eﬀetti, il nodo C può essere rappresentato in ﬁgura (34) semplicemente aggiun-
gendo un anello alla catena. Questo implica che il colore qd+1 è quello del nodo reale, mentre il
termine exp
(−i (2pi/4k) c2χ (C,Cf )) può essere isolato dalla somma. Questo termine non è altro
che 〈W (L)〉S3 .
L'espressione (444) può essere risolta in modo del tutto analogo a quanto visto per Id. Osservando i
passaggi (415) e (416) vediamo che la presenza del termine qd+1 = c, modiﬁca il valore del prodotto
di somme come:
d∏
j=1
2k−1∑
qj=0
e−i(
2pi
4k )[zjq
2
j+2qjqj+1] = (2k)
d
2 e−d
pi
4 p−
1
2
p−1∑
n=0
e
i
(
pi
2kp
)
q[2kn+c]2
. (445)
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Figura 36: Hopf link L in S3. Da [12].
I coeﬃcienti (2k)
d
2 e−dpi/4p−1/2 non entrano nel valore di aspettazione (442) in quanto fattorizzano
tutti. Riscrivendo la somma dell'espressione (445) come
e
i
(
pi
2kp
)
q[2kn+c]2
= e
i2pik(n+ c2k )
2 q
p , (446)
e notando che coincide con quella dell'espressione (441) si trova inﬁne
〈W (C)〉Lp,q = 〈W (L)〉S3 Z−1 (Lp,q)
p−1∑
n=0
e
i2pik(n+ c2k )
2 q
p , (447)
che coincide con il risultato funzionale (441).
Consideriamo adesso un secondo esempio, e calcoliamo il valore di aspettazione di un link colorato
L = {C1, C2} deﬁnito in M2,10, dove la varietà M2,10 è quella speciﬁcata dal link di chirurgia
mostrato in ﬁgura (33). Il colore delle componenti C1 e C2 è rispettivamente c1 e c2. Per speciﬁcare
il link reale L, possiamo anche fare a meno di rappresentare il suo diagramma chirurgico, in quanto
è suﬃciente ﬁssare la matrice di allacciamento totale associata a Ltot = Ls
⋃L in S3. Ordini-
amo le componenti del link totale come Ltot = {Ls1,Ls2,Ls3, C1, C2}, in modo che gli elementi di
Ltotij = χS3
(
Ltoti ,Ltotj
)
associati alle componenti {C1, C2} siano nelle ultime due righe e colonne
decomposizione. Sia dunque:
Ltot =

1 0 1 0 3
0 8 −2 0 2
1 −2 −1 0 0
0 0 0 2 1
3 2 0 1 4
 . (448)
Utilizziamo la notazione dei paragraﬁ precedenti, per cui v1 è il generatore di Z2, mentre v2 è il
generatore di Z10. Al solito, possiamo associare ai generatori {v1, v2} le curve γ1, γ2, le cui classi
di DB [γ1], [γ2] sono proprio quelle che troviano nell'integrale funzionale. In termini di generatori
del gruppo di omologia di S3 − Ls sappiamo che vale v1 = G1 − G2, v2 = G2, dove G1, G2 sono
dei cerchi semplici deﬁniti nel complemento di Ls tali che χ (Gi,Lsj)S3 = δij . Conviene quindi
riscrivere la matrice (448) nella seguente forma:
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Ltot =
(
L (Ls) 0
0 L (L)
)
+ 3

0 0 0 0 1
0 0 0 0 −1
0 0 0 0 0
0 0 0 0 0
1 −1 0 0 0
+ 5

0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 1 0 0 0
 (449)
Dall'espressione (449) vediamo che la componente C1 è omologicamente banale ed è slacciata da Ls.
La componente C2, invece, ha classe di omologia +3 ·v1 +5 ·v2. Osservando l'espressione (449) della
matrice di allacciamento totale è facile riscrivere L secondo l'usuale decomposizione L = L#γ˜. In
particolare, la componente L è slacciata da Ls, ed è mostrata in ﬁgura (36). Al solito, la componente
L è deﬁnita in una 3-palla B ⊂M . La curva γ˜, invece, può essere interamente scritta come somma
di curve γ1 e γ2. Tenendo conto che il colore di C2 è c2, otteniamo subito:
γ˜ = 3c2γ1#5c2γ2. (450)
Per quanto riguarda le classi di DB distribuzionali, si ha poi:
[γ˜] = 3c2 [γ1] + 5c2 [γ2] = H1 [γ1] +H2 [γ1] , (451)
dove i coeﬃcienti H1 = 3c2, H2 = 5c2 ﬁssano la classe di omologia di γ˜, e conseguentemente il valore
d'aspettazione 〈H〉M. Avendo determinato tutti gli elementi che entrano nell'espressione funzionale
〈W (L)〉M2,10 , possiamo scrivere il valore d'aspettazione esplicitamente:
〈W (L)〉M2,10 = 〈W (L)〉S3 Z−1 (M2,10)
1∑
h1=0
9∑
h2=0
e
i2pik
[
5
(
h1+
3c2
2k
)2
+
(
h2+
5c2
2k
)2]
/10
. (452)
Riotteniamo il valore (452) utilizzando l'espressione di RT . Sappiamo che vale
〈W (L)〉M2,10 =
〈
Sˆ (Ls)W (L)
〉
S3〈
Sˆ (Ls)
〉
S3
, (453)
dove il denominatore è possibile riscriverlo come:
〈
Sˆ (Ls)
〉
S3
= e−i
pi
4
σ(Ls)I (M2,10) = e−ipi4 σ(Ls) (2 · 10)−
1
2 Z (M2,10) . (454)
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Usando la deﬁnizione (158) di operatore di chirugia riscriviamo il numeratore dell'espressione (453)
come:
〈
Sˆ (Ls)W (L)
〉
S3
= 〈W (L)〉S3 (2k)−
3
2
2k−1∑
q1=0
2k−1∑
q2=0
2k−1∑
q3=0
e−i(
2pi
4k )[q
2
1+8q
2
2−q23+2q1q3−4q2q3+6q1c2+4q2c2],
(455)
dove si è usata la matrice di allacciamento totale (448). Per non complicare eccessivamente le for-
mule, possiamo concentrarci unicamente sulla somme tralasciando momentaneamente i coeﬃcienti
〈W (L)〉S3 (2k)−
3
2 . Utilizzando la formula di reciprocità di Gauss sulla somma in q3 otteniamo:
√
2kei
pi
4
2k−1∑
q1=0
2k−1∑
q2=0
e−i(
2pi
4k )[2q
2
1+12q
2
2−4q2q1+6q1c2+4q2c2], (456)
dove si è sfruttato il risultato noto (420). Allo stesso modo, la somma su q1 diventa:
2k−1∑
q1=0
e−i
pi
2k (2q
2
1+(6c2−4q2)q1) =
√
2k/2e−i
pi
4 ei
pi
2k (2q
2
2)ei
pi
4 (9c
2
2)e−i
pi
2k
(6c2q2)
1∑
n=0
ei
pi
2 (2kn
2+(6c2−4q2)n), (457)
che sostituita nell'espressione (456) dà:
√
2k
√
2k/2ei
pi
4 (9c
2
2)
1∑
n=0
ei
pi
2 (2kn
2+6c2n)
2k−1∑
q2=0
e−i
pi
2k (10q
2
2+4knq2+6c2q2+4c2q2). (458)
Usando ancora la formula di reciprocità troviamo
2k−1∑
q2=0
e−i
pi
2k (10q
2
2+(4kn+10c2)q2) =
√
2k/10e−i
pi
4 ei
pi
10(2n
2k)ei
pi
8k (10c
2
2)ei
pi
10
(10nc2)
9∑
m=0
ei
pi
10(2km
2+4knm+10c2m),
(459)
ed inﬁne:
√
2k
√
2k/2
√
2k/10ei
pi
4 (9c
2
2)ei
pi
4 (5c
2
2)e−i
pi
4
1∑
n=0
9∑
m=0
ei2pik(6n
2+m2+2nm+10mc2/2k+16nc2/2k)/10. (460)
L'esponente nella somma dell'espressione (460) può essere riscritto nei seguenti termini:
2pik
(
5n2 + (n+m)2 +
10
2k
(n+m) c2 +
6
2k
nc2
)
/10. (461)
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Introduciamo adesso il seguente cambio di variabile:
h2 = n+m, h1 = n, (462)
dove h1 = 0, 1, mentre h2 = 0, 1, . . . , 9. Utilizzando le variabili appena deﬁnite possiamo riscrivere
l'espressione (460) come:
(2k)
3
2 (2 · 10)− 12 e−ipi4
1∑
h1=0
9∑
h1=0
e
i2pik
(
5
(
h1+
3c2
2k
)2
+
(
h2+
5c2
2k
)2)
/10
, (463)
dove si è usata la proprietà
ei2pik(
10
2k
h2c2)/10 = ei2pik(
30
2k
h2c2)/10. (464)
Alla ﬁne, combinando i risultati (454), (455), (463), e notando che σ (Ls) = +1 troviamo ﬁnalmente:
〈W (L)〉M2,10 = 〈W (L)〉S3 Z−1 (M2,10)
1∑
h1=0
9∑
h2=0
e
i2pik
(
5
(
h1+
3c2
2k
)2
+
(
h2+
5c2
2k
)2)
/10
, (465)
che coincide con il risultato funzionale (452).
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Figura 37: Incroci possibili in un diagramma. Da [11].
8 Appendice
8.1 Primo Gruppo di Omologia H1 (M) e Link di Chirurgia
Il gruppo fondamentale è un gruppo associato ad ogni spazio topologico. Fissato un punto x0 ∈M,
e dei cammini chiusi passanti per x0, il gruppo fondamentale dà informazioni su quali cammini
possono essere deformati con continuità (omotopicamente) l'uno nell'altro.
Consideriamo lo spazio deﬁnito dal complemento S3 − L di un link L. Il gruppo fondamentale di
S3 − L viene denotato con pi1
(
S3 − L), e prende il nome di gruppo di L. Un modo semplice per
determinare una presentazione di pi1
(
S 3 − L) consiste nel metodo graﬁco proposto da Wirtinger
[11].
Sia K un nodo orientato in S 3 (la generalizzazione ad un link è del tutto naturale). Consideriamo il
suo diagramma, che possiamo immaginare formato da una serie ﬁnita di archi {αi} con i = 1, . . . ,n.
Ogni arco αi è connesso, per costruzione, all'arco αi±1 (modulo n) tramite un arco β passante al di
sotto di un'altra sezione del nodo, e per questo non rappresentato nel diagramma. Immaginiamo il
punto x0 posizionato da qualche parte al di fuori del piano del diagramma, ad esempio in corrispon-
denza degli occhi dell'osservatore. Per ogni arco αi si introducono delle frecce xi passanti sotto
l'arco corrispondente, ed orientate convenzionalmente verso sinistra rispetto alla direzione dell'arco.
Queste frecce rappresentano i cammini chiusi passanti per x0. Ogni incrocio (o cross) del diagramma
di K , implica una relazione che sussiste tra i vari xi. Dato che gli incroci possono essere di due tipi
(vedi ﬁgura(37)), abbiamo due diverse possibili relazioni, date da:
Ri : xjxi = xi+1xj , (466)
Ri : xixj = xjxi+1. (467)
In totale esistono n relazioni, tante quanti sono gli archi del diagramma di K . Il gruppo pi1
(
S3 −K)
è generato dalle classi di omotopia dei percorsi xi, e si può scrivere come:
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pi1
(
S 3 −K ) = {x1, . . . , xn |R1, . . . ,Rn}. (468)
In generale, il gruppo pi1
(
S3 −K) non è liberamente generato e non è abeliano per n 6= 1 . Nel caso
in cui K non sia un nodo ma un link L, la presentazione (468) continua a valere, ed n rappresenta
il numero di archi dell'intero diagramma.
A partire dal gruppo di L, è possile determinare pi1 (M), dove M è la 3-varietà ottenuta tramite
chirurgia da L. Come sappiamo, ﬁssato il link di chirurgia L, e le classi di omotopia [hi (µi)], la
varietàM risulta essere speciﬁcata. Se vogliamo determinare pi1 (M), è necessario aggiungere alla
presentazione (468) nuove relazioni dipendenti dagli omeomorﬁsmi hi. Queste nuove relazioni sono
date dalle classi di omotopia Yi = [hi (µi)] = 1, scritte rispetto ai generatori di pi1
(
S3 − L). Alla
ﬁne otteniamo:
pi1 (M) = {x1, . . . , xn |R1, . . . ,Rn, Yi = 1} . (469)
L'espressione (469) rappresenta un utile strumento per conoscere, a chirurgia ﬁssata, alcune pro-
prietà della varietà risultante. Oltre al gruppo fondamentale, risulta interessante anche il primo
gruppo di omologia H1 (M), che si ottiene dalla presentazione (469) abelianizzando i generatori. In
generale si ha:
H1 (M) = F (M)⊗ T (M) , (470)
dove F (M) = Z⊗ . . .⊗Z è detta parte abeliana liberamente generata, mentre T (M) = Zp1 ⊗
. . .⊗ Zpn è detta torsione. Gli interi p1, . . . , pn sono detti numeri di torsione, e sono univocamente
determinati se richiediamo che pi+1 divida pi.
Vediamo adesso una serie di esempi esplici. Iniziamo considerando l'esempio più semplice, ossia un
singolo nodo unknot (L =U ) con coeﬃciente di chirurgia r = a/b, (compreso r = ∞). Il gruppo
delle classi di equivalenza delle mappe da S1 → (S3 − U) è dato semplicemente da:
pi1
(
S 3 −U ) = {x1 | −} ∼ Z. (471)
Il gruppo dell'unknot è quindi liberamente generato, e coincide con il gruppo di omologia. Come
sappiamo, alla presentazione (471) è necessario aggiungere le classi Yi = 1 (in questo caso, essendoci
una sola componente, la classe è una soltanto). La relazione dovuta alla chirurgia, per r = a/b, è data
da xa1 = 1 . La varietàM ottenuta per chirurgia dall'unkot Ua/b ha quindi gruppo fondamentale:
pi1 (Mu) = H1 (Mu) = {x1 |xa1 = 1} =

∼ Z a = 0
∼ Za a 6= 0,±1
= 0 a = ±1
(472)
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Figura 38: Nodo trifoglio. Da [11].
Le 3-varietàMu così ottenute contengono un toro solido, e la chiusura dei loro complementi sono
ancora dei tori solidi (per costruzione). Queste varietà sono chiamate spazi lenticolari, e sono
denotate con La,b. Gli spazi lenticolari privi di torsione sono dei casi particolari, e vengono indicati
in modo diverso. In particolare vale [11]:

L0,±1 ∼= S2 × S1
L±1,b ∼= S3
, (473)
dove H1
(
S3
)
= 0, H1
(
S2 × S1) = Z. Per gli spazi lenticolari vale inoltre
La,b ' La,−b ' L−a,b ' L−a,−b ' La,b+ka ' La,kab, (474)
dove k è un intero. Per questo motivo possiamo limitarci a 0 < b < a con a, b primi tra loro. In
generale, qualsiasi link di chirurgia L riducibile tramite mosse di Rolfsen a Ua/b daràM = La,b, il
cui gruppo di omologia è dato da:
H1 (La,b) =

Za a 6= 0, 1
Z a = 0
0 a = 1
(475)
Un secondo esempio di 3-varietà arriva dal nodo trifoglio, visibile in ﬁgura (38). Con il metodo di
Wirtinger troviamo facilmente le tre relazioni del gruppo del nodo, date da:

xz = zy ,
yx = xz ,
yx = zy .
(476)
Una qualsiasi delle 3 relazioni (476) può essere eliminata, in quanto combinazione lineare delle altre 2.
Questo è un fatto generale. Nella presentazione (468), infatti, è sempre possibile eliminare una delle
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Figura 39: Trifoglio con coeﬃciente di chirurgia r=1. Da [11].
relazioni, in quanto R1, . . . ,Rn sono complessivamente ridondanti. Dalle relazioni (476) possiamo
quindi omettere l'ultima, e ricavare dalla seconda z = x−1yx. Sostituendo poi, il generatore z nella
prima delle (476), otteniamo il gruppo del trifoglio:
pi1
(
S3 − T ) = {x, y |xyx = yxy} . (477)
La presentazione (477), a diﬀerenza del caso precedente, rappresenta un gruppo non abeliano, per
cui non coincide con il gruppo di omologia. È conveniente riscrivere la presentazione (477) in una
forma leggermente diversa. Ponendo g = xy si trova facilmente:
pi1
(
S3 − T ) = {x, g | (gx)2 = g3} . (478)
Promuoviamo il trifoglio a link di chirurgia, con coeﬃciente r = 1. La classe Y = 1 può essere scritta
osservando direttamente la ﬁgura (39). Quello che si trova è yx
(
xyx−1
)
x−2 = 1 ⇒ yx2y = x3.
Utilizzando la variabile g = xy, possiamo riscrivere la relazione aggiuntiva come x−1gxg = x3, da
cui otteniamo (gx)2 = x5. Il gruppo fondamentale della varietàM descritta dal trifoglio con r = 1
è quindi:
pi1 (Mt1) =
{
x, g | (gx)2 = g3 = x5
}
. (479)
Questa varietà, comunemente denotata con P, prende il nome di varietà di Poincaré. Il gruppo
pi1 (P) è isomorfo [11] al gruppo icoesaedrico binario, e diventa banale sotto abelianizzazione; si ha
infattiH1 (P) = 0. Quella di Poincarè è una sfera di omolgia, ma non di omotopia, per questo motivo
P 6= S3. In maniera del tutto simile possiamo considerare il trifoglio con coeﬃciente di chirurgia
intero r = a. È facile vedere che la relazione Y = 1 può essere scritta come yx2yx−1x(a−3) = 1, da
cui si ricava (gx)2 = x(6−a). Il caso a = 6 è particolare, abbiamo infatti:
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Figura 40: Mosse di Rolfsen su trifoglio. Da [11].
pi1 (Mt6) =
{
x, g | (gx)2 = g3 = 1
}
= Z2 ⊗ Z3 ' Z6. (480)
Abelianizzando la presentazione (480) otteniamo g = x2, da cui:
H1 (Mt6) =
{
x |x6 = 1} = Z6 ' Z2 ⊗ Z3. (481)
Lo spazioMt6 , ha gruppo di omologia H1 (Mt6) = Z2⊗Z3, ma non è una varietà diversa da quelle
viste sino ad adesso. In eﬀettiMt6 = L2,1#L3,1, ossia la somma connessa di due spazi lenticolari.
Per dimostrare questa aﬀermazione, non possiamo basarci unicamente sul gruppo di omologia, ma è
necessario mostrare che una opportuna sequenza di mosse di Rolfsen è in grado di sciogliere il nodo.
La sequenza di mosse è mostrata in ﬁgura (40), ed il risultato ﬁnale sono due unktot disgiunti con
coeﬃcienti di chirurgia r = −2, r = −3, che corrispondono a L2,1#L3,1.
Consideriamo una 3-varietà priva di torsione diﬀerente da quelle visto sino ad ora
(
S3, S2 × S1, P).
Il link di partenza è quello di Borromeo, visibile in ﬁgura (41). Le sei relazioni si determinano, come
al solito, utilizzando il metodo di Wirtinger. Un'occhiata ai cross permette di ricavare subito:

d−1bab−1 = 1,
fdc−1d−1 = 1,
ef b−1f −1 = 1,
fac−1a−1 = 1,
ecb−1c−1 = 1,
dea−1e−1 = 1,
(482)
dove i generatori sono quelli riportati in ﬁgura, mentre una relazione (ad esempio l'ultima) può
essere omessa. Dopo aver ricavato d = bab−1, f = aca−1, e = cbc−1e sostituito troviamo:
{
aca−1bab−1c−1ba−1b−1 = 1,
cbc−1aca−1b−1ac−1a−1 = 1. (483)
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Figura 41: Link di Borromeo.
Le relazioni (483), possono essere scritte in modo compatto introducendo il commutatore. Se g , h
sono due generatori, il commutatore è deﬁnito come [g , h] = ghg−1h−1. Alla ﬁne:
pi1
(
S 3 − B) = {a, b, c | [c−1, [b−1, a]] = [b, [c, a−1]]}. (484)
Se i coeﬃcienti di chirurgia delle tre componenti del link di Borromeo sono tutti nulli r1 = r2 =
r3 = 0, le relazioni aggiuntive sono semplicemente cf−1 = 1, ad−1 = 1, be−1 = 1. Questo implica
[a, b] = 1, [c, a] = 1, [b, c] = 1, ossia tutti i generatori commutano tra loro. La varietàMb ha gruppo
fondamentale abeliano, dato da tre generatori liberi:
pi1 (Mb) = {a, b, c | −} = H1 (Mb) = Z⊗ Z⊗ Z. (485)
Si può dimostrare [11] cheMb = S1 × S1 × S1.
Molto spesso, saremo interessati soltanto al gruppo di omologia H1(M). In questo caso possiamo
anche fare a meno di calcolare il gruppo del nodo. Osservando le presentazioni (466) e (467), è
facile convincerci che una volta abelianizzati i generatori, ciascuna componente di L contribuirà a
H1
(
S3 − L) con un singolo generatore, per cui possiamo utilizzare la presentazione
H1 (M) = {x1, . . . , xn |Yi = 1} . (486)
Ciascun elemento xi, come mostrato in ﬁgura (42), rappresenta un piccolo cerchio generatore di
H1
(
S3 − Li
)
, mentre le relazioni Yi = 1 sono le classi di omologia Yi = [hi (µi)] scritte rispetto ai
generatori di H1
(
S3 − Li
)
. Si noti che è possibile utilizzare anche l'usuale somma come operazione
binaria del gruppo. In questo caso, l'elemento neutro è dato da zero, per cui le relazioni Yi = 1
diventano Yi = 0.
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Figura 42: Generatore di H1
(
S3 − Li
)
.
Consideriamo una varietà M con gruppo di omologia liberamente generato e con n generatori.
Immaginiamo di speciﬁcare M tramite un link di chirurgia con m > n componenti. Osservando
l'espressione (486), e tenendo conto che H1 (M) è liberamente generato, vediamo che soltando n
opportune combinazioni dei generatori di H1
(
S3 − Li
)
diverranno generatori di H1 (M). Questo
signiﬁca che (m− n) diﬀerenti combinazioni di Yi = 1 sono ridondanti, e possono essere rimosse. Dal
punto di vista chirurgico, signiﬁca eliminare (m− n) componenti di L tramite mosse di Rolfsen. Alla
ﬁne, possiamo sempre giungere ad una presentazione chirurgica in cui il link di chirurgia ha proprio
n componenti. A questo punto, utilizzando ancora il fatto che H1 (M) è liberamente generato,
è facile vedere che ciascuna relazione Yi = 1 è separatamente banale. Questo implica che tutti i
coeﬃcienti di chirurgia siano nulli, e il numero di allacciamento tra le varie componenti di L è nullo.
Tenendo conto che un coeﬃciente di chirurgia nullo speciﬁca un framing banale, possiamo scrivere
la matrice di allacciamento di L come:
L (L) =

0 0 · · · 0
0
. . .
...
...
. . .
...
0 · · · · · · 0
 . (487)
Naturalmente, una matrice di allacciamento nulla non implica un link banale. È suﬃciente ossevare
il link di Borromeo per convincesene.
Determiniamo inﬁne qualche presentazione di chirurgia per cui H1 (M) = Zp ⊗ Zq, con p, q tali
che q/p. Consideriamo il link mostrato in ﬁgura (43), dove sono mostrati i generatori del gruppo di
omologia. Se i coeﬃcienti di chirurgia sono ra = x, rc = y, per il gruppo di omologia si ha:
H1 (Mx,y) =
{
a, c | axc2 = 1, cya2 = 1} (488)
Per diverse combinazioni di x, y si ottengono risultati diﬀerenti. Proviamone alcune. Una combi-
nazione interessante si ha per i valori x = 2, e y = 2n (n ∈ Z), che sostituiti nella presentazione
(488) danno (ac)2 = 1, c(y−2) = 1. Si ha quindi:
H1 (M2,2n) =
{
a, c | (ac)2 = 1, c2(n−1) = 1
}
(489)
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Figura 43: Link g =2. Da [11].
Se n = 1 otteniamo un singolo generatore, con H1 (M2,2) = Z2. Per gli altri casi il gruppo di
omolgia è di quelli cercati, con H1 (M2,2n) = Z2 ⊗ Z2(n−1).
Sempre per x = 2, aﬀrontiamo il caso y = (2n+ 1). La relazione a2 = c−2 è ancora valida, per cui
sostituendo in cya2 = 1 otteniamo subito c2n−1 = 1. Alla ﬁne otteniamo:
H1 (M2,2n+1) =
{
a, c | (ac)2 = 1, c(2n−1) = 1
}
. (490)
Tolto il caso n = 1, il gruppo di omologia è dato da H1 (M2,2n+1) = Z2 ⊗ Z(2n−1), e non risulta
essere ben deﬁnito, in quanto (2n− 1) /2 /∈ Z. Per veriﬁcarlo direttamente possiamo utilizzare
l'identità a−2 = c2 ⇒ c(2n+1) = a−2nc. Sostituendo in c(2n+1)a2 = 1 otteniamo ca2(1−n) = 1, da cui
c2 = a4(n−1). Alla ﬁne, per n 6= 1:
H1 (M2,2n+1) =
{
a | a(4n−2) = 1
}
= Z(4n−2) ∼= Z2 ⊗ Z(2n−1). (491)
Il link rappresentato in ﬁgura (43) è un caso particolare di una classe più ampia. Consideriamo un
link L = L1 ∪ L2, in cui le componenti siano degli unknot twistati tra loro g > 1 volte (per g = 1
si avrebbe l'Hopf link, g = 2 è quello rappresentato in ﬁgura (43)... ecc). Sia inoltre r1 = g, dove
r1 è il coeﬃciente di chirurgia di L1, mentre r2 = y (y ∈ Z). Posti a, c i generatori del gruppo di
omologia del link, per H1 (M) si ha:
H1 (Mg,y) = {a, c | (ac)g = 1, cyag = 1} . (492)
Il caso interessante è quello in cui y = ng, dove n ∈ Z−{1}. Dall'espressione (492) si ottiene subito
cng = a−ng da cui ag(n−1) = 1. In conclusione, questa classe di nodi fornisce una presentazione
chirurgica di particolari varietà, con gruppo di omologia:
H1 (Mg,ng) =
{
a, c | (ac)g = 1, ag(n−1) = 1
}
= Zg ⊗ Zg(n−1). (493)
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8.2 Forma Quadratica di Torsione
Sia M una 3-varietà chiusa ed orientata di pura torsione (H1 (M) = T (M)). Come sappiamo, è
sempre possibile rappresentareM tramite una presentazione di chirurgia (Ls, r) = {L1, r1, . . . ,Lm, rm}
con coeﬃcienti di chirurgia interi.
Se vogliamo determinare il gruppo di omologia H1 (M) a partire dalle istruzioni (Ls, r) è suﬃciente
considerare:
H1 (M) = {x1, . . . , xm |Y1 = 0, . . . , Ym = 0} , (494)
dove xi rappresenta un percorso chiuso (un cerchio) generatore di H1(S3 −Li), mentre Yi = hi (µi)
sono gli omeomorﬁsmi che speciﬁcano la chirurgia. Per ipotesi, i coeﬃcienti di chirurgia sono
degli interi, per cui ciascun Yi deﬁnisce un framing di Li. Per questo motivo è possibile esprimere
le condizioni Yi = 0 in termini di matrice di allacciamento Lij = χ (Li,Ljf ), dove il numero
di avvolgimento è deﬁnito in S3. Più precisamente, in termini di generatori xj vale il seguente
sviluppo:
Yi = [Lif ] =
m∑
j=1
Lijxj i = 1, . . . ,m. (495)
I generatori {vi} di H1 (M) sono dati da una opportuna combinazione lineare dei generatori {xi}:
vi =
m∑
k=1
Bikxk i = 1, . . . , w, (496)
dove Bik sono interi, mentre w ≤ m. Inﬁne, un generico elemento di γ ∈ H1 (M) può essere scritto
come
γ =
w∑
i=1
hivi, (497)
dove hi è un intero. Dato che la varietà M è di pura torsione, ciascun intero hi può assumere
i valori hi = 0, . . . , pi − 1, dove pi sono i numeri di torsione (convenzionalmente pi+1 divide pi).
Combinando la relazione (497) con la (496) otteniamo che ciascun elemento γ ∈ H1 (M) è dato da
γ =
w∑
i=1
m∑
k=1
hiBikxk. (498)
L'elemento γ ∈ H1 (M) può essere associato ad un nodo con framing, che indicheremo con lo stesso
simbolo: γ ⊂ S3−Ls. Per stabilire una corrispondenza tra gli elementi del gruppo e i nodi, occorre
speciﬁcare una legge di composizione. La scelta più naturale ricade sulla somma # deﬁnita nel
paragrafo (3.8). Se γ1 6= γ2 ∈ H1 (M), le operazioni γ1 ± γ2 ∈ H1 (M) corrispondono a
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γ1 + γ2 → γ1#γ2, (499)
γ1 − γ2 → γ1# (−γ2) , (500)
dove (−γ2) ha orientazione inversa rispetto alla curva γ2. Allo stesso modo, se la somma nel gruppo
è fatta tra elementi identici si ha
γ + γ → γ#γ, (501)
dove γ#γ è fatto su copie parallele. Le somme # sono deﬁnite per nodi con lo stesso colore.
Poichè il colore non compare aﬀatto nella presentazione di H1 (M), possiamo scegliere colore 1
per ogni nodo γ; in questo modo le operazioni (499), (500) e (501) sono tutte ben deﬁnite. I nodi
sono deﬁniti con framing, per cui è necessario speciﬁcare il numero di autoallacciamento dei nodi
sommati. Come si è visto nel paragrafo (3.8), il framing (γ1#γ2)f è dato da γ1f#γ2f ed il numero
di autoallacciamento (in S3) soddisfa
χ
(
(γ1#γ2)f , γ1#γ2
)
= χ (γ1, γ1f ) + χ (γ2, γ2f ) + 2χ (γ1, γ2) . (502)
Se γ2 → (−γ2) l'ultimo termine dell'espressione (502) cambia segno. Il framing dei nodi non può
essere scelto arbitrariamente; vogliamo infatti che l'elemento 0 = γ − γ ∈ H1 (M) trovi la sua
corrispondenza in γ# (−γ). I nodi 0 ≡ γ# (−γ) sono omologicamente banali per costruzione,
e hanno framing χ (0, 0f ) = 2χ (γ, γf ). D'altra parte, se 0 è un nodo che rappresenta lo zero,
necessariamente deve avere framing banale. Infatti, se sommiamo (o sottriamo) 0 a qualsiasi altro
nodo, il framing del nodo di partenza non può variare. Dalla relazione χ (0, 0f ) = 2χ (γ, γf ) = 0
se ne deduce che tutti i nodi γ con cui descriviamo gli elementi γ ∈ H1 (M) hanno framing banale
(autoallacciamento nullo). In particolare, la relazione (498) può essere reinterpretata come una
somma # sui nodi generatori xi, che soddisfano:
χ (xi, xif ) = 0 ∀i = 1, . . . ,m. (503)
Nel calcolo della funzione di partizione Z (M), o più in generale dei valori di aspettazione 〈W (L)〉M,
siamo interessati ai numeri di allacciamento di nodi contraibili . Tuttavia, i numeri di allacciamento
vanno speciﬁcati inM, e non in S3. Vediamo quindi come sono relazionati.
Consideriamo una componente del link di chirurgia Li con coeﬃciente intero ri. Se Ni è un intorno
tubolare di Li, due meridiani qualsiasi µi, µif ∈ ∂Ni rappresentano l'uno il framing canonico
dell'altro. L'immagine del meridiano hi (µif ) deﬁnisce ancora un framing del nodo hi (µi), ma non
canonico. Vale infatti:
125
χ (hi (µi) , hi (µif ))S3 = χ (Li,Lif )S3 = ri. (504)
Il numero di allacciamento (504) può essere valutato inM notando che i nodi hi (µi), hi (µif ) sono
legati a µi, µif da isotopia ambiente. D'altra parte i meridiani µi, µif possono essere trasportati
dentro Ni ⊂ M, dove risultano essere due unknot disgiunti deﬁniti in una stessa 3-palla. Si ha
quindi:
χ (hi (µi) , hi (µif ))M = χ (µi, µif )M = 0. (505)
Sappiamo che i nodi γ rappresentanti del gruppo H1 (M) hanno tutti framing banale in S3. Questo
signiﬁca che se γ ⊂ S3 − L è legato da isotopia ambiente a hi (µif ) vale [10]:
χ (γ, γf )S3 = 0→ χ (γ, γf )M = −ri se γ ∼ hi (µi) . (506)
In generale, siamo interessati a calcolare i numeri di autoallacciamento di nodi γ ⊂ S3−L contraibili
con framing banale in S3. Il fatto che γ sia banale garantisce che sia legato da isotopia ambiente
ad un certo nodo L# ottenuto sommando le varie componenti Lif del link di chirurgia L. Alla ﬁne,
per ogni nodo γ rappresentante di H1 (M) si ha [10]
χ (γ, γf )M = −χ
(
L#,L#f
)
S3
γ contraibili. (507)
I nodi a cui siamo interessati sono quelli banali deﬁniti da Γi = pivi. Dalla sviluppo (496), possiamo
riscrivere questi nodi come:
Γi =
m∑
k=1
piBikxk i = 1, . . . , w. (508)
Dalla relazione (495), invertendola, troviamo
pixk =
m∑
j=1
piL−1kj Ljf , (509)
da cui:
Γi ∼ L#if =
m∑
k=1
m∑
j=1
BikpiL−1kj Ljf (510)
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La forma (510) è precisamente quella cercata; è infatti una somma di componenti del framing
del link di chirurgia. Il numero di allacciamento χ
(
L#i ,L#lf
)
S3
può essere ricavato direttamente
dall'espressione (510) e vale:
χ
(
L#i ,L#lf
)
S3
= pipl
m∑
k=1
m∑
j=1
m∑
k′=1
m∑
j′=1
BikBlk′L−1kj L
−1
k′j′Ljj′ (511)
Sommando su j, j′ troviamo inﬁne:
χ
(
L#i ,L#lf
)
S3
= pipl
m∑
k=1
m∑
k′=1
BikBlk′L−1k′k ≡ piplQil, (512)
dove Qil prede il nome di forma quadratica di torsione. Il numero di allacciamento in M si trova
immediatamente dalla proprietà (507), e vale [10]
χ (Γi,Γlf )M = −piplQil. (513)
In generale, la matrice Qil non è diagonale, per cui il numero di allacciamento tra componenti
diverse non è nulla.
Un ultimo aspetto da considerare riguarda la possibilità di scegliere un framing arbitrario per i nodi
γ ⊂ S3 − Ls. La richiesta di rappresentare la struttura di gruppo di H1 (M) mediante le somme
# di nodi con framing è comoda ma non obbligatoria. In eﬀetti, è possibile dimostrare che per
una scelta arbitraria di framing si ottiene:
χ (Γi,Γjf )M → χ (Γi,Γjf )M − nijpipj , (514)
dove nij ∈ Z. Dato che la funzione di partizione, ed i valori di aspettazione dipendono da
exp (∼ i2pikχ (Γi,Γjf ) /pipj), la sostituzione (514) non li modiﬁca. In conclusione, la matrice a
coeﬃcienti razionali Qij è deﬁnita modulo intero.
Oltre al numero di autoallacciamento dei nodi Γi, siamo interessati a calcolare l'autoallacciamento
dei nodi denominati 0˜. Questi nodi sono simili al nodo zero 0 = γ# (−γ); infatti sono omologica-
mente banali inM, hanno framing banale in S3 e colore q = 1. A diﬀerenza del nodo 0 = γ# (−γ),
un nodo 0˜ può anche allacciarsi al link di chirurga L, per cui il valore di autoallacciamento in M
potrebbe non essere nullo: χM
(
0˜, 0˜f
) 6= 0.
Sia Ltotk = χ
(Lk, 0˜) la matrice di allacciamento tra il link di chirurgia ed il nodo 0˜. Nella base {xk}
dei generatori di H1(S3 − Lk) si trova subito:
0˜ =
m∑
i=1
Ltotk xk. (515)
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Dalla relazione (495), invertendola, troviamo poi:
0˜ ∼ L#f =
m∑
j=1
m∑
k=1
Ltotk L
−1
kj Ljf . (516)
Il numero di autoallacciamento χS3
(
L#,L#f
)
può essere ricavato direttamente dall'espressione (516)
e vale
χS3
(
L#,L#f
)
=
m∑
k=1
m∑
j=1
m∑
k′=1
m∑
j′=1
Ltotk Ltotk′ L
−1
kj L
−1
k′j′Ljj′ . (517)
Sommando su j, j′, ed utilizzando la proprietà (507) troviamo inﬁne:
χM
(
0˜, 0˜f
)
= −
m∑
k=1
m∑
k′=1
Ltotk Ltotk′ L
−1
k′k. (518)
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