Abstract-We consider the problem of trying to change the behavior of a person by offering him a sequence of rewards, with each reward granted only if he performs the desired behavior to a certain degree. We develop a suitable cognitive model based on well-established psychological principles, and then use this model to devise a control algorithm that controls the person's attitude. By exploiting psychological dynamics to drive his attitude to a large enough value in finite time, the person's behavior can be brought to any desired level. This approach has the significant advantage that, at the end of the time interval, no reward is needed to maintain the desired behavior. We consider both open-loop and feedback implementations of the algorithm.
We make use of this extra degree of freedom to devise a control algorithm that guarantees (assuming no model uncertainty), after a finite number of days k, two properties: B[k] ≥ B * d for k ≥ k (i.e., the child's behavior is driven to, or beyond, the desired level), and R[k] = 0 for k ≥ k (i.e., no reward is required after day k). The first property is shared by the control algorithms in [6] [7] [8] . The second property, which is not shared by those algorithms, has great practical appeal. The keys to weaning the child off the reward are the use of B d [k + 1] as an additional control signal, and a focus on controlling the child's internal attitude (denoted A out [k] ) to indirectly affect his behavior. Accordingly, in this paper we assume the parent can measure A out [0] and, if closed-loop implementation is desired, A out [k] for other k. We omit discussion on how the attitude might be measured in practice other than noting that psychometrics (the field that includes attitude measurement) is well developed (e.g., see [9] ).
A cognitive model of the child is given in Section II, building on the model development in [6] [7] [8] . The model is constructed from three foundational psychological theories: the theory of planned behavior, cognitive dissonance theory, and overjustification theory. The main difference from our earlier work is that the model now allows for B d [k] > 0. The new control algorithm is developed in Section III. The algorithm drives the child's cognitive state through two main stages: In Stage 1 we exploit the child's cognitive dissonance dynamics to force his attitude positive, while in Stage 2 we exploit the same dynamics, while carefully avoiding overjustification effects, to make the child's attitude sufficiently large that his behavior reaches B * d . Simulations and conclusions are given in Sections IV and V. II. SYSTEM MODEL Building upon [6] [7] [8] , a block diagram of the system model is provided in Figure 2 . The model combines three psychological components:
Theory of Planned Behavior (Block A)
The theory of planned behavior [1] [10] [11] models how various beliefs and values (which we group together as attitudes) influence a person's intent to behave, which in turn influences his actual behavior. We model these relationships as follows:
In ( As a final comment, we recognize that the theory of planned behavior includes an aspect called perceived behavioral control (PBC) [11] that is ignored in our model. PBC models the idea that a person, despite having a high BI[k], may actually not attempt the behavior because he thinks that he is not capable of doing the task, or that there is some obstacle preventing him from doing the task. For simplicity we assume here that the child is capable, and thinks he is capable, of successfully jogging for whatever duration is specified by the mother. Obviously this assumption breaks down in some scenarios (e.g., the child sprains his ankle).
Cognitive Dissonance Theory (Block B)
Cognitive dissonance theory [1] [12] [13] is one of the most celebrated theories in psychology. There are two aspects to the theory: first, if a person's behavior is inconsistent with one of his attitudes, then an uncomfortable tension called dissonance pressure arises in the person, and, second, a person experiencing such tension will consequently try to reduce it either by changing his attitudes or his behavior.
For the setup considered here, dissonance pressure arises in the child if he declines the reward because he is turning down something that he values positively; on the other hand, if the child accepts the reward to jog more than he intrinsically wants to, then he again experiences dissonance pressure, but now because he is doing something that he does not enjoy doing. Following [13] and our previous work, we quantify dissonance pressure as the fraction of the child's cognitive pairs that are inconsistent. To this end, we introduce two indicator variables. First, define
In words, B sgn [k] is set to +1 if the child does any amount of jogging on day k, and to −1 otherwise, with the conditions in (5) carefully stated to properly interpret the case B[k] = 0 (which could arise, technically, in any of the three cases in (4)). Second, define
That is, B rel [k] is set to +1 if, on day k, the child jogs at least the number of minutes required to earn the reward specified by the mother on the previous day, and to −1 otherwise. Using these two indicator variables we can concisely compute the raw dissonance pressure of the child, P CD raw [k] , as follows:
The fractional dissonance calculation appears in (12) . The term B sgn [k] in (12) is included to help formulate how the child reduces dissonance pressure. As in our previous work, we keep the model reasonably simple by assuming that the child reduces dissonance pressure by changing only A out , his intrinsic attitude towards jogging. (Other dissonance-reduction techniques, such as the introduction of new cognitions that are consistent with behavior, could be incorporated, but then an additional level of cognitive modeling would be required to deal with how the child decides on which technique is used in a particular situation.) In [6] [7] [8] , where only binary behaviors are considered, it was simple to determine which direction A out should be changed to reduce the raw dissonance pressure. The situation is more complicated here because it is possible for the child to desire to jog for a shorter duration than that which is requred to earn the reward. Based on our previous work and the equations above, the typical situation would be for the child to reduce his dissonance pressure magnitude by increasing A out if B sign [k] = +1 and by decreasing A out if B sign [k] = −1. However, it is possible for the situation to be reversed. For example, imagine the case where the child has a small positive intrinsic attitude towards jogging, and the mother offers a small reward for the child to jog for a very long duration; in such a case the child would decline the reward. To reduce the resulting dissonance pressure, he could increase A out , but he might instead "give up" the whole idea of jogging and decrease A out substantially, making it highly negative, and that too will have the effect of reducing dissonance pressure. To capture this attitude reversal possibility, we introduce a new indicator variable r[k] which is +1 when reversal takes place and −1 otherwise:
In (13), the condition
. Parameter α rev represents the sensitivity of the child to exhibiting attitude reversal; a larger value is associated with a child who is less likely to "give up" on jogging. For the above argument to make sense, α rev should be at least 1; we use the range 1 < α rev < 3 in simulations. The condition
in (13) is required to ensure that the magnitude of attitude reversal, computed in (15) below, actually does result in a decrease in dissonance pressure.
As before, and as in our earlier work, we assume firstorder mental processing dynamics (with time constant r 2 ∈ [0, 1)) to map raw dissonance pressure P CD raw to the actual experienced dissonance pressure, denoted P CD :
Note that in the special case where attitude reversal occurs, we reset the dissonance pressure in (14) because it is unlikely that any residual P CD will matter after such a dramatic change in psychological state.
Finally, assume the change in A out [k] arising from cognitive dissonance reasons is proportional to dissonance pressure, with proportionality constant K 1 > 0:
The term
Overjustification Theory (Block B)
Overjustification theory [1] [14] [15] applies when a reward is given to a person to do something that the person already enjoys doing. The theory states that such rewards are counterproductive in that they reduce the intrinsic desire of the person towards that behavior. Although the overjustification effect has been validated in various experiments, it is not nearly as well studied as is cognitive dissonance theory, and psychology researchers do not yet have a general model of the degree to which intrinsic desire is reduced. We denote by B t [k] the minimal attitude level to which the overjustification effect can drive A out [k] , and for simplicity we assume
for some constant 0 
Then the raw and filtered overjustification pressures, and the resulting change in intrinsic attitude, are computed just as in our previous work, but using A rel out instead of A out , as follows:
In (18) [k] in (20), is added to the final attitude change that resulted from cognitive dissonance pressure, in (15) , to complete the plant model:
III. PROPOSED CONTROL APPROACH
The overall model of the plant in Figure 2 is given in (1)-(21). We next describe an approach for the mother to compute, on day k, R [k] and
We assume the mother knows the various plant parameters (µ 1 , r 1 , r 2 , r 3 , α rev , α B d , K 1 , and K 2 ). The plant's initial conditions are
where we assume the mother also knows A * 0 .
A. Controller Development
The proposed control approach is to drive the child ' 2 ) appears, and our approach is to wait for the transient to settle before applying the next impulsive reward is applied. In the special case when r 2 = 0, we use N = 2. Otherwise, if r 2 > 0, we use the approximation that after the transient has decayed by 98%, it can be ignored. Hence, the number of days to wait, N, should be chosen as
The algorithm is summarized in Figure 3 . We next discuss Stages 1 and 2 in detail. If A * 0 < 0, the system starts in Stage 1; otherwise it starts in Stage 2. N, 2N, 3N , . . .
During Stage
We start the analysis on day k assuming "initial con- 
The associated dissonance pressure, from (12) , is
.
Maximizing (26) subject to (25) results in
For improved robustness, it is better to set the desired behavior level slightly positive, so we take
for small but positive ε. We also set the reward to
where the extra factor of 2 is included as an additional safety margin to allow for increased robustness against perturbations or noise that might result in R[k] being insufficient to drive B sign [k + 1] positive, which will lead to a large negative attitude change instead of a large positive attitude change.
The Figure 3 . By iterating the plant dynamics, we find that the reward (28), assuming no reward is offered on days k + 1, k + 2, etc., affects the child's attitude on day k + n (with n ≥ 0) as follows: (26) into (29) with n = N to obtain
This calculation, which is used to keep track of how the child's attitude increases, appears in Lines 2 and 11 of 
This special case appears in Lines 6-8 in Figure 3 . N, 2N, 3N , . . . The goal of Stage 2 is to use the child's cognitive dissonance dynamics to increase his attitude further, until it reaches B * d . Again we use a sequence of reward impulses, with an impulse applied every N days. On day k we seek a reward R[k] that is small enough that it will be rejected by the child since this leads to cognitive dissonance pressure that will raise the child's attitude, and it also avoids exciting overjustification dynamics that would have the undesirable effect of lowering the child's attitude. In addition, we want to avoid the possibility of attitude reversal. Stage 2 appears in Lines 14-20 in Figure 3 .
We start the analysis on day k assuming "initial condi-
To ensure the child rejects the reward R[k], we force the second case in (4), i.e., force (2)-(3) and the assumption that r 1 = 0, is equivalent to
In addition, we deduce from (13) that attitude reversal is avoided on day k
, which, again from (2)- (3), is equivalent to
As long as the mother chooses
there exists a positive R[k] that satisfies both (32) and (33). By iterating through the plant dynamics, we can determine, for any such R[k], the child's attitude on day k + N:
).(35)
We see from (35) 
The practical concern of keeping R[k] at a reasonable level cannot be ignored. By introducing a controller tuning parameter β ∈ (0, 1), the aggressiveness of attitude increase can be adjusted:
In (37) 
One further detail is needed: to avoid driving the attitude higher than needed (i.e., beyond B * d ), we add a saturator to (37), as follows:
The reward calculation based on (38) and (39) is included in Lines 15-16 of Figure 3 .
Lastly, the value of B d [k + 1] needs to be determined. Substitution of (38) into (32) yields the inequality
Manipulation of (39) in (40) reveals that any
also satisfies (34), so (34) does not have to be explicitly included in the bound. In addition, substitution of (38) into (33) yields the inequality
where
is acceptable. We introduce a second tuning parameter, γ ∈ (0, 1), to choose a particular B d [k + 1] within this range:
For robustness reasons, it is safest to use γ ≈ 0.5 to reduce the risk of violating either (32) or (33). The calculation of (40), (41), and (43) appears in Lines 17-19 of Figure 3 . This completes Stage 2.
B. Theoretical Guarantees
The algorithm in Figure 3 , by construction, is meant to drive the child's attitude, and therefore behavior, to B * d . The following precise statement can be made: Theorem 1: Assume the plant parameters µ 1 , r 1 , r 2 , r 3 , α rev , α B d , K 1 , and K 2 are known and that there is no plant uncertainty. For simplicity take r 1 = 0. Let the plant initial conditions be (22) and define N as in (23). Denote the ultimate desired behavior by B * d . For any controller parameters, ε > 0 and A th > 2ε satisfying
and any γ ∈ (0, 1) and β ∈ (0, 1), there exists a k such that
There are three cases:
and
Proof: Condition (44) is needed to ensure that Stage 1 doesn't stall with A out [k] "stuck" between −A th and A th . In the worst case, A out [k] is driven to −A th ; from (30), the next impulse results in an attitude increase of
Forcing (48) to be greater than 2A th (which, after simple algebra, is equivalent to (44)) guarantees that A out [k + N] will be driven to some value larger than A th . Now consider the three cases: First, if A * 0 ≥ B * d , the algorithm jumps to Line 21 at k = 0, so k = 0 and )], rounded up. Each impulse and subsequent waiting period requires N days. One additional impulse may be required because of the threshold A th patch. Hence, the number of days needed for Stage 1 is no more than k 1 in (46). For Stage 2, the number of days required is the same as in (45) except the initial attitude is no longer A * 0 but now some value larger than A th ; hence A th is included in (47) as the worstcase value. For ε > 0, the number of days required to exit Stage 1 may increase, but detailed analysis of (30), omitted due to space limits, shows that Stage 1 will still be exited after a finite number of iterations (e.g., as a very conservative bound, Stage 1 will be exited after N · ⌈|A * 0 |/2A th ⌉ days for any A th > 2ε and ε > 0 satisfying (44)).
Notice that (45), (46), and (47) are all decreasing functions of K 1 , an intuitive relationship since a child who is more sensitive to cognitive dissonance pressure (larger K 1 ) experiences greater attitude change after each impulse, so fewer impulses (smaller k) are required. Also note that (45) and (47) increase with B * d , reflecting the idea that additional impulses are needed if the ultimate desired behavior is larger.
Finally, (45) and (47) increase as β tends from 0 to 1, consistent with the intuition about the role played by β; see the discussion around (37).
C. Open-Loop Implementation
A straightforward open-loop implementation of the controller described by (27), (28), (31), (38), (39), (40), (41), and (43) is provided in Figure 3 N − 1, N + 1, . . . , 2N − 1, 2N + 1 
D. Feedback Implementation
Intuitively, any open-loop implementation requires that the plant parameters be known accurately. Potentially, robustness can be improved through the use of feedback. Assuming the mother can measure A out [k] for each day k, the algorithm can be converted into a feedback implementation by adding a "Line 0" to Figure 3 in which the value of A out [k] measured by the mother on day k is stored in variableÂ N out [k] . If there is no uncertainty or noise, the feedback implementation will behave the same as the open-loop implementation; if there is uncertainty or noise, we expect the feedback implementation to demonstrate better performance.
An additional benefit of the feedback implementation is flexibility: on days that A out [k] is not measured, "Line 0" can be skipped and the algorithm will run as an open-loop implementation. There is also flexibility in the requirement that impulse rewards be applied on days k = 0, N, 2N, . . . since, over intervals where the mother cannot measure the child's attitude or is not available to offer a reward with her son, the value of N can be chosen to be larger than in (23).
IV. SIMULATION RESULTS
We simulated the plant, described by (1)- (21), and controller, described by (27), (28) 
else 10:
end if 13 : N = 3) . The word "YES" is indicated above any reward that is accepted by the child, and the word "NO" otherwise. As expected, the rewards are accepted during Stage 1 and rejected during Stage 2. The total value of the accepted rewards for each of these three simulations is $132.92. The third plot in each figure shows the child's intrinsic attitude, A out [k] , and the change in attitude resulting from cognitive dissonance, ∆A CD out [k] . By design, there is no attitude change arising from overjustification pressure. Note that the value of k, in each figure, is consistent with Theorem 1.
As a preliminary robustness study, we allowed for uncertainty in K 1 . Denote the true plant parameter by K 1 , and the associated value in the control algorithm by K 1c . All parameters are set as in Practical strengths of this approach are that no rewards are required in the long term, the transient behavior is good (e.g., no overshoot), each controller parameter is easily interpreted in terms of the plant parameters, and the timing of the control scheme is flexible. On the other hand, the approach requires good knowledge of some plant parameters (especially µ 1 ), as well as regular measurement of A out [k] if a closed-loop implementation is used. Our current work focuses on experimental validation of the plant model and assumptions, as well as a systematic study of performance in the face of noise, uncertainty, and disturbances. We are also exploring how the model and controller can be modified to handle situations where the goal, instead of increasing desirable behaviors (e.g., exercising), is to reduce undesirable behaviors (e.g., smoking). 
