We propose a multiple testing method, called the focus level procedure, that preserves the graph structure of Gene Ontology (GO) when testing for association of the expression profiles of GO terms with a response variable. The procedure is constructed as a combination of a Closed Testing procedure with Holm's method. It requires a user to choose a "focus level" in the GO graph, which reflects the level of specificity of terms in which the user is most interested. This choice also determines the level in the GO graph at which the procedure has most power. We prove that the procedure strongly keeps the family-wise error rate without any additional assumptions on the joint distribution of the test statistics used. We also present an algorithm to calculate multiplicity-adjusted p-values. Because the focus * Corresponding author
Introduction
In microarray data analysis, there is a slow shift of interest towards methods that analyze genes in the context of their annotation. Annotation allows genes with similar function or location to be grouped and analyzed together based on information from sources such as KEGG (Ogata et al., 1999) or Gene Ontology (Ashburner et al., 2000) .
In recent years several statistical methods have been proposed for analyzing sets of genes with similar annotation. Most of these methods start from univariate measures of differential expression (usually p-values) obtained from single gene analyses, using these to test for over-representation ("enrichment") of differentially expressed genes in the gene sets of interest (Khatri and Drȃghici, 2005; Mootha et al., 2003; Pavlidis et al., 2004) .
Other methods start from the raw data and test for differential gene expression profiles over the gene set in a multivariate way without first going through single gene testing (Goeman et al., 2005 (Goeman et al., , 2004 Mansmann and Meister, 2005) .
The most popular source of annotation used in this context is the Gene Ontology (GO) database. GO is popular because it is not only large and detailed, but also highly structured: the GO terms are ordered in a directed acyclic graph, in which the set of genes annotated to a certain term (node) is a subset of those annotated to its parent nodes. Some authors (Alexa et al., 2006; Grossmann et al., 2006) have proposed to take into account the GO graph structure when testing for enrichment.
In this paper we propose a way to exploit the GO graph structure for multiple testing correction. The structure of the GO graph creates both difficulties and opportunities when applying multiple testing procedures.
Overlap between sets of genes and correlations between genes lead to complicated dependency structures between test statistics. These correlations present a dual problem. On the one hand, the conditions of powerful multiple testing procedures (positive regression dependency for the procedure of Benjamini and Hochberg (1995) and subset pivotality for Westfall and Young (1993)) may not be expected to hold, making the validity of these procedures uncertain. On the other hand, the correlations between test statistics are expected to be overwhelmingly positive, so that most multiple testing correction methods are expected to be conservative in practice. This holds especially for those methods for which the validity is assured under any dependency structure, such as the procedures of Holm (1979) and Benjamini and Yekutieli (2001) . The structure of the GO graph also presents special opportunities, however, as this structure induces logical relationships between the null hypotheses, which can be exploited (Shaffer, 1986) . However, at this moment no currently available method makes use of the GO structure for multiple testing.
In this paper we present a sequentially rejective multiple testing method that strongly controls the family-wise error rate (Dudoit et al., 2003) while explicitly making use of the directed acyclic graph structure of GO. This focus level procedure merges Holm's (1979) procedure with the closed testing procedure of Marcus et al. (1976) . Like the two procedures it combines, the new procedure makes no assumptions on the joint distribution of the test statistics. A prerequisite for the focus level method is that the tested null hypotheses have a logical structure that mimics the structure of the GO graph (detailed in Section 2). The primary application we have in mind is with global testing methods such as the Global Test (Goeman et al., 2005 (Goeman et al., , 2004 and Global Ancova (Mansmann and Meister, 2005) . These methods test null hypotheses H A , for a gene set A, of the form H A : no gene in A is associated with the response
(1)
The procedure we propose is not valid for all gene set testing methods proposed for the GO graph. In particular it is not valid for enrichment methods such as described by Khatri and Drȃghici (2005) and Mootha et al. (2003) , which have a different logical structure.
Because the focus level procedure follows the structure of the GO graph, the collection of rejected null hypotheses is always a coherent subgraph of the GO graph, growing from the root node up to the most specific nodes that can be called significant. This coherence greatly facilitates interpretation. However, a consequence of the preservation of the graph structure is that the ordering of the raw p-values is not preserved in the multiplicityadjusted p-values. It may even occur that some multiplicity-adjusted pvalues are smaller than their corresponding unadjusted p-values.
The new procedure will be illustrated with an application of the Global Test method on the biological process GO graph using a microarray data set of 295 breast cancer patients from the Netherlands Cancer Institute (Van de Vijver et al., 2002) . In this data set we test for which GO nodes the expression profile is associated with survival time of patients.
The focus level procedure for the Global Test method has been implemented in the R package globaltest. An implementation in the GlobalAncova package is in preparation. Both packages are available on www.bioconductor.org.
Testing in the GO graph
Gene Ontology (Ashburner et al., 2000) is a controlled vocabulary that describes gene and gene product attributes. It can be represented as three disjoint directed acyclic graphs describing biological process, molecular function and cellular component. Each has a single root and thousands of dependent nodes. The three graphs are sometimes joined together by an overall root node called gene ontology, but in this paper we consider GO as three separate graphs and speak of a GO graph. We do not make a distinction between the two types of relationships in the GO graph ("is a" and "part of"). When talking of the GO graph we visualize the root node of the graph as the 'top' of the graph and the end nodes as the 'bottom'.
For the purposes of this paper, we will look at a GO graph as a structured collection of sets of genes. Genes are annotated to GO terms, so that each node in the gene ontology graph can be associated with a set of genes.
The structure of the graph dictates that each gene annotated to a certain node is automatically also annotated to all ancestor nodes, so that, viewed in terms of sets, every edge in the graph represents a subset relationship:
each child node is a subset of all its parent nodes, and the root node in each GO graph includes the superset of all nodes. Note, however, that not all subset relationships necessarily correspond to an edge in the GO graph, because genes may have multiple functions.
Every gene set has a corresponding null hypothesis that can be tested.
We assume that these null hypotheses are chosen in such a way that they reflect the relationships in the GO graph. Note that in this setup the null hypothesis corresponding to the set of all genes on the chip is false whenever any null hypothesis is false.
The assumptions hold for the multivariate gene set testing methods of Global Test (Goeman et al., 2005 (Goeman et al., , 2004 and Global Ancova (Mansmann and Meister, 2005) , which test hypotheses of the form (1). Methods that test enrichment of GO nodes (Breitling et al., 2004; Khatri and Drȃghici, 2005; Mootha et al., 2003; Pavlidis et al., 2004, e.g.) have a different logical structure in the null hypotheses. These method test in a "zero-sum game" (Allison et al., 2006) whether a set A has more significant genes that its complement. For these methods null hypothesis corresponding to the set of all genes on the chip is logically always true.
It should be remarked that the logical structure that holds for the null hypotheses generally should not be expected to hold for the raw, nonmultiplicity adjusted test results. As the power of the tests depends on the gene set, it may, for example, easily occur in practice that H B is significant but H A is not, while B ⊆ A.
Bottom-up and top-down procedures
The focus level procedure we propose for the GO graph is a combination of the procedure of Holm (1979) and the closed testing procedure of Marcus et al. (1976) . It is actually not a single procedure, but a sequence of procedures that depends on a user-chosen focus level. At the two extreme choices of the focus level, the procedure is either bottom-up, and purely based on Holm, or top-down, and purely based on closed testing. We'll discuss these two extremes first. Let α be the chosen significance level.
A bottom-up procedure based on Holm would first look only at the collection of all end node null hypotheses of the GO graph. If this collection has m elements, it compares the smallest p-value to α/m. If the p-value is smaller, the corresponding null is declared significant, and the second smallest p-value is compared to α/(m − 1). The procedure continues until the kth smallest p-value is larger than α/(m − k + 1). At this point, all m − k + 1 largest p-values are declared non-significant. At this point, significance can be propagated to all ancestors in the GO-graph: a higher level GO node can be declared significant whenever it has any significant offspring.
It is easy to show that this procedure keeps strong control of the familywise error rate at level α. By the proof of Holm's procedure (Holm, 1979) the family-wise error rate is controlled for the collection of end node null hypotheses. Further, by the logical structure of the null hypotheses, the upward propagation of significance though the GO-graph can only lead to a false rejection if there was already a false rejection in one of the end nodes. Hence, it can never introduce a first false rejection and so does not increase the probability of making a first false rejection. For a formal proof, see Section 5.
An advantage of this bottom-up procedure is that it is quick, as the number of tests that has to be preformed is smaller than the number of nodes in the GO graph. A disadvantage is that is is not very efficient. The GO graph fans out like a tree and has a great number of end nodes, so that the multiple testing correction can still be quite severe. The bottomup procedure, being focused at the leaves of the graph, may easily find a strongly significant effect in a few genes in one of the end nodes, but it may just as easily miss a weaker but more consistent effect of a large number of genes in a gene set at a higher level in the graph.
An alternative to the bottom-up procedure is a top-down procedure based on the closed testing procedure of Marcus, Peritz and Gabriel. To be able to use this procedure we must enlarge the graph to be tested so that the collection of gene sets in the nodes becomes closed to the union operation. That is, for any gene sets A and B corresponding to nodes in the graph, a node corresponding to A ∪ B must also be included, and this process must be continued recursively until all possible (multiple) unions are included. New edges are added in the expanded graph for every direct subset relationship. This closing of the graph can dramatically increase the number of hypotheses to be tested if the original number of hypotheses was already large, as the size of the expanded graph increases exponentially with the size of the original graph. We illustrate the closing of the GO graph in Figure 1 .
In the first step the top down closed testing procedure tests only the top node, which is the union of all GO gene sets, at level α. If that test is not significant, the procedure stops. Otherwise, at every next step it tests those gene sets of which all supersets (i.e. all ancestors in the expanded can be performed at level α, but the procedure still keeps strong control of the family-wise error rate at level α, as has been very elegantly proved by Marcus et al. (1976) .
The property that all tests are done at level α makes the closed testing procedure very attractive. It is a very efficient multiple testing procedure if the test statistics are highly correlated, which makes it especially useful for the GO graph. However a closed testing procedure can easily miss a strong but isolated effect in one of the end nodes in a data set where very few genes show an effect: to be called significant, the effect of such a small end node must remain significant when it is watered down in all possible unions of the significant set with all possible other sets. Further, unless the initial number of nodes to be tested is very small, the computational burden is simply crippling due to the huge size of the expanded graph.
For example, in the breast cancer data set used in Section 7 the biological process GO-graph with 2,216 non-empty nodes would expand to a closed graph with around 2 900 nodes.
The bottom-up and top-down multiple testing procedures are mirror images of each other in many ways, and they have opposite strengths.
The bottom-up method is good at finding local "hotspot" effects, where only a single end node is highly significant, even when most of the other nodes are non-significant. Conversely, the top-down method is good at finding weak global effects, where many genes show a small effect.
In the top-down method significance of GO terms low down is greatly influenced by the (lack of) significance of large gene sets near the top of the graph: a small node with a highly significant raw p-value may fail to be significant if there is a large non-significant node. Conversely, in the bottom-up method significance of GO terms near the top of the graph is greatly influenced by the presence of highly significant end nodes: a large node with a significant raw p-value may fail to be significant if none of its offspring terms individually reaches the Bonferroni threshold.
The focus level method
The focus level method strikes a balance between the two extremes described above. The basic idea is very simple: instead of starting at the top or at the bottom of the graph, we start somewhere the middle, at a prechosen level in the GO graph called the focus level. We then use bottom-up methods to extend significance to higher levels and top-down methods to extend it to lower ones.
In the most general form a focus level is simply a collection of GO terms. However, for an efficient procedure it is recommended that the focus level truly represents a level in the graph, meaning that no term in the focus level has either ancestors or offspring which are also in the focus level. It is also recommended that all other GO nodes of interest are either ancestors, offspring or ancestors of offspring of focus level nodes, because otherwise the focus level procedure will not reach all nodes of interest. A third consideration is computation time, as discussed in Section 6.
The full GO graph G can now be split at the focus level into m subgraphs F 1 , . . . , F m , each with a single focus level node as root node and consisting of all its offspring nodes. Note that the subgraphs may partly overlap. Each of these subgraphs will be expanded separately in the same way as in the closed testing procedure (Section 3). Call these expanded subgraphsF 1 , . . . ,F m .
We also define an expanded scope graphḠ . Its nodes are given by the union of all nodes in the expanded graphs G ∪ m i=1F i . It gets a new set of edges which correspond to all subset relationships: r ∈Ḡ is a parent of s ∈Ḡ if the corresponding gene sets R of r and S of s fulfil R ⊇ S.
The focus level multiple testing procedure revolves around a collection H ⊂Ḡ of testable hypotheses. At the start of the procedure H is the collection of focus level hypotheses. The focus level procedure also uses a multiple testing correction factor h, which we call Holm's factor. It starts as the number of elements in H.
The focus level procedure has the following steps.
This procedure keeps the family-wise error rate at level α, as we shall prove in the Section 5. The algorithm is presented in its most simple form here. Several adjustments can be made to increase computation speed; we 
Until no new rejections occur
consider these in Section 6.
It is easy to adapt the algorithm to let it produce multiplicity-adjusted p-values. A multiplicity adjusted p-value (Dudoit et al., 2003) for a hypothesis is defined as the smallest α-level at which that hypothesis will still be called significant. For the focus level procedure these can be calculated as follows. Simply start at α = 0 and run the algorithm. Amend the algorithm so that every time no (more) rejection can be made, it does not stop, but increases α to the next value that allows a new rejection, and continues. All rejected hypotheses get an adjusted p-value equal to the α-level at which they were rejected. Stop the algorithm only when α reaches 1, at which point all unrejected hypotheses get adjusted p-value 1.
The focus level procedure is a true generalization of the top-down and bottom-up procedures described in Section 3. If the root node is taken as the focus level, the focus level procedure is exactly the top-down closed testing procedure (nothing happens in steps 2 and 4). Similarly, if the collection of all end nodes is taken as the focus level, the focus level procedure is exactly the bottom-up procedure (nothing happens in step 3).
The focus level procedure presents a generalized procedure whose properties are between the bottom-up and top-down procedures. Just as the top-down procedure has good power for detecting weak global effects and the bottom-up procedure has good power for detecting strong local effects, the focus level has good power for detecting intermediate effects near the focus level. In the top-down procedure the significance of end nodes is influenced by significance of nodes near the root of the graph, and in the bottom-up procedure the significance of nodes near the root is influenced by significance of end nodes. Similarly, in the focus level procedure significance of nodes far from the focus level is influenced by the significance of nodes at the focus level. The choice of the focus level is therefore of prime importance: the focus level should ideally be chosen at the level of specificity that is of most interest to the researcher, taking into account the restrictions of computability (see Section 6).
It is interesting to note that the focus level algorithm (just as the bottomup procedure) can produce multiplicity-adjusted p-values which are smaller than the corresponding raw p-values. This can happen in step 2, where hypotheses are rejected based on the p-values of their offspring, without reference to the p-value of the hypothesis itself. An example of this ef-fect will be shown in Section 7. If this property of the procedure is felt to be undesirable for interpretational reasons, the algorithm can be easily amended to only reject in step 2 if the raw p-value of the ancestor hypotheses is smaller than α.
Proof that the procedure controls the FWER
As the focus level procedure merges Holm's procedure with the closed testing procedure, the proof that the new procedure controls the Familywise error rate essentially merges the two elegant proofs of Marcus et al. (1976) and Holm (1979) .
For each subgraph F i , i = 1, . . . , n, let T i be the collection of nodes in F i that correspond to true null hypotheses. As each node corresponds to a set of genes, we can represent T i as {T i,1 , . . . , T i,n i }, a collection of n i gene sets corresponding to true null hypotheses in F i . Let
Let k = #{i : T i = ∅}, the number of subgraphs containing true null hypotheses, and let i 1 , . . . , i k be the indices i such that T i = ∅. Let h 1 , . . . , h k be the null hypotheses corresponding to T i 1 , . . . , T i k . Note that by assumption 2 in Section 2 h 1 , . . . , h k are themselves true null hypotheses. We prove that the focus level procedure keeps the family-wise error at level α by showing that 1. The first true null hypothesis that is rejected is one of h 1 , . . . , h k . This must happen during step 1 of the algorithm.
2. If all h 1 , . . . , h k have raw p-values greater than α/k , none of them will be rejected.
If 1 and 2 are true, and p 1 , . . . , p k are the p-values of h 1 , . . . , h k , then
which proves the family-wise error control of the method.
To prove 1, first remark that by Assumption 1 in Section 2 any offspring inḠ of a true hypothesis is itself a true hypothesis. Therefore, step 2 can never lead to a first false rejection: if the rejected ancestor in step 2 was a true null, its offspring rejected in step 1 was already a true null itself.
The first false rejection must therefore take place in step 1. To show that the first false rejection in step 1 is always from among h 1 , . . . , h k , remark that by the construction of the closed graphF i the null hypothesis h i is contained in the graphF i , and that by the construction of T i every other true null hypothesis in that graph is offspring of h i in that graph. Therefore any true null originally present in H, being a root node ofF i , must be one of h 1 , . . . , h k itself. No other true null can be added to H in step 3 before at least one of its ancestors in h 1 , . . . , h k has been rejected. Therefore, as long as no false rejection has been made, H will only contain true null hypotheses from among h 1 , . . . , h k .
To prove 2, remark that if all p 1 , . . . , p k are larger than α/k, none of h 1 , . . . , h k will be rejected before the Holm's factor h drops below k. But the Holm's factor will not drop below k before all but k − 1 subtreesF i have been fully rejected, which cannot happen as long as h 1 , . . . , h k remain unrejected.
Computational Issues
In a practical implementation of the focus level algorithm, efforts must be made to reduce the computational burden. In this section we describe some amendments to the algorithm that can be used to reduce this burden, although sometimes at a small loss of power.
The greatest bottleneck of the algorithm is the potentially enormous size of the expanded scope graphḠ, which can become especially large if some of the focus level nodes have a large number of offspring nodes. To keepḠ small, it is, therefore, important to keep the expanded subgraphs F 1 , . . . ,F m small. This can be done for each subgraph by finding a small number of atom sets that allow construction of all offspring sets of the focus level node as unions of these atoms. It is important to keep the number of atoms small, because the number of nodes in the final graphF i is 2 #atoms .
We recommend not choosing any focus level nodes which result in more than 10-12 atoms (≈ 1,000-4,000 subgraph nodes).
Computation speed can also be gained by avoiding the laborious construction of the whole graphḠ, most of which will never be reached by the algorithm. We can avoid construction ofḠ by creating each expanded graphF i only when it is needed, that is when the ith focus term is declared significant. Avoiding construction ofḠ may entail some loss of power in step 2 of the algorithm, because in that step only known subset relationships from the original GO graph G and from already expanded subgraphs can be exploited for rejection.
These measures allow a good reduction of computation time. Note that due to the stepwise nature of the algorithm, finding only the smallest few adjusted p-values is much quicker than finding all adjusted p-values. In the current R implementation for Global Test, calculating all 2,216 adjusted p-values of the Biological process GO graph for the Netherlands Cancer Institute data (see Section 7) takes about 74 minutes on a 3.2 GHz PC.
Calculating only the 100 smallest multiplicity-adjusted p-values takes just 3 minutes.
Application
We applied the focus level procedure to the Netherlands Cancer Institute data ( Van de Vijver et al., 2002) . This is a data set of 295 breast cancer patients followed up to 18 years. Microarray data (Rosetta technology) are available for these patients. We used a quality preselection of genes similar to the one used in Van 't Veer et al. (2002) , which left 4,919 genes.
Survival time and censoring indicators are available for each patient.
We are interested in finding GO terms associated with survival of patients. GO information was obtained using the AnnBuilder package (Zhang et al., 2003) . Of all GO terms, 2,216 from the biological process ontology, 1,571 from the molecular function ontology and 426 from the cellular component ontology corresponded to non-empty gene sets in this data set. We treated these three ontologies as separate graphs.
The focus level for each of these three graphs was calculated in an automated way. We first found the "doable terms" as all GO terms whose offspring could all be written in terms of unions of no more than 10 atom sets. Then we defined the focus level as all doable terms which had no parents among the doable terms. This gave us a focus level of maximum generality given a reasonable computation time. For the biological process graph the focus level calculated in this way consisted of 435 terms; 188 terms were above the focus level, the other 1,593 below. For calculating raw p-values we used the global test for survival data of Goeman et al. (2005) . this data set than the focus level method with a higher focus level. This shows that there is potential gain in an appropriate choice of the focus level.
Visualization of the significant GO graph obtained by the focus levelmethod is best done using the R package Rgraphviz (Gentry, 2005) . Figure   5 visualizes the whole cellular component GO graph in grey, excluding only terms that correspond to empty gene sets. The significant subgraphclearly associated with survival of breast cancer patients. It has prominent clusters of processes involved in cell cycle and related processes such as DNA replication. 
Discussion
Two things are important when adjusting for multiple testing in the Gene Ontology graph. In the first place, the GO graph is structured, and it is wasteful not to make use of that structure. Secondly, due to the unknown and possibly highly irregular dependency structures between test statistics, it is important not to make any assumptions on the joint distribution of the test statistics. In this paper we have presented the focus level method: a multiple testing method that controls the family-wise error rate on the GO graph that makes use of the graph structure and makes no further assumptions. Because the procedure makes use of the logical structure of the GO graph, the procedure has more power than traditional procedures such as Holm's. To our knowledge the focus level method is the first method that allows the structure of Gene Ontology to be used when correcting for multiple testing.
The significant gene sets that come out of the focus level methods can be presented as a subgraph of the GO graph. This makes it easy to interpret the results of the experiment, as the significant gene sets are always presented in context. The focus level method tends to produce coherent graphs because the algorithm favours finding significant gene sets close to other significant sets.
The focus level method does require the user to specify a focus level, which is the initial level of the graph in which the algorithm searches for significant sets; it only delves deeper into the graph at places where significance is found. The choice of a focus level gives the researcher some control over the multiple testing procedure, specifying at which level of detail in the GO graph it should have most power. There are some computational constraints that exclude some of the general nodes as focus level nodes, but in our experience these constraints are flexible enough to fit the needs of most researchers. This flexibility of the procedure is an important asset of the focus level method, although researchers should be warned against stretching the alpha-level by trying out many different focus levels.
Because the focus level method preserves the structure of the GO graph when correcting for multiple testing, it does not preserve the ordering of the raw p-values. Therefore, adjusted p-values from the focus level method should never be interpreted individually, but only in the context of the significant GO graph, because the interpretation of an individual adjusted p-value should depend on the location in the graph where it occurs.
The primary result of the focus level method is a significant GO subgraph, not a list of adjusted p-values. If the primary interest is in individual GO nodes instead of in the significant graph as a whole, other multiple testing correction methods may be more appropriate.
