We study the Cauchy problem for the integrable nonlocal nonlinear Schrödinger (NNLS) equation
Introduction
We consider the following initial value problem for the focusing nonlocal nonlinear Schrödinger (NNLS) equation with a step-like initial data: iq t (x, t) + q xx (x, t) + 2q
2 (x, t)q(−x, t) = 0, x ∈ R, t > 0, (1.1a) q(x, 0) = q 0 (x), x ∈ R, (1.1b) where q 0 (x) → 0 as x → −∞ and q 0 (x) → A as x → ∞ (1.1c) sufficiently fast, with some A > 0. Throughout the paper,q denotes the complex conjugate of q.
The nonlocal nonlinear Schrödinger equation in the form (1.1a) was introduced by M. Ablowitz and Z. Musslimani in [5] . Although this equation is just a reduction of a member of the AKNS hierarchy [3] , namely, of the coupled Schrödinger equations iq t + q xx + 2q 2 r = 0, (1.2a)
−ir t + r xx + 2r 2 q = 0, (1.2b)
where q 0 > 0, α ∈ R, 0 ≤ θ ± < 2π, is considered in [4] , where the IST method is developed and the soliton solutions are constructed for certain values of the parameters θ ± (see also [2] , where the general N -soliton solutions are presented).
In the present paper we assume that the solution q(x, t) of problem (1.1a-1.1b) satisfies the following boundary conditions for all t > 0:
q(x, t) = o(1),
x → −∞, (1.4a)
q(x, t) = A + o(1), x → +∞, (1.4b) This choice of initial data and boundary values is inspired by the shock problems for the classical (local) NLS equation iq t (x, t) + q xx (x, t) + 2|q(x, t)| 2 q(x, t) = 0, (1.5) which has been considered since 1980s [9, 10, 13, 26, 29] . Particularly, in [13] the authors study the Cauchy problem for the NLS equation with the following initial condition:
Ae −2iBx , x > 0, (1.6) assuming that the solution satisfies the boundary conditions q(x, t) = o(1), x → −∞, (1.7a)
q(x, t) = q p (x, t) + o(1), x → +∞, (1.7b) where q p (x, t) = Ae −2iBx+2iωt with ω = A 2 − 2B 2 is a plane wave solution of the NLS equation (1.5) .
Notice that for the classical NLS, it is crucial that the boundary conditions at each end are exact solutions of the equation whereas for the nonlocal NLS equation, this is not necessary because of nonlocality. Thus, on one hand, the non-zero boundary conditions (1.4) are the simplest shock-type boundary conditions for the NNLS equation (1.1a) and, on the other hand, they differ from those used for the classical NLS equation (cf. (1.4) and (1.7)). Therefore, the analysis of shock problems done for the classical NLS can't directly help in predicting what (asymptotically) happens for problem (1.1), (1.4) . The present paper aims at (i) the development of the Riemann-Hilbert approach to the initial value problem (1.1) with the boundary conditions (1.4) and (ii) the long-time asymptotic analysis of solutions to this problem using the nonlinear steepest-decent method [19] . The nonlinear steepestdecent method was inspired by earlier works by Manakov [31] and Its [25] (see [16] for a comprehensive historical review) and has been put into a rigorous shape by Deift and Zhou in [19] , with further extensions in [17, 18] . The nonlinear steepest-decent method is known to be extremely efficient for the asymptotic analysis of a wide variety of initial and initial boundary value problems for integrable systems, particularly, it has been successfully applied to many initial value problems with step-like initial data, see, e.g., [11, 12, 13, 14, 20, 28, 34] .
The paper is organized as follows. In Section 2 we present the formalism of the IST method in the form of a multiplicative RH problem suitable for the asymptotic (as t → ∞) analysis. This analysis is then presented in Section 3, where the main result of the paper is formulated.
2 Inverse scattering transform and the Riemann-Hilbert problem
Eigenfunctions
Recall that the focusing NNLS equation (1.1a) is a compatibility condition of the following two linear equations (Lax pair) [3, 4] Φ
where σ 3 = (
is a 2 × 2 matrix-valued function, k ∈ C is an auxiliary (spectral) parameter, and the matrix coefficients U (x, t) and V (x, t, k) are given in terms of q(x, t):
where
, and
Introduce the notations
Then, assuming that there exists q(x, t) satisfying (1.1) and (1.4), it follows that
It is easy to see that the system (2.1) is compatible with U, V replaced by U + , V + or U − , V − , and particularly is satisfied by Φ + (x, t, k) or Φ − (x, t, k) defined as follows: 5) where
Notice that P hi ± are chosen in such a way that det Φ ± ≡ 1, which is convenient for the analysis that follows, particularly, when considering the uniqueness issue in the Riemann-Hilbert problem. On the other hand, the singularities of N ± (k) at k = 0 will significantly affect this analysis. Namely, the solution of the basic RH problem has a singularity as k → 0, i.e. at a point on the contour of the RH problem (see (2.48) and (2.49) below). Now define the 2 × 2-valued functions Ψ j (x, t, k), j = 1, 2, −∞ < x < ∞, 0 ≤ t < ∞ as the solutions of the Volterra integral equations:
The functions Ψ j (x, t, k), j = 1, 2 are the main ingredients of the basic RH problem (see (2.29) below). The main properties of the matrices Ψ j (x, t, k) (following from the integral equations (2.6)) are summarized in Proposition 1, where we denote by Ψ
Proposition 1. The matrices Ψ 1 (x, t, k) and Ψ 2 (x, t, k) have the following properties:
1 (x, t, k) and Ψ
2 (x, t, k) are well-defined and analytic in k ∈ C + and continuous in C + \ {0}; moreover,
(ii) The columns Ψ
2 (x, t, k) are well-defined and analytic in k ∈ C − and contin-
1 (x, t, k) =
are the (Jost) solutions of the Lax pair equations (2.1) satisfying the boundary conditions
(v) The following symmetry relation holds:
9)
where Λ = 0 1 1 0 .
where v j (x, t), j=1,2 solve the following system of Volterra integral equations:
Proof. Properties (i)-(iii) follows directly from the representation of Ψ j in terms of the Neumann series associated with equations (2.6). Item (iv) follows from the fact that U and V in (2.1) are traceless. Item (v) follows from the corresponding symmetry ΛU (−x, t)Λ −1 = U (x, t). Now let us discuss Item (vi). From (2.6) and the structure of singularity of N ± at k = 0 it follows that, as k → 0,
2 (x, t, k) = 1 k
with some v j ,ṽ j , w j andw j (j = 1, 2). Then, the symmetry relation (2.9) implies that
Further, substituting (2.12) into (2.6) we conclude that v j (x, t), j = 1, 2 satisfy (2.11) whereasṽ j (x, t), j = 1, 2 solve the following system of equations
(2.14)
Comparing (2.14) with (2.11), it follows that
and thus (2.10) can be characterized in terms of two functions only, v 1 (x, t) and v 2 (x, t).
Scattering data
Since Φ 1 (x, t, k) and Φ 2 (x, t, k) are both well-defined for k ∈ R \ {0} and satisfy the both equations in the Lax pair (2.1), it follows that 16) or, in terms of Ψ j , 17) where S(k) is called the scattering matrix. The symmetry relation (2.9) implies that the same relation holds for the Jost solutions Φ 1 (x, t, k) and Φ 2 (x, t, k):
In turn, this implies that the scattering matrix S(k) can be written as follows (cf. [6, 32] ) 19) with some b(k), a 1 (k), and a 2 (k); moreover, a 1 (k) and a 2 (k) are well defined in respectively C + \ {0} and C − , where they satisfy the symmetry relations
The scattering matrix S(k) is uniquely determined by the initial data q 0 (x). Indeed, introducing the notations
, equations (2.6a) reduce to the systems of Volterra integral equations for ψ 1 and ψ 3 :
and for ψ 2 and ψ 4 :
Then the entries a 1 , a 2 and b of the scattering matrix can be determined as follows:
and
Alternatively, they can be written it terms of the determinant relations:
The properties of the spectral functions, which follow from Proposition 1, are summarized in Proposition 2. The spectral functions a j (k), j=1,2, and b(k) have the following properties
Remark 1. Concerning Item 5 of Proposition 2, we notice that substituting (2.10) into (2.25) yields, as k → 0,
from which Item 5 follows. Notice that in (2.25) one can use any (x, t) instead of (0, 0) as arguments in the right-hand sides, which implies that |v 2 (0, 0)| 2 −|v 1 (0, 0)| 2 in the r.h.s. of (2.26) can be replaced
, the latter being a conserved quantity (independent of x and t).
Remark 2. In the case of the pure-step initial data, i.e., when
the scattering matrix S(k) is as follows:
Particularly, in this case a 1 (k) has a single, simple zero (at
) in the upper half-plane whereas a 2 (k) has no zeros in the lower half-plane.
The basic Riemann-Hilbert problem
The Riemann-Hilbert formalism of the IST method is based on constructing (using the Jost soultions) a piece-wise meromorphic, 2 × 2-valued function in the k-complex plane, whose "lack of analyticity", i.e., the jump across a contour and, if appropriate, some conditions at the singularity points, can be fully characterized in terms of the spectral data (spectral functions and a discrete set of data related to the poles) uniquely determined by the initial data.
Define the 2 × 2-valued function M (x, t, k), piece-wise meromorphic relative to R, as follows:
2 (x, t, k),
Then the scattering relation (2.17) implies that the boundary values M ± (x, t, k) = lim
with the reflection coefficients defined by
Moreover, M satisfies the normalization condition
where I is the 2 × 2 identity matrix.
Observe that the symmetry conditions 3 in Proposition 2 imply that
By the determinant property 4, we also have
Now notice that in view of (2.26), the behavior of M as k → 0 is qualitatively different in the cases a 2 (0) = 0 and a 2 (0) = 0. The former case, which is generic, contains the case of "pure-step initial data", where a 1 (k) has (in C + ) a single, simple zero located on the imaginary axis, and a 2 (k) has no zeros in C − . Since small (in the L 1 norm) perturbations of the pure-step initial data preserve these properties, we will concentrate, in the present paper, on the following two cases:
Generic case: The spectral function a 1 (k) has one (pure imaginary) simple zero in C + , say k = ik 1 , k 1 > 0, and a 2 (k) has no zeros in C − .
Non-generic case: The spectral function a 1 (k) has one simple zero in C + , say k = ik 1 , k 1 > 0, and a 2 (k) has one simple zero in C − at k = 0. Thus we assume thatȧ 2 (0) = 0 and, additionally, we suppose that a 11 := lim
Remark 3. From the symmetry relations (2.20) it follows that a 11 is purely imaginary. Moreover, if a 1 (k) has one simple zero, then Im a 11 < 0 in the non-generic case.
It is interesting that in the both (generic and non-generic) cases, the value of k 1 is uniquely determined by b(k) given for k ∈ R. Proposition 3. In the generic and non-generic cases described as above, the zero k = ik 1 of a 1 (k) is related to b(k) as follows:
(i) In the generic case,
36)
(ii) In the non-generic case,
37)
Then the determinant relation (see Item 4 in Proposition 2) can be viewed as the following scalar RH problem w.r.t.ã j (k), j = 1, 2: given b(k), k ∈ R, findã 1 (k) andã 2 (k) analytic and having no zeros in respectively C + and C − , satisfying the jump conditioñ
and the normalization conditionsã j (k) → 1 as k → ∞. The unique solution of this RH problem is given byã
Then a 1 (k) and a 2 (k) can be written as
which, being evaluated at k = 0, gives
On the other hand (see (2.26)),
Comparing (2.41) and (2.42) and taking into account that (by the Sokhotski-Plemelj formulas)
we arrive at (2.36).
(ii) Non-generic case. Observe that due to the symmetry relation (2.9) and Item (vi) in Proposition 1, the behavior of Ψ j (x, t, k), j = 1, 2 as k → 0 can be characterized as follows:
with some v j , s j , and h j (j = 1, 2). Then, using the definitions (2.25) of the spectral functions and taking into account that |v 2 (0, 0)| 2 − |v 1 (0, 0)| 2 = 0 in the non-generic case, we have as k → 0:
Equations (2.44) imply that
where a 11 = lim k→0 (ka 1 (k)). On the other hand, similarly to the generic case, introducinĝ
the determinant relation can be viewed as the scalar RH problem with the jump condition
whose solution gives
From (2.46), using the Sokhotski-Plemelj formulas, we obtain
where E 1 and E 2 are given by (2.38), which, being compared with (2.45), uniquely determines k 1 > 0 as the solution of a quadratic equation.
Taking into account the singularities of Ψ j (x, t, k), j = 1, 2 and a 1 (k) at k = 0 (see Proposition 1), the behavior of M (x, t, k) at k = 0 can be described as follows: in the generic case,
and in the non-generic case,
where Ψ
2 (0, 0, ik 1 ). Notice that the symmetry relation (2.9) implies that Ψ
(1)
2 (0, 0, ik 1 ) and thus |γ 1 | = 1 (cf. [6] ). Notice that if a 1 (k) has a zero k = ζ 1 that is not pure imaginary, then, due to the symmetry conditions, it also has a zero at k = ζ 2 = −ζ 1 , and the associated residue conditions have the form:
and Res
where η 1 is determined by Ψ
2 (0, 0, ζ 1 ). Also notice that if b(k) allows analytical continuation into the upper-half plane, then the norming constants take the form γ 1 = b(ik 1 ) and η j = b(ζ j ), j = 1, 2, respectively. Now we are at a position to formulate the Riemann-Hilbert problem, whose solution gives the solution of the initial value problem (1.1), (1.4). Let b(k), k ∈ R and γ 1 with |γ 1 | = 1 be the spectral data associated with the initial data q 0 (x) in (1.1). Then the Riemann-Hilbert problem is as follows:
Basic Riemann-Hilbert Problem: Given b(k) and γ 1 , find the 2 × 2-valued function M (x, t, k), piece-wise meromorphic in k relative to R and satisfying the following conditions:
where the jump matrix J(x, t, k) is given by (2.31), with r 1 and r 2 given in terms of b by (2.32) with (2.40) (generic case) or (2.46) (non-generic case).
(ii) Normalization at k = ∞:
(iii) Residue condition (2.50) with k 1 given in terms of b using (2.36) (generic case) or (2.37) (non-generic case).
(
Assume that the RH problem (i)-(iv) has a solution M (x, t, k). Then the solution of the initial value problem (1.1), (1.4) is given in terms of the (12) and (21) entries of M (x, t, k) as follows: for all x ∈ R, it is sufficient to have the solution the RH problem for, say, x ≥ 0 only.
Remark 5.
In the general case with more zeros of a 1 (k) in C + and/or zeros of a 2 (k) in C − , relevant residue conditions, of type (2.50) and/or (2.51), have to be specified, in terms of a prescribed set of zeros and corresponding norming constants.
Proposition 4. The solution M of the Riemann-Hilbert problem (i)-(iv) satisfies the following symmetry condition (cf. (2.18)):
M (x, t, k) =                ΛM (−x, t, −k)Λ −1   1 a 1 (k) 0 0 a 1 (k)   , k ∈ C + \ {0}, ΛM (−x, t, −k)Λ −1   a 2 (k) 0 0 1 a 2 (k)   , k ∈ C − \ {0}.
(2.55)
Proof. Follows from the symmetry of the jump matrix (2.31) in (2.52)
(which, in turns, follows from (2.34) and (2.35)), and the fact that the structural conditions (2.48) and (2.49) and the residue condition (2.50) are consistent with (2.55).
One-soliton solution
Proposition 5. Let a 1 (k), a 2 (k), and b(k) be the spectral functions (i) associated with some q 0 (x) and (ii) satisfying the following conditions:
• a 1 (k) has a single, simple zero k = ik 1 with some k 1 > 0 in C + ;
• a 2 (k) has a single, simple zero k = 0 in C − .
Also, let γ 1 be given such that γ 1 = e iφ 1 with φ 1 ∈ R. Then:
(2) The Riemann-Hilbert problem (i)-(iv) has a unique solution for all (x, t) with x ∈ R and t ≥ 0 except the set ∪ n∈Z {(0, t n )} with t n = φ 1
The associated solution q sol (x, t) of problem (1.1), (1.4) is given by
Proof. Since b(0) = 0, we are in the non-generic case, and thus Item 1 follows from Proposition 3, (ii). Moreover, (2.46) gives
and thus the constants involved in (2.49) are as follows:
Now notice that since b(k) ≡ 0, it follows that M (·, ·, k) is a meromorphic (in C) function with the only pole at k = ik 1 . Then, comparing (2.49a) and (2.49b), it follows that v 1 (x, t) = −v 2 (−x, t) and thus the singularity conditions (2.49) reduce to a conventional residue condition:
Further, taking into account the original residue condition (2.50) and the normalization condition (ii), we arrive at the following representation for M :
where v 1 (x, t) is determined using (2.50):
(2.60)
Particularly, this determines the singularity set as the set of zeros of the denominator in (2.60). Finally, using (2.53) or (2.54), the soliton formula (2.56) follows.
The long-time asymptotics
The shock-type long-time asymptotics for the local NLS equation with the step-like boundary conditions (1.6), (1.7) was presented in [13] , where it was shown that there were always three sectors in the (x, t) half-plane (t > 0) characterized by qualitatively different asymptotic behavior: the decaying sector (where the order of decay of q is O(t −1/2 )), the sector of modulated elliptic wave, and the sector of modulated plane wave. Particularly, if B = 0, then the modulated elliptic wave occupies the sector 0 <
It is natural to compare this behavior with the asymptotics for the nonlocal NLS equation with the same type of the initial data (1.1b), (1.1c) . This motivate us to study, in this Section, the longtime asymptotics of the solution of the initial value problem (1.1), (1.4). Our analysis is based on the adaptation of the nonlinear steepest-decent method [19] to the (oscillatory) RH problem (i)-(iv). The implementation of the method in our case has some specific features: particularly, we have to deal with a singularity on the contour, and the jump 1 + r 1 (k)r 2 (k) in the scalar RH problem for δ(ξ, k) (see (3. 3) below) is not, in general, real-valued.
We will show that a basic difference of the asymptotics for the nonlocal NLS equation being compared with that for the local NLS is that, while there are still the sector of decay and the sector of "modulated constant", there is no an intermediate sector between these two (although a transition zone between these sectors may exist, being characterized by a specific asymptotics along curves converging to the ray x = 0, t > 0).
Jump factorizations
First, notice that in view of (2.53) and (2.54), studying the RH problem for x > 0 is sufficient for studying q(x, t) for all (x, t) outside the sector |x/t| < ε for any ε > 0.
Introduce the variable ξ :=
and the phase function
The jump matrix (2.31) allows, similarly to [32] , two triangular factorizations:
Since the phase function θ(k, ξ) is the same as in the case of the local NLS, its signature table (see Figure 1 ) suggests us to follow the conventional steps [19, 16] involving (i) getting rid of the diagonal factor in (3.2a) and (ii) the deformation of the original RH problem (relative to the real axis) to a new one, relative to a cross, where the jump matrix converges, as t → ∞, to the identity matrix uniformly away from any vicinity of the stationary phase point k = −ξ. But when following this scheme, we have to pay a special attention to the singularity point k = 0. 
Its solution is given by the Cauchy-type integral:
(notice that since we deals with ξ > 0, the behavior of r j (k) at k = 0 does not affect δ(ξ, k)). Then defineM with the help of δ:
Notice that in the case of the pure-step initial data, 1 + r 1 (k)r 2 (k) = 4k 2 4k 2 +A 2 (see Remark 2), and thus 1 + r 1 (k)r 2 (k) is real-valued. However, in the general case, 1 + r 1 (k)r 2 (k) can take complex values, which may cause δ(ξ, k) to be singular at k = −ξ (cf. [32] ).
Indeed, δ(ξ, k) can be written as
and In what follows we will assume that
and thus | Im ν(k)| < 1 2 . In this case, ln(1 + r 1 (k)r 2 (k)) is single-valued, and the singularity of δ(ξ, k) (as well as ofM (x, t, k)) at k = −ξ is square integrable. More importantly, assumption (3.9) will allow us to establish correct estimates, see (3.22) 
FunctionM (x, t, k) defined by (3.5) satisfies the RH problem specified by the jump, normalization, and residue conditions:M
supplemented by the singularity conditions at k = 0:
in the generic case, and
in the non-generic case.
RH problem deformations
Notice that similarly to the case of the NLS equation, the reflection coefficients r j (k), j = 1, 2, are defined, in general, for k ∈ R only; however, for clarity's sake, in what follows we will assume that r j (k) are analytic at least in a band containing k ∈ R. This takes place if the initial data q 0 (x) decays to its boundary values as |x| → ∞ exponentially fast (one can even think of q 0 (x) as a compact perturbation of the pure step initial data (2.27)); otherwise, one can approximate r j (k) and
by some rational functions with well-controlled errors (see [16, 30] ).
Thus, keeping the same notations for the analytic approximations of r j (k) and
needed, we defineM (x, t, k) as follows (see Figure 2 ):
ThenM (x, t, k) satisfies the RH problem with the jump acrossΓ (see Figure 2 ) 12c) and the residue condition
where c 1 (x, t) =
e −2k 1 x−4ik 2 1 t with |γ 1 | = 1. As for the singularity conditions at k = 0, it is remarkable that in the both generic and non-generic cases, they reduce to the same residue condition having a conventional form
(1) (x, t, 0) (3.12e)
(cf. (2.58) ). The RH problem (3.12) involving two residue conditions (3.12d) and (3.12e) can be reduced to a regular RH problem (without residue conditions) by using the Blaschke-Potapov factors (see, i.e., [21] ):
Proposition 6. The solution q(x, t) of the IV problem (1.1), (1.4) can be represented as follows:
Here (i)M R (x, t, k) solves the regular Riemann-Hilbert problem:
and (ii) P 12 and P 21 are determined in terms ofM R :
, (3.15) where g(x, t) =
and h(x, t) =
are given by
Proof. The solutionM (x, t, k) of the Riemann-Hilbert problem (3.12) can be represented in terms of the solutionM R (x, t, k) of the regular RH problem (3.14) as follows [21] : 17) where the Blaschke-Potapov factor B has the form B(x, t, k) = I + ik 1 k−ik 1 P (x, t). Here P (x, t) is a projection uniquely determined by the conditions ker P (x, t) = lin C {g(x, t)} and Im P (x, t) = lin C {h(x, t)} , (3.18) where g(x, t) and h(x, t) are given by (3.16) : this implies that the (12) and (21) elements of P are given by (3.15) whereas
Finally, taking into account that
and using (2.53) and (2.54), the representations (3.13) follow.
Therefore, using Proposition 6, the large-t asymptotic analysis of q(x, t) reduces to that for a regular RH problem (3.14) . On the other hand, the latter problem has the same form as in the case of the NNLS equation on the zero background, see [32] . Consequently, one can follows the asymptotic approach, presented in [32] , for obtaining the long-time asymptotics forM R (x, t, k) at
, and for large k (needed in (3.13)), which will finally lead to the long-time asymptotics of q(x, t).
Before formulating a detailed asymptotics, let us notice that the rough approximation M R (x, t, k) ≈ I as t → ∞ with x/t ≥ ε for any ε > 0 (to avoid the possible singularity of δ(ξ, k) as ξ → 0), being substituted into (3.16), gives the main term of the asymptotics of q(x, t) with a rough error estimate:
along any ray ξ =
whereas for x < 0 we have
Our main results make (3.21) more precise.
Here Γ(·) is the Euler Gamma-function, and the error estimates R 1 (ξ, t) and R 2 (ξ, t) are as follows: 24) and
Remark 6. Notice that δ(ξ, 0) → 1 as ξ → ∞ and thus the asymptotics (3.22b)-(3.22d) is consistent with the boundary conditions (1.4b).
Remark 7.
In the case of the pure-step initial data, i.e. q(x, 0) = 0 for x < 0 and q(x, 0) = A for x ≥ 0, both assumptions of the theorem hold true. Moreover, in this case 1 + r 1 (k)r 2 (k) = In view of (3.13), for obtaining the asymptotics (3.22) it is sufficient to estimate the solution M R (x, t, k) of the regular RH problem (3.14) at k = 0, k = ik 1 and k = ∞. Noticing that this RH problem is similar to that in the case of decaying initial data [32] , in what follows we will refer to [32] for the details of the relative steps in the asymptotic analysis. First, introduce the rescaled variable z by 25) so that e 2itθ = e iz 2 2 −4itξ 2 .
Introduce the "local parametrix"m R 0 (x, t, k) as the solution of a RH problem with the jump matrix that is a "simplifiedĴ R (x, t, k)" in the sense that in its construction, r j (k), j = 1, 2 are replaced by the constants r j (−ξ) and δ(k, ξ) is replaced by (cf. (3.6)) δ
e χ(ξ,−ξ) . Such RH problem can be solved explicitly, in terms of the parabolic cylinder functions [25, 32] . Indeed,m R 0 (x, t, k) can be determined bŷ
see Figure 3 .
and m 0 (ξ, z) is the solution of the following RH problem in z-plane (relative to R, with a constant jump matrix ):
where It is the RH problem for m 0 (ξ, z) that can be solved explicitly, in terms of the parabolic cylinder functions, see, e.g., Appendix A in [32] . Since we are interested in what happens for large t and, in view of (3.25) , even finite values of k correspond to large values of z if t is large, it follows that all we actually need from m 0 (ξ, z) (and, correspondingly, m Γ (ξ, z)) is its large-z asymptotics only. The latter has the form
where (cf. β(ξ) and γ(ξ) in [32] ) The next step is the large-t evaluation ofM R (x, t, k) using its representation in terms of the solution of the singular integral equation corresponding to the RH problem determined by the jump conditions (3.32) and the standard normalization conditionM R → I as k → ∞. We havě M R (x, t, k) = I + 1 2πi Γ 1 µ(x, t, s)(J R (x, t, s) − I) ds s − k , (3.33) where µ solves the integral equation µ − C w µ = I, with w =J R − I. Here the Chauchy-type operator C w is defined by C w f = C − (f w), where
Reasoning as in [32] one can show that the main term in the large-t development ofM R in (3.33) is given by the integral along the circle |s + ξ| = ε, which in turn giveš M R (x, t, k) = I − 1 2πi |s+ξ|=εB R (ξ, t) (s + ξ)(s − k) ds + R(ξ, t), |k + ξ| > ε, (3.34) whereB R (ξ, t) = 0 iβ R (ξ)e 4itξ 2 +2χ(ξ,−ξ) (8t) Particularly, sinceM R =M R for all k with |k + ξ| > ε, we have lim k→∞ k M R (x, t, k) − I =B R (ξ, t) + R(ξ, t) (3.36)
as well asM R (x, t, 0) = I +B R (ξ, t) ξ + R(ξ, t), (3.37a) M R (x, t, ik 1 ) = I +B R (ξ, t) ξ + ik 1 + R(ξ, t). (3.37b)
The (matrix) error estimate R has the structure R(ξ, t) = R 1 (ξ,t) R 2 (ξ,t) R 1 (ξ,t) R 2 (ξ,t) , with R 1 and R 2 having, in general, different orders of decay, see (3.23) and (3.24) .
Now we are at a position to evaluate P 12 (x, t) and P 21 (x, t) in (3.13). First, we evaluate g j (x, t) and h j (x, t), j = 1, 2, defined in (3.16), using (3.37) and replacingM R byM R :
g 1 (x, t) = ik 1 + R 1 (ξ, t), g 2 (x, t) = ik 1 ξ + ik 1B R 21 (ξ, t) + R 1 (ξ, t), h 1 (x, t) = c 0 + ik 1 ξB R 12 (ξ, t) + R 3 (ξ, t), h 2 (x, t) = ik 1 + c 0 ξB
where R 3 (ξ, t) = R 1 (ξ, t) + R 2 (ξ, t) (we have used the standard notation for the entries of matrix B R (ξ, t)). It follows that (we drop the arguments of the functions) ξ + ik 1 ξ , whereB is defined similarly toB R , see (3.31) and (3.35) , with r R j (−ξ) replaced by r j (−ξ), and substituting (3.36) and (3.39) into (3.13), it follows that the (explicit) dependence on k 1 in the resulting formulas for the main asymptotic terms vanishes, and we arrive at the asymptotic formulas (3.22) .
