One of the key considerations in CT perfusion is the X-ray dose received by the patient, since cine acquisition mode is typically used in which repeated x-ray exposure occurs at the same anatomical location. In this technical note, we propose a new approach for dose reduction in which the X-ray tube current is maintained and the number of projection views is reduced per gantry rotation. A projection interpolation algorithm and an image prediction algorithm are developed to address the incompleteness of such projection data. Both algorithms utilize a priori knowledge that the contrast-uptake in perfusion images is gradual and predictable. As a result, excellent perfusion images can be reconstructed at a fraction of the nominal radiation dose. © 2004 American Association of Physicists in Medicine.
I. INTRODUCTION
CT perfusion [1] [2] [3] is one of the most recent advancements in clinical applications. In such studies, the organ-of-interest is scanned in a cine mode ͑table remains stationary͒ while the contrast medium is injected into the patient and propagates in the blood circulation. From a sequence of reconstructed images, parameters such as the mean transit time ͑MTT͒, cerebral blood flow ͑CBF͒, and cerebral blood volume ͑CBV͒ can be calculated. 1, 2 These parameters can be used to differentiate viable versus nonviable tissues, and provide crucial guidance to clinicians. In the current protocol, a patient is continuously scanned at a 1 s scan cycle for 30 to 40 s. This procedure delivers a large amount of x-ray dose to the patient. Therefore, it is highly desirable to perform perfusion CT at a significantly reduced x-ray dose.
One method to achieve low-dose CT is to reduce the x-ray tube current directly. Unfortunately, when the tube current is reduced, the electronic noise floor in the data acquisition system becomes significant as compared to the x-ray photon noise. As a result, adaptive filtering in either projection or image spaces needs to be performed to maintain acceptable image quality. 4 Although this approach is effective in combating artifacts, CT number accuracy in the reconstructed images is not always maintained. In this paper, we propose alternative scanning protocols to achieve dose reduction without the noise penalty. The key is to keep the same x-ray tube current while reducing the x-ray exposure time to patients. For image reconstruction, a projection interpolation algorithm and an image prediction algorithm are presented. Their effectiveness is demonstrated with a clinical example.
II. PROJECTION INTERPOLATION ALGORITHM
In the existing perfusion protocol, a full-scan (360°) projection dataset is acquired at a time interval of every ⌬t. An image is reconstructed from each of the complete datasets to form a sequence of images for perfusion analysis. Figure 1͑a͒ describes the data acquisition sequence of the current protocol. Note that the same area of the patient anatomy is exposed repeatedly to the x-ray flux. This leads to a significantly increased x-ray dose as compared to the conventional CT protocols.
To overcome the above shortcoming, we design a set of fractional scan protocols and an associate projection interpolation algorithm. Instead of collecting the entire full-scan dataset continuously, we collect only a fraction of the data that is necessary for image reconstruction. Since the x-ray tube current is kept at a relatively high level, the collected data has an adequate signal-to-noise ratio. Next, we estimate the missing projections for each image by interpolating the measured data that are collected in the nearby temporal window. Because the blood perfusion is a gradual process, the contrast-uptake related changes in both the image and the projection data are continuous from one scan to the next. Therefore, the interpolated projection should be a good estimation of the true measurement. ͑More detailed justification is presented later.͒ After formulating either a full-scan or a half-scan data by interpolation, one can reconstruct the image by any known reconstruction techniques, such as filter back-projection ͑FBP͒ 1 or expectation maximization ͑EM͒.
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For illustration, let us consider a case in which only 90°p rojection data is collected for each rotation. For convenience, we call this protocol the quarter-scan, as shown in Fig. 1͑b͒ . At tϭ0, a normal 0°-360°projection data is collected. At tϭ⌬t, 0°-90°projection data are collected. In the same fashion, projections for angles 90°-180°, 180°-270°, and 270°-360°are collected at tϭ2⌬t, t ϭ3⌬t, and tϭ4⌬t, respectively. This process continues for the remainder of the perfusion study.
The unmeasured projection data are estimated from the measured data of the same or opposite orientations that are closest temporally to the time-of-interest. For example, to estimate the projection data, p ⌬t (␥,␤,n), of 90°-180°at t ϭ⌬t, linear interpolation between projections collected at t ϭ0, p 0 (␥,␤,n), and tϭ2⌬t, p 2⌬t (␥,␤,n), of the same angular range are used:
Here, ␥, ␤, and n denote the fan angle, projection angle, and detector row of a projection sample, and w 1 ϭw 2 ϭ0.5 are linear interpolation coefficients. Similarly, projections collected at tϭ0 and tϭ3⌬t can be used to estimate projections at tϭ⌬t over the range of 180°-270°, and data at tϭ0 and tϭ4⌬t can be used to estimate the data over the angular range of 270°-360°. Based on the estimated projection dataset, we can use either FBP or iterative reconstruction techniques for image reconstruction. For demonstration, Fig. 2 shows reconstructed perfusion images using FBP-based full-scan, FBP-based quarter-scans with linear interpolation, and OSEM ͑ordered-subset expectation maximization͒ [7] [8] [9] [10] [11] reconstruction based on quarterscans with linear interpolation. All three images correspond to 20 s after the start of the data acquisition. ͑The image was selected at the peak rate of change in contrast-uptake in the imaging sequence.͒ For this study, a full scan contains 492 views and each view contains 444 detectors. For OSEM, 492 views were divided evenly into 41 subsets. For the first image, the initial guess is a constant and every reconstructed image is used as the initial guess for the next. The iteration number for the first image is 10 and for the following images 3. After every iteration, a 3ϫ3 median filter 12 is applied. To analyze the impact of projection linear interpolation to head perfusion, we performed the following experiment on quantitative measurements of the contrast uptake curve. For worst case analysis, we positioned a ROI at an artery ͓Fig. 3͑a͔͒ and measured the average CT number inside the vessel over the time period of the scan on images reconstructed with full data collection ͑data acquisition was conducted with full x-ray exposure at all time͒, as shown by the solid line in Fig. 3͑b͒ . Since we selected the most rapid contrastuptake region, other regions should have smoother contrastuptake curves and the error introduced by the linear interpolation algorithm should be smaller. We then reconstructed images with different number of sectors with projection interpolation. ͑Two-sector means the x-ray is on for 180°per gantry rotation, three-sector means 120°, and four-sector means a quarter-scan.͒ These modes correspond to dose reduction factors of 2, 3, and 4, respectively. Note that the contrast uptake curves for all sectors follow the original curve very nicely.
III. IMAGE PREDICTION ALGORITHM
An alternative approach to the image reconstruction for fractional acquisitions is the image prediction algorithm. For this algorithm, we collect partial projections as before, and reconstruct images using only the measured data by OSEM 3 . The impact of the projection interpolation on temporal resolution. ͑a͒ The location of the selected artery. ͑b͒ ---original contrast-uptake curve with full data, ---------two-sector (180°x-ray on͒ contrastuptake curve, ---------three-sector (120°x-ray on͒ contrast-uptake curve, and ---four-sector (90°x -ray on͒ contrast-uptake curve.
with a predicted image as the initial guess. Again, we make use of the fact that in perfusion CT the contrast concentration in an organ increases and decreases gradually over time as the contrast medium propagates through the body. This regularity makes it possible to predict the current image by extrapolation from images reconstructed earlier.
To describe the prediction process, we use linearly extrapolation as an example. First, we reconstruct two images without prediction as the initial condition. To reconstruct the next image by OSEM, the initial guess is estimated based on images generated at two preceding time intervals. Let us denote the initial guess image for the OSEM reconstruction at time t by f t (x,y), and the two images generated at time t Ϫ⌬t and tϪ2⌬t by f tϪ⌬t (x,y) and f tϪ2⌬t (x,y), respectively. The linear prediction process can be expressed as
For illustration, Fig. 4͑a͒ shows a reconstructed image with the image prediction algorithm using the projection dataset collected in Fig. 1͑b͒ . Shading artifacts can be clearly observed near the contrast concentration area. The cause of the artifact is likely the limited projection angle (90°) used in the OSEM to update the image. To overcome the difficulty, we propose alternative data sampling schemes.
IV. ALTERNATIVE PROTOCOLS
If we denote by 0, 1, 2,... the projection view index, different implementations of the quarter-scan concept can be realized:
͑a͒ continuous quarter scan, as shown in Fig. 1͑b͒ ; ͑b͒ fixed distributed In our experiment, the first image (tϭ0) was reconstructed from a full-scan. This image was used as the initial guess for the reconstruction of the second image (tϭ⌬t). From the third image on, linear extrapolated images according to Eq. ͑2͒ were used as the initial image. Figures 4͑a͒-4͑c͒ show the results obtained using the above-described protocols ͑a͒ to ͑c͒. The OSEM algorithm used in the reconstruction is identical to the algorithm described in the previous section. The three images correspond to 20 s after the start of the data acquisition. Note that shading artifact present in Fig. 4͑a͒ is significantly reduced or completely eliminated in Figs. 4͑b͒ and 4͑c͒.
V. DISCUSSION AND CONCLUSION
Visual inspection has shown that images acquired with our 1 4 dose protocol and reconstructed with the new reconstruction algorithms are comparable to images reconstructed with FBP using the full dose protocol. Compared to the existing low-dose techniques of lower x-ray tube current, our approach has a distinguished advantage that the collected projection data has high signal-to-noise ratio and, therefore, avoids potential image artifacts and inaccuracy. The fundamental basis of our technique is the inherent slow temporal response of the contrast uptake in the human body. This property has been utilized effectively in our interpolation or prediction algorithms. Although our method has been shown to be quite effective in producing high-quality images, more detailed quantitative analyses are required to access the accuracy of our approach. In addition, these analyses have to be carried out in conjunction with different perfusion parameters, such as MTT, CBF, and CBV. This project is supported by GE Medical Systems. 
