Abstract-We consider the problem of selecting a subset of p out of n sensors for the purpose of event detection, in a wireless sensor network (WSN). Occurrence of the event of interest is modeled as a binary Gaussian hypothesis test. In this case sensor selection consists of finding, among all
I. INTRODUCTION
In wireless sensor networks (WSN), energy is a scarce resource. To guarantee prolonged unattended deployment, sensors need to be frugal with respect to energy usage. Sensing, computing and communication need to be minimized to ensure maximum network lifetime. In addition, it may be infeasible to collect and process all the possible sensor data due to bandwidth and computational constraints. Therefore, it is of practical interest to activate only a limited number of sensors at any time instant. The power constraint dictates how many sensors should be operating. For any particular application, the following question arises: which is the optimal subset of sensors to choose in order to maximize a pre-specified performance metric? The problem of sensor selection has attracted the interest of many researchers in the past few years. In the context of estimation [1] , the authors propose an efficient heuristic for finding a subset of sensors for optimal estimation. In [2] , the authors consider estimation of a convection-dispersion field via Kalman filtering. The subset of sensors that will report their measurements in each iteration is chosen to minimize the next step error covariance matrix. In [20] , the authors determine the optimal sensor selection for estimation of the state of a dynamical system in the case sensors communicate using a Carrier Sensed Medium Access (CSMA) protocol.
In that work the authors show that the benefit of using more sensors is off-setted by the bottleneck they generate in the network. In [3] , the authors propose an information-driven dynamic sensor selection for target tracking tasks, using information utility measures such as entropy, Mahalanobis and Kullback-Leibler distances. A survey of sensor selection schemes in WSN can be found in [4] .
In this paper, we are interested in selecting sensors for event detection in WSN. Sensor selection for event detection in WSNs arises in many applications, such as monitoring rupture of pipes in building systems, or monitoring CO 2 sequestration sites for gas leakage. Our goal is to find the most informative subset of sensors whose readings are then processed by a central node. This is different from distributed detection. In the latter approach, each sensor makes a local decision and transmits it to the fusion center, which, after gathering all local decisions, performs the final detection.
Problem statement. Let us consider the problem of event detection for a WSN composed of n sensors. Here we assume that it can be modeled as a binary Gaussian hypothesis test where H 1 (H 0 ) corresponds to the occurrence (nonoccurrence) of the event. The mean and the covariance matrix of the Gaussian distributed sensor data vector x ∈ R n under hypothesis H i are denoted by (m i , S i ) respectively and assumed known, e.g., they are estimated from available training data. Let us assume that only p < n sensors are allowed to transmit their readings to a central node. In other words, the fusion node conducts the hypothesis test based on a p-dimensional data vector y = E ⊤ x, where E is an n × p selection matrix having one (resp. at most one) entry equal to 1 in each column (resp. row), the remaining entries being 0. We address the question of which subset of p sensors to choose, i.e., which matrix E to pick, in order to maximize detection performance. We are interested in evaluating the performance of the proposed approach and compare to the optimal one when this is feasible to compute, and to a suboptimal approach based on a feasible exhaustive search over a subset of the all possible choices.
Contributions. To find the optimal subset of p sensors, we propose to maximize the Kullback-Leibler (KL) distance between the distributions of the selected p measurements under the two hypotheses. Performing this maximization by searching over all ( n p ) possible sensor selections is impractical for large n and p. We propose a suboptimal method with computational cost of order O(n 3 p) for maximizing the KLbased cost function, showing near-optimal performance in extensive simulations.
Our approach consists of relaxing the choice of 0/1 selection matrices to the set of Stiefel ones [19] . This can be interpreted as finding the linear map R n → R p which maximizes the KL distance between the "projected" Gaussian distributions in the lower p-dimensional space. This problem also appears in linear dimensionality reduction applications, e.g., see [16] , [15] for closely related approaches involving the J-divergence and Chernoff distances. It is a difficult, nonconvex optimization problem. To our best knowledge, existing work on this topic either does not solve the problem in full generality (i.e. different means and covariance matrices) or does not guarantee global optimality of their solutions [16] , [15] .
Here, we solve this nonconvex problem globally for the case p = 1, with small computational cost and full generality (i.e., we allow arbitrary means and covariances). This is achieved by reducing the original problem to a single dimensional one with an interval constraint. Our optimal solution method for p = 1 is then used as a building block for the case p > 1. We propose an incremental, greedy approach in which the p columns of the Stiefel matrix E : n × p are obtained one after the other: addition of each column consists of using our p = 1 subroutine in successively lower dimensional spaces. Thus, our results are directly applicable to other linear dimensionality reduction problems (here, we focus on the KL distance, but our p = 1 method can be extended to the J-divergence and Chernoff distance).
The range space of an optimal Stiefel matrix can be interpreted as the most informative p-dimensional subspace in the observation space R n . After the Stiefel matrix is designed, we find the 0/1 selection matrix with the range space closest to the suggested one. This can be done in closed-form and involves almost no computations.
We perform extensive simulations to show how our approach closely approximates the optimal one in the case where the latter can be calculated, and how it performs better than other suboptimal schemes with comparable computational complexity.
Paper organization. The rest of the paper is organized as follows. In section II we formulate the sensor selection problem. In section III we detail our sensor selection algorithm. In section IV simulation results are presented and section V summarizes our work.
II. PROBLEM FORMULATION
Gaussian hypothesis test. Let x = (x 1 , x 2 , . . . , x n ) ⊤ ∈ R n be the vector of all sensor measurements, where x i denotes the ith sensor measurement. It is assumed that the data vector x ∈ R n was generated by one of two known Gaussian distributions. Accordingly, we face the hypothesis test
where N (m i , S i ) denotes the Gaussian distribution with mean m i and covariance matrix S i . Hypothesis H 1 (H 0 ) corresponds to occurrence (non-occurrence) of the event of interest. Sensor selection. To meet power consumption restrictions, we assume only p sensors are allowed to transmit their measurements to a fusion node. Mathematically, this translates into selecting p out of the n sensors and conduct the hypothesis test in the lower dimensional space R p . Sensor selection corresponds to finding a selection matrix E ∈ R n×p with 0/1 entries such that y = E ⊤ x. Each column of E has exactly a 1 at some coordinate i, meaning that sensor i is selected (there is at most one 1 per row). The remaining entries of E are 0. Thus, each choice of E implements a data projection
and induces a hypothesis test in the lower dimension space R p given by
Stein's lemma. Before proceeding, we recall Stein's Lemma [14] , a fundamental result from detection theory. It relates the performance of a Neyman-Pearson (NP) detector to the dissimilarity of the two distributions to be tested. More precisely, it states that if a NP detector is employed to discriminate between H 0 : x ∼ p 0 and H 1 : x ∼ p 1 , then the probability of false alarm decreases exponentially fast to zero when the number of data samples -assumed independent and identically distributed (i.i.d.) -goes to infinity. Indeed, if P FA (k) denotes the probability of false alarm when k i.i.d. samples are processed, then
where
) dx denotes the Kullback-Leibler distance between the distributions p 0 and p 1 . Thus, more dissimilar distributions lead to lower probabilities of false alarm in the asymptotic regime. Optimization problem. Inspired by Stein's lemma, we propose to search for the selection matrix E which yields the largest KL distance between the induced p-dimensional distributions. We formulate the following optimization problem
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where I p denotes the p × p identity matrix and
It can be shown that
III. SENSOR SELECTION ALGORITHM
The optimization problem (1) is combinatorial and solving it by searching over all ( n p ) combinations of sensors is intractable for sufficiently large n and p. We propose a suboptimal approach with computational cost of order O(n 3 p). It consists of two phases:
Phase 1: relaxation. We discard the 0/1 constraints and address the relaxed optimization problem
Thus, we seek to maximize the objective f over the manifold of Stiefel matrices. This phase has computational complexity of order O(n 3 p). Phase 2: polishing. After an approximate solution of (2) is found, a local search around a nearby selection matrix is performed. This entails (n − p)p evaluations of f .
A. Phase 1: relaxation
Problem (2) is nonconvex and still difficult to solve. Case p = 1. For p = 1, the Stiefel matrix E : n× p reduces to an unit-norm vector, say E = e, and problem (2) consists of
It can be shown that (3) reduces to the following onedimensional problem:
where the objective is
Here, λ min (S) and λ max (S) denote the minimum and maximum eigenvalues of the matrix S, respectively. The equivalence of (3) and (4) is a major contribution of this paper. Let t ⋆ solve (4) and let u max be an unit-norm eigenvector associated with the maximum eigenvalue of
We can solve (4) by discretizing the constraint interval [1/λ max (S), 1/λ min (S)] and picking the point in the grid with the highest objective γ. However, a more efficient approach is a bound maximization iterative approach which works as follows. Let t k be the current iteration. We consider a lower bound function γ k which touches γ at t = t k , i.e., γ k (t) ≤ γ(t) for all feasible t and γ k (t k ) = γ(t k ). The next iteration is given by maximizing the lower bound
. (6) Note that γ(t k+1 ) ≥ γ k (t k+1 ) ≥ γ k (t k ) = γ(t k ). Thus, we're making progress with respect to the true objective γ. This iterative approach is attractive if the bound γ k is simple enough to make (6) easy to solve. In our case, we can find such a convenient bound. We reason as follows. It is straightforward to show that t → ϕ (t) := λ max (S − tS + M) is a convex function. Thus,
where g k denotes an element of the subdifferential of ϕ at t k . We can pick g k = −u ⊤ k Su k where u k denotes a unit-norm eigenvector associated with the maximum eigenvalue of S − t k S +M. Plugging (7) into (5) yields the concave lower bound
For this choice of γ k , the solution of (6) is trivial and given by
In our simulations, we observed that usually it takes only 5 to 7 iterations for this iterative method to converge to the global maximizer of (4) with precision 10 −7 .
Case p > 1. We tackle the generic case p > 1 through an incremental, greedy approach in which the p columns of E = [ e 1 e 2 · · · e p ] ∈ R n×p are obtained one after the other: first e 1 , then e 2 , and so on. Appending one column consists of solving (4) with the problem data (m, S) living in a increasingly lower-dimensional space, as orthogonality with the previously found columns is enforced at each step. Algorithm 1 details this approach.
Algorithm 1 Greedy algorithm
1: for j = 1 to p do 2: Compute the projected means and covariances m
Let e ( j) ∈ R n− j+1 denote a solution of (3) 
Compute the jth column of E as e j = U ( j) e ( j) 7: end for WeB17.3
B. Phase 2: polishing
Let E be the Stiefel matrix produced by the greedy algorithm. In general, this will not be a selection matrix, i.e., with 0/1 entries. Thus, we need a mechanism to return to the feasible set of (1). A tempting approach would be to round each column of E to the nearest 0/1 vector (with only one entry equal to 1). However, note the intrinsic ambiguity exhibited by the objective function of (1). We have f (E) = f (EQ) for every Stiefel matrix E and orthogonal p × p matrix Q. This invariance with respect to right multiplication of orthogonal matrices highlights the fact that f depends on E only through the p-dimensional subspace spanned by its columns, and not on its particular entries. Thus, instead of rounding the entries of E, we round its range space. More precisely, we look for the 0/1 selection matrix with range space closest to the range space of E. Since EE ⊤ is the orthogonal projector onto the range space of a Stiefel matrix E, this translates into solving
where ∥ · ∥ denotes the Frobenius norm. Note that this rounding approach captures the aforementioned invariance: both E and EQ (where Q is orthogonal) yield the same solution E (up to a permutation of columns, which is unavoidable), whereas rounding directly E and EQ could lead to fundamentally distinct selection matrices. Solving (9) is straightforward: if ( j 1 , j 2 , . . . , j p ) denote the indices of the largest entries of the diagonal of the projector E E ⊤ , then
where i j stands for the jth column of the identity matrix I n .
Local refinement. We finish with a local maximization of f around E. We sweep the p columns of E, trying to improve each one. This consists of p steps. In the ith step (i = 1, 2, . . . , p) all columns of the current selection matrix are fixed except the ith one, which is viewed as an optimization variable. Solving (1) only over this column is straightforward and consists of comparing n − p + 1 evaluations of f . We denote the result of this local refinement by E ⋆ .
Computational complexity. We now comment on the overall computational complexity of the proposed algorithm, by going through both of its phases. Phase 1 (relaxation phase) consists of p loops, where the complexity decreases at each successive loop (see algorithm 1). For the j-th loop ( j = 1, ..., p), steps 2) and 4) bear the main computational burden; step 2) requires computation of the orthogonal complement of the the collection of vectors { e 1 , e 2 , . . . , e j−1 } and has complexity of order O ( (n − j + 1) 3 ) .
Step 4) requires computation of −1/2 power of matrix S ( j) 0 of dimension n− j +1 and it also has complexity of order O ( (n − j + 1) 3 ) . In phase 2) (polishing phase), the major computation is consumed in the local refinement step. It consists of p(n − p + 1) evaluations of the cost function f (·), where each cost function evaluation requires inversion of a p × p matrix. A naive implementation of phase 2 entails O ( n p 4 ) . However, structure can be exploited to decrease this estimate.
Combining complexities of phase 1 and phase 2 we get that the overall complexity of the proposed algorithm is O ( n 3 p ) .
IV. SIMULATION RESULTS
In this section we provide simulation results on the performance of the proposed algorithm. All simulation results are obtained using MATLAB.
To test the performance of our algorithm, we compare the values of the KL distance for the subset of sensors obtained by our algorithm with the KL distance of the optimal subset of sensors, obtained by exhaustive search. We randomly generated parameters for two Gaussian distributions for cases n = 10, 20, 30, 40, 50, and for each of them we ran our algorithm for p = 1, 2, 3, 4, 5, 8. The results are shown in Table 1 . It can be seen that the values of KL distance match in most of the cases the optimal ones, and, in the worst case, stay within a mere 20% distance from the global optimum.
We also compared the detector performances of our suboptimal solution to the one relative to the optimal choice of sensors. To accomplish this we used a maximum likelihood detector (MLD). For each of the cases stated above, we ran 10 5 instantiations of tests for the samples coming from each of the two distributions. Based on the data from tests, we calculated probabilities of false alarm (PFA). The results are shown in Table 2 . Values of PFA for suboptimal choice of sensors are very close to the ones for the optimal choice.
Note that, in Table 2 , the probability of false alarm of the suboptimal approach is lower than for the optimal choice for some simulated configurations, e.g., (n = 20, p = 8). This is no paradox. Indeed, Stein's lemma only states an asymptotic connection between the probability of false alarm and the KL distance. In our case, we are not in the asymptotic regime as we decide on the basis of only k = 1 sample. To illustrate further this point, we also performed simulations closest to the asymptotic regime, namely, with k = 10. In this example WeB17.3 Tables 3 and 4 are the  counterparts of Tables 1 and 2 for this scenario, although different Gaussian distributions were used. We can see that in the configurations where the aforementioned phenomenon occurs the performance gap decreases significantly. The receiver operating characteristics (ROC) of MLD for cases (n = 40, p = 2) and (n = 40, p = 4) are shown in Fig.1 . For the first case, (n = 40, p = 2), the algorithm found the optimal selection and thus the ROC curves coincide. For the other case, (n = 40, p = 4), it can be seen that the performance of the suboptimal sensor subset is very close to the optimal one.
It is also easy to see that, for fixed n, the detection performance increases with p, as expected. In addition, for practical issues, finding (sub)optimal KL distance for specific choice of p gives a measure of best achievable detection performance for given p. This provides invaluable information for design. By computing (sub)optimal solutions for different values of p we can determine the minimum number of sensors required to satisfy a certain performance specification. Our algorithm provides a tight lower bound on the optimal performance with small computational cost.
Finally, we tested the performance of our algorithm at scale. As the number of sensors grows the combinatorial problem becomes infeasible. In this case we compared the values of KL distance given by the proposed approach, with the values of KL distance for the best subset of sensors (the one that gives highest value of KL distance) among 10 5 randomly chosen subsets, for n = 50, 100, 200 and p=10, 20, 40 % of n. The results are shown in Table 5 . The comparison shows that with the exception of the case (n = 50, p = 5) for which the difference between values of KL distance is very small, our proposed approach yields far greater performance together with significant savings in computation time. For example, for the case n = 100 p = 10 it takes 2 sec to find sensor selection matrix, while to check 10 5 100 × 10 matrices it takes about 2 min on a 1.7 GHz personal computer.
V. CONCLUSION
In this paper we propose a sensor selection algorithm for event detection in wireless sensor networks. We propose to reduce the dimensionality of the problem by selecting the p sensors, out of n, that maximize the KL distance between the selected measurement distributions. Selecting sensors is amenable to sensor networks as it decreases the sensing, computational and communication burden, increasing this way its lifetime. The computational complexity of our selection strategy is of order O(n 3 p) operations, compared to the non scalable original combinatorial problem. Our solution, although suboptimal in principle, shows near optimal performance in most cases. For large systems, where the original combinatorial solution is not computable, our algorithm shows better performance and lower computational time if compared with Montecarlo-bases suboptimal solutions. Our results are also of immediate interest for linear dimensionality reduction applications since, as an intermediate step, we addressed the problem of finding the linear map R n → R p which maximizes the KL distance between distributions in the lower p-dimensional space. We globally solve this nonconvex problem for the case p = 1 and capitalize on that tool to tackle the generic case p > 1 via an incremental, greedy approach, which provides near optimal result with small computational cost.
