Abstract
Introduction
Virtual synchrony is a convenient paradigm for developing distributed applications in asynchronous systems in which processes may crash, messages may get lost, and the communication network may get partitioned, since it simulates a reliable delivery fail-stop model to the application. That is, virtual synchrony creates an illusion to the application that it runs in an environment in which crashed processes are always detected, and if a certain process is suspected of being crashed, then this process has really crashed. This is done by presenting processes with views, which consists of the set of currently reachable and operational processes. The system then guarantees that between every two consecutive views 211 and 212, only messages that were sent by processes that appear in 211 can be received, and all processes that appear in both v1 and 212 have to see the same set of messages between these views.
In particular, the use of virtually synchronous communication systems greatly simplifies the task of developing replicated services: It it possible to send a message to the entire set of processes, and the system would ensure that all live replicas will receive a copy of the message. Moreover, if one of the replicas would become faulty, other replicas will learn about it by receiving a new view which does not include the crashed replica, and one of the live replicas would take over the job of the crashed replica. Also, in the event of a network partition, each partition will receive a view which includes only the processes that belong to that partition. Later, when the communication links are fixed, a specific join request would allow the two partitions to negotiate a new state. Finally, after the combined state of the two partitions has been resolved, a new view which consists of all processes would be generated for all participating processes.
In the original definition of virtual synchrony, i.e., the one used by ISIS [5] , as well as in many of the other variants of virtual synchrony [3, 6, 141, messages that are sent in one view can be delivered in a following view, and not necessarily in the same view. However, we believe that guaranteeing that every message be delivered within the view in which it is sent is very useful for many applications that are build on top of the virtual synchrony layer for the following two reasons: First, this guarantee allows for immediate local message, and the amount of computation required to phrase messages. (We elaborate on this in Section 3.1.)
For these reasons, we have decided that Horus should support a variant of virtual synchrony which includes the property that every message is delivered within the view in which it is sent. We call this variant strong virtual synchrony. Note that Transis [l] and Totem [15] also provide a similar guarantee in the definition of extended virtual synchrony.
The implementation of the layer in Horus that provides strong virtual synchrony blocks messages during view changes. In this paper, we show that this blocking is necessary in order to support the property that every message is delivered within the view in which it is sent.' Specifically, we show a lower bound, stating that in every implementation of strong virtual synchrony, there exists a time d such that messages cannot be sent at least d units of time before a view change. Here, d is the message delay of the underlying system (layers), including the network itself.
Note that this impossibility result indicates that systems that guarantee that messages will be delivered within the same view in which they were sent are bound to suffer from considerable slowdowns during view changes. This result also indicates that this slowdown is not caused by the specific implementation of Horus, but is inherent to the semantics that we would like to provide. To overcome this problem, we introduce the definition of weak virtual synchrony, which slightly relax the requirements of strong virtual synchrony so that it could be implemented without blocking messages at all, while keeping the amount of context information on message and the amount of computation needed to parse them very small.
According to the definition of weak virtual synchrony, during view changes, processes are supplied with a temporary suggested view. Processes can send messages in a suggested view, and are guaranteed that this message will be delivered within the next real view, and that the next real view will be an ordered subset of the suggested view. (We explain the usefulness of these properties in Section 4. ) We have developed and implemented a protocol that provides weak virtual synchrony and does not block messages during view changes. We have compared the latency of messages sent during view changes in both the implementation of strong virtual synchrony and the implementation of weak virtual synchrony with the latency of messages sent during normal operation. Our measurements indicate that messages sent during view changes in the weakly virtually synchronous implementation are slower than regular messages only by a small lThis result was also independently described in [2] . constant factor that does not depend on the load of the system. On the other hand, messages that were sent during view changes in the strongly virtually synchronous implementation were significantly slower than those sent in the weakly virtually synchronous implementation, and this gap becomes larger as the load on the system increases.
Related Work
The notion of virtual synchrony ww first introduced by Ken Birman in the ISIS project [5]. However, this definition of virtual synchrony in ISIS is somewhat different from our definitions, as it does not provide any guarantee on the view in which a message will be delivered. Also, the definition of virtual synchrony in ISIS requires the existence of a primary partition. Having a primary partition is vital for applications that acquire locks, or perform operations which require coherent behavior, e.g., directing an airplane to a certain area in the sky. Our definitions allow keeping track of a primary partition, given some reasonable rules for deciding if a certain partition is primary or not. An example of such a rule can be the majority of processes within a fixed group of processes. On the other hand, our definition does not require to have only one primary partition at all times, so applications that can safely make progress even in the absence of a primary partition, will be allowed do so.
Throughout the years, several other definitions of virtual synchrony were introduced, at different levels of formality, and several algorithms for implementing them were developed. These works include projects is the only project that supports the ISIS model as is, including the enforcement of the primary partition model. Other projects allow minority partitions to decide whether they want to make progress or not, and must therefore treat the delicate issues arising from the need to merge state, an issue which is beyond the scope of this paper.
The only other definition that include the requirement that a message is always delivered within the view in which it was sent is the definition of extended virtual synchrony [15] [7] does not use the term virtual synchrony, but defines a very similar semantics.
blocking of messages might be inherent in the protocols themselves, but is not required by the semantics that these protocols provide. (We want to make clear that there is a difference between what the protocol does internally, and what the semantics that this protocols presents to the application is. In particular, it is possible that if some of these protocols would have added a flush event to notify the application that a configuration change is taking place, the resulting semantics would have been similar to strong virtual synchrony. However, the fact is that these protocols do not inform the application when they block its messages, so the application cannot take advantage of this.)
The definition of extended virtual synchrony [15] includes the notion of transitional view, which must be delivered before a real view can be installed. The difference between a suggested view and a transitional view is that a suggested view is a superset of the next real view, and is used to allow processes to continue sending messages during view changes. In contrast, a transitional view consists of the processes that appear in the intersection of the previous and next real views, and is used to notify the application that all messages sent in the previous real view are now stable w.r.t. to all the processes that appeared in that view.
One major difference between Horus and most other systems which provide virtual synchrony is that Horus is a layered system, in which different concerns are decoupled, and each concern is implemented in a different layer. (This is also supported to some extent by Phoenix [14] .) The definitions of strong and weak virtual synchrony developed in this paper follow this guideline. Hence, issues like primary component (partition), uniformity (safe delivery), causal ordering, and atomic (totally ordered) delivery of messages are not part of these definitions, and are not implemented in the membership layer of Horus. However, there are separate layers which can add these requirements to the overall semantics, in order to support applications that need a stronger semantics.
Other approaches to reliable distributed computing include, for example, transaction-based technology, such as used in the Harp file system [13] . However, because these systems use only totally ordered transactions, their performance is much worse than what can be achieved with Horus, and there are many applications, e.g., replicated servers and mission control systems, that do not need the semantics of atomic transactions. Also, it was recently shown that virtually synchronous group communication systems are indeed a suitable building block for implementing transactions [Ill. A more detailed discussion of these issues appears in [4, 111.
Since the membership layer of Horus is implemented on top of layers which do not provide virtual synchrony, any potential application of Horus can also be developed directly with point-to-point communication. However, we believe that, in general, developing a reliable distributed application on top of a virtually synchronous system like Horus is simpler than without such a layer. This is because virtual synchrony shields the programmer from many of the bad scenarios that can otherwise happen in a distributed environment, resulting in fewer lines of code, simpler code, and a higher degree of confidence in the correctness of the implementation.
Strong Virtual Synchrony
Strong virtual synchrony provides an abstracted world to applications running in distributed environments, in which both processes and communication links can fail, and in which the latency of messages in unpredictable. According to the strong virtual synchrony abstraction, processes can communicate by sending and receiving messages in a reliable (best effort) way, and occasionally receive a view which includes an ordered list of processes that are believed to be the current live and accessible members of the group. Also, processes have failure detectors that occasionally report to the processes which members of their views are likely to be inaccessible. These failure detectors need not be accurate, but they give a hint to the virtually synchronous layer regarding suspicious members. Of course, since we are assuming an asynchronous environment, sometimes message do get lost, and the views may not contain accurate information regarding who is actually accessible. However, the task of any strong virtually synchronous system is to make it appear to each process as if the system was actually behaving according to this model. The details of the requirements that allow strong virtual synchrony to implement this model appear in the text below.
The definition of strong virtual synchrony is divided into two parts. In the first part, we define the requirements from views, while the second part includes the requirements about the ordering of messages w.r.t. these views. But first, we introduce the notions of the view in which a message is sent, a history, and an execution: We say that a message m is sent in view v if v is the last view delivered to its invoking process before m is sent. Also, we note that every process has a history, which is the the sequence of events, e.g., message-send, messages-receive, and view-delivery, that occurred in this process, ordered in the order of their occurrence. We call a collection of such histories, one for each process in the system, an execution. 
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Every process is included in all of its local views.
Every process that crashes is eventually removed from the views of all processes (if it appeared there).
If a process wishes to join a view, it will either be added eventually, or declared suspect.
If process pj appears in two consecutive views of another process p i , denote the first one of these views by V , then p j must have seen view V as well.
A process can only be removed from a view if it was suspected of being faulty by a member of that view.
it will be delivered is known. On the other hand, in other variants of virtual synchrony when a message is sent it cannot be delivered locally until the system figures out in which view the message will be delivered.
Second, SVS simplifies the task of processing received messages, and reduces the amount of context information that must be added to each message; The fact that the view in which a message is delivered is the same m the one in which it was sent and the fact that processes that appear in the same view agree on the membership list and its order imply that knowing that a message is sent or received in a certain view implicitly conveys a lot of information that can be exploited by members of the group.
A simple example of this is that when processes want to say something about a certain member, it is enough to indicate the members rank in the membership list, which is usually between 8 abd 16 bits, and there is 1.
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U is strongly view admissible. ery [12, 171, each corresponding to a certain member (or a pair of members), it is enough to send the vector (or matrix) without any indication which entry corresponds to which member (or pair of members), by using the convention that the first entry corresponds to the first member in the membership list, the second entry to the second member, etc. On the other hand, with other variants of virtual synchrony the message must include enough information so that it would be possible to identify the member that corresponds to each entry, and this process of course requires time and complicates the code.
Limitations of SVS
The following lemma states that in every implementation of strong virtual synchrony, processes have to stop sending messages at least d time before a new view is installed, where d is the delay of the underlying layers (including the delay of the network itself). See also illustration in Figure 1 .
Definition 3.2 (Strong Virtual Synchrony)
A n execution U is strongly virtually synchronous if the following holds: no need to indicate the members globally unique identifier, which is usually several bytes. Moreover, when sending vectors (or matrices) of numbers, e.g., as required in the many implementations of causal deliv-A protocol P implements strong virtual synchrony if every execution generated by it is strongly virtually synchronous. For the rest of this paper, we use SVS its shorthand for strong virtual synchrony. By assumption, m is delivered to pj after t 2 . Hence, m is not delivered to pj within the view in which it was sent. A contradiction to the assumption that the execution is SVS.
E
Note that the proof holds regardless of whether processes know d or are unaware of d, and regardless of whether they have access to synchronized clocks or operate in a totally asynchronous environment, which only makes the lemma stronger. Also, this lemma applies to any system that tries to guarantee that messages will be delivered within the view in which they were sent, and does not depend on the specific implementation of Horus. Note that by Requirement (b) in Definition 4.2, the suggested view event that proposes the view in which a message was sent must be seen by all the processes that receive this message. For example, consider the execution illustrated in Figure 4 . In this example, 0 2 proposes to pi the view in which m is sent, while v3 is the view in which m is sent. p j , which receives m, must see v2 before the receive event of m. Moreover, the receive event of m can be ordered either before or after 214, but must be ordered before 215.
A protocoI P implements weak virtual synchrony if every execution generated by it is weakly virtually synchronous. For the rest of this paper, we use WVS as shorthand for weak virtual synchrony. 
Benefits of WVS
The lower bound shown in Lemma 3.1 is valid for weak virtual synchrony as well. However, in this case, there is no need to stop sending messages when the protocol for changing the view is being run. Instead, whenever there is a need to change the membership list, a suggested view, which is a composition of the old view and every process that wishes to join, can be introduced to the processes in it. A process that receives a suggested view can send its messages in this suggested view, knowing that some members of the suggested view can be removed from this view. Finally, when all the messages that were sent in the old view are delivered to all live processes and all the processes that are suspected of being faulty were identified, the "real" new view is introduced to the processes that remain in the "real" view. 
Figure 4. A weakly virtually synchronous execution
Being able to continue sending messages during view changes is extremely important for real-time applications such as the one described in [9] . Note that such applications need this capability even if view changes are very infrequent, since they have to guarantee good performance all the time, and not just in the average case. Thus, we believe that real-time applications are the main target for WVS.
Utilizing WVS
In this subsection we explain the usefulness of the guarantees provided by WVS in reducing the context information that needs to be sent when compared with other definitions that allow to continue sending messages during view changes. More specifically, we explain how the ideas proposed in Section 3.1 can carry over to WVS even though in WVS sometimes the membership list when a message is sent and when it is delivered are not exactly the same. We also explain why this ability is unique to WVS.
As we show later in this paper, it is possible to implement weak virtual synchrony in such a way that during views and suggested views, processes receive a membership list and an indication which of the processes that appear in the membership list have failed. However, due to the guarantees of suggested views, the membership list which is passed to the application is only changed in the first suggested view event after a real view and in real view events. In other suggested view events, the membership list remains the same, and only the indication regarding which processes have failed may change. Hence, for most messages, the membership list is the same both when they are sent and when they are received. The only two cases where this may not hold are the following: ( a ) a message that was sent between a suggested view event and the next view event, but was received after the view event, and ( b ) a message that was sent when a view is installed, but is received after a following suggested view event. For these messages, the application can maintain a translation table, between the ranks of the members in the old list and their ranks in the current list. We have used this technique in order to extend many existing layers of Horus to work with weak virtual synchrony, which turned out to be a simple task.
Of course, translation tables can be used with other definitions of virtual synchrony. However, with WVS, a message can be received after at most two changes to the membership list. This is in situations like the one illustrated in Figure 4 , in which a message is sent between a suggested view (v2) and a view (v3), but is delivered between the following suggested view (214) and the consecutive view (215). Hence, the application needs to maintain at most two translation tables at a time. In other variants of virtual synchrony that allow to continue sending messages during view changes, there is no bound on how many membership changes can happen between sending a message and receiving that message. Therefore, an application which is based on these variants and wants to avoid sending context information on messages may need to maintain an arbitrary large number of translation tables simultaneously. And, of course, these variants of virtual synchrony do not allow immediate local deliveries.
Implementing WVS
In this section we describe a possible implementation of weak virtual synchrony that does not block messages during view changes. Due to space limitations, some details were omitted, and we concentrate on the main ideas. A complete description of the protocol including pseudocode can be found in the full version of this paper [IO].
Overview of the Implementation
Our implementation makes the following assumptions:
The underlying environment provides reliable (best effort) FIFO communication. That is, if a process pi sends a message to another process p j , then the underlying system will do its best to deliver the message, until either p j receives that message, or pi decides to remove p j from its view. Also, every two messages that were sent by the same process to the same process are delivered in the order they were sent.
If a process pi stops receiving messages of another process p j , either because pi really crashes, because the communication links become too lossy, or because pi has eliminated p j from it's view, then the failure detector of pj will eventually suspect p i .
If a message becomes stable, i.e., received by every live member of the view, then every live process in the view will eventually learn about it. (We say that a view is stable if all live processes in that view have received it.)
Message are only broadcasted to the entire group.
Assumptions 1 and 2 are supported by the NAK layer of Horus, which implements a sliding window negative acknowledgements protocol with some optimizations. Assumption 3 is supported by the STABLE layer of Horus. Both of these layers are describe in [MI. As- sumption 4 is made to simplify the presentation of the protocol.
Basically, the algorithm goes as follows: Every process initially constructs a view that consists only of itself, and declares itself the contact for that view. Whenever a contact of a view which is already stable learns about another reachable contact with a smaller address, it sends the smaller contact a join request, which includes its view. Note that if the view is not stable, it is not safe to try to join another group; otherwise, some members of the current view may receive the next suggested view before receiving the current view.
A contact that receives a join request, or suspects that a member of its view has failed, and that is not already busy with a view change, starts a view change. This is done by adding to the current view every process that wishes to join (only if this is the first suggested view after a view), and by marking all processes that are presumed to be faulty. The initiator of a view change also marks faulty these processes that wish to join, but appear in the current view. This is done to satisfy Condition 5 in the definition of SVS, which must be satisfied by the definition of WVS too: These processes thought that they were separated from the rest of the view and may have refused to receive some of the messages that were received by the rest of the view. Hence, we must eliminate them before allowing them to rejoin. Similarly, whenever a contact has two pending join requests whose views intersect, the contact ignores one of them.
If a process learns about a new suggested view, it adopts this suggested view, and sends all unstable messages from faulty processes to the initiator of the view change. This process then schedules a flushed message to be sent to the new contact immediately after all the messages it has sent in the previous view become stable. Also, if this process was the contact of a previous view, then it stops acting as a contact.
If all flushed messages arrive, the initiator of the suggested view adopts the suggested view as the new view and sends all unstable messages that it knows of, followed by the new view, to all other processes in this view. On the other hand, if before receiving all flushed messages, the initiator of a suggested view receives an indication that a member of this suggested view has failed, then a new suggested view that does not include this faulty member has to be initiated, as described before.
A non-contact process that receives a new view, adopts it. On the other hand, a non-contact process that thinks that all lower ranked processes in its view are faulty, declares itself a contact, and initiates a new view change in which the processes that it thinks are faulty are marked. However, before it sends the newly suggested view to other processes, it must send all unstable messages of the previous contact, so if one of these messages was a view or a suggested view, it will be delivered everywhere before the newly suggested view.
Message Complexity
Note that the our protocol does not impose any message overhead when there are no membership changes. When a membership change occurs, two broadcasts (one for the suggested view and one for the view itself) and 2x (n-1) point-to-point messages (for the acknowledgements), are introduced by the protocol. However, it practice, membership changes are infrequent compared to the rate in which other messages are sent.
Performance Measurements
In this section we compare the latency of messages sent during view change using both the SVS protocol that is used by Horus and the WVS protocol described in this paper, under various background loads. These measurements were taken on 4 Sparc-SOS, connected Presented here are the average (top chart) and maximum (bottom chart) latencies measured for (a) normal messages, i.e., messages sent when no membership change occurred, (b) for messages that were sent during membership changes using the WVS implementation, and (c) for messages sent during membership changes using the SVS implementation. by a 10 Mbps Ethernet. In order to create the background load, each machine broadcast a message to all other machines in fixed intervals of time. The load on the system is increased by shortening this interval, and is decreased by lengthening this interval. The latency measurements were taken by timestamping each message when it is passed from the application to Horus on its way to the Ethernet, and, by using a special device driver, immediately before going out to the Ethernet. At the receiver side, messages were timestamped by our device driver immediately when they were received from the Ethernet, and then when they have reached the application. Using these timestamps, we were able to collect accurate measurements of the one-way latency from the application to the network, denoted by 61, and the one-way latency from the network to the application, denoted by 6 2 . If we assume that the time that messages of the same size spend on the wire is the same, then by adding 61 and 62, we get a good estimate of the behavior of the real latency. Since we are running on real systems, there is always the problem of operating system's interference with the measurements. Luckily, all the measurements that we got were either within a factor of three of the average, or at least two order of magnitudes higher than the average. This allowed us to identify measurements which were probably the result of operating systems' related issues, e.g., context switches, and to discard these measurements from the latency graphs.
The results of our measurements appear in Figure 5 .
The latency of messages sent during view changes in the WVS implementation is higher than the latency of messages sent during normal operation, i.e., when no membership change occurred, by only a small constant which does not depend on the background load. We explain this difference by the extra overhead associated with handling a suggested view event. On the other hand, messages sent during view changes in the SVS implementation were significantly slower than those sent in the WVS implementation, and the gap between the two implementations increases with the background load. In fact, it appears that messages are three times slower during view changes in the SVS implementation than during normal execution. This seems to comply with the theoretical expectations based on the view change protocol, which is similar to the protocol for WVS which is described in this paper, only that messages are not sent until a new (real) view is installed. (A description of the strong virtual synchrony protocol appears in [18] , although without specifying its full semantics.) Recall that installing a view requires three phases of messages: the coordinator sends the suggested view, the members reply with a flushed message, and then the coordinator sends the view.
Discussion
This papers presents two variants of virtual synchrony. The first variant, strong virtual synchrony, includes the property that every message is delivered within the view in which it is sent. This property simplifies programming with virtual synchrony, reduces the amount of context information needed to be sent with each message, and allows local delivery of mes-sages. However, as we have showed, this powerful semantics also comes with a price, namely, the application cannot send messages during view (configuration) changes. The second variant, weak virtual synchrony, circumvents this limitation by relaxing the definition of the view in which a message is sent using the notion of suggested views. This is done with a minimal compromise to the programming simplicity and small space overhead offered by strong virtual synchrony.
We believe that supporting both strong and weak virtual synchrony is important for group communication systems in order to be able to accommodate the different needs of a large variety of applications. This way, applications that can sustain an interruption in their message flow during a view change, e.g., most financial applications, can use strong virtual synchrony, and benefit from its strong semantics. Other applications, e.g., real-time applications [9] , can use weak virtual synchrony which has a slightly weaker semantics, but still offers most of the benefits of strong virtual synchrony.
