This paper considers the application of functional data analysis methods to modeling particulate matter trajectories from dynamometer experiments. In particular the functional convolution model is introduced as a restriction of the functional historical linear model that allows for functional data of different lengths to be used. We present a penalized ordinary least squares estimator for the model and a novel bootstrap procedure to provide pointwise confidence regions for the estimated convolution functions. The model is illustrated on the California E55/59 study of diesel truck emissions.
INTRODUCTION
This paper proposes the functional convolution model as an approach to modeling the concurrent dependence of functional data at different lengths. This work is motivated by the California E55/59 study (Clark, Gautam, Wayne, W.Lyons, Thompson, and Zielinska, 2007) of vehicle particulate matter (PM) emissions. In this study, particulate matter responses to driving conditions in medium and heavy duty trucks are examined via dynamometer experiments. Trucks are placed on a dynamometer -a series of rollers that allow the truck wheels to turn while keeping the truck stationary -and are driven through a pre-set series of driving cycles that specify speeds to be maintained for given times. These driving cycles are chosen to mimic real-world road conditions, from highways to suburban traffic. An emissions analyzer is attached to the truck tailpipe and records second-by-second counts of particulate matter; small solid particles less than 2.5 micrometers in diameter that have been implicated in serious respiratory illness.
Existing models for particulate matter emission have tended to be based on either (i) a prediction of average or total PM from average speed, average acceleration and other quantities accumulated over the driving cycle, (ii) a regression based only on the instantaneous driving conditions or (iii) complex models that attempt to parameterize all aspects of the production and transportation of particles in the engine and exhaust system in terms of physical processes (see Ajtay, Weilenmann, and Soltic, 2005; Capiello, Chabini, Nam, Lue, and Zeid, 2002; Ahn, Rakha, Trai, and Aerde, 2002) . Our goal lies between these approaches in providing a more accurate model for PM emissions without requiring knowledge of kinetic parameters within a dynamical system, while still accounting for mixing during transportation and the serial dependence of measurements.
The goal of the study is to develop a model to predict instantaneous PM emissions from driving behavior (i.e. speed and acceleration) that will be applicable across numerous driving cycles. From Figure 1 , it is apparent that all of speed, acceleration and PM can be regarded as following smooth dynamics and thus can be approached through the machinery of functional data analysis (Ramsay and Silverman, 2005; Ramsay et al., 2009 ). However, the direct application of functional data analysis techniques is hampered by the lack of a standard time interval for the sampling domainexperimental runs can vary between 370 and 1190 seconds -nor is it appropriate in this context to register the responses to a common time scale as this will disrupt real-time constants such as the transport time from the engine to the emissions analyzer. Instead, we assume stationarity in the dependence of PM on the past history of velocity and acceleration. Specifically, our model can be represented as a functional response model. We assume a response y i (t) (in this case PM) with covariates x ij (t) (velocity and acceleration) measured on the interval [0 T i ] for observations i = 1, . . . , n. These are related via the functional convolution model:
Here we take y i (t) respond to the past α j time units of the x ij via a functional linear model (Ramsay and Silverman, 2005) . Note that while the y i (t) and the x ij (t) must share the same time domain, this domain need not be the same across different observations. We have parameterized the model so that β j (0) represents the instantaneous effect of x ij (t) on the response at time t. In the context of emissions experiments, the convolution in the integral (1) can be thought of approximating the mixing of particles from different time points during transit through the exhaust system. This model is a restriction of the historical functional linear model presented in Malfait and Ramsay (2003) in which we require the effects β(u) = (β 0 , β 1 (u), . . . , β p (u)) to remain constant over time. It can also be thought of as the functional extension of distributed lag models in time series (Greene, 2008) . Similar models have been used to estimate the hemodynamic response in functional MRI imaging Genovese (2000) ; Zhang et al. (2007); Zhang and Yu (2008) .
In practise, the y i (t) and x ij (t) are measured at discrete time points
, and x ij = (x ij (t i1 ), . . . , x ij (t iN i )). These measurements need not be taken at concurrent times and our methods will work when pre-smoothed estimates are obtained for functional data. However, in our example all observations are taken at regular second-by-second intervals and we will use this regularity to avoid the need to pre-smooth the observed data.
As a distinction from distributed lag models, we assume the dependence on past covariates as given by β(u) to be smooth. We therefore propose a penalized ordinary least squares estimate as an initial estimate of the parameters β(u) in (1). In addition, the lengths α = (α 1 , . . . , α p ) of the convolutions and smoothing parameters are selected by leave-one-curve-out cross validation. This cross validation must be conducted appropriately to balance the differing lengths of observations per experimental run.
In addition to estimation we develop confidence intervals for model parameters through both a delta-method and via bootstrapping techniques. Because of the variable length of observations, both these techniques require the i (t) to be stationary and generated from an approximately Gaussian process with an autocovariance structure
that can be estimated directly from the fitted residuals. Given this specification of covariance, delta-method confidence intervals can be calculated directly. By way of contrast, bootstrapping methods must be carried out in a way that accounts for the dependence in the i (t). This is usually obtained by bootstrapping in blocks (see Lahiri, 2003) . In the context of functional data, however, block bootstrapping destroys the continuity and smoothness of the i (t) leading to finite-sample distortion of the estimated variance. Instead, a transformation of block-bootstrapped residuals is proposed that recovers the structure of (2) while retaining some of the non-parametric flavor of the block-bootstrap.
In the remainder of the paper Section 2 introduces the estimation of the functional convolution model, Section 3 develops our estimate for auto-covariance and delta-method confidence intervals and Section 4 introduces our bootstrapping procedures and Section 5 demonstrates the success of our method on emissions data.
FUNCTIONAL CONVOLUTION MODELS AND ESTIMATION
In this section we specify our estimation of parameters in the model (1). The β j (u) are estimated via a penalized ordinary least squares (OLS) estimate. Conditions to ensure the identifiability of OLS estimates in this context are not easy to establish; a discussion of them is given in Appendix A.
However, a smoothing penalty is applied to these data in order to improve the numerical stability of the least squares estimate and as a regularization device. We then apply leave-one-curve-out cross validation to estimate the lengths of convolution required along with smoothing parameters.
Ordinary Least Squares
We propose an ordinary least squares estimate for the model given in (1), setting β 0 =ȳ for convenience and minimizing
for α * = max(α 1 , . . . , α p ) Formally, estimates for the β j can be written as the solution of the variational problem; conditions under which these estimates are uniquely defined are studied in Appendix A. However, it will be useful to have a continuous representation of the β j (t) which also admits smoothing, we will thus approximate the β j via the basis expansion:
In the case of the emissions data we have chosen the φ j (t) to be a fourth-order B-spline basis on the interval [0 α j ] with knots every second.
This representation allows us to introduce a smoothing penalty in order to improve the regularity of our estimates. This penalty takes the form of
where each L j is a linear differential operator which we take to be the operator
dt 2 β j (u). Our estimates now minimize the classical combined criterion SSE(β) + PEN(β). Specific formulae for the minimizing coefficients c jk can now be calculated directly. Letting
where
is a block matrix with blocks
and the composite penalty matrix is
with penalty matrices for each c j· given by the semi-norm
An important note here is that while SSE(β) is given via integrals, as are the formulae above, in our application all of PM, velocity and acceleration are measured on a second-by-second basis.
We can thus replace the integrals with summations:
where N i is the number of measurements for the functional observation (y i (t), x i (t)). The use of integer-valued observation points in x ik (t − l) is justified here by the one-second measurement interval. The integrals in the formulae above can also be adjusted accordingly, yielding a formulation in terms of penalized linear regression; these calculations are detailed in Appendix B. This avoids the need to pre-smooth either the y i (t) or the x ij (t), but is only feasible when both are sampled on the same, regularly-spaced, time points. For more sparsely sparsely observed cases, a representation in terms of an explicit smooth could also be instantiated.
Cross Validation
While parameters (β 0 , β 1 (u), . . . , β p (u)) can be estimated via a penalized OLS approach, we turn to cross validation to specify the convolution lengths α and smoothing parameters λ. In particular, we employ leave-one-curve-out cross validation as a score for both λ and α:
Where (β
p,λα ) are the parameter estimates obtained at λ and α after removing the ith observation. This approach has been used for estimating the mean of a collection of functional random variables (Rice and Silverman, 1991) and for functional response models (Ramsay and Silverman, 2005) . Explicit formulae to calculate CV (λ, α) have been obtained in Golub and van Loan (1996) and Hoover et al. (1998) .
Cross validation over numerous parameters is problematic in requiring a search of a high dimensional space; moreover multiple local minima in CV (λ, α) complicate this search (see examples in Ramsay et al., 2009) . We have therefore simplified the problem in two ways:
1. We have set all parameters to be equal: α 1 , . . . , α p = α and λ 1 , . . . , λ p . The former of these choices can be motivated physically by the assumption that the convolution approximately represents the mixing of the instantaneous production of PM in the engine and we may therefore expect that all engine parameters affect PM output over the same time interval.
The latter is commonly employed where more than one functional parameter is estimated; see examples in Ramsay et al. (2009) .
2. A one-step estimate for α and λ is employed, first estimating α at λ = 0 and then choosing the smoothing parameters:α = argmin
An iteration of this scheme will lead to a local minimum over the joint space of α and λ.
However, the one-step approximation taken in this order can be justified if the model is identifiable at λ = 0. In practice, a small value of λ is helpful in stabilizing the numerical estimates and we begin from there. The estimate of α is then an un-penalized model selection problem after which λ can be used to regularize the estimators if needed.
Following this one-step procedure, we obtain estimates (β 0,αλ , β 1,αλ (u), . . . , β p,αλ (u),α,λ). In providing confidence intervals below, we will keepα andλ fixed.
VARIANCE ESTIMATION
As was done for the mean dependence of y i (t) on x i (t), we can account for the unequal lengths of functional observations through the assumption of stationarity in the deviation of y i (t) from its expectation. In particular, we assume the non-parametric auto-covariance structure given in (2).
We can estimate R(u) via a method-of-moments estimator. Obtaining residualŝ
Here we have chosen to thresholdR(u) for values u ≥ h for some h < min(T 1 , . . . , T n ) at a value chosen manually by examining the empirical autocovariance of the residuals (see Figure 2 ).
The estimation ofR(u) now allows for a direct delta-method variance calculation that
and Φ j (u) is a K i vector with the values φ jk (u) in the entries corresponding to c j . For regular second-by-second samples, these calculations can be approximated; detailed formulae have been given in Appendix B.
Once Cov(β j (u), β l (v)) have been calculated, pointwise confidence bands can be obtained for
These can be compared to the bootstrap-based confidence bands as shown in Figure 5 .
BOOTSTRAP PROCEDURES
The delta-method confidence intervals proposed above rely on assumptions about the stationarity and near-Gaussianity of the residual processes i (t) in order to be valid. As a means of providing more robust intervals, we develop a residual bootstrap. In contrast to classical functional response models, we cannot simply re-sample the estimated residual processesˆ i (t) due to the different lengths of observations. Instead, we make use of the assumed stationarity structure in the i by performing a block bootstrap.
There is a considerable literature on bootstrap methods for dependent data (see Lahiri, 2003; Härdle et al., 2003) . Here we use a modified non-overlapping block bootstrap. The block bootstrap re-samples sequences of data while retaining the sequence structure, we thus break eachˆ i into segments of length h˜
These are re-sampled with replacement across both i and k and new residual processes are con-structed from the resampled curveŝ *
Where σ(i, k) indicates the resampled indices of the collection of blocks. In a residual block bootstrap, theˆ * i (t) would be added to predicted values to create a new collection of functional responses y * i (t), i = 1, . . . , n from which parameters could be re-estimated.
In functional data analysis, however, theˆ * i (t) violate the smoothness assume for the i (t) as illustrated in Figure 4 . This is a general problem for the block bootstrap and has been dealt with in a number of ways; either by trying to match blocks at their ends (Carlstein et al., 1998) or by down-weighting the block ends (Paparoditis and Politis, 2001) . In this paper we propose an alternative based on transforming theˆ * i (t) to have the same covariance structure as was assumed for the original process.
Specifically, the residual processes are assumed to have covariance structure (2), while the block-bootstrapped version has a block-structure
and we seek transformations K i so that K i [ˆ * i (t)] has covariance (2). This is formally given in terms of functional operators. However, when working with regular discrete observations, we can readily instantiate the matrices
then the discrete-sample realization of K i is given by
where C 1/2 i has been calculated from a singular value decomposition. We now use the transformed
and obtain
and use these to obtain an estimate β * as above, keeping the parameters chosen by cross-validation fixed. This is repeated B times and the collection {β * b } B b=1 allows us to calculate biases as well as variances from the bootstrap sample. Pointwise confidence intervals are then obtained from the mean and standard deviation of the bootstrap samples and can be compared with the delta-method intervals above. An estimate of the distortion caused by blocking is given in the lower-left panel of Figure 4 where we have re-estimated the auto-covariance R(u) from bootstrap samples, resulting in noticeably lower estimates.
An important detail is the way in which end-blocks of length less than h are treated. In the bootstrap scheme above, these were given equal sampling weight with all the other blocks and a sequence * i was created that may be longer than T i . The structure for M i was updated to account for potentially smaller blocks appearing and the residuals were transformed to M i * i before being truncated at the right end. This order of operations was chosen to minimize the effect of the choice to truncate from left or right ends.
We note that our transformation of the block bootstrap falls somewhere between a parametric bootstrap -in which new˜ * i would be directly sampled from a Gaussian process distribution with variance C i -and a standard block bootstrap. The former case will result exactly in delta-method estimates assuming infinite bootstrap samples. We speculate that our transformed block bootstrap is dependent on the assume covariance structure (2) but that it will provide robustness to violations of Gaussian assumptions and faster convergence to true sampling distributions when the covariance structure is accurate. We also note that we do not necessarily require the size of the blocks to increase with sample size for these properties to hold. The asymptotic properties of this bootstrap procedure are the subject of ongoing research.
THE E55/59 STUDY
We present a case study of data taken from the E-55/59 program in southern California (Clark et al., 2007) . In this program, chassis dynamometer measurements were gathered with the objective of getting a better emission inventory of medium and heavy duty trucks. We specifically focused on modeling PM which has been associated with the increased risk of respiratory and cardio-vascular disease in an exposed population (Laden et al., 2000; McCreanor et al., 2007; Schwartz et al., 2002) . Furthermore, predictive model of PM emissions is an important component of developing new regulatory frameworks and planning transportation networks. We make a case-study of the functional convolution model as applied emission in a single truck across a variety of driving models.
In this experiment, trucks are placed in the chassis dynamometer and their tailpipe connected to an emission analyzer which separates and records the emissions. A velocity pattern that characterizes a specific driving behavior is applied to the truck. Measuring emissions in this manner allows the researcher to apply a velocity pattern multiple of times with high precision and in a closed environment to reduce between-experiment variability. However, the recorded emissions are not the direct effect of the instantaneous change of velocity since particles can experience some delay during transportation through tailpipe to the analyzer. This is because the particles interact with other factors such as temperature, other emission particles and the air-flow of the equipment.
The purpose of this case study to demonstrate how the convolution model can provide accurate predictions while accounting for the smoothness of the observed signals and the delay and mixing due to particle transport. In addition, we want our model to be cycle-independent: predictive of PM trajectories given any velocity pattern even when this was not used at the time when the model parameters were estimated.
Our sample data comes from four different velocity patterns and the weight load 3100 applied to a 1992 Ford medium-heavy duty truck. The four different velocity patterns can be related to general traffic situations that the trucks experience in real-world driving scenarios. For example, we can see that the truck accelerates and then maintains a speed of around 60 miles per hour in HHDDT S velocity pattern shown in Figure 1 . In contrast, the truck slows down, speeds up or stops completely in different time intervals and the highest velocity value that it experiences is 30 miles per hour in the MHDTLO velocity pattern. Given these characteristics, the first velocity pattern described approximates driving behavior on highways and the second in suburban streets.
The trajectories of PM as result of the four velocity patterns are also shown in Figure 1 . The nonlinearity of these curves makes it difficult to easily observe their relation with the velocity patterns. In some intervals, we can see that the relative fast increase of velocity for a period of time manifests as high points in the PM. However, this behavior not as evident in other intervals of the curves. Figure 2 shows the cross correlation curves of the four sample driving cycles where time dependence on the order of 20 seconds is evident.
Cross-validation resulted in values ofλ = 0.1 andα = 20. Figure 3 demonstrates the crossvalidation surface where we observe that the choice of α does not depend on λ, providing further justification for our one-step method. Figure 4 demonstrates the effect of the transformed bootstrap. The top panel gives a sample block-bootstrap residual before and after transformation. The bottom two panels plot bootstrap estimates of the autocovariance of the residual functions before and after transformation along with the sample autocovariance function where the distortion due to a short block is evident. Figure 5 provides the autocovariance of residuals and the estimated convolution functions respectively. Here we observe an immediate increase in PM resulting from high veolicity, while acceleration appears to have a negative effect. We speculate that this is due to correlation between velocity and acceleration across driving cycles. Delta-method and bootstrap confidence intervals demonstrate demonstrate high agreement across samples. Figure 6 demonstrates the cross-validated performance of our estimates. Each panel plots the observed PM trajectory along with the trajectory predicted from the remaining data. Here we observe that the essential features of the PM trajectory are replicated, demonstrating good generalization ability.
CONCLUSIONS
This paper has presented a new model for functional responses when functions are observed of different lengths. This model makes use of an assumption of stationarity in the observed responses to provide a predictive relationship between the observed values of the response and historical values of a covariate. In addition to providing a modeling methodology, we have established a residual block bootstrap procedure that is applicable for these data and demonstrated that it reduces the distortion due to discontinuities in residual functions when block bootstrapping is applied naively. We have applied our model to a study of PM emissions from truck exhaust where we have demonstrated its successful generalization properties.
A number of further areas remain to be investigated. The numerical biases associated with the use of a basis expansion can be expected to be removed for finer knot sequences, so long as in-fill asymptotics can be assumed for the sampling times of the response. Similarly, properties of block-bootstrap methods have not, to our knowledge, been investigated in the context of functional data. More interestingly, we have selected the length of convolution α via cross-validation. Since this represents a model selection problem parameterized by a continuous parameter we expect significant theoretical development to be required to study the properties of this choice. In the context of the transport emissions study, the inclusion of multiple trucks will require the extension of these models to a random-effects framework; some exploratory data analysis suggests there is also considerable between-truck heteroscedasticity, representing additional modeling challenges. 
A. ON THE IDENTIFIABILITY OF UNPENALISED ORDINARY LEAST SQUARES ESTIMATES
In general, the design of covariate functions has in functional data analysis has received little attention. Here the most common models fall into one of two categories; either being unidentifiable in finite samples without penalization (smoothing and functional linear regression fall into this category) or being always identifiable, as in the concurrent linear models, in which case penalization is unnecessary apart from being a tool for regularization (see Ramsay and Silverman, 2005) . The functional convolution models studied here present a challenge in that identifiability depends on the finite-sample design of the covariates. In this appendix, we illustrate the issues that arise.
We will choose to assume our covariate processes β j (t) lie in the Sobolev space W [0 α j ] of functions defined on [0 α j ] for which all derivatives that appear in L j are square integrable. Within this space, minimizing SSE(β) is equivalent to solving the variational problem
where the inner product is taken as the product L 2 inner product on square-integrable functions
The identification of the OLS estimates is now equivalent to the invertibility of G. In particular, β will be uniquely identified if
and in particular if
for all j and all non-zero β j .
In particular, since β lies in a reproducing kernel Hilbert space, we can let ξ 1 , . . . form a basis
and (A.1) reduces to the requirement that
for at least one u and i for every l. This condition is not readily checked, particularly in realworld applications since it requires checking an infinite collection of inner-products. However, it is possible to characterize designs such that the collection
spans a finite-dimensional space as t is varied; ie for which there is a finite collection of functions
for all t. This set of self-similar functions can be expressed as solutions to a linear differential equation. In the lemma below we restrict to a single real-valued function for the sake of clarity and
Lemma A.1. Let x(t) have continuous first derivatives, x satisfies
for all t and η k : [01] → R, if and only if
Proof. We observe that
and thus
where x (·) is the derivative taken with respect to its argument. Defining u l = (l − 1)/K for k = 1, . . . , K and matrices
we can represent the last inequality in A.5 restricted to u 1 , . . . , u K as the differential equation
where X − is a generalized inverse. Solutions to (A.6) have general form of (A.4) (eg Borelli and Coleman, 2004) , and thus x(t) must at least be of this form. It is easy to check that any function of the form (A.4) satisfies (A.3) for some K and (ζ k , η k , k = 1, . . . , K), completing the converse implication.
It is not difficult to provide example designs that satisfy (A.2). Consider the basis of periodic functions on [01] given by ξ k (u) = sin(2kπt) then taking x(t) to be defined on [010], say, with
has non-zero inner product on [0 1] with ξ k (u) for each k. We note that the range of x(t) need not be restricted to [0 1]. However, between the finite-dimensional design described in Lemma A.1 and the identifiable design, it is possible to find x i (t) that is orthogonal to an infinite dimensional subspace. Continuing our example, setting
will yield <x, ξ k >= 0 for all k odd provided the domain of x is of integer length. Evaluating identifiability based on finite-dimensional approximations as given, for example in Appendix B is straightforward. However, it seems more challenging to provide a protocol for designing experiments for which this model will be employed.
Beyond identifiability, we have not addressed the question of the asymptotic properties of the design. Under stationarity conditions on the (t), consistency in the OLS estimates is demonstratable if the left hand side of (A.2) diverges. Here, however, this divergence can occur based on an increased number of samples, or based on increasing the domain T i on which each sample is measured.
B. PENALIZED OLS FORMULAE
In the case that an approximation to the integrals in Z andỸ is made based on second-by-second observational records, we can approximate
This turns the estimate c into a generalized ridge estimate:
From this, residuals are readily calculated from
and E can be broken down according to
From here, an autocovariance is calculated explicitly from
which produces a covariance for E given bŷ
if E j and E k belong to the same observation 0 otherwise.
We can then calculate the usual sandwich estimator
We note that this discrete setting also accounts for the case that y ij = y i (t ij ) + ij where the ij are approximately Gaussian measurement errors. 
