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Abstract
The existence of a significant non-baryonic component to the Universe is widely ac-
cepted, with worldwide efforts underway trying to detect this so-called dark matter.
The ZEPLIN detectors utilise liquid xenon as a target medium in the search of the
expected rare interactions of Weakly Interacting Massive Particles, or WIMPs, with
ordinary baryonic matter. The neutralino, arising in supersymmetric extensions to the
standard model of particle physics, provides a particularly well-motivated candidate.
The ZEPLIN-II and ZEPLIN-III experiments, operate in two-phase mode (liquid/gas),
measuring both the scintillation and ionisation signatures produced during an interac-
tion. These instruments form the basis of this thesis.
The ZEPLIN-II experiment was operated underground at the Boulby Underground
Laboratory, culminating in a WIMP search run lasting 57 days. Some key operational
aspects are discussed, and a full description of the data analysis is given, which yielded
a competitive upper limit on the spin-independent WIMP-nucleon scattering cross-
section with a minimum of 6.6× 10−7 pb for a 65 GeV/c2 WIMP with 90% confidence.
Subsequently, a smaller collaboration proceeded with the commissioning and operation
of ZEPLIN-III at Boulby. The detector was operated stably for 12 months, culminating
in the first science run, which excluded a cross-section above 7.7 × 10−8 pb for a 55
GeV/c2 WIMP. This placed ZEPLIN-III as one of the world’s leading WIMP search
experiments.
Along with the WIMP search results, the data collected from these instruments have
been exploited to extract information about the underlying xenon physics processes,
which will play an important role in design of future systems. This includes the first
quantitative measurements of single electron emission in a two-phase noble gas detector,
studies of the field dependence of their response and of the anti-correlation between the
scintillation and ionisation channels.
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Chapter 1
Introduction
Over the past 70 years evidence has been mounting for the existence of a significant
amount of mass in the Universe which is invisible in the electromagnetic spectrum, but
nevertheless makes its presence felt by its gravitational interactions. Studies of the
potential candidates for this missing mass have ruled out a significant unseen baryonic
component, with constraints placed on the baryon fraction from measurements of the
cosmic microwave background (CMB), the theory of primordial nucleosynthesis and
direct statistics in our galaxy. This means that a significant non-baryonic component is
required, perhaps in the form of a new elementary particle, with studies of large scale
structure and the evolution of the Universe pointing to a Cold Dark Matter (CDM)
scenario within the standard ΛCDM cosmological model. The currently favoured class
of candidates for CDM is the Weakly Interacting Massive Particle (WIMP), with the
neutralino, the lightest particle predicted by many supersymmetric theories, providing
a well-motivated WIMP candidate.
Most evidence for dark matter amassed so far consists of observations of its gravita-
tional effects on baryonic objects. The next step required is to detect directly the rare
WIMP-baryon interactions and to investigate the properties of galactic WIMPs. To
this end, many different techniques are being implemented across the world. One of the
leading experimental techniques is the use of liquid noble gases, with detectors utilising
two-phase xenon providing some of the world’s leading constraints. The evidence for
dark matter, potential candidates and detection techniques are reviewed in Chapter 2.
The focus of this thesis is the ZEPLIN dark matter search, which uses two-phase
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xenon as a target for WIMP interactions. Chapter 3 provides a description of how
radiation and particles interact in liquid xenon, as well as describing both the ZEPLIN-
II and ZEPLIN-III instruments. This chapter also includes studies carried out personally
investigating emanation of 222Rn and improvement in xenon purity in ZEPLIN-II. The
data analysis of the two experiments is presented in Chapters 4 and 5, before calculations
of the constraints placed on the WIMP-nucleon scattering cross-section are detailed in
Chapter 6. Finally, Chapter 7 presents additional studies, using ZEPLIN data, of the
underlying xenon physics at the core of the two-phase technique, including the first
quantitative analysis of single electron emission in a two-phase noble gas detector. Such
studies are vital for the design and operation of future instruments.
The ZEPLIN programme is a collaborative endeavour with many people and several
institutions involved in the development, operation and science exploitation of the ex-
periments. Whilst the work presented here would not have been possible without the
hard work of all involved, the project was nevertheless sufficiently small to allow me
to play an important role in many different aspects of the programme. These aspects
are highlighted throughout this thesis where relevant. My main contributions focused
on data analysis for the two experiments, including novel xenon physics studies and
development of limit setting procedures.
Within the ZEPLIN-II analysis I personally worked on event selection, calculation
of corrections, implementation of the centroid position reconstruction algorithm and
analysis of the calibrations and final science data. Progressing to ZEPLIN-III I utilised
the knowledge I had gained from the previous analysis to help debug the reduction
code, define event selection cuts, implement basic position reconstruction (before others
developed more advanced techniques), produce an automated data monitoring suite,
investigate detector dead-regions and analyses the final data-sets. Calculation of the
ZEPLIN-II limit was done to cross-check the result calculated by others, before devel-
opment of potential new techniques for ZEPLIN-III and the calculation of the resulting
dark matter limit. Finally, I was able, personally, to exploit the data from the experi-
ments to investigate features of two-phase xenon as a detection technique.
The ZEPLIN-II experiment was operated under the umbrella of the UK Dark Matter
Collaboration (UKDMC), which consisted of Imperial College London, University of
Sheffield, University of Edinburgh and the STFC Rutherford Appleton Laboratory,
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along with Portuguese LIP-Coimbra and US collaborators at UCLA, Texas A&M and
University of Rochester. The development and operations of ZEPLIN-III were furthered
by a smaller collaboration incorporating Imperial College London, STFC Rutherford
Appleton Laboratory, University of Edinburgh, LIP-Coimbra and ITEP Moscow.
Chapter 2
The Dark Matter Problem
The quest to understand the world around us stretches back to ancient times, a challenge
which continues today with particle physics and cosmology exploring the Universe on
the smallest and largest scales. Since the 1930s evidence has been building for the
presence of “missing” mass in the Universe, with many different approaches converging
on the same conclusions.
A century ago it was believed that luminous matter in the form of stars contained
nearly the entire mass of the Universe. Today’s astronomical observations determine
that luminous matter contributes only ∼1% of the total mass-energy content of the
Universe. Further, measurements of the different components of energy-mass density
imply that baryonic matter only accounts for about 4% of the total. However, evidence
suggests a total matter component of ∼30%, implying that ∼26% is comprised of a non-
luminous, weakly interacting, non-baryonic form, termed “dark” matter. In this chapter
I will briefly review our current understanding of cosmology, lay out the evidence for
the presence of dark matter, discuss possible candidates and potential direct detection
methods currently being applied to the problem.
2.1 Current state of cosmology
There are two dominant principles underlying the current understanding of cosmology:
the cosmological principle and the hot Big Bang theory [2]. The cosmological principle
states that the Universe is both isotropic and homogeneous. This may appear to be
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inaccurate when considering terrestrial or galactic scales, but on scales above 100 Mpc
the distribution of clusters of galaxies indeed appears to be relatively uniform. In
this way, it also fits the Copernican principle, that we (as observers) do not possess a
privileged position within the cosmos. The hot Big Bang theory states that the Universe
grew from an initial singularity, expanding to create the Universe we observe today.
In the early part of the last century Edwin Hubble first discovered galaxies outside
the Milky Way. He proceeded to measure the distance to many galaxies along with their
velocities, finding that they were moving away from us with a velocity proportional to
their distance, defining this expansion by:
~v = H0~r , (2.1)
where ~v is the recessional velocity, ~r is the distance to the galaxy and H0 is the Hubble
parameter, a numerical measure of the expansion rate, often expressed as:
H0 = 100h0 km/s/Mpc , (2.2)
where current observations determine the reduced Hubble parameter, h0 = 0.72 ± 0.08
[3].
This expansion implies that in the past galaxies were much closer together. Taken to
its ultimate conclusion, this fact yields the hot Big Bang scenario, where the Universe
expands and cools from an initial state of extreme density and temperature. Hubble’s
observations also fit the cosmological principle as, in a uniformly expanding Universe,
an observer will view all objects receding.
Considering the expanding Universe, the rate of expansion can be described by the
scale factor, a(t),
~r = a(t)~x , (2.3)
relating the real distance between two points, ~r, to their separation in a co-moving
coordinate system (expanding with the Universe). The scale factor is assigned to unity
for the present day, a0 = 1. This allows the Hubble parameter to express the expansion
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rate thusly:
H(t) =
a˙(t)
a(t)
, (2.4)
Under the cosmological assumptions of isotropy and homogeneity, the expansion of
the Universe can be described by the Friedmann-Robertson-Walker (FRW) metric, an
exact solution of the Einstein Field Equations (EFEs):
ds2 = c2dt2 − a2(t)
[
dr2
1− κr2 + r
2(dθ2 + sin2 θdφ2)
]
, (2.5)
where s is the proper distance between the points in space-time, r, θ and φ are spher-
ical polar co-moving coordinates, the time dependence is provided by the scale factor,
a(t), and κ is a constant describing the curvature of space-time. The curvature has
three possible values, κ = −1, 0,+1, for negative curvature, a flat Universe or positive
curvature.
The theory of General Relativity developed by Einstein describes the equivalence
of gravitation and the curvature of space-time. General relativity and its importance
within cosmology are reviewed in [4, 5]. The Einstein Field Equations describe how
the curvature of space-time (expressed by the Einstein tensor, Gµν) is governed by the
mass-energy content within it (expressed by the energy-momentum tensor, Tµν). The
field equations can be written as:
Gµν − Λgµν = −8πG
c4
Tµν (2.6)
Rµν − 1
2
gµνR− Λgµν = −8πG
c4
Tµν , (2.7)
where the c is the speed of light and G is the gravitational constant. The Ricci curva-
ture tensor, Rµν , the scalar constant, R, the metric tensor, gµν , and the cosmological
constant, Λ, determine the geometry of space-time, with the right hand side of Eq. 2.7
describing the energy-mass content. The cosmological constant, Λ, acts as a negative
pressure component boosting the expansion of the Universe. This component is now as-
sociated with vacuum energy or dark energy, and is believed to constitute the majority
of the mass-energy content (∼ 70%) [6].
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The Friedmann equations are derived from the EFE, the FRW metric and by as-
suming that on large scales we can describe the matter in the Universe as a fluid, with
density ρ and pressure p, related by the equation of state:
(
a˙
a
)2
+
κc2
a2
− Λ
3
=
8πG
3
ρ , (2.8)
where both the radiation and matter components are incorporated (such that ρ =
ρm + ργ). The equations can be simplified by incorporating the cosmological constant
into the density:
ρ→ ρ+ Λc
2
8πG
, (2.9)
which thus yields:
H2︸︷︷︸
Expansion
+
κc2
a2︸︷︷︸
Curvature
=
8πG
3
ρ︸ ︷︷ ︸
Density
, (2.10)
where the terms describe the expansion, curvature and energy-mass density of the Uni-
verse, respectively.
The flat Euclidean Universe (κ = 0) will occur for a certain density, known as the
critical density, ρc. From Eq. 2.10, with κ = 0, the critical density is:
ρc =
3H2
8πG
. (2.11)
A density greater than ρc results in a closed Universe, which will eventually recollapse,
and conversely a density below ρc gives an open Universe, which will expand forever.
A density parameter Ω can be defined as the ratio of the actual density to the critical
density:
Ω ≡ ρ
ρc
=
8πG
3H2
ρ , (2.12)
where H and ρ are both a function of time resulting in an epoch-dependent density
parameter, with Ω = 1 representing a flat Universe. Ω can thus be divided into its con-
stituent parts for radiation (Ωr), matter (Ωm) in both baryonic (Ωb) and non-baryonic
forms (Ωd) and dark energy (ΩΛ). These different density components can be deter-
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mined with various experimental and theoretical techniques, allowing for a cosmological
picture of the Universe to be developed.
Figure 2.1: Constraints on the ΩΛ and Ωm (= Ωm + Ωm) density parameters [7], dis-
playing the convergance on the values favoured by the ΛCDM model. Constraints from
CMB, Type Ia supernovae and galaxy clusters are shown, along with a line representing
Ω = 1, defining an open, flat or closed Universe and regions which exclude the hot big
bang scenario.
Figure 2.1 shows the constraints placed on Ωm and ΩΛ by different observations. Ob-
servations of Type Ia supernovae have demonstrated that the expansion of the Universe
is accelerating, with the negative pressure from dark energy overpowering the gravita-
tional forces attempting to slow the expansion. Measurements of the CMB and of galaxy
clusters also help to place constraints on the matter (both baryonic and non-baryonic)
and dark energy components, leading to the currently favoured model, usually referred
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to as the Λ Cold Dark Matter (ΛCDM).
The ΛCDM model is often known as the concordance model as it incorporates ob-
servations from the CMB, Type Ia supernovae and large-scale structure formation. The
ΛCDM model is relatively simple, yet is able to explain and predict all the observations
to date. The model consists of the cosmological constant, describing dark energy and
matter (in both baryonic and non-baryonic forms), plus a small radiation component.
Observations (many of which are described later) allow constraints to be placed on the
amounts of each, with the current measured values [8]:
Radiation: Ωr = 8.4× 10−5
Baryonic matter: Ωb = 0.0456 ± 0.0015
Dark (non-baryonic) matter: Ωd = 0.228 ± 0.013
Total matter: Ωm = Ωb +Ωd = 0.2736 ± 0.013
Dark energy: ΩΛ = 0.726 ± 0.015
2.2 Evidence for Dark Matter
Predictions for the existence of non-luminous matter in the Universe were made as far
back as the 1840’s. In 1844, Friedrich Bessell predicted the existence of Sirius B by
observing the motion of Sirius. Around the same time the presence of Neptune was
inferred through observations of anomalous perturbations in the orbit of Uranus. In a
similar manner, observations of the motion of visible matter have led to the prediction
that a significant amount of non-luminous matter, now known as dark matter, exists in
galaxies and clusters.
Evidence for the existence of dark matter has been building since the 1930’s [9, 10],
with it later becoming clear that baryonic matter alone accounts for a small fraction
of the Universe. The baryonic matter component (Ωb) accounts for all the visible mass
of the Universe along with gas, dust and non-luminous astrophysical bodies (such as
planets or brown dwarfs). This has led, with mounting evidence, to a picture of the
cosmos which includes a substantial amount of dark matter (Ωd), which has, so far, only
manifest itself through gravitational interactions.
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2.2.1 Dark matter in galaxies and clusters
The first observations suggesting non-luminous matter on a large scale were carried out
by Jan Oort [9], who observed the motions of stars in the Milky Way disk. By measur-
ing the velocity of stars moving vertically (as well as rotationally) through the galactic
disk, he was able to calculate the mass required to keep the disk stable. He calculated
a mid-plane density of ρ0 ∼ 0.09 M⊙pc−3 (where M⊙ is equal to one solar mass), hence
known as the Oort limit, which compares with a luminous value of ρ0 ∼ 0.03 M⊙pc−3,
suggesting 3 times more matter than observed. Much more recent calculations by Bah-
call (1984) reduced the disparity between the calculated and observed (luminous) values,
before further measurements [11, 12] accounted for the required mass in baryonic forms.
The balance of evidence seems to suggest no significant dark matter component within
the galactic disk, although this is still a point of discussion.
In 1933, Fritz Zwicky argued that traditional methods of measuring galactic masses
(photometry and rotation) were inaccurate and highly biased. He asserted that the virial
theorem provided a much more accurate measurement of the mass of galaxy clusters.
The virial theorem gives a relationship between the time-averaged total kinetic (T ) and
potential (V ) energies in a closed, stable system: 2T + V = 0, allowing calculation of
the mass of a cluster through measurement of its velocity dispersion. Zwicky applied
the virial theorem to the Coma cluster, finding that the virial mass was about 400
times greater than that predicted by photometry, suggesting a large fraction of non-
luminous matter [10]. This factor has been reduced by recent measurements of the
cluster (Mcluster = 1.6 × 1015 M⊙ [13] with Mgalaxies ∼ 7 × 1013 M⊙ and Mgas ∼
9.6×1013 M⊙ [14]), although a significant fraction of dark matter is still implied. Zwicky
later coined the term “dark matter” and suggested the potential of gravitational lensing
as a viable technique to measure the mass of galaxies [15].
Another significant piece of evidence is based upon the timing argument for cal-
culation of the mass of the Milky Way. According to the Hubble expansion of the
Universe, the Milky Way and M31 should be moving apart. However, measurements
showed that they are approaching one another with a velocity of ∼ 125 km/s (at a
distance of ∼ 740 kpc). No massive objects were found in their past paths which could
have deflected their trajectory, leaving gravitational attraction as the only explanation.
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Kahn and Woltjer [16] used this method to estimate the mass of the two-galaxy system
finding it to be about 6 times larger than expected from visible matter alone. Similar
work by Zaritsky et al [17] using the timing argument for the Milky Way with M31 and
Leo I arrived at the same conclusion of a significant dark matter component.
Simulations of structure evolution provide a useful tool for determining the composi-
tion of galaxies and the Universe from the structure observed today. The first example
of this was a compelling study by Ostriker and Peebles (1973) [18], in which they simu-
lated a disk of stars and followed the evolution of the disk under rotation. They observed
that above a certain rotation rate all galaxies would form bar instabilities. Such galaxies
do exist in the Universe, although they are relatively rare and the majority of galaxies
with a sufficient rotation rate show no bar formation. Ostriker and Peebles discovered
that introducing a spherical distribution of matter, with significant mass (above 3 times
the mass of the disk), around the disk stabilised the evolution and greatly reduced the
proportion developing a bar, a finding that spurred on the search for dark matter in the
form of spherical halos.
An explosion of work on dark matter ensued, with a multitude of discoveries in the
late 1970s and early 1980s. The most well known and convincing piece of observational
evidence for dark matter is the measurement of galactic rotation curves. This began
in 1939 with work by Horace Babcock, who attempted to map the mass distribution
in the galactic disk of M31. Instead of the expected decrease in mass at large radii,
matching the light profile, the mass appeared to increase [19]. His observations were
largely overlooked by the astronomical community until higher precision measurements
were available.
Further work by Rubin & Ford [20] and Roberts & Whitehurst [21] confirmed the
flat rotation curve with higher precision. Subsequent studies of many other galaxies
yielded flat rotation curves (as shown in Figure 2.2), providing strong evidence for
an additional component to the mass profile of the galaxy, with the bulge and disk
components unable to account for the observed curves. The universality of the shapes
observed suggests the effect to be fundamental in the composition and dynamics of
spiral galaxies. Additionally, the high precision definition of a rotation curve allows for
the composition of the galactic mass profile to be assessed.
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Figure 2.2: Galaxy rotational velocity as a function of distance from the galactic centre
for 21 different galaxies [22].
Spiral galaxies usually have two visible components, the disk and the bulge. The disk
usually extends to an optical radius of about 10 kpc (for an average galaxy), whereas
the bulge usually has a radius smaller than 1 kpc. As a result, at large radii the bulge
provides little contribution to the gravitational potential of the galaxy. By assuming a
circular orbit around the galactic centre, the rotation velocity of a star can be calculated
by equating the gravitational and centrifugal forces acting upon it:
GmMr
r2
=
mv2
r
, (2.13)
where Mr is the mass contained within the radius r. From this the rotational velocity
follows:
v(r) =
√
GMr
r
. (2.14)
For the inner-most region of the galaxy, near the bulge, Mr = ρ × 43πr3, assuming
a spherically-symmetric bulge of uniform density, ρ. This results in a rotation velocity
increasing linearly with radius, v(r) ∝ r. However, at large radii, beyond the majority
of the visible disk, the complete visible mass lies within the radius, so one would expect
v(r) ∝ 1/√r. However, the measured rotation curves show no evidence of a decrease in
rotation velocity at large radii, well beyond the visible disk. The flat curves observed
(v(r) constant) imply a linear increase in mass with radius,Mr ∝ r. This result provides
strong evidence for an extensive halo of non-visible matter beyond the visible disk of
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Figure 2.3: Rotation curve of NGC 3198 with contributions from the visible disk and
dark matter components shown [23].
the galaxy, in good agreement with the postulation from Ostriker and Peebles.
Similarly, evidence is found for a significant dark matter component in elliptical
galaxies. Under the assumptions of a spherically symmetric galaxy and hydrostatic
balance, measurements of the temperature and density profiles allow for determination
of the galactic mass. Such studies of M87 [24] suggest that 99% of its mass is in
the form of dark matter. Further evidence using these techniques is described in [25].
Additionally, it is known that elliptical galaxies contain a significant amount of hot
x-ray emitting gas [26], which implies temperatures of about 107 or 108 K, suggesting a
velocity for the gas particles significantly greater than the escape velocity of the galaxy
derived from visible matter alone. For the gas to be gravitationally bound within the
galaxy, a large dark matter component is required to provide the extra mass.
Observations of the Bullet cluster by the Hubble Space Telescope (HST) in the
optical, and Chandra in x-rays [27], provide unique empirical evidence for dark matter.
The Bullet cluster, a merger of two galaxy clusters, provides a unique opportunity
to observe the interactions of the different cluster components during the collision.
Figure 2.4 shows the two merging clusters after they have passed through one another,
with the visible galaxies remaining as two distinct clusters. This is expected as the
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individual galaxies will not interact due to their sparse nature. However, the gas within
the clusters (seen in Figure 2.4 from its x-ray emissions) does interact during the merger
and therefore lags behind the visible galaxies. In the absence of a dark matter component
the gravitational potential should follow the dominant mass component, which is by far
the x-ray emitting gas. Weak-lensing measurements allow the gravitational potential to
be measured in the system (shown by the contours in Figure 2.4). These clearly follow
the visible galactic component of the clusters, rather than the gas. This segregation of
the dominant baryonic component and the gravitational potential provides extremely
strong evidence for a significant non-baryonic dark matter component. Additionally,
the strong spatial separation of the observation means that explanations of this effect
based solely on modified gravity theories are simply not viable.
Figure 2.4: Observations of the Bullet cluster merger in visible (left) and x-rays (right),
with the gravitational potential, mapped through weak-lensing, shown by the green
contours [27].
2.2.2 Sunyaev-Zeldovich effect
Another method for measuring the presence of the x-ray emitting intra-cluster gas, in
addition to its thermal bremsstrahlung, utilises its effect on radiation from background
sources. CMB photons passing through the hot ionised gas will be inverse Compton
scattered, distorting the expected shape of the CMB blackbody spectrum, with some
photons being shifted to higher energies; this is known as the Sunyaev-Zeldovich (SZ)
effect. This is an excellent complement to the measurements of mass from thermal
bremsstrahlung x-ray emission, as the magnitude is dependent upon n (the density of
absorbers) compared with n2 for x-ray emission.
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The majority of the mass within galaxy clusters is accounted for by intra-cluster
gas (as in the Bullet cluster), making the gas mass fraction a good measure of the
baryonic matter component. The gas mass fractions of 38 massive galaxy clusters have
been measured using the SZ effect and their x-ray emission [28], finding an excellent
agreement: fg(x-ray) = 0.119 ± 0.003+0.007−0.014 and fg(SZ) = 0.121 ± 0.005+0.009−0.016. This
further demonstrates the need for a non-baryonic dark matter component.
2.2.3 Gravitational Lensing
As light travels through the Universe, general relativity dictates that it follows geodesics
in curved space, meaning that its path will be curved when passing near a massive
object. Gravitational lensing is the exploitation of this effect, whereby the light from a
distant astronomical source is distorted by an intermediate massive object, as shown in
Figure 2.5. There are three distinct forms of gravitational lensing:
1. Strong lensing - significant distortions, such as arcs, multiple images or Einstein
rings, are visible.
2. Weak lensing - distortions are less well pronounced, but information can be gained
by analysing the distortion of a number of objects.
3. Microlensing - no distortion of the shape, but focussing of light can brighten the
image from a background source, indicating the presence of an intermediate object.
It was Fritz Zwicky who first proposed the application of gravitational lensing to
measure the mass of galaxy clusters [15]. Now the technique is widely used and plays
an important role in modern astrophysics and cosmology. Strong lensing was the first
method utilised with images such as that in Figure 2.6 exhibiting obvious distortion,
with multiple images and arcs. One of the many collaborations carrying out gravi-
tational lensing surveys to measure the mass of clusters, the Cosmic All-Sky Survey
(CLASS), have utilised the method to measure the total matter density of the Uni-
verse: Ωm = 0.31
+0.27
−0.14 [29]. Although the uncertainties are large, the mean Ωm values
published by this and other surveys indicate significant dark matter fractions.
Weak lensing relies upon the analysis of the small distortions observed in a number
of background sources to calculate the gravitational potential of a foreground object.
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Figure 2.5: Schematic of gravitational lensing showing light from a source bent around
a massive intermediate object before being observed. Image credit: Bell Labs, Lucent
Technologies
Figure 2.6: Hubble deep field image of the Abell 2218 cluster, with light from back-
ground galaxies distorted by the foreground cluster, forming multiple images and arcs.
Image credit: NASA
This technique has been used on multiple occasions to demonstrate the presence of
dark matter, most notably in the case of the Bullet cluster [27]. Weak lensing has
recently been utilised to map the dark matter density in the Universe, providing a new
measurement of large scale structure. By studying the HST Cosmic Evolution Survey
(COSMOS), utilising the dependence of the lensing profile on the distance from the
lensing object, the gravitational large scale structure is resolved in both angle and time
[30], creating a three-dimensional map of the dark matter (shown in Figure 2.7).
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Figure 2.7: Map of dark matter in the Universe with gravitational lensing observed in
the HST COSMOS survey [31]. Image credit: NASA
2.3 Dark Baryons?
The astrophysical observations described previously demonstrate the need for a signifi-
cant fraction of matter in non-luminous forms. For a time, the possibility remained that
this missing mass could be accounted for by astrophysical objects, formed of baryons,
but in a compact form which cannot be readily observed. Possible candidates were white
dwarves, neutron stars, brown dwarves and black holes, commonly known as MAssive
Compact Halo Objects (MACHOs).
For a while, MACHOs were believed to contribute a significant proportion (if not
the dominant component) of the missing mass. However, there are several major pieces
of evidence against dark baryons contributing significantly to the overall mass content.
These include: micro-lensing MACHO searches, measurement of the baryonic compo-
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nent from the CMB and Big Bang nucleosynthesis (BBN). These methods all point
independently to the total baryonic component of the Universe being only ∼5%.
2.3.1 Microlensing
MACHOs are too small and too dim to be observed directly, but their presence can
be detected through their gravitational potential using the technique of microlensing
[32, 33]. Small gravitational lenses produce a focussing effect, equivalent to multiple
unresolvable images, resulting in an enhancement of the light observed from a back-
ground source, rather than significant image distortion. The characteristic symmetric,
achromatic light curve signature, shown in Figure 2.8, as a MACHO crosses the line of
sight to the background source can be used to distinguish it from other astrophysical
sources and determine the mass of the lensing object.
Searches for microlensing objects help to place limits on both the number of MA-
CHOs and their properties. The results of such searches by the MACHO and EROS
collaborations monitoring millions of stars in the Large and Small Magellanic clouds
have indicated that MACHOs do not contribute a significant fraction of the halo mass,
observing far fewer MACHO candidates than would have been expected for the mea-
sured halo mass [35].
2.3.2 Cosmic Microwave Background
According to the Big Bang theory, the early matter-dominated Universe consisted of
a hot plasma, emitting equilibrium blackbody radiation. Whilst the temperature was
above ∼3000 K (t ∼ 300, 000 years), electrons were dissociated from atomic nuclei,
leaving an ionised Universe containing photons, free electrons and baryons. During
this hot, dense epoch, photons underwent continuous Thomson scattering from the free
electrons, resulting in an opaque Universe. However, as the Universe cooled below the
ionisation energy of hydrogen, recombination occurred, with electrons becoming bound
into atoms. At this moment, photons became decoupled from matter and the Universe
became transparent. The last scattering photons then became a blackbody relic of
the Big Bang, permeating the Universe with background radiation. These photons
red-shifted as the Universe expanded and cooled, being observed today as the cosmic
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Figure 2.8: Light curve (in red and blue passbands) observed in a microlensing event,
with the theoretical microlensing model fitted to both colours. It is seen that the ratio
of the two colours remains constant [34].
microwave background (CMB) at a blackbody temperature of 2.7 K.
The existence of such a background was first predicted by Gamow, Alpher and Her-
man in the 1950s [36], but was not discovered until the 1960s. An excess noise was
observed by Penzias and Wilson during the operation of a new telescope at Bell Labo-
ratories, with a temperature of 3.5 ± 1 K [37]. Without realising, they had discovered
the relic blackbody radiation produced by the early Universe [38]. Early measurements
of the CMB showed it to be isotropic with a constant temperature, although it was
realised that some perturbations, at the level of 1 in 100,000, must be present to evolve
into the large scale structure observed in the Universe today.
Data from the COBE (Cosmic Background Explorer) satellite proved the blackbody
nature of the CMB, measuring a temperature of T = 2.725 ± 0.002 K [40], with the
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Figure 2.9: All-sky WMAP 5-year measurement of variations in the temperature of the
CMB [39].
data from balloon-bourne experiments (BOOMERANG [41] and MAXIMA [42]) and
from WMAP (the Wilkinson Microwave Anisotropy Probe) confirming this. The small
temperature perturbations expected were indeed discovered and they now provide an
important tool for cosmology. Figure 2.9 shows an all-sky map of the tiny tempera-
ture variations measured from the 5 year WMAP data [39]. Measurements of these
anisotropies on different scales can provide information about the early Universe and
the conditions at the time of recombination. A power spectrum can be calculated char-
acterising the CMB anisotropies, shown in Figure 2.10, with the peaks in the spectrum
determined by the size, composition and state of the early Universe.
Quantum fluctuations in the hot plasma grow into gravitationally-driven oscillations
between regions with over-density and under-density, known as baryon acoustic oscilla-
tions (BAO). The magnitude of these oscillations depends on the total matter content,
allowing constraints to be placed on Ωm. During such oscillations, baryons are addition-
ally acted upon by radiation pressure, producing a damping effect, allowing constraints
to be placed on Ωb. The results of the WMAP 5 year data find no deviation from the
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Figure 2.10: CMB angular power spectrum from WMAP 5-year data [43], along with
measurements from the ACBAR [44], Boomerang [41] and CBI [45] experiments. The
red line is the best-fit ΛCDM model to the WMAP data.
ΛCDM model to 99% confidence [8], measuring the following parameters [46]:
Ωbh
2 = 0.02273 ± 0.00062
Ωdh
2 = 0.1099 ± 0.0062
ΩΛ = 0.742 ± 0.030
with h = 0.719+0.026−0.027
which equate to: Ωb = 0.04397
+0.00199
−0.00204 , Ωd = 0.2126
+0.0143
−0.0144 .
2.3.3 Primordial nucleosynthesis
One second after the Big Bang the Universe was extremely hot, keeping all the protons
and neutrons free and unbound. As the Universe expanded and cooled, the energies
of the free nucleons decreased and eventually at t ∼ 1 minute (T ∼ 3 × 109 K), they
began to bind forming nuclei. When protons and neutrons left thermal equilibrium,
the n/p ratio was determined by the difference in their masses, implying a ratio ≃ 1/6.
However, in the minute between freeze-out and binding, a fraction of the neutrons
decayed (t1/2 ∼ 10 minutes) resulting in a n/p ratio ∼ 1/7.
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Production of the light elements, known as Big Bang nucleosynthesis (BBN) began
with the production of deuterium:
n+ p→ D + γ . (2.15)
Deuterium is relatively easy to destroy and subsequently, deuterium has a strong ten-
dency to form 4He through the following processes:
D +D →4 He + γ
D + p→3 He + γ 3He + n→4 He + γ
D + n→3 H+ γ 3H+ p→4 He + γ
Whilst the favoured end state for these processes is the stable 4He nucleus, the reactions
also produce 3He and tritium (3H). The production of heavier elements is inhibited
by the lack of stable nuclei with mass 5 or 8, with only very small amounts of 7Li
being produced. The continued expansion of the Universe also inhibited the process by
decreasing the nucleon number density and precluding the possibility of 3α reactions
(which do occur in stars). From the understanding of the n/p ratio and the reactions
involved the relative abundances of the different nuclei can be calculated, with these
varying with the baryon-photon ratio, as shown in Figure 2.11.
Measurements of the elemental abundances can be made through observations of
the light absorption by intergalactic primordial gas clouds. The observed abundances
allow the baryon-photon ratio to be constrained (as shown in Figure 2.11) which, in
combination with measurements of the photon density from the CMB, allow calculation
of the baryon density:
nb = 1.13 × 10−5 ΩBh2 cm−3 , (2.16)
which equates to a constraint on the baryonic matter fraction of:
0.021 ≤ ΩB ≤ 0.072 (2.17)
The ability to explain the abundances of the light elements by primordial nucleosyn-
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Figure 2.11: Relative abundances of different nuclei produced during big bang nucle-
osynthesis as a function of the baryon density (ΩBh
2). The green regions show the
measured limits on the relative abundances for each species. The current measured
bound on the baryon density from WMAP is shown. [47].
thesis is one of the greatest successes of the Big Bang theory, and this places strong
constraints on the total number of baryons in the Universe, providing further compelling
evidence for a large non-baryonic dark matter component. Further details can be found
in [48, 49]
2.4 Dark Matter Candidates
As a result of constraints placed on the baryonic content of the Universe, it is clear that
a new particle is required. Such non-baryonic particles must satisfy several conditions
to explain the observational evidence. They must be stable on cosmological time-scales,
leaving a significant number in the present epoch, they must have the correct relic
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density and they must interact rarely with baryonic matter or electromagnetic radiation
in a weak or sub-weak interaction.
The menagerie of different theorised exotic dark matter candidates is extensive. As a
result, we concentrate on the currently favoured candidate, Weakly Interacting Massive
Particles (WIMPs), and overview a number of others only briefly.
2.4.1 Weakly Interacting Massive Particles (WIMPs)
WIMP is a generic term used to describe an electrically neutral, massive (GeV to TeV)
weakly interacting particle, assumed to carry a conserved quantum number. In the
early Universe these particles would have been created thermally in great numbers.
As the Universe expanded and cooled, particle concentration would then have frozen
out when the expansion rate overtook the annihilation rate, leaving a relic density of
WIMPs. Simple calculations demonstrate that the strength of the weak interaction is
of the correct order to produce a relic density of WIMPs contributing substantially to
Ωm.
The standard model of particle physics (SM) [50, 51] is a framework which has
proved very successful in describing the fundamental structure of matter, describing the
fundamental particles and forces with the exception of gravity. The standard model has
successfully predicted the existence and properties of the W and Z bosons, the gluon,
top and charm quarks, with particular precision. Despite its dominant position in
particle physics over the past decades, the theory is incomplete. Besides not accounting
for gravity or explaining the neutrino mass, it requires fine-tuning of the fermion and
boson couplings to 1 part in 1014 to solve the Gauge Hierarchy Problem [52, 53, 54] and
fails to unify the strong, weak and electromagnetic forces at high energy. The Gauge
Hierarchy Problem is centred around why the weak force is 1032 times stronger than
gravity and why the Higgs mass is so much smaller than the Planck mass. Quantum
corrections should yield a Higgs mass at the Planck scale and an unnatural level of fine-
tuning, with precise cancellation of the basic mass terms with quantum fluctuations, is
required.
The theory of supersymmetry (SUSY) [56, 57, 58, 59] provides an elegant solution
to some of these issues. The situation is analogous to the discovery of antiparticles,
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Figure 2.12: The magnitude of the gauge coupling constants as a function of energy in
the standard model (left) and in the minimal supersymmetric model (MSSM) (right)
[55]. The gauge couplings U(1), SU(2) and SU(3) represent the symmetries underlying
the electromagnetic, weak and strong forces respectively.
with the introduction of an additional symmetry. In SUSY all standard model particles
have a supersymmetric partner, or superpartner, with identical quantum numbers but
∆spin = 1/2. This means that all fermions have bosonic superpartners, identified by
the prefix s, e.g. the squark and the slepton [60]. Similarly, all bosons have a fermionic
superpartners denoted by the suffix ino, e.g. the Wino (superpartner of the W boson)
and the Higgsino.
SUSY models solve the Hierarchy problem by removing the sensitivity of the Higgs
boson mass to the energy scale at which new physics is set through cancellations of
the basic mass terms with those of superpartner particles, reducing the level of tuning
required. The unification of forces at high energies is expected and vital for a grand
unified theory (GUT), but the projected gauge couplings from the SM fail to converge
(as shown in Figure 2.12). SUSY models reconcile this problem, with the couplings
converging at ∼1016 GeV [61]. This brings theory into much better agreement with
experimental limits placed by proton decay [50].
For SUSY to maintain the conservation of baryon and lepton number, an additional
symmetry is required, known as R-parity, yielding a conserved quantum number [58]:
R = (−1)3(B−L)+2S , (2.18)
where B is the baryon number, L is the lepton number and S is the spin, with R = +1
for ordinary particles and R = −1 for their SUSY partners. Conservation of R-parity
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has three consequences: production of SUSY particles can only occur in reactions of
particle pairs (e.g. e+e− → e˜+e˜−), heavy superpartners may decay into lighter SUSY
particles (e.g. e˜ → eγ˜) and the lightest supersymmetric particle must be stable, with
no kinematically-allowed negative R-parity state for it to decay into. In many flavours
the lightest supersymmetric particle (LSP) is the neutralino, a combination of the four
mass eigenstates, made from the zino, photino and 2 higgsinos, all of which have the
same quantum numbers [62, 63].
The minimal supersymmetric standard model (MSSM) [64] is the SUSY extension
to the standard model with the minimal particle content. Despite generally having over
120 free parameters, most MSSM models reduce this number by making well motivated
assumptions, reducing the number of free parameters to just five. Whilst in some SUSY
models the LSP could be the gravitino [65] or sneutrinos [2], in MSSM the lightest
neutralino, χ˜01, constitutes the LSP.
As a consequence of R-parity conservation, after freeze out the heavier superpartners
will decay, leaving the LSP as a relic. The LSP WIMPs will freeze out at T ≃ mχ/20
(largely independent of the particle properties), meaning that they are non-relativistic
at the time of thermal decoupling, yielding a cold dark matter scenario (CDM). As
mentioned previously, estimates of the relic density suggest that WIMPs, such as the
LSP, should form a significant component of (if not all of) the dark matter.
The most promising method of exploring supersymmetry is with particle accelerators,
where missing transverse momentum observed in collisions would provide evidence for
SUSY particles. To date no SUSY particles have been found, although accelerator
experiments have allowed constraints to be placed on their masses. Current accelerator
searches have placed a lower limit on the mass of χ˜01 at 37 GeVc
−2 [66]. Calculations
using the latest WMAP data provide an upper limit on the mass of 500 GeVc−2 [65].
Due to the underlying motivations for supersymmetry and the excellent candidate
particle resulting from it, the neutralino is the currently favoured candidate for dark
matter, with a huge range of direct and indirect detection techniques being explored.
Whilst accelerator searches should provide evidence for SUSY particles within the next
few years, detection by non-accelerator experiments is required to show that the LSP
is indeed the galactic dark matter. Searches for the rare, weak interactions between
WIMPs and ordinary matter is the focus of this thesis.
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2.4.2 Other candidates
Whilst WIMPs are the clearly favoured candidate for dark matter, they are not the
only possibilities. Here we briefly discuss two of the other potential well-motivated
candidates: neutrinos and axions.
Neutrinos
Neutrinos are part of the lepton family in the standard model of particle physics. The
three neutrino flavours (electron, muon and tau), all interact through the weak force
alone, and the absence of strong or electromagnetic couplings leave them weakly cou-
pled with baryonic matter. In the standard model neutrinos are massless; however,
measurements of neutrino oscillations [67, 68] prove them to possess a non-zero mass.
In standard Big Bang theory, a large number of neutrinos would have been produced
in the early Universe which, combined with their weakly interacting nature and non-zero
mass, meant that they were a promising dark matter candidate [69]. By applying an
upper limit to the mass of the neutrino (from β-decay experiments) of mνe < 2.05 eV
[70], an upper limit can be placed on the total neutrino relic density, Ωνh
2 . 0.07, which
is clearly incompatible with neutrinos dominating the dark matter sector.
Additionally, due to their small mass, neutrinos must have remained relativistic
at freeze out, retaining an energy ∼1 MeV. Due to their weakly interacting nature
they cannot be slowed significantly, yielding a Hot Dark Matter (HDM) scenario. Hot
dark matter has been ruled out as the dominant form of dark matter from studies of
the formation and evolution of large scale structure [71], as the fast moving particles
cannot coalesce to form significant gravitationally bound structures. A more stringent
constraint can be placed on their relic density by combining observations of large scale
structure and CMB anisotropies, implying Ωνh
2 < 0.0067 (95% C.L.). As a result,
neutrinos can no longer be considered as the dominant dark matter component, although
they may play a role in a mixed dark matter model [72].
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Axions
Axions were first proposed as a solution to the strong CP problem in theories of particle
physics [73, 74, 75]. The strong interaction in the standard model, governed by QCD,
should produce CP violation, although this has not been observed. In fact, constraints
placed on the strong CP violation term, through high-precision measurements of the
neutron electric dipole moment, require it to be extremely small. The question of why
this parameter should be so close to zero, provides a naturalness issue, known as the
strong CP problem.
One of the most elegant and compelling solutions to the strong CP problem, the
Peccei-Quinn mechanism, was developed in the late 1970’s. The axion particle is a result
of this mechanism, additionally occurring naturally from many superstring theories.
Despite having a very small mass, axions are an interesting candidate for CDM due to
their non-thermal production method [76, 77].
Axions have not been detected to date, although experimental efforts are ongoing.
One of the most promising approaches for axion searches utilises the axion-to-photon
vertex, where a conversion between axions and photons can occur within a strong elec-
tric or magnetic field. The CERN Axion Solar Telescope (CAST) uses a strong magnet
to search for the predicted flux of solar axions, but has so far only succeeded in placing
constraints on the mass and photon coupling [78, 79]. Another approach is to look for
changes in the polarisation of light as it passes through a vacuum in a strong magnetic
field. Using this technique the PVLAS experiment originally claimed an effect which
could have been interpreted as an axion mass of 1–1.5 meV [80], although this was at
odds with other experimental and astrophysical constraints, and was later retracted
after further studies showed instrumental affects were the cause [81]. Similarly, con-
straints can be placed on the mass and coupling of axions due to the predicted effects
in astrophysical situations, such as energy loss from stars [82, 83, 84].
Despite their extremely small mass and the absence of an experimental discovery,
axions remain a potential candidate contributing to the non-baryonic dark matter in
the Universe. As with the neutralino, the motivation of the axion hypothesis is deep-
rooted in particle physics theory, with their potential as a dark matter candidate being
incidental.
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2.5 Indirect WIMP Searches
Indirect searches for non-baryonic dark matter look for the products of dark matter
annihilations. The amount of radiation produced will be proportional to the annihi-
lation rate, which is in turn proportional to the square of the dark matter density.
Therefore, searches for this radiation generally concentrate on regions (often termed
amplifiers) such as the galactic centre, or even in compact objects such as stars and
planets. This would occur as the dark matter interacts (however weakly) with the
dense matter, loses energy and gets captured into a lower energy orbit until the cen-
tral density increases. Annihilation photons cannot escape from such compact objects,
however neutrinos would provide a potential signal.
The flux of γ-rays from neutralino annihilations at the galactic centre can be pre-
dicted, although a significant uncertainty arises from the unknown slope of the dark
matter profile in the region. The annihilations mainly produce a continuum γ-ray spec-
trum, but may also emit mono-energetic γ-rays from:
χχ→ γγ χχ→ γZ . (2.19)
These mono-energetic lines offer a potential “smoking-gun” signature for the exisistence
of dark matter, although the processes leading to lines imply small fluxes. Different
experiments have searched or are currently searching for such γ-ray signatures include
EGRET [85], FERMI (formerly GLAST) [86], INTEGRAL [87] and MAGIC [88]. Sim-
ilarly, the ANTARES and ICECUBE experiments are searching for the neutrinos which
may also be a remnant from such dark matter annihilations. Other sources of indi-
rect signals are also under investigation, such as synchrotron radiation from secondary
electrons (from neutralino annihilations) at the galactic centre. A review of potential
signatures and the mechanisms behind them is given in [2] and references therein.
Anti-particles constitute a small fraction of the total flux of cosmic rays as they
are primarily produced through secondary processes in interactions of cosmic-ray nuclei
with the interstellar medium. Such secondary processes predict a cosmic-ray back-
ground spectrum with a certain energy-dependent positron fraction. However, such
anti-particles may also be the products of dark matter annihilations or of astrophysical
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objects such as pulsars, these are known as primary sources. Therefore the observation
of an excess in the positron fraction could provide an indirect dark matter signature.
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Figure 2.13: Positron fraction measured by the PAMELA experiment compared with
other previous data, showing an excess above the predicted background spectra (con-
tinuous line) above 10 GeV and a deficit below 5 GeV due to variations in solar activity
[89] (and references therein).
Recent reports of an excess in the positron fraction from cosmic rays have been in-
terpreted by some as a dark matter signature. The space-based PAMELA experiment,
measuring the positron flux in data recorded between 2006 and 2008, observed an ex-
cess in the positron/electron ratio above the expected model for the background [89]
(shown in Figure 2.13). They concluded that a primary source was required, either
astrophysical or from dark matter annihilation. These results follow the observation of
another discrepancy by the ATIC balloon experiment, which measured the total flux of
electrons plus positrons. Their data showed an excess in the total flux between 300 and
800 GeV, again implying the existence of a primary source [90]. The first results from
the FERMI-LAT satellite also show an excess in the total flux in the 300 to 800 GeV
region, although to a lesser extent than ATIC. A lower flux is also seen at low energies
although this is attributed to variations in the solar activity.
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These observations were seized upon by some theoreticians, devising a number of
exotic dark matter models to account for the observed excesses. However, as discussed
in [91], the excess fluxes observed are clearly consistent with well-known pulsars. Sim-
ilarly, interpretation of the PAMELA and FERMI-LAT data in terms of dark matter
annihilations requires additional boost and enhancement factors. Thus far there has
been no convincing indirect evidence for a dark matter annihilation signature, although
ongoing searches will continue to probe ever more interesting regions of the parameter
space.
2.6 Direct Detection Experiments
WIMPs, in the form of neutralinos (the lightest SUSY particle), are the currently
favoured candidate, with their motivation rooted in new particle physics theory be-
yond the standard model. As a result, there is a concerted effort by many groups across
the world to develop potential techniques for detecting galactic WIMPs directly. Due
to the weak or sub-weak nature of the interactions of such particles, they will interact
with baryonic matter very rarely, producing low energy nuclear recoils when they do
scatter.
Dark matter searches currently look primarily for the WIMP-nucleon interactions in
the form of nuclear recoils, which are distinct from the majority of radioactive back-
grounds (γ and β) which produce electron recoils in the target through interactions
with the electronic subsystem. The remaining potentially problematic background for
the current generation of instruments are neutrons which produce nuclear recoils, mim-
icking the signal expected from WIMPs.
WIMP-nucleus scattering is expected to be elastic, and as a result the energy transfer
can be calculated through the kinematics of the interaction. This produces an expo-
nentially falling differential energy deposition spectrum which is dependent upon the
WIMP mass, the mass of the target species, and the velocity of the WIMPs with re-
spect to the target. Figure 2.14 shows the recoil spectra for different WIMP masses
scattering off a xenon target, with the spectra hardening with increasing WIMP mass.
The importance of the mass of the target species is shown later in Figure 3.1, where it
is clear that an increase in the mass of the target species enhances the expected rate
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at low energies. A discussion of the calculation of recoil rates is provided in Chapter 6,
following the methods described in [92].
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Figure 2.14: The differential energy spectra expected for different WIMP masses scat-
tering on a xenon target. The rates assume a spin-independent scattering cross-section
of 1× 10−07 pb and a 100 kg·day exposure.
WIMP-nucleus scattering results from an expected WIMP-quark scattering channel.
For neutralinos, in particular, this can involve squark or Z-boson exchange, for example.
A scalar (spin-independent) WIMP-quark interaction would result in a WIMP-nucleus
cross-section which is determined by:
σ =
4m2r
π
(Zfp + (A− Z)fn)2 (2.20)
wheremr is the reduced mass of the WIMP-nucleon system, fp,n is the coupling term for
WIMP-proton or WIMP-neutron. As there is no difference between the coupling terms
for protons and neutrons, the cross-section has a A2 dependence. This clearly favours
the use of heavier target species, where the interaction rates will be increased by this
enhancement factor. This means that searches are currently setting the most stringent
limits on spin-independent cross-section. However, for an axial-vector (spin-dependent)
interaction between WIMPs and nucleons, the cross-section is no longer dependent on
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the A of the target species, but becomes proportional to J(J+1), where J is the nuclear
spin. This removes the advantage of using heavier elements and promotes target species
with a favourable spin factor (such as 19F or 127I).
Due to the extremely rare and low-energy nature of interactions between WIMPs and
target species, it is crucial that instruments searching for them are operated in extremely
low-background configurations. Consequently, careful selection of detector components
and external shielding is required. However, on the Earth’s surface, any detector will
be swamped by cosmic rays and associated backgrounds, rendering the instruments
useless for rare-event studies. Consequently, the search for WIMP dark matter has been
forced underground into laboratories where the cosmic rays are shielded by hundreds
(or thousands) of metres of rock. These underground laboratories are often located in
mines or road tunnels where basic infrastructure is already in place. As the different
rock compositions at the different sites will vary, giving different effective shielding, it is
common to denote the water-equivalent (w.e.) shielding for each site. Figure 2.15 shows
the relationship between the muon flux and the water-equivalent depth with different
underground laboratories across the world noted. Some of the different underground
laboratories have been reviewed in [93] and [94].
A multitude of techniques have been applied to the problem of detecting WIMP-
nucleon scattering. To achieve the excellent sensitivity required, high atomic mass A,
large target mass and low energy threshold help to boost event rates, with a low back-
ground and good discrimination aiding the signal-to-background ratio. Many different
target species have been applied to the challenge of detecting WIMPs, each having
advantages and disadvantages. A variety of different target species will be important
when it comes to characterising the dark matter particles after a detection has been
made, as the different species will provide different scattering properties and reduce any
associated systematics.
Three different energy deposition channels exist: scintillation (as a result of exci-
tation), ionisation and heat. These signals can be measured either individually or in
combination, for single events. Alternatively, the expected directional dependence of
a signal, as the Earth (and hence the target), moves through the dark matter halo,
can help infer the presence of a signal. In its simplest form this would be observed as
an annual modulation in the event rates over and above a constant background, with
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Figure 2.15: Relationship between depth and muon flux for some of the major under-
ground laboratories [95].
the eventual aim being to measure the directional information for individual events,
facilitating the long-term goal of “WIMP astronomy”, measuring the local halo prop-
erties. Figure 2.16 details the different channels for detection and experiments which
utilise them. In this section we will briefly review the two current leading WIMP search
techniques, liquid noble gases and cryogenic detectors, outlining the detection principles
and resulting limits on WIMP-nucleon scattering. We will also discuss other potential
techniques being developed.
2.6.1 Noble gas detectors
One of the most promising techniques being applied currently to search for WIMPs is
the use of liquid noble gases as a target medium. Particle interactions in the condensed
phase produce scintillation and ionisation. Elastic interactions of neutrons or WIMPs
cause a xenon nucleus to recoil, whereas γ-rays and β particles interact through elec-
tron recoils. The ratio of ionisation/scintillation outputs depends on the type of recoil
through differences in track topology caused, ultimately, by the different rates of elec-
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Figure 2.16: Diagram of energy deposition channels (and combinations of channels)
utilised in dark matter searches.
tronic and nuclear energy loss and the varying degree of charge recombination in each
case. A more detailed description of the excitation processes is given in Chapter 3.
In the case where scintillation alone is measured (single-phase detectors using liq-
uid alone), some discrimination power is available from the scintillation pulse shape,
characterised by variations in the apparent scintillation time constant [96]. However,
two-phase detectors (with both liquid and gas layers) can measure both the scintillation
and ionisation produced. Application of an electric field across the liquid causes the free
electrons liberated by a particle interaction to be drifted to a region or surface where
they can be detected. The currently-favoured method of measuring the ionisation is
to emit the electrons into a thin gas region, where a higher field produces proportional
electroluminescence as the electrons drift through the gas. This is a large gain pro-
cess, with a large number of photons produced per ionisation electron. The two signals
can then be recorded by the same array/s of photomultiplier tubes, with no need for
different readout technologies for each response channel.
Several noble gases (with properties summarised in Table 2.1) have been considered
for WIMP search experiments: xenon, argon, kryton and neon. They each have their
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own advantages and are an attractive prospect for WIMP searches for a number of
reasons, which are described in Section 3.1 for the case of xenon. For this noble element,
both detection methods, single-phase and two-phase, have been demonstrated and used
to place constraints on the WIMP-nucleon scattering cross-section. Single-phase xenon
was demonstrated by the UKDMC with the ZEPLIN-I detector operating at Boulby
[97]. ZEPLIN-I is discussed in more detail in Chapter 3, producing a limit with a
minimum of σw−n = 1.1 × 10−6 pb. The japanese XMASS experiment [98] will consist
of an 800 kg liquid xenon target, entirely surrounded by photomultipliers. It will utilise
the excellent self-shielding afforded by xenon, creating an extremely low-background
central target region. It aims to begin underground operation soon, with a projected
sensitivity of about σw−n = 1 × 10−9 pb, assuming the detector operates as designed
and remains background free.
Table 2.1: Properties of noble gases of interest for dark matter targets.
Z (A)
Boiling Point ρ at BP Scintillation λ
at 1 atm [K] [g/cm−3] [nm]
Ne 10 (20) 27.1 1.21 85
Ar 18 (40) 87.3 1.40 125
Kr 36 (84) 119.8 2.41 150
Xe 54 (131) 165.0 3.06 175
The DEAP/CLEAN collaboration are planning to make use of the same technique,
but instead using argon [99, 100]. The previous DEAP and CLEAN collaborations have
demonstrated the technologies applied to smaller target volumes. The 7 kg liquid argon
DEAP-1 target demonstrated the excellent pulse-shape discrimination between electron
and nuclear recoils offered by argon, with γ-ray rejection at the level of 6× 10−8. They
intend to construct a 3600 kg argon target at SNOlab (Canada) using a similar detector
geometry to XMASS, aiming to begin data-taking in 2010.
The use of two-phase noble gas systems has been extensively demonstrated with four
WIMP-exclusion limits published. Two-phase xenon has been the leading technology,
with the ZEPLIN programme producing limits from two different two-phase detectors.
The ZEPLIN-II [101] and ZEPLIN-III [102] detectors are the subject of this thesis, with
description of the experimental setups and data analysis chains. ZEPLIN-II produced
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the first WIMP search result from a two-phase noble gas instrument, setting a limit of
σw−n = 6.6× 10−7 pb [101]. The first science run of ZEPLIN-III yielded a limit on the
cross-section of σw−n = 8.1 × 10−8 pb, placing it as one of the world’s leading WIMP
search experiments [103].
XENON10 [104], a detector operated at Gran Sasso, used a similar detector geometry
to ZEPLIN-II, but with an additional array of PMTs located in the liquid, greatly
increasing the light yield and thus enabling a lower energy threshold. They used a
slightly lower drift field to that in ZEPLIN-II, demonstrating a similar separation of
electron and nuclear recoils. From their 58 day background data set, they were able
to place a 90% upper confidence limit, using the Yellin optimum interval method, of
σw−n = 4.5× 10−8 pb for a 30 GeV/c2 WIMP [104]. The two-phase xenon experiments
operated thus far have been successful in placing meaningful constraints on WIMP-
nucleon scattering, as well as demonstrating the power of the two-phase technique for
WIMP searches.
The WARP collaboration have operated a detector with a similar concept to that
of the two-phase xenon detectors, but utilising argon as the target medium [105]. This
has the advantage of supplying an additional discriminant parameter, from pulse-shape
analysis given that the difference in scintillation time constants for nuclear and electron
recoils is very large in liquid argon. However, due to the lower A and larger threshold
compared with xenon, the expected scattering rate will be much lower.
The demonstration of the technology and initial results have been carried out with
detectors with an active volume up to ∼ 35 kg. The next step in the search for WIMPs
is to scale these detectors up using essentially the same technology and operating prin-
ciples. The development of even lower background photomultplier tubes was vital for
large instruments with copious numbers of PMTs, a task which has been addressed by
several groups. The next phase will employ target masses of order 100–300 kg, which
should push the constraints on the WIMP properties into the currently favoured areas
of the parameter space, namely through the US-led XENON100 and LUX300 instru-
ments. Tonne-scale systems are already being designed, with the UK expected to play
a major role with the newly formed LUX-ZEPLIN collaboration.
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2.6.2 Cryogenic detectors
The other leading technique is that of cryogenic detectors, utilising crystals cooled to
mK temperatures. When a particle interacts in a crystal, the majority of the energy
is transferred to lattice vibrations (phonons). This energy is unquenched for nuclear
recoils (unlike ionisation and scintillation), allowing (potentially) for very low energy
thresholds.
Due to the large unquenched fraction of deposited energy, phonons are an excellent
measure of the energy deposited, providing excellent energy resolution. When mea-
surement of the heat is combined with that of another, quenched, excitation channel
(scintillation or ionisation), very good discrimination can be achieved. Here the phonon
channel provides the energy scale and the ratio of the second channel to the phonon
channel provides the discriminant.
The Cryogenic Dark Matter Search (CDMS) is a US-based collaboration currently
operating at the Soudan underground laboratory [106, 107]. CDMS have been develop-
ing the technique of combined phonon and ionisation readout from Ge and Si crystals
and their current experimental setup, CDMS-II, employs 19 Ge (250 g each) and 11 Si
(100 g each) Z-dependent Ionisation and Phonon (ZIP) detectors, cooled to ∼ 40 mK.
Each detector forms a 1 cm thick disk, 7.6 cm in diameter, with ionisation readout
from one flat face and phonon readout from the other. Recent improvements in readout
techniques, measuring the timing of the signal, allows rejection of surface events where
suppression of the ionisation signal from electron recoils mimic nuclear recoils.
The most recent results published by CDMS-II, combined a re-analysis of their 2002
and 2003 data with newer data from 2008. The 2008 data alone showed no events in
their WIMP search region (as shown in Figure 2.17), yielding a Poisson 90% confidence
upper limit with a minimum at 6.6 × 10−8 pb for a WIMP mass of 60 GeV/c2. The
analysis of the combined dataset produced a world leading limit with a minimum at
4.6 × 10−8 pb for a 60 GeV/c2 WIMP. The experiment has continued acquiring data,
but has yet to announce further results.
The EDELWEISS experiment operates at the Laboratoire Souterrain de Modane in
the Frejus Tunnel, France. Working on the same detection principle, measuring both
phonons and ionisation, they published results from a 320 g Ge detector. As with
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Figure 2.17: Discrimination scatter plot from the CDMS-II 2008 data [107], before
(top) and after (bottom) applying an event timing cut. The blue dotted line defines
their experimental threshold and the solid red lines define the signal region.
CDMS, they proved the technique to have excellent discrimination between electron
and nuclear recoils, shown by the large separation of the populations in Figure 2.18.
The 2001 data from EDELWEISS-I [108] produced an upper limit on spin-independent
WIMP-nucleon scattering cross-section of 7.2 × 10−6 pb for a 52 GeV/c2 WIMP. The
CRESST experiment [109] has developed detectors measuring phonons in combination
with scintillation. They have so far published results from a small initial setup with
their limit having a minimum of 6× 10−7 pb from an exposure of 67 kg·days [109].
The cryogenic experiments have demonstrated excellent discrimination, energy reso-
lution and low energy thresholds. These all suggest this to be a leading technology for
WIMP searches, but they are hampered by some serious drawbacks which will hinder
their progress in sensitivity. The issue of surface contamination producing suppressed
signals in their search regions has been a major limiting factor, although new detector
techniques currently being demonstrated show this problem to be greatly mitigated.
Increasing the event rate in WIMP search experiments depends of two factors, the A of
the target material (a weakness when compared with other target species such as Xe)
and the mass of the detector. High-purity crystals are not easy or cheap to produce,
with each detector limited to a few hundred grams. Hence, to achieve a large mass
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Figure 2.18: Calibration data from the EDELWEISS-I detector showing the electron
and nuclear recoils populations, defining the signal (red lines) and background (blue
lines) regions and the experimental threshold (green line) [110].
target many detector modules are required and this increases not only the cost, but also
the complexity and the background within the cryostat. It is also clear that cryostats
themselves are a limiting factor, with long cooling/warming times adding to the length
of commissioning periods. However, cryogenic detectors are a key technology which may
play an important role in detecting and characterising WIMP dark matter.
2.6.3 Other techniques
Alongside the impressive progress made using liquid noble gas and cryogenic detec-
tors, other techniques are being developed. We summarise briefly two of these: bubble
chambers/superheated liquids and directional detection, through both annual modula-
tion searches and event-by-event directionality.
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Bubble chambers and superheated liquids
A relatively recent technique in the field of WIMP searches is the use of bubble chambers
and superheated liquids. The WIMP target for the PICASSO experiment [111] is su-
perheated C4F10 droplets dispersed in a viscous medium. The superheated (i.e. heated
well above boiling point) material is extremely unstable, with any slight perturbation
triggering a sudden phase transition from liquid to gas. A WIMP scattering from one
of the atoms in a target droplet will result in such a transformation, creating an acous-
tic pulse through the medium, which can be detected by piezoelectric sensors. Such
detectors can be made virtually blind to the electron recoil background, as the much
greater rate of energy loss from nuclear recoils triggers bubble formation at much lower
energies. PICASSO quote an electron recoil background rejection of 10−7 for a nuclear
recoil threshold of 5 keV.
The SIMPLE collaboration [112] utilises a similar technique, with C2CIF5 as the
working medium. Such species provide good targets for spin-dependent interactions
(due to the favourable nuclear spin of fluorine), but yield poor sensitivity for spin-
independent interactions. In general, superheated droplet detectors offer an excellent
prospect of having a target virtually free from electromagnetic background. Despite
being some way off producing competitive constraints on spin-independent scattering,
they are currently reporting significant spin-dependent results [113], helping to constrain
primarily σw−p.
Directional detection
The most basic form of directional detection is the search for an annual modulation
in signal rates. The DAMA experiment uses this approach, forgoing pulse-shape dis-
crimination, and instead searching for an annual modulation in observed event rates.
As the Earth moves around the Sun, its velocity with respect to the halo dark matter
varies, yielding a modulation in the scattering rate. DAMA initially operated a 100 kg
high-purity NaI target for 7 years (DAMA/NaI), before upgrading to 250 kg target
(DAMA/LIBRA), for a further 4 year run [114]. Both experiments observed an annual
modulation in the signal with 8σ confidence [115], as shown in Figure 2.19.
The effect is clear, although the explanation is not. In the most recent analysis of
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Figure 2.19: Residual event rate of single-hit scintillation events in the DAMA/NaI
and DAMA/LIBRA experiments in three different energy ranges. The curve shows the
best-fit modulation signal to the data [115].
the complete data-set, potential environmental and experimental sources of modulation
have been considered and determined to be insignificant. However, the WIMP properties
implied by the modulation results are almost totally excluded by other direct detection
experiments. For the DAMA results to be compatible with other experimental data,
a different interaction mechanism must dominate. This could be manifest through
interactions with electrons rather than nuclei, which are not well studied with the other
detection techniques. Consequently, theoreticians have been hard at work developing
models which can reconcile all the observations, such as inelastic dark matter [116].
The modulation observed by the DAMA experiment is no longer in doubt, and it
is indeed the case that many of its characteristics agree with those required by a dark
matter signature (correct phase, amplitude, single scatters only). Although, an unknown
background or experimental effects could still provide a potential explanation, as could
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variability in the potassium contamination which provides a low energy calibration
feature at 3.2 keV [114], in the low-energy range of interest. If, however, the modulation
is a result of dark matter interactions, new interaction models will probably be required.
The eventual goal of direct WIMP searches would be WIMP astronomy, providing
definition of the local dark matter halo. The directional signature could also provide
strong support for the detection of dark matter. Annual and diurnal variations will help
indicate a dark matter signature, measuring directionality by population. However, the
ultimate goal would be directional information on an event-by-event basis. To this end,
there are currently several experiments in their early stages, working towards the goal
of directional measurements of nuclear recoils. These include the DRIFT programme
[117, 118] operating at Boulby mine and R&D with the DM-TPC [119], NEWAGE [120]
and MIMAC [121] programmes.
2.7 Summary
The current period in the development of instruments searching for WIMP dark matter
is an exciting one, with sections of parameter space favoured by MSSM being probed
for the first time, with different and equally promising techniques being pursued. Fig-
ure 2.20 shows the current world status (mid-2009) of constraints which have been
placed on spin-independent WIMP-nucleon scattering. The currently favoured regions
of the parameter space (shaded in green in Figure 2.20) are determined through Monte-
Carlo simulations of different MSSM models incorporating current observations from
a wide range of experiments [122, 123]. Over time these regions change as they fur-
ther constraints help inform the models. Three experiments: ZEPLIN-III, XENON10
and CDMS-II, currently provide the most stringent limits at the ∼ 5 × 10−8 pb level,
beginning to test the currently favoured parameter space [122].
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Figure 2.20: Current world status of experimental constraints placed on the spin-
independent WIMP-nucleon scattering cross-section, as a function of WIMP mass. The
red shaded region shows the claimed detection by the DAMA experiment, with the
green regions showing the currently favoured MSSM parameter space [124].
Chapter 3
The ZEPLIN programme
Searches for dark matter in the form of WIMPs began in the UK in the late 1980s with
investigation of different potential WIMP search techniques, within the framework of
the UK Dark Matter Collaboration (UKDMC). The need for a low-background environ-
ment for such studies led to the establishment of the Boulby Underground Laboratory.
Initially, the UKDMC, consisting of Imperial College London, the Rutherford Apple-
ton Laboratory, University of Sheffield, Royal Holloway, Birkbeck College, Queen Mary
London, Nottingham University and the University of Edinburgh, focused its efforts on
utilising NaI scintillators for WIMP searches [125]. The culmination of this work was
NAIAD, an array of encapsulated NaI detectors, which acquired data used to set upper
limits on the spin-independent WIMP-nucleon scattering cross-section in 2003 [126] and
2005 [127].
In partnership with other international collaborating groups (UCLA, Texas A &
M, University of Rochester, LIP-Coimbra, ITEP Moscow), the UKDMC began work
on more complex detectors with enhanced sensitivity to WIMP interactions. These
included the use of liquid xenon as a target medium [96], with the ZEPLIN detectors,
and low-pressure time projection chambers aiming to probe the directionality of WIMP
scattering, with the DRIFT detectors [117, 118].
The ZEPLIN programme (ZonEd Proportional scintillation in LIquid Noble gases)
utilises liquid xenon as a target for WIMP scattering, with three detectors (ZEPLINs
I, II and III) each having their own specific designs and characteristics. ZEPLIN-I
used a single-phase (liquid) target measuring scintillation alone and using pulse-shape
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discrimination to distinguish between nuclear and electron recoils. ZEPLIN-II and III
utilise a two-phase setup measuring both scintillation and ionisation, with the ratio of
the two providing enhanced discrimination power. The two-phase systems exploited
very different designs and engineering solutions which would enable the best features of
each instrument to be selected, effectively prototyping technologies for a future tonne-
scale xenon experiment, ZEPLIN-MAX.
In 2007 the UKDMC ceased to exist following the completion of the ZEPLIN-II
experiment, with separate collaborations based around the ZEPLIN-III and DRIFT-
II experiments resulting. The ZEPLIN-III collaboration consists of Imperial College
London, STFC Rutherford Appleton Laboratory, University of Edinburgh, LIP-Coimbra
and ITEP Moscow, totalling some 30 active members.
In this chapter I will review the physics processes at work in liquid xenon as a
radiation detection medium, provide a brief description of the ZEPLIN-I experiment
and describe the ZEPLIN-II and III instruments with some discussion of operational
considerations, which I personally played a part in investigating.
3.1 Principles of WIMP detection using liquid xenon
In the previous chapter I described a plethora of different techniques applied to the
search for WIMP dark matter. However, the reasons for using liquid xenon as a tar-
get species are compelling, some relating to the nature of WIMP-xenon interactions
and others relating to its macroscopic properties. Listed below are some of the major
advantages of xenon as a WIMP target.
1. Liquid xenon has a high scintillation yield (comparable with NaI), and is trans-
parent to its own scintillation light, meaning that large volumes can be utilised
with little loss of sensitivity. Xenon scintillates in the vacuum ultraviolet (VUV),
centred at λ = 175 nm (∼ 7.1 eV) with a spectral width of about 10 nm [128].
2. Very high sensitivity is similarly achieved in the ionisation channel, where it is
possible to drift free ionisation electrons through a large depth of liquid, with the
limiting factor being electronegative impurities (which can be removed through
purification techniques). The sensitivity of the two-phase technique to single elec-
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trons released in a large volume of xenon was demonstrated in ZEPLIN-II (as
described in detail in Chapter 7 and [129]).
3. The size of the xenon nucleus (A∼131) provides a good kinematic match to the
favoured WIMP masses, enhancing interaction rates at low energies. Figure 3.1
shows the event rates expected from a perfect detector (i.e. one with 100% de-
tection efficiency and perfect energy resolution) made from some of the different
target species used in WIMP searches. Xenon clearly has a favourable event rate
at lower energies, for the same target mass.
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Figure 3.1: Expected event rate from a perfect detector for different target species (for
a WIMP mass of 60 GeV).
4. Xenon itself is intrinsically very radio-pure with no long-lived radioactive isotopes.
Commercial Xe usually has small amounts of Kr, and a small fraction of this is
85Kr, which is a β-emitter (T1/2 = 10.8 yr) of anthropogenic origin. Kr can be
removed by novel purification techniques; alternatively, pre-nuclear testing sources
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of xenon can be sought with very low levels of 85Kr, as is the case of the ZEPLIN -
III xenon from ITEP.
5. Liquid xenon is dense, ∼ 3 g/cm3 at 195 K, which means a large mass detec-
tor occupies a relatively small volume. This is extremely advantageous for the
construction of large scale detectors.
6. Liquid noble gas targets have the advantage of scalability to larger volumes using
the same technology, with a larger vessel required. This scaling also provides addi-
tional active self-shielding, where a region of xenon around the edge of the target
absorbs the majority of low-energy and surface backgrounds and can be sacrificed
to remove them, leaving a central volume with extremely low-background.
The scintillation produced by the interactions of ionising particles in noble gases
has been utilised as a mechanism for radiation detection since the 1950’s. An ionising
particle interacting with an atom of the target medium induces the emission of VUV
scintillation photons, with the number proportional to the energy deposited. Although
the exact photon yield remains somewhat uncertain, measurements have demonstrated
that, on average, between 12 and 40 eV are required to produce a scintillation photon
[130, 131]. These photons can be observed by a photomultiplier tube (or an array
of tubes) with quartz windows. The digitised pulses can then be characterised by
integrated pulse area, representing the energy deposited during the interaction, and
pulse-shape. Such characteristics can then be utilised to identify the type of interacting
particle.
Early work investigating two-phase emission of ionisation electrons was carried out
in the 1940’s [132], but the mechanism was not fully exploited as a method for radiation
detection until the 1970’s with the development of detectors using solid argon [133]. In
two-phase xenon, a particle interacting in the liquid xenon (LXe) target produces both
prompt scintillation photons and releases ionisation electrons. By applying an external
electric field to the liquid, some electrons can be extracted from the interaction site to
be detected independently. The currently favoured method of charge detection from a
liquid target relies on using electroluminescence to convert the ionisation signal into a
proportional photon signal in the gas phase [134]. Upon reaching the liquid surface,
electrons can be emitted into the gas phase with near unity efficiency at 5 kV/cm [135].
64 3.1. PRINCIPLES OF WIMP DETECTION USING LIQUID XENON
Once in the gas, they are accelerated by the stronger field there, collisionally exciting
atoms to produce many VUV photons through secondary scintillation. This allows both
primary and secondary signals to be detected with the same array of photon detectors.
Figure 3.2: Schematic of the processes occurring during an interaction in liquid xenon.
3.1.1 Liquid xenon scintillation
The interactions in the xenon proceed by two separate processes (described in Fig-
ure 3.2), both resulting in the production of VUV scintillation photons [136, 137]. The
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processes involve either the direct or indirect creation of the excited dimer, Xe∗2:
Direct excitation - exciton luminescence


Xe→ Xe∗
Xe∗ +Xe→ Xe∗2
(3.1)
Indirect excitation - recombination luminescence


Xe→ Xe+ + e−
Xe+ +Xe→ Xe+2
Xe+2 + e
− → Xe∗2
(3.2)
With zero electric field - and, to a lesser degree, at any finite field - the Xe+ and e−
can recombine, as in Eq. (3.2), yielding the same Xe∗2 state as in Eq. (3.1). The radiative
decay of this excited dimer produces a VUV photon. Two different time constants, 3 ns
and 27 ns [96], are observed for the production of scintillation from this mechanism (‘ex-
citon’ luminescence), resulting from the lifetimes of the singlet and triplet states of the
excited dimer. It has been observed that the ratio between the two states is dependent
upon the type of particle interacting. In the case of nuclear recoils, recombination is
fast and, as a result, scintillation emission is dominated by exciton luminescence alone.
However, in the case of electron recoils, with a longer, sparser ionisation track topology,
recombination luminescence becomes important, yielding an apparent time constant in
the region of 34-45 ns [138, 137], which is now determined by the mean time associated
with recombination in Eq. (3.2). This difference in the observed time constants for
nuclear and electron recoils allows some moderate discrimination to be achieved with
pulse-shape analysis in xenon, especially at zero field [96].
In addition, the different track topologies result in a variation of the scintillation
yield between electron and nuclear recoils. In the case of nuclear recoils from elastic
scattering, a portion of the energy of the incident particle (neutron or WIMP) will
be transferred to atomic motion (atom cascades), with only a fraction transferring to
the electronic subsystem. Consequently, there is a quenching of the observed energy
deposit when compared with deposition through electron recoils from γ-rays. This is
extremely important for WIMP search experiments as the aim is to detect and measure
nuclear recoils (fromWIMP interactions). However, energy calibrations of WIMP search
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detectors usually rely on γ-rays to provide a mono-energetic beam into the detector.
As a result, knowledge of the scintillation yields from the different particle interaction
types is required to convert this electron recoil energy (electron-equivalent), Eee, into
nuclear recoil energy, Enr, accounting for the lower scintillation yield for the same energy
deposition in nuclear recoil.
Measurement of the absolute scintillation yields from different particles is difficult
and, as a result, the relative scintillation efficiency (or Leff ) is measured as the ratio
of the two yields (nuclear recoil and γ-ray). Measurements of Leff are usually carried
out using a mono-energetic neutron beam, calculating the recoil energy kinematically
from the scattering angle, and comparing the response to that of a particular γ-ray
energy (typically 122 keV from 57Co). Due to the precision required at very low scat-
tering angles, low-energy measurements (below ∼ 40 keVnr) of Leff are difficult. Until
recently, measurements of Leff had only been made down to ∼ 10 keVnr with good
precision, showing a Leff that was broadly consistent with a constant value of 0.2 [139].
However, recent measurements [140] suggest a falling Leff at low energies. All these
measurements and energy calibrations rely on linearity in electron recoil response below
122 keV, which has not been decisively proven. Linearity is observed down to about
30-40 keVee; below this, confirmation becomes more challenging with low energy γ-rays
failing to penetrate detector walls.
3.1.2 Two-phase detectors
The application of a significant electric field progressively inhibits the recombination
process, with a fraction of the ionisation electrons extracted from the interaction site.
This reduces the discrimination power from scintillation pulse-shape, through progres-
sive removal of the slower recombination component for electron recoils. It does, how-
ever, open a new possibility: discrimination through simultaneous measurement of both
scintillation and ionisation.
The fraction of ionisation electrons drifted away from the interaction site is depen-
dent upon the electric field strength. This fraction will vary for different interacting
species (nuclear recoils, γ-rays and α-particles) as a result of their differing recoil track
configurations. This precipitates a suppression of the scintillation yield, with differ-
ent field dependencies measured for different particle types. Figure 3.4 shows these
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Figure 3.3: Plot showing measurements of the relative scintillation efficiency, Leff , as
a function of energy [140]. Symbols correspond to (◦) - Aprile et al, 2009 [140]; () -
Chepel et al, 2006 [139]; (△) - Aprile et al, 2005 [141]; (⋄) - Akimov et al, 2002 [142];
(×) - Bernabei et al, 2001 [143]; (▽) - Arneodo et al, 2000 [144]. The solid grey curve
is the result from a best-fit analysis of the XENON10 AmBe source between data and
MC [145]. Also shown is the theoretical prediction of Hitachi (dashed line) [146].
measurements along with the complementary variation in the ionisation channel. The
scintillation yield for electron recoils decreases significantly as the field increases, even
beyond the 5 kV/cm strength covered in the plot. Conversely, nuclear recoils demon-
strate weaker field suppression due to their differing track topology. At 1 kV/cm,
suppression of scintillation from nuclear recoils is only about 10%, compared to about
50% for electron recoils at the same field.
Until relatively recently, nuclear recoils were not known to produce any ionisation
and as a result their behaviour is not yet precisely understood. A gap remains in the
understanding of their scintillation suppression as only a single energy has so far been
measured, 56 keVnr. However, these suppression factors are very important as they
determine the nuclear recoil energy calibration of WIMP search data. Further studies
of field dependence at different energies are clearly required, perhaps in combination
with a study of Leff .
The energy scale in two-phase xenon instruments is determined by the scintillation
channel. External γ-ray sources are used to calibrate the response of the scintillation
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Figure 3.4: Measurements of the electric-field induced variations of the scintillation and
ionisation yields from electron recoils (ER), nuclear recoils (NR) and α-particles [147].
S(E)/S0 and Q(E)/Q0 are the scintillation and ionisation yields compared to their zero
field values.
channel to electron recoils, Eee. However, for WIMP search experiments the nuclear re-
coil energy, Enr, is required. For single-phase experiments this conversion is determined
simply by the Leff . However, the same conversion in two-phase instruments (discussed
further in Sections 4.6 and 5.10) additionally requires knowledge of the electron and
nuclear recoil scintillation suppression factors (se and sn):
Enr =
Eee
Leff
× se
sn
. (3.3)
Once electrons are liberated from the interaction site, they drift through the liquid
xenon following the electric field lines, with a drift velocity dependent upon the magni-
tude of the applied field. Figure 3.5 shows measurements of the electron drift velocity
as a function of field, showing ve− increasing, eventually reaching a saturation value of
∼ 3 mm/µs at a few kV/cm [148].
During their drift through the liquid they may be trapped by electronegative con-
taminants in the xenon. These contaminants can include O2, N2O and SF6, each with
different attachment cross-sections. The cross-sections for some of these species have
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Figure 3.5: Measurements of the drift velocity of electrons in liquid and solid xenon
[148].
been measured [149], and found to exhibit characteristic variations with the applied
electric field. For O2 and SF6 the attachment probability decreases with increasing
field, but N2O shows the opposite behaviour, with attachment more probable at higher
fields. The presence of such species in the liquid xenon results in a finite electron life-
time, τe− , for electrons drifting through the liquid, with τe− ∝ [X]−1, where [X] is the
concentration of the contaminant species.
Upon reaching the surface of the liquid, the electric field can lead to cross-phase
emission, with electrons passing from the liquid to the gas. The phase boundary between
liquid and gas acts as a potential barrier for electrons to cross, with the probability of
electrons crossing the boundary dependent upon the energy afforded them by the electric
field in the liquid. There is a minimum threshold energy which translates directly to
a field threshold, Ethres ≃ 1.5 kV/cm (i.e. for emission to occur El > Ethres). Above
this threshold the fraction of electrons being emitted increases until a field is reached,
∼ 5 kV/cm, which affords enough energy to the electrons for ∼ 100% emission.
Electrons emitted into the gas phase are accelerated by the strong electric field there,
collisionally exciting xenon atoms to form Xe∗2, which in turn radiatively decays pro-
ducing secondary VUV scintillation photons. The production of photons by electrolu-
minescence increases linearly with electric field. At lower fields, electrons do not gain
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Figure 3.6: Measurement of the cross-phase emission probability for electrons in liq-
uid xenon [135]. The line shows the parameterisation utilised in ZEPLIN-III detector
simulations [150].
enough energy between collisions to excite the xenon atoms, resulting in a threshold
field required to produce electroluminescence, ∼ 2 kV/cm. Measurements of the sec-
ondary scintillation yield have been made in room temperature gas and, more recently,
in cold saturated vapour (as found in two-phase systems). In the cold saturated vapour
the yield is found to be higher than at room temperature, corrected for the same atom
number density [151]. A summary of measurements is given in [152] (and references
therein) with Figure 3.7 showing the values both for the cold saturated vapour and
room temperature measurements. The electroluminescence yield per unit track length,
Y , is found to be a function of the electric field in the gas, Eg, and the gas density,
expressed through equivalent pressure for the same gas density at 0◦C, Peq:
Y = A× Eg −B × Peq , (3.4)
where A and B are experimentally determined constants, summarised later in Table 7.1.
A single electron transversing the gas layer can easily generate several hundred VUV
electroluminescence photons at a moderate field. This large gain provides excellent
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Figure 3.7: Electroluminescence yield measured in both cold xenon vapour and in room
temperature gas [152]. The references in the key are those referred to in [152], with “this
work” being the referenced paper.
sensitivity in the ionisation channel, with the signal being clearly distinct from primary
scintillation pulses.
Studies of the physical processes in liquid xenon are areas of current research, most
notably measurements of Leff . There is still uncertainty about the low-energy be-
haviour of this parameter in xenon, but also the energy-dependent field suppression.
For these purposes a study of the relative scintillation efficiency down to very low ener-
gies measured for different electric fields is required, helping to understand some of the
issues discussed in Section 5.10. Such studies are important for the analysis of future
WIMP search experiments using two-phase xenon.
The excellent properties of liquid xenon have resulted in both the single and two-
phase techniques being applied to the search for WIMP dark matter. ZEPLIN-I utilised
the moderate discrimination afforded by the differing scintillation pulse-shapes of elec-
tron and nuclear recoils, with the more powerful discrimination provided by the two-
phase method being exploited by the ZEPLIN-II and III instruments.
3.2 Boulby Underground Laboratory
The extremely rare nature of WIMP-scattering events requires an extremely low-background
environment. Although local sources of ambient neutrons and γ-rays can be mitigated in
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surface laboratories, this is not the case for cosmic ray-induced backgrounds. In the UK,
the best location for this purpose is the Boulby Underground Laboratory at the Boulby
mine. Located on the North-Eastern coast of England, between Loftus and Whitby, the
Boulby Mine has been mining potash and rock-salt since 1968, and is the deepest active
mine in Britain. 1100 m below the surface the salt seam provides an excellent location
for low-background experiments, since the halite rock in the salt seams is low in nat-
ural radioactivity. Measurements of rock-salt samples show an average contamination
of 30 ppb U and 150 ppb Th [153]. The rock overburden (2800 m water-equivalent)
provides an excellent shield to cosmic rays, reducing the muon flux by a factor of ∼ 106
(to (4.09 ± 0.15) × 10−8 muons/cm2/s [154]).
Earlier work by the UKDMC was carried out in the warm and dusty atmosphere
of the mine in less-than-ideal laboratory space, but in 2000 new facilities were opened
including over 750 m2 of air-conditioned clean lab space, including support facilities,
heavy-duty cranage, power and network infrastructure. The dark matter experiments
(ZEPLIN-I, ZEPLIN-II, ZEPLIN-III, DRIFT-I and DRIFT-II) are joined in the un-
derground facility by a low-background radioactivity measurement set-up and the SKY
experiment, exploring a link between cosmic rays and cloud formation [155], with future
projects currently under consideration.
3.3 ZEPLIN-I
The ZEPLIN-I detector was a single-phase instrument with three photomultipliers de-
tecting the scintillation from interactions in 5 kg of liquid xenon. It was installed
underground in mid-2001, operating until late 2002. Calibrations of the detector were
carried out during surface testing, but it was not possible to repeat them underground,
due to issues with the detector cooling.
The target vessel was made of copper (Cu-101 oxygen free) and lined with a PTFE
reflector to enhance the light yield. The instrument was cooled using a commercial
Polycold unit circulating coolant around the target, liquifying the xenon. The liquid
volume was viewed by three 8 cm PMTs (ETL 9265Q), operating near room tempera-
ture, viewing the liquid through quartz windows. The PMTs were located at the end of
individual 4 cm turrets, helping to reject low-energy background from the PMTs them-
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Figure 3.8: Schematic diagram of the Boulby Underground Laboratory. Credit:
UKDMC
selves. To reduce background from neutrons and higher energy γ-rays depositing small
amounts of energy through Compton scattering in the target, a 1.3 tonne liquid scintil-
lator veto surrounded the instrument. This acted as a neutron absorber/moderator and
also provided γ-ray shielding, with the instrument additionally surrounded by 25 cm of
Pb to attenuate γ-rays from the cavern.
Data was acquired with 1 ns sampling allowing for accurate measurement of the fast
scintillation pulses. To discriminate between electron and nuclear recoils, the difference
in scintillation pulse shape is utilised. Figure 3.10 shows an example of the calibration
of the instrument with an AmBe neutron source. The plots shows the distribution
of the effective time constant estimator, τm, in 20-30 keVee energy range. Scintillation
processes in xenon have three distinct time constants (from the singlet and triplet states
and charge recombination) which combine to form an effective time constant, dependent
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Figure 3.9: Schematic diagram of the ZEPLIN-I instrument located inside the liquid
scintillator veto and Pb shielding [97].
Figure 3.10: Top: τm distributions from a neutron calibration of the ZEPLIN-I instru-
ment [97], showing events in the observed energy range 20-30 keV from a tagged AmBe
source. Bottom: Illustration showing the effect of adding nuclear recoil events to an
electron recoil background population, producing a deviation in the low τm tail. [97]
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on the event topology, measured by ZEPLIN-I as a mean arrival time, τm. The peak
at lower τm results from nuclear recoils (where exciton luminescence dominates), with
the electron recoil population having a higher τm (with recombination luminescence
dominating). The clear difference shown allowed analysis of the shielded background
data from the underground science runs of the detector.
The science data were analysed by assessing the lower edge of the electron recoil
background population for a change of slope (as shown in Figure 3.10). If there were no
nuclear recoils (and hence WIMPs) present, then the slope should fall smoothly, with no
inflection. By statistical analysis of this tail for a deviation, an upper limit was placed
on the number of nuclear recoils present.
The ZEPLIN-I detector collected background data during three separate science runs,
which were combined accounting for variations in energy calibration and trigger thresh-
old (both measured with 57Co calibrations). The combined run time was 91.5 days,
providing a final exposure, from the 3.2 kg fiducial mass, of 293 kg.days. From analysis
of this data-set a 90% confidence limit on the spin-independent WIMP-nucleon scatter-
ing cross-section was set with a minimum at 1.1 × 10−6 pb at a WIMP mass of about
80 GeV, the best in the world upon its release [97].
3.4 ZEPLIN-II
Following the single-phase xenon search of ZEPLIN-I, the focus of the ZEPLIN collabo-
ration shifted to two-phase systems. Occasionally a WIMP particle passing through the
detector will scatter off a xenon atom producing a nuclear recoil. This recoil will create
prompt primary scintillation (S1), through a combination of direct and indirect exci-
tation, i.e. exciton and recombination luminescence. Some of the ionisation produced
by the interaction can be drifted away from the interaction site by an applied electric
field. Following emission into the gas-phase, electroluminescence is produced giving the
secondary signal (S2). The time between S1 and S2 is that taken by the electron cloud
to the drift to the surface, being a measure of the depth of the interaction in the liquid
(z coordinate). The location of the interaction in x and y can be determined from the
hit pattern of the S2 photons on an array of photomultipliers. Discrimination between
electron and nuclear recoils is afforded by the ratio of ionisation and scintillation, due
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to the structure of the tracks created by different interacting particles. ZEPLIN-II was
the first stage of the two-phase programme, building on prototype R&D work at CERN
[156, 157, 158], Imperial College London [159] and ITEP [160].
3.4.1 The ZEPLIN-II instrument
Figure 3.11 shows the geometry of the detector, with the 31 kg liquid xenon target
held in a truncated PTFE cone (inner radii of 16.2 cm at the top and 14.2 cm at
the bottom) and viewed from above by seven photomultiplier tubes, arranged in a
hexagonal array, located in the gas. The cold liquid (-100◦C) and gas layer are in
thermal equilibrium with any change in liquid temperature producing a variation in
gas pressure. The PTFE cone helps to define the active xenon volume and provides
good reflection of the VUV photons helping to improve the light yield. As with most
two-phase systems both the scintillation and ionisation channels are detected by an
array of photomultiplier tubes which, for ZEPLIN-II, were ETL low-background quartz-
windowed tubes (D742QKFLB) [161] with a room temperature quantum efficiency of
about 17% at 175 nm.
The electric field was created by applying voltage to three grids defining two distinct
field regions, the drift and extraction regions. The cathode grid was located at the
bottom of the xenon volume with the two extraction grids at the top, either side of the
liquid surface, defining the extraction region. The majority of the xenon lies in the drift
region, forming the target for the WIMP search, where the field, responsible for drifting
ionisation away from the interaction site, was produced by applying voltage between the
cathode and lower extraction grids. A 1 kV/cm drift field was applied during science
operations. Field shaping rings supported in the PTFE help define a uniform, vertical
field in the drift volume, aiding charge collection from near the side walls.
A stronger field is applied between the two extraction grids in order to facilitate cross-
phase emission with high efficiency and induce the production of electroluminescence
in the gas. The field in this region of liquid is known as the extraction field; with
a standard operating value was 4.2 kV/cm, the highest stable field achievable. The
extraction grids also define the field in the gas, the electroluminescence field, which
accelerates the electrons to produce secondary scintillation by collisional excitation.
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Figure 3.11: Schematic diagram of the ZEPLIN-II detector.
Calculation of the extraction and electroluminescence fields, either side of the liquid
surface, requires information about the liquid level (or, alternatively, gas thickness) and
the dielectric constants of the gas and liquid phases. The field in the liquid, El, is given
by:
El =
V(
ǫl
ǫg
× dg
)
+ dl
, (3.5)
where ǫl = 1.96 and ǫg = 1.00126 are the dielectric constants of the liquid and gas,
dg and dl are the thicknesses of the gas and liquid layers (where dg + dl = 1 cm in
ZEPLIN-II) and V is the voltage across the extraction grids. The field in the gas is
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roughly double that in the liquid:
Eg =
ǫl
ǫg
× El . (3.6)
The xenon vessel was constructed from high-purity copper, to minimise the radioac-
tive background, and was surrounded by a vacuum vessel of a cast stainless steel alloy.
Rigorous consideration and testing of all materials located around the target was re-
quired to minimise internal backgrounds. To reduce the external background, the de-
tector is surrounded by 25 cm of Pb γ-ray shielding and 30 cm of hydrocarbon neutron
shielding (shown in Figure 3.12). The neutron shielding consists of a liquid scintillator
veto surrounding the target plus a solid hydrocarbon roof, the same shielding setup used
for ZEPLIN-I. The most important background for WIMP searches is that of neutrons,
which can mimic a WIMP signal in the detector. Neutrons can result from cosmic-ray
muon interactions, from spontaneous fission or (α,n) processes from uranium and tho-
rium contamination in the cavern rock, as well as detector and shielding components,
with the dominant source for ZEPLIN-II being the rock neutrons, followed by detector
components. The expected single scattering neutron event rates for ZEPLIN-II were
estimated by extensive simulations [162, 163, 164] and summarised in [101] resulting
in a total estimated neutron background of < 40 events/year. This predicted event
rate suggested that the detector should have been able to reach sensitivities better than
those achieved at the time.
Additional rejection of background was possible using the active liquid scintillator
veto. Most neutrons scattering in the xenon will also pass through the veto, producing
a signal through scattering or radiative capture by the hydrogen. Neutrons which pass
through the solid hydrocarbon roof (instead of the liquid scintillator) can be thermalised
by the hydrocarbon and absorbed by Gd loaded into the blocks (0.2% Gd). Neutron
captures in the gadolinium produce an average of 4 γ-rays with a total energy of 8 MeV,
and these can be detected by the veto. By monitoring signals in the veto, looking for
coincidences with events in the detector, it was estimated [101] that up to 60% of the
expected neutron events could be vetoed. The veto also aids γ-ray rejection with 14%
of the Compton-scattering events vetoed in the science dataset.
The target was cooled to -100◦C using a Polycold IGC PFC320 connected to a liq-
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Figure 3.12: Schematic diagram of the ZEPLIN-II detector within its shielding castle,
where: A denotes the liquid xenon target, B is the liquid scintillator veto, C is the solid
hydrocarbon roof and D is the 25 cm of Pb shielding.
uefaction head at the top of the detector. This cooled the target structure convectively,
liquifying the xenon and additionally causing xenon ‘rain’. During operations the Poly-
cold proved relatively unstable (due to a small leak of coolant in an inaccessible joint),
resulting in continuous variations in temperature causing a variable xenon vapour pres-
sure in the target, leading to additional operational and analysis difficulties.
The xenon gas was stored externally and delivered by a high-purity gas handling and
purification system. The xenon was stored in two 27 litre stainless steel cylinders which
could be cooled with liquid nitrogen to collect the xenon. This provides a mechanism
to force xenon around the system, for example in ‘bottle-to-bottle’ purification and for
emptying the detector. In the event of cooling failure of the detector, the liquid would
vapourise causing the pressure to rise. If this were to go unchecked, the target vessel,
connections or pipework could rupture resulting in damage to the instrument and loss
of the xenon. As a result, burst disks were fitted between the detector and two large
chambers, from where the xenon gas could easily be recovered in the event of a failure.
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This also has the advantage that the impact on the cleanliness of the instrument and
the xenon would have been reduced. During the operation of ZEPLIN-II the dumps
were never required as a safety mechanism.
3.4.2 Xenon purification
In order to successfully measure the ionisation signal from throughout the full active
volume, the concentration of electronegative impurities in the xenon must be extremely
small (ppb level or below). These impurities will trap electrons as they drift through
the liquid, reducing or removing the ionisation signal. The required level of purity is
far higher than that available commercially, so additional purification is required.
In ZEPLIN-II, this involved passing the xenon gas through SAES getters (PS11-
MC500 [165]), which remove contaminants such as O2, H2O, CO and CO2. Purification
of the xenon during initial commissioning utilised a ‘single-shot’ method, passing xenon
gas through the getters during filling and emptying of the detector and additionally
from bottle-to-bottle. During this period the electron lifetime (measured from data
using the method described in Section 4.4.4) remained around 4 µs, which was far from
adequate considering the full drift time in the active volume was ∼ 73 µs. Before filling
the detector, the gas purity was measured independently with an Electron Lifetime
Monitor (ELM), a purpose-built test chamber, and found to be of a significantly higher
level (& 100 µs). This roughly constant, poor lifetime measured in the target was thus
attributed to contamination within the target. In particular, the large amounts of PTFE
(11 kg) created a high out-gas pressure, which was always likely to cause a problem.
The solution to this purity problem was to implement an active recirculation sys-
tem, involving additional heaters (to boil off a small amount of liquid) and an external
recirculation pump. As a result, the xenon could be circulated from liquid in the tar-
get, through a getter in the external gas system, and condensed back into the target.
With this recirculation running at its maximum stable flow rate (17 lpm), a full charge
of xenon (∼ 40 kg) was purified every day. The main advantage of this recirculation
path through the target was that a satisfactory electron lifetime could be achieved in
spite of the continuous release of internal contamination. During initial operations with
the recirculation system the pump could only be run when supervised, so during un-
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manned periods a passive mode was engaged, utilising only the heaters to provide a
lower flow-rate of ∼ 2 lpm.
The affect of the forced recirculation on the xenon purity was dramatic, with a
fast improvement observed after only a few days of recirculation. Figure 3.13 shows a
timeline of the electron lifetime upon the application of the recirculation, with periods of
active and passive operation noted. From the initial value of ∼ 4 µs, the electron lifetime
increased to about 1 ms within a week of operation. The improvement is approximately
exponential, suggesting removal of contaminants at a constant rate. Once a high level
of purity was achieved, a lower flow rate (∼ 7 lpm) was established to keep the liquid
surface stable for data-taking whilst maintaining acceptable purity level. The electron
lifetime was maintained at about 100 µs for the entire 57 day science run.
3.4.3 Radon emanation
In background data acquired with a large energy range, high energy (∼MeV) events were
observed as soon as the detector was first switched on. These were initially identified
Figure 3.13: Timeline of the improvement in electron lifetime in ZEPLIN-II after
implementation of the active recirculation system. The red regions denote periods of
active recirculation (with pump and heaters) whilst the blue regions highlight passive
recirculation (with heaters alone).
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as α-decay events from their low ionisation to scintillation ratio. The proposed cause of
these α-decays was radon in the liquid xenon or on the PTFE surfaces. This hypothesis
was supported by investigation of the time delay between events, hinting at stages in
the 222Rn decay chain. However, confirmation of the source of these α-events had to
wait until recirculation was halted following the science run.
The rate of α-decays in the detector was measured simply by counting high-energy
events (from the size of the scintillation pulses, Figure 3.14). If the source of α-decays
was 222Rn introduced by the recirculation system, an effect would be expected when
recirculation was halted. Following completion of the science run and calibrations the
recirculation was stopped, with data-sets acquired monitoring the response of the pu-
rity. These data-sets were additionally utilised to monitor the rate of α-decays, with
Figure 3.15 showing the decay rate over a period of 3 months, incorporating the end
of the science run. The rate is initially constant at about 2.2 α/s, followed by a spike
(linked with a change of getter) before it again returned to a constant rate of about
2.5 α/s. Upon termination of the recirculation the rate was seen to decay away.
222Rn is part of the decay chain of 238U with a constant production rate due to
Figure 3.14: High-energy peak (shaded) in ZEPLIN-II background data identified as
α-decays, with the main electron recoil background at low-energies.
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Figure 3.15: Timeline showing the rate of α-particle events measured in the ZEPLIN-II
detector between 1st June and 19th Sept 2006, the period covering the end of the science
run (∼ day 7).
the long half-life of 226Ra decay (T1/2 = 1600 years). Since radon is a gas, it emanates
slowly from materials and can therefore decay far from its production site. 222Rn decays
producing an α-particle (Eα = 5.59 MeV), with T1/2 ∼ 3.82 days, leaving 218Po, which
is also unstable. The dominant decays in the chain are detailed in Table 3.1, leading to
210Pb which is the end point for the timescales of interest, having T1/2 ∼ 22 years.
Table 3.1: Radon decay chain
Parent Daughter Decay Eα T1/2 Branching ratio
222Rn 218Po α 5.590 MeV 3.82 days 100 %
218Po 214Pb α 6.115 MeV 3.1 minutes 99.98 %
214Pb 214Bi β 26.8 minutes 100 %
214Bi 214Po β 19.9 minutes 99.98 %
214Po 210Pb α 5.617 MeV 164.3 µs 100 %
As the table shows the intermediate steps in the chain all have relatively short half-
lives, meaning that 222Rn will limit the speed of the process. From 222Rn to 210Pb, a
total of 3 α-decays occur, such that the overall rate of α-decays is three times the 222Rn
activity.
Focussing on the period immediately post-recirculation, if the source of 222Rn were
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removed, at a time t0, the rate should be described by:
R = A0e
− ln 2.t/T1/2 + C , (3.7)
where A0 is the initial rate, t is the time since t0 and C is the rate of any residual α
activity. Figure 3.16 shows the post-recirculation data fitted by this equation, resulting
in T1/2 = 91.95 ± 2.33 hours, which is excellent agreement with the value expected for
222Rn (91.764 hours). The initial activity was found to be A0 = 2.889± 0.029 α/s, with
a residual activity C = 0.0344 ± 0.0269 α/s.
Figure 3.16: Rate of α events decaying after the end of recirculation. The data are
fitted with an exponential plus constant showing a decay half-life consistent with that
of 222Rn.
Examining data from the commissioning phase (pre-recirculation), evidence was
found for α-decays with the 222Rn half-life soon after the detector had been filled through
a getter. Additionally, the rate of α-decays was tracked in data following the science run
when the purity was being recovered. Figure 3.17 shows the radon decay rates (equal
to 1/3 of the α-decay rate) tracked over a period of 15 days. At the beginning of the
period the target was isolated from the recirculator for a few days. After 24 hours the
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recirculation was started (t = t0) causing the rate to gradually increase. This could be
described by:
R = A0e
− ln 2.t/T1/2 + P
(
1− e− ln 2.t/T1/2
)
, (3.8)
where P is the production rate of the parent species (here 222Rn) and A0 is the initial
rate. Using this equation and some reasonable values for A0 and P along with the T1/2
for 222Rn, a model for the growth is derived (blue solid line in Figure 3.17). After about
120 hours the recirculation path was altered to pass through the alternate getter. This
boosted the α-decay rate as 222Rn would have been emanated and stored in the closed
getter. When the xenon first passes through the getter, the stored radon is flushed into
the detector. After the initial boost the radon decays faster than it is replenished, so
the observed rate decreases towards an equilibrium level (the parent production rate),
again as described by Eq. 3.8.
Figure 3.17: Timeline following the rate of α events from the decay of 222Rn. The
engaging of the recirculation is marked as is the time when the recirculation path was
altered to pass through another getter. Models for the expected behaviour are shown
by the solid lines.
From monitoring of the α-decay rate in the detector we found extremely strong
evidence that the high energy events observed in the ZEPLIN-II data were produced by
the radioactive decay chain between 222Rn and 210Pb. It was also determined that the
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source of the radon was emanation from the SAES getters used for xenon purification.
This was eventually backed up by testing a getter (of the same model) with an external
radon detection setup, showing an emanation rate of 0.62±0.04 Rn/s, in good agreement
with observed radon activity (A0 ≃ 0.96) in the detector (allowing for some variability
between individual getters).
The presence of α-decays from the radon chain was recognised early on during the
commissioning phase, although their implications were not fully realised until analysis
of the final dataset was completed (see Section 4.8). Plating of α-emitters on the PTFE
walls resulted in a low-energy background population, limiting the performance of the
detector. As a result, emanation of radon should be considered and mitigated in future
systems. This could be achieved either by utilising radon-free getters or by implementing
a radon trap between getter and target.
A description of the ZEPLIN-II instrument has been provided highlighting design
features important to the science operations of the instrument. Two operational con-
siderations, electron lifetime and radon emanation, which I personally played a role in
analysing, have also been discussed. The analysis of the dark matter search data is
presented in Chapter 4 with additional xenon physics results discussed in Chapter 7.
3.5 ZEPLIN-III
The third phase of the ZEPLIN programme utilises the same two-phase technique as
ZEPLIN-II, but with a different detector design. Construction of ZEPLIN-III took place
at Imperial College, where surface tests were also carried out. Following installation
and commissioning in the Palmer Underground Laboratory, Boulby, science data were
acquired during the first half of 2008. A brief overview of the detector is provided here,
concentrating on features of ZEPLIN-III designed to enhance its sensitivity.
Whilst utilising the same detection principles as its predecessor, ZEPLIN-III incorpo-
rates several features designed to enhance some of the most vital detector characteristics
in dark matter searches. Figures 3.18 and 3.19 illustrate schematically the detector tar-
get geometry, with the active xenon region forming a shallow disc viewed from below by
PMTs located in the liquid. Total internal reflection of scintillation light at the liquid
surface and the flat geometry of the target boost the light yield of the instrument. This
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Figure 3.18: Schematic diagram of the ZEPLIN-III instrument.
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Figure 3.19: Schematic diagram of the ZEPLIN-III target region, showing the PMT
array and anode and cathode defining the target region. An example WIMP interaction
is shown, with the production of S1 and S2.
higher light yield lowers the energy threshold of the detector, important when searching
for WIMP-nucleon scattering with an expected exponentially falling energy spectrum.
The light yield achieved at zero-field was roughly three times that in ZEPLIN-II, pro-
viding a significant improvement in threshold.
Another feature in the design of ZEPLIN-III to enhance the signal-to-noise for nuclear
recoil detection is the expected improved discrimination between the background and
signal populations from the application of a stronger electric field. ZEPLIN-III employs
both of these methods, combining to improve the sensitivity of the instrument.
ZEPLIN-III operates with a higher drift field, ∼ 4 kV/cm in the liquid, with the
aim of enhancing the intrinsic discrimination between electron and nuclear recoils. Fig-
ure 3.20 shows simulations of the electrostatic field in the xenon, exhibiting excellent
uniformity within the central region above the PMTs. The field in the active volume
is produced by applying voltages to the cathode grid and anode mirror (with no need
for dedicated extraction grids), where the fields in the liquid and gas can be calculated
using Eq. 3.5 and Eq. 3.6, with a gas gap of approximately 4 mm and a drift region
of ∼ 36 mm. The PMT grid, set to the same voltage as the PMTs, creates a strong
reverse field region between the PMT and cathode grids. This reverse field region was
designed to aid rejection of low-energy background from the PMTs and to protect the
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input optics of the phototubes.
The active xenon region is viewed by an array of 31 2-inch low-background PMTs
(ETL D730/9829Q). The array provides excellent 3D position reconstruction (see Sec-
tion 5.4) aiding in the rejection of background from surfaces and multiply scattered
events. Figure 3.21 shows the PMT array with an example of a double-scatter event,
where the finer resolution of the array allows the resolution of the two individual scat-
ters. Additionally, the enhanced position resolution facilitates better definition of a
low-background central region. The individual performance of the PMTs was charac-
terised with low-temperature testing before installation [166], measuring the individual
PMT quantum efficiencies (at xenon scintillation wavelengths) and gains. In the de-
tector they are surrounded by a tight-fitting copper screen and topped with a highly
polished “PMT mirror”, to prevent optical cross-talk.
To achieve the low background required, two aspects of the detector are considered.
Within the lab the detector target is located inside a shielding castle to reduce back-
ground generated in the cavern walls. ZEPLIN-III had a purpose-built shielding castle
consisting of 20 cm thickness of high-purity Pb and 30 cm of polypropylene shielding,
attenuating the background of both γ-rays and neutrons from the cavern walls by a
factor of 105.
The remaining problematic background for the detector is the internal activity of de-
tector materials and components. Consequently, careful consideration was given to the
selection of detector materials and clean-room procedures were employed whilst working
on the instrument. Oxygen-free copper (type C103) was used to construct the target
and vacuum vessels, along with any internal structures where this was possible; this was
Figure 3.20: Simulation of the electric field in the ZEPLIN-III target, demonstrating
the excellent uniformity of field in the central region. The central target region (light
blue) is at 3.9 kV/cm, with the field in the gas (green) being double.
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Figure 3.21: Two coincident events shown in the individual PMT waveforms (left) and
the positions of the two events on the PMT array (right), obtained during early surface
commissioning tests in 2006.
extremely challenging and expensive due to the difficulty in machining copper with high
precision and the cost of the raw material. For other components, the materials and
batches involved were individually screened, with many undergoing high-precision ra-
dioactivity measurements with a low-background HPGe detector setup underground at
Boulby. These measurements allowed for the component contribution to the background
to be calculated from simulations. A record of all detector components is maintained,
accounting for their contributions to the γ-ray and neutron backgrounds.
As discussed for ZEPLIN-II, electronegative contaminants in the xenon will trap ion-
isation electrons as they drift through the liquid, introducing a depth dependence on the
S2 signal. As with most variations, a correction can be applied to the data a posteriori,
although it adds yet another factor of uncertainty. During the commissioning phase and
first science run of ZEPLIN-III no recirculation system had been implemented, so purifi-
cation was carried out with a single-shot method. Repeating this procedure, transferring
the xenon gas between two stainless steel cylinders through the bakeable all-metal gas
system and passing through a SAES getter [165], allowed an acceptable electron life-
time to be reached for the first science run. It was believed that ZEPLIN-III would
not require any recirculation during live periods as the xenon-friendly materials and
extremely good cleanliness should prevent the purity from degrading. This was shown
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to be correct during the first science run, where the electron lifetime even increased
steadily during the run! The radon problem encountered by ZEPLIN-II was avoided
in ZEPLIN-III, as the xenon was purified bottle-to-bottle where the radon could decay
outside the target.
The major cause for the varying response of ZEPLIN-II was the unstable pressure in
the target, a consequence of problems with the cooling. ZEPLIN-III uses liquid nitrogen
for cooling, with a liquid nitrogen reservoir sitting below the target (see Figure 3.18)
connected through two thermal couplings: a braid made from bundles of thick copper
wire which dips into the liquid nitrogen and a flow of cold nitrogen boil-off gas into a
hollow cooling flange (attached to the bottom flange of the target). The flow of the boil-
off gas can be controlled, with a large flow utilised for initial cooling of the instrument,
before fine control of the flow allows the temperature to be kept stable. This method
has proved very successful with the temperature controlled to within 0.2◦C during the
surface tests, and a variation < 0.5◦C over the whole science run, keeping the xenon
pressure stable to within 2%.
Learning from the operation of ZEPLIN-II, most of the major pitfalls were avoided,
with the detector proving exceptionally stable. ZEPLIN-III was the first high-field dark
matter search instrument in the world and, following optimisation, operated for several
months with the fields on and stable. During this period, calibration and WIMP search
data were acquired, the analysis of which is described in Chapter 5.
3.5.1 Future plans
Following the first science run of ZEPLIN-III, upgrades to the instrument are underway
to further improve its sensitivity before an extended second run. The major component
upgrade is the replacement of the PMTs with pin-compatible ultra-low background
tubes developed for this purpose by ET Enterprises Ltd [161]. The new PMTs should
reduce the background from the PMT array by a factor of ∼ 40, meaning that they
will no longer be the dominant source of background in the detector. An active veto
will also be installed, used to tag coincident events, aiding rejection of the neutron and
γ-ray backgrounds.
Additional upgrades to aid detector stability, automatic operation and calibration are
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also being implemented. The reduced background, enhanced operation and extended
data-taking period, along with the excellent high-field discrimination observed in the
first science run (see Chapter 5), should allow ZEPLIN-III to probe a significant portion
of the parameter space favoured by SUSY models. It has also allowed us to validate a
number of design solutions which will be very useful for the next generation detectors
now being proposed.
Chapter 4
ZEPLIN-II analysis: From raw
data to a WIMP search dataset
ZEPLIN-II was the first large-volume, low-background two-phase xenon instrument in
the ZEPLIN programme and indeed in the world. Consequently, the analysis of the
resulting data provided new challenges in understanding both the scintillation and ioni-
sation signals. TheWIMP target consisted of ∼ 31 kg of liquid xenon held in a truncated
PTFE cone, viewed from above by an array of 7 photomultiplier tubes located in the
gas phase. The scintillation produced by interactions in the liquid was detected by the
PMTs, forming the primary pulse (S1), with some of the ionisation charge recombining
to add to the prompt scintillation signal. The remainder of the ionisation electrons are
drifted away from the interaction site by the applied electric field, towards the liquid
surface, into a region where a stronger field induces cross-phase emission of the drifting
electrons. Once in the gas phase, the electrons produce electroluminescence as they are
accelerated through the gas, which the PMTs detect as a delayed signal, forming the
secondary pulse (S2).
Discrimination between the electron recoil background and the expected WIMP-
nucleon scattering (nuclear recoil) signature is achieved through assessment of the
ionisation-to-scintillation ratio of the events, S2/S1. As described in the previous chap-
ter, nuclear recoils produce a reduced ionisation signal (in comparison to electron recoils)
as a result of their different track topology. Figures 4.1 and 4.2 show example wave-
forms of typical electron and nuclear recoil events with the same observed energy, i.e.
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the same S1 pulse area.
The detector was commissioned underground in late 2005, with data taken to assist
optimisation of detector operation and characterisation of detector response. Subse-
quently, ZEPLIN-II acquired WIMP search data and associated characterisation and
calibration data during 2006, with the analysis completed and the final spin-independent
[101] and spin-dependent [167] results published in 2007.
Described here is the complete analysis procedure from the raw data to the final
WIMP search dataset. I was directly involved in many key aspects of the analysis, to
which I will give particular focus, although all areas of the analysis will be described in
the requisite depth to provide a complete description of the process.
Figure 4.3 illustrates the complete ZEPLIN-II analysis chain from the relevant raw
data-sets to the final limit on the WIMP-nucleon spin-dependent cross-section. The raw
data requires processing to identify and parameterise pulses in the recorded waveforms.
S1 and S2 pulses must be identified, as a robust description of all recorded pulses is es-
sential for further analysis. Energy and position calibrations are required along with the
calculation of corrections to the data, normalising the response of the instrument in both
event location and time. A calibrated and equalised data-set facilitates characterisation
of the detector response for the observed electron recoil background and the expected
WIMP nuclear recoil signal, allowing the science background data to be analysed for
the presence of a WIMP signature. The description of the statistical methods utilised
for this final step and the process of calculating the WIMP-nucleon spin-independent
cross-section are both given in Chapter 6.
4.1 Data acquisition and pipeline
Both scintillation and ionisation processes produce VUV photons (λ ∼ 175 nm) which
are detected by the array of seven photomultiplier tubes. As a result, the S1 and
S2 signals from an interaction can be recorded in the same waveform with the delay
between the two being the time taken for the electron cloud to drift through the liquid.
The depth of the liquid (∼ 14 cm) and drift velocity at the operating field of 1 kV/cm,
vd ∼ 2 mm/µs, determine a maximum drift time of ∼ 70 µs in the main bulk. To allow
for assessment of waveforms before S1 and after S2, 100 µs was recorded before and
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Figure 4.1: Typical single-scatter electron recoil event in ZEPLIN-II, shown in the
smoothed sum channel (top). Pulse p1 (left) is a ∼16 keVee prompt scintillation pulse
(S1) and p2 (right) is the delayed secondary scintillation pulse (S2).
Figure 4.2: Typical single-scatter neutron recoil event in ZEPLIN-II, shown in the
smoothed sum channel (top). Pulse p4 (left) is a ∼16 keVee prompt scintillation pulse
(S1) and p5 (right) is the delayed secondary scintillation pulse (S2).
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Figure 4.3: Flow diagram showing the connections between the different parts of the
analysis and how they combine to produce the science result.
after the trigger point, giving a 200 µs waveform allowing for both S1 and S2 triggered
events.
In hardware, the seven PMTs have their gains equalised to ∼ 4.5 mV per photoelec-
tron, improving uniformity of response across the array. The signals from the PMTs
are passively split (using a 50 Ω splitter), with one line feeding the data acquisition
and the other feeding the trigger. The trigger requires 5 of the 7 PMTs to register a
signal (after ×10 amplification) above a 17 mV threshold (approximately 2/5 of a single
photoelectron signal). A high-level inhibit is enforced in hardware, based on the signal
in the central PMT, to decrease dead-time by preventing triggering of the acquisition
for 1 ms after a large pulse. This requirement results from optical feedback effects,
producing signals large enough to trigger the system, observed in the detector when a
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large amount of light floods the chamber. Large pulses are also vetoed (in software)
during acquisition of low-energy data, as they will be above the energy range of interest
for WIMP searches. The summed channel of 10 signals from the active veto system is
also recorded, tagging events with coincident scatters in the liquid scintillator.
The philosophy of the ZEPLIN-II electronics is to trigger low-energy events from
the S2 channel, resolving the small associated S1 signals by looking back through the
waveform. For higher energy events the S1 pulse will be large enough to satisfy the
5-fold requirement and thus will trigger the acquisition. As the instrument may be
triggered by S1 or S2, 100 µs must be recorded either side of the trigger point, resulting
in a 200 µs waveform (−200 µs to 0 µs) with a central trigger point (−100 µs).
Events triggering the system have their 8 × 200 µs waveforms (7 PMTs and the
veto) digitised by an 8-bit ACQIRIS system (DC265 M2M digitisers housed in a CC103
crate [168]), sampling at 2 ns intervals. The system was controlled and data written to
disk by LINUX-based software, storing 2000 events per raw data file, each consisting
of 8 waveforms of 100,000 points. After compression the ∼250 MB raw data files are
transfered to two duplicate 100 GB magnetic digital tapes using a ADIC Scalar 100 tape
robot system. One tape was transported to the University of Sheffield for data processing
and analysis, with the other archived at Boulby for backup purposes. The data was
additionally transferred to an analysis computer underground for rapid assessment of
the daily data. During science data-taking, 25 GB of compressed data were acquired
daily, with a considerably greater volume acquired during calibration periods.
4.2 Data reduction
The recorded waveforms require processing before they can be easily utilised for char-
acterisation of the instrument. The waveforms must be assessed for the presence of
pulses, which are subsequently parameterised, providing a set of numeric values repre-
senting each pulse. This reduction of data is completed by a LINUX-based application
(UNZAP2) which allows for visual scanning of events (as shown in Figure 4.4) along
with the reduction algorithms used to process the waveforms. These algorithms require
a set of input parameters to optimise pulse-finding and correct for detector effects. The
algorithms for data reduction underwent thorough evaluation and development during
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the data analysis phase. The efficiency and sensitivity of this code is vital for the whole
analysis, with rare-process searches potentially affected by flaws in the code affecting
one event in a thousand or less. Assessment of the algorithms was carried out through
visually scanning of large numbers of events.
Figure 4.4: UNZAP2 - The ZEPLIN-II data reduction and visualisation tool. The
waveforms from the 7 PMTs are shown along with the sum channel and the signal from
the veto.
Differences in the lengths of the signal cables and the characteristics of the individual
PMTs result in a delay between the pulse arrival time in different channels. These delays
must be accounted for when combining the seven waveforms to form a sum channel,
otherwise a distortion of the pulses in the sum channel is introduced leading to incorrect
pulse parameterisation, an effect particularly significant for small and fast S1 signals.
To aid pulse-finding on the waveforms smoothing is carried out, reducing the sig-
nificance of small-amplitude noise fluctuations in the baseline. The time-scale of this
smoothing must be optimised, with different values between 5 ns and 50 ns evaluated.
For excessive smoothing, low-energy events are ‘washed-out’, removing those of greatest
interest for a WIMP search. After evaluation, a value of 12 ns was chosen, allowing for
successful reproduction of the single photoelectron (spe) spectra. This smoothed sum
channel is used only for the identification of pulses, with the raw waveforms interrogated
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for subsequent parameterisation.
Pulse finding proceeds by identifying excursions above a user-defined software thresh-
old, which depends on the full-scale acquired, with a 2 mV (∼ 1/2 spe) threshold applied
for a 200 mV full scale. For small pulses the waveform can briefly dip below threshold
before the end of the pulse, this causes the signal to be split into several individual
pulses. As a consequence ‘clustering’ is required: grouping pulses in close proximity
into a single pulse. Figure 4.5 shows the effect of clustering, with a clustering time-scale
of 50 ns leaving an obvious single pulse split into 4 separate sections (p3, p4, p5 and p6),
which are correctly grouped together and identified as a single pulse by the optimised
time-scale of 400 ns.
The identified pulses are subsequently parameterised, with up to a maximum of
Figure 4.5: Example of the clustering algorithm applied to the data during pulse
finding. A time-scale of 50 ns (top) leaves the pulse as separate components (p3, p4,
p5 and p6), whereas the optimised 400 ns time-scale clusters them together to form a
single pulse.
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10 sets of pulse parameters recorded to HBOOK ntuples [169]. The summed channel
is utilised to define the start and end time of the identified pulses, allocating a pulse
time window for each. The seven individual waveforms are interrogated within this
time window to define the contribution of each to the total signal and parameterise the
pulses, with the start time, amplitude, area (pulse integral within the time window),
width (start to finish) and full-width at half maximum (FWHM) recorded for every
pulse. Additionally, the mean charge arrival time, τ , is calculated for each pulse, as a
simple estimator for the scintillation time constant for S1 signals. The number of pulses
found and waveform parameters (baseline level, rms noise and threshold) are recorded
per channel, with the event number, time and operational parameters (xenon pressure,
target and ambient temperatures) also recorded for each event.
The resulting “reduced” ntuples contain the parameters for the pulses identified in
each of the seven channels along with parameters for the sum channel. They also include
a veto flag indicating the presence of a time-coincident signal from the liquid scintillator
veto.
4.3 Event selection
The data reduction assigns no physical definition to the pulses, with all pulses param-
eterised in a consistent manner. They must subsequently be evaluated as candidate
S1 or S2 signals (or neither), utilising the distinct physical properties of the two signal
types. The prompt scintillation (S1) consists of a fast exponentially decaying pulse
(τ ∼ 30 ns), located either at the trigger point (S1-triggered event) or in the preceding
∼ 73 µs. The electroluminescence process produces a wider pulse (S2) as the electrons
induce secondary scintillation drifting through the gas layer, with a characteristic width
of ∼ 1 µs (dependent on the thickness of the gas layer and the electric field there).
WIMP-nucleon interactions are expected to be extremely rare, consequently a WIMP
traversing the xenon target will interact only once (if at all), unlike neutrons or high-
energy γ-rays, which can scatter multiply in the liquid. As a result, we can define the
“golden” rule: an event must have only a single S1 and a single S2. A double scatter
event consists of two time-coincident S1 pulses, indistinguishable in the recorded wave-
forms, and two distinct S2 pulses (assuming different depths for the two interactions).
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Even if a waveform has two unrelated interactions (i.e. two S1 and two S2 pulses) it is
nearly impossible to reliably determine which S1 and S2 are related, meaning that the
event must be discarded - this case is very rare anyway. Despite cutting a significant
fraction of events in the data, the golden rule has no efficiency penalty for the WIMP
search.
An initial identification of S1 and S2 is carried out using a set of loose, inclusive
cuts to retain high-efficiency, before application of the golden rule. Tighter cuts are
subsequently implemented to constrain the quality of the events, removing outliers in
several parameters and anomalous events. The identification process proceeds by finding
single S2 pulses, which is relatively straightforward due to their large size and width,
before the time window preceding the identified S2 can be examined for the presence of
a single S1.
An S2 pulse must be wide, so a lower cut of 150 ns is placed on the τ parameter
(charge mean arrival time). For the purposes of defining the width of a pulse, τ was
found to be the most robust parameter, being largely unaffected by the often noisy
trailing edge of the pulse. By allowing such a large range of τ at this early stage of
event selection, no significant loss of efficiency is incurred. Small electroluminescence
signals are observed in the data from the emission of the single electrons. However, these
are not ‘WIMP-like’ S2 signals (i.e. not associated with ionisation from a nuclear recoil
interaction) and should be ignored in the S2 pulse count. Consequently, a minimum
area cut of 1 nVs is enforced, ignoring pulses with fewer than ∼ 27 photoelectrons
(a single electron produces a mean of 8 photoelectrons). The efficiency of this cut is
energy-dependent, quantified by fitting the S2 distribution for events with an S1 in
different energy ranges (5-10 keV, 10-15 keV, 15-20 keV and 20-25 keV). Integration
of the distributions above 1 nVs yields the efficiency at different energies; 90.3% for 5-
10 keV, 99.7% for 10-15 keV and ≃ 100% for higher energies. S2 signals must also occur
in a physically allowed region of the timeline. S2-triggered events will have S2 located
at the trigger point (−97 µs), with larger S1-triggered events placing S2 between the
trigger point (for surface events) and the maximum physical drift time of ∼ 73 µs. For
events at the bottom of the liquid this results in an allowed time window for S2 pulses
of −97 µs to −24 µs, as shown in Figure 4.6. Requiring the pulse to lie in a physically
allowed region of the waveform incurs no efficiency penalty.
102 4.3. EVENT SELECTION
Figure 4.6: Waveform highlighting the physically allowed regions for S1 and S2 pulses.
After identification of an S2 signal, pulses were evaluated as candidate S1 signals.
These fast scintillation pulses will be narrow, selected with a cut on the mean charge
arrival time: 3 < τ < 150 ns, complementing the τ cut for S2 signals. This comple-
mentarity is important to ensure that pulse identification has no loopholes, allowing
pulses to escape being counted. To additionally exclude noise fluctuations and PMT-
related artefact signals, observed in a single channel, a requirement that at least 3 PMTs
contain pulses above a software threshold of 1.7 mV (∼ 0.4 phe) is applied. As with
the minimum area requirement on S2, the 3-fold requirement is energy-dependent, cut-
ting low-energy events more preferentially. The energy-dependent efficiency, shown in
Figure 4.7, was calculated through dedicated simulations accounting for PMT single
photoelectron response (SER), light collection uniformity and energy resolution. Fi-
nally, a candidate S1 pulse must lie within a physically allowed region of the timeline,
preceding S2 within the maximum drift depth, 0 < dtime < 73 µs, as S1-like pulses
before this time window must be unrelated to the identified S2.
These simple selection cuts provide pulse identification of S1 and S2 signals, allowing
application of the golden rule. These golden events, with one S1 and one S2, are
subsequently subjected to several further quality cuts.
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Figure 4.7: S1 trigger efficiency calculated from simulations as a function of energy.
An additional drift time cut is implemented to remove events originating near the
liquid surface, in the higher-field extraction region or around the lower extraction grid
(dtime > 4 µs). The efficiency of the additional drift time cut is incorporated later
during calculation of the fiducial target mass.
The pulse-width cuts are tightened, removing events from the tails of the distribu-
tions. For S1 a cut of 3 < τS1 < 50 ns effectively selects high-quality scintillation pulses.
The efficiency of this tightening was assessed with neutron calibration and background
data, showing ≃ 100% efficiency in the energy range of interest. A similar approach is
followed for S2, but the standard τ estimator is first corrected for the effects of diffusion
of the electron cloud during its drift to the liquid surface. Diffusion of the electron cloud
along the drift direction causes a distortion of the ideal square pulse shape producing
a smoother, Gaussian-like one. This broadening effect is demonstrated in Figure 4.8,
showing an increase of τS2 with depth, widening the overall τS2 distribution. Applying
a depth-dependent correction to τS2, as shown in the figure, allows for a tighter cut on
secondary width, 220 < τ corS2 < 360 ns. Application of this cut to the AmBe calibration
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Figure 4.8: The diffusion effect and empirical correction demonstrated through τS2.
τS2 uncorrected (top) and corrected (bottom) for diffusion.
data yielded an efficiency of 90.2% for nuclear recoils in the central region of the detector
below 30 keVee.
The final cut in the initial selection process is based upon the peaking time of the
S1 pulse in different channels. After correction for cable delays, the contribution to S1
from different PMTs should coincide with high precision, even allowing for statistical
effects with small numbers of photons. Some anomalous events were observed for which
unusual structure in the S1 pulse was characterised by a large separation (in time) of
the peaks in different PMTs. For the purpose of removing these events, a parameter
‘tpeak(i)’ is defined as the peak time in each channel. Events were subsequently rejected
if the maximum difference between these values was ∆tpeak(i) > 140 ns. Assessment
of the nuclear recoil calibration data yielded an efficiency of ≃ 100% for the tpeak cut.
Beyond the golden selection cuts, two further quality cuts were applied to the data
selecting high-quality events. The requirement for both S1 and S2 pulses to be located
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within the physical regions of the waveforms does not exclude the possibility of a pulse
triggering the system but not being identified as the S1 or S2 in a golden event. To
remove such anomalous occurances, a requirement is placed on the golden events stating
either S1 or S2 is located at the trigger point, between −97 µs and −96 µs, shown in
Figure 4.9. The efficiency of this cut is ≃100%, with very few golden events falling
outside this window.
A population of nuclear recoils were observed originating from the cathode as well as
lower extraction grid wires, often with small S1 signals failing the 3-fold S1 requirement.
This is expected since the wires obscure interactions occurring just below them from
where very few S1 photons can be collected. These events fall outside the fiducial volume
and should be excluded from the final data-set, but accidental coincidences between S1-
only events and apparent S2-only events (as S1 is not identified) cause mismatched
events to be wrongly placed within the fiducial volume. The S2/S1 ratio of these events
is low as the two signals are unrelated, with S1 larger than that of the missed two-
fold coincidence. To reject such accidental sub-threshold cathode events, a two-fold
search is applied in a drift time window 66 < dtime < 73 µs before the S2 signal,
checking for sub-threshold S1 pulses. The efficiency of this requirement was assessed
by moving the 7 µs window through the target volume (searching for two-fold signals),
and calculating the fraction of events removed in each window, as shown in Figure 4.10.
The region containing cathode events saw ∼ 3.6% rejected, but in the fiducial volume,
the requirement removed a constant 0.3% of events. The efficiency for this cut was
defined conservatively as 99.7%, although it is likely that some of those rejected are also
coincidences with small sub-threshold events, correctly removed by the code.
4.4 Corrections
For all events recorded over an extended data-taking period to be considered together
as a single data set, their response in S1 and S2 must be consistent for equivalent
interactions. Measures were implemented during the design and operation of ZEPLIN-
II to promote a uniformity of response throughout the target volume and the data-taking
period. First-order equalisation of PMT gains is implemented in hardware, although this
equalisation is fine-tuned further in analysis. Likewise, the xenon is purified to improve
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Figure 4.9: Positions of S1 (left) and S2 (right) for golden events, with the window for
the trigger cut shown (red lines).
Figure 4.10: Fraction of events removed by a coincidence cut (i.e. a two-fold S1 search
within a 7 µs window) applied at different depths throughout the volume.
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S2 uniformity over the full detector depth, but again event-by-event correction of the
data is required. Uniformity of response through the data-taking period is dependent
upon the stability of the detector: keeping pressure, temperature and applied electric
fields constant is of paramount importance. Unfortunately, due to stability problems in
the cooling system, the pressure varied greatly over the period of data-taking (from 1.2
to 1.9 bar), requiring significant correction of S2 signals. Variation of the applied electric
fields will affect detector response, for both S1 and S2. Although, the fields remained
relatively constant throughout the data-taking period, requiring no corrections, some
instabilities were observed, resulting in the removal of data from certain days. These
factors that can affect the detector response have been evaluated, with the signals from
the detector corrected on an event-by-event basis as required.
4.4.1 Photomultiplier gain equalisation
The response of individual photomultiplier tubes can be assessed by measuring the size
distribution of their single photoelectron (spe) signals. Single photoelectrons can be
spontaneously emitted from the PMT photocathode and multiplied by the dynodes,
with their magnitude being a measure of the PMT response to a single quantum of
scintillation. Equalisation of PMT gains is achieved in hardware by adjusting the applied
voltage slightly for each individual PMT, resulting in a more uniform response from the
array. This uniformity can be improved further by measuring the spe spectra for the
7 individual PMTs and using the mean response from each tube to construct a weighted
sum for both S1 and S2. Figure 4.11 shows an example of the spe spectra measured in
the 7 PMTs, with similar measurements made through the data-taking period in order
to monitor stability. The mean spe area was 30–40 pVs for all the PMTs, with a small
variation in spe response resulting in a time-dependent weighting being applied to the
data.
4.4.2 Light collection uniformity
The design of the ZEPLIN-II target, using reflective PTFE surfaces, was aimed at
providing good uniformity of light collection throughout the volume. To confirm this
uniformity or allow further correction of any spatial variation found, one requires a
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Figure 4.11: Typical single photoelectron area spectra measured for the seven individual
PMTs in ZEPLIN-II, used for equalisation of PMT gains.
feature in the energy spectrum. In ZEPLIN-II this is conveniently provided by the
α-decay population from the decay of 222Rn.
Fitting the peak in the S1 spectrum from α-events at different depths in the target
volume allows the response to be mapped as a function of z. Figure 4.12 shows the mean
S1 response for different drift times within the central region of interest. Simulation
of the instrument had suggested a slight increase (∼ 3%) in light collection efficiency
towards the bottom of the chamber (dependent on the xenon purity, through variation
of the photon absorption length). However, measurements with the α-decay population
showed a slight increase in the middle of the detector. This variation is small (up to
∼ 3% from the mean) and as a result no correction was applied.
A similar approach to measurement of the light collection as a function of radial
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Figure 4.12: Mean S1 response for α-decays at different drift times, highlighting the
uniformity of S1 light collection in z.
position was not possible, as the corresponding S2 signals saturate the PMT photocath-
odes, resulting in a significant bias of the centroid position reconstruction algorithm.
However, light collection simulations (which gave reasonable agreement in z) suggest
any variation in efficiency to be small in the xy plane. Likewise, the S2 light collection
efficiency was calculated from such simulations, and found to decrease away from the
centre of the instrument. This decrease is small within the central region of interest
(from 27.5% at r = 0 mm, to 24% at r = 100 mm), and no radial light collection
corrections were deemed necessary.
4.4.3 Pressure correction
During operation of ZEPLIN-II, a continual small coolant leak resulted in instability
of the cooling power, causing the temperature and pressure in the target to vary. The
target pressure was monitored throughout the science data-taking period, varying be-
tween ∼ 1.2 bar and ∼ 1.9 bar, with thermal equilibrium between the liquid and gas
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providing a direct link between liquid temperature and gas pressure. Variation of liquid
temperature causes a small thermal expansion or contraction of the liquid, changing the
thickness of the gas gap, and as a result varying the amount of electroluminescence pro-
duced by the emitted electrons. The inverse relation between pressure and S2 response
is magnified by the microscopic electroluminescence process as Y ∝ −P , as discussed
in Section 3.1.
Figure 4.13: Pressure dependence of S2 response as a function of target pressure,
measured with the 57Co combined 122 keV and 136 keV photopeak during a dedicated
calibration run.
The exact relationship between pressure and S2 response was evaluated with a specific
57Co calibration, where the target pressure was deliberately varied between ∼ 1.2 bar
and ∼ 1.9 bar. The photo-peak in the S2 spectrum was located at different pressures (as
shown in Figure 4.13), exhibiting the expected relationship. From these measurements
an empirical correction was determined.
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4.4.4 Xenon purity correction
Electronegative contaminants in the liquid xenon suppress the ionisation signals in two-
phase systems through trapping of electrons during their drift to the liquid surface, caus-
ing a drift-time-dependent S2 response. Figure 4.14 shows this suppression measured
with α-events located throughout the volume. Due to the energy-dependent behaviour
of the S2/S1 ratio, it is advantageous to utilise a feature in the energy spectrum (or a
tight energy range) to measure the suppression. Using the α population, the S2/S1 dis-
tribution is sliced in drift time and fitted by a log-normal distribution. An exponential
fit is made to the distribution means, acquiring a function for the depth dependence:
S2
S1
= A× e−dtime/τe , (4.1)
where A is the unsuppressed S2/S1 value and τe is the mean electron lifetime in the
liquid. Section 3.4.2 described the xenon purification which took place in ZEPLIN-II
and the dramatic improvement in electron lifetime achieved with active recirculation.
The xenon purity was monitored with specific background runs using a large ac-
quisition full-scale, recording the high-energy α-events specifically. This method was
complemented by a second technique for the science background data-set. The popu-
lation of nuclear recoil events observed on the cathode and lower extraction grids was
attributed to the decay of α-emitters deposited on the grids, where only the nuclear
recoil component of the decay exits the wire. It is assumed that these two populations
will both produce the same S2/S1 ratio, as a result of the same production mechanism,
allowing the electron lifetime to be attained using a two-point exponential fit to these
two populations.
A database of electron lifetime was populated using the two-point exponential fitting
method for 4-5 hour slices of the science data-set. Figure 4.15 shows the gradual decrease
in electron lifetime over the science run, from ∼ 150 µs at the start of the run, where the
maximum correction (for events from the bottom of the detector) was ×1.6, to ∼ 100 µs
at the end, with a maximum correction of ×2. A larger recirculation flow-rate would
have prevented this decrease, although stability of the liquid surface is better ensured
by the lower flow-rate, with the slow degradation adequately corrected in the analysis.
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The average electron lifetime measured during the data-taking period was 112 µs, with
the lifetime measured separately for the AmBe calibrations, 403±91 µs on the first day
and 212± 26 µs on the second, and 60Co calibrations, 235± 32 µs.
Although the nuclear recoil populations used in the two-point fitting method are
subjected to higher electric fields (due to their close proximity to the grid wires) the
drift of the resulting electrons will be subjected to the same conditions as bulk events.
This assertion was substantiated by agreement between the two-point fitting and α
population measurements.
4.4.5 Absolute correction
After correction of all measurable effects on the data, a small residual variability in S2
was still observed for events from the cathode grid over the course of the science data-set.
The cause of this variability was uncertain, but could be attributed to small changes in
Figure 4.14: Electron lifetime measurement from the exponential decrease of S2/S1
with drift time, using α-events from ZEPLIN-II. This was obtained prior to purification
by recirculation, when a very poor electron lifetime of ∼ 4µs was obtained. The lower
extraction grid corresponds to a drift time of 3 µs, clearly seen in the figure.
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the electroluminescence field or suppression of cross-phase emission by surface charging
or contamination, as well as imperfect corrections.
The population of nuclear and electron recoil events on the cathode is likely to pro-
duce a charge spectrum which remains constant in time, thus providing a normalisation
feature in the data. The data were examined below the central target region of interest
(drift time > 67 µs) and a double Gaussian distribution fitted, one to the electron recoil
background and the other to the nuclear recoil population, as shown in Figure 4.16. A
database was populated by extracting the mean S2 response for the cathode nuclear
recoil population in time slices through the data-set, shown in Figure 4.17. The S2
pulses were normalised using the database, providing a final correction which allows a
further improvement in energy resolution of the S2 channel.
4.5 Fiducialisation
The self-shielding afforded by large-volume liquid noble gas detectors can provide an ex-
tremely low-background WIMP-target region, with edge effects (e.g. incomplete charge
extraction, varying electric field) and external backgrounds rejected with much greater
efficiency. Fiducialisation of the active volume, selecting a central region, requires re-
0
25
50
75
100
125
150
175
200
225
250
0 10 20 30 40 50 60
Day of run
El
ec
tro
n 
Li
fe
tim
e,
 m
s
Figure 4.15: Electron lifetime monitored throughout the science data-taking period of
ZEPLIN-II.
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Figure 4.16: S2/S1 spectrum for events from the bottom of the detector (dtime> 67
µs) for background data (black), AmBe (red) and 60Co (blue) calibrations. Double-
Gaussian fitting incorporating cathode recoil events (lower S2/S1) and electron recoil
background, with the mean and sigma given for the cathode recoil population from each
dataset.
Figure 4.17: S2/S1 response of cathode recoil events monitored through the science
data-taking period before application of the absolute correction.
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construction of the event location within the detector in x, y and z. Event position
reconstruction in three dimensions utilises two different techniques, one measuring the
depth in the liquid, z, the other calculating the x-y position.
4.5.1 Vertical position reconstruction
The depth of the interaction in the liquid, z, is measured directly by the time taken for
the electron cloud to drift to the liquid surface. The drift time is measured as the time
difference between the start of the scintillation and ionisation signals, translated into
an absolute depth using the drift velocity in LXe and using calibration points in the
target (e.g. the grids). For the purposes of fiducialisation the drift time parameter is
sufficient, although the depth is required for calculation of the mass within the fiducial
volume.
Figure 4.18 shows drift time distributions from background and 57Co calibration data.
The drift time distribution observed during 57Co calibrations clearly confirms that the
majority of the events originate from the bottom of the xenon volume. Low-energy γ-
rays emitted by 57Co are significantly blocked by the full thickness of the copper target
vessel. Consequently, to allow the 122 and 136 keV γ-rays to reach the liquid target,
small recesses were machined into the base-plate of the vessel. Nevertheless, these low-
energy γ-rays are still predominantly absorbed within the bottom ∼ 1 cm of xenon in
the target, producing the observed depth spectrum. Conversely, the background data
exhibits a much more uniform distribution with excess background populations from
the cathode grid, lower extraction grid and PMTs. By placing a cut on the drift time,
such excess background populations can be rejected.
The calibration of drift time to absolute depth requires consideration of the different
fields present in the active volume, causing changes in the drift velocity. The cathode
grid appears in the science data at drift time of ∼ 73 µs, with the bottom extraction
grid located at ∼ 3 µs, dictating a full drift depth of ∼ 70 µs. The distance between the
two grids is 140 mm, yielding a drift velocity of 2.0 mm/µs (in agreement with previ-
ously published measurements at 1 kV/cm [148]), allowing for calculation of the fiducial
z region selected. The main limitation on the accuracy of the position reconstruction
in the z direction is the diffusion of the electron cloud during its drift to the surface,
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Figure 4.18: Distributions of drift time for background data (left) and 57Co data (right)
from ZEPLIN-II.
implying that the position resolution degrades with increasing depth of the interaction,
although this effect is relatively minor.
4.5.2 Position reconstruction in the horizontal plane
To locate an event in x and y, the hit pattern of the signal across the PMT array is
utilised. In principle, a PMT will observe a fraction of the total light emitted based
upon its proximity to the event location in x and y. This assumption is utilised in the
application of a centroid position reconstruction algorithm, providing fast processing
speeds and a robust approach.
Calculation of the x and y location combines the position of each PMT in the array,
xi and yi, weighted by the signal observed in the individual PMT, S(i):
x =
7∑
i=1
wi xi S(i)
7∑
i=1
S(i)
y =
7∑
i=1
wi yi S(i)
7∑
i=1
S(i)
(4.2)
where wi are additional weighting factors applied to account for differences in indi-
vidual PMT response. These factors correct for distortion of the position response
distribution across the array, yielding a reconstructed distribution which represents the
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hexagonal shape of the PMT array. The main limitations on position reconstruction in
ZEPLIN-II are the low number and large size of the PMTs, limiting the precision of the
reconstructed x−y position. Either S1 or S2 can be utilised to reconstruct the x and
y position of an event, but far greater power is held in the S2 signal due to the larger
number of photons produced and closer proximity of the signal to the PMT array. In
addition, the high light collection uniformity in the liquid phase makes reconstruction
of S1 position even harder.
Due to the nature of the centroid reconstruction algorithm, where events cannot be
allocated positions outside the outer PMTs, the coordinates returned have arbitrary
units. Consequently, for simplicity, it was decided to apply arbitrary co-ordinate values
for the PMT locations, summarised in Table 4.1, along with the PMT weighting factors
used in the final analysis. These arbitrary values can then be calibrated later.
Table 4.1: ZEPLIN-II centroid reconstruction: PMT positions, xi and yi, and weighting
factors, wi.
PMT xi yi wi
1 0.0 0.0 3.00
2 2.0 0.0 1.05
3 1.0 -1.7 1.20
4 -1.0 -1.7 0.80
5 -2.0 0.0 0.83
6 -1.0 1.7 0.76
7 1.0 1.7 0.79
From the x and y positions of an event, the polar coordinates can be extracted, where
an approximate correction can be applied to correct for an aberration created by the
hexagonal PMT layout, through adjustment of radial coordinate, r by:
rcor = (1.0 − 0.1 cos(6θ))× r (4.3)
For calculation of the fiducial mass, a calibration of the radial position parameter,
r, is required. As with the calibration of depth, reference points in the detector are
required; in this case, these are provided by the recesses in the base-plate. During
calibration of the instrument with a 57Co source, placed below the detector, the low-
energy γ-rays are able to penetrate into the xenon through the recesses in the base-plate,
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forming two concentric rings, at radii of 7.5 cm and 15 cm, providing useful reference
points for calibration.
Figure 4.19 shows the reconstructed positions of events during a 57Co calibration
run. The positions of the recesses are clear from the data and agree well with the actual
locations. The position of the rings allows r to be calibrated, resulting in ∼ 200 mm per
arbitrary unit. The radial position resolution can be estimated from the width of the
peaks in the radial distribution, yielding an accuracy of σr ≃ 1 cm. This is an upper
limit on the underlying resolution as the S2 signals drifting from the detector bottom
will have undergone the greatest lateral diffusion.
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Figure 4.19: Reconstructed x−y position distribution for 57Co data. The two concentric
rings represent the positions of two sets of recesses in the base-plate of the detector.
4.5.3 Fiducial cuts
Selection of a fiducial volume with a reduced background requires placement of cuts
on the z and r parameters. The process of defining the fiducial volume is a balance
between removing background and retaining a large target volume, carried out through
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evaluation of the calibration data and a 10% sample of the science data.
The total active target, defined by the reflective PTFE, forms a truncated cone with
volume:
V =
1
3
πd
(
r21 + r1r2 + r
2
2
)
, (4.4)
where r1 = 162 mm is the upper radius, r2 = 145 mm is the lower radius and d = 140 mm
is the depth, resulting in a total volume of ≃ 10, 400 cm3. Assuming a xenon density of
2.88 g/cm3 at P = 1.6 bar, the total mass is ∼ 30 kg, with a small additional volume
above the lower extraction grid of ∼ 600 cm3 (∼ 1.6 kg).
Evaluation of the drift time distribution from the 10% science data sample reveals
significant background populations from the lower-extraction and cathode grids. These
populations must be removed with high efficiency as they contain a large number of
nuclear recoils caused by radon progeny events on the wires. The events originating
from the lower extraction grid and the photomultipliers were already rejected by the
dtime > 4 µs cut applied during event selection. A similar cut is applied to remove the
events originating from the bottom of the detector, dtime < 64 µs. These cuts leave a
fiducial drift time of 60 µs (≃ 120 mm), containing a total mass of 24 kg.
Similar considerations were applied to the definition of a radial cut, assessing the
background populations evident from the walls of the detector, shown in Figure 4.20.
The radial distribution exhibits an approximately constant background within a central
region of the detector, accounting for the 1/r correction for the volume effect of increas-
ing radius. Removal of the increased background from the detector walls is achieved
with a radial cut, r < 0.467, which equates to a radius of ∼ 80 mm.
The central fiducial region defined by cuts on z and r forms a cylinder of xenon as
ionisation drifts vertically in this central region away from the detector walls. Again
assuming a density of 2.88 g/cm3, this results in a final fiducial mass of 7.2 kg. The
final fiducial volume is small compared with the total mass of xenon, illustrating the
importance of low-background internal surfaces and components, clearly demonstrating
the advantage of going to larger volume detectors with a higher volume-to-surface ratio.
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Figure 4.20: Reconstructed position distributions for the science background data in
x− y (left) and radius (right). The radial fiducial cut is shown by the black ring (left)
and shaded region (right).
4.6 Energy calibration
The low-energy calibration of >kg-scale xenon targets is a major challenge, given the
poor penetration of low-energy γ-rays into a dense medium. Calibration of the energy
scale in ZEPLIN-II utilises the dominant 122 keV and 136 keV γ-rays from 57Co (see
Table A.1), requiring the target vessel to be thinned in places. Despite this, these γ-
rays only penetrate a short distance into the xenon (λ ≃ 0.35 cm), providing direct
calibration of only a small fraction of the volume (see Figure 4.18). Furthermore, we
note that 122 keV is still well above the energy range of interest for WIMP searches
with xenon (< 30 keVee). Current knowledge of scintillation processes in xenon suggest
photon-production linearity down to only about 30 keVee. No conclusive data exists at
energies below this, so an assumption of linearity in the scintillation channel is required
down to very low energies. A brief description of the radioactive sources used for
calibration purposes is given in Appendix A.
The only lower energy volume-distributed feature available for calibration purposes
is a 40 keV inelastic scattering feature from 129Xe induced during neutron calibrations
(discussed in Sections 4.7.2 and 7.6). Comparison of this feature in simulation and data
(calibrated from 122 keV) shows good agreement, lending weight to the assumption of
a linear energy response down to at least ∼ 40 keVee.
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The spectra from both S1 and S2, shown in Figure 4.21, exhibit the combined pho-
topeak from the 122 keV and 136 keV γ-rays, with a population stretching to higher
energies, up to ∼ 700 keV. The higher energy events are a result of unsubtracted back-
ground and of the higher energy 57Co γ-rays, whose very small proportion is enhanced
by their greater penetrative power.
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Figure 4.21: Spectra of S1 (top) and S2 (bottom) from 57Co calibrations. The photo-
peak results from the combined response to 122 keV and 136 keV γ-rays emitted by the
external calibration source.
In ZEPLIN-II the prompt scintillation signal (S1) alone was used to define the in-
teraction energy. The combined photopeak in the S1 spectrum was fitted by a double
Gaussian distribution, incorporating the two significant γ-ray lines, allowing for extrac-
tion of a numerical value for the scintillation response to a 122 keV γ-ray. This value
provides calibration of the energy scale and allows calculation of the photoelectron yield
of the instrument (at the operating field of 1 kV/cm). These 57Co calibrations were re-
peated daily during the science data-taking period, monitoring the stability of the yield
(shown in Figure 4.22). The average measured yield at the operating field of 1 kV/cm
was 0.55 phe/keV, with reasonably good stability of the S1 calibration peak throughout
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Figure 4.22: Scintillation (S1) response of the instrument monitored through the science
data-taking period.
the run requiring no time-dependent energy calibration or correction of the S1 area.
Nuclear recoils produce a different scintillation response to electron recoils (as gener-
ated by γ-ray interactions). Consequently, energy calibration of nuclear recoils requires
a conversion from the electron-equivalent scale measured. As described in Chapter 3, a
nuclear recoil produces less scintillation light than an electron recoil of the same energy.
At zero electric field this is characterised by the relative scintillation efficiency, Leff .
Measurements of Leff from various groups suggest a constant value of approximately
0.19 in the energy range of interest for ZEPLIN-II. At the ZEPLIN-II operating field
(1 kV/cm) additional field induced factors apply to both electron and nuclear recoils
due to ionisation track topology. The suppression for nuclear recoil signals has been
measured previously for a recoil energy of 55 keV [147], yielding a value of sn = 0.93 at
1 kV/cm. The value for electron recoils can be calculated by comparison of the 1 kV/cm
calibrations with a zero-field equivalent. A zero-field calibration spectrum yields a pho-
toelectron yield of 1.1 phe/keV, double that at field. Consequently, the suppression
factor for electron recoils is se = 0.5 at 1 kV/cm. For ZEPLIN-II, at 1 kV/cm, the
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conversion of electron-equivalent energy, Eee, to nuclear recoil energy, Enr, is then:
Enr =
Eee
Leff
× se
sn
=
Eee
0.36
. (4.5)
The energy resolution of the detector was measured by comparing the width of
the 57Co photopeak with simulations, accounting for all γ-ray energies, giving σE =
(1.80± 0.04)×√Eee, with Eee in keVee. This takes into account statistical fluctuations
in the number of photoelectrons created and other stochastic factors. The measured
energy resolution is required for comparison with theoretical WIMP spectra, during
calculation of the WIMP-nucleon scattering cross-section (see Chapter 6).
4.7 Discrimination parameter calibrations
Once the relevant output from the instrument has been selected, corrected, calibrated
and fiducialised, the dataset is ready for a WIMP search. In two-phase xenon, the
discriminatory factor exploited is the ratio of ionisation to scintillation produced by the
different interaction types. This S2/S1 ratio is usually plotted against S1-derived energy
when assessing the different populations present in the dataset. In this parameter space,
a WIMP-search region must be defined and the nature of the expected electron recoil
background determined.
Favoured WIMP models result in interactions with baryonic matter taking the form
of nuclear recoils from an elastic WIMP-nucleon scatter. The detector response to this
signature can be calibrated with a neutron source inducing nuclear recoils in the liquid
xenon target. Similarly, the electron recoil background population was calibrated using
a 60Co source, emitting 1.17 MeV and 1.33 MeV γ-rays, populating the low-energy
spectrum through Compton-scattering in the target. From these calibrations a search
region was defined and the expected background (in that region) calculated. The search
region is not expected to be event-free, due to partial overlap of the electron recoil
population, a potential background of residual neutrons and any additional unknown
backgrounds. From simulations based on the detailed detector geometry and component
radioactivity, < 0.5 neutron events are expected in the WIMP-search region in this
particular data-set. As a result, the neutron background is not added to the overall
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total expectation in the region, but should be considered in the case of an apparent
unknown background.
Calibrations of the instrument were carried out at a high rate, providing sufficient
data to accurately define the populations in the S2/S1 space. The high rate utilised in
the ZEPLIN-II calibrations, however, caused a large number of overlapping events in
the data, where unrelated S1-only (or sub-threshold) and rare S2-only pulses are identi-
fied together. This association of unrelated pulses produces a uniform scatter of events
across the discrimination plots. The level of accidental coincidences can be assessed by
investigating events appearing beyond the maximum physical drift depth. Figure 4.23
shows the drift time of events from the 60Co calibration, with a small constant popula-
tion appearing beyond the maximum physical drift time, ∼ 73 µs. Assuming this level
to be constant, it is clear that the population will not significantly affect the fitting of
the main distributions.
Figure 4.23: Drift time distribution from 60Co calibration data, showing a population
appearing beyond the maximum physical drift time, resulting from accidental coinci-
dences causing event confusion.
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4.7.1 Electron recoil populations: 60Co γ-rays
To attribute any events observed in a science data-set to electron recoils, they must
match the response of the instrument to a known electron recoil population. The re-
sponse of the instrument to the presence of low-energy electron recoils is defined through
Compton-scattering of high energy γ-rays from an external calibration source. For
this purpose, a 10 µCi 60Co source was placed within the neutron shielding, emitting
1.17 MeV and 1.33 MeV γ-rays (see Appendix A). Data were acquired over a 19.3 hour
run, yielding 7795 golden, fiducial events below 40 keVee. Ideally, calibration of the
background populations for rare-event search should have high statistics, allowing pre-
cise definition of the overlapping tails of the distributions. However, these high statistics
calibrations prove impractical due to the huge data volume required. Figure 4.24 shows
the resulting scatter plot with the electron recoil population having S2/S1 between 100
and 500.
Figure 4.24: Discrimination parameter scatter plot for the electron recoil calibration
dataset acquired using a 60Co γ-ray source.
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4.7.2 Nuclear recoil calibration: AmBe neutrons
To populate the nuclear recoil region of the S2/S1 parameter space, mimicking a WIMP-
nucleon scattering population, neutrons are produced by (α,n) interactions in a 0.1 GBq
AmBe source (see Appendix A). The source is manually inserted within the neutron
shielding, ∼ 1 m away from the liquid xenon target. Neutrons interact with xenon atoms
through elastic scattering, producing nuclear recoils, or inelastic scattering, producing
isotope-specific γ-rays. The pure elastic recoils, mimicking a WIMP signal, have the
lowest S2/S1, forming a band stretching down to low energy. A second population
is also found just above 40 keV, resulting from inelastic scattering from 129Xe, where
the nuclear recoil component is accompanied by a γ-ray of a fixed energy, in this case
39.5 keV. Further populations at higher energy are produced by inelastic scattering from
131Xe (∼ 80 keV) and additionally the PTFE cone (19F at ∼ 110 keV and ∼ 197 keV),
along with electron recoils from γ-rays emitted by the AmBe source. A discussion of
the 40 keV inelastic feature is given in Chapter 7.
Figure 4.25: Discrimination parameter scatter plot for the nuclear recoil calibration
dataset acquired using an AmBe neutron source.
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The AmBe science calibration was completed over the course of two days, with 6.3
hours total exposure. The scatter plot in Figure 4.25 shows events in the fiducial volume
passing all selection cuts up to 40 keVee. Characterisation of the detector response to
nuclear recoils is achieved by slicing in 2 keVee bins (shown in Figure 4.26). The nuclear
recoil population in the individual slices were fitted by log-normal distributions, describ-
ing the mean and width of the S2/S1 response. The means of the distributions were
parameterised by a power law, S2/S1 = 345.3E−0.4673ee , shown in Figures 4.24 and 4.25
by the solid line. Integration of the log-normal distributions provides a calculation of
the fraction, Anr, of nuclear recoils below a given value of y = S2/S1, the nuclear recoil
acceptance:
Anr(y) =
∫ y
−∞
f(y;µ, σ) dy =
∫ y
−∞
1
yσ
√
2π
e−
(ln(y)−µ)2
2σ2 dy =
1
2
(
1 + erf
[
ln(y − µ
σ
√
2
])
,
(4.6)
where µ and σ are the mean and standard deviation of S2/S1.
Definition of the expected signal region of the parameter space provides a basis
on which to define a WIMP search box. Comparison of electron and nuclear recoil
populations from the calibrations shows the discriminatory power held in the S2/S1
parameter. A constant S2/S1 lower bound for the search box was defined, y = 40,
excluding the lower parameter space which contains little recoil acceptance. The upper
limit can be defined for the search box based on either constant nuclear recoil acceptance
or constant background leakage. In the case of ZEPLIN-II, a constant-acceptance upper
bound was adopted. Following assessment of the overlap of the populations, the upper
bound was set at 50% nuclear recoil acceptance, Anr = 0.5, calculated by integration of
the sliced distributions above y = 40.
The roughly exponentially falling energy spectrum of the expected WIMP-nucleon
signal informs the definition of bounds on the energy range of the search box. The lower
energy bound should be reduced as far as practicable to include the most significant
part of the recoil spectrum. In practice, however, this lower limit is constrained by
the energy threshold and efficiencies of the detector, which remove the signal power
at very low energies. This reduced power, combined with the increased probability of
observing spurious events at very low energies, led to a lower limit on the energy of
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Figure 4.26: 2 keVee slices of the ZEPLIN-II AmBe neutron calibration, showing fits
of the nuclear recoil population with log-normal distributions.
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the box of 5 keVee. The upper limit is likewise determined by the combination of the
expected signal spectrum and detector efficiencies, which begin to decrease at energies
above 30 keVee due to a hardware cut. An upper energy limit of 20 keVee was chosen,
excluding only . 2% of the signal above 5 keVee.
The WIMP search box containing 50% of nuclear recoil acceptance above S2/S1 =
40, between 5 keVee and 20 keVee is overlaid onto the calibration data (Figures 4.24
and 4.25), showing only a small overlap with the electron recoil population. The box,
defined using calibration data, was checked against the 10% background data sample
and fixed before analysis of the full data-set.
4.7.3 Efficiencies in the acceptance region
For the calculation of WIMP-nucleon scattering cross-sections we must reconstruct the
‘true’ event rate from the one which is experimentally observed. The observed rate is
affected by detector characteristics such as efficiencies, thresholds and energy resolution.
All processes which reduce the probability of detecting a nuclear recoil event must be
incorporated, yielding an overall nuclear recoil detection efficiency.
The efficiencies of the selection cuts applied to the data have been individually mea-
sured (or calculated) and are summarised in Table 4.2. Hardware effects also result in
efficiency loss, and must also be included in the overall efficiency. In the latter category,
the most significant is a saturation cut applied in hardware during background acquisi-
tion; this is energy-dependent, as shown in Figure 4.27, but has unity efficiency below
30 keVee.
Events in the target are rejected if a coincident signal is observed in the liquid
scintillator veto, thus removing ∼ 50% of low-energy neutron scatters in the xenon.
A small probability exists that a coincidence between events in the target and veto
is accidental, leading to an efficiency of 99.2% during background acquisition (91.5%
during AmBe calibrations and 61.8% during 60Co calibrations).
During data acquisition, communication between the ACQIRIS digitisers and the
DAQ computer constituted a small bottleneck introducing a dead-time effect. It was
calculated that the dead-time fraction for background acquisition was ∼ 10% (an effi-
ciency of 90%), with larger dead-time fractions for calibration data: 37% for the AmBe
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Figure 4.27: Efficiency plot for the hardware upper-level discriminator (‘saturation
cut’) from comparison with data where no upper-level discriminator was applied.
calibration and 22% for 60Co calibration.
All these efficiencies were combined to yield the final energy-dependent efficiency
for nuclear recoil detection in the science data-set of ZEPLIN-II. The solid histogram
in Figure 4.28 shows the overall efficiency calculated from the individually measured
efficiencies, increasing with energy to reach a maximum efficiency of ∼ 78% around
13 keVee. The saturation cut reduces the efficiency above ≃ 30 keV. The total detection
efficiency in the WIMP search box ranges from 34% at 5 keVee to 78% at 20 keVee. The
detection efficiency can also be assessed through comparison of calibration data with
Monte Carlo simulations. Simulation of the AmBe calibrations yielded a spectral shape
in good agreement with that of the calibration. By normalising the simulated spectrum
to match the calibration spectrum in the energy range of constant efficiency, the shape
of the efficiency curve can be calculated. Figure 4.28 also shows the efficiency curves
calculated from such a comparison with simulated AmBe data, as well as 60Co data.
All three measurements of efficiency show good agreement, which is very reassuring.
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Table 4.2: Summary of nuclear recoil detection efficiencies in ZEPLIN-II science data,
including software event selection cuts and hardware effects.
First pass event selection cuts
S2 τ cut ≃100%
S2 position cut 100%
1 nVs minimum S2 area f(E) 90.3% between 5-10 keVee
S1 τ cut ≃100%
S1 position cut 100%
3-fold S1 requirement f(E)
Golden rule 100%
Second pass event selection cuts
Tight S2 τ cut 90.2%
Tight S1 τ cut ≃100%
S1 ∆tpeak cut ≃100%
Additional selection cuts
Trigger-point cut ≃100%
Cathode event check 99.7%
Hardware cuts
Saturation cut ≃100% below 30 keVee
Veto accidentals 99.2%
Dead time 90% for background data acquisition
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Figure 4.28: Plot of the total nuclear recoil detection efficiency in ZEPLIN-II. The solid
histogram represents the combined efficiency calculated from the different cuts (sum-
marised in Table 4.2), with the solid circles and empty squares representing an efficiency
calculated from comparison of the AmBe and 60Co calibrations with simulations.
4.7.4 Expectations
The expected number of background events is important when statistically analysing
the observation in the WIMP search box for the presence of a signal. Comparison
between events observed in the WIMP search box in the science data-set and the electron
recoil population defined by the calibrations, requires a calculation of an expectation
for the observed background. Integration of the electron recoil calibration within the
box yields the fraction of electron recoils leaking into the search region. Due to the
energy-dependent S2/S1 behaviour of the electron recoil population (and box upper
bound), the energy range is sliced into two bins, 5-10 keVee and 10-20 keVee.
The S2/S1 values plotted in Figure 4.29 are offset by the energy-dependent 50%
nuclear recoil acceptance value, k(E). The electron recoil S2/S1 distributions within
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Figure 4.29: Slices of the electron recoil population from the 60Co calibration of
ZEPLIN-II. The discrimination parameter plotted as log(S2/S1) − k(E), where k(E)
is the energy-dependent value of the 50% nuclear recoil acceptance, i.e. the upper
boundary of the acceptance box.
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the slices were fitted by log-normal distributions with a small constant component ac-
counting for the uniform distribution of random coincidence events. Integration of the
log-normal distributions below 0 (i.e. inside the search box) yields the number of leak-
age events in the calibration, a value which requires further normalisation based on the
relative exposure time of the calibration and science data-sets. Following normalisation
we calculate an expectation of 4.2±2.4 electron recoil events in the box from 5-10 keVee
and 11.9± 2.7 events in the 10-20 keVee range.
4.8 Science data
The science data-set was acquired over a period of 57 days, amassing a total of 1767 kg·days
of data from the 31 kg target. A live time of about 77% was achieved, after accounting
for daily calibration periods (57Co and α-events), brief oﬄine periods of maintenance
and removal of the 10% data sample. Further cuts were applied to ensure acceptable
uniformity of detector response, removing days containing electric field instabilities, re-
sulting in a final exposure of 31.2 days of science data (967 kg·days for the 31 kg active
volume). Fiducial cuts reduce the fiducial mass to 7.2 kg of liquid xenon, giving a final
exposure of 225 kg·days. The exposure calculation is detailed in Table 4.3.
To avoid bias when analysing the science dataset for the presence of a signal, a
blind analysis procedure was intended, with the event selection, quality and fiducial
cuts defined with the commissioning and calibration data, and cross-checked with a
Table 4.3: Summary of ZEPLIN-II exposure for science background data-set.
Exposure Cuts applied (either operational or fiducial)
Calender runtime 57 days Complete length of science run
(31 kg target mass) (1767 kg·days) in final background configuration
Science data run 44.2 days Background exposure, excluding
(31 kg target mass) (1370 kg·days) periods of calibrations and maintenance
Stable operation 31.2 days Days experiencing E-field instabilities
(31 kg target mass) (967 kg·days)
Drift time fiducial volume 31.2 days Fiducial cut in drift time, z, applied
(26 kg target mass) (811 kg·days)
Radial fiducial volume 31.2 days Fiducial cut on radial position, r, applied
(7.2 kg target mass) (225 kg·days)
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10% sample of the science data. For this purpose, every tenth data file was selected
and analysed “unblind”. The WIMP-search box was defined from comparison between
electron and nuclear recoil calibration data-sets with no knowledge of the complete
science data-set, again cross-checked with the 10% sample. Subsequently, after definition
of all cuts, corrections and the WIMP search region, the remaining 90% of background
data was processed.
Following processing of the “blind” science data-set (selecting golden events, applying
corrections for PMT gain, finite electron lifetime, pressure and absolute variations), a
discrimination scatter plot was produced from events within the fiducial volume. Dozens
of spurious events were observed and it was clear that a loop-hole in the event selection
algorithms was allowing anomalous events to pass the cuts, a result of the code not
implementing the pre-defined selection philosophies correctly. This defect could not be
identified in the 10% data sample due to lack of statistics. As a result, the code had
to be corrected after all the data had been revealed, resulting in an “unblind” analysis
of the final science data-set. However, the definition of the acceptance region and cut
definitions remained unchanged.
The final discrimination scatter plot for the science background data is shown in
Figure 4.30, with and without events vetoed by coincident signals from the liquid scin-
tillator. In total 29 unvetoed events were observed in the acceptance region (14 from
5–10 keVee and 15 from 10–20 keVee). The electron recoil background population was
observed as expected from 60Co calibrations; however, an additional unexpected popu-
lation of events was observed with low S2/S1, forming a band with an approximately
constant S2 signal. This signal was clearly incompatible with nuclear recoil events from
the fiducial volume, and it was unlikely to arise from WIMP interactions or a neutron
background.
Further study of these events clearly placed their origin at the detector walls, leaking
into the radial acceptance region due to the poor radial position resolution for small S2
signals. Figure 4.31 shows the radial distributions of the these small S2 signals in the
two energy ranges (5–10 keVee and 10–20 keVee) showing a wide Gaussian distribution
centred at ∼ 0.73 (in arbitrary units), the position of the PTFE wall. The width of
the reconstructed radial distribution is affected by the size of the S2 signals, as a result
of the centroid position reconstruction algorithm. Through fitting of the wall-event
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Figure 4.30: Discrimination parameter scatter plot of the final science dataset from
ZEPLIN-II, with (top) and without (bottom) vetoed events. In the top plot vetoed
events are symbolised by a star. The acceptance region and 50% nuclear recoil accep-
tance line are shown, together with lines of constant S2 (S2 = 2 and S2 = 5).
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population, the radial resolution can be measured as a function of S2 area (shown in
Figure 4.32), with the resolution clearly degrading for very small S2 pulses.
These small S2 events are attributed to 222Rn-progeny interactions, where daughter
species produced by decay of 222Rn (emanated from the SAES getters) migrate to the
PTFE walls, cathode and extraction grids, under the applied electric field, becoming
implanted on the surface. Often, these species decay with only the nuclear recoil com-
ponent escaping from the surface. Similar nuclear recoil events were observed from the
Figure 4.31: Reconstructed radial distributions of small S2 events from the science
dataset. Gaussian distributions are fitted outside the fiducial radius (solid line) and
extrapolated into the acceptance region (dotted line) to calculate an expectation.
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Figure 4.32: Plot showing the worsening of radial position resolution with decreasing
S2 signal size. Radon progeny (and other background) interacting near the walls of the
detector was used.
cathode and lower-extraction grids, where the proximity to the grid wires provides a
higher field to extract the charge. Close to the PTFE walls extraction of charge is sup-
pressed either at the interaction site, whilst drifting through the volume (due to close
proximity to the wall) or during electroluminescence (in the peripheral region of the gas
layer), producing a smaller S2 pulse.
To account for the additional background population in the search for a WIMP signal,
the number of events expected in the search box from this new background must be cal-
culated. This calculation should be done excluding information from within the search
box. The well-defined radial distribution of the small S2 events allows for characterisa-
tion of the population with a Gaussian distribution fitted beyond the radial fiducial cut
(i.e. outside the acceptance region). The distribution is extrapolated and integrated
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within the fiducial radius, yielding an expectation on the number of 222Rn-progeny
events within the box. This technique was used for the two energy ranges defined pre-
viously (shown in Figure 4.31), predicting 10.2 ± 2.2 events in the 5–10 keVee bin and
2.3± 0.5 events in 10–20 keVee.
The total expectation in the WIMP-search box (detailed in Table 4.4) were calcu-
lated by summing the γ-ray expectation derived from the 60Co calibrations and the
222Rn-progeny expectation giving a total expectation of 28.6±4.3 background events in
the box, compared with the 29 events observed in the data. A statistical analysis on the
presence of a signal can be carried out from the observed and expected number of events,
with a limit on the signal rate calculated from the experimental exposure (in kg·days).
The limit on rate is subsequently compared with the theoretical WIMP-nucleon scatter-
ing spectrum calculated for a xenon target with the calculated detector characteristics
(energy resolution and energy-dependent efficiencies). By applying a Feldman-Cousins
technique (as described in Chapter 6) using the total expectation and observation, gives
a 90% upper limit of 10.4 events, which translates to 0.092 evts/kg/day. The process
of calculating a limit on the WIMP-nucleon spin-independent scattering cross-section is
detailed in Chapter 6.
Table 4.4: Summary of background expectation in the ZEPLIN-II WIMP search box.
Energy Observed events γ-ray γ-ray 222Rn-progeny Total
range (60Co data) (bkgd data) (B) (A + B)
(keVee) (A)
5-10 14 4.2 ± 2.4 5.6± 4.6 10.2± 2.2 14.4 ± 3.3
10-20 15 11.9 ± 2.7 13.0 ± 6.0 2.3 ± 0.5 14.2 ± 2.7
Total 28.6 ± 4.3
Chapter 5
ZEPLIN-III: First Science Run
Following the completion of the ZEPLIN-II experiment, ZEPLIN-III was commissioned
at the Boulby underground laboratory. ZEPLIN-III utilises the same two-phase detec-
tion principle as ZEPLIN-II, sensing both prompt scintillation and drifted ionisation
with an array of photomultiplier tubes. However, it operates with a stronger drift field
and has the PMTs located in the liquid, viewing the target volume from below (as shown
in Figure 3.19). The work described here relates to the analysis of the first science run.
Initial construction was completed at Imperial College at the beginning of 2006,
where surface testing was also carried out [170]. The detector was subsequently trans-
ported to Boulby (December 2006) and reassembled underground. Commissioning be-
gan in mid-2007, when detector characteristics, both operational and technical, were
optimised. A first science run of the detector lasted from February until June 2008,
including 84 days of shielded science data, daily 57Co calibrations, AmBe neutron cali-
brations and 137Cs Compton calibrations, along with other datasets of interest. A de-
scription of the instrument and related systems is given in Section 3.5, with a detailed
review of the hardware provided in [102]. Detailed simulations of the instrument’s per-
formance were carried out during the design phase [150]. The results of the first science
run have been published [103, 171], and other papers are in preparation describing other
significant results.
There were many similarities between the ZEPLIN-II and -III detectors which aided
the commissioning and data analysis of ZEPLIN-III. However, there were also im-
portant differences which introduced additional challenges, including light collection
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non-uniformity, detector dead-regions, the increased number of PMTs and dual-range
acquisition. The analysis path for ZEPLIN-III follows along similar lines to that of
ZEPLIN-II, but with added complexity in certain areas.
I have personally played a role in many aspects of the analysis: organising the data
pipeline, storage and processing, helping to debug and optimise the data reduction
software (ZE3RA), optimising the golden code, applying basic position reconstruction,
creating automated monitoring routines, studying dead region events, analysis of the
calibrations and final science data. Brief descriptions of other pieces of work (carried
out by others within the collaboration) have been included to illustrate the complete
analysis process leading to the final dark matter result.
5.1 Data acquisition and pipeline
As the complexity of detectors increases with more information being extracted, the
data-rate can become a challenge. The increase in the number of channels recorded
from ZEPLIN-II (7 PMTs, single-range) to ZEPLIN-III (31 PMTs, dual-range), posed
new challenges in acquisition, transfer, handling and storage. Data acquisition of the
62 channels was achieved with 8-bit ACQIRIS digitisers (ACQIRIS DC265), sampling at
500 MS/s (2 ns samples); example waveforms are shown in Figure 5.1. The waveforms
recorded are centred on the trigger point, extending 18 µs before and after, recording
events triggered by S1 or S2. The PMTs are powered by a single HV supply, with
individual attenuators (Phillips Scientific 804) applying a first-order normalisation of
the PMT responses.
The normalised signals from the 31 PMTs are passively split, with one channel
recorded unamplified, the low sensitivity channel (LS), and the other passing through a
fast 10x amplifier (Phillips Scientific 770) before acquisition, the high sensitivity chan-
nel (HS). The amplified HS signals are again split, feeding the acquisition and trigger
electronics. The dual range, with a factor of 10 between high and low sensitivity, in
addition to different full scale settings available for each range, allows the recording of
large S2 signals whilst retaining good sensitivity for the small S1 pulses, providing a
larger dynamic range.
The trigger electronics are shown in Figure 5.2. The 31 high sensitivity signals feed
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Figure 5.1: Display of all 31 high sensitivity waveforms from ZEPLIN-III.
Figure 5.2: A schematic detailing the trigger and acquisition circuitry for ZEPLIN-III.
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a summing amplifier before integration (500 ns) and differentiation (500 ns) by a timing
filter amplifier (Canberra 2111). This signal passes to a fast discriminator (NE 4684),
set to −80 mV, which outputs to an external gate generator triggering the digitisers.
This unit is inhibited until the DAQ computer confirms that the crate is ready for
trigger and, in addition, for 1 ms after each event. Detailed studies of the trigger have
shown that the trigger threshold is equivalent to ∼ 11 ionisation electrons emitted from
the liquid surface, or ∼ 0.2 keVee for nuclear recoils, and is triggered exclusively by S2
pulses for recoils up to 40 keVee (and by S1 pulses above that energy). The threshold
was set at this level to avoid excess triggering from single electron emission or low energy
events with S1 below software threshold.
Waveforms are recorded using specifically-designed LINUX-based software. This
software reads out the digitisers into a FIFO-type memory buffer, and writes out events
to disk using two separate processors, reducing the overall dead time. To reduce the
data-rate recorded to disk, a software saturation cut can be applied in the DAQ, rejecting
events which saturate the low sensitivity channel. This removes only high energy events,
above the range of interest, leaving an efficiency of 100% below ∼ 70 keVee (shown in
Figure 5.3).
After compression, data were transfered to two identical 100 GB LTO1 data tapes.
One was transported to our central repository at RAL, whilst the other tape was stored
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Figure 5.3: 137Cs energy spectrum acquired with no saturation cut (red line) and
applying the standard saturation cut (shaded grey) (left) and the derived saturation
cut efficiency curve (right).
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at Boulby for backup purposes. The first step of the analysis, data reduction (see Sec-
tion 5.2), is completed utilising an Xgrid system [172], with 28 processors, harnessing a
combined processing power of 72 GHz. The data management and processing have been
an important part of the project, in fact more of a challenge than originally envisaged.
The practicalities of managing large volumes of data must be carefully considered for
future large scale systems. The methods of waveform digitisation, data acquisition and
data compression can all assist in this, along with adoption of large volume handling
facilities afforded by larger projects, such as the LHC Grid.
During the first science run of ZEPLIN-III and associated commissioning runs, about
60 TB of uncompressed raw data were acquired, with a lossless compression factor of
∼4 achieved using gzip, leaving a total of 15.5 TB of compressed data. Additional
compression algorithms are being developed to reduce the volume further.
5.2 Pulse identification process
The acquired raw data comprises 62 individual waveforms, which must be processed to
characterise any pulses, in both the high and low sensitivity channels. For ZEPLIN-III, a
piece of software, ZE3RA (ZEplin 3 Reduction & Analysis), was specially developed for
this purpose. ZE3RA parameterises waveforms without ascribing any physics meaning
to pulses, which is important to avoid biasing the data analysis at this early stage.
ZE3RA also provides an event display (Figure 5.4), which is vital to enable a progressive
understanding of the recorded events. A brief overview is given of the characteristics
of ZE3RA which influence the quality of the reduction and the parameters, output into
hbook ntuples, which are provided for further data analysis.
Before accurate pulse-finding and parameterisation can take place the baseline of
each waveform must be characterised. A 2 µs section at the start of the waveform
(1000 samples) is analysed for this purpose allowing the baseline level and noise (RMS)
to be determined. A threshold of 3×RMS is set independently in each channel.
Following characterisation of the baseline and definition of a threshold, pulse finding
can proceed, with a search for pulses above threshold in each waveform. Pulses identified
in this way are combined to create two intelligent sum channels (HS and LS), providing
much clearer sum waveforms for pulse identification and parameterisation. This is
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Figure 5.4: Event visualisation using ZE3RA software, showing the sum channel for a
waveform in the high and low sensitivity. The inlaid window provides pulse information
and basic position information based on pulse size between different PMTs.
especially important for small signals which could be diluted by noise in PMTs seeing
no signal. An algorithm is applied to correlate pulses between high and low sensitivity
channels, using a statistically-motivated timing/shape coincidence analysis.
For each event the pulses identified are parameterised, ordered by decreasing area (in
the HS sum channel), with the 10 largest stored in hbook ntuples for further analysis.
The parameters recorded are listed below in functional blocks. Pulses are identified
by two indices (id = 1...10, channel = 1...64) and waveforms by a single index (chan-
nel = 1...64). The number of channels (64) includes the 2 × 31 signals plus two sum
waveforms (HS and LS).
5.3 Event selection philosophy
As with ZEPLIN-II, a golden code was applied to the reduced data, selecting events
with one good S1 and one good S2, simplifying further analysis and providing a coherent
event selection philosophy for all analyses contributing to the final science result. The
event selection philosophy and cuts are described here.
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Table 5.1: Parameters recorded in hbook ntuples by ZE3RA.
Parameter block Parameters
Event Event number and time
Detector slow control Trigger rate, detector temperatures and pressures, liquid level
High voltage Electrode and PMT voltages and currents
External environment Temperatures and pressures of the lab
Waveform Baseline and RMS noise values, number of pulses stored
Pulse
Pulse saturation flag
Start time of pulse
Pulse amplitude
Pulse width at 10% and 50% of maximum
Pulse area integrated above threshold and total integrated pulse area
Mean charge arrival time
For a selected dataset, the ntuples produced by ZE3RA are read into the code, with
a series of physically motivated event selection cuts applied (listed below), before the
surviving events are written to “golden” ntuples.
• First pass cuts: simple S1 and S2 identification cuts → golden rule enforced.
• Voltage cuts: check that voltages (grids and PMTs) are within acceptable ranges.
• Waveform cuts: stability check on baseline, noise and other waveform properties.
– New “golden” variables are calculated for surviving events.
• Second pass cuts: final test of events using newly calculated parameters
Events passing all the cuts are written to “golden” ntuples which can be easily utilised
for further analysis. The golden code implements counters to track the number of events
which pass or fail each section, aiding assessment of the efficiency of the analysis for
nuclear recoil detection. This information, along with the number of files and live time
of the data set, are reported at the end of the process.
5.3.1 First pass cuts
Characterisation of the pulses parameterised by ZE3RA as either an S1, S2 or neither, is
achieved through the application of a series of cuts based upon the physics processes and
detector characteristics. As with ZEPLIN-II, the relatively straightforward S2 search is
carried out first, followed by a “look-back” search for the much smaller S1 pulses.
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Pulses are first compared with the expected properties of an S2 pulse, of which the
most basic characteristic is the large width, requiring application of a cut on the mean
charge arrival time, tau (τ > 150 ns). As with ZEPLIN-II, a minimum area (s2area
> 5 V.ns) cut is applied to ignore single electron emission signals during S2 identification.
Likewise, two additional pulse checks are required to account for detector artifacts in
the data: amplifier overshoot and optical feedback.
Optical feedback induces emission of electrons from the cathode grid, which drift
through the liquid producing a second, small electroluminescence pulse. These signals
are not valid S2 pulses, as they are not caused by a direct particle interaction within
the fiducial volume, and should therefore not be counted as such. To account for such
events, signals near the maximum drift time (> 13 µs) from the main S2 are ignored
during pulse counting.
Amplifier overshoot occurs after saturation due to large signals and causes a low-
amplitude, wide signal directly after a real S2, as shown in Figure 5.5. We may discount
these signals due to their non-proportionality between high and low sensitivity channels,
with no overshoot observed in the low-sensitivity channel.
A final cut is applied to remove very small S2-like pulses produced in the tail of large
S2 signals. The tails of large S2 show multiple feedback and single electron signals (see
Figure 5.6), which can be clustered together by ZE3RA resulting in wide S2-like pulses.
Such events are ignored if their area is less than 5% that of the main S2, as real double
scatters of this magnitude will not substantially affect the discrimination parameter.
Following identification of S2 pulses, remaining pulses are examined as potential S1
signals. Prompt scintillation pulses are fast, requiring a cut on the tau parameter,
which was chosen to complement the tau cut on S2 (τ < 150 ns). Measurement of small
signals requires good discrimination against waveform noise, with a 3-fold requirement
enforced: a pulse must exceed a threshold of ∼1/3 of one photoelectron in at least
3 PMTs. This requirement leads to an S1 software threshold of 1.7 keVee.
Most S2 pulses have a noisy tail which provides multiple S1-like candidates (as seen
in Figure 5.6). Consequently, we invoked the requirement that S1 occurs in the time
preceding S2. Similarly, S1 signals are often followed by an after-pulsing signature,
a signal-induced artifact internal to the PMTs which could potentially be incorrectly
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Figure 5.5: Example of amplifier overshoot. Large overshoot visible in the high sensi-
tivity, but not the low sensitivity, following a large S2 pulse.
Figure 5.6: Example of the noisy tail on a large S2 pulse being clustered into multiple
S2-like pulses.
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identified as an additional S1 pulse. PMT afterpulsing is likely to result from ionisation
of residual gas within the photomultiplier, producing additional pulses a few hundred ns
after the original scintillation signal. As a result, after an S1 pulse has been identified,
all subsequent S1 candidates must be evaluated as potential after-pulsing. This is done
by examining the PMTs observing each S1, allowing through fast pulses observed at
a particular time delay from an S1 signature in that channel, but taking into account
that no afterpulses should exist in channels where S1 was not observed.
These characterisation checks are applied to all pulses parameterised by ZE3RA in
a single event, counting the number of S1 and S2 pulses present. The golden rule is
then applied, allowing only events with one S1 and one S2 to pass. This embodies the
fact that WIMPs are not likely to multiple-scatter, and also rejects events where signal
confusion might compromise their interpretation.
5.3.2 Voltage and waveform cuts
Any low-frequency fluctuations of the waveforms will affect the pulse-finding and pa-
rameterisation algorithms and, as a result, reduce the robustness of the parameters
calculated. Consequently, waveform cuts were applied to ensure that the waveform de-
scriptors remained within acceptable bounds. Additional cuts are applied to check the
consistency between the high and low sensitivity channels, in both pulse area and time
alignment.
Variations in the voltages applied to the grids or PMTs will affect the response of
the instrument by altering the electric fields or the PMT gain. Despite the excellent
stability observed during the first science run, cuts were placed on these voltages and
currents to ensure a stable response.
5.3.3 Golden variables
Once these basic cuts have been applied to select single S1 and S2 events with high
quality waveforms, new parameters can be calculated. These new, “golden” variables are
listed below. Parameters such as pulse area, which require summing of the contributions
from different PMTs, use the HS channel for all PMTs unless they are saturated, when
the LS channel is taken.
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• Event time information: fil, dat, day, daqtime, lastime - File number, date, day of
run (since 27/02/2008), time since first golden event, and time since last ZE3RA
event.
• Pulse ID: s1id, s2id - Pulse index for S1 and S2
• Saturation flag: s1sat, s2sat - Flag for saturation of LS channel
• Timing information: s1time, s2time, dtime - Time of S1 and S2 in the waveform
and the drift time of the event.
• Pulse width: s1tau, s2tau, s1wid50, s2wid50 - Mean charge arrival time for S1
and S2 and width at 50% amplitude.
• Pulse size: s1area, s2area, s1amp, s2amp - Corrected areas of S1 and S2 and their
amplitudes.
• Energy: energy, estar - energy measured by S1 area and from combined S1-S2.
• Peak PMTs: s1peak, s2peak - PMT which sees most signal from S1 and S2.
• Corrections: corlife, corpress, corfield, cordiff, corlevel, cortilt - Multiplicative
correction factors applied to the data.
• Centroid Position Reconstruction: Event position information (described in 5.4).
• Corrected Centroid Position Reconstruction: Event position information (de-
scribed in 5.4).
Pulse areas are the most important parameters as they define the energy scale and
the discrimination parameters. The raw pulse areas are corrected for light collection
non-uniformity and slight variations in gain between PMTs, through application of
a flat-fielding correction. In the case of s2area, corrections are also applied for the
finite electron lifetime, detector tilt, field variations and changes in liquid level. These
corrections are discussed later, although most (except the lifetime correction) were not
required in analysis of the first science run. A correction factor, cordiff, is applied to
s2tau correcting for diffusion of the electron cloud. Figure 5.7 shows the uncorrected
and corrected s2tau against drift time; the clear flattening of s2tau allows for a more
effective second pass cut.
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Figure 5.7: Plots of the uncorrected (left) and corrected (right) s2tau parameters as a
function of drift time, showing the diffusion effect and its correction.
5.3.4 Second pass cuts
The newly defined and corrected parameters allow for tighter quality cuts to be applied.
For example, narrower cuts on tau are applied to both S1 (5 < s1tau < 40 ns) and S2
(400 < s2tau < 1100 ns) selecting high quality, well parameterised events. These more
stringent selection cuts will remove some “good” events, although this is accounted for
by the calculated efficiencies.
A cut on drift time is applied to remove events near the liquid surface and anomalous
events with unphysical drift times (100 < dtime < 18000 ns). The minimum pulse area
for which the LS can be utilised (instead of HS) is constrained to prevent small pulses
containing an anomalous spike in a single PMT from passing the cuts. This is important
as the parameterisation of such a pulse (from the LS channel) will be poorer, leading to
inaccuracy in the event reconstruction. This situation is unlikely, but for a rare event
search every eventuality must be accounted for.
5.3.5 Golden code efficiencies and cross-checking
Nuclear recoil detection efficiencies are an important consideration in the analysis pro-
cess as these define how able we are to detect WIMPs. Calculation of efficiencies for
the final analysis steps, not yet described, is relatively simple, but assessment during
initial event selection is less straightforward. The aim of the selection code is to iden-
tify “good” golden events so efficiencies must be calculated by checking which events
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do or do not pass the cuts. This was achieved by visually scanning a large number of
calibration events and classifying them “manually” (i.e. a golden event, S1 only, multi-
ple scatter, etc). From this classification and the counters within the golden code, the
efficiencies were calculated from the nuclear recoil population in the AmBe calibration
data. A breakdown is given below, resulting in an overall acceptance of 88.2%.
• First pass cuts - 96.0%
• Waveform cuts - 98.8 %
• Voltage cuts - 99.7 %
• Second pass cuts - 93.3 %
5.4 Position reconstruction
Position reconstruction in ZEPLIN-III is enhanced over that in ZEPLIN-II by the
smaller PMTs, the greater light yield and the geometry of the target. The accurate
three-dimensional reconstruction of interaction locations holds increased importance
for ZEPLIN-III, as it is required for correction of light collection non-uniformities and
removal of spurious events from multiple scatters in detector dead regions.
As with ZEPLIN-II, the z position of an event is defined by its drift time. The cathode
grid appears at 14.0 µs, equating to a drift depth of 36 mm. Figure 5.8 shows a typical
drift time distribution from a science run, where the dominant source of background is
the PMT array, and a 57Co calibration, with the calibration source placed above the
target.
Implementation of centroid position reconstruction algorithms (described for ZEPLIN-
II in Section 4.5) in ZEPLIN-III provided a simple and robust method of gaining position
information in the xy plane. The algorithms utilise the PMT locations weighted by the
signal observed in each, providing adequate results for commissioning of the detector.
The centroid algorithms were enhanced by utilising more complex weightings, calcu-
lated from simulations, yielding the corrected centroid, delivering a more even spatial
distribution extending to greater radii. Whilst these methods were implemented in the
golden code, assigning basic position parameters to the events, better precision was
required for the rare event search. To this end, two different methods of reconstruction,
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Figure 5.8: Drift time distributions with 57Co source located above the target (left) and
from background data with events more evenly distributed through the volume (right).
the Template and Mercury algorithms, were developed and will be briefly discussed
here.
The orientation of the reconstructed position coordinates with regards to the PMT
positions and lab environment are shown in Figure 5.9. The PMT array is arranged with
PMT1 at the centre, with increasing PMT number moving outwards. The x direction
designated for reconstruction passes through the centre of PMTs 17 to 14, with the y
axis perpendicular to that.
The Mercury profile method utilises the spatial response profiles of the PMTs to
reconstruct position. A 2-dimensional gaussian response function (shown Figure 5.10)
describes the signal expected in each PMT from an event dependent upon its xy location,
with the amplitude of the function defined by the event energy. By carrying out a least
squares minimisation, matching the event hit pattern with the bell-shaped curves from
all PMTs simultaneously, a location and energy can be extracted for each event. This
process is carried out with both S1 and S2 pulses, yielding the xy positions of the two
signals which should coincide for a single scatter event. However, as with the centroid
method, the smaller signals from S1 produce a poorer position resolution. This method
of reconstruction relies on the fact that the position-dependent response of each PMT
is the same, which is a good assumption in ZEPLIN-III where the outer PMTs are far
from the detector walls. However, if this were not the case, the bell-shaped response
function would be distorted by reflection from the walls. In addition, this method also
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Figure 5.9: Orientation of the position reconstruction coordinate system with respect
to the PMT array and laboratory.
allows us to obtain a set of flat-fielding coefficients, resulting from the convergence of
the least-squares fit.
The Template method was developed with the basic prescription detailed in [173].
A Monte Carlo simulation generates events at different positions across the volume,
producing a PMT-array response template for each position and energy. Subsequently,
for each event in the data, the pulses are tested against these templates, finding the
one which best fits the event distribution using maximum likelihood. The templates
are generated with simulations for S1 and S2 allowing the position to be reconstruction
from either. This method outputs position, energy and goodness-of-fit values similar to
those produced by the mercury profile method.
For the first science run of ZEPLIN-III the Mercury reconstruction was preferred.
This decision was due to the independence of the method from detailed MC simulations,
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Figure 5.10: Visualisation of the bell-shaped response function of PMT1 (left) and
PMT2 (right) in ZEPLIN-III. The vertical axis shows the signal intensity, with the
perpendicular axis being the x and y coordinates of the PMT array.
Table 5.2: Parameters from the Mercury reconstruction algorithm
Parameter Description
s1xm, s1ym
x and y positions measured from S1 or S2
s2xm, s2ym
s1rhom, s1thetam
r and θ polar coordinates as measured by S1 and S2
s2rhom, s2thetam
s1rmsm, s2rmsm The RMS of the spatial hit pattern for S1 and S2
s1em, s2em Event energy calculated from S1 and S2
s1e1m S1 energy calculated using S2 position
s1chim, s2chim Measures of the χ2 goodness-of-fit from the least squares minimisation
s12dism The distance between the event locations measured by S1 and S2
which were still being perfected for the template method. Further assessment of the
methods will be carried out before analysis of the second science run. Figure 5.29 shows
the xy distribution of events from the AmBe calibration dataset, where the source was
located to one side of the detector, compared with the more evenly distributed 137Cs
calibration (as shown later in this chapter in Figure 5.33) and science data sets (as
shown in Figure 5.40).
Following initial inspection of the final science dataset, a weakness in the Mercury
reconstruction method was exposed. Reconstruction of event energy is dependent upon
the accuracy of the position reconstruction during the least squares minimisation pro-
cess. The poor position resolution for small S1 signals introduced an inaccuracy in the
energy determined from S1 alone, s1em. This was solved by fitting for the S1 energy,
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but utilising the higher resolution position from S2, yielding an improved measure of S1
energy, s1e1m.
5.5 Detector monitoring from data
As with any experiment the stability of the operating conditions must be monitored, to
inform adjustment of the experimental setup or correction of the data. Monitoring of
detector parameters such as temperatures and pressures is done using a slow control sys-
tem. However, there are other operational factors which can only be accurately probed
using data from the instrument. In this section we describe the stability tests carried
out on a daily basis, their implications for the data and any corrections subsequently
derived.
During the first science run, a number of analysis routines were developed to mon-
itor operational parameters such as xenon purity, detector tilt, light yield and DRU
(differential rate unit) background. These routines required multiple user inputs. How-
ever, it was soon realised that during routine operations, a more robust and automated
stability monitoring procedure was required, to remove user-dependent systematics and
to relieve the operational team of a time consuming task. An automatic routine was
therefore developed to analyse daily 57Co calibrations and a 10% sample of background
data. This routine processed the appropriate datasets with the golden code using the
correct parameters required for each of the different tests. The different steps in the
process are listed below, followed by a detailed description.
1. Process daily 57Co data (no purity correction, default ecal)
• Xenon purity routine - outputs electron lifetime measurement
2. Reprocess daily 57Co data (calculated purity correction, default ecal)
• Detector tilt routine - outputs magnitude and phase of detector tilt and
average liquid level.
• Channel amplification consistency check
• Light yield calibration - Outputs the interaction rate from 57Co and light
yield measurements.
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3. Process 10% of daily background data with golden code (previously calculated
purity correction and energy calibrations for S1 and S2).
• DRU routine - produces differential energy spectrum for 10% science data.
The following sections describe the different routines, including the methods utilised
during the first science run and any improvements prepared for the second run. A
discussion is also provided of the corrections which may arise from the different features
in the data and how they are calculated.
5.5.1 Xenon purity
As explained in the discussion of ZEPLIN-II, trapping of electrons by electronegative
contaminants as they drift through the liquid xenon is a major factor varying the size of
the S2 signal. For this reason it is crucial that we measure the xenon purity (i.e. the free
electron lifetime) with reasonable accuracy, monitor it throughout the science run and
calculate the accurate correction it required. This is done with the same basic method
as in ZEPLIN-II, by slicing the distribution of S2/S1 as a function of drift time and
fitting an exponential to the resulting slice means.
The purity measurements tend to show some variability depending on the slicing
that is applied in drift time. In ZEPLIN-II equal bins were used due to the uniformly-
distributed α population used for the measurement. However, in ZEPLIN-III the depth
distribution of interactions from 57Co is exponentially falling from the surface of the
liquid, as shown in Figure 5.8, meaning that constant-width slices would have decreasing
numbers of events and progressively larger statistical errors. As a result, slicing with
a varying bin size was carried out, with the width of slice increasing with drift time.
This method along with fixed start and end points for the slicing reduced systematics
from the different inputs of individual users. Figure 5.11 shows an example of a typical
electron lifetime measurement from the first science run.
Figure 5.12 shows the historical variation of the electron lifetime measured through-
out the first science run. ZEPLIN-III was designed such that the purity of the xenon
would not degrade over time due to the clean, metal-dominated construction of the
target. This was shown to be true, with the electron lifetime actually improving over
the course of the 84 day run. An electron lifetime of about 20 µs had been achieved
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Figure 5.11: A typical electron lifetime measurement from the first science run of
ZEPLIN-III, extracted by the original automatic monitoring routine.
Figure 5.12: Trend in electron lifetime measured using 57Co through the course of the
science run, where a lifetime of 25 µs equates to a correction factor of 1.82 for events
from the bottom of the detector.
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by external cleaning with cold getters before filling of the detector. Throughout the
run the lifetime steadily improved up to ∼ 40 µs. This was attributed to the extremely
low outgas rates achieved in the clean target and continuous application of the strong
electric field: if no new electronegative contaminants are introduced into the system,
the negative ions produced through attachment cannot trap a further electron and will
be drifted away from the fiducial volume by the strong field. The lifetime was studied
more precisely after completion of the science run, before calculation of a correction.
Monitoring during the first science run was carried out using the daily 57Co cal-
ibrations, providing a consistent dataset for stability monitoring. Assessment of the
background data and 137Cs calibrations indicated that an adjustment to the measured
electron lifetime was required. Lower values of electron lifetime were measured from
the science data taken on the same day, where the majority of events had energies
< 50 keVee. As a result, the electron lifetime was measured for different energies in the
137Cs calibration data. Figure 5.13 shows the electron lifetime, measured as a function
of energy, from the 137Cs science calibration data. A clear dependence is observed down
to low energies, introducing the possibility of a purity correction dependent upon both
time and energy. This variation is attributed to PMT non-linearity caused by the large
S2 signals. The larger signals from interactions at the top of the liquid, affected less
by electron attachment, will have their observed S2 signal undergo a greater reduction
(from non-linearity) compared to a smaller S2 from an interaction at the bottom of the
liquid. This leads to an apparent increase in electron lifetime with increasing energy, as
the fitted S2/S1 slope is flattened by the PMT non-linearity.
It can be seen from Figure 5.13 that the electron lifetime measurements are boosted
at higher energies by up to about 50%. As a result, the electron lifetimes measured at
122 keVee with
57Co data were adjusted by a factor of 2/3, which was consistent with
the electron lifetime measured at lower energies with the science data.
5.5.2 Liquid level and detector tilt
The amplitude of S2 signals is dependent upon the number of electrons which are
drifted through the gas and the magnitude of the field accelerating them, with the pulse
width primarily defined by the gas region thickness. As a result, the total amount
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Figure 5.13: Electron lifetime measured as a function of S1-defined energy, measured
from 137Cs science calibrations.
of light produced is dependent upon all these factors. Therefore any variation in the
thickness of the gas gap will result in a change in S2 response. A long-term change
in the overall liquid level introduces a time-dependent S2 response, with an additional
position dependence introduced by any tilt of the target. If one side of the target has
a larger gas gap the S2 signals produced there will be greater. As a result of these two
potential variables, the overall liquid level and detector tilt must be monitored.
After filling of the instrument, the tilt of the detector is assessed using the levelling
routines described here and the instrument adjusted accordingly using three external
levelling screws. The thickness of the gas gap is best probed by the width of the S2
pulses, measuring the transit time of electrons across it. The tilt is therefore measured
by assessing the variation in S2 width across the xy-plane.
The FWHM of S2 pulses is plotted as a function of the angular position in the
detector, as shown in Figure 5.14, with a sinusoidal trend about the mid-level indicating
the presence of a tilt. During the first science run the tilt magnitude and phase, as well
as the mean liquid level, were thus determined on a daily basis. Figure 5.15 shows the
historical trend of the tilt parameters, with the increase in the tilt amplitude and phase
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Figure 5.14: Example levelling plot from the original monitoring routine, showing a
sinusoidal behaviour of s2wid50 as a function of s2theta.
Figure 5.15: Historical trend plot of the phase of detector tilt (top-left), average liquid
level (top-right) and detector tilt amplitude (bottom) during the first science run.
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attributed to local geological movement. The varying tilt of the detector introduces
additional time-dependence to the position-dependent S2 response. The tilt of the
detector at the start of the science run was ∼ 1 mrad, increasing to ∼ 2 mrad by the
end of the run. We decided not to correct this tilt during the run, but to correct its
effects in the data analysis.
Whilst this simple method proved sufficient for monitoring stability during the first
science run, a more precise method was developed for the second science run, taking
advantage of the advanced position reconstruction algorithms developed during the
first run. The magnitude of any variation in s2wid50 will clearly depend upon the
radial position of the event. Therefore by cosine-fitting for events in radial slices, the
magnitude of the tilt and the phase can be extracted more precisely (Figure 5.16). As
the S2 width variation increases with increasing radius, slicing into concentric circles
yields higher quality cosine fits. Figure 5.16 shows the extracted parameters plotted
against radius, where the slope of the amplitude plot describes the detector tilt, with
the phase and baseline defined by their constant values.
This method also provides a confirmation of the range of linearity for the position
reconstruction algorithm, which is confirmed in Figure 5.16 out to the fiducial radius of
150 mm using the Mercury least-squares reconstruction algorithm.
Figure 5.16: Example of levelling plots from the enhanced monitoring routine, with the
cosine amplitude, phase and baseline measured at different radii.
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5.5.3 Channel amplification stability check
As the 31 PMTs are read together and analysed under the assumption of a 10× difference
between low and high sensitivity, it is important to check the amplification for each PMT
individually. Figure 5.17 shows the method utilised during the first science run, plotting
the signal from the high sensitivity against that from the low sensitivity for each PMT.
If the amplification is correct the points should follow a linear relationship in the middle
energy region of the plot. The sensitivity to small signals is reduced in the LS channel
and large signals begin to saturate in the HS channel, causing the points to depart from
the linear relationship at the extremes. However, this is not a problem for the analysis
as the code selects the appropriate channel to utilise.
The amplification checks carried out during the first science run were done ‘by eye’,
using the plots shown, but a further development would be to apply a statistical test
to the data outputting a figure of merit for linearity. Other similar checks could be
developed to monitor the baselines, noise and other characteristics of the waveforms.
Figure 5.17: Example plots showing high sensitivity signal against that in the low
sensitivity channel for each PMT, used to check consistency of channel amplification.
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5.5.4 Light yield stability
Monitoring of the energy calibration was carried out using the daily 57Co calibrations in
a similar method to that used in ZEPLIN-II, using the position of the main γ-ray peak
in both S1 and S2. Before automation, a user input was required for the bounds of the
fitting, producing additional systematics in the result. A method was required with no
user input, initially achieved by using a single gaussian fit to the 122/136 keV combined
peak with fixed fit bounds. This worked as a very basic check, but fits were often poor,
so little could be gained in the way of a correction. As a result, an improved automated
method was developed to provide more reliable fitting and enhanced monitoring of
detector response. Figure 5.18 shows the stability of the S1 and S2 peaks to within a
few percent, measured from the daily 57Co runs.
The improved method utilises a fit to the top of the photo-peak in S1 (top 50% of
distribution) and S2 (top 30%), producing a more reliable and precise measurement of
the peak positions. The shift from a reference calibration (chosen as the first day of the
science run) was calculated, with the histogram subsequently normalised. By comparing
the shifted and reference histograms, the shape of the distributions can also be assessed.
Figure 5.19 shows the plots produced by the improved method of fitting. A statistical
check should eventually be implemented to assess the consistency of calibration runs.
5.5.5 Low-energy electron recoil background rates
The electron recoil background was monitored in the detector by producing a differ-
ential energy spectrum. For this purpose the background event rate is measured in
differential rate units, DRU (events/kg/day/keVee). A simple routine to plot the differ-
ential spectrum using the 10% daily sample of science data was utilised to monitor the
background levels throughout the run. The DRU value at 30 keVee was extracted as a
monitoring point to complement the spectrum produced (shown in Figure 5.20). The
levels of low-energy background remained within statistical errors throughout the run.
5.5.6 Corrections
As with ZEPLIN-II, corrections were applied for factors affecting the response of the
detector. Variations in PMT response and light collection non-uniformities across the
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Figure 5.18: Historical trend plot of the energy calibration values for S1 (left) and S2
(right) throughout the first science run.
Figure 5.19: Improved method of 57Co energy calibration with the fitting to the S1
spectrum (left), and the adjusted histogram (red) for shape comparison with reference
spectrum (shaded) (right).
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Figure 5.20: A typical differential energy spectrum produced from a daily 10% sample
of the science data, showing the level of background in DRU (events/kg/day/keVee).
PMT array were corrected by fitting of common cylindrical response functions to the
S2 signals in the Mercury iterative process, resulting in an array flat-fielding correction.
No pressure correction was required, due to the excellent thermal stability achieved
during the run. The temperature variation of less than 0.5◦C produced only small
pressure variations of less than 2% over the first science run. As mentioned previously,
the variation in tilt was not corrected for during the primary analysis, although this is
under further investigation. The remaining correction, for the finite electron lifetime,
was applied in the same manner as ZEPLIN-II (see Section 4.4.4), with the electron
lifetime applied being 2/3 of that measured with the 57Co monitoring data (due to the
PMT non-linearity for large S2).
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5.6 57Co energy calibrations
Detailed analysis of 57Co calibrations showed good agreement with simulations, not
only for the two main γ-ray lines, but also for the expected Compton feature at around
35 keV, shown in Figure 5.21. The high energy excess above 150 keV is attributed
to unsubtracted background. From fitting to the 122 keV peak in S1, a light yield of
1.8 phe/keVee was measured at the operating field in the liquid of 3.9 kV/cm. This
is compared with 5.0 phe/keVee at zero-field, a larger field suppression (74%) than
observed in ZEPLIN-II (∼ 50%) due to the higher operating field.
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Figure 5.21: Comparison of ZEPLIN-III 57Co calibration (blue line) with simulations of
the instrument (red shaded areas). Experimental data is shown as the blue histogram,
with solid red showing the pure simulated spectrum and hatched red the simulated
spectrum smeared with an energy resolution.
The energy resolution was also measured from the 57Co data, with individual S1 and
S2 peaks giving σ = 16.3% and σ = 8.8% respectively, at 122 keV. The resolution in S2 is
better than that in S1, as ∼64% of the visible energy is deposited through the ionisation
channel. Utilising the combined measure of energy, E* (discussed in Chapter 7.6), a
resolution σ = 5.4% was achieved, which is one of the best reported from a two-phase
xenon detector.
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5.7 Dead-region events
One of the major challenges in the analysis of ZEPLIN-III data was the removal of
double-Compton events where one of the interactions occurs in a dead region of the
detector. These multiple-scintillation single-ionisation (MSSI) events appear in the data
as a golden event, as the two scintillation pulses are coincident in time, appearing as
a single S1, with only one of the interactions producing an S2. The nature of these
events, with multiple S1 combining to produce a single, larger S1, yields a reduction
in S2/S1 value. This causes MSSI events to leak down from the main electron recoil
population, which can, in extreme cases, contaminate the nuclear recoil signal region.
The magnitude of the decrease in S2/S1 is dependent upon the dominance of the dead
region scatter, i.e. if the scatter in the dead region produces a much larger S1 than the
active scatter.
A dead region in the detector is any LXe volume from which ionisation cannot be
extracted. This includes regions with no applied field, a reverse field, or field lines which
do not reach the liquid surface. In ZEPLIN-III there is a large volume of xenon outside
the target volume which has no applied field, although the majority of this has little
or no light collection coupling to the PMT array, causing no contamination of events.
However, there are three distinct dead regions of importance, highlighted in Figure 5.22.
The layer of xenon between the PMT array and PMT grid (A in Figure 5.22) has no
field, since both components are kept at the same voltage. In the xenon layer just above,
between the PMT and cathode grids (B), there is a strong reverse field. The region
around the outer edge of the target (C ), has non-vertical field lines, shown in Figure 5.22,
which creates a region where ionisation is drifted, but does not reach the surface. The
boundary of this region can be located by assessing events with apparently non-physical
drift times (i.e. dtime > 14 µs). Figure 5.23 shows the radial position of events as a
function of their drift time, showing that events beyond 14 µs have a reconstructed
radius of ∼ 180 mm. These events are those with ionisation drifted along a curved field
line, taking longer to reach the surface. Note also the slight increase of this radius with
increasing drift time, as the field lines become increasingly curved.
During the first science run, when the PMT array provided the dominant source
of background, the regions directly above the PMT array will contribute the largest
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Figure 5.22: Diagram of the ZEPLIN-III target geometry highlighting detector dead
regions. Region A, between PMT array and PMT grid, has no electric field. Region B,
between PMT and cathode grids, has a strong reverse field. In region C, non-vertical
field lines do not reach surface for emission into gas phase. The orange lines show the
electric field lines and the green lines show the equipotentials.
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Figure 5.23: Radial position of events from beyond the nominal maximum drift time
of the central region.
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number of MSSI events. MSSI events where the dominant scatter is in one of these
regions (A or B) should have uncharacteristically tight scintillation photon hit pattern
on the PMT array. On the other hand, MSSI events with a dominant scatter in region C
will have an unremarkable hit pattern, but will have an xy S1 location significantly
different from that of the fiducial S2. For MSSI events where neither scatter is totally
dominant the hit pattern will be inconsistent with a single scatter, as the scintillation
light was produced from two different locations in the detector.
MSSI events could potentially be a limiting factor to the sensitivity of the instrument,
so it is vital to understand them and devise cuts to remove them from the data. Here
we discuss two possible methods utilised to study the properties of these events, and
the cuts which were devised to reject them.
5.7.1 S1-only events
In the 10% sample of science data, a large proportion (∼ 80%) of events triggering the
data acquisition contained only a prompt scintillation pulse. Although some of these
are βs from 40K emitted from the PMTs and interacting in the liquid xenon just outside
the PMT envelopes, many are γ-rays interacting in the reverse field (Regions A and B).
This large contribution from the PMT γ-ray background is clear from Figure 5.24.
By extrapolating the exponentially increasing background, one would expect 60% of
single scatters to occur below the cathode. By studying these S1-only events we can
understand the potential properties of MSSI events with the dominant scatter below
the cathode grid.
The xy reconstruction of S1-only events locates them close to the centre of individual
PMTs, suggesting their production close to the PMT array. This is compared with
single scatters from the active region, where the reconstructed S1 position are much
more evenly distributed. These S1-only events would be expected to have a similarly
tight hit pattern on the PMT array as an MSSI event from that region. This effect
is well quantified by the RMS of the S1 spatial distribution. Figure 5.25 shows S1
position RMS calculated from the centroid reconstruction method and shows that light
from the S1-only events has a less diffuse hit pattern on the PMT array. The S1-only
events with small s1rmsc values are located closer to an individual PMT, although
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Figure 5.24: Drift time distribution of single scatters in the active volume, fitted with
an exponential plus a constant to demonstrate large number of potential S1-only events
from below the cathode. The blue dashed lines show the positions of the cathode grid
(left), PMT grid (centre) and PMT array (right).
there is a limitation of this effect as S1-only events must pass the 3-fold event selection
requirement, which is not the case for the MSSI events.
A further confirmation of this hypothesis is the s1tau (analogous to the scintillation
time constant) measured for the two populations. The S1-only events have a slightly
higher mean tau value, suggesting a contribution of events occurring in a zero-field
region, where near-complete charge recombination increases s1tau. However, a large
number of the S1-only events will still have similar S1 tau, as they arise in the reverse
field region between cathode and PMT grids.
5.7.2 Leaking MSSI events
The data-sets recorded in the low background configuration of ZEPLIN-III exhibit the
expected populations from electron and nuclear recoils, but with associated MSSI events.
This poses a potential problem for ZEPLIN-III if events leaking from the electron recoil
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Figure 5.25: S1 centroid position reconstruction RMS plot for S1-only events and active
volume single scatters (left). S1 tau distributions for S1-only and active volume single
scatters (right).
background reach into the signal region. This population, selected graphically from
calibration scatter plots, can be used to help develop cuts for the removal of MSSI
events.
It is observed that MSSI events increase in number at higher energies, which is
fortunate as the low energy range holds the significant WIMP sensitivity. However,
they are not completely absent at low energies, and specific cuts are still required to
reject them. The reduction in their frequency at low energies is a result of the low
probability of two low-energy scattering events occuring in the detector, with the larger
of the two occurring in a dead region.
5.7.3 Removing MSSI events
Utilising what we have learnt from our study of S1-only and the higher energy MSSI
events, along with our understanding of detector dead regions, we may construct cuts
to remove a large fraction of the critical lower-energy MSSI events. From the S1-
only events, we demonstrated that those originating below the cathode grid have a
much tighter hit pattern on the PMT array, manifested in smaller spatial RMS values.
Plotting this quantity (s1rmsm) for events from the main population and for events
leaking below the main electron recoil population, as shown in Figure 5.26, it is clear
that, as expected, a significant fraction of the leaking MSSI events have a small s1rmsm.
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Figure 5.26: Top: s1rmsm (left) and the combined χ2 parameter (right) plotted against
energy for events from the main electron recoil population (shaded) and graphically
selected MSSI events leaking below the electron recoil band (red). The appropriate
MSSI removal cuts are shown (green line). Bottom: Nuclear recoil detection efficiency
of the MSSI cuts, calculated with an on-off comparison of nuclear recoils from AmBe
calibrations.
As a result, an energy-dependent cut (also shown in the figure) was formulated, which
allows for the loss of spatial resolution observed at low energies.
An additional cut was applied utilising the χ2 goodness-of-fit parameter from the
Mercury position reconstruction algorithm. For events with multiple vertices, the scin-
tillation photon hit pattern across the PMT array should have poor agreement with the
expected response for a single scatter. As a result, we can reject MSSI events by cutting
those with an excessive χ2 value. It was found that the best measure of χ2 for discrimi-
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nating against leaking MSSI events was a parameter combining the S1 and S2 χ2 values.
As with the RMS cut, an energy-dependent cut was formulated (shown in Figure 5.26)
to reject a large fraction of leaking events, whilst retaining a significant efficiency. The
two cuts have a combined nuclear recoil detection efficiency of 73% between 2-16 keVee,
as shown in Figure 5.26.
The mismatch of the reconstructed S1 and S2 xy locations could additionally be
utilised to remove MSSI events, which would be particularly powerful for rejecting
region C vertices. An additional cut on s12dism was trialled, but was found to add no
significant rejection power and as a result was disregarded for the analysis of the first
science run. When the dominant source of background is no longer the PMT array, an
s12dism cut could prove important.
5.8 Fiducial volume cuts
The active target mass of liquid xenon in ZEPLIN-III is ≃ 12 kg, although some of this is
located in peripheral regions with non-uniform fields and low light collection or in close
proximity to sources of background. Consequently, cuts were placed on the location of
events in the xy plane and z direction, selecting a central reduced-background region of
uniform response.
Ideally, a cut on drift time would remove the majority of the dominant electron recoil
background from the PMT array. However, the relatively short depth of the ZEPLIN-III
target (∼ 14 µs) precludes this. The fiducial cut on the drift time is thus set to remove
background from the cathode grid only.
Investigation was required of the maximum allowable drift depth before the proximity
to the cathode grid becomes significant. Very close to the cathode grid the strength of
the electric field increases and becomes non-uniform, leading to an anomalous S2/S1
response; similar irregularity is expected from S1 light collection. Figure 5.27 illustrates
the position of the cathode grid in drift time, by measuring S2/S1 response, with the
stronger electric field close to the cathode grid wires suppressing recombination and
hence increasing the S2/S1 ratio of events from that region. This effect is clearly visible
between 14.0 µs and 14.2 µs. As with ZEPLIN-II, a small population of nuclear recoil-
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Figure 5.27: S2/S1 response as a function of drift time highlighting the position of the
cathode (shown by the vertical lines).
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Figure 5.28: Drift time (left) and radial (right) distributions from science data with
the fiducial region shaded.
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like events are observed from the cathode grid, these appear with low S2/S1 values
which can pose a problem for the WIMP search. As a result, a conservative drift time
cut is placed at 13 µs to remove all such events.
Selection in the xy plane utilises a radial cut, removing non-uniform regions at the
detector edge, also considering the linearity of the position reconstruction out to large
radii. Figure 5.16 demonstrates linearity of the radial positions from the mercury recon-
struction out to 150 mm, showing that beyond the edge of the PMT array, reconstruction
of event location becomes more difficult, resulting in a less accurate energy calculation.
Consequently, the radial cut selected was placed at 150 mm (s2rhom < 150). These
fiducial cuts define a region with a reduced-background and good uniformity of response,
leaving a fiducial mass of 6.52 kg (for a liquid xenon density of 2.9 g/cm3).
5.9 Discrimination parameter calibrations
Calibration of the predicted nuclear recoil signature from WIMPs in the fiducial region
just defined is carried out with an AmBe (α,n) source. The source was inserted inside
the polypropylene shield, above the detector, but retracted to one side to optimise the
event rate. Neutrons interact with the Xe producing elastic nuclear recoils and inelastic
scatters. Calibration of the expected electron recoil background used a 137Cs source,
emitting mainly 662 keV γ-rays which populate the low energy region of the scatter
plot through Compton scattering. To cross-check the background calibration, a 10%
sample of the science data was also analysed. In an ideal situation the calibration
dataset would contain many more events than the science data-set, allowing for high-
statistics characterisation of the tails of the electron recoil population which are key to
the sensitivity of the rare event search. However, due to the huge volume of data that
would be required, this proved impractical.
5.9.1 Nuclear recoil population: AmBe neutron calibrations
The AmBe dataset used to calibrate the first science run of ZEPLIN-III lasted for about
5 hours (24th and 25th May 2008) producing about 4841 pure elastic nuclear recoils in
the fiducial volume (all energies, all cuts applied). Additional AmBe calibrations were
carried out prior to the run, at a slightly lower pressure, and after the run with a lower
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Figure 5.29: AmBe spatial distributions (for events between 2 and 16 keVee), drift time
(left) and xy plane (right).
threshold. Neither were used to calibrate the science run, but were analysed nonetheless
and found to be consistent with the main calibration.
Figure 5.29 shows the xy distribution of events from the calibration, exhibiting a
noticeable spatial bias due to the source position. The drift time distribution (also
shown) demonstrates the expected trend towards the top of the target, again consistent
with the source location. After application of fiducial and MSSI cuts, the scatter plot
(Figure 5.31) shows the three familiar interaction populations: elastic nuclear recoils,
inelastic nuclear recoils (from 129Xe) and electron recoils. The behaviour of the nu-
clear recoil population with energy is similar to that observed in the ZEPLIN-II and
XENON10 experiments, but with ZEPLIN-III exhibiting tighter distributions and less
flaring at low energy, with both of these features attributed to the higher operating
field. The inelastic populations are also reminiscent of those described previously for
ZEPLIN-II in Chapter 4.
Characterisation of the nuclear recoil “signal” population from the AmBe calibration
utilised a similar method to that used in ZEPLIN-II, selecting the elastic recoil pop-
ulation and slicing in 1 keVee bins. In each slice, S2/S1 was fitted with a log-normal
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Figure 5.30: Examples of discrimination parameter distributions in 3 energy slices (low,
middle and high energy bins within acceptance region) of the nuclear recoil population
from AmBe neutron calibrations.
distribution (Figure 5.30), yielding the energy dependence of the population means and
standard deviations (Figure 5.32). The mean S2/S1 of the nuclear recoil band was thus
described by a power law of the form µ = log10
(
(0.930 ± 0.007)E−(0.540±0.003)), with
its width parameterised as σ = (0.180 ± 0.010)E−(0.295±0.024) , where E is measured
in keVee. These parameterisations map the signal efficiency in the S2/S1 vs energy
parameter space, allowing definition of a WIMP search region.
5.9.2 Electron recoil population: 137Cs Compton calibrations
The 137Cs calibration was carried out over the period of 9 days, attaining 122 hours
of data, achieving good statistics for characterisation of the expected electron recoil
background. The source was projected inside the shielding (again retracted to optimise
event rate), populating the energy spectrum down to about 2 keVee through Comp-
ton scattering in the fiducial volume. The spatial event distributions are shown in
Figure 5.33.
Figure 5.34 shows a comparison of the electron recoil population (from 137Cs calibra-
tion) with the nuclear recoil population (from AmBe calibration). The electron recoil
population exhibits similar behaviour to that observed in previous two-phase Xe exper-
iments, but with tighter distributions, a more pronounced upturn at low energies and
larger separation from the nuclear recoil population. This improved separation is one of
the most important results of the ZEPLIN-III experiment, displaying greatly improved
discrimination at higher field.
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Figure 5.31: Discrimination parameter scatter plot of AmBe data, showing the nuclear
recoil elastic scattering population, with the mean (red line) and 1 σ (blue line) bands
shown, and the inelastic scattering population at large S2/S1.
Figure 5.32: Parameterisation of nuclear recoil population mean (left) and standard
deviation (right) measured from AmBe neutron calibrations.
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Figure 5.33: 137Cs spatial distributions in drift time (left) and the xy plane (right), for
events between 2 and 16 keVee.
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Figure 5.34: Discrimination parameter scatter plot showing the nuclear recoil popula-
tion from the AmBe neutron calibration (red) and the electron recoil population from
the 137Cs calibration (blue). The 50% nuclear recoil acceptance line is shown in red.
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Characteristation of the electron recoil population utilises the same energy binning
as the AmBe calibration, but this time fitting a skew-gaussian distribution:
f(x) =
A
ω
√
2π
e−
(x−xc)
2
2ω2
[
1 + erf
(
α√
2
x− xc
ω
)]
, (5.1)
where µ = xc + ωδ
√
2/π is the mean and the standard deviation is given by σ2 =
ω2(1− 2δ2/π), when δ = α/
√
(1 + α2). High quality fits were achieved to the complete
S2/S1 distributions using the skew-gaussian, as shown further ahead, although the low
S2/S1 tail exhibits more outliers (attributed to MSSI events) than the science data.
This was attributed to the differing angular distributions for γ-rays between science
and calibration data, creating difficulties in mimicking the MSSI population exactly.
5.9.3 The 10% science dataset sample
As with ZEPLIN-II, 90% of the science dataset was initially retained with the inten-
tion of carrying out a blind analysis, with the remaining 10% (every 10th file) utilised
for monitoring of detector stability and development of the analysis procedures. Com-
parison of the skew-gaussian fits to the 137Cs calibration and 10% science data sample
showed their µ and σ to be in good agreement. The science data sample scatter plot
(Figure 5.35) contains proportionally fewer outliers than the 137Cs data, attributed to
the calibration not mimicking the γ-ray background accurately. This disagreement is
most apparent in the region below 30 keVee, where the MSSI cuts successfully remove
outliers in the science data, with less effective rejection in the 137Cs calibration. As
a result of this disagreement in the tails, it was decided to use the complete science
dataset itself to characterise the electron recoil population, bearing in mind that the
two datasets produced statistically consistent values for µ and σ bin by bin and differed
only far below the mean.
5.9.4 Definition of a WIMP search region
When searching for a WIMP signal we examine a region of the parameter space con-
taining a large fraction of signal with little background contamination, achieved by
defining a WIMP search box. Using a comparison between the 10% of science data
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Figure 5.35: Discrimination parameter scatter plot showing the 10% sample of science
data from the ZEPLIN-III first science run, with the WIMP search region shown (red
box) along with the nuclear recoil mean (red) and 1σ (blue dashed) lines. Note that no
events are observed in the WIMP search region in the 10% data sample.
and the nuclear recoil calibration, the upper bound was chosen as the mean of the NR
population, µnr(E), with a lower limit set at µnr(E) − 2σnr(E). As with ZEPLIN-II,
the energy range of the search region is determined after consideration of the detector
efficiencies and backgrounds. The lower energy threshold in ZEPLIN-III allows a lower
energy bound of 2 keVee. The upper energy limit was decided taking into consideration
the distribution of MSSI events. The probability of an MSSI event increases with in-
creasing energy, whilst the signal probability is exponentially decreasing. Consequently,
the upper energy limit was defined as 16 keVee. This region of the parameter space
includes 47.7% of nuclear recoil acceptance from 2 to 16 keVee, the dominate energy
range for a WIMP signal in the detector. This box was defined as part of the intended
blind analysis procedure, and remained unchanged after the opening and subsequent
adjustments to the analysis.
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5.10 Energy conversion and energy-dependent efficiencies
As discussed in Chapter 3.1, the differing energy deposition processes of nuclear and
electron recoils result in a different scintillation response, requiring a conversion between
energy scales. In ZEPLIN-II, as with the initial analysis of the XENON10 experiment,
a flat energy conversion factor between keVee and keVnr was applied. The conversion
in energy is calculated from:
Enr =
Se
Leff Sn
Eee , (5.2)
where the zero-field relative scintillation efficiency for nuclear recoils, Leff , and field
suppression factors, Se and Sn, are utilised (see Section 3.1).
In ZEPLIN-II, an energy-independent Leff = 0.19 was used along with appropriate
field suppression factors, which at the ZEPLIN-III operating field are Se = 0.36 and
Sn = 0.9 [147]. As discussed in Section 3.1, previous measurements of the relative
scintillation efficiency had only been achieved down to approximately 10 keVnr, with
the different measurements showing some small disagreement, with an average Leff
of 0.19 providing a reasonable approximation. The field suppression factor, Sn, was
measured at one recoil energy (56 keVnr), with no energy dependence measured. This
value has also been taken as constant. Using Eq. 5.2 with the energy-independent terms,
we find an energy conversion of Enr = 2.09 Eee. However, there is no firm reason to
believe that the three factors involved are indeed energy-independent.
A reasonable way of measuring the energy-dependent nuclear recoil detection effi-
ciency of the instrument is through comparison between the experimental and simulated
AmBe spectra. Figure 5.36 shows the experimental spectrum (shaded blue), scaled us-
ing a flat conversion factor of 2.09, compared to the simulated recoil spectrum (solid red
curve). A clear mismatch is observed below about 20 keVee, suggesting a poor detec-
tion efficiency. However, this is at odds with other calculations of efficiency, detailed in
Table 5.3, both energy-dependent and independent, from both hardware and software,
by a very large factor.
The hardware trigger has been studied using a pulser and through examination of
events in the data. This included the simulation of the effect of the trigger electron-
ics applied to the high sensitivity sum timeline to derive a realistic trigger waveform.
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Figure 5.36: Comparison of simulated data with nuclear recoil spectrum from AmBe
calibrations (with standard threshold and low threshold). A large discrepancy is ob-
served below ∼ 10 keVee which is not explained by instrument efficiencies.
These studies clearly demonstrate that the hardware trigger has a threshold below
1 keVee when triggering on S2 and could not possibly be affecting energies > 10 keVee.
Analysis of reduced-threshold AmBe calibrations (black line in Figure 5.36) shows the
same spectral shape as the main calibration above 4 keVee, again highlighting that the
hardware trigger is not responsible for any mismatch. The software S2 area thresh-
old (S2 > 5 V.ns) is calculated from the data to equate to less than 1 keVee, with
the software 3-fold requirement on S1 dominating with a threshold of about 1.7 keVee.
These clearly do not account for the mismatch observed with the simulations. The
presumed energy-independent cuts have also been assessed for energy dependence with
none found.
An alternative approach to understand the mismatch is to investigate the possibility
of a non-linearity in the S1 and/or S2 channels. This could be manifested through
a varying energy conversion from Eee to Enr, either through the relative scintillation
efficiency, field suppression factors, or both. This approach was initially applied to the
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Table 5.3: Summary of calculated efficiencies
Energy-independent efficiencies
Effect Efficiency Method of calculation
Deadtime 91.7% Measured
Hardware saturation cut 100% On-Off comparison
ZE3RA pulse finding 96.0% Event scanning
Event reconstruction 91.9% Event scanning
Living-dead cuts 73.0% On-Off comparison
WIMP-box acceptance 47.7% Calculation
Energy-dependent efficiencies
Effect Threshold Method of calculation
Hardware trigger
< 1 keVee Additional dataset
Event scanning
Pulser measurements
Software S2 criteria
< 1 keVee Calculation
Scatter plots
Software S1 3-fold requirement
1.7 keVee Calculation
Comparison with 2-fold
XENON10 data [174], where a similar, but smaller, discrepancy was found, by carrying
out a maximum likelihood fit matching of the data to the calibration (with known
efficiencies applied) by varying the shape of the energy conversion factor. The resulting
conversion factor exhibits a decrease at low energy relative to the latest measurements of
relative scintillation efficiency [140]. The same method of varying Leff was utilised for
the case of ZEPLIN-III, with the fit procedure effectively varying the product sn×Leff
as we do not know how either varies with field at the relevant energies. The shape of
the energy conversion factor was allowed to vary in the maximum likelihood fit, with
the known efficiencies applied and some constraints (to provide realistic outcomes),
yielding the conversion factor shown in Figure 5.37. Application of the variable energy
conversion factor to the calculated efficiencies, produces the efficiency curve shown in
Figure 5.37. The decrease in the conversion factor at low energies is more dramatic than
that observed in XENON10, but note the 6 times stronger operating field in ZEPLIN-III.
It was decided that the varying energy conversion method would be applied as the
favoured approach, but with the previously adopted constant conversion also considered,
although inconsistent with our data.
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5.11 WIMP search data
The science run lasted for 83 days, between 27th February and 20th May 2008, with an
84% livetime. This gave a raw exposure of 847 kg·days from the 12 kg active target,
resulting in 126.7 kg·days effective exposure once the WIMP acceptance region and all
energy-independent efficiencies and fiducialisation had been applied. Over this period
the detector remained stable, with all operational parameters monitored and corrections
applied where necessary.
As described previously, 90% of the dataset had been kept unanalysed with the
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Figure 5.37: Top: Energy conversion factor (combined Leff and Sn) (top) and efficien-
cies (bottom) derived using varying energy conversion. The red triangles show recent
zero-field measurements from [140] and green circles denote the Leff measured from
the XENON10 data [145]. Bottom: Efficiency curve constructed from the calculated
efficiencies and the variable energy conversion factor shown above.
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intention of producing a blind analysis, with the unblinded 10% sample used to optimise
the data analysis, event selection cuts and help define the WIMP search region.
The intended blind procedure would have seen the fixing of all parameters and cuts
before analysis of the remaining data. This intention was not followed through for
two reasons. Firstly, a weakness in the Mercury reconstruction code was discovered,
discussed in Section 5.4, and corrected after the data had passed through the analysis
once. Secondly, the electron recoil calibration (with 137Cs) did not well represent the
tails of the background distributions, making it impossible to characterise the electron
recoil population and calculate the expected background in the WIMP search region,
with the calibration data containing a higher event rate in the tails of the electron recoil
population. Consequently, a non-blind analysis procedure was followed utilising the full
100% of science data.
Figure 5.38: Examples of energy-sliced S2/S1 distributions from the WIMP search
dataset. The dotted vertical lines define the bounds of the nuclear recoil acceptance
region in each bin.
After correction of the reconstructed energy parameter and associated adjustments
of the MSSI rejection cuts, the electron recoil population was fitted with skew-Gaussian
distributions, shown in Figure 5.38, using the same method applied to the 137Cs cali-
bration. However, here the fits were made outside the WIMP search box and projected
into the search region for calculation of the expected number of background events,
yielding a prediction of 11.6 ± 3.0 events in the box. The µ and σ of the background
electron-recoils show excellent agreement with those of the 137Cs calibration, despite
the excess tail events in the calibration (Figure 5.39).
The final discrimination parameter scatter plot from the first science run is shown in
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Figure 5.39: Comparison of mean and sigma of electron recoil populations from 137Cs
calibration (red) and WIMP search data (white).
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Figure 5.40: Drift time (left) and xy (right) distributions of the full ZEPLIN-III science
dataset, with events in the region of interest highlighted.
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Figure 5.41, with 7 events falling in the WIMP search region. The location of these seven
events along the upper edge of the WIMP search box suggests that they are likely to be
the result of leakage from the electron recoil population. The spatial event distributions
from the dataset are shown in Figure 5.40, with the locations of the 7 events highlighted.
Four of the events are located in the lower left quadrant of the xy space, the section of
the plane with the smallest gas gap. This would suggest the need for a tilt correction,
which is now underway, although this will not significantly change the final result.
The scatter plot of the full background dataset is the last stage in the data analysis,
with the final result of the dark matter search being a limit on the possible WIMP
properties. This final stage in the process is described in Chapter 6, where statistical
techniques are applied to the observation incorporating the forms of the background
and signal populations, detector efficiencies and energy conversion (Figure 5.37).
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Figure 5.41: Final discrimination scatter plot of the full ZEPLIN-III science dataset,
highlighting the 7 events observed in the WIMP search region.
Chapter 6
Calculation of limits on the
WIMP-nucleon scattering
cross-section
The commissioning and operation of dark matter detectors and subsequent data analysis
provide high-quality datasets to search for a WIMP signal. To arrive at a final dark
matter result there is one final stage in the process. The resulting observations must
be analysed statistically for the presence of a signal and an associated scattering cross-
section calculated.
There are different statistical approaches available for the analysis of the observa-
tions, each having its own strengths and weaknesses. In this section will be presented
a review of two techniques, the Feldman-Cousins method (F-C) [175] and the Yellin
interval methods [176, 177], used previously by LXe WIMP search experiments. In
addition, we describe the technique applied to the ZEPLIN-III experiment, the Binned
Maximum Likelihood (BML) method, which hopes to improve the quality of the re-
sulting confidence bounds by incorporating as much information as possible about the
observed events. This technique will be of great importance when WIMP signatures are
finally observed. I have developed the BML from an initial generic implementation into
a more detailed method incorporating additional event information.
In the analysis described here, the signal is defined as the number of nuclear recoils
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in the data, resulting from both WIMP interactions or neutron background. In the
experiments in question, the neutron background has been assessed with simulations
and calculated as ∼ 1 event per dataset, although significant error (typically ±0.5)
allows this to be consistent with 0 (a mean background of one event is deliberately
chosen, determining the desired exposure for each data set). As a result, one should
bear in mind that the signal arising from this analysis can be contaminated by a small
recoil background.
The second part of the process is to convert the resulting 90% confidence limits
on the observed event rate into limits on the spin-independent WIMP-nucleon elastic
scattering cross-section. This involves comparison of the observed energy spectrum with
the recoil spectrum expected for a given WIMP mass and galactic halo model. This
process has been well defined previously, but requires careful application to each given
detector and dataset. Whilst spin-independent interactions are expected to be observed
first, spin-dependent cross-sections are also calculated from the science data, but these
are discussed elsewhere [171].
6.1 90% confidence limits on observed event rate
As detailed in Chapters 4 and 5, one of the main data analysis outputs from the ZEPLIN
experiments is a plot of the events observed in the science dataset in 2D parameter space
of the main discrimination parameter against observed energy. In order to extract a
statistical statement about the probability of having found a WIMP event we define a
region of interest in this parameter space. We choose a region of little or no contami-
nation from background (electron-recoil) events, whilst still accounting for a significant
portion of the predicted signal probability. For the two-phase noble gas detectors run to
date, this region has included the lower 50% of the NR band (from neutron calibrations)
in an energy range below 20 keVee. The process of setting and calculating this box was
described for ZEPLIN-II and III in the relevant analysis chapters.
Once such a region has been defined, we can statistically analyse the observation
within it to determine the 90% confidence boundaries on the magnitude of any observed
signal. When doing so we need to take into account the electron recoil background we
expect to see in the region and the number of events we actually observe. In the BML
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and Yellin methods extra information about events is included when calculating the
probability that they are drawn from a signal population: in the case of the Yellin
method, the energy of the events is accounted for; with the BML method both the
energy and log10(S2/S1) are utilised to help evaluate the observations.
6.1.1 Feldman-Cousins method
The method laid out by Gary Feldman and Robert Cousins [175] was a development of
the classical Neymann process for constructing confidence intervals [178]. They intro-
duced a new system of ordering, known as likelihood-ratio ordering, which solved many
of the original criticisms levelled against the classical method. The original process
struggled in two particular cases, one of which is the exact situation we face in dark
matter searches: a Poisson process in the presence of a known background. A major
problem of the classical method occurs when used improperly, in a situation known as
“flip-flopping” [179].
If a researcher were to look at his/her data before deciding whether to set a two-sided
90% confidence interval or a pure 90% upper limit, then, after revealing the data, the
classical limit set would suffer from under-coverage. The resulting confidence interval
would include less than 90% confidence, a serious flaw in the result. The Feldman-
Cousins method solves this problem of flip-flopping by guaranteeing coverage. At small
observed event numbers, n (compared with the known background), the limits become
pure upper bounds, giving a contiguous set of confidence intervals, removing the danger
of flip-flopping. Their ordering method also removes empty sets which are also an issue
in certain situations (which we need not discuss here).
To calculate a 90% confidence interval using the F-C method, we must first construct
a Neymann diagram (using the likelihood ratio ordering) incorporating our known back-
ground. From this we can extract confidence boundaries for any actual observation.
Figure 6.1 is an example of a Neymann diagram for a known background of 1 event.
A Neymann diagram is constructed horizontally by calculating the 90% probability
interval of possible observations for each possible value of the signal mean, µ. We cal-
culate the probability of observing n events, given the true signal, µ, and the known
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Figure 6.1: A Neymann construction for 90% confidence limits of a Poisson process
with a known background, utilising the Feldmann-Cousins ordering principle.
background, b, with:
P (n|µ) = (µ+ b)
ne−(µ+b)
n!
, (6.1)
then we set µbest to the (physically allowed) mean which maximises P (n|µ):
µbest =


(n− b) if n ≥ b
0 if n < b
The ratio of these two probabilities,
R =
P (n|µ)
P (n|µbest) , (6.2)
becomes the parameter applied to order the possible values in constructing the 90%
probability intervals. The values of n are added to the interval in order of decreasing
R, until the probability contained in the interval exceeds the required level (in our case
90%). The process is then repeated for each possible signal level.
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Having constructed the diagram, by calculating the confidence intervals for many
different values of µ, the 90% confidence limits can be read for any number of observed
events. The confidence interval on the observation is read vertically, as shown by the
solid red line in Figure 6.1. In the example shown, a known background of 1.0 with an
observation of 5 would result in a two-sided 90% confidence interval between 1.2 and
9.0.
Coverage was mentioned as a consideration when constructing confidence intervals.
Ideally, each interval would contain exactly 90% of the probability, but this is not
possible in the case of a Poisson process due to the discrete nature of the possible
outcomes. We therefore suffer from over-coverage of our intervals which introduces a
level of conservatism to the limits produced, meaning that the resulting confidence levels
are slightly higher than 90%.
Another weakness in the use of the F-C method for our search experiments is that
it utilises no information about the individual events observed. The only inputs into
the calculation of the hypothetical recoil signal are the expected number of background
events and the experimentally observed number of events; these are summed over the
entire region of interest. In the general case of WIMP search experiments, this is a
shortcoming, the impact of which depends on the distribution of the observed data
with relation to the background (and signal) prediction. In the case where the observed
events fit well with the predicted background, the resulting confidence interval will be
overly conservative.
ZEPLIN-II: Feldman-Cousins analysis
The ZEPLIN-II data had two background populations, electron recoils from γ-rays and
222Rn-progeny “wall events”, combining to give a relatively uniform distribution of
events throughout the region of interest, designated as the lower 50% of the nuclear
recoil band in the energy range 5–20 keVee. In order to characterise the backgrounds
the region was split into two energy slices, 5–10 and 10–20 keVee, which accounted, to
some extent, for variations in the behaviour of the populations with energy. The γ-ray
population from the 60Co calibration was fitted with a log-normal distribution (cross-
checked by also fitting the electron recoil background population above 50% recoil); these
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curves were integrated in the region of interest to provide an expected background from
γ-rays. As described in Section 4.8, the radon-progeny events are gaussian in the radial
coordinate (due to poor radial reconstruction resolution). Their radial distribution was
fitted outside the fiducial radius, and projected into the region of interest to calculate
an expectation in the box. Table 6.1 summarises the expectation values for the two
backgrounds in each of the two energy slices; the γ-ray expectations from calibration
and data agree within errors. These four values (calibration and radon-progeny) are
combined to provide an overall expectation for the number of events in the combined
region; the errors shown are statistical only, as derived from the fits.
Table 6.1: Expectation values from the ZEPLIN-II science data.
Energy Range Observed γ-ray (60Co) (1) γ-ray (data) Rn-progeny (2) Total (1+2)
5-10 keVee 14 4.2 ± 2.4 5.6 ± 4.6 10.2 ± 2.2 14.4 ± 3.3
10-20 keVee 15 11.9 ± 2.7 13.0 ± 6.0 2.3 ± 0.5 14.2 ± 2.7
Total 28.6 ± 4.3
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Figure 6.2: Neymann diagram using the Feldman-Cousins ordering principle for the
ZEPLIN-II observation of 29 events with 28.6 expected.
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Once the expectation in the box was calculated the F-C approach can be imple-
mented. ZEPLIN-II had an observation of 29 events, with a background expectation
of 28.6 ± 4.3 events. These values are rather large, in fact above those tabulated by
Feldman and Cousins in [175], but can be calculated with the F-C procedure, leading
to the result shown in Figure 6.2. This results in bounds for a 90% confidence interval
of 0.0 and 10.4 events, giving an upper limit on rate of 0.092 evts/kg/day and showing
the observation to be consistent with a null result, in the 50% recoil acceptance region
over 225 kg·days. The FC values can also be calculated using the TFeldmanCousins
class within the ROOT analysis framework [180].
6.1.2 Yellin interval methods
The interval methods developed by S. Yellin were designed as procedures for setting up-
per limits in experiments where there is potential for unknown background populations
[176]. They seek to set an upper limit on the hypothetical signal by assessing the ob-
served event distribution for the separation between events in a certain parameter, e.g.
energy. These gaps can include either no events (the simple Maximum Gap method) or
contain n events (the Optimal Interval method).
The shape of the WIMP recoil spectrum can be calculated for a given WIMP mass,
with the absolute rate dependent on the scattering cross-section. Using the shape of the
expected signal spectrum, the energy scale can then be transformed giving a uniform
expectation (dR/dEr) in the energy scale (as shown in Figure 6.3). Now by finding the
largest gap between two events (or an event and the bounds of the search window),
a limit can be placed on the possible signal. This is done by increasing the cross-
section until the expected number of events in the interval becomes inconsistent with
the observation at the 90% level. Utilising the largest empty interval between events is
known as the Maximum Gap method.
However, the most powerful limit will not necessarily be set for an interval containing
no events. There is a balance between the number of events included and the size of
the interval. Finding the interval which provides the best limit is known as the Optimal
Interval method. A full description of both procedures are laid out in [176]. There are
certain limitations to consider with the original Yellin methods: a limit of 54 events
in the experimental spectrum and restriction to only one dimension (i.e. only energy
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Figure 6.3: Example of the transformation of energy scale to provide constant dR/dEr,
with maximum gap and optimal interval shown [181].
spectrum considered). These problems have been addressed and an extension to higher
statistics is presented in [177], along with some discussion about extending the method
to multiple dimensions.
XENON10: Yellin maximum gap analysis
XENON10 is a competingWIMP search experiment also utilising two-phase xenon [104].
It operated in the Gran Sasso National Laboratory, Italy, with a 15 kg liquid xenon
target, viewed from above and below by two arrays of PMTs. The detector collected
58.6 live days of science data, with the analysis and results described in [104, 174].
Figure 6.4 shows the final discrimination scatter plot of the XENON10 data. Their
WIMP search region was chosen as the lower half the nuclear recoil band between 4.5 and
26.9 keVnr. The region chosen did not account for the full lower 50% of nuclear recoil
acceptance, having a lower band (defined as µ− 3σ in each energy slice) which excludes
an additional event. In the region ten events are observed, five of which (numbers
3,4,5,7 and 9 in Figure 6.4) are stated to be statistically consistent with leakage from
the electron recoil band (seven were predicted). The other events are discounted as
nuclear recoils a posteriori, attributed to a noise glitch (no. 1) and the weakness of an
anomalous hit pattern cut (2,6,8 and 10), used to reject double Compton-scattering
(MSSI) events. However, there is no statement about the confidence of the null result,
other than stating that the events not consistent with background were “not favoured
as evidence for WIMPs.”
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Figure 6.4: Final discrimination scatter plot from the XENON10 experiment, plotting
∆ log10(S2/S1) against nuclear recoil energy (calibrated with field suppression factors
and a constant Leff of 0.19). The WIMP search region is defined between the blue lines
(lower half of nuclear recoil band) and between 4.5 and 26.9 keVnr [104].
To calculate a limit from the data, the Yellin Maximum Gap method was used on
all 10 observed events, with the large and very obvious gap between events 1 and 2 pro-
ducing an excellent upper limit on the signal. The decision to use a Yellin analysis was
made after the null result had been reached. Consequently, flip-flopping occurs resulting
in reduced coverage of the calculated limit. The confidence level of the published limit
is believed to be in the region 80-85% and as such the true 90% confidence limit would
be greater than that published.
This use of the Yellin method in a WIMP search experiment also raises the question of
which statistical methods are applicable to a search experiment. To avoid flip-flopping,
the use of a Maximum Gap method should be stated before the unblinding of the data.
If this is the case, however, an admission is implicit that the aim of the experiment is
not to find a signal, just to place an upper limit on the presence of one.
The event distribution in the XENON10 search region suggests the Feldman-Cousins
method as a more appropriate approach, avoiding flip-flopping and providing a state-
ment of confidence in the null result. From the 7 events expected and 10 observed, the
F-C tables give a two-sided 90% confidence interval between 0.00 and 9.50, showing the
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result consistent with zero and giving an upper limit on the rate of ∼0.07 events/kg/day.
This results in a limit on the WIMP-nucleon spin-independent scattering cross-section
of ∼ 1 × 10−7 pb, significantly higher than the 4.5 × 10−8 pb published. On the other
hand, if the anomalous events were removed and a F-C limit derived from 5 events
observed with 5 expected, the upper limit would be reduced to ∼ 7× 10−8 pb.
6.1.3 Binned Maximum Likelihood method
As WIMP search experiments begin to probe further into the parameter space of in-
terest, giving them real discovery potential, it is important that we utilise as much
information as possible about events we observe, to provide the most informative ver-
dict on the possibility of a WIMP signal. To achieve this goal a more powerful technique
was clearly required. Whilst the Yellin method does use the energy of the events in its
choice of the optimal gap, it does not take all observed events into the calculation of
the result and can only place upper limits on a signal (as any actual event is treated
as a potential signal). The implementation of a binned maximum likelihood method
allows for as much information as possible to be utilised. Naturally, for BML to be
used a good knowledge of all possible backgrounds is required, with their distributions
well characterised. As a result of these characteristics the BML has discovery potential,
whereas Yellin does not.
In this section we begin by discussing the concept of likelihood, before explaining a
simple implementation utilising only information about the S2/S1 discrimination pa-
rameter of the events (the 1-D implementation); then we expand the method to two
dimensions by incorporating the energy of events into the calculations. This method is
expandable into any number of dimensions (limited only by processing power), incor-
porating any other discriminatory factors, e.g. pulse shape or event location.
The likelihood, L, is calculated as the probability that the observation of a given
set of data arose from a theorised, parent distribution. The probability of observing
a certain number of events in a single bin from a predicted probability distribution
function can be calculated; multiplying together the probabilities for all bins gives the
likelihood:
L =
k∏
i=1
P (ni|µ(x)) . (6.3)
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However, it is often more useful to calculate the log-likelihood value,
lnL =
k∑
i=1
lnP (ni|µ(x)) , (6.4)
simplifying many calculations with the product becoming a sum. This is particularly
useful when probabilities are small and/or many bins are involved in the calculation,
which is the case for the analysis described here.
In the case of binned maximum likelihood, the probability function for the number
of counts in each bin will usually follow poissonian or gaussian statistics. The number
of events expected in each bin is calculated from the parent distribution, describing the
populations over the wider parameter space. In our case, bins will have a small number
of counts (mostly zeros), so Poisson statistics will prevail within each bin:
lnL =
k∑
i=1
ln
(
e−µi µnii
ni!
)
. (6.5)
An event in our acceptance region could have arisen from the scatter of a WIMP (or
neutron) or from the electron recoil background, so both of these possibilities will con-
tribute to the probability of observing an event in each bin. Therefore the calculation
of the mean for each individual bin becomes:
µ(x) = S · Ps(x) +B · Pb(x) , (6.6)
where x is the discrimination parameter (e.g. x = log10(S2/S1)), Ps(x) and Pb(x)
are the probability density functions (normalised to 1) for the signal and background
populations, and S and B are potential variables in the maximum likelihood test, being
the hypothetical number of signal and background events observed in the region tested.
In the standard parameter space chosen for discrimination scatter plots, log10(S2/S1)
vs energy, the signal population is described by a gaussian in each energy bin, with the
background best described by a skew-gaussian (in ZEPLIN-III). In order to simplify the
problem, we convert the standard parameter space to provide constant nuclear recoil
acceptance percentage on the y-axis, Anr. This involves converting the log10(S2/S1)
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values into a parameter calculated from the behaviour of the normally-distributed AmBe
neutron calibration of the signal response.
Figure 6.5: Final discrimination parameter scatter plot of the ZEPLIN-III first science
run in the traditional coordinate space (left) and the NR % space (right).
Figure 6.5 shows the results of the ZEPLIN-III first science run (and colour contours
from the AmBe calibrations) in the familiar scatter plot coordinate space and the same
data represented in constant recoil acceptance space. The transformation requires inputs
of the mean and sigma of the nuclear recoil population as a function of energy (see
Chapter 5); the nuclear recoil acceptance fraction becomes:
Anr = 1− 1
2
erfc
(
1√
2
ys − µ(E)
σ(E)
)
, (6.7)
where erfc is the complementary error function.
The background distributions have been defined by fits to the data and calibrations,
with errors associated with the resulting fit parameters. The region in which the back-
ground is to be defined is on the tail of the overall electron recoil population, where
variation of the fit parameters, within errors, will have a significant effect on the num-
ber of background events predicted by extrapolation. When calculating limits on the
presence of a signal, an over-estimate of the background will suppress the final result.
Looking back at F-C, predicting and observing 1 event results in a 90% confidence inter-
val of 0.0 to 3.36 events, but if the background prediction had been 3 events, the interval
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would have been 0.0 to 2.19, over-constraining the signal. If the form of the background
in the region is known with high precision (with a small error in the number of events
predicted), this suppression is acceptable and the fixed background can be used. But in
the case where the number of events predicted is affected by significant systematic or
statistical uncertainty, the background can (and should) be allowed to vary as a param-
eter in the maximum likelihood analysis, as long as it remains within the error bounds
on the original fit parameters. The parameter chosen to vary the background can be
any one of the fit parameters. For the description of the procedure, the amplitude is
allowed to vary as it directly affects the number of background events predicted (B).
As a result, to analyse the data we test the observation against different hypothetical
parent populations by varying both S and B in Eq. (6.6). Iterating over many possible
populations, we find the combination of S and B which maximises the log-likelihood
value, giving the most probable number of signal and background events observed in the
region of interest. For a dark matter result, a 90% confidence upper limit (or 90% confi-
dence bounds) needs to be set on the number of signal events. The method for varying
the number of background events depends on the situation, it may be more appropriate
to vary other parameters describing the background, rather than the amplitude.
Once the most probable combined parent distribution for the observed events has
been found, the background is fixed, i.e. we accept the best estimator, Bmax, from
the initial maximum likelihood analysis. We then examine the signal parameter and
set a limit on the number of recoil events observed. There are standard procedures for
calculating the confidence limits from likelihood analyses (e.g. the likelihood ratio test).
In our case, the best estimator of the signal is at (or very near) the boundary of the
physical conditions (i.e. we cannot observe negative signal) and we are in a low statistics
regime, so the most robust way of calculating confidence intervals is to carry out a set
of Monte Carlo experiments and assess the resulting likelihood distributions.
One-Dimensional Implementation
The first step in developing a maximum likelihood analysis of the data was to simplify
the problem to one dimension. The region of interest, 2-16 keVee and below 50%
nuclear recoil acceptance, was divided into 49 bins (1-50%) each containing 1% of NR
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acceptance, as shown in Figure 6.6. Exploiting some of the discrimination power held
in the distribution of the events, it can be seen from Figure 6.6 that all the events in the
region of interest occur in the top 8% (between 42% and 50% nuclear recoil acceptance).
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Figure 6.6: Observed events from the ZEPLIN-III first science run in the WIMP search
region (2-16 keVee) in the nuclear recoil acceptance parameter and example probability
density functions associated with background and signal.
Figure 6.6 includes an example of the probability density functions (normalised to
1) which represent the signal and background populations. The red line shows the
signal p.d.f. with constant probability (defined by the choice of coordinate space) and
the background p.d.f. (blue) which is a transformation from a skew-gaussian in the
traditional coordinate system. From the p.d.f.s and the choice of B and S, µ is calculated
for each bin. Figure 6.7 shows possible combined µ distributions for different choices of
B and S, examples of the distributions which are used to calculate the likelihood values.
To find the most probable overall parent distribution for the observation, we carry
out a maximum likelihood analysis, using Eq. (6.5), varying S and B and finding the
maximum log-likelihood value, lnLmax. This yields the best estimators for the number
of signal events, Sbest, and likewise for the background, Bbest (and hence µbest for each
bin). From here we need to extract the relevant confidence intervals, done by simulating
a large number of experiments (in our case 10,000), for different values of the signal,
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Figure 6.7: Example of combined µ distributions for different levels of signal and
background. S=1, B=1 (top-left), S=1, B=3 (top-right), S=3, B=1 (bottom-left),
S=3, B=8 (bottom-right).
S, and holding B constant. To generate an experiment, µi can be calculated for each
bin and used to throw a random number (from a Poisson distribution with mean µi) of
counts in that bin. Doing this for all the bins produces a MC experiment, where the
mean number of events per experiment is (S +B).
Each experiment thus generated can be tested against the ‘true’ population distribu-
tions (using µmax) giving a certain value of lnL. From the large number of experiments,
a lnL distribution can be constructed for each tested signal. The 90% confidence up-
per limit can be set by finding the value of S above which 90% of the experiments are
incompatible with the observation, i.e. those with lnL < lnLmax. Figure 6.8 shows the
cumulative lnL distributions for different levels of S. By iterating the signal value, S
can be found where the 90% value matches lnLmax.
Limits calculated with such Monte Carlo simulations are truly frequentist in nature,
providing full coverage. The method also allows for the setting of two-sided boundaries
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Figure 6.8: Cumulative ln L distributions from simulated experiments varying S be-
tween 2.0 and 4.0 in steps of 0.1. The red line shows the intersection of the cumulative
90% with ln Lbest.
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Figure 6.9: lnL distribution from MC simulation for S = 0 (when Sbest = 0), showing
the measured lnL (red line) and central 1-σ bounds (shaded).
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in the presence of a non-zero signal. This would simply be done by decreasing the signal
(from Sbest) and simulating experiments. The significance of the null result (S=0) can be
assessed by simulating experiments with S=0 and assessing the position of the observed
likelihood in the resulting likelihood distribution. This is also a potential method of
deciding whether a one- or two-sided limit should be generated. Figure 6.9 shows the
lnL distribution produced by MC simulations for S = 0 (when Sbest = 0), showing the
measured lnL well within the main distribution. If it were located to one extreme it
would show that the background may be artificially suppressing the limit. The other
extreme would show that a non-zero signal was close and suggest a two-sided limit
should be set.
Two-dimensional extension
The one-dimensional method just described is a powerful way of analysing event distri-
butions, but it can be further improved by adding additional information to the analysis.
In the case of our experiments the obvious information to introduce is the event energy,
E. This is beneficial as the background and signal separation (discrimination power)
vary with energy, as does the expected signal distribution. We now divide our region of
interest into 1% bins in the NR % space (as before) and additionally into 1 keVee bins
in energy from 2 to 16 keVee. This divides our region into a grid of 686 cells, where
each individual cell will have different probabilities of seeing signal and background.
The probability density functions for signal and background now become surfaces in
the two dimensional analysis, as illustrated in Figure 6.10. The background probability
density functions are calculated from the background data outside the region of interest.
The data is sliced into 1 keVee bins and fitted (in the case of ZEPLIN-III, with a skew-
gaussian distribution). These fits are extrapolated into the region of interest and used
to calculate the probability density function.
The calculation of signal distributions is more elaborate than in one dimension. It
must account for the theoretical WIMP recoil spectrum, which varies with WIMP mass.
The signal p.d.f. is based on the exponentially-falling ‘ideal’ recoil spectrum convolved
with the detector energy resolution and detector efficiencies, to produce a distribution
of the form shown in Figure 6.10. The detailed calculation of the WIMP recoil spectrum
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Figure 6.10: Probability surfaces for background (left), derived from the skew-gaussian
fitting, and signal (right), derived for a WIMP mass of 50 GeV/c2 incorporating the
detector energy resolution and efficiencies. The jagged nature of the background results
from statistical variation between the fits to the sliced data.
is covered in Section 6.2. We assume, with no major error, that a neutron background
population would be similarly distributed.
Once the p.d.f.s have been calculated for signal and background, µ for each cell is
calculated for the different values of S and B, in the same way as for the one dimen-
sional case. The ln L can be calculated as previously with Eq. (6.5), but now we must
iterate over all 686 cells. The procedure thus far has varied the amplitude of the back-
ground p.d.f. but this does not have to be the case. Any parameter used to describe
the background distribution can be allowed to vary, as long as it leaves the resulting
background distribution compatible with the overall background population beyond the
region of interest. In the case of ZEPLIN-III, varying the amplitude would be incompat-
ible, but varying the width of the population within the error bounds (from the initial
whole-distribution skew-gaussian fits) worked well, i.e. the final parameter value was
still within errors of the original fit value.
The process of extending the BML method from one dimension to two shows that
the only potentially challenging aspect is to characterise the populations in any new
parameters which we have chosen to introduce. In the case of the background distri-
bution this is relatively simple, utilising the science data beyond the region of interest
and associated electron recoil calibrations. In the case of the signal, the nuclear recoil
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calibrations and theoretical WIMP properties need to be considered. As mentioned
previously, other potential discrimination parameters could be, in the case of WIMP
searches, scintillation pulse shape or event location within the detector.
Another possible extension of the implementation could be to extract directly the
scattering cross-sections as a result of the analysis. However, by calculating the 90%
confidence limit on rate and then proceeding to calculate the cross-sections separately
leaves the process more transparent.
The BML analyses presented here were coded in FORTRAN; carrying out the con-
version between the different discrimination (log10(S2/S1) and ynr) and energy (Eee
and Enr) parameters, iterating finely over values of S and B and allowing for repeti-
tion of the analysis for different WIMP masses, MD. The observed number of events
per bin/cell and efficiencies are read from external files. The code could easily be ex-
tended to include other discrimination variables and the calculation of WIMP-nucleon
scattering cross-section could be incorporated.
ZEPLIN-III: Two-dimensional binned maximum likelihood
The excellent discrimination achieved in ZEPLIN-III meant that the distribution of
events within the region of interest was not expected to be uniform (for small/no signal);
given that there would be statistical power held in the distribution of the events, it was
decided to design and implement an analysis of the data using BML.
The ZEPLIN-III background was characterised by slicing and fitting the data (in
1 keVee bins) as described previously. The most robust fitting method was produced
using a skew-gaussian function, which produced high-quality fits to the whole γ-ray dis-
tribution in all slices (Figure 5.38). It should be noted that there is as yet no theoretical
motivation behind this particular function, but the quality of the fits (for all bins in the
science data, as well as the 137Cs) is very high. The fitting to the background is carried
out beyond the region of interest, meaning the fits must be extrapolated to predict the
background. Ideally enough calibration data could be acquired for the fitting to di-
rectly characterise the background within the region. To adequately fit the background
within the region would require a calibration dataset with ten times more events than
the science data. However, as the maximum possible rate for these calibrations was
210 6.1. 90% CONFIDENCE LIMITS ON OBSERVED EVENT RATE
only about ten times the background data-rate, the calibration run would need to last
as long as the science run itself (83 days), which is impractical.
The skew-gaussian function is defined by:
P (x) =
2
ω
√
2π
e−
(x−xc)
2
2ω2
∫ αx−xc
ω
−∞
1√
2π
e−
t2
2 dt , (6.8)
which can be written in the form:
P (x) =
1
ω
√
2π
e−
(x−xc)
2
2ω2
[
1 + erf
(
α√
2
x− xc
ω
)]
, (6.9)
where the parameters are as defined in Section 5.9.2.
P (x) is multiplied by an amplitude parameter, A, to fit the energy slices. Fitting to
the data (rather than calibration) leaves open the possibility of biasing the fits by the
presence of a signal, although in the case where a fit is made to the complete distribution,
the influence of a small signal will not be significant. Table ?? shows the parameters
obtained from the fits to the 14 slices of interest, with the contribution to each cell
calculated using the transformation into the NR % space (Eq. 6.7). Extrapolating the
fitted distributions results in a prediction for the expected number of background events
from the electron recoil population of 11.6±3.0 in the region of interest, compared with
the 7 observed. If our description of the background is to be trusted, our result entails
a significant under-fluctuation of ∼ 2σ from the predicted mean. However, we point
out that the functional dependence found to characterise the electron recoil population
is not yet theoretically motivated, and therefore we must consider the possibility that
there is a systematic uncertainty in our description of its tails far from the mean. This
uncertainty must be treated conservatively.
Were we to accept the prediction of 11.6 events, without allowing for variation within
errors, this would over-contrain the signal; therefore we must vary one of the parameters
describing the background (within the error bounds of the fits). Allowing the amplitude
alone to vary would make the fit to the observed events in the region incompatible with
the background outside (i.e. the resulting best estimator for the amplitude parameter
would be outside the allowed error bounds). But varying the width parameter results
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Table 6.2: Skew-Gaussian fit parameters from slicing electron background data.
E (keVee) xc ω α A
2-3 0.073 ± 0.011 0.216 ± 0.009 1.31 ± 0.18 27.8 ± 0.8
3-4 -0.033 ± 0.006 0.214 ± 0.006 1.48 ± 0.13 35.1 ± 0.7
4-5 -0.086 ± 0.011 0.212 ± 0.009 1.16 ± 0.16 39.9 ± 1.1
5-6 -0.168 ± 0.006 0.233 ± 0.005 1.55 ± 0.11 44.8 ± 0.8
6-7 -0.188 ± 0.010 0.228 ± 0.008 1.38 ± 0.14 47.2 ± 1.3
7-8 -0.228 ± 0.007 0.241 ± 0.006 1.51 ± 0.13 50.6 ± 1.1
8-9 -0.257 ± 0.006 0.245 ± 0.007 1.59 ± 0.13 53.7 ± 1.0
9-10 -0.280 ± 0.008 0.248 ± 0.007 1.55 ± 0.15 55.3 ± 1.3
10-11 -0.302 ± 0.007 0.257 ± 0.006 1.77 ± 0.16 57.0 ± 1.3
11-12 -0.311 ± 0.008 0.256 ± 0.007 1.54 ± 0.13 59.6 ± 1.2
12-13 -0.312 ± 0.008 0.253 ± 0.007 1.39 ± 0.12 62.1 ± 1.2
13-14 -0.323 ± 0.007 0.264 ± 0.006 1.53 ± 0.13 65.6 ± 1.3
14-15 -0.330 ± 0.010 0.259 ± 0.008 1.38 ± 0.15 67.6 ± 1.6
15-16 -0.303 ± 0.012 0.245 ± 0.009 1.20 ± 0.13 69.8 ± 1.6
in ω remaining within the error bounds of the original skew-gaussian fits, therefore
remaining compatible with the population as a whole. As a result, we define a new
variable, β, as a parameter multiplying the width, ω, of the distributions. For each
value of β, the amplitude of the distributions was adjusted to keep the total number of
background events (in the whole distribution) constant.
The signal p.d.f. is calculated from the theoretical WIMP recoil spectrum. This
varies with WIMP mass, so the whole process of limit setting must be iterated for
different hypothetical masses. The spectrum is smeared with the detector resolution at
low energies, σ = 1.0
√
Eee [keVee], and the detector efficiency function applied before
normalising the sum of the bins to unity. Consequently, the probability in each bin is
such that, if a signal event occurs in the region of interest, it will be observed in that
bin. Calculating the p.d.f. for signal and background produces the probability surfaces
shown in Figure 6.10.
The predicted mean observation in each bin is now calculated using µ = B(E, ynr, β)+
S ·Ps(E,Anr), where B(E,Anr, β) is the number of background events predicted in each
cell from the skew-gaussian distributions for a given value of β, with the maximum likeli-
hood analysis proceeding by iterating over β and S. The log-likelihood for each possible
combination is calculated with Eq. 6.5, with the combination maximising lnL providing
the most probable parent distribution for the observation. Figure 6.11 is a colour map
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Figure 6.11: Colour map of ln L distribution, varying β and S. The likelihood increases
from blue to red, with the best estimator point (i.e. maximum likelihood) marked with
a point.
of the log-likelihood for different combinations of β and S. The best estimator for the
number of signal events observed is Sbest=0, indicating no evidence of a WIMP signal
in the data, along with the background parameter βbest=0.945 (a reduction of 5.5% in
the width of the original fit), producing an estimate of 7.13 background events in the
region. Sbest=0 suggests a null result from the data, so an upper confidence limit can
be placed on the WIMP-nucleon scattering rate, given the observed background.
Once the best estimators for the ‘true’ parent distribution have been found, the 90%
confidence limits can be extracted using the MC method previously described. The β
parameter was fixed at 0.945 and the signal increased systematically (starting at 2.0),
with 10,000 MC experiments generated at each signal level. The likelihood that the
generated experiment arose from the ‘true’ parent distribution was calculated, giving a
90% confidence limit of 2.9 events (0.023 evts/kg/day) for a WIMP mass of 55 GeV.
Varying the WIMP mass gives the expected variation in the limit on rate, from 2.45
for a 10 GeV WIMP to 3.0 for a 1000 GeV WIMP. The variation in limit slows as the
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WIMP mass increases, resulting from the flatter recoil spectrum at higher masses. For
comparison, note that the 90% confidence limit on zero events in the simple Poisson
case is 2.3.
It was later understood that the binned maximum likelihood method described here
is not as statistically rigorous as possible, and a more correct approach would be to apply
a full profile likelihood methodology. Work is currently underway to develop the profile
likelihood method for the second science run of ZEPLIN-III and future dark matter
search experiments. This involves applying a slightly different test statistic, where the
limit setting MC are generated using the best estimators from a constrained maximum
likelihood fit, compared with the universal maximum likelihood parameter applied here.
Subsequently, the profile likelihood is calculated for the MC experiments in the same
way as for the observed data [182]. This change is in the MC limit setting stage and
not in the initial signal test, as a result it is not believed that this method should
significantly alter the final result. An additional limitation on the use of maximum
likelihood methods with such data sets is the requirement for an accurate calibration
of the backgrounds which has proved extremely difficult in dark matter experiments to
date.
6.2 WIMP-nucleon scattering cross-sections
Thus far this chapter has described the statistical treatment used to calculate the 90%
confidence interval on the signal rate observed in the experiment. But WIMP search
experiments are interested in the cross-section for WIMP-nucleon scattering and most
probable mass of WIMP particle. In the case of a positive observation we would be able
to constrain these properties; in the case of a null result, we define upper limits. This
section discusses the process of translating the 90% limit on the rate of recoil events
into a limit on WIMP properties.
The calculated probability of a WIMP interaction with baryonic matter in a detector
will clearly be dependent upon the type of WIMP and the model assumed for the galactic
halo. In order to be able to compare direct detection experiments in a consistent manner,
a “standard” galactic halo model is considered [92, 101]. This consists of an isothermal,
cored dark matter halo, with a Maxwellian velocity distribution of WIMPs, giving a
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flat rotation curve (i.e. ρ ∝ r−2) with a central region of constant density. These cored
models result from parameterisations of the observed rotation curve, with the following
parameters taken for calculations: characteristic velocity v0 = 220 km/s, a local galactic
escape velocity vesc = 600 km/s, an Earth velocity relative to the DM distribution vE =
232 km/s, a local DM density ρD = 0.3 GeV/c
2/cm3. Alternative halo models based on
N-body simulations, such as those from Navarro, Frenk and White [183] and Moore et
al. [184], show an increase in density at the centre of the galaxy, known as a cusp. The
main differences in these models, however, occur very near the galactic centre and will
have little effect on absolute (i.e. non-directional) Earth-bound detection rates. There is
still no certainty about the local structure and hence local halo properties. Clumpiness
of the dark matter may result in a higher or lower local density, boosting or suppressing
interaction rates. Whilst different models for the halo exist, the “standard” isothermal
model will be used to compare experiments. A detailed description of the calculations
will not be given here. Instead, we overview the most important results following the
procedures set out in the classic review by Smith & Lewin [92].
From the “standard” galactic halo model, a theoretical recoil spectrum can be de-
rived by calculating the kinematics of the collisions between a WIMP and a target nu-
cleus. This shows a smoothly decreasing, featureless exponential differential spectrum,
described by:
dR
dER
=
R0
E0r
e−ER/E0r , (6.10)
where dR/dER is the energy-dependent event rate per keVnr, R0 is the total event rate,
E0 is the most probable incident kinetic energy of the WIMP:
E0 =
1
2
MDv
2
0 , (6.11)
and r is a kinematic factor,
r =
4MDMT
(MD +MT )2
, (6.12)
with MD and MT being the mass of the WIMP and the target nucleus, respectively.
However, Eq. (6.10) assumes a detector stationary with respect to the galaxy and
therefore some corrections are required. A detector on Earth will be subjected to the
CHAPTER 6. LIMITS ON WIMP-NUCLEON SCATTERING 215
rotation of the Earth, the motion of the Earth around the Sun, as well as the motion
of the Sun around the galactic centre. Additionally, the finite size of the target nucleus
requires the application of a form factor correction, F 2(ER), which is dependent on the
target nuclei used. By incorporating these additional factors, Eq. (6.10) becomes:
dR
dER
= F 2(ER)
c1R0
E0r
e−c2ER/E0r , (6.13)
where c1 and c2 account for the motion of the Earth, with average values of 0.751
and 0.561, respectively, calculated from the velocities previously stated and varying
throughout the year (values tabulated in [92]).
The nuclear form factor is a function of the effective nuclear radius, the recoil energy,
ER, and the atomic weight of the target species, A. The currently adopted description
of the form factor, the Helm approximation [185], uses the solid sphere approximation
with a term to adjust for soft edge effects, giving:
F (qrn) =
3[sin(qrn)− qrncos(qrn)]
(qrn)3
e−(qs)
2/2 . (6.14)
where the momentum transfer is q = (2 MT ER)
1/2, rn is the nuclear radius and s is
the skin thickness parameter, with values of rn = 5.6 fm and s = 0.9 fm assumed for
xenon.
We now have the spectrum one would expect to observe in a “perfect” detector, that
is, one with perfect energy resolution and 100% detection efficiency (the blue dashed
line in Figure 6.12). Of course this is not the case in reality, so we must incorporate
these detector characteristics into our predicted spectrum before comparing it with our
observation. We first apply an energy resolution smearing to the prediction as this is
intrinsic to the detector set-up (and, in some part, analysis procedures). The spectrum
is convolved with a gaussian function representing the energy resolution determined by
calibration data. The detector efficiencies are then applied to the resulting spectrum,
producing the WIMP spectrum that would be observed by the real detector (the black
line in Figure 6.12). When applying these efficiencies it is often easier to separate them
into two categories (as discussed previously): energy dependent and energy indepen-
dent. The latter can be applied separately as a constant factor in the calculation of
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accumulated exposure, with only the former being applied directly to the predicted
spectrum. The final step in comparing the spectrum with the observation is to con-
vert the energy scale between ER and Eee using the relative scintillation efficiency and
field suppression. The conversion of energy scales has been discussed previously in the
context of ZEPLIN-III in Section 5.10.
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Figure 6.12: Example of a differential WIMP recoil spectrum before (blue dashed line)
and after application (solid black curve) of detector characteristics. The hatched area
is that of the region of interest which is integrated for comparison with the observation.
In the analysis method used in the ZEPLIN experiments, the limit on the signal rate
is calculated for a specific energy range by finding the limit on the signal and dividing
it by the final exposure (with any energy-independent efficiencies folded in), to obtain a
rate in events/kg/day. To calculate the limit on the interaction cross-section, we need
to compare the limit on rate with the predicted spectrum to derive a limit on the total
event rate, R0. This is done by integrating the predicted spectrum for R0 = 1 (the
hatched region in Figure 6.12) and then scaling it to the observed rate. This is related
to the total WIMP-nucleus cross-section, σA, through:
R0
r
=
D σA
µ2A
, (6.15)
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where µA = MDMT /(MD +MT ) is the reduced mass of the colliding particles, and D
is a numerical factor equal to 94.3 for the assumed local halo dark matter density of 0.3
GeV/cm3 [92].
For comparison between different experiments with different target species, it is stan-
dard practice to report the final results in terms of the WIMP-nucleon cross-section,
σW−n,
σW−n =
(
µ1
µA
)2( 1
A
)2
σA (6.16)
where µ1 is the reduced mass for A=1. An extra boost for detectors using target
species with high A is the coherent enhancement factor, σA ∝ A2σW−n, resulting from
the scattering amplitudes of A nucleons adding in phase (for low momentum transfer).
The calculation of the WIMP-nucleon cross-section also facilitates comparison against
theoretical WIMP models, e.g. CMSSM [122]. The results on WIMP-nucleon cross-
section are reported as a curve in plots of cross-section against WIMP mass, such as
those shown in Figures 6.13 and 6.14. The shape of the curve and position of the
minimum point are determined by the target nucleus, energy threshold and analysis
techniques.
6.3 Final results from the ZEPLIN detectors
The results from ZEPLIN-II and the first science run of ZEPLIN-III were calculated
using different statistical methods as a result of the specific conditions and the prevailing
knowledge at the time. ZEPLIN-II was analysed using the traditional F-C method and
the ZEPLIN-III data using the 2-D BML method. Here we present the final dark matter
results from both detectors.
The F-C analysis of the ZEPLIN-II science data provided a two-sided 90% confidence
interval on the number of recoil events observed, showing it to be consistent with zero.
The upper limit of this interval provided a limit on the rate of 0.092 events/kg/day.
To calculate the WIMP-nucleon spin-independent scattering cross-section the method
described above was implemented. The standard WIMP halo model was utilised along
with the appropriate detector efficiencies and energy resolution (see Chapter 4). The
resulting limit curve had a minimum of 6.6× 10−7 pb for a WIMP mass of 65 GeV/c2,
218 6.3. FINAL RESULTS FROM THE ZEPLIN DETECTORS
and is shown in Figure 6.13 along with the world status at publication of the ZEPLIN-II
result [101].
Although no further exploitation of the ZEPLIN-II instrument was possible, it was
projected that if the Rn-progeny events could be removed (through cleaning of detector
surfaces) and by eliminating 222Rn emanation from the SAES getters, a sensitivity of
2 × 10−7 pb could be reached with a similar running time, extending down to about
1×10−7 pb with a longer science run of about 5 months. Any improvements in detector
stability and corrections would also help improve the result.
ZEPLIN-II was the first two-phase noble gas instrument to publish a dark matter
result, with only the CDMS-II result excluding more of the parameter space. ZEPLIN-
II also contributed to rule out the DAMA evidence region, interpreted in terms of
spin-independent interactions causing nuclear recoils. The predictions for ZEPLIN-III
(based upon simulations) indicated a minimum of 9× 10−8 pb for a 70 GeV/c2, shown
in Figure 6.13 by the dashed line. The focus of the collaboration was thus shifted to
the new experiment.
The BML analysis of the ZEPLIN-III first science run produced a most likely signal
of 0 events and a 90% confidence upper limit on the number of recoils which varied
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Figure 6.13: World status (at ZEPLIN-II publication, Jan 2007) of experimental (direct
detection) limits on WIMP-nucleon spin-independent scattering cross-section [124]. The
solid lines show experimental direct detection limits previously published, the red region
shows the reported signal from DAMA and the green region shows the areas of the
parameter space from currently favoured MSSM models.
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with WIMP mass, between 2.45 for MD=10 GeV and 3.0 for MD=1000 GeV. The
rate is calculated by factoring in the acceptance percentage (47.7%) and the effective
exposure (267.9 kg/days), resulting in an upper limit between 0.192 events/kg/day and
0.235 events/kg/day. This is higher than ZEPLIN-II due to significant additional signal
power probed at low energy by the lower threshold.
The WIMP-nucleon spin-independent scattering cross-section is then calculated, us-
ing the same standard galactic halo model, the 90% confidence limit on rate and the
detector specific efficiencies, energy resolution and varying quenching factor (as de-
scribed in Chapter 5). This results in a limit curve which has a minimum at 7.7× 10−8
pb for a WIMP mass of 55 GeV/c2 [103]. The main change in procedure from the
ZEPLIN-II limit calculation was the requirement to calculate the 90% confidence limit
on rate for each different WIMP mass and then feed these into the calculation sepa-
rately. The final limit curve is shown in Figure 6.14 with the current world status (at
the time of writing).
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Figure 6.14: Current world status of experimental (direct detection) limits on WIMP-
nucleon spin-independent scattering cross-section [124].
If the constant Leff energy conversion had been utilised instead, with the mismatch
between simulated and experimental recoil spectra interpreted in terms of a large effi-
ciency loss of unknown origin, then the limits on rate would have been slightly higher,
varying from 2.52 events at 10 GeV/c2 to 3.1 at 1000 GeV/c2 (3.0 at 55 GeV/c2).
The resulting limit on σW−n is also higher, with a minimum of 1.13 × 10−7 pb for a
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WIMP mass of 52 GeV/c2 (≃ 50% higher). Clearly, the choice of energy conversion
(and the resulting efficiencies) has an effect on the final result, although this is found
to be relatively minor.
At low WIMP mass, the ZEPLIN-III result is the second best limit published from
a two-phase noble gas instrument, but surpassing XENON10 in sensitivity above a
WIMP mass of 100 GeV/c2. However, the results from the XENON10 experiment
are not directly comparable with other experiments as the confidence limits quoted
lack full coverage of 90%. This is due to the choice of adopting the Yellin Optimal
Interval method after the data had been analysed, leading to flip-flopping (see Ref [25]
in [104]). The coverage is expected to be in the region of 80-85% although a precise
calculation is not given. Additionally, the published XENON10 result utilised a flat
relative scintillation efficiency, Leff = 0.19; later studies by their team [174] analysed
the data using a varying Leff resulting in a slight increase in the limit. Both these
factors result in a higher limit curve than that shown in Figure 6.14. A way to remove
the flip-flopping problem in XENON10 would be to use the F-C method on the published
data. This results in a limit curve with a minimum of approximately 1×10−7 pb.
The result from ZEPLIN-III achieved the predicted sensitivity with, arguably, the
cleanest data-set published from a two-phase xenon detector. The ZEPLIN-III, XENON10
and CDMS-II results are all beginning to probe the regions of parameter space favoured
by SUSY neutralino models. The shaded areas show favoured regions of parameter
space as derived from a bayesian analysis of CMSSM models [122]. This suggests that
the next phase of detector development will bring instruments able to probe large sec-
tions of the favoured parameter space, potentially making the first detection of WIMP
dark matter.
Chapter 7
Xenon Physics with the ZEPLIN
Detectors
The primary goal of the ZEPLIN detectors is to search for a WIMP signature or, in the
event of a non-discovery, to set limits on the properties of potential WIMP particles.
However, we are able to learn more about xenon physics from the instruments, mainly
due to their large active volumes and location in a low-background environment. This
chapter details work carried out to investigate aspects governing the physics underlying
two-phase Xe detectors, which are of interest to the development of this technology, as
well as to enhance the quality of our own data.
A review of studies relevant to the physics of these devices was presented in Chap-
ter 3, including a discussion of the different physical processes at work in two-phase
systems. Presented here is a novel quantitative study of single electron emission in
noble liquids, helping to demonstrate the sensitivity of the two-phase technique, with
consideration of photoionisation as a possible cause (this work was published in [129]).
Other physics studies also described here include an analysis of the anti-correlation
between scintillation and ionisation signals (with reference to data from both ZEPLIN-
II and III), the electric field dependence of the detector response and scintillation light
yield variation with xenon purity. My involvement in these studies was a dominant one.
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7.1 Single Electron Emission
High-efficiency detection of a single quantum associated with a particular response chan-
nel is a clean sign of both the sensitivity and the quality of the measurement technique.
Presented here is the first study quantifying the response to the cross-phase emission of
a single ionisation electron in a noble gas detector. In two-phase argon, a three-stage
Gas Electron Multiplier (GEM) has recently been reported to achieve single-electron
sensitivity, although this study relied on electrons photo-produced in the first GEM (in
the gas) rather than emitted from the liquid [186]. Sensitivity to single ionisation elec-
trons is important in experiments searching for very small, rare events. On a technical
level, it allows for direct measurement of the ionisation yields of different interacting
particles, such as nuclear and electron recoils, and may help with the study of photoion-
isation processes in LXe. Understanding the origin of these electrons may highlight new
backgrounds for experiments relying on the detection of even smaller ionisation signa-
tures than those considered of interest in WIMP dark matter searches, which motivated
this study. One such example is the proposed detection of sub-keV energy deposits
from coherent neutrino scattering [187]. This work was carried out using the ZEPLIN-
Figure 7.1: Seven-PMT sum waveform containing a secondary electroluminescence
pulse, with several potential single electrons trailing S2.
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II instrument, in which the liquid surface lies between two meshes, 10 mm apart, used
to generate a strong electric field to produce electroluminescence photons from emitted
electrons. These extraction electrodes consist of a woven stainless steel mesh of 30 µm
wire, at a pitch separation of 500 µm. Free electrons produced in the target bulk below
this region are drifted towards the extraction region by a vertical field of 1 kV/cm;
upon reaching the surface, they are emitted into the gas by the stronger electric field
in the extraction region of ∼4.8 kV/cm and accelerated across the 2-3 mm gas gap by
a field twice as strong. Both the primary (scintillation) and secondary (electrolumines-
cence) signals are independently detected by seven photo-multiplier tubes (PMTs). The
time taken for the electrons to drift through the liquid provides a separation in time
proportional to the depth in the detector.
This analysis was carried out using the data from the 31-day shielded run of ZEPLIN-
II. During this run the average background rate from γ-ray interactions was ∼ 2 evt/s
(> 5 keV). An unexpected population of very small secondary-like signals following
large secondaries was apparent during early tests, as illustrated in Figure 7.1, which
motivated this work. Some of these signals were also observed between the primary
and secondary pulses associated with normal events and these were selected for further
analysis, for the reasons explained below.
7.1.1 Single electron response
The detector response to a single electron emitted into the gas region is designed to
be small, yielding fewer than 10 photoelectrons across the PMT array, since excessive
gain brings about dynamic range limitations. In addition, the faintest nucleon recoils
one wishes to record for the purpose of WIMP searches are determined by the limited
number of S1 photons detected and there is little to be gained by recording S2 signals
below the software threshold of the S1 response.
To search for such small signals, quiet timelines, free from spurious noise, overlapping
events and optical feedback effects are required. For this reason the search for candidate
single electron signals was carried out on the low-background dataset used for WIMP
searches. From this dataset, only events triggered by the primary scintillation signal
were selected in order not to bias the choice of candidate signals. Allowing S2 triggers
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would bias against single electron pulses which could have triggered the system between
primary and secondary, and allowing self-triggers by small pulses would obviously bias
towards larger signals.
The ZEPLIN-II trigger function was a 5-fold coincidence above 1/3 of a single PMT
photoelectron (phe) (& 80% efficiency per channel) within a narrow coincidence window,
as already described in Section 4.1, adopted specifically to avoid triggering by single
electrons, minimising the impact on data volume. For this reason, the absolute rate of
single electron emission in the dataset cannot be calculated, only the rate relative to
primary scintillation triggers.
Figure 7.2: Seven-PMT sum waveform containing a candidate single electron signal
(p5) visible between the primary scintillation pulse (p4) and the electroluminescence
pulse (p6).
Figure 7.2 shows a typical 80 µs waveform (sampled at 2 ns) containing a primary
scintillation pulse and a secondary electroluminescence pulse, with a single electron
candidate observed in the intervening time. The latter is detected as a collection of
individual PMT photoelectrons spread over a ∼ 500 ns period, the time required for
electrons to cross the high-field gas region.
In the analysis described in Chapter 4, the data were corrected for the finite electron
lifetime in the LXe as well as operational parameters which affect the gain of the ion-
isation channel (such as variations of pressure, liquid level and electric fields). In this
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analysis the purity correction, compensating the secondary signal for electron trapping
by electronegative impurities during their drift to the surface, is not required as a single
electron will either reach the surface or be trapped, meaning no partial loss of signal.
The other operational parameters are considered as variables.
A pulse area histogram of all small signals detected between primary and secondary
pulses is shown in Figure 7.3, with the conversion from nVs to photoelectrons (phe)
calibrated by the mean measured for each PMT independently. The figure shows a
clear population which we attribute to single electrons, along with an exponential noise
pedestal. The distribution of single electrons is fitted with a Gaussian. Although
photoelectron statistics suggest a Poisson distribution, further broadening occurs due
to electronic noise and other fluctuations. The spectrum shows a mean of 8.8± 0.4 phe
and a width σ = 5.0 phe, corresponding to a gain of over 200 VUV photons/electron,
as discussed later.
Figure 7.3: Single electron spectrum at 1.5 bar gas pressure. The continuous line shows
the fit to the entire spectrum; the Gaussian and exponential components are also shown.
The inset shows the resulting fit parameters.
7.1.2 Predicting single electron response behaviour
The number of electroluminescence photons created per electron depends on the gas
pressure, electric field and gas thickness. The electroluminescence yield of xenon, i.e.
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the number of VUV photons produced per electron per cm travelled, has been studied
mainly for room-temperature gas (see [152] and references therein), as described in
Chapter 3. A dependence is found of the form Y = aE − bPeq, where a and b are
experimental parameters, E is the field in the gas and Peq is the equivalent pressure for
the same gas density at 0 ◦C. It is known that the photon yield in the cold, saturated
vapour is higher than that in the warm gas (for the same density). This effect is
clearly shown in [152], where the room temperature measurement is consistent with
some published results, namely [188], but the yield in the cold vapour is clearly higher.
Table 7.1 summarises experimentally measured values of a and b.
Table 7.1: Experimentally measured electroluminescence yield constants, a and b.
Ref. Temperature a b
Santos et al. [189] 20 ◦C 139 100
Monteiro et al. [152] 20 ◦C 140 116
Akimov et al. [188] 20 ◦C 70 56
Fonseca et al. [151] 20 ◦C 86 73
-90 ◦C 137 125
Aprile et al. [190] -95 ◦C 120 154
For the mesh design and the thickness of the gas layer in ZEPLIN-II, a parallel and
uniform electric field can be assumed without significant error. This allows calculation
of the absolute yield in ZEPLIN-II. If the small signals under scrutiny correspond to
the emission of a single electron, this yield must agree with that measured for the cold
vapour and show the same pressure dependence.
Gas pressure, P , is a key operational parameter affecting the single electron response,
doing so in two complementary ways: it affects electroluminescence at a microscopic
level and is also directly linked to the liquid level through thermal expansion of the
liquid. The liquid is in thermal equilibrium with the gas due to the slow variation in
temperature. As a result, any change in temperature causes a proportional variation
of the gas thickness. Besides variation of the path length, this thermal expansion also
causes a small variation of the field in the gas, at the level of 10%, which can be ignored
for this purpose.
Previous yield measurements can be compared directly with ZEPLIN-II results by
factoring in the thickness of the gas region, d, the light collection efficiency, η, and the
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Figure 7.4: Dependence of single electron response on detector pressure, compared
with predictions from previous measurements of electroluminescence yield in saturated
vapour. The shaded bands represent uncertainties assigned to these predictions, includ-
ing an ad-hoc 10% error assumed for parameters a and b (not given in the literature).
PMT quantum efficiencies, QE. The gas thickness is calculated from the drift time of
background interactions occurring very near the lower extraction grid just under the
surface; the light collection was simulated by Monte Carlo; there is some uncertainty
about the variation of PMT QE down to low temperatures for this particular phototube
model, but we believe it to be small. The predicted mean number of photoelectrons per
electron is calculated from:
SE(P )︸ ︷︷ ︸
phe/e−
= Y (P )× dg(P )︸ ︷︷ ︸
ph/e−
× η ×QE︸ ︷︷ ︸
phe/ph
, (7.1)
where we consider a volume-averaged light collection fraction ν = 0.236 ± 0.018, ap-
proximate low-temperature quantum efficiency QE = 0.17± 0.03 and Y (P ) is the elec-
troluminescence yield.
Figure 7.4 shows the mean single electron response as a function of pressure, demon-
strating a dependence clearly consistent with expectation over the range 1.2–1.9 bar,
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the variation observed during this run. Both the absolute number of photons and the
pressure behaviour agree well with predictions based on independent measurements of
the absolute yield and, combined, provide strong evidence that the candidate popula-
tion is indeed from single electrons. From our data is was not possible to accurately
calculate the experimental parameters a and b for the electroluminescence yield due to
the subtle dependence of the field on pressure. For a convincing measurement, one must
be fixed and the other allowed to vary systematically.
7.1.3 Production of single electrons
In ZEPLIN-II position reconstruction in the horizontal plane lacked precision for signals
as small as those considered here, as discussed in Chapter 4. However, the reconstructed
radial distribution for these events, shown in Figure 7.5, is consistent with generation
over all radii, and is clearly incompatible with that of small ionisation signals originating
from the detector walls (corresponding to a radius of r = 0.7 a.u.). The later is the
known background of nuclear recoils arising from plating of the PTFE walls with α-
emitters from 222Rn decay [101], which was a major limitation in ZEPLIN-II .
For a source uniformly distributed throughout the entire liquid bulk and a detector
with perfect position resolution, a linear increase with r would be expected (Figure 7.6).
To predict the form of a uniform volume distribution in the case of very poor resolution,
we convolve the x and y coordinates of a population distributed uniformly in x-y with
gaussian functions. By also applying the same smearing method to a population from the
detector walls, we are able to replicate the shape of both the single electron distribution
and Rn-progeny population, suggesting that the source of single electrons is uniformly
distributed throughout the bulk. The depth (drift time) distribution (Figure 7.5) also
shows relatively uniform production throughout the LXe bulk.
The fact that large secondaries appear to be followed by multiple single electron
pulses suggests their production may be related to the number of VUV photons in
the chamber. The quiet part of the waveforms found between primary and secondary
signals, together with the measured number of primary scintillation photons, allow
testing of this hypothesis in a quantitative manner. Figure 7.7 shows the fraction of
events where a single electron is observed as a function of energy, where the latter is
CHAPTER 7. XENON PHYSICS WITH THE ZEPLIN DETECTORS 229
Figure 7.5: Radial (top) and depth (bottom) distributions. In the top plot the solid
line shows the single electron population and the dashed line the distribution of small
ionisation signals (∼few electrons) from detector walls (222Rn-induced events).
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Figure 7.6: Prediction of the radial distribution of a population uniformly distributed
across the volume (solid line) and from a population of wall events (dashed line).
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measured by the number of scintillation photons generated in the liquid. A clear energy
dependence is observed, suggesting that the production of single electrons could be, at
least in part, due to photoionisation processes in the liquid, possibly of contaminant
species still remaining at ∼ppb concentrations.
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Figure 7.7: Fraction of S1-triggered events where a single electron is observed as a
function of primary signal area (normalized to γ-ray energy).
This hypothesis gains some additional weight when the rates are examined as a
function of the purity of the xenon. Figure 7.8 shows a decrease in the observed rate
of single electron emission with increasing electron lifetime (i.e. reduced presence of
impurities), despite the small range of electron lifetimes observed during the ZEPLIN-
II science run. If the process was due to photoionisation of electronegative impurities,
the expected dependence would be a linear relationship with the concentration of such
an impurity.
7.2 Photoionisation as a production mechanism
The mean free path (mfp) of the ≃ 7.1 eV photons for generating an electron in LXe
can be estimated from Figure 7.7. The slope of the trend line suggests that, on average,
approximately 800 keV is required to produce a single electron. Combining this with
a scintillation yield of 39 photons/keV (measured at 1 kV/cm), this corresponds to an
average of 32,500 photons per electron. Scintillation photons can escape from the liquid
surface or be absorbed in the surrounding PTFE or in the electrodes. A Monte Carlo
simulation places the mean escape length from the LXe at ∼ 25 cm for photons generated
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Figure 7.8: Fraction of S1-triggered events where a single electron is observed as a
function of electron lifetime during the science run.
isotropically and uniformly. This value is not significantly affected by bulk absorption
for the xenon purity considered here, or by Rayleigh scattering. This indicates a photon
mean free path for photoionisation of ∼ 1.0× 106 cm.
Several chemical species, including xenon itself, could be responsible, but impurites in
the liquid are the most likely. Unfortunately, the mfp depends on both the microscopic
cross-section and the atom number density, so none can be ruled out with certainty
since either (or both) quantities may be unknown.
Sub-threshold photoionisation, either of impurities or of Xe atoms, dimers and higher
order polymers, cannot be ruled out, even if it is unlikely. Some of the most abundant
impurities are electronegative species (e.g. O2, H2O, N2O, etc) responsible for the fi-
nite electron lifetime. Although these have ionisation energies typically above 12 eV in
the gas phase [191], this does not rule out completely the possibility of photoionisation
at lower energies. Their concentration can be estimated from the rate of electron at-
tachment. From known attachment cross-sections [149] at an average energy of 0.1 eV
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for electrons drifting in a 1 kV/cm field [192], we estimate that an O2 concentration
of ∼ 60 ppb or a N2O at just ∼ 8 ppb would produce the ∼ 100 µs electron life-
time observed during this run. The photoionisation cross-section needed to explain the
measured mfp is only ∼ 0.001 Mb (compared to 10-100 Mb typically found well above
threshold).
In the case of intrinsic LXe photoionisation (9.3 eV threshold [193]) a cross-section
as low as 35 µb is sufficient. So, despite the sub-threshold process being very unlikely,
the interaction probabilities required are also extremely small; in addition, the non-
zero width of the scintillation emission will play a favourable role, with the tails of the
emission and absorption distributions intersecting at some level. However, note that no
dependence on the electron lifetime is expected in this instance.
Alternatively, minute amounts of species with low ionisation thresholds may be re-
sponsible, of which there are many candidates, organic and inorganic. In addition to
neutral species, it is also conceivable that negative ions previously created by electron
attachment can be photoionised during their long drift towards the anode, which is as
slow as ∼ 0.7 cm/s for a O−2 ions in LXe [194]. During the science data taking period
of ZEPLIN-II the fields were on for 108 “standard” days. A “standard” day includes
23 hours of background exposure, with ∼2 MeV/s deposited creating some ∼30,000
O−2 ions per second, plus 1 hour of
57Co calibration, depositing ∼12.5 MeV/s, creating
∼ 187, 500 O−2 ions per second. This would produce about 3 × 109 O−2 ions per day,
totaling approximately 3.2 × 1011 O−2 ions over the whole 108-day run. Accounting
for the xenon volume gives a number density of about 3.2 × 107 cm−3, resulting in a
required cross-section for photoionisation of about 6 × 10−14 cm2. Figure 7.9 shows
the published values of photoionisation cross-section for O−2 over the measured energy
range up to 3.5 eV (well below the xenon scintillation energy of 7 eV). Even though
these measurements are below the energy of interest, generous extrapolation would still
leave the cross-section several orders of magnitude away from the required value, sug-
gesting the concentration of O−2 accumulated would be too low to explain the observed
rate.
Finally, we mention photoionisation induced by the well-known ‘n=1’ LXe exciton,
which lies below the intrinsic threshold at 8.4 eV [196, 197, 198]. Although excitons do
not cause photoionisation directly, they can transfer the excitation to impurities onto
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Figure 7.9: Measurements of the photoionisation cross-section for O−2 ions [195].
which they become trapped and ionise them in a Penning-type interaction.
In summary, a population of small signals in the ZEPLIN-II data was identified with
the emission of single electrons into the gas region, probably caused by photoionisation
of a yet underdetermined contaminant species in the LXe. The detection of single
electrons demonstrates the excellent sensitivity of the ionisation channel in two-phase
xenon systems.
7.2.1 Single electron emission in ZEPLIN-III
Following the study with ZEPLIN-II data, a search for single electron emission in the
first run of ZEPLIN-III has been carried out. A visual scan of science data events
suggested many electron candidate pulses (an example is shown in Figure 7.10). As in
ZEPLIN-II, there were also potential single electron pulses following many secondary
signals.
A clear optical feedback signal was also identified, consisting of a few electrons orig-
inating at the cathode grid. This was expected due to the large number of S2 photons
produced, the photoelectric coefficient of stainless steel (∼ 10−5) and the geometry of
the wire grid.
We can predict the size of a signal from a single electron emitted into the gas phase as
previously (Eq. 7.1). An average cold QE of∼ 30.0% was measured experimentally [166],
the light collection for electroluminescence is approximately 20% (from simulations), a
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Figure 7.10: A waveform of the sum of all 31 PMTs in the high sensitivity channel
of ZEPLIN-III, showing an S1 and S2, with a small single-electron-like pulse in the
intervening time.
gas gap of ∼ 4 mm was estimated and the data were taken with a field of about
7.8 kV/cm (in the gas) at an average pressure of ∼ 1.63 bar. These values would
suggest that a single electron emitted into the gas would produce about 300 photons as
it traverses the gas gap, resulting in ∼ 18 phe detected across the PMT array.
A single electron analysis similar to that carried out with the ZEPLIN-II data was
applied to the data from the ZEPLIN-III first science run, producing the spectrum of the
detector response to single electron emission shown in Figure 7.11. The typical area for a
single electron pulse was roughly 1.2 nVs, equivalent to about 25 phe (assuming a single
phe area of 0.047 nVs), which is larger than our original prediction. This disagreement
could easily be accounted for by uncertainties in the gas thickness (±0.5 mm) and S2
light collection efficiency (±5%), along with the variation of the prediction on the choice
of coefficients for the electroluminescence yield. This preliminary work on single electron
emission in ZEPLIN-III is currently being developed.
Following the first science run, very long timelines were acquired without a signal-
derived trigger, to search for single electrons not produced by events triggering the
system. This will allow for the processes to be understood in a wider context, search-
ing for other causes of single electron emission (including other potential rare physical
processes). These data will be analysed in due course.
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Figure 7.11: A typical single electron emission spectrum measured from ZEPLIN-III.
The spectrum is fitted with an exponential noise pedestal, a gaussian for the single elec-
tron peak, and another gaussian corresponding to the possible emission of two electrons.
(supplied by P.Majewski)
7.3 Nuclear Recoil Ionisation Yield
Measurement of the ionisation yield from nuclear recoils is important in the context
of two-phase searches for WIMPs, as WIMP-nucleon interactions produce low-energy
nuclear recoils in the xenon. By combining measurements of the detector response to
a single electron emitted from the liquid surface with nuclear recoil calibration data,
the ionisation yield for elastic scattering can be extracted. Measurements in the lit-
erature were carried out with two different test chambers [199], utilising a calibrated
charge amplifier to measure the ionisation signal, and with data from the XENON10
experiment [145], utilising the same two-phase technique as ZEPLIN-II and III. Given
the difficulty in calibrating charge amplifiers and the associated systematic errors, the
direct calibration of charge response is of great interest.
The nuclear recoil ionisation yield, Υ, measured in electrons per keVnr, is calculated
from the measured mean S2/S1 parameter of the nuclear recoil population,
〈
S2
S1
〉
:
Υ =
〈S2〉
η SE
× µ〈S1〉 s1cal =
〈
S2
S1
〉
µ
η SE s1cal
(7.2)
where we require the single electron response of the detector, SE [nVs−1], corresponding
236 7.3. NUCLEAR RECOIL IONISATION YIELD
to the experimental conditions at the time, the fraction of electrons emitted into the
gas phase, η, the energy calibration, s1cal [keVee/nVs], and the nuclear recoil energy
conversion factor, µ = Se/(Leff Sn) [keVnr/keVee]. The ZEPLIN-II AmBe calibrations
gave a parameterisation for the mean S2/S1 response for nuclear recoils:
〈
S2
S1
〉
= (265 ± 10)× E−0.4±0.14ee [nVs /nVs] . (7.3)
The cross-phase emission efficiency for electrons is determined by the field in the
liquid. Published measurements [135] suggest an emission efficiency of η ∼ 95% at the
appropriate field in ZEPLIN-II of 4.7 kV/cm. Loss of drifting electrons through trapping
by electronegative contaminants is accounted for by correction of S2 response before
parameterisation. The conversion of energy scales from electron equivalent to recoil
energy was discussed in the previous chapter, with a constant factor of 2.8 keVnr/keVee
assumed in this calculation.
The nuclear recoil ionisation yield measured in ZEPLIN-II, shown in Figure 7.12,
appears lower than previously published values. Potential causes for this disagreement
involve a mechanism inhibiting cross-phase emission of electrons, either through con-
tamination of the liquid surface, or variation of the electric field. Despite correction of
the AmBe data for the finite electron lifetime, there may potentially be some effect due
to the variation of electron lifetime with event energy (or size of the S2 pulse). The
electron lifetime is calibrated in the ZEPLIN detectors with γ-ray or high-energy α in-
teractions, both having significantly larger S2 signals than the low-energy nuclear recoils
of interest. However, the cause of the discrepancy with the results in the literature has
not yet been resolved.
As described previously, data from ZEPLIN-III was analysed for emission of single
electrons. Using those measurements and the nuclear recoil calibration (described in
Section 5.9.1), the ionisation yield was calculated for both a constant and a varying
quenching factor (as shown in Figure 7.12). The values using a constant quenching
factor are in reasonable agreement with the published data, especially considering the
stronger electric field. However, utilising the varying quenching factor causes the yield to
level off, or even drop, at lower energies. This work is preliminary however, and a more
detailed study of the single electron emission spectra is underway. Measurements of the
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Figure 7.12: Nuclear recoil ionisation yield measured from the ZEPLIN-II (solid black
line) and preliminary results from ZEPLIN-III (black symbols) applying a constant or
varying relative scintillation efficiency, compared with the previous published results
[199] and data from XENON10 [145].
ionisation yield from the ZEPLIN instruments provide complementary information to
the data already published and future measurements should be possible with ZEPLIN-
III probing field variation of the yield, previously only measured up to 2 kV/cm.
7.4 Scintillation light yield as a function of purity
During active xenon purification in ZEPLIN-II, described in Chapter 3, the purity
improved dramatically, with electron lifetimes increasing from 4 µs to about 1 ms. 57Co
calibrations were taken during this period, allowing the light yield to be monitored.
The light yield, measured by fitting to the combined 122/136 keV peak from 57Co, was
calibrated using the average measured single photoelectron area, 0.035 nVs. Figure 7.13
shows a clear increase in the measured scintillation output with increasing electron
lifetime (measured with α-decay events) up to a maximum value of 0.75 phe/keVee.
The exact source of this dependence is unknown, although it cannot result from a
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Figure 7.13: Plot showing the relationship between light yield and electron lifetime in
ZEPLIN-II, where light yield values are normalised to that at zero field.
variation in the final detection of photons which is unaffected by the purity of the liquid.
This leaves two possibilities; loss of photons during transport from the interaction site
to the PMTs or during the production process itself. During transport the VUV scin-
tillation photons can be absorbed by dissolved molecular impurities within the xenon,
reducing the photon attenuation length and hence the light yield. This is known to be
one of the main limitations on the transparency of liquid noble gases to their own scin-
tillation light [200]. It has been shown that H2O at the ppm level is the most probable
impurity for absorption of VUV photons in LXe [201], a hypothesis which would agree
with the increased light yield observed during purification. The production process it-
self may provide an alternate method for reducing prompt scintillation, if an increased
concentration of electronegative impurities inhibits the recombination process, reducing
the number of photons produced.
While the observed degradation of scintillation light yield with decreasing xenon
purity may imply that the ZEPLIN-III light output would be strongly affected, this
is not the case for two reasons. ZEPLIN-III operates with a stronger electric field,
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which significantly reduces the electron lifetime due to the field dependence of electron
attachment to impurities. Consequently, the observed electron lifetime ∼ 40 µs at
4 kV/cm would be significantly larger at 1 kV/cm. Secondly, the light output is degraded
by reduction of the photon attenuation length and, as a result, the geometry of the target
volume will play an important role in determining the magnitude of the effect.
Further studies were not possible using ZEPLIN-II, as the purity remained high
(above 100 µs) for the remainder of the science run. Equally studies have not been
possible with ZEPLIN-III as the range of electron lifetimes required was not available,
due to the stable purity in the instrument. Additional studies will be carried out if
purity is not achieved initially in future operation of ZEPLIN-III.
7.5 Field-dependent detector response
Application of electric field is the cornerstone of two-phase operation in noble gas de-
tectors, with a number of physical processes at work in the detectors. For our under-
standing of these instruments, allowing us to design new systems, optimise operation
and analysis techniques, we require knowledge of the field-dependent detector response.
During commissioning of ZEPLIN-III, data were acquired with a 57Co source, mea-
suring the field-dependent response of the S1 and S2 channels. The radioactive source
was placed above the detector and data acquired initially with no field in the liquid.
After acquisition of a small zero-field dataset, the acquisition continued whilst voltages
were increased at a rate of 180 V/min on the cathode and 120 V/min on the anode (an
overall rate of 300 V/min between the two). Upon reaching the nominal operating volt-
ages of the detector (17 kV between anode and cathode), a larger dataset was acquired
at full field.
An interaction in the xenon produces scintillation and ionisation, a fraction of which
will recombine producing additional scintillation photons. As a result, the response of
the detector in the S1 channel is dependent upon the electric field applied across the
target volume, as an increased field suppresses recombination. This field suppression has
been measured previously [199] and can be used for comparison with the ZEPLIN-III
data.
Figure 7.14 shows the onset of field suppression, exhibiting a decrease of the S1
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response of the detector with event number in the dataset. No field was applied to
the volume for approximately 5000 events, providing a zero-field calibration for this
investigation. The zero-field calibration was fitted in Figure 7.14 giving a mean of
29.4 nVs corresponding to the combined 122/136 keV peak (5 phe/keVee); this is shown
in the figure by the solid black line. After approximately 5000 events the electric field
was applied, causing suppression of the recombination, resulting in a decrease in the S1
response.
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Figure 7.14: Plot showing the onset of field suppression, with S1 response as a function
of event number (left) and the zero-field events fitted as a calibration (right).
This study, undertaken during the commissioning phase, required matching of the
electric field strength to the event number. In later datasets the applied voltages were
recorded event-by-event, but this had not yet been implemented during the commis-
sioning period. To calculate the field, Eq. 3.5 is applied assuming a gas gap of 4 mm (a
liquid thickness of 36 mm). Using the number of files acquired and the ramping rates,
an approximate calibration from event number to applied field was possible.
Figure 7.15 shows the S1 response as a function of applied electric field, exhibiting
a decrease with increasing field. The solid black line represents the predicted response
applying the previously published suppression measurements [199] to the zero-field cal-
ibration, exhibiting good agreement with the data. The vertical gaps in the data are
the results of PMT power supply trips, with missing time periods translating to missing
coverage of field strength. The region marked by the red lines is defined by the higher
trigger threshold present during the commissioning phase. Below the horizontal line,
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S1 pulses are no longer large enough to trigger the system, and the associated S2 pulses
only become large enough to trigger above ∼ 1.7 kV/cm, resulting in a region with no
events. This effect is also evident from the increased fraction of higher energy events
below 1.7 kV/cm, where the larger S2 triggered events account for a larger proportion
of the triggering events.
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Figure 7.15: Dependence of S1 signal with electric field in ZEPLIN-III. The black line
represents the prediction from previously published measurements of field suppression.
The red mark the S2 and S1 trigger thresholds.
The response of S2 can be investigated in a similar manner, except now multiple
processes must be considered. As with S1, the applied field alters the fraction of elec-
trons drifted from the interaction site. However, it also affects the cross-phase emission
efficiency of electrons and the number of secondary photons produced in the electrolu-
minescence process. There may additionally be an effect on the xenon purity through
variations in the electron attachment cross-sections of the contaminant species, although
this affect will be minimal in the small drift depth of most 57Co events.
Previously published data measuring these processes have been parameterised for
simulations of the instrument during the design and construction phase [150]; these
parameterisations are shown in Figure 7.16. The fraction of electrons drifted increases
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immediately upon the application of an electric field, but the other two processes have
a minimum field threshold before they can proceed. The onset of electroluminescence
occurs at about 1.4 kV/cm in the liquid (dependent on the parameterisation used) when
the electrons acquire enough kinetic energy to collisionally excite the gaseous xenon
atoms. The cross-phase emission only occurs at a still higher field, about 1.7 kV/cm
(although the parameterisation at the onset in based on only one data point), when the
electrons acquire enough energy to overcome the cross-phase potential barrier (LXe has
a positive electron affinity relative to the vapour phase). As a result, this is the field
at which S2 pulses begin to be produced, although they may only be observed by the
detector at a marginally higher field as the pulses must be large enough to trigger the
system.
The overall S2 response is thus determined by:
S2 = Ne(E)× η(E) × (Y (E)︸ ︷︷ ︸
energy-dependent factors
×dg × ν ×QE) , (7.4)
where Ne is the number of electrons drifted from the interaction site, η is the cross-phase
emission efficiency and Y is the electroluminescence yield, all of which are energy-
dependent; dg is the thickness of the gas layer, ν is the light collection and QE is the
PMT quantum efficiency. Using the parameterisations from Figure 7.16 and approxi-
mations for the energy-independent factors, the energy-dependent secondary response
of the instrument can be calculated.
Figure 7.17 shows the S2 response of the detector as a function of the applied field,
along with the prediction for the energy-dependence (black line, normalised to data at
2.7 kV/cm). The general behaviour is in reasonable agreement, especially considering
that the calibration of electric field strength was only approximate. The reasonable
agreement with predictions of the field dependence in both response channels gives us
extra confidence in the simulations used to help analyse the science data.
Further data have been acquired with ZEPLIN-III to investigate the field dependence
in more detail. These data had the applied voltages (and therefore field) recorded event
by event for an accurate calibration, along with better measurements of the absolute
factors (e.g. gas thickness). A slower rate was applied to the voltage ramping improving
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Figure 7.16: Parameterisations of the three main field-dependent processes in producing
S2. (a) Electroluminescence yield, Y = 137(2.0×E)−315, where E is field in the liquid
(in kV/cm) and a pressure of 1.6 bar is used, (b) Emission efficiency into gas phase,
η = 1 −
(
1.1 × e−0.017.E3.45
)
, (c) Relative charge extraction from the interaction site,
Ne
Ne(∞)
= 1/
(
0.24056
E +
0.4
E + 1
)
, for 122 keV γ-rays.
the statistics of the measurements and the field was ramped down at the same rate to
monitor the process for any hysteresis.
7.6 Scintillation/Ionisation anti-correlation
During an interaction in the liquid, the energy deposited by electron recoils is split
between two processes, atomic excitation and ionisation. These translate into the two
response mechanisms generating S1 and S2 signals. The relative division of the mean
number of quanta into each channel depends on the electric field applied at the interac-
tion site, with statistical fluctuations between the two worsening the energy resolution
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Figure 7.17: Dependence of S2 signal size with electric field, compared with a prediction
(black line) made from the parameterisations shown in Fgure 7.16.
in the individual S1 and S2 channels. The fluctuations occur as the ionisation created
by the interaction will either drift away to the liquid surface, adding to the S2 signal, or
recombine to produce additional prompt scintillation photons, increasing the size of S1.
These fluctuations between excitation and ionisation cause an anti-correlation between
S1 and S2 for a given total energy deposit.
In an effort to recover a more precise measurement of the energy deposited in an
event, a combined energy parameter, E∗, can be created from a mixture of the S1 and
S2 parameters. The initial study using ZEPLIN-II data utilised a simple combination
of S1 and S2:
E∗ = S1 + k · S2 , (7.5)
where the coefficient k normalises the relative gain of the responses, and was there-
fore taken as the ratio of the mean S1 and S2 responses from the 57Co photopeak.
This assumption is a reasonable approximation for the drift field applied in ZEPLIN-II
(1 kV/cm), where the field suppression suggests that 50% of the energy is transferred
to ionisation.
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Figure 7.18 shows the improved resolution of E∗ over S1 alone, demonstrated with
a 57Co calibration. The E∗ peak is noticeably tighter, with an improvement in resolu-
tion from 25% to 16.5%, a tightening also observed in the colour plots in Figure 7.19.
The 57Co colour plots show the anti-correlation effect clearly, where the region of the
photopeak is tilted exhibiting an increased S2 for a lower S1 (and vice versa), when S1
alone is used to determine energy. By employing E∗ in place of S1, the population is
tightened and the tilt removed. The 60Co Compton calibration can be thought of as a
series of tilted regions at all possible deposited energies, with the population tightened
by utilising E∗, removing the tilt.
The most interesting application of E∗ in ZEPLIN-II was the resolution of the
40 keVee feature from inelastic neutron scattering off
129Xe. As mentioned earlier,
when an AmBe source is placed near the detector, populations of events induced by
neutron interactions appear. Pure elastic recoils are the dominant population (being
our calibration for an expected WIMP signal), but inelastic scattering populations are
also present. These are observed with a gamma of a certain energy accompanied by
a recoil component which adds to the total energy deposition (albeit quenched). In
xenon, the two main inelastics observed are at 40 keVee (from
129Xe) and 80 keVee
(from 131Xe).
The presence of these inelastic populations is predicted by detailed simulations of
the detector and observed in the data. However, using S1-determined energy it is not
possible to resolve the inelastic features (Figure 7.20, top). The feature around 40 keVee
is studied as the higher energy feature is weaker and suffers from more contamination
by the electron recoil population. To study the 40 keV feature we must first exclude
the pure elastic scattering population as it dominates the part of the energy spectrum
we are interested in, this is done graphically. Figure 7.20 shows the energy spectrum
observed from S1 alone, exhibiting no peak, and the improvement in resolution gained
by implementing E∗. The peak becomes clearly resolved, at least in part due to the
improved resolution, and in good agreement with the simulated prediction. The only
significant discrepancy from the simulation is an enhanced rate of inelastc scatters. This
deficit in the GEANT4 simulations had previously been observed by other experiments
suggesting the inelastic cross-sections implemented in GEANT4 for xenon may be too
low by a factor of ∼2.
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Figure 7.18: Energy spectrum for 57Co in S1 (top) and E∗ (bottom) with the combined
122/136 keV photopeak fitted. The energy scale was calibrated by the position of the
photopeak.
Figure 7.19: Colour density plots of S2/S1 against energy, for 57Co (left) and 60Co
(right) with energy described by S1 (top) and E∗ (bottom).
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Figure 7.20: Plots showing the 40 keVee inelastic feature in energy measured in S1
only (top) and E∗ (left) compared with the simulated spectrum from GEANT4 (right).
Note that the mean energy deposit is > 40 keV due to the coincident nuclear recoil
contribution.
Despite the clear improvement in energy resolution achieved using E∗, it was not ap-
plied in dark matter search analysis for ZEPLIN-II. To remove the anti-correlation effect
correctly, a different combination coefficient should be applied for nuclear and electron
recoils, as the physical processes determine different splitting of deposited energy in each
(and there is a non-electronic energy deposit in the case of nuclear recoils). As we cannot
say categorically if an event is an electron or nuclear recoil in our background dataset
(for each event in isolation), we cannot apply different coefficients. Consequently, ap-
plying E∗ instead of S1 in our final scatter plots adds no new information, meaning
no improvement in discrimination. Further studies may show that the improvement in
resolution could slightly enhance the final dark matter result (see Chapter 6), although
applying a coefficient determined from electron recoils will effect the energy resolution
for nuclear recoils to a different extent.
During the commissioning phase of ZEPLIN-III the same method of calculating E∗
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was tested, providing an improvement in resolution (σ/mean) from ∼ 17% for S1 or S2
individually to ∼ 12% for E∗, at an electric field of ∼ 2.5 kV/cm in the liquid.
A new method was devised to optimise the coefficient k to be applied. This opti-
misation method relies on the resolution of the photopeak being partially caused by
the anti-correlation effect. We proceed by varying the combination coefficient and fit-
ting the resulting E∗ photopeak with a simple gaussian, yielding a plot (Figure 7.21)
of resolution against k. For very small values of k the resolution tends to that of S1
alone (as the S2 contribution is negligible) and the reverse occurs for large k as S2 alone
dominates. In the intervening range, the resolution improves as the anti-correlation
is corrected, with the best resolution allowing optimisation of k. For calibration data
acquired at ∼ 2.5 kV/cm in the liquid, a combination coefficient approximately equal
to the ratio of the peaks is found to be optimal. This improvement follows the form
expected by considering the resolution of the combined parameter:
σ2(S1 + k S2) = σ2(S1) + σ2(k S2) + 2× Cov(S1, k S2) (7.6)
σ2(E∗) = σ2(S1) + k σ2(S2) + 2k (〈S1×S2〉 − 〈S1〉〈S2〉) , (7.7)
where 〈S1〉 and 〈S2〉 are the means of the S1 and S2 photopeaks from 57Co, σ(S1) and
σ(S2) are the corresponding energy resolutions and 〈S1×S2〉 is the mean of the product
S1 and S2. The predicted form for the curve is shown in Figure 7.21, showing reasonable
agreement with the calibration data.
Before further investigation of the coefficient k, the combination process, accounting
for the physical processes at work, should be considered. When calibrating the detectors
for energy, S1 alone is usually utilised, but this is not physically correct as the energy
deposited during the interaction is split between excitation and ionisation. Strictly
speaking, energy calibration should utilise:
E∗ = (S1∗cal × S1) + (S2∗cal × S2) where S1∗cal =
η1 × (125 keV)
< S1 >
(7.8)
with an equivalent for S2∗cal, calibrating the photopeak from
57Co with only a fraction
of the 125 keV deposited. Figure 7.22 describes the process leading to the fractions η1
and η2. ηr, the fraction of electrons recombining, is clearly dependent on the electric
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Figure 7.21: Plot of the relative energy resolution obtained from the combined
122/136 keV peak in 57Co as a function of the coefficient k assumed. The blue line
shows the expected form of the improvement in resolution. The red and green lines
show the resolutions of S1 and S2 alone.
Figure 7.22: Flow diagram showing the processes involved in the separation of deposited
energy.
field applied, suggesting that an increase in field would lead to a larger η2.
It is difficult to directly compare data-sets with different experimental parameters
(e.g. pressure, liquid level or Xe purity) as these will affect the response of S2, varying
the resolution. During testing of ZEPLIN-III, two comparable data-sets were acquired
with different applied fields. Figure 7.23 shows the results of an optimisation achieved
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by varying η1 (and assuming η1 + η2 = 1) for both data-sets. As before the resolution
is seen to improve in the mid-range with the pure S1 and S2 resolutions approached for
very small S1 or S2 contributions. As expected the data-set with higher applied field is
found to have a smaller η1, with recombination inhibited by stronger drifting of charge.
Figure 7.23: Plot of energy resolution (measured as σ/mean) of the combined
122/136 keV peak in 57Co as a function of η1, the fraction of energy from S1. The
red line describes data taken with 11 kV applied (a field of 2.5 kV/cm) and the blue
line is 16 kV (3.7 kV/cm).
This effect is very interesting for both understanding the physical processes involved
and for potentially enhancing the final dark matter results from such detectors. Dedi-
cated 57Co calibrations will be taken at different fields allowing for the field-dependence
of the combination coefficient to be mapped. Further studies will also assess the possi-
bility of applying these coefficients to the nuclear recoil population, possibly calculating
a nuclear recoil specific coefficient.
By studying the different physical processes in the data, a clear understanding of
the detector response can be achieved, aiding the analysis of the data and helping to
determine features such as acquisition and field settings. Further studies will be carried
out with data from ZEPLIN-III including specifically tailored data-sets aiming to assess
how these effects can be utilised to improve dark matter sensitivity.
Chapter 8
Conclusion
A large body of compelling evidence has built up for the existence of a significant
non-baryonic cold dark matter component in the Universe. As a result, many different
techniques are being applied in a race to make the first direct detection. One of the most
promising approaches is the use of two-phase noble gas detectors measuring both the
scintillation and the ionisation response channels. The UK-led ZEPLIN collaboration
has applied this two-phase technique in xenon with two different detectors, ZEPLIN-II
and ZEPLIN-III.
Both experiments were operated at the Boulby Underground Laboratory, where
1100m of rock overburden and the low-radioactivity salt-seam location provide an ex-
cellent environment for low background studies. We have described the successful op-
eration of both instruments and the complete data analysis chains leading to the two
dark matter results. The ZEPLIN-II detector operated underground for 20 months, col-
lecting WIMP search data for 57 days, yielding a final fiducial exposure of 225 kg·days.
Despite being limited by an unexpected background of 222Rn-progeny events, it posted
a competitive upper limit on the spin-independent WIMP-nucleon cross-section with a
minimum at 6.6 × 10−7 pb for a 65 GeV/c2 WIMP. Figure 8.1 shows the constraints
which had been placed on WIMP-nucleon scattering before October 2005 and the cur-
rent day, showing the huge progress made in the past few years.
Following the operation of ZEPLIN-II, ZEPLIN-III was commissioned underground.
Utilising its different detector geometry and high-field technology it operated for 12 months
in its initial underground configuration, collecting WIMP search data for 83 days, with
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Figure 8.1: The world status of constraints on spin-independent WIMP-nucleon scat-
tering at the start of this PhD research, October 2005 (left), and at the end, July 2009
(right).
a final fiducial exposure of 267.9 kg·days. The data from its first science run placed
a limit on the WIMP-nucleon cross-section with a minimum at 7.7 × 10−8 pb for a
55 GeV/c2 WIMP. This result placed ZEPLIN-III at the same level as the two other
world-leading experiments, XENON10 and CDMS-II.
Both detectors yielded additional interesting measurements of the xenon physics
processes underpinning their response to radiation. Most notably, we were able to make
the first quantitative measurement of single electron emission in a two-phase noble
gas detector, proving the extraordinary sensitivity of this technique in the ionisation
channel. We were also able to measure the behaviour of the S1 and S2 responses as a
function of electric field, including the level of their anti-correlation.
CHAPTER 8. CONCLUSION 253
8.1 Lessons learned from the ZEPLIN detectors
The operation and analysis of the ZEPLIN detectors have not only placed interesting
and competitive constraints on WIMP-nucleon scattering cross-sections, they have also
yielded a wealth of knowledge about two-phase experimental techniques. This knowl-
edge will be vital for the design of future large-scale detectors.
A particular success for both instruments (but for different reasons) was the xenon
purity. After initial difficulties, ZEPLIN-II achieved an excellent electron lifetime through
active xenon recirculation. ZEPLIN-III achieved a reasonable electron lifetime through
bottle-to-bottle transfers, but the excellent cleanliness, xenon-friendly materials and
strong electric field sustained (and in fact improved) the xenon purity through the
science run. This highlights that both factors, cleanliness and recirculation, will be im-
portant in much larger future systems. In ZEPLIN-II, the radon-progeny events which
limited the science result were introduced into the system by the purification getters.
Next-generation detectors must avoid this, using either (ideally) radon-free getters or
by implementing a radon trap before the target.
The geometry of the two targets was very distinct, each with their own advantages.
The flat, disk-like geometry of ZEPLIN-III, with the PMT array located in the liquid,
produced a better light yield than that achieved in ZEPLIN-II. However, the deeper
ZEPLIN-II geometry, with a reflective PTFE cone defining the target region, produced
a more uniform light collection throughout the instrument and allowed for a larger
target mass. Two major lessons have been learned from the ZEPLIN two-phase targets:
that any detector dead regions will produce MSSI events which can potentially limit
sensitivity, and that the self-shielding afforded by a larger volume of xenon greatly aids
in background reduction. The greater volume and deeper geometry of the ZEPLIN-II
target meant that the background rate in the centre of the detector was in fact lower than
that in ZEPLIN-III, despite the more careful consideration of materials in the latter. In
fact, as a result of the self-shielding afforded by the xenon, the instrument still managed
to produce a respectable dark matter result, despite the unexpected background of
surface events.
One of the main features of ZEPLIN-III was its use of a much stronger electric field
than in similar experiments. This significantly improved the discrimination between
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electron and nuclear recoils. Ideally, a similar electric field should be exploited in fu-
ture systems, although the difficulty in applying the large voltages required over much
greater distances is likely to make this impractical. Even ZEPLIN-III suffered initial
difficulties with the nominal design voltages, although a small re-design enabled stable
fields to be maintained throughout data-taking. Another consideration is that the ap-
plied electric field should be uniform throughout the target region, as variations in field
have consequences for the response of both the S1 and S2 channels. Finally, we have
demonstrated that two-phase xenon systems can be operated stably over long periods,
a doubt that had been expressed by some in the field.
8.2 Future work
ZEPLIN-III is currently undergoing an upgrade which will facilitate a year-long, low-
background second run, projecting a sensitivity of σw−n ≤ 10−8 pb. This upgrade will
include the replacement of the original phototubes, which dominated the background
in the first science run, with new ultra-low background ones, aiming to reduce the
background rate by more than an order of magnitude. An active veto, in the final
stages of construction, is to be installed around the instrument, aiming to reject neutron
background by detecting scatters in coincidence with events in the target. An active
recirculation system has been commissioned to circulate xenon through the system
before filling, in order to speed up the cleaning of both the xenon gas and the target
surfaces before the second run. Additional systems are also being developed to allow
automated operation of the instrument to reduce the operational burden and further
improve the duty cycle of an extended run. In addition to the dark matter search, more
xenon physics measurements will be carried out to investigate the field dependence of
the response channels and the discrimination power, along with further work on single
electron emission. Perhaps more critically, we intend to make new measurements of the
energy-dependent quenching factor for nuclear recoils, either using ZEPLIN-III itself or
dedicated prototypes at a neutron beam.
In the field of direct searches at large, the XENON collaboration are currently com-
missioning XENON100, extending the basic design of XENON10 to a larger scale system
with a fiducial mass of ∼65 kg (from a total xenon mass of 170 kg), projecting an order of
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magnitude improvement over the XENON10 result, σw−n ∼ 2× 10−9 pb. Similarly, the
LUX collaboration are constructing two-phase xenon systems to be deployed at Homes-
take. CDMS-II are due to publish on more data shortly, with Super-CDMS in the early
stages of new detector manufacture. Of the other experiments, XMASS is currently
under construction, projecting a limit of σw−n = 10
−10 pb using single-phase xenon,
whilst the DEAP-CLEAN collaboration also have funding for a large-scale detector to
be located at SNOlab.
Following the second science run of ZEPLIN-III, it is planned that the collaboration
will join with LUX to form LUX-ZEPLIN, with the aim to produce tonne-scale detectors.
Planning and design work has begun for LZ3, a 3-tonne target to be deployed at the
Stanford Underground Science Laboratory (SUSEL) at the Homestake Mine (South
Dakota, USA), with design studies being planned for the even larger LZ20, a 20-tonne
system to be deployed at the new Deep Underground Science Laboratory (DUSEL),
also at the Homestake Mine.
The prospects of a detection within the next 5–10 years look promising, with the
scaling up of existing technologies complementing expected results from the LHC. The
Large Hadron Collider will provide clues as to the nature of the dark matter by searching
for evidence of supersymmetry and constraining the masses of any newly discovered
candidate particles. The evidence from the LHC will allow WIMP search experiments
to be refined and the analyses optimised to look in the expected part of the mass range.
However, large-scale WIMP search experiments will be required to confirm that any
newly discovered particle indeed solves the galactic dark matter problem.
Appendix A
Appendix A: Calibration sources
The calibration of dark matter detectors requires their exposure to radioactive sources,
mimicking the γ-ray (electron recoil) background or the expected nuclear recoil spectrum
from WIMP or neutron elastic scatters or neutron background interactions (nuclear
recoil). γ-ray sources are also utilised to calibrate the energy scale in such detectors (as
described in Sections 4.6 and 5.10), as well as providing a diagnostic tool for monitoring
of detector characteristics. The photon interaction lengths and types for the calibration
sources utilised are shown in Figure A.1.
Figure A.1: Interaction length as a function of energy for γ-rays, with the γ-ray cali-
bration sources utilised in this thesis marked.
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A.0.1 Cobalt-57 γ-ray source
57Co is utilised as the primary mode of energy calibration. The relatively low, dominant
γ-rays at 122 keV and 136 keV are just able to penetrate through the walls of the target
vessels and interact in the first few cm of liquid xenon. The decay scheme for 57Co is
shown in Figure A.2 with the γ-ray energies given in Table A.1.
Figure A.2: The decay scheme of 57Co. [1]
Table A.1: γ-rays emitted in the decay of 57Co. [1]
γ-ray energy (keV) Relative intensity (%)
14.41 9.16
122.06 85.60
136.47 10.68
230.4 0.0004
339.69 0.0037
352.33 0.0030
366.8 0.0012
570.09 0.0158
692.41 0.149
706.54 0.0050
A.0.2 Cobalt-60 γ-ray source
Cobalt-60 is utilised for calibration of the expected electron recoil background within the
instrument. Cobalt-60 undergoes β-decay, where the relatively low energy β-particles
are easily shieldied, resulting in excited states of 60Ni. This then leads to the emission of
two cascaded γ-rays, 1.17 MeV and 1.33 MeV, which are able populate the background
region through low-angle Compton scattering in the liquid xenon. The decay scheme
and table of gamma-ray energies for 60Co are shown in Figure A.3 and Table A.2.
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Figure A.3: The decay scheme of 60Co. [1]
Table A.2: γ-rays emitted in the decay of 60Co. [1]
γ-ray energy (keV) Relative intensity (%)
346.93 0.0076
826.28 0.0076
1173.237 99.9736
1332.501 99.9856
2158.77 0.00111
2505 2.0E-6
A.0.3 Caesium-137 γ-ray source
Caesium-137 is also utilised for calibration of the electron recoil backgrounds. It β-
decays to a metastable state of barium-137 with a half-life of 30.07 years. The β-
particles are easily shielded, but the 137mBa decays to its ground state with a half-life
of 2.55 minutes, emitting γ-rays of 662 keV. These can then be used to populate the
electron recoil background region through low-angle Compton scattering in the liquid
xenon. The decay scheme and table of gamma-ray energies for 137Cs are shown in
Figure A.4 and Table A.3.
Figure A.4: The decay scheme of 137Cs. [1]
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Table A.3: γ-rays emitted in the decay of 137Cs. [1]
γ-ray energy (keV) Relative intensity (%)
283.5 5.8E-4
661.657 85.1
A.0.4 AmBe neutron source
The expected interactions between WIMPs and baryonic matter produce nuclear recoils
in the target. As a result, the expected detector response can be calibrated by exposing
the instrument to a source of neutrons, also producing nuclear recoils. The neutron
source chosen for calibration of the ZEPLIN-II and ZEPLIN-III detectors was an AmBe
source. Americium-241 decays with a half-life of 432.2 years, emitting α-particles with
an average energy of 5.47 MeV. 59.5 keV γ-rays and 13.9 keV x-rays are also emitted
in the alpha decay. By mixing 241Am with beryllium oxides, a neutron source can be
constructed, producing neutrons through an (α,n) reaction.
9Be + α→12 C+ n
These neutrons have energies ranging from 0 to about 11 MeV, with an average of about
4-5 MeV, with the expected spectral shape from an AmBe source shown in Figure A.5.
Figure A.5: Measured neutron energy spectrum from a 370 GBq AmBe neutron source.
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