In recent years much effort has been devoted to Collective Classification (CC) techniques for predicting labels of linked instances. Given a large number of labeled data, conventional CC algorithms can make use of local labeled neighbours to increase accuracy. However, in many real-world applications, labeled data are limited and very expensive to obtain. In this situation, most of the data have no connection to labeled data, and supervision knowledge cannot be obtained from the local connections. Recently, Semi-Supervised Collective Classification (SSCC) has been examined to leverage unlabeled data for enhancing the classification performance of CC. In this paper we propose a probabilistic generative model with network regularization (GMNR) for SS-CC. Our main idea is to compute label probability distributions for unlabeled instances by maximizing log-likelihood in the generative model and the label smoothness on the network topology of data. We introduce a new generative model based on the Probabilistic Latent Semantic Analysis (PLSA) method using attribute features of all instances. Then a network regularizer is employed to smooth the label probability distributions on the network topology of data, thus linked instances tend to have same labels. Finally, we develop an effective EM algorithm to compute the label probability distributions for label prediction. Experimental results on three real sparsely-labeled network datasets show that the proposed model GMNR outperforms state-ofthe-art CC algorithms and other SSCC algorithms at 0.10 significance level.
Introduction
In many real-world applications, instances can be linked with each other and links can facilitate predicting labels for data. For instance, web pages linked with hyperlinks tend to possess same topics. Online social network is another example whereas users will share similar interest if they have friendship relations. In last decade, Collective Classification (CC) algorithms are proposed to classify linked instances by exploiting and utilizing dependencies among linked instances [11] .
Combining attribute features and links together, C-C algorithms often attain higher accuracies than traditional methods using attribute features only. Most CC algorithms exploit the network information by generating new relational features for each data instance to improve the prediction performance. For instance, Iterative Classification Algorithm (ICA) proposed in [12] aggregates labels of neighbour instances and treats the class summary as relational features. New relational features are then appended to original attribute features to train local classifier for prediction. However, above schema may not work well when there are a limited number of labeled data available. In this scenario, most of the nodes may not connect to labeled data instances, and class summary of the neighbour instances tends to be all 0 for the lack of labeled neighbour instances. Recently, Semi-Supervised Collective Classification (SSC-C) has been developed to handle the situation that only a limited number of labeled data are available. Algorithms for SSCC make use of the unlabeled portion of the data for prediction, avoiding much expensive datelabeling effort [15, 9, 10] .
In this paper we propose a probabilistic generative model with network regularization (GMNR) for SSC-C. Our main idea is to predict label probability distributions for unlabeled instances by maximizing loglikelihood in the generative model and the label smoothness on the network topology of data. The main contributions of this paper are that we (i) propose a generative model that can perform effective learning from attribute features of data based on the Probabilistic Latent Semantic Analysis (PLSA) method by explicitly taking the labeled and unlabeled data into account; (ii) introduce a network regularizer in the generative model to smooth the label probability distributions on the network topology; and (iii) develop an effective EM algorithm to compute the label probability distributes and generate the class label for a given instance. Experimental results on three real-world network data sets have shown that the proposed GMNR algorithm is effective in learning with interrelated instances. In the comparison, we find that GMNR is significantly better than those of stateof-the-art CC algorithms and other SSCC algorithms with pairwise t-test at 0.10 significance level.
The rest of paper is organized as follows. In Section 2, we describe the background and review related works. In Section 3, we present our proposed GMNR method. Experimental results are given in Section 4. Conclusions are drawn in the last section.
Background and Related Work
Assume we are given a graph G = (V, W, X, Y, C) where V is a set of nodes {v 1 , . . . , v N }, W is the adjacent matrix whereas W ij = 1 if node v i and node v j are connected and W (i, j) = 0 otherwise. Let
Each node v i ∈ V has an attribute feature vector x i . Each class label y i with respect to v i is drawn from the set of possible labels C = {c 1 , . . . , c q }. The task of CC is to construct a function to predict the class label of unlabeled nodes using the labeled data.
When there are only a limited number of labeled data in the graph, i.e. n ′ ≪ n ′′ , most of the nodes may not connect to labeled nodes. As such, the important research question is to develop semi-supervised learning algorithms that reduce the amount of labeling effort required in CC tasks. In the setting of SSCC, rather than presented the learner with only a labeled training set, it is allowed to use the unlabeled portion of the data in order to achieve a desired level of classification accuracy.
Collective Classification
McDowell et al. [14, 11] categorized the collective classification methods into three groups: local classifier-based methods, global formulation-based methods and relational-only methods. (i) A local classifier-based method is based on an iterative process whereby a local classifier 1 is used to predict labels for unlabeled nodes using the attribute features and newly constructed relational features. The iterative classification algorithm (ICA) [12] and the gibbss sampling [6] are such methods. (ii) A global method trains a classifier to optimize a global objective function for prediction, often based on a graphical model such as loopy belief propagation of the relaxation label-ing [16] . A separate local classifier is not used in the training, instead, the entire algorithm is used for both training and inference (see [14] for more details). (iii) A relational-only method uses only relational information for classification. Typically, the algorithm computes a new label distribution for an instance by averaging the current distributions of its neighbors. Weighted-vote relational neighbor with relaxation labeling (wvRN+RL) [7] is one of this type of methods. Recently, Macskassy and Provost [7] showed that wvRN+RL performed very well in some cases. In fact, it should be considered as a baseline for CC evaluations.
Collective classification often substantially increases classification accuracy when there is a large amount of labeled data. However, acquiring such labels can be very expensive. On the other hand, CC models trained with limited labeled data may result in a reduction in the classification performance.
Semi-supervised Collective Classification
One promising approach to tackle the label deficiency problem is to use semi-supervised learning. Some approaches have been proposed for the SSCC task, leveraging the unlabeled portion of the data to enhance the classification performance of CC [15, 1, 17, 9, 10] . Shi et.al [15] proposed a label propagation method with latent graph (LNP) constructed from the original network by adding various types of latent links including k-step links, label links, structure similarity links and attribute similarity links. After generating the latent graph, label propagation [18] is performed to predict labels for the unlabeled data. McDowell and Aha [9] argued that semi-supervised learning (SSL) could help to increase accuracy of ICA type learning algorithms and they further proposed a semi-supervised ICA (semiICA) learning framework. They also investigated the performances of different SSL variants such as ALL-EM, ALL-ONEPASS, KNOWN-EM, and KNOWN-ONEPASS and developed a hybrid regularization to boost the performance gains. In [10] , they showed that utilizing neighbor attributes will improve performance substantially in semi-supervised setting.
Probabilistic Latent Semantic Analysis
In this paper a generative model is proposed for SSCC problems. It is motivated by the idea of Probabilistic Latent Semantic Analysis (PLSA) [5] . We note that there are many PLSA applications, such as information retrieval and natural language processing. PLSA was originally developed for latent topic analysis for text data whereas a document is represented as term frequencies. The main idea of using PLSA to generate a word w j in a document d i is given as follows:
1. Pick a latent topic z k with probability P (z k |d i ); 2. Generate a word w j with probability P (w j |z k ).
Latent topic features extracted by PLSA can be used for text classification and image scene classification. Cai and Hofmann [4] showed that adding additional semantic features via PLSA under the boosting scheme improves text classification performance substantially. For image classification, Bosch et. al [2] showed that using PLSA topic features to represent image as occurrences of visual words increases the accuracy of image classification. Cai et.al [3] proposed the Locally-consistent Topic Modeling (LTM) method for dyadic data analysis using PLSA with network regularization. The algorithm uses Kullback-Leibler divergence to measure topic smoothness between linked nodes and maximizes the regularized log-likelihood for topic distribution estimation.
To the best of the authors' knowledge, PLSA and related methods can be only applied to unsupervised topic modeling. No previous work has been done on utilizing PLSA for semi-supervised classification in network data where relational information are involved. In this paper we extend PLSA into a new generative model with a network regularization to discover the class of interest in a sparsely-labeled network data that contains both attribute features and link relationships.
Method
To solve SSCC problem, we derive a PLSA-based generative model using attribute features of all instances. Then a regularized term measuring the label smoothness on the network topology is introduced. Label probability distributions for instances are involved in the generative model and can be estimated by maximizing loglikelihood and label smoothness on the network topology. Labels are assigned to the unlabeled data by maximizing posterior label probability.
The Generative Model
Following the idea of PLSA [5] , we introduce a generative model with class labels (instead of latent topics) as latent variables using attribute features of all instances. The generative model can exploit feature term distributions over class labels and label distributions over unlabeled data effectively.
Given a general co-occurrence data 2 that associates a class variable c ∈ C = {c 1 , ..., c q } with the occurrence of a feature term w j ∈ {w 1 , ..., w M } in the instance x i ∈ X, the generation process for terms in an instances x i can be defined as:
1. Pick a label c k with probability P (c k |x i ); 2. Generate a term w j with probability P (w j |c k ).
where P (c k |x i ) and P (w j |c k ) are the probabilities that instance x i is labeled as c k and the probability that term w j occurs in an instance under label c k , respectively. The log-likelihood of term occurrences in instances under this generative process can be written as
where M is the vocabulary size and n(x i , w j ) indicates the frequency of term w j occurring in instance x i .
Without loss of generality, we assume that we have n ′ labeled data and n ′′ unlabeled data (n ′ + n ′′ = N ). The log-likelihood L can be rewritten as follows,
In our approach, log-likelihood L is maximized to predict label distribution ( P (c 1 |x i ) , . . . , P (c q |x i ) ) over an unlabeled instance x i . The class label y i of instance x i can be set as the one with largest probability, i.e. y i = arg max c k ∈C P (c k |x i ).
Generative Model with Network Regularization
Based on the assumption that linked instances tend to have same labels, we set up a network regularization term in the generative model to smooth label assignments over the topology of network data.
We assume that if two instances v i , v s ∈ V are connected in the network, their conditional label probability distributions P (c|x i ) and P (c|x s ) are close to each other. Let P i (c) = P (c|x i ) and P s (c) = P (c|x s ), we measure the pairwise distance between two distribution P i (c) and P s (c) using symmetric Kullback-Leibler Divergence (KL-Divergence). Formally, we have:
By using symmetric KL-Divergence, we can measure the un-smoothness of conditional label probability distribution P (c|x i ) over the topology structure of the network data. Since P (c|x i ) are fixed for the labeled data, we do not need to calculate the un-smoothness among the labeled data. Only un-smoothness between the labeled data and the unlabeled data, and un-smoothness among the unlabeled data are calculated. Therefore label unsmoothness on the network can be written as:
The value of R ranges from 0 to ∞. The smaller R is, the more smooth conditional label probability distribution is. By minimizing R, we can get a conditional label probability distribution which is in line with the idea that linked instances tend to have similar label distributions.
To solve SSCC problem, we aim to estimate conditional label probability distribution by maximizing log-likelihood in the generative model and the label smoothness on the network topology of data. Formally, P (c k |x i ) are estimated by maximizing:
where L and R are derived from equation 3.1 and 3.3 respectively, and λ is the regularization parameter. The value of λ is in the range of 0 to ∞. When λ = 0, maximizing O is equivalent to performing learning only based on the generative model. When λ → ∞, O is dominated by the label smoothness on the network topology of data. The value of λ is tuned by using Cross Validation approach.
Model Fitting

Learning Parameters
Expectation Maximization (EM) algorithm is the standard procedure for maximum likelihood estimation (MLE) with latent or unknown variables. It performs the following two steps alternatively until converge:
• Expectation step. Posterior probabilities for latent variables are computed based on current estimates of the parameters. The resulting posterior probabilities can be used to calculate the so-called expected complete data log-likelihood which will be used in the M-step.
• Maximization step. Parameters estimation is updated by maximizing the expected complete data log-likelihood derived in E-step. New parameterestimates are then used in the next E-step.
There are n ′′ q + M q parameters {P (c k |x i ), P (w j |c k )} in the generative model, and the latent variables are class labels c k . For convenience, we denote these parameters as Θ. It is important to note that conditional label probability distribution P (c k |x i ) for the labeled data are given in Eq.(3.2). Therefore parameters {P (c k |x i )} for labeled data are known while maximizing O. E-step: The E-step is similar to the E-step in PLSA which uses topics as the hidden variables. We use the following formula to compute the posterior probabilities of the latent variables P (c k |x i , w j ):
The expected complete data loglikelihood can be obtained based on the posterior probability computed in the E-step:
Here, maximizing of Q(Θ) with respect to the parameters Θ is subject to the constraints that ∑ q k=1 P (c k |x i ) = 1 and
One observes in Eq.(3.6) that Q(Θ) has two terms. However, {P (w j |c k )} are only involved in the first term. The re-estimation for {P (w j |c k )} will be similar as that in PLSA [5] :
The re-estimation of parameters {P (c k |x i )} (for unlabeled data) involves two terms and will be derived here. As the parameters {P (c k |x i )} are restricted by ∑ M j=1 P (w j |c k ) = 1, the Lagrange multipliers ρ i are added to augment Eq.(3.6):
Similar to LTM [3] , maximizing H leads to the following stationary equations:
where
By summing the above equations over all k values with respect to a given instance x i , we can obtain the Lagrange multipliers (3.10)
Let W uu be the adjacent matrix for the unlabeled data, W ul be the adjacent matrix from the unlabeled data to labeled data, and W u be the adjacent matrix from the unlabeled data to all instances. D uu denotes a diagonal matrix whose entries are row sums of W u , and we define L uu = D uu − W uu . Y uk and Y lk are the probability vectors of label c k for the unlabeled data and the labeled data respectively. Ω denotes a diagonal matrix with ρ i as entries, and Z uk is a n ′′ -dimensional vector with ∑ j n(x i , w j )P (c k |x i , w j ) as entries, Eq.(3.9) can be rewritten in matrix form:
We can solve the linear equations systems in Eq.(3.11) to obtain re-estimation equations for parameters {P (c k |x i )}:
Efficient iterative algorithms (e.g. LSQR [13] ) can be used to solve the above linear equation system. In the EM iterations, the E-step (Eq. 3.5) and M-step (Eq. 3.7 and 3.12) are alternated until a convergence is reach.
Starting Point
We remark that the choice of starting point of the EM algorithm is an important aspect for the convergence to a good local maximum. Different methodologies have been proposed for choosing starting point. One of the simplest and most popular approach is to try different starting points and choose the one that yields the largest local maximum [8] . Because of the need to repeat the EM process, these methods are typically time consuming. In our algorithm, the values of P (w i |c k ) and P (c k |x i ) are initialized based on the class priors (of the known labels). We assume that each feature w j is conditionally independent to each other given the label c k , and P (w i |c k ) are initialized as: c k ) is the frequency of w j and c k cooccuring. The label distribution for unlabeled data x i are initialized as:
where n(c k , x i ) = 1 if x i is labeled as c k and 0 otherwise. M-step: 5: update P (w j |y k ) using Eq.(3.7) 6: update P (c k |x i ) where i ∈ U using Eq.(3.12) 7: end for 8: for i ∈ U do 9:k ← arg max k P (c k |x i )
The Algorithm
10:
Y U (i,k) ← 1 11: end for 1) initializes the parameters based on the label information. In line 2-7, the parameters are estimated using EM procedure which repeats until convergence or reaching the maximum number of iteration. Finally, the class with maximum value of probability P (c k |x i ) is assigned to a given unlabeled instance x i .
Experiments
In this section, we compare the performance of the proposed GMNR algorithm with two CC algorithms and two SSCC algorithms: ICA, wvRN+RL, semiICA and LNP on three benchmark datasets, and show that the proposed algorithm outperforms these algorithms.
Datasets
We used three real world network datasets in our experiments. These datasets are benchmark datasets from different application domains, and have been widely used in prior research for collective classification 3 . The characteristics of the datasets are summarized in Table 1 .
Cora Dataset The Cora dataset is a paper publication dataset which is used frequently in collective classification studies [14] . It consists of 2708 machine learning papers classified into one of seven classes: "Case Based", "Genetic Algorithms", "Neural Networks", "Probabilistic Methods", "Reinforcement Learning", "Rule Learning" and "Theory". Each node on the collective network represents a paper document described by a 0/1 valued bag-of-word vector with 1433 dimensions. The citations #Instances  2708  3312  1243  #Features  1433  3703  461  #Links  5278  4598  1326  #Classes  7  6  2 provide links between the instances, and we ignore their directions as with Bilgic et al. [1] . Such citation network consists of 5278 links. Citeseer Dataset The Citeseer dataset [14] is a collection of research papers drawn from the Citeseer collection. The dataset consists of 3312 instances taken from six classes as follows: "AI", "Agents", "DB", "HCI", "IR" and "ML". Each instance is described as a 0/1 bag-of-word vector indicating the absence or presence of particular words in the corresponding paper. The dimensions of the vector is 3703. There are 3312 links representing the citation relations between the instances.
Genes Dataset The Genes dataset is a protein interaction network data released in KDD cup 2001 for protein function and localization prediction. We focus on localization prediction task in our experiments. The task is to predict "nucleus" or "non-nucleus" labels for proteins using categorical features including Essential, Class, Complex, Phenotype, Motif and Chromosome. Each protein is represented as a 461 dimensional binary vector by binarizing these features. The dataset contains 1243 proteins and the proteins are correlated with each other. There are 1326 interaction links in total after removing the links with negative weights.
Comparison Methods
We compare our proposed method with the following four collective classification algorithms:
1. ICA. The Iterative Collective Classification (ICA) algorithm proposed by Neville et al. [12] is one of the simplest and most popular CC methods that is frequently used as a baseline for CC evaluation in previous studies. ICA uses a local classifier for classification prediction. Prior work has found Logistic Regression(LR) to be superior to other classifiers, such as NB and k NN, for ICA [1] . Therefore, we use LR as the local classifier for ICA in our experiments.
2. wvRN+RL. This baseline is a relational-only C-C method using only relational information. This method computes the label of an instance by averaging the labels of its neighbors. Macskassy and Provost [7] have shown that wvRN+RL preforms quite well in homogeneous network data. It is a good baseline learner for collective classification.
3. semiICA. This SSCC method, semiICA, employs semi-supervised learning for ICA and uses Logistic Regression as local classifier (see Section 2.2). Since the performances of four semi-ICA variants (KNOWN-EM, ALL-EM, KNOWN-ONEPASS, ALL-ONEPASS) may vary in different datasets, we run all four variants and choose the best one as the result of semiICA [9] .
4. LNP. This SSCC method proposed by Shi et al. [15] (see Section 2.2) explores latent linkages among the nodes to generate a latent graph for label propagation. In collective classification applications, there may exist various latent linkages for the network data. Among these latent linkages, semantic similarity is one key to latent graph generation. In our experiments, we use the similarity linkages for the LNP algorithm. Such linkages can be obtained by connecting the nearest neighbor of the instances based on their attribute similarity.
Results
We conduct experiments to evaluate the performance of the proposed method GMNR, comparing with two CC and two SSCC algorithms on three datasets. In the experiment, we test the performance of different algorithms with varying number of labeled data. We randomly select different number of labeled data ranging from 1% to 30% for training, and use the remaining data for testing. For instance, the train/test split is 30/70% when the number of labeled data is set as 30%. For each train/test data split, the experiments are repeated 10 times and the average classification accuracy rate is reported. The classification accuracy rate is measured as follows.
Accuracy = #Test data labeled correctly #Test data
Cora Dataset Fig.1 shows the accuracy results of different learning algorithms on the Cora dataset with respect to different numbers of labeled data. The xaxis of the figure indicates the different numbers of labeled data used for training. We can see from the figure that, in all train/test splits, our proposed method GMRN consistently outperforms other algorithms. The smaller the number of labeled data is, the larger improvement GMRN can achieve. When the number of labeled data is less than 10%, GMRN can achieve a better performance than the other algorithms by a large margin. Specifically, GMRN obtains the largest improve- ment while learning with only 1% labeled data (GM-RN achieves accuracy improvement of 21.2% against the second best method wvRN+RL, i.e. GMRN with 76.4% versus wvRN+RL with 55.2%). This result reveals that GMRN effectively makes use of unlabeled data to increase the classification performance when there are few training data available. A closer examination of the results in Fig.1 shows that the second best performing methods are semiICA, LNP and wvRN+RL. ICA is not competitive with the other algorithms. It performs poorly when there are limited number of labeled data.
Citeseer Dataset Fig.2 shows the experimental results of different algorithms on the Citeseer dataset. In general, GMRN is the best performing method followed by semiICA. The ICA and LNP are the 3rd and 4th respectively. It is interesting to observe that semi-ICA and ICA can perform well in the Citeseer dataset. Compare to the Cora dataset, there are less noisy data involved in the Citeseer dataset. If there are sufficient informative and labeled data, semiICA and ICA can also propagate the supervision knowledge effectively. However, it is usually difficult to estimate how many labeled data are needed for semiICA and ICA to get a good result. This also shows the necessity of employing the proposed GMRN method to handle label deficiency. The proposed GMRN method, instead, consistently outperforms the compared methods substantially regardless of the number of training data. For instance, GMRN is able to achieve accuracy improvement of 13% against the second best method semiICA on the Citeseer dataset when there are only 1% labeled data (the accuracy of GMRN is 68% while the semiICA method is 55%). The experimental result is impressive and implies that the proposed GMRN method is a good alternative for solving collective classification problems even in the paucity of training data.
Genes Dataset The experimental results on the Genes dataset are shown in Fig.3 . We observe that GMRN outperforms other methods when the number of labeled data is less than 10%. The accuracy of GMRN is 77% while the second best method semi-ICA is 68% when there are 1% of labeled data. Note that the advantage of GMNR over the compared methods diminishes as the number of training data increases. However, GMRN is able to obtain good classification preformance compared with other methods when there are only a few training data available.
In summary, our proposed GMRN method effectively performs semi-supervised collective classification with unlabeled data in the paucity of training data, specially when the number of the training data is less than 10%.
Statistical Significance of Results
We further analyze the performance difference between GMNR and other methods and count the results of the wintie-loss with pairwise t-tests at 0.10 significance level. We focus on learning with limited number of labeled data in this experiment. The numbers of labeled data used for training are 1%, 3%, 5%, 7% and 9%. Table 2 shows the win/tie/lose counts with pairwise t-test for GMNR against other algorithms on the Cora, Citeseer and Genes datasets. The win/tie/loss is 5/0/0 over all datasets except the Genes dataset where the win/tie/loss counts is 4/1/0 when compared with ICA and semiICA. This result reveals that GMNR is statistically superior to other methods at 0.10 significance level.
Convergence and Regularization
Parameter λ In our proposed GMNR method, the objective value O in Eq.(3.4) is optimized to predict the set of labels to an unlabeled data. We demonstrate the convergence of our iterative EM optimization algorithm and investigate whether maximizing the objective value O leads to a better classification performance or not. We further investigate the sensitivity of the selection of regularization parameter λ on Cora, Citeseer and Genes datasets. Convergence Fig.4 shows the convergence curve of the GMNR algorithm on the Genes data set when there is 5% of labeled data available. The x-axis is the number of successive iteration in the process of optimizing the objective value O. The upper line with square marker indicates the objective values achieved in the process of iteration. We observe from the figure that the change of the successive computed objective values ||O(t) − O(t − 1)|| decreases when iteration number increases. The successive difference after 10 iteration is observed to converge. The bottom one shows the accuracy performance of GMNR on the Genes data set with respect to different iteration number. We see the trend that accuracy of GMNR increases when the objective value O increases. This result implies that the optimization of O improves the approximation of the label distributions which indicating the class label of an instance. Regularization Parameter λ We investigate how different values of the parameter λ affect the classification accuracy of GMNR. Fig.5 shows how the accuracy of GMNR varies with different λ settings on the Cora, Citeseer and Genes data sets when there are 5% of labeled training data. λ adjusts the weight of network regularizer with a reasonably large value. When λ = 0 the accuracy is low, since no network information is used in this case. When λ becomes large, the accuracy increase. We find that GMNR presents good classification performance when λ from 5 to 20. The best accuracy is achieve at λ = 10. The plateaus in the accuracy curves also indicate that the proposed GMNR is quite insensitive to the specific setting of λ.
Conclusion
In this paper, we proposed GMNR, an effective generative model with network regularization for semisupervised collective classification algorithm. GMNR provides a novel approach for solving SSCC problem when there is a limited number of labeled data. We show that the proposed GMNR algorithm is empirically effective in learning with network data even in the paucity of training data. In future work, we will consider other generative models such as Gaussian Mixture Model to utilize both labeled and unlabeled data with data structure of the network for SSCC. We also plan to investigate the sensitivity of the GMNR to outliers in the network data where noisy labels may negatively influence the predictions of the linked neighbors.
