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1. INTRODUCTION 
Recently, Carlitz [3] and Osipov [5] bt o ained the operational formula 
(DrD)” = i. (;) ; x~D~+~, D = ; . 
Osipov also gives the more general formula 
{D(x + a) D}” = h$o (3 $ (x + a)” Dkfn. 
(1.1) 
(1.2) 
In an attempt to obtain finite difference analogs of (1.1) and (1.2), we 
discovered the formulas 
and 
(1.3) 
(1.4) 
where 
Q(x) = f(x + 1) - fW Vi(x) = f(“4 - f(x - 11, 
#J) = 1 A+~) = x(x - 1) (x - 2) ‘.. (x - k + 1) fork > 1, 
whereas 
(“Y)o = 1, (.+ = x(x + 1) .” (s + k - 1) fork 2 1. 
[We shall give below a more general formula and hence omit the proofs of 
(1.3) and (1.4).] 
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We note that all the numerical coefficients in the four formulas (1.1)-(1.4) 
are the same. We next note that, if the operator 9, in the above formulas, 
stands for D, D, A, V and if C is another operator which stands, in the same 
formulas, for xD, (X + a) D, XV, or (X + a) A, respectively, then we have 
in all these cases 
AC - CA = A. (1.5) 
It turns out that (1.5) is what is behind (l.l)-(1.4). 
Indeed we shall give in Section 2 general expansions which include (l.l)- 
(1.4). In Section 3 still further extension is given in terms of delta operators. 
Finally, in Section 4 we give g-analogs of some of the results of Section 2. 
In the following, all the operators are assumed to be associative and, for 
convenience, are assumed to have the polynomials for their domains. How- 
ever, the results hold for operators defined on more general domains. Since 
the work is formal, we shall concern ourselves with the domains of validity 
of the formulas. If C is an operator and n a number, then in the following we 
shall often write C + 1z to mean C + n1, where I is the identity operator. 
2. GENERALIZATIONS OF CARLITZ-OSIPOV'S FORMULA 
Let A, C be two operators which satisfy (1.5). We give first the formula 
(AC)" = ii0 (1); C'i'l A" (n = 0, 1,2,3,...), (2.1) 
where 0”) stands for the operator C(C - I) (C - 21) ... (C - (k - 1) 1) if 
k > 0 and C(s) = I, where I is the identity operator. 
We prove (2.1) by induction. Indeed, for n = 1 the formula is simply the 
statement that 
AC = CA + ;1 = (C + I) _!I. 
Assume now that (2.1) holds for II = N. We then have 
But we have as a consequence (by iteration) of (1.5) that 
Hence, 
(AC) I”+1 = ii (r) g C’“‘[CAN+1 + (N + 1) A”fl]. 
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C can be written as C = C - h + k. Hence, we get 
But 
so that 
which completes the induction. 
Formula (2.1) can be slightly extended. If A and C satisfy (1.5) and if F 
commutes both A and C, then -4 and C + AF also satisfy (1.5) and, further- 
more, 
(C + AF)(“’ = Jgo (1) C”yu-y~‘. 
Substituting in (2.1), we get 
so that we get 
{‘(C +‘FP = 7$ (7) F,F,(-TI +j, -p;j + 1; 1) CW-A~, (2.2) 
where 2Fl(a, b; c; 1) is the hypergeometric function with unit argument. In 
this formula zF, is an operator which consists of a finite sum of terms. This 
sum can be represented formally (using Gauss’ theorem for the sum of a 
2 1 F with unit argument) by means of 
?F,(--n +j, -Al;; j + 1; 1) = $ (j + I + XF),-j. 
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This formula can be verified directly. Hence, we get 
{lz(C + XF)}” = ,co (‘f.) (j + 1 + hF),-j C(j)iZfi, (2.3) 
which can be verified directly. 
In case F = 0, formula (2.3) reduces to (2.1) and if F = 1, the identity 
operator, we get 
In particular, let A and C be the operators with the property that 
4P = c _ . nXn-l, C = (x + a)D 
where C, = 0, C, # 0 (n >, 1). In this case it is well known that 
and formula (2.1) becomes 
(A(X + a)D)" = L$o (3 $(x + m)" Dk/!". 
On the other hand, if C = h - 1 + xD, we get from (2.4) 
(2.4) 
(2.5) 
In case h = 1 and A = D, formula (2.6) becomes (1.1) and (2.5) becomes 
(1.2). Formula (2.6) is a generalization of the Carlitz-Osipov formula. 
On the other hand, if -4 = D, , the q-difference operator defined by means 
of 
D4f@.) = fh”) - it”) , 
(q- 1)x 
we get 
{D&i - 1 + x0)]" = go(;) $f x'U'D,". (2.7) 
Note that D, is not a delta operator (see below) and that, as q + 1, formula 
(2.7) reduces to our generalization of the Carlitz-Osipov formula (1.1). 
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3. DELTA OPERATORS 
An operator A defined on the set of all polynomials is said to be a delta 
operator (see [4]) if it commutes with the shift operator Ea (shift invariant) and 
if Ax is a nonzero constant. It turns out [6] that an operator is a delta operator 
if and only if it can be represented as a differential operator of the form 
A =/l(D) = f akDkfl, a0 7 d 0. 
&.O 
The function A(t) = ET=, aktk+l is said to be its indicator. Mullin and Rota [4] 
also point out that (after a slight modification of their argument) for each 
delta operator A and each complex parameter a: there is a unique set of 
polynomials {p,(x)} satisfying 
(i) pa(x) = 1, p,(x) is of precise degree 71 (n > l), 
(ii) Apn(x) = n&,(x) (n = 0, 1, 2 ,... ), 
(iii) Pn(a) = 0 (n = 1, 2,...). 
We call these polynomials “the basic polynomial set related to the operator 
A and the constant parameter 01.” This set of polynomials is generated by 
(3.1) 
where 
rl(H(t)) = E&l(t)) = t. 
Having the operator A and the parameter 01, we determine another operator 
V such that 
Av?-~Ll =A. (3.2) 
Indeed, we only need to choose ‘G so that 
cGp&) = n&&c) (n = 0, 1, 2 ,... ), (3.3) 
as can be verified directly. 
It is clear that any two operators %r , %‘a which satisfy (3.2) must be such 
that (+$I - %‘a) A = A(??r - ??a) so that there are infinitely many of them. 
However, (3.3) defines a unique operator in this class. 
We now give a representation for the operator (3.3). Let A and {p,(x)} 
be given as above. Let us indicate by A’, the Pincherle’s derivative of A. 
SOME OPERATIONAL FORMULAS 213 
THEOREM 3.1. The operator W defined by (3.3) is represented by 
a=(-x)~. (3.4) 
Furthermore, we have, for n = 0, 1, 2 ,.,., 
W) = .p&) (p&) - G) (pi(x) - 2G) e-0 (pl(x) - (n - 1) G) (A/A’)“, (3.5) 
where G = A”/A’, A” is the second Pincherle’s derivative. 
Proof. Let {pJx)> be the basic set of polynomials corresponding to /I 
such thatp,(a) = 0 (n = 1, 2,...). We then have from (3.1) that 
at exp(Pd4 WN = PIW tf-W ex~M4 f&N, (3.6) 
where pi(x) = x - 01, A(H(t)) = t. The latter relation implies that 
H’(t) = 1/d’(H(t)). 
Substituting in (3.6), we get 
Ito nPk> 5 = PI@> $$$$ exp(Pd-4 H(t)) 
fW = P&d A’(D) - ev(Plb9 W4 
Comparing coefficients of tn on both sides, we get that 
PI(~) 44 i - p,(x) = rip,(x) A’(D) f (n = 0, 1, 2 ,..* ). 
To prove (3.19, we note that it is valid for n = 1. Assume it is true for n. Now 
we have 
= pi(x) (pi(x) - G) a-- (p,(x) - (n - 1) G) ($)” [%7 - nI] F. 
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= pl(br) ($0”~ + n ($jrLpl ($j (+j 
= pl(.r) ($)““F + n (1 - $$) (+)n~ 
=pl(,r> (+)“+‘F + n (1 - G +) (+)“F 
= (p&r) - nG) (+,)““F + n (+,)“F, 
so that 
($)” [%? - nI]F = (p,(x) - nG) (+,)n+lE; 
and this finishes the induction. 
Combining the results of this theorem and formula (2.1), we can state the 
following. 
THEOREM 3.2. Let A be a given delta operator, let {pm(x)} be its basic sets of 
polynomials which vanish at 01, and let V be defined bJ/ (3.4). It follows that 
(A%)~ = i. (3 $ Pdx) (Pd.4 - G) -.. (P&) - (h - 1) G) &)I An+‘. 
(3.7) 
Putting I’ = A/A’, we can write (3.7) in the form 
(ApI r)“, = i (;) &(x) (p&r) - G) ... (p,(x) - (k - 1) G) I-An. 
k=O 
(3.8) 
Special Cases. 
(i) rl = D, CL = 0 yields that A’ = 1, G = 0 so that C = XD and 
formula (3.7) reduces to (1.1). The case OL # 0 gives (1.2). 
(ii) A = d = eD - 1, LY = 0 yields that A’ = eD = E. Thus 
A/A’ q = I - e-O = d and G = I. This gives formula (1.3). 
(iii) In case A = V = 1 - e-D, OL given, we have A’ = e-D = E-l and 
G = -I. Hence (1.4) follows. 
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4. BASIC ANALOG 
Let q be a fixed complex parameter and let A and C be two operators 
satisfying the relation 
AC - qCA = A. (4.1) 
We then have the following result which can be verified by induction. 
THEOREM 4.1. For any two operators satisfying (4.1) we have 
(/ql = go [I] # qn(~--2l)+li(~+l)I2C[kl-~n, 
1 . 
(4.2) 
where 
1 - q” [n] = - , 
1-q 
[O]! = 1, [n]! = [I] [2] **a [n] for n > 0, 
[I [4! 
and where 
;: g = [k]! [n - k]! 
C[Ol = I 
and 
CF.1 = C(C - [l]) (C - [2]) ... (C - [k - 11) for (k > 1). 
In particular, if A is the operator defined by means of Ax” = C&--I where 
Co = 0, C, # 0 for n 3 1 and if C = SD, where D, is the q-derivative 
defined by means of D,f(x) = {f(qx) - f(x)}/(q - 1) x, formula (4.2) 
becomes 
(AxD$ = (to [;I, $$ q’“-“‘lrkD,lj An. (4.3) 
To see formula (4.3) we note that 
o#P] = q'i(M,/2xh‘D 6 
Q , 
which is not difficult to see. 
To extend further some of the results of Section 2, we need to make use of 
the so-called q-Appell set of polynomials [l]. For this purpose put 
e&4 = fi (1 - qnxU - 4)F’ = f. & 9 
7l=O 
so that a polynomial set {p,(x)} is q-App e i and only if there is a (formal) 11 f 
powers series A(t) such that 
i. Pdx) & = 44 e&t). 
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Thus, if we choose A(t) = {e,(at)>-‘, th en the p,(x) is the unique polynomial 
set with the properties 
(i) PO(r) = 1, &(a) = 0 (n = 1, 2 ,... ), 
(ii) D$,(x) = [72] P,,-r(X) (?2 = 0, 1, 2 ,... ). 
If we now define C so that C&(X) = [n] p,(x), then D,C - qCD, = D, . 
Our nest result determines such C. 
THEOREM 4.2. Let (p,(x)} b e a q-Appell set of polynomials satisfying 
PO(x) = 1, P,(u) = 0 (rf > 0). Then the unique operator C: Cp,(x) = [rz] p,(x) 
is given by 
c = (x - u) 1 “iD . 
n 
Proof. We have in this case that 
Let us indicate by D,,, the q-differentiation operator with respect to the 
variable t. Then the effect of the operator C on the left-hand side is the same 
as that of tDt,a . On the other hand, we have in the right-hand side 
where 
[+I. = (1 - $) (1 - ;q) ..* (1 - $+r). 
Hence, 
e(d) 
= (x - a) t __ = 
44 
(Lv - a) t eo 
1 - at e(d) 
= (.v _ a) D* e(Nt). 
1 - aD, e(d) 
Since D,e(wt) = te(xt), the last equality proves the assertion of the theorem. 
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5. CONCLUDING REMARKS 
In [2] the present authors developed operational calculi to solve finite 
difference equations with constant coefficients in operators A that satisfy 
A (“) = CT7 (, ” 1)’ 71 
where n, x = 0, l,... and (E,) = 0, that is equations of the type 
(5.1) 
(5.2) 
In order to apply Al-Salam and Ismail’s techniques it is very important to 
be able to recognize equations of the type (5.2) because usually difference 
equations are written in terms of d, E and V. This section illustrates how 
to do so. 
A finite difference analog of (2.6) f or operators rl satisfying (5.1) is the 
following 
{A@ - 1 + aV)P = 1;s (1) R XW) An. 
The above relationship (5.3) is very useful when C, is a polynomial in n, say 
n ny=r (rz + hi - 1). In this case let us write d, for A. Therefore 
A, = Ll fi (hj - 1 + XV). 
j=l 
Clearly (5.3) implies 
and hence we get the expression 
for powers of A, . 
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