Abstract-In large-deformation diffeomorphic metric mapping (LDDMM), the diffeomorphic matching of images are modeled as evolution in time, or a flow, of an associated smooth velocity vector field controlling the evolution. The initial momentum parameterizes the whole geodesic and encodes the shape and form of the target image. Thus, methods such as principal component analysis (PCA) of the initial momentum leads to analysis of anatomical shape and form in target images without being restricted to smalldeformation assumption in the analysis of linear displacements. We apply this approach to a study of dementia of the Alzheimer type (DAT). The left hippocampus in the DAT group shows significant shape abnormality while the right hippocampus shows similar pattern of abnormality. Further, PCA of the initial momentum leads to correct classification of 12 out of 18 DAT subjects and 22 out of 26 control subjects.
Large Deformation Diffeomorphism and Momentum
Based Hippocampal Shape Discrimination in Dementia of the Alzheimer type of 0-D, 1-D, 2-D, and 3-D manifolds, a set of diffeomorphic transformations on , the space of anatomies, is the orbit of a template anatomy under , and the family of probability measures on . In this framework, a geodesic is computed where each point , is a diffeomorphism of the domain . The evolution of the template image along the path is given by such that the end point of the geodesic connects the template to the target via . Thus, anatomical variability in the target is encoded by these geodesic transformations when a template is fixed. Fig. 1 illustrates a schematic of the large deformation trajectory followed by a particle and its associated velocity vector field . Until now, we have been using displacement vector fields, between the target and the template obtained from the matching transformation via , where is the identity transformation on such that . These differences have been used to make statistical inferences (for work on Alzheimer's disease (AD), see [2] - [7] ). While the transformations that we have been computing follow the large deformation approach in that they are the result of the evolution of a smooth time-dependent velocity vector field, the final shape analysis via linearizing around template coordinates using displacement vector fields has provided a practical basis for this approach [1] .
Recent work in understanding diffeomorphic flows [8] - [10] has provided computational tools for comparing these geodesic transformations and deriving a fundamental "conservation of momentum" property of these geodesics. This property applies the general theory on invariant Riemannian metrics on transformation groups [11] , and provides the theoretical background for parameterizing the entire geodesic by the initial momentum with which the optimal trajectory emanates from the template image coordinates to reach the target image. Anatomical submanifolds can now be compared by performing linear statistics on these initial momentum. This was illustrated by diffeomorphic mapping of surface submanifolds of the human heart [12] 0278-0062/$25.00 © 2007 IEEE in volume space and face [13] in point space (sparse 1-D landmark sets) rather than volume.
In both [12] and [13] , intrinsic average anatomies were constructed from the population under study and the population variation was studied as characterized by linear statistics. In this paper, we present diffeomorphic mappings of 3-D volumetric manifolds (hippocampus) and the linear statistics with discrimination on the initial momentum in the context of dementia of the Alzheimer type (DAT).
II. METHODS

A. Large-Deformation Diffeomorphic Metric Mapping (LDDMM)
We have been estimating diffeomorphisms for template matching via the basic variational problem that, in the space of smooth velocity vector fields on domain , takes the form [9] (1) The optimizer of this cost then generates the optimal change of coordinates upon integration , , where the superscript in is used to explicitly denote the dependence of on the associated velocity field . Enforcing a sufficient amount of smoothness on the elements of ensures that the solution to the differential equation , , is in the space of diffeomorphisms [14, 15] . The required smoothness is enforced by defining the norm on through a 3 3 differential operator of the type where in 3-D space such that , and is the standard norm for square integrable functions defined on . The differential operator has periodic boundary conditions on a rectangular domain . The gradient of this cost, in , is given by (2) where and , is the determinant of the Jacobian matrix and is a compact self-adjoint operator uniquely defined by such that for any smooth vector field , holds. The notation is also used. The parameter in (1) provides weighted optimization between the regularization and the data matching components, and is chosen to be the same for all matchings.
B. Comparison Between LDDMM and Christensen's Greedy Algorithm
Large deformation flows first put forth by Christensen et.al. [16] generate paths through the space of diffeomorphisms matching the corresponding images. This algorithm exploits the fact that if the operator is not differentiable in time, then the space-time is discretized into a sequence of time-indexed optimizations. The algorithm then solves for the locally optimal velocity at each time point and then forward integrates the solution. This is only a locally-in-time optimal method (therefore, the term "greedy") reducing the dimension of the optimization. The transformation matching the images is generated from velocity fields whose computation can be interpreted as following the variational Riemannian gradient of the data term in (1) [17] 
This Riemannian (sometimes called "natural") gradient in the space of diffeomorphisms is given by (4) where and . The time-indexed sequence of locally optimal velocity fields are integrated to yield the sequence of transformations , , which are points along a path on the manifold of diffeomorphisms from the identity transformation to matching the given images. The regularization provided by the smoothing operator gives this gradient numerically stable behavior in finite time.
The main difference between the greedy and the LDDMM algorithms is that the path generated by the greedy method does not correspond to any global variational problem solution given by (1) . As a result, the greedy method in general will not generate the shortest path connecting the images through the space of diffeomorphisms. Further, unlike LDDMM, the greedy method cannot generate metric distances between objects in the orbit [9] , [18] . Metric distances between objects generated by LDDMM will be the focus of another paper. For in-depth comparison of these two algorithms, refer to [9] .
C. Initial Momentum: Geodesic 3-D Evolution
The LDDMM algorithm, which is based on following a gradient in space of time-dependent smooth velocity fields, has yet another important distinction with respect to the greedy algorithm. The LDDMM geodesic follows the property of conservation of momentum [10] that is not shared by the locally optimal paths generated by the greedy algorithm. This property takes the form (5) where denotes the momentum of the evolving template transformation at time . The knowledge of the initial momentum with which the template coordinates evolve at completely specifies the full geodesic connecting the given template and target imagery [10] . Hence, the initial momentum encodes the shape and form of the target. As also shown earlier [13] in the context of diffeomorphic evolutions of landmarks, linear combinations of momenta when propagated through the diffeomorphic evolution equations guarantee that the computed transformations will be diffeomorphic. The linearizing model encodes transformations via displacement fields in the coordinates of the fixed template. Transformations encoded this way are not guaranteed to remain diffeomorphic, hence, the transformed template is not guaranteed to remain in the anatomical shape space as fusions, fold-overs and tears of anatomical structures can occur in this setting. In contrast, the LDDMM geodesic following the conservation of momentum whereby the matching transformations are completely encoded by the initial momentum in the template coordinates gives a powerful tool for studying shape variation, overcoming the restrictive assumption of linear displacement model and giving due consideration to the nonlinearity of the anatomical shape space. In particular, this allows linear techniques such as principal component analysis (PCA) to be applied to statistical analysis of the initial momentum that encodes the target shape.
D. PCA on the Initial Momentum
Hitherto we have used the linear displacement vector fields to compute PCA for the analysis of hippocampal shape [4] , [7] , [19] . However, displacementvectorfieldsdonotnecessarilyleadtodiffeomorphic transformations, therefore, the assumption of small deformation had to be made [1] . To date, this assumption has not been severely tested since all of our study cases involved difference or changes in the hippocampus were not very large.
However, when the small-deformation assumption is removed, linear combination of the principal components may breakdown when cross-subject differences are large [13] . That is, under mapping structures may not be able to relate to the template via a diffeomorphism.
We now extend the construction of orthonormal basis functions (i.e., PCA) of linear displacements on surface manifolds by Joshi [19] to PCA of initial momentum [see (5)] on volume manifolds [12] . Instead of performing PCA analysis under the metric, we perform it with respect to the metric in space used for the estimation of the flow, i.e., , , , the Hilbert space of smooth velocity vector fields. Thus, PCA is applied on the quantity Let be the template volume manifold in (e.g., 3-D volumetric representation of the hippocampus). It follows that if , , is assumed to be a family of zero-mean 1 Gaussian random vector fields on the manifold with a covariance structure , , then the integral equation (6) has a solution of a set of orthonormal functions , that is the minimizer of the following minimum mean-square error problem: (7) where (8) 1 In practice we subtract the mean from the vector fields first. and is the measure on the manifold . The proof [20] follows the standard Karhunen-Loève expansion [21] . This is the PCA, where is projected onto a subspace spanned by the orthonormal basis functions , such that the residual error between and the projection is minimized [see (7)]. The set of scalars , , are the principal component values.
In discrete image space, the integral (6) becomes, at each voxel (9) where is the measure around voxel (i.e., voxel size) and is the sample covariance.
The orthonormal basis is computed via the singular value decomposition (SVD) of as follows [19] . Let . Thus, the eigenvectors of are the column vectors of up to a constant scaling factor, and the eigenvalues of the square matrix are the squares of the singular values of , up to a constant scaling factor. The matrix represents a directional component which is essentially ignored in the eigen-decomposition of .
The first , , principal components (whose values are , , ) that account for majority of the total variance (e.g., ) are used in a nonparametric permutation test to determine if the shape of the hippocampus as represented by these principal components are statistically different between the subject groups.
E. Nonparametric Statistical Test
Let and be the sample means of the first principal component values for each group, and the pooled (common) sample covariance. To test the null hypothesis we compute the Hötelling's statistic [22] (for two samples) as (10) The significance of group variation is measured in a permutation test as follows.
In Fisher's method of randomization, for all permutations of the given two groups, new means and covariances are calculated. Monte Carlo simulations are used to generate a large number of uniformly distributed random permutations (a typical number is 10 000). The collection of statistics from each permutation gives rise to an empirical distribution according to (11) The null hypothesis that the two groups have equal distributions is rejected when (12) falls below a predefined significance level (e.g., 0.05).
F. Subjects and Scans
The neuroanatomical template is produced using an MR image from an elder control subject. The subject selected to produce this template is obtained from the same source as the other subjects in the study, but is not otherwise included in the data analysis. The left and right hippocampi in this template scan have been manually segmented by a team of experts using methods previously described [23] . A more detailed anatomical description of the hippocampus as outlined in MR was also given in App. A of [24] .
The initial hippocampal data used in this study came from our previously published longitudinal study of hippocampal atrophy in early DAT [4] , where 18 very mild DAT (Clinical Dementia Rating Scale [25] , CDR 0.5) subjects and 26 age-matched nondemented (CDR 0) controls had two MR scans approximately two years apart. To obtain the rating, an experienced clinician conducted semi-structured interviews with an informant and the subject to assess the subject's cognitive and functional performance; a neurological examination also was obtained. The clinician determined the presence or absence of dementia and, when present, its severity with the Clinical Dementia Rating (CDR), where CDR 0 indicated no dementia and CDR 0.5, 1, 2, and 3 indicated very mild, mild, moderate, and severe dementia [25] . The clinical diagnosis of DAT was in accordance with standard criteria and was verified by the neuropathologic diagnosis of AD in 93% of cases [26] . Although elsewhere the CDR 0.5 individuals in our sample may be considered to have mild cognitive impairment [27] , they fulfill our diagnostic criteria for very mild DAT and at autopsy overwhelmingly have neuropathologic AD [28] .
The mean [standard deviation (SD)] age for the CDR 0 group was 73 (7.0) years, and for the CDR 0.5 group, 74 (4.4) years. The gender distribution (M/F) of the subjects was CDR 0: 12/14, CDR 0.5: 11/7. The mean (SD) sum-of-boxes scores for the CDR 0 group was 0.02 (0.10), and for the CDR 0.5 group, 2.0 (1.3). All subjects had MR scans approximately two years apart-the mean scan interval for the CDR 0 group was 2.2 years (range 1.4-4.1 years), and for the CDR 0.5 group, 2.0 years (range 1.0-2.6 years). The scans were obtained using a Magnetom SP-4000 1.5 Tesla imaging system, a standard head coil, and a magnetization prepared rapid gradient echo (MPRAGE) sequence. The MPRAGE sequence (TR/TE-10/4, ACQ-1, Matrix-256 256, 180 slices, Scanning time-11.0 min) produced 3-D data with a 1 mm 1 mm in-plane resolution and 1 mm slice thickness across the entire cranium.
In that study, baseline hippocampal surfaces were generated based on Christensen's greedy algorithm implementation of the diffeomorphic mapping from the above template. A comparison between the two groups at baseline is illustrated in Fig. 4 (1a) and (1b). The comparison is based on the surface displacement between each subject and the template, and computing the -scores between the two subject groups. It has been shown that this pattern can be explained in terms of known AD pathology [4] , [7] .
In this study, we apply LDDMM to each template-target subject pair, taken from [4] at baseline to generate geodesics. To do so, the individual hippocampal surfaces already generated in each subject's scan are scaled by a factor of 2 and aligned with the template surfaces, similarly scaled, via a rigid-body rotation and translation. These surfaces are then converted into voxelized binary segmentations of dimension 64 112 64 which have isotropic voxel resolutions of 0.5 0.5 0. 5 . After smoothing by a Gaussian filter (9 9 9-voxel window and 1-voxel standard deviation), the voxelized binary segmentations have real intensity values ranging from 0 to 255. Then LDDMM is applied to each template-subject pair. Geodesics and initial momenta are generated as a result for each subject in the template coordinate space. PCA is then performed on these initial momenta after the mean has been subtracted.
III. RESULTS
A. Validation 1: LDDMM Versus Greedy Algorithm
We have previously validated the accuracy of the automatic segmentations of the greedy algorithm by comparing with reference segmentations generated by trained individuals [23] . For measuring the accuracy, we define an error between positive summable functions [29] , [30] (i.e., segmentations) as follows. Let and be reference manual and automated segmentations at voxel for the reference manual and the automated segmentation, respectively. Then the tissue classification error between the two segmentations is defined as (13) In the case of perfectly overlapping labeling of voxels, . In reality, is a measure of the cost of mislabeling the voxels with respect to the reference manual segmentation.
We compute the errors for each algorithm, i.e., LDDMM and greedy algorithm with respect to the same set of manual segmentations. Automated segmentations via the greedy algorithm have been obtained previously [3] , [23] using established protocols. Briefly, these mapping protocols involve a first step of coarse alignment of the region of interest (containing the hippocampus) based on manually delineated landmarks between the template and the target scans [31] , and a second step of ap-plying the greedy algorithm to the MR subvolume of the region of interest. The template hippocampal segmentation is carried forward through the concatenation of the two steps into the target scan, resulting in automated segmentation of the hippocampus. To compare LDDMM and the greedy algorithm, we replace the greedy algorithm in the second step with LDDMM. Table I shows that the two algorithms produce automated segmentations that are comparable.
B. Validation 2: Initial Velocity Vector Fields vs Linear Displacement Vector Fields
We have already demonstrated that differences due to DAT in brain structures such as the hippocampus could be observed by analyzing the displacement vector fields between the DAT and control subjects [3] , [4] . Since the initial velocity field from the template parameterizes the entire geodesic [13] , [32] , we should expect the final displacement to be highly correlated with the initial velocity . Since the initial velocity vector fields are computed on the 3-D volumetric submanifold , and the displacement vector fields from [4] are computed on the 2-D surface submanifold (the triangulated surface around the boundary of ), we interpolate onto the surface for computing the correlation. The displacement vector fields are computed also on the surface, by taking the difference between each target point and its corresponding starting point.
At each surface point, we compute the Spearman rank-order correlation between the surface-interpolated and surface displacement in , , and directions. Since possible outlying points well away from the main body of the data could unduly influence the calculation of the correlation coefficient, a nonparametric procedure, due to Spearman, is to replace the observations by their ranks in the calculation of the correlation coefficient. The Rank Correlation test is a distribution free test that determines whether there is a monotonic relation between two variables. A monotonic relation exists when any increase in one variable is invariably associated with either an increase or a decrease in the other variable. Significance of correlation is adjusted to be (the left and right surfaces have a total of 12167 points). Table II summarizes the correlations in the , and directions. The correlations are visualized on the template surface in Fig. 2 , where the significant correlations are painted as a flame scale onto each surface point. Surface points for which correlations are not significant are painted yellow-green.
C. PCA and Statistics on
Permutation tests are performed on the left-and right-hand sides separately. For the left hippocampus, the first 20 principal components accounting for 82.9% of the total variance are used. For the right hippocampus, the first 20 principal components accounting for 80.5% of the total variance are used.
In Fig. 3 (3a) and (3b), we plot the empirical distribution from randomized Hötelling's test with 10 000 group permutations, between the CDR 0 and CDR 0.5 subjects. The values shown are calculated from (12) . There is a group difference on the left-hand side but no group difference on the right-hand side . The principal component values of the left hippocampus are then used in a "leave-one-out" logistic regression classification procedure that selects subsets of principal components that discriminate the two subject groups [33] . Logistic regression analysis is often used to investigate the relationship between discrete responses (e.g., success or failure; normal, mild or severe) and a set of explanatory variables [34] , [35] . It fits linear logistic regression models for discrete response data by the method of maximum likelihood. In the stepwise procedure, at each step the candidate explanatory variable with the largest statistic that satisfies a predetermined selection criterion (e.g., ) will be selected into the model. At each step among the selected variables, the one with the smallest statistic that satisfies a predetermined exclusion criterion (e.g., ) will be removed from the model. The logistic regression procedure terminates when no more variables satisfy the inclusion or removal criteria. Using the solution of left-side principal components 2, 11, 14, (likelihood ratio:
, , ) to discriminate the two groups with correct classification rate of 84.6% (22 out of 26) for the CDR 0 group and 66.7% (12 out of 18) for the CDR 0.5 group.
To assess the stability of the discriminating solution sets, we randomly divided each clinical group into 9 subgroups of 2 to 3 subjects each. This creates 9 trials. In each trial, we use the 90% majority of the subjects from each clinical group in a stepwise "leave-one-out" logistic regression procedure that selects a subset of the principal components. We then classify the smaller set of subjects according to the subset solution. Across 9 trials, the principal component (PC) 2 is selected each time; PC 11 six times; PC 14 six times; and PC 12 three times. The overall rate of correct classification across the nine trials is 81.1% (92.6% for CDR 0 and 66.7% for CDR 0.5 subjects). 4 . Visualization of the pattern of hippocampal deformities in subjects with very mild DAT (CDR 0.5) compared with nondemented subjects (CDR 0) (Data taken from [3] ). The flame coloring represents the z -scores between the two groups of subjects. Inward variation of the hippocampal surface is represented by cooler colors (i.e., blue to purple), while outward variation is represented by warmer colors (i.e., orange to red). In (1a) the pair of hippocampal surfaces are shown from above, with the head of the hippocampus pointing toward the bottom edge of the figure panel, and the left hippocampus is on the right-hand side of the panel. In (1b) the hippocampal surfaces are shown from below, with the head of the hippocampus pointing toward the top edge of the figure panel, and the left hippocampus is on the right-hand side of the panel.
IV. DISCUSSION
The purpose of computing the initial velocity vector fields is to enable us to analyze the geodesic resulting from the large-deformation transformation which is not possible from analyzing displacement vector fields under small-deformation assumption. In [13] the authors showed that PCA models based on point data [36] are not always able to generate acceptable shapes in the space of given shapes. For example, these models do not account for the curved manifold of shape space, unlike analysis based on diffeomorphism (i.e., PCA on initial momentum).
It is interesting to note that there are a number of surface points in the hippocampus for which and are not significantly correlated. This could be a reflection of the fact is calculated using linearizing assumptions whereas is calculated in the large deformation setting without the linearizing assumptions, such that if the points follow "curved" trajectories, then the displacement field will not correlate with the initial velocity field, .
In this paper, PCA analysis shows a left hippocampal shape abnormality in the CDR 0.5 group as compared to the CDR 0 group. This is consistent with our previous follow-up study of a group of CDR 0 subjects who later progress to CDR 0.5 [6] . Discriminant analysis shows a somewhat improved overall classification rates compared with our previous cross-sectional study (in [3] , 78% for CDR 0, 67% for CDR 0.5), based on the greedy algorithm implementation of the diffeomorphic mapping and comparing displacement vector fields: there were 31 overlapping subjects between the two studies, and of these 31 subjects, six were correctly classified in the current study whereas in the previous study they were misclassified, and two were misclassified in the current study whereas in the previous study they were corrected classified. Even though McNemar's test [37] did not show disagreement between the two studies ( , , ), this was probably due to the small number of shared subjects. If the number of subjects were to double while keeping the same correct classification rates, McNemar's test would have shown an improvement of the current study over the previous study ( , , )! Further, validation using new subjects that are unrelated to training (or model building) data is needed in the future to test the validity of this approach.
The results of the current study by no means dispute findings of recent studies that show longitudinal changes in structure to be a more sensitive marker than cross-sectional comparisons in AD [38] - [45] . Rather, based on the findings of this study that within the cross-sectional setting, statistics on the initial momentum fields is more powerful than on the linear displacements, we believe that analysis of longitudinal changes of brain structures based on initial momentum will further improve the sensitivity and specificity of AD detection. In addition, analysis of initial momentum based on the subfields of the hippocampus may give better understanding of the regional abnormalities associated with DAT, as has been demonstrated by a similar analysis of linear displacements [7] .
