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Abstract
In this paper we classify bijective mappings ψ on the space of block upper triangular ma-
trices such that both ψ and ψ−1 preserve pairs of matrices whose differences have rank one.
Applications to rank one preservers and semi-isomorphisms are considered. © 2002 Elsevier
Science Inc. All rights reserved.
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1. Introduction
The study of bijective coherence invariant mappings on spaces of matrices was
initiated by Hua in middle forties. He defined two n× n matrices A and B to be co-
herent ifA− B is of rank one. A bijective mappingψ from a vector space of matrices
to another is said to be coherence invariant if both ψ and ψ−1 send coherent pairs
of matrices to coherent pairs of matrices. Hua studied bijective coherence invariant
mappings on four types of matrices: rectangular matrices, symmetric matrices, skew-
symmetric matrices and Hermitian matrices. For the space of all m× n matrices
over a field with more than two elements, Hua [7] showed that such a mapping is a
composition of some or all of the following basic mappings:
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(i) A → A+ R for some matrix R.
(ii) A → PAQ for some nonsingular matrices P,Q.
(iii) A → Aσ , induced by an automorphism a → aσ of the underlying field.
(iv) A → At, where m = n, and At denotes the transpose of matrix A.
He obtained this result by studying maximal sets of rank one and establishing a
fundamental theorem of affine geometry. Later on, his work has been followed by
many mathematicians. Jacob [8] generalized his result to tensor product spaces of
arbitrary dimension. Wan and Wang [18] showed that the same result holds true
when the underlying field has only two elements. For the space of n× n symmet-
ric matrices over a field of characteristic not equal to 2, Hua [6] proved that every
bijective coherence invariant mapping is of the form
A→ λPAσP t + R,
where λ is a scalar, P is a nonsingular matrix, R is a symmetric matrix, and σ is an
automorphism of the underlying field. Wan [15,16] showed that the same result holds
for n× n symmetric matrices over fields of characteristic equal to 2 for n > 3, and
when n = 3, there is an additional type of bijective coherence invariant mappings.
Hua obtained his theorem by the construction of involutions while Wan proved his
result by studying maximal sets of rank one and maximal sets of rank two. For work
done on this research area, see the book “Geometry of Matrices” by Wan [17].
In this paper, we study the group of bijective coherence invariant mappings on
the space of block upper triangular matrices. The result obtained is quite different
from and more complicated than the corresponding theorem on spaces of rectangular
matrices. In addition to four types of basic mappings described above, we identify
another three types of basic mappings. In the final section, applications to rank one
preservers and semi-isomorphisms are discussed.
We remark that recently there has been considerable interest in studying preserv-
er problems on block triangular matrices. This includes linear rank one preservers
[3,13], commutativity preservers [12,13], numerical range preservers [9] and rank
one nonincreasing mappings [4] on upper triangular matrices; additive surjective
rank one preservers [1] and generalized numerical range preservers [2] on block
triangular matrices. For a survey of linear preserver problems see [10,14].
Let us now introduce some notation and terminology that will be required through-
out our discussion. Let k,m and n be positive integers with m, n  2, and let F be an
arbitrary field. Let Mm,n(F ) denote the vector space of all m× n matrices over F,
and as usual Mn(F) = Mn,n(F ). Let m1, . . . , mk, n1, . . . , nk be a finite sequence
of positive integers satisfying
∑k
i=1 mi = m and
∑k
i=1 ni = n. By T(mi ,ni ;k) we
designate the subspace of Mm,n(F ) consisting of all block matrices (Aij) of the form

A11 A12 · · · A1k
0 A22 · · · A2k
...
...
0 0 · · · Akk

 ,
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whereAij∈Mmi,nj (F ) for all 1 i, jk. We shall call such a vector spaceT(mi ,ni ;k)
a block triangular matrix space. In particular, when mi = ni for all 1  i  k, the
space T(ni ,ni ;k) is abbreviated to T(ni ;k), and if mi = ni = 1 for all i, then it forms
the algebra of all n× n upper triangular matrices and will be abbreviated toTn. Giv-
en two vectors u = (ui)∈Mm,1(F ) and v=(vj )∈Fn, we shall denote by
u⊗v the m× n matrix uv whose (i, j)th entry is uivj . It is obvious that a matrix
A ∈ Mm,n(F ) is of rank one if and only if A = u⊗ v for some nonzero vectors
u ∈ Mm,1(F ), v ∈ Fn. As usual, we will denote the elements of the standard bases
of Mm,1(F ) and Fn by e1, . . . , em and f1, . . . , fn, respectively. We also use the
common notation Eij = ei ⊗ fj for the matrix units in Mm,n(F ). Furthermore, we
use 〈u1, . . . , ur 〉 to denote the subspace generated by the vectors u1, . . . , ur . With a
block triangular matrix space T(mi ,ni ;k), we associate two chains of subspaces
{0} = U0 ⊂ U1 ⊂ · · · ⊂ Uk−1 ⊂ Uk = Mm,1(F ),
{0} =Vk+1 ⊂Vk ⊂ · · · ⊂V2 ⊂V1 = Fn,
where
Ui = 〈ej | 1  j  m1 + · · · +mi〉 (1)
and
Vi = 〈fj | n1 + · · · + ni−1 + 1  j  n〉 (2)
for all 1  i  k. Moreover, for each 1  i  k, we use U∗i and V∗i to denote the
subsets of Ui and Vi , respectively, such that
U∗i = Ui\Ui−1 and V∗i =Vi\Vi+1.
2. Rank and coherence
We denote the rank function by ρ. To establish our main result, we start with the
following two lemmas, the first of which can be obtained by slightly modifying the
proof of Lemma 4.1 in [3] and that of Lemma 1.3 in [8].
Lemma 2.1. Let r be a positive integer  min{m, n}, and let A ∈T(mi ,ni ;k). Then
ρ(A) = r if and only if there exist elements xi ∈ U∗si , yi ∈V∗ti with 1  si  ti 
k, 1  i  r such that
A =
r∑
i=1
xi ⊗ yi,
where {x1, . . . , xr} and {y1, . . . , yr} are linearly independent sets. Moreover, if
r∑
i=1
wi ⊗ zi =
s∑
i=1
ui ⊗ vi
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andw1, . . . , wr are linearly independent, then 〈z1, . . . , zr 〉 ⊆ 〈v1, . . . , vs〉; and sim-
ilarly if z1, . . . , zr are linearly independent, then 〈w1, . . . , wr 〉 ⊆ 〈u1, . . . , us〉.
Lemma 2.2. Let r be a positive integer  min{m, n}, and let A,B ∈T(mi ,ni ;k).
Then ρ(A− B) = r if and only if there exists a chain of r − 1 elementsA1, . . . , Ar−1
in T(mi ,ni ;k) such that
ρ(A− A1) = ρ(Ar−1 − B) = ρ(Ai − Ai+1) = 1, 1  i  r − 2,
and there is no shorter chain with this property.
The proof of Lemma 2.2 follows easily from Lemma 2.1. We remark that ev-
ery bijective coherence invariant mapping on T(mi ,ni ;k) preserves the rank of the
difference of any pair of matrices.
3. Maximal sets of rank one
In this section, we introduce the concept of maximal sets of rank one onT(mi ,ni ;k)
which is an important tool in the study of coherence invariant mappings on block
triangular matrices. We fix some notation which we shall require in the discussion.
Let Rr denote the set of all rank r matrices in Mm,n(F ). Let U and V be subspaces
of Mm,1(F ) and Fn, respectively. If x ∈ Mm,1(F ), y ∈ Fn, we shall define
x ⊗V = {x ⊗ v | v ∈V},
and
U⊗ y = {u⊗ y | u ∈ U}.
It is clear that both x ⊗V and U⊗ y are subspaces of Mm,n(F ).
Definition 3.1. A nonempty set M contained in T(mi ,ni ;k) is said to be a maximal
set of rank one if every pair of elements of M is coherent and there is no other
element outside M, which is coherent to each element of M.
Lemma 3.2. A subset M of T(mi ,ni ;k) is a maximal set of rank one containing the
zero element if and only if it is either of the form
(i) M = x ⊗Vi for some x ∈ U∗i , 1  i  k and i /= k only when nk = 1; or
(ii) M = Uj ⊗ y for some y ∈V∗j , 1  j  k and j /= 1 only when m1 = 1.
Proof. Sufficiency part. We will consider only case (i) as case (ii) can be treated in
a similar way. Evidently, 0 ∈ x ⊗Vi and any two distinct elements of x ⊗Vi are
coherent. Let A be any nonzero element ofT(mi ,ni ;k) such that it is coherent to each
element of x ⊗Vi . Thus, A ∈ R1. Since dim Vi  2, there exist linearly indepen-
dent vectors v1, v2 ∈Vi such that A− x ⊗ vi ∈ R1, i = 1, 2. Then A = x ⊗ y for
W.L. Chooi, M.H. Lim / Linear Algebra and its Applications 346 (2002) 199–238 203
some nonzero vector y ∈Vi . Hence x ⊗Vi is a maximal set of rank one containing
zero element.
Necessity part. Since M contains the zero element, it follows that every nonzero
element of M is of rank one. Let A be a nonzero element of M. By Lemma 2.1,
A = x ⊗ y for some x ∈ U∗i , y ∈V∗j with 1  i  j  k. Since m, n  2, there
exists an element B ∈M such that either
(i) B = x ⊗ v for some v ∈Vi with 〈v〉 /= 〈y〉; or
(ii) B = u⊗ y for some u ∈ Uj with 〈u〉 /= 〈x〉.
We consider case (i) as case (ii) can be proved similarly. Therefore for any nonzero
element w ⊗ z of M, we have either 〈z〉 /= 〈y〉 or 〈z〉 /= 〈v〉. Thus, we deduce that
〈w〉 = 〈x〉, and by the maximality of M, we have M = x ⊗Vi with i /= k only
when nk = 1. 
Lemma 3.3. LetM andN be maximal sets of rank one ofT(mi ,ni ;k) that have only
the zero element in common. If there exists a pair of nonzero coherent elements, one
from M and another from N, then M and N are either of the form
(i) M = x1 ⊗Vi andN = x2 ⊗Vj for some linearly independent elements x1 ∈
U∗i , x2 ∈ U∗j with 1  i, j  k and i, j /= k only when nk = 1; or
(ii) M = Ui ⊗ y1 and N = Uj ⊗ y2 for some linearly independent elements y1 ∈
V∗i , y2 ∈V∗j with 1  i, j  k and i, j /= 1 only when m1 = 1.
Proof. Since M and N are two maximal sets of rank one containing the zero ele-
ment in common, it follows from Lemma 3.2 that we have
(a) M = x1 ⊗Vi for some x1 ∈ U∗i , 1  i  k and i /= k only when nk = 1, or
(b) M = Ui ⊗ y1 for some y1 ∈V∗i , 1  i  k and i /= 1 only when m1 = 1;
and
(a) N = x2 ⊗Vj for some x2 ∈ U∗j , 1  j  k and j /= k only when nk = 1, or
(b) N = Uj ⊗ y2 for some y2 ∈V∗j , 1  j  k and j /= 1 only when m1 = 1.
We distinguish the following four cases:
Case 1: M = x1 ⊗Vi and N = x2 ⊗Vj .
We may assume without loss of generality that i  j . Then Vj ⊆Vi , and
x1 ⊗Vi ∩ x2 ⊗Vj =
{
x1 ⊗Vj if 〈x1〉 = 〈x2〉,
{0} if 〈x1〉 /= 〈x2〉.
Hence we can conclude thatM andN have only the zero element in common when
x1, x2 are linearly independent. We see that x1 ⊗ fn and x2 ⊗ fn is a pair of nonzero
coherent elements contained in M and N, respectively.
Case 2: M = Ui ⊗ y1 and N = Uj ⊗ y2.
Using the similar arguments as in the proof of case 1, we conclude that if y1, y2
are linearly independent, then M and N are maximal sets of rank one which have
only the zero element in common. Again we see that e1 ⊗ y1 and e1 ⊗ y2 is a pair of
nonzero coherent elements contained in M and N, respectively.
Case 3: M = Ui ⊗ y1 and N = x2 ⊗Vj .
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Observe that
Ui ⊗ y1 ∩ x2 ⊗Vj =
{〈x2 ⊗ y1〉 if i  j,
{0} if i < j.
It is easy to see that eitherM andN have only the zero element in common, or there
exists a pair of nonzero coherent elements, one from M and another from N, but
not both. Hence this is not the desired result.
Case 4: M = x1 ⊗Vi and N = Uj ⊗ y2.
This case can be treated similarly as case 3. This completes our proof. 
4. Preliminary and basic results
Throughout, we let m, n, p, q, h and k be positive integers with m, n, p, q  2. It
may be useful to keep in mind that we designate T(mi ,ni ;k) and T(pi ,qi ;h) to be the
block triangular matrix spaces of Mm,n(F ) and Mp,q(F ), respectively. Recall that
{U0,U1, . . . ,Uk} and {V1,V2, . . . ,Vk+1} are the chains of subspaces as defined
in (1) and (2). Analogously, with the block triangular matrix space T(pi ,qi ;h), we
associate two chains of subspaces
{0} = X0 ⊂ X1 ⊂ · · · ⊂ Xh−1 ⊂ Xh = Mp,1(F ),
and
{0} = Yh+1 ⊂ Yh ⊂ · · · ⊂ Y2 ⊂ Y1 = Fq,
whereXi = 〈e′j | 1  j  p1 + · · · + pi〉 andYi = 〈f ′j | q1 + · · · + qi−1 + 1j
q〉 for all 1  i  h, and {e′1, . . . , e′p} and {f ′1, . . . , f ′q} denote the standard bases for
Mp,1(F ) and Fq , respectively. We begin with the following lemmas.
Lemma 4.1. Let ψ :T(mi ,ni ;k) →T(pi ,qi ;h) be a bijective coherence invariant
mapping with ψ(0) = 0. If ψ(xi ⊗ yi) = ui ⊗ vi for all 1  i  r such that
{x1, . . . , xr} and {y1, . . . , yr} are linearly independent sets. Then {u1, . . . , ur} and
{v1, . . . , vr} form linearly independent sets, and
ψ
(
r∑
i=1
xi ⊗ yi
)
∈ 〈u1, . . . , ur 〉 ⊗ 〈v1, . . . , vr 〉 . (3)
Proof. We argue by induction on r, with the result being trivial for r = 1. Now
we assume that r > 1 and assertion (3) is true for all rank less than r. Let A =∑r
i=1 xi ⊗ yi . In view of Lemmas 2.1 and 2.2, it is clear that ψ(A) is of rank r.
Accordingly we may write
ψ(A) =
r∑
i=1
zi ⊗ wi, (4)
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where {z1, . . . , zr} and {w1, . . . , wr} are linearly independent sets of Mp,1(F ) and
Fq , respectively. Observe that
r−1∑
i=1
xi ⊗ yi − xr ⊗ yr
is of rank r. Thus,
ψ
(
r−1∑
i=1
xi ⊗ yi
)
− ur ⊗ vr
is of rank r. By induction hypothesis, we conclude that ur /∈ 〈u1, . . . , ur−1〉 and
vr /∈ 〈v1, . . . , vr−1〉. Thus, {u1, . . . , ur} and {v1, . . . , vr} constitute linearly indepen-
dent sets of Mp,1(F ) and Fq , respectively. Moreover, since ψ(A)− ψ(xi ⊗ yi) is
of rank r − 1 for all 1  i  r , it follows from (4) that ui ∈ 〈z1, . . . , zr 〉 and vi ∈
〈w1, . . . , wr 〉 for all 1  i  r . Hence 〈u1, . . . , ur 〉 = 〈z1, . . . , zr〉 and 〈v1, . . . , vr 〉
= 〈w1, . . . , wr 〉. By this
ψ(A) ∈ 〈u1, . . . , ur 〉 ⊗ 〈v1, . . . , vr〉
as desired. 
Lemma 4.2. Let ψ :T(mi ,ni ;k) →T(mi ,ni ;k) be a bijective coherence invariant
mapping with ψ(0) = 0, and ψ(A) = A for every rank one matrix A. Let
{xi ∈ U∗si |1  i  r} and {yi ∈V∗ti | 1  i  r} be linearly independent sets with
1  si  ti  k for all 1  i  r, and si  sj for all i  j . Then there exists a set
of scalars {λij ∈ F | 1  i < j  r} such that
ψ
(
xi ⊗ yi + xj ⊗ yj
) = xi ⊗ yi + xj ⊗ yj + λijxi ⊗ yj
for all 1  i < j  r, and
ψ
(
r∑
i=1
xi ⊗ yi
)
=
r∑
i=1
xi ⊗ wi,
where
wi =
{
yi +∑rj=i+1 λijwj if 1  i < r,
yr if i = r.
Proof. Let A =∑ri=1 xi ⊗ yi . Clearly, A is of rank r. By Lemma 4.1, there exist
linearly independent vectors w1, . . . , wr ∈ Fn such that
ψ(A) =
r∑
i=1
xi ⊗ wi.
Since si  sj for all i  j , it follows that for each 1  i  r , and for any fixed
positive integer t such that i < t  r , we have
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ψ(A)− ψ(xi ⊗ yi) =
(
r∑
i=1
xi ⊗ wi
)
− xi ⊗ yi,
ψ(A)− ψ(xi ⊗ (yi + yt )) =
(
r∑
i=1
xi ⊗ wi
)
− xi ⊗ (yi + yt )
are of rank r − 1. Thus,
wi − yi ∈ 〈wj | 1  j  r, j /= i〉 (5)
for all 1  i  r , and
wi − (yi + yt ) ∈ 〈wj | 1  j  r, j /= i〉 (6)
for all 1  i < t . By (5) and (6), we obtain yt ∈ 〈wj | 1  j  r, j /= i〉 for all 1 
i < t , Hence
yt ∈
t−1⋂
i=1
〈wj | 1  j  r, j /= i〉 = 〈wt, . . . , wr 〉. (7)
In particular, yr ∈ 〈wr 〉 and wr − yr ∈ 〈w1, . . . , wr−1〉. Therefore, wr = yr . Also,
in view of (5) and (7), it follows thatwi − yi ∈ 〈wi+1, . . . , wr 〉 for all 1  i  r − 1.
Thus for each 1  i  r − 1, there exist λi i+1, . . . , λi r ∈ F such that wi = yi +∑r
j=i+1 λijwj . Hence, we conclude that
wi =
{
yi +∑rj=i+1 λijwj if i = 1, . . . , r − 1,
yr if i = r. (8)
Assume that r  3. By the above discussion, we can easily conclude that for each
1  i < j  r , there exists ξij ∈ F such that
ψ
(
xi ⊗ yi + xj ⊗ yj
) = xi ⊗ yi + xj ⊗ yj + ξijxi ⊗ yj .
To complete the proof, we will show that ξij = λij for all i < j . Consider the element
A− (xi ⊗ yi + xj ⊗ yj ) ,
which is of rank r − 2. Thus
r∑
s=1
s /=i,j
(xs ⊗ ws)+ xi ⊗
(
wi −
(
yi + ξijyj
))+ xj ⊗ (wj − yj ) ∈ Rr−2. (9)
In view of (8) and (9), for each 1  i < j  r , we have
r∑
s=1
s /=i,j
(xs ⊗ ws)+ xi ⊗

 r∑
s=i+1
λisws − ξij

wj − r∑
s=j+1
λjsws




+ xj ⊗

 r∑
s=j+1
λjsws


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is of rank r − 2. Therefore,
r∑
s=i+1
s /=j
λisws + (λij − ξij)wj +
r∑
s=j+1
ξijλjsws ∈ 〈ws | 1  s  r, s /= i, j〉.
Thus (λij − ξij)wj ∈ 〈ws | 1  s  r, s /= i, j〉, and hence ξij = λij for all 1  i <
j  r . Accordingly, this completes our proof. 
Given A = (aij) ∈ Mm,n(F ), by A∼ we designate the matrix (bij) in Mn,m(F ) for
which bij = am+1−j,n+1−i . Then it is readily verified thatA∼ = JnAtJm, where Jn is
the n-square matrix with 1’s on the second diagonal and 0’s elsewhere. Furthermore,
if S is a subspace of Mm,n(F ), then by S∼ we denote the subspace of Mn,m(F )
such that
S∼ = {A∼ |A ∈S}.
We observe that (T(mi ,ni ;k))∼ =T(nk+1−i ,mk+1−i ;k). For any nonzero vectors x ∈ Ui
and y ∈Vi , 1  i  k, there exist nonzero vectors u ∈V∼k+1−i and v ∈ U∼k+1−i
such that
(x ⊗Vi )∼ =V∼k+1−i ⊗ v and (Ui ⊗ y)∼ = u⊗U∼k+1−i .
Lemma 4.3. Let ψ :T(mi ,ni ;k) →T(pi ,qi ;h) be a bijective coherence invariant
mapping with ψ(0) = 0. Then h = k, and either
(a) for each x ∈ U∗i , 1  i  k with i /= k only when nk = 1, there exists u ∈ X∗i
such that
ψ(x ⊗Vi ) = u⊗Yi , (10)
and for each y ∈V∗j , 1  j  k with j /= 1 only when m1 = 1, there exists
v ∈ Y∗j such that
ψ(Uj ⊗ y) = Xj ⊗ v; (11)
or
(b) for each x ∈ U∗i , 1  i  k with i /= k only when nk = 1, there exists v ∈
Y∗k+1−i such that
ψ(x ⊗Vi ) = Xk+1−i ⊗ v,
and for each y ∈V∗j , 1  j  k with j /= 1 only when m1 = 1, there exists
u ∈ X∗k+1−j such that
ψ(Uj ⊗ y) = u⊗Yk+1−j .
Proof. Since ψ leaves invariant maximal sets of rank one, leaves invariant intersec-
tion of maximal sets of rank one and carries zero onto zero, it follows from Lemmas
3.2 and 3.3 that either
(I) for each x ∈ U∗i (1  i  k with i /= k only when nk = 1), there exist u ∈ X∗j
(1  j  h with j /= h only when qh = 1) such that
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ψ(x ⊗Vi ) = u⊗Yj ,
and for each y ∈V∗s (1  s  k with s /= 1 only when m1 = 1), there exists
v ∈ Y∗t (1  t  h with t /= 1 only when p1 = 1) such that
ψ(Us ⊗ y) = Xt ⊗ v;
or
(II) for each x ∈ U∗i (1  i  k with i /= k only when nk = 1), there exists v ∈ Y∗j
(1  j  h with j /= 1 only when p1 = 1) such that
ψ(x ⊗Vi ) = Xj ⊗ v,
and for each y ∈V∗s (1  s  k with s /= 1 only when m1 = 1), there exists
u ∈ X∗t (1  t  h with t /= h only when qh = 1) such that
ψ(Us ⊗ y) = u⊗Yt .
We first consider (I). We prove only (10) since (11) can be treated similarly. The
proof is by induction on i. For x ∈ U∗1, we let ψ(x ⊗V1) = u⊗Yj for some u ∈
X∗j with j  2. By the bijectivity of ψ , there exists z⊗ w ∈T(mi ,ni ;k) such that
ψ(z⊗ w) = e′1 ⊗ f ′1. Surely e′1 ⊗ f ′1 − u⊗ y ∈ R2 for all nonzero y ∈ Yj . So, z⊗
w − x ⊗ v ∈ R2 for all nonzero v ∈V1, this is a contradiction since z⊗ w − x ⊗ w
is of rank one. Hence (10) is true for i = 1. We now assume that i > 1, and (10) is
true for i − 1. Let x1 be any element of U∗i . We distinguish between two cases:
Case 1: i  k and ni + · · · + nk  2.
Since x1 ⊗Vi is a maximal set of rank one, it follows that there exists u1 ∈ X∗j
such that ψ(x1 ⊗Vi ) = u1 ⊗Yj . Since ψ−1 is bijective coherence invariant we
have by the induction hypothesis that j  i. Suppose j > i. Let w ∈ Y∗i . Then there
exists z ∈V∗r such that ψ(Ur ⊗ z) = Xi ⊗ w. Since u1 ⊗Yj ∩Xi ⊗ w = {0}, it
follows that x1 ⊗Vi ∩Ur ⊗ z = {0}. Thus r < i. By the induction hypothesis, this
is a contradiction. Hence j = i.
Case 2: i = k and nk = 1.
Suppose that qk  2. Then u2 ⊗Yk is a maximal set of rank one for some u2 ∈
X∗k , and so there exists x2 ∈ U∗s , 1  s < k such that ψ−1(u2 ⊗Yk) = x2 ⊗Vs .
Again, by the induction hypothesis, this is a contradiction. Thus qk = 1, and so h =
k. Hence (10) is proved.
We now consider (II). Let ϕ :T(mi ,ni ;k) →T(qh+1−i ,ph+1−i ;h) be the mapping
defined by
ϕ(A) = ψ(A)∼ for all A ∈T(mi ,ni ;k).
Evidently, ϕ is a bijective coherence invariant mapping satisfying (I). Applying
the same argument to ϕ, we have h = k, and (b) holds true. Hence the lemma is
proved. 
Lemma 4.4. Let ψ :T(mi ,ni ;k) →T(pi ,qi ;k) be a bijective coherence invariant
mapping with ψ(0) = 0. Then either
(i) ψ(Ui ⊗Vi ) = Xi ⊗Yi for all 1  i  k; or
(ii) ψ(Ui ⊗Vi ) = Xk+1−i ⊗Yk+1−i for all 1  i  k.
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Proof. The result for the cases (i,m1) = (1, 1) and (i, nk) = (k, 1) follows directly
from Lemma 4.3. In the sequel, we proceed to prove the other cases. Let A ∈ Ui ⊗
Vi be a nonzero matrix of rank r. Then there exist xj ∈ U∗sj (1  sj  i) and yj ∈
V∗tj (i  tj  k) for all 1  j  r such that A =
∑r
j=1 xj ⊗ yj . Suppose ψ(xj ⊗
yj ) = uj ⊗ vj for all 1  j  r . Since xj ⊗ yj ∈ xj ⊗Vsj ∩Utj ⊗ yj , and both
xj ⊗Vsj and Utj ⊗ yj are maximal sets of rank one for all 1  j  r , it follows
from Lemma 4.3 that either
(a) uj ∈ Xi , vj ∈ Yi for all 1  j  r; or
(b) uj ∈ Xk+1−i , vj ∈ Yk+1−i for all 1  j  r .
We consider case (a) as case (b) can be shown similarly. In view of Lemma 4.1, we
get
ψ(A) ∈ 〈u1, . . . , ur 〉 ⊗ 〈v1, . . . , vr〉 ⊆ Xi ⊗Yi .
Hence, ψ(Ui ⊗Vi ) ⊆ Xi ⊗Yi . Applying the same argument to ψ−1, we show
that ψ(Ui ⊗Vi ) = Xi ⊗Yi . This completes our proof. 
5. Coherence invariant mappings
In this section, we characterize coherence invariant mappings acting on block
triangular matrix spaces. We will see that three special types of basic mappings are
identified in Examples 5.2, 5.3, 5.7 and 5.11.
Lemma 5.1. Let P = (pij) ∈ Mm(F) and Q = (qij) ∈ Mn(F) be nonsingular ma-
trices. Then the following statements are equivalent:
(i) PEijQ ∈T(mi ,ni ;k) for all Eij ∈T(mi ,ni ;k);
(ii) PUi = Ui and ViQ =Vi for all 1  i  k;
(iii) pij = 0 for allm1 + · · · +ms + 1  i  m, 1  j  m1 + · · · +ms, 1  s <
k; and qij = 0 for all n1 + · · · + ns + 1  i  n, 1  j  n1 + · · · + ns, 1 
s < k.
Proof. We omit the proof of (ii) ⇒ (iii) and (iii) ⇒ (i), and consider (i) ⇒ (ii). Since
PEijQ ∈T(mi ,ni ;k) for all Eij ∈T(mi ,ni ;k), it follows that Px ⊗ yQ ∈T(mi ,ni ;k)
for all x ∈ Us , y ∈Vs , 1  s  k. Moreover, since Q is nonsingular, dimVs =
dim{yQ | y ∈Vs}. Thus, Px ∈ Us whenever x ∈ Us for all 1  s  k. Then since
P is nonsingular, we have PUs = Us for all 1  s  k. Similarly, VsQ =Vs for
all 1  s  k. 
Remarks.
1. Let P and Q be nonsingular matrices satisfying the equivalent statements (i)–(iii)
in Lemma 5.1. Then the inverses of P and Q also satisfy a similar set of equivalent
statements.
2. If PEijQ ∈T(ni ;k) for all Eij ∈T(ni ;k), then P,Q ∈T(ni ;k).
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Throughout, we will use T∗(mi ,ni ;k) to denote the block triangular matrix
space T(mi ,ni ;k) of Mm,n(F ) such that n1 = 1 when m1 = 1, and mk = 1 when
nk = 1. Let s, t be integers such that 1  s  n, 1  t  m. Let Ts,t denote the
subspace of T(mi ,ni ;k) consisting of all matrices (aij) for which aij = 0 for
all 1  i  m, 1  j  s − 1, and aij = 0 for all t + 1  i  m, 1  j
 n.
Example 5.2. Let µ1, . . . , µn be mappings from F into F such that µ1 is bijective
and µi(0) = 0 for all i, and let θ : F → F\{0} be a mapping such that θ(0) = 1. Let
m1 = 1. Define a mapping L(µ1,...,µn,θ) :T∗(mi ,ni ;k) →T∗(mi ,ni ;k) by
L(µ1,...,µn,θ)(aij)
=


µ1(a11) µ2(a11)+ θ(a11)a12 · · · µn(a11)+ θ(a11)a1n
0 a22 · · · a2n
...
...
0 0 · · · amn


for all (aij) ∈T∗(mi ,ni ;k), i.e.,
L(µ1,...,µn,θ)

∑
i,j
aijEij


= µ1(a11)E11 +
n∑
j=2
(
µj (a11)+ θ(a11)a1j
)
E1j +
∑
i,j ;i /=1
aijEij.
We define a mapping F :T∗(mi ,ni ;k) →T∗(mi ,ni ;k) by
F

∑
i,j
aijEij

 =µ−11 (a11)E11 +
n∑
j=2
(
a1j − (µj ◦ µ−11 )(a11)
(θ ◦ µ−11 )(a11)
)
E1j
+
∑
i,j ;i /=1
aijEij.
Obviously, (F ◦L(µ1,...,µn,θ))(A) = (L(µ1,...,µn,θ) ◦F)(A) = A for all A ∈
T∗(mi ,ni ;k), and hence L(µ1,...,µn,θ) is bijective. Also, it is easily shown that
L(µ1,...,µn,θ) is a coherence invariant mapping on T∗(mi ,ni ;k) with L(µ1,...,µn,θ)
(0)=0.
Example 5.3. Let η1, . . . , ηm be mappings from F into F such that ηm is bijective
and ηi(0) = 0 for all i, and let ϑ : F → F\{0} be a mapping with ϑ(0) = 1. Let
nk = 1. Define a mapping R(η1,...,ηm,ϑ) :T∗(mi ,ni ;k) →T∗(mi ,ni ;k) by
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R(η1,...,ηm,ϑ)(aij) =


a11 · · · a1n−1 ηm(amn)+ ϑ(amn)a1n
...
...
...
0 · · · am−1n−1 η2(amn)+ ϑ(amn)am−1n
0 · · · 0 η1(amn)


for all (aij) ∈T∗(mi ,ni ;k), i.e., R(η1,...,ηm,ϑ)(A) = (L(η1,...,ηm,ϑ)(A∼))∼ for all A ∈
T∗(mi ,ni ;k). Again this is a bijective coherence invariant mapping on T∗(mi ,ni ;k) with
R(η1,...,ηm,ϑ)(0) = 0.
Next we recall the definition of semi-linear mappings, and we state the funda-
mental theorem of the geometry of rectangular matrices. We will use it in our proof.
Definition 5.4. Let U,V be vector spaces over F. A mapping ϕ : U→V is said
to be semi-linear if it is additive and there exists an automorphism σ : F → F such
that
ϕ(λu) = σ(λ)ϕ(u) for all λ ∈ F and u ∈ U.
Theorem 5.5. Let m, n, p and q be integers 2. Then ψ : Mm,n(F )→ Mp,q(F ) is
bijective coherence invariant if and only if either (p, q) = (m, n) or (p, q) = (n,m)
and ψ is a composition of some or all of the following mappings:
(i) The mapping A → PAQ for some nonsingular matrices P ∈ Mm(F) and Q ∈
Mn(F).
(ii) The mapping A → A+ R for some matrix R ∈ Mm,n(F ).
(iii) The mapping A → Aσ , induced by a field automorphism a → aσ of F.
(vi) The mapping A → At. This is present only when (p, q) = (n,m).
Theorem 5.5 is due to Hua [7] except for the case when |F | = 2. Later, Wan and
Wang supplemented the result by giving a proof for the case |F | = 2 in [18].
Lemma 5.6. Let T∗(mi ,ni ;k) /=T2, and let ψ :T∗(mi ,ni ;k) →T∗(pi ,qi ;h) be a bijec-
tive coherence invariant mapping withψ(0) = 0. Then eitherT∗(pi ,qi ;h) =T∗(mi ,ni ;k)
or T∗(pi ,qi ;h) = (T∗(mi ,ni ;k))∼, and ψ |R1 is a composition of some or all of thefollowing mappings:
(i) The mapping A → PAQ for some nonsingular matrices P ∈ Mm(F), Q ∈
Mn(F) described in Lemma 5.1.
(ii) The mapping A → Aσ , induced by a field automorphism a → aσ of F.
(iii) The mapping L(µ1,...,µn,θ) as defined in Example 5.2, but only when m1 = 1.
(iv) The mapping R(η1,...,ηm,ϑ) as defined in Example 5.3, but only when nk = 1.
(v) The mapping A → A∼. This is present only when T∗(pi ,qi ;h) = (T∗(mi ,ni ;k))∼.
Proof. In view of Theorem 5.5, the result is clear when k = 1. Assume that k  2.
We consider only the case m1 = nk = 1 as the other cases can be shown similarly.
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SinceT∗(mi ,ni ;k) /=T2, we have k  3. By Lemmas 4.3 and 4.4, we have h = k and
either
(a) ψ(Ui ⊗Vi ) = Xi ⊗Yi for all 1  i  k; or
(b) ψ(Ui ⊗Vi ) = Xk+1−i ⊗Yk+1−i for all 1  i  k.
We first consider case (a). Applying Lemma 4.3 and Theorem 5.5, we have pi = mi ,
qi = ni for all 1  i  k, and hence ψ(T2,m−1) =T2,m−1 by Lemmas 4.1 and
4.4. By Theorem 5.5 again, for each 2  i  k − 1, there exist bijective semi-linear
mappings αi : Ui → Ui and βi :Vi →Vi with the same associated automorphim
of F such that
ψ(x ⊗ y) = αi(x)⊗ βi(y) for all x ⊗ y ∈ Ui ⊗Vi .
For any x ⊗ y ∈ U2 ⊗Vi = (U2 ⊗V2) ∩ (Ui ⊗Vi ), 2  i  k − 1,
αi(x)⊗ βi(y) = ψ(x ⊗ y) = α2(x)⊗ β2(y).
Thus, we have
〈βi(y)〉 = 〈β2(y)〉 for all y ∈Vi , 2  i  k − 1.
Similarly,
〈αi(x)〉 = 〈αk−1(x)〉 for all x ∈ Ui , 2  i  k − 1.
Therefore, αi is a scalar multiple of αk−1|Ui , and βi is a scalar multiple of β2|Vi
for all 2  i  k − 1. Thus for each 2  i  k − 1, there exists a nonzero λi ∈ F
such thatψ(x ⊗ y) = λiαk−1(x)⊗ β2(y) for all x ⊗ y ∈ Ui ⊗Vi . Since e1 ⊗ fn ∈
Ui ⊗Vi for all 2  i  k − 1, it follows that all λi’s are equal. Without loss of
generality we may assume that λi = 1. Hence we have
ψ(x ⊗ y) = αk−1(x)⊗ β2(y) for x ⊗ y ∈T2,m−1. (12)
We now extend the mappings αk−1 and β2 to the semi-linear mappings αk : Uk →
Uk and β1 :V1 →V1, respectively, such that αk(em) = em and β1(f1) = f1. Let
αk ⊗ β1 denote the semi-linear mapping on T∗(mi ,ni ;k) such that
(αk ⊗ β1)(x ⊗ y) = αk(x)⊗ β1(y) for all x ⊗ y ∈T∗(mi ,ni ;k).
Since ψ(e1 ⊗V1) = e1 ⊗V1 and ψ(Uk ⊗ fn) = Uk ⊗ fn, it follows from (12)
that αk(U1) = U1 and β1(Vk) =Vk . Clearly, αk ⊗ β1 is a bijective coherence in-
variant semi-linear mapping on T∗(mi ,ni ;k) such that (αk ⊗ β1)|T2,m−1 = ψ . Hence
the mapping ϕ = (αk ⊗ β1)−1 ◦ ψ is bijective coherence invariant on T∗(mi ,ni ;k)
with ϕ(A) = A for every rank one matrix A ∈T2,m−1. By Lemma 4.3, we have
ϕ(e1 ⊗V1) = e1 ⊗V1 and ϕ(Uk ⊗ fn) = Uk ⊗ fn. So, there exist bijective map-
pings β :V1 →V1 and α : Uk → Uk such that
ϕ(e1 ⊗ y) = e1 ⊗ β(y) for all y ∈V1,
ϕ(x ⊗ fn) = α(x)⊗ fn for all x ∈ Uk.
Next, we show that there exist mappings µ1, . . . , µn : F → F with µ1 is bijective
and µi(0) = 0 for all 1  i  n, and θ : F → F\{0} with θ(0) = 1 such that
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β(y) = β(y1f1)+ θ(y1)
(∑
i>1
yifi
)
,
β(y1f1) =
(
µ1(y1), µ2(y1), . . . , µn(y1)
) (13)
for all y = (yi) ∈V1; and there exist mappings η1, . . . , ηm : F → F with η1 is
bijective and ηi(0) = 0 for all 1  i  m, and ϑ : F → F\{0} with ϑ(0) = 1 such
that
α(x) = α(xmem)+ ϑ(xm)
(∑
i<m
xiei
)
,
α(xmem) =
(
ηm(xm), ηm−1(xm), . . . , η1(xm)
)t (14)
for all x = (xi) ∈ Uk . We shall only focus on the proof of (13) as (14) can be shown
similarly. Given any nonzero element a ∈ F , we let Va = {(y1, y2, . . . , yn) ∈
V1 | y1 = a}. We first establish that there exists a fixed nonzero element γa ∈ F
such that
β(v) = β(af1)+ γa

∑
i2
vifi

 (15)
for all v = (vi) ∈Va . Clearly, the result holds true when v = af1. We next con-
sider any v = (vi) ∈Va with v /= af1, and let v¯ = v − af1. In view of Lemma 4.1,
there exist linearly independent vectors w1, w2 such that ϕ(e1 ⊗ v + e2 ⊗ v¯) = e1 ⊗
w1 + e2 ⊗ w2. Since ϕ(A) = A for every rank one matrix A ∈T2,m−1, it follows
that w1 ∈V∗1 and w2 ∈V2. Moreover, since
ϕ(e1 ⊗ v + e2 ⊗ v¯)− ϕ(e2 ⊗ v¯) = e1 ⊗ w1 + e2 ⊗ (w2 − v¯) ∈ R1,
it follows that 〈w2 − v¯〉 = 〈w1〉. Thus w2 = v¯. Similarly, since
ϕ(e1 ⊗ v + e2 ⊗ v¯)− ϕ(e1 ⊗ v) = e1 ⊗ (w1 − β(v))+ e2 ⊗ v¯ ∈ R1,
there exists λ ∈ F such that w1 = β(v)+ λv¯. Hence, we conclude that
ϕ(e1 ⊗ v + e2 ⊗ v¯) = e1 ⊗ β(v)+ e2 ⊗ v¯ + λe1 ⊗ v¯. (16)
Since ϕ(e1 ⊗ v + e2 ⊗ v¯)− ϕ(e1 ⊗ af1) = e1 ⊗ (β(v)− β(af1))+ (e2 + λe1)⊗
v¯ ∈ R1, it follows that there exists a nonzero scalar γv ∈ F such that
β(v) = β(af1)+ γvv¯. (17)
We now consider v = (vi) ∈Va such that vs, vt /= 0 for some 2  s < t  n. Ap-
plying the similar arguments as in the proof of (16) we have
ϕ

e1 ⊗ v + e2 ⊗

 n∑
j=2,j /=i
vj fj




= e1 ⊗ β(v)+ e2 ⊗

 n∑
j=2,j /=i
vj fj

+ λie1 ⊗

 n∑
j=2,j /=i
vj fj

 ,
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where i = s, t , for some λs, λt ∈ F , and since
e1 ⊗ (β(v)− β(af1 + vifi))+ (e2 + λie1)⊗

 n∑
j=2,j /=i
vj fj

 , i = s, t,
are of rank one, there exist nonzero scalars γv,s, γv,t ∈ F such that
β(v) = β(af1 + vifi)+ γv′,i

 n∑
j=2,j /=i
vj fj

 , i = s, t. (18)
By (17) and (18), it is easy to see that γu = γv for all u, v ∈Va such that u, v /= af1.
Hence, assertion (15) is proved. Moreover, since β is the identity on V2, we define
a mapping θ : F → F\{0} such as
θ(a) =
{
1 if a = 0,
γa otherwise.
In view of (15), we deduce that
β(v) = β(v1f1)+ θ(v1)

∑
i2
vifi

 (19)
for all v = (vi) ∈V1. Since β(V∗1) =V∗1 and β(0) = 0, it follows that for each a ∈
F , we have β(af1) = (µ1(a), µ2(a), . . . , µn(a)) for some mappings µ1, . . . , µn :
F → F such that µi(0) = 0 for all 1  i  n. We now show that µ1 is bijective. By
(19) and the surjectivity of β, it is clear that µ1 is surjective. Suppose that µ1(a) =
µ1(b). Then we have β(af1) = (µ1(b), µ2(a), . . . , µn(a)). On the other hand, by
(19) we obtain
β

bf1 +∑
i2
(
µi(a)− µi(b)
θ(b)
)
fi

 = (µ1(b), µ2(a), . . . , µn(a)) = β(af1).
By the injectivity of β, we get a = b. This completes the proof of (13). Hence we
have ϕ|R1 = R(η1,...,ηm,ϑ) ◦L(µ1,...,µn,θ), and this completes our proof of case (a).
We now consider case (b). Define a mapping φ :T∗(mi ,ni ;k) → (T∗(pi ,qi ;h))∼ by
φ(A) = ψ(A)∼ for all A ∈T∗(mi ,ni ;k).
Obviously, φ is a bijective coherence invariant mapping with φ(0) = 0 and φ(Ui ⊗
Vi ) = Y∼i ⊗X∼i for all 1  i  k. Applying the result in case (a), we conclude that
qk+1−i = mi , pk+1−i = ni for all 1  i  k, and the result follows. 
From now on until Theorem 5.11, we may assume that T(mi ,ni ;k) is a block tri-
angular matrix space in Mm,n(F ) with m1, nk  2. Suppose k  2. We let c0 = 0,
and let ci = n1 + · · · + ni and di = m1 + · · · +mi for all 1  i  k. We will use
{E∗ij | 1  i  n, 1  j  m} to denote the standard basis for Mn,m(F ). Given any
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pair of integers s and t satisfying 1  s < t  k, we useSs,t to denote the subspace
of Mn,m(F ) consisting of all matrices (xij) for which xij = 0 whenever (i, j) /∈ Is,t ,
where Is,t is the set given by
Is,t =
{
(i, j) | cs−1 < i  cs, dt−1 < j  dt
}
.
Consequently, for each X = (xij) ∈Ss,t , we have
X =
cs∑
i=cs−1+1
dt∑
j=dt−1+1
xijE∗ij.
Thus it is easy to verify that AXA ∈T(mi ,ni ;k) for every A ∈T(mi ,ni ;k), AXA = 0
for all rank one matrix A ∈T(mi ,ni ;k), and
AXA = 0, (20)
whenever A = (aij) ∈T(mi ,ni ;k) satisfying aij = 0 for all 1  i  m, cs−1 < j 
cs ; or aij = 0 for all dt−1 < i  dt , 1  j  n. Furthermore, for any 1  s < t1, t2 
k, we have
X1AX2 = 0 (21)
for all A ∈T(mi ,ni ;k) and all Xi ∈Ss,ti , i = 1, 2. Similarly, for any 1  s1, s2 <
t  k,
X1AX2 = 0 (22)
for all A ∈T(mi ,ni ;k) and all Xi ∈Ssi ,t , i = 1, 2.
Given any 1  s < t  k, and any fixed X ∈Ss,t , we now define a mapping
X :T(mi ,ni ;k) →T(mi ,ni ;k) by
X(A) = A+ AXA for all A ∈ T(mi,ni ;k). (23)
Clearly,X is the identity on all rank one matrices ofT(mi ,ni ;k), and by (20) we see
that X(A) = A for all A ∈Tcs+1,m ∪T1,dt−1 . By (21)–(23), we see that for any
X, Y ∈Ss,t ,
(X ◦Y )(A) = (Y ◦X)(A) = X+Y (A) = A+ A(X + Y )A (24)
for all A ∈T(mi ,ni ;k). Consequently, we conclude that X is bijective since
−1X (A) = −X(A) = A− AXA for all A ∈T(mi ,ni ;k).
We now claim that X is a coherence invariant mapping on T(mi ,ni ;k). Let A and
B be any pair of coherent elements of T(mi ,ni ;k), and let Z = (zij) = A− B. Since
dt−1 + 1 > ds and Z ∈ R1, it follows that either zij = 0 for all 1  i  m, cs−1 <
j  cs ; or zij = 0 for all dt−1 < i  dt , 1  j  n. In other words, we have either
AX = BX; or XA = XB, and hence
X(A)−X(B) =
{
(Im + AX)Z, when AX = BX,
Z(In + XA), when XA = XB.
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Accordingly, X(A)−X(B) is of rank one. The proof of our claim is completed.
For any 1  s < t  k, we let
s,t =
∑
sp<qt
Sp,q .
Clearly,s,t constitutes a subspace of Mn,m(F ). Note that if t − s  2, then we have
Sp1,q1 ∩Sp2,q2 = {0} for all (p1, q1) /= (p2, q2) with s  pi < qi  t , i = 1, 2.
Consequently,
s,t =
⊕
sp<qt
Sp,q, (25)
i.e., s,t is the direct sum of its subspaces Sp,q, s  p < q  t .
Lemma 5.7. Let λ1, λ2 ∈ F . Let u1, u2 be linearly independent vectors inMm,1(F ),
and let v1, v2, w1, w2 be nonzero vectors in Fn such that 〈v2〉 /= 〈w2〉 and(
u1 ⊗ v1 + u2 ⊗ v2 + λ1(u1 ⊗ v2)
)
− (u1 ⊗ w1 + u2 ⊗ w2 + λ2(u1 ⊗ w2)) ∈ R1.
If either v1 = w1 or v1 − v2 = w1 − w2, then λ1 = λ2.
Proof. Note that u1 ⊗ (v1 − w1 + λ1v2 − λ2w2)+ u2 ⊗ (v2 − w2) is of rank one.
If v1 = w1, then we have λ1v2 − λ2w2, v2 − w2 are linearly dependent vectors since
〈u1〉 /= 〈u2〉. Thus, λ1 = λ2. We now suppose that v1 − v2 = w1 − w2. Then (1 +
λ1)v2 − (1 + λ2)w2, v2 − w2 are linearly dependent vectors. Hence, λ1 = λ2 as re-
quired. 
Lemma 5.8. Let k, s, t be integers such that k  2 and 1  s < t  k. Let ψ :
T(mi ,ni ;k) →T(mi ,ni ;k) be a bijective coherence invariant mapping. Suppose that
p, q are fixed integers satisfying cs−1 < p  cs and dt−1 < q  dt , and ψ(A) = A
for all A ∈Tp,q−1 ∪Tp+1,q . Then there exists λpq ∈ F such that
ψ(A) = A+ A(λpqE∗p q)A for all A ∈Tp,q .
Proof. We first establish that for any vectors u = w + eq ∈ U∗t and v = fp + z ∈
V∗s , where w = u1e1 + · · · + uq−1eq−1 and z = vp+1fp+1 + · · · + vnfn, there ex-
ists a scalar λvu ∈ F such that
ψ(x ⊗ v + u⊗ y) = x ⊗ v + u⊗ y + λvu(x ⊗ y) (26)
for all x ∈ Us , y ∈Vt . The result is clear when x = 0 or y = 0. In the sequel, we
assume that x, y /= 0. Since x ⊗ v + u⊗ y ∈ R2, by Lemma 4.2, there exists α ∈
F such that ψ(x ⊗ v + u⊗ y) = x ⊗ v + u⊗ y + α(x ⊗ y). Since m1, nk  2, we
suppose that x1, x2 and y1, y2 are linearly independent vectors of Us and Vt , re-
spectively. Let x3 = x1 + x2, and y3 = y1 + y2. Clearly 〈xi〉 /= 〈xj 〉 and 〈yi〉 /= 〈yj 〉
for all 1  i /= j  3. By Lemma 4.2, for any distinct pair 1  i, j  3,
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ψ(xi ⊗ v + u⊗ yj ) = xi ⊗ v + u⊗ yi + λ1(xi ⊗ yi), (27)
ψ(xj ⊗ v + u⊗ yj ) = xj ⊗ v + u⊗ yj + λ2(xj ⊗ yj ) (28)
for some λ1, λ2 ∈ F . We now consider the rank two matrix xi ⊗ v + u⊗ yj . Then
there exists λ3 ∈ F such that
ψ(xi ⊗ v + u⊗ yj ) = xi ⊗ v + u⊗ yj + λ3(xi ⊗ yj ). (29)
In view of (27)–(29), since both(
xi ⊗ v + u⊗ yj + λ1(xi ⊗ yi)
)− (xi ⊗ v + u⊗ yj + λ3(xi ⊗ yj )),(
xj ⊗ v + u⊗ yj + λ2(xj ⊗ yj )
)− (xi ⊗ v + u⊗ yj + λ3(xi ⊗ yj )),
are of rank one, it follows from Lemma 5.7 that we have λ1 = λ3 = λ2. Moreover,
since 〈x〉 /= 〈xi〉 and 〈y〉 /= 〈yi〉 for some 1  i  3, we may repeat the above ar-
gument to reach the desired conclusion α = λvu. The proof of (26) is complete. In
particular, there exists λpq ∈ F such that
ψ(x ⊗ fp + eq ⊗ y) = x ⊗ fp + eq ⊗ y + λpq(x ⊗ y)
for all x ∈ Us , y ∈Vt . We now show that
ψ(x ⊗ v + eq ⊗ y) = x ⊗ v + eq ⊗ y + λpq(x ⊗ y) (30)
for all x ∈ Us , y ∈Vt , and v = fp + z ∈V∗s with z = vp+1fp+1 + · · · + vnfn.
Again, the result is clear when either x, y or z is a zero vector. In what follows, we
assume that x, y, z /= 0. We devide our proof into the following cases:
Case 1: z ∈Vt .
Since nk  2, there exists v¯ ∈Vt such that 〈v¯〉 /= 〈z〉. By (26), there exists λvq
∈ F such that ψ(x ⊗ v + eq ⊗ w) = x ⊗ v + eq ⊗ v¯ + λvq(x ⊗ v¯). Since
ψ(x ⊗ v + eq ⊗ v¯)− ψ(x ⊗ fp + eq ⊗ (v¯ − z))
is of rank one, it follows that(
x ⊗ v + eq ⊗ v¯ + λvq(x ⊗ v¯)
)
−(x ⊗ fp + eq ⊗ (v¯ − z)+ λpq(x ⊗ (v¯ − z)))
is of rank one. In view of Lemma 5.7, we have λvq = λpq as desired.
Case 2: z /∈Vt .
Since m1  2 there exists u¯ ∈ Us such that 〈u¯〉 /= 〈x〉. Clearly, we have x ⊗ fp +
u¯⊗ z+ eq ⊗ y ∈ R3. By the assumption on ψ , we obtain
ψ(x ⊗ fp + u¯⊗ z) = x ⊗ fp + u¯⊗ z
and
ψ(u¯⊗ z+ eq ⊗ y) = u¯⊗ z+ eq ⊗ y,
and in view of (26), we have ψ(x ⊗ fp + eq ⊗ y) = x ⊗ fp + eq ⊗ y + λpq
(x ⊗ y), and ψ(x ⊗ v + eq ⊗ y) = x ⊗ v + eq ⊗ y + λvq(x ⊗ y) for some λvq ∈
F . By Lemma 4.2, we get
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ψ(x ⊗ fp + u¯⊗ z+ eq ⊗ y) = x ⊗ fp + u¯⊗ z+ eq ⊗ y + λpq(x ⊗ y).
Since ψ(x ⊗ fp + u¯⊗ z+ eq ⊗ y)− ψ(x ⊗ v + eq ⊗ y) is of rank one, it follows
that (u¯− x)⊗ z+ (λpq − λvq)(x ⊗ y) is of rank one, and hence λvq = λpq.
Since m1, nk  2, by using similar arguments as in the proof of (30) we show
that ψ(x ⊗ v + u⊗ y) = x ⊗ v + u⊗ y + λpq(x ⊗ y) for all x ∈ Us , y ∈Vt , u =
w + eq ∈ U∗t with w = u1e1 + · · · + uq−1eq−1, and v = fp + z ∈V∗s with z =
vp+1fp+1 + · · · + vnfn. We consider any nonzero rank r matrix A = (aij) ∈Tp,q .
Clearly, if A ∈Tp+1,q ∪Tp,q−1, then ψ(A) = A, and the result follows. We now
suppose that ai p /= 0, aq j /= 0 for some 1  i  ds , ct−1 < j  n. Write A1 =
(a1p, . . . , amp)
t and A2 = (aq 1, . . . , aq n). Then we have
A = A1 ⊗ y +
r−1∑
i=2
ui ⊗ vi + x ⊗ A2
for some y = fp + yp+1fp+1 + · · · + ynfn, x = x1e1 + · · · + xq−1eq−1 + eq , and
ui ⊗ vi ∈Tp+1,q−1 (2  i  r − 1). By the assumption on ψ , it is clear that
ψ(A1 ⊗ y + ui ⊗ vi) = A1 ⊗ y + ui ⊗ vi
and
ψ(ui ⊗ vi + x ⊗ A2) = ui ⊗ vi + x ⊗ A2
for all 2  i  r − 1, and ψ(ui ⊗ vi + uj ⊗ vj ) = ui ⊗ vi + uj ⊗ vj for all 2 
i /= j  r − 1. In view of Lemma 4.2, we have
ψ(A) = A+ λp,q(A1 ⊗ A2) = A+ A(λpqE∗p q)A
for all A ∈Tp,q . This completes our proof. 
Lemma 5.9. Let k, s, t be integers such that k  2 and 1  s < t  k. Let ψ :
T(mi ,ni ;k) →T(mi ,ni ;k) be a bijective coherence invariant mapping with ψ(A) = A
for all A ∈Tcs−1+1,dt−1 ∪Tcs+1,dt . Then there exists a fixed matrix X ∈Ss,t (F )
such that
ψ(A) = A+ AXA for all A ∈Tcs−1+1,dt .
Proof. We let p = cs and q = dt−1. Firstly, our task is to show that there exist
scalars λp q+1, . . . , λp q+mt ∈ F such that
ψ(A) = A+ A

 mt∑
j=1
λp q+jE∗p q+j

A (31)
for allA ∈Tp,q+mt . By our assumption onψ , we getψ(A) = A for allA ∈Tp,q ∪
Tp+1,q+1. By Lemma 5.8, we can easily deduce that there exists λp q+1 ∈ F such
that ψ(A) = A+ A(λp q+1E∗p q+1)A for all A ∈Tp,q+1. If mt = 1, then the proof
of (31) is complete. Now, suppose mt > 1. We define a mapping φ1 :T(mi ,ni ;k) →
T(mi ,ni ;k)
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φ1(A) = A+ A(λp q+1E∗p q+1)A for all A ∈T(mi ,ni ;k).
Clearly, φ1 is a bijective coherence invariant mapping on T(mi ,ni ;k), and by (20),
we have φ1(A) = A for all A ∈Tp+1,m. Thus φ−11 ◦ ψ is the identity onTp,q+1 ∪
Tp+1,q+2. Applying the similar argument to φ−11 ◦ ψ |Tp,q+2, by Lemma 5.8 again,
there exists λp q+2 ∈ F such that (φ−11 ◦ ψ)(A) = A+ A(λp q+2E∗p q+2)A for all
A ∈Tp,q+2. By (21) and (22), we see that
ψ(A) = A+ A(λp q+1E∗p q+1 + λp q+2E∗p q+2)A
for all A ∈Tp,q+2. Continuing in this manner, it is easy to check that (31) holds
true. If ns = 1, then we are done. Suppose ns > 1. Again, we define a mapping
φ2 :T(mi ,ni ;k) →T(mi ,ni ;k) by
φ2(A) = A+ A

 mt∑
j=1
λp q+jE∗p q+j

A
for all A ∈T(mi ,ni ;k). Then the mapping φ−12 ◦ ψ , which is a bijective coherence in-
variant mapping onT(mi ,ni ;k), is the identity onTp−1,q ∪Tp,q+1. By Lemma 5.8,
there exists λp−1 q+1 ∈ F such that (φ−12 ◦ ψ)(A) = A+ A(λp−1 q+1E∗p−1 q+1)A
for all A ∈Tp−1,q+1. By repeating the similar arguments as in the proof of (31), we
can show that
(φ−12 ◦ ψ)(A) = A+ A

 mt∑
j=1
λp−1 q+jE∗p−1 q+j

A
for all A ∈Tp−1,q+mt . Again, in view of (21) and (22), we deduce that
ψ(A) = A+ A

 1∑
i=0
mt∑
j=1
λp−i q+jE∗p−i q+j

A
for all A ∈Tp−1,q+mt . Continuing in this manner, finally, we conclude that
ψ(A) = A+ A

 ∑
(i,j)∈Is,t
λijE∗i j

A for all A ∈Tcs−1+1,dt .
This completes our proof. 
Example 5.10. Let k, s, t be integers such that k  2 and 1  s < t  k. Let X
be any n×m matrix of s,t . By (25), we see that X is uniquely represented in the
form X =∑si<jt Xij, where Xij ∈Si,j for all s  i < j  t . We now define a
mapping X,s,t :T(mi ,ni ;k) →T(mi ,ni ;k) by
X,s,t = X,s,s+1 ◦ · · · ◦ X,s,j ◦ · · · ◦ X,s,t ,
where for each s + 1  j  t,X,s,j is the mapping on T(mi ,ni ;k) given by
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X,s,j (A) = A+ A

j−1∑
i=s
Xij

A for all A ∈T(mi ,ni ;k).
In view of (21)–(24), we have
X,s,j = Xs j ◦ · · · ◦Xj−1 j .
HenceX,s,t is a bijective coherence invariant mapping onT(mi ,ni ;k) withX,s,t (A)= A for every rank one matrix A ∈T(mi ,ni ;k). Moreover, by (21) and (22), we can
easily conclude that for any s  i < j  t , and any X, Y ∈ s,t , we have
X,i,j ◦ Y,i,j = X+Y,i,j ,
X,i,j1 ◦ Y,i,j2 = Y,i,j2 ◦ X,i,j1
for all i < j1, j2  k. Hence we deduce that
X,s,t ◦ Y,s,t = X+Y,s,t for all X, Y ∈ s,t .
Theorem 5.11. A mapping ψ :T(mi ,ni ;k) →T(pi ,qi ;h) is bijective coherence in-
variant if and only ifT(pi ,qi ;h) =T(mi ,ni ;k) orT(pi ,qi ;h) = (T(mi ,ni ;k))∼ and ψ is
a composition of some or all of the following mappings:
(i) The mapping A → PAQ for some nonsingular matrices P ∈ Mm(F),Q ∈
Mn(F) described in Lemma 5.1.
(ii) The mapping A → A+ R for some matrix R ∈T(mi ,ni ;k).
(iii) The mapping A → Aσ , induced by a field automorphism a → aσ of F.
(iv) The mapping X,1,k as defined in Example 5.10, but only when k  2.
(v) The mapping A → A∼. This is present only when T(pi ,qi ;h) = (T(mi ,ni ;k))∼.
Proof. The sufficiency part is clear. We prove the necessity below. Let ψ(0) = R.
We now define a mapping ϕ :T(mi ,ni ;k) →T(pi ,qi ;h) by
ϕ(A) = ψ(A)− R for all A ∈T(mi ,ni ;k).
Hence ϕ is bijective coherence invariant with ϕ(0) = 0. Applying Lemma 5.6 we
have T(pi ,qi ;k) =T(mi ,ni ;k) or T(pi ,qi ;k) = (T(mi ,ni ;k))∼, and ϕ|R1 is a composi-
tion of some or all the bijective coherence invariant mappings described in (i), (ii) and
(v) of Lemma 5.6. We consider only the case T(pi ,qi ;k) =T(mi ,ni ;k) as the second
case, i.e., T(pi ,qi ;k) = (T(mi ,ni ;k))∼ can be treated in the same way. Consequently,
we may assume without loss of generality that ϕ(A) = A for every rank one matrix
A ∈T(mi ,ni ;k). In view of Theorem 5.5, we have
ϕ(A) = A for all A ∈ Ui ⊗Vi , 1  i  k. (32)
Consequently, when k = 1, we are done. We now suppose that k  2. In the next
step, we proceed to show that for each 1 < s  k, there exist matrices Xpq ∈ Sp,q
for all 1  p < q  s such that
ϕ(A) = (1,2 ◦ · · · ◦ 1,s) (A) for all A ∈T1,ds , (33)
W.L. Chooi, M.H. Lim / Linear Algebra and its Applications 346 (2002) 199–238 221
where for each 1 < j  s,1,j is the mapping on T(mi ,ni ;k) given by
1,j (A) = A+ A

j−1∑
i=1
Xij

A for all A ∈T(mi ,ni ;k).
We proceed by induction on s, with the result being trivial for s = 2 by (32) and
Lemma 5.9. We now assume that s > 2, and assertion (33) holds true for s − 1. Let
φ = (1,2 ◦ · · · ◦ 1,s−1)−1 ◦ ϕ. Surely, φ is a bijective coherence invariant map-
ping on T(mi ,ni ;k) with φ(A) = A for all A ∈T1,ds−1 . In view of (20), we see that
for each 2  j  s − 1,1,j (A) = A for all A ∈ Ui ⊗Vi , i = s − 1, s. Hence, by
(32) we conclude that φ(A) = A for all A ∈ Ui ⊗Vi , i = s − 1, s. By Lemma 5.9
there exists Xs−1 s ∈Ss−1,s such that
φ(A) = Xs−1 s (A) for all A ∈cs−2+1,ds .
Again by (20), we see that Xs−1 s (A) = A for all A ∈T1,ds−1 , thus (−1Xs−1 s ◦
φ)(A) = A for all A ∈T1,ds−1 ∪Tcs−2+1,ds . In particular, we have (−1Xs−1 s ◦ φ)
(A) = A for all A ∈Tcs−3+1,ds−1 ∪Tcs−2+1,ds . Applying the same argument
to (−1Xs−1 s ◦ φ)|Tcs−3+1,ds , by Lemma 5.9 there exists Xs−2s ∈ Ss−2,s such
that
(−1Xs−1 s ◦ φ)(A) = Xs−2 s (A) for all A ∈Tcs−3+1,ds .
Similarly, we deduce that (−1Xs−2 s ◦−1Xs−1 s ◦ φ)(A) = A for all A ∈T1,ds−1 ∪
Tcs−3+1,ds .
Continuing in this manner, finally, we deduce that(
−1X1 s ◦ · · · ◦−1Xs−2 s ◦−1Xs−1 s ◦ φ
)
(A) = A
for all A ∈T1,ds . Consequently, we have
φ(A)= (X1 s ◦ · · · ◦Xs−2 s ◦Xs−1 s )(A)
= A+ A
(
s−1∑
i=1
Xi s
)
A
= 1,s(A)
for all A ∈T1,ds , and hence (−11,s ◦ φ)(A) = A for all A ∈T1,ds . Assertion (33)
is proved. By the principle of mathematics induction, we conclude that there exists
X ∈ 1,k such that ϕ(A) = X,1,k(A) for all A ∈T(mi ,ni ;k). This completes our
proof. 
Recall that T∗(mi ,ni ;k) is the block triangular matrix space of Mm,n(F ) such that
n1 = 1 when m1 = 1, and mk = 1 when nk = 1.
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Lemma 5.12. Let T∗(mi ,ni ;k) /=T2, and let ψ :T∗(mi ,ni ;k) →T∗(mi ,ni ;k) be a bi-jective coherence invariant mapping with ψ(A) = A for every rank one matrix A of
T∗(mi ,ni ;k). Then the following hold:(a) If m1 = 1 and nk  2, and ψ(A) = A for all A ∈T2,m, then there exist map-
pings α2, . . . , αm : F → F with αi(0) = 0 for all 2  i  m, such that
ψ (e1 ⊗ y + u⊗ v) = e1 ⊗ y + u⊗ v +
(
m∑
i=2
αi(y1)ui
)
(e1 ⊗ v)
for all y = (yi) ∈V1, u = u2e2 + · · · + umem ∈ Uj and v ∈Vj (2  j  k).
(b) If m1  2 and nk = 1, and ψ(A) = A for all A ∈T1,m−1, then there exist map-
pings β1, . . . , βn−1 : F → F with βi(0) = 0 for all 1  i  n− 1, such that
ψ (u⊗ v + x ⊗ fn) = u⊗ v + x ⊗ fn +
(
n−1∑
i=1
viβi(xn)
)
(u⊗ fn)
for all x = (xi) ∈ Uk, u ∈ Uj and v = v1f1 + · · · + vn−1fn−1 ∈Vj (1  j 
k − 1).
(c) If m1 = nk = 1, and ψ(A) = A for all A ∈T1,m−1 ∪T2,m, then there exists
a mapping δ : F 2 → F with δ(0, a) = δ(a, 0) = 0 for all a ∈ F, such that
ψ(e1 ⊗ y + x ⊗ fn) = e1 ⊗ y + x ⊗ fn + δ(y1, xm)(e1 ⊗ fn)
for all y = y1f1 + · · · + yn−1fn−1 ∈V1, x = (xi) ∈ Uk.
Proof. We consider only assertions (a) and (c) as assertion (b) can be treated simi-
larly as (a). Firstly, we shall concentrate on assertion (a). We first establish that there
exist mappings α2, . . . , αm : F → F with αi(0) = 0 for all 2  i  m, such that for
each es ∈ U∗j , 2  j  k,
ψ (e1 ⊗ y + es ⊗ v) = e1 ⊗ y + es ⊗ v + αs(y1)(e1 ⊗ v) (34)
for all y = (yi) ∈V1, and v ∈Vj . Obviously, (34) holds true when y1=0 or v=0.
We now consider nonzero vector v ∈Vj and y ∈V∗1. By Lemma 4.2, there exists
λy,s ∈F such that
ψ (e1 ⊗ y + es ⊗ fn) = e1 ⊗ y + es ⊗ fn + λy,s(e1 ⊗ fn).
Let v be any vector in Vj such that 〈v〉 /= 〈fn〉. By Lemma 4.2 again, there exists
λ ∈ F such that
ψ (e1 ⊗ y + es ⊗ v) = e1 ⊗ y + es ⊗ v + λ(e1 ⊗ v).
Since (e1 ⊗ y + es ⊗ fn + λy,s(e1 ⊗ fn))− (e1 ⊗ y + es ⊗ v + λ(e1 ⊗ v)) ∈ R1, it
follows from Lemma 5.7 that λ = λy,s . Hence, we deduce that for each es ∈ U∗j (2 
j  k), and y ∈V∗1, there exists λy,s ∈ F such that
ψ (e1 ⊗ y + es ⊗ v) = e1 ⊗ y + es ⊗ v + λy,s(e1 ⊗ v) (35)
for all v ∈Vj . We next claim that for each 2  s  m, λy,s = λy1f1,s for all y =
(yi) ∈V∗1. Let y = y1f1 + z be any vector in V∗1 with z ∈V2\{0}. We will distin-
guish our proof into the following two cases:
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Case 1: 2  s  1 +m2.
Then there exist linearly independent vectors w1, w2 ∈V2 such that w1 − w2 =
z. In view of (35), we see that
ψ(e1 ⊗ y + es ⊗ w1) = e1 ⊗ y + es ⊗ w1 + λy,s(e1 ⊗ w1),
ψ(e1 ⊗ y1f1 + es ⊗ w2) = e1 ⊗ y1f1 + es ⊗ w2 + λy1f1,s(e1 ⊗ w2)
for some λy,s, λy1f1,s ∈ F . Since(
e1 ⊗ y + e2 ⊗ w1 + λy,s(e1 ⊗ w1)
)
− (e1 ⊗ y1f1 + e2 ⊗ w2 + λy1f1,s(e1 ⊗ w2))
is of rank one, it follows from Lemma 5.7 that we prove λy,s = λy1f1,s .
Case 2: 1 +m2 < s  m.
Let w be any vector in Vk such that w, z are linearly independent. Then ψ(e2 ⊗
z+ es ⊗ w) = e2 ⊗ z+ es ⊗ w, and by (35) and the result of case 1, there exist
λy1f1,2, λy1f1,s , λy,s ∈ F such that
ψ(e1 ⊗ y + e2 ⊗ z) = e1 ⊗ y + e2 ⊗ z+ λy1f1,2(e1 ⊗ z),
ψ(e1 ⊗ y1f1 + es ⊗ w) = e1 ⊗ y1f1 + es ⊗ w + λy1f1,s(e1 ⊗ w),
ψ(e1 ⊗ y + es ⊗ w) = e1 ⊗ y + es ⊗ w + λy,s(e1 ⊗ w).
By Lemma 4.2, we deduce that
ψ(e1 ⊗ y + e2 ⊗ z+ es ⊗ w)
= e1 ⊗ y + e2 ⊗ z+ es ⊗ w + λy1f1,2(e1 ⊗ z)+ λy,s(e1 ⊗ w).
Since ψ(e1 ⊗ y + e2 ⊗ z+ es ⊗ w)− ψ(e1 ⊗ y1f1 + es ⊗ w) is of rank one, it fol-
lows that ((1 + λy1f1,2)e1 + e2)⊗ z+ (λy,s − λy1f1,s)e1 ⊗ w is of rank one. Since〈w〉 /= 〈z〉, we have λy,s = λy1f1,s . Hence our claim is complete. Consequently, for
each 2  s  m, we define a mapping αs : F → F by
αs(a) =
{
0 if a = 0,
λaf1,s otherwise.
Hence, (34) is proved.
We are now in a position to show that there exist mappings α2, . . . , αm : F → F
with αi(0) = 0 for all 2  i  m, such that
ψ (e1 ⊗ y + u⊗ v) = e1 ⊗ y + u⊗ v +
(
m∑
i=2
αi(y1)ui
)
(e1 ⊗ v) (36)
for all y = (yi) ∈V1, v ∈Vj and u = u2e2 + · · · + umem ∈ Uj (2  j  k).
Again, by the assumption on ψ , it is clear that (36) is true when either y1 = 0, u = 0
or v = 0. In what follows, we assume that u, v /= 0, and y = (yi) ∈V∗1. We now
proceed by induction proof. We first consider u = u2e2. By (34), we have
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ψ (e1 ⊗ y + u2e2 ⊗ v)= ψ (e1 ⊗ y + e2 ⊗ u2v)
= e1 ⊗ y + u2e2 ⊗ v + (α2(y1)u2)(e1 ⊗ v).
Hence (36) is proved for u = u2e2. We now suppose that (36) holds true for any
u = u2e2 + · · · + uheh ∈ Uj with h  2. Since nk  2, we consider any z ∈Vj
with 〈z〉 /= 〈v〉. Given any nonzero uh+1 ∈ F and u = u2e2 + · · · + uheh ∈ Uj , it is
clear that e1 ⊗ y + u⊗ v + uh+1eh+1 ⊗ z ∈ R3. Similarly,
ψ(e1 ⊗ y + uh+1eh+1 ⊗ z)
= e1 ⊗ y + uh+1eh+1 ⊗ z+ (αh+1(y1)uh+1)(e1 ⊗ z).
By our induction hypothesis and Lemma 4.2, we have
ψ(e1 ⊗ y + u⊗ v + uh+1eh+1 ⊗ z)
= e1 ⊗ y + u⊗ v + uh+1eh+1 ⊗ z+
(
h∑
i=2
αi(yi)ui
)
(e1 ⊗ v)
+ (αh+1(y1)uh+1)(e1 ⊗ z).
By Lemma 4.2 again, there exists λ ∈ F such that
ψ(e1 ⊗ y + (u+ uh+1eh+1)⊗ v)
= e1 ⊗ y + (u+ uh+1eh+1)⊗ v + λ(e1 ⊗ v).
Since
ψ
(
e1 ⊗ y + (u+ uh+1eh+1)⊗ v
)− ψ(e1 ⊗ y + u⊗ v + uh+1eh+1 ⊗ z)
= uh+1eh+1 ⊗ (v − z)+ e1 ⊗
((
λ−
h∑
i=2
αi(y1)ui
)
v − αh+1(y1)uh+1z
)
is of rank one, it follows that λ =∑h+1i=2 αi(yi)ui as required. Hence we complete
the proof of assertion (a) by induction.
To prove assertion (c) we consider any nonzero scalars a, b ∈ F . By Lemma 4.2,
there exists λa,b ∈ F such that
ψ(e1 ⊗ af1 + bem ⊗ fn) = e1 ⊗ af1 + bem ⊗ fn + λa,b(e1 ⊗ fn).
We define a mapping δ : F 2 → F by
δ(a, b) =
{
λa,b if a, b ∈ F\{0},
0 otherwise.
Hence we have
ψ(e1 ⊗ y1f1 + xmem ⊗ fn) = e1 ⊗ y1f1 + xmem ⊗ fn + δ(y1, xm)(e1 ⊗ fn)
for all y1, xm ∈ F . We next verify that
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ψ(e1 ⊗ y1f1 + x ⊗ fn) = e1 ⊗ y1f1 + x ⊗ fn + δ(y1, xm)(e1 ⊗ fn) (37)
for all y1 ∈ F , x = (xi) ∈ Uk . Let x = w + xmem for some w ∈ Uk−1. Obviously,
(37) is true when w = 0 or xm = 0. We now assume that w, xm /= 0. By Lemma
4.2, we have ψ(e1 ⊗ y1f1 + x ⊗ fn) = e1 ⊗ y1f1 + x ⊗ fn + λ(e1 ⊗ fn) for some
λ ∈ F . We distinguish between two cases:
Case 1: w ∈ U∗j for some 2  j  k − 1.
By the assumption on ψ , we see that
ψ(e1 ⊗ y1f1 + w ⊗ fn−1) = e1 ⊗ y1f1 + w ⊗ fn−1,
ψ(w ⊗ fn−1 + xmem ⊗ fn) = w ⊗ fn−1 + xmem ⊗ fn.
By Lemma 4.2 again, we see that
ψ(e1 ⊗ y1f1 + w ⊗ fn−1 + xmem ⊗ fn)
= e1 ⊗ y1f1 + w ⊗ fn−1 + xmem ⊗ fn + δ(y1, xm)(e1 ⊗ fn).
Since ψ(e1 ⊗ y1f1 + w ⊗ fn−1 + xmem ⊗ fn)− ψ(e1 ⊗ y1f1 + x ⊗ fn) ∈ R1, it
follows that
w ⊗ (fn−1 − fn)+ (δ(y1, xm)− λ) (e1 ⊗ fn) ∈ R1.
Hence λ = δ(y1, xm) as asserted.
Case 2: w ∈ U∗1.
Let w = x1e1, and let z1 = −x1(e1 + e2) and z2 = −x1e2 + xmem. By case 1,
we have
ψ(e1 ⊗ y1f1 + z1 ⊗ fn−1 + z2 ⊗ fn)
= e1 ⊗ y1f1 + z1 ⊗ fn−1 + z2 ⊗ fn + δ(y1, xm)(e1 ⊗ fn).
Moreover, since ψ(e1 ⊗ y1f1 + x ⊗ fn)− ψ(e1 ⊗ y1f1 + z1 ⊗ fn−1 + z2 ⊗ fn) ∈
R1, it follows that x1(e1 + e2)⊗ (fn−1 + fn)+ (λ− δ(y1, xm))(e1 ⊗ fn) ∈ R1.
Hence we have λ = δ(y1, xm).
Analogously, by using arguments similar as in the proof of assertion (37), we
obtain
ψ(e1 ⊗ y + x ⊗ fn) = e1 ⊗ y + x ⊗ fn + δ(y1, xm)(e1 ⊗ fn)
for all y = y1f1 + · · · + yn−1fn−1 ∈V1, x = (xi) ∈ Uk . Hence the lemma is
proved. 
Example 5.13. Let m, n be integers  2. Let each of α2, . . . , αm, β2, . . . , βn be
a mapping from F into F such that αi(0) = 0 for all 2  i  m, and βj (0) = 0
for all 2  j  n. For each 2  i  m, 2  j  n, and for any a ∈ F , we denote
P(α2,...,αi )(a) and Q(β2,...,βj )(a) to be the m×m matrix and n× n matrix, respec-
tively
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P(α2,...,αi )(a) =


1 α2(a) · · · αi(a)
1 · · · 0
.
.
.
...
1
0 . . .
1


,
and
Q(β2,...,βj )(a) =


1 0
.
.
.
1 · · · 0 βj (a)
.
.
.
...
...
0 1 β2(a)
1


,
i.e.,
P(α2,...,αi )(a) = Im +
i∑
s=2
αs(a)E1s
and
Q(β2,...,βj )(a) = In +
j∑
s=2
βs(a)En+1−sn.
Clearly, P(α2,...,αi )(a) and Q(β2,...,βj )(a) are nonsingular matrices for all a, and
P(α2,...,αi )(0) = Im, Q(β2,...,βj )(0) = In.
Let either m1 = 1 or nk = 1. Define a mapping  :T∗(mi ,ni ;k) →T∗(mi ,ni ;k) by
(A) =


P(α2,...,αm)(a11)A if m1 = 1, nk  2,
P(α2,...,αm−1)(a11)AQ(β2,...,βn−1)(amn)+ δ(a11, amn)E1n if m1 = nk = 1,
AQ(β2,...,βn)(amn) if m1  2, nk = 1,
for all A = (aij) ∈T∗(mi ,ni ;k), where δ is the mapping from F 2 into F with δ(a, 0) =
δ(0, a) = 0 for all a ∈ F . For each 2  i  m, 2  j  n, we define a mapping
 :T∗(mi ,ni ;k) →T∗(mi ,ni ;k) by
(A) =


P(−α2,...,−αm)(a11)A if m1 = 1, nk  2,
P(−α2,...,−αm−1)(a11)AQ(−β2,...,−βn−1)(amn)− δ(a11, amn)E1n if m1 = nk = 1,
AQ(−β2,...,−βn)(amn) if m1  2, nk = 1
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for all A = (aij) ∈T∗(mi ,ni ;k). One easily checks that ( ◦ )(A) = ( ◦)(A) =
A for all A ∈T∗(mi ,ni ;k). Hence  is a bijective mapping on T∗(mi ,ni ;k).
We next claim that  is a coherence invariant mapping. We consider only the
case m1 = nk = 1, as the other cases can be shown much easily. Let A = (aij) and
B = (bij) be any pair of coherent elements of T∗(mi ,ni ;k). We will distinguish our
proof into the following cases:
Case 1: a11 = b11 and amn = bmn.
Evidently, P(α2,...,αm−1)(a11) = P(α2,...,αm−1)(b11) and Q(β2,...,βn−1)(amn) =
Q(β2,...,βn−1) (bmn). Hence, (A)− (B) = P(α2,...,αm − 1)(a11)(A− B)Q(β2,...,βn−1)
(amn) ∈ R1.
Case 2: a11 /= b11.
Thenaij = bij for all 2  i  m, 1  j  n, andQ(β2,...,βn−1)(amn) = Q(β2,...,βn−1)
(bmn). Thus the ij-entry of
P(α2,...,αm−1)(a11)A−P(α2,...,αm−1)(b11)B
is zero for all 2  i  m, 1  j  n. Thus the ij-entry of (A)− (B) is zero for
all 2  i  m, and hence (A)− (B) ∈ R1.
Case 3: amn /= bmn.
Using similar argument as in the proof of case 2, we have (A)− (B) ∈ R1.
Hence our claim is proved.
Theorem 5.14. LetT∗(mi ,ni ;k) /=T2. Thenψ :T∗(mi ,ni ;k) →T∗(pi ,qi ;h) is a bijective
coherence invariant mapping if and only if T∗(pi ,qi ;h) =T∗(mi ,ni ;k) or T∗(pi ,qi ;h) =
(T∗(mi ,ni ;k))
∼; and ψ is a composition of some or all of the following mappings:
(i) The mapping A → PAQ for some nonsingular matrices P ∈ Mm(F),Q ∈
Mn(F) described in Lemma 5.1.
(ii) The mapping A → A+ R for some matrix R ∈T∗(mi ,ni ;k).(iii) The mapping A → Aσ , induced by a field automorphism a → aσ of F .
(iv) The mappingL(µ1,...,µn,θ) as defined in Example 5.2, but only when m1 = 1.
(v) The mapping R(η1,...,ηm,ϑ) as defined in Example 5.3, but only when nk = 1.
(vi) The mapping X,s,t as defined in Example 5.10, but only when s < t, and
s =
{
1 when m1  2,
2 when m1 = 1; and t =
{
k − 1 when nk = 1,
k when nk  2.
(vii) The mapping  as defined in Example 5.13, but only when m1 = 1 or nk = 1.
(viii) The mapping A → A∼. This is present only whenT∗(pi ,qi ;h) = (T∗(mi ,ni ;k))∼.
Proof. The sufficiency part is clear. We prove the necessity below.
Suppose that ψ(0) = R. Define a mapping ϕ :T∗(mi ,ni ;k) →T∗(pi ,qi ;h) by
ϕ(A) = ψ(A)− R for all A ∈T∗(mi ,ni ;k).
Hence ϕ is a bijective coherence invariant mapping with ϕ(0) = 0. Applying Lem-
ma 5.6, we see that T∗(pi ,qi ;h) =T∗(mi ,ni ;k) or T∗(pi ,qi ;h) = (T∗(mi ,ni ;k))∼, and ϕ|R1
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is a composition of some or all of the bijective coherence invariant mappings as
described in Lemma 5.6. We consider only the case T∗(pi ,qi ;h) =T∗(mi ,ni ;k) as the
second case, i.e.,T∗(pi ,qi ;h) = (T∗(mi ,ni ;k))∼ can be proved similarly. We can assume
without loss of generality that ϕ(A) = A for every rank one matrix A ∈T∗(mi ,ni ;k).
We distinguish our proof into the following cases:
Case 1: Suppose m1, nk  2.
By Theorem 5.11, there exists X ∈ 1,k such that ϕ(A) = X,1,k(A) for all A ∈
T∗(mi ,ni ;k). This completes the proof of case 1.
Case 2: Suppose m1 = 1 and nk  2.
We consider the mapping ϕ|T2,m. Then by Theorem 5.11, there exists X ∈ 2,k
such that
ϕ(A) = X,2,k(A), for all A ∈T2,m.
Certainly, φ = −1X,2,k ◦ ϕ is a bijective coherence invariant mapping on T∗(mi ,ni ;k)
with φ(A) = A for all A ∈T2,m. Consider any nonzero rank r matrix A = (aij) ∈
T∗(mi ,ni ;k) with a11 /= 0. We let u1 = (a11, . . . , a1n). In view of Lemma 2.1, there ex-
ist elements ui = (0, xi2, . . . , xim)t ∈ U∗si , vi ∈V∗ti with 2  si  ti  k, 2  i 
r , such that
A = e1 ⊗ u1 +
r∑
i=2
ui ⊗ vi .
By Lemma 5.12(a), we see that for each 2  i  r ,
ϕ(e1 ⊗ u1 + ui ⊗ vi) = e1 ⊗ u1 + ui ⊗ vi +

 m∑
j=2
αj (a11)xij

 (e1 ⊗ vi),
where α2, . . . , αm are mappings on F with αi(0) = 0 for all 2  i  m. By Lemma
4.2, we have
φ(A)= φ
(
e1 ⊗ u1 +
r∑
i=2
ui ⊗ vi
)
= A+
r∑
i=2



 m∑
j=2
αj (a11)xij

 (e1 ⊗ vi)


= A+ e1 ⊗

 r∑
i=2

 m∑
j=2
αj (a11)xij

 vi


= A+ (e1 ⊗ (0, α2(a11), . . . , αm(a11)))A
= (P(α2,...,αm)(a11))A
= (A).
Thus, we are done.
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Case 3: Suppose m1  2 and nk = 1.
By using similar arguments as in the proof of case 2, we show that there exist map-
pings β2, . . . , βn : F → F with βi(0) = 0 for all 2  i  n, and X ∈ 1,k−1 such
that (−1X,1,k−1 ◦ ϕ)(A) = A(Q(β2,...,βn)(amn)) = (A) for allA = (aij) ∈T∗(mi ,ni ;k).
Case 4: Suppose m1 = nk = 1.
Firstly, we consider the mapping ϕ|T2,m−1. Applying Theorem 5.11, we see that
ϕ(A) = X,2,k−1(A) for all A ∈T2,m−1
for some matrix X ∈ 2,k−1. Next we consider the restriction of the mapping of
−1X,2,k−1 ◦ ϕ to the subspacesT1,m−1 andT2,m, respectively. By cases 2 and 3, we
see that
(−1X,2,k−1 ◦ ϕ)(A) =
(
P(α2,...,αm−1)(a11)
)
A for all A = (aij) ∈T1,m−1,
(−1X,2,k−1 ◦ ϕ)(A) = A
(
Q(β2,...,βn−1)(amn)
)
for all A = (aij) ∈T2,m.
We define mappings σ1, σ2 :T∗(mi ,ni ;k) →T∗(mi ,ni ;k) by
σ1(A) =
(
P(α2,...,αm−1)(a11)
)
A and σ2(A) = A
(
Q(β2,...,βn−1)(amn)
)
for all A = (aij) ∈T∗(mi ,ni ;k). Clearly, the mappings σ1 and σ2 are both bijective
coherence invariant with σ1(A) = A for all A ∈T2,m, and σ2(A) = A for all A ∈
T1,m−1, and
(σ1 ◦ σ2)(A) = (σ2 ◦ σ1)(A) = P(α2,...,αm−1)(a11)AQ(β2,...,βn−1)(amn)
for all A = (aij) ∈T∗(mi ,ni ;k). Consequently, the mapping φ = σ−11 ◦ σ−12 ◦
−1X,2,k−1 ◦ ϕ, which is a bijective coherence invariant mapping, is the identity on
all of T1,m−1 ∪T2,m. Let A = (aij) be any rank r matrix of T∗(mi ,ni ;k) such that
a11, amn are both nonzero scalars, and let u1 = (a11, . . . , a1n−1, 0) and u2 =
(a1n, . . . , amn)
t
. Then there exists a rank r − 2 matrixB ∈T2,m−1 such thatA = e1⊗
u1 + B + u2 ⊗ fn. Since φ(e1 ⊗ u1 + B) = e1 ⊗ u1 + B, and φ(B + u2 ⊗ fn) =
B + u2 ⊗ fn, it follows from Lemmas 4.2 and 5.12(c) that
φ(A) = A+ δ(a11, amn)(e1 ⊗ fn),
where δ : F 2 → F is a mapping such that δ(0, a) = δ(a, 0) = 0 for all a ∈ F . Hence
we conclude that
(−1X,2,k−1 ◦ ϕ)(A)= P(α2,...,αm−1)(a11)AQ(β2,...,βn−1)(amn)+ δ(a11, amn)E1n
= (A)
for all A = (aij) ∈T∗(mi ,ni ;k). This completes our proof. 
230 W.L. Chooi, M.H. Lim / Linear Algebra and its Applications 346 (2002) 199–238
In particular, we have the following.
Corollary 5.15. Let n be an integer  3. Then ψ :Tn →T(pi ,qi ;h) is a bijective
coherence invariant mapping if and only ifT(pi ,qi ;h) =Tn, and ψ is a composition
of some or all of the following mappings:
(i) The mapping A → PAQ for some nonsingular matrices P,Q ∈Tn.
(ii) The mapping A → A+ R for some matrix R ∈Tn.
(iii) The mapping A → Aσ , induced by a field automorphism a → aσ of F.
(iv) The mapping L(µ1,...,µn,θ) as defined in Example 5.2.
(v) The mapping R(η1,...,ηn,ϑ) as defined in Example 5.3.
(vi) The mapping X,2,n−1 as defined in Example 5.10, but only when n > 3.
(vii) The mapping  as defined in Example 5.13.
(viii) The mapping A → A∼.
Proposition 5.16. A mapping ψ :T2 →T2 is bijective coherence invariant if and
only if either
ψ
(
a b
0 c
)
=
(
α(a) fa,c(b)
0 β(c)
)
+ R for all a, b, c ∈ F ;
or
ψ
(
a b
0 c
)
=
(
β(c) fa,c(b)
0 α(a)
)
+ R for all a, b, c ∈ F,
where R ∈T2, α and β are bijective mappings on F with α(0) = β(0) = 0, and
fa,c’s are bijective mappings on F with f0,0(0) = 0.
Proof. The sufficiency part is clear. We consider the necessity part. Suppose that
ψ(0) = R. We define a mapping ϕ :T2 →T2 by ϕ(A) = ψ(A)− R for all A ∈
T2. Clearly, ϕ is bijective coherence invariant with ϕ(0) = 0. Let
W1 =
{(
a b
0 0
)∣∣∣∣ a, b ∈ F
}
,
W2 =
{(
0 b
0 c
)∣∣∣∣ b, c ∈ F
}
,
W3 =
{(
a b
0 c
)∣∣∣∣ a, b, c ∈ F, with ac /= 0
}
.
Applying Lemma 4.3, we see that either ϕ(W1) = W1 and ϕ(W2) = W2; or ϕ(W1) =
W2 and ϕ(W2) = W1. We consider only the first case as the second case can be
proved similarly. We first note that ϕ(W3) = W3. For any(
a b
0 c
)
∈ W3 and
(
a x
0 0
)
∈ W1,
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let
ψ
(
a b
0 c
)
=
(
s y
0 t
)
with st /= 0, and
ψ
(
a x
0 0
)
=
(
s′ y′
0 0
)
.
Moreover, since
ψ
(
a b
0 c
)
− ψ
(
a x
0 0
)
∈ R1,
it follows that s = s′. Therefore, there exists a bijective mapping α : F → F with
α(0) = 0 such that
ψ
(
a b
0 c
)
=
(
α(a) y
0 t
)
.
Similarly, there exists a bijective mapping β : F → F with β(0) = 0 such that
ψ
(
a b
0 c
)
=
(
α(a) y
0 β(c)
)
.
It follows that
ϕ
(
a b
0 c
)
=
(
α(a) δ(a, b, c)
0 β(c)
)
for all a, b, c ∈ F,
where δ is a mapping from F 3 into F with δ(0) = 0. Evidently, for any fixed ele-
ments a, c ∈ F , there exists a bijection fa,c on F such that δ(a, b, c) = fa,c(b) for
all b ∈ F . Since δ(0) = 0, f0,0(0) = 0. This completes our proof. 
Example 5.17. For each fixed elements a, b, c, d, e ∈ F , we let f, g, αa, βd, γa,b
and δa,b,c,d,e be bijective mappings on F. Let θ1 : F 3 → F , θ2 : F 4 → F and θ3 :
F → F . Consider the mappings
a b c x0 0 0 e
0 0 0 d

 →

f (a) αa(b) γa,b(c) δa,b,c,d,e(x)0 0 0 βd(e)
0 0 0 g(d)

 ,
and 
a b c s t0 0 0 p q
0 0 0 0 d


→

f (a) αa(b) βa,b(c) θ1(a, b, c)+ s θ2(a, b, c, d)+ t0 0 0 p θ3(d)+ q
0 0 0 0 g(d)

 .
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Clearly, they are bijective coherence invariant mappings which are not of the forms
described in Theorems 5.11 and 5.14.
6. Applications
In this section, we apply our result of bijective coherence invariant mappings to
study rank one preservers and semi-isomorphisms on block triangular matrices. We
also obtain a necessary and sufficient condition for the existence of singular linear
rank one preservers on block triangular matrices over any algebraically closed field.
In view of Lemma 5.6 and Proposition 5.17, we have the following result.
Corollary 6.1. Let ψ :T∗(mi ,ni ;k) →T∗(pi ,qi ;h) be a bijective additive mapping
preserving rank one matrices in both directions. If T∗(mi ,ni ;k) /=T2, then either
T∗(pi ,qi ;h) =T∗(mi ,ni ;k) or T∗(pi ,qi ;h) = (T∗(mi ,ni ;k))∼, and ψ is a composition of
some or all of the following mappings:
(i) The mapping A → PAQ for some nonsingular matrices P ∈ Mm(F), Q ∈
Mn(F) described in Lemma 5.1.
(ii) The mapping A → Aσ , induced by a field automorphism a → aσ of F.
(iii) The mappingL(µ1,...,µn,θ) as defined in Example 5.2 such thatµi’s are additive
mappings and θ is the constant mapping θ(a) = 1. This is present only when
m1 = 1.
(iv) The mappingR(η1,...,ηm,ϑ) as defined in Example 5.3 such that ηi’s are additive
mappings and ϑ is the constant mapping ϑ(a) = 1. This is present only when
nk = 1.
(v) The mapping A → A∼. This is present only when T∗(pi ,qi ;h) = (T∗(mi ,ni ;k))∼.
In particular, if m1, nk  2, then ψ is semi-linear. When T∗(mi ,ni ;k) =T2, ψ is
either of the form
ψ
(
a c
0 b
)
=
(
α(a) fa,b(c)
0 β(b)
)
for all a, b, c ∈ F,
or
ψ
(
a c
0 b
)
=
(
β(b) fa,b(c)
0 α(a)
)
for all a, b, c ∈ F,
where α, β are bijective additive mappings on F with α(0) = β(0) = 0, and fa,b’s
are bijective mappings on F satisfying
fa1+a2,b1+b2(c1 + c2) = fa1,b1(c1)+ fa2,b2(c2) (38)
for all ai, bi, ci ∈ F, i = 1, 2.
Remarks.
1. Corollary 6.1 was proved in [1] for the space T(ni ;k), where n  3, without the
assumption that ψ−1 preserves rank one matrices.
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2. It is easy to check that condition (38) is equivalent to the following set of condi-
tions:
(i) f0,0 is additive bijective.
(ii) Both a → fa,0(0) and a → f0,a(0) are additive mappings.
(iii) fa,b(c) = fa,0(0)+ f0,b(0)+ f0,0(c) for all a, b, c ∈ F .
Our next corollary is about nonsingular linear rank one preserversψ onT∗(mi ,ni ;k).
Since the set of all matrices of rank less than or equal to one of T∗(mi ,ni ;k) forms
an algebraic set, in view of Lemma 1 of [5], we have ψ(R1) = R1. Hence ψ−1
preserves rank one matrices. By Corollary 6.1 and the linearity of ψ , we have the
following.
Corollary 6.2. A mappingψ :T∗(mi ,ni ;k) →T∗(mi ,ni ;k) is a nonsingular linear rank
one preserver if and only if ψ is a composition of some or all of the following map-
pings:
(i) The mapping A → PAQ for some nonsingular matrices P ∈ Mm(F), Q ∈
Mn(F) as described in Lemma 5.1.
(ii) The mapping A → A∼. This is present only when T∗(mi ,ni ;k) = (T∗(mi ,ni ;k))∼.
Corollary 6.2 is known for the space T(ni ;k), see [1, Theorem 4.4], and it also
follows from Theorem 3.1 of [1].
For algebraically closed fields, the following theorem gives a necessary and suf-
ficient condition for the existence of singular linear rank one preservers on block
triangular matrices.
Theorem 6.3. Let T(mi ,ni ;k) be a block triangular matrix subspace of Mm,n(F ),
and let F be an algebraically closed field. Then there exists a singular linear rank
one preserver on T(mi ,ni ;k) if and only if
s∑
i=1
mi +
k∑
j=s
ni − 1  max{m, n} for all 1  s  k.
Proof. Necessity part. Suppose that there exists a singular linear rank one pre-
server ψ on T(mi ,ni ;k). Then by Theorem 3.1 in [1], Im ψ consists of matrices of
rank  1 and dim Im ψ = max{m, n}. LetZs be the set of all matrices of rank  1 in
Us ⊗Vs , s = 1, . . . , k. Then Zs is a homogeneous irreducible algebraic set of
dimension equal to
s∑
i=1
mi +
k∑
j=s
ni − 1.
Since 0 /∈ ψ(Zs\{0}), it follows from Lemma 1 in [11] that ψ(Zs) is an irreduc-
ible algebraic set and dimψ(Zs) = dimZs . Since ψ(Zs) ⊆ Im ψ , it follows that
dimZs  max{m, n}. This proves the necessity.
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Sufficiency part. Suppose m  n. We let I be the subset of indices (i, j) such that
Eij ∈T(mi ,ni ;k). By hypothesis, we have I ⊆ {(i, j) | i  j}. Let ψ be the linear
mapping on T(mi ,ni ;k) such that ψ((aij)) = (bij), where
(i) b1j =∑n−jk=0 a1+k j+k, n−m < j  n,
(ii) b1j =∑m−1k=0 a1+k j+k, 1  j  n−m, whenever n > m.
(iii) bij = 0 for all i  2.
Then it is easily checked that ψ is a singular linear rank one preserver. The case for
m > n can be proved similarly. 
Remarks.
1. The assumption that F is algebraically closed is only needed for the necessity part
of the theorem.
2. Whenm = n  2, Theorem 6.3 can be restated as follows: for algebraically closed
fields, there exists a singular linear rank one preserver onT(mi ,ni ;k) if and only if
T(mi ,ni ;k) is a subspace of the algebra of all n× n upper triangular matrices.
Let R1 and R2 be rings with unity. A bijective mapping ψ : R1 → R2 is said to
be a semi-isomorphism if
ψ(a + b) = ψ(a)+ ψ(b),
ψ(aba) = ψ(a)ψ(b)ψ(a),
ψ(1) = 1
holds for all a, b ∈ R1. One can easily check that T(ni ;k) constitutes a subalgebra
of Mn(F). We now study the structure of semi-isomorphisms on T(ni ;k), and begin
with the following lemmas:
Lemma 6.4. Let A be an idempotent matrix of T(ni ;k). Then there exists a nonsin-
gular matrix P ∈T(ni ;k) such that PAP−1 is a diagonal idempotent.
Proof. We argue by induction on k, with the result being trivial for k = 1. Assume
that k > 1, and the statement is true for k − 1. Let
A =
(
A1 B
0 D
)
be an idempotent matrix of T(ni ;k) with A1 ∈ Mn1(F ), B ∈ Mn1,n−n1(F ) and D
is a block triangular matrix. Then A21 = A1, D2 = D and A1B + BD = B. Apply-
ing the induction hypothesis, we may assume D is a diagonal idempotent matrix.
Let
B =


B1
...
Bn1


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with Bi ∈ M1,n−n1(F ) for all 1  i  n1, and let ρ(A1) = s, where s  n1. Without
loss of generality, we may assume that A1 = Is ⊕ 0. Define X = −B when s = 0,
and
X =


B1
...
Bs
−Bs+1
...
−Bn1


,
when s  1. We let
P =
(
In1 X
0 In−n1
)
.
Then it is easy to verify that PAP−1 is a diagonal idempotent matrix. This completes
our proof. 
Remark. Lemma 6.4 is known for algebras of upper triangular matrices; see [13,
Lemma 2] and [19, Lemma 2].
Lemma 6.5. A nonzero matrix A ∈T(ni ;k) is of rank one if and only if there exists
a rank one idempotent matrix E ∈T(ni ;k) such that (In − E)A(In − E) = 0, and
(A− EAE)2 = 0.
Proof. We first prove the necessity. By Lemma 2.1, there exist nonsingular matrices
P,Q ∈T(ni ;k) such that PAQ = Est for some Est ∈T(ni ;k). Let E = P−1EssP .
Clearly E is rank one idempotent of T(ni ;k). A direct verification yields (In − E)A
(In − E) = 0 and (A− EAE)2 = 0.
Conversely, let A = (aij) ∈T(ni ;k). By Lemma 6.4, we may assume without loss
of generality that E = Ess for some 1  s  n. If (In − E)A(In − E) = 0, then
A =
n∑
i=1
aisEis +
n∑
j=1,j /=s
asjEsj.
Since (A− EAE)2 = 0, we have either ais = 0 for all 1  i /= s  n; or asi = 0 for
all 1  i /= s  n. Hence A is of rank one, and we are done. 
Remark. The statement and the proof of Lemma 6.5 are analogous with the corre-
sponding result on the space of m× n matrices; see [7].
Theorem 6.6. A mapping ψ :T(ni ;k) →T(pi ;h) is semi-isomorphism if and only if
either T(pi ;h) =T(ni ;k) or T(pi ;h) = (T(ni ;k))∼, and ψ is a composition of some
or all of the following mappings:
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(i) The mapping A → PAP−1 for some nonsingular matrix P ∈T(ni ;k).
(ii) The mapping A → Aσ , induced by a field automorphism a → aσ of F.
(iii) The mapping A → A∼. This is present only when T(pi ;h) = (T(ni ;k))∼.
Proof. The sufficiency part is clear. We consider the necessity part.
By using the similar arguments as in [7, p. 141], we see that both ψ and ψ−1 carry
orthogonal idempotent matrices into orthogonal idempotent matrices. By Lemma
6.4, we obtain that a nonzero idempotent matrix inT(ni ;k) is of rank one if and only
if it is not the sum of two nonzero orthogonal idempotent matrices inT(ni ;k). Hence
ψ and ψ−1 carry rank one idempotent matrices into rank one idempotent matrices.
By Lemma 6.5, ψ is a bijective additive mapping preserving rank one matrices in
both directions. In view of Corollary 6.1, we see that either T(pi ;h) =T(ni ;k) or
T(pi ;h) = (T(ni ;k))∼. We distinguish between two cases:
Case 1: T(ni ;k) /=T2.
We have that ψ is a composition of some or all of the bijective coherence invariant
mappings described in (i)–(v) of Corollary 6.1. Since ψ(In) = In and
ψ(aE11) = ψ(E11)ψ(aE11)ψ(E11) for all a ∈ F,
we see that the mappings described in (iii) and (iv) are identity mappings. Hence
case 1 is proved.
Case 2: T(ni ;k) =T2.
By Corollary 6.1, we have that ψ is either of the form
ψ
(
a c
0 b
)
=
(
α(a) fa,b(c)
0 β(b)
)
for all a, b, c ∈ F, (39)
or
ψ
(
a c
0 b
)
=
(
β(b) fa,b(c)
0 α(a)
)
for all a, b, c ∈ F, (40)
where α, β are bijective additive mappings on F with α(0) = β(0) = 0, and fa,b’s
are bijective mappings on F satisfying (38). We consider only (39) as (40) can be
treated in a similar way. Since ψ(I2) = I2, it follows that α(1) = 1, β(1) = 1 and
f1,1(0) = 0. Moreover, since
ψ
(
(aE11 + bE22)E12(aE11 + bE22)
)
= ψ(aE11 + bE22)ψ(E12)ψ(aE11 + bE22)
for all a, b ∈ F , it follows that
f0,0(ab) = α(a)f0,0(1)β(b),
f0,0(ba) = α(b)f0,0(1)β(a)
for all a, b ∈ F . Hence α = β. Since
ψ
(
(aE11)(bE11)(aE11)
) = ψ(aE11)ψ(bE11)ψ(aE11)
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for all a, b ∈ F, it follows that
α(aba) = α(a)α(b)α(a), (41)
and
faba,0(0) = α(a)α(b)fa,0(0) (42)
for all a, b ∈ F . Similarly, we see that
f0,aba(0) = β(a)β(b)f0,a(0) (43)
for all a, b ∈ F . Using a theorem of Hua [17, p. 82], we see from (41) that α is an
automorphism of F. Moreover, by (42) and (43), we have fa,0(0) = α(a)f1,0(0) and
f0,a(0) = α(a)f0,1(0) for all a ∈ F . Since f1,1(0) = 0 = f1,0(0)+ f0,1(0), it fol-
lows that fa,0(0) = µα(a), f0,a(0) = −µα(a) and f0,0(a) = ηα(a) for all a ∈ F ,
where λ = f1,0(0) and η = f0,0(1) /= 0. Thus we have
fa,b(c)= fa,0(0)+ f0,b(0)+ f0,0(c)
= µ(α(a − b))+ ηα(c)
for all a, b, c ∈ F . Hence
ψ
(
a c
0 b
)
=
(
η −µ
0 1
)(
α(a) α(c)
0 α(b)
)(
η −µ
0 1
)−1
for all a, b, c ∈ F . We are done. 
As an immediate consequence of Theorem 6.6, we have the following result,
which is an extension of [12, Corollary 7].
Corollary 6.7. A mapping ψ :T(ni ;k) →T(pi ;h) is ring anti-isomorphism if and
only if T(pi ;h) = (T(ni ;k))∼, and there exists a nonsingular matrix P ∈ (T(ni ;k))∼
and a field automorphism σ of F such that
ψ(A) = P(Aσ )∼P−1 for all A ∈T(ni ;k).
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