In this paper, a new kind of multigrid method is proposed for the ground state solution of Bose-Einstein condensates based on Newton iteration method. Instead of treating eigenvalue λ and eigenvector u respectively, we regard the eigenpair (λ, u) as one element in the composite space R × H 1 0 (Ω) and then Newton iteration method is adopted for the nonlinear problem. Thus in this multigrid scheme, we only need to solve a linear discrete boundary value problem in every refined space, which can improve the overall efficiency for the simulation of Bose-Einstein condensations.
Introduction
A Bose-Einstein condensate (BEC) is a state of a dilute gas of bosons cooled to temperature very close to absolute zero. Under such condition, a large fraction of bosons will occupy the lowest quantum state, at which point, macroscopic quantum becomes apparent. BEC was first proposed by A. Einstein who generalized a work of S. N. Bose on the quantum statistics for photons [9] to a gas of non-interacting
Finite element method for Gross-Pitaevskii equation
This section is devoted to introducing some notation and the finite element method for GPE problem. The letter C (with or without subscripts) denotes a generic positive constant which may be different at its different occurrences. For convenience, the symbols , and ≈ will be used in this paper to denote x 1 ≤ C 1 y 1 , x 2 ≥ c 2 y 2 and c 3 x 3 ≤ y 3 ≤ C 3 x 3 for some constants C 1 , c 2 , c 3 , C 3 that are independent of mesh sizes (see, e.g., [27] ). We shall use the standard notation for Sobolev spaces W s,p (Ω) and their associated norms · s,p,Ω and seminorms | · | s,p,Ω (see, e.g., [1] ). For p = 2, we denote H s (Ω) = W s,2 (Ω), H 1 0 (Ω) = {v ∈ H 1 (Ω) : v| ∂Ω = 0}, where v| ∂Ω = 0 is in the sense of trace and · s,Ω = · s,2,Ω . In this paper, we set V = H 1 0 (Ω) and use · s to denote · s,Ω for simplicity.
It is known that the wave function ψ of a sufficiently dilute condensate, in the presence of an external potential W, satisfies the following GPE
where µ is the chemical potential and N is the number of atoms in the condensate, 4π 2 a/m represents the effective two-body interaction, is the Plank constant, a is the scattering length (positive for repulsive interaction and negative for attractive interaction) and m is the particle mass. In this paper, we assume the external potential W (x) is measurable, locally bounded and tends to infinity as |x| → ∞ in the sense that
Then the wave function ψ must vanish exponentially fast as |x| → ∞. Furthermore, (2.1) can be written as
Hence in this paper, we are concerned with the smallest eigenpair for the following non-dimensionalized GPE problem:
where Ω ⊂ R d (d = 1, 2, 3) denotes the computing domain which has the cone property [1] , ζ is some positive constant and [12, 28] .
For the aim of finite element discretization, the corresponding weak form for (2.3) can be described as follows: Find (λ, u) ∈ R × V such that b(u, u) = 1 and
where
We also introduce the linearized form a ′ (u; v, w) by
Here and hereafter in this paper, we only consider the smallest eigenvalue and the corresponding eigenfunction of the problem (2.4). For GPE problem, we can find the following estimates from [15] .
and
Now, let us define the finite element method [8, 17] for the problem (2.4). First we generate a shape-regular decomposition of the computing domain Ω ⊂ R d and the diameter of a cell K ∈ T h is denoted by h K . The mesh diameter h describes the maximum diameter of all cells K ∈ T h . Based on the mesh T h , we construct the linear finite element space denoted by V h ⊂ V . We assume that V h ⊂ V satisfies the following assumption:
(2.8)
The standard finite element method for (2.4) is to solve the following eigenvalue problem:
Then we define δ h (u) := inf
The convergence estimates of the finite element method for (2.4) are presented in the following lemma which can be found in [15, 28] .
Lemma 2.2. ([15, Theorem 1])
There exists h 0 > 0, such that for all 0 < h < h 0 , the smallest eigenpair approximation (λ h , u h ) of (2.9) has the following error estimates
where η a (V h ) is defined as follows
with the operator T being defined as follows: Find T f ∈ u ⊥ such that
Newton iteration method for Gross-Pitaevskii equation
In this section, Newton iteration method is introduced to solve the GPE problem in a composite space defined as follows: Denote the space R × H 1 0 (Ω) by X and R × H −1 (Ω) by X * with the norm (γ, w) X = |γ| + w 1 and (γ,
And the corresponding finite element space R × V h is denoted by X h . For any (γ, w), (µ, v) ∈ X, we define a nonlinear operator G : X → X * as follows
Since we request u 2 0 = 1, (2.4) can be rewritten as:
The Fréchet derivation of G at (λ, u) is given by
Assume we have an initial eigenpair approximation (λ ′ , u ′ ) on the finite element space X h , Newton iteration method for GPE is defined as follows to get a better eigenpair approximation (λ ′′ , u ′′ ) ∈ X h :
From (3.1) and (3.3), (3.4) can be rewritten as follows:
The isomorphism property of G ′ is analyzed in the following theorem.
Theorem 3.1. If the mesh size h is sufficiently small, then for the linearized operator G ′ presented in (3.3), we have
For any (λ,û) ∈ X such that (λ − λ,û − u) X is small enough, there holds
Proof. For the first estimate (3.6), we just need to prove that the equation
is uniquely solvable in X for any (τ, f ) ∈ X * . From (3.3), we obtain that (3.9) can be rewritten as
For this saddle problem, the solvable condition is (Theorem 1.1 in [6] , II): Firstly, the following variational problem
is uniquely solvable for any f ∈ H −1 (Ω) and
The well-poseness of (3.10) can be derived from (2.7) directly. For the second condition (3.11), take v = −µu. Since u 0 = 1, there holds
This completes the proof of (3.6). From (2.7), we can define a project operator
There apparently holds
From the Aubin-Nitsche lemma, we have
So for any (γ, w) ∈ X h , from (3.14), the following estimates hold
Combing (3.13) and (3.15) leads to
Then we get the desired conclusion (3.7). For the last inequality (3.8), we assume there exists a sufficiently small constant
The desired result (3.8) then easily follows if ε is sufficiently small.
Applying Newton iteration method to GPE leads to a linearized problem, the corresponding residual estimate can be derived from the following theorem. 
with R (µ, v), (µ h , v h ), (σ, η) being the residual which can be estimated as follows:
Proof. Define
Then the derivative of ϕ with respect to t can be derived trivially.
and from the imbedding theorem, we have
For the last term of (3.18),
Thus, (3.16) can be derived from the following Taylor expansion 
Then we complete the proof.
Multigrid algorithm based on Newton iteration method
In this section, we propose a multigrid scheme based on Newton iteration method. In this algorithm, we only need to solve a linearized mixed variational problem on each refined finite element space.
One Newton iteration step
In order to design the multigrid method, we first introduce an one Newton iteration step in this subsection. Assume we have obtained an eigenpair approximation (λ h k , u h k ) ∈ R × V h k , a type of iteration step will be introduced to derive an eigenpair (λ h k+1 , u h k+1 ) ∈ R × V h k+1 with a better accuracy. In this paper, we denote by (λ h k , u h k ) the standard finite element solution of (2.4). 
where a(u
Solve equation (4.1) to obtain an eigenpair approximation
In order to simplify the notation and summarize the above two steps, we define
Theorem 4.1. After implementing Algorithm 4.1, the resultant eigenpair approximation (λ h k+1 , u h k+1 ) has the following error estimate
Proof. For the standard finite element solution (λ h k+1 , u h k+1 ), we have
Together with Theorem 3.2 and Algorithm 4.1, there holds
Using (3.8) and Theorem 3.2, we derive
This completes the proof.
Multigrid method
In order to do multigrid iteration, we define a sequence of triangulations T h k and T h k+1 is produced from T h k via a regular refinement (produce β d congruent elements) such that
where the integer β denotes the refinement index and larger than 1 (always equals 2). Based on the mesh sequence, we construct a sequence of linear finite element spaces satisfying
and assume the following relations of approximation errors hold
Obviously, the following relationship is also valid
The multigrid method based on one Newton iteration step is proposed in the following algorithm. 2. Solve the GPE on the initial finite element space
End Do.
Theorem 4.2. Assume the initial mesh size h 1 is sufficiently small, after implementing Algorithm 4.2, the resultant eigenpair approximation (λ hn , u hn ) has the following error estimate
Proof. From the second step of Algorithm 4.2, we have
Using Theorem 4.1, we derive
Inequality (4.11) means that (4.10) holds for the initial finite element space X h 1 . Assume that (4.10) is true for the space V h n−1 , i.e.,
Combining (4.12) and (4.13) leads to
we arrive at
This completes the proof. 
Proof. Theorem 4.3 can be derived from Lemma 2.2, Theorem 4.2 and triangle inequality.
Work estimate of multigrid algorithm
In this section, the computational work of Algorithm 4.2 is presented to show the efficiency of this multigrid scheme. Denote the dimension of finite element space X h k by N k . Then we have
Theorem 5.1. Assume the work of GPE problem in the initial finite element space X h 1 is O(M h 1 ) and that of the linear boundary value problem in each level X h k is O(N k ) for k = 1, 2, · · · , n. Then the work involved in the multigrid method is
Proof. Denote the work in the k − th finite element space X h k by W k and the total work by W . Then
Then we derive the desired result and W = O(N n ) when M h 1 ≤ N n .
Numerical results
In this section, two numerical examples are presented to illustrate the efficiency of the multigrid scheme proposed in this paper.
Example 1
In the first example, we use Algorithm 4.2 to solve the following GPE: Find (λ, u) such that
where Ω denotes the three dimensional domain (0, 1)
. The sequence of finite element spaces are constructed by linear element on a series of meshes produced by regular refinement with β = 2 (producing β 3 congruent subelements). Since the exact solution is not known, an adequate accurate approximation is choosen as the exact solution to investigate the convergence behavior. The optimal error estimates can be obtained from the numerical results which are presented in Figure 1 .
In order to show the efficiency of Algorithm 4.2, we also provide the running time of Algorithm 4.2. Here, all schemes are running on the same machine PowerEdge R720 with the linux system hereafter. The corresponding results are presented in Table 1 and Figure 1 , which imply the efficiency and linear complexity of Algorithm 4.2. 
Example 2
In the second example, we consider the GPE (6.1) on the domain Ω = (0, 1) 3 with the coefficient ζ = 100 and W = x 
Concluding remarks
In this paper, we propose a type of multigrid method for GPE problems based on Newton iteration. Different from the classical finite element method for GPE problems, the proposed method transforms the nonlinear eigenvalue problem solving to a series of linear boundary value problems solving and a eigenvalue problem solving in the coarsest finite element space. The high efficiency of linear boundary value problems solving can improve the overall efficiency of the simulation for BEC. The corresponding analysis about the computational complexity has also been given. The idea proposed here can also be extend to other nonlinear eigenvalue problems, i.e., Kohn-Sham equation, which always arises from the electronic structure computation.
