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Abstract. The non-equilibrium dynamics of isolated quantum systems represent a theoretical and experimental
challenge raising many fundamental questions with applications to diﬀerent ﬁelds of modern physics. In these
proceedings, we brieﬂy review some of the recent ﬁndings on the subject, with particular emphasis to the
existence of stationary expectation values of local observables and to their statistical mechanics description. It
turns out that the appropriate statistical ensemble describing these asymptotic values depends on whether the
Hamiltonian governing the time evolution is integrable or not.
1 Introduction
Recent years witnessed an increasing theoretical and
experimental eﬀort in condensed matter and statistical
physics in order to describe and understand the fate of iso-
lated many-body quantum systems which are prepared in
a non-equilibrium initial state (see e.g. [1, 2] for reviews).
When one of these many-body quantum systems is pre-
pared in a non-equilibrium state |Ψ0〉 and it is let evolve
with a Hamiltonian H, the time evolved state is (setting
 = 1)
|Ψ(t)〉 = e−iHt |Ψ0〉. (1)
A number of theoretical and experimental investigations
have unambiguously shown that for large times and in the
thermodynamic limit, the expectation values of the some
observables relax to stationary values, although the dy-
namics governing the evolution is unitary and the initial
state is pure. Under some speciﬁc conditions, these sta-
tionary values are the same as those obtained in a thermal
ensemble in which the (eﬀective) temperature is ﬁxed by
the expectation value of H in the initial state. This is in fact
the problem of thermalisation of an isolated quantum sys-
tem, that was initiated in 1929 by Von Neumann [3], but
that for decades was considered only an academic ques-
tion, because for all realistic condensed matter systems the
coupling to the environment is unavoidable on the time
scale of observation of the system. The situation com-
pletely changed after some recent and pioneering cold-
atomic experiments [4–9], as we are going to report soon.
Furthermore the general ﬁndings of these studies have the
potential to shed new light on long standing problems in
apparently disconnected ﬁelds such as cosmology, nuclear
and particle physics. For example, in high energy colli-
sions of particles, as well as nuclei, there is a long stand-
ing “paradox” (see e.g. [10–12] and references therein),
supported by a huge experimental evidence, that few-body
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observables, in the energy range of the soft scale of QCD
(O(GeV)), are well described by thermal mixed distribu-
tion, although the initial state is pure and the dynamics
is unitary. It is reasonable to believe that the explanation
of this apparent paradox is exactly the same for statistical
systems which we are going to review in the following.
In the spirit of statistical physics, one of the main ques-
tion emerging from these studies is to understand the most
appropriate statistical ensemble describing the stationary
behaviour without having to solve, on a case by case ba-
sis, the complicated non-equilibrium dynamics.
These proceeding are organised as follows. In Sec. 2
we brieﬂy review two cold-atomic experiments in order to
show the change of paradigm that they brought into statis-
tical physics and condensed matter. In Sec. 3 we introduce
the concept of reduced density matrix and we explain in
which sense an isolated many-body quantum system can
attain a steady state. In Sec. 4 some simple results for
free ﬁeld theories are explicitly derived, while in Sec. 5
more complicated results for interacting integrable models
are only reviewed without any derivation. Finally, in Sec.
6, we brieﬂy mention some interesting topics of the non-
equilibrium dynamics of quantum systems which have not
been covered here for lack of space.
2 A brief report on cold atoms
experiments
Since the pioneering work by Greiner et al. [4] showing
the possibility of engineering and measuring interacting
cold atomic gases under unitary non-equilibrium dynam-
ics, many experiments (see e.g. [5–9]) have been per-
formed, providing a large number of new results and con-
stantly driving the theoretical research. Among all these
experiments, we decided to limit our discussion to two par-
ticular ones which highlight the main features that we will
describe theoretically in the following.
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The ﬁrst one is the famous quantum Newton cradle [5].
In this experiment, a cloud of a few hundreds dilute 87Rb
atoms is initially prepared in a harmonic trapping potential
at a very low temperature (which can be considered prac-
tically zero for what follows). The density of the gas is
such that the interaction can be taken to be point-like (i.e.
a δ-function two body interaction), but it is strong enough
and non negligible. The cloud is split by a laser beam in
two counter-propagating clouds with opposite momentum.
The two clouds then climb the harmonic potential up to
the maximum value allowed by energy conservation, sub-
sequently move back toward the centre of the trap where
they interact; after this interaction the clouds climb again
the potential and the process is repeated many times until
the system becomes stationary (when it does). The system
is recorded for many of these oscillations (obviously, since
the measures are destructive, in the experiment this proce-
dure is repeated many times, see the original reference for
all details and for a suggestive graphical representation of
the experiment). It has also been argued that the time evo-
lution is essentially unitary during the whole probed time
window. The results of this experiment are considered
milestones. Indeed, it has been shown that the momen-
tum distribution function attains for large time a stationary
distribution for arbitrary space dimensionality. The details
of the stationary values do depend on spatial dimension-
ality. In one dimension, the system relaxes slowly in time
to a non-thermal distribution, while in two and three di-
mensions, systems relax very quickly and thermalise. It
has been suggested that the one-dimensional case is spe-
cial because the system is almost integrable, as we will
discuss in the following.
A second cold-atom experiment [6] explores the ex-
istence of a stationary state in a one-dimensional bosonic
lattice system starting from a non-equilibrium state. The
Hamiltonian modelling the evolution –the Bose-Hubbard
Hamiltonian– is known to be non integrable. The experi-
ment shows that some observable approach stationary val-
ues that are compatible with the thermal ones, suggest-
ing that integrability more than the space dimensionality
is the crucial ingredient to establish asymptotic thermal
behaviour. Indeed nowadays the common belief is that
generic systems thermalise [13] while integrable ones at-
tain stationary values described by a generalised Gibbs en-
semble [14] in which the nontrivial integrals of motion
have to be taken into account.
3 Stationary state and reduced density
matrix
We still need to clarify in which sense some observables
in the these non-equilibrium protocols can be described
by a mixed state such as the thermal one. The crucial con-
cept to solve this apparent paradox is the reduced density
matrix. Let us imagine to take an arbitrary extended quan-
tum system (in arbitrary dimension) and ideally divide into
two complementary spatial parts (i.e. take a bipartition)
denoted as A and A respectively. Under the unitary time
evolution, the entire system A ∪ A will always be in the
pure state |Ψ(t)〉 given by Eq. (1), but this is not the case if
we limit to consider only the subsystem A. Indeed starting
from the density matrix of the entire system
ρ(t) = |Ψ(t)〉〈Ψ(t)|, (2)
we can deﬁne the reduced density matrix of the subsystem
A by tracing over the degrees of freedom in A, i.e. consid-
ering the so called reduced density matrix
ρA(t) = TrA
(
ρ(t)
)
. (3)
From the knowledge of ρA(t) all the correlation functions
local within A can be obtained. Thus as long as we are
interested in local observable we do not have to retain in-
formation about the whole system, but we can limit to con-
sider ρA. The importance of ρA stems from the fact that it
is the quantity which generically displays a stationary be-
haviour described by some statistical ensemble, while the
full density matrix ρ(t) always corresponds to a pure state
with zero entropy. Indeed the von Neumann entropy of
ρA(t) has a non-vanishing extensive part (which is often
called entanglement entropy, see e.g. [15]).
Following Refs. [16–19], it is usually said that a sys-
tem reaches a stationary state if a long time limit of the
reduced density matrix exists, i.e. if the limit
lim
t→∞ ρA(t) = ρA(∞) , (4)
exists for any ﬁnite subsystem A. This limit can exist only
in the case when we have already taken the thermody-
namic limit for the entire system, otherwise phenomena
like quantum revivals and recurrence would prevent strict
relaxation (but it is still possible that time average quanti-
ties attain thermal values).
We will say that the stationary state ρA(∞) is described
by a given statistical (mixed state) ensemble with full den-
sity matrix ρE , if its reduced density matrix restricted to A
equals ρA(∞), i.e. if deﬁned ρA,E = TrA(ρE), for any ﬁnite
subsystem A, it holds
ρA(∞) = ρA,E . (5)
In particular, this implies that arbitrary local multi-point
correlation functions within subsystem A can be evaluated
as averages with the density matrix ρE . By no means this
implies that ρE equals the full density matrix of the system
which is clearly impossible being the former a mixed state
and the latter a pure one.
When a system thermalises, ρE is the standard Gibbs
distribution ρE ∝ e−βH and this is expected to be the case
when the model is non-integrable. Here the inverse tem-
perature β is not a free parameter but it is ﬁxed by the re-
quirement that the energy, which is a constant of motion,
must have the same value in the initial state and in the
asymptotic one, i.e. Tr[HρE] = 〈Ψ0|H|Ψ0〉. It is usually
suggestively stated that the inﬁnite part A of the system
“acts as an heat bath for A”. This expectation (i.e. the
thermalisation of a non-integrable system) is supported by
a few theoretical arguments such as the eigenstate ther-
malisation hypothesis [13, 20] and it is compatible with
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a large number of simulations obtained with the most ad-
vanced numerical techniques, see e.g. [21–24] and refer-
ences therein.
Conversely, for an integrable model, the proper statisti-
cal ensemble describing the system for long time is a gen-
eralised Gibbs ensemble (GGE) rather than a thermal one.
The density matrix of the GGE is deﬁned as [14]
ρGGE =
e−
∑
n λnIn
Z
, (6)
where In is set of commuting integrals of motion, i.e.
[In, Im] = 0, and Z is a normalisation constant Z =
Tr e−
∑
n λnIn . Even in this case, the Lagrange multipli-
ers λn are not free parameters, but are ﬁxed by the re-
quirement that the integrals of motion assume the same
value in the stationary state and in the initial one, i.e.
Tr[In ρGGE] = 〈Ψ0|In|Ψ0〉 for all In. In this case, the in-
ﬁnite part A acts as a very peculiar bath on A since inﬁnite
information about the initial state is retained.
It is important for a proper deﬁnition of the GGE to
specify which conserved charges enter in the GGE density
matrix above. Indeed any quantum model has too many
integrals of motion, regardless of its integrability. For ex-
ample, all the projectors on the eigenstates On = |En〉〈En|,
are conserved for all Hamiltonians, but these cannot con-
tribute to the stationary state in the most general case be-
cause otherwise (among the many strange consequences)
no system will ever thermalise. Furthermore, taking all
these projector in to account would be equivalent to time-
average the complicated many-body dynamics, but this
will result in a trivial prediction that has no connection
with the economy of an ensemble description of statistical
physics. Indeed such an ensemble would retain all of the
information about the initial state, rather than information
about only a minimal set of integrals of motion. To clarify
this point, it has been understood recently [16, 19, 25] that
only local integrals of motion should be used in Eq. (6)
as long as we are interested in the expectation values of
local observables such as the reduced density matrix (an
integral of motion is said to be local if it can be written as
an integral–sum in the case of a lattice model– of a given
local current, in the spirit of Neither theorem). Thus, from
now on, we will always refer to the GGE in Eq. (6) in
which only local integrals of motion are included.
Finally, it is worth spending few words on what hap-
pens for ﬁnite systems. While the existence of the station-
ary state strictly relies on having taken the thermodynamic
limit (as it is the case for everything in statistical physics),
it is deﬁnitely important to understand how these concepts
can be applied to cold-atomic experiments (or also nuclei)
with only a few hundreds constituents. Denoting by v the
typical velocity for the spreading of correlations through
the system, it is evident that for times such that vt  L
(where L is the linear size of the ﬁnite system) the bound-
ary conditions cannot aﬀect any expectation value. Thus,
for all practical purposes, the system can be considered
as inﬁnite. Consequently, as long as L is large enough to
guarantee the existence of a time window such that the re-
laxation time of a given observable τO is τO  L/v, then
this observable will attain an almost stationary value also
in a ﬁnite system.
4 Some simple examples: Quantum
quenches in free ﬁeld theories
Let us start by considering the simplest possible instance
of a non-equilibrium quantum system which is an isolated
harmonic oscillator, with Hamiltonian (we set m = 1)
H =
p2
2
+
ω2x2
2
. (7)
We consider the case in which the system is prepared for
t < 0 in the ground state of a harmonic oscillators with a
given frequency ω0 and at time t = 0 the frequency is sud-
denly quenched to another value ω (this is commonly re-
ferred to as a quantum quench [26], because a Hamiltonian
parameter has been suddenly changed). An elementary
quantum mechanics calculation (either solving the Heisen-
berg equations of motion or playing with the ladder oper-
ators) leads to the time dependent mean square displace-
ment
〈x2(t)〉 = ω
2 + ω20
4ω2ω0
+
ω2 − ω20
4ω2ω0
cos(2ωt) . (8)
Not surprisingly the harmonic oscillator oscillates forever
fully deserving its name.
However, from this example and without making any
further calculation, we can construct a non-trivial case in
which the local observables of a many-body system ap-
proach stationary values [26, 27]. Indeed it is enough to
couple many harmonic oscillators with a nearest neigh-
bour coupling to form a harmonic chain with Hamiltonian
H =
1
2
∑
i
(1
a
π2i + am
2φ2i +
1
a
(φi+1 − φi)2
)
, (9)
and with lattice spacing a. The variables πi and φi sat-
isfy standard commutation relations [φi, φ j] = [πi, π j] = 0
and [φi, π j] = iδi j. This is nothing but a lattice dis-
cretisation of a scalar free ﬁeld theory with mass m de-
scribed by Klein-Gordon equation. The Hamiltonian can
be straightforwardly diagonalised in momentum space
(φk = 1/
√
N
∑N−1
n=0 e
2πikn/Nφn and analogously for πk), ob-
taining H =
∑
k Ωka
†
kak, where we dropped all uninterest-
ing additive constants. In this quadratic form, each mode
is a harmonic oscillator with momentum dependent fre-
quency
Ωk = m2 +
2
a2
(
1 − cos
(
2π
k
N
))
, (10)
and annihilation operator
ak =
1√
2aΩk
(aΩkφk + iπk) . (11)
Let us now consider the case in which the harmonic
chain is prepared in the ground state of the Hamiltonian
(9) for a given values of the mass m0 which at time t = 0
is quenched to another value m. Each momentum mode
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evolves according to Eq. (8) with frequencies given by Ωk
and Ω0k (i.e. Eq. (10) deﬁned with m and m0 respectively)
and so it will never attain a stationary value. Conversely,
the correlation function in real space (that for ﬁxed dis-
tance r is a local observable) can be calculated by Fourier
transform, obtaining
〈φr(t)φ0(t)〉 − 〈φr(0)φ0(0)〉
=
∫
BZ
eikr
(Ω20k −Ω2k)(1 − cos(2Ωkt))
Ω2kΩ0k
dk, (12)
where we also subtracted the initial value only to have
a more compact form. In the one-dimensional chain
the subscript BZ just refer to the trivial Brillouin zone
[−π/a, π, a], but the above formula is valid for a lattice in
arbitrary dimension when the appropriate Brillouin zone
is considered and most of the following considerations in-
deed remain valid in arbitrary dimension (see [27] for de-
tails).
Eq. (12) is extremely instructive. By a simple sta-
tionary phase argument it is straightforward to see that the
correlation function has a large time limit given by
〈φr(∞)φ0(∞)〉 =
∫
BZ
eikr
(Ω20k + Ω
2
k)
Ω2kΩ0k
dk, (13)
showing indeed that a stationary value is attained. But not
only, it is also very simple to show that this stationary
value is indeed the same as the one predicted by a gen-
eralised Gibbs ensemble ρGGE ∝ e−
∑
k λknk constructed by
using as integrals of motion the mode occupation number
nk = a
†
kak. For the elementary derivation of the GGE, we
refer the interested reader to Ref. [27]. Here we limit to
stress that there is no contradiction between this result and
what stated in the previous section due to the fact that the
mode occupation operators are non-local. Indeed, one can
prove [16, 19] that despite being non local, the mode occu-
pations are linear combinations of some local charges Im,
thus it is always possible to rewrite
∑
k λknk =
∑
m γmIm
and, consequently, the GGEs built with nk and with Im are
equivalent.
Indeed the example given above is only the simplest
possible instance of a quantum quench in a free system (or
a in model mappable to a free one) that have been studied
in these last few years. Other examples includes quenches
in lattice ﬁeld theories [18, 26–29], Luttinger model quar-
tic term quench [30–32], transverse ﬁeld quench in Ising
chain [16, 25, 33–43], quenches to a gas of hard-core
bosons [44–46], and many more. In all these examples
it has been shown that indeed the GGE holds.
At this point it is natural to wonder how robust these
prediction are under a change the initial condition, which
in general we would like to be an arbitrary eigenstate of
some Hamiltonian, even corresponding to a non-integrable
model. Indeed, it is not diﬃcult to think about very spe-
ciﬁc initial states for which a stationary state cannot exist.
For example a linear superposition of a ﬁnite number of
eigenstates of the post-quench Hamiltonian will provide
persistent oscillation in time. Can we ﬁnd some conditions
for the initial state/Hamiltonian guaranteeing the existence
of steady state (for local operators) which is described by
a GGE? A simple general requirement has been recently
shown for free theories [47]: a steady state exists and it is
described by a GGE if the initial state satisfy the cluster
decomposition property
lim
R→∞
〈∏
i
φ(xi)
∏
j
φ(x j + R)
〉
=
〈∏
i
φ(xi)
〉〈∏
j
φ(x j)
〉
.
(14)
Although this condition has not been generalised to inter-
acting models (both integrable and not), it is reasonable to
expect that cluster decomposition property must play an
important role in the general non-equilibrium evolution of
an isolated quantum system.
5 Some results about interacting
integrable systems
The exact treatment of the non-equilibrium dynamics of
interacting integrable models is immensely more compli-
cated than the free theories, despite of the exact solvability
of the models (i.e. an exact knowledge of the spectrum and
of the eigenstates, but not often in a very practical form)
and although a few methods have been developed speciﬁ-
cally to tackle these out of equilibrium problems [48–52].
Due to these diﬃculties, many studies attempted the ex-
plicit exact construction of the GGE [53–55] starting from
speciﬁc initial conditions. These GGE predictions could
be (and have been in some cases) successively tested in
numerical simulations or even in actual experiments.
Before reviewing some recent results, let us brieﬂy
recall what are the needed building blocks to study the
quench dynamics in a generic situation in such a way to
grasp the technical diﬃculties one can encounter. The ﬁrst
problem one faces is to write the initial state |Ψ0〉 in terms
of the eigenstates of the Hamiltonian H governing the time
evolution. Let us generically denote the normalised eigen-
states as |n〉, then that the initial state can be written as
|Ψ0〉 =
∑
n
an|n〉, (15)
where an are the overlaps an ≡ 〈n|Ψ0〉 between the initial
state and the eigenstates. Consequently, the time evolved
state is
|Ψ(t)〉 =
∑
n
ane−iEnt |n〉, (16)
where En is the energy of the state |n〉. This provides the
time dependent expectation value of an arbitrary observ-
able O, in terms of the form factors 〈n|O|m〉, as
〈Ψ(t)|O|Ψ(t)〉 =
∑
mn
ana∗me
−i(En−Em)t〈m|O|n〉 . (17)
Summing up, in order to characterise the non-equilibrium
dynamics, the needed ingredients are (i) a complete char-
acterisation of all eigenstates |n〉 of a Hamiltonian and their
energies; (ii) the norms of the eigenstates and the form
factors of relevant operators in this basis; (iii) the overlaps
between the initial states and the eigenstates.
EPJ Web of Conferences
08001-p.4
For integrable models, the Bethe Ansatz is a very eﬃ-
cient tool to obtain most of these ingredients since it pro-
vides a full set of eigenstates (called Bethe states) with
their energies, the norms and the form factors of the most
relevant local operators [56]. What is not (yet) known in
general is how to obtain the overlaps between Bethe states
and generic initial states. Up to now, only very few ex-
act results exist for these overlaps with very speciﬁc initial
states [57–63]. Clearly, ﬁnding compact and tractable ex-
pressions for the overlaps between Bethe states and more
generic initial states would allow exact calculations for
a variety of potentially interesting situations and experi-
ments.
However, the ingredients listed above are only the
starting point for the description of the quench dynam-
ics, because the sum (17) is still to be performed and this
is a very diﬃcult step. Fortunately, a recently-proposed
method (termed either representative state approach or
quench action formalism) gives an exact analytical de-
scription of the post-quench steady state in the thermo-
dynamic limit [52]. The essential building blocks of this
method are once again the overlaps between the initial
states and Bethe states.
There are two paradigmatic integrable models that
have been (mostly) considered in the literature. The
ﬁrst one is the so called Lieb–Liniger model, a one-
dimensional Bose gas with pairwise delta interaction on
a ring of circumference L with periodic boundary condi-
tions (PBC), i.e. with second quantised Hamiltonian [64]
H =
∫ L
0
dx
[
∂xφˆ
†(x)∂xφˆ(x)+ c φˆ†(x)φˆ†(x)φˆ(x)φˆ(x)
]
, (18)
where φˆ(x) is a canonical bosonic ﬁeld, c the coupling con-
stant and we set  = 2m = 1. The second model is the
anisotropic Heisenberg spin chain (also called XXZ spin-
chain) with Hamiltonian
H =
1
4
L∑
=1
[
σxσ
x
+1 + σ
y

σ
y
+1 + Δσ
z
σ
z
+1
]
, (19)
where σα

are the Pauli matrices at the site  and peri-
odic boundary conditions σαL+1 = σ
α
1 are always assumed.
The two models present pros and cons. Indeed, the Lieb-
Liniger model has the advantage to display a simpler Bethe
ansatz solution, but the XXZ spin-chain can be straightfor-
wardly simulated on a computer because it is deﬁned on
the lattice.
The non-equilibrium dynamics of the Lieb-Liniger
model starting from the non interacting ground state (i.e.
c = 0) has been ﬁrstly studied in Ref. [53] where the
GGE was approximately constructed with an ingenious in-
tegrable lattice regularisation of the model. Subsequently
the overlaps have been analytically derived [63], allowing
(thanks to the quench action method of Ref. [52]) the ex-
plicit evaluation of the long time limit of many observables
[63] whose values agree with the previously constructed
GGE. It is worth mentioning that the quench from c = 0 to
c = ∞ has been treated with more elementary techniques
[46], whose results are reproduced by the proper limit of
the general construction [63].
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Figure 1. A typical example of the comparison between GGE
and numerical simulations. In the ﬁgure the data for the corre-
lation 〈σxjσxj+k〉 at distance k = 1, 2, 3 are reported as function
of time for a quench starting in the Neel state and evolving with
the XXZ Hamiltonian (19) with Δ = 4. The numerical data (full
lines) clearly attain stationary values which are compatible with
GGE (dashed lines), but not with the thermal ones (dotted lines).
The ﬁgure is extracted from Ref. [55] where many more initial
states (dimer, tilted ferromagnets, tilted Neel and a few more)
and ﬁnal Hamiltonians for diﬀerent values of Δ > 1 have been
studied, ﬁnding similar results.
The anisotropic Heisenberg spin chain has a similar
story, but with a diﬀerent end. Indeed explicit GGE pre-
dictions (based on all the known local charges) have been
derived in Refs. [54, 55] for quenches starting from many
initial product states such as Neel states, dimer states, tilt
ferromagnetic state and a few more. For some technical
reason, it has been possible to obtain GGE predictions
only in the gapped antiferromagnetic phase with Δ > 1.
In Ref. [55], these analytic predictions have been com-
pared with numerical simulations (based on density ma-
trix renormalisation group and time evolving block deci-
mation algorithms) ﬁnding a very good agreement in all
cases. In Fig. 1 we report a typical example of compari-
son between the GGE predictions and the time dependent
numerical simulations (obtained by means tensor network
algorithms, see [55] for details).
However, this is not the end of the story, because the
overlaps of the Neel and dimer states with the general
Bethe states were ﬁnally derived in Ref. [59] (in a form
useful for the computation because they were implicitly
known already from Ref. [58]). From these overlaps, the
inﬁnite time limit of the evolution has been explicitly cal-
culated for the Neel state in Ref. [65, 66] and for the dimer
state in [67], again exploiting the representative state ap-
proach of Ref. [52]. It has been very surprising to discover
that these exact results diﬀer from the previously known
GGE of Ref. [55] (reported in Fig. 1). However, in most
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cases, the diﬀerence between exact and GGE results is ex-
tremely small and it is impossible to observe it in any nu-
merical simulation, as for example in the case of a quench
from the Neel state. Just to quote an example the nearest-
neighbour correlation function (i.e. the one reported in
Fig. 1) in the GGE and for inﬁnite time can be expanded
close to the Δ = ∞ point obtaining [66]
〈σz1σz2〉GGE = −1 +
2
Δ2
− 7
2Δ4
+
77
16Δ6
+ O(Δ−8), (20)
〈σz1σz2〉t=∞ = −1 +
2
Δ2
− 7
2Δ4
+
43
8Δ6
+ O(Δ−8), (21)
with the ﬁrst three orders being identical. The diﬀerence
is more pronounced for the quench starting from the dimer
state, although it remains relatively small. However, in this
case it is possible to observe the diﬀerence between the
two predictions [67], and the numerical simulation con-
ﬁrm indeed that the GGE built is Ref. [55] yields wrong
prediction, while the representative state approach cor-
rectly reproduce the numerical results.
At this point we should critically ask what is go-
ing wrong in the GGE construction (several checks have
been performed excluding categorically computational
mistakes). This issue has been considered already in
a few manuscripts appeared in the last months [69–73],
but a conclusive answer has not yet been provided. The
most probable scenario concerns the presence of addi-
tional charges which are not yet explicitly known and
that do not appear in the standard GGE construction [55].
For example, it is well known that in the gapless regime
(|Δ| < 1) and in the presence of a current, there are ad-
ditional quasi-local (i.e. with a kernel decaying with the
distance and not with support on a ﬁnite interval as the
standard ones) which must be added to the GGE [71].
These charges however do not explain the GGE failure
in the gapped regime. It has been only recently pointed
out that in the continuum quantum ﬁeld theory there are
additional charges which are not ultra-local [73], but that
anyhow are local enough to be included in the construc-
tion of the GGE. The lattice counterpart of these integrals
of motion are still unknown.
6 Conclusions
We have brieﬂy reviewed here some of the recent results
about the non-equilibrium dynamics of isolated systems
showing that they currently represent a theoretical and ex-
perimental challenge raising many fundamental questions
in many-body quantum mechanics. We have discussed
mainly the issue of existence and description of a station-
ary state starting from a given initial state. However, this
is only a small part of a very broad research on non equi-
librium dynamics of isolated quantum systems.
A very important issue which has not been covered
here is how these stationary values are approached. In
Refs. [26, 27] a light cone spreading has been proposed ac-
cording to which correlations are generated by quasiparti-
cles, entangled over regions of the order of the correlation
length in the initial state, which after the quench propa-
gate classically through the system. This idea has been
conﬁrmed by a recent experimental investigation [7]. An-
other timely issue concern what happen in a system when
integrability is slightly broken (as in the case of the fa-
mous quantum Newton cradle, cf. Sec. 2). It has been
shown that for very long time scales (depending on the in-
tegrability breaking parameter), the system is trapped in a
metastable state which can be eﬀectively described by a
deformed GGE constructed with the perturbed conserved
charges of the integrable model [74]. Only for longer time
the system is expected to display the asymptotic thermal
behaviour, but how this crossover takes place is not yet
clear. Oppositely, when integrability is strongly broken
the approach to the thermal values appear to be very fast.
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