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最小自乗距離に基づく平面物体の 3次元動きの推定方法 
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あらまし 本論文では 1 台の固定カメラを用いて、動く平面物体の 2 枚の投影画像から、最小自乗
距離に基づく物体の 3 次元空間中の運動パラメータの推定方法を提案した。自乗距離の各パラメー
タに関する偏分式は直接的に解けないので、「最急降下法」で近似解を求める。この方法では時々
極小解陥りやすいという問題があるが、アニーリングアルゴリズムにより常に精度のよい推定結果
を得ることができた。我々の手法には、ホモグラフィーの分解法を代表とする従来手法と比べると、
空間中の対象物の形が未知であることを前提とし、推定結果の曖昧性がないという特長がある。つ
まり、3 次元運動パラメータ行列 P=（R|t）を求める際、各要素の符号が自動的に決まり、直接的
に回転行列 Rと並進ベクトル tが得られる利点がある。 
Abstract: This paper proposes an improved approach for 3D motion parameters estimation by using 
only two images which are taken before and after 3D motion of a planar object. We obtained 3D motion 
parameters by LSM (Least Squares Method) based on a more convenient perspective projection model. 
Because the derived equations are hardly solved deterministically, the steepest descent method was used 
to find the solution. However, this iterative procedure sometimes happens to fall into a local minimum in 
the case of a few feature points depending on the initial values. Then this problem was resolved by using 
the annealing algorithm. Comparing to the existing method, such as the decomposition method of the 
homography, both the signs and the value of the solutions can be determined automatically in our 
method. 
1   はじめに 
3次元動きの推定、あるいは 3次元ポーズの推定はコ
ンピュータビジョン分野や、ロボット視覚分野に、最も
重要な研究テーマの一つである。様々な研究やアプリケ
ーションの基礎として、精度が高くて、ロバストな推定
方法が必要になる。特に、平面対象物に対する推定方法
はもっと注目されている。今現在提案されている手法は、
大体２種類に分けられる：（１）伝統的な Gauss-Newton
法を代表とする繰り返し法による非線形な推定法[1]；
（２）ホモグラフィー行列の分解法を代表とする線形推
定法[2]。しかしながら、この２種類の推定法はそれぞれ
の欠点がある。例えば、繰り返し法は計算時間がかかり、
初期値の選び方によって、極小値にトラップされる恐れ
がある。線形分解法はいつも解の曖昧性が残っているこ
とである。 
本論文では、1 台のキャリブレーションされた固定カ
メラで撮られた２枚の画像から、最小自乗距離に基づく
物体の 3 次元空間中の動きの推定方法を提案する。本手
法は繰り返し法の一つであるが、極小値にトラップされ
る問題が解決され、解の曖昧性も残っていない。今現在
提案されている様々な推定手法と同じ、我々の手法にお
いても特徴点が４組で十分に正しい推定結果を得られる。 
1.1.   関連研究 
1台の固定カメラで撮られた 2枚の画像上の特徴点は
最低４組が対応づけられ、投影幾何の不変量の関係によ
って、対象物の空間中の 3 次元の動きや姿勢を推定する
ことが可能である[1, 2, 3]。推定の方法は非線形法と線形
法に分けられる。 
最も伝統的な方法は投影幾何関係によって、連立方
程式を作って、その解は 3 次元動きのパラメータを表す。
しかし、方程式の未知数が多過ぎるため、これらの方程
式は直接に解けない。その解法として、よく使われてい
るのは Gauss-Newton法である[1]。それは、Gauss-Newton
繰り返し法に基づき、方程式の最小自乗解を求める方法
である。その後、 Gauss-Newton 法が改良され、
Levenberg-Marquardt 法という方法が提案された[4]。この
方法は、同じ非線形な繰り返し法であるが、Gauss-
Newton法での一階微分を二階微分に変えて、ロバストな
推定結果が得られた。この方法は非線形推定法としてよ
く使われている手法である。しかしながら、Gauss-
Newton 法や、Levenberg-Marquardt 法では、初期値に依存
されることが多い。初期値の選び方によって、極小値に
トラップされ、推定結果が得られない状況がある。 
2000年、Luと HagerがOrthogonal Iteration 法（直交繰
り返し法）という方法を提案した[5]。従来の繰り返し法
と違って、この方法は対象物空間の最小推定誤差に基づ
き推定する。この方法は初期値の依存性があまりないが、
必ず正しい推定結果が得られる保証がなかった。さらに、
この方法では、対象物の 3 次元形状情報が必要であり、
2次元画像情報だけでは推定できない。 
一方、線形演算によるものとして、ホモグラフィー
に基づく線形推定法がある[2]。ホモグラフィー行列 Hは、
同一平面対象物に対して、二台のカメラで撮った画像の
間に射影関係行列である。元々画像の対応点の関係を表
せるが、この行列を tntRH *+= によって、分解する
と、二つカメラの姿勢関係のパラメータが得られる
（R：回転行列；t*：正規化した並進ベクトル；n：特徴
点平面の法線ベクトル）。ここで、特異値分解（SVD，
tVUH Σ= ，U と V はそれぞれ正規直交行列であり、
左右特異ベクトルと呼ばれる；Σは対角行列であり、
「特異行列」と呼ばれる。）という方法に基づいた、二
つの分解方法は良く知られている：（１）Faugeras の方
法には、ホモグラフィー行列の特異行列Σをさらに分解
して、その分解した結果と左右特異ベクトルを用いて、
最終の分解結果を求める。（２）Zhang の方法は、
Faugeras の方法を改良し、もっと使いやすくした：Σと
V である固有空間を確定し、この空間で t*と nを求め、
最後に Rを求める。 
実は、ホモグラフィー行列を分解する方法は SVD を
使うため解の曖昧性があり、理論的には解は 8 組得られ
る。現在、この曖昧性を解消する方法が難問の一つとし
て残っている。ホモグラフィーの分解推定法は、元々二
つのカメラの姿勢関係の推定方法の一つとして提案され
ており、本研究のテーマ（「1 台の固定カメラで撮られ
た２枚の画像で対象物の動きの推定」）に対しても応用
可能である。しかし、座標系を変換する時、いくつかの
問題が残っているので、実際の研究や、アプリケーショ
ンなどではあまり使われていない。 
1.2.   提案手法 
本論文では、1 台のキャリブレーションした固定カメ
ラで撮られた移動物体の２枚の画像から、最小自乗距離
に基づく物体の３次元空間中の動きの推定方法を提案し
た。2 枚の画像上の特徴点は対応づけられているとし、
特徴点は平面的な剛体上にあると仮定する。一般に１台
の固定カメラで撮影すると距離情報を得ることができな
い。そのため、画像平面上の投影像から仮想物体平面を
作り、この仮想物体平面の空間中の動きパラメータを推
定する。幾何学的に仮想物体平面の動きベクトルと真の
物体の動きベクトルとは比例関係にある。 
自乗距離の各パラメータに関する偏分式は直接的に
解けないので、「最急降下法」で近似解を求める。この
方法では時々極小解に陥りやすいという問題があるが、
アニーリングアルゴリズムにより常に精度のよい推定結
果を得ることができた。また、3 次元運動パラメータ行
列 P=（R | t）を求める際、各要素の符号が自動的に決ま
り、直接的に回転行列 Rと平行移動ベクトルｔが得られ
る利点がある。 
本論文は、はじめに研究背景や関連研究を紹介し、
次に提案手法を詳しく説明して、さらにシミュレーショ
ン実験の結果を表し、最後に結論を述べる。 
2   ３次元動きパラメータの推定方法 
2.1.   回転中心の推定 
本研究は、平面対象物の特徴点に注目するので、特
徴点が乗っている平面の垂線方向は特徴点を囲む凸包の
面積によって決定できる。例えば、顔を対象物として観
測したとき、顔の動きとともに、顔の特徴点である目や
口が移動し、画像上に投影される特徴点で囲まれる領域
の面積が変わる。その領域が一番大きい時に、顔の特徴
点が作る平面がカメラと顔を結ぶ直線と垂直になる。本
論文では、カメラと対象物を結ぶ直線が真の対象物平面
に垂直な時に撮影した画像を「正面姿勢」と呼び、動い
た後に撮影した画像を「移動した姿勢」と呼ぶ。このよ
うな状況を設定した理由は、カメラ座標系での絶対姿勢
を知るためである。本論文は、1 台のキャリブレーショ
ンした固定カメラで撮られた 2枚の 2次元画像で、「正
面姿勢」から「移動した姿勢」までの対象物の 3 次元動
きのパラメータを推定する方法を提案する。 
本研究では、カメラの光軸が対象物を通るとは仮定
しない。つまり、対象物の最初の位置が必ずカメラの真
正面ではなくてもよい。ただ、対象物の平面がその平面
とカメラを結ぶ直線と垂直する。故に、推定安定性のた
め、「正面姿勢」の回転中心は重要なパラメータの一つ
である。まずはじめに、「正面姿勢」の「回転中心」を
求める手法を提案し、この手法の収束性も簡単に説明す
る。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1 Illustration of the Front Pose (Top View) 
 
図 1は「正面姿勢」を表している。点A1, B1は対象物
上の特徴点であり、点 a1, b1は点A1, B1が透視投影された
画像上の特徴点である。X 軸は画像面であり、Z 軸はカ
メラの光軸であり、Z’軸は対象物の方向を現している。
対象物上の「回転中心」点 o2は、対象物上の全ての特徴
点の平均座標である。しかし、透視投影のため、画像上
の「回転中心」点 o1が画像上の全ての特徴点の平均座標
ではない。対象物方向と光軸の角度が大きくなると「回
転中心」と「特徴点の平均座標」のずれが大きくなる。
ここで、画像面に写る点 a1, b1から、点 o1の座標を推定
する。 
図 2はこの推定法の流れを表している。 
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[画像平面上の回転中心を推定するアルゴリズム] 
1) 画像平面上のすべての特徴点 a1, b1の平均座標を
回転中心の初期値点 o1とする。 
2) カメラ oから、方向ベクトル oojを作る。ここで、
j (=1, 2,..)は繰り返し回数である。 
3) ベクトル oojを法線ベクトルとして、点 ojを通る
仮想平面 a’jb’jを作る。 
4) カメラ o から、平面上の特徴点の方向ベクトル
oa1 や、ob1を作る。この方向ベクトルと仮想平
面 a’jb’jとの交点を点 a’ｊ, b’ｊとする。 
5) 交点 a’ｊ,  b’ｊの平均座標を求め、点 o’jとする。 
6) もし o’jと ojの距離がある値より小さければ、繰
り返しが終わり、回転中心を得る。 
7) もし o’jと ojの距離がある値より大きければ、カ
メラ o から、新しい方向ベクトル oo’jをつくり、
oo’jと画像平面 X軸の交点を求め、点 oj+1とする。
点 oj+1は新しい回転中心として、ステップ２に戻
る。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2 Iteration Method to Estimate the Projected Point of the 
Rotation Center 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3 Distance Convergence for Iteration 
 
図 3 において、横軸は繰り返し回数であり、縦軸は
o’jと ojの距離である。パラメータは対象物と光軸との角
度である。このグラフは対象物の位置にかかわらず、ほ
ぼ 3 回以内の繰り返しで対象物の中心に収束することを
表している。 
2.2.   ３次元動きパラメータ行列の推定 
図 4は 3次元動きの説明図である：対象物 A1B1が回
転中心 o2に対して 3 次元空間で回転し、位置 A2B2まで
移動する。一般的に 3次元動きパラメータを 3次元回転
行列 R (3×3) と、 3次元並進ベクトル ttrue (3×1)で表す。
ttrueは対象物が空間中の絶対並進移動量を表す。 
一般に 1 台の固定カメラで撮影すると距離情報を得
ることができない。つまり、対象物の形や、空間中の位
置はわからない。そのため、画像平面上の投影像から仮
想平面を作り、この仮想平面の空間中の動きパラメータ
を推定する。幾何学的に仮想平面の動きベクトルと真の
物体の動きベクトルとは比例関係にある。 
本研究では、次のように、仮想的 3 次元動きを考え
る：対象物 a1’b1’ が回転中心 o1を中心に、真の対象物と
同じように 3 次元空間で回転し（R）、ポジション a2b2
まで移動する（t）。ここで、回転行列 Rは真の 3次元回
転と同じであり、並進ベクトルは真の ttrueと仮想並進ベ
クトル tと幾何学的に比例関係にある。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4 3D Movement Model of a Planar Object   
(Top View) 
 
このような仮想的な 3次元動きのモデルで、3次元動
きパラメータを推定する。2.1.で、「正面姿勢」の回転
中心 o1を推定した。カメラからこの回転中心を結ぶ対象
物の方向ベクトルを oo1（Z’軸）とする。そして、この
方向ベクトルを法線ベクトルとして、回転中心 o1を通る
仮想平面（X’軸）を得ることができる。 
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カメラ o から、「正面姿勢」画像上の特徴点の方向
ベクトル oa1 や、ob1なども 2.1.で既に得られたので、こ
の特徴点の方向ベクトルと仮想平面との交点は仮想平面
上の特徴点の 3次元座標であり、Xi = (Xi, Yi, Zi, 1)tと表示
する。 
3次元動きパラメータは斉次 3次元動きパラメータ行
列で表示すると、式(1)の形になる。 
「正面姿勢」の回転中心は Xc = (Xc, Yc, Zc, 1)tと表わし
（ここで、Zc は焦点距離 f）、「移動した姿勢」の特徴
点の空間座標は Xi_m = (Xi_m, Yi_m, Zi_m, 1)tと表示すると、空
間中の仮想的な 3次元動きは、式(2)で表せる。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(2) 
 
その後、透視投影の関係に従って、「移動した姿
勢」の特徴点群の画像面上の推定座標を求めUi = (Ui, Vi)t
とし、式(3)で表すことができる。 
 
 
 
 
 
 
 
 
 
 
 
(3) 
 
観測した「移動した姿勢」の画像面上の特徴点座標
を ui = (ui, vi)tとすると、3次元動きパラメータ行列 Pを推
定するため、Uiと uiから最小自乗法（LSM）により、式
(4)で誤差の自乗距離を求める。 
 
 
 
 
 
 
 
(4) 
 
距離 dは Pの要素に対する 12 元多変数関数である。
最良の Pを求めるため、dを Pの各要素で偏微分する。
すなわち、∂d/∂r11、∂d/∂r12、∂d/∂r21、∂d/∂r22、∂d/∂r31、
∂d/∂r32、∂d/∂Δx、∂d/∂Δy と∂d/∂Δz であり、具体的偏微分
式の例を式(5)から式(8)までに示す。 
 
 
 
 
 
 
 
(5) 
 
 
 
 
 
 
(6) 
 
 
 
 
 
(7) 
 
 
 
 
 
 
(8) 
 
式(9)と式(10)を満たす解は、最良の Pの要素である。 
 
 
 
(9) 
 
 
 
(10) 
 
しかし、上式のような連立方程式は直接的に解けな
いので、式(11)と式(12)による「最急降下法」（SDM）で
方程式の近似解を求める。この方法では初期値の選び方
により、時々極小値にトラップされ正しい解を求めるこ
とができない。この問題を解決する方法としてアニーリ
ングアルゴリズムを用いた。 
 
 
 
(11) 
 
 
 
(12) 
ｋは任意の小さな実数である。 
本研究では、最急降下法で Pの第一列(r11, r21, r31)t、第
二列(r12, r22, r32)tと第四列(Δx, Δy, Δz)tの要素のみ求める。
第三列(r13, r23, r33)t は回転行列 R の直交性を用いて、  
(r11, r21, r31)tと(r12, r22, r32)tとの外積で求め、正規化して得ら
れる。 
本研究では、最初に、P の初期値 P0を０にし、初期
値の変更幅 T の初期値 T0 を１にする。アニーリングア
ルゴリズムには式(13)によって、推定初期値を変える。 
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各アニーリングではループ中に「最急降下法」で P
を推定する。もし、推定結果は停止条件を満たしたら、
計算を停止する。このような方法で、2 次元画像から、3
次元動きパラメータを推定することができる。 
3   実験結果と考察 
3 次元回転はいくつかの表示法があるが、本研究では
三軸それぞれの角度で表示する：Pitch (X 軸を回る角, α)
と, Roll (Y軸を回る角, β)と, Yaw (Z軸を回る角, γ)で 3次
元回転を表わす。回転行列 Rもこの三つの角度の正余弦
関数の組み合わせて表示できる。 
実験では、様々な状況でシミュレーションを行った。
例えば、3次元回転は α = 10°, β = -20° and γ = 20°と設定し、
仮想並進パラメータは Δx = -90, Δy = 80 and Δz = -100 (画
素数)と設定する。3 次元動きのパラメータ行列は次によ
うになる。 
 
 
 
 
 
 
 
そして、提案手法では最低 4 点で、推定可能なので、
640 × 480 のサイズの仮想な画像上で、「正面姿勢」と
「移動した姿勢」の画像上の対応特徴点４組を用意する。 
 
表 1 対応特徴点座標 
「正面姿勢」画像上の
特徴点 
「移動した姿勢」画像上
の特徴点 
 
 
 
 
 
 
 
 
焦点距離は 400 に設定する。真の対象物の回転中心
の「正面姿勢」画像上の投影座標は(391, 240)であり、
「正面姿勢」画像上の 4つ特徴点の平均座標は(395, 240)
である。これは、真の対象物がカメラの光軸と外れてい
ることを示している。そして、提案した回転中心推定法
で、「正面姿勢」画像上の 4 特徴点より、推定した回転
中心の座標は(391.3, 240.5)であった。 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5 a Simulation Image for the 3D Movement 
図 5 はこのシミュレーションの様子を表している。
四辺形 ABCDは「正面姿勢」画像上の特徴点群であり、
四辺形 abcdは「移動した姿勢」画像上の特徴点群である。 
提案した手法により次の推定結果を得た。 
 
 
 
 
 
 
 
Pの四列の要素を 4つのベクトルとし、Ptrue と Pestimate 
の 4つの誤差角度を求め、この 4つの角度の平均値を最
終の推定誤差とする。この例の推定誤差は 0.48° であっ
た。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.6 Estimation Accuracy using 4 pairs of Feature Points 
（by SDM only） 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7 Estimation Accuracy using 4 pairs of Feature Points 
（by SDM and Annealing Algorithm） 
 
シミュレーション実験では、三つの回転角（α, β, γ）
を、それぞれ-45° から 45°まで 5°ずつ設定し、三つの並
進パラメータ（Δx, Δy, Δz）が、それぞれ-150から 150ま
で 10ずつ（画素数）設定する。その後、この 6つのパラ
メータを組み合わせて、それぞれの真の 3 次元動きパラ
メータ行列 Ptrue を用意する。 
提案した手法は最低４組の対応特徴点で 3 次元動き
パラメータは推定可能である。図 6と図 7は 4組の対応
特徴点を使って、アニーリングアルゴリズムの効果を示
したものである。縦軸は推定誤差であり、横軸は真の対
象物の方向とカメラの光軸との角度である。 
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図 6 から、アニーリングアルゴリズムを用いなかっ
た場合に、推定誤差が大きいことがわかる。そして、推
定誤差は、真の対象物とカメラの光軸との角度とともに
だんだん大きくなることが分かる。図 7 から、アニーリ
ングアルゴリズムはこの欠点を解消し、推定精度は高く
安定であることがわかった。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.8 Estimation Accuracy for the Rotation Parameters by 
Different Numbers of Feature Points 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.9 Estimation Accuracy for the Translation Parameters by 
Different Numbers of Feature Points 
 
図 8と図 9は異なる特徴点数の場合の 3次元回転パラ
メータと並進パラメータの推定誤差を表している。縦軸
は推定誤差であり、横軸は真の対象物の方向とカメラの
光軸との角度である。両方とも、特徴点の数が増えるに
従って推定誤差が減ることがわかる。 
表 2 は過去に提案された 3 次元動きの推定方法と本
手法の特長を比べている。表より提案手法は計算コスト
の問題があるが、従来法より有用であることがわかる。 
4   結論 
本論文では、1台の固定カメラで撮られた 2枚の画像
から、最小自乗距離に基づく物体の 3 次元空間中の動き
の推定方法を提案した。一般に 1 台の固定カメラで撮影
すると距離情報を得ることができない。そのため、画像
平面上の投影像から仮想物体平面を作り、この仮想物体
平面の空間中の動きパラメータを推定した。本研究では
絶対距離情報は原理的に得られないが、推定された Rvと
真の Rtはほぼ完全に等しく、推定並進ベクトルｔvと真
の並進ベクトルｔtは比例関係にある。 
今現在知られる手法と比べると、本手法は必要な特
徴点の数も同等であり、使いやすい長所がある。今回の
実験では特徴点が 4 組でも十分な推定結果が得られた。
さらに、推定行列 Pの各要素の符号が自動的に決めるこ
とができ、ホモグラフィー行列からの分解の必要もない
ので、解の曖昧性をがなく、直接に真の回転行列 Rと平
行移動ベクトルｔを得ることが可能である。そして、本
手法は繰り返し法の一つであっても、初期値の選び方の
依存度が低くて、従来の繰り返し法の極小値にトラップ
される問題も解決した。 
しかし、計算コストを減らし、汎用範囲をさらに広
くすることがこれからの課題として検討する予定である。 
 
Tab.2 現在既知の３次元動き推定方の比較表 
参考文献 
[1] G. H. Rosenfield: “The Problem of Exterior Oritentation in 
Photogrammetry”, Photogrammetric Eng., pp. 536-553, 1959. 
[2] Ezio Malis, Manuel Vargas: “Deeper understanding of the 
homography decomposition for vision-based control”, INRIA 
research report no. 6303, 2007.  
[3] R. Horaud, B. Canio, O. Leboullenx: “An Analytic Solution 
for the Perspective 4-Point Problem”, Computer Vision, 
Graphics, and Image Processing, no. 1, pp. 33-44, 1989. 
[4] R. M. Haralick, C. Lee, K. Ottenberg, M. Nolle: “Analysis and 
Solutions of the Three Point Perspective Pose Estimation 
Problem”, CVPR 1991, pp. 592-598, 1991. 
[5] C. Lu, G. Hager, E. Mjolsness: “Fast and globally convergent 
pose estimation from video images”, IEEE Transaction on 
Pattern Analysis and Machine Intelligence, vol. 22, no. 6, pp. 
610-622, June 2000. 
[6] 出口光一郎 : “ロボットビジョンの基礎 ” , P44/P50, 
P56/P79,  コロナ社 (2000). 
推定方法 
３次
元の
形 
特徴
点の
数 
初期
値の
依頼
性 
極小
値に
トラ
ップ
解の
曖昧
性 
計算
量 
ホモ
グラ
フィ
ー行
列の
分解
法 
Faugeras
の方法 
平面
対象
物、
未知
≥４
組 なし なし あり
少な
い 
Zhangの
方法 
平面
対象
物、
未知
≥４
組 なし なし あり
少な
い 
非線
形の
繰り
返し
法 
伝統的な
Gauss-
Newton法
既知
≥４
組 あり あり なし 多い
Levenberg-
Marquardt
法 
既知
≥４
組 あり あり なし 多い
Orthogonal 
Iteration 法 既知
≥４
組 なし あり なし 多い
提案手法
平面
対象
物、
未知
≥４
組 なし なし なし 多い
Estimation Accuracy for Rotation Parameters
(with annealing algorithm)
0
0.5
1
1.5
2
2.5
-25 -20 -15 -10 -5 0 5 10 15 20 25
Angle between Z axis and Z' axis
(Degree)
Es
ti
ma
ti
on
 E
rr
or
ε
(D
eg
re
e) 48
12
16
Estimation Accuracy for Translation Parameters
(with annealing algorithm)
0
0.5
1
1.5
2
-25 -20 -15 -10 -5 0 5 10 15 20 25
Angle between Z axis and Z' axis
(Degree)
Es
ti
ma
ti
on
 E
rr
or
ε
(D
eg
re
e) 48
12
16
