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Charles Swartz Now the support functional is always convex so this suggests replacing condition (l) by the condition:
where h and / are convex functions defined on X . We then need to obtain an appropriate generalization of (2) for this situation. This is given in Theorem 2 (also Corollary 3).
We now fix the notation and terminology which will be used. Let h and / be real valued convex functions defined on X . The subgradient of / at x Q is 3f( This result is given in [4] , lUE, under the assumption that / is continuous and Slater's condition is satisfied.
We now indicate haw an infinite dimensional version of the result of Aiyoshi and Ka+ayama ( [7] ).
The classical finite dimensional version of the Farkas Lemma corresponds to the case when B is finite and A is a singleton.
The Farkas result of Shimizu, Aiyoshi and Katayama for locally convex spaces has also been obtained by somewhat different methods in [S] .
We now also show that a generalized Farkas Lemma of Glover can be for t > 0 and -g(tx+(l-t)y) + tg{x) + (l-t)g(y) € 5 for 0 5 t < 1 ,
x, y € X J. We assume that g is such that y'g is lower semicontinuous on X for each y' i S* (weakly S*-lower semicontinuous in Glover's terminology). Glover's result ( [3] , Theorem l) is given by THEOREM 4. Let x' € X' . The following conditions are equivalent:
Proof. If ft = g~ (-5) , then (T) is equivalent to the fact that 0 is a solution of the convex program: min{(/-x')(x) : x € fl} . By Pshenichnyi's condition, since 9(/-x')(0) = 3f(0) -x' , (T) is equivalent to (9f(0)-x') n f(n, 0 ) * # 0 . But i l is a convex cone so F(fi, 0) = n , and by Lemma 1 of [3] , P(fi, 0 ) * = -U 3(s'g)(0) . Thus, by s'tS* Pshenichnyi's condition, (7) and (8) are equivalent.
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