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§1. Introduction
Let us consider the reduced wave equation
−∆u(x) + q(x)u(x) = 0 (1.1)
on the domain Ω such that
Ω ⊃ ER0 = {x ∈ RN : |x| > R0}, (1.2)
where R0 > 0 and N ≥ 2. Suppose that q(x) has the form
q(x) = −ℓ(x) + s(x), (1.3)
where ℓ(x) a positive function, and |s(x)| is supposed to be dominated by ℓ(x). The
equation (1.1) has been studied extensively especially in the relation to the operator
H1 = −∆+ V (x) (1.4)
in L2(Ω), or
H2 = − 1
µ(x)
∆ (1.5)
in the weighted Hilbert space L2(Ω; µ(x)dx) with boundary conditions on the bound-
ary ∂Ω and at infinity. In this work we are concerned with the asymptotic behavior
of the solution u of the equation (1.1) at infinity. One of the important conclusions of
the study is that we can establish the nonexistence of a class of (nontrivial) solutions
of (1.1) which includes the L2-solutions. And this result plays an important role in
the attempt (the limiting absorption method, see, e.g., [1], [4]) to prove the existence
of the boundary value of the resolvent (H1 − z)−1 or (H2 − z)−1 of the operator
H1 or H2 when the complex parameter z approaches the real axis.
Consider the equation
−∆u(x) + (−k2 + s(x))u(x) = 0, (1.6)
with k > 0, i.e., ℓ(x) = k2 in (1.3). In the celebrated work Kato [9] he showed, among
others, that, under the condition
τ ≡ (2k)−1 lim
|x|→∞
|x||s(x)| < 1, (1.7)
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a nontrivial solution u of the equation (1.1) satisfies
lim
r→∞
r2τ+ǫ
∫
|x|=r
(
|∇u(x)|2 + |u(x)|2
)
dS =∞ (1.8)
for any ǫ > 0. One of the important features of the work [9] is that the coefficient
s(x) does not need to be spherically symmetric which makes the scope of application
much wider than the preceding works (cf., e.g., Mu¨ller [10], Rellich [11]). Another
important feature of [9] is that the method is based on differential inequalities satisfied
by several functionals of the solution u so that the problem was successfully treated
as a local problem at infinity. As a result we do not need to use any boundary
conditions at the boundary ∂Ω of Ω or at infinity such as radiation condition (cf.,
e.g., Wienholtz [15]). As is well-known this result has many applications. In Ikebe
[3], in which the spectral theory and scattering theory for the Schro¨dinger operator
−∆+ V (x) in R3 was developed under the conditin that
V (x) = O(|x|−γ) (|x| → ∞, γ > 2), (1.9)
the result of Kato [9] was used to prove the existence of the boundary value of the
Green function on the positive real axis as well as the nonexistence of the positive
eigenvalues. After the work [9] various extensions and modifications were presented as
many efforts were made to treat more general operators in a similar method. See e.g.,
Ikebe-Uchiyama [5] for Schro¨dinger operators with magnetic potentials, Ja¨ger [6] for
the second order elliptic operators, Weidmann [14] for the many body Schro¨dinger
operators, and Ikebe-Saito¯ [4], Saito¯[13] for Schro¨dinger operators with long-range
potentials.
Now let us consider the case that ℓ(x) is a positive function which may be discon-
tinuous. One of the motivations to consider such ℓ(x) comes from the study of the
reduced wave equations in layered media. Consider the equation
−µ(x)−1∆u− λu = 0 (x ∈ RN ) (1.10)
in layered media, where µ(x) is a positive function on RN . Suppose that the function
µ(x) is a simple function with surfaces of discontinuity (separating surfaces) which
may extend to infinity. Roach and Zhang [12] proved the nonexistence of the solution
of the equation (1.10) under a geometric condition (“cone-like” discontinuity on the
separating surface, see also [2]). Then Ja¨ger and Saito¯ [7] proved a similar results
under another geometric condition (“cylindrical” discontinuity) on the separating
surfaces. In these works the method is not local at infinity, but some global integral
identity of the solution u are used. And the method seems to need some modifications
in the case where µ is a perturbation such as
µ(x) = µ0(x) + µℓ(x) + µs(x), (1.11)
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µ0 being a simple function, and µℓ(x) and µs(x) behaving like a long-range and
short-range potentials at infinity, respectively (cf. [8]).
In this work we are going to obtain an extension of the result (1.8) by Kato [9]
which can be applied the reduced wave equation (1.10) with µ(x) satisfying (1.11)
as well as the equation (1.6) where s(x) is the sum of a short-range potential and a
long-range potential. Under the several assumptions (Assumptions 2.1, 4.2, 5.5 and
5.8) on the coefficient q(x) the following (Theorem 5.10 in §5) will be proved:
Suppose that a solution u of equation (1.1) satisfies
lim
r→∞
∫
|x|=r
{∣∣∂u
∂r
∣∣2 −Re (q(x))|u|2} dS = 0. (1.12)
Then u has a compact support.
Our method is a local method at infinity which is similar to the method of Kato [9].
As in [9], some type of differential inequalities on functionals of the solution u will
play important roles. However, we shall first establish the differential inequalities
not in the ordinary sense but in the sense of distributions, and then they will be
interpreted in the ordinary sense.
In §2 we define our reduced wave equation and give the main assumption (As-
sumption 2.1) on the coefficients. In §3 we introduce and evaluate the first func-
tional M+(v, r). In order to complete the evaluation of M+(v, r), another functional
N(v,m, r) is introduced and evaluated in §4. §5 is devoted for proving the main the-
orem (Theorem 5.9). Some examples are discussed in §6. In §7 we shall discuss how
our result can be applied to some reduced wave operators which were studied in [8].
A lemma on distributional derivative is given in Appendix.
Acknowledgement. This work was finished when the second author was visiting
the University of Heidelberg for February 1997. Here he would like to thank Deutsche
Forschungs Gemeinschaft for its support through SFB 359. Also the second author is
thankful to Professor Willi Ja¨ger for his kind hospitality during this period.
§2. Schro¨dinger-type homogeneous equation
Consider the homogeneous Schro¨dinger equation
−∆u(x) + q(x)u(x) = 0 (x ∈ ER0), (2.1)
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where R0 > 0, and
ER = {x ∈ RN : |x| > R}. (2.2)
Let SN−1 be the unit sphere of RN . We set X = L2(S
N−1) and the inner product
and norm of X is denoted by ( , ) and | |, respectively.
Assumption 2.1. (i) Let N be an integer such that N ≥ 2. Let u ∈ H2(ER0)loc,
R0 > 0, be a solution of the equation (2.1), where q(x) is a complex-valued, measur-
able, locally bounded function on ER0 .
(ii) Set
Q(x) = q(x) +
(N − 1)(N − 3)
4r2
. (2.3)
(ii-a) Then Q(x) is decomposed as
Q(x) = Q0(x) +Q1(x), (2.4)
where Q0(x) is a real-valued, measurable, locally bounded function on ER0
such that
Q0(x) ≤ 0, (2.5)
and Q1(x) is a complex-valued, measurable, locally bounded function on ER0 .
(ii-b) For any x ∈ X = L2(SN−1), (Q0(r·)x, x) has the right limit for all r > R0 as
a function of r = |x|.
(ii-c) There exist h0 > 0 and, for 0 < h < h0, a real-valued, measurable function
Q0r(x; h) on ER0 such that
sup
{ |Q0r(x; h)| / x ∈ G, 0 < h < h0 } <∞ (2.6)
for any compact set G ⊂ ER0 ,
1
h
({Q0((r + h)·)−Q0(r·)}φ, φ) ≤ (Q0r(r·; h)φ, φ)
(φ ∈ X, r > R0, 0 < h ≤ h0), (2.7)
and the limit
lim
h↓0
(Q0r(r·; h)φ, φ) = (Q0r(r·)φ, φ) (φ ∈ X) (2.8)
exists with a real-valued, measurable, locally bounded function Q0r(x) on
ER0 .
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(iii) There exists a positive, measurable function h(r) defined on (R0,∞) such
that
(iii-a)
h(r) ≤ 2
r
(r > R0), (2.9)
(iii-b) and, setting 
a(r) = h−1(r) sup
|x|=r
|Q1(x)|,
b(r) = inf
|x|=r
[− (Q0(x) + h−1(r)Q0r(x))], (2.10)
where h−1(r) = 1/h(r), we have
a(r)2 ≤ b(r) (r > R0). (2.11)
In order to transform the equation (2.1) into a differential equation on (R0,∞)
with operator-valued coefficients, we give the following
Definition 2.2. (i) For r > R0 define a selfadjoint operator B(r) in X by{
D(B(r)) = D(ΛN ),
B(r) = − r−2ΛN ,
(2.12)
where D(T ) is the domain of T , and ΛN is the (selfadjoint realization of) Laplace-
Beltrami operator on SN−1.
(ii) For r > R0 define a bounded operators C0(r), C0r(r; h), C0r(r) and C1(r) on
X by 
C0(r) = Q0(r·)×,
C0r(r; h) = Q0r(r·; h)×,
C0r(r) = Q0r(r·)×,
C1(r) = Q1(r·)× .
(2.13)
Proposition 2.3. Let u be a solution of the equation (2.1) and let v be as in
Assumption 2.1, (ii). Let J = (R0,∞). Then,
(i) v ∈ C1(J,X).
(ii) v(r) ∈ D((−ΛN )1/2) for r ∈ J .
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(iii) We have∫ s
r
{|v′(r)|2 + |B1/2(r)v(r)|2} dr <∞ (R0 < r < s <∞), (2.14)
where v′(r) = dv(r)/dr and B1/2(r) = B(r)1/2.
(iv) v(r) ∈ D(ΛN ) for almost all r ∈ J , and Bv ∈ L2((r, s), X) for R0 < r <
s <∞.
(v) v′(r) ∈ Cac([r, s], X) for R0 < r < s <∞, where Cac([r, s], X) is all X-valued
absolutely continuous functions on [r, s]. There exists the weak derivative v′′(r) of
v′(r) for r ∈ J .
(vi) v′(r) ∈ D((−ΛN )1/2) for almost all r ∈ J , and B1/2v′ ∈ L2((r, s), X) for
R0 < r < s <∞.
(vii) B1/2v ∈ Cac([r, s], X) for R0 < r < s <∞, and we have
d
dr
(B1/2(r)v(r), B1/2(r)v(r)) = −2
r
(B1/2(r)v(r), B1/2(r)v(r))
+ 2Re(B1/2(r)v′(r), B1/2(r)v(r))
(2.15)
for almost all r ∈ J .
(viii) We have
− v′′(r) +B(r)v(r) + C0(r)v(r) + C1(r)v(r) = 0 (2.16)
in X for almost all r ∈ J .
Proof. See [13], Proposition 1.3. 
Proposition 2.4. Suppose that Q0r(x) satisfies Assumption 2.1, (ii-b) and (ii-c).
Let η ∈ C1(J,X). Let
g(r) =
d
dr
(C0(r)η(r), η(r)) (2.17)
be the derivative of f(r) = (C0(r)η(r), η(r)) in the sense of distributions on (R0,∞).
Then we have
g(r) ≤ (C0r(r)η(r), η(r)) + 2Re (C0(r)η(r), η′(r)), (2.18)
where the inequality (2.18) should be taken in the sense of distributions on (R0,∞)
again.
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Proof. (I) Let ϕ be a nonnegative C∞0 ((R0,∞)) function. Then, by definition
< g, ϕ > = − < f, ϕ′ >
= − lim
h↑0
∫ ∞
R0
f(r)
ϕ(r+ h)− ϕ(r)
h
dr
= lim
h↓0
1
h
∫ ∞
R0
(f(r+ h)− f(r))ϕ(r) dr, (2.19)
where < , > denotes the dual pair bracketing.
(II) Here we have
f(r + h)− f(r) = (C0(r + h)η(r + h), η(r + h))− (C0(r)η(r), η(r))
= ({C0(r + h)− C0(r)}η(r+ h), η(r + h))
+ (C0(r)η(r + h), η(r + h)− η(r))
+ (η(r + h)− η(r), C0(r)η(r)), (2.20)
and hence, using (2.7) in (ii-b) of Assumption 2.1, we obtain
1
h
(f(r + h)− f(r)) ≤ (C0r(r; h)η(r + h), η(r + h))
+ (C0(r)η(r + h),
1
h
(η(r + h) − η(r)))
+ (
1
h
(η(r + h)− η(r)), C0(r)η(r)).
(2.21)
(III) It is easy to see from (2.8) in (ii-c) of Assumption 2.1 and (i) of Proposition
2.3 that the right-hand side of (2.21) converges to
g0(r) ≡ (C0r(r)η(r), η(r)) + 2Re (C0(r)η(r), η(r)) (2.22)
boundedly on any compact interval in (R0,∞) as h ↓ 0. Therefore, noting that
ϕ ≥ 0, we have
< g, ϕ > ≤
∫ ∞
R0
g0(r)ϕ(r) dr = < g0, ϕ >, (2.23)
which completes the proof. 
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§3. The evaluation of the functional M+(v, r)
Let v = v(r·) be as in (2.5). Then we are going to define the functional M+(v, r) by
Definition 3.1. Let v be as in (ii-b) of Assumption 2.1. Then set
M+(v, r) = |v′(r)|2 − (C0(r)v(r), v(r))− |B1/2(r)v(r)|2 (3.1)
for r > R0.
Proposition 3.2. Suppose that Assumption 2.1 is satisfied. Let M+(v, r) be as
in Definition 3.1.
(i) Then M+(v, r) is a real-valued, locally bounded function on J = (R0,∞).
Further M+(v, r) is right continuous with its left limit for r ∈ J .
(ii) We have
d
dr
M+(v, r) ≥ −h(r)M+(v, r) (r > R0), (3.2)
where the inequality (3.2) should be taken in the sense of distributions on (R0,∞).
Proof. (i) follows from Assumption 2.1, (ii) and Proposition 2.3. From Propositions
2.3 and 2.4 we see that
d
dr
M+(v, r) ≥ 2Re(v′′(r), v′(r))
− (C0r(r)v(r), v(r))− 2Re(C0(r)v(r), v′(r))
+
2
r
(B(r)v(r), v(r))− 2Re(B(r)v(r), v′(r)) (3.3)
in the sense of distributions on (R0,∞). Using (2.16), we have from (3.3)
d
dr
M+(v, r) ≥ − (C0r(r)v(r), v(r)) + 2Re(C1(r)v(r), v′(r))
+
2
r
(B(r)v(r), v(r))
= −h(r)M+(v, r)
+h(r)
[|v′(r)|2−(C0(r)v(r), v(r))− (B(r)v(r), v(r))]
− (C0r(r)v(r),v(r)) + 2Re(C1(r)v(r), v′(r))
+
2
r
(B(r)v(r), v(r)) (3.4)
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Thus, using a(r) and b(r) defined by (2.10), and taking note of (2.9) in Assumption
2.1, we have
d
dr
M+(v, r) ≥ −h(r)M+(v, r)
+ h(r)
[ |v′(r)|2 − 2a(r)|v′(r)||v(r)|+ b(r)|v(r)|2 ].
(3.5)
It follows from (2.11) in Assumption 2.1, that is, a(r)2 ≤ b(r), that (3.5) implies
(3.2), which completes the proof. 
Proposition 3.3. Suppose that Assumption 2.1 is satisfied. For R1 > R0 we
have
M+(v, r) ≥ exp (− ∫ r
R1
h(t) dt
)
M+(v, R1) (r ≥ R1). (3.6)
Proof. It follows from Proposition 3.2 that
exp
( ∫ r
R1
h(t) dt
) d
dr
M+(v, r)
+ h(r) exp
( ∫ r
R1
h(t) dt
)
M+(v, r) ≥ 0 (r > R1), (3.7)
and hence
d
dr
[
exp
( ∫ r
R1
h(t) dt
)
M+(v, r)
]
≥ 0 (r > R1) (3.8)
in the sense of distributions on (R1,∞). The inequality (3.6) follows from (3.8) and
Lemma A of Appendix. 
§4. The evaluation of the functional N(v,m, r)
Using M+(v, r), we are going to define another functional which will be used to
evaluate M+(v, r) in §5.
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Definition 4.1. (i) Set
N(v,m, r) =M+(w, r) + (m(m+ 1)− F (r))r−2|w|2 (w = rmv), (4.1)
where m is a positive number and F (r) is a positive C1 function on (R0,∞).
(ii) For r > R0 define a bounded operators CR(r) on X by
CR(r) = Re(Q(r·))× = (Q0(r·) + Re(Q1(r·))× . (4.2)
Set
M(v, r) = |v′(r)|2 − (CR(r)v(r), v(r)). (4.3)
(iii) For r > R0 we set
p(r) = inf
|x|=r
[− (2Q0(x) + rQ0r(x))]. (4.4)
Assumption 4.2. The function F (r) introduced in Definition 4.1 satisfies the
following (i) ∼ (iii):
(i) There exists a positive constant c0 such that
F 2(r) ≤ c0r4h2(r)b(r) (r > R0), (4.5)
where b(r) is given in (2.10), F 2(r) = F (r)2, and h2(r) = h(r)2.
(ii) We have F (r)→∞ as r →∞.
(iii) There exists a positive constant c1 such that
Fr(r) ≡ d
dr
F (r) ≤ c1r−1 (r > R0). (4.6)
Proposition 4.3. (i) Let b(r) be given by (2.10) and assume that h(r) satisfies
the inequality (2.9) and that Q0(x) is nonpositive. Then,
r2h2(r)b(r) ≤ 2p(r) (r > R0). (4.7)
(ii) Assume that the inequality (2.11) holds. Then,(
r sup
|x|=r
|Q1(x)|
)2 ≤ 2p(r) (r > R0). (4.8)
(iii) Suppose that the inequality (4,5) holds. Then,
r−2F 2(r) ≤ 2c0p(r) (r > R0). (4.9)
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Proof. Since 0 < rh(r) ≤ 2 and −Q0(x) ≥ 0, we have
r2h2(r)
[− (Q0(x) + h−1(r)Q0r(x))]
= rh(r)
[
rh(r)
(− Q0(x))+ r(− Q0r(x))]
≤ 2[2(− Q0(x))+ r(− Q0r(x))]
= 2
[− (2Q0(x) + rQ0r(x))], (4.10)
which implies (4.7). It follows from (2.11) and (4.7) that(
r sup
|x|=r
|Q1(x)|
)2
= r2h2(r)
(
h−1(r) sup
|x|=r
|Q1(x)|
)2
≤ r2h2(r)b(r)
≤ 2p(r). (4.11)
From (4.5) and (4.7) we obtain
F 2(r) ≤ c0r4h2(r)b(r) ≤ c0r2(2p(r)) = r2(2c0p(r)) (4.12)
for r > R0, which implies (4.9). 
Proposition 4.4. Suppose that Assumptions 2.1 and 4.2 hold. Then there exist
m0 > 0 and r0 > R0 such that
d
dr
(
r2N(v,m, r)
) ≥ 0 (m ≥ m0) (4.13)
in the sense of distributions on (r0,∞).
Proof. (I) By definition w = rmv satisfies
w′ = rmv′ +mrm−1v = rmv′ +mr−1w,
w′′ = rmv′′ + 2mrm−1v′ +m(m− 1)rm−2v
= rmv′′ + 2mr−1
(
w′ −mr−1w)+m(m− 1)r−2w
= rmv′′ + 2mr−1w′ −m(m+ 1)r−2w
= rm(Bv + C0v + C1v) + 2mr
−1w′ −m(m+ 1)r−2w,
(4.14)
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and hence we have
−w′′ + 2mr−1w′ + (B + C0 + C1 −m(m+ 1)r−2)w = 0. (4.15)
(II) Set
g(r,m) = (m(m+ 1)− F (r))r−2. (4.16)
Then, using (4.15) and Proposition 2.4, we have
r−2
d
dr
(
r2N(v,m, r)
)
≥ 2r−1(|w′|2 − (C0w,w)− (Bw,w) + (gw, w))
+ 2Re(w′′ − C0w −Bw + gw, w′) + 2
r
|B1/2w|2
− (C0rw,w) + (grw,w)
= 2r−1
(|w′|2 − (C0w,w)− (Bw,w) + (gw, w))
+ 2Re(2mr−1w′ + C1w −m(m+ 1)r−2w + gw, w′)
+
2
r
|B1/2w|2 − (C0rw,w) + (grw,w)
= 2(1 + 2m)r−1|w′|2 + (2r−1g + gr)|w|2
+ r−1([− 2C0 − rC0r]w,w)
+ 2Re(C1w −m(m+ 1)r−2w + gw, w′), (4.17)
where gr = dg/dr. Note that{
2r−1g(r,m) + gr(r,m) = −Fr(r)r−2,
g(r,m)−m(m+ 1)r−2 = −F (r)r−2. (4.18)
Then the above inequality (4.17) can be rewritten as
r−2
d
dr
(
r2N(v,m, r)
)
≥ 2(1 + 2m)r−1|w′|2 + r−1(p(r)− r−1Fr(r))|w|2
− 2Re((r−2F (r)− C1)w,w′), (4.19)
where p(r) is as in (4.4).
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(III) It follows from Assumption 4.2, (iii) and Proposition 4.3, (ii), (iii) that
p(r)− r−1Fr(r) ≥ p(r)− c1r−2 = r−2(r2p(r)− c1),
|r−2F (r)−Q1(x)| ≤ r−1
(
2c0p(r)
)1/2
+ r−1
(
2p(r)
)1/2
= c2r
−1p1/2(r) (c2 =
√
2c0 +
√
2).
(4.20)
Further, from (iii) of Proposition 4.3 and (ii) of Assumption 4.2 we see that
r2p(r) ≥ (2c0)−1F 2(r)→∞ (r →∞), (4.21)
and hence there exists r0 > R0 such that
r−2(r2p(r)− c1) = p(r)(1− c1
r2p(r)
) ≥ 2−1p(r) (4.22)
for r ≥ r0. Thus, we obtain from (5.19)
r−2
d
dr
(
r2N(v,m, r)
)
≥ 2(1 + 2m)r−1|w′|2 + 2−1r−1p(r)|w|2
− 2c2r−1p1/2(r)|w′||w|
= r−1
[
2(1 + 2m)|w′|2 + 2−1p(r)|w|2
− 2c2p1/2(r)|w′||w|
]
(4.23)
for r ≥ r0. Therefore, there exists a sufficiently large m0 > 0 such that
r2
d
dr
(
r2N(v,m, r)
) ≥ 0 (4.24)
for r ≥ r0 and m ≥ m0, which completes the proof. 
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§5. Uniqueness Theorem
We are going to prove our main theorem (Theorem 5.10) which shows, under
Assumptions 2.1 and 4.1, and some additional conditions (Assumptions 5.5 and 5.8),
that the solution u has compact support if u satisfies
lim
r→∞
∫
|x|=r
{∣∣∂u
∂r
∣∣2 −Re (q(x))|u|2} dS = 0. (5.1)
Proposition 5.1. Suppose that Assumptions 2.1 and 4.2 hold. Suppose that the
support of u is unbounded. Let r0 and m0 be as in Proposition 4.4. Then there exist
m1 ≥ m0 and r1 ≥ r0 such that
N(v,m1, r) > 0 (r ≥ r1). (5.2)
Proof. Since the support of u is assumed to be unbounded, there exists r1 ≥ r0 such
that |v(r1)| > 0. Since
r−2m1 N(v,m, r1)
= r−2m1
{ |w′(r1)|2 − (C0(r1)w(r1), w(r1))
− |B1/2(r1)w(r1)|2 +
(
m(m+ 1)− F (r1)
)|w(r1)|2}
≥ − (C0(r1)v(r1), v(r1))
− |B1/2(r1)v(r1)|2 +
(
m(m+ 1)− F (r1)
)|v(r1)|2, (5.3)
we can choose a sufficiently large m1 ≥ m0 so that
r−2m11 N(v,m1, r1) > 0, or r
2
1N(v,m1, r1) > 0. (5.4)
Note that, by (ii)-2 of Assumption 2.1, N(r,m, v) is right-continuous. Then the
inequality (5.4) is combined with (4.13) and Lemma A in Appendix to see that
r2N(r,m1, v) > 0 on [r1,∞), which completes the proof. 
Definition 5.2. Suppose that Assumptions 2.1 and 4.2 hold. Suppose that
the support of u is unbounded. Let F (r) and m1 be given in Definition 4.1 and
Proposition 5.1, respectively. Then we introduce the following two alternative cases:
Case I : There exists an infinite sequence { r′ℓ } such that R0 < r′ℓ, r′ℓ → ∞ as
ℓ→∞, and
2Re(v′(r′ℓ), v(r
′
ℓ)) ≤ (2m1r′ℓ)−1F (r′ℓ)|v(r′ℓ)|2 (5.5)
for all ℓ = 1, 2, · · · .
Case II : There exists r2 > r1 such that
2Re(v′(r), v(r)) > (2m1r)
−1F (r)|v(r)|2. (r ≥ r2), (5.6)
where r1 is as in Proposition 5.1.
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Proposition 5.3. Suppose that Assumptions 2.1 and 4.2 hold. Suppose that the
support of u is unbounded. Suppose that Case I in Definition 5.2 holds. Then there
exists an infinite sequence { r′′ℓ } such that R0 < r′′ℓ , r′′ℓ →∞ as ℓ→∞, and
M+(v, r′′ℓ ) > 0 (ℓ = 1, 2, · · · ). (5.7)
Proof. Let { r′ℓ } be as in Case I of Definition 5.2. Let w = rm1v, where m1 is as
in Proposition 5.1. Then we have for r = r′ℓ
r−2m1 |w′|2 = |v′ +m1r−1v|2
= |v′|2 + 2m1r−1Re(v′, v) +m21r−2|v|2
≤ |v′|2 +m1r−1(2m1r)−1F (r)|v|2 +m21r−2|v|2
= |v′|2 + (2−1F (r) +m21)r−2|v|2. (5.8)
Let r1 be as in Proposition 5.1. For r = r
′
ℓ such that r
′
ℓ ≥ r1, it follows that
0 < N(v,m1, r) =M
+(w, r) + (m1(m1 + 1)− F (r))r−2|w|2
≤ r2m1{|v′|2 + (2−1F (r) +m21)r−2|v|2}
− r2m1{(C0v, v) + (Bv, v)}
+ r2m1(m1(m1 + 1)− F (r))r−2|v|2
= r2m1
{
M+(v, r) + (m1(2m1 + 1)− 2−1F (r))r−2|v|2
}
. (5.9)
Since F (r)→∞ as r →∞, there exists a positive integer ℓ0 such that
m1(2m1 + 1)− 2−1F (r′ℓ)) < 0 (ℓ ≥ ℓ0). (5.10)
Therefore we have only to define r′′ℓ by
r′′ℓ = r
′
ℓ0+ℓ
(ℓ = 1, 2, · · · ), (5.11)
which completes the proof. 
Proposition 5.4. Suppose that Assumptions 2.1 and 4.2 hold. Suppose that the
support of u is unbounded. Suppose that Case II in Definition 5.2 holds. Suppose, in
addition, that
ReQ(x) ≤ 0 (x ∈ ER0). (5.12)
Then there exist r3 > R0 and a positive constant c2 such that
M(v, r) ≥ c2 (r ≥ r3), (5.13)
where M(v, r) is given by (4.3).
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Proof. Since F (r)→∞ as r →∞, there exists r4 > R0 such that
F (r)
2m1
≥ 2 (r ≥ r4). (5.14)
Then it follows from (5.6) that
d
dr
|v(r)|2 ≥ 2r−1|v(r)|2 (r ≥ r4). (5.15)
Let r3 be such that r3 ≥ r4 and |v(r3)| > 0. Then, since
d
dr
(
r−2|v(r)|2) = r−2( d
dr
|v(r)|2 − 2r−1|v(r)|2) ≥ 0 (r ≥ r4), (5.16)
we have
r−2|v(r)|2 ≥ r−23 |v(r3)|2 > 0 (r ≥ r3). (5.17)
Also, using (5.6) and (5.14) again, we see that
2r−1|v(r)|2 ≤ (2m1r)−1F (r)|v(r)|2 ≤ 2|v(r)||v′(r)|, (5.18)
or
r−1|v(r)| ≤ |v′(r)| (5.19)
for r ≥ r4. Thus, it follows from (5.17) and (5.19) that
|v′(r)|2 ≥ r−2|v(r)|2 ≥ r−22 |v(r3)|2 > 0 (5.20)
for r ≥ r3, which is combined with (5.12) to obtain (5.13). 
Assumption 5.5. (i) Let h(r) be as above. Then h ∈ L1((R0,∞)).
(ii) There exists a constant β ∈ (0, 1) such that
0 ≥ βQ0(x) ≥ Re (Q(x)) (x ∈ ER0). (5.21)
Theorem 5.6. Suppose that Assumptions 2.1, 4.2 and 5.5 hold. Suppose that the
support of u is unbounded. Then there exist a positive constant c3 and R2 > R0 such
that
M(v, r) ≥ c3 (r ≥ R2). (5.22)
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Proof. Note that all the assumptions that are necessary for the conclusions of
Propositions 3.2, 3.3, 4.3, 4.4, 5.1 5.3 and 5.4 are satisfied. Suppose that Case I of
Definition 5.2 is satisfied. Then, by Proposition 5.3 there exists R′2 > R0 such that
M+(v, R′2) > 0. Therefore, setting R1 = R
′
2 in Proposition 3.3, we have for r ≥ R′2,
M+(v, r) ≥ exp (− ∫ r
R′
3
h(t) dt
)
M+(v, R′2)
≥ exp (− ∫ ∞
R′
3
h(t) dt
)
M+(v, R′2). (5.23)
Since we have from (5.21)
M(v, r) = |v′(r)|2 − (CR(r)v(r), v(r))
≥ |v′(r)|2 − β(C0(r)v(r), v(r))
≥ β|v′(r)|2 − β(C0(r)v(r), v(r))− β|B1/2(r)v(r)|2
= βM+(v, r), (5.24)
it follows from (5.23) that
M(v, r) ≥ c′3 (r ≥ R′2) (5.25)
with
c′3 = β exp
(− ∫ ∞
R′
3
h(t) dt
)
M+(v, R′2). (5.26)
Suppose that Case II of Definition 5.2 is satisfied. Then from Proposition 5.4 we have
M(v, r) ≥ c2 (r ≥ r3), (5.27)
where c2 and r3 are as in Proposition 5.4. Now set{
c3 = min {c′3, c2},
R2 = max {R′2, r3}.
(5.28)
Then (5.22) follows, which completes the proof. 
Corollary 5.7. Suppose that Assumptions 2.1, 4.2 and 5.8 hold. Suppose that
lim
r→∞
M(v, r) = 0. (5.29)
Then u has compact support.
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In order to show our main theorem (Theorem 5.10) we need one more assumption.
Assumption 5.8. We have
lim
r→∞
(
r2 inf
|x|=r
Re (−q(x))) =∞. (5.30)
Before we state and prove Theorem 5.10, we are going to unify Assumptions 2.1,
4.2, 5.5 and 5.8 in more organized form:
Assumption 5.9. (1) Let N be an integer such that N ≥ 2. Let u ∈ H2(ER0)loc,
R0 > 0, be a solution of the homogeneous Schro¨dinger equation (2.1), where ER0 is
given by (2.2) (with R = R0). Here q(x) is a complex-valued, measurable, locally
bounded function on ER0 which satisfies (5.30).
(2) Set
Q(x) = q(x) +
(N − 1)(N − 3)
4r2
. (5.31)
(2-a) Then Q(x) is decomposed as
Q(x) = Q0(x) +Q1(x), (5.32)
where Q0(x) is a non-positive, measurable, locally bounded function on ER0
and Q1(x) is a complex-valued, measurable, locally bounded function on
ER0 such that
0 ≥ βQ0(x) ≥ Re (Q(x)) (x ∈ ER0) (5.33)
with a constant β ∈ (0, 1).
(2-b) For any φ ∈ X = L2(SN−1), (Q0(r·)φ, φ) has the right limit for all r > R0 as
a function of r = |x|, where ( , ) is the inner product of X .
(2-c) There exist h0 > 0 and, for 0 < h < h0, a real-valued, measurable function
Q0r(x; h) on ER0 such that (2.6), (2.7) and (2.8) hold.
(2-d) There exists h(r) ∈ L1((R0,∞)) such that
0 < h(r) ≤ 2
r
(r > R0), (5.34)
and, setting
a(r) = h−1(r) sup
|x|=r
|Q1(x)|,
b(r) = inf
|x|=r
[− (Q0(x) + h−1(r)Q0r(x))],
(h−1(r) = 1/h(r)),
(5.35)
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we have
a(r)2 ≤ b(r) (r > R0). (5.36)
(3) The function F (r) introduced in Definition 4.1 satisfies Assumption 4.2.
Theorem 5.10. Suppose that Assumptions 5.9 hold. Suppose that the solution
u satisfies (5.1). Then u has compact support.
Proof. Note that
0 ≤ |v′(r)|2 − (CR(r)v(r), v(r))
= |(r(N−1)/2u(r·))′|2 − rN−1(Re (Q(r·))u(r·), u(r·))
= rN−1|∂ru(r·) + 2−1(N − 1)r−1u(r·)|2
− rN−1(Re (Q(r·))u(r·), u(r·))
≤ 2rN−1|∂ru(r·)|2 + 2−1(N − 1)2rN−3|u(r·)|2
− rN−1({Re (q(r·)) + (N − 1)(N − 3)
4r2
}
u(r·), u(r·)),
≤ 2rN−1|∂ru(r·)|2 + N
2 − 1
4
rN−3|u(r·)|2
− rN−1(Re (q(r·))u(r·), u(r·)), (5.37)
where ∂r = ∂/∂r and we have used
Q(x) = q(x) +
(N − 1)(N − 3)
4r2
,
(N − 1)2
2
− (N − 1)(N − 3)
4
=
N2 − 1
4
.
(5.38)
Therefore we have
0 ≤ |v′(r)|2 − (CR(r)v(r), v(r))
≤ 2rN−1{|∂ru(r·)|2 − (Re (q(r·))u(r·), u(r·))}
− rN−3([− r2Re (q(r·))− 4−1(N2 − 1)]u(r·), u(r·)).
(5.39)
It follows from (1) of Assumption 5.9 ((5.30)) that there exists R3 > R0 such that
− r2Re (q(x))− 4−1(N2 − 1) > 0 (|x| = r, r ≥ R3), (5.40)
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and hence, for |x| ≥ R3,
0 ≤ |v′(r)|2 − (CR(r)v(r), v(r))
≤ 2
∫
|x|=r
{∣∣∂u
∂r
∣∣2 − Re (q(x))|u|2} dS, (5.41)
which, together with (5.1), implies (5.29). Thus Corollary 5.7 can be applied to see
that u has compact support, which completes the proof. 
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§6. Examples
In this section we are going to give some applications of Theorem 5.10.
Example 6.1. Let R > 0 and let u ∈ H2(ER)loc be a solution of the equation
(−∆+ Vℓ(x) + Vs(x)− λ(x))u = 0 (x ∈ ER) (6.1)
Here λ(x) is a real-valued, measurable, locally bounded function on ER satisfying
the following (i) and (ii):
(i) There exists m0 > 0 such that
λ(x) ≥ m0 (x ∈ ER). (6.2)
(ii) For any φ ∈ X the function
fφ(r) = (λ(r·)φ, φ) (6.3)
is a right continuous, nondecreasing function on (R,∞).
The functions Vℓ(x) and Vs(x) are real-valued and complex-valued functions, respec-
tively, satisfying the following (iii) and (iv):
(iii) The long-range potential Vℓ(x) is assumed to be C
1 function on ER such
that 
lim
r→∞
sup
|x|=r
|Vℓ(x)| = 0,
sup
r>R, |x|=r
{|x|1+ǫ∣∣ ∂Vℓ
∂|x|
∣∣} <∞ (6.4)
with ǫ ∈ (0, 2).
(iv) The short-range potential Vs(x) is assumed to be measurable such that
sup
r>R, |x|=r
{
r1+ǫ|Vs(x)|
}
<∞, (6.5)
where ǫ is as above.
Suppose, in addition, that
lim
r→∞
∫
|x|=r
{∣∣∂u
∂r
∣∣2 + λ(x)|u|2} dS = 0. (6.6)
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Then u is identically zero in ER. In fact, set
Q0(x) = −λ(x) + Vℓ(x),
Q0r(rω; h) = h
−1
∫ r+h
r
∂Vℓ
∂r
(sω) ds (ω ∈ SN−1, h > 0),
Q0r(x) =
∂Vℓ
∂r
,
Q1(x) = Vs(x) +
(N − 1)(N − 3)
4r2
.
(6.7)
Then, since
Re (−q(x)) = λ(x)− Vℓ(x)−Re (Vs(x)) ≥ m0 − Vℓ(x)− Re (Vs(x)) (6.8)
(1) of Assumption 5.9 is satisfied for sufficiently large r. For φ ∈ X , we have
1
h
(
[
Q0((r + h)·)−Q0(r·)
]
φ, φ)
= − 1
h
(
[
λ((r + h)·)− λ(r·)]φ, φ) + 1
h
(
[
Vℓ((r + h)·)− Vℓ(r·)
]
φ, φ)
≤ (Q0r(r·; h)φ, φ)
→ (Q0r(r·)φ, φ) (6.9)
as h→ 0 with h > 0. Thus (2-c) of Assumption 5.9 is satisfied. Set
h(r) = r−1−ǫ/2 (r > R). (6.10)
Then h(r) ∈ L1((R,∞)) and the inequality (5.34) is satisfied for sufficiently large r.
Also we have a(r)→ 0 as r →∞ and b(r) ≥ m0/2 for sufficiently large r, and hence
(2-d) of Assumption 5.9 is now satisfied. Noting that
βQ0(x)− Re (Q(x)) = (1− β)λ(x) + (β − 1)Vℓ(x)− Re (Vs(x)), (6.11)
and that λ(x) ≥ m0 ((6.2)), we see that (2-a) of Assumption 5.9 holds for sufficiently
large r with any β ∈ (0, 1). The condition (2-b) of Assumption 5.9 is verified by (ii)
of Example 6.1 and the smoothness of Vℓ(x). Define F (r) by F (r) = log r. Obviously
(ii) and (iii) of Assumption 4.2 are satisfied by definition. Since
r4h2(r)b(r) = r2−ǫ(λ(x) + o(1)) (6.12)
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as r →∞, (4.5) in Assumption 4.2 holds for sufficiently large r. Therefore, by setting
R0 sufficiently large, all the conditions of Assumption 5.9 are satisfied, which implies
that the solution u has compact support in ER. Therefore it follows from the unique
continuation theorem that u is identically zero in ER.
We remark here that, if λ(x) is assumed to be bounded from above, too, then the
condition (6.6) is equivalent to
lim
r→∞
∫
|x|=r
{∣∣∂u
∂r
∣∣2 + |u|2} dS = 0. (6.13)
Another remark is that, if Vs(x) is real-valued, then the condition (6.6) is implied by
the generalized radiation condition
rδ−1
(∂u
∂r
− i
√
λ(x)u
) ∈ L2(ER) (6.14)
with δ > 1/2 and R > R.
Example 6.2. Let R > 0 and let u ∈ H2(ER)loc be a solution of the equation
(− 1
µ(x)
∆− λ)u = 0 (x ∈ ER) (6.15)
Here λ > 0 and the real-valued function µ(x) on ER is decomposed as
µ(x) = µ0(x) + µℓ(x) + µs(x) (x ∈ ER), (6.16)
where µ0(x), µℓ(x) and µs(x) satisfy the following (i)∼(iv):
(i) µ0(x) is real-valued and measurable and there exists m˜0 > 0 such that
µ0(x) ≥ m˜0 (x ∈ ER). (6.17)
(ii) For any φ ∈ X the function
gφ(r) = (µ0(r·)φ, φ) (6.18)
is a right continuous, nondecreasing function on (R,∞).
(iii) The real-valued function µℓ satisfies Example 6.1, (iii) with Vℓ(x) replaced
by µℓ.
(iv) The complex-valued function µs(x) satisfies Example 6.1, (iv) with Vs(x) re-
placed by µs.
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Set 
λ(x) = λµ0(x),
Vℓ(x) = λµℓ(x),
Vs(x) = λµs(x)
(6.19)
Then u satisfy the equation (6.1) in Example 6.1, where λ(x), Vℓ(x) and Vs(x)
satisfy (i)∼(iv) in Example 6.1. Thus the condition
lim
r→∞
∫
|x|=r
{∣∣∂u
∂r
∣∣2 + λµ0(x)|u|2} dS = 0 (6.20)
implies that u is identically zero.
§7 Reduced Wave operator in layered media
In [8] we considered the reduced wave operator
H = − 1
µ(x)
∆ in H = L2(RN , µ(x)dx), (7.1)
where µ(x) is a real-valued function such that
0 < inf
x
µ(x) ≤ sup
x
µ(x) <∞. (7.2)
By defining the domain D(H) of H by D(H) = H2(RN ), where H2(RN ) is the
second order Sobolev space on RN , H becomes a self-adjoint operator on H. In this
section we shall show that the nonexistence of the eigenvalues of H can be proved
in some cases discussed in [8] by using the result of §6 (Example 6.2). Suppose that
µ(x) has the decomposition (6.16) with a positive function µ0, a long-range perturba-
tion µℓ and a short-range perturbation µs. The functions µ0, µℓ and µs are assumed
to satisfy (i) ∼ (iv) of Example 6.2. In [8], for the sake of simplicity, we assumed that
only one of a long-range perturbation or short-range perturbation appeared with the
main term µ0(x), but we can easily modify the arguments in [8] so that we can treat
µ(x) of the form (6.16). Let K− be a nonpositive integer or K− = −∞ and let
K+ be a nonnegative integer or K+ =∞. Let K be a set of integers given by
K = {k/K− ≤ k ≤ K+}. (7.3)
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Let {Ωk}k∈K be a sequence of open sets of RN such that
Ωk ∩ Ωℓ = ∅ (k 6= ℓ),⋃
k∈K
Ωk = R
N , (7.4)
where A is the closure of A. Further we assume that the boundary ∂Ωk of Ωk has
the form
∂Ωk = S
(−)
k ∪ S(+)k , (7.5)
where S
(−)
k ∩ S(+)k = ∅, and each of S(−)k and S(+)k is a continuous surface which is a
finite union of smooth surfaces. We also assume that
S
(+)
k = S
(−)
k+1 (k ∈ K),
S
(+)
K+
= S
(−)
K++1
= ∅ (if K+ 6=∞),
S
(−)
K−
= ∅ (if K− 6= −∞).
(7.6)
Now the function µ0(x) is assumed to be a simple function which takes a constant
value νk on each Ωk such that {νk}k∈K ia a bounded, positive sequence. We assume
that the origin 0 of the coordinates is in Ω0, and µ0(x) satisfies the condition
(νk+1 − νk)(n(k)(x) · x) ≥ 0 (x ∈ S(+)k = S(−)k+1, k ∈ K), (7.7)
where n(k)(x) is the unit outward normal of Ωk at x ∈ ∂Ωk and n(k)(x) · x is the
inner product of n(k)(x) and x in RN . Then the following theorem has been obtained
in [8] ([8], Theorem 4.6):
Theorem 7.1. Let H be as above. Suppose, in addition, that µ takes the form
of either µ = µ0 + µs or µ = µ0 + µℓ. Let σp(H) be the set of the point spectrum
of H. Then the multiplicity of each λ ∈ σp(H) is finite, σp(H) does not have any
accumulation points except at 0 and ∞.
It is not difficult to extend this result to the general case that µ = µ0 + µs + µℓ.
Using the Example 6.2, we can show a sufficient condition for the nonexistence of the
point spectrum of the operator H.
Theorem 7.2. Let H be as above. Suppose that, for almost all ω ∈ SN−1,
µ0(rω) is a nondecreasing function of r ∈ [0,∞). Then σp(H) = 0.
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Proof. The condition (ii) of Example 6.2 is now satisfied since µ0(rω) is nonde-
creasing. 
Here we are going to give some examples.
Example 7.3. Let {Uk}∞k=0 be a sequence of open sets of RN such that
Uk ⊂ Uk+1 (k ≥ 0),
∞⋃
k=0
Uk = R
N ,
(7.8)
where the boundary ∂Uk of Uk is a continuous surface which is a finite union of
smooth surfaces. Suppose that
n˜(k)(x) · x ≥ 0 (k = 0, 1, 2, · · · ), (7.9)
where n˜(k)(x) is the unit outward normal of Uk at x ∈ ∂Uk. Set
Ω0 = U0,
Ωk = Uk\Uk−1 (k ≥ 1),
S
(+)
k = ∂Uk (k ≥ 0),
S
(−)
k = ∂Uk−1 (k ≥ 1).
(7.10)
This is the case that K− = 0 and K+ =∞. Let µ0(x) be given by
µ0(x) = νk (x ∈ Ωk), (7.11)
where {νk}∞k=0 ia a bounded, positive, increasing sequence. Then we see that not
only the condition (7.7) is satisfied but also µ0(rω) is a nondecreasing function of
r ∈ [0,∞) for almost all ω ∈ SN−1. Thus Theorem 7.2 can be applied to see that
there is no point spectrum of H. Therefore the limitig absorption principle holds on
the whole positive interval (0,∞) (see §5 of [8]).
Example 7.4. Let {ck/k = ±1,±2, · · · } be an increasing sequence of real numbers
such that {
c−1 < 0 < c1,
lim
k→±∞
ck = ±∞. (7.12)
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Let xN be the N-th coordinate of x = (x1, x2, · · · , xN), and set
Ωk =

{x ∈ RN/c−1 < xN < c1} (k = 0),
{x ∈ RN/ck−1 < xN < ck} (k = −1,−2, · · · ),
{x ∈ RN/ck < xN < ck+1} (k = 1, 2, · · · ).
(7.13)
We also set
S
(±)
0 = {x ∈ RN/xN = c±1}, (7.14)
S
(+)
k =
{ {x ∈ RN/xN = ck} (k = −1,−2, · · · ),
{x ∈ RN/xN = ck+1} (k = 1, 2, · · · ),
(7.15)
and
S
(−)
k =
{ {x ∈ RN/xN = ck−1} (k = −1,−2, · · · ),
{x ∈ RN/xN = ck} (k = 1, 2, · · · ),
(7.16)
Note that, for x ∈ S(+)k ,
n(k)(x) · x
{ ≥ 0 (k ≥ 0),
≤ 0 (k < 0). (7.17)
Define a simple function µ0(x) by (7.11), where the sequence {νk}∞k=−∞ is assumed to
be bounded and positive such that {νk}−1k=−∞ is decreasing and {νk}∞k=1 is increasing.
Then, as in Example 7.3, Theorem 7.2 can be applied to show that σp(H) = ∅. The
planes {x ∈ RN/xN = ck} can be perturbed as far as the condition (7.17) is satisfied.
Appendix
Here we are going to prove a lemma on distributions on a half interval (a,∞) which
was used when we evaluate the functionals M+(v, r) and N(v,m, r).
Lemma A. Let f(r) be a real-valued function on I = (a,∞) such that f is locally
L1 and right continuous on I. Suppose that f
′ ≥ 0, where f ′ is the distributional
derivative of f and the inequality should be taken in the sense of distributions. Then
f is nondecreasing on I.
28
Proof. Here we are giving a rather elementary proof.
(I) Let r ∈ I and h > 0. Then, for φ ∈ C∞0 (I), we have∫
I
[f(r + h)− f(r)]φ(r) dr
= −
∫
I
f(r)[φ(r)− φ(r − h)] dr
= −
∫
I
f(r)
∫ r
r−h
φ′(s) ds dr, (A.1)
where φ is supposed to be extended on the whole line (−∞,∞) by setting φ(r) =
0 for r ≤ a. Since ∫ r
r−h
φ′(s) ds =
∫ h
0
φ′(t+ r − h) dt, (A.2)
it follows that∫
I
[f(r + h)− f(r)]φ(r) dr =
∫ h
0
[− ∫
I
f(r)φ′(t+ r − h) dr] dt. (A.3)
(II) Let φ ∈ C∞0 (I) and φ ≥ 0. Then, since
−
∫
I
f(r)φ′(t+ r − h) dr =< f ′, φ(·+ t− h) >≥ 0 (A.4)
for h > 0 and 0 ≤ t ≤ h, where < F, G > denotes the value of the distribution F for
the test function G, it follows from (A.3) that∫
I
[f(r+ h)− f(r)]φ(r) dr ≥ 0 (A.5)
for any φ ∈ C∞0 (I) with φ ≥ 0.
(III) Suppose that there exist r0 ∈ I, h0 > 0 and η0 > 0 such that
f(r0 + h0)− f(r0) = − η0. (A.6)
Since f is right continuous, there exists r1 > r0 such that{ |f(r0)− f(r)| < η0/3,
|f(r0 + h0)− f(r + h0)| < η0/3 (A.7)
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for r0 ≤ r ≤ r1. Then, for r0 ≤ r ≤ r1, we have
f(r + h0)− f(r)
= f(r0 + h0)− f(r0) + {f(r + h0)− f(r0 + h0)}+ {f(r0)− f(r)}
≤ f(r0 + h0)− f(r0) + |f(r + h0)− f(r0 + h0)|+ |f(r0)− f(r)|
< − η0/3. (A.8)
Let φ ∈ C∞0 (I) such that 
suppφ ⊂ [r0, r1],
φ ≥ 0,∫ r1
r0
φ(r) dr = 1.
(A.9)
Then, it follows that∫
I
[f(r + h) − f(r)]φ(r) dr =
∫ r1
r0
[f(r+ h)− f(r)]φ(r) dr
≤ − η0
3
∫ r1
r0
φ(r) dr
= − η0
3
< 0, (A.10)
which contradicts (A.5). This completes the proof. 
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