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Power system state estimation is very important analysis both for off-line and online purposes. Solving
the non-linear large power system equations by iterative solution consumes huge computational time
and memory.
This paper presents a unique technique to divide the Gain matrix/Jacobian products of the large system
into smaller independent Jacobian products at each node area on an imaginary plan. The Jacobian
product can be represented in three dimensional form having ‘m’-two dimensional layer arranged on the
third axis, where ‘m’ is the total number of system measurements taken. The method of dividing the
three dimensional view of Jacobian product from vertically downward is termed as “Vertical Division”
technique. The fact is, in any electrical power system, the state of a bus/node depends on the power ﬂow
between the neighboring (connected) node/bus. This logic is applied to solve the state estimation which
resulted in “Vertical Division” technique for Power system state estimation. In this technique the mea-
surements are grouped and processed independently corresponding to respective Node. The two main
focus of this paper is, 1) to evaluate its mathematical formulations and validate its results with standard,
established Integrated State Estimation (ISE) technique, and 2) to demonstrate the computational time
advantage of Vertical Division technique. The approach is tested on 13 and 30 bus test system for in-
tegrated state estimation along with Vertical Division technique and the results are encouraging.
© 2014 Karabuk University. Production and hosting by Elsevier B.V. This is an open access article under
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
The power system is highly distributed in nature but for
computation purpose it is a single entity. To enhance the compu-
tational efﬁciency, one of the main approaches found in the liter-
ature is “Two Level State Estimation or State Estimation by network
partitioning”. In Two Level approach, a large power system network
is physically divided into smaller area and initially, ﬁrst level of
Estimation is carried out at each area. At second level, boundary
node state variables are estimated considering the ﬁrst level results
and boundary node measurements. In this regard various research
contributions are available in the literature. A few such literature
are byM.Y. Patel and A.A. Girgis [3], Qinghua Huang, Noel N. Schulz,
Anurag K. Srivastava and Tomasz Haupt [4], O.I. Habiballah, M.R.pa), rskamath272@gmail.com
ersity.
d hosting by Elsevier B.V. This is aIrving [5], A. Abur, P. Tapadiya [6], A. Bahgat, M.M.F. Sakr, A.R. El-
Shafei [7], and J.F. Marsh, Dr. Aggam [8]. The said method re-
quires network partitioning and also certain degree of mathemat-
ical model approximation. The computational efﬁciency is
increased by dividing the network in to smaller networks at the
cost of accuracy. Other methods like external equivalent [9] and fast
decouple estimation [10] are also based on mathematical model
approximation. In the case of VDSE, all the measurements taken at
each Node Area can be processed independently and at the end of
each iteration, only connected node estimated values are to be
coordinated. In VDSE, instead of dividing the network into sub
networks, the large single problem is divided into small indepen-
dent sub tasks so that multiple processors can be used for
computation. The major challenge of dividing the large single
problem into small independent sub-tasks is explained in the
section-III, Vertical Division State Estimation. The NRmathematical
method is procedure oriented iterative technique which involves
large number of non-linear simultaneous equations. The vertical
division of the problem into many sub-independent parallel tasks
provides the ideal solution to the existing problem. To modify then open access article under the CC BY-NC-ND license (http://creativecommons.org/
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dure requires the clear understanding of the procedural steps
involved in the existing NR method. The brief insight of NR method
is given below.Fig. 1. Three dimensional view of Jacobian Product/gain matrix ‘A’ & ‘b’. Ref. [1].1.1. Newton Raphson (wls) method state estimation e brief review
By applying the Taylor series to the nonlinear equations of po-
wer system, following equations are derived. . The complete, step
by step derivation of Newton Raphson method of State Estimation
is given in Appendix 3. Here, the error vector includes nonlinear
vector function f(x). In order to estimate x, an initial value x0 is
assumed and x0 is up-dated after each iteration till convergence is
achieved.

JT0WJ0

Dx ¼ JT0WDz (1)
Let A ¼ JT0WJ0 (2)
and
b ¼ JT0WDz (3)
ADx ¼ b (4)
No of state variables ¼ (2 * n  1)
n ¼ number of network nodes, 1,2, … n.
Total no of measurements ¼ m
State variables Vi & di ¼ voltage magnitude & phase angles
State variables [x]T ¼ [d1, d2,…dn1; v1, v2,…vn]
These measurements may include one or all quantities such as
[zmeasured]T ¼ [Pi, Qi, pij, qij, Vi, di]
Pi, Qi ¼ real & Imaginary part of injected power respectively.
pij, qij ¼ real & imaginary part of line follows respectively.
Dz ¼ zmeasured  zcalculated
Dimension of Jacobian Matrix ¼m * (2n  1), ‘W’ is the diagonal
weigh Matrix of the order of (m * m).
This is a set of linear equations, if higher order terms of
the Taylor expansion of f(x) were really negligible; the solution
yields the correct ‘x’. The Jacobian J is itself a function of x.
The state variable vector x can be obtained by solving the
equation.
A * Dx ¼ b iteratively. The vector x should therefore be changed
accordingly after every iteration till the convergence is obtained.
xcþ1 ¼ xc þ Dxc (‘c’ e iteration count). Elements of Jacobian are
derived from injected power and line ﬂow equations.
2
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(5)2. Jacobian Parallel State Estimation (JPSE)
Jacobian Parallel State Estimation (JPSE) for JjT * Wjj * Jj ¼ Aj &
Jj
T *Wjj * Dzj ¼ bj. As given in the multi-processing technique by H.N.
Udupa, H.R. Kamath [2] and Node Level SE by H.N. Udupa, H.R.
Kamath [1]. Using the three dimensional view of Jacobian Matrix
relation, the state estimation N R computations can be divided into
two parts.
1. Obtaining Gain Matrix [A] and [b] by solving Equations (2) and
(3)
2. Solving for Dx (column vector) ¼ [A]1 * [b];
The method of solving the power system State Estimation Gain
Matrix ‘A’ and ‘b’ (Jacobian Product) a complete parallel technique
is termed as “Jacobian Parallel State Estimation” (JPSE) which is
detailed as under.
A ¼ A1 þ A2 þ Aj þ…þ Am (6)
and
b ¼ b1 þ b2 þ bj þ…þ bm (7)
where Ji is a row Matrix with [1  (2n  1)] dimension and
Dzi ¼ (zimeasured  zicalculated)
In conventional method of SE, ﬁrst complete Jacobian Matrix
[“J” dimension is equal to m  (2n  1)] is formed and then the
multiplication operation is carried-out. Whereas in JPSE, to solve
Equations (6) and (7) only each row of Jacobian and corresponding
(Dzi) need to be calculated at a time. Hence, in ideal case, for ‘m’
number of measurements m-number of processors can be used to
ﬁnd A1 to Am independently. On the basis of above discussions it
can be seen that Jacobian two dimension memory size is now
reduced to one dimension array and also multiple processors can
be used to increase the computational speed [11]. The step by step
analysis of ISE and JPSE is given in the Appendix 4, Sections
4.1e4.2.3. Vertical Division State Estimation (VDSE)
The Vertical Division State Estimation (VDSE) technique pro-
vides a method to divide the Gain Matrices ‘A’ and ‘b’ (Jacobian
Products) in away that the single large problem can be divided into
multiple smaller and independent tasks.
The Fig. 1 Three Dimensional View of Jacobian Products can be
re-drawn by re-arranging the frame A1 to Am as per Node Area. It is
done by re-grouping the measurements as per the Node Area using
H.N. Udupa, H.R. Kamath / Engineering Science and Technology, an International Journal 18 (2015) 82e9784Eq .(8), While re-arranging the frames from A1 to Am, line ﬂow and
state variable measurements are duplicated for inter-connected
node area so that number of measurements available at each
node area are more than the number of state variables at each Node
Area. For example, Node-k is connected to Node-j, then the real and
reactive line ﬂows ‘pkj & qkj’ can be same for kth and jth Node Area.
Fig. 2a and b shows Jacobian product 3D view after the said
modiﬁcation.
The 3D Gain Matrix ‘A’ and ‘b’ (Jacobian Product) can be divided
vertically downwards (as shown in Fig. 1; ﬁnger arrow) at each
Node Area junctions after sequencing of measurements with
respect to the Node Area, hence it is termed as ‘Vertical Division
State Estimation’.3.1. System equations
The rth Node area measurements may include
½Pr;Qr;prij; qrij; vr; vr . The symbols are e Dprij,Dqrij , is the real and
reactive line ﬂow measurement between the connected nodes of
rth node area, Dvr, Dvr is the voltage and angle measurement be-
tween the connected nodes of rth node area.
()NAi The subscript ‘NAi’ refers to ‘ith’ node area.
APr - is the sub set of Matrix ‘A’ for the injected Real
power measurement taken at ‘r’th node/bus. Similarly AQr is the sub
set of Matrix ‘A’ for the injected Reactive power measurement
taken at ‘r’th node/bus and likewise for other measurements.
Equation (5), can be re-written as under for rth Node Area
measurementsFig. 2. a. 3-D view node area 1 Jacobian product/matrix ‘(A)NA1’.2
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Gain Matrix for rth Node Area (A)Nar can now be written as
ðAÞNAr ¼
n
APr þ AQr þ
X
Apijr þ
X
Aqijr þ Avr þ Adr
o
¼ JTNAr*Wr*JNAr
(9)
Similarly (b)Nar can be written as
ðbÞNAr ¼
n
bPr þ bQr þ
X
bpijr þ
X
bqijr þ bvr þ bdr
o
¼ JTNAr*Wr*zNAr
(10)
Having sufﬁcient measurements available at each node area,
using the Equations (9) and (10), the Equation (1) can be re-written
asb. 3-D view rth node area Jacobian product/matrix ‘(A)NAr’.
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corresponds to kth node area.
ðDxiÞavg ¼¼
 
DxNAii þ
Xci
k¼1
DxNAki
!.
ðciþ 1Þ (12)
cie refers to number of connected nodes to ith node. For example if
ith node is connected to two other nodes in the network, say p and
q nodes, then, (Dxi)avg ¼ {Dxi corresponds to node area ‘i’ (which is
NAi) þ Dxi corresponds to node area ‘p’ (which is NAp) þ Dxi cor-
responds to node area ‘q’ (which is (NAq)}/(2 þ 1).
xcþ1i ¼ xci þ
	
Dxci


avg; Where ‘c’ is iteration count (13)
These Equations (12) and (13) take care of any internal deviation
of Dxi of a given node area by obtaining the average value of its
corresponding connected node area values. Therefore, the esti-
mated values will always be same for all the processors at the
beginning of iteration. Hence the result of VDSE is found to be
almost same as that of ISE. The step by step analysis of VDSE is given
in the Appendix 4, Section 4.3.Fig. 4. Flowchart.3.2. Observations
Observations reveal that
i. Referring to Section 2 JPSE and Appendix 4.2.2, it can be
observed that at a time only single row of Jacobian need to be
obtained to ﬁnd corresponding terms of resultant sub Matrix
‘A’. That is why, the run time memory required to store the
Jacobian elements are only (1 * 2n  1) but not (m * 2n  1).
Hence, no special sparse Matrix storing technique is required
for Jacobian.
ii. Referring to Section 3. VDSE, it can be observed that the Gain
Matrix ANAk ¼ (JNAkT * WNAk*JNAk) at each node area is also a
dense Matrix (not sparse) and the number of state variables
are much less compared to the total system state variables.
Hence, the Gain Matrix storage required for the Node Area
processors is also much less (Appendix 4.3.1).
iii. Referring to Section 3 VDSE and Figs. 3 and 4, the compu-
tational task is fully independent for each node area; hence, a
network having ‘n’ number of nodes can be allotted with ‘n’
processors to process the task simultaneously. The co-
ordination between the processors is required only at the
end of each iteration. This co-ordination need to be done
only among the processors of connected nodes of a given
node area and not with all the ‘n’ processors. It makesFig. 3. simple architecture of the processors.distribution of task to parallel processors simpler and
straight forward.
iv. Referring to Appendix 4.3b-6, 7, the computational time does
not depend on the size of the network. The computational
time depends on the number of connected nodes (assuming
‘n’ processors). Whatever the size of the network, a node area
having the maximum number of connected nodes will al-
ways be very much less than the network size. If the
maximum connected nodes of an Node Area is assumed to be
equal to 12, then the computational time required is the time
taken by JPSE to solve 13bus system (self-node þ connected
nodes) plus Dt regardless of the size of the network. Where
Dt is the time taken for co-ordination which will be very
small.
v. Referring to Section 3 VDSE (also refer Appendix 4.3), in
‘Vertical Division’ method, neither the network is physically
Table V
ISE, JPSE and VDSE results of 13 bus test system.
Bus no. V-ISE v-ISE V-JPSE v-JPSE V-VDSE v-VDSE
1 1.05328 0 1.05328 0 1.05327 0
2 0.979382 0.0605903 0.979382 0.0605903 0.979369 0.0605511
3 0.958245 0.0861526 0.958245 0.0861526 0.958236 0.0860861
4 0.945926 0.101909 0.945927 0.101909 0.945933 0.101846
5 0.928904 0.123005 0.928904 0.123005 0.928912 0.12301
6 0.925919 0.126983 0.925919 0.126983 0.925928 0.12699
7 0.924528 0.128747 0.924528 0.128747 0.924529 0.12876
8 0.926483 0.1247 0.926483 0.1247 0.926482 0.124691
H.N. Udupa, H.R. Kamath / Engineering Science and Technology, an International Journal 18 (2015) 82e9786divided, nor there are any modiﬁcations carried out on NR
solution equations. The end results of ISE, JPSE are same and
VDSE is also almost same as that of ISE.
vi. The processors can also be distributed to each bus/node and
the inter-processors communications may be established
through PLCC or wireless mobile communication e Node/
Bus Level State Estimation.
vii. Referring to Sections 1e3 and Appendix 4, in ISE and JPSE
method, the network burden increases with its size and this
impact is seen on ISE/JPSE performance whereas no network
burden impact on VDSE. This is because, in VDSE increase in
network sizewill only increase number of node area but does
not necessarily increase the state variables at each node area,
whereas in ISE/JPSE methods, increase in network size re-
sults in increase in number of state variables. The point to be
noted here is that the number of each node area state vari-
ables depends on the number of connected nodes but not the
network size (Appendix 4.3.1).9 0.925293 0.127228 0.925293 0.127228 0.925298 0.127253
10 0.923413 0.130107 0.923413 0.130107 0.923405 0.130163
11 0.919752 0.135169 0.919752 0.135169 0.919748 0.135178
12 0.922148 0.131696 0.922148 0.131696 0.922141 0.13174
13 0.920722 0.133764 0.920722 0.133764 0.920713 0.133751
Computational
time
2.11 ms 1.36 ms 1.70 ms
(with single
processor)
Table VI
ISE, JPSE and VDSE results voltage comparison chart of 13 bus test system.
Table VII
ISE, JPSE and VDSE results angle comparison chart of 13 bus test system.3.3. Flow chart
In VDSE technique the large State Estimation problem of ‘n’ bus/
node system is divided into ‘n’e number of small independent task.
It makes the task allocation job to multiple processors simple. For a
general ‘n’ bus/node system, ‘n’ number of processors can be
employed with ease using VDSE technique. The Fig. 3 represents
the simple architecture of the processors. In this scheme, only the
main processor is connected to the external world. The main pro-
cessor needs to interact with different remote locations to receive
measured data and to transmit the processed data. The duties of
main processor are to
1. Receive measured data from remote locations
2. Distribute the Node Area-wise data to other respective sub-
processors while retaining the smallest Node-Area task.
3. Compute the SE for smallest Node Area while other sub pro-
cessors are computing for other Node Area.
4. Co-ordinate at the end each iteration and check for the
convergence
5. Communicate the estimated results to external world after
convergence.
The above steps 1 to 4 are shown in Fig. 4, ﬂow chart.
4. Example & results
The two main objectives of this paper are, 1) to evaluate its
mathematical formulations and validate its results with standard,
established Integrated State Estimation (ISE) technique and 2) to
demonstrate the computational time advantage of Vertical Division
technique. Hence, the above concept is tested on 13 and 30 bus test
systems for ISE, JPSE and VDSE to satisfy the ﬁrst objective. The 13
bus system has been selected to demonstrate the second objective.
The size of the system/network may be in multiples of 100 but the
Node Area having maximum number of connected nodes is
assumed to be 10 or 12. Hence, the maximum connected nodes
being 12, the SE computational time required is approximately
equal to the computational time taken by the JPSE to solve 13bus
system (Node Area total node ¼ (1 þ 12) nodes; self-
node þ connected nodes) regardless of the size of the system,
assuming number of processors employed is equal to total number
of system bus/node. The results of SE and computational time are
tabulated in the following section. In all three methods (ISE, JPSE
and VDSE) proper indexing is used to avoid non-zero computations.The programs are run on intel i3 with Windows XP operating
system. The brief program structure is given in Appendix 1.
A. Input tables: The 13 bus and 30 bus input data tables are given in
Appendix 2
B. Result tables:
Table VIII
ISE, JPSE and VDSE results of 30 bus test system.
Bus
no.
V-ISE v-ISE V-JPSE v-JPSE V-VDSE v-VDSE
1 1.0500 0 1.0500 0 1.05 0
2 1.0338 0.047735 1.0338 0.047735 1.0338 0.047735
3 1.0313 0.081740 1.0313 0.081740 1.0313 0.081740
4 1.0263 0.097912 1.0263 0.097912 1.0263 0.097912
5 1.0058 0.157020 1.0058 0.157020 1.0058 0.157020
6 1.0208 0.112701 1.0208 0.112701 1.0208 0.112701
7 1.0069 0.140108 1.0069 0.140108 1.0069 0.140108
8 1.0230 0.113026 1.0230 0.113026 1.023 0.113026
9 1.0332 0.140206 1.0332 0.140206 1.0332 0.140207
10 1.0183 0.173325 1.0183 0.173325 1.0183 0.173324
11 1.0913 0.107110 1.0913 0.107110 1.0913 0.107111
12 1.0399 0.164189 1.0399 0.164189 1.0399 0.164190
13 1.0883 0.143260 1.0883 0.143260 1.0883 0.143260
14 1.0236 0.179991 1.0236 0.179991 1.0236 0.179992
15 1.0179 0.180888 1.0179 0.180888 1.0179 0.180889
16 1.0235 0.172906 1.0235 0.172906 1.0235 0.172906
17 1.0144 0.176970 1.0144 0.176970 1.0144 0.176971
18 1.0057 0.190759 1.0057 0.190759 1.0057 0.190758
19 1.0017 0.193137 1.0017 0.193137 1.0017 0.193138
20 1.0051 0.189112 1.0051 0.189112 1.0051 0.189112
21 1.0061 0.181669 1.0061 0.181669 1.0061 0.181670
22 1.0069 0.181475 1.0069 0.181475 1.0069 0.181476
23 1.0053 0.187211 1.0053 0.187211 1.0053 0.187211
24 0.9971 0.189383 0.9971 0.189383 0.9971 0.189384
25 1.0086 0.190447 1.0086 0.190447 1.0086 0.190446
26 0.9908 0.197904 0.9908 0.197904 0.9908 0.197905
27 1.0245 0.186169 1.0245 0.186169 1.0245 0.186168
28 1.0156 0.119901 1.0156 0.119901 1.0156 0.119903
29 1.0047 0.207591 1.0047 0.207591 1.0047 0.207592
30 0.9932 0.222966 0.9932 0.222966 0.9932 0.222967
Computational
time
27.06 ms 4.17 ms 11.14 ms
(with single processor)
Table XI
Computational time proﬁling result.
Function name 13 Bus 30 Bus
f-time No. of calls f-time No. of calls
ﬁnd_ab_ise(int,int) 1.47 3 23.88 3
ﬁnd_avgxi(int) 0.01 3 0.04 3
ﬁnd_dxiISE(int) 0.30 6 2.74 6
*ﬁnd_dxiNa(int,int) 0.67 39 8.27 90
ﬁnd_index(int,int) 0.01 1 0.05 1
ﬁnd_indlf(int) 0.00 1 0.02 1
ﬁnd_inj(int) 0.21 9 0.58 9
*ﬁnd_jab_vdi(int,int) 0.00 39 0.01 90
ﬁnd_jab_vdi_ise(int,int) 0.00 3 0.02 3
*ﬁnd_jabNa_vdi(int,int) 0.01 39 0.03 90
*ﬁnd_jaco_inj(int,int) 0.34 78 0.93 180
ﬁnd_jaco_inj_ise(int) 0.08 3 0.31 3
*ﬁnd_jaco_lf(int,int) 0.64 78 1.45 180
ﬁnd_jaco_lf_ise(int) 0.20 3 0.69 3
ﬁnd_lf(int) 0.34 9 1.00 9
ﬁnd_ybs(int,int) 0.04 1 0.13 1
ISE(int,int,int)# 2.11 1 27.06 1
JPSE(int,int,int)# 1.36 1 4.17 1
VDSE(int,int,int)# 1.70 1 11.14 1
Note:
 f-time e is ‘function time’ in (ms);
 No. of iteration in both the cases ¼ 3; function name abbreviations are given in
Appendix 1.
 *e difference in number of calls is due to difference in number of measurements
 VDSE and JPSE results shown above are obtained with single processor.
 Bold indicates drive functions with sub-functions (stub).
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ISE, JPSE and VDSE results voltage comparison chart of 30 bus test system.Table X
ISE, JPSE and VDSE results angle comparison chart of 30 bus test system.The program is executed on single processor and the pro-
cessing sequence is from Node Area-1 to Node Area-n. If ‘n’
numbers of processors are used, then the execution time for
VDSE will be same as that of the execution time required by the
Node Area having the maximum connected nodes. For example,
in 30bus system, Node Area-6 is having the maximum number of
connected Nodes (¼7), execution time taken by the NA-6 is
1.2 ms, it can be considered as the execution time for VDSE with
‘n’ processors. However, in case of JPSE, multiple processors can
be used only for computing Gain Matrices ‘A’ & ‘b’, but the
inversion of Gain Matrix ‘A’ need to be executed by single pro-
cessor, while all other processors need to wait. For smaller
network, JPSE can yield less computing time than VDSE, but for
larger networks VDSE (parallel) will result in less computing
time than JPSE because increase in network size will increase in
the dimension of Gain Matrix ‘A’ and thereby time taken for
inversion of ‘A’ will increase. In case of single processor, it is also
possible to reduce the computational time of VDSE by changing
the execution sequence of the Node Area by appropriately
assigning the rank to each Node Area and selecting the execution
sequence. The details of selected node execution of VDSE are out
of scope of this paper, hence not presented. It is evident from the
above results Table (Tables V and X) that the ISE & JPSE approach
yields the same results. Note that the results of ISE and JPSE are
exactly same as expected and VDSE results are also same up to
ﬁve decimal. And the JPSE execution time of 13 bus/node system
is 1.36 ms. Hence, both the objectives stated in the beginning are
justiﬁed. Thereby this new VDSE concept can be the solution for
fast computing.5. Conclusion
The fact is that ‘a’ Node area having maximum number of con-
nected nodes does not depend on the size of the network.
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nodes will be less than, 12, then the time taken to solve using ‘n’
number of processors (VDSE technique) isz 1.36 ms provided it is
executed on multi-processor environment. This example shows
that regardless of size of network the solution can be obtained
within milliseconds because the node area having maximum
number of connected nodes in any system can be considered as less
than 10 or 12.
The state of each bus/node depends on the status of its
neighbor (connected bus/node). The VDSE technique makes use of
‘a’ node/bus along with its neighbor to estimate its state variables.
It is evident from the results that the VDSE is a good solution for
large size, complex state estimation problem. The VDSE technique
divides the single complex problem into multiple independent
smaller tasks which need to be coordinated only at the end of
iterations. The number of state variables to be computed at each
bus-level is also very small as compared to the whole network.
Hence, multiple processors can be easily employed to solve the
single large complex problem more easily without complicated
parallel processing architecture. From the detail observation as
listed section-III part B and the results obtained, this can be a
reliable solution for real time/dynamic state estimation. Further
this concept can be applied to Two-level state estimation and also
for different combinations of nodes. As the nodes are inter-
connected, it may not be necessary to carry-out the estimation
at all nodes. State Estimation of all the nodes can be obtained by
carrying out state estimation only at selected nodes. These pos-
sibilities are under progress. The concept presented in multi-
sensor data representation [12e14] seems to be of good use to
develop a unique data encapsulation and communication for
VDSE.Appendix 1
A. Important developed functions (Cþþ)
1. ISE(int,int,int): e Program for Integrated State Estimation.
2. JPSE(int,int,int): e Program using JPSE parallel technique
3. VDSE(int,int,int): e Program using Vertical Division
concept
4. ﬁnd_dxiISE(int): e routine to ﬁnd Dxi for whole network.
5. ﬁnd_dxiNa(int,int): e Sub-routine to ﬁnd Dxi for node-
wise.
6. ﬁnd_lf(int): e Sub-routine to ﬁnd calculated line ﬂows for
corresponding line measurements.
7. ﬁnd_inj(int):e Sub-routine to ﬁnd calculated injected power
for corresponding Injected power measurements.
8. ﬁnd_jab_vdi(int,int): e Sub-routine to ﬁnd corresponding ‘A’
and ‘b’ of voltage and angle measurements.
9. ﬁnd_jab_vdi_ise(int,int): e Sub-routine to ﬁnd Jacobian for
votage and angle measurements.
10. ﬁnd_jabNa_vdi(int,int): e Sub-routine to ﬁnd corresponding
‘A’ and ‘b’ of votage and angle measurements for node-wise.
11. ﬁnd_jaco_lf(int,int): e Sub-routine to ﬁnd corresponding ‘A’
and ‘b’ of line ﬂow measurements for node-wise.
12. ﬁnd_jaco_inj(int,int):e Sub-routine to ﬁnd corresponding ‘A’
and ‘b’ of Injected power measurements for node-wise.
13. ﬁnd_jaco_lf_ise(int): e Sub-routine to ﬁnd Jacobian for line
ﬂow measurements and corresponding Dz.
14. ﬁnd_jaco_inj_ise(int): e Sub-routine to ﬁnd Jacobian for
Injected power measurements and corresponding Dz.15. update_xi(int): e Sub-routine to update state variables.
16. ﬁnd_ab_ise(n,el): e Sub-routine to ﬁnd ‘A’ and ‘b’ for all the
measurements for ISE.B. Program structure of ISE, JPSE and VDSE
1. Integrated State estimation (ISE)
ic e iteration count (which is set to 3)
n e number of nodes.
el e number of lines in the network.2. Jacobian Parallel SE: e Gain Matrix ‘A’ and ‘b’ are obtained by
parallel processing Technique (JPSE)
Table II
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voltage and angle measurements.
13 Bus system 30 Bus system
Bus no. Vi vi (rad) Bus no. Vi vi (rad)
1 1.053269 0 1 1.05 e
3 0.958231 0.08616 2 1.0338 0.04773
5 0.928889 0.12301 3 1.0313 0.08174
9 0.925278 0.12723 6 1.0208 0.1127
10 0.923398 0.13011 7 1.0069 0.14011
11 0.919737 0.13517 8 1.023 0.11303
13 0.920707 0.13377 9 1.0332 0.14021
e e e 11 1.0913 0.10711
e e e 12 1.0399 0.16419
e e e 13 1.0883 0.14326
e e e 14 1.0236 0.17999
e e e 17 1.0144 0.17697
e e e 19 1.0017 0.19314
e e e 20 1.0051 0.18911
e e e 21 1.0061 0.18167
e e e 22 1.0069 0.18148
e e e 23 1.0053 0.18721
e e e 24 0.9971 0.18938
e e e 25 1.0086 0.19045
e e e 26 0.9908 0.1979
e e e 30 0.9932 0.22297Appendix 2. The 13 bus and 30 bus input data tablesTable I
Line data 13 and 30 bus system.
Node-i Node-j r x
1 2 0.00148 0.0028676
2 3 0.000438 0.00124174
3 4 0.000277 0.00078488
4 5 0.000598 0.00166769
4 8 0.0016 0.00310017
5 6 0.000343 0.0009719
5 9 0.000343 0.0009719
6 7 0.000324 0.00091669
7 10 0.000324 0.00091669
8 9 0.000294 0.0008338
9 10 0.000532 0.00150562
9 12 0.000378 0.0010705
10 11 0.000588 0.00166488
11 13 0.000324 0.00091669
12 13 0.000368 0.00104355
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
e e e e
Note: e all quantities are in pu.i j r x y/2
1 2 0.0192 0.0575 0.0264
1 3 0.0452 0.1852 0.0204
2 4 0.057 0.1737 0.0184
3 4 0.0132 0.0379 0.0042
2 5 0.0472 0.1983 0.0209
2 6 0.0581 0.1763 0.0187
4 6 0.0119 0.0414 0.0045
5 7 0.046 0.116 0.0102
6 7 0.0267 0.082 0.0085
6 8 0.012 0.042 0.0045
6 9 0 0.208 0
6 10 0 0.556 0
9 11 0 0.208 0
9 10 0 0.11 0
4 12 0 0.256 0
12 13 0 0.14 0
12 14 0.1231 0.2559 0
12 15 0.0662 0.1304 0
12 16 0.0945 0.1987 0
14 15 0.221 0.1997 0
16 17 0.0825 0.1932 0
15 18 0.107 0.2185 0
18 19 0.0639 0.1292 0
19 20 0.034 0.068 0
10 20 0.0936 0.209 0
10 17 0.0324 0.0845 0
10 21 0.0348 0.0749 0
10 22 0.0727 0.1499 0
21 22 0.0116 0.0236 0
15 23 0.1 0.202 0
22 24 0.115 0.179 0
23 24 0.132 0.27 0
24 25 0.1885 0.3292 0
25 26 0.2544 0.38 0
25 27 0.1093 0.2087 0
28 27 0 0.396 0
27 29 0.2198 0.4153 0
27 30 0.3202 0.6027 0
29 30 0.2399 0.4533 0
8 28 0.0636 0.2 0.0214
6 28 0.0169 0.0599 0.0065
Table III
Injected power measurements.
13 Bus system 30 Bus system
Bus no. Pi Qi Pi Qi
1 28.162 13.18 1.38525 0.0281959
2 5.89546 1.07074 0.358726 0.102251
3 3.42084 0.330078 0.0239129 0.0117302
4 2.47793 0.706497 0.0759117 0.0154608
5 6.9646 0.50879 0.696608 0.0359962
6 4.15897 0.041931 0.000182518 0.000893709
7 2.5218 0.616272 0.228155 0.109163
8 6.13422 0.9848 0.0500946 0.0487403
9 4.89722 0.894775 1.22E-05 0.000443043
10 2.59491 0.689423 0.0580753 0.217182
11 5.998 0.86444 0.179375 0.307797
12 3.93211 0.04755 0.111825 0.0740924
13 2.38309 0.562073 0.169178 0.378012
14 e e 0.0620029 0.016046
15 e e 0.0823402 0.0255536
16 e e 0.0348603 0.0176984
17 e e 0.0901929 0.0583336
18 e e 0.0321083 0.00917765
19 e e 0.0948698 0.0336671
20 e e 0.020027 0.00706335
21 e e 0.176513 0.114945
22 e e 0.00164309 0.00324485
23 e e 0.0320577 0.0160815
24 e e 0.0871662 0.106997
25 e e 2.02E-05 1.78E-05
26 e e 0.0349631 0.0229311
27 e e 2.02E-05 2.31E-05
28 e e 1.66E-05 7.13E-05
29 e e 0.0239568 0.00890309
30 e e 0.106086 0.0190879
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Line ﬂow measurement.
13 Bus system 30 Bus system
NA Node -i Node-j pij qij NA Node-i Node-j pij qij
1 1 2 28.5327 13.0812 1 1 2 0.905766 0.0142242
2 1 2 28.5327 13.0812 1 1 3 0.479483 0.0139709
2 2 3 22.4874 8.978 2 1 2 0.905766 0.0142242
3 2 3 22.4874 8.978 2 2 4 0.292082 0.0631865
3 3 4 20.9456 7.7882 2 2 5 0.581169 0.0165859
4 3 4 20.9456 7.7882 2 2 6 0.376949 0.0553518
4 5 4 12.823 4.76946 3 1 3 0.479483 0.0139709
4 4 8 7.53516 2.11797 3 3 4 0.446142 2.01E-02
5 5 4 12.823 4.76946 4 2 4 0.292082 0.0631865
5 5 6 4.02863 1.43748 4 3 4 0.446142 0.0201448
5 5 9 4.40723 1.90301 4 4 6 0.382601 0.024396
6 6 5 4.02136 1.41695 4 4 12 0.276134 0.0451944
6 6 7 1.90622 0.733363 5 2 5 0.581169 0.0165859
7 6 7 1.90622 0.733363 5 5 7 0.130421 0.0331114
7 7 10 1.4794 0.60305 6 2 6 0.376949 0.0553518
8 8 4 7.42565 1.90575 6 4 6 0.382601 0.024396
8 8 9 2.72708 0.362727 6 6 7 0.3629 0.0507249
9 9 5 4.39807 1.87707 6 6 8 0.0066594 0.0562558
9 9 8 2.72452 0.35546 6 6 9 0.139488 0.0588494
9 9 10 1.81613 0.516504 6 6 10 0.113266 0.00809595
9 9 12 4.02228 1.30623 6 6 28 0.138712 0.0431573
10 10 7 1.47842 0.60032 7 5 7 0.130421 0.0331114
10 10 9 1.8139 0.51024 7 6 7 0.3629 0.0507249
10 10 11 2.93549 1.00072 8 6 8 0.0066594 5.63E-02
11 11 10 2.92885 0.98192 8 8 28 0.043405 0.00177545
11 11 13 1.45929 0.45715 9 6 9 0.139488 5.88E-02
12 12 9 4.01439 1.2839 9 9 11 0.179195 2.86E-01
12 12 13 1.89218 0.59386 9 9 10 0.316618 0.145397
13 13 11 1.46017 0.459604 10 6 10 0.113266 0.00809595
13 12 13 1.89218 0.59386 10 9 10 0.316618 0.145397
e e e e e 10 10 20 0.0886135 0.0252389
e e e e e 10 10 17 0.0545927 0.0261477
Table IV (continued )
13 Bus system 30 Bus system
NA Node -i Node-j pij qij NA Node-i Node-j pij qij
e e e e e 10 10 21 0.157434 0.0931937
e e e e e 10 10 22 0.0756292 0.0409909
e e e e e 11 9 11 0.179195 0.285745
e e e e e 12 4 12 0.276134 0.0451944
e e e e e 12 12 13 0.168952 0.357845
e e e e e 12 12 14 0.0794531 0.0285367
e e e e e 12 12 15 0.179044 0.0856797
e e e e e 12 12 16 0.0714446 0.0520546
e e e e e 13 12 13 0.168952 0.357845
e e e e e 14 12 14 0.0794531 0.0285367
e e e e e 14 14 15 0.0166392 0.0108046
e e e e e 15 12 15 0.179044 0.0856797
e e e e e 15 14 15 0.0166392 0.0108046
e e e e e 15 15 18 0.0598374 0.0277604
e e e e e 15 15 23 0.0510092 0.0383417
e e e e e 16 12 16 0.0714446 0.0520546
e e e e e 16 16 17 0.0359018 0.0329218
e e e e e 17 16 17 0.0359018 0.0329218
e e e e e 17 10 17 0.0545927 0.0261477
e e e e e 18 15 18 0.0598374 0.0277604
e e e e e 18 18 19 0.02728 0.0176657
e e e e e 19 18 19 0.02728 0.0176657
e e e e e 19 19 20 0.0676561 0.0161366
e e e e e 20 19 20 0.0676561 0.0161366
e e e e e 20 10 20 0.0886135 0.0252389
e e e e e 21 10 21 0.157434 0.0931937
e e e e e 21 21 22 0.0202004 0.0241708
e e e e e 22 10 22 0.0756292 0.0409909
e e e e e 22 21 22 0.0202004 0.0241708
e e e e e 22 22 24 0.0565438 0.0189744
e e e e e 23 15 23 0.0510092 0.0383417
e e e e e 23 23 24 0.0185591 0.021467
e e e e e 24 22 24 0.0565438 0.0189744
e e e e e 24 23 24 0.0185591 0.021467
e e e e e 24 24 25 0.0125724 0.0276312
e e e e e 25 24 25 0.0125724 0.0276312
e e e e e 25 25 26 0.0354161 0.0236078
e e e e e 25 25 27 0.0481832 0.0515615
e e e e e 26 25 26 0.0354161 0.0236078
e e e e e 27 25 27 0.0481832 0.0515615
e e e e e 27 28 27 0.174 0.0169484
e e e e e 27 27 29 0.0619027 0.0166509
e e e e e 27 27 30 0.070957 0.0166505
e e e e e 28 28 27 0.174 0.0169484
e e e e e 28 8 28 0.043405 0.00177545
e e e e e 28 6 28 0.138712 0.0431573
e e e e e 29 27 29 0.0619027 0.0166509
e e e e e 29 29 30 0.0370854 0.0061221
e e e e e 30 27 30 0.070957 0.0166505
e e e e e 30 29 30 0.0370854 0.0061221
Note: e the line measurements and vi, vi are duplicated at the node-area but for ISE/JPSE it is not necessary.
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3.1. Basic derivation
Let ‘z’ be the measurement vector as a function of the state
vector ‘x’,
The state vector xT ¼ ½v1; v2;…vn; d1; d2;…dn1T ; (3.1.1)
where
 ‘n’ is the number of state variable,
 [v1,v2,…vn] are the respective voltage magnitudes and
 d1,d2,…dn1 are the respective phase angles.
 The dimension of the state vector ‘x’ ¼ (2n  1) * 1, because one
of the bus is considered as the phase angle reference bus.Let
 ‘s’ be the Structure of the network
 ‘c’ be the information of the network
Then z ¼ f ðx; c; sÞ (3.1.2)
The Equation (2) computes ‘m’ measurement values as a func-
tion of state vector ‘x’
z ¼ f ðxÞ þ e (3.1.3)
Where ‘e’ is the ‘m’ dimensional error vector as all the mea-
surements may have some errors.
error vector e ¼ z f ðxÞ (3.1.4)
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minimal.
Hence the cost function to estimate the sate variables
0U0 ¼ kek2 ¼ e2*e ¼
Xm
i¼1
½zi  fiðxÞ2 (3.1.5)
This is also known as “Least Square Minimization (WLS)”
technique.
The error vector includes nonlinear vector function f(x), in-order
to estimate x, an initial value ‘x0’ is assumed and using Taylor
expression it can be written as
f ðxÞ ¼ f ðx0Þ þ f
0 ðx0ÞDxþ f
00 ðx0Þ
Dx
2!
(3.1.6)
Neglecting the higher order terms and using the matrices, we
have
f ðxÞ ¼ f ðx0Þ þ Jðx0ÞDx
f ¼ f0 þ J0Dx (3.1.7)
The Jacobian matrix ‘J’ is deﬁned as
Jk;n ¼
vfk
vxn
(3.1.8)
e ¼ z f ; let Dz ¼ z f0 or z ¼ Dzþ f0 (3.1.9)
Substituting the Equations (7) and (9) in Equation (5),
UðxÞ ¼ eT*e ¼ ðDzþ f0  f0  J0*DxÞT*

Dz J0*Dx

¼ ðDz J0*DxÞT*

Dz J0*Dx
 (3.1.10)
Minimizing vU(x)/vx ¼ 0, Equation (3.1.10) reduces to
JT0*J0

*Dx ¼

JT0*Dz

(3.1.11)
Let
 ‘W’ be the weight matrix, which is a diagonal matrix
 ‘Wii’ is the diagonal element, which is nothing but the Standard
deviation (s) of the meter.
Then UðxÞ ¼ eT*W*e (3.1.12)

JT0*W*J0

*Dx ¼

JT0*W*Dz

(3.1.13)
Let J00 J
Let A ¼

JT*W*J

& b ¼

JT*W*Dz

(3.1.14)
Then; A*Dx ¼ b (3.1.15)
We must view Equation (3.1.15) as a prescription for an iterative
procedure which in ﬁnite number of steps will compute the state
vector ‘x’ to a certain degree of accuracy. Hence, vector ‘x’ should
therefore be changed accordingly until the convergence is reached.
xðcþ1Þ ¼ xðcÞ þ

JT*W*J
1
*

JT*W*Dz

¼ xðcÞ þ A1*b
¼ xðcÞ þ DxðcÞ
(3.1.16)Jacobian Formation
Pi ¼
XN
j¼1
jVij
VjYijcos	di  dj  qij
 (3.2.1)
Qi ¼
XN
j¼1
jVij
VjYijsin	di  dj  qij
 (3.2.2)
Sij ¼ ViI* ¼ Vi
	
Iij  Ii0

*
; where; Iij ¼

Vi  Vj

& Ii0 ¼ Viyi0
(3.2.3)
Where
Vi ¼ jVij:di; Vi ¼
Vj:dj; yij ¼ yij:aij; yi0 ¼ jyi0j:ai0
yij / Primitive element, line admittance between ith and jth
bus
yi0/ Shunt admittance from corresponding (ith) bus to ground
pij and qij/Real and Reactive power flow
between ith Jth bus respectively
Simplifying the Equation (3.2.3), yields to
Sij¼jVij2
yij:aijjVijVjyij:didjaijþjVij2jyi0j:ai0
(3.2.4)
pij ¼ jVij2
yijcos aij jVijVjyijcosdi  dj  aij
þ jVij2jyi0jcos

 ai0

(3.2.5)
qij ¼ jVij2
yijsin aij jVijVjyijsindi  dj  aij
þ jVij2jyi0jsin

 ai0

(3.2.6)
2
6666664
DPi
DQi
Dpij
Dqij
Dvi
Ddi
3
7777775
¼
2
6666664
jH1j jH2j
jH3j jH4j
jH5j jH6j
jH7j jH8j
jH9j jH10j
jH11j jH12j
3
7777775

Ddi
Dvi

; (3.2.7)
H1 ¼
2
66666664
vP1
vd1
………
vP1
vdn1
:
:
vPn
vd1
………
vPn
vdn1
3
77777775
¼ vPi
vdj
(3.2.8)
Note: Hoddnumber e Numberof column is (n  1) because onebus
is considered as angle reference bus
H1ðiiÞ ¼ 
V2i jYiijsin qii  Qcali ¼ vPivdi (3.2.9)
H 1ðijÞ
j! ¼ i
¼ jVij
VjYijsin	di  dj  qij
 ¼ vPivdj (3.2.10)
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V2i jYiijcos qii þ Pcali .jVij ¼ vPivjVij (3.2.11)H 2ðijÞ
j! ¼ i
¼ jVij
Yijcos	di  dj  qij
 ¼ vPi
v
Vj; (3.2.12)
H3ðiiÞ ¼ Pcali 
V2i jYiijcos qii ¼ vQivdi (3.2.13)
H 3ðijÞ
j! ¼ i
¼ jVij
VjYijcos	di  dj  qij
 ¼ vQivdj (3.2.14)
H4ðiiÞ ¼

Qcali 
V2i jYiijsin qii.jVij ¼ vQivjVij (3.2.15)
H 4ðijÞ
j! ¼ i
¼ jVij
Yijsin	di  dj  qij
 ¼ vQi
v
Vj ; (3.2.16)
H5 ¼
vpij
vdi
¼ jVij
Vjyijsin	di  dj  aij
 in column 0i0
¼ vpij
vdj
¼ jVij
Vjyijsin	di  dj  aij
 in column 0j0
(3.2.17)
H6¼
vpij
vVi
¼2jVij
yijcos	aij
 Vjyijcos	didjaij
 in column 0i0
(3.2.18)
¼ vpij
vVj
¼  jVij
yijcos	di  dj  aij
 in column 0j0 (3.2.19)Table 4.1
The Jacobian [J] is arranged as per the Equation (3.2.7).
m Mes J dimension e [m  (2n  1)] ¼ 31  9
Hodd/ v(mes)/vdi Heve
2 3 4 5 1
1 DP1 p p p
2 DP2 p p p p
3 DP3 p p p p
4 DP4 p p p
5 DP5 p p p
6 DQ1 p p p
7 DQ2 p p p p
8 DQ3 p p p p
9 DQ4 p p p
10 DQ5 p p p
11 Dp12 p p
12 Dp13 p p
13 Dp23 p p
14 Dp25 p p
15 Dp34 p p
16 Dp45 p p
17 Dq12 p p
18 Dq13 p p
19 Dq23 p p
20 Dq25 p p
21 Dq34 p p
22 Dq45 p p
23 Dd2 1
24 Dd3 1
25 Dd4 1
26 dD5 1H7 ¼
vqij
vdi
¼ jVij
Vjyijcos	di  dj  aij
 in column 0i0
(3.2.20)
¼ vqij
vdj
¼ jVij
Vjyijcos	di  dj  aij
 in column 0j0 (3.2.21)
H8 ¼
vqij
vVi
¼ 2jVij
yijsin	 aij
 Vjyijsin	di  dj  aij
 in column 0i0
(3.2.22)
¼ vqij
vVj
¼ jVij
yijsin	di  dj  aij
 in column 0j0 (3.2.23)
H9&H12/all elements of the matrix are zero (3.2.24)
H10& H11/both are unity diagonal matrix (3.2.25)
Appendix 4. Example: A 5 bus simple system is considered to
understand the concept. The spread of Jacobian for the given
5-bus system is shown in the Table 4.1.
4.1. Jacobian formation e conventional
Note:
 Considering all the possible measurements ‘m’ ¼ 31
 Number of bus/node ¼ n ¼ 5
 Notation ‘p’ in the below table is used for non-zero entry
 Bus/node 1 is taken as angle reference nodeHodd Heven
n/ v(mes)/vVi
2 3 4 5
p p H1 H2
p p p
p p p
p p p
p p p
p p H3 H4
p p p
p p p
p p p
p p p
p H5 H6
p
p p
p p
p p
p p
p H7 H8
p
p p
p p
p p
p p
H11 H12
(continued on next page)
Table 4.1 (continued )
m Mes J dimension e [m  (2n  1)] ¼ 31  9 Hodd Heven
Hodd/ v(mes)/vdi Heven/ v(mes)/vVi
2 3 4 5 1 2 3 4 5
27 VD1 1 H9 H10
28 VD2 1
29 VD3 1
30 VD4 1
31 VD5 1
H.N. Udupa, H.R. Kamath / Engineering Science and Technology, an International Journal 18 (2015) 82e9794Fig. 4.1. 5-Bus network.4.2. Computing gain matrix [A]
4.2.1. Conventional method (ISE)
In conventional method, gain matrix ‘A’ is computed using the
relation[A] ¼ (JT * W * J). Hence, ﬁrst full Jacobian [J] matrix of the
order of [m  (2n  1)] need to be calculated.
Taking the 5-bus example, Table4.1 shows that the Jacobian
matrix is sparse in nature.
 [J] e dimension ¼ [9  31];
 Total matrix [J] elements ¼ 9  31 ¼ 279.
 Total number of zero value elements ¼ 160 (refer Table 4.1)
 Total number of non-zero value elements ¼ (279  160) ¼ 119
 ‘p’ stands for non-zero elements
a. Demonstration of computation of [A] for 5-bus example system
By considering the Jacobian matrix given in the Table 4.1 and
taking Weight matrix as unity diagonal matrix, Gain matrix/Jaco-
bian product ‘A’ is shown in Equation 4.2.1.
½A ¼

JT*W*J

¼
2
666666666666664
1 2 3 4 5 6 7 8 9
1 p p p p p p p p p
2 p p p p p p p p p
3 p p p p p p p p p
4 p p p p p p p p p
5 p p p p p p p p p
6 p p p p p p p p p
7 p p p p p p p p p
8 p p p p p p p p p
9 p p p p p p p p p
3
777777777777775
(4.2.1)
Similarly ½bT ¼

JT*W*Dz
T ¼ ½ p p p p p p p p p 
(4.2.2)b. Disadvantages
 To overcome huge memory space required for sparse Jacobian
matrix [‘J’ dimension is (m  (2n  1))], sparse matrix storing
and retrieving techniques are used.
 The whole system (network) is considered as a single entity and
the mathematical computations are procedure oriented makes
it complicated to employing multiple processors to solve the
problem.
 The dimensions of all the matrices [A, J, x, b, Dx, etc] increases
with increase in the system bus/node.
 Computational time required is more and increases with the
increase in the system (network) bus/node.4.2.2. Jacobian parallel computing e JPSE
In this modiﬁed method, gain matrix ‘A’ is computed using the
relation ½A ¼Pmj¼1½Am. Hence, only one row of Jacobian [J] corre-
sponding to the measurement under consideration need to be
calculated to obtain the resultant [Ak] at a time.
Taking the 5-bus example, Considering Table 4.1
½A1 ¼ ðJT1*W11*J1Þ.
 [J1] e dimension ¼ [9  1];
 Total matrix [J1] elements ¼ 9  1 ¼ 9. Hence, the total run time
memory space required for [J1] ¼ 9. For the system having ‘n’
number of nodes/bus, the total run timememory space required
for [J1] ¼ (2n  1) which is equals to system state variables.
a. Demonstration of computation of [A] for 5-bus example system
e Jacobian parallel computing
½A1 ¼

JT1*W11*J1
¼
2
6666666666664
p
p
0
0
p
p
p
0
0
3
7777777777775
*½W11*½ p p 0 0 p p p 0 0 
¼
2
666666666666664
1 2 3 4 5 6 7 8 9
1 p p 0 0 p p p 0 0
2 p p 0 0 p p p 0 0
3 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0
5 p p 0 0 p p p 0 0
6 p p 0 0 p p p 0 0
7 p p 0 0 p p p 0 0
8 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0
3
777777777777775
Fig.4.2. NA1.
Table 4.2
Node Area-1(NA1).
NA1-m Mes JNA1 dimension e [ NA1-m  (2n1  1)] ¼ 11  5 Hodd Heven
Hodd/ v(mes)/vdi Heven/ v(mes)/vVi
2 3 4 5 1 2 3 4 5
1 DP1 p p p p p H1 H2
2 DQ1 p p p p p H3 H4
3 Dp12 p p p H5 H6
4 Dp13 p p p
5 Dq12 p p p H7 H8
6 Dq13 p p p
7 Dd2 1 H11 H12
8 Dd3 1
9 VD1 1 H9 H10
10 VD2 1
11 VD3 1
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 ¼ Pm
j¼1
½Am ¼
2
666666666666664
1 2 3 4 5 6 7 8 9
1 p p p p p p p p p
2 p p p p p p p p p
3 p p p p p p p p p
4 p p p p p p p p p
5 p p p p p p p p p
6 p p p p p p p p p
7 p p p p p p p p p
8 p p p p p p p p p
9 p p p p p p p p p
3
777777777777775
Similarly the matrix ½b can also be computed
b. Advantages
 The memory space required for Jacobian matrix has reduced
drastically from [m  (2n  1)] to [1  (2n  1)]. Hence
special sparse matrix storing and retrieving techniques are
not needed.
 Each measurement can now be treated as a separate entity
and the mathematical computations can be carried-out
separately. Easy to employ multiple processors to obtain
[A1 to Am].
 Even though the dimensions of all the matrices [A, J, x, b, Dx, etc]
increases with increase in the system bus/node, as [Jk] is one
dimensional row matrix therefore, increase in [Jk] is not signif-
icant as compared to the conventional method.
 More processors can be employed with the increase of node/
bus.
 If the number of processors is also increased proportionally with
the increase in the system (network) bus/node, then the
Computational time required to compute for [A] does not
increase.
 It has been observed that the computational time required by
this (Jacobian parallel computing) method is much less than
the conventional method even if single processor is employed
[11].
 It can be proved that ½A ¼ ðJT*W*JÞ ¼Pmj¼1½Am. Hence, both
methods (conventional and Jacobian parallel computing) are
mathematically same, only the change is in computing style [11].
c. Disadvantage
 The above method (Jacobian parallel computing) provides an
effective solution to obtain matrix [A] and [b]. To solve the ﬁnal
step Dx ¼ A1 * b; [A] & [b] are treated as single entity and the
size of [A] is [(2n  1)  (2n  1)] & [b] is [(2n  1)  1]. Hence,
the size of [A], [b] increases with increase in system size,
therefore computational time also increases drastically.4.3. Jacobian formation e node area wise e VDSE
Note:
 Considering all the possible measurements of ‘NA1-m’ ¼ 11
 Number of bus/node of NA1 ¼ 3
 Notation ‘p’ in the below table is used for non-zero entry
 Bus/node 1 is taken as angle reference node
 Number of nodes of Node Area-1 ¼ n1 ¼ (1 þ 2) ¼ 3, (self-
node þ connected node)
 Number of state variables of Node Area-
1 ¼ (2n1  1) ¼ (2*3  1) ¼ 5Note:
 Column one of Hodd is zero because node-1 is considered as
angle reference
 Column 4, 5 of Hodd and Column 4, 5 of Heven are zero because
these nodes are not connected to NA1
4.3.1. VDSE e node area Jacobian parallel computing
In this method, gain matrix ‘A’ of NA1 is computed using the
relation ½Aof NA1 ¼
PNA1m
j¼1 ½AðNA1mÞ. Hence, only one row of Ja-
cobian [J] corresponding to the measurement under consideration
need to be calculated to obtain the resultant [Ak] at a time.
Taking the 5-bus example, Considering Table4.2
[A1]of NA1 ¼ (J1T * W11 * J1)of NA1.
 [J1] e maximum dimension ¼ [9  1];
 By dropping the Jacobian zero rows, [J1] e actual
dimension ¼ [1  (2n1  1)] ¼ [1  5];
 Total matrix [J1] elements ¼ 5  1 ¼ 5. Hence, the total run time
memory space required for [J1]¼ 5. For the Node Area having ‘nx’
number of nodes/bus, the total run timememory space required
for [JNA] ¼ (2nx  1) which is equal to the Node Area state
variables.
a. Demonstration of computation of [A] for NA1e Jacobian parallel
computing
Observations:
 In NA1, columns 3, 4, 8, 9 and row 3, 4, 8, 9 are all zero because
the corresponding columns (4, 5 of Hodd and 4, 5 of Heven are
zero) of JNA1 (Table 4.2) are zero.
 Actual size of ANA1 is [5  5] and bNA1 is [5  1].
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
JT1*W11*J1

of NA12 3¼
6666666666664
p
p
0
0
p
p
p
0
0
7777777777775
*½W11*½p p 0 0 p p p 0 0 
¼
2
666666666666664
1 2 3 4 5 6 7 8 9
1 p p 0 0 p p p 0 0
2 p p 0 0 p p p 0 0
3 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0
5 p p 0 0 p p p 0 0
6 p p 0 0 p p p 0 0
7 p p 0 0 p p p 0 0
8 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0
3
777777777777775
½ANA1 ¼

JTNA1*WNA1*JNA1

¼
XðNA1mÞ
j¼1
h
AðNA1mÞ
i
¼
2
666666666666664
1 2 3 4 5 6 7 8 9
1 p p 0 0 p p p 0 0
2 p p 0 0 p p p 0 0
3 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0
5 p p 0 0 p p p 0 0
6 p p 0 0 p p p 0 0
7 p p 0 0 p p p 0 0
8 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0
3
777777777777775
½ANA1 ¼

JTNA1*WNA1*JNA1

¼
XðNA1mÞ
j¼1
h
AðNA1mÞ
i
¼
2
6666664
1 2 5 6 7
1 p p p p p
2 p p p p p
5 p p p p p
6 p p p p p
7 p p p p p
3
7777775Table 4.3
Node Area-2 (NA2).
NA2-m Mes JNA2 dimension e [NA2-m  (2n2  1)] ¼ 15  7
Hodd/ v(mes)/vdi Hev
2 3 4 5 1
1 DP2 p p p p
2 DQ2 p p p p
3 Dp12 p p
4 Dp23 p p
5 Dp25 p p
6 Dq12 p p
7 Dq23 p p
8 Dq25 p p
9 Dd2 1
10 Dd3 1
11 dD5 1
12 VD1 1
13 VD2
14 VD3
15 VD5b. Advantages
1. The memory space required for Jacobian matrix has reduced
drastically from [m  (2n  1)] to [1  (2n  1)]. Hence
special sparse matrix storing and retrieving techniques are
not needed.
2. Each measurement can now be treated as a separate entity
and the mathematical computations can be carried-out
separately. Easy to employ multiple processors to obtain [A1
to ANA-m].
3. The dimension of the matrices [ANAi, JNAi, xNAi, bNAi, DxNAi, etc]
does not increase with increase in the system bus/node. It is
because the size of these matrices depends on the
self þ connected nodes of the given Node Area but not on the
total system bus/nodes.
4. Parallel processing is now simple. One processor can be
employed for each Node Area.
5. The number of processors can be increased with the increase
of node/bus. Hence, actual computational time is equal to the
total computing time taken by the Node Area having
maximum number of nodes (NAmax) þ Dt. Where Dt is the
total co-ordination time taken by the connected node pro-
cessors at the end of iterations.
6. The ﬁnal equation to be solved is ðDxÞNA1 ¼ A1NA1*bNA1. The
size of [ANAx] & [bNAx] are decided by the Node Area con-
nectivity. Hence, the size of [ANAx] & [bNAx] does not increase
with increase in system size; therefore computational time
also does not increase. Hence, the disadvantage given in
4.2.2c is not applicable to VDSE technique.
7. In the case of medium or large size practical networks, the
number of connected nodes is much smaller as compared
to the total number of bus/nodes. Practically, a node having
maximum number of connected nodes may be assumed to
be 10 or 12. The size of the system/network may be in
multiples of 100 but the Node Area having maximum
number of connected nodes is only 10 or 12. Hence, the
maximum connected nodes being 12, the computational
time required is approximately equal to the computational
time taken by the Node Area having 12 connected nodes
regardless of the size of the system, assuming multiple
processors are employed.Hodd Heven
en/ v(mes)/vVi
2 3 4 5
p p p H1 H2
p p p H3 H4
p H5 H6
p p
p p
p H7 H8
p p
p p
H11 H12
H9 H10
1
1
1
Table 4.4
Node Area-3 (NA3).
NA3-m Mes JNA3 dimension e [NA3-m  (2n3  1] ¼ 15  7 Hodd Heven
Hodd/ v(mes)/vdi Heven/ v(mes)/vVi
2 3 4 5 1 2 3 4 5
1 DP3 p p p p p p p H1 H2
2 DQ3 p p p p p p p H3 H4
3 Dp13 p p p H5 H6
4 Dp23 p p p p
5 Dp34 p p p p
6 Dq13 p p p H7 H8
7 Dq23 p p p p
8 Dq34 p p p p
9 Dd2 1 H11 H12
10 Dd3 1
11 Dd4 1
12 VD1 1 H9 H10
13 VD2 1
14 VD3 1
15 VD4 1
Table 4.6
Node Area-5 (NA5).
NA5-m Mes JNA5 dimension e [NA5-m  (2n5)] ¼ 12  6 Hodd Heven
Hodd/ v(mes)/vdi Heven/ v(mes)/vVi
2 3 4 5 1 2 3 4 5
1 DP5 p p p p p p H1 H2
2 DQ5 p p p p p p H3 H4
3 Dp25 p p p p H5 H6
4 Dp45 p p p p
5 Dq25 p p p p H7 H8
6 Dq45 p p p p
7 Dd2 1 H11 H12
8 Dd4 1
9 dD5 1
10 VD2 1 H9 H10
11 VD4 1
12 VD5 1
Note: NA4 & NA5 nodes are not connected to the angle reference node-1, hence the
number of state variables ¼ 2*(n4 or 5).
Fig.4.3. NA1.
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Node Area-4.
NA4-m Mes JNA4 dimension e [NA4-m  (2n4)] ¼ 12  6 Hodd Heven
Hodd/ v(mes)/vdi Heven/ v(mes)/vVi
2 3 4 5 1 2 3 4 5
1 DP4 p p p p p p H1 H2
2 DQ4 p p p p p p H3 H4
3 Dp34 p p p p H5 H6
4 Dp45 p p p p
5 Dq34 p p p p H7 H8
6 Dq45 p p p p
7 Dd3 1 H11 H12
8 Dd4 1
9 dD5 1
10 VD3 1 H9 H10
11 VD4 1
12 VD5 1Fig.4.5. NA1.Fig.4.6. NA1.References
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