Abstract-Temperature warnings are important forecasts because they are used to protect life and property. Temperature forecasting is the application of science and technology to predict the state of the temperature for a future time and a given location. Temperature forecasts are made by collecting quantitative data about the current state of the atmosphere. In this paper, we present a neural network-based algorithm for predicting the temperature. The Neural Networks package supports different types of training or learning algorithms. One such algorithm is Back Propagation Neural Network (BPN) technique. The main advantage of the BPN neural network method is that it can fairly approximate a large class of functions. This method is more efficient than numerical differentiation. The simple meaning of this term is that our model has potential to capture the complex relationships between many factors that contribute to certain temperature. The results are compared with actual working of meteorological department and these results confirm that our model have the potential for successful application to temperature forecasting. Real time processing of weather data indicate that the BPN based weather forecast have shown improvement not only over guidance forecasts from numerical models, but over official local weather service forecasts as well.
INTRODUCTION
Due to chaotic nature [8] of the atmosphere, the massive computational power is required to solve the equations that describe the atmosphere, error involved in measuring the initial conditions, and an incomplete understanding of atmospheric processes. This means that forecasts become less accurate as the difference in current time and the time for which the forecast is being made (the range of the forecast) increases. The use of ensembles and model helps narrow the error and pick the most likely outcome.
Several steps to predict the temperature are a. Data collection(atmospheric pressure, temperature, wind speed and direction, humidity, precipitation), b. Data assimilation and analysis, c. Numerical weather prediction, d. Model output post processing. A neural network [1] is a powerful data modeling tool that is able to capture and represent complex input / output relationships. The motivation for the development of neural network technology stemmed from the desire to develop an artificial system that could perform intelligent tasks similar to those performed by the human brain. Neural network resemble the human brain in the following two ways: a. A neural network acquires knowledge through learning.
b. A neural network"s knowledge is stored within interneuron connection strengths known as synaptic weights The true power and advantages of neural networks lies in the ability to represent both linear and non linear relationships directly from the data being modeled. Traditional linear models are simply inadequate when it comes true modeling data that contains non linear characteristics.
A neural network model is a structure that can be adjusted to produce a mapping from a given set of data to features of or relationships among the data. The model is adjusted, or trained, using a collection of data from a given source as input, typically referred to as the training set. After successful training, the neural network will be able to perform classification, estimation, prediction, or simulation on new data from the same or similar sources.
An Artificial Neural Network (ANN) [5] is an information processing paradigm that is inspired by the way biological nervous systems, such as the brain, process information. The key element of this paradigm is the novel structure of the information processing system. It is composed of a large number of highly interconnected processing elements (neurons) working in unison to solve specific problems. ANNs, like people, learn by example. An ANN is configured for a specific application, such as pattern recognition or data classification, through a learning process. Learning in biological systems involves adjustments to the synaptic connections that exist between the neurons.
A back propagation network [9] consists of at least three layers (multi layer perception): an input layer, at least one intermediate hidden layer, and an output layer. In contrast to the Interactive Activation and Competition (IAC) neural networks (IAC) and Hopfield networks, connection weights in a back propagation network are one way. Typically, units are connected in a feed-forward fashion with input units fully connected to units in the hidden layer and hidden units fully connected to units in the output layer. When a Back Propagation network is cycled, an input pattern is propagated forward to the output units through the intervening input-to-hidden and hidden-to-output weights.
As the algorithm's name implies, the errors (and therefore the learning) propagate backwards from the output nodes to the inner nodes. So technically speaking, back propagation is used to calculate the gradient of the error of the network with respect to the network's modifiable weights. This gradient is a always used in a simple stochastic gradient descent algorithm to find weights that minimize the error. Often the term "back propagation" is used in a more general sense, to refer to the entire procedure encompassing both the calculation of the gradient and its use in stochastic gradient An Efficient Temperature Prediction System using BPN Neural Network Dr. S. Santhosh Baboo and I.Kadar Shereef descent. Back propagation usually allows quick convergence on satisfactory local minima for error in the kind of networks to which it is suited.
II. RELATED WORK
Many works were done related to the temperature prediction system and BPN network. They are summarized below.
Y.Radhika and M.Shashi [3] presents an application of Support Vector Machines (SVMs) for weather prediction. Time series data of daily maximum temperature at location is analyzed to predict the maximum temperature of the next day at that location based on the daily maximum temperatures for a span of previous n days referred to as order of the input. Performance of the system is observed over various spans of 2 to 10 days by using optimal values of the kernel Mohsen Hayati et.al, [5] studied about Artificial Neural Network based on MLP was trained and tested using ten years (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) [6] focused on developing ANN models with reduced average prediction error by increasing the number of distinct observations used in training, adding additional input terms that describe the date of an observation, increasing the duration of prior weather data included in each observation, and reexamining the number of hidden nodes used in the network. Models were created to predict air temperature at hourly intervals from one to 12 hours ahead. Each ANN model, consisting of a network architecture and set of associated parameters, was evaluated by instantiating and training 30 networks and calculating the mean absolute error (MAE) of the resulting networks for some set of input patterns.
Arvind Sharma et.al, [7] briefly explains how the different connectionist paradigms could be formulated using different learning methods and then investigates whether they can provide the required level of performance, which are sufficiently good and robust so as to provide a reliable forecast model for stock market indices. Experiment results reveal that all the connectionist paradigms considered could represent the stock indices behavior very accurately.
Mike O'Neill[11] focus on two major practical considerations: the relationship between the amounts of training data and error rate (corresponding to the effort to collect training data to build a model with given maximum error rate) and the transferability of models" expertise between different datasets (corresponding to the usefulness for general handwritten digit recognition).
Henry A. Rowley eliminates the difficult task of manually selecting nonface training examples, which must be chosen to span the entire space of nonface images. Simple heuristics, such as using the fact that faces rarely overlap in images, can further improve the accuracy. Comparisons with several other state-of-the-art face detection systems are presented; showing that our system has comparable performance in terms of detection and false-positive rates.
III. ANN APPROACH

A. Phases in Backpropagation Technique
The back propagation [10] learning algorithm can be divided into two phases: propagation and weight update. Phase 1: Propagation Each propagation involves the following steps:
1. Forward propagation of a training pattern's input through the neural network in order to generate the propagation's output activations.
2. Back propagation of the propagation's output activations through the neural network using the training pattern's target in order to generate the deltas of all output and hidden neurons. Phase 2: Weight Update For each weight-synapse:
1. Multiply its output delta and input activation to get the gradient of the weight.
2. Bring the weight in the direction of the gradient by adding a ratio of it from the weight.
This ratio influences the speed and quality of learning; it is called the learning rate. The sign of the gradient of a weight indicates where the error is increasing, this is why the weight must be updated in the opposite direction. Repeat the phase 1 and 2 until the performance of the network is satisfactory.
B. Modes of Learning
There are basically two modes of learning to choose from, one is on-line learning and the other is batch learning. In online learning, each propagation is followed immediately by a weight update. In batch learning, much propagation occurs before weight updating occurs. Batch learning requires more memory capacity, but on-line learning requires more updates.
C. Algorithm
Actual algorithm for a 3-layer network (only one hidden layer): 2. Each neuron has its own input weights. 3. The weights for the input layer are assumed to be 1 for each input. In other words, input values are not changed.
D. Back Propagation Neural Network
4. The output of the NN is reached by applying input values to the input layer, passing the output of each neuron to the following layer as input.
5. The Back Propagation NN must have at least an input layer and an output layer. It could have zero or more hidden layers.
The number of neurons in the input layer depends on the number of possible inputs we have, while the number of neurons in the output layer depends on the number of desired outputs. The number of hidden layers and how many neurons in each hidden layer cannot be well defined in advance, and could change per network configuration and type of data. In general the addition of a hidden layer could allow the network to learn more complex patterns, but at the same time decreases its performance. A network
Back propagation is an iterative process that starts with the last layer and moves backwards through the layers until the first layer is reached. Assume that for each layer, we know the error in the output of the layer. If we know the error of the output, then it is not hard to calculate changes for the weights, so as to reduce that error. The problem is that we can only observe the error in the output of the very last layer [11] .
Back propagation gives us a way to determine the error in the output of a prior layer by giving the output of a current layer as feedback. The process is therefore iterative: starting at the last layer and calculating the changes in the weight of the last layer. Then calculate the error in the output of the prior layer. Repeat.
The back propagation equations are given below. The first equation shows how to calculate the partial derivative of the error E P with respect to the activation value y i at the n-th layer. In the code, you will see a variable named dErr_wrt_dYn[ ii ].
Start the process off by computing the partial derivative of the error due to a single input image pattern with respect to the outputs of the neurons on the last layer. The error due to a single pattern is calculated as follows: (1) where :
is the error due to a single pattern P at the last layer n; is the target output at the last layer(i.e., the desired output at the last layer) and is the actual value of the output at the last layer. Given equation (1), then taking the partial derivative yields:
Equation (2) gives us a starting value for the back propagation process. We use the numeric values for the quantities on the right side of equation (2) in order to calculate numeric values for the derivative. Using the numeric values of the derivative, we calculate the numeric values for the changes in the weights, by applying the following two equations (3) and then (4):
Where is the derivative of the activation function.
Initialize the weights in the network (often randomly) Do For each example e in the training set O = neural-net-output(network, e) ; forward pass T = teacher output for e Calculate error (T -O) at the output units Compute delta_wh for all weights from hidden layer to output layer ; backward pass
Compute delta_wi for all weights from input layer to hidden layer ; backward pass continued Update the weights in the network Until all examples classified correctly or stopping criterion satisfied
Return the network
(4)
Then, using equation (2) again and also equation (3), we calculate the error for the previous layer, using the following equation (5):
The values we obtain from equation (5) are used as starting values for the calculations on the immediately preceding layer. This is the single most important point in understanding back propagation. In other words, we take the numeric values obtained from equation (5), and use them in a repetition of equations (3), (4) and (5) for the immediately preceding layer.
Meanwhile, the values from equation (4) tell us how much to change the weights in the current layer n, which was the whole purpose of this gigantic exercise. In particular, we update the value of each weight according to the formula:
where eta is the "learning rate", typically a small number like 0.0005 and will be decreased gradually during training.
IV. EXPERIMENTATION AND RESULT
From conducted experiments we find the following key changes in the atmospheric pressure signature that can be related to dynamic states of atmospheric conditions and for meaningful short duration weather prediction. Fig.2 shows the graph for Indian climate in different time interval. We tested our algorithm by using those data as training set and obtained the related temperature. The training vs error graph is shown in fig.3 .
From the conducted experiment we can examine that the temperature peeks during the month of May, its range is 41 degree centigrade. The temperature falls to the dead end during the month of January. The minimum temperature is 6 C. The wet days occur during the month of November. The speed of the wind remains constant with slight changes throughout the annum. The relative humidity is exceeding 43C during the month of August. The humidity remains constant in the month of March and April at the same time its the least scale of humidity.
The least average temperature occurs during the month of December and its peek occurs in the month of June and July. The average sunlight lies in the range of 5-10 C throughout the entire year. The precipitation is maximum (20 cm) during the month of mid August.
The back propagation Training-Error graph explains that the error is high when the iteration is less and vice versa. In the above graph it explains that when the iteration count is below 1000 the sum squared error is maximum (i.e. 0.26) and when the count reaches 5000 the error value is merely 0.
This results that for more accurate results, the iteration count should be high. The most useful measure of model performance, however, comes from evaluating the sequence of 12 predictions leading to severe freeze events such as those in February and March.
The present considerations on the meteorological time series leads to two possible interpretations of the global climate: one is that a low-dimensional climate attractor may exist and that the climate dynamics may have altered. The other temperature variations may be colored noise with many degrees of freedom. The latter interpretation would lead to the following forecast of the future trend in the climate: the global temperature would begin to decrease at some point in the future, since colored noise has a zero mean in a long time period. Within the framework of the present study we can dismiss neither of the interpretations. The present work is still in a preliminary stage.
The distribution of prediction errors across all horizons is centered near zero, while the variance of these error distributions increases relative to horizon length. The increased divergence between predicted and observed temperatures at longer horizons is apparent in the plots. As prediction horizon increases, so does deviation from the line of perfect fit. The trend holds, specifically, in cases where a model fails to predict freezing temperatures.
At the other extreme, the use of a logistic activation function in the output node, and the inverse of the scaling function to convert the output to a temperature, placed an upper bound on the model predictions. Because the scaling range was smaller than the output range of a logistic node, this bound was several degrees higher than the 20°C threshold used to select observations for the development and evaluation sets. As a result, models were constrained from predicting temperatures above 25°C. At temperatures near 25°C, models are more likely to under predict. As the prediction horizon increases, the number of observed temperatures above this threshold increases.
Another experiment was done to see performance of overall system. Artificial neural network was trained by using 200 training data. Training process results the weight and bias of the network. This indicates inverse kinematic model of robot manipulator. For testing, the network was tested by using data that are not used for training process. And experimental result shows that artificial neural network can model the inverse kinematic of robot manipulator with average error of 2.16%.
The performance of artificial neural network is indicated by the RMSE value. Experiment was done in various training parameter value of artificial neural network, i.e., various numbers of hidden layers, various number of neuron per layer, and various value of learning rate. There were 200 training data used in this research for training the artificial neural network. The training data were created by running the robot manually and measuring the position of each link directly.
The success of the 24-hour model makes intuitive sense as such a history is capable of generalizing over trends associated with the familiar daily cycle. The decision in previous research to use six hours of prior data was likely due to the method of increasing the duration by short increments until evaluation errors began to increase. Because that work relied on single-network evaluations and found that a network with eight hours of prior information was less accurate than a six-hour network, the experiment was stopped before exploring longer durations of prior data. The results of the research reported herein suggest that the use of multiple network evaluation can avoid such errors. In this paper, back propagation neural network is used for predicting the temperature based on the training set provided to the neural network. Through the implementation of this system, we illustrate how an intelligent system can be efficiently integrated with a neural network prediction model to predict the temperature. This algorithm improves convergence and damps the oscillations. This method proves to be a simplified conjugate gradient method. When incorporated into the software tool the performance of the back propagation neural network was satisfactory as there were not substantial number of errors in categorizing. Back propagation neural network approach for temperature forecasting is capable of yielding good results and can be considered as an alternative to traditional meteorological approaches. This approach is able to determine the nonlinear relationship that exists between the historical data (temperature, wind speed, humidity, etc.,) supplied to the system during the training phase and on that basis, make a prediction of what the temperature would be in future.
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