Abstract-This paper presents a hypervisor architecture tailored to low-power real-time applications. This architecture extends the capability of a hypervisor by providing power management techniques and power monitoring services. An implementation based on an existing hypervisor XtratuM that runs over the ARM of a Zynq-7000 SoC device is proposed as a proof of concept. Measurement results show that the extended hypervisor can obtain information on the power consumption and reduce it.
I. INTRODUCTION
The integration of real-time applications is becoming fundamental in the development of complex embedded systems. In some domains, this integration is often required to satisfy nonfunctional requirements related to cost, weight or power consumption [1] , [2] . Multicore processors using hypervisors as software execution environments are one possible solution for many systems which require significant computational power from the underlying platform [3] . An Hypervisor (also known as virtual machine monitor, VMM) is a system software that allows running several independent execution environments in a single computer introducing a very low overhead. Therefore, hypervisors are a promising technology even though they have to be adapted and customised to the requirements of the target application [4] . When a hypervisor is designed for real-time embedded systems, the main issues that have to be considered are: temporal and spatial isolation, basic resource virtualisation (clock and timers, interrupts, memory, CPU time, serial I/O), real-time scheduling policy, deterministic hypervisor system calls, efficient inter-partition communication, efficient context switch, low overhead and low footprint.
At the same time, the increasing interest in integrating applications on the same processor, led to a branch of new design concepts like the ones recommended by the ARINC-653 standard [5] in avionics domain or the AUTOSAR standard in automotive domain. Nowadays hypervisors are adapting these design concepts from different standards to allow their usage in different domains [6] .
In this paper, we propose an extended hypervisor to tackle the needs of the power management in a heterogeneous multicore platform. The extensions require relevant hypervisor design modifications that impact the scheduling policies, reconfiguration management and hardware mechanisms. The virtualisation layer proposed, integrates monitor mechanisms to deal with power, energy and temperature measurements. The monitoring service implements power and temperature measurement techniques in the hardware. The extended hypervisor provides two ways of reacting to changes in the monitored variables: i) automatic reactions of the platform based on reconfiguration of precomputed modes; ii) by providing notifications to user applications that can implement the desired countermeasures. Moreover, the proposed virtualisation layer, enables power, energy and temperature management services, while taking into consideration at the same time, certification, real-time and time/space partitioning constraints. The virtualisation layer extends the state of the art towards a new hypervisor architecture that implements power management and monitoring services and permits the integration of scheduling policies to deal with power aware scheduling.
The rest of the paper is organised as follows. Section II presents the state of the art of the hypervisors focusing on power management extensions; Section III gives a short overview about low-power services supported by nowadays hardware architectures; Section IV presents the proposed extension of the system software architecture and its corresponding realisation on top of a specific hypervisor: the XtratuM hypervisor; Section VI introduces the test setup to evaluate the proposed architecture and shows the obtained measurement results.
II. RELATED AND PRELIMINARY WORK
Several commercial RTOS products conform to the ARINC-653 standard and also offer commercial virtualisation products for safety-critical systems, many by adapting existing RTOS products. In [7] , a survey on real-time issues in virtualisation for embedded systems is presented where several hypervisors for real-time are detailed. For example, LynuxWorks implements a virtualisation layer to host their LynxOS product, called the LynxSecure hypervisor that supports MILS and ARINC-653. WindRiver provides a hypervisor product for both its VxWorks MILS and VxWorks 653 platforms, including support for multicore. The RT-Xen project implements a compositional and hierarchical scheduling architecture based on fixed-priority scheduling within Xen, and extensions of compositional scheduling framework and periodic server design for fixed-priority scheduling. L4 is a representative microkernel operating system, extended to be a Type-1 virtualisation architecture. XtratuM is a Type-1 hypervisor targeting safety critical avionics embedded systems. There are also adaptations to provide real-time capabilities to KVM. KVM is a Type-2 virtualisation solution that uses Linux as the host OS.
Regarding hypervisors with low-power features, only few works can be mentioned addressing these features. Xen hypervisor provides two hypercalls, which are platform hypercall XENPF change freq and XENPF getidletime, to assist the domain0 kernel to get the system status and also change the CPU frequency [8] . In [9] and [10] a performance comparison in terms of power consumption of KVM and Xen is presented but in the framework of cloud data centres. In the same framework, [11] explores how to integrate power management mechanisms and policies with virtualisation technologies. However, and to the best of our knowledge, lowpower management in real-time embedded hypervisors is not a topic addressed in the literature.
A. The XtratuM Hypervisor
The XtratuM hypervisor [12] , [4] is a bare-metal hypervisor for embedded real-time systems that has been used in several EU projects and it is currently being used on several space missions. Initially developed for LEON processors, it has been adapted to other platforms such as ARM Cortex R4/R5, A9 and PowerPC. In the FP7 EU MultiPARTES project [13] , XtratuM was adapted to be used in multicore heterogeneous platforms. The FP7 EU DREAMS project [14] extended XtratuM to work on multiple multicore nodes connected through NoC (Network on Chip) and TTEthernet networks.
XtratuM was specifically designed for embedded real-time systems that makes use of para-virtualisation techniques to closely emulate hardware behaviour. The design of XtratuM has been guided by the ARINC-653 avionics standard, which defines a software specification for safety critical real-time operating systems regarding time and space partitioning (TSP). Some of the main traits of XtratuM are:
• XtratuM replaces conflicting processor instructions with hypervisor-specific code (hypercalls) that provide a set of high-level services based on ARINC-653 to the partitions. Software running on XtratuM is hypervisor-aware, and may need to be adapted to yield control to the hypervisor by means of the hypercalls in order to interact with the underlying hardware.
• XtratuM manages those hardware interrupts that are susceptible to compromise isolation, leaving to partitions the management of non-critical devices. Hardware interrupts can be allocated to a given partition. Additionally, XtratuM provides a series of extended interrupts intended to inform partitions of XtratuM specific events.
• According to the ARINC-653 standard, XtratuM implements a cyclic scheduling policy. A cyclic scheduling plan statically defines processor time allocation to each partition, enforcing time isolation and providing deterministic behaviour. Partitions are able to individually implement an internal scheduling algorithm.
• The allocation of the available hardware resources (memory areas, scheduling, communication ports, etc.) to partitions, as well as the configuration of the virtualized devices and the specification of the scheduling plan, are statically defined via a configuration file.
• XtratuM provides robust message passing based mechanisms for inter-partition communication based on ARINC-653 defined queuing and sampling ports. The hypervisor implements a logical path between source and destination ports (channels) and is responsible for encapsulating and transporting the messages.
• In order to detect and manage unexpected events, a Health
Monitor is provided as a mechanism to properly deal with faults that can not be handled at the scope where they take place. The Health Monitor defines a series of preconfigured actions aimed to contain faults and minimise their impact on the system that are executed as soon as an error is detected.
III. LOW-POWER TECHNIQUES (LPT)
This section summarises power management techniques (based on [2] ) that can be used to provide a hypervisor, in particular XtratuM, with low-power features. The techniques are presented independently from a specific hardware platform (the applicable LPT on the Xilinx Zynq platform will be introduced in Section VI). In addition, monitoring techniques enabling to monitor system status are presented.
A. Overview of power management techniques
Especially for battery-operated embedded devices, energy saving is of vital impact. In addition, applying power management techniques reduces heat dissipation which in turn increases the long-term availability and reduces cooling equipment costs. Furthermore, with the help of LPT, resource usages can be also optimised (for e.g. by shutting down resource when not used) leading to an overall cost reduction. The state-ofthe-art encompasses a broad spectrum of LPT which we will briefly review in the following (for a detailed survey c.f. [15] ).
The supply voltage is an important factor for both dynamic (decreases quadratically by voltage decrease) and static power (decreases linearly). Due to that, several techniques exist which manipulate the supply voltage and threshold voltage dynamically or statically to reduce the voltage swing of switching transistors and the total number of switching transistors in the design. For e.g. different supply voltages (MultiVoltage) can be used for different components in combination with level shifters. DVFS [16] is another technique where a power manager controls different power modes, consisting of a pre-defined set of supply voltage and clock frequency tuples. The idea here is to find the ideal combination of the clock frequency and supply voltage for achieving lower power consumption while still fulfilling real-time requirements.
Instead of scaling down the supply voltage, it can be switched off completely (power gating) if the switched-off parts are not used over a longer period of time. Points of consideration are the high energy costs and delays for shut down and start up, the need for isolation cells and state retention registers. Alternatively, clock gating disables the clock for complete system blocks or selectively suspends clocking. It requires less effort than power gating, but only controls the dynamic power consumption, while power gating also attacks the static leakage power, that may have a considerable impact on the overall power consumption. Table I summarises the main LPT with targeted power source and possible disadvantages.
Power management methods can be of static or dynamic nature. Dynamic Power Management (DPM) (also called Power Mode Management: PMM) [17] reduces energy consumption by the utilisation of different low-power modes (e.g., idle, sleep, stand-by) which are realised through combination of LPT supported by the underlying hardware. In every mode, different energy budgets and response times are needed. The intelligent management of transitions between different modes is done at run-time based on system state.
Other LPT include micro-architectural techniques for specific components of the MPSoC. One proposal here is to use small architectures (e.g. with scratch-pad memory instead of caches) targeting a less static power consumption. Other micro-architectural techniques utilise run-time parameters (e.g. workload) to apply dynamic reconfiguration of specific components for saving energy. Examples are (c.f. [15] ): selectively clock gated caches, effective cache reconfiguration, memory compression or usage of appropriate cores (GPUs, FPGA, ASICs, DSPs, etc.).
B. Monitoring Techniques
The basic idea of the monitoring framework is to monitor the current system status to be able to change its behaviour according to the evaluated system status. The monitoring devices can be divided in three categories:
• I2C devices: many voltage regulators and temperature sensors provide information about rails and measurement points through a digital connection, mostly an I2C bus or a PMBus.
• On-chip firmware devices: they are particular circuits that can be implemented inside an FPGA to monitor the temperature at a location specified by the user. For instance, Ring Oscillators (RO) use the temperature-delay relationship of CMOS devices to infer the temperature by measuring the frequency of resonance phenomena [18] , [19] . As an alternative to ROs, it is worth to mention sensors based on Flip-Flop-Metastability [20] , even if they are not widely used.
• Analogue-to-Digital Converters: they can be used to acquire information on physical variables (temperature, voltage, current, etc.). For instance the XADC present inside each Zynq device is set up to monitor the voltage level on several power rails as a default factory configuration. Other rails or current measuring can be added at design phase by properly connecting the XADC input with the rails.
IV. PROPOSED ARCHITECTURE
In this section a safety-oriented power aware architecture for hypervisors is proposed making use of the low-power and monitoring services. Even though the final implementation is based on XtratuM hypervisor (see Section II-A), the architecture has been defined with enough abstraction level so that it can be implemented regardless of the platform or the underlying hypervisor. The suggested architecture, shown in the diagram in Figure 1 , is composed by the elements explained in the remainder of this section.
A. Extended Hypervisor (DynamicLPT):
The basic component is an extended version of a hypervisor that integrates a subset of LPT, named as "DynamicLPT". These techniques take advantage of the dynamic slack time of the running application i.e. the idle time since a partition completed a periodic task until the next start of the task itself. On one hand these techniques allows the hypervisor to implement scheduling plans that take advantage of the dynamic behaviour of the running application. For example, the system frequency can be automatically reduced, or a core suspended, if a slack time is detected in a running task. On the other hand, they cannot affect safety, temporal and spatial isolation, i.e. the overall system reliability has preference with respect to the power reduction.
By configuring the dynamic LPTs it is possible to tune the power consumption at partition level, for instance by assigning a different frequency to each partition.
B. Static Low-Power Block (StaticLPT):
This software component placed outside hypervisor system software includes the static LPT (peripherals suspension or voltage scaling), that do not affect the hypervisor behaviour by interfering in the temporal and spatial isolation of the partitions. For instance, voltage scaling LPT is implemented in "SLP StaticLPT" because, usually, it implies a few milliseconds delay that would break the temporal isolation. This timing overhead is introduced by the communication interface (for e.g. PMBus interface) used to communicate with the external power management devices as in the case of the Zynq MPSoC.
The static LPTs implemented in this block can be used to lower the power consumption of the overall application. For example it could be possible to scale the voltage of the CPU or disable some peripheral.
C. Power Services Interface (PSI):
This is the API that is used by the application developers to enhance their software with power aware services. This interface provides the monitoring services and the entry point to the use of the DynamicLPT integrated in the hypervisor. For instance, thanks to functions like GET CHANNELS INFO and TASK FINISHED the partitions will be able to receive information about power consumption and enable the hypervisor to suspend the core during partitions idle time respectively.
The behaviour of the PSI is defined by a Low-Power Configuration File (LPCF). This file will be used to statically configure the extension of the hypervisor to provide power aware services. Indeed, it allows switching between static schedules and applying different LPTs depending on the schedules.
D. Low-Power Monitoring Partition (Monitoring Partition):
This special partition runs on the hypervisor with special system rights. It is one of the main components to extend the hypervisor with power awareness. Its main functionality is to monitor the power consumption by accessing the sensors and by providing the measurement results to the rest of the partitions via the mentioned PSI. The second functionality is to apply the static LPT via SLP. The power management services will be centralised only on this partition to assure that other partitions do not interfere between each other by accidentally applying LPT in critical circumstances. This decision implies that monitor partition should have application specific information to know when to apply which power reduction services.
V. ARCHITECTURE IMPLEMENTATION
In this section we describe the hardware platform and software configuration used to test the proposed architecture and LPT.
A. The hardware platform: Xilinx Zynq-7000 SoC
The XtratuM hypervisor has been implemented on the ARM of a Zynq-7000 device, although it can be implemented over other processors. This type of DSP is manufactured by Xilinx and include:
• A Processing System (PS), i.e. a two-core ARM microprocessor that runs XtratuM and the host applications.
• Input/output (I/O) peripherals interfaces (for instance, SPI, Ethernet, I2C). an analogue-to-digital converter with an interface to the ARM cores. Although only the first two elements are actually required for the implementation of the architecture of XtratuM, the Zynq platform has been chosen since it offers a base for wider research topics that are out of the scope of this paper. 1 . Moreover, the presence of the XADC and the PL allows the direct measure of voltages and temperatures inside the Zynq SoC itself. Another interesting point in the selection of the Zynq SoC is the availability of off-the-shelf test boards that already includes on-board memories, I/O connectors, measurement devices and other general purpose circuitry. In particular, the Xilinx ZC702 [22] has been used as a testbench for the proposed architecture.
The PS and PL power supplies are overall independent, however the PS power supply must be present whenever the PL power supply is active. The PS includes an independent power supply for the DDR I/O and two independent voltage banks for I/O peripherals. Moreover a separated power rail is dedicated to the XADC. The power supply rails are summarised in Table II .
B. Power and temperature control with the Xilinx Zynq-7000 SoC
The control and measure of power consumption of Zynq SoC instances via external devices is an active development area, see e.g. [23] . Indeed, power controllers and sequencers can be used to control the voltage levels and the power on sequence of different power rails. These devices are key components of any power control scheme, since they allow both to monitor the state (voltage, current, temperature) of voltage regulators and to undertake regulating actions. They are intelligent devices that host a microcontroller that runs the control and sequencing algorithms. Internal parameters can be accessed and modified by a serial bus connection, usually based on the PMBus standard.
One example of design employing these devices is the ZC702 evaluation board [22] , that mounts 3 UCD9248 digital power controllers by Texas Instruments (TI) to monitor 5 switching voltage regulators, each of them with two channels, for a total of 10 power rails (sample rate of 5kHz). The information provided by these devices can be accessed by employing the PMBus interface of the device, connected to the I2C port of the Zynq SoC through a TI PCA9548 1 to 8 channels I2C bus switch. This hardware configuration is tailored for online measuring and controlling.
A similar solution can be found in the ZC706 Xilinx evaluation board [24] , that mounts a Zynq SoC too. In this case, the board hosts a UCD90120A power supply sequencer and monitor together with a LMZ31500 and a LMZ31700 voltage regulators.
Temperature measurements can be performed both by accessing external devices on the I2C bus (e.g. UCD9248, UCD90120A) or by resorting to internal resources like the Xilinx ADC (XADC) or Ring Oscillators implemented in the PL. The XADC is an ADC embedded into all Zynq devices that can be used for monitoring applications on the Zynq SoC with a sampling rate of 1 MSPS Million samples per second. The XADC has 16 input multiplexed channels. Five of them are dedicated to measuring internal voltages and temperature: VCCINT, VCCAUX, VCCBRAM, VCCDDR and the device temperature can be always monitored in any Zynq device. Each of these sensors can be configured to hold minimum/maximal thresholds which when violated during runtime alarm signals can be issued.
C. Architecture implementation: XtratuM on a Zynq platform
The XtratuM hypervisor has been modified to instantiate the architecture proposed in Section III. The mapping has been straightforward: the PSI has been renamed as extended Dreams Abstraction Layer (xDRAL) and the Low-Power Monitoring Partition as Monitoring Partition. XtratuM already supported ARM Cortex A9 processor so it was decided to use the Processing System of a Zynq-7000 SoC.
XtratuM has been extended with the monitoring services that collect information from the external devices of the ZC702 evaluation board and the previously mentioned XADC. The LPT integrated have been those ones supported by ZC702 Xilinx board. Frequency scaling, DDR suspension and core suspension (power gating) are the "dynamicLPT" implemented; the ones that affect the hypervisor behaviour and take advantage of slack time. Due to the shut down and start up time required, voltage scaling and programmable logic power gating have been included as "SLP StaticLPT".
Moreover, a tool, called Xoncrete, has been implemented to ease the inclusion of Power Mode Management. It creates automatically different scheduling plans, six low-power profiles, based on the concept of frequency scaling and the input provided by the designer regarding worst case execution time and criticality of the partition. Criticality definition is the platform and hardware used, but the architecture could be applied even for power services that have not been taken into account in this work. The experimental results showed that all the power techniques reduce power consumption and that monitoring services based on external devices are heavily time consuming.
The use of the extended XtratuM within very different real use cases (avionic and railway) will show the cross domain capabilities and the effectiveness of the defined Low Power Hypervisor architecture. The robustness should be also tested, but a certification authority has positively assessed the safety concept of a real railway application where the proposed architecture was used [25] .
As a plan for future development, once the architecture will be included in a real application, it would be interesting to evaluate power saving and timing overheads quantitatively. Another research line, could be implementing LPT also in other parts of the Zynq SoC like clock gating softcores based on information shared by a network on chip. The same concept could be used more globally on a network of different SoC communicated by a field bus.
