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Introduction
Over the past two decades, the concept of partition of unity (PU) approximations has been established and developed into different types of PU-based methods for solid mechanics including the Partition of Unity method [1] [2] , hp clouds [3] , the generalized finite element method [4] , the octree partition of unity method (OctPUM) [5] and others [6] [7] [8] [9] . PUFEMs have attracted much interest from researchers in computational solid mechanics as they offer several advantages over the conventional finite element method (FEM), such as a free choice of local approximation functions, which allows flexibility for modelling complicated problems, and the construction of high order approximations without the addition of extra nodes. This feature is particularly advantageous for modelling problems with moving boundaries (crack propagation for example) since the mesh does not have to be changed as the material interface is moving, unlike in the FEM where the mesh has to be updated to conform to the evolving geometry at each time step.
A partition of unity is a set of functions u x is the local approximation defined on the "cover" of node i where the cover is a small region defined around i. In the standard PUFEM, the FE shape 3 functions are used as the PU functions and the local approximation is constructed by polynomials.
Standard PUFEMs face some problems that hinder their use for practical application in solid mechanics problems such as the linear dependence (LD) problem [10] , which arises in the formulation of the global stiffness matrix, and the difficulties in imposing essential boundary conditions directly. Efforts have been made to address these problems by various means in the past. In order to deal with essential boundary conditions, several methods such as the Lagrange multiplier method, the penalty method, Nitsche's method, blending of meshfree methods with finite elements, and the "almost everywhere PU" method have been suggested in [11] [12] [13] . In [14, 15] , PU functions with flat-tops were adopted to avoid the linear dependence problems. In [16] , the LD problem is investigated and numerical tests described to compare the severity of the LD problem in various PUFEMs. Though some measures are suggested to alleviate the problem, such as suppressing the higher-order degrees of freedom (DOF) and adjustment of the element geometry, they cannot ensure the removal of the LD problem and are also difficult to implement robustly in practice. For example, changing the geometry for a quadrilateral element means an iterative checking, modifying and rechecking process for all existing elements. This sequential and interdependent process is not always time-bounded. A novel mixed-cell-complex partition of unity method (MCCPUM) is proposed to eliminate the LD problem in [17] which is based on overlapping polyhedral covers generated from Voronoi cells. However, the algorithms needed to generate the mixed-cell-complex are rather complicated and computationally expensive, and the imposition of the essential boundary conditions cannot be done directly. A PU-based hybrid FE-meshfree four-noded quadrilateral element is proposed in [18] which successfully eliminates the LD problem and the interpolation possesses the desirable delta property. The same local approximation scheme is used later to 4 develop a 3D eight-noded element in [19] . For both these elements, however, the computational cost of forming the shape functions is significantly increased compared with a standard PUFEM because a least squares (LS) process is required over the covers of all nodes. The LS process, which involves matrix inversion, is computationally expensive and also requires a transitional region between nodes employing different basis functions. Therefore, an important advantage of the PUFEMs, the free choice of basis function from node to node, is lost.
Based on the above investigations, a new PU finite element (a three-noded triangle) is here developed which overcomes the drawbacks cited above satisfactorily. In this new element, the simplest conventional FE shape functions are used as the PU function.
The essential idea of the method is to construct the local approximation by dealing with nodes on the essential boundaries and all the other nodes separately. The local approximation at a boundary node is constructed by a modified LS approach and that at an inner node using a polynomial basis. These dually constructed local approximations are then incorporated into the PU function to obtain the shape functions over each element. This PU-based element is free from the LD problem as will be demonstrated later using eigenvalue analysis. As with one of the previous elements a LS process is needed but only for nodes at which essential boundary conditions are to be applied, which for most problems is a small proportion of the total nodes, thus the computational cost of shape function is significantly reduced compared with the quadrilateral element described in [18] .
Formulation of a new PU-based, three-noded triangular finite element
In this section, the interpolation schemes used in the new element are described in detail. We start the description of the formulation using a 2D problem domain of arbitrary shape as shown in Figure 1 
where [ ] 
Figure 1
The cover of a node is the area where a node exerts influence on the field variable and is defined as the region around a node consisting of all the elements that share that node. In Figure 1 , for example, the cover of node i is C i , the union of the six triangles connected to node i. For a node lying on the boundary, node j in Figure 1 for example, the cover is C j , which is slightly different from C i . The nodes connected to node j are found as cover nodes shown as the double circle nodes in Figure 1 and C j. is the union of all the elements connected to these cover nodes . Assume that the displacement over the cover C i is given by
is a polynomial basis, m is the number of monomials in the basis, and k a are the corresponding coefficients to each monomial in the basis.
In the development of the element that follows we use a bilinear basis throughout
. We do this to show that the basis chosen does not have to be the same as the PU basis.
Local approximation at an interior node
If a node is not lying on the boundary, the local function over cover C i takes the following form
Here i is the node index, a 1i to a 4i are the corresponding coefficients to be determined and the superscript n indicates an interior node. Enforcing ( )
u to be equal to the nodal value at node i gives
and therefore
Substituting Eqn 5 into Eqn 3 gives
[ ]
In the above 0 i u is the displacement of node i in the x direction and ( )
are the extra unknowns to be determined over the nodal cover i C . It can be seen from Eqn 6 that ( ) . ,
Thus the local function ( )
Local approximation at a node on an essential boundary
Now we consider node j in Figure 1 , for example, which is on the essential boundary.
The local function over C j is also approximated by the same polynomial basis as above.
Supposing there are M nodes in C j , the cover of the node j, we can then define a residual
which collects the error between the local approximation at the nodes in the cover and the nodal parameters as unknowns. Minimizing J with a standard least squares process 
and
is a vector of nodal displacements for nodes in C j . Substituting Eqn 10 into Eqn 2 gives
where the superscript b indicates a node on the essential boundary and
Now we modify Eqn 13 into the following form
where should be pointed out that the formulation derived here for is concerned with the prescribed value in a certain degree of freedom, which can be either in u or v or both for a node on essential boundary. However, for generality in programming, we can apply 9 Eqn (13) to all degrees of freedom of a node and this will not entail much extra computational cost.
Properties
The displacement of any point x within an element is computed by substituting Eqns 6 and 15 into Eqn 1 to obtain ( ) as will be proved below. Whilst a least squares procedure is needed, which is computationally expensive, it is required only over the cover of nodes which are located on the essential boundaries, which in most situations will be a small subset of the total number of nodes, thus limiting the extra computational time. Though a triangular FE mesh is used in the present formulations, the essential idea of dually constructed local approximations shown by Eqn 18 may be employed in other types of mesh and even meshless interpolations as in [20] [21] .
To make the implementation clearer, we rewrite Eqn 18 into the standard FEM form.
If R is the total number of nodes in the nodal cover, which is the union of the nodes in Eqns 6 and 15, then Eqn 18 becomes
where k N is the vector of shape functions for the new PU-based element, and k U is the vector of nodal cover freedoms of corresponding nodes. It is clear that
, thus the interpolation has the delta property for all three nodes of the triangular element, i.e.
( ) ( )
A question now is whether this new type of element is complete or not. In the following, we show the present interpolation preserves the completeness of the field up to the order of the basis. 
Substituting into Eqn 15 gives ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ). 
It is proved in [22] that any functions appearing in the basis function can be exactly reproduced so that the first term on the r.h.s. of Eqn 22 becomes
and the second term becomes
Substituting Eqns 23 and 24 into Eqn 22 gives
In [2] , it is shown that the consistency order of the global discretisation based on a PU concept is the same as the consistency order of the local approximations. Hence the present interpolation in Eqn 22 is capable of exactly reproducing any function contained in the basis of ( )
With the interpolation defined, then the problem domain can be discretised using a weak form, e.g. a Galerkin procedure, and the rest of the implementation is almost identical to the conventional FEM.
It should be noted that when implementing the present method, the size of the matrix linking displacements to strains (the B matrix) can vary between elements. For example, the element e 1 in Figure 1 has two nodes on essential boundary and one interior node, and therefore has total degrees of freedom, 2+2+6 = 10 and its B matrix is 2×10; element e 2 has only one node on essential boundary, so its B matrix is 2×14; none of the three nodes of element e 3 are on essential boundaries, thus the size of its B matrix is 2×18. The changing size of strain matrix results in a variable size of element stiffness matrix indicating some extra care is necessary in global assembly.
Testing
The element formulation presented above has been coded into an existing FE program written in C++. In this section, we first verify that the formulation does not suffer from 12 the LD problem. Secondly we show the performance of the element on a range of test problems.
Checking the linear dependence problem
As highlighted above, a major drawback in some previous PUFEM formulations is the LD problem. To check if the LD problem affects the formulation described here we adopt the testing procedure given in [16] which is briefly described here. Table 1 The meshes and minimum essential boundary conditions used to check the LD problem are shown in Figure 2 , which contain a variety of element shapes and layouts and a linear basis is used for all meshes. The elastic material parameters used are 0 . 1 = E and 25 0. = ν and plane strain conditions are assumed. The results using these parameters are listed in Table 1 and clearly show that there is no zero eigenvalue for all the meshes used thus indicating the LD problem is not present with this formulation.
The reasons why the present formulation removes the LD problem in the PUFEM is probably because it improves the way the essential boundary conditions are applied.
The physical implications behind a singular global stiffness matrix is insufficient constraint applied to prevent rigid body movement. In a standard PUFEM extra nodal 13 unknowns appear at the essential boundaries which do not correspond to the real displacements of those nodes, and their presence leads to zero eigenvalues. The present formulation exactly applies the essential boundary conditions and hence also the necessary constraints.
Testing problems
Here we compare the new element formulation with the standard FEM and with the Element Free Galerkin Method (EFGM) using, for the latter, the same type of weight functions and parameters as in [23] . To study the convergence behaviour we define the following error norms in displacement and energy respectively ( )
where u is a vector collecting nodal displacement results 1 1  2  2 = , , , ,
{ }
where is the infinitesimal strain tensor and is the Cauchy stress tensor. The relative displacement error and energy error are given by num exact
and num exact
where the superscripts num and exact refer to numerical solutions and exact (or reference) solutions respectively.
A cantilever beam
A cantilever beam problem with dimensions of l = 8 m and d = 1m, as shown in Figure   3 is tested first. The beam is subjected to a unit concentrated load p at the right-hand end and is constrained at the left-hand end as shown in the Table 2 , between the results using the present method and the reference results in [25] . The results show that the proposed method again performs highly satisfactorily for this problem using a linear or a quadratic basis. The errors reduce with a higher order basis function or greater refinement, as with the conventional FEM. where G is the shear modulus and κ is the Kolosov constant where
for the plane strain assumption. Boundary conditions specified in [26] are applied on the right and upper edges as shown in Figure 10 . The performance of the proposed element formulation is studied using meshes with 53, 188, 564 and 1012 nodes as shown in Figure 11 and a linear basis is used for all meshes. Figures 12 and 13 show the convergence of the discretised problem towards the analytical solution using the error norms stated above. The proposed method once again shows good convergence characteristics in this problem involving stress concentration. Figure 14 
Conclusions
In this paper we propose a new partition of unity based, three-noded triangular finite element which successfully eliminates the linear dependence problem and removes the complexity in application of essential boundary conditions, both met in previous PUFEM formulations. By utilizing the inherent flexibility to construct local approximations, we have proposed a dual local approximation scheme by treating nodes on essential boundaries separately to nodes elsewhere which delivers both the delta property of conventional FEs and which also avoids the linear dependence problem (as demonstrated through eigenvalue analysis). While a least-squares procedure is required this is limited to a few nodes in a typical domain so should not be a major computational cost of this method. A major advantage of PUFEMs is maintained here, that the local approximation can be varied across a domain. The proposed method is only discussed here for linear elastostatic problems. However, the potential of the PUFEM elements such as these will only be fully realised when applied to problems of changing geometry, such as those including finite deformation, elastoplasticity and three-dimensional cracking problem. These are areas in which we are continuing to develop this class of PU based elements. 
