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Harmonic analysis has been an eﬃcient tool in control theory for a long time, see, e.g.,
Russell [D.L. Russell, Controllability and stabilizability theory for linear partial differential
equations. Recent progress and open questions, SIAM Rev. 20 (1978) 639–739] and its
numerous references. Here we establish discrete Ingham type and Haraux type inequalities
for exponential sums satisfying a weakened gap condition. They enable us to obtain
discrete simultaneous observability theorems for systems of vibrating strings or beams.
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1. Introduction
Two classical general approaches to controllability of linear partial differential equations is the Fourier series method,
see, e.g., Russell [18] and the multiplier method, see, e.g., Lions [15,16]. In order to motivate the present paper we begin by
recalling some earlier results concerning the simultaneous observability of a system of strings or beams.
First we consider a ﬁnite number N  1 of vibrating strings with ﬁxed endpoints, one of which is common to all of
them. Denoting by  j the lengths of the strings, a model describing these vibrations is given by the following system:⎧⎪⎨
⎪⎩
u j,tt − u j,xx = 0 in R × (0,  j),
u j(t,0) = u j(t,  j) = 0 for t ∈ R,
u j(0, x) = u j0(x) and u j,t(0, x) = u j1(x) for x ∈ (0,  j),
j = 1, . . . ,N.
(1.1)
Assuming that we can observe only the combined force exerted by the strings at the common endpoint during some
time T , we ask whether we can identify all initial data. In an equivalent way we wish to know whether the linear map
(u10, . . . ,uN0,u10, . . . ,uN1) →
N∑
j=1
u j,x(·,0) (1.2)
is one-to-one in suitable, natural function spaces.
The problem is well posed for
u j0 ∈ H10(0,  j) and u j1 ∈ L2(0,  j), j = 1, . . . ,N,
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N∏
j=1
H10(0,  j)
)
×
(
N∏
j=1
L2(0,  j)
)
into L2loc(R).
In order to formulate our results we introduce some function spaces. Given  > 0 we denote by Z the linear hull of the
eigenfunctions ek of the differential operator v → −v ′′ in H2(0, ) ∩ H10(0, ) with corresponding eigenvalues γk and we
denote by Ds for each real number s the completion of Z with respect to the Euclidean norm deﬁned by the formula∥∥∥∥∥
∞∑
k=1
akek
∥∥∥∥∥
2
s
:=
∞∑
k=1
γ sk |ak|2.
We have in particular
D0 = L2(0, ), D1 = H10(0, ), D2 = H2(0, ) ∩ H10(0, ), D−1 = H−1(0, ).
We have the following result:
Theorem 1. For almost all choices of (1, . . . , N ) ∈ (0,∞)N , the solutions of (1.1) satisfy the estimates
N∑
j=1
(‖u j0‖2s + ‖u j1‖2s−1) c
∫
I
∣∣∣∣∣
N∑
j=1
u j,x(t,0)
∣∣∣∣∣
2
dt
on every bounded interval I of length
|I| > 2(1 + · · · + N ),
for every s < 2− N. The constant c depends only on s and |I|.
Moreover, if all the ratios i/ j (i 
= j) are quadratic irrational numbers, then the estimates also hold for s = 2− N.
In the previous result we have continuous observation: we observe some derivatives of the solution at all moments of
some given time interval I . In practice it could be more feasible to have observation only at a ﬁnite number of points of I .
In this paper we begin this study, by establishing a discrete version of the above theorem in the particular case of two
strings.
Theorem2. Let N = 2. For almost every choice of (1, 2) ∈ (0,∞)2 the following result holds. Given 0< δ  2max{1, 2} arbitrarily
and an integer J such that Jδ > 2max{1, 2}, the inequality
2∑
j=1
(‖u j0‖2s + ‖u j1‖2s−1) cδ
J∑
j=− J
∣∣∣∣∣
2∑
j=1
u j,x(0, t
′ + jδ)
∣∣∣∣∣
2
is satisﬁed for all s < 0 and t′ ∈ R by all solutions of (1.1) whose initial data u0 j , u1 j linear combinations of the basis functions
sin
(
nπ j
−1x
)
, n  j
(
1
δ
− 1
4max{1, 2}
)
( j = 1,2). The constant c depends only on s and Jδ.
Moreover, if 1/2 is a quadratic irrational number, then the inequality also holds for s = 0, too.
Remarks.
• A ﬁrst version of Theorem 1 was established by Jaffard et al. [11] for N = 2. Their condition on |I| was improved in [4].
The general case of Theorem 1 was given in [5] for s < 2− N and in [6] for s 2− N .
• As in [12] and [13] for Theorem 1, our proof of Theorem 2 can be adapted to systems containing lower-order terms.
• For N = 1 the corresponding variant of Theorem 2 was proven in [14].
• The assumption Jδ > 2max{1, 2} of Theorem 2 is not optimal. In order to determine the optimal condition and to
establish the corresponding results for any ﬁnite number of strings a different, technically more involved approach is
needed. It will be given in a subsequent paper.
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following system:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u j,tt + u j,xxxx = 0 in R × (0,  j),
u j(t,0) = u j(t,  j) = 0 for t ∈ R,
u j,xx(t,0) = u j,xx(t,  j) = 0 for t ∈ R,
u j(0, x) = u j0(x) and u j,t(0, x) = u j1(x) for x ∈ (0,  j),
j = 1, . . . ,N.
(1.3)
We investigate again the nature of the linear map
(u10, . . . ,uN0,u10, . . . ,uN1) →
N∑
j=1
u j,x(·,0). (1.4)
The system (1.3) is well posed for
u j0 ∈ H10(0,  j) and u j1 ∈ H−1(0,  j), j = 1, . . . ,N,
and the formula (1.4) deﬁnes a continuous linear map of(
N∏
j=1
H10(0,  j)
)
×
(
N∏
j=1
H−1(0,  j)
)
into L2loc(R).
We have the following result:
Theorem 3. For almost all choices of (1, . . . , N ) ∈ (0,∞)N , the solutions of (1.3) satisfy the estimates
N∑
j=1
(‖u j0‖2s + ‖u j1‖2s−2) c
∫
I
∣∣∣∣∣
N∑
j=1
u j,x(t,0)
∣∣∣∣∣
2
dt
on every nondegenerate bounded interval I and for every s < 1. The constant c depends only on s and |I|.
Moreover, if all the ratios i/ j (i 
= j) are quadratic irrational numbers, then the estimates also hold for s = 1.
We will prove a discrete version of Theorem 3 for two beams.
Theorem 4. For N = 2 the following estimate holds for almost all (1, 2) ∈ (0,∞)2 and for every s < 1. Given a positive real number δ
and a positive integer J satisfying
J > 2
max{1, 2}√
2πδ
,
we have
2∑
j=1
(‖u j0‖2s + ‖u j1‖2s−1) cδ
J∑
j=− J
∣∣∣∣∣
2∑
j=1
u j,x(0, t
′ + jδ)
∣∣∣∣∣
2
for all t′ ∈ R for all solutions of (1.1) whose initial data u0 j , u1 j are linear combinations of the basis functions
sin
(
nπ j
−1x
)
, n  j√
2πδ
, j = 1,2.
The constant c depends only on s and Jδ.
Moreover, if 1/2 is a quadratic irrational number, then the inequality also holds for s = 1, too.
Remark. Theorem 3 was established in [3] and [4] for N = 2 and by Sikolya [19] for all N; see also [13].
Our proofs of Theorems 2 and 4 are based on new discrete generalizations of Parseval’s equality. The relevance of this
approach can be seen easily by the following elementary proof of the case N = 1 of Theorem 1 for |I| = 2 and s = 1 (this
is slightly stronger than what is stated in the theorem). Assuming by scaling that  = π the solution can be written in the
form
u(t, x) =
∞∑(
ake
ikt + a−ke−ikt
)
sinkxk=1
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nality of the functions eikt shows that we have not only the desired inequality, but in fact an equality:∫
I
∣∣ux(t,0)∣∣2 dt = 2(‖u0‖21 + ‖u1‖20).
The general case of the above theorems cannot be proved so easily but a classical generalization of Parseval’s equality,
due to Ingham, has several adaptations and improvements which can be used in its place.
Let us ﬁrst recall a general Ingham type theorem, established in [5] and [6] which was used for the proofs of Theorems 1
and 3 above. We mention that similar Ingham type theorems were also published by Avdonin et al. [1,2]. In another context
see, e.g., [17] for an Ingham type approach to a two-grid observability theorem.
Let (ωn)∞n=−∞ be an increasing sequence of real numbers, satisfying for some integer M  1 and a real number γ > 0
the condition
ωn+M − ωn  Mγ for all n. (1.5)
Fix a number 0< γ ′  γ and denote by A j ( j = 1, . . . ,M) the set of integers m satisfying the following conditions:⎧⎨
⎩
ωm − ωm−1  γ ′,
ωn − ωn−1 < γ ′ for m + 1 nm + j − 1,
ωm+ j − ωm+ j−1  γ ′.
Then the M(M + 1)/2 sets
A j + k := {n + k: n ∈ A j}, 0 k < j  M,
are disjoint. Furthermore, since by (1.5) we cannot have M consecutive distances ωn+1 − ωn < γ ′ , they form a partition of
the set Z of all integers.
Let us introduce for m ∈ A j the divided differences em(t), . . . , em+ j−1(t) of the exponential functions
fn(t) := eiωnt , n =m, . . . ,m + j − 1,
by the formula (see, e.g., [10, Theorem 2, p. 250])
en(t) := (it)n−m
1∫
0
s1∫
0
· · ·
sn−m−1∫
0
A dsn−m · · · ds1 (1.6)
with
A := exp(i(sn−m[ωn −ωn−1] + · · · + s1[ωm+1 − ωm] + ωm)t)
for n =m, . . . ,m + j − 1. We have em = fm in particular.
If ωm, . . . ,ωn are distinct, then (1.6) is equivalent to the familiar expression
en(t) :=
n∑
p=m
[ n∏′
q=m
(ωp − ωq)
]−1
f p(t),
where the sign ′ in the products indicates the omission of the zero factor corresponding to q = p.
In the other extreme case, in which ωm = · · · = ωn , we have en(t) = tn−meiωnt .
We note that every ﬁnite sum of the form
f (t) =
∑
n
bne
iωnt, bn ∈ C,
can also be written in the form
f (t) =
∞∑
n=−∞
anen(t), an ∈ C. (1.7)
(If the sequence (ωn) is strictly increasing, then the two forms coincide.)
Now we may state the main result of [5] and [6].
Theorem 5. Given a (not necessarily strictly) increasing sequence (ωn) of real numbers satisfying (1.5), ﬁx 0< γ ′  γ arbitrarily and
introduce the sequence of functions (en) as described above. The sums (1.7) satisfy the estimates∫
I
∣∣ f (t)∣∣2 dt  ∞∑
n=−∞
|an|2
for every bounded interval I of length |I| > 2π/γ . The corresponding constants c1 and c2 depend only on M, γ , γ ′ , and on the
interval I .
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Given a strictly increasing sequence (ωk)∞−∞ of real numbers, we consider functions of the form
x(t) =
∞∑
k=−∞
xke
iωkt (1.8)
with complex coeﬃcients xk .
Theorem 6. Assume that there exists a positive number γ satisfying
ωk+2 −ωk  2γ for all k. (1.9)
Fix 0< γ0  γ arbitrarily and set
A1 := {k ∈ Z: ωk − ωk−1  γ0 and ωk+1 − ωk  γ0};
A2 := {k ∈ Z: ωk − ωk−1  γ0 and ωk+1 − ωk < γ0}.
Then for every bounded interval I of length |I| > 2π/γ there exist two positive constants c1 and c2 such that
c1Q (x)
∫
I
∣∣x(t)∣∣2 dt  c2Q (x)
for all sums of the form (1.8) with square summable coeﬃcients, where we use the notation
Q (x) :=
∑
k∈A1
|xk|2 +
∑
k∈A2
|xk + xk+1|2 + (ωk+1 − ωk)2
(|xk|2 + |xk+1|2).
Remarks.
• Under the stronger assumption
ωk+1 − ωk  γ for all k (1.10)
the above result reduces to Ingham’s classical theorem [9]:
c1
∞∑
k=−∞
|xk|2 
∫
I
∣∣x(t)∣∣2 dt  c2 ∞∑
k=−∞
|xk|2.
• Theorem 6 was ﬁrst proved by Jaffard et al. [11] under a stronger condition on |I|; the present form was given in [4].
It was observed in [5] and [6] that the inequalities may be conveniently rewritten by using divided differences and this
led to Theorem 5.
We shall establish the following discrete version of Theorem 6:
Theorem 7. Assume that there exists a positive number γ satisfying (1.9), and introduce the sets A1 , A2 as above. Given 0< δ  π/γ
arbitrarily, ﬁx an integer J such that Jδ > π/γ . Then there exist two positive constants c1 and c2 , depending only on γ and Jδ, such
that
c1Q (x) δ
J∑
j=− J
∣∣x( jδ)∣∣2  c2Q (x) (1.11)
for all functions (1.8) whose coeﬃcients satisfy the condition
xk = 0 whenever |ωk| > π
δ
− γ
2
. (1.12)
Remarks.
• Under the stronger gap condition (1.10), Theorem 7 reduces to an earlier result proved in [14]:
c1
∞∑
k=−∞
|xk|2  δ
J∑
j=− J
∣∣x( jδ)∣∣2  c2 ∞∑
k=−∞
|xk|2
instead of (1.11).
V. Komornik, P. Loreti / J. Math. Anal. Appl. 351 (2009) 16–28 21• By a translation argument (see Remarks 2.6 and 2.7 in [4] for details) (1.11) implies that, more generally,
c1Q (x) δ
J∑
j=− J
∣∣x(t′ + jδ)∣∣2  c2Q (x)
for every t′ ∈ R, for all functions (1.8) whose coeﬃcients satisfy the condition (1.12). The constants c1, c2 depend only
on t′ , γ and Jδ.
• The condition Jδ > π/γ is sharp. Indeed, we need at least as many observation points as the exponentials allowed to
ﬁgure in the sums (otherwise the restrictions of the exponential functions to the set of observation points are linearly
dependent) and we may have 2 J + 1 such exponents satisfying the assumption |ωk| πδ − γ2 of the theorem.• Theorem 6 follows from Theorem 7. Indeed, by a density argument it is suﬃcient to consider ﬁnite sums. Fix a bounded
interval I = [t′ − R, t′ + R] with R > π/γ , then Theorem 7 can be applied with δ = R/ J for every suﬃciently large
positive integer J . Theorem 6 follows by letting J → ∞.
In the sequel we often write A  B instead of double inequalities of the form c1A  B  c2A for brevity.
The preceding theorem will enable us to prove Theorem 2. For the proof of Theorem 4 we will also need to investigate
what happens when we add a new exponent to the system, i.e., when we consider sums of the form
x(t) = x′eiω′t +
∞∑
k=−∞
xke
iωkt (1.13)
with complex coeﬃcients x′ , xk , instead of (1.8), where ω′ is a real number not belonging to the sequence (ωk).
The following result is a discrete version of a generalization of a theorem of Haraux [8], allowing a weakened gap
condition. In order to simplify its statement, let us introduce the quadratic form
Q ′(x) := |x′|2 + Q (x).
Theorem 8. Assume (1.9) and introduce the sets A1 , A2 as in Theorem 7. Assume that for some positive δ > 0 and for some positive
integer J there exist two positive constants c1 , c2 , depending only on γ and Jδ, such that
c1Q (x) δ
J∑
j=− J
∣∣x( jδ)∣∣2  c2Q (x) (1.14)
for all sums of the form (1.8) with complex coeﬃcients xk satisfying (1.12). If ω′ is a real number not belonging to the sequence (ωk),
then for every positive integer J ′ there exist two positive constants c3 , c4 , depending only on γ , Jδ, J ′δ and
γ ′ := inf
k
|ωk −ω′|
and another constant c′ , depending only on γ , and J ′δ, such that
c3Q
′(x) δ
J+ J ′∑
j=− J
∣∣x( jδ)∣∣2  c4Q ′(x) (1.15)
for all sums of the form (1.13) with complex coeﬃcients x′ , xk satisfying (1.12) and
|ωk − ω′| < 2c′/δ. (1.16)
We may deduce from the preceding theorem the following
Corollary 9. Assume (1.9) and introduce the sets A1 , A2 as in Theorem 7. Assume that for R > 0 there exist two positive constants c1 ,
c2 , depending only on γ and R, such that
c1Q (x)
R∫
−R
∣∣x(t)∣∣2 dt  c2Q (x)
for all sums of the form (1.8) with complex coeﬃcients xk satisfying (1.12). If ω′ is a real number not belonging to the sequence (ωk),
then for every R ′ > R there exist two positive constants c3 , c4 , depending only on γ , R, R ′ and
γ ′ := inf |ωk −ω′|
k
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c3Q
′(x)
R ′∫
−R ′
∣∣x(t)∣∣2 dt  c4Q ′(x)
for all sums of the form (1.13) with complex coeﬃcients x′ , xk satisfying (1.12) and (1.16).
Indeed, we may assume without loss of generality that R ′/R is a rational number. Then it suﬃces to apply Theorem 8
with arbitrarily large integers J for which J ′ := J R ′/R is also integer, and with δ := R/ J , and then letting J → ∞.
Theorems 7 and 8 are proved in the following two sections. They are applied in Section 4 for the proofs of Theorems 2
and 4.
2. Proof of Theorem 7
We proceed in three steps.
First step. We begin by recalling the summatory formula of Poisson: if G is a function belonging to H10(−γ ,γ ) and its
Fourier transform is given by the formula
g(t) =
∞∫
−∞
G(x)e−itx dx
for all real t , then all functions of the form (1.8) with ﬁnitely many nonzero coeﬃcients satisfy the following identity:
δ
∞∑
j=−∞
g( jδ)
∣∣x( jδ)∣∣2 = 2π ∞∑
k,n=−∞
G(ωk − ωn)xkxn. (2.1)
For the proof we begin by remarking that since π/δ  γ , G vanishes outside the interval
I :=
(
−π
δ
,
π
δ
)
,
so that
g( jδ) =
∫
I
G(x)e−i jδx dx
for all integers j. Since G is Hölder continuous with exponent 1/2, applying the Dini–Lipschitz theorem (see, e.g., [20]) to
the trigonometric orthonormal basis√
δ
2π
ei jδx, j ∈ Z,
of L2(I), we conclude that
δ
∞∑
j=−∞
g( jδ)ei jδx = 2πGδ(x)
for all real x, where Gδ denotes the 2π/δ-periodic function which is equal to G in the interval I . Observe that
Gδ(x) = G(x) whenever |x| 2π
δ
− γ . (2.2)
Now we have
δ
∞∑
j=−∞
g( jδ)
∣∣x( jδ)∣∣2 = δ ∞∑
k,n=−∞
xkxn
∞∑
j=−∞
g( jδ)ei(ωk−ωn) jδ
= 2π
∞∑
k,n=−∞
Gδ(ωk − ωn)xkxn
= 2π
∞∑
G(ωk − ωn)xkxn.
k,n=−∞
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= 0 and xn 
= 0, then by (1.12) we have necessarily
|ωk − ωn| 2π
δ
− γ .
Second step. We prove the direct inequality (the second inequality in (1.11)). We are going to apply the identity (2.1) with
the functions H , G deﬁned by
H(x) :=
{
cos2 πx2γ if |x| γ ,
0 if |x| > γ ,
the convolution product G := H ∗ H , and their Fourier transforms h and g . One can readily verify (see [4] for details) that
there exist two positive constants α and β such that
0 G(0) − G(x) αx2 for all x;
G(x) = 0 whenever |x| γ ;
g(t) 0 for all t;
g(t) β whenever |t| π/(2γ ).
We may assume without loss of generality that α  1.
Starting with (2.1) and using these relations we obtain the following estimates, where J ′ denotes the (lower) integer
part of π/(2γ δ):
β
2π
δ
J ′∑
j=− J ′
∣∣x( jδ)∣∣2  δ
2π
∞∑
j=−∞
g( jδ)
∣∣x( jδ)∣∣2 = ∞∑
k,n=−∞
G(ωk − ωn)xkxn
=
∑
k∈A1
G(0)|xk|2 +
∑
k∈A2
G(0)
(|xk|2 + |xk+1|2)+ ∑
k∈A2
G(ωk+1 − ωk)(xkxk+1 + xkxk+1)
=
∑
k∈A1
G(0)|xk|2 +
∑
k∈A2
G(0)|xk + xk+1|2 +
∑
k∈A2
(
G(ωk+1 − ωk) − G(0)
)
(xkxk+1 + xkxk+1)

∑
k∈A1
G(0)|xk|2 +
∑
k∈A2
G(0)|xk + xk+1|2 +
∑
k∈A2
(
G(0) − G(ωk+1 − ωk)
) · (|xk|2 + |xk+1|2)

∑
k∈A1
G(0)|xk|2 +
∑
k∈A2
G(0)|xk + xk+1|2 +
∑
k∈A2
α(ωk+1 − ωk)2 ·
(|xk|2 + |xk+1|2),
i.e.,
β
2π
δ
J ′∑
j=− J ′
∣∣x( jδ)∣∣2  αQ (x).
We conclude that for J = J ′ the direct inequality holds with c2 := 2πα/β .
A translation argument in [4, Remark 2.6] shows that we have, more generally,
δ
J ′∑
j=− J ′
∣∣x(t′ + jδ)∣∣2  4πα
β
(
1+ |t′|2)Q (x)
for every real number t′ . The direct inequality for a general integer J hence follows by covering the set {− J , . . . , J } of
consecutive integers by M translates of {− J ′, . . . , J ′} where M denotes the upper integer part of (2 J + 1)/(2 J ′ + 1), and
summing the M corresponding inequalities.
Third step. For the proof of the inverse inequality let us introduce the same function H as above, but deﬁne this time
G := R2H ∗ H + H ′ ∗ H ′ . Denoting by h and g the Fourier transforms of H and G , now we have the following properties
with suitable positive constants α and β:
G(0) − G(x) αx2 if |x| γ ;
G(x) = 0 whenever |x| γ ;
G(0) > 0 and G(0) − G(x) > 0 for all x 
= 0;
g(t) 0 whenever |t| R;
g(t) β for all t.
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Applying (2.1) and using these relations we obtain the following estimates, where J ′ denotes the upper integer part of
π/(2γ δ):
β
2π
δ
J ′∑
j=− J ′
∣∣x( jδ)∣∣2  δ
2π
∞∑
j=−∞
g( jδ)
∣∣x( jδ)∣∣2 = ∞∑
k,n=−∞
G(ωk − ωn)xkxn
=
∑
k∈A1
G(0)|xk|2 +
∑
k∈A2
G(0)
(|xk|2 + |xk+1|2)+ ∑
k∈A2
G(ωk+1 − ωk)(xkxk+1 + xkxk+1)
=
∑
k∈A1
G(0)|xk|2 +
∑
k∈A2
G(0)
(|xk|2 + |xk+1|2)+ ∑
k∈A2
G(ωk+1 − ωk) ·
(|xk + xk+1|2 − |xk|2 − |xk+1|2)
=
∑
k∈A1
G(0)|xk|2 +
∑
k∈A2
(
G(0) − G(ωk+1 −ωk)
)(|xk|2 + |xk+1|2)+ ∑
k∈A2
G(ωk+1 − ωk) · |xk + xk+1|2.
Putting y := ωk+1 −ωk for brevity, it remains to show that
|xk + xk+1|2 + y2
(|xk|2 + |xk+1|2)
is majorized by a constant multiple of
G(y)|xk + xk+1|2 +
(
G(0) − G(y))(|xk|2 + |xk+1|2)
for all 0< y < γ . We show the stronger inequality
|xk + xk+1|2 + G(0) − G(y)
α
(|xk|2 + |xk+1|2) G(y)
α
|xk + xk+1|2 + 3(G(0) − G(y))
α
(|xk|2 + |xk+1|2)
or equivalently, that(
α − G(y))|xk + xk+1|2  2(G(0) − G(y))(|xk|2 + |xk+1|2).
This is obvious for G(y) α because the right-hand side is nonnegative. If G(y) < α, then the inequality follows from our
assumption α  G(0) and from the elementary estimate |xk + xk+1|2  2(|xk|2 + |xk+1|2).
3. Proof of Theorem 8
Proof of the direct part of (1.15). Applying the second inequality of (1.14) to the function
z(t) := x(t) − x′eiω′t
instead of x(t), we obtain that
δ
J∑
j=− J
∣∣x( jδ)∣∣2  2δ J∑
j=− J
∣∣z( jδ)∣∣2 + 2δ J∑
j=− J
∣∣x′eiω′ jδ∣∣2
 2c2Q (z) + 2δ(2 J + 1)|x′|2
max{2c2,6 Jδ}Q ′(x).
Using [4, Remark 2.6] this inequality implies that, more generally,
δ
m+ J∑
j=m− J
∣∣x( jδ)∣∣2 max{4c2,12 Jδ}(1+ |mδ|2)Q ′(x) (3.1)
for every integer m. (In order to use this remark, we also apply Remark 2.5 of that paper which enables us to choose
0 < γ0  γ suﬃciently small so that |ω′ − ωk| < γ0 for all k. Then ω′ belongs to A1 in the extended exponent set, so that
the corresponding quadratic form is Q ′(x).)
Now the second inequality of (1.15) follows easily by covering the set {− J , . . . , J + J ′} of consecutive integers by M :=
(2 J + 1 + J ′)/(2 J + 1) (upper integer part) translates of {− J , . . . , J }, and summing the corresponding inequalities (3.1).
Since |m| J ′ in all these inequalities, we obtain that
δ
J+ J ′∑
j=− J
∣∣x( jδ)∣∣2  c4Q ′(x)
with
c4 =
(
1+ 2 J + 1+ J
′)
max{4c2,12 Jδ}
(
1+ | J ′δ|2). 2 J + 1
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y(t) := x(t) − 1
1+ J ′
J ′∑
n=0
e−iω′nδx(t + nδ)
deﬁnes a function y of the form (1.8): an easy computation shows that
y(t) =
∞∑
k=−∞
[
1− 1
1+ J ′
J ′∑
n=0
ei(ωk−ω′)nδ
]
xke
iωkt =:
∞∑
k=−∞
yke
iωkt .
Observe that∣∣∣∣∣
J ′∑
n=0
ei(ωk−ω′)nδ
∣∣∣∣∣=
∣∣∣∣ ei(ωk−ω
′)(1+ J ′)δ − 1
ei(ωk−ω′)δ − 1
∣∣∣∣=
∣∣∣∣ sin(ωk − ω′)(1+ J ′)δ/2sin(ωk − ω′)δ/2
∣∣∣∣
and therefore∣∣∣∣∣ 11+ J ′
J ′∑
n=0
ei(ωk−ω′)nδ
∣∣∣∣∣=
∣∣∣∣ sin(ωk − ω′)(1+ J ′)δ/2(ωk − ω′)(1+ J ′)δ/2
∣∣∣∣ ·
∣∣∣∣ (ωk − ω′)δ/2sin(ωk − ω′)δ/2
∣∣∣∣=: εk.
For the sequel we need the following
Lemma 10.
(a) There exists a constant c′ , depending only on infk |ωk − ω′| and J ′δ, such that
ε := sup
k
εk < 1
where the supremum is taken over the indices k satisfying (1.16).
(b) The function
ω → f (ω) := e
i(ω−ω′)(1+ J ′)δ − 1
(1+ J ′)(ei(ω−ω′)δ − 1)
is Lipschitzian in the interval (ω′ − 2c′/δ,ω′ + 2c′/δ) with some constant L, depending only on J ′δ.
Proof. (a) Since
inf
k
|ωk − ω′| > 0,
we have
ε′ = ε′( J ′δ) := sup
k
∣∣∣∣ sin(ωk − ω′)(1+ J ′)δ/2(ωk − ω′)(1+ J ′)δ/2
∣∣∣∣< 1.
It suﬃces to choose c′ > 0 suﬃciently small so that
inf
0<|x|<c′
∣∣∣∣ sin xx
∣∣∣∣> ε′.
(b) First we note that under the condition (1.16) we have∣∣∣∣ ei(ω−ω
′)δ − 1
δ
∣∣∣∣=
∣∣∣∣ sin(ω − ω′)δ/2δ/2
∣∣∣∣> ε′|ω − ω′| ε′γ ′.
Therefore
∣∣ f ′(ω)∣∣= ∣∣∣∣ i(1+ J ′)δei(ω−ω
′)(1+ J ′)δ
(1+ J ′)(ei(ω−ω′)δ − 1) −
[ei(ω−ω′)(1+ J ′)δ − 1]i(1+ J ′)δei(ω−ω′)δ
(1+ J ′)2[ei(ω−ω′)δ − 1]2
∣∣∣∣

∣∣∣∣ δei(ω−ω′)δ − 1
∣∣∣∣+ 1(1+ J ′)δ
∣∣∣∣ δei(ω−ω′)δ − 1
∣∣∣∣
2
 1
ε′γ ′
+ 1
(1+ J ′)δ(ε′γ ′)2 .
The Lipschitz property follows by the mean value theorem because the constant on the right-hand depends only on γ ′
and J ′δ. 
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|xk − yk| ε|xk| for all k satisfying (1.16). (3.2)
We claim that
Q (x) c0Q (y) (3.3)
with a suitable constant c0 (depending on ε). If k ∈ A1, then we deduce from (3.2) that
|xk|2  (1− ε)−2|yk|2. (3.4)
If k ∈ A2, then using part (b) of the lemma we have∣∣(xk − yk) + (xk+1 − yk+1)∣∣ ∣∣ f (ωk)∣∣ · |xk + xk+1| + ∣∣ f (ωk) − f (ωk+1)∣∣ · |xk+1|
 ε|xk + xk+1| + L|ωk −ωk+1| · |xk+1|.
Hence
(1− ε)|xk + xk+1| |yk + yk+1| + L|ωk −ωk+1| · (1− ε)−1|yk+1|
and therefore
|xk + xk+1| (1− ε)−1|yk + yk+1| + L|ωk − ωk+1| · (1− ε)−2|yk+1|.
Using this relation we obtain that
|xk + xk+1|2 + (ωk − ωk+1)2
(|xk|2 + |xk+1|2)
 2(1− ε)−2|yk + yk+1|2 +
(
2L2(1− ε)−4 + (1− ε)−2) · (ωk −ωk+1)2(|yk|2 + |yk+1|2). (3.5)
Finally, (3.3) follows from (3.4) and (3.5).
Next we show that
J∑
j=− J
∣∣y( jδ)∣∣2  4 J+ J
′∑
m=− J
∣∣x(mδ)∣∣2. (3.6)
Indeed, using the Cauchy–Schwarz inequality we have
∣∣y(t)∣∣2  2∣∣x(t)∣∣2 + 2
∣∣∣∣∣ 11+ J ′
J ′∑
n=0
e−iω′nδx(t + nδ)
∣∣∣∣∣
2
 2
∣∣x(t)∣∣2 + 2
(1+ J ′)2
( J ′∑
n=0
∣∣e−iω′nδ∣∣2
)
·
( J ′∑
n=0
∣∣x(t + nδ)∣∣2
)
= 2∣∣x(t)∣∣2 + 2
1+ J ′
J ′∑
n=0
∣∣x(t + nδ)∣∣2
for every t . Hence
J∑
j=− J
∣∣y( jδ)∣∣2  2 J∑
j=− J
∣∣x( jδ)∣∣2 + 2
1+ J ′
J∑
j=− J
J ′∑
n=0
∣∣x( jδ + nδ)∣∣2
 2
J∑
j=− J
∣∣x( jδ)∣∣2 + 2 J+ J
′∑
m=− J
∣∣x(mδ)∣∣2
 4
J+ J ′∑
m=− J
∣∣x(mδ)∣∣2.
Now applying the ﬁrst inequality of (1.14) for y instead of x and using (3.3) and (3.6) we obtain that
Q (x) c0Q (y)
c0
c1
δ
J∑
j=− J
∣∣y( jδ)∣∣2  4c0
c1
δ
J+ J ′∑
m=− J
∣∣x(mδ)∣∣2. (3.7)
Furthermore, using the function z as introduced in the proof of the direct inequality,
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2 J + 1+ J ′
J+ J ′∑
m=− J
∣∣x′eiω′mδ∣∣2
 2
2 J + 1+ J ′
J+ J ′∑
m=− J
∣∣x(mδ)∣∣2 + ∣∣z(mδ)∣∣2. (3.8)
Applying to z the already proved direct inequality and then the inequality (3.7), we obtain that
δ
J+ J ′∑
m=− J
∣∣z(mδ)∣∣2  c4Q ′(z) = c4Q (x) 4c0c4
c1
δ
J+ J ′∑
m=− J
∣∣x(mδ)∣∣2.
Combining this with (3.8) we get
|x′|2 
(
1+ 4c0c4
c1
)
2
2 J + 1+ J ′
J+ J ′∑
m=− J
∣∣x(mδ)∣∣2. (3.9)
Finally, we conclude from (3.7) and (3.9) that
Q ′(x) cδ
J+ J ′∑
m=− J
∣∣x(mδ)∣∣2
with
c := max
{
4c0
c1
,
(
1+ 4c0c4
c1
)
2
(2 J + 1+ J ′)δ
}
. 
4. Proofs of Theorems 2 and 4
Our proofs are based on Theorems 7, 8 and on the following theorem on Diophantine approximation (see, e.g., [7]):
Theorem 11.
(a) There exists a set Q ⊂ R of zero Lebesgue measure such that if z ∈ R\Q , then
dist(kz,Z) cα(z)
kα
, k = 1,2, . . . ,
for every α > 1 for some positive constant cα(z).
(b) If z is a quadratic irrational number, then
dist(kz,Z) c(z)
k
, k = 1,2, . . . ,
for some positive constant c(z).
Proof of Theorem 2. We only sketch the proof because it is a modiﬁcations of those given for part (a) Theorem 5.1 in [4] or
for Proposition 10.1 in [13] concerning the continuous versions.
The solutions of (1.1) are given by the formula
u j(t, x) =
∞∑
k=1
(
b j,ke
ikπt/ j + b j,−ke−ikπt/ j
)
sin(kπx/ j), j = 1,2,
with suitable complex coeﬃcients b j,k and b j,−k . Hence
2∑
j=1
u j,x(t
′ + nδ, x) =
2∑
j=1
∞∑
k=1
kπb j,k
 j
eikπ(t
′+nδ)/ j + kπb j,−k
 j
e−ikπ(t′+nδ)/ j .
We apply Theorem 7 with
γ := π
2max{1, 2}
in order to obtain an equivalence between the right side of the inequality of Theorem 2 and a quadratic form involving the
coeﬃcients b j,±k . Using Theorem 11 this quadratic form can be minorized so as to get the desired estimates: part (a) yields
the result for s < 0 and part (b) for s = 0. 
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concerning the continuous versions, so we only sketch the proof again. This time the solutions of (1.3) are given by the
formula
u j(t, x) =
∞∑
k=1
(
b j,ke
i(kπ/ j)2t + b j,−ke−i(kπ/ j)2t
)
sin(kπx/ j), j = 1,2,
with suitable complex coeﬃcients b j,k and b j,−k . Hence
2∑
j=1
u j,x(t
′ + nδ, x) =
2∑
j=1
∞∑
k=1
kπb j,k
 j
ei(kπ/ j)
2(t′+nδ) + kπb j,−k
 j
e−i(kπ/ j)2(t′+nδ).
Applying Theorems 7 and 8 with γ := π/δ obtain an equivalence between the right side of the inequality of Theorem 4
and a quadratic form involving the coeﬃcients b j,±k . Using Theorem 11 this quadratic form can be minorized so as to get
the desired estimates: part (a) yields the result for s < 1 and part (b) for s = 1. 
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