We describe a general approach to obtain dual representations for systemic risk measures of the "allocate first, then aggregate"-type, which have recently received significant attention in the literature. Our method is based on the possibility to express this type of multivariate risk measures as special cases of risk measures with multiple eligible assets. This allows us to apply standard Fenchel-Moreau techniques to tackle duality also for systemic risk measures. The same approach can be also successfully employed to obtain an elementary proof of the dual representation of "first aggregate, then allocate"-type systemic risk measures. As a final application, we apply our results to derive a simple proof of the dual representation of univariate utility-based risk measures.
Introduction
Consider a financial system consisting of d financial institutions. The system is represented by a vector of random variables X = (X 1 , . . . , X d ), where X i stands for the capital position, i.e. assets net of liabilities, of the i-th financial institution at some fixed future date. A macroprudential regulator specifies a function Λ : R d → R that describes the impact of the financial system on a systemic risk indicator. The random variable Λ(X) thus captures the possible future states of this indicator. The regulator also specifies a set A of random variables such that the financial system is deemed acceptable from a systemic risk perspective whenever Λ(X) ∈ A. To ensure that the financial system does not constitute an undue systemic risk, the regulator imposes capital requirements on each of the member institutions. Such a capital requirement is represented by a vector m ∈ R d , where m i corresponds to the capital requirement allocated to institution i, which, to be effective, must satisfy Λ(X + m) ∈ A. Measured in terms of the aggregate capital requirement, the total cost of making the system acceptable is
The main objective of this note is to establish a dual representation for the systemic risk measure
which corresponds to the minimum amount of aggregate capital that needs to be injected into the financial system to ensure the amount of systemic risk is acceptable. The above formulation extends to a systemic risk setting the fundamental ideas developed in the context of microprudential regulation by Artzner et al. [4] . The first examples of risk measures for random vectors, interpreted as random portfolios, were studied in the early works of Burgert and Rüschendorf [7] , Frittelli and Scandolo [18] , Rüschendorf [26] , Ekeland and Schachermayer [12] , and Ekeland et al. [11] . Their set-valued counterparts have been investigated, e.g., in Jouini et al. [22] , Hamel and Heyde [20] , Hamel et al. [21] , and Molchanov and Cascos [24] . The above systemic risk measures extend the (scalar) risk measures studied in the above papers and have recently received special attention, see e.g. Armenti et al. [3] , Biagini et al. [5] , and Feinstein et al. [14] , to which we refer for a broad overview of the literature. Dual representations for risk measures defined for univariate positions are well established, see e.g. Frittelli and Rosazza Gianin [17] . For systemic risk measures of the above type, dual representations have been studied by Armenti et al. [3] , in the setting of Orlicz spaces and shortfall risk measures, and by Ararat and Rudloff [2] , in the setting of bounded random variables but with only mild restrictions on A. Both papers use Lagrange duality and in the second paper it is stated that their dual representations "do not follow as consequences of the dual representations of the general framework [. 
where ρ A is the standard univariate, cash-additive risk measure satisfying A = {ρ A ≤ 0}. The strategy pursued in the working paper [2] is to derive the dual representation for ρ based on the dual representation of the composed map ρ A • Λ.
In this note, we follow a different path based on the simple observation that ρ can be written as ρ(X) = inf{π(m) ; m ∈ R d , X + m ∈ Λ −1 (A)} where the "acceptance set" Λ −1 (A) and the "cost functional" π are given by
This shows that ρ belongs to the class of "multi-asset risk measures" studied in Farkas et al. [13] . The abstract setting of that paper is general enough to cover all the relevant spaces of random vectors. Here, consider two spaces of d-dimensional random vectors X and X ′ that are in duality through the pairing
for X ∈ X and Z ∈ X ′ , where E denotes the expectation operator with respect to the underlying probability. Both spaces are endowed with the canonical almost-sure partial order and the respective positive cones are denoted by X + and X ′ + . This setup is general enough to cover all the interesting examples of spaces of random vectors. Whenever ρ is proper and lower semicontinuous (with respect to the topology σ(X , X ′ )), we can apply the results in [13] to derive a dual representation of the form
where the objective function and the optimization domain are given by
Of course, the above dual elements can be expressed as Radon-Nikodym densities, allowing to provide dual representations in the language of probability measures. The map σ ρ is the (lower) support function of the set Λ −1 (A). This map appears prominently in our dual representation because, instead of directly embarking on a description of the convex conjugate of ρ, the basic strategy pursued in [13] relies on deriving first an "external representation" for the underlying acceptance set, in this case Λ −1 (A), and only then translating this into a dual representation for the associated risk measure. Ultimately, this strategy is, of course, equivalent to using convex conjugates, but provides, in our view, a highly efficient way to derive dual representations for risk measures. As a result, establishing an explicit dual representation for our systemic risk measure boils down to, first, ensuring that ρ has the right lower semicontinuity property (to be able to work with the desired dual elements) and, second, studying the support function of the set Λ −1 (A). We devote some effort to provide an explicit description of this support function in terms of the primitives Λ and A. It is worth noting that in the multivariate setting, the closedeness of the acceptance set Λ −1 (A) alone does not imply the lower semicontinuity of ρ. Hence, it is important to provide conditions on the primitives Λ and A to ensure that ρ is lower semicontinuous. Our approach to duality provides a simple alternative method to establish dual representations for "first aggregate, then allocate"-type systemic risk measures of the form
This type of systemic risk measures, including their dual representations, has been studied by a number of authors, see e.g. Chen et al. [8] , Kromer et al. [23] , and Ararat and Rudloff [2] . Finally, we also use our approach to provide a simple proof of the dual representation for univariate shortfall risk measures, which can be viewed as special systemic risk measures for d = 1 where the aggregation function is given by a von Neumann-Morgenstern utility function.
The setting
We start with some general terminology and notation. If (Ω, F, P) is a probability space and m ∈ N, then we denote by L 0 (R m ) the vector space of equivalence classes of Borel-measurable functions
where two random vectors belong to the same equivalence class if they coincide P-almost surely. As usual, we do not distinguish between an equivalence class and any of its representatives. We equip L 0 (R m ) with the canonical P-almost-sure partial order and denote by L 0 + (R m ) the corresponding positive cone. A pair (L, L ′ ) of subspaces of L 0 (R m ) is said to be admissible whenever L and L ′ contain all P-bounded random vectors and the random variable X i Z i is P-integrable for all X ∈ L and Z ∈ L ′ and for every i ∈ {1, . . . , m}. We can thus view (L, L ′ ) as a dual pair with respect to the pairing ·, · : L × L ′ → R given by
where E denotes the expectation under P. Equipped with the topology σ(L, L ′ ), respectively σ(L ′ , L), and the partial order inherited from L 0 (R m ), the spaces L and L ′ are ordered locally-convex topological vector spaces. The corresponding positive cones are denoted by L + and L ′ + , respectively. The respective sets of random vectors consisting of strictly-positive components are denoted by L ++ and L ′ ++ .
Example 2.1. The standard situation is when L and L ′ are Cartesian products of the form
where for every i ∈ {1, . . . , m} the spaces L i and L ′ i consist of random variables in L 0 (R) whose products are P-integrable. Common dual pairings of this type are:
Here, we denoted by L Φ (R) and H Φ (R) the Orlicz space and the Orlicz heart corresponding to the Orlicz function Φ. Moreover, we denoted by Φ * the convex conjugate of Φ. For more on Orlicz spaces we refer to Edgar and Sucheston [10] (see also Section 5) . Note that, in principle, we allow the spaces L i 's, similarly for L ′ i 's, to be different across the index i.
Financial systems and systemic risk
We consider a one-period economy in which uncertainty at the terminal date is modeled by the probability space (Ω, F, P). In this economy, we assume the existence of a financial system consisting of d member institutions (for mathematical completeness we also allow for the case d = 1). The possible terminal capital positions, i.e. assets net of liabilities, of these d institutions are represented by random vectors
where, for every i ∈ {1, . . . , d}, the random variable X i corresponds to the capital position of the ith member institution. We assume that the vector of terminal capital positions of the financial system belongs to X for a fixed admissible pair (X , X ′ ) of subspaces of L 0 (R d ). Since X contains all the Pbounded random vectors, the space R d can be naturally viewed as a subspace of X . We denote by e the constant random vector with all components equal to 1, i.e.
The impact of the financial system on systemic risk is measured through an impact map
where (E, E ′ ) is a suitable admissible pair of subspaces of L 0 (R). Hence, the random variable S(X) is viewed as an indicator of the systemic risk posed by X. The impact map is assumed to satisfy the following properties:
(S1) Discrimination: S is not constant;
(S5) Upper semicontinuity: For every X ∈ X and every σ(E,
Example 2.2. As we did in the introduction, in the literature S is typically specified through an aggregation function Λ :
In this case, the systemic risk indicator depends only on the vector of capital positions of the member institutions in the various scenarios. If S is defined by means of Λ as above, we always tacitly assume that Λ(X) ∈ E for every X ∈ X . It is immediate to verify that, whenever Λ is nonconstant, increasing, concave, and satisfies Λ(0) = 0, then S satisfies properties (S1)-(S4).
The financial system represented by X = (X 1 , . . . , X d ) is deemed to pose an acceptable level of systemic risk whenever S(X) belongs to a pre-specified acceptance set
A ⊂ E that is assumed to satisfy the following properties:
The discrimination condition ensures that S(X) is acceptable for some but not for all X ∈ X . Note that, by necessity, A must be a nonempty proper subset of E.
Systemic risk measures
We are concerned with the minimum amount of aggregate capital that has to be raised at the initial date to make the financial system acceptable. Formally, we define a map ρ :
where we adopt the usual convention inf ∅ = ∞. The functional ρ is called the systemic risk measure associated to S and A. We refer to the literature cited in the introduction for concrete examples of risk functionals of the above type. As mentioned in the introduction, our study of ρ starts with the simple observation that (2.1) can be rewritten as
As a result, the systemic risk measure ρ belongs to the broad class of risk measures studied in Farkas et al. [13] . Note that the framework of [13] is abstract and includes our admissible spaces of random vectors as a special case. In the remainder of the note we exploit this link in a systematic way.
We begin by collecting some basic properties of the acceptance set S −1 (A) and the risk measure ρ.
Lemma 2.3. The set S −1 (A) is a monotone, convex, and σ(X , X ′ )-closed subset of X that contains 0.
Proof. It is straightforward to prove that S −1 (A) contains 0 and that it is monotone and convex. We only prove σ(X , X ′ )-closedeness. To this effect, take a net (X γ ) ⊂ S −1 (A) converging to some X ∈ X with respect to σ(X , X ′ ). We have to show that X ∈ S −1 (A) as well. Since A is σ(X , X ′ )-closed, it is enough to establish that every σ(E, E ′ )-neighborhood of S(X) has nonempty intersection with A. To this effect, let U be a σ(E, E ′ )-neighborhood of S(X). By upper semicontinuity of S, we eventually have S(X γ ) ∈ U − E + or, equivalently, S(X γ ) ≤ U for some U ∈ U . Hence, the monotonicity of A ensures that U ∈ A concluding the proof.
The following properties of ρ are a direct consequence of the preceding lemma; see also Lemma 2 in Farkas et al. [13] .
Proposition 2.4. The systemic risk measure ρ is a decreasing, convex map satisfying ρ(0) ≤ 0. Moreover, ρ satisfies the multivariate cash-additivity, i.e.
for every X ∈ X and every m ∈ R d .
Properness and lower semicontinuity of ρ
To provide a dual representation for ρ we need to ensure that ρ is proper and lower semicontinuous. The following is a simple characterization of when ρ is proper in case we already know it is lower semicontinuous. Recall that ρ is proper if it never attains the value −∞ and there exists X ∈ X such that ρ(X) < ∞.
Proposition 2.5. If ρ is σ(X , X ′ )-lower semicontinuous, then the following statements are equivalent:
Proof. We know that ρ(0) < ∞ by Proposition 2.4. As a result, the above equivalence follows from the fact that a lower semicontinuous convex function that assumes the value −∞ cannot assume any finite value; see e.g. Proposition 2.2.5 in Zȃlinescu [27] .
In contrast to the standard univariate, cash-additive case, the closedeness of S −1 (A) does not suffice to infer the lower semicontinuity of ρ; see Example 1 in Farkas et al. [13] . The purpose of the next results is to provide a number of sufficient conditions for ρ to be lower semicontinuous.
Proposition 2.6. The following statements hold:
Proof. (i) Note that e ∈ R d is a strictly-positive element of X , i.e. for every Z ∈ X ′ + \ {0} we have E[eZ] > 0. This follows from
] are positive and at least one is strictly positive. Proposition 2 in Farkas et al. [13] now implies that ρ is σ(X , X ′ )-continuous. Properness follows from Proposition 2.5.
(ii) For every X ∈ X it is not difficult to show that
see Lemma 3 in Farkas et al. [13] . Then, it follows from Proposition 2.4 that
for every r ∈ R, where cl denotes the σ(X , X ′ )-closure. To establish the desired lower semicontinuity, we show that S −1 (A) + M 0 is σ(X , X ′ )-closed. To this effect, recall from Lemma 2.3 that S −1 (A) is convex and σ(X , X ′ )-closed. Moreover, note that M 0 is a finite-dimensional vector space. Since S −1 (A)∩M 0 = {0}, we can apply the closedness criterion in Dieudonné [9] to conclude that
Note that due to the particular duality pairing we are using, the positive cone always has an empty interior unless Ω is finite. Note that when Ω is finite, there exists only one locally-convex topology on X , so we can omit the reference to σ(X , X ′ ).
Corollary 2.7.
If Ω is finite and ρ(0) > −∞, then ρ is proper and continuous.
Proof. Recall from Lemma 2.3 that S −1 (A) is a monotone set containing 0. In particular, S −1 (A) contains the positive cone X + , which has nonempty interior. Hence, so does S −1 (A). The desired claim now follows from Proposition 2.6.
The next sufficient condition for lower semicontinuity requires that S(m) is a strictly-negative constant when applied to the nontrivial, zero-sum vectors m in M 0 . This is satisfied by most of the impact maps considered in the literature, which are defined through an aggregation function as described in Example 2.2. 
Dual representations
We first recall some basic terminology from convex analysis. Let L be an ordered locally-convex topological vector space with positive cone by L + . The dual space L ′ is naturally equipped with a partial ordered and the corresponding positive cone is
The map σ A is superlinear and σ(L ′ , L)-upper semicontinuous. Its domain of finiteness is denoted by B(A) and called the barrier cone, i.e.
If A is closed and convex, then the Hahn-Banach Theorem yields the following "external characterization"
In our setting it is more convenient to use the language of concave, rather than convex, duality. In this context, the indicator function of A is the map δ A :
If f is concave and σ(L, L ′ )-upper semicontinuous, then the Fenchel-Moreau Theorem yields
The general dual representation
The cost functional π is defined only on R d ⊂ X . It is easy to see that, for every Z ∈ X ′ , the functional
is a positive extension of π to X if and only if Z belongs to the set
Our dual representation for the systemic risk measure ρ relies on the following technical result essentially stating that the barrier cone of S −1 (A) contains positive linear extensions of the cost functional π to X . This is a direct application of Proposition 6 in Farkas et al. [13] .
Lemma 3.1. If ρ is proper and σ(X , X ′ )-lower semicontinuous, then
The general dual representation established in Theorem 3 in Farkas et al. [13] immediately gives us the following representation of ρ.
Theorem 3.2. If ρ is proper and σ(X , X ′ )-lower semicontinuous, then
for every X ∈ X , where
The dual elements in the above representation can be naturally identified with vectors of probability measures. Here, we denote by Q(P) the set of all d-dimensional vectors of probability measures over (Ω, F) that are absolutely continuous with respect to P. For every Q = (Q 1 , . . . , Q d ) ∈ Q(P) and for every X ∈ X we set
Remark 3.4. We highlight the link between the dual representation in Theorem 3.2 and the standard Fenchel-Moreau representation, see also Remark 17 in Farkas et al. [13] . Let ρ * be the standard convex conjugate of ρ and recall that, if ρ is proper and σ(X , X ′ )-lower semicontinuous, then ρ * is the unique σ(X ′ , X )-lower semicontinuous convex map defined on X ′ such that
for every X ∈ X . Now, consider the σ(X ′ , X )-closed and convex set
is easily seen to be convex and σ(X ′ , X )-lower semicontinuous. Moreover, by Theorem 3.2, we have
for every X ∈ X . As a result, we infer that
Characterizing the support function σ S −1 (A)
Through the support function of the set S −1 (A), the dual representation of the systemic risk measure ρ in Theorem 3.2 captures the dependence on the two fundamental underlying ingredients: the impact map S and the acceptance set A. We now provide an explicit construction of the support function that makes the relative roles played by S and A more transparent. We first establish a special external representation of S −1 (A).
Lemma 3.5. The acceptance set S −1 (A) can be represented as
where
Proof. First of all, we use the external characterization of the closed convex set A to get
Being the composition of S and a positive linear functional, ϕ W is easily seen to inherit concavity and upper semicontinuity from S. Hence, it follows from the Fenchel-Moreau Theorem that for every X ∈ X we have
As a result, we infer from (3.3) that
This delivers the desired representation.
The preceding result can be used to provide an explicit construction of the support function of S −1 (A) in terms of the function α. Indeed, σ S −1 (A) can be characterized as the upper-semicontinuous hull of α. By dom(α) we denote the domain of finiteness of α and by usc(α) its σ(X ′ , X )-upper-semicontinuous hull, i.e. the smallest σ(X ′ , X )-upper semicontinuous map dominating α. (ii) α is superlinear.
Moreover, σ S −1 (A) = usc(α).
Proof. (i)
Recall that, by assumption, S(0) = 0 ∈ A. Hence, for every Z ∈ X ′ , we have that
Now, if Z is not positive, then we find Y ∈ X + such that E[Y Z] < 0. Take n ∈ N and note that S(nY ) ≥ S(0) ∈ A and, thus, S(nY ) ∈ A by monotonicity of A. Now, take an arbitrary W ∈ B(A).
This shows that α(Z) = −∞ and concludes the proof.
(ii) To show that α is concave, set Φ(Z,
Being the infimum over the parameter X of a function that is clearly jointly concave in Z and W , we see that Φ is itself jointly concave. Since
for every Z ∈ X ′ , we infer that α is concave. To show that α is positively homogeneous, note first that 0 always belongs to B(A), so that α(0) ≥ 0. Together with point (i), this implies that α(0) = 0. Finally, for Z ∈ X ′ and λ ∈ (0, ∞) we have
where we used that B(A) is a cone. This shows that α is positively homogeneous.
It remains to prove that σ S −1 (A) = usc(α). Note that α ≤ σ S −1 (A) holds by Lemma 3.5, hence usc(α) ≤ σ S −1 (A) < ∞ by upper semicontinuity of the support function. Since usc(α)(0) ≥ α(0) = 0, we see that usc(α) is proper. As a result, Proposition 2.2.7 in Zȃlinescu [27] tells us that usc(α) inherits superlinearity from α. Note that α can be replaced by usc(α) in the representation (3.1). By Theorem 7.5.1 in Aliprantis and Border [1] , the only σ(X ′ , X )-upper semicontinuous superlinear function σ :
is the support function of S −1 (A). In conclusion, we must have σ S −1 (A) = usc(α).
The above theorem provides a representation of the support function of S −1 (A) in terms of the uppersemicontinuous hull of the "penalty function" α. It is natural to ask whether taking the hull is redundant in the sense that α is upper semicontinuous (or equivalently we have α = σ S −1 (A) ) in the first place. As illustrated by the following example, the answer is negative in general.
Example 3.7. Let the probability space (Ω, F, P) be rich enough so that L ∞ (R) = L 1 (R) and consider the pairs given by
. Fix λ ∈ (0, 1) and for every X ∈ L 0 (R) define the Value at Risk and Expected Shortfall of X at level λ by
Define S : X → E and A ⊂ E by setting
It is immediate to see that S −1 (A) = X + , so that
To determine α, take any Z ∈ X ′ + and recall from Theorem 4.52 in Föllmer and Schied [16] that
As a result, we infer that
Now, if Z j is not P-bounded for some j ∈ {1, . . . , d}, then for every W ∈ B(A) we have P(W −Z j < 0) > 0 and thus
In this case, we have α(Z) = −∞. Otherwise, if Z is P-bounded, set W = max i∈{1,...,d} { Z i ∞ } ∈ B(A) and observe that
In conclusion, we have
Examples where α = σ S −1 (A)
In this section we highlight a number of situations where α is upper semicontinuous. We start with the simple case of a linear impact map.
Proposition 3.8. Assume that X i ∈ E for every X ∈ X and every i ∈ {1, . . . , d} and that
Proof. First of all, we show that for every Z ∈ X ′
To see this, assume first that P(Z i > Z j ) > 0 for some distinct i, j ∈ {1, . . . , d} and for every n ∈ N define a random vector X n ∈ X by
Since S(X n ) = 0 ∈ A for every n ∈ N, we clearly have
Next, assume that Z 1 = · · · = Z d and note that, in this case, we have
This proves the above claim. Now, for every Z ∈ X ′ + note that
Hence, α coincides with σ S −1 (A) and is thus σ(X ′ , X )-upper semicontinuous.
Next, we deal with the case where S is positively homogeneous and A is a cone.
Lemma 3.9. Assume that S is positively homogeneous and A is a cone. Then, we have α = −δ D for
Proof. Clearly, for every Z ∈ D there exists W Z ∈ B(A) such that
As a result, for every Z ∈ D we have
This implies that α(Z) = −∞ and concludes the proof.
Lemma 3.10. Assume that S is positively homogeneous and A is a cone. Moreover, assume that S(e) ∈ R + \ {0} and that
Proof. By Lemma 3.9, it suffices to show that D is σ(X ′ , X )-closed. To this effect, take a net (Z γ ) ⊂ D converging to some Z ∈ X ′ in the topology σ(X ′ , X ). Note that Z ∈ X ′ + . By definition of D, for each γ we find W γ ∈ B(A) such that
for every X ∈ X . To establish the desired closedness, it is enough to show that (W γ ) admits a subnet that converges to some element of B(A). Note that B(A) = {σ A ≥ 0} by conicity of A, showing that B(A) is σ(E ′ , E)-closed. Since B(A) ⊂ E ′ + , we see that
is bounded in L 1 (R) and, hence, by using our compactness assumption, it admits a convergent subnet. In view of the σ(E ′ , E)-closedness of B(A), we infer that the limit belongs to B(A). This concludes the proof.
Based on the preceding results we can derive the following sufficient conditions for α to be upper semicontinuous.
Proposition 3.11. Assume that S is positively homogeneous and A is a cone. Moreover, assume that S(e) ∈ R + \ {0}. Then, α is σ(X ′ , X )-upper semicontinuous in each of the following cases:
(i) Ω is finite.
(ii) A is polyhedral, i.e. there exist W 1 , . . . , W n ∈ E ′ + and a 1 , . . . , a n ∈ R such that
(iii) A is induced by Expected Shortfall, i.e. there exists λ ∈ (0, 1) such that
Proof. (i) In the case that Ω is finite, the space E ′ is finite dimensional and the compactness condition in Lemma 3.10 is clearly satisfied (since B(A) is always σ(E ′ , E)-closed as argued above).
(ii) If A is polyhedral, then it is easy to see that B(A) is a finitely-generated convex cone, i.e. there exist W 1 , . . . , W n ∈ E ′ + such that
Note that for all λ 1 , . . . , λ n ∈ [0, ∞) we have
As a result, B(A) ∩ {W ∈ L 1 (R) ; W 1 ≤ 1} is easily seen to be σ(E ′ , E)-compact and we can apply Lemma 3.10 to get the desired result.
(iii) If A is induced by Expected Shortfall as in Example 3.7, then
As a result, we easily see that 
for every X ∈ X . If the function α is σ(X ′ , X )-upper semicontinuous as in the above cases, then we can drop the upper-semicontinuous hull in the representation (3.4). Recalling that α ≤ usc(α) = σ S −1 (A) , this "simplified" representation reads
for every X ∈ X . One may wonder whether the "simplified" representation (3.5) holds even if α fails to be σ(X ′ , X )-upper semicontinuous. Note that usc(α) − δ C is concave and σ(X ′ , X )-upper semicontinuous and that α − δ C is concave. As a result, the "simplified" representation holds if and only if
It is unclear whether this equality holds without additional assumptions on S and A because, in general, it is not possible to take an indicator function out of an upper-semicontinuous hull. For example, consider the simple situation where Ω = {ω} and d = 2. In this case, we have the identification (X , X ′ ) = (R 2 , R 2 ). Set
Then, it is easy to see that
The general dual representation when B(S −1 (A)) admits a strictly-positive element
In the special case where B(S −1 (A)) admits a strictly-positive element, or equivalently S −1 (A) is supported by a strictly-positive functional, the optimization domain of the general dual representation recorded in Theorem 3.2 can be "localized" to random vectors consisting of strictly-positive random variables. This is an immediate consequence of the concavity of σ S −1 (A) .
Theorem 3.13. Assume B(S −1 (A)) ∩ X ′ ++ = ∅. If ρ is proper and σ(X , X ′ )-lower semicontinuous, then
As observed above, the dual elements in the above representation can be naturally identified with probability measures. The counterpart of the preceding theorem in the language of probabilities tells that we can restrict the optimization domain to vectors of equivalent probability measures. This is what makes this special situation particularly appealing. We use the notation of Corollary 3.3. Moreover, we denote by Q e (P) the subset of Q(P) consisting of d-dimensional vectors of probability measures over (Ω, F) that are equivalent to P.
Corollary 3.14.
If ρ is proper and σ(X , X ′ )-lower semicontinuous, then
Ensuring that B(S −1 (A)) admits a strictly-positive element
It is well known from the theory of univariate risk measures that an acceptance set may not admit a strictly-positive supporting functional, see e.g. the discussion on sensitive risk measures and acceptance sets in Föllmer and Schied [16] . The purpose of this section is to provide a general condition for the existence of a strictly-positive dual element in the barrier cone of S −1 (A) and to show an equivalent formulation of the support function of S −1 (A). We start with a general sufficient condition for B(S −1 (A)) to admit a strictly-positive element, which is explicitly expressed in terms of the primitives S and A.
++ and c ∈ R such that for every X ∈ X we have
Then, we easily see that
This delivers the desired assertion.
Remark 3.16. For condition (3.6) to have a financial meaning, the impact function must be expressed in monetary terms, which is the rule in the literature. As discussed in Example 2.2, in this cases, the impact function is defined through an aggregation function Λ : R d → R so that the above condition is satisfied whenever Λ admits a strictly-positive supergradient at some point x ∈ R d , i.e. a vector with strictly-positive coefficients in its superdifferential at x. This holds, for instance, if Λ is differentiable at x and strictly-increasing in a neighborhood of x.
One of the assumptions of the preceding proposition was that the barrier cone B(A) contains a strictlypositive element. In the remainder of this section we show how this condition allows us to derive an alternative formulation of σ S −1 (A) . We start with an adaptation of the dual representation in Lemma 3.5.
Proof. Note that a convex combination of a strictly-positive element of B(A) and any other element of B(A) is a strictly-positive element of B(A). Moreover, observe that σ A is concave. As a result, we have
At this point, it suffices to repeat the proof of Lemma 3.5 by replacing B(A) with B(A) ∩ E ′ ++ .
In the spirit of Theorem 3.6, the next result collects the main properties of α + . As a result, we establish that σ S −1 (A) can be expressed as the upper-semicontinuous hull of α + . The domain of finiteness of α + is denoted by dom(α + ). Moreover, cl(dom(α + )) denotes the σ(X ′ , X )-closure of the set dom(α + ). (ii) α + ≤ α with equality on dom(α + ).
(iv) α + is superlinear (positive homogeneity is meant with respect to strictly positive coefficients).
Moreover, σ S −1 (A) = usc(α + ).
Proof. (i)-(ii)
It is clear that α + ≤ α. In view of Theorem 3.6, we only have to show that α + = α on dom(α + ). To this end, take Z ∈ dom(α + ) and note that, with Φ as in the proof of Theorem 3.6, we have
We find
Taking a supremum over W delivers α + (Z) ≥ α(Z) and concludes the proof.
(iii) In view of point (ii), it suffices to show that dom(α) ⊂ cl(dom(α + )). To this effect, let Z ∈ dom(α) and note that Φ(Z, W ) must be finite for some W ∈ B(A). Take Z * ∈ dom(α + ) (note that dom(α + ) = ∅ for otherwise S −1 (A) = X by Lemma 3.17) and W * ∈ B(A) ∩ E ′ ++ such that Φ(Z * , W * ) is finite. Then, for every λ ∈ [0, 1] we have
by the joint convexity of Φ. The claim follows by letting λ ↑ 1.
(iv) The assertion can be proved by following the proof of superlinearity of α in Theorem 3.6. Finally, we show that σ S −1 (A) = usc(α + ). By Theorem 3.6, we have to show that usc(α + ) = usc(α). Since α + ≤ α by point (ii), the inequality "≤" clearly holds and usc(α + ) is proper. To show the inequality "≥", recall that for any concave function f :
for every Z ∈ X ′ by Theorem 2.3.4 in Zȃlinescu [27] . Take X ∈ X and c ∈ R such that ψ X,c ≥ α + . We need to show that ψ X,c ≥ α. The last inequality clearly holds outside dom(α). Hence, take Z ∈ dom(α) and Z * ∈ dom(α + ). We have shown in the proof of (iii) that for every λ ∈ [0, 1) we have that λZ + (1 − λ)Z * belongs to dom(α + ), so that
by the concavity of α. Letting λ ↑ 1 we find that ψ X,c (Z) ≥ α(Z). This yields usc(α + )(Z) ≥ usc(α)(Z) and concludes the proof. (ii) In the proof of σ S −1 (A) = usc(α + ) we could not replicate the argument used in Theorem 3.6 because the condition α(0) = 0 played a critical role there (for the application of Theorem 7.5.1 in Aliprantis and Border [1] ).
(iii) As mentioned above, the bulk of the literature has focused on the case where the impact function is defined through an aggregation function Λ : R d → R. In this situation, if X is closed with respect to multiplications by characteristic functions and B(A) ∩ E ′ ++ = ∅, then for every Z ∈ X ′ + we have 
where the first equality follows from Theorem 14.60 in Rockafellar and Wets [25] (this result requires that X be closed with respect to multiplications by characteristic functions).
"First aggregate, then allocate"-type systemic risk measures
In this short section we turn to systemic risk measures ρ :
The difference with respect to ρ is that, instead of injecting capital into the system X = (X 1 , . . . , X d ) in order to reach an acceptable level of systemic risk, one looks at the minimum level of the chosen systemic risk indicator that makes S(X) acceptable. In particular, if the impact function is expressed in monetary terms, then ρ(X) can be interpreted as a bail-out cost for the "aggregated position" S(X). This type of systemic risk measures, including their dual representations, has been studied by a number of authors, see e.g. Chen et al. [8] , Kromer et al. [23] , and Ararat and Rudloff [2] .
The purpose of the following result is to derive a dual representation of ρ in a simple way and to compare it with the dual representation of ρ.
Proposition 4.1. The systemic risk measure ρ is convex and σ(X , X ′ )-lower semicontinuous. Moreover, the following statements are equivalent:
Proof. Set ρ A (X) := inf{m ∈ R ; X + m ∈ A} for every X ∈ E and note that ρ = ρ A • S. Convexity is clear by composition. To show lower semicontinuity, note that ρ A is σ(E, E ′ )-lower semicontinuous by σ(E, E ′ )-closedness of A. Now, take r ∈ R and note that
Following the argument in the proof of Lemma 2.3 we can show that the above set is σ(X , X ′ )-closed, which delivers the desired lower semicontinuity. To show properness, observe first that ρ(0) ≤ 0 because S(0) = 0 ∈ A. The above equivalence can now be established as in the proof of Proposition 2.5.
Theorem 4.2. If ρ is proper, then we have
Proof. First of all, note that the external representation of A reads
where we used the positive homogeneity of σ A (together with the fact that B(A) ⊂ E ′ + ). As a result, for every U ∈ E we get ρ A (U ) = sup
where we used the notation introduced in the proof of Proposition 4.1. This entails
for every X ∈ X , yielding the desired representation. Now, by repeating the argument in Theorem 3.6, one can show that α (defined on the whole of X ′ ) is concave. That α can be replaced with its σ(X ′ , X )-upper-semicontinuous hull usc( α) in the dual representation is then obvious.
Remark 4.3. (i) Let ρ * be the convex conjugate of ρ. Since usc( α) is concave and σ(X ′ , X )-upper semicontinuous as a function defined on X ′ , it follows immediately from the above result that
(ii) There is a strong link between the penalty functions α and α. Indeed, if we view α as defined on the whole X ′ , then we have
for every Z ∈ X ′ , showing that α is the smallest positively homogeneous function dominating α.
Risk measures based on univariate utility functions
In this final section we study risk measures based on univariate utility functions, see e.g. Föllmer and Schied [16] , and provide an elementary proof of their dual representation that is inspired by our general approach to duality. Differently from [16] , we work in the broader setting of a general Orlicz space. A nonconstant function Φ : [0, ∞) → [0, ∞] is said to be an Orlicz function if it is convex, nondecreasing, left-continuous, and satisfies Φ(0) = 0. The Orlicz space associated with Φ is given by L Φ (R) := X ∈ L 0 (R) ; E Φ |X| λ < ∞ for some λ ∈ (0, ∞) .
For simplicity, we set L Φ = L Φ (R) and similarly for other standard spaces of random variables. Throughout the entire section we fix a nonconstant, concave, increasing function u : R → R which is interpreted as a standard von Neumann-Morgenstern utility function. We fix u 0 ∈ R such that u(x) ≥ u 0 for some x ∈ R and define a map (Note that ϕ u does not take the value ∞ by Jensen Inequality). Since ϕ u is continuous from below (with respect to almost-sure convergence), we infer from Theorem 1.1 in Gao et al. [19] that ϕ u is σ(L Φ , L ∞ )-upper semicontinuous. The σ(L Φ , L ∞ )-lower semicontinuity of ρ u follows immediately. Now, for every X ∈ L Φ we have ϕ u (X) = inf
by Theorem 14.60 in Rockafellar and Wets [25] (see also Remark 3.19) . Take Z * ∈ L ∞ \ {0} such that E[u • (Z * )] > −∞, which must exist for otherwise ϕ u would be constant. Note that we can discard 0 from the above infimum whenever u • (0) = −∞. If this is not the case, then we can anyway discard 0 because for every λ ∈ [0, 1] we have
As a result, for every X ∈ L Φ we get
Remark 5.2. The univariate risk measure ρ u can be viewed as a special example of a systemic risk measure corresponding to the specifications
The proof of the above dual representation was suggested by the argument used in the proof of Lemma 3.5, where the functional ϕ u plays the role of the functional ϕ ½ Ω . The same result can also be derived from our general results on systemic risk measures. To see this, note first that B(A) ∩ L ∞ ++ = ∅ and
for every Z ∈ L ∞ + by Remark 3.19. Since B(A) = R + and σ A (λ) = λu 0 for every λ ∈ R + , we get
for every Z ∈ L ∞ + . It remains to observe that, by Lemma 3.17 and the positive homogeneity of α + , ρ u (X) = inf{m ∈ R ; E[(X + m)Z] ≥ α + (Z), ∀Z ∈ L ∞ + \ {0}} = sup
holds for every X ∈ L Φ .
