Abstract. We introduce a set of improvements which allow the calculation of very tight lower bounds for Bermudan derivatives using Monte Carlo simulation. These tight lower bounds can be computed quickly, and with minimal hand-crafting. Our focus is on accelerating policy iteration to the point where it can be used in similar computation times to the basic least-squares approach, but in doing so introduce a number of improvements which can be applied to both the least-squares approach and the calculation of upper bounds using the Andersen-Broadie method. The enhancements to the least-squares method improve both accuracy and efficiency.
Introduction
The problem of pricing derivative contracts with early exercise features using Monte Carlo simulation has until recently been considered a very difficult problem. The difficulty arises because Monte Carlo simulation is a method which naturally moves forward in time, whereas exercise decisions require comparisons between the value received upon exercise and that of the unexercised product, the latter not being easily attainable in a simulation. However, Monte Carlo simulation is generally required to calculate prices in models with high-dimensional state spaces, or to handle path-dependent products, where alternative methods can become troublesome. An important example where Monte Carlo simulation is required is the LIBOR market model; it is the benchmark model in a market where early exercise features are very popular.
In recent years a number of important advances have been made in the pricing of early exercisable derivatives using Monte Carlo simulation, but the problem is not fully solved. The least-squares approach of Longstaff and Schwartz, [29] , and Carrière, [14] , is widely used for calculating lower bounds, but is very sensitive to the initial choice of basis functions. What to use for basis functions is generally not obvious, and a significant amount of time is often required for each new product to investigate different sets of basis functions before this approach can be used confidently to obtain accurate lower bounds. In particular, according to Brace, [10] , "the choice of regression variables is partly an art and partly a science, and should be tailored to the callable instrument being valued". Kolodko and Schoenmakers, [28] , developed a generic improvement to the least-squares (or any other) approach, called the policy iteration method, which reduced the importance of the initial choice of basis functions. However, their method involved using sub-Monte Carlo simulations to assess the improved exercise strategy in most cases, which in its basic form made it too slow to be of any real practical use; see [9] . Broadie and Cao, [13] , introduced an efficiency improvement to the policy iteration method and applied it to equity derivatives. While their improvement produces useful efficiency improvements, they still note that policy iteration "may be too expensive to apply to some Bermudan options".
While lower bounds are often used in practice for pricing, upper bounds are useful for assessing the accuracy of lower bound methodologies. The predominant approach to upper bounds is the dual approach introduced by Rogers, [33] , and Haugh and Kogan, [20] , and improved upon by Andersen and Broadie, [3] .
In addition, a number of extensions have been suggested to apply the methods mentioned above to cancellable contracts, that is contracts which give the holder a sequence of cash flows up until the time of cancellation. The most notable are those of Amin, [2] , who focuses on lower bounds and Joshi, [27] , who works with upper bounds. These are important because most exotic interest rate products are cancellable and there are numerous simplifications if one works with the cancellable product directly, rather than decomposing the product into the noncancellable product and the complementary callable product; see [27] . As such, this paper focuses on cancellable contracts, but all techniques can also be used for callables. However, these extensions do not remove the significant hand-crafting required for the least-squares approach, or the speed issues with policy iteration.
In this paper, we introduce a set of improvements which allow the calculation of very tight lower bounds quickly, and with minimal handcrafting. Our ultimate goal is to accelerate policy iteration to the point where it is as fast as the basic least-squares approach, but in doing so use a number of improvements which can be applied to both the least-squares approach and the calculation of upper bounds using the Andersen-Broadie method. In particular, the results of this paper can be broken into four main categories:
• a number of improvements to the policy iteration algorithm which make it fast, • a new adaptive approach to choosing basis functions in the least-squares method, • a double regression approach to the approximation of continuation values using the least-squares method, • a new control variate for Bermudan options to be used in conjunction with the least-squares method. The control variate suggested is based on the idea of Delta hedging.
These improvements will be discussed in the context of the LIBOR market model, but with minor modifications they can just as easily be applied to other models where Monte Carlo simulation is used to price Bermudan options. We will refer to the improved policy iteration algorithm suggested in this paper as practical policy iteration, and show that it can be run in similar simulation times to the standard leastsquares method, yet produce significant improvements in accuracy. Our work bears some similarity to that of Jensen and Svenstrup, [24] , who look at improving the efficiency of both lower bound methods and the Andersen-Broadie method for upper bounds. In particular, Jensen and Svenstrup focus on the particular case of Bermudan swaptions in the LIBOR market model. However, the techniques introduced in this paper are significantly more generic, and can be applied to a wide range of exotic interest rate derivatives as well as Bermudan options in other markets. In addition, while in [24] only efficiency is addressed, our improvements can also significantly improve accuracy.
It is worth mentioning the potential impact of recent advances in parallel processing technology; see [17] . Since Monte Carlo simulation is extremely parallel, it can fully exploit these advances, with increases in speed of factors in the hundreds appearing achievable. As the methods in this paper are based on Monte Carlo simulation, they stand to gain significantly from these improvements, and we believe they will become even more attractive from a practical point of view in the near future.
The paper is organised as follows. In Section 2, the displaced-diffusion LIBOR market model, which is to be used in later examples, is briefly introduced, with additional notation introduced in Section 3. Section 4 contains the main body of the paper, focusing on making policy iteration fast. In particular, different variance reduction techniques and other efficiency improvements are discussed in relation to policy iteration, and these will be shown to be particularly effective in the setting of the LIBOR market model. Section 5 introduces a simple yet effective way of choosing basis functions for the least-squares method requiring minimal changes for different products, and in Section 6 a generic improvement to least-squares continuation value estimates based on a double regression approach is introduced. Section 7 is used to describe a new control variate based on the least-squares continuation value estimates and the concept of Delta hedging. Section 8 presents results for the displaced-diffusion LIBOR market model, showing that very tight bounds can be obtained using policy iteration in similar computation times to the standard least-squares method. In particular, two challenging products are considered, cancellable snowball and CMS steepener swaps, as well as Bermudan swaptions.
The Displaced-Diffusion LIBOR Market Model
Since it was given a firm theoretical base in the fundamental papers by Brace, Gatarek and Musiela, [11] , Musiela and Rutkowski, [30] , and Jamshidian, [23] , the LIBOR market model has become a very popular method for pricing interest rate derivatives. It is based on the idea of evolving the yield curve directly through a set of discrete market observable forward rates, rather than indirectly through use of a single non-observable quantity which is assumed to drive the yield curve. A distinct advantage of this approach is the ability to easily calibrate to a large number of simpler financial contracts, often used in the hedging process for exotics; see [1] .
Suppose we have a set of tenor dates, 0 = T 0 < T 1 < . . . < T n+1 , with corresponding forward rates f 0 , . . . , f n . Let δ j = T j+1 − T j , and let P (t, T ) denote the price at time t of a zero-coupon bond paying one at its maturity, T . Using no-arbitrage arguments,
where f j (t) is said to reset at time T j , after which point it is assumed that it does not change in value. We work solely in the spot LIBOR measure, which corresponds to using the discretely-compounded money market account as numeraire, because this has certain practical advantages; see [25] . This numeraire is made up of an initial portfolio of one zero-coupon bond expiring at time T 1 , with the proceeds received when each bond expires being reinvested in bonds expiring at the next tenor date, up until T n . More formally, the value of the numeraire portfolio at time t will be,
where η(t) is the unique integer satisfying
and thus gives the index of the next forward rate to reset. Under the displaced-diffusion LIBOR market model, the forward rates that make up the state variables of the model are assumed to be driven by the following process
where the σ i (t)'s are deterministic functions of time, the α i 's are constant displacement coefficients, the W i 's are standard Brownian motions under the spot LIBOR martingale measure, and the µ i s are uniquely determined by no-arbitrage requirements. It is assumed that W i and W j have correlation ρ i,j and throughout {F t } t≥0 will be used to denote the filtration generated by the driving Brownian motions. In addition, all expectations will be taken in the spot LIBOR probability measure. The requirement that the discounted price processes of the fundamental tradeable assets, that is the zero-coupon bonds associated to each tenor date, be martingales in the pricing measure, dictates that the drift term is uniquely given by
see [12] . The existence of a unique equivalent martingale measure means that the displaced-diffusion LIBOR market model forms a complete market; see [19] . Displaced-diffusion is used as a simple way to allow for the skews seen in implied caplet volatilities that have long persisted in interest rate markets; see [25] . In particular, the use of displaced-diffusion allows for the wealth of results concerning calibrating and evolving rates in the standard LIBOR market model to be carried over with only minor changes. The model presented collapses to the standard LIBOR market model when α i = 0 for all values of i.
All methods introduced below will use the displaced-diffusion LIBOR market model as an example, as will the numerical examples considered in Section 8.
Notation
Here we introduce the notation for a generic contract, which we will use to discuss the methods introduced in this paper.
Consider a contract where the issuer continues to receive net cash flows S i at each tenor date T i , until the time of exercise. The coupons paid by the issuer at each tenor date will be denoted by s i . The time of exercise is decided by the issuer. Assume that the product can be exercised on a subset of the tenor dates t 1 , . . . , t h , so that
Upon exercise at t j , the issuer receives a discounted exercise value denoted by H j . Let C j denote all cash flows generated by the product between t j−1 and t j measured in units of the numeraire. Note that this case reduces to that of a Bermudan callable option if all cash flows, C j , are zero.
When working with breakables, the case that exercise does not occur needs to be allowed for, both in terms of cash flows and in terms of ensuring that a finite stopping time is used as an exercise strategy so that we can apply the Optional Sampling theorem when calculating upper bounds and using control variates. To do this, we assume an additional exercise time, t h+1 , occurring after all cash flows are received, where it is assumed that exercise has to occur and zero rebate is received upon exercise.
Letτ denote a given exercise strategy taking values in the set {1, 2, . . . , h, h + 1}, representing the set of possible exercise times. Finally, for ease of exposition, let E i (.) = E(.|F t i ).
Making Policy Iteration Fast
A general improvement to lower bound methods, called the policy iteration method, was introduced by Kolodko and Schoenmakers, [28] , and further studied in [7] , [5] , [6] , and [13] . In practical terms, an exercise strategy developed using a given lower bound methodology is improved upon by determining each exercise decision through comparing the estimated continuation value obtained using a sub-Monte Carlo simulation and this exercise strategy with the value received upon exercise. In [5] , it was demonstrated that even after performing a single iteration on a reasonable exercise strategy, very tight lower bounds could be obtained for cancellable snowball swaps in a full-factor LIBOR market model. However, the general need for sub-simulations makes using even one iteration quite expensive if policy iteration is implemented naively. Thus while capable of significantly improving the accuracy of lower bounds obtained by basic exercise strategies, policy iteration suffers from its computational cost.
In this section, a number of improvements to the policy iteration algorithm will be described which make it significantly faster. In Section 4.1, we give a financial interpretation for the variance reduction technique introduced in [5] , and describe how to significantly improve it. In Section 4.2, an adaptive approach to terminating the sub-simulations is introduced. A collection of additional improvements, including the use of sub-optimal points (Section 4.3), and other details about the practical implementation of policy iteration (Section 4.4), are also introduced.
4.1. Andersen-Broadie Hedge Control Variate. We briefly review the idea behind variance reduction technique introduced in [5] to be used with policy iteration. Let Y i denote the discounted value process for the Bermudan at t i usingτ . Then,
whereĀ i denotes the event thatτ exercises at t i . Consider a hedge to this Bermudan that involves buying (or dynamically replicating, which is the same in a complete market) the underlying product exercised according toτ . The underlying product is held untilτ says exercise. At this point, the hedge is exercised and the underlying Bermudan exercised according toτ starting at the next time frame is purchased. The discounted value of this hedge portfolio is given by
Then, trivially,
and therefore
This suggests that an approximation to the optimal hedge, M , would be a good control variate when pricing Bermudan options. Since in the policy iteration method, the information required to use the approximation to the optimal hedge introduced by Andersen and Broadie, [3] , is naturally available, this can be used at minimal additional computational cost. In [3] , the approximation to the optimal hedge is used to compute upper bounds, where as here we use it as a control variate to improve the policy iteration method. However, the idea is the same. In particular, rather than using the underlying product to hedge, the product exercised according to the non-iterated strategy is used. This works because the non-iterated product can be valued quickly by subMonte Carlo simulations while maintaining the martingale property for the discounted value of the approximate hedge; see [18] .
We briefly review the Andersen-Broadie approximate hedge. The hedge portfolio starts with nothing and sells the numeraire asset to purchase the equivalent of the underlying Bermudan option exercised according to the non-iterated strategy. When the non-iterated strategy says exercise, the hedge returns the exercise value and we re-purchase the non-iterated product starting at the next time frame. Any additional cash received/needed is dealt with by buying/selling the numeraire asset. Nested Monte Carlo simulations using the non-iterated strategy are used to estimate the continuation value of the hedge when needed.
Naturally, one would want to carry out the approximate hedge until the iterated strategy says exercise when using it as a control variate. However, by doing this an upward bias is introduced into the lower bound, which is now proved. 4.1.1. Bias in Andersen-Broadie Hedge Control Variate. We look at the Andersen-Broadie hedge as a control variate in the context of the method suggested in [5] , and show that an upward bias is introduced if the control variate is stopped when the iterated exercise strategy says exercise. The intuition is simple. Since the same sub-simulations determine both the value of the hedge and when the hedging is stopped, this restricts the possible values of the hedge across each step, introducing a bias.
LetM i denote the value of the approximate hedge described in [3] , soM
where
with A j denoting the event that exercise occurs according to the noniterated strategy at t j and Z j denoting the Monte Carlo estimate of the t j continuation value using the non-iterated strategy. Now, supposeM τ * is used as a control variate, where τ * denotes the exercise time of the iterated exercise strategy. Unfortunately, as we now show, E M τ * < 0, which causes an upward bias when usingM τ * as a control variate.
Re-writingM τ * giveŝ
Now consider the expectation of each term in the sum separately; consider the j th term. We introduce two new sigma-algebras. Let H contain the information generated by the driving Brownian motions up until time t j−1 and the sub-simulations Z 0 , . . . , Z j−1 . In addition, let G contain the information generated by the driving Brownian motions up until t j and the sub-simulations Z 0 , . . . , Z j−1 . This notation will be used throughout this section. Trivially, H ⊂ G. Throughout we will assume that the sub-simulations at different exercise times are independent, meaning
Now, by the Tower property,
using that both I j−1<τ * and Z j−1 are H-measurable.
It is useful to introduce the following lemma.
Proof. Writing outŶ j ,
Using the Tower property on the middle term on the right hand side of (4.2),
where we have used that I A c j is G-measurable to move it in and out of expectations conditional on G, and the Tower property again for the final step.
As a result,
Putting this together,
where j−1 is used to denote the Monte Carlo error for the (j −1) th subsimulation. The final inequality easily follows from financial intuition: the larger the Monte-Carlo error on the (j − 1) th sub-simulation, the greater the estimate of continuation value at t j−1 , and the more likely that j − 1 < τ * . Thus, I j−1<τ * and j−1 are positively correlated.
4.1.2.
Removing the Bias. There are a number of different approaches one can take to remove the bias introduced by using the AndersenBroadie approximate hedge as a control variate. In [5] , a modified control variate is used. The Andersen-Broadie approximate hedge is used as a control, but the hedging is instead carried out until one period after the iterated strategy says exercise. However, by taking this approach a significant portion of the variance reduction is lost. In particular, in [32] , Rasmussen proved that it was never optimal to stop a control variate after the exercise time of the underlying option. We now introduce two more effective alternatives. Semi-Analytic Approach. We estimate the bias and subtract it. Our approach bears some similarity to Fries' technique for removing the bias in the first pass of the least-squares method; see [16] . In particular, the bias is given by
Consider each term in the sum separately. Using the Tower property,
By the Central Limit Theorem, conditional on G,
where m is the number of paths used for the t j sub-simulation. As such, it is possible to approximately calculate the inner expectation of (4.6) for each outer path of the policy iteration simulation. In particular,
where X d = N(0, 1), and
denotes the continuation value at t j using the non-iterated strategy. Of course a and σ will not be known exactly (we are trying to estimate a with the sub-simulation), however they can be estimated using the results of the sub-simulation at t j . The estimates will be denoted byâ andσ.
Ignoring the randomness ofâ andσ, it is then straight-forward to compute the expectation on the right hand side of (4.7), obtaining
where φ(x) denotes the standard Normal pdf; see [16] . Given that it is possible to sample
approximately on each path, at each exercise time with very little additional effort, we can easily use Monte Carlo to estimate each term in (4.5). In particular, if D i denotes (4.8) sampled for the i th outer path, where p outer paths are used,
Adding these individual estimates together gives an estimate of the bias introduced by using the Andersen-Broadie hedge control variate, and this can be subtracted to obtain an approximately unbiased estimate of the lower bound using the iterated strategy. While this approach is very effective, it relies on the Central Limit Theorem and could potentially break down if very few sub-simulation paths are used. However, at a small additional cost in computation time, there is an alternative that is guaranteed to be unbiased by construction. Numerical Approach. If the sub-simulations used to determine the iterated exercise strategy and the value of the Andersen-Broadie hedge at each exercise time are independent, that is performed using independent random numbers, then j and I j<τ * are uncorrelated. To see this, consider
(4.9)
Since independent sub-simulations are used, it is possible to write
where X 1 and X 2 are independent and E [X 2 ] = 0. As a result E [I j<τ * j |G] = 0, and therefore,
for all values of j. As such, each term in (4.5) is zero and therefore no bias is present. At first sight this approach may appear to be expensive computationally in that double the number of sub-simulations must be performed. However, this is not the case. At each exercise time, a sub-simulation to determine the iterated exercise strategy must be performed. However, in terms of the Andersen-Broadie hedge, an additional independent sub-simulation is only needed when the iterated and non-iterated strategies disagree. Provided the numerical method reduces the variance by a factor of two or more over the method in [5] , it will be worthwhile since the increase in time should be less than two-fold for any reasonable input strategy. Similarly, for a good non-iterated exercise strategy, the numerical removal of the bias does not take much additional time over the semi-analytical approach. However, there is the benefit that we are guaranteed to be free of bias.
4.2.
Adaptive Termination for Sub-Simulations. In [5] , a fixed number of paths is used for the sub-simulations. However, this is inefficient.
When choosing the number of paths for the sub-simulations to determine the iterated strategy, the primary concern is the accuracy of the iterated exercise strategy. When using the Andersen-Broadie approximate hedge as a control variate, the number of inner paths used to value this control variate also has an impact on the variance of the iterated lower bound, but this is of secondary importance. The convergence of the iterated strategy to the case of no Monte Carlo error is controlled by the probability of making the wrong decision due to the Monte Carlo error at each exercise time. In particular, the level of convergence depends on
for each value of j, where, as above, a denotes the true continuation value at t j using the non-iterated strategy. By re-writing Z j as
where X j d = N(0, 1), it is possible to write (4.11) as
From (4.12), the convergence of the iterated lower bound is controlled by the size of
The greater the size of (4.13), the greater the convergence to the case of no Monte Carlo error, and the tighter the lower bound should be. This suggests that the sub-simulations should continue until a certain level is achieved in (4.13), subject to a given minimum and maximum number of paths. One issue in doing this is what to use for a and σ, since these will obviously not be known. However, it is possible to use the least-squares continuation value estimate for a and an estimate based on the results of the sub-simulation up to the current path for σ. By using this estimate of σ, a slight bias will enter the estimates obtained using the sub-Monte Carlo simulations. However, numerical tests indicate this has essentially no impact on results.
By terminating sub-simulations based on the method described here, time is not wasted simulating paths when the exercise decision is already clear. This can result in significant time savings.
4.3. Excluding Sub-Optimal Points. Significant time savings can be obtained by considering provably sub-optimal points, that is points at which it can be shown that the optimal exercise strategy would not exercise. Bender, Kolodko and Schoenmakers, [6] , introduced the use of sub-optimal points in the policy iteration method and demonstrated that significant reductions in computation time could be achieved since sub-simulations to assess the iterated exercise strategy are not required at sub-optimal points.
When using the Andersen-Broadie hedge as a control variate together with the numerical bias removal, the exclusion of sub-optimal points is trivial to apply. Sub-simulations for the exercise strategy are not required at sub-optimal points, and sub-simulations used to value the hedge are only needed when the iterated and non-iterated strategies disagree.
However, if the semi-analytical bias removal technique is used, there are two additional changes to be made. First, if the non-iterated strategy does not exclude sub-optimal points, then a sub-simulation will still be required to update the Andersen-Broadie hedge control variate if the iterated and non-iterated strategies disagree. Second, the exclusion of sub-optimal points effects the bias removal approximation. In particular, (4.7) becomes
The middle line above follows since at provably sub-optimal points where exercise has not occurred previously the indicator is clearly one, and the expectation of the Monte Carlo error is zero. All other improvements introduced are not affected by the exclusion of sub-optimal points.
4.4.
Other Implementation Issues. The use of control variates can be applied to the sub-simulations when using policy iteration. This allows the number of paths used in the sub-simulations to be reduced without affecting accuracy and can bring about significant reductions in computation times. Note that when applying the adaptive termination method of Section 4.2, the maximum and minimum number of paths can also be reduced accordingly with no loss of accuracy. A new control variate suitable for this purpose will be introduced in Section 7.
Another implementation issue arises when the Andersen-Broadie hedge control variate is used with policy iteration. We can easily write,
Rather than estimate (4.14) directly, it is beneficial to break-up the estimation procedure. This is done by using a separate simulation to estimate the non-iterated lower bound, which is equivalent to calculating (4.16). In a second independent simulation the policy iteration improvement is estimated, where the policy iteration improvement is given by (4.15). The policy iteration improvement is equal to
with τ denoting the non-iterated exercise strategy, and thus gives the improvement in accuracy due to policy iteration. By achieving this separation, it is easier to apply different improvements to the two simulations. For example, the use of quasi-Monte Carlo together with Brownian bridging as described in [22] can easily be applied to the non-iterated lower bound only, but not elsewhere. In addition, the number of paths used to estimate the non-iterated lowerbound is no longer tied to that needed to estimate the policy iteration improvement. Note that provided independent simulations are used, breaking up the lower bound procedure does not affect variance.
Finally, in the context of the displaced-diffusion LIBOR market model, efficiency can be improved by using the log-Euler drift approximation instead of the more accurate predictor-corrector approximation from [21] for the sub-simulations. Although a very small bias is introduced if the Andersen-Broadie hedge control variate is used and the log-Euler drift approximation is only used for the sub-simulations, numerical tests indicate this has no noticeable effect on results.
Adaptive Basis Functions
The greatest frustration of the least-squares approach is choosing basis functions. For complicated products, this can be very tedious as it is largely based on trial and error, yet it has a significant impact on the results. While policy iteration reduces the importance of this choice, having a good set of basis functions is still important from a practical point of view, because the better the non-iterated strategy, the closer it is to the iterated strategy and the better the variance reduction achieved when using the Andersen-Broadie hedge control variate.
We propose taking a simple adaptive approach to choosing basis functions. The least-squares algorithm remains essentially unchanged. However, we introduce an adaptive component into the regression step. As part of the algorithm, the following need to be specified at each exercise time:
• a set of base explanatory variables,
• a set of additional explanatory variables,
• the maximum number of explanatory variables,
• the transformations from explanatory variables to basis functions, • a criterion for comparing the fits obtained using different sets of explanatory variables. Now, consider the algorithm:
(1) Generate a set of sample paths, storing the relevant information at each exercise time.
Only the values of the explanatory variables at each exercise time should be stored, rather than the values of the basis functions as is often done in the standard least-squares method. (2) Iterative step.
• Regress the basis functions for each allowed set of explanatory variables against the observed continuation values at the relevant exercise time.
• The set of explanatory variables that provides the best fit to the data according to the given criterion is then chosen.
• The explanatory variables must include the base set plus any number (including zero) of the additional variables such that the maximum number is not exceeded.
• Update path-wise observations of continuation value using the exercise strategy obtained by the best set of explanatory variables.
• Repeat, moving backwards, until all exercise dates have been covered. (3) Perform an independent simulation to obtain a bias-free estimate of a lower bound.
Based on the advice given in [31] , we recommend using second order polynomials in the explanatory variables as basis functions. For comparing the fits obtained using different sets of basis functions, a simple adjusted r-squared value is sufficient. In particular, if SSE and SST give the error and total sum of squares respectively for a given regression, then the set of basis functions that maximises
should be chosen, where k gives the number of points included in the regression and l denotes the number of basis functions. See [15] for a discussion of adjusted r-squared values.
Although performing an exhaustive search could be time-consuming if more than two additional explanatory variables were included on top of the base variables, in the examples considered, excellent results were obtained including only a single explanatory variable over two simple base variables. The efficiency of this approach also benefits from the fact that a number of calculations can be re-used, performing the leastsquare regressions is very quick, and most importantly, when a two-pass approach is used to calculate lower bounds, the number of first pass paths needed is relatively small.
Consider the LIBOR market model. At an exercise time corresponding to tenor date T j , using the base variables f j (T j ) and SR j+1,n (T j ) (the swap-rate starting at the next tenor date and running to the final tenor date, evaluated at T j ), together with the additional explanatory variables
. . , where the maximum number of variables is three, is particularly effective. In the case of a path-dependent product, an additional base variable should be used to encapsulate the path-dependence. We have found that using
where x denotes the integer part of x, provides a good trade-off between speed and accuracy.
Double Regression Enhancement
It is possible to generically improve least-squares type exercise strategies by using more than one regression at each exercise time. As leastsquares regressions are relatively very quick to perform, the additional time required to perform an extra regression is negligible.
One method that takes advantage of this idea is based on the observation that least-squares exercise strategies are usually adequate to make the correct exercise decision when options are deeply in or out of the money, but have greater trouble when the decision is not clear. The same observation was used in [13] to improve policy iteration. As such, we suggest using an additional regression to obtain a better fit to continuation values when the option is not "deeply" in or out of the money, where the degree of moneyness is determined by the initial continuation value estimate. The algorithm is as follows:
(1) Generate a set of sample paths, storing the relevant information at each exercise time as per the least-squares method. (2) Iterative step.
• Assume we are at exercise time t j .
• Perform an initial regression as per the least-squares method.
At each point k this gives an estimate of the discounted continuation value,V k j .
• Use this estimate to determine the moneyness of the Bermudan at that point according to the size of
• Perform a second regression, including only points that satisfy
• This gives a new discounted continuation value estimate when the option is not deeply in or out of the moneỹ
• Update path-wise observations of continuation value where exercise occurs according to
• Repeat, moving backwards, until all exercise dates have been covered. (3) Perform an independent simulation to obtain a bias-free estimate of a lower bound. Extending the notation used in the first pass to the second pass, on path k, at exercise time t j in the second simulation exercise according to (6.1). When using the double regression approach with the adaptive basis functions of the previous section, the set of explanatory variables should be determined as usual in the first regression, and that set should then be used in the second regression.
Delta Hedge Control Variate
When working with a model that forms a complete market, such as the LIBOR market model, it is possible to trade continuously in the underlying assets of the model to perfectly replicate any contingent claim using Delta hedging; see [25] . If the Deltas can be calculated exactly and the control variate portfolio can be updated continuously, zero variance would be achievable. Although the Deltas must be estimated and continuous updating is not possible in a discrete simulation, useful variance reductions are still possible. Clearly, the key to this approach is obtaining Delta estimates quickly and easily, which will now be explained.
The innovation introduced here is using the least-squares continuation value estimates to approximate the Deltas needed to carry out Delta hedging. At each evolution time in a simulation, it is possible to use a simple least-squares regression to obtain an estimate of the continuation value at that point using the least-squares lower bound method. Note that the regressions are performed at each evolution time, regardless of whether or not it is an exercise time, so that the control variate can be updated as often as naturally possible. (Of course it is possible to introduce finer discretisations so that the control variate can be updated even more frequently. However, for models where each step involves a significant computational cost, such as the LIBOR market model, this will generally not be efficient.) These give estimates of the value of the option as a function of the basis functions. If the partial derivatives of the basis functions with respect to the model fundamental tradeable assets can be calculated, then it is possible to calculate the partial derivatives of the continuation value estimates to obtain Delta estimates. These estimates can then be used to form a Delta hedge portfolio across each step in the simulation, where the units of each asset held equals the corresponding Delta estimate. All cash flows are dealt with by investing in the numeraire asset. The Delta hedge portfolio can then be used as a control variate, with hedging taking place until the time of exercise, upon which the hedge portfolio is dissolved. If the hedging worked well, the control variate portfolio should have a similar value to that generated by the product and a sizable variance reduction should be realised overall.
Consider the LIBOR market model. Here the fundamental tradeable assets are the zero-coupon bonds associated with each tenor date. Consider the Delta hedge portfolio. At evolution time T j , assume we are holding a portfolio worth a certain amount (this will be zero at T 0 ) and that we have an estimate of continuation valuê
If the basis functions consist of polynomials of forward rates, swap rates and zero-coupon bonds as suggested in Section 5, then
can be calculated easily for all k = j + 1, . . . , n + 1. We hold
units of P (., T k ) across the step, investing in the numeraire asset to take account of any additional cash. At the next evolution time, the portfolio is worth
plus whatever was invested in the numeraire asset, where the arguments ofV j have been dropped to ease notation. If the exercise strategy says exercise or we are at the final evolution time, hedging is stopped and the portfolio is dissolved. Otherwise, we repeat. In particular, the total discounted value of the Delta hedge portfolio at time T i , denoted B i , is given by
Rather than sample and average over observations of
where to ease the notation we have assumed that exercise can occur at each tenor date. This is done so that the stopping timeτ is in terms of tenor dates rather than exercise dates. However, with a minor adjustment the following analysis goes over unchanged. Although it has been argued that using (7.2) should lead to a variance reduction, it still remains to be shown that it does not introduce bias.
To show that there is no bias, we will extend the notation of Section 4.1.1. LetH i contain the information generated by the driving Brownian motions and any sub-simulations up to and including time T i . We have used this enlarged filtration to show that the control variate can be used with policy iteration, although we only use it for non-iterated lower bounds. Notice that B i forms a martingale with respect toH i . This follows since the discounted value processes for the zero-coupon bonds are martingales with respect toH i , and as such,
for each value of j, since the Deltas for the step T j−1 to T j areH j−1 -measurable.
Since the problem can be formulated to ensure thatτ is a finite stopping time with respect toH i , it then follows by the Optional Sampling theorem that
and therefore that the control variate is unbiased. Clearly, the above arguments easily translate to any other model where this method could be used. Note that in a discrete simulation, some models, such as the LIBOR market model, may exhibit discretisation bias which will mean we only have an approximate martingale. However, provided reasonable approximations are used, this discretisation bias can be assumed to be negligible; see [8] for the LIBOR market model. In terms of practical implementation, there is an issue in that an estimate of the continuation value at T 0 as a function of the model assets is needed so that the Deltas for the initial step can be estimated. We suggest that when building the exercise strategy, start each path from a random initial forward rate curve so that one can perform a least-squares regression to obtain a Longstaff-Schwartz style estimate of the option value at T 0 . A simple way to introduce randomness to the initial forward rate curve is to set
denotes the j th initial forward rate on the i th path used to build the exercise strategy.
Another issue arises when sub-optimal points are excluded from the least-squares regressions; see [29] , [9] . When this is done, the continuation value estimates for the exercise strategy are obtained by fitting to the regions where exercise may occur. However, with the Delta hedge control variate, it is important to have good estimates of continuation value when exercise is unlikely to occur because upon exercise, the Delta hedging is also stopped. As such, if sub-optimal points are excluded from the exercise strategy regressions, we recommend performing a second regression including all points for the Delta hedge control variate at each exercise time. As mentioned in Section 6, performing an additional regression should not add much time.
However, the Delta hedge control variate also benefits from some of the other improvements suggested in this paper. In particular, the improved fits obtained using the adaptive basis functions of Section 5 lead to improved Delta estimates.
We note that there are certain similarities between our approach and that of Belomestny, Bender and Schoenmakers, [4] , who develop a martingale that can be used to calculate upper bounds without sub-Monte Carlo simulations. In addition, they use their martingale as a control variate to improve the efficiency of the Andersen-Broadie method for upper bounds. Apart from the connection of both approaches to Delta hedging, our control variate portfolio also forms a martingale. Thus, the approximate Delta hedge portfolio introduced here can be used to find upper bounds via non-nested Monte Carlo simulation. However, we believe that the Andersen-Broadie approach to upper bounds is superior, and this approach is best suited to use as a control variate. Although in this paper we focus on the non-iterated lower bound and policy iteration, the Delta hedge control variate can be used to improve the efficiency of the sub-simulations for the Andersen-Broadie upper bound method just as easily, as in [24] and [4] . We also note that both the method in [4] and the one suggested here produce similar efficiency improvements in many cases.
Results

Products Studied.
The improvements suggested in this paper are applied to three different products; cancellable CMS steepener, snowball and vanilla swaps (also referred to as Bermudan swaptions). In each case, coupons are paid with a natural time-lag and the underlying swap can be cancelled by the issuer any time after the second coupon payment. All swaps are assumed to have a $1 notional. We focus on the position of the issuer whom it is assumed receives the floating LIBOR rate and pays the coupon specified by the particular product. Upon cancellation, no rebate is received. So,
where s j depends on the particular product.
We consider pricing products with 6, 10 and 20 year underlying swaps, where coupons are paid half-yearly with the first coupon due in one year. As such, δ j = 0.5, for all values of j and we consider n = 12, 20, 40 for both cancellable snowball and vanilla swaps, and correspondingly n = 51, 59, 79 for CMS steepeners. The larger values of n for CMS steepeners arise because a greater span is required in the tenor dates to cover the CMS swap rates required to determine the coupon payments.
Consider the coupon structures under the different products.
8.1.1. CMS Steepener. We assume the same structure for CMS steepener coupons as in [34] . In particular, s j takes the form
where SR x,y (t) denotes the swap rate from T x to T y evaluated at t. For parameters, it is assumed c = 1.5, a = 40, b = 4, d = 0, e = 0.0955.
8.1.2.
Snowball. When pricing cancellable snowball swaps, s j takes the following form,
This is the same coupon structure as the one used in [5] and [9] . It is assumed the parameters take the following values, c = 0.07, b = 0, a j = 0.015 + 0.0025 j − 1 2 .
8.1.3.
Bermudan Swaption. For Bermudan swaptions, the underlying swap is just a vanilla swap, and as such, s j is a constant. We took
for all values of j.
LIBOR Market Model Set-up.
We consider pricing cancellable exotic interest rate options in the displaced-diffusion LIBOR market model. An initially increasing forward rate curve is assumed, with
where x is varied depending on the length of the product considered. The values of x for the 6, 10 and 20 year products are 0.01, 0.005 and 0 respectively independent of the particular product. The common "abcd" time-dependent volatility structure is used, with σ i (t) = 0, t > T i ; (0.05 + 0.09(T i − t)) exp (−0.44(T i − t)) + 0.2, otherwise, and instantaneous correlation between the driving Brownian motions is assumed to be of the form
with φ = 0.0669. Displacements for all forward rates are assumed to be equal, with
In evolving the forward rates, the predictor-corrector drift approximation from [21] is used. However, the use of the log-Euler drift approximation is also used for the sub-simulations in the policy iteration method. Due to the accuracy of the predictor-corrector method in particular, we evolved the forward rates to each tenor date in a single step.
A five factor model is used in all examples, where the factor reduction is performed on the covariance matrices across each step in the simulation. Due to the significant factor reduction, the method for calculating drifts in [26] is used.
8.3. Numerical Results. We start by comparing two improvements to the least-squares method, the adaptive choice of basis functions described in Section 5 and the double regression approach of Section 6. The relevant results are contained in Tables 8.1, 8 .2 and 8.3. In each of these tables, LS is used to indicate that the standard least-squares method described in [2] and [27] was used, SO to indicate that provably sub-optimal points were excluded as in [9] , DR to indicate that the double regression approach was used, and LSA to indicate that the combined least-squares and Andersen method introduced in [5] was used. In each case, the lower bounds were obtained by using a twopass approach. An initial pass using Mersenne Twister pseudo-random numbers was used to develop an approximate exercise strategy. For the 6 and 10 year products, 5000 first pass paths were used, and 10000 were used for the 20 year products. The number of paths was chosen to be close to what would be used in practice, as it represents a good trade-off between speed and accuracy. This is important, as in the context of the least-squares method it is not useful to have improvements that only work when an unpractically large number of first pass paths are required. A second independent simulation was then used to obtain an unbiased estimate of the lower bound. For the second pass, 2 18 paths using Sobol quasi-random numbers and Brownian bridging (see [22] ) were used to ensure a sufficient level of convergence. The variables used in the adaptive basis functions are those described in Section 5. However, when pricing snowballs, the current snowball coupon is also used as a base explanatory variable to capture the path-dependence. The upper bounds were calculated using the extension by Joshi, [27] , to the Andersen-Broadie method for upper bounds. All duality gaps were calculated using 2500 paths for both the outer and inner simulations. The corresponding lower bounds were obtained using the adaptive basis functions, together with the double regression approach and the exclusion of provably sub-optimal points, and were developed using 50000 first pass paths. Such a large number of paths were used to obtain the best possible estimate of the upper bound to which the different lower bound methodologies could be compared. All computations were done on a laptop with a 2 GHz Intel Core2Duo processor.
For the double regression enhancement, we used
for all values of j. Numerical tests not included here have found this to be particularly effective and robust. It is easy to see that the adaptive basis functions perform very well when compared with using carefully chosen product-specific basis functions. The adaptive basis functions almost never do worse, and often provide significant improvements in accuracy, particularly for longdated products and when no additional improvements are used with the least-squares method. In addition, it can be seen that the use of the adaptive basis functions adds little absolute computational time when building the approximate exercise strategy. These results are particularly pleasing since they demonstrate that the hand-crafting usually required when choosing basis functions can essentially be removed at almost no cost. However, for the 20 year products in particular, the duality gaps are still large and policy iteration is required to improve the lower bound further. Tables 8.1, 8 .2 and 8.3 also show the effectiveness of the double regression approach. As with the above results, using the double regression approach nearly always leads to an improvement in accuracy at almost zero additional computational cost (the only time it did not was when pricing the 20 year Bermudan swaption with the adaptive basis functions and the exclusion of provably sub-optimal points). In contrast, the combined least-squares and Andersen method often results in a reduction in accuracy and can add significant computation time. Note that the optimizations for the Andersen part are carried out using the implementation of the Simplex method from Quantlib. As such, the double regression approach appears to be significantly more robust and effective (both in terms of accuracy and speed) compared to the combined least-squares and Andersen method. Combining the leastsquares and Andersen method with the double regression approach did not lead to any significant additional improvements. In addition, for shorter dated products, the double regression approach generally removes the need to exclude sub-optimal points. This could be useful as the double regression approach is slightly more generic. Table 8 .4 shows the effectiveness of the Delta hedge control variate in the context of the standard least-squares method. In each example, 2 18 second pass paths using Mersenne Twister pseudo-random numbers were used with and without a control variate, with the results then being used to calculate the data in So, the efficiency improvement represents the reduction in computation time that can be obtained using the control variate. The results were obtained using the adaptive basis functions, together with the double regression approach and the exclusion of provably sub-optimal points for the non-iterated exercise strategy. The least-squares approach with adaptive basis functions was used to develop the continuation value estimates used by the control variate, with no points being excluded from the regressions. To introduce randomness to the initial forward rate curve as outlined in Section 7, we used a = 0.3. Table 8 .4 indicates that the Delta hedge control variate can bring about useful efficiency improvements, even when only a small number of first pass paths is used to develop the continuation value estimates. In addition, the efficiency improvements can remain strong, even when the length of the underlying contract increases. This is the case for both CMS steepeners and Bermudan swaptions, but not so much for snowballs, although reasonable improvements are still possible. In particular, even in the most severe test, a 20 year cancellable snowball swap, efficiency improvements of over 3 are still possible, with efficiency improvements up to and over 10 possible elsewhere. It is worth noting that the control variate works very well for Bermudan swaptions, consistently producing efficiency improvements over 10 for contracts of all lengths when only 5000 first pass paths are used. While we have looked at the control variate in the context of the least-squares method, the improvements here translate to very similar improvements in the policy iteration method, which we will now discuss.
LS
We look at the improvements that can be obtained using policy iteration in Table 8 .5 and Figure 8. 1. Figure 8 .1 illustrates the bias that a naive implementation of the Andersen-Broadie hedge control variate introduces, together with the corresponding bias free estimates obtained using the different approaches of Section 4.1.2. The line labelled BKS is obtained using the method suggested in [5] . Similar graphs were obtained for all other examples. We see that the smaller the number of sub-simulation paths, the greater the Monte Carlo error of the subsimulations and the greater the bias introduced. In particular, the bias can be significant. Even when using 100 paths for the sub-simulations, the difference between the biased and bias-free policy iteration improvements is approximately 15 basis points, which is much greater than the Monte Carlo error. It is also possible to see that the semianalytical approach is effective in removing the bias. Even when only 20 sub-simulation paths are used in this long-dated example, the difference between the numerical or BKS methods and the semi-analytical approach is small compared to the Monte Carlo error. Table 8 .5 shows the accuracy and speed of the various methods and improvements. The first three columns use all improvements (i.e. the adaptive basis functions, double regression enhancement and exclusion of sub-optimal points are used for the least-squares exercise strategy, and the adaptive termination of sub-simulations and exclusion of suboptimal points are used when assessing the iterated exercise strategy. In addition, the log-Euler drift approximation and Delta hedge control variate are used for all policy iteration sub-simulations), but different techniques for dealing with the bias in the Andersen-Broadie hedge control variate. The Num column uses the numerical bias removal, SA the semi-analytic, and BKS the technique used in [5] . The next three columns all use the numerical bias removal, but do not use a given An additional implementation issue arises when using the numerical bias removal technique. In this case the sub-simulations used to value the control variate and assess the iterated exercise strategy are carried out separately. The adaptive termination technique of Section 4.2 is not relevant to the control variate sub-simulations, where instead a small standard error is required to reduce the variance of the lower bound estimator. As such, we used a fixed number of paths for the control variate sub-simulations. In particular, we used 50% more paths than the maximum number used for the iterative exercise strategy subsimulations, as this was found to be efficient.
When using the adaptive method for terminating the sub-simulations to determine the iterated exercise strategy, we set the minimum and maximum number of paths at 15 and 200 respectively. For the nonadaptive method, 200 paths were used for all sub-simulations. For the numerical bias removal technique, we used 300 paths for the subsimulations that determine the value of the Andersen-Broadie hedge control variate. In addition, the target value for (4.13) used to adaptively terminate the sub-simulations was taken to be 6 in all examples. The Delta hedge control variate was used for the sub-simulations in all examples.
The first thing to notice is that policy iteration can provide significant improvements in the accuracy of the lower bound. This is very useful, especially for the 20 year products. In particular, after one iteration, the greatest distance to the upper bound is approximately 10 basis points. We also emphasize that the upper bounds are undoubtedly imperfect and thus do not represent the true prices. As such, we expect the iterated lower bounds to be closer to the true prices than the upper bounds suggest.
As important is the time taken to calculate the policy iteration improvements. In every example, the simulation for the policy iteration improvement took well under half the time compared to the simulation for the non-iterated lower bound without convergence improvements, and in most cases took only a small fraction of the time. As such, policy iteration can be used to provide significant improvements in accuracy at modest increases in computation time. In particular, if control variates are used to increase the efficiency of the non-iterated lower bound, then the non-iterated lower bound and corresponding policy iteration improvement can be calculated in less time than the non-iterated lower bound without control variates and quasi-Monte Carlo. Even when the variance of the iterated lower bound (which, provided independent simulations are used, equals the variance of the non-iterated lower bound plus that of the policy iteration improvement) is taken into account, the iterated lower bound can still be estimated in similar computation times to the standard least-squares method. However, as demonstrated in [9] , this sort of efficiency would not be possible without the improvements to the policy iteration algorithm introduced in this paper, that is, without practical policy iteration. Table 8 .5 also shows the improvements to the Andersen-Broadie hedge control variate to be effective, particularly for short-dated products where the non-iterated exercise strategy is generally very good. The increases in speed obtained by using the bias removal techniques suggested here over the method suggested in [5] range from factors of over 200 to 8.5 . As expected, the semi-analytic bias removal technique is generally more efficient than the numerical removal, yet produces very similar lower bounds, mirroring the results in Figure 8 .1. There were some cases where the semi-analytic approach took more time than the numerical bias removal. However, this only occurred for short-dated products, where the difference in absolute time was negligible.
On top of this, significant reductions in time are obtained by using the adaptive method for terminating sub-simulations discussed in Section 4.2. The fourth column of Table 8 .5 shows that this consistently produced reductions in time of factors of approximately three.
The exclusion of sub-optimal points in the iterated exercise strategy and the use of the log-Euler drift approximation for sub-simulations also produced useful improvements, often providing reductions in time of 30 % and 20 % respectively.
By looking at the results obtained without the adaptive method for terminating sub-simulations and with using the predictor-corrector drift approximation for sub-simulations, it is easy to see that any bias introduced by applying either of the corresponding improvements is well within Monte Carlo error, and can assumed to be negligible.
We note one curiosity in the results of Table 8 .5. For the six year Bermudan swaption, the estimated iterated lower bound is often above the upper bound. However, since the policy iteration improvements have a standard error of 0.5 basis points, all differences are well within one standard error of the policy iteration improvement. We therefore believe that these results are due to Monte Carlo error.
Conclusion
We have demonstrated that by using the practical policy iteration method introduced in this paper, very tight lower bounds can be obtained for long-dated Bermudan interest rate derivatives in the displaceddiffusion LIBOR market model. These lower bounds can be obtained in similar computation times to the standard least-squares method. The levels of accuracy and efficiency were only achievable due to a number Table 8 .5. Policy iteration improvements (in basis points) together with the percentage of time taken compared to that required to calculate the corresponding non-iterated lower bound without convergence improvements to the same level of standard error (in brackets). For the 6, 10 and 20 year products the policy iteration improvements have standard errors of 0.5, 1 and 2 basis points respectively. of improvements introduced in this paper that resulted in significant acceleration to the policy iteration method, as well as improvements to the accuracy and efficiency of the least-squares method.
Our recommended algorithm for practical policy iteration is:
• use the least-squares approach with the adaptive basis functions of Section 5, the double regression enhancement of Section 6, and the exclusion of sub-optimal points as in [9] , to develop the non-iterated exercise strategy,
• for the second pass of the non-iterated lower bound, use the Delta hedge control variate of Section 7 together with the use of quasi-Monte Carlo and Brownian bridging; see [22] , • use policy iteration, together with the Andersen-Broadie hedge control variate and the semi-analytic bias removal of Section 4.1.2, the adaptive termination for sub-simulations of Section 4.2, and the exclusion of sub-optimal points in the iterated exercise strategy, to calculate the policy iteration improvement • for the sub-simulations, use the Delta hedge control variate and the log-Euler drift approximation (instead of predictorcorrector) to improve efficiency.
