Abstract. The fractional Fokker-Planck equation is an important physical model for simulating anomalous diffusions with external forces. Because of the nonlocal property of the fractional derivative an interesting problem is to explore high accuracy numerical methods for fractional differential equations. In this paper, a space-time spectral method is presented for the numerical solution of the time fractional Fokker-Planck initial-boundary value problem. The proposed method employs the Jacobi polynomials for the temporal discretization and Fourier-like basis functions for the spatial discretization. Due to the diagonalizable trait of the Fourier-like basis functions, this leads to a reduced representation of the inner product in the Galerkin analysis. We prove that the time fractional Fokker-Planck equation attains the same approximation order as the time fractional diffusion equation developed in [X. Li and C. Xu, SIAM J. Numer. Anal., 47 (2009), pp. 2108-2131 by using the present method. That indicates an exponential decay may be achieved if the exact solution is sufficiently smooth. Finally, some numerical results are given to demonstrate the high order accuracy and efficiency of the new numerical scheme. The results show that the errors of the numerical solutions obtained by the space-time spectral method decay exponentially.
. The authors proposed an implicit difference scheme that is unconditionally stable. Based on the Grünwald-Letnikov formula, an explicit difference scheme has been presented for the time fractional diffusion equation [42, 43] .
Numerical solution techniques for space fractional diffusion equations have also been studied by some authors. It is interesting to note that the explicit and implicit difference schemes based on the Grünwald-Letnikov formula are all unconditionally unstable for space fractional diffusion and advection-diffusion equations [27, 39] . However, the authors proved that a shifted Grünwald-Letnikov formula can produce a stable difference scheme [27, 39] .
The finite difference method (FDM) is the most common method for solving fractional differential equation [5, 12, 13, 14, 16] . Recent works are found in [1, 8, 36] . However, high order schemes are seldom derived using the FDM. In general, an extrapolation method is applied in order to obtain high accuracy [13, 39] .
Numerical solution of the fractional Fokker-Planck equation has been studied by a number of authors. The authors of [25] studied the space fractional FokkerPlanck equation by the FDM. A finite difference scheme is also obtained in [9, 10, 41] for time fractional and time-space fractional Fokker-Planck equations. For the case of a time fractional equation, an FDM based on the Grünwald-Letnikov definition can obtain an accuracy of order (2 − α) for the temporal discretization, where α ∈ (0, 1). Although the implementation of FDM approaches relatively straightforward, a challenge is that the convergence is algebraic and the accuracy is limited. Moreover, the FDM approaches suffer from heavy costs of computing because the fractional derivative is nonlocal. This fact would suggest that a global scheme, such as the spectral method, is suitable for the discretization of the fractional derivative.
It is well known that spectral methods are superior to FDMs in many instances for partial differential equations [7, 6, 17, 20] . However, the extension of the spectral method to a fractional differential equation is not trivial. Since the work of Erin and Roop [15] , which established the variational theory for fractional differential equations, the spectral/finite element methods have been applied to fractional diffusion equations [11, 24, 46, 47, 48] . A high order finite element method for the space and time fractional Fokker-Planck equation was proposed by Deng [11] . The author proved the convergence order is O(τ 2−α + τ −1 h l ), where τ and h are the time and space step size, respectively. Lin and Xu [24] proposed a finite difference/spectral approximation for the time fractional diffusion equation, and the convergence order of O(τ 2−α + τ −1 N −m ) was proved, where N and m are respectively the polynomial degree and regularity in the space variable of the exact solution. Obviously the convergence rates in these works are not optimal due to the presence of the factor τ −1 . In the paper [46] the authors proposed a finite difference/element approach that has Downloaded 03/22/15 to 131.181.251.130. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php convergence order O(τ 2−α + h r+1 ) for the sufficiently smooth exact solution, where r is the degree of the polynomial in space. Nevertheless the accuracy limitation in time caused a lower global convergence rate. On the other hand, the Galerkin spectral method, which can be implemented in both time and space directions, has the potential to achieve high order accuracy in both time and space. This motivates us to construct high order numerical approaches based on the space-time spectral method.
Actually, unlike the integer counterparts, the fractional derivative of any order possesses a variational formulation. This fact and the properties of the Jacobi polynomials [31] suggest one may use a spectral method for the discretization of the time fractional derivative. However, there are other implementations. In [22] , Li, Zeng, and Liu proposed the spectral approximation to the fractional integral and derivative based on the Legendre, Chebyshev, and Jacobi polynomials, and some effective algorithms were also presented. Recently, a new spectral theory for fractional SturmLiouville problems has been developed in [44] . The spectral discretization in both time and space can generate an exponentially accurate numerical scheme in terms of the basis functions of Jacobi polynomials or Jacobi polyfractonomials [44] . In [23] the authors employed the space-time spectral method for solving a fractional diffusion equation and spectral accuracy was obtained in both space and time. A time-space fractional spectral collocation method was also examined in [45] and an exponentially accurate scheme was presented. However, high order methods for solving the fractional differential equations are still under development. This paper is the first work we propose on high order methods for solving fractional differential equations. We will examine the numerical solution of the time fractional Fokker-Planck equation (1.2) by making use of the space-time spectral approach. Our method is based on the variational construction of the time and space fractional derivatives. Different from the work of [23] , our scheme discretizes the space variable using Fourier-like basis functions. Moreover, we consider a more general initial-boundary value problem. The Fourier-like basis functions, which were first proposed by Shen and Wang [38] , possess some properties similar to the Fourier basis functions and lead to a diagonal stiff matrix. Due to the diagonalizable trait, the timespace spectral formulation may be written as a relatively simple linear system. A proof of the theoretical approximation order is presented in this paper. Exponential decay can be seen from the numerical examples. Although the spectral accuracy may be obtained theoretically, the convergence order is lower due to the effect of the quadrature evaluation. We will investigate the numerical convergence order and compare the approximation orders of space-time spectral methods for the time fractional diffusion and convection-diffusion equations in section 6. The numerical examples show that the space-time spectral approach possesses high order accuracy and efficiency.
Our method is superior to the scheme developed in [23] . In fact, the computational magnitude of the present method is O(M 2 N ) for solving the time fractional diffusion equation, while the method of [23] resulted in a magnitude of O(M 2 N 2 ). Another advantage of our scheme is that the method may be extended to high dimensional time fractional diffusion equations, which will be developed in our future work.
The paper is arranged as follows. In section 2 some basic concepts of fractional derivatives and some properties of the Jacobi polynomials are presented. In section 3 the variational formulation of the time fractional Fokker-Planck equation (1.2) is proposed. In section 4, the space-time spectral method is proposed and an error Downloaded 03/22/15 to 131.181.251.130. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php A705 estimate is derived. We study the implementation of the spectral method in section 5, and a new scheme for the spatial discretization is presented. Some numerical examples are provided in section 6, which illustrate the higher accuracy and efficiency of the space-time spectral method. Finally, some conclusions and remarks are given in section 7. Definition 2.1 (see [23, 33] ). For any γ > 0 define the left-fractional derivative space
Definition 2.2 (see [23, 33] ). For any γ > 0 define the right-fractional derivative space
Definition 2.3 (see [23, 33] ). For any γ > 0 and γ = n − 1 2 , n ∈ N, define the symmetric-fractional derivative space by
Definition 2.4 (see [23, 33] ). For any γ > 0 and γ = n − 1 2 , n ∈ N, define the fractional Sobolev space
endowed with the norm 
are equal with equivalent norm. Proof. The equivalence can be verified by the same method as obtained in [23] .
Additionally, the following property is needed in this paper.
Proof. The first equality is the modification of Corollary 2 of Theorem 2.4 in [34] .
. Thus, the first equality follows from the well-known adjoint property of the fractional integral.
Notice that
Hence, the second equality follows immediately from the first equality.
Next, let us recall some properties of the Jacobi orthogonal polynomials. The Jacobi polynomials J α,β n (x)(n = 0, 1, . . .) are orthogonal on (−1, 1) associated to the weight function
and satisfy the following three-term recurrence relation [37] :
The Legendre orthogonal polynomials are a special case of the Jacobi polynomials with the choice
The following properties hold (see [31] ). 
The proofs of these propositions can be found in Podlubny's book [31] . Notice that Proposition 2.4 can be derived directly from Proposition 2.3 by taking a fractional derivative on both sides of the two equations in Proposition 2.3. The following is the fractional derivative of the shifted Jacobi polynomials. Proposition 2.5. For 0 < t < T , 0 < α < 1,
Notice that Proposition 2.6 may be derived in a straightforward manner from Propositon 2.5. In order to make the paper self-contained, we present a proof of Proposition 2.5 in Appendix A.
Variational formulation.
In this section, we investigate the variational formulation of the time fractional Fokker-Planck equation (1.2) . In order to perform the spectral analysis conveniently, we make the transformation 
together with the homogeneous initial-boundary conditions
Hence, in what follows all the analysis is based on homogeneous boundary conditions unless otherwise stated. In order to simplify the notation we write (3.2) in the form
Let us introduce some function spaces on Ω = I × Λ. Assume that X is a Banach space on Λ with norm · X ; the space L q (I; X) is defined as
for γ ≥ 0, endowed with the norm
where 
Therefore, we derive the variational formulation of problem (1.2) as
the bilinear operator B(u, v) is coercive and continuous, that is, for any
Proof. Note that (see [33] )
by the assumption of p(x) and Lemma 2.1, where C 1 , C 2 are positive constants. Therefore, the coercivity of B is derived.
Since ∂ x (pu) 0,Ω ≤ p 1,Λ u 0,1 , from (3.5) we derive
So, the continuity of B holds.
We immediately obtain the following well-posedness theorem of the variational problem (3.4) through the previous lemma. 
Proof. Notice that
The result holds by the coercivity of B. 4. Space-time spectral method. In this section, we shall consider the spacetime spectral analysis on (3.3). The stability and convergence of the space-time spectral method are presented here.
For the homogeneous initial-boundary data, we assume hereafter that
. Let P M (I) (resp., P N (Λ)) denote the set of polynomials of degree M (resp., N ) with respect to t (resp., x). Set
We denote by Π 0,1
, and denote the projection operator Π
We construct the following spectral scheme for the variational problem (
where
The discrete problem (4.1) is well-posed due to the fact that W L is a subspace of V α
2
, and a similar stability to (3.6) can be derived for u L . Theorem 4.1 (stability). 
where the constant C is independent of f , u 0 , u a , and u b .
In order to estimate the error on the approximate solution u L , let us recall some known approximation properties.
Lemma 4.2 (approximation property). 
A711
Proof. The proof of (4.2) can be found in [37] and that of (4.3) in [23] . 
N u. By (3.4) and (4.1), we obtain
Hence,
The following allows us to estimate u −ũ L V α 2 using Lemma 4.2. First,
where I d denotes the identity operator. On the other hand,
Here the second inequality employs the orthogonality of Π Remark 4.1. From the above convergence theorem we know that the approximation orders of the space-time spectral method for solving the time fractional diffusion equation and convection-diffusion equation are the same (see [23] ), which we can see from the numerical examples in section 6.
Implementation of the spectral method.
In this section, we shall consider the implementation of the space-time spectral method. It is worth noting that the implementation of the space-time spectral method is challenging and requires special consideration, which we now discuss. 
for k = 0, 1, . . . , N − 2, x ∈ (a, b), and λ k to be determined. By the properties of the Legendre polynomials,
and
where δ kl is the Kronecker symbol. Thus, G = (g ij ) (N −1)×(N −1) is a symmetric positive definite pentadiagonal matrix. The equality (5.1) can be verified easily. For the equality (5.2), we note the fact (see [37] )
The equality (5.2) follows immediately by the orthogonality of the Legendre polynomials. Now, let us construct the Fourier-like basis function using the process of [38] . 
Proof. Due to the symmetry of G, we have
Similarly, the second equation can be verified. 
The temporal discretization.
Based on the properties of the Jacobi polynomials and the ideas from [23] , we choose the following basis function for time discretization:
It is easy to verify thatP
Implementation. Consider the approximation function space
where m = 1, 2, . . . , M, n = 0, 1, . . . , N − 2. Now, the Galerkin spectral equation (4.1) is written as T . Due to the nonsymmetric nature of A, system (5.4) can be solved by the BiCGSTAB method [37] . It can be seen that the computational magnitude of the system (5.
. In what follows we consider the computation of A and F . Notice that by Proposition 2.6 
Therefore,
where the weighted inner product is
Notice that φ j (t) ψ m (t) is a polynomial of degree not larger than 2M . Thus, the weighted inner product can be obtained exactly by the Jacobi-Gauss quadrature.
Similarly,
Since φ i (t) and ψ m (t) are polynomials, (φ i (t), ψ m (t)) I can be obtained exactly by the Legendre-Gauss quadrature.
Finally,
Thus, using the Legendre-Gauss quadrature, (
Thus, the system (5.4) is constructed. Furthermore, the discretization scheme of the time fractional diffusion equation, which need not consider the third term of the right-hand side of (5.3), has a simpler form AU = F , where A is a block-diagonal matrix with
Here, 1. Our method may be extended to solve the time fractional advection-dispersion equations. The resulting scheme is unconditionally stable and spectrally accurate in time and space. 2. For long-time problems, the space-time spectral method should be implemented as a time marching scheme. We partition the time interval [0, T ] into K nonoverlapping subintervals and apply the space-time spectral method on each subinterval sequentially with a relatively small M to reduce the computational complexity.
Numerical examples.
In this section, we shall examine three numerical examples for illustrating the high order accuracy which the space-time spectral method possesses for solving the time fractional diffusion and Fokker-Planck equations.
We first consider a time fractional diffusion equation to investigate the numerical convergence order and efficiency of our method. Next, we study the practical implementation of our method for a convection-diffusion equation-the FokkerPlanck equation-of different order. We consider three kinds of derivative, i.e., α = 0.9, 0.5, 0.1, and investigate the relationship of the approximation orders between the time fractional diffusion and convection-diffusion equations (see Remark 4.1). Finally, we consider the Fokker-Planck equation that has an advective term much stronger than the diffusive one, endowed with nonhomogeneous boundary and initial conditions. We define the approximation order and convergence order by 
where f (x, t) = π 2 t 6 sin πx + Γ(7)t 6−α sin πx
The exact solution is u(x, t) = t 6 sin πx. Equation (6.1) has been considered in [23] order and implementation efficiency of our method for solving the fractional diffusion equation.
We consider the case of α = 0.5 and take M = 20 in order that the temporal discretization error is negligible compared with the spatial discretization error. The relationship of error with the degree N of the polynomials and CPU time is shown in Table 1 . In Figure 1 we plot the log-linear error of the numerical solution as a function of the polynomial degree N . This highlights that the errors show an exponential decay as expected, since in this log-linear representation one may observe that the error variations are essentially linear versus the degree of the polynomial.
Next, we investigate the temporal discretization errors. We fix N = 20, a value large enough such that the spatial errors are negligible compared with the temporal errors. The relationship of the temporal errors with the polynomial degree M and CPU time is shown in Table 2 . Similarly, we can see the almost exponential decay of the temporal errors from Figure 2 (6.1) , N = 20, Additionally, Tables 1 and 2 tell us the convergence orders of the space-time spectral method. Due to exponential decay, the convergence orders in spatial discretization become bigger and bigger. On the other hand, because of the limited regularity of f in time, the convergence order in temporal discretization behaves like O(M −12.0 ) in L 2 -norm. Anyway, the implementation efficiency of our method is remarkably superior to one of the FDMs (e.g., see [32, 49] ). Now, we investigate the numerical solution of the following Fokker-Planck equation using the space-time spectral method. Example 6.2. Consider the following equation:
where f (x, t) = π 2 t 6 sin πx + πt 6 cos πx + Γ(7)t 6−α sin πx Γ(7 − α) . Equation (6.2) has been studied in [9] . It is easy to verify that the exact solution is u(x, t) = t 6 sin πx. Here, we investigate its numerical solutions in three cases of order α = 0.9, 0.5, 0.1. First, fixing M = 20 and considering the · V α/2 -errors versus N , the errors and numerical orders are shown in Table 3 . From Figure 3 , we can see that · V α/2 -errors exponentially decay with the degree increasing. Downloaded 03/22/15 to 131.181.251.130. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 3 · V α/2 -errors versus N and convergence order of problem (6.2), M = 20, α = 0.9, 0.5, 0.1. Second, fix N = 20 and let M vary from 7, 9, 11, 13, 15. The errors in · V α/2 -norm and numerical convergence order are listed on Table 4 . The almost exponential decaying can been seen similarly in Figure 4 .
The above results show that the space-time spectral method has a high convergence order for solving the fractional Fokker-Planck equation and is superior to the method proposed in [9, 10] . According to the theoretical analysis, the time fractional diffusion equation and advection diffusion equation have the same approximation order. In order to illustrate the analytical result, we list the approximation orders in · V α/2 -norm in Table 5 as α = 0.5. The results agree well with the theoretical analysis. From the approximation order we can also see that the choice of N = 20 or M = 20 is reasonable to study the convergence order versus M or N .
Our methods also can be used for solving nonhomogeneous initial-boundary problems with high convergence order. The following example is a Fokker-Planck equation in which the advective term is stronger than the diffusive one.
Example 6.3. Consider the following problem with nonhomogeneous datum: (6.2) , N = 20, α = 0.9, 0.5, 0.1. One can obtain that the exact solution is u(x, t) = (1 + t) sin πx. We make use of the space-time spectral method for solving this nonhomogeneous initial datum Downloaded 03/22/15 to 131.181.251.130. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php problem. The numerical solution (numerical sol.) and the exact solution (exact sol.) at t = 1 are shown in Figure 5 . Additionally, in order to highlight the efficiency of the present method, we compare the CPU time in the Grünwald-Letnikov backward difference approximation (GL-BDIA) [9] and the space-time spectral scheme (ST-SM) for solving this nonhomogeneous problem in Table 6 . From Table 6 , the GL-BDIA scheme cannot achieve the error level O (10 −8 ) because of the lack of memory. However, the efficiency of the ST-SM scheme can be seen as well as the high order accuracy.
Obviously, for the problems with advective terms dominating the diffusive ones, the implementation of space-time spectral method needs much time in comparison with the fractional diffusion equation. In practice this situation is also difficult to treat for standard advection-diffusion equations, giving rise to instability phenomena if the spatial grid size is not small enough. However, the space-time spectral method is advisable for solving such problems by choosing a suitable preconditioner.
Conclusion.
In this paper, we investigate the application of space-time spectral methods for solving the time fractional Fokker-Planck equation. In general, the temporal discretization of the time fractional partial differential equation is obtained by a finite difference scheme. This implementation leads to a lower order accuracy, O(τ 2−α ) for the case of the fractional derivative of order α, and makes the computational efficiency unsatisfactory. It is well known that the fractional derivative possesses long-range dependence. Thus, pursuing a numerical scheme of high order accuracy is a very interesting issue for numerically solving a fractional differential equation. Our method in this paper presents an exponential decay in numerical errors and enhances the computational efficiency for solving the fractional differential equation. This method is more efficient for solving a subdiffusion problem than the scheme developed in [23] . Numerical examples are in agreement with the results of our theoretical analysis, which also show high order accuracy and efficiency. However, Downloaded 03/22/15 to 131.181.251.130. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
