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Abstract
Let A,B ∈ Mn. The numerical range of a linear pencil Aλ− B is defined by
W(Aλ− B) = {t ∈ C : tw∗Aw − w∗Bw = 0 for some non-zero w ∈ Cn}.
The numerical range of a linear pencil of n-by-n matrices coincides with the union of the
numerical ranges of linear pencils of 2-by-2 matrices. We emphasize on computation of the
numerical range of linear pencils of 2-by-2 matrices. Let A,B ∈ M2 with constant diagonals.
We show that the boundary of W(Aλ− B) lies on a rational curve of degree at most 4. By
using Lagrange’s multiplier and implicit function, we describe the boundary of W(Aλ− B)
for general 2-by-2 matices. © 2002 Elsevier Science Inc. All rights reserved.
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1. Itroduction
Let A ∈ Mn. The classical numerical range of A is the set of complex numbers
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W(A) = {w∗Aw : w ∈ Cn, |w| = 1}.
There have been many generalizations and applications of the classical numer-
ical range, see, for example [4]. In the following, we consider a generalization of
the classical numerical range. Let A0, A1, . . . , Am ∈ Mn. The numerical range of a
matrix polynomial
L(λ) = Amλm + Am−1λm−1 + · · · + A1λ+ A0
is defined by
W(L(λ)) = {t ∈ C : w∗L(t)w = 0 for some non-zero w ∈ Cn}.
When m = 1 and L(λ) = Iλ− A, we have W(L(λ)) = W(A). This generalized nu-
merical range has been discussed by several authors (e.g., [6,9,10,11]). We are inter-
ested in the case when m = 1, L(λ) = Aλ− B is a linear polynomial. Let A,B ∈
Mn. The numerical range of a linear pencil L(λ) = Aλ− B is defined by
W(Aλ− B) = {t ∈ C : tw∗Aw − w∗Bw = 0 for some non-zero w ∈ Cn}.
We list two elementary facts of invariance:
(F1) W(U AU∗λ− U B U∗) = W(Aλ− B), U ∈ Mn is unitary.
(F2) W(c Aλ− c B) = W(Aλ− B), c is non-zero complex number.
The classical numerical range of a 2-by-2 matrix is an elliptical disc (possibly de-
generated), whose boundary is a clear rational curve. This geometrical property plays
an important role in the study of classical numerical range and its generalizations.
The compression of the classical numerical range and the numerical range of a matrix
polynomial are, respectively, treated in [8,9]. The compression allows us to reduce
the computation of the ranges to lower-dimensional matrices. In the following, we
compress the numerical range of a linear pencil into the ranges of 2-by-2 pencils.
Proposition 1.1. Let A,B ∈ Mn and S be a subspace of Cn. Then
W(Aλ− B) =
⋃
w,v
W(Aw,vλ− Bw,v),
where w and v run over all unit vectors in S and S⊥, respectively, and
Aw,v =
(
w∗Aw w∗Av
v∗Aw v∗Av
)
.
Proof. By [3, p. 404], we have that for every t ∈ C,
W(tA− B) =
⋃
w,v
W(tAw,v − Bw,v),
where w and v run over unit vectors in S and S⊥, respectively. Then
t ∈ W(Aλ− B) ⇔ 0 ∈ W(tA− B)
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⇔ 0 ∈ W(tAw,v − Bw,v)
for some unit vectors w ∈ S, v ∈ S⊥
⇔ t ∈ W(Aw,vλ− Bw,v). 
The compression of Proposition 1.1 and rational boundary of the classical numer-
ical range of 2-by-2 matrices give us motivations for studying the numerical range
of linear pencils of 2-by-2 matrices.
Let A1, A2, . . . , Ak ∈ Mn. The joint numerical range of A1, A2, . . . , Ak is de-
fined by
W(A1, A2, . . . , Ak)
= {(w∗A1w,w∗A2w, . . . , w∗Akw) ∈ Ck, w ∈ Cn, |w| = 1}.
If (0, 0) ∈ W(A,B) then W(Aλ− B) = C. If (0, 0) ∈ W(A,B), the numerical
range of a linear pencil can be described by
W(Aλ− B) =
{
w∗Bw
w∗Aw
: w ∈ Cn, w∗Aw /= 0
}
. (1)
Furthermore, W(Aλ− B) is bounded if and only if 0 /∈ W(A) (cf. [6]).
Expression (1) can be defined for arbitrary A,B ∈ Mn without the assumption
(0, 0) /∈ W(A,B). For A, S ∈ Mn, the following range is introduced by Li et al. [7]
and is defined by
VS(A) =
{
w∗Aw
w∗Sw
: w ∈ Cn, w∗Sw /= 0
}
.
When S is Hermitian, the set VS(A) has been studied and characterized by several
authors (e.g., [1,7]).
In general, W(Aλ− B) /= VA(B). For example, we consider
A =
(
0 1
1 0
)
and B =
(
1 1
−1 0
)
.
Then (0, 0) ∈ W(A,B), and thus W(Aλ− B) = C. On the other hand,
VA(B)=
{
w∗Bw
w∗Aw
: w ∈ Cn, w∗Aw /= 0
}
=
{ |w1|2 + 2i Im(w¯1w2)
2 Re(w¯1w2)
: w = [w1, w2]T ∈ C2, w1w2 /= 0
}
,
which contains no points of the imaginary axis. The following result comes immedi-
ately from [7,13].
72 M.-T. Chien, H. Nakazato / Linear Algebra and its Applications 341 (2002) 69–100
Proposition 1.2. Let A,B ∈ Mn. Suppose (0, 0) ∈ W(A,B). Then
(i) W(Aλ− B) = VA(B).
(ii) If A is Hermitian, x + iy ∈ W(Aλ− B) if and only if (x, y, 1) ∈ K(H,G,A)
or −(x, y, 1) ∈ K(H,G,A), where
K(H,G,A)=
⋃
α0
αW(H,G,A)
={(w∗Hw,w∗Gw,w∗Aw) ∈ R3 : w ∈ Cn}
and H = (B + B∗)/2, G = (B − B∗)/(2i).
(iii) If A is positive definite, W(Aλ− B) = W(P−1BP−1), where P = A1/2.
A subset K ⊂ C is called p-convex if for every pair x, y ∈ K , either the line
segment connected by x and y lies inK , or the line passing through x and y removing
away the open line segment connected by x and y line in K . Applying Proposition
1.2 and the result in [7, Theorem 2.4] to the set VS(A), we have the following two
results.
Theorem 1.3. Let A,B ∈ Mn, and A be Hermitian. If (0, 0) ∈ W(A,B), then
W(Aλ− B) = {α} if and only if B = αA for some α ∈ C.
Theorem 1.4. Let A,B ∈ Mn be non-zero and A be Hermitian. Let A and B be
simultaneously congruent to A1 ⊕ 0k and
(
B1 B2
B3 B4
)
respectively, where 0  k < n, A1 ∈ Mn−k is non-singular Hermitian, and B1 ∈
Mn−k .
(i) If A1 > 0, then W(Aλ− B) is unbounded convex.
(ii) If A1 < 0, then W(Aλ− B) is determined by the result of (i) due to the fact
W(Aλ− B) = −W(−Aλ− B).
(iii) If A1 is indefinite, then W(Aλ− B) is unbounded and p-convex.
In this paper, we emphasize on computation of the numerical range W(Aλ− B)
of linear pencils of 2-by-2 matricesA andB. In Section 2, we describle the numerical
range W(Aλ− B) of 2-by-2 matrices with constant diagonals, and show that the
boundary of the numerical range is a rational curve of degree at most 4. By using
Lagrange’s multiplier in Section 3 and implicit function in Section 4, we describe
the boundary of W(Aλ− B) for general 2-by-2 matices. The Mathematica software
is frequently used for algebraic computations.
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2. The 2-square case
Let A = (aij ) ∈ M2. It is not hard to see that every unit vector w ∈ C2 to form an
element w∗Aw ∈ W(A) can be expressed and parametrized by
w = [cos(s), sin(s)eiϕ]T, 0  s  2π, 0  ϕ  2π.
We write A = Ah + iAsh, where Ah = (A+ A∗)/2 and Ash = (A− A∗)/(2i). It is
known (cf. [4]) that there exist a unitary matrix U and 0  θ < 2π such that
U∗eiθAU =
(
a b
c a
)
, a ∈ C, b, c  0.
Hence in the study of numerical range, we may assume that a11 = a22 and a12, a21
are non-negative. In this case,
Re(w∗Aw)=[cos(s), sin(s)e−iϕ]Ah[cos(s), sin(s)eiϕ]T
=(a + a¯)/2 + (1/2)(b + c)X,
Im(w∗Aw)=[cos(s), sin(s)e−iϕ]Ash[cos(s), sin(s)eiϕ]T
=(a − a¯)/(2i)+ (1/2i)(c − b)Y.
Similarly, for B = (bij ) ∈ M2 with
Bh =
(
b11 b12 + ic12
b12 − ic12 b22
)
,
we have
[cos(s), sin(s)e−iϕ]Bh[cos(s), sin(s)eiϕ]T
= b11 cos2(s)+ b22 sin2(s)+ 2b12 sin(s) cos(s) cos(ϕ)
− 2c12 sin(s) cos(s) sin(ϕ)
= (1/2)(b11 + b22)+ (1/2)(b11 − b22) cos(2s)
+ b12 sin(2s) cos(ϕ)− c12 sin(2s) sin(ϕ).
= (1/2)(b11 + b22)+ b12 X + c12 Y + (1/2)(b11 − b22) Z,
whereX = sin(2s) cos(ϕ), Y = − sin(2s) sin(ϕ), Z = cos(2s), 0  s  π, 0  ϕ 
2π, run over the unit sphere X2 + Y 2 + Z2 = 1 in R3. We assume that
Bsh =
(
h11 h12 + i k12
h12 − i k12 h22
)
.
Then we have
W(Aλ− B)
=
{
x u+ y v
x2 + y2 + i
x v − y u
x2 + y2 : x = a1 + b1 X, y = a2 + c2 Y,
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u = a3 + b3 X + c3 Y + d3 Z,
v = a4 + b4 X + c4 Y + d4 Z,
X = sin(2s) cos(ϕ),
Y = − sin(2s) sin(ϕ), Z = cos(2s),
0  s  π, 0  ϕ  2π
}
, (2)
where the real constants a1 = (a + a¯)/2, b1 = (b + c)/2, a2 = (a − a¯)/(2i),
c2 = (c − b)/2, a3 = (b11 + b22)/2, b3 = b12, c3 = c12, d3 = (b11 − b22)/2,
a4 = (h11 + h22)/2, b4 = h12, c4 = k12, d4 = (h11 − h22)/2. To investigate the
range of a differentiable map, we use the critical points and critical values of the
map (cf. [14]).
Lemma 2.1. Let A = (aij ), B = (bij ) ∈ M2 with a11 = a22 and b11 = b22, and let
(0, 0) ∈ W(A,B). Then
(i) W(Aλ− B) = {R(X, Y )+ iI (X, Y ) : X2 + Y 2  1, x2 + y2 /= 0}, where
R(X, Y ) = x u+ y v
x2 + y2 , I (X, Y ) =
x v − y u
x2 + y2
and x = a1 + b1 X, y = a2 + c2 Y, u = a3 + b3 X + c3 Y, v = a4 + b4 X +
c4 Y.
(ii) Let J (X, Y ) be the Jacobian of the map (X, Y ) → (R(X, Y ), I (X, Y )), for
(X, Y ) ∈ R2, X2 + Y 2  1. Then
J (X, Y )=det
((
R(X, Y )/X R(X, Y )/Y
I (X, Y )/X I (X, Y )/Y
))
= L(X, Y )(
(a1 + b1X)2 + (a2 + c2Y )2
)2 ,
where L(X, Y ) is the following linear form in X, Y
L(X, Y ) = (a3b1b3c2 − a1b23c2 + a4b1b4c2 − a1b24c2 + a4b21c3
− a2b1b3c3 − a1b1b4c3 − a3b21c4 + a1b1b3c4 − a2b1b4c4)X
+ (−a4b3c22 + a3b4c22 + a3b1c2c3 − a1b3c2c3 − a2b4c2c3
− a2b1c23 + a4b1c2c4 + a2b3c2c4 − a1b4c2c4 − a2b1c24) Y
+ (a23b1c2 + a24b1c2 − a1a3b3c2 − a2a4b3c2 + a2a3b4c2
− a1a4b4c2 − a2a3b1c3 + a1a4b1c3 − a21b4c3 − a22b4c3
− a1a3b1c4 − a2a4b1c4 + a21b3c4 + a22b3c4).
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The Jacobian J (X, Y ) is defined on the unit disc X2 + Y 2  1 except a1 +
b1X + i(a2 + c2Y ) = 0.
Proof. From the assumption a11 = a22 and b11 = b22, we have d3 = d4 = 0 in (2),
and (i) follows. Part (ii) is a direct computation of the Jacobian J (X, Y ). 
Let f (x) = ax + b and g(x) = cx2 + dx + e. The resultant of f and g with re-
spect to x is defined by
det



a b 00 a b
c d e



 = a2e + b2c − abd.
To eliminate the variable x for the two equations f (x) = 0, g(x) = 0, by a standard
way, we have x = −b/a from f (x) = 0, and then substitute it into the equation
g(x) = 0, we obtain the relation a2e − abd + b2c = 0, which is the same as that the
resultant of f and g is 0. We will frequently use resultant to eliminate a variable for
equations.
Lemma 2.2. Let A = (aij ), B = (bij ) ∈ M2 with a11 = a22 and b11 = b22, and let
(0, 0) ∈ W(A,B). Let L(X, Y ) be the linear form in Lemma 2.1(ii). Define the set
J0 = {(X, Y ) ∈ R2 : L(X, Y ) = 0, X2 + Y 2  1, a1 + b1X + i(a2 + c2Y ) /= 0}. If
L(X, Y ) is a non-zero linear form, then R(X, Y )+ iI (X, Y ) is constant on J0. If
L(X, Y ) is identically zero, then for every X2 + Y 2 < 1, R(X, Y )+ iI (X, Y ) is
equal to R(X0, Y0)+ iI (X0, Y0) for some X20 + Y 20 = 1.
Proof. We write L(X, Y ) = αX + βY + γ for abbreviation, where α, β, γ are the
corresponding coefficients ofL(X, Y ) in Lemma 2.1(ii). First we treat the case α /= 0
or β /= 0. Suppose that α /= 0. By the relation in Lemma 2.1(i), we have, for each
(X, Y ) ∈ J0,
K1(X, Y,R(X, Y ))
.=(x(X, Y )2 + y(X, Y )2)R(X, Y )
−(x(X, Y ) u(X, Y )+ y(X, Y ) v(X, Y )) = 0, (3)
and
K2(X, Y,R(X, Y ))
.=(x(X, Y )2 + y(X, Y )2)I (X, Y )
−(x(X, Y ) v(X, Y )− y(X, Y ) u(X, Y )) = 0. (4)
To eliminate the variable X for the equationsL(X, Y ) = 0 andK1(X, Y,R(X, Y )) =
0, we take the resultant of K1(X, Y,R(X, Y )) and L(X, Y ) with respect to X. We
obtain
K(ai, bj , ck, R(X, Y ))P (ai, bj , ck, Y ) = 0, (5)
where
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K(ai, bj , ck, R(X, Y ))
= ((b1c2a3 − a1b3c2 − a2c3b1)2
+ (b1c2a4 − a1b4c2 − a2c4b1)2) R(X, Y )
+ (−a24b1b3c22 + a3a4b1b4c22 + a1a4b3b4c22 − a1a3b24c22 + a3a4b21c2c3
− a1a4b1b3c2c3 − a1a3b1b4c2c3 − a2a4b1b4c2c3 + a21b3b4c2c3
+ a1a2b24c2c3 − a2a4b21c23 + a1a2b1b4c23 − a23b21c2c4 + 2a1a3b1b3c2c4
+ 2a2a4b1b3c2c4 − a21b23c2c4 − a2a3b1b4c2c4 − a1a2b3b4c2c4
+ a2a3b21c3c4 − a1a2b1b3c3c4 + a22b1b4c3c4 − a22b1b3c24) (6)
and
P(ai, bj , ck, Y )=((b1c3 + b4c2)2 + (b1c4 − b3c2)2)Y 2
+ 2(−a4b1b3c2 + a2b23c2 + a3b1b4c2 + a2b24c2 + a3b21c3
− a1b1b3c3 + a2b1b4c3 + a4b21c4−a2b1b3c4−a1b1b4c4) Y
+ ((a3b1 − a1b3 + a2b4)2 + (a4b1 − a2b3 − a1b4)2).
Suppose P(ai, bj , ck, Y ) = 0 on J0. Then the coefficients of P(ai, bj , ck, Y ) are
indentically zero, and we obtain
b1c3 + b4c2 = 0, b1c4 − b3c2 = 0,
a3b1 − a1b3 + a2b4 = 0, a4b1 − a2b3 − a1b4 = 0.
Hence
c3 = −c2b4
b1
, c4 = c2b3
b1
, a3 = a1 b3
b1
− a2 b4
b1
, a4 = a1 b4
b1
+ a2 b3
b1
.
Substituting these relations into the coefficient α of L(X, Y ), we compute that
α=(b1b3c2 − b21c4)a3 + (b21c3 + b1b4c2)a4 − a1b23c2 − a1b24c2
−a2b1b3c3 − a1b1b4c3 + a1b1b3c4 − a2b1b4c4
=0, (7)
a contradiction to the assumption that α /= 0. Hence P(ai, bj , ck, Y ) is not identical-
ly zero on J0. Thus, from (5),
K(ai, bj , ck, R(X, Y )) = 0 (8)
on J0.
If the coefficent of R(X, Y ) in Eq. (6) is 0, then
(b1c2a3 − a1b3c2 − a2c3b1)2 + (b1c2a4 − a1b4c2 − a2c4b1)2 = 0.
It follows that
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a3 = a1 b3
b1
+ a2 c3
c2
and a4 = a1 b4
b1
+ a2 c4
c2
. (9)
Substituting (9) into (7), we obtain α = 0, a contradiction again. Thus R(X, Y ) is
determined constantly on J0 by Eq. (8). Similarly, we obtain that I (X, Y ) is also con-
stant on J0 by taking the resultant of L(X, Y ) and K2(X, Y,R(X, Y )) with respect
to Y . The case when β /= 0 can be treated in a similar way.
Second we deal with the case α = β = 0. We consider the case b1 /= 0, c2 /= 0.
The coefficients α and β are rewritten in following forms, and the following simul-
taneous equations are solvable for a3, a4:
α=p11a3 + p12a4 + q1
=(b1b3c2 − b21c4)a3 + (b21c3 + b1b4c2)a4 + (−a1b23c2 − a1b24c2
−a2b1b3c3 − a1b1b4c3 + a1b1b3c4 − a2b1b4c4)
=0
β=p21 + p22a4 + q2
=(b1c2c3 + b4c22)a3 + (−b3c22 + b1c2c4)a4 + (−a1b3c2c3
−a2b4c2c3 − a2b1c23 + a2b3c2c4 − a1b4c2c4 − a2b1c24)
=0.
Denote the corresponding determinant δ = p11 p22 − p12 p21. Then
δ = −b1c2
(
(b3c2 − b1c4)2 + (b4c2 + b1c3)2
)
.
If δ /= 0, then a3, a4 are given by
a3 = a1b3c2 + a2b1c3
b1c2
= a1b3
b1
+ a2c3
c2
,
a4 = a1b4c2 + a2b1c4
b1c2
= a1b4
b1
+ a2c4
c2
.
In this case the coefficient γ = 0, and R(X, Y ) and I (X, Y ) satisfy the equation
R(X, Y )2 + I (X, Y )2 +
(
−b3
b1
− c4
c2
)
R(X, Y )
+
(
−b4
b1
+ c3
c2
)
I (X, Y )+ b3c4 − b4c3
b1c2
= 0.
From this equation and the intermediate value theorem, we obtain that R(X, Y )+
iI (X, Y ) for X2 + Y 2 < 1 is equal to R(X0, Y0)+ iI (X0, Y0) for some X20 + Y 20 =
1. The condition δ = 0 implies a3 = a1b3/b1 and a2 b4 = 0. The range W(Aλ− B)
reduces to {(1/b1)(b3 + i b4)} if a2 = 0, b4 /= 0, and reduces to {b3/b1} if b4 = 0,
and thus R(X, Y )+ iI (X, Y ) = R(X0, Y0)+ iI (X0, Y0) also holds. The case when
c2 = 0 or b1 = 0 can be treated in a similar way. 
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Note that the conditions x2 + y2 /= 0 in Lemma 2.1 and a1 + b1X + i(a2 + c2Y )
/= 0 in Lemma 2.2 mean that the only finite values of the numerical range W(Aλ−
B) are considered, i.e., fractions of the form w∗Bw/w∗Aw have non-zero denomi-
nators.
Let K1(s) = A4s4 + A3s3 + A2s2 + A1s + A0 and K2(s) = B4s4 + B3s3 +
B2s2 + B1s + B0 be two scalar polynomials. If A4 and B4 are not all 0, the resultant
of K1 and K2 with respect to s is defined by
R(K1,K2; s) = det


A4 A3 A2 A1 A0 0 0 0
0 A4 A3 A2 A1 A0 0 0
0 0 A4 A3 A2 A1 A0 0
0 0 0 A4 A3 A2 A1 A0
B4 B3 B2 B1 B0 0 0 0
0 B4 B3 B2 B1 B0 0 0
0 0 B4 B3 B2 B1 B0 0
0 0 0 B4 B3 B2 B1 B0


.
If A4 = B4 = 0 and A3, B3 are not all 0, the resultant of K1 and K2 with respect to
s becomes
R(K1,K2; s) = det


A3 A2 A1 A0 0 0
0 A3 A2 A1 A0 0
0 0 A3 A2 A1 A0
B3 B2 B1 B0 0 0
0 B3 B2 B1 B0 0
0 0 B3 B2 B1 B0


.
Similar notation for the resultant of K1 and K2 with lower degree.
Lemma 2.3. Let K1(s) = A4s4 + A3s3 + A2s2 + A1s + A0 and K2(s) = B4s4 +
B3s3 + B2s2 + B1s + B0 be scalar polynomials with coefficients Aj = aj U + bj ,
Bj = aj V + cj , j = 0, 1, 2, 3, 4 and aj , bj , cj be real numbers.
(i) If at least one of a4, b4, c4 is non-zero, then
R(K1,K2; s) =
∑
0i+j4
Qi,j (ak, bm, cn) U
i V j ,
where all Qi,j (ak, bm, cn) are homogeneous polynomials with degree 8 in the
indeterminates ak, bm, cn (k,m, n = 0, 1, 2, 3, 4).
(ii) If a4 = b4 = c4 = 0 and at least one of a3, b3, c3 is non-zero, then
R(K1,K2; s) =
∑
0i+j3
Qi,j (ak, bm, cn) U
i V j .
(iii) If a4 = b4 = c4 = a3 = b3 = c3 = 0 and at least one of a2, b2, c2 is non-zero,
then
R(K1,K2; s) =
∑
0i+j2
Qi,j (ak, bm, cn) U
i V j .
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(iv) If a4 = b4 = c4 = a3 = b3 = c3 = a2 = b2 = c1 = 0 and at least one of a1,
b1, c1 is non-zero, then
R(K1,K2; s) = (a1c0 − a0c1) U − (a1b0 − a0b1) V + (b1c0 − b0c1).
Remark 2.1. In (i)–(iii), all the coefficients Qi,j (0  i + j  4) are 0 if and
only if three polynomials a4 s4 + a3 s3 + a2 s2 + a1 s + a0, b4s4 + · · · + b0, c4 and
c4s4 + · · · + c0 have a common linear factor s − α (α ∈ R) or a common quadrat-
ic factor s2 + 2βs + γ (β, γ ∈ R, β2 − γ < 0). Moreover, α, β and γ are rational
whenever ak , bm, cn are rational.
Let f (x, y) ∈ R[x, y] be a non-zero real irreducible polynomial. The curve
{(x, y) ∈ R2 : f (x, y) = 0} is called rational (cf. [16, p. 67]) if there exist real
rational functions φ(s), ψ(s) so that every point (x, y) ∈ R2 satisfying f (x, y) = 0
is represented by x = φ(s), y = ψ(s) except finitely many (x, y).
We are now ready to prove the main result in this section.
Theorem 2.4. Let A = (aij ), B = (bij ) ∈ M2 with a11 = a22 and b11 = b22, and
let (0, 0) ∈ W(A,B). Then:
(i) Every boundary point of W(Aλ− B) is represented by ξ∗Bξ/ξ∗Aξ, ξ =
[1, eiϕ]T for some ϕ ∈ R.
(ii) The boundary of W(Aλ− B) lies on a rational curve of degree at most 4,
that is, there is a non-zero irreducible real polynomial H(x, y) ∈ R[x, y] with
deg(H)  4 such that W(Aλ− B) ⊂ {x + i y : (x, y) ∈ R2, H(x, y) = 0}
which is a rational curve.
Proof. We observe first that the vector ξ = [1, eiϕ]T in (i) corresponds to the condi-
tion | cos(s)| = | sin(s)| for the unit vector [cos(s), sin(s)eiϕ]T in the representation
of (1). In this case, Z = cos(2s) = 0, and thus, to prove (i), it suffices to show
W(Aλ− B) ⊂ {R(X, Y )+ i I (X, Y ) : (X, Y ) ∈ R2, X2 + Y 2 = 1}, (10)
By Lemma 2.1(ii), the Jacobian J (X, Y ) is defined on the unit disc X2 + Y 2  1
except a1 + b1X + i(a2 + c2Y ) = 0.
If (X0, Y0) is an interior point of the disc X2 + Y 2  1 with a1 + b1X0 + i (a2 +
c2Y0) /= 0, and satisfies the Jacobian J (X0, Y0) /= 0, we apply Taylor expansion:
R(X, Y )=R(X0, Y0)+ k11 (X −X0)+ k12 (Y − Y0)
+h1 (X −X0)2 + h2 (X −X0)(Y − Y0)+ h3(Y − Y0)2 + · · · ,
I (X, Y )=I (X0, Y0)+ k21 (X −X0)+ k22 (Y − Y0)
+m1 (X −X0)2 +m2 (X −X0)(Y − Y0)+m3 (Y − Y0)2 + · · · ,
where
k11 = R(X, Y )/X, k12 = R(X, Y )/Y,
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k21 = I (X, Y )/X, k22 = I (X, Y )/Y.
By the inverse mapping therem, we may solve the above equations near (X0, Y0).
Hence the point (R(X0, Y0), I (X0, Y0)) is an interior point of the set
{(R(X, Y ), I (X, Y )) :(X, Y ) ∈ R2, X2 + Y 2  1,
a1 + b1X + i (a2 + c2Y ) /= 0}.
If (X0, Y0) is an interior point of the disc X2 + Y 2  1 with a0 + b1X0 + i (a2 +
c2Y0) /= 0, and satisfies the Jacobian J (X0, Y0) = 0, then the point (X0, Y0) lies on
the line segment L(X, Y ) = 0. By Lemma 2.2, (R(X, Y ), I (X, Y )) is constant on
this line segment, and thus the point (R(X0, Y0), I (X0, Y0)) is equal to (R(X1, Y1),
I (X1, Y1)) which is an endpoint of L(X, Y ) = 0 with X2 + Y 2 = 1. This proves (i).
From (i), we parameterize the boundary points of W(Aλ− B) by
R(s)
.= R(X, Y ) = x(s) u(s)+ y(s) v(s)
x(s)2 + y(s)2 ,
I (s)
.= I (X, Y ) = x(s) v(s)− y(s) u(s)
x(s)2 + y(s)2 ,
(11)
where
x(s) = a1 + b1 1 − s
2
1 + s2 , y(s) = a2 + c2
2s
1 + s2 ,
u(s) = a3 + b3 1 − s
2
1 + s2 + c3
2s
1 + s2 , v(s) = a4 + b4
1 − s2
1 + s2 + c4
2s
1 + s2 ,
the parameter s varies on the real line −∞ < s <∞. Since R(X, Y ) and I (X, Y )
are represented by two rational functions in s, the boundary of W(Aλ− B) is a
real rational curve. By a known result (cf. [16, pp. 66–69, 149–151]) there exists a
unique irreducible polynomial H , up to a constant mutiple, such that H(R(X, Y ),
I (X, Y )) = 0 for all (X, Y ) ∈ R2 with X2 + Y 2 = 1.
Substituting the parameterization (11) into (3) and (4), we obtain
K1(s, R(s))=(((a1 − b1)2 + a22) R(s)+ (−a1a3 − a2a4 + a3b1 + a1b3
− b1b3 + a2b4)) s4 + (4a2c2R(s)+ (−2a4c2 + 2b4c2 − 2a1c3
+ 2b1c3 − 2a2c4)) s3 + (2 (a21 + a22 − b21 + 2c22) R(s)
+ (−2a1a3 − 2a2a4 + 2b1b3 − 4c2c4) s2 + (4a2c2R(s)
+ (−2a4c2 − 2b4c2 − 2a1c3 − 2b1c3 − 2a2c4)) s
+ ((a1 + b1)2 + a22)R(s)+ (−a1a3 − a2a4 − a3b1
− a1b3 − b1b3 − a2b4)
=0
and
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K2(s, I (s))=(((a1 − b1)2 + a22) I (s)+ (a2a3 − a1a4 + a4b1 − a2b3
+ a1b4 − b1b4)) s4 + (4a2c2I (s)+ (2a3c2 − 2b3c2 + 2a2c3
− 2a1c4 + 2b1c4)) s3 + (2(a21 + a22 − b21 + 2c22) I (s)
+ (2a2a3 − 2a1a4 + 2b1b4 + 4c2c3)) s2 + (4a2c2I (s)
+ (2a3c2 + 2b3c2 + 2a2c3 − 2a1c4 − 2b1c4)) s + ((a1 + b1)2
+ a22)I (s)+ (a2a3 − a1a4 − a4b1 + a2b3 − a1b4 − b1b4)
=0.
We assume the generic case b1 /= 0, c2 /= 0. The case b1 = 0 or c2 = 0 can be
treated similarly. If the coefficients of s4 in K1(s, R(s)) and K2(s, I (s)) are 0, then
a1 = b1 and a2 = 0. It follows that the respective coefficients of s3 in K1(s, R(s))
and K2(s, I (s)) are given by −2c2(a4 − b4) and 2c2(a3 − b3). Hence at least one of
these coefficients is non-zero unless (0, 0) ∈ W(A,B).
If K1(s, R(s)) and K2(s, I (s)) have no common factor, we take the resultant of
quartic polynomials K1(s, R(s)) and K2(s, I (s)) with respect to s. By Lemma 2.3,
the resultant H(R(s), I (s)) of K1 and K2 satisfies H(R(s), I (s)) = 0 for every s ∈
R and deg(H)  4.
If K1(s, R(s)) and K2(s, I (s)) have a common factor T (s), then the following
three polynomials:
(s2 + 1)2 (x(s)2 + y(s)2)
= ((a1 − b1)2 + b21) s4 + 4a2c2s3 + 2 (a21 + a22 − b21 + 2c22) s2
+ 4a2c2s + (a1 + b1)2 + a22,
−(s2 + 1)2 (x(s) u(s)+ y(s) v(s))
= (−a1a3 − a2a4 + a3b1 + a1b3 − b1b3 + a2b4) s4
+ (−2a4c2 + 2b4c2 − 2a1c3 + 2b1c3 − 2a2c4) s3
+ (−2a1a3 − 2a2a4 + 2b1b3 − 4c2c4) s2
+ (−2a4c2 − 2b4c2 − 2a1c3 − 2b1c3 − 2a2c4) s
+ (−a1a3 − a2a4 − a3b1 − a1b3 − b1b3 − a2b4),
−(s2 + 1)2 (x(s) v(s)− y(s) u(s))
= (a2a3 − a1a4 + a4b1 − a2b3 + a1b4 − b1b4) s4
+ (2a3c2 − 2b3c2 + 2a2c3 − 2a1c4 + 2b1c4) s3
+ (2a2a3 − 2a1a4 + 2b1b4 + 4c2c3) s2
+ (2a3c2 + 2b3c2 + 2a2c3 − 2a1c4 − 2b1c4) s
+ (a2a3 − a1a4 − a4b1 + a2b3 − a1b4 − b1b4).
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have a common factor. We take the resultant HT (R(s), I (s)) of K1(s, R(s))/T (s)
andK2(s, I (s))/T (s)with respect to s. ThenH is non-zero, deg(HT (R(s), I (s))) 
3 and HT (R(X, Y ), I (X, Y )) = 0 holds for all X2 + Y 2 = 1. The proof of the
theorem is complete. 
Remark 2.2. We give a typical example of the case K1(s, R(s)) and K2(s, I (s))
having a common factor. Such a case is given by b1 /= 0, c2 /= 0, 0 ∈ W(A). We
parameterize the unit circle X2 + Y 2 = 1 as follows:
X = cos(α)1 − t
2
1 + t2 + sin(α)
2t
1 + t2 , Y = − sin(α)
1 − t2
1 + t2 + cos(α)
2t
1 + t2 ,
where α is chosen so that a1 − b1 cos(α) = 0 and a2 + c2 sin(α) = 0. Then
(1 + t2)2(x(X, Y )2 + y(X, Y )2)
= [(a1 − b1 cos(α))2 + (a2 + c2 sin(α))2] t4 + · · ·
Thus the coefficient of t4 in the polynomial vanishes. We use the notation: p =
cos(α) and q = sin(α). Then
(1 + t2)2 [−x(t) u(t)− y(t) v(t)]
= 2[−b1q (a3 − b3p + c3q)− c2p (a4 − b4p + c4q)] t3 + · · ·
and
(1 + t2)2 [−x(t) v(t)+ y(t) u(t)]
= 2[c2p (a3 − b3p + c3q)− b1q (a4 − b4p + c4q)] t3 + · · ·
Note that a3 − b3p + c3q = u(− cos(α), sin(α)), a4 − b4p + c4q = v(− cos(α),
sin(α)). Since x(− cos(α), sin(α)) = 0 and y(− cos(α), sin(α)) = 0, it follows that
the condition a3 − b3p + c3q = a4 − b4p + c4q = 0 implies (0, 0) ∈ W(A,B).
Next we observe that
det
(−b1q −c2p
c2p −b1q
)
=−b21 q2 − c22 p2
−min(b21, c22)(q2 + p2)
=−min(b21, c22) < 0.
Hence at least one of the coefficients 2[−b1q (a3 − b3p + c3q)− c2p (a4 − b4p +
c4q)] and 2[c2p (a3 − b3p + c3q)− b1q (a4 − b4p + c4q)] is non-zero otherwise
(0, 0) ∈ W(A,B). By Lemma 2.3, the resultant H(R(t), I (t)) of K1(t, R(t)) and
K2(t, I (t)) satisfies H(R(t), I (t)) = 0 for every t ∈ R and deg(H)  3.
Example 1. Let
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A =
(
4 + 3i −1
3 4 + 3i
)
, B =
(
4 −7
9 4
)
.
We find that the corresponding coefficients in (2) are given by a1 = 4, b1 = 1, a2 =
3, c2 = 2, a3 = 4, b3 = 1, c4 = 8 and c3 = d3 = a4 = b4 = d4 = 0. It follows that
x = 4 +X, y = 3 + 2Y, u = 4 +X, v = 8Y . The real part R(s) = R(X(s), Y (s))
and the imaginary part I (s) = I (X(s), Y (s)) of the rational function
u+ i v
x + i y =
4 +X + 8i Y
4 +X + 2i Y
become
R(s) = 9s
4 + 48s3 + 94s2 + 48s + 25
2(9s4 + 12s3 + 32s2 + 12s + 17) ,
I (s) = −3(3s
2 + 5)(s2 − 4s + 1)
2(9s4 + 12s3 + 32s2 + 12s + 17) ,
where
X = X(s) = 1 − s
2
1 + s2 , Y = Y (s) =
2s
1 + s2 .
Taking the resultant of
(1 + s2)2
(
(x2 + y2) R(s)− (x u+ y v)
)
and
(1 + s2)2
(
(x2 + y2) I (s)− (x v − y u)
)
,
we have that the curve H(x, y) = 0 in Theorem 2.4(ii) that contains the boundary of
W(Aλ− B) is given by
H(x, y)=320 − 800x + 663x2 − 206x3 + 23x4 + 512y − 640xy + 128x2y
+ 352y2 − 206xy2 + 46x2y2 + 128y3 + 23y4.
The range W(Aλ− B) and the quartic rational curve H(x, y) = 0 are displayed in
Fig. 1.
Example 2. Let
A =
(
1 0
2 1
)
, B =
(
4 1
5 4
)
.
Then H(x, y) = −28 + 36x − 15x2 + 2x3 − 5y2 + 2xy2. The range W(Aλ− B)
and the cubic rational curve H(x, y) = 0 are displayed in Fig. 2. Note that W(Aλ−
B) is unbounded, and (2, 0) is an isolated point on the curve H(x, y) = 0, but not a
boundary point of W(Aλ− B).
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Fig. 1.
Fig. 2.
3. Lagrange method
In this section, we continue the study the numerical range of linear pencils of
general 2-by-2 matrices. Let A,B ∈ M2. Without loss of generality, we may assume
A has constant diagonal. We represent A and B in the following forms:
A =
(
a1 + i a2 b1 − c2
b1 + c2 a1 + i a2
)
, (12)
B =
(
a3 + d3 + i a4 + i d4 b3 − c4 + i c3 + i b4
b3 + c4 − i c3 + i b4 a3 − d3 + i a4 − i d4
)
. (13)
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Theorem 3.1. Let A,B ∈ M2 be given by (12) and (13), respectively. Let (0, 0) /∈
W(A). Then
(i) W(Aλ− B) is the set of the complex forms
F(X, Y,Z) = (a3 + i a4)+ (b3 + i b4)X + (c3 + i c4) Y + (d3 + i d4) Z
(a1 + i a2)+ b1X + i c2Y ,
where (X, Y, Z) ∈ S2 = {(X, Y, Z) ∈ R3 : X = sin(2s) cos(ϕ), Y = − sin(2s)
sin(ϕ), Z = cos(2s), 0  s  π, 0  ϕ  2π} and (X, Y, Z) /∈ D = {(X, Y, Z)
∈ S2, (a1 + i a2)+ b1X + i c2Y = 0}.
(ii) W(Aλ− B) ⊂ {F(X, Y,Z) : (X, Y, Z) ∈ S2\D,M(X, Y,Z) = 0},
where
M(X, Y,Z) = α11X2 + α22Y 2 + α33Z2 + α12XY + α13XZ + α23Y Z
+ β1X + β2Y + β3Z
is a real quadratic polynomial on S2, and the corresponding coefficients are
given by
α11=a3b1c2d3 + a1b3c2d3 + a2b4c2d3 − 2a1b1c4d3
+ a4b1c2d4 − a2b3c2d4 + a1b4c2d4 + 2a1b1c3d4,
α22=a3b1c2d3 + 2a2b4c2d3 + a2b1c3d3 − a1b1c4d3
+ a4b1c2d4 − 2a2b3c2d4 + a1b1c3d4 + a2b1c4d4,
α33=2a3b1c2d3 − a1b3c2d3 + a2b4c2d3 − a2b1c3d3 − a1b1c4d3
+ 2a4b1c2d4 − a2b3c2d4 − a1b4c2d4 + a1b1c3d4 − a2b1c4d4,
α12=−a4b21d3 + a2b1b3d3 + a1b1b4d3 + a4c22d3 + a1c2c3d3 − a2c2c4d3
+ a3b21d4− a1b1b3d4 + a2b1b4d4− a3c22d4 + a2c2c3d4 + a1c2c4d4,
α13=a3b1b3c2 − a1b23c2 + a4b1b4c2 − a1b24c2 + a4b21c3 − a2b1b3c3
− a1b1b4c3 − a3b21c4 + a1b1b3c4 − a2b1b4c4 + a1c2d23 + a1c2d24 ,
α23=−a4b3c22 + a3b4c22 + a3b1c2c3 − a1b3c2c3 − a2b4c2c3 − a2b1c23
+ a4b1c2c4 + a2b3c2c4 − a1b4c2c4 − a2b1c24 + a2b1d23 + a2b1d24 ,
β1=a1a3c2d3 + a2a4c2d3 − a21c4d3 − a22c4d3 − a2a3c2d4 + a1a4c2d4
+ a21c3d4 + a22c3d4 + b1b3c2d3 − b21c4d3 + b1b4c2d4 + b21c3d4,
β2=a2a3b1d3 − a1a4b1d3 + a21b4d3 + a22b4d3 + a1a3b1d4 + a2a4b1d4
− a21b3d4 − a22b3d4 + b4c22d3 + b1c2c3d3 − b3c22d4 + b1c2c4d4,
β3=a23b1c2 + a24b1c2 − a1a3b3c2 − a2a4b3c2 + a2a3b4c2 − a1a4b4c2
− a2a3b1c3 + a1a4b1c3 − a21b4c3 − a22b4c3 − a1a3b1c4 − a2a4b1c4
+ a21b3c4 + a22b3c4 + b1c2d23 + b1c2d24 .
Proof. Part (i) follows immediately from representation (1) and the parameters de-
scribed in Lemma 2.1(i). For part (ii), we writeF(X, Y,Z) = R(X, Y,Z)+ iI (X, Y,
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Z), (X, Y,Z) ∈ S2\D. Let F(X0, Y0, Z0) be a boundary point of W(Aλ− B), and
(u, s) be a local coordinate near the point (X0, Y0, Z0). Then the Jacobian
J (u, s) = det
((
R(X, Y,Z)/u R(X, Y,Z)/s
I (X, Y, Z)/u I (X, Y, Z)/s
))
= 0
at the point (X0, Y0, Z0). Hence the two real row vectors (R/u R/s) and
(I/u I/s) are linearly dependent, and hence there exists a real number t such
that
(R/u R/s)+ t (I/u I/s) = 0,
that is,
R
u
+ t I
u
= 0,
R
s
+ t I
s
= 0.
It follows that (X0, Y0, Z0) is a stationary point of the function G(X, Y,Z; t) .=
R(X, Y,Z)+ tI (X, Y, Z) on S2. By Lagrange’s method, every stationary point (X0,
Y0, Z0) ∈ S2 satisfies the equations
X0GY (X0, Y0, Z0; t)− Y0GX(X0, Y0, Z0; t) = 0, (14)
X0GZ(X0, Y0, Z0; t)− Z0GX(X0, Y0, Z0; t) = 0, (15)
Y0GZ(X0, Y0, Z0; t)− Z0GY (X0, Y0, Z0; t) = 0. (16)
We will eliminate the parameter t from Eqs. (14)–(16), and the obtaining surface
intersects with S2 is the required surface M(X, Y,Z) = 0. To do this, we compute
the resultants of any two functions of XGY − YGX, XGZ − ZGX, YGZ − ZGY
with respect to t . We obtain that the resultant of XGY − YGX and XGZ − ZGX
with respect to t is
M1(X, Y, Z)(X (a1 − i a2 + b1X − i c2Y )2 (a1 + i a2 + b1X + i c2Y )2), (17)
the resultant of XGY − YGX and YGZ − ZGY with respect to t is
M1(X, Y, Z)(Y (a1 − i a2 + b1X − i c2Y )2 (a1 + i a2 + b1X + i c2Y )2), (18)
and the resultant of XGZ − ZGX and YGZ − ZGY with respect to t is
M1(X, Y, Z)(Z (a1 − i a2 + b1X − i c2Y )2 (a1 + i a2 + b1X + i c2Y )2), (19)
where
M1(X, Y, Z)=(a1a3c2d3 + a2a4c2d3 − a21c4d3 − a22c4d3 − a2a3c2d4
+ a1a4c2d4 + a21c3d4 + a22c3d4)X + (a3b1c2d3 + a1b3c2d3
+ a2b4c2d3 − 2a1b1c4d3 + a4b1c2d4 − a2b3c2d4 + a1b4c2d4
+ 2a1b1c3d4)X2 + (b1b3c2d3 − b21c4d3 + b1b4c2d4
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+ b21c3d4)X3 + (a2a3b1d3 − a1a4b1d3 + a21b4d3 + a22b4d3
+ a1a3b1d4 + a2a4b1d4 − a21b3d4 − a22b3d4) Y + (−a4b21d3
+ a2b1b3d3 + a1b1b4d3 + a4c22d3 + a1c2c3d3 − a2c2c4d3
+ a3b21d4 − a1b1b3d4 + a2b1b4d4 − a3c22d4 + a2c2c3d4
+ a1c2c4d4)X Y + (b4c22d3 + b1c2c3d3 − b3c22d4
+ b1c2c4d4)X2 Y + (a3b1c2d3 + 2a2b4c2d3 + a2b1c3d3
− a1b1c4d3 + a4b1c2d4 − 2a2b3c2d4 + a1b1c3d4
+ a2b1c4d4) Y 2 + (b1b3c2d3 − b21c4d3 + b1b4c2d4
+ b21c3d4)X Y 2 + (b4c22d3 + b1c2c3d3 − b3c22d4
+ b1c2c4d4) Y 3 + (a23b1c2 + a24b1c2 − a1a3b3c2 − a2a4b3c2
+ a2a3b4c2 − a1a4b4c2 − a2a3b1c3 + a1a4b1c3 − a21b4c3
− a22b4c3 − a1a3b1c4 − a2a4b1c4 + a21b3c4 + a22b3c4)Z
+ (a3b1b3c2 − a1b23c2 + a4b1b4c2 − a1b24c2 + a4b21c3
− a2b1b3c3 − a1b1b4c3 − a3b21c4 + a1b1b3c4 − a2b1b4c4
+ a1c2d23 + a1c2d24 )X Z + (b1c2d23 + b1c2d24 )X2 Z
+ (−a4b3c22 + a3b4c22 + a3b1c2c3 − a1b3c2c3 − a2b4c2c3
− a2b1c23 + a4b1c2c4 + a2b3c2c4 − a1b4c2c4 − a2b1c24
+ a2b1d23 + a2b1d24 )Y Z + (b1c2d23 + b1c2d24 ) Y 2 Z
+ (2a3b1c2d3 − a1b3c2d3 + a2b4c2d3 − a2b1c3d3 − a1b1c4d3
+ 2a4b1c2d4 − a2b3c2d4 − a1b4c2d4 + a1b1c3d4
− a2b1c4d4) Z2 + (b1b3c2d3 − b21c4d3 + b1b4c2d4
+ b21c3d4)X Z2 + (b4c22d3 + b1c2c3d3 − b3c22d4
+ b1 c2c4d4) Y Z2 + (b1c2d23 + b1c2d24 ) Z3.
Since the point (X0, Y0, Z0) belongs to the domain of F(X, Y,Z), it is clear that
a1 − i a2 + b1X0 − i c2Y0 and a1 + i a2 + b1X + i c2Y in (17)–(19) are not zero.
Thus M1(X, Y, Z) = 0 on S2\D.
Next we observe that the coefficients of X2 Z, Y 2 Z and Z3 of M1(X, Y, Z) are
identically equal to b1c2d23 + b1c2d24 , we simplify the sum of the three terms X2 Z,
Y 2 Z and Z3 into one term (b1c2d23 + b1c2d24 )Z. Similarly, we combine the terms of
X2 Y , Y 3 , Y Z2 as well as the terms of X3, XY 2, XZ2, the real quadratic polyno-
mial M(X, Y,Z) is of the kind required. 
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We recall that a real algebraic plane curve {(x, y) ∈ R2 : H(x, y) = 0} is elliptic
if its complexification  = {(x, y) ∈ C2 : H(x, y) = 0} is elliptic. A complex irre-
ducible curve  is said to be elliptic if there exist two rational functions φ(p, q) and
ψ(p, q) so that (φ(x, y), ψ(x, y)) runs along the curve
˜ = {(X, Y ) ∈ C2 : Y 2 = 4X3 − g2X − g3 = 0}, g32 − 27g23 /= 0
whenever (x, y) varies along the curve . Moreover, for every point (X, Y ) of ˜
there exists a unique point (x, y) ∈  satisfying (X, Y ) = (φ(x, y), ψ(x, y)) and
this (x, y) can be expressed by x = (X, Y ) and y = (X, Y ) for some rational
functions  and . It is known that an irreducible curve  is elliptic if and only
if the genus of  is 1. (For the definition of the genus of a curve, see [2] and its
references.)
Remark 3.1. As we showed in Theorem 2.4, the boundary of W(Aλ− B) lies on
a rational curve if A and B have constant diagonal. We find that, in some cases,
the curve  = {(X, Y, Z) ∈ S2,M(X, Y,Z) = 0} is a space curve of genus 1, and is
therefore an elliptic curve.
If α13 /= 0 or α23 /= 0 in M(X, Y,Z) = 0, then we have
Z = −α11X
2 + α12XY + α22Y 2 + α33Z2 + β1X + β2Y
β3 + α13X + α23Y . (20)
Substituting (20) into X2 + Y 2 + Z2 − 1 = 0, we obtain
(β3 + α13X + α23Y )2 (X2 + Y 2)+ (α11X2 + α12XY + α22Y 2
+ α33(1 −X2 − Y 2)+ β1X + β2Y )2 − (β3 + α13X + α23Y )2 = 0. (21)
Curve (21) has two singular points which are the intersection of the curve {(X, Y )
∈ C2 : α11X2 + α12XY + α22Y 2 + α33(1 −X2 − Y 2)+ β1X + β2Y = 0} and the
straight line {(X, Y ) ∈ C2 : β3 + α13X + α23Y = 0}, thus the curve (21) has genus
1 and is an ellitpic curve.
If α13 = α23 = 0 and β3 /= 0, then
−β3Z = α11X2 + α12XY + α22Y 2 + α33Z2 + β1X + β2Y.
Substituting by X2 + Y 2 + Z2 − 1 = 0, we obtain
(α11X
2 + α12XY + α22Y 2 + α33(1 −X2 − Y 2)+ β1X + β2Y )2
+ β23 (X2 + Y 2 − 1) = 0. (22)
Homogenizing (22), we have the polynomial
G(T ,X, Y )=(α11X2 + α12XY + α22Y 2 + α33(T 2 −X2 − Y 2)
+ β1TX + β2T Y )2 + β23 (T 2 X2 + T 2 Y 2 − T 4).
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The quadratic form (α11 − α33)X2 + α12XY + (α22 − α33)Y 2 has two zeros (X1,
Y1) and (X2, Y2) on CP1. The points (T ,X, Y ) = (0, X1, Y1) and (0, X2, Y2) are sin-
gular points of the complex projective quartic curve {[(T ,X, Y )] ∈ CP2 : G(T ,X,
Y ) = 0}. The curve (22) has genus 1, and is an elliptic curve (cf. [5]). We recall
here that the complex projective space CPn−1 is defined as the quotient space of
Cn\{(0, 0, . . . , 0)} under the equivalence relation ∼ which is defined by saying
(z1, z2, . . . , zn) ∼ (w1, w2, . . . , wn) if
w1 = λ z1, w2 = λ z2, . . . , wn = λ zn
for some complex number λ /= 0, and the equivalence class is denoted by
[(z1, z2, . . . , zn)]. In the following, we give a concrete example with W(Aλ− B)
being a real quartic elliptic curve. (For the classification of quartic curves, see, for
example, [12].)
Example 3. We consider a1 = 1, b1 = 1, a2 = −8, c2 = 4, a3 = 3, b3 = 0, c3 =
−1, d3 = 1, a4 = 1, b4 = 0, c4 = 1, d4 = 0. The corresponding 2-by-2 matrices A
and B are given by
A =
(
1 1
1 1
)
+ i
(−8 4i
−4i −8
)
=
(
1 − 8i −3
5 1 − 8i
)
,
B =
(
4 −i
i 2
)
+ i
(
1 i
−i 1
)
=
(
4 + i −1 − i
1 + i 2 + i
)
.
Then U = R(X, Y,Z) and V = I (X, Y, Z) satisfy the equations
−3 + U + 8V + U X + Y − 4V Y − Z = 0, (23)
−1 − 8U + V + V X − Y + 4U Y = 0. (24)
Furthermore, we have
M(X, Y,Z) = 15 − 86X − 5X2 − 29Y + 43XY + 4Y 2 + 24Z.
Solve the equation M(X, Y,Z) = 0 for Z, and substitute it into the equation X2 +
Y 2 + Z2 = 1, we have the equation
G(X, Y )=−351 − 2580X + 7822X2 + 860X3 + 25X4 − 870Y
+ 6278XY − 7106X2 Y − 430X3 Y + 1537Y 2 − 3182XY 2
+ 1809X2 Y 2 − 232Y 3 + 344XY 3 + 16Y 4
=0.
Next, solve (23) for Z, and substitute it into the equation M(X, Y,Z) = 0, we obtain
the equation
57 − 24U − 192V + 86X − 24UX + 5X2 + 5Y
+ 96V Y − 43XY − 4Y 2 = 0. (25)
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Taking the resultant of the functions on the left-hand side of (25) and G(X, Y ) with
respect to Y , we obtain the equation of the type
P(U, V,X) = 0.
Similarly, solve Z for (24), and substitute it into the equation X2 + Y 2 + Z2 = 1,
then take the resultant of it and G(X, Y ) with respect to Y , we obtain the equation of
the type
Q(U, V,X) = 0.
Finally, we take the resultant of P(U, V,X) and Q(U, V,X) with respect to X and
factorize the resultant, we have
H(1, U, V )=16 − 16U + 105U2 − 16U3 + 64U4 − 106V + 106U V
−144U2 V + 209V 2 − 16UV 2 + 128U2 V 2 − 144V 3
+64V 4
=0.
The complex projective curveH(T,U, V ) = 0 has two ordinary double points (T , U,
V ) = (0, 1, i) and (T , U, V ) = (0, 1,−i). Thus the boundary of the numerical range
W(Aλ− B) is contained in the ellitpic curve H(1, U, V ) = 0. The range W(Aλ−
B) and the curve H(1, U, V ) = 0 are displayed in Fig. 3.
Example 4. Let a1 = 3, a2 = 1, a3 = a4 = 0. b1 = 1, c2 = 1. b3 = 1, c3 = 0,
d3 = 1, b4 = 0, c4 = 2, d4 = 0. Then F(X, Y,Z) = R(X, Y,Z)+ iI (X, Y, Z),
where
R(X, Y,Z)= 3X +X
2 + 2Y + 2Y 2 + 3Z +XZ
10 + 6X +X2 + 2Y + Y 2 ,
I (X, Y, Z)=−X + 6Y +XY − Z − Y Z
10 + 6X +X2 + 2Y + Y 2 .
Fig. 3.
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Eqs. (17)–(19) become
(3 − i +X − i Y )(3 + i +X + i Y )Wj (20X + 9X2 +X3 +XY
+ 6Y 2 +XY 2 − 20Z − 6XZ −X2 Z + Y Z − Y 2 Z
+ 9Z2 +XZ2 − Z3) = 0, (26)
where j = 1, 2, 3 and W1 = X,W2 = Y,W3 = Z. Clearly, the point (X, Y ) =
(−3,−1) does not belong to the unit disc X2 + Y 2  1, thus (3 − i +X − i Y )(3 +
i +X + i Y ) /= 0. If Wj = 0 for some j , we consider the case W3 = Z = 0 (similar
argument can be applied to other cases). Then X = sin(2s) cos(ϕ) = cos(ϕ), Y =
− sin(2s) sin(ϕ) = − sin(ϕ), Z = cos(2s) = 0, and we compute the Jacobian
J (u)=det
((
R(X, Y,Z)/u R(X, Y,Z)/s
I (X, Y, Z)/u I (X, Y, Z)/s
))
=−15 + 42 cos(ϕ)+ 3 cos(2ϕ)− sin(2ϕ)
2(11 + 6 cos(ϕ)− 2 sin(ϕ))2 .
Since 0 /∈ W(A), the range W(Aλ− B) is connected and bounded. On the hand,
J (u) has only finitely many zeros. Hence from (26), the boundary points R(X, Y,Z)
+ i I (X, Y, Z) satisify
20X + 9X2 +X3 +XY + 6Y 2 +XY 2 − 20Z − 6XZ
−X2 Z + Y Z − Y 2 Z + 9Z2 +XZ2 − Z3
= 20X +XY − 3Y 2 − 20Z − 6XZ + 9 +X − Z
= 0. (27)
Solving (27) for Z, we have
Z = 9 + 21X +XY − 3Y
2
21 + 6X − Y , (28)
then substituting (28) into X2 + Y 2 + Z2 = 1, we have
H(1, X, Y )=−180 + 63X + 423X2 + 126X3 + 18X4 + 21Y + 15XY
−6X3 Y + 193Y 2 + 63XY 2 + 19X2 Y 2
−21Y 3 − 9XY 3 + 5Y 4
=0. (29)
If we denote U = R(X, Y,Z) and V = I (X, Y, Z), then
(21 + 6X − Y ) (10 + 6X +X2 + 2Y + Y 2) U − (27 + 135X + 60X2
+ 6X3 + 42Y + 12XY + 31Y 2 + 9XY 2 − 2Y 3) = 0, (30)
(21 + 6X − Y ) (10 + 6X +X2 + 2Y + Y 2) V − (−9 − 42X − 6X2
+ 117Y + 36XY + 6X2 Y − 3Y 2 − 2XY 2 + 3Y 3) = 0. (31)
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Taking the resultant of (29) and (30) with respect to Y , we obtain an equation of the
type
P(X,U) = 0.
Similarly, take the resultant of H(1, X, Y ) and (31) with respecct to Y , we obtain an
equation of the type
Q(X,V ) = 0.
Finally, take the resultant of P(X,U) and Q(X,V ) with respect to X, we obtain an
equation for U = R(X, Y ) and V = I (X, Y ):
−8 + 16U + 24U2 − 12U V + 17V 2 − 32U3 + 6U2 V − 32U V 2
+ 6V 3 + 9U4 + 18U2 V 2 + 9V 4 = 0. (32)
Homogenizing the left-hand side of (32), we obtain a quartic polynomial
L(T ,U, V )=−8T 4 + 16T 3 V + 24T 2 U2 − 12T 2 U V + 17T 2 V 2 − 32T U3
+ 6T U2 V − 32T U V 2 + 6T V 3 + 9U4 + 18U2 V 2 + 9V 4.
The complex algebraic curve {(T , U, V ) ∈ CP2 : L(T ,U, V ) = 0} has two ordinary
double points at (T , U, V ) = (0, 1, i) and its conjugate point (T , U, V ) = (0, 1,−i).
The curve has no other singular points. HenceL(T ,X, Y ) is irreducible in C[T ,X, Y ]
and the curve is elliptic. Every boundary point U + iV of W(Aλ− B) ((U, V ) ∈
R2) satisfies L(1, U, V ) = 0.
4. Implicit function method
In this section we give an implicit function expression of the boundary of the
numerical range of linear pencil of A and B as defined by (12) and (13). At first,
we consider the representation F(X, Y,Z) of W(Aλ− B) in Theorem 3.1(i) in the
following form:
F(X, Y,Z) = α˜ + β˜ X + ˜Y + δ˜Z
α + β X + Y + δ Z ,
where α = a1 + i a2, β = b1 + i b2 = b1,  = c1 + i c2 = i c2, δ = d1 + i d2 = 0,
α˜ = a3 + i a4, β˜ = b3 + i b4, ˜ = c3 + i c4, δ˜ = d3 + i d4. Recall from the previous
section, the set
D = {(X, Y, Z) : a1 + b1X = 0, a2 + c2Y = 0, X2 + Y 2  1}.
Proposition 4.1. Let A,B ∈ M2 be given by (12) and (13), and let (0, 0) /∈
W(A,B). Then for a complex number ζ0, the set
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D(ζ0) = {(X, Y, Z) ∈ R3 :X2 + Y 2 + Z2 = 1, (X, Y, Z) /∈ D,
F(X, Y,Z) = ζ0}
satisfies one of the following conditions:
(i) D(ζ0) is an empty set,
(ii) D(ζ0) is a single point,
(iii) D(ζ0) is composed of two points,
(iv) D(ζ0) = {(X, Y, Z) ∈ R3, X2 + Y 2 + Z2 = 1, p X + q Z + r Z = s }, where
(p, q, r) ∈ R3 satisfies p2 + q2 + r2 = 1 and 0  s < 1.
(v) D(ζ0) is the whole sphere S2.
Proof. If F(X, Y,Z) = ζ0, then (X, Y, Z) /∈ D, and
ζ0(α + β X + Y + δ Z)− (α˜ + β˜ X + ˜Y + δ˜Z)
= (ζ0α − α˜)+ (ζ0β − β˜)X + (ζ0− ˜)Y + (ζ0δ − δ˜)Z
= 0.
We define two affine forms:
F1(X, Y, Z)=(ζ0α − α˜)+(ζ0β − β˜)X +(ζ0− ˜)Y
+(ζ0δ − δ˜)Z, (33)
F2(X, Y, Z)=(ζ0α − α˜)+ (ζ0β − β˜)X + (ζ0− ˜)Y
+ (ζ0δ − δ˜)Z. (34)
Then
D(ζ0) = {(X, Y, Z) :(X, Y, Z) ∈ R3,
F1(X, Y, Z) = F2(X, Y, Z) = 0, X2 + Y 2 + Z2 = 1}.
We consider an affine space
{(X, Y, Z) ∈ R3 : F1(X, Y, Z) = F2(X, Y, Z) = 0}.
If two vectors ((ζ0β − β˜),(ζ0− ˜),(ζ0δ − δ˜))
and ((ζ0β − β˜),(ζ0− ˜),(ζ0δ − δ˜)) are linearly independent , then the affine
space is 1-dimensional, thus there exist real numbers p, q, r with p2 + q2 + r2 = 1
and real numbers s1, s2, s3 such that
{(X, Y, Z) ∈ R3 : F1(X, Y, Z) = F2(X, Y, Z) = 0}
= {(X, Y, Z) ∈ R3 : X = p t + s1, Y = q t + s2,
Z = r t + s3,−∞ < t <∞}.
In this case, the set D(ζ0) satisfies one of conditions (i)–(iii). If those two vectors are
linearly dependent, then the affine space
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{(X, Y, Z) ∈ R3 : F1(X, Y, Z) = F2(X, Y, Z) = 0}
is either a 2-dimensional or 3-dimensional set, or an empty set. In this case the set
D(ζ0) satisfies one of conditions (i), (ii), (iv), and (v). 
Remark 4.1. Proposition 4.1 generalizes Tsing’s result. It is proved in [15] that if
A ∈ M2 is non-normal and if ζ0 is a boundary point of W(A), then the unit vector
ξ ∈ C2 satisfying ζ0 = ξ∗Aξ is unique up to a constant multiple. If ζ0 is an interior
point of W(A), there exist two unit vectors ξ1, ξ2 such that ζ0 = ξ∗1Aξ1 = ξ∗2Aξ2.
Lemma 4.2. Using the notation of Proposition 4.1, denote
Q(U, V )
.=det
(((ζ0β − β˜) (ζ0− ˜)
(ζ0β − β˜) (ζ0− ˜)
))
=b1 c2 (U2 + V 2)− (b1c4 + c2b3) U + (b1c3 − c2b4) V
+ (b3c4 − b4c3). (35)
Define  = {U + iV : (U, V ) ∈ R2 : Q(U, V ) /= 0}. If A is not a scalar matrix,
equivalently, if b1 /= 0 or c2 /= 0, then the two row vectors
((ζ0β − β˜),(ζ0− ˜),(ζ0δ − δ˜))
and
((ζ0β − β˜),(ζ0− ˜),(ζ0δ − δ˜))
are linearly independent for ζ0 = U + iV ∈ . IfA is a non-zero scalar matrix, then
the two vectors are linearly independent if and only if B is a non-normal matrix.
Proof. Equality (35) can be obtained by direct computation. If A is a non-sca-
lar matrix, then for ζ0 = U + iV ∈  the simultaneous equations (33) and (34)
F1(X, Y, Z) = 0, F2(X, Y, Z) = 0 are solved by
XQ(U, V )=(c2 d3 U + c2 d4 V + c3 d4 − c4 d3)Z − a1 c2 (U2 + V 2)
+ (a3c2 − a2c3 + a1c4) U + (a4c2 − a2c4 − a1c3) V
+ a4c3 − a3c4. (36)
Y Q(U, V )=(b1d4 U − b1d3 V + b4d3 − b3d4) Z − a2 b1 (U2 + V 2)
+ (a4b1 − a1b4 + a2b3) U + (a1b3 − a3b1 + a2b4) V
+ (a3b4 − a4b3). (37)
Thus ((ζ0β − β˜),(ζ0− ˜),(ζ0δ − δ˜)) and ((ζ0β − β˜),(ζ0− ˜),
(ζ0δ − δ˜)) are linearly independent.
If A is a non-zero scalar matrix, then the two vectors
((ζ0β − β˜),(ζ0− ˜),(ζ0δ − δ˜))
and
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((ζ0β − β˜),(ζ0− ˜),(ζ0δ − δ˜))
are linearly dependent if and only if B0,h = Bh − (1/2)tr(Bh), B0,sh = Bsh − (1/2)
tr(Bsh) are linearly dependent, which is equivalent to B0,hB0,sh = B0,shB0,h. 
If A is not a scalar matrix, we solve the simultaneous equations (33) and (34)
F1(X, Y, Z) = F2(X, Y, Z) = 0 for X, Y by using Lemma 4.2. Substituting the so-
lution (36) X = X(Z;U,V ) and (37) Y = Y (Z;U,V ) into the expression X2 +
Y 2 + Z2 − 1, we compute that
(X2 + Y 2 + Z2 − 1)Q(U, V )2 = m2 Z2 + 2m1 Z +m0, (38)
where
m2=b24 c23 − 2b3 b4 c3 c4 + b23 c24 + b24 d23 + c24 d23− 2b3 b4 d3 d4 − 2c3 c4 d3 d4
+ b23 d24 + c23 d24 + (2b3 b4 c2 c3 − 2b23 c2 c4 + 2b1 b4 c3 c4 − 2b1 b3 c24
− 2c2 c4 d23 + 2b1 b4 d3 d4 + 2c2 c3 d3 d4 − 2b1 b3 d24 )U + (b23 c22
− 2b1 b4 c2 c3 + 4b1 b3 c2 c4 + b21 c24 + c22 d23 + b21 d24 )U2 − (2b1 b3 c22
+ 2b21 c2 c4)U3 + b21 c22 U4 + (2b24 c2 c3 − 2b1 b4 c23 − 2b3 b4 c2 c4
+ 2b1 b3 c3 c4 − 2b1 b4 d23 + 2b1 b3 d3 d4 − 2c2 c4 d3 d4 + 2c2 c3 d24 )V
+ (2b3 b4 c22 − 2b1 b3 c2 c3 + 2b1 b4 c2 c4 − 2b21 c3 c4 − 2b21 d3 d4
+ 2c22 d3 d4)U V + (2b21 c2 c3 − 2b1 b4 c22)U2 V + (b24 c22 − 4b1 b4 c2 c3
+ b21 c23+ 2b1 b3 c2 c4 + b21 d23 + c22 d24 )V 2−(2b1 b3 c22 + 2b21 c2 c4)U V 2
+ 2b21 c22 U2 V 2 − 2b1 b4 c22 V 3 + 2b21 c2 c3 V 3 + b21 c22 V 4,
m1=−a4 b3 b4 d3 + a3 b24 d3 − a4 c3 c4 d3 + a3 c24 d3 + a4 b23 d4− a3 b3 b4 d4
+ a4 c23 d4−a3 c3 c4 d4+(a4 b1 b4 d3+ a2 b3 b4 d3−a1 b24 d3+ a4 c2 c3 d3
− 2a3 c2 c4 d3 + a2 c3 c4 d3 − a1 c24 d3 − 2a4 b1 b3 d4 − a2 b23 d4
+ a3 b1 b4 d4 + a1 b3 b4 d4 + a3 c2 c3 d4 − a2 c23 d4 + a1 c3 c4 d4)U
+ (−a2 b1 b4 d3 + a3 c22 d3 − a2 c2 c3 d3 + 2a1 c2 c4 d3 + a4 b21 d4
+ 2a2 b1 b3 d4 − a1 b1 b4 d4 − a1 c2 c3 d4)U2 − (a1 c22 d3 + a2 b21 d4)U3
+ (a4 b1 b3 d3 − 2a3 b1 b4 d3 + a1 b3 b4 d3 + a2 b24 d3 − a4 c2 c4 d3
+ a1 c3 c4 d3 + a2 c24 d3 + a3 b1 b3 d4 − a1 b23 d4 − a2 b3 b4 d4
+ 2a4 c2 c3 d4 − a1 c23 d4 − a3 c2 c4 d4 − a2 c3 c4 d4)V + (−a4 b21 d3
− a2 b1 b3 d3+ a1 b1 b4 d3 + a4 c22 d3−a1 c2 c3 d3−a2 c2 c4 d3−a3 b21 d4
+ a1 b1 b3 d4 + a2 b1 b4 d4 + a3 c22 d4 − a2 c2 c3 d4 + a1 c2 c4 d4)U V
+ (a2 b21 d3 − a1 c22 d4)U2 V + (a3 b21 d3 − a1 b1 b3 d3 − 2a2 b1 b4 d3
+ a1 c2 c4 d3 + a2 b1 b3 d4 + a4 c22 d4 − 2a1 c2 c3 d4 − a2 c2 c4 d4)V 2
− (a1 c22 d3 + a2 b21 d4)U V 2 + (a2 b21 d3 − a1 c22 d4)V 3,
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m0=a24 b23−2a3 a4 b3 b4 + a23 b24 + a24 c23−b24 c23 − 2a3 a4 c3 c4 + 2b3 b4 c3 c4
+ a23 c24 − b23 c24 + (−2a24 b1 b3 − 2a2 a4 b23 + 2a3 a4 b1 b4 + 2a2 a3 b3 b4
+ 2a1 a4 b3 b4 − 2a1 a3 b24 + 2a3 a4 c2 c3 − 2b3 b4 c2 c3 − 2a2 a4 c23
− 2a23 c2 c4 + 2b23 c2 c4 + 2a2 a3 c3 c4 + 2a1 a4 c3 c4 − 2b1 b4 c3 c4
− 2a1 a3 c24 + 2b1 b3 c24)U + (a24 b21 + 4a2 a4 b1 b3 + a22, b23
− 2a2 a3 b1 b4 − 2a1 a4 b1 b4 − 2a1 a2 b3 b4 + a21 b24 + a23 c22 U2 − b23 c22
− 2a2 a3 c2 c3 − 2a1 a4 c2 c3 + 2b1 b4 c2 c3 + a22 c23 + 4a1 a3 c2 c4
− 4b1 b3 c2 c4 − 2a1 a2 c3 c4 + a21 c24 − b21 c24)U2 + (−2a2 a4 b21
− 2a22 b1 b3 + 2a1 a2 b1 b4 − 2a1 a3 c22 + 2b1 b3 c22 + 2a1 a2 c2 c3
− 2a21 c2 c4 + 2b21 c2 c4)U3 + (a22 b21 + a21 c22 − b21 c22)U4 + (2a3 a4 b1 b3
− 2a1 a4 b23 − 2a23 b1 b4 + 2a1 a3 b3 b4 − 2a2 a4 b3 b4 + 2a2 a3 b24
+ 2a24c2c3 − 2b24 c2 c3 − 2a1 a4 c23 + 2b1 b4 c23 − 2a3 a4 c2 c4
+ 2b3 b4 c2 c4 + 2a1 a3 c3 c4 − 2a2 a4 c3 c4 − 2b1 b3 c3 c4 + 2a2 a3 c24)V
+ (−2a3 a4 b21 − 2a2 a3 b1 b3 + 2a1 a4 b1 b3 + 2a1 a2 b23 + 2a1 a3 b1 b4
+ 2a2 a4 b1 b4−2a21 b3 b4 + 2a22 b3 b4−2a1 a2 b24 + 2a3 a4 c22−2b3 b4 c22
− 2a1 a3 c2 c3 − 2a2 a4 c2 c3 + 2b1 b3 c2 c3 + 2a1 a2 c23 − 2a2 a3 c2 c4
+ 2a1 a4 c2 c4 − 2b1 b4 c2 c4 − 2a21 c3 c4 + 2a22 c3 c4 + 2b21 c3 c4
− 2a1 a2 c24)U V + (2a2 a3 b21 − 2a1 a2 b1 b3 − 2a22 b1 b4 − 2a1 a4 c22
+ 2b1 b4 c22 + 2a21 c2 c3 − 2b21 c2 c3V + 2a1 a2 c2 c4)U2 V + (a23 b21
− 2a1 a3 b1 b3 + 2a2 a4 b1 b3 + a21 b23 − 4a2 a3 b1 b4 + 2a1 a2 b3 b4
+ a22 b24 + a24 c22 − b24 c22 − 4a1 a4 c2 c3 + 4b1 b4 c2 c3 + a21 c23
− b21 c23 + 2a1 a3 c2 c4 − 2a2 a4 c2 c4 − 2b1 b3 c2 c42 + 2a1 a2 c3 c4
+ a22 c24)V 2 + (−2a2 a4 b21 − 2a22 b1 b3 + 2a1 a2 b1 b4 − 2a1 a3 c22
+ 2b1 b3 c22 + 2a1 a2 c2 c3 − 2a21 c2 c4 + 2b21 c2 c4)U V 2 + (2a22 b21
+ 2a21 c22 − 2b21 c22)U2 V 2 + (2a2 a3 b21 − 2a1 a2 b1 b3 − 2a22 b1 b4
− 2a1 a4 c22 + 2b1 b4 c22 + 2a21 c2 c3 − 2b21 c2 c3
+ 2a1 a2 c2 c4)V 3 + (a22 b21 + a21 c22 − b21 c22)V 4.
Theorem 4.3. Let A,B ∈ M2 be given by (12) and (13), and let (0, 0) /∈ W(A,B).
Then W(Aλ− B) ⊂ {U + iV : (U, V ) ∈ R2 : P(U, V ) = 0}, where
P(U, V )=(a22 b21 + a21 c22 − b21 c22) (U4 + 2U2 V 2 + V 4)+ (−2a2a4 b21
− 2a22 b1 b3 + 2a1 a2 b1 b4 − 2a1 a3 c22 + 2b1 b3 c22 + 2a1 a2 c2 c3
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− 2a21 c2 c4 + 2b21 c2 c4) (U3 + U V 2)+ (2a2 a3 b21 − 2a1 a2 b1 b3
− 2a22 b1 b4 − 2a1 a4 c22 + 2b1 b4 c22 + 2a21 c2 c3 − 2b21 c2 c3
+ 2a1 a2 c2 c4) (V 3 + U2 V )+ (a24 b21 + 4a2 a4 b1 b3 + a22 b23
− 2a2 a3 b1 b4 − 2a1 a4 b1 b4 − 2a1 a2 b3 b4 + a21 b24 + a23 c22
− b23 c22 − 2a2 a3 c2 c3 − 2a1 a4 c2 c3 + 2b1 b4 c2 c3 + a22 c23
+ 4a1 a3 c2 c4 − 4b1 b3 c2 c4 − 2a1 a2 c3 c4 + a21 c24 − b21 c24 + a22 d23
− c22 d23 − 2a1 a2 d3 d4 + a21 d24 − b21 d24 ) U2 + (a23 b21 − 2a1 a3 b1 b3
+ 2a2 a4 b1 b3 + a21 b23 − 4a2 a3 b1 b4 + 2a1 a2 b3 b4 + a22 b24
+ a24 c22 − b24 c22 − 4a1 a4 c2 c3 + 4b1 b4 c2 c3 + a21 c23 − b21 c23
+ 2a1 a3 c2 c4 − 2a2 a4 c2 c4 − 2b1 b3 c2 c4 + 2a1 a2 c3 c4 + a22 c24
+ a21 d23 − b21 d23 + 2a1 a2 d3 d4 + a22 d24 − c22 d24 ) V 2 + 2 (−a3 a4 b21
− a2 a3 b1 b3 + a1 a4 b1 b3 + a1 a2 b23 + a1 a3 b1 b4 + a2 a4 b1 b4
− a21 b3 b4 + a22 b3 b4 − a1 a2 b24 + a3 a4 c22 − b3 b4 c22 − a1 a3 c2 c3
− a2 a4 c2 c3 + b1 b3 c2 c3 + a1 a2 c23 − a2 a3 c2 c4 + a1 a4 c2 c4
− b1 b4 c2 c4 − a21 c3 c4 + a22 c3 c4 + b21 c3 c4 − a1 a2 c24 + a1 a2 d23
− a21 d3 d4 + a22 d3 d4 + b21 d3 d4 − c22 d3 d4 − a1 a2 d24 ) U V
+ 2 (−a24 b1 b3 − a2 a4 b23 + a3 a4 b1 b4 + a2 a3 b3 b4 + a1 a4 b3 b4
− a1 a3 b24 + a3 a4 c2 c3 − b3 b4 c2 c3 − a2 a4 c23 − a23 c2 c4
+ b23 c2 c4 + a2 a3 c3 c4 + a1 a4 c3 c4 − b1 b4 c3 c4 − a1 a3 c24
+ b1 b3 c24 − a2 a4 d23 + c2 c4 d23 + a2 a3 d3 d4 + a1 a4 d3 d4
− b1 b4 d3 d4 − c2 c3 d3 d4 − a1 a3 d24 + b1 b3 d24 ) U
+ 2(a3 a4 b1 b3 − a1 a4 b23 − a23 b1 b4 + a1 a3 b3 b4 − a2 a4 b3 b4
+ a2 a3 b24 + a24 c2 c3 − b24 c2 c3 − a1 a4 c23 + b1 b4 c23
− a3 a4 c2 c4 + b3 b4 c2 c4 + a1 a3 c3 c4 − a2 a4 c3 c4
− b1 b3 c3 c4 + a2 a3 c24 − a1 a4 d23 + b1 b4 d23 + a1 a3 d3 d4
− a2 a4 d3 d4 − b1 b3 d3 d4 + c2 c4 d3 d4 + a2 a3 d24 − c2 c3 d24 ) V
+ (a24 b23 − 2a3 a4 b3 b4 + a23 b24 + a24 c23 − b24 c23 − 2a3 a4 c3 c4
+ 2b3 b4 c3 c4 + a23 c24 − b23 c24 + a24 d23 − b24 d23 − c24 d23
− 2a3 a4 d3 d4+2b3 b4 d3 d4+2c3 c4 d3 d4+a23 d24−b23 d24−c23 d24 ).
Proof. Let  be defined as in Lemma 4.2 and recall Eq. (38). If U + iV ∈  sat-
isfies m1(U, V )2 −m2(U, V )m0(U, V ) < 0, then (38) has no real roots, and thus
U + iV /∈ W(Aλ− B). If U + iV ∈  satisfies m1(U, V )2 −m2(U, V )m0(U, V )
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> 0, then there exists a positive number C such that (38) has a real root for U1 +
iV1 whenever |U1 + iV1 − (U + iV )| < C. Hence U + iV is an interior point of
W(Aλ− B). Therefore if U + iV ∈  is a boundary point of W(Aλ− B), then
m1(U, V )2 −m2(U, V )m0(U, V ) = 0. The function P(U, V ) is obtained by com-
puting the discriminant m21 −m2 m0 of the quadratic polynomial (38). Note that this
method can be applied if the condition F1(X, Y, Z) = F2(X, Y, Z) = 0 holds.
Consider the set
˜ = {U + iV ∈ C : two row vectors (b1 V − b3,−c2 V − c3,−d3) and
(b1 U − b4, c2U − c4,−d4) are linearly independent}.
The set ˜ is a dense subset of C containing. If U + iV ∈ ˜, then the simultaneous
equation F1(X, Y, Z) = F2(X, Y, Z) = 0 can be solved for Xi,Xj for some 1 
i < j  3, where X1 = X, X2 = Y , X3 = Z. Applying the previous method, every
boundary point U + iV of W(Aλ− B) in ˜ satisfies the equation P(U, V ) = 0.
If U + iV /∈ ˜ and if d3 = d4 = 0, then by the proof of Theorem 2.4, every
boundary point U + iV can be written as
U = x u+ y v
x2 + y2 , V =
x v − y u
x2 + y2 ,
where
x = a1 + b1 cos θ, y = a2 + c2 sin θ,
u = a3 + b3 cos θ + c3 sin θ, v = a4 + b4 cos θ + c4 sin θ,
0  θ  2π . Changing the variable
cos θ = 1 − s
2
1 + s2 , sin θ =
2s
1 + s2 ,
s ∈ R, and substituting into P(U, V ), we obtain
P(U(s), V (s)) = 0
for every s ∈ R.
If A is a non-zero scalar matrix, that is, b1 = c2 = 0, then by Lemma 4.2, the two
vectors correspondng to F1, F2 are linearly dependent if and only if B0,h and B0,sh
are lineary dependent. We assume that B0,h and B0,sh are linearly dependent. In this
case ˜ = ∅. If B0 = 0, then the polynomial P is identically zero, and hence {U +
iV : P(U, V ) = 0} = C. The range W(Aλ− B) is the singleton {(a3 + i a4)/(a1 +
i a2)}. If B0 is a non-zero matrix, then we set b3 = r b, b4 = s b, c3 = r c, c4 = s c,
d3 = r d , d4 = s d . In this case W(Aλ− B) lies on the straight line
{U + iV : (U, V )∈R2, a4 r − a3 s − a2 r U + a1 s U − a1 r V − a2 s V = 0},
and the polynomial P(U, V ) is
(b2 + c2 + d2) (a4 r − a3 s − a2 r U + a1 s U − a1 r V − a2 s V ).
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Thus we assume that A is a non-scalar matrix and d3 /= 0 or d4 /= 0. If A is non-
normal, that is, b1 /= 0, c2 /= 0, then C\˜ is the singleton {U0 + iV0}, where
U0= b1c4d
2
3 − b4c2d3d4 − b1c3d3d4 + b3c2d24
b1 c2 (d
2
3 + d24 )
,
V0= b4c2d
2
3 − b3c2d3d4 + b1c4d3d4 − b1c3d24
b1c2 (d
2
3 + d24 )
.
If b1 /= 0, c2 = 0 and if c3d4 − c4d3 /= 0, then C\˜ is the singleton {U0 + iV0},
where
U0 = b3
b1
, V0 = b4
b1
.
If c2 = 0, we observe first that
P(U, V ; a1, a2, b1, b3, b4, c3 cos θ + d3 sin θ, c4 cos θ + d4 sin θ,−c3 sin θ
+ d3 cos θ,−c4 sin θ + d4 cos θ)
= P(U, V ; a1, a2, b1, b3, b4, c3, c4, d3, d4),
θ ∈ R. If c3d4 = c4d3, then the coefficients are rewritten by
c3 = c˜3 cos θ, d3 = −c˜3 sin θ,
c4 = c˜4 cos θ, d4 = −c˜4 sin θ.
According to this fact and unitary invariance, the case c2 = 0, c3d4 = c4d3 is reduced
to the case d4 = 0.
The case b1 = 0, c2 /= 0 can be treated similarily.
If A is a non-scalar matrix, then the set ˜ is dense in C. If U0 + iV0 ∈ C\˜ is
a boundary point of W(Aλ− B), then there exists a sequence {zk}k∈N ∈ W(Aλ−
B) ∩ ˜ such that zk → (U0 + iV0) for k →∞. Furthermore, we have P((zC),
(zC)) = 0 since zC ∈ ˜. By the continuity of P , we obtain P(U0, V0) = 0. 
Remark 4.2. The polynomial P(U, V ) in Theorem 4.3 is not necessarily irreduc-
ible. For instance if b1 = c2 = 1, a1 = 2, a2 = 0, a3 = 4, a4 = 0, b3 = 2, b4 = 0,
c3 = c4 = 0, d3 = d4 = 0, then
L(U, V ) = 3 (U2 + V 2 − 2U)2.
Remark 4.3. Assume that b1 /= 0, c2 /= 0, and P0 is the homogenization of P :
P0(T , U, V )=(a22 b21 + a21 c22 − b21 c22) (U4 + 2U2 V 2 + V 4)
+ · · · + (a24 b23 − · · · − c23 d24 ) T 4.
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Then the curve P0(T , U, V ) = 0 has a singular point at (T , U, V ) = (0, 1, i) and
(T , U, V ) = (0, 1,−i). Hence if P0(T , U, V ) is irreducible, then the curve P0(T , U,
V ) = 0 is an elliptic curve or a rational curve, that is, the genus of the curve is 1 or 0.
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