Ellipsoid partition function from Seiberg-Witten monopoles by Pan, Yiwen & Peelaers, Wolfger
ar
X
iv
:1
50
8.
07
32
9v
2 
 [h
ep
-th
]  
3 N
ov
 20
15
YITP-SB-15-31
Ellipsoid partition function from Seiberg-Witten
monopoles
Yiwen Pan and Wolfger Peelaers
C.N. Yang Institute for Theoretical Physics,
Stony Brook University,
Stony Brook, NY, 11794
Abstract
We study Higgs branch localization of N = 2 supersymmetric theories placed on compact
Euclidean manifolds. We analyze the resulting localization equations in detail on the four-sphere
and find that in this case the path integral is dominated by vortex-like configurations as well as
singular Seiberg-Witten monopoles located at the north and south pole. The partition function is
written accordingly.
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1 Introduction
After it was understood in [1]1 how to apply localization techniques [3, 4] to perform exact com-
putations of partition functions and vacuum expectation values of supersymmetric operators in
supersymmetric quantum field theories defined on compact Euclidean manifolds, a wealth of exact
computations in theories defined on a variety of geometries in a variety of dimensions has become
1See also [2] for related earlier work.
1
available, see for example [5–33]. Such exact, non-perturbative results can be put to excellent use in
precision tests of various non-perturbative dualities, but their applications are much richer. Indeed,
recently a lot of research has been conducted on interpreting and applying the wide variety of exact
results available, resulting in an impressive list of both physical and mathematical developments.
To name a few, the N = (2, 2) S2 partition function [5, 6] computes the exact Ka¨hler potential
on the quantum Ka¨hler moduli space of Calabi-Yau manifolds [34–36], the N = 2 S3 partition
function [11–14] is essential in the F-theorem [37], and the partition function of four-dimensional
N = 2 theories placed on an ellipsoid [1, 22] equals, for theories of class S, a Liouville/Toda cor-
relator [38, 39], while for superconformal theories it also computes the Ka¨hler potential on the
superconformal manifold [36,40].
Localization computations are based on the observation that in the path integral of a super-
symmetric theory one can add Q-exact2 deformations to the action without changing the resulting
partition function. For a positive semi-definite such deformation, one can then easily argue that a
one-loop computation around its zeros is exact. The canonical choice of deformation term has as its
zeros certain configurations involving the (bosonic) vector multiplet fields, while all matter multi-
plet fields are set to zero. Typically, these configurations take the form of arbitrary constant values
for the vector multiplet scalars or holonomies around circles.3 The path integral then collapses to a
finite-dimensional matrix integral over this classical Coulomb branch, hence the localization based
on the canonical deformation term is called Coulomb branch localization.
Upon choosing a particular additional deformation term (or equivalently, by changing the inte-
gration contour of the auxiliary fields in complexified field space) and if certain conditions on the
parameters of the theory hold, the localization locus instead consists of a finite number of discrete
Higgs vacua, where matter multiplet scalars can acquire a vacuum expectation value solving the
D-term equations, accompanied by infinite towers of non-perturbative point-like Higgs branch con-
figurations – e.g., vortices or Seiberg-Witten monopoles – located at special points in the geometry.
Such a Higgs branch localization computation was first performed in N = (2, 2) theories on the
two-dimensional sphere [5, 6], and later applied in and extended to two [7], three [41,42], four [43]
and five [44] dimensional theories.4
In this paper, we apply the Higgs branch localization technique to N = 2 supersymmetric
theories placed on compact Euclidean manifolds. We derive the general localization equations
and subsequently study their solutions in detail on the four-sphere S4. On this geometry, the
2Here Q denotes a particular supercharge of the theory, which in general is not nilpotent. Then the precise
statement is that one add to the supersymmetric action S a deformation term
∫ QV, for some fermionic functional
V satisfying
∫ Q2V = 0.
3In the presence of homological two-cycles in the manifold, also a sum over magnetic fluxes will occur. The
integration over holonomies around circles is a particular instance of the more general case which entails integra-
tion/summation over the space of flat connections. In higher-dimensional examples, also (point-like) instanton con-
figurations will appear as zeros of the canonically chosen deformation term.
4These results are closely related to the factorization results initiated in [45], and extended and generalized
in [46–52].
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Higgs branch localization locus is given by vortex-like configurations and singular Seiberg-Witten
monopoles centered at the north and south pole of S4. The appearance of the latter can be
understood intuitively as follows: locally around the north and south pole, the theory looks like
the (anti-) topologically twisted theory with hypermultiplets. The localization locus of the latter
theory is described by the Seiberg-Witten monopole equations (or their non-abelian version, i.e.,
the generalized monopole equations), which follows immediately by imposing the D-term equations.
In the localization computation on the four-sphere, the effect of the additional deformation term is
precisely to impose the D-term equations, while the gauge symmetry is generically broken to the
maximal torus by one of the other BPS equations. Finally, we compute the resulting Higgs branch
localized ellipsoid partition function. As a byproduct, we formulate a prediction for an interesting
relationship between the instanton partition function and the Seiberg-Witten partition function,
which capture the equivariant volume of the instanton moduli space and Seiberg-Witten moduli
space respectively.
The rest of this paper is organized as follows. In section 2 we derive the general Higgs branch
localization equations of N = 2 supersymmetric theories. In section 3 we find various classes of
solutions on S4. Next, in section 4, we compute the Higgs branch localized partition function.
Finally, in section 5, we match the Coulomb branch and Higgs branch localized results in a simple
example. Appendices A and B summarize our conventions and recall the generalized Killing spinor
equations and supersymmetry multiplets and variations. Appendix C studies the locally almost
complex structure one can define using the Killing spinor solutions. Appendix D finally contains
some useful specifics about the ellipsoid.
Note. There has recently appeared a paper on the arXiv claiming to perform Higgs branch
localization on S4b [53]. Our results are significantly different from theirs. Throughout the paper
we will point out the major points of disagreement.
2 BPS Equations
In localization computations, the path integral is localized to the zeros of a positive semi-definite
deformation term Sdef. =
∫ QV satisfying ∫ Q2V = 0. In this section we introduce the relevant
deformation terms and derive the resulting BPS equations characterizing their zeros for N = 2
theories placed on manifolds admitting solutions to the generalized Killing spinor equation (B.1) and
auxiliary equation (B.2). We restrict our attention to Killing spinors satisfying the orthogonality
conditions (B.23) guaranteeing that no scale or U(1)r transformations appear in Q2. We also
indicate how the equations simplify for the case of the ellipsoid S4b .
3
2.1 Vector Multiplet
The canonical deformation Lagrangian for the vector multiplet is given by [1, 22]5
LVMdef. = QTr
[
(QλIα)† λIα + (Qλ˜α˙I )† λ˜α˙I
]
=⇒ LVMdef.
∣∣∣
bos.
= Tr
[
(QλIα)† QλIα + (Qλ˜α˙I )† Qλ˜α˙I
]
,
(2.1)
where one considers the reality properties of various fields as in (B.5). We further introduce the
notation φ2 ≡ φ− φ˜ = 2Reφ = −2Re φ˜, φ1 = iφ+ iφ˜ = −2 Imφ = −2 Im φ˜.
With the reality properties (B.5), QλI and Qλ˜I do not satisfy the symplectic-Majorana condi-
tion, but can be decomposed in “real” and “imaginary” pieces which do:
QλI = ReQλI + i ImQλI , Qλ˜I = ReQλ˜I + i ImQλ˜I . (2.2)
Explicitly, one finds
ReQλI = 1
2
σµνξI(Fµν − 4φ2(Tµν + Sµν)) +Dµφ2σµξ˜I
ImQλI = 2φ1 (Sµν − Tµν) σµνξI − (Dµφ1) σµξ˜I + 2ξI [φ, φ˜]− iDIJξJ
ReQλ˜I = 1
2
σ˜µν ξ˜I(Fµν + 4φ2(T˜µν + S˜µν))− (Dµφ2) σ˜µξI
ImQλ˜I = 2φ1(S˜µν − T˜µν)σ˜µν ξ˜I − (Dµφ1) σ˜µξI − 2ξ˜I [φ, φ˜]− iDIJ ξ˜J ,
(2.3)
where the tensor fields Sµν , S˜µν , Tµν , and T˜µν , are introduced in appendix B (see (B.1) and (B.24)).
The bosonic part of the deformation Lagrangian then becomes
LVMdef.
∣∣∣
bos.
= Tr
[
(ReQλI ReQλI) + (ImQλI ImQλI) + (ReQλ˜I ReQλ˜I) + (ImQλ˜I ImQλ˜I)
]
.
(2.4)
Using Fierz identities one can straightforwardly obtain (see (A.8))
LVMdef.
∣∣∣
bos.
=Tr
[
s+ s˜
ss˜
(
(RµDµφ2)
2 + (RµDµφ1)
2
)− (s+ s˜)[φ1, φ2]2
+
1
4s
(ReQχµν)2 + 1
4s
(ImQχµν)2 + 1
4s˜
(ReQχ˜µν)2 + 1
4s˜
(ImQχ˜µν)2
]
, (2.5)
where we defined χµν ≡ (ξIσµνλI), χ˜µν ≡ (ξ˜I σ˜µν λ˜I) and used that ReQχµν = (ξIσµν ReλI) and
similarly for ImQχµν ,ReQχ˜µν , ImQχ˜µν . Here we used the bilinears s ≡ (ξIξI), s˜ ≡ (ξ˜I ξ˜I) and
5The supersymmetry transformations are summarized in appendix B.
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Ra ≡ (ξIσaξ˜I). One finds concretely
ReQχµν = −2s(F−µν − 4φ2(Tµν + Sµν)) + 2 (κ ∧ dAφ2)−µν (2.6)
ImQχµν = 8sφ1(Tµν − Sµν)− 2 (κ ∧ dAφ1)−µν − iΘIJµνDIJ (2.7)
ReQχ˜µν = −2s˜(F+µν + 4φ2(T˜µν + S˜µν))− 2 (κ ∧ dAφ2)+µν (2.8)
ImQχ˜µν = 8s˜φ1(T˜µν − S˜µν)− 2 (κ ∧ dAφ1)+µν + iΘ˜IJµνDIJ , (2.9)
where ΘabIJ ≡ (ξIσabξJ), Θ˜abIJ ≡ (ξ˜I σ˜abξ˜J), the one-form κ has components κµ = gµνRν , and dA is
the gauge covariant exterior derivative. At this point, the general vector multiplet BPS equations
can be read off as the arguments of the squares (with square rooted prefactors) in (2.5).
To perform Higgs branch localization, we add an additional deformation Lagrangian
LHIJdef. = QTr
[
HIJ
(
(ξ(IλJ))− (ξ˜(I λ˜J))
)]
=
1
4
QTr
[
HIJ
(
−1
s
χµνΘ
µν
IJ +
1
s˜
χ˜µνΘ˜
µν
IJ
)]
, (2.10)
in terms of a generic adjoint valued, SU(2)R triplet functional of the hypermultiplet scalars H
IJ ,
satisfying the reality property (HIJ)
† = ǫIKǫJLHKL. The second equality follows straightforwardly
from a Fierz identity. The bosonic piece of the deformation Lagrangian (2.10) is not positive semi-
definite. However, when added to (2.5), the auxiliary fieldsDIJ , which appear quadratically without
derivatives, can be integrated out exactly by performing the Gaussian integral. Equivalently, one
substitutes the DIJ field equation
DIJ = −1
2
HIJ − 4iφ1
s+ s˜
[
ΘIJµν(T
µν − Sµν)− Θ˜IJµν(T˜ µν − S˜µν)
]
. (2.11)
To derive this result, we made use of the fact that 1sΘ
µν,IJ(κ∧λ)−µν = 1s˜ Θ˜µν,IJ(κ∧λ)+µν for arbitrary
one-form λ thanks to a Fierz identity. Note also that we have effectively taken DIJ away from its
purely imaginary integration contour. Substituting back (2.11) in (2.5)+(2.10), we find the following
new sum of squares
LVMdef. + LHIJdef.
∣∣∣
bos.
=
s+ s˜
ss˜
(
(RµDµφ2)
2 + (RµDµφ1)
2
)− (s+ s˜)[φ1, φ2]2
+
1
4s
(ReQχµν − 1
2
HIJΘ
IJ
µν)
2 +
1
4s˜
(ReQχ˜µν + 1
2
HIJΘ˜
IJ
µν)
2
+
1
4s
[
−2 (κ ∧ dAφ1)−µν + φ1ΘIJµν
(
wIJ − 1
s+ s˜
(s wIJ + s˜ w˜IJ)
)]2
+
1
4s˜
[
−2 (κ ∧ dAφ1)+µν − φ1Θ˜IJµν
(
w˜IJ − 1
s+ s˜
(s wIJ + s˜ w˜IJ)
)]2
, (2.12)
where we used the convenient tensors
wIJ ≡ 4
s
ΘµνIJ (Tµν − Sµν) , w˜IJ ≡ −
4
s˜
Θ˜µνIJ (T˜µν − S˜µν) . (2.13)
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2.2 Hypermultiplet
The canonical deformation Lagrangian for the hypermultiplet is given by
LHMdef. = Q
[
(QψαA)†ψαA + (Qψ˜α˙A)†ψ˜α˙A
]
=⇒ LVMdef.
∣∣∣
bos.
=
[
(QψαA)†QψαA + (Qψ˜α˙A)†Qψ˜α˙A
]
. (2.14)
One can split QψαA and Qψ˜α˙A into “real” and “imaginary” pieces, with respect to complex conju-
gation as in (B.8), using the canonical reality properties for qIA, but anti-canonical ones for FIA
(see (B.9), with (B.15)) 6
ReQψA = −2σµξ˜IDµqIA − σµDµξ˜IqIA − 2iξIφ2 · qIA (2.15)
ImQψA = −2i
(
ξIφ1 · qIA − ζI′FI′A
)
(2.16)
ReQψ˜A = −2σ˜µξIDµqIA − σ˜µDµξIqIA + 2iξ˜Iφ2 · qIA (2.17)
ImQψ˜A = −2i
(
ξ˜Iφ1 · qIA − ζ˜I′FI′A
)
, (2.18)
which are set to zero to obtain the BPS equations. Multiplying the BPS equations following from
the imaginary pieces with ξK , ξ˜K respectively, and taking their sum and difference using (B.14),
one obtains
(s+ s˜)φ1 · qIA = 0 , −1
4
(s − s˜)φ1 · qKA = ΞKI
′
FI′A , (2.19)
where ΞKI
′
= (ξKζI
′
) = (ξ˜K ζ˜I
′
). Similarly, the real equations imply that
0 = 2ǫJIRµDµqIA + 4
(
ΘIJkl S
kl − Θ˜IJkl S˜kl
)
qIA + iǫ
JI(s − s˜)φ2 · qIA . (2.20)
2.3 BPS Equations on Ellipsoid
For the specific case of the ellipsoid S4b , one can use the fact that (see appendix D)
s+ s˜ = 1 , wIJ = w˜IJ , (2.21)
to simplify the deformation Lagrangian (2.12) to
LVMS4bdef. + L
HIJ
S4bdef.
∣∣∣
bos.
=(Dµφ1)
2 +
1
ss˜
(RµDµφ2)
2 − [φ1, φ2]2
+
1
4s
(
−2s(F−µν − 4φ2(Tµν + Sµν)) + 2 (κ ∧ dAφ2)−µν −
1
2
HIJΘ
IJ
µν
)2
+
1
4s˜
(
−2s˜(F+µν + 4φ2(T˜µν + S˜µν))− 2 (κ ∧ dAφ2)+µν +
1
2
HIJΘ˜
IJ
µν
)2
.
(2.22)
6The hypermultiplet transformation rules can be found in appendix B. The “·” notation is also explained there.
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Here we also used that 1ss˜(R
µDµφ1)
2 + 1s
[
(κ ∧ dAφ1)−µν
]2
+ 1s˜
[
(κ ∧ dAφ1)+µν
]2
= (Dµφ1)
2. The
arguments of the squares in (2.22) are the ellipsoid BPS equations, which are supplemented by the
DIJ equation of motion (2.11), which simplifies to
DIJ = −1
2
HIJ − iφ1wIJ . (2.23)
The hypermultiplet equations are given by
0 = −2σµξ˜IDµqIA − σµDµξ˜IqIA − 2iξIφ2 · qIA (2.24)
0 = −2σ˜µξIDµqIA − σ˜µDµξIqIA + 2iξ˜Iφ2 · qIA (2.25)
0 = φ1 · qIA (2.26)
0 = FI′A . (2.27)
Equation (2.20) also still holds.
3 BPS Solutions
In this section, we study the solutions to the ellipsoid BPS equations derived in subsection 2.3.
Depending on the choice of HIJ , we find different classes of solutions. For simplicity, we work on
the round four-sphere S4; the generalization to the ellipsoid is expected to be straightforward, but
technically somewhat involved.
3.1 Coulomb Branch
Let us start by recalling the standard Coulomb branch localization locus, obtained by solving the
BPS equations for HIJ = 0. It was argued in [1, 22] that the solution sets all hypermultiplet fields
to zero, while the smooth vector multiplet solution reads
0 = φ2 = Aµ , φ1 = a , DIJ = −iawIJ , (3.1)
for a a constant, which can be chosen to lie in the Cartan subalgebra. Additionally, since s =
sin2 ρ2 , s˜ = cos
2 ρ
2 vanish at the north pole (ρ = 0) and the south pole (ρ = π) respectively, we see
from (2.22) (with T = T˜ = 0 on the round four-sphere) that at the north pole the equations on
the field strength relax to F+ = 0 and at the south pole to F− = 0, allowing for point-like (anti-)
instantons.
Before studying the solutions that become available upon turning on HIJ we introduce some
notation. The A = 1 (A = 2) components of the hypermultiplet transform in representations R (R¯)
of the combined gauge and flavor group (see also appendix B). We introduce a vector multiplet
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for this combined symmetry group, whose gauge group components are dynamical while its flavor
group components are background, and denote its scalars as Φ1,Φ2. To preserve supersymmetry,
the background components need to satisfy the vector multiplet BPS equations of subsection 2.3
(for HIJ = 0). In particular, from (3.1), it is clear that one can give a vev to the background
piece of Φ1 (and the background auxiliary field) which corresponds to turning on a (real) mass
for the hypermultiplet.7 Decomposing R into irreducible representations of the gauge group as
R = ⊕jRj, we have concretely Φ1|Rj = φ(j)1 +mj ,Φ2|Rj = φ(j)2 , where mj is a mass for the U(1)
flavor symmetry carried by the hypermultiplet transforming in gauge representation Rj(R¯j).
We choose
HIJ = −ζ
ℓ
wIJ − i
∑
j,a
T aadj.
(
q
(j)
I1 T
a
Rj q
(j)
J2 + q
(j)
J1 T
a
Rj q
(j)
I2
)
, (3.2)
where the sum runs over the irreducible gauge symmetry representations Rj and its generators T aRj .
Furthermore, ζ is a dimensionless adjoint-valued parameter defined as ζ ≡∑ha:u(1) ζaha, where the
sum runs over the generators ha of u(1) factors of the Lie algebra of the gauge group, and ζa are real
parameters. It will turn out to be useful to split the ζa parameter in two pieces as ζa = ζavac.+ ζ
a
SW,
with ζavac., ζ
a
SW of the same sign, and define H
SW
IJ = HIJ +
ζvac.
ℓ wIJ .
3.2 Deformed Coulomb branch
The deformed Coulomb branch is characterized by vanishing hypermultiplet scalars. Then, using
that
dκµν = −8s˜S˜µν − 8sSµν , wIJΘIJµν = dκ−µν , wIJΘ˜IJµν = −dκ+µν , (3.3)
which are a direct consequence of the generalized Killing spinor equations on the four-sphere S4,
one can write the vector multiplet equations as
0 = Dµφ1 = [φ1, φ2] = R
µDµφ2
0 = −2sF−µν + 2 (κ ∧ dAφ2)−µν − φ2dκ−µν +
1
2ℓ
ζdκ−µν
0 = −2s˜F+µν − 2 (κ ∧ dAφ2)+µν + φ2dκ+µν +
1
2ℓ
ζdκ+µν .
(3.4)
Notice that on S4 one can explicitly verify that
ℓcos2
ρ
2
dκ− = − sin ρ(e4 ∧ κ)−, ℓsin2ρ
2
dκ+ = sin ρ
(
e4 ∧ κ)+ . (3.5)
7Note that from (3.1) one sees that giving a vev to φ2 is not BPS on the four-sphere. Hence it is impossible to
turn on the standard flat space hypermultiplet complex masses while preserving supersymmetry, contrary to what
was claimed in [53].
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With this fact, it is easy to check that8
A =
1
3ℓ
ζκ , φ2 =
1
6ℓ
ζ cos ρ , φ1 = a , DIJ =
(
ζ
2ℓ
− ia
)
wIJ . (3.6)
for constant a is a solution. Again, a can be diagonalized. On top of this smooth Abelian solution,
we again can have point-like (anti-) instantons located at the poles of the sphere.
3.3 Higgs Branch and Seiberg-Witten Monopoles
Higgs-like solutions They are characterized by the requirement that HSWIJ vanishes. The vector
multiplet equations then reduce to the deformed Coulomb branch equations of the previous sub-
section with deformation parameter ζvac., and have the solutions (3.6). The value of ζvac. will be
fixed momentarily. In particular, the field φ1 is a diagonal, constant matrix. Its values are further
constrained by the hypermultiplet equation (2.26), i.e. Φ1 · qIA = 0. The combined set of equations
0 = (φ
(j)
1 +mj) · q(j)IA , 0 =
ζSW
ℓ
wIJ + i
∑
j,a
T aadj.
(
q
(j)
I1 T
a
Rj q
(j)
J2 + q
(j)
J1 T
a
Rj q
(j)
I2
)
(3.7)
are in fact the standard vacuum equations of an N = 2 supersymmetric theory in the presence of an
FI-parameter. Their solutions strongly depend on the choice of gauge and matter representations
of the hypermultiplets. We will be interested in cases where generic masses and generic Fayet-
Iliopoulos parameters ζa completely break the gauge group. More precisely, we restrict ourselves to
cases where the first vacuum equation in (3.7) uniquely determines the components of φ1 in terms
of the mj, and moreover where all components take distinct values, thus breaking the gauge group
G to its maximal torus U(1)rankG. The hypermultiplet scalars taking on a vacuum expectation
value further break these U(1)s via the Higgs mechanism. One arrives at a discrete set of Higgs
vacua. It is clear then that after the gauge group is broken to U(1)rankG, it is sufficient to analyze
a U(1) gauge group with a single flavor, which, up to rescaling of U(1) charges, we can take to be
fundamental. We will do so henceforth.
Let us consider the particular example of a U(Nc) gauge group with Nf ≥ Nc fundamental
hypermultiplets. Then it is well-known that the vacuum equations have
(Nf
Nc
)
solutions, essen-
tially differing by the choice of Nc out of the Nf hypermultiplets to acquire a vev. For positive
value of ζSW, and choosing the first Nc hypermultiplets, one solution is given concretely as φ1 =
−diag(m1, . . . ,mNc) and qja = ℓ−1
√
ζSWδ
ja, for j = 1, . . . , Nc, q
ja = 0 for j = Nc + 1, . . . , Nf , and
q˜ja = 0, where a denotes the gauge index and we introduced the standard notations q ≡ qI=1,A=1,
and q˜ ≡ qI=1,A=2 (see also (B.10)), while for negative values of ζ the q˜ get a vev. The U(1) vacua
can be obtained as a special case.
8Note that [53] set to zero all φ2 dependence. However, it is easy to verify that it is crucial to keep φ2 to have a
deformed Coulomb branch configuration satisfying the Bianchi identity. As we will see, the existence of the deformed
Coulomb branch solution is in turn crucial to find Higgs banch solutions.
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To complete the Higgs-like solution, we should still make sure that (2.24) and (2.25) are satisfied.
On the round sphere, their combination (2.20) simplifies to
2ǫJIRµDµqIA − wJIqIA + iǫJI(s− s˜)φ2 · qIA = 0 , (3.8)
which can be decomposed in terms of the scalars q, q˜† as
2RµDµq +
i
ℓ
q + i(s− s˜) φ2 q = 0 , 2RµDµq˜† − i
ℓ
q˜† + i(s− s˜) φ2 q˜† = 0 , (3.9)
and their complex conjugates. It is clear that in the vacuum where (only) q gets a vev, these
equations are solved for ζvac. = +6, while if q˜ gets a vev, one finds ζvac. = −6. It is straightforward
to verify that then also (2.24) and (2.25) are solved.
Smooth “(m,n)-vortex” solutions Let us now relax the constraint HSWIJ = 0 and study more
general smooth solutions with non-zero HSWIJ
9. We will focus on generalizing the vacuum solutions
where ζ is positive and thus q acquires a vev, knowing that the case where ζ is negative and q˜ gets
a vev can be treated completely similarly. Let us further denote the deformed Coulomb branch
configuration for ζvac. as Avac. =
1
3ℓζvac.κ, and (φ2)vac. =
1
6ℓζvac. cos ρ. The smooth solutions we
are about to uncover carry winding around the circles parametrized by ϕ and χ, and thus have
their combined core at the north pole and the south pole. In fact, they resemble the standard
two-dimensional vortex solutions, and as in that case, we do not have an analytic expression for
the solution, but study its behavior in the far away region, and near the core. It is trivial to verify
that away from the north and south pole one has the solution q˜ = 0 and
A = Avac. −mdϕ− ndχ , q =
√
ζSW
ℓ
e−imϕ−inχ , φ2 = (φ2)vac. , (3.10)
while φ1 still takes its vacuum value determined in terms of the masses. This solution is valid in
the region ρ2 ≫ m+nζSW+2(m+n) , as we will derive momentarily.
To analyze the behavior around the north pole and south pole, we study the vector and hyper-
multiplet equations to linear order in ρ or π−ρ respectively. The geometry is approximated by flat
C
2. Indeed, around the north pole ρ = 0 and with r1 = ℓρ cos θ and r2 = ℓρ sin θ the metric simply
becomes
ds2 = dr21 + r
2
1dϕ
2 + dr22 + r
2
2dχ
2 . (3.11)
9The smooth configurations of this paragraph and the singular Seiberg-Witten configurations of the next are
missing in [53].
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The hypermultiplet equations read for q˜ = 0
0 = [Dϕ +Dχ + i(r1Dr1 + r2Dr2)] q +O(ρ2q) (3.12)
0 =
[
−r2
r1
Dϕ +
r1
r2
Dχ + i(−r2Dr1 + r1Dr2)
]
q +O(ρ2q) (3.13)
0 =
[
i(−1 + ℓφ2) + 1
2
(Dϕ +Dχ − i(r1Dr1 + r2Dr2))
]
q +O(ρ2q) , (3.14)
while the vector multiplet equations can be written as
0 = Fϕχ = Fr1r2 (3.15)
Fϕr2 =
r1r2
2ℓ
r1
r21 + r
2
2
[
2φ2 − ζ
ℓ
− 4ℓ
2
r21 + r
2
2
(r1∂r1 + r2∂r2)φ2
]
+O(ρ2) (3.16)
Fχr1 =
r1r2
2ℓ
r2
r21 + r
2
2
[
2φ2 − ζ
ℓ
− 4ℓ
2
r21 + r
2
2
(r1∂r1 + r2∂r2)φ2
]
+O(ρ2) (3.17)
Fϕr1 = r1
(
φ2
2ℓ
+
ζ
4ℓ2
)
− 1
2
(
r2
r1
− r1
r2
)
Fϕr2 +O(ρ2) (3.18)
Fχr2 = r2
(
φ2
2ℓ
+
ζ
4ℓ2
)
− 1
2
(
r1
r2
− r2
r1
)
Fχr1 +O(ρ2) , (3.19)
where we omitted terms involving |q|2 and constant times ri(r1∂r1φ2 + r2∂r2φ2) for i = 1 or 2,
which assuming smoothness can only contribute at order ρ2 or higher. Furthermore, we wrote the
equations in such a way as to highlight the vortex-like behavior in the planes (r1, ϕ) and (r2, χ)
evident in equations (3.12),(3.18) and (3.12),(3.19) respectively if Fχr1 = Fϕr2 = 0.
One finds the solution to the full set of equations (3.12)-(3.19) for ρ2 =
r21+r
2
2
ℓ2
≪ m+nζSW+2(m+n) to
be q˜ = 0 and
A−Avac. = − 1
4ℓ2
(
ζSW
2
+m+ n
)
(r21dϕ+ r
2
2dχ) , q = B
(
r1e
−iϕ
)m (
r2e
−iχ
)n
, (3.20)
φ2 − (φ2)vac. = m+ n
ℓ
+
1
4ℓ3
(
−ζSW
2
+m+ n
)
(r21 + r
2
2) , (3.21)
for some constant B. Note that m and n are necessarily positive and that Fχr1 = Fϕr2 = 0 indeed.
One can easily estimate the size of these smooth solutions. From (3.10), one can find via Stokes’
theorem the vorticity of A−Avac. carried in the (r1, ϕ) and (r2, χ) planes to be given by −m and −n
respectively. Then approximating 1r1 (F −Fvac.)r1ϕ and 1r2 (F −Fvac.)r2χ by step functions of height
− 12ℓ2
(
ζSW
2 +m+ n
)
on disks of radii ǫ1 and ǫ2 respectively, one easily estimates ǫ1 ≈ ℓ
√
m
ζSW+2(m+n)
and ǫ2 ≈ ℓ
√
n
ζSW+2(m+n)
. For sufficiently large values of ζSW the smooth solutions squeeze to zero
size, justifying the first order approximations we made.
One can similarly analyze the asymptotic behavior near the south pole. One finds in terms of
11
r˜1 = ℓ(π − ρ) cos θ and r˜2 = ℓ(π − ρ) sin θ
A−Avac. = − 1
4ℓ2
(
ζSW
2
+m+ n
)
(r˜21dϕ+ r˜
2
2dχ) , q = B˜
(
r˜1e
−iϕ
)m (
r˜2e
−iχ
)n
, (3.22)
φ2 − (φ2)vac. = −m+ n
ℓ
+
1
4ℓ3
(
ζSW
2
−m− n
)
(r˜21 + r˜
2
2) , (3.23)
for r˜21 + r˜
2
2 ≪ m+nζSW+2(m+n) .
We have constructed solutions to the BPS equations in a small neighborhood around the north
pole ρ = 0 and the south pole ρ = π. We claim however that for m = 0 the core of the solution
(defined as the zeros of the complex scalar field q) in fact wraps the two-sphere S2θ=0 defined by
θ = 0, and similarly for n = 0 the core wraps the θ = π/2 two-sphere S2θ=π/2. While heuristically
clear, such behavior can be argued for rigorously from the full hypermultiplet equations by starting
in the core at either north or south pole and verifying that any motion along the relevant two-
sphere keeps q zero, but we won’t do so here. In these cases we thus found a vortex-like object in
R
2 wrapping an S2. For generic m,n 6= 0 the BPS configurations are a non-trivial superposition
of the m-vortex near S2θ=0 and the n-vortex near S
2
θ=π/2, with the core lying again on these two
spheres. The cores overlap at the two intersection points of the two two-spheres, i.e. the north
pole and the south pole of S4. As we will see momentarily, there are additional point-like solutions
to the BPS equations supported at these points.
The approximations made above are valid only in the limit where ζSW →∞ and the solutions
squeeze to zero size (in the planes carrying winding). For finite values of ζSW the solutions will
require both finite size and curvature corrections. Nonetheless, using the BPS equations, we can
deduce important properties of the solutions valid for any value of ζSW. Namely, since q only
vanishes in the core of the solution, we find from (3.9) the exact relation,
2ιRA+ φ2 (s˜− s) = ℓ−1 (m+ n+ 1) . (3.24)
Moreover, due to the compact nature of S4, the winding numbers m,n are not without restrictions;
instead, given ζSW, they are required to satisfy a certain bound, which we now derive. Consider
the integral ∫
F ∧ ∗dκ ≡ 1
2
∫ (
F+µνdκ
µν
+ + F
−
µνdκ
µν
−
)√
gd4x . (3.25)
On the one hand, one can substitute the F± using the BPS equations, and obtain
∫
F ∧ ∗dκ = 1
2
∫ [
6φ2
ℓ2
(s− s˜) + 1
ℓ
(
ζ
ℓ2
− |q|2 + |q˜|2
)]√
gd4x . (3.26)
On the other hand, observing that d ∗ dκ = −3ℓ−2 sin ρ (− sin θe1 + cos θe2) ∧ e3 ∧ e4, it is easy
to show that (using the fact that any complex line bundle on S4 is trivial, and therefore globally
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F = dA) ∫
F ∧ ∗dκ = 6ℓ−2
∫
(ιRA)
√
gd4x . (3.27)
Combining the equations (3.26) and (3.27), we have
6ℓ−2
∫
[2ιRA+ φ2 (s˜− s)]√gd4x ≤ ζ
ℓ3
Vol
(
S4
)
, (3.28)
where we used that on the solution ζ
ℓ2
− |q|2 + |q˜|2 ≤ ζ
ℓ2
. Finally, using the exact relation (3.24)
which implies that the integrand on the left hand side is constant on S4, we obtain a bound on the
winding numbers10
m+ n+ 1 6
ζ
6
=⇒ m+ n 6 ζSW
6
. (3.29)
For finite (positive) values of ζ, only a finite number of smooth “(m,n)-vortex” solutions is sup-
ported on the four-sphere. In particular, when the bound is saturated, the scalar field q (and of
course q˜) vanishes and the solution is of the deformed Coulomb branch type. We thus find that
upon increasing the value of ζ from zero to infinity, the Coulomb branch solutions is smoothly
deformed into the deformed Coulomb branch solution, and additional smooth solutions become
available each time the bound (3.29) is crossed. Such a picture is similar to the Higgs branch
localization computations of [42–44].
Seiberg-Witten monopoles On top of these smooth solutions we find singular solutions sup-
ported only at the north and south pole. Let us focus on the north pole first. In appendix D
we show that there exists an integrable, self-dual complex structure J˜ which is well-defined in the
region S4−{south pole}. Then, taking into account that we are focusing on gauge group G = U(1),
we can introduce ordinary differential forms α ∈ Ω0,0
J˜
and β ∈ Ω0,2
J˜
defined as
α ≡ q , β ≡ −s˜−1q˜†Θ˜11. (3.30)
To extract the equations describing the singular configurations, we further split off the vacuum
deformed Coulomb branch solution for ζ = ζvac. = 6, i.e. A = Avac.+a, φ2 = (φ2)vac.+∆φ2. Then,
10When instead analyzing the case of negative ζ and thus non-trivial q˜ solutions, and introducing the positive
winding numbers m˜, n˜ as in q˜† ∼ eim˜ϕ+in˜χ, one finds the exact relation 2ιRA + φ2 (s˜− s) = −ℓ−1 (m˜+ n˜+ 1) and
the bound −m˜− n˜− 1 6 ζ
6
=⇒ −m˜− n˜ 6 ζSW
6
.
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at the north pole (ρ = 0), the equations become:
0 = ∂¯aα+ ∂¯
∗
aβ (3.31)
0 = ∆φ2α = (∆φ2 + 2ℓ
−1)β (3.32)
0 = F 0,2a −
i
2
α¯β (3.33)
F J˜a = −
1
4
[
ζSW
ℓ2
+
2∆φ2
ℓ
− |α|2 + |β|2
]
J˜ , (3.34)
where the superscript J˜ denotes the component proportional to the (1, 1)J˜ form J˜ . By standard
arguments, by combining (3.31) and (3.33), it is easy to show that either α = 0 or β = 0. As for
the smooth solutions, we consider solutions with non-trivial α, which trivially implies that ∆φ2 = 0
(and β = 0).11 The equations then reduce to the standard Seiberg-Witten equations on C2 [54],
see [55] for a nice introduction. Moreover, we demand that the singular solutions share the same
winding numbers with the smooth solutions found above.
In the patch containing the south pole, the anti-self-dual complex structure J is well-defined,
see (D.8). It is then straightforward to derive another set of Seiberg-Witten equations at the south
pole with respect to this complex structure.
Solutions (α = α(z, w), β = 0) to the Seiberg-Witten equations on C2z,w can be constructed
from complex algebraic curves, as discussed in [56].12 More precisely, given a polynomial p(z, w),
there exists a solution to the Seiberg-Witten equations such that α(z, w) vanishes on the zeros of
p and such that near its zeros, α looks like the polynomial to leading order. In particular, given a
polynomial p (z, w) =
D∏
i=1
(az + bw + ci)
di , the preimage of zero is a collection of D parallel planes
intersecting the u = az+ bw plane at points u = −ci for i = 1, . . . ,D. The Seiberg-Witten solution
is now in fact a multi-centered vortex solution in the u-plane with cores at the points u = −ci of
local winding di. Note however that the solution is not uniquely determined by the polynomial p,
but comes with a moduli space.
We are looking for single-centered solutions with winding numbers matching those of the smooth
solutions on top of which the singular Seiberg-Witten solution is defined. It is clear then that the
relevant polynomial is given by p(z, w) = zmwn. It will be important later to note that in particular
when m = 0 or n = 0 we are dealing with a vortex solution in the w or z-plane respectively.
11If we had split off the vacuum deformed Coulomb branch solution for ζ = ζvac. = −6, i.e. had considered smooth
solutions with non-trivial β, then only (3.32) changes. It becomes (∆φ2 − 2ℓ−1)α = ∆φ2β = 0, thus again setting
∆φ2 = 0.
12We would like to thank Clifford Taubes for communication on this point.
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4 Computation of the partition function
To complete the localization computation of the partition function on S4, we need to evaluate
the classical action on and the one-loop determinant of quadratic fluctuations around the BPS
configurations and subsequently sum/integrate over the space of BPS solutions. Since HIJ is
introduced through a Q-exact deformation (2.10), all (appropriate) choices of HIJ should leave the
partition function invariant. We will see in detail how this expectation works out.
Since the classical action for the hypermultiplet is Q-exact, we only need to evaluate the Yang-
Mills action (B.4) and the Fayet-Iliopoulos action (B.7). Furthermore, through an index theorem,
the one-loop determinants on S4b can be computed straightforwardly [1, 22]:
ZVM1-loop(aˆ) =
∏
α∈g
α6=0
Υb(iα(aˆ)) , Z
HM
1-loop(aˆ) =
∏
w∈R
Υb
(
iw(aˆ) +
Q
2
)−1
, (4.1)
where α ∈ g are the roots of the gauge Lie algebra g, w ∈ R are the weights of representation R in
which the hypermultiplet transforms, and Q = b+ b−1, with b =
√
ℓ/ℓ˜. Here we assumed that the
(rescaled) equivariant gauge transformation parameter (see (B.16)) evaluated at north and south
pole are equal:
aˆ =
√
ℓℓ˜
(
2i
(
φs˜+ φ˜s
)
+ 2iRµAµ
) ∣∣∣
N
=
√
ℓℓ˜
(
2i
(
φs˜+ φ˜s
)
+ 2iRµAµ
) ∣∣∣
S
. (4.2)
Since we are working on S4, we have ℓ = ℓ˜, b = 1 and Q = 2. In this section we will keep using
ℓ and ℓ˜ indicating how our results are naturally generalized to the squashed sphere at the level of
the partition function.
4.1 Coulomb branch
The classical actions evaluated on the Coulomb branch solution (3.1) give
SYM =
8π2ℓℓ˜
g2YM
Tr a2 , SFI = −16iπ2ℓℓ˜TrFI a . (4.3)
The gauge equivariant parameter is easily evaluated to be aˆ =
√
ℓℓ˜a, which can be plugged into
(4.1). Taking into account the point (anti-) instantons at north and south pole, the total partition
function can then be written as
Z =
1
|W|
∫ (rankG∏
a=1
dxa
)
e
− 8π
2
g2
YM
Trx2+16iπ2
√
ℓℓ˜TrFI x
|Zinst.(x,M, b, b−1, q)|2
∏
α∈g
α6=0
Υb(iα(x))∏
j
∏
w∈Rj
Υb
(
i(w(x) +Mj) +
Q
2
) ,
(4.4)
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where Zinst.(x,M, ǫ1, ǫ2, q) denotes the instanton partition function [2,57], we introduced x =
√
ℓℓ˜a,
and we also included the (rescaled) hypermultiplet masses M . The integrations are along the real
line. It is furthermore relevant to mention that the poles of the instanton partition function cancel
against the zeros of the vector multiplet one-loop determinant and thus the integrand only has
poles originating from the hypermultiplet one-loop determinant.
4.2 Deformed Coulomb branch
Let us now consider the case that ζ 6= 0. On the deformed Coulomb branch configuration (3.6), the
classical actions evaluate to
SYM =
8π2ℓℓ˜
g2YM
Tr
(
a+ i
ζQ
12
√
ℓℓ˜
)2
, SFI = −16iπ2ℓℓ˜TrFI
(
a+ i
ζQ
12
√
ℓℓ˜
)
. (4.5)
Direct evaluation of (4.2) yields aˆ =
√
ℓℓ˜
(
a+ i ζQ
12
√
ℓℓ˜
)
. Effectively, the deformed Coulomb branch
thus shifts the integration contours in the matrix integral in (4.4) in the imaginary direction x→
x + i ζQ12 . Note that to obtain these simple expression on the squashed sphere, one should apply a
rescaling of ζ by a fixed function of b and b−1 (which simplifies to 1 for b = b−1 = 1).
As mentioned before, the ζ-dependence is Q-exact and thus should not affect the partition
function. While for ζ = 0 one indeed recovers the standard Coulomb branch expression (4.4),
upon turning on ζ the integration contours are deformed and effectively shifted in the imaginary
direction. The resulting integral remains equal to the original Coulomb branch integral until one
crosses one of the poles of the hypermultiplet one-loop determinant. From the bound (3.29), which
generalizes to
mb+ nb−1 +Q/2 ≤ ζQ
12
, (4.6)
one can anticipate that the positions of the poles will precisely correspond to values of ζ for which
new smooth solutions become available: their contributions as well as those from the Seiberg-Witten
monopoles will precisely correspond to the residues of the crossed poles.
We would like to write the partition function in terms of only the contributions of Higgs branch
configurations, i.e. we would like to find a regime of parameters for which the deformed Coulomb
branch contribution vanishes in the limit ζa → ±∞. Using the asymptotic behavior of Υb(z) for
large z, which can be derived from the asymptotics of the double gamma function [58],
logΥb(z)→ 1
2
z(z −Q) log (z(Q− z)) +
(
−3
2
+ γ
)
z(z −Q) +O(log z) , (4.7)
where γ is the Euler-Mascheroni constant, and introducing the U(1) charges of the gauge repre-
sentation Rj as q(a)j ≡ w(ha) for any weight w of the representation Rj , we find for the leading
16
behavior in the large ζ limit
|integrand| ∼ exp

− Q2
288
∑
j
dimRj
(∑
a
q
(a)
j ζa
)2
log
(∑
a
q
(a)
j ζa
)2
+O(ζ2a)

 , (4.8)
which arises from the hypermultiplet one-loop determinant. The vector multiplet does not con-
tribute to the asymptotics since it doesn’t carry charge under the U(1)s. Similarly, only hypermul-
tiplets transforming in representations Rj with non-zero charges q(a)j contribute. Finally, note that
the classical action contributes only at order ζ2. We thus conclude that if there exists a choice of
ζa → ±∞ such that for a representation Rj one finds
∑
a q
(a)
j ζa → ±∞, suppression is achieved.
4.3 Higgs branch and Seiberg-Witten Monopoles
For finite values of ζ, one needs to take into account, apart from the contribution of the deformed
Coulomb branch configuration analyzed in the previous subsection, also that of the Higgs vacua
and smooth solutions, satisfying the bound (4.6), and the point-like Seiberg-Witten monopoles.
Even though we do not possess the exact expression for the smooth solutions, it is still possible to
evaluate their classical actions exactly using their behavior in the core and the BPS equations13:
SYM =
8π2ℓℓ˜
g2YM
Tr
(
aHV + i
mb+ nb−1 +Q/2√
ℓℓ˜
)2
(4.9)
SFI = −16iπ2ℓℓ˜TrFI
(
aHV + i
mb+ nb−1 +Q/2√
ℓℓ˜
)
, (4.10)
where aHV denotes the value of φ1 in the Higgs vacuum.
The one-loop determinants for the hypermultiplets not acquiring a vacuum expectation value
and the off-diagonal vector multiplets (which in fact combine with some of the former into massive
long vector multiplets through the Higgs mechanism) are straightforwardly obtained by inserting
the equivariant gauge parameter (4.2) evaluated on the smooth configuration,
aˆ
(m,n)
HV =
√
ℓℓ˜
(
aHV + i
mb+ nb−1 +Q/2√
ℓℓ˜
)
, (4.11)
into the one-loop determinants (4.1). The rankG hypermultiplets that do get a Higgs branch
vev combine with the diagonal vector multiplets into massive long vector multiplets as well. The
computation of their one-loop determinants is more subtle, as is signaled by the divergence of
the hypermultiplet one-loop determinant upon inserting the equivariant gauge parameter (4.11).
This divergence arises since we are considering a point on the Coulomb branch where these hyper-
13Note that we are writing the result for the case where all U(1) charges equal one. The generalization is straight-
forward.
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multiplets are effectively massless. As explained in [6], the computation of the combined vector
and hypermultiplet system is performed by removing the corresponding zero modes via a residue
prescription. The total one-loop determinant can thus be written as
Res
aˆ→aˆ
(m,n)
HV
[
ZVM1-loop(aˆ)Z
HM
1-loop(aˆ)
]
. (4.12)
On top of these smooth solutions, we also found point-like Seiberg-Witten monopole solutions
supported at both the north pole and the south pole, see section 3.3. Their contribution, i.e.
their moduli space integral, is captured by what one may call – in complete analogy to the (non-
perturbative) k-instanton14 andm-vortex partition functions – the p(z, w)-Seiberg-Witten partition
function Z
HV,p(z,w)
SW,non-pert.(M, ǫ1, ǫ2, q), which is labeled by the particular Higgs vacuum, denoted by HV,
and the complex algebraic curves p(z, w) = zmwn, and is a function of the hypermultiplet masses,
the Ω-deformation parameters ǫ1, ǫ2 and the exponentiated complexified gauge coupling q = e
2πiτ .
This partition function could in principle be computed by putting the N = 2 supersymmetric
theory on Ω-deformed R4 in the presence of a Q-exact Fayet-Iliopoulos term such that the BPS
configurations are Seiberg-Witten monopoles15. The computation also requires integration over the
moduli space of Seiberg-Witten solutions.
At finite values of ζ, the total partition function is a sum of the contribution of the deformed
Coulomb branch of the previous subsection and the Higgs vacua and smooth solutions satisfying the
bound, as well as the singular Seiberg-Witten monopoles, of this subsection. The latter contribution
can be written explicitly as
∑
m,n≥0
mb+n
b
+Q
2
≤
ζQ
12
e
− 8pi
2
g2
YM
Tr
(
aˆ
(m,n)
HV
)2
+16iπ2
√
ℓℓ˜TrFI
(
aˆ
(m,n)
HV
)
|ZHV,zmwnSW,non-pert.(M, b, b−1, q)|2 Res
aˆ→aˆ
(m,n)
HV
[
Z
VM
1-loop(aˆ)Z
HM
1-loop(aˆ)
]
,
(4.13)
with aˆ
(m,n)
HV defined in (4.11) and where the modulus squared entails sending q → q¯. It is clear that
if
ZHV,z
mwn
SW,non-pert.(M, b, b
−1, q) = Zinst.(xHV + i(mb+ nb
−1 +Q/2),M, b, b−1, q) , (4.14)
then (4.13) precisely contributes the residues of the crossed poles, as anticipated in the previous sub-
section. Unfortunately, we are not aware of an independent computation of ZHV,z
mwn
SW,non-pert.(M, b, b
−1, q),
so instead we put forward (4.14) as a prediction. As a particular case of (4.14), we find for n = 0
that Zinst.(xHV+i(mb+Q/2),M, b, b
−1, q) equals the non-perturbative piece of the four-dimensional
N = 2 supersymmetric m-vortex partition function in the Ω-background.
14If one writes the full instanton partition function as ZNekr. = Zpert.
∑
k q
kZk, then we mean Zk by the (non-
perturbative) k-instanton partition function. We employ similar nomenclature for vortex partition functions and
Seiberg-Witten partition functions.
15This setup is quite similar to the one employed to study the two-dimensional vortex partition function, see [59].
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The ζ → ∞ limit For ζ → +∞, we found around (4.8) that in favorable cases the deformed
Coulomb branch contribution vanishes. Moreover, in this limit the smooth “(m,n)-vortex” solutions
were found to squeeze to zero size and their winding numbers are unbounded. The path integral is
thus dominated by the squeezed vortex solutions as well as the singular Seiberg-Witten solutions.
We will denote their total resummed contribution in the Higgs vacuum HV rather unimaginatively
as Z
(HV)
resummed.
The partition function in this limit is then computed as follows:
Z =
∑
Higgs vacua HV
Z
(HV)
cl. Z
′ (HV)
1-loop Z
(HV)
resummed . (4.15)
First of all, the summation runs over the finite set of all possible Higgs vacua of the theory16. The
real scalar field φ1 is solved in terms of the hypermultiplet masses as φ1 = aHV. Let us also introduce
xHV =
√
ℓℓ˜aHV. Next, the classical actions in (4.9) provide weighting factors for Z
(HV)
resummed and an
overall classical factor. The latter is given by
Z
(HV)
cl. = exp
[
− 8π
2
g2YM
Tr
(
xHV + i
Q
2
)2
+ 16iπ2
√
ℓℓ˜TrFI
(
xHV + i
Q
2
)]
, (4.16)
while the weighting factor for the “(m,n)-vortices” and additional singular Seiberg-Witten monopoles
reads
e−S(HV,m,n) = (qq¯)
Tr
(
ib(xHV+iQ/2)m−
b2
2
m2
)
e16π
2i
√
ℓℓ˜TrFI bm
× (qq¯)Tr
(
ib−1(xHV+iQ/2)n−
b−2
2
n2
)
e16π
2i
√
ℓℓ˜TrFI b
−1n (qq¯)−Tr(mn) . (4.17)
Next, the one-loop determinant for the vectormultiplet and the chiral multiplet not acquiring a
vacuum expectation value are as on the Coulomb branch, but with x → xHV. The rankG chiral
multiplets getting a vev produce an extra residue factor
[
2πi Res
x→0
Υ−1b (ix)
]rankG
. Together they
constitute Z
′ (HV)
1-loop . Finally, let us give some more details on Z
(HV)
resummed. It can be written schemati-
cally as
Z
(HV)
resummed =
∑
m,n≥0
Z
(HV,m,n)
resummed =
∑
m,n≥0
e−S(HV,m,n) Z
(HV,m,n)
pert.
∣∣∣ZHV,zmwnSW,non-pert.∣∣∣2 , (4.18)
where e−S(HV,m,n) is given in (4.17) and ZHV,z
mwn
SW,non-pert. was introduced below (4.12).
Recalling the nature of the smooth solutions for n = 0, as a vortex of winding m in the plane
R
2 wrapping an S2, one can identify Z
(HV,m,n=0)
resummed as the S
2-theoretic m-vortex partition function.
Recall that we indeed already identified ZHV,z
m
SW,non-pert. as the non-perturbative piece of the m-vortex
16Recall from subsection 3.3 that we restricted our attention to theories with generic masses ensuring the discrete
nature of the Higgs vacua.
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partition function in the Ω-background. Alternatively, Z
(HV,m,n=0)
resummed is the S
2 partition function
of the m-vortex worldvolume theory.17 It has indeed the structure of a Higgs branch localized
partition function on the two-sphere, see [5, 6, 62]. We will see an explicit example in the next
section. Similar considerations are valid for m = 0.
5 Matching with the Coulomb branch integral
In this section we briefly show that Coulomb branch and Higgs branch localization indeed produce
the same partition function for the simplest case of a U(1) theory with Nf fundamental hyper-
multiplets. The computation amounts to closing the integration contour in the Coulomb branch
integral and computing the residues of the encircled poles. 18
We start with the Coulomb branch integral (4.4) specialized to the U(1) case
Z
U(1),Nf
S4b
=
∫
dx e
− 8π
2
g2
YM
x2+16iπ2ξFI
√
ℓℓ˜ x |Zinst.(x,M, b, b−1, q)|2∏Nf
j=1Υb
(
i(x+Mj) +
Q
2
) . (5.1)
Here the masses satisfy the relation
∑Nf
k=1Mk = 0 since the flavor symmetry group is SU(Nf ).
Furthermore, the instanton partition function is given by [2, 57]
Zinst.(x,M, ǫ1, ǫ2, q) =
∑
Y
q|Y |

Nf∏
j=1
W (Y )∏
r=1
Yr∏
s=1
(
i(x+Mj)− ǫ1 + ǫ2
2
+ ǫ1r + ǫ2s
)
× 1
ǫ
2|Y |
2
∞∏
r,s=1
Γ
(
Yr − Ys − ǫ1ǫ2 (s− r + 1)
)
Γ
(
− ǫ1ǫ2 (s− r)
)
Γ
(
Yr − Ys − ǫ1ǫ2 (s− r)
)
Γ
(
− ǫ1ǫ2 (s− r + 1)
)

 , (5.2)
as a sum over Young diagrams Y . Each Young diagram Y encodes a non-increasing sequence of
integers (Y1 ≥ Y2 ≥ . . . ≥ YW (Y ) ≥ YW (Y )+1 = YW (Y )+2 = . . . = 0), where W (Y ) is the width of
the Young diagram. The total number of boxes in the diagram is denoted by |Y |. The instanton
counting parameter is given by q = e2πiτ , with τ = θ2π +
4πi
gYM2
. The first factor captures the
contribution from the hypermultiplets, while the second factor those of the vectormultiplet. We
denote them by zHM and zVM respectively. The latter can be simplified by splitting the infinite
products over r, s into the four regions r, s ≤ W, and r ≤ W, s > W, and r > W, s ≤ W, and
r > W, s > W, where W ≥ W (Y ) is any integer larger than or equal to the width of the Young
17Considering a four-dimensional N = 2 gauge theory with gauge group U(Nc) and Nf ≥ Nc fundamental hy-
permultiplets, the m-vortex worldvolume theory is given by a two dimensional N = (2, 2) gauge theory with gauge
group U(m) and Nc fundamental chiral multiplets, Nf −Nc anti-fundamental chiral multiplets and an adjoint chiral
multiplet [60,61]. Note that the vortex theory contains vortices itself.
18The U(N) generalization of this computation has been considered in [53], which however performs an incorrect
truncation of the sum over Young diagrams in the instanton partition function upon plugging in the position of the
pole.
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diagram. The last region does not contribute, while various manipulations in the other products
result in
zVM
(
Y ;x,M, b, b−1, q
)
=
(−b2)|Y | ∏Ws=1(1 + b2s− Y1 + Ys)Y1∏W
s=1(1 + b
2s)Ys
∏W
r,s=1 (1 + b
2(s− r) + Ys − Yr)Yr−Yr+1
∏W
r=1 (b
2(r −W − 1))Yr
,
(5.3)
where we use the Pochhammer symbol (y)n =
∏n−1
i=0 (y+ i) and already specified the Ω-deformation
parameters as ǫ1 = b, ǫ2 = b
−1.
As discussed around equation (4.8), the contour in (5.1) can be closed in either upper or lower-
half plane. We choose to close the contour in the upper-half plane and pick up the poles at
x
(m,n)
j = −Mj + imb+ inb−1 + iQ/2 , m, n ≥ 0 , j = 1, . . . , Nf , (5.4)
which are located at the zeros of the Υb functions in the denominator. Using the shift formula
Υb(x− µb− νb−1) = (−1)µν Υb(x)
∏µ−1
r=0
∏ν−1
s=0
(
x− (r + 1)b− (s+ 1)b−1)2∏µ−1
r=0
γ(b(x−(r+1)b))
b−1+2(x−(r+1)b)b
∏ν−1
s=0
γ(b−1(x−(s+1)b−1))
b1−2(x−(s+1)b−1)b−1
, (5.5)
valid for positive integers µ, ν ≥ 0, and with γ(x) ≡ Γ(x)Γ(1−x) , one can straightforwardly rewrite the
one-loop determinants.
Plugging in the poles in the hypermultiplet contribution to the instanton partition function,
one finds
zHM
(
Y ;x
(m,n)
j ,M, b, b
−1, q
)
=
Nf∏
k=1
W∏
r=1
Yr∏
s=1
(
iMkj + b(r − (m+ 1)) + b−1(s− (n + 1))
)
, (5.6)
where we introduced Mkj ≡Mk −Mj. It is clear then that the contribution of diagram Y vanishes
if and only if it contains a box at coordinates (column, row) = (m + 1, n + 1). Note also that we
trivially replaced W (Y ) with any integer W ≥W (Y ).
In total we then find
Z
U(1),Nf
S4b
=
Nf∑
j=1
Z
(j)
cl. Z
′(j)
1-loop Z
(j)
resummed , (5.7)
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where
Z
(j)
cl. = exp
[
− 8π
2
g2YM
(
−Mj + iQ
2
)2
+ 16iπ2
√
ℓℓ˜ξFI
(
−Mj + iQ
2
)]
, (5.8)
Z
′(j)
1-loop =
2πi Res
x→0
Υ−1b (ix)∏Nf
k=1
k 6=j
Υb
(
iMkj +
Q
2
) . (5.9)
For Z
(j)
resummed we find
Z
(j)
resummed =
∑
m,n≥0
e−S(j,m,n) Z
(j,m,n)
pert.
∣∣∣Zj,zmwnSW,non-pert.∣∣∣2 , (5.10)
where
e−S(j,m,n) = (qq¯)ib(−Mj+iQ/2)m−
b2
2
m2 e16π
2i
√
ℓℓ˜ξFIbm
× (qq¯)ib−1(−Mj+iQ/2)n− b
−2
2
n2 e16π
2i
√
ℓℓ˜ξFIb
−1n (qq¯)−mn (5.11)
Z
(j,m,n)
pert. =
Nf∏
k=1
[
m−1∏
r=0
γ (b (iMkj − (r + 1) b))
b−1+2(iMkj−(r+1)b)b
n−1∏
s=0
γ
(
b−1
(
iMkj − (s+ 1) b−1
))
b1−2(iMkj−(s+1)b
−1)b−1
× (−1)mn
m−1∏
r=0
n−1∏
s=0
(
iMkj − (r + 1) b− (s+ 1) b−1
)−2]
(5.12)
Zj,z
mwn
SW,non-pert. =
∑
Y
q|Y |zVM
(
Y ;x
(m,n)
j ,M, b, b
−1, q
)
zHM
(
Y ;x
(m,n)
j ,M, b, b
−1, q
)
, (5.13)
where we should insert (5.3) and (5.6) in the last line. As discussed below (5.6), the sum over
Young diagrams Y is effectively truncated to those diagrams whose shape is such that they do not
contain a box with coordinates (column, row) = (m+ 1, n+ 1).
The Special case of n = 0. In the previous section we have argued that for n = 0, Z
(j,m,n=0)
resummed
should equal the S2-theoretic m-vortex partition function, or equivalently, the S2 partition function
of the m-vortex worldvolume theory. Let us see how these expectations are realized in the concrete
example at hand. We find
Z
(j,m,n=0)
resummed = e
−S(j,m,n=0) Z
(j,m,n=0)
pert.
∣∣∣Zj,zmSW,non-pert.∣∣∣2 , (5.14)
22
with
e−S(j,m,n=0) = (qq¯)ib(−Mj+iQ/2)m−
b2
2
m2 e16π
2i
√
ℓℓ˜ξFIbm (5.15)
Z
(j,m,n=0)
pert. =
(
b−2Nf
)ib(−Mj+iQ/2)m− b22 m2 m−1∏
r=0
γ
(− (r + 1) b2)∏Nf
k=1
k 6=j
γ (1− b (iMkj − (r + 1) b))
, (5.16)
after some straightforward manipulations and using in the second line that the masses sum to zero.
Before writing down Zj,z
m
SW,non-pert. we should first remark that for n = 0 only Young diagrams Y
not containing a box with coordinates (column, row) = (m+1, 1), i.e., satisfying W (Y ) ≤ m, have
non-vanishing contributions. We can thus use m as W in (5.3) and (5.6) and obtain
Zj,z
m
SW,non-pert. =
′∑
Y
(−b2−Nf q)|Y |
∏m
s=1(1 + b
2s− Y1 + Ys)Y1
∏Nf
k=1
k 6=j
∏m
r=1
∏Yr
s=1
(
ibMkj + b
2(r −m− 1) + (s− 1))∏m
s=1(1 + b
2s)Ys
∏m
r,s=1 (1 + b
2(s− r) + Ys − Yr)Yr−Yr+1
,
(5.17)
where the prime indicates the restriction W (Y ) ≤ m.
Expression (5.14) should be compared to the S2 partition function of an N = (2, 2) super-
symmetric U(m) gauge theory with Nc = 1 fundamental chiral multiplets, Nf − Nc = Nf − 1
anti-fundamental chiral multiplets and an adjoint chiral multiplet (see footnote 17). In the confor-
mal case, Nf = 2Nc = 2, this partition function was computed in [62] (see their section 2.3.1) and
we find almost19 perfect agreement upon identifying
4π
g2YM
= ξ
(2d)
FI , θ4d = θ2d + (m− 1)π , ξ(4d)FI = 0 , (5.18)
and
− ib2 = mX , bMj − ib2 − i/2 = m , −bMk(6=j) +
i
2
= m˜ . (5.19)
where we denoted the masses in the two-dimensional theory as m for the fundamental chiral multi-
plet, m˜ for the anti-fundamental chiral multiplet, andmX for the adjoint chiral multiplet. In partic-
ular we find that Zj,z
m
SW,non-pert. precisely equals the vortex partition function of the two-dimensional
theory.
19A discrepancy arises from the factor
(
b−4
)ib(−Mj+iQ/2)m− b22 m2 in the perturbative part.
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A Sigma matrices and Spinors
In this appendix we review our conventions, following [22], for spinors and σ-matrices.
A.1 Spinors
The spinor indices α, β, . . . = 1, 2 and α˙, β˙, . . . = 1, 2 of (anti-)chiral spinors ψα, ψ˜
α˙, are raised and
lowered by antisymmetric ǫ-tensors, which take values ǫ12 = −ǫ12 = ǫ1˙2˙ = −ǫ1˙2˙ = 1, as follows:
ψα ≡ ǫαβψβ , ψ˜α˙ = ǫα˙β˙ψ˜β˙ . (A.1)
The spinor product is denoted by parenthesis ( ) and defined as
(ψχ) ≡ ψαχα , (ψ˜χ˜) ≡ ψ˜α˙χ˜α˙ . (A.2)
A symplectic-Majorana spinor ψI or ψ˜I is a doublet of chiral or anti-chiral spinors satisfying
(ψIα)
† = ǫIJǫαβψJβ , (ψ˜Iα˙)
† = ǫIJǫα˙β˙ψJβ˙ . (A.3)
The doublet indices I, J,K, . . . = 1, 2 are raised and lowered by εIJ , εIJ , with ε
12 = −ε12 = 1,
as XI = εIJXJ , XI = εIJX
J . Note that (ψIψI) = (ψIα)
†ψIα, and (ψ˜I ψ˜
I) = (ψ˜α˙I )
†ψ˜α˙I are semi-
positive products.
Finally, given symplectic-Majorana spinors ξI or ξ˜I , one can define several useful bilinears,
including
s ≡ (ξIξI) , s˜ ≡ (ξ˜I ξ˜I) , Ra ≡ (ξIσaξ˜I) , ΘabIJ ≡ (ξIσabξJ) , Θ˜abIJ ≡ (ξ˜I σ˜abξ˜J) ,
(A.4)
where we used the σ-matrices introduced in the next subsection.
A.2 σ-matrices and Fierz identities
We introduce the σ-matrices (σa)αα˙, (σ˜
a)α˙α, for a = 1, . . . , 4, as
σa = (−iτ1,−iτ2,−iτ3,12×2) , σ˜a = (iτ1, iτ2, iτ3,12×2) . (A.5)
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They satisfy the defining anti-commutation relations σaσ˜b + σbσ˜a = 2δab12×2, and σ˜
aσb + σ˜bσa =
2δab12×2. We further introduce the anti self-dual σ
ab = 12(σ
aσ˜b − σbσ˜a), and self-dual σ˜ab =
1
2(σ˜
aσb − σ˜bσa).
The basic Fierz identities are (for commuting spinors ψi, ψ˜j)
σµψ˜1(ψ˜2σ˜
µψ3) = 2ψ3(ψ˜2ψ˜1) , σ˜
µψ1(ψ2σµψ˜3) = 2ψ˜3 (ψ2ψ1) , (A.6)
ψ1 (ψ2ψ3)− 1
4
σabψ1
(
ψ2σ
abψ3
)
= 2ψ3 (ψ2ψ1) , ψ˜1(ψ˜2ψ˜3)− 1
4
σabψ˜1(ψ˜2σ˜
abψ˜3) = 2ψ˜3(ψ˜2ψ˜1) .
(A.7)
Combining the Fierz identities in the second line, one can replace spinor products with tensor
products of bilinears,


(
ψIψI
)
=
1
s
(ξIψI)(ξ
JψJ) +
1
4s
(ξIσabψI)(ξ
JσabψJ)
(ψ˜I ψ˜
I) =
1
s˜
(ξ˜I ψ˜
I)(ξ˜J ψ˜
J) +
1
4s˜
(ξ˜I σ˜
abψ˜I)(ξ˜J σ˜abψ˜
J) .
(A.8)
These identities will be useful in section 2 for rewriting the Q-exact deformation terms.
B N = 2 Vector Multiplet and Hypermultiplet
N = 2 Killing spinors on Eculidean four-manifolds. As discussed in [22] (see also [23,63]),
four-dimensional N = 2 supersymmetric theories can be placed on compact Euclidean manifolds
with metric gµν if one can find symplectic-Majorana spinors ξI and ξ˜I solving the generalized Killing
spinor equations
DµξI = −T λρσλρσµξ˜I − iσµξ˜′I
Dµξ˜I = −T˜ λρσ˜λρσ˜µξI − iσ˜µξ′I
(B.1)
and the auxiliary equations
σµσ˜νDµDνξI + 4DλTµνσ
µνσλξ˜I =MξI
σ˜µσνDµDν ξ˜I + 4DλT˜µν σ˜
µν σ˜λξI =Mξ˜I .
(B.2)
Here I, J, . . . = 1, 2 denote SU(2)R indices. The generalized Killing spinor equations and auxil-
iary equations contain the real (anti-) self-dual tensor background fields Tµν , T˜µν , and the scalar
background fieldM.Moreover, the covariant derivatives contain an SU(2)R background gauge field
(Vµ)
I
J . The spinors ξ
′
I , ξ˜
′
I are arbitrary anti-symplectic-Majorana spinors. These primed spinors
and the background fields T, T˜ ,M, and V are part of the freedom in solving the equations. We
take ξI and ξ˜I to be bosonic spinors satisfying the above equations and denote the corresponding
supercharge as Q.
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Vector Multiplet. An off-shell N = 2 vector multiplet contains the gauge field Aµ, complex
scalars φ, φ˜, (anti-) chiral symplectic-Majorana spinors λI and λ˜I , and an SU(2)R triplet of auxiliary
fields D(IJ). Their transformation rules are given by [22]


QAµ = i(ξIσµλ˜I)− i(ξ˜I σ˜µλI)
Qφ = −i (ξIλI)
Qφ˜ = +i(ξ˜I λ˜I)
QλI = 1
2
σµνξI(Fµν + 8φ˜Tµν) + 2 (Dµφ) σ
µξ˜I + φσ
µDµξ˜I + 2iξI [φ, φ˜] +DIJξ
J
Qλ˜I = 1
2
σ˜µν ξ˜I(Fµν + 8φT˜µν) + 2(Dµφ˜)σ˜
µξI + φ˜σ˜
µDµξI − 2iξ˜I [φ, φ˜] +DIJ ξ˜J
QDIJ = −(ξ˜I σ˜µDµλJ) + i(ξIσµDµλ˜J)− 2[φ, (ξ˜I λ˜J)] + 2[φ˜, (ξIλJ)] + (I ↔ J) .
(B.3)
The supersymmetric Yang-Mills action is given by [22]
SYM =
1
g2YM
∫
d4x
√
gTr
[
1
2
FµνF
µν + 16Fµν(φ˜T
µν + φT˜ µν) + 64φ˜2TµνT
µν + 64φ2T˜µν T˜
µν
−1
2
DIJDIJ − 4Dµφ˜Dµφ+ 2Mφ˜φ+ 4[φ, φ˜]2 − 2i(λIσµDµλ˜I)− 2(λI [φ˜, λI ]) + 2(λ˜I [φ, λ˜I ])
]
,
(B.4)
which is positive definite upon imposing the reality properties
A†µ = Aµ , φ
† = −φ˜ , (DIJ)† = −DIJ . (B.5)
on the bosonic fields, while one maintains the symplectic-Majorana nature of λI , λ˜I . If the gauge
group contains a U(1) factor, one can also introduce a Fayet-Iliopoulos term. Introducing an
SU(2)R triplet background field w
IJ satisfying
wIJξJ = −2iξ′I + 2T µνσµνξI , wIJ ξ˜J = −2iξ˜′I + 2T˜ µν σ˜µνξI , (B.6)
one can write the invariant action [22]
SFI =
∫
d4x
√
gTrFI
[
wIJDIJ −M(φ+ φ˜)− 64φT µνTµν − 64φ˜T˜ µν T˜µν − 8Fµν(Tµν + T˜µν)
]
,
(B.7)
where TrFI denotes a trace that weighs each U(1) factor in the gauge group with its own Fayet-
Iliopoulos parameter ξFI.
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Hypermultiplet. An off-shell N = 2 hypermultiplet20 consists of scalar fields qIA, the fermions
ψA, ψ˜A, and the auxiliary fields FI′A. Here A,B,C, . . . = 1, 2 denote USp(2) indices (which is
broken to the Cartan upon gauging), and I ′, J ′, ... = 1, 2 are SU(2)R′ indices. Furthermore ψA and
ψ˜A are Ω-symplectic-Majorana spinors,
(ψαA)
† = ǫαβΩABψβB , (ψ˜α˙A)
† = ǫα˙β˙ΩABψ˜β˙B , (B.8)
while q and F (canonically21) have reality properties
(qIA) = Ω
ABǫIJqJB , (FI′A) = Ω
ABǫI
′J ′FJ ′B , (B.9)
where Ω12 = −Ω12 = −1 is the symplectic form of USp(2). Note that the reality property of q
implies it can be written as
qI=1 =
(
q
q˜
)
, qI=2 =
(
−q˜†
q†
)
. (B.10)
The A = 1 and A = 2 components reside in complex conjugate representations R, R¯ of the gauge
and/or flavor group G. A hermitian generator T ∈ g in representation R acts on any field KA as
T ·KA =
(
TK1
−T ∗K2
)
, (B.11)
and thus an adjoint field Ξ = ΞaT a acts as
Ξ ·KA = ΞaT a ·KA =
(
ΞaT a 0
0 −Ξa(T a)∗
)(
KA=1
KA=2
)
. (B.12)
The supersymmetry transformation rules are [22]


QqIA = −i (ξIψA) + i(ξ˜I ψ˜A)
QψA = −2σµξ˜IDµqIA − σµDµξ˜IqIA + 4iξI φ˜ · qIA − 2ζI′FI′A
Qψ˜A = −2σ˜µξIDµqIA − σ˜µDµξIqIA + 4iξ˜Iφ · qIA − 2ζ˜I′FI′A
QFI′A = i(ζI′σµDµψ˜A)− 2(ζI′φ · ψA)− 2(ζI′λJ)qJA + 2iTµν(ζI′σµνψA)
−i(ζ˜I′ σ˜µDµψA) + 2(ζ˜I′φ˜ · ψ˜A) + 2(ζ˜I′ λ˜J)qJA − 2iT˜µν(ζ˜I′ σ˜µν ψ˜A) .
(B.13)
20The multiplet is off-shell with respect to the particularly chosen supercharge Q corresponding to the Killing
spinors ξI , ξ˜I .
21The reality property of FIA will be changed in (B.15) to (FI′A) = −ΩABǫI′J′FJ′B to ensure a positive definite
action.
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where the extra symplectic-Majorana spinors ζ and ζ˜ satisfy
(ξIζI′) = (ξ˜I ζ˜I′) , (ζ˜I′ ζ˜
I′) = s , (ζI
′
ζI′) = s˜ , R
µ + (ζI
′
σµζ˜I′) = 0 . (B.14)
The supersymmetric action for the hypermultiplet is Q-exact [22] on the ellipsoid and thus does
not play a role in the localization computations of this paper. One should remark though that it
is only positive definite upon choosing the alternative reality properties for the auxiliary fields
FIA = −ǫIJΩABFJB . (B.15)
Supersymmetry algebra. The supersymmetry algebra takes the form
Q2 = −2iLA+V+VˇR +Gauge(Φ)+Scale(w)+RU(1)r (Θ)+RSU(2)R
(
Θ
SU(2)R
IJ
)
+RˇSU(2)R′
(
Θˇ
SU(2)R′
I′J ′
)
,
(B.16)
where LA+V+VˇR denotes a gauge, SU(2)R and SU(2)R′ -covariant Lie derivative along the vector
field R, and SU(2)R′ rotates the hypermultiplet auxiliary fields. The parameters are given by
Rµ ≡ (ξIσµξ˜I) , (B.17)
Φ ≡ 2iφs˜ + 2iφ˜s , (B.18)
w ≡ −2
(
(ξI ξ˜′I) + (ξ˜I ξ˜
′I)
)
, (B.19)
Θ ≡ −
(
(ξI ξ˜′I)− (ξ˜I ξ˜′I)
)
, (B.20)
Θ
SU(2)R
IJ ≡ −4
(
(ξ(Iξ
′
J))− (ξ˜(I ξ˜′J))
)
, (B.21)
Θˇ
SU(2)R′
I′J ′ ≡ 2i(ζ(I′σµDµζ˜J ′))− 2i(Dµζ(I′σµζ˜J ′)) + 4i(ζ(I′σklTklζJ ′))− 4i(ζ˜(I′ σ˜klT˜klζ˜J ′)) . (B.22)
As in [22], we restrict ourselves to Killing spinors ξI , ξ˜I such that no scale or U(1)r transforma-
tions appear in Q2. The conditions
(ξI ξ˜′I) = (ξ˜I ξ˜
′I) = 0 (B.23)
can be solved for ξ′I and ξ˜
′
I as
ξ′I = −iSµνσµνξI , ξ˜′I = −iS˜µν σ˜µν ξ˜I . (B.24)
C Killing Spinors And Complex Structures
In this subsection we introduce almost complex structures whose existence is guaranteed by having
a solution to the generalized Killing spinor equations (B.1) and the auxiliary equations (B.2). They
will turn out to be useful when analyzing the singular solutions to the BPS equations.
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The interplay between supersymmetry and geometry is quite rich, as for example observed for
four-dimensional theories with four or fewer supercharges in [64–68]. It is clear that we are only
scratching the surface here, and a more in depth analysis would be very interesting.
C.1 Locally Almost Complex Structures
Let ξI and ξ˜I to be the solutions to the generalized Killing spinor equations (B.1) and the auxiliary
equations (B.2). Then given any symplectic-Majorana spinor χI and χ˜I such that (ξIχ
I) = 0,
(ξIχ
I) = 0, one can define two almost complex structures away from the zeros of ξ and ξ˜
Jµν ≡ 1√
ssχ
(
ξIσ
µ
νχ
I
)
, J˜µν ≡ 1√
s˜sχ˜
(ξ˜I σ˜
µ
ν χ˜
I) , (C.1)
where sχ ≡
(
χIχI
)
, sχ˜ ≡ (χ˜I χ˜I) are both positive semi-definite. Using Fierz identities, it is easy
to check that
JµλJ
λ
ν = −δµν , J˜µλJ˜λν = −δµν , JµλJ˜λν = J˜µλJλν . (C.2)
Where ξ is non-zero, one can write χI = mI
JξJ or χI = mµνσ
µνξI and similarly for χ˜, where
mIJ is a triplet of functions satisfying mIJ = ε
II′εJJ
′
mI′J ′ , and mµν is a real anti-self-dual 2-form.
The two representations are interchangeable, for instance, mIJ and mµν are related by
mµνΘ
µν
IJ =
1
2
smIJ . (C.3)
In the following, when we need to, we pick the representation of χI using mIJ , and similarly for
χ˜I .
On open sets where the locally almost complex structures are defined, one can introduce the
decomposition of tangent vectors with respect to J and J˜ respectively:


JX1,0 = iX1,0
JX0,1 = −iX0,1
,


J˜X˜1,0 = iX˜1,0
J˜X0,1 = −iX˜0,1
(C.4)
A (p, q)-type vector can be characterized using spinorial equations. First of all, taking JX = iX
as an example,
JX = iX ⇔


[
1√
ssχ
(
ξIσµσ˜νχI
)
+ i
1
s
(
ξIσµσ˜νξI
)]
Xν = 0[
1√
ssχ
(
ξIσµσ˜νχI
)
+ i
1
sχ
(
χIσµσ˜νχI
)]
Xν = 0
. (C.5)
Multiplying X
µ
to the two equations on the right, and subsequently taking their sum, it is easy to
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verify that one obtains a semi-positive product
∑
I,α˙
∆α˙I∆
α˙
I = X
µ
[
s−1χ
(
χIσµνχI
)
+ 2is−1/2s−1/2χ
(
χIσµνξI
)
+ s−1
(
ξIσµνξI
)]
Xν > 0 , (C.6)
where ∆α˙I = X
µ(σ˜µ)
α˙γ
(
s
−1/2
χ χIγ + is
−1/2ξIγ
)
. Therefore,
JX = iX ⇔ ∆I ≡ Xµσ˜µ
(
s−1/2χ χI + is
−1/2ξI
)
= 0 . (C.7)
Similarly, one can derive the spinorial condition for X to be (p, q)-vector of J or J˜ :


JX = iX ⇔ Xµσ˜µ
(
s−1/2χ χI + is
−1/2ξI
)
= 0
JX = −iX ⇔ Xµσ˜µ
(
s−1/2χ χI − is−1/2ξI
)
= 0
, (C.8)


J˜X = iX ⇔ Xνσν
(
s˜
−1/2
χ˜ χ˜I − is−1/2ξ˜I
)
= 0
J˜X = −iX ⇔ Xνσν
(
s˜
−1/2
χ˜ χ˜I + is
−1/2ξ˜I
)
= 0
. (C.9)
C.2 Integrability
It is possible that the almost complex structures induced by Killing spinors are integrable. In the
following, we consider χI = mI
JξJ and study the conditions for J to be integrable.
Before moving on to the detail, let us make a remark. Notice that Jµν is anti-self-dual and J˜µν
is self-dual. That implies that, with the implicitly chosen orientation, one has the decomposition
of self-dual and anti-self-dual 2-forms

Ω+ = Ω2,0
J˜
⊕ Ω0,2
J˜
⊕ J˜ · Ω0 = Ω′1,1J
Ω− = Ω2,0J ⊕ Ω2,0J ⊕ J · Ω0 = Ω′1,1J˜
, (C.10)
where the prime indicates removing components along J and J˜ in the first and second line respec-
tively. Therefore, for instance, if X, Y are (1, 0)J vectors, then any self-dual 2-form ω˜ satisfies
ω˜µν (X,Y ) = 0 (C.11)
because ω˜ has no components in Ω2,0J .
Let X, Y be (1, 0)J vectors with respect to J . We wish to analyze which conditions guarantee
that their Lie bracket is still of type (1, 0)J , i.e., we want to study when
(Xµ∇µY ν − Y µ∇µXν) σ˜ν
(
s−1/2χ χI + is
−1/2ξI
)
= 0 . (C.12)
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Note that sχ =
1
2sm
IJmIJ ≡ sM, hence the condition can be rewritten as
0 = (XµY ν −XνY µ) σ˜νDµ
(
M−1/2mIJξJ + iξI
)
(C.13)
= (XµY ν −XνY µ) σ˜ν
(
Dµ
(
M−1/2mIJ
)
ξJ +M−1/2mIJDµξJ + iDµξI
)
(C.14)
= (XµY ν −XνY µ) σ˜νDµ
(
M−1/2mIJ
)
ξJ
− (XµY ν −XνY µ)
(
M−1/2mIJ + iδJI
)(
T λρσ˜νσλρσµξ˜J + iσ˜νµξ˜
′
J
)
. (C.15)
Using the fact that a self-dual 2-form has no (2, 0)J components and T
λρ (σ˜µσλρσν − µ↔ ν) = 8Tµν ,
the condition reduces to
0 = (XµY ν −XνY µ)
[
σ˜νDµ(M−1/2mIJ)ξJ + Tµν(M−1/2mIJ ξ˜J + iξ˜I)
]
. (C.16)
This expression vanishes and therefore J is integrable if
Dµ
(
1√
mKLmKL
mI
J
)
= 0 , T 2,0J = T
0,2
J = 0 . (C.17)
D Geometry of Ellipsoid
D.1 Some useful properties
Let us first list a few useful general properties of the bilinears (A.4) one can construct given a
Killing spinor solution ξI and ξ˜I . As a direct consequence of (B.1), one finds
• ∂µs = 8Rν(Tµν − S˜µν), ∂µs˜ = 8Rν(T˜µν − Sµν).
• dκµν = 8s˜(Tµν − S˜µν) + 8s(T˜µν − Sµν), which implies Rµdκµν = ∂µ(ss˜).
Following [22], we define
wIJ ≡ 4s−1ΘµνIJ (Tµν − Sµν), w˜IJ ≡ −4s˜−1Θ˜µνIJ (T˜µν − S˜µν) . (D.1)
By a Fierz identity, wIJ and w˜IJ satisfy
wIJξ
J = −(Tµν − Sµν)σµνξI , , w˜IJ ξ˜J = −(T˜µν − S˜µν)σ˜µν ξ˜I . (D.2)
D.2 Ellipsoid
The ellipsoid can be defined by its embedding equation in R5
x20
r2
+
x21 + x
2
2
ℓ2
+
x23 + x
2
4
ℓ˜2
= 1 . (D.3)
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Introducing polar coordinates
x0 = r cos ρ , x1 = ℓ sin ρ cos θ cosϕ , x3 = ℓ˜ sin ρ sin θ cosχ ,
x2 = ℓ sin ρ cos θ sinϕ , x4 = ℓ˜ sin ρ sin θ sinχ ,
(D.4)
its metric can be written in terms of the vielbeins
e1 = ℓ sin ρ cos θ dϕ , e2 = ℓ˜ sin ρ sin θ dχ , e3 = f sin ρ dθ + h dρ , e4 = g dρ , (D.5)
where f =
√
ℓ2 sin2 θ + ℓ˜2 cos2 θ, g =
√
r2 sin2 ρ+ ℓ2ℓ˜2f−2 cos2 ρ, and h = ℓ˜
2−ℓ2
f cos ρ sin θ cos θ.
In [22], a solution to the generalized Killing spinor equations (B.1) and the auxiliary equations
(B.2), also satisfying the orthogonality condition (B.23), was found. It reads


ξI=1 =
1
2
sin
ρ
2
(
ei(χ+ϕ−θ)/2
−ei(χ+ϕ+θ)/2
)
ξI=2 =
1
2
sin
ρ
2
(
ei(−χ−ϕ−θ)/2
ei(−χ−ϕ+θ)/2
) ,


ξ˜I=1 =
i
2
cos
ρ
2
(
ei(χ+ϕ−θ)/2
−ei(χ+ϕ+θ)/2
)
ξ˜I=2 = − i
2
cos
ρ
2
(
ei(−χ−ϕ−θ)/2
ei(−χ−ϕ+θ)/2
) . (D.6)
The corresponding explicit expressions for the auxiliary fields Tµν , T˜µν , Sµν , S˜µν , Vµ and M can be
found in [22].
Introducing τθ ≡ cos θτ1+ sin θτ2 and τ2,θ ≡ iτθτ3, one can note that ξI and ξ˜I are eigenvectors
of τθ: τθξ1 = −ξ1, τθξ2 = ξ2, τθ ξ˜1 = −ξ˜1, τθ ξ˜2 = ξ˜2. Furthermore, one finds for the simplest
bilinears defined in (A.4)
s ≡ (ξIξI) = sin2 ρ
2
, s˜ ≡ (ξ˜I ξ˜I) = cos2ρ
2
, Rµ ≡ (ξIσµξ˜I) = −sin ρ
2
(cos θeµ1 + sin θe
µ
2 ) .
(D.7)
In particular one finds that s + s˜ = 1. It is also important to note that wIJ and w˜IJ defined in
(D.1) are equal on the ellipsoid and using (D.2) can thus be used to define a Fayet-Iliopoulos action
as in (B.7).
As discussed in appendix C.1, one can define various almost complex structures away from the
north or south poles. In particular, we consider
Jµν ≡ 2is−1(Θ12)µν , J˜µν ≡ 2is˜−1(Θ˜12)µν . (D.8)
where J is defined away from the north pole (ρ = 0), and J˜ is defined away from the south pole.
Here we chose χI ∝ (τ3) JI ξJ , and χ˜I ∝ (τ3) JI ξ˜J . In vielbein indices, the two almost complex
32
structures read
J =


0 0 − sin θ − cos θ
0 0 cos θ − sin θ
sin θ − cos θ 0 0
cos θ sin θ 0 0

 , J˜ =


0 0 − sin θ cos θ
0 0 cos θ sin θ
sin θ − cos θ 0 0
− cos θ − sin θ 0 0

 .
(D.9)
One can verify that the conditions (C.17) are satisfied and thus that they are integrable.
Note also that the forms ΘIJ and Θ˜IJ for equal indices I = J are elements of the (2, 0) or
(0, 2)-forms with respect to J and J˜ :
Θ11 ∈ Ω0,2J , Θ22 ∈ Ω2,0J , Θ˜11 ∈ Ω0,2J˜ , Θ˜22 ∈ Ω
2,0
J˜
(D.10)
Near ρ = 0, the complex structure J˜ reduces to the opposite of the usual complex structure on
R
4 = C2 parameterized by (x1, x2, x3, x4), and T
1,0
J˜
= span {∂x1 + i∂x2 , ∂x3 + i∂x4}.
D.3 Round S4
Setting ℓ = ℓ˜ = r, the ellipsoid in (D.3) becomes the round sphere of radius ℓ. On this round
geometry, various simplifications occur and some special properties help simplify the discussion.
First of all, some of the auxiliary fields appearing in the generalized Killing spinor equations and
the auxiliary equations vanish:
Tµν = T˜µν = (Vµ)I
J = 0 , (D.11)
while the auxiliary field M is simply given by
M = − 4
ℓ2
. (D.12)
For ξ′I = −iSµνσµνξI and ξ˜′I = −iS˜µν σ˜µν ξ˜I one finds
ξ′1 =
1
2ℓ
ξ1 , ξ
′
2 = −
1
2ℓ
ξ2 , ξ˜
′
1 =
1
2ℓ
ξ˜1 , ξ˜
′
2 = −
1
2ℓ
ξ˜2 . (D.13)
Recalling that dκ can be expanded as in (D.1), one finds on the round sphere, dκµν = −8s˜S˜µν−
8sSµν . Hence one has
dκ−µν = −8sSµν = sℓ−1Jµν = 2iℓ−1(Θ12)µν ,
dκ+µν = −8s˜S˜µν = −s˜ℓ−1J˜µν = −2iℓ−1(Θ˜12)µν .
(D.14)
and Rµ(Sµν + S˜µν) = 0.
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Finally, the triplet of functions wIJ = w˜IJ defined in (D.1) read:
w12 = w21 = w˜12 = w˜21 =
1
iℓ
, w11 = w22 = w˜11 = w˜22 = 0 . (D.15)
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