ABSTRACT The purpose of remote sensing image fusion is to sharpen a low spatial resolution multispectral (MS) image by injecting the detail map extracted from a panchromatic (PAN) image. In this paper, a novel remote sensing image fusion method based on adaptive intensity-hue-saturation (IHS) and multiscale guided filter is presented. In the proposed method, the intensity component is obtained adaptively from the upsampled MS image at first. Different from traditional IHS-based methods, we subsequently propose a multiscale guided filter strategy to filter the PAN image to achieve more detail information. Finally, the total detail map is injected into each band of the upsampled MS image to obtain the fused image by a model-based algorithm, in which an improved injection gains approach is proposed to control the quantity of the injected detail information. Experimental results demonstrated that the proposed method can provide more spatial information and preserve more spectral information compared with several state-of-the-art fusion methods in both subjective and objective evaluations.
I. INTRODUCTION
Image fusion aims to integrate multiple complementary and redundant images from the same scene to obtain a composite image that is more suitable for further image processing tasks [1] . Remote sensing image fusion is an important branch of image fusion. In the remote sensing imaging process, if the spatial resolution is higher, the spectral resolution must be lower due to the limits on the signal to noise ratio [2] . As a result, many remote sensing satellites, such as QuickBird and WorldView-2, provide a high spectral resolution but low spatial resolution multispectral (MS) image and a high spatial resolution but low spectral resolution panchromatic (PAN) image simultaneously. Remote sensing image fusion is an effective method to merge a MS image and a PAN image to obtain a high spatial resolution MS image while preserving the spectral information [3] . The fused remote sensing image is more conducive to the subsequent applications such as urban mapping, vegetation identification, and lithology analysis, which rely on the spatial information and spectral information together [4] .
Various methods have been proposed to address the issue of remote sensing image fusion over the past decades. Recently, the spatial detail injection models have received increasing attention due to their high efficiency and easy implementation [5] . The main idea of these models is to extract the useful spatial detail information from the PAN image and subsequently inject it into the MS image with a predefined injection rule namely the injection gains. The detail information can be extracted by the difference between the high spatial resolution PAN image and its low spatial resolution approximation vision. There are two popular methods to compute the low spatial resolution approximation of the PAN image: the linear combination approximation (LCA) method and the spatial filter approximation (SFA) method [6] .
The LCA method obtains the approximation image by a weighted average of the MS bands. Some well-known examples of this class are the intensity-hue-saturation (IHS) [7] , the principal component analysis (PCA) [8] and the GramSchmidt (GS) [9] . The LCA method has lower computation complexity and is less sensitive to mismatch, but the fused result by this method usually suffer from spectral distortion. In the SFA method, the low-pass approximation is computed by low-pass filtering the PAN image with different filters. A representative class of SFA methods is the multiresolution analysis (MRA)-based methods such as the Laplacian pyramid (LP) [10] and the ''à trous'' wavelet transform (ATWT) [11] . The MRA methods can preserve spectral information excellently; however, the spatial blurring phenomena may occur in the fused images and result in reducing the contrast.
In the spatial detail injection models based method, there are two key factors. One is how to obtain the approximation version of the PAN image, which was discussed anteriorly; it divides the model-based fusion method belonging to the LCA method or SFA method. The other one is the selection of the injection gains. In the spatial detail injection procedure, the injection gains determine the quantity of PAN image spatial detail information that is injected into the MS image, which influences the fusion result directly [12] .
In this paper, we proposed a novel remote sensing image fusion method based on considering the advantages of both LCA and SFA techniques. The approximation version of the PAN image is obtained by the guided filter, in which the PAN image is used as the input image and the intensity component (I ) of the MS image is used as the guided image. Furthermore, an adaptively improved injection gains strategy is designed to control the detail information injected into the MS image. Compared with the other spatial detail injection model based methods, our method has the following novelties. First, the guided filter is employed to filter the PAN image to obtain the approximation low-solution image. The guided filter can acquire the variation tendency of the guidance image [13] , so the low pass filter process takes the I component into account. In order to get more detail information, the multiscale strategy is adopted. Second, the I component is achieved by an adaptive approach instead of simple liner weighting to reduce the difference between PAN image and I component, and thus can preserve more spectral information [14] . Third, the improved injection gains are got not only from the PAN image but also from each band of the MS image, which make the proposed method more efficient. Experimental results indicate that the aforementioned three novelties in proposed method can achieve satisfactory effects in terms of both subjective and objective evaluations. This paper is organized as follows. Section II briefly describes the spatial detail injection model based methods and the guided filter. In Section III, the proposed method is introduced in detail. Fusion and evaluation metrics on WorldView-2, IKONOS and QuickBird images are shown in Section IV. The conclusions are presented in Section V.
II. RELEVANT WORK A. SPATIAL DETAIL INJECTION MODEL BASED METHODS
Based on how to obtain the low-resolution approximation version of the PAN image, the model-based fusion method can be divided into LCA method and SFA method.
The LCA method obtains the approximation image by a weighted average of the MS bands. A general formulation of LCA method is given as
where F i and M i are the ith bands of the fused image and the upsampled MS image, respectively. g i is the injection gain, P is the PAN image, and I represents the intensity component of the MS image that can be calculated as
where n is the number of MS image bands and α i is the weighting factor which is usually calculated as 1/n. The LCA method contains four main steps: i) upsampling the MS image to the size of the PAN image; ii) calculating the I component according to (2) ; iii) matching the histograms of the PAN image and the I component; iv) injecting the extracted detail information by (1) .
In LCA methods, the generalized IHS method can be seen as α i = 1/n and g i = 1. The GS method can be seen as α i = 1/n and g i = cov(I , MS i )/var(I ), where cov(A, B) denotes the covariance between images A and B, and var(A) is the variance of image A. In [15] , an improved adaptive IHS (IAIHS) method was proposed, in which the I component is estimated as closely as possible through approximation of the PAN image by solving the following optimization problem
In addition, a new injection gain, which is structured based on the PAN image and each band of the MS image, is used in the injecting procedure in the IAIHS method. The injection gain is defined as
where β is a tradeoff parameter, w A denotes the edge detecting weighting matrix on image A
where ∇A is the gradient of the image A, λ and ε are the tuning parameters.
In another class of the model-based fusion method, namely SFA method, the contribution of the PAN image to the fused image is achieved by calculating the difference between P and its low-pass version P L . The process is given by
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where * denotes the convolution operator, h LP is the low-pass filter.
The SFA method also consists of four main steps: i) upsampling the MS image to the size of the PAN image; ii) calculating the low-pass version P L of the PAN image; iii) computing the band-dependent injection gains; iv) injecting the extracted detail information by (6) .
In the SFA methods, the frequently used ATWT based method adopts the Starck and Murtagh (S&M) filter as the low-pass filter. Context-based decision (CBD) method [16] used the modulation transfer function (MTF) matched filter, and its injection gain is
B. GUIDED FILTER
The guided filter is an edge preserving smoothing filter that was first proposed by He et al. [13] . Because the guided filter can avoid ringing artifacts, it has been successfully applied to many image processing areas such as detail enhancement, image matting, and image fusion. The guided filter is based on a local linear model using a guidance image Y as one of the inputs to filter the input image X . The output image Z can preserve the major information of the input image and acquire the variation tendency of the guidance image simultaneously. Assuming that the filtering output Z is a linear transformation of the guidance image Y in a local window ν k centered at a pixel k, thus it can be described as
where Z i and Y i is the ith pixel value of the output and guidance images, ν k is a window of size (2r + 1) × (2r + 1). The linear coefficients a k and b k are the constant in window ν k and these constants can be estimated by minimizing the squared difference between the output image Z and input image X as
where η is a regularization parameter. The coefficients a k and b k can be directly estimated by
Here, δ 2 k and µ k are the variance and mean of Y in ν k , |ν| is the number of pixels in ν k , and X k is the mean of X in ν k . To overcome the value of output image Z i will change when it is computed in different windows ν k . All the obtained values of a k and b k are first averaged, then the final guided filter is estimated as follow
where
b k . In this paper, the following equation is used to represent the guided filtering operation
where G represents the guided filter function.
III. PROPOSED APPROACH
The proposed method is based on the spatial detail injection models, which inject the extracted spatial detail information from the PAN image into the upsampled MS image. The proposed fusion procedure mainly consists of two steps: extracting the spatial detail information from the PAN image and generating the injection gains matrix, which can be illustrated by Fig.1 . 
A. EXTRACTING THE DETAIL MAP WITH MULTISCALE GUIDED FILTER
In the first step, the purpose is to obtain the detail information which is injected to the MS image. The traditional method of obtaining the detail map is by estimating the difference between the PAN image and I component of the MS image or the low-pass filtered version of the PAN image. However, the detail map achieved in these ways will mix with low frequency components and may lead to spectral distortion [17] . In order to overcome these problems, a new method is proposed to obtain the detail map by estimating the difference between the PAN image and its guided filter result. The result of the guided filter is an approximation image of the input image, and the difference between the input image and the approximation image can be considered as the spatial detail information of the input image. In this part, the I component obtained adaptively by (3) is adopted to reduce the difference between the PAN image and the I component, thus the spectral distortion situation can be improved. In order to extract more spatial detail from the PAN image, this paper presents a multiscale guided filter method, in which the I component is used as the guidance image repeatedly. At the first stage (j = 1), we use the PAN image as an input image. This procedure can be described as
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where PAN j−1 is the approximation layer, namely the (j−1)th level guided filtered output image. The spatial detail PAN j D
for the jth stage can be expressed as
where GF j−1 (PAN ) is the original PAN image when j = 1.
B. GENERATING THE INJECTION GAINS MATRIX ADAPTIVELY
The injection gains are crucial in the spatial detail injection model based method. If the injected spatial details are not enough, the spatial quality of the fused image is not as high as it should be. On the other hand, if too much spatial details are injected into the MS bands, the redundant information will lead to spectral distortion. So seeking an appropriate injection gain is important.
The IAIHS method provides an improved measure to obtain the injection gains by making use of the edge information of the PAN image and MS image simultaneously, which can reduce the spectral distortion. However, in the IAIHS method, the tradeoff parameter β in (4) is unknown, which is usually selected by the researcher's experience or trial and error method. To determine a satisfying tradeoff parameter β would consume considerable time. Moreover, from the formula (4), it can be find that the injection gains on all the bands of the MS image share the same tradeoff parameter β. However, due to the diversity of the spectral reflectance, there are different characteristics between the different bands in the MS image. Therefore, the tradeoff parameter β should be different when modulating each band. Therefore, to improve the practicality, an adaptive algorithm is proposed to determine the parameter β. Fig. 2 shows the whole process to obtain the injection gains. As the spatial structure of the MS image can be regarded as the low resolution version of the PAN image, the edge information of the PAN image and the MS image also exist approximate relation. Accordingly, the tradeoff parameters can be generated adaptively by solving the following optimization problem min
where n is the number of the MS band, β i denotes the MS image's ith band tradeoff parameter. Thus, the improved edge detecting weighting matrix can be obtained as
With the aforementioned two steps accomplished, the obtained spatial details from multiscale guided filter cumulate to the total detail information of the PAN image. The total details are then injected into the upsampled MS image to obtain the final fused image
where K represents the number of scales for the guided filter. The whole proposed fusion approach can be depicted by Algorithm 1.
IV. EXPERIMENTAL RESULTS
In this part, several quality assessment indexes include those with reference image and no reference image are introduced firstly. Then, the parameter settings in the proposed method
Algorithm 1 Image Fusion With Adaptive IHS and Multiscale Guided Filter
Input: the n bands low resolution MS image M and the PAN image P
Obtain the I component:
The I component of the MS image can be adaptively obtained based on (2) and (3).
Extract the detail information PAN D :
1) Take the guided filter on PAN image multiple times and the I component is used as the guided image:
where j is the filter stage.
2) The detail PAN j D can be extracted as:
Generate the injection gains g i :
An improved injection gains strategy is achieved by (18) .
Obtain the fused image F:
Inject the obtained spatial details to the MS image:
Output: the high resolution fused image F.
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are analyzed. To evaluate the performance of the proposed remote sensing image fusion approach, three data sets, i.e., WorldView-2, IKONOS and QuickBird data were used experimentally. Also, two types of experiments, including results on the degraded data and the real data, are designed to estimate the effectiveness in simulation and real condition, respectively.
A. QUALITY ASSESSMENT OF FUSION RESULTS
Generally, we can measure the performance of an image fusion method through subjective and objective evaluations. The clarity of the objects and the proximity of the colors between the fused images and the original MS images are usually taken into account for subjective evaluation. However, it is difficult to compare the fusion quality accurately only by subjective evaluation aspect. In order to quantitatively evaluate image fusion methods, several indexes are adopted to assess the performance of different fusion methods. In the degraded data experiments, six well-known indexes with reference image are used.
1) CORRELATION COEFFICIENT (CC) [18]
The CC of the fused image and reference image reflects the similarity of spectral feature. The two images are correlated when the CC is close to 1. It is defined as (20) where F (i,j) and R (i,j) are the pixel values of the fused image F and the reference image R respectively. µ F and µ R are the mean of the fused image F and the reference image R. M 1 ×N 1 is the reference image size.
2) UNIVERSAL IMAGE QUALITY INDEXES (UIQI) [19]
The UIQI is used to measure the structure distortion degree which optimum value is 1. Its value is closer to 1 indicates that the quality of the fused image is better. It is defined as
where σ F and σ R are the standard deviations of the fused image F and the reference image R, σ FR is the covariance between the fused image F and the reference image R. It combines three different factors, namely, loss of correlation, luminance distortion, and contrast distortion.
3) ROOT MEAN SQUARE ERROR (RMSE) [20]
The RMSE is widely used to assess the difference between the fused image F and the reference image R by calculating the changes in pixel values. The smaller the RMSE, the fused image is closer to the reference image. RMSE is defined as
4) RELATIVE AVERAGE SPECTRAL ERROR (RASE) [21] The RASE reflects the average performance of the fusion method in the spectral aspect. It is defined as
where RMSE i is the RMSE value of the ith band.
5) SPECTRAL ANGLE MAPPER (SAM) [22]
The SAM reflects the spectral distortion between the fused image F and the reference image R. The smaller value of SAM denotes the less spectral distortion in the fused image. It is defined as
where u F and u R are the spectral vectors of the fused image F and the reference image R respectively.
6) ERREUR RELATIVE GLOBAL ADIMENSIONNELLE DE SYNTHÈSE (ERGAS) [23]
The ERGAS reflects the overall quality of the fused image. It represents the difference between the fused image F and the reference image R. A small ERGAS value means small spectral distortion. It is defined as (25) where h/l is the ratio between pixel sizes of the PAN image and the MS image, µ(R i ) is the mean value of the ith band. In the real data experiments, a quality with no reference (QNR) [24] index, which is composed of the spectral distortion index D λ and the spatial distortion index D s , is utilized to make the quantitative evaluation without a reference image. The QNR index is defined as
The spectral distortion index D λ and spatial distortion index D s can be estimated by
where Q(A, B) denotes the UIQI value between the image A and image B. VOLUME 4, 2016
B. PARAMETER SETTING
In the detail information obtaining process, the guided filter scale is a critical factor. Multiple filter procedures can improve more spatial details, but the excessive filter scale not only increases the computation cost but also results in the redundant information and produce artifacts in the fused image. In this section, the effects of guided filter scale are evaluated. The experiments are implemented on QuickBird data sets which are shown in Fig. 3 . The CC, UIQI, RASE, RMSE, SAM and ERGAS are utilized to assess the quality of the fused image. Fig. 5 , where the horizontal axis is the guided filter scale and the vertical axis is the normalized results. Larger CC, UIQI and smaller RASE, RMSE, SAM, ERGAS indicate better fused result. From the variation tendency in Fig. 5 , it can be seen that when the filter scale is 2, the fused result can achieve the optimal effect. In our experiments, other parameters are set as follows. The MS image is upsampled to the same size of the PAN image using the bicubic interpolation algorithm. The values of the weighting coefficients α i are computed according to (3) . The parameters λ = 10 −9 and ε = 10 −10 are set as in [15] . Moreover, seven popular existing remote sensing image fusion methods are adopted for comparing the fused results with the proposed method, i.e., the PCA method, the GSA method [25] , the improved AIHS (IAIHS) method [15] , the ATWT method [11] , the non-subsampled Shearlet transform and sparse representation (NSST_SR) method [26] , the CBD method [16] and the bilateral filter luminance proportional (BFLP) method [27] .
C. EXPERIMENTAL RESULTS WITH THE DEGRADED DATA
In this part, the results for WorldView-2 are presented in Because the actual high resolution MS image is unavailable, we degrade the original MS and PAN images by a factor of 4 using the protocol in [28] , to yield the PAN image with 2-m resolution and pixel size 256 × 256, and the MS image with 8-m resolution and pixel size 64 × 64. The original 2-m MS image, as shown in Fig. 6(a) , is used as the reference image to compare the fused image. Fig. 6(b) shows the degraded PAN image.
The fused images obtained by each method are shown in Fig. 6(c)-(j) . In order to observe the fusion results more clearly, we cut a sub-image placing at the top left corner in the fused images. By comparing them with the reference MS image visually, it can be observed that the fused results obtained by the PCA and GSA method suffer from serious spectral distortion, especially in the vegetation area. The IAIHS method has improved to some extent, but the effect is not prominent. Because the process is operated in the transform domain, the results of the ATWT and NSST_SR methods can obtain abundant spectral information from the MS image. However, the spatial quality is unsatisfactory. The CBD and BFLP method can achieve better performance, but some spectral information about the gym isn't preserved effectively. By contrast, the proposed method is close to the original MS image in both spectral and spatial aspects. The objective evaluation results are shown in Table I , from which we can observe that for the proposed method there are five best values in the six evaluation indexes, and the other one (SAM) is the second best. These outstanding results reflect the superiority of the proposed method. 
D. EXPERIMENTAL RESULTS WITH THE REAL DATA
In order to evaluate the performance of the proposed method in real applications, the IKONOS and QuickBird data sets were used at full scale. The IKONOS satellite provides PAN images of 1-m resolution and MS images of 4-m resolution, the QuickBird satellite provides PAN images of 0.7-m resolution and MS images of 2.8-m resolution. The size of the MS and PAN images in this experiment are 128 × 128 and 512 × 512, respectively. Fig. 7 (a) and (b) show the upsampled MS image and PAN image of the IKONOS data sets. The fusion results are displayed in Fig. 7(c)-(j) . The fusion effect is more obvious by comparing the sub-images, from which we can see that the spectral information of the PCA, GSA, IAIHS and NSST_SR methods is different from the original MS image to varying degrees in the surficial area, the ATWT, CBD, BFLP and proposed methods are close to the original MS image in spectral aspect, but the spatial quality of the ATWT, CBD and BFLP method in roof area is not desired. However, the above-mentioned problems are well solved by the proposed method, because it can be seen that the proposed result is simultaneously akin to the PAN image in spatial aspect and the MS image in spectral aspect. Because there is no reference image here, the QNR index is utilized to evaluate the spectral distortion and spatial distortion between the fused image and original PAN image and MS image as shown in Table 2 . As can be observed from the Table 2 , the QNR index is the biggest, and the D λ and D s values are the smallest of our method, which indicates that the proposed method can provide more spatial information and preserve more spectral information compared to other fusion methods.
Another pair of real QuickBird images, as shown in Fig. 8(a) and (b) , is used to evaluate the performance of the proposed method. The corresponding results are Fig. 8(c)-(j) . These experimental data focus on the suburb regions which cover plenty of vegetation. Thus, it is more convenient for the spectral information comparison. From Fig. 8 , it can be seen that the PCA, GSA, IAIHS and NSST_SR methods introduce spectral distortion in the QuickBird data, the ATWT, CBD, BFLP and proposed method maintain the spectral information of the MS image effectively, but the spatial quality of the ATWT method is not good. The better performance of the CBD and BFLP methods can also be seen from the objective assessment in Table III; especially the CBD method obtains the best D s value. But on the whole, the proposed method achieves the best D λ and QNR values, and the D s value is second largest, which proved once again that the proposed method can achieve superior performance in remote sensing image fusion.
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V. CONCLUSION
A novel AIHS and multiscale guided filter based remote sensing image fusion method is presented in this paper. The method is based on the AIHS injection model, in which the spatial detail is extracted from the PAN image and injected into the MS image. In order to obtain more detail information and improve the spatial resolution, a multiscale guided filter strategy is employed. Moreover, an adaptive injection gains algorithm is introduced to preserve the spectral information. Two types of experiments on degraded data and real data have been performed for the proposed method and seven state-ofthe-art methods. Experimental results demonstrated that the proposed method is superior to the other fusion methods both in subjective and objective evaluations. WEIGUO WAN received the B.S. degree in mathematics and applied mathematics from Jiangxi Normal University, Nanchang, China, in 2013. He is currently pursuing the M.S. degree in logistics engineering with the Jiangxi University of Finance and Economics, Nanchang, China. His current research interests include image fusion and pattern recognition. VOLUME 4, 2016 
