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Cosmic String Radiation with Adaptive Mesh Refinement
Amelia Louise Drew
Cosmic strings are a fundamental feature of many physically-motivated field theories which
inevitably form in the early Universe, as a result of a symmetry breaking phase transition. An
important example is the Peccei-Quinn mechanism, from which strings emerge as a potential
source of dark matter axions. They are also a strong source of gravitational wave (GW)
emission, with the potential for detection by the Laser Interferometer Gravitational-Wave
Observatory (LIGO) and other GW experiments.
The nonlinear evolution of cosmic strings has been extensively studied using large-scale
numerical simulations. However, the vast difference in scale between a typical string width
and the string curvature poses a significant computational challenge. This is usually ad-
dressed by approximating the string to have either zero or fixed comoving width, resulting in
inconsistencies in predictions between different methods. One technique that can address this
issue is adaptive mesh refinement (AMR), which allows the resolution of the numerical grid
to adapt to the scale of the features of interest in the simulation. This thesis uses GRChombo, a
sophisticated code originally designed for numerical relativity, to perform the first AMR sim-
ulations of global cosmic strings. We also present our numerical contributions to GRChombo
as a core developer, including novel diagnostic tools and performance enhancement.
We perform a detailed quantitative investigation of single sinusoidally displaced string
configurations, comparing oscillating string trajectories with a backreaction model accounting
for radiation energy losses. We conclude that analytic radiation modelling in the thin-string
(Nambu-Goto) limit provides the appropriate picture for cosmological evolution. We also
investigate the resulting massless (Goldstone boson or axion) and massive (Higgs) radiation
signals, using quantitative diagnostic tools to determine their eigenmode decomposition. We
find that the massless quadrupole is dominant and massive radiation is strongly suppressed
with increasing mass, with a complex wavepacket structure that is sensitive to numerical
resolution. String network configurations are also simulated, with advanced visualisation of
radiation used to reveal new qualitative phenomena as strings reconnect and small loops decay.
The thesis concludes with the cosmological implications of this work, considering dark matter
axions radiated by cosmic strings and the outlook for gravitational wave signatures.
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Throughout history, theoretical physicists have striven to create accurate models of the
Universe around us. These models are often built on the core assumption that there exists
some underlying mathematical structure which underpins the laws that govern nature. The
hallmark of a truly powerful theory therefore often lies in its ability to unite previously
disparate physical concepts. One such example is symmetries and symmetry breaking in
field theories, a fundamental pillar of particle physics that forms the basis of particle creation,
whilst also providing a framework to describe phenomena that occur in condensed matter,
such as the creation of domains in ferromagnetism. The universality of symmetry breaking
suggests that it may have important applications to other areas of physics, including to the
Universe as a whole.
A generic consequence of symmetry breaking is the formation of topological defects. These
are localised, high-energy field configurations that can arise in systems which possess an
underlying symmetry that is broken due to some external physical process. For a system
taken initially to be in a high energy state, as the total energy of the system is lowered, a
transition may occur such that a different configuration of the field becomes energetically
favoured. This is conceptually similar, for example, to the conditions under which water
freezes to ice. In certain scenarios, it is also possible that more than one degenerate lowest
energy state may arise. If different areas of physical space fall into different energy minima,
this can result in the formation of topologically non-trivial field configurations. This has
been observed directly in condensed matter systems, such as the formation of vortices in
liquid crystals [1].
2 Introduction
Topological defects were first predicted in the context of nonlinear field theory in the 1960s
[2], initially postulated to exist as particle-like solutions with a form similar to those observed
in superconductivity [3, 4]. They were loosely suggested to be relevant in cosmology
within the next few years [5], but were not seriously investigated prior to the discovery of
explicit defect solutions in particle physics models, notably the one-dimensional Nielsen-
Oleson vortex [6] and zero-dimensional ‘t Hooft-Polyakov monopole [7, 8]. The case for
a cosmological application was further strengthened a few years prior [9, 10], where it
was suggested that high temperatures can restore spontaneously broken symmetries in field
theories, similarly to in condensed matter systems. In a groundbreaking paper that is widely
considered to be the birth of the field [11], cosmological topological defects were postulated
to have emerged as a result of a phase transition and spontaneous symmetry breaking in the
early Universe as it cooled below some critical temperature. It was further proposed that the
class of defect to form (domain walls, strings, monopoles or textures) is dependent on the
underlying topology of the vacuum manifold. In this thesis, we investigate the properties
and evolution of cosmic strings, one-dimensional, line-like defects predicted to constitute a
complex network that spans our Universe [12].
Since their initial theoretical prediction, cosmic strings and their cosmological implications
have become the focus of a particularly rich area of study. It has been shown that strings are
physically well-motivated, being produced generically in Grand Unified Theories (GUTs)
[13], in the context of string theory as superstrings [14–17] and as a source of dark matter
axions in the Peccei-Quinn model [18, 19]. Their detection or constraint would therefore
provide deep insight into fundamental physics, such as the nature of matter and the evolution
of the early stages of the Universe. However, the complex non-linear dynamics of cosmic
strings means that characterisation of their evolution and predicted observational signatures
is highly non-trivial, and continues to be the subject of significant debate.
Over the last few decades, several efforts have been made to detect cosmic strings directly
and indirectly by experiment. They have a wide variety of cosmological consequences,
including gravitational lensing of galaxies [20–22], production of cosmic rays by decay into
particle radiation [23–31], creation of anisotropies in the cosmic microwave background
(CMB) [32, 33] and direct emission of gravitational waves [34, 35]. Experimental constraints
on cosmic strings are typically presented as bounds on the string tension for so-called ‘local’
strings, formed from the breaking of a local U(1) gauge symmetry. These are characterised
by the dimensionless parameter Gµ , where G is Einstein’s constant and µ is the string energy
density. Until recently, the most stringent bounds were obtained from CMB experiments such
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as Planck [36], which currently constrains Gµ . O (10 7) [37]. This has been superseded
in the last five years by pulsar timing measurements of the stochastic gravitational wave
background (SGWB) [38, 39], from which the bound Gµ . O (10 11) has been obtained
[40]. However, perhaps the most promising channel for future detection or more stringent
constraints is currently provided by experiments for the direct detection of gravitational
radiation.
The recent Nobel-Prize-winning detection of gravitational waves by the Laser Interferometer
Gravitational-Wave Observatory (LIGO) has opened up a brand new window into observa-
tional cosmology. Signals detected from stellar mass binary black hole [41–47] and neutron
star mergers [48] have acted as a catalyst for research into other potential gravitational wave
sources which have the potential to be detected by future experiments, such as the Laser Inter-
ferometer Space Antenna (LISA) [49]. These range from further astrophysical systems, such
as supermassive black hole mergers and extreme mass ratio inspirals (EMRIs) [50], to sources
from the early Universe, including cosmological phase transitions [51–53] and cosmic strings
[54]. In order to identify different sources reliably, it is necessary to obtain theoretical
waveforms against which experimental measurements can be compared. It is therefore vital
to develop accurate models of potential sources to facilitate future detections.
As outlined briefly above, cosmic strings are particularly challenging to model due to their
complex non-linear evolution. The primary method used for analytical predictions is the
Nambu-Goto approximation, which assumes that the strings effectively have zero width. This
means that degrees of freedom internal to the string core can be integrated out, significantly
simplifying the equations of motion [55]. Within this model, local cosmic strings are
predicted to decay primarily into gravitational radiation through emission from relativistic
configurations that arise on string loops [56–63]. These take the form of cusps, configurations
for which the string reaches the speed of light, and kinks [64–66], where the string has a
discontinuous tangent vector. Both emit localised ‘burst’ signals which, when superposed
incoherently, can also make up an approximately scale-invariant SGWB [67]. The precise
form and strength of these signals depends significantly on certain network properties, such
as the distribution of loop sizes, the effects of radiation backreaction and the string tension.
These are not analytically predetermined, meaning that key parameters must be input by
hand or obtained from numerical simulations.
Large-scale simulations of Nambu-Goto string networks have been performed by several
authors [68–79] to determine their evolution and observational signatures in an expanding
cosmological background. Comparison of these simulations with experimental results forms
4 Introduction
the basis of the majority of empirical string bounds presented in the literature, such as
constraints from the CMB [80–82]. It is widely agreed that networks evolve towards a
‘scaling’ solution, where the typical length scale associated with the network is proportional
to the cosmological horizon scale [55, 83]. This can be modelled analytically using the
velocity-dependent one-scale model [84–87]. However, uncertainty over the appropriate
parameters to include, for example, to determine gravitational backreaction and loop produc-
tion, significantly affects predicted radiative signatures and constraints. This means that it
is often necessary to consider multiple string models to encompass an appropriate range of
parameter space (see the review [88]). This is reflected clearly in a recent paper published by
the LIGO Scientific Collaboration and Virgo Collaboration [89], which uses data from the
first Advanced LIGO observing run to calculate constraints on local strings, employing three
different numerical models to determine the distribution of loop sizes [55, 58, 66, 75, 90–93].
It is shown that strings are constrained by Gµ . 10 8 for a uniform large loop distribu-
tion, but that this bound is significantly weaker for models with a lower density of loops.
More recent results obtained using Advanced LIGO’s second observing run [94] constrain
Gµ . 10 6 and Gµ . 10 14 for different non-uniform loop distribution models, where the
stronger bound applies for a higher proportion of small loops. These contradictory results
strongly demonstrate the need to clarify the appropriate network model.
In contrast to the Nambu-Goto approximation, it has been proposed by some authors [95–97]
that a more appropriate method to model cosmic strings is to instead evolve the underlying
fundamental fields. Unlike Nambu-Goto simulations, field theory simulations automatically
incorporate the full physical effects of radiation backreaction [98–101], leading some to argue
that this approach is more accurate. However, the vast difference in scale between the typical
string width d and the string curvature scale R (usually set by the Hubble radius R . H 1),
characterised by lnR/d ⇠ 100 for GUT strings, means that evolution on a standard fixed
numerical grid is not able to accurately resolve the string cores in a realistic cosmological
context, typically only achieving lnR/d ⇠ 6. In order to attain sufficient dynamic range in an
expanding universe, the string is therefore typically fixed at finite (or finite comoving) width
[102–107]. This alternative model yields further quantitative discrepancies in the literature
regarding the typical string network density and the primary decay mechanism of radiating
strings (for example, see [108]). In particular, it is predicted in some cases that string loops
decay primarily through particle emission rather than by gravitational waves, and hence that
no SGWB is produced. Recent work has shown particle emission to be an important decay
channel for small loops, while gravitational emission dominates for large loops [109, 110].
5
This significantly affects the predicted gravitational spectrum and weakens bounds obtained
by gravitational wave experiments.
The ambiguity between the Nambu-Goto and field theory methods of evolution is reflected
further in the lack of understanding of ‘global’ or axion string networks, generated from the
breaking of a U(1) global symmetry. Global cosmic strings are not constrained gravitationally
as strongly as local strings, as they decay primarily into Goldstone bosons rather than
gravitational radiation. However, they can be constrained in the context of the Peccei-Quinn
model, where an additional U(1) global symmetry is introduced to the Standard Model
to dynamically suppress CP violation. When broken, this symmetry produces the ‘axion’
particle, which can be considered as a cold dark matter candidate [111]. To identify the
axion mass ma that corresponds with the observed dark matter abundance, two potential
scenarios must be considered; symmetry breaking before or after cosmic inflation. If we
consider a symmetry breaking before inflation, the observed cold axion dark matter density
is determined by the random initial value of the axion field, and can therefore be provided by
any coupling constant fa & 1010GeV. However, if symmetry breaking occurs after inflation,
this prediction becomes more dependent on the axion string model, where strings have an
approximate ratio of scales lnR/d ⇠ 70. This is where the primary uncertainty enters, and
is the basis for significant current research [112–117]. The current range predicted for the
axion mass in this post-inflation scenario is 26µeV . ma . 1meV [118, 119] (see also the
review [120]).
In this thesis, we propose a resolution for the above disagreements using the computational
technique, adaptive mesh refinement (AMR). AMR facilitates accurate simulations of cosmic
string evolution by adapting the refinement of the numerical grid to the local scale of the
problem, employing finer resolution at the string core. This allows for a much greater
dynamic range, removing the need to approximate strings as having either zero or fixed
comoving width, thereby providing a potential bridge between Nambu-Goto and field theory
models. We perform extensive simulations of cosmic strings using the AMR code GRChombo
[121], which is based on the Chombo adaptive mesh framework [122].
In Chapter 2, we begin by providing an outline of the formation of cosmic strings in both local
and global symmetry breaking models, including a more detailed discission of the structure
and properties of global strings. We also derive the Nambu-Goto and field theory methods
often used to model string evolution in the literature, including their predicted power spectra
for axion and gravitational radiation. We finally describe the current research landscape of
string simulations, outlining current discrepancies between the two methods.
6 Introduction
Chapter 3 introduces the GRChombo code and outlines the motivation behind using AMR for
cosmic string simulations. We describe how GRChombo is used to simulate and quantitatively
analyse global strings, including its implementation of AMR, parallelism and load balancing,
the choosing of appropriate AMR parameters and the use of three-dimensional visualisation.
We outline the methods used to obtain appropriate initial conditions, as well as the introduc-
tion of new diagnostic tools and optimisation of code performance. Some of the optimisation
work in this chapter was performed together with other GRChombo core developers, as well as
developers of the base code, Chombo, from Lawrence Berkeley National Laboratory.
In Chapters 4 and 5, we present a detailed analysis of the radiation emitted from global
string configurations using GRChombo. We derive new quantitative diagnostics to separate
the massless and massive modes, as well as the self-field from the propagating radiation.
Quantitative diagnostic tools are used to determine the eigenmode decomposition, finding
that the quadrupole signal of massless radiation is strongly dominant across all available
channels, as predicted by theory. We present results from analytic radiation modelling in the
thin-string (Nambu-Goto) limit, concluding this to be the appropriate approach to describe
global strings in a cosmological context. For massive radiation, eigenmode decomposition
and three-dimensional visualisation reveals a complex wavepacket structure that is sensitive
to numerical resolution and requires careful application of regridding parameters and numeri-
cal dissipation. We find that massive radiation is exponentially suppressed with increasing
mass, but can become competitive with massless channels for low mass, relativistic configu-
rations. Finally, we investigate the mass (l ) dependence of the lowest propagating harmonic,
identifying distinct thresholds over a range of low l .
In Chapter 6, we discuss preliminary results from simulations of relativistic cusp-like config-
urations using two different sets of initial conditions; a sinusoidal configuration with extreme
initial amplitude, and a travelling wave solution with two colliding Gaussians. We find
that for the travelling wave solution, a burst of massless radiation is emitted at the point of
collision. We also present qualitative observations from simulations of a network of global
strings, revealing novel features such as bursts of massive radiation from loop decay and sites
of string intercommutation, where strings travel at relativistic speeds.
Finally, in Chapter 7, we present our conclusions and discuss the future directions of this
work. We outline its application to an accurate estimation of the dark matter axion mass, as
well as to the potential future detection of cosmic strings using gravitional waves.
Chapter 2
Origin and Evolution of Cosmic
Strings
In this chapter, we outline the formation mechanism of cosmic strings in the early Univese,
as well as the two primary methods used to model their evolution; the field theory and
Nambu-Goto methods. For each method, we describe two specific examples; so-called ‘local’
or ‘Abelian-Higgs’ strings, and ‘global’ strings, formed from the breaking of local and global
U(1) symmetries respectively. Finally, we discuss the current discrepancies in predictions in
the literature using these different models, the reasons behind them and the application of
AMR as a potential method to address them.
Throughout this chapter, Greek letters such as µ and n indicate spacetime indices {0,1,2,3}
and Latin letters a and b indicate spatial indices {1,2,3}. We employ Einstein notation,
where repeated sub- and super-script letters indicate summation over the indices. Sub- and
super-script symbols , and ; denote partial and covariant differentiation of tensors respectively,
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for the spacetime metric gµn . The metric signature is taken to be (+, , , ). Finally, the
default units used are ‘natural’ units, where we set the reduced Planck constant }, the speed
of light c and the Boltzmann constant kB as follows:
}= c = kB = 1 . (2.3)
2.1 Cosmological Context
Cosmic strings are a class of one-dimensional topological defect that can arise as the result of
spontaneous symmetry breaking. In general, topological defects can be studied in elementary
particle physics models in the context of scalar fields, such as the Higgs, and vector fields,
such as gauge fields. Generically, defects can arise if a given field theory has more than
one degenerate lowest energy state, either with discrete values or a continuous symmetry.
If different areas of physical space fall into different minima, high energy boundaries or
defects will form between the regions. In the case of cosmic strings, the lowest energy state
is invariant under phase transformations, so traversing a closed path in physical space can
surround a point with an undefined phase. To resolve this inconsistency, the magnitude of
the field at this point must be set to zero, creating a point of high energy within the loop. If
extended to three dimensions, this creates a string-like defect.
In a cosmological context, it is possible for a network of strings to have formed in the early
Universe as a result of a symmetry breaking phase transition. The defect formation process
in this context is described by the ‘Kibble mechanism’ [11], which states that the effective
potential of the Universe Veff(j,T ) is dependent on temperature T . It is postulated that
above a certain critical temperature Tc, the potential has only one global minimum, but
that a symmetry-breaking potential will develop below Tc. Once spontaneous symmetry
breaking has occurred, topological defects will ‘freeze-out’ as the Universe cools due to its
rapid expansion after the Big Bang. This can lead to the formation of string networks on
cosmological scales, with potentially observable signatures.
2.2 Field Theory of Cosmic Strings
In this section, we describe the field theory formulation of cosmic strings, following closely
the outline presented in the relevant chapters of [55]. This model uses the scalar and gauge
fields themselves to characterise the spontaneous symmetry breaking, the internal structure
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of the string and the different available radiative modes. We begin by describing ‘global’
strings which arise from the breaking of a global U(1) symmetry with a single complex
scalar field, discussing in detail their energy density and internal structure. We subsequently
describe the formation of so-called ‘local’ strings, those that are formed by the breaking of
a local U(1) gauge symmetry in the Abelian-Higgs model, with a gauge vector field and
complex scalar field. This model is the most relevant in particle physics scenarios, such as
scalar electrodynamics [123], and is the most widely studied.
Although it is necessary to outline the theory of local strings for completeness, we do not
focus predominantly on these during the course of the thesis. Instead, we concentrate on
global strings, primarily because they are simpler to simulate numerically as there are fewer
fundamental fields to evolve. Further to this, for local strings it is necessary both to choose
an appropriate gauge condition and to ensure that this condition does not numerically ‘drift,’
using techniques such as constraint damping. By simplifying the evolution equations to the
global case, we aim to focus as much as possible on the string dynamics and to minimise
numerical uncertainties. This will be discussed in detail in later chapters.
2.2.1 Global U(1) Field Theory
Global cosmic strings are analytically the simplest case of string formation, arising from a
U(1) symmetry breaking with a single complex scalar field j . We consider the Goldstone
model, which has Lagrangian density given by
L = (∂µ j̄)(∂ µj) V (j) . (2.4)
The potential V (j) is given by
V (j) = 1
4
l (j̄j  h2)2 , (2.5)
where l and h are real constants, with a diagram shown in Figure 2.1. The constant l sets
the symmetry breaking scale, and h sets the vacuum expectation value, or lowest energy
state.
The Goldstone Lagrangian (2.4) is invariant under the symmetry transformation
j(x)! eiaj(x) , (2.6)
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Fig. 2.1 Diagram of the U(1) symmetry breaking potential V (j), plotted against the real and
imaginary components f1 and f2 of the complex scalar field j = f1 + if2. The orthogonal
oscillation directions, F and F? for radial and phase oscillations respectively, are indicated
(see also (4.9 - 4.10)).
where a is a global phase independent of spacetime location. However, if we apply this
transformation to the lowest energy vacuum state
h0|j|0i= heiq (2.7)
where q is the complex phase, a different expectation value
h0|j|0i= hei(q+a) (2.8)
is obtained, spontaneously breaking the symmetry.
In order to develop a clearer intuition of how cosmic strings are formed, we consider the
configuration of the complex scalar field j in physical space. Figure 2.2 shows an illustration
of a cosmic string surrounded by a closed path L, where the phase q has changed by Dq = 2p ,
taking values around the degenerate circle of minima in Figure 2.1. This means the field has
developed a non-trivial ‘winding,’ which is characterised in general by a constant integer
n, defined by Dq = n2p . In the case where we have a non-trivial winding around a closed
loop, there will be a point within the loop at which the phase is not well-defined. In order
for the field to be continuous, it is necessary to set the magnitude of the field to be |j|= 0,
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Fig. 2.2 Diagram of string surrounded by closed loop L, with arrows to indicate the phase q
of the complex scalar field j surrounding it.
corresponding to a non-zero energy density, also known as a ‘vortex’ solution. Extending
this configuration in three dimensions, these connected points of high energy density form a
cosmic string defect.
To derive the equations of motion, we first decompose the complex scalar field j into its real
and imaginary parts f1,2 as follows:
j = f1 + if2 . (2.9)






f1,2(|j|2  h2) = 0 , (2.10)
as can be derived from (2.4). From these, we can deduce the global string cross-section along
with the energy density (which is significantly more complex than for local strings). We
discuss these in detail in the next subsection.
Finally, we note from Figure 2.1 that there are both massive and massless (Goldstone)
radiative modes available from radial and phase oscillations respectively, indicated by F and
F?. This will be investigated in detail in subsequent chapters.
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Fig. 2.3 Radial profile of a global cosmic string f(r) for l = 1 with approximate width d ⇠ 1.
Also plotted are the asymptotic regimes f = 0.412r for r ! 0 (red dotted) and 1  r 2 as
r ! • (green dashed).
Structure of Global Strings
As discussed above, the possibility of non-trivial windings about a circular vacuum topology
leads to the existence of vortex solutions in two dimensions or line-like strings in three
dimensions. To find the initial field configuration for global strings, we postulate the static
ansatz solution to (2.10)
j(r,q) = f(r)einq , (2.11)
where n is the topological winding number and f = |j|. This radial ansatz can be substituted














f(f 2  h2) = 0 , (2.12)
subject to the boundary conditions f(0) = 0 at the string core and f(r)! h as r ! •. The
radial equation (2.12) can be solved numerically to obtain the string cross-section or profile
f(r), plotted in Figure 2.3 for a single winding n = 1 string. This simple solution allows us
to infer the width of the string core, defined to be
d ⇡ m 1H ⌘ (
p
l h) 1 , (2.13)
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where m 1H is the Compton wavelength of the massive particle (see Section 4.1.1 for further
discussion). As can be seen from Figure 2.3, the ‘half width’ of the string core is larger than
this, given by d1/2 = 1.35d where f = 0.5 (or 1.68d using the same criteria with the energy
density). In subsequent calculations, we perform a rescaling to set h = 1 (using f ! f/h
and r ! hr), but retain l as a free parameter to modify the string width.
The energy density r(r) of the string in cylindrical coordinates can be calculated using the
energy-momentum tensor Tµn , defined as
Tµn = ∂µj∂nj  gµnL . (2.14)


















The first two terms are the gradient and potential energies associated with deviations of the
massive field from the vacuum, i.e. for f . 1. These provide the dominant contribution to
the ‘local core’ within a radial distance r . 2d , as illustrated in Figure 2.4. This massive
contribution to the energy density converges rapidly to the vacuum as 1 r 2, and integrating
out to r ! • yields a core energy density µ0. The third contribution is due to the ‘winding’ of
the long-range massless field about the string core, which generically dominates the overall
energy density beyond r & 2d (also shown in Figures 2.4–2.5). In principle, this massless










2prdr = 2ph2 ln(R/d ) . (2.16)
However, in practice, it will be cutoff at some radius R associated with the curvature radius
of the string, at which point the correlations implied by the ansatz (2.11) will be washed
out or cancelled. For axion strings on cosmological scales, we expect µq   µ0. In fact,
(2.16) provides an accurate estimate even on much smaller scales, with the total energy
density
µ(R) = µ0 +µq (R) ⇡ 2ph2 ln(R/d ) (for R & 2) , (2.17)
achieving better than 2% accuracy for R & 10 and 0.1% on cosmological scales (see Fig-
ure 2.5).
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Fig. 2.4 String energy density r (blue) as a function of radius r for l = 1, showing both the
core contribution from massive modes (purple) and exterior massless modes (red) which
dominate beyond r & 2. Inset is the energy density close to r = 0 showing a flattened centre
which allows small ‘zero-mode’ excitations within the string core Dr ⇡ O(d/10).







Fig. 2.5 Integrated string energy per unit length µ(R) as a function of cutoff radius r = R for
l = 1, showing the total energy density (blue), the massive core (purple) and the long-range
massless contribution (red) which renormalizes µ . Agreement with the simple logarthmic fit
µ ⇡ 2p ln(R/d ) is shown for R & 2 (dotted line).
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The internal structure of global strings is an important factor for numerical simulations,
which inherently have a limited dynamic range. We can identify the positions of string
cores in space x by locating the zeroes of the field where f(x) = 0. However, this might not
represent the actual string centre of mass because of internal excitations within the string
radius. Inset in Figure 2.4 is a zoomed view of the energy density around r = 0 close to the
string core, showing that it becomes ‘flat’ and varies by only 1% (r0  r(r). 0.01) within
a radius r . 0.2d . This means there is an internal ‘zero mode’ allowing the string core to
move short distances at little or no energy cost, without actually moving the bulk string. We
can expect such finite width effects to be present when studying small amplitude oscillations
comparable to the string width A ⇠ d .
2.2.2 Local Strings in the Abelian-Higgs Model
Local cosmic strings are formed by spontaneously broken symmetries in the context of
gauge theories [55]. The simplest of these models is the Abelian-Higgs model for scalar
electrodynamics, with a gauge vector field Aµ and a complex scalar field j . This theory has
the Lagrangian




where Dµ = ∂µ   ieAµ , Fµn = ∂µAn   ∂nAµ is an antisymmetric tensor, e is the gauge
coupling and V (j) is the potential for a broken U(1) symmetry given by (2.1).
The Lagrangian (2.18) is invariant under the group of U(1) local gauge transformations:
j(x)! eia(x)j(x) , Aµ(x)! Aµ(x)+ e 1∂µa(x) , (2.19)
where a(x) is a phase dependent on spacetime location x. However, if the scalar field j falls
into the potential minimum of V (j), the symmetry is spontaneously broken. This can be
















M2AµAµ +higher order terms , (2.20)
where, we have defined
µ =
p
lh , M =
p
2eh . (2.21)
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We deduce from (2.20) that, unlike for global strings, there is no massless Goldstone boson,
and that this degree of freedom has instead been absorbed by the gauge field, which becomes
massive.
The equations of motion for the fields are given by the Euler-Lagrange equations:
(∂µ   ieAµ)(∂ µ   ieAµ)j +
l
2
j(jj̄  h2) = 0 (2.22)
and
∂µFµn = jn , (2.23)
where we have defined the current jn
jn ⌘ 2eI [j̄(∂ n   ieAn)j] . (2.24)
We will not go into much further detail of local strings here, as they are not studied in detail in
the remainder of the thesis. However, it can be shown that cylindrically symmetric solutions
to equations (2.22-2.24) can be obtained [124, 6], confirming the existence of local string
configurations.
Finally, one particularly important property of local strings is their finite energy density, in
contrast to the logarithmically divergent energy density of global strings. It can be shown that,
in the Lorenz gauge ∂µAµ = 0, the scalar and gauge fields asymptotically approach




respectively at distances far from the string core. This means that Dµj ⇡ 0 and Fµn ⇡ 0 at
large distances from the string, and the energy density falls off exponentially. It can be shown
that the mass per unit length µ of a local string is therefore given approximately by
µ ⇠ h2 . (2.26)
2.3 Thin String Evolution and Radiation
Having presented the field theory equations of motion above, in this section, we outline how
cosmic string evolution can be modelled using an effective string action, S. This approach is
useful at low temperatures and away from highly curved regions, where massive excitations
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within the string core can be integrated out to create a low energy effective theory. This can
be performed both for local and global strings to obtain the Nambu-Goto [125, 126] and
Kalb-Ramond [127] actions respectively. In this case, we begin by considering local strings,
which are easier to model due to their finite energy density. Both subsequent outlines follow
detailed derivations given in [55]. We then discuss the radiative spectra from both types of
string, drawing parallels between massless global string radiation and gravitational radiation
from local strings.
2.3.1 Nambu-Goto Action and Equations of Motion for Local Strings
We first consider the action for the Abelian-Higgs model (2.18) in a general spacetime with








FµnFµn  V (j)} , (2.27)
where g = detgµn and yµ are the spacetime coordinates of a general point. In order to obtain
the effective action for a string, it is necessary to integrate out the massive transverse degrees
of freedom from an approximate field theory string solution. We can reparametrise the action
(2.27) as follows:
yµ(x ) = xµ(z )+rAnµA(z ) , (2.28)
where we define the spacetime coordinates of the string itself xµ(z ) as the two-dimensional
area swept out by the zeroes of the complex field j , also called the string ‘worldsheet.’ These
are given by
xµ = xµ(z a) , a = 0, 1, (2.29)
where z 0,1 are timelike and spacelike coordinates. We further define nAµ(x ) as vectors
orthonormal to the tangent vectors to the string xµ,a, such that nAµx
µ
,a = 0 and gµnnAµnBn = d AB,
and rA as radial coordinates, with A = 1, 2. The reparametrisation (2.28) hence defines
yµ = yµ(x ) in terms of coordinates x µ = (z a,rA), separating the worldsheet coordinates
from the radial degrees of freedom. This is illustrated in Figure 2.6.








= ( detMab )1/2 , (2.30)
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and a and b are spacetime indices. The two-dimensional worldsheet metric
gab = gµnxµ,axn,b (2.32)





adz b . (2.33)
We observe straightforwardly from (2.31) that
detMab ⇡ g , (2.34)
where g ⌘ detgab, and further recall that integrating over radial degrees of freedom yields
the string energy per unit length, µ . Taking account of the exponential fall-off of the O(r/R)






which is the Nambu-Goto action [125, 126]. This is an important result that is used frequently
in analysis of cosmic string dynamics.
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Having obtained an effective action (2.35) for the string, we can vary with respect to the
spacetime coordinates xµ(z a) to obtain equations of motion. Note that in contrast to the
Euler-Lagrange equations given by equations (2.22-2.24), the equations of motion obtained
using the Nambu action are given in terms of spacetime coordinates of the string core, rather
than the fields themselves. Varying (2.35) with respect to xµ(z a), it can be shown that the
equations of motion are given by
xµ,a
;a +Gµns gabxn,axs,b = 0 , (2.36)
where Gµns is the Christoffel symbol defined by equation (2.2) and the covariant Laplacian












 ggabxµ,b) = 0 . (2.38)
The Nambu action (2.35) is invariant under reparametrisations of the worldsheet,
z a ! z̃ a(z b) (2.39)
so we can choose any convenient gauge to simplify the equations of motion even further. For
a flat spacetime, we choose the so-called ‘conformal’ gauge, which can be written as
ẋ · x0 = 0 (2.40)
ẋ2 + x02 = 0 (2.41)
where dots indicates the derivative with respect to the timelike worldsheet coordinate z 0 and
dashes for the spacelike z 1. Equation (2.38) can then be written as the two-dimensional wave
equation
ẍµ   xµ 00 = 0 . (2.42)
There is a residual gauge freedom that can be removed by setting
t ⌘ x0 = z 0 . (2.43)
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Applying the gauge (2.43), we can finally write the equations of motion for a cosmic string
in flat space in terms of the three-vector x(z , t), where z ⌘ z 1, from equations (2.40-2.41)
and (2.42),
ẋ ·x0 = 0 , (2.44)
ẋ2 +x02 = 1 , (2.45)
ẍ x00 = 0 . (2.46)
Having significantly simplified the string dynamics, we can now derive specific solutions to
the equations of motion (2.44-2.46). A general solution to equation (2.46) is given by
x(z , t) = 1
2
[a(z   t)+b(z + t)] , (2.47)
where the left- and right-moving modes are subject to constraints derived from (2.44) and
(2.45)
a02 = b02 = 1 . (2.48)
It can be shown that a family of loop solutions can be found by decomposing the general
solution (2.47) into Fourier modes. For example, a simple planar circular solution is given by
[128, 129]
x(z , t) = L
4p
{ê1[sins + sins+]  ê2[coss + coss+]} . (2.49)








and s± = (2p/L)z±, with z± = z ± t and êi defined as unit vectors in the directions of the
Cartesian axes.
Finally, we can also derive local string solutions in the cosmological context of an expanding
Universe.1 This can be described by the Friedmann–Lemaître–Robertson–Walker (FLRW)
metric
ds2 = a2(t)(dt2  dx2) , (2.51)
where t is conformal time defined by dt = dt/a(t) and a(t) is the cosmological scale factor.
Varying the Nambu action (2.35) with respect to x(z ,t) [130], using a similar method to
1In this description we assume a general knowledge of cosmology. For further background information,
please refer to [55].
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(1  ẋ2)ẋ = e 1(e 1x0)0 , (2.52)
ė = 2 ȧ
a
e ẋ2 , (2.53)







These can be used to calculate the cosmic string energy and momentum in an expanding
Universe, as well as the general string dynamics.
2.3.2 Kalb-Ramond Action for Global Strings
The effective action for a global cosmic string requires a more nuanced derivation than for
local strings. This is primarily due to the fact that there is a long-range coupling between the
string and the massless Goldstone boson field, as shown by equation (2.16). As we have seen,
this means that the total string energy is not finite, so more energy is stored in the massless
field at large distances than in the core itself. However, an effective action can be derived
using the general relation between a real massless scalar field J and two-index antisymmetric
tensor Bµn , where the interaction with the string becomes analytically analagous to an electric
field around a point charge in electromagnetism. This theory was first developed in the low
energy limit in [131, 132]. Here, we present the alternative derivation outlined in [133].
We first note the general relation between a massive field f , massless scalar field J and




eµnlr∂ nBlr , (2.55)
along with the equation of motion for Bµn
∂µHµnl = 0 . (2.56)
Here we have defined the field strength tensor
Hµnl = ∂ µBnl +∂ l Bµn +∂ nBl µ . (2.57)
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d4x{∂µ j̄∂ µj  V (f)}
=
Z
d4x{(∂µf)2 +f 2(∂µJ)2  V (f)} . (2.58)






H2  V (f)} . (2.59)
However, in the case that strings are present, it is necessary to add in a source term jµn to





d (4)[x  x(z a)]ds µn , (2.60)
where x(z a) are the worldsheet parameters and
ds µn = eabxµ,axn,bd
2z (2.61)




Bµn jµnd4x = 2ph
Z
Bµnds µn . (2.62)
Integrating radially over the massive degrees of freedom as in Section 2.3.1 and incorporating
(2.62), this description yields the Kalb-Ramond action [127]
S = µ0
Z p





Bµnds µn . (2.63)
Here, the first term is the Nambu action for a local string as derived in Section 2.3.1, where
µ0 is the core mass per unit length associated with the massive field and final term accounts
for the vortex current jµn as outlined above.
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2.3.3 Radiation from Cosmic Strings
Massless Radiation from Global Strings
We can use the formalism described in the previous section to derive the power spectrum of
massless radiation from a global string. It can be shown [134] that for a global string loop,





µn(wn, r̂) j̃µn(wn, r̂) , (2.64)
where wn = 4pn/L, L is the invariant length of the loop as defined in Section 2.3.1 and
jµn(x, t) is given by




dsd (3)(x x(s , t))(ẋµx0n   ẋnx0µ) . (2.65)
The power spectrum can be written in terms of right- and left-moving modes a and b as used






|In(n̂1)Jn(n̂2)  In(n̂2)Jn(n̂1)|2 . (2.66)






dz a0(z ) · n̂ exp[  i
2






dz b0(z ) · n̂ exp[ i
2
(wnz  k ·b)] , (2.67)
where n̂1 and n̂2 are unit normal vectors orthogonal to the wavevector k and wn = 2pn/T is
the frequency of the nth harmonic with period T .
It is further shown in [135] using these results and those from [136] that the linearised
expression for the power spectrum from an infinitely long periodic string lying along the













|U?|2|V?|2 + |U?⇤ ·V?|2   |U? ·V?|2 , (2.68)
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∂vX?L eip(m n)v/L , (2.69)
and we note that, from the symmetry of the system, we obtain the ‘selection rule’ that m+n
must be even. Here, we have defined u = s   t and v = s + t as null coordinates on the
string worldsheet, and X µ = X µR +X
µ
L are the worldsheet coordinates split into right- and
left-moving modes (with the split first performed in [137]).
Gravitational Radiation from Local Strings
Similarly to the massless radiation characterised above, the Nambu-Goto action can be used
to derive the power spectrum of gravitational waves from local strings. For a closed loop, it










where T µn(x, t) is given by
T µn(x, t) = µ
Z L
0
dsd (3)(x x(s , t))(ẋµ ẋn   x0µx0n) . (2.71)
Again, the solution can be split into left and right-moving modes, with the power radiated




+ |In(n̂1)Jn(n̂2)  In(n̂2)Jn(n̂1)|2} . (2.72)
For a long string oriented along the z-axis, it can be shown [35, 135] that the linearised power












|U?|2|V?|2   |U?⇤ ·V?|2 + |U? ·V?|2 . (2.73)
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Comparing the expressions (2.66) with (2.72) and (2.68) with (2.73), we observe that the
power spectra of massless radiation from global strings and gravitational radiation from local
strings take very similar functional forms. It is therefore reasonable to deduce that the power
spectrum of gravitational waves from a local cosmic string can be inferred by analysing the
massless radiation from a global string. This has been demonstrated, for example, for certain
loop configurations [132, 134].
2.4 Separation of Scales and Current Discrepancies
In the previous two sections, we have outlined the primary methods that are generally used
to study the evolution of cosmic strings; the field theory and Nambu-Goto approaches.
The one-dimensional Nambu-Goto equations allow us to explore a huge dynamic range,
but require us to integrate out internal degrees of freedom and do not directly include
backreaction, unless added explicitly. In contrast, the three-dimensional solutions of the full
field theory include radiation backreaction and internal degrees of freedom, but have a limited
dynamic range. These different approximations appear to produce different outcomes for
string evolution, which are interpreted by some researchers as contradictory. A particularly
important consequence is quantitative uncertainty about the amplitude and spectrum of
string network decay products, where topological strings radiate primarily into the lowest
mass channels available (see Section 2.3.3). This has been an outstanding concern in the
literature on string network simulations for many years, so renewed effort is needed to
establish whether these approaches converge on cosmological scales. Here, we focus on the
discrepancies in predictions for global or axion cosmic strings, although similar issues arise
for local strings.
An example of the aforementioned discrepancies arises in the study of dark matter axions. As
outlined in the Introduction, there has recently been renewed interest in the axion as a dark
matter candidate in light of the increasingly stringent constraints on supersymmetric weakly
interacting massive particles (WIMPs) (for example, see [138]). Axions arise as a solution to
the strong CP problem of QCD, where topological strings are formed in an exactly analogous
manner to the U(1) symmetry breaking that occurs in the Goldstone model discussed in
Section 2.2.1 (see [139] for further details). Despite the apparent simplicity of axion strings,
the exact nature of axion radiation has proved controversial to characterise quantitively due
to the limited dynamic range of numerical simulations. By analogy with (2.17), a global
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axion string has a logarithmically divergent linear energy density
µ = 2p f 2a ln(R/d ) , (2.74)
where fa is the Peccei-Quinn energy breaking scale, d ⇠ f 1a is the typical width of the
core of the string and R is the large-scale cut-off set by the typical curvature of the string.
For a typical axion model with fa ⇠ 1011 GeV, the width d ⇠ 10 23 m whereas the cut-off
R ⇠ 1/200MeV ⇠ 1m at the QCD scale. The natural logarithm in a cosmological context is
therefore about
ln(R/d )⇠ 70 . (2.75)
In contrast, numerical simulations have difficulty probing a dynamic range in excess of
ln(R/d ) ⇠ 6. This means that numerical axion strings generally have more than an order
of magnitude stronger relative coupling to massless radiative modes than their cosmolog-
ical counterparts. For this reason, rather than extrapolating results from strongly coupled
numerical simulations, most authors have argued that cosmological axion strings behave
qualitatively more like (local) Nambu-Goto strings [19, 132, 135] and use semianalytic
approaches to estimate network radiation into axions [100, 139].
For global cosmic strings near the GUT-scale, the difference between typical length scales is
even greater, given approximately by
ln(R/d )⇠ 100 , (2.76)
with less than 1% of the energy per unit length in the string core µ0/µ (see (2.17)). Under
these circumstances, one would expect the Nambu-Goto approach to be a good approximation.
However, despite the much larger dynamic range available to Nambu-Goto simulations, it
remains challenging to establish that the large-scale properties of networks converge to
truly scale-invariant behaviour, let alone the behaviour of fractal-like small-scale features
which continue evolving, including the key loop production function (for example, see [90]).
Moreover, there is no clear prescription for including radiative backreaction in Nambu-Goto
simulations (although see [140]). (As an aside, we note that for axion strings the presence of
much stronger radiative effects should influence and probably stabilise small-scale network
properties.) In the context of gravitational wave predictions, disagreements in the literature
have meant that the constraints on local cosmic strings recently published by LIGO consider
three separate Nambu-Goto models [89].
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In contrast, field theory simulations evolve the ‘real’ string equations of motion given by
equation (2.10), allowing the full dynamics of the internal degrees of freedom to be captured.
However, with current computational resources it is impossible to simulate string networks
using fixed grid simulations with sufficient dynamic range to achieve convergent behaviour.
It is usually necessary to adopt the so-called ‘fat string’ approach, growing the string width
to match the comoving grid resolution [141, 95, 102, 104, 105, 107], essentially lowering
the particle mass mH and keeping light massive radiative channels competitive with massless
modes. There have been sophisticated attempts to extrapolate from field theory simulations
[105–107], but generally asymptotic scaling regimes differ on large scales by a factor of
two from Nambu-Goto strings and the small-scale features are strongly affected by radiative
effects around the comoving string width d . Innovations adding more gauge fields [142]
have enabled global axion string simulations with larger tensions comparable to (2.75) to be
performed. However, this approach still uses the comoving width algorithm, so there remain
artificially more massive radiation channels available.
These alternative approaches yield different predictions for radiation rates from global cosmic
strings, in the case of axion strings yielding incompatible dark matter axion mass predictions
and an uncertain guide for axion searches [120]. It is hence necessary to introduce new
high resolution numerical techniques to accurately resolve these differences, concentrating





In this chapter, we describe the numerical methods used to perform cosmic string simula-
tions with adaptive mesh refinement (AMR) using GRChombo. We discuss the motivation
behind using AMR, as well as important elements of the specific structure of the code. We
describe the adaptive mesh and other grid parameters that are important in simulations, the
methods used to obtain appropriate initial conditions and the diagnostic tools that are used to
extract physical information. Finally, we discuss profiling work that has been undertaken on
GRChombo to significantly improve the code performance, including speedup and reduction
of memory usage.
3.1 Motivation for AMR
In order to accurately numerically evolve cosmic strings, as well as non-linear systems
in general, it is vital that simulations are able to resolve features that emerge on different
length scales. To resolve small-scale features requires a simulation box with a sufficiently
fine mesh. However, for a simulation to capture macroscopic effects, the grid must also
be sufficiently large. Traditional ‘fixed grid’ numerical approaches will often be unable to
satisfy this requirement if there are not enough computational resources available to evolve a
sufficient number of grid points. One method that can be used to address this is to increase
the resolution of the numerical grid in smaller regions where small-scale features of interest
are present. This method is known as ‘mesh refinement’.
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Fig. 3.1 Evolution of f for two colliding global strings at right angles with velocity v = 0.8
towards each other. Strings are evolved using a fixed grid evolution algorithm on a 1003 grid.
Red to blue represents f = 1 to f = 0.
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The importance of mesh refinement for cosmic string evolution can be clearly demonstrated by
comparing simulations of high energy string configurations with and without grid refinement.
In Figure 3.1, two straight global strings are set up at right angles and given a high velocity
v = 0.8 towards each other, so that they collide at relativistic speeds.1,2 The second order
equations of motion (2.10) for the real and imaginary components of the complex scalar field
j = f1+ if2 are then evolved on a 1003 grid with fixed spacing Dx, without mesh refinement.
The evolution scheme used is a standard second order ‘leapfrog’ algorithm, which uses values
of f1,2 from the previous two timesteps n and n 1 to determine f1,2 at the next timestep
n+1. The evolution equations themselves are obtained by discretising (2.10) using a centred








and ∂ 2x fi ⌘
f ni+1  2f ni +f ni 1
Dx2
, (3.1)
where Dt is the constant time interval between steps and i denotes the gridpoint coordinate.3
Substituting into (2.10), the discretised equations of motion are given by
f n+1i = 2f
n
i  f n 1i +
6Dt2
Dx2











where fav = (f ni+1 + f ni 1 + f nj+1 + f nj 1 + f nk+1 + f
n
k 1)/6 is the averaged value of f for
the current timestep n at {i, j,k}, and i, j and k index the x-, y- and z- coordinates of the
gridpoints. We observe that the two strings move towards each other, connect, intercommute
(exchange ends) and move off in opposite directions towards the boundaries.
Figure 3.2 shows the evolution of the same configuration of two highly relativistic global
cosmic strings colliding at right angles. However, this simulation is performed using the
adaptive mesh refinement (AMR) code GRChombo4, which will be described in more detail
in the rest of the section. GRChombo is constructed to evolve first order equations of motion,
1The code used for Figure 3.1 was adapted from a ‘leapfrog’ code provided by E. P. S. Shellard.
2This configuration of initial conditions is set up using a numerically obtained radial profile of the string,
which is discussed in more detail in Section 3.3.
3Note that we have temporarily dropped the subscript {1,2} for clarity.
4This simulation is performed using an early version of GRChombo which simulated the collision of cosmic
strings in 2D, provided by M. Kunesch, 2017. I adapted this for 3D colliding strings.
32 Numerical Implementation with GRChombo
so we decompose (2.10) as follows:
ḟ = P (3.3)
Ṗ = ∂ 2x f +∂ 2y f +∂ 2z f  
l
2
f(ff̄  h2) , (3.4)
where dot denotes differentiation with respect to time and f and P denote f1,2 and P1,2.
The four variables f1,2 and P1,2 are evolved using (3.3) and (3.4) with the fourth order
Runge-Kutta integration scheme built into GRChombo. In this example, five levels of mesh
refinement are employed around the string core. Again, we observe that the two strings
intercommute and move apart. However, in this case not only is the resolution dramatically
improved, but a new string loop forms at the point of collision. Although these second- and
fourth-order evolution schemes cannot be directly compared to high accuracy, the appearance
of this coherent loop, as well as the substructure that emerges along the strings, contrasts
significantly with the smooth evolution in Figure 3.1. This shows that mesh refinement offers
a significant improvement, even revealing new features (e.g. [143]) that would otherwise be
missed by fixed grid simulations.
In addition to demonstrating the effectiveness of mesh refinement in general, it is important
to emphasise the specific value of adaptive mesh refinement for cosmic string evolution
over other refinement methods. Many mesh refinement schemes require users to specify
in advance the areas of the grid to refine and the size of refinement regions based on their
knowledge and understanding of the physical system, either via setting a predetermined path
or by tracking quantities of interest in the simulation. These so-called ‘moving box’ mesh
refinement schemes, such as those built on the CACTUS framework [144–153], have been
used successfully, for example, in astrophysical scenarios, where the user often has a good
prior knowledge of the behaviour of the systems being studied. However, this method creates
problems if we do not understand our system sufficiently well to predict where and how
regions of refined mesh need to evolve. It is possible that refinement will be concentrated in
the wrong place, or that it will not be applied to a sufficient level to give adequate resolution.
In these cases, a more flexible approach is required, using regridding boxes of arbitrary
shape and size where the level and position of regridding can be adapted as the simulation
progresses. This method ensures that regridding is appropriately targeted and only performed
in areas where it is required [154]. This fully adaptive method has been pivotal in facilitating
the application of AMR to cosmic string simulations, particularly in the case of string
networks, which would be almost impossible using a moving box scheme.
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Fig. 3.2 Evolution of f using GRChombo for two colliding global strings at right angles with
velocity v = 0.8 towards each other. Adaptive mesh refinement is used with a 403 grid and
five levels of refinement. Red to blue represents f = 1 to f = 0.
34 Numerical Implementation with GRChombo
3.2 GRChombo
In this thesis, we use GRChombo [121] to perform hundreds of AMR simulations of cosmic
strings. GRChombo is an open-source,5 finite difference AMR code that allows for refinement
of the simulation grid ‘on-the-fly’. It has been used for a wide range of applications [155–
167], from black hole-axion star collisions to inflation. Originally designed for numerical
relativity, we use GRChombo to apply AMR to the cosmic string field equations without
gravity, whilst leaving the door open for future analysis with full general relativity. As
discussed in Section 2.4 and demonstrated in Section 3.1, it is vital for the accuracy of string
simulations that the string core is appropriately resolved. This is especially difficult on a fixed
grid given the large discrepancy in length scale between the string width and cosmological
distances. Mesh refinement is therefore essential for accurate evolution.
In this section, we outline the features of GRChombo that make it useful for cosmic string
evolution, primarily the adaptive mesh algorithm, as well as the parallelism and load balancing
that enables large-scale simulations to be performed. We also describe the simulation
parameters that are most important in determining code accuracy and performance, including
high-frequency mode dissipation and the implementation of boundary conditions. Finally,
we outline how GRChombo allows for three-dimensional visualisation of the simulation
output.
3.2.1 Implementation of Adaptive Mesh Refinement
Mesh refinement is a computational tool that enables the ‘fineness’ of a numerical simulation
grid to adapt as a simulation progresses, allowing features of interest to be resolved that
may otherwise be missed using the base coarse mesh. At the most straightforward level, it
allows for the spacing between gridpoints Dx to be tuned as required for accurate resolution.
However, in practice, mesh refinement creates significant computational challenges. For
example, it must be decided which criteria will be used for generating areas of higher refine-
ment, what shape these areas will take, and whether they are predetermined or recalculated
as the simulation progresses. Different refinement levels must also be kept synchronised to
ensure that they do not artificially decouple.
In the work presented in this thesis, the underlying structure for the mesh refinement scheme
used by GRChombo is provided by Chombo, the public AMR code on which it is built. Chombo
is an open-source set of C++ classes which are designed to facilitate straightforward im-
5GRChombo is publicly available at https://github.com/GRChombo/.
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Fig. 3.3 Snapshot of an AMR simulation of a global string using GRChombo. This figure
shows |j| for a sinusoidally displaced string with the outlines of AMR boxes for different
refinement levels.
plementation of block-structured AMR, which can be complex to implement. Chombo uses
Berger-Rigoutsos block-structured grid generation [168] to generate refinement levels using
overlaid rectangular boxes. First, cells must be tagged to determine where to refine the mesh
to higher precision. GRChombo assigns a value f (x,y,z) = 1 or 0, based on a user defined
tagging criterion. In the case of a complex scalar field j = f1+ if2 for global cosmic strings,













where Dx is the grid spacing and |fthreshold| is a custom threshold input by the user. (This
choice of regridding threshold is further discussed in Section 3.2.3). The tagging information
is passed to the relevant Chombo grid generation class, which efficiently partitions regions
that require remeshing into rectangular blocks, which are subsequently refined. In GRChombo,
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Fig. 3.4 Diagram of the order of subcycling in GRChombo, taken from [154], showing that the
timestep Dt is scaled with the resolution. The Berger-Oliger timestepping algorithm evolves
first the coarsest level by one timestep Dt ⌘ Dt0, then finer levels by Dti = Dti 1/2 etc. in the
order shown, where Dti indicates the timestep for level i. Steps 5, 9 and 10 indicate where
results from finer levels have been averaged and copied to the coarser level below. Data is
also interpolated from coarser levels to fill ghost cells on finer levels (prolongation), as well
as between subcycling steps within each level. For clarity, these steps are not included in the
diagram.
the default ‘refinement ratio’ between one level and the next finest is 2, i.e. Dxi+1 = Dxi/2
and Dti+1 = Dti/2 where Dxi and Dti indicate the grid spacing and timestep for refinement
level i. This remeshing process repeats recursively until a preset number of refinement levels
is reached, or there are no more tagged cells. We will not go into detail of the grid generation
algorithm here, but further information can be found in [121] and [122]. An example of
the application of this block-structured AMR scheme to a cosmic string is given by Figure
3.3, which shows a snapshot of a sinusoidally displaced string with the outlines of the AMR
boxes in white. Smaller boxes concentrated towards the centre of the string indicate areas
where a finer mesh has been used.
Having generated the structure of the refinement levels, GRChombo subsequently employs a
Berger-Oliger time stepping algorithm to evolve the first order partial differential equations
(3.3) and (3.4) using a fourth-order Runge-Kutta (RK4) method on the adaptive mesh
[169, 170]. As demonstrated by Figure 3.4, the grid first evolves one full timestep from t to
t +Dt from the coarsest mesh, then proceeds to advance increasingly finer meshes until they
all reach t +Dt. The levels are finally synchronised by averaging grid values from finer levels
down to the coarser levels [121]. Figure 3.4 illustrates in detail the order of these evolution
steps for multiple refinement levels.
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GRChombo’s implementation of adaptive mesh refinement ensures as far as possible that areas
of finer resolution, and hence computational power, are concentrated in regions where they
are most needed. This is vital in allowing us to increase the size and precision of simulations
that can be performed using a given amount of computational resources [154]. As we will
see, this has the potential to enable accurate simulations of cosmic strings to be performed
on a significantly larger scale than has previously been possible.
3.2.2 Parallelism and Load Balancing
Parallelism is a key feature of GRChombo that significantly enhances the performance of the
code. As discussed above, AMR is very useful for refining only areas of the grid where extra
precision is necessary. However, running AMR simulations in serial, i.e. where operations
are performed one after the other, may still result in the code performance being too slow to
be practically useful. GRChombo uses hybrid parallelism, exploiting both Message Passing
Interface (MPI) and OpenMP parallel processing to enhance code performance by enabling
work to be split across a number of processors, allowing users to make full and efficient use
of high performance computing (HPC) resources.
GRChombo uses MPI to divide the simulation grid into boxes which can be passed to different
processors. The grid is partitioned according to the maximum and minimum box sizes
provided by the user. An example of this is given by Figure 3.5, which shows a 256⇥256⇥32
three-dimensional simulation grid of a cosmic string with a slice taken through the centre.
We see from the white AMR box outlines that the coarsest level is divided into 64 323 boxes,
each of which, given enough resources, is sent to a different processor. Finer levels are
also similarly distributed, with the exact configuration determined by the load-balancing,
as discussed later. When efficiently parallelised, use of MPI improves code performance
roughly by a factor of the number of processors used (although the precise factor depends on
the so-called ‘strong scaling,’ see [154]).
OpenMP is a parallelisation tool that assumes access to shared memory, enabling multiple
‘threads’ of work to run on one processor simultaneously, given enough available memory.
Where MPI is designed to pass information between processors, the access of threads to
shared memory means that parallelisation within a computational node using OpenMP can
avoid the overhead associated with MPI. GRChombo uses OpenMP to allow separate threads
to ‘choose’ a new box to run once they have finished with the previous one, again speeding
up the overall evolution.
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Fig. 3.5 256⇥256⇥32 3D simulation grid of a cosmic string simulation with a slice taken
through the centre. The coarsest level is divided into 64 323 AMR boxes, and smaller boxes
indicating finer resolution are concentrated around the string core.
Load-balancing is a key aspect of parallelism that translates the partitioning performed
using MPI and OpenMP into increased performance. It is used to distribute boxes between
processors and multiple threads within each box. This allows work to be spread evenly
between processors, so that once coarser areas of the simulation have finished running, areas
with higher refinement can be allocated to the idle processor. Chombo uses the assumption
that work is proportional to the number of grid points to balance the computational load
between nodes. This means that less computational time is wasted and resources are used
more efficiently. The most up-to-date profiling data for GRChombo is given here [154], along
with further information about the code. Further details about the implementation of the
parallelism are also given by [122].
In practice, when running simulations with GRChombo, a delicate balance must be reached
when determining the amount of parallelism required. For example, if the maximum MPI box
size is decreased to enable the number of processors to be increased, this may end up being
counterproductive, as communication between the MPI ranks may take up more time than the
time saved by using the extra processors. This also includes optimising load balancing, which
can make a dramatic difference to the code performance. For 256⇥256⇥32 simulations of
cosmic strings, we also generally choose to use only one OpenMP thread, as we have found
that increasing the number slows down performance, or is less effective than increasing the
number of MPI ranks by the same ratio.
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3.2.3 Simulation Parameters
GRChombo is a flexible code that allows many integral simulation parameters to be tailored by
the user. Choosing appropriate parameters is necessary to apply the adaptive mesh correctly,
for example to ensure a sufficient level of refinement is used and that refinement is applied in
the appropriate areas. Certain parameters must be chosen to implement the desired boundary
conditions or to tailor the amount of damping applied to address instabilities. Choosing
appropriate refinement parameters is also vital for optimising code performance.
In this subsection, we outline the parameters that have been important in the work presented
in this thesis, particularly for ensuring accuracy and tailoring performance. We outline the
importance of choosing a suitable regridding threshold, regridding frequency, maximum
refinement level and Kreiss-Oliger dissipation coefficient. We discuss the effect of each
of these on performance, as well as on the spectra of certain modes of radiation which we
find to be particularly sensitive, particularly in relation to the adaptive mesh regridding. We
find that the regridding threshold and regridding frequency in particular are important, as
they determine the balance between simulation accuracy and total simulation time. We also
find more generally that these parameters are significantly less important in the dissipative
evolution stage used to obtain appropriate initial conditions, described in Section 3.3, but do
affect the radiation spectrum during the subsequent evolution. This can allow us to use less
stringent regridding for the dissipation stage, significantly decreasing the total simulation
time. Further information about these and other parameters, including example parameters
files used in GRChombo runs, can be found at https://github.com/GRChombo/GRChombo/
wiki/Guide-to-parameters.
Regridding Threshold
One important parameter to be chosen when performing string simulations is the regridding
threshold fthreshold for the adaptive mesh. This must be chosen so that higher levels of
refinement are concentrated at the string core, in order for the string to evolve accurately and
to properly resolve the outgoing radiation. This is particularly the case for higher l , where
the string radius becomes narrower and the wavelength of the lowest energy massive modes
decreases. For global cosmic strings, we achieve this using the criterion
Dx
q
(—f1)2 +(—f2)2 > |fthreshold| , (3.6)
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where Dx is the grid spacing. This determines the regions to refine based on the modulus of
the spatial gradient of the complex scalar field j . A lower threshold will make the simulation
more sensitive to regridding, usually resulting in a higher total number of refinement levels
and a higher precision at the string core.
For the string simulations in this thesis, we must consider the parameters used for two phases;
initial dissipative evolution to obtain appropriate initial conditions (described further in
Section 3.3) and subsequent evolution using the wave equations. We have observed that using
low levels of mesh refinement in the initial damping phase doesn’t affect final results. This
means we can generate initial conditions very quickly, whatever levels of mesh refinement
are required for the subsequent evolution.
However, in the evolution stage, we find that as l is increased, a lower fthreshold i.e. ‘harsher’
regridding, must be used to reach the level of refinement required to capture the evolution
accurately. An example of insufficient regridding is given by Figure 3.6, which shows the
trajectory of the string core6 and also the massless Goldstone radiation emitted by a l = 10
string with initial amplitude A0 = 4 with no mesh refinement.7,8 We see that the massless
radiation is not accurately resolved, artificially dissipating as the simulation progresses, and
that the string motion, tracked by the position of the string core, is also artificially damped.
This should be compared to the corresponding case with appropriate refinement in Figures
4.15 and 4.12, where the amplitude of the string decays slowly and where there is a much
more consistent propagating massless signal over time for all modes. Appropriate values
for the regridding threshold have been determined for each value of l by comparing string
trajectories with different fthreshold to determine the value above which no significant change
in the oscillatory behaviour of the decaying string was observed. A regridding threshold
|fthreshold| = 0.25 was judged sufficient for simulations with l < 10 and |fthreshold| = 0.1
for those with l   10, where the base resolution Dx0 = 1.
Through running several hundred simulations of global strings, we have also observed that
massive radiation is very sensitive to the grid resolution and can be significantly affected by
the adaptive remeshing.9 We find that as l is increased, a more refined grid is required to
accurately capture the radiation and string motion. This manifests at higher l by massive
6The algorithm used to track the string core is described in Section 3.4.2.
7We defer detailed discussion of the diagnostic used to characterise the massless radiation until Section 4.1.
The algorithm used to extract the radiation is also described in Section 3.4.
8The amplitude is measured in units Dx.
9Again, we defer detailed discussion of the diagnostic used to characterise the massive radiation until
Sections 4.1 and 5.1.
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Fig. 3.6 Plot of the string amplitude over time (top) and the absolute value of the {mn}=
{11},{20},{31}, and {40} Fourier modes of the massless radiation (bottom) from a l = 10
string with initial amplitude A0 = 4, measured on a cylinder at R = 64 and evolved with no
mesh refinement.
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radiation becoming ‘trapped’ at the AMR boundaries where the grid refinement steps down.
This is due to the creation of internal reflections, causing a resonant effect which accumulates
over time, as shown in Figure 3.7. Further to this, we observe that the remeshing of the
grid itself can introduce artificial massive radiation, due to the inevitably slightly inaccurate
interpolation between finer and coarser refinement levels. These standing wave instabilities
are a familiar shortcoming of AMR for which remedies include the introduction of artificial
dissipation by using Kreiss-Oliger damping, discussed further later in this section.
Although it is necessary to use enough mesh refinement for accurate evolution, we must also
ensure that we do not use too many refinement levels unnecessarily. This can result in the
computational cost becoming too high, for example, with insufficient memory available to
store gridpoints for a large number of levels, or insufficient processors available to complete
the calculations in a reasonable timeframe. In practice, the necessity for an appropriate
regridding threshold to obtain enough refinement for the required accuracy is what has so far
limited simulations from being performed at l > 100.
Finally, we choose to restrict regridding to within a radius of R = 64 from the centre of the
grid, to prevent unnecessary refinement of the grid boundaries. This does not interfere with
measurements on the radiation cylinder as, in practice,no refinement higher than the base
level is ever required at this radius.
Maximum Level
The maximum level parameter can be set by the user to limit the maximum level of refine-
ment, even if the regridding threshold criterion is still satisfied. This can be important for
performance, as any unnecessary refinement can significantly increase the total runtime. In
our cosmic string simulations, we do not set a maximum level during the string evolution
under the wave equations, so the adaptive mesh will continue to regrid until the criterion
(3.6) is no longer satisfied for any cells. However, we set a maximum level of one in the
initial dissipative evolution stage, as we have found that increasing the maximum level in
this case does not change the outcome of the subsequent evolution.
Regridding Interval
The regridding interval parameter sets the integer number of timesteps between each time
that GRChombo performs cell tagging and regridding. It is set separately for each refinement
level i as a multiple of the timestep Dti for that level. For example, setting regridding intervals
256 ,256 ,256 . . . will trigger a remeshing every 256 timesteps for each level, i.e. after 256Dt0
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Fig. 3.7 Volume rendering in 3D space (x,y,z) of the massive radiation from a l = 3 string,
with AMR blocks outlined in white. Much of the radiation signal is trapped at the AMR
boundary, and this short wavelength signal grows in amplitude over time.
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on the coarsest level, 256Dt1 = 128Dt0 on the next finest level, 256Dt2 = 64Dt0 on the next
finest etc. (where we recall that the refinement ratio between each level has been set to
2).
Setting appropriate regridding intervals is important as the process can be very computa-
tionally expensive. Remeshing too frequently will significantly increase the computation
time, but regridding too infrequently means that the evolution may not be accurate, negating
the point of implementing AMR at all. In practice, coarser levels may not need to regrid as
frequently as finer levels, as they often cover a larger volume of the simulation grid. This
means it will take more time for the simulation to evolve at scales of the order of the size of
the refinement region.
We find for the dissipative evolution stage of cosmic string simulations that in fact, we do
not need to regrid at all after the initial refinement level setup, as increasing the resolution
does not affect the subsequent evolution stage. However, for the evolution stage, we find that
simulations are sensitive to the regridding frequency, particularly for massive radiation, as
discussed above. It is therefore usually necessary to tailor the regridding frequency depending
on the specific physical scenario.
As discussed briefly in the previous subsection, we find not only that massive radiation
can become trapped within the adaptive mesh boundaries, but that the regridding itself
can generate artificial massive radiation. This is likely to be caused by the fact that the
interpolation between levels is only first order, introducing numerical error to which massive
radiation is particularly sensitive. However, it has also been found that overfitting with
higher polynomials introduces errors of its own [121]. This can be addressed in theory by
increasing the number of ghost cells, but this is not realistically feasible due to the additional
storage required. We can also reduce the regridding frequency, but as previously discussed
we still need to ensure that the refinement is appropriately targeted, and so cannot eliminate
regridding entirely. We therefore find that the best way to address this issue is to use Kreiss-
Oliger dissipation to reduce artifically introduced high frequency modes, as discussed in the
next subsection.
Finally, we note that Chombo also has the functionality to incorporate a technique called
‘refluxing,’ where fluxes on a coarse mesh (currently computed individually for each gridpoint)
are replaced with time-averaged fluxes from a finer mesh (see [171] for further details). This
is required in flux-conservative systems to properly synchronise coarse and fine levels [121].
This is not currently implemented in GRChombo, as its primary use case of numerical general
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relativity is not conservative. However, our system of global cosmic strings is conservative,
so this would be an appropriate addition and may help to address the introduction of artificial
modes. This will be addressed in future work.
Kreiss-Oliger Dissipation
Often in numerical simulations of non-linear systems, the stability of the evolution scheme
can be disrupted by the inevitable introduction of numerical error. In order to maintain
stability, it is important to incorporate artificial dissipation to damp artificial high frequency
modes. For adaptive mesh refinement, the regridding itself can also generate errors which
must be similarly addressed. The most commonly used scheme for this is Kreiss-Oliger
dissipation [172] which adds an extra term to the right hand side of the evolution equations




—2Ni f(t,xi) , (3.7)
where N is the order of the dissipation, s is a positive parameter to control the amount of
dissipation applied and —2Ni denotes the centred difference operator of order 2N. GRChombo
uses N = 3 Kreiss-Oliger dissipation [172], hence the centred difference operator is given
by
—6i f = fi+3  6fi+2 +15fi+1  20fi +15fi 1  6fi 2 +fi 3 , (3.8)
where f is the evolution variable and i+n labels the grid point i, where n is the total offset.
The final correction is then given by
∂tfi ! ∂tfi  
s
64Dx
(fi+3  6fi+2 +15fi+1  20fi +15fi 1  6fi 2 +fi 3) . (3.9)
As with other numerical parameters, s must be selected to achieve a balance between
allowing enough damping but without artificially damping physically valid results or creating
its own instability. It can be shown by a von Newmann stability analysis [171] for any N that
the Kreiss-Oliger dissipation scheme is stable within the bounds:
0  sDt/Dx  2 , (3.10)
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where the ratio Dt/Dx is the ‘Courant factor,’ an empirically determined stable ratio between
the timestep and grid spacing. We use a Courant factor of 0.25 in all of our simulations, so
we set s < 8 to ensure stability.
As with the previous parameters, we find that using Kreiss-Oliger dissipation during the
initial damping phase has no effect on the final results of the evolution. We can therefore
set s to any value that obeys (3.10) for this stage. However, for the evolution stage, the
damping coefficient does have an effect on the radiative spectrum. An example is given by
Figure 3.8,10 which shows the absolute value of the {mn} = {11},{20},{31}, and {40}
Fourier modes of the massive radiation from a l = 1 string with two different Kreiss-Oliger
coefficients, s = 0.1 and s = 2. Note that the {mn} modes referred to here are characterised
in Figure 4.2. We see that the higher damping coefficient significantly decreases the overall
magnitude of this high frequency radiation, especially the initial burst from the highest {40}
mode.
Boundary Conditions
It is important in numerical simulations to choose boundary conditions for the grid that are
consistent with the physical setup being evolved, and that, as far as possible, do not introduce
numerical error. GRChombo supports periodic, fixed, reflective and Sommerfeld boundary
conditions, as well as allowing for custom boundaries to be implemented. Each of these
conditions can be applied independently to each boundary.
In the majority of our simulations, we implement periodic boundary conditions in the z-
direction by filling ghost cells outside the numerical grid with cells from the same refinement
level on the other side. This effectively creates an infinitely long string with an infinite radius
of curvature. In the x- and y-directions, we use Sommerfeld boundary conditions which allow
outgoing radiation to dissipated away. This is implemented for a field f by modifying the












x2 + y2 + z2 is the radial distance from the center of the grid, f0 is the desired
field value at the boundary and v is the velocity of the radiation, which is typically chosen to
be equal to 1.
10Again, we defer detailed discussion of the diagnostic used to characterise the massive radiation until
Section 4.1.
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Fig. 3.8 Plot of the absolute value of the {mn}= {11},{20},{31}, and {40} Fourier modes
of the massive radiation from a l = 1 string with initial amplitude A0 = 12, measured on a
cylinder at R= 64 with Kreiss-Oliger damping coefficients s = 0.1 (top) and s = 2 (bottom).
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Despite implementing Sommerfeld boundary conditions, for some simulations we observe
what appears to be small amounts of radiation reflected from the boundary being measured by
the analysis cylinder for t   192, i.e. the sum of the light crossing time from the centre of the
grid to the boundary, and then back to the analysis cylinder. We take this into consideration
when performing our analysis, as discussed in Chapters 4 and 5.
3.2.4 Visualisation
Visualisation of results is vital for numerical simulations, both for debugging code and for
interpreting results. GRChombo facilitates visualisation by outputting HDF5 files as simulations
run, at times specified by the user. These can either be plot files (for visualisation and analysis
purposes only) or checkpoint files (from which the simulation can also be restarted). This
allows the output to be easily visualised using software such as Paraview or VisIt, both
of which support the Chombo HDF5 file format. All visualisations in this thesis, such as
Figure 3.5, are created by reading output HDF5 output files in Paraview, allowing evolution
variables to be plotted and AMR blocks to be seen.
Further to this, significant work has been performed with Intel using the simulations presented
in this thesis on so-called ‘in-situ visualisation.’ This is a method of visualisation that enables
large datasets to be displayed using software as the code is running, without requiring the
data files to be stored in memory. This has potential application especially to exascale
computing, which is a current area of focus for the development of supercomputers. This
will be discussed in further detail in Chapter 6.
3.3 Initial Conditions
In this section, we describe how the initial conditions are generated for individual oscillating
cosmic strings, travelling wave solutions and string networks. Oscillating strings and string
networks both involve dissipative damping of a crude initial configuration, which can be
subsequently evolved from a desired HDF5 checkpoint file. Travelling wave solutions can be
evolved directly without an initial dissipation phase.
3.3.1 Individual Oscillating Strings
The majority of the work presented in this thesis studies the radiation from single oscillating
strings. As a straightforward starting point, we would like to begin with a string that is
3.3 Initial Conditions 49
approximately sinusoidally displaced. However, there are several subtleties involved in
obtaining appropriate initial conditions, the first of which is that we do not know their exact
analytical form.
The initial conditions for a single ‘sinusoidal’ Nambu-Goto global string, i.e. for a periodic
solution displaced only in one direction, are well established [135]. We can parametrise the






















1  e2 sin2 q (e  1) . (3.13)




⌘ WA , (3.14)
where A is the absolute amplitude and W = 2p/T is the fundamental frequency, approximated
by W ⇡ 2p/L for e ⌧ 1. We also define 0  s  T as a parameter along the string over
one period, defined to be T = aL for a string directed along the z-direction, where a   1
is the fractional increased path length relative to a straight string of length L. However, it
is not clear to what extent this Nambu-Goto solution applies to initial conditions for field
theory simulations with a range of l . We address this by setting up an initial sinusoidal
configuration and applying a period of dissipative evolution, allowing relaxation towards a
lower energy solution which is closer to (3.12).
The pre-dissipation initial configuration is obtained first by numerically solving the static
field equation (2.12) to obtain the string cross-section or radial profile f(r), as discussed in
Section 2.2.1 and shown in Figure 2.3. We use f(r) to set the initial values
f1 = f cosq , f2 = f sinq . (3.15)
This two-dimensional initial data must be extended in the z-direction to create a three-
dimensional string. We displace the radial profile in the x-direction from x = 0 as a function
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of the z-coordinate, using
X(z) = (AsinWzz,0,z) , (3.16)
where Wz = 2p/L and the wavelength of the string L is set to be equivalent to the z-dimension
of the box, as demonstrated in Figure 3.3. Note that this sinusoidal configuration diverges
from (3.12) as A increases. Further to this, these ‘crude’ initial conditions set the normal of the
string cross-section to be parallel to the z-direction. This introduces high frequency massive
internal degrees of freedom, which interfere with the fundamental modes of radiation from the
string oscillation that we would like to investigate. We therefore relax this initial configuration
to obtain lower energy initial data with the normal of the cross-section approximately
tangential to the string, thereby also relaxing the internal degrees of freedom. We achieve






j(jj̄  h2) = 0 , (3.17)
allowing the intial approximation to evolve to appropriate initial conditions with the required
amplitude. For example, for a desired A0 = 1, we choose to damp from A = 1.5.
To determine when the string has reached A0, the exact position of the zero in the string
core is calculated using an string core locating algorithm, discussed further in Section 3.4.2.
This information is output into a text file and analysed using a python script to find the time
at which the string reaches the desired amplitude. GRChombo allows for simulations to be
restarted from HDF5 checkpoints [121], so the correct checkpoint for the given amplitude can
be selected and the simulation evolved using the wave equations (3.3) and (3.4).
Figure 3.9 demonstrates the difference in oscillation trajectory between strings damped from
A = 12 and with no damping, evolved from an amplitude of A0 = 8. We see approximately a
4% difference in amplitude in the first oscillation. More significantly, Figure 3.10 shows a
plot of the absolute value of the {mn}= {11},{20},{31}, and {40} Fourier modes of the
massless radiation for the same configurations, revealing approximately a 13% increase in
the magnitude of the first maximum from the undamped A0 = 8 compared to damped from
A = 12. These results indicate, as expected, that the ‘crude’ sinusoidal initial conditions
have artificially high energy, most likely due to the discontinuous initial input of the cross-
section.
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Fig. 3.9 Amplitude of l = 1 string with an initial dissipative evolution from A = 12 to A0 = 8
(blue), and with no initial dissipative evolution (yellow) i.e. evolution directly from A0 = 8.
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Fig. 3.10 Plot of the absolute value of the {mn} = {11},{20},{31}, and {40} Fourier
modes of the massless radiation DJ · r̂ from a l = 1 string with initial amplitude A0 = 8,
measured on a cylinder at R = 64. The top graph shows the spectrum from a simulation with
initial dissipative evolution from A = 12, the bottom has no dissipative evolution.
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3.3.2 Travelling Waves
Preliminary work has been undertaken in this thesis on generating cosmic string cusp
configurations using travelling wave initial conditions. It has been shown by [173] that exact
travelling wave solutions for Nambu-Goto global cosmic strings can be straightforwardly
derived by redefining
X = x y(t ± z) , (3.18)
in the evolution equations, where y(t ± z) is some arbitrary function that indicates travel in
the positive or negative z-direction. We can use this along with the radial profile f(r) for a
static string, defined by (2.11), to construct a solution with two Gaussian travelling waves of
equal and opposite amplitude A propagating towards each other along the z-direction. We
















Y = y and R2 = X2 +Y 2 ⌘ X2 + y2, where b is the displacement of the Gaussian from z = 0
and sd is the standard deviation. The initial string profile is then given by
j(r,q)! F(X ,y)eiQ , (3.20)
so that the real and imaginary parts F1 and F2 are
F1 = F(X ,y)cosQ, F2 = F(X ,y)sinQ , (3.21)




















































These initial conditions can then be evolved as before using the evolution equations (3.3) and
(3.4).
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3.3.3 Networks
Preliminary work has also been undertaken on networks of global strings, the configuration
predicted to arise cosmologically as a result of a phase transition. The initial conditions for a
string network can be obtained numerically by assigning a random phase  p  q < p and
magnitude  0.01  f  0.01 to each gridpoint on the coarsest level:
f1 = f cosq , f2 = f sinq , (3.25)
simulating the field j falling into the potential minimum of V (j) at different values of
q , as in Figure 2.1. As with the sinusoidal initial conditions, this initial configuration can
then be evolved using the dissipative evolution equations (3.17) until a network of distinct
strings has formed. We identify the formation of strings by visualising f in three dimensions
at various stages of damping, using Paraview to determine when regions between the
strings have minimal energy and the string identity has stabilised, i.e. when high frequency
internal degrees of freedom have been damped.11 We subsequently evolve using the wave
equations (3.3) and (3.4). This crude estimate has proved sufficient for the preliminary tests
presented.
3.4 Diagnostic Tools
GRChombo allows for users to construct and implement diagnostic tools, for example to
extract quantitative information from simulations. In this section, we present two tools built
to extract information from simulations of single strings; a diagnostic cylinder from which
we are able to extract radiation at a certain radius, as well as a tool used to calculate the
position of the string core (f = 0) using the string winding. Information extracted using
these tools forms the basis of the majority of the analysis performed in this thesis.
3.4.1 Radiation Cylinder
In order to extract the radiation emitted from oscillating strings, it is necessary to construct an
analysis cylinder centred on the string core. This allows certain fields or radiation diagnostic
quantities to be extracted and analysed, for example, by Fourier decomposition to determine
the harmonic modes present. This is a similar technique to that used by the LIGO and Virgo
11Note that in a cosmological scenario, the mechanism for dissipation would come from the expansion of
the Universe.
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Collaborations in their analysis of gravitational waveforms from binary black holes, although
here spherical extraction is used instead due to the different overall symmetry.
For our 256⇥ 256⇥ 32 cosmic string simulations, we choose to implement an extraction
cylinder with radius R = 64, a distance far enough from the string core to minimise the
effect of the self-field (discussed further in Section 4.1), but far enough from the boundaries
to allow extended analysis before any reflected radiation can affect the central region. We
choose to use the diagnostics Pf and DJ · r̂ as defined by (4.11) and (4.12) to analyse the
massive and massless radiation respectively. An example of this setup is shown in Figure
3.11.
Throughout the course of this work, we use two different analysis cylinders, due to ongoing
development of GRChombo. The first was implemented entirely by me, with field values
interpolated bilinearly from the Cartesian grid onto the cylinder surface. Later, a spherical
extraction tool was added to GRChombo with fourth order Lagrange polynomial interpolation,
which was adapted for cylindrical extraction by me. Although the improvement in accuracy
did not have a significant effect on our results, both cylinders are presented here for complete-
ness and to highlight the code development performed. Further to this, a similar technique to
that used for the original bilinear cylinder was also implemented for the string core finder in
Section 3.4.2.
Bilinear Cylinder
The first extraction cylinder implemented uses second order accurate bilinear interpolation to
interpolate field values from the simulation grid to the cylinder. As the cylinder is defined on
a Cartesian grid, it is necessary to interpolate values from the ‘nearest-neighbour’ grid points
to get an accurate value for the field on the surface itself. This is demonstrated by Figure
3.12, which shows a diagram of a section of diagnostic cylinder passing through a grid cell.
Note that we only ever extract on the coarsest level where the radiation has propagated away
from the string, so it is not necessary to consider the effects of grid refinement.
To set up the cylinder, we first choose the number of points around its circumference that we
wish to sample. In our case, we choose 256, so the points are spaced by 2p/256 radians. We
also choose Dz = 1 for the spacing in the z-direction, as this is the refinement of the coarse
mesh. The (x,y,z) coordinates of the points to sample are calculated using simple conversion
from polar to Cartesian coordinates for each point.
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Fig. 3.11 Extraction of massless radiation diagnostic DJ · r̂ on a cylinder at R = 64. The
string in the centre is depicted by f . We observe a dominant quadrupole signal on the cylinder
surface.
3.4 Diagnostic Tools 57
Fig. 3.12 Two-dimensional diagram of a grid cell to demonstrate two diagnostic tools: 1)
interpolation of radiation diagnostics onto a cylinder and 2) calculation of the position of the
string core. For 1), the arc represents a section of the cylinder on which radiation is analysed,
where (x,y) is the point onto which we interpolate the field values fi and (xi,y j) are the
coordinates of the corners of the cell. The value of the field f at (x,y) is calculated using
equation (3.26). For 2), the labels fi give the values of f at the corners of a cell inside which
has been detected a point of integer winding. We can substitute these values into (3.29) to
calculate the position of the string core.
The extraction cylinder is subsequently implemented after each timestep of the simulation.
Each grid cell on the coarsest level is iterated over to determine whether it contains an
extraction point. If so, we perform bilinear interpolation of our chosen fields or diagnostic
quantities onto this point to determine accurate values on the cylinder. The field value f(x,y)
is given by
f(x,y)⇡ 1
(x2   x1)(y2   y1)
[f(Q11)(x2   x)(y2   y)
+f(Q21)(x  x1)(y2   y)+f(Q12)(x2   x)(y  y1)
+f(Q22)(x  x1)(y  y1)] (3.26)
where Q11 = (x1,y1), Q12 = (x1,y2), Q21 = (x2,y1), Q22 = (x2,y2) and the coordinates x1,2
and y1,2 are defined as in Figure 3.12. From this, we output a 256⇥32 array of points to a
text file for each of our chosen diagnostics, usually Pf and DJ · r̂. A two-dimensional fast
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Fourier transform (FFT) can be performed on this data to determine the modes present on
the cylinder.
This bilinear extraction cylinder was very useful for radiation extraction in early production
runs, and is used for the majority of the analysis presented in Chapter 4. However, it is
clear that there are areas for which the performance could be improved; for example, it is
inefficient to iterate over all grid cells to determine the extraction points. Elements of the
operation were also unsuitable for parallelism. With this in mind, we later implement a
slightly more accurate and higher level extraction tool, described below.
Fourth-Order Cylinder
The second extraction cylinder used in this work implements fourth order Lagrange poly-
nomial interpolation to calculate values on the cylinder from the Cartesian gridpoints. This
construction also allows for extraction on higher refinement levels than the base level (al-
though this is not required in our work), as well as integration of variables over the surface.
We currently implement integration by running Python scripts on the output data. However,
we intend to implement this built in feature in the near future.
A SurfaceExtraction class is implemented to extract grid variables on one more two-
dimensional surfaces, parameterised by u and v. The SurfaceExtraction class is templated
over the SurfaceGeometry class, which contains the information about the geometry of
the particular surface. In order to implement this setup, child classes XExtraction and
XGeometry that inherit from the coinciding Surface classes must be defined by the user,
where X is any desired extraction geometry that can be appropriately parametrised.12
For our simulations, as above we require a cylindrical geometry for extraction. To achieve
this, CylindricalExtraction and CylindricalGeometry classes were implemented by
me and have been made available in the public code. The CylindricalExtraction class
defines the necessary constructors and CylindricalGeometry defines the parameters u = q
and v = z, along with the spacing of the points dz = L/zextract and dq = 2p/qextract, where
zextract and qextract are integers defined by the user. Again, for our analysis we choose 256
points around the circumference and 32 points (zextract = 33) in the z-direction. The area
element is defined to be rdrdq , although again this is only needed for integration over the
surface and is not currently used. From these, the Cartesian grid coordinates of the extraction
points are calculated again using simple conversion from polar coordinates.
12Many thanks to the GRChombo collaboration for implementing this extraction framework, particularly to
Miren Radia.
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Similarly to the bilinear cylinder, the extraction is called after each timestep. In this case,
the extraction cylinder is defined using a group of extraction parameters and the fields we
would like to extract and is executed using the AMR interpolator. The extracted field values
for each timestep are output into text files as previously, which can then be analysed.
3.4.2 String Core Position
Here we outline the implementation of the diagnostic to track the exact position of the string
core. This is used for example, to determine the rate of energy loss, as well as to determine
whether we have reached the desired amplitude A0 from which to begin evolving the wave
equation after obtaining initial conditions using dissipative evolution, as discussed in Section
3.3.1. We use a similar technique to the bilinear interpolation onto the diagnostic cylinder,
but in reverse, scanning the whole domain (R < 64) to detect grid cells in which there is a
non-zero winding. As we know that f = 0 at the string core, we can use the values of the
complex scalar fields at the corners to fit a quadratic
ax2 +bx+ c = 0 (3.27)
to the grid cell shown in Figure 3.12 and calculate the position of the zero. We simultaneously
solve the system of equations
a(x0 + iy0)2 +b(x0 + iy0)+ c = f2
a(x1 + iy0)2 +b(x1 + iy0)+ c = f3
a(x0 + iy1)2 +b(x0 + iy1)+ c = f1
a(x1 + iy1)2 +b(x1 + iy1)+ c = f0 (3.28)
to obtain the constants a,b and c, where f0,1,2,3 are defined by Figure 3.12 as the grid points












(f0 +f2 +f1 +f3) . (3.29)
which can be substituted into equation (3.27), which can in turn be solved using the quadratic
formula. The smallest root provides us with a fractional correction to the x-coordinate,
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xcorrect , such that




where xcore is the true position of the string core and xcentre is the x-coordinate of the centre
of the grid cell. We use this to calculate the x-coordinate of the string core within the cell to
second-order accuracy. Note here that all refinement levels are scanned, so Dx is a parameter
which changes depending on which level is being analysed.
3.5 Profiling and Code Development
In this section, we discuss methods that have been implemented throughout this work to
optimise the performance of GRChombo. GRChombo is an ongoing project that is under
continuous development and improvement by the GRChombo collaboration. Here, we focus
on the specific measures that have been implemented or contributed to by me in collaboration
with other GRChombo developers, or with the Chombo developers at Lawrence Berkeley
National Laboratory.
The profiling in this section is performed predominantly using the timer function built into
Chombo. The macro CH_TIME("label") can be inserted into any function in the code to
produce an output file time.table.x for each MPI processor. An example of the output is
given by Figure 3.13 for the evolution of a l = 3 string with five levels of mesh refinement.
This shows the total number of timers used, the time taken by each function, as well as the
percentage of time taken by each ‘child’ function. These output files can be used to determine
which operations take up the most simulation time, enabling us to target specific functions
for optimisation.
To determine the total time taken by a function, it is usually necessary to sum the separate
contributions by hand, as the majority of functions will be independently called by each
refinement level. Table 3.1 summarises the timing information from the simulation profiled
in Figure 3.13. We observe that the total simulation time is split primarily between four
areas; advancing the right hand side, post timestep operations (such as computing averages
to interpolate to coarser levels, filling ghost cells and computation of diagnostic quantities on
the grid), regridding and writing plot files. The balance between these changes depending
on the parameters used; for example if we stop plot files from being output entirely, this
eradicates that contribution. This also means the time spent in each function can change
between different l . For example GRAMRLevel::advance takes proportionally more time
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Fig. 3.13 Example CH_TIME output for a l = 3 string with five levels of mesh refinement.
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Table 3.1 Skeleton profile for l = 3 string with five levels of mesh refinement from collating
CH_TIME output.






for higher l as more refinement levels are implemented and hence more grid points are
evolved.
3.5.1 Separating Evolution from Diagnostic Variables
One of the most significant changes made to GRChombo during the course of this work has
been the separation of evolution variables into two types; those that are evolved during
the simulations and those that are used purely as diagnostics. As outlined in Section 3.2,
GRChombo evolves its variables using a fourth-order Runge-Kutta (RK4) evolution scheme.
This means that in order to evolve the system, three copies of each evolution variable must
be stored in memory during each timestep.
Users of GRChombo will often need to calculate diagnostic variables on the grid for analysis
or consistency checks. These variables do not need to be evolved, but must be stored on
the grid in the same way as the evolution variables. In earlier versions of the code, this has
meant that four copies of these diagnostic variables were generated as if they were going
to be evolved by RK4, resulting in three extra copies being stored unnecessarily. This has
meant that simulations calculating diagnostic variables use unnecessary extra random-access
memory (RAM) storage and time generating these extra copies and interpolating them. This
is particularly relevant to cosmic string simulations and other simulations of complex scalar
fields in flat space. Here, the real and imaginary parts of the field and their conjugate momenta
are the only four variables being evolved, so there is likely to be a high ratio of diagnostic to
evolution variables. This inefficiency has motivated development of GRChombo to provide the
ability to store evolution and diagnostic variables separately, allowing evolution variables to
undergo RK4 with diagnostic variables being calculated and stored only as one copy.
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Further to this, whilst undertaking production runs on several supercomputers including
COSMOS and CSD3,13 it was often observed that running with the maximum number of
processors per node caused the simulation to crash due to lack of available memory. Having
ruled out memory leaks using the debugging system Valgrind,14 it was postulated that a
contributing factor to this was likely to be the large amount of extraneous grid data that was
being stored. Hence this issue is also addressed by splitting the variables.
Through discussion with Chombo and GRChombo developers, it was determined that the most
straightforward and effective method to split the variables was to to create separate C++
namespaces for evolution and diagnostic variables. The diagnostic namespace can be used
to define a separate set of AMR level data purely for diagnostic storage, that can be passed
to functions separately from the evolution data. This was implemented into the public code
on 2nd July 2020, where further details can be found regarding the specific changes to the
code.15 This change meant that it was necessary to break backward compatibility, but due to
the significant performance gains it was exceptionally decided that this was a worthwhile
trade-off.16 Initial tests of the performance improvement have been undertaken for a complex
scalar field evolved on a fixed Kerr metric background with five diagnostic variables, showing
a significant ⇠ 50% speedup.17
3.5.2 Optimisation of FourthOrderFillPatch::fillInterp
As discussed in the introduction to this section, useful information about the time taken
by different GRChombo and Chombo functions can be obtained using the inbuilt CH_TIME
macro. The majority of time for global cosmic string simulations is normally taken by
GRAMRLevel::advance, for example as shown in Table 3.1. Significant speedup of this
function will therefore result in an improvement in performance.
Profiling of a l = 1 string undertaken in September 2019 on COSMOS showed that approxi-
mately 83% of the total runtime of GRAMRLevel::advance (approximately 39% of the total
runtime) was taken up by a Chombo function named FourthOrderFillPatch::fillInterp
called within GRAMRLevel::evalRHS. This function interpolates ghost cells to the current
13See Acknowledgements for further information about these machines.
14https://valgrind.org/
15The link to the public commit is
https://github.com/GRChombo/GRChombo/commit/ffa4bbbda71f31453fcf532cb529e35ae15c4f7f.
16Many thanks to the GRChombo collaboration for joint input into implenting the diagnostic variables,
particularly to Miren Radia and Katy Clough.
17Many thanks again to Katy Clough for providing these figures.
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refinement level from the next coarsest in space and time (see Figure 3.4 for the order
in which subcycling is performed). More specifically, approximately 80-90% of the to-
tal runtime of FourthOrderFillPatch::fillInterp itself was taken up by the function
FourthOrderFillPatch::fillInterpSpaceFromCoarsened. Having identified that this
function alone contributes such a significant proportion to the total simulation time, efforts
have been concentrated on its optimisation. In order to simplify the workflow and enable
contributions from other developers, we have found it useful to use the example of a binary
black hole evolution provided in the public GRChombo repository to carry out and test the
optimisation. We note that FourthOrderFillPatch::fillInterp is applied whenever
AMR is used, so any improvement in its performance is also applicable to any other physical
application that uses this capability.
In order to optimise FourthOrderFillPatch::fillInterpSpaceFromCoarsened, 18 it
was determined that the data structure and function calls used to fill the ghost cell values on
the finer level and to calculate the correct coarse stencil coefficients was too complex to be
optimised by the compiler, causing the function to run slowly. To address this, a different
version of the algorithm was implemented, covering the coarse/fine ghost cell regions with
multiple FArrayBox (rectangular arrays of data) rather than looping through the IntVectSet
of all ghost coarse cells (an arbitrary collection of points). The loop over FArrayBox was also
optimised using a static data structure, and OpenMP pragmas were added to enable execution
using parallel threads.
Profiling of the public binary black hole example to compare the optimised function
FourthOrderFillPatch::fillInterpSpaceFromCoarsened with the original has been
performed by me and Chombo developers.19 A simulation was run on 8 Intel Haswell nodes
with 4 OpenMP threads for 40 timesteps using the parameter file params_expensive.txt
from the public example code, but using smaller 163 MPI boxes to force more coarse/fine
interpolations. A speedup of ⇠ 2⇥ was obtained for the function itself, with ⇠ 1.4⇥ obtained
overall. Running an equivalent simulation on COSMOS (Intel Sandy Bridge nodes) using the
same parameters but restricting to 1 OpenMP thread, a 1.15⇥ speedup was obtained. This
optimisation is still being tested, but is on track to being integrated into the public code in
the near future.
18Many thanks to Hans Johansen at Lawrence Berkeley National Laboratory for performing this optimisation.




In this chapter, we present a detailed analysis of the massless radiation from adaptive mesh
refinement simulations of global cosmic strings, based on the co-authored publication [174].
Section 4.1 outlines a derivation of novel radiation diagnostics that can be used to characterise
the massless and massive modes, obtained by considering time derivatives of fundamental
fields in the complex plane. This is followed by a derviation of the solution to the massless
wave equation in terms of the separable massless eigenmodes, as well as a model for radiation
backreaction on the string. In Section 4.2, we present simulations of global strings with
string widths spanning over an order of magnitude, determined by the parameter l in the
range 1  l  100. We survey several perturbation amplitudes from 1  A0  8 (invariant
amplitudes 0.2 . e0 . 1) with initial conditions obtained using dissipative evolution, as
outlined in Section 3.3.1. We analyse the propagating massless radiation modes generated
by the strings using the derived diagnostics and analysis tools described in Section 3.4, as
well as the detailed string trajectory as its oscillation energy decays, directly comparing
with analytic predictions. Finally, in Section 4.3, we compare our results with the analytic
backreaction model outlined in Section 4.1 and determine some key parameters.
All simulations in this chapter are carried out using GRChombo, with a coarse simulation box
size of 256⇥256⇥32 (N1 ⇥N2 ⇥N3) with periodic boundary conditions in the z-direction
and Sommerfeld (outgoing radiation) boundary conditions in the x- and y- directions. The
spatial periodicity of the strings is fixed at L ⌘ N3 = 32. A base grid of resolution Dx = 1 is
used with a base timestep Dt = Dx/4. We choose a regridding threshold |fthreshold|= 0.25
for simulations with l  10 and |fthreshold| = 0.1 for those with l > 10. In total, over
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one hundred high resolution simulations are performed, using up to six levels of mesh
refinement.
4.1 Analytic Radiation Expectations
4.1.1 Massive and Massless Radiation Modes
An oscillating global string will emit both massless (Goldstone) modes and massive (Higgs)
radiation. Analytic expectations are very different for these two channels, so it is important to
develop robust diagnostic tools to be able to numerically extract and analyse them separately.
This is a significant challenge because radiative modes must be separated from string self-
fields, which are long-range and time-varying.
We first demonstrate the presence of massive and massless radiative modes around the broken
symmetry vacuum state (2.5) using the general form of the Argand representation,
j(xµ) = f(xµ)eiJ(x
µ ) , (4.1)
where both the magnitude f(xµ)=|j(xµ)| and the phase J(xµ) are real scalar fields associ-
ated with the orthogonal excitations illustrated in Figure 2.1 (and we have set n = 1). The
























Assuming that J is nearly constant far from any strings, (4.2) becomes
∂ 2f
∂ t2




= 0 . (4.4)
Expanding around the vacuum state |j| = h (where we have taken h = 1) by setting
f = 1+c , we linearise to obtain the Klein-Gordon equation
∂ 2c
∂ t2
 —2c +m2H c = 0 , (4.5)
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where mH =
p
l h . Hence, in this limit, we deduce that c acts like a free massive scalar




 —2J = 0 , (4.6)
where J behaves as a massless scalar field. Asymptotically far from any strings, it should
therefore be a good approximation to decompose radiation into these distinct massive and
massless modes.
In order to determine individual contributions to the radiative spectrum from each mode,
it will be useful to measure and separate the components of the energy-momentum tensor,
given by
Tµn = 2∂(µ j̄∂n)j  gµn
⇣




We can decompose the energy density r = T 00 into massive and massless modes using (4.1)
as follows:
T 00 = ˙̄jj̇ +—ij̄—ij + l4 (j̄j  1)
2 (4.8)






= ḟ 21 + ḟ 22 +(—f1)2 +(—f2)2 + l4 (f
2
1 +f 22  1)2 ,
where in the last line we have reintroduced the complex components (2.9). To determine the
momentum components of the fields in the q - and r- directions, we note the relations




 2 ⌘ (Ḟ · F̂)2 , (4.9)




 2 ⌘ (Ḟ · F̂?)2 , (4.10)
where F = (f1,f2) represents the radial direction in field space and F? = (f2, f1) is
orthogonal, as shown in Figure 2.1. Extrapolating from (4.9) and (4.10), we can therefore
deduce a direct numerical diagnostic for the distinct massive and massless components of
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We can use these to express the energy density (4.8) in terms of massive and massless
components in the following form:
T 00 = P2f +(Df)2 +P2J +(DJ)2 + l4 (f
2  1)2 . (4.13)
Furthermore, the relations (4.11) and (4.12) allow us explicitly to split the momentum
component T 0i of the stress tensor into massive and massless components, given by
Si ⌘ T 0i = PfDif +PJDiJ . (4.14)
For our massive and massless scalar radiation fields, the two quantities in (4.14) are equiva-
lents of the electromagnetic Poynting vector describing the radiation energy fluxes. Choosing
an outgoing radial direction, we can integrate the two components of S · r̂ on a distant surface
to determine the energy flow out of the enclosed volume for each type of radiation.
4.1.2 Separation from Self-Field
Having split the radiation into massive and massless contributions, we now consider the
separation of propagating radiation from the string self-field. The study of string radiation
is plagued by long-range self-fields that prove difficult to numerically separate. Given our
fixed cylinder at a finite distance R from the string, there is a prosaic explanation for this
contamination due to the oscillating self-fields being offset from their central position. At
small amplitude (e ⌧ 1), the sinusoidal string solution (3.16) with the string field ansatz
(2.11) yields an approximate massless self-field Jsf(t,x) of the following form:
Jsf(t,x)⇡ tan 1 (y/X(t,x)) ,
X(t,x) = x AcosWzt sinWzz , (4.15)
where Wz = 2p/L, which should be valid in the region A ⌧ r . O(few⇥L). Taking the time




(t,r,q ,z) ⇡ AWz
R
sinq cosWzt sinWzz , (4.16)
so the non-propagating self-field at a fixed radius looks like a dipole field. (This corresponds
to the mode {111} derived in the next section, also see Figure 4.2). The radial derivative
of ∂Jsf/∂ r yields the same dipole space and time dependence as (4.16), except that the
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Fig. 4.1 Plot of the absolute value of the {mn}= {11},{20},{31}, and {40} Fourier modes
of the massless radiation PJ (top) and DJ · r̂ (bottom) from a l = 1 string with initial
amplitude A0 = 12, measured on a cylinder at R = 64.
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pre-factor becomes A0/R2 so the amplitude falls off more steeply with distance than the
time derivative J̇sf. This means that the spatial radiation diagnostic DJ in (4.12) is a more
effective diagnostic for removing self-field contamination than the massless field momentum
PJ . An example of this is shown in Figure 4.1, which shows a plot of the absolute value
of the {mn} = {11},{20},{31}, and {40} Fourier modes of the two massless radiation
diagnostics from a l = 1 string with initial amplitude A0 = 12. We clearly observe that PJ
is significantly more contaminated by the {11} self-field signal, and that DJ almost entirely
removes this signal without affecting the other modes. This diagnostic is also therefore a
very useful quantity for visualisation, producing much cleaner massless radiation signal. We
finally note that massive radiation is more complex, with both Pf and Df · r̂ required to
provide a full picture of the propagating modes. This will be discussed further in Chapter
5.
4.1.3 Separable Radiation Eigenmodes
To guide our analysis of the massless radiation emitted by an oscillating string, we shall
assume as in Section 4.1.1 that we are far away from the source with the field very close


















= 0 . (4.17)
Taking a periodic oscillating string along the z-axis (with 0  z < L), the massless radiative
modes emitted will become outgoing solutions of (4.17) at large distances. We can solve the
cylindrical wave equation via separation of variables with the ansatz
J(t,r,j,z) = T (t)R(r)Q(q)Z(z) . (4.18)













= 0 , (4.19)
where each component can be solved in turn by introducing appropriate separation constants.
We first obtain the time dependence T (t) by setting T 00(t)/T (t) = w2p, where we take the
convention of a negative sign for the outgoing mode and wp is the angular frequency given
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Fig. 4.2 Key radiation eigenmodes for a periodic oscillating string as labelled by their
eigenvalues {t, q , z}! {pmn} with the key radial eigenvalue kpn given by the dispersion
relation (4.27). The oscillating string self-field creates a non-propagating (evanescent)
wave with {pmn} = {111} (top left), while the dominant massless radiation mode is the
quadrupole {220} (shown top right). The next most important massless radiation mode is
the third harmonic {331} (bottom right) but there appears to be some contribution from a
second harmonic dipole {211} (bottom left). For massive scalar radiation, higher harmonic
dipole modes {p11} can provide the leading contribution, but they compete with quadrupole
{p22} and other higher modes.
72 Massless (Axion) Radiation










Here, p is a positive integer and the parameter a   1 is the fractional increase in the path
length of the string. This relation is obtained by noting that the string oscillates with a period
T ⌘ aL & L determined by its actual invariant length, where for small amplitude (e ! 0) we
have a ⇡ 1. The time-dependence of the separable solution becomes
Tp(t) µ e iWz pt/a . (4.21)
The fixed periodicity along the z-axis yields a further separation constant from Z00(z)/Z(z) =
 k2z = W2z n2, giving the z-dependence
Zn(z) µ eiWznz , (4.22)
where n is an integer1 and we have chosen a positive exponent.2 Substituting these eigen-



















where the right hand side is independent of q and can be set to a constant. The azimuthal peri-
odicity of q (period 2p) gives Q(q)00/Q(q) = m2, with the q -dependence becoming
Qm(q) µ eimq , (4.25)










= 0 , (4.26)
1Note that this n is not the winding number.
2This ensures we obtain oscillating solutions.
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where from equation (4.23) and using the fact that Q(q)00/Q(q) is constant, we identify the
radial wavenumber k2r = w2p   k2z . We factor out the dependence on Wz from this dispersion




(p/a)2  n2 . (4.27)
We note that the radial wavenumber depends on p and n only, and that the angular dependence










= 0 . (4.28)
The radial equation (4.28) has solutions which are arbitrary linear combinations of Bessel








J ! 0 as r ! • , (4.29)
the solution is constrained to be a Hankel function of the first kind, with
Rpmn(r) µ H(1)m (Wzkpnr) = Jm(Wzkpnr)+ iYm(Wzkpnr) . (4.30)
By comparing with the time-dependence (4.21), the outgoing mode from the asymptotic
behaviour at large radial distances kn`r   1 is given by
H(1)m (krr)⇡
p
2/pkrr exp [i(krr pm/2 p/4)] . (4.31)
We note that there is an apparent divergence at r = 0 for Ym (krr), but that this can be modified
and cut-off by the near-field dynamics and structure of the global string. Here, we are only
seeking the matching asymptotic solution for the far-field with krr   1. Finally, combining
these results, we find the general outgoing radiation solution from a sum over the separable
modes:
J(t,r,q ,z) = ¬ Â
pmn
Apnm eimq ⇥ e iWz [(p/a) t nz] H(1)m (Wz kpn r) , (4.32)
with amplitude Apmn for the specific {t,q ,z} eigenmode labelled by the integers {pmn} and
with the key radial eigenvalue kpn given by (4.27).
3This can be straightforwardly shown using a substitution of variables s = krr to rewrite equation (4.28) in
the standard form.
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We can make several observations about the radiation solution (4.32) using the associated
dispersion relation (4.27). First, to aid with interpretation of the discussion, Figure 4.2 shows
some of the most significant eigenmodes for string radiation {pnm} = {111}, {200}, {211}
and {331}. First, we know that the sinusoidal solution (3.16) has a long-range self-field
which oscillates backwards and forwards with the string which can be associated with the
eigenmode {pmn}={111}. This is an apparent dipole, but it is not true radiation and it
will not propagate in the outward direction because the radial wavenumber is imaginary, i.e.
k211 < 0. This self-field contribution is therefore an evanescent wave with no net flux through
our diagnostic radiation cylinder when averaged over a full oscillation period. The radiation
mode predicted to be dominant is the quadrupole {220}, which propagates radially at the
speed of light with w2 = kr = Wzk20, where k20 = 2/a ⇡ 2 at small amplitude. In principle,
the second harmonic {211} can also propagate, but in practice we find in Section 4.2 that the
third {331} and fourth {440} harmonics make the next most important contributions. The
mode amplitudes are determined by the dynamics and symmetries of the near-field physics
of the specific configuration of the oscillating string source. Finally, the dispersion relation
(4.27) also reveals that not all modes propagate at the speed of light in the radial direction.
If n 6= 0, then there is a wavevector component in the z-direction and the radial speed of
propagation is vr = ∂w/∂kr = kpn/wp < 1. For example, for {211} we have vr = 0.87,
while, for {331} we have vr = 0.94.
4.1.4 Dual Radiation Calculations and String Backreaction
In this subsection, we recall the model described in Section 3.3 for the string initial conditions,
as well as the Goldstone boson radiation from global strings in Section 2.3.3. This will form
the basis of our analysis for the radiation backreaction in our simulations.
As discussed in Section 3.3, for small amplitude e ⌧ 1, our sinusoidal long string initial
condition (3.16) in a box of length L approximates an analytic solution of the Nambu-Goto















where u = s + t and v = s   t are coordinates along the string and e = 2pA/T = WA. Here,
we expand the incomplete elliptic integral E(f ,e) in terms of linear and periodic contributions

















where E(e)⌘E(p/2,e)= p/2(1 e2/4 3e4/64+ ...) and K(e)= p/2(1+e2/4+9e4/64+
...) are the complete elliptic integrals of the second and first kind respectively. Due to the
non-zero amplitude e , the spatial coordinate s measuring the invariant length along the string
is no longer directly proportional to the z-coordinate of the numerical grid. From (4.33) and
substituting the expression for E(f ,e), we obtain
z ⇡ 2E(e)s/p +periodic terms ⇡ s(1  e2/4  ...) . (4.35)
Imposing spatial periodicity L in the z-direction, the energy of the string in the same interval
(setting s = T ) becomes










where µ is the energy per unit length. As e increases, the true time periodicity T differs from
the spatial periodicity L, with T = aL   L. The increase in periodicity is illustrated by the
oscillating string in Figure 4.15 with A0 = 4 (e = 0.68), which shows an initial periodicity
about 11% longer than L = 32 (at large l ), though this is lower than the expected 15% due
to long-range forces and radiative backreaction accelerating the string (and modifying e).
Relativistic effects become important as e ! 1 (A0 = 8) and, in this limit, two points along
the string approach a cusp (v ! 1) twice each period. In this thesis, most quantitative tests
will be undertaken at smaller e where we can neglect these corrections.
As demonstrated in Section 2.3.3, calculations of the massless radiation power spectrum
have been undertaken for periodic solutions like (3.12) using the antisymmetric tensor
formalism (2.55), The radiation power P can be expressed as a sum over the n harmonics Pn,
generally yielding combinations of Bessel functions [135]. A particularly interesting case is
the periodic helix for which a full nonlinear analysis can be performed [136], showing that
only harmonics with m+n even radiate, with large n harmonics exponentially suppressed
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Pn µ e an, where a is larger at small amplitude e [135].4,5 As outlined in Section 2.3.3, this
m+n even selection rule also applies to the sinusoidal configurations (3.12) on which we
focus here. Further to this, a linearised calculation of the leading-order radiation from the







The same calculation applied to more realistic configurations with a superposition of sinu-
soidal modes (even for a kink solution, i.e. a solution with a discontinuous tangent vector)
also has the leading P µ e4 dependence, summed over the contributing modes.
This generic quadrupole radiation rate can be developed into a simple analytic backreaction
model describing the effect of radiation energy losses on string motion [135]. At small
amplitude, we can see from (4.36) that the oscillation energy to leading order is given by the
square of the amplitude e , where E = µL(1+ 14e
2). Equating the rate of energy loss with the





























where b = p3/4 and µ̄ = µ/h2 ⇡ 2p ln(
p
lhR), where the cutoff R is related to the curvature
radius of the string (see discussion in Section 2.2.1). Note that (4.39) is a direct analytic
prediction for the damping rate of a global string as a function of scale, which we will test
numerically. In evaluating whether an oscillating string conforms with this model, it is easiest
to use the first expression in (4.39), seeking a simple linear relation between time t and the
inverse square of the invariant amplitude e 2.
The sinusoidal solution (3.12) assumes left- and right-moving modes of equal magnitude.
It has been argued, when these are unequal, that exponential decay may be more typical
of radiation damping processes ([135]). For our purposes, it is useful to have a second
4Here, a is an exponential decay constant, not to be confused with the fractional increase in path length.
5For this helix configuration, symmetry prevents radiation in the generic n = 2 quadrupole mode, so the
lowest harmonic is n = 3.
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Fig. 4.3 Comparison of the total energy within the volume enclosed by the diagnostic cylinder
(blue line) with the outgoing massless radiation energy determined by the time integral of
DJ · r̂ (orange line) for a l = 1 string with initial amplitude A0 = 4. The dominant energy
loss mechanism is massless radiation as indicated by conservation of the sum (green line).
alternative model with which to compare the interpretation of results. In principle, cross-
coupled modes can cause amplitude decay like that of a damped simple harmonic oscillator,
so by analogy with the power law decay in (4.39) we consider the form:






Again we will test the model by seeking a linear relation, here between the time t and lne .
We can also introduce an amplitude dependence (for example, see [135]), so the damping
rate becomes be2/2µ̄L, where e2 = |e2L  e2R| represents the difference in amplitude between
left- and right-moving modes.
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Fig. 4.4 Volume rendering in 3D space (x,y,z) of the massless radiation DJ · r̂ from a l = 1
string with initial amplitude A0 = 4. The radiation is emitted from a string at the centre of
the grid, with the quadrupole mode {mn}= {20} clearly dominant.
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Fig. 4.5 Plot of the massless radiation DJ · r̂ from a l = 1 string with initial amplitude
A0 = 1 at late time t = 167.5, measured on a cylinder at R = 64, where q is the azimuthal
angle. The dominant quadrupole mode {mn}= {20} can be clearly identified.
4.2 Massless Radiation Analysis
In this section, we present a quantitative analysis of the massless radiation from oscillating
string configurations with small amplitude A0 = 1 and larger amplitudes A0 = 4 and A0 = 8.
Simulations are set up as described at the beginning of the chapter, and we investigate
the cases l = 1 and l = 10. We analyse propagating massless radiation using the spatial
diagnostic DJ · r̂ defined by (4.12).
As an initial accuracy check, we establish energy conservation in our simulation setup. We
integrate the energy within the cylindrical volume enclosed by R = 64 and the net massless
radiation energy propagating across the cylinder, using the interior density r from (2.15)
and the time integral of the massless component of the radial radiation Poynting vector
(PJDJ) · r̂ from (4.14). An example is shown in Figure 4.3 for a l = 1 string with initial
amplitude A0 = 4. This confirms accurate energy conservation for the simulation, as well as
the dominance of massless radiation losses at small amplitude.
To aid with physical understanding prior to the upcoming detailed discussion, we first present
Figure 4.4, which shows a three-dimensional spatial visualisation of the massless radiation
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Fig. 4.6 Volume rendering in spacetime (t,q ,z) of the massless radiation DJ · r̂ from a
l = 10 string with initial amplitude A0 = 1 over time, measured on a cylinder at R = 64.
The time axis runs left to right and azimuthal angle q from bottom to top. The dominant
quadrupole mode {pmn}= {220} can be clearly identified.
for l = 1 with an intermediate amplitude A0 = 4. This late-time snapshot clearly shows the
dominant quadrupole structure as predicted analytically by the solution to the massless wave
equation (4.32). Detailed quantitative analysis of the different configurations is performed in
subsequent sections by extracting and Fourier decomposing the massless radiation field over
time on a cylinder at fixed radius R = 64.
4.2.1 Small Amplitude Oscillations
Here we present results of string simulations with small initial amplitude A0 = 1 (e = 0.20)
for l = 1 and l = 10. We first present qualitative results from visualisation of the radiation
extracted on the diagnostic cylinder. Figure 4.5 shows the massless radiation field extracted
for one timestep at late time at R = 64, revealing an m = 2 angular dependence and, to a
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first approximation, no z-dependence (i.e. n = 0). In Figure 4.6, the radiation field is plotted
as a function of both space and time (2+1D), showing the consistent periodic behaviour
of the propagating field. From this data, we can infer the time-dependence to be a second
harmonic of the fundamental period (p = 2), so that the observed quadrupole corresponds to
the {pmn}= {220} eigenmode from the asymptotic general solution (4.32).
The extracted radiation field can be quantitatively analysed by decomposing into its con-
stituent two-dimensional (2D) Fourier modes FDJ (kq ,kz) using a 2D FFT.6 We can average
these eigenmode signals over time to obtain a measure of their overall magnitude using




FDJ (kq ,kz)/2Dt , (4.41)
where Dt is approximately one period of oscillation of the string. Figure 4.7 plots the
pattern of time-averaged {mn} eigenmodes Fav,DJ for l = 1 extracted at late time t =
140.75, at which point the propagating massless signals have reached the extraction cylinder.
We obtain a ‘checkerboard’ pattern that confirms the analytic selection rule discussed in
Section 4.1.4, i.e. that only m+ n even eigenmodes can be generated. From Figure 4.7,
we determine the six highest magnitude propagating modes, for which the time-average is
plotted over time in Figure 4.8 for both l = 1 and l = 10. A logarithmic scale is employed
in both cases to highlight the wide separation in amplitudes between the different harmonics.
We conclude that the quadrupole {220} eigenmode offers the most significant radiation
pathway, as predicted analytically by (4.37). We can see from Figure 4.8 that the next
strongest propagating mode is the third harmonic dipole {311} which has an approximate
relative amplitude of 0.09, corresponding to a relative energy loss below 1% that of the
quadrupole. We also note that the later arrival of the {311} mode is consistent with ⇠5%
lower propagation velocity, as predicted by equation (4.27).
The absolute value (not time-averaged) of the four largest eigenmodes, {111}, {220},
{331} and {440}, are shown in Figure 4.9 for both l = 1 and l = 10, where the time
eigenvalue p is inferred from the time period. We note that the initial {111} mode acquires
a small {211} contribution. The amplitudes and spectra of massless radiation for the two
string widths with l = 1 and l = 10 are very similar. However, some subtle differences are
discernible, including a smaller initial radiation amplitude for l = 1 and a slightly faster
amplitude decay rate. Regarding the former, the initial massless radiation amplitudes are
6In this work, we use the SciPy fftpack, https://docs.scipy.org/doc/scipy/reference/fftpack.html and
perform our analysis using Python.
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Fig. 4.7 Logarithmic plot of the 2D Fourier eigenmode amplitudes of the massless radiation
DJ · r̂ from a l = 1 string at late time t = 140.75, measured on a cylinder at R = 64 and time
averaged over approximate period Dt = 33/4. The horizontal axis is the angular eigenvalue m,
while the vertical is the z-dependent wavenumber n. The top figure is for an initial amplitude
A0 = 1, the middle is for intermediate A0 = 4 and the bottom is large A0 = 8. In all cases, the
quadrupole signal {pmn}= {220} is dominant, but higher harmonics contribute at larger
amplitudes, provided they satisfy the checkerboard selection rule: m+n even.
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Fig. 4.8 Logarithmic plot of the dominant 2D Fourier modes of the massless radiation DJ · r̂
from a l = 1 (top) and l = 10 (bottom) string with initial amplitude A0 = 1, measured on a
cylinder at R = 64 and time averaged over approximate period Dt = 33/4.
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Fig. 4.9 Plot of the absolute value of the {mn}= {11},{20},{31}, and {40} Fourier modes
of the massless radiation DJ · r̂ from a l = 1 (top) and l = 10 (bottom) string with initial
amplitude A0 = 1, measured on a cylinder at R = 64.
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expected to be the same for all l (with which we will see our results agree for l & 3 in
the next section). However, for l = 1 with A0 = 1 and L = 32, finite size effects become
important as the string core with f < 1 extends into the radiation zone (here, around R . 4),
causing some suppression of the quadrupole amplitude (see Figure 2.3). The latter is a
consequence of the l = 1 string being lighter, so there is a larger relative effect from
radiation backreaction, as we will discuss in the next section.
We finally note, from Figures 4.8 and 4.9, that the dipole mode {111} is present from
the beginning of the simulation before radiation has had time to propagate to the cylinder,
indicating that it is a long-range self-field of the oscillating string. As discussed in Section
4.1.2, this can be understood from the offset motion of the oscillating string fields from the
centre of the diagnostic cylinder. This apparent {111} wave does not propagate, and so there
should be no net flux over one period (if the amplitude remains constant). Using the spatial
radiation diagnostic DJ · r̂, the dipole self-field appears with an amplitude of 0.15 relative to
the propagating quadrupole mode.
4.2.2 Large Amplitude Oscillations
Here we present massless radiation results for larger initial amplitudes A0 = 4 (e = 0.68)
and A0 = 8 (e ⇡ 1), with string widths given by l = 1 and l = 10. Figure 4.10 shows a
visualisation of the time-varying radiation measured on the diagnostic cylinder at R = 64 for
the example l = 10 and A0 = 4. Although the {220} quadrupole mode remains dominant,
the signal is modulated by higher harmonics which have become significant. The presence of
these eigenmodes is illustrated in the checkerboard lower panels in Figure 4.7, with many
more modes excited for A0   4 than for A0 = 1 (upper panel).
Figures 4.11 and 4.12 show the time-averaged and absolute magnitude of the largest propagat-
ing eigenmodes, {220}, {331} and {440} for A0 = 4, as well as the self-field {111} which
is now mixed with the propagating dipole {211}. We see again that the {220} quadrupole
mode is dominant for both l = 10 and l = 1, still contributing most of the outgoing radiation
flux integrated across all modes. Even in the highly nonlinear regime with A0 = 8 (e ⇡ 1) and
l = 1 shown in Figure 4.13, the next harmonic {331} has a maximum relative amplitude
0.42, i.e. initially contributing 18% of the quadrupole energy flux, with {440} around 8%
and {211} 5%. We also note that the maximum quadrupole amplitude scales approximately
with the invariant oscillation amplitude squared e2, in agreement with expectations from
(4.37) that its energy flux scales as e4. Again, the amplitude of radiation from the lighter
l = 1 string always decays more rapidly than the l = 10 string because they initially have
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Fig. 4.10 Volume rendering in spacetime (t,q ,z) of the massless radiation DJ · r̂ from a
l = 10 string with initial amplitude A0 = 4 over time, measured on a cylinder at R = 64. The
time axis runs left to right and azimuthal angle q from bottom to top, with the view tilted
away from the viewer in the bottom panel. The dominant quadrupole mode {pmn}= {220}
can be clearly identified, but is distorted by higher modes.
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Fig. 4.11 Logarithmic plot of the dominant 2D Fourier modes of the massless radiation DJ · r̂
from a l = 1 (top) and l = 10 (bottom) string with initial amplitude A0 = 4, measured on a
cylinder at R = 64 and time averaged over approximate period Dt = 33/4.
88 Massless (Axion) Radiation
Fig. 4.12 Plot of the absolute value of the {mn} = {11},{20},{31}, and {40} Fourier
modes of the massless radiation DJ · r̂ from a l = 1 (top) and l = 10 (bottom) string with
initial amplitude A0 = 4, measured on a cylinder at R = 64.
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Fig. 4.13 Plot of the absolute value of the {mn} = {11},{20},{31}, and {40} Fourier
modes of the massless radiation DJ · r̂ from a l = 1 string with initial amplitude A0 = 8,
measured on a cylinder at R = 64.
Fig. 4.14 Logarithmic plot of the dominant 2D Fourier modes of the massless radiation
DJ · r̂ from a l = 1 string with initial amplitude A0 = 8, measured on a cylinder at R = 64
and time averaged over approximate period Dt = 33/4.
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the same massless radiation output, a backreaction effect we shall discuss in the next section.
We note that the amplitude decay of high harmonics (n > 2) is considerably faster than the
quadrupole, as illustrated in Figure 4.14.
4.3 String Radiation Backreaction
In this section, we analyse the detailed evolution of the oscillating string trajectories, ob-
serving the decay in amplitude due to radiation backreaction and comparing with analytic
model predictions. Focussing on regimes where the AMR evolution is robust and accu-
rate, we analyse two specific sets of string simulations with amplitudes A0 = 1 and A0 = 3
(e = 0.20, 0.54), varying the string width parameter l across the wide range 1  l  100.
We note that in the present AMR implementation, large amplitude A0 & 4 (e & 0.7) oscil-
lations at l & 3 (such as those illustrated in Figure 4.15) appear to be susceptible to small
cumulative grid refinement effects at late times, which may have an effect on the evolution.
This has been discussed in detail in Section 3.2.3.
We first plot string trajectories over time for a representative sample of l in Figure 4.15,
which shows the decay of the string amplitude. The amplitude is taken to be the position
of the string core at the z-coordinate of maximum string displacement, z = N3/4 ⌘ L/4,
calculated using the winding algorithm described in Section 3.4.2. We see that as l increases,
the rate of decay of the string generally decreases, indicating weaker radiation backreaction
on strings with larger µ , as predicted.
We can model the rate of decay by extracting the maximum and minimum amplitude of the
string for each period of oscillation. Figure 4.16 plots these values for the two data sets
A0 = 1 and A0 = 3. The extrema of the oscillating string with small amplitude (e = 0.20)
shown in the top panel reveal nearly linear decay with a weak damping rate that decreases, as
expected, with increasing l (i.e. as the effective mass per unit length of the string increases).
However, at small l . 3, the radiative decay stalls and it becomes difficult to distinguish
between different l . In this regime, the oscillation amplitude A0 = 1 is very close to the
string width d = 1/
p
l & 0.6, where massive internal excitations within the string core can
be expected to represent a non-negligible part of any string oscillation. These ‘breather’
modes mean that the motion of the zero (f = 0) at the string core is likely to be larger than
the actual centre of mass oscillation, where the center of mass is determined by the motion of
the dominant massless fields from which the radiation emanates. In our subsequent analysis,
we shall endeavour to make a small correction for this finite width effect. We also note that
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Fig. 4.15 Amplitude of strings over time for a selection of l parameter values in the range
1  l  100 with an initial amplitude A0 = 4.
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Fig. 4.16 Maximum amplitude of decaying string oscillations for small amplitude A0 = 1
(top) and intermediate amplitude A0 = 3 (bottom) for different l at fixed length (L = 32). In
both cases, thin global strings (large l ) have a slower decay rate as the energy density µ is
higher. At small l < 3, radiative decay reduces because of finite width effects. For A0 = 3,
additional data is plotted (diamond and dashed lines) for strings with initial conditions after
enhanced relaxation. Here, the initial decay rate is faster but the asymptotic radiative decay
is the same (as shown with appropriate time translations).
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the l = 100 string with A0 = 1 appears to have drifted slightly from the centre from which
the maximum amplitude is measured. This is due to the small difference in amplitude of
the quadrupole radiation produced when the string is moving in the forward or backward
direction relative to the propagation direction.
The bottom panel of Figure 4.16 shows the extrema from string oscillations of intermediate
amplitude (e = 0.54), showing trajectories with significant curvature, especially for the
lighter strings (small l ) with more damping. This figure also illustrates the effect of different
initial conditions due to changing the timescale of preceding relaxation before releasing the
string to undergo relativistic hyperbolic evolution (see Section 3.3.1). The second set of data
points (dotted lines) shows ‘over-relaxed’ initial conditions where the gradient flow phase
was started much earlier, thus removing longer-range correlations of the massless self-field.
This hastens the initial amplitude decay but, asymptotically, the radiating string settles into a
steady state which closely matches that from the other initial conditions, as can be shown
by a simple time translation. The ‘under-relaxed’ case (not shown here) exhibits opposite
behaviour with a smaller initial decay, but again the same asymptotic limit. This observation
may also be relevant for field theory simulations of string networks, and will be investigated
further in future work. These simulations were performed using grid refinement levels at
which there was no discernible improvement from increasing refinement further.
4.3.1 Inverse Square Amplitude Model
Analytic radiation calculations for a sinusoidal oscillatory string (3.16) yield a specific
prediction for the backreaction effect on the string trajectory (4.39). The inverse square
amplitude 1/A2 (or 1/e2) is predicted to be linearly related to the time t. We find agreement
with this for both data sets A0 = 1 and A0 = 3, as shown in Figure 4.17; not only are all the
lines straight independent of A0 and l as predicted, the two data sets have approximately
matching slopes for the same l values, i.e. the string energy density µ̄ alone determines the
damping rate (or, equivalently, µ̄ ⇠ lnl ) as predicted. We can understand this physically;
given that the radiation power is independent of l as shown by (4.37), it can be shown by
straightforward manipulation that the greater oscillation energy (4.36) of the heavier strings
with large l causes the amplitude e to decay more slowly.
Finite width effects for the fat lighter strings (l . 3) at small amplitude (e = 0.20) reduce
the damping rate (slope) dependence on lnl , as discussed previously. Assuming that internal
modes (within the string thickness d ) imply that the true string oscillation amplitude is
slightly smaller than measured for all l , we apply a finite width correction to all data by
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Fig. 4.17 Inverse of the squared amplitude A2 for different oscillating strings as a function
of time. The simple backreaction model (4.39) predicts that the linear slope depends on the
string energy density (effectively lnl ), but is independent of the amplitude A. (Note that
A0 = 1 data is offset by -20 with the slopes unchanged.)




A small correction x = 0.08 (i.e. only 8% of the string width) aligns the respective slopes of
the A0 = 1 and A0 = 3 data sets remarkably well, as shown when they are superposed with
zero intercept in Figure 4.18. We note that this small linear correction is not adequate to
align the data with the backreaction model (also plotted in Figure 4.18) when A0 ⇠ d , as
for the l = 1 case with d ⇠ 1 where much larger deviations are evident. For this reason,
we exclude the l = 1 string data from our asymptotic parameter estimates in the upcoming
analysis. This is significant, as l = 1 is the case on which most previous numerical studies
have been based. There is also some evidence for deviation from linear behaviour at late
times for the l = 100 string at large amplitude A0 = 3. We eliminate these last few time
points from the analysis, as this behaviour is unphysical and due to a systematic effect linked
to the numerical evolution (see Section 3.2.3). We perform a least-squares best fit for each
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Fig. 4.18 Fit of oscillating string data to the simple backreaction model (4.39) for the
inverse square of the invariant amplitude e = 2pA/T against time t. After a small 8%
finite width correction, the A0 = 1 (e = 0.20) data (diamonds) align closely with the larger
amplitude (e = 0.54) data (circles), showing consistent linear behaviour for all l . The
analytic prediction from the inverse square model (4.39) is plotted (solid lines for A0 = 3,
dashed lines for A0 = 1) for each l , showing good agreement for all l > 3.
data set shown in Figure 4.18, estimating the error for the resulting slope or damping rate.
The best fit lines are plotted, further illustrating the consistency between the two data sets at
different amplitudes.
From the analytic backreaction model prediction (4.39), the string amplitude e is determined
by b/µ̄L = b/2p ln(
p
l R)L, where b = p3/4 and R is the long-range cut-off giving the
effective width of the string. We must simultaneously estimate b and R from our data to
determine the best fit. This is illustrated in Figure 4.19, where the string damping rate
is plotted against the string energy density µ̄ . When we take the cut-off scale R ⇡ 3.75,
damping rates associated with l = 3,10,30 and 100 align with the backreaction model,
asymptotically projecting to zero damping as l ! •. For this R, the analytic prediction
(red line) shown in Figure 4.19 is in remarkable agreement, consistent with all damping
rates, except those for l = 1 where finite size effects become important (for L = 32). This
agreement is also demonstrated in Figure 4.18 where the predicted analytic inverse square
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Fig. 4.19 Measured radiative damping rates plotted as a function of inverse string density
µ 1 (essentially the inverse lnl ), also showing errors in the extrapolated slope, Here we
interpret the results with an effective string radius cutoff R = 3.5, for which the damping rate
vanishes as µ ! • (l ! •). We apply a finite size correction, but string width effects limit
radiative damping at small l .
amplitudes are shown (dashed lines) as a function of time. Despite this concordance with the
inverse square model, there are fairly large uncertainties with a match possible within the
parameter range:
b = 7.6±1.6 , logR = 1.3±0.3 (R = 3.75) . (4.43)
Without any finite width correction, the two data sets are less consistent, as reflected in
larger uncertainties with b = 9.5± 3.5 and logR = 1.6± 0.6 (R = 5.2). These values for
the radial string cut-off R ⇡ 4 may seem lower than those anticipated for a periodicity
scale given by L = 32. However, the maximum radius of curvature for a large amplitude
perturbation is R . L/4 = 8, so half this scale for the effective radius is not unreasonable.
Observing quadrupole radiation emanating from an oscillating global string heuristically
indicates a delocalised process with radiation maxima appearing on a comparable scale (see
Figure 4.4).
We conclude that the analytic inverse square model (4.39) offers an excellent description
of an oscillating and radiating global string, predicting both the correct power law and
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Fig. 4.20 The logarithm of the relative amplitude ln(A/A0) for oscillating strings as a function
of time t. The simple exponential decay model (4.40) does not match the observed behaviour
with the decay rate strongly dependent on the initial amplitude A0 (contrast the inverse square
model Figure 4.18). The best fit lines (dashed) show clear deviations from exponential
behaviour when there is larger damping at A0 = 3.
magnitude of the radiation damping. Our results are consistent with the analytic damping
rate b = p3/4 ⇡ 7.75 and indicate an effective radial cutoff for the string R ⇡ L/8 (r ⌘
R/L ⇡ 0.12), about half the string radius of curvature L/4. We also observe that finite width
effects suppress radiative power in massless modes at small amplitudes comparable to the
string width A ⇠ d . These AMR results have allowed us to probe the asymptotic small width
regime for global strings, where dual radiation predictions from the Kalb-Ramond action
(2.68) are shown to become increasingly accurate.
4.3.2 Exponential Damping
For comparison, we also endeavour to fit the oscillating string data for different l to the
simple exponential damping model (4.40). The analysis is plotted in Figure 4.20 using the
logarithm of the relative amplitudes for different ln(A/A0) as a function of time t. Although
the leading-order behaviour is linear at small amplitude A0 = 1, as it is also for the inverse
square model (4.39), there are clearly significant deviations from exponential behaviour
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at larger amplitude A0 = 3 (with the best fit exponentials deviating from the measured
amplitudes). More seriously, there is clearly a large decay rate dependence on the initial
amplitude which is inconsistent with the simple model (4.40). Including an amplitude
dependence e20 in the exponent improves the consistency of damping rates between the two
amplitudes and so indicates that it may be applicable to situations with unequal left- and
right-moving modes (see earlier discussion). For our sinusoidal solution here, with equal left-
and right-moving modes, it is clear that the inverse square model (4.39) provides a better
description of the observed damping behaviour.
Chapter 5
Massive Radiation
In this chapter, we present a detailed analysis of the massive radiation from adaptive mesh
refinement simulations of global cosmic strings. Section 5.1 characterises the mode decom-
position of the radiation, using the massive dispersion relation to determine its dependence
on the mass threshold mH =
p
lh , as well as the string amplitude through the increased
path length a . The radiation is further characterised by discussion of the different phase and
group velocities, as well as the separation of the propagating modes from the string self-field.
Section 5.2 presents detailed analysis of massive string radiation from the same simulations
as described in Chapter 4, again with string widths spanning over an order of magnitude
determined by 1  l  100 using the diagnostic tools presented in Section 3.4. This work is
being prepared for a co-authored publication [175].
As previously, simulations in this section are carried out using GRChombo with a coarse
simulation box size of 256⇥ 256⇥ 32 (N1 ⇥N2 ⇥N3) and the same boundary conditions,
resolution and regridding parameters as outlined in Chapter 4; periodic boundary conditions
in the z-direction and Sommerfeld boundary conditions in the x- and y- directions. In addition,
approximately forty further simulations of global strings with finely spaced l values from
0.3  l  2.8 are presented, with a typical spacing Dl ⇡ 0.1, to allow comparison with the
analytically determined mass thresholds. These primarily use a coarse simulation box size
of 256⇥ 256⇥ 32, but we also investigate configurations with 256⇥ 256⇥ 16 in order to
facilitate larger relative amplitudes with more highly relativistic string configurations.
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5.1 Analytic Radiation Expectations
In this section, we determine the analytically predicted mode decomposition of massive
radiation from global strings. We outline the properties of massive radiation, particularly
the thresholds in l that determine whether certain modes are able to propagate and their
dependence on the string amplitude. We also describe its complex wavepacket structure,
as well as outlining a method to analytically separate propagating radiation from self-field
modes.
5.1.1 Massive Thresholds
We first recall from Section 4.1.1 that, by linear expansion of the field equations (2.10) around
the vacuum state |j|= h = 1 using |j|= 1+c , it can be demonstrated that radiation from
global strings can be split into massless and massive components, where massive radiation
obeys the Klein-Gordon equation
∂ 2c
∂ t2
 —2c +m2H c = 0 , (5.1)
with mH =
p
l h . We further recall from Section 4.1.3 that the massless component can
be decomposed into separable eigenmodes denoted by eigenvalues {pmn}, where p, m and
n are positive integers used to denote the harmonics in t, q and z respectively. Finally, we
recall from equation (4.27) that the radial wavenumber kpn for each mode can be calculated
as a function of the increased path length a , in order to determine whether or not a certain
mode of radiation will propagate.
The radiation of massive modes from an oscillating global string is qualitatively different to
massless radiation, due to the presence of the mass threshold mH=
p
l h . As demonstrated in
Section 4.1, the periodic string solution (3.12) radiates into the lowest massless quadrupole
mode {220} for any initial amplitude. In contrast, massive modes must be sufficiently
energetic to become propagating radiation with the lowest available mode depending on the
mass threshold. This can be demonstrated similarly by deriving an expression for the massive


















+m2H c = 0 . (5.2)
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This is again soluble using separable methods with an equivalent ansatz c(t,r,j,z) =
T (t)R(r)Q(q)Z(z) to find asymptotic massive radiation modes in a similar form to the













+m2H = 0 . (5.3)







= w2p + k2z +m2H = k2r . (5.4)
where we again have wp = 2p p/aL=Wz p/a representing the pth harmonic of the oscillating
string, kz = Wzn is the wavenumber in the z-direction and kr is the radial wavenumber. From
this, we deduce that the massive modes obey a modified version of the dispersion relation
(4.27),
w2p = k2r + k2z +m2H (5.5)
which, by analogy with equation (4.27), implies
kr ⌘ Wzkpn = Wz
q
(p/a)2  n2  m2H/W2z . (5.6)
We can only have a radially propagating mode if kr is real, so from (5.6), we obtain the
expression for the lowest propagating harmonic
pmin > a
q
m2H/W2z +n2 ⇡ mH/W , (5.7)
where in the last expression we have assumed that L   m 1H and that a is close to unity. In
principle, the quadrupole {pmn}= {pmin20} may be the lowest massive harmonic available
at a given order p, but as we shall see in practice the dipole {pmin 11} is favoured when also
above threshold (see Figure 4.2).
We observe from equation (5.7) that, as l increases and for a fixed L, a higher pmin is required
to overcome the mass threshold and allow massive radiation to propagate. This effectively
cuts off modes at lower frequencies, as they become evanescent. In order to determine
the exact dependence of the massive spectrum on l , equation (5.7) can be rearranged as
follows:










where lpn is the threshold that l must (perhaps counter-intuitively) be lower than for a given
mode {pn} to propagate.
5.1.2 Calculating a
In order to calculate the values of lpn, it is necessary to calculate the fractional increase in
path length a of the displaced string relative to the periodicity in the z-direction, L. This is
simply defined by a = T/L, where T is the path length which also determines the period of
oscillation of the string. To contextualise this calculation, we first recall from the static part








1  e2 sin2 q dq
◆
, (5.9)
where we have set W = 2p/T = 1, the invariant amplitude e with 0  e  1 and 0  s  2p
is a parameter along the string over a single period. As we are evolving the full field equations,
it is not a given that this analytic solution is ‘correct’. For this reason and for computational
convenience, as previously discussed in Section 3.3.1, we use sinusoidal initial conditions
which are then damped to an appropriate intermediate configuration, which may or may not
correspond to either a sinusoidal or Nambu-Goto model. However, we note in any case that a
sinusoidal model is approximately equivalent to the Nambu-Goto model at low amplitudes
e ⌧ 1. For these reasons, it is useful to calculate a directly for both models, which we expect
to provide upper and lower bounds for the damped solution.
We begin by calculating a for the simpler case of a sinusoidal string. The string displacement
in the x-direction from (3.16) is given by
X(z) = (AsinWzz,0,z) . (5.10)
















1+W2z A2 cos2 Wzz dz , (5.12)
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Fig. 5.1 Parametric plot of accurate Nambu-Goto string initial conditions for different
amplitudes e = 0.25 (blue), e = 0.5 (yellow), e = 0.75 (green) and e = 1 (red).








1+W2z A2 cos2 Wzz dz . (5.13)
In the sinusoidal case, the calculation of the increased path length is intuitive, as the path
length Tsin = Tsin(A) is a function of amplitude, with the z-periodicity being fixed at a constant
L.
In the Nambu-Goto case (5.9), the calculation is less obvious due to the parametrisation by














= 2p , (5.15)
where we integrate over 0  s  2p for a single period. In this case, the string is fixed to be
of parametric length 2p , so when the amplitude of the string is increased, the periodicity in z
decreases accordingly. We therefore have the opposite situation to the sinusoidal case, which
has a variable parametric path length that depends on the amplitude and fixed periodicity
in z. Importantly, in the sinusoidal model, A can be chosen to have any value without
changing the z-periodicity L, whereas for Nambu-Goto strings, L = z(2p,e) is analytically
determined by the model via the fixed path length. This is demonstrated by Figure 5.1, which
shows a parametric plot for four different invariant amplitudes e = 0.25, 0.5, 0.75 and 1.0,
demonstrating the decrease in z(2p,e) with increasing amplitude. From equation (5.9), the
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1  e2 sin2 q dq , 0  e  1 . (5.16)











1  e2 sin2 q dq
. (5.18)
To compare with the sinusoidal model in the context of our fixed grid simulations, we need
to compare a for different amplitudes A and a fixed z-periodicity L. Fixing L in the above
Nambu-Goto model necessarily means that e is determined by the model for a given A. We








so that in the limit A = L/4, we have A rel = e = 1. This equation is implicit in e and must be
solved numerically to find the desired e such that z(2p,e) = L.
Comparing values of a for different A rel between the two models in Table 5.1, we observe
that the additional path length contribution from the Nambu-Goto model compared to the
sinusoidal approximation increases as A rel increases, as predicted. We will see in Section 5.2
that this difference is significant when calculating lpn for the massive radiation.
5.1.3 Radiation Properties
Having derived an expression for the lowest propagating harmonic for a given amplitude and
l , we can now explore the properties of the propagating modes. Unlike massless radiation, it
can be shown from the dispersion relation (5.5) that massive radiation has a separate phase
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Table 5.1 Fractional path length increase a for the Nambu-Goto (aNG) and sinusoidal (asin)
models for a range of relative amplitudes A rel.
A rel a model









with the latter representing the speed of energy transfer. The radial propagation velocity
of the dominant massive modes will generally be considerably lower than the speed of
light depending on how close the pmin harmonic is to the mass threshold. For example,
for a string of unit mass (l = 1) and oscillation periodicity L = 32 (Wz = 0.2), the lowest
propagating harmonic is pmin = 6 with the quadrupole {620} having vg = 0.51, and the
dipole {611} about 5% slower at vg = 0.48 (i.e. both at approximately half the speed of
light). In principle, lower massive harmonics p < pmin will oscillate as evanescent waves,
representing a ‘self-field’ (bound modes) moving with the string but not propagating away.
However, the asymptotic evanescent modes predicted by (5.6) are exponentially suppressed
on very short lengthscales, so any massive self-field modes present are better understood as a
response to the long-range massless self-field (see next section).
Given that massive string radiation must typically be a high harmonic of the driving frequency
Wz, we can expect its generation mechanism to be highly nonlinear and dependent on the
self-interaction terms present in (4.3). With the fundamental frequency for our sinusoidal
string solution generically well below the mass threshold Wz . mH , any radiation modes will
be strongly suppressed given the high-order interactions required for their creation. For small
oscillations e ⌧ 1, we can expect the radiation amplitude to be suppressed as an exponential
of the radiating harmonic p (or, alternatively, the string curvature scale R).1 For this reason,
we can anticipate that any massive radiation present will be strongly dominated by the lowest
time harmonic available pmin.
1Here, R is not to be confused with the extraction radius.
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5.1.4 Separation from Self-Field
In addition to the propagating modes discussed above, we identify the presence of massive
self-field modes in the massive mode equation (4.2) by substituting derivatives of the massless
self-field (4.15) in the time-varying source term J̇ 2   (—J)2 on the right hand side. We
have argued already that the self-field dipole (4.16) from the time derivative term J̇ 2 is
considerably larger than the radial derivative (∂J/∂ r)2, measured on a distant cylinder at
fixed radius R (unlike propagating radial modes for which these terms cancel). However, we
must also include contributions from the angular derivative ∂J/∂q and from the z-direction
∂J/∂ z. The leading source contribution is the static term r 2 arising from the angular
derivative, already seen in (2.12), which means that f approaches the vacuum state with an
asymptotic power law f ⇠ 1  r 2, rather than exponentially as would be expected for a
massive field. (We note that there are well-known radial oscillation modes in the string width
and, in principle, these can create a small monopole mode.) The leading-order time-varying








+ 2A0r3 cosq sinWzz sinWzt . (5.21)
The first source term arises directly from the square of the dipole term (4.16), so the time
periodicity is that of the second harmonic, while (sinq)2 splits into monopole and quadrupole
contributions, but with no z-dependence after adding (∂J/∂ z)2. The second line has a dipole
cross term from (∂J/∂q)2 which has the original time, angle and z-dependence of the string
source (4.16). Given the simplicity of the linearised wave equation (5.21), the solutions
(and first derivatives like Pf in (4.11)) will inherit the same t, q and z-dependence as the
right-hand side, whatever the resulting radial profile. This means that in any FFT analysis we
can expect a non-propagating massive self-field to be present, contributing to the monopole
{200}, quadrupole {220} and dipole {111} eigenmodes.
5.2 Massive Radiation Analysis
In this section, we present a quantitative analysis of the massive radiation from oscillating
string configurations. We begin by presenting a detailed quantitative investigation of the
massive radiation from l = 1 and l = 10 strings with small amplitude A0 = 1 (e = 0.20)
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and larger amplitudes A0 = 4 and A0 = 8 (e = 0.68 and 1). We again extract and Fourier
decompose the radiation field Pf defined by equation (4.11) on a diagnostic cylinder at
fixed radius R = 64. We subsequently perform a scan over 0.3  l  2.8 for l spaced by
Dl ⇡ 0.1 to determine the l -dependence of the massive spectrum, including the primary
radiation modes and energy loss. For this finely spaced scan, we concentrate primarily on
two relative amplitudes A rel = 0.5 from A0 = 4 with L = 32 (e = 0.68) and A rel = 0.875
from A0 = 3.5 with L = 16 (e = 0.96), where A rel is defined by (5.19).
5.2.1 Mode Decomposition
As anticipated from the discussion in Section 5.1, the massive radiation from global strings
is considerably more complex than the massless radiation presented in Chapter 4. A quan-
titative description of massive string radiation is therefore numerically challenging, and
even AMR simulations are not a straightforward panacea. The massive radiation frequency,
determined by pmin, is a high harmonic of the fundamental frequency W, so this nonlinear
process is highly sensitive to numerical resolution. This is particularly noticeable for string
configurations where the massive signal is expected to be exponentially suppressed, at small
amplitude A0 ! 0 or at large mass l   1, where more regridding does not lead obviously to
improved convergence. In practice, the energy loss from massive radiation is very suppressed
for quasilinear string configurations. However, mesh regridding can lead to high frequency
modes being generated and becoming trapped on finer grids near the string, a process which
can lead to further radiation growth due to stimulated emission or resonance. This effect has
been discussed further in detail in Section 3.2. We present massive radiation results for the
two string widths l = 1 and l = 10, using the same simulation and damping parameters as in
Chapter 4, for amplitudes A0 = 1, 4 and 8 in regimes minimising these trapping effects.
The qualitatively different nature of massive radiation can be demonstrated clearly by visu-
alising the massive diagnostic Pf in three dimensions. Taking l = 1 and the intermediate
amplitude A0 = 4 as a representative example, the signal is illustrated in Figure 5.2, with the
time evolution of the same signal extracted on the diagnostic cylinder shown in Figure 5.3.
Although the radiation is predominantly dipole, the spectrum is significantly more complex
than the massless quadrupole radiation from the same configuration shown in Figure 4.4,
where this is also particularly evident in animations. It can be seen particularly in Figure 5.2
that the different phase and group velocities lead to short wavelength modes travelling rapidly
forward within larger, slower-moving outgoing wavepackets.
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Fig. 5.2 Volume rendering in 3D space (x,y,z) of the massive radiation Pf from a l = 1 string
with initial amplitude A0 = 4. The lowest propagating dipole eigenmode {pmn}= {611} is
dominant, but the different phase and group velocities give rise to a more complex structure
of outgoing wavepackets.
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Fig. 5.3 Volume rendering in spacetime (t,q ,z) of the massive radiation Pf from a l = 1
string with initial amplitude A0 = 4 over time, measured on a cylinder at R = 64. The time
axis runs left to right and azimuthal angle q from bottom to top. The dipole {pmn}= {611}
is the dominant mode.
Fig. 5.4 Plot of the absolute value of the {mn}= {00},{11},{20},{31}, and {40} Fourier
modes of the massive radiation Pf from a l = 1 string with initial amplitude A0 = 4,
measured on a cylinder at R = 64. The propagating radiation modes are {pmn}= {600},
{611}, {620}, {631}, and {640}, but we note also the initial presence of oscillating
self-fields, {111}, {200} and {220}.
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We undertake a Fourier analysis of the massive radiation signal Pf on the diagnostic cylinder
at R = 64 to quantify the effects described above. The time evolution of the largest amplitude
eigenmodes is plotted in Figure 5.4 for l = 1 and A0 = 4, obtained using the same method
as for the massless modes in Chapter 4. Measuring the time-dependence of the signals
to obtain the value of the p harmonic, the dominant dipole eigenmode is {611}, with the
p = 6 time-dependence consistent with the requirement that the frequency be above the (5.7)
mass threshold, given approximately by p > pmin ⇡ 2p/L
p
l ⇡ 5.1 for L = 32. Altogether,
we identify the massive propagating modes {600}, {611}, {620}, {631} and {640},
as well as the long-range self-field excitations {111}, {200} and {220} sourced by the
massless self-field, as discussed in the previous section. This means that despite having the
appearance of a simple dipole in Figure 5.2, the radiation signal is in fact more complex, with
monopole and quadrupole modes also present at comparable magnitude. One explanation for
this apparent difference is that the radiation pattern is observed to be somewhat ‘beamed,’
requiring a combination of modes to achieve angular localisation in comparison with the
pure {111} dipole in Figure 4.2. Finally, we observe that the radiation propagation velocity
vg ⇡ 0.5 measured from first arrival agrees with the predicted vg = 0.48.
Having investigated the radiation from A0 = 4, we further analyse A0 = 1 and A0 = 8 for
l = 1 to determine the dependence on amplitude of high-order harmonics. Figure 5.5 shows
the magnitude of all measured eigenmodes for A0 = 1, 4 and 8. We observe that at small
amplitude, only dipole radiation and self-field modes are present, but as the configurations
probe higher (nonlinear) amplitudes as e ! 1, higher frequency modes become activated and
a checkerboard pattern emerges. The m+n even selection rule applies as for the massless
radiation modes in Figure 4.7, although the distribution of modes is quite different, being
more constrained in the z-direction. There is also a much more nonlinear dependence of
the total magnitude on the amplitude A, as can be observed from the different logarithmic
scales required for each case compared to Figure 4.7, where the magnitude of the modes is
approximately independent of amplitude. However, despite opening up more massive decay
modes as e ! 1, the total energy loss through massive radiation relative to the massless
channel remains highly suppressed.
The additional complexity and challenge of higher order massive radiation is further illus-
trated by considering the spectrum for larger l . The radiation pattern shown in Figure 5.6
is emitted by low amplitude A0 = 1 for l = 10. Overall, the signal has a significantly
smaller magnitude and a higher pmin as, unlike massless radiation which is independent
of l to leading order, massive radiation becomes more strongly suppressed as l increases
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Fig. 5.5 Logarithmic plot of the 2D Fourier eigenmode amplitudes of the massive radiation
Pf from a l = 1 string at late time t = 140.75, measured on a cylinder at R = 64 and time
averaged over approximate period Dt = 33/4. The horizontal axis is the angular eigenvalue m,
while the vertical is the z-dependent wavenumber n. The top figure is for an initial amplitude
A0 = 1, the middle is for intermediate A0 = 4 and the bottom is large A0 = 8, showing an
increasing trend of higher harmonics and a significant increase in amplitude, highlighted by
the changing scales.
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Fig. 5.6 Volume rendering in spacetime (t,q ,z) of the massive radiation Pf from a l = 10
string with initial amplitude A0 = 1 over time, measured on a cylinder at R = 64. The time
axis runs left to right and azimuthal angle q from bottom to top. Complex resonant patterns
characterise the radiation.
(see equation (5.7)). At this low amplitude, it is difficult to characterise the radiation, as it
becomes significantly more complex and more susceptible to numerical effects due to the
high level of refinement required. The signal begins as an isolated dipole with a {1711}
mode contribution (pmin ⇡ 16.1).2 We later begin to observe resonant effects introducing
higher angular harmonics including m = 2, 3, 4 which interchange amplitudes and generally
increase during the simulation, with the quadrupole mode {1720} becoming comparable
in magnitude to the dipole. Due to the dependence on numerical resolution, this behaviour
may not necessarily be robust to changes in the adaptive mesh, meaning that aspects of the
spectrum may be unphysical. However, in this case we note that the massive amplitude is
2Again, the p harmonic is determined by considering the mode decomposition in a similar way to Figure
5.4.
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⇠ 300⇥ smaller than the corresponding massless radiation signal, so has a negligible effect
on string motion.
5.2.2 Relative Energy Loss to Massive and Massless Modes
To determine the energy loss via massive radiation in comparison to massless, it is necessary
to calculate a quantitative estimate of the magnitude of the dominant modes. We have already
observed from Figure 4.3 that for the simulations studied in Chapter 4, the massive radiation
was so negligible as not to be noticeable as a contribution to the total energy loss. Figures
5.7 and 5.8 show the time-average for the six strongest modes for l = 1 and l = 10 strings
for initial amplitudes A0 = 4 and A0 = 8 respectively, with the time-average calculated in
the same way as in Chapter 4. The configuration with A0 = 1 is omitted, as it is deemed
to be too severely affected by numerical artefacts. We observe for both amplitudes that
there is a difference in scale of ⇠ 3000⇥ (noting the natural logarithmic scale) between the
magnitude of the most dominant modes for l = 1 and l = 10, with the l = 10 radiation
heavily suppressed as predicted by the increase in mass threshold. Comparing to the massless
radiation in Figure 4.11, we observe that the magnitude of the massless modes for l = 1
and A0 = 4 is also ⇠ 3000⇥ larger than the massive modes, meaning that radiation via
massive radiation can effectively be taken to be negligible. This ratio is even more extreme
for l = 10, where we observe a difference of ⇠ 107⇥. The comparison with the massless
modes in Figure 4.14 for A0 = 8 is less extreme, where we have a factor of only ⇠ 400⇥
between the massless and massive modes for l = 1. This is due to the fact that the higher
initial amplitude corresponds to more relativistic string oscillations and larger accelerations,
allowing the massive modes to be activated more easily.
We have determined that the massive radiation is typically negligible as an energy loss
mechanism for the configurations described above, particularly for high l and low amplitude
e . However, it is possible for energy loss from massive modes to compete with massless
modes for very relativistic configurations with curvature comparable to the string width,
i.e. in the opposite limit with low l and high e . This makes it easier to activate massive
modes, due to the lower mass threshold and more relativistic motion. Figure 5.9 shows the
massive and massless components of the Poynting diagnostic (4.14), PfDf and PJDJ ,
integrated over the diagnostic cylinder for a highly relativistic l = 0.8 string with A0 = 6
and z-dimension L = 16. We observe that the energy emitted via massive radiation is
of a comparable magnitude to the massless channel, until some boundary reflections and
resonance effects begin to affect the spectrum at t ⇡ 200. This is likely to be relevant to fixed
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Fig. 5.7 Logarithmic plots of the dominant 2D Fourier modes of the massive radiation Pf
from a l = 1 (top) and l = 10 (bottom) string with initial amplitude A0 = 4, measured on a
cylinder at R = 64 and time averaged over approximate period Dt = 33/4.
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Fig. 5.8 Logarithmic plots of the dominant 2D Fourier modes of the massive radiation Pf
from a l = 1 (top) and l = 10 (bottom) string with initial amplitude A0 = 8, measured on a
cylinder at R = 64 and time averaged over approximate period Dt = 33/4.
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Fig. 5.9 Plots of the massive and massless radiation emitted from a l = 0.8 string with
amplitude A0 = 6 and L = 16, effectively giving e > 1, a highly relativistic configuration.
The top graph shows the cumulative integrated massive and massless components of the
Poynting vector, PfDf and PJDJ (4.14), on the diagnostic cylinder at R = 64 over time.
The middle and bottom graphs show the massive and massless components respectively
integrated over the diagnostic cylinder and plotted over time.
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comoving width simulations, which have a low effective l . These implications are discussed
in Chapter 7.
5.2.3 Radiation Harmonics and l -Dependence
Having analysed massive radiation in depth for l = 1 and 10, in this section we scan over
a range of 0.3  l  2.8 to determine the more detailed l -dependence of the massive
spectrum. We concentrate primarily on two amplitudes A rel = 0.5 (A0 = 4 with L = 32) and
A rel = 0.875 (A0 = 3.5 with L = 16).
Using the relationship derived in equation (5.8), we calculate the lpn threshold values at
which the lowest p harmonic, pmin, that can be activated for a certain amplitude changes.
These values are presented in Table 5.2a for A rel = 0.5 and Table 5.2b for A rel = 0.875. Both
tables consider two models for the fractional increased path length a; the Nambu-Goto
model aNG calculated numerically using equation (5.17) and the sinusoidal model asin
using equation (5.13). For each model, we obtain different lpn values for each pmin and
for different values of n. Taking a l = 1.8 string with A rel = 0.875 as an example, from
the Nambu-Goto model we obtain aNG = 1.437, which gives for the dipole (n = 1) mode
pmin = 6, but pmin = 5 for the quadrupole (n = 0) mode. For the same configuration using
the sinusoidal model, we obtain asin = 1.373, which gives pmin = 5 for both the n = 1 and
n = 0 modes. This means that in practice, there are a range of potential lpn for each pmin due
both to the theoretical uncertainty about the appropriate a model and the range of available n
modes.
An example of a change of the dominant radiative mode is presented in Figure 5.10, which
shows the Fourier mode decomposition for l = 0.8 and 2.0, again for A rel = 0.875. We
clearly observe that the Fourier decomposition of the radiation changes depending on l ;
l = 0.8 radiates primarily in the {11} dipole mode, but l = 2 primarily in the {20}
quadrupole mode. This corresponds with the thresholds in Table 5.2b; l = 0.8 lies below
the dipole threshold values for pmin for all models, whereas l = 2 lies between the dipole
and quadrupole thresholds for the sinusoidal model for pmin = 5. We also observe that the
frequency of the modes increases and the magnitude of the radiation decreases as l increases.
We note that the use of the string wavelength L = 16 in Table 5.2b provides easier access to
lower pmin compared with L = 32 in Table 5.2a, as well as a larger difference in lpn between
the dipole and quadrupole thresholds.
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Table 5.2 l -dependence of pmin for the dipole (n = 1) and quadrupole (n = 0) Fourier modes
for strings with initial amplitude A0 = 4 and wavelength L = 32, characterised by A rel = 0.5,
and initial amplitude A0 = 3.5 and wavelength L = 16 with A rel = 0.875. Two models for
a are considered, the Nambu-Goto model aNG calculated using equation (5.17) and the
sinusoidal model asin using equation (5.13). Strings radiate primarily into the Fourier mode
pmin when l < lpn, its corresponding threshold. As l is increased, the value of pmin also
increases, so lower frequency modes become unavailable.
pmin lpn
aNG = 1.15 asin = 1.14
n = 1 n = 0 n = 1 n = 0
3 0.224 0.262 0.228 0.267
4 0.428 0.466 0.436 0.475
5 0.690 0.729 0.703 0.742
6 1.011 1.049 1.029 1.068
7 1.390 1.428 1.415 1.454
8 1.827 1.866 1.860 1.899
9 2.323 2.361 2.364 2.403
(a) A rel = 0.5, L = 32
pmin lpn
aNG = 1.437 asin = 1.373
n = 1 n = 0 n = 1 n = 0
2 0.145 0.299 0.173 0.327
3 0.518 0.672 0.582 0.736
4 1.041 1.195 1.155 1.309
5 1.713 1.867 1.891 2.045
6 2.534 2.688 2.791 2.945
7 3.505 3.659 3.854 4.008
(b) A rel = 0.875, L = 16
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Fig. 5.10 Plot of the absolute value of the {mn}= {00},{11},{20},{31}, and {40} Fourier
modes of the massive radiation Pf from strings with A rel = 0.875, measured on a cylinder at
R = 64 for l = 0.8 (top) and l = 2 (bottom). Although dipole radiation usually dominates,
as in the l = 0.8 case, the mass threshold lp0 for quadrupole radiation for a given p is higher
than for dipole modes (i.e. easier to satisfy l < lpn), as shown in Table 5.2b. The quadrupole
mode can therefore be dominant in some tuned cases, as shown for l = 2.
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Fig. 5.11 Plots of the massive field PfDf integrated over a diagnostic extraction cylinder at
R = 64 over time (left), with the corresponding Fourier mode decomposition for the massive
and massless modes (right), for A rel = 0.5. From top to bottom, we have l = 0.4, l = 0.6,
l = 0.9 and l = 1.2. To obtain the Fourier decomposition graphs on the right, the signal on
the left has been integrated from t = 90 to 228 to capture the initial burst of signal, whilst
minimising effects of radiation reflected from the boundaries. We note the change in scale of
the massive radiation for each l by a ratio indicated in the legend.
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In order to test the accuracy of the lpn threshold predictions, we qualitatively analyse the
emitted massive spectra from the A rel = 0.5 and A rel = 0.875 configurations. Figure 5.11
shows results obtained for A rel = 0.5, where the l values plotted have been chosen to lie
between the pmin threshold values lpn in Table 5.2a; l = 0.4, 0.6, 0.9 and 1.2. The left
column of Figure 5.11 shows the massive part of the Poynting diagnostic from equation
(4.14), PfDf , integrated over the diagnostic cylinder for the chosen l values and plotted
over time from 0  t  500. We first observe that the frequency of the radiation increases as
l increases, although this is difficult to see directly from the data due to the high frequencies.
We further note that the maximum magnitude of the radiation decreases as l increases, as
expected from the increasing mass threshold.
We can extract more detailed quantitative information about these general trends by perform-
ing Fourier transforms on the extracted signals. To the right of each of the time domain
graphs in Figure 5.11 is the corresponding Fourier transform of the same massive diagnostic,
as well as of the corresponding massless signal, PJDJ . These Fourier transforms are not
taken of the entire plotted signal, due to the possibility of reflections from the simulation
boundaries being erroneously included in the analysis. Instead, we choose an appropriate
time interval over which to integrate. This is not a straightforward choice, as observing the
massive diagnostic over time, we see that the length of the initial signal varies significantly
and in some cases unpredictably between l . We choose to integrate from 90  t  228, judg-
ing by the extracted signals that this is sufficient to capture the initial burst without including
artificial reflections from boundaries. We also note that this is equivalent to approximately
eight periods of oscillation of the strings.
The Fourier transforms in Figure 5.11 provide a very clear picture of the mode decomposition
of the massive signal for A rel = 0.5 and L = 32. We first note that the massless signal in each
case radiates primarily into the p = 2 harmonic, as determined from Fourier decomposition
in Figure (4.11), along with a smaller p = 1 signal. This provides a very clear benchmark
against which the massive signals can be compared. We clearly observe the increase in the
massive pmin as l increases, and can deduce the values by comparison with the massless
peak. In order to be consistent with the model outlined in Section 5.1, we expect pmin to
take integer values, increasing stepwise as the minimum radiative mode increases with l .
We observe pmin = 4,5,6 and 7 for l = 0.4, 0.6, 0.9 and 1.2 respectively, agreeing with the
predicted lpn presented in Table 5.2a. We further note that, as predicted, the massive peak is
not a clean signal, often comprising of a double peak. This is consistent with the different
lpn predicted for different n harmonics.
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Fig. 5.12 Plots of the measured pmin against l for massive radiation from string configurations
with A rel = 0.5. The graph summarises data from approximately twenty simulations. Shaded
regions in cyan show the predicted thresholds lpn from Table 5.2a, where the shading
encompasses the dependence on a and n; the solid cyan line represents the highest predicted
lpn, coming from the asin model with n = 0 for each p and the dashed cyan line is the lowest
reasonable lpn, coming from aNG with n = 1. We observe four clear harmonic suppression
thresholds before the radiation becomes so weak that it becomes dominated by numerical
precision errors.
Figure 5.12 shows the ratio of the measured massive peak pmin normalised against the
quadrupole p = 2 massless peak for 0.3  l  2.8 spaced by Dl ⇡ 0.1, for A rel = 0.5.
Measured pmin values are obtained by numerically extracting the position of the peak of
the Fourier transform of the massive signal from Figure 5.11. We indicate the predicted
thresholds lpn from Table 5.2a using shaded regions to encompass the dependence on the a
model and n harmonic. We observe the presence of distinct thresholds as predicted in Section
5.1 corresponding to the predicted integer values of pmin as expected until l ⇡ 1.5, where
the levels begin to become less distinct and merge together. This provides strong evidence
for the underlying mechanism for radiation into massive modes being via higher harmonic
excitations of the fundamental mode of string oscillation. We also note that the thresholds
correspond more closely with the sinusoidal model of the path length than the Nambu-Goto
model.
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Fig. 5.13 Plots of the measured pmin against l for massive radiation from string configurations
with A rel = 0.875. The graph summarises data from approximately twenty simulations.
Shaded regions in cyan show the predicted thresholds lpn from Table 5.2b, where the shading
encompasses the dependence on a and n; the solid cyan line represents the highest predicted
lpn, coming from the asin model with n = 0 for each p and the dashed cyan line is the
lowest reasonable lpn, coming from aNG with n = 1. Here, we observe three clear harmonic
radiation thresholds.
Figure 5.13 shows pmin plotted against l , determined using the same method as above,
for the highly non-linear regime with A rel = 0.875. We observe qualitatively the same
behaviour as for A rel = 0.5, namely that distinct thresholds are present, in this case for the
full range of l values plotted. However, these thresholds do not correspond as well with
integer values of pmin predicted in Table 5.2b, with the value of pmin consistently higher than
predicted. This less good agreement is expected, as the lpn model is derived for low relative
amplitude and is hence less accurate for A rel = 0.875. The position of the thresholds does
mostly correspond with the predicted thresholds lpn, where we note in this case that the
Nambu-Goto model seems to be more accurate than the sinusoidal model, in contrast with
A rel = 0.5. This also agrees with our expectations, as string configurations diverge further
from the sinsoidal approximation as e increases. Further investigation is required to fully
understand the discrepancies with the predicted pmin, although it is likely that finite width
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or relativistic effects from the higher amplitude results in behaviour that deviates from the
analytic model.
5.2.4 Exponential Dependence of Massive Radiation
The results from the previous subsection clearly indicate that the mechanisms generating
massive radiation are perturbative. As expected, massive radiation is only emitted in harmonic
frequencies wp of the oscillatory source w0 above the frequency given by the mass threshold
wm = mH (see (5.7)). For this reason, massive radiation in this perturbative model is strongly
suppressed with increasing mass, as confirmed numerically. Like other massive phenomena,
such as Yukawa couplings and inter-string forces, we typically expect this to be exponentially









lh and b is a constant to be determined.
In order to develop this model further to describe our radiating string configurations, we need
to more explicitly include the amplitude of oscillation which influences how relativistic the
oscillations are. A simple phenomenological model has been proposed in [176] to describe
radiation from Abelian-Higgs strings in terms of the local radius of curvature of the string R.
The energy radiated per unit length is given by
prad µ exp [ aR] , (5.23)
where a is a constant.3 This model and the corresponding simulations consider a fixed
amplitude A = L/2 for sinusoidal perturbations with varying z-periodicity L, as described










We can adapt this simple model by incorporating a variable amplitude using the relative
amplitude A rel = 4A/L (i.e. L ! L/A rel) and the mass dependence a µ bmH from (5.22) to
3We note that this a is not related to the increased path length parameter.
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Fig. 5.14 Log-linear plot of the massive radiation diagnostic PfDf integrated over a diag-
nostic cylinder at R = 64 from 90  t  228 (labelled Pmassive) for A rel = 0.5 and a range of
0.3  l  2.5. The black line indicates an exponential fit to the data for 0.5  l  1.2.
obtain the energy loss per period










where g is a constant to be determined. Other contrasting models [95] instead predict a power
law decay via a primary radiation channel of massive particles.
In Figure 5.14, we plot the extracted massive signal PfDf integrated over time from
90  t  228 for A rel = 0.5 and L = 32 to obtain a quantitative estimate for the energy loss
through the massive channel. Plotting the natural logarithm of the integrated signal againstp
l , we observe a clear exponential decay from 0.7 .
p
l . 1.1 (0.5 . l . 1.2), consistent
with the prediction in (5.25). Comparing this to the power law dependence predicted by
[95] using the log-log plot in Figure 5.15, we observe that the exponential model clearly
provides a more accurate fit. (In any case, this would represent an extremely rapid power law
fall-off.) We perform a least-squares regression, also plotted in Figure 5.14, to obtain g from
the gradient,
g = 0.193 (± 0.007) (5.26)
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Fig. 5.15 Log-log plot of the massive radiation diagnostic PfDf integrated over a diagnostic
cylinder at R = 64 from 90  t  228 (labelled Pmassive) for A rel = 0.5 and a range of
0.3  l  2.5. No power law can be straightforwardly fit to the data.
and the intercept ln
p
LA rel = 9.80 (± 0.41). The root mean square error, quoted in brackets
in both cases, is calculated from the accuracy of the fit and does not take into account the
choice of points. We note that in this analysis, the first two points have been excluded due
to finite width effects that cause slower decay, and that points with
p
l & 1.1 (l & 1.3)
are also excluded because numerical resonance effects have become dominant, overtaking
the physical energy loss. We further note that these numerical effects at higher l are not
significant when comparing to massless radiation as the magnitude is relatively small, and so
should not have a significant effect on the simulation overall. By this stage, for A rel = 0.5,
the massive radiation is ⇡ O(1000)⇥ smaller than massless radiation.
Figure 5.16 shows the same extracted massive signal as above for the configuration A rel =
0.875 and L = 16. We observe a far more complex l -dependence of the decay in this highly
non-linear regime, where sharp drops in the emitted energy loosely correspond with the
regions encompassing the lpn thresholds. Excluding points l  0.7 due to finite width
effects, we again calculate the gradient of the decay using a least-squares best fit to an
exponential model, obtaining
g = 0.229 (± 0.026) (5.27)
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Fig. 5.16 Log-linear plot of the massive radiation diagnostic PfDf integrated over a diag-
nostic cylinder at R = 64 from 90  t  228 (labelled Pmassive) for A rel = 0.875 and a range
of 0.4  l  2.8. The black line indicates an exponential fit to the data for 0.8  l  2.8.
Shaded regions in cyan show the predicted thresholds lpn from Table 5.2b, where the shading
encompasses the dependence on a and n; the solid cyan line represents the highest predicted
lpn, coming from the asin model with n = 0 for each p and the dashed cyan line is the lowest
reasonable lpn, coming from aNG with n = 1.
and the intercept ln
p
LA rel = 7.64 (± 0.62). The parameter g is therefore consistent within
two standard errors. Furthermore, we expect the ratio between the intercepts r to be given by
ln(32⇥0.5)/ ln(16⇥0.875)⇡ 1.1. We obtain r = 1.28±0.18, which again agrees with the
prediction.
To provide a contrasting model, fitting a power law to the same data for A rel = 0.5 plotted
against ln(
p
l ) yields the decay coefficient gpow ⇡ 13, indicating a very large suppression.
This does not fit well with claims made by the power law model that massive radiation is
an important channel. Moreover, it is also inconsistent with the power law found for the
A rel = 0.875 data, which gives gpow ⇡ 5. We therefore conclude that, despite the increased
complexity of the higher harmonic radiation, massive radiation is indeed exponentially
suppressed even for highly non-linear configurations, in regimes where the numerics have
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sufficient resolution to characterise it accurately. Further investigation is required to charac-
terise the exponents and prefactors in (5.25) more precisely and to understand the nature of
the decay for highly relativistic configurations with large amplitude e ⇡ O(1).
Chapter 6
Towards Cusps and Networks
In this chapter, we outline work that is currently underway on relativistic string configurations,
primarily global cosmic string cusps and string networks. Although the simulations presented
in this chapter are in their preliminary stages, they form the basis of significant future projects
to determine the gravitational wave signatures of cusps, as well as high resolution, large-scale
simulations of global string networks which will yield a new accurate estimate for the dark
matter axion mass. We hence present this work as an important intermediate step, as well as
for physical interest in its own right.
The string network simulation in this chapter has been presented by me as part of several high
profile outreach activities, including at international high performance computing conferences
SC18 and SIGGRAPH 2019 to demonstrate the potential applications of exascale computing,
ray-tracing and ‘in-situ visualisation,’ i.e. where the visualisation of data is performed as the
simulation is running (discussed further in Section 6.2). The visualisation of this simulation
was also presented by me in a documentary filmed by Discovery in the Department of Applied
Mathematics and Theoretical Physics, University of Cambridge, which has been released
online this year.1 The visualisation was developed with Kacper Kornet and in collaboration
with Jim Jeffers and Carson Brownlee of the Intel Advanced Rendering and Visualisation
Team.
1https://www.discoveryplus.co.uk/show/universe-unravelled-with-the-stephen-hawking-centre
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Fig. 6.1 Plot of string amplitude over time for a l = 1 string with an initial amplitude A0 = 12.
At early times the string core reaches ⇠ 0.99⇥ the speed of light, satisfying the condition for
a cusp. The motion is subluminal on the second pass through the centre.
Fig. 6.2 Plot of the absolute value of the {mn}= {11},{20},{31}, and {40} Fourier modes
of the massless radiation DJ · r̂ from a l = 1 string with initial amplitude A0 = 12, measured
on a cylinder at R = 64.
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6.1 Cusps
In this section, we present preliminary quantitative and qualitative results from simulations of
global cosmic string cusps, where we define cusps to be string configurations which approach
the speed of light. The simulations are carried out using GRChombo, with a coarse simulation
box size of 256⇥256⇥32, using periodic boundary conditions in the z-direction and Som-
merfeld (outgoing radiation) boundary conditions in the x- and y- directions. Initial conditions
are obtained using two different methods; dissipative evolution from an extreme amplitude
to A0 = 12 (where the string periodicity is L ⌘ N3 = 32), and travelling wave solutions as
described in Section 3.3.2. We set l = 1 and choose a regridding threshold |fthreshold|= 0.25,
base grid resolution Dx = 1, base timestep Dt = Dx/4 and Kreiss-Oliger damping coefficient
s = 1. The simulations use a maximum of three levels of mesh refinement.
We first present results from a cusp set up using a similar method to the sinusoidal strings
in Chapters 4 and 5. If the string is given a sufficient amplitude, it will approach the speed
of light close to the centre of its oscillation and emit an initial burst of radiation. This is
demonstrated in Figure 6.1 which plots the amplitude of a l = 1 string with intial amplitude
A0 = 12 over time. The string reaches ⇠ 0.99⇥ the speed of light in the early stages of the
oscillation, until the position of the core reaches approximately zero. We further note that the
position of the string core ‘bounces’ slightly at the first minimum, indicating internal core
oscillations that may have become more pronounced at this high amplitude.
Figure 6.2 shows the massless signal DJ · r̂ from which we observe, as expected, that the
overall intensity of the radiation is higher than the equivalent cases with lower amplitude,
for example in Figures 4.12 and 4.13. The pulse of radiation from the first oscillation has
⇡ 2.5⇥ the energy of the second pulse. There is also a proportionally larger contribution
from higher harmonics. However, we also note that bursts of radiation from cusps are highly
directional or ‘beamed.’ This means that the angular Fourier decomposition naturally has
higher proportions of higher angular harmonics, so it will be necessary to analyse the signal
more carefully, notably the underlying frequency dependence, to determine the radiation
spectrum.
Although this high initial amplitude configuration reaches approximately the speed of light
and hence satisfies the condition for a cusp, as discussed in Section 3.3, these initial conditions
may not produce a clean signal. For such an extreme configuration, there may not be sufficient
time for the dissipative evolution to damp the internal massive oscillations to achieve an
appropriate initial state, potentially resulting in an artificial initial burst of radiation that could
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be difficult to separate from the true cusp signal. It is therefore of interest to explore other
options for obtaining accurate cusp initial conditions. We present preliminary qualitative
results obtained using the travelling wave initial conditions presented in Section 3.3.2, with
two Gaussian wavepackets with amplitude A = 4 travelling towards each other along the
string and colliding. A visualisation of these initial conditions is shown in Figure 6.3. This
initial configuration is an exact solution of wave equations (2.10), therefore eliminating the
uncertainty introduced with static initial conditions around the amount of dissipative evolution
to apply. It also minimises any artificial radiation emitted at the start of the simulation, as the
string does not need to settle to an initial configuration. Figure 6.4 shows the evolution of the
position and velocity of a travelling wave configuration over time in the Nambu-Goto limit.
We observe that the string instantaneously straightens out after the wavepackets collide, at
which time two points on the string reach approximately the speed of light v = 1, as required
for a cusp. These configurations become highly relativistic for any A  
p
esd , where sd is
the standard deviation, which is satisfied for our configuration A = 4 and sd = 2 (see Section
3.3.2).
Figure 6.5 shows an initial visualisation of the massless radiation from the collision of the
Gaussian travelling waves. We observe a string self-field contribution that travels with the
waves themselves, as well as a burst of radiation in the centre emitted from the collision.
This qualitative result requires further analysis and investigation. These preliminary results
show the ability of these AMR simulations to track the relativistic evolution of cusp-like
string trajectories, as well as the efficacy of the diagnostic tools to analyse the radiation in
both massive and massless channels.
6.2 Networks
In this section, we present qualitative observations from an adaptive mesh simulation of a
global cosmic string network in a flat background. This has been performed as a first step
towards network simulations in an expanding cosmological background. The simulation is
carried out using GRChombo on a 1283 grid, with periodic boundary conditions and initial
conditions obtained as described in Section 3.3.3. We choose the string width l = 3
as an appropriate intermediate between l = 1, which has potentially large backreaction
effects (as shown in previous chapters), and l   10, for which the high resolution required
means that the simulation takes too long to run. We also choose a regridding threshold
|fthreshold|= 0.5, base grid resolution Dx = 1, base timestep Dt = Dx/100 and Kreiss-Oliger
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Fig. 6.3 Visualisation of initial conditions for a cosmic string cusp using two Gaussian
travelling waves with A = 4 and standard deviation sd = 2 propagating along a straight l = 1
string. The two Gaussian wavepackets start with an intial velocity towards each other and
propagate along the string, where they eventually collide.
damping coefficient s = 0.3. The simulation uses a maximum of four levels of mesh
refinement. We also comment on the suitability of large string simulations for so-called
‘in-situ visualisation.’
We first qualitatively outline our observations from three-dimensional visualisations of string
network radiation. Figures 6.6-6.10 show volume renderings of the massive Pf and massless
PJ radiation emitted from the network at different times throughout the simulation, revealing
new qualitative phenomena. We note that although PJ is contaminated by the string self-field
(see Section 4.1.2), it still provides a useful qualitative picture of the overall behaviour of
the radiation. We observe in Figure 6.6 the network just after the start of the evolution, with
a dense network of strings and string loops beginning to form. In Figure 6.7, we observe
from the massive radiation that targeted bursts are beginning to be emitted from relativistic
regions formed as a result of a string reconnection, which are close or equivalent to cusp
configurations, as well as from collapsing loops. The massless radiation emitted is more
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Fig. 6.4 Position x and velocity v for a travelling wave configuration with two Gaussian
wavepackets with opposite sign. The configuration evolves with time t and, as the string
straightens at t = 0, two points reach approximately the speed of light v = 1, as required for
a cusp. Here, A =
p
esd , where sd is the standard deviation.
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Fig. 6.5 Visualisation of the massless radiation diagnostic DJ · r̂ from two colliding Gaussian
wavepackets for a l = 1 string over time from top to bottom, left to right.
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diffuse, and is becoming increasingly significant. Figure 6.8 shows clear beamed massive
signals from relativistic sections and approximately spherical signals from loop collapse. We
also observe that the string network density is beginning to decrease as loops collapse and
strings are annihilated. Both of these trends continue in Figure 6.9, and finally in Figure 6.10
we observe more diffuse massive and massless radiation distributed throughout the simulation
box, again with a decreased density of strings. In general, we observe that massless radiation
eminating from the strings is spread quite diffusely throughout the volume, whereas massive
radiation is much more localised to the specific configurations described.
Several interesting qualitative conclusions can be drawn from the contrasting nature of the
massive and massless radiation from a string network. Although the massive radiation signals
are impressive, particularly the dramatic and explosive demise of small loops, we note that all
of these massive signals are localised to regions of high curvature, on scales comparable to
the string width. For regions where the string motion is coherent and the curvature is lower,
massive radiation is almost entirely absent. In comparison, this is very different behaviour
from the massless radiation, which is much more pervasive from all strings in the evolving
networks. Whereas the simulation box is largely filled with massless radiation at the late
stage in Figure 6.10, there are still many voids evident in the massive radiation due to its
connection to rare non-linear string phenomena. This has important implications for the
extrapolation to cosmological strings, where the existence of curved regions comparable to
the string width occurs much less frequently. We can therefore expect massive radiation to
be strongly suppressed and localised, especially relative to the global emission of massless
modes. Using AMR network simulations, we aim to test this expectation quantitatively in
the near future.
During the course of this work, we have collaborated with Intel in several areas to develop
visualisation tools for large-scale HPC simulations. Work has been performed on Intel’s
ray-tracing visualisation package for many-core systems (OSPRay), using which the figures
presented here have been created. Most significantly, AMR cosmic string network simula-
tions provide an ideal example of a future application of in-situ visualisation and exascale
computing (systems that can execute 1018 floating point operations per second (FLOPS)). As
exascale computing develops, the visualisation of very large datasets by so-called ‘post hoc’
processing, i.e. loading saved data files from file systems into RAM for analysis, will become
impractical, and in-situ visualisation of datasets as a simulation is running will become more
important. This network simulation has been used by Intel as motivation for development
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of their in-situ visualisation capabilities, demonstrated by me at the Intel CREATE event at
SIGGRAPH 2019, Los Angeles, and at the Intel Booth at SC18.
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Fig. 6.6 Volume rendering in 3D space (x,y,z) of massive Pf (top) and massless PJ (bottom)
radiation from a l = 3 string network. Strings are indicated by grey contours around the
cores, and both channels of radiation are indicated in blue and yellow (maxima and minima).
This snapshot at t ⇡ 0 (a few timesteps after t = 0) essentially shows the random initial
conditions for the string network. At this early stage, only high curvature regions have been
accelerated, with massless radiation most evident [1/5].
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Fig. 6.7 Volume rendering in 3D space (x,y,z) of massive Pf (top) and massless PJ (bottom)
radiation from a l = 3 string network. Strings are indicated by grey contours around the
cores, and both channels of radiation are indicated in blue and yellow (maxima and minima)
at t ⇡ 15. Massless radiation emission is becoming generic for all moving strings, while
highly non-linear regions show massive radiation in localised regions [2/5].
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Fig. 6.8 Volume rendering in 3D space (x,y,z) of massive Pf (top) and massless PJ (bottom)
radiation from a l = 3 string network. Strings are indicated by grey contours around the
cores, and both channels of radiation are indicated in blue and yellow (maxima and minima)
at t ⇡ 20. Massless radiation is beginning to fill the space, with explosive shells of massive
radiation resulting from the annihilation of small loops [3/5].
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Fig. 6.9 Volume rendering in 3D space (x,y,z) of massive Pf (top) and massless PJ (bottom)
radiation from a l = 3 string network. Strings are indicated by grey contours around the
cores, and both channels of radiation are indicated in blue and yellow (maxima and minima)
at t ⇡ 30. Massless radiation continues to fill the space, and we observe clear indications of
massive radiation from highly curved regions which are either cusp-like and highly relativistic
or else aligning and self-annihilating [4/5].
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Fig. 6.10 Volume rendering in 3D space (x,y,z) of massive Pf (top) and massless PJ
(bottom) radiation from a l = 3 string network. Strings are indicated by grey contours
around the cores, and both channels of radiation are indicated in blue and yellow (maxima and
minima) at t ⇡ 50. Massive radiation is localised and comprised of remnants from annihilating
loops and highly curved strings, unlike the generic space-filling massless radiation [5/5].
Chapter 7
Conclusion and Future Directions
In this thesis, we have presented results from the first fully adaptive mesh simulations of
individual and networks of global cosmic strings, using the code GRChombo. We have derived
quantitative diagnostics for both the massless (Goldstone boson) and massive (Higgs) radia-
tion emitted, separating propagating modes from the string self-field. These have been used
to determine the eigenmode decomposition of the radiation, along with three-dimensional
visualisation to help with qualitative and quantitative interpretation of results.
We have performed a detailed analysis of the massless radiation from configurations of
individual sinusoidally displaced strings, investigating a wide range of string widths defined
by the parameter 1  l  100 and initial amplitudes A0 = 1, 3, 4 and 8. We have determined
that the primary radiation channel for massless radiation is the quadrupole eigenmode
{220}, in agreement with analytic predictions, which dominates as the primary energy loss
mechanism in comparison with higher harmonics. As the initial amplitude is increased
towards the nonlinear regime with e ! 1, the relative proportion of higher harmonics
increases (as well as the overall magnitude of the radiation). However, there also appears to
be more significant backreaction, leading to a more rapid radiation decay as the simulation
progresses. The massless radiation rate at a given small amplitude is independent of l to
leading order for L   d , although finite size effects appear to cause some suppression around
l ⇡ 1.
We have also investigated in detail the effects of massless radiation backreaction, comparing
oscillating string trajectories with an inverse square amplitude backreaction model [135]
which uses the Nambu-Goto model and accounts for radiation energy loss. Mitigating against
finite width effects, we have found excellent correspondence over the wide range 3. l . 100
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and, critically, have determined that the radiation damping rate depends inversely on the
string tension µ = 2p ln(R/d ), where the string width d µ 1/
p
l . From this, we have
concluded that global string evolution tends towards the behaviour predicted in the Nambu-
Goto (thin-string) limit. This provides confidence that this is the appropriate large-scale (or
cosmological) limit for global strings.
Furthermore, we have undertaken a detailed investigation of the massive radiation emitted
from similar configurations of individual global strings. In this case, we have examined
the range of widths 0.3  l  10 and amplitudes A0 = 1, 4 and 8. We have shown that
the massive radiation spectrum is significantly more complex than massless radiation, due
to the mass threshold mH ⇡
p
l/h that must be overcome for modes to propagate. This
leads to a complex radiation pattern with different phase and group velocities, which is
highly sensitive to grid resolution. It also means that the massive channel is significantly
suppressed relative to the massless channel as l is increased. At the opposite extreme, we
have also shown that relativistic configurations with low l and high invariant amplitude e can
lead to massive radiation becoming competitive with massless channels, which is important
when interpreting field theory simulations in the literature. Detailed Fourier analysis of the
radiation for 0.3 . l . 2.8 has revealed distinct l thresholds in the lowest pmin harmonic
that is available to propagate that correspond with analytic predictions for intermediate
amplitude A rel = 0.5 (e = 0.68). This agreement deviates when the amplitude is increased
to A rel = 0.875 (e = 0.96), although radiation thresholds are still present. Finally, we have
found that massive radiation is exponentially suppressed with the square root of the mass
parameter l , in agreement with an extended version of the model presented in [176], and that
a power law decay model is disfavoured. This will be explored further in future work.
We have also presented quantitative and qualitative results from preliminary simulations
of string cusps and networks, making particular use of three-dimensional visualisation
to observe their evolution and radiation. The massless spectrum from cusps with initial
conditions obtained using dissipative evolution was similar to high amplitude strings in
previous chapters, as expected. However, from travelling wave initial conditions we observe
a spherical ‘burst’ of massless radiation emitted as two Gaussian waves collide. From our
simulation of a string network, we observe the emission of beamed massive signals from
relativistic sections, as well as further massive bursts from the collapse of loops. Both sets of
preliminary simulations will form the basis for significant future work.
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Finally, we have presented contributions made towards the development and optimisation of
the GRChombo code, including the implementation of diagnostic tools and profiling, as well
as work done in collaboration with Intel on ray-tracing and in-situ visualisation.
The work presented in this thesis provides a significant step towards more accurate simu-
lations of cosmic and axion string networks. This will enable current discrepancies in the
literature of both fields to be addressed, allowing more accurate prediction of observables
such as the axion mass and cosmic string gravitaional wave signatures. In the final two
sections of this chapter, we outline the future directions this work will take, particularly in
relation to axions and gravitational waves.
7.1 Dark Matter Axions
The present work has implications for the study of axion radiation from global axion strings
in the early Universe, for scenarios in which the Peccei-Quinn U(1) symmetry is broken
after inflation and a network of axion strings forms. As discussed in the Introduction and
Section 2.4, two approaches have been used to calculate the number and spectrum of axions
radiated by such a network; first, analytic radiation modelling combined with the results of
Nambu-Goto string simulations and, second, direct numerical simulations of the underlying
string field theory in an expanding Universe. Our present work using field theory allows
considerably higher numerical resolution than previous studies and offers some insight into
the lack of agreement between these approaches. Given that most axion string network
simulations to date use the comoving width (or ‘fat string’) algorithm, they have an effective
l . 1 when compared to the configurations investigated here. This is a regime where we
are able to identify a breakdown in correspondence with predictions from the thin-string
limit and is also where light massive radiation channels begin to become competitive with
massless radiation for nonlinear amplitudes. Our next step forward involves high resolution
simulations of global string networks in an expanding background which are currently
underway. By exploring different string widths with a range of l values and using our
radiation diagnostics, we will endeavour to determine whether convergence towards the
thin-string limit occurs and whether cosmological extrapolations are feasible numerically.
These are important considerations which should reduce uncertainty in the present string
predictions for the dark matter axion mass.
Since the network simulation presented in this thesis was run, significant optimisation work
has been performed both to speed up the code itself and also to better understand choosing
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appropriate regridding parameters, as discussed in Chapter 3.2. This is already a significant
step towards enabling us to probe higher l and larger grid sizes with future simulations. For
the simulation presented here, the initial damping stage took of the order of weeks, which
significantly limited the maximum tractable box size. From preliminary tests with the most
recent code version, initial damping has been performed closer to the order of a few days for
box sizes of 5123 and 10243.
In future work, we will utilise AMR for axion string simulations to determine whether the
assumption of Nambu-Goto behaviour on cosmological scales is accurate. Once axion string
evolution has been implemented, convergence tests for AMR parameters will be carried out.
This will include determination of the number of refinement levels required to accurately
evolve an expanding Universe configuration whilst maximising dynamic range. Accurate
diagnostics for the massless string radiation rate will be determined as for cosmic strings.
Axion string network evolution will also be implemented using random global string network
initial configurations and used to determine the scaling density of strings as a function of
the string tension. Finally, an improved estimate of the axion mass will be obtained based
on string network radiation rates, which are relevant for dark matter axion experimental
searches.
7.2 Gravitational Wave Signatures
Gravitational wave signatures from astrophysical and cosmological sources have become an
area of intense scientific interest since their first detection from a binary black hole merger
in 2015 by LIGO. Research is currently underway into multiple other potential sources,
including extreme mass ratio inspirals (EMRIs), massive black hole binaries (MBHBs),
galactic binaries and stellar objects, as well as more exotic burst-type sources such as cosmic
strings [54], which can also superpose to create a stochastic gravitational wave background.
These have the potential to be detected not only by future generations of LIGO [94, 177–
179] and Advanced LIGO [180], but by other gravitational wave experiments such as the
Laser Interferometer Space Antenna (LISA) [181, 182], the Square Kilometre Array (SKA)
[183], TianQin [184, 185], the Atomic Experiment for Dark Matter and Gravity Exploration
(AEDGE) [186], the Atom Interferometer Observatory and Network (AION) [187] and
the Einstein Telescope [188, 189]. More specifically, LISA is predicted to be able probe
cosmic string tensions of Gµ & O (10 17), improving on current constraints from pulsar
timing experiments by six order of magnitude [37]. Further to this, although a stochastic
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gravitational wave background has so far not been detected by LIGO [190], recent data from
the NANOGrav pulsar timing experiment has shown strong evidence for such a background
process [191–193], which could possibly be attributed to a cosmic string network.
One approach to determine accurate gravitational waveforms from cosmic string configura-
tions using field theory (for example, see [194]) is to measure them directly using numerical
relativity. The first such simulations of cosmic strings have been carried out by GRChombo
collaborators to determine the gravitational wave signature from the collapse of a cosmic
string loop [195]. We plan to implement cosmic string simulations in full general relativity in
the near future, in particular to measure the gravitational waveform for cosmic string cusps,
defined as points on a string that instantaneously reach the velocity of light [129]. These are
of particular interest for local strings in cosmological scenarios, as they are predicted to arise
generically on oscillating loops and at string reconnection sites, and emit a strongly beamed
pulse of gravitational wave radiation [55]. This has meant that cusps have recently become
an area of focus for LIGO [89] and future searches with LISA [196, 54].
Finally, despite being the most seemingly straightforward method of determining gravitational
waveforms, numerical relativity involves many complexities, amongst them being choosing
an appropriate gauge, damping of constraints and a large number of evolution variables which
must be stored in memory. It is therefore of significant potential benefit to be able to perform
simplified simulations. As outlined in Section 2.3.3, the gravitational power spectrum for
local strings takes a very similar form to the massless radiation from global strings. We
therefore plan to extend the work performed in Chapter 6 to calculate information about the
gravitational wave spectrum of local string cusps by analysing the massless axion radiation
from their global string counterparts.
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