Abstract. By employing certain extended classical summation theorems, several surprising π and other formulae are displayed.
Introduction
In the usual notation, let C denote the set of complex numbers. For α j ∈ C(j = 1, · · · , p) and β j ∈ C \ Z − 0 (Z − 0 = Z ∪ {0})(j = 1, · · · , q), the generalized hypergeometric function p F q with p numerator parameters α 1 , · · · , α p and q denominator parameters β 1 , · · · , β q is defined as [2] p F q α 1 , · · · , α p (1.
3)
It should be remarked here that whenever generalized hypergeometric functions reduce to quotients of gamma functions, the results are very important from the applications point of view.
In the theory of hypergeometric and generalized hypergeometric series, classical summation theorems such as those of Gauss, Gauss second, Kummer and Bailey for the series 2 F 1 ; Watson, Dixon, Whipple and Saalschütz for the series 3 F 2 and others play an important role.
Recently, good progress has been done in the direction of generalizing the above mentioned classical summation theorems. For details, we refer the papers [11, 12, 13, 14, 16, 17] .
On the other hand, formulas for π-series have been obtained by several mathematicians, see for examples, the papers [1, 3, 5, 6, 7, 8, 10, 15, 18, 19, 20] . But for the history and some introductive information on the formulae for π-series, we especially refer very interesting and useful research papers by Bailey-Borwein [4] and Guillera [9] .
In our present investigation, we require the following summation theorems obtained earlier by Kim et al. [11] . These summation theorems are included so that the paper may be self contained.
Gauss summation theorem
Extension of Gauss summation theorem
Remark: In (1.5), if we take d = c, we recover Gauss summation theorem (1.4).
Gauss second summation theorem
Extension of Gauss second summation theorem
.
Remark: In (1.7), if we take d = 1 2 (a + b + 1), we recover Gauss second summation theorem (1.6). Bailey summation theorem
Remark: In (1.9), if we take d = c, we recover Bailey summation theorem (1.8).
Watson summation theorem
Extension of Watson summation theorem
Remark: In (1.11), if we take d = 2c, we recover Watson summation theorem (1.10).
Main results
Our main results are given in the following theorems, corollaries and examples.
Summation formulae implied by Gauss summation theorem (1.4).
Letting a = .4), we achieve the identity. Theorem 1. For m ∈ N 0 , there holds the summation formulae for π
Example 1 (m=0).
Example 2 (m=1). 
Corollary 1 (m=0).
Example 6 (d=1). Letting a = 1 + 2m and b = 1 + 2n in (1.7), we get the following identity.
Theorem 3. For m, n ∈ N 0 and Re(d) > 0, there holds the summation formula
Corollary 4 (m=n=0).
Example 15 (d=2).
Example 16 (d=3/2).
Corollary 5 (m=1, n=0).
Example 17 (d=2).
Example 18 (d=5/2).
Corollary 6 (m=1, n=1).
Example 19 (d=7/2).
Corollary 7 (m=2, n=0).
Example 20 (d=2).
Example 21 (d=7/2). .9), we achieve the following identity. Theorem 4. For m, n ∈ N 0 and Re(d) > 0, there holds the summation formula
Corollary 8 (m=n=0).
(1 − 3 2d ).
Example 22 (d=3/2).
Corollary 9 (m=1, n=0).
Example 23 (d=5/2).
Corollary 10 (m=2, n=0).
Example 24 (d=7/2).
Corollary 11 (m=3, n=0).
(1 − 9 2d ).
Example 25 (d=9/2).
2.5.
Summation formulae implied by extension of Watson summation theorem (1.11).
Letting a = 1 + 2m, b = 1 + 2n and c = 1 + m + n + s in (1.11), we obtain the following identity.
Theorem 5. For m, n, s ∈ N 0 and Re(d) > 0, there holds the summation formula
Corollary 12 (m=n=s=0).
Example 26 (d=1). Example 27 (d=2).
Example 28 (d=3).
Corollary 13 (m=1, n=s=0).
Example 29 (d=1). Example 30 (d=2). Example 31 (d=3). Example 36 (d=3). Example 37 (d=4). Example 38 (d=5). Example 39 (d=6). Example 40 (d=7). 
