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Log ordinarity and log plurigenera of a proper SNCL
scheme over a log point in characterisitic p > 0
Yukiyoshi Nakkajima ∗
Abstract
In this article we give two applications of the spectral sequence of the log Hodge-
Witt cohomology of a proper SNCL scheme over the log point of a perfect field of
characterisitic p > 0.
1 Introduction
This article consists of two parts. One is a criterion of the log ordinarity of a proper
SNCL(=simple normal crossing log) scheme over a family of log points in characteristic
p > 0 and the other is the lower semi-continuity of the log geometric plurigenera and
the log Iitaka-Kodaira dimension of a proper SNCL scheme over a log point of any
characteristic. Though arithmetic geometers have not yet shown their interest in
log geometric plurigenera and log Iitaka-Kodaira dimensions, it seems that they are
important notions as in the theory of log geometric plurigenera and log Iitaka-Kodaira
dimensions for the case of the “horizontal” log structure developed in [Ii1] and [Ii2].
Let g : Y −→ T be a morphism of fine log schemes in the sense of Fontaine-
Illusie-Kato ([K]). Let Ω•Y/T be the log de Rham complex of Y/T (this was denoted
by ω•Y/T in [K] and [HK]). Let
◦
Y be the underlying scheme of Y . Set BΩiY/T :=
Im(d : Ωi−1Y/T −→ Ω
i
Y/T ) (BΩ
i
Y/T is only an abelian sheaf on
◦
Y ). Assume that T is
of characteristic p > 0 and that g is proper and log smooth. In this article, we
say that g (or simply Y/T ) is log ordinary (in the sense of Bloch-Kato-Illusie) if
Rjg∗(BΩ
i
Y/T ) = 0 for any i, j ∈ Z≥0. This is the variation of the log ordinarity
defined in [H1], [Il2], [Nakk1] and [L]. (The log ordinarity in [loc. cit.] is the log
version of the ordinarity defined in [BK] and [IR].)
Let κ be a perfect field of characteristic p > 0. Let B be the spectrum of a
(complete) discrete valuation ring of mixed characteristics with perfect residue field
κ. Let X/B be a proper strict semistable family. Let X/s be the log special fiber of
X/B with canonical log structure. Let WΩ•X be the log de Rham-Witt complex of
X/s. Let k be a nonnegative integer. Let
◦
X(k) be the disjoint union of the (k + 1)-
fold intersections of the different irreducible components of
◦
X . In [H1] Hyodo has
claimed the following theorem without the proof of it in the case where B is of mixed
characteristics:
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Theorem 1.1 ([H1], [Il2]). If
◦
X(k)/κ is ordinary for all k ∈ Z≥0, then X/s is log
ordinary.
This theorem has an important role in several articles, e. g., in [RX] (of course
in [Il2]) by using Illusie’s result in [Il2]: the blow up of an ordinary proper smooth
subscheme in an ordinary proper smooth scheme is ordinary. Following [Il2], we call
this theorem Hyodo’s criterion. In [Il2] Illusie has given a proof of this fact including
the case where B is of equal characteristic. He has stated another very simple method
to prove Hyodo’s criterion under the assumption of the existence of the “p-adic weight
spectral sequence” ofHh(X,WΩiX) (h, i ∈ Z≥0) which is compatible with the operator
F , which was not constructed at that time. In the special case i = 0, this is classically
well-known (cf. [RZS, §2]): for a proper SNC(=simple normal crossing) scheme Z/κ,
there exists the following spectral sequence:
E−k,h+k1 = H
h+k(Z(−k+1),W(OZ(−k+1))) =⇒ H
h(Z,W(OZ)) (−k, h ∈ Z≥0),
(1.1.1)
In the general i, the spectral sequence has been already constructed in [Nakk3]
(cf. [Mo]):
Theorem 1.2 ([Nakk3, (4.1.1)]). Let s be the log point of κ, that is, s = (Spec(κ),N⊕
κ∗ −→ κ). Here 1 ∈ N goes to 0 ∈ κ by the morphism N ⊕ κ∗ −→ κ. Let X/s be a
proper SNCL scheme defined in [Nakk5, (1.1.15)] (cf. [Nakk2, (1.1.10.2)]). Let i be a
nonnegative fixed integer. Then there exists the following spectral sequence:
E−k,h+k1 =
⊕
j≥max{−k,0}
Hh−i−j(
◦
X(2j+k),WΩi−j−k◦
X(2j+k)
)(−j − k)(1.2.1)
=⇒ Hh−i(X,WΩiX) (q ∈ N).
Here (−j−k) means the usual Tate twist with respect to the Frobenius endomorphism
of X.
(In [Nakk3, (4.7)] we have proved that this spectral sequence degenerates at E2.) Be-
cause this spectral sequence is compatible with the operator F , we can prove Hyodo’s
criterion in a very simple way as follows by following Illusie’s idea.
By a fundamental theorem in [IR], a proper smooth scheme Y/κ is ordinary if
and only if the operator F on Hh(Y,WΩiY ) is bijective. Hence F is bijective on
Hh−i(X,WΩiX) by (1.2.1). Furthermore, by the log version of this fundamental
theorem due to Lorenzon ([L]), this implies that X/s is log ordinary. This is the first
proof of Hyodo’s criterion in this article. We also give the proof of Hyodo’s criterion
by following Illusie’s original proof in [Il2] as possible. This is the second proof of
Hyodo’s criterion in this article. In this article we simplify his proof and generalize it.
We give the three proofs of the following theorem (the variation of Hyodo’s criterion):
Theorem 1.3. Let S be a family of log points in characteristic p > 0 defined in
[Nakk5, (1.1)]. Let f : X −→ S be a proper SNCL scheme defined in [Nakk5, (1.1.15)].
Let T −→ S be a morphism of fine log schemes. Set XT := X×ST and let fT : XT −→
T be the base change of f . Let
◦
X(k) (k ∈ Z≥0) be a scheme over
◦
S defined in [loc. cit.].
If
◦
X(k)/
◦
S is ordinary for all k, then fT is log ordinary.
In the case S = s, the
◦
X(k) in (1.3) is equal to the
◦
X(k) in (1.1). Hence (1.3) is
a generalization of (1.1). In [Il2] Illusie has defined a nonstandard Poincare´ residue
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isomorphism for Ω•X/S in the case S = s and he has used this isomorphism for the
proof of (1.1) (see (7.0.1) below for the generalization of his isomorphism). In this
article we prefer to use only a standard Poincare´ residue isomorphism for Ω•
X/
◦
S
in
[Nakk5, (1.3.14)] when we give the second proof of Hyodo’s criterion. The key lemma
for the second and the third proofs of (1.3) is the following simple one:
Lemma 1.4 (Key lemma). Let θ be a global section of Ω1
X/
◦
S
defined in [Nakk5,
(1.3)]. Then the following sequence
0 −→ BΩi−1X/S
θ∧
−→ BΩi
X/
◦
S
−→ BΩiX/S −→ 0 (i ∈ N)
of f−1(OS)-modules is exact.
The proof of this lemma is very easy. The second proof of (1.3) consists of the fol-
lowing two steps. By using the assumption in (1.3), the standard Poincare´ residue
isomorphism for Ω•
X/
◦
S
and a variant of the log Cartier isomorphism, we first prove
that Rjf∗(BΩ
i
X/
◦
S
) = 0 for ∀i, j ∈ N. Using induction on i, we next see that
Rjf∗(BΩ
i
X/S) = 0 (and R
jfT∗(BΩ
i
XT /T
) = 0) very immediately.
Let WΩ˜•X be the log de Rham-Witt complex of X/
◦
s in the case S = s defined in
[Mo] and [Nakk3]. The third proof of (1.3) uses (1.4) for the case S = s and uses
a spectral sequence of Hj(X,WΩ˜iX) instead of (1.2.1). (This spectral sequence has
been constructed in [Nakk5] and it is compatible with the operator F .) The third
proof is the shortest one and makes us feel that the proof of (1.3) is obvious if we
notice (1.4).
Set X ◦
T
:= X ×◦
S
◦
T . By generalizing the second proof of (1.3), we can generalize
(1.3) for a certain integrable connection
∇ : E −→ E ⊗OX◦
T
Ω1
X◦
T
/
◦
T
where E is a flat quasi-coherent OX◦
T
-module such that E is “locally generated by
horizontal sections of ∇”, ((1.3) is a special case of the generalized theorem for the
case where (E ,∇) is the usual derivative d : OX◦
T
−→ Ω1
X◦
T
/
◦
T
.) See (3.4) and (3.18)
below for this generalized statement. An example of our E ’s is given in the following
way. For a log scheme Y of characteristic p > 0, let FY : Y −→ Y be the Frobenius
endomorphism of Y . Set X
[p]
◦
T
:= X × ◦
T,F◦
T
◦
T and let F : X ◦
T
−→ X
[p]
◦
T
be the induced
morphism by FX◦
T
. Let E ′ be a quasi-coherent O
X
[p]
◦
T
-module. Set E := F ∗(E ′)(=
F−1(E ′)⊗O
X
[p]
◦
T
OX◦
T
) and consider a morphism idF−1(E′) ⊗ d : E −→ E ⊗OX◦
T
Ω1
X◦
T
/
◦
T
of f−1(OT )-modules. It is easy to check that idF−1(E′)⊗d is an integrable connection
on E . The connction (E , idF−1(E′)⊗d
X◦
T
/
◦
T
) is an example of the integrable connection
in our mind.
In the second part of this article, we introduce new invariants of a proper SNCL
schemeX over the log point s of κ of pure dimension d: the log (geometric) plurigenera
of X/s and the log Iitaka-Kodaira dimension of it.
Set pg(X/s, n, 1) := lengthWnH
0(X,WnΩdX). We call this the log geometric genus
of X/s of level n. By using the finite length version of (1.2.1), we prove the following:
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Theorem 1.5. pg(
◦
X(1)/κ, n, 1) ≤ pg(X/s, n, 1).
We call this inequality the lower semi-continuity of the log geometric genus of X/s.
This inequality bounds the number of the irreducible components
◦
Xλ’s of
◦
X such
that pg(
◦
Xλ, n) ≥ 1.
More generally, set pg(X/s, n, r) := lengthWnH
0(X, (WnΩdX)
⊗r) (r ∈ Z≥1). We
call this the log (geometric) plurigenus of X/s of level n. (In the following, we omit
to say the adjective “geometric” in the terminology “log geometric plurigenus”.) In
the case where the characteristic of the base field of κ is 0, we set pg(X/s, r) :=
dimκH
0(X, (ΩdX/s)
⊗r) and we also call this the log plurigenus of X/s. We would like
to prove the following lower semi-continuity of the log plurigenus of X/s of level n:
Conjecture 1.6.

pg(
◦
X(1)/κ, n, r) ≤ pg(X/s, n, r) if ch(k) = p > 0,
pg(
◦
X(1)/κ, r) ≤ pg(X/s, r) if ch(k) = 0.
It is clear that the finite length version of (1.2.1) itself is not useful for the proof
of this lower semi-continuity in the case r ≥ 2. To prove this, we need a new idea: we
construct the following canonical morphism of Wn(OX)-modules:
ΨX,n,r : a∗((WnΩ
d
◦
X(1)
)⊗r) −→ (WnΩ
d
X)
⊗r (n, r ∈ Z≥1).(1.6.1)
Here a :
◦
X(1) −→
◦
X is the natural morphism. (One may think that this morphism is
a strange morphism at first glance.) We prove that ΨX,1,r is injective. However we
do not know whether ΨX,n,r is injective for any n ∈ Z≥2. In the case ch(κ) = 0, we
also construct the following canonical morphism of OX -modules:
ΨX,r : a∗((Ω
d
◦
X(1)
)⊗r) −→ (ΩdX/s)
⊗r (r ∈ Z≥1)(1.6.2)
and we prove that this morphism is injective. Consequently we obtain the following:
Theorem 1.7. Let κ be a field of any characteristic. Let s be the log point of κ. Let
X/s be a proper SNCL scheme of pure dimension d. Let r be a positive integer. Then
pg(
◦
X(1)/κ, 1, r) ≤ pg(X/s, 1, r) if ch(κ) = p > 0(1.7.1)
and
pg(
◦
X(1)/κ, r) ≤ pg(X/s, r) if ch(κ) = 0.(1.7.2)
We can also construct the obvious analogue of the morphism (1.6.2) for the analytic
case and can prove the obvious analogue of the inequality (1.7.1) in this case.
This should be compared with the works of Noboru Nakayama ([Nakay1]), Siu
([S]) and Hajime Tsuji ([T]) using non-algebraic methods. They have conjectured
and H. Tsuji has claimed that the following holds, though he has not given the detail
of the proof of the following theorem:
Theorem 1.8 ([T]). Let ∆ be the unit disk. Let X −→ ∆ be the analytification of a
projective strict semistable family. Let t be an element of ∆ \ {O}. Let X and Xt be
the special fiber and the generic fiber of this family, respectively. Then
pg(
◦
X(1)/C, r) ≤ pg(Xt/C, r) (r ∈ Z≥1).(1.8.1)
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An algebraic proof of (1.8) has not been known.
Because the log plurigenera is upper semi-continuous, this implies the smooth
deformation invariance of the log plurigenera of a proper smooth algebraic family in
the case ch(κ) = 0. On the other hand, the smooth deformation invariance of the log
plurigenera of a proper smooth analytic case does not necessarily hold by [Nakam],
[Ni] and [U1] and our result for the analytic case.
In the case where the proper or projective SNCL scheme is the log special fiber of
a proper or projective strict semifamily over a (complete) discrete valuation ring, we
would like to raise the following problem:
Problem 1.9. Let V be a (complete) discrete valuation ring of mixed characteristics
or equal characteristic p > 0. Let K be the fraction field of V . Let X/V be a proper
or projective strict semistable family. Let X/s and XK be the log special fiber of X/B
and the generic fiber of X/B, respectively. When does the following equality hold?
pg(X/s, n, r) = pg(XK/K, n, r) (n, r ∈ Z≥1).(1.9.1)
We think that nothing nontrivial about (1.9) has been known. In the analytic
case, the analogous equality to (1.9.1) does not hold in general by [Nakam],
The contents of this article are as follows.
In §2 we prove (1.3) quickly by using (1.2.1). We also prove the analogue of (1.3)
for an open log scheme.
In §3 we prove (1.3) in a similar way to that in [Il2]. However we do not use Illusie’s
Poincare´ residue isomorphism. We simplify his proof by using the Key lemma. In
addition, we prove the Hyodo’s criterion for the integrable connection (E ,∇) as already
stated.
In §4 we prove (1.3) without using (1.2.1) nor Illusie’s Poincare´ residue isomor-
phism. Instead we use the sheaf WΩ˜iX in [Mo] and [Nakk3] and a spectral sequence
constructed in [Nakk5].
In §5 we prove the lower semi-continuity of the log genus by using the finite length
version of (1.2.1).
In §6 we prove the lower semi-continuity of the log plurigenus of level 1. It is a
future problem to show whether the lower semi-continuity of the log plurigenera of
level n holds for any n.
In §7 we generalize Illusie’s Poincare´ residue isomorphism.
In §8 we give an easy criterion for the quasi-F -splitness for an SNCL scheme.
In §9 we give an easy remark about the ordinarity at 0 defined in [Nakk6].
Acknowledgment. I would like to express my gratitude to L. Illusie for asking
me an interesting question in §8 of this article at a workshop “Arithmetic geometry
2018” at Hakodate organized by T. Yamazaki, Y. Goto and M. Aoki. His question
has turned my eye to Hyodo’s criterion in his article [Il2]. I would also like to express
my gratitude to T. Fujisawa for having removed my misunderstanding about the
definition of Illusie’s Poincare´ residue isomorphism in [Il2].
Notations. (1) For a complex (F•, d•) of sheaves on a topological space, we denote
Ker(di : F i −→ F i+1) (resp. Im(di−1 : F i−1 −→ F i)) mainly by Zi(F•) and some-
times by ZF i (resp. mainly by Bi(F•) and sometimes by BF i ) depending on the
length of the letter F .
(2) For a log scheme Z, we denote by
◦
Z the underlying scheme of Z.
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2 The first proof of (1.3)
In this section we give the first proof of (1.3) by using the p-adic weight spectral
(1.2.1) ([Nakk3], cf. [Mo]). The idea of the proof in this section is Illusie’s one ([Il2,
Appendice (2.8)]).
Let κ be a perfect field of characteristic p > 0. Let s be a fine log smooth scheme
such that
◦
s = Spec(κ). Let Y/s be a log smooth scheme of Cartier type. Let W⋆Ω
•
Y
(⋆ = n ∈ Z≥1 or nothing) be the log de Rham-Witt complex defined in [HK, (4.1)].
Let Wn(Y ) be the canonical lift of Y over Wn(κ). Identify OWn(Y ) =Wn(OY ) with
WnΩ0Y via the canonical isomorphism sn : Wn(OY )
∼
−→WnΩ0Y ([Nakk3, (7.5)]). First
let us recall the following result. This is the log version of [Il1, I (3.11)] if one forgets
the structure of Wn+1(OY )-modules of sheaves in (2.1.1) below. A variant of the
following will be used in §4.
Proposition 2.1 ([Nakk6, (3.10)]). Let FWn(Y ) : Wn(Y ) −→Wn(Y ) be the Frobe-
nius endomorphism of Wn(Y ). Let i be a nonnegative integer. Let C
−1 : ΩiY/s
∼
−→
FY ∗(W1ΩiY ) = FY ∗(H
i(Ω•Y/s)) be the log inverse Cartier isomorphism due to Kato
([K]). Let R : Wn+1ΩiY −→WnΩ
i
Y be the projection. Then the following hold:
(1) The following sequence
Wn+1Ω
i
Y
F
−→ FWn(Y )∗(WnΩ
i
Y )
FWn(Y )∗(F
n−1d)
−→ BnW1Ω
i+1
Y −→ 0(2.1.1)
is an exact sequence of Wn+1(OY )-modules. Here BnW1Ω
i+1
Y = C
−1(BnΩ
i+1
Y/s),
where BnΩ
i+1
Y/s is an F
n
Y ∗(OY )-module defined inductively by the following isomor-
phism C−1 : BnΩ
i+1
Y/s
∼
−→ Bn+1Ω
i+1
Y/s/F
n
Y ∗(B1Ω
i+1
Y/s) and B1Ω
i+1
Y/s := FY ∗(dΩ
i
Y/s).
(2) Let C : Bn+1W1Ω
i+1
Y −→ BnW1Ω
i+1
Y be the following composite morphism:
Bn+1W1Ω
i+1
Y = C
−1(Bn+1Ω
i+1
Y/s)
C−1(proj)
−→ C−1(Bn+1Ω
i+1
Y/s/B1Ω
i+1
Y/s)
C−1(C−1),∼
←− C−1(BnΩ
i+1
Y/s) = BnW1Ω
i+1
Y .
Then the following diagram is commutative:
(2.1.2)
FWn+1(Y )∗(Wn+1Ω
i
Y )
Fnd
−−−−→ Bn+1W1Ω
i+1
Y
R
y yC
FWn(Y )∗(WnΩ
i
Y )
Fn−1d
−−−−→ BnW1Ω
i+1
Y .
Proposition 2.2. Let κ be a perfect field of characteristic p > 0. Then (1.3) holds
in the case where S is the log point s of κ.
Proof. By using (2.1.1) and noting that R : Wn+1Ω
i
Y −→ WnΩ
i
Y is surjective, we
have the following exact sequence:
0 −→WΩiY −→ FW(OY )∗(WΩ
i
Y ) −→ lim←−
n
BnW1Ω
i+1
Y −→ 0.
Hence, by the log version of [IR, IV (4.11.6), (4.13)], X/s is log ordinary if and only
if the operator F : Hj(X,WΩiX) −→ H
j(X,WΩiX) is bijective for any i and j. (This
has also been obtained in [L, (4.1)].) Let {Eij1 }i,j∈Z be the E1-terms of the spectral
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sequence (1.2.1). Here we ignore the Tate twist (−j − k). Let (WnA••X , P ) (n ∈ Z≥1)
be the filtterd double complex defined in [Nakk3, §2] and denoted by (WnA••X , P )
(cf. [Mo]). By the definition of the operator F and by considering a local log smooth
lift X/s over Wn(s), the following two diagrams are commutative:
Wn+1ΩiX
θ∧, ≃
−−−−→ Wn+1Ai•X
F
y yF
WnΩiX
θ∧, ≃
−−−−→ WnAi•X ,
grPkWn+1A
i•
X
Res, ≃
−−−−→
⊕
j≥max{−k,0}
Wn+1Ω
i−j−k
◦
X(2j+k)
{−j}
F
y yF
grPkWnA
i•
X
Res, ≃
−−−−→
⊕
j≥max{−k,0}
WnΩ
i−j−k
◦
X(2j+k)
{−j}.
Because the spectral sequence (1.2.1) is obtained by these commutative diagrams, it
is compatible with F ’s. By the assumption, the operator F : E−k,h+k1 −→ E
−k,h+k
1
is bijective. Hence the operator F : Hj(X,WΩiX) −→ H
j(X,WΩiX) is bijective. We
complete the proof of (2.2).
Proposition 2.3 ([Il2, Appendice (1.2), (1.9)]). Let g : Y −→ T be a proper
log smooth scheme of fine log schemes. Let i be an integer. Then the following are
equivalent:
(1) Rjg∗(BΩ
i
Y/T ) = 0 for ∀j ≥ 0.
(2) For any exact closed point t ∈ T (t is a closed point of
◦
T endowed with the
inverse image of the log structure of T ), Hj(Yt, BΩ
i
Yt/t
) = 0 for ∀j ≥ 0. Here
Yt := Y ×T t.
Proof. Set Y ′ := Y ×T,FT T and let FY/T : Y −→ Y
′ be the relative Frobenius
morphism of Y/T . Let g′ : Y ′ −→ T be the structural morphism. For an ex-
act closed point t ∈ T ′, let g′t : Y
′
t −→ t be the base change morphism of g
′. Set
B1Ω
i
Y/T := FY/T∗(BΩ
i
Y/T ). Then B1Ω
i
Y/T is an OY ′-module.
Because
◦
FY/T is a homeomorphism of topological spaces ([SGA 5, XV Proposition
2 a)]), it suffices to prove that the following are equivalent:
(1)′ Rjg′∗(B1Ω
i
Y/T ) = 0 for ∀j ≥ 0.
(2)′ For any exact closed point t ∈ T , Hj(Y ′t , B1Ω
i
Yt/t
) = 0 for ∀j ≥ 0. By [L,
(1.13)] the sheaf B1Ω
i
Y/T (m, i ∈ N) is a locally free sheaf of OY ′ -modules of finite
rank. By the log Ku¨nneth formula ([K, (6.12)]), we have the following isomorphism
Rg′∗(B1Ω
i
Y/T )⊗
L
OT κt
∼
−→ Rg′t∗(B1Ω
i
Yt/t
).
The rest of the proof is the same as that of [Il2, Appendice (1.2), (1.9)]. Indeed, the
implication (2)′ =⇒ (1)′ follows from the fact that Rg′∗(B1Ω
i
Y/T ) is a perfect complex
of OT -modules (since g′ is proper). The implication (1)′ =⇒ (2)′ follows from this
perfectness and Nakayama’s lemma.
We prove (1.3). Let the notations be as in (1.3). Set S◦
T
:= S ×◦
S
◦
T and X ◦
T
:=
X ×S S◦
T
. Let f ◦
T
: X ◦
T
−→ S◦
T
be the structural morphism. Because BΩiX◦
T
/S◦
T
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commutes with the base change morphism T −→ S◦
T
([L, (1.13)]),
RjfT∗(BΩ
i
XT /T
) = RjfT∗(BΩ
i
X◦
T
/S◦
T
⊗OT OT ) = R
jf ◦
T∗
(BΩiX◦
T
/S◦
T
).(2.3.1)
(To obtain (2.3.1), one may use a fact that BΩiX◦
T
/S◦
T
= BΩiXT /T (since Ω
j
X◦
T
/S◦
T
=
ΩjXT /T for j = i, i+ 1).) Hence we may assume that T = S◦T
and in fact, T = S. By
(2.3) we can assume that S is the log point. Consider the perfection κpf of κ and let
spf be the log point whose underlying scheme is Spec(κpf) and whose log structure
is the inverse image of the log structure of s by the natural morphism Spec(κpf) −→
Spec(κ). Set Xspf := X ×s s
pf . By (2.2), Hj(Xspf , BΩ
i
X
spf
/spf ) = 0 for ∀i and ∀j.
Because Hj(Xspf , BΩ
i
X
spf
/spf ) = H
j(X,BΩiX/s)⊗κκ
pf , Hj(X,BΩiX/s) = 0. By (2.3),
Rjf∗(BΩ
i
X/S) = 0 for ∀i and ∀j. We complete the proof of (1.3).
We can also obtain the Hyodo’s criterion for an open smooth scheme as follows.
Theorem 2.4. Let S be a scheme of characteristic p > 0. Let f : (X,D) −→ S be
a proper smooth scheme with relative SNCD ([NS, (2.1.7)]). Let D(i) (i ∈ Z≥0) be a
scheme defined in [loc. cit., (2.2.13.2)]. Then if D(i) is ordinary for all i, then f is
log ordinary.
To prove this theorem, we have only to use the following spectral sequence ([Nakk3,
(5.7.1)]):
(2.4.1) E−k,h+k1 = H
h−i(D(k),WΩi−k
D(k)
)(−k) =⇒ Hh−i(X,WΩiX(logD)).
instead of the spectral sequence (1.2.1) in the case S = Spec(κ).
We say that f is log ordinary with compact suppport if Rjf∗(dΩ
i(− logD)) = 0 for
∀i, j. We can also obtain the following theorem:
Theorem 2.5. Let the notations be as in (2.4). If D(i) is ordinary for all i, then f
is log ordinary with compact suppport.
To prove this theorem, we have only to use the following spectral sequence ([Nakk3,
(5.7.2)]):
(2.5.1) Ek,q−k1 = H
h−i−k(D(k),WΩiD(k)) =⇒ H
h−i(X,WΩiX(− logD)).
in the case S = Spec(κ).
3 The second proof of (1.3)
In this section we prove (1.3), (2.4) and (2.5) without using the p-adic weight spectral
sequences (1.2.1), (2.4.1) and (2.5.1), respectively. The proof of (1.3) in this section
includes a simplification of the proof of Hyodo’s criterion in [Il2, Appendice] as already
stated in the Introduction: the filtration P on Ω•X/S induced by the filtration P on
Ω•
X/
◦
S
defined in [Nakk5] nor a generalization of the residue map in [loc. cit., (2.1.3)] is
unnecessary; we use only the filtration P on Ω•
X/
◦
S
. The filtration P on Ω•
X/
◦
S
is more
directly related with the complex Ω•◦
X(j)/
◦
S
(j ∈ N) than the filtration P on Ω•X/S . From
the earlier part of this section, we consider a certain integrable connection without
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log poles including the derivative d : OX −→ Ω1
X/
◦
S
. The main result in this section is
(3.18) below. This includes (1.3).
Let S be a family of log points ([Nakk5, (1.1)]) and let Y/S be a log smooth
scheme. Let g : Y −→ S be the structural morphism. Let e be a local section of
MS such that the image of e in MS/O∗S is the local generator. Set θS := d log e ∈
Ω1
S/
◦
S
. Then this section is independent of the choice of e and it is globalized. Set
θ := g∗(d log e) ∈ Ω1
Y/
◦
S
. Let π• : Ω•
Y/
◦
S
−→ Ω•Y/S be the natural projection. Because
Y/S is log smooth, the following sequence
0 −→ g∗(Ω1
S/
◦
S
)
θ∧
−→ Ω1
Y/
◦
S
π1
−→ Ω1Y/S −→ 0(3.0.1)
is locally split ([K, (3.12)]). By a very special case of [Nakk5, (1.7.20.1)], the following
sequence is exact:
0 −→ Ω•Y/S [−1]
θ∧
−→ Ω•
Y/
◦
S
π•
−→ Ω•Y/S −→ 0.(3.0.2)
The following lemma is a key lemma which enables us to simplify Illusie’s proof
for Hyodo’s criterion in [Il2].
Lemma 3.1. For each i, the resulting sequences of (3.0.2) by the operations Bi, Zi
and Hi (i ∈ Z≥0) are exact.
Proof. We have only to prove that the following sequences are exact:
0 −→ BΩi−1Y/S
θ∧
−→ BΩi
Y/
◦
S
−→ BΩiY/S −→ 0(3.1.1)
and
0 −→ ZΩi−1Y/S
θ∧
−→ ZΩi
Y/
◦
S
−→ ZΩiY/S −→ 0.(3.1.2)
Because the problem is local, we may assume that there exists a basis {θ, {ωi}
d
i=1} of
Ω1
Y/
◦
S
. Then {π1(ωi)di=1} is a basis of Ω
1
Y/S . Let ι : Ω
1
Y/S −→ Ω
1
Y/
◦
S
(π1(ωi) 7−→ ωi)
be the splitting of the projection π1 : Ω1
Y/
◦
S
−→ Ω1Y/S . Let Ω
i
Y/S −→ Ω
i
Y/
◦
S
(i ∈ Z≥1)
be the induced splitting by ι above and denote it by ι : Ω1Y/S −→ Ω
1
Y/
◦
S
again. Then
Ωi
Y/
◦
S
= ι(ΩiY/S)⊕θ∧(Ω
i−1
Y/S). Let d : Ω
i
Y/
◦
S
−→ Ωi+1
Y/
◦
S
and dY/S : Ω
i
Y/S −→ Ω
i+1
Y/S be the
standard differentials. By expressing a local section of Ωi
Y/
◦
S
by the basis {θ, {ωi}di=1}
of Ωi
Y/
◦
S
(cf. the first proof of (3.3) below), it is obvious that the following diagram is
commutative:
(3.1.3)
Ωi
Y/
◦
S
ι(ΩiY/S)⊕ θ ∧ (Ω
i−1
Y/S)
d
y yι(dY/S)⊕(−θ∧dY/S)
Ωi+1
Y/
◦
S
ι(Ωi+1Y/S)⊕ θ ∧ (Ω
i
Y/S).
Hence
BΩi
Y/
◦
S
= ι(BΩiY/S)⊕ θ ∧ (BΩ
i−1
Y/S)
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and
ZΩi
Y/
◦
S
= ι(ZΩiY/S)⊕ θ ∧ (ZΩ
i−1
Y/S).
This implies that the sequences (3.1.1) and (3.1.2) are exact. We complete the proof
of (3.1).
More generally, let E be a quasi-coherent OY -module and let
∇ : E −→ E ⊗OY Ω
1
Y/
◦
S
(3.1.4)
be an integrable connection. Let
∇Y/S : E −→ E ⊗OY Ω
1
Y/S(3.1.5)
be the induced integrable connection by ∇. Then we have the following morphism of
complexes of g−1(OS)-modules:
θ∧ : E ⊗OY Ω
•
Y/
◦
S
[−1] ∋ e ⊗ ω 7−→ e⊗ (θ ∧ ω) ∈ E ⊗OY Ω
•
Y/
◦
S
(3.1.6)
which induces the following morphism of complexes of g−1(OS)-modules:
θ∧ : E ⊗OY Ω
•
Y/S [−1] −→ E ⊗OY Ω
•
Y/
◦
S
.(3.1.7)
Indeed, because we have the following equalities
(∇θ ∧ −θ ∧ (−∇))(e ⊗ ω) = (∇θ ∧+θ ∧ ∇)(e⊗ ω)
(3.1.8)
= {∇(e) ∧ θ ∧ ω + e⊗ d(θ ∧ ω)}+ {θ ∧∇(e) ∧ ω + e⊗ (θ ∧ dω)}
= ∇(e) ∧ θ ∧ ω + θ ∧∇(e) ∧ ω = 0
(e ∈ E , ω ∈ ΩiY/S (i ∈ N)),
∇θ∧ = θ ∧ (−∇). Because the exact sequence (3.0.2) is locally split, the following
sequence of complexes of g−1(OS)-modules is exact:
0 −→ E ⊗OY Ω
•−1
Y/S
θ∧
−→ E ⊗OY Ω
•
Y/
◦
S
−→ E ⊗OY Ω
•
Y/S −→ 0.(3.1.9)
Definition 3.2. We say that E is locally generated by horizontal sections of ∇ if there
exist local sections e0, . . . , em (m ∈ N) which generate E locally as an OY -module such
that ∇(ej) = 0 for 0 ≤ ∀j ≤ m. We say that the set {ej}mj=0 a set of local horizontal
generators of E .
We can generalize (3.1) as follows:
Lemma 3.3. Assume that E is locally generated by horizontal sections. Then, for
each i, the resulting sequences of (3.1.9) by the operations Bi, Zi and Hi (i ∈ Z≥0)
are exact.
Proof. First we give the elementary and direct two proof of this lemma. Later we
give another proof it when Y/S is of Cartier type and (E ,∇) is a certain connection
(see (3.6) below).
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We claim that the following sequences are exact:
0 −→ Bi−1(E ⊗OY Ω
•
Y/S)
θ∧
−→ Bi(E ⊗OY Ω
•
Y/
◦
S
) −→ Bi(E ⊗OY Ω
•
Y/S) −→ 0,(3.3.1)
0 −→ Zi−1(E ⊗OY Ω
•
Y/S)
θ∧
−→ Zi(E ⊗OY Ω
•
Y/
◦
S
) −→ Zi(E ⊗OY Ω
•
Y/S) −→ 0.(3.3.2)
The problem is local. We give the two proofs of the exactness of (3.3.1).
The first proof:
Let MY be the log structure of Y . Because the problem, we can fix a set {ej}dj=0
of horizontal generators of E and fix a base {θ, ω1, . . . , ωd} of Ω1
Y/
◦
S
(ωi = d logmi for
somemi ∈MY ). For a nonnegative integer k, set Pk := {I ⊂ {1, . . . , d} | ♯I = k}. For
a nonnegative integer k and an element I := {i1, . . . , ik} ∈ Pk, set ωI := ωi1∧· · ·∧ωik ,
where i1 < · · · < ik. For an empty set φ, set ωφ = 1 ∈ OY . Any local section e of
E ⊗OY Ω
i−1
Y/
◦
S
can be expressed as follows:
e =
m∑
j=0
{ej ⊗ (
∑
I∈Pi−1
fIωI +
∑
J∈Pi−2
gJθ ∧ ωJ)} (fI , gJ ∈ OY ).
Then
∇(e) =
m∑
j=0
{ej ⊗ (
∑
I∈Pi−1
dfI ∧ ωI +
∑
J∈Pi−2
dgJ ∧ θ ∧ ωJ)}.
Hence the following diagram is commutative:
(3.3.3)
E ⊗OY Ω
i
Y/
◦
S
ι(E ⊗OY Ω
i
Y/S)⊕ {∧θ(E ⊗OY Ω
i−1
Y/S)}
∇
y yι(∇Y/S)⊕(θ∧∇Y/S)
E ⊗OY Ω
i+1
Y/
◦
S
{ι(E ⊗OY Ω
i+1
Y/S)} ⊕ {θ ∧ (E ⊗OY Ω
i
Y/S)}.
Consequently
Bi(E ⊗OY Ω
•
Y/
◦
S
) = ι(Bi(E ⊗OY Ω
•
Y/S))⊕ θ ∧ (B
i−1(E ⊗OY Ω
•
Y/S)),
Zi(E ⊗OY Ω
•
Y/
◦
S
) = ι(Zi(E ⊗OY Ω
•
Y/S))⊕ θ ∧ (Z
i−1(E ⊗OY Ω
•
Y/S)).
This implies that the sequences (3.3.1) and (3.3.2) are exact.
The second proof in the case where E is a flat quasi-coherent OY -module:
Here we give the exactness of only (3.3.1). We can prove the exactness of (3.3.2)
similarly. It suffices to prove that
Ker(Bi(E ⊗OY Ω
•
Y/
◦
S
) −→ Bi(E ⊗OY Ω
•
Y/S)) ⊂ (θ∧)(B
i−1(E ⊗OY Ω
•
Y/S)).
This is equivalent to the following inclusion
∇(E ⊗OY Ω
i−1
Y/
◦
S
) ∩ (θ∧)(E ⊗OY Ω
i−1
Y/
◦
S
)) ⊂ (θ∧)∇(E ⊗OY Ω
i−2
Y/
◦
S
).(3.3.4)
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To prove the inclusion (3.3.4), by the assumption we have only to prove that the
following inclusion holds:
(E ⊗OY dΩ
i−1
Y/
◦
S
) ∩ (E ⊗OY (θ∧)(Ω
i−1
Y/
◦
S
))) ⊂ E ⊗OY (θ∧)(dΩ
i−2
Y/
◦
S
).(3.3.5)
Because E is a flat OY -module, it suffices to prove that
dΩi−1
Y/
◦
S
∩ (θ ∧ (Ωi−1
Y/
◦
S
)) ⊂ θ ∧ (dΩi−2
Y/
◦
S
).(3.3.6)
By taking a local basis {ω1, . . . , ωd, θ} of Ω1
Y/
◦
S
, by describing a local section of Ωi−1
Y/
◦
S
with the use of this basis and by noting that dθ = 0, (3.3.6) is an obvious inclusion.
We complete the first proof of (3.3).
Definition 3.4. Let h : Z −→ T be a proper log smooth morphism of fine log schemes.
Let ∇ : M−→M⊗OY Ω
1
Z/T be an integrable connection. We say that the connection
∇ is log ordinary if Rjh∗(Bi(M⊗OZ Ω
•
Z/T )) = 0 for ∀i, j ∈ N. If ∇ is the derivative
d : OZ −→ Ω1Z/T and if d is log ordinary in the sense above, then we say that h or
Z/T is log ordinary.
The following is a first step of the proof of Hyodo’s criterion for the case of an
integrable connection.
Corollary 3.5. Assume that E is locally generated by horizontal sections. The con-
nection (3.1.5) is log ordinary if and only if Rjg∗(B
i(E ⊗OY Ω
•
Y/
◦
S
)) = 0 for ∀i and
∀j.
Proof. The implication =⇒ follows from (3.3). The converse implication also follows
from the exact sequence (3.3.1) and induction on i.
Remark 3.6. (1) If E is not locally generated by horizontal sections of ∇, (3.3.1) is
not necessarily exact. Indeed, consider the case i = 0 and consider a log scheme Y
whose underlying scheme is Spec(κ[x, y]/(xy)) and whose log structure is associated
to a morphism N2 −→ κ[x, y]/(xy) defined by (1, 0) 7−→ x and (0, 1) 7−→ y. The
diagonal immersion N −→ N2 induces a morphism Y −→ s of log schemes. Let E be
a free OY -module of rank 1 with basis e. Let ∇ : E −→ E ⊗OY Ω
1
Y/
◦
S
be an integrable
connection defined by the following equalities: ∇(e) = e⊗ θ, ∇(fe) = f∇(e) + e⊗ df
(f ∈ OY ). Then ∇Y/S(e) = 0. Hence the sequence (3.3.1) for i = 1 is not exact.
(2) We give the third proof of (3.3) in the following case.
Assume that Y/S is of Cartier type. Set Y ′ := Y ×S,FS S. Let F : Y −→ Y
′ be
the relative Frobenius morphism over S. Let E ′ be a quasi-coherent flat OY ′ -module.
Set (E ,∇) := (F ∗(E ′), idE′ ⊗ d). Here d : OY −→ Ω1
Y/
◦
S
is the usual derivative. It is
obvious that E is locally generated by horizontal sections of ∇. By a special case of
[O2, V (4.1.1)] and by [O1, (1.2.5)], there exists a morphism
C−1 : E ′ ⊗O′Y Ω
i
Y ′/
◦
S
−→ F∗H
i(E ⊗OY Ω
•
Y/
◦
S
) (i ∈ N)(3.6.1)
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of OY ′-modules fitting into the following commutative diagram:
(3.6.2)
0 −−−−→ E ′ ⊗OY ′ Ω
i−1
Y ′/S
θ∧
−−−−→ E ′ ⊗OY ′ Ω
i
Y ′/
◦
S
−−−−→ E ′ ⊗OY ′ Ω
i
Y ′/S −−−−→ 0
C−1
y≃ C−1y C−1y≃
0 −−−−→ F∗Hi−1(E ⊗OY Ω
•
Y/S)
θ∧
−−−−→ F∗Hi(E ⊗OY Ω
•
Y/
◦
S
) −−−−→ F∗Hi(E ⊗OY Ω
•
Y/S) −−−−→ 0.
Note that C−1(θ) = θ. Hence the morphism (3.6.1) is an isomorphism. By [SGA 5,
XV Proposition 2 a)],
◦
F is a homeomorphism. Hence the following sequence
0 −→ Hi−1(E ⊗OY Ω
•
Y/S)
θ∧
−→ Hi(E ⊗OY Ω
•
Y/
◦
S
) −→ Hi(E ⊗OY Ω
•
Y/S) −→ 0
is exact. Using induction on i, we see that the following sequences are exact:
0 −→ Zi−1(E ⊗OY Ω
•
Y/S)
θ∧
−→ Zi(E ⊗OY Ω
•
Y/
◦
S
) −→ Zi(E ⊗OY Ω
•
Y/S) −→ 0
and
0 −→ Bi−1(E ⊗OY Ω
•
Y/S)
θ∧
−→ Bi(E ⊗OY Ω
•
Y/
◦
S
) −→ Bi(E ⊗OY Ω
•
Y/S) −→ 0.
We complete the second proof of (3.3) in the case above.
Let Z be a fine log (formal) scheme over a fine log (formal) scheme T . Let g : Z −→
◦
T be the structural morphism. Let us recall the increasing filtration P on the sheaf
Ωi
Z/
◦
T
(i ∈ N) of log differential forms on Zzar ([Nakk5, (1.3.0.1)], cf. [Nakk4, (4.0.2)]):
(3.6.3) PkΩ
i
Z/
◦
T
=


0 (k < 0),
Im(Ωk
Z/
◦
T
⊗OZΩ
i−k
◦
Z/
◦
T
−→ Ωi
Z/
◦
T
) (0 ≤ k ≤ i),
Ωi
Z/
◦
T
(k > i).
In [Nakk5] we have called this filtration P the preweight filtration on Ω•
Z/
◦
T
. For a
flat quasi-coherent OZ-module F , set
Pk(F ⊗OZ Ω
i
Z/
◦
T
) := F ⊗OZ PkΩ
i
Z/
◦
T
(i ∈ N, k ∈ Z).
Let F be a flat quasi-coherent OZ -module and let
∇ : F −→ F ⊗OZ P0Ω
1
Z/
◦
T
(3.6.4)
be an integrable connection. That is, ∇ is a morphism of g−1(OT )-modules, ∇(aω) =
ω ⊗ da+ a∇(ω) (a ∈ OZ , ω ∈ F) and the iteration of ∇: ∇2 : F −→ F ⊗OZ P0Ω
2
Z/
◦
T
is zero. By abuse of notation, we denote the induced morphism F −→ F ⊗OZ Ω
1
Z/
◦
T
by (3.6.4) also by
∇ : F −→ F ⊗OZ Ω
1
Z/
◦
T
.(3.6.5)
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Let
∇Z/T : F −→ F ⊗OZ Ω
1
Z/T .(3.6.6)
be the induced integrable connection by (3.6.5). Then we have complexes F⊗OZΩ
•
Z/
◦
T
and F ⊗OZ Ω
•
Z/T . Set
Pk(F ⊗OZ Ω
•
Z/
◦
T
) := F ⊗OZ PkΩ
•
Z/
◦
T
(k ∈ Z).
By (3.6.4) we indeed the complex Pk(F ⊗OZ Ω
•
Z/
◦
T
). Consequently we have a filtered
complex (F ⊗OZ Ω
•
Z/
◦
T
, P ) of g−1(OT )-modules.
Remark 3.7. Though Z/
◦
T is not necessarily log smooth, let us define a sheaf R
Z/
◦
T
on
◦
Z as Coker(Ω1◦
Z/
◦
T
−→ Ω1
Z/
◦
T
) following [O1, (1.3.0.1)]. Let F ′ be a quasi-coherent
OZ-module. Then it is obvious that an integrable connection
∇ : F ′ −→ F ′ ⊗OZ Ω
1
Z/
◦
T
(3.7.1)
induces a connection (3.6.4) if and only if the induced morphism
∇ : F ′ −→ F ′ ⊗OZ R
Z/
◦
T
(3.7.2)
by (3.7.1) is zero.
Let h : Z −→ W be a morphism of log schemes over
◦
T . Let G be a flat quasi-
coherent OW -module and let
∇ : G −→ G ⊗OW P0Ω
1
W/
◦
T
be an integrable connection fitting into the following commutative diagram
h∗(F)
∇
−−−−→ h∗(F ⊗OZ P0Ω
1
Z/
◦
T
)x x
G
∇
−−−−→ G ⊗OW P0Ω
1
W/
◦
T
.
Then we have the following morphism of filtered complexes:
(3.7.3) h∗ : (G ⊗OW Ω
•
W/
◦
T
, P ) −→ h∗((F ⊗OZ Ω
•
Z/
◦
T
, P )).
Now let X be an SNCL scheme over S. Let {
◦
Xλ}λ∈Λ be a decomposition of
◦
X by smooth components of
◦
X over
◦
S ([Nakk5, (1.1.8)]). Then the set {
◦
Xλ}λ∈Λ
gives the orientation sheaf ̟
(k)
zar(
◦
X/
◦
S) (k ∈ N) as in [NS, p. 81] ([Nakk5, (1.1)]). Let
f : X −→ S and
◦
f (k) :
◦
X(k) −→
◦
S be the structural morphisms. For a nonnegative
integer k, set
(3.7.4)
◦
X{λ0,λ1,...λk} :=
◦
Xλ0 ∩ · · · ∩
◦
Xλk (λi 6= λj if i 6= j)
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and
(3.7.5)
◦
X(k) =
∐
{λ0,...,λk | λi 6=λj (i6=j)}
◦
X{λ0,λ1,...,λk}.
For a negative integer k, set
◦
X(k) = ∅. In [Nakk5, (1.1.11)] we have proved that
◦
X(k) is independent of the choice of the set {
◦
Xλ}λ∈Λ. Denote the natural local closed
immersion
◦
Xλ0···λk
⊂
−→
◦
X by aλ0···λk . Let a
(k) :
◦
X(k) −→
◦
X (k ∈ N) be the morphism
induced by the aλ0···λk ’s.
The following Poincare´ residue isomorphism is a special case of [Nakk5, (1.3.14)]:
Proposition 3.8. Let x be an exact closed point of X. Let r be a nonnegative integer
such that MX,x/O∗X,x ≃ N
r. Let m1,x, . . . ,mr,x be local sections of MX around x
whose images in MX,x/O∗X,x are generators of MX,x/O
∗
X,x. Then, for a positive
integer k, the following morphism
(3.8.1) Res : PkΩ
•
X/
◦
S
−→ a
(k−1)
∗ (Ω
•−k
◦
X(k−1)/
◦
S
⊗Z ̟
(k−1)
zar (
◦
X/
◦
S))
ωd logmλ0 · · · d logmλk−1 7−→ a
∗
λ0···λk−1(ω)⊗(orientation (λ0 · · ·λk−1)) (ω ∈ P0Ω
•
X/
◦
S
)
(cf. [D2, (3.1.5)]) induces the following “Poincare´ residue isomorphism”
grPk (Ω
•
X/
◦
S
)
∼
−→ a
(k−1)
∗ (Ω
•−k
◦
X(k−1)/
◦
S
⊗Z ̟
(k−1)
zar (
◦
X/
◦
S)).(3.8.2)
Let
∇ : E −→ E ⊗OX Ω
1
X/
◦
S
(3.8.3)
be an integrable connection on X/
◦
S locally generated horizontal sections of ∇. This
connection induces the following integrable connections:
∇ : E −→ E ⊗OX P0Ω
1
X/
◦
S
(3.8.4)
and
∇X/S : E −→ E ⊗OX Ω
1
X/S .(3.8.5)
In the following we always assume that E is a flat OX -module.
Corollary 3.9. (1) The morphism (3.8.1) induces the following morphism
(3.9.1)
Res : Pk(E ⊗OX Ω
•
X/
◦
S
) −→ a
(k−1)
∗ (a
(k−1)∗(E)⊗O ◦
X(k−1)
Ω•−k◦
X(k−1)/
◦
S
⊗Z ̟
(k−1)
zar (
◦
X/
◦
S))
of complexes which induces the following Poincare´ residue isomorphism
grPk (E ⊗OX Ω
•
X/
◦
S
)
∼
−→ a
(k−1)
∗ (a
(k−1)∗(E)⊗O ◦
X(k−1)
Ω•−k◦
X(k−1)/
◦
S
⊗Z ̟
(k−1)
zar (
◦
X/
◦
S))
(3.9.2)
of complexes.
(2)
BigrPk (E ⊗OX Ω
•
X/
◦
S
) = a
(k−1)
∗ (B
i−k(a(k−1)∗(E)⊗O ◦
X(k−1)
Ω•◦
X(k−1)/
◦
S
⊗Z ̟
(k−1)
zar (
◦
X/
◦
S))).
(3.9.3)
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Proof. (1): By noting the connection (3.8.3) induces the connection (3.8.4), it is easy
to check that the morphism (3.9.1) is a morphism of complexes. It is also easy to
check that this morphism induces the isomorphism (3.9.2).
(2): (2) follows from (1).
Next we recall the description of P0Ω
•
X/
◦
S
(k ∈ Z) in [Nakk5]. The following has
been proved in [Nakk5, (1.3.21)] as a special case:
Proposition 3.10 (cf. [Mo, Lemma 3.15.1], [Nakk3, (6.29)]). The natural mor-
phism
Ω•◦
X/
◦
S
−→ a
(0)
∗ (Ω
•
◦
X(0)/
◦
S
⊗Z ̟
(0)
zar(
◦
X/
◦
S)))
induces a morphism
P0Ω
•
X/
◦
S
−→ a
(0)
∗ (Ω
•
◦
X(0)/
◦
S
⊗Z ̟
(0)
zar(
◦
X/
◦
S)))
and the following sequence
(3.10.1)
0 −→ P0Ω
•
X/
◦
S
−→ a
(0)
∗ (Ω
•
◦
X(0)/
◦
S
⊗Z̟
(0)
zar(
◦
X/
◦
S))
ι(0)∗
−→ a
(1)
∗ (Ω
•
◦
X(1)/
◦
S
⊗Z̟
(1)
zar(
◦
X/
◦
S)))
ι(1)∗
−→ · · ·
of complexes of f−1(OS)-modules is exact. Here
ι(k)∗ : a
(k)
∗ (Ω
•
◦
X(k)/
◦
S
⊗Z̟
(k)
zar(
◦
X/
◦
S))) −→ a
(k+1)
∗ (Ω
•
◦
X(k+1)/
◦
S
⊗Z̟
(k+1)
zar (
◦
X/
◦
S))) (k ∈ N)
is the morphism defined in [Nakk5, (1.3.20.5)].
The following is not included in [Nakk5, (1.3.21)]:
Corollary 3.11. The following sequence
(3.11.1) 0 −→ P0(E ⊗OX Ω
•
X/
◦
S
) −→ a
(0)
∗ (a
(0)∗(E)⊗O ◦
X(0)
Ω•◦
X(0)/
◦
S
⊗Z ̟
(0)
zar(
◦
X/
◦
S)))
ι(0)∗
−→ a
(1)
∗ (a
(1)∗(E)⊗O ◦
X(1)
Ω•◦
X(1)/
◦
S
⊗Z ̟
(1)
zar(
◦
X/
◦
S)))
ι(1)∗
−→ · · ·
of complexes of f−1(OS)-modules is exact.
Proof. This immediately follows from (3.10).
Set
Ω•k(E) := a
(k)
∗ (a
(k)∗(E)⊗O ◦
X(k)
Ω•◦
X(k)/
◦
S
⊗Z ̟
(k)
zar(
◦
X/
◦
S))) (k ∈ N).
(Our numbering k is different from the numbering for Lk in [Il2, p. 394].) Let
F (k) :
◦
X(k) −→ (
◦
X(k))′ be the relative Fronbenius morphism of
◦
X(k)/
◦
S. Let F◦
S
:
◦
S −→
◦
S be the Frobenius endomorphism of
◦
S and set X [p] := X ×◦
S,F◦
S
◦
S. In particular,
S[p] := S ×◦
S,F◦
S
◦
S. Note that we do not consider the base change X ′ := X ×S,FS S
by the Frobenius endomorphsim FS : S −→ S of S since X ′ is not an SNCL scheme.
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Then
◦
(X [p])(k) = (
◦
X(k))′. Let a(k)
′
: (
◦
X(k))′ −→ (X [p])◦ be the analogous morphism
to a(k). Let F : X −→ X [p] be the abrelative Frobenius morphism of X ([Nakk5,
(1.5.14)]) induced by the Frobenius endomorphism of X . Let F be a quasi-coherent
flat OX[p] -module. Set
Ωik(F) := a
(k)′
∗ (a
(k)′∗(F)⊗O
(
◦
X(k))′
Ωi
(
◦
X(k))′/
◦
S
⊗Z ̟
(k)
zar((X
[p])◦/
◦
S))) (k ∈ Z≥0)
for each i. Then the following sequence is exact:
(3.11.2) 0 −→ P0(F ⊗O
X[p]
Ωi
X[p]/
◦
S
) −→ Ωi0(F)
ι′(0)
−→ Ωi1(F)
ι′(1)∗
−→ · · · .
Here ι′(k) is the analogous morphism to ι(k) for X [p]/S. Consider the following four
conditions (I) ∼ (IV):
(I): There exists an isomorphism
C−1k : Ω
i
k(F)
∼
−→ F∗H
i(Ω•k(E))(3.11.3)
of O
(
◦
X(k))′
-modules for any i ∈ Z≥0 and any k ∈ Z≥0 fitting into the following
commutative diagram
(3.11.4)
F∗Hi(Ω•k(E)) −−−−→ F∗H
i(Ω•k+1(E))
C−1k
x≃ ≃xC−1k+1
Ωik(F) −−−−→ Ω
i
k+1(F).
(II) There exists the following morphism
C−1 : F ⊗O
X[p]
Ωi
X[p]/
◦
S
−→ F∗(H
i(E ⊗OX Ω
•
X/
◦
S
))(3.11.5)
of OX[p] -modules which induces the following morphism
C−1 : Pk(F ⊗O
X[p]
Ωi
X[p]/
◦
S
) −→ F∗(H
i(Pk(E ⊗OX Ω
•
X/
◦
S
))) (k ∈ Z).(3.11.6)
(III) The following diagram
(3.11.7)
P0(F ⊗O
X[p]
Ωi
X[p]/
◦
S
) −−−−→ Ωi0(F)
C−1
y ≃yC−10
F∗Hi(P0(E ⊗OX Ω
•
X/
◦
S
)) −−−−→ F∗Hi(Ωi0(E))
is commutative.
(IV) The following diagram is commutative for k ∈ Z≥1:
(3.11.8)
F∗H
i(grPk (E ⊗OX Ω
•
X/
◦
S
))
≃
−−−−→ F∗H
i−k(Ω•k(E))
C−1
x≃ ≃xC−1k
grPk (F ⊗OX[p] Ω
i
X[p]/
◦
S
)
≃
−−−−→ Ωi−kk (F).
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If the conditions (I) and (III) are satisfied, then the following morphism is an isomor-
phism
C−1 : P0(F ⊗O
X[p]
Ωi
X[p]/
◦
S
)
∼
−→ F∗(H
i(P0(E ⊗OX Ω
•
X/
◦
S
))).(3.11.9)
We easily see that the morphism (3.11.5) is an isomorphism by (3.11.9) and
(3.11.8).
The following is a generalization of [Il2, Appendice (1.6)]:
Proposition 3.12. Assume that the condition (I) holds. Then the resulting sequences
of (3.11.1) by the operations Hi, Bi and Zi (i ∈ Z≥0) are exact.
Proof. The proof of (3.12) is the same as that of [Il2, Appendice (1.6)]. Indeed, the
problem is local. Hence we may assume that
◦
X is quasi-compact. For G := E or F ,
set K•k(G) := Ker(Ω
•
k(G) −→ Ω
•
k+1(G)). Then the following sequences
0 −→ K•k(E) −→ Ω
•
k(G) −→ K
•
k+1(E) −→ 0
and
0 −→ Kik(F) −→ Ω
i
k(F) −→ K
i
k+1(F) −→ 0 (i ∈ N)
are exact by (3.11.1) and (3.11.2), respectively. Hence we have the following exact
sequence
· · · −→ Hi(K•k(E)) −→ H
i(Ω•k(E)) −→ H
i(K•k+1(E)) −→ · · ·(3.12.1)
and the following commutative diagram
(3.12.2)
0 −−−−→ F∗Hi(K•k(E)) −−−−→ F∗H
i(Ω•k(E)) −−−−→ F∗H
i(K•k+1(E)) −−−−→ 0x C−1x≃ x
0 −−−−→ Kik(F) −−−−→ Ω
i
k(F) −−−−→ K
i
k+1(F) −−−−→ 0
of sequences. Let uik be the left vertical morphism. If k ≫ 0, then K
•
k(G) = 0
since
◦
X(k) = ∅. Assume that uik is an isomorphism for ∀k ≥ k0 for some k0 and
∀i ∈ Z≥0. Because F∗Hi(Ω•k(E)) −→ F∗H
i(K•k+1(E)) is surjective for k = k0 − 1,
the morphism F∗Hi+1(K•k0−1(E)) −→ F∗H
i+1(Ω•k0−1(E)) is injective. Obviously the
morphism F∗H0(K•k0−1(E)) −→ F∗H
0(Ω•k0−1(E)) is also injective. Hence u
i
k0−1
(i ∈
Z≥0) is an isomorphism. Descending induction on k shows that the upper sequence
of (3.12.2) is exact. Because
◦
F is a homeomorphism of topological spaces ([SGA 5,
XV Proposition 2 a)]), the following sequence
0 −→ Hi(K•k(E)) −→ H
i(Ω•k(E)) −→ H
i(K•k+1(E)) −→ 0 (i, k ∈ Z≥0)
is exact. Now ascending induction on i shows that the resulting sequences of (3.10.1)
by the operations Zi and Bi (i ∈ Z≥0) are exact.
Proposition 3.13 (cf. [Il2, Corollaire (2.5)]). Assume that the conditions (I) ∼
(IV) hold. Then the resulting sequences of the following sequence by the operations
Hi, Bi and Zi (i ∈ Z≥0) are exact:
0 −→ Pk−1(E ⊗OX Ω
•
X/
◦
S
) −→ Pk(E ⊗OX Ω
•
X/
◦
S
) −→ grPk (E ⊗OX Ω
•
X/
◦
S
) −→ 0.
(3.13.1)
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Proof. We use the argument of (3.12) again. We may assume that k ≥ 1. We have
the following exact sequence
· · · −→ Hi(Pk−1(E ⊗OX Ω
•
X/
◦
S
)) −→ Hi(Pk(E ⊗OX Ω
•
X/
◦
S
)) −→ Hi(grPk (E ⊗OX Ω
•
X/
◦
S
)) −→ · · · .
First consider the case k = 1. By (3.11.9) and the conditions (II) and (IV), we obtain
the following commutative diagram
(3.13.2)
0 −−−−→ F∗Hi(P0(E ⊗OX Ω
•
X/
◦
S
)) −−−−→ F∗Hi(P1(E ⊗OX Ω
•
X/
◦
S
)) −−−−→
C−1
x≃ C−1x
0 −−−−→ P0(F ⊗OX Ω
i
X[p]/
◦
S
) −−−−→ P1(F ⊗OX Ω
i
X[p]/
◦
S
) −−−−→
F∗Hi(grP1 (E ⊗OX Ω
•
X/
◦
S
)) −−−−→ 0
C−11
x≃
grP1 (F ⊗OX Ω
i
X[p]/
◦
S
) −−−−→ 0.
Hence the morphism F∗Hi(P1(E⊗OXΩ
•
X/
◦
S
)) −→ F∗Hi(grP1 (E⊗OXΩ
•
X/
◦
S
)) is surjective
for ∀i. Consequently the morphism F∗Hi(P0(E ⊗OX Ω
•
X/
◦
S
)) −→ F∗Hi(P1(E ⊗OX
Ω•
X/
◦
S
)) is injective for ∀i. Consequently the upper horizontal sequence is exact. By
[SGA 5, XV Proposition 2 a)],
◦
F is a homeomorphism. Hence the following sequence
0 −→ Hi(P0(E ⊗OX Ω
•
X/
◦
S
)) −→ Hi(P1(E ⊗OX Ω
•
X/
◦
S
)) −→ Hi(grP1 (E ⊗OX Ω
•
X/
◦
S
)) −→ 0
is exact. Similarly we see that the following sequence
0 −→ Hi(Pk−1(E ⊗OX Ω
•
X/
◦
S
)) −→ Hi(Pk(E ⊗OX Ω
•
X/
◦
S
)) −→ Hi(grPk (E ⊗OX Ω
•
X/
◦
S
)) −→ 0
is exact for k ≥ 2. The rest of the proof is the same as that of (3.12).
Proposition 3.14 (cf. [Il2, Appendice (2.6)]). Assume that the conditions (I) ∼
(IV) hold. Consider the following conditions:
(a) Rjf∗(BΩ
i
k(E)) = 0 for ∀i, ∀j and ∀k.
(b) Rjf∗(B
i(Pk(E ⊗OX Ω
•
X/
◦
S
))) = 0 and Rjf∗(B
i(E ⊗OX Ω
•
X/
◦
S
)) = 0 for ∀i, ∀j
and ∀k.
(c) Rjf∗(B
i(E ⊗OX Ω
•
X/
◦
S
)) = 0 for ∀i and ∀j.
(d) Rjf∗(B
i(E ⊗OX Ω
•
X/S)) = 0 for ∀i and ∀j.
Then the following hold:
(1) (a) and (b) are equivalent.
(2) (b) implies (c).
(3) (c) and (d) are equivalent.
Consequently (a) implies (d).
Proof. (1): Let us prove the implication (a)=⇒(b). The sheaf Rjf∗(Bi(E ⊗OXΩ
•
X/
◦
S
))
is the associated sheaf to the following presheaf for open sub-log schemes U ’s of
◦
S:
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U 7−→ RjfU∗(Bi(E ⊗OX Ω
•
X×◦
S
U/U )), where fU : X ×◦S
U −→ U is the structural
morphism. Hence, to prove that Rjf∗(B
i(E ⊗OX Ω
•
X/
◦
S
)) = 0, we can assume that
Bi(E ⊗OX Ω
•
X/
◦
S
) = PkB
i(E ⊗OX Ω
•
X/
◦
S
) for some k ∈ N. We can also assume that
◦
X is quasi-compact. Now we obtain the implication (a)=⇒(b) by (3.12), (3.9.3) and
(3.13). The converse implication follows from (3.9.3) and (3.13).
(2): Obvious.
(3): (3) follows from (3.5).
In the following, we give examples of the integrable connections (E ,∇)’s which
satisfy the conditions (I) ∼ (IV).
Proposition 3.15. (1) ΩiX′/S = Ω
i
X[p]/S[p]
(i ∈ N).
(2) There exists a morphism
C−1 : Ωi
X[p]/
◦
S
−→ F∗H
i(Ω•
X/
◦
S
) (i ∈ N)(3.15.1)
of OX[p]-modules fitting into the following commutative diagram for i ∈ N :
(3.15.2)
0 −−−−→ Ωi−1
X[p]/S[p]
θ∧
−−−−→ Ωi
X[p]/
◦
S
−−−−→ Ωi
X[p]/S[p]
−−−−→ 0
C−1
y≃ C−1y C−1y≃
0 −−−−→ F∗Hi−1(Ω•X/S)
θ∧
−−−−→ F∗Hi(Ω•
X/
◦
S
) −−−−→ F∗Hi(Ω•X/S) −−−−→ 0.
Here
C−1 : ΩiX[p]/S[p] = Ω
i
X′/S
∼
−→ F∗H
i(Ω•X/S)(3.15.3)
is the log inverse Cartier isomorphism due to Kato ([K, (4.12)]). Consequently the
morphism (3.15.1) is an isomorphism.
(3) The isomorphism (3.15.1) induces the following isomorphism
C−1 : PkΩ
i
X[p]/
◦
S
∼
−→ F∗H
i(PkΩ
•
X/
◦
S
) (i, k ∈ N).(3.15.4)
(4) The following diagram
(3.15.5)
grPk (Ω
i
X[p]/
◦
S
)
Res, ∼
−−−−→ a
(k−1)
∗ (Ω
i−k
◦
X[p](k−1)/
◦
S
⊗Z ̟
(k−1)
zar (
◦
X ′/
◦
S))
C−1
y≃ ≃yC−1
F∗Hi(grPk (Ω
•
X/
◦
S
))
Res, ∼
−−−−→ F∗a
(k−1)
∗ Hi(Ω
•−k
◦
X(k−1)/
◦
S
⊗Z ̟
(k−1)
zar (
◦
X/
◦
S)).
is commutative for k ∈ Z≥1.
(5) The following diagram
(3.15.6)
P0Ω
i
X[p]/
◦
S
−−−−→ a
(0)
∗ (Ωi◦
X[p](0)/
◦
S
⊗Z ̟
(k−1)
zar (
◦
X ′/
◦
S))
C−1
y≃ ≃yC−1
F∗Hi(P0Ω•
X/
◦
S
) −−−−→ F∗a
(0)
∗ Hi(Ω•◦
X(0)/
◦
S
⊗Z ̟
(0)
zar(
◦
X/
◦
S))
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is commutative.
Consequently the isomorphism (3.15.1) satisfies the conditions (I) ∼ (IV) for the
case E = OX and F = OX[p].
Proof. (1): Because the morphism X −→ S is integral, (X ′)◦ = (X [p])◦. (1) follows
from [K, (1.7)].
(2): The existence of (3.15.1) is a special case of [O2, V (4.1.1)]. The commuta-
tivity of (3.15.2) follows from [loc. cit.] and [K, (4.12)]. (Note that C−1(θ) = θ).
(3), (4), (5): By the characterization of C−1 in [O2, V (4.1.1)], the morphism
(3.15.1) induces the following morphism
C−1 : PkΩ
i
X[p]/
◦
S
−→ F∗H
i(PkΩ
•
X/
◦
S
) (k ∈ Z).
We also have the commutative diagram (3.15.5). Hence decsending induction on k
shows that the morphism above is an isomorphism. We also have the commutative
diagram (3.15.6).
Example 3.16. Let E ′ be a quasi-coherent flat OX[p] -module. Let F : X −→ X
[p]
be the induced morphism of the Frobenius endomorphism of X . Set (E ,∇) :=
(F ∗(E ′), idE′ ⊗ d). By (3.15) (1) and [O1, (1.2.5)] we have the following isomorphism
C−1 : E ′ ⊗O
X[p]
ΩiX[p]/S
∼
−→ F∗(H
i(E ⊗O
X[p]
ΩiX[p]/S)) (i ∈ N).
Hence, by the same proof as that of (3.15), we have the following isomorphism
C−1 : E ′ ⊗O
X[p]
Ωi
X[p]/
◦
S
∼
−→ F∗(H
i(E ⊗O
X[p]
Ωi
X[p]/
◦
S
)) (i ∈ N)(3.16.1)
of OX[p] -modules fitting into the following commutative diagram for i ∈ N :
0 −−−−→ E ′ ⊗O
X[p]
Ωi−1
X[p]/S[p]
θ∧
−−−−→ E ′ ⊗O
X[p]
Ωi
X[p]/
◦
S
−−−−→ E ′ ⊗O
X[p]
Ωi
X[p]/S[p]
−−−−→ 0
C−1
y≃ C−1y≃ C−1y≃
0 −−−−→ F∗Hi−1(E ⊗OX Ω
•
X/S)
θ∧
−−−−→ F∗Hi(E ⊗OX Ω
•
X/
◦
S
) −−−−→ F∗Hi(E ⊗OX Ω
•
X/S) −−−−→ 0.
One can check that the isomorphism (3.16.1) satisfies the conditions (I)∼ (IV) without
difficulty.
Note that the log p-curvature of (E ,∇) in [O1] is zero.
Remark 3.17. (1) The inverse Cartier morphism C−1 : Ωi◦
X/
◦
S
−→ F∗(Hi(Ω•◦
X/
◦
S
)) fits
into the following commutative diagram
(3.18.1)
Ωi◦
X′/
◦
S
−−−−→ P0Ωi
X′/
◦
S
C−1
y yC−1
F∗(Ω
i
◦
X/
◦
S
) −−−−→ F∗Hi(P0Ω•
X/
◦
S
).
(2) By using the log inverse Cartier isomorphism (3.15.1), the commutative dia-
gram (3.15.2) and the argument of the proof of (3.12), we can also obtain (3.3) for
Y = X and (E ,∇) in (3.16).
21
Now we can give the second proof of (1.3).
Replace S by S◦
T
:= S ×◦
S
◦
T . Set X ◦
T
:= X ×S S◦
T
. Let f ◦
T
: X ◦
T
−→ S◦
T
be the
structural morphism. By the assumption, the condition (a) in (3.14) for E = OX is
satisfied. Hence Rjf ◦
T∗
(BΩiX◦
T
/S◦
T
) = 0 for ∀i and ∀j. By (2.3.1), RjfT∗(BΩiXT /T ) =
0. More generally, we obtain the following:
Theorem 3.18. Let (E ,∇) be the integrable connection (3.8.3) satisfying the condi-
tions (I) ∼ (IV). Let pT : XT −→ X be the projection. If a(k)∗(E ,∇) for ∀k ∈ N is
ordinary, then the induced connection
p∗T (E) −→ p
∗
T (E)⊗OXT Ω
1
XT /T
by (E ,∇X/S) is log ordinary.
Proof. One has to use only (3.14) and the argument before (3.18).
In the following we give another proof of the existence of the log inverse Cartier
isomorphism satisfying the conditions (I)∼(IV) for a unit root F -crystal on
◦
X/W(
◦
S)
when
◦
S is a perfect scheme of characteristic p > 0.
Assume that
◦
S is a perfect scheme of characteristic p > 0.
Let E be a unit root F -crystal of O ◦
X/W(
◦
S)
-module. Set E := E ◦
X
and F := q∗(E).
Then, by [Et, (3.4.1)], we have the isomorphism (3.11.3). In the following we review
a log version of Etesse’s results ([Et, II (3.2.3), (3.3.1), (3.4.1), (4.2.1)]) proved in
[Nakk5].
Let Y/S be a log smooth scheme. Let ⋆ be ′ or nothing. Let E be a unit root
F -crystal of O ◦
Y /W(
◦
S)
-module. Set En := E(Wn(Y ),V (OWn(Y )),[ ]). Let En ⊗Wn(OY )⋆
(WnΩ˜•Y )
⋆ be the complex defined in [Nakk5, (2.2.11.10)]. Let F : Wn(Y ) −→Wn(Y )
be the Frobenius endomorphism. Though we have assumed that
◦
S = Spec(κ) in
[loc. cit.], the same argument as that in [loc. cit.] works for the case where
◦
S is a
perfect scheme of characteristic p > 0.
Proposition 3.19 ([Nakk5, (2.2.15)]). The following formula holds:
(3.19.1)
F r(Filn(En+r ⊗Wn+r(OY )⋆ (Wn+rΩ˜
i
Y )
⋆)) = F r∇V n(Er ⊗Wr(OY )⋆ (WrΩ˜
i−1
Y )
⋆).
Consequently the morphism F r : En+r⊗Wn+r(OY )⋆ (Wn+rΩ˜
i
Y )
⋆ −→ F r∗ {En⊗Wn(OY )⋆
(WnΩ˜iY )
⋆} of Wn(OY )⋆-modules induces the following morphism
Fˇ r : En ⊗Wn(OY )⋆ (WnΩ˜
i
Y )
⋆ −→
(3.19.2)
F r∗ {F
r(En+r ⊗Wn+r(OY )⋆ (Wn+rΩ˜
i
Y )
⋆)/F r∇V n(Er ⊗Wr(OY )⋆ (WrΩ˜
i−1
Y )
⋆)}
of Wn(OY )-modules. For the case r = n, Fˇ
n induces the following morphism
Fˇn : En ⊗Wn(OY )⋆ (WnΩ˜
i
Y )
⋆ −→ Fn∗ H
i(En ⊗Wn(OY )⋆ (WnΩ˜
•
Y )
⋆)(3.19.3)
of Wn(OY )⋆-modules.
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Theorem 3.20 ([Nakk5, (2.2.16)]). The morphism V r : En⊗Wn(OY )⋆(WnΩ˜
i
Y )
⋆ −→
En+r ⊗Wn+r(OY )⋆ (Wn+rΩ˜
i
Y )
⋆ of Wn(OY )⋆-modules induces the following morphism
Vˇ r : F r∗ {En ⊗Wn(OY )⋆ (WnΩ˜
i
Y )
⋆/F r∇V n(Er ⊗Wr(OY )⋆ (WrΩ˜
i−1
Y )
⋆)}(3.20.1)
−→ En+r ⊗Wn+r(OY )⋆ (Wn+rΩ˜
i
Y )
⋆.
There exists a generalized Cartier isomorphism
Cˇr : F r∗ {F
r(En+r ⊗Wn+r(OY )⋆ (Wn+rΩ˜
i
Y )
⋆)/F r∇V n(Er ⊗Wr(OY )⋆ (WrΩ˜
i−1
Y )
⋆)}
∼
−→ En ⊗Wn(OY )⋆ (WnΩ˜
i
Y )
⋆
(3.20.2)
of Wn(OY )⋆-modules, which is the inverse of Fˇ r. The morphism Cˇr satisfies a rela-
tion pr ◦ Cˇr = Vˇ r. In particular, there exist the following isomorphisms
Fˇn : En ⊗Wn(OY )⋆ (WnΩ˜
i
Y )
⋆ ∼−→ Fn∗ (H
i(En ⊗Wn(OY )⋆ (WnΩ˜
•
Y )
⋆))(3.20.3)
and
Cˇn : Fn∗ (H
i(En ⊗Wn(OY )⋆ (WnΩ˜
•
Y )
⋆))
∼
−→ En ⊗Wn(OY )⋆ (WnΩ˜
i
Y )
⋆(3.20.4)
of Wn(OY )
⋆-modules, which are the inverse of another.
Proposition 3.21. There exist morphisms (3.11.3) and (3.11.5) satisfying I, II, III
and IV for the case E = F = E1.
Proof. We define an isomorphism
C−1 : E ⊗OX Ω
i
X
∼
−→ F∗(H
i(E ⊗OX Ω
•
X))(3.21.1)
of OY -modules as the following composite isomorphism:
C−1 : E ⊗OX Ω
i
X/
◦
S
id⊗C−1
−→ E ⊗OX F∗(H
i(Ω•
X/
◦
S
))
Fˇ
−→ F∗(H
i(E ⊗OX Ω
•
X))
This composite morphism preserve the filtration P . Because Fˇ is the induced mor-
phism by “id”, the commutativity of the diagrams (3.11.7) and (3.11.8) are obvi-
ous.
In the rest of this section, we give the open analogue of (3.18).
Lemma 3.22. Let the notations be as in (2.4). Let E be a quasi-coherent flat OX-
module. Let ∇ : E −→ E ⊗OX Ω
1
(X,D)/S be an integrable connection. (Note that
Ω1(X,D)/S = Ω
1
X/S(logD)). For k ∈ Z≥0, let D
(k) be the closed subscheme of X
defined in [NS, (2.2.13.2)] and let a(k) : D(k) −→ X be the natural morphism. Assume
that E is locally generated by horizontal sections of ∇. Set Pk(E ⊗OX Ω
•
(X,D)/S) :=
E ⊗OX PkΩ
•
(X,D)/S. Set
Ωik(E) := a
(k)
∗ (a
(k)∗(E)⊗O
D(k)
ΩiD(k)/S ⊗Z ̟
(k)
zar(D/S)) (k ∈ Z≥0)
for each i. Then the following hold:
(1) There exists the following Poincare´ residue isomorphism of complexes:
grPk (E ⊗OX Ω
•
(X,D)/S)
∼
−→ Ω•−kk (E).(3.22.1)
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(2) The following sequence is exact:
0 −→ E ⊗OX Ω
•
(X,D)/S(−D) −→ Ω
•
0(E)
ι(0)∗
−→ Ω•1(E)
ι(1)∗
−→ · · ·(3.22.2)
of complexes of f−1(OS)-modules is exact.
Proof. (1): By [NS, (2.2.21.3)] we have the following Poincare´ residue isomorphism:
Res : grPk (Ω
•
(X,D)/S)
∼
−→ a
(k)
∗ (Ω
•−k
D(k)/S
⊗Z ̟
(k)
zar(D/S)).
(3.22.1) immediately follows from this isomorphism.
(2): By [DI, (4.2.2) (a), (c)] the sequence (3.22.2) for the case E = OX is exact.
Now we see that the sequence (3.22.2) for the general case is exact.
Definition 3.23. We say that (E ,∇) is log ordinary with compactly support if
Rjf∗(B
i(E ⊗OX Ω
•
(X,D)/S(−D))) = 0 for any i ∈ Z≥0 and j ∈ Z≥0.
The following (1) is the open analogue of (3.18).
Theorem 3.24. Let the notations be as in (2.4). Let F : (X,D) −→ (X ′, D′) be the
relative Frobenius morphism over S. Let E ′ be a quasi-coherent OX′-module. For
k ∈ Z≥0, let a
′(k) : D′(k) −→ X ′ be the natural morphism. Set
Ωik(E
′) := a′
(k)
∗ (a
′(k)∗(E ′)⊗O
D′(k)
ΩiD′(k)/S ⊗Z ̟
(k)
zar(D
′/S)) (k ∈ Z≥0)
for each i. Assume that the following two conditions (I) and (II) are satisfied:
(I): There exists an isomorphism
C−1k : Ω
i
k(E
′)
∼
−→ F∗H
i(Ω•k(E))(3.24.1)
of OD′(k) -modules for any i ∈ Z≥0 and any k ∈ Z≥0 fitting into the following commu-
tative diagram
(3.24.2)
F∗Hi(Ω•k(E)) −−−−→ F∗H
i(Ω•k+1(E))
C−1
k
x≃ ≃xC−1k+1
Ωik(E
′) −−−−→ Ωik+1(E
′).
(II) The following diagram is commutative for k ∈ Z≥0:
(3.24.3)
F∗Hi(grPk (E ⊗OX Ω
•
(X,D)/S))
≃
−−−−→ F∗Hi−k(Ω•k(E))
C−1
x≃ ≃xC−1k
grPk (E
′ ⊗OX′ Ω
i
(X′,D′)/S)
≃
−−−−→ Ωi−kk (E
′).
Then the following hold:
(1) If a(k)∗(E ,∇) for ∀k ∈ N is ordinary, then (E ,∇) is log ordinary.
(2) If a(k)∗(E ,∇) for ∀k ∈ N is ordinary, then (E ,∇) is log ordinary with compact
support.
Proof. (1): Because the proof of (1) by using (3.22) (1) is easier than that of (3.18),
we leave the detail of the proof to the reader.
(2): Because the proof of (2) by using (3.22) (2) is easier than that of (3.18), we
leave the detail of the proof to the reader.
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4 The third proof of (1.3)
In this section we give the proof of (1.3) without using the p-adic weight spectral
sequence (1.2.1) nor the filtration P on Ω•
X/
◦
S
. Instead we use the p-adic weight
spectral sequence for WΩ˜iX in the case S = s. To obtain this spectral sequence, we
use the filtration P on WΩ˜iX .
First assume that S = s. Then we have proved the following in [Nakk5] as a very
special case of [Nakk5, (2.3.37)].
Theorem 4.1. Let i be a nonnegative integer. Set
E−k,h+k1 =


0 (k < 0),
Hh(X,P0WΩ˜iX) (k = 0),
Hh−k(
◦
X(k−1),WΩi−k◦
X(k−1)/κ
⊗Z ̟
(k−1)
zar (
◦
X/κ))(−k) (k > 0).
Then there exists the following spectral sequence
E−k,h+k1 =⇒ H
h(X,WΩ˜iX).(4.1.1)
There also exists the following spectral sequence
Ek,h−k1 = H
h−k(
◦
X(k−1),WΩi◦
X(k−1)
⊗Z ̟
(k−1)
zar (
◦
X/κ)) =⇒ Hh(X,P0WΩ˜
i
X).(4.1.2)
The spectral sequences (4.1.1) and (4.1.2) are compatible with the operator F .
Proposition 4.2 ([Nakk6, (3.4)]). The obvious analogue of (2.1) holds for WΩ˜iX .
Now we give the third proof of (1.3) as follows.
First assume that S = s. By (4.1) the operator F : Hj(X,WΩ˜iX) −→ H
j(X,WΩ˜iX)
is bijective for any i and j. By (4.2) the operator F : Hj(X,WΩ˜iX) −→ H
j(X,WΩ˜iX)
is bijective for any i and j if and only ifHj(X,BWΩ˜iX) = 0 (cf. [IR, IV (4.13)]). Let R
be the Cartier-Dieudonne´-Raynaud algebra of κ ([IR]). Set Rn := R/(V
nR+dV nR).
Then the following three facts hold by [Nakk3, (6.21.1), (6.16.1), (6.27)]:
(i) Im(Fn : W2nΩ˜iX −→WnΩ˜
i
X) = Ker(d : WnΩ˜
i
X −→WnΩ˜
i
X),
(ii) d−1(pnWΩ˜i+1X ) = F
nWΩ˜iX ,
(iii) Rn ⊗RWΩ˜•X =WnΩ˜
•
X .
As noted in the proof of [L, (4.1)] (for the case WnΩ•Y for a log smooth scheme
over a fine log scheme Y whose underlying scheme is Spec(κ)), these imply that the
following sequence
0 −→ Hj(X,WΩ˜i−1X )/(F
n + V n)Hj(X,WΩ˜i−1X )
d
−→ Hj(X,BWnΩ˜
i
X)
−→ (V n)−1FnHj+1(X,WΩ˜i−1X )/F
nHj+1(X,WΩ˜i−1X ) −→ 0.
is exact by the argument of the log version of [IR, IV (4.13)]. HenceHj(X,BWnΩ˜iX) =
0 for any i, j and n. In particular, Hj(X,BW1Ω˜iX) = 0 for any i and j. This is equiv-
alent to the vanishing of Hj(X,BΩi
X/
◦
s
) = 0. By (3.3), Hj(X,BΩiX/s) = 0 for any i
and j.
In the case of the general S, the rest of the proof is the same as the proof after
(2.3).
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Let n be a positive integer. Let Y/s be a log smooth scheme. By [Nakk5, (2.2.3.1)]
we have the following exact sequence:
0 −→WnΩ
•
Y [−1]
θ∧
−→WnΩ˜
•
Y −→WnΩ
•
Y −→ 0.(4.2.1)
Because this exact sequence is compatible with projections, we have the following
exact sequence:
0 −→WΩ•Y [−1]
θ∧
−→WΩ˜•Y −→WΩ
•
Y −→ 0.(4.2.2)
One can generalize (3.1) in the case S = s as follows, which is of independent interest:
Proposition 4.3. For each i, the resulting sequences of (4.2.1) by the operations Bi,
Zi and Hi, (i ∈ Z≥0) are exact. Consequently the resulting sequences of (4.2.2) by
the operations Bi, Zi and Hi (i ∈ Z≥0) are exact.
Proof. This is a local problem. We may assume that there exists a log smooth lift Y
of Y over W2n(s). Because we have the following commutative diagram
0 0 0y y y
0 −−−−→ Ω•Y/Wn(s)[−1]
θ∧
−−−−→ Ω•Y/Wn −−−−→ Ω
•
Y/Wn(s)
−−−−→ 0
pn
y pny pny
0 −−−−→ Ω•Y/W2n(s)[−1]
θ∧
−−−−→ Ω•Y/W2n −−−−→ Ω
•
Y/W2n(s)
−−−−→ 0y y y
0 −−−−→ Ω•Y/Wn(s)[−1]
θ∧
−−−−→ Ω•Y/Wn −−−−→ Ω
•
Y/Wn(s)
−−−−→ 0y y y
0 0 0,
we have the following commutative diagram of exact sequences:
· · · −−−−→ Hi−1(Ω•Y/Wn(s))
θ∧
−−−−→ Hi(Ω•Y/Wn) −−−−→ H
i(Ω•Y/Wn(s)) −→ · · ·
p−nd
y p−ndy p−ndy
· · · −−−−→ Hi(Ω•Y/Wn(s))
θ∧
−−−−→ Hi+1(Ω•Y/Wn) −−−−→ H
i+1(Ω•Y/Wn(s)) −→ · · · .
We may also assume that there exists a splitting ι : Ω•Y/W2n(s) −→ Ω
•
Y/W2n
of the pro-
jection Ω•Y/W2n −→ Ω
•
Y/W2n(s)
as in the proof of (3.3). Hence the following sequence
0 −→ Hi−1(Ω•Y/Wm(s)) −→ H
i(Ω•Y/Wm) −→ H
i(Ω•Y/Wm(s)) −→ 0 (m = n, 2n)
is split. Hence the following diagram is commutative:
(4.3.1)
Hi(Ω•X/Wn) ι(H
i(Ω•X/Wn(s)))⊕ θ ∧ (ι(H
i−1(Ω•X/Wn(s))))
p−nd
y yι(p−nd)⊕θ∧ι(p−nd)
Hi+1(Ω•X/Wn) ι(H
i+1(Ω•X/Wn(s)))⊕ θ ∧ (ι(H
i(Ω•X/Wn(s)))).
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Consequently
ZHi(Ω•X/Wn) = ι(ZH
i(Ω•X/Wn(s)))⊕ θ ∧ (ZH
i−1(Ω•X/Wn(s))),
BHi(Ω•X/Wn) = ι(BH
i(Ω•X/Wn(s)))⊕ θ ∧ (BH
i−1(Ω•X/Wn(s)))
and
Hi(H•(Ω∗X/Wn)) = ι(H
i(H•(Ω∗X/Wn(s))))⊕ θ ∧ (H
i−1(H•(Ω∗X/Wn(s)))).
Remark 4.4. We can give another proof of (4.3) by using the following inverse log
Cartier isomorphisms (cf. [Nakk3, (11.1)]) and by using the argument in the proof of
(3.13):
C−n : WnΩ
i
X
∼
−→ Hi(WnΩ
•
X)
and
C−n : WnΩ˜
i
X
∼
−→ Hi(WnΩ˜
•
X)
fitting into the following commutative diagram:
0 −−−−→ WnΩ
i−1
Y
θ∧
−−−−→ WnΩ˜iY −−−−→ WnΩ
i
Y −−−−→ 0
C−n
y≃ C−ny≃ C−ny≃
0 −−−−→ Hi−1(WnΩ•Y )
θ∧
−−−−→ Hi(WnΩ˜•Y ) −−−−→ H
i(WnΩ•Y ) −−−−→ 0.
5 Lower semi-continuity of log genera
In this section we give applications of the finite length version of the spectral sequence
(1.2.1). This has been proved in [Nakk3]:
Theorem 5.1 ([Nakk3, (4.1.1;n)]). Let i be a nonnegative fixed integer. Then
there exists the following spectral sequence:
E−k,h+k1 =
⊕
j≥max{−k,0}
Hh−i−j(
◦
X(2j+k),WnΩ
i−j−k
◦
X(2j+k)
)(−j − k)(5.1.1)
=⇒ Hh−i(X,WnΩ
i
X) (h ∈ N).
Let X be a proper log smooth scheme over s of pure dimension d. Let K0 be the
fraction field of W . Let (T ,A) be a ringed topos. For an A-module F of T and for
a positive integer r, denote F ⊗A · · · ⊗A F︸ ︷︷ ︸
r pieces
by
r
⊗
A
F .
Definition 5.2. (1) (cf. [Ii2, §11.2]) We call
pg(X/s, n, r) := lengthWn(H
0(X,
r
⊗
Wn(OX)
WnΩ
d
X))(5.2.1)
the log plurigenus of X/s of level n. When n = 1, we call pg(X/s, n, r) the log
plurigenus of X/s. When r = 1, we call pg(X/s, n, r) the log genus of X/s of level n.
When r = 1 and n = 1, we call pg(X/s, n, r) the log genus of X/s.
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(2) (the “vertical” log version of the Iitaka-Kodaira dimension defined in [Ii1] and
[Ii2, §10.5, §11.2]) Set
κ(X/s, n) := lim
r−→∞
log pg(X,n, r)
log r
.
We call κ(X/s, n) the log Iitaka-Kodaira dimension ofX/s of level n. We call κ(X/s, 1)
the log Iitaka-Kodaira dimension of X/s and we denote it by κ(X/s).
(3) We call
pg(X/W(s), r) := rankW(H
0(X,
r
⊗
W(OX)
WΩdX))(5.2.2)
the log Witt plurigenus of X/s. When r = 1, we call pg(X/W(s), r) the log Witt genus
of X/s.
(4) Set
κ(X/W(s)) := lim
r−→∞
log pg(X,∞, r)
log r
.
We call κ(X/W(s)) the log Witt-Iitaka-Kodaira dimension of X/W(s).
First we check that pg(X/W(s), r) 6=∞. To prove this, we recall the following:
Proposition 5.3 ([Nakk6, (3.10)]). Let t be a fine log scheme whose underlying
scheme is Spec(κ). Let Z/t be a log smooth scheme of Cartier type. Let FWn(Z) : Wn(Z) −→
Wn(Z) be the Frobenius endomorphism of Wn(Z). Then the following hold:
(1) The following sequence
FWn(Z)∗(WnΩ
i
Z)
V
−→Wn+1Ω
i
Z
Fn
−→ ZnW1Ω
i
Z −→ 0(5.3.1)
is an exact sequence of Wn+1(OZ)′-modules.
(2) The following sequence
Wn+1Ω
i
Z
F
−→ FWn(Z)∗(WnΩ
i
Z)
FWn(Z)∗(F
n−1d)
−→ BnW1Ω
i+1
Z −→ 0(5.3.2)
is an exact sequence of Wn+1(OZ)′-modules.
The following is a log version of [Il1, II (2.16)]:
Corollary 5.4. Let i, j be nonnegative integers. If dimκH
j(Y, ZnΩ
i
Y/t) (n ∈ Z≥0) is
bounded, then dimκH
j(Y,WΩiY )/V H
j(Y,WΩiY ) <∞. Furthermore, dimκH
j(Y,BnΩ
i+1
Y/t)
(n ∈ Z≥0) is bounded, then H
j(Y,WΩiY )/V H
j(Y,WΩiY ) is a finitely generated W-
module.
Proof. The proof is the same as that of [Il1, II (2.16)] by using (5.3).
Corollary 5.5. Let i be a nonnegative integer. Then H0(Y,WΩiY ) is a freeW-module
of finite type.
Proof. The proof is the same as that of [Il1, II (2.17)] by using (5.4).
Consider the spectral sequence (5.1.1) for the case i = d:
E−k,h+k1 =
⊕
j≥max{−k,0}
Hh−d−j(
◦
X(2j+k),WnΩ
d−j−k
◦
X(2j+k)
)(−j − k)(5.5.1)
=⇒ Hh−d(X,WnΩ
d
X) (h ∈ N).
Let Γ(
◦
X) be the dual graph of the simple normal crossing vareity
◦
X/κ.
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Theorem 5.6. (1) The following inequalities hold:
pg(
◦
X(0)/κ, n, 1) ≤ pg(X/s, n, 1) ≤ pg(
◦
X(0)/κ, n, 1)+
d∑
k=1
lengthWnKer(H
0(
◦
X(k),WnΩ
d−k
◦
X(k)
)(−k)
(5.6.1)
−→ H1(
◦
X(k−1),WnΩ
d−k+1
◦
X(k−1)
)(−k + 1))
≤
d∑
s=0
pg(
◦
X(s)/κ, n, 1).
(2) Let n be a positive integer. If dim
◦
X = 1, then pg(X/s, n, 1) = pg(
◦
X(0)/κ, n, 1)+
lengthWn(H
1(Γ(
◦
X),Wn)).
(3) Let n be a positive integer. Set
Ψ1(
◦
X,n) := lengthWnCoker(H
1(
◦
X(0),Wn(O ◦
X(0)
)) −→ H1(
◦
X(1),Wn(O ◦
X(1)
))).
If dim
◦
X = 2 and if the boundary map d−2,42 : E
−2,4
2 −→ E
0,3
2 of (5.5.1) is zero, then
the following formula holds:
pg(X/s, n, 1) = pg(
◦
X(0)/κ, n, 1) + Ψ1(
◦
X,n) + lengthWn(H
2(Γ(
◦
X),Wn)).
Proof. (1): Let {E−k,k+d∞ }k∈Z≥0 be the set of the E∞-terms of the spectral se-
quence (5.5.1). It is clear that pg(X/s, n, 1) =
∑d
k=0 lengthWn(E
−k,d+k
∞ ). Because
dim
◦
X(2j+k) = d−(2j+k), the non-vanishing termHh−d−j(
◦
X(2j+k),WnΩ
d−j−k
◦
X(2j+k)
)(−j−
k) can arise only in the case d − (2j + k) ≥ d − j − k. This inequality implies that
j = 0. Hence the spectral sequence (5.5.1) is equal to the following spectral sequence
E−k,h+k1 = H
h−d(
◦
X(k),WnΩ
d−k
◦
X(k)
)(−k) =⇒ Hh−d(X,WnΩ
d
X) (h ∈ N).(5.6.2)
If k < 0 or h < d, then E−k,h+k1 = 0. Hence E
−k,d+k
∞ (k ≥ 0) is a submodule of
E−k,d+k2 = Ker(H
0(
◦
X(k),WnΩ
d−k
X(k)
)(−k) −→ H1(
◦
X(k−1),WnΩ
d−k+1
◦
X(k−1)
)(−k + 1)).
(5.6.3)
Furthermore, E0,d∞ = E
0,d
1 = H
0(
◦
X(0),WnΩd◦
X(0)
). Hence the following natural mor-
phism
H0(X,WnΩ
d
X) −→ H
0(
◦
X(0),WnΩ
d
◦
X(0)
)(5.6.4)
is surjective. In conclusion, we obtain the inequalities in (5.6.1).
(2): By (5.6.2) we have the following exact sequence
0 −→ H0(
◦
X(0),WnΩ
1
◦
X(0)
) −→ H0(X,WnΩ
1
X)
−→ Ker(H0(X(1),WnOX(1))(−1) −→ H
1(
◦
X(0),WnΩ
1
◦
X(0)
)) −→ 0.
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The boundary morphism H0(X(1),WnOX(1))(−1) −→ H
1(
◦
X(0),WnΩ1◦
X(0)
) is the
Cˇech Gysin morphism ([Mo, 4.9]). Note that H0(X(1),WnOX(1)) = H
0
crys(X
(1)/Wn)
and H1(
◦
X(0),WnΩ1◦
X(0)
) = H2crys(
◦
X(0)/Wn). Hence
Ker(H0(X(1),WnOX(1))(−1) −→ H
1(
◦
X(0),WnΩ
1
◦
X(0)
)) = H1(Γ(
◦
X),Wn)(−1)
(cf. [loc. cit. 5.3]). Thus we can complete the proof of (1).
(3): Because dim
◦
X = 2, we obtain the following equalities:
E0,21 = H
0(
◦
X(0),WnΩ
2
◦
X(0)
), E−1,31 = H
0(
◦
X(1),WnΩ
1
◦
X(1)
)(−1),
E0,31 = H
1(
◦
X(0),WnΩ
2
◦
X(0)
), E−2,41 = H
0(
◦
X(2),Wn(O ◦
X(2)
))(−2),
E−1,41 = H
1(
◦
X(1),WnΩ
1
◦
X(1)
)(−1), E0,41 = H
2(
◦
X(0),WnΩ
2
◦
X(0)
).
The other E1-terms of (5.6.2) are zero. Hence E
−1,3
∞ = E
−1,3
2 . By the assumption,
E−2,4∞ = E
−2,4
2 = H
2(Γ(
◦
X),Wn)(−2). By the duality of Ekedahl ([Ek, (2.2.23)]),
E−1,32 is the dual of Coker(H
1(
◦
X(0),Wn(O ◦
X(0)
)) −→ H1(X(1),Wn(OX(1)))). Hence
(3) follows.
Corollary 5.7. The natural morphism
H0(X,WΩdX) −→ H
0(
◦
X(0),WΩd◦
X(0)
)(5.7.1)
is surjective. In particular,
pg(X/W(s), 1) ≥ pg(
◦
X(0)/W , 1).(5.7.2)
Proof. Set Kn := Ker(H
0(X,WnΩdX) −→ H
0(
◦
X(0),WnΩd◦
X(0)
)). By the surjectivity
of the morphism (5.6.4), we obtain the following exact sequence
0 −→ Kn −→ H
0(X,WnΩ
d
X) −→ H
0(
◦
X(0),WnΩ
d
◦
X(0)
) −→ 0(5.7.3)
of Wn-modules. Because H0(X,WnΩdX) is an artrinian Wn-modules, so is Kn, and
hence the projective system {Kn}
∞
n=1 satisfies the Mittag-Leffler condition. Hence the
following sequence 0 −→ lim
←−n
Kn −→ H0(X,WΩdX) −→ H
0(
◦
X(0),WΩd◦
X(0)
) −→ 0 is
exact.
Remark 5.8. (1) As in (5.6), even if κ is any field of any characteristic, there is the
following spectral sequence of abelian groups
E−k,h+k1 = H
h−d(X(k+1),Ωd−k
X(k+1)/κ
) =⇒ Hh−d(X,ΩdX/κ).
Thus pg(X/s, 1, 1) =
∑d
k=0 dimκE
−k,k+d
∞ . In particular, the inequalities (5.6.1) for
the case n = 1 holds.
30
(2) Assume that
◦
s = Spec(C) and that X/s is a proper log analytic SNCL space.
Let i be a nonnegative fixed integer. Then we have the following spectral sequence
by using the Poincare´ residue isomorphism (cf. (3.8.1)):
E−k,h+k1 =
⊕
j≥max{−k,0}
Hh−i−j(
◦
X(2j+k),Ωi−j−k◦
X(2j+k)
)(−j − k)(5.8.1)
=⇒ Hh−i(X,ΩiX/s) (h ∈ N).
Here (−j−k) is the usual Tate twist. Assume that each irreducible components of
◦
X
is Ka¨hler or the analytification of a proper scheme over C. By using theory of mixed
Hodge structures in ([D1], [D2]) and by [FN], this spectral sequence degenerates at
E2. In particular, the following equality holds:
pg(X/s, 1) = pg(
◦
X(0)/C, 1) +
d∑
k=1
dimC Ker(H
0(
◦
X(k),Ωd−k◦
X(k)
)(−k)
(5.8.2)
−→ H1(
◦
X(k−1),Ωd−k+1◦
X(k−1)
)(−k + 1)).
Using the Lefschetz’ principle, we obtain the following:
Corollary 5.9. Assume that the characteristic of the base field κ is 0. Let X/s be a
proper SNCL scheme. Then
pg(X/s, 1) = pg(
◦
X(0)/κ, 1) +
d∑
k=1
dimκ Ker(H
0(
◦
X(k),Ωd−k◦
X(k)
)(5.9.1)
−→ H1(
◦
X(k−1),Ωd−k+1◦
X(k−1)
)).
Corollary 5.10. Let the notations be as in (5.6). Set d := dim
◦
X. Let
◦
Xλ be an
irreducible component of
◦
X. Assume that the spectral sequence (5.6.2) for the case
n = 1 degenerates at E2. Then, if pg(X/s, 1, 1) = 1 and if H
d(Γ(
◦
X), κ) 6= 0, then
pg(
◦
Xλ, 1, 1) = 0 and H
d(Γ(
◦
X), κ) ≃ κ.
Proof. Consider the spectral sequence (5.6.1). By (5.6.3),
E−d,2d∞ = E
−d,2d
2 = Ker(H
0(
◦
X(d),O ◦
X(d)
)(−d) −→ H1(
◦
X(d−1),Ω1◦
X(d−1)
)(−d+ 1))
= Hd(Γ(
◦
X), κ)(−d).
6 Lower semi-continuity of log plurigenera
Let {
◦
Xi}i∈I be a finite set of the irreducible component of
◦
X. Next we would like to
prove that the following inequality
∑
i∈I
pg(
◦
Xi/κ, n, r) ≤ pg(X/s, n, r) (r ∈ Z≥1)(6.0.1)
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holds. However, for general n, I have not been able to prove this inequality. What
I have been able to prove is (6.0.1) only in the case n = 1 for the case r ≥ 2 (see
(6.3) below). Even in the case n = 1, because we do not know whether the following
induced morphism by (5.6.4)
H0(X,
r
⊗
OX
(ΩdX)
⊗r) −→ H0(
◦
X(0),
r
⊗
O ◦
X(0)
Ωd◦
X(0)
)
is surjective for general r ≥ 2, we need a new argument to prove this inequality.
Let r be a positive integer. Set a := a(0) :
◦
X(0) −→
◦
X. Let n be a positive integer
or nothing. The key for the proof of this inequality is to construct the following
morphism and to prove that it is injective:
Theorem 6.1. There exists a morphism
ΨX,n,r : a∗(
r
⊗
Wn(O ◦
X(0)
)
WnΩ
d
◦
X(0)
) −→
r
⊗
Wn(OX)
WnΩ
d
X(6.1.1)
of Wn(OX)-modules, which shall be shown to be injective in (6.3) below for the case
n = 1.
Proof. By [Mo, 3.15] and [Nakk3, (6.28) (9)] (cf. [Nakk3, (6.29) (1)]), the morphism
θn∧ : WnΩdX −→ WnΩ˜
d+1
X /P0WnΩ˜
d+1
X of Wn(OX)-modules is an isomorphism of
Wn(OX)-modules:
θn∧ : WnΩ
d
X
∼
−→WnΩ˜
d+1
X /P0WnΩ˜
d+1
X .(6.1.2)
Consider the following exact sequence of of Wn(OX)-modules:
0 −→ grP1WnΩ˜
d+1
X −→WnΩ˜
d+1
X /P0WnΩ˜
d+1
X −→WnΩ˜
d+1
X /P1WnΩ˜
d+1
X −→ 0.
(6.1.3)
By [Mo, (3.7)] we have the following isomorphism
Res: grP1WnΩ˜
d+1
X
∼
−→ a∗(WnΩ
d
◦
X(0)
)(6.1.4)
of Wn(OX)-modules. Hence we have the following composite morphism of Wn(OX)-
modules:
a∗(WnΩ
d
◦
X(0)
)
Res
≃
←− grP1WnΩ˜
d+1
X/κ
⊂
−→WnΩ˜
d+1
X /P0WnΩ˜
d+1
X
θn
≃
←− WnΩ
d
X .(6.1.5)
Consequently we have the following morphism of Wn(OX)-modules:
r
⊗
Wn(OX)
a∗(WnΩ
d
◦
X(0)
) −→
r
⊗
Wn(OX)
WnΩ
d
X .(6.1.6)
Let ai :
◦
Xi −→
◦
X be the following composite morphism
◦
Xi
⊂
−→
◦
X(0)
a
−→
◦
X. Because
r
⊗
Wn(OX)
a∗(WnΩ
d
◦
X(0)
) =
r
⊗
Wn(OX)
(
⊕
i
ai∗(WnΩ
d
◦
Xi/κ
))
=
⊕
i1,...,ir
ai1∗(WnΩ
d
◦
Xi1/κ
)⊗Wn(OX) · · · ⊗Wn(OX) air∗(WnΩ
d
◦
Xir/κ
)
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and the last sheaf contains
⊕
i
ai∗((WnΩdXi/κ)
⊗ r), there exists the following morphism
of Wn(OX)-modules:
⊕
i∈I
ai∗(
r
⊗
Wn(O ◦
Xi
)
WnΩ
d
◦
Xi
) −→
r
⊗
Wn(OX)
WnΩ
d
X .(6.1.7)
Since a∗(
r
⊗
Wn(O ◦
X(0)
)
WnΩd◦
X(0)
) =
⊕
i∈I ai∗(
r
⊗
Wn(O ◦
Xi
)
WnΩd◦
Xi
), we obtain the desired mor-
phism (6.1.1).
Remark 6.2. Because the morphism (6.1.5) is injective, we have the following injec-
tive morphism
ΨX,n,1 : H
0(
◦
X(0), ⊗
Wn(O ◦
X(0)
)
WnΩ
d
◦
X(0)
)
⊂
−→ H0(X,
r
⊗
Wn(OX)
WnΩ
d
X).(6.2.1)
Hence we obtain the inequality again
pg(
◦
X(0)/κ, n, 1) ≤ pg(X/s, n, 1),
which has been proved in (5.6.1).
Now we can prove the following. This result is similar to those of N. Nakayama
([Nakay1, Theorem 11], [Nakay2, (6.3)]) (cf. [Cl, (4.2)], [Morr, §6]).
Theorem 6.3. The morphism (6.1.1) is injective. Consequently
pg(X/s, 1, r) ≥ pg(
◦
X(0)/κ, 1, r)(6.3.1)
and
κ(X, 1) ≥ max{κ(Xi, 1)|Xi : an irreducible component of X}(6.3.2)
(cf. [U1], [Ni]).
Proof. For the time being, we do not assume that n = 1. Let
◦
X i be an irreducible
component of
◦
X. Let Xsm be the smooth locus of
◦
X/κ. We claim that the morphism
(6.1.1) is an isomorphism on the nonsingular points Xsm of
◦
X. Indeed, it suffices to
show that the morphism a∗(WnΩd◦
X(0)
) −→ WnΩdX is an isomorphism on Xsm since
◦
X(0)|Xsm = Xsm. Locally on Xsm we have a system of local parameters x1, . . . , xd.
We may assume that there is a local isomorphism Xsm ≃ Specκ[t, x1, . . . , xd]/(t)
and we have a local admissible lift X := SpecW [t, x1, . . . , xd] of Xsm over W [t]. Set
Xn := X ×W[t] Wn. Then θ ∈ WnΩ˜
1
X = H
0(Ω•Xn) is the class [d log t] of d log t.
The inverse of the Poincare´ residue isomorphism a∗(WnΩd◦
X(0)
)
≃
−→ grP1WnΩ˜
d+1
X is
defined by ω 7−→ ω[d log t]. Because a∗(WnΩd◦
X(0)
)|Xsm =WnΩ
d
Xsm
=WnΩdX |Xsm , the
restriction of (6.1.1) to Xsm is equal to the identity idWnΩdXsm
. Thus we have proved
that our claim holds.
By [L, (1.17)] the sheaf
r
⊗
Wn(OX)
WnΩdX is a coherent Wn(OX)-module. In partic-
ular, a∗(
r
⊗
Wn(O ◦
X(0)
)
WnΩ
d
◦
X(0)
) is also a coherent Wn(OX)-module.
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Now consider the case n = 1 (but r is general). Let F ◦
Xi
:
◦
Xi −→
◦
Xi be the
Frobenius endomorphism of
◦
Xi. Since (C
−1)−1 : W1Ωd◦
Xi
= F∗Hd(Ω•◦
Xi/κ
)
∼
−→ Ωd◦
Xi/κ
,
W1Ωd◦
Xi
is an invertible W1(O ◦
Xi
)(≃ OXi)-module. Hence a∗(
r
⊗
W1(O ◦
X(0)
)
W1Ωd◦
X(0)/κ
) is
an invertibleW1(O ◦
X(0)
)-module. Because the morphism (6.1.1) is an isomorphism on
a dense open subset and because an e´tale algebra over κ[x1, . . . , xd] has no non-zero
divisor, the morphism (6.1.1) is injective.
In the rest of this section, we give the compatibility with fundamental operators.
(This may be useful for checking whether ΨX,n,r is injective.)
Proposition 6.4. Let R : Wn+1Ωd◦
X(0)
−→ WnΩd◦
X(0)
and R : Wn+1ΩdX −→ WnΩ
d
X
be the projections. (These are morphisms of Wn+1(O ◦
X(0)
)-modules and Wn+1(OX)-
modules, respectively.) Then the following diagram is commutative:
(6.4.1)
a∗(
r
⊗
Wn+1(O ◦
X(0)
)
Wn+1Ωd◦
X(0)
)
ΨX,n+1,r
−−−−−−→
r
⊗
Wn+1(OX )
Wn+1ΩdX
a∗(⊗
rR)
y y⊗rR
a∗(
r
⊗
Wn(O ◦
X(0)
)
WnΩd◦
X(0)
)
ΨX,n,r
−−−−→
r
⊗
Wn(OX )
WnΩdX .
Proof. By [Nakk3, (8.4.3), (11.1)] we have the following commutative diagram
(6.4.2)
a∗(Wn+1Ωd◦
X(0)
)
Res,≃
←−−−− grP1Wn+1Ω˜
d+1
X
⊂
−−−−→ Wn+1Ω˜
d+1
X /P0Wn+1Ω˜
d+1
X
θn+1,≃
←−−−−− Wn+1ΩdX
a∗(R)
y Ry Ry Ry
a∗(WnΩd◦
X(0)
)
Res,≃
←−−−− grP1WnΩ˜
d+1
X
⊂
−−−−→ WnΩ˜
d+1
X /P0WnΩ˜
d+1
X
θn,≃
←−−−− WnΩdX .
Hence we have the following commutative diagram
(6.4.3)
r
⊗
Wn+1(OX)
a∗(Wn+1Ω
d
◦
X(0)
)
ΨX,n+1,r
−−−−−−→
r
⊗
Wn+1(OX)
Wn+1Ω
d
X
⊗ra∗(R)
y y⊗rR
r
⊗
Wn(OX)
a∗(WnΩd◦
X(0)
)
ΨX,n,r
−−−−→
r
⊗
Wn(OX)
WnΩdX .
Since the following diagram
(6.4.4)
a∗(
r
⊗
Wn+1(O ◦
X(0)
)
Wn+1Ωd◦
X(0)
)
⊂
−−−−→
r
⊗
Wn+1(OX)
a∗(Wn+1Ωd◦
X(0)
)
a∗(⊗
rR)
y y⊗ra∗(R)
a∗(
r
⊗
Wn(O ◦
X(0)
)
WnΩd◦
X(0)
)
⊂
−−−−→
r
⊗
Wn(OX)
a∗(WnΩd◦
X(0)
).
is commutative, we obtain the commutative diagram (6.4.1).
Definition 6.5. Set ΨX,∞,r := lim←−n
ΨX,n,r.
34
Problem 6.6. Is ΨX,n,r injective for any n, r ∈ Z>0? In particular, is ΨX,∞,r injec-
tive for any r ∈ Z>0 and κ(X/W(s)) ≥ max{κ(Xi/W))|Xi : an irreducible component of X}?
Proposition 6.7. Let F
Wn(
◦
X(0))
: Wn(
◦
X(0)) −→Wn(
◦
X(0)) and FWn(X) : Wn(X) −→
Wn(X) be the Frobenius endomorphisms of Wn(
◦
X(0)) andWn(X), respectively. Then
the following hold:
(1) The following diagram is commutative:
(6.7.1)
a∗(
r
⊗
Wn+1(O ◦
X(0)
)
Wn+1Ωd◦
X(0)
)
ΨX,n+1,r
−−−−−−→
r
⊗
Wn+1(OX)
Wn+1ΩdX
a∗(⊗
rF )
y y⊗rF
a∗(
r
⊗
Wn(O ◦
X(0)
)
F
Wn(
◦
X(0))∗
(WnΩd◦
X(0)
))
FWn(X)∗(ΨX,n,r)−−−−−−−−−−−→
r
⊗
Wn(OX)
FWn(X)∗(WnΩ
d
X).
(2) The following diagram is commutative:
(6.7.2)
a∗(
r
⊗
Wn(O ◦
X(0)
)
F
Wn(
◦
X(0))∗
(WnΩd◦
X(0)
))
FWn(X)∗(ΨX,n,r)−−−−−−−−−−−→
r
⊗
Wn(OX)
FWn(X)∗(WnΩ
d
X)
a∗(⊗
rV )
y y⊗rV
a∗(
r
⊗
Wn+1(O ◦
X(0)
)
Wn+1Ωd◦
X(0)
)
ΨX,n+1,r
−−−−−−→
r
⊗
Wn+1(OX)
Wn+1ΩdX .
Proof. (1): In [Nakk6, (3.2)] we have proved that the morphism F : Wn+1Ω
d
X −→
FWn(X)∗(WnΩ
d
X) is a morphism of Wn+1(OX)-modules. Let X be an admissible lift
of X over Wn+1[t]. Set Xm := X ⊗Wm[t] Wm (m = n, n + 1). Then the opera-
tors F : Wn+1Ω˜
d+1
X −→ FWn(X)∗(WnΩ˜
d+1
X ), F : Wn+1Ω
d
X −→ FWn(X)∗(WnΩ
d
X) and
F : Wn+1Ωd◦
X(0)
−→ FWn(X)∗(WnΩ
d
◦
X(0)
) are induced by the projections Ω•Xn+1/Wn+1 −→
Ω•Xn/Wn , Ω
•
Xn+1/Wn+1(s)
−→ Ω•Xn/Wn(s) and Ω
•
◦
X
(0)
n+1/Wn+1
−→ Ω•
X
(0)
n /Wn
, respectively.
Hence the following diagram is commutative:
(6.7.3)
a∗(Wn+1Ω
d
◦
X(0)
)
Res,≃
←−−−− grP1Wn+1Ω˜
d+1
X
⊂
−−−−→
a∗(F )
y Fy
FWn(X)∗(a∗(WnΩ
d
◦
X(0)
))
Res,≃
←−−−− FWn(X)∗(gr
P
1WnΩ˜
d+1
X )
⊂
−−−−→
Wn+1Ω˜
d+1
X /P0Wn+1Ω˜
d+1
X
θn+1,≃
←−−−−− Wn+1ΩdX
F
y yF
FWn(X)∗(WnΩ˜
d+1
X /P0WnΩ˜
d+1
X )
θn,≃
←−−−− FWn(X)∗(WnΩ
d
X).
The rest of the proof is the same as that of (6.4).
(2): The proof of (2) is similar to that of (1).
To state the contravariant functoriality, let us recall the following:
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Proposition 6.8 ([Nakk4, (4.3)]). Let g : Y −→ Y ′ be a morphism of fs log (formal)
schemes satisfying the condition
(6.8.1) MZ,y/O
∗
Z,y ≃ N
r
for any point y of
◦
Z and for some r ∈ N depending on y. Let b⋆(k) :
◦
D(k)(MY ⋆) −→
◦
Y ⋆
(k ∈ Z) (⋆ =nothing or ′) be the morphism defined before [Nakk4, (4.3)]. Assume that,
for each point y ∈
◦
Y and for each member m of the minimal generators of MY,y/O
∗
Y,y,
there exists a unique member m′ of the minimal generators of M
Y ′,
◦
g(y)
/O∗
Y ′,
◦
g(y)
such
that g∗(m′) ∈ mZ>0 . Then there exists a canonical morphism
◦
g(k) :
◦
D(k)(MY ) −→
◦
D(k)(MY ′) fitting into the following commutative diagram of schemes:
(6.8.2)
◦
D(k)(MY )
◦
g(k)
−−−−→
◦
D(k)(MY ′)
b(k)
y yb′(k)
◦
Y
◦
g
−−−−→
◦
Y ′.
The following has been proved in [Nakk5, (1.3.20)] (cf. [Nakk4, (4.8)]):
Proposition 6.9 (The contravariant functoriality of the Poincare´ residue
morphism). Let S be as above and let u : S −→ S′ be a morphism of family of
log points. Let X ′/S′ be an SNCL scheme. Let X ′
⊂
−→ P ′ be an immersion into a
log smooth scheme over S′ fitting into the following commutative diagram over the
morphism S −→ S′ :
X
⊂
−−−−→ P
g|X
y yg
X ′
⊂
−−−−→ P ′.
Let Pex and P ′ex be the exactification of the immersions X
⊂
−→ P and X ′
⊂
−→ P ′, re-
spectively. Let gex : Pex −→ P ′ex be the induced morphism by g. Let a′(k) :
◦
X ′(k) −→
◦
X ′ (k ∈ N) be the natural morphism of schemes over
◦
S′0. Assume that, for each
point x ∈
◦
Pex and for each member m of the minimal generators of MPex,x/O∗Pex,x,
there exists a unique member m′ of the minimal generators of M
P′ex,
◦
g(x)
/O∗
P′ex,
◦
g(x)
such that g∗(m′) = m and such that the image of the other minimal generators of
M
P′ex,
◦
g(x)
/O∗
P′ex,
◦
g(x)
by g∗ are the trivial element ofMPex,x/O∗Pex,x. Let a
′(k) :
◦
X ′(k) −→
◦
X ′ be an analogous morphism to a(k) for X ′. Then the following diagram is commutative:
(6.9.1)
gex∗ (Res) : g
ex
∗ (gr
P
k (Ω
•
Pex/
◦
S
))
∼
−−−−→x
Res : grPk (Ω
•
P′ex/
◦
S′
)
∼
−−−−→
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gex∗ a
(k−1)
∗ (Ω•◦
Pex,(k−1)/
◦
S
⊗Z ̟
(k−1)
zar (
◦
X/
◦
S0){−k})x
a′
(k−1)
∗ (Ω
•
◦
P′ex,(k−1)/
◦
S′
⊗Z ̟
(k−1)
zar (
◦
X ′/
◦
S′0){−k}).
Proposition 6.10. Let s −→ t be a morphism of the log points of perfect fields of
characteristic p > 0. Let Y/t is a proper SNCL scheme and let b :
◦
Y (0) −→
◦
Y be an
analogue of a :
◦
X(0) −→
◦
X. Let g : X −→ Y be a morphism of log schemes satisfying
the assumption in (6.8). Then the following diagram is commutative:
(6.10.1)
g∗a∗(
r
⊗
Wn(O ◦
X(0)
)
WnΩd◦
X(0)
)
g∗(ΨX,n,r)
−−−−−−−→ g∗(
r
⊗
Wn(OX)
WnΩdX)
g(0)∗
x xg∗
b∗(
r
⊗
Wn(O◦
Y (0)
)
WnΩd◦
Y (0)
)
ΨY,n,r
−−−−→
r
⊗
Wn(OY )
WnΩdY .
Proof. This immediately follows from the following functoriality of the Poincare´ residue
isomorphism.
Appendix
7 Generalization of Illusie’s Poincare´ residue iso-
morphism
Let the notations be as in the beginning of §3. Especially let E be a locally generated
by horizontal sections of ∇ : E −→ E ⊗OX Ω
•
X/
◦
S
satisfying the conditions (I)∼(IV).
Set
Pk(E ⊗OX Ω
•
X/S) := Im(E ⊗OX PkΩ
•
X/
◦
S
−→ E ⊗OX Ω
•
X/S).
In this section we generalize Illusie’s Poincare´ residue isomorphism in [Il2, Appendix
(2.2)]. That is, we prove that there exists the following isomorphism:
grPk (E ⊗OX Ω
•
X/S)
∼
−→ K•−kk (E) (k ∈ N).(7.0.1)
We also generalize [Il2, Appendice (2.6)]. First we begin with the following proposi-
tion:
Proposition 7.1 (cf. [Il2, p. 399]). Let Y/S be as in the beginning of §3. Let G be
a flat quasi-coherent OY -module. Then the following morphism
θ∧ : G ⊗OY Ω
i−1
Y/
◦
S
∋ e⊗ ω 7−→ e⊗ (θ ∧ ω) ∈ G ⊗OY Ω
i
Y/
◦
S
(i ∈ N)(7.1.1)
of OY -modules is strictly compatible with P ’s in the following sense: for nonnegative
integers i and k,
(θ∧)(G ⊗OY Ω
i−1
Y/
◦
S
) ∩ Pk(G ⊗OY Ω
i
Y/
◦
S
) = (θ∧)(Pk−1(G ⊗OY Ω
i−1
Y/
◦
S
)).(7.1.2)
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Proof. It suffices to prove the inclusion “⊂” in (7.1.2). The problem is local. Let
m1, . . . ,mr be local sections of MY such that {θ, d logm1, . . . , d logmr} is a local
basis of Ω1
Y/
◦
S
over OY . Let ω be a local section of Ω
i−1
Y/
◦
S
such that θ ∧ ω ∈ PkΩi
Y/
◦
S
.
Express ω = θ ∧ η + ω′, where ω′ 6∈ (θ∧)(Ωi−1
Y/
◦
S
) and η ∈ Ωi−1
Y/
◦
S
. Then θ ∧ ω = θ ∧ ω′.
Because θ∧ω′ ∈ PkΩi
Y/
◦
S
and ω′ 6∈ (θ∧)(Ωi−1
Y/
◦
S
), ω′ ∈ Pk−1Ωi
Y/
◦
S
. Hence we obtain the
following equality:
(θ∧)(Ωi−1
Y/
◦
S
) ∩ PkΩ
i
Y/
◦
S
= (θ∧)Pk−1Ω
i−1
Y/
◦
S
.(7.1.3)
and we see that the following sequence
0 −→ Pk−1Ω
i−1
Y/S
θ∧
−→ Ωi
Y/
◦
S
−→ Ωi
Y/
◦
S
/((θ∧)(Ωi−1
Y/
◦
S
) ∩ PkΩ
i
Y/
◦
S
) −→ 0
of OY -modules is exact. Because G is a flat OY -module, the following sequence
0 −→ G ⊗OY Pk−1Ω
i−1
Y/S
θ∧
−→ G ⊗OY Ω
i
Y/
◦
S
−→ G ⊗OY [Ω
i
Y/
◦
S
/((θ∧)(Ωi−1
Y/
◦
S
) ∩ Pk(Ω
i
Y/
◦
S
))] −→ 0
(7.1.4)
is exact. Because
G ⊗OY ((θ∧)(Ω
i−1
Y/
◦
S
) ∩ Pk(Ω
i
Y/
◦
S
)) = (θ∧)(G ⊗OY Ω
i−1
Y/
◦
S
) ∩ (G ⊗OY PkΩ
i
Y/
◦
S
),
the exact sequence (7.1.4) implies the equality (7.1.2).
Corollary 7.2. Let k be an integer. The following sequences
Pk−1(G ⊗OX Ω
•
X/
◦
S
)[−1]
θ∧
−→ Pk(G ⊗OX Ω
•
X/
◦
S
) −→ Pk(G ⊗OX Ω
•
X/S) −→ 0,(7.2.1)
0 −→ Pk−1(G ⊗OX Ω
•
X/S)[−1]
θ∧
−→ Pk(G ⊗OX Ω
•
X/
◦
S
) −→ Pk(G ⊗OX Ω
•
X/S) −→ 0
(7.2.2)
of complexes of f−1(OS)-modules are exact.
Proposition 7.3. For each i, the resulting sequences of (7.2.2) by the operations Zi,
Bi and Hi (i ∈ Z≥0) are exact.
Proof. The analogous proof to the first proof of (3.3) works.
Proposition 7.4 (cf. [Il2, Appendice (2.2)]). There exists the isomorphism (7.0.1).
Proof. First assume that k = 0. Then grP0 (E ⊗OX Ω
•
X/S) = P0(E ⊗OX Ω
•
X/S) =
P0(E ⊗OX Ω
•
X/
◦
S
) = K•0 (E).
Next assume that k ≥ 1. By (7.2.2) we see that the following upper sequence
(7.4.1)
grPk−1(E ⊗OX Ω
•
X/
◦
S
)[−1]
θ∧
−−−−→ grPk (E ⊗OX Ω
•
X/
◦
S
) −−−−→ grPk (E ⊗OX Ω
•
X/S) −→ 0
Res,≃
y yRes,≃
E ⊗OX Ω
•−(k−1)
k−2 (E)[−1]
ι(k−1)∗
−−−−→ E ⊗OX Ω
•−k
k−1(E)
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is exact. Because the sequence (3.10.1) is exact,
grPk (E ⊗OX Ω
•
X/S) = Coker(ι
(k−1)∗ : Ω
•−(k−1)
k−2 (E)[−1] −→ Ω
•−k
k−1(E)) = K
•−k
k (E).
Definition 7.5. We call the isomorphism (7.0.1) the relative Poincare´ residue iso-
morphism of E for X/S. This is a generalization of [Il2, Appendice (2.1.4)]. (Note
that we do not need the local description of the isomorphism (7.0.1) unlike in [loc. cit.]
to obtain the isomorphism (7.0.1).)
Proposition 7.6. (cf. [Il2, Appendice (2.5)]) The resulting sequences of the fol-
lowing sequence by the operations Hi, Bi and Zi (i ∈ Z≥0) are exact:
0 −→ Pk−1(E ⊗OX Ω
•
X/S) −→ Pk(E ⊗OX Ω
•
X/S) −→ gr
P
k (E ⊗OX Ω
•
X/S) −→ 0
Proof. The proof is the same as that of (3.12).
Proposition 7.7. Let F be as in §3. The isomorphism C−1 : F ⊗OX′ Ω
i
X′/S[p]
∼
−→
F∗Hi(E ⊗OX Ω
•
X/S) induce the following isomorphism
C−1 : F ⊗OX′ PkΩ
i
X′/S
∼
−→ F∗H
i(E ⊗OX PkΩ
•
X/S) (i, k ∈ N).(7.7.1)
Proof. By (7.2.1) and induction on k, we obtain (7.7).
Proposition 7.8 (cf. [Il2, Appendice (2.6)]). Consider the following conditions:
(a) Rjf∗(B
iK•k(E)) = 0 for ∀i, ∀j, ∀n.
(b) Rjf∗(B
iΩ•k(E)) = 0 for ∀i, ∀j, ∀n.
(c) Rjf∗(B
igrPk (E ⊗OX Ω
•
X/S)) = 0 for ∀i, ∀j, ∀k.
(d) Rjf∗(B
i(Pk(E⊗OXΩ
•
X/S))) = 0 and R
jf∗(B
i(E⊗OXΩ
•
X/S)) = 0 for ∀i, ∀j, ∀k.
(e) Rjf∗(B
i(Pk(E ⊗OXΩ
•
X/
◦
S
))) = 0 and Rjf∗(B
i(E⊗OXΩ
•
X/
◦
S
)) = 0 for ∀i, ∀j, ∀k.
Then the following hold:
(1) (a), (b) and (c) are equivalent.
(2) (c), (d) and (e) are equivalent.
(Consequently (a), (b), (c), (d) and (e) are equivalent.)
Proof. (1): (1) follows from (3.12), (7.3) and (7.4).
(2): Set T := S or
◦
S. Note that the sheaf is the associated sheaf to the following
presheaf for open sub-log scheme U ofB: U 7−→ RjfU∗(BΩiX×TU/U ), where fU : X×B
U −→ U is the structural morphism. Hence, to prove that Rjf∗(BΩiX/T ) = 0, it
suffices to assume that BΩiX/T = PkBΩ
i
X/T for some k ∈ N. Now (2) follows from
(7.6) and (7.3).
8 An analogue of Hyodo’s criterion for quasi-F-split
schemes
In this section we give an analogue of Hyodo’s criterion for quasi-F-split schemes.
This answers Illusie’s question stated in the Introduction.
Let Y be a closed subvariety of an F -split variety X . Let I be the ideal sheaf of
Y in X . Recall that Y is compatibly split if there exists a splitting ρ : F∗(OX) −→
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OX of the operator F : OX −→ F∗(OX) such that ρ(F∗(I)) ⊂ I. It is clear that
this is equivalent to the existence of a splitting ρ : F∗(OX) −→ OX of the operator
F : OX −→ F∗(OX) which induces a splitting ρ : F∗(OY ) −→ OY of the operator
F : OY −→ F∗(OY ).
Definition 8.1. Let Y be an SNC scheme. We say that Y is compatibly quasi-
F -split if there exists a splitting ρ : F∗(Wn(OY (0))) −→ Wn(OY (0)) of the opera-
tor F : Wn(OY (0)) −→ F∗(Wn(OY (0))) for some n ∈ Z≥1 which induces a splitting
ρ : F∗(Wn(OY (1))) −→Wn(OY (1)) of the operator F : Wn(OY (1)) −→ F∗(Wn(OY (1))).
Proposition 8.2. Let Y be an SNC scheme. Then Y is quasi-F -split if and only if
Y is compatibly quasi-F -split.
Proof. By [RS, Theorem 1] the following sequence
0 −→Wn(OX) −→Wn(O ◦
X(0)
) −→Wn(O ◦
X(1)
) −→ · · · (n ∈ Z≥1)(8.2.1)
is exact. Hence (8.2) follows.
9 Ordinarity at 0 of proper SNC schemes
Let S be a scheme of characteristic p > 0. In this section let X be a proper
SNC(=simple normal crossing) scheme over S. Let f : X −→ S be the structural
morphism. In this section we consider only trivial log structures. Let F : X −→ X be
the Frobenius endomorphism. We say that X/S is ordinary at 0 if F ∗ : Rhf∗(OX) −→
Rhf∗(OX) is bijective for any h ∈ N. When S is the underlying scheme of a family
of log points and when X/S is the underlying morphism of a morphism of SNCL
schemes Y/T with structural morphism g : Y −→ T , this definition is equivalent to
the variation of the ordinarity at 0 defined in [Nakk6, (6.1)]: Rhg∗(BΩ
1
Y/T ) = 0. This
follows from the following tautological exact sequence
0 −→ OY −→ F∗(OY )
d
−→ B1Ω
1
Y/T −→ 0.
The following proposition may be of independent interest (cf. [ST, Conjecture Nn]):
Proposition 9.1. If X(i)/S is ordinary at 0 for all i, then X/S is ordinary at 0.
Proof. Because the following sequence
0 −→ OX −→ OX(0) −→ OX(1) −→ · · ·
is exact and this exact sequence is compatible with the operator F , we have the
following sequence
E−k,h+k1 = R
h+kf∗(OX(−k+1)) =⇒ R
hf∗(OX) (−k, q ∈ Z≥0),(9.1.1)
By the assumption F : E−k,h+k1 −→ E
−k,h+k
1 is bijective. Hence F : R
hf∗(OX) −→
Rhf∗(OX) is bijective.
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