The majority of highly polymorphic genes are related to immune functions and with over 100 alleles within a population genes of the major histocompatibility complex (MHC) are the most polymorphic loci in vertebrates. How such extraordinary polymorphism arose and is maintained is controversial. One possibility is heterozygote advantage which can in principle maintain any number of alleles but biologically explicit models based on this mechanism have so far failed to reliably predict the coexistence of significantly more than ten alleles. We present an eco-evolutionary model showing that evolution can in a self-organising process result in the emergence of more than 100 alleles maintained by heterozygote advantage. Thus, our model shows that heterozygote advantage is a much more potent force in explaining the extraordinary polymorphism found at MHC loci than currently recognised. Our model applies more generally and can explain polymorphism at any gene involved in multiple functions important for survival.
Introduction
Heterozygote advantage is a well established explanation for single locus polymorphism with the sickle cell locus as a classical text book example (Allison, 1954) . However, whether heterozygote advantage is generally important for the maintenance of genetic polymorphism is questioned (Hedrick, 2012; Sellis et al., 2016) . Genes of polymorphism was introduced more than 40 years ago by Doherty and Zinkernagel (1975) with the idea that individuals with MHC molecules from two different alleles can recognize a broader spectrum of pathogens resulting in higher fitness. While early theoretical work suggested that heterozygote advantage can maintain the high number of alleles found at MHC loci (Kimura and Crow, 1964; In contrast, our work showing that heterozygote advantage is a potent force which can drive the evolution and subsequent maintenance of more than 100 alleles. Importantly, our results do not rely on carefully fine-tuned genotypic fitness values. Instead, allelic values that allow for extraordinary polymorphism are found by evolution in a self-organised process. We do not claim that heterozygote advantage is the sole mechanism responsible for the diversity of MHC alleles found in nature. However, our results show that heterozygote advantage can be more important than currently recognised.
Model
In our model, MHC molecules produced by the two alleles at a focal locus govern the performance of the immune response against pathogens. This immune performance determines the condition of an individual, for instance, body weight (Eizaguirre et al., 2012) , which, in turn, determines survival . A crucial assumption is the existence of a trade-off in the efficiencies of MHC molecules to induce a defence against different pathogens. Thus, no MHC molecule can perform optimally with respect to all pathogens and an improved efficiency against one set of pathogens can only be achieved at the expense of a decreased efficiency against another set of pathogens. Hence, generalist MHC molecules can detect many pathogens with low efficiency and specialist MHC molecules can detect few pathogens but with high efficiency. Two lines of empirical evidence support such trade-offs. First, many MHC molecules can detect only a certain set of antigens (Wakeland et al., 1 pathogens are defined by the numbers 1 and 2 , respectively, and separated by distance . The blue and green curves show the Gaussian efficiency functions ( 1 − ) and ( 2 − ) for these pathogens as a function of the allelic value . (C-D) Alleles and pathogens are defined by two-dimensional vectors = ( 1 , 2 ) and = ( 1 , 2 ), respectively, describing points on the plane. The three vectors 1 , 2 and 3 describing the different pathogens are separated by distance . Coloured cones give the two-dimensional Gaussian efficiency functions ( 1 − ), ( 2 − ) and ( 3 − ) for these pathogens as a function of the allelic trait vector ( 1 , 2 ). We refer to the allele located in the centre with equal distance to the pathogen optima as the generalist allele * . The efficiency of this generalist allele for the different pathogens is determined by the distance between the pathogen optima. If pathogens are similar (A, C) the generalist has a high efficiency against both pathogens while for more dissimilar pathogens (B, D) the generalist has a low efficiency. The grey lines (A-B) and grey cones (C-D) give the condition of a homozygote genotype with the corresponding allelic trait values. The generalist allele (indicated by * in A, B) gives the maximal homozygote condition * . Without loss of generality * is standardised to 1 by choosing max in Equation 1 appropriately. The ability of MHC molecules to recognise pathogens is modelled as follows. We assume that each MHC molecule contains ten functionally important parts or modules. Each of these modules is characterised by a real number , collected in a vector = ( 1 , 2 , ..., 10 ) , and coded by a different region of the MHC allele (note that throughout letters in bold italic font refer to multi-dimensional vectors while letters in normal italic font refer to scalars). Recombination between regions occurs with probability . The ability of MHC molecules to recognise pathogens depends on the vector and properties of the pathogen. Specifically, we assume that for each module of the MHC molecule pathogens have a corresponding property, characterised by a real number and collected in a vector = ( 1 , 2 , ..., 10 ) , that mediates the interaction between MHC molecules and the pathogen. The efficiency of an MHC molecule with vector against a pathogen with vector is then modelled as a Gaussian function ( − ) of the Euclidean distance between these two vectors (Figure 1 and Equation S10). Thus, the efficiency of an MHC molecule to recognise a pathogen decreases with increasing mismatch between the vectors describing the MHC molecule and pathogen. In our model we vary the number of pathogens from two to eight.
We investigate three versions of this general model. The simplest version is based on no recombination ( = 0) and two symmetry assumptions. The vectors describing the different pathogens are arranged symmetrically such that the distance between any two pathogens equals (see Figure 1 ) and the Gaussian functions are rotationally symmetric and of equal width (as in Figure 1c,d) . In the second version, we allow for recombination in this symmetric model. The third version of the model is again based on = 0 but relaxes the above symmetry assumptions. Since the results for the latter two version are qualitatively similar to the results from the first version we focus on the case without recombination and full symmetry and refer to SI Appendix 4 and 7 and SI Appendix 5 for results of the more complex models. Note, that in the absence of recombination it is without loss of generality possible to reduce the dimension of the trait space to − 1, i.e., to one dimension less than the pathogen number, such that = ( 1 , 2 , ..., −1 ) and = ( 1 , 2 , ..., −1 ) (Figure 1) . Mathematically speaking, this is because the vectors describing the pathogens can be encapsulated in a convex set of dimension − 1 (known as convex hull) and allelic vectors outside this set are maladapted for all pathogens along at least one dimension.
Since MHC alleles are codominantly expressed (Eizaguirre and Lenz, 2010; Abbas et al., 2014) an individual's efficiency to recognise pathogens of type is given by the arithmetic mean of the efficiencies from its two alleles, ( ( − ) + ( − ))∕2. The phenotypic condition of an individual is determined by its performance against all pathogens. Specifically, we assume that during their life time individuals are exposed to all pathogens and therefore condition is given by the product of its defences against all pathogens,
where max is the condition of a hypothetical individual with perfect defence against all pathogens. The multiplicative nature of Eq. (1) implies that a poor defence against a single pathogen is sufficient to severely compromise condition . Note that, since the Gaussian function ( − ) ≤ 1 (see Equation S10), the realised condition is always less than max .
Finally, survival is an increasing but saturating function of an individual condition ,
Here, is the survival half-saturation constant. This survival function increases approximately linearly for smaller than and saturates for large where approaches 1 (orange lines in bottom panel of Figure 2 ).
Analysis
We study the evolutionary dynamics of allelic values in a diploid Wright-Fisher model with selection (Fisher, 1930; by following the fate of recurrent mutations. Thus, we consider a diploid population of fixed size with non-overlapping generations and random mating resulting in Hardy-Weinberg proportions before viability selection. Initially the population is fixed for a single allele. We then ask whether a mutant allele can invade and if so, if it replaces its ancestor or coexists with it. In the latter case, we start following two allelic lineages that each can give rise to new variants through mutation. The long-term evolutionary dynamics is obtained by iterating this procedure (Figure 2 
Results
Our analytical derivations show that initially the allelic value evolves towards an allele whose MHC molecule offers protection against all pathogens. This specific allelic value, labelled * , is given by the arithmetic mean of the vectors describing the pathogens 1 , … , (Figure 1 ; SI Appendix 7.1). We refer to * as the generalist allele. This allele maximises the condition for homozygote genotypes (grey lines and cones in Figure 1) .
We now present in two steps how evolution proceeds after the generalist allele * has been reached. First, we explain how an allelic dimorphism can emerge. Second, we proceed by describing how after this initial diversification allelic diversity can increase further and reach extraordinarily high levels that are maintained by heterozygote advantage.
When pathogens are sufficiently similar such that the distance between the pathogens is less than 2 √ (as in Figure 1A , C), then the generalist allele * cannot be invaded by nearby mutant alleles and is therefore an endpoint of evolution ( Figure S1 ). For the derivation of this condition see SI Appendix 7.5. The reason is in this case the MHC molecule coded by * has a relatively high efficiency against all pathogens. If, however, the pathogens are more different such that > 2 √ (as in Figure 1B, D) , then the MHC molecule coded by the generalist allele * has a relatively low efficiency against all pathogens and any nearby mutant allele ′ can invade and coexist with the generalist allele * . In this case, the heterozygote genotype ( ′ , * ) provides better protection against a broader spectrum of pathogens -and therefore a higher survivalthan either homozygote genotype. Hence, the allelic dimorphism is maintained by heterozygote advantage, ( * , ′ ) > ( * , * ) > ( ′ , ′ ), as suggested by Doherty and Zinkernagel (1975) . From this dimorphism a new mutant allele can invade if it is more specialised than the allele from which it originated. General theory predicts that such a successful mutant allele also replaces its parent allele (Dercole and Rinaldi, 2008, Appendix B). In summary, two allelic lineages emerge from the generalist allele * and subsequently diverge (Figure 2) . Thus, * is an evolutionary branching point in the sense of adaptive dynamics theory (Metz et al., 1992; Geritz et al., 1998) .
Increasing the difference between the two alleles present in such a dimorphism has two opposing effects. The condition and thereby the survival of the heterozygote genotype increases because the MHC molecules of the two more specialised alleles provide increasingly better protection against complementary sets of pathogens (divergent allele advantage in the sense of Wakeland . In all simulations gradual evolution leads toward the generalist allele * = (0, 0) and branching occurs in its neighbourhood, as predicted by our analytical derivations (SI Appendix 7). In (A) there are three consecutive branching events (the second branching event is marked by the grey plane). This leads to the evolution of three specialist alleles and the generalist allele. Random mating results in ten genotypes (four homozygotes and six heterozygotes). The homozygote specialists have a condition and thereby a survival close to zero (two left bars in bottom panel A), the homozygote for the generalist allele * has a condition * = 1 (middle bar) and thereby a survival equalling 1∕( + 1) ≈ 0.091 (Equation 2), and the heterozygote genotypes have a survival close to 1 (right bar). (B) and (C) show an increasing number of branching events resulting in increasing numbers of coexisting alleles. The lower panel shows that the increasing number of alleles results in a lower proportion of homozygotes with low survival (left most bars in lower panels). Mutations are drawn from a rotational symmetric normal distribution with expected step size = 0.11. Other parameter values: = 7, per-capita mutation probability = 5 × 10 −7 , population size = 2 × 10 5 . et al. (1990) ). On the other hand, survival of the two homozygote genotypes decreases because they become increasingly vulnerable for the set of pathogens for which their MHC molecules do not offer protection. Note that, due to random mating and assuming equal allele frequencies, half of the population are high survival heterozygotes and the remaining half homozygotes with low survival. Since survival is a saturating function of condition (Eq. 2) the increase in survival of heterozygotes slows down with increasing condition (plateau of the orange curves in Figure 2 ) so that the two opposing forces eventually balance each other and divergence comes to a halt.
At this point, one of the allelic lineages branches again resulting in three coexisting alleles. As a result, the proportion of low-survival homozygotes decreases, assuming equal allele frequencies, from one-half to one-third. Subsequently, the coexisting alleles diverge further from each other because the increase in heterozygote survival once again outweighs the decreased survival of the (now less frequent) homozygotes (see Figure 2A at time = 3 × 10 4 , grey plane). This process of evolutionary branching and allelic divergence repeats itself so that allelic diversity continues to increase while simultaneously the proportion of vulnerable homozygote genotypes decreases (Figure 2) . The number of consecutive branching events increases with the number of pathogens and their dissimilarity , but also depends on the survival half-saturation constant (Eq. 2). Figure 3 presents the final number of coexisting alleles for different model parameters derived from individual-based simulations. It shows that for a large part of the parameter space more than 100 (solid contour lines in Figure 3 ) and up to over 200 alleles can emerge and coexist.
We perform several robustness checks for our results. First, Figure S2 shows simulations in which we vary the expected mutational step size. These simulations show that the gradual build-up of diversity occurs most readily when the mutational step size is neither very small, since then the evolutionary dynamics becomes exceedingly slow, nor very large, since then the self-organised assembly of alleles becomes dominated by a stochastic assembly that is less efficient in finding the maximum set of alleles able to coexist. Second, the results presented in Figure 2 and 3 are based on the assumptions of equally spaced pathogen optima and equal width and rotational symmetry of the Gaussian functions ( − ) as shown in Figure 1 . In SI Appendix 4 and SI Appendix 7 we present simulation and analytical results, respectively, for the non-symmetric case. Figure S3 shows Results are based on a single individual-based simulation per pixel. These were run for 10 6 generations assuring that the equilibrium distribution of alleles is reached. The clear pattern in the figures indicates a high degree of determinism in the simulations. Results are reported in terms of the effective number of alleles e , which discounts for alleles arising from mutation-drift balance (see Appendix 1). Note that for our demographic parameters the expected e under mutation-drift balance alone equals 1.2. Dashed and solid lines give the contours for e = 50 and e = 100, respectively. Red arrows indicate = 2 √ , the threshold for polymorphism to emerge from branching. Accordingly, simulations in the dark blue area result in a single abundant allele with e close to one. Other parameters: population size = 2 × 10 5 , per-capita mutation probability = 5 × 10 −7 , expected mutational step size = 0.024 . that the predictions presented here are qualitatively robust against deviations from symmetry. Finally, in SI Appendix 5 we present the results for the model in which we allow for recombination between the MHC allele's ten different regions. We find that recombination such as gene conversion generally accelerates the build-up of genetic diversity but does not affect the final number of alleles maintained by heterozygote advantage. This can be seen from Figure S4 , which is qualitatively similar to Figure 3.
Discussion
Heterozygote advantage as an explanation for the coexistence of a large number of alleles at a single locus has a long history in evolutionary genetics. Kimura and Crow (1964) and subsequently Wright (1966) showed that it is in principle possible that heterozygote advantage can result in the coexistence of an arbitrary number of alleles at a single locus if two conditions are met: (1) all heterozygotes have a similarly high fitness, and (2) all homozygotes have a similarly low fitness. One special class of genes fulfilling these assumptions are highly polymorphic self-incompatibility genes where mating partners need to carry different alleles for fertilisation to be successful (Wright, 1939; Castric and Vekemans, 2004) . However, more generally these conditions were deemed unrealistic by Kimura, Crow and Wright themselves. This assessment was subsequently confirmed by Lewontin et al. (1978) who investigated a model in which all heterozygotes are more fit than all homozygotes but where the exact fitnesses are determined by drawing random numbers. They found that the proportion of fitness arrays that leads to a stable equilibrium of more than six or seven alleles is vanishingly small. Similarly, the idea that the high allelic diversity found at MHC loci can be explained by heterozygote advantage was initially accepted by theoreticians (e.g. Maruyama and Nei, 1981; Takahata and Nei, 1990), but several later authors studying models based on more mechanistic assumptions were unable to reliably predict the coexistence of significantly more than ten alleles (Spencer and Marks, 1988 Our study shows that a high number of alleles, matching those found at MHC loci in natural populations, can indeed arise in an evolutionary process driven by heterozygote advantage. Thus, our results revive the idea that heterozygote advantage has the potential to explain extraordinary allelic diversity. Importantly, and in contrast to several of the above mentioned studies, this is achieved without making specific assumptions about homozygote and heterozygote fitnesses. Instead, alleles that are able to coexist emerge through evolutionary branching and self-organise through adaptive evolution such that at all times during this gradual build-up of diversity the two conditions formulated by Crow and Kimura are fulfilled. Specifically, divergence of coexisting alleles is driven by increased heterozygote advantage. Since, as long as is not too large the survival of heterozygotes quickly saturates with increasing condition (orange line in Figure 2 for > ), all heterozygote genotypes consisting of alleles that are not very similar to each other have survival close to 1. Thus, alleles evolve to fulfil condition (1) stated above. Furthermore, in the presence of several pathogens ( large) of sufficient difference ( large) survival of homozygote individuals that do not carry the generalist allele * , or alleles very similar to * , approaches zero (grey line and cone in Figure 1B, D) . Thus, divergence of allelic values also results in condition (2) of Crow and Kimura being fulfilled by the majority of homozygotes. Further build-up of allelic diversity is now favoured as increasing the number of alleles decreases the proportion of low-fitness homozygotes.
However, for very small the number of coexisting alleles decreases again (left side in the panels in Figure 3 ). This is because then survival decreases only marginally with decreasing condition and even individuals homozygote for alleles that are different form the generalist allele * can have high survival, violating condition (2) above.
Several other mechanisms are currently invoked to explain diversity at MHC loci. Negative frequency-dependent selection arising from Red-Queen dynamics, fluctuating selection and mating patterns can all favour polymorphism at MHC loci (Apanius et al., 1997; Hedrick, 1999 2015; Lighten et al., 2017) . In addition, neutral diversity can be enhanced by recombination (Klitz et al., 2012; Linnenbrink et al., 2018; Robinson et al., 2017) . If many individuals are heterozygous the particularly high levels of gene conversion found at MHC genes can be effective in creating new allelic variants. For instance, for urban human populations with a large effective population size of e = 10 6 and a per-capita gene conversion probability of = 10 −4 an effective number of alleles as high as e = 1 + 4 e = 401 can theoretically be maintained by gene conversion (Klitz et al., 2012) . However, it is important to point out that recombination such as gene conversion relies on some genetic polymorphism due to balancing selection for it to be efficient at creating new allelic variants.
We do not claim that these mechanisms do not play an important role in maintaining allelic diversity at MHC loci. Rather, our results show that, contrary to the currently widespread view, heterozygote advantage should not be dismissed as a potent force. In any real system, these different mechanisms will jointly affect the allelic diversity at MHC loci. For instance, Lighten et al.
(2017) present a model in which for Red-Queen co-evolution to maintain allelic polymorphism heterozygote advantage in the form of divergent allele advantage (Wakeland et al., 1990 ) seems to be a necessary ingredient. Similarly, Borghans et al. (2004) show that allowing for pathogen co-evolution can further increase the number of co-existing alleles compared to heterozygote advantage alone.
Here, we focus at evolution at a single MHC locus while many vertebrates have several MHC loci with similar functions (Wegner, 2008; Eizaguirre and Lenz, 2010; Spurgin and Richardson, 2010) . The diversity generating mechanism described here still applies if the different loci are responsible for largely non-overlapping sets of pathogens.
Our model does not only apply to MHC genes but to any gene that affects several functions important for survival. Examples are genes that are expressed in different ontogenetic stages or different tissues with competing demands on the optimal gene product. In principle, gene duplication will reduce the potential number of coexisting alleles per locus and eventually leads to a situation where the number of duplicates equals the number of functions (Proulx and Phillips,  2006) . Under this scenario, the high degree of polymorphism reported here would be transient.
However, for MHC genes evidence exist that other forces limit the number of MHC loci (Penn, 2002; Wegner, 2008; Eizaguirre and Lenz, 2010; Spurgin and Richardson, 2010) indicating that the mechanism presented here can in principle explain the high number of coexisting MHC alleles.
Appendix 1
Here we provide the calculations for the effective number of alleles e given in Figure 3 . The expected homozygosity under mutation-drift balance in a population of size and per-capita mutation probability at equilibrium is given by , 2004) . The effective number of alleles e under mutation drift balance is defined as e = 1∕G = 1 + 4
. With a population size of = 10 5 and per capita per generation mutation probability = 5 × 10 −7 as used in all our simulations e ≈ 1.2. Hence, values of e significantly higher than 1.2 indicate the presence of alleles maintained by balancing selection. Figure 2 but the distance between pathogen vectors equals d = 2.5 (as in Figure 1C ) while in Figure 2 this distance is much larger (d = 7, as in Figure 1D) . As a consequence, the condition for evolutionary branching (d > 2 √ m) is not fulfilled and the evolutionary dynamics result in a monomorphic population consisting essentially of only the generalist allele x * = (0, 0). This result is independent of the half-saturation constant K, here chosen to be K = 10. The lower panel shows that the generalist allele x * , which is the final outcome of the evolutionary dynamics, has condition c * ≈ 1 (blue bar) and thereby survival s ≈ 1/(K + 1) = 0.09 (Equation S8). Note that while in Figure 2A the configuration c * < K resulted in three branching events leading to four alleles this does not occur here since the condition for the first branching is not fulfilled. Mutations are drawn from a rotational symmetric normal distribution with expected step size δ = 0.11. Other parameter values: per-capita mutation probability µ = 5 × 10 −7 , population size N = 2 × 10 5 . Figure S4 show the final number of coexisting alleles for different parameter combinations. These results are based on two symmetry assumptions. First, the m point described by the pathogen vectors are placed equidistantly resulting in a regular (m − 1)-simplex. Second, the multivariate Gaussian functions e k describing the MHCmolecule's efficiencies against pathogen k are rotational symmetric as shown in Figure 1 . Thus, the variance-covariance matrices Σ k in Equation S10 are equal to the identity matrix I. Here, we test the robustness of the outcome shown Figure 3 with respect to violations of these symmetry assumptions. We focus on the case with eight pathogens. The results are summarised in Figure S3. Panel (A) is identical to the bottom right panel in Figure 3 and shown here for comparison. Panels (B-D) show the final number of coexisting alleles for increasing deviations from symmetry as explained in the following. Note that each pixel is derived from a single simulation with a unique random perturbation from symmetry.
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In panel (B) the assumption of symmetrically placed pathogen vectors is perturbed while the Gaussian functions e k are kept rotationally symmetric. Section 4.1 describes the procedure how the positions of the pathogen vectors are randomised while controlling for their variance. The similarity between panel (A) and (B) indicates that deviations from a symmetric placement of pathogen vectors has a minor effect on the number of coexisting alleles. The slightly decreased smoothness of the contours corresponding to 50 and 100 coexisting alleles stems from the fact that each pixel is derived from a unique perturbation. Note that polymorphism can emerge for d-values such that the branching condition d > 2 √ m derived for the symmetric case is not fulfilled (below the red arrow). This can be understood based on the expression for the Hessian matrix given in Equation S37. This Hessian is more likely to be non-negative definite for asymmetrically placed pathogen vectors.
In Figure S3C , D we, additionally to the non-symmetric placement of pathogen vectors, allow for non-rotational symmetric Gaussian functions e k . Thus, Σ k differs between pathogens and neither needs to be a diagonal matrix nor a matrix with 1's on the diagonal. The variances of the perturbed variance-covariance matrices are drawn from the interval (1 − ε, 1 + ε) and constrained such that the average variance is equals 1. Section 4.2 describes the procedure in detail. Panel (C) shows the result for modest (ε = 0.2) and panel (D) for strong (ε = 0.5) deviations from rotational symmetry. Comparing panel (B) and (C) indicates that modest deviations from rotational symmetry still have a relatively minor effect on the final number of alleles. In panel D) configurations exist where significantly fewer alleles are able to coexist. Interestingly, configurations resulting in a high number of alleles are more likely to occur in combination with high K-values. The highly irregular pattern results from each pixel corresponding to single simulation with a unique random perturbation from symmetry. Furthermore, the threshold for polymorphism decreases even more because the Hessian matrix given in Equation S5 is even more likely to be non-negative definite with perturbations in Σ k .
Random placement of pathogen vectors.
The distribution of eight pathogen vectors can be described by their seven dimensional variance-covariance matrix V calculated from the coordinates p1, . . . , p8. Since each diagonal element of V describes the variance of the pathogen vectors along a different dimension of the trait space the average variance equals tr(V)/7, where tr(V) denotes the trace. This measure is unaffected by rotation of the points p1, . . . , p8. For symmetrically placed pathogen vectors Vsym = d 2 /(2m)I, where I denotes the identity matrix, and therefore tr(Vsym) = d 2 (m − 1)/(2m). In panel (B-D) We obtain randomly placed pathogen vectors with tr(Vper) = d 2 (m − 1)/2m = tr(Vsym) in the following manner. First, eight preliminary pointsp1, . . . ,p8 are placed randomly within a unit 7-sphere. These points are subsequently multiplied with a scalar α given by α = tr(Vsym)
to obtain the final set of pathogen vectors p1, . . . , p8. Here, m = 8 andV is the variance-covariance matrix calculated based on the preliminary pointsp1, . . . ,p8.
Random covariance matrices for the pathogen efficiencies.
In Figure 1-3 the variance-covariance matrices Σ k determining the shape of the efficiency functions e k are equal to the identity matrix I. In Figure S3C , D we allow for arbitrary variance-covariance matrices. In order to keep the results between the symmetric and asymmetric case comparable we fix the mean variance over all Σ k equal to 1. We obtain the eight random variance-covariance matrices Σ1, . . . , Σ8 in the following manner. First, eight random diagonal matrices D1, . . . , D8
are determined (one per pathogen vectors) with entries drawn from a uniform distribution U (1 − ε, 1 + ε) . These matrices are then multiplied with a scalar β given by
, with m = 8, to obtain the set of matrices M1, . . . , M8 obeying 1 = 1/8 8 i=1 (tr(Mi)/7). In a final step we draw eight random rotation matrices R1, . . . , R8 and calculate our final variance-covariance matrices P1, . . . , P8 as In these panels the y-axis shows the value d that corresponds to symmetrically placed pathogen vectors with a variance equal to the mean variance of the randomly placed pathogen vectors. Results are reported in terms of the effective number of alleles ne, which discounts for alleles arising from mutation-drift balance (see Appendix 1). Dashed and solid lines give the contours for ne = 50 and ne = 100, respectively. Red arrows indicate d = 2 √ 8, the minimal value for polymorphism to emerge from branching under full symmetry. Accordingly, simulations in the dark blue area result in a single abundant allele with ne close to one. Other parameters: population size N = 2 × 10 5 , per-capita mutation probability µ = 5 × 10 −7 , expected mutational step size δ = 0.024d. MHC molecules and pathogen vectors are described by ten-dimensional vectors x = (x1, x2, . . . , x10) and p = (p1, p2, . . . , p10), respectively, as described in the main text. In the absence of recombination a parent with alleles x and y passes on only one of them. With recombination the same parent passes on a recombined allele that originates through crossing over at a randomly chosen break point. For example, a recombination event at the third position results in (x1, x2, x3, y4, y5, y6, y7, y8, y9, y10) . For m pathogens (m ≤ 8) the (m − 1)-simplex is embedded in the ten-dimensional trait space according to a random rotation. For each simulation a new random rotation is chosen. This ensures that all ten MHC trait dimensions are of similar importance. Due to the higher dimensionality of the trait-space compared to the m − 1-dimensional simplex a larger number of mutants lies outside the m − 1-dimensional simplex and is therefore maladapted. This results in a considerable slow-down of the build-up of allelic diversity. In order to be able to compare the results from simulations with and without recombination we increase the per-capita mutation probability by a factor four from µ = 5 × 10 −7 in Figure 3 to µ = 2 × 10 −6 such that in test runs the same diversity is reached for the ten-dimensional trait space without recombination as for the (m − 1)-dimensional trait spaces as shown in Figure 3 .
Model with recombination
Comparing Figure S4 with Figure 3 shows that recombination does not qualitatively change the final number of alleles. Nevertheless, recombination has some effects due to the increased influx of new alleles. First, once allelic polymorphism evolves the further build-up of genetic diversity is accelerated by recombination. Second, when polymorphism is not selected for, i.e., when the branching condition is not fulfilled (d < 2 √ m, below the red arrow in Figure S4 ) a higher level of neutral polymorphism is reached.
Third, the highest number of coexisting alleles in Figure S4 is ne = 236 compared to ne = 206 in Figure 3 . It is informative to discuss this difference in slightly more detail. In an infinite population in which all heterozygotes have equally high fitness and all homozygotes have equally low fitness an infinite number of alleles can coexist. In real populations the maximum number of coexisting alleles is limited by population size and by extinctions due to drift. The maximum number of alleles that can coexist in finite populations has been explored by Kimura and Crow (13) and Wright (21) . From Kimura and Crow (13) we estimate that for the parameter values in Figure 3 (N = 4 × 10 5 and µ = 5 × 10 − 7) this maximum number is ≈ 250. The maximum number in our simulations, 206 in the case without recombination, is lower because in our model not all homozygotes and not all heterozygotes have exactly the same fitness, (see Figure 3 , bottom panel), which violates the assumptions of the theory of Kimura and Crow (13) . We therefore expect that the maximum number of alleles in Figure 3 is at the theoretical maximum and therefore limited by demographic processes.
Once an appreciable number of alleles has evolved recombination creates new alleles just like mutation. Based on this twenty-fold increase in the influx of new allelic variants due to recombination we estimate based on Kimura and Crow (13) that the theoretically maximum number alleles is ≈ 340. This is considerably higher than 236, the maximum number in our simulations that include recombination (Figure S4 ). From this we draw two conclusions. First, the increase of alleles from 206 to 236 can be explained by the increased influx of new alleles. Second, 236 is the true maximum number of alleles that can be maintained by heterozygote advantage given the parameters in Figure 3 and Figure S4 as its is unlikely to be capped by demographic processes. √ m, the threshold for polymorphism to emerge from branching. Accordingly, simulations in the dark blue area below the red arrow result in a single abundant allele with ne close to one. Higher values of ne below the red arrow are due the extra influx of new alleles due to recombination. Other parameters: population size N = 2 × 10 5 , recombination rate r = 10 5 , per-capita mutation probability µ = 2 × 10 −6 , expected mutational step size δ = 0.024d.
Mathematical analysis: Preliminaries
Adaptive dynamics and invasion fitness.
We analyse the model with an evolutionary invasion analysis using the adaptive dynamics formalism (5, 9, 18) . The main tool to predict the evolutionary dynamics is invasion fitness w(y, X), which is the expected long-term exponential growth rate of an infinitesimally rare mutant allele with allelic vector y in a resident population at equilibrium consisting of the alleles X = (x1, . . . , xn) (16, 18) .
We consider a large population consisting of N individuals containing n alleles X = (x1, . . . , xn) under Wright-Fisher population dynamics (8, 20) . The recurrence equation for allele xa is given by
where fa,t is the frequency of allele xa at time t, s(xa, x b ) is the survival of an individual carrying the alleles xa and x b and
is the population mean survival at time t. Note, that the sum on the right hand side of Equation S1 describes the marginal fitness of allele xa. Consider a rare mutant allele y = xa + for some xa ∈ X introduced into a resident population of n coexisting alleles X at equilibrium. As long as the mutant allele has a negligible frequency its marginal fitness simplifies to
which is its invasion fitness. Note that because of the equilibrium assumption the time-subscript could be dropped. Allele y has a positive probability to invade and increase in frequency if w(y, X) > 1 and disappears otherwise. The gradient w(xa, X) of invasion fitness with entries w(xa, X)i = ∂w(y, X) ∂yi y=xa [S3] gives the direction in the h-dimensional allelic trait space in which invasion fitness of mutants of allele xa increases fastest. If mutations occur rarely a mutant allele y will either go extinct or reach an equilibrium frequency before a new mutant appears. If, additionally, w(xa, X) = 0 and mutational effects are sufficiently small, i.e., y = xa + for xa ∈ X and small, then invasion of y implies extinction of xa (4, Appendix B) resulting in a trait substitution sequence. In the limit of small mutational steps the evolutionary dynamics of an allelic lineage becomes gradual and is given by
(2, 5, 7, 17). Here, µ is the per-capita mutation probability and C the mutational variance-covariance matrix. We note that
Equation S4
is structurally similar to the gradient equation of quantitative genetics, which is based on the assumption of weak selection or, equivalently, small genetic variances (1, 3, 12, 14) . In this case, xa characterises the mean of the phenotype distribution, the variance-covariance matrix describes the distribution of the standing genetic variation, and the factor µfaN is replaced with a constant. Combinations of alleles X such that 0 = w(xa, X)i for all alleles are of special interest. In the case of a single resident allele X = x, the trait vector x is then said to be an evolutionarily singular strategy. If n coexisting alleles all fulfil 0 = w(xa, X)i, then these form an evolutionarily singular coalition. Evolutionarily singular coalitions can be either attractors or repellors of the evolutionary dynamics described by Equation S4. Furthermore, an evolutionarily singular coalition of alleles can be either invadable or uninvadable by nearby mutants. For a single resident allele with a onedimensional trait x = x a classification of singular strategies is straight forward (9) . Evolutionarily singular points that are not approached, irrespective of whether they are invadable or uninvadable, act as repellors and we do not expect to ever find alleles with such values. Evolutionarily singular strategies that are attractors and uninvadable are endpoints of the evolutionary dynamics. Finally, evolutionarily singular points that are attractors and invadable are know as evolutionary branching points. In this case, any nearby mutant can invade the singular strategy and coexist with it in a protected dimorphism. Further evolution leads to divergence of the alleles present in the dimorphism. Thus, evolutionary branching points are points in trait space at which diversity emerges (19) .
The classification of singular points becomes more complicated in multivariate trait spaces or when several strategies coexist in an evolutionarily singular coalition (6, 10, 15) . First, in multivariate trait spaces or polymorphic populations, whether or not a singular coalition is an attractor does not only depend on the direction of the fitness gradient in the vicinity of the singular coalition but also on the mutational input (15) . Second, in multivariate trait spaces or polymorphic populations attractivity of a singular coalition and invadability are necessary but generally not sufficient conditions for evolutionary branching (10) .
In Section 7.1, we show that for our model, as long as the resident population consists of a single allele X = x, a unique singular point x * exists. This allele is uninvadable if it is a minimum of w(y, x * ) as a function of y. This is the case if the h-dimensional Hessian matrix H with entries
is negative definite (6, 15) . In Section 7.2 we derive an explicit expression for H for the fully general case of our model that allows to determine invadability of x * as a function of the positions of the pathogen vectors, the half-saturation constant K, and the variance-covariance matrices Σ k that determine the shape of the efficiency functions e k . Whether or not the singular point x * is an attractor of the evolutionary dynamics can be evaluated based on the Jacobian matrix J of the fitness gradient w(x * , x * ) (15), which is given by
and where Q is the h-dimensional matrix of mixed derivatives with entries qij = ∂ 2 w(y, x) ∂yi∂xj y=x=x * .
[S7]
Leimar (15) showed that if the symmetric part of J, i.e., (J + J T )/2, is negative definite, then the singular point is an attractor of the evolutionary dynamics described by Equation S4 in dependent of the mutational variance-covariance matrix C.
Leimar refers to this case as strong convergence stability. In Section 7.3 we show that for our model the Jacobian matrix is in fact a negative definite symmetric matrix. For this case, Leimar proved a stronger result to which he refers to as absolute convergence stability. In this case, all conceivable gradualistic, adaptive paths starting near the point x * converge to it. To summarise, for the presented model we prove that a unique singular strategy x * exists, to which we refer as the generalist allele. This allele is an attractor of any adaptive gradualistic trait substitution sequence. Furthermore, we compute an explicit expression for the Hessian matrix at this point. This expression allows to numerically calculate whether the singular point is invadable or not. We note that the definiteness of the Hessian matrix is independent of the half-saturation constant K. We also make some heuristic arguments about which factors make invadability more likely. For the case of two-dimensional trait spaces results in Geritz et al. (10) allow us to conclude that if x * is invadable, then it is indeed an evolutionary branching point. For trait spaces of dimension three or higher, whether strong convergence and invadability imply evolutionary branching is an open problem (10). Individual-based simulations indicate, however, that for our model this indeed the case.
Model description.
In this section, we describe the model ingredients. Survival s(xa, x b ) of a genotype carrying alleles xa and x b is a saturating function of condition c and described by the well known Michaelis-Menten equation
Here, the half saturation constant K gives the condition c at which half of the maximum survival is reached and smax is the maximum survival probability that is approached when c is large. The condition of a genotype is given by
where the entries of the matrix Σ −1 k are denoted by σ −1 kjl . Using that dyj/dyi = 0 for i = j and dyj/dyi = 1 for i = j this further simplifies to ∂e k (y) ∂yi = e k (y) h j=1 σ −1 k il (p kj − yj).
[S18]
Substituting Equation S18 into Equation S16 finally results in
[S19]
and w(x)
[S20]
As mentioned in 6.1, singular points x * are allelic trait vectors for which Equation S20 equals zero. From Equation S20 follows that in our model singular points have to fulfil as stated in the main text.
Derivation of the Hessian matrix.
As stated in Equation S5 , the entries of the Hessian matrix are given by
The second derivative of the function s is obtained by differentiating Equation S13 with respect to yj resulting in where in the final simplification step we use the conclusion drawn from Equation S16 that 0 = ∂c(y, x * )/∂yi|y=x * and therefore the term after the minus sign disappears.
