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Abstract. In this paper, we examine the applicability of the approximation,
f g ≈ f g , within Backus [1] averaging. This approximation is a crucial step
in the method proposed by Backus [1], which is widely used in studying wave
propagation in layered Hookean solids. According to this approximation, the
average of the product of a rapidly varying function and a slowly varying
function is approximately equal to the product of the averages of those two
functions.
Considering that the rapidly varying function represents the mechanical
properties of layers, we express it as a step function. The slowly varying
function is continuous, since it represents the components of the stress or
strain tensors. In this paper, beyond the upper bound of the error for that
approximation, which is formulated by Bos et al. [2], we provide a statistical
analysis of the approximation by allowing the function values to be sampled
from general distributions.
Even though, according to the upper bound, Backus [1] averaging might not
appear as a viable approach, we show that—for cases representative of physical
scenarios modelled by such an averaging—the approximation is typically quite
good. We identify the cases for which there can be a deterioration in its
efficacy.
In particular, we examine a special case for which the approximation results
in spurious values. However, such a case—though physically realizable—is
not likely to appear in seismology, where Backus [1] averaging is commonly
used. Yet, such values might occur in material sciences, in general, for which
Backus [1] averaging is also considered.
1. Introduction
Let us consider a Hookean solid, which is expressed by fourth-rank tensors in
accordance with Hooke’s law,
(1.1) σij =
3∑
k=1
3∑
`=1
cijk` εk` , i, j ∈ {1, 2, 3} ,
which relates the stress, σ , and strain, ε , tensors. Backus [1] showed that a ho-
mogeneous transversely isotropic Hookean solid can be long-wave equivalent to a
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stack of thin isotropic or transversely isotropic layers. Bos et al. [2] examined the
mathematical underpinnings of the Backus [1] approach, in the context of gener-
ally anisotropic layers. Readers interested in an overview, a motivation or details
of equivalent media might refer to these papers or to Slawinski [5, Section 4.2].
However, there remains an examination of the underlying assumption. Hence, this
paper.
Backus [1] writes
The only approximation that we make in the present paper is the
following: if f(x3) is nearly constant when x3 changes by no more
than `′ , while g(x3) may vary by a large fraction over this distance,
then, approximately, f g ≈ f g .
In our presentation, for conciseness of notation, x stands for x3 .
Following the definition proposed by Backus [1], the average of the function f(x)
of “width” `′ is the moving average given by
(1.2) f(x) :=
∞∫
−∞
w(ζ − x)f(ζ) dζ ,
where the weight function, w(x) , has the following properties:
w(x) > 0 , w(±∞) = 0 ,
∞∫
−∞
w(x) dx = 1 ,
∞∫
−∞
xw(x) dx = 0 ,
∞∫
−∞
x2w(x) dx = (`′)2 .
Within that context, Bos et al. [2, Lemma 3] prove the following lemma, which may
be restated as follows.
Lemma 1.1. Given f(x) that is nearly constant along an interval of length `′ , and
g(x) , which is allowed to vary by a large amount over this interval, we can use the
following approximation:
(1.3) f g ≈ f g ,
where an overline, , denotes an average.
Also, Bos et al. [2] present an upper bound for the error of the approximation in
question. If f(x) is continuous and g(x) > 0 , then, by the Mean-value Theorem
for Integrals,
f g =
∞∫
−∞
f(x) g(x)W (x) dx = f(c)
∞∫
−∞
g(x)W (x) dx = f(c) g ,
for some c , where for a fixed x , we set W (ζ) := w(ζ − x) . Hence,
f g − f g = f(c) g − f g = (f(c)− f ) g .
As shown explicitly in Appendix A, this implies that
(1.4)
∣∣ f g − f g ∣∣ = ∣∣ f(c)− f ∣∣ g 6 ‖f ′‖∞
 ∞∫
−∞
|c− ζ| W (ζ) dζ
 g .
If ‖f ′‖∞ and g are not exceedingly large and the weight function is reasonable,
the absolute difference between the average of the product and the product of the
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averages is small. Sometimes, however, it is more useful to measure the relative
error defined as
f g − f g
f g
× 100% .
If g = 0 , this error becomes 100% ; hence, the case of g = 0 is of concern, and we
discuss it in Section 3.6.
To obtain expression (1.4), for a fixed value of x , we set W (ζ) := w(ζ − x) , as
discussed by Bos et al. [2, Appendix C]. Then, W > 0 and
∫∞
−∞W (ζ) dζ = 1 . With
this notation, equation (1.2) becomes
f :=
∞∫
−∞
f(x)W (x) dx .
Similarly,
g :=
∞∫
−∞
g(x)W (x) dx and f g :=
∞∫
−∞
f(x) g(x)W (x) dx .
The purpose of this paper is to use statistical analysis to gain an insight into
implications of Lemma 1.1 in both theoretical and pragmatic considerations. In
particular, we examine approximation (1.3), namely, f g ≈ f g , which is necessary
for the Backus [1] averaging process.
In accordance with Backus [1] and Bos et al. [2], we associate g with the elasticity
parameters, cijk` , contained in expression (1.1); these values can change abruptly
from layer to layer. For a stack of parallel layers along the x3-axis, we associate the
slowly varying function, f , as components of the strain tensor, ε11 , ε12 , ε22 , or the
stress tensor, σi3 , where i = 1, 2, 3 . These components are constant for the static
case and—for a far-field wave propagation—are assumed to be nearly so along the
x3-axis, which is normal to the parallel layers.
We begin this paper by formulating the statistical approach to study Lemma 1.1.
Then, we proceed to numerical examination of several cases of particular pertinence
for this study. We conclude this paper by discussing the wide range of validity of
the approximation given in expression (1.3), and the single case of its failure.
2. Statistical approach
2.1. General formulation. To examine the approximation in expression (1.3), we
consider a medium composed of n parallel layers whose thicknesses vary. Herein,
f(x) is continuous on [0, L] and g(x) is a step function on the same closed interval
with breaks at 0 = x0 < x1 < · · · < xn = L , thus delineating n layers extending to
depth L .
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Let gk be the value of g(x) on the kth interval, [xk−1, xk] , where 1 6 k 6 n .
Hence, the average of the product is
f(x) g(x) :=
1
L
L∫
0
f(x) g(x) dx =
1
L
n∑
k=1
xk∫
xk−1
f(x) g(x) dx =
1
L
n∑
k=1
gk
xk∫
xk−1
f(x) dx
=
1
L
n∑
k=1
(xk − xk−1)
 1xk − xk−1
xk∫
xk−1
f(x) dx
 gk =
n∑
k=1
wk fk gk ,
where wk := (xk−xk−1)/L is the fraction of the depth of the kth layer with respect
to the total depth, and
fk :=
1
xk − xk−1
xk∫
xk−1
f(x) dx
is the average of f(x) over the kth layer. Similarly,
f =
1
L
L∫
0
f(x) dx =
n∑
k=1
wk fk and g =
n∑
k=1
wk gk .
Herein, the weights are such that wk ≥ 0 and
∑n
k=1 wk = 1 . Thus, the averages
under consideration, namely, f(x) , g(x) and f(x) g(x) , are but discrete weighted
averages involving three vectors, f ∈ Rn , g ∈ Rn and f g ∈ Rn , whose components
are fk , gk and fk gk , respectively.
In this context, the difference between the average of the product and the product
of the averages is
(2.1) E(f ,g) := f g − f g ,
where, for any vector x ∈ Rn , we set
x :=
n∑
k=1
wk xk .
It is convenient to express E(f ,g) in matrix-vector form.
Lemma 2.1. Suppose that w ∈ Rn is the vector of weights wk , and that W ∈ Rn×n
is the diagonal matrix with Wkk = wk . Then
(2.2) E(f ,g) = f tQg ,
where Q := W −w wt ∈ Rn×n .
Proof. It suffices to note that
E(f ,g) =
n∑
k=1
wk fk gk −
(
n∑
k=1
wk fk
)(
n∑
k=1
wk gk
)
= f tW g − (f tw)(wtg) = f tW g − f t(w wt) g = f t(W −w wt) g ,
which is the required result.
Remark. Since Q ∈ Rn×n is symmetric, E(f ,g) is but a certain bilinear form. In
this discrete case there is a simple, but useful, upper bound for |E(f ,g)|.
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Lemma 2.2. We have
|E(f ,g)| 6
{
(f − f )2
}1/2{
g2
}1/2
.
Proof. We express
E(f ,g) =
n∑
k=1
wk fk gk −
( n∑
k=1
wk fk
)( n∑
k=1
wk gk
)
=
n∑
k=1
wk fk gk − f
( n∑
k=1
wk gk
)
=
n∑
k=1
wk (fk − f ) gk .
Hence, by the weighted Cauchy-Schwartz inequality,
|E(f ,g)| 6
{ n∑
k=1
wk (fk − f )2
}1/2{ n∑
k=1
wk g
2
k
}1/2
=
{
(f − f )2
}1/2{
g2
}1/2
,
which is the required result.
We note that this bound is sharp in the sense that it is attained precisely if g =
c (f − f ) for some constant c .
Besides giving upper bounds for |E(f ,g)| , we may also perform a statistical
analysis. Specifically, suppose that f ∈ Rn is a random variable sampled from a
distribution whose mean is µf ∈ Rn and whose covariance matrix is Cf ∈ Rn×n .
The correlation matrix is
(Cf )ij = E((fi − (µf )i)(fj − (µf )j)) , 1 6 i, j 6 n ,
which in matrix form becomes
Cf = E((f − µf )(f − µf )t) ;
herein, E(·) refers to the mean of the random variable. Note that the diagonal
entries,
(Cf )ii = E((fi − (µf )i)2) ,
are the variances of the components fi . Also note that, if the components of f are
independent of each other, Cf is a diagonal matrix.
Similarly, we suppose that g ∈ Rn is a random variable sampled from a dis-
tribution whose mean is µg ∈ Rn and whose covariance matrix is Cg ∈ Rn×n .
Furthermore, it is important to suppose that f and g are independent of one an-
other.
With these assumptions, we may compute the mean and variance of our error
statistic, E(f ,g) , which is given in expression (2.2).
Lemma 2.3. We have
E(E(f ,g)) = (µf )tQ (µg) = E(µf ,µg) ,
E((E(f ,g))2) = tr
[
QE(f f t)QE(g gt)
]
= tr
[
Q (Cf + µf (µf )
t)Q (Cg + µg(µg)
t)
]
and
var[E(f ,g)] = tr
[
QCf QCg +Q(µf (µf )
t)QCg +QCf Q(µg(µg)
t)
]
.
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Proof. For the mean, we compute
E(E(f ,g)) = E(f tQg) = E(f)tQE(g) = (µf )tQ (µg) ,
where f and g are assumed to be independent. Furthermore,
E((E(f ,g))2) = E((f tQg)2) = E((f tQg)(f tQg))
= E((gtQ f)(f tQg)) (as Q is symmetric)
= E(tr
[
(gtQ f)(f tQg)
]
) (as the expression inside the square brackets is a scalar)
= E(tr
[
Q (f f t)Q (g gt)
]
) (by the cyclic property of the trace)
= tr
[
QE(f f t)QE(g gt)
]
(as f and g are independent) .
(2.3)
Now,
E(f f t) = E((f − µf )(f − µf )t + µf f t + f(µf )t − µf (µf )t)
= Cf + µf E(f)t + E(f) (µf )t − µf (µf )t = Cf + µf (µf )t + µf (µf )t − µf (µf )t
= Cf + µf (µf )
t
and similarly,
E(g gt) = Cg + µg(µg)t .
Substituting these results for the means in expression (2.3), we obtain the required
formula. The formula for the variance follows directly from the fact that
var[E(f ,g)] = E((E(f ,g))2)− (E(E(f ,g)))2 ,
which completes the proof.
Let us consider specific cases of Lemma 2.3.
2.2. Deterministic f . Suppose that f is fixed, which means that Cf = 0 and
µf = f . Also, suppose that we have n equally spaced layers, so that wk = 1/n ,
1 6 k 6 n . For g , we take gk ∼ N(µk, σ) , where 1 6 k 6 n , which is independent
of f , with µg = [µ1 , µ2 , · · · , µn]t and Cg = σ2In ∈ Rn×n , where σ is the standard
deviation.
In this case, E(f ,g) = f tQg , which is the sum of independent normal vari-
ables, is itself a normal random variable, whose mean and variance are given by
Lemma 2.3. Specifically,
E(E(f ,g)) = f tQµg = f µg − f µg .
For the variance, and considering equally spaced weights, we have
Q =
1
n
In − 1
n2
1n×n ,
where 1n×n ∈ Rn×n denotes the matrix whose entries are all unity. Then, since
Cf = 0 , we have
var[E(f ,g)] = tr
[
Q(f f t)Q (σ2In)
]
= σ2 tr
[
Q (f f t)Q
]
= σ2 tr
[
(Q f)(Q f)t
]
= σ2 tr
[
(Q f)t(Q f)
]
(by the cylic property of the trace)
= σ2(Q f)t(Q f) (as the expression in the square brackets above is just a scalar) ;
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but
Q f =
(
1
n
In − 1
n2
1n×n
)
f =
1
n
(f − f ) ,
so that
var[E(f ,g)] = σ2
( 1
n2
(f − f )t(f − f )
)
=
σ2
n2
n∑
k=1
(fk − f )2 = σ
2
n
(f − f )2 .
In other words,
std[(E(f ,g)] =
σ√
n
(
(f − f )2
)1/2
is proportional to σ , which is the standard deviation of gk , and inversely propor-
tional to
√
n , where n is the number of layers. Thus, std[(E(f ,g)] decreases with
the number of layers; in other words, the approximation improves with the number
of layers. Since, in this case, E(f ,g) is a true normal variable, we expect that—with
95% probability—it is within two standard deviations of its mean, and with 99%
it is within 2.56 standard deviations.
3. Illustrative numerical examples
3.1. Introductory comments. Let us remain within a medium composed of n
equally spaced layers, and let the thickness of the medium be L = 100 . We consider
the slowly moving wave, f(x) = 1 + 0.1 sin(2pix/100), passing through the medium,
and model this wave by the piecewise constant vector given by the average of f(x)
on each layer. In other words,
fk = (µf )k =
1
xk − xk−1
xk∫
xk−1
f(x) dx =
1
h
kh∫
(k−1)h
(
1 + 0.1 sin
(
2pi x
100
))
dx
= 1 + (0.1)
1
h
100
2pi
{
cos
(
2pi (k − 1)h
100
)
− cos
(
2pi k h
100
)}
= 1 + (0.1)
n
2pi
{
cos
(
2pi (k − 1)
n
)
− cos
(
2pi k
n
)}
= 1 + (0.1)
n
2pi
(
2 sin
(pi
n
)
sin
(
(2k − 1)pi
n
))
= 1 + (0.1)
(n
pi
sin
(pi
n
))
sin
(
(2k − 1)pi
n
)
and Cf = 0 , as f is deterministic. Furthermore, we note that
f = f(x) =
1
L
L∫
0
f(x) dx = 1 ,
for any value of n .
3.2. Best case. For the absolute error, the best possible situation is E(E(f ,g)) =
E(f ,µg) = 0 . This is the case for any f , if µg ∈ Rn is a vector whose components
(µg)k = µ , which is a constant; in such a case f g = f µ = f g . Also, E(f ,µg) = 0
if µg that alternates between any two values, as can be verified by a calculation.
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Let us suppose that the means of gk , namely, (µg)k = µ , where 1 6 k 6 n , are
all the same. Then, E(E(f ,g)) = 0 , which means that, in this case, the expected
difference between the mean of the product and the product of the means is zero.
Moreover, the proportionality constant in the variance of E(f ,g) becomes
(f − f )2 = 1
n
n∑
k=1
(fk − f )2 = 1
n
n∑
k=1
(fk − 1)2
=
1
n
(0.1)2
(n
pi
sin
(pi
n
))2 n∑
k=1
(
sin
(
(2k − 1)pi
n
))2
=
1
n
(0.1)2
(n
pi
sin
(pi
n
))2 n∑
k=1
1− cos
(
2
(2k − 1)pi
n
)
2
=
(0.1)2
2
(n
pi
sin
(pi
n
))2
,
since
n∑
k=1
cos
(
2
(2k − 1)pi
n
)
= <
{
n∑
k=1
exp
(
2 (2k − 1)pi i
n
)}
= <
{
exp
(
2pi i
n
) n∑
k=1
(
exp
(
4pi i
n
))k−1}
= <
exp
(
2pi i
n
) (exp(4pi i
n
))n
− 1(
exp
(
4pi i
n
))
− 1

= 0 ,
for n > 3 ; herein, <{ } denotes the real part of a complex number. Note that the
factor (n
pi
sin
(pi
n
))2
6 1 , since
∣∣∣∣ sin(x)x
∣∣∣∣ 6 1, ∀x ∈ R .
Indeed, n sin
(pi
n
)
pi

2
= 1 +O(n−2) ,
hence, it may be safely replaced by unity.
Thus,
std[E(f ,g)] ≤
√
0.005
σ√
n
= 0.0707
σ√
n
,
and 95% of the time E(f ,g) is in the interval between
±2 (0.0707) σ√
n
= ±0.1414 σ√
n
.
The relative errors, defined by
(3.1) R(f ,g) =
E(f ,g)
f g
,
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Figure 1. Relative errors of f g ≈ f g for the case discussed in Section 3.2
are another issue, since they are a ratio of two random variables. Information about
them can be obtained by generating a number of simulations. In Figure 1, we show
the results for fifty thousand simulations with µ = 2 , σ = 1 and n = 10 . In this
and the other figures, both the left and right plots contain essentially the same in-
formation. The left plot is a histogram of the number of occurrences corresponding
to a given value, and the right plot is their cumulative sum normalized to unity.
Also, for these simulations, we obtain the following results.
◦ 95% of |E(f ,g)| are less than 0.0432
◦ 99% of |E(f ,g)| are less than 0.0564
◦ the maximum of |E(f ,g)| is 0.0875
◦ 95% of |R(f ,g)| are less than 2.2611%
◦ 99% of |R(f ,g)| are less than 3.1173%
◦ the maximum of |R(f ,g)| is 5.3633%
◦ the theoretical mean of E(f ,g) is 0.0000
◦ the sample mean of E(f ,g) is 0.0000
◦ the theoretical standard deviation of E(f ,g) is 2.1995× 10−2
◦ the sample standard deviation of E(f ,g) is 2.1950× 10−2
Remark. Large relative errors are typically caused by the division of a small value
of f g . Note that, in general, we may write
f g = f tQ˜g where Q˜ :=
1
n
In ∈ Rn×n ,
and, hence, if f is fixed and gk ∼ N((µg)k, σ) , we may invoke Lemma 2.3 to
compute
E( f g ) = f µg and std
[
f g
]
=
σ√
n
( f2 ) .
We should expect the vast majority of values of f g to lie in the interval between
E( f g )± 2 std[ f g ] = f µg ± 2 σ√n ( f2 ) .
If this interval includes zero, then there are likely to be many instances for which
f g is small, and hence, the resulting relative error is large.
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Figure 2. Absolute errors of f g ≈ f g for the case discussed in Section 3.3
However, in the case under consideration, E( f g ) = 2 f = 2 , while std
[
f g
]
=
f2/
√
n = 0.3178 . Hence, it is essentially impossible for a sample f g to be near zero
and be the cause of a large relative error.
3.3. Worst case. Let us now consider an almost worst case, for which the expected
value of E(f ,g) is not zero. Specifically, we consider µg = c (f − f) , so that the
upper bound given in Lemma 2.2 is attained. In such a case,
µg = c ( f − f ) = c ( f − f ) = 0 ,
and hence,
E(f ,µg) = f µg ;
more importantly,
R(f ,µg) =
E(f ,µg)
f µg
= 1 ,
which means that the relative error is 100% .
Specifically, we take gk ∼ N(µk, σ) , independent, with µk = 2 sin((2k − 1)pi/n)
and we set σ = 1 . Since E(f ,g) is still a normal random variable, it behaves as
illustrated in Figure 2. Indeed, the standard deviation of E(f ,g) is the same as for
case discussed in Section 3.2, since it does not depend on µg ; however,
E(E(f ,g)) = E(f ,µg) = 0.0984 .
The relevant statistics for the absolute errors are as follows.
◦ 95% of |E(f ,g)| are less than 0.1343
◦ 99% of |E(f ,g)| are less than 0.1499
◦ the maximum of |E(f ,g)| is 0.1860
◦ the theoretical mean of E(f ,g) is 0.0984
◦ the sample mean of E(f ,g) is 0.0984
◦ the theoretical standard deviation of E(f ,g) is 2.1995× 10−2
◦ the sample standard deviation of the E(f ,g) is 2.2020× 10−2
However, the relative error, R(f ,g) , is almost catastrophically worse. Examining
Figure 3, we see the frequencies of the relative errors for fifty thousand simulations.
Notice that, in the left plot, there are many cases for which the relative error exceeds
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Figure 3. Relative errors of f g ≈ f g for the case discussed in
Section 3.3; left plot: σ = 1 ; right plot: σ = 0.05
100% . Indeed, this is true for 23.24% of these simulations. Even 11.95% of them
are over 200% , and only 1.17% of the relative errors are below 10% .
Such a magnitude of relative errors is easy to explain. Since R(f ,µg) = 1 , we
should expect relative errors to be typically around 100% . Also, if f g is small—
which is possible for small n and σ , since the standard deviation of gk is large
relative to E(f g)—the division by the small number amplifies the relative error, as
is the case herein.
To illustrate this effect, we repeat the same experiment, except with σ = 0.05 ,
as opposed to σ = 1 . The result is shown in the right plot of Figure 3. Comparing
the left and right plots, we see that—for σ = 0.05—the relative errors are much
more concentrated around the expected value of 100% , since it is much less likely
that f g would be small.
3.4. Intermediate case. Having examined the best and worst cases, let us con-
sider an intermediate one. To do so, we set g to represent typical values to which the
Backus [1] average is applied (e.g., Danek and Slawinski [3]). We use the same f as
for the cases discussed in Sections 3.2 and 3.3. For g , we consider twenty isotropic
layers of even thickness, whose elasticity parameters are either c1111 = 12.15 and
c2323 = 3.24 or c1111 = 6.25 and c2323 = 0.64 . For each layer, the value of g is
given by (c1111−2c2323)/c1111 , which is the term in parentheses of expression (3.2).
The sequence of layers is random; the same pair of values can be repeated, which is
tantamount to doubling the thickness of a layer. The step function, g , and, hence,
µg , alternate between 0.4667 and 0.7952 . Herein, we consider
µg = [0.4667, 0.7952, 0.7952, 0.4667, 0.7952, 0.4667, 0.4667, 0.4667, 0.7952, 0.7952,
0.7952, 0.4667, 0.4667, 0.4667, 0.7952, 0.4667, 0.7952, 0.7952, 0.7952, 0.4667] ∈ R20.
As in the cases examined in Sections 3.2 and 3.3, we take
gk ∼ N((µg)k, σ), 1 6 k 6 n ,
but with n = 20 and σ = 0.75 . The results of fifty thousand simulations are shown
in Figures 4 and 5. The relevant statistics are as follows.
◦ 95% of the |E(f ,g)| are less than 0.0232
◦ 99% of the |E(f ,g)| are less than 0.0305
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Figure 4. Absolute errors of f g ≈ f g for the case discussed in
Section 3.4, with σ = 0.75
Figure 5. Relative errors of f g ≈ f g for the case discussed in
Section 3.4, with σ = 0.75
◦ the maximum of the |E(f ,g)| is 0.0498
◦ 95% of |R(f ,g)| are less than 4.2930%
◦ 99% of |R(f ,g)| are less than 6.6116%
◦ the maximum of |R(f ,g)| is 108.3342%
◦ the theoretical mean of E(f ,g) is −0.0007
◦ the sample mean of E(f ,g) is −0.0008
◦ the theoretical standard deviation of E(f ,g) is 1.1810× 10−2
◦ the sample standard deviation of E(f ,g) is 1.1793× 10−2
◦ the theoretical mean of f g is 0.6302
◦ the theoretical standard deviation of f g is 0.1685
Notice that the expected value of f g is 0.6302 , while its standard deviation is
0.1685 , which means that a small value for f g is possible but not likely. We see
this illustrated by the distribution of the relative errors, R(f ,g) , for which 99%
of its values are less than 6.6116% , in absolute value, while its maximum absolute
value is as large as 108.3342% .
3.5. Effect of measurement errors. We may also use our formulation to study
the effect of small random errors in the values of the fk and the gk . Since, in
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Figure 6. Absolute errors of f g ≈ f g for 10% errors in f and g
general, there is no analytic expression for error propagation, we use numerical
methods to gain an insight into the effect of measurement errors. To this end, we
introduce random normal errors of 10% to f and g . Specifically, in accordance with
Section 3.1, we let the mean, µf ∈ Rn , be
(µf )k :=
1
xk+1 − xk
xk+1∫
xk
f(x) dx ,
but we consider fk = (µf )k + (µf )k σ zk , where zk ∼ N(0, 1) , with 1 6 k 6 n , are
independent, and σ = 0.1 . In other words,
fk ∼ N
(
(µf )k, (σ (µf )k)
2
)
,
and, hence, the correlation matrix is
(Cf )ij = E
((
fi − (µf )i
) (
fj − (µf )j
))
=
{
(σ (µf )j)
2 if i = j
0 otherwise
.
In other words,
Cf = σ
2 diag
[
(µf )
2
] ∈ Rn×n ,
which is a diagonal matrix whose entries are (µf )
2
j . Similarly we take
gk ∼ N
((
µg)k, (σ (µg)k
)2)
,
for which
Cg = σ
2 diag
[
(µg)
2
] ∈ Rn×n ,
which is a diagonal matrix whose entries are (µg)
2
j .
According to Lemma 2.3, E(E(f ,g)) = E(µf ,µg) ; also, its variance is given
therein. From this, it follows that std[E(f ,g)] is again proportional to σ/
√
n . We
note that, in this case, E(f ,g) is not a normal random variable, being the sum of
products of normal variables. In Figures 6 and 7 we show the results for the case
of ten layers and (µg)k = 2 , where 1 6 k 6 10 . We notice that the errors are very
reasonably behaved. The relevant statistics are as follows.
◦ 95% of |E(f ,g)| are less than 0.0149
◦ 99% of |E(f ,g)| are less than 0.0208
◦ the maximum of |E(f ,g)| is 0.0392
14 LEN BOS, TOMASZ DANEK, MICHAEL A. SLAWINSKI, AND THEODORE STANOEV
Figure 7. Relative errors of f g ≈ f g for 10% errors in f and g
for n = 10
Figure 8. Relative errors of f g ≈ f g for 10% errors in f and g
for n = 100
◦ 95% of |R(f ,g)| are less than 0.7488%
◦ 99% of |R(f ,g)| are less than 1.0357%
◦ the maximum of |R(f ,g)| is 2.0653%
◦ the theoretical mean of E(f ,g) is 0
◦ the sample mean of E(f ,g) is 0
◦ the theoretical standard deviation of E(f ,g) is 7.4515× 10−3
◦ the sample standard deviation of E(f ,g) is 7.4627× 10−3
If the same procedure is applied to the case discussed in Section 3.3, the absolute
errors E(f ,g) behave in a similar manner, but the relative errors are large, as
expected. Since, in this case, σ is indicative of the level of numerical “noise” in the
data, it is not likely or reasonable that it be reduced. However, we note that—since
the standard deviation is inversely proportional to
√
n—the larger the value of n ,
the smaller the relative errors. Examining Figure 8, we see that the relative errors
are clustered around the expected value of 100% . The relevant statistics for the
relative error are as follows.
◦ 95% of |R(f ,g)| are less than 131.88%
◦ 99% of |R(f ,g)| are less than 154.07%
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◦ the maximum of |R(f ,g)| is 536.8065%
3.6. g ≈ 0 case. If g = 0 , then, according to expression (2.1), E(f ,g) = f g and,
hence, in accordance with expression (3.1), R(f ,g) = 100% . The relative errors
are then amplified catastrophically if f g ≈ 0 . Let us briefly discuss the specifics of
such a situation. In a manner similar to Section 3.1, we let
f(x) = 1 + a sin
(
2pi x
L
)
,
which oscillates around its mean value of unity with the amplitude of a and the
wavelength of L . If f g = 0 , then
0 =
n∑
k=1
wk fk gk =
n∑
k=1
wk gk +
n∑
k=1
wk(fk − 1) gk = g +
n∑
k=1
wk(fk − 1) gk
≈ g + 1
L
L∫
0
(f(x)− 1) g(x) dx = g + a
L
L∫
0
sin
(
2pi x
L
)
g(x) dx .
Consequently,
g ≈ − a
L
L∫
0
sin
(
2pi x
L
)
g(x) dx = − a
2pi
2pi∫
0
sin(x) g
(
Lx
2pi
)
dx .
It follows that, in general,
|g| . a
2pi
2pi∫
0
∣∣∣∣g(Lx2pi
)∣∣∣∣ dx 6 a max06x6L |g(x)| ,
is bounded proportionally to the amplitude, a , and hence must be small; herein,
. stands for approximately 6 . Note that if g(x) is a step function, we have 6 ;
otherwise, we have . , in general.
Also note that
1
pi
2pi∫
0
sin(x) g
(
Lx
2pi
)
dx
is the Fourier coefficient of sin(x) , with unit frequency, for g(Lx/(2pi)) . If g(x) is
rapidly varying or has a small component of unit frequency, then this coefficient is
small, thus forcing |g| to be the product of two small numbers, which is very small.
Thus, we expect the problematic case of large relative error to occur only if g is
near zero.
Let us illustrate the case of g = 0 in the Backus [1] average within the context
of layers composed of isotropic Hookean solids. In such a case, expression (1.1) is
reduced to
σij = (c1111 − 2c2323) δij
3∑
k=1
εkk + 2c2323 εij , i, j = 1, 2, 3 ,
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where δij is the Kronecker delta. Thus, we need to consider only two elasticity
parameters: c1111 and c2323 . Following details of the derivation presented by Slaw-
inski [5, Section 4.2.2.2], we consider the expression given by
(3.2)
(
c1111 − 2c2323
c1111
)
∂
∂x1
u1 ,
where u1 is a component of the displacement vector, whose partial derivative with
respect to x1 is a component of the strain tensor, ε11 . The same form of expression
also appears with ∂u2/∂x2 =: ε22 . These are the two cases that can result in g = 0 .
Other forms appearing in the derivation, such as (1/c1111)σ33 cannot lead to that
result.
Following the Backus [1] approach, we approximate the average of a product by
the product of their averages. Assuming that one of the factors varies slowly, we
approximate expression (3.2) by(
c1111 − 2c2323
c1111
)
ε11 ,
where ε11 := ∂u1/∂x1 . This strain-tensor component is assumed to be nearly
constant; within this paper, it corresponds to f . The term composed of elasticity
parameters, on the other hand, can be a rapidly varying function, which corresponds
to g .
Stability conditions of Hookean solids, which are expressed as the positive def-
initeness of the elasticity tensor, require that both c1111 and c2323 be positive.
Thus, if c1111 > 2 c2323 , for all layers, g is positive for all x . If, in any layer,
4
3 c2323 < c1111 < 2 c2323 , g is negative in that layer. The lower limit is also re-
quired by the stability conditions.
The range of the elasticity parameters resulting in negative values of g appears
to be less common in modelling natural materials. It corresponds to Hookean solids
exhibiting high rigidity. Expressed in terms of α and β , which are the P -wave and
S-wave speeds, respectively, the negative values occur if and only if
2β/
√
3 < α <
√
2β .
The lower limit is the closest allowable case of the two speeds. The upper limit
is still below the case of the so-called Poisson’s solid, whose α =
√
3β ; for such
a solid, the Poisson ratio is 1/4 , and the two Lame´ parameters are equal to one
another.
Poisson’s solid is representative of common sedimentary rocks. Thus, the change
of sign for the term composed of elasticity parameters, although it might occur,
appears to be limited to values that are not common for seismic measurements in
sedimentary basins. Therein, the values of the quickly varying function are expected
to remain positive.
4. Conclusions
The formulation presented in this paper provides tools that allow for the exam-
ination of the errors in approximation (1.3), namely, f g ≈ f g , which is crucial for
Backus [1] averaging. If one considers only the upper bound, given previously by
Bos et al. [2], Backus [1] averaging might not appear as a viable approach. Yet, as
demonstrated in this paper, for cases representative of physical scenarios modelled
with such an averaging, the approximation is reasonable.
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Only the case of g ≈ 0 , where g is the quickly varying function that represents
properties of Hookean layers, raises concerns with respect to large relative errors.
However, as discussed in Section 3.6, for sedimentary layers—which is a common
scenario for the application of the Backus average— g ≈ 0 is unlikely to occur,
since it would require the value of the term in parentheses of expression (3.2)
to exhibit both positive and negative values within the region considered by the
averaging process. While positive values are common in the Earth’s crust, negative
values appear in the Earth’s inner core (Prescher et al. [4]), where the Hookean
model of the core approaches the maximum allowable value of Poisson’s ratio, 1/2 ,
which corresponds to α = 2β/
√
3 . Thus, since the positive and negative values
are unlikely to occur together in the same region within the Earth, the problematic
issue of approximation (1.3) is not likely to appear in seismology. It might, however,
appear in other aspects of material sciences where Backus [1] averaging might be
applied.
The case of g ≈ 0 might also occur for anisotropic layers discussed by Bos et
al. [2]. For such cases, there are more expressions analogous to the fractional term in
expression (3.2), as exemplified for orthotropic layers by Slawinski [5, Exercise 4.6].
However, the stability conditions for anisotropic solids form a set of complicated
inequalities and tend to prevent changes of sign of these expressions that would lead
to g = 0 . Hence, approximation (1.3) remains reasonable for anisotropic layers.
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Appendix A. Backus-average product approximation (Lemma 1.1)
To discuss the details of the upper bound of the Backus-average product approx-
imation, let us consider the following.
∣∣f g − f g∣∣ = ∣∣f(c)− f ∣∣ g =
∣∣∣∣∣∣
∞∫
−∞
f(c)W (ζ) dζ −
∞∫
−∞
f(ζ)W (ζ) dζ
∣∣∣∣∣∣ g
=
∣∣∣∣∣∣
∞∫
−∞
(f(c)− f(ζ))W (ζ) dζ
∣∣∣∣∣∣ g
6

∞∫
−∞
|f(c)− f(ζ)|W (ζ) dζ
 g ,
where, for a fixed x , W (ζ) := w(ζ−x) . By the Mean Value Theorem for derivatives
f(c)− f(ζ) = f ′(a)(c− ζ)
for some intermediate a between c and ζ , and so
|f(c)− f(ζ)| 6 ‖f ′‖∞ |c− ζ| ,
where ‖f ′‖∞ := max |f ′(x)| . Hence,∣∣f g − f g∣∣ 6 ‖f ′‖∞
 ∞∫
−∞
|c− ζ|W (ζ) dζ
 g .
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