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1 Executive Summary 
This document describes the methodology and results of a survey of scientific researchers as regards their 
cyberinfrastructure (CI) needs and preferences. The purpose of this survey was to elicit information and 
requirements from researchers who were potential users of the future XD cyberinfrastructure (as defined 
in the solicitation TeraGrid Phase III: eXtreme Digital Resources for Science and Engineering (XD) [1]), 
but whose needs have not been elicited from the many surveys of existing TeraGrid users (e.g. [2]). In 
particular, we surveyed US researchers who were funded as principal investigators (PIs) by the National 
Science Foundation (NSF) at some time between 1 January 2005 and 31 December 2009, but who did not 
have an account in their own name within the existing TeraGrid [3]. 
This work was completed during the spring of 2010 as part of a planning grant awarded to John Orcutt, 
University of California San Diego, titled “XROADS: Planning the Future eXtreme Digital 
Cyberinfrastructure” [4]. The questions in the survey, however, were based strictly on text from the NSF 
TeraGrid eXtreme Digital solicitation, and thus the survey results provide a systematic (and at this point, 
we believe, unique) view of the cyberinfrastructure needs of the population of NSF principal investigators 
who for one reason or another have not used the TeraGrid. The results of this survey should be of general 
use in planning services and strategies related to TeraGrid eXtreme Digital, and to inform activities 
related to the NSF “Cyberinfrastructure Framework for 21st Century Science and Engineering” (CIF21) 
[5]. 
The key overarching findings of this survey may be summarized succinctly as follows: 
• The survey responses clearly affirmed the large scale parallel applications and supercomputer 
resources that are at the core of current TeraGrid service offerings. 
• The aggregate responses indicate tremendous unmet demand for types of cyberinfrastructure 
described in the TeraGrid XD solicitation but not available now via TeraGrid, and 
tremendous need for additional outreach and information dissemination about NSF-funded 
cyberinfrastructure. 
Using the online NSF awards database, we identified 35,847 researchers who were funded as PIs by the 
NSF from 2005 through 2009 inclusive. We were able to find functioning email addresses for 34,623 of 
those PIs.  Of these 34,623 there were 1,442 who had accounts listed in the TeraGrid accounts database as 
of March 2010. We assume that the researchers for whom we could not find an email address did not have 
a TeraGrid account (our search of the database was careful enough that we feel confident in that 
statement).  
An initial conclusion from these data is that 4.02% of all of the researchers funded as PIs by the NSF 
between 2005 and 2009 had a TeraGrid account in their own name as of March of 2010. 
In terms of selecting a sample population for this survey, we excluded researchers who had a TeraGrid 
account in their own name, since we were interested primarily in investigating the needs of those 
researchers not currently using the TeraGrid. One hundred researchers from Indiana University (IU) who 
were funded as NSF PIs and who did not have TeraGrid accounts were asked to participate in an early 
version of the survey instrument as part of the process of refining that instrument. These 100 researchers 
were removed as candidates for the final version of the survey, leaving 33,081 researchers as the 
population from which survey respondents were selected. A survey invitation was sent to a random 
sample of 5,000 researchers from these 33,081. More than 20% of invitees responded, and more than 90% 
of those respondents indicated that their research requires cyberinfrastructure.  
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TeraGrid account status of researchers funded by the NSF during 2005-2009. 
Respondents clearly articulated strong CI needs, including confirmation of the value of large parallel 
computing systems that are the core of current TeraGrid resources. The survey results also indicated a 
strong need for more cyberinfrastructure resources – 30.8% of respondents indicated that they ‘never’ or 
just ‘some of the time’ have access to adequate cyberinfrastructure to support their research. Respondents 
strongly indicated a need for better services and support for data-centric computing – validating many of 
the goals in the XD solicitation. Other key themes in responses included: a need for much more 
information about resources that are available through TeraGrid and/or XD; a need for more information 
on how to use the resources; a need for a broader array of software than is now available via TeraGrid 
(particularly support for suites of software relative to specific disciplines, such as Geographical 
Information Systems, genome science, and mathematical software such as MATLAB7); and support for 
more interactive computing with quicker turn-around.  
  
This pie chart depicts the adequacy of access to cyberinfrastructure resources as reported by survey respondents. Blue, 
red, and purple segments indicate unmet cyberinfrastructure needs. 
More than half of the survey respondents indicated that they had never heard of TeraGrid prior to taking 
the survey. A small number of respondents (10) indicated they were TeraGrid users, despite not having an 
account in their name. Extrapolating that finding to all NSF-funded PIs and adding it to the 4.02% we 
determined had TeraGrid accounts indicates that 4.93% of researchers funded as PIs by the NSF from 
2005-2009 inclusive would be TeraGrid users in some sense – either by having a TeraGrid account in 
their own name, or by using the TeraGrid without having their own personal account (presumably via 
delegating work in their lab to colleagues who do have TeraGrid accounts, or via Science Gateways – 
web interfaces that use group rather than individual accounts).  
                                                      
7 Note that MATLAB is now available on the TeraGrid as an experimental resource supplied by Cornell University, but this was not the case 
when the survey was in progress. 
TG account (4.02%) 
No TG account 
(95.98%) 
Never (10.6%) 
Some of the time 
(20.2%) 
Most of the time (40.2%) 
All of the time (29%) 
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Cross-tabulation of responses from questions at the beginning and near the end of the survey reveals 
considerable interest in use of the existing TeraGrid by NSF-funded PIs generated by exposure to 
information about the TeraGrid through the survey process. 3.98% of the respondents indicated that, 
based on information they read in the survey, the existing TeraGrid would meet their cyberinfrastructure 
needs.  
Adding this to the 4.93% of PIs who are current TeraGrid users indicates that just under 9% of the 
researchers funded as PIs by the NSF from 2005-2009 would have their needs met, at least qualitatively, 
by the existing TeraGrid. Testimonials from scientists about the TeraGrid [6, 7] offer great praise 
regarding the capabilities of TeraGrid, its personnel, and the scientific achievements they have enabled. 
Surveys of TeraGrid users done by TeraGrid (e.g. [8]) have also produced generally positive summary 
reviews of the TeraGrid. From these one can reasonably infer that the TeraGrid meets or at least largely 
meets the qualitative needs of its current users. That the community of TeraGrid users desires more 
resources is verified quantitatively by reports of the TeraGrid Science Advisory Board (e.g., the report of 
the 2009 meeting [9]). 
Further analysis of survey responses indicates a potential group of users for TeraGrid XD that is much 
greater than current TeraGrid usage – up to 35.84% of all researchers funded as PIs by the NSF between 
2005 and 2009. Only a minority – just under 28% of respondents – indicated that they preferred to keep 
their use of cyberinfrastructure local and use only local facilities. In other words, the potential audience of 
TeraGrid XD users among NSF-funded PIs is roughly four times the potential users of the current 
TeraGrid and seven times the actual current users of TeraGrid. 
The results of the survey also indicated a strong potential role for TeraGrid XD, as described in the NSF 
solicitation, and/or CIF21 to play a role in education as well as research. Among the survey respondents 
who indicated that they would be potential users of TeraGrid XD, most (60.5%) would use TeraGrid XD 
primarily for research, while 18.6% of respondents would use TeraGrid XD equally for education and 
research. A small fraction (4.5%) would use it primarily for education. (The remaining respondents were 
unsure or did not provide an answer.) 
One question asked respondents to rate the importance of a number of factors related to 
cyberinfrastructure. (Rather than attempt to define cyberinfrastructure per se in any general way, we used 
text descriptions taken from the TeraGrid eXtreme Data solicitation to define the goals for that particular 
cyberinfrastructure facility as a basis for what cyberinfrastructure might mean to any particular 
respondent.) The responses ranked by importance are presented below:  
Rank (most to 
least important) Feature 
1 Run small to moderate sized computing jobs quickly. 
2 Time to run the jobs and analyze the results. 
3 Ability to access my local data stores from the computing systems I use 
to analyze those data. 
4 Access to proprietary software tools I need to use. 
5 Ability to analyze all of the data I want to analyze at once. 
6 Consulting help with using computer systems. 
7 Run large number of jobs. 
 
The two factors rated most highly were both related to ‘time to solution.’ The next factors were ability to 
access local data stores and use proprietary software. 
The survey also included three free text questions (out of a pool of 13) for each respondent. The answers 
to these questions emphasized the value of the computational systems currently on TeraGrid. The results 
in part reaffirmed the value of the very large parallel systems that are now the mainstay of TeraGrid. 
Some responses talked explicitly about needing large parallel machines, while other comments simply 
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indicated that with more powerful computers the respondent would be able to solve larger and/or more 
realistic simulations. Other themes in the text responses included needs for: 
• New architectures – multicore and GPGPUs. 
• Software applications on systems – statistical software, bioinformatics, and mathematical 
software (with parallel computing with MATLAB mentioned specifically). 
• Systems with large amounts of RAM and or disk storage. 
Free text questions about data storage and data movement suggest that the critical features needed in data 
storage systems include the following: 
• Ability to handle large data sets, moving them into, out of, and within XD rapidly. 
• Ability to access data easily. 
• Secure, long-term storage of data. 
• Access to public data sets. 
Free text questions regarding software indicated great interest in commercial software, particularly: 
• Mathematical software, particularly MATLAB and Mathematica. 
• Compilers, libraries, database tools. 
• Software for biology and chemistry. 
• A wide variety of engineering software. 
• Geographic Information Systems software. 
• Statistical software, especially SPSS and SAS. 
There were also a few comments of some note spread across answers to multiple questions: 
• A handful of comments indicated clear opposition to the concepts of TeraGrid XD, 
preferences that NSF funds be spent in other ways, or simple indications that XD did not 
seem relevant to respondents. 
• A number of comments indicated that people who do not fit the typical profile of past 
TeraGrid users are interested in the possibilities created by a national cyberinfrastructure as 
described in the TeraGrid XD solicitation (and thus the subsequent CIF21 as well).  
• Many of the needs described in free text question responses other than questions about data 
focused on topics related to data-centric computing in general, including needs of people 
doing research with or using Geographical Information Systems software or bioinformatics 
software. 
• There were comments about the digital divide that serve to remind us how great that divide is 
yet today in the US, even in higher education. 
• Finally, there were some comments that could be summed up as “do you really care about 
helping me?” 
In sum, a survey of researchers funded as Principal Investigators by the NSF from 2005-2009, inclusive, 
affirmed many of the goals for TeraGrid XD as defined in the solicitation. Since the time that NSF 
solicitation for TeraGrid XD [1] was released, the NSF has also set forth a vision for a national 
Cyberinfrastructure Framework (CIF21 [5]). That vision contains many of the functions and services 
planned as part of TeraGrid XD that were quoted in the survey instrument. Therefore the information on 
numbers of potential users of TeraGrid XD is also reflective of potential demand for other even more 
inclusive systems that embody the vision set out in CIF21. 
The information from this survey should be of significant value in the development and evolution of 
services via TeraGrid XD and other, related services developed as part of CIF21. 
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2 Introduction 
The TeraGrid annual user surveys have for years collected data about satisfaction with and needs 
regarding the TeraGrid from people who were already TeraGrid users. These surveys have typically been 
directed to current users through an open call via TeraGrid news sources (e.g., [2]), making their 
interpretation difficult. Further, these surveys have typically been completed without Institutional Review 
Board approval meaning that the data are accessible to participants funded as part of the project, but 
would generally not be considered publishable in a peer-reviewed journal. The results of these surveys 
have in fact generally not been published in openly accessible literature, but references to them in reports 
to the NSF generally indicate a very high degree of satisfaction with the TeraGrid among researchers who 
use it (e.g. the report of the 2009 meeting of the TeraGrid Science Advisory Board [9]). 
We conducted the survey presented in this report for the purpose of gathering information about 
cyberinfrastructure needs and potential future uses of TeraGrid eXtreme Digital (XD) among NSF-funded 
PIs beyond those currently using TeraGrid. By conducting a survey of a randomly selected sample of 
researchers funded by the NSF as PIs, as opposed to current TeraGrid users, we hoped to better 
understand the needs of the broader NSF-funded science and engineering research community that does 
not currently take advantage of TeraGrid’s capabilities. Such information was, we believed, of value in 
understanding how to respond to a primary goal for TeraGrid XD as set out in the solicitation [1]: 
The primary goal of the next phase of the TeraGrid is to enable major advances in 
science and engineering research, in the integration of research and education, and in 
broadening participation in science and engineering by under-represented groups, by 
providing researchers and educators with usable access to extreme-scale digital 
resources, beyond those typically available on a typical campus, together with the 
interfaces, consulting support and training necessary to facilitate their use.  
Because of the overlap between goals set out in the TeraGrid XD solicitation and the NSF descriptions of 
the vision for a Cyberinfrastructure Framework for 21st Century Innovation (CIF21) [5], information 
gleaned from this survey should be valuable to the NSF and the US science and engineering community 
generally as a TeraGrid XD service evolves and as the NSF develops other services and programs related 
to CIF21.  
3 Methods 
This work was completed during the spring of 2010 as part of a planning grant awarded to John Orcutt, 
University of California San Diego, titled “XROADS: Planning the Future eXtreme Digital 
Cyberinfrastructure” [4]. The questions in the survey, however, were based strictly on text from the NSF 
TeraGrid eXtreme Digital solicitation, and thus the survey results provide a systematic (and at this point 
we believe unique) view of the cyberinfrastructure needs of the population of NSF principal investigators 
who for one reason or another do not use the TeraGrid.  
The survey instrument was developed by the report authors and representatives participating in the 
XROADS planning grant, in conjunction with the Indiana University Center for Survey Research [10]. 
The Center for Survey Research is an organization operating within Indiana University (IU) and funded 
by contracts and grants to provide independent execution of surveys for researchers within and beyond 
IU. The XROADS team contracted with the Center for Survey Research to implement this survey so that 
the survey would be completely confidential, with no one outside of the survey center staff having any 
information about the identity of individuals who were invited to respond or who responded to the survey. 
The IU Institutional Review Board reviewed the proposed survey instrument and survey plans, and 
approved this survey as an exempt study in April 2010. XROADS team staff downloaded a list of all 
individuals funded as PIs between 1 January 2005 and 31 December 2009 from the NSF Awards Search 
Page [11]. This included a total of 35,847 distinct PIs. We were able to find functioning email addresses 
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for 34,623 of those PIs.  Of these 34,623 there were 1,442 who had accounts listed in the TeraGrid 
accounts database as of March 2010. We assume that the researchers for whom we could not find an 
email address did not have a TeraGrid account. (Our searching of the database was careful enough that we 
feel confident in that statement).  
An initial conclusion from these data is that 4.02% of all of the researchers funded as PIs by the NSF 
between 2005 and 2009 had a TeraGrid account in their own name as of March of 2010. 
 
Figure 3-1. TeraGrid account status of researchers funded by the NSF during 2005-2009. 
In terms of selecting a sample population for this survey, we excluded researchers who had a TeraGrid 
account in their own name, since we were interested primarily in investigating the needs of those 
researchers not currently using the TeraGrid.  
As part of the process of refining the survey, the Center for Survey Research asked 100 NSF-funded PIs 
at IU who were not users of the TeraGrid to complete an initial test version of the survey, and then 
interviewed those individuals about the survey. The survey was modified based on their feedback. These 
100 researchers were removed as candidates for the final version of the survey, leaving 33,081 
researchers in the population from which a random sample was drawn. 
Center for Survey Research staff selected a random sample of 5,000 individuals from the sample 
population of 33,081 NSF-funded PIs to invite to take the survey. An email message was sent to the 5,000 
randomly selected PIs on 30 April 2010 inviting them to participate in this survey. A copy of this message 
is included in Appendix 1 along with screen images of the survey instrument itself as it appeared online. 
Follow-up reminders were sent on 6 May 2010. A total of 1,030 responses (20.6% of those invited to 
complete the survey) were received before the closing date of 18 May 2010.  
When a respondent accessed the online survey, the first question asked whether or not the person was 
willing to complete the survey. Respondents who answered “No” were taken to a closing screen thanking 
them for their time. Such respondents were not counted among those who completed the survey. 
Respondents who answered “Yes” were asked a series of categorical and quantitative questions. Next, the 
survey instrument presented three free text (essay) questions from a total of 13 possible. At the suggestion 
of the Center for Survey Research, the survey was constructed so that each respondent was asked to 
complete two questions randomly selected from a set of 12 free text questions, as a way to elicit thorough 
responses and yet keep response rates high. All respondents were asked to answer as their last free text 
question the following: “Please add any additional comments you might have regarding 
cyberinfrastructure resources provided by the NSF and what resources you think should be provided in 
the future.” 
TG account (4.02%) 
No TG account 
(95.98%) 
7 
The results represent a comprehensive set of answers from every respondent on categorical and 
quantitative questions, with answers on any of the first 12 free text questions from a random sample of 
roughly 18% of the respondents. 
4 Results 
One overall result is clear simply from the preparation of the sample population: 4.02% of all of the 
researchers funded as PIs by the NSF between 2005 and 2009 had a TeraGrid account in their own name 
as of March of 2010. 
The responses to quantitative survey questions are summarized in section 4.1. The responses to free text 
questions are summarized in section 4.2. Full responses to each question are in Appendix 3. 
For categorical data, only the mode (most commonly given response) is provided as a measure of central 
tendency. For ordinal data (categories that can be ranked in some logical order), both mode and median 
(the category including the response that represents the ‘midpoint’) are presented. For numerical data, we 
show mode, median, mean, standard deviation, and 95% confidence intervals from the standard deviation. 
Readers of this report can thus get as thorough a summary of the quantitative results as possible. 
4.1 Quantitative/categorical questions 
4.1.1 Quantitative/categorical question 1: What response best describes your 
experience with the TeraGrid? 
Note: Respondents who indicated that they are users of the TeraGrid, but who do not have accounts in the 
TeraGrid database, constitute a very small fraction of the total respondents. The overall conclusions 
would not be changed significantly had this small number of respondents been excluded. 
Current User Past User Never Used It I have never heard 
of the TeraGrid 
Mode Total 
responses 
1.1% 1.4% 45.7% 51.8% I have never heard 
of the TeraGrid 
1,028 
Table 4-1. Summary of responses to quantitative/categorical question 1. 
4.1.2 Quantitative/categorical question 2: Do you currently have access to adequate 
cyberinfrastructure resources in support of your research activities?  
Never Some of the 
time 
Most of the 
time 
All of the 
time 
Mode Median Total 
responses 
10.6% 20.2% 40.2% 29.0% Most of the 
time 
Most of the 
time 
1,020 
Table 4-2. Summary of responses to quantitative/categorical question 2. 
4.1.3 Quantitative/categorical question 3: Do you have enough computing support for 
your current research activities?  
Never Some of the 
time 
Most of the 
time 
All of the time Mode Median Total 
responses 
1.8% 20.7% 48.4% 29.1% Most of the 
time 
Most of the 
time 
1,028 
Table 4-3. Summary of responses to quantitative/categorical question 3. 
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4.1.4 Quantitative/categorical question 4: Do you have adequate access to consulting 
expertise in support of your current research activities? 
Never Some of the 
time 
Most of the 
time 
All of the time Mode Median Total 
responses 
10.8% 35.4% 35.5% 18.2% Most of the 
time 
Most of the 
time 
1,025 
Table 4-4. Summary of responses to quantitative/categorical question 4. 
4.1.5 Quantitative/categorical question 5: On a 1 to 5 scale, where 1 is "not at all 
important" and 5 is "very important" please rate the importance of the following 
factors related to information technology and cyberinfrastructure that limit your 
ability to make new discoveries or hamper the rate at which you are able to make 
new discoveries. 
One of our goals in conducting this survey was to better understand the resources, constraints, and needs, 
related to cyberinfrastructure faced by researchers who are not current users of the TeraGrid. In most of 
the tables that follow, a summary statistic of the “Mean ± 95% CI (Confidence Interval)” is shown in the 
next-to-last column. The 95% confidence intervals were generally +0.08, indicating that for a Likert 1-5 
scale we had a sufficiently large sample to get a good estimate of overall ratings on a five point scale. 
4.1.5.1 Quantitative/categorical item 5a: Run small to moderate sized computing jobs 
quickly. 
1 – Not at 
all 
important 
2 – Not 
very 
important 
3 – 
Somewhat 
important 
4 – 
Important 
5 – Very 
important 
Mode Median Mean ± 
95% CI 
Total 
responses 
8.0% 10.3% 15.4% 30.7% 35.6% 4 – 
Important 
4 – 
Important 
3.75 ± 
0.08 
1,020 
Table 4-5. Summary of responses to ranking of item 5a. 
4.1.5.2 Quantitative/categorical item 5b: Run large number of jobs. 
1 – Not at 
all 
important 
2 – Not 
very 
important 
3 – 
Somewhat 
important 
4 – 
Important 
5 – Very 
important 
Mode Median Mean ± 
95% CI 
Total 
responses 
19.6% 27.6% 21.6% 20.3% 10.9% 2 – Not 
very 
important 
3 – 
Somewhat 
important 
2.75 ± 
0.08 
1,017 
Table 4-6. Summary of responses to ranking of item 5b. 
4.1.5.3 Quantitative/categorical item 5c: Ability to access my local data stores from the 
computing systems I use to analyze those data. 
1 – Not at 
all 
important 
2 – Not 
very 
important 
3 – 
Somewhat 
important 
4 – 
Important 
5 – Very 
important 
Mode Median Mean ± 
95% CI 
Total 
responses 
10.9% 11.8% 16.8% 31.9% 28.6% 4 – 
Important 
4 – 
Important 
3.55 ± 
0.08 
1,010 
Table 4-7. Summary of responses to ranking of item 5c.  
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4.1.5.4 Quantitative/categorical item 5d: Access to proprietary software tools I need to 
use. 
1 – Not at 
all 
important 
2 – Not 
very 
important 
3 – 
Somewhat 
important 
4 – 
Important 
5 – Very 
important 
Mode Median Mean ± 
95% CI 
Total 
responses 
10.2% 12.4% 19.7% 29.9% 27.8% 4 – 
Important 
4 – 
Important 
3.53 ± 
0.08 
1,017 
Table 4-8. Summary of responses to ranking of item 5d.  
4.1.5.5 Quantitative/categorical item 5e: Ability to analyze all of the data I want to 
analyze at once. 
1 – Not at 
all 
important 
2 – Not 
very 
important 
3 – 
Somewhat 
important 
4 – 
Important 
5 – Very 
important 
Mode Median Mean ± 
95% CI 
Total 
responses 
10.5% 15.5% 22.9% 30.0% 21.1% 4 – 
Important 
4 – 
Important 
3.36 ± 
0.08 
1,016 
Table 4-9. Summary of responses to ranking of item 5e. 
4.1.5.6 Quantitative/categorical item 5f: Consulting help with using computer systems.  
1 – Not at 
all 
important 
2 – Not 
very 
important 
3 – 
Somewhat 
important 
4 – 
Important 
5 – Very 
important 
Mode Median Mean ± 
95% CI 
Total 
responses 
9.5% 15.7% 25.8% 31.7% 17.4% 4 – 
Important 
3 – 
Somewhat 
important 
3.32 ± 
0.07 
1,014 
Table 4-10. Summary of responses to ranking of item 5f.  
4.1.5.7 Quantitative/categorical item 5g: Time to run the jobs and analyze the results. 
1 – Not at 
all 
important 
2 – Not 
very 
important 
3 – 
Somewhat 
important 
4 – 
Important 
5 – Very 
important 
Mode Median Mean ± 
95% CI 
Total 
responses 
9.3% 9.8% 18.7% 33.8% 28.4% 4 – 
Important 
4 – 
Important 
3.62 ± 
0.08 
1,016 
Table 4-11. Summary of responses to ranking of item 5g.  
4.1.6 Quantitative/categorical question 6. Prior to this survey were you familiar with the 
NSF’s solicitation for eXtreme Digital (the next planned phase of the TeraGrid)? 
Yes No Mode Total responses 
6.0% 94.0% No 1,030 
Table 4-12. Summary of responses to quantitative/categorical question 6. 
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4.1.7 Quantitative/categorical question 7. Based on what you have read about TeraGrid 
and XD in this survey, would you be a potential user of XD, (please select the one 
answer that fits best).   
Now that I know 
about the 
TeraGrid, the 
resources it 
provides meet 
my needs. 
I would use XD 
if it provided the 
services I have 
identified in my 
responses to this 
survey. 
I prefer to keep my 
work local and use 
the local 
cyberinfrastructure 
available to me. 
Don’t know at 
this time. 
Mode Total 
responses 
4.3% 29.2% 27.8% 38.7% Don’t know 
at this time 
1,023 
Table 4-13. Summary of responses to quantitative/categorical question 7. 
4.1.8 Additional analysis of responses to quantitative/categorical questions 1 and 7 
Quantitative/categorical question 1 asked people what their experience with TeraGrid was; 45.7% of the 
respondents indicated that they had never used it and 51.8% indicated that they had never heard of it. 
Quantitative/categorical question 7 asked “Based on what you have read about TeraGrid and XD in this 
survey, would you be a potential user of XD?” The relationship between the responses to 
quantitative/categorical questions 1 and 7 is given in Table 4-14. 
 What response best describes your experience with 
TeraGrid? 
 
Based on what you have read about 
TeraGrid and XD in this survey, 
would you be a potential user of XD? 
 1 Current 
user 
2 Past 
user 
3 Never 
used it 
4 I have never 
heard of the 
TeraGrid 
Total 
1 Now that I know about the 
TeraGrid, the resources it provides 
meet my needs 
Count 2 2 24 16 44 
% overall 0.20% 0.20% 2.35% 1.57% 4.31% 
2 I would use XD if it provided the 
services I have identified in my 
responses to this survey 
Count 8 7 177 106 298 
% overall 0.78% 0.69% 17.34% 10.38% 29.19% 
3 I prefer to keep my work local and 
use the local cyberinfrastructure 
available to me 
Count 0 2 112 170 284 
% overall 0.00% 0.20% 10.97% 16.65% 27.82% 
4 Don’t know at this time Count 1 3 154 237 395 
% overall 0.10% 0.29% -- -- -- 
Total Count 11 14 467 529 1021 
% overall 1.08% 1.37% 45.74% 51.81% -- 
Table 4-14. Cross-tabulation of responses to "Based on what you have read about TeraGrid and XD in this survey, would you be 
a potential user of XD…" and "What response best describes your experience with the TeraGrid?" 
4.1.9 Quantitative/categorical question 8. As a potential user of XD, would your 
research be primarily research, education, or equally distributed between both?   
Research Education 
Equally 
distributed 
between both 
Don’t know at 
this time 
Mode Total 
responses 
60.5% 4.5% 18.6% 16.3% Research 1,019 
Table 4-15. Summary of responses to quantitative/categorical question 8. 
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4.2 Free text (essay) response questions 
The survey included 13 free text (essay) questions.  
1) What sorts of computational systems would you like to have made available via XD in support of 
your research activities, and how would it impact your research activities? 
2) What sorts of data storage systems would you like to have made available via XD in support of 
your research activities and how would it impact your research activities? 
3) Please describe what sorts of data movement systems you would like to have made available via 
XD in support of your research activities and how it would impact your research activities. 
4) Please describe what kind of software you would like to have made available via the XD in 
support of your research activities and how it would impact your research activities. 
5) Please describe what kind of software services you would like to have made available via the XD 
in support of your research activities and how it would impact your research activities. 
6) Please describe what needs you might have for access to instrument/sensor networks and how it 
could impact your research activities. 
7) Please describe what computational systems you would like to have made available via XD in 
support of your teaching, education, and outreach activities and how it would impact those 
activities. 
8) Please describe what data storage systems you would like to have made available via XD in 
support of your teaching, education, and outreach activities and how it would impact those 
activities. 
9) Please describe what data movement services you would like to have made available via XD in 
support of your teaching, education, and outreach activities and how it would impact those 
activities. 
10) Please describe what software you would like to have made available via XD in support of your 
teaching, education, and outreach activities and how it would impact those activities. 
11) Please describe what software services you would like to have made available via XD in support 
of your teaching, education, and outreach activities and how it would impact those activities. 
12) Please describe what consulting services you would like to have made available via XD in 
support of your teaching, education, and outreach activities and how it would impact those 
activities. 
13) Please add any additional comments you might have regarding cyberinfrastructure resources 
provided by the NSF and what resources you think should be provided in the future. 
Based upon past experiences, the Center for Survey Research recommended that two of the first 12 free 
text (essay) questions be randomly selected and presented to each person surveyed. The Center for Survey 
Research indicated that this would reduce time demands on respondents and result in more consistent and 
better quality responses to the questions posed. This recommendation was followed. The last (13th) free 
text question was presented to each person surveyed. The actual text responses received are listed in 
Appendix 3.  
In order to get some sense of the overall text responses to each free text question, we prepared a Wordle. 
The Wordle web site says that Wordle generates “‘word clouds’ from text that you provide. The clouds 
give greater prominence to words that appear more frequently in the source text” [12]. There is some 
debate yet about the value of such Wordles, and particularly the fact that words that appear in questions 
also tend to be very common in the answers. Still, Wordles provide an interesting graphical depiction of 
the main themes in responses of a free text question. They are presented here as one tool in evaluating the 
responses. In several questions, responses mentioned specific software packages. For such questions we 
prepared a listing of individual software packages, which we categorized according to our view of the 
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predominant use of a package. For example, ESRI was categorized as Geographical Information Systems 
software; Maple and Mathematica were categorized as mathematical software; and SAS, SPSS, and R 
were categorized as statistical software. In some cases respondents mentioned general categories of 
software, such as ‘GIS software.’ We thus present for questions that elicited many comments about 
specific types of software the frequency with which a software package was mentioned by name, as well 
as tallies by category. This allowed an understanding of interest in particular packages as well as overall 
views of the relative importance of types of software. 
4.2.1 Analysis of free text question 1. What sorts of computational systems would you 
like to have made available via XD in support of your research activities, and how 
would it impact your research activities? 
 
Figure 4-1. Wordle from responses to free text question 1. 
Word Frequency 
Large 17 
Data 17 
Computing 16 
Need 13 
Research 10 
Analysis 10 
Simulations 10 
Software 9 
Access 9 
Storage 7 
High 7 
Tools 6 
Available 6 
Know 6 
Parallel 5 
Amounts 5 
Sure 5 
New 4 
Change 4 
Help 4 
Table 4-16. Concordance of most frequent words in responses to free text question 1. 
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4.2.2 Analysis of free text question 2. What sorts of data storage systems would you 
like to have made available via XD in support of your research activities and how 
would it impact your research activities? 
 
Figure 4-2. Wordle from responses to free text question 2 
Word Frequency 
Data 40 
Storage 25 
Systems 10 
Large 9 
Need 9 
Use 7 
Time 6 
Ability 6 
Access 6 
Research 5 
Locally 5 
Web 4 
Software 4 
Processing 4 
Fast 4 
Analysis 4 
Easily 4 
Space 4 
Multiple 4 
Table 4-17. Concordance of most frequent words in responses to free text question 2. 
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4.2.3 Analysis of free text question 3. Please describe what sorts of data movement 
systems you would like to have made available via XD in support of your research 
activities and how it would impact your research activities. 
 
Figure 4-3. Wordle from responses to free text question 3. 
 
Word Frequency 
Data 43 
Large 10 
Access 10 
Analysis 9 
Local 9 
Research 9 
Use 8 
System 8 
Know 7 
Like 7 
Movement 6 
Sets 6 
Software 5 
Transfer 5 
Need 4 
Internet 4 
Datasets 4 
Easy 4 
Work 4 
Table 4-18. Concordance of most frequent words in responses to free text question 3. 
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4.2.4 Analysis of free text question 4. Please describe what kind of software you would 
like to have made available via the XD in support of your research activities and 
how it would impact your research activities. 
 
Figure 4-4. Wordle from responses to free text question 4. 
 
Word Frequency 
Software 39 
Analysis 17 
Date 16 
Use 13 
Research 10 
Tools 9 
Need 7 
Large 6 
XD 6 
Mathematica 6 
Like 5 
Systems 5 
Resources 4 
Processing 4 
GIS 4 
Simulation 4 
Visualization 4 
Computing 4 
Available 4 
Complex 4 
Table 4-19. Concordance of most frequent words in responses to free text question 4. 
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Category >> Application  Biology & 
Chemistry 
Compilers,  
DB, CS tools 
Engineering, CFD 
& FEA 
GIS Math/Stat 
Modeling 
Visualization Other Total 
Mathematica     9   9 
MATLAB     8   8 
C/C++ Compilers  5      5 
Fluent   4     4 
GIS    4    4 
Metagenomics tools 4       4 
ANSYS (HFSS)   2     2 
FORTRAN  2      2 
GIS Visualization    2    2 
Image Analysis (fluorescence microscopy) 2       2 
NVivo     2   2 
ODE     2   2 
Sage     2   2 
SAS     2   2 
Simulation, analysis & visual tools (biological) 2       2 
SPSS, PASW     2   2 
ABAQUS   1     1 
ArcGIS    1    1 
ARPS    1    1 
CAD/CAM Tools   1     1 
CAQDAS     1   1 
CFD   1     1 
Distributed debugging tools  1      1 
Fledermaus Kingdom Suite    1    1 
GAMESS 1       1 
Gauss     1   1 
Gaussian 1       1 
Google AppEngine emulation  1      1 
Google FileSystem  1      1 
Hadoop  1      1 
HFSS  1      1 
IDL  1      1 
IMSL     1   1 
LAMP  1      1 
Lapack  1      1 
LS-DYNA   1     1 
Magma     1   1 
Maple     1   1 
MapReduce  1      1 
Mass Spec Tools 1       1 
Move 2D-3D-4D      1  1 
MPI  1      1 
Multi-language OCR tools       1 1 
MySQL  1      1 
Neuron network simulation app     1   1 
OS level checkpoint & resume (virtual machine)  1      1 
Protein Modeling 1       1 
R     1   1 
Simulation tools (networks)     1   1 
Simulink     1   1 
SQL  1      1 
Stata     1   1 
Stochastic Tools     1   1 
Video editing tools      1  1 
Web harvesting & text processing tools  1      1 
WRF       1 1 
TOTALS: 12 21 10 9 38 2 2 94 
Table 4-20. Frequency of software packages and types of software packages in responses to free text question 4.  
Packages are ordered in rows from most to least mentioned. Packages are grouped in columns according to the type of software 
package (e.g. R and Stata are categorized as statistical packages; Maple and MATLAB as mathematical software). 
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4.2.5 Analysis of free text question 5. Please describe what kind of software services 
you would like to have made available via the XD in support of your research 
activities and how it would impact your research activities. 
 
Figure 4-5. Wordle from responses to free text question 5 
  
Word Frequency 
Data 29 
Software 23 
Analysis 20 
Need 15 
Large 11 
MATLAB 10 
Use 9 
Like 7 
Access 7 
Research 7 
Modeling 7 
Resources 6 
Know 6 
Tools 6 
Time 5 
Make 5 
Visualization 5 
Molecular 5 
Computational 5 
Table 4-21. Concordance of most frequent words in responses to free text question 5. 
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MATLAB     10   10 
Parallel computing support  4      4 
Visualization tools (for biological, archaeological & 
geological data)      4  
4 
C/C++ Compilers  3      3 
GIS    3    3 
Simulation, modeling, analysis & visualizing tools 
(biological) 3       
3 
Video manipulation tools      3  3 
FORTRAN  2      2 
3D Imaging Support for biological applications 2       2 
Mathematica     2   2 
MS Office (Word/Access)       2 2 
Provisioning software for large datasets (climate, 
geography, DNA sequences, mass spectrometry, etc.)       2 
2 
R     2   2 
SPSS     2   2 
AMBER 1       1 
CHARMM 1       1 
CT  1      1 
Database access (biological/chemical) 1       1 
GAMS     1   1 
Gaussian 1       1 
LabVIEW 1       1 
Latex text editor  1      1 
MR     1   1 
Network analysis tool  1      1 
Run jobs with proprietary software       1 1 
Simulink     1   1 
Stata     1   1 
Video conferencing       1 1 
WebMO 1       1 
Web portal (by Landcare Research)    1    1 
TOTALS: 11 12 0 4 20 7 6 60 
Table 4-22. Frequency of software packages and types of software packages in responses to free text question 5.  
Packages are ordered in rows from most to least mentioned. Packages are grouped in columns according to the type of software 
package (e.g. R and Stata are categorized as statistical packages; Maple and MATLAB as mathematical software). 
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4.2.6 Analysis of free text question 6. Please describe what needs you might have for 
access to instrument/sensor networks and how it could impact your research 
activities. 
  
Figure 4-6. Wordle from responses to free text question 6 
  
Word Frequency 
Data 21 
None 17 
Research 12 
Time 7 
Sensor 7 
Access 7 
Instrumentation 7 
Needs 6 
Large 6 
Networks 6 
Computing 5 
Useful 5 
Know 5 
Use 5 
Like 5 
More 4 
Table 4-23. Concordance of most frequent words in responses to free text question 6. 
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4.2.7 Analysis of free text question 7. Please describe what computational systems you 
would like to have made available via XD in support of your teaching, education, 
and outreach activities and how it would impact those activities. 
 
Figure 4-7. Wordle from responses to free text question 7. 
Word Frequency 
Data 13 
Computing 11 
Research 10 
Use 11 
Software 9 
System 9 
Like 8 
XD 8 
Large 8 
Access 6 
Running 8 
Time 5 
Dataset 5 
Tools 4 
Models 4 
Available 4 
Know 4 
Visualization 4 
See 4 
Need 4 
Table 4-24. Concordance of most frequent words in responses to free text question 7. 
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4.2.8 Analysis of free text question 8. Please describe what data storage systems you 
would like to have made available via XD in support of your teaching, education, 
and outreach activities and how it would impact those activities. 
 
Figure 4-8. Wordle from responses to free text question 8. 
 
  
Word Frequency 
Data 25 
Storage 17 
Need 14 
Large 11 
Research 11 
Sets 6 
Access 6 
Tools 5 
Systems 5 
Time 4 
Computing 4 
Know 4 
Local 4 
Table 4-25. Concordance of most frequent words in responses to free text question 8. 
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4.2.9 Analysis of free text question 9. Please describe what data movement 
services you would like to have made available via XD in support of your teaching, 
education, and outreach activities and how it would impact those activities. 
 
Figure 4-9. Wordle from responses to free text question 9. 
 
Word Frequency 
Data 26 
Large 14 
Use 11 
Need 10 
XD 10 
Analysis 9 
Research 8 
Time 7 
Work 7 
Software 6 
Resources 5 
Movement 4 
Project 4 
Climate 4 
Speed 4 
Support 4 
Local 4 
Limited 4 
High 4 
Access 4 
Table 4-26. Concordance of most frequent words in responses to free text question 9. 
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4.2.10 Analysis of free text question 10. Please describe what software you would like to 
have made available via XD in support of your teaching, education, and outreach 
activities and how it would impact those activities. 
 
Figure 4-10. Wordle from responses to free text question 10. 
  
Word Frequency 
Software 29 
Data 18 
Analysis 18 
Use 13 
MATLAB 10 
Research 9 
Visualization 9 
Tools 8 
Programs 7 
Needs 7 
Packages 6 
Know 6 
Access 5 
Molecular 5 
Systems 5 
Sequence 4 
Structure 4 
Expensive 4 
Science 4 
Time 4 
Table 4-27. Concordance of most frequent words in responses to free text question 10. 
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MATLAB     10   10 
Visualization & analysis software (3D, real-
time, biological)      6  
6 
C/C++ Compilers  3      3 
GIS    3    3 
SAS     3   3 
ANSYS   2     2 
ArcGIS    2    2 
Blast & other bioinfomatic tools 2       2 
CFD   2     2 
FORTRAN  2      2 
Gaussian 2       2 
Mathematica     2   2 
NUDIST, Nvivo     2   2 
R     2   2 
Simulation, modeling & analysis tools 
(biological) 
2       2 
SPSS     2   2 
ATLAS.ti     1   1 
Brian 1       1 
CCMS4  1      1 
CFDL climate models    1    1 
COMSOL   1     1 
CGLX      1  1 
FEA   1     1 
FFTW  1      1 
EMTP packages (PSCAD)   1     1 
EndNote       1 1 
GEANT4   1     1 
GeoDa    1    1 
GRASS    1    1 
GROMACS 1       1 
IRIS Data Handling Interface (DHI) servers    1    1 
LabVIEW 1       1 
LDOPE  1      1 
Microsoft Office       1 1 
Minitab  1      1 
Molpro 1       1 
MPI  1      1 
Netlogo     1   1 
NMR data processing software   1     1 
PyNN 1       1 
Sage     1   1 
SigmaPlot     1   1 
Simulink     1   1 
SOD    1    1 
Stata     1   1 
SYSTAT     1   1 
VMware (and other virtual machine SW)  1      1 
Website development software  1      1 
WRF       1 1 
TOTALS: 11 12 9 10 28 7 3 80 
Table 4-28. Frequency of software packages and types of software packages in responses to free text question 10.  
Packages are ordered in rows from most to least mentioned. Packages are grouped in columns according to the type of software 
package (e.g. R and Stata are categorized as statistical packages; Maple and MATLAB as mathematical software). 
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4.2.11 Analysis of free text question 11. Please describe what software services you 
would like to have made available via XD in support of your teaching, education, 
and outreach activities and how it would impact those activities. 
 
Figure 4-11. Wordle from responses to free text question 11. 
 
Word Frequency 
Software 17 
Data 16 
MATLAB 12 
Analysis 11 
Need 10 
Students 10 
Use 9 
Access 9 
XD 8 
Know 6 
More 6 
All 6 
Large 6 
Work 5 
Run 5 
Available 5 
Computing 5 
Services 5 
Help 5 
Parallel 5 
Table 4-29. Concordance of most frequent words in responses to free text question 11. 
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MATLAB     12   12 
Visualization & analysis tools      4  4 
IDL  3      3 
BLAS     2   2 
Mathematica     2   2 
Protein Modeling 2       2 
R     2   2 
SQL  2      2 
AIPS   1     1 
ArcSDE    1    1 
CASA   1     1 
COMSOL   1     1 
DFT 1       1 
EdGCM    1    1 
ENVI    1    1 
fMRI analysis tools 1       1 
GAMS     1   1 
Gaussian 1       1 
GIS    1    1 
Image Analysis (automated)      1  1 
IMSL     1   1 
IRAF   1     1 
LEAD    1    1 
MapReduce  1      1 
Mass Spec Tools    1    1 
MIRIAD   1     1 
NetCDF    1    1 
NCL - NCO    1    1 
SNOPT     1   1 
TOMLAB     1   1 
WRF       1 1 
TOTALS: 5 6 5 8 22 5 1 52 
Table 4-30. Frequency of software packages and types of software packages in responses to free text question 11. 
Packages are ordered in rows from most to least mentioned. Packages are grouped in columns according to the type of software 
package (e.g. R and Stata are categorized as statistical packages; Maple and MATLAB as mathematical software). 
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4.2.12 Analysis of free text question 12. Please describe what consulting services you 
would like to have made available via XD in support of your teaching, education, 
and outreach activities and how it would impact those activities. 
 
Figure 4-12. Wordle from responses to free text question 12. 
  
Word Frequency 
XD 14 
Services 9 
Data 9 
Use 9 
Consulting 9 
Need 8 
Software 7 
Computer 7 
Research 7 
Help 6 
Run 6 
TeraGrid 6 
Analysis 5 
Computing 5 
Graduate 5 
Packages 4 
Code 4 
Support 4 
Local 4 
Available 4 
Table 4-31. Concordance of most frequent words in responses to free text question 12. 
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4.2.13 Analysis of free text question 13. Please add any additional comments you might 
have regarding cyberinfrastructure resources provided by the NSF and what 
resources you think should be provided in the future. 
Note: Unlike the earlier free text (essay) questions, question 13 was asked of each respondent.  
 
Figure 4-13. Wordle from responses to free text question 13 
Word Frequency 
Data 38 
Resources 29 
Need 23 
Very 19 
Computing 18 
More 18 
Access 18 
Research 18 
Available 17 
Important 16 
Software 13 
Cyberinfrastructure 13 
Use 13 
NSF 13 
Support 12 
Large 11 
Work 10 
Students 9 
Small 9 
Project 8 
Table 4-32. Concordance of most frequent words in responses to free text question 13. 
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5 Comments of particular note drawn from free text questions 
There were a few responses to the collective set of free text answers that bear special note because they 
represent novel ideas or ideas that were spread throughout answers to questions in ways that prevented 
them from showing up as key themes to any one particular question. Several of these responses are listed 
below, grouped into categories: 
• A handful of comments indicated clear opposition to the concepts of TeraGrid XD, 
preferences that NSF funds be spent in other ways, or simple indications that XD did not 
seem relevant to respondents: 
o This project is really a waste of tax payer's [sic] money. 
o Appears to be a myopic waste of time for limited users 
o I have very little need for XD. 
o This survey avoids allowing me to indicate that TeraGrid and XD do not seem to 
meet any computing needs I have. I have seen nothing to indicate they will provide 
anything useful for mid-scale computations that are inconvenient for or too big for 
desktops. 
o I would prefer that the $23M be made available to researchers to be used on 
commercial cloud computing platforms like Amazon Web Services, Microsoft Azure, 
or Google Gears. The scalability, software flexibility, "infinite" scaling, ... are far 
more attractive to most researchers than another relic of the 20th century, NSF-
purchased and managed supercomputer center. 
• A number of comments indicated that people who do not fit the typical profile of past 
TeraGrid users are interested in the possibilities created by a national cyberinfrastructure: 
o I have never heard of TeraGrid or XD. I am a behavioral scientist with very modest 
needs for data management and analysis. I suspect this project is geared more 
toward researchers who handle far larger amounts of data and who conduct far more 
complex and time-consuming analyses. Having said that, if I understand TeraGrid 
correctly, I can imagine a time in the future in which my field (social psychology) 
would take advantage of the system for increasing the complexity of on-line data 
collection and analysis. 
o I am a historian of science and my computing needs are modest. I use BibTex 
bibliographies on my local computers and various online bibliographies and 
document repositories. If XD improved my access to online bibliographies and 
documents that would be very helpful. 
o The issue of fonts is big with Indigenous languages, especially when they are stacked, 
such as a low tone and nasal on one vowel. 
Details of needs aside, scholars who deal with Indigenous languages and historians of science 
do not fit the stereotype of a TeraGrid user. Responses from these types of users to this 
survey demonstrate the growing impact of cyberinfrastructure in a wide variety of sciences. 
• There were comments about the digital divide that serve to remind us how great that divide is 
yet today in the US, even in higher education: 
o I work with and study disadvantaged populations. The digital divide is now as much 
(or more) about the cost of access as it is about ability to use digital technologies. 
For example, to afford a good laptop, a software, support, and ISP provider at 
regular intervals (this material is costly to update every two years) is excluded even 
for me in some cases, and I am a tenured professor. XD (terrible name) would 
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probably continue to exclude, perhaps even extremely exclude many people from 
research and learning, especially disadvantaged and minorities. Note too even in the 
U.S., not all areas have fast internet. I live in Philadelphia and we still don't have 
FIOS, and the Spring 3G/4G networks are not completely reliable. In other words, 
the XD project you are promoting sounds like something limited to physicists and 
engineers in their labs at the university- so it already seems excluding/exclusive. 
o I'm at a University where a good number of my lab computers are not connected to 
the network because I can't afford to purchase a network switch and the associated 
cables. Our classroom projectors are so dim because we can't replace the bulbs that 
people are switching to the chalkboard. It is hard for me to imagine making effective 
use of XD in this environment. 
• Finally, there comments that could be summed up as “do you really care about helping me”: 
o I hope this will not have the usual bars to entry- "code it, and you can come" 
o Do you honestly intend to help small liberal arts colleges, or will we be the lowest on 
the priority list since we don't have graduate students and postdocs? 
6 Discussion 
6.1 Quantitative/categorical questions response summary 
The key points from the quantitative and categorical questions can be summarized as follows. 
6.1.1 Awareness of TeraGrid 
Quantitative/categorical question 1 asked about use of and awareness of the TeraGrid. Past TeraGrid 
users represented 1.4% of the respondents to this survey. In spite of our efforts to develop a user 
population that was made up of NSF-funded PIs who were not current users of TeraGrid, 0.9% of the 
respondents indicated that they are TeraGrid users. One possible explanation for this is that there are PIs 
who are ‘users’ of TeraGrid in the sense of having members of their research group who have TeraGrid 
accounts and use TeraGrid, but who do not personally have their own TeraGrid account. Another possible 
explanation is that some of these respondents access the TeraGrid via Science Gateways [13], which 
typically use a group or community account rather than an individual user name that is entered in the 
TeraGrid user account database. 
Slightly more than half of the respondents indicated that they had never heard of TeraGrid. This implies 
that efforts to date have not yet been sufficient to engage and inform the NSF-funded research community 
about what TeraGrid is, so that they can make an informed choice as to whether or not it holds value for 
them.  
6.1.2 Need for cyberinfrastructure services 
In responses to quantitative/categorical question 2, roughly 10% of respondents indicated that they never 
had adequate cyberinfrastructure resources in support of their research, and another 20% indicated that 
they have enough resources some (as opposed to most) of the time. Roughly 30% of respondents indicated 
that they always had enough cyberinfrastructure resources to support their research. That approximately 
70% of respondents experience chronic to occasional unmet needs for cyberinfrastructure indicates 
widespread need for cyberinfrastructure facilities and services among NSF-funded researchers. Figure 6-1 
shows graphically the responses to this question: 
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Figure 6-1. Responses to the question “Do you have adequate cyberinfrastructure resources to meet your research needs?”  
Blue, red, and purple areas show the combined responses that indicate at least periodic needs for additional cyberinfrastructure 
resources. Extrapolating from the responses to the overall population of researchers funded as PIs by the NSF between 2005 and 
2009 but who do not have TG accounts, approximately 70% experience at least some of the time an unmet need for 
cyberinfrastructure resources in support of their research. 
Quantitative/categorical questions 3 and 4 showed that roughly 2% of respondents indicated never having 
enough computing support for their research activities, while 11% indicated in response to question 4 that 
they never had sufficient consulting expertise in support of their research activities. Perhaps the biggest 
surprise in the answers to these questions was that nearly 30% of the respondents indicated that they had 
enough computing support for their research needs.  
Quantitative/categorical question 5 asked respondents to rate the importance of a number of factors 
related to cyberinfrastructure on a scale of 1 (not at all important) to 5 (very important). Table 6-1 
summarizes the importance of the factors that were rated, from most important to least. 
Rank (most to 
least important) Feature Mean ± 95% CI 
1 Run small to moderate sized computing jobs quickly. 3.75 ± 0.08 
2 Time to run the jobs and analyze the results. 3.62 ± 0.08 
3 Ability to access my local data stores from the computing systems I use 
to analyze those data. 
3.55 ± 0.08 
4 Access to proprietary software tools I need to use. 3.53 ± 0.08 
5 Ability to analyze all of the data I want to analyze at once. 3.36 ± 0.08 
6 Consulting help with using computer systems 3.32 ± 0.07 
7 Run large number of jobs. 2.75 ± 0.08 
Table 6-1. Summary of responses to quantitative/categorical question 5. 
The two factors rated most highly were both related to ‘time to solution.’ The next two factors were the 
ability to access local data stores, and use proprietary software. 
Quantitative/categorical question 6 indicated that a large preponderance of the respondents – 94% – were 
not aware of the TeraGrid XD solicitations prior to responding to the survey. 
6.1.3 Potential user populations of TeraGrid and TeraGrid eXtreme Digital 
Quantitative/categorical question 7 asked whether the respondent might be a potential user of TeraGrid 
XD. Just over 4% indicated that now, knowing more about TeraGrid, they believe the resources it 
provides meet their needs. Nearly 30% indicated that they would use XD if it provided the services the 
respondent identified in their responses to the survey. Just 27.8% indicated that they preferred to restrict 
their research activities to the respondent’s local cyberinfrastructure. 
Never (10.6%) 
Some of the time 
(20.2%) 
Most of the time 
(40.2%) 
All of the time (29%) 
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This is again the population of people who were NSF PIs but did not have an active TeraGrid account in 
the TeraGrid Central Database. Extrapolating by adding in the 4.02% of the population of PIs funded by 
the NSF between 2005 and 2009 inclusive that are currently TeraGrid users, one can conclude that, 
considering all NSF-funded PIs, as of the start of the survey: 
• Just under half of all NSF-funded PIs would indicate that they had heard of the TeraGrid 
(assuming that everyone using it would correctly answer that they had heard of it). 
• 4.93% would have TeraGrid accounts, or would indicate that they use the TeraGrid without 
having their own personal account.  
Cross-tabulation of responses from questions at the beginning and near the end of the survey (presented in 
Table 4-14) reveals some additional interest in use of the existing TeraGrid by NSF-funded PIs, based on 
information they obtained in the process of completing the survey: 
• 1.57% of the total respondents indicated that they had never previously heard of TeraGrid, and 
that, on the basis of information they read in the survey, the existing TeraGrid would meet their 
needs.  
• 2.74% of the total respondents who had heard of TeraGrid but did not have accounts in their own 
names indicated that, on the basis of reading the survey, TeraGrid would meet their needs.  
Annual reports from the TeraGrid indicate a generally high degree of satisfaction with TeraGrid overall 
on the part of current users TeraGrid (e.g. [8]). Summing the two groups above with PIs who are current 
TeraGrid users and extrapolating to the population of all NSF PIs implies that 8.9% of the researchers 
funded as PIs by the NSF from 2005-2009 would have some of their cyberinfrastructure needs met – at 
least qualitatively – by the existing TeraGrid. Testimonials from scientists about the TeraGrid offer great 
praise regarding the capabilities of TeraGrid, its personnel, and the scientific achievements they have 
enabled. Each year from 2007 through 2010 the TeraGrid has produced a document of science highlights 
[6, 7]. Each one contains ten or more exemplars of major scientific or engineering accomplishments 
enabled by the TeraGrid. In many cases researchers quoted in these descriptions talk about unique 
capabilities provided by the TeraGrid facilities and TeraGrid personnel. While not a random sample, these 
now dozens of exemplars speak to the high quality of services the TeraGrid delivers to US scientists. 
Systematic studies of the TeraGrid employing user workshops, participant observation, document 
analysis, interviews, and surveys during 2006 and 2007 provide a rigorous view of satisfaction with the 
TeraGrid at that time [8, 14]. While these reports identified many needs then unmet, users of the TeraGrid 
at that time gave the facilities and personnel generally favorable reviews. Indeed, Zimmerman et al state, 
"TeraGrid is widely perceived as useful" and "support is viewed positively" [8]. One can reasonably infer 
that the TeraGrid meets or at least largely meets the qualitative needs of its current users. That the 
community of TeraGrid users desires more resources is verified quantitatively by reports of the TeraGrid 
Science Advisory Board (e.g., the report of the 2009 meeting [9]). 
The cross-tabulation presented in Table 4-14 also shows: 
• 18.81% of the total respondents indicated that they had heard of the TeraGrid and that they would 
be interested in XD if it fulfilled the needs they had indicated in their responses on the survey.  
• 10.38% of the total respondents indicated that they had never previously heard of TeraGrid, but 
indicated that they would be interested in XD if it fulfilled the needs they had indicated in their 
responses on the survey.  
If one assumes that current users of TeraGrid combined with survey respondents who indicated the 
current TeraGrid would meet their needs would also be users of TeraGrid XD (as described in the NSF 
solicitation quotes included as part of the survey instrument), and assuming that those researchers for 
whom we were unable to locate an email address would not be potential users of TeraGrid XD, then the 
population of potential users of XD and/or CIF21 amounts to a total of more than 35% of all researchers 
funded as PIs by the NSF between 2005 and 2009. This sum also includes researchers who feel that the 
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current TeraGrid does not meet their needs, but who would use TeraGrid XD if it provided the services 
they indicate they need in their responses to the survey. In other words, the potential audience of TeraGrid 
XD users among NSF-funded PIs is roughly four times the potential users of the current TeraGrid and 
seven times the actual current users of TeraGrid. 
Only a minority – just over 27.8% of respondents – indicated that they preferred to keep their use of 
cyberinfrastructure local and use only local facilities. 
Because the extrapolations are somewhat complicated, Appendix 2 presents the results of the crosstabs 
analysis discussed above and shows the formulae used to perform the extrapolations. One can ponder 
several matters of interpretation: Does the current TeraGrid meet the needs of its current users, or do they 
just use it because it comes closer to meeting their needs than other facilities? Can the features requested 
by survey respondents as part of TeraGrid XD realistically be delivered through that program? What 
would survey responses have been like had we had additional information in the survey about CIF21 [5] – 
as since the time that NSF solicitation for TeraGrid XD [1] was released, the NSF has also released a 
vision for a national cyberinfrastructure framework. That vision contains many of the elements of 
TeraGrid XD that were quoted in the survey instrument.  
Fine points of interpretation notwithstanding, this analysis shows one very clear result: a much greater 
potential group of researchers believe TeraGrid XD would meet their cyberinfrastructure needs than 
believe the current TeraGrid meets their needs. The information on numbers of potential users of 
TeraGrid XD is also reflective of potential great demand for other, even more inclusive, facilities that 
embody the elements of the vision for CIF21 beyond those that are included as part of the vision for 
TeraGrid XD as defined in the solicitation. 
6.1.4 TeraGrid XD usage modalities 
Quantitative/categorical question 8 indicates that most respondents (60.5%) would use TeraGrid XD 
primarily for research, while 18.6% of respondents would use TeraGrid XD equally for education and 
research. A small fraction (4.5%) would use it primarily for education. 
6.2 Free text (essay) questions 
In general, analysis of the free text (essay) questions revealed that in constructing the survey we made 
questions perhaps overly fine grained. For example, in retrospect we might have combined the questions 
on data storage and data movement, and the questions on software and software services. The difference 
between software and a software service to a software architect is quite great; to a researcher not deeply 
engrained in current cyberinfrastructure concepts, this distinction is not at all obvious. Still, given that 
each respondent was asked to answer two of 12 free text questions, a relatively small number of people 
would have been expected to answer both questions in such pairs. In general, where such pairs of 
questions occur, the overall sense of the responses is very similar. It is in general a source of some 
confidence that there is a great deal of consistency in the responses to two fairly similar questions by what 
can be expected to be mostly two different groups of respondents.  
The first six free text questions inquired about XD resources and services relative to research activities; 
the second six inquired about XD resources and services relative to education and outreach activities. 
Each respondent was asked to complete two of these first 12 questions. The 13th and last question was an 
open-ended “anything else” question that was asked of each respondent.  
6.2.1 Research needs 
6.2.1.1 Computational resources and needs 
Free text question 1 asked about computational systems. The results of this question in part reaffirmed the 
value of the very large parallel systems that are now the mainstay of TeraGrid. Some responses talked 
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explicitly about needing large parallel machines, while other comments simply indicated that with more 
powerful computers the respondent would be able to solve larger and/or more realistic simulations. Other 
themes in the text responses included needs for: 
• New architectures – multicore and GPGPUs. 
• Considerable emphasis was placed on software applications on systems – statistical software, 
bioinformatics, and mathematical software (parallel computing with MATLAB was 
mentioned specifically). 
• Systems with large amounts of RAM and or disk storage. 
• A number of respondents indicated that they did not need additional computational resources. 
6.2.1.2 Data 
Free text questions 2 and 3 inquired about data storage and data movement. Reading the responses, 
analyzing the concordance results, and looking at the Wordle suggest that the critical features needed in 
data storage systems include the following: 
• Ability to handle large data sets, moving them within XD and into and out of XD rapidly. 
• Ability to access data easily. 
• Secure, long-term storage of data. 
• Access to public data sets. 
One particularly interesting response indicated, “It's not storage – it's resources, e.g. web link data, online 
textual materials, images and the like.” This general sentiment was reflected in a number of responses to 
different questions that talked about need for external data sets – often publically available data sets 
specific to a particular discipline. 
The responses to free text question 2 indicate needs for data movement that echo and reinforce the needs 
identified relative to data storage: 
• Ability to access, move, and analyze large data sets generated by the research. 
• Ability to access and analyze remote data sets generated by some other source. 
• Ability to move data from field collection sites to analysis systems. 
6.2.1.3 Software 
Free text questions 4 and 5 asked about software and software services. The key elements in the responses 
to free text question 4 are a great interest in commercially available software: 
• Mathematical software, particularly MATLAB and Mathematica. 
• Compilers, libraries, database tools. 
• Software for biology and chemistry. 
• A wide variety of engineering software. 
• Geographic Information Systems software. 
• Statistical software, especially SPSS and SAS. 
Perhaps the most unusual result from this question is the knowledge that there exists a commercial 
visualization/GIS software package called Fledermaus [15]. 
Free text question 5 reaffirmed the summary of the responses to free text question 4 with software 
services being viewed as much like software. Key additional areas of emphasis in answers to free text 
question 5, beyond the software needs identified in free text question 4, were as follows: 
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• Significant interest in handling geospatial data – either via GIS systems or linking data in 
some way to information about its geospatial location. 
• Considerable interest in analysis of genomic and metagenomic data. 
• Software for uses that are not typical of TeraGrid in the past: archaeology, geology, and 
analysis of video data in psychological research. 
The responses to free text question 6 regarding access to instrument and sensor net data produced some 
interesting responses: 
• Many researchers indicated this was simply not a need they face. 
• There was considerable interest in handling and analyzing data from current biological 
instruments, including next-generation sequencers and advanced microscopes. 
• There was significant interest in managing ecological data. 
6.2.2 Education and outreach 
Starting with free text question 7, the questions focused on teaching, education, and outreach activities.  
6.2.2.1 Computational resources and needs 
Free text question 7 asked what computational systems respondents would like to have made available via 
XD in support of teaching, education, and outreach activities, and how such systems would impact those 
activities. A considerable fraction of the text written in response to this question was really about 
software, and focused on the following areas: 
• Management of software stacks and ease of use of software tools (some combination of 
Linux, full, and up to date was a sense repeated in whole or in part in many responses). 
• Access to software tools and systems via Web interfaces. 
• Particular types of software, particularly phylogenetic and genomics software, MATLAB, 
GIS software, statistical software. 
Those comments that focused on computing systems included the following themes: 
• Confirmation of the need for the sort of high-end TeraGrid resources that have been a 
mainstay of its activities to date: high core count, high FLOPS, fast interconnect, or shared 
memory. 
• Large RAM systems. 
• Systems for many serial processes. 
• Interest in emerging systems technologies, including systems supporting MapReduce and the 
OptIPuter. 
6.2.2.2 Data 
Free text question 8 asked about data storage systems in teaching, education, and outreach activities. 
There was a lot of variation in the answers to free text question 8, but key themes drawn from the free text 
responses include the following: 
• Access to remote or nationally shared data sets. 
• Access to tools to find and gain access to remote or nationally shared data sets – comments 
asked for metadata in general or in particular systems such as iRODS. 
• Access to the storage in ways convenient to students, often through the Web, but also 
transportable storage. 
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• Access to large amounts of disk locally or remotely (including specific mention of IU’s Data 
Capacitor) including secure, backed-up storage. 
Free text question 9 was very similar to free text question 8 and asked about data movement. The answers 
to the question about data movement were somewhat more varied than answers to other questions. The 
inclusion of this question in the survey represents to a certain extent a preoccupation of those working as 
part of TeraGrid with the issues of data movement (authors of this report included). Given that a 
randomly selected subset of NSF-funded PIs included a small percentage of TeraGrid users, and that 
educational uses routinely involve smaller data sets than some of the large TeraGrid projects, more 
variance in the answers to a question about data movement in educational and outreach activities is 
perhaps not too surprising. Key themes in the answers included: 
• Access to remote data sets including environmental, climate, and biological data sets. 
• Traditional mainstream tools in data movement such as sftp. 
• Mechanisms for maintaining data securely while sharing it within groups. 
• Ability to access and manipulate large text or video files. 
• “Last mile” limitations in network capabilities and their impact on the ability to move data 
from local to national resources. 
6.2.2.3 Software 
The answers to free text questions 10 and 11 about software and software services in education and 
outreach mirrored to a large extent the earlier questions regarding software: 
• Considerable interest in commercial mathematical and statistical software, especially 
MATLAB and SAS. 
• Needs for GIS software. 
• Visualization software. 
• Bioinformatics and related software. 
• Climate and other simulation tools. 
The responses to free text questions 10 and 11 – software vs. software services in teaching, education, and 
outreach – echo in many ways the responses to free text questions 4 and 5 – software vs. software services 
in research. That is, the distinction between software and software services seems of much greater 
concern to people working within TeraGrid (such as the original creators of the survey questions). Still, as 
with free text questions 4 and 5, it is rational to expect that few people would answer both free text 
question 10 and 11 as each respondent was asked to answer only two out of the 12 free text questions. 
The overarching themes in the answers to free text question 12 about consulting services in education and 
outreach were as follows: 
• More consulting (and training) on just understanding what TeraGrid is and how to use it. 
• Programming help, particularly help with optimizing and parallelizing applications to run on 
TeraGrid XD. 
• Consulting on data analysis. 
• Considerable interest in documentation available on the Web and various sorts of “self-serve” 
education and consulting tools. 
6.2.3 What else? 
Free text question 13 – basically an opportunity for respondents to provide information on anything they 
had not previously commented on, or the opportunity to emphasize earlier comments – was, as noted 
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before, asked of every respondent. The responses to free text question 13 largely reinforced responses to 
earlier free text questions, focusing on data, large-scale computing, consulting, etc. There were a few 
themes mentioned in the free text responses in question 13 that were not highly represented in earlier text 
responses, including the following topics: 
• Cyberinfrastructure. There were several indications that the noun cyberinfrastructure is a term 
not yet as well-recognized among the general population of NSF-funded PIs as it is within 
TeraGrid. There was some negative commentary regarding the term itself. 
• There were many comments about ease of use and ease of access, with cloud computing 
offered as an example of a computing infrastructure with low barriers to use. 
• There were a number of comments about small entities: support for small groups of software 
developers, for small groups of researchers, and funds for small projects. 
• There was some negative reaction to TeraGrid, the TeraGrid XD program, and even its name. 
• There was considerable concern expressed regarding security. This may in part have 
represented implicit assumptions made by the drafters of the survey, who took excellent 
security as an implicit and essential concern. There was also mention of extremely sensitive 
data such as social science data analyzed in secure data facilities. 
• Some comments focused on shortcomings in the survey instrument itself. 
There were also a few comments of some note spread across answers to multiple questions that bear note: 
• Some indicated opposition to the concepts of TeraGrid XD, preferences that NSF funds be 
spent in other ways, or indications that XD did not seem relevant to respondents. 
• A number of comments indicated that people who do not fit the typical profile of past 
TeraGrid users are interested in the possibilities created by a national cyberinfrastructure. 
• There were comments about the digital divide that serve to remind us how great that divide is 
yet today in the US, even in higher education. 
• Finally, there comments that could be summed up as “do you really care about helping me?” 
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Starting at this point of the survey, there is no systematic way to show what any particular respondent 
saw, since each respondent was asked to answer two questions randomly selected from the first 12 free 
text (essay) questions. The last free text question was asked of every respondent. The next 13 images 
show what each question looked like when viewed on the screen. 
 
 
Figure 8-1. Free text question 1 
 
 
Figure 8-2. Free text question 2 
 
 
Figure 8-3. Free text question 3 
 
 
Figure 8-4. Free text question 4 
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Figure 8-5. Free text question 5 
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Figure 8-9. Free text question 9 
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Figure 8-11. Free text question 11 
 
 
Figure 8-12. Free text question 12 
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Figure 8-13. Free text question 13 
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9 Appendix 2. Details of extrapolations from quantitative/categorical 
questions 1 and 7 
In this report, several extrapolations are made to infer characteristics of the population of researchers 
funded as PIs by the NSF between 2005 and 2009 inclusive. From the online NSF awards database, we 
determined that 35,847 distinct researchers fit these criteria. We were able to find functioning email 
addresses for 34,623 of those PIs. Of these 34,623 there ere 1,442 who had accounts listed in the 
TeraGrid accounts database as of March 2010. Of the total 33,181 researchers who did not have TeraGrid 
accounts in their own names, 100 IU researchers were invited to take a preliminary version of the survey. 
These invitees were excluded from the population from which the respondents were drawn. 
Extrapolations to the entire population of researchers is thus a bit more complicated in cases where the 
total population might for example represent current and potential TeraGrid users, or current TeraGrid 
users and potential TeraGrid XD users. The formulae and extrapolation results are presented here in detail 
for easy reference by the reader.  
A B C D E F G 
Crosstabulation of answers to "Based on what you have read about TeraGrid and XD in this survey, would you 
be a potential user of XD" and "What response best describes your experience with the TeraGrid?" 
4 
 Based on what you have read about 
TeraGrid and XD in this survey, would 
you be a potential user of XD.... 
  
What response best describes your experience 
with the TeraGrid? 
  
5   
Current 
user 
Past 
User 
Never 
used it 
Never heard 
of the 
TeraGrid 
Total 
8 Now that I know about the TeraGrid, 
the resources it provides meet my 
needs. 
Count 2 2 24 16 44 
9 % Overall 0.20% 0.20% 2.35% 1.57% 4.31% 
10 I would use XD if it provided the services I have identified in my 
responses to this survey. 
Count 8 7 177 106 298 
11 % Overall 0.78% 0.69% 17.34% 10.38% 29.19% 
12 I prefer to keep my work local and use 
the local cyberinfrastructure available 
to me. 
Count 0 2 112 170 284 
13 % Overall 0.00% 0.20% 10.97% 16.65% 27.82% 
14 Don't know at this time. Count 1 3 154 237 395 
15 % Overall 0.10% 0.29% 15.08% 23.21% 38.69% 
16 Total Count 11 14 467 529 1021 
17 % Overall 1.08% 1.37% 45.74% 51.81%   
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A B C D E F 
21 Extrapolations of results to percentage of the entire population of researchers funded as PIs by NSF 
23 
Counts 
(actual) of 
individuals 
Percentage 
of 
respondents 
Percentage 
of NSF-
funded 
researchers 
(actual) 
Percentage of 
NSF-funded 
researchers 
(extrapolated 
from survey 
responses) 
Formula used 
25 
Total # of researchers funded 
by NSF as PIs from 2005-2009 
inclusive 35,847 
26 
Number of researchers funded 
by NSF as PIs for whom we 
could not identify valid email 
addresses 1,224 
27 
Number of PIs (all from 
Indiana University) who tested 
an initial version of the survey 
instrument and were excluded 
from the final population of 
investigators from which the 
5,000 researchers invited to 
take the survey were drawn 100 
28 
Total number of researchers 
funded by NSF as PIs from 
2005-2009 inclusive with a 
TeraGrid account in their own 
name 1,442 
29 
Total population from which 
5,000 researchers were 
drawn at random to receive 
invitation to take survey 33,081 
32 
Percentage of NSF PIs who 
have TG accounts in their own 
name as of March 2010 4.02% 
33 
Percentage of NSF PIs who did 
NOT have TG accounts in their 
own name as of March 2010 
and indicated that they are a 
user of the TeraGrid 10 0.90% =(B33/G16)*(B29/B25) 
34 
Percentage of NSF PIs who 
are users of TeraGrid  4.93% =D32+E33 
36 
Percentage of NSF PIs who 
have heard of TeraGrid but do 
not have accounts in their own 
name 48.19% 44.47% =C36*(B29/B25) 
37 
Percentage of NSF PIs who 
have heard of TeraGrid 49.40% =E36+E34 
39 
People who did not have 
accounts in their own name, 
had used or heard of TeraGrid, 
and indicated that TeraGrid 
meets their needs 28 2.74% 2.53% =C39*(B29/B25) 
40 
People who had NOT heard of 
TeraGrid and indicated that 
TeraGrid should meet their 
needs 16 1.57% 1.45% =C40*(B29/B25) 
41 
Potential users of TeraGrid 
who are not currently users 3.98% =E39+E40 
43 
Total actual + potential users 
of current TeraGrid 8.90% =E34+E41 
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A B C D E F 
45 
People who did not have 
accounts in their own name, 
had used or heard of TeraGrid, 
and indicated that they would 
be interested in using XD if it 
provided the services they 
identified in their survey 
responses 18.81% 17.35% =C45*(B29/B25) 
46 
People who had NOT heard of 
TeraGrid and indicated that and 
indicated that they would be 
interested in using XD if it 
provided the services they 
identified in their survey 
responses 10.38% 9.58% =C46*(B29/B25) 
47 
Total potential users of 
TeraGrid XD 35.84% =E43+E45+E46 
49 
Percentage of respondents 
expressing preference to keep 
their work local and use local 
cyberinfrastructure 27.82% 
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10 Appendix 3. Responses to free text questions 1-13 
The free text survey responses in this section have been transcribed without editing or corrections to what 
appear to be typographical errors, to avoid any potential misinterpretations of the author’s intent.  
10.1.1 Free text question 1. What sorts of computational systems would you like to have 
made available via XD in support of your research activities, and how would it 
impact your research activities? 
10.1.1.1 Text responses to free text question 1 
There were a total of 69 responses to free text question 1: 
phylogenetic and population genetic data analysis programs, remote sensing data 
Well, I don't know how to answer the first part of that question because I don't really know what you 
mean by 'computational system.' But if the kinds of tools I described above could be made 
available it would have a tremendous benefit for my research. It would hugely expand the 
instructional contexts we could create and study. 
I wish to solve high dimensional PDEs (Boltzmann eqs, etc) with exponentially convergent meshless 
radial basis functions (RBFs). Can RBFs be shown to be superior to Quasi Monte Carlo and can 
new computational ideas with RBFs overcome the curse of dimensionality? 
At present, we have to spent a lot of time reducing very large spectral data files (e.g. 36,000 bands, 
1000's of observations). If we had access to more computing power it would be possible to directly 
invert 1000x36000 matrices and find computation solutions to the original data. This would not 
only be faster, but the results would ultimately be improved by removing a distorting stem 
(spectral resampling) in the modeling procedure. 
Mostly I use SAS to analyze my data. I need access to good statisticaly software from multiple 
locations 
see above 
Advice about statistical analyses, R, tutorials, or even someone to do it for me. 
nano device modeling 
none at the moment 
None come to mind. 
Baic bioinformatic tools. Evolutionary genetic analyses. 
My primary use would be transferring large-format telescopic data among sites, and providing quasi-
real-time analysis of that data. 
Our research involves building deployable end-to-end applications that connect the physical world 
(like sensor-based applications) to high-end computing. 
I'm interested in large spatial datasets, so very significant amounts of storage would be important. 
The availability of GPU resources for both graphics and General Purpose computing would also 
be very welcome. 
high performance computers, super computers, cluster computing,etc. 
geographical information systems 
I would like to have convenient, inexpensive access to large scale computing resources for easily 
parallelizable problems 
Our greatest current needs are for real-time collaboration between mathematicians, computer 
scientists, engineers and biologists that includes full and parallel access to packages like 
Mathematica, MatLab, and Adobe family products, This would facilitate our on-going work 
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among institutions that include universities in Norway and Estonia. While I realize that this is not 
the "extreme" computing that you are after, these needs are currently not met. 
Don't need more than a desktop. 
it would be amazing to have a central structure calculations facility (X-ray, NMR, and limited 
restrains (say from EPR). With all the software readily available - GUIs would be really helpful. 
CCP4 is great, but upkeep and inclusiveness of other software is lacking. For NMR, the lack of 
centralized software packages makes it very difficult and less systematic to calculate structures. 
We use proprietary software (needs licenses) and databases (under NDA) in our research. Although 
it would be nice to get access to large computing resources, I am not sure how this would be 
manageable except for with a local setup as we are doing now. 
do not know. 
don't know 
GIS systems 
We use GPGPUs for coding due to their high performance. The code is written in CUDA. 
no need 
My research and educational projects require unusually high amounts of RAM to run computer 
algebra systems. 
large multi-core machines 
I have been working on time series analysis of semi-regular variables. I would like to be able to 
analyse much larger/longer data sets but I'm currently running into some computational limits on 
my local resources. I would need support and training to help me understand what tools are 
available and how to apply those to my research. 
archaeological data is what i use most often, although my NSF project is linked to ethics decision-
making and demographic data. Visualization and GIS data are also important components. 
Spend more money on nodes and less on user support, fancy software, and consultants. The most 
productive machine I have ever used is supported by a single person. It frequently has problems, 
but because it can be financially supported by a small number of users, there is never a wait for 
nodes. 
Simplified parallel processing- I would be able to use more powerful statistical tests. 
Not likely to use. 
No special needs right now, may change in the future. 
don't know 
no time to answer 
Same as above. 
My research tends to either involve non-resource-intensive computing (by modern standards), or 
large amounts of sensitive data that would probably not be storable on a shared facility. 
I basically need high computing power for simulation of deigned protocols. This can reduce the 
simulation evaluation time. 
Analysis tools and pipelines 
High-throughput calculation of protein drug docking and interaction energies. 
macaulay 2, singular, Lie, GAP, it would enable me to run some calculations for roots and weights of 
Lie algebras and Lie superalgebras. This would be important for some of my research projects. 
not yet sure 
Large storage capacity and auto back up functions. 
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no 
High processing speeds, I/O rates, and large memory to run highly parallelized climate model codes. 
Large data storage limits for 3D simulations that produce GB of output. Faster run times and large 
amounts of storage would enable us to complete more ensemble simulations and more 
experimental treatments in our efforts to understand how land use change and large scale climate 
change interact at multiple spatial scales. 
Don't know. 
None. Our NSF funding supports education. What research work we do has computing needs that are 
completely met with standard desktop computers and software. 
Access to computational resources somewhat more powerful than locally available resources would 
be desirable, particularly for running a large number of medium- to large-scale MD and/or MC 
simulations (e.g., for exploring large parameter or configuration spaces). This would enable the 
quantitative prediction of the properties of organic materials and biomaterials from high-statistics 
atomistic simulation. 
We need large and very low cost computation. $/Tflop and $/TB storage are the only numbers we 
care about. We have our own programs. 
Analysis programs for visual observations of behavior that would either output results in a 
compatible format for input into standard statistical packages such as e.g., (SPSS, STATA) or be 
able to seamlessly transfer data output to them without an intermediate step of translation into one 
of these packages' formats. 
Not sure 
Availability of efficient agent-based modeling systems. This would ease the burden of using such 
systems. 
Parallel Computing 
large scale 3D seismology simulations 
Parallel MATLAB-capable Teragrid machines. This would be a godsend. Ideally with support for 
extra GPGPU capabilities on the parallel compute 'nodes'. 
Similar to teaching, education, and outreach, simulation tools, movie-making packages, and webpage 
software are needed for research. Software packages for streamlined data backup and storage, 
producing on-line tutorials for shared instrumentation, and videoconferencing with off-campus 
research group are needed. 
Uncertain at present. 
I'm not sure (at this time) what computational systems I would need. 
n/a 
none are directly required at this time 
Up to date market analysis and industry trends to help identify change, unmet need and new 
opportunities. This would help bridge the gap between laboratory results and relevant industrial 
application of a new technology (i.e: identify the best possible commercial application of a new or 
existing invention). 
Remote access to San Diego State University's Mount Laguna Observatory. 
access to large memory and fast computational tools including visualization is a must. We have used 
SDSU supercomputer system facilities in the past and has been useful. 
not sure 
we simulate coupled nonlinear partial differential equations. We also work on systems where 
transport properties and thus length scales are mismatched. Currently, we frame our simulations in 
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terms of the available local computing power. If easily accessible and significantly better 
computing power were available, we would frame more comprehensive and realistic simulations. 
High performance computing with fast transparent access to hughe amounts of data 
Remote storage of large digital imaging datasets 
We really don't have systems to help us analyze all of the data collected. Studio Code is clunky... 
10.1.2 Free text question 2. What sorts of data storage systems would you like to have 
made available via XD in support of your research activities and how would it 
impact your research activities? 
10.1.2.1 Text responses to free text question 2 
There were a total of 63 responses to free text question 2: 
We would like to have large amounts of storage (> 20 terabytes) for our sequence data and analyses. 
Terabytes of storage for DNA sequences. 
I do not need large-capacity storage, but I do need storage systems that recognize Chinese characters 
in file names and in content. Many storage systems convert Chinese characters to random 
symbols, making it impossible to use such systems to manage data. 
I have terabytes of data that come in a variety of file sizes (ASCII text at a few bytes to images of a 
Gbyte or more). I need to have data storage that easily accommodates this dynamic range and is 
easily accessible for a single file at any given time. Given the multiple demands on my time, it is 
also important that the data be accessible for long periods of time (up to a year or more) while 
working on data processing and analysis. 
Large volume (Terabytes) - fast access - search and retrieval tools that allow for multiple queries. 
I use SPSS, and like many social scientists I am overly dependent on SPSS for my statistical needs. 
Having a user-friendly alternative would be of great value. 
I have years worth of data on multiple experiments. It would help to have them centrally stored and 
appropriately archived. A problem now is that the data sets don't necessarily keep up with pc 
software changes. 
I have no idea. 
I'm not sure what data storage systems would be needed. 
Storage is not an issue. We are in need of external (off site) servers to provide fast, high-bandwidth 
to 10 terabytes of data via uninterrupted web services. We currently pay $5000/year for a 
commercial site to do this. 
I do long-term ecological research. Secure data storage is important for this work. 
None. 
No need for storage. 
Storage of large social survey data sets on a server that could be securely accessed from anywhere 
(even internationally), while maintaining the security of the data itself. Most ideally, this would be 
equivalent to simply mounting a drive, with the "feel" that data is being run locally. Ability to 
access that data using Stata and R software (preferably again either run locally or with the illusion 
or running locally b/c of the speed of the server and interface). 
As above, this would tremendously improve my ability to get work done. Having the same file 
systems mountable on machines I do analysis as those that I do model runs on would literally save 
months of time per year. 
None 
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N/A 
I don't see (m)any uses for my work. 
Secure systems with very fast transfer time. 
Work in AMO physics, not in High Energy physics. I don't have a need of petabytes of data storage. 
Local storage primarily. 
I don't know enough about the different kinds of data storage systems to answer this question. 
N/A 
It would be good to have some nodes available with large memory (>100GB). Some of my jobs have 
enormous memory requirements. 
Always more storage is better. Over my career, cheap data storage availability has grown 
exponentially and my use has followed this. I see no reason that the upper limit on data storage has 
been reached. 
A data storage system capable of handling a wide variety of data types (e.g. spatial data, time series 
data, images) that can be easily queried to extract information and in the formats required for local 
analysis. I would become more efficient. 
None. 
I commonly handle multi-TB data-sets. The ability to efficiently transfer such datasets in and out of 
XD and to share them through XD would be very valuable. 
I would like all data to be stored locally with the ability to use web based applications that can be 
accessed remotely. Data storage specifically is not necessary. 
Not sure. 
We typically do 2 kinds of research in my group: (1) data analysis and (2) numerical modeling. Both 
kinds require a lot of storage space, but in particular for (1) we would need to have access to 
several TB of storage space to move our data in before we can analyze it. For (2), we create a lot 
of data and use a lot of computing resources, but the data we create is on the scale of ~100 GB, so 
it is smaller and more manageable. Finally, there is the issue of cost. As we are on a research 
budget, we cannot afford to pay huge sums of money for computing resources so it would have to 
be offer free or very cheap. 
Ability to access large datasets from home or other sites. 
My project would benefit from large-scale (0.5 - 1.0 PB) off-site storage if (and only if) it were 
competitive with contemporary hardware costs (~ $300/TB today, obviously less in the future). It 
would also help if the interface were easy to mesh into our existing interfaces. NFS or http would 
be acceptable, along with some ability to control the name space. Our project needs the ability to 
provide on-line archives for remote users. Our current archive is both a single point of failure (if 
the building were destroyed) and a bottle neck. But, of course, our funds are limited. 
Don't know. 
Don't know. 
Servers 
We may have a need to store large libraries of mathematical theories, software components, and 
verification clauses for software components. 
No special systems. 
See answer to previous question. 
Don't know. 
Not sure. 
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I do not plan to access XD, though I think it is an excellent initiative that will serve well many 
scientists. For now, I can use my own workstations to run my programs. A new trend for me 
though: data sets are getting larger and larger, requiring the purchase of many external hard drives. 
The capability to archive large dataset (especially NSF data that should become public soon after 
the termination of a proposal) outside my campus would be good, especially for collaborative 
projects. 
Archiving of gigabytes of image and data files, accessible via web or FTP. 
Archival data storage systems, capable of storing a few TB of data, including raw/compressed video. 
Chemical and protein structural databases. Ability to catalog large numbers of files in a way 
consistent with locally developed chemi-informatics systems. 
No special requirement. 
I use qualitative data and so need server storage and better coordination across universities. I don't 
think that what I do is even conceptualized or imagined by this survey. 
Public access to microbial sequences, from genomes to communities. 
No particular preference as long a large amounts of data can be stored. 
N/A 
Access to digitized herbarium data and digital images. 
Local computing power is fine for my research. But most universities may hesitate to support 
dissemination/hosting of the products on a national level. 
Genomics and proteomics data including 3D modeling. 
Storage space would be important as would speed in processing. 
Big and fast. Local storage of ~100Gb on each processing node would probably be necessary. 
Store up to 1T of data transiently for processing. 
Probably none. 
It's not storage--it's resources, e.g. web link data, online textual materials, images and the like. 
None. 
I prefer to keep all research local only thus I have no opinion. 
Databases that could be accessed by students from multiple universities without being made public. 
It would more easily allow me to move data between machines that aren't in the same administrative 
domain. 
10.1.3 Free text question 3. Please describe what sorts of data movement systems you 
would like to have made available via XD in support of your research activities and 
how it would impact your research activities. 
10.1.3.1 Text responses to free text question 3 
There were a total of 61 responses to free text question 3: 
Quick and ready access to large amounts of data from global locations. 
Large data files like trajectories to be moved from the XD facility to our local environment. 
I do not know. 
I'm not sure if this is what you mean, but there is a clear push in my field to make basic data 
available online. While it sounds straightforward to create an interactive web site for this purpose, 
actually making something that is useful for other investigators, e.g., is searchable, offers 
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integrated links between data sets, etc. is not that easy, especially for someone like me who doesn't 
have web-building skills. I also don't know how to deal with security issues. 
I occasionally need moderate streams of data from JPL satellites. Apart from some difficulties 
learning how to access these data streams, I have found the internet adequate in moving data. 
None come to mind. 
Not sure what a "data movement system" is--some concrete examples would help me answer this 
question. 
Large scale image processing and analysis. 
Data movement is not one of my research needs. 
Simple ability to upload data sets to use in computational models. 
I don't understand what data movement system means. 
The ability to access and backup large databases of annotated language corpora and the analysis 
software that is being developed to analyze them. These will include things such as access to 
internet software like Google Earth as well as specialized software from places like MPI Tools. 
Having both secure systems and systems that allow leveled internet access. 
N/C 
I'm not sure what "data movement systems" is, but I'm planning several research programs that 
require moving telescope data among sites and carrying out quasi-real-time reaction to and 
analysis of those data. 
We have a several kinds, older but still quite useful and valuable data on old hard disk drives, DAT 
tapes, and even 9-track tapes that it would be very helpful to have a facility for extracting the data 
onto current online media. Because the data are older, in terms of number of bytes the data sizes 
are quite modest by today's standards, but being able to access/read it is the real stumbling block. 
Easy movement of data from temporary supercomputer storage to longer term analysis sites, which 
may be local. 
My research activities do not require it. 
I'm not a domain scientist, but a computer scientist that is interested in developing efficient methods 
of accessing spatial datasets in remote and grid environments. Visualization is a motivating 
application for this work. 
I don't know--whatever would make it easy to store and retrieve video--long (90 minutes) and short 
(3 minutes or less) segments. 
I do some work on data visualization. I probably will need additional computational resources, but I 
am not sure. 
I'm sorry... I can't really come up with anything. The data I collected for my research was all from 
within specific schools. 
I'm not sure what you mean by "data movement." I do computational work, but am not a computer 
scientist. It'd be useful if you could frame these questions in an accessible way. 
Sharing, remote access, efficient repetitive processes, rapid manipulation of large datasets, read-only 
posting, all of the above for large files. Interfaces that are easy enough for a new student to figure 
out quickly. 
Grid compute with terabyte disc storage for modeling of very large data sets. 
Internship opportunities for underrepresented populations. 
I primarily do raster analysis of large datasets. These types of analysis are often I/O limited as 
opposed to CPU limited. I could use support primarily in the parallelization of processes to speed 
up these tasks. 
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Would prefer to use my own local resources. 
Need easy and efficient access to either be able to analyze data in the grid or transfer them to local 
storage. 
Don't really know. 
Common ftp is good. 
SFTP 
I would not use a system for research unless I had access to my data at all times. 
I have very little need for XD. 
I would like to get involved with field data collection techniques--using data collected from 
individuals--as for example collecting noise dosimetry data from individuals (using personal 
dosimetry) in different urban settings. I would like to link noise data with other pollution exposure 
data--so I guess linking noise level data with air pollutant levels would be on way that I could use 
IT assistance. I don't know how to do this and I don't think anyone at my institution knows how to 
either. 
Being able to get the data off of the XD system and onto a local machine is critical. 
It would be helpful to have access to some large data sets to study data mining and visualization 
techniques for research and graduate teaching. 
Anything but FedEx-ing 1TB hard drives (as is currently done in NEES). Capability to transfer 1-
5TB files over the internet is essential. Ability to schedule and monitor file transfer is needed. 
Such ability would make it possible to combine and compare larger parametric simulation runs. 
I am involved in a project to do automated proving of the correctness of software. I share software 
tools with faculty at 2 other institutions. We want to provide a website which provides a compiler 
and examples for interested people to use. 
Being able to securely store, move large genomic data samples for analysis at the local level or 
through shared capabilities would speed my research. 
Several terabytes initially and that much again gradually over the year. File types include pdf, xml 
and mysql. 
Do not know. 
Because I am not familiar with this yet, I am not able to outline and detail an answer. 
Physical oceanographic and atmospheric and satellite remote sensing observational data sets and 
numerical model output play ever-increasing roles in our research. It is essential to have rapid and 
convenient access to those large data sets. 
I would prefer not to have to move data at all, so an environment that allowed joint analysis of data 
at distributed sites in a transparent way is what I would like to see. 
Don't quite understand. Usually we move data locally using file transfer protocols. 
Nothing special. A proper and reliable file systems with 100s of Giga bytes. Fast connection and data 
transfer rates. 
No. 
I'm not sure I understand the question. 
N/A 
The data I use is primarily generated by my own simulations. 
Sufficient scratch disk space. Most analysis can be done on local machines; we just need enough 
space to temporarily house the raw data. 
N/A 
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I am a microbiologist and sometimes study the structure of proteins and their interactions. If XD 
could model the shapes and sizes of these proteins, it would allow me to predict and test which 
parts of the proteins are involved in the interactions. We also use a technique to create mutants in 
bacteria and identify the genes that were mutated. Sometimes we do not know what the genes do. 
Maybe the new program could model all the known pathways in a bacterial cell and help me 
assign a function for the new protein. 
Not defined at this time. 
Download of large genome datasets and manipulation- i.e., whole genome alignment, whole genome 
blast etc. 
The computer is mainly a "library tool" for me. 
Need to be able to measure power used when moving, storing, analyzing data. 
My needs are currently being met by local computing infrastructure (mostly my own desktop & 
laptop computers) but I would be interested in using additional resources if they can be used to 
attack larger and more computationally intensive problems that I am currently doing. 
None at this time. 
I prefer to keep all research local only thus I have no opinion. 
Not applicable for our work. 
10.1.4 Free text question 4. Please describe what kind of software you would like to have 
made available via the XD in support of your research activities and how it would 
impact your research activities. 
10.1.4.1 Text responses to free text question 4 
There were a total of 76 responses to free text question 4: 
Mathematica and C 
Not sure of the names of the relevant software for integrating remotely sensed images with large data 
sets about a site. 
I have the kind of software I need. However, expanded services and availability could be useful. 
Mathematical packages (lapack, IMSL, etc.), Mathematica, easy to use visualization software. 
Fluent 
Generally for research I need a flexible, scriptable software for mathematics, statistics and data 
processing (I currently use Mathematica) that can be interfaced with large databases (I currently 
use mySQL), graphic output devices (I currently use Mathematica) and mapping software (I 
currently use ArcGIS). 
MATLAB with extended toolboxes and parallel threading. 
I don't know what TeraGrid-related software would be useful to me. 
I do not know. 
I'm not sure if this fits, but I use the WRF meteorological model very heavily and would also be 
interested in running ARPS (another meteorological model) and possibly Fluent, an engineering 
computational fluid dynamics model. 
ODE solvers, optimizers/multiparametric fitting routines. We use such software for modeling 
metabolic networks. 
We would need something basic to manage the jobs. Currently, we have our own cluster, and use the 
Sun Grid engine. Going forward, it might be easier to have similar software, or software available 
on the compute cloud. 
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Matlab, ANSYS, ABAQUS, FLUENT. We have applications for structural analysis and optimization 
that would benefit greatly from XD. We have a different set of applications for coupled fluid 
dynamics and heat transfer simulations. In both cases, we are limited in the complexity of the 
models we can analyze. Potentially access to XD would enable us to analyze models several 
orders of magnitude more complex than we can at present. 
I mainly need: R, Stata, FORTRAN and C. 
Not familiar with existing software. 
C, Mathematica 
I need to solve stochastic optimization problems with large numbers of endpoints. 
Statistics, complex systems analysis, climate models for millennial and longer scales. All these 
would strongly increase productivity and increase our appeal as a research group. 
Mass spec data analytical tools. 
I have no idea. 
None. 
Gaussian 
Parallel versions of symbolic algebra systems (Maple, Mathematica, Sage, Magma, ...) 
Analog and Mixed Signal integrated circuit design. 
I would like protein modeling and visualization systems available. 
Finite element software and CFD software. 
I currently have everything I require for my research locally, so I could not name any specific 
software needs. 
I use SAS, STATA and Gauss. 
Utilize only very standard software. 
As happens I retire in 6 weeks. 
None. 
I use statistical software--PASW, GIS, and the like. 
Accessible platforms to assist deliver course content, facilitate ementoring and match students to 
internship opportunities nationwide. 
Image analysis, primarily of fluorescence microscopy images. These would be multi-channel 
(different colors) time-lapse sequences that should be analyzed for dynamic changes, co-
localization, etc. 
Visualization of GIS data, multivariate and spatial statistical analysis of large data sets. 
Geospatial analysis and visualization software, particularly if able to handle both conventionally-
curated geospatial data AND user-generated geographic data, would support my research in 
GIScience and human geography. 
Web harvesting software; text processing software. 
Simulation tools for computer networks simulation tools for biological systems simulation tools for 
complex systems bio database analysis tools. 
Spatial analysis and visualization software for human data. 
GIS--we do geospatial work 
Genome annotation and sequence assembly tools for whole genomes and metagenomics. 
Advanced statistical modeling software is essential to our research, which mostly involves analyzing 
national education datasets. One limitation: many of these datasets are restricted due to concerns 
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about privacy of individual student records. Currently we store and analyze our restricted datasets 
on stand-alone computers. 
Linear algebra packages, compilers. 
Optimization software, numerical computing, like Matlab. 
Access to something like ANSYS HFSS for electromagnetic fields analysis of complex structures in 
real time. 
The scale of research we carry out in mass spectrometry that needs bioinformatics resources would 
be better served by having more training and software resources available to us than it would by 
having large scale computing resources. XD does not currently appear to be a need in the near 
future. 
Construction of genome browsers analysis of genomic databases, e.g. gene expression met analyses. 
Microsoft office, graphing programs, statistics software, Photoshop. 
Quantum chemistry codes (Gaussian, GAMESS, etc.). Interactive Data Language (IDL) for data 
analysis. With these available, we could move the majority of our data analysis and interpretation 
efforts onto XD, removing the need for significant local computing infrastructure. 
My research is not computationally intensive. 
Sequencing, genotyping, haplotyping, proteomics and metabolomics integrated software that was 
easy to access and use. I would love to be able to analyze moderate size sample sets (1000-5000 
individuals) with regard to genotype (or maybe haplotype), proteomic and metabolomic data and 
have all the information integrated for statistical analysis that also could handle data from food 
frequency and other types of questionnaires. 
My research does not require high-performance computing at this time. 
I am a marine geophysicist. Costly proprietary software that would benefit the community include 
those for processing, interpretation, and analysis of seismic reflection data, sidescan sonar data, 
bathymetric data. The following are popular within academia, probably because licenses are 
provided free or at low cost for education: Fledermaus, Kingdom Suite (from Seismic Micro 
Technology), Move 2D-3D-4D (from Midland Valley). 
This is a hardware & software answer: - x86 as the Universal ISA, plus fast virtualization - OS level 
checkpoint & resume and job-wide snapshot - Standard software stack, largely open source 
(LAMP) - Emulate Google AppEngine, MapReduce (Hadoop), Google FileSystem - Distributed 
Debugging Tools. 
None. 
Computer Assisted Qualitative Data Analysis Software (e.g., NVivo). 
Simulation software for neuronal networks (Neuron program). 
Qualitative Data Analysis Software, or CAQDAS (computer assisted qualitative data analysis 
software). 
Not yet sure. 
Matlab, fortran 
Ode solvers, graphics output 
SQL (very important for managing large databases), Matlab, Statistical software (e.g., SAS) 
Gene expression software; microarray analysis software; DNA sequence manipulation software. 
Our lab uses Matlab, mathematica, & C++. We sometimes do particle dynamics simulations of up to 
O (10,000) particles: it would be helpful to port our existing, local, simulations to larger machines. 
MPI, compilers 
Statistical and GIS software 
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Software to analyze confocal microscopy images. 
It would be nice to have sage (sagemath) with access to XD resources. Mathematica would also be 
nice but less important. 
Matlab Fluent Packages for Molecular Modeling and Quantum Chemistry 
Three dimensional viewers. 
I'm also not sure at this time. 
The tools I would use are OCR in multiple languages, translation of languages, and image processing 
techniques. Perhaps some acoustics, but I've never really worked in that area. 
Software for nonlinear finite element analysis: LS-DYNA. Software to developing and verification: 
MATLAB and SIMULINK. 
Not applicable for our work. 
For much of our research, we videotape students, both individually and in the classroom and do 
analyses of these. And more frequently, we are collaborating with partners from all over the world 
in doing these analyses, which we would like to do in real time. We are currently using iChat to do 
that, but this can be rather clunky. So, tools that helped us create, code, edit, and simultaneously 
view video over the internet would be extremely helpful. (Have no idea whether these are tools 
that XD might be supporting.) 
NVivo qualitative analysis software and SPSS would be very helpful at this time. As a PhD student, I 
don't have a research budget to purchase these items to use when I am not at the lab. 
10.1.5 Free text question 5. Please describe what kind of software services you would 
like to have made available via the XD in support of your research activities and 
how it would impact your research activities. 
10.1.5.1 Text responses to free text question 5 
There were a total of 71 responses to free text question 5: 
Management and analysis of large images (Gb scale) and sets of such images, including calibration, 
visualization, and science analysis, particularly interactive analysis. 
See above. 
The truth is I don't know because I've never used a service like XD or TeraGrid, though I understand 
the principle. I suppose I need to make sure the system is functioning and help in debugging 
problems in executing what I need to do. Provision of major datasets on climate, geography, 
organismal distributions, etc. would be nice. 
I need software for handling large amounts of DNA sequence data linked to non-sequence data, 
including GIS data. I also need software for large-scale population genetics calculations and 
phylogenetics involving large numbers of samples of DNA sequence and other types of genetic 
data (e.g. STR and bi-allelic markers), as well as whole-genome analyses. This would enhance my 
research activities by increasing access to my data for my collaborators, improving my ability to 
perform analyses involving genetic AND non-genetic data, and speeding up my population genetic 
and phylogenetic analyses of large numbers of samples. This would improve the rate at which my 
data and analyses are made available to the scientific community. 
Seamless use of software, data, visualization resources, and streaming data from multiple locations 
involving multiple users over large expanses of geographical space. 
fMRI data analysis 
Large volume data storage and easy to use search and retrieval tools. 
I use MATLAB almost exclusively, and find it successfully meets my needs. 
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Software to parallelize existing algorithms would permit more realistic models of biological 
processes. Optimization software that efficiently explores large parameter spaces would allow the 
development of proposed therapeutic protocols. 
Visual display of archaeological and geological data. 
Don't know at this time. 
MATLAB Simulink 
We sometimes collect data on the patterns of antimicrobial peptides expressed on amphibian skin 
using MALDI-TOF mass spectrometry. We would like to have access to software at a modest cost 
that would allow us to analyze a large number of samples to look for common peptides or unique 
peptides in the signals. 
Don’t know. My lab runs many cluster-based MatLab and other simulations...I am not sure how 
much we would gain in running off-campus. 
Site licenses for NSF funded research for frequently used software packages would be awesome. I'm 
at a state funded institution in a state with a HUGE budget deficit (Washington) that has chosen to 
make major cuts in higher education. Our libraries have already decided to cut subscriptions to 
research journals that I use regularly. I suspect that the generous site licenses that my institution 
has negotiated in the past will also be cut significantly very soon. If NSF or other federal funding 
sources could help bridge this gap, it would be extremely helpful. 
Technical assistance 24/7. Without this there is no go. 
Powerful software with the easy ability to incorporate chemical principles (reaction rate, diffusivity, 
etc), physical principles (EM radiation fields, heat transfer, interactions of fields with matter) and 
fluids (basic fluid dynamics, interactions with structures). Have both Finite Element and other 
capabilities like Lattice Boltzmann. Ready ability to integrate between models to do multi-scale 
modeling. Good visualization tools. 
Matlab 
I don't see myself using it. 
We would upload our own software. We use SunGrid software to run lots of jobs simultaneously. 
In addition to access to computing resources, infrastructure and resource usage data. 
We have the usual problem of storing our observational data, both for subsequent access and archival 
purposes. We periodically have to substantially expand the disk storage capacity to accommodate 
the accumulating amounts of data. The amount of data we are talking about is probably around 5 
terabytes at this point. 
AMBER, CHARMM, MATLAB 
Fast visualization software for 3d recon images made from ct and mr. 
A good C compiler. Mathematica, Matlab, LabView. No need for anything more than a modern 
personal computer, really. 
Molecular modeling software capable of ab initio calculations. 
Web portal developed by Landcare Research (New Zealand)and Access for databases 
None at the moment. 
I use R and Stata for my statistical work. Increasing the speed of estimation (especially for R) would 
be a huge benefit. 
Would prefer to use my own local resources. 
Phylogenomics, phylogenetics, ecosystems modeling, GIS; each of these would permit larger scale 
projects that are currently beyond the scope of what I can do. 
Statistical analysis, spatial analysis, image manipulation. 
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Microarray and next gen sequencing data. 
Automatic (computerized) modifications of our existing fortran codes (if necessary). 
Matlab--this would be essential. We would investigate high rank mathematical problems. 
Since many low-energy electron diffraction analysis programs exist with various degrees of 
documentation, it would be good to start by collecting the existing software and then streamlining 
it to provide packages appropriate for different applications. Ideally, development and 
programming software to facilitate putting everything onto a common framework would be very 
helpful, along with assistance to put all of the software onto a modern platform. 
We work on the modeling of biochemical networks in a cell. We use programming languages like C, 
C++, or FORTRAN. Data generated is large, and visualization tools are needed to present, and 
translate these data. We also use MatLab and Mathematica. Text edit softwares like Word, or 
Latex with popular packages, is also very useful. At last, parallel computation ability is also 
important. 
I could imagine using it to combine my data with data from other researchers from around the world. 
I don't currently have that capability. Sharing this info could speed up the process of generating 
new knowledge. 
None. 
3D imaging and exploration of small organisms (macroscopic, but under in shortest dimension) 
User-Transparent phylogenetic analysis software and data import/format modification services. 
Automated DNA sequence trace file contig assembly. 
My principal needs are access to genomic, protein, nucleotide, protein structure databases through 
one central location. These resources are currently too broadly distributed over many sites. Often 
the research community does not even know of the existence of certain computational tools for the 
academic community. 
Computational fluid dynamics, molecular dynamics simulations, Brownian dynamics simulations. 
GIS-based services. Would allow to more rapidly produce the data and analyze it. 
Hydro chemical data across a wide spatial and temporal distribution. 
Software that carries out statistical analyses for microarray experiments. Software that is capable of 
identifying proteins by MS analysis. 
No special needs right now, may change in the future. 
Structural analysis, multi-tasks including electrical-thermal-mechanical analyses. 
Matlab, R 
Network analysis, agent-based models. 
Easily run engineering analysis or simulation programs. 
Computational Fluid Mechanics, Multiphysics Simulation 
Not sure. 
Major need is for consultation on what approaches are available for different search strategies, help 
to id potential candidate genes, help to implement algorithms, etc. 
My group works in Plant Genomics--new sequencing technologies are generating huge amounts of 
short read sequence from non-model organisms. The plant biology community in general needs 
computational resources for assembling these genomes - most of our work to date has been 
associated with [IRD] in [IRD]Texas. There is some chance that the NSF iPlant program will be 
generating some of the tools that we need. 
Don't know at this time. 
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Real-time tomographic reconstruction of data sets accumulating at kHz rates; parallel computation is 
desirable. 
Do not know enough to be able to answer this question. 
Tools to make it easy to build data assimilation apps into my servers, and make it easy to run parallel 
programs on clusters (whether local or on the grid) in languages R and python. 
I need access to special programs like the Gaussian Molecular Orbital package with no time limits so 
that I can make some real calculations on specific molecules. Access to WebMO is essential to my 
work and has not been made available for an appropriate timeframe after I completed the summer 
institute. This was very discouraging. 
Finite element statistical mathematical modeling consulting support. 
N/A 
If the grid provided space for research teams to share large data resources (e.g. Wikipedia dumps 
converted to lemmatized word co-occurrence arrays) rather than each research team doing that 
processing themselves, and buying the storage space, that would be helpful. Would the grid 
provide software licenses for things like SPSS and matlab? I imagine those licenses are difficult 
for researchers at small departments to afford. 
Computational Fluid Dynamics Image Analysis Molecular Modeling Quantum Chemistry 
Not sure. 
N/A 
Commercial econometric and mathematical programming software, such as STATA, SPSS and 
GAMS. 
Remote and secure access to data structures meeting NIH/CDC security requirements. Effective 
multi-user real time video-conferencing, from desktop computers. 
Whole eukaryotic genome analysis. 
I have what I need for the present. 
Molecular modeling software, x-ray crystal structure software for proteins, protein inhibitor docking 
experiments. 
Software that could process large video files would fundamentally change the kinds of questions I 
can ask (about behavior). 
10.1.6 Free text question 6. Please describe what needs you might have for access to 
instrument/sensor networks and how it could impact your research activities. 
10.1.6.1 Text responses to free text question 6 
There were a total of 64 responses to free text question 6: 
We just need large amounts of memory for genome assemblies of next generation sequence data. 
We have large data sets from multiple countries of the world and need to integrate these with 
remotely sensed images from these sites over time. 
e.g. Climate data through IPCC portal. 
Don't know. 
If I could access instrumentation to quickly turn cars into mobile mesonetworks as is often done in 
tornado research projects, I would find this beneficial, since I sometimes take teams of students 
into the field just to observe severe storms and tornadoes. I would love to be able to collect some 
data as well. 
N/A 
69 
We have an NIH funded center for computational mass spectrometry which has intensive compute 
requirements for studying protein activity in a cell. 
None that I know of. 
Ecological monitoring of physical and biological parameters would be useful for research and 
teaching. 
No access needed to instrument or sensor networks. 
Observations of the real world are important for assessing performance of my climate models. 
Appropriate "earth-system" observations could be very useful. 
None really. 
Although we have data input instruments (AFM, confocal), we are not able to process the data 
stream with real time image processing and analysis. 
No current or anticipated needs. 
Would be good to have remote access to mass spectrometers and mass spec data. 
None that I can think of, since our tabletop experiments are all in-house. 
My needs are not of this type. 
None that I know of. 
Analysis and comparison of pyrosequencing data. Coalescent analyses of large data sets. 
None. 
N/A 
I think concentrating on cyberinfrastructure and computing is absolutely the wrong way to go to 
advance science and engineering. Small teams of researchers can include one expert in computing 
or include computing resources as appropriate, but the work should be directly driven by solving 
specific scientific and engineering problems. There always should be more effort in analyzing and 
understanding computed data rather than just producing it. The core problem is that one can point 
to a physical object (a fast computer) and waste huge amounts of funding on it, as opposed to 
spending money on researchers time thinking in their office or discussing the problem, which is 
intangible, but the most important thing to fund. This comment assumes that the nation wants to 
fund innovation. 
N/C 
None. 
We have computers with 256 GB ram and 32 processors. We potentially may deal with problems 
that would require 1 TB ram with runs lasting perhaps 7 weeks. We work in genome assembly, 
determining the DNA sequence of organisms with large genomes. Our resources are adequate for 
genomes the size of human, 3 billion base pairs. 
I have almost no need of computer technology, except for nominal tasks (word-processing, e-mail 
etc.). My research concerns laboratory based synthetic chemistry. Occasional needs for molecular 
modeling can be handled on an office PC using Spartan or Gaussian; i.e., pretty low tech in regard 
to IT needs. 
We currently use LabView a lot for running instrumentation. If there were a more open, 
standardized, and similarly robust platform, with broad driver support, we'd use it instead. 
Don't know. 
I would like to use sensor networks for homeland security related projects. 
N/A 
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Little need for instrument/sensor networks. All work in my research is based on laboratory 
instrumentation and the current networking of this instrumentation is more than sufficient for my 
needs. 
Remote sensing for GIS. 
Coastal and marine monitoring data. 
Don't know. 
No need for access to instrument/sensor networks, probably. 
None. 
Not clear at this time. 
None. 
Unsure at this time. 
I have all the instrument and sensor network data already in hand. 
I would have to be trained in how to use sensor networks. 
My research is on hybrid simulation, which is simulation using a hybrid model that combines 
numerical and physical substructures. Integration with instruments (sensors and actuators) is key 
to my research. Transfer of both small packages with very high quality of service and large files 
with lesser quality of service are needed. Future research on massively distributed sensors (smart 
dust and such) is promising. Streaming and processing and visualizing massive amounts of sensor 
data will be a topic I would very much like to look into and use XD for it. Here, I would like to 
combine both measured data and data from compute models, so both data transfer and data 
processing are important. Finally, developing a "browser" for massive sensor data is interesting: 
this is really search and pattern recognition in the recorded data. 
None. 
It is not clear if you are asking about my own network of instruments or someone other network. 
None. 
None. 
I have access to advanced hardware, if at all I would need help with programming and software. 
Because I am not familiar with this yet, I am not able to outline and detail an answer. 
N/A 
I have access to sensor networks and their data. This could be expanded to real-time assimilation 
using satellite/cell modems with additional funding. 
None. 
Remotely operated microscopy equipment could be useful. 
None. 
I don't need these facilities. 
This survey avoids allowing me to indicate that TeraGrid and XD do not seem to meet any 
computing needs I have. I have seen nothing to indicate they will provide anything useful for mid-
scale computations that are inconvenient for or too big for desktops. 
I would prefer that the $23M be made available to researchers to be used on commercial cloud 
computing platforms like Amazon Web Services, Microsoft Azure, or Google Gears. The 
scalability, software flexibility, "infinite" scaling, ... are far more attractive to most researchers 
than another relic of the 20th century--NSF purchased and managed supercomputer center. 
None. 
None at this time. 
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None. 
Access to state of the art information and analysis of functional capabilities would be useful. 
None. 
I would like to have access to large scale electric power systems with realistic data for research in 
smart grid. A real time platform to engage in day to day operation of electric power system for 
short-term and long term planning and operation is another need. 
Not sure. 
10.1.7 Free text question 7. Please describe what computational systems you would like 
to have made available via XD in support of your teaching, education, and 
outreach activities and how it would impact those activities. 
10.1.7.1 Text responses to free text question 7 
There were a total of 54 responses to free text question 7: 
I develop spatial models for my research, sometimes using software such as ArcGIS and Netlogo. 
Our GIS/spatial data are on a virtual server and are used to calibrate the models. Having a high-
performance system that could use those tools might benefit my research. 
Large-RAM machines with the ability to do (for instance) DNA sequence assembly. 
Not Sure. 
Very fast serial computers, many of them, linux environment, convenient way to manage large 
numbers of jobs. 
Fortran parallel computing on unix/linux system. 
Nothing. 
I do data analysis of large datasets collected from experiments, so transferring terabytes of data to a 
remote location seems like it might be more difficult than maintaining infrastructure locally. In 
addition, multiple members of the lab need access to the same dataset, and we use proprietary 
tools such as Matlab. The opportunity to try out cyberinfrastructure to see how it feels might make 
a difference. 
I'd like to see a platform for "smart datasets" linking data entries in a matrix with the original sources 
that justified the coding of those values. 
None. 
No preference at this time. 
A good workstation is adequate to my needs. I collaborate with a European theorist and conceivably 
we could seek joint funding since I know he has trouble getting adequate computing time. 
Linux clusters with full scientific software stack and adequate storage. Software must be up-to-date, 
not like the CSL at NCAR which supports Fortran well, but has lousy support for scientific users 
of C/C++. 
My research activities do not require it. 
Don't know. 
Bioinformatics, phylogenetics - reduce reliance on local unreliable assistance. 
Ability for students to easily access systems to gain experience in running large simulations. 
I would like to be able to calculate and refine NMR structures. This would increase our research 
productivity and decrease barriers of learning due to this turnover. 
3d visualization and interpretation of geologic and geophysical data. 
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Almost any of the standard phylogenetic analysis software packages available, such as PAUP, 
MrBayes, BayesPhylogenies, Garli, Raxml. All of these available via XD would greatly facilitate 
data processing and analysis which is my greatest limitation to date. 
Tera scale systems--10k--100k compute nodes. 
Don't have enough information to answer this question. 
None. 
Geospatial data and visualization tools. 
Compute grids running Linux and Hadoop/MapReduce. Also Condor/LSF/SunGrid would be very 
useful. 
We develop molecular dynamics models that update visually in real-time for use by students from 
middle-school to college. One barrier to implementation is getting the Java software installed at 
the various school sites. If there were a bank of servers doing the modeling calculations and 
streaming the visual results in a video format, then we could essentially run complex simulations 
"in the browser" and lower deployment obstacles. 
My research is in visualization, including digital cinema, and virtual reality as well as in the 
networks needed to connect the computation and data to the displays, and archive the data. I also 
do research in energy-efficient application-centric computing. For the visualization part, I would 
like to see GPU clusters as part of the offering. For the networking part, I would like to see a 
multitude of layer2 vlans between XD sites, and growth to 100Gb/s capability. Unification of 
ultra-res displays, data, computing, and networking (with the OptIPuter/OptIPortal, for example, 
as an end-user device coupled to XD) is a strong goal, and the working prototypes built to reach 
this goal are used in our teaching, education, and outreach activities on a daily basis. Ubiquitous 
adoption in XD of such unified tech would broaden the user base for XD, I believe. 
I could imagine using good simulation software and visualizations in teaching physics-- things that 
are hard to do as an actual demo. 
In my teaching and research endeavors, I do not require large scale XD type support. 
I need to be able to process web-scale quantities of text using models that are generally 
embarrassingly parallel---so I'd like to be able to use the MapReduce framework. One can build 
one's own cluster, but the eventual upkeep is challenging to maintain, so it would be far preferable 
to have it done professionally at another site. There are services like Amazon's compute cloud, but 
it is not cost effective if you need to work with and especially store large datasets. 
No comment. 
Do not know at this time. 
More user friendly access to NASA datasets (which is already occurring) is getting to the stage 
where we could bring this data into the classroom. 
Inventory and diagnostics for biological species. 
Access to small Beowulf cluster (for scientific computing). Access to small graphics computing 
cluster (for data-intensive computing). 
Integration of all genomic, phylogenetic programs into one system. 
Large scale network simulation impact: enable research in scalable distributed algorithms for > 
1000000 nodes. 
Statistical software, Matlab 
We design chips (ASICs) and program FPGAs. This involved the use of lot of specialized tools with 
licenses that are tied to specific machines. If machines with such a set were to be made available 
to me then it would reduce my headache considerably. In some design phases we do lot of 
computing and a server forms would be most useful. 
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Usability of the software is more important than the systems themselves. 
It would be useful to me to have access to expertise and computing resources for running large 
model-search jobs (such as phylogenetic tree searches) in shorter periods of time. This would 
allow a more rapid progression of the research process. 
Older software in geotechnical earthquake engineering that is relatively unsupported and DOS based 
making it hard to find appropriate platforms for running on (e.g. QUAD4M, FLUSH, PLUSH, 
SUMDES, etc.). 
Access to a web site for storing data and making it available to collaborators would be helpful. 
N/A 
Our NSF funded work supports education through websites that we run using software we've 
developed. It is not computationally intensive. We have no plans to use XD resources for this 
work as XD expertise in research computing is not relevant to the cyberinfrastructure we run nor 
do we have need of any additional computing power. 
Do not know at this time. 
Systems that are GUI based, user friendly and do not depend on IT expertise. 
Software that I write. Ability to run lots of jobs. 
High FLOPS, high CPU count clusters with either shared memory or high throughput interconnects. 
High CPU to memory access. 
Do not anticipate using this system. 
All possible computational systems. 
None for what I do. 
Remote access to San Diego State University's Mount Laguna Observatory. 
None. 
Ability to deliver to multiple sites in various locations, highly sophisticated inquiry based, case 
study-capstone type educational programs focused on problem solving. These might include large 
data sets and complex mapping information. The system would be high resolution, responsive, and 
interactive. 
10.1.8 Free text question 8. Please describe what data storage systems you would like to 
have made available via XD in support of your teaching, education, and outreach 
activities and how it would impact those activities. 
10.1.8.1 Text responses to free text question 8 
There were a total of 64 responses to free text question 8: 
Access and storage of: 1) remotely sensed imagery and 2) large data sets of micro-meteorological 
and related measurements. 
Not applicable to my teaching or outreach. 
Not sure. 
100 Gb data storage, disk 
Don't know. Would need to consult with someone about my needs and storage systems available. 
My research is in education, and has recently focused on bringing scientific data sets to school 
children. There are 3 (at least) main needs for this sort of work: 1) tools that can let an educational 
researcher like myself find potentially useful data sets - i.e., metadata that relate data to the 
scientific questions or topics they relate to; 2) filtering and structuring tools that could enable 
scientific data to be managed in ways that make it comprehensible to students; and 3) query and 
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visualization tools that students (k-12) could use to explore these sorts of data sets. We've been 
doing all of these things by hand and it's quite hard. 
I don't know as of now. 
Not important for my research. 
Don't know at this time. 
None really. 
My research makes use of Illumina sequences (RNAseq). I lack the physical support for my 
databases and would benefit from having, at minimum, infrastructure for data storage. 
None at the moment. 
None. 
iRODS, locally-mountable remote file systems, highly-parallel file systems available from TeraGrid 
machines and local machines. 
None. 
N/A 
Large disc space for data from molecular dynamics simulations. 
Extraordinary amount of digital microscopy images causes real problems for me. The ability to 
efficiently store the vast image data sets would be of great significance to my research. 
I want to be able to store and retrieve video easily. 
In theory, my research, teaching and outreach need to access large geospatial datasets over the web 
would require only large band width and computers with adequate memory/processing power. 
However, the reality is we often need to download, locally store and distribute these large datasets 
within our own center network for confirmation we will have access to the data we need and 
improved speed of local data processing. 
Being able to access these data while in the field or in the classroom. 
An on-line encyclopedia, with diverse digital sources including articles, films, photos, other. With 
public and research user interfaces. 
Unclear about the question. 
Large CAD file storage that can be shared between institutions. 
I use an external evaluator to do all major computing, so I just can't think of anything. 
Pub Chem, KEGG 
I need a system that will store digital recordings of long presentations. I am currently a user of HUB 
zero technology and my major issue is being sure I can have the storage capacity I need. 
Sufficient data storage and access that is user friendly and simple and can be used on a Mac platform 
with minimal updates. 
Storage of next-generation sequencing runs primarily. 
Do not need much data storage actually. What we need is carefully backed up data storage. 
Scans of various journal articles. 
I don't feel that I can anticipate this well. 
GIS Space and high resolution images. 
We have 14Tb local disk, about half full. So, something similar. 
My research and educational projects do not require any additional data storage. 
I do not think this will largely impact my activities. 
Not clear at this time. 
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I prefer to store data locally. It's the transfers (occasional) that matter to me. 
N/A 
I need to be able to constantly pull new textual material from the internet and add it to a growing 
body of analyzed texts that are used to create geographical representations of words, texts and 
entire corpora. Having this capability would be, simply put, transformative. 
No needs. 
Unsure. 
Frankly I am not sure what would be required. 
Fast. 
Large and secure data base for genomic data that allows me to visualize and tools that allow to 
compare different data sets (even visually). 
CiteSeerX data for research and experiments. DAS, NAS and SAN structures. 
My research tends to either involve non-resource-intensive computing (by modern standards), or 
large amounts of sensitive data that would probably not be storable on a shared facility. 
None. 
Unknown at this time. 
Not sure. 
Pocket hard drives for easy transport, ~500GB, ideally 4-5 of these. 
Large astronomical datasets from a range of storage systems, including the IU Data Capacitor. 
Access through a combination of source-specific software and generic tools developed by the 
Virtual Astronomical Observatory (VAO). 
Large computing resource for research in information retrieval and data mining. 
50 TB. 
Web-based access to databases. Relational database for storing large numbers of sensor 
measurements. Ability to offload non-critical data to the cloud for slower speed retrieval. 
I don't need these facilities. 
N/A 
Is this survey relevant for social scientists? if so, I’m not getting it; sounds like string theory 
research? 
N/A 
Not sure. 
Don't know 
Secure HD space. 
My local computing resources serve most of my needs at this time. Perhaps simply access to a server 
to place project web pages, publications, to host surveys, etc. 
A backed-up version controlled storage in the cloud. 
10.1.9 Free text question 9. Please describe what data movement services you would like 
to have made available via XD in support of your teaching, education, and 
outreach activities and how it would impact those activities. 
10.1.9.1 Text responses to free text question 9 
There were a total of 65 responses to free text question 9: 
I will need to analyze and assemble large amounts of DNA sequence data. 
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None come to mind. 
Retrieve data from multiple heterogeneous data sources on demand in real time. Historical data may 
be archived on XD. 
I am not sure at this point. 
I don't understand what this means. 
I typically don't need to move very large amounts of data around, what I need to do is to run large 
numbers of moderate size optimization and simulation jobs to be able to undertake sensitivity 
analyses of results to parametric variations and to solve multi-stage stochastic optimization 
problems through approximate dynamic programming approaches. 
Unknown. 
With my current MSP start grant, I'd like to set up collaborative and comparative research projects 
between Puerto Rico and Massachusetts, projects that would involve teachers working with 
professors. These projects could eventually involve many middle and high school students. We 
have yet to figure out the best technological solutions to the problems presented by this bi-
regional, bi-lingual project. 
I have never heard of the TeraGrid or XD. I am a behavioral scientist with very modest needs for 
data management and analysis. I suspect this project is geared more toward researchers who 
handle far larger amounts of data and who conduct far more complex and time-consuming 
analyses. Having said that, if I understand TeraGrid correctly, I can imagine a time in the future in 
which my field (social psychology) would take advantage of the system for increasing the 
complexity of on-line data collection and analysis. 
None. 
None. 
N/A: I don't plan to use it. 
No need for data movement services. 
I use the NCAR resources, so it would have to be coordinated with the large datasets, model support 
and computing power at that facility. The important thing is that the climate model has already 
been set up on the infrastructure and verified to work correctly (repeatable, has the right climate 
etc). 
I would love to use a program that provides easy analysis of pre/post test data. It would help inform 
curriculum design as well as teaching goals. 
I don't know what this question means. 
No preference at this time. 
My research does not require any data movement services. 
Access to: 1) large image, LiDAR and GIS databases served by national and state geospatial data 
clearinghouses; 2) advanced multidimensional spatial analyses software or functionality; 3) 
guidance in advanced spatial statistical analysis; 4) wide band width to stream large geospatial 
datasets; and 4) multidimensional geovisualization techniques. 
N/A 
I work with and study disadvantaged populations. The digital divide is now as much (or more) about 
the cost of access as it is about ability to use digital technologies. For example, to afford a good 
laptop, a software, support, and ISP provider at regular intervals (this material is costly to update 
every two years) is excluded even for me in some cases, and I am a tenured professor. XD (terrible 
name) would probably continue to exclude, perhaps even extremely exclude many people from 
research and learning, especially disadvantaged and minorities. Note too even in the U.S., not all 
areas have fast internet. I live in Philadelphia and we still don't have FIOS, and the Spring 3G/4G 
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networks are not completely reliable. In other words, the XD project you are promoting sounds 
like something limited to physicists and engineers in their labs at the universit-- so it already 
seems excluding/exclusive. 
My work does not at this time require extensive cyberinfrastructure support. Mostly it is in 
communication with participants, examining their work, and their students work. If I work to 
participate in a large scale multi-state project with thousands of participants, then large scale 
support would be very useful. I have not done so yet, and do not see this near term horizon. 
I would love to have access to my data from any computer in the world. 
Searchable databases (specimens and images). 
GIS data processing. Ability to use ArcGIS tools in a high capacity computing environment. 
Data movement is not a problem for us and there is not much data to move around in computational 
chemistry for electronic structure unless we are doing cloud computing with many processors 
distributed over different sites. 
Don't have enough information to answer this question. 
Limited. 
I'm not sure how to use XD with proprietary, licensed software. 
Data generated in our simulation is usually large, and we need space, at least temporarily, to keep 
them on XD. Using local spaces during a computation will be expensive and make the 
computation less efficient. These data could be moved to a local computer from XD after a 
simulation and when a high speed connection is available. After all, a high speed internet is 
important. 
I have very little need for XD. 
Analysis of multivariate data. Visualization. 
Current data-intensive activities-bioinformatics data management and analysis-don't require any 
massive storage or data movement beyond local, relatively cheap resources we already have 
available. Those needs are likely to grow as the breadth of experiments grows, but for the 
foreseeable future, I don't see the need for XD type resources in this area. 
Analysis of population genetic data submitted by researchers to use software and methods I have 
developed. Currently, I have a small server at my home uni to run this software, but it is 
inadequate and frequently operating at 100% CPU usage. 
We have very large imagery data files (10's to 100's of Terabytes) - ability to archive and access 
these for image analysis purposes would be valuable. 
Not sure. 
No such activities. 
Academic published papers, patents, market reports, new technologies. 
Image processing and analysis. 
I would need to move medium to large data sets (hundreds of MB to hundreds of GB) on/off of 
remote systems easily. 
N/A 
Don't know. 
None. 
I really don't know, this is the first I've heard about it and I never thought about it before. 
sftp 
No comment. 
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I'm at a University where a good number of my lab computers are not connected to the network 
because I can't afford to purchase a network switch and the associated cables. Our classroom 
projectors are so dim because we can't replace the bulbs that people are switching to the 
chalkboard. It is hard for me to imagine making effective use of XD in this environment. 
I need to have a lot of space that is totally secured that multiple people can log into. We use a lot of 
video in my work and being able to move around these large files in secure ways has been a 
challenge on my research teams. We have finally found a makeshift way to do this, but the transfer 
speed is prohibitively slow making it most efficient to burn DVDs and send them across the 
country - which doesn't seem particularly secure. 
I would like it to be compatible with my desktop computer if that is possible at all. 
Do not know at this time. 
Don't know. 
I do education research, not "real" physics research. The tools needed are relatively modest. 
N/A 
I guess move data from school accounts to TG and back--or keep big CFD files there. 
I would like to be able to access bimolecular modeling software for use in my classes and in my 
research activities. This would include docking of pharmacological active compounds and/or 
molecules to specific target proteins. 
Use large datasets generated by climate models and climate data. 
Not sure. 
Appears to be a myopic waste of time for limited users. 
Create a worldwide forest inventory database. 
UCSD has supercomputer center and I will use Triton resources for my needs if my local resources 
become limited. Another question though--would TeraGrid be free for users??? 
Computer Forensics Investigations 
SSH/SFTP, Xwindows, unix style utilities, generic non proprietary databases. 
Factorization of large matrices for genetic analysis, searching the space of hyper graph models. 
Many gigabytes of video data would need to be processed semi-simultaneously. 
Price fluctuation of commercial products in real time, information on import and export of 
commodities between nations, analysis between product quality and price. Increased 
communication between commercial entities, research organizations, regulatory agencies, sellers 
(i.e.: supermarket) or end users of a product, to speed up market analysis and survey. 
10.1.10 Free text question 10. Please describe what software you would like to 
have made available via XD in support of your teaching, education, and outreach 
activities and how it would impact those activities. 
10.1.10.1 Text responses to free text question 10 
There were a total of 75 responses to free text question 10 
ArcGIS, Netlogo (and java versions generated from Netlogo) 
Our own software. 
I have no idea. 
I'm sorry that I do not know what services you offer. I would like access to virtual systems where I 
can have software running for my students to use during the class without me having to provide or 
help install on their home systems. (VMWare workstation, XEN, MS Terminal Services etc... 
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Several different solutions would meet my needs. This is a small project from a small school; we 
only need 20 sessions per week for about 50min per session. 
SPSS, Stata, SAS, ArcGIS, Grass, Geoda 
Matlab or equivalent would support my research. 
I don't see any need for XD in my teaching, education and outreach activities. 
I do not know. 
SAS 
Don't know at this time. 
Unknown. 
Atlas ti NVivo Both are software packages I have used in qualitative analysis of interview and 
survey data for my engineering education research. Both are fairly expensive and my university 
only has a limited site license for Atlas ti. ANSYS Matlab Mathematica LabView All are software 
packages I have used in my mechanical engineering research. We do currently have site licenses 
for ANSYS and Mathematica, however in our current budget climate I expect this to change. All 
are very expensive. 
Molecular dynamics modeling software and 3D visualization and analysis software, running real-
time. 
N/A: I don't plan to use it. 
Matlab 
My research team has a very large and complex dataset that needs to be archived in a way that 
facilitates access by other researchers, modest maintenance costs and updating. 
Unknown. 
I don't see myself using it. 
Finite element software and CFD software. 
Systat - routine statistical analyses EndNote - reference management SigmaPlot - graphing software. 
Routinely use all of these and would like to integrate them more into classes for grad and 
undergrad students, but am hampered by licensing fees. 
Matlab, SPSS, other technical computing environments. 
I have a proprietary software. 
N/A. 
Automated production of immersive animations from computational data sets. 
Tools such as root, GEANT4, electromagnetic code, C++ with multi-processor support. 
Geographical information systems, matlab, open-source and proprietary targeted-use programs, 
private space for codes developed or in development by my research team which has broad 
geographic distribution. 
NMR processing software Molecular dynamics calculation programs and macromolecular structure 
visualization and analysis software. 
Intel C/C++/FORTRAN compilers, FFTW, GROMACS, Gaussian 
Don't know. 
IRIS Data Handling Interface servers and SOD (Standing Order for Data) as developed at the 
University of South Carolina. 
Finite element analysis of mechanical properties of composites; optical properties of transparent 
composites. 
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Digital cinema typically uses expensive rendering and animation packages, some of which should be 
considered. For the OptIPortal work, we use SAGE and CGLX, both of which are available free to 
researchers. Most of the other software we use is written by us, or by colleagues, and shared. 
Software to support advanced GPU computing would be key to exploiting GPU clusters, of 
course. Software to manage network vlans is always a goal. 
It would be good to have a central repository of all of the data analysis programs that are part of the 
analysis of low-energy electron diffraction experiments. This, along with accompanying 
documentation, would open up the technique to a much larger group of researchers who currently 
have the capability to do experimental measurements but lack the knowledge to analyze it. 
N/A 
No needs. 
GIS 
MATLAB, tools like MPI but friendlier, visualization software, a repository of open source software 
with a catalog to point to what works best, links between our departmental cluster and bigger 
machines. 
I'm not familiar enough to know which ones could be made available. 
I am an historian of science rather than a scientist or engineer. My computing needs thus differ 
markedly from those of your target population. However, since historians also work with very 
large data sets (the past!) the storage and search facilities provided by computers and their 
associated software programs are very useful. I would hope that your "cyber infrastructure" 
proposals would include provision for gathering and storing articles from the major journals in 
science and engineering. From the historian's point of view it is important that articles dating from 
the inception of the organization (e.g. the Royal Society of London) be digitized. Some of the 
sponsoring organizations themselves (e.g. the Geological Society of London) are already doing 
this. However, as with the Geological Society, some of these organizations charge very high prices 
to users of their data. Perhaps NSF could arrange its funding so that historic runs of journals could 
be digitized and available to the public free of charge. 
Same as above. 
Communication Software. 
Mintab, Microsoft office 
I'm a historian of science with relatively low-tech computer needs. Being able to search digitized 
images of old texts is one thing that has become useful to me. 
Don't know. 
None. 
FORTRAN compilers integrated with graphical output, for data analyses too computation-intensive 
for local MATLAB implementation Fluid dynamics modeling software. 
None. 
Finite-element, computational fluid mechanics 
No comment. 
Scientific computing, visualization and animation. It would help in our research. It would also help 
us in our commercialization activity through good presentations. 
Same as above. 
DNA sequence analysis software; Protein structure prediction software; molecular dynamic 
simulation software. 
Solid modeling, gear design and analysis, CFD, FEA 
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SAS: Site licenses for SAS software are prohibitively expensive, so increased access to SAS could 
potentially greatly facilitate the data analysis process and lower local costs. The ability to run SAS 
jobs on a super-computing cluster could speed analyses. 
Magnetic and electric fields solvers, as presently offered by Ansoft and Magsoft with interfaces to 
lumped parameters and nonlinear systems simulators such as Matlab/Simulink. In addition, EMTP 
(electromagnetic transients program) packages similar to that offered by PSCAD. 
Bioinformatics tools, such as blast, sequence alignment, phylogeny reconstruction, whole genome 
assembly, etc. 
Matlab, NCAR models (CCMS4, WRF), GFDL climate models 
Neural simulators such as PyNN, or Brian 
Molpro and Gaussian for ab intio electronic structure calculations on small molecules with many 
electrons. We would also like to be able to trajectory calculations on the Potential energy surfaces 
we develop from the electronic structure calculations. 
My work is in curriculum development. I think that government support of web hosting and 
distribution of content (wiki texts; a better organized NSDL) may be a desirable alternative to 
texts by for-profit publishers. 
Software to analyze visual observations of behavior. 
R, ArcGIS, LDOPE 
Same as above. 
GIS/Remote Sensing. 
Standard mathematical libraries, CERN code. 
Do not anticipate using this system. 
High-end data visualization that can combine online and local-to-your-system data. 
Access to simulation tools, e.g., COMSOL Mulitphysics, and software packages for creating movies 
would be helpful for both teaching and education. Also, software to update and easily add material 
to websites would be beneficial for outreach activities, so off-campus participants can participate 
easily. 
Qualitative data analysis software such as Nudist. 
I am interested in real-time interactive visualization techniques, especially for electrical phenomena. 
I do not have any specific software packages in mind at this time. 
Matlab 
R and associated utilities perhaps matlab programming facilities. 
We are developing data visualization tools for students (middle and high school), to use as part of 
various mathematics and science courses. As part of that, we are interested in keeping abreast of 
the sorts of data visualization capabilities that are appearing in expert tools and to think about 
which of these might be reasonable incorporated into student tools. We are also always on the 
lookout for data sets that can be used educationally, and lately have been looking for examples of 
massive ones that might be of us educationally. So, having access to expert data visualization tools 
and data set that they use would be extremely helpful to us. 
DNA sequence data analysis programs that could be used by up to 100 people at the same time 
without crashing. The same requirements for other molecular analysis programs. Compatibility of 
molecular sequence analysis programs to make analysis easier and teaching analysis to new users 
easier. 
I don't plan any educational interaction with XD. 
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10.1.11 Free text question 11. Please describe what software services you would 
like to have made available via XD in support of your teaching, education, and 
outreach activities and how it would impact those activities. 
10.1.11.1 Text responses to free text question 11 
There were a total of 70 responses to free text question 11: 
I am a historian of science and my computing needs are modest. I use BibTex bibliographies on my 
local computers and various online bibliographies and document repositories. If XD improved my 
access to online bibliographies and documents that would be very helpful. 
There are many standard software packages in use by the astronomical community. IRAF, AIPS, 
CASA, and MIRIAD are freely available. IDL is also used by astronomers, either to form the 
basic infrastructure of a complex package, or as a stand-alone program. 
Matlab (full, with all toolboxes), Mathematica, R 
Multi processing capabilities for extremely large computational models. 
IMSL numerical library 
Current NSF project is to evaluate a new software program so access to virtual systems for my 
students and access to statistical analysis software once the data is collected. 
Collaboration platforms that could house multiple collaborative spaces that are accessible to a wide 
variety of people; Data analysis for student analytics projects at community college and university 
levels. 
None. For my undergraduate classes, the XD network would be overkill. For graduate students 
however, tools that help them develop distributed versions of their codes would be valuable. 
Long time scale molecular dynamics simulation of proteins. 
Ditto. 
Don’t know at this time. 
I have already answered that I am not interested in XD. This survey is problematic in that the items 
in the third panel ask me to select responses about whether certain things prevent me from doing 
what I need to do but I have already indicated that I don’t have any problems in accessing the 
resources I need. The rankings from ‘not at all important’ to ‘extremely important’ are not 
appropriate responses. 
Matlab (parallel or distributed computing allowing lots of workers) 
Search engine indexing code. 
I am very wary of third-party resources that are potentially untrustworthy. Cloud computing is one of 
the biggest jokes unless suitable attention is paid to security, privacy, reliability, interoperability, 
etc. 
Publicly available software: netcdf, ncl, nco, etc. 
Network-transparent access to long-live remote data stores across the TeraGrid would cause me to 
seriously consider using it. The convenience of having the data locally, and the inevitable 
bureaucracy of signing students up for remote services, are the main reasons we use local clusters. 
Not much. 
Regression-tested versions of standard open source software suites would be very helpful. Open 
source projects like Debian group together a lot of such software, but with little or no formal 
testing to make sure they all work properly together. 
Not sure yet. 
All open source computational software - e.g. octave, etc. 
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N/AI use R, ENVI/IDL principally 
A smooth integration of Mathematica and MATLAB in a parallel environment would enable me to 
conduct, together with undergrad students, simulations that would otherwise take days of 
computing. 
N/A 
Current, fully functional, version of Matlab (this is a limitation on our system in Vermont). Wide 
range of optimization tools (Tomlab, GAMS, SNOPT, etc). 
None. 
None. 
Geographic information systems, statistical analysis and data visualization, sql database queries. It 
would create more learning opportunities for my students, increase my efficiency in assembling 
course materials, and enable me to train stakeholders in use of publically available software 
services (e.g. GIS capability is outside the range of many folks I work with). 
Matlab, with the ability to run multiple workers (with segments of larger simulations) at the same 
time. More efficient processing power for fMRI analysis and access to large fMRI archives. 
MapReduce 
Access to these types of software services 24/7 would enable our research and classroom students to 
be able to carry out analysis not currently possible. It would bring modern tools to the students. 
Non-linear regression analysis, best fit of kinetic data Protein structure modeling, docking of small 
molecules on known or proposed structures Analysis of statistical data. 
Genome annotations multiple sequence alignments database homology searches. 
Visualization of 3D geodata. 
Isolated execution of a moderate (100s) number of tasks of moderate duration (30 minutes max) and 
memory requirements (4 GB plenty) would help enable research in automated theorem proving 
and its applications in Artificial Intelligence and Verification, which currently lacks shared 
community infrastructure. But isolation would be critical for this: to compare logic solvers 
reliably, we would need to reduce possible sources of noise in runtime as much as possible. So it 
would not be acceptable to run jobs concurrently with others on the same compute node. 
MatLab, Image analysis (Automated) 
My work is not computationally intensive, so it is not likely that I would use the XD. 
Graph 
Upgrade to newer software techniques when they become available without having to constantly 
renew licenses, etc. assistance in replacing software and files after disk crashes. 
Don’t know. 
Data archive. 
Mathematical software such as Basic Linear Algebra Subroutines (BLAS), for example. 
Limited needs. 
One of the frequent needs of my lab is to run Matlab code (Matlab is a proprietary software by 
Mathworks) on a machine with huge amount of memory (several hundred Gigabytes). Matlab is a 
tool that all electrical engineers know how to use. We test a Matlab script solving our problem of 
interest on a small-scale case locally (a few Gigabyte of memory required), but need access to 
large memory (diagonalization of large matrices) for real problems of interest. If XD can help with 
that, we can use it. 
I basically need high computing power for simulation of deigned protocols. 
Not sure. 
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My students don’t even know how to type an equation into Excel. I have some experience of running 
WRF with the LEAD project, although my feeling is that there is still benefit to data and 
simulations being local. I have made use of EdGCM, and would recommend more funding of that. 
The education and outreach activities I am involved in do not require a centralized XD facility, but 
rather focuses on making information access for teaching and education purposes available to 
people with relatively low bandwidth network connections (~1Mbps). As such, it is not clear to 
me what software services XD would be useful above and beyond those being offered at 
extremely low costs already by services such as Google App Engine. Pardon for providing a non-
answer for XD, but Grid platforms have not help my work in the past and likely won’t in the 
future. 
Video archiving, compression, indexing, annotation, querying, and retrieval on demand. 
Designing new and more efficient data pipelines for genomics. 
Generate post-processing results visualization. 
Don’t know. 
Several--no specific softwares. 
We don’t run large datasets but we do a lot of video-intensive work that requires video servers and 
video capture and we run virtual environments with multiple users, similar to multi-player game 
environments. We also do an increasing amount of videoconferencing and processing of real-time 
data collected through various mobile and location-sensing devices. We would welcome faster, 
bigger, more powerful systems in these areas. 
Linear algebra. DFT. 
Arc-SDE, IDL, SQL 
Easy (and I really mean easy!) ways of organizing data and associating metadata that will facilitate 
sharing. No one--myself included--wants to spend time on metadata, but it’s absolutely critical for 
sharing and preservation. 
Do not know enough to be able to answer this question. 
Removal of instrumental signatures and application of calibration to some data sets, but more 
generally the analysis of large multi-wavelength observations. This requires extraction of cell 
centroids and values, placing results on common reference grids, and visualizing multi-
dimensional information. 
At the moment I have all the resources I need. 
Software that would analyze spatial patterns of mapped tree data, forest inventory data, and satellite 
images of forests. I don’t pursue some of these analyses now because of the computational 
difficulties involved. 
The program could help students study these interactions. 
Do not know at this time. 
Parallel MATLAB This is absolutely essential -- For my field, Parallel MATLAB is going to be the 
only HPC tool that students learn to build and customize Parallel HPC codes. 
COMSOL multiphysics, visualization tools 
Support for highly parallelized algorithm execution for video analysis. 
I would like to have access to several quantum chemical software packages such as Gaussian along 
with software for graphical input and analysis. 
Data processing and presentation. 
None. 
No need anticipated. 
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10.1.12 Free text question 12. Please describe what consulting services you would 
like to have made available via XD in support of your teaching, education, and 
outreach activities and how it would impact those activities. 
10.1.12.1 Text responses to free text question 12 
There were a total of 50 responses to free text question 12: 
Advice on optimizing code. 
Programming consultant services. 
I would primarily be interested in consulting services regarding the use of XD itself, how to use my 
specific software packages, run models on very large datasets, etc... 
Advice on cluster computing possibly. 
Data analysis, sequence data management, appropriate and available statistical packages. 
Analysis of genomic data esp. high-throughput sequencing. 
Data analysis--types of analysis that SPSS cannot not easily run. Proteomic analyses. 
Developing computer programs for dissemination. 
Two primary categories: 1. Guidance on using multi-processor environments effectively for 
numerical simulation 2. Guidance on data access and processing tools. 
How to most effectively implement algorithms that are "embarrassingly parallel" on the architecture 
and get the resources necessary to support undertaking that implementation. 
Not interested. 
How to use the facilities. Which packages were installed and how to use them. Help installing 
specialized software. Help parallelizing my own code. 
Someone to discuss how best to analyze data. 
Consulting related to computer security. 
Platform and support for collections of datasets for both research and educational outreach. 
As a social scientist, it would be good to train on the social data available through XD, especially 
"residual" data about users, and usage of XD. I'm also most interested in international applications 
of XD, i.e. it's collaborative power working across research groups in the U.S. and elsewhere, and 
how it can train foreign scholars who wish to work with/collaborate with U.S. investigators. 
Not likely to be a user 
Software and network support. 
Modification of codes developed on workstations to run on TeraGrid. Automated scripts. Automated 
mimic of local I/O. 
Courses for graduate students and postdocs (and faculty) on efficient computing and parallel 
computing. 
I don't quite see the need for "extreme" digital services for my research. A well-designed computer 
package should be able to do many of these things on a high-end desktop computer. 
Statistical analysis of genomic data. 
Don't really know. 
Development of code to run our applications, consulting to go with this. 
If our existing computer programs need modifications to benefit, we would need help--the more help 
the more change is necessary. 
Good web-based instruction manual, easily searched for a particular use and application, aimed at 
the non-specialized user. 
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My needs are mostly statistical advice (such as SPSS). We do not use any XD sized technology. 
GIS 
It would be helpful to have teaching modules available for undergraduate and graduate student 
evolution courses. Namely, genomic and phylogenetic teaching modules and datasets would be 
especially helpful. 
Expertise in parallelization would be useful, assistance porting codes from local to grid environments 
would be essential. 
Help disseminating research findings. 
I really don't know, this is the first I've heard about it and I never thought about it before. 
Trouble shooting resources, consultation on setting jobs up. 
We have found consulting services on the TeraGrid to be adequate. 
How to adapt my algorithms to the special parallelization for XD. How to compile and build my 
software on XD. How to run, analyze, and visualize my software on XD. How to download my 
XD results back onto my local disk. 
My impression has been that local consulting services are effective, whereas remote services are less 
so. Face-to-face familiarity with problems will continue to beat virtual presence. Perhaps a future 
affordable solution might involve traveling consultants who rotate with a regular schedule, each 
serving a small number of research sites. 
Introduction into Unix, configuration of virtual clusters, installation of software packages. 
Support for PhD and post doc researchers in my group on use of XD. 
How to access the services of XD terra grid. 
Software use help. 
Broad spectrum consulting services for all levels of end-users based on their level of competency 
with TeraGrid and TeraGrid XD, as well as the scale of the problem they are trying to solve by 
utilizing TeraGrid/TeraGrid XD. 
I was involved in a collaborative project. One of my coauthors and one of his graduate students and 
one of my graduate students were the ones who master the JCL for the TeraGrid and wrote the 
PERL code we needed to do our work (I wrote the program that ran on the system). We found that 
the consulting worked best when my coauthor called rather than a graduate student. However, in 
fairness, we did get everything to work and we were able to do our research. We are political-
economists and we are reasonably sophisticated computer users. However, I found that the JCL 
for TeraGrid was considerably more obscure than the JCL for the old CRAYs and CYBER 205 
systems! 
The issue of fonts is big with Indigenous languages, especially when they are stacked, such as a low 
tone and nasal on one vowel. 
Probably none. 
Probably mostly those related to the XD resources. However, if some consulting services regarding 
general numerical methods and solutions were available I would probably make use of those as 
well. 
None at this time. 
N/A 
Not sure. 
None for what I do. 
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I expect to have no need for advanced computing in the near future, and thus no need for consulting. 
I run a basic cell biology lab -- my computing needs are very basic, satisfied entirely by routing 
desktop computers. 
10.1.13 Free text question 13. Please add any additional comments you might have 
regarding cyberinfrastructure resources provided by the NSF and what resources 
you think should be provided in the future. 
Note: Unlike the earlier free text (essay) questions, question 13 was asked of each respondent.  
10.1.13.1 Text responses to free text question 13 
There were a total of 101 responses to free text question 13: 
Programmers would help a lot. 
This would be a very valuable resource for the IU campus. 
I strongly support the activities and efforts to expand IU's cyberinfrastructure resources. 
Easy portability of code from local to TeraGrid platforms would be extremely helpful. This could 
mean making compilers available for local computers that would mirror how a code behaves on 
the larger computer. 
I'd be interested in workshops (in person or online)/online tutoring/user guidelines in PDF 
format/researcher online chat capabilities regarding advances in data storage and analysis in my 
field (genetics and genomics). 
Workshops suitable for graduate students with varying exposure to high performance computing 
would be helpful. You may have already had these. Now I have several students who might 
benefit, so I will be on the lookout. 
I feel that our needs may grow if we can bootstrap our way up to more advanced applications. 
Getting help with the smaller applications we currently work on is probably the way to start. 
Cloud-based storage for large volumes of data would be amazing. 
I have tried to do most of computing work locally, but as the community uses finer and finer grid 
spacing, I am constantly having to find more resources, and have had to do some work on the 
NCAR supercomputers recently. I wish I knew more about supercomputing centers and what 
would be involved to access them (any costs, restrictions, etc), because if I could use them, I could 
attempt more creative research with bigger model runs (finer grid spacing). 
Any infrastructure has to have an organic growth. Else adaptation by the society will be slow. 
Common data exchange formats or translators. 
I would need more information before I can answer this question. 
Our own NSF-funded project aimed to promote collaboration between scientists and educators to 
explore some of the infrastructure and metadata issues involved in making data (or other sorts of 
resources, in theory) available and usable to two very different user communities - scientists v. 
school children. It is a hard problem to get traction on, IMHO. I think what's needed are both a 
technical and social infrastructure that would allow for applicable resources to be described and 
organized in relation to these various user communities. I'm not the person to really know what 
those resources might look like, technically, but they would be quite transformative educationally. 
I am basically pleased with the grid computing available through the University of Maryland 
(lattice.umiacs.umd.edu). 
I presume that a desktop would be able to access the new computer system remotely to submit jobs 
and post process the data generated. One question is whether the existing internet structure would 
have sufficient capacity. 
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No comment. 
Provide alternative statistical software to SPSS 2. Provide more powerful research-literature search 
engines. 3. Provide a common data base, or sets of data bases, clearly indexed and easily accessed. 
4. Provide HUMAN support to take advantage of these options. 5. Provide WELL WRITTEN, 
easily understood tutorials and Web design to help low-tech users take advantage of this 
innovation. 
No. 
We could use assistance with parallelizing codes that we develop or in using parallelization 
capabilities of existing software (e.g., Matlab, ANSYS). 
I have some other non-NSF related computing needs. I was curious if your system is limited to just 
NSF projects? Or if some resources might be available to small schools on a time available basis? 
Possibly off topic, but I'd like to see better interfaces so that small jobs can be done quickly with less 
set up time. 
Better advertising of their existing, and explaining how to access them. 
I fully understand why many of my colleagues would have need for this resource, but I doubt that I 
would become a user in the next five years. 
None. 
Better ad and web link access. 
Very first question on this survey needs one more choice in the answers--that would be "not 
applicable." I did not answer the question because none of the choices addressed my best answer. 
Assistance for individual NSF investigators to have access to sometimes expensive data analysis 
software. 
Research in astronomy is certainly moving toward large datasets, so the capabilities of TeraGrid may 
be useful, but I personally am not yet knowledgeable enough about this level of 
cyberinfrastructure to say specifically how it would be used. 
The key issue is enabling the next generation to use these tools--so graduate student education is 
critical. The type of program would be to enable engineering and science students do short 
internships at computational facilities where they bring their research problems and the 
computational facilities work with the students to show them how the facilities can be used to 
significantly improve their research outcomes. 
My biggest concern is that if we are using cyberinfrastructure resources that are outside my local 
system that that the confidentiality of my data for engineering education might be compromised. If 
the cyberinfrastructure resources are not secure, then I will be in violation of my Institutional 
Review Board for Human Subjects approvals for my research. I am aware that federal funding 
agencies such as NSF and NIH are modifying their policies so that data collected under federally 
funded projects may be shared. However, sharing of raw data, or even data in which specific 
identifying information has been stripped out could still potentially be identifiable, which would 
violate the confidentiality agreements in our consent forms. A significant amount of the data that I 
collect could be potentially damaging to participants if it were made public (for example, a tenure 
track engineering faculty member describing toxic interactions with their department chair). If this 
were the case, our IRB would shut down the research. It seems that the IRB policies (which are 
federally mandated) are currently in conflict with the data-sharing direction to which some of our 
federal funding agencies would like to go. 
Because our interest is in imaging (multimodal), development of environments for analysis and 
visualization in real time, as a unified, integrated environment would be of great use. Something 
like a library of both example activities (research and educational) and a data store (should all high 
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quality data sets be archived, even if they represent a "failed" experiment, in terms of the objective 
of the experiment i.e. negative result). 
It is important for use to serve our data to a wide spectrum of users from schools to libraries to 
colleges and universities. This we need to rely on the public internet and the common denominator 
of desktop-laptop computing systems. Thus specialized networks do not meet our needs. 
We have an NSF-sponsored HPCC installation at U. Arkansas, which is why I have adequate 
resources locally. If we did not, I would be much more interested in the TeraGrid capabilities. 
Database development and especially, database coordination, remains very important, though I 
realize that it isn't the favorite thing for funding. Development of complex databases that can 
provide the information needed for use of new tools can be very time-consuming!! 
My difficulty has been precisely this: my research would benefit from a certain amount of small-
scale computing. Anything I need could be done on a workstation, essentially. None of it requires 
cutting edge algorithms. However, some of it is beyond "off the shelf" programs and requires a 
certain amount of coding and "software development". Unfortunately, this sort of effort is not 
well-rewarded in our profession. A young faculty member is not going to get tenure for doing this 
work; even a graduate student is not going to get a dissertation out of it. And I'm not competent to 
do it myself. I don't know the solution to this. 
Beware of special-purpose architectures that are capable of effectively addressing a very narrow 
range of problems. Seek more general architectures that can be tailored to special-purpose 
applications. 
I do not think that the TeraGrid project is a good use of NSF money. 
You need someone to review your questionnaire and improve the skip pattern and eliminate the odd 
reverse wording of this item: On a 1 to 5 scale, where 1 is "not at all important" and 5 is "very 
important" please rate the importance of the following factors related to information technology 
and cyberinfrastructure that limit your ability to make new discoveries or hamper the rate at which 
you are able to make new discoveries. Not at all important Not very important Somewhat 
important Important Very Important Run small to moderate sized computing jobs quickly. Run, 
etc., etc. 
Let people know what the capabilities are and how to get access to those resources. 
Not something I would use. 
I think it makes more sense to centralize the main computing resources rather than let each PI have 
their own resources: then everyone has more resources. However, it is important that adequate 
resources are available to PIs: this is not currently the case (although we all use any resources we 
have available). 
I have to say I still don't quite understand what this project is or what it has to do with my work. The 
organizations that provide data which I use are very concerned about maintaining confidentiality 
and security of their data, so that would have to be emphasized in the system design. My basic 
problem is that my university does not have a powerful enough cluster of unix-based servers or 
with the software I need to do my analyses. In theory everything I do can be done locally on a very 
high quality personal computer. But that raises portability and security concerns. It also makes 
collaboration more difficult. What I would love is access to some kind of NSF-based server to 
which multiple users for the same project could access. It would also be nice if data could be 
"checked out" on a "token-like" basis. 
I don't feel I know enough to be able to answer very well. 
Virtual servers that can be configured to suit the needs of particular software but are only needed 
occasionally. Some kind of navigator that would allow you to survey your distributed resources 
both from a file system view as well as from a platform view. 
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It is not really clear but is this meant to be an analog to commercially available cloud computing for 
NSF PIs? 
I think the NSF should redirect funding to SMALL groups of researchers, which might use 
computing, who have a track record or promise of innovation, working on good problems. The 
NSF should support the combination of theory and practical approaches and invest in human 
capital and ideas and not worry too much about large white elephants just because one can point to 
them and take a glossy photograph to put in a report. 
What kinds of infrastructure support are there available to the financial industry? It's much more 
sophisticated than what is available to me. How is it kept updated? Will the data I collect on 
moribund indigenous languages be available to the speech communities 100 years from now, with 
the relative ease in which material published 100 years ago is available. I have data that is 20 years 
old that I struggle to keep updated. MPI Tools (Max Plank Institute, Nijmegen) is developing new 
analysis software in response to rapid developments in how linguistics is being done, such as in 
corpora work and in Documentary Linguistics. These are computational tools. Should not the NSF 
be developing such tools? Or support the development of such tools? 
N/CI don't care so much about big computing resources. 
It would be good to see the results of this survey. 
I do limited high-end computing in my direct research program. I instead have co-funded colleagues 
that do the primary computing and modeling. 
I have no comment until I see the product. 
Training courses for graduate students 
See previous comment. Also, I had to look up the word 'cyberinfrastructure' on wikipedia to figure 
out how it differed, for example, how 'cyberinfrastructure resources' differed from 'computing 
resources', as per the initial question on the survey. I'm still not sure about what kind of cyber... 
resources the XD is considering having. 
Most of those resources are geared to science end users. Computer science researchers, in contrast, 
tend to need different kinds of access: --small large machine runs--for evaluation and timing--
dedicated machine access to certain partitions--to try out innovative software--root access to try 
out new systems methods the above means that virtualization support is likely important. 
I am not aware of any cybertools provided by NSF for research, but that is probably because I have 
never sought them. 
No Opinion. 
In my dream research environment, I would have access to global geospatial data via a virtual globe 
interface, full functionality of GIS processes (e.g., spatial query, intersection, proximity analysis, 
viewshed, line of sight, cost path analysis, etc.)and data representation in 2D, 3D and 4D 
animation. 
I began the survey in an effort to help, but after a few questions, I realized that some of the questions 
either didn't apply to me or may have meant something other than what I initially understood, and 
yet there was no way to reset earlier answers or indicate "not applicable." Sorry about that... 
Speed and freedom from hackers. 
Need real-time, interactive access to high performance computing. 
Thanks for working on this. It's desperately difficult to do this on our own. 
I like, for example, google (gmail) with its shareable google docs and LaTeX editor. I see how useful 
it is to be able to access one's work from anywhere, and expanding on the google idea, I believe 
this is a worthy project. I guess I don't really conduct research using much more than google docs 
and SAS or SPSS, so I'm not sure that I would be the one using this. I do like being unleashed 
from desk, able to conduct work from around the country pretty seamlessly. 
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XTREME is kind of a ridiculous marketing term. It is overused, and extraordinarily boyish--- 
reminds me of 14-year old boys learning to skateboard (this metaphor might further misrepresent 
NSF to its constituents). Overall, I find it slightly embarrassing and undignified, and it's certainly 
male-oriented. That said, the name isn't all that important to me and I can get over this reaction. 
The only difficulty I'm having with my research is that every institution, even those within a 
common state system, seems to collect their data in different ways. (For example, some collect 
data on whether students are US citizens, while others don't, and some include developmental 
college courses within GPAs and some don't). If the resources defined categories that institutions 
could work toward including, it would be helpful because institutions could shift to be more 
standardized in data collection. 
No comment I can think of. 
Comments made previously. 
N/AAdditional support for easy transition of research codes developed on small machines to 
transparently run on TeraGrid for large problems. 
At the moment my needs are well provided for locally. However, there is a good possibility that they 
will grow and require both computational power and support that are not presently available. 
As a person who uses cyberinfrastructure, but am not an IT expert--my biggest initial barrier is 
having people who can help me make informed choices about my CI needs. I need IT folks who 
can speak in English, not only IT acronyms, and who can communicate to people with various 
levels of comfort and background in IT. 
My research/education efforts do not require high power computing at this stage. I am not well 
informed about the various possibilities. However, I plan to pay more attention to the resources 
that are available. 
Data base systems, mapping tools, data visualization tools. 
The resources need to include access to data, particularly for undergraduates to analyze. 
Don't know at this time. 
I would think that offsite storage of critical datasets would be a valuable service to the research 
community. 
Cloud computing enabling students to write and execute Mathematica and Matlab programs from 
small portable devices in the classroom - e.g. iPad. This would revolutionize Math classrooms. 
It would be very worthwhile to be able to handle/search large databases (beyond what I can currently 
do). 
For us, we've hired an external company to develop and host a website for us. I'm not sure this 
project would really coincide with our needs. 
Essentially all of my computing is in the context of GIS and remote sensing applications using large 
volumes of data. The usefulness of an XD system would really depend on the application software 
that was available to run on it. 
Access to large computers with lots of memory per core, lots of local disk, high speed processors and 
fast interprocessor interconnects. 
My requirements have a large data size to computation ratio: it is very important to be able to 
transfer large amounts of data quickly or remote computation is not useful. I am doing computed 
tomography research, where we are generating up to 10GB/hour, and we need to analyze that in 
near real-time. 
Software to communicate in real-time among scientists … being able to write math equations, 
chemistry formula etc in an easy way for real collaborations! 
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Opportunities to incorporate cyberinfrastructure resources into university instruction would be a 
great help in preparing science students to make use of such resources in their own later research. 
It would be useful to have readily available data on cost, performance and risks associated with 
data/content management and storage systems and services. 
One of the most important aspects for usage of grid resources would be accessibility, meaning 
reasonable queue times and ability to have long running jobs. 
This project is really a waste of tax payer's money. 
I am pretty well set up now and it seems that using this opportunity would just add time to get set up 
with a new system. 
In a newly initiated project, and probably more such projects in the future, I expect to routinely be 
collecting Terabytes of data. Having advice or infrastructure support on archiving this scale of 
data, as well as providing access to the data for others, would be useful. 
I consider "support" (both technical support and also educating non-expert users) very important. 
I don't currently have much need of such resources beyond what is available to me locally. 
Make sure the software encourages Open Science (e.g., open source software, open data, open access 
publications). 
GPGPU cluster (e.g. using NVIDIA Tesla) 
Beware of stifling innovation through endorsement or support of specific software. Build an 
environment that lets people explore and invest their intellectual energy as they see fit, not simply 
as some committee or development team or advisory board decides they should spend it. It’s hard 
to spend $23M/yr wisely. Don't blow it by trying to do everything and then do nothing well, such 
as GEON. Focus! 
While I have my own definition of "cyberinfrastructure" and answered questions based on that, I'm 
curious as to your definition. This is a new buzzword that I suspect has many meanings for many 
of the different audiences you are soliciting. There are also some assumptions in this survey such 
that I wanted to answer "does not apply to me" yet there was no option. In a few of the questions, I 
clicked an answer but ended up wanting to leave the answer blank. Yet I couldn't do that. 
I am a pretty limited user of cyber resources, and I think the NSF has very poorly defined 
"cyberinfrastructure." Based on what I understand, I do not have any suggestions beyond what 
appears to be planned. 
NSF already has initiatives in the area of analysis of very large molecular data sets and ancillary 
activities (many), and if these are effective that will be very important. 
Webinars and small grants (<5K) to facilitate use would help expand the reach. Engagement with 
European successes and failures would also be informative. Finally, research of the researchers 
involved in cyberinfrastructure continues to be very interesting. The impediments to 
cyberinfrastructure are more than technological and computational. 
I hope this will not have the usual bars to entry-- "code it, and you can come." 
Do you honestly intend to help small liberal arts colleges, or will we be the lowest on the priority list 
since we don't have graduate students and postdocs? 
No comments 
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