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MEAN FIELD MODELS FOR INTERACTING ELLIPSOIDAL
PARTICLES
R. BORSCHE ∗, A. KLAR∗† , A. MEURER ∗, AND O. TSE∗
Abstract. We consider a mean field hierarchy of models for large systems of interacting ellipsoids
suspended in an incompressible fluid. The models range from microscopic to macroscopic mean
field models. The microscopic model is based on three ingredients. Starting from a Langevin type
model for rigid body interactions, we use a Jefferys type term to model the influence of the fluid on
the ellipsoids and a simplified interaction potential between the ellipsoids to model the interaction
between the ellipsoids. A mean field equation and corresponding equations for the marginals of
the distribution function are derived and a numerical comparison between the different levels of the
model hierarchy is given. The results clearly justify the suitability of the proposed approximations
for the example cases under consideration.
1. Introduction. Large systems of interacting ellipsoidal shaped particles have
attracted the attention of researchers from many different fields. For example, such
systems are used to describe polymers and liquid crystals in the chemical sciences
[12, 23, 36]. The movement of ellipsoidal particles suspended in a fluid is also used in
process engineering to describe the physics inside a liquid-liquid extraction column [1,
28, 30, 34, 37]. A recent application of such models may be found in paper production
processes [24, 25, 26, 27].
Mathematically the movement of ellipsoidal particles can be described on a mi-
croscopic level by large systems of ordinary differential equation based on Newtonian
laws of mechanics for translational and rotational motion of the ellipsoids. For ellip-
soidal particles suspended in an incompressible viscous fluid, one can use the model of
Jeffery (e.g. [18, 19, 36]), which describes the forces exerted by the fluid on an ellip-
soid. In our work, the inter-particle interaction forces between ellipsoids are described
via pairwise potentials for the particles and a random force. For the interaction po-
tentials, we use potentials common in the literature for polymers [2, 3, 9, 15, 16, 31],
where the form of the ellipsoids are modeled with the help of Gaussian type func-
tions. This leads to a Langevin-type microscopic model similar to the ones described
in [10, 17, 33, 36]. For the numerical treatment of large systems of hard interacting
ellipsoids, we refer, for example, to [13].
For a very large number of particles, macroscopic equation for density, mean veloc-
ity, and other statistical quantities are expected to be a more efficient approximation
of these models. In the present work we derive, via a mean field approximation, cor-
responding kinetic equation, which can be used in turn to derive hydrodynamic and
diffusive limit equations. This procedure has also been used for example in the case
of self-organizing systems of particles or for the description of pedestrian or granular
flows [5, 6, 7, 14].
The paper is organized as follows: In section 2 the microscopic model is introduced
and the ellipsoidal interaction potential is constructed. From this, we derive the
mean field limit equation in Section 3 and use different moment closure procedures
for the derivation of different hydrodynamic limit equations in Section 4. In Section
5, we numerically compare the derived models with the microscopic model for several
different examples and flow fields.
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Fig. 2.1: Sketch of an ellipsoidal particle with position rt, orientation angle θt and
velocity vt.
2. The Microscopic Model. We consider a microscopic Langevin-type model
as in [36] to describe the motion of ellipsoidal particles suspended in an incompressible
fluid in two space dimensions. The interaction of the fluid with the ellipsoids is
described by a Jefferys type term [18, 19]. Interactions of the ellipsoids with each
other are described by a many-particle interaction potential similar to [3].
As illustrated in Figure 2.1, each ellipsoidal particle is described by its position
rt ∈ R2, velocity vt ∈ R2, orientation angle θt ∈ [0, 2pi) and angular velocity ωt ∈ R.
The angle θt is given by the relative angle between the horizontal axis and the main
axis of the ellipsoidal particle such that the angle θt = 0 corresponds to the orientation
(1, 0)>. The equations of motion for N particles i = 1, . . . , N are
drit = v
i
tdt
dvit = γ(u− vit)dt−
1
m
1
N
∑
i6=j
∇riU(rit, rjt , θit, θjt )dt
−∇rV1(rit)dt− (A2/2)vitdt+AdWA,it
dθit = ω
i
tdt
dωit = γ¯(g(θ
i
t, u)− ωit)dt−
1
Ic
1
N
∑
i 6=j
∇θiU(rit, rjt , θit, θjt )dt
−∇θV2(θit)dt− (B2/2)ωitdt+BdWB,it ,
(2.1)
with appropriate initial conditions. Here u is the velocity of a stationary surrounding
fluid and g(θ, u) is given by
g(θ, u) =
1
2
rot(u) + λ
( − sin θ
cos θ
)>(
1
2
(∇u+∇u>)
)(
cos θ
sin θ
)
.
The first terms on the right hand side of the velocity and angular velocity equations
describe the relaxation of the particles to the velocity of the fluid and to the rotation
resulting from the velocity field, respectively. The speed of relaxation is determined
by the parameters γ and γ¯. The second terms model the repulsive interaction between
the particles. The parameters m and Ic are the mass and the moment of inertia of the
particles. The functions V1, V2 model an outer potential like for example gravitation
or a magnetic field. The parameters A,B are nonnegative diffusion constants and
WA,i,WB,i are independent standard Brownian motions. The interaction potential
is given by the following considerations.
There exist many different interaction potentials for ellipsoidal particles [2, 3,
9, 15, 16, 31]. We use the soft potential as proposed by Berne [3]. It is obtained
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by overlapping two ellipsoidal Gaussians representing the mutual repulsion of two
particles. This leads to
U˜(r, r¯, θ, θ¯) = a(θ, θ¯) exp
(
− (r¯ − r) (γ(θ) + γ(θ¯))−1 (r¯ − r)) ,
where a and γ are defined by
a(θ, θ¯) = 0
(
1− λ2(η(θ) · η(θ¯))2)− 12 , η(θ) = (cos θ, sin θ)>,
γ(θ) =
(
l2 − d2) η(θ)⊗ η(θ¯) + d21, λ = l2 − d2
l2 + d2
.
Here, l = 2L and d = 2D where L is the length and the D the width of the particle.
The parameter 0 models the strength of the potential. To have compact support we
slightly modify the potential and define
U(r, r¯, θ, θ¯) = a(θ, θ¯) exp
(
− (r¯ − r)
(
γ(θ) + γ(θ¯)
)−1
(r¯ − r)
1− (r¯ − r) (γ(θ) + γ(θ¯))−1 (r¯ − r)
)
. (2.2)
Remark 2.1. Note that although these interaction potentials prevent overlapping
of particles, collisions are still possible. In order to completely avoid collisions, one
has to consider hard core potentials or exclusions, which are nontrivial for ellipsoids.
3. Mean field equations. For the number of ellipsoids N tending to infinity,
the microscopic system may be described in a probabilistic sense, where a partial
differential equation is used to describe the evolution of the distribution of the particles
in phase space. Using the weak coupling scaling limit [4, 6, 11, 32], i.e., the rescaling
of the interaction potential with 1/N in the microscopic equations, one can derive a
kinetic mean field equation following for example [6].
The empirical measure fN of the stochastic process zit = (r
i
t, θ
i
t, v
i
t, ω
i
t) ∈ S on the
state space S = R2 × [0, 2pi)× R2 × R is given by
fN (t, z) =
1
N
N∑
i=1
δ(z − zit),
where δ denotes the usual Dirac distribution and z = (r, θ, v, ω) ∈ S. The mean field
limit describes the convergence as N → ∞ of the stochastic empirical measure fN
towards the deterministic distribution f of the stochastic process zt = (rt, θt, vt, ωt)
governed by the so-called nonlinear McKean–Vlasov equation
drt = vtdt
dvt = γ(u− vt)dt− 1
m
∫
∇rU(rt, r¯, θt, θ¯)f(t, z¯)dz¯dt
−∇rV1(rt)dt− (A2/2)vtdt+AdWAt
dθt = ωtdt
dωt = γ¯(g(θt, u)− ωt)dt− 1
Ic
∫
∇θU(rt, r¯, θt, θ¯)f(t, z¯)dz¯dt
−∇θV2(θt)dt− (B2/2)ωtdt+BdWBt .
(3.1)
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The corresponding differential equation for the evolution of the distribution on state
space f : R+ × S → R, which is determined using Itoˆ’s formula, is called the mean
field equation. It is given by
∂tf + v · ∇rf + ω · ∇θf +∇v · (S1[f ]f) +∇ω · (S2[f ]f) = L1[f ] + L2[f ], (3.2)
where the operators are given by
S1[f ] = γ(u− v)−∇rV1(r)− 1
m
∫
∇rU(r, r¯, θ, θ¯)f(z¯) dz¯,
S2[f ] = γ¯(g(θ, u)− ω)−∇θV2(θ)− 1
Ic
∫
∇θU(r, r¯, θ, θ¯)f(z¯) dz¯,
L1[f ] = (A
2/2)∇v · (vf +∇vf),
L2[f ] = (B
2/2)∇ω · (ωf +∇ωf).
Due to conservation of mass, we normalize the initial condition to have that∫
f(t, z) dz = 1 for all t ≥ 0.
Remark 3.1. Notice that the local equilibria in velocity and angular velocity are
of Maxwellian type. Indeed, any distribution of the form fM = q(r, θ)M(v, ω), with
M(v, ω) = Z−1e−|v|2/2−ω2/2, (3.3)
where Z is the normalizing factor for M, satisfies Li[fM] = 0 for i = 1, 2.
In the next section we consider hydrodynamic limits of the kinetic mean field
equation (3.2) and describe its derivations.
4. Hydrodynamic Limit. In this section we formally derive closed equations
for two marginals of the distribution function f using different closure procedures.
For further details on hydrodynamic limiting procedures in the case of self-propelled
particles, we refer the reader to [6, 7, 8].
In this setting, we define the following macroscopic quantities that describe the
moments of marginals corresponding to the distribution f :
q =
∫
f(t, r, θ, v, ω)dΩ1, qv˜ =
∫
vf(t, r, θ, v, ω)dΩ1,
qω˜ =
∫
ωf(t, r, θ, v, ω)dΩ1,
where dΩ1 = dvdω. Obviously, we have conservation of probability, i.e.,∫
q(t, r, θ)drdθ = 1 for all t ≥ 0.
Integrating the mean field equation (3.2) against (dΩ1, vdΩ1, ωdΩ1), we obtain set of
the balance equations with the continuity equation on (r, θ) ∈ R2 × R, given by
∂tq +∇r · (qv˜) +∇θ · (qω˜) = 0, (4.1)
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and the balance equations for v˜ and ω˜
∂t(qv˜) +∇r ·
(∫
v ⊗ vf dΩ1
)
+∇θ ·
(∫
v ωf dΩ1
)
= qS1[q]− (A2/2)qv˜,
∂t(qω˜) +∇r ·
(∫
v ωf dΩ1
)
+∇θ ·
(∫
ω2f dΩ1
)
= qS2[q]− (B2/2)qω˜,
(4.2)
where the operators are given by
S1[q] = γ(u− v˜)−∇rV1(r)− 1
m
∫∫
∇rU(r, r¯, θ, θ¯)q(r¯, θ¯)dr¯dθ¯,
S2[q] = γ¯(g(θ, u)− ω˜)−∇θV2(θ)− 1
Ic
∫∫
∇θU(r, r¯, θ, θ¯)q(r¯, θ¯)dr¯dθ¯.
4.1. (r, θ)-marginals and the Maxwellian closure. We now consider a mo-
ment closure based on the local equilibria of the velocities, which approximates the
dependence of the distribution on v and ω by
f ∼ qM(v − v˜, ω − ω˜),
where M is the Maxwellian given in (3.3). Inserting this Ansatz function into the
integral terms above and dropping the tilde, we obtain the hydrodynamic equations
∂tq +∇r · (qv) +∇θ · (qω) = 0,
∂t(qv) +∇r · (qv ⊗ v + q) +∇θ · (qvω) = qS1[q]− (A2/2)qv,
∂t(qω) +∇r · (qvω) +∇θ(qω2 + q) = qS2[q]− (B2/2)qω.
(4.3)
Notice the resemblance of the system with a dissipative isothermal Euler type model
under the influence of an external and interaction potential, which suggests a trend
towards equilibrium that we will numerically investigate in the next section (cf. [20]).
4.2. (r, θ)-marginals and the mono-kinetic closure. Starting again from the
balance equations (4.1) and (4.2), we now use a moment closure with a mono-kinetic
closure distribution in both velocity and angular velocity, i.e.,
f ∼ qδ(v˜ − v)⊗ δ(ω˜ − ω),
which suggests that the distributions in velocity and angular velocity are deterministic
and evolves according to the moments v˜ and ω˜. Using the mono-kinetic Ansatz in the
balance equations and dropping the tilde leads to the system
∂tq +∇r · (qv) +∇θ · (qω) = 0,
∂t(qv˜) +∇r(qv˜ ⊗ v˜) +∇θ(qv˜ω˜) = qS1[q]− (A2/2)qv˜,
∂t(qω˜) +∇r(qv˜ω˜) +∇θ(qω˜2) = qS2[q]− (B2/2)qω˜.
(4.4)
In both equations (4.3) and (4.4) all quantities depend on position and angle.
4.3. r-marginals and mono-kinetic closure. The above descriptions can be
further reduced by integrating the mean field equation over v, w and θ. The resulting
macroscopic quantities are
ρ =
∫
f(t, r, θ, v, ω) dΩ2, ρv˜ =
∫
vf(t, r, θ, v, ω) dΩ2,
ρφ =
∫
θf(t, r, θ, v, ω) dΩ2, ρω˜ =
∫
ωf(t, r, θ, v, ω) dΩ2,
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where dΩ2 = dvdθdω. Again the distribution function is normalized and we have∫
ρ(t, r)dr = 1 for all t ≥ 0.
Integrating the balance equations (4.1) and (4.2) over dw, we obtain
∂tρ+∇r(ρv˜) = 0,
∂t(ρv˜) +∇r ·
(∫
v ⊗ vf dΩ2
)
=
∫
qS1[q] dθ − (A2/2)ρv˜,
∂t(ρω˜) +∇r ·
(∫
vωf dΩ2
)
=
∫
qS2[q] dθ − (B2/2)ρω˜.
Integrating further the mean field equation (3.2) with respect to θdΩ2, we obtain
∂t(ρφ) +∇r ·
(∫
θvf dΩ2
)
= ρω˜.
We now use a mono-kinetic and mono-angular closure function of the form
f ∼ ρδ(v˜ − v)⊗ δ(φ− θ)⊗ δ(ω˜ − ω),
to obtain the following hydrodynamic limit equations (without tilde), given by
∂tρ+∇r · (ρv) = 0,
∂t(ρφ) +∇r · (ρφv) = ρω,
∂t(ρv) +∇r · (ρv ⊗ v) = −γρ(u− v) +K1[ρ]ρ+ ρ∇rV1 − (A2/2)ρv,
∂t(ρω) +∇r · (ρvω) = −γ¯ρ(g(φ, u)− ω) +K2[ρ]ρ+ ρ∇θV2(φ)− (B2/2)ρω.
(4.5)
with the interaction terms
K1[ρ] =
1
m
∫
∇1U(r, r¯, φ(r), φ(r¯))ρ(r¯) dr¯,
K2[ρ] =
1
Ic
∫
∇3U(r, r¯, φ(r), φ(r¯))ρ(r¯) dr¯,
where ∇kU denotes the derivative of U with respect to the k-th component.
Remark 4.1. Using a suitable scaling, one can also derive the diffusive limit of
the hydrodynamic equations (4.5). In this case, one obtains the system
∂tρ+∇r ·
(
σ1ρ
(
γu−K1[ρ]−∇rV1
))
= 0,
∂t(ρφ) +∇r ·
(
σ1ρφ
(
γu−K1[ρ]−∇rV1
))
= σ2ρ
(
γ¯gu(φ)−K2[ρ]−∇θV2(φ)
)
.
(4.6)
with σ1 = 2/(2γ −A2) and σ2 = 2/(2γ¯ −B2).
5. Numerical Methods and Examples. In this section we consider the nu-
merical solution of the different models derived above and compare these models in
various test cases.
5.1. Numerical Methods. To solve the microscopic system (2.1) we use a first-
order leapfrog algorithm for the deterministic part and the Euler-Maruyama scheme
for the stochastic terms [22]. As for the hydrodynamic systems (4.3), (4.4), (4.5) and
the diffusive limit (4.6) we use a Godunov splitting scheme to split conservative part
of the system and source terms [35]. The conservation law is solved with the FORCE
scheme that may be found for example in [35], and a dimensional Godunov splitting
in each dimensions. The source terms, on the other hand, are treated with a simple
first-order implicit Euler method.
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5.2. Convergence towards a stationary solution. In this test case we ne-
glect the surrounding fluid by setting γ ≡ γ¯ ≡ 0 and use suitable exterior potentials
V1, V2, such that the resulting equations have a stationary distribution.
Note that the stationary equation for the mean field equation (3.2) and equations
(4.3) with Maxwellian closure for m ≡ Ic ≡ 1 may be given by the integral equation
qstat = Z
−1
q exp
(− V1 − V2 −K[qstat]),
where Zq is a normalizing factor, such that
∫
qstat drdθ = 1, and
K[q] =
1
m
∫∫
∇rU(r, r¯, θ, θ¯)q(r¯, θ¯)dr¯dθ¯.
In the following, we investigate and compare the convergence to a stationary
solution of the microscopic system (2.1) and of the q-equation with Maxwellian closure
(4.3). We choose the computational spatial domain Ω = [−6, 6] × [−6, 6], and the
exterior potentials V1(r) = |r|2/2 and V2(θ) = sin(θ). Moreover, we choose
L = 1, D = 0.5, 0 = 1.
As initial conditions for the microscopic case we choose randomly distributed positions
of the particles inside Ω0 = [1.5, 3.5]× [1.5, 3.5] and
θoi = 0, v
o
i = (0, 0)
>, ωoi = 0, for i = 1, . . . , 200.
The corresponding hydrodynamic initial states for equations (4.3) are
q(0, r, θ) =
{
1
4∆θ , if (r, θ) ∈ Ω0 × [0,∆θ],
0, else,
v(0, r, θ) = (0, 0)>, ω(0, r, θ) = 0, ∀(r, θ) ∈ Ω× [0, 2pi].
The discretization of the spatial domain for the hydrodynamic problem is given by
60 × 60 × 8 grid cells. We compare the difference to the stationary solution in the
L2-norm and show the convergence for A = B = 0, 0.2, 1, 2, 3, 5, 7, 10.
The results are displayed in Figure 5.1. For values of A = B less than one, we
observe an oscillatory behavior of the trend to equilibrium in the L2-norm, while for
values larger than one, the decay happens monotonically. Also, for A = B larger than
one, the trend to equilibrium for both models exhibit similar behavior. Moreover,
for intermediate values of A = B, we obtain fastest decay, which suggests signs of
hypocoercivity, compare [21] for similar results for a simpler case.
Note that the influence of the interaction term is relatively small in the present
case. In fact, the numerical results neglecting the interaction show a similar behavior.
The corresponding decay rates of the solutions to the stationary solution are
determined by a fitting procedure assuming an exponential decay, i.e., e−λt, with
decay rate λ > 0, and fitting the exponent λ to the experimentally determined decay
functions. The decay rate λ as a function of A,B are depicted in Figure 5.2.
5.3. Top-bottom flow. In this section we consider an example with surround-
ing fluid. We assume that the velocity of the fluid is constant in time and not changed
by the particles. We choose u(x, y) = (−x, y)> (see Figure 5.3). Moreover, we set
V1 = V2 = 0 and A = B = 0 in this case.
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Fig. 5.1: Convergence towards the stationary solution for microscopic equation and
q-equation with Maxwellian closure. Left: System (2.1); Right: (4.3).
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Fig. 5.2: Decay rate λ for different A,B using exponential fitting of decay curves.
We compare the solutions of the microscopic equation (2.1), the q-equation with
mono-kinetic closure (4.4), the ρ-equation (4.5) and the diffusive limit equation (4.6).
For the PDE systems we use Neumann boundary conditions in space and periodic
boundary conditions in the orientation. For all models we consider a quadratic domain
Ω = [−1.5, 1.5]× [−1.5, 1.5] and the parameters
L = 0.1, γ = 1, m = 1, 0 = 1,
D = 0.05, γ¯ = 1, Ic = 0.001.
To visualize the microscopic results in Figure 5.4, we consider 50 particles and choose
as initial conditions randomly distributed positions of the particles inside the domain
Ω0 = [−1.0, 1.0]× [−1.0, 1.0]. Additionally, we set
θi0 = 0, v
i
0 = (0, 0)
>, ωi0 = 0, for i = 1, . . . , 50.
For the microscopic histograms in Figure 5.5 we consider the same example with 1000
ellipsoidal particles and 128 Monte-Carlo realizations. For these results we show the
corresponding density-histogram and a smoothed version of the histogram. As for
the hydrodynamic q-equation with mono-kinetic closure, we take a spatial grid size of
h = 0.05 and k = pi/30 in the angle. The corresponding initial conditions are
q(0, r, θ) =
{
1
4k , if, r ∈ Ω0 and θ ∈ [0, k],
0, else,
v(0, r, θ) = (0, 0)>, ω(0, r, θ) = 0, ∀(r, θ) ∈ Ω× [0, 2pi].
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Fig. 5.3: Top-bottom example: Velocity field of the surrounding fluid
For the hydrodynamic and diffusive ρ-equations we choose the same grid size and the
corresponding initial conditions for the relevant quantities.
The results are displayed in Figure 5.5. As seen in the figure, the hydrodynamic
equations give a good approximation of the microscopic model. On the other hand,
the results of the diffusive limit equation deviate strongly.
Considering the orientation angles, we can observe that, due to interaction, the
angle changes towards a stationary equilibrium (see Figure 5.6). Again, the behavior
of the microscopic model is well captured by the q-equation. The ρ-equations give a
result, which is more concentrated around the angle θ = 0.
-1.5 -1 -0.5 0 0.5 1 1.5
-1.5
-1
-0.5
0
0.5
1
1.5
-1.5 -1 -0.5 0 0.5 1 1.5
-1.5
-1
-0.5
0
0.5
1
1.5
-1.5 -1 -0.5 0 0.5 1 1.5
-1.5
-1
-0.5
0
0.5
1
1.5
Fig. 5.4: Illustration of the microscopic evolution in the top-bottom example with
interaction and without stochastic forces at times T≈0.75 (left) and T≈1.5 (middle)
and T=5 (right)
The results show that in the case without noise the mono-kinetic closure gives a
good approximation of the microscopic model. Comparing the spatial distribution of
the different macroscopic approximations with the microscopic model, we can observe
that the mono-kinetic hydrodynamic equation for q and ρ give reasonable results. In
these pictures the ρ equation gives slightly less diffusive results. This is due to the
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Fig. 5.5: Top-bottom example with interaction and without stochastic at times
T≈0.75 (left) and T≈1.5 (middle) and T=5 (right), for (from top to bottom) mi-
croscopic histogram, smoothed microscopic histogram, mono-kinetic q, ρ-equations
and diffusive ρ-equation
larger amount of numerical diffusion in the solution of the q equation. The diffusive
approximation is not accurate for the parameters considered here. The comparison of
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out stochastic forces at time T ≈ 0.75, T ≈ 1.5 and T = 5 (right) for microscopic,
mono-kinetic hydrodynamic q, ρ-equations and diffusive ρ-equation
the angular distributions shows that the closures leading to the ρ equations are not
as appropriate as the ones leading to the q equation.
Note that the computation time for the diffusive case is much larger than in
the hydrodynamic case. In the hydrodynamic case we are able to pre-compute the
weights for the interaction potential, which is not possible for the diffusive equations.
Therefore, we will not consider the diffusive equations in the following examples.
Remark 5.1. Considering a situation with large parameters A,B the mono-
kinetic closure becomes inadequate and thus the derived equations loose their validity.
In such cases, other closures such as the Maxwellian closure, have to be used.
5.4. Rotational flow. In this example, we analyze the flow of particles in a
rotational moving fluid. In this scenario we consider the microscopic system, the
hydrodynamic q-equation (4.4) and hydrodynamic ρ-equation (4.5) with mono-kinetic
closure. The quadratic domain is Ω = [−1.5, 1.5] × [−1.5, 1.5] and the parameters
are chosen to be
L = 0.1, γ = 1, m = 1, 0 = 1,
D = 0.05, γ¯ = 1, Ic = 0.001.
As before, we neglect the stochastic forces, i.e. A,B ≡ 0. We assume that the velocity
of the fluid is constant in time and not affected by the particles. As velocity field of
the fluid we choose u(x, y) = (y,−x)> (see Figure 5.7). The particles are expected to
move clockwise around the origin. To obtain Figure 5.8 we choose as initial conditions
20 randomly distributed particles inside the domain Ω0 = [0.2, 0.7] × [−0.25, 0.25].
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Fig. 5.7: Rotational flow example: Velocity field of the surrounding fluid
Further values are
θi0 = pi/2, v
i
0 = (0, 0)
>, ωi0 = 0, for i = 1, . . . , 20.
For Figure 5.9 we consider 1000 particles and 128 Monte-Carlo realizations for the
microscopic simulation. Again we show the density histogram and smoothed version
of the histogram. For the hydrodynamic equation we use a spatial grid size of h = 0.02
and k = pi/30 in the angle coordinate. The initial conditions are
q(0, r, θ) =
{
4
k , if, r ∈ Ω0 and θ ∈ [pi/2, pi/2 + k],
0, else,
v(0, r, θ) = (0, 0)>, ω(0, r, θ) = 0, ∀(r, θ) ∈ Ω× [0, 2pi].
For the hydrodynamic ρ-equations we choose the same grid size and the corresponding
initial conditions for the relevant quantities.
In the microscopic computation we can observe that the particles follow the fluid
and rotate around the origin in a clockwise manner, as predicted.
At time T = 1.5 the ellipsoids are almost completely separated, as shown in
Figure 5.9. Due to the rotational flow and their inertia they further diverge during
the computation.
The angular distribution at the different time steps is displayed in Figure 5.10.
Here, one also observes a good agreement of the distribution functions.
Comparing the microscopic results with the values of the hydrodynamic approx-
imations, all models show a similar behavior. In particular, the orientation of the
ellipsoids show a very good agreement for all models. In this case we cannot ob-
serve any significant differences between both hydrodynamic models for the spatial
distribution. The angular distribution is again better captured by the q equation.
We note that for the rotational flow problem the results of the equations without
interaction differ strongly from the one with interaction. Without repulsion, the ori-
entation of the ellipsoids is simply given by an angular distribution, which is strongly
peaked in the direction of the flow.
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Fig. 5.8: Illustration of microscopic evolution for rotational flow example with inter-
action at time T=1.5 (left) and T=2.5 (middle) and T=3 (right).
5.5. Driven cavity. In this last test case we want to analyze the behavior of the
particles in a more complex flow. We compare the microscopic solutions with those
of the hydrodynamic ρ-equations with mono-kinetic closure (4.5).
In the quadratic domain Ω = [0, 1] × [0, 1], the velocity field is given by the
numerical solution of the incompressible Navier-Stokes equation [29]. As boundary
conditions for the fluid equations we use no slip conditions at the left, right and
bottom boundaries and the following velocity profile at the top boundary
u1 = exp
(
−1
2
(x− 0.5)2
0.01
)
, u2 = 0.
The kinematic viscosity ν = 0.1 leads to a maximal Reynolds number of Re = 10.
The resulting velocity field is sketched in Figure 5.11.
To include wall boundaries for the ellipsoidal particles in the microscopic case, we
insert ghost particles with distance l/2 onto the boundaries, where their orientations
lie parallel to the respective wall. The interaction potential is the same as before (2.2).
For the interaction of the boundary particles with the inner particles, we increase the
value of 0 by the factor 10. For the PDE models a similiar procedure using ghost cells
is used. We extend the domain such that all interaction kernels inside the domain
can be fully discretized. The density at the cells outside of the computational domain
is set to the maximal density of 1/h2. The outside cells will only be considered
for computing the interaction potential. As in the microscopic case, the strength of
the boundary potentials will be enlarged by increasing 0 by the factor 10. In the
hyperbolic part of the splitting algorithm we use reflective boundary conditions.
Furthermore we choose the following parameters
L = 0.05, γ = 10, m = 1, 0 = 1,
D = 0.025, γ¯ = 10, Ic = 0.001,
and neglect the stochastic forces A,B ≡ 0 and exterior potentials V1, V2 ≡ 0.
For the microscopic case, we choose randomly distributed positions of 1000 par-
ticles inside Ω0 = [0.4, 0.6]× [0.4, 0.6] and
θi0 = 0, v
i
0 = (0, 0)
>, ωi0 = 0, for i = 1, . . . , 1000,
for the initial condition, while for the hydrodynamic equation the spatial grid size is
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Fig. 5.9: Microscopic and hydrodynamic rotational flow example with interaction at
time T=1.5 (left) and T=2.5 (middle) and T=3 (right), for (from top to bottom)
microscopic histogram, smoothed microscopic histogram, mono-kinetic q and mono-
kinetic ρ-equations
h = 0.005 with initial conditions
ρ(0, r) =
{
25, if, r ∈ Ω0,
0, else,
v(0, r) = (0, 0)>, ω(0, r) = 0, φ(0, r) = 0, ∀r ∈ Ω.
To compare the microscopic results with the macroscopic ones, we compute 128
Monte-Carlo realizations and the corresponding histograms. For the model without
interaction these are shown for different times in the top figure in Figure 5.12. In the
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Fig. 5.11: Vector field of the surrounding fluid.
middle, smoothed versions of the microscopic histograms are plotted. At the bottom,
the solution of the macroscopic equation (4.5) without interaction is shown.
The initial group of particles follows closely the streamlines of the flow and is
stretched where speeds increase. At all time levels we can observe a good agreement
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of the microscopic and macroscopic simulation. This also holds true for the angular
distribution, which is shown in Figure 5.13. In both models the ellipsoids are oriented
along the streamlines of the surrounding fluid. At t = 5, slight differences in the
angular distributions are observed. Again, a numerical solution of the q equation
would yield a slighlty better approximation of the microscopic angular distribution.
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Fig. 5.12: Microscopic result is plotted on top, smoothed microscopic results are
plotted in the middle and the macroscopic result is plotted on the bottom. From left
to right the results at time T = 2, 3.5, 5 are shown.
The identical test case with interaction is considered in Figure 5.14.
Again the particles follow the surrounding fluid, but show a more diffusive be-
havior due to the interaction. Again the different models show very similar results.
Taking a closer look at the figures, one notices that the macroscopic solution ap-
proaches the upper boundary faster than the rest. In the angular distributions in
Figure 5.15, both models show similar results as well.
6. Concluding remarks. In this paper, we have investigated a spatially two-
dimensional model for a system of interacting ellipsoidal particles immersed in a fluid.
The particles are influenced by the surrounding incompressible fluid and the mutual
interaction modeled with a modified interaction potential of Berne [3]. We derived
a kinetic mean field equation and closed the equations for different marginals of the
distribution function using two simple closure procedures. In the numerical tests, we
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Fig. 5.13: Angular distribution for the microscopic (blue) and the macroscopic results,
at time T=2, 3.5, 5.
investigated the quality of the mean field approximations. In particular, we compared
a situation, where the distribution of the ellipsoids converges towards a stationary
solution. Moreover, we investigated a top-bottom, a rotational and a driven cavity
flow surrounding the ellipsoids. In comparison with the microscopic solution, the
hydrodynamic closures provide much better results than the diffusive approximation.
If one is interested in an accurate approximation of the angular distributions, closures
for eqautions involving the (r, θ)-marginals have to be considered. In future work,
more sophisticated closures might be investigated, e.g., moment closures that lead
to an additional equation for the variance/temperature of the distribution function,
which would allow for a wider range of applications.
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