In this paper, we study designing different threshold protocols that are used to monitor a set of moving objects in k-means computation at a server. In a given data set P, a k-means query returns k points in space, such that average squared distance between each point in p and its nearest center is minimized. Reevaluating k-means every time there is an object update imposes heavy burden on the server and the clients where it reduces the computation and communication costs. The proposed method assigns each moving object a threshold and uses multiple servers for monitoring locations of distinct set of objects and their updates when it crosses the range boundary.
1.Intoduction
The k-means computation is crucial in many practical applications, facility location planning, spatial decision making and clustering. Our work focuses on continuous k-means monitoring over moving objects, which has numerous practical applications. For instance, real-time traffic control systems. A simple method for continuous k-means monitoring, hereafter called REF (short for reference solution), works as follows: When the system starts at time τ= 0, every object reports its location, and the server computes the k-means set M(0) through the HC(hill climbing) algorithm. Subsequently, (τ > 0),whenever an object moves, it sends a location update. The server obtains M(τ) by executing HC on the updated locations, using M(τ -1) as the seeds. The rationale is that M( τ )is expected to be more similar to M( τ -1) than a random seed set, reducing the number of HC iterations.REF produces
high-quality results because it continuously follows every object update. On the other hand, it incurs large communication and computation cost due to the frequent updates and recomputations.To eliminate these problems, we propose a threshold-based kmeans monitoring (TKM) method, based on the framework of Fig. 1 . In addition to k, a continuous k-means query specifies a tolerance ∆. The computation of M(0) is the same as in REF.
Our contributions are as follows:
1. We present TKM, a general framework for continuous k-means monitoring over moving objects. 2. We propose HC*, an improved HC, which minimizes the cost of each iteration by only considering a small subset of the objects. 3. We model the threshold assignment task as a constrained optimization problem, and derive the corresponding mathematical formulas. .4. We design different mechanisms for the dissemination of thresholds, depending on the computational capabilities of the objects.
k-Means Computation for Static Data
Most data mining literature has applied HC for solving k-means. Fig. 2 shows a general version of the algorithm.
We propose a new method hereafter referred to as ZDT, for predicting the best possible cost that can be achieved by HC. Let M be the current k-means set after one iteration of HC . At present, each center m in M is the centroid of its cluster. For a point p, we use mp to denote the currently assigned center of p, which is not necessarily the nearest. A key observations that there is a constant δ, such that in all subsequent HC iterations, no center can deviate from its position in M by more than δ. Equivalently, as shown in Fig. 3 , each m є M is restricted to a confinement circle (CC) centered at its current position with radius δ. Therefore, when HC eventually converges to a local optimum M* , each center in M*must be within its corresponding CC. It remains to clarify the computation of δ. Let M b be a set constructed by moving one of the centers in M to the boundary of its CC, and the rest within their respective CCs.
Threshold-Based k-Means Monitoring
Let P ={p1,p2,p3} be a set of n moving points in the d-dimensional space. We represent the location of an object 2 TKM works as follows: At τ =0,each object sends its location to the server, which computes the initial k-means set. Then, the server transmits to every object pi a threshold Ө i such that pi sends a location update if and only if it deviates from its current position (i.e., pi[0]) by at least Ө i . Alternatively, the server can broadcast certain statistical information, and each object computes its own Ө i is locally. Fig. 4a shows an example, where p1 -p7 start at positions p1(0)-p7(0), and receive thresholds Ө 1-Ө7 from the server, respectively. version of HC, hereafter referred to as HC*. HC* computes exactly the same result as HC and performs the same iterations, but visits only a fraction of the data set in each iteration. HC*exploits the fact that the point assignment for the seed is usually similar to the converged result.
Threshold Assignments

Mathematical Formulation of Thresholds
The threshold assignment routine takes as input the objects locations P ={p1,p2...pn} and the k-means set M ={m1,m2,…mk}, and outputs a set of n real values Ө={ Ө1, Ө2.. Өn}, i.e., the thresholds. We assume that the average time interval between two consecutive location updates of each object pi is proportional to Өi. Intuitively, the larger the threshold, the longer the object can move in an arbitrary direction without violating it. Considering that all objects have equal weights, the (minimization) objective function is ∑ n i=1 1/ Өi ZDT relies on the assumption that each center is the centroid of its assigned points. To bridge this gap, we split the tolerance ∆ into ∆= ∆1+ ∆2, and specify two constraints called the geometricmean (GM), and the CC constraint. By applying ZDT on the input P and M , and using ∆2 as the radius of the CCs 
Dissemination of Thresholds
After computing the thresholds, the server needs to disseminate them. We propose two approaches ,depending on the computational capabilities of the objects. The first is based on broadcasting, Initially, the server broadcasts ∆. After the first kmeans set is computed, the broadcast information includes the center set M, ∆1.Each object computes its own threshold based on the broadcast information.
The second approach assumes that objects have limited computational capabilities. Initially, the server sends ∆1 to all objects through singlecast messages. In subsequent updates, it sends the threshold to an object only when it has changed. Note that most objects, besides those in P move , have identical threshold. ∆1. usually Pmove is only a small fraction of P.Therefore, the overhead of sending these the thresholds is not large. Let P u be the set of objects that have issued updates, and Ө old be the set of thresholds before processing these updates. After reevaluating the k-means, the server computes the set of thresholds Ө new for all objects. Then, it constructs the threshold set Ө as follows: For each point in P u , its threshold in Ө new is the same as in , whereas all other thresholds remain the same as in Ө old . If Ө new is valid, i.e., each threshold is nonnegative, the server disseminates Ө new to objects in P u ; otherwise, it disseminates Ө new to all affected objects.
Experimental Evaluations
Comparing TKM against REF using two data sets.In the first one, denoted as spatial, we randomly select the initial position and the destination of each object from a real data set, California Roads illustrated in Fig. Each object follows a linear trajectory between the two points. Upon reaching the endpoint, a new random destination is selected and the same process is repeated. The second data set, denoted as road , is based on the generator using subnetworks of the SanFrancisco road map (illustrated in Fig. 10b ) with about 10,000 edges. Specifically, an object appears on a network node, completes the shortest path to a random destination and then disappears. In both data sets, the coordinates are normalized to the range [0..1] on each dimension, and every object covers distance 1/1,000 at each timestamp.
. In spatial, movement is unrestricted; whereas in road, objects are restricted to move on the network edges. REF employs HC to recompute the k-means set, whereas TKM utilizes HC*. Since every object moves at each timestamp, there are threshold violations in most time-stamps, especially for small tolerance values. This implies that TKM usually resorts to recomputation from scratch and the CPU gains with respect to REF are mostly due to HC*.For the dissemination of thresholds, we use the single-cast protocol, where the server informs each object individually about its threshold. Table  1 summarizes the parameters
Conclusions
This paper proposes TKM,which achieves considerable savings by assigning each object a threshold, such that the object needs to inform the server only when there is a threshold violation. Here we develop an optimized HC technique for reducing the CPU cost, and discuss optimizations of TKM for the case that object speeds are known. Finally, we design different threshold dissemination protocols depending on the computational capabilities and use multiple servers for monitoring locations of distinct set of objects and their updates when it crosses the range boundary.
This work can extend the proposed techniques to related problems. For instance, kmedoids .
