Some display color-characterization models are not easily inverted. This work proposes ways to build geometrical inverse models given any forward color-characterization model. The main contribution is to propose and analyze several methods to optimize the 3-D geometrical structure of an inverse color-characterization model directly based on the forward model. Both the amount of data and their distribution in color space is especially focused on. Several optimization criteria, related either to an evaluation data set or to the geometrical structure itself, are considered. A practical case with several display devices, combining the different methods proposed in the article, are considered and analyzed.
Introduction
The goal of color characterization of display devices is to define the relationship between the device-dependent color space, typically RGB, and a device-independent color space, typically CIEXYZ or CIELAB, based on a standard CIE colorimetric observer describing the perceived color. 1 This relationship has two directions. The forward transformation aims to predict the displayed color for any set of digital values input to the device, i.e., a triplet (d r , d g , d b ). The inverse transformation provides the set of digital values to input to the device in order to display a desired color. Among the models or methods used to achieve color characterization, we can distinguish two categories. The first one contains models that are analytically invertible, [2] [3] [4] [5] [6] [7] [8] such as the PLCC (piecewise linear assuming chromaticity constancy), the black corrected PLCC*, the GOG (gain-offset-gamma) or GOGO (gain-offset-gamma-offset) models. The second category contains the models or methods which are not analytically invertible. Models of this second category require other methods to be inverted. We can list some typical problems and methods used to invert these models:
᭹ A condition has to be verified, such as in the masking model. 9 ᭹ A new matrix might have to be defined by regression in numerical models. 10,7,8,11 ᭹ A full optimization process has to be set up for each color, such as in S-curve model II, 12, 13 in the modified masking model, 9 or in the PLVC (piecewise linear assuming variation in chromaticity) model. 3,6 ᭹ The optimization process can appear only for one step of the inversion process, as in the PLVC 3 or in the S-curve I 12,13 models.
᭹ Empirical methods based on 3-D LUT (lookup table) can be inverted directly, 14 using the same geometrical structure. In order to have a better accuracy, however, it is common to build another geometrical structure to yield the inverse model. For instance, it is possible to build a draft model to define a new set of color patches to be measured. 15 The computational complexity required to invert these models makes them seldom used in practice, except the full 3-D LUT whose major drawback is that it requires a lot of measurements. However, these models do have the possibility to take into account more precisely the device color-reproduction features, such as interaction between channels or chromaticity inconstancy of the primaries. Thus, they are often more accurate than the models of the first category.
Given any of these models, we propose here to build a geometrical inverse model based on an optimized tetrahedral structure generated from the forward model, such that no more measurements than the ones needed to set up the forward model are required.
The main contribution of this work is to propose and discuss some algorithms allowing the establishment of the optimized geometrical structure of such an inverse model. This work follows and completes a preliminary study which has been presented earlier. 16 Two main grid features are studied, as well as the number of points used and their distribution.
In the following, we first introduce our general framework, modeling the problem and introducing notations. We then propose several methods to optimize both the number and the distribution of data used to build this inverse model. Finally, we present results on the inversion of the PLVC forward model applied to several display devices.
Background work
Building an inverse color-charaterization model based on a 3-D LUT is not new. Such a model is defined by the number and the distribution of the color patches used in the LUT, and on the interpolation method used to generalize the model to the entire space. In this section, we review some basic tools and methods. We distinguish between works on displays and more general works which have been performed in this way either in a general purpose or especially for printers. We present in detail the tetrahedral structure we used as a basis of our work. Our method to obtain the inverse model is based on the use of a forward model and on the refinement of the grid in the destination space rather than in the source space. We have chosen the PLVC model as forward transform, which is described in the second part of this section.
Building an inverse model based on a 3-D LUT
3-D LUT inverse models in displays are often based on the measurement of a defined number of color patches, i.e., we know the transformation between CIELAB and RGB in a small number of color-space locations. Then, this transformation is generalized to the entire color space by interpolation. Previous studies assess that these methods achieve good results for display devices, 14, 15 depending on the combination of the interpolation method used, 17, [24] [25] [26] 22 the number of patches measured, and on their distribution 15 (some of the interpolation methods cited above cannot be used with a non-regular distribution). However, to be precise enough, a lot of measurements are typically required, e.g., a 10 × 10 × 10 grid of patches measured in Bastani's paper. 14 Note that such a model is technology independent since no assumption is made about the device, only that the display will always have the same response as at the measurement location, i.e., that it is spacially uniform. Such a model needs high storage capacity and computational power to handle the 3-D data. The computational power is usually not a problem since graphic processor units (GPU) can perform this type of task easily today. The high number of measurements needed is a greater challenge. The problem of measurement is even more restrictive for printers and many works have been carried out in using a 3-D LUT for the color characterization of these devices. Moreover, since printer devices are highly non-linear, their colorimetric models are complexe, and it has been customary in the last decade to use a 3-D complex LUT for the forward model, created by using an analytical forward model; both to reduce the amount of measurement and to perform the color-space transform in a reasonable time. The first work we know about creating a LUT based on the for-ward model is a patent from Stokes. 27 In this work, the LUT is built to replace the analytical model in the forward direction. It is based on a regular grid designed in the printer CMY color space, and the same LUT is used in the inverse direction, simply in switching the domain and co-domain. Note that in displays, the forward model is usually computationally simple and that we need only to use a 3-D LUT for the inverse model. The uniform mapping of the CMY space leads to a non-uniform mapping in CIELAB space for the inverse direction, and it is common now to re-sample this space to create a new LUT. To do that, a new grid is usually designed in CIELAB and is inverted after gamut mapping of the point located outside the gamut of the printer. Several algorithms can be used to re-distribute the data [28] [29] [30] and to fill the grid. [31] [32] [33] Returning to displays, let us call source space the independent color-space CIELAB (or either CIEXYZ), the domain from where we want to move and destination space, the RGB color space, the co-domain, where we want to move to. If we want to build a grid, we then have two classical approaches to distribute the patches in the source space, using the forward model. One can use directly a regular distribution in RGB and transform it to CIELAB using the foward model; this approach is the same as used by Stokes for printers, 27 and leads to a non-uniform mapping of the CIELAB space which leads to inaccuracy for the inverse direction. An other approach can be to distribute the patches regularly in CIELAB, following a given pattern, for instance following Stauders 15 for an hexagonal structure or any of the methods used in printers. [28] [29] [30] Then, an optimization process using the forward model can be performed for each point to find the corresponding RGB value.
The main idea of the method and the notation we used are the following: One can define a regular 3-D grid in the destination color space (RGB). This grid defines cubic voxels. Each one can be split into five tetrahedra. This tetrahedral shape is preserved within the transform to the source space (either CIEXYZ or CIELAB). Thus, the model can be generalize to the entire space, using tetrahedral interpolation. 17 The generalized way to define such a grid is to take directly a linear distribution of points on each digital R, G, and B axis as seeds and to fill up the rest of the destination space ( Fig. 1) . A tetrahedral structure is then built with these points. The built structure is used to retrieve any RGB value needed to display a specific color inside the device's gamut. The more points are used to build the grid, the more the tetrahedra will be small and the interpolation accurate.
In this work, we characterize such a grid by N rgb = N r + N g + N b , where N r (resp., N b , N g ) is the number of steps along channel R (resp., G, B). Each vertex is defined by Once this grid has been built, we define the tetrahedral structure for the interpolation following Kasson et al. 17 Then we use the forward model to transform the structure into CIELAB colorspace (see Fig. 2 ). We have built an inverse model.
According to the non-linearity of the CIELAB transform, the size of the tetrahedra is not anymore the same as it was in RGB. In the following section, we propose to modify this framework to make this grid more homogeneous in the source color space where we perform the interpolation, this should lead to a better accuracy, following Ref. 29.
2.2
The PLVC model 6 have proposed a modification of this model including a black correction. Other studies has been performed on different display technologies. 20, 21, 23 This model does not consider the channel inter-dependence, but models the chromaticity shift of the primaries. In this section we present this model and the features which characterize it. Knowing the tristimulus values X, Y, and Z for each primary as a function of the digital input, assuming additivity, the resulting color tristimulus values can be expressed as the sum of tristimulus values for each component (i.e., primary) at the given input level. The black level is removed from all measurements which define the model in order not to include it several times and is added back at the end to return to a correct standard observer color space. 6, 20 The model is summarized and generalized in Eq. (1) for N primaries and illustrated in Eq. (2) for a three primaries RGB device, following an equivalent formulation as the one given by Jimenez del Barco et al. 6 For an N primaries device, we consider the digital input to the i-th primary, d i (m i ), with i an integer ∈ [0, N], and m i an integer limited by the resolution of the device (i.e., m i ∈ [0,255] for a channel coded on 8 bits). Then, a color XYZ(...,d i (m i ),...) can be expressed by (1) with X k , Y k , Z k the N-tuplet defined by a (0,...,0) input.
We illustrate this for a three-primary RGB device, with each channel coded on 8 bits. The digital input are d r (i), d g (j), d b (l), with i, j, l integers ∈ [0,255]. In this case, a XYZ[d r (i), d g (j), d b (l)] can be expressed by (2) Previous studies of this model have shown good results, especially on dark and mid-luminance colors. When the colors reach higher luminances, the additivity assumption is less true for CRT technology. Then the accuracy decreases (depending on the device properties). More precisely, Post and Calhoun 3,20 stated that chromaticity error is lower for the PLVC than for the PLCC in low luminances. This is due to the setting of primary chromaticities at maximum intensity in the PLCC. Both models show inaccuracy for high luminance colors due to channel inter-dependence. Jimenez del Barco et al. 6 found that for CRT technology, the higher level of brightness in the settings leads to a non-negligible amount of light for a (0,0,0) input. This light should not be added three times, and they proposed a correction for that. They found that the PLVC model was more accurate in medium-to-high luminance colors. Inaccuracy is more important in low luminances, due to inaccuracy of measurements, and in high luminances, due to channel dependencies. These results are generalized for other technologies in Ref. 23 .
The inversion of this model is more troublesome than for matrix-based models such as the PLCC. For a three-primary display, according to Post and Calhoun, 3 it can be performed, defining all subspaces defined by the matrices of each combination of measured data (the intercepts have to be subtracted, and once all the contributions are known, they have to be added). It is also possible to perform an optimization process for each color 6 or to define a grid in RGB which will allow us to perform the inversion using 3-D interpolation. Note that Post and Calhoun have proposed to define a full LUT considering all colors. They stated themselves that it is inefficient. With the method proposed in this paper, we are able to define an optimized reduced grid in RGB which will allow us to inverse this model.
3

Method proposed
Beginning with a regular grid in the destination space, our goal is to transform this regular cubic structure into a rectangular one, in order to make it more uniform or better in the source space. We propose to approximate an homogeneous grid in the source space using only a few number of parameters. Note that this approach ressembles, but differs from the existing methods in the way that we do not modify the grid in the source space but directly and firstly in the destination space. This leads to some differences: first, no gamut mapping is required to map the points which rise up outside the gamut during the creation of a grid in the source space. Secondly, the grid is taken in its globality and we will not reach a perfect uniformity in the source space, only a rough approximation of it, depending on the function we use. Thirdly, the order between data is preserved, which leads to an easier indexation of the tetrahedra. In order to build a more uniform grid in the source color space, we propose to assume that ᭹ The number of steps has not necessarily to be the same along each primary in the destination space, then N r ≠ N g ≠ N b . ᭹ The steps have not to be regularly spaced along a primary in the destination space, but they can be defined such as
f could be any simple function, either a power function with one constant parameter or an S-shaped curve function with one to three constant parameters. Let us say that this function has M parameters, then the number of parameters used to set-up the distribution of the grid points is P = 3 × M.
We make the hypothesis that if we can find the good function f, and the good number of steps, different for each primaries, the structure defined by the 3-D grid will become more homogeneous in the source space and will allow us to have a better inversion map. By extension, we assess that if we can build a "better" grid in the source space, the inversion will become better. The purpose of the next subsection is to define what a better grid is.
Estimation of the grid quality
A better grid can be defined in various ways. The straightforward way to assume that a grid is better is to assume that it is more regular in the source space, then some geometrical indicators should be used as cost functions to estimate the function f. It could also be a structure well designed for a given application, then an evaluation data set could be required. For a given number of steps along each channel, we have P values to optimize. The optimization process enables us to re-distribute the steps in the destination space, so we adapt the tetrahedral structure in the source space.
We propose below three criteria as cost functions. One is directly linked with the geometrical structure of the grid.
Others are linked to the result of the inverse model for an evaluation set of patches.
Criterion defined by the geometrical properties of the structure
The first type of cost functions we consider contains the functions directly characterizing the geometry of the grid. The one we have used is the variance of the length of the tetrahedron's edges of the geometrical structure in the source space. If we minimize this function, the tetrahedron of the grid will have more or less the same shape. Using this criterion, we want to reduce the heterogeneity of the interpolation error throughout the space, and so to minimize the error of the model. We call this criterion "Edges" in the following.
Criterion linked with an evaluation data set
The cost functions of the second type affect the structure indirectly. We used an evaluation data set and tried to minimize either the maximum error or the average error of the model for this data set. The evaluation data were 100 meas-
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A remark has to be done first about the choice of the evaluation data set. As the data are distributed in the destination space, they are not well distributed in the source space. That means that these indicators are not trying to homogenize the grid in the source space. If the goal is to homogenize the grid in the source space, then the data set has to be equiprobably distributed in this space. However, minimizing the feature for an evaluation data set optimizes the grid for instance for a special type of images or for a sequence of a movie for one given device.
A second important thing to notice here is that even if the color of the training (or evaluation) data set belongs to the gamut of the device, since they are defined in RGB, it is not obvious that it belongs to the gamut defined by the forward model (see Fig. 3 ). Indeed, due to the forward model's failure, some colors could be out of the grid; thus, a gamut mapping is required. For instance, if the forward model does not take into account interaction between channels, some colors could have more (or less) luminance than the forward model can predict and then be outside of the grid.
In our previous study 16 we noticed that the optimization algorithm was trying to refine the grid around these colors where, for some displays, a critical maximum error was coming from the mapping of a color from the evaluation data set. This effect appears especially for the "Max" criteria.
Since the model and the features seem not to be directly related with a derivable function, we have chosen a numerical optimization method. We used the globalized Nelder-Mead simplex downhill algorithm. 18 This fits well with our problem, and we can use it easily with P variables to optimize. Let us notice that criteria = G(p) is the function to minimize, with p a vector of dimension P.
To give an exemple, let us consider N rgb = 15, N r = N g = N b = 5, in minimizing the aforementioned functions, we can retrieve the best parameters α, β, γ of a power function, respectively, for each channel R, G, B, which will allow to define our definitive structure (p = [α, β, γ]). In Fig. 4 , the cost function "mean" has been used, and the results obtained are a mean error of 4.13% and a maximum error of 18.83% in RGB, for a testing data set of 100 patches, while the original regular grid with the same number of patches gives a mean error of 4.50% and a maximum error of 20.79%.
Distribution of the grid seeds
In this section, we first discuss the functions we used to modify the distribution of the grid seeds along the R, G, and B axis, with an equal number of data for each axis. We then discuss the number of points that should be used along each axis, considering that these numbers could be different. We separated these steps in two different algorithms to see the influence of each of these. Both are then combined in a practical case in Sec. 4.
Static changing of the grid morphology
To redistribute the grid seeds along each channel, we used either a simple power function or an S-shaped curve. For both cases, we have fixed the condition N r = N g = N b , in order to limit the number of parameters and for modeling purpose. Let us investigate on the criterion used to find the function parameters and on the value of N rgb . ᭹ Power function: the grid seeds are expressed as
As our digital values are normalized, the power function follows the requirements defined in Eq. (3). There are three parameters to optimize. 
The gamut generated with the PLVC forward model does not correspond exactly with the device gamut. Then some colors inside the true device gamut have to be mapped inside the geometrical structure to be transformed into RGB values. On these figures, one can see that some measured colors defined by some RGB values does not belong to the gamut defined by the forward model. such that the curve stays inside [0,1]. There are as well three parameters to optimize. Note that we have chosen a simple expression for the sigmoid, in order to have only one parameter for each channel to optimize. This reduces the freedom of the function, but makes the method easier to explain and understand.
Let's illustrate the method. Using a power function, the grid is defined by N rgb and by the optimization of α, β, γ values. Figure 4 illustrates this construction for N rgb = 15, i.e., N r = N r = N r = 5. Using the criterion "Mean," we found α = 1.23, β = 1.27, γ = 1.
Spreading of the grid seeds
An equal number of steps along each R, G, and B channel is not sufficient a priori to reach the homogeneity in CIELAB, even if they are not distributed linearly. Thus, we propose a second way to build the geometrical structure which consists in distributing the steps along each channel in the best way whitout the condition N r = N g = N b . We used a brute force approach for this task. Given a number of points, we tried the possibilities sequentially such as N rgb = N r + N g + N b and we selected the best combination, considering the chosen cost function. To study the effect independently of the previous proposition, we distributed in a first time the steps regularly along each channel.
Results
We have defined two ways to build a geometrical structure considering a given criterion. One is based on the static changing of the morphology of the grid in the destination space. The other focuses on the number of steps along each axis in the destination space. In this section, we present the results obtained for each method developped to study the influence of both distributions. We study these methods in function of the total number of steps used to build the grid. We then present a practical case where the two methods are combined to build the best geometrical structure considering the distribution of the points in the destination space for a given number of points and for a given criterion. In order to analyze the results, we have chosen one forward model, the PLVC which assumes independence between channels, but takes into account the chromaticity shift of primaries. This model has been presented in Sec. 2. Results and analysis considering this model in the forward direction and for the displays we tested can be found in Ref. 23 . For the forward model, the A k , A ∈ {X, Y, Z}, were obtained by accurate measurement of the black level. In this work, the [A(d i (j)) -A k ], were obtained using Akima spline interpolation 22 with the measurement of a ramp along each primary. Note that any 1-D interpolation can be used. Practically, we used a bounding box centered on the color we wanted to display to determine the tetrahedron it belongs to. Then a linear tetrahedral interpolation is performed. 17 In the case of a point out of the grid, i.e., out of gamut, we performed a simple clipping toward the 50% luminance. Since our data set is defined in RGB, the gamut clipping happens only when the forward model fails.
We show and discuss results obtained for the inversion of the PLVC model. We tested the algorithms on three displays, a tri-LCD projector 3M-X50 (PLCD), a CRT monitor Philips 107s (MCRT), and a LCD monitor DELL 1905FP (MLCD). The measurements of the color patches were taken using the spectroradiometer CS-1000 from Minolta.
Static changing of the grid morphology
This part discusses results with the first method proposed in Sec. 3.2. We consider an equal number of steps along each primary, and we distribute them using a function which parameters were found using an optimization process. In Fig. 5 , one can see the evolution of the accuracy of the model in function of the number of steps used. All combinations between the functions and the criterion used are presented. The reference is the regular grid.
In general, it is hard to say that one criterion combined with one type of function performs much better than the other possibilities.
The criterion "Edges" does not seem to give really good results neither in average nor in maximum error except for the CRT display when it is combined with the S-shaped curve. It is possible that this is the result of the testing data set which was equiprobably spreaded in RGB.
For PLCD [ Fig. 5(a) ], criteria based on a training data set gives equal or better results than the regular grid, generally following the cost function used. However, one can see that the combination of the criterion "Max" and a power function gives a good compromise in both the average and maximum error for this display. This combination performs better than a regular grid. The difference is major for a reduced grid; for instance, with N rgb = 30, the regular grid gives an average error of about 1.5%, the "Edges" criterion an error of 2% to over 3% depending on the function used, while all the other methods with the "Mean" and the "Max" criteria give an average error of 1-1.5%. If we look at the maximum error for the same N rgb , the regular grid gives an error over 6.5%, the refinement of the grid using the training data set gives an error of 3-4%. That means that we reduced the maximum error by a factor of two for this case. The criterion "Edges" gives a maximum error higher than the error of the regular grid.
For MLCD [ Fig. 5(b) ], we notice the fast convergence of the maximum error for all methods (the regular grid included). This is possibly due to the gamut mapping due to the failure of the forward model. For this device and N rgb = 30, we notice that the sigmoid used gives better results than the regular grid (from around 3-2.6%) whatever the "Max" or "Mean" criterion we used.
MCRT [Fig. 5(c) ] shows that, on this device, the regular grid gives better results than the others and that "Edges" criterion seems to perform well on it, combined with a S-curve. However, if we look at the results for N rgb = 45, the sigmoid combined with the criteria based on the training data set gives better results, reducing the error from 3% to 2.4 and 2.5%.
When the number of points increases, all methods seem to converge. All are going towards the same accuracy. Note that the "Edges" criterion combined with a power-shaped curve converge more slowly than the other for PLCD.
Looking at these data, we can not say in general: "this criterion and this function is the best combination for any display." In particular, for a given amount of steps, a difference appears, but nothing that can be generalized.
The algoritm can fall into local minima for the "Mean" and more often for the "Max" criteria, depending on the seeds given for the optimization. However, the "Edges" criterion is very stable despite a not so good general result. The fall into local minima explains the shape of the curves which are not, in many cases, decreasing with increasing N rgb .
Spreading of the grid seeds
This subsection discusses results obtained with the second method proposed in 3.2. Considering the total number of steps, we distributed them along each channel such that the cost function is minimized. We do not discard this criterion, however, because it can be valuable for other displays or other evaluation data sets. We do not put aside that this criterion can be valuable for other displays or other evaluation data set. Looking at Fig. 6 , it appears that the "Mean" criterion performs slightly better than the "Max," since the convergence of the maximum error is fast. However, for PLCD [ Fig. 6(a) ], the average error remains quite similar for the three methods used, and, a better compromise provided by the "Mean" criterion, the "Max" criterion permits a slight reduction in the maximum error (from twice to once if we look at a grid of N rgb = 60, comparing it with the regular grid). For MLCD and MCRT [Figs. 6(b) and 6(c)], the maximum error converges fast, and the "Max" criterion seems to be weak. Looking at the results for the "Mean" criterion, one can say that it follows the regular grid for MLCD. However, it decreases the average error for a midsized grid of N rgb = 45 with MCRT from 3.2 to 2.7%. One can see that the sigmoid function with the "Mean" criterion performs generally better than the others for both the maximum and the mean error.
4.3
A practical case
In this section, we propose to evaluate a practical case, combining both approaches previously defined. We fixed a number of steps, N rgb = 90, which appears to us to be a good compromise between the size of the structure and the optimization facilities, i.e., smaller, it is a loss of accuracy for nothing, bigger, there will be no interest in optimizing it, then a regular grid should be enough compared with the cost of the optimization. We retrieve the best function to define each axis of the destination space, considering the different criteria. We have chosen to select the best one with regard to the mean error estimation, but it is also possible to consider that the maximum error is more important, depending on the application. We keep both the power and the sigmoid functions. We then look for the best spreading of steps along channels, still with regard to the mean error of the model. The result gives us the optimized geometrical structure for this given number of points and for the display considered. We compare it with the regular grid which is still our reference. Results of the inverse model estimation are presented in Table 1 .
This table shows that simply using the same amount of steps for each channel and a power or a sigmoid function to distribute them could be pretty efficient and could be the best solution for some displays, such as an MLCD where it is the best grid. In this case, we reduce the error by 0.28%, which is relatively a gain of accuracy of almost 10%. Some accuracy can be won in spreading the steps after having applied the function, such as for a PLCD and MCRT. For the first one, we go from 0.69% with a regular grid to 0.66% using a power to 0.59% in spreading the steps, which is a relative improvement of around 15.5%. Not that for this display, before spreading, the best function to step the points is the sigmoid with an error of 0.64%, but after spreading the best result is given by the power function. In other words, the best function should not be chosen at the first step of the algorithm. For MCRT, we go from 2.58 to 2.54 using a power-shaped function to 2.50 in spreading the steps, showing a relative gain of 3%.
The same analysis can be performed for the maximum error. In our data, the smaller maximum error found is when we use the same method, but it is not obvious that this will happen all the time. For instance, looking at a MCRT with a sigmoid function and a spreading, the errors mean and To summarize, with the displays we studied, we found a better LUT than the regular one in all the cases with a different gain in accuracy. We do not put aside that the regular grid can be the best one for a given display.
In Table 2 , we show the spreading of the steps along each axis. For the PLCD, it seems that the green channel requires a more accurate discretization than the two others, but looking at the other displays, this can not be generalized. It appears that in using a linear distribution or a powershaped one, the spreading takes quite the same shape, with different strengths. While in using a sigmoid, the spreading is totally different. Note that for the MLCD, the best spreading scheme is the equibalanced one. In general, it seems that no spreading scheme can be recommended a priori.
To conclude with the obtained results, no a priori function or spreading scheme can be recommended. It has to be device dependent. Furthermore, it seems that it is not technology dependent, since the two LCDs show different behavior (but one is a projector, the other a monitor, so no hasty judgement should be taken). It appears that the best of the grids defined with our methods should be selected with a test, and actually this is what we do to assess their quality.
Conclusion
We proposed some methods to build an optimized geometrical structure in order to invert any display color-characterization forward model. We used several criteria linked with the grid itself or with an evaluation data set. We focused on how to distribute the steps on the destination space axis in order to have the better grid in the source space, both in using a power or a sigmoid function and in spreading the steps in a non-uniform way along the axis. We studied a practical case, considering a forward model, a number of steps, and a feature to optimize for three displays. The results obtained with the proposed methods in the practical case are all better than the regular grid, and the relative gain in accuracy is not negligible, from 3% in the worst case to up to 15.5% in the best case. However, some further work could be done concerning on the criteria used, especially for the ones related to the grid features, and on the training data set. Moreover, since the function used to distribute the steps on the axis could have more parameters, we are thinking about the function of higher order (monotonically increasing) or simply a more-complex S-shaped curve.
We also do believe that this method to build and select the optimized structure to invert the colorimetric model can be applied to any output color device, such as printers. 1 -A practical case, given N rgb = 90, considering the criterion "Mean" and the different functions, we find the best grid for minimizing the average error for the three displays studied. 
