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Estimates at or beyond endpoint in harmonic
analysis: Bochner-Riesz means and spherical means
Shunchao Long
Abstract
We introduce some new functions spaces to investigate some prob-
lems at or beyond endpoint. First, we prove that Bochner-Riesz
means BλR are bounded from some subspaces of L
p
|x|α to L
p
|x|α for
n−1
2(n+1)
< λ ≤ n−1
2
, 0 < p ≤ p′λ =
2n
n+1+2λ
, n( p
pλ
− 1) < α < n( p
p′
λ
− 1),
and 0 < R <∞, and so are the maximal Bochner-Riesz means Bλ∗
for n−1
2
≤ λ <∞, 0 < p ≤ 1 and −n < α < n(p−1). From these we
obtain the Lp|x|α-norm convergent property of B
λ
R for these λ, p, and
α. Second, let n ≥ 3, we prove that the maximal spherical means
are bounded from some subspaces of Lp|x|α to L
p
|x|α for 0 < p ≤
n
n−1
and −n(1− p
2
) < α < n(p−1)−n. We also obtain a Lp|x|α-norm con-
vergent property of the spherical means for such p and α. Finally,
we prove that some new types of |x|α-weighted estimates hold at
or beyond endpoint for many operators, such as Hardy-Littlewood
maximal operator, some maximal and truncated singular integral
operators, the maximal Carleson operator, etc. The new estimates
can be regarded as some substitutes for the (Hp, Hp) and (Hp, Lp)
estimates for the operators which fail to be of types (Hp, Hp) and
(Hp, Lp).
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1. Introduction
It is well-known that the Lebesgue spaces Lp = Lp(Rn) play an important role
in harmonic analysis. A lot of problems are solvable on Lp, but usually only for p
in certain subinterval (A,A′) of (0,∞), not outside of (A,A′) (i.e. not at or beyond
endpoint). For example, Lp-inequalities hold for Carleson operator for p in E = (1,∞),
Bochner-Riesz means in E = ( 2n
n+1+2λ
, 2n
n−1−2λ
) (conjecture, 0 < λ ≤ n−1
2
), the maximal
spherical means in E = ( n
n−1
,∞), Hardy-Littlewood maximal operator in E = (1,∞),
etc, but do not for p in R\E (see [59]). The boundedness properties of these operators
are related to the corresponding convergence problems, respectively (see [60, 61]).
Generally, A and A′ are called endpoints.
When p is at or beyond endpoint, many operators are unbounded on Lp, so Lp
are too large to be the domains of these operators, yet too small to be the range
since the target spaces of such operators exceed Lp. Therefore, one generally looks for
some larger spaces than Lp as the range spaces of these operators. The weak-Lp are
suitable substitutes for Lp for some operators, for example, weak-L1 for L1 for Hardy-
Littlewood maximal function Mf which is of weak-type (L1, L1). On the other hand,
it is also natural to look for some subspaces of Lp from which the operator considered
is bounded. A famous example of such subspaces is the classical Hardy spaces Hp with
0 < p ≤ 1 which are some subspaces of Lp . They are suitable substitutes for Lp for
many questions when 0 < p ≤ 1, for example, for the boundedness estimates of certain
singular integral operators. These operators are of type (Hp, Lp) when 0 < p ≤ 1 (see
[59]).
But, Hp, 0 < p ≤ 1, are still not suitable for a lot of problems in harmonic analysis,
such as the convergent of Fourier series and Bochner-Riesz means at the critical index,
the boundedness property of Hardy-Littlewood maximal operator, etc. At the same
time, Hp = Lp when p > 1, naturally, Hp are not suitable for the problems beyond
endpoint which is larger than 1, such as the convergent of Bochner-Riesz mean when
the index λ is less than the critical index n−1
2
and 1 < p ≤ p′λ =
2n
n+1+2λ
, the spherical
means when 1 < p ≤ n
n−1
, etc.
In fact, when p is at or beyond endpoint, both weak-Lp and Hp are not suitable for
a lot of problems such as boundedness properties of the maximal Bochner-Riesz mean,
the maximal spherical means and the Carleson operators, since the maximal Bochner-
Riesz mean as 0 < p ≤ p′λ (see [62, 66]), the maximal spherical means as 0 < p ≤
n
n−1
(see [59]) and Carleson operators as 0 < p ≤ 1 (see [34]) fail to be of both weak-type
(Lp, Lp) and type (Hp, Lp).
A natural question is then how to extend the known solutions of these problems to
the cases of at or beyond endpoints.
Surprisingly to me, we see here that a lot of problems are solvable at or beyond
endpoints if we consider the weighted Lebesgue spaces Lp|x|α, i.e. the problems are
solvable on some subspaces of Lp|x|α. L
p
|x|α may be more suitable functions spaces to
study certain problems beyond endpoint than the non-weighted ones.
In this paper we will study some problems at or beyond endpoint such as bounded-
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ness properties of Bochner-Riesz means, the maximal spherical means and many other
operators arising in harmonic analysis, and norm convergent.
To this end, we will introduce some new functions spaces BLp,s|x|α (in fact, they were
first introduced by the author himself in [39]). One maybe initially want to use these
spaces as some subspaces of Lp, liking Hardy spaces Hp (which are subspaces of Lp, as
we know) and the block spaces Bs introduced in [69] (which are subspaces of L
1), since
they are analogous to the atom-Hp and Bs. However, we see here that these spaces
are subspaces of Lp|x|α for certain ranges of p, α and s, and are very useful when they
are used as subspaces of Lp|x|α.
The estimates of Carleson operators and a.e. convergent problems will be considered
in our next paper.
I am greatly indebted to J.Wang and D.S.Fan for helpful discussions and constant
support, and to X.C.Li for useful discussions and suggestions when I visited him in
2006.
1.1 Bochner-Riesz means
The Bochner-Riesz means in Rn are defined as
(BλRf )ˆ(ξ) = (1− |ξ/R|
2)λ+fˆ(ξ), λ ≥ 0, 0 < R <∞,
whereˆdenotes the Fourier transform. By a simple argument, that BλRf converges to
f in Lp-norm as R tends to ∞ is equivalent to the boundedness in Lp of Bλ1 (see [59]),
i.e.
‖Bλ1 f‖Lp ≤ C‖f‖Lp. (1.1)
A great deal has been already known about (1.1). Bochner [3] proved that (1.2)
holds for λ > (n− 1)/2 and 1 ≤ p ≤ ∞. For 0 < λ ≤ (n− 1)/2, Herz [28] showed that,
if (1.1) holds, then
2n
n + 1 + 2λ
= p′λ < p < pλ =
2n
n− 1− 2λ
. (1.2)
Since then, a famous conjecture states that
Bochner-Riesz conjecture For 0 < λ ≤ (n − 1)/2, (1.1) holds under condition
(1.2).
This conjecture was completely proved in R2 by Carleson and Sjo¨lin [10], see also
[21], [16] and [31]. In the higher dimensions, it is still open, but there are several
results. Stein [63] showed that, for 0 < λ ≤ (n − 1)/2, if 2(n−1)
n−1+2λ
< p < 2(n−1)
n−1−2λ
, then
(1.1) holds, and this includes that the conjecture is true for λ = n−1
2
. The argument
of Fefferman and Stein [22] and the restriction theorem of Tomas and Stein [76] imply
the case of n−1
2(n+1)
< λ, and Lee [35] extended this to the case of n−2
2(n+2)
< λ.
See also [4], [5], [78], [73], [74] and [75] for some specific progress in R3.
A natural endpoint version of the Bochner-Riesz conjecture is the statement that
Endpoint Bochner-Riesz conjecture For 0 < λ ≤ (n− 1)/2 and p′λ =
2n
n+1+2λ
,
Bλ1 is of weak-type (L
p′λ , Lp
′
λ).
The endpoint conjecture was proved in two dimensions by Seeger [51], for n−1
2(n+1)
<
λ ≤ n−1
2
by Chist [11, 12] and for λ = n−1
2(n+1)
by Tao [71] in the higher dimensions.
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And Tao [72] showed that the weak-type endpoint Bochner-Riesz conjecture is
equivalent to the standard Bochner-Riesz conjecture.
But, beyond endpoint, i.e. p < p′λ, it seems that B
λ
1 fails to be of weak-type (L
p, Lp)
for λ ≤ (n − 1)/2, for example, it is known that Bλ1 fails to be of weak-type (L
1, L1)
for all λ < (n− 1)/2.
Question A natural question is then what happens beyond the endpoint, i.e. for
0 < p < p′λ =
2n
n+1+2λ
, 0 < λ ≤ n−1
2
.
For the question above, it is natural to consider the Hardy spaces Hp when p ≤ 1.
Stein, Taibleson and Weiss [67] considered this and obtained some Hp estimates of Bλ1 ,
but only for λ ≥ n−1
2
. Unfortunately, Hp is not suitable for the norm convergence of
BλR, even for λ =
n−1
2
. In fact, by a result of Stein [62] (see also [50] for the weighted
case), there exists a function f ∈ H1 such that
lim sup
R→∞
B
(n−1)/2
R f(x) =∞, a.e..
This implies that the convergene of B
(n−1)/2
R f(x) to f(x) in L
1 fails as R→∞. At the
same time, Hp = Lp when p > 1, so Hp is not a suitable space for the norm convergence
of BλR at this time.
Although we did not find the subspaces of Lp we are looking forward to here, but
to our surprise, we found that there exist some subspaces of Lp|x|α so that B
(n−1)/2
R f(x)
converges to f(x) in Lp|x|α for the functions f in these subspaces for p ≤ p
′
λ, i.e. at or
beyond endpoint.
The question above has also been studied for the radial functions and p > 1 in [1],
and a weighted inequality has been obtained for Bλ1 .
The weighted estimate of Bλ1 for p in the range (p
′
λ, pλ) has been investigated by
several authors. For p = 2, Rubio [49], Hirschman [29] showed that Bλ1 is bounded on
L2|x|α provided λ <
n−1
2
and n( 2
pλ
− 1) = −1− 2λ < α < 1 + 2λ = n( 2
p′
λ
− 1). Carbery,
Rubio, and Vega [9] proved that the maximal Bochner-Riesz mean Bλ∗ = supR>0 |B
λ
R|
is bounded on L2|x|α for λ > 0, p = 2 and n(
2
pλ
− 1) < α ≤ 0. For the critical index
λ = n−1
2
and 1 < p < ∞ Shi and Sun [57] proved that B
n−1
2
∗ is bounded on L
p
|x|α
provided n( p
p(n−1)/2
− 1) = −n < α < n(p− 1) = n( p
p′
(n−1)/2
− 1).
Naturally, it is conjectured that: let 0 < λ ≤ n−1
2
, p′λ < p < pλ, n(
p
pλ
− 1) < α <
n( p
p′
λ
− 1), then Bλ1 (even B
λ
∗ ) is of type (L
p
|x|α, L
p
|x|α).
Our first aim of this paper is to prove that an extension of this conjecture holds
also to the case of at of beyond endpoint p′λ, i.e. to 0 < p ≤ p
′
λ. That is
let 0 < R < ∞, and let n−1
2(n+1)
< λ ≤ n−1
2
, 0 < p < p′λ, n(
p
pλ
− 1) < α < n( p
p′
λ
− 1),
then
BλR is of type (BL
p,pλ
|x|α , L
p
|x|α)
and (1.5) below holds for all f ∈ BLp,pλ|x|α .
In fact, we have more:
let n−1
2(n+1)
< λ ≤ n−1
2
, p′λ < s < pλ, 0 < p ≤ s and n(
p
s
− 1) ≤ α < n( p
p′
λ
− 1). Then
Bλ1 is of type (BL
p,s
|x|α, BL
p,s
|x|α), (1.3)
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and let 0 < R <∞, and let n−1
2(n+1)
< λ ≤ n−1
2
, p′λ < s < pλ, 0 < p < s, n(
p
s
− 1) < α <
n( p
p′
λ
− 1) and α ≤ 0, then
BλR is of type (BL
p,s
|x|α, L
p
|x|α) (1.4)
for all 0 < R <∞, and
‖BλRf − f‖Lp|x|α → 0, R→∞ (1.5)
for all f ∈ BLp,s|x|α.
When λ = n−1
2
, these results above hold for the maximal Bochner-Riesz operators.
Noticing that n( p
p(n−1)/2
− 1) = −n and n( p
p′
(n−1)/2
− 1) = n(p− 1), we will prove that:
let λ = n−1
2
, 0 < p ≤ 1,−n < α < n(p− 1) and s ≥ pn
n+α
, then
Bλ∗ is of type (BL
p,s
|x|α, BL
p,s
|x|α), (1.6)
Bλ∗ is of type (BL
p,s
|x|α, L
p
|x|α), (1.7)
and (1.5) holds.
And when λ > n−1
2
, these results above, i.e. (1.6), (1.7) and (1.5) hold also.
1.2 Spherical means
For a locally integrable function f on Rn we define the spherical means
At(f)(x) =
∫
Sn−1
f(x− tθ)dσ(θ)
for t ∈ E ⊆ (0,∞), where dσ is the normalized Lebesgue measure on the unit sphere
Sn−1.
Stein [64] showed that
lim
t→0,t∈E
At(f)(x) = f(x) a.e. (1.8)
when E = (0,∞), provided f ∈ Lp, p > n/(n − 1) and n ≥ 3. Bourgain [6] extended
this result to the case of n = 2. Unfortunately, (1.8) fails for p ≤ n/(n− 1), see [59].
This caused a type of problems: what happens at or beyond the endpoint, i.e.
p ≤ n/(n− 1)?
It is showed that for certain subset E of (0,∞), (1.8) holds for 1 < p < ∞,
furthermore, similar results are also proved for the endpoint p = 1. In fact, when
E = {2k : k ∈ Z}, i.e. for the lacunary spherical means, (1.8) was proved by Caldero´n
[8] and Coifman and Weiss [15] for f in Lp with 1 < p < ∞, by Christ [11] for
f in Hardy space H1, and by Seeger, Tao and Wright [52] and [53] for f locally in
L log logL. When E satisfies some regularity conditions, (1.8) was proved for f in Lp
with 1 < p ≤ n/(n − 1) by Seeger, Tao and Wright in [54], and Seeger, Wainger and
Wright in [55] and [56], etc.
According to a theorem by Stein [60], pointwise convergence (1.8) for f ∈ Lp is
equivalent with a weak type (p, p) boundedness properties of the maximal function
MEf(x) = sup
t∈E
|At(f)(x)|.
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At the same time, the boundedness properties of M = M(0,∞) on L
p
|x|α were ob-
tained in [18], that is, if n ≥ 2, n/(n− 1) < p, then
M is of type (Lp|x|α, L
p
|x|α) (1.9)
for 1− n < α < n(p− 1)− p and (1.9) does not hold for α < 1− n. While for general
ME this was considered in [19].
In this paper, the second work is to extend (1.9) to p ≤ n/(n − 1), as follows: let
n ≥ 3, 0 < p ≤ n/(n− 1) and −n(1 − p/2) ≤ α < n(p− 1)− n, then
M is of type (BLp,2|x|α, BL
p,2
|x|α), (1.10)
and let n ≥ 3, 0 < p ≤ n/(n− 1) and −n(1− p/2) < α < n(p− 1)− n, then
M is of type (BLp,2|x|α, L
p
|x|α). (1.11)
It is worth to point out that at the endpointM is a bounded operator from Ln/(n−1),1
to Ln/(n−1),∞ if n ≥ 3, where Lp,q is the usual Lorentz space, and this was proved by
Bourgain [7]. For general set E, these types of estimates can be found in [54] and [55].
1.3 Some sublinear operators
For p ∈ (1,∞), it is known that type (Lp, Lp) holds for many important operators
arising in harmonic analysis, while for p ∈ (0, 1], there are several cases: the operator
A. fails (or not know) to be of both weak-type (L1, L1), and types (Hp, Hp) and
(Hp, Lp) for p ∈ (0, 1], such as Carleson operator [34, 79], the maximal Bochner-Riesz
means at the critical index [60, 28], certain oscillatory singular integral operators [44],
etc.,
B. is of weak-type (L1, L1) but fails (or not know) to be of type (Hp, Hp) and type
(Hp, Lp) for p ∈ (0, 1], such as Bochner-Riesz means at the critical index, see [11, 28, 79],
some maximal operators including Hardy-Littlewood maximal operator, the maximal
Caldero´n-Zygmund operators, the maximal Hilbert transform and the maximal Riesz
transform, some truncated operators including the truncated Caldero´n-Zygmund op-
erators, the truncated Hilbert transform and the truncated Riesz transform, etc.,
C. is of weak-type (L1, L1), and types (Hp, Lp) and (Hp, Hp) for p in part of (0, 1]
but not (or not know) for p in the remain part of (0, 1]. For example, it is not known
whether type (Hp, Lp) and type (Hp, Hp) hold for p in (0, 1/2] for Hilbert transform and
the partial summation operators of Fourier series, for p in (0, n/(n+ δ)] for Caldero´n-
Zygmund operators. Furthermore, it is known that type (Hp, Hp) does not hold for p
in (0, 1) for strongly singular integral operators, see [23, 58], and type (Hp, Lp) does
not hold for p in (0, 1) for certain oscillatory singular integral operators, see [45, 44],
D. is of both weak-type (L1, L1), and types (Hp, Lp) and (Hp, Hp) for full p ∈ (0, 1]
such as Riesz transform.
A natural question is then what happens for these operators when p is in the remain
ranges.
In this paper, our third aim is to consider the boundedness properties of some
operators mentioned above when p is in the remain ranges. We will show that some
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new types of estimates hold when p is in the remain ranges of (0, 1] for many of these
operators, such as Hardy-Littlewood maximal operator, some singular integral opera-
tors as well as the corresponding maximal operators and truncated operators, Carleson
operator, the maximal Bochner-Riesz means at the critical index, Caldero´n-Zygmund
operator as well as the corresponding maximal operators and truncated operators, the
strongly singular integral operator, some oscillatory singular integrals operators, etc..
That is, we shall prove that they are of
type (BLp,s|x|α, BL
p,s
|x|α) (1.12)
for 1 < s <∞, 0 < p ≤ s and −n(1 − p/s) ≤ α < n(p− 1), and
type (BLp,s|x|α, L
p
|x|α) (1.13)
for 1 < s <∞, 0 < p < s,−n(1−p/s) < α < n(p−1) and α ≤ 0. These can be regarded
as some substitutes for the type (Hp, Hp) and (Hp, Lp) for p in the remain range of
(0, 1]. These estimates are also new for the operators which are of type (Hp, Hp) and
type (Hp, Lp). And these can also be regarded as an extension of the type (Lp|x|α, L
p
|x|α)
from 1 < p <∞ to 0 < p ≤ 1.
In fact, we will prove that (1.12) and (1.13) hold for the sublinear operator H which
satisfies the size condition
|Hf(x)| ≤ C‖f‖L1/|x− x0|
n, (1.14)
when supp f ⊆ B(x0, 2
k) and |x− x0| ≥ 2
k+1 with k ∈ Z, and the countable sublinear
property
|Hf | ≤
∑
|λj ||Haj| (1.15)
for f =
∑
λjaj ∈ B˙L
p,s
|x|α, where each aj is a (p, s, α)−block.
(1.14) and (1.15) are satisfied by a lot of operators mentioned above, see Section 7.
The paper is organized as follows. In section 2, we introduce the spaces BLp,s|x|α,
and list some of their properties, including the relationship BLp,s|x|α ⊂ L
p
|x|α. Such re-
lationship and the boundedness of operators on BLp,s|x|α imply the boundedness from
BLp,s|x|α into L
p
|x|α. In section 3 we establish a molecular theorem for BL
p,s
|x|α, which is a
foundation for the estimates of operators on BLp,s|x|α. In section 4, we prove the bound-
edness of Hardy-Littlewood maximal operator on BLp,s|x|α, and this is also used in the
estimates of Bochner-Riesz means and the maximal spherical means. In sections 5 and
6, we establish the estimates of Bochner-Riesz means and the maximal spherical means
respectively. In section 7 we obtain some estimates of some other sublinear operators,
including some maximal and truncated singular integral operators, the maximal Car-
leson operators, etc. In section 8 we prove two sharp results relating to the quasinorm
of BLp,s|x|α and Carleson operator.
2. BLp,s|x|α and their basic properties
2.1 Definition
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Throughout this paper, we define B(x0, r) = {x ∈ R
n : |x − x0| ≤ r}, and de-
note ‖g‖Lqw = (
∫
Rn
|g(x)|qw(x)dx)1/q , ‖g‖Lq = ‖g‖Lq1, q
′ = q/(q − 1) for q ≥ 1, p¯ =
min{p, 1} for 0 < p < ∞, µα(x) = |x|
α and µα(B) =
∫
B µα(x)dx. And χE is the
characteristic function of set E.
Definition 2.1 Let −∞ < α <∞, 0 < p <∞ and 0 < s ≤ ∞.
A. A function a(x) is said to be a (p, s, α)-block on Rn (centered at x0), if
(i) supp a ⊆ B(x0, r) ⊂ R
n, r > 0,
(ii) ‖a‖Ls ≤ |B(x0, r)|
−α/pn−1/p+1/s;
B. A function a(x) is said to be a (p, s, α)-block of restrict I-type on Rn (centered
at x0), if (i) is replaced by
(i)′ supp a ⊆ B(x0, r) ⊂ R
n, r > 1;
C. A function a(x) is said to be a (p, s, α)-block of restrict II-type on Rn (centered
at x0), if (i) is replaced by
(i)′′ supp a ⊆ B(x0, r) ⊂ R
n, 0 < r ≤ 1.
Definition 2.2 Let −∞ < α < ∞, 0 < p < ∞ and 0 < s ≤ ∞. The function
spaces BLp,s|x|α(R
n) are defined as
BLp,s|x|α(R
n) = {f : f =
∞∑
k=−∞
λkak,
where each ak is a (p, s, α)-block on R
n,
∞∑
k=−∞
|λk|
p¯ < +∞},
here, the ”convergence” means a.e. convergence. Moreover, we define a quasinorm on
BLp,s|x|α(R
n) by
‖f‖BLp,s
|x|α
(Rn) = inf
 ∞∑
k=−∞
|λk|
p¯
1/p¯ ,
where the infimum is taken over all the decompositions of f as above.
Similarly, we can also define the non-homogeneous function spaces B˙Lp,s|x|α(R
n) with
(p, s, α)-blocks of restrict I-type, and the non-homogeneous function spaces B¨Lp,s|x|α(R
n)
with (p, s, α)-blocks of restrict II-type.
For simplicity, we will omit the notes (Rn) below.
The balls in Definition 2.1 and Definition 2.2 can be replaced by cubes, and
ball−BLp,s|x|α = cube− BL
p,s
|x|α.
We will use these two definitions in this paper simultaneously, even in the proof of
a theorem.
Comments
BLp,s|x|α are similar to the classical Hardy spaces H
p, the weighted Hardy spaces
Hp|x|α, and the block spaces Bs(I), I = (−1/2, 1/2), but there are some differences
between them.
(1) As we see, BLp,s|x|α is the space generated by blocks. BL
p,s
|x|α is an extension of
the classical Hardy spaces Hp with 0 < p ≤ 1, since Hp has an atom decomposition (
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see [14] for details). We see that BLp,s|x|α is different from H
p, since Hp- atom has the
cancelation properties while (p, s, α) - block has not.
Generally, Hp is regarded as a subspace of Lp, but here we use BLp,s|x|α as a subspace
of the weighted Lebesgue space Lp|x|α for 0 < p ≤ 1.
(2) It is well-known that the weighted Hardy space Hp|x|α is a subspace of L
p
|x|α, and
it plays an analogous role as Hp. Hp|x|α has an atom decomposition similar to H
p (see
[24] for details). We see that the size condition and cancelation condition of Hp|x|α atom
in [24] are different from (p, s, α) - blocks.
The weighted Hardy space Hp|x|α shares an alternative atomic decomposition (see
[68] for details). Its atom has the cancellation properties but (p, s, α) - block has not.
(3) BLp,s|x|α is an extension of the block space Bs(I) with 1 < s ≤ ∞ and I =
(−1/2, 1/2) introduced by Taibleson and Weiss in the study of the convergence of the
Fourier series in [69]. The norm of the function f in Bs(I) is defined as
‖f‖Bs(I) = inf
∞∑
k=−∞
|λk|
1 + log
 1
|λk|
∞∑
i=−∞
|λi|
 ,
where the infimum is taken over all the decompositions of f in Bs(I). This is different
from that of BLp,s|x|α. Some basic properties of Bs(I) and its applications to harmonic
analysis have been studied by many authors (see [69], [41], etc), and Bs(I) was used
as a subspace of L1 there.
Bφs (S
n−1), where 1 ≤ s ≤ ∞ and φ is a nonnegative function on R+, is an extension
of Bs(I) to higher dimensions. Like in Bs(I), The norm of the function f in B
φ
s (S
n−1)
is different from that of BLp,s|x|α (see [69] for details). B
φ
s (S
n−1) is useful in the study of
boundedness of some generalized singular integrals with rough kernels (see, for example,
[41]) .
Remarks
(1) The space BLp,s|x|0 for 0 < p < s ≤ ∞ and α = 0 was introduced in [38] and the
space BL1,s|x|α for 1 ≤ s <∞ and −n < α in [2]. They are hp,s in [38] and Bs,α+n in [2],
respectively.
(2) BL1,1|x|0 = L
1. See [59]. In fact, Lp = BLp,s|x|0 for 0 < p ≤ 1 and 0 < p < s ≤ ∞
(see Corollary 2.2 below), and because of this we use the notes BLp,s|x|α.
2.2 Properties
Next, let us give a number of properties of BLp,s|x|α. Among these properties, The-
orem 2.1 will be used many times in the estimates of operators, but the others will
seldom or even never be used in the following sections. However, in order to help us
better understand the spaces BLp,s|x|α, we show all these properties and prove them. We
also proved in [39] that the dual of BLp,s|x|α are the classical Morrey spaces M
s′
1−1/p−α/np
for 1 < s <∞, 0 < p ≤ s and n(p/s− 1) < α < n(p− 1).
2.2.1. Some relationships between BLp,s|x|α and L
p
|x|α, L
p and Hp
A. Between BLp,s|x|α and L
p
|x|α
Theorem 2.1 Let 0 < p < s ≤ ∞ and −n(1 − p/s) < α ≤ 0. Then
BLp,s|x|α ⊂ L
p
|x|α.
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Proof Let b be a (p, s, α)-block with supp b ⊂ Q.
When 0 < s < +∞, using Ho¨lder inequality for the index p/s, and noticing α ≤ 0
and −n(1− p/s) < α, we have
‖b‖pLp
|x|α
≤ ‖b‖pLs
(∫
Q
|x|αs/(s−p)dx
)(s−p)/s
≤ ‖b‖pLs
(∫
Q˜
|x|αs/(s−p)dx
)(s−p)/s
≤ C|Q|(−
α
pn
− 1
p
+ 1
s
)p|Q|(
α
pn
+ 1
p
− 1
s
)p = C,
where Q˜ denotes the balls obtained by translation of Q and centered at 0.
When s = +∞, we have
‖b‖pLp
|x|α
≤ ‖b‖pL∞
∫
Q
|x|αdx ≤ ‖b‖pL∞
∫
Q˜
|x|αdx ≤ C|Q|(−
α
pn
− 1
p
)p|Q|
α
n
+1 = C.
C are independent of b.
Let f ∈ BLp,s|x|α. For any ε > 0, there exists a decomposition of f =
∑∞
j=1 λiaj, such
that
∑
j |λj|
p¯ ≤ ‖f‖p¯BLp,s
|x|α
+ ε <∞. Then, we have
‖f‖pLp
|x|α
≤
∑
j
|λj |
p‖aj‖
p
Lp
|x|α
≤ C
∑
j
|λj|
p <∞
for 0 < p ≤ 1, and
‖f‖Lp
|x|α
≤
∑
j
|λj|‖aj‖Lp
|x|α
≤ C
∑
j
|λj| <∞
for 1 < p <∞. Thus, f ∈ Lp|x|α.
Theorem 2.2 Let 0 < s ≤ ∞, 0 < p ≤ 1 and 0 ≤ α <∞. Then
BLp,s|x|α ⊃ L
p
|x|α.
Proof We use the definition of cube-BLp,s|x|α which equals to ball-BL
p,s
|x|α. Let
f ∈ Lp|x|α. We first consider the simple functions f =
∑
j cjχQj , where {Qj} is an at
most countable set of cubes whose interiors are mutually disjoint. Then
f =
∑
j
cj|Qj |
1/p+α/np|Qj|
−1/p−α/npχQj =
∑
j
mjbj ,
where mj = cj|Qj |
1/p+α/np and bj = |Qj|
−1/p−α/npχQj . And noticing α ≥ 0,
‖f‖pLp
|x|α
=
∑
j
|cj|
p
∫
Qj
|x|αdx ≥
∑
j
|cj|
p
∫
Q˜j
|x|αdx =
∑
j
|cj|
p|Qj|
1+α/n =
∑
j
|mj |
p,
(2.1)
where Q˜j denotes the cubes obtained by translation of Qj and centered at 0. Thus
f ∈ BLp,s|x|α.
Next, let S be the set of all cube-type simple functions with cube’s sides which are
parallel to the axes. We claim that: S is dense in Lp|x|α. In fact, let f =
∑N
j=1 cjχEj ,
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where Ej are bounded closed sets which are mutually disjoint and |cj| ≤M . It is easy
to see that the set of all these type functions is dense in Lp|x|α. And there exist open
sets O˜j ⊃ Ej , and O˜j are mutually disjoint. At the same time, for any ε > 0, since
Ej are closed set, there exist open sets O˜j ⊃ Ej and µα(O˜j \ Ej) <
1
2
εM−pN−1. Let
Oj = O˜j
⋂
O˜j, then the open sets Oj are mutually disjoint, Oj ⊃ Ej , and µα(Oj \Ej) <
1
2
εM−pN−1, where µα(x) = |x|
α. Since each Oj is an open set, then, by Whitney
decomposition theorem, Oj =
⋃∞
i=1Q
(j)
i , where Q
(j)
i are cubes whose interiors are mu-
tually disjoint and whose sides are parallel to the axes (see [61]), and
∑∞
i=1 µα(Q
(j)
i ) =
µα(
⋃∞
i=1Q
(j)
i ) = µα(Oj) = µα(Ej) + µα(Oj \ Ej) < µα(Ej) +
1
2
εM−pN−1 < ∞. Then
there exists kj such that
∑∞
i=kj
µα(Q
(j)
i ) <
1
2
εM−pN−1. Thus µα(
⋃kj−1
i=1 Q
(j)
i \ Ej) ≤
µα(Oj \ Ej) <
1
2
εM−pN−1 and µα(Ej \
⋃kj−1
i=1 Q
(j)
i ) ≤ µα(
⋃∞
i=kj
Q
(j)
i ) <
1
2
εM−pN−1.
Therefore,
‖
N∑
j=1
cj
χEj − kj−1∑
i=1
χ
Q
(j)
i
 ‖pLp
|x|α
= ‖
N∑
j=1
cj
(
χEj − χ⋃kj−1
i=1 Q
(j)
i
)
‖pLp
|x|α
≤
N∑
j=1
|cj|
p
µα(kj−1⋃
i=1
Q
(j)
i \ Ej) + µα(Ej \
kj−1⋃
i=1
Q
(j)
i )
 < ε.
Thus, the cube type simple function
∑N
j=1
∑kj−1
i=1 cjχQ(j)i
approaches to f in Lp|x|α. We
finish the claim.
Now let f ∈ Lp|x|α, and {fn} ⊂ S approaches to f in L
p
|x|α. For any ε > 0, choose
{nj} such that
‖fn0‖
p
Lp
|x|α
≤ ‖f‖pLp
|x|α
+
ε
2
, ‖fnk − fnk−1‖
p
Lp
|x|α
≤
ε
2k
.
It is easy to see that any cube whose sidelength may not be equal can be expressed as
a union of at most countable cubes with equal sidelength. Then, a difference of the
two functions in S is a linear combination of the characteristic functions of at most
countable cubes, whose interiors are mutually disjoint. So
fnk − fnk−1 =
∞∑
j=1
c
(k)
j χQ(k)j
=
∞∑
j=1
m
(k)
j b
(k)
j , k = 0, 1, · · · ,
where fn−1 = 0, m
(k)
j = c
(k)
j |Q
(k)
j |
1/p+α/np and b
(k)
j = |Q
(k)
j |
−1/p−α/npχ
Q
(k)
j
. By (2.1), we
have
∞∑
j=1
|m
(0)
j |
p ≤ ‖fn0‖
p
Lp
|x|α
≤ ‖f‖pLp
|x|α
+
ε
2
,
∞∑
j=1
|m
(k)
j |
p ≤ ‖fnk − fnk−1‖
p
Lp
|x|α
≤
ε
2k
.
Thus,
f =
∞∑
k=1
(fnk − fnk−1) + fn0 =
∞∑
k=0
∞∑
j=1
m
(k)
j b
(k)
j
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in Lp|x|α-norm, and
∞∑
k=0
∞∑
j=1
|m
(k)
j |
p ≤ ‖f‖pLp
|x|α
+
ε
2
+
∞∑
k=1
ε
2k
= ‖f‖pLp
|x|α
+
3
2
ε,
then ‖f‖BLp,s
|x|α
≤ ‖f‖Lp
|x|α
follows.
Remark 2.1 For α = 0 Theorem 2.2 is known, the case p = 1 can be found in [59],
and 0 < p ≤ 1 in [38].
Theorems 2.1 and 2.2 give
Corollary 2.1 Let 0 < p ≤ 1 and p < s ≤ ∞. We have
Lp = BLp,s|x|0.
B. Between BLp,s|x|α and L
p
Theorem 2.3 Let 0 < p ≤ s ≤ ∞. We have,
A) if n(p/s− 1) ≤ α ≤ n(p− 1), or 0 < p ≤ 1, n(p− 1) ≤ α ≤ 0,
BLp,s|x|α ⊂ L
np
n+α ,
B) if −n < α ≤ n(p/s− 1),
Ls ⊂ BLp,s|x|α,
C) if α = n(p/s− 1),
Ls = BLp,s|x|α.
Proof A). Let f ∈ BLp,s|x|α, then, f(x) =
∑
λjaj(x), where each aj is a (p, s, α)-block
with supp aj ⊆ Qj (ball or cube), and
∑
|λj|
p <∞. Let 0 < r ≤ s ≤ ∞.
When 1 ≤ r ≤ s ≤ ∞, by Minkowski inequality, we have
‖f‖Lr ≤
∑
|λj |‖aj‖Lr ≤
∑
|λj|‖aj‖Ls|Qj |
1/r−1/s
≤ C
∑
|λj||Qj|
1/r−1/s|Qj|
−α/pn−1/p+1/s
= C
∑
|λj||Qj|
−α/pn−1/p+1/r.
For n(p/s− 1) ≤ α ≤ n(p− 1), take r = np
α+n
, then 1 ≤ r ≤ s. Thus
‖f‖
L
np
α+n
≤
∑
|λj| ≤ C(
∑
|λj|
p)1/p <∞.
When 0 < r ≤ 1, and r ≤ s, by Ho¨lder inequality, we have
‖f‖rLr ≤
∑
|λrj |‖aj‖
r
Lr ≤
∑
|λj|
r‖aj‖
r
Ls |Qj|
(1/r−1/s)r
≤ C
∑
|λj|
r|Qj|
(1/r−1/s)r|Qj |
(−α/pn−1/p+1/s)r
= C
∑
|λj|
r|Qj|
(−α/pn−1/p+1/r)r.
For n(p− 1) ≤ α ≤ 0, take r = np
α+n
, then 0 < p ≤ r ≤ 1, and r ≤ s. We then have
‖f‖
L
np
α+n
≤ C(
∑
|λj|
r)1/r ≤ C(
∑
|λj|
p)1/p <∞.
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B). Assume first that α < n(p/s− 1). Let f ∈ Ls, write
f =
∞∑
k=1
|Bk|
α
pn
+ 1
p
− 1
s‖f‖Lsbk,
where
b1 =
fχB1
‖f‖Ls
, bk =
fχCk
|Bk|
α
pn
+ 1
p
− 1
s‖f‖Ls
, k = 2, 3, · · · ,
here Bk = B(0, 2
k) and Ck = Bk \ Bk−1, k = 1, 2, · · · . We see that all bk are (p, s, α)−
blocks, and
‖f‖BLp,s
|x|α
≤
(
∞∑
k=1
|Bk|
( α
np
+ 1
p
− 1
s
)p¯‖f‖p¯Ls
)1/p¯
≤
(
∞∑
k=1
2nk(
α
np
+ 1
p
− 1
s
)p¯
)1/p¯
‖f‖Ls = C‖f‖Ls
since α
np
+ 1
p
− 1
s
< 0.
Now assume that α = n(p/s− 1) (i.e. s = np/(α+ n)), and f ∈ Ls.
Let us first consider the case of 1 ≤ s <∞. Since fχBk is a Cauchy sequence in L
s
then there exists {nk}
∞
k=1 such that
‖fχBnk+1 − fχBnk‖Ls < 2
−k‖f‖Ls. (2.2)
Let
f = fχBn1 +
∞∑
k=1
(fχBnk+1 − fχBnk ) =
∞∑
k=0
2−k‖f‖Lsbk,
where
b0 =
fχBn1
‖f‖Ls
, bk =
f(χBnk+1 − χBnk )
2−k‖f‖Ls
, k = 1, 2, 3, · · · .
Noticing that α
pn
+ 1
p
− 1
s
= 0 and (2.2), we see that bk are (p, s, α)−blocks. This shows
that f ∈ BLp,s|x|α and ‖f‖BLp,s|x|α ≤ C‖f‖L
s.
For the case of 0 < s < 1, since f ∈ Ls, we have |f |s ∈ L1, and it follows that
|f |sχBk is a Cauchy sequence in L
1. Then we can find {nk}
∞
k=1, and replace (2.2) with
‖|f |sχBnk+1 − |f |
sχBnk‖L1 < 2
−sk‖|f |s‖L1.
And the remain statement is the same as the case of 1 ≤ s <∞.
Then we can obtain C) from A) and B). Thus, we finish the proof of Theorem 2.3.
C. Between BLp,s|x|α and H
p
Theorem 2.4 Let 0 < s ≤ ∞, 0 < p <∞ and n(p− 1) ≤ α <∞. Then
H
np
n+α ⊂ BLp,s|x|α.
Proof This can be seen easily from the atom decomposition theory of Hardy space
H
np
n+α (see for example [14]).
D. Between BLp,s|x|α and BL
p,s
|x|α
It is easy to check that
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Theorem 2.5 Let 0 < p <∞, 0 < s1 ≤ s2 ≤ ∞ and −∞ < α <∞. Then
BLp,s2|x|α ⊂ BL
p,s1
|x|α.
2.2.2 Completeness
Let 0 < s ≤ ∞, 0 < p ≤ ∞ and −∞ < α < ∞. It is easy to see that, (i) if
f = 0, then ‖f‖BLp,s
|x|α
= 0, (ii) ‖ · ‖BLp,s
|x|α
are positive homogeneous, and (iii) ‖ · ‖BLp,s
|x|α
is subadditive. Now we prove (iii). Let f, g ∈ BLp,s|x|α. For any ε > 0, there exist the
block -decompositions of f and g: f =
∑
mkbk and g =
∑
njcj such that
‖f‖p¯BLp,s
|x|α
≥
∑
k
|mk|
p¯ − ε, and ‖g‖p¯BLp,s
|x|α
≥
∑
j
|nj |
p¯ − ε.
Then
‖f + g‖p¯BLp,s
|x|α
≤
∑
k
|mk|
p¯ +
∑
j
|nj |
p¯ ≤ ‖f‖p¯BLp,s
|x|α
+ ‖g‖p¯BLp,s
|x|α
+ 2ε.
Since ε is arbitrary, (iii) follows.
For 0 < s ≤ ∞, 0 < p < s,−n(1 − p/s) < α ≤ 0, by Theorem 2.1, we see that
(iv) if ‖f‖BLp,s
|x|α
= 0, then f = 0 µα-a.e..
So BLp,s|x|α are normed-spaces for 0 < s ≤ ∞, 0 < p < s and −n(1 − p/s) < α ≤ 0,
and they are also quasi-normed spaces in the sense of (i)∼ (iii) for 0 < s ≤ ∞, 0 < p ≤
∞ and −∞ < α <∞.
Theorem 2.6 Let 0 < s ≤ ∞, 0 < p < s and −n(1− p/s) < α ≤ 0. Then, BLp,s|x|α
are complete.
Proof Let {un} be a Cauchy sequence in BL
p,s
|x|α. For any ε > 0, there exists a
subsequence {unj} of {un} such that
‖unj+1 − unj‖BLp,s|x|α ≤
ε
2j
, j = 1, 2, · · · ,
and
‖un − un1‖BLp,s|x|α ≤ ε
for n > n1. Set u¯ =
∑∞
j=1(unj+1 − unj). u¯ can be represented as a linear combination of
(p, s, α)− blocks since unj+1 − unj ∈ BL
p,s
|x|α. And, by Theorem 2.1, we see that
‖u¯‖Lp
|x|α
≤ ‖u¯‖BLp,s
|x|α
≤
∞∑
j=1
‖(unj+1 − unj)‖BLp,s|x|α ≤
∞∑
j=1
ε
2j
= ε,
for 0 < s ≤ ∞, 0 < p < s and −n(1 − p/s) < α ≤ 0. Then u¯ =
∑∞
j=1(unj+1 − unj)
converges µα-a.e., and u¯ ∈ BL
p,s
|x|α. Let u = u¯+ un1, then u ∈ BL
p,s
|x|α, and
‖un − u‖BLp,s
|x|α
≤ ‖un − un1‖BLp,s|x|α + ‖u¯‖BL
p,s
|x|α
≤ 2ε
for n > n1. Thus, we finish the proof for the homogeneous case. And the proof for the
non-homogeneous case is similar.
2.2.3 Density
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We denote by Cm, 0 ≤ m ≤ ∞, the set of m-times continuously differentiable
functions on Rn, by Cmc the set of all functions in C
m having a compact support, and
by S Schwartz spaces. Let
ϕ(x) =
 Ce1/(|x|
2−1) if |x| < 1,
0 if |x| ≥ 1
such that
∫
Rn
ϕ(x)dx = 1 and ϕt(x) =
1
tn
ϕ
(
x
t
)
.
Theorem 2.7 Let 0 < p < ∞, 1 ≤ s < ∞ and −n < α <∞. Then C0c is dense in
BLp,s|x|α.
Proof Let f ∈ BLp,s|x|α, i.e. f(x) =
∑∞
k=1 λkak(x) where each ak is a (p, s, α)-block
with supp ak ⊆ Qk and
∑∞
k=1 |λk|
p¯ < ∞. Then for any ε > 0, we can find an i0 such
that
∞∑
k=i0+1
|λk|
p¯ < εp¯. (2.3)
Let fi0(x) =
∑i0
k=1 λkak(x), supp fi0 ⊆ Q(⊇
⋃i0
k=1Qk) and fi0 ∈ L
s(Q). We can find
gi0 ∈ C
0(Q) such that
‖fi0 − gi0‖Ls(Q) <
ε
2|2Q|α/np+1/p−1/s
. (2.4)
Let
g˜i0(x) =
 gi0(x) if x ∈ Q,0 if x ∈ Qc,
and
g˜ti0 = g˜i0 ∗ ϕt.
Then, for t small enough, we have
‖g˜ti0 − g˜i0‖Ls <
ε
2|2Q|α/np+1/p−1/s
, (2.5)
and supp g˜ti0 ⊆ supp 2g˜i0 ⊆ 2Q. Thus, by (2.4) and (2.5),
‖fi0 − g˜
t
i0
‖Ls ≤ ‖fi0 − g˜i0‖Ls + ‖g˜
t
i0
− g˜i0‖Ls <
ε
|2Q|α/np+1/p−1/s
,
and supp (fi0 − g˜
t
i0
) ⊆ 2Q. Let hi0(x) =
1
ε
(fi0(x) − g˜
t
i0
(x)). Then hi0(x) is a (p, s, α)-
block, and it follows that fi0(x)− g˜
t
i0
(x) = εhi0(x) ∈ BL
p,s
|x|α, and
‖fi0 − g˜
t
i0‖BLp,s|x|α ≤ ε. (2.6)
By (2.3) and (2.6), and the subadditive of ‖ · ‖BLp,s
|x|α
, we have
‖f − g˜ti0‖BLp,s|x|α ≤ ‖fi0 − g˜
t
i0
‖BLp,s
|x|α
+ ‖
∞∑
k=i0+1
λkak(x)‖BLp,s
|x|α
≤ ε+
 ∞∑
k=i0+1
|λk|
p¯
1/p¯ ≤ 2εp.
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Theorem 2.8 Let 0 < p < ∞, 1 ≤ s < ∞ and −n < α < ∞. If u(x) is a
continuous function on Rn with compact support, then ut(x) = u ∗ ϕt(x) → u(x) in
BLp,s|x|α as t→ 0.
Proof Let supp u ⊆ K which is a compact set in Rn. Then supp (ut − u) ⊆ K1 ⊂
B(x0, r) = B, r > 1. And for any ε > 0 and t small enough, maxx∈Rn |ut(x)−u(x)| < ε,
we have
‖ut − u‖Ls ≤ ε|B|
1/s = ε|B|α/np+1/p|B|−α/np−1/p+1/s.
So, a(x) = 1
ε|B|α/np+1/p
(ut(x)−u(t)) is a (p, s, α)-block, and it follows that ut(x)−u(t) =
ε|B|α/np+1/pa(x) ∈ BLp,s|x|α and
‖ut − u‖BLp,s
|x|α
≤ ε|B|α/np+1/p → 0, as t→ 0.
Theorem 2.9 Let 0 < p ≤ 1, 1 < s < ∞ and −n(1 − p/s) < α < n(p − 1), or let
1 < p < s <∞ and −n(1 − p/s) < α ≤ 0. If u(x) ∈ BLp,s|x|α, then ut(x) = u ∗ ϕt(x) →
u(x) in BLp,s|x|α as t→ 0.
Proof Let u ∈ BLp,s|x|α. Since |ϕ(x)| < C, we have ut(x) ≤ CMu(x). For any ε > 0,
by Theorem 2.10 above, we can find a v(x) ∈ C0c such that
‖u− v‖BLp,s
|x|α
≤ ε. (2.7)
For t small enough, using Theorem 2.8 and (2.7), and the boundedness ofM on BLp,s|x|α
(Theorem 4.4 below), we have
‖ut − u‖BLp,s
|x|α
≤ ‖ut − vt‖BLp,s
|x|α
+ ‖vt − v‖BLp,s
|x|α
+ ‖u− v‖BLp,s
|x|α
.
≤ ‖M(u− v)‖BLp,s
|x|α
+ 2ε
≤ C‖u− v‖BLp,s
|x|α
+ 2ε ≤ Cε,
where M is Hardy-Littlewood maximal operator.
Theorem 2.9 implies that
Theorem 2.10 Let 0 < p ≤ 1, 1 < s <∞ and −n(1 − p/s) < α < n(p− 1), or let
1 < p < s <∞ and −n(1 − p/s) < α ≤ 0. Then C∞ is dense in BLp,s|x|α.
In fact, we have
Theorem 2.11 Let 0 < p <∞, 1 ≤ s <∞ and −n < α <∞.
1) C∞c is dense in BL
p,s
|x|α,
2) S is dense in BLp,s|x|α.
Proof Since C∞c ⊂ S, 1) implies 2). We just need to prove 1). For f ∈ BL
p,s
|x|α and
any ε > 0, by Theorem 2.7 above, we can find a g ∈ C0c such that
‖f − g‖BLp,s
|x|α
< ε.
As t is small enough, by Theorem 2.8, we have
‖gt − g‖BLp,s
|x|α
< ε.
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So,
‖f − gt‖BLp,s
|x|α
≤ ‖f − g‖BLp,s
|x|α
+ ‖gt − g‖BLp,s
|x|α
< 2ε.
Theorem 2.12 Let 0 < p < +∞, 1 ≤ s <∞ and −n < α <∞. Then S ⊂ BLp,s|x|α.
Proof Let f ∈ S, we have |f(x)| < CN
(1+|x|2)N
for all N ∈ N and x ∈ Rn. Write
f(x) = χB1(x)f(x) +
∞∑
k=1
χCk(x)f(x) = λ1
1
λ1
χB1(x)f(x) +
∞∑
k=2
λk
1
λk
χCk(x)f(x),
here Bk = B(0, 2
k), and Ck = Bk \Bk−1, k = 1, 2, · · · . We have
‖
1
λk
χCkf‖Ls ≤
1
λk
1
(1 + 22(k−1))N
|Ck|
1
s
≤
1
λk
2k(
α
pn
− 1
p
)
(1 + 22(k−1))N
|Ck|
− α
pn
− 1
p
+ 1
s
< |Ck|
− α
pn
− 1
p
+ 1
s
if
1
λk
2k(
α
pn
+ 1
p
)
(1 + 22(k−1))N
< 1 i.e. λk >
2k(
α
pn
+ 1
p
)
(1 + 22(k−1))N
. (2.8)
Let N =
[
α
pn
+ 1
p
]
+ 2 and λk =
2
k( αpn+
1
p )
(1+22(k−1))
[ αpn+
1
p ]+1
, then (2.8) holds, and
λk <
2k(
α
pn
+ 1
p
)
(1 + |2|2(k−1))
α
pn
+ 1
p
≤
C
2k(
α
pn
+ 1
p
)
,
noticing−n < α.Thus, 1
λk
χCk(x)f(x) are (p, s, α)-blocks for k = 2, 3, · · · , and
∑∞
k=2 |λk|
p ≤∑∞
k=2
C
2k(
α
n+1)
<∞. The discuss above also applies to χB1(x)f(x). Therefore, We obtain
that f ∈ BLp,s|x|α.
3. A molecular theorem
The molecular theory for Hardy spaces Hp was established by Coifman [13], Coifman
and Weiss [14], and Taibleson and Weiss [70]. The weighted case can be found in [36].
In this section, we will prove a molecular theorem for BLp,s|x|α. Next, from Section 4 to
Section 7 we will make use of this theorem to obtain some estimates beyond endpoint
for some operators.
First, let us introduce a definition.
Definition 3.1 Let 0 < s < +∞, 0 < p < +∞,−∞ < α < +∞,−∞ < A0, B0 <
∞, A0 − B0 =
1
s
− 1
p
− α
np
and −∞ < ε < A0. Set a = A0 − ε, and b = B0 − ε. A
function M(x) ∈ Ls is said to be a (p, s, α, ε)-molecular (centerred at x0), if
(i) M(x)|x − x0|
nb ∈ Ls,
(ii) ‖M‖
a/b
Ls ‖M(x)|x− x0|
nb‖
1−a/b
Ls ≡ ℜ(M) <∞.
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Theorem 3.1 Let p, s, α, ε, a, b as in Definition 3.1. Every (p, s, α, ε)-molecular
M(x) centered at any point is in BLp,s|x|α and ‖M‖BLp,s
|x|α
≤ Cℜ(M). Here the constant
C is independent of M .
Proof Without loss of generality, we can assume ℜ(M) = 1. In fact, assume
‖M‖
B˙Lp,s
|x|α
≤ C holds whenever ℜ(M) = 1. Then, for general M, let M ′ = M/ℜ(M).
We have ℜ(M ′) = 1 and hence ‖ℜ(M)M ′‖BLp,s
|x|α
≤ ℜ(M)‖M ′‖BLp,s
|x|α
≤ Cℜ(M). And
we can also assume M(x) has the center at x0 = 0 by a translation transformation.
Let M be a (p, s, α, ε)-molecular centered at 0 satisfying ℜ(M) = 1. Define B(0, r)
by setting ‖M‖Ls = |B(0, r)|
1/s−1/p−α/np. Let 2k0−1 < r ≤ 2k0, and consider the set
E0 = Bk0(0), Ek = Ck0+k(0), for k = 1, 2, ..., here Bk0(0) = B(0, 2
k0), Ck0+k(0) =
Bk0+k(0) \Bk0+k−1(0). Set Mk =MχEk .
By ℜ(M) = 1, we have
‖M(x)|x|nb‖
1−a/b
Ls = ‖M‖
−a/b
Ls .
Then,
‖M(x)|x|nb‖Ls = ‖M‖
− a
b
b
b−a
Ls = |B(0, r)|
−(1s−
1
p
− α
np)
a
b−a = |B(0, r)|a ≤ Ca,n|Bk0(0)|
a.
(3.1)
Thus, using (3.1), for k = 1, 2, ..., we have∫
Ek
Msk(x)dx =
∫
Ek
Msk(x)|x|
nbs|x|−nbsdx
≤
(
2k0+k−1
)−nbs ∫
Ek
Msk(x)|x|
nbsdx
≤ Ca,n
(
2k0+k−1
)ns(a−b)
2−knsa
≤ Ca,b,s,n2
−knsa|Bk0+k(0)|
(1/s−1/p−α/np)s,
when b > 0; and∫
Ek
Msk(x)dx =
∫
Ek
Msk(x)|x|
nbs|x|−nbsdx
≤
(
2k0+k+1
)−nbs ∫
Ek
Msk(x)|x|
nbsdx
≤ Ca,n
(
2k0+k+1
)ns(a−b)
2−knsa
≤ Ca,b,s,n2
−knsa|Bk0+k(0)|
(1/s−1/p−α/np)s,
when b ≤ 0. And
‖M0‖Ls ≤ ‖M‖Ls = |B(0, r)|
1/s−1/p−α/np ≤ Cα,p,s,n|Bk0(0)|
1/s−1/p−α/np.
Hence, for k = 0, 1, 2, ... , we have
‖Mk‖Ls ≤ C2
−kna|Bk0+k(0)|
1/s−1/p−α/np,
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where C is an absolute constant. Let
ak(x) = 2
knaMk(x), k = 0, 1, 2, ...,
then
M(x) =
∞∑
k=0
Mk(x) =
∞∑
k=0
2−kna2knaMk(x) =
∞∑
k=0
2−knaak(x),
and each ak is a (α, p, s)-block centered at 0 with suppak ⊂ Bk0+k(0), and
∞∑
k=0
2−knap¯ =
C <∞ since a > 0. That is ‖M‖BLp,s
|x|α
≤ C. Thus, we finish the proof of Theorem 3.1.
4. Hardy-Littlewood maximal operator
In this section, we hope to get some estimates of Hardy-Littlewood maximal operator
M on BLp,s|x|α. In fact, we prove that some sublinear operators satisfying (1.14) and
(1.15) are bounded on BLp,s|x|α.
Theorem 4.1 Let 1 < s <∞, 0 < p ≤ s and −n(1−p/s) ≤ α < n(p−1). Suppose
that a sublinear operator H satisfies (1.14) and is bounded on Ls. Then
‖Hh‖BLp,s
|x|α
≤ C
for every (p, s, α)−block h, where constant C is independent of h.
Proof It suffices to check thatHh is a (p, s, α, ε)-molecular for every (p, s, α)−block
h centered at any point and ℜ(Hh) ≤ C, where C is independent of h.
Since 1− 1/p− α/np > 0 and 1− 1/s > 0, we can choose ε such that
0 < ε < min{1− 1/p− α/np, 1− 1/s}.
Set a = 1 − 1/p − α/np − ε and b = 1 − 1/s − ε. We see that a > 0, b > 0 and
b− a = −(1/s− 1/p− α/np) ≥ 0 by −n(1− p/s) ≤ α. Given a (p, s, α)−block h with
supph ⊂ B(x0, r) ⊂ Bk0(x0) and 2
k0−1 < r ≤ 2k0, we have
‖Hh(x)|x− x0|
nb‖sLs =
∫
Rn
|Hh(x)|s|x− x0|
snbdx
≤
(∫
|x−x0|<2k0+1
+
∫
|x−x0|≥2k0+1
)
|Hh(x)|s|x− x0|
snbdx
= J1 + J2.
For J1, noticing that b > 0, and by L
s boundedness of H , we have
J1 =
∫
|x−x0|<2k0+1
|Hh(x)|s|x− x0|
snbdx
≤ C2sk0nb‖Hh‖sLs
≤ C2sk0nb‖h‖sLs.
19
For J2, by (1.14) and Ho¨lder inequality, and noticing that b + 1/s − 1 = −ε < 0,
we have
J2 = C
∫
|x−x0|≥2k0+1
|Hh(x)|s|x− x0|
snbdx
≤
∫
|x−x0|≥2k0+1
‖h‖sL1|x− x0|
snb−sndx
= C2sk0n(b−1+1/s)‖h‖sL1
≤ C2sk0nb‖h‖sLs.
Thus,
‖Hh(x)|x− x0|
nb‖Ls ≤ C2
k0nb‖h‖Ls ≤ C2
k0nb2k0n(1/s−1/p−α/np).
And by the boundedness of H on Ls,
‖Hh‖Ls ≤ C‖h‖Ls ≤ C2
k0n(1/s−1/p−α/np).
Then, noticing a/b > 0 and 1− a/b ≤ 0, we have
ℜ(Hh) ≤ C2k0n(1/s−1/p−α/np)a/b2k0n(b+1/s−1/p−α/np)(1−a/b)
= C2k0n(b−a+1/s−1/p−α/np) = C20 = C.
Thus, we finish the proof of Theorem 4.1.
From Theorem 4.1 and the subadditivity of norm, it is easy to get the following
theorem.
Theorem 4.2 Let 1 < s <∞, 0 < p ≤ s and −n(1−p/s) ≤ α < n(p−1). Suppose
that a sublinear operator H is bounded on Ls, and satisfies (1.14) and (1.15). Then,
H is of type (BLp,s|x|α, BL
p,s
|x|α).
From Theorems 2.1 and 4.2, we have
Theorem 4.3 Let 1 < s < ∞, 0 < p < s,−n(1 − p/s) < α < n(p − 1) and α ≤ 0.
Suppose that a sublinear operator H is bounded on Ls, and satisfies (1.14) and (1.15).
Then
H is of type (BLp,s|x|α, L
p
|x|α).
Hardy-Littlewood maximal function satisfies the conditions in Theorem 4.1 ∼ The-
orem 4.3. Define Hardy-Littlewood maximal function as
Mf(x) = sup
x∈B
1
|B|
∫
B
|f(y)|dy
for f ∈ L1loc. Then M satisfies the size conditions (1.14). In fact, let suppf ⊂ Bk(x0)
and x ∈ (Bk+1(x0))
c. For any y ∈ Bk(x0) = B(x0, 2
k) and x ∈ (Bk+1(x0))
c for k ∈ Z,
we have |x− y| ≥ |x− x0|/2. Then, the diameter of the ball B, which includes x and
intersects with Bk(x0), is not less than |x−x0|/2, and it follows that |B| ≥ C|x−x0|
n.
So
Mf(x) = sup
x∈B
1
|B|
∫
B
|f(y)|dy = sup
x∈B
1
|B|
∫
B∩Bk(x0)
|f(y)|dy ≤
C‖f‖L1
|x− x0|n
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for x ∈ (Bk+1(x0))
c.
By Minkowski inequality, it is easy to see that M satisfies (1.15). It is known that
M is a bounded operator on Ls with 1 < s <∞, so we have
Theorem 4.4 Let 1 < s <∞, 0 < p ≤ s and −n(1 − p/s) ≤ α < n(p− 1), then
M is of type (BLp,s|x|α, BL
p,s
|x|α).
And let 1 < s <∞, 0 < p < s,−n(1− p/s) < α < n(p− 1) and α ≤ 0, then
M is of type (BLp,s|x|α, L
p
|x|α). (4.1)
(4.1) is sharp in the sense that M fails to be of type (BLp,s|x|α, L
p
|x|α) for s = 1 or
n(p− 1) ≤ α <∞. In fact, we have
Theorem 4.5 A) Let s = 1, 0 < p ≤ 1 and −∞ < α ≤ n(p− 1). Then there exists
f ∈ BLp,s|x|α such that Mf fails to be of type (BL
p,s
|x|α, L
p
|x|α).
B) Let 0 < p ≤ s ≤ ∞. If α = n(p− 1), or 0 < p ≤ 1, n(p− 1) ≤ α ≤ 0, then Mf
fails to be of type (BLp,s|x|α, L
p
|x|α) for all f ∈ BL
p,s
|x|α.
C) If 0 < s ≤ ∞ and 0 < p < ∞, n(p− 1) ≤ α < ∞, then there exists f ∈ BLp,s|x|α
such that Mf fails to be of type (BLp,s|x|α, L
p
|x|α).
Proof When s = 1, 0 < p ≤ 1 and −∞ < α ≤ n(p − 1), by Theorem 2.4 B), we
have L1 ⊂ BLp,s|x|α.
When 0 < p ≤ s ≤ ∞, α = n(p− 1), or 0 < p ≤ 1, n(p− 1) ≤ α ≤ 0, by Theorem
2.4 A), we see that BLp,s|x|α ⊂ L
np
n+α , and np
n+α
≤ 1.
When 0 < s ≤ ∞, 0 < p < ∞ and n(p − 1) ≤ α < ∞, by Theorem 2.5, we have
H
np
n+α ⊂ BLp,s|x|α, and
np
n+α
≤ 1.
The remain of the proof follows from the following
Claim: Let 0 < p < ∞, n(p − 1) ≤ α < ∞, 0 < q ≤ 1 and f ∈ Lq. Then Mf is
never in Lp|x|α if f 6= 0.
See [40] for a proof of Claim. Thus, we finish the proof of Theorem 4.5.
The conditions in Theorem 4.1 ∼ Theorem 4.3 are also satisfied by Littlewood-Paley
functions. Suppose that ψ is integrable on Rn and
(i)
∫
Rn
ψ(x)dx = 0,
(ii) |ψ(x)| ≤ c(1 + |x|)−(n+β), for some β > 0,
(iii)
∫
Rn
|ψ(x+ y)− ψ(x)|dx ≤ c|y|γ, all y ∈ Rn, for some γ > 0.
Let ψt(x) = t
−nψ(x/t) with t > 0. The Littlewood-Paley g-function of f is defined
by
gψ(f)(x) =
(∫ ∞
0
|f ∗ ψt(x)|
2dt
t
)1/2
.
The Lusin area function of f is defined by
Sψ,a(f)(x) =
(
1
an|B0|
∫
Γa(x)
|f ∗ ψt(y)|
2t−ndy
dt
t
)1/2
,
where B0 is the unit ball of R
n and Γa(x) = {(y, t) ∈ R
n+1
+ : |x− y| < at}.
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The Littlewood-Paley g∗λ-function of f is defined by
g∗ψ,λ(f)(x) =
∫ ∞
0
∫
Rn
|f ∗ ψt(y)|
2
(1 + |x−y|
t
)2λ
t−ndy
dt
t
1/2 .
As in [37] we can check that gψ(f), Sψ,a(f) and g
∗
ψ,λ(f) satisfy the size conditions
(1.14). By Minkowski inequality, it is easy to see that gψ(f), Sψ,a(f) and g
∗
ψ,λ(f) satisfy
(1.15). By the boundedness of these operators on Ls with 1 < s <∞, we have
Theorem 4.6 Let ψ satisfies (i),(ii) and (iii) above. For gψ(f), Sψ,a(f) and g
∗
ψ,λ(f),
the same conclusions hold as those stated in Theorem 4.4.
The conditions in Theorem 4.1 ∼ Theorem 4.3 are also satisfied by many other
operators arising in harmonic analysis, and we will discuss this in section 7.
5. Bochner-Riesz means
BλR can be written as a convolution operator
BλRf(x) = (f ∗K
λ
R)(x)
for f ∈ S, where KλR(x) = [(1 − |ξ/R|
2)λ+] ˘ (x), and gˇ denotes the inverse Fourier
transform of g.
We will prove that
Theorem 5.1 Let n−1
2(n+1)
< λ ≤ n−1
2
, p′λ < s < pλ, 0 < p ≤ s and n(
p
s
− 1) ≤ α <
n( p
p′
λ
− 1). Then (1.3) holds.
Theorem 5.2 Let 0 < R < ∞, and let n−1
2(n+1)
< λ ≤ n−1
2
, p′λ < s < pλ, 0 < p <
s, n(p
s
− 1) < α < n( p
p′
λ
− 1) and α ≤ 0. Then (1.4) holds.
Since Theorem 2.5, we can extend this to pλ ≤ s <∞.
Corollary 5.1 Let 0 < R < ∞, and let n−1
2(n+1)
< λ ≤ n−1
2
, s = pλ, 0 < p <
s, n( p
pλ
− 1) < α < n( p
p′
λ
− 1) and α ≤ 0. Then (1.4) holds.
When λ = n−1
2
, these results can extend to the maximal Bochner-Riesz operators.
Noticing that p′n−1
2
= 1, pn−1
2
=∞, we have
Theorem 5.3 Let λ = n−1
2
, 1 < s < ∞, 0 < p ≤ s and n(p
s
− 1) ≤ α < n(p − 1).
Then (1.6) holds.
Theorem 5.4 Let λ = n−1
2
, 1 < s < ∞, 0 < p < s, n(p
s
− 1) < α < n(p − 1) and
α ≤ 0. Then (1.7) holds.
When λ > n−1
2
, we have also
Theorem 5.5 Let λ > n−1
2
, 1 < s < ∞, 0 < p ≤ s and n(p
s
− 1) ≤ α < n(p − 1).
Then (1.6) holds.
Theorem 5.6 Let λ > n−1
2
, 1 < s < ∞, 0 < p < s, n(p
s
− 1) < α < n(p − 1) and
α ≤ 0. Then (1.7) holds.
We have the following convergence results.
Theorem 5.7 (i) Let λ, s, p and α under the conditions of Theorem 5.2, or Theorem
5.4, or Theorem 5.6. Then (1.5) holds.
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It is known that the boundedness of Bλ∗ on L
p and the maximal principle (see
Stein [64]) imply that BλRf converges to f almost everywhere as R tends to ∞, for
f ∈ Lp. Similarly, we can also get a µα-a.e. convergence result for B
λ
Rf by Theorem
5.3 (or Theorem 5.5) and a similar maximal principle, for f ∈ BLp,s|x|α with λ, s, p and
α under the conditions of Theorem 5.3 (or Theorem 5.5). But this does not imply new
information since BLp,s|x|α ⊂ L
np
n+α and np
n+α
> 1 (see Theorem 2.4).
Next, We prove the Theorems above. First, let us give an outline of the proof of
Theorem 5.1. In order to prove that Bλ1 is of type (BL
p,s
|x|α, BL
p,s
|x|α), by the equality
Bλ1 f = Hf+Tf (i.e.(5.6) below, where Hf is controlled by Hardy-Littlewood maximal
function Mf), we need only to prove that this holds for T since Theorem 4.4. This
can be divided into three steps. Step 1, we prove that
‖Bλ1h‖BLp,s|x|α ≤ C (5.1)
for all (p, s, α)-blocks h of restrict II-type, where C is independent of h, and it follows
that
‖Th‖BLp,s
|x|α
≤ C (5.2)
for all (p, s, α)-blocks h of restrict II-type, since Theorem 4.4. Step 2, we prove that
(5.2) holds for all (p, s, α)-blocks h of restrict I-type. Thus, (5.2) holds for all (p, s, α)-
blocks h. Step 3, we prove that
Tf =
∑
j
µjTaj (5.3)
for f =
∑
j µjaj ∈ BL
p,s
|x|α with s, p and α under the conditions of Theorem 5.1. From
these, it is easy to get that T is of type (BLp,s|x|α, BL
p,s
|x|α), then B
λ
1 follows since (5.6)
below and Theorem 4.4.
Proof of Theorem 5.1
Step 1.
we consider the case of (p, s, α)-block of restrict II-type.
Proposition 5.1 Let λ ≤ n−1
2
, p′λ < s <∞, 0 < p ≤ s and n(
p
s
−1) ≤ α < n( p
p′
λ
−1).
If Bλ1 is bounded on L
s, then (5.1) holds for all (p, s, α)-blocks h of restrict II-type.
In fact, we can prove the following
Proposition 5.2 Let 1 < s < ∞, 0 < p ≤ s, n(p
s
− 1) ≤ α < n(p − 1) and
n+α
p
< δ ≤ n. Suppose that a sublinear operator K satisfies the size condition as
following
|Kf(x)| ≤ C‖f‖L1/|x− x0|
δ (5.4)
when supp f ⊆ B(x0, 2
k) and |x−x0| ≥ 2
k+1 with k ∈ Z. If K is bounded on Ls, then
‖Kh‖BLp,s
|x|α
≤ C
for all (p, s, α)-blocks h of restrict II-type, where C is independent of h.
We can check that the following size condition implies the condition (5.4):
|Kf(x)| ≤ C
∫
Rn
|f(y)|
|x− y|δ
dy, x /∈ suppf, (5.5)
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for any integral function with compact support. In fact, assume that K satisfies (5.5).
Let y ∈ Bk(x0) = B(x0, 2
k) and x ∈ (Bk+1(x0))
c (i.e. |x− x0| ≥ 2
k+1). For k ∈ Z, we
have |x− y| ≥ 2k ≥ |y− x0|, and it follows that |x− x0| ≤ |x− y|+ |y− x0| ≤ 2|x− y|.
Then K satisfies (5.4).
It is known that
|Bλ1 f(x)| ≤ C
∫
Rn
|f(y)|
|x− y|
n+1
2
+λ
dy
for f ∈ Ls with 1 < s <∞.
Let δ = n+1
2
+ λ, it is easy to check that λ, s, p and α satisfy the conditions of
Proposition 5.1 if they satisfy Proposition 5.2. So, Proposition 5.1 is a special case of
Proposition 5.2 when δ = n+1
2
+ λ.
Proof of Proposition 5.2 By Theorem 3.1, it suffices to check that Kh is a
(p, s, α, ε)-molecular for every (p, s, α)−block h of restrict II-type centered at any point
x0 and ℜ(Kh) ≤ C with C independent of h.
Since n(p
s
− 1) ≤ α and n+α
p
< δ, we have 0 < δ
n
− 1
p
− α
np
≤ δ
n
− 1
s
. Then, we can
choose A0 and ε such that
0 < ε < A0 =
δ
n
−
1
p
−
α
np
≤
δ
n
−
1
s
.
Set a = A0−ε and b =
δ
n
− 1
s
−ε.We see that a > 0, b > 0 and b−a = −1
s
+ 1
p
+ α
np
≥ 0
since n(p
s
− 1) ≤ α. Given a (p, s, α)−block h of restrict II-type with supp a ⊂
B(x0, r) ⊂ Bk0(x0), 2
k0−1 < r ≤ 2k0, and k0 ≤ 0, we see that
‖Kh(x)|x− x0|
nb‖sLs =
(∫
|x−x0|<2k0+1
+
∫
|x−x0|≥2k0+1
)
|Kh(x)|s|x− x0|
snbdx
= J1 + J2.
For J1, by the L
s-boundedness of K, we have
J1 ≤ C2
k0nsb‖h‖sLs ≤ C2
k0nsb2k0ns(1/s−1/p−α/np).
For J2, by (5.4), noticing that (nb − δ)s + n = −nε < 0, δ ≤ n and k0 ≤ 0, and using
Ho¨lder inequality, we have
J2 =
∫
|x−x0|≥2k0+1
|Kh(x)|s|x− x0|
nbsdx
≤ C
∫
|x−x0|≥2k0+1
‖h‖sL1 |x− x0|
nbs−δsdx
= C2k0((nb−n)s+n)2k0(n−δ)s‖h‖sL1
≤ C2k0ns(b−1+1/s)‖h‖sLs|Bk0|
s/s′
≤ C2k0nsb2k0ns(1/s−1/p−α/np).
Thus,
‖Kh(x)|x− x0|
nb‖Ls ≤ C2
k0nb2k0n(1/s−1/p−α/np).
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And by the Ls-boundedness of K, we have
‖Kh‖Ls ≤ C‖h‖Ls ≤ C2
k0n(1/s−1/p−α/np).
Then, noticing a/b > 0 and 1− a/b ≥ 0, b− a+ 1
s
− 1
p
− α
np
= 0, we have
ℜ(Kh) ≤ C2k0n(1/s−1/p−α/np)a/b2k0n(b+1/s−1/p−α/np)(1−a/b)
= C2k0n(b−a+1/s−1/p−α/np) = C,
since k0 ≤ 0. Thus, we finish the proof of Proposition 5.2.
Step 2.
We consider the case of (p, s, α)-block of restrict I-type.
Because Bλ1 = f ∗K
λ
1 , we can decompose B
λ
1 into two parts as B
λ
1 = f ∗ (χB2piK
λ
1 )+
f ∗ (χBc2piK
λ
1 ), where B2pi = {x : |x| ≤ 2pi}. It is easy to see that the first part can be
controlled by Hardy-Littlewood maximal function Mf since Kλ1 is bounded. For the
second part, we can use the asymptotic expansion of Kλ1
Kλ1 (x) ∼ |x|
−(n+1)/2−λ
e2pii|x| ∞∑
j=0
αj |x|
−j + e−2pii|x|
∞∑
j=0
βj |x|
−j

as |x| → ∞, for suitable constants αj and βj, and express it as a finite sum as follows, as
Stein did in [59]. First there are finitely many terms, given by some constant multiples
of
T j±f(x) =
∫
|y|≥2pi
e±2pii|y|f(x− y)|y|−(n+1)/2−λ−jdy
with j ≥ 0. Next, there is an error term, corresponding to convolution with a kernel
belonging to L1. In fact, the error term can be controlled by Mf , and this can be seen
more clearly in the following Lemma 5.1 (see [42]), and in [17] for λ > n−3
2
.
Lemma 5.1([42]) For every k ≥ −1
2
, there are real constants {ck,j}
∞
j=0 and ck such
that, for every N ∈ Z+, the following holds:
Jk(x) = Rk,N
(
1
x2N+5/2
)
+
N∑
j=0
(
ck,2j
x2j+1/2
cos(x− ck)−
ck,2j+1
x2j+3/2
sin(x− ck)
)
where Rk,N is controlled by ∣∣∣∣Rk,N ( 1x2N+5/2
)∣∣∣∣ ≤ Ck,Nx2N+5/2
for every x ≥ 2pi and some constants Ck,N .
Thus, we need only to take N0 in Lemma 5.1 such that (n+1)/2+λ+2N0+5/2 > n.
Then we can write
Bλ1 f = Hf + Tf (5.6)
where Hf is controlled by Hardy-Littlewood maximal function Mf , and
Tf =
N0∑
j=0
[(c+
2j+ 1
2
T (2j+
1
2
)+f + c−
2j+ 1
2
T (2j+
1
2
)−f) + (c+
2j+ 3
2
T (2j+
3
2
)+f + c−
2j+ 3
2
T (2j+
3
2
)−f)]
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for some constants c±j , where
T (2j+
1
2
)±f(x) =
∫
|y|≥2pi
e±2pii|y|f(x− y)|y|−
n+1
2
−λ−(2j+ 1
2
)dy
j = 0, 1, 2, · · · , N0.T
(2j+ 3
2
)±f are similar.
Proposition 5.3 Let n−1
2(n+1)
< λ ≤ n−1
2
, p′λ < s < pλ, 0 < p ≤ s and n(
p
s
−1) ≤ α <
n( p
p′
λ
− 1). Then, (5.2) holds for all (p, s, α)-blocks h of restrict I-type.
Proof We prove (5.2) by Theorem 3.1.
It is easy to see that T (2j+
1
2
)±f(x) is controlled pointwise by Hardy-Littlewood
maximal function Mf when n+1
2
+ λ + 2j + 1
2
> n, and T (2j+
3
2
)±f(x) is controlled by
Mf when n+1
2
+ λ+ 2j + 3
2
> n. It is clear that we need only to consider
T 0+f(x) =
∫
|y|≥2pi
e2pii|y|f(x− y)|y|−(n+1)/2−λdy.
In fact, once we have proved that
‖T 0+h‖BLp,s
|x|α
≤ C (5.7)
for all (p, s, α)-blocks h of restrict I-type, under conditions of Proposition 5.3, then, from
this and Theorem 4.4, it is easy to see that T (2j+
1
2
)± and T (2j+
3
2
)±, j = 0, 1, 2, · · · , N0,
also satisfy (5.7). Then, T follows.
Let us prove (5.7). By Theorem 3.1, it suffices to check that T 0+h is a (p, s, α, ε)-
molecular for every (p, s, α)−block h of restrict I-type centered at origin x0 = 0 and
ℜ(T 0+h) ≤ C with C independent of h.
Since n(p
s
− 1) ≤ α < n( p
p′
λ
− 1), we have
n + 1
2n
+
λ
n
−
1
s
≥
n+ 1
2n
+
λ
n
−
1
p
−
α
np
> 0.
Then, we can choose A0 and ε such that
0 < ε <
n+ 1
2n
+
λ
n
−
1
p
−
α
np
≤
n + 1
2n
+
λ
n
−
1
s
.
Set a = n+1
2n
+ λ
n
− 1
p
− α
np
− ε and b = n+1
2n
+ λ
n
− 1
s
− ε.We see that a > 0, b > 0 and
b− a = −1
s
+ 1
p
+ α
np
≥ 0.
As in [59], we write
|y|−(n+1)/2−λ =
∞∑
k=0
2−[(n+1)/2+λ]kψ(y/2k), |y| ≥ 1
where ψ is a smooth function, supported in 1/2 ≤ |y| ≤ 2. Then
T 0+ =
∞∑
k=0
Tk (5.8)
with Tkf(x) = 2
−[(n+1)/2+λ]k
∫
e2pii|y|f(x− y)ψ(y/2k)dy.
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Given a (p, s, α)−block h with supp h ⊂ B(0, r) ⊂ Bk0(0), 2
k0−1 < r ≤ 2k0 and
k0 > 0, by (5.8) and Minkowski inequality, we have
‖T 0+h(x)|x|nb‖Ls ≤
∞∑
k=0
‖Tkh(x)|x|
nb‖Ls.
Let us estimate ‖Tkh(x)|x|
nb‖Ls. We see that
‖Tkh(x)|x|
nb‖sLs ≤
(∫
|x|<2k0+1
+
∫
|x|≥2k0+1
)
|Tkh(x)|
s|x|snbdx
= Jk1 + J
k
2 .
For Jk1 , by (34) in ([59], p394), we have
Jk1 =
∫
|x|<2k0+1
|Tkh(x)|
s|x|nbsdx
≤ C2k0nsb‖Tkh‖
s
Ls
≤ C2k0nsb2−[(n+1)/2+λ]ks+kn‖h‖sLs.
Noticing that −n+1
2
− λ+ n
s
< 0 (since p′λ < s), we have
∞∑
k=0
(Jk1 )
1/s ≤ C2k0nb‖h‖Ls
for k0 = 1, 2, · · ·.
For Jk2 , let x ∈ {x : |x| ≥ 2
k0+1}, y ∈ suppψ(·/2k) = {y : 2k−1 < |y| ≤ 2k+1} and
x− y ∈ Bk0 = {x− y : |x− y| ≤ 2
k0}, then 2k0+1 ≤ |x| ≤ |y|+ |x− y| ≤ 2k0 +2k+1 and
k0 ≤ k + 1. Thus, noticing that Tkh(x) = 2
−[(n+1)/2+λ]k
∫
e2pii|y|h(x − y)ψ(y/2k)dy, we
have Jk2 = 0 when k + 1 < k0, while when k + 1 ≥ k0,
Jk2 =
∫
|x|≥2k0+1
|Tkh(x)|
s|x|nbsdx
≤ C(2× 2k+1)nsb
∫
|x|≥2k0+1
|Tkh(x)|
sdx
≤ C2knsb2−[(n+1)/2+λ]ks+kn‖h‖sLs
= C2ks(nb−(n+1)/2−λ+n/s)‖h‖sLs ,
since (34) in ([59], p394). Noticing that nb− n+1
2
−λ+ n
s
= −nε < 0 and −n+1
2
−λ+ n
s
<
0, we have
∞∑
k=0
(Jk2 )
1/s =
∑
k+1≥k0
(Jk2 )
1/s ≤ C2k0(nb−(n+1)/2−λ+n/s)‖h‖Ls ≤ C2
k0nb‖h‖Ls
for k0 > 0. Thus,
‖T 0+h(x)|x|nb‖Ls ≤
∞∑
k=0
[(Jk1 )
1/s + (Jk2 )
1/s]
=
∞∑
k=0
(Jk1 )
1/s +
∞∑
k=0
(Jk2 )
1/s ≤ C2k0nb2k0n(1/s−1/p−α/np).
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And by the Ls boundedness of T 0+, see [59], we have
‖T 0+h(‖Ls ≤ C‖h‖Ls ≤ C2
k0n(1/s−1/p−α/np).
Then, noticing a/b > 0, 1− a/b > 0 and b− a + 1
s
− 1
p
− α
np
= 0, we have
ℜ(T 0+h) ≤ C2k0n(1/s−1/p−α/np)a/b2k0n(b+1/s−1/p−α/np)(1−a/b)
= C2k0n(b−a+1/s−1/p−α/np) = C,
where k0 > 0. Thus, (5.7) holds, and it follows that (5.2) holds for all (p, s, α)-blocks
h of restrict I-type.
For (p, s, α)-blocks, by (5.6) and Theorem 4.4, we see that for T in (5.6), the same
conclusions hold as those stated in Proposition 5.1. Then, by Proposition 5.3, we have
Proposition 5.4 Let λ, s, p and α under the conditions of Theorem 5.1. Then (5.2)
holds for all (p, s, α)-blocks h.
Step 3.
We prove (5.3). From (5.3) the conclusion required can be proved easily.
Proposition 5.5 Let λ, s, p, α under the conditions of Theorem 5.1, T as in (5.6).
Then
T is of type (BLp,s|x|α, BL
p,s
|x|α).
Proof We need to prove (5.3). For f ∈ BLp,s|x|α and any 0 < ε ≤ ‖f‖BLp,s|x|α , there
exists a decomposition of f : f =
∑
j µjaj such that (
∑
j |µj|
p¯)1/p¯ ≤ ‖f‖BLp,s
|x|α
+ε, where
all aj are (p, s, α)-blocks. Once (5.3) is proved, then, by Proposition 5.4, we have
‖Tf‖BLp,s
|x|α
≤
∑
j
|µj|‖Taj‖BLp,s
|x|α
≤ C
∑
j
|µj|
≤ C
∑
j
|µj|
p¯
1/p¯ ≤ C‖f‖BLp,s
|x|α
+ ε ≤ C‖f‖BLp,s
|x|α
.
Next, let us prove (5.3). It is clear that we need only to prove (5.3) for T
1
2
+ since
the cases for T (2j+
1
2
)± and T (2j+
3
2
)±, j = 0, 1, 2, · · · , N0, are similar. As (5.8), we can
write
T
1
2
+ =
∞∑
k=0
T
1
2
+
k (5.9)
with T
1
2
+
k f(x) = 2
−[(n+1)/2+λ+1/2]k
∫
e2pii|y|f(x− y)ψ(y/2k)dy.
Let us first consider T
1
2
+
k . Fix k and x ∈ R
n. Let f =
∑∞
j=1 µjaj where each aj is a
(p, s, α)-block with supp aj ⊂ Bj and ‖aj‖Ls ≤ |Bj|
− 1
p
− α
np
+ 1
s , and (
∑∞
j=1 |µj|
p¯)1/p¯ <∞.
When aj is a (p, s, α)-block of restrict II-type, by Ho¨lder inequality, we have∫
|aj(x− y)||ψ(y/2
k)|dy ≤ ‖ψ‖L∞‖aj‖L1 ≤ ‖ψ‖L∞|Bj|
1− 1
p
− α
np ≤ ‖ψ‖L∞ ,
since |Bj| ≤ 1 and 1−
1
p
− α
np
> 0.
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When aj is a (p, s, α)-block of restrict I-type, by Ho¨lder inequality, we have∫
|aj(x−y)||ψ(y/2
k)|dy ≤ ‖2nk/s
′
ψ‖Ls′‖aj‖Ls ≤ 2
nk/s′‖ψ‖Ls′ |Bj |
1
s
− 1
p
− α
np ≤ 2nk/s
′
‖ψ‖Ls′ ,
since |Bj| > 1 and
1
s
− 1
p
− α
np
≤ 0.
Let F (y) =
∑∞
j=1 |µj||aj(x− y)||ψ(y/2
k)| for x ∈ Rn, by Minkowski inequality and
the two inequalities above, we have
‖F‖L1 ≤ (‖ψ‖L∞ + 2
nk/s′‖ψ‖Ls′ )
∞∑
j=1
|µj| ≤ (‖ψ‖L∞ + 2
nk/s′‖ψ‖Ls′ )(
∞∑
j=1
|µj|
p¯)1/p¯ <∞.
Let FN(y) =
∑N
j=1 µje
2pii|y|aj(x−y)ψ(y/2
k) for x ∈ Rn. It is clear that |FN(y)| ≤ |F (y)|.
Then the Lebesgue dominated convergence theorem gives that
∫
limN→∞ FN (y)dy =
limN→∞
∫
FN (y)dy, and it follows that
T
1
2
+
k f(x) =
∞∑
j=0
µjT
1
2
+
k aj(x). (5.10)
We see also that
|T
1
2
+
k a(x)| ≤ 2
−[n+1
2
+λ+ 1
2
]k(‖ψ‖L∞ + 2
nk
s′ ‖ψ‖Ls′ ) (5.11)
for all (p, s, α)-blocks with 1 < s <∞, 0 < p ≤ s and n(p
s
−1) ≤ α < n(p−1). Noticing
(5.10) and (5.9), we have
T
1
2
+f =
∞∑
k=0
∞∑
j=0
µjT
1
2
+
k aj =
∞∑
j=0
∞∑
k=0
µjT
1
2
+
k aj =
∞∑
j=0
µj
∞∑
k=0
T
1
2
+
k aj =
∞∑
j=0
µjT
1
2
+aj ,
the second ”=” above holds since
∞∑
j=0
∞∑
k=0
|µj||T
1
2
+
k aj | ≤ (‖ψ‖L∞ + ‖ψ‖Ls′ )
∞∑
j=0
∞∑
k=0
2−[
n+1
2
+λ+ 1
2
− n
s′
]k|µj|
≤ (‖ψ‖L∞ + ‖ψ‖Ls′ )(
∞∑
k=0
2−[
n+1
2
+λ+ 1
2
− n
s′
]k)(
∞∑
j=1
|µj|
p¯)1/p¯ <∞,
these inequalities hold because of (5.11) and (n+ 1)/2 + λ+ 1/2− n/s′ > (n+ 1)/2 +
λ − n/s′ > 0 which follows from s < pλ. Thus, we have proved that T is of type
(BLp,s|x|α, BL
p,s
|x|α). Thus, we finish the proof of Proposition 5.5.
The proof of Theorem 5.1 has been finished.
Proof of Corollary 5.1 Let n( p
pλ
− 1) < α < n( p
p′
λ
− 1), then there exists s such
that p′λ < s < pλ and n(
p
pλ
− 1) < n(p
s
− 1) < α < n( p
p′
λ
− 1). Then, by Theorem 5.2,
we have that BλR is of type (BL
p,s
|x|α, L
p
|x|α). By Theorem 2.5, we know BL
p,pλ
|x|α ⊂ BL
p,s
|x|α
for p, s, pλ and α. So, B
λ
R is of type (BL
p,pλ
|x|α , L
p
|x|α).
Proof of Theorem 5.2 Since
BλRf(x) =
∫
|ξ|<R
fˆ(ξ)
(
1− |ξ/R|2
)λ
e2piix·ξdξ,
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and let g(x) = f(x/R), we have
BλRf(x) =
∫
|η|<1
gˆ(η)
(
1− |η|2
)λ
e2piiRx·ηdη.
Let f ∈ BLp,s|x|α and f 6= 0, then there exists a decomposition of f(x): f(x) =∑∞
i=1 µiai(x) with supp ai ⊆ Bi, ‖ai‖Ls ≤ |Bi|
− 1
p
− α
pn
+ 1
s and (
∑∞
j=1 |µj|
p¯)1/p¯ ≤ 2‖f‖pBLp,s
|x|α
.
Then g(x) =
∑∞
i=1 µiai(x/R) =
∑∞
i=1 µibi(x) with supp bi = supp ai(·/R) ⊆ RBi and
‖bi‖Ls ≤ R
n+α
p |RBi|
− 1
p
− α
pn
+ 1
s , and this shows that each R−
n+α
p bi is a (p, s, α)-block. So
we have
g(x) =
∞∑
i=1
µiR
n+α
p R−
n+α
p bi(x),
and
‖g‖pBLp,s
|x|α
≤
(
∞∑
i=1
(
|µi|R
n+α
p
)p¯)1/p¯
≤ 2R
n+α
p ‖f‖pBLp,s
|x|α
.
By Theorems 5.1 and 2.1, we see that
Bλ1 is of type (BL
p,s
|x|α, L
p
|x|α)
for p′λ < s < pλ, 0 < p < s, n(
p
s
− 1) < α < n( p
p′
λ
− 1) and α ≤ 0. Using these, we have
∫
Rn
|BλRf(x)|
p|x|αdx =
∫
Rn
∣∣∣∣∣
∫
|η|<1
gˆ(η)
(
1− |η|2
)λ
e2piiRx·ηdη
∣∣∣∣∣
p
|x|αdx
=
1
Rα+n
∫
Rn
∣∣∣∣∣
∫
|η|<1
gˆ(η)
(
1− |η|2
)λ
e2piix·ηdη
∣∣∣∣∣
p
|x|αdx
≤
C
Rα+n
‖g‖pBLp,s
|x|α
≤ C‖f‖pBLp,s
|x|α
.
Thus, we finish the proof of Theorem 5.3.
In particular, taking λ = n−1
2
in Theorem 5.1, we have
Corollary 5.2 Let 0 < s <∞, 0 < p ≤ s and n(p
s
− 1) ≤ α < n(p− 1). Then
B
n−1
2
1 is of type (BL
p,s
|x|α, BL
p,s
|x|α).
When p > 1, taking α = 0 in Theorem 5.2, we have
Corollary 5.3 (i) Let n−1
2(n+1)
< λ ≤ n−1
2
, p′λ < s < pλ, 1 < p < s and
n
p
< 1
p′
λ
. Then
Bλ1 is of type (BL
p,s
|x|0, L
p).
When p > 1 and taking α = 0 in Theorem 5.3, we have
Corollary 5.4 Let 0 < R <∞. For BλR, the same conclusions hold as those stated
in Corollary 5.3.
Remark 5.2 Since the conditions p′λ < s and n(
p
s
− 1) < α in theorems above
imply that 1
s
− 1
p
− α
np
≤ 0 < 1
p′
λ
− 1
p
− α
np
, those theorems above maybe fail when s = p′λ.
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Proof of Theorem 5.3 and Theorem 5.4 It is easy to see that Theorem 5.3
follows from the following two propositions, and Theorem 5.4 follows from Theorems
5.3 and 2.1.
Proposition 5.6 Let 1 < s <∞, 0 < p ≤ s and −n(1 − p/s) ≤ α < n(p− 1). We
have
‖B
n−1
2
∗ h‖BLp,s
|x|α
≤ C (5.12)
for every (p, s, α)−block h, where the constant C is independent of h.
Proof Let 0 < R < ∞ and 0 < λ < ∞. We know that BλRf(x) = (f ∗ K
λ
R)(x)
where
KλR(x) = [(1− |ξ/R|
2)λ+]˘(x)
=
∫
|ξ|<R
(
1− |ξ/R|2
)λ
e2piix·ξdξ
= RnKλ1 (Rx)
= Rn|Rx|−
n
2
−λJn
2
+λ(2pi|Rx|). (5.13)
Here Jn
2
+λ is the Bessel function, and it has the asymptotic properties as follows:
Jm(t) =
√
2
pi
t−
1
2 cos(t−
mpi
2
−
pi
4
) +O(t−
3
2 ), as t→∞, (5.14)
Jm(t) =
tm
2mΓ(m+ 1)
+O(tm+1), as t→ 0, (5.15)
where m > −1
2
, see [59]. From (5.13) and (5.15), we see that the radial function KλR(x)
is right-continues at |x| = 0 for fixed 0 < R <∞. From (5.13) and (5.14), we see that
KλR(x) = R
nO(|Rx|−
n+1
2
−λ) as t→∞.
Such two facts imply that
|KλR(x)| ≤ CR
n(1 + |Rx|)−
n+1
2
−λ, 0 < |x| <∞, (5.16)
where C is independent of |Rx|. (5.16) shows that
|K
n−1
2
R (x)| ≤ C|x|)
−n, 0 < |x| <∞, 0 < R <∞,
and therefore
|B
n−1
2
∗ f(x)| ≤ C
∫
Rn
|f(y)|
|x− y|n
dy.
As before (i.e. as (5.5)), it is easy to check that B
n−1
2
∗ satisfies (1.14). And it is known
that B
n−1
2
∗ is bounded on Ls with 1 < s < ∞, see [66]. Then, by Theorem 4.1, (5.12)
follows.
Proposition 5.7 Let 0 < λ < ∞, 0 < R < ∞, 1 < s < pλ, 0 < p ≤ s and
−n(1 − p/s) ≤ α < n(p− 1). We have
BλRf(x) =
∞∑
j=0
µjB
λ
Raj(x), (5.17)
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and
Bλ∗ f(x) ≤
∞∑
j=0
|µj|B
λ
∗aj(x) (5.18)
for f =
∑
λjaj ∈ B˙L
p,s
|x|α, where each aj is a (p, s, α)−block and
∑
|λj|
p¯ <∞.
Proof Fix 0 < R < ∞ and x ∈ Rn. Let f =
∑∞
j=1 µjaj where each aj is a
(p, s, α)-block with supp aj ⊂ Bj and ‖aj‖Ls ≤ |Bj|
− 1
p
− α
np
+ 1
s , and (
∑∞
j=1 |µj|
p¯)1/p¯ <∞.
When aj is a (p, s, α)-block of restrict II-type, by (5.16) and Ho¨lder inequality, we
have ∫
|aj(x− y)||K
λ
R(y)|dy ≤ CR
n‖aj‖L1 ≤ CR
n|Bj|
1− 1
p
− α
np ≤ CRn (5.19)
since |Bj| ≤ 1, 1−
1
p
− α
np
> 0 and n+1
2
+ λ > 0.
When aj is a (p, s, α)-block of restrict I-type, by Ho¨lder inequality, we have∫
|aj(x− y)||K
λ
R(y)|dy ≤ ‖K
λ
R‖Ls′‖aj‖Ls ≤ ‖K
λ
R‖Ls′ |Bj|
1
s
− 1
p
− α
np ≤ ‖KλR‖Ls′ (5.20)
since |Bj| > 1 and
1
s
− 1
p
− α
np
≤ 0. By (5.16), we see that
‖KλR‖
s′
Ls′ ≤ C
∫
Rn
Rns
′
dx
(1 + |Rx|)(
n+1
2
+λ)s′
= CRn(s
′−1)
∫ ∞
0
rn−1dr
(1 + r)(
n+1
2
+λ)s′
≤ CRn(s
′−1)
∫ ∞
0
(1 + r)n−1−(
n+1
2
+λ)s′dr
≤ CRn(s
′−1) (5.21)
as n− (n+1
2
+ λ)s′ < 0, i.e. s < pλ.
Let F (y) =
∑∞
j=1 |µj||aj(x − y)||K
λ
R(y)| for x ∈ R
n, by Minkowski inequality and
(5.19) ∼ (5.21), we have
‖F‖L1 ≤ C(R
n +Rn(s
′−1))
∞∑
j=1
|µj| ≤ C(R
n +Rn(s
′−1))(
∞∑
j=1
|µj|
p¯)1/p¯ <∞.
Let FN(y) =
∑N
j=1 µjaj(x − y)K
λ
R(y) for x ∈ R
n. It is clear that |FN(y)| ≤ |F (y)|.
Then the Lebesgue dominated convergence theorem gives (5.17).
And it follows that
|BλRf(x)| ≤
∞∑
j=0
|µj|B
λ
∗aj(x)
for 0 < R <∞. Thus we have (5.18).
Proof of Theorem 5.5 and Theorem 5.6 When λ > n−1
2
, we know that
|Bλ∗ f(x)| ≤ CMf(x) for all f ∈ L
1
loc and an absolutely constant C (see, for exam-
ple, [57]). Then Theorems 5.5 and 5.6 follow from Theorem 4.4.
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Proof of Theorem 5.7 Let f =
∑∞
j=1 µjaj where each aj is a (p, s, α)-block
and (
∑∞
j=1 |µj|
p¯)1/p¯ < ∞. Then, for any ε > 0, there exists an Nε > 0 such that
(
∑∞
j=Nε+1 |µj|
p¯)1/p¯ < ε. By (5.17), we have
‖BλRf − f‖Lp|x|α
= ‖
∞∑
j=1
µjB
λ
Raj −
∞∑
j=1
µjaj‖Lp
|x|α
≤
Nε∑
j=1
|µj|‖B
λ
Raj − aj‖Lp|x|α +
∞∑
j=Nε+1
|µj|‖B
λ
Raj‖Lp|x|α +
∞∑
j=Nε+1
|µj|‖aj‖Lp
|x|α
= I + II + III.
By Theorem 5.2 we have ‖BλRaj‖Lp|x|α ≤ ‖aj‖BL
p,s
|x|α
≤ C, and by Theorem 2.1 we have
‖aj‖Lp
|x|α
≤ ‖aj‖BLp,s
|x|α
≤ C. Then,
II + III ≤ C
∞∑
j=Nε+1
|µj| ≤ C
 ∞∑
j=Nε+1
|µj|
p¯
1/p¯ < Cε, (5.22)
where C is an absolutely constant. For I, since ‖BλRaj‖Lp|x|α ≤ C <∞ and ‖aj‖L
p
|x|α
≤
C <∞ for j = 1, 2, · · · , Nε, there exists a ball Bε such that∫
Bcε
|BλRaj(x)|
p|x|αdx < N−pε ε
p and
∫
Bcε
|aj(x)|
p|x|αdx < N−pε ε
p (5.23)
for all j = 1, 2, · · · , Nε. It is known that ‖B
λ
Raj−aj‖Ls → 0 as R→∞, j = 1, 2, · · · , Nε,
then for the N−1ε |Bε|
−( 1
p
− 1
s
− α
np
)ε , there exists an R0 such that ‖B
λ
Raj − aj‖Ls <
N−1ε |Bε|
−( 1
p
− 1
s
− α
np
)ε for all R > R0 and j = 1, 2, · · · , Nε. Then, by Ho¨lder inequal-
ity,
∫
Bε
|BλRaj(x)− aj(x)|
p|x|αdx ≤
(∫
Bε
|BλRaj(x)− aj(x)|
sdx
)p/s (∫
Bε
|x|αs/(s−p)dx
)(s−p)/s
≤ C|Bε|
1− p
s
−α
n‖BλRaj − aj‖
p
Ls < CN
−p
ε ε
p (5.24)
since αs/(s− p) + n ≤ 0, where C is an absolutely constant. Thus, (5.23) and (5.24)
give that
∫
|BλRaj(x)− aj(x)|
p|x|αdx < CN−pε ε
p, and it follows that
I < Cε (5.25)
for all R > R0. Then, by (5.22) and (5.25), we have that ‖B
λ
Rf − f‖Lp|x|α < Cε for all
R > R0. Thus, we finish the proof of Theorem 5.7.
6. Spherical means
We prove the following
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Theorem 6.1Let n ≥ 3, 0 < p ≤ 2 and n(1
2
p− 1) ≤ α < n(n−1
n
p− 1). Then (1.10)
holds.
From Theorems 2.1 and 6.1, we have
Theorem 6.2 Let n ≥ 3, 0 < p < 2, n(1
2
p−1) < α < n(n−1
n
p−1) and α ≤ 0. Then
(1.11) holds.
In particularly, we have
Corollary 6.1 Let n ≥ 3, 0 < p ≤ n
n−1
and n(1
2
p− 1) < α < n(n−1
n
p− 1). Then
M is of type (BLp,2|x|α, L
p
|x|α).
Theorem 6.3 Under the hypothesis of Theorem 6.2, we have
‖Atf − f‖Lp
|x|α
→ 0, t→ 0
for f ∈ BLp,2|x|α.
As BλRf , we can also get that Atf converges to f , µα-a.e., as t tends to 0 by Theorem
6.1 for f ∈ B˙Lp,2|x|α with p and α under the conditions of Theorem 6.1, but this does
not imply new information since BLp,2|x|α ⊂ L
np
n+α , and np
n+α
> n
n−1
.
We will use the following known facts in the proof of Theorem 6.1. Let M(f) be
the the spherical maximal function defined in section 1, we have then
M(f) ≤
∞∑
j=0
Mj(f), (6.1)
where
Mj(f) ≤ C(n)2
jM(f), j = 0, 1, 2, · · · , (6.2)
and
‖Mj(f)‖L2 ≤ C(n)2
(1−n/2)j‖f‖L2, j = 0, 1, 2, · · · , (6.3)
for all function f in L2 = L2(Rn). Here M(f) is Hardy-Littlewood maximal function.
See [26].
Proof of Theorem 6.1 By Theorem 3.1, it suffices to show that
‖Mh‖BLp,2
|x|α
≤ C (6.4)
for any (p, 2, α)−block h, where constant C is independent of h.
In fact, let f ∈ BLp,2|x|α, then for any ε > 0, there exists f =
∑
λihi where each hi is
a (p, 2, α)−block such that
(∑
|λi|
p¯
)1/p¯
≤ ‖f‖BLp,2
|x|α
+ ε.
By Minkowski inequality, |Atf(x)| ≤
∑
|λi|At(|hi|)(x) ≤
∑
|λi|M(|hi|)(x), and it fol-
lows that
Mf(x)| ≤
∑
|λi|M(|hi|)(x).
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Then, once (6.4) is established, by the subadditivity of the norm, we have
‖Mf‖BLp,2
|x|α
≤
∑
|λi|‖Mhi‖BLp,2
|x|α
≤ C
∑
|λi| ≤ C
(∑
|λi|
p¯
)1/p¯
≤ C‖f‖BLp,2
|x|α
+ ε.
Since ε is arbitrary, we have ‖Mf‖BLp,2
|x|α
≤ C‖f‖BLp,2
|x|α
.
In order to obtain (6.4), Let us estimate Mjh, j = 0, 1, 2, · · ·.
We check that Mjh is a (p, 2, α, ε)-molecular for every (p, 2, α)−block h centered
at any point and estimate ℜ(Mjh).
By α < n(n−1
n
p− 1), we have that
n− 1
n− 2
−
n
n− 2
(
1
p
+
α
np
)
> 0. (6.5)
By (6.5) and noticing that 1− 1/p− α/np > 0, we can choose ε such that
0 < ε < min
{
1
2
, 1−
1
p
−
α
np
,
n− 1
n− 2
−
n
n− 2
(
1
p
+
α
np
)}
. (6.6)
Set a = 1 − 1/p − α/np − ε and b = 1/2 − ε. We see that a > 0, b > 0 from (6.6),
b− a = −(1/2− 1/p− α/np) ≥ 0 from n(p/2− 1) ≤ α, and
na− 2b = n− 1− n(1/p+ α/np)− (n− 2)ε > 0 (6.7)
from (6.6).
Given a (p, 2, α)−block h with supp h ⊂ B(x0, r) ⊂ B(x0, 2
k0), and
‖h‖L2 ≤ |B(x0, r)|
1/2−1/p−α/np ≤ Cα,p|B(x0, 2
k0)|1/2−1/p−α/np,
where 2k0−1 < r ≤ 2k0, then we have
‖Mjh(x)|x− x0|
nb‖2L2 =
∫
Rn
|Mjh(x)|
2|x− x0|
2nbdx
≤
(∫
|x−x0|<2k0+1
+
∫
|x−x0|≥2k0+1
)
|Mjh(x)|
2|x− x0|
2nbdx
= J1 + J2. (6.8)
For J1, by (6.3), we have
J1 =
∫
|x−x0|<2k0+1
|Mjh(x)|
2|x− x0|
2nbdx
≤ C22k0nb‖Mjh‖
2
L2
≤ C22(1−n/2)j22k0nb‖h‖2L2
≤ C22(1−n/2)j22k0nb22k0n(1/2−1/p−α/np)
For J2, by (6.2), and noticing that Hardy-Littlewood maximal function M satisfies
(1.14), and that b− 1 + 1/2 = −ε < 0, we have
J2 =
∫
|x−x0|≥2k0+1
|Mjh(x)|
2|x− x0|
2nbdx
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≤ C22j
∫
|x−x0|≥2k0+1
|Mh(x)|2|x− x0|
2nbdx
≤ C22j
∫
|x−x0|≥2k0+1
‖h‖2L1 |x− x0|
2n(b−1)dx
≤ C22j22k0n(b−1+1/2)‖h‖2L2 |B(x0, 2
k0)|
≤ C22j22k0nb22k0n(1/2−1/p−α/np).
Thus,
‖Mjh(x)|x− x0|
nb‖L2 ≤ C2
j2k0nb2k0n(1/s−1/p−α/np).
And by (6.3),
‖Mjh(x)‖L2 ≤ C2
(1−n/2)j‖h(x)‖L2 ≤ C2
(1−n/2)j2k0n(1/2−1/p−α/np).
Then, noticing a/b > 0 and 1− a/b ≥ 0, we have
ℜ1(Mjh) ≤ C2
(1−n
2
)j× a
b 2j(1−
a
b
)2k0n(1/2−1/p−α/np)a/b2k0n(b+1/2−1/p−α/np)(1−a/b)
= C2−j×
na−2b
2b 2k0n(b−a+1/2−1/p−α/np) = C2−j×
na−2b
2b .
Thus, by Theorem 3.1, we have
‖Mjh‖BLp,2
|x|α
≤ C2−j×
na−2b
2b .
By (6.1), it follows that
‖Mh‖BLp,2
|x|α
≤
∞∑
j=0
‖Mjh‖BLp,2
|x|α
≤ C
∞∑
j=0
2−j×
na−2b
2b = C
noticing (6.7) and b > 0.
Thus, we finish the proof of Theorem 6.1.
In order to prove Theorem 6.3, let us state a uniform boundedness principle related
to BLp,s|x|α, which is similar to that related to L
p.
Lemma 6.1 (Uniform boundedness principle) Let 1 < s <∞, 0 < p ≤ s and
−n < α < n(p − 1). Let D be a dense subspace of BLp,s|x|α and suppose that TR is a
sequence of linear operators such that
‖TRf − f‖Lp
|x|α
→ 0, R→∞, (6.9)
for f ∈ D. Then in order for TRf → f in L
p
|x|α norm as R → ∞ for all f ∈ BL
p,s
|x|α, it
is a necessary and sufficient condition that we have the estimate
‖TRf‖Lp
|x|α
≤ C‖f‖BLp,s
|x|α
(6.10)
for all sufficiently large R, where the constants C are independent of R.
Proof By density, for f ∈ BLp,s|x|α and any ε > 0, there exists a g ∈ D such that
‖f − g‖BLp,s
|x|α
≤ ε. Noticing (6.9) and (6.10), we have
‖TRf − f‖
p¯
Lp
|x|α
≤ ‖TRf − TRg‖
p¯
Lp
|x|α
+ ‖TRg − g‖
p¯
Lp
|x|α
+ ‖g − f‖p¯Lp
|x|α
≤ C‖f − g‖p¯BLp,s
|x|α
+ εp¯ + ‖g − f‖p¯BLp,s
|x|α
≤ Cεp¯
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for f ∈ BLp,s|x|α.
On the other hands, for f ∈ BLp,s|x|α, set ε = ‖f‖BLp,s|x|α . As R larger enough, we have
‖TRf‖
p¯
Lp
|x|α
≤ ‖TRf − f‖
p¯
Lp
|x|α
+ ‖f‖p¯Lp
|x|α
≤ C‖f‖p¯BLp,s
|x|α
.
Thus, we finish the proof of Lemma 6.1.
Proof of Theorem 6.3 It is easy to see that L2
⋂
BLp,2|x|α is dense in BL
p,2
|x|α. For
f ∈ L2
⋂
BLp,2|x|α, we know that Atf converges to f pointwise (see [59]), noticing that
|Atf(x)| ≤ Mf(x) for all 0 < t < ∞ and ‖Mf‖Lp
|x|α
≤ C‖f‖BLp,s
|x|α
< ∞ by Theorem
6.2, then the Lebesgue dominated convergence theorem gives that
‖Atf − f‖Lp
|x|α
→ 0, R→∞
for all f ∈ L2
⋂
BLp,2|x|α. Then Theorem 6.3 follows from Lemma 6.1 and Theorem 6.2.
7. Some sublinear operators
In this section, we prove that a lot of sublinear operators in harmonic analysis are of
some new estimate at or beyond endpoint, some of them, such as Hilbert transform,
Riesz transforms and the regular singular integral operators, and the corresponding
truncated operators and maximal operators are of (BLp,s|x|α, BL
p,s
|x|α) and (BL
p,s
|x|α, L
p
|x|α)
estimates, while others, such as Caldero´n-Zygmund operator, the strongly singular
integral operator and some oscillatory singular integrals operators, admit respectively
an extension which is bounded on BLp,s|x|α.
Theorem 7.1 Let 1 < s <∞, 0 < p ≤ s and −n(1−p/s) ≤ α < n(p−1). Suppose
a sublinear operator T satisfies the size condition
|Tf(x)| ≤ C
∫
Rn
|f(y)|
|x− y|n
dy, x /∈ suppf, (7.1)
for any integral function with compact support. Then, if T is bounded on Ls, we have
‖Th‖BLp,s
|x|α
≤ C (7.2)
for every (p, s, α)−block h, where C is independent of h.
Proof As (5.5), it is easy to check that the condition (7.1) implies the conditions
(1.14) and (1.16). Then, Theorem 7.1 follows from Theorem 4.1.
Theorem 7.2 Let 1 < s < ∞, 0 < p ≤ s and −n(1 − p/s) ≤ α < n(p − 1). Let
K ∈ L1loc which satisfies
|K(x)| ≤ C1/|x|n, x 6= 0, (7.3)
Kε = Kχ{|x|>ε} with ε > 0. Define Tf(x) = K ∗ f(x), T
εf(x) = Kε ∗ f(x) and
T ∗f(x) = supε |T
εf(x)|. Then, if T ε is bounded on Ls, we have
T ε is of type (BLp,s|x|α, BL
p,s
|x|α),
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and if T ∗ is bounded on Ls, we have
T ∗, T ε and T are of type (BLp,s|x|α, BL
p,s
|x|α).
Proof Let us first consider T ε. We pick a smooth radial function ϕ with support
inside the ball B(0, 2) which is equal to 1 on the closed unit ball B(0, 1). Let ψk(x) =
ϕ(2−kx)− ϕ(2−k+1x) supposed in the annuli 2k−1 ≤ |x| ≤ 2k+1, k = 1, 2, · · · . Then, we
can write T εf as
T εf =
∞∑
k=0
T εkf, (7.4)
where T ε0 f(x) = (Kεϕ) ∗ f(x) and T
ε
kf(x) = (Kεψk) ∗ f(x), k = 1, 2, · · · .
Fix x ∈ Rn. Let f =
∑∞
j=1 µjaj where each aj is a (p, s, α)-block with supp aj ⊂ Bj,
and ‖aj‖Ls ≤ |Bj |
− 1
p
− α
np
+ 1
s , and (
∑∞
j=1 |µj|
p¯)1/p¯ <∞.
It is clear that we can let 0 < ε < 2. As Proposition 5.5, we have
T εkf(x) =
∞∑
j=1
µjTkaj(x), k = 1, 2, · · · , (7.5)
and
|T εka(x)| ≤ 2
−nk/s(‖ψ‖L∞ + ‖ψ‖Ls′ ), k = 1, 2, · · · , (7.6)
for all (p, s, α)-blocks with 1 < s < ∞, 0 < p ≤ s and n(p
s
− 1) ≤ α < n(p − 1).
Similarly,
T ε0 f(x) =
∞∑
j=1
µjT
ε
0aj(x) (7.7)
and
|T ε0a(x)| ≤ ε
−n(‖ϕ‖L∞ + ‖ϕ‖Ls′ ) (7.8)
for all (p, s, α)-blocks. From (7.6) and (7.8) we see that
∞∑
j=1
∞∑
k=0
|µj||T
ε
kaj | ≤ (ε
−n(‖ϕ‖L∞ + ‖ϕ‖Ls′ ) + ‖ψ‖L∞ + ‖ψ‖Ls′ )
∞∑
j=1
∞∑
k=0
2−nk/s|µj|
≤ Cε(
∞∑
j=1
|µj|
p¯)1/p¯ <∞.
Then, from (7.4), (7.5) and (7.7), we have
T εf =
∞∑
k=0
∞∑
j=1
µjT
ε
ka
ε
jaj =
∞∑
j=1
∞∑
k=0
µjT
ε
kaj =
∞∑
j=1
µjT
εaj . (7.9)
From this and Theorem 7.1, it is easy to get that T ε is of type (BLp,s|x|α, BL
p,s
|x|α) if T
ε
is bounded on Ls.
From (7.9), we see that
|T εf(x)| ≤
∞∑
j=1
|µj||T
εaj(x)| ≤
∞∑
j=1
|µj|T
∗aj(x)
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for 0 < ε <∞, and it follows that
T ∗f(x) ≤
∞∑
j=1
|µj|T
∗aj(x).
By Theorem 7.1, T ∗ is of type (BLp,s|x|α, BL
p,s
|x|α) if T
∗ is bounded on Ls, and T and T ε
follow. Thus, we finish the proof of Theorem 7.2.
By Theorems 7.2 and 2.1, we have
Theorem 7.3 Let 1 < s < ∞, 0 < p < s,−n(1 − p/s) < α < n(p − 1) and α ≤ 0.
Let K,Kε, T, T
ε and T ∗ as in Theorem 7.2. Then, if T ε is bounded on Ls, we have
T ε is of type (BLp,s|x|α, L
p
|x|α),
and if T ∗ is bounded on Ls, we have
T ∗, T ε and T are of type (BLp,s|x|α, L
p
|x|α).
The conditions of Theorem 7.2 or Theorem 7.1 are satisfied by many operators
arising in harmonic analysis, for example,
A. Hilbert transform and the corresponding truncated operators and maximal op-
erator:
Hf(x) = lim
ε→0
Hεf(x), Hεf(x) =
∫
|x−t|>ε
f(t)
x− t
dt, and H∗f(x) = sup
ε>0
|Hεf(x)|.
It is well known that H,Hε and H
∗ are of type (Lp, Lp) for 1 < p < ∞. Then we
see that H,Hε and H
∗ satisfy the conditions of Theorem 7.2.
It is known thatH,Hε andH
∗ are of weak-type (L1, L1), andHf is of types (Hp, Lp)
and (Hp, Hp) for 1/2 < p ≤ 1.
At the same time, Hf,Hεf and H
∗f are of type (Lpw, L
p
w) for 1 < p < ∞ and
w ∈ Ap and weak-type (L
1
w, L
1
w) for w ∈ A1 . Hf is of types (H
p
w, L
p
w) and (H
p
w, H
p
w)
for 1/2 < p ≤ 1 and w ∈ A1( see [36]).
B. Riesz transform and the corresponding truncated operators and maximal oper-
ator:
Rjf(x) = lim
ε→0
Rεjf(x), R
ε
jf(x) = cn
∫
|y|>ε
yj
|y|n+1
f(x− y)dy and R∗jf(x) = sup
ε>0
|Rjf(x)|,
j = 1, · · · , n, with cn =
Γ((n+1)/2)
pi(n+1)/2
.
It is well-known that Rj , R
ε
j and R
∗
j are of type (L
s, Ls) for 1 < s < ∞. Then
Rj , R
ε
j and R
∗
j satisfy the conditions of Theorem 7.2.
It is also known that Rj, R
ε
j and R
∗
j are of weak-type (L
1, L1), and Rjf is of type
(Hs, Hs) for 0 < s ≤ 1 (see [65, 23]).
Rjf and R
∗
jf are of type (L
p
w, L
p
w) for 1 < p < ∞ and w ∈ Ap and weak-type
(L1w, L
1
w) for w ∈ A1. Rjf is of types (H
p
w, L
p
w) and (H
p
w, H
p
w) for n/(n + 1) < p ≤ 1
and w ∈ A1( see [36]).
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C. The regular singular integral operators and the corresponding truncated opera-
tors and maximal operators defined in [25]:
TRSf(x) = K ∗ f(x), T
ε
RSf(x) = Kε ∗ f(x) and T
∗
RSf(x) = sup
ε
|T εf(x)|
where the kernel K satisfies (7.3) and a regular condition
|K(x− y)−K(x)| ≤ |y|/|x|n+1, |x| > 2|y| > 0,
and Kε = Kχ{|x|>ε} with ε > 0.
It is known that TRS, T
ε
RS and T
∗
RS are of type (L
s, Ls) for 1 < s < ∞ (see [25]).
Then TRS, T
ε
RS and T
∗
RS satisfy the conditions of Theorem 7.2.
It is also known that TRS, T
ε
RS and T
∗
RS are of weak-type (L
1, L1), and TRS is of
type (Hp, Lp) for n/(n+ 1) < p ≤ 1.
And TRS , T
ε
RS and T
∗
RS are of type (L
p
w, L
p
w) for 1 < p <∞ and w ∈ Ap and weak-
type (L1w, L
1
w) for w ∈ A1. TRS is of type (H
p
w, L
p
w) for n/(n + 1) < p ≤ 1 and w ∈ A1
(see [25]).
D. The R.Fefferman type singular integral operator and the corresponding trun-
cated operators and maximal operators:
Tsf(x) = lim
ε→0
Tεf(x), T
ε
s f(x) =
∫
|y|>ε
Ω( y
|y|
)h(|y|)
|y|n
f(x−y)dy and T ∗s f(x) = sup
ε>0
|T εs f(x)|,
where h ∈ L∞([0,∞)), and Ω is a homogeneous function of degree 0, Ω ∈ L∞(Sn−1),
and
∫
Sn−1
Ω(u)dσ(u) = 0, ε > 0.
Ts, T
ε
s and T
∗
s are of type (L
s, Ls) for 1 < s < ∞ (see, for example, [20]). Then
Ts, T
ε
s and T
∗
s satisfy the conditions of Theorem 7.2.
It is also known that these operators are of type (Lsw, L
s
w) for 1 < s < ∞ and
w ∈ As (see [20]).
E. The Fourier integrals operator and the Carleson operator:
SNf(x) =
∫
|ξ|≤N
fˆ(ξ)e2piixξdξ and Cf(x) = sup
N>0
|SNf(x)|.
It is known that
SNf =
i
2
(ModNHMod−Nf −Mod−NHModNf),
where H is Hilbert transform and ModNf(x) = e
2piiNxf(x). Then the estimate of Cf
can be concluded from the estimate of
C¯f(x) = sup
R>0
∣∣∣∣∣p.v.
∫
R
eiRy
x− y
f(y)dy
∣∣∣∣∣ .
It is easy to see that C¯f(x) can be controlled by the maximal Carleson operator
C∗f(x) = sup
R>0
sup
ε>0
∣∣∣∣∣
∫
|x−y|>ε|
e−iR(x−y)
x− y
f(y)dy
∣∣∣∣∣ .
40
It is known that SN , C, C¯ and C
∗ are bounded on Lp, see [32, 27], and therefore they
satisfy the conditions of Theorem 7.2.
It is also known that SNf is of weak-type (L
1(R), L1(R)) and type (Hp(R), Lp(R))
for 0 < p ≤ 1, but fails to be of type (L1(R), L1(R)) [34], and Cf fails to be of
weak-type (L1(R), L1(R)) [34] and weak-type (H1(R), L1(R)) (see [79]).
SNf, Cf and C
∗f are also of type (Lpw(R), L
p
w(R)) for 1 < p <∞ and w ∈ Ap, see
[33, 26].
As we see, for the truncated operators and maximal operators above, though the
weak-type (L1, L1) estimates are true, but the (Hp, Hp) and (Hp, Lp) estimates fail (or
is not known) for 0 < p ≤ 1. Though the (Hp, Hp) and (Hp, Lp) estimates hold for
Hilbert transform for p ∈ (1/2, 1] and for the regular singular integral operators for
p ∈ (n/(n + 1),≤ 1], but for p in the the remain ranges of (0, 1] these estimates fail
(or are not known). In fact, for these operators, no strong estimates are found for p in
the the remain ranges of (0, 1]. Here, replacing the (Hp, Hp) and (Hp, Lp) estimates,
we establish (BLp,s|x|α, BL
p,s
|x|α) and (BL
p,s
|x|α, L
p
|x|α) estimates for these operators for p in
the the remain ranges.
From Theorems 7.2 and 7.3, we have
Corollary 7.1 Let s, p and α as in Theorem 7.2, then H,Hε, H
∗, Rj, R
ε
j , R
∗
j , TRS,
T εRS, T
∗
RS , Ts, T
ε
s , T
∗
s , SN , C, C¯ and C
∗ are of type (BLp,s|x|α, BL
p,s
|x|α).
Let s, p and α as in Theorem 7.3, then H,Hε, H
∗, Rj, R
ε
j , R
∗
j , TRS, T
ε
RS, T
∗
RS, Ts, T
ε
s ,
T ∗s , SN , C, C¯ and C
∗ are of type (BLp,s|x|α, L
p
|x|α).
For SN we also have a convergence result as follows, whose proof is similar to that
of Theorem 6.4.
Theorem 7.4 Let 1 < s <∞, 0 < p < s, n(p
s
−1) < α < n(p−1) and α ≤ 0. Then
‖SNf − f‖Lp
|x|α
→ 0, R→∞
for all f ∈ BLp,s|x|α.
The following operators satisfy (7.1), so, for them the same conclusions hold as
those stated in Theorem 7.1. From these, we can extend these operators to some
bounded operators on BLp,s|x|α.
F. Caldero´n-Zygmund operator and the corresponding truncated operators and
maximal operators defined in [43].
Let K(x, y) be a locally integrable function defined off the diagonal x = y in
Rn ×Rn, which satisfies the standard estimate:
|K(x, y)| ≤
c
|x− y|n
,
and, for some δ > 0,
|K(x, y)−K(z, y)|+ |K(y, x)−K(y, z)| ≤ c
|x− z|δ
|x− y|n+δ
,
whenever 2|x− z| < |x− y|.
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A linear operator TC : C
∞
0 → L
1
loc is a Caldero´n-Zygmund operator if
it extends to a bounded operator on L2,
and there is a kernel K satisfying the standard estimate such that
TCf(x) =
∫
Rn
K(x, y)f(y)dy
for any f ∈ C∞0 and x not in supp(f). The corresponding truncated operators and
maximal operators are respectively defined as
T εCf(x) =
∫
|x−y|≥ε
K(x, y)f(y)dy and T ∗Cf(x) = sup
ε>0
|T εCf(x)| .
TCf, T
ε
Cf and T
∗
Cf are of type (L
p, Lp) for 1 < p <∞ (see, for example, [43]), and
clearly they satisfy (7.1). So, theses operators satify the conditions of Theorem 7.1.
G. The strongly singular integral operator
T̂bf(ξ) =
ei|ξ|
b
|ξ|nb/2
ϕ(|ξ|)fˆ(ξ),
where 0 < b < 1 and ϕ is a smooth radial cut-off function with ϕ ≡ 1 on {|ξ| ≥ 1} and
ϕ ≡ 0 on {|ξ| ≤ 1/2}. The convolution form of Tb can be written as
Tbf(x) = p.v.
∫
Rn
ei|x−y|
−b′
|x− y|n
χE(|x− y|)f(y)dy,
where b′ = b/(1 − b) and χE is the characteristic function of the unit interval E =
(0, 1) ⊂ R.
Tb is of type (L
p, Lp) for 1 < p <∞ (see [30, 77]), then, Tb satisfies the conditions
of Theorem 7.1.
H. The oscillatory singular integrals operators
Tof(x) = p.v.
∫
Rn
eλΦ(x,y)K(x, y)ϕ(x, y)f(y)dy,
where K(x, y) is a Caldero´n-Zygmund kernel, ϕ ∈ C∞0 (R
n ×Rn), λ ∈ R, and Φ(x, y)
is real-valued.
To is of type (L
p, Lp), 1 < p <∞, for the real bilinear form Φ(x, y) = (Bx, y), ϕ = 1
(see [47]), for the polynomial Φ(x, y) = P (x, y), ϕ = 1 (see [48]), and for the real
analytic function Φ(x, y) (see [46]). Then, in these cases, To satisfies the conditions of
Theorem 7.1.
From Theorem 7.1 we have
Corollary 7.2 Let s, p and α as in Theorem 7.1. Then (7.2) holds for TC , T
ε
C , T
∗
C , Tb
and To stated as above.
Let FBLp,s|x|α be the set of all finite linear combination of (p, s, α)-blocks. Let f be
an element of FBLp,s|x|α and pick a representation of f =
∑N
j=1 λjaj such that
‖f‖BLp,s
|x|α
≈
 N∑
j=1
|λj |
p¯
1/p¯ .
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Using Corollary 7.2, Theorem 3.1 and the sublinearity of the quantity ‖ · ‖BLp,s
|x|α
, it
follows that, for these operators T in Corollary 7.2,
‖Tf‖BLp,s
|x|α
≤ C‖f‖BLp,s
|x|α
if s, p and α under the conditions of Theorem 7.1, where C is independent of f .
Since FBLp,s|x|α is dense in BL
p,s
|x|α and BL
p,s
|x|α is complete for 0 < s ≤ ∞, 0 < p < s
and −n(1 − p/s) < α ≤ 0 (Theorem 2.6), then we can extend these operators T to
some bounded operators on BLp,s|x|α, so we have
Theorem 7.5 Let 1 < s < ∞, 0 < p < s,−n(1 − p/s) < α < n(p − 1) and α ≤ 0.
Then the operators TC , T
ε
C , T
∗
C , Tb and To initially defined for f ∈ L
s with compact
support admit respectively an extension which is bounded on BLp,s|x|α.
8. Remarks
(1) When p > 1, the spaces BLp,s|x|α can not be replaced by B˜L
p,s
|x|α defined below for
certain problems, such as the convergence of Bochner-Riesz means and the spherical
means. In other words, the quasinorm of a function f(x)
‖f‖BLp,s
|x|α
= inf
f(x)=
∑∞
i=−∞
λiai(x),a(x) are (p,s,α)−blocks
∞∑
i=−∞
|λi|
in Definition 2.2 can not be replaced by
‖f‖B˜Lp,s
|x|α
= inf
f(x)=
∑∞
i=−∞
λiai(x),a(x) are (p,s,α)−blocks
 ∞∑
k=−∞
|λk|
p
1/p .
Let 0 < s ≤ ∞, 0 < p <∞ and −∞ < α <∞. Denote
B˜Lp,s|x|α = {f : f =
∞∑
k=−∞
λkak,
where each ak is a (p, s, α)-block on R
n,
∞∑
k=−∞
|λk|
p < +∞}.
Here the ”convergence” means a.e. convergence.
And denote
B˜Lp|x|α = {f :Mf ∈ L
p
|x|α},
where Mf is Hardy-littlewood maximal function. Then we have
Theorem 8.1 Let 0 < s ≤ ∞, 0 < p <∞ and 0 ≤ α <∞. Then
B˜Lp|x|α ⊂ B˜L
p,s
|x|α.
Proof. Let f ∈ B˜Lp|x|α. For k ∈ Z, let
Ek = {x ∈ R
n :Mf(x) > 2k} =
∞⋃
j=1
Qkj , the Whitney decomposition of Ek.
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Clearly, we have
∞⋃
k=−∞
Ek = R
n,
⋃
j,k
Qkj \ Ek+1 = R
n, and Ek+1 ⊂ Ek.
Thus
f(x) =
∑
k,j
χQkj \Ek+1(x)f(x) =
∑
k,j
λkja
k
j .
Here
λkj = C2
k(µα(Q
k
j ))
1/p,
akj (x) =
(
C2k(µα(Q
k
j ))
1/p
)−1
χQkj \Ek+1(x)f(x),
where µα(Q
k
j ) =
∫
Qkj
|x|αdx. Then we have
∑
j,k
|λkj |
p = Cp
∑
j,k
2kpµα(Q
k
j ) = C
p
∑
k
2kpµα(Ek)
= Cp
∑
k
2kpµα({x ∈ R
n :Mf(x) > 2k})
≤ C
∫
Rn
(Mf(x))p|x|αdx = C‖f‖p
B˜Lp
|x|α
.
Next, let us show that each akj is a (p, s, α)-block. In fact, noticing that 2
k < Mf(x) ≤
2k+1 on Qkj \ Ek+1, it follows that |f(x)| < Mf(x) ≤ 2
k+1. Then we have
‖akj‖Ls = C
(
2kµα(Q
k
j )
1/p
)−1 (∫
Qkj \Ek+1
|f(x)|sdx
)1/s
≤ C2−kµα(Q
k
j )
−1/p2k|Qkj |
1/s
≤ C|Qkj |
−α/pn−1/p+1/s,
since µα(Q
k
j ) ≥ |Q
k
j |
α/n+1 when α ≥ 0. Thus, we finish the proof of Theorem 8.1.
By the boundedness of Hardy-Littlewood maximal function Mf on Lp|x|α we know
that, when 1 < p <∞ and −n < α < n(p− 1),
B˜Lp|x|α = L
p
|x|α.
This and Theorem 8.1 give that
Corollary 8.1 Let 0 < s ≤ ∞, 1 < p <∞ and 0 ≤ α < n(p− 1). We have
Lp|x|α ⊂ B˜L
p,s
|x|α.
In particular,
Lp ⊂ B˜Lp,s|x|0.
It is known that Bochner-Riesz means BλR for λ ≤
n−1
2
and p ≤ p′λ and the spherical
maximal operator M for p ≤ n
n−1
and n ≥ 2 fail to be of type (Lp, Lp), see [59]. And
it follows that
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Corollary 8.2 Let 0 < s ≤ ∞. Then BλR for λ ≤
n−1
2
and p ≤ p′λ, and M for
1 < p ≤ n
n−1
and n ≥ 2 fail to be of type (B˜Lp,s|x|0, L
p).
(2) For Fourier integrals operator SN and Carleson operator C, the second conclu-
sion of Corollary 7.1 is sharp in the sense that
Theorem 8.2 A) If s = 1, p = 1 and α = 0, then there exists f ∈ BLp,s|x|α(R) such
that SNf fails to be of type (BL
p,s
|x|α(R), L
p
|x|α(R)).
B) If s = 1, 0 < p ≤ 1 and −1 < α ≤ p − 1, then there exists f ∈ BLp,s|x|α(R) such
that Cf fails to be of type (BLp,s|x|α(R), L
p
|x|α(R)).
Proof A) is clear since B˙L1,1|x|0 = L
1 [34]. Let us prove B). When s = 1, 0 < p ≤ 1
and −1 < α ≤ p− 1, by Theorem 2.3B), we see that L1 ⊂ B˙Lp,s|x|α. Then Kolmogorov’s
example shows that there exists f ∈ B˙Lp,s|x|α such that
lim sup
N→∞
SNf(x) =∞, a.e..
It follows that
lim sup
N→∞
SNf(x) =∞, µα−a.e..
Then Cf(x) =∞, µα−a.e.. This is a contradiction of ‖Cf‖Lp
|x|α
(R) ≤ C‖f‖B˙Lp,s
|x|α
(R).
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