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1, Introduction 
A Toeplitz (respectively, Hankel) matrix is characterized by the property 
that its entries depend on the difference (sum) of the row and column indices. 
Thus, in a Toeplitz (Hankel) matrix, the entries on diagonals parallel to the 
main (secondary) diagonal are identical. (While the entries can be from any 
ring, we shall suppose throughout this note that they belong to the complex 
field C.) 
Whereas a Hankel matrix is always symmetric, a Toeplitz matrix, in 
general, is not; but the class of Hermitian Toeplitz matrices is particularly 
interesting and has come in for a good deal of attention. 
Toeplitz (and Hankel) matrices can be finite, singly infinite, or doubly 
infinite; but, of whatever size, they are square. If finite, they induce linear 
transformations on finite-dimensional Euclidean spaces; if infinite, they in- 
duce linear transformations between the vector space of complex sequences 
which have only finitely m?ny nonzero entries and subspaces of the space of 
all complex sequences. In some instances, they determine continuous linear 
transformations-called operators-between certain normed sequence spaces. 
Undoubtedly, the most extensively studied infinite Toeplitz (and Hankel) 
matrices are those that give rise to operators on spaces of squaresummable 
sequences; and of these, far and away the most interesting are those singly 
infinite ones that act on the Hilbert space of squaresummable sequences 
indexed on the nonnegative integers. These have also been investigated 
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through the action of their isomorphic copies on the corresponding spaces of 
square-summable Lebesguemeasurable functions on the circle. The corre- 
sponding operators that act on L2 are called Laurent (respectively, bilateral 
Hankel) operators; those that act on Hardy space Hz are called Toeplitz 
(Hankel) operators. 
The theory of these operators as objects of interest in their own right was 
initiated by Hartman and Wintner in the fifties, who focused attention on 
their spectral properties [5, 61; the study of their algebraic properties was 
begun by Brown and Halmos [l] in the sixties. Besides being interesting in 
their own right, Toeplitz and Hankel operators have numerous applications. 
In particular, they are used in moment problems, interpolation theory, 
approximation theory, the study of the Wiener-Hopf equation and many other 
areas of analysis. Their basic properties are set out in [4, 10, and 91; the last 
also describes some recent applications of the theory. 
2. Intrinsic Characterization of Toeplitz and Hankel Operators 
In [ 11, Brown and Halmos gave a characterization of Laurent and Toeplitz 
operators in terms of their interaction with the shift operator appropriate to 
the underlying space. Somewhat later, it was observed that Hankel operators 
could be similarly characterized. Briefly, an operator A (on L2 or H2) is a 
Toeplitz (Hankel) operator if and only if 
W*AW= A (AW=W*A), 
where W is the shift on the space in question and W* is its adjoint. 
(In future, we shall denote a Toeplitz operator by T and a Hankel 
operator by H, and use the same letters for the corresponding matrices; this is 
unlikely to cause much confusion.) 
This note arose out of an attempt to characterize Toeplitz and Hankel 
operators on finite-dimensional spaces in a similar way. The crux of the matter 
is to decide what to use as the shift. 
3. An Analog of the Shift on C” 
What serves as a finitedimensional shift? An obvious candidate-and the 
one we adopt here-is the linear transformation S defined on C” by its 
action on the standard basis vectors e,, ea,, . . . , e,, as follows: 
Se,=e,, Se,=e,_,, k=2,3 ,..., n; 
and by linearity otherwise. 
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We note that S is unitary, that S” = I, and that a(S), the spectrum of S, 
consists of the complex nth roots of unity, namely, 
u(S)= {l,w,J )...) L&V}, 
where 
0 = exp(2vi/n). 
Also, S is diagonalized by the Fourier transform Q whose matrix represen- 
tation is given by the unitary matrix 
4. Toeplitz Operators on C” 
We define a linear transformation T on C” to C” to be a Toeplitz operator 
if S*TS = T. Since S is unitary, this is equivalent to demanding that T belong 
to the cornmutant of S. 
Denoting the matrix of a typical Toeplitz operator by [ tij], it is not too 
difficult to see that there is a periodic sequence (tk), of period n, such that 
tij = ti_j, i,j=1,2 n; ,..., 
thus, such operators share with the classical Toeplitz operators the property 
that their matrix entries depend on the difference of their indices. 
Such operators have been studied under the name of circulant matrices, 
and their properties are well understood; a very readable account of them is 
provided by Davis [3]. With a view to a later application we recall the 
following facts: 
(1) Q diagonalizes T-for L?*T&? commutes with the diagonal matrix 
!Yl*!SSL 
(2) a(T)= {&is: s = O,l,..., n - l}. Here, by f we mean the image of 
the vector r under the Fourier transform tit: 
n-1 
3E=&, fs=~k~oxko”k, s=O,l,..., n-l. 
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(3) T is a polynomial in S. In fact, 
T = t,Z + t,S + t$ + . . . + t,,_ lS”~-l, 
where the sequence (tk) determines T. 
5. An Aliased Version of Szgii’s Theorem 
Suppose f is a continuous, 2n-periodic, real-valued function. Denote by 1 
the infinite Hermitian Toeplitz matrix generated by the Fourier coefficients of 
f. A celebrated theorem of Szego concerns the distribution of the spectrum of 
truncations of order N of T as N tends to infinity. (We refer to [12] for a nice 
account of a precise statement of &ego’s theorem.) Here, we want to point 
up a possibly new approach to this result. 
Let N be a positive integer. Sample f at the points 
2rk/N, k=O,l,..., N-l, 
and consider the sequence ( tk) defined by 
Clearly, the sequence ( tk) just defined is periodic with period N, and for 
0 < k < N, t, is an approximation to ak, the kth complex Fourier coefficient 
of f, namely, 
1 -- 
ak-277 0 / 
27;f(r)epkx’dr, k=0,*1,+2 ,.... 
The relationship between the two sequences is given by the formula 
t,$= ? a,9ik.l', s=O,l,..., N-l, 
the series converging in the Cesaro sense of order 1. The periodic sequence 
( tk) is what the engineer calls the alias of (ak). 
Now form the Toeplitz operator on CN whose matrix is [ tj j]; denote it 
by T,v. According to property (2) stated in the last section, the spectrum of 
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TN is the set 
CT(&)= {~2,:s=O,l,..., N-l}. 
But 
for s = 0, 1,. . . , N - 1. Hence, 
a(T,)= {f(2ms/N):s=O,l,...,N-1). 
If now m is any nonnegative integer, then 
and hence if F is any continuous function defined on the range of f, then 
Thus, as N tends to infinity, the spectrum of TN fills out the range of f. This 
is the essence of &ego’s theorem, established here for aliases of the trunca- 
tions of the infinite Toeplitz matrix [a,_ j]. 
It follows from the above, in particular, that 
and so, if f is nonnegative, 
i log det TN = $ 
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as N tends to infinity, i.e., 
lim det T,:/“‘= exp aBlog f( r ) dx . 
N + cc i 
These are some facts about circulants that are not recorded by Davis. 
6. Hankel Operators on C” 
For us, a Hankel operator on C” will be a linear transformation on this 
space that intertwines S and its adjoint S*, i.e., H is Hankel if it maps C” to 
C” linearly and satisfies the commutation relation 
HS = S*H. 
Clearly, in order that the n x n matrix H = [h, j] be Hankel it is necessary 
and sufficient that there be a periodic sequence ( hk) of period n such that 
hij = h,+j> i,j=1,2 n. ,...> 
Whereas (what one usually thinks of as) finite Hankel matrices [i’, 131 of 
order n X R can, in general, contain 2n arbitrary numbers, matrices of this 
size of the Hankel operators discussed here are determined by periodicity and 
by their structure, once n numbers are assigned. Thus, matrices of the latter 
kind constitute a smaller subset of the more usual kind. 
Given a matrix [hi+ j] of a Hankel operator H on C”, a system of 
equations of the form 
n - 1 
C hi+jxj=t/i, i=O,l,..., n-l, 
j=O 
can be most effectively solved by using the Fourier transform-especially if it 
is effected with the fast-Fourier-transform algorithm devised by Cooley and 
Tukey [2]. Indeed, such a system is easily seen to be equivalent to 
J;;IR,a,_,s = &, s = 0,l ,..., n - 1, 
whence we can decide whether a solution exists or not, and find it, if one does 
exist. 
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a(H)= {X:A2=nR,R,_,, s=O,l,..., n-I}. 
While such operators are close relatives of circulants, they do not appear 
to have commanded the same attention. 
7. An Example 
First, we discuss “aliases” of infinite Hankel matrices generated by the 
Fourier coefficients indexed on the nonnegative integers of a function in L’. 
To this end, let f be a 2v-periodic integrable function whose Fourier series 
converges everywhere to the function f defined by 
2&)=f(x+)+f(x-). 
Form the averages 
h, = $ N’&=(k-+~“, s=O,l,..., N-l, 
k=O 
where N is a positive integer, temporarily fixed, and w = exp(2ni/N). 
The Hankel operator If, induced by the period sequence h on CN has 
the set 
(A:A2+(!3011(;-s)), s=o,l,..., N-l] 
as its spectrum. Hence, 
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and we see that 
lim (det Hh,I1’N = exp 
,v 4 cc 
just as for Toeplitz operators, 
Take now f(x) = - ire-” forO<x<27r,withf(x+2v)=f(x)defining 
the function elsewhere. The Fourier coefficients of f are given by 
a _,=$(O)= -iv, and a”=& for n# -1; 
and the sequence h by 
h A-1 = - ia, and h,s=$cot( (‘L’]*) for s=O,l,..., N-2. 
The corresponding matrices H,, = [hi + j] are aliases for Hilbert’s matrix 
[l/( n + m + l)]. Also, 
as N-co, and 
lim ldetH,/ 
I/h’ 
= 2ne- ‘. 
N-CC 
This result contrasts sharply with the well-known fact that the determinants 
of finite sections of Hilbert’s matrix are extremely small [13]. 
8. Concluding Remarks 
Because S is a unitary operator, the operators on C” that we have called 
Toeplitz (respectively, Hankel) are really finitedimensional analogs of Laurent 
DUBLIN MATRIX THEORY CONFERENCE 271 
(bilateral Hankel) operators acting on L2 of the circle. Accordingly, a 
different approach is needed to obtain operators on C” that could more 
correctly be labeled Toeplitz (Hankel) operators; and we hope to return to 
this topic at an another time. For now, we hope that the notion of aliases of 
such operators will prove beneficial to those interested in applications. 
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An Zntroduction to Sparse Matrices 
Derek O’Connor 
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In this short review talk, sparse matrices were introduced and shown to 
arise in many areas of applied and computational mathematics. The reasons 
for exploiting sparsity were discussed briefly. 
