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Resumo
O presente trabalho avalia o uso de redes neurais convolucionais para extração de relações
semânticas binárias de textos em português do Brasil e português de Portugal. Também é avaliado
neste trabalho a influência da quantia de dimensões dos vetores de palavras nas macro-métricas
(precisão, cobertura e métrica F1) resultantes. Para isso, foram avaliados quatro algoritmos de
word embeddings diferentes (Word2Vec, Wang2Vec, FastText, GloVe), tendo sido os três primerios
treinados a partir das abordagens SkipGram e CBoW. Cada word embedding foi avaliado com
os valores de dimensões 50, 300 e 1000. O conjunto de dados utilizado neste trabalho foi
gerado utilizando supervisão distante e inclui mais de 90 mil relações semânticas e mais de 1
bilhão de tokens. Os experimentos realizados alcançaram precisão de 80% e cobertura de 72%,
resultados superiores aos apresentados pelos autores do conjunto de dados adotado, também
pôde-se perceber que a quantia de dimensões dos word embeddings não influencia de forma
linear as macro-métricas resultantes, reforçando resultados já encontrados na literatura.
Palavras-chave: Processamento de linguagem natural, Extração de informações, Extração de
relações, Redes neurais convolucionais.
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Introdução
É interesse de todos os membros de uma democracia avaliar e ponderar acerca das
propostas dos candidatos ao governo. Pensando nisso, foi determinado pela Lei nº 9.504, de 29
de setembro de 2009, que candidatos à Chefia do Executivo no estado democrático de direito
brasileiro devem apresentem à Justiça Eleitoral, juntamente com o seu requerimento de registro
de candidatura, uma via impressa e outra digitalizada de sua plataforma ou plano de governo 1.
Apesar disto, não há um padrão estabelecido para a formatação ou apresentação das
propostas dos candidatos nos planos de governo. Desta forma, analisar e comparar os planos de
governo de todos os candidatos aos cargos de Chefia do Executivo, apesar de ser uma tarefa de
grande importância, é exaustiva para ser realizada de forma manual.
Automatizar o processo de extração ou até classificação das propostas contidas no plano
de governo dos candidatos tornaria o processo de análise e comparação dos planos de governo
mais simples. O que também contribuiria para a qualidade da informação que chega ao eleitor e,
consequentemente, a qualidade da democracia do nosso país.
A área de pesquisa na computação que trabalha a extração de informações, a partir de
dados não estruturados, surge ainda durante a década de 1950, a partir da intersecção entre a
inteligência artificial e a linguística, e fica conhecida como Processamento de Linguagem Natural
(PLN). Atualmente as pesquisas em PLN abordam diversos temas presentes em nosso dia-a-dia
como por exemplo assistentes virtuais e tradução automatica em tempo real.
O problema de extrair dados estruturados a partir de textos é tratado por um campo
específico da PLN chamado Extração de Informação (EI). Este trabalho tem como foco principal
o desenvolvimento de um pipeline para extração de relações semânticas a partir de textos
utilizando estudos acerca do estágio da área de EI conhecido como Extração de Relações (ER).
1 <http://www.tse.jus.br/legislacao/codigo-eleitoral/lei-das-eleicoes/lei-das-eleicoes-lei-nb0-9.
504-de-30-de-setembro-de-1997>
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Após o desenvolvimento das ferramentas para extração de relações semânticas, os
resultados deste trabalho serão aplicados a um trabalho maior que envolve o processamento
dos planos de governo com objetivo de realizar a identificação e extração de promessas dos
candidatos nas eleições brasileiras.
1.1 Definição do problema
A extração de relações semânticas é uma etapa intermediária comum em diversas tarefas
na área de processamento de linguagem natural (PLN). Apesar de existirem uma variedade de
abordagens para realizar a tarefa de extrair relações semânticas a partir de textos em inglês,
infelizmente, nem todos os idiomas contam com esta variedade de recursos disponíveis. Para
o idioma português (do Brasil e Portugal), por exemplo, recursos como corpora rotulados e
estratégias bem definidas para tratar o problema da extração de relações neste idioma ainda
são escassos se comparado com a quantidade de recursos disponíveis para o idioma inglês.
Portanto, para mudar esse cenário, é de grande importância a produção de trabalhos que avaliem




Apresentar e avaliar um modelo de rede neural convolucional (CNN) para a tarefa de
extração de relações semânticas binárias em português;
1.2.2 Objetivos Específicos
• Avaliar o modelo proposto por (MELO, 2018) para a extração de relações semânticas
binárias a partir da representação vetorial de sentenças em português utilizando redes
neurais convolucionais;
• Avaliar a influência do número de dimensões dos word embeddings em tarefas de extração
de relações semânticas;
• Avaliar o uso de um conjunto de dados rotulado para a tarefa de extração de relações em
português gerado utilizando supervisão distante;
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2.1 Extração de informação
A Extração de Informações tem como objetivo a extração de conhecimento a partir de
documentos escritos em linguagem natural, podendo ser descrita como “o processo de extrair
informações estruturadas a partir de dados não estruturados” (JURAFSKY D.; MARTIN, 2009).
Os primeiros registros de pesquisas na área de extração de informação se passam na
década de 1970; dentre os de maior relevância podemos citar ELI (English Language Interpreter)
(RIESBECK C. K.; SCHANK, 1976) capaz de produzir representação estruturada de informação
semântica em histórias, Foul-UP (GRANGER, 1977) capaz de construir definições específicas,
levando em consideração o domínio, para palavras desconhecidas e o trabalho de (LEHNERT,
1977), que combina ideias de processamento de informação conceitual (conceptual information
processing) (SCHANK, 1975), memória humana e computação para propor uma teoria de
perguntas e respostas (question answering). Lehnert implementou a sua teoria em dois sistemas
de histórias.
Apesar desse novo campo ter atraído a atenção de pesquisadores da área de inteligência
artificial desde a década de 1970, os primeiros sistemas comerciais da área de extração de
informações só começam a surgir a partir do final dos anos 1980, com o JASPER (Journalist’s
ASsistant for Preparing Earning Reports) (ANDERSEN, 1992). JASPER foi construído com
objetivo de fornecer notícias financeiras em tempo real para os comerciantes e utilizava um
conjunto de modelos e heurísticas feitos à mão para produzir fatos a partir de notícias recentes.
JASPER era capaz de automatizar a rotina tediosa com acurácia variando entre 61% e 96% em
diversas atividades de extração rotuladas.
As pesquisas na área de Extração de Informação ganham ainda mais fôlego no início dos
anos 1990 quando a DARPA (Defense Advanced Research Projects Agency) deu início à uma série
de competições e conferências com objetivo de estimular o desenvolvimento de novas técnicas
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para extração de informações para uso militar conhecidas como MUC (Message Understanding
Conferences) (MESSAGE. . . , 1996). Desde então, as pesquisas nessa área não pararam de
crescer. O objetivo de cada conferência era executar uma tarefa de extração de informações bem
definida de forma a surgirem novas soluções que impulsionassem o estado-da-arte.
Diversas tarefas independentes e importantes para a atividade e extração de informação
foram definidas no MUC (MESSAGE. . . , 1996), como por exemplo o reconhecimento de entida-
des nomeadas e a extração de relações. A decomposição dos sistemas de extração de informação
em tarefas de menor complexidade, como a extração de relações, tem como principal vantagem
transformar tarefas grandes e complexas em tarefas menores, mais simples e intercambiáveis.
Essas tarefas menores servem como suporte para a construção de sistemas mais complexos de
extração de informações. Além disso, muita dessas tarefas podem ser reduzidas a problemas de
classificação, dispondo assim de muitos anos de conhecimento adquirido por pesquisadores da
área de aprendizagem de máquina para ser utilizado no processamento de linguagem natural.
2.2 Extração de relações
A extração de relações é uma subárea da extração de informações que consiste na
identificação de relações semânticas entre entidades em documentos escritos em linguagem
natural. Desta forma, uma tarefa de extração de relações pode ser descrita como: dada uma
sentença S com pelo menos um par de entidades e1 e e2, devem ser identificadas relações como
tuplas da forma (R, e1, e2, . . . , en), onde cada ei é uma entidade distinta, mas não necessariamente
única, e R é o tipo da relação. Por exemplo, a partir da sentença: "Maria disse que João trabalha
na UFS"pode ser extraída a seguinte relação: trabalha_na(João, Ufs)
Parte do trabalho realizado nas tarefas de extração de relações é baseado na tarefa definida
a partir do programa ACE (Automatic Content Extraction) (DODDINGTON, 2004). O ACE
focou na extração de relações binárias, ou seja, aquelas que envolvem apenas duas entidades.
Alguns exemplos de tipos de relações definidas no ACE são:
• Near: quando uma entidade está fisicamente próxima de outra entidade;
• Social: quando uma pessoa é membro da família de outra pessoa, ex. parentes, primos,
cônjuge;
• Role: o papel desempenhado por uma pessoa em uma organização, ex. gerente, membro,
dono, fundador.
Diversas abordagens podem ser utilizadas para a extração de relações semânticas, nesta
seção discutiremos as abordagens utilizando conhecimento especialista, métodos supervisionados
e métodos que utilizam supervisão distante.
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2.2.1 Métodos baseados em conhecimento
A extração de relações utilizando métodos baseados em conhecimento se mostra presente
principalmente em tarefas de domínio específico, onde há um conjunto de relações pré deter-
minado a serem identificadas. Sistemas que utilizam esta abordagem contam com casamento
de padrões utilizando regras feitas manualmente para domínios específicos (RILOFF E.; JO-
NES, 1999), ou utilizando padrões genéricos para extração de relações em domínios distintos
(HEARST, 1992).
Os resultados obtidos com esta abordagem normalmente apresentam alta precisão e baixa
cobertura. O fator que mais contribui para estes resultados é a geração manual de padrões para
extração de relações, comumente os padrões gerados são específicos o suficiente para gerarem
poucos erros. Entretanto, neste caso, muitas relações são eliminadas por não encaixarem nos
padrões utilizados (HUMPHREYS K., 1998).
2.2.2 Métodos supervisionados
Na abordagem utilizando métodos supervisionados os extratores de relações utilizam
aprendizagem de máquina e são treinados utilizando grandes conjuntos de dados rotulados. A
abordagem mais comum utilizando este método trata a tarefa como um problema de classificação.
Dada uma sentença onde há a co ocorrência de pelo menos um par de entidades, a tarefa consiste
em classificar a relação ou as relações entre entidades utilizando tipos de relações conhecidos.
O principal passo dessa abordagem é a definição das características nas quais se baseará a
classificação.
Entretanto, esta abordagem exige uma grande quantia de dados rotulados para treina-
mento. Desta forma, a geração de dados de treinamento de forma supervisionada se torna inviável,
tendo em vista a grande quantia de esforço humano necessário para gerar grandes quantias de
dados de treinamento de forma manual. Assim, surgem alternativas como a geração de dados
de treinamento de forma fracamente supervisionada, que pode ocorrer a partir do treinamento
do sistema a partir de um pequeno conjunto de dados rotulados e, de forma interativa, são
encontradas instâncias de novas relações assim como novos padrões de extração (bootstrapping);
ou ainda a supervisão distante que envolve o uso de instâncias de relações conhecidas a partir de
bases de conhecimento como WordNet-BR como dados de treinamento do sistema.
2.2.3 Supervisão distante
Com o objetivo de desenvolver alternativas à construção manual de conjuntos de dados
rotulados surgem abordagens a partir de supervisão distante. Estas consistem no uso de fontes
de conhecimento externo para superar as limitações das metodologias de criação de conjuntos
de dados mais tradicionais. A supervisão distante se torna particularmente interessante em
domínios onde há grandes quantias de dados não rotulados e pelo menos uma fonte de dados
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rotulados estruturados. Neste cenário, pode ser aplicada uma estratégia bastante comum de
supervisão distante que consiste em associar, a partir de heurísticas, a fonte de dados estruturados
e rotulados com os dados não rotulados (MINTZ M.; BILLS, 1992; NIGAM K.; MCCALLUM,
1998; CRAVEN M.; KUMLIEN, 1999; BANKO M.; CAFARELLA, 2007; MINTZ M.; BILLS,
2009; NGUYEN; MOSCHITTI, 2011; SCHMITZ M.; BART, 2012; ZENG D.; LIU, 2014;
XIANG Y.; CHEN, 2016; MELO, 2018).
A hipótese por trás da abordagem de supervisão distante é a de que se uma relação
entre duas entidades existe em uma determinada base de conhecimento, então há uma grande
probabilidade de que dada uma sentença, do mesmo domínio da base de conhecimento, que
mencione as mesmas duas entidades a relação presente é a mesma que a mapeada na base de
conhecimento.
Por exemplo, dada a relação
trabalha_na(Maria, UFS)
e dadas as sentenças
"... e então João disse que Maria chegou na UFS, onde trabalha."
"... já Maria, funcionária da Universidade Federal de Sergipe (UFS), afima ..."
Aplica-se o mesmo procedimento que é aplicado na aprendizagem supervisionada, são extraídas
características dos textos e os modelos são treinados.
Um exemplo prático de abordagem utilizando supervisão distante é dado por (MINTZ
M.; BILLS, 2009). Nesse trabalho, foi utilizada a Freebase (BOLLACKER K.; EVANS, 2008),
uma base de dados estruturados de informação semântica, como uma forma de construir dados
rotulados. Para cada par de entidades (e1, e2) referenciados no Freebase, foram buscadas
sentenças que continham as entidades em um corpus pré estabelecido. Posteriormente, essas
sentenças foram utilizadas como dados de treinamento de um extrator de relações baseado em um
classificador de máxima entropia que combinava atributos léxicos e sintáticos. Sendo utilizado
desta forma, um conjunto de dados com 10.000 sentenças e 102 tipos de relações diferentes foi
gerado a partir da supervisão distante para treinar um classificador supervisionado.
(NGUYEN; MOSCHITTI, 2011), por sua vez, utiliza dados de treinamento da Yet
Another Great Ontology (YAGO) (SUCHANEK F. M.; KASNECI; WEIKUM, 2007) e sentenças
de documentos da Wikipedia mencionados no Freebase para treinar um extrator de relações
semânticas baseado utilizando métodos de kernel. Nesse trabalho foram desenvolvidos 52
extratores e a métrica F1 média foi de 74,3%.
A principal desvantagem das abordagens utilizando supervisão distante é o ruído que
pode estar presente nas sentenças. Isto ocorre pois nem todas as sentenças que contêm as duas
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entidades, expressa a mesma relação semântica entre as entidades que a base de conhecimento.
Por exemplo, considerando a relação citada acima trabalha_na(Maria, UFS) a seguinte sentença
poderia ser selecionada para o conjunto de treinamento
"Por causa do calor extremo, Maria decidiu não ir à UFS."
Entretanto, esta sentença não expressa a relação trabalha_na e seria considerada um
ruído no conjunto de treinamento. Diversas abordagens são propostas para diminuir a quantia de
relações ruidosas presentes no conjunto de treinamento, dentre estas, destacam-se a at-least-one
(HOFFMANN R.; ZHANG; WELD, 2011; RIEDEL S.; YAO; MCCALLUM, 2010) e Patterns
Correlations (TAKAMATSU S.; SATO; NAKAGAWA, 2012).
2.3 Representação de palavras no espaço vetorial
A representação de palavras como símbolos atômicos discretos tem funcionado muito
bem para nós humanos, mas essa representação não expressa características relevantes para os
computadores. Isso acontece pois essa forma de representar as palavras não inclui características
(features) variadas acerca da informação que está sendo representada. Uma outra forma de
representação de palavras é através dos word embeddings (BENGIO Y.; DUCHARME, 2003;
COLLOBERT R.; WESTON, 2011; MIKOLOV T.; CHEN, 2013; LING W.; DYER, 2015; LAI
S.; XU, 2015; HARTMANN N.; FONSECA, 2017). A representação vetorial permite mapear
palavras em vetores de dimensionalidade reduzida, onde cada dimensão do vetor carrega um
valor contínuo correspondente a uma característica da palavra. Esta forma de representação
inclui diversas características sintáticas e semânticas da palavra que está sendo representada
(MIKOLOV T.; CHEN, 2013).
Os diferentes algoritmos que tem sido desenvolvidos para gerarem embeddings podem
ser grosseiramente classificados em duas grandes famílias de métodos (BARONI M.; DINU,
2014).
A primeira é composta de métodos que trabalham com a co-ocorrência de matrizes
de palavras, como o Latent Semantic Analysis (LSA) (DUMAIS S. T.; FURNAS, 1988), o
Hyperspace Analogue to Language (HAL) (LUND K.; BURGESS, 1996) e o Global Vectors
(GloVe) (PENNINGTON J.; SOCHER, 2014).
A segunda é composta dos métodos preditivos, aqueles que tentam prever as palavras
vizinhas dada uma ou mais palavras, como por exemplo o Word2Vec (MIKOLOV T.; CHEN,
2013). Apesar disto, os experimentos realizados por (BARONI M.; DINU, 2014) indicam que os
modelos baseados em predição tendem a superar em performance e eficiência computacional os
modelos que trabalham com co-ocorrência de matrizes de palavras.
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2.3.1 Algoritmos para geração de vetores de palavras (word embeddings)
Dentre a variedade de modelos de word embeddings disponíveis, foram adotados quatro
modelos para os experimetnos realizados neste trabalho. Nesta subseção são descritos de forma
breve os algortimos dos modelos adotados para este trabalho.
• GloVe (Global Vectors): algoritmo utilizado para gerar modelos de word embeddings
proposto por (PENNINGTON J.; SOCHER, 2014) que consiste na construção de uma
matriz de co-ocorrência M a partir das palavras de contexto. Cada elemento Mi j na matriz
de co-ocorrência representa a probabilidade da palavra i estar próxima da palavra j.
• Word2Vec: algoritmo amplamente utilizado para gerar modelos de word embeddings
proposto por (MIKOLOV T.; CHEN, 2013). Os modelos gerados consistem apenas de
uma única matriz de pesos e são capazes de capturar informações semânticas dos dados
processados. Além disso, o treinamento de modelos com Word2Vec tem complexidade
log-linear.
• Wang2Vec: algoritmo utilizado para gerar modelos de word embeddings proposto por
(LING W.; DYER, 2015). O Wang2Vec surge como uma modificação do Word2Vec com
objetivo de levar em consideração a falta de ordem de palavras. As modificações propostas
pelo Wang2vec têm como objetivo tornar os embeddings melhores em capturarem o
comportamento sintático das palavras.
• FastText: algoritmo utilizado para gerar modelos de word embeddings proposto por (BO-
JANOWSKI P.; GRAVE, 2016). No FastText os embeddings são associados com n-grams
de caracteres e as palavras são representadas como a composição dessa representação
de caracteres. Desta forma, este método tenta capturar e adicionar nos word embeddings
informação morfológica das palavras.
2.3.2 Estratégias de treinamento dos word embeddings
Os embeddings gerados a partir dos algoritmos do Word2Vec, Wang2Vec e FastText
podem ser treinados utilizando duas estratégias distintas:
Skip-gram
O modelo Skip-gram tem como objetivo a partir de um corpus de palavras w e seu
contexto c prever o contexto de cada palavra wi pertencente a w. Para atingir este objetivo
considera-se a probabilidade condicional p(c|w;θ), onde deve ser determinado o parâmetro θ
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onde D é o conjunto de todas as palavras e seus respectivos contextos extraídos do corpus
disponível.
Desta forma, a entrada do modelo é cada palavra wiεw e o seu respectivo contexto C(w) =
wi−k, ...,wi−1,wi+1, ...,wi+k, sendo k o comprimento da janela determinado. O modelo treinado
a partir desta entrada terá determinado a melhor constante θ tal que a probabilidade condicional
p(c|w;θ) seja a máxima, conforme apresentado na equação 2.1.
Continuos Bag-of-Words (CBoW)
O procedimento realizado no modelo CBoW é bastante semelhante ao procedimento
realizado no modelo Skip-Gram. A diferença mais notória entre estes modelos é que em vez
de tentar maximizar a classificação do contexto dada uma determinada palavra, tenta-se prever
qual a palavra dado o seu determinado contexto. Desta forma, o modelo tem como entrada
um determinado contexto C(w) = wi−k, ...,wi−1,wi+1, ...,wi+k, para uma janela de palavras de
tamanho k, e a saída esperada é a palavra wi com maior probabilidade de pertencer ao contexto
C(w).
2.4 Redes Neurais Convolucionais
Originalmente desenvolvidas para tarefas de visão computacional, as redes neurais convo-
lucionais (Convolutional Neural Network, CNN) também têm se mostrado bastante eficazes em
tarefas de processamento de linguagem natural, apresentando resultados promissores em diversas
tarefas de processamento de linguagem natural, como por exemplo Reconhecimento de entidades
nomeadas, Extração de relações, Compreensão de linguagem natural e Classificação de textos
(COLLOBERT R.; WESTON, 2011; ZHANG X.; LECUN, 2015; LAI S.; XU, 2015; MELO,
2018). As CNNs surgem como estratégia para emular o mecanismo básico do córtex visual
animal e utilizam camadas com filtros convolucionais que são aplicados a características locais
(LECUN Y.; BOTTOU, 1998). Os pesos nas redes neurais convolucionais são compartilhados
entre todos os neurônios, sendo desta forma reduzido o número total de pesos treináveis e,
portanto, introduzindo esparsidade na rede.
Para aplicar CNNs em documentos de texto, normalmente de alta dimensionalidade e de
tamanhos variados, a informação contida nesses textos precisa antes ser convertida para uma
representação de menor dimensionalidade. Para isso, são utilizadas representações vetoriais
de palavras, como os word embeddings ou vetores esparsos como 1-hot. Nesta representação,
uma frase com n palavras e um embedding com m dimensões resultaria em uma matriz n ·m
representando a informação.
Desta forma, as camadas da CNN convertem pequenas regiões dos dados de entrada
(ex. palavras de um documento de texto) em vetores de características para as camadas mais
internas. Gerando nesse processo uma saída de menor dimensionalidade mas que preserva a
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estrutura preditiva dos dados de entrada. Usualmente a entrada de uma CNN é dada pelas palavras
codificadas como embeddings, camadas convolucionais com diversos filtros, camadas de pooling
e, por último, um classificador de softmax (MELO, 2018; SILVA R. P. DA; SANTOS, 2018;
KIM, 2014; KALCHBRENNER N.; GREFENSTETTE, 2014; JOHNSON R.; ZHANG, 2014).
Na Figura 1 é apresentada um exemplo didático de uma CNN simples para extração
de sentimentos a partir de sentenças. A entrada do modelo é dada pelo conjunto de palavras
que compõem a sentença codificados em forma vetorial. Na camada seguinte é são extraídas
características destas palavras a partir da convolução das mesmas com o filtro determinado pelo
projetista da rede. O resultado obtido a partir da convolução tem sua dimensionalidade reduzida
após aplicação do max-pooling e, por fim, é realizada uma regularização para evitar overfiting
utilizando dropout. O resultado da rede é dado a partir aplicação do algoritmo de softmax no
vetor resultante.
Figura 1 – Arquitetura de uma Rede Neural Convolucional para classificação de sentimentos
Fonte: (MELO, 2018)
2.4.1 Convolução
Convolução é uma operação linear matemática (denotada por ∗) que mede a soma do
produto de duas funções ao longo da região subentendida pela superposição delas em função do
deslocamento existente entre as mesmas. A operação de convolução no domínio discreto é dada
por







X(i−a, j−b) ·F(a,b) (2.2)
Se X for a matriz de entrada e F um filtro (kernel) de dimensões k x k, X convolvido com F
pode ser entendido como a correlação cruzada entre X e F estando F "invertido"horizontalmente
e verticalmente.
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Assim, a saída de cada camada da rede neural convolucional pode ser representado por
oli, j = f (x
l




wli′, j′ ·ol−1i−1, j−1+bl) (2.3)
Sendo l ∈ [1,L] a camada da CNN, wli, j o vetor de pesos que conecta o neurônio da
camada l com neurônios da camada l+1, bl o escalar de polarização (bias) da camada l, xli, j o
vetor de entrada convolvido na camada l somado ao escalar de polarização e f (.) a função de
ativação.
2.4.2 Pooling
As CNNs podem contar ainda com uma camada responsável por reduzir progressivamente
o tamanho espacial da representação, reduzindo assim o número de parâmetros e, portanto,
controlando o overfit. Esta camada é chamada de pooling e tem como principal função reduzir
a dimensionalidade da representação a um tamanho fixo, nenhum aprendizado ocorre nesta
camada.
2.4.3 Uso de CNNs em tarefas de extração de relações
Em tarefas de classificação de relações, a rede neural convolucional recebe como entrada
além das palavras representadas de forma vetorial, as posições relativas das palavras em relação
às entidades participantes da relação semântica em questão. O pressuposto por trás desta meto-
dologia é de que as posições das entidades ajuda a rede a ponderar sobre o quão próxima está
cada palavra das entidades, sendo palavras mais próximas das entidades mais capazes de conter
informações úteis sobre a classe da relação.
Estudos recentes indicam que a abordagem tem apresentado bons resultados em tarefas
de classificação de texto com entrada de dimensões maiores, tornando-a uma linha de base
padrão para novas arquiteturas de classificação de texto (MELO, 2018; ZENG D.; LIU, 2014;
SANTOS C. N. D.; XIANG, 2015; NGUYEN T. H.; GRISHMAN, 2015; XU K.; FENG, 2015;
ZENG D.; LIU, 2015).
Um exemplo desta abordagem é apresentado na 2.4.3, proposta em (NGUYEN T.
H.; GRISHMAN, 2015). A camada de entrada desta rede neural recebe as sentenças codi-
ficadas em word embeddings e os respectivos position embeddings. Em seguida, estes dados
seguem para a camada convolucional, onde são extraídas as características a partir da convolução
com um filtro de tamanho variável, o principal objetivo desta camada é extrair as características
acerca dos n-grams. As características extraídas a partir da convolução são encaminhadas à ca-
mada de pooling que extrai as melhores características e reduz a dimensionalidade dos resultados
e em seguida a uma camada de regressão logística que realiza a classificação.
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Figura 2 – Arquitetura de uma Rede Neural Convolucional para extração de relações
Fonte: (NGUYEN T. H.; GRISHMAN, 2015)
2.4.4 Extração de relações em português
A extração de relações em português do brasil e português do portugal, em comparação
com a extração de relações a partir de textos no idioma inglês, é um tópico de pesquisa que ainda
dispõe de poucos estudos.
Apesar da pequena quantia de estudos, diversas abordagens foram utilizadas para re-
alizar a extração de relações em português. As abordagens utilizadas podem ser classificadas
de forma grosseira em duas categorias: abordagens baseadas em regras (BICK, 2007; FREI-
TAS M. C. DE; QUENTAL, 2007; OLIVEIRA H. G.; SANTOS, 2010; CARDOSO, 2008;
PEREIRA V.; PINHEIRO, 2015; CRUZ G. A.; WEITZEL, 2018) e aprendizagem de máquina
(ALVA-MANCHEGO F. E.; ROSA, 2012; SEQUEIRA J.; GONÇALVES, 2012; FONSECA E.
R.; ROSA, 2012; FONSECA E. R.; ROSA, 2013; BATISTA D.S.; FORTE, 2013; HARTMANN
N. S.; DURAN, 2017; CRUZ G. A.; WEITZEL, 2018).
A maioria dos trabalhos mais recentes que propõem uma estratégia para extração de
relações em português utiliza aprendizagem de máquina, na maioria das vezes empregando
técnicas de aprendizagem supervisionada. Um dos principais problemas enfrentados por trabalhos
que optam por esta abordagem é a escassez de dados rotulados para extração de relações em
português (ALVA-MANCHEGO F. E.; ROSA, 2012; FONSECA E. R.; ROSA, 2012; CRUZ G.
A.; WEITZEL, 2018).
Algumas abordagens são propostas para superar a escassez de dados rotulados para
extração de relações em português. (CRUZ G. A.; WEITZEL, 2018), por exemplo, utiliza o Re-
Verb (FADER A.; SODERLAND, 2011) para classificar as relações do conjunto de treinamento.
Uma outra proposta é dada por (BATISTA D.S.; FORTE, 2013) e consiste no uso de supervisão
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A abordagem adotada neste trabalho é constituída por uma rede neural convolucional
com apenas uma camada e foi proposta por (MELO, 2018). Em seu trabalho, Melo propõe uma
abordagem utilizando redes neurais convolucionais para extração de relações a partir de textos
em inglês. Neste trabalho optou-se por replicar a arquitetura proposta por Melo, realizando
alterações apenas na camada de entrada para permitir a reprodutibilidade do seu trabalho no
idioma português.
Desta forma, o método do trabalho seguiu as seguintes etapas:
1. Seleção do conjunto de dados para treinamento e teste do classificador de relações;
2. Seleção dos word embeddings;
3. Definição das métricas de avaliação adotadas para este trabalho;
4. Aplicação da arquitetura, treinamento e avaliação da rede neural convolucional proposta
por (MELO, 2018);
3.1 Conjunto de dados
O conjunto de dados escolhido para a realização deste trabalho é composto por frases
extraídas automaticamente da Wikipédia que expressam relações entre entidades extraídas da
DBPedia e, portanto, gerado por supervisão distante por (BATISTA D.S.; FORTE, 2013). Este
conjunto de dados foi escolhido por ser o maior conjunto de dados rotulados para extração de
relações em português até o momento do ínicio deste trabalho. O conjunto de dados é composto
por 97.988 sentenças, 2.186.445 palavras, 10 classes e 71.119 entidades únicas. A caracterízação
estatística completa pode ser conferida na Tabela 1.
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Desvio Padrão instâncias/classe 14.172,38














Entretanto, durante o processamento do conjunto de dados disponibilizado por (BATISTA
D.S.; FORTE, 2013) notou-se que existem 35 sentenças à mais no conjunto de dados disponibi-
lizado pelos autores do que no conjunto de dados referenciado pelo trabalho dos mesmos. Os
autores foram questionados sobre esta divergência, mas não souberam indicar com precisão o
motivo da ocorrência da mesma.
O conjunto de dados disponibilizado pelos autores conta com 98.023 sentenças, 35
sentenças à mais que o apresentado pelos autores em seu trabalho [Tabela 1]. A distribuição de
sentenças em cada classe no conjunto de dados disponibilizado por (BATISTA D.S.; FORTE,
2013) pode ser encontrado na Tabela 2.
Cada sentença do conjunto de dados é composta por uma sequência de palavras p1,p2, . . . ,pn
de comprimento n e consta com algumas informações identificadas, essas são:
• A sentença extraída da Wikipédia
• Um campo informando se a classificação foi checada manualmente pelos autores
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• A primeira entidade e1
• A segunda entidade e2
• O tipo de relação entre as entidades
Neste trabalho, um novo conjunto de dados foi gerado a partir do processamento do
conjunto de dados disponibilizado por (BATISTA D.S.; FORTE, 2013). Este novo conjunto
de dados inclui apenas as sentenças cujo as entidades, ou pelo menos o primeiro token de
cada entidade tokenizadas, aparecem na sentença, descartando assim sentenças que não contém
as entidades marcadas. Com a aplicação deste critério, 5.386 sentenças foram descartadas. A
quantidade de sentenças por classe no conjunto de dados gerado pode ser conferido na Tabela 3:
Cada entrada no dataset está representada seguindo o formato abaixo. Seste a sentença
está contida no campo "SENTENCE", as entidades estão contidas nos campos "ENTITY1"e
"ENTITY2", os campos "TYPE1"e "TYPE2"representam os respectivos tipos das entidades e
"REL TYPE"representa o tipo da relação. As entradas ainda contam com um campo para repre-
sentar se foram checadas manualmente pelos autores do dataset, este campo é o "MANUALLY
CHECKED".
SENTENCE : A América Latina localiza-se totalmente no hemisfério ocidental, sendo atravessada pelo Trópico de Câncer, que corta a parte central do México; pelo Equador, que passa pelo Brasil, Colômbia, Equador e toca o norte do Peru; e pelo Trópico de Capricórnio, que atravessa o Brasil, o Paraguai, a Argentina e o Chile.
MANUALLY CHECKED : TRUE




REL TYPE : locatedInArea
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3.2 Word embeddings
Neste trabalho optou-se por utilizar vetores de palavras provenientes do repositório de
vetores de palavras do NLCI-Embeddings (HARTMANN N.; FONSECA, 2017). Este repositório
contém vetores de palavras formados a partir de um grande corpus com mais de 1 bilhão de
tokens do português brasileiro e português europeu de fontes e gêneros variados. O treinamento
dos vetores de palavra disponibilizados no repositório do NLCI-USP (Núcleo Interinstitucional
de Linguística Computacional, USP) ocorreu com os algoritmos Glove, Word2Vec, Wang2Vec
e FastText. Os modelos gerados a partir dos algoritmos Word2vec, Wang2Vec e FastText foram
treinados utilizando os métodos de treinamento CBOW e SkipGram. Para cada um dos algoritmos
foram gerados embeddings com 50, 100, 300, 600 e 1000 dimensões.
A partir dos word embeddings adotados foram removidos todos os embeddings cujo a
dimensão divergia do valor determinado, ex.: Ao avaliar o conjunto de embeddings FastText
SkipGram com 50 dimensões, foram descartados todos os embeddings que não tinham 50
dimensões.
Os experimentos realizados neste trabalho foram replicados utilizando vetores de palavras
gerados a partir dos quatro algoritmos, considerando ambas as formas de treinamento disponível
e foram utilizados vetores de 50 dimensões, 300 dimensões e 1000 dimensões.
3.3 Métricas de avaliação
Nas tarefas de extração de relações normalmente são utilizadas as métricas precisão,
cobertura (recall) e medida F1. A acurácia é comumente desconsiderada pois em atividades que
envolvem a classificação de dados desbalanceados esta medida acaba refletindo principalmente
os resultados da classificação dos grupos majoritários. Assim, para cada relação da classe C as
seguintes medidas foram levantadas:
• Positivos verdadeiros (Tp): Número de relações da classe C que foram classificadas
corretamente pelo modelo;
• Falsos positivos (Fp): Número de relações de outras classes que foram classificados como
pertencentes a classe C pelo modelo;
• Falsos negativos (Fn): Número de relações da classe C que foram classificadas como
pertencentes a outras classes pelo modelo.
Precisão A precisão (P) representa a porcentagem de relações corretamente classificadas
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Cobertura A cobertura (C) representa a porcentagem de relações corretamente classifi-





Medida F1 A medida F1 é dada a partir da média harmônica entre a precisão e a





3.4 Arquitetura da rede neural convolucional
Optou-se por utilizar neste trabalho a arquitetura de rede neural convolucional (CNN)
proposta por (MELO, 2018), ilustrada na Figura 3. Esta arquitetura engloba a representação
vetorial de palavras, uma camada convolucional, uma camada de agrupamento e um classificador
softmax.
Figura 3 – Arquitetura de uma Rede Neural Convolucional para extração de relações
Fonte: (KIM, 2014)
A rede recebe como entrada uma matriz de sentenças X com dimensão n · (N+2 ·de),
sendo cada sentença representada como w1,w2,w3, ...,wN , onde cada wi corresponde a uma
palavra da sentença em sua codificação vetorial de N dimensões. Os vetores com a posição
das entidades (position embeddings) de comprimento de também entram na conta, sendo re-
presentados pelo termo 2de. Para formar a matriz de entrada, o comprimento de cada sentença
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foi fixado em n. Assim, sentenças com menos de n palavras tiveram as posições restantes do
vetor preenchidas com zero e sentenças com mais de n palavras foram truncadas, tendo sido
removidas todas as palavras após a n-ésima palavra. A matriz de entrada é computada na camada
convolucional, onde ocorre o aprendizado da rede. Diversas características são extraídas a partir
das convoluções dos filtros com a matriz de entrada gerando os mapas de características. A
última camada da rede entrega como saída um vetor de dimensão igual ao número de tipos
de relações. Cada posição no vetor indica a probabilidade da sentença S pertencer a classe C,
para toda sentença S na matriz de entrada e toda classe C pertencente ao domínio de classes do
conjunto de dados. Essa probabilidade é representada por p(S|C,θ), sendo θ os parâmetros da
rede.
3.4.1 A camada de entrada
Assim como em (MELO, 2018; NGUYEN T. H.; GRISHMAN, 2015; ZENG D.; LIU,
2014), a matriz de entrada da rede é composta pelas n primeiras palavras de cada sentença
codificadas na forma vetorial e pelos vetores de posições (position embeddings). Nesta camada
são projetadas as representações de palavras discretas xt para vetores de baixa dimensão et , esse
processo é descrito pela equação:
et =We ·Xt (3.4)
Onde Xt denota uma representação one-hot de dimensão V da t-ésima palavra do vocabu-
lário de comprimento V, We representa cada matriz de pesos pré-treinada a partir dos vetores de
palavra adotados neste trabalho. A abordagem adotada propõe utilizar position embeddings sob a
hipótese de que em sentenças mais longas as palavras mais distantes das entidades identificadas
têm menor relevância para classificação do tipo da relação entre as entidades do que as palavras
mais próximas. Para isso, os embeddings de posição contribuem com a posição relativa das
palavras às entidades identificadas, tendo sido cada valor discreto de distância mapeado para
um valor real. Visando diminuir a dimensionalidade de características dos position embeddings
(MELO, 2018) propôs limitar a distância máxima e a distância mínima entre as palavras e as
entidades. Em seu trabalho, é utilizado o valor de 40 unidades de distância como valor máximo
e também como valor mínimo de distância. Esse valor também foi adotado neste trabalho.
Esta forma de representação é chamada de rectified position embeddings e é determinada pelas
equações:
de1 = max(dmáx, i− ie1) (3.5)
de2 = max(−dmáx, i− ie2) (3.6)
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Sendo dmáx o valor máximo de distância entre as entidades e as palavras, determinado
como sendo 40 unidades de distância. Ao final desse processo, uma sentença S estará repre-
sentado como uma matriz M de dimensão n · (N+2 ·de), onde n é a quantidade de palavras na
sentença, de é a dimensionalidade do position embeddings e N é a dimensionalidade dos word
embeddings. Assim como em (MELO, 2018), neste trabalho optou-se por fixar n = 50 e de=
50. Já a dimensionalidade dos embeddings (N) variou entre 50, 300 e 1000 de acordo com os
experimentos realizados.
3.4.2 A Camada convolucional
Após a camada de entrada a matriz de entrada X passa para a camada convolucional para
extrair as características. Dado um filtro (kernel) W de comprimento k, sendo o filtro uma matriz
de pesos W = [w1,w2, ...,wk] (onde cada wi é vetor de dimensão N + 2 · de). O objetivo desta
camada é obter uma matriz de saída O = [o1,o2, ...,ok] = f (X ∗W ), onde cada oi é representado
por:




wa · xi−a+b) (3.7)
onde wa representa o vetor de pesos que conecta o neurônio da camada de convolução
com os neurônios da camada de pooling, b é o escalar de polarização (bias) da camada e f (.) é a
função de ativação.
Assim como em (MELO, 2018), neste trabalho foram utilizados 100 filtros de tamanho 3
e a função de ativação adotada foi linear retificadora, dada por:
f (x) = max(0,x) (3.8)
3.4.3 A camada de pooling
O vetor de saída da camada de convolução vai para a camada de pooling, que tem como
objetivo agrupar as características presentes no mapa de características gerado como saída da
camada de convolução e diminuir a dimensionalidade do mesmo. Para atingir esse objetivo
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Portanto, a saída a camada de pooling é dada por um vetor de comprimento k com o
maior valor encontrado em cada mapa de característica oi recebido da camada de convolução.
3.4.4 A camada de classificação
A saída resultante da camada de pooling é aplicado como entrada da camada de classifi-
cação. O objetivo desta camada é definir probabilidades para cada classe com base no vetor de
características resultantes da camada anterior. A probabilidade total resultante deve somar 1.0 e





f (X) = arg jmaxp j(X) (3.11)
Portanto, em (3.10) o vetor de características tem seus valores normalizados em [0, 1] e
após essa operação é aplicada a função (3.11) que retorna a classe de maior probabilidade.
3.5 Experimentos e reprodutibilidade
Foram realizados 21 experimentos diferentes neste trabalho. Houveram variações no
word embedding utilizado como entrada em cada experimento, mas os parâmetros da rede se
mantiveram fixos durante todo o trabalho. A principal motivação para esta escolha foram os bons
resultados encontrados por (MELO, 2018). Assim, as principais contribuições deste trabalho
incluem as variações nos resultados a partir das variações nos word embeddings e a validação do
modelo de (MELO, 2018) para textos em português.
Desta forma, a rede neural utilizada neste trabalho foi treinada por duas épocas, em
mini lotes de 64 amostras, com o algoritmo ADAM (Adaptative Moment Estimation) com os
parâmetros taxa de aprendizagem (θ ): 0.001, β1: 0.9, β2: 0.999, decaimento: 0.0 e como função
de custo foi adotada entropia cruzada.
Na camada de entrada foram utilizados os word embeddings Word2Vec, Wang2Vec e
FastText treinados utilizando Skip-gram e CBoW com as dimensões de 50, 300 e 1000 e o word
embedding GloVe também com as dimensões 50, 300 e 1000. O tamanho das sentenças foi fixado
em 50 palavras e foram utilizados position embeddings de dimensão 2 x 50.
Na camada de convolução foram utilizados filtros de dimensão 100 x 3; sendo seguida
por uma camada de agrupamento do tipo global pooling e de uma camada totalmente conectada
softmax de comprimento igual ao número de classes de relações.
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Para o treinamento do modelo foi utilizada validação cruzada k-fold com k = 10 e a
qualidade global de classificação e a qualidade por classe de relação foram avaliadas utilizando
as medidas de precisão, cobertura e métrica F1, conforme definidas na Seção 3.3 deste trabalho.
Como o conjunto de dados adotado neste trabalho não descreve explicitamente a direção
do relacionamento em cada sentença, todas as relações neste trabalho foram adotadas como
bi-direcionais, mantendo assim 10 classes possíveis para cada relação.
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Experimentos, resultados e discussão
Neste capítulo são descritos os experimentos realizados neste trabalho, assim como são
apresentados e discutidos os resultados encontrados.
Os experimentos foram iniciados utilizando o Sistema Computacional em Cluster do
Laboratório de Alto Desempenho da Universidade Federal de Sergipe (LCAD) 1. Entretanto,
durante o desenvolvimento deste trabalho, problemas técnicos no Cluster o tornaram indisponível
para continuação dos trabalhos realizados no LCAD.
Com o Cluster do LCAD indisponível, os experimentos descritos nesta seção foram fina-
lizados utilizando o Google Cloud Computer Engine 2, sistema de máquinas virtuais escalonáveis
de alto desempenho disponibilizado pela Google Cloud Platform (GCP).
A GCP disponibiliza um período de testes de 12 meses com verba de $300 doláres
para serem gastos na plataforma a novos usuários 3. Os experimentos realizados neste trabalho
utilizaram o período de testes do GCP e, portanto, não houveram custos financeiros decorrente
ao uso da plataforma pelos autores deste trabalho.
A rede neural descrita na Seção 3.4 foi treinada utilizando os parâmetros descritos na
Seção 3.5 e experimentos foram realizados utilizando o conjunto de dados descrito na Seção
3.1 e os word embeddings descritos na Seção 3.2. Os resultados da classificação de relações
utilizando cada conjunto de word embeddings será apresentado e discutido nesta seção.
Apesar de não terem sido encontrados outros trabalhos que utilizem variações do conjunto
de dados adotado neste trabalho e redes neurais convolucionais, os resultados encontrados podem
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Tabela 4 – Classificação de relações utilizando o modelo de word embeddings GloVe
GloVe
50 dimensões 300 dimensões 1000 dimensões
Classes P C F1 P C F1 P C F1
locatedInArea 0.94 0.95 0.94 0.96 0.94 0.95 0.93 0.97 0.95
origin 0.90 0.90 0.90 0.86 0.93 0.89 0.92 0.84 0.88
successor 0.50 0.60 0.55 0.52 0.56 0.54 0.64 0.60 0.62
deathOrBurialPlace 0.84 0.78 0.81 0.87 0.69 0.77 0.75 0.83 0.79
other 0.82 0.81 0.82 0.83 0.85 0.84 0.86 0.83 0.84
keyPerson 0.60 0.34 0.43 0.74 0.43 0.54 0.70 0.43 0.53
partOf 0.87 0.87 0.87 0.87 0.87 0.87 0.88 0.90 0.89
influencedBy 0.38 0.20 0.26 0.54 0.48 0.51 0.59 0.43 0.50
partner 0.66 0.44 0.53 0.66 0.33 0.44 0.65 0.61 0.63
parent 0.60 0.69 0.64 0.70 0.68 0.69 0.69 0.61 0.65
média/total 0.71 0.66 0.67 0.75 0.68 0.70 0.76 0.70 0.73
A abordagem adotada por (BATISTA D.S.; FORTE, 2013; BATISTA, 2016) utiliza
comparação de assinaturas min-hash (BRODER, 1997; BRODER A.; CHARIKAR, 2000) e
kNN para classificar relações semânticas entre entidades. Ao comparar os resultados encontrados
neste trabalho com os resultados apresentados em (BATISTA D.S.; FORTE, 2013; BATISTA,
2016), nota-se que o modelo apresentado neste trabalho obteve um desempenho particularmente
interessante.
Na tabela 4 são apresentados os resultados obtidos a partir da classificação das relações
utilizando o modelo de word embeddings GloVe nas três dimensões. A partir destes resultados
pode-se notar uma constante variação da métrica F1 ao variar a quantia de dimensões entre 50,
300 e 1000.
Nas tabelas 5 e 6 são apresentados os resultados obtidos a partir da classificação das rela-
ções utilizando o modelo de word embeddings Word2Vec utilizando os métodos de treinamento
CBOW e SkipGram e nas três dimensões.
Os resultados mostram que para 50 dimensões há uma baixa variação nos resultados
encontrados a partir dos diferentes métodos de treinamento. Entretanto, ao aumentar a quantidade
de dimensões também percebe-se um aumento na variação entre estes resultados. Percebeu-se
também que quando utilizado o método de treinamento CBoW a precisão obtida foi mais alta
que ao utilizar o método SkipGram. Entretanto o contrário aconteceu à cobertura, isto é, foram
obtidos resultados mais altos de cobertura utilziando o método CBoW.
As tabelas 7 e 8, por sua vez, apresentam os resultados obtidos a partir da classificação
das relações utilizando o modelo de word embeddings Wang2Vec utilizando os métodos de
treinamento CBOW e SkipGram e nas três dimensões.
Comparando as tabelas 7 e 8 pode-se notar que ao treinar a rede utilizando o modelo
de word embeddings SkipGram os resultados alcançados são notavelmente melhores que os
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Tabela 5 – Classificação de relações utilizando o modelo de word embeddings Word2Vec CBoW
Word2Vec - CBoW
50 dimensões 300 dimensões 1000 dimensões
Classes P C F1 P C F1 P C F1
locatedInArea 0.93 0.94 0.93 0.95 0.95 0.95 0.94 0.96 0.95
origin 0.88 0.87 0.88 0.88 0.90 0.89 0.90 0.89 0.90
successor 0.44 0.47 0.45 0.53 0.59 0.56 0.66 0.54 0.60
deathOrBurialPlace 0.84 0.74 0.79 0.80 0.77 0.78 0.82 0.78 0.80
other 0.74 0.82 0.78 0.83 0.80 0.82 0.86 0.83 0.84
keyPerson 0.61 0.22 0.32 0.56 0.51 0.54 0.58 0.46 0.51
partOf 0.81 0.83 0.82 0.87 0.86 0.87 0.83 0.90 0.87
influencedBy 0.43 0.07 0.11 0.62 0.28 0.39 0.87 0.28 0.43
partner 0.69 0.19 0.30 0.63 0.33 0.44 0.75 0.32 0.44
parent 0.57 0.56 0.56 0.74 0.73 0.74 0.69 0.61 0.65
média/total 0.69 0.57 0.59 0.74 0.67 0.70 0.79 0.66 0.70
Tabela 6 – Classificação de relações utilizando o modelo de word embeddings Word2Vec Skip-
Gram
Word2Vec - Skip-Gram
50 dimensões 300 dimensões 1000 dimensões
Classes P C F1 P C F1 P C F1
locatedInArea 0.91 0.96 0.94 0.96 0.94 0.95 0.94 0.97 0.95
origin 0.90 0.87 0.89 0.89 0.91 0.90 0.89 0.92 0.90
successor 0.57 0.44 0.49 0.59 0.54 0.56 0.68 0.55 0.61
deathOrBurialPlace 0.80 0.79 0.80 0.80 0.80 0.80 0.87 0.76 0.81
other 0.85 0.75 0.79 0.81 0.87 0.84 0.88 0.80 0.84
keyPerson 0.61 0.33 0.43 0.59 0.52 0.55 0.62 0.52 0.57
partOf 0.83 0.86 0.85 0.92 0.83 0.87 0.91 0.87 0.89
influencedBy 0.00 0.00 0.00 0.65 0.52 0.58 0.46 0.48 0.47
partner 0.44 0.19 0.27 0.46 0.58 0.51 0.68 0.53 0.59
parent 0.57 0.58 0.57 0.68 0.66 0.67 0.68 0.70 0.69
média/total 0.65 0.58 0.60 0.73 0.72 0.72 0.76 0.71 0.73
resultados utilizando o modelo de word embeddings CBoW. Fica claro também uma baixa
variação nos resultados ao aumentar a quantia de dimensóes dos word embeddings de 300 para
1000 dimensões, diferente do que ocorre ao aumentar a quantia de dimensões de 50 para 300.
Acredita-se que a característica de considerar a ordem das palavras do Wang2Vec, tal
qual a capacidade de prever o contexto do modelo treinado com Skip-Gram, contribuíram para o
bom resultado obtido pelo modelo nos experimentos realizados. Comparado com o Word2Vec,
tabelas 5 e 6, fica notória a melhora nos resultados alcançados.
As tabelas 7 e 8, por sua vez, apresentam os resultados obtidos a partir da classificação
das relações utilizando o modelo de word embeddings Wang2Vec utilizando os métodos de
treinamento CBOW e SkipGram e nas três dimensões.
Comparando as tabelas 7 e 8 pode-se notar que ao treinar a rede utilizando o modelo
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Tabela 7 – Classificação de relações utilizando o modelo de word embeddings Wang2Vec CBoW
Wang2Vec - CBoW
50 dimensões 300 dimensões 1000 dimensões
Classes P C F1 P C F1 P C F1
locatedInArea 0.96 0.93 0.94 0.96 0.95 0.96 0.93 0.96 0.94
origin 0.88 0.91 0.89 0.89 0.92 0.90 0.89 0.88 0.89
successor 0.55 0.60 0.58 0.66 0.50 0.57 0.70 0.53 0.60
deathOrBurialPlace 0.85 0.75 0.80 0.83 0.80 0.81 0.81 0.78 0.79
other 0.74 0.88 0.80 0.83 0.87 0.85 0.83 0.81 0.82
keyPerson 0.62 0.31 0.42 0.72 0.46 0.56 0.42 0.55 0.47
partOf 0.88 0.85 0.86 0.88 0.90 0.89 0.88 0.84 0.86
influencedBy 0.43 0.26 0.32 0.56 0.30 0.39 0.79 0.33 0.46
partner 0.58 0.26 0.36 0.72 0.54 0.62 0.68 0.33 0.45
parent 0.57 0.64 0.61 0.70 0.69 0.70 0.70 0.61 0.65
média/total 0.71 0.64 0.66 0.77 0.69 0.72 0.76 0.66 0.69
Tabela 8 – Classificação de relações utilizando o modelo de word embeddings Wang2Vec Skip-
Gram
Wang2Vec - Skip-Gram
50 dimensões 300 dimensões 1000 dimensões
Classes P C F1 P C F1 P C F1
locatedInArea 0.94 0.96 0.95 0.96 0.95 0.96 0.97 0.95 0.96
origin 0.90 0.90 0.90 0.91 0.90 0.90 0.90 0.91 0.90
successor 0.60 0.56 0.58 0.69 0.59 0.63 0.72 0.58 0.64
deathOrBurialPlace 0.84 0.80 0.82 0.82 0.81 0.82 0.78 0.84 0.81
other 0.86 0.81 0.83 0.81 0.87 0.84 0.86 0.87 0.86
keyPerson 0.62 0.55 0.58 0.75 0.39 0.51 0.71 0.55 0.62
partOf 0.89 0.88 0.88 0.87 0.92 0.89 0.90 0.89 0.89
influencedBy 1.00 0.02 0.04 0.70 0.35 0.46 0.63 0.37 0.47
partner 0.48 0.60 0.53 0.80 0.63 0.71 0.72 0.63 0.67
parent 0.50 0.66 0.56 0.68 0.77 0.72 0.82 0.62 0.71
média/total 0.76 0.67 0.68 0.80 0.73 0.74 0.80 0.72 0.75
de word embeddings SkipGram os resultados alcançados são notavelmente melhores que os
resultados utilizando o modelo de word embeddings CBoW. Fica claro também uma baixa
variação nos resultados ao aumentar a quantia de dimensóes dos word embeddings de 300 para
1000 dimensões, diferente do que ocorre ao aumentar a quantia de dimensões de 50 para 300.
Acredita-se que a característica de considerar a ordem das palavras do Wang2Vec, tal
qual a capacidade de prever o contexto do modelo treinado com Skip-Gram, contribuíram para o
bom resultado obtido pelo modelo nos experimentos realizados. Comparado com o Word2Vec,
tabelas 5 e 6, fica notória a melhora nos resultados alcançados.
Os últimos experimentos realizados utilizaram o modelo de word embeddings FastText.
Os resultados obtidos a partir deste são apresentados nas 9 e 10.
Mesmo este sendo um modelo simples e de baixa profundidade (tendo em vista que
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Tabela 9 – Classificação de relações utilizando o modelo de word embeddings FastText CBoW
FastText - CBoW
50 dimensões 300 dimensões 1000 dimensões
Classes P C F1 P C F1 P C F1
locatedInArea 0.93 0.96 0.94 0.94 0.96 0.95 0.95 0.96 0.95
origin 0.91 0.86 0.88 0.90 0.90 0.90 0.90 0.91 0.90
successor 0.49 0.39 0.44 0.53 0.46 0.49 0.45 0.66 0.53
deathOrBurialPlace 0.80 0.78 0.79 0.82 0.78 0.80 0.83 0.79 0.81
other 0.80 0.81 0.81 0.87 0.80 0.83 0.85 0.84 0.84
keyPerson 0.65 0.26 0.37 0.59 0.28 0.38 0.58 0.37 0.46
partOf 0.86 0.87 0.86 0.84 0.89 0.87 0.88 0.88 0.88
influencedBy 0.17 0.09 0.12 0.58 0.33 0.42 0.64 0.39 0.49
partner 0.44 0.37 0.40 0.73 0.47 0.57 0.59 0.47 0.52
parent 0.47 0.69 0.56 0.50 0.76 0.60 0.66 0.59 0.62
média/total 0.65 0.61 0.62 0.73 0.66 0.68 0.73 0.69 0.70
Tabela 10 – Classificação de relações utilizando o modelo de word embeddings FastText Skip-
Gram
FastText - SkipGram
50 dimensões 300 dimensões 1000 dimensões
Classes P C F1 P C F1 P C F1
locatedInArea 0.95 0.96 0.95 0.96 0.95 0.95 0.98 0.93 0.95
origin 0.89 0.92 0.91 0.92 0.90 0.91 0.90 0.92 0.91
successor 0.52 0.54 0.53 0.41 0.74 0.53 0.70 0.48 0.57
deathOrBurialPlace 0.83 0.77 0.80 0.82 0.82 0.82 0.83 0.81 0.82
other 0.84 0.81 0.83 0.79 0.89 0.84 0.75 0.92 0.83
keyPerson 0.59 0.38 0.47 0.61 0.46 0.52 0.54 0.37 0.44
partOf 0.88 0.89 0.88 0.92 0.88 0.90 0.92 0.88 0.90
influencedBy 0.57 0.09 0.15 0.51 0.41 0.46 0.66 0.41 0.51
partner 0.60 0.46 0.52 0.52 0.46 0.49 0.39 0.77 0.51
parent 0.72 0.57 0.63 0.72 0.51 0.60 0.80 0.70 0.75
média/total 0.74 0.64 0.67 0.72 0.70 0.70 0.75 0.72 0.72
o mesmo contém apenas uma camada convolucional, uma camada de pooling e uma camada
totalmente conectada) pode-se notar que para a tarefa de extração de relações simétricas (onde
não é considerada a direção da relação) os resultados obtidos neste trabalho são superiores aos
resultados obtidos pelo autor do conjunto de dados quando comparadas as macrométricas e
quando comparado o resultado por classes.
A Tabela 11 apresenta a comparação entre os resultados obtidos neste trabalho e os
resultados obtidos em (BATISTA D.S.; FORTE, 2013; BATISTA, 2016) comparando apenas as
macrométricas e a Tabela 12 apresenta a comparação por classe considerando o experimento
realizado neste trabalho utilizando o algoritmo Wang2Vec SkipGram 1000 dimensões e os
resultados apresentados por (BATISTA D.S.; FORTE, 2013; BATISTA, 2016).
Além do notável desempenho apresentado pelo modelo adotado, ao observar os resul-
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Modelos P C F1
Este trabalho - Wang2Vec SkipGram 1000 dimensões 0.80 0.72 0.75
Este trabalho - Wang2Vec SkipGram 300 dimensões 0.80 0.73 0.74
Este trabalho - Word2Vec SkipGram 1000 dimensões 0.76 0.71 0.73
Este trabalho - FastText SkipGram 1000 dimensões 0.75 0.72 0.72
Este trabalho - GloVe 1000 dimensões 0.76 0.70 0.73
Este trabalho - Wang2Vec CBoW 300 dimensões 0.77 0.69 0.72
Este trabalho - Word2Vec SkipGram 300 dimensões 0.73 0.72 0.72
Este trabalho - Word2Vec CBoW 1000 dimensões 0.79 0.66 0.70
Este trabalho - GloVe 300 dimensões 0.75 0.68 0.70
Este trabalho - FastText SkipGram 300 dimensões 0.72 0.70 0.70
Este trabalho - FastText CBoW 1000 dimensões 0.73 0.69 0.70
Este trabalho - Wang2Vec CBoW 1000 dimensões 0.76 0.66 0.69
Este trabalho - Word2Vec CBoW 300 dimensões 0.74 0.67 0.70
Este trabalho - FastText CBoW 300 dimensões 0.73 0.66 0.68
Este trabalho - FastText SkipGram 50 dimensões 0.74 0.64 0.67
Este trabalho - GloVe 50 dimensões 0.71 0.66 0.67
Este trabalho - Wang2Vec SkipGram 50 dimensões 0.71 0.64 0.66
Este trabalho - Wang2Vec CBoW 50 dimensões 0.71 0.64 0.66
Este trabalho - FastText CBoW 50 dimensões 0.65 0.61 0.62
Este trabalho - Word2Vec CBoW 50 dimensões 0.69 0.57 0.59
Este trabalho - Word2Vec SkipGram 50 dimensões 0.65 0.58 0.60
(BATISTA D.S.; FORTE, 2013; BATISTA, 2016) 0.736 0.443 0.553
Tabela 11 – Comparação entre macrométricas dos trabalhos que utilizam o mesmo conjunto de
dados
Este trabalho Batista 2013
Classe P C F1 P C F1
locatedInArea 0.97 0.95 0.96 0.924 0.922 0.923
origin 0.90 0.91 0.91 0.733 0.908 0.811
sucessor 0.72 0.58 0.64 0.541 0.161 0.248
deathOrBurialPlace 0.78 0.84 0.81 0.800 0.574 0.671
other 0.86 0.87 0.86 0.767 0.53 0.63
keyPerson 0.71 0.55 0.62 0.233 0.079 0.117
partOf 0.90 0.89 0.89 0.680 0.576 0.623
influencedBy 0.63 0.37 0.47 0.000 0.000 0.000
partner 0.72 0.63 0.67 0.600 0,188 0.286
parent 0.82 0.62 0.71 0.545 0.727 0.623
Tabela 12 – Comparação entre resultados por classes: Este trabalho - Wang2Vec SkipGram 1000
dimensões e (BATISTA D.S.; FORTE, 2013; BATISTA, 2016)
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tados obtidos ao final dos experimentos realizados pôde ser percebido que houve uma baixa
variação (em média de +/- 0.02) na performance geral (entende-se por performance geral a média
ponderada das métricas definidas na Seção 3.1 deste trabalho) da CNN ao variar a dimensão dos
word embeddings de 300 para 1000. Cenário bem diferente do encontrado ao variar a dimensão
dos word embeddings de 50 para 300. Esta observação reforça os resultados encontrados por
(MELAMUD O.; MCCLOSKY, 2016; PATEL K.; BHATTACHARYYA, 2017) nos quais é mos-
trado que a contribuição do número de dimensões nos word embeddings para tarefas intrínsecas
tem seu pico com uso de word embeddings com um número de dimensões próximo a 50 e para
tarefas extrínsecas o pico se encontra próximo de 300 dimensões.
Pôde ser notado também que os modelos treinados com word embeddings treinados
utilizando Skip-Gram obtiveram melhor desempenho que os treinados com CBoW. Acredita-se
que esse pode ser um idicativo da importância da capacidade de prever o contexto dos word
embeddings treinados com Skip-Gram para tarefas de classificação de relações semânticas.
Os resultados apresentados por este trabalho reforçam o uso de redes neurais convolucio-
nais como ferramenta para extração de características de alto nível a partir de sentenças de textos
codificados como word embeddings somados ao uso de position embeddings. Assim como realça
a importância da quantidade e distribuição dos dados por classe no conjunto de treinamento,
notou-se que classes como partner e influencedBy tiveram desempenho notoriamente inferior à
média ponderada total. Estas classes em especial tinham apenas 190 e 154 amostras, respecti-





A realização de tarefas de processamento de linguagem natural no idioma português,
brasileiro ou portugal, apresenta diversos desafios. Um dos principais desafios enfrentados
durante a realização deste trabalho foi a dificuldade em encontrar conjuntos de dados rotulados
em português para uso em tarefas de extração de relações semânticas binárias. Acredita-se que o
principal fator limitante para a produção desses conjuntos de dados é o enorme esforço humano
necessário para rotular manualmente os dados. A revisão bibliográfica realizada neste trabalho
aponta a abordagem de supervisão distante como bastante promissora para se desenvolver
grandes conjuntos de dados com menor esforço necessário, tornando possível assim expandir a
quantidade de conjuntos de dados rotulados para uso em tarefas de PLN.
O trabalho apresentado neste documento teve como principal objetivo a validação do
modelo de Rede Neural Convolucional proposto por (MELO, 2018) para extração de relações
semânticas binárias em dados não estruturados em português. Para isso, foi utilizado um conjunto
de dados com 92.637 amostras divididas entre 10 relações semânticas gerados a partir da abor-
dagem de supervisão distante por (BATISTA D.S.; FORTE, 2013). Os resultados encontraram
apresentam bons valores de precisão, cobertura e média F1; sendo estes, em determinados casos,
superiores aos encontrados pelos autores do conjunto de dados em seus experimentos.
Dentre os experimentos realizados neste trabalho, pôde ser notado que a quantidade de
dimensões dos word embeddings utilizados para codificar as sentenças que alimentaram a rede
neural convolucional não apresentavam uma influência linear nas macro-métricas produzidas na
avaliação do modelo. Percebeu-se que nesta tarefa de extração de relações quanto utilizado word
embeddings com dimensão superior a 300 para treinametno do modelo, o resultado final não
sofre grande variação.
Notou-se que ao utilizar word embeddings com 1000 dimensões, houve variação de até
0.03% nas macro-métricas adotadas, o que reforça resultados já apresentados por outros autores
na literatura indicando que em tarefas de aprendizagem de máquina extrínsecas a contriuição do
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número de dimensões dos word embeddings para a qualidade do modelo (medida em função das
macro-métricas adotadas) tem seu pico em cerca de 300 dimensões.
Muito ainda pode ser realizado na área de extração de relações semânticas em português.
Pesquisas futuras, para este estudo apresentado, podem incluir a realização de experimentos em
conjuntos de dados mais balanceados, uso de camadas profundas no modelo adotado neste traba-
lho e modificações no modelo adotado para permitir a extração de relações semânticas não biná-
rias. O código fonte utilizado neste trabalho está disponível de forma aberta na plataforma GitHub
e pode ser acessado em <https://github.com/arielrodrigues/nlp-relations-extraction-ptbr>.
Os métodos desenvolvidos neste trabalho estãp sendo aplicados a um pipeline de iden-
tificação e extração de promessas dos candidatos à Chefia do Executivo brasileiro, através do
processamento dos seus planos de governo. A implementação deste pipeline está em andamento e
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