Let n, k be integers with n ≥ k ≥ 2, and let G be a graph of order n and S be a subset of V (G). We define µ(S) := min
In some contexts in this research area (see e.g. [1, 10, 11, 12, 15, 16] ), we sometimes regard K i as a cycle of length i for i = 1, 2 (here K l denotes the complete graph of order l). Along this line, in this paper, we investigate degree conditions for the existence of k vertex-disjoint cycles, edges and isolated vertices covering specified vertices.
Let G be a graph and S ⊆ V (G) In what follows, "disjoint" means always "vertex-disjoint".
Motivated by the study concerning the existence of 2-factors with specified number of components in graphs, Brandt et al. [3] gave a sharp degree condition on σ 2 (G) for the partition of a graph into k disjoint cycles.
Theorem A ([3]) Let n, k be integers with n ≥ 4k ≥ 4, and let G be a graph of order n. If
As a generalization of a 2-factor with k components, Enomoto and Li [10] considered k-weak cycle partitions (abbreviated as a k-WCP) defined as follows: For a graph G, a set H of k disjoint subgraphs of G is called a k-weak cycle partition of G if (i) ∪ H∈H V (H) = V (G), and (ii) H is a cycle or K 2 or K 1 for all H ∈ H. Concerning the degree condition for the existence of a k-WCP, they obtained a weaker σ 2 (G) condition than that in Theorem A (related results can be found in Fujita [11] and Hu and Li [15, 16] ). Here C t denotes the cycle of order t.
Theorem B ([10])
Let n, k be integers with n ≥ k ≥ 1, and let G be a graph of order n. If σ 2 (G) ≥ n − k + 1, then G has a k-WCP unless k = 2 and G ∼ = C 5 .
Later, Fujita [12] extended Theorem B in terms of the µ(G) condition:
Theorem C ([12]) Let n, k be integers with n ≥ k ≥ 2, and let G be a graph of order n. If µ(G) ≥ (n − k + 1)/2, then one of the following holds:
(i) G has a k-WCP.
(ii) k = 3 and G ∼ = K 1 ∪ C 5 , or k = 2 and G ∼ = C 5 .
In this paper, we will further generalize the concept of a k-WCP by considering k disjoint cycles, edges and isolated vertices covering all "specified vertices". For a graph G and a subset S of V (G), a set H of k disjoint subgraphs of G is called a k-weak cycle cover of G with respect to S (abbreviated as a k-WCC) if (i) S ⊆ ∪ H∈H V (H), and (ii) H is a cycle or K 2 or K 1 for all H ∈ H. Concerning the degree condition for the existence of a k-WCC, we prove the following, which is a generalization of Theorem C.
Theorem 1
Let n, k be integers with n ≥ k ≥ 2, and let G be a graph of order n and S be a subset of V (G). If µ(S) ≥ (n − k + 1)/2, then one of the following holds:
The concept of a k-WCC for connected graphs has a good application concerning the existence of a tree with few leaves covering specified vertices. For a connected graph G and a vertex subset S of V (G), if G has a k-WCC with respect to S, then G contains a tree T with at most k leaves such that S ⊆ V (T ) (one can easily check this fact by using induction on k). Thus we get the following corollary from Theorem 1.
Corollary 2 Let n, k be integers with n ≥ k ≥ 2, and let G be a connected graph of order n and S be a subset of V (G). If µ(S)
The following examples show that the condition on µ(S) in Theorem 1 is best possible for k = 2, and k ≥ 3 and |S| ≥ (n + k)/2. Example 1: Let l ≥ 2 be an integer, and let n := 2l + 2. Let F i := K 1 for each i = 1, 2 and 
and G has no 2-WCC with respect to S.
Example 2:
Let k, l be integers with k ≥ 3 and l ≥ 2, and let n := 2l + k. Let G be a complete bipartite graph with partite sets of cardinalities l and l + k, respectively. Let S be a subset of V (G) such that S contains all vertices in the partite set of order l + k. Then |G| = n,
and G has no k-WCC with respect to S.
However, we do not know whether the condition on µ(S) in Theorem 1 is best possible or not for k ≥ 3 and k + 1 ≤ |S| ≤ (n + k)/2 (note that if |S| ≤ k, then the graph always has a k-WCC with respect to S), and we actually guess that the condition on µ(S) in Theorem 1 can be improved for the case where k ≥ 3 and k + 1 ≤ |S| ≤ (n + k)/2. In fact, if the order of G is sufficiently large compared with k and |S| = k + 1, then the condition on µ(S) which is much weaker than the one in Theorem 1 guarantees the existence of a k-WCC.
Theorem 3
Let n, k be integers with n ≥ 2k + 2 ≥ 8, and let G be a graph of order n and S be a subset of V (G) with
In Example 1, if we replace G 1 ∪ G 2 by the union of k disjoint complete graphs of orders l, respectively, i.e.,
, and consider a subset S so that V (F 1 ) ⊆ S and V (G i ) ∩ S = ∅ for each i with 1 ≤ i ≤ k, then we can obtain a graph G and a subset S such that |S| ≥ k + 1, µ(S) = (|G| − 2)/k and G has no k-WCC with respect to S. By this fact, the condition on µ(S) in Theorem 3 is best possible. So it would be natural to ask whether the sharp µ(S) condition is (n − 1)/k for the case where k ≥ 3 and
The following example shows that the condition on the order of G in Theorem 3 is best possible.
Example 3: Let k ≥ 3 be an integer, and let n := 2k + 1. Let G := K 1 ∪ C 2k , and let S be a subset of V (G) such that S is a maximum independent set of G. Then |G| = n, |S| = k + 1, µ(S) = 2 = (n − 1)/k, and G has no k-WCC with respect to S.
Preliminaries
Firstly, we prepare notation which we will use in subsequent sections. Let G be a graph. For To prove Theorem 1, we prepare several lemmas. Let n, k, G, S be as in Theorem 1, and let Then by Theorem C, (2.1) and (2.2), we can easily obtain the following three lemmas.
Lemma 2 We have
Proof of Lemma 3. If G has n − k independent edges, then these and the remaining 2k − n isolated vertices in G form a partition of G, which contradicts (2.2).
In Section 3, we prove Theorem 1 by induction on k, and we use the following lemma in the first step of the induction argument.
Lemma 4 If
Proof of Lemma 4 .
First we claim the following.
Claim 2.1 G does not contain a Hamiltonian cycle.
Proof. Suppose not, and let − → C be a Hamiltonian cycle of G. Since n ≥ |S| + 1, it follows from (2.2) that n ≥ 6. Then the following subclaim holds.
(note that we can take such vertices because v, v ∈ S * ). Choose v 1 and v 2 so that
it follows from the minimality of |v
Since |P 1 | ≥ 2, equality holds in all the above inequalities. This implies that
and
Note that by Lemma 2, |S * | ≥ 2. Hence by Subclaim 2.1.1 and (2.1), we can easily find a
This completes the proof of Claim 2.1.
from degree condition that for any two distinct vertices x, y ∈ S * , either
Hence there exists such a path in G). We choose P so that |V (P ) ∩ S| is as large as possible.
Claim 2.2 S * ⊆ V (P ).
Proof. Suppose not, and let v ∈ V (G \ P ) ∩ S * . Then by the choice of P , we can easily see that the following subclaim holds.
Proof. Otherwise, G contains a longer path joining v and v l than P , which contradicts the maximality of |V (P ) ∩ S|.
This completes the proof of Claim 2.2.
Suppose that there exists a cycle C which contains P . Since C is not a Hamiltonian cycle
.1) and Claim 2.2, we also have that G[S \ V (P )] forms a complete graph if S \ V (P ) = ∅. Hence there exists a graph C such that S \ V (P ) ⊆ V (C ) and
C is a cycle, K 2 or K 1 . Then {C , C } is a 2-WCC of G with respect to S, which contradicts (2.2). Thus there exists no cycle which contains P .
Hence equality holds in all the above inequalities. Since
We divide the rest of the proof of Lemma 4 into two parts. 
, this implies that we can replace − → P by − → Q , and hence by arguing as above, we have that
Similarly, by considering a path v
3), we may assume that N G\P (v 1 ) = ∅ and
Case 2. There exist no
Then by (2.4) and the assumption of Case 2, there exists a vertex v s in P with 2
. Hence by (2.2), S \ V (P ) = ∅. Since there exists no cycle which contains P , it follows from Claim 2.2, (2.1) and (2.3) that
. By the symmetry of v 1 and v l , we may assume
contains a path R with endvertices v 1 and v t such that
it follows from (2.1) that the assertion holds. Suppose next that v t ∈ S * . In particular, this
Then V (Q) = V (P ). Since v t , v l ∈ S * , this implies that we can replace − → P by − → Q , and hence by arguing as above, we have that
it follows from (2.1) that the assertion holds.
Let Q 1 be a cycle or
and Q 2 is a cycle or K 2 . Therefore {Q 1 , Q 2 } is a 2-WCC of G with respect to S, which contradicts (2.2).
This completes the proof of Lemma 4.
In the proof of Theorem 1, we will apply the induction hypothesis to a graph obtained from G by deleting a "small" cycle or the union of a "small" cycle and isolated vertices. To show that G contains a "small" cycle, we use the following three lemmas. 
Lemma 5 If n
≥ |S| + 1, then n ≥ k + 4.
Lemma 6
If n ≥ |S| + 1, then G contains a cycle of order at most n − k + 1.
Proof of Lemma 6. We first claim that
G contains a cycle.
Suppose that G contains no cycle, that is, G is a forest. Note that by Lemma 5, n ≥ k + 4. We first consider the case where |S * | ≥ k + 1. Since G is a forest, it is easy to see that
Then by the definition of S * , we obtain |S * | (
Since |S * | ≥ k + 1 ≥ 3, we obtain n ≤ k + 1 + 2 = k + 3, a contradiction. Thus |S * | ≤ k, and hence by Lemma 2, |S * | = k. Then by Lemma 2 and since G is a forest, it is easy to see that
Then by the definition of S * , |S * |(n − k + 1)/2 + 1 ≤ n, that is,
Since |S * | = k and k ≥ 3 by Lemma 4, we obtain n ≤ k − 1 + 2 = k + 1, a contradiction.
Therefore G contains a cycle.
We choose a cycle C so that |C| is as small as possible. Suppose that |C| ≥ n − k + 2. Let 
Also, since |C| ≥ n − k + 2 ≥ 6, it follows from the minimality of |C| that
Note that by (2.9) and (2.10), p ≤ q.
Then by (2.9) and (2.10),
In particular, by Lemma 3, we have p ≤ n − k − 1.
Proof of Theorem 1
Let n, k, G, S be as in Theorem 1, and let S * be as in Section 2. We prove Theorem 1 by induction on k. If k = 2, then by Lemmas 1 and 4, the assertion holds. Thus we may assume that k ≥ 3. Suppose that G has no k-WCC with respect to S.
(3.1)
By Lemma 1, we may assume that n ≥ |S| + 1. Then by Lemma 6, G contains a cycle C such that |C| ≤ n − k + 1. We choose such a cycle C so that (C1) |C| is as large as possible, subject to |C| ≤ n − k + 1, and (C2) |V (C) ∩ S * | is as large as possible, subject to (C1).
We give an orientation to the cycle C.
then the cycle C and the remaining isolated vertices form a partition of G, which contradicts (3.1). Thus |R| ≥ k, and hence |C| = n − |R| ≤ n − k = (n − k + 1) − 1. Then we can easily obtain the following.
Then the following hold.
Since |R| ≥ k, it follows from (2.1) and (3.1) that V (R) ∩ S * = ∅. Suppose that |R| = k. 
Proof. Otherwise, it is easy to check that G contains a cycle C such that |C| + 1 ≤ |C | ≤ |C| + 2 ( ≤ n − k + 1), which contradicts the choice (C1).
We divide the proof into two parts according as the value of d R (v).
Then by minimality of
xy / ∈ E(G). Therefore, by the induction hypothesis, one of the following holds:
If (I) holds, then {C} ∪ H is a k-WCC of G with respect to S, which contradicts (3.1).
Thus (II) holds. Since n − k + 1 ≥ 5 by Lemma 5 and R contains C 5 , it follows from the
follows from Claim 3.1 (i) that there exists a vertex c in C such that c, c +2 ∈ N C (v). Then by Claim 3.1 (iii), c + ∈ S * . This implies that we can replace C by a cycle C := vc +2 − → C cv.
Hence by Claim 3.
This implies that |N
Then by Claims 3.1 (i) and 3.2 (i), x = v and xv / ∈ E(F ). Hence it is easy to check that this contradicts (3.1).
Note that |C| is even, and hence Note also that by Claim 3.1 (iii) and the definition of
Proof. Suppose that |X| ≥ k − 2. Let x ∈ X and y ∈ V (C) \ N C (v). Then by Claim 3.1 (i) and 
, it follows from (3.1) that
V (H) ⊆ S and H is edgeless. This together with (2.1) implies that |V (H)
Hence by Claims 3.1
Therefore, by (2.1), the assertion holds.
By Claims 3.4, 3.5 and the induction hypothesis, one of the following holds:
If (I') holds, then {C} ∪ X ∪ H is a k-WCC of G with respect to S, which contradicts This completes the proof of Theorem 1.
Proof of Theorem 3
To prove Theorem 3, we use the following lemma.
Lemma 7
Let k, l ≥ 1 be integers, and let X 1 , . . . , X k be finite sets such that
) .
Suppose furthermore that there exists
Proof of Lemma 7. We prove Lemma 7 by induction on k. By the definition of f K and since |X i | ≥ l for each i with 1 ≤ i ≤ k, the assertion clearly holds if k = 1. Thus we may assume k ≥ 2.
By the assumption of Lemma 7, we may assume that
Then by the definition of
Then again by the assumption of Lemma 7, there 
Proof of Theorem 3. Let n, k, G, S be as in Theorem 3, and let l := (n − 1)/k and S * := This completes the proof of Theorem 3.
