Abstract. Motivated by the design of perturbation (output) feedback controllers for nonlinear systems, temporal system properties have been developed by the authors, for timevarying linear continuous-time systems. In particular temporal controllability/reachability, temporal stabilisability, temporal reconstructability/observability and temporal detectability. As opposed to their ordinary counterparts, these temporal properties identify the temporal loss of stabilisability and detectability that may occur for time-varying linear continuous-time systems obtained e.g. by linearising around state and control trajectories of a non-linear system. One contribution of this paper is to show that temporal stabilisability and temporal detectability require a measure of state decay that cannot be independent of the state representation and state vector norm. This raises the issue of how to select the state representation or norm. The second contribution of this paper is to deal with this selection. Thirdly this paper presents two new, alternative ways to compute temporal stabilisability and detectability and their associated measures. They are compared with computations proposed earlier that rely on LQ control. Finally, through simple illustrative examples, numerical aspects concerning computation of temporal stabilisability and detectability and their associated measures are investigated.
INTRODUCTION
Perturbation feedback design and stability analysis of nonlinear systems along trajectories is often performed using the linearised dynamics about the trajectory [1] - [4] . If the trajectory is time-varying the linearised model is timevarying. If in addition the non-linear dynamics or the controls are non-smooth, i.e. in the case of bang-bang or digital control, the structure of the time-varying linearised system may no longer be constant. In other cases the structure may almost change. For control system design this is vital information since this structure reveals the temporal loss of controllability/reachability, stabilisability, reconstructability/ observability and detectability of the linearised system. They in turn may lead to temporal instability of a closed-loop control system [1] , [4] .
In [1] measures of temporal stability, temporal stabilisability and temporal detectability of time-varying linear continuoustime systems over arbitrary finite time intervals were developed and calculated by solving standard LQ problems. Temporal properties apply to time intervals that are generally finite. To define stability and stabilisability over a finite interval requires a measure of state decay. As demonstrated and argued in section 3 such a measure cannot be invariant under changes of the state representation or state vector norm. Therefore temporal versions of stability, stabilisability and detectability cannot be invariant under state transformations and changes of the state vector norm, as opposed to the conventional properties. This raises the issue of how to select the state representation or norm. In section 4 this issue is considered and discussed.
If the linear system is time-invariant the conventional stabilisability property is generally calculated by extracting the uncontrollable sub-system, that is autonomous, by means of a Kalman decomposition. Next this autonomous uncontrollable sub-system is checked for its stability. A similar procedure may be applied if the linear system is timevarying to determine temporal stabilisability. In section 5 we present two numerical procedures that rely on the latter idea. We show that these procedures are not generally applicable however, as opposed to the LQ approach presented in [1] . Next in section 6, through simple illustrative examples, numerical aspects concerning computation of temporal stabilisability and detectability and the associated measures are investigated. Finally section 7 presents conclusions some of which state the importance and fundamental difference of temporal stabilisability and detectability versus ordinary stabilisability and detectability.
TEMPORAL STABILISABILITY AND DETECTABILITY
As introduced and explained in [1] 
that belong to the time domain of a time-varying linear system described by,
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The dimensions , , , and is achieved by the associated eigenvector [9] . From this definition the first part of Lemma 1 is obtained by taking the square. Doing so the maximum value is squared while the value of n x R  that achieves the maximum is unchanged. 
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where the prime denotes system quantities obtained after the transformation  Theorem 1
1. The temporal stability measure   
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represents the state transition matrix 
Applying the similarity transformation (4) gives
2. The proof is identical to the one above with 
The minimization in Example 1 was performed using the Matlab optimization toolbox function fminsearch. Repeating the minimization with different initial guesses for T reveals many different solutions for T . Among these solutions are all similarity transformations represented by orthogonal matrices T since these are precisely the ones that preserve the 2-norm of vectors [9] and the stabilisability measure   
Although not necessarily, P is generally taken to be a symmetric matrix because,
where s P denotes the symmetric part of P that fully determines the norm. Now any positive matrix 
From equations (5), (7), observe that changing the vector norm from I x x  to P x is equivalent to performing a similarity transformation,
x Px x  . This indicates that changing the vector norm to one of type (5) will not fundamentally alter the invariance conditions. They will generically not be satisfied. Similar arguments apply to norms induced by time-varying positive square matrices 
Since LQ control problems are very well-known, so are arguments for selecting   Q t . Very often   Q t is taken to be diagonal because this results in a straightforward weighing of the magnitude of the individual states, interpretation. This provides another argument in favour of first principles modelling. Due to duality between temporal stabilisability and detectability similar arguments apply to temporal detectability.
COMPUTATION OF TEMPORAL STABILISABILITY AND DETECTABILITY
Although numerical methods to compute and quantify temporal stabilisability and detectability have been provided, alternatives will be presented and discussed in this section. The methods provided in [1] , [4] 
follows [5] , [6] , 
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In equation (11)  
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A t  represents the temporal uncontrollable, autonomous system part consisting of , c d in equation (3) . Associated to the decomposition (11) consider the decomposition of the state, 
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Finally consider the following relation, 
t x t T t x t T t T t x t
As to temporal stabilisability, of the original system state   x t in equation (14) [5] , [6] . Discarding the contribution of   c x t  , from equation (14) we obtain,
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Furthermore from (13),
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causes the lower left part of
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A t  to differ slightly from zero. Then the temporal controllable part slightly influences the temporal uncontrollable part in equation (11) 
The computational procedure proposed in [1] does provide a general numerically feasible procedure to compute temporal stabilisability and detectability measures because it applies standard LQ control algorithms to the untransformed system 
NUMERICAL EXAMPLES
In this section numerical examples will be considered for , , u t x t y t are computed, as in [1] . The linearised system is described by, [4] , [12] .
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Despite major differences between ordinary and temporal stabilisability, this paper showed how a well-known approach to determine ordinary stabilisability of time-invariant linear systems, may be used to determine temporal stabilisability of time-varying linear systems. However, the methodology relies on a similarity transformation that for time-varying linear continuous-time systems is difficult to compute numerically, because of continuity requirements that are not easily met in practice. Therefore we conclude that the numerical methods proposed in [1] , [4] to compute measures of temporal stabilisability and detectability are most favourable for continuous-time systems, since they apply standard LQ control algorithms to the untransformed timevarying linear system. Since discrete-time is not dense, problems relating to continuity of similarity transformations do not occur for linear time-varying discrete-time systems.
Through simple, illustrative examples we showed that numerical tolerances to compute temporal uncontrollable and temporal unreconstructable time intervals as well as associated temporal stabilisability and detectability measures should be selected carefully because they can have a large influence on the outcome. As with ordinary numerical determination of controllability and reconstructability, the selection of tolerances should made carefully based on computer rounding errors and the ranges of state and control variables. Also temporal stabilisability and detectability measures may be sensitive to changes of the interval over which the (linearised) system is considered temporal uncontrollable or unreconstructable. Despite their possible sensitivity the measures give highly valuable information concerning the practical, temporal stabilisability and detectability of the linear or linearised time-varying continuous-time system.
From a mathematical perspective the dependence of temporal stabilisability and detectability on their associated measures may appear unsatisfactory. From an engineering and control system design point of view this dependence is natural and the properties are very practical and meaningful. The same applies to the possible sensitivity of temporal stabilisability and detectability measures to numerical tolerances. 
