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MORPHISMS BETWEEN COMPLETE RIEMANNIAN
PSEUDOGROUPS
JESU´S A. A´LVAREZ LO´PEZ AND XOSE´ M. MASA
Abstract. We introduce the concept of morphism of pseudogroups general-
izing the e´tale´ morphisms of Haefliger. With our definition, any continuous
foliated map induces a morphism between the corresponding holonomy pseu-
dogroups. The main theorem states that any morphism between complete Rie-
mannian pseudogroups is complete, has a closure and its maps are C∞ along
the orbit closures. Here, completeness and closure are versions for morphisms
of concepts introduced by Haefliger for pseudogroups. This result is applied
to approximate foliated maps by smooth ones in the case of transversely com-
plete Riemannian foliations, yielding the foliated homotopy invariance of their
spectral sequence. This generalizes the topological invariance of their basic
cohomology, shown by El Kacimi-Nicolau. A different proof of the spectral
sequence invariance was also given by the second author.
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1. Introduction and main results
We introduce the concept of morphism of pseudogroups generalizing the e´tale´
morphisms of Haefliger [22]: it is a slight change of Haefliger’s definition so that
they may contain, not only homeomorphisms, but also arbitrary continuous maps.
With our definition, any continuous map between foliated spaces mapping leaves to
leaves (a foliated map) induces a morphism between the corresponding holonomy
pseudogroups; indeed, this defines a functor between the categories of foliated maps
and morphisms of pseudogroups, called the holonomy functor . A morphism of
pseudogroups can be interpreted as a morphism of S-atlases , defined by Van Est
[51], and is more general than a homomorphism of e´tale´ groupoids: only transverse
foliated maps induce homomorphisms of holonomy groupoids. Any pseudogroup
morphism induces a continuous map between the corresponding orbit spaces.
Haefliger has also introduced other morphisms between topological groupoids
[20]. Any Haefliger morphism between e´tale´ groupoids induces a morphism of our
type (see Example 30.10). Somehow, our morphisms extract the information about
local maps from Haefliger morphisms, and forget about their additional structure.
Since our main results will be about maps, our morphisms seems to be more ap-
propriate for our study.
For each topological space, we can consider the pseudogroup generated by its
identity map. Then, each continuous map between topological spaces generates
(in an obvious sense) a morphism between the corresponding pseudogroups. This
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assignment defines a canonical injective functor between the category of continuous
maps and the category of morphisms. In this sense, many topological and geometric
concepts can be generalized to pseudogroups. For instance, the concepts of homo-
topy and homotopy equivalence will be used for pseudogroups. The definition of the
fundamental group of a pseudogroup with a distinguished orbit was given by Hae-
fliger [21] and Van Est [51]. For a pseudogroup consisting of C∞ transformations,
its de Rham cohomology is isomorphic to its invariant cohomology (the cohomology
of the complex of differential forms that are invariant by the local transformations
of the pseudogroup).
We will mainly consider morphisms between pseudogroups of local isometries
of Riemannian manifolds, called Riemannian pseudogroups . In [22], Haefliger has
introduced the condition of completeness for pseudogroups, and the closure of a
complete Riemannian pseudogroup. Now, we give versions of these concepts for
morphisms.
Recall that the orbit closures of a complete Riemannian pseudogroup are the
leaves of a C∞ singular foliation [45]. Then a morphism between such pseudogroups
is said to be of class C0,∞ when it consists of maps that are C∞ along the orbit
closures, and moreover the corresponding leafwise derivatives of arbitrary order are
continuous on the ambient manifold; this makes sense even for singular foliations!
Our main result is the following.
Theorem A. Any morphism between complete Riemannian pseudogroups is com-
plete, has a closure and is of class C0,∞.
The last part of Theorem A is a generalization of the well known fact that any
continuous homomorphism between Lie groups is C∞. Thus a version of last part
of Theorem A for “measurable morphisms” seems to be possible (Problem 31.4).
The proof of Theorem A only involves basic techniques, but it is rather compli-
cated and has a lot of steps. A simplified version of the proof, without details and
only for the case of dense orbits, was given in [7]; it may be useful to understand
the complete proof of this paper.
A Riemannian foliation is a C∞ foliation whose holonomy pseudogroup is Rie-
mannian. These foliations can be locally described by Riemannian submersions
for some Riemannian metric (a bundle-like metric) [44]. A Riemannian foliation is
said to be transversely complete when, for some bundle-like metric, the geodesics
orthogonal to the leaves are complete; this condition implies that its holonomy
pseudogroup is complete [22, Example 1.2.1].
We will give examples of non-complete morphisms between complete pseudo-
groups (Examples 30.3 and 30.4), showing that the Riemannian condition cannot
be removed in Theorem A. However, a weaker equicontinuity condition could be
enough to get completeness and the existence of a closure (see [40, Appendix E]
and [3]), although it is not enough to get smoothness along the orbit closures
(Example 30.5).
Certain topology, called the strong adapted topology, is introduced on the set of
foliated maps between transversely complete Riemannian foliations. Its definition
takes into account the special structure of these foliations [40], but it equals the
strong compact-open topology when the leaf closures are compact.
A homotopy consisting of foliated maps is called a foliated homotopy, and the
corresponding concept of foliated homotopy equivalence can be defined too. The
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strong adapted topology has the following nice behavior with respect to foliated
homotopies.
Theorem B. If two foliated maps between transversely complete Riemannian foli-
ations are close enough with respect to the strong adapted topology, then there is a
foliated homotopy between them. Moreover the foliated homotopy can be chosen to
be proper if the foliated maps are proper.
The following result gives smooth approximations of continuous foliated maps
in the case of transversely complete Riemannian foliations. It is easy to find coun-
terexamples showing that it cannot be generalized to arbitrary C∞ foliations.
Theorem C. In the space of continuous foliated maps between two transversely
complete Riemannian foliations with the strong adapted topology, the subset of C∞
foliated maps is dense.
Indeed, a relative version of Theorem C is proved, which, together with Theo-
rem B, has the following consequences.
Corollary D. If two continuous foliated maps between transversely complete Rie-
mannian foliations are foliatedly homotopic, then there is a C∞ foliated homotopy
between them.
Corollary E. Any continuous foliated map between transversely complete Rie-
mannian foliations is foliatedly homotopic to a C∞ foliated map.
In the proof of Theorem C, the transverse smoothness inside the leaf closures is
granted by Theorem A for any foliated map. Then standard arguments are used to
improve differentiability, firstly, along the leaves and, secondly, along the geodesics
orthogonal to the leaf closures. In particular, to improve leafwise differentiabil-
ity, certain topology is introduced on the set of foliation maps, called the strong
plaquewise topology, whose study is continued in [6].
The cohomological information of a C∞ manifold M can be enlarged by the
presence of a C∞ foliation F . Precisely, F gives rise to the spectral sequence (Ei =
Ei(F), di) [34], [46], [30], [2], which is the obvious generalization of the de Rham
version of the Leray spectral sequence of a C∞ fiber bundle: it is induced by a
filtration of the de Rham complex ofM locally defined like for fiber bundles. Several
cohomologies usually associated to C∞ foliations are contained in this spectral
sequence. For instance, the terms E0,•1 and E
•,0
2 are respectively called leafwise
cohomology and basic cohomology.
Another version of the spectral sequence, (Ec,i, di), can be defined by considering
compactly supported differential forms. The term E•,pc,2 (p = dimF) is isomorphic
to the transverse cohomology [19], also called Haefliger cohomology.
In general, (Ei, di) is not a topological invariant (a counterexample is given
in [29]). Nevertheless, by Corollaries D and E, any continuous foliated map be-
tween transversely complete Riemannian foliations induces a homomorphism be-
tween their spectral sequences, yielding the following spectral sequence invariance:
Corollary F. Any foliated homotopy equivalence between transversely complete
Riemannian foliations induces an isomorphism on Ei for i ≥ 2.
In the case of dense leaves, there is a version of Corollary F for E1.
Corollary F generalizes the topological invariance of the basic cohomology for
Riemannian foliations on closed manifolds, obtained by El Kacimi-Nicolau [29].
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The second author has given a different proof of Corollary F in [36]. He intro-
duces an Alexander-Spanier version of the spectral sequence, which is a topological
invariant by definition, and indeed is shown to be invariant by foliated homotopy
equivalences. Then, for transversely complete Riemannian foliations, he shows that
both spectral sequences are isomorphic from the second term on.
Versions of the above approximation and invariance results are also proved for
proper foliated maps:
Theorem G. In the space of continuous foliated maps between two transversely
complete Riemannian foliations with the strong adapted topology, the subset of
proper continuous foliated maps is open, and therefore the subset of proper C∞
foliated maps is dense.
Corollary H. For transversely complete Riemannian foliations, if two proper con-
tinuous foliated maps are foliatedly homotopic, then there is a proper C∞ foliated
homotopy between them.
Corollary I. For transversely complete Riemannian foliations, there is a proper
foliated homotopy between any proper continuous foliated map and some proper C∞
foliated map.
Corollary J. Any proper foliated homotopy equivalence between transversely com-
plete Riemannian foliations induces an isomorphism on Ec,i for i ≥ 2.
We also introduce a version of the strong compact-open topology on the set of
morphisms between two pseudogroups. Then the above approximation and invari-
ance results have the following versions for morphisms:
Theorem K. In the space of morphisms between two complete Riemannian pseu-
dogroups with the strong compact-open topology, the subset of C∞ morphisms is
dense.
Corollary L. If two morphisms between complete Riemannian pseudogroups are
homotopic, then there is a C∞ homotopy between them.
Corollary M. Any morphism between complete Riemannian pseudogroups is ho-
motopic to a C∞ morphism.
Corollary N. Any homotopy equivalence between complete Riemannian pseudo-
groups induces an isomorphism between their invariant cohomologies.
In Sections 2–15, besides introducing some new concepts, we recall the needed
preliminaries about pseudogroups and foliated spaces. Special emphasis is put on
the case of complete Riemannian pseudogroups and transversely complete Riemann-
ian foliations. Some of the preliminaries are elaborated to fit our needs. Theorem A
is proved in Sections 16 and 17. Sections 18–23 are devoted to the approximation
results for foliated maps. The preliminaries on the spectral sequence are given in
Section 24, and its invariance is shown in Section 25. Sections 26-29 are devoted
to the pseudogroup versions of the approximation and invariance results. Finally,
examples and open problems are given in the last two sections.
Acknowledgment . We thank A. Haefliger and the referee for interesting remarks.
6 J.A. A´LVAREZ LO´PEZ AND X.M. MASA
2. Morphisms of pseudogroups
Recall the following definitions from [22, Section 1.4]. A pseudogroup of local
transformations of a topological space T (or acting on T ) is a collection H of
homeomorphisms between open subsets of T which contains the identity map idT of
T , and is closed under the operations of composition (wherever defined), inversion,
restriction to open sets and combination (defining homeomorphisms). Here, the
composition h2 ◦h1 of two local transformations hi : Ui → Vi, i = 1, 2, refers to the
composite of the maps
h−11 (V1 ∩ U2)
h1−−−−→ V1 ∩ U2
h2−−−−→ h2(V1 ∩ U2) .
On the other hand, being closed by combination means that, if a family of maps
in H can be combined to define a homeomorphism, then this combination is in H.
Sometimes it will be convenient to consider the elements of H as open embeddings
with target space T . The pseudogroup H is said to be generated by a subset S ⊂ H
if any map in H can be obtained from maps in S involving the above operations.
The restriction of H to a subspace T0 ⊂ T is the pseudogroup H|T0 consisting of
the homeomorphisms between open subsets of T0 that can be locally extended to
maps in H. If T0 is open in T , then H|T0 consists of the maps in H whose domain
and image is contained in T0. The orbit of a point x ∈ T is the set H(x) of the
images of x by all maps in H whose domains contain x. The union of orbits that
meet some subset T0 ⊂ T is called the saturation of T0 and denoted by H(T0); the
set T0 is said to be invariant or saturated if T0 = H(T0). The quotient space of
orbits is denoted by H\T . The pseudogroup H is said to be of class C∞ if T is a
C∞ manifold and H consists of C∞ maps.
Suppose that T =
⋃
i Ti. Given a pseudogroup Hi acting on each Ti, there is
a pseudogroup H acting on T whose elements are the homeomorphisms between
open subsets of T , h : U → V , such that h(U ∩ Ti) = V ∩ Ti and the restriction
h : U ∩ Ti → V ∩ Ti is in Hi for all i. If the maps in each Hi can be locally
extended to maps in H, then H|Ti = Hi for all i, and H is called the combination
of the pseudogroups Hi. When every Ti is open in T , then the combination of the
pseudogroups Hi is defined just when Hi|Ti∩Tj = Hj |Ti∩Tj for all i and j.
Let H and H′ be pseudogroups of local transformations of spaces T and T ′,
respectively. According to [22, Section 1.4], an e´tale´ morphism Φ : H → H′ is a
maximal collection of homeomorphisms of open subsets of T to open subsets of T ′
satisfying the following conditions:
(i) If φ ∈ Φ, h ∈ H and h′ ∈ H′, then h′ ◦ φ ◦ h ∈ Φ.
(ii) The domains of elements of Φ cover T .
(iii) If φ, ψ ∈ Φ, then ψ ◦ φ−1 ∈ H′.
If moreover Φ−1 = {φ−1 | φ ∈ Φ} is an e´tale´ morphism, then Φ is called an
equivalence of pseudogroups, and H is said to be equivalent to H′. If Φ : H → H′
is an equivalence, then H′′ = H∪H′ ∪Φ∪Φ−1 is a pseudogroup on the topological
sum T ′′ = T⊔T ′ whose orbits cut T and T ′, and so thatH′′|T = H andH
′′|T ′ = H
′.
Reciprocally, for any pseudogroup H′′ on T ′′ satisfying these conditions, the family
{φ ∈ H′′ | domφ ⊂ T, imφ ⊂ T ′}
is an equivalence H → H′.
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We want to generalize e´tale´ morphisms by involving arbitrary local maps, and
thus the above condition (iii) must be weakened accordingly. Precisely, we introduce
the following concept.
Definition 2.1. A morphism Φ : H → H′ is a maximal collection of continuous
maps of open subsets of T to T ′ satisfying the following properties:
(i) If φ ∈ Φ, h ∈ H and h′ ∈ H′, then h′ ◦ φ ◦ h ∈ Φ.
(ii) The domains of elements of Φ cover T .
(iii) If φ, ψ ∈ Φ and x ∈ domφ ∩ domψ, then there is some h′ ∈ H′ with
φ(x) ∈ domh′ and so that h′ ◦ φ = ψ on some neighborhood of x.
Remarks 1. In Definition 2.1, observe the following:
(a) Property (i) implies that Φ is closed by restrictions to open sets.
(b) Properties (i) and (iii) imply that, if φ, ψ ∈ Φ, h ∈ H and x ∈ domφ ∩
h−1(domψ), then there is some h′ ∈ H′ with φ(x) ∈ domh′ and so that
h′ ◦ φ = ψ ◦ h on some neighborhood of x.
(c) Φ induces a continuous map Φorb : H\T → H
′\T ′ defined by
Φorb(O) =
⋃
φ∈Φ
φ(O ∩ domφ) .
The set of morphisms H → H′ will be denoted by C(H,H′). A morphism
Φ : H → H′ is said to be of class C∞ if H and H′ are C∞ pseudogroups and
Φ consists of C∞ maps; the set of C∞ morphisms H → H′ will be denoted by
C∞(H,H′). According to Remark 1-(c), the mapping Φ 7→ Φorb defines a canonical
map C(H,H′)→ C(H\T,H′\T ′) called the orbit map.
Lemma 2.2. Let Φ be collection of continuous maps of open subsets of T to T ′
satisfying the properties (i), (ii) and (iii) of Definition 2.1. Then Φ is a morphism
H → H′ if and only if Φ is closed under combination of maps.
Proof. Suppose that Φ is a morphism H → H′. The family Ψ of all possible
combinations of maps in Φ contains Φ and also satisfies properties (i), (ii) and (iii)
of Definition 2.1. Hence Φ = Ψ by the maximality of Φ.
Now, assume that Φ is closed under combination of maps and let us show the
maximality of Definition 2.1. Suppose Φ is contained in another collection Ψ of
continuous maps of open subsets of T to T ′ satisfying the properties (i), (ii) and (iii)
of Definition 2.1. Take any ψ ∈ Ψ. By property (ii) for Φ and property (iii) for
Ψ, for every x ∈ domψ there is some φ ∈ Φ with x ∈ domφ and there is some
h′ ∈ H′ with φ(x) ∈ domh′ and such that h′ ◦ φ = ψ on some neighborhood of x.
But h′ ◦ φ ∈ Φ because Φ satisfies property (i). Therefore every germ of ψ is the
germ of some element of Φ, yielding that ψ is a combination of elements of Φ. Thus
ψ ∈ Φ as desired because Φ is closed under combination of maps. 
Lemma 2.3. Let Φ0 be a family of continuous maps of open subsets of T to T
′
satisfying the following properties:
(ii’) The H-saturation of the domains of maps in Φ0 cover T .
(iii’) There is a subset S of generators of H such that, if φ, ψ ∈ Φ0, h ∈ S and
x ∈ domφ ∩ h−1(domψ), then there is some h′ ∈ H′ with φ(x) ∈ domh′
and so that h′ ◦ φ = ψ ◦ h on some neighborhood of x.
Then there is a unique morphism Φ : H → H′ containing Φ0.
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Proof. Let Φ be the family of the following types of maps of open subsets of T to
T ′:
• All composites h′ ◦φ◦h with φ ∈ Φ0, h ∈ H and h′ ∈ H
′, wherever defined.
• All possible combinations of composites of the above type.
This collection Φ clearly satisfies properties (i), (ii) and (iii) of Definition 2.1.
Moreover Φ is closed under combination of maps, and thus it is a morphism by
Lemma 2.2.
Finally, the uniqueness of Φ follows because, if Ψ is another morphism H → H′
containing Φ0, then it also contains Φ by property (i) for Ψ and its maximality,
and thus Φ = Ψ by the maximality of Φ. 
In Lemma 2.3, it will be said that Φ0 generates Φ. Observe that morphisms con-
sisting of local homeomorphisms are precisely those generated by e´tale´ morphisms
(by taking the appropriate target space).
The composition of two consecutive morphisms,
H
Φ
−−−−→ H′
Ψ
−−−−→ H′′ ,
is the morphism Ψ◦Φ : H → H′′ generated by all composites of maps in Φ with maps
in Ψ (wherever defined). With this operation, the morphisms of pseudogroups form
a category PsGr, whose isomorphisms are the morphisms generated by equivalences
of pseudogroups. For a pseudogroup H acting on a space T , the identity morphism
idH of PsGr at H is the morphism generated by idT ; observe that H ⊂ idH.
The restriction of a morphism Φ : H → H′ to a subspace T0 ⊂ T is the morphism
Φ|T0 : H|T0 → H
′ consisting of all maps of open subsets of T0 to T
′ that can be
locally extended to maps in Φ. If T0 is open in T , then Φ|T0 consists of all maps
in Φ whose domain is contained in T0. The inclusion map T0 →֒ T generates a
morphism H|T0 → H, whose composition with Φ is Φ|T0 .
Suppose that T =
⋃
i Ti. Given a morphism Φi : H|Ti → H
′ for each i, let Φ be
the family of continuous maps φ : U → T ′, where U is an open subset of T , such
that φ|U∩Ti ∈ Φi for all i. If Φ is a morphism and the maps in each Φi can be locally
extended to maps in Φ, then Φ|Ti = Φi for all i, and Φ is called the combination
of the morphisms Φi. When every Ti is open in T , then the combination of the
morphisms Φi is defined just when Φi|Ti∩Tj = Φj |Ti∩Tj for all i and j.
The image of a morphism Φ : H → H′ is the H′-saturated set imΦ =
⋃
φ∈Φ imφ.
If H acts on a space T and T0 ⊂ T , define the direct image
Φ(T0) = imΦ|T0 =
⋃
φ∈Φ
φ(T0 ∩ domφ) ,
which is H′-saturated; thus Φorb(O) = Φ(O) for any orbit O of H. It is said that
Φ is constant if imΦ is one orbit (Φorb is constant). If H
′ acts on a space T ′ and
T ′0 ⊂ T
′, define the inverse image
Φ−1(T ′0) =
⋃
φ∈Φ
φ−1(T ′0 ∩ im φ) ,
which is H-saturated. If imΦ ⊂ T ′0, then the restrictions φ : domφ→ T
′
0, for φ ∈ Φ,
form a morphism that may be denoted by Φ : H → H′|T ′0 and called the restriction
of Φ too.
The product of two pseudogroups, H1 and H2 acting on spaces T1 and T2, re-
spectively, is the pseudogroupH1×H2 acting on T1×T2 generated by the products
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of maps in H1 and H2. The product of two morphisms Φi : Hi → H
′
i, i = 1, 2,
is the morphism Φ1 × Φ2 : H1 × H2 → H
′
1 × H
′
2 generated by the products of
maps in Φ1 and Φ2. The pair of two morphisms Φi : H → H
′
i, i = 1, 2, is the
morphism (Φ1,Φ2) : H → H
′
1 ×H
′
2 generated by the pairs (φ1, φ2), where φ1 ∈ Φ1
and φ2 ∈ Φ2 have the same domain.
3. Extending concepts to pseudogroups
Let Top denote the category of continuous maps between topological spaces.
There is a canonical injective covariant functor Top → PsGr which assigns the
pseudogroup generated by idT to each space T , and assigns the morphism generated
by f to each continuous map f . We will consider Top as a subcategory of PsGr
in this way; i.e., topological spaces and continuous maps will be also considered as
pseudogroups and morphisms.
Let X be a space and H a pseudogroup acting on another space T . Any con-
tinuous map X → T generates a morphism X → H. Nevertheless, a continuous
map f : T → X generates a morphism H → X if and only if f is constant on the
H-orbits; in this case, the notation f : H → T ′ will be used for such a morphism,
which consists of the restrictions of f to all open subsets of T .
Some topological concepts can be extended to pseudogroups by using orbits and
morphisms instead of points and continuous maps. For instance, a pseudogroup
H is said to be path connected if, for any pair of orbits O and O′ of H, there is a
morphism Φ : I → H with Φ(0) = O and Φ(1) = O′, where I = [0, 1] is considered
as a pseudogroup in the above sense. If H is path connected, then its space of
orbits is path connected. A homotopy between two morphisms Φ0,Φ1 : H → H
′
is a morphism Ψ : H × I → H′ such that Φ0 and Φ1 can be identified to the
restrictions of Ψ to T ×{0} ≡ T and T ×{1} ≡ T . Since the restriction of H× I to
each slice T × {t} ≡ T can be identified with H, a homotopy Ψ : H × I → H′ can
be considered as the family of its restrictions Ψt = Ψ|T×{t} : H → H
′. A morphism
Φ : H → H′ is called a homotopy equivalence if there is a morphism Φ′ : H′ → H
such that Φ′ ◦Φ and Φ ◦Φ′ are homotopic to the identity morphisms idH and idH′ ,
respectively. If idH is homotopic to a constant morphism, then H is said to be
contractible.
Other typical topological concepts that can be obviously generalized to pseu-
dogroups in this way are coverings , fiber bundles , the most usual types of (co)ho-
mologies , homotopy groups, LS category, K-theory and cobordism. In particular,
coverings and fundamental groups of pseudogroups were defined in [21] and [51].
The differential calculus can be also extended to C∞ pseudogroups by using
morphisms. For instance, we can define their de Rham cohomology (see Section 28)
and study transversality of C∞ morphisms.
Finally, morphisms also allow the generalization of many typical concepts of dif-
ferential geometry to pseudogroups. For example, for pseudogroups of local isome-
tries of Riemannian manifolds (called Riemannian pseudogroups), the geodesics and
geodesic segments can be defined as morphisms, and, with more generality, we can
consider harmonic morphisms between Riemannian pseudogroups. The length of a
geodesic segment of a Riemannian pseudogroup makes sense in this way. Moreover
geodesic completeness can be considered for Riemannian pseudogroups.
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4. Holonomy pseudogroups of foliated spaces
With the terminology of [22] and [23], a foliated structure F of dimension n ∈ N
on a space X can be described by a foliated cocycle, which is a collection {Ui, pi},
where {Ui} is an open cover of X and each pi is a topological submersion of Ui onto
some space Ti whose fibers are connected open subsets of R
n and such that the
following compatibility condition is satisfied: for every x ∈ Ui∩Uj, there is an open
neighborhood Uxi,j of x in Ui ∩ Uj and a homeomorphism h
x
i,j : pi(U
x
i,j)→ pj(U
x
i,j)
such that pj = h
x
i,j ◦pi on U
x
i,j; the notation T
x
i,j = pi(U
x
i,j) will be used for the sake
of simplicity. Two foliated cocycles determine the same foliated structure when
their union is a foliated cocycle. Thus F is given as an equivalence class of foliated
cocycles—the logical problems of this definition can be easily avoided, either by
using the theory of universes of Grothendieck’s school, or by using only foliated
cocycles with values in a given set of spaces (see e.g. [33]). The space X endowed
with F is called a foliated space.
Many interesting examples of foliated spaces are given e.g. in [12]. Foliated
structures and foliated spaces with boundary or corners can be defined similarly.
Usually, foliated spaces are supposed to be Polish (completely metrizable and sep-
arable), and local compactness is also assumed often; recall that a space is locally
compact and Polish if and only if it is locally compact and second countable [31,
Theorem 5.3]. But these conditions are not needed for the purposes of this section
and the next one. Also, it would be enough that the fibers of the submersions pi
be arbitrary connected locally path connected spaces. When a foliated space is a
manifold, then the common term foliation is used for its foliated structure.
Let us recall the generalization to foliated spaces of some common terminology
for foliations. The domains of the submersions of the foliated cocycles are called
simple open sets . An open covering of X is called simple when it consists of simple
open sets. The simple open sets form a base of the topology of X . The local
quotient of a simple open set is its quotient space whose points are the plaques,
which can be identified with the target space of the corresponding submersion. The
fibers of those submersions of any foliated cocycle are called plaques . The plaques
of all foliated cocycles form a base of a finer topology on X , called the leaf topology,
whose connected components are called leaves. The leaf through each point x is
usually denoted by Lx. The quotient space of leaves will be denoted by X/F . The
images of the local sections of the submersions of foliated cocycles are called local
transversals .
The condition on each pi to be a topological submersion means that, for each x ∈
Ui, there is a homeomorphism θ
x
i of an open neighborhood U
x
i of x to pi(U
x
i )×B,
for some fixed ball B of Rn, so that pi corresponds to the first factor projection by
θxi . Then (U
x
i , θ
x
i ) is called a foliated chart . A collection of foliated charts whose
domains cover X is called a foliated atlas .
The foliated structure F can be also identified with its canonical foliated cocycle,
which consists of the canonical projections of all simple open subsets of X onto
their local quotients. Other well known descriptions of F can be given by using
foliated atlases, or by using the partition of X into the leaves, satisfying appropriate
conditions.
A simple open set V is said to be uniform in another simple open set U when
V ⊂ U and every plaque of V meets only one plaque in U . A simple open covering
{Ui} of X is called regular if, whenever Ui meets Uj , there is some simple open set of
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X where both Ui and Uj are uniform; in particular, each plaque of Ui meets at most
one plaque of Uj , and thus we can take U
x
i,j = Ui ∩ Uj in the above compatibility
condition. If X is Polish and locally compact, then it has arbitrarily fine locally
finite regular simple open coverings (use the arguments of [25], [16] and [4]).
For a foliated cocycle {Ui, pi} of F with pi : Ui → Ti, the homeomorphisms
hxi,j , given by its compatibility condition, generate a pseudogroup H acting on the
topological sum T =
⊔
i Ti, and the maps pi generate a morphism P : X → H; these
H and P are said to be induced by {Ui, pi}. Let {U ′a, p
′
a} be another foliated cocycle
of F with p′a : U
′
a → T
′
a, which induces a pseudogroup H
′ acting on T ′ =
⊔
a T
′
a
and a morphism P ′ : X → H′. Then the foliated cocycle {Ui, pi}∪{U ′a, p
′
a} induces
a pseudogroup H′′ acting on T ′′ = T ⊔ T ′ whose orbits meet T and T ′, and so
that H′′|T = H and H
′′|T ′ = H. Therefore H
′′ defines a canonical equivalence
Φ0 : H → H
′, which generates a canonical isomorphism Φ : H → H′ satisfying
Φ ◦ P = P ′. The equivalence class of the pseudogroup induced by any foliated
cocycle of F is usually called the holonomy pseudogroup. But the canonical foliated
cocycle induces a canonical representative of this class, which will be also called
holonomy pseudogroup and denoted by Hol(F). By identifying the local quotient of
each simple open set with a local transversal, we see that the holonomy pseudogroup
can be given by sliding local transversals along the leaves; thus it represents the
“transverse dynamics” of the foliated space.
Let us introduce the following terminology. Fix m,n ∈ N, and spaces T and
T ′. Consider the foliated structures on T ×Rm and T ′ ×Rn with leaves {x} ×Rm
and {x′} × Rn for x ∈ T and x′ ∈ T ′, as well as their restrictions to open subsets
U ⊂ T × Rm and V ⊂ T ′ × Rn. Then a foliated map f : U → V is said to of class
C0,∞ if, for each y ∈ Y , the mapping z 7→ pr2 ◦f(y, z) is C
∞ with partial derivatives
of arbitrary order depending continuously on y, where pr2 : T
′ × Rn → Rn is the
second factor projection. A C0,∞ structure on F is a maximal foliated atlas {Ui, θi}
so that each composite θj ◦θ
−1
i is C
0,∞. When X is endowed with a C0,∞ structure,
it is called a C0,∞ foliated space.
The foliated structure F is said to be of class C∞,0 when Hol(F) is C∞; in
particular, F has to be a foliation.
If X is a manifold, the topological submersions of any foliated cocycle of F have
values in manifolds. If X is a C∞ manifold and there is a foliated cocycle of F
consisting of C∞ submersions, then F is called a C∞foliation.
5. Holonomy morphisms of foliated maps
Let X and Y be foliated spaces with respective foliated structures F and G. A
foliated map f : (X,F)→ (Y,G), or simply f : F → G, is a map f : X → Y which
maps leaves of F to leaves of G; thus f induces a map f¯ : X/F → Y/G, which is
continuous if f is continuous. The identity map idX , considered as a foliated map
F → F , will be denoted by idF . The set of continuous foliated maps F → G will be
denoted by C(X,F ;Y,G), or simply C(F ,G). Continuous foliated maps between
foliated spaces form a category with the operation of composition, which will be
denoted by Fol. The mapping f 7→ f¯ defines a functor Fol→ Top.
When F and G are of class C0,∞, a foliated map f : F → G is said to be of class
C0,∞ when, for all foliated charts (U, θ) and (U ′, θ′) of the C0,∞ structures of F
and G such that f(U) ⊂ U ′, the composite θ′ ◦ f ◦ θ−1 is C0,∞. The set of C0,∞
foliated maps F → G will be denoted by C0,∞(F ,G).
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When F and G are C∞ foliations, the set of C∞ foliated maps F → G will be
denoted by C∞(F ,G).
Let {Ui, pi} and {Va, p′a} be foliated cocycles of F and G with pi : Ui → Ti
and p′a : Va → T
′
a. For x ∈ Ui ∩ Uj and y ∈ Va ∩ Vb, the compatibility condition
is satisfied with open sets Uxi,j and V
y
a,b, and homeomorphisms h
x
i,j : T
x
i,j → T
x
j,i
and h′ya,b : T
y
a,b → T
′y
b,a. Let H and H
′ be the pseudogroups induced by {Ui, pi} and
{Va, p
′
a}, acting on T =
⊔
i Ti and T
′ =
⊔
a T
′
a, and let P : X → H and P
′ : Y → H′
be the corresponding morphisms.
For any fixed f ∈ C(F ,G), we can choose the open sets Uxi,j and V
y
a,b such that
f maps each fiber of pi in U
x
i,j to a fiber of p
′
ai
on V
f(x)
ai,aj for some mapping i 7→ ai.
So there are continuous maps φxi,j : T
x
i,j → T
′f(x)
ai,aj satisfying
φxi,j ◦ pi = p
′
ai
◦ f (5.1)
on Uxi,j . Let Φ0 be the family of such maps φ
x
i,j .
Lemma 5.1. Φ0 generates a morphism Φ : H → H
′ such that P ′ ◦ f = Φ ◦ P.
Proof. This Φ0 obviously satisfies hypothesis (ii’) of Lemma 2.3, and the hypothe-
sis (iii’) is given by the commutativity of the diagram
T xi,j
φxi,j
−−−−→ T
′f(x)
ai,aj
hxi,j
y yh′f(x)ai,aj
T xj,i
φxj,i
−−−−→ T
′f(x)
aj,ai
for x ∈ Ui ∩ Uj , which holds because
φxj,i ◦ h
x
i,j ◦ pi = φ
x
j,i ◦ pj = p
′
aj
◦ f = h′f(x)ai,aj ◦ p
′
ai
◦ f = h′f(x)ai,aj ◦ φ
x
i,j ◦ pi
on Uxi,j by (5.1). So Φ0 generates a morphism Φ : H → H
′, and the equality
P ′ ◦ f = Φ ◦ P also follows from (5.1). 
It will be said that Φ is induced by f , or that f is a lift of Φ. In particular,
for the canonical representatives, we get a morphism Hol(f) : Hol(F) → Hol(G),
which is called the holonomy morphism induced by f ; we may also say that Φ is a
representative of Hol(f). In this way, we get a covariant functor Hol : Fol→ PsGr,
which is called the holonomy functor .
When F and G are C∞,0 foliations, a foliated map f : F → G is said to be
of class C∞,0 if Hol(f) : Hol(F) → Hol(G) is a C∞ morphism. The set of C∞,0
foliated maps F → G will be denoted by C∞,0(F ,G).
Any topological space X can be considered as a foliated space whose leaves are
its points; the notation Xpt will be used in this case. Moreover any map X → Y ,
between topological spaces, is a foliated map Xpt → Ypt. This defines an injective
functor Top → Fol whose composition with the holonomy functor is the canonical
injective functor Top → PsGr; this functor Top → Fol will be considered as an
inclusion.
Let X be a space and F a foliated structure on another space Y . Any continuous
map X → Y is a foliated map Xpt → F . However, a continuous map Y → X is a
foliated map F → X if and only if if is constant on the leaves of F .
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Any manifold M (possibly with boundary) can be also considered as a foliated
space (possibly with boundary) whose leaves are its connected components; this
foliated space will be also denoted by M . Furthermore any map between manifolds
is a foliated map in this sense. This defines an injective functor Man → Fol,
which will be also considered as an inclusion, where Man denotes the category of
continuous maps between manifolds. The composition of Man → Fol with the
holonomy functor is the functor of projection to the discrete space of connected
components.
Let Y be a foliated space with foliated structure G, and let F be a foliated
structure on some subspace X ⊂ Y . If each leaf of F is a submanifold of some leaf
of G, then F is called a subfoliated structure of G; in this case, the inclusion map
X →֒ Y is a foliated map of F to G denoted by F →֒ G.
For foliated spaces X1 and X2 with respective foliated structures F1 and F2, the
product F1×F2 is the foliated structure on X1×X2 whose leaves are the products
of leaves of F1 and leaves of F2. If (U1i , p
1
i ) and (U
2
j , p
2
j) are foliated cocycles of F1
and F2, respectively, then (U1i ×U
2
j , p
1
i ×p
2
j) is a foliated cocycle of F1×F2, called
the product of (U1i , p
1
i ) and (U
2
j , p
2
j). The factor projections prk : X1 ×X2 → Xk
are foliated maps prk : F1 ×F2 → Fk, k = 1, 2. Then
(Hol(pr1),Hol(pr2)) : Hol(F1 ×F2)→ Hol(F1)×Hol(F2)
is an isomorphism. Indeed, Hol(F1) × Hol(F2) is induced by the product of the
canonical foliated cocycles of F1 and F2, and (Hol(pr1),Hol(pr2)) is the canonical
isomorphism. Observe that Hol(F1)×Hol(F2) is the restriction of Hol(F1×F2) to
an open set that cuts every orbit, and the corresponding inclusion map generates
(Hol(pr1),Hol(pr2))
−1.
The product f1 × f2 of foliated maps fi : F i → Gi, i = 1, 2, is a foliated map
F1×F2 → G1×G2. When f1 and f2 are continuous, the morphism Hol(f1)×Hol(f2)
corresponds to Hol(f1 × f2) by the canonical isomorphisms. The pair (f1, f2) of
foliated maps fi : F → Gi, i = 1, 2, is a foliated map F → G1 × G2. When f1 and
f2 are continuous, the morphism (Hol(f1),Hol(f2)) corresponds to Hol(f1, f2) by
the canonical equivalence.
IfM is a connected manifold (possibly with boundary or corners) considered as a
foliation with one leaf, then Hol(M) has only one orbit, and it is thus isomorphic to
a singleton space {∗}. More precisely, the holonomy morphism of the mapM → {∗}
is an isomorphism Hol(M) → Hol({∗}) ≡ {∗}. Let F be a foliated structure, and
let pr1 : F ×M → F and pr2 : F ×M → M be the factor projections. Then the
equivalence
(Hol(pr1),Hol(pr2)) : Hol(F ×M)→ Hol(F)×Hol(M)
corresponds to Hol(pr1) : Hol(F ×M)→ Hol(F) by the isomorphism
Hol(F)×Hol(M) ∼= Hol(F)× {∗} ≡ Hol(F) .
Given any point y ∈M , let ιy : F → F×M be the foliated map defined by ιy(x) =
(x, y). Since pr1 ◦ιy = idF , we get Hol(ιy) = Hol(pr1)
−1, which is independent of
y.
6. Integrable and foliated homotopies
Let X and Y be foliated spaces with foliated structures F and G. An integrable
homotopy between continuous foliated maps f, g : F → G is a homotopy H :
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X×I → Y between f and g which is a foliated map F×I → G; i.e., each homotopy
curve t 7→ H(x, t) lies in a leaf of G. If there is an integrable homotopy between f
and g, then these maps are said to be integrably homotopic. A continuous foliated
map f : F → G is called a integrable homotopy equivalence if there is a continuous
foliated map g : G → F such that g ◦ f and f ◦ g are integrably homotopic to idF
and idG .
Proposition 6.1. Integrably homotopic foliated maps define the same holonomy
morphism.
Proof. Let H : F × I → G be an integrable homotopy between foliated maps
f, g : F → G, and let ιi : F → F × I, i = 0, 1, be the foliated maps defined
by ιi(x) = (x, i). Since I is connected, we have Hol(ι0) = Hol(ι1) (Section 5).
Therefore
Hol(f) = Hol(H ◦ ι0) = Hol(H) ◦Hol(ι0)
= Hol(H) ◦Hol(ι1) = Hol(H ◦ ι1) = Hol(g) . 
Corollary 6.2. With the above notation, if f : F → G is an integrable homotopy
equivalence, then Hol(f) is an isomorphism.
A foliated homotopy between continuous foliated maps f, g : F → G is a homo-
topy H between f and g which is a foliated map F × Ipt → G; i.e., the homotopy
H consists of foliated maps Ht = H(·, t) : F → G. Any integrable homotopy is a
foliated homotopy. Two foliated maps are said to be foliatedly homotopic if there is
a foliated homotopy between them. A continuous foliated map f : F → G is called
a foliated homotopy equivalence if there is a continuous foliated map g : G → F
such that g ◦ f and f ◦ g are foliatedly homotopic to idF and idG , respectively.
Since Hol(F × Ipt) ∼= Hol(F) × I canonically, if H : F × Ipt → G if a foliated ho-
motopy between f and g, then Hol(H) : Hol(F × Ipt)→ Hol(G) canonically defines
a homotopy between Hol(f) and Hol(g). Therefore we get the following.
Proposition 6.3. If f is a foliated homotopy equivalence, then Hol(f) is a homo-
topy equivalence.
A continuous foliated map f : F → G is called a proper integrable homotopy
equivalence if it is proper and there is a proper continuous foliated map g : G → F
such that there are proper integrable homotopies between g◦f and idF , and between
f ◦ g and idG . A proper foliated homotopy equivalence can be defined similarly by
using proper foliated homotopies instead of proper integrable homotopies.
7. Complete pseudogroups and complete morphisms
For any map h : T → T ′ between topological spaces, let γ(h, x) denote its germ
at any x ∈ T . If H is a family of maps of open subsets of T to open subsets of T ′,
let γ(H) denote the space of all germs of maps in H with the e´tale´ topology. If T is
a manifold, then γ(H) is a manifold of the same dimension. If H is a pseudogroup
acting on T , then γ(H) is a topological groupoid with the operation induced by
composition.
Recall from [22] that a pseudogroup H acting on a space T is said to be complete
if, for all x, y ∈ T , there are open neighborhoods U and V of x and y such that,
for any h ∈ H and any z ∈ U ∩ domh with h(z) ∈ V , there is some h˜ ∈ H so that
U ⊂ dom h˜ and γ(h˜, z) = γ(h, z); in this case, (U, V ) is called a completeness pair .
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Definition 7.1. Let H and H′ be pseudogroups acting on topological spaces T
and T ′, respectively. A morphism Φ : H → H′ is said to be complete when, given
φ, ψ ∈ Φ, x ∈ domφ and y ∈ domψ, there are open neighborhoods U and V of
x and y in domφ and domψ, respectively, such that, for all h ∈ H and every
z ∈ U ∩ domh with h(z) ∈ V , there is some h˜ ∈ H and some h′ ∈ H′ so that
U ⊂ dom h˜, h˜(U) ⊂ domψ, γ(h˜, z) = γ(h, z), φ(U) ⊂ domh′, and h′ ◦ φ = ψ ◦ h˜ on
U . In this case, (φ, U ;ψ, V ) is called a completeness quadruple.
Remark 1. In Definition 7.1, if H is complete, then (U, V ) can be chosen to be a
completeness pair of H. Thus, in this case, to prove that (φ, U ;ψ, V ) is a complete-
ness quadruple of Φ, it is enough to take elements h ∈ H with domh = U .
Observe that a pseudogroup H is complete if and only if the identity morphism
idH is complete.
8. Singular foliated spaces
By adapting a definition by [49], a singular foliated structure F on a space X
can be described by a singular foliated cocycle, which is a collection {Ui, pi}, where
{Ui} is an open cover of X and each pi is a topological submersion of Ui onto some
space Ti whose fibers are connected open subsets of R
ni , with ni ∈ N depending on
i, and such that the following properties are satisfied:
• Compatibility condition: any x ∈ X is contained in some Ui such that, if
x ∈ Uj , then there is some open neighborhood U
x
j,i of x in Uj ∩ Ui and a
topological submersion hxj,i : pj(U
x
j,i)→ pi(U
x
j,i) such that pi = h
x
j,i ◦ pj on
Uxj,i; in this case, the fiber p
−1
i (pi(x)) is called a plaque of {Ui, pi} (or of pi
or Ui).
• Some fiber of any pi is a plaque.
Two singular foliated cocycles determine the same singular foliated structure when
their union is a singular foliated cocycle. The space X endowed with F is called a
singular foliated space.
The plaques of all singular foliated cocycles defining F form a base of a topology,
called the leaf topology. The connected components of X with the leaf topology are
called the leaves of F . The quotient space of leaves will be denoted by X/F .
Given a foliated cocycle {Ui, pi} and a leaf L of F , each intersection L ∩ Ui is a
union of fibers of pi; such fibers are open in L just when they are plaques.
For x is in a plaque of some pi, then the image Σ of any local section of pi
containing x is called a local transversal of F through x. There is a unique singular
foliated structure FΣ on Σ such that, for V = p
−1
i (pi(Σ)), the submersion pi defines
a foliated map pi : F|V → FΣ, which restricts to submersions of the leaves of F|V to
the leaves of FΣ. Observe that FT is the foliated structure by points in the regular
case. Notice also that, in the singular case, an open subset of a local transversal
may not be a local transversal through any point.
Other concepts and notations of foliated structures can be directly generalized to
the singular case: saturations , restrictions , products of singular foliated structures,
foliated maps , integrable homotopies , foliated homotopies , etc. If X is a manifold,
then F is called a singular foliation; in this case, the submersions of a foliated
cocycle have values in manifolds. If X is a C∞ manifold and there is some foliated
cocycle consisting of C∞ submersions, then F is called a C∞ singular foliation.
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Singular foliated structures whose leaves are manifolds with boundary, or arbi-
trary connected locally path connected spaces, can be defined similarly.
Any foliated structure is a singular foliated structure; it may be said that these
foliated structures are regular for emphasis. A (C∞) singular foliated structure
is a (C∞) regular foliated structure if and only if all of its leaves have the same
dimension.
By [43], for any continuous local action of a local Lie group on a separable metric
space, the connected components of the orbits are the leaves of a singular foliated
structure, which is regular just when the local action is locally free. In the case
of C∞ local actions of local Lie groups on C∞ manifolds, we get C∞ singular
foliations.
Let F and G be singular foliated structures. The set of continuous foliated maps
F → G will be denoted by C(F ,G). When F and G are C∞ singular foliations, the
set of C∞ foliated maps F → G will be denoted by C∞(F ,G).
The following notation will be used.
Notation 1. The tangent vector bundle of C∞ manifoldM will be denoted by TM ,
and the tangent space of M at some point x ∈ M will be denoted by T xM . As
usual, the Lie algebra of C∞ tangent vector fields on M is denoted by X(M). For
any C∞ map between C∞ manifolds, f : M → N , its tangent homomorphism
TM → T N is denoted by T f or f∗.
By the main result of [49], a partition F of M into C∞ immersed connected
submanifolds is a C∞ singular foliation if and only if the evaluation map X(F)→
T xF is surjective for each x ∈M , where X(F) ⊂ X(M) is the Lie subalgebra of C∞
vector fields on M tangent to the leaves, and T xF ⊂ T xM is the linear subspace
of vectors tangent to the leaf through x.
Let F and G be C∞ singular foliations on C∞ manifolds M and N , and let
f ∈ C(F ,G) with C∞ restrictions to the leaves of F . Let also φ : U → Rm and
ψ : V → Rn be charts of M and N such that f(U) ⊂ V . For any positive integer
r, let X1, . . . , Xr ∈ X(F). Since the restriction of f to the leaves of F is C∞, the
order r derivative
Dr
(
ψ ◦ f ◦ φ−1
)
(x)(φ∗X1(x), . . . , φ∗Xr(x)) (8.1)
is well defined for all x ∈ φ(U).
Definition 8.1. The map f will be said to be of class C0,k if, for all r ≤ k
and all possible charts φ and ψ as above, the derivatives of the type (8.1) depend
continuously on x. The map f will be said to be of class C0,∞ if it is of class C0,k
for all k. The set of C0,∞ maps F → G will be denoted by C0,∞(F ,G).
This definition generalizes to the C∞ singular foliations the concept of C0,∞
foliated map between C0,∞ foliated spaces (Section 5).
Lemma 8.2. Consider foliated maps
F
f
−−−−→ F ′
g
−−−−→ F ′′
between singular C∞ foliations. Suppose the composite g ◦ f is C0,∞, and f is a
C∞ surjective submersion such that, for all Y ∈ X(F ′), there is some X ∈ X(F)
with f∗(X) = Y . Then g is C
0,∞.
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Proof. Observe that the hypothesis on f imply that it is also a surjective submersion
as a map from leaves to leaves. So the restriction of g to the leaves is of class C∞
because the restriction of g ◦ f to the leaves is of class C∞.
Let M , M ′ and M ′′ be the ambient manifolds of F , F ′ and F ′′, and let ψ : V →
R
n and χ : W → Rp be charts ofM ′ andM ′′ such that g(V ) ⊂W . Since f is a C∞
surjective submersion, we can assume V = f(U) for some chart φ : U → Rm of M .
For any positive integer r, given Y1, . . . , Yr ∈ X(F
′), we know the existence of some
X1, . . . , Xr ∈ X(F) such that f∗(Xi) = Yi, i = 1, . . . , r. Then, if y = ψ ◦ f ◦ φ−1(x)
for x ∈ φ(U) and y ∈ ψ(V ), we have
Dr(χ ◦ g ◦ ψ−1)(y)(ψ∗Y1(y), . . . , ψ∗Yr(y))
= Dr(χ ◦ g ◦ fφ−1)(x)(φ∗X1(x), . . . , φ∗Xr(x)) . (8.2)
But the right hand side of (8.2) depends continuously on x ∈ φ(U) because g ◦ f is
of class C0,∞. Then the left hand side of (8.2) depends continuously on y ∈ ψ(V )
because ψ ◦ f ◦ φ−1 : φ(U)→ ψ(V ) is a surjective submersion, and thus a quotient
map. 
Remark 2. Since being C0,∞ is a local property, in Lemma 19.9, it is enough to
require that the lifting property of f is satisfied locally.
9. Riemannian pseudogroups
A pseudogroup H of local isometries of an n-dimensional Riemannian manifold
T will be called a Riemannian pseudogroup on T . The corresponding groupoid of
germs γ(H) is Hausdorff because a local isometry with connected domain is the
identity if it is the identity on some nontrivial open subset (quasi-analyticity). Let
J1(T ) denote the topological groupoid of 1-jets of local diffeomorphisms of T , and
j1 : γ(H) → J1(T ) be defined by mapping each germ to its 1-jet. J1(T ) is a
manifold of dimension n2+2n and j1 is a continuous homomorphism. Moreover j1
is injective because germs of local isometries are determined by their 1-jets.
For any open subset U ⊂ T , let HU = {h ∈ H | domh = U} endowed with the
topology of uniform convergence.
Lemma 9.1. If U is a connected relatively compact subset of T and x ∈ U , then
the map
U ×HU −→ J
1(T ) , (x, f) 7→ j1(γ(f, x)) ,
is an embedding.
Proof. This follows because, by the conditions on U , any f ∈ HU is well known to
be continuously determined by its 1-jet at any fixed point. 
From now on in this section, assume that H is complete.
Theorem 9.2 (Haefliger [22, Proposition 3.1]). With the above notation and con-
ditions, there is a unique Riemannian pseudogroup H on T such that j1(γ(H)) =
j1(γ(H)). Moreover H is complete, its orbits are the closures of the H-orbits, and
H\T is Hausdorff.
The pseudogroup H of Theorem 9.2 is called the closure of H, and H is said to
be closed if H = H.
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From Theorem 9.2, we get H(x) = H(y) for all all x ∈ T and all y ∈ H(x). It
follows that any H-saturated open subset U ⊂ T is H-saturated too; indeed, by the
above observation, U cuts all H-orbits in H(x) for any x ∈ U .
Let H′ be another complete Riemannian pseudogroup on a Riemannian manifold
T . For any morphism Φ : H → H′, the orbit map Φorb : H\T → H
′\T ′ induces a
continuous map Φorb : H\T → H
′\T ′ called the orbit closure map.
The following is a generalization of the theorem of Myers-Steenrod.
Theorem 9.3 (Salem [45]). With the above notation and conditions, suppose that
H is closed. For each point x ∈ T , there is an open neighborhood U of x and a
finite dimensional Lie algebra G(U) of Killing vector fields over U such that, for
each relatively compact open set V with V ⊂ U , the elements of H with domain V
and close enough to the identity are the maps of the form exp ξ for ξ ∈ G(U) small
enough.
In Theorem 9.3, the notation exp tξ is used for the local uniparametric group of
diffeomorphisms defined by a C∞ vector field ξ.
The elements of the Lie algebra G(U) of Theorem 9.3 are the sections on U of
a locally constant sheaf G of Lie algebras of germs of vector fields over T , upon
which H acts by automorphisms [22, Section 3.4]. Such a G is called the sheaf of
infinitesimal transformations of H, and its typical stack, denoted by g, is called the
structural Lie algebra of H. When H is not closed, the same terminology is used
for the sheaf and Lie algebra associated to H.
10. The pseudogroup generated by the elements close to identity
maps
Let H be a closed complete Riemannian pseudogroup on a Riemannian manifold
T , and let G denote its sheaf of infinitesimal transformations. Then let H0 denote
the Riemannian pseudogroup on T generated by the maps exp ξ, where ξ is any
local section of G. Using combination of maps and the formula exp ξ = (exp ξ/N)N ,
N ∈ N, it follows that H0 is also generated by the maps exp ξ with ξ ∈ G(U) small
enough, and U small enough as well. So H0 ⊂ H; in fact, according to Theorem 9.3,
H0 is also generated by the elements of H that are close enough to the identity map
in their domains. The main goal of this section is to prove the following.
Theorem 10.1. With the above notation and conditions, the Riemannian pseu-
dogroup H0 is complete and closed, and its orbits are the connected components of
the orbits of H.
The following notation will be used.
Notation 2. Let G be a groupoid. For units x and y of G, let Gx (respectively,
Gx) denote the subset of elements of G with source (respectively, target) x, and let
Gyx = Gx ∩G
y. If X,Y are subsets of the space of units of G, let GX =
⋃
x∈X Gx,
GY =
⋃
y∈Y G
y , and GYX = GX ∩G
Y . Sometimes, the unit x will be also denoted
by 1x.
For x, y ∈ T , the subspace j1(γ(H)yx) = j
1(γ(H))yx is a closed subspace of J
1(T )yx
because H is closed. Then, since J1(T )yx can be considered as the space of linear
maps T xT → T yT , and because the linear maps in j1(γ(H))yx are orthogonal, it
follows that j1(γ(H))yx is compact.
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Lemma 10.2. We have:
(i) For all x, y ∈ T , j1(γ(H0))yx is closed in j
1(γ(H))yx, and thus j
1(γ(H0))yx
is also compact.
(ii) j1(γ(H0)) is open in j1(γ(H)).
Proof. To prove property (i), let hm be a sequence of maps in H0 with x ∈ domhm
and hm(x) = y for allm. Suppose the sequence j
1(γ(hm, x)) is convergent in J
1(T ).
Since j1(γ(H))yx is closed in J
1(T ), there is some h ∈ H such that x ∈ domh,
h(x) = y and j1(γ(hm, x))→ j1(γ(h, x)) as m→∞.
By the completeness of H, we can assume that there are open neighborhoods U
and V of x and y, and that there is a sequence gm ∈ H such that h and every gm
are isometries U → V , and γ(gm, x) = γ(hm, x) for all m. By Lemma 9.1 and since
j1(γ(hm, x)) converges to j
1(γ(h, x)), it follows that gm → h uniformly on U , and
thus g−1m ◦ h→ idU uniformly. So g
−1
m ◦ h ∈ H0 for m large enough. Hence
j1(γ(h, x)) = j1(γ(gm, x)) · j
1(γ(g−1m ◦ h, x)) = j
1(γ(hm, x)) · j
1(γ(g−1m ◦ h, x)) ,
which is in
j1(γ(H0))
y
x · j
1(γ(H0))
x
x ⊂ j
1(γ(H0))
y
x
for m large enough, as desired.
To prove property (ii), take any h ∈ H0 and any x ∈ domh. We have to show
that, for g ∈ H and y ∈ dom g, if j1(γ(g, y)) is close enough to j1(γ(h, x)), then
j1(γ(g, y)) ∈ j1(γ(H0)); i.e., the restriction of g to some open neighborhood of y is
in H0.
Let (U, V ) be a completeness pair of H with x ∈ U and h(x) ∈ V . Let W be
a relatively compact connected open neighborhood of x with W ⊂ domh ∩ U and
h(W ) ⊂ V . Since j1(γ(g, y)) is as close as desired to j1(γ(h, x)), we can suppose
that y ∈ W and dom g = U . Then g is uniformly close to h on W by Lemma 9.1,
and thus g ◦ h−1 is close to the identity map on h(W ), yielding g ◦ h−1 ∈ H0 by
Theorem 9.3. Now we have
j1(γ(g, y)) = j1(γ(g ◦ h−1, h(y))) · j1(γ(h, y)) ,
where both j1(γ(g ◦ h−1, h(y))) and j1(γ(h, y)) are in j1(γ(H0)). Thus j1(γ(g, y))
is also in j1(γ(H0)) as desired. 
Corollary 10.3. If U and V are relatively compact open subsets of T , then j1(γ(H0))
V
U
is a relatively compact open subset of j1(γ(H0)).
Proof. We know that j1(γ(H0))VU is open in j
1(γ(H)) by Lemma 10.2-(ii).
When P and Q run in the family of open neighborhoods of points x, y ∈ T , the
subsets j1(γ(H0))
Q
P form a base of open neighborhoods of j
1(γ(H0))yx in j
1(γ(H0)).
Moreover j1(γ(H0))yx is compact by Lemma 10.2-(i). Also, j
1(γ(H0)) is locally
compact because it is open in the closed subset j1(γ(H)) of the Hausdorff manifold
J1(T ). So j1(γ(H0))
Q
P is relatively compact in j
1(γ(H0)) for P and Q small enough.
Now, for each x ∈ U and y ∈ V , choose corresponding open neighborhoods Px,y
and Qx,y such that j
1(γ(H0))
Qx,y
Px,y
is relatively compact in j1(γ(H0)). For each
x ∈ U , the compact subspace V can be covered by a finite number of open sets
Qx,y, which are denoted by Qx,j = Qx,yj , j = 1, . . . , ℓx. For Px,j = Px,yj , the open
subsets
Px = Px,1 ∩ · · · ∩ Px,ℓx , x ∈ U ,
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cover the compact subspace U , and thus there is a finite subcovering consisting of
sets Pi = Pxi , i = 1, . . . , k. Let Qi,j = Qxi,j , i = 1, . . . , k, j = 1, . . . , ℓi = ℓxi . Then
j1(γ(H0))
V
U ⊂
k⋃
i=1
ℓi⋃
j=1
j1(γ(H0))
Qi,j
Pi
,
where each subset of the right hand side is relatively compact in j1(γ(H0)), and
thus j1(γ(H0))VU is relatively compact in j
1(γ(H0)). 
Corollary 10.4. The orbits of H0 are the connected components of the orbits of
H.
Proof. First we prove that the orbits of H0 are connected. Let h ∈ H0 and x ∈
domh. Then
h = exp ξk ◦ · · · ◦ exp ξ1
over some neighborhood W of x, where each ξi is a local section of G. Arguing by
induction on k, it is enough to prove that h(x) is in the same connected component
of H0(x) as
h0(x) = exp ξk−1 ◦ · · · ◦ exp ξ1(x) .
But the composite
ht = exp tξk ◦ exp ξk−1 ◦ · · · ◦ exp ξ1 ∈ H0
is also defined on W for all t ∈ I. So t 7→ ht(x), t ∈ I, is a curve in H0(x) joining
h0(x) and h(x).
Second, we prove thatH0(x) is open inH(x) for each x ∈ T . By Lemma 10.2-(ii),
the subset j1(γ(H0))x is open in j1(γ(H))x. But it is easy to see that the target
projection β : j1(γ(H))x → H(x) is open. Therefore H0(x) = β
(
j1(γ(H0))x
)
is
open in H(x).
The result now follows because each orbit of H is a disjoint union of orbits of
H0 since H0 ⊂ H. 
Corollary 10.5. The pseudogroup of local isometries H0 is closed.
Proof. Since H is closed, it is enough to prove that j1(γ(H0)) is closed in j1(γ(H)).
Let σm be a sequence in j
1(γ(H0)) converging to some σ ∈ j1(γ(H)); we have to
prove that σ is in j1(γ(H0)). Let x and y be the source and target of σ, and let U and
V be relatively compact open neighborhoods of x and y. Then j1(γ(H))VU is an open
neighborhood of σ ∈ j1(γ(H)), and thus we can assume σm ∈ j1(γ(H))VU for all m;
so σm in j
1(γ(H0))VU . Hence σ is in the closure of j
1(γ(H0))VU in j
1(γ(H)). But the
closure of j1(γ(H0))VU in j
1(γ(H)) equals its closure in j1(γ(H0)) because j1(γ(H))
is Hausdorff and j1(γ(H0))VU is relatively compact in j
1(γ(H0)) (Corollary 10.3).
Therefore σ ∈ j1(γ(H0)). 
Lemma 10.6. Let σ ∈ j1(γ(H0))x for some x ∈ T . Then there is some open
neighborhood V of x such that any τ ∈ j1(γ(H0)) close enough to σ is the 1-jet of
the germ of some element of H0 with domain V .
Proof. Let σ = j1(γ(h, x)) for some h ∈ H0 and let P = domh. We can suppose
P ⊂ U for some open set U of those given by Theorem 9.3; i.e., for every relatively
compact open set W with W ⊂ U , the elements of H with domain W and close
enough to the identity are those of the form exp ξ for ξ ∈ G(U) small enough. Then
take as V any open neighborhood of x with V ⊂ P .
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Let τ = j1(γ(g, y)) for some g ∈ H0 and y ∈ dom g = W . Assuming that W is
connected, by Lemma 9.1, if τ is close enough to σ, we can suppose that W ⊂ V ,
g(W ) ⊂ h(V ), and g is as close to h on W as desired. Thus the composite h−1 ◦ g
is defined in W , and can be made close enough to the identity to be of the form
exp ξ for some small ξ ∈ G(U) by Theorem 9.3. But if h−1 ◦ g is close enough to
the identity on W , then ξ is so small that exp ξ is defined on V and exp ξ(V ) ⊂ P
because V ⊂ P and P ⊂ U . Thus h ◦ exp ξ ∈ H0 is an extension of g defined on
the whole of V . 
Corollary 10.7. H0 is complete.
Proof. Let x, y ∈ T . Since the orbits of H0 are closed by Corollary 10.4, if x and
y are not in the same orbit of H0, then there are open neighborhoods U and V
of x and y so that no orbit of H0 intersects both U and V . Such a pair (U, V )
obviously satisfies the completeness condition of H0. Therefore we can assume x
and y are in the same orbit of H0; so j1(γ(H0))yx 6= ∅. Now, by Lemma 10.6,
each σ ∈ j1(γ(H0))yx has an open neighborhood Θσ in j
1(γ(H0)) such that, for
some neighborhood Uσ of x, every element of Θσ is the 1-jet of some map in H0
defined on the whole of Uσ. Because j
1(γ(H0))
y
x is compact (Lemma 10.2-(i)), it
can be covered by a finite number of open sets Θi = Θσi , i = 1, . . . , k, and let
Ui = Uσi . Since the open sets j
1(γ(H0))VU of j
1(γ(H0)) form a neighborhood base
of the compact set j1(γ(H0))yx when U and V run over the open neighborhoods of
x and y, there is such a pair (U, V ) so that
j1(γ(H0))
V
U ⊂ Θ1 ∪ · · · ∪Θk .
Moreover we can assume U ⊂ U1 ∩ · · · ∩ Uk. Then it is easy to check that (U, V )
satisfies the completeness condition of H0; indeed, if h ∈ H0 and z ∈ U ∩ domh,
then j1(γ(h, z)) ∈ j1(γ(H0))VU , and thus j
1(γ(h, z)) ∈ Θi for some i, yielding that
γ(h, z) is the germ at z of some g ∈ H0 with dom g = Ui ⊃ U . 
Theorem 10.1 is the combination of Corollaries 10.4, 10.5 and 10.7.
The following is a version of Theorem 9.3 in terms of H0 and local actions of
local Lie groups.
Theorem 10.8. Let H be a closed complete Riemannian pseudogroup on a Rie-
mannian manifold T . Then H0 is generated by an effective isometric local action
on T of a local Lie group G whose Lie algebra is the structural Lie algebra g of H.
Proof. According to Theorem 9.3, the sheaf G defines an infinitesimal action of g
on each open set U considered in its statement. By [10, Corollary 1, page 184,
Chapters 2 and 3], this infinitesimal action on each U is induced by a local action
of a local Lie group with Lie algebra g. These local actions can be glued together
by [10, Proposition 11, page 182, Chapters 2 and 3], defining the required local
action on T , which is effective and isometric by the definition of G. 
Now suppose that H is a (possibly non-closed) complete Riemannian pseu-
dogroup on a Riemannian manifold T . By Theorem 10.8, the pseudogroup H0
is generated by an effective isometric local action of a local Lie group G on T . Let
Λ be the subset of g ∈ G whose local action on T defines an element of H. It easily
follows that such a Λ is a dense local subgroup of G, and the restriction of the
local action of G to Λ induces the pseudogroup H0 = H ∩H0. We get that H0 is
complete and H0 = H0.
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By Theorems 10.1 and 10.8, or directly from Theorem 9.3, the connected com-
ponents of the orbits closures of H are the leaves of a C∞ singular foliation. It
follows that any H-saturated open subset of T is H-saturated too.
11. Locally homogeneous structure of the orbit closures
Let H be a complete Riemannian pseudogroup on a Riemannian manifold T .
To describe locally the orbit closures of H, we can assume that H is closed by
Theorem 9.2. Even with this assumption, there may not be any pseudogroup in
the equivalence class of H induced by the action of a Lie group [22] (the orbits
would be homogeneous spaces). But, since H0 is generated by the local action of
a local Lie group (Theorem 10.8), and since the orbits of H0 are the connected
components of the orbits of H (Theorem 10.1), the orbits of H have certain “local
homogeneous structure” that will be described in this section.
Let G be the local Lie group with an effective isometric left local action on T
that induces H0. The identity element of G will be denoted by e. Such a local
action will be denoted by µ : Ω→ T , where Ω is an open neighborhood of {e} × T
in G×T . If g denotes the Lie algebra of right invariant tangent vector fields on G,
we have a corresponding infinitesimal action of g on T .
Fix x ∈ T . Let k ⊂ g be the Lie subalgebra of elements of g whose infinitesimal
transformations of T vanish at x, and let K be the distribution on G defined by the
left translates of k; i.e., Kg = Lg∗k for each g ∈ G. Such K is completely integrable
because k is a subalgebra, and thus defines a foliation on G that will be also denoted
by K; this is the left foliation on G induced by the Lie subalgebra k ⊂ g according
to the terminology of [10, Chapter III, § 4.1, pp. 166–167].
Let Ωx = {g ∈ G | (g, x) ∈ Ω}, which is open in G, and let µx : Ωx → T be
defined by µx(g) = µ(g, x). Since µ is locally transitive on H0(x), the restriction
µx : Ωx → H0(x) is a C∞ submersion; in particular, it is open. Thus the connected
components of the fibers of µx are the leaves of a foliation, which is easily seen to
be equal to the restriction of K to Ωx.
Lemma 11.1. If xn → x in H(x), then there is an open neighborhood U of x in T
and a sequence hn ∈ HU such that hn(x) = xn and hn → idU uniformly.
Proof. This holds because µx : Ωx → H0(x) is open. 
Let V be an open neighborhood of e in Ωx which is simple with respect to K.
Then µx(V ) is open in H0(x) because µx : Ωx → H0(x) is open. Let Q be the
corresponding local quotient of V , which is a manifold with a unique C∞ structure
so that the canonical projection V → Q is a C∞ submersion. Since µx : Ωx →
H0(x) is a C∞ submersion, it induces a local diffeomorphism µ¯x : Q→ H0(x). We
can choose V cutting each fiber of µx at most in one plaque, which means that
µ¯x : Q→ µx(V ) is a bijection, and thus a diffeomorphism.
12. Version of Molino’s theory for pseudogroups
The following is the obvious adaptation to pseudogroups of Molino’s description
of the so called Riemannian foliations [40]. The proofs from [40] can be easily
adapted to this setting too.
A C∞ pseudogroup acting on a C∞ manifold T is said to be parallelizable if its
maps preserve same parallelism of T ; such a pseudogroup becomes Riemannian by
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declaring this parallelism to be orthonormal. Suppose that moreoverH is complete.
Then the following properties hold:
• H\T is a manifold with a unique C∞ structure so that the canonical pro-
jection π : T → H\T is a C∞ submersion.
• Each H-orbit closure F has an open neighborhood U in H\T such that
H|π−1(U) ∼= H|F × U . (12.1)
Now, let H be a complete Riemannian pseudogroup on a Riemannian manifold
T . The tangent homomorphisms T h of maps h ∈ H generate a pseudogroup T H
on the tangent bundle T T , and the bundle projection πT : T T → T generates a
morphism ΠT : T H → H. The pseudogroup T H is complete and Riemannian with
respect to the Sasaki metric on T T .
Let O(T ) denote the O(n)-principal bundle of orthonormal frames of T T , n =
dimT . For any h ∈ H, let O(h) : O(domh)→ O(imh) be the map defined by
O(h)(f1, . . . , fn) = (T h(f1), . . . , T h(fn)) .
The maps O(h) generate a pseudogroup O(H) acting on O(T ), and the bundle
projection πO : O(T )→ T generates a homomorphism ΠO : O(H)→ H. The pseu-
dogroup O(H) is parallelizable and complete, obtaining the following properties:
• W = O(H)\O(T ) is a manifold with a unique C∞ structure so that the
canonical projection π : O(T )→ O(H)\O(T ) is a C∞ submersion.
• The action of O(n) on O(T ) induces a C∞ right action of O(n) on W . The
canonical projection W →W/O(n) will be denoted by π¯.
• The map
H\T →W/O(n) , F 7→ π¯ ◦ π(π−1O (F )) , (12.2)
is a homeomorphism, whose inverse is given by E 7→ πO((π¯ ◦ π)−1(E)).
• The homeomorphism (12.2) induces a bijection C∞(W/O(n))→ C∞(H\T ),
where C∞(W/O(n)) and C∞(H\T ) are the sets of real valued functions
on W/O(n) and H\T inducing C∞ functions on W and T via π¯ and the
canonical projection T → H\T , respectively.
As a first consequence of the above properties, it follows that each locally finite
open covering of H\T has a subordinated partition of unity consisting of functions
in C∞(H\T ).
Consider the nested sequence
∅ = T−1 ⊂ T0 ⊂ · · · ⊂ Tn = T ,
where each Tℓ is the union of all orbit closures of H with dimension ≤ ℓ. Since H\T
is homeomorphic to W/O(n), it follows that every Tℓ is closed in T , each TℓrTℓ−1
is open and dense in Tℓ, and Tℓ r Tℓ−1 is an H-invariant C∞ submanifold of T .
Thus the orbit closures define a C∞ regular foliation on Tℓ r Tℓ−1 because all of
them have the same dimension.
Recall the following definitions from e.g. [42]. The order of a family of subsets,
not all empty, of some set is the largest integer k for which there is a subfamily
with k + 1 elements whose intersection is non-empty, or is ∞ if there is no such
largest integer. A family of empty sets is declared to have order −1. Then the
covering dimension dimX of a space X is the least integer k such that every finite
open covering of X has an open refinement of order not exceeding k or is∞ if there
is no such integer. By [42, Theorem 4.3], if X is normal, then we can use locally
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finite open coverings instead of finite ones in the definition of covering dimension;
thus we can use arbitrary open coverings when X is normal and paracompact.
For any C∞ action of a compact Lie group G on a C∞ manifold M , consider
the isotropy type stratification of M/G [47]: two orbits have the same isotropy type
(and thus belong to the same stratum) when they have the same conjugacy classes
of isotropy groups in G. Any orbit type stratum is a manifold, and is open in
its closure, which consists of strata of lower dimension [47]. Then, by applying
Proposition 1.5, Theorem 2.5 and Corollary 5.8 of Chapter 3 of [42] to the inclusion
S ⊂ S for each isotropy type stratum S, we get by induction on dimS that dimM/G
equals the top codimension of the orbits. Thus, using the above homeomorphism
between H\T and W/O(n), we get that dimH\T equals the top codimension of
the orbit closures; in particular, it is finite.
13. Description around the orbit closures
In this section, we describe complete Riemannian pseudogroups around the or-
bit closures. This is an adaptation of the description of transversely complete
Riemannian foliations around the leaf closures given by Molino [39]. A more re-
fined description around the orbit closures, with a complete set of invariants, was
given by Haefliger [22].
Notation 3. Let M be a metric space with distance function d. For each x ∈ M
and r > 0, we use the standard notation B(x, r) for the open r-ball in M centered
at x. For any subset S ⊂ M , Pen(F, r) denotes the r-penumbra of S in M , whose
definition is
Pen(F, r) = {y ∈M | d(y,K) < r} =
⋃
x∈M
B(x, r) .
Let H be a complete Riemannian pseudogroup on a Riemannian manifold T .
With the notation of the above section, the exponential map is defined on some
open neighborhood Ω˜ of the zero section of T T ; let Ω˜′ = T H(Ω˜). By elementary
properties, exp : Ω˜ → T generates a morphism Exp : T H|Ω˜′ → H. Let Ω =
(π, exp)(Ω˜) and Ω′ = (H×H)(Ω). Observe that, if two orbit closures F1 and F2 are
close enough in H\T , then F1×F2 ⊂ Ω′. We can choose Ω˜ so that (π, exp) : Ω˜→ Ω
is a diffeomorphism, and thus (Π,Exp) : T H|Ω˜′ → (H ×H)|Ω′ is an isomorphism.
Moreover we can assume that t · Ω˜ ⊂ Ω˜ for all t ∈ I. Hence the mapping (v, t) 7→
t · v generates a homotopy Ψ˜ : T H|Ω˜′ × I → T H|Ω˜′ , which defines a homotopy
Ψ : (H × H)|Ω′ × I → (H × H)|Ω′ via (Π,Exp) : T H|Ω˜′ → (H × H)|Ω′ . Observe
that Ψ0 is generated by mapping (x, y) 7→ (x, x), and Ψ1 is the identity morphism
at (H×H)|Ω′ .
For any x ∈ T , let F = H(x), which is H-invariant. The normal subbundle
T F⊥ ⊂ T T is invariant by T H. For ǫ > 0, besides the ǫ-penumbra Pen(F, ǫ) of
F in M , consider the ǫ-penumbra P˜en(F, ǫ) of the zero section in T F⊥. There is
some ǫ > 0 so that P˜en(F, ǫ) ⊂ Ω˜′ and the restriction
exp : Ω˜ ∩ P˜en(F, ǫ)→ exp(Ω˜) ∩ Pen(F, ǫ) (13.1)
is a diffeomorphism. Let HF,ǫ and T H
⊥
F,ǫ denote the restrictions of H and T H to
Pen(F, ǫ) and P˜en(F, ǫ), respectively. Then the restriction Exp : T H⊥F,ǫ → HF,ǫ is
an isomorphism generated by (13.1). We have Ψ˜(P˜en(F, ǫ) × I) ⊂ P˜en(F, ǫ), and
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thus Ψ˜ induces a homotopy ΨF,ǫ : HF,ǫ × I → HF,ǫ via Exp : T H
⊥
F,ǫ → HF,ǫ.
Notice that imΨF,ǫ,0 ⊂ F , ΨF,ǫ,1 is the identity morphism at HF,ǫ, and, for each
x ∈ Pen(F, ǫ), the restriction of ΨF,ǫ to {x} × I ≡ I is a geodesic segment of H
whose length is < d(x, F ) (in the sense of Section 3).
Let f = (f1, . . . , fn) ∈ O(T )|F . Suppose that f is adapted to F in the sense
that f1, . . . , fr ∈ T F and fr+1, . . . , fn ∈ T F⊥, where r = dimF . The orbit closure
P = O(H)(f) is a principal bundle over F with structural Lie group H ⊂ O(n).
Since P consists of frames adapted to F , it follows that H ⊂ O(r) × O(n′), where
n′ = n− r. Let H ′ denote the projection of H to O(n′). The restriction of O(H) to
P will be denoted by HP , and the bundle projection P → F generates a morphism
HP → HF .
On the other hand, let O(T F⊥) denote the O(n′)-principal bundle over F of
orthonormal frames of T F⊥. For each h ∈ H, let
O⊥F (h) : O(T (F ∩ domh)
⊥)→ O(T (F ∩ imh)⊥)
be the map defined by
O⊥F (h)(e1, . . . , en′) = (T h(e1), . . . , T h(en′)) .
The maps O⊥F (h) generate a pseudogroup O
⊥
F (H) on O(T F
⊥), and the bundle
projection O(T F⊥)→ F generates a morphism O⊥F (H)→ HF . There is a canonical
map P → O(T F⊥) defined by forgetting the first r components of each frame.
Its image is an H ′-principal bundle over F denoted by P ′, which is invariant by
O⊥F (H). The restriction of O
⊥
F (H) to P
′ will be denoted by HP ′ ; observe that HP ′
has dense orbits. Moreover the canonical projection P → P ′ generates a morphism
HP → HP ′ .
LetBǫ denote the open ball in R
n′ of radius ǫ and centered at the origin. Consider
the diagonal action of H ′ on P ′ ×Bǫ, and let P ′ ×H′ Bǫ denote the corresponding
quotient space. As usual, we get a canonical identity
P˜en(F, ǫ) ≡ P ′ ×H′ Bǫ . (13.2)
Furthermore HP ′ × Bǫ induces a pseudogroup HP ′ ×H′ Bǫ acting on the quotient
P ′ ×H′ Bǫ. Then (13.2) generates an identity
T H⊥F,ǫ ≡ HP ′ ×H′ Bǫ ,
yielding that
HF,ǫ ∼= HP ′ ×H′ Bǫ (13.3)
via the isomorphism Exp : T H⊥F,ǫ → HF,ǫ, which generalizes (12.1) when U is
diffeomorphic to an open ball in Rn
′
.
14. Riemannian foliations
A C∞ foliation F on a manifold M is said to be Riemannian when its holonomy
pseudogroup is Riemannian for some metric. In this case, there is a foliated cocycle
of F consisting of Riemannian submersions for some Riemannian metric on M ,
which is called a bundle-like metric [44], [40]; thus the geodesics orthogonal to
the leaves are projected to geodesics by the maps of such foliated cocycle. A
characteristic property of bundle-like metrics is that, if any geodesic is orthogonal
to the leaves at some point, then it remains orthogonal to the leaves at every point
[44], [40]; these geodesics are called horizontal . This condition can be considered
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for a C∞ singular foliation too, obtaining the definition of singular Riemannian
foliation [40]. A Riemannian foliation F on a manifold M is said to be transversely
complete when the horizontal geodesics are complete for some bundle-like metric
(a transversely complete bundle-like metric); in this case, Hol(F) is complete [40]
(this is a direct consequence of Lemma 15.2 bellow, which is included here for other
purposes).
For instance, for any isometric local action of a local Lie group on a Riemann-
ian manifold, the connected components of the orbits are the leaves of a singular
Riemannian foliation. Therefore, by Theorems 10.1 and 10.8, or by the version of
Molino’s theory for pseudogroups (Section 12), the connected components of the
orbit closures of a complete Riemannian pseudogroup are the leaves of a singu-
lar Riemannian foliation [22]. It follows that the leaf closures of any transversely
complete Riemannian foliation F on a manifold M are the leaves of a singular Rie-
mannian foliation F , which is also a consequence of Molino’s theory [40]. Like for
complete Riemannian pseudogroups, it follows that any F -saturated open set of M
is F -saturated too.
For any transversely complete Riemannian foliation F on a manifold M , the fol-
lowing properties follow from the corresponding ones for pseudogroups (Sections 12
and 13), or from Molino’s theory [40]:
• The space M/F is homeomorphic to a space of orbit closures of an action
of a compact Lie group. Let C∞(M/F) be the set of functions M/F →
R whose composite with the canonical projection M → M/F is a C∞
function on M . For every locally finite open covering of M/F , there is a
subordinated partition of unity consisting of functions in C∞(M/F).
• Let p = dimF and q = codimF . Consider the nested sequence
∅ =M−1 ⊂M0 ⊂ · · · ⊂Mq =M ,
where each Mℓ is the union of all leaf closures of F with dimension ≤ p+ ℓ.
Every Mℓ is closed in M . Each Mℓ rMℓ−1 is open and dense in Mℓ, and
is a F -saturated C∞ submanifold of T . The restriction of F to MℓrMℓ−1
is a regular Riemannian foliation because all leaf closures have the same
dimension on this submanifold.
• The covering dimension of M/F equals the top codimension of the leaf
closures, which is thus finite.
• There is a description of F around each leaf closure that corresponds
to (13.3). A finer description around the leaf closures was also given by
Haefliger [22].
Let FT be the foliation on TM defined by the following condition. For each
x ∈M and v ∈ T xF , take some simple open neighborhood U of x, and let P be the
plaque of U that contains x. Then a neighborhood of v in the corresponding leaf of
FT is given by all tangent vectors of the form X(y), where y ∈ P , and X runs in
the set of infinitesimal transformations of F|U so that X(x) = v. The projection of
the leaves of FT to the normal bundle νF = TM/T F are the leaves of a foliation
Fν , which is the horizontal lift of F with respect to the partial Bott connection.
Observe that the bundle projections πT : TM →M and πν : νF →M are foliated
maps FT → F and Fν → F , respectively. Moreover πν restricts to covering maps
from the leaves of Fν to the leaves of F .
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Via the canonical identity νF ≡ T F⊥, Fν corresponds to a foliation F˜ on T F
⊥.
Then πT restricts to a foliated map F˜ → F , whose restrictions to the leaves are
covering maps.
By the above definition of FT , the mapping (v, t) 7→ t · v defines a C∞ foliated
map HT : FT ×Rpt → FT , which induces a C∞ foliated map Hν : Fν ×R→ Fν .
Obviously, HT (T F
⊥ × R) ⊂ T F⊥, and the restriction HT : T F
⊥ × R → T F⊥,
which will be denoted by H˜ , corresponds to Hν by the canonical identity νF ≡
T F⊥.
Since the metric is bundle-like and transversely complete, the exponential map
exp of M is defined on the whole of T F⊥ and is a foliated map F˜ → F . Moreover
there is a F˜ -saturated open neighborhood Ω˜ of the zero section of T F⊥ such that
the map (πT , exp) : Ω˜ → M ×M is a C∞ embedding, and t · Ω˜ ⊂ Ω˜ for all t ∈ I.
Then Ω = (π, exp)(Ω˜) is a regular C∞ submanifold of M ×M , and (πT , exp) :
F˜ |Ω˜ → (F × F)|Ω is a foliated diffeomorphism. So H˜ induces via (π, exp) a C
∞
foliated homotopy H : (F×F)|Ω×Ipt → (F×F)|Ω. Observe that H0(x, y) = (x, x)
for all (x, y) ∈ Ω, and H1 = idΩ.
Let F be a leaf closure of F . For ǫ > 0, consider the ǫ-penumbra Pen(F, ǫ) in M ,
and the ǫ-penumbra P˜en(F, ǫ) of the zero section in T F⊥. Let FF,ǫ = F|Pen(F,ǫ)
and F˜F,ǫ = F˜ |P˜en(F,ǫ). Then H˜ restricts to a foliated map F˜ ×R→ F˜ . If ǫ is small
enough, then P˜en(F, ǫ) ⊂ Ω and exp : F˜F,ǫ → FF,ǫ is a foliated C
∞ diffeomorphism.
On the other hand, we have H˜(P˜en(F, ǫ) × I) ⊂ P˜en(F, ǫ), and thus H˜ induces a
C∞ foliated homotopy HF,ǫ : FF,ǫ × Ipt → FF,ǫ via exp : F˜F,ǫ → FF,ǫ. Notice
that imHF,ǫ,0 ⊂ F , HF,ǫ,1 = idFF,ǫ , and the mapping t 7→ HF,ǫ(x, t) is a horizontal
geodesic segment of length < d(x, F ) for each x ∈ Pen(F, ǫ).
15. Existence of complete bundle-like metrics
Let F be a transversely complete Riemannian foliation on a manifold M , and
let g be a transversely complete bundle like metric on M. The goal of this section
is to prove the following result, which is an adaptation of a theorem of [41] to
Riemaniann foliations.
Proposition 15.1. There exists a complete bundle-like metric g′ on M such that:
(i) g and g′ define the same orthogonal complement T F⊥ of T F ;
(ii) g and g′ have the same restriction to T F⊥; and
(iii) g′ is a conformal change of g on the leaves.
Let dF denote the distance function of the leaves. For each x ∈ M and r > 0,
let BF (x, r) denote the open r-ball in the leaf Lx. Also, let B˜(x, r) be the open
r-ball in T ⊥x centered at the origin, and let B⊥(x, r) = exp(B˜(x, r)). Observe that,
if r is small enough, then B⊥(x, r) is a C
∞ local transversal of F through x. For
S ⊂M , let
P˜en(S, r) =
⋃
x∈S
B˜(x, r) ,
Pen⊥(S, r) =
⋃
x∈S
B⊥(x, r) = exp(P˜en(S, r)) .
Lemma 15.2. For each compact subset K ⊂M , there is some s > 0 such that:
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(i) exp : B˜(x, s) → M is a C∞ embedding transverse to F for all x in the
F-saturation K ′ of K; and
(ii) for any leaf L that meets K and any curve γ : I → L, there is a continuous
map hγ : I ×B⊥(γ(0), s)→M , which is (piecewise) C∞ if γ is (piecewise)
C∞, and such that
hγ({t} ×B⊥(x, s)) = B⊥(γ(t), s)
for all t ∈ I, and
hγ(0, z) = z , hγ(I × {z}) ⊂ Lz
for every z ∈ B⊥(x, s).
Proof. With the notation of Section 14, the map exp : Ω˜ ∩ T xF
⊥ → M is a C∞
embedding transverse to F for each x ∈M . On the other hand, by the compactness
of K, there is some s > 0 such that P˜en(K, s) ⊂ Ω˜. Since Ω˜ is F˜ -saturated and
P˜en(K ′, s) is the F˜ -saturation of P˜en(K, s), it follows that P˜en(K ′, s) ⊂ Ω˜, yielding
part (i).
For each v ∈ T γ(0)F
⊥, let L˜v be the leaf of F˜ though v. Since πT restricts
to covering maps from the leaves of F˜ to the leaves of F , there is a unique curve
γ˜v : I → L˜v such that πT ◦ γ˜v = γ. This γ˜v is (piecewise) C
∞ if γ is (piecewise)
C∞, and has a C∞ dependence on v. Then part (ii) is satisfied with the map
hγ : I × B⊥(x, s) → M defined by hγ(x, z) = exp(γ˜v(t)), where v is the unique
point in B˜(γ(0), s) satisfying exp(v) = z. 
Lemma 15.3. For any S ⊂ M and s > 0, Pen⊥(S, s) is compact if and only if S
is compact.
Proof. The “only if” part is obvious because S ⊂ Pen⊥(S, s).
If S is compact, then P˜en(S, s) has compact closure in T F⊥. Since the domain
of its exponential map contains T F⊥ because g is transversely complete, it follows
that Pen⊥(S, s) = exp(P˜en(S, s)) has compact closure in M . 
For x ∈M and r, s > 0, let
Π(x, r, s) = Pen⊥(BF (x, r), s) .
Observe that
Π(x, r, s) ⊂ B(x, r + s) . (15.1)
Lemma 15.4. If the leaves are complete Riemannian submanifolds, then g is com-
plete.
Proof. If the leaves are complete, then Π(x, r, s) is compact for all x ∈ M and
r, s > 0 by Lemma 15.3. Hence B(x, r) is compact for all x ∈ M and r > 0
by (15.1), and thus g is complete. 
Let r :M → (0,∞] be the function defined by
r(x) = sup{r > 0 | BF(x, r) is compact} .
For any leaf L of F and all x, y ∈ L, we easily get
|r(x)− r(y)| < dF (x, y) . (15.2)
Lemma 15.5. r is continuous.
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Proof. The continuity of r on the leaves follows from (15.2), but the statement
asserts the continuity of r on M .
Fix some x ∈ M , and let K be a compact neighborhood of x. Take some s > 0
satisfying the statement of Lemma 15.2 with this K. Let xn be a sequence in K
converging to x. By the above observation, we can assume that xn ∈ B⊥(x, s) for
all n.
For 0 < r′ < r < r(x) and n large enough, we have BF (xn, r
′) ⊂ Π(x, r, s) by
Lemma 15.2, and thus BF (xn, r′) is compact by Lemma 15.3. It follows that
r(x) ≤ lim inf
n→∞
r(xn) .
For 0 < r < r′ and n large enough, we getBF (x, r) ⊂ Π(xn, r′, s) by Lemma 15.2.
Hence BF (x, r) is compact if BF(xn, r′) is compact by Lemma 15.3. This yields
r(x) ≥ lim sup
n→∞
r(xn) ,
and the result follows. 
Observe that r−1(∞) is a saturated set: it is the union of complete leaves.
Moreover it is closed by Lemma 15.5, but it may not be open. Thus there may be
points x and y in the same connected component of M such that r(x) = ∞ and
r(y) < ∞. Therefore the argument of [41] has to be slightly modified to finish the
proof of Proposition 15.1. We proceed as follows.
Proof of Proposition 15.1. Setting 1∞ = 0 as usual, the mapping x 7→ max{
1
r(x) , 1}
is continuous by Lemma 15.5. So there is a C∞ function ω : M → R such that
ω(x) > max{ 1
r(x) , 1} for all x ∈M . Let g
′ be the riemannian tensor onM satisfying
the properties (i)–(iii) of Proposition 15.1, whose restriction to the leaves is equal
to ω2g. For each x ∈M and every r > 0, let B′F(x, r) be the open g
′-ball in Lx of
center x and radius r.
Claim 1. For all x ∈M , we have
B′F (x,
1
3
) ⊂
{
BF(x,
r(x)
2 ) if r(x) <∞
BF(x,
1
3 ) if r(x) =∞.
By Claim 1, B′F (x,
1
3 ) is compact for all x ∈ M . Hence g
′ has complete restric-
tions to the leaves, and Proposition 15.1 follows by Lemma 15.4.
Let us prove Claim 1. For any leaf L and any C∞ curve c : I → L joining points
x and y, let ℓ and ℓ′ its lengths defined by g and g′, respectively. By the mean
value theorem, we have
ℓ′ =
∫ 1
0
ω(c(t)) ‖γ′(t)‖ dt
= ω(c(t0))
∫ 1
0
‖γ′(t)‖ dt
= ω(c(t0)) ℓ (15.3)
for some t0 ∈ I.
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Assume first that r(x) <∞, and thus r(z) <∞ for all z ∈ L. Let d′F denote the
g′-distance function on the leaves. Suppose that dF (x, y) ≥
r(x)
2 . Then
ℓ′ >
ℓ
r(c(t0))
(15.4)
by (15.3). On the other hand,
|r(c(t0))− r(x)| < dF (x, c(t0)) ≤ ℓ
by (15.2), yielding
r(c(t0)) < r(x) + ℓ .
Therefore
ℓ′ >
ℓ
r(x) + ℓ
≥
1
3
by (15.4) and since ℓ ≥ r(x)2 . Hence d
′
F (x, y) ≥
1
3 , showing Claim 1 in this case.
Suppose now that r(x) = ∞. So r(L) = ∞ and ω(L) = 1. Therefore ℓ′ =
ℓ by (15.3), yielding d′F (x, y) = dF(x, y). We get B
′
F(x,
1
3 ) = BF (x,
1
3 ), which
completes the proof of Claim 1. 
Let us use the term horizontal metric for the Carnot-Carathodory metric dH :
M ×M → [0,∞] induced by the polarization T F⊥ ⊂ TM (see e.g. [17]), which
is defined as follows. A horizontal curve in M is a piecewise C∞ curve orthogonal
to the leaves of F . Then dH(x, y) = ∞ if there is no horizontal curve between x
and y, and, otherwise, dH(x, y) is the infimum of the lengths of horizontal curves
between x and y. For x ∈ M and r > 0, the horizontal ball of radius r > 0 and
center x is the set
BH(x, r) = {y ∈ N | dH(x, y) < r} .
For K ⊂M , the horizontal penumbra of radius r around K is the set
PenH(K, r) =
⋃
x∈K
BH(x, r) .
Proposition 15.6. If K is compact, then PenH(K, r) is compact.
Proof. By Proposition 15.1, there is a complete bundle-like metric on M defining
the same horizontal penumbras as g. So we can assume that g is complete. Then
Pen(K, r) is compact, and the result follows because PenH(K, r) ⊂ Pen(K, r). 
16. Morphisms between complete Riemannian pseudogroups
Let H and H′ be complete Riemannian pseudogroups on Riemannian manifolds
T and T ′, respectively, and let F and F ′ be the corresponding possibly singular
Riemannian foliations defined by their orbits closures. For any morphism Φ : H →
H′, every φ : U → T ′ in Φ is a foliated map F|U → F
′. The morphism Φ is said
to be of class C0,∞ if all of its elements are C0,∞ as foliation maps in the above
sense. The set of all C0,∞ morphisms H → H′ will be denoted by C0,∞(H,H′).
Now, our main result (Theorem A) can be stated as follows.
Theorem 16.1. With the above notation and conditions, any morphism Φ : H →
H′ satisfies the following properties:
(i) Φ is complete.
(ii) Φ generates a morphism Φ : H → H′.
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(iii) Φ is of class C0,∞.
The morphism Φ of Theorem 16.1-(ii) will be called the closure of Φ.
Remarks 2. In Theorem 16.1, observe the following:
(a) By property (iii), φ is C∞ if H′ has dense orbits.
(b) With the notation of Section 9 and Theorem 16.1, observe that Φorb =
Φorb : H\T → H
′\T ′.
Theorem 16.1 will follow from the following proposition, whose large proof is
given in the following section.
Proposition 16.2. Let H, H′ and Φ be as in the statement of Theorem 16.1. For
each φ ∈ Φ and any x ∈ domφ, there is an open neighborhood U of x in domφ
satisfying the following properties:
(i) (U,U) is a completeness pair of H.
(ii) There exists a neighborhood O of idU in HU such that, if h ∈ O, then
h(U) ⊂ domφ and there is some h′ ∈ H′ with φ(U) ⊂ domh′ and so that
h′ ◦ φ = φ ◦ h on the whole of U .
(iii) If h′1, h
′
2 ∈ H
′ satisfy φ(U) ⊂ domh′1 ∩ domh
′
2 and h
′
1 ◦φ = h
′
2 ◦ φ on some
neighborhood of x, then h′1 ◦ φ = h
′
2 ◦ φ on the whole of U .
(iv) The map φ is C0,∞ on U .
The rest of this section will be devoted to prove that Theorem 16.1 follows
from Proposition 16.2. To begin with, Theorem 16.1-(iii) is the same condition as
Proposition 16.2-(iv).
To prove Theorem 16.1-(ii), by Lemma 2.3 it is enough to prove that, given
φ, ψ ∈ Φ, h ∈ H and x ∈ domφ ∩ domh with h(x) ∈ domψ, there is some h′ ∈ H′
with φ(x) ∈ domh′ and such that h′ ◦ φ = ψ ◦ h on some neighborhood of x. To
prove the existence of such an h′, we take the neighborhood U of y = h(x) and the
neighborhood O of idU in HU given by Proposition 16.2 for ψ and y; moreover we
can assume that U is connected and relatively compact. Let
σ = j1(γ(h, x)) ∈ j1(γ(H))x = j1(γ(H))x .
Then σ can be approximated as much as desired by elements τ ∈ j1(γ(H))x, which
are of the form τ = j1(γ(f, x)) for f ∈ H with x ∈ dom f . Thus σ · τ−1 is as close
as desired to 1z ∈ j1(H), where z = f(x) can be assumed to be in U . Because O is
a neighborhood of idU in HU , and since U is connected and relatively compact, it
follows from Lemma 9.1 that, for τ close enough to σ, there is some g ∈ O such that
j1(γ(g, z)) = σ · τ−1. Therefore g = h ◦ f−1 on some neighborhood of z because
both maps are local isometries. Now, since Φ is a morphism H → H′, there is some
f ′ ∈ H′ so that φ(x) ∈ dom f ′ and f ′ ◦ φ = ψ ◦ f on some neighborhood of x. On
the other hand, from Proposition 16.2, we get g(U) ⊂ domψ and the existence of
some g′ ∈ H′ such that ψ(U) ⊂ dom g′ and g′ ◦ ψ = ψ ◦ g on U . It follows that
ψ ◦ h = ψ ◦ g ◦ f = g′ ◦ ψ ◦ f = g′ ◦ f ′ ◦ φ
on some neighborhood of x, which is the desired property with h′ = g′ ◦ f ′ ∈ H′.
Thus Φ generates a morphism Φ : H → H′.
Lemma 16.3. The morphism Φ is complete.
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Before proving Lemma 16.3, we show how it implies property (i) of Theorem 16.1
(the completeness of Φ). Fix φ, ψ ∈ Φ, x ∈ domφ and y ∈ domψ. Let U and V
be neighborhoods of x and y such that (φ, U ;ψ, V ) is a completeness quadruple
of Φ. We can assume U and V are so small that φ(U) ⊂ U ′ and ψ(V ) ⊂ V ′ for
some completeness pair (U ′, V ′) of H′. We can also suppose that U satisfies the
properties of Proposition 16.2 with respect to φ and x. With these assumptions,
we are going to show that (φ, U ;ψ, V ) is also a completeness quadruple of Φ.
Take h ∈ HU with h(U)∩ V 6= ∅. Since (φ, U ;ψ, V ) is a completeness quadruple
of Φ, we have h(U) ⊂ domψ, and moreover there is some h¯′ ∈ H′ satisfying
φ(U) ⊂ dom h¯′ and h¯′ ◦ φ = ψ ◦ h on U . On the other hand, because h ∈ H and
Φ is a morphism H → H′, there is some h′ ∈ H′ with φ(x) ∈ domh′ and such that
h′◦φ = ψ◦h on some neighborhood of x. We can suppose that domh′ = U ′ ⊃ φ(U)
because (U ′, V ′) is a completeness pair ofH′. So h′◦φ = h¯′◦φ on some neighborhood
of x, and thus also on U by Proposition 16.2-(iii). Therefore h′ ◦ φ = ψ ◦ h on U as
desired.
Proof of Lemma 16.3. Let φ, ψ ∈ Φ, x ∈ domφ and y ∈ domψ. Choose rela-
tively compact open neighborhoods P and Q of x and y in T and T ′, respectively,
satisfying the following properties:
(A) There are relatively compact connected open neighborhoods P1 and Q1 of P
and Q in domφ and domψ, respectively, so that (P1, Q1) is a completeness
pair of H.
(B) There is an open neighborhoods O of idU in HP such that, for all h ∈ O,
we have h(P ) ⊂ domφ, and moreover there is some h′ ∈ H′ with φ(P ) ⊂
domh′ and h′ ◦ φ = φ ◦ h on P .
(C) The space j1(γ(H))Q
P
is compact.
Here, it is obvious that P and Q can be chosen so that property (A) holds. Prop-
erty (B) can be assumed by Proposition 16.2. Finally, property (C) can be assumed
because j1(γ(H)) is locally compact, j1(γ(H))yx is compact, and the family of sets
j1(γ(H))QP is a base of open neighborhoods of j
1(γ(H))yx in j
1(γ(H)) when P and
Q run over the open neighborhoods of x and y.
Claim 2. If some h ∈ HP1 satisfies h(P )∩Q 6= ∅, then there is some neighborhood
Uh of x in P and some neighborhood Gh of h in HP1 such that, for all f ∈ Gh, there
exists some f ′ ∈ H′ with φ(Uh) ⊂ dom f ′ and f ′ ◦ φ = ψ ◦ f on Uh.
Fix h ∈ HP1 with h(P )∩Q 6= ∅ to prove Claim 2. Because Φ is a morphism, there
is some h′ ∈ H′ with φ(x) ∈ domh′ and so that ψ◦h = h′◦φ on some neighborhood
Wh of x in P . Choose Uh such that Uh ⊂Wh, and choose the neighborhood Gh of
h in HP1 so small that f(P ) ⊂ h(P1), g = h
−1 ◦ f |P ∈ O and g(Uh) ⊂ Wh for all
f ∈ Gh. Then, by (B), there is some g′ ∈ H
′ with φ(P ) ⊂ dom g′ and g′ ◦ φ = φ ◦ g
on P . Hence f ′ = h′ ◦ g′ ∈ H′ satisfies φ(Uh) ⊂ dom f ′ and we have
f ′ ◦ φ = h′ ◦ g′ ◦ φ = h′ ◦ φ ◦ g = ψ ◦ h ◦ g = ψ ◦ f
on Uh, which completes the proof of Claim 2.
Now, to finish the proof of Lemma 16.3, consider the subspace
F =
{
(h, z) ∈ HP1 × P
∣∣ h(z) ∈ Q} ⊂ HP1 × P .
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Since P1 is connected and relatively compact, the map
F −→ j1(γ(H))Q
P
, (h, z) 7→ j1(γ(h, z)) ,
is a homeomorphism by Lemma 9.1. Thus F is compact by (C). When h runs over
the elements of HP1 satisfying h
(
P
)
∩Q 6= ∅, the sets
Fh = F ∩
(
Gh × P
)
6= ∅ ,
form an open covering of F , where the sets Gh are given by Claim 2. Then there is
a finite number of elements h1, . . . , hn ∈ HP1 with hi
(
P
)
∩Q 6= ∅ and so that the
corresponding sets F i = Fhi cover F . Let also Gi = Ghi and Ui = Uhi according
to Claim 2. Now let U be any connected open neighborhood of x in U1 ∩ · · · ∩ Un,
and let V be any open neighborhood of y with V ⊂ Q. With this choice of U and
V , we are going to prove that (φ, U ;ψ, V ) is a completeness quadruple of Φ.
Take any f ∈ HU with f(U) ∩ V 6= ∅. Because U is connected and (P1, Q1)
is a completeness pair of H, there is some extension f¯ ∈ HP1 of f . We have
f¯
(
P
)
∩ Q ⊃ f(U) ∩ V 6= ∅, and thus there is some z ∈ P such that
(
f¯ , z
)
∈ F .
So
(
f¯ , z
)
∈ F i for some i ∈ {1, . . . , n}; in particular, f¯ ∈ Gi. By Claim 2, there is
some f ′ ∈ H′ with φ(Ui) ⊂ dom f ′ and f ′ ◦φ = ψ ◦ f¯ on Ui. Therefore f ′ ◦φ = ψ ◦ f¯
on U as desired. 
17. Proof of Proposition 16.2
Let H, H′ and Φ be as in the statement of Proposition 16.2, and fix φ ∈ Φ. To
begin with, choose relatively compact connected open subsets, U0 ⊂ T and U ′0 ⊂ T
′,
such that:
(A) U0 ⊂ domφ and φ
(
U0
)
⊂ U ′0 ⊂ imφ.
(B) (U0, U0) and (U
′
0, U
′
0) are completeness pairs of H and H
′, respectively.
Since U0 is compact and φ continuous, we have φ
(
U0
)
= φ(U0) and the restriction
φ : U0 → φ
(
U0
)
is a quotient map.
We shall use the following notation. Let d denote the distance function on both
T and T ′. For y ∈ T , y′ ∈ T ′ and R > 0, let B(y,R) and B(y′, R) be the open
balls in T and T ′ of radius R centered at y and y′, respectively. Let B˜(y′, R) be
the open ball in T y′T ′ of radius R centered at the origin. Finally, let expy′ denote
the exponential map from some neighborhood of the origin in T y′T ′ to T ′.
Now, consider connected open subsets, U1 ⊂ U0 and U ′1 ⊂ U
′
0, and choose
R,R′ > 0 such that the following properties hold:
(C) φ(U1) ⊂ U ′1.
(D) diam(U1) < R, d(U1, T r U0) > R; thus U1 ⊂ U0.
(E) d(U ′1, T
′
r U ′0) > R
′; thus U ′1 ⊂ U
′
0.
(F) φ(B(y,R)) ⊂ B(φ(y), R′) for all y ∈ U1.
(G) The map expy′ : B˜(y
′, R′) → B(y′, R′) is defined and is a diffeomorphism
for all y′ ∈ U ′1.
(H) U1 ∩H(y) is connected for all y ∈ U1; i.e., the orbits of H have connected
intersections with U1.
(I) U1 ∩ h1(U1) ∩ h1 ◦ h2(U1) ∩ H(y) 6= ∅ for all y ∈ U1 and all h1, h2 ∈ HU0
close enough to idU0 .
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Observe that, for any x ∈ domφ, we can choose neighborhoods Ui and U ′i , i = 0, 1,
of x and φ(x) satisfying properties (A)–(I). Indeed, properties (A)–(E) can be ob-
viously assumed; property (F) can be assumed because U0 is a compact subset of
domφ; property (G) can be assumed because U ′1 is compact; and finally, proper-
ties (H) and (I) can be assumed by the description of a neighborhood of an orbit
closure (Section 13).
For y′ ∈ U ′1, let logy′ : B(y
′, R′) → B˜(y′, R′) denote the inverse of expy′ :
B˜(y′, R′) → B(y′, R′). Fix 0 < r ≤ R and y ∈ U1. Let y′ = φ(y), which is in U ′1
by (C). Then the subset logy′(φ(B(y, r))) ⊂ T y′T
′ is well defined by (F) and (G),
and let E(y, r) denote the linear span of logy′(φ(B(y, r))) in T y′T
′. Finally let
E(y) =
⋂
0<r≤R
E(y, r) ,
which is a linear subspace of T y′T ′ too.
Lemma 17.1. For all y ∈ U1 there is some r ∈ (0, R] such that E(y) = E(y, r).
Proof. This is an easy consequence of the finite dimension of T y′T ′. 
Lemma 17.2. Let r ∈ (0, R], y ∈ U1 and h′1, h
′
2 ∈ H
′
U ′0
. Then h′1 ◦ φ = h
′
2 ◦ φ on
B(y, r) if and only if h′1∗ = h
′
2∗ on E(y, r).
Proof. Let y′ = φ(y) and y′i = h
′
i(y
′), i = 1, 2. Then the diagrams
B˜(y′, R′)
h′i∗−−−−→ B˜(y′i, R
′)
expy′
y yexpy′i
B(y′, R′)
h′i−−−−→ B(y′i, R
′)
(17.1)
are well defined and commutative. We have h′1 ◦ φ = h
′
2 ◦ φ on B(y, r) if and only
if h′1 = h
′
2 on φ(B(y, r)), which is equivalent to h
′
1∗ = h
′
2∗ on logy′ φ(B(y, r)) by
the commutativity of (17.1), which in turn is obviously equivalent to h′1∗ = h
′
2∗ on
E(y, r). 
Corollary 17.3. Let y ∈ U1 and h
′
1, h
′
2 ∈ H
′
U ′0
. Then h′1 ◦ φ = h
′
2 ◦ φ on some
neighborhood of y if and only if h′1∗ = h
′
2∗ on E(y).
Proof. This is a direct consequence of Lemmas 17.1 and 17.2. 
Lemma 17.4. Let h ∈ H′U0 , h
′ ∈ H′U ′0 , y ∈ U1 and y
′ = φ(y). If φ ◦ h = h′ ◦ φ
around y, then the tangent map h′∗ : T y′T
′ → T h′(y′)T
′ restricts to an isomorphism
h′∗ : E(y)
∼=
→ E(h(y)).
Proof. We have φ ◦ h = h′ ◦ φ on B(y, r) for some r ∈ (0, R] by hypothesis. Then,
because φ : U0 → φ
(
U0
)
is a quotient map and since h : B(y, s)→ B(h(y), s) is a
homeomorphism for all s ∈ (0, R], it follows that
h′ : φ(B(y, s)) −→ φ(B(h(y), s))
is a homeomorphism if s ≤ r. So, for s ≤ r,
h′∗ : logy′ φ(B(y, s)) −→ logh′(y′) φ(B(h(y), s))
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is a homeomorphism as well because the diagram
B˜(y′, R′)
h′∗−−−−→ B˜(h′(y′), R′)
expy′
y yexph′(y′)
B(y′, R′)
h′
−−−−→ B(h′(y′), R′)
is well defined and commutative. Therefore h′∗ : T y′T
′ → T h′(y′)T
′ restricts to an
isomorphism h′∗ : E(y, s)
∼=
→ E(h(y), s) for all s ≤ r, and the result follows. 
For X ⊂ U1, let E(X) =
⋃
y∈X E(y). The following is some kind of semiconti-
nuity for the spaces E(y).
Lemma 17.5. Let y ∈ U1 and let V be an open subset of U1. If z ∈ V ∩H(y),
then
E(z) ⊂
⋂
W
E(V ∩W ∩H(y)) ,
where W runs over the open neighborhoods of z in T .
Proof. For z′ = φ(z), let Σ ⊂ j1(γ(H′))z
′
z′ denote the subset whose elements are
limits in j1(γ(H′)) of sequences j1(γ(h′n, z
′)), where h′n ∈ H
′
U ′0
satisfies h′n ◦ φ =
φ ◦ hn around z for some sequence hn → idU0 in HU0 with hn(z) ∈ V for all n. If
z 6∈ V , then we cannot take hn = idU0 and h
′
n = idU ′0 for all n; thus, a priori , it is
not clear that 1z′ ∈ Σ.
Claim 3. Σ 6= ∅.
Let us prove this assertion. Because z ∈ V ∩H(y), there is some sequence
hn ∈ H with z ∈ domhn and hn(z) → z. Since (U0, U0) is a completeness pair of
H, we can assume hn ∈ HU0 for all n. Furthermore we can suppose hn → idU0 in
HU0 by Lemma 11.1. Since Φ is a morphismH → H
′ and (U ′0, U
′
0) is a completeness
pair of H′, there is a sequence h′n ∈ H
′
U ′0
satisfying φ ◦ hn = h′n ◦ φ around z for
each n. The sequence j1(γ(h′n, z
′)) ∈ j1(γ(H′)) approaches the compact subspace
j1(γ(H′))z
′
z′ , and thus some subsequence is convergent to some σ ∈ j
1(γ(H′))z
′
z′ . It
follows that σ ∈ Σ, concluding the proof of Claim 3.
Claim 4. If σ, τ ∈ Σ, then σ · τ ∈ Σ.
Let us prove Claim 4. By the definition of Σ, there are sequences hm, gn ∈ HU0
and h′m, g
′
n ∈ H
′
U ′0
such that:
• j1(γ(h′m, z
′))→ σ, j1(γ(g′n, z
′))→ τ ;
• h′m ◦ φ = φ ◦ hm and g
′
n ◦ φ = φ ◦ gn around z;
• hm(z), gn(z) ∈ V ; and
• hm → idU0 and gn → idU0 in HU0 .
For each m ∈ Z+, let Pm be a neighborhood of z where h′m ◦ φ = φ ◦ hm and
hm(Pm) ⊂ V . Since gn → idU0 , for each m there is some nm ∈ Z+ such that
gnm(z) ∈ Pm. Moreover we can take nm ↑ ∞ as m → ∞. Then there is some
neighborhood Qm of z so that gnm(Qm) ⊂ Pm and φ ◦ gnm = g
′
nm
◦ φ on Qm.
Because (U0, U0) and (U
′
0, U
′
0) are completeness pairs of H and H
′, respectively,
there are maps fm ∈ HU0 and f
′
m ∈ H
′
U0
that are equal to hm ◦ gnm and h
′
m ◦ g
′
nm
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on some neighborhoods Wm and W
′
m of z and z
′, respectively. We can assume
φ(Wm) ⊂W ′m. Hence
φ ◦ fm = φ ◦ hm ◦ gnm = h
′
m ◦ φ ◦ gnm = h
′
m ◦ g
′
nm
◦ φ = f ′m ◦ φ
in the neighborhood Wm ∩Qm of z, and we have
fm(z) = hm ◦ gnm(z) ∈ hm ◦ gnm(Qm) ⊂ hm(Pm) ⊂ V .
Moreover
lim
m
j1(γ(fm, z)) = lim
m
(
j1(γ(hm, gnm(z))) · j
1(γ(gnm , z))
)
= lim
m
j1(γ(hm, gnm(z))) · lim
m
j1(γ(gnm , z))
= 1z ,
lim
m
j1(γ(f ′m, z
′)) = lim
m
(
j1(γ(h′m, g
′
nm
(z′))) · j1(γ(g′nm , z
′))
)
= lim
m
j1(γ(h′m, g
′
nm
(z′))) · lim
m
j1(γ(g′nm , z
′))
= σ · τ
by the properties of the maps hm, gn, h
′
m and g
′
n, because nm ↑ ∞, and since
g′nm(z
′) = φ ◦ gnm(z)→ φ(z) = z
′ .
So fm → idU0 in HU0 by Lemma 9.1. It follows that σ · τ satisfies the conditions to
be in Σ as desired.
Claim 5. Σ is closed, and thus compact.
To prove Claim 5, take any sequence σm ∈ Σ converging to some element τ ∈
j1(γ(H′))z
′
z′ . By the definition of Σ, for each m, there are sequences hm,n ∈ HU0
and h′m,n ∈ H
′
U ′0
such that:
• j1(γ(h′m,n, z
′))→ σm;
• h′m,n ◦ φ = φ ◦ hm,n around z;
• hm,n(z) ∈ V ;
• hm,n → idU0 in HU0 as n→∞.
A typical diagonal convergence argument easily yields the existence of a sequence
nm ↑ ∞ such that hm,nm → idU0 in HU0 and j
1(γ(h′m,nm , z
′)) → τ . Therefore τ
satisfies the conditions to be in Σ as desired.
The following well known general assertion will be used.
Claim 6. Let G be a first countable compact topological group. For each g ∈ G,
the subset
K = {gn | n ∈ Z+} ⊂ G
is a subgroup.
A proof of Claim 6 is included for completeness. First consider the closed subset
L =
∞⋂
m=1
{gn | n ≥ m} ⊂ K .
We have L 6= ∅ because G is compact. Furthermore L is a subgroup; in fact,
if σ, τ ∈ L, then there are sequences of positive integers, mk, nk ↑ ∞, such that
σ = limk g
mk and τ = limk g
nk . We can also suppose mk − nk ↑ ∞, yielding
σ · τ−1 = lim
k
gmk−nk ∈ L .
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On the other hand, we clearly have gL ⊂ L. Thus g ∈ L, yielding K = L because
L is a closed subgroup of G. Hence K is a subgroup as desired.
Claim 7. 1z′ ∈ Σ.
To prove this, we know the existence of some σ ∈ Σ by Claim 3. Since j1(γ(H′))z
′
z′
is a compact Lie group, the subset
K = {σn | n ∈ Z+} ⊂ j
1(γ(H′))z
′
z′
is a subgroup by Claim 6. Moreover K ⊂ Σ by Claims 4 and 5. Therefore 1z′ ∈ Σ
as desired.
Now the proof of Lemma 17.5 can be completed as follows. By Claim 7, there
are sequences hn and h
′
n in HU0 and H
′
U ′0
such that:
• j1(γ(h′n, z
′))→ 1z′ ;
• h′n ◦ φ = φ ◦ hn around z;
• hn(z) ∈ V ;
• hn → idU0 in HU0 .
By Lemma 17.4, every tangent homomorphism h′n∗ : T z′T
′ → τh′n(z′)T
′ restricts to
an isomorphism h′n∗ : E(z)
∼=
→ E(hn(z)). So, as W runs over the neighborhoods of
z in T , we get⋂
W
E(V ∩W ∩H(y)) ⊃
⋂
m
⋃
n≥m
E(hn(z)) =
⋂
m
⋃
n≥m
h′n∗(E(z)) . (17.2)
On the other hand, for each u ∈ T z′T ′, we have h′n∗(u) → u in T T
′ because
j1(γ(h′n, z
′))→ 1z′ , yielding
E(z) ⊂
⋂
m
⋃
n≥m
h′n∗(E(z)) . (17.3)
The result now follows from (17.2) and (17.3). 
From now on in this section, let Xy = U1 ∩ H(y) and X ′y = φ(Xy) for each
y ∈ U1.
Corollary 17.6. Let y ∈ U1, h ∈ HU0 and h
′ ∈ H′U ′0 such that h
(
U1
)
⊂ U0.
If φ ◦ h = h′ ◦ φ on some neighborhood of y in T , then φ ◦ h = h′ ◦ φ on some
neighborhood of Xy in T
Proof. Let
A = {z ∈ U1 | φ ◦ h = h
′ ◦ φ on some neighborhood of z in T} ,
Clearly, A is an open subset of U1 and contains y. So, since Xy is connected
(property (H)), it is enough to prove that A ∩H(y) is closed in Xy.
Let z be a point in the closure of A ∩H(y) in Xy; i.e.,
z ∈ U1 ∩ A ∩H(y) = U1 ∩A ∩H(y) .
We have to prove that z ∈ A.
Because Φ is a morphism H → H′ and (U ′0, U
′
0) a completeness pair of H
′, there
is some h′′ ∈ H′U ′0 such that φ ◦ h = h
′′ ◦ φ on some open neighborhood P of z.
So z ∈ V ∩H(y), where V = P ∩ A. Furthermore h′ ◦ φ = φ ◦ h = h′′φ in V ,
yielding h′∗ = h
′′
∗ on E(V ) by Corollary 17.3. Hence, by the continuity of h
′
∗ and
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h′′∗ , we get h
′
∗ = h
′′
∗ on
⋂
W E(W ∩ V ), where W runs over the neighborhoods of z.
It follows that h′∗ = h
′′
∗ on E(z) by Lemma 17.5, and thus h
′ ◦ φ = h′′ ◦ φ around z
by Corollary 17.3. Therefore h′ ◦φ = φ ◦ h around z, yielding z ∈ A as desired. 
Corollary 17.7. Let y ∈ U1, h ∈ HU0 and h
′ ∈ H′U ′0 such that h
(
U1
)
⊂ U0. If
φ ◦ h = h′ ◦ φ on some neighborhood of y in Xy, then φ ◦ h = h′ ◦ φ on the whole of
Xy.
Proof. Let G denote the restriction of H to H(y), and let Ψ : G → H′ denote
the restriction of Φ. With respect to Ψ, the open sets Ui ∩ H(y) and U ′i , i =
0, 1, clearly satisfy properties (A)–(H). Thus the result is a direct consequence of
Corollary 17.6. 
Corollary 17.8. There are neighborhoods P0 and Q0 of idU0 and idU ′0 in HU0
and H′U ′0 , respectively, such that all h ∈ P0 and h
′ ∈ Q0 satisfy U1 ⊂ domh
−1,
U ′1 ⊂ domh
′−1, and moreover, if φ ◦ h = h′ ◦ φ on Xy for some y ∈ U1, then
φ ◦ h−1 = h′−1 ◦ φ on Xy.
Proof. Let P0 be the set of h ∈ HU0 satisfying h
(
U1
)
⊂ U0, U1 ⊂ h(U0) and
h(Xy)∩Xy 6= ∅ for all y ∈ U1. LetQ0 be the set of h′ ∈ H
′
U ′0
satisfying U ′1 ⊂ h
′(U0).
By property (I), the sets P0 andQ0 are neighborhoods of idU0 and idU ′0 , respectively.
Take h ∈ P0 and h′ ∈ Q0. We clearly have U1 ⊂ domh−1 and U ′1 ⊂ domh
′−1.
Now, suppose that φ◦h = h′ ◦φ on Xy for some y ∈ U1; in particular, the following
diagram is commutative:
Xy ∩ h−1(Xy)
h
−−−−→ h(Xy) ∩Xy
φ
y yφ
φ
(
Xy ∩ h−1(Xy)
) h′
−−−−→ φ (h(Xy) ∩Xy) .
So φ ◦ h−1 = h′−1 ◦ φ on h(Xy) ∩ Xy. Furthermore, since (U0, U0) and (U ′0, U
′
0)
are completeness pairs of H
′
and H′, and since U1 and U
′
1 are connected, there is
some f ∈ HU0 and some f
′ ∈ H′U ′0 that are equal to h
−1 and h′−1 on U1 and U
′
1,
respectively. Thus φ ◦ f = f ′ ◦ φ on h(Xy) ∩ Xy. Moreover h(Xy) ∩ Xy 6= ∅ and
f(U1) = h
−1(U1) ⊂ U0 because h ∈ P0. Therefore
φ ◦ h−1 = φ ◦ f = f ′ ◦ φ = h′−1 ◦ φ
on Xy by Corollary 17.7. 
Corollary 17.9. There are neighborhoods P1 and Q1 of idU0 and idU ′0 in HU0
and H′U ′0 , respectively, such that all h1, h2 ∈ P1 and all h
′
1, h
′
2 ∈ Q1 satisfy U1 ⊂
dom(h1 ◦ h2), U ′1 ⊂ dom(h
′
1 ◦ h
′
2), and moreover, if φ ◦ hi = h
′
i ◦ φ on Xy for some
y ∈ U1, i = 1, 2, then φ ◦ h1 ◦ h2 = h′1 ◦ h
′
2 ◦ φ on Xy.
Proof. By property (I), there is a neighborhood P01 of idU0 in HU0 such that
Xy ∩ h1(Xy) ∩ h1 ◦ h2(Xy) 6= ∅ for all h1, h2 ∈ P01 and all y ∈ U1. Take an
open set V in T such that U1 ⊂ V and V ⊂ U0. Then the family P1 of maps
h ∈ P01 satisfying h(U1) ⊂ V and h(V ) ⊂ U0 is a neighborhood of idU0 in HU0 .
Let Q1 ⊂ H
′
U ′0
be the open subset of maps h′ ∈ H′U ′0 satisfying h
′(U ′1) ⊂ U
′
0
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Take h1, h2 ∈ P1 and h′1, h
′
2 ∈ Q1. We clearly have U1 ⊂ dom(h1 ◦ h2) and
U ′1 ⊂ dom(h
′
1 ◦ h
′
2). Now, suppose that φ ◦ hi = h
′
i ◦ φ on Xy for some y ∈ U1,
i = 1, 2. So, for
Y = Xy ∩ h1(Xy) ∩ h1 ◦ h2(Xy) ,
the following diagram is commutative:
h−12 ◦ h
−1
1 (Y )
h2−−−−→ h−11 (Y )
h1−−−−→ Y
φ
y φy yφ
φ(h−12 ◦ h
−1
1 (Y ))
h2−−−−→ φ(h−11 (Y ))
h1−−−−→ φ(Y ) .
Hence φ ◦ h1 ◦ h2 = h′1 ◦ h
′
2 ◦ φ on Y . Furthermore, since (U0, U0) and (U
′
0, U
′
0) are
completeness pairs of H and H′, and since U1 and U ′1 are connected, there is some
f ∈ HU0 which equals h1 ◦ h2 on U1, and there is some f
′ ∈ H′U ′0 which equals
h′1 ◦ h
′
2 on U
′
1. Thus φ ◦ f = f
′ ◦ φ on h−12 ◦ h
−1
1 (Y ). Moreover Y 6= ∅ and
f(U1) = h1 ◦ h2(U1) ⊂ h1(V ) ⊂ U0
because h1, h2 ∈ P1. Therefore
φ ◦ h1 ◦ h2 = φ ◦ f = f
′ ◦ φ = h′1 ◦ h
′
2 ◦ φ
on Xy by Corollary 17.7. 
Corollary 17.10. For any y ∈ U1 and any neighborhood Q of idU ′0 in H
′
U ′0
, there
is some neighborhood Py of idU0 in HU0 such that, for all h ∈ Py, there exists some
h′ ∈ Q such that φ ◦ h = h′ ◦ φ on Xy.
Proof. Fix any y ∈ U1 and let y′ = φ(y).
Claim 8. If h ∈ HU0 satisfies h(U1) ⊂ U0, then there is some h
′ ∈ H′U ′0 such that
φ ◦ h = h′ ◦ φ on Xy.
Let us prove this statement. By the definition of H, by Lemma 9.1, and since
(U0, U0) is a completeness pair of H, we get the existence of a sequence hn ∈ HU0
that converges to h in HU0 . We can suppose that hn(y) ∈ U0 for all n. Thus there
is another sequence h′n ∈ H
′
U ′0
so that φ ◦ hn = h′n ◦ φ around y because Φ is a
morphism H → H′ and (U ′0, U
′
0) is a completeness pair of H
′. So φ ◦hn = h′n ◦φ on
Xy by Corollary 17.7. On the other hand, the sequence j
1(γ(h′n, y
′)) ∈ j1(γ(H′))
approaches the compact subset j1(γ(H′))y
′′
y′ , where y
′ = φ(y) and y′′ = φ ◦ h(y).
Therefore j1(γ(h′n, y
′)) has some convergent subsequence; in fact, we can suppose
that j1(γ(h′n, y
′)) is itself convergent. Its limit is of the form j1(γ(h′, y′)) for some
h′ ∈ H′U ′0 because (U
′
0, U
′
0) is a completeness pair of H
′. Moreover h′n → h
′ in H′U ′0
by Lemma 9.1. So, from φ ◦ hn = h′n ◦ φ on Xy, it follows that φ ◦ h = h
′ ◦φ on Xy
because φ is continuous, completing the proof of Claim 8.
To finish the proof of this lemma, given a sequence hn ∈ HU0 such that hn → idU0
uniformly, we have to show that there is a subsequence hnm and a corresponding
sequence h′′m ∈ H
′
U ′0
so that h′′m → idU ′0 and φ ◦ hnm = h
′′
m ◦ φ on Xy for all m.
We can assume that hn(U1) ⊂ U0 for all n. Then, by Claim 8, there is a sequence
h′n ∈ H
′
U ′0
such that φ ◦ hn = h′n ◦ φ on Xy. We have h
′
n ◦ φ(y) = φ ◦ hn(y)→ y
′,
and thus σn = j
1(γ(h′n, y
′)) approaches the compact space j1(γ(H′))y
′
y′ . Hence
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some subsequence σnm is convergent to some τ ∈ j
1(γ(H′))y
′
y′ . Because (U
′
0, U
′
0)
is a completeness pair of H′, there is some f ′ ∈ H′U ′0 such that τ = j
1(γ(f ′, y′)).
Furthermore h′nm → f
′ on U ′0 by Lemma 9.1, and thus f
′ ◦ φ = φ on Xy because φ
is continuous, yielding that f ′ is the identity map on X ′y. Therefore there is some
neighborhood of X ′y where the composite h
′
nm
◦ f ′−1 is defined for all m, and we
have
j1(γ(h′nm ◦ f
′−1, y′)) = σnm · τ
−1 −→ 1y′ . (17.4)
Again, since (U ′0, U
′
0) is a completeness pair of H
′, there is some h′′m ∈ H
′
U ′0
such
that σn · τ−1 = j1(γ(h′′m, y
′)). Then h′′m = h
′
nm
◦ f ′−1 on some neighborhood of X ′y
because this space is connected by property (H). Therefore
h′′m ◦ φ = h
′
nm
◦ f ′−1 ◦ φ = h′nm ◦ φ = φ ◦ hnm
on Xy because f
′ is equal to the identity on X ′y. Moreover h
′′
m → id on U
′
0 by (17.4)
and Lemma 9.1. 
Corollary 17.11. There is some neighborhood P2 of idU0 in HU0 such that, for
any y ∈ U1 and any neighborhood P of idU0 in HU0 , there is some neighborhood Qy
of idU ′0 in H
′
U ′0
such that, if h ∈ P2 and h′ ∈ Qy satisfy φ ◦ h = h′ ◦ φ on Xy, then
there is some f ∈ P such that φ ◦ f = h′ ◦ φ on Xy.
Proof. Let P0 be the neighborhood of idU0 in HU0 given by Corollary 17.8, and
choose a neighborhood P2 of idU0 whose closure is contained in P0.
For each y ∈ U1, we have to prove that, if some sequences hn ∈ P2 and h′n ∈ H
′
U ′0
satisfy φ ◦ hn = h′n ◦ φ on Xy and h
′
n → idU ′0 , then there is some subsequence h
′
nm
and a sequence fm ∈ HU0 such that h
′
nm
◦ φ = φ ◦ fm on Xy and fm → idU0 .
Since hn ∈ P1, the sequence j1(γ(hn, y)) approaches the compact set j1(γ(H))U0y ,
yielding that some subsequence hnm is convergent to some h in HU0 by Lemma 9.1.
Since φ is continuous, we get φ ◦ h = φ on Xy, and moreover h ∈ P2 ⊂ P0.
Therefore U1 ⊂ domh−1 and φ = φ ◦ h−1 on Xy by Corollary 17.8.
Since hnm → h in HU0 and U1 ⊂ U0, it follows that the composite h
−1 ◦ hnm is
defined on U1 for m large enough. Thus, because U1 is connected and (U0, U0) is a
completeness pair of H, it follows that there is a unique fm ∈ HU0 which is equal
to h−1 ◦ hnm on U1. From h
−1 ◦ hnm |U1 → idU1 in HU1 , we get fm → idU0 in HU0
by Lemma 9.1. Furthermore
φ ◦ fm = φ ◦ h
−1 ◦ hnm = φ ◦ hnm = h
′
nm
◦ φ
on Xy for m large enough. 
According to Theorem 10.8, there are local Lie groups G and G′ with local
actions on T and T ′ generating the pseudogroups H0 and H
′
0, respectively. The
identity elements of G and G′ will be denoted by e and e′. Since U0 and U
′
0 are
relatively compact, we can suppose that G and G′ are small enough around e and
e′ so that the local action of all of their elements is defined on the whole of U0
and U ′0, respectively. For g ∈ G and g
′ ∈ G′, we shall also denote by g and g′ the
corresponding elements inHU0 andH
′
U ′0
defined by the local actions. Again, we can
assume that G and G′ are so small that their elements, considered as maps in HU0
and H′U ′0 , belong to the neighborhoods P i and Qj given by Corollaries 17.8, 17.9
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and 17.11, i = 0, 1, 2, j = 0, 1. Further assumptions on G and G′ will be made
when needed.
Fix any y ∈ U1. Let Gy be the set of the elements g ∈ G such that there is some
g′ ∈ G′ so that g′ ◦ φ = φ ◦ g on Xy.
Lemma 17.12. Gy is an open local subgroup of G.
Proof. The symmetry of Gy follows from Corollary 17.8. Also, Gy is a neighborhood
of e in G by Corollary 17.10. So it only remains to prove that Gy is open in G
Take any g ∈ Gy, and choose some g′ ∈ G′ such that g′ ◦ φ = φ ◦ g on Xy. Let
Q be a neighborhood of e′ in G′ so small that, for all h′ ∈ Q, the product g′h′ is
defined in G′. By Corollary 17.10, there is some neighborhood P of e in G so small
that:
• for all h ∈ P , there is some h′ ∈ Q such that h′ ◦ φ = φ ◦ h on Xy; in
particular, P ⊂ Gy; and
• the product gh is well defined in G for all h ∈ P .
Then the neighborhood gP of g in G is contained in Gy by Corollary 17.9. 
Let G′y be the set of all g
′ ∈ G′ satisfying g′ ◦ φ = φ ◦ g on Xy for some g ∈ Gy.
Lemma 17.13. G′y is a local Lie subgroup of G
′.
Proof. G′y clearly contains the identity element e
′ of G′. Moreover G′y is symmetric
by Corollary 17.8.
Now take any g′0 ∈ G
′
y and any g0 ∈ Gy satisfying g
′
0 ◦ φ = φ ◦ g0 on Xy. Let
P0 and P be compact neighborhoods of g0 and e in the open subset Gy of G such
that the products gh and hg are defined in G for all g ∈ P0 and all h ∈ P . Then,
by Corollary 17.11, there are compact neighborhoods Q0 and Q of g
′
0 and e
′ in G′,
respectively, such that:
• for all g′ ∈ G′y ∩Q0 and all h
′ ∈ G′y ∩Q, there exists some g ∈ Gy ∩P0 and
some h ∈ Gy ∩ P so that g
′ ◦ φ = φ ◦ g and h′ ◦ φ = φ ◦ h on Xy;
• the products g′h′ and h′g′ are defined in G′ for all g′ ∈ Q0 and all h′ ∈ Q.
Take g′ ∈ G′y ∩ Q0 and h
′ ∈ G′y ∩ Q, and choose g ∈ Gy ∩ P0 and h ∈ Gy ∩ P
satisfying g′ ◦ φ = φ ◦ g and h′ ◦ φ = φ ◦ h on Xy. Then, by Corollary 17.9, we get
g′ ◦ h′ ◦ φ = φ ◦ g ◦ h and h′ ◦ g′ ◦ φ = φ ◦ h ◦ g on Xy. So both g′h′ and h′g′ belong
to G′y, and we get that G
′y is a local subgroup of G′.
Finally, consider a sequence h′n ∈ G
′
y ∩ Q converging to some element h
′ ∈ Q.
Then there is another sequence hn ∈ P such that h′n ◦ φ = φ ◦ hn on Xy. Since P
is compact, there is a subsequence hnm converging to some element h ∈ P ⊂ Gy.
On the other hand, since φ is continuous, from h′nm ◦ φ = φ ◦ hnm on Xy, it follows
that h′ ◦φ = φ◦h on Xy. So h′ ∈ G′y ∩Q, obtaining that G
′
y ∩Q is closed in Q, and
thus compact. Hence both g′0(G
′
y ∩Q) and (G
′
y ∩Q)g
′
0 are compact neighborhoods
of g′0 in G
′
y. Therefore G
′
y is a locally compact local subgroup of G
′, and thus a
local Lie subgroup of G′ by [10, page 227, The´ore`me 2]. 
Lemma 17.14. X ′y = φ(Xy) is an open subset of the G
′
y-orbit of y
′ = φ(y) on T ′,
and thus X ′y is a C
∞ submanifold of T ′.
Proof. Since Gy is an open neighborhood of e in G, we get that H0(y) is the orbit
of the local action of Gy on T that contains y. Take any z ∈ Xy. Because Xy
is a connected open subset of H0(y), there are g1, . . . , gk ∈ Gy such that z =
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g1 . . . gky and gigi+1 . . . gky ∈ Xy for i = 1, . . . , k. By the definition of Gy, there
are g′1, . . . , g
′
k ∈ G
′
y such that g
′
i ◦ φ = φ ◦ gi on Xy. Hence φ(z) = g
′
1 . . . g
′
ky
′ is in
the G′y-orbit of y
′. Therefore the whole of X ′y is contained in the G
′
y-orbit of y
′
because z is arbitrary.
On the other hand, for all g′ ∈ G′y, we know the existence of some g ∈ Gy
such that g′ ◦ φ = φ ◦ g on Xy; in particular, g′y′ = φ(gy). Furthermore, by
Corollary 17.11, the above g can be chosen to approach e in Gy as g
′ approaches
e′ in G′y. So gy ∈ Xy if g
′ is close enough to e′ in G′y, yielding g
′y′ = φ(gy) ∈ X ′y.
Therefore X ′y contains a nontrivial open subset of the G
′
y-orbit of y
′. It follows that
X ′y is open in that orbit as desired. 
We can assume that G′ is an open local subgroup of a local Lie group G˜′ such
that the product g′h′ is defined in G˜′ for all g′, h′ ∈ G′, and the local action of G′
on T ′ can be extended to a local action of G˜′ on T ′. For the given point y ∈ U1,
two elements of G′y will be said to be equivalent if, as elements of H
′
U ′0
, they have
the same restriction to X ′y. The corresponding quotient space will be denoted by
G′′y .
Lemma 17.15. The local Lie group structure of G′y canonically induces a local Lie
group structure on G′′y , and the local action of G
′
y on X
′
y canonically induces an
effective isometric local action of G′′y on X
′
y.
Proof. Let K˜y ⊂ G˜′ be the closed normal local Lie subgroup of elements in G˜′ that
fix all points of X ′y. Right translations obviously define a local action of K˜y on G
′
y
whose orbit space will be denoted by G′y/K˜y. Since K˜y is normal in G˜
′, the local
group structure of G′y induces a local group structure on G
′
y/K˜y, and the local
action of G′y on X
′
y induces a local action of G
′
y/K˜y on X
′
y.
The pseudogroup on G′y generated by the local action of K˜y is parallelizable:
it preserves the parallelism defined by any frame of right invariant vector fields.
This pseudogroup is closed because K˜y is closed in G˜
′. Moreover it is obviously
complete. So G′y/K˜y is a manifold and the quotient map G
′
y → G
′
y/K˜y is a C
∞
submersion according to Section 12. Therefore the result easily follows from the
following assertion.
Claim 9. We have G′y/K˜y = G
′′
y as quotient spaces.
If the product g′a′ is defined in G′y for some g
′ ∈ G′y and some a
′ ∈ K˜y, then g
′
and g′a′ have the same restriction to X ′y, and thus they are equivalent. Hence, to
prove Claim 9, it only remains to show that two equivalent elements g′, h′ ∈ G′y are
in the same K˜y-orbit. But for such g
′ and h′, the inverse g′−1 is also an element
of G′y, and thus the product a
′ = g′−1h′ is defined in G˜′. Moreover a′ fixes every
point of X ′y because g
′ and h′ are equivalent; i.e., a′ ∈ K˜y. So g′ and h′ = g′a′ are
in the same K˜y-orbit as desired. 
Let g, g′, g′y and g
′′
y be the Lie algebras of right invariant vector fields on G, G
′,
G′y and G
′′
y , respectively; we take Lie algebras of right invariant vector fields since
we consider left local actions. By Lemma 17.14, the elements of g′y are just the
elements in g′ whose infinitesimal action is tangent to X ′y. If ky ⊂ g
′
y denotes the
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normal Lie subalgebra of elements whose infinitesimal actions vanish on X ′y, then
there is an induced infinitesimal action of g′y/ky on X
′
y.
With the notation of the proof of Lemma 17.15, let Ky = K˜y ∩G′, which is an
open local subgroup of K˜y, and a closed normal local Lie subgroup of G
′
y. Then the
Lie algebra of Ky is ky. Moreover, by Lemma 17.15, we have g
′′
y ≡ g
′
y/ky, and the
above infinitesimal action of g′y/ky on X
′
y can be identified with the infinitesimal
action induced by the local action of G′′y on X
′
y.
Lemma 17.16. There is a homomorphism of local Lie groups, Fy : Gy → G′′y , such
that the restriction φ : Xy → X ′y is Fy-equivariant.
Proof. For each g ∈ Gy, there is some g
′ ∈ G′y so that g
′ ◦ φ = φ ◦ g on Xy. By
the definition of G′′y , any other element of G
′
y satisfying the same property defines
the same element in G′′y ; thus the notation Fy(g) ∈ G
′′
y makes sense for the class
represented by g′. This defines a map Fy : Gy → G′′y , which is a homomorphism of
local groups by Corollary 17.9. Moreover φ : Xy → X ′y is Fy-equivariant, clearly.
On the other hand, Corollary 17.10 implies that Fy is also continuous, and thus
analytic too [10, Theorem 1, page 225]. Therefore Fy is a homomorphism of local
Lie groups. 
If A ∈ g and A′ ∈ g′′y , the notation A˜ ∈ X(T ) and B˜ ∈ X(X
′
y) will be used for
the corresponding infinitesimal actions.
Corollary 17.17. The map φ : Xy → X ′y is C
∞ and satisfies the following prop-
erty: if A ∈ g, A′ = Fy∗(A) ∈ g′′y , z ∈ Xy and z
′ = φ(z) ∈ X ′y, then
φ∗(A˜z) = A˜′z′ . (17.5)
Proof. Fix z ∈ Xy and let z
′ = φ(z). According to Section 11, there are symmet-
ric open neighborhoods R and S of e and e′′ in Gy and G
′′
y , and there are open
neighborhoods P and Q of z and z′ in Xy and X
′
y, such that the maps R→ P and
S → Q, given by a 7→ az and a′ 7→ a′z′, are well defined C∞ surjective submersions.
We can assume φ(P ) ⊂ Q and Fy(R) ⊂ S. The Fy-equivariance of φ : Xy → X ′y
implies the commutativity of the following diagram:
R
Fy
−−−−→ Sy y
P
φ
−−−−→ Q .
(17.6)
So φ : P → Q is C∞, and thus φ : Xy → X
′
y is C
∞ since z is arbitrary. Finally,
equality (17.5) is a direct consequence of the commutativity of (17.6). 
Now, we can suppose that exp : B → G and exp : B′ → G′ are diffeomorphisms
for some balls B and B′ in g and g′, respectively, centered at the origin. Then,
for −1 ≤ r ≤ 1, multiplication by r defines maps B → B and B′ → B′, which
correspond via the exponential map to maps G → G and G′ → G′, which will be
respectively denoted by g 7→ gr and g′ 7→ g′r.
Corollary 17.18. If g′◦φ = φ◦g on Xy for g ∈ G and g
′ ∈ G′, then g′r ◦φ = φ◦gr
on Xy for −1 ≤ r ≤ 1. In particular, we have gr ∈ Gy and g′r ∈ G′y for all g ∈ Gy
and all g′ ∈ G′y, and thus Gy and G
′
y are connected.
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Proof. The condition g′ ◦ φ = φ ◦ g on Xy means that g ∈ Gy , g′ ∈ G′y and
Fy(g) = g¯
′, where g¯′ ∈ G′′y denotes the class represented by g
′. Take A ∈ B and
A′ ∈ B′ such that g = expA and g¯′ = expA′. Then the local actions of gr and g¯′r
on Xy and X
′
y are the corresponding uniparametric local groups of diffeomorphisms
exp rA˜ and exp rA˜′. Therefore it is enough to show that φ∗(A˜) = A˜′ on X
′
y. But
we have
expFy∗(A) = Fy exp(A) = Fy(g) = g¯
′ = exp(A′) .
So Fy∗(A) = A
′, and the result follows by Corollary 17.17. 
Now, fix an arbitrary point x ∈ domφ and let x′ = φ(x). Take neighborhoods
U1 and U
′
1 of x and x
′ satisfying properties (A)–(I). Define ρ : G → [0, R] in the
following way. Given g ∈ G, if there is some g′ ∈ G′ with φ ◦ g = g′ ◦ φ around x,
then let ρ(g) be the supremum of r ∈ (0, R] such that φ ◦ g = g′ ◦ φ on B(x, r) for
some g′ ∈ G′; otherwise let ρ(g) = 0. The following is a key result.
Lemma 17.19. There is some C > 0 and some open local subgroup H ⊂ G such
that ρ(g) ≥ C for all g ∈ H.
Proof. Let C1 = d(x, T r U1) > 0.
Claim 10. We have
ρ(g1g2) ≥ min{C1, ρ(g1), ρ(g2)}
for all g1, g2 ∈ G.
To prove this assertion, we can assume ρ(gi) > 0, i = 1, 2. Set
0 < s < min{C1, ρ(g1), ρ(g2)} .
Then, by Corollary 17.7, there are g′1, g
′
2 ∈ G
′ such that g′i ◦ φ = φ ◦ gi on a tube in
U1 around Xx of radius s. Therefore (g
′
1g
′
2) ◦φ = φ ◦ (g1g2) on a tube in U1 around
Xx of radius s by Corollary 17.9, and Claim 10 follows.
Claim 11. We have
ρ(gr) ≥ min{ρ(g), C1}
for −1 ≤ r ≤ 1 and g ∈ G.
We can assume ρ(g) > 0 to prove this claim, and set 0 < s < min{ρ(g), C1}.
Then, by Corollary 17.7, there is some g′ ∈ G′ such that g′ ◦φ = φ ◦ g′ on the tube
in U1 around Xx of radius s. So g
′r ◦ φ = φ ◦ gr on such a tube for −1 ≤ r ≤ 1 by
Corollary 17.18, and Claim 11 follows.
Let Λ ⊂ G be the dense local subgroup whose local action on T generates H0.
Since Φ is a morphism H → H′ and (U ′0, U
′
0) is a completeness pair of H
′, for all
g ∈ Λ, there is some h′ ∈ H′U ′0 so that h
′ ◦ φ = φ ◦ g around x. But this does
not directly imply ρ(g) > 0 because h′ may not be defined by the action of some
element of G′; recall that the local action of G′ on T ′ generates H′0, which may be
different from H′. So the following assertion is not completely obvious, where the
notation g(0,1] = {gr | r ∈ (0, 1]} is used for any g ∈ G.
Claim 12. For all g ∈ Λ and any neighborhood U of g(0,1] in G, there is some
a ∈ Λ ∩ U with ρ(a) > 0.
Fix any g ∈ Λ and any neighborhood U of g(0,1] in G. Take some h′ ∈ H′U ′0 such
that h′ ◦ φ = φ ◦ g on some neighborhood O of x in U1. It is easy to see that there
are sequences, gn ∈ Λ and h′n ∈ H
′
U ′0
, so that:
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(a) h′n ◦ φ = φ ◦ gn on some neighborhood On of x in O;
(b) gn → g;
(c) gn(On) ⊂ gm(Om) if m < n;
(d) g−1m gn ∈ U if m < n.
Recall the notation x′ = φ(x), and let y = g(x) and y′ = φ(y). Let also x′n =
h′n(x
′) = φ◦gn(x). Since φ is continuous, from (a) and (b) we get that j1(γ(h′n, x
′))
approaches the compact subspace j1(γ(H′))y
′
x′ of J
1(T ′). So some subsequence
of j1(γ(h′n, x
′)) is convergent in j1(γ(H′))y
′
x′ . Therefore there are m and n large
enough, say m < n, so that
j1(γ(h′−1m ◦ h
′
n, x
′)) = j1(γ(h′m, x
′
n))
−1 · j1(γ(h′n, x
′))
is as close to 1x′ as desired. In particular, we can assume h
′−1
m ◦ h
′
n is defined by
the local action of some a′m,n ∈ G
′ by Lemma 9.1 and Theorem 10.8. On the other
hand, from (c) we get a commutative diagram
On
gn−−−−→ gm(Om)
g−1n−−−−→ Om
φ
y φy yφ
φ(On)
h′n−−−−→ φ ◦ gm(Om)
h′−1m−−−−→ φ(Om) .
So a′m,n ◦φ = φ◦ g
−1
m gn on On, yielding ρ(g
−1
m gn) > 0, and Claim 12 follows by (d).
The proof of Lemma 17.19 can be completed as follows. Since Λ is dense in G,
there are elements g1, . . . , gk in Λ which are the image by the exponential map of
the elements of some base of g. It is easy to see that there is a neighborhood Ui of
each g
(0,1]
i such that any choice of elements ai ∈ Ui, i = 1, . . . , k, is the image by the
exponential map of some base of g. So all elements in some open local subgroup
H ⊂ G can be written as products of the form ar11 . . . a
rk
k with −1 ≤ ri ≤ 1.
Moreover, by Claim 12 such elements ai can be chosen so that ρ(ai) > 0. Then the
result easily follows from Claims 10 and 11. 
Let us finish the proof of Proposition 16.2. For φ and x as above, by Lemma 17.19,
there is an open local subgroup H ⊂ G and some open connected neighborhood U
of x in U1 such that, for all h ∈ H , there is some h′ ∈ G′ so that h′ ◦ φ = φ ◦ h
on U . Indeed, we can assume Xy ⊂ U if y ∈ U by Corollary 17.7. So Proposi-
tion 16.2-(ii) follows with such a U and taking as O the neighborhood of idU in
HU defined by the local action of H on U . Because U ⊂ U0, this U also satisfies
Proposition 16.2-(i); i.e., (U,U) is a completeness pair of H. We can choose such a
U satisfying Proposition 16.2-(iii) by Lemmas 17.1 and 17.2.
Only Proposition 16.2-(iv) remains to be proved; that is, it remains to show that
φ is C0,∞ on U . This will take some more work, but the main ideas were already
used; it is only needed a slight sharpening of the arguments by using the existence
of H and U .
Let H ′ be the set of elements h′ ∈ G′ such that h′ ◦ φ = φ ◦ h on U for some
h ∈ H . Observe that H ′ contains e′.
Lemma 17.20. For any neighborhood Q of e′ in H ′, there is some neighborhood P
of e in H such that, for all g ∈ P , there exists some g′ ∈ Q such that φ ◦ g = g′ ◦ φ
on U .
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Proof. Given a sequence gn ∈ H such that gn → e, we have to show that there is
a subsequence gnm and a corresponding sequence h
′
m ∈ H
′ so that h′m → e
′ and
φ◦gnm = h
′
m◦φ on U for allm. We know that there is a sequence g
′
n ∈ H
′ such that
φ ◦ gn = g′n ◦ φ on U . Then g
′
n ◦ φ = φ ◦ gn → φ on U , and thus σn = j
1(γ(g′n, x
′))
approaches the compact space j1(γ(H′))x
′
x′ (recall that x
′ = φ(x)). Hence some
subsequence σnm is convergent to some τ ∈ j
1(γ(H′))x
′
x′ . Because (U
′
0, U
′
0) is a
completeness pair of H′, there is some f ′ ∈ H′U ′0 such that τ = j
1(γ(f ′, x′)).
Furthermore g′nm → f
′ on U ′0 by Lemma 9.1. So f
′ ◦φ = φ on U , and thus f ′ is the
identity on φ(U). Hence there is some neighborhood of φ(U) where the composite
g′nm ◦ f
′−1 is defined for all m, and we have
j1(γ(g′nm ◦ f
′−1, x′)) = σnm · τ
−1 −→ 1x′ . (17.7)
Again, since (U ′0, U
′
0) is a completeness pair of H
′ and U is connected, there is some
h′m ∈ H
′
U ′0
such that σn · τ−1 = j1(γ(h′m, x
′)). Then h′m = g
′
nm
◦ f ′−1 on some
neighborhood of φ(U). Therefore
h′m ◦ φ = g
′
nm
◦ f ′−1 ◦ φ = g′nm ◦ φ = φ ◦ gnm
on U because f ′ equals the identity on φ(U). Moreover h′m → idU ′0 by (17.7) and
Lemma 9.1; thus the maps h′m can be considered as elements of H
′ for m large
enough. 
Lemma 17.21. For any neighborhood P of e in G, there is some neighborhood
Q of e′ in G′ such that for all g′ ∈ H ′ ∩ Q there is some f ∈ H ∩ P such that
φ ◦ f = h′ ◦ φ on U .
Proof. We have to prove that, if some sequences gn ∈ H and g′n ∈ H
′ satisfy
φ ◦ gn = g′n ◦ φ on U and g
′
n → e
′, then there is some subsequence g′nm and a
sequence fm ∈ H such that g′nm ◦ φ = φ ◦ fm on U and fm → e.
The sequence j1(γ(gn, x)) approaches the compact set j
1(γ(H))U0x . So some sub-
sequence gnm is convergent to some h in HU0 by Lemma 9.1. Since φ is continuous,
we get φ ◦ h = φ on U , and moreover h ∈ P2 ⊂ P0. Therefore U1 ⊂ domh−1 and
φ = φ ◦ h−1 on U by Corollary 17.8.
Since gnm → h in HU0 and U1 ⊂ U0, the composite h
−1 ◦ hnm is defined on U1
for m large enough. Thus, because U1 is connected and (U0, U0) is a completeness
pair of H, there is a unique fm ∈ HU0 which equals h
−1 ◦ hnm on U1. From the
convergence of h−1 ◦ hnm to the identity map on U1, we get fm → idU0 in HU0 by
Lemma 9.1. Furthermore
φ ◦ fm = φ ◦ h
−1 ◦ gnm = φ ◦ gnm = g
′
nm
◦ φ
on U for m large enough. Finally, since fm → idU0 , the maps fm can be considered
as elements of G, and thus of H , for m large enough. 
Lemma 17.22. H ′ is a local Lie subgroup of G′.
Proof. H ′ contains the identity element, and is symmetric by Corollary 17.8.
Now take any g′0 ∈ H
′ and any g0 ∈ H satisfying g′0 ◦φ = φ◦g0 on U . Let P0 and
P be compact neighborhoods of g0 and e in H , respectively, such that the products
gh and hg are defined in G for all g ∈ P0 and all h ∈ P . Then, by Lemma 17.21,
there are compact neighborhoods Q0 and Q of g
′
0 and e
′ in G′, respectively, such
that:
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• for all g′ ∈ H ′ ∩Q0 and all h′ ∈ H ′ ∩Q, there exists some g ∈ P0 and some
h ∈ P so that g′ ◦ φ = φ ◦ g and h′ ◦ φ = φ ◦ h on U ;
• the products g′h′ and h′g′ are defined in G′ for all g′ ∈ Q0 and all h′ ∈ Q.
Take g′ ∈ H ′∩Q0 and h′ ∈ H ′∩Q, and choose g ∈ P0 and h ∈ P satisfying g′ ◦φ =
φ ◦ g and h′ ◦ φ = φ ◦ h on U . Then, by Corollary 17.9, we get (g′h′) ◦ φ = φ ◦ (gh)
and (h′g′) ◦φ = φ ◦ (hg) on U . So both g′h′ and h′g′ belong to H ′, and we get that
H ′ is a local subgroup of G′.
Finally, consider a sequence h′n ∈ H
′ ∩ Q converging to some element h′ ∈ Q.
Then there is another sequence hn ∈ P such that h
′
n ◦ φ = φ ◦ hn on U . Since P
is compact, there is a subsequence hnm converging to some element h ∈ P . On the
other hand, since φ is continuous, from h′nm ◦ φ = φ ◦ hnm on U , it follows that
h′ ◦ φ = φ ◦ h on U . So h′ ∈ H ′ ∩Q, obtaining that H ′ ∩Q is closed in Q, and thus
compact. Hence both g′0(H
′ ∩Q) and (H ′ ∩Q)g′0 are compact neighborhoods of g
′
0
in H ′. Therefore H ′ is a locally compact local subgroup of G′, and thus a local Lie
subgroup of G′ by [10, page 227, The´ore`me 2]. 
Lemma 17.23. For each y ∈ U , X ′y is open in the H
′-orbit of y′ = φ(y) on T ′.
Proof. Since H is an open neighborhood of e in G, we get that H0(y) is the orbit of
the local action of H on T that contains y. Take any z ∈ Xy. Then, because Xy is
a connected open subset of H0(y), there are g1, . . . , gk ∈ H such that z = g1 . . . gky
and gigi+1 . . . gky ∈ Xy for i = 1, . . . , k. By definition of H , there are g′1, . . . , g
′
k ∈
H ′ such that g′i ◦ φ = φ ◦ gi on U . Hence φ(z) = g
′
1 . . . g
′
ky
′ is in the H ′-orbit of y′.
Therefore the whole X ′y is contained in the H
′-orbit of y′ because z is arbitrary.
Now the result follows from Lemma 17.14. 
Two elements of H ′ will be said to be equivalent if they have the same action
on φ(U). The corresponding quotient space will be denoted by H ′′.
Lemma 17.24. The local Lie group structure of H ′ canonically induces a local
Lie group structure on H ′′, and the local action of H ′ on φ(U) canonically induces
a effective isometric local action of H ′′ on some G′-submanifold U ′′ of U ′1 that
contains φ(U).
Proof. Let L˜ ⊂ G˜′ be the closed normal local Lie subgroup of elements that fix the
points of φ(U). Let U ′′ be the space of points in U ′1 that are fixed by L˜. Since
the local action of L˜ is isometric, U ′′ is a C∞ submanifold of U1. This follows
because the local action of K˜ on T ′ can be linearized around each y′ ∈ U ′′ via
the exponential map, and the fixed points of this linearized local action is a linear
subspace of T y′T ′; thus normal coordinates of T ′ around points of U ′′ restrict to
local coordinates on U ′′; and the changes of such local coordinates on U ′′ are C∞,
obviously. Furthermore U ′′ is a G′-subset of U ′1: if y
′ ∈ U ′′, g′ ∈ G′ and a′ ∈ L˜,
there is some b′ ∈ L˜ such that a′g′ = g′b′ because L˜ is normal in G˜′, yielding
a′g′y′ = g′b′y′ = g′y′, and thus g′y′ ∈ U ′′.
Now, as in the proof of Lemma 17.15, the local Lie group structure of H ′ induces
a local Lie group structure on H ′′, and the local action of H ′ on U ′′ induces a local
action of H ′′ on U ′′. 
With the notation of the proofs of Lemmas 17.15 and 17.24, observe that
H ′ ⊂
⋂
y∈U
G′y , L˜ ⊂
⋂
y∈U
K˜y .
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So there is a canonical homomorphism H ′′ → G′′y for each y ∈ U . The identity
element of H ′′ will be also denoted by e′′.
Lemma 17.25. There is a homomorphism of local Lie groups, F : H → H ′′, such
that the diagram
H
F
−−−−→ H ′′y y
Gy
Fy
−−−−→ G′′y
(17.8)
is commutative for all y ∈ U .
Proof. For each h ∈ H , there is some h′ ∈ H ′ so that g′ ◦ φ = φ ◦ g on U . By the
definition of H ′′, any other element in H ′ satisfying the same property represents
the same element in H ′′; thus the notation F (h) ∈ H ′′ makes sense for the element
represented by h′. This defines a map F : H → H ′′, which is a homomorphism of
local groups by Corollary 17.9. On the other hand, Lemma 17.20 implies that F is
also continuous, and thus it is a homomorphism of local Lie groups [10, Theorem 1,
page 225]. The commutativity of (17.8) is easy to check. 
Corollary 17.26. The restriction φ : U → U ′′ is F -equivariant.
Proof. This follows from Lemma 17.16 and the commutativity of (17.8). 
Let µ : Ω → U and µ′′ : Ω′′ → U ′′ denote the local actions of H on U and
of H ′′ on U ′′, where Ω ⊂ H × U and Ω′′ ⊂ H ′ × U ′′ are open neighborhoods of
{e} × U and {e′′} × U ′′. The equivariance of φ means that the following diagram
is commutative:
Ω
F×φ
−−−−→ Ω′′
µ
y yµ′′
U
φ
−−−−→ U ′′ .
(17.9)
Let G and G′′ be the foliations on Ω and Ω′′ whose leaves are the the intersections
of Ω and Ω′′ with the corresponding product slicesH×{y} and H ′′×{y′′}, for y ∈ U
and y′′ ∈ U ′′. Also, the H-orbits Xy in U are the leaves of a singular Riemannian
foliation F on U , and the H′-orbits define a singular Riemannian foliation F ′′ on
U ′′ since U ′′ is a G′-submanifold of U ′1 (Lemma 17.24). With respect to these
singular Riemannian foliations, (17.9) consists of foliated maps. Moreover the top
map of (17.9) is C0,∞, obviously, and the vertical maps µ and µ′′ of (17.9) are C∞
surjective submersions. So the composite
G
µ
−−−−→ F
φ
−−−−→ F ′′
is C0,∞ by the commutativity of (17.9). Therefore the fact that φ is C0,∞ follows
from Lemma 19.9 since µ satisfies the following key property.
Lemma 17.27. For each V ∈ X(F), there is some W ∈ X(G) so that µ∗(W ) = V .
Proof. Since H is an open local group of G, the Lie algebra of right invariant
vector fields on H can be also identified with g, and for each A ∈ g, let A˜ ∈ X(F)
be the corresponding infinitesimal action. Since infinitesimal actions of elements of
g generate X(F) as C∞(U)-module, it is enough to check the result when V = A˜ for
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some A ∈ g. In this case, it is easy to check that the result holds withW = (A, 0) ∈
X(G), where we use the canonical injection of X(H)⊕ X(U) into X(H × U). 
18. The strong plaquewise topology
In this section, we give a version for continuous foliated maps of the strong and
weak compact-open topologies. Roughly speaking, two foliated maps will be close
with respect to this topology when, on foliated charts, they have the same repre-
sentations with transverse coordinates, and close representations with plaquewise
coordinates.
Let X and Y be foliated spaces with foliated structures F and G. Fix the
following data:
• Any foliated map f : F → G.
• Any locally finite collection U = {Ui} of simple open sets of X .
• A family V = {Vi} of simple open sets of Y , with the same index set. Let
pi : Vi → Ti be the canonical projection to the local quotient.
• A family K = {Ki} of compact subsets of X , with the same index set, such
that Ki ⊂ Ui and f(Ki) ⊂ Vi for all i.
LetN (f,U ,V ,K) be the set of foliated maps g : F → G such that g(Ki) ⊂ Vi and pi◦
g(x) = pi◦f(x) for each i and every x ∈ Ki. Such setsN (f,U ,V ,K) form a base of a
topology on C(F ,G), called the strong plaquewise topology, and the corresponding
space is denoted by CSP (F ,G). A weak version of this topology can be defined
by taking finite families; it can be called the weak plaquewise topology, and the
corresponding space can be denoted by CWP (F ,G). Both of these topologies are
equal if X is compact; in this case, we can use the term plaquewise topology and
the notation CP (F ,G).
From now on in this section, assume that X is locally compact and Polish.
Theorem 18.1. With the above notation and conditions, if two continuous foliated
maps f, g : F → G are close enough in CSP (F ,G), then there is an integrable
homotopy between them. If moreover f and g are proper, then there is a proper
integrable homotopy between them.
The proof of Theorem 18.1 uses the following lemma.
Lemma 18.2. Let f, g : F → G be continuous foliated maps. Suppose that, for
each x ∈ M , there exists some simple open set of Y such that some of its plaques
contain f(x) and g(x). Then there is an integrable homotopy between f and g. If
moreover f and g are proper, then there is a proper integrable homotopy between
them.
Proof. It easily follows from the hypotheses that we can get the following:
• A locally finite family {Ui} of open subsets of X ;
• A covering of X by compact subset, {Ki}, with the same index set and
such that Ki ⊂ Ui for all i;
• For each i, a foliated chart θi : Vi → Ti × B of G such that f(x) and g(x)
lie in the same plaque of Vi for each x ∈ Ui. Here, B is an open ball of R
n,
where n = dimG. Let pi : Vi → Ti and qi : Vi → B denote the composites
of θi with the factor projections of Ti ×B.
Since {Ui} is locally finite, its index set is countable; say, either Z+, or {1, . . . , k}
for some k ∈ Z+. Set f0 = f .
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Claim 13. For each i, there is a continuous foliated map fi : F → G such that:
• fi(Uj) ⊂ Vj for all j;
• fi(x) and fi−1(x) lie in the same plaque of Vi for all i and x ∈ Ui;
• fi(x) = g(x) for all i and all x ∈ K1 ∪ · · · ∪Ki;
• fi = fi−1 on some neighborhood of M r Ui for all i;
• there is an integrable homotopy Hi : F × I → G between fi−1 and fi for
all i; and
• if fi−1 is proper, then fi and Hi are proper.
This assertion is proved by induction on i. We have already set f0 = f . Now
suppose that fi−1 is given for some i > 0. Let λi : X → I be a continuous map
such that suppλi ⊂ Ui and λi(x) = 1 for all x ∈ Ki. Then it is easy to show that
the statement of Claim 13 holds with the following definitions of fi and Hi. Let
Hi(x, t) = fi−1(x) for x ∈ X r Ui,
Hi(x, t) = θ
−1
i (pi ◦ g(x), (1 − t λi(x)) · qi ◦ fi−1(x) + t λi(x) · qi ◦ g(x))
for x ∈ Ui, and fi(x) = Hi(x, 1) for any x ∈M .
The result follows from Claim 13 in the following way. Take a partition
0 = t1 < · · · < tk < tk+1 = 1
of I when i runs in {1, . . . , k}, and take any sequence ti ↑ 1 with t1 = 0 when
i runs in Z+. In any case, let ρi : [ti, ti+1] → I be any orientation preserving
homeomorphism for each i. Then it is easy to check that an integrable homotopy
H : F × I → G between f and g can be defined by
H(x, t) =
{
Hi(x, ρi(t)) if t ∈ [ti, ti+1] for some i,
g(x) if t = 1.
Moreover H is proper if so f and g are proper. 
Proof of Theorem 18.1. Consider a basic neighborhood of f in CSP (F ,G) of the
form N (f,U ,V,K) defined above. We can suppose that K covers X . Then,
by Lemma 18.2, there is an integrable homotopy between f and any map in
N (f,U ,V ,K). 
Corollary 18.3. If two foliated maps f, g : F → G are close enough in CSP (F ,G),
then Hol(f) = Hol(g).
Proof. This follows from Proposition 6.1 and Theorem 18.1. 
Now, assume that Y is locally compact and Polish too, and let Prop(F ,G) denote
the set of proper continuous foliated maps F → G.
Theorem 18.4. With the above notation and conditions, Prop(F ,G) is open in
CSP (F ,G).
Proof. Given f ∈ Prop(F ,G), take a neighborhood N = N (f,U ,V,K) of f in
CSP (F ,G) as above.
Claim 14. We can choose U , V and K such that K covers X and V is locally finite.
To prove this assertion, let Λ be the set of indices i. We can assume that K
covers X because X is locally compact and Polish. On the other hand, since Y is
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locally compact and Polish, it has a locally finite open coveringW . Then, for each
i ∈ Λ, the set
W i = {W ∈ W | W ∩ f(Ki) 6= ∅}
is finite, and there is an expression
Ki =
⋃
W∈Wi
Ki,W ,
where each Ki,W is compact and so that f(Ki,W ) ⊂ W . For each i ∈ Λ and
W ∈ W i, there is a finite covering V
′
i,W of f(Ki,W ) by simple open sets which are
uniform in Ui. Then, for each i and W ∈ W i, there is another expression
Ki,W =
⋃
V ′∈V′
i,W
Ki,W,V ′ ,
where each Ki,W,V ′ is compact and so that f(Ki,W,V ′) ⊂ V ′. Now let
Λ′ = {(i,W, V ′) | i ∈ Λ, W ∈ W i, V
′ ∈ V ′i,W } ,
and consider the indixed sets
U ′ = {U ′i,W,V ′} , V
′ = {V ′i,W,V ′} , K
′ = {K ′i,W,V ′} ,
with (i,W, V ′) ∈ Λ′, where
U ′i,W,V ′ = Ui , V
′
i,W,V ′ = V
′ , K ′i,W,V ′ = Ki,W .
Then U ′, V ′ and K′ satisfy the conditions of Claim 14, andN (f,U ′,V ′,K′) is defined
because each V ′ ∈ V ′i,W is uniform in Vi.
When the properties of Claim 14 are satisfied, for any compact subset R ⊂ Y ,
there is a finite subfamily ΛR ⊂ Λ such that
i ∈ Λr ΛR =⇒ R ∩ Vi = ∅ .
On the other hand, by the conditions of Claim 14 and the definition of N , for any
g ∈ N and i ∈ Λ, we have:
• g(X) ⊂
⋃
i∈Λ Vi; and
• there is some finite subset Λg,i ⊂ Λ such that g−1(Vi) ⊂
⋃
j∈Λg,i
Kj.
Therefore
g−1(R) ⊂
⋃
i∈ΛR
g−1(Vi) ⊂
⋃
i∈ΛR
⋃
j∈Λi
Kj ,
and thus g−1(R) is compact. So N ⊂ Prop(F ,G), and the result follows. 
19. C0,∞ approximations of foliated maps
19.1. The general case. With the notation of the above section, suppose that F
and G are C0,∞ (Section 4), and assume that X is locally compact and Polish.
Theorem 19.1. With the above notation and conditions, suppose that some f ∈
C(F ,G) is of class C0,∞ on some neighborhood of a closed subset E ⊂ X. Then
any neighborhood of f in CSP (F ,G) contains some g ∈ C0,∞(F ,G) such that g = f
on some neighborhood of E. In particular, C0,∞(F ,G) is dense in CSP (F ,G).
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The first step to prove Theorem 19.1 is the following local result. Let T and T ′ be
topological spaces, and let L and L′ be connected open subsets of euclidean spaces;
assume that T is locally compact and Polish. Let F and G be the C∞ foliations
on X = T × L and Y = T ′ × L′ with leaves {x} × L and {x′} × L′ for x ∈ T
and x′ ∈ T ′, respectively. For any u ∈ C(F ,G), write u(x, y) = (u¯(x), u˜(x, y)) for
all (x, y) ∈ X . Obviously, the foliated map u is of class C0,∞ if and only if the
mapping y 7→ u˜(x, y) is C∞ for each x ∈ T and its partial derivatives of arbitrary
order depend continuously on x.
Lemma 19.2. Let Q ⊂ X be a closed subset and W ⊂ X an open subset. If some
u ∈ C(F ,G) is of class C0,∞ on some neighborhood of QrW , then any neighborhood
of u in CSP (F ,G) contains some map v which is C0,∞ on some neighborhood of Q,
and which equals u on X rW .
Proof. Fix any neighborhood N of u in CSP (F ,G). Since X is locally compact and
Polish, if N is small enough, we can assume that v¯ = u¯ for all v ∈ N . So the strong
compact-open topology and strong plaquewise topology have the same restrictions
to N , and the corresponding space will be denoted by NS . Observe also that the
second factor projection, pr2 : Y → L
′, induces a homeomorphism
pr2∗ : NS → CS(X,L
′) , v 7→ pr2 ◦v = v˜ .
Therefore, by the relative approximation theorem [26, pp. 48–49], there is some
h ∈ pr2∗(N ) which is C
0,∞ on some neighborhood of Q, and which equals u˜ on
M rW . Then the result follows with the map v ∈ N satisfying v˜ = h. 
Proof of Theorem 19.1. This is similar to the proof of the usual approximation
theorem [26, p. 49]. Fix the following:
• A locally finite open covering {Ui} of X by relatively compact domains of
foliated charts of F .
• A covering {Ki} of X by compact subsets, with the same index set, satis-
fying Ki ⊂ Ui for all i.
• An open subset Vi ⊂M for each i so that Ki ⊂ Vi and Vi ⊂ Ui.
• For each i, a simple open set U ′i of Y such that f(Ui) ⊂ U
′
i . Let pi : U
′
i → T
′
i
denote the canonical projection to the local quotient.
• An open neighborhood O of E so that f is C0,∞ around O.
• Any neighborhoodM of f in CSP (F ,G) satisfying g(Ui) ⊂ U ′i for all i and
all g ∈ M; this property holds when M is small enough.
Since the open covering {Ui} of X is locally finite, and X is locally compact and
Polish, the above index set is countable; say, either N, or {0, . . . , k} for some k ∈ N.
Claim 15. For each i, there is some gi ∈ M which is C0,∞ on some neighborhood
of K0∪· · ·∪Ki, which equals f on some neighborhood of O, and which equals gi−1
on some neighborhood of X r Ui if i > 0.
The result follows from this assertion because a foliation map g ∈ M is well
defined by g(x) = gix(x) for each x ∈M , where
ix = max{i | x ∈ Ui} .
Such a g is C0,∞ because the sets Ki cover M , and g is obviously equal to f on O.
To prove Claim 15, each gi is defined by induction on i. To simplify the con-
struction of this sequence, we can assume U0 = K0 = ∅, and take g0 = f . Now let
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i > 0, and assume that gi−1 is defined. Let F i = F|Ui and Gi = G|U ′i , and let ui−1
denote the restriction gi−1 : F i → Gi. Let Y i denote the subspace of CSP (F i,Gi)
whose elements are the foliated maps v ∈ C(F i,Gi) satisfying
pi ◦ v = pi ◦ ui−1 , v|UirVi = ui−1|UirVi .
Let Hi : Y i → CSP (F ,G) be the extension map given by
Hi(v) =
{
v on Ui
gi−1 on X r Ui .
It is easy to prove that Hi is continuous, and thus there is some neighborhood
N i of ui−1 in Yi such that Hi(N i) ⊂ M. Let N
′
i be a neighborhood of ui−1 in
CSP (F i,Gi) with N i = Yi∩N
′
i. Then, by Lemma 19.9, there is some vi ∈ N
′
i which
is C0,∞ on some neighborhood of Ki, and which equals ui−1 on some neighborhood
of Ui rWi, where Wi = Vi ∩ (Ui rO). It follows that vi ∈ Yi, and Claim 15 holds
with gi = Hi(vi). 
Corollary 19.3. If there is an integrable homotopy between two C0,∞ foliated maps
F → G, then there also exists a C0,∞ integrable homotopy between them.
Proof. Let H be an integrable homotopy between two maps f, g ∈ C0,∞(F ,G).
Then let H : F × R→ G be the foliated map defined by
H(x, t) =

H(x, t) if t ∈ I
f(x) if t ≤ 0
g(x) if t ≥ 1.
This H is C0,∞ on X × (R \ I). Then, by Theorem 19.1, there is a C0,∞ foliated
map F : F × R → G which equals H on X × (−∞,−1] and X × [2,∞). Thus the
foliated map F ′ : F×I → G, defined by F ′(x, t) = F (x, 3t−1), is a C0,∞ integrable
homotopy between f and g. 
Corollary 19.4. Any map in C(F ,G) is integrably homotopic to a map in C0,∞(F ,G).
Proof. This is a direct consequence of Theorem 18.1 and Corollary 19.3. 
19.2. The case of proper maps. Now, assume that Y is locally compact and Pol-
ish too. When Prop(F ,G) is endowed with the restriction of the strong plaquewise
topology, it will be denoted by PropSP (F ,G). Let
Prop0,∞(F ,G) = Prop(F ,G) ∩ C0,∞(F ,G) .
Theorem 19.5. With the above notation and conditions, in Theorem 19.1, if f
is proper, then g can be chosen to be proper too. In particular, Prop0,∞(F ,G) is
dense in PropSP (F ,G).
Proof. This follows from Theorems 18.4 and 19.1. 
Corollary 19.6. If there is a proper integrable homotopy between two proper C0,∞
foliated maps F → G, then there also exists a proper C0,∞ integrable homotopy
between them.
Proof. This can be proved like Corollary 19.3, by using Theorem 19.5 instead of
Theorem 19.1. 
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Corollary 19.7. There is a proper integrable homotopy between any proper con-
tinuous foliated map F → G and some proper C0,∞ foliated map.
Proof. This is a direct consequence of Theorem 18.1 and Corollary 19.6. 
19.3. The case of C∞,0 foliated maps. If F and G are C∞,0 foliations, the
notation C∞,0SP (F ,G) is used when the set C
∞,0(F ,G) is endowed with the restriction
of the strong plaquewise topology. If moreover F and G are C∞ foliations, the
regularity of the approximation in Theorem 19.1 can be improved as follows.
Theorem 19.8. With the above notation and conditions, suppose that some f ∈
C∞,0(F ,G) is of class C∞ on some neighborhood of a closed subset E ⊂M . Then
any neighborhood of f in CSP (F ,G) contains some g ∈ C∞(F ,G) such that g = f
on some neighborhood of E. In particular, C∞(F ,G) is dense in C∞,0SP (F ,G).
Theorem 19.8 follows by adapting the proof of Theorem 19.1 and using the
following version of Lemma 19.9.
Lemma 19.9. With the notation of Lemma 19.9, suppose that T and T ′ are open
sets in Euclidean spaces. Let Q ⊂ X be a closed subset and W ⊂ X an open subset.
If some u ∈ C∞,0(F ,G) is of class C∞ on some neighborhood of Q r W , then
any neighborhood of u in CSP (F ,G) contains some map v which is C∞ on some
neighborhood of Q, and which equals u on X rW .
Proof. The condition that u is C∞,0 means that u¯ is C∞. On the other hand, the
proof of the approximation theorem [26, Chapter 2, Theorem 2.6] can be easily
adapted to get a relative approximation theorem. Then, with the notation of the
proof of Lemma 19.9, we can assume that h is C∞, and thus v is C∞. 
Corollary 19.10. With the above notation and conditions, let f and g be C∞,0
foliated maps F → G. If there is a integrable homotopy between f and g, then there
also exists a C∞ integrable homotopy between f and g.
Proof. This follows by using Theorem 19.8 instead of Theorem 19.1 in the proof
Corollary 19.3. 
Corollary 19.11. Any map in C∞,0(F ,G) is integrably homotopic to a map in
C∞(F ,G).
Proof. This is a direct consequence of Theorem 18.1 and Corollary 19.10. 
19.4. The case of proper C∞,0 foliated maps. In Section 19.3, suppose that Y
is also locally compact and Polish. Let Prop∞,0SP (F ,G) denote the set Prop
∞,0(F ,G)
endowed with the restriction of the strong plaquewise topology, and let
Prop∞(F ,G) = Prop(F ,G) ∩ C∞(F ,G) .
Theorem 19.12. With the above notation and conditions, in Theorem 19.8, if f is
proper, then g can be chosen to be proper too. In particular, Prop∞(F ,G) is dense
in Prop∞,0SP (F ,G).
Proof. This follows from Theorems 18.4 and 19.8. 
Corollary 19.13. If there is a proper integrable homotopy between two maps in
Prop∞(F ,G), then there also exists a proper C∞ integrable homotopy between them.
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Proof. This follows by using Theorem 19.12 instead of Theorem 19.8 in the proof
Corollary 19.10. 
Corollary 19.14. There is a proper integrable homotopy between any proper C∞,0
foliated map F → G and some proper C∞ foliated map.
Proof. This is a direct consequence of Theorem 18.1 and Corollary 19.13. 
19.5. The case of Riemannian foliations with dense leaves. Assume that F
and G are transversely complete Riemannian foliations, and that the leaves of G are
dense. Then C(F ,G) = C∞,0(F ,G) by Theorem 16.1-(iii). So Theorem 19.8 and
Corollaries 19.10 and 19.11 have the following consequences.
Theorem 19.15. With the above notation and conditions, suppose that some f ∈
C(F ,G) is of class C∞ on some neighborhood of a closed subset E ⊂M . Then any
neighborhood of f in CSP (F ,G) contains some g ∈ C∞(F ,G) such that g = f on
some neighborhood of E. In particular, C∞(F ,G) is dense in CSP (F ,G).
Corollary 19.16. If there is a integrable homotopy between two continuous foliated
maps F → G, then there also exists a C∞ integrable homotopy between them.
Corollary 19.17. Any continuous foliated map F → G is integrably homotopic to
a C∞ foliated map.
19.6. The case of proper foliated maps between Riemannian foliations
with dense leaves. Theorem 19.12, and Corollaries 19.13 and 23.6 have the fol-
lowing consequences.
Theorem 19.18. In Theorem 19.15, if f is proper, then g can be chosen to be
proper too. In particular, Prop∞(F ,G) is dense in PropSP (F ,G).
Corollary 19.19. If there is a proper integrable homotopy between two maps in
Prop(F ,G), then there also exists a proper C∞ integrable homotopy between them.
Corollary 19.20. There is a proper integrable homotopy between each proper con-
tinuous foliated map F → G and some proper C∞ foliated map.
20. The strong horizontal topology
In this section, we introduce a second version of the strong and weak compact-
open topologies. Now, we consider the set of foliated maps between two transversely
complete Riemannian foliations, and the topology is closely related with the hori-
zontal metric.
Let F and G be transversely complete Riemannian foliations on manifolds M
and N , and fix any transversely complete bundle-like metric on N . Consider the
following data:
• Any f ∈ C(F ,G).
• Any locally finite family Q = {Qa} of saturated closed subsets of M with
compact projection to M/F .
• A family E = {ǫa} of positive real numbers, with the same index set as Q.
LetM(f,Q, E) be the set of continuous foliated maps g : F → G such that there is
some sequence (f0, f1, . . . ) in C(F ,G) satisfying the following properties:
• f0 = f ;
• fk = g on each Qa for all but finitely many k ∈ N; and
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• for each x ∈ M and k ∈ N, there is some horizontal geodesic arc cx,k
between fk(x) and fk+1(x) so that
x ∈ Qa =⇒
∞∑
k=0
length(cx,k) < ǫa .
Suppose that ǫa ≥ ǫ′a + ǫ
′′
a with ǫ
′
a, ǫ
′′
a > 0, and let E
′ = {ǫ′a} and E
′′ = {ǫ′′a}. Then
g ∈ M(f,Q, E ′) =⇒ M(g,Q, E ′′) ⊂M(f,Q, E) . (20.1)
It follows from (20.1) that the family of such sets M(f,Q, E) form a base of a
topology, called the strong horizontal topology, and the corresponding space is de-
noted by CSH(F ,G). A weak version of this topology can be defined by consider-
ing finite families; it can be called the weak horizontal topology, and the notation
CWH(F ,G) can be used for the corresponding space. Both of these topologies are
equal when M/F is compact; in this case, the term horizontal topology and the
notation CH(F ,G) can be used.
Proposition 20.1. With the above notation and conditions, if two continuous
foliated maps f, g : F → G are close enough in CSH(F ,G), then there exists a
foliated homotopy G : F × Ipt → G between them. If moreover f and g are proper,
then G can also be chosen to be proper.
Proof. Consider an open setM =M(f,Q, E) as above, which is a neighborhood of
f in CSH(F ,G). For each g ∈ M, take the maps fk given by the definition of M.
Suppose that Q covers M . Then, according to Section 14, there is a C∞ regular
submanifold Ω ⊂ N ×N and a foliated homotopy H : (G × G)|Ω × Ipt → (G × G)|Ω
such that:
• if the numbers ǫa are small enough, then (fk, fk+1)(M) ⊂ Ω; and
• H0(x, y) = (x, x) for all (x, y) ∈ Ω, and H1 = idΩ.
Therefore, when the numbers ǫa are small enough, a foliated homotopy Gk between
each fk and fk+1 is given by the composite
F × Ipt
(fk,fk+1)×idI
−−−−−−−−−→ (G × G)|Ω × Ipt
H
−−−−→ (G × G)|Ω
pr2−−−−→ G ,
where pr2 : G×G → G is the second factor projection. Observe thatGk(x, t) = fk(x)
if fk(x) = fk+1(x).
Now, fix any increasing sequence 0 = t0 < t1 < . . . ↑ 1, and let ρk : [tk, tk+1]→ I
be any orientation preserving homeomorphism for each k ∈ N. Then a foliated
homotopy G : F × Ipt → G between f and g can be defined by
G(x, t) =
{
Gk(x, ρk(t)) if tk ≤ t ≤ tk+1 for some k ∈ N
g(x) if t = 1.
Assume that moreover ǫ = max E < ∞. Observe that the curve t 7→ H(x, t)
is horizontal for each x ∈ M . Hence, if pr1 : N × I → N denotes the first factor
projection, we have
f ◦ pr1(G
−1(R)) ⊂ PenH(R, ǫ)
for any R ⊂ N , yielding
G−1(R) ⊂ f−1(PenH(R, ǫ))× I .
Therefore, by Proposition 15.6, G is proper if f is proper. 
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Proposition 20.2. With the above notation and conditions, Prop(F ,G) is open in
CSH(F ,G).
Proof. Let f ∈ Prop(F ,G). Choose Q and E as above such that Q covers M and
ǫ = max E <∞. LetM =M(f,Q, E), which is a neighborhood of f in CSH(F ,G).
For any g ∈M and R ⊂ N , we have
f(g−1(R)) ⊂ PenH(R, ǫ)
because Q covers M , yielding
g−1(R) ⊂ f−1(PenH(R, ǫ)) .
So M⊂ Prop(F ,G) by Proposition 15.6, and the result follows. 
21. C∞,0 approximations of foliated maps
Approximation of foliated maps by C∞,0 ones is impossible in general (Exam-
ple 30.6). But, in the case of transversely complete Riemannian foliations, such a
C∞,0 approximation is a consequence of Theorem 16.1 and the structure of neigh-
borhoods of orbit closures. The strong horizontal topology is appropriate to get
this approximation.
Theorem 21.1. With the notation and conditions of Section 20, suppose that some
f ∈ C(F ,G) is C∞,0 on some neighborhood of a closed saturated subset E ⊂ M .
Then any neighborhood of f in CSH(F ,G) contains some g ∈ C∞,0(F ,G) such that
g = f on some neighborhood of E. In particular, C∞,0(F ,G) is dense in CSH(F ,G).
Proof. Let µ = dimN/G ∈ N. If µ = 0, then N/G is totally disconnected [42,
Chapter 3, Proposition 1.3], and thus the leaf closures of G are open in N . It
follows that f itself is C∞,0 by Theorem 16.1-(iii). Therefore we can assume µ > 0.
LetM =M(f,Q, E) be a neighborhood of f of the type described in Section 20,
with Q = {Qa} and E = {ǫa}.
Let p = dim G and q = codimG. Consider the nested sequence
∅ = N−1 ⊂ N0 ⊂ · · · ⊂ Nq = N ,
where eachNℓ is the union of all leaf closures of G with dimension ≤ p+ℓ. According
to Section 14, every Nℓ is closed in N , each Nℓ r Nℓ−1 is open and dense in Nℓ,
Nℓ r Nℓ−1 is a G-saturated C∞ submanifold of N , and the restriction of G to
Nℓ r Nℓ−1 is a regular Riemannian foliation. Let E
′ = {ǫ′a} with ǫ
′
a = ǫa/(q + 1),
and set f−1 = f .
Claim 16. For each ℓ ∈ {0, . . . , q}, there is some fℓ ∈M(fℓ−1,Q, E
′) which is C∞,0
on some neighborhood of f−1ℓ (Nℓ), and such that fℓ = fℓ−1 on some neighborhood
of E.
By (20.1), the result follows from Claim 16 with g = fq.
Claim 16 is proved by induction on ℓ ∈ {−1, 0, . . . , q}. We have already defined
f−1 = f , which is not required to satisfy any condition. Now, suppose that fℓ−1
is already constructed for some ℓ ∈ {0, . . . , q}. Let U be an open neighborhood of
E∪f−1(Nℓ−1) where fℓ−1 is C∞,0. We can assume that U is F -saturated according
to Section 14. Let U0 be another F-saturated open neighborhood of E∪f−1(Nℓ−1)
whose closure is contained in U . Consider the notation of Section 14 applied to G
and N .
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Claim 17. For each m ∈ Z+, there are saturated open subsets Vm,Wm ⊂M r U0,
a leaf closure Fm of G in Nℓ rNℓ−1, and some δm > 0 such that:
(i) {Vm} is locally finite and of order ≤ µ;
(ii) {Wm} covers f
−1
ℓ (Nℓ rNℓ−1)r U ;
(iii) Wm ⊂ Vm;
(iv) P˜en(Fm, δm) ⊂ Ω˜;
(v) exp : F˜Fm,δm → FFm,δm is a foliated diffeomorphism;
(vi) fℓ−1(Vm) ⊂ Pen(Fm, 2−µδm); and
(vii) δm ≤ ǫ¯m/µ, where
ǫ¯m = min{ǫ
′
a | Vm ∩Qa 6= ∅} .
Since G is a regular Riemannian foliation on Nℓ r Nℓ−1, there is a covering
{Oα} of Nℓ r Nℓ−1 by saturated open subsets, and a collection {γα} of positive
real numbers such that P˜en(F, γα) ⊂ Ω˜ and exp : F˜F,γα → FF,γα is a foliated
diffeomorphism for each index α and every leaf closure F of G in Oα. Let {V ′k}
(k ∈ Z+) be a locally finite family of saturated open subsets of M rU0 that covers
the closed set f−1ℓ−1(Nℓ)rU , and such that V
′
k ∩ (NℓrNℓ−1) ⊂ f
−1
ℓ−1(Oαk) for some
mapping k 7→ αk. Then
ǫ¯′k = min{ǫ
′
a | V
′
k ∩Qa 6= ∅} > 0
for all k, and let δ′k = min{γαk , ǫ¯
′
k/µ}. When k ∈ Z+ and F runs in the family
of leaf closures of G in Oαk , the family {f
−1
ℓ−1(Pen(F, 2
−µδ′k))} is another covering
of f−1ℓ−1(Nℓ) r U by saturated open subsets of M r U0. From [42, Chapter 3,
Theorem 4.3], it follows that there is a common locally finite refinement {Vm}
(m ∈ Z+) of the coverings {V ′k} and {f
−1
ℓ−1(Pen(F, 2
−µδ′k))} by saturated open
subsets of M rU0, and whose order is ≤ µ. Thus there are mappings m 7→ km and
m 7→ Fm, where Fm is a leaf closure of G in Oαkm , so that
Vm ⊂ V
′
km
, fℓ−1(Vm) ⊂ Pen(Fm, 2
−µδ′km) . (21.1)
Thus the sets Vm satisfy Claim 17-(i), and Claim 17-(vi) follows from the second
part of (21.1) with δm = δ
′
km
. By the first part of (21.1), we get ǫ¯′km ≤ ǫ¯m with the
definition of ǫ¯m given in Claim 17-(vii). So
δm ≤ min{γαkm , ǫ¯m/µ} ,
yielding the conditions (iv), (v) and (vii) of Claim 17. A shrinking of the covering
{Vm} gives the family {Wm} satisfying conditions (ii) and (iii) of Claim 17, finishing
the proof of this assertion.
According to Section 14, from Claim 17, we get the following for each m ∈ Z+:
• There is a C∞ function λm :M → I, constant on every leaf of F , such that
λm ≡ 1 on some saturated open neighborhood Om of M r Vm and λm ≡ 0
on Wm.
• There is a C∞ foliated homotopy Hm : GFm,δm × Ipt → GFm,δm such that:
– imHm,0 ⊂ Fm;
– Hm,1 = idGFm,δm ; and
– the mapping t 7→ Hm(x′, t) is a horizontal geodesic segment of length
< d(x′, Fm) for each x
′ ∈ Pen(Fm, δm), where d denotes the distance
function of N .
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Let µ0 = 0 and, for k ∈ Z+, let µk be the order of the family {V1, . . . , Vk}; thus
µ0 ≤ µ1 ≤ · · · and µk ≤ µ for all k ∈ N.
Claim 18. For each k ∈ N, there is some fℓ,k ∈ C(F ,G) such that:
(i) fℓ,k = fℓ−1 on M r Vk;
(ii) fℓ,k is C
∞,0 on W1 ∪ · · · ∪Wk ∪ U for k > 0;
(iii) fℓ,k(Vm) ⊂ Pen(Fm, 2µk−µδm) for all k and m; and,
(iv) for each x ∈ Vm ∩ Vk, there is a horizontal geodesic segment cx,k between
fℓ,k−1(x) and fℓ,k(x) whose length is < 2
µk−1−µδm.
First, set fℓ,0 = fℓ−1, which satisfies the conditions of Claim 18 because µ0 = 0.
Now assume that fℓ,k−1 is defined for some k > 0 and satisfies the conditions of
Claim 18. Then let fℓ,k be the combination of the restriction fℓ,k−1 : F|Ok → G
and the composite
F|Vk
(fℓ,k−1,λk)
−−−−−−−→ GFk,δk × Ipt
Hk−−−−→ GFk,δk →֒ G .
Observe that fℓ,k is well defined because fℓ,k−1 satisfies Claim 18-(iii). Moreover
fℓ,k is a continuous foliated map F → G because fℓ,k−1 and Hk are continuous
foliated maps, and λk is constant on the leaves.
We have fℓ,k = fℓ−1 on M r Vk, yielding Claim 18-(i) for fℓ,k because fℓ,k−1
satisfies this condition.
On the one hand, fℓ,k is C
∞,0 on any open set where fℓ,k−1 is C
∞,0 because Hk
and λk are C
∞. On the other hand, fℓ,k(Wk) ⊂ Fk, and thus fℓ,k is C∞,0 on Wk
by Theorem 16.1-(iii). Therefore fℓ,k satisfies Claim 18-(ii) since so does fℓ,k−1.
Take any m ∈ Z+ and any x ∈ Vm. If x ∈ Vm r Vk, then fℓ,k(x) = fℓ,k−1(x),
yielding
d(fℓ,k(x), Fm) = d(fℓ,k−1(x), Fm) < 2
µk−1−µδm ≤ 2
µk−µδm .
If x ∈ Vm ∩ Vk, then µk = µk−1 + 1, and the mapping
t 7→ Hk(fℓ,k−1(x), 1− t+ t λk(x)) , 0 ≤ t ≤ 1 ,
is a horizontal geodesic segment cx,k between fℓ,k−1(x) and fℓ,k(x) whose length is
< 2µk−1−µδm since fℓ,k−1 satisfies Claim 18-(iii). Then Claim 18-(iv) follows, and
moreover
d(fℓ,k(x), Fm) ≤ d(fℓ,k(x), fℓ,k−1(x)) + d(fℓ,k−1(x), Fm)
< 2µk−1−µδm + 2
µk−1−µδm
= 2µk−µδm
because Claim 18-(iii) holds for fℓ,k−1. Therefore fℓ,k also satisfies Claim 18-(iii),
completing the proof of Claim 18.
Now, let fℓ :M → N be the map defined by fℓ(x) = fℓ,kx(x), where
kx =
{
max{k ∈ Z+ | x ∈ Vk} if x ∈
⋃
m Vm
0 if x 6∈
⋃
m Vm.
Observe that fℓ = fℓ,k on some saturated neighborhood of each point if k is large
enough because {Vm} is of finite order. So the following properties hold:
• fℓ = fℓ−1 on U0 by Claim 18-(i) since U0 ∩
⋃
m Vm = ∅;
• fℓ is a continuous foliated map F → G because each fℓ,k is a continuous
foliated map F → G; and
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• fℓ is C∞,0 on the neighborhood U ∪
⋃
mWm of f
−1
ℓ (Nℓ) by Claim 18-(ii).
Take any x ∈M . Consider the horizontal geodesic segments cx,k given by Claim 18-
(iv) if x ∈ Vk, and let cx,k be the constant geodesic segment at fℓ,k−1(x) if x ∈
M r Vk. . Then
∞∑
k=1
length(cx,k) = 0
if x 6∈
⋃
m Vm, whilst, by Claim 17-(vii),
∞∑
k=1
length(cx,k) <
∑
x∈Vk
2µk−1−µδm ≤ µδm ≤ ǫ¯m
if x ∈ Vm for some m. So
x ∈ Qa =⇒
∞∑
k=1
length(cx,k) < ǫ
′
a ,
which means that fℓ ∈M(fℓ−1,Q, E
′), and Claim 16 follows. 
22. The strong adapted topology
With the notation and conditions of the above section, the intersection of the
strong plaquewise topology and the strong horizontal topology on C(F ,G) is called
the strong adapted topology, and the corresponding space is denoted by CSA(F ,G).
The weak adapted topology can be also defined as the intersection of the weak
plaquewise topology and the weak horizontal topology, and the corresponding space
can be denoted by CWA(F ,G). Both of these topologies are equal when M is
compact; in this case, the term adapted topology and the notation CA(F ,G) can be
used. If F has compact leaf closures, then the strong adapted topology equals the
strong compact-open topology on C(F ,G). Given any f ∈ C(F ,G), let Q and E be
like in Section 20, and let N be an open neighborhood of f in CSP (F ,G). Then,
with the notation of Section 20, let
M(f,Q, E ,N ) =
⋃
g∈N
M(g,Q, E) .
The following result is easily verified.
Lemma 22.1. The sets M(f,Q, E ,N ) form a base of the strong adapted topology.
Theorem 22.2. With the above notation and conditions, if two foliated maps are
close enough in CSA(F ,G), then there exists a foliated homotopy between them.
Proof. This follows from Theorem 18.1, Proposition 20.1 and Lemma 22.1. 
Corollary 22.3. If two foliated maps f, g : F → G are close enough in CSA(F ,G),
then Hol(f) is homotopic to Hol(g).
Proof. This is a consequence of Proposition 6.3 and Theorem 22.2. 
Theorem 22.4. With the above notation and conditions, Prop(F ,G) is open in
CSA(F ,G).
Proof. This is a consequence of Theorem 18.4 and Proposition 20.2. 
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23. C∞ approximations of foliated maps
23.1. The general case. Combining the C0,∞ and C∞,0 approximations, we get
C∞ approximation of foliated maps for transversely complete Riemannian folia-
tions.
Theorem 23.1. With the notation and conditions of Section 22, suppose that
some f ∈ C(F ,G) is of class C∞ on some neighborhood of a closed saturated subset
E ⊂ M . Then any neighborhood of f in CSA(F ,G) contains some g ∈ C∞(F ,G)
such that g = f on some neighborhood of E. In particular, C∞(F ,G) is dense in
CSA(F ,G).
Proof. This is a consequence of Theorems 19.1 and 21.1. 
Corollary 23.2. If there is a foliated homotopy between two C∞ foliated maps
F → G, then there also exists a C∞ foliated homotopy between them.
Proof. This follows with the arguments of Corollary 19.3, by using foliated homo-
topies instead of integrable homotopies, and using Theorem 23.1 instead of Theo-
rem 19.1. 
Corollary 23.3. Any foliated map F → G is foliatedly homotopic to a C∞ foliated
map.
Proof. This is a direct consequence of Theorem 22.2 and Theorem 23.1. 
23.2. The case of proper foliated maps. The notation PropSA(F ,G) will be
used when the set Prop(F ,G) is endowed with the restriction of the strong adapted
topology.
Theorem 23.4. In Theorem 23.1, if f is proper, then g can be chosen to be proper
too. In particular, Prop∞(F ,G) is dense in Prop∞SA(F ,G).
Proof. This follows from Theorems 22.4 and 23.1. 
Corollary 23.5. If there is a proper foliated homotopy between two maps in Prop∞(F ,G),
then there also exists a proper C∞ foliated homotopy between them.
Proof. This can be proved with the arguments of Corollary 19.3, by using proper
foliated homotopies instead of integrable homotopies, and using Theorem 23.4 in-
stead of Theorem 19.1. 
Corollary 23.6. There is a proper foliated homotopy between any proper continu-
ous foliated map F → G and some proper C∞ foliated map.
Proof. This is a direct consequence of Theorems 22.2 and 23.4. 
24. The spectral sequence of a C∞ foliation
Let F be a C∞ foliation of dimension p and codimension q on a C∞ manifoldM .
Consider the decreasing filtration of the de Rham differential algebra (Ω = Ω(M), d)
by the differential ideals
Ω = F 0Ω ⊃ F 1Ω ⊃ · · · ⊃ F qΩ ⊃ F q+1Ω = 0 ,
where and r-form is in F kΩ if it vanishes when r − k + 1 vectors are tangent to
the leaves; intuitively, this means that its “transverse degree” is ≥ k. The induced
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spectral sequence (Ei = Ei(F), di) is a differentiable invariant of F [34], [46], [30],
[2] (see also [37] for the general theory of spectral sequences).
A compactly supported version (Ec,i = Ec,i(F), di) can be also defined by re-
stricting the above filtration to the subcomplex Ωc ⊂ Ω of compactly supported
differential forms.
Let G be another C∞ foliation on a manifold N . For each f ∈ C∞(F ,G), the
corresponding homomorphism f∗ : Ω(N) → Ω(M) preserves the filtrations and
induces a spectral sequence homomorphism Ei(f) : (Ei(G), di)→ (Ei(F), di).
If f is a proper map, then f∗ restricts to a homomorphism Ωc(N) → Ωc(M),
inducing a spectral sequence homomorphism Ec,i(f) : (Ec,i(G), di)→ (Ec,i(F), di).
Proposition 24.1. For C∞ foliated maps f, g : F → G, we have the following:
(i) If there is a C∞ integrable homotopy between f and g, then Ei(f) = Ei(g)
for i ≥ 1.
(ii) If there is a C∞ foliated homotopy between f and g, then Ei(f) = Ei(g)
for i ≥ 2.
Proof. This follows easily from the following observations with a general spectral
sequence argument. The operator on differential forms induced by a C∞ integrable
homotopy, as defined e.g. in [9], preserves the filtration, whilst, for a C∞ foliated
homotopy, the corresponding operator decreases the filtration degree at most by
one. 
The following result has a similar proof.
Proposition 24.2. For C∞ proper foliated maps f, g : F → G, we have the fol-
lowing:
(i) If there is a C∞ proper integrable homotopy between f and g, then Ec,i(f) =
Ec,i(g) for i ≥ 1.
(ii) If there is a C∞ proper foliated homotopy between f and g, then Ec,i(f) =
Ec,i(g) for i ≥ 2.
25. Invariance of the spectral sequence
Let F and G be transversely complete Riemannian foliations.
25.1. The general case. According to Theorem 23.1, any f ∈ C(F ,G) is foliat-
edly homotopic to some g ∈ C∞(F ,G). Moreover, by Corollary 23.2 and Proposi-
tion 24.1-(ii), the homomorphism Ei(g) is independent of the choice of g for i ≥ 2,
and can be denoted by Ei(f).
Theorem 25.1. With the above notation and conditions, for f, g ∈ C(F ,G), we
have the following:
(i) If f and g are foliatedly homotopic, then Ei(f) = Ei(g) for i ≥ 2.
(ii) If f is a foliated homotopy equivalence, then Ei(f) is an isomorphism for
i ≥ 2.
Proof. This is a consequence of Corollary 23.2 and Proposition 24.1-(ii). 
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25.2. The case of proper foliated maps. According to Corollary 23.6, there is
a proper foliated homotopy between each f ∈ Prop(F ,G) and some g ∈ C∞(F ,G).
Moreover, by Corollary 23.5 and Proposition 24.2-(ii), the homomorphism Ec,i(g)
is independent of the choice of g for i ≥ 2, and can be denoted by Ec,i(f).
Theorem 25.2. With the above notation and conditions, for f, g ∈ Prop(F ,G),
we have the following:
(i) If there is a proper foliated homotopy between f and g, then Ec,i(f) =
Ec,i(g) for i ≥ 2.
(ii) If f is a proper foliated homotopy equivalence, then Ec,i(f) is an isomor-
phism for i ≥ 2.
Proof. This is a consequence of Corollary 23.5 and Proposition 24.2-(ii). 
25.3. The case with dense leaves. Now assume that the leaves of G are dense.
According to Corollary 19.17, any f ∈ C(F ,G) is integrably homotopic to some
g ∈ C∞(F ,G). Moreover, by Corollary 19.16 and Proposition 24.1-(i), the ho-
momorphism E1(g) is also independent of the choice of g and can be denoted by
E1(f).
Theorem 25.3. With the above notation and conditions, for f, g ∈ C(F ,G), we
have the following:
(i) If f and g are integrably homotopic, then E1(f) = E1(g).
(ii) If the leaves of F are dense too and f is an integrable homotopy equivalence,
then E1(f) is an isomorphism.
Proof. This is a consequence of Corollary 19.16 and Proposition 24.1-(i). 
25.4. The case of proper foliated maps and dense leaves. By Corollary 19.20,
there is a proper integrable homotopy between any f ∈ Prop(F ,G) and some
g ∈ Prop∞(F ,G). Moreover, by Corollary 19.19 and Proposition 24.2-(i), the
homomorphism Ec,1(g) is also independent of the choice of g and can be denoted
by Ec,1(f).
Theorem 25.4. With the above notation and conditions, for f, g ∈ Prop(F ,G),
we have the following:
(i) If there is a proper integrable homotopy between f and g, then Ec,1(f) =
Ec,1(g).
(ii) If the leaves of F are dense too and f is a proper integrable homotopy
equivalence, then Ec,1(f) is an isomorphism.
Proof. This is a consequence of Corollary 19.19 and Proposition 24.2-(i). 
26. Strong compact-open topology for morphisms
Notation 4. For spaces X and Y , the notation Cc-o(X,Y ) or CS(X,Y ) will be used
when C(X,Y ) is endowed with the compact-open or strong compact-open topology,
respectively.
Let H and H′ be pseudogroups of local transformations of spaces T and T ′,
respectively. Define the strong compact-open topology on C(H,H′) to be the initial
topology induced by the orbit map C(H,H′) → CS(H\T,H
′\T ′), Φ 7→ Φorb; the
notation CS(H,H
′) will be used for the corresponding space. The compact-open
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topology on C(H,H′) is defined similarly by using Cc-o(H\T,H
′\T ′), and the no-
tation Cc-o(H,H
′) will be used in this case. These topologies can be described as
follows. Suppose that the following data are given:
• A locally finite family Q = {Qa} of H-invariant closed subsets of T with
compact projection to H\T .
• A family U ′ = {U ′a} of H
′-invariant open subsets of T ′, with the same index
set.
Let M(Q,U ′) be the family of morphisms Φ : H → H′ such that Φ(Qa) ⊂ U ′a for
all a. All such setsM(Q,U ′) form a base of open sets of CS(H,H
′). If we consider
only finite families, we get a base of Cc-o(H,H
′).
Observe that Cc-o(H,H
′) and CS(H,H
′) may not be Hausdorff; for instance,
they have the trivial topology when H′ has dense orbits.
From now on, assume that H and H′ are complete Riemannian pseudogroups.
Then the orbit closure map CS(H,H
′) → CS(H\T,H
′\T ′) is an identification.
A similar property holds for the compact-open topologies. In this case, another
description of these topologies can be given as follows. Fix an H′-invariant metric
on T ′, and let d be the corresponding distance function. Consider the following
data:
• Any Φ ∈ C(H,H′).
• Any locally finite family Q = {Qa} of saturated closed subsets of T with
compact projection to H\T .
• A family E = {ǫa} of positive real numbers, with the same index set as Q.
LetM(Φ,Q, E) be the set of morphisms Ψ : H → H′ such that d(Φ(F ),Ψ(F )) < ǫa
for all index a and every orbit closure F in Qa. Notice that this condition means
that, between Φ(F ) and Ψ(F ), there is some geodesic segment on H′ of length < ǫa
(in the sense of Section 3). Then the sets M(Φ,Q, E) form a base of open sets of
CS(H,H
′). A base of Cc-o(H,H
′) is given by considering only finite families.
Proposition 26.1. Let F and G be transversely complete Riemannian foliations,
where G is endowed with a bundle-like metric. Then the holonomy functor defines
continuous maps
CSA(F ,G)→ CS(Hol(F),Hol(G)) , CWA(F ,G)→ Cc-o(Hol(F),Hol(G)) .
Proof. This follows easily from the observation that each horizontal geodesic seg-
ment of the bundle-like metric of G project to geodesic segments of Hol(G) with the
same length. 
Theorem 26.2. With the above notation and conditions, if two morphisms are
close enough in CS(H,H
′), then there exists a homotopy between them.
Proof. According to Section 13, there is an open neighborhood Ω′ of the diagonal in
T ′×T ′, which is invariant byH′×H′, and there is a homotopy Ψ : (H′×H′)|Ω′×I →
(H′ × H′)|Ω′ such that Ψ0 is generated by the map (x, y) 7→ (x, x), and Ψ1 is the
identity morphism at (H′×H′)|Ω′ . If two morphisms Φ1 and Φ2 are close enough in
CS(H,H
′), then Φ1(F )× Φ2(F ) ⊂ Ω
′ for all H-orbit closure F . Then a homotopy
between Φ1 and Φ2 is given by the composite
H× I
(Φ1,Φ2)×idI
−−−−−−−−→ (H′ ×H′)|Ω′ × I
Ψ
−−−−→ (H′ ×H′)|Ω′ −−−−→ H
′ ,
where the right hand side morphism is generated by the restriction Ω′ → T ′ of
second factor projection T ′ × T ′ → T ′. 
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Corollary 26.3. If the orbits of H′ are dense, then all morphisms H → H′ are
homotopic to each other.
27. C∞ approximations of morphisms
The following is a pseudogroup version of Theorem 23.1.
Theorem 27.1. Let H and H′ be complete Riemannian pseudogroups. Suppose
that some Φ ∈ C(H,H′) is C∞ on some neighborhood of a closed saturated subset
E ⊂ T . Then any neighborhood of Φ in CS(H,H
′) contains some Ψ ∈ C∞(H,H′)
such that Φ = Ψ on some neighborhood of E. In particular, C∞(H,H′) is dense in
CS(H,H
′).
Proof. This result can be proved with an easy adaptation to pseudogroups of the
arguments of Theorem 21.1. Instead of observations from Section 14, we have to
use the corresponding observations from Sections 12 and 13. Moreover we have to
use the morphism versions of some operations with maps (see Section 2); e.g., the
combination of morphisms is used in the needed version of Claim 18. 
Like in the foliated setting, Theorem 27.1 has the following consequences.
Corollary 27.2. If there is a homotopy between two C∞ morphisms H → H′, then
there also exists a C∞ homotopy between them.
Corollary 27.3. Any morphism H → H′ is homotopic to a C∞ morphism.
28. Cohomologies of C∞ pseudogroups
Let H be a C∞ pseudogroup acting on a C∞ manifold T . The invariant complex
of H is the subcomplex Ωinv(H) ⊂ Ω(T ) consisting of differential forms that are
H-invariant ; i.e., those forms α satisfying h∗(α|imh) = α|dom h for all h ∈ H.
The corresponding cohomology is called the invariant cohomology and denoted by
Hinv(H).
A C∞ morphism Φ : H → H′ induces a homomorphism of complexes Φ∗ :
Ωinv(H
′) → Ωinv(H), which is well defined by the condition (Φ∗α)|domφ = φ∗α
for α ∈ Ωinv(H
′) and φ ∈ Φ. This assignment Φ 7→ Φ∗ is functorial; thus iso-
morphic pseudogroups have isomorphic invariant complexes. We get an induced
homomorphism Φ∗ : Hinv(H
′)→ Hinv(H).
Let F be a C∞ foliation on a C∞ manifold M , and P : M → Hol(F) the cor-
responding canonical morphism. Then P∗ : Ωinv(Hol(F)) → Ω(M) restricts to an
isomorphism P∗ : Ωinv(Hol(F)) → E
•,0
1 (F), yielding the well known isomorphism
Hinv(Hol(F)) ∼= E
•,0
2 (F).
Proposition 28.1. If there is a C∞ homotopy between two C∞ morphisms Φ0,Φ1 :
H → H′, then Φ∗0 = Φ
∗
1 : Hinv(H
′)→ Hinv(H).
Proof. This is a direct adaptation of the proof of the corresponding result for man-
ifolds [9] by using morphisms instead of maps. 
In the sense of Section 3, we can also consider the de Rham cohomology HdR(H)
of a C∞ pseudogroup H acting on some C∞ manifold T , which is precisely defined
as follows. Let
∧
T H∗ be the pseudogroup on
∧
T T ∗ generated by the local trans-
formations of the form
∧
T h∗ :
∧
T (imh)∗ →
∧
T (domh)∗ with h ∈ H; notice
that h∗α =
∧
T h∗ ◦ α ◦ h for all α ∈ Ω(im h). For each degree r, the restriction
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of
∧
T H∗ to
∧r T T ∗ will be denoted by ∧r T H∗. The fiber bundle projection
π :
∧
T T ∗ → T generates a morphism Π :
∧
T H∗ → H since π ◦
∧
T h∗ = h−1 ◦ π
for all h ∈ H. A morphism Θ : H →
∧
T H∗ is called a differential form on H if it
is a section of Π in the sense that Π ◦ Θ = idH; it is said that Θ is of degree r if
imΘ ⊂
∧r T T ∗. Any differential form Θ on H is generated by differential forms on
open subsets of T : if the domain of some θ ∈ Θ is small enough, then h = π ◦θ ∈ H
and θ ◦ h−1 ∈ Ω(im h) ∩ Θ. The exterior derivative of a C∞ differential form Θ
on H is the C∞ differential form dΘ on H generated by the exterior derivatives dθ
of those θ ∈ Θ that are differential forms on open subsets of T . The vector space
Ω(H) of C∞ differential forms on H becomes a complex endowed with the exterior
derivative d and the grading defined as above. Then HdR(H) is the cohomology
of (Ω(H), d). There is a canonical isomorphism Ωinv(H) ∼= ΩdR(H), which assigns
to each α ∈ Ωinv(H) the morphism generated by α. Thus Hinv(H) ∼= HdR(H),
obtaining a known simpler expression for the de Rham cohomology of H.
Another complex associated to H was introduced by A. Haefliger as follows [19].
If some α ∈ Ωc(T ) is supported in the image of some h ∈ H, let h∗α ∈ Ωc(T )
denote the extension by zero of h∗(α|imh). The Haefliger complex (ΩHa(H), d) of
H is the quotient complex of (Ωc(T ), d) over the subcomplex generated by forms
of the type α − h∗α, where h ∈ H and α ∈ Ωc(T ) with suppα ⊂ imh. The corre-
sponding cohomology is called the Haefliger cohomology and denoted by HHa(H).
The Haefliger cohomology is not Hausdorff in general with the topology induced by
the C∞ topology on Ωc(T ) [19]; so it makes sense to consider its maximal Hausdorff
quotient, which is called the reduced Haefliger cohomology and denoted by HHa(H).
Exterior product and integration defines a pairing
Ωrinv(H)⊗ Ω
n−r
Ha (H)→ R
for each degree r, where n = dimT . It induces a pairing
Hrinv(H)⊗H
n−r
Ha (H)→ R ,
which degenerates in general; nevertheless, the pseudogroup version of the argu-
ments of [1] and [35] show that this pairing is non-degenerated for complete Rie-
mannian pseudogroups.
Any e´tale´ morphism Φ : H → H′ functorially induces a continuous homomor-
phism Φ∗ : ΩHa(H) → ΩHa(H
′) [19, Section 1.2]; thus isomorphic pseudogroups
have isomorphic Haefliger complexes.
For any C∞ foliation F , ΩHa(Hol(F)) and HHa(Hol(F)) are called the trans-
verse complex and transverse cohomology of F , and there is a homomorphism∫
F : Ωc(M) → ΩHa(Hol(F)), called integration along the leaves , which induces
an isomorphism
∫
F
: E•,pc,1 (F)→ ΩHa(Hol(F)) (p = dimF) [19, Section 3], yielding
E•,pc,2 (F)
∼= HHa(Hol(F)).
A morphism Φ : H → H′ is called a C∞ submersion when its maps are C∞
submersions. In this case, Φ induces a continuous open homomorphism Φ∗ :
ΩHa(H) → ΩHa(H
′) in the following way. For each α ∈ Ωc(T ), there are some
α1, . . . , αk ∈ Ωc(T ) and some φ1, . . . , φk ∈ Φ such that α = α1 + · · · + αk and
suppαi ⊂ domφi for all i ∈ {1, . . . , k}. Since each φi is a submersion, the integra-
tion along the fibers
∫
φi
αi ∈ Ωc(imφi) is defined, whose extension by zero to T ′ is
also denoted by
∫
φi
αi ∈ Ωc(T ′). With the obvious generalization of the arguments
of [19, Theorem 3.1], it follows that the class of
∫
φ1
α1 + · · ·+
∫
φk
αk in ΩHa(H
′) is
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independent of the choices of α1, . . . , αk and φ1, . . . , φk. Then, if ζ ∈ ΩHa(H) is the
element represented by α, define Φ∗(ζ) ∈ ΩHa(H
′) to be the element represented
by
∫
φ1
α1 + · · ·+
∫
φk
αk. The arguments of [19, Theorem 3.1] also show that Φ∗ is
continuous and open. The induced continuous homomorphismHHa(H)→ HHa(H
′)
is also denoted by Φ∗, or by HHa(Φ). This defines a covariant functor from PsGr
to the category of continuous homomorphisms between topological vector spaces.
As a particular example, for any C∞ foliation F on a C∞ manifoldM , Haefliger’s
integration along the fibers,
∫
F
: Ωc(M)→ ΩHa(Hol(F)), is the homomorphism P∗
induced by the canonical morphism P :M → Hol(F).
29. Invariance of the invariant cohomology
The following is a version for pseudogroups of Theorem 25.1.
Theorem 29.1. Let Φ,Ψ : H → H′ be morphisms between complete Riemannian
pseudogroups. We have the following:
(i) If Φ and Ψ are homotopic, then Φ∗ = Ψ∗ : Hinv(H
′)→ Hinv(H).
(ii) If Φ is a homotopy equivalence, then Φ∗ : Hinv(H
′) → Hinv(H) is an iso-
morphism.
Proof. This follows from Corollaries 27.2 and 27.3, and Proposition 28.1. 
30. Examples
Example 30.1. Theorem 16.1-(i) supplies a large class of complete morphisms.
Another source of complete morphisms is the following: any pseudogroup gener-
ated by a group action is complete, and any equivariant map generates a complete
morphism.
Example 30.2. For λ > 1, the mapping x 7→ λx generates a complete pseudogroup
H, whose restriction to U = (−1, 1) is not complete. This H is equivalent to H|U
since U cuts every H-orbit. So completeness is not invariant by pseudogroup equiv-
alences. As pointed out in [22, Section 1.3], the pseudogroup of all local isometries
of a Riemannian manifold is not complete in general; for instance, it is not complete
in the case of a sphere with a metric which is flat on some part with non-empty
interior, and has positive scalar curvature elsewhere. The identity morphism of any
of the above non-complete pseudogroups is not complete. Thus, for Riemannian
pseudogroups, the relation between completeness and geodesic completeness seems
to be weak.
Example 30.3. A pseudogroup H acting on a space T is called globally complete
when, for all h ∈ H and any x ∈ domh, there is some h˜ ∈ H such that dom h˜ = T
and γ(h˜, x) = γ(h, x); i.e., (T, T ) is a completeness pair for H.
Let H′ be another pseudogroup acting on a space T ′, and let Φ : H → H′ be
a morphism. It is said that Φ is globally complete when there is some φ ∈ Φ such
that domφ = T , and moreover, for all h ∈ H and every z ∈ domh, there is some
h˜ ∈ H and some h′ ∈ H′ so that dom h˜ = T , γ(h˜, x) = γ(h, x), imφ ⊂ domh′,
and h′ ◦ φ = φ ◦ h˜. In this case, H is globally complete, Φ is generated by φ, and
(φ, T ;φ, T ) is a completeness quadruple of Φ.
Now, consider a family of pseudogroupsHi, where eachHi acts on a space Ti. As
a straightforward generalization of the finite product of pseudogroups (Section 2),
we can define the product pseudogroups
∏
iHi acting on
∏
i Ti. It is easy to check
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that
∏
iHi is complete if and only if each Hi is complete, and all but finitely many
pseudogroups Hi are globally complete.
Consider another family of pseudogroups H′i, with the same index set, and a
family of morphisms Φi : Hi → H
′
i. As a straightforward generalization of the
finite product of morphisms (Section 2), we can define the product morphism
∏
i Φi :∏
iHi →
∏
iH
′
i. This
∏
iΦi is complete if and only if each Φi is complete, and all
but finitely many of the morphisms Φi are globally complete.
This allows the construction of concrete examples of non-complete morphisms
between complete pseudogroups, which shows that the Riemannian condition can-
not be removed in Theorem 16.1-(i). For instance, let H be the globally complete
pseudogroup acting on the line R generated by all homeomorphisms R → R, and
let H′ be the globally complete pseudogroup acting on circle S1 generated by all
homeomorphisms S1 → S1. The universal covering map R→ S1 generates a com-
plete morphism Φ : H → H′, which is not globally complete. Then, with Ti = R,
T ′i = S
1, Hi = H and H
′
i = H
′ for all i ∈ N, the pseudogroups
∏
iHi and
∏
iH
′
i
are complete, but the morphism
∏
iΦi :
∏
iHi →
∏
iH
′
i is not complete.
Example 30.4. This is another example of a non-complete morphism between
complete pseudogroups, which furthermore is C∞. Let H be the C∞ pseudogroup
acting on R2 generated by the group of diffeomorphisms h : R2 → R2 such that
there is some ǫ > 0 and some c ∈ R so that h(x, y) = (x + c, y) for all (x, y) ∈
R× (−ǫ, ǫ). Let H′ be the C∞ pseudogroup acting on R2 generated by the group of
diffeomorphisms R2 → R2 that fix the origin and have the same germ at the origin
as a rotation. Let φ : R2 → R2 be the C∞ map defined by φ(x, y) = (y cosx, y sinx).
This φ generates a C∞ morphism Φ : H → H′. It is easy to prove that H and H′
are complete, whilest Φ is not complete: its completeness condition fails around
the origin.
Example 30.5. Consider Arnold’s example of a diffeomorphism h : S1 → S1
which is topologically conjugated but not C1 conjugated to a rotation h′ : S1 → S1
[8]. By suspension, we get examples of homeomorphic C∞ foliations with non-
isomorphic basic cohomologies [29]; so these foliations cannot be diffeomorphic.
Thus, if H and H′ denote the pseudogroups generated by h and h′, respectively,
the isomorphism Φ : H → H′ generated by any fixed homeomorphism φ : S1 → S1
satisfying φ ◦ h = h′ ◦ φ is not C∞. This does not contradict Theorem 16.1-(iii)
and Theorem 27.1 because H is not Riemannian. However H is equicontinuous [40,
Appendix E, Section 5], [3], showing that Theorem 16.1-(iii) cannot be generalized
to equicontinuous pseudogroups.
Example 30.6. Let H be the pseudogroup on R generated by the map h defined
by h(x) = λx for some some λ > 1. The map φ defined by φ(x) = |x| satisfies
φ ◦ h = h ◦ φ. So φ generates a morphism Φ : H → H. It is easy to see that Φ
cannot be approximated by any C∞ morphism in CS(H,H). By suspension, we get
a foliated map between C∞ foliations with compact space of leaves that cannot be
strongly approximated by C∞ foliated maps. This shows that Theorems 21.1, 23.1
and 27.1 cannot be generalized to arbitrary C∞ foliations.
Example 30.7. Let H and H′ be pseudogroups acting on spaces T and T ′, re-
spectively. A morphism Φ : H → H′ is said to be simply complete if all x ∈ T and
x′ ∈ T ′ have respective open neighborhoods U and U ′ such that, for any φ ∈ Φ and
every y ∈ U ∩domφ with φ(y) ∈ U ′, there is some φ˜ ∈ Φ such that U ⊂ dom φ˜ and
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γ(φ˜, y) = γ(φ, y); in this case, it will be said that (U,U ′) is a simple completeness
pair of Φ. Observe that H is complete if and only if the identity morphism idH
simply complete; thus this is another version of completeness for morphisms differ-
ent from Definition 7.1. It is easy to see that any morphism generated by a globally
defined map is simply complete. The following result shows that the reciprocal
statement is also true under certain topological conditions.
Proposition 30.8. If Φ is simply complete, T is simply connected and T ′ is com-
pact, then Φ is generated by a single map T → T ′.
Proof. Since Φ is simply complete, for each x ∈ T , there is a family of simple
completeness pairs of Φ, {(Ui, U ′i)}, such that each Ui contains x and {U
′
i} covers
T ′. Because T ′ is compact, {U ′i} admits a finite subcovering {U
′
i1
, . . . , U ′in}. Then
U = Ui1∩· · ·∩Uin is an open neighborhood of x and satisfies the following condition:
for any φ ∈ Φ and every y ∈ U ∩ domφ, there is some φ˜ ∈ Φ such that U ⊂ dom φ˜
and γ(φ˜, y) = γ(φ, y). This means that the source map γ(Φ)→ T is a covering map,
which admits a global section θ : T → γ(H) because T is simply connected. Then
Φ is generated by the composite of θ with the target projection γ(Φ)→ T ′. 
A morphism Φ : H → H′ is called quasi-analytic when, for all φ, ψ ∈ Φ and any
connected open subset U ⊂ domφ ∩ domψ, we have φ = ψ on U if φ and ψ have
the same germ at some point of U . The following result is an elementary relation
between completeness and simple completeness.
Proposition 30.9. If T and T ′ are locally connected, and Φ is quasi-analytic and
simply complete, then Φ is complete.
Example 30.10. In [20], Haefliger has introduced certain morphisms between
topological groupoids in the following way. Let Γ be a topological groupoid with
space of units T . First, the concept of right action of Γ on a space E relative to
a map E → T is defined as an obvious generalization of the case of topological
groups. Left actions of Γ are defined similarly, as well as Γ-principal bundles.
Let Γ′ be another topological groupoid with space of units T ′. Let E be a space
endowed with the following data: continuous maps p : E → T and p′ : E → T ′,
a left action of Γ on E relative to p, and a right action of Γ′ on E relative to p′.
Suppose that these two actions commute. If E becomes a Γ′-principal bundle with
projection p, then E is called a morphism of Γ to Γ′. Consider also the induced
right Γ-action and left Γ′-action on E defined by inverting the elements of Γ and
Γ′. If moreover E becomes a Γ-principal bundle with projection p′, then E is called
an equivalence. These morphisms form a category with the operation defined by
taking fiber products in an obvious way. The isomorphisms of this category are the
equivalences.
Recall that a topological groupoid is called e´tale´ when its source and target pro-
jections are local homeomorphisms. A topological groupoid is e´tale´ just when it
is isomorphic to the groupoid of germs of some pseudogroup with the e´tale´ topol-
ogy. Thus Haefliger morphisms between e´tale´ groupoids can be also considered
as another type of morphisms between pseudogroups, which also form a category
denoted by PsGrHa. Let E be a Haefliger morphism of a pseudogroup H acting on
T to a pseudogroup H′ acting on T ′, with maps p : E → T and p′ : E → T ′. Then
the composites p′ ◦ σ, for local sections σ of p, generate a morphism Φ : H → H′ of
our type. If Φ consists of open maps, then there is a unique Haefliger morphism E
inducing Φ. The assignment E 7→ Φ defines a functor PsGrHa → PsGr.
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Haefliger’s definition of equivalence between topological groupoids is a version
of the concept of Morita equivalence. Thus Heafliger morphisms could be more
appropriate to establish relations with the C∗-algebras of topological groupoids
and their K-theory.
31. Open problems
Problem 31.1. Develop the algebraic topology, differential topology and differen-
tial geometry of pseudogroups in the sense of Section 3. To begin with, we may ask
whether results like the Hurewicz isomorphism theorem [48] or the Van Kampen
theorem [24] can be generalized to pseudogroups. Or what about any version of
the Hopf-Rinow theorem for Riemannian pseudogroups?
Problem 31.2. Problem 31.1 can be also considered for Haefliger morphisms be-
tween pseudogroups, or between topological groupoids (see Example 30.10). In this
way, another definition of algebraic invariants can be given for pseudogroups and
topological groupoids. The functor PsGrHa → PsGr induces natural homomor-
phisms between Haefliger invariants and our invariants. Are these homomorphisms
surjective? Which kind of information is contained in their kernels?
Haefliger has indicated us the following concrete example. Let n be a positive
integer, and let H be the pseudogroup on R2 generated by a rotation of order n.
Then H is contractible with our definition, whilst, in PsGrHa, there are n Haefliger
morphisms of the circle to H which are not homotopic to each other.
Problem 31.3. Let F and G be foliated structures, f : F → G a continuous
foliated map, and Ψ : Hol(F) × I → Hol(G) a homotopy such that Ψ0 ≡ Hol(f).
What conditions are needed for the existence of a lift H : F × Ipt → G of Ψ so that
H0 = f? The needed conditions must be very restrictive (see [38] for the solution
of a related problem). It is easy to produce counterexamples to the existence of
such a lift by using vanishing cycles.
Problem 31.4. In the case of pseudogroups generated by the left translations on
Lie groups, Theorem 16.1-(iii) asserts that any continuous homomorphism between
Lie groups is C∞. But indeed it is well known that any measurable homomorphism
between Lie groups is C∞. Then, according to the generalization of the theorem of
Myers-Steenrod for complete Riemannian pseudogroups given in [45], there should
be a version of Theorem 16.1-(iii) for “measurable morphisms”.
Problem 31.5. Theorem 16.1-(iii) cannot be generalized to equicontinuous pseu-
dogroups (Example 30.5), but what about its assertions (i) and (ii)? Observe
that Theorem 16.1-(ii) would make sense for equicontinuous pseudogroups because
they also have a closure under mild topological conditions [3], [32], [50]. More-
over equicontinuity is a key property in the topological description of Riemannian
foliations with dense leaves given in [5].
Problem 31.6. Is there any version of completeness for Haefliger morphisms? And
a version of Theorem 16.1?
Problem 31.7. Is it possible to adapt the convolution technique [26] to improve
differentiability of foliated maps between transversely complete Riemannian folia-
tions? This is clearly possible in the case of transversely parallelizable foliations.
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Problem 31.8. The spectral sequence can be given by the differential sheaf of local
basic differential forms [36], which leads to the following question. For transversely
complete Riemannian foliations, is it possible to prove the homotopy invariance
of the spectral sequence directly from Theorem 16.1-(iii) with a sheaf theoretic
argument?
Problem 31.9. We may ask whether a “proper” morphism Φ : H → H′ induces a
homomorphism Φ∗ : HHa(H
′) → HHa(H) in a functorial way. The commutativity
of the diagram
E•,pc,1 (G)
E
•,p
c,1 (f)
−−−−−→ E•,pc,1 (F)
∫
G
y y∫F
ΩHa(Hol(G))
Hol(f)∗
−−−−−→ ΩHa(Hol(F))
must be required for any proper C∞ foliated map f : F → G between C∞ foliations
of dimension p. If this can be made, then there must be a version of Theorem 25.2
for the Haefliger cohomology.
Of course, first, the right definition of proper morphism must be given! We
may say that a morphism Φ is proper if Φorb is proper, but this does not seem
to be enough. With a good definition of proper morphism, the canonical injective
functor Top → PsGr and the holonomy functor Fol → PsGr must assign proper
morphisms to proper maps. Thus this condition may have some relation with
Haefliger’s definition of compact generation for pseudogroups [21], [23].
Problem 31.10. A pseudomonoid can be defined like a pseudogroup with arbitrary
continuous maps and without using inversion. Orbits , morphisms and equivalences
can be generalized to pseudomonoids. But, by the lack of inversion, it also makes
sense to consider α- and ω-orbits , referring to the backwards and forwards direc-
tion. We similarly have α- and ω-morphisms , and α- and ω-equivalences . For
instance, for any foliated space, all maps between local quotients induced by in-
clusions of simple open sets form a pseudomonoid. Its α-class gives the holonomy
pseudogroup of all open subsets. This may be useful to deal with invariants like the
transverse LS category cat⋔ F of a foliated structure F , whose definition involves
non-saturated open sets [15]. For instance, to know how far it is from being a
transverse invariant.
Problem 31.11. The saturated transverse LS category catS⋔F of a foliated struc-
ture F is defined like cat⋔ F , but using only saturated open sets. It is not a
transverse invariant either, but it is closer to being so. The “transverse invariant
LS category” of F is the LS category catHol(F) of its holonomy pseudogroup,
defined in the sense of Section 3. We easily get
catHol(F) ≤ catS⋔ F ,
which may be a strict inequality by the possible non-existence of lifts of homotopies
on holonomy pseudogroups (Problem 31.3). We propose the study of catHol(F).
For instance, it should be equal to the “transverse category” of the classifying
foliated space of F [18], [11], [20]. Moreover the known results for cat⋔F or cat
S
⋔
F
should have a version for catHol(F) (see [15], [14], [13], [27], [28]).
Problem 31.12. Give a good definition of C0,∞ singular foliated spaces.
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Problem 31.13 (Based on an idea of Jose´ Luis Arraut). The concept of holonomy
groupoid can be extended to the singular case as follows. Let F be a singular
foliated structure on a space X , let c : I → F be a foliated curve between points x
and y, and let Σx and Σy be local transversals of F through x and y, respectively.
There is some open neighborhood ∆ of x in Tx and some continuous foliated map
H : ∆pt × I → F such that:
• H(x, ·) = c;
• each map H(·, t) is an embedding whose image is a local transversal of F
through c(t);
• H(·, 0) is the inclusion map ∆ →֒ X ; and
• H(∆× {1}) is an open subset of Σy.
Then h = H(·, 1) : ∆ → Σy is an open embedding, but, in the singular case,
the germ γ(h, x) may depend on the choice of H . To avoid this dependence, we
introduce an equivalence relation on the set of such germs as follows. First, observe
that h is a foliated map F∆ → FΣy (see Section 8). Then, given another continuous
foliated mapH ′ : ∆′pt×I → F satisfying the same properties asH , for h
′ = H ′(·, 1) :
∆′ → Σy, let as say that γ(h, x) is equivalent to γ(h′, x) if there is some open
neighborhood ∆0 of x in ∆∩∆′ and some integrable homotopy G : F∆0×I → FΣy
between h and h′ such that each G(·, t) is an open embedding. This defines an
equivalence relation, and it is easy to check that the equivalence class of γ(h, x)
depends only on c (once Σx and Σy are give), and can be called the holonomy
defined by c. On the set of foliated curves I → F , define an equivalence relation
by declaring that to curves are equivalent when they have the same end points and
define the same holonomy for any choice of local transversals. The quotient set
G = G(F) becomes a topological groupoid with the operation induced by the path
product and the topology induced by the compact-open topology; this G can be
called the holonomy groupoid , and can be identified to the usual holonomy groupoid
when F is regular.
Like in the regular case, another version of the holonomy groupoid can be also
given by a singular foliated cocycle (Section 8), by adapting the steps of the above
construction of G.
It is a natural question whether the important role played by the holonomy
groupoid of foliated spaces can be extended to the singular case. As a first approach,
we may ask for a singular version of the Reeb’s local stability theorem.
Problem 31.14. Is it possible to generalize our approximation and invariance
results to the case of singular Riemannian foliations? Such generalizations should
be consequences of a singular version of Theorem 16.1.
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