Abstract. We continue our study of the full set of translation-invariant splitting Gibbs measures (TISGMs, translation-invariant tree-indexed Markov chains) for the q-state Potts model on the Cayley tree. In our previous work [10] we gave the full description of the TISGMs, and showed in particular that at sufficiently low temperatures their number is 2 q − 1. In this paper we find some regions for the temperature parameter ensuring that a given TISGM is (non-)extreme in the set of all Gibbs measures. In particular we show the existence of a temperature interval for which there are at least 2 q−1 + q extremal TISGMs. For the Cayley tree of order two we give explicit formulae and some numerical values.
Introduction
For the q-state Potts model on a Cayley tree of order k ≥ 2 it is known for a long time that at sufficiently low temperatures there are at least q+1 translation-invariant Gibbs measures which are also tree-indexed Markov chains [3] , [4] . Such translationinvariant tree-indexed measures are equivalently called translation-invariant splitting Gibbs measures (TISGMs). The q + 1 well-known measures mentioned above are obtained as infinite-volume limits with either the q boundary conditions of homogeneous spin-configurations, or the free boundary condition. While the q measures with homogenous boundary conditions are always extremals in the set of all Gibbsmeasures, the free boundary condition measure is an extremal Gibbs measure only in an intermediate temperature interval below the transition temperature, and loses its extremality for even lower temperatures. The non-trivial problem to determine the precise transition value is also known as the reconstruction problem in information theoretic language. While the Kesten-Stigum bound gives a sufficient (but not necessary bound) in terms of second largest eigenvalue of the transition matrix of the chain (and hence the temperature parameter) which ensures non-extremality, the opposite problem, namely to ensure extremality in terms of bounds on parameters, is more difficult, and the known methods usually do not lead to sharp results for tree indexed Markov chains. This is true even in simple cases like the general asymmetric binary channel (or Ising model in a magnetic field). For the Potts model in zero field it was proved in [19] that the Kesten-Stigum bound for the open boundary condition measure is not sharp for q ≥ 5. For some numerical investigations see [14] .
For other results related to the Potts model on Cayley trees see [6] , [9] , [10] , [18] and the references therein. Now, in [10] all TISGMs (tree-indexed Markov chains) for the Potts model are found on the Cayley tree of order k, and it is shown that at sufficiently low temperatures their number is 2 q − 1. For the binary tree we gave explicit formulae for the critical temperatures and the possible TISGMs.
The analysis was based on the classification of translation-invariant boundary laws which are in one-to-one correspondence with the TISGMs. Recall that boundary laws are length-q vectors with positive entries which satisfy a non-linear fixed-point equation (tree recursion), and a given boundary law defines the transition matrix of the corresponding Markov chain.
While the fact that these measures can never be nontrivial convex combinations of each other is almost automatic (see [10] ) it is not clear whether and when they are extremals in the set of all Gibbs measures, including the non-translation invariant Gibbs measures. In particular, from [10] it was not clear yet, whether the complete set of TISGMs contained any new extremal Gibbs measures beyond the known q + 1 measures, or whether the new TIGSMs would all be non-extremal Gibbs measures. It is the purpose of this paper to give some answers and find some regions of parameters where a TISGMs is (non-)extreme. To ask immediately for precise transition values would be too much to ask in view of the known difficulty of the aforementioned reconstruction problem already for the open boundary condition measure.
The paper is organized as follows. Section 2 contains preliminaries (necessary definitions and facts). All of our analysis relies heavily on the following useful fact: While the full permutation symmetry of the free boundary condition measure is lost in general, all the q × q transition matrices which arise in the description of the TISGMs posses a 2 × 2 block-structure. All possible sizes of blocks can appear, and labels within the blocks are equivalent. This corresponds to a decomposition of the q spin-labels into two classes 1 ′ and 2 ′ , one of m elements, the other one of q − m elements, with m ≤ q/2. Such a structure invites the study of the associated fuzzy map (see [7] , [9] ) which identifies the spin-values within the classes, and which maps the initial Markov chain to a coarse-grained or fuzzy Markov chain with spin labels 1 ′ , 2 ′ . It is interesting to note that this Markov chain can be interpreted as a splitting Gibbs measure for an effective Ising Hamiltonian, and that this Hamiltonian is independent of the choice of the initial Gibbs measure (within the class indexed by m). Such a result, namely the independence of the Hamiltonian for a transformed (renormalized) Gibbs measure of the phase, if this renormalized Hamiltonian exists at all, is known to be true for lattice models [1, 11] with proofs which are based on the variational principle and hence do not directly apply to trees. Section 3 is devoted to this fuzzy transformation of the Potts model to an Ising model with an external field. There we study relations between eigenvalues of the relevant transition matrix given by the Potts model and by the corresponding fuzzy Potts model. We derive conditions for extremality and non-extremality for the corresponding coarse-grained Markov chain. We note that non-extremality of the coarse-grained chain already implies non-extremality of the original chain.
Section 4 is related to non-extremality conditions of a TISGM (for the original model), where we check the Kesten-Stigum condition (based on the second largest eigenvalue). We give explicit formulas for critical parameters for the Kesten-Stigum condition to hold. This provides us with sufficient conditions for the temperature to see non-extremality. We cannot expect these conditions to be sharp in general, since the Kesten-Stigum bound is not sharp in most cases, but often the Kesten-Stigum bound is numerically not very far off.
Section 5 deals with extremality conditions for a TISGM. There are various approaches in the literature to sufficient conditions for extremality which can be reduced to a finite-dimensional optimization problem based only on the transition matrix, see the percolation method of [13] , [15] , the symmetric entropy method of [2] , or for the binary asymmetric channel the readily available bound of Martin [12] . In this paper we employ the approach of [13] , where the non-trivial part is the estimate of their constant γ (controlling "percolation from outside to inside") for the case of our transition matrices. As in a particular temperature region there are many TISGMs which have different transition matrices which all lie in a neighborhood of transition matrix of the free measure, and we know that extremality holds for the latter, a continuity argument in particular provides us with a lower bound on the number of extremal TISGMs which have to occur.
Preliminaries
Cayley tree. The Cayley tree Γ k of order k ≥ 1 is an infinite tree, i.e., a graph without cycles, such that exactly k + 1 edges originate from each vertex. Let Γ k = (V, L) where V is the set of vertices and L the set of edges. Two vertices x and y are called nearest neighbors if there exists an edge l ∈ L connecting them. We will use the notation l = x, y . A collection of nearest neighbor pairs x, x 1 , x 1 , x 2 , ..., x d−1 , y is called a path from x to y. The distance d(x, y) on the Cayley tree is the number of edges of the shortest path from x to y.
For a fixed x 0 ∈ V , called the root, we set
Potts model. We consider the Potts model on a Cayley tree, where to each vertex of the tree a spin variable is assigned which takes values in the local state space Φ := {1, 2, . . . , q}.
The (formal) Hamiltonian of Potts model is
where J ∈ R is a coupling constant, x, y stands for nearest neighbor vertices and δ ij is the Kroneker's symbol:
In the present paper we only consider the case of ferromagnetic interaction J > 0. Splitting Gibbs measure. Define a finite-dimensional distribution of a probability measure µ in the volume V n as
2)
where β = 1/T , T > 0-temperature, Z −1 n is the normalizing factor, {h x = (h 1,x , . . . ,h q,x ) ∈ R q , x ∈ V } is a collection of vectors and H n (σ n ) is the restriction of Hamiltonian on V n .
We say that the probability distributions (2.2) are compatible if for all n ≥ 1 and
Here σ n−1 ∨ ω n is the concatenation of the configurations. In this case, there exists a unique measure µ on Φ V such that, for all n and σ n ∈ Φ Vn ,
Such a measure is called a splitting Gibbs measure (SGM) corresponding to the Hamiltonian (2.1) and the vector-valued functionh x , x ∈ V .
The following statement describes conditions onh x guaranteeing compatibility of µ n (σ n ). Theorem 1. (see [3] , [18, p.106 ]) The probability distributions µ n (σ n ), n = 1, 2, . . ., in (2.2) are compatible iff for any x ∈ V \ {x 0 } the following equation holds:
where
From Theorem 1 it follows that for any h = {h x , x ∈ V } satisfying (2.4) there exists a unique SGM µ for Potts model.
To compare with the literature we remark that the quantities exp(h i,x ) define a boundary law in the sense of Definition 12.10 in Georgii's book [5] . Compare also Theorem 12.2 therein which describes the connection between boundary laws and finite-volume marginals of splitting Gibbs measures for general spin models and general volumes (of which formula (2.2) is a special case). Looking to marginals on volumes which consist of two adjacent sites from that expression in particular the relation between boundary law and the transition matrix for the associated Markov chain (splitting Gibbs measure) is immediately obtained.
Translation-invariant SGMs. A translation-invariant splitting Gibbs measure (TISGM) corresponds to a solution h x of (2.4) with h x = h = (h 1 , . . . , h q−1 ) ∈ R q−1 for all x ∈ V . Then from equation (2.4) we get h = kF (h, θ), and denoting z i = exp(h i ), i = 1, . . . , q − 1, the last equation can be written as
In [10] all solutions of the equation (2.6) are given. By these solutions the full set of TISGMs is described. In particular, the following results are obtained which will be the starting point of the present analysis and which we repeat for convenience of the reader.
Theorem 2.
[10] For any solution z = (z 1 , . . . , z q−1 ) of the system of equations (2.6) there exist M ⊂ {1, . . . , q − 1} and z * > 0 such that
Thus any TISGM of the Potts model corresponds to a solution of the following equation
for some m = 1, . . . , q − 1.
(2.9) Proposition 1.
[10] Let k = 2, J > 0. TISGMs which correspond to the solutions z i ≡ z i (θ, q, m) = x 2 i (m, θ), i = 1, 2 of (2.7), where
] < θ = q + 1 then there are 2 q − 1 TISGMs; 4 If θ = q + 1 the number of TISGMs is as follows
Fuzzy transformation to Ising model with an external field
In order to study extremality of a TISGM corresponding to a solution z > 0 of (2.7), (i.e. to a vector l = (l 1 , . . . , l q ) ∈ R q with m coordinates equal to z and q − m coordinates equal to 1) we divide the coordinates of this vector to two classes: We write l ′ and l ′′ , where l ′ has m coordinates each equal to z and l ′′ has q − m coordinates each equal to 1.
Without loss of generality, by relabeling of coordinates, we can take l, l ′ and l ′′ as follows:
Define a (fuzzy) map T : {1, 2, . . . , q} → {1 ′ , 2 ′ } as
This map identifies spin-values which have the same value of the boundary law and are treated in an equal fashion by the transition matrix. We extend this map to act on infinite-volume spin configurations and measures in the infinite volume. We note that a TISGM corresponding to a vector l ∈ R q is a tree-indexed Markov chain with states {1, 2, . . . , q} and transition probabilities matrix P = (P ij ) with
From (3.2) we get
The fuzzy map T reduces the matrix P to the 2×2 matrix
More precisely this means: Consider the translation-invariant tree-indexed Markov chain µ with transition matrix given by (3.3). Then its image measure T (µ) under the site-wise application of the fuzzy map T is a tree-indexed Markov chain with local state space 1',2' with the transition matrix given by (3.4) . Note that an application of a transformation to an initial Gibbs measure which is not adapted to the structure of the transition matrix of the initial chain (for example a fuzzy map which identifies spin values which have different values of the boundary law) would in general not give rise to a Markov chain (and possibly not even to a Gibbs measure with an absolutely summable interaction potential).
We also observe the following fact: If an initial Markov chain µ is extremal in the set of Gibbs-measures for the Potts model it implies its triviality on the tailsigma algebra of the q-spin events. But this implies that the mapped chain T (µ) is trivial on its own tail-sigma algebra (since the latter can be identified with the sub-sigma algebra of event in the tail-sigma algebra of the q-spin events which do not distinguish spin-values which have the same values of the fuzzy variable).
We note that the matrixP has the two eigenvalues 1 and
Let us comment on some general properties of transition matrices which have a two-block symmetry as our transition matrix has: Our matrix P is a stochastic q × q-matrix, in block-form which has as parameters the block size m and can be written in terms of four real independent parameters p 1 , p 2 , q 1 , q 2 .
Here p 1 is the transition rate for going from a state in 1 ′ to a different state in 1 ′ , q 1 is the transition rate for going from a state in 2 ′ to a different state in 2 ′ , p 2 is the transition rate for going from a state in 1 ′ to a state in 2 ′ , q 2 is the transition rate for going from a state in 2 ′ to a state in 1 ′ . The form is
where I k,l is the k × l matrix which has all matrix elements equal to 1 and E k is the k-dimensional unity matrix. Here necessarily a = 1 − mp 1 − (q − m)p 2 and b = 1 − mq 2 − (q − m)q 1 , so that the matrix is stochastic. We consider the action of the fuzzy map on probability vectors and introduce the linear map from R q to R 2 given by
The following lemma is obvious.
We also have
whereP (see (3.4) ) is the stochastic matrix, namely the transition matrix for the coarse-grained chain with two states 1 ′ , 2 ′ .
Proposition 2. The matrix P t is diagonalisable (from the right) and has the eigenvalues 1, λ 2 (P), a, b. The dimension of the eigenspace to a is m − 1. The dimension of the eigenspace to b is q − m − 1.
Proof. Suppose v is a right-eigenvector of P t for the eigenvalue λ, so P t v = λv. Then P t Lv = LP t v = λLv. Two cases are possible: Case 1: Lv = 0 and hence λ is an eigenvalue forP, too. The two eigenvalues for the two-by-two matrix can be easily evaluated, one eigenvalue is equal to 1, call the other one λ 2 (P).
Case 2: Lv = 0. Then we must have
In order to have an eigenvalue v at least one of the components u or w has to be nonzero. Hence the possible eigenvalues are a, b (which are allowed to be equal or not).
The 
Proof. Since z is a solution to (2.7) we have
In case m = 1 we have p 1 = 0 and the above mentioned condition Lu = 0 gives u = u 1 = 0, i.e. a can not be an eigenvalue. For m ≥ 2 using
and (3.5) we get (3.8).
For a, b, λ 2 given by (3.8) denote
For k = 2, using formula (2.10) of z ∈ {x 2 1 , x 2 2 }, for m = 1 we obtain λ < b and for m ≥ 2 we have
It turns out that we can lift the action of the coarse graining to obtain an effective Hamiltonian for the coarse-grained Markov chain which has the interpretation of an Ising model in a magnetic field which is non-vanishing if and only if 2m = q. Note that this Hamiltonian is not just the logarithm of the transition matrix of the Potts chain (which would be z-dependent) but it will be z-independent. More precisely we have the following proposition.
Proposition 3. Let k ≥ 2 be an integer. Consider a translation invariant Markov chain µ θ,m,z for the Potts model with coupling constant parameterized θ of the type we constructed above, given by m ≤ q/2 and a corresponding choice of the (up to three) values of the boundary law z.
Then there exist a coupling constant J ′ = J ′ (θ, m) and a magnetic field value h ′ = h ′ (θ, m), where both values are independent of the boundary law z, such that the coarse-grained measure T (µ θ,m,z ) is a Gibbs measure for the Hamiltonian
of the corresponding Ising model with spin variables φ(x) = ±1 on the Cayley tree of order k which is a tree-indexed Markov chain (splitting Gibbs measure) which has the given matrix M as its transition matrix. Here we have identified the fuzzy class 1 ′ with the Ising spin value +1 and the fuzzy class 2 ′ with the Ising spin value −1.
For the coupling constant we have
For the magnetic field we have
where z denotes the value of the boundary law for the Potts model and (s, 1) denotes the value of the corresponding boundary law for the Ising model. The boundary laws for the Potts model and the corresponding Ising model satisfy the relation
which is independent of the choice of the solution at fixed m and makes the magnetic field h ′ independent of the choice of z at fixed m.
It is interesting to compare this result with Proposition 4.1 in [9] which states that any fuzzy image of the open b.c. condition Potts measure (which is obtained for z = 1) is quasilocal. Here we extent this result to the larger class of Markov chains with fixed m and remark that the Hamiltonian of the fuzzy model with classes m and q − m stays the same when we take a different boundary law z. Hence it suffices to look at the free measure to construct this Hamiltonian.
Proof. The transition matrix of the Ising model whose Hamiltonian is to be constructed has the form
(compare e.g. (12.20) of Georgii's book). The corresponding equation for a boundary law (s x , 1) (which we allow to be x-dependent at this stage) for the Ising model is written as
Suppose we have a homogeneous solution s of this equation for the boundary law of the Ising model. Then the corresponding transition matrix iŝ
Recall the form of M =P by which we denote the stochastic 2 × 2-transition matrix we obtained from the application of the fuzzy map T to an m-and z-dependent splitting Gibbs measure µ for the Potts model as described above.
Equating this transition matrix with the transition matrix obtained from the coarse-graining of the boundary laws for the Potts model for given m and z we find
and
Taking quotient (respectively product) of these equations the formulae for coupling and magnetic field (3.12) (3.13) follow. To see the relation (3.14) between homogeneous boundary laws of the Potts model and the Ising model we start with the homogenous version of the Ising boundary law equation (3.16) to obtain 
The proof of this statement uses the same substitutions as in the homogeneous case.
As it was mentioned above for each fixed m, the equation (2.7) has up to three solutions: (3.11) .
Define
By simple analysis we get the following Lemma 2. i. For θ > 1 the function g(z), z > 0 has the following properties:
ii. If m ≤ q/2 then for solutions z 1 and z 2 mentioned in Proposition 1 the following statements hold
In Figure 1 the functions z i = x 2 i (m, θ), i = 1, 2 are shown for q = 8, m = 1, 2, 3. It is known (see, e.g., [5] ) that for all β > 0, the Gibbs measures form a non-empty convex compact set in the space of probability measures. Extreme measures, i.e., extreme points of this set are associated with pure phases. Furthermore, any Gibbs measure is an integral of extreme ones (the extreme decomposition).
Write ϕ ≤ ϕ ′ if configurations ϕ and ϕ ′ obey ϕ(x) ≤ ϕ ′ (x) for all x ∈ V . This partial order defines a concept of a monotone increasing and monotone decreasing function f : {1, 2} V → R. For two probability measures µ 1 and µ 2 we then write µ 1 ≤ µ 2 if f dµ 1 ≤ f dµ 2 for each monotone increasing f . It turns out that for the 'extreme' configurations, ϕ i with ϕ i (x) ≡ i, i = 1, 2, there exist the limiting Gibbs measures ν i with boundary configuration ϕ i (both measure sequences are monotone). ν 1 , ν 2 are TIGMs and possess the following minimality and maximality properties: ν 1 ≤ µ ≤ ν 2 for all Gibbs measure µ. Because of that, they are both extreme. The question of whether a Gibbs measure is non-unique is then reduced to whether ν 1 = ν 2 .
In the language of the boundary laws (see [5] ) the maximal and minimal measures correspond to maximal and minimal solutions of (2.7). More precisely, we have the following Proposition 4.
1. Each SGM of the model (3.11) corresponds to a solution z x ∈ R, x ∈ V of the following functional equation
where z 1 , z 2 are solutions to (2.7).
Proof. 1. This was proved already below (3.20). 2. For z > 0 by Lemma 2 we have a < g(z) < A. Using this inequality from (3.22) we get a k < z x < A k .
Now we consider the function g(z) on [a k , A k ] and on this segment, using Lemma 2, we get the estimations
Iterating this argument we obtain
, where f m (z) is defined in (2.7), and f n m is its nth iteration. It is easy to see that max{1, z 1 , z 2 } ≤ f n m (A) and the sequence f n m (A) monotone decreasing. Thus the sequence has a limit α, with α ≥ max{1, z 1 , z 2 }. This limit point must be a fixed point for f m . But since the function f m has no fixed point in (max{1, z 1 , z 2 }, +∞) we get that α = max{1, z 1 , z 2 }.
Let G(H ′ ) the set of all SGMs of the model (3.11). Proof. The measures T (µ i ), i = 0, 1, 2 correspond to solutions z 0 = 1, z 1 and z 2 of (2.7). The extremality of two of these measures can be deduced using the minimality and maximality of the corresponding values of solutions. Assume that z 2 is the maximal solution and T (µ 2 ) is non-extreme, i.e., is decomposed:
Then for any vertex x ∈ V we have
By Proposition 4 z 2 is an extreme point in the set of all solutions z x , (3.24) holds if z x (ω) = z 2 for almost all ω. Hence, T (µ 2 ) is extreme.
We recall that non-extremality of a coarse-grained measure implies non-extremality for the corresponding measure for the initial Potts model. In the opposite direction there is no direct implication available.
Conditions for non-extremality
Let us continue with the investigation of the coarse-grained chains T (µ) with a focus on criteria for non-extremality which are based on properties of the corresponding 2 × 2-transition matrix as it depends on coupling strength of the initial Potts model, the block-size m and the choice of a branch of the boundary law.
In case when there are three solutions, we denote the middle solution by
Note that for 2m < q we have z mid = max{1, z 1 }. Let T (µ mid ) be the TISGM which corresponds to z mid . Recall that µ i is the TISGM of the Potts model which corresponds to the boundary law z i (m), for the branches i = 1, 2.
Define the following numbers:
Theorem 4. Let k = 2, 2m < q. Then the following statements hold.
(ii) Assume one of the following conditions is satisfied:
Assume one of the following conditions is satisfied: c) 2 ≤ m ≤ q/7 and θ ≥ θ m ; d) q < 7m, m ≥ 2 and θ ∈ ( θ, +∞). Then µ 2 (θ, m) is non-extreme.(See Fig.2-4 )
] there are two critical valuesθ,θ ∈ (θ m , q + 1), withθ <θ such that T (µ 1 ) is non-extreme if θ ∈ (θ,θ). Moreover,θ,θ are solutions to Proof. The equality T (µ mid ) = T (µ 0 ) follows from the second part of Lemma 2. To check the extremality we apply arguments of a reconstruction on trees [2] , [8] , [12] , [15] , [16] . Consider Markov chains with states {1 ′ , 2 ′ } and transition probabilities p ij defined by (3.4) . It is known that a sufficient condition for non-extremality (which is equivalent to solvability of the associated reconstruction) of a Gibbs measure T (µ) corresponding to the matrix T (P) is that kλ 2 2 > 1, where λ 2 is the second largest (in absolute value) eigenvalue of T (P) [8] . On the other hand, Martin in [3] gives the following condition for extremality (non-reconstructibility)
(i) In case z = 1 the matrix T (P) is
Simple calculations show that above-mentioned conditions of extremality for T (µ 0 ) (i.e. for the matrix (4.3)) are equivalent to the conditions on θ as mentioned in theorem.
(ii) Case m ≥ 2. Subcase: θ m ≤ θ < q + 1. In this case by Lemma 2 we have z 1 > 1. By (3.10) to prove non-extremality we should check 2a 2 > 1. Since a > 0 the last inequality is equivalent to √ 2a > 1. Denote
We have
Thus for any θ ≥ θ m we have γ ′ 1 (θ) < 0. Hence γ 1 is a decreasing function of θ. So to have √ 2a > 1 it is necessary that
which is satisfied for q ≥ 7m. Moreover, we have γ 1 (q + 1) = −(
Consequently, there exists a unique θ = θ such that γ 1 ( θ) = 0. To find θ we solve γ 1 ( θ) = 0 and by long computations we get
Thus we proved that 2a 2 > 1 if θ < θ. Subcase: θ ≥ q + 1. In this case by Lemma 2 we have z 1 < 1 so we must check 2b 2 > 1. Define
Hence ξ 1 is an increasing function of θ. Moreover, we have ξ 1 (q + 1) = γ 1 (q + 1) = −(
is increasing its maximal value should be at θ → +∞. So we compute
Using formula (2.10) we get
Using these formulas from (4.4) we get
Consequently, there exists a unique θ = θ * such that ξ 1 (θ * ) = 0. To find θ * we solve ξ 1 (θ * ) = 0 and by long computations we get
Thus we proved that 2b 2 > 1 if θ > θ * . Case m = 1. In this case we have to check ξ 1 (θ) = √ 2b − 1 > 0. We note that ξ ′ 1 (θ) > 0 for each θ ≥ θ m , and
Hence again we have ξ 1 (θ) > 0 iff θ ∈ (θ * , +∞).
(iii) Case m ≥ 2. Since z 2 > 1 for any θ ≥ θ m , we shall check only 2a 2 > 1. Denote
Thus for any θ ≥ θ m we have γ ′ 2 (θ) > 0. Hence γ 2 is an increasing function of θ. For q ≥ 7m we have
Hence γ 2 (θ) > 0 for all θ > θ m . Consequently, µ 2 is non-extreme.
In case q ≤ 6 or q ≥ 7 with [q/7] < m we have γ 1 (θ m ) = γ 2 (θ m ) < 0. Since γ 2 is an increasing function γ 2 (θ) = 0 has a unique solution, which is equal to θ. Thus γ 2 (θ) > 0 for all θ > θ.
Case m = 1. Define
Hence ξ 2 is a decreasing function of θ. Moreover, we have
Thus ξ 2 (θ) < 0 for all θ ≥ θ m .
(iv) In this case the matrix T (P) is
which has eigenvalue λ 2 (P) given in (3.9). It is easy to check that θ−1−(
We define the following function
Consequently, by Rolle's theorem, there exists c ∈ (θ m , q + 1) such that η ′ 1 (c) = 0. Calculations show that such c is unique, and it corresponds to a maximum for η, i.e. max θ η(θ) = η(c). Thus, for non-extremality, it is necessary to have η(c) > 0. One can see that this is satisfied if q is large enough, and a computer analysis shows that q ≥ 85. In case η(c) > 0 the equation η 1 (θ) = 0 has exactly two solutions, which are denoted byθ,θ.
By long computations one can see that η 1 (θ) > 0 iff
Thusθ,θ are roots of the equation (4.2). This completes the proof.
Remark 1.
In case q = 7 by q ≥ 7m we only have m = 1. Then θ 1 = 1 + 2 √ 6 ≈ 5.898979 and θ = 3 + 7( √ 2 − 1) ≈ 5.899494. Hence θ − θ 1 ≈ 0, 00051.
Conditions for extremality
We turn our attention to sufficient conditions for extremality (or non-reconstructability in information-theoretic language) of the full chains of the Potts model, depending on coupling strength parameterized by θ, the block size m and the branch of the boundary law z. To do so, we use a result of [13] to establish a bound for reconstruction insolvability corresponding to the matrix (channel) of a solution z = 1. In [13] the key ingredients are two quantities, κ and γ, which bound the rates of percolation of disagreement down and up the tree, respectively. Both are properties of the collection of Gibbs measures {µ τ T }, where the boundary condition τ is fixed and T ranges over all initial finite complete subtrees of Γ k . For a given initial complete subtree T of Γ k and a vertex x ∈ T , we write T x for the (maximal) subtree of T rooted at x. When x is not the root of T , let µ s Tx denote the Gibbs measure in which the parent of x has its spin fixed to s and the configuration on the bottom boundary of T x is specified by τ .
For two measures µ 1 and µ 2 denote the variation distance by
Let η x,s be the configuration η with the spin at x set to s.
where the maximum is taken over all boundary conditions η, all sites y ∈ ∂A, all neighbors x ∈ A of y, and all spins s, s ′ ∈ {1, . . . , q}.
As the main ingredient we apply [13, Theorem 9.3], which says that for an arbitrary channel P = (P ij ) q i,j=1 on a tree reconstruction of the corresponding treeindexed Markov chain (splitting Gibbs measure) is impossible if kκγ < 1.
Note that κ has the particularly simple form
and γ is a constant which have not a clean general formula, but has a corresponding bound in specific models. The following proposition contains an essential part of our work. It generalizes [13, Proposition 8.2] from the case z = 1 to the case z = 1. Moreover, we note that in case z = 1 we have to treat the dependence on the additional blocksize-parameter m.
Proposition 5. Assume m ≤ [q/2]. Recall the matrix P, given by (3.3), and denote by µ = µ(θ, m) the corresponding Gibbs measure. Then, for any subset A ⊂ T , any boundary configuration η, any pair of spins (s 1 , s 2 ), any site y ∈ ∂A, and any neighbor x ∈ A of y, we have
A (σ(x) = s). Proof. By definition of the matrix P we have
2) The proposition follows from the following Lemma 3.
Lemma 3.
(i) If
Proof. (i). a) Consider the following possible cases
Case: s 1 , s 2 ≤ m. Since s = s 1 we should have
Since θ > 1, if we prove that the inequality (5.3) holds for s = s 2 then it also true for s = s 2 . In case s = s 2 the inequality (5.3) is equivalent to
, which holds by definition of the function u(s) and assumption s 1 , s 2 ≤ m.
Case: s 1 ≤ m, s 2 > m. In this case for s = s 1 we should prove the following
Similarly as in the previous case this inequality can be reduced to
For s 1 ≤ m and s 2 > m we have u(s 2 ) − u(s 1 ) = −p(s 2 ). Using this equality the inequality (5.5) can be written as
Case: s 1 > m, s 2 ≤ m. This case is very similar to the previous case and we get
Case: s 1 > m, s 2 > m. For s = s 1 we should prove the following
This can be reduced to
For s 1 > m and s 2 > m we have u(s 2 ) − u(s 1 ) = p(s 1 ) − p(s 2 ). Using this equality the inequality (5.7) can be written as
b) For each above-mentioned four cases the proof of the inequality p s 1 (s 1 ) ≥ p s 2 (s 1 ) is the following
c) Using the results of a) and b) we get
(ii). This is similar to the part (i).
Lemma 4. For any s, t ∈ {1, . . . , q} with s = t we have
The proof simply follows from (5.2) by the formula
Let p be a probability distribution on {1, . . . , q}. For p 1 , p 2 , u ≥ 0, p 1 + p 2 + u ≤ 1, define the following functions
Lemma 5. We have
We compute max p 1 ≥0,0≤v,u≤1,:
is an increasing function of v. Consequently, max p≥0,0≤v,u≤1,: u+v≤1
Thus we should prove that ζ(p, u) ≤ θ−1 θ+1 . But this inequality is equivalent to
which is true for any p, u with p + u ≤ 1.
Similarly, one can get max p 1 ,p 2 ,u≥0: p 1 +p 2 +u≤1
The following proposition gives a bound for γ.
. Consequently applying Lemma 5 we get 1).
2) For z ≤ 1 it is easy to see that
It is easy to see that
It is easy to see that W is an increasing function of p 1 . Consequently
Thus W (p 1 , p 2 , u) ≤ 1 − z. Now using Lemma 5 we get 2).
Having done the more difficult job to estimate γ we shall now compute the remaining constant κ. Using (5.1) and (3.3) for i = j we get
where a and b are defined in (3.9) and c = 1
Hence we arrive at
Case: Let us specialize to the binary tree k = 2 and m = 1. In this special case we shall apply the condition 2γκ < 1 together with our upper bounds for γ and κ. This gives the following result:
There exists θ * * > θ c = q + 1 such that the measure µ 1 (θ, 1) is extreme for
(b) The measure µ 2 (θ, 1) is extreme for any θ ≥ 1 + 2 √ q − 1, q ≥ 2. (see Fig.5 ) for any q ≥ 2 we have s(q + 1) < 0 and s(θ * ) > 0, where θ * is defined in (4.1). So there exists a unique θ * * with q + 1 < θ * * < θ * such that s(θ * * ) = 0. Thus f (θ) > 0 and µ 1 (θ, 1) is extreme for θ ∈ [q + 1, θ * * ). For q = 3 a numerical analysis shows that θ * * ≈ 4.2277. So θ * − θ * * = 2.0149 (see Fig.6 ). This is the length of the gap between Kesten-Stigum threshold beyond which non-extremality certainly holds and our bound below which extremality holds. Thus we proved that ψ 2 (θ) > 0 and µ 2 (θ, 1) is extreme for any θ ≥ 1 + 2 √ q − 1.
Remark 2. In this section we are considering the solution of the form (z, z, . . . , z m , 1, . . . , 1), but of course the results are true for any permutations of the coordinates of this solution. We note that µ 2 (θ, 1) corresponds to m = 1, by the permutations we get q distinct measures similar to µ 2 (θ, 1). The extremality of such measures was first proved in [3] . Our proof is an alternative to the proof of [3] . All other extremal TISGMs constructed in our paper are new.
Case: k = 2 (binary tree), q < 7m, m ≥ 2. From condition 2 ≤ m ≤ [q/2] it follows that q ≥ 4.
Theorem 6.
(i) If m = 2 then for each q = 4, 5, 6, 7, 8 there existsθ > q + 1 such that the measure µ 1 (θ, 2) is extreme for any θ ∈ [θ 2 ,θ). Moreover, if q = 9, 10, 11, 12, 13 then there existsθ =θ(q) such that θ 2 <θ < q + 1 and µ 1 (θ, 2) is extreme for θ ∈ [θ,θ).
(ii) If m = 2 then for each q = 4, 5, 6, 7, 8 there existsθ =θ(q) such that θ 2 <θ ≤ q + 1 and µ 2 (θ, 2) is extreme for θ ∈ [θ 2 ,θ) (see Fig.7 ). For each q = 4, . . . , 14 the function Θ(θ, q) is a decreasing function on [θ c , +∞). Moreover Θ(θ c , q) > 0 and Θ(θ * , q) < 0, where θ * is defined in (4.1). Consequently, there exists a uniqueθ with θ c <θ < θ * such that Θ(θ, q) = 0. Thus Θ(θ, q) > 0 and µ 1 (θ, 2) is extreme for θ ∈ [θ c ,θ).
Note that for q = 6 we have θ * = 3(1 + 2 √ 2) ≈ 11.485 and a numerical analysis shows thatθ ≈ 7.25 (see Fig.8 ). So θ * −θ ≈ 4.23. For m = 2 and a given q < 9, from (5.20) we then obtain the assertions of (ii).
In the case q = 6, m = 2 it is easy to see that the LHS of (5.20) is zero for θ =θ = 7 and the inequality is true for any θ ∈ [θ 2 , 7). In Theorem 4 we proved that µ 2 (θ, m) is non-extreme if θ > θ where θ is defined in (4.1) which now is θ = 6 √ 2 − 1 ≈ 7.4852. So θ − 7 ≈ 0.4852. This is the length of the gap between the Kesten-Stigum bound of non-extremality and our bound of extremality.
(iii) For θ = θ m we have z 1 = z 2 > 1 and from (5.18) we get Let us conclude the paper with softer results which are valid for θ close to the critical value θ c at which the lower branches of the boundary law z degenerate into the free value z = 1 and the corresponding Markov chains become close to the free chain. Proof. a) As it was shown above γ and κ are bounded by continuous functions of θ. We know that for θ = θ c the measure µ 0 is extreme that is 2γκ ≤ 2a
θc−1 θc+1 < 1. Since µ 1 (θ c , m) = µ 0 , by the above-mentioned continuity in a sufficiently small neighborhood of θ c the measure µ 1 (θ, m) is extreme.
b) This follows from Theorem 6 using the continuity similarly as in case a). 
