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Abstract
The multiple-Dirichlet-to-Neumann (multiple-DtN) non-reflecting boundary condition is adapted
to acoustic scattering from obstacles embedded in the half-plane. The multiple-DtN map is cou-
pled with the method of images as an alternative model for multiple acoustic scattering in the
presence of acoustically soft and hard plane boundaries. As opposed to the current practice of
enclosing all obstacles with a large semicircular artificial boundary that contains portion of the
plane boundary, the proposed technique uses small artificial circular boundaries that only enclose
the immediate vicinity of each obstacle in the half-plane. The adapted multiple-DtN condition is
simultaneously imposed in each of the artificial circular boundaries. As a result the computational
effort is significantly reduced. A computationally advantageous boundary value problem is nu-
merically solved with a finite difference method supported on boundary-fitted grids. Approximate
solutions to problems involving two scatterers of arbitrary geometry are presented. The proposed
numerical method is validated by comparing the approximate and exact far-field patterns for the
scattering from a single and from two circular obstacles in the half-plane.
Key words: Half-plane scattering, Helmholtz equation, nonreflecting boundary condition,
Dirichlet-to-Neumann map
1. Introduction
Wave scattering emerges in many applications such as sonar, radar, antennas, seismic explo-
ration, crack detection, satellite imaging, and microscopy. Many of these scattering problems are
more realistically modeled by taking into account the presence of infinite boundaries such as the
ground surface in outdoor acoustics, radar and satellite imaging [1, 2], or the surface and bottom
of the ocean in marine acoustics [3, 4, 5]. The analytical solutions for acoustic scattering in the
half-plane or half-space can be found only when the target conforms to simple shapes such as cir-
cles in two dimensions, or spheres in three dimensions. These solutions can be constructed using
the method of images so that the problem extends to multiple scattering in the full-space or full-
plane. Then, modal expansions in separable coordinates systems or explicit evaluations of integral
representations are available. For details, see [1, 6], [7, Appendix A], or the book by Martin [8]
with its extensive reference list.
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For arbitrarily shaped obstacles, a closed form solution is not generally found, although some
useful asymptotic approximations have been constructed using integral representations in the low
frequency regime [8, 9, 10]. Hence, the scattering from an obstacle of complex geometry embed-
ded in the half-space generally requires the application of numerical methods. One class of such
methods is based on boundary integral formulations. We direct the reader to [8, Chapters 5 and
6] for an excellent overview and reference list of integral equation methods employed in multi-
ple scattering theory. Some of the well-known advantages of these methods are the reduction in
dimensionality (from volume to surface) of the domain of discretization, the automatic satisfac-
tion of the radiation condition at infinity and of the boundary condition on the plane boundary for
semi-infinite media. This is accomplished by using the correct Green’s function as the integral
kernel. However, these methods may become quite costly since they lead to dense matrices and the
reduction of dimensionality is lost if the media contains inhomogeneities. Another important class
of numerical methods for scattering problems are based on finite elements and finite differences.
These volume discretization techniques, as opposed to boundary integral methods, are naturally
suited for treating localized heterogeneities, nonlinearities and sources, as well as the presence of
impenetrable obstacles. Their major drawback, however, is the handling of the unboundedness of
the domain.
A great deal of research has been performed to formulate appropriate absorbing boundary con-
ditions in order to truncate the physical domain. These boundary conditions should allow the
outgoing waves to leave the truncated domain without nonphysical reflections. Some of these
conditions include local absorbing boundary conditions [11, 12, 13, 14], perfectly matched layers
[15, 16, 17, 18] and an exact nonreflecting boundary condition known as Dirichlet-to-Neumann
(DtN) map [19, 20, 21]. The potential advantages and drawbacks of these conditions have been ex-
tensively studied by Givoli [22, 23, 24] and Tsynkov [25]. Some are easier to implement, others are
more robust, while others may be computationally more efficient. However, a general agreement
in favor of one of these conditions over the others has not been reached.
For the full-plane, the most common practice has been to enclose all scatterers with a single
artificial circular or elliptical boundary and apply the absorbing boundary condition on it. For half-
plane problems, multiple scattering interactions between the plane boundary and the scatterers
take place. For that reason, the artificial boundary typically consists of a semi-circular or elliptical
artificial boundary enclosing all scatterers and a portion of the plane boundary. This was the
approach followed by Lee and Kallivokas [7], and Givoli and Vigdergauz [26] where excellent
numerical results for the scattering from two-dimensional obstacles were obtained. For instance,
an effort was made in [7] to extend the applicability of elliptically shaped absorbing boundaries
to half-plane problems. Its use rendered significant computational savings for elongated obstacles
near the plane boundary in comparison with the use of semi-circular boundaries. However, if the
obstacle is relatively far from the plane boundary or if the scatterer consists of several disjoint
obstacles, the use of a single artificial boundary (circular or elliptical) to enclose all the obstacles
and a portion of the plane boundary will inevitably lead to a large computational domain.
An improvement can be made in terms of reducing the size of the computational domain. In
fact, Grote and Kirsch [27] introduced the multiple-DtN map as a nonreflecting boundary condition
for the scattering from several obstacles embedded in the full-space or full-plane. Later, Acosta
and Villamizar [28] combined it with curvilinear coordinates and applied it to obstacles of arbitrary
shape. Its definition requires the introduction of separate artificial boundaries, each one enclosing
a different obstacle, reducing the computational region to a set of small sub-domains. Then, the
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multiple-DtN condition is simultaneously imposed on each artificial boundary. The net effect of
this condition is that propagating waves are allowed to leave the computational sub-domains with-
out spurious reflections and simultaneously account for the wave interactions between the differ-
ent sub-domains. As mentioned in [27], neither local absorbing boundary conditions nor perfectly
matched layers in their current form successfully deal with such multiple scattering interactions.
The purpose of the present work is to adapt the multiple-DtN technique, described above for
scattering in the full-plane, to scattering problems in the half-plane. The main idea can be conve-
niently illustrated by Fig. 1. Here, two domains corresponding to equivalent problems are depicted.
In Fig. 1(a), the semi-infinite domain Ω of the original half-plane problem, internally bounded by
C and lying above the plane boundary Γ, is shown. On the other hand in Fig. 1(b), the small
annular domain Ωint of the final problem, bounded internally by C and externally by the artificial
circular boundary B, is also shown. The proposed method based on an adaptation of the multiple-
DtN technique requires: First, the construction of a new multiple-DtN condition for the half-plane
which handles the interactions between the plane boundary and the scatterer. Secondly, the approx-
imation of the solution of the unbounded original problem by numerically solving the equivalent
final problem in the bounded domain Ωint with the novel multiple-DtN condition imposed on the
artificial circular boundary B. This final problem will be called half-plane multiple-DtN scattering
problem in this work.
(a) (b)
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Figure 1: (a) Original physical scattering problem, (b) Truncated domain where the new multiple-DtN condition will
be imposed and the numerical approximations to the original problem will be calculated.
The derivation of the adapted condition involves several steps. To start, consider the physical
problem of scattering from a single obstacle in the half-plane with an acoustically soft or hard
boundary condition on the plane boundary Γ. A natural approach consists of using the method of
images to extend the half-plane problem to a multiple scattering problem containing two scatterers
in the full-plane. This problem is in turn reduced to an equivalent two-obstacle bounded BVP in
the full-plane by using the multiple-DtN map [27], as explained above. The intrinsic symmetry of
the method of images is exploited for a further reduction of the two-obstacle bounded problem to a
single-obstacle BVP defined in the small bounded domain Ωint of the half-plane, as shown in Fig.
1(b). The symmetry also leads to a natural derivation of the new multiple-DtN condition for the
half-plane from the corresponding multiple-DtN condition in the full-plane. The derivation of this
condition and its extension to a finite number of obstacles in the half-plane constitute one of the
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main contribution of this work.
The final BVP with the novel multiple-DtN boundary condition, defined in the small domain
Ωint of the half-plane, can be accurate and efficiently solved by using appropriate numerical volume
methods such as finite elements or finite differences. The radius of the exterior artificial circular
boundary B of the small domain Ωint is independent of the distance between the obstacle and the
plane boundary. Since the scattering interactions between the plane boundary and the obstacle are
handled by the new multiple-DtN condition, there is no need to retain the interacting portion of the
plane boundary within the truncated domain. As a result, the computational region is significantly
reduced in comparison with the use of a large semi-circular artificial boundary enclosing not only
the obstacle, but also a portion of the plane boundary. This is significant in the simulation of sonar
and radar problems. For instance, the distance between a submarine and the bottom of the ocean
may be several times larger than the characteristic length of the submarine.
The multiple-DtN boundary condition is independent of the numerical discretization employed
in the truncated domain. It has been successfully implemented using finite element (FEM) and
finite difference (FDM) methods, as seen in [27, 28] and references therein. In the present work,
we follow the approach found in [28] for obstacles of arbitrary shape. The problem is written
in terms of generalized curvilinear coordinates inside the small computational region Ωint, that
may consists of a finite number of small sub-domains. Then, novel elliptic grids conforming to
complexly shaped two-dimensional obstacles are constructed and approximations of the scattered
field supported by them are obtained using a FDM. Nevertheless, the FEM can also be applied as
done in other applications of the DtN map [19, 20, 21, 27, 29, 24].
The proposed numerical method is validated by comparing the approximate and exact far-field
patterns for a configuration consisting of one and two circular obstacles embedded in the upper-
half-plane. In particular, by employing a second order finite difference scheme, a second order
convergence of the numerical solution to the exact solution is easily verified.
2. Mathematical formulation
The mathematical formulation of two-dimensional acoustic scattering by obstacles embedded
in the upper half-plane is considered. To simplify, only scattering from a single acoustically soft
obstacle in a homogeneous isotropic medium is studied in this section. The generalization to a
finite number of obstacles is discussed in Section 6. The scatterer consists of a simply connected
region bounded by a closed smooth curve C. A cartesian coordinate system where x = (x, y)
denotes a point in R2 is employed. These coordinates are chosen so that the x-axis agrees with the
physical straight line Γ which will be called the plane boundary. The acoustic medium Ω is the
multiply connected open region of the upper-plane bounded from below by Γ and internally by C,
as shown in Fig. 1(a).
An incident plane wave, ui(x) = eikx·d, propagating in Ω is impinging upon the obstacle and
the plane boundary Γ. The vector d = (dx, dy) is a unit vector that points in the direction of
incidence, i =
√−1 and k > 0 represents the wave number. The reflected wave ur generated
when ui scatterers from Γ in the absence of any obstacles is also considered. For a rigid plane
boundary Γ, ur(x) = eikx·d˜ while for soft Γ, ur(x) = −eikx·d˜, where d˜ = (dx,−dy).
The total field ut is decomposed as ut = ui + ur + us in Ω where us represents the scattered
field induced by the presence of the obstacle. Since ui and ur satisfy the Helmholtz equation and
their normal derivatives cancel each other over Γ, the scattering problem for a soft obstacle and a
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rigid boundary Γ consists of finding the scattered field us satisfying,
∆us + k2us = 0 in Ω, (1)
us = −ui − ur on C, (2)
∂us
∂y
= 0 on Γ, (3)
lim
ρ→∞
ρ1/2
(
∂us
∂ρ
− ikus
)
= 0. (4)
The limit in (4), known as the Sommerfeld radiation condition, is assumed to hold uniformly for all
directions above Γ, and ρ = |x|. The analysis for other physically interesting cases, such as when
the plane boundary is soft, or the obstacle is rigid are very similar. Numerical results combining
these cases for one or multiple obstacles are also presented in later sections.
Since the boundary condition (3) on the unbounded boundary Γ is homogeneous, it is possible
to show existence and uniqueness of a classical solution for (1)-(4) by mimicking the classical
approach described in [30, Chapter 3] for obstacles embedded in the full-plane. The proof of
uniqueness is based on Rellich’s lemma adapted for the half-plane scenario. Details on Rellich’s
lemma for domains with infinite boundaries can be found in [31, 32, 33]. Existence is based on
surface potentials and the Riesz-Fredholm theory for integral equations of the second kind. The
only major change required is the use of the upper half-plane Green’s function instead of the two-
dimensional fundamental solution. The Green’s functions for the Neumann (rigid) and Dirichlet
(soft) conditions on Γ are easily constructed using the well-known method of images.
The main goal of the present work is the formulation of an efficient nonreflecting boundary
condition that simultaneously accounts for the unboundedness of the domain Ω and the presence
of the plane boundary Γ. This is the subject of the following sections.
3. Equivalent full-plane multiple-scattering problem and the multiple-DtN map
The original scattering problem in the half-plane (1)-(4) defined in the previous section is
now extended to an equivalent full-plane multiple scattering problem by means of the well-known
method of images, as shown in Fig. 2(a).
As a first step, a mirror-image obstacle (with respect to Γ) with boundary C˜ is defined in the
lower half-plane. The new bounding curve C˜ of the mirror obstacle is formed by all points (x, y)
in the lower half-plane such that (x,−y) ∈ C. The image region of Ω in the lower half-plane is
analogously defined and is denoted as Ω˜. As a consequence, the domain for the extended problem
consists of Ω∪ Ω˜∪Γ, and Γ is no longer a boundary. A new BVP for the full-plane can be defined
now. It consists of finding us satisfying,
∆us + k2us = 0 in Ω ∪ Γ ∪ Ω˜, (5)
us = −ui − ur on C ∪ C˜, (6)
lim
ρ→∞
ρ1/2
(
∂us
∂ρ
− ikus
)
= 0, (7)
where ui and ur are defined as in Section 2, but with their domain in the full-plane R2. The
existence and uniqueness for this BVP is proven in [30, Chapter 3].
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Figure 2: (a) Extended full-plane multiple scattering problem, (b) Full-plane multiple-DtN scattering problem.
It is also easy to show that if us(x, y), with (x, y) ∈ Ω ∪ Γ ∪ Ω˜ is a solution of the BVP (5)-(7),
then uˆs(x, y) = us(x,−y), is also a solution. Then, uniqueness and the definition of Ω, Ω˜, and Γ
leads to
us(x, y) = us(x,−y), for all (x, y) ∈ Ω ∪ Γ ∪ Ω˜ (8)
Since this property plays a key role in this work, we will express it as the following lemma.
Lemma 1. The solution us of the BVP (5)-(7) is symmetric about the plane boundary Γ.
A trivial consequence of Lemma 1 is that (∂us/∂y)(x, 0) = 0. This result can be used to es-
tablish the equivalence between BVPs (1)-(4) and (5)-(7). The advantage of extending the original
single scattering half-plane problem to the equivalent full-plane multiple scattering problem for
two mirror obstacles is that a computationally efficient and accurate numerical method (multiple-
DtN technique) for this problem has recently been obtained by Grote and Kirsch [27]. The novel
multiple-DtN technique consists of reducing the unbounded domain of the above full-plane BVP
into small annular regions surrounding the obstacles, as illustrated in Fig. 2(b). This is followed by
simultaneously imposing on each artificial boundary an appropriate nonreflecting boundary condi-
tion that avoids spurious reflection and handles the multiple obstacles interactions. This condition
is called the multiple-DtN boundary condition.
More precisely following [28], we assume that the obstacle in the upper half-plane is well
separated from Γ. Therefore, it can be enclosed by an artificial circular boundary B with radius R,
centered at a point b = (bx, by) inside the obstacle, which is completely contained in Ω (by > R).
Similarly, an image circle B˜ of B with center at b˜ = (bx,−by) and same radius R, completely
contained in Ω˜ and enclosing the image obstacle, can be constructed. As a result of this procedure,
two small annular bounded domains Ωint ⊂ Ω, bounded internally by C and externally by B, and
Ω˜int ⊂ Ω˜, bounded internally by C˜ and externally by the artificial circular boundary B˜, are obtained.
These two small domains are clearly symmetric about Γ. Also, Ψ and Ψ˜ denote the infinite open
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regions, bounded internally by B and B˜, respectively. The common unbounded region outside the
two circular artificial boundaries B and B˜ is denoted as Ωext = Ψ ∩ Ψ˜.
Since the artificial boundary B is a circle, it is convenient to define a local polar coordinate
system (r, θ), with origin at the center b = (bx, by) of the circle B, in the outer region Ψ. Similarly,
another local polar coordinate system (r˜, θ˜), with origin at the center b˜ of the circle B˜, is defined in
the unbounded region Ψ˜. Since the angles θ and θ˜ are counterclockwise measured, the symmetric
image of the point x = (R, θ) ∈ B about the x-axis is the point x˜ = (R, θ˜) ∈ B˜, with θ˜ = −θ.
The derivation of the full-plane multiple-DtN map is based upon the following important De-
composition Theorem previously formulated and proved in Proposition 1 in [27] and Theorem 2 in
[28].
Theorem 1. Let us be the solution to the BVP (5)-(7). Then, us can be uniquely decomposed into
purely outgoing wave fields v and v˜ such that
us = v + v˜, in Ωext, (9)
where
∆v + k2v = 0 in Ψ, and lim
r→∞
r1/2(
∂v
∂r
− ikv) = 0, (10)
∆v˜ + k2v˜ = 0 in Ψ˜, and lim
r˜→∞
r˜1/2(
∂v˜
∂r˜
− ikv˜) = 0. (11)
Analytical formulas for v and v˜ in terms of the boundary values v(R, θ′) and v˜(R, θ˜′) on the
artificial circular boundaries B and B˜, respectively, can be readily obtained using eigenfunction
expansions. They are given by
v(r, θ) =
1
2π
∞∑
n=0
ǫn
Hn(kr)
Hn(kR)
∫ 2pi
0
v(R, θ′) cosn(θ − θ′)dθ′, (12)
v˜(r˜, θ˜) =
1
2π
∞∑
n=0
ǫn
Hn(kr˜)
Hn(kR)
∫ 2pi
0
v˜(R, θ˜′) cosn(θ˜ − θ˜′)dθ˜′, (13)
where r, r˜ ≥ R, 0 ≤ θ, θ˜ ≤ 2π, Hn stands for the nth order Hankel function of the first kind, and
ǫn is the Neumann factor, i.e., ǫ0 = 1 and ǫn = 2 for n ≥ 1.
Among the results found in [27, 28], as a consequence of Theorem 1, one of great practical
value is the possibility of reducing the extended full-plane multiple-scattering problem (5)-(7) to
the following equivalent full-plane bounded problem for the restriction of us to Ωint ∪ Ω˜int and the
values of v and v˜ on B and B˜, respectively (see Fig. 2),
∆us + k2us = 0 in Ωint ∪ Ω˜int, (14)
us = −ui − ur on C ∪ C˜, (15)
us = v + P˜ [v˜] on B, (16)
us = v˜ + P [v] on B˜, (17)
∂ru
s = M [v] + T˜ [v˜] on B, (18)
∂r˜u
s = M˜ [v˜] + T [v] on B˜. (19)
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In the remainder of this work, this BVP will be called full-plane multiple-DtN scattering problem.
Here we have adopted similar operators, P , P˜ , M , M˜ , T , and T˜ , as those introduced by Grote
and Kirsch in [27]. As discussed in [27, 28], conditions (16)-(17) describe the continuity of the
scattered field across the artificial boundaries B and B˜, respectively. Similarly, conditions (18)-(19)
correspond to the continuity of the normal derivative of the scattered field across those boundaries,
respectively.
The above operators are defined by operating over the analytical formulas (12)-(13) for v and
v˜, evaluated on points in either B or B˜. For instance, the operator P˜ maps values of the outgoing
field v˜|B˜ to values of the the same outgoing field on B. Its definition can be conveniently expressed
as P˜ : v˜|B˜ 7→ v˜|B. Similarly, the operator P is defined as P : v|B 7→ v|B˜. These operators are
called the propagation operators in [27]. Explicit formulas can be obtained from the analytical
expressions (12)-(13) for v and v˜. In fact,
P [v](θ˜) =
1
2π
∞∑
n=0
ǫn
Hn(kr(θ˜))
Hn(kR)
∫ 2pi
0
v(R, θ′) cosn(θ(θ˜)− θ′)dθ′, (20)
P˜ [v˜](θ) =
1
2π
∞∑
n=0
ǫn
Hn(kr˜(θ))
Hn(kR)
∫ 2pi
0
v˜(R, θ˜′) cosn(θ˜(θ)− θ˜′)dθ˜′. (21)
The operators M and M˜ correspond to the standard DtN operator. The first one maps the
Dirichlet datum v|B to the Neumann datum ∂rv|B on B, i.e., M : v|B 7→ ∂rv|B, while M˜ : v˜|B˜ 7→
∂r˜v˜|B˜. They are explicitly given by
M [v](θ) =
k
2π
∞∑
n=0
ǫn
H ′n(kR)
Hn(kR)
∫ 2pi
0
v(R, θ′) cosn(θ − θ′)dθ′, (22)
M˜ [v˜](θ˜) =
k
2π
∞∑
n=0
ǫn
H ′n(kR)
Hn(kR)
∫ 2pi
0
v˜(R, θ˜′) cosn(θ˜ − θ˜′)dθ˜′. (23)
Finally, the transfer operators T maps v|B to its derivative in the outer normal direction to the
circle B˜ at points on B˜, i.e, T : v|B 7→ ∂r˜v|B˜. Similarly, T˜ : v˜|B˜ 7→ ∂rv˜|B. They are defined by the
explicit formulas
T [v](θ˜) = cos(θ(θ˜)− θ˜) k
2π
∞∑
n=0
ǫn
H ′n(kr(θ˜))
Hn(kR)
∫ 2pi
0
v(R, θ′) cosn(θ(θ˜)− θ′)dθ′
+
sin(θ(θ˜)− θ˜)
2πr(θ˜)
∞∑
n=0
ǫn
nHn(kr(θ˜))
Hn(kR)
∫ 2pi
0
v(R, θ′) sinn(θ(θ˜)− θ′)dθ′, (24)
T˜ [v˜](θ) = cos(θ˜(θ)− θ) k
2π
∞∑
n=0
ǫn
H ′n(kr˜(θ))
Hn(kR)
∫ 2pi
0
v˜(R, θ˜′) cosn(θ˜(θ)− θ˜′)dθ˜′
+
sin(θ˜(θ)− θ)
2πr˜(θ)
∞∑
n=0
ǫn
nHn(kr˜(θ))
Hn(kR)
∫ 2pi
0
v˜(R, θ˜′) sinn(θ˜(θ)− θ˜′)dθ˜′. (25)
For the evaluations T˜ [v] and P˜ [v˜], the dependence of (r˜, θ˜) on (R, θ) is needed. This is given
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by the following formulas,
r˜2 = 4b2y +R
2 + 4byR sin θ, (26)
cos θ˜ =
R
r˜
cos θ, sin θ˜ =
R
r˜
sin θ. (27)
The analogous dependence of (r, θ) on (R, θ˜) is also needed for the evaluations T [v] and P [v].
Adopting the techniques used in [27, 28], the full-plane multiple-DtN problem (14)-(19) can
be numerically solved and the scattered field us can be approximated everywhere in Ωint ∪ Ω˜int.
Instead of doing this, we propose to further reduce this full-plane bounded BVP to an equivalent
half-plane bounded BVP. This is accomplished by exploiting the symmetry referred to in Lemma
1. A similar procedure is found in [26, 34, 29, 24] for problems admitting geometrical symmetries
in the DtN formulation. The practical importance of this process is that the computational effort is
significantly reduced since only half of the compuational domain is to be discretized. This is the
subject of the following sections.
4. The multiple-DtN map adapted to the half-plane
In this section, the full-plane multiple-DtN nonreflecting boundary condition is adapted to
half-plane scattering problems with acoustically soft or hard plane boundaries. This constitutes
the major contribution of the present work. The goal is to derive an exact nonreflecting boundary
condition for the circular artificial boundary B that does not depend on the outgoing field v˜ explic-
itly. Then, by using this new boundary condition transform the extended full-plane multiple-DtN
scattering BVP (14)-(19) into an equivalent half-plane multiple-DtN scattering BVP, as shown in
Fig. 3.
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Figure 3: (a) Full-plane multiple-DtN scattering problem, (b) Half-plane multiple-DtN scattering problem.
As a first step to accomplish the above goal, we will establish an important symmetry relation
between v and v˜ in Ωext. This is the statement of the following lemma.
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Lemma 2. Let us be the solution to the BVP (5)-(7), and v and v˜ be its unique decomposition
into purely outgoing wave fields in Ωext as stated in Theorem 1. Then, v(x, y) = v˜(x,−y) for all
(x, y) ∈ Ωext.
Proof. Define a pair V and V˜ of outgoing fields as
V (x, y) := v˜(x,−y), (x, y) ∈ Ψ, (28)
V˜ (x, y) := v(x,−y), (x, y) ∈ Ψ˜, (29)
where v and v˜ form the unique decomposition of us into purely outgoing waves of Theorem 1.
It immediately follows from these definitions that V and V˜ are also radiating solutions to the
Helmholtz equation and satisfy (10)-(11).
It is also possible to show that V and V˜ as defined in (28)-(29) constitute a decomposition of
the scattered field us of the form (9). For this purpose, let (x, y) be an arbitrary point in Ωext, then
definitions (28)-(29) and the decomposition (9) lead to
V (x, y) + V˜ (x, y) = v˜(x,−y) + v(x,−y) = us(x,−y) = us(x, y), (x, y) ∈ Ωext
The last equality follows from the fact that us is symmetric about Γ as stated in Lemma 1. By the
uniqueness of the decomposition of us into outgoing wave fields (Theorem 1), we conclude that
v(x, y) = V (x, y) = v˜(x,−y), (x, y) ∈ Ωext, (30)
which establishes the desired symmetry.
Notice that the symmetric image of x˜ = (R, θ˜) ∈ B˜ about the x-axis is the point x = (R,−θ) ∈
B, where θ˜ = θ. Therefore, an immediate consequence of Lemma 2 is that
v˜(R, θ˜) = v(R,−θ). (31)
This is the key property for the definition of the new half-plane multiple-DtN boundary condition
from the corresponding full-plane multiple-DtN condition (16)-(19).
As a next step, we introduce a symmetry operator S. This operator S maps a boundary value
function w defined in B to another boundary value function w˜ defined in B˜. More precisely,
S : w|B 7→ w˜|B˜
w˜(R, θ˜) = w(R,−θ), (R, θ˜) ∈ B˜,
where the numerical value of θ˜ coincides with the numerical value of θ, i.e., θ˜ = θ.
Finally, the above results and the fact that us is symmetric about Γ (Lemma 1) suggest that the
explicit computation of us in Ω˜int and v˜ on B˜ in the full-plane problem are no longer needed. As
a consequence, the full-plane multiple-DtN BVP (14)-(19) may be reduced to the much simpler
half-plane bounded BVP for u in Ωint and w on B satisfying,
∆u+ k2u = 0 in Ωint, (32)
u = −ui − ur on C, (33)
u = w + P˜ S[w] on B, (34)
∂ru = M [w] + T˜S[w] on B, (35)
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where P˜ S[w] = (P˜ ◦ S)[w] and T˜ S[w] = (T˜ ◦ S)[w]. This is the BVP illustrated in Fig. 3(b).
It will be shown below (Theorem 2) that this BVP is well-posed and is indeed equivalent to the
BVP (14)-(19). We call it the half-plane multiple-DtN scattering BVP. Moreover, the boundary
conditions (34)-(35) define the half-plane multiple-DtN boundary condition.
Theorem 2. The half-plane bounded scattering BVP (32)-(35) has a unique solution (u, w) such
that u coincides with the restriction of us to Ωint, and w coincides with v on B, where the triple
(us, v, v˜) is the unique solution to the full-plane bounded multiple scattering BVP (14)-(19).
Proof. It is clear that if the triple (us, v, v˜) satisfies the BVP (14)-(19), then us satisfies (32)-(33).
Moreover according to Lemma 2, v˜(R, θ˜) = v(R,−θ) or in other words v˜ = S[v]. Thus by mak-
ing this substitution into boundary conditions (16) and (18), they reduce to boundary conditions
(34) and (35). Therefore, if (us, v, v˜) satisfies (16) and (18) , then (us, v) satisfies (34) and (35),
respectively. Then, existence of solutions for the half-plane bounded problem is proven.
We will now prove, that a solution (u, w) of (32)-(35) can be extended to the unique solution
of the BVP (14)-(19). For this purpose, let us define
Us(x, y) :=
{
u(x, y), if (x, y) ∈ Ωint;
u(x,−y), if (x, y) ∈ Ω˜int.
(36)
and
V (x, y) := w(x, y), (x, y) ∈ B, (37)
V˜ (x, y) := w(x,−y), (x, y) ∈ B˜. (38)
Notice that Us satisfies the Helmholtz equation in Ωint∪Ω˜int because u does so in Ωint. Additionally,
Us satisfies the physical boundary condition on C ∪ C˜ because of (33) and the fact that ui + ur is
symmetric about Γ.
The only part of the proof left is to check that the full-plane multiple-DtN boundary conditions
(16)-(19) are satisfied by the triple (Us, V, V˜ ). Let us first consider the satisfaction of the boundary
condition (16). If (R, θ) ∈ B then the definitions (36)-(37) and boundary condition (34) lead to
Us(R, θ) = u(R, θ) = w(R, θ) + P˜ S[w](θ) = V (R, θ) + P˜S[w](θ),
Thus, it is enough to show that S[w] = V˜ , but this immediately follows from the definitions of S
and V˜ in (38). The proof for the satisfaction of boundary condition (18) from boundary condition
(35) is completely analogous.
For the verification of (17) observe that if (R, θ˜) ∈ B˜ then, (R,−θ) ∈ B. Therefore, using
boundary condition (34) and definitions (36) and (38) yields
Us(R, θ˜) = u(R,−θ) = w(R,−θ) + P˜ S[w](−θ) = V˜ (R, θ˜) + P˜S[w](−θ). (39)
Thus, boundary condition (17) would be verified if P˜S[w](−θ) = P [V ](θ˜) for (R, θ˜) ∈ B˜. In fact,
P˜ S[w](−θ) = 1
2π
∞∑
n=0
ǫn
Hn(kr˜(−θ))
Hn(kR)
∫ 2pi
0
w(R,−θ′) cosn(θ˜(−θ)− θ′)dθ′. (40)
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Then, using definition (37) and substituting the geometrical identities: r˜(−θ) = r(θ˜) and θ˜(−θ) =
−θ(θ˜) into (40), we arrive to the sought equality. The verification of boundary condition (19) is
completely analogous to (17).
Hence, the triple (Us, V, V˜ ) is in fact the unique solution to the multiple-DtN problem (14)-
(19). This means that Us ≡ us, V ≡ v and V˜ ≡ v˜. In summary, we have shown that the reduced
problem (32)-(35) has at least one solution. Furthermore, any solution of it can be extended to
a solution of the multiple-DtN problem (14)-(19), which in turn possesses a unique solution as
shown in [27, Thm. 2]. This forces the reduced problem to have exactly one solution (u, w) such
that u coincides with the restriction of us to Ωint, and w coincides with v on B. This concludes the
proof.
The above results can be easily modified to account for an acoustically soft plane boundary Γ.
In fact, if the Dirichlet condition is imposed on Γ, the scattered field u is anti-symmetric about Γ
so that the purely outgoing wave fields satisfy v(x, y) = −v˜(x,−y) for (x, y) ∈ Ωext. Thus, the
half-plane multiple-DtN scattering problem in this case is given by
∆u+ k2u = 0 in Ωint, (41)
u = −ui − ur on C, (42)
u = w − P˜ S[w] on B, (43)
∂ru = M [w]− T˜S[w] on B. (44)
5. The far-field pattern
By considering the asymptotic expansion of the scattered field at infinity, it is possible to know
more about the scattered energy in the far-field. For a polar coordinate system (ρ, ϑ) with the origin
at (0, 0), it is well-known that this expansion for a full-plane multiple scattering problem is given
by
us(ρ, ϑ) =
eikρ√
kρ
u∞(ϑ) +O(ρ−3/2). (45)
The angular dependent coefficient u∞ of the leading order term of this expansion is known as
the far-field pattern. It represents how the intensity of the scattered energy varies according to all
possible ϑ directions. As shown in [27, Thm. 3] for the two-obstacle scattering problem in the
full-plane, the far-field pattern can be explicitly obtained in terms of the outgoing wave fields v
and v˜. In fact, for two obstacles located symmetrically about Γ,
u∞(ϑ) = F [v](ϑ) + F˜ [v˜](ϑ), for ϑ ∈ [0, 2π] (46)
where the operators F and F˜ acting on v and v˜, respectively, are given by
F [v](ϑ) =
1− i
2π
√
π
e−ik(bx cosϑ+by sinϑ)
∞∑
n=0
ǫn
(−i)n
Hn(kR)
∫ 2pi
0
v(R, θ′) cosn(ϑ− θ′)dθ′, (47)
F˜ [v˜](ϑ) =
1− i
2π
√
π
e−ik(bx cosϑ−by sinϑ)
∞∑
n=0
ǫn
(−i)n
Hn(kR)
∫ 2pi
0
v˜(R, θ˜′) cosn(ϑ− θ˜′)dθ˜′. (48)
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Recall that b = (bx, by) is the center of the circle B, and (bx,−by) is its image about the axis Γ.
The formula (46) can be adapted to the half-plane problem by using the symmetry relation (31)
between the outgoing wave fields v and v˜. If the Neumann condition (3) is imposed on Γ, then the
far-field pattern for the half-plane problem can be written as
u∞(ϑ) = F [v](ϑ) + F˜ S[v](ϑ), (49)
where again S[v](R, θ˜) = v(R,−θ), for θ˜ = θ. If instead the Dirichlet condition is assumed
on Γ, then the far-field pattern for the half-plane scattering problem can be written as u∞(ϑ) =
F [v](ϑ)− F˜S[v](ϑ).
6. Extension to multiple obstacles in the half-plane
In this section we re-formulate the reduced BVP (32)-(35) to account for the presence of several
obstacles in the upper half-plane. This reformulation is based on the extended version of Theorem 1
(Decomposition Theorem), as given in [28, Thm. 2], and also on the straightforward generalization
of Lemma 2 and Theorem 2 to multiple scatterers.
To start, consider J obstacles whose physical boundaries are denoted by Cj for j = 1, 2, ..., J .
Each one of the scatterers is enclosed by an artificial circular boundary Bj of radius Rj . The region
exterior to this artificial boundary is denoted by Ψj , and the circles Bj are mutually disjoint. The
immediate vicinity Ωj of each obstacle is the region bounded internally by Cj and externally by
Bj . Hence, the computational domain is Ωint = ∪Jj=1Ωj . As in Section 3, the symbols B˜j and Ψ˜j
denote the images about Γ of the artificial boundaryBj and the unbounded domainΨj , respectively.
Finally, Ωext = ∩Jj=1(Ψj ∩ Ψ˜j) denotes the remaining unbounded exterior domain in the full-plane.
A polar coordinate system (rj, θj) is defined in each of the regions Ψj and another polar coordinate
system (r˜j, θ˜j) is defined in each of the regions Ψ˜j .
According to the extended version of Theorem 1, the scattered field us is uniquely decomposed
into 2J purely outgoing wave fields, in the exterior region Ωext, i.e.,
us =
J∑
j=1
vj +
J∑
j=1
v˜j, in Ωext.
Here, Ψj and Ψ˜j are the domains of definition for vj and v˜j , respectively.
Following the derivation of the previous sections, it can be easily proved that the half-plane
multiple scattering problem for hard plane boundaries is equivalent to the following half-plane
multiple-DtN multiple scattering BVP:
∆us + k2us = 0 in Ωint, (50)
us = −ui − ur on Cj for j = 1, 2, ..., J , (51)
us = vj +
J∑
l 6=j
P [vl] +
J∑
l=1
P˜S[vl] on Bj for j = 1, 2, ..., J , (52)
∂ru
s = M [vj ] +
J∑
l 6=j
T [vl] +
J∑
l=1
T˜ S[vl] on Bj for j = 1, 2, ..., J . (53)
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Here, the operator M [vj ](θj) is given by (22) with v replaced by vj , θ by θj and R by Rj . Similarly,
P˜S[vl](θj) and T˜ S[vl](θj) are given by (21) and (25) with v˜(R, θ˜) replaced by S[vl](Rl, θ˜l) =
vl(Rl,−θl), θ by θj , R by Rl, r˜ by r˜l, and θ˜ by θ˜l. The operators P [vl](θj) and T [vl](θj) are given
by (20) and (24) with v˜ replaced by vl, θ by θj , θ˜ by θl, R by Rl and r˜ by rl.
The far-field pattern for this multiple-obstacle configuration in the half-plane can be obtained
from the straightforward generalization of the formula (49) previously derived in Section 5, which
is given by
u∞(ϑ) =
J∑
j=1
F [vj](ϑ) +
J∑
j=1
F˜S[vj ](ϑ), (54)
where F [vj](ϑ) is given by (47) with v replaced by vj , b by bj , and R by Rj . Similarly, F˜ S[vj ](ϑ)
is given by (48) with v˜ replaced by S[vj], b˜ by b˜j , and R by Rj .
7. Numerical method
As mentioned in the introduction, the BVP (50)-(53) defined in the relatively small bounded
region Ωint = ∪Jj=1Ωj is numerically solved using a finite difference method which closely follows
the technique introduced in [28].
Each sub-domain Ωj is an annular region with arbitrary piecewise smooth inner boundary Cj
and circular outer boundary Bj . Local boundary-conforming curvilinear coordinate systems are
defined for each sub-domain Ωj . Thus, the coordinate lines conform to the corresponding obstacle
bounding curve Cj and to the outer circle Bj . The coordinates of a point in the bounded sub-domain
Ωj can be denoted as
x(ξj, ηj) = (x(ξj , ηj), y(ξj, ηj)), for j = 1 . . . J.
These local systems of coordinates are independent from each other. Thus, from now and on, we
will ignore the superscript “j” and will continue our description as if it were only one scatterer.
Our approach requires robust supporting grids for the accuracy of the approximate solutions.
Therefore, there is a need to obtain appropriate grids for scatterers of complexly shaped geometry.
As done in previous work [35, 36, 28], the approach adopted here consists of generating structured
elliptic grids numerically. This is accomplished through a transformation T which establishes a
relationship between generalized coordinates (ξ, η) in a computational rectangular domain and the
cartesian coordinates (x, y) in a complexly shaped physical region.
A common practice in elliptic grid generation is to implicitly define the transformation T as the
numerical solution to a Dirichlet boundary value problem governed by quasi-linear elliptic system
of partial differential equations. Excellent descriptions of this technique can be found in [37, 38].
In particular in [28], we introduced the following system,
αxξξ − 2βxξη + γxηη + 1
2
αξxξ +
1
2
γηxη = 0, (55)
αyξξ − 2βyξη + γyηη + 1
2
αξyξ +
1
2
γηyη = 0. (56)
where α = x2η + y2η , β = xξxη + yξyη and γ = x2ξ + y2ξ . After imposing Dirichlet boundary condi-
tions on the boundaries of the annular regions Ωint, the resulting BVP for this quasi-linear elliptic
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system is numerically solved and a grid is generated. As shown in [28] for annular regions with
circular boundaries, the well-known polar coordinates, x(ξ, η) = η cos ξ and y(ξ, η) = η sin ξ, ex-
actly solve the elliptic system (55)-(56). A natural expectation is that grids numerically generated
from (55)-(56) for arbitrarily shaped annular regions preserve the good properties that polar grids
have for circular domains. Indeed, these grids are smooth, non-self-overlapping, and enjoy nearly
uniform distribution of grid points as shown in Fig. 4.
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Figure 4: Elliptic grids for a complexly shaped scatterers.
Before employing the elliptic grids in the numerical solution of the BVP (50)-(53), the govern-
ing equations need to be written in terms of the new coordinates obtained form the grid generation
process. For instance, the Helmholtz equation in the elliptic coordinates generated by the system
(55)-(56) is given by
1
J2
[
αuξξ − 2βuξη + γuηη + 1
2
(
αξ uξ + γη uη
)]
+ k2u = 0, (57)
where J = xξyη − xηyξ is the jacobian of the transformation T .
The finite difference method employed in this work is based on a second-order discretization
of all the derivatives present in both the grid generation system (55)-(56) and in the BVP (50)-
(53) written in elliptic coordinates. Then, numerical solutions are obtained inside the relatively
small annular region enclosing the obstacle and excluding the plane boundary Γ. This has a major
advantage. The number of grid points is greatly reduced compared with those obtained from
enclosing the scatterer and a portion of the axis Γ with a single large artificial boundary. Also, the
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grid generation process is much simpler because it is independently performed over small regions
with a single obstacle. This is particularly true for the structured grids. Finite difference methods
are attractive for the simulation of wave phenomena due to their simplicity. Their application on
complex geometries is facilitated by the construction of smooth boundary-conforming grids. For a
detailed implementation of the proposed numerical technique the reader is referred to [28]. Since
the half-plane multiple-DtN boundary condition can be easily incorporated into the variational
formulation of BVP (50)-(53), the finite element numerical method can be naturally combined
with this nonreflecting condition, as previously done in [19, 20, 21, 27].
8. Numerical examples
In this section we present some numerical results obtained from the application of the numeri-
cal method described in the previous section. The approximations were obtained by truncating the
series of the multiple-DtN operators M , P , P˜ , T and T˜ at N = 30 terms. To preserve the unique-
ness of the solution, this value of N was carefully chosen to satisfy the condition N ≥ max(kRl),
for l = 1, . . . J , as indicated in [27].
Here our numerical method is validated by comparing its numerical approximations against
the exact solution for one and for two circular obstacles embedded in the upper half-plane with the
Neumann condition (3) imposed on Γ. The analytical solutions of these scattering problems and
their far-field patterns can be obtained using eigenfunction expansions, as described in [8, Chapter
4] for two and four circular obstacles symmetrically located about Γ.
8.1. One and two circular obstacles
First, we consider a single acoustically soft circular obstacle of radius a = 1 with center at
c = (0, 2). The artificial boundary B is a circle of radius R = 1.5 with center at b = c. The
direction of incidence is d = (1, 0), and the wavenumber k = π. Using the proposed technique,
the far-field pattern for this problem Fnum is numerically computed. The exact far-field pattern Fexact
is also obtained using eigenfunction expansions, as described in [8, Chapter 4], for two cylinders
located symmetrically about Γ. Figure 5 displays the relative difference between Fnum(ϑ) and
Fexact(ϑ) as a function of the angle ϑ ∈ [0, π]. To obtain this plot, we employed a grid of size
200× 20 to discretize the vicinity of the obstacle. With this moderate grid size, the numerical far-
field pattern shows excellent agreement with the exact one with a relative error less than 0.17%.
The other benchmark problem considered consists of the scattering from two acoustically soft
circular obstacles located in the upper-half plane. The first obstacle is a circle of radius a1 = 1 with
center at c1 = (−2, 3) and the second has radius a2 = 1 and center at c2 = (2, 2). The artificial
boundaries B1 and B2 are circles of radius R1 = R2 = 1.5 with centers at b1 = c1 and b2 = c2,
respectively. Here again, the direction of incidence is d = (1, 0) and the wavenumber k = π.
Figure 6 displays the relative difference between the exact and numerical far-field patterns for the
scattering from two circular obstacle embedded in the upper half-plane. The plot was obtained for
the grid size 200 × 20. Again even for this moderate grid size, excellent agreement between the
approximate and the exact far-field patterns is observed with a relative error below 0.84%.
In order to verify the order of convergence in both the one-obstacle and the two-obstacle prob-
lems, a sequence of numerical tests was made for increasingly finer grids conforming to each
circular obstacle. The second order convergence of the FDM is easily verified from the results
shown in Table 1.
16
0 0.5 1 1.5 2 2.5 3
0
0.5
1
1.5
2 x 10
−3
Polar angle
Figure 5: Relative error of the numerical far-field pattern as a function of the polar angle for one circular obstacle
embedded in the half-plane.
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Figure 6: Relative error of the numerical far-field pattern as a function of the polar angle for two circular obstacles
embedded in the half-plane.
Table 1: Maximal relative error for the numerical far-field patterns.
Grid Size One Circle Two Circles
100 × 10 6.63 × 10−3 3.33× 10−2
150 × 15 2.94 × 10−3 1.48× 10−2
200 × 20 1.65 × 10−3 8.32× 10−3
250 × 25 1.06 × 10−3 5.32× 10−3
300 × 30 7.33 × 10−4 3.69× 10−3
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8.2. Complexly shaped obstacles
To show the capability of our technique to deal with obstacles of arbitrary shape, we present
some results for complexly shaped obstacles. This experiment considers two obstacles embedded
in the upper half-plane. They are shaped like a peanut and a kite whose parametric equations are
given below. The direction of incidence is d = ( 1√
2
,− 1√
2
) and wavenumber k = π. This particular
example illustrates the multiple scattering interaction as the waves bounce back and forth between
the two obstacles and the plane boundary Γ. The results from three experiments are shown in
Figure 7. The one on the top left corresponds to the Neumann condition imposed on the plane
boundary Γ, whereas the plot on the top right corresponds to the Dirichlet condition on Γ. As seen
in Figure 7, the artificial boundaries B1 and B2 are circles of radius R1 = R2 = 2.0. The nonlocal
DtN condition allows us to take a smaller radius bringing the artificial boundaries arbitrarily close
to the obstacles. However, these plots help us visualize the wave fields and the influence from the
plane boundary Γ and the type of boundary condition imposed thereon. In fact, in order to better
appreciate the effect of correctly including the plane boundary Γ in the problem, we also display
the scattering event in the absence of this infinite boundary as shown in the third plot (bottom) of
Figure 7.
- Peanut: x(t) = 1
11
(10 + cos 2t) cos t− 2, y(t) = 1
16
(10 + 6 cos 2t) sin t+ 5
2
, t ∈ [0, 2π].
- Kite: x(t) = 1
4
(2 cos t + cos 2t) cos t+ 2, y(t) = sin t+ 9
2
, t ∈ [0, 2π].
9. Conclusions and future work
A novel DtN map for scattering from a single or multiple obstacles embedded in the half-plane
has been constructed. The boundary condition resulting from this map, defined by (34)-(35) for a
single obstacle or by (52)-(53) for multiple obstacles, has been called the half-plane multiple-DtN
boundary condition. This condition simultaneously deals with the unboundedness of the media
and the presence of a plane boundary Γ which can be either acoustically hard or soft. The new DtN
map is derived combining the full-plane multiple-DtN map and the method of images.
The application to half-plane multiple scattering problems consists of enclosing each obstacle
with a circular artificial boundary on which the half-plane DtN boundary condition is imposed.
This condition not only allows waves to leave the computational sub-domains without spurious
reflections, but it also communicates the field data from one sub-domain to another. In addition,
the half-plane multiple-DtN boundary condition successfully deals with the multiple scattering
interactions which are unavoidably present in wave propagation problems in semi-infinite media
even if only one obstacle is considered.
Since the scattered field in the common exterior region Ωext, to all circles Bj , has an analytical
representation, the artificial boundaries can be placed arbitrarily close to the obstacles. There are
several advantages in doing this. First, the size of each one of the sub-domains Ωj where the
numerical solution is calculated is relatively small and each of the Ωj does not include any portion
of the plane boundary Γ. Secondly, simulation for moderately high values of the wavenumber k can
be performed. This would be much more computationally expensive using a single semi-circular
artificial boundary as is currently done.
The proposed method is especially suited for the simulation of multiple scattering interactions
by distant obstacles embedded in semi-infinite media. For instance, it should have a significant
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Figure 7: Amplitude of the total field. The plots on the top correspond to the scattering in the presence of the plane
boundary Γ with a Neumann condition (top left) and Dirichlet condition (top right), respectively. The third plot
(bottom) displays the scattering event in the absence of the plane boundary Γ, i.e., in the full-plane.
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impact on active sonar where sound interaction between two or more submarines inside the ocean
takes place [5, 39]. This is due to the fact that the distance between the submarines might be several
orders of magnitude larger than the length of the submarines. A similar situation is encountered
in the simulation of acoustic and electromagnetic wave interaction between one or more airplanes
and the ground.
Finally, we offer the following brief description of possible improvements and extensions of
the present work. Some of them are clearly feasible but others may require a good deal of research
to be corroborated.
1. The formulation of the half-plane multiple-DtN boundary condition can also be generalized
to three space dimensions. In fact, Lemmas 1-2 and Theorems 1-2 are easily extendable
to their three-dimensional counterparts. However, the expressions (20)-(25) defining the
multiple-DtN operators M , P and T become more involved and harder to implement. The
derivation of this multiple-DtN condition can also be generalized to elliptically shaped artifi-
cial boundaries [20]. This will provide more flexibility in the selection of the computational
region to be discretized.
2. It should also be possible to combine semi-circular and circular artificial boundaries as
needed. For instance, if one of the several obstacles is too close to the plane boundary Γ
to fit an enclosing circle, then a semi-circular artificial boundary would be preferred. A DtN
condition [24, 26] may be imposed on the semi-circle. Since an analytic expression for the
purely outgoing field is available then appropriate multiple-DtN operators M , P and T may
be formulated.
3. The localization of the multiple-DtN operators. In order to alliviate the numerical burden as-
sociated with a nonlocal boundary condition, some approaches have been devised to localize
the single-DtN operator M [24, 21, 40]. The goal would be to obtain similar localizations of
the other multiple-DtN operators P and T . This localization should lead to sparse matrices
from the FEM and FDM for multiple scattering problems in the full- and the half-plane.
4. The derivation of analogous half-space multiple-DtN boundary conditions for time depen-
dent wave problems. This extension seems to be accomplishable since full-space time de-
pendent multiple-DtN conditions have already been developed [41, 42].
5. The appropriate extension to other linear partial differential equations. The two main in-
gredients of this work are the full-space multiple-DtN condition and the method of images.
Hence, in principle, the half-space multiple-DtN condition may be formulated for BVPs
where the above ingredients are known to hold. This is the case for the Laplace equation
governing physical phenomena such as electrostatics, potential flow, steady heat transfer,
etc. For Maxwell equations, exact nonreflecting conditions were formulated in [43, 44] for
single scattering, and the method of images holds for electrodynamics in the presence of a
perfectly conducting plane boundary [45].
6. Other boundary conditions on the plane boundary Γ. The method of images is naturally
associated with symmetric or anti-symmetric boundary conditions such as the homoge-
neous Dirichlet or Neumann conditions. Unfortunately, very important conditions do not
lead to such symmetries. Some of these are the traction-free condition in elasticity, and the
impedance condition in acoustics or electrodynamics. However, some effort has been made
to construct appropriate image methods for these boundary conditions. See [46, 47, 48]
and references therein. At this point, it is not clear whether the referred image methods are
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compatible with the formulation of the DtN condition.
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