Generalizing a decision problem for bipartite perfect matching , J. Edmonds introduced in [14] the problem (now known as the Edmonds Problem) of deciding if a given linear subspace of M (N ) contains a nonsingular matrix, where M (N ) stands for the linear space of complex N × N matrices. This problem led to many fundamental developments in matroid theory etc. Classical matching theory can be defined in terms of matrices with nonnegative entries. The notion of Positive operator, central in Quantum Theory, is a natural generalization of matrices with nonnegative entries. (Here operator refers to maps from matrices to matrices.) First, we reformulate the Edmonds Problem in terms of of completely positive operators, or equivalently, in terms of bipartite density matrices . It turns out that one of the most important cases when Edmonds' problem can be solved in polynomial deterministic time, i.e. an intersection of two geometric matroids, corresponds to unentangled (aka separable ) bipartite density matrices. We introduce a very general class (or promise ) of linear subspaces of M (N ) on which there exists a polynomial deterministic time algorithm to solve Edmonds' problem. The algorithm is a thoroughgoing generalization of algorithms in [23], [26] , and its analysis benefits from an operator analog of permanents, so called Quantum Permanents. Finally, we prove that the weak membership problem for the convex set of separable normalized bipartite density matrices is NP-HARD.
INTRODUCTION AND MAIN DEFINI-TIONS
Let M (N ) be the linear space of N ×N complex matrices. The following fundamental problem has been posed by J. Edmonds in [14] : Problem 1.1.: Given a linear subspace V ⊂ M (N ) to decide if there exists a nonsingular matrix A ∈ V .
We will assume throughout the paper that the subspace V is presented as a finite spanning k-tuple of rational matrices S(V ) = {A1, ..., A k }(k ≤ N 2 ), i.e. the linear space generated by them is equal to V . As usual, the complexity parameter of the input < S(V ) > is equal to ( N + "number of bits of entries of matrices Ai, 1 ≤ i ≤ k" ). Thus Edmonds' problem is equivalent to checking if the following determinantal polynomial P A (x1, ..., x k ) = det( 1≤i≤k xiAi)
is not identically equal to zero. This determinantal polynomial can be efficiently evaluated, hence randomized polytime algorithms, based on Schwartz's lemma or its recent improvements, are readily available (notice that our problem is defined over infinite field with infinite characteristic). But for general linear subspaces of M(N), i.e. without an extra assumption (promise), poly-time deterministic algorithms are not known. Moreover, in light of the recent breakthrough paper [6] and Valiant's result on universality of symbolic determinants, the deterministic complexity of Edmonds' problems has become fundamentally important in theoretical computer science.
Like any other homogeneous polynomial, P A (x1, ..., x k ) is a weighted sum of monomials of degree N , i.e. P A (x1, ..., x k ) = (r 1 ,...,r k )∈I k,N ar 1 ,...,r k x r 1 1 x r 2 2 ...x
where I k,N stands for a set of vectors r = (r1, ..., r k ) with nonnegative integer components and 1≤i≤k ri = N . We will make substantial use of the following (Hilbert) norm of determinantal polynomials P (.) :
(r 1 ,...,r k )∈I k,N |ar 1 ,...,r k | 2 r1!r2!...r k !
It is easy to show that the determinantal polynomial P A (x1, ..., x k ) ≡ 0 iff P A (r1, ..., r k ) = 0 for all (r1, ..., r k ) ∈ I k,N , which amounts to |I k,N | = (N +k−1)! N !(k−1)! computations of determinants. We will show that P 2 G can be evaluated in O(2 N N !) computations of determinants. If k > 2 e 2 N 2 then our approach is exponentially faster than computing |I k,N | determinants. More importantly, P 2 G serves as a natural tool to analyze our main algorithm.
The algorithm to solve Edmonds' problem, which we introduce and analyze later in the paper, is a rather thoroughgoing generalization of the recent algorithms [23] , [26] for deciding the existence of perfect matchings. They are based on so-called Sinkhorn's iterative scaling. The algorithm in [26] is a greedy version of Sinkhorn's scaling and has been analyzed using KLD-divergence; the algorithm in [23] is a standard Sinkhorn's scaling and a "potential" used for its analysis is the permanent. Our analysis is a sort of combination of techniques from [23] , [26] . Most importantly, P 2 G can be viewed as a generalization of the permanent. The organization of this paper proceeds as follows. In Section 2 we will recall basic notions from Quantum Information Theory such as bipartite density matrix, positive and completely positive operator, separability and entanglement. After that we will rephrase Edmonds' problem using those notions and reformulate the famous Edmonds-Rado theorem on the rank of intersection of two geometric matroids in terms of the rank non-decreasing property of the corresponding (separable) completely positive operator. We will end Section 2 by introducing a property, called the Edmonds-Rado property, of linear subspaces of M (N ) which allows a poly-time deterministic algorithm to solve Edmonds' problem and will explain how is this property is related to quantum entanglement ( see Theorem 2.6 ). In Section 3 we will express G-norm of a determinantal polynomial P A (x1, ..., x k ) in terms of the associated bipartite density matrix, and we will prove various inequalities and properties of G-norm which will be needed later on for the analysis of the main algorithm. In Section 4 we will introduce and analyze the main algorithm of the paper, Operator Sinkhorn Scaling. In Section 5 we will apply this algorithm to solve Edmonds' problem for linear subspaces of M (N ) having the Edmonds-Rado property. In Section 6 we will prove NP-HARDNESS of the weak membership problem for the compact convex set of separable normalized density matrices. Finally, in the Conclusion section we will pose several open problems and directions for future research.
The main algorithm of this paper is a third "generation" of scalings applications to computer science problems , starting with ( [23], [26] ; applied to bipartite perfect matchings and an approximation of the permanent ) and ( [24] , [25] ; applied to an approximation of the mixed discriminant and mixed volume ). Here it is used to solve very non-trivial, important and seemingly different problem .
BIPARTITE DENSITY MATRICES, COM-PLETELY POSITIVE OPERATORS AND EDMONDS PROBLEM
Definition 2.1.: A positive semidefinite matrix ρA,B : C N ⊗ C N → C N ⊗ C N is called a bipartite unnormalized density matrix (BUDM). If tr(ρA,B) = 1 then this ρA,B is called a bipartite density matrix. It is convenient to represent a bipartite ρA,B = ρ(i1, i2, j1, j2) as the following block matrix :
where
and entangled otherwise. If the vectors xi, yi; 1 ≤ i ≤ K in (6) are real then ρ is is called real separable . The quantum marginals are defined as ρA = 1≤i≤N Ai,i and ρB(i, j) = tr(Ai,j); 1 ≤ i, j ≤ N . Next we define the (BUDM) ρ A associated with the k-tuple A = (A1, ..., A k ):
where for a complex number z = x + iy its conjugatez = x − iy. Rewriting expression (5) in terms of blocks of ρ A as in (3), we get that
(In quantum physics language, one can view a tuple A = (A1, ..., A k ) of complex matrices as a tuple of unnormalized bipartite "wave functions" ; and (BUDM) ρ A as a corresponding mixed bipartite state.) We will call (BUDM) ρ weakly separable if there exists a separable ρ (X,Y ) with the same image as ρ: Im(ρ) = Im(ρ (X,Y ) ). (Recall that in this finite dimensional case Im(ρ) is the linear subspace formed by all linear combinations of columns of matrix ρ.) A linear operator T : M (N ) → M (N ) is called positive if T (X) 0 for all X 0, and strictly positive if T (X) αtr(X)I for all X 0 and some α > 0. A positive operator T is called completely positive if
Choi's representation of the linear operator T :
The dual to T with respect to the inner product < X, Y >= tr(XY † ) is denoted as T * . A very useful and easy result of Choi states that T is completely positive iff CH(T ) is (BUDM). Using this natural (linear) correspondence between completely positive operators and (BUDM), we will freely "transfer" properties of (BUDM) to completely positive operators. For example, a linear operator T is called separable iff CH(T ) is separable, i.e.
Notice that CH(T (X,Y ) ) = ρ (Ȳ ,X) and T * (X,Y ) = T (Y,X) . (The components of the vectorȳ are the complex conjugates of corresponding components of y ).
Remark 2.2.: There is a natural (column by column ) correspondence between M (N ) and C N 2 ∼ = C N ⊗ C N . It works as follows
In light of definition (2.1), we will represent a linear subspace V ⊂ M (N ) ∼ = C N ⊗ C N in Edmonds Problem as the image of the (BUDM) ρ. And as the complexity measure we will use the number of bits of (rational) entries of ρ plus the dimension N . 
and is called indecomposable iff Rank(T (X)) > Rank(X) ifX 0 and1 ≤ Rank(X) < N. The next Proposition(2.4) is a slight generalization of the corresponding result in [23] . It is easy to see that ifÂ ∈ L(A1, A2, ..., A k ) thenÂ(Im(X)) ⊂ Im(T (X)) for all X 0. Therefore, if L(A1, A2, ..., A k ) contains a nonsingular matrix then the operator T is rank non-decreasing. This simple observation suggested the following property of linear subspaces of M (N ) : Edmonds-Rado Property (ERP) : A linear subspace V = L(A1, A2, ..., A k ) has the (ERP) property if the existence of nonsingular matrix in V is equivalent to the fact that the associated completely positive operator T A is rank non-decreasing. In other words, a linear subspace V ⊂ M (N ) has the (ERP) property if the fact that all matrices in V are singular is equivalent to the existence of two linear subspaces X, Y ⊂ C N such dim(Y ) < dim(X) and A(X) ⊂ Y for all matrices A ∈ V . The main "constructive" result of this paper is that for linear subspaces of M (N ) having the ERP there is a deterministic poly-time algorithm to solve Edmonds' problem. In the rest of this section we will explain why we chose to call this property Edmonds-Rado, will describe a rather wide class of linear subspaces with (ERP) property and will give an example of a subspace without it.
Examples of linear subspaces of M (N ) having Edmonds-Rado Property
Let us first list some obvious but useful facts about the Edmonds-Rado property.
F1 Suppose that V = L(A1, A2, ..., A k ) ⊂ M (N ) has the (ERP) and C, D ∈ M (N ) are two nonsingular matrices. Then linear subspace VC,D =: L(CA1D, CA2D, ..., CA k D) also has the (ERP) .
Then the linear subspace L(C1, C2, ..., C k ) ⊂ M (N1 + N2) also has the (ERP) . A particular case of this fact is that any linear subspace of M (N ) which has a basis consisting of upper ( lower ) triangular matrices has the (ERP). The Edmonds-Rado theorem ( [20] ) states (in the much more general situation of the intersection of any two matroids with a common ground set) that
It is easy to see that Rank(M I(X, Y )) is the maximum rank achieved in the linear subspace L(x1y † 1 , ..., xK y † K ) ; and
AiXA † i , is a completely positive weakly separable operator, i.e. there exists a family of rank one matrices
. Then the following conditions are equivalent:
Fact 2
The rank of intersection of two geometric matroids M I(X, Y ) is equal to N .
Fact 3
The exists a nonsingular matrix A such that Im(AXA † ) ⊂ Im(T (X)), X 0.
Fact 4
The exists a nonsingular matrix A such that the operator T (X) = T (X) − AXA † is completely positive.
Proof: [2 =⇒ 1]
Suppose that the rank of M I(X, Y ) is equal to N . Then
Suppose that T is rank non-decreasing and for any S ⊂ {1, 2, ..., l} consider an orthogonal projector P 0 on L(yj; j ∈S) ⊥ . Then
It follows from the Edmonds-Rado Theorem that the rank of M I(X, Y ) is equal to N . All other "equivalences" follow now directly.
Remark 2.7. : Theorem 2.6 makes the Edmonds-Rado theorem sound like Hall's theorem on bipartite perfect matchings. Indeed, consider a weighted incidence matrix AΓ of a bipartite graph Γ, i.e.AΓ(i, j) > 0 if i from the first part is adjacent to j from the second part and equal to zero otherwise. Then Hall's theorem can be immediately reformulated as follows : A perfect matching, which is just a permutation in this bipartite case, exists iff |AΓx|+ ≥ |x|+ for any vector x with nonnegative entries, where |x|+ stands for the number of positive entries of a vector x. All known algorithms (for instance, linear programming based on [20] ) to compute the rank of the intersection of two geometric matroids require an explicit knowledge of pairs of vectors (xi, yi), or, in other words, an explicit representation of the rank one basis {xiy † i , 1 ≤ i ≤ l}. The algorithm in this paper requires only a promise that such a rank one basis (not necessarily rational!) does exist.
Another example comes from [15] . Consider pairs of matrices (Ai, Bi ∈ M (N ); 1 ≤ i ≤ K. Let Vi ⊂ M (N ) be the linear subspace of all matrix solutions of the equation XAi = BiX. One of the problems solved in [15] is to decide if W = V1 ∩ ... ∩ VK contains a nonsingular matrix. It is not clear to the author whether the class of such linear subspaces W satisfies the (ERP) property. But suppose that A1 is similar to B1 (V1 contains a nonsingular matrix ) and, additionally, assume that dim(Ker(A1 − λI) = dim(Ker(B1 − λI) ≤ 1 for all complex λ ∈ C. (I.e. just one Jordan block for each eigenvalue.) It is not difficult to show that in this case there exist two nonsingular matrices D, Q and upper triangular matrices (U1, ..., Ur) such that V1 = L(DU1Q, ..., DUrQ). It follows, using F4 in the begining of this subsection, that V1 as well as any of its linear subspaces has (ERP). 
Here
It is clear that all 3 × 3 skew-symmetric matrices are singular. As Sk3 is a completely positive doubly stochastic operator, and, thus, is rank non-decreasing, therefore
is an example of a linear subspace not having (ERP) property.
More "exotic" properties of this operator can be found in [7] .
QUANTUM PERMANENTS AND G-NORMS OF DETERMINANTAL POLYNOMIALS
Consider a k-tuple of N × N complex matrices A = (A1, ..., A k ). Our first goal here is to express the square of the G-norm of a determinantal polynomial P A (x1, ..., x k ) in terms of the associated bipartite density matrix (BUDM) ρ A , which is defined as in (5) .
Or equivalently :
Bi(σ(i), τ (i)), (14) where Sn is the symmetric group, i.e. the group of all permutations of the set {1, 2, · · · , N }. If matrices Bi, 1 ≤ i ≤ N are diagonal then their mixed discriminant is equal to the corresponding permanent ( [24] ).
Definition 3.1.: Let us consider a block matrix ρ as in (3) (not necessarily positive semidefinite). We define the quantum permanent, QP (ρ), by the following equivalent formulas:
Straight from this definition, we get the following inner product formula for quantum permanents:
where ρ ⊗N stands for a tensor product of N copies of ρ, < ., . > is a standard inner product and Z(j
2 ; ...; j 1, 2) and zero otherwise.
Remark 3.2.: Notice that the equality (17) implies that if ρ1 ρ2 0 then QP (ρ1) ≥ QP (ρ2) ≥ 0. The standard norm of the N 2N -dimensional vector Z defined above is equal to 1. Thus, if ρ is a normalized bipartite density matrix then QP (ρ) can be viewed as the probability of a particular outcome of some (von Neumann) measurement. Unfortunately, in this case QP (ρ) ≤ N ! N N . Consider an arbitrary permutation σ ∈ S4 and for a block matrix (or tensor )
It is easy to see that QP (ρ) = QP (ρ σ ). Another simple but important fact about quantum permanents is the following identity :
The author clearly (and sympathetically ) realizes that some readers might object to (or ridicule) the name "quantum permanent". The next example, hopefully, will explain possible motivations. 2. Let ρA,B be a pure state, i.e. there exists a matrix
3. Define blocks of ρA,B as Ai,j = R(i, j)eie † i . Then QP (ρA,B) = P er(R).
The following propositions provide important upper bounds for quantum permanents of positive semidefinite matrices. 
Proof: For τ, σ ∈ SN define a matrix
Since ρA,B is positive semidefinite hence the block matrix {Bτ,σ : τ, σ ∈ SN } is also positive semidefinite. It is well known ( [11] ) and easy to prove that
is also positive semidefinite. Thus |Cτ,σ| ≤ (Cτ,τ Cσ,σ) 
The permanental part of Example (3.3) shows that N ! is the exact constant in both parts of (20) , i.e. if the blocks Ai,j = eie † j , 1 ≤ i, j ≤ N then QP (ρA,B) = N ! and M (A1,1, ..., AN,N ) = Det(ρA) = 1.
The next proposition follows from Hadamard's inequality :
Proposition 3.6.: If X 0 then the following inequality holds : Then for all X 0 the following inequality holds :
Since ρA = T (I), hence QP (ρA,B) ≤ Det(ρA) in the separable case.
(Notice that Corollary 3.5 provides an example of an entangled (BUDM) which does not satisfy (22) .)
Finally, in the next theorem we connect quantum permanents with G-norms of determinantal polynomials. where F is some finite set of vectors with nonnegative integer components and define its G -norm as follows P 2 G =:
(r 1 ,...,r k )∈F |ar 1 ,...,r k | 2 r1!r2!...r k ! Then the following identity holds :
where (ξ1, ..., ξ k ) are independent identically distributed zero mean gaussian complex random variables and the covariance matrix of ξ1, viewed as a 2-dimensional real vector, is equal to 1 2 I.
2. Consider a k-tuple of N × N complex matrices A = (A1, ..., A k ) and the corresponding determinantal polynomial P A (x1, ..., x k ) =: det( 1≤i≤k xiAi). Then the following identity holds
Proof: The two proofs (long deterministic and short probabilistic) can be found in [8] .
OPERATOR SINKHORN'S ITERATIVE SCALING
Recall that for a square matrix A = {aij : 1 ≤ i, j ≤ N } row scaling is defined as
column scaling as C(A) = { a ij i a ij } assuming that all denominators are nonzero.
The iterative process ...CRCR(A) is called Sinkhorn's iterative scaling (SI). There are two main, well known, properties of this iterative process, which we will generalize to positive operators.
Proposition 4.1.:
Then (SI) converges iff A is matching, i.e., there exists a permutation π such that a i,π(i) > 0 (1 ≤ i ≤ N ).
If
A is indecomposable, i.e., A has a doubly-stochastic pattern and is fully indecomposable in the usual sense, then (SI) converges exponentially fast. Also in this case there exist unique positive diagonal matrices D1, D2, det(D2) = 1 such that the matrix D −1 1 AD −1 2 is doubly stochastic. 
Assuming that both T (I) and T * (I) are nonsingular we define analogs of row and column scalings :
Operator Sinkhorn's iterative scaling (OSI) is the iterative process ...CRCR(T ) Remark 4.3.: Using Choi's representation of the operator T as in Definition(2.1), we can define analogs of operator scaling (which are exactly the so called local transformations in Quantum Information Theory) and (OSI) in terms of (BUDM) :
The standard ("classical") Sinkhorn's iterative scaling is a particular case of Operator Sinkhorn's iterative scaling (OSI) when the initial Choi's representation of the operator T is a diagonal (BUDM) .
Let us introduce a class of locally scalable functionals (LSF ) defined on a set of positive linear operators, i.e. functionals satisfying the following identity:
We will call an (LSF ) bounded if there exists a function f such that |ϕ(T )| ≤ f (tr(T (I)). It is clear that bounded (LSF ) are natural "potentials" for analyzing (OSI). Indeed, Let Tn, T0 = T be a trajectory of (OSI). T is a positive linear operator. Then Ti(I) = I for odd i and T2i(I) * = I, i ≥ 1. Thus if ϕ(.) is (LSF ) then ϕ(Ti+1) = a(i)ϕ(Ti), a(i) = Det(T * i (I)) −1 if i is odd , a(i) = Det(Ti(I)) −1 if i > 0 is even. (28) As tr(Ti(I)) = tr(T * i (I)) = N, i > 0, thus by the arithmetic/geometric means inequality we have that |ϕ(Ti+1)| ≥ |ϕ(Ti)| and if ϕ(.) is bounded and |ϕ(T )| = 0 then DS(Tn) converges to zero.
To prove a generalization of Statement 1 in Prop.(4.1) we need to "invent" a bounded (LSF ) ϕ(.) such that ϕ(T ) = 0 iff the operator T is rank non-decreasing. We call such functionals "responsible for matching". It follows from (18) and (20) that QP (CH(T )) is a bounded (LSF ). Thus if QP (CH(T )) = 0 then DS(Tn) converges to zero and, by Prop. (2.4) , T is rank non-decreasing. On the other hand, in Exam. 2.8 QP (CH(Sk3)) = 0 and Sk3 is rank non-decreasing (even indecomposable ). This is another "strangeness" of entangled operators. We wonder if it is possible to have a "nice", say polynomial with integer coefficients, responsible for matching (LSF ) ? We introduce below a responsible for matching bounded (LSF ) which is continuous but non-differentiable. It is clear from the definitions that Cap(T ) is equal to infimum of Cap(AT,U ) over all unitary U .
One of the main results of [24] states that
As the mixed discriminant is a continuous (analytic) functional and the group SU (N ) of unitary matrices is compact, we get the next inequality:
(32) The last inequality proves that Cap(T ) > 0 iff positive operatorT is rank non-decreasing.
So, the capacity is a bounded (LSF ) responsible for matching, which proves the next theorem : 2. A doubly stochastic operator T is indecomposable iff tr(T (X)) 2 ≤ a tr(X) 2 for some 0 ≤ a < 1 and all traceless hermitian matrices X.
3. If a positive operator T is indecomposable then DS(Tn) converges to zero with the exponential rate, i.e. DS(Tn) ≤ Ka n for some K and 0 ≤ a < 1.
Remark 4.8.: Consider an N ×N matrix A with nonnegative entries. Similarly to (30), define its capacity as follows :
Recall that the KLD-divergence between two matrices is defined as
It is easy to prove (see, for instance, [26] ) that − log(Cap(A)) = inf{KLD(A||B) :
where DN is the convex compact set of N ×N doubly stochastic matrices. Of course, there is a quantum analog of KLD-divergence, the so called von Neumann divergence. It is not clear whether there exists a similar "quantum" characterization of the capacity of completely positive operators.
The inequality (20) can be strengthened to the following one :
N ! is also an exact constant in this inequality. If T is separable then αN Cap(T ) ≤ QP (CH(T )) ≤ Cap(T ), where the positive constant αN comes from a "third generation" of the Van der Waerden Conjecture [7] .
POLYNOMIAL TIME DETERMINISTIC ALGORITHM FOR THE EDMONDS PROB-LEM
Let us consider the following three properties of (BUDM) ρA,B. P3 Operator T is rank non-decreasing. Part 2 of theorem (3.8) proves that P 1 ⇔ P 2 and Example(2.8) illustrated that that the implication P 2 ⇒ P 3 is strict. It is not clear whether either P 1 or P 3 can be checked in deterministic polynomial time.
Next, we will describe and analyze Polynomial time deterministic algorithm to check whether P 3 holds provided that it is promised that Im(ρA,B), viewed as a linear subspace of M (N ), has the Edmonds-Rado Property . Or, in other words, that it is promised that P 1 ⇔ P 3. Step 1 If either T (I) or T * (I) is singular then output "NO."
(Notice that if T (I) 0 and T * (I) 0 then all along the trajectory of (OSI) also Tn(I) 0 and T * n (I) 0 : T0 = T, n ≥ 0. )
Step 2 Compute L ≈ 3N (N ln(N ) + N (ln(N ) + ln(M)).
If DS(TL) ≤ 1 N then output "YES". If DS(TL) > 1 N then output "NO". Each nth iteration (n ≤ L ) after the first one will multiply the Quantum permanent by Det(X) −1 , where X 0, tr(X) = N and tr((X − I) 2 ) > 1 N . Using results from [23] , Det(X) −1 ≥ (1 − 1 3N ) −1 =: δ. Putting all this together, we get the following upper bound on L, the number of steps in (OSI) to reach the "boundary" DS(Tn) ≤ 1 N :
It follows from (20) 
Thus L is polynomial in the dimension N and the number of bits log 2 (M).
To finish our analysis, we need to evaluate the complexity of each step of (OSI). Recall that Tn(X) = Ln(T (R † n XRn))L † n for some nonsingular matrices Ln and Rn, Tn(I) = Ln(T (R † n Rn))L † n and T * n (I) = Rn(T * (L † n Ln))R † n . To evaluate DS(Tn) we need to compute tr((T * n (I) − I) 2 ) for odd n and tr((Tn(I) − I) 2 ) for even n. Define Pn = L † n Ln, Qn = R † n Rn. Clearly, the matrix Tn(I) is similar to PnT (Qn), and T * n (I) is similar to QnT * (Pn). As traces of similar matrices are equal, to evaluate DS(Tn) it is sufficient to compute matrices Pn, Qn.
It follows from the definition of (OSI) that Pn+1 = Pn = (T (Qn)) −1 for odd n and Qn+1 = Qn = (T * (Pn)) −1 for even n ≥ 2. This gives the following recursive algorithm :
Notice that the original definition of (OSI) requires computation of an operator square root. It can be replaced by the Cholesky factorization, which still requires computing scalar square roots. But our final algorithm is rational with O(N 3 ) per iteration! Remark 5.1.: Algorithms of this kind for the "classical" matching problem appeared independently in [23] and [26] . In the "classical" case they are just another, conceptually simple, but far from optimal, poly-time algorithms to check whether a perfect matching exists. But in this general Edmonds Problem setting, our, Operator Sinkhorn's iterative scaling based approach seems perhaps to be the only possibility ?
WEAK MEMBERSHIP PROBLEM FOR THE CONVEX COMPACT SET OF NOR-MALIZED BIPARTITE SEPARABLE DEN-SITY MATRICES IS NP-HARD
One of the main research activities in Quantum Information Theory is a search for "operational" criterion for the separability. We will show in this section that, in a sense defined below, the problem is NP-HARD even for bipartite normalized density matrices provided that each part is large (each "particle" has large number of levels). First, we need to recall some basic notions from computational convex geometry.
Algorithmic aspects of convex sets
We will follow [20] . Definition 6.1.: A proper (i.e. with nonempty interior) convex set K ⊂ R n is called well-bounded a-centered if there exist a rational vector a ∈ K and positive (rational) numbers r, R such that B(a, r) ⊂ K and K ⊂ B(a, R) (here B(a, r) = {x : x − a ≤ r} and . is a standard euclidean norm in R n ). The encoding length of such a convex set K is
where < r >, < R >, < a > are the number of bits of corresponding rational numbers and rational vector. Following [20] we define S(K, δ) as a union of all δ-balls with centers belonging to K ; and S(K, −δ) = {x ∈ K : B(x, δ) ⊂ K}. Definition 6.2.: The Weak Membership Problem (W M EM (K, y, δ)) is defined as follows : Given a rational vector y ∈ R n and a rational number δ > 0 either (i) assert that y ∈ S(K, δ), or (ii) assert that y ∈ S(K, −δ).
The Weak Validity Problem (W V AL(K, c, γ, δ)) is defined as follows : Given a rational vector c ∈ R n , rational number γ and a rational number δ > 0 either (i) assert that < c, x >=:
Recall that the seminal Yudin-Nemirovski theorem ( [13] , [20] ) implies that if there exists a deterministic algorithm solving W M EM (K, y, δ) in P oly(< K > + < y > + < δ >) steps then there exists a deterministic algorithm solving W V AL(K, c, γ, δ) in P oly(< K > + < c > + < δ > + < γ >) steps.
Let us denote as SEP (M, N ) the compact convex set of separable density matrices ρA,B :
where CO(X) stands for the convex hull generated by a set X.
Our goal is to prove that the Weak Membership Problem for SEP (M, N ) is NP-HARD. As we are going to use the Yudin-Nemirovski theorem, it is sufficient to prove that W V AL (SEP (M, N ) , c, γ, δ) is NP-HARD with respect to the complexity measure (M + < c > + < δ > + < γ >) and to show that < SEP (M, N ) > is polynomial in M . . The following result was recently proved in [28] . Theorem 6.4.: Let ∆ be a block hermitian matrix as in (5) . If tr(∆) = 0 and ∆ F ≤ 1 D(D−1) then the the block
Geometry of
(balls are restricted to the corresponding hyperplane ) and conclude that < SEP (M, N ) >≤ P oly(M N ). It is left to prove that W V AL (SEP (M, N ) , c, γ, δ) is NP-HARD with respect to the complexity measure (M N + < c > + < δ > + < γ >).
Proof of Hardness
Let us consider the following hermitian block matrix :
i.e. its (i, j) blocks are zero if either i = 1 or j = 1 and (1, 1) block is also zero ; A1, ..., AM−1 are real symmetric N × N matrices.
Proposition 6.5.:
Proof: First, by linearity and the fact that the set of extreme points Ext(SEP (M, N )) is equal to
we get that max ρ∈SEP (M,N ) tr(Cρ) = max xx † ⊗yy † :x∈C M ,y∈C N ; x = y =1 tr(C(xx † ⊗ yy † )).
But tr(C(yy † ⊗ xx † )) = tr(A(y)xx † ), where the real symmetric M × M matrix A(y) is defined as follows : (Above, λmaxA(y) is the maximum eigenvalue of A(y).) It is easy to see A(y) has only two real non-zero eigenvalues (d, −d), where d = 1≤i≤M −1 (tr(Aiyy † )) 2 . As Ai, 1 ≤ i ≤ N − 1 are real symmetric matrices we finally get that max ρ∈SEP (M,N ) (tr(Cρ)) 2 = max
Proposition(6.5) and Remark(6.3) demonstrate that in order to prove NP-HARDness of W V AL (SEP (M, N ) , c, γ, δ) with respect to the complexity measure M + < c > + < δ > + < γ > it is sufficient to prove that the following problem is NP-HARD: Definition 6.6.: (RSDF problem) Given k l×l real rational symmetric matrices (Ai, 1 ≤ i ≤ l) and rational numbers (γ, δ) to check whether
respect to the complexity measure (lk + 1≤i≤l < Ai > + < δ > + < γ >).
It was shown in [12] , by a reduction from KNAPSACK, that the RSDF problem is NP-HARD provided k ≥ l(l−1) 2 + 1. We summarize all this in the following theorem Remark 6.8.: It is easy exercise to prove that (BUDM) ρA,B written in block form (3) is real separable iff it is separable and all the blocks in (3) are real symmetric matrices. It follows that, with obvious modifications, Theorem 6.7 is valid for real separability too.
The construction (37) was inspired by Arkadi Nemirovski's proof of the NP-HARDness of checking the positivity of a given operator [5] .
CONCLUDING REMARKS
Many ideas of this paper were initiated in [24] . The main technical result in a very recent breakthrough in Communication Complexity [27] is a rediscovery of particular, rank one, case of a general, matrix tuples scaling, result proved in [24] with much simpler proof than in [27] . Perhaps this paper will produce something new in Quantum Communication Complexity.
We still don't know whether there is a deterministic polytime algorithm to check if a given completely positive operator is rank non-decreasing. This question is related to lower bounds on Cap(T ) provided that Choi's representation CH(T ) is an integer semidefinite matrix. Another interesting open question is about the "power" of (ERP) for Edmonds' problem over finite fields.
Theorem(6.7) together with other results from our paper gives a new, classical complexity based, insight on the nature of quantum entanglement and, in a sense, closes a long line of research in Quantum Information Theory. Also, this paper suggests a new way to look at "the worst entangled" bipartite density matrices (or completely positive operators). For instance, the operator Sk3 from Example (2.8) seems to be "the worst entangled" and it is not surprising that it appears in many counterexamples.
The G-norm defined in (2) appears in this paper mainly because of formula (24) . It is called by some authors ( [1] ) Bombieri's norm (see also, [2] , [3] , [4] ). Also, the G-norm arises naturally in quantum optics and the study of quantum harmonic oscillators. This norm satisfies some remarkable properties ( [2] , [3] ) which, we think, can be used in quantum/linear optics computing research.
Combining formulas (23) and (24), one gets an unbiased nonnegative valued random estimator for quantum permanents of bipartite unnormalized density matrices. But, as indicated in [9] , it behaves rather badly for the entangled bipartite unnormalized density matrices. On the other hand, there is hope, depending on a proof of a "third generation" of van der Waerden conjecture (( [19] , [18] ), ([24] , [21] )), to have even a deterministic polynomial time algorithm to approximate within a simply exponential factor quantum permanents of separable unnormalized bipartite density matrices (more details on this matter can be found in [7] ).
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