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R(t)=月+1十九2十…〆ιれ 1-玄〆丹市(1 ) 







を状態 Sのもとで行動 U を取る方策とする。方策πのもとで状態 Sの価値v(s)は以下のよ
うに書ける:
I T 
VJr(S) =ι{Rt 1st = s}= EJri IY~山1I S( = Sr (2) 
この式からv(s)は再帰的な構造を持つことがわかる。すなわち、











b.行動 Utを実行、次の状態 St+lと即時報酬 rt+lを観測
c.TD誤差dtを計算する

















Ut = argmaxu(Q(St.，U) 
b.行動 Utを実行、次の状態 St+lと即時報酬 rt+lを観測
c.TD誤差dtを計算する


















pJr(u I sJ民 exp(sn(st，u)] (sはある正の値)































NO reward occurs 
「数学者のための分子生物学入門 一新しい数学を造ろう-J
O cs (NO R) 
Before learning: 
positive prediction error 
response to unexpected reward 
After learning: 
no prediction error 




negative prediction error 
depressing activity at the time 
when reward would have come 
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付録
本稿で紹介している TD学習を、迷路課題を例に取り matlabによって実装しました。説
明書Cinstruction.pdf)および matlabプログラム (demo_maze.m)は下記 urlから入
手できます。
htto://www.cns.atr.io/~kazuhi-s/worksIRL/demo maze.html 
? ????
