ABSTRACT View-based 3-D object retrieval techniques have been increasingly important in various applications of computer vision. In this paper, we present a novel framework for view-based 3-D object retrieval. First, we exclude the background of views to avoid the disturbance of background noise. Then for these views, we extract the domain-size pooled SIFT descriptor features and encode them using approximate K-means algorithm. After quantizing each object with the approximate near neighbor, the hamming embedding is applied to refine the descriptors by adding binary signatures. Finally, we use the hamming matching to measure the similarity between two 3-D objects. A large number of experiments are performed on the ETH-80 benchmark. Compared with the state-of-art methods, the proposed method is demonstrated to be effective and robust.
I. INTRODUCTION
3D objects have been widely used in various fields, e.g. computer graphics, visual reality, and computer aided design. With the rapid development of digital techniques, there has been a dramatic increase of 3D objects [1] . Therefore, there is an urgent need to design efficient and effective 3D object retrieval methods [2] .
In general, there are two main types of retrieval paradigms, model-based methods and view-based methods. 3D objects are represented as virtual 3D models containing both shape and appearance information in model-based methods while the view-based methods indicate 3D objects with single or multiple views (as shown in Fig. 1 ). Comparing these two paradigms, the latter has two distinct advantages [3] . (1) It is robust to practical applications since no explicit model representation is need. (2) Existing image processing technologies [4] can be used for view-based retrieval applications. In addition, it also meets the habit of human that perceiving 3D objects from different perspectives through the 2D views. Therefore, the view-based 3D object retrieval is widely used in computer vision, computer graphics, geometric modeling and other fields [5] .
However, there are several challenges in view-based 3D object retrieval [6] . (1) A large number of views not only provide rich information, but also bring a lot of redundant information and higher computational costs. (2) We must consider how to best perform many-to-many view matching and calculate the correlation between different 3D objects. Therefore, in this paper, we present a novel view-based 3D object retrieval method to improve the accuracy and efficiency as shown in Fig. 2 .
Firstly, we utilize the significant foreground part of these views rather than the full part of views as input for the subsequent feature extraction process. That is to say, we turn the background of each view into pure black in order to reduce redundant and noisy data, while increasing computational efficiency. Secondly, we build object descriptors by abstracting discriminative visual features from these 2D views. In this step, we extract the ''domain-size pooled'' SIFT descriptor (DSP-SIFT) [7] from these processed views. The DSP-SIFT descriptor is a simple modification of SIFT, which improves SIFT performance and also exceeds the best convolutional neural network (CNN). It is obtained by pooling gradient orientations across different domain scales, in addition to spatial locations. Thirdly, we use the bag-ofwords (BOW) model for vector quantization. And moreover, inspired by Jegou et al. [8] , we further apply Hamming embedding (HE) to the frequency vectors and refine the visual word by adding binary signatures. Finally, similarity distance between two objects is calculated with the hamming matching function.
In summary, the main contributions of our paper are as follows. (1) We combine binary image and RGB image to remove noise of background, which improves the efficiency and accuracy of retrieval result. (2) Instead of the SIFT descriptors, we extract DSP-SIFT descriptors from images to enhance the discrimination ability during the process of feature extraction. (3) We use the Hamming embedding method to refine the BOW model, reducing the cost of feature descriptors storage and the computational complexity of feature distances.
The rest of paper is organized as follows. Section 2 briefly reviews the work related to view-based 3D object retrieval. Section 3 describes the key techniques of the proposed method in details. Section 4 provides the experimental results and analysis, followed by the conclusions and future work in section 5.
II. RELATED WORK
View representation and similarity measurement are the two key technologies in 3D multi-view based model retrieval. Moreover, view representations can be further subdivided into three phases, view capture, view selection, and feature extraction [9] . A great deal of ingenious studies have been dedicated to address these two issues. Next, we will briefly review some representative works on view representation and object matching.
A. VIEW REPRESENTATION
View capture and selection are two important steps for both accuracy and efficiency. The effect of the traditional view capture methods mostly depends on the set of static camera array. In order to eliminate the limitations of camera settings, Gao et al. [10] proposed a camera constrain-free view-based method (CCFV) based on view clustering.
To select compact but differentiated views, Ansary et al. [11] selected some optimal views with a probabilistic Bayesian algorithm, called the Adaptive Views Clustering (AVC) method. A semantics-driven approach was proposed by Giorgi et al. [12] , in which only one of the informative views was used for 3D objects retrieval. Laga [13] introduced a semantic classifier and a feature learning method to automatically select the best views of the 3D object. It's also worth mentioning that, Gao et al. [14] designed an interactive manner, which gradually choose the most informative view according to the feedback from users in each round.
Furthermore, with the characteristic views, it is crucial to abstract discriminative visual features to reduce intraclass variations while enlarge inter-class ones. The idea of many literature is to use or refer to existing image processing techniques in the field of pattern recognition and machine learning [15] . Chen et al. [16] first proposed the lighting field descriptor (LFD), which specifically referred to extract the Zernike moments and Fourier features of views from different viewpoints on the dodecahedron bounding box. Sequentially, Shih et al. [17] introduced the elevation descriptor (ED), which calculated the altitude relationship among concentric circles on six gray-level projection views of the corresponding 3D object in a hexahedron bounding box. Ohbuchi et al. [18] first used the BOW model based on the scale-invariant feature transform (SIFT) features to describe the projection views of one 3D object. And then, Gao et al. [19] proposed a bag of region word method (BoRW) in which each view was split into several regions, and each region was represented by a BoW feature vector. Most recently, Zhu et al. [20] made use of autoencoder to learn feature descriptors of the projected depth images. Inspired by the effectiveness of multi-modal feature fusion, Zhao et al. [21] proposed a multi-modal graph learning algorithm (MMGF), which allowed multiple features to complement each other. Nie et al. [22] implemented the CNN features for view representation and significantly augmented the retrieval performance. Nie et al. [23] applied the Fisher discrimination dictionary learning (FDDL) and sparse coding scheme to represent the 3D objects.
B. OBJECT MATCHING
After representing each 3D object by some visual features of multiple views, the next key problem is the similarity measurement between the objects [24] .
The commonly used methods of measuring the similarity between two 3D objects are the average distance, minimal distance, Hausdorff distance, Sum distance and so on [17] . VOLUME 6, 2018 However, these traditional methods ignore the implicit relationships between two views. In essence, multi-view feature matching is a problem of many-to-many matching. In recent years, some advanced methods have been put forward, for instance, probability, statistics, graph matching and learning based methods [9] .
The probabilistic statistical methods, such as Bayesian models [25] , are applied to analyze the feature distribution of multi view images. Ansary et al. [11] used a Bayesian model to compute the matching scores between different objects. In order to compare 3D objects more accurately, Gao et al. [10] described the distribution of view features by a Gaussian model and then depicted the matching probability between two views by positive and negative matching models respectively. Wang et al. [26] introduced the Kullback-Leibler divergence to measure the distance relationship between two probabilistic models, which were established for each 3D object based on the maximum likelihood estimation.
The graph matching-based methods are applied to leverage the views and latent contexts information, which help the 3D objects to be understood. Gao et al. [27] determined whether 3D objects were similar through the weighted bipartite matching (BGM) algorithm, on which each node represented a view, the two views connected by each edge were similar, and the edge weights were updated based on the representation ability of views. Then, a hyper-graph analysis approach [28] was proposed by the author, which further improved the matching accuracy. Zhang et al. [29] also achieved significant retrieval performance through bipartite graph matching and multi-feature fusion.
Researchers also investigated learning-based methods to get the underneath structure to determine the relevance score for each object to the query. Based on the users' feedback, Lu et al. [30] adopted a semi-supervised learning method to learn an optimal distance measure for the BGM. Gao et al. [31] learned the multiple hypergraphs to estimate the pairwise object relevance in large scale 3D dataset.
III. PROPOSED ARCHITECTURE
In this section, we illustrate our proposed framework for view-based 3D object retrieval. 
A. VIEW PROCESSING 1) NOISE REMOVAL
We can notice that the background of a view occupies most of space as shown in Fig. 3 . As a result, features extracted from views contain plenty of noise which reduce the retrieval accuracy and efficiency extremely. Thus, it is necessary to remove the noise resulting from the background of views. To address that, we combine binary images and RGB images in the dataset to turn the background to pure black as shown in Fig. 3 .
2) FEATURE EXTRACTION
The SIFT descriptor, computed in an image I in the spatial pooling scaleσ around a sample x, can be written as:
where dµ (y) . = ∇I (y) d (y), θ is the independent variable, ranging from 0 to 2π, corresponding to an orientation histogram bin of size . The kernel N is bilinear of size and Nσ is separable bilinear of sizeσ .
On the basis of SIFT, the DSP-SIFT descriptor is obtained by pooling gradient orientations across different domain sizes, in addition to spatial locations. If the size-pooling scale s > 0 and ε is an exponential or other unilateral density function, the DSP-SIFT can be written as:
''DSP-SIFT'' means domain-size pooling in the local descriptor ''SIFT'', which is similar to combining histograms of images of different size. The rich sampling and antialiasing theories can provide guidances as to why and how it can be pooled, as well as the loss of discriminatory power due to undersampling and anti-aliasing operations. Compared to SIFT, the DSP-SIFT can improve matching performance by 43.09% and 18.53% on Oxford [32] and Fischer [33] image matching benchmark respectively as shown in Fig. 4 [7] . Moreover, the DSP-SIFT outperforms CNN by 28.29% in terms of average precision in Oxford dataset [32] and more than 6% in Fischer dataset [33] as shown in Fig. 5 [7] . In addition, CNN methods need to learn millions of images and improve image matching results by extracting highdimensional local features from higher levels [33] . Therefore, it can also be said that DSP-SIFT outperforms CNN features in the case of computational complexity and storage requirement. Fig. 6 visualizes the DSP-SIFT descriptor distribution in an original view and a processed view of an object. We can clearly see that when the background of the view is removed, the key feature points are more focused on the target object we are interested in.
As shown in Fig. 7 , both the amount of computation and time consumption on extracting the DSP-SIFT feature are significantly reduced when the background of the view is removed. 
B. FEATURE ENCODING
We first use approximate k-means to generate codebook of DSP-SIFT. Then, each descriptor is quantized to the near centroid in the codebook using approximate near neighbors method (ANN). And multiple assignments are utilized to make a better recall, in which the descriptor is assigned to three visual words. 
C. SIMILARITY MEASUREMENT
In the algorithm combining the DSP-SIFT with the BOW model, it is not easy to choose a suitable number of clustering centroids when training codebook. Figure 8(a) shows that similar features will be incorrectly assigned to different clusters if the number of clustering centroids N is set too large; Conversely, if N is set too small, many features belonging to different categories will be assigned to the same clustering space, as illustrated in Fig. 8(b) . Please note that in Fig. 8 , the blue dots indicate cluster centroids, the Voronoi cells indicate cluster collections, the red box indicates a feature and the red forks indicate various noise versions of the corresponding feature. Essentially, the feature and its noise versions should be in the same Voronoi cell since they belong to the same category.
That is, the improper N will directly reduce the description ability of BOW models, which in turn will be not conducive to subsequent retrieval performance. In this paper, the Hamming embedding (HE) method [8] is introduced to realize that similar features are divided into the same clusters, and the description ability of BOW cannot be reduced.
The HE mainly improves the BOW model in the process of feature matching. Firstly, the feature descriptor vectors are clustered based on a coarse dictionary. Then, the low dimensional Hamming vectors encoded by 0 and 1 are calculated for the features in the same cluster centroid. Finally, we calculate the Hamming distance between every two Hamming vectors in the same cluster. If the distance is less than a given threshold, the two vectors are considered to belong to the same class, thereby reducing the complexity of comparing DSP-SIFT features and improving the accuracy of the BOW model.
Assume that the original feature descriptor vector q(x) in a cluster center is encoded into a d b -dimensional binary signature b(x) = (b 1 (x i ), ..., b d b (x i ) ). Then the Hamming distance between two binary signatures is calculated as follows:
We introduce the procedure of generating the binary signature from the original feature descriptor vector. Firstly, we randomly generate a d × d matrix that conforms to the Gaussian distribution. Secondly, the QR decomposition is conducted on this matrix to obtain a normal orthogonal matrix VOLUME 6, 2018 and an upper triangular matrix. Thirdly, we take the first d b rows of the orthogonal matrix to get a d b × d matrix P. Next, we use the d-dimensional vectors x i belonging to the same cluster centroid in the learning dataset to multiply the matrix P to get the d b -dimensional vectors z = Px = (z 1 , . . . , z d b ) . Then, the median values of each dimension of these vectors are calculated, and a d b -dimensional median vector T is obtained. Note that, for every cluster in the BOW model, the median vectors should be calculated separately, that is to say, the number of median vectors is equal to the number of clusters. Finally, the binary signature b(x) can be calculated by the following formula:
Unlike the traditional matching function in BOW model, the condition of feature matching is no longer just belonging to the same cluster, but also needs to further compare the Hamming distance of the two feature vectors. Only when the Hamming distance is less than the given threshold h t , the corresponding two feature points will match. At this point, if descriptors x and y of an object are quantized to q(x) and q(y), their binary signature are b(x) and b(y), then the HE matching function can be defined as:
IV. EXPERIMENTS
In this section, we first introduce the dataset and the evaluation criteria. Then we do some comparative experiments in three stages. 
A. DATASET AND EVALUATION CRITERIA
We evaluate our method on the ETH-80 dataset [34] . The dataset is divided evenly into eight categories, namely apple, car, cow, cup, dog, horse, pear and tomato. Each model is represented by 41 RGB images and corresponding binary images, which are obtained from the subdividing faces of an octahedron. Therefore, 6560 images are available totally. We use the nearest neighbor (NN), first tier (FT), second tier (ST), F measure (F), discounted cumulative gain (DCG) and Precision-recall curve to evaluate the performance of the proposed methods and comparison methods [35] .
B. EXPERIMENTAL RESULTS

1) PARAMETER ANALYSIS
When generating codebook, the number of centroid k is an essential parameter to determine, which has a great influence on the accuracy of retrieval result. We set k = 200, 400, 600, 800, 1000 to make a comparison and determine the best value of k (Table 1 and Fig. 9 ). Table 1 shows the retrieval results when k is set to different values. We can find that determining a suitable number centroid of k is crucial to the proposed method. When k 600, the performance of this method is improved with the increase of k. While 600 k 1000, the enhancement of the method performance tends to be flat. And k = 800 or k = 1000 has the best performance. Similar conclusions can also be drawn from Fig. 9 . 
2) VERIFYING THE EFFECTIVENESS OF EACH STEP
In order to make sure each step in our method improving the accuracy of retrieval results, we do a series of comparative experiments.
On the one hand, we compare the search results before and after noise removal when k = 800 and k = 1000 respectively ( Fig. 10(a), Fig. 10(b) ). We use ''-orig'' and ''-after'' to represent the original and the processed images respectively in the figure. On the other hand, we compare the four methods (SIFT+BoW, SIFT+BoW+HE, DSP-SIFT+BoW, DSP-SIFT+BoW+HE (our)) when k = 800 and k = 1000 respectively as shown in the Table 2 and Table 3 , Fig. 11(a) and Fig. 11(b) . In these methods, all the input images have been processed to remove the background noise beforehand.
Above figures and tables in this experiment have proven that each step of the method can improve the retrieval performance. When we remove the background of the views, the accuracy has been improved both for SIFT based and DSP-SIFT based methods. At the same time, we can also see that methods utilizing DSP-SIFT made better than those using SIFT, and BoW modified by HE makes more accurate result.
3) COMPARATIVE EXPERIMENT WITH OTHER METHODS
As shown in the Table 4 and Fig. 12 , we compare our work with the existing classical methods to verify the validity of our methods. The compared methods include AVC [11] , BGM [27] , BoRW [19] , CCFV [10] , FDDL [23] and MMGF [21] . Take k = 800 as an example, specifically, 
V. CONCLUSION
In this paper, we adopt BOW model into view-based 3D object retrieval and made progresses with DSP-SIFT, HE. The experimental results on the ETH-80 dataset show that the presented algorithm has good performance in the application of 3D object retrieval. The input of this method are images, thus it is flexible to apply it in practical application. However, all the images of objects are employed in this method, which contains plenty of redundancy. It is positive to learn the connection relationship between images and employ cluster algorithms to reduce the number of input images. Besides, only one codebook is used in this paper, our future work will focus on codebook merging to improve the accuracy of the method.
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