Experimental methodology
Solutions were prepared by dissolving 3 mg of polymer in 1 mL of toluene (spectroscopic grade, Sigma Aldrich) and stirring at 70
• C overnight. The solution was then heated to 100
• C immediately prior to spin-coating to ensure that only glassy phase polyfluorene was formed. Spin-coating was at 1000 rpm onto a cleaned fused silica substrate in a nitrogen filled glovebox, giving films 20 − 30 nm thick.
A top fused silica window was placed over the film to encapsulate it and the sandwich was secured in a holder to ensure that air could not penetrate into the film and to enable rotation of the film to avoid photodamage. Ultrafast luminescence was measured with an upconversion setup, FOG100 by CDP Systems. Briefly, the 100 fs (full-width half-maximum) 800 nm, 80 MHz output of a Ti:Sapphire laser was fed into the setup where 400 nm second harmonic was generated to form the excitation pulse. Residual 800 nm light was directed through a delay line to act as a gating pulse. Luminescence from the polyfluorene film at a detection wavelength of 475 nm was collected and collimated before being focussed into a sum frequency BBO crystal along with the 800 nm gating light. The sum frequency light generated was spatially and spectrally filtered before being detected with a photomultiplier tube. Fluorescence dynamics parallel (I ) and perpendicular (I ⊥ ) to the excitation were measured by use of a Berek compensator placed in the 400 nm excitation path before the sample. Rotation of the compensator enabled the pump polarisation to be aligned parallel or perpendicular to the detection polarisation, which remained fixed. This methodology has the advantage of ensuring that the G-factor (the detection efficiency of parallel versus perpendicular emission) is unity as the detection polarisation is fixed. Rotation of the Berek compensator introduced a small delay in time between detected parallel and perpendicular emission and this was determined by measuring the Raman signals of a solution cuvette filled with water. The shift between parallel and perpendicular was 44 fs -all traces and anisotropy data shown have been corrected for this temporal shift. Measuring the water Raman signal also enabled the instrument response function (IRF) to be recorded, and was found to be 380 fs FWHM. Having measured fluorescence dynamics parallel and perpendicular to the excitation polarisation the polarization anisotropy can be reconstructed, where the anisotropy, r, is defined as:
Fitting of the depolarisation kinetics was performed using the impulse reconvolution method 1 which enables deconvolution of the instrument response function from the decay. The fitting methodology involves convolving a sum of exponentials with the IRF of the denominator of equation (1) of the article, which represents the "magic angle" dynamics, i.e. the dynamics of the total population independent of rotational effects that can be observed if the excitation polarisation were to be set to 54.7
• with respect to the detection. In our work the magic angle signal is reconstructed from the parallel and perpendicular data using: m = (I + 2I ⊥ )/3. The best-fit of the magic angle kinetics can then be convolved with a trial function representing the depolarisation and also convolved with the IRF. Iteration of the trial function to give a good fit to the numerator of equation (1) of the article (the so called difference fit) enables the depolarisation to be fitted with full account taken of the instrument response function. In order to estimate the error on the fits coming from the noise in the experimental data, we have repeated this process with other fast decay time constants. We obtained two misfits for the lower and higher limits of the error interval. The best fit and these two misfits are represented in figure 1 Residuals are shown below the main plot for each fit, indicating that poor fitting is achieved with the 300 fs and 1 ps decay components, leading us to place error bounds of 680 ± 300 fs and 4.8 ± 2 ps. Experimental time-resolved spectra were acquired with a synchroscan Hammamatsu universal streak camera coupled to a Princeton spectrograph. The PF8 film was excited at 343 nm with the third harmonic of the 1030 nm amplified output of a Pharos regenerative amplifier by Light Conversion at 5 kHz. Excitation densities were kept low to avoid any exciton-exciton annihilation. 343 nm was chosen as the excitation wavelength to ensure that the full PF8 PL spectrum could be recorded, free from observing any pump light or malformation of spectra by cut-off filters. The instrument response function was measured with laser scatter to be on the order of 2 ps full-width half-maximum.
Film densities of the polyfluorene materials were measured using the following method. Thin films were spin-coated on clean rectangular silicon wafers with identical deposition conditions as those used for time-resolved fluorescence measurements. After spin-coating, the four edges of the wafers were cleaved to ensure uniform thickness across the whole wafer and the size of the post-cleaved wafer (≈ 12x12 mm) was measured precisely with vernier callipers. The thickness of these films and optical constants of the polymer were then measured by a variable angle spectroscopic ellipsometry using a J.A. Woollam Co. Inc. M2000-DI ellipsometer. The thickness of the oxide layer on the top of the silicon wafers (a few nm) was taken into account during optical modelling. The film was then dissolved in a cuvette filled with known volume of toluene and the absorbance of the solution was measured with a Cary 300 UV-Vis spectrophotometer. The wafer was measured with the ellipsometer again to make sure the polymer film was fully dissolved in the solvent. When comparing the absorbance of the solution derived from the film to a solution of known concentration we can then calculate the mass of the thin film; and thereby the film density.
Spectral overlap between two chromophores The spectrum of a single chromophore is taken as the sum of Lorentzian line shapes weighted for the vibrational peaks. These Lorentzian lines have a width γ, the homogeneous broadening. The calculated absorption spectrum of the film, integrated over all polarisation directions, is the sum of these Lorentzian line-shapes over the chromophore ensemble:
and δE vib k are the strength and energetic offset of the k-th vibrational level respectively and L(x, ω) a normalized Lorentzian. The emission spectrum is time-dependent, reflecting the exciton dynamics, and is calculated as:
with I i the time-and energy-dependent intensity emitted by chromophore i:
where E i (x, ω) is the emitted spectrum for the i-th chromophore,
To calculate the spectral overlap for the hopping rates between the i-th and j-th chromophores in Eqns. (9) and (10) (of the article), g 00 ij and g 01 ij , we use the calculated chromophore absorption and emission spectra from Eqn. (2) . It is important to note that in the most general case, g
however the conservation of the exciton probability during hopping is ensured by the fact that R out,0p ji
Parameter specification A number of quantities are necessary to predict the exciton dynamics in a specific film from the above model. The Förster mechanism requires knowledge of the morphology of the sample and of the transition dipole moments and lengths to calculate the interaction energies, and some knowledge of the global spectral properties to infer the individual absorption and emission energies of each chromophore and to calculate the spectral overlaps. In the following, we discuss how all these parameters are fixed, either using theoretical or experimental results. Wherever possible, in our approach, we only use parameters which are supported by independent experimental measurements.
Morphology simulation
In this study we model spin-coated polyfluorene (PF8) films. We assume a conjugation length of eight monomers in agreement with previously published studies 2,3 . Therefore we choose to take oligofluorene octamers as the typical PF8 chromophore and represent the film as a closely packed ensemble of octamer molecules. We have checked, and show in figure  3 , that the choice of octamers is judicious in that using longer chromophores leads to essentially the same results. To achieve the correct volume density of chromophores in our modeled film the octamers are initially positioned on a tetragonal lattice and then their locations randomly displaced by up to one third of the lattice spacing to mimic the amorphous film. The lattice constant in the z direction, the direction of stacking of the layer, is taken to be a = 0.9 nm, unless specified otherwise. Each ( x, y) layer is initially a square lattice, of lattice constant b = 2.55 nm, so that the average volume density of the film is the measured value of 0.88 ± 0.03 g/cm 3 . The rods are each randomly oriented in the ( x, y) plane, but their projection on the z plane cannot be more that the z-lattice constant a. In this way, the chromophores are preferentially lying in the ( x, y) plane, as we would expect for a spin-coated film. However, as shown in figure 3 , where the lattice spacings are changed (but keeping the film density constant), the calculated fluorescence anisotropies are essentially the same. To take into account the finite width of the chromophores, the minimum distance between the two rods is 0.3 nm. This means that if two chromophores are at any point at a distance closer than 0.3 nm one of these two chromophores is repositioned and reoriented randomly again until they are separated by at least 0.3 nm, to take into account the actual width of the chromophores and make the ensemble realistic. A representation of our ensemble of packed chromophores is shown in figure 4 . It is important to note that we have checked that by taking a minimum molecular separation of 0.2 nm or 0.4 nm, we obtained the same fluorescence anisotropy decay as for 0.3 nm, showing an insensitivity of the results to this parameter for realistic values. Similarly a maximum (random) movement of either a quarter or a half of the tetragonal lattice spacing gives virtually identical results as for a third. Periodic boundary conditions are used to repeat the "box" of model chromophores, so that excitons can hop from one side of the "box" to the opposite side, thus eliminating interface effects. Therefore, even if the geometrical parameters, from chromophore lengths to molecular arrangement details, are not known exactly, this does not weaken the results we present, as these parameters have very little effect. The simulations include 125 000 chromophores. Each chromophore can interact within the cuboid centered on it, with edges of 7 lattice spacings (making 7 3 − 1 = 342 nearby chromophores); any interaction involving a Förster rate slower than 200 ps is neglected in calculating the dynamics. This number of chromophores and interacting neighbours guarantees convergence of the dynamics -any two runs with randomly assigned geometries and energies but otherwise identical parameters are found to give the same results. Figure 3 shows the results of fluorescence anisotropy calculations for different lattice spacings (a), chromophore length (b) (the parameters use are summarized in table 1) and three different excitation wavelengths (c). The wavelengths we have chosen are 375 nm (3.30 eV), 400 nm (3.10 eV), and 425 nm (2.92 eV), compared to the absorption peak at 3.07 eV. We have checked that the magic angle results follow the same trends as the fluorescence anisotropy in any of these cases.
Spectral Parameters
The absorption energy, homogeneous (dephasing time) and inhomogeneous broadening are obtained by reproducing the experimental absorption and emission spectra with the model calculations (see the inset of figure 1(b) of the article) . The spectrum for an individual chromophore consists of a sum of three Lorentzian functions of the same width, to mimic the lowest three vibrational peaks of PF8. We found that for a fixed homogeneous broadening, only one value of inhomogeneous broadening can give a good fit between the theoretical and experimental absorption spectra. The electronic emission peak, the vibrational peak position relative to the electronic peak, and strength are obtained by fitting the computed emission spectra at 10 ps to the experimental spectra. 2 The intercept is obtained by placing the calculated emission peak at the observed experimental emission peak. This relationship implies that the inhomogeneous broadening of the emission is half of the inhomogeneous broadening of the absorption. We have noticed, by comparison with the experimental spectra, that the inhomogeneous broadening indeed needs to be smaller in emission that in absorption. This can be explained physically by the fact that an exciton self-trapping process occurs in polyfluorenes.
2 Thus the exciton is localised on a smaller part of the chromophore in emission than in absorption, it is less sensitive to chromophore geometry distortions than in absorption, resulting in a reduced inhomogeneous broadening. We observe that for a chosen value of inhomogeneous broadening, we can tune the homogeneous broadening to obtain a satisfying fit of the experimental absorption spectra (see figure 5 ). However, we also notice from this figure 5 that the only pair of inhomogeneous and homogeneous broadening values which gives a reasonable fit simultaneously for both absorption and emission spectra between theory and experiments is a homogeneous broadening of T 2 = 20 fs (leading to γ = 33 meV) and σ = 70 meV. The influence of these different pairs of broadenings on the fluorescence anisotropy decay and magic angle are shown in figure 6 (a) . To study the separate influence of the inhomogeneous and homogeneous broadenings of the fluorescence depolarisation results, we have also produced a series of calculations with different values for the broadenings, when only one of broadening value has been changed (thus the resulted computed absorption -and emission-spectra does not fit the experimental absorption -and emission-spectra). The results are displayed in figure 6 (b) and (c) . We observe that increased values of homogemous broadening decreases the fluorescence anisotropy decay time, because the hopping constants from high energy chromophores to low energy ones are becoming comparable to the hopping back constants. However, when the inhomogeneous broadening increases, the depolarisation is faster, because there are more low energy chromophores for the excitons to transfer to. Overall, we do observe a limited but noticeable influence of these spectral broadening parameters on the fluorescence anisotropy decay. Nevertheless, it is important to keep in mind that the spectral parameters we use in the rest of this work are obtained from fits to the experimental absorption and emission spectra.
For the fluorescence lifetime, we use the experimental value of τ r = 100 ps, taken from the experimental data published by Shaw et al.
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The relaxation from the S 0 to S 1 geometry in the excited state is taken to be τ x = 100 fs, a typical time for such systems 5 . This value is not known exactly, but we have checked that a range of values from τ x = 10 fs to τ x = 1 ps does not significantly change the presented results. The dipole moments and dipole lengths of the fluorene octamers in absorption and emission geometries (table 1) have been calculated using Time Dependent-Density Functional Theory (TD-DFT) calculations for oligomers, at the B3LYP 6-31G level of theory 3 , as implemented in Gaussian09
6 . The ensemble is excited by a linearly polarized pulse of defined wavelength and temporal width and perpendicular to the plane of the film. Except from the diffusion runs, excitation is spatially uniform across the sample. The temporal full width at half maximum (FWHM) of the Gaussian input pulse intensity is 100 fs (corresponding to 41 meV or about 5 nm around the 400 nm excitation wavelength), and three different excitation wavelengths are used in the theoretical calculations: 375 nm (3.30 eV), 400 nm (3.10 eV), and 425 nm (2.92 eV) (the absorption peak being at 3.07 eV).
Fluorescence anisotropy calculation
From this model, one can calculate the time-dependent fluorescence anisotropy r and the magic angle m. Here we show how these quantities are derived from our calculations of the time-dependent exciton probabilities. m is defined as m = (I + 2I ⊥ )/3, where I (I ⊥ ) is the fluorescence intensity parallel (perpendicular) to the pump, and so m is the total intensity emitted by the sample. Anisotropy is defined as r = (I − I ⊥ )/3m and reflects any change of the average orientation of the fluorescing dipoles. For a perfectly random sample of chromophores, without rotation of the transition dipoles, we have r = 0.4. The emitted intensity in the perpendicular and parallel directions I ⊥ and I are calculated separately by reconstructing their emission spectra. We have:
where d i is the emission dipole component of chromophore i parallel to the pump and similarly for perpendicular emission. As in the experiments, a Gaussian spectral filter of standard deviation σ detect = 7meV and centered at the emission peak is applied to the calculated emission spectra. This integrated emission intensity then is convoluted by the instrument response function of the experimental detection device, and, finally, the time origin is determined using the same algorithm as for the experimental results, so that the comparison between theoretical and experimental results is meaningful. This material is available free of charge via the Internet at http: //pubs.acs.org/. Figure 5 : Comparison of the computed absorption (solid lines) and emission spectra (dashed lines) for different pairs of inhomogeneous and homogeneous broadenings with the experimental spectra (black lines). We observe that while all pairs give reasonably good fits to the absorption spectra, the emission spectra is properly described by only one pair, the one used in the rest of the article, where γ = 33 meV and σ = 70 meV. 
