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SELF-SIMILAR CO-ASCENT PROCESSES AND PALM
CALCULUS
CHRISTIAN MÖNCH
Abstract. We discuss certain renormalised first passage bridges
of self-similar processes. These processes generalise the Brownian
co-ascent, a term recently introduced by Panzo [23]. Our main re-
sult states that the co-ascent of a given process is the process under
the Palm distribution of its record measure. We base our notion
of Palm distribution on self-similarity, thereby complementing the
more common approach of considering Palm distributions related
to stationarity or stationarity of increments of the underlying pro-
cesses.
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1. Introduction
Overview. In this brief note we discuss certain renormalised first pas-
sage bridges, called co-ascent processes, derived from self-similar pro-
cesses. Our goal is to argue that these co-ascent process can be con-
structed in a natural way for a large class of self-similar processes and
that suitably rescaled co-ascent processes are a canonical choice to de-
fine a process conditioned to be at its running supremum at a given
time.
An important tool in our argumentation is the Palm distribution
associated with the record measure of a given process. Even if the
underlying process possesses some shift-invariance property, such as
stationary increments, the record measure is usually not well behaved
with respect to shifts of the underlying path space. This complicates
the use of standard results from Palm theory. We therefore base our
notion of Palm distribution not on shifts but on rescaling. Our main
result, Theorem 7, can be informally stated as “The co-ascent process
Xa of a self-similar process X is Palm distributed with respect to the
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2 CHRISTIAN MÖNCH
record measure µ of X” and establishes a natural interpretation of co-
ascent processes in terms of Palm distributions.
Let us now briefly discuss the background of the present article, first
in the context of path transformations of Brownian motion and then
in the context of Palm theory for stochastic process.
Brownian co-ascent and related processes. As a motivational ex-
ample, we first consider the Brownian case. Let B = (Bt)t≥0 be a
standard Brownian motion. Recall that B is the unique continuous
Gaussian process which satisfies EB21 = 1, has stationary increments
and is also 1/2-self-similar, i.e. for any c > 0,(
1√
c
Bct
)
t≥0
d
= (Bt)t≥0.
where d= denotes equality in distribution. Let T1 = inf{s > 0 : Bs = 1}
denote the first hitting time of level 1. We call the process Ba defined
by
(1) Bat :=
1√
T1
BtT1 , t ≥ 0,
the extended co-ascent process associated to B. We use the qualifier
‘extended’ because we consider Bat for all positive times. Consequently,
(Bat )0≤t≤1 is called co-ascent process of B. The name Brownian co-
ascent for the process (Bat )0≤t≤1 was coined recently by Panzo [23],
who defined (Bat )0≤t≤1 as Brownian motion on [0, 1] conditioned on
B1 = sup0≤s≤1Bs and showed that
(Bas )0≤s≤1 = (m1 −m1−s)0≤s≤1,
where (ms)0≤s≤1 is the Brownian co-meander, which is obtained by run-
ning the Brownian excursion straddling 1 backwards from its endpoint
to time 1 and rescaling it to unit duration. Related constructions for
Brownian motion had been amply investigated before: let U ∈ [0, 1] be
uniform and independent of B and define the random variable
α = BaU .
The distribution of α was studied by Elie et al. in [5] and shown to ap-
pear in many interesting distributional identities for functionals derived
from Brownian motion, see also [25, 26]. α is intimately connected to
the pseudo-Brownian bridge introduced by Biane et al. in [4], which is
formally obtained by replacing the first hitting time T1 in the defini-
tion (1) by the first hitting time of level 1 of Brownian local time at
0. Note further that, conditional on Ba1 = λ, the co-ascent process is a
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Brownian first passage bridge to level λ. These processes are discussed
e.g. in [3].
It is immediate from an application of the strong Markov property
to B at the stopping time T1 that (Ba1+s−Ba1)s≥0 is a Brownian motion
independent of (Bas )0≤s≤1. It is also straightforward to see that Ba can-
not be a self-similar process, because it achieves its running maximum
at t = 1, but any space-time rescaling by a non-trivial factor yields a
process that a.s. does not have this property. However, as we will see
below, it is fairly straightforward to see that Ba is self-similar w.r.t.
rescaling by first hitting times. This is a manifestation of a well known
feature of Palm distributions with respect to diffuse random measures
called mass-stationarity, see (10) below.
Palm theory and some of its applications. Palm calculus was
originally developed to study inter-arrival times in point processes [22].
Later, Mecke [17] generalised the notion to random measures on lo-
cally compact Abelian groups. The idea of applying Palm calculus to
random measures (or equivalently additive functionals) derived from
stochastic process is also classical, in particular in the study of local
times of Markov process, see e.g. [7] and the references there and for
stationary processes, see e.g. [6]. In the late 1980’s, Zähle developed a
general method to study fractal properties of a large class of measures
dervied from general self-similar processes with stationary increments
[29], based on the Palm calculus of self-similar random measures put
forward in [27, 28].
More recently, in [8, 9, 14, 12, 16], Last et al. proved a number of deep
characterisation theorems for Palm measures. Due to their importance
for our discussion, we collect some of these results for further reference
in the ‘Palm Characterisation Theorem’ of Section 2.
From the point of view of applications in the context of stochastic
processes, Palm theory has proven very fruitful in tackling problems
related to embedding distributions (of random variables or random
functions) into Brownian paths, see [12, 24, 21, 13], and also [20] for an
application in discrete time. For non-Markovian processes, a related
technique based on Zähle’s approach in [29] has been employed in [19] to
derive the persistence exponents of local times of self-similar processes
with stationary increments.
In all the above examples, Palm measures are defined for processes
exhibiting some shift-invariance property such as stationarity or sta-
tionarity of increments. Here, we propose a different point of view,
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namely applying Palm calculus with respect to rescaling to tackle prob-
lems for self-similar processes. In particular, we focus on record mea-
sures of self-similar processes, which possess (even in the stationary
or stationary increment case) no inherent shift-invariance, unlike e.g.
occupation measures or local times.
Via the first hitting time T1 in (1), record measures are related to
the co-ascent process. Below, we identify T1 as ‘typical’ record time in
the sense advocated by Last and Thorisson in [15] and intimately con-
nected to Palm measures. In fact, Palm measures are often described
intuitively as ‘having a typical point at the origin’, which is the point
1 in our set up. The co-ascent process is the original process seen from
a typical record, or more aptly, seen on the scale of a typical record.
We remark that we only treat co-ascents to positive levels, i.e. pos-
itive records but all arguments carry over to the case of ‘descent pro-
cesses’ and negative records by considering −X instead of the process
X.
Outline of the following sections. We develop the general setup
and our main results Section 2. Section 3 is devoted to some con-
cluding remarks and open questions. Some technical remarks on how
the Characterisation Theorem transfers from the stationary increment
setting to the scale-invariant setting are given in a short appendix.
2. General set up and results
co-ascent processes. Let us begin by introducing co-ascent processes
in a general form. Throughout X = (Xt)t≥0 is continuous and H-self-
similar for some H ∈ (0, 1), i.e. for any c > 0 we have
(2) (c−HXct)t≥0
d
= (Xt)t≥0.
We further assume that X a.s. admits a version with continuous paths
and we always identify X with this version, we also assume that M =
(Mt)t≥0 withMt = sup0≤s≤tXs satisfies EM1 <∞ and P(M1 > 0) = 1.
Note that (2) implies that Mε > 0 a.s. for any ε > 0, that X0 = 0 a.s.
and that limt→∞Mt = ∞ a.s. We set Tx = inf{t ≥ 0 : Xt = x} and
note in passing, thatM is H-self-similar, T = (Tx)x≥0 is the generalised
inverse of M and, consequently, T is 1/H-self-similar.
The extended co-ascent process Xa of X is given by
(3) Xat = T
−H
1 XT1t, t ≥ 0.
In extension of the Brownian case, the ascend process ofX is (Xat )0≤t≤1.
We are usually interested in Xa and refer to it just as ‘ascend process’
for simplicity, we always mention it explicitly, when we refer to the
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restricted version. Our first observation is, that the choice of the hitting
level in (3) plays no role.
Lemma 1. Fix x > 0 and set Xat (x) = T−Hx XTxt, t ≥ 0. The corre-
sponding process Xa(x) is equal in distribution to Xa(1) = Xa.
Proof. This is a direct consequence of (2). Consider the pair (Y, S)
given by
(Ys, Sy) =
(
1
x
Xx1/Hs,
1
x1/H
Tyx
)
, s ≥ 0, y ≥ 0,
and note that Sy, y ≥ 0 are precisely the hitting times of the space-
time rescaled process Y . On one hand we have (Y, S) d= (X,T ) by
self-similarity and consequently Xa d= Y a and on the other hand we
have
Y as = S
−H
1 YS1s = xT
−H
x x
−1Xx1/Hs x−1/HTx = X
a
s (x), s ≥ 0,
which concludes the proof. 
(Xat )0≤t≤1 can be interpreted as the rescaled co-ascent to a ‘typical
level’, the rescaling removes information about the specific choice of
the level x in the sense that the original path of X can be recovered
from Xa given x, but not without the knowledge of x. The next ob-
servation regarding co-ascent processes is that although they are not
H-self-similar, they are H-self-similar w.r.t. rescaling by first passage
times.
Lemma 2. Let X be given as above. Then
(Xa)a
d
= Xa.
Proof. Let T ′x = inf{s > 0 : Xas ≥ x}, x > 0, denote the record
times of Xa. Note that T ′x = t if and only if t = T
−1
1 Ty for some level
y = y(x) > 0, i.e. the record times of the co-ascent process Xa are
precisely the record times of X renormalised by T1. Hence, there is
some y > 0 such that for t ≥ 0,
(Xa)at = (T
′
1)
−HXaT ′1 t = (T
′
1T1)
−HXT ′1T1 t
= (T−11 TyT1)
−HXT−11 TyT1 t = T
−H
y XTy t,
and the latter process has the same distribution as Xa by Lemma 1. 
Our last observation is that the co-ascent process (Xt)0≤t≤1 inherits
its persistence behaviour directly from the original process.
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Proposition 3. Let Xa denote the co-ascent process of some H-self-
similar process X. Then, for any x > 0,
P(Xat ≤ x, 0 ≤ t ≤ 1) = P(Xt ≤ x, 0 ≤ t ≤ 1)
Proof. By definition, the co-ascent process on [0, 1] reaches its maxi-
mum at 1. Hence,
P(Xat ≤ x, 0 ≤ t ≤ 1) = P(Xa1 ≤ x) = P(XT1 ≤ xTH).
But XT1 = 1 a.s. and thus
P(Xat ≤ x, 0 ≤ t ≤ 1) = P(T1 ≥ x−
1
H ) = P(Tx ≥ 1) = P(M1 ≤ x).

Record measures and Palm calculus for stationary random
measures. We now take a different point of view that does not only
take the process X into account but also its record measure µ, which
describes the first hitting times (or record times) of X. For t > 0,
we have µ((0, t]) = Mt, i.e µ(dt) = dMt. Since M is continuous, µ is
diffuse. Let us state a few general conventions: Formally, random pairs
(Y, ν) of process and measure are measurable maps from the underlying
probability space (Ω,F ,P) into C0(R≥0,R)×M(R>0), where C0(R≥0,R)
is the space of continuous functions f mapping R≥0 to R with f0 = 0
andM(R>0) is the space of locally finite measures on the Borel-σ-field
B(0,∞), where we use the convention that 0 is not an accumulation
point of any finite interval. In the process component we work with the
topology induced by locally uniform convergence and the corresponding
Borel-σ-field.
For any real-valued function ft, t ≥ 0, let
(srf)t := r
−Hfrt, r > 0.
We call S = S(H) = (sr)r>0 the rescaling group (of index H ∈ (0, 1)).
The map r 7→ sr is a group isomorphism from (R>0, ·) to (S, ◦), where
◦ denotes concatenation of maps. Hence, (R>0, ·) acts via this map on
C0(R≥0,R). Note that the rescaling operation is measurable.
By self-similarity, we have srX
d
= X, for any r > 0 and in particular
we have that, under P,
sr(X,µ) := (srX, srµ)
d
= (X,µ),
where we identify the action of sr on µ with sr acting on M via X, i.e.
(4) srµX = µsrX .
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It follows that (X,µ) is ‘stationary’ with respect to the action of the
scaling group. We will henceforth use the term scale-invariant to de-
note this property of the pair (X,µ), or equivalently of the underlying
distribution P.
Remark 4. If one chooses Ω = C0 and F = B(C0), i.e. X is just the
identity on Ω then we may interpret the rescaling group as a flow on Ω
and hence (4) states that µ is flow-covariant in the sense of [14, Remark
2.2].
In general, distributional invariance of (Y, ν) allows us in many cases
to introduce the notion of a dual Palm version (Y ◦, ν◦), via a refined
Campbell theorem. To illustrate this, let (Y, ν) denote a stationary pair
in the usual sense, i.e. the process Y = (Yt)t∈R and the random measure
measure ν (on R) are invariant under actions of the shift group (θs)s∈R.
We say (Y ◦, ν◦) is a (shift-)Palm version of (X,µ), if for all non-negative
measurable functions g and all compact A ⊂ R of positive Lebesgue
measure λ(A) > 0,
(5) E(g(Y ◦, ν◦)) = E
[∫
A
g(θ−r(Y, ν))ν(dr)
]
λ(A)−1.
In fact, one can interpret this relation between the random pairs (Y, ν)
and (Y ◦, ν◦) under P as a change of measure formula. P¯ is called the
(shift-)Palm measure of ν w.r.t. P if its associated integral operator E¯
satisfies,
(6) E¯g(Y, ν) = E
[∫
A
g(θ−r(Y, ν))ν(dr)
]
λ(A)−1,
where we interpret the action of θ−r on the pair (Y, ν) as shift of the
underlying path space. Note that E¯ is not necessarily an expectation,
i.e. P¯ is not necessarily a probability measure. However, it is easily
seen that, by stationarity, the right hand side of (6) does not depend
on the choice of A and P¯ is unique up to multiplication by a constant.
If P¯(Ω) is finite, then P◦(·) = P¯(Ω)−1P¯(·) is called the Palm distribution
of ν w.r.t. P, its associated expectation is denoted by E◦.
Rescaling Palm versions. Since we study co-ascent processes, we
define a Palm distribution P◦ w.r.t. to the record measure µ, un-
der which X is the original process seen from a typical record time
or equivalently, we describe a pair (X◦, µ◦) of process and associated
record measure which form the Palm dual of (X,µ). This gives a Palm
theoretic interpretation to the co-ascent process. The straightforward
way to realise this is to replace θr in (5) and in (6) by sr. However,
this is not sufficient, because the definition of the Palm measure hinges
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on the fact that E
[∫
A
f(θ−r(Y, ν))ν(dr)
]
is invariant under shifts of A
and thus a multiple of Lebesgue measure applied to A, i.e. we need to
also replace λ by a suitably chosen power-law distribution.
Hence, define the absolutely continuous measure κ = κH via κ(ds) =
HsH−1ds. We refer to κ as hyperbolic measure. Note that κ is (up to
multiplication by a constant) the only scale-invariant measure on R>0.
Changing the reference measure to κ allows us to formulate the Palm-
duality for scale-invariant random variables.
Let (X,µ) be invariant under S. (X◦, µ◦) is a (rescaling-)Palm ver-
sion of (X,µ), if
(7) E(g(X◦, µ◦)) = E
[∫
A
g(sr(X,µ))µ(dr)
]
κ(A)−1.
The measure P¯ induced by
(8) E¯g(X,µ) = E
[∫
A
g(sr(X,µ))µ(dr)
]
κ(A)−1,
is the corresponding Palm measure and we call P◦(·) = P¯(Ω)−1P¯(·) the
(rescaling) Palm distribution of µ w.r.t. P.
Lemma 5. The choice of A in (8) plays no role.
Proof. This is an adaptation of a standard calculation in Palm calcu-
lus, see e.g. [10, Lemma 11.2]. Fix G ∈ F , and let g(Y, ν) = 1l{(Y, ν) ∈
G} and consider the measures
νg(A) =
∫
A
g
(
sr(Y, ν)
)
ν(dr), A ∈ B(R>0),
then the definition of the Palm measure reads
(9) P¯(G) =
∫
νg(A)dP
κ(A)
.
We claim that stνg = (stν)g, then we have for any measurable function
h, ∫
h (stνg) dP =
∫
h ((stν)g) dP =
∫
h(νg)dP
by scale-invariance of ν under P. This means that scale-invariance of P
is preserved under the operation (·)g, hence the numerator in (9) does
not change under rescaling of A and a corresponding rescaling of space,
i.e. it is a multiple of hyperbolic measure. To prove the claim we note
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that, for any Borel set A,
stνg(A) = t
−Hνg(Bt) = t−H
∫
Bt
g
(
ss(Y, ν)
)
ν(ds)
= t−H
∫
1l{s/t ∈ B}g(ss(Y, ν))ν(ds)
= t−H
∫
1l{u ∈ B}g(sut(Y, ν))ν(dtu)
=
∫
B
g
(
su st(Y, ν)
)
stν(du) = (stν)g(B).

If µ is the record measure, we can view P◦ as the process rescaled
by a typical record time. For the existence of P◦, it is necessary that
P¯(Ω), the intensity of µ (w.r.t κ), be finite. The next lemma ensures
this.
Lemma 6. P¯(Ω) = EM1 <∞ and thus P◦ is well-defined.
Proof. Note that κ((0, 1)) = 1. By Lemma 5 we can write
P¯(Ω) = E
[∫ 1
0
dMt
]
= EM1,
which is finite by our standing assumption on X. 
Let us now characterise Palm distributions via their invariance prop-
erties. To do so, we need the notion of mass-stationarity. Let Q denote
a probability measure on (Ω,F) with expectation EQ and denote by Y
the canonical process under Q. A diffuse random measure ν satisfying
(4) a.s. under Q is called mass-stationary if
(10) EQ
∫
C
∫
C/u
g(srY, ur)ν(dr)
ν(C/u)
κ(du) = EQ
∫
C
g(Y, u)κ(du),
where g is any measurable non-negative function of the pair (Y, u) and
C is any bounded Borel-subset of R>0 of positive measure satisfying
λ(∂C) = 0. The definition (10) is a direct adaptation from the station-
ary setting. Just like there, mass-stationarity is a characterising feature
of Palm-distributions of diffuse random measures in a similar way as
cycle-stationarity characterises Palm-distributions of stationary point
processes. The following characterisation theorem is a translation of
[12, Theorem 3.1] to the scale-invariant setting.
Characterisation Theorem for Palm distributions. Let (Y, ν)
denote a process-measure-pair defined on (Ω,F ,P), where ν is a non-
trivial diffuse H-scale-invariant random measure of finite intensity and
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Y is an H-self-similar process. Let (Ix)x≥0 denote the generalised in-
verse of (ν((0, t]))t≥0 and let P◦ be a probability distribution on (Ω,F).
The following statements are equivalent:
(A) P◦ is the Palm distribution of P with respect to ν.
(B) We have
P◦ ◦ s−1Ix = P◦, x ≥ 0.
(C) (Y, ν) is mass-stationary under P◦.
Adapting [12, Theorem 3.1] is fairly straightforward, even though it is
formulated for stationary increment processes for which the associated
shift-invariant measure (the analogue of our P) is not a probability
measure. We discuss the necessary changes to obtain the above version
of the Characterisation Theorem in Appendix A below.
Let us instead formulate our main result which identifies the co-
ascent process Xa as Palm-distributed.
Theorem 7. Let Xa denote the (extended) co-ascent process of an H-
self-similar process X and let µa denote the record measure of Xa. The
pair (Xa, µa) is a Palm version of (X,µ) under rescaling, in particular
the definition (3) induces a pathwise coupling between (X,µ) and its
Palm dual.
Proof. Lemmas 1 and 2 together with commutativity of the scaling
group S imply that for the law Pa of the co-ascent process
Pa(·) = P((Xa, µa) ∈ ·) = P(((Xa)a, (µa)a) ∈ ·) = Pa ◦ s−1Tx (·),
for any x ≥ 0. The conclusion thus follows from the characterisation
theorem. 
3. Further discussion
Lamperti-type change of time and measure. An alternative ap-
proach to defining Palm distributions in the scale-invariant setting can
be obtained translating the set up into a stationary situation. Let
L : C(R>0,R)→ C(R,R) denote the exponential rescaling
Lfz := e−Hzfez , z ∈ R.
It is well known and straightforward to show, see e.g. [11] that L consti-
tutes a bijection between self-similar processes on R≥0 and stationary
processes on R. Hence letting Xˆ := LX, we should be able to recover
the above results. However, the image Mˆ := LM of the maximum
process is not monotone, hence we cannot use it to define the ‘record
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measure’ of Xˆ. Instead one could work with the process U = (Uz)z∈R
via
Uz := Xˆz − Mˆz z ∈ R.
Since L(f)−L(g) = L(f − g), we may view U ≤ 0 as the image of the
process X−M ≤ 0 of excursions of X from its maximum. In principle,
this process also carries all information about the record set, but it is
not clear how to relate it back to the original process and to replicate
the duality obtained in Theorem 7.
Two-sided processes with stationary increments. In [19], mass-
stationarity was used to derive the strong asymptotics of the quantity
P(`((0, t]) ≤ 1) as t → ∞, where ` is the local time measure at 0 of
an H-self-similar process X with stationary increments. The following
related problem still remains open, see also [18, 1, 2]:
Problem 8. Let (Xt)−∞<t<∞ be a two-sided continuous H-self-similar
process with stationary increments satisfying E sup0≤s≤1Xs. What is
the strong order of P(Xs ≤ 1, 0 ≤ s ≤ t)? More precisely, does there
exist a constant cX , satisfying
lim
t→∞
P(Xs ≤ 1, 0 ≤ s ≤ t)t1−H = cX ,
and if so, how can cX be characterised in terms of X?
Understanding P(Xs ≤ 1, 0 ≤ s ≤ t) is a step towards defining
a version of X conditioned not to return to 0. The (reversed) co-
ascent process can be interpreted as a natural choice for a process
derived from (the one sided process) X which does not return to a
given level. However, a natural requirement in the two-sided setting
to on an infinitely long excursion from a given level would be mass-
stationary (in the ordinary sense) with respect to the (one-sided) record
time measure. Unfortunately, it is not clear how such a process can be
defined.
Problem 9. Let (Xt)−∞<t<∞ be a two-sided continuous H-self-similar
process with stationary increments satisfying E sup0≤s≤1Xs < ∞. Is
there a two-sided processXm derived fromX in a natural way satisfying
(XmTx+t − x)t∈R
d
= (Xmt )t∈R,
where Tx denotes the first hitting time of level x after 0 of Xm?
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Appendix A. Derivation of the Characterisation Theorem
A thorough inspection of the proof of [12, Theorem 3.1] shows that
the argumentation there also works in the scale-invariant setting. To
give a flavour of the necessary changes, we show how to obtain state-
ment (C) from statement (B) of the Characterisation Theorem. The
implications (C) to (A) and (A) to (B) can be dealt with in an analo-
gous fashion, following the steps in the proof on pp. 439-440 in [12].
Assume that
(11) P◦ ◦ s−1Ix = P◦, x ≥ 0,
where I is the generalised inverse of the measure ν and P◦ has expec-
tation E◦. First note that for any r > 0, almost surely under P◦,
Ixr−H ◦ sr =
and hence
(12) Ix = Ix Ix(Ix)−H ◦ sIx = Ix 1 ◦ sIx .
Let now
R : =
∫ ∫
1lC(u)1lC(us)
ν(C/u)
g(ssX, us)ν(ds)κ(du)
=
∫ ∫
1lC(v/s)1lC(v)
ν(Cs/v)
g(ssX, v)s
−Hν(ds)κ(dv)
=
∫ ∫
1lC/v(1/Ix)1lC(v)
ν(CIx/v)
g(sIxX, v)I
−H
x dxκ(dv),
where we have used the substitutions v = us in the first and Ix = s in
the second line. By (11) and (12), we have
E◦R = E◦
∫ ∫
1lC/v(1/Ix)1lC(v)
IHx ν(CIx/v)
g(X, v/Ix)dxκ(dv),
and resubstituting yields
E◦R = E◦
∫ ∫
1lC(v/s)1lC(v)
sHν(Cs/v)
g(X, v/s)ν(ds)κ(dv)
= E◦
∫ ∫
1lC(u)1lC(us)
ν(C/u)
g(X, u)ν(ds)κ(du)
= E◦
∫
1lC(u)g(X, u)κ(du),
which establishes (10).
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