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Abstract 
We show that the aperiodic cellular automata studied by Coven (1980), that is the maps 
F : {O,l}” + (0, 1)” ind uced by block maps f : (0, l}‘+’ -+ {O,l} such that f(xo,xl,..., x,) 
is equal to (no + 1)modZ if xl . .x, = bl . b, and equal to x0 otherwise, where B = bl . b, is 
a given aperiodic word, have the following position in classification of Ktirka (1994): they are 
regular, contain equicontinuous points without being equicontinuous, and are chain transitive but 
not topologically transitive. Therefore they do not have the shadowing property; this answers in 
the negative a question raised by P. Ktika. 
1. Introduction 
Since Von Neumann and Ulam began the study of cellular automata in the forties, 
one of the most interesting facts that made them very popular in the simulation of 
different kinds of natural processes appearing in fields like biology or physics, is that 
they are capable of “complex behaviour”; nevertheless, the “complexity” has never 
appeared as a unified concept. 
One approach to the study of the “complexity” of cellular automata consists in 
considering them as standard dynamical systems, i.e. continuous self-maps of compact 
metric spaces. So, cellular automata can be classified according to dynamical properties 
they can exhibit: entropy values, degrees of mixing, degrees of equicontinuity, etc. They 
support invariant measures, so it is also interesting to classifl them from the ergodic 
point of view. 
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The first classifications of cellular automata from this point of view are those of 
Gilman [4], whose classification is based on the existence of equicontinuous points, 
and Hurley [7], who classifies them with respect to their attractors. Recently Ktirka 
[8] made a detailed study of the intersection classes that appear when one considers 
Gilman’s and Hurley’s classifications simultaneously. He also adds a new classification 
to the previous ones; it is based on the languages obtained when one codes the orbits of 
points with respect to clopen partitions. He has been able to tell whether the intersection 
classes are empty or not for all except two: cellular automata which (1) are chain 
transitive, contain equicontinuous points but are not equicontinuous, and are regular; 
or (2) are chain transitive, contain equicontinuous points but are not equicontinuous, 
and are not regular; he has recently found a chain transitive example which has no 
equicontinuous points but is not regular [9]. 
The purpose of this paper is to prove that aperiodic Coven cellular automata, that 
is, maps F : (0, l}” + {O,l}“induced by block maps f : {O,l}‘+’ + (0, l} such 
that ~GoJI,. ..,xr) is equal to (x0 + l)mod2 if xi . ..xr = br . . b, and equal to x0 
otherwise, where B = bl . . . b, is a given aperiodic word, belong to the first class. In 
[8, Example 61 Kurka describes a CA with the same properties, except that its unique 
attractor is smaller than (0, 1)“. Actually a closer study shows its behaviour to be quite 
different from that of Coven’s CA. 
We laid out the article in five sections. In the second we give the necessary back- 
ground and describe Ktirka’s classification in some details. The main result of the 
article is stated in the third section. In the fourth we describe completely the system 
SF obtained by coding the orbits of points with respect to the clopen partition of the 
first r coordinates of the state space, where r is the neighbourhood radius of the cellular 
automaton F. We prove that SF is conjugate to a union of full 2-shifts; this implies it 
is regular and that F has some points of equicontinuity. Finally the fifth (and longest) 
section is devoted to the proof of the chain transitivity property. 
2. Preliminaries 
2.1. Symbolic systems 
Let A be a finite alphabet. Denote by A* the set of finite sequences or words on 
A, including the empty word ;1; in other words, A* = UnEN A” where A” is the set of 
words of length n of A*; IwI denotes the length of the word w E A*. A language L 
is an arbitrary subset of A*; let L, be the set of words of length n of L. A” is the 
set of bi-infinite sequences x = (Xi)iEZ, where xi E A; we call them configurations. 
For i < j in Z put x(i, j) = xi.. . xi. Let x be a configuration and w = wo . . . w,,_l be a 
word of length n, we denote by x- wx + the configuration y defined by ~(0, n - 1) = w, 
yi = Xi, i < 0, and y,,+, = xi, i>O. A” is endowed with the product topology and 
the shift CT : A’ + A”, o(x) = (xi+l)iez. The family of cylinder sets [w]i = {x E 
A” Ix(i,i+ IwI - 1) = w}, w h ere w E A* and i E Z, is a fundamental base of clopen 
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neighbourhoods of A”. For this topology Az is a compact metric space. Let d(., .) be 
a metric compatible with the product topology in A”. The dynamical system (A”, o) is 
called the full shift. 
A subshift or symbolic flow is a closed shift-invariant subset S of A” endowed with 
O. In general we identify the flow (S, o) with the space S. The language associated to 
the subshift S is L(S) = {w E A* 13 x E S, i E Z, such that x(i,i + \wI - 1) = EJ}. It 
is well known that S is completely described by L(S). 
2.2. Cellular automata 
A cellular automaton (CA for short) is a map F : A” --+ A”defined for x = (x~)~~z E 
A”, i E Z, by 
F(xh = f(xi-jy.. . ,xi,. . . ,~i+r), 
where f : A’+r+’ -+ A is a given local map or rule. The non negative integers 1 and r 
are called the left and right radius of the CA respectively. If 1 = 0 - this is the case 
for the Coven CA - we say that F is right-sided. 
Let F be a cellular automaton and w, VV’ in A* U A”, we say that w’ is a successor 
of w (and w a predecessor of w’) with respect to F, and denote this by w 5 w’, if 
there are x, = y; wyz and x,,,! = y;,w’y$ in A” such that F(x,) = x,,,!. Suppose F 
is right-sided and let r be the radius of F. We associate to F, in a natural way, the 
subshift 
SF = {y E (A’)” ( 3 x E A” such that rc&) = y}, 
where ZF : A” + (A’)N is defined by rc~(x)i = F’(x)(O,r - 1) for all x E A”, i E N. 
The following graph is used below for the description of the canonical factor of a 
right-sided cellular automaton F. The directed graph GF is defined on A’ with arrows 
labelled by A’ in the following way: for U, u, w E A’ there is an arrow from u to u with 
label w if and only if F(u, w) = U. Thus GF describes the language obtained when 
allowing all transitions of order 2 existing in SF. 
2.3. Ktirka’s classijication of CA 
In [8] Kmka gives classifications of CA according to three aspects of their dynamics. 
The first one takes into account the symbolic structure of the languages obtained 
when coding the orbits of the points under the action of the CA with respect to clopen 
partitions of the state space; the main notion is regularity. A cellular automaton is 
defined to be regular if all of these languages are regular (recall that a language is 
regular if there is a finite automaton which recognizes it; for more details see [6]). 
He divides CA into three families: (Ll) contains CA whose associated languages are 
periodic; (L2) contains regular but not periodic CA; and (L3) contains nonregular CA. 
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The following proposition is a very helpful characterization of regular right-sided 
CA. 
Proposition 2.1. A right-sided cellular automaton F belongs to (Ll) or (L2) if and 
only if L(&) is regular, 
Proof. Since L(SF) codes the trajectories of points with respect to the clopen partition 
9, = ([do I w E A+}, w h ere r is the radius of F, if F belongs to (Ll ) or (L2) then 
L(&) must be regular. 
For the sufficient condition it is enough to prove that for any positive integer 1 the 
language L(9’t) associated to the clopen partition 9’1 = {[w]~ 1 w E A’} is regular. It is 
clear that L(Pt) is regular whenever 1 <r: it is obtained by a projection of L(&). 
Suppose 1 > r: since F is right-sided, given one word we. _ _ Wk, wi E A’, of L(&) 
and w E At-‘, by placing w to the left of wo and applying F k times one generates a 
word of length k+ 1 of L(9’t); conversely any word of L(Pt) is generated in this way. 
Let ~2 be a finite automaton recognizing L(SF); with the help of the remark above 
we define a finite automaton d’ recognizing L(Pt) in the following way. For every 
arrow in d from a state p to a state q, with label w E A’, and every u E At-‘, we 
create an arrow with label uw from a state called p’(u, p, w, q) to another one called 
q’(u, p, w, q); then if F(uw) = u’ and there is an arrow in &’ from q to some other 
state s, with label w’ E A’, we identify p’(u’,q,w’,s) and q’(u, p,w,q). The resulting 
finite automaton d’ recognizes L(Pl). q 
Kiuka also classifies CA according to the existence of equicontinuous points. Recall 
that a point x E A” is said to be equicontinuous for the family {F”, n E N} if and 
only if 
(V E > 0)(3 6 > O)(V y E A”, d(x, y) < 6)(V n E N)(d(F”(x),F”(y)) < E); 
denote by E(F) the set of equicontinuous points of F. 
He distinguishes the class (El) which contains equicontinuous CA (or equivalently 
E(F) = A”); the class (E2) where 8 # E(F) # A”; finally E(F) = 8 in classes (E3) 
and (E4); here the respective definitions of these two classes are irrelevant. 
Proposition 2.2. A right-sided cellular automaton F has equicontinuous points if and 
only if there is w E A*, IwI = p b r, and an infinite sequence of words Vi E A’, i > 0, 
such that if x E A” with x(0, p - 1) = w then F’(x)(O, r - 1) = ai for all i > 0. 
Proof. It is essentially contained in the proof of Theorem 2 of [8]. cl 
Finally, he classifies CA with respect to their attractors. Any cellular automaton F 
falls into exactly one of the following classes: (Al) there is a pair of disjoint attractors; 
(A2) there is a unique minimal quasi-attractor; (A3) there is a unique minimal attractor 
that is not equal to the limit set of F; (A4) the limit set of F is the unique attractor 
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and it is not equal to A”; and (A5) A” is the unique attractor. For further explanations 
see [8]. 
2.4. Chain transitivity and the shadowing property 
In this paper our main concern is with Ktika’s class (A5). Cellular automata in this 
class are onto and chain transitive; this set of two properties is characteristic of the 
class [8]. 
Recall the definitions of E-chains and chain transitivity. Let F be a CA and E > 0. 
An E-chain from x E A” to y E A” is a finite sequence x = x0,x1,. . . ,xt = y such that 
t > 0 and d(F(Xi),Xi+l) < E for i E (0,. . ., t - 1); x is said to be chain connected to 
y if for every E > 0 there is an E-chain form x to y. 
The cellular automaton F is chain transitive if for any nonempty open sets U, V 
of A” and any E > 0 there is an E-chain going from U to V. Since A” is a zero- 
dimensional space, this property is equivalent to: for all n E N and w,w’ E A” there 
is a finite sequence of words in A”, wo = w, . . . , wt = w’, with t > 0 and wi -% wi+l 
for i E (0,. . . , t-l}. Callc=(wo,..., wt) an n-chain or simply a chain from wg to wt. 
We assume by definition that there is always a chain from A to 1. We shall use the 
shorthand w - w’ to indicate that w is connected to w’ by a chain, and w - w’ 
if w - w’ and w’ - w. Observe that two nxhains can be composed provided the 
second starts with the last word of the first: w - w’ and w’ --+ w” imply w - w”. 
It is also obvious that transitivity implies chain transitivity. 
A finite sequence (x0,. . . ,xf ), t > 0, in A z is &-shadowed by a point x E A” if 
d(F’(x),xi) < E for i E (0,. . . , t}. We say that a cellular automaton has the shadowing 
property if for every E > 0 there is 6 > 0 such that every b-chain is e-shadowed by 
some point. A CA with the shadowing property is regular [8, Proposition 11. 
3. The result 
Let the alphabet A = (0, 1) be endowed with the usual field structure, and suppose 
B = bl . . . b, E A’, with r > 1, has the property that there is no integer p, 0 < p < r, 
such that bi+p = bi for i = l,..., r - p; such a word B is called aperiodic. 
Define f(xo,. . . ,x,) to be equal to x0 + 1 if x1 . .x, = B, and to x0 otherwise. The 
corresponding right-sided cellular automaton F is called an aperiodic Coven automaton. 
This class was introduced in [3] where they were used as feedback functions for non- 
linear shift registers. It was proved later in [2] that their topological entropy is log2; 
the author also mentions that they are not topologically transitive. Aperiodic Coven 
automata are easily seen to be onto, in fact they are left permutative (see [5]). 
The purpose of this article is to prove the following result. 
Theorem 3.1. Aperiodic Coven automata are in class (L2)n(E2)n(A5) but not 
transitive. 
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A direct consequence of this theorem, which gives a negative answer to conjecture 
2 in [8] is 
Corollary 3.2. There exist chain transitive CA without the shadowing property. 
Proof. Since aperiodic Coven automata are not topologically transitive, but by Theo- 
rem 3.1 are chain transitive, Proposition 14 of [8] implies that they cannot have the 
shadowing property. 0 
Theorem 3.1 is the sum of three statements: Corollary 4.3 (F E (L2)), Proposition 
4.4 (F E (E2)) and Proposition 5.11 (F E (A5)). 
4. F belongs to (L2) n (E2) 
Let B E A’ be the aperiodic word defining the cellular automaton F. Let us first 
make some observations on the way words of A’ follow each other under the action of 
F; they are used repeatedly in the sequel. For a = 0,l put 6 = 0 if a = 1 and 5 = 1 
otherwise, and for w = al . . , a, let ti; = al . . . ar_,&. 
Lemma 4.1. (1) For any word u E A’ there is a unique arrow of G,c from u to U; 
its label is B. 
(2) B and B are the only predecessors and followers of length r of B. 
Proof. (1) If f (uw) = v # U, with II, v, w E A’, then f (vw) = u. In fact, there can 
be only one occurrence of B in uw except if u = w = B. Suppose there are two, then 
theyoverlap, whichmeansxi=xi+p fori= l,...,r-pandsome p~{O,...,r-1): 
this contradicts the aperiodicity assumption for B. Therefore v = f (uw) differs from u 
in one position, the one to the left of the occurrence of B; VW has an occurrence of B 
in the same place as UW, so f (vw) = u. Finally for f (uw) to be equal to U, w must 
be equal to B. 
(2) By (1) l? is a predecessor and follower of B. If f (Bw) = u $! {B,B} then w # B, 
and their must be another occurrence of B in Bw, which overlaps the first. As above 
this is a contradiction. 0 
Corollary 4.3 and Proposition 4.4 both rely on the following statement. 
Proposition 4.2. Let F be an aperiodic Coven CA. Then SF is a union of full shifts, 
each one on two symbols u,v E A’. 
Proof. We first prove two claims about SF. 
Claim 1. rf there is an occurrence of B in ~Q(x), then X,V(X) E {B,B}“. 
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Indeed, put Q(X) = y and assume yi = B for some i. By Lemma 4.1(2) either 
yi+i = B too, or yi+l = B but then the word to the right of yi, i.e. F’(x)(r,2r - l), 
must be B. By Lemma 4.1(l) the word to the right of yi+l must be B or B, so 
Yi+2 E {B,B}. B y induction the same is true for any j > i. The proof for j < i is 
identical, using Lemma 4.1(2) for predecessors instead of successors. 
Claim 2. {B,l?}N CS,. 
Let y = y” be any element of {B,B}“. By applying Lemma 4.1(2) repeatedly one 
constructs a unique sequence y’ of neighbours to the right in {B, B}N. By induction 
this determines a unique X E A” such that r~&) = y for every x E A” with xi = Xi 
for i 20. This establishes the claim. 
Now we can finish the proof of the proposition. Let x E A”, with y = rc&x), and 
put x(0, r - 1) = yo = u. If yi = u for i E kJ, this is consistent with the statement. If 
this is not the case, let v be the value of the first yi # U. 
Case 1: yi = v = ii. Since yi_1 = u, by Lemma 4.1( 1) its neighbour to the right 
must be B. Applying Claim 1 this means yi E {~,zi} for all j, and by Claim 2 y can 
be equal to any element in {u, ~2)“. 
Case 2: yi-1 = U, yi = v # ii. Then there is e, 0 < e < r, such that F’-‘(x)(4, & + 
r - 1) = B. Therefore Fj(x)(e, 8 + r - 1) E {B, B} for j E N, which implies the last 
r - 8 letters of yj are always the same, whereas the first e letters are such that it 
always belong to {u, v}. For the same reason as in the first case {u, v}~ s SF. 0 
Remark. Notice that the topological entropy of SF is log 2, and then, since F is right- 
sided, it must be equal to the topological entropy of F (see [l]). This recovers the 
main result in [2]. Also, SF is a nontransitive sofic system, which is not of finite type 
except for trivial cases. 
Example. Let B = 10 and F be the corresponding Coven aperiodic automaton. Then 
G,Q is as follows: 
11 11 
10 00,Ol 10 
00, 00, 
11, 11, 
01 10 00,Ol 10 01 
and SF = {lO,ll}” U {ll,Ol}’ u {Ol,OO}‘. 
Corollary 4.3. Every aperiodic Coven automaton F is in class (L2). 
Proof. As a union of full shifts L(&) is regular. By Proposition 2.1 this implies that 
F E (Ll) U (L2), but L($) is not periodic, so F is in class (L2). 0 
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Proposition 4.4. Every aperiodic Coven automaton F is in class (E2). 
Proof. Suppose x E A” with x(0,1-) = ii” = u (where bl is the first letter of B). 
Since B cannot overlap v by the right side the only way one has to obtain f(vw) # v 
is by putting w = B. Therefore, F’(x)(O,r) = v for all i E N or, by Proposition 4.2, 
Claim 1, F’(x)(r+1,2r) E {B,B}, so that only the last letter of F’(x)(O,r) can change. 
Thus F’(x)(O, r - 1) = b;, which by Proposition 2.2 suffices to show the existence of 
equicontinuous points. 
Let x be the shift-periodic point such that x(nr, (n + 1)~ - 1) = B for all n E Z. 
Because B is aperiodic x is a fixed point under F. Now let x’ have the same coordinates, 
except for x’( pr, (p + 1 )r - 1) = B for some p > 0. One easily sees that V p > 0 
there is an occurrence of B in the rc&x’), which proves that F is not equicontinuous, 
therefore belonging to (E2). q 
5. F belongs to (A5) 
Now we prove the last part of Theorem 3.1: aperiodic Coven cellular automata are 
chain transitive. The proof may be summed up in the following way: let z be the point 
defined by z(kr, kr + r - 1) = B (z is periodic with period r under the shift and fixed 
under F). Then for every x E A”, every E > 0, there is (1) an c-chain from x to z 
and (2) one from z to x. The first result is proved in Section 5.1 and the second in 
Section 5.2. 
5.1. Any point is chain connected to z 
Let F be an aperiodic Coven CA defined by the block B = bl . . . b,. For i E { 1,. . . , r} 
consider the words of length r, Bi = bi.. . b,.bl..bi_l and Bi = bi.. .b,bl . . . bi-1, ob- 
tained by shifting the shift-periodic points x and X of period r such that x(0, r - 1) = B 
and $0, r - 1) = I? respectively. The block bl . . . bi_1 is defined to be the empty word 
1 when i = 1. 
Let us begin with some elementary properties of F that follow directly from the 
aperiodicity of the block B. 
Lemma 5.1. (1) Let w = al . ..akbl . ..bi_lei E {O,l}* with k + i - 16r and i E 
(2,. ‘. , r}, then B is not a subword of w. 
(2) Let u,v E (0, l}“, 0 < r’<r, and w E (0, 1)’ such that F(uw) = v, then u and 
v are difSerent in at most one symbol. 
Lemma5.2. LetaE{O,l}andZEN. ThenforeveryjE{l,...,r-I} thereisa 
chain of length 1+ 2 from aBib . . . bj to GB’bl . . . bj. 
Proof. From the second claim in Proposition 4.2 it is very easy to deduce that for any 
I E N there are u E {B,B} and w E {B,B}’ such that F’(B’w) = B’, F’+‘(B’wv) = g*, 
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and F’(B’w)(O,r - 1) = B for i E {O,...,Z - 1). Therefore F’(or#w) = c& and 
F’+‘(c&‘wv) = I&, which implies 0rB’ - El?‘; but since w E {I&B}‘, again by 
Proposition 4.2, its first j letters bl _. bj stay unchanged under F’+‘. This proves the 
lemma. 0 
Lemma 5.3. Suppose c = (wg, . . . , wt ), jwi 1 = Ir + 7, is a chain of minimal length 
from wo = BIUi to wt = Bjuj, where i, j E { 1,. . . ,r}, 1 > 0, and ui, uj are prejxes of 
length 7 E (0,. . . , Y - l} of Bi and Bj respectively. Then B is not a prefix of any wi, 
i E {0,...,t}. 
Proof. First notice that since B is aperiodic it is a prefix neither of wg nor of wt. 
Suppose that the lemma is not true, then there is k E { 1,. . , t - 1) such that B is a 
prefix of wk. Assume k is the first time at which this situation occurs: then by Lemma 
4.1 one must have wk_1 = BBwi_,. Using these arguments inductively I times (since 
-1-l 
we are dealing with a lr + i-chain) one obtains wkl = B u, where k’ = k - 1 and u 
is the prefix of length i of B. 
We prove in a very similar way there must be another word wi which is equal to wkl. 
Since B # BJ, call k” E {k, . , t - 1) the last time B is the prefix of wkl/: by Lemma 
4.1(2) wk”+l = Bw;,,+~, which by Lemma 4.1( 1) implies that wk” = B2wL,,. Then 
since Wk”+2 has not got B as a prefix it must start with 8, which implies that Wkllfl 
has got the prefix j2 and wk” starts with B3. Again by using inductively the same 
-1 
arguments, one gets Wk”+l = B u. Hence Wk”+] = wk’; this contradicts the assumption 
that the chain c has minimal length. 0 
Lemma 5.4. Suppose c = (~0,. . . , wt) is a chain of minimal length from wo = Bjui to 
w,=$u, whereiE{l,..., r}, 1 > O,andui,uarepre$xesofIengthi~(O ,..., r-l} 
of Bi and B respectively. 
(1) Suppose that v is a sufJix of B that is not a prefix of wg. Then v is not a 
prejix of any Wi, i E (0,. . . , t}. 
(2) Suppose that v is a sufJix of B that is a prefix of wg. Then there is k E 
(0,. . ., t - 1) such that v is a pre$x of wj for j E (0,. . . , k} and it is not a prefix of 
wj for j E {k + l,.. .,t}. 
Proof. (1) Observe that by Lemma 5.1( 1) with al . . . ak equal to v except for one 
coordinate, v can only be a successor of v and 6, where V is the suffix of B with length 
1~1. With the help of this remark the proof of (1) is almost identical to the proof of 
Lemma 5.3. 
(2) By aperiodicity of B it is clear that v is not a prefix of B or wt. Here again 
the proof uses the same arguments as for Proposition 5.3. Suppose (2) is false; then 
there are k E (0, _ ..,t-3) and k’ f {k+2,. ..,t - I} such that: for i E (0 ,..., k}, 
v is a prefix of wi, V is a prefix of wk+l, and k’ is the last time that v is a prefix of a 
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word in the chain c (notice that v cannot be a prefix of wt). From this we deduce by 
induction that Wkffl = iJ&‘v’, where I’ E N, and v’ is a prefix of B. 
On the other hand, since B is not a subblock of wg and k is the first time that v 
changes to V in the chain, there is k” E (0,. . . , k} such that wk” = t&v”, where 
u I, = v’ and 1” = I’. Moreover, it is not difficult to see that k” can be chosen to be 
equal to k - I’. But, by Lemma 5.2, there is a chain from wk” to Wk’+l of length I’ +2: 
this is less than (k’ + 1) - k” + 1 = k’ + 2 - (k - I’) = I’ + 2 + k’ - k. This contradicts 
the minimality assumption of the lemma. 0 
Proposition 5.5. Let w and w’ be sufJixes of the same length of L$ and$ respectively, 
forsomelEN andi,jE{l,..., r}. Thenw-w’. 
Proof. We prove this proposition by induction on the length of the words w and w’. 
Put IWI = lw’l = m. For any a,a’ E (0, l}, a 5 a’; therefore V i, j E { 1,. . . ,r} and 
suffix w, w’ of Bi and Bj of length m = 1 it is true that w - w’. 
Suppose the following hypothesis is true for m = n 2 1: for any i, j E { 1,. . . , Y}, 
m > 1, w - w’, where w and w’ are suffixes of length m of i$ and L$ respectively, 
I E N. We prove it is still valid for m = n + 1. 
Fix i,j E {l,..., r} and let w and w’ be suffixes of length n + 1 of sf and $ for 
some I > 0; we can also assume that n + 1 = r(Z - l)+ t, where 7 E {l,...,r}: 1 
is minimal in a certain sense. Then we can write w = b,W and w’ = b,l W’ where W 
and W’ are suffixes of length n of sf and Bi. The induction hypothesis implies that 
li; C) bl . . . bT_1(Bj)‘-’ = (B)‘-‘bl . . . bj_1. 
Let c = (~0,. . , wt) be a chain of minimal length from wo = W to wt = (B)‘-‘bl . 
bi-,. If I - 12 1, Lemma 5.3 implies that B is not a prefix of wi for i E (0,. . . , t}; 
when I - 1 = 0 one has abl . . . bj_1 5 Zbl . . . bi_, for any a E (0, 1). Therefore, 
E = (bswO,. . . , b,w[) is a chain going from w = b,G to b,(B)‘-‘bl . . . bj_1. On the other 
hand, by Lemma 5.2 w - b,,(B)‘-‘bl . . . bj_1. 
To finish the proof use the argument above to obtain b,,(B)‘-‘bl . . . bj_1 - b,/G’, 
and then w - w’. By symmetry we conclude that w t--t w’. 0 
Corollary 5.6. Let w E (0, l}m, where m = lr + 7, I E N and 7 E (0,. . . ,r - 1). Then 
w - i+bl . ..b.; 
Proof. We shall use induction. Obviously w -+ bi if Iw( = 1. Assume the result holds 
forwordsoflengthn31.Takew~{O,1}“~’,withn=lr+i,Z~Nand~~{O,...,r- 
1); so it is of the type w = a* where a E (0, 1) and W E {O,l}“. The induction 
hypothesis implies that a@ - a’j’b 1 . . . bj for some a’ E (0, l}, and therefore, by 
Lemma 5.2, we conclude that a* - blj’b 1 . . . by. On the other hand, if 1 > 0, from 
Proposition 5.5 one deduces that B’bl . . . bi = bl . . , biBi+, - Bkbz.. . b/+1, and B is 
not a prefix of the words appearing in a chain of minimal length between these two 
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words; if 1 = 0, notice that abl . . . by 5 abl . . . by for all a E (0, 1). Thus w = a$ - 
bl$bl.. . bi+l = B’b 1 . . . bi+l, which proves the corollary. 0 
5.2. The point z is chain connected to any point 
Proposition 5.7. Let wo = u1 . ..u.bl . ..bi-ll$ E (0, l}‘, where s + i - 1 = r’<r, 
i E {2,.. ., r} and I > 0. Then, there is a chain c = (wo,.. . , wt) such that wt = 
Ul... u,bl . . . bi_lB’ and ~1 . . . usbl . ..bi_l is aprejix of wk for all k E {0 ,..., t}. 
Proof. Let F = (GO,..., Wt) be a chain of minimal length from $0 = Bf to W, = 
$ (such a one exists by Proposition 5.5). We claim that for i E (0,. . ., t - l}, 
wi = ~1 . ..u.bl . ..bi_lwi 5 wi+l = ~1 ...u.bl . ..bi_.Gi+l. If this is not true, there 
is a first time k E (0,. . . , t - 1) such that B appears as a subword of wk overlaping 
u1 . . . u,bl . . . bi-1 and wk. So, a suffix of B is a prefix of wk, which by Lemma 5.4 
must be a prefix of GO, too. But k is the first time that this situation occurs, therefore 
B must be a subword of ui . . . u,bl . . . bi_lBi; this fact contradicts Lemma 5.1(l). We 
conclude that c = (~0,. . . , wt) is a chain. Cl 
The proof of the following elementary lemma is straightforward. 
Lemma 5.8. Let Wi E (0, l}‘, i = 0,. .., k - 1, and let a0 E {O,l}. Put a,+1 = 
F(a,wt+)), where f(n) = n (mod k). Then the sequence {a,, n E N} is periodic. 
Corollary 5.9. Let w = WI . . . wsbl . . . bi_lBf E (0, l}‘, I > 0, i E (2 ,..., 7). Then 
w - Wl . . . wsbl . . . bi_lB’. 
Proof. Assume s + i - 1 > r; if this is not true, the result holds by proposition 
5.7.Let j E (2 ,..., S} be such that jwj .. .w,bl . . .bi_ll = r and put uo = ~1 . ..wj_l. 
uk = F(Uk-IWj...Wsbl . . . bi_l) for k > 0. Using Lemma 5.8 several times one proves 
that the sequence (Ui)iEN is periodic. Denote by T its period. 
Let c = ($0 ,..., Wt) be a chain from wj . . .wSbl. ..bi_l$ to wj . ..w.bl . . . bi_lBt 
given by Proposition 5.7. By Lemma 5.1(2) B cannot be a prefix of Wt; therefore, 
-1 
c’= (uoWO,...,UIW~,U~+~W~,...,UI+K-_IW~,W~... wsbl...bi_lB ), 
where t + K + 1 = mT for some I?Z E N, is a chain. 0 
Corollary 5.10. Let w E (0, l}“, where m = Zr + f, I E N, and 7 E (0,. . .,r - 1). 
-1 
Then B bl . . bi - W. 
Proof. Let w = wi . ..w.,, E {O,l}*.Itisenoughtoprovethatforanyk~ {l,...,m-1) 
-I -1 -1 -I 
and 1 > 0, we have wi . ..wkblBZ ---+ WI . ..wk+lB and blB, ---+ wlB . The corollary 
shall follow using recursively this last fact. 
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That bt& --+ wlj’ follows immediately from Proposition 5.7 and Lemma 5.2. Fix 
k E {I,..., 
-1 -I 
m - 1). From Corollary 5.9 we deduce that WI . . wkb,B, - w1 . . . wkblB . 
If bl = wk+l we are done; otherwise put us = wt . . . wk and, for j > 0, Vj = 
F(oj-lblbl . . . b,_l ), which is easily proved to be a periodic sequence with the help 
of Lemma 5.8; denote its period by T. Lemma 5.2 implies that bll?’ - wk+$ and 
the word blbl . . . b,_, is a prefix of every word in a chain of minimal length between 
these words. Let c = (~0,. . . , wt) be a chain of minimal length from bll? to wk+lB’, 
and take to E N such that to + t = mT for some m E N. Then 
is a chain; this completes the proof. 0 
From Corollaries 5.6 and 5.10 we deduce 
Proposition 5.11. Aperiodic Coven cellular automata are chain transitive. In partic- 
ular they belong to Class (A5). 
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