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Abstract
We consider the properties of the bootstrap as a tool for inference concerning the eigenval-
ues of a sample covariance matrix computed from an n × p data matrix X . We focus on the
modern framework where p/n is not close to 0 but remains bounded as n and p tend to infinity.
Through a mix of numerical and theoretical considerations, we show that the bootstrap is
not in general a reliable inferential tool in the setting we consider. However, in the case where
the population covariance matrix is well-approximated by a finite rank matrix, the bootstrap
performs as it does in finite dimension.
1 Introduction
The bootstrap [18] is a central tool of applied statistics, enabling inference by assessing the vari-
ability of the statistics of interest directly from the data and without explicit appeal to asymptotic
theory. The appeal of the bootstrap is especially great when asymptotic theoretical derivations are
difficult and/or can be done only under quite restrictive assumptions. For instance, consider the
case of Principal Components Analysis (PCA). The classic text of [2, 3] (Chapter 13) gives limit
theory for the eigenvalues and eigenvectors of the sample covariance matrix when the data is drawn
from a normal population. These limit results are non-trivial to derive, even in the Gaussian case,
and depend, for instance, on assumptions regarding the multiplicity of the eigenvalues of the pop-
ulation covariance matrix. Furthermore, it is clear, using approximation arguments from [33], that
these limit results are not valid for a broad class of distributions. For instance, they do not apply
to populations distributions with kurtosis not equal to 3. The modern theory of PCA which aims
for better finite-sample approximations by relaxing the assumption that p/n → 0 is much more
difficult technically and relies on very strong assumptions about the geometry of the dataset (see
[32, 31, 21], follow-up papers, and Section 1.2 below for a short summary).
Remarkably, from a theoretical standpoint, it has been shown that in many situations the boot-
strap estimates the distribution of the statistics of interest accurately, at least with sufficient sample
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sizes (see [10, 27] for classic references). For the specific example of estimating the eigenvalues
of the sample covariance matrix and PCA, numerous papers have been written about the properties
of the bootstrap [7, 1, 17, 16, 28]. The main results of these papers is that the bootstrap works in
an asymptotic regime that assumes that the sample size grows to infinity while the dimension of
the data is fixed, with the additional provision that the population covariance has eigenvalues of
multiplicity one. When the assumption of multiplicity equal to one does not hold, subsampling
techniques [43] can be used to correctly estimate the distributions of interest by resampling. We
note however that these subsampling techniques also require the statistician to have subsamples of
size that is infinitely large compared to the dimension of the data.
Given the limitations of existing asymptotic theory and these theoretical results on bootstrap-
ping of eigenvalues, it is not surprising that the bootstrap is a natural tool to use in connection with
PCA and inferential questions therein. The bootstrap is mostly used in this context to assess vari-
ability of eigenvalues, for instance to come up with principled cutoff selections in PCA and related
methods such as factor analysis. For recent examples of an applied nature, we refer the reader to
[49, 23, 48, 4]. Another application of the bootstrap is of course in bagging [12]; a well known
instance of bagging related to high-dimensional covariance estimation is in resampled portfolio
selection [37].
Our framework: p/n not close to zero The theoretical assumptions that support the use of
the bootstrap make the fundamental assumption that the dimension p is much smaller than n (i.e.
p/n → 0). The modern asymptotic theory of PCA, referenced above, has shown that relaxing that
assumption – for example by assuming that p/n < 1 but does not tend to 0 – leads to dramatically
different theoretical behavior of the eigenvalues and eigenvectors. This leads us to question what
effect this assumption has on the performance of the bootstrap in the situation where p/n is not
close to 0.
In addition its theoretical interest, the asymptotic analysis in this framework tends to yield very
accurate finite-sample approximations[32] and hence gives accurate information concerning the
practical performance of the methods we consider. Furthermore, in statistical practice p/n is rarely
very close to 0, and hence classical approximations, which rely heavily on that assumption, may
lead to theoretical results and interpretations that differ quite drastically from what is observed by
practitioners.
However, when p/n is not close to 0, developing theoretical results is still quite technically
difficult. It requires a large variety of tools, whether one is concerned with the properties of the
bulk of the eigenvalues ([36, 50, 46]), or the largest ones ([32, 20, 35]) – which are particularly
important in Principal Component Analysis (PCA). These considerations motivate our exploration
of the bootstrap as an alternative, data-driven way, to perform inferential tasks for spectral properties
of large covariance matrices.
Contributions of the paper The paper is divided into two main sections. In Section 2, we study
the performance of the bootstrap by simulations in the context of PCA. We assess whether the
bootstrap recovers the sampling distribution of various statistics of interest, for instance the largest
eigenvalue of a covariance matrix. We also consider the simpler problem of whether the bootstrap
estimates of bias and variance can be used to accurately measure the bias and the variance of various
statistics. Most of our results are negative. Only when the largest eigenvalues become quite large
compared to the rest does the bootstrap provide accurate inference. Furthermore, the behavior of the
bootstrap is very unpredictable: for instance, in two setups that are nearly similar from a population
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standpoint, the bootstrap estimate of bias is itself biased, but in one case it underestimates the true
bias and in the other it overestimates it.
In Section 3 we provide theoretical results that help explain this behavior. Those results concern
two different aspects of the bootstrap. The first results are about the behavior of the bootstrapped
empirical distribution of all the eigenvalues of the sample covariance matrix Σ̂. We show that in
the framework we consider (p/n not very close to zero) the bootstrapped empirical distribution is
biased and asymptotically non-random. We then consider the bootstrap behavior of only the largest
eigenvalues of Σ̂. We show that when the population covariance Σ has some very large eigenval-
ues, far separated from the other eigenvalues, the bootstrap distribution of those large eigenvalues
correctly approximates the sampling distribution of the large eigenvalues of Σ̂.
The results of this paper confirm that the bootstrap works when the problem is very low-
dimensional or can be approximated by a very low-dimensional problem, but is untrustworthy when
the problem is genuinely high-dimensional. As such, the current paper complements the findings
of the paper [22] that was concerned with the bootstrap for linear regression models.
We now give basic notation and background regarding the bootstrap and estimation of covari-
ance matrices in high dimensions.
1.1 Notations and default conventions
If X is an n× p data matrix, we call Σ̂ its associated covariance matrix, i.e
Σ̂ =
1
n− 1(X − X¯)
′(X − X¯) .
We also use the notation X˜ , (X − X¯).
We call empirical spectral distribution of a p× p symmetric matrix M the probability measure
such that dFp(x) = 1p
∑p
i=1 δλi(M), where λ1(M) ≥ λ2(M) ≥ . . . ≥ λp(M) are the ordered
eigenvalues of M . We also use the notation λmax(M) for the largest eigenvalue of the matrix M .
For z ∈ C+, i.e z = u + iv, where v > 0, we call mp(z) the Stieltjes transform of the
distribution Fp, i.e
mp(z) =
∫
1
x− z dFp(x) =
1
p
trace
(
(Σ̂− zIdp)−1
)
.
We use the notation =⇒ to denote weak convergence of probability distributions.
|||M |||2 is the operator norm of M , i.e its largest singular value. ‖w‖∞ = max1≤i≤p |wi| is the
`∞-norm of the vector w. We say that the sequence un = polyLog(n) if un grows at most like a
polynomial in log(n).
In doing asymptotic analysis, we work under the assumptions that p/n→ r, r ∈ (0,∞).
We call the Gaussian phase transition the value 1 +
√
p/n (see the comments after Theorem
1.1 for details).
1.2 Review of Theoretical results about High-dimensional Covariance Matrices
We review briefly two key results concerning the spectral properties of high-dimensional covariance
matrices. More details and more general background results are in the Supplementary Material.
The first result (from [32]) concerns the distribution of the largest eigenvalue of Σ̂ in the case
that might be considered the “null” case for PCA – the predictors are all independent with covari-
ance matrix equal to Idp.
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Theorem 1.1 (Johnstone, ’01). Suppose the design matrix X has Xi,j
iidv N (0, 1). Call Σ̂ the
sample covariance matrix of X . Let λ1(Σ̂) be the largest eigenvalue of Σ̂. Then, if p/n → r,
r ∈ (0,∞),
n2/3
λ1(Σ̂)− µn,p
σn,p
=⇒ TW1 ,
µn,p → (1 +
√
r)2
TW1 refers to the Tracy-Widom distribution appearing in the study of the Gaussian Orthogonal
ensemble (GOE); details about its density can be found in [32] for instance. Further details about
µn,p and σn,p are in the appendix; they both converge to finite, non-zero limit. This result implies,
among other things, that the standard estimate λ1(Σ̂) is a biased estimator of the true λ1(Σ) when
p/n is not close to zero, overestimating the true size of λ1(Σ).
From the point of view of PCA, λ1(Σ) > 1 corresponds to the scenario of the “alternative”
hypothesis, and an important question is how well can we differentiate when the data came from
the alternative distribution rather than the null. [6] shows that the distribution of λ1(Σ̂) given in
Theorem 1.1 also describes the distribution of λ1(Σ̂) when Σ is a finite rank perturbations of the
Idp, provided none of the eigenvalues of Σ are too separated from each other. In practical terms,
this signifies that λ1(Σ̂) has - asymptotically - the exact same distribution under the null as under
the alternative and therefore no ability to differentiate the null and the alternative, provided the
alternative is not far away from the null.
A related significant result also due to [6] gives the point at which the alternative hypothesis
is sufficiently removed from the null so that the distribution of λ1(Σ̂) is stochastically different
from that of λ1(Σ̂) under the null. In that paper, under slightly different distributional assumptions
(see Supplementary Material), the authors show that if the largest eigenvalue is changed from 1
to λ1(Σ) > 1 +
√
p/n and the other eigenvalues remain the same, then λ1(Σ̂) has Gaussian
fluctuations and they are of order n−1/2. See also [41]. The value 1 +
√
p/n is therefore called
the Gaussian phase transition. Part of our simulation study investigates whether the bootstrap is
capable of capturing this statistically interesting phase transition.
Another very important result concerns the distribution of eigenvalues of the sample covariance
matrix. If we call Fp the empirical spectral distribution of Σ̂, we have
Theorem 1.2 (Marchenko-Pastur, ’67). SupposeXi,j are i.i.d with mean 0, variance 1, and a fourth
moment. Then, as p/n→ r ∈ (0, 1),
Fp =⇒ Fr , a.s .
Furthermore, Fr, the so-called Marchenko-Pastur distribution, has the density fr with
fr(x) =
√
(r+ − x)(x− r−)
2pirx
1x∈(r−,r+) ,
where r± = (1±
√
r)2.
Marchenko and Pastur’s paper [36] contains many more results, including the case where the
population covariance is not Idp, the case where r > 1, etc. The previous result can be interpreted
as saying that the histogram of sample eigenvalues is asymptotically non-random, and its limiting
shape, which depends on the ratio p/n, is characterized by the Marchenko-Pastur distribution.
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2 Simulation Study
We investigate via simulation the behavior of the bootstrap for the top eigenvalue of the standard
sample covariance matrix, 1n−1X˜
′X˜ , where X˜ refers to the matrix of centered data values. For
simplicity, we consider the case where only the top eigenvalue λ1 is allowed to vary; we assume the
remaining eigenvalues are all equal to 1. Therefore in this simple setting, the inferential question is
to determine whether the top eigenvalue λ1 differs from 1.
In our simulations, we generate dataX for several distributions ofX , and perform the bootstrap
for the top eigenvalue of the sample covariance matrix. In what follows, we focus on when the
observations Xi come from either a multivariate Normal distribution or an elliptical distribution
with exponential weights (see Supplementary Text, Section S1 for details on this and other elliptical
distributions we considered). Many theoretical results on random matrices in high dimensions do
not yet extend to the case of elliptical distributions where the geometry of the data is more complex
than under standard setups. Therefore, simulations under the elliptical distribution, while still an
idealization, represents a simulation scenario that is somewhat more realistic than that of standard
models.
Regarding inference on λ1, we consider two different types of questions for which the bootstrap
could be used. The first is to estimate basic features of the estimate λˆ1, such as its variance or bias.
The second is to use the bootstrap to perform inference on λ1, for example to create confidence
intervals for λ1; there exist several methods of creating bootstrap confidence intervals which we
evaluate. The results of our simulations shows that the bootstrap performs quite badly for all of these
tasks as the ratio p/n grows, unless the top eigenvalue λ1 is very large and thus highly separated
from the other eigenvalues. Our theoretical work explains these phenomena.
Estimating Bias As noted above in the background (see Subsection 1.2 and the Supplementary
Material), the eigenvalues of the sample covariance are biased in high dimensions for estimating the
true eigenvalues. Before considering the bootstrap estimates of bias, we first note the importance of
this bias in understanding the behavior of λˆ1. The bias can be substantial unless λ1 is quite large,
and the bias is clearly evident even for low ratios of r = p/n if λ1 is close to 1. Furthermore,
this bias is more pronounced for elliptical distributions than the normal distribution (which can be
explained through the results of [20, 39]). For example, for the null setting of λ1 = 1, with a
ratio of p/n as low as 0.01, we see a bias in λˆ1, overestimating the true λ1 by 17% for the normal
distribution, and 49% for the elliptical distribution with exponential weights (Supplemental Table
S1-S4). As the ratio of p/n grows, the bias increases, with λˆ1 overestimating λ1 by 1.88 and 14.93
when λ1 = 1 for the normal distribution and the elliptical distribution with exponential weight,
respectively when p/n = 0.5. The bias declines as λ1 grows and becomes more separated from the
remaining eigenvalues, especially relative to the size of λ1; Subsection 3.2 provides an explanation
for this phenomenon. But the bias remains for large ratios of p/n even for λ1 well beyond the
Gaussian phase transition (1 +
√
p/n), especially for non-normal distributions; for p/n = 0.5,
when λ1 is as large as 1 + 11
√
p/n ≈ 8.78, the bias of λˆ1 is 8.08 when X follows an elliptical
distribution with exponential weights, and 2.01 for an elliptical distribution with normal weights.
Any use of λˆ1 as an estimate of λ1 must grapple with the problem of such a highly non-consistent
estimator, making bootstrap methods for estimating the bias highly relevant.
The standard bootstrap estimate of bias is given by, λ¯∗1 − λˆ1, where λ¯∗1 = 1B
∑
b λˆ
∗b
1 is the
mean of the bootstrap estimates of λ1. Unfortunately, we see in simulations that this bootstrap
estimate of bias is not a reliable estimate of the bias of λˆ1 unless λ1 is quite large relative to
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Figure 1: Bias of Largest Bootstrap Eigenvalue, n=1,000: Plotted are boxplots of the difference
of λ¯∗1, the average bootstrap value of λ1 over 999 bootstrap samples, minus the estimate λˆ1. This
is repeated over 1000 simulations. λ¯∗1 − λˆ1 is also the standard bootstrap estimate of bias. Each
group of boxplots along the x-axis corresponds to a different ratio r of p/n; different colors of the
boxplot correspond to different values of the true λ1 : 1, 1 + 3
√
r,1 + 11
√
r; for larger values of λ1
see Supplementary Figure S3. The asterisk (*) in the plot corresponds to the true bias, λˆ1 − λ1 as
evaluated over 1,000 simulations. See Supplemental Tables S1-S4 for the median values of these
boxplots and for those of larger λ1 values.
the other eigenvalues. We demonstrate these results in Figure 1 where we plot boxplots of the
standard bootstrap estimates of bias over 1,000 simulations for different ratios of p/n and values of
λ1. For Xi following a normal distribution, the bootstrap estimate of bias remains poor for large
p/n even for λ1 past the phase transition, e.g. λ1 = 1 + 3
√
p/n (λ1 ≈ 3.1 for p/n = 0.5),
and only for much larger values of λ1 does the bootstrap estimate of bias start to approach the
true bias in high dimensions (Supplementary Table S1). Further the bootstrap estimate of bias is
inconsistent: depending on the true value of λ1 the bootstrap either under- or over-estimates the
bias. Another important feature of the bootstrap shown in our simulations is that when Xi follows
an elliptical distribution with exponential weights, while the mean performance of the bootstrap
estimate is still poor, it is the extremely high variance of the bootstrap that is even more problematic
for the bootstrap estimate of bias. Indeed, as we discuss below, the bootstrap distribution of the
top eigenvalue seems to change dramatically from simulations to simulations, thus creating highly
variable estimates.
Estimating the Variance We see similar problems in our simulations for the boostrap estimate
of variance (Figure 2). Specifically, the bootstrap dramatically overestimates the variance of λˆ1
when λ1 is close to 1. When the Xi’s are normally distributed and λ1 = 1, the bootstrap estimates
the variance to be four times larger than the true variance for p/n = 0.1, and grows to be up to
60 times larger than the true variance when p/n = 0.5 (Supplementary Table S5). Even when
λ1 = 1 + 3
√
p/n, well beyond the Gaussian phase transition and hence in a relatively easy setup,
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Figure 2: Ratio of Bootstrap Estimate of Variance to True Variance for Largest Eigenvalue,
n=1,000: Plotted are boxplots of the bootstrap estimate of variance (B = 999) as a ratio of the
true variance of λˆ1; boxplots represent the bootstrap estimate of variance over 1000 independent
simulations. Each group of boxplots along the x-axis corresponds to a different ratio r of p/n;
different colors of the boxplot correspond to different values of the true λ1 : 1 (white), 1 + 3
√
r
(red), and 1+11
√
r (blue); for larger values of λ1 see Supplementary Figure S4. See Supplemental
Table S5 for the median values of boxplots.
the bootstrap estimate of variance is inflated to 1.5 to 2.2 times as large as the truth, for p/n =
0.3 and 0.5, respectively. Only for large values of λ1 does the bootstrap inflation of the variance
become minimal. Again, when the Xi’s follow an elliptical distribution with exponential weights,
the behavior of the bootstrap estimate of variance is dominated by the variability in the estimate,
because the distribution of λˆ∗1 is so erratic.
Confidence Intervals for λ1 Standard techniques for creating confidence intervals for λ1 are
clearly problematic in high dimensions since λˆ1 is biased and not a consistent estimator for λ1. If
λ1(Σ) is beyond the Gaussian phase transition, it is nonetheless fairly straightforward to construct
those intervals in the Wishart data setting. However, it is still useful to consider the performance of
bootstrap confidence intervals because of what they highlight about the behavior of the bootstrap
for the top eigenvalue. Another reason is that many practitioners might use the bootstrap to make
statements about whether top eigenvalues are separated from the rest of the eigenvalue spectrum.
Bootstrap confidence intervals can be created in multiple ways [13]. Common techniques in-
clude 1) a simple normal confidence interval around λˆ1 using the bootstrap estimate of variance,
2) the percentile method, which uses the percentiles of the bootstrap distribution of λˆ∗b1 , or 3) a
bias-corrected confidence interval. Based on our earlier discussions, it is not surprising that none
of these methods for estimating confidence intervals will have the proper coverage probability. Ex-
amining the actual bootstrap distributions of λˆ∗1 − λˆ1 from multiple simulations (Figure 3), we see
clearly the incorrect bias estimation and the overestimation of variance that results from using the
bootstrap, features that will also invalidate confidence intervals constructed from the percentiles of
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Figure 3: Bootstrap distribution of λˆ∗1 under the null (λ1 = 1), n=1,000: Plotted are the esti-
mated density of twenty simulations of the bootstrap distribution of λˆ∗b1 − λˆ1, with b = 1, . . . , 999.
The solid black line line represents the distribution of λˆ1 − λ1 over 1,000 simulations. For similar
figures for the larger value of λ1 = 1 + 3
√
r, see Supplementary Figure S6.
the distribution of λˆ∗1. We also see that when theXi’s follow an elliptical distribution with exponen-
tial weights, the bootstrap distributions do not appear to be converging to a limit for small values of
λ1, at least for n = 1000 – an even greater problem in using the bootstrap in these settings.
As expected, the resulting bootstrap confidence intervals are not useful in inference on the
true value of λ1. Bootstrap confidence intervals based on the percentile estimates do not cover
the true value with any kind of reasonable probability until λ1 becomes quite large (Figure 4 and
Supplementary Table S6); this is undoubtedly because of the bias in the estimate of λ1 making
the percentile method inappropriate for constructing confidence intervals. Bootstrap confidence
intervals based on normal intervals around λˆ1 using the bootstrap estimate of variance do cover the
true value of the λ1 with high probability. However, this coverage is due to the fact that the bootstrap
estimate of variance is much larger than the true variance of λˆ1, as seen above, and thus result in
overly large confidence intervals. As a result, the normal-based bootstrap confidence intervals also
incorrectly cover the putative null hypothesis (λ1 = 1) with high probability when the alternative
is true, particularly for Xi following an elliptical distribution (Supplementary Table S7). In short,
such bootstrap confidence intervals based on the bootstrap estimate of variance suffer from lack
of power once the distribution of Xi deviates from strictly normal because of the large size of the
confidence interval.
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Figure 4: 95% CI Coverage, n = 1, 000: Plotted are the percentage of the confidence intervals
that cover the true λ1 (out of 1,000 simulations), for different values of r = p/n and for different
true values of λ1. The plotted values can be found in Supplementary Table S6, and the percentage
of these same intervals that cover the null value λ1 = 1 can be found in Supplementary Table S7.
Additional elliptical distributions can be seen in S5.
2.1 Statistics for Detecting Gaps in the Eigenvalue Spectrum
The behavior of the top eigenvalues is often studied in theoretical work, but in practice, examination
of the eigenvalues of the sample covariance matrix is largely done to find gaps in the eigenvalue
spectrum. Such gaps might indicate a logical point at which to reduce the dimension of the data.
Again, we focus for simplicity on detecting the separation of just the top eigenvalue from the re-
mainder. Then a natural statistic is the gap statistic, λˆ1 − λˆ2, where large values of the statistic are
meant to suggest that there is a large difference between the first and second eigenvalue.
These statistics are difficult to understand theoretically, with limit distributions that are even less
standard than the Tracy-Widom distribution (see [47], which explains joint distributional results,
[15], and [20] for applications), which again makes them good candidates for using the bootstrap for
inference. We consider the performance of the bootstrap for these statistics via the same simulation
structure that we applied to the largest eigenvalue, above.
The gap statistic λˆ1 − λˆ2 is also a biased estimate for the true population value. And unlike λˆ1,
the direction of the bias for the gap statistic differs depending on the value of λ1. For λ1 = 1, the
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gap statistic overestimates the true difference, while for λ1 > 1, the gap statistic underestimates the
true difference (Supplementary Tables S8-S11); how large λ1 needs to be before the bias becomes
negative depends on the distribution of X .
As in the case of the top eigenvalue, the bootstrap estimate of bias does not accurately estimate
this bias (Supplementary Figure S7). The bootstrap under-estimates the absolute size of the bias,
and for elliptical distributions can misspecify the direction of the bias (Supplementary Tables S8-
S11, Supplementary Figure S7). As with the top eigenvalue, the disparity in the bootstrap estimate
of bias improves as the top eigenvalue becomes more separated from the bulk. Estimating the
variance of the gap statistic with the bootstrap shows similar problems, with the bootstrap widely
over-estimating the variance of (λ1(Σ̂) − λ2(Σ̂)) in high dimensions (Supplementary Figure S8).
Bootstrap confidence intervals also suffer from the same problem as those of the top eigenvalue:
percentile CIs have low coverage of the truth in high dimensions and normal-based CI being much
wider than necessary because of the over estimation of the variance.
Gap Ratio Statistic Another alternative that tries to normalize the gap statistic is the gap ratio,
(λ1 − λ2)/(λ2 − λ3). Onatski [38] proposed tests based on these statistics to avoid having to
estimate σn,p and µn,p in Theorem 1.1, when Σ is a multiple of the identity. In the scenario we
are evaluating, this population quantity is not well defined (λ2 − λ3 = 0), but the estimate and
its distribution are well defined, and the statistic is a tool for deciding whether λ1 and λ2 are well
separated. Again, the bootstrap estimate gives poor estimates of various features of the actual
distribution of the gap ratio statistic: the bootstrap estimate is biased and can either under or over
estimate the variance, depending on the true value of λ1 (Supplementary Figures S11 and S12).
The bootstrap distribution does not appear to be converging, i.e the bootstrap distribution seems to
change with each X (Supplementary Figure S13).
3 Theoretical results
The problems with the bootstrap can be explained in part by the difference between the spectral
behavior of weighted and unweighted covariance matrices when p/n is not small. Specifically,
bootstrapping the observations (rows) of X is equivalent to randomly reweighting the observations
which changes the spectral distribution of Σ̂. For example, if Xi’s are normally distributed, ran-
domly weighting the Xi’s transforms the data to an elliptical distribution, which leads to a very
different spectral distribution of eigenvalues when p/n is not close to 0 (see Theorem S2.2 in the
Supplementary material). Similarly, the distribution of the largest eigenvalues are dramatically af-
fected by reweighting; the one exception to this rule is the situation where the largest eigenvalues
of Σ are very separated from the rest.
In what follows we provide theoretical results that help explain the results of our numerical
simulations and also complete them. The first set of results concerns the impact of bootstrapping
on the spectral distribution of a sample covariance matrix. We explain that this creates bias in the
setting we consider and it helps explain some of the misbehavior of the bootstrap we observed
in the numerical study. We then consider the case of extreme eigenvalues, in the case where the
largest population eigenvalues are well-separated from the bulk of the eigenvalues. We show that
then the bootstrap works asymptotically under certain conditions. This helps explain why the per-
formance of the bootstrap improves in our numerical study when we increase the largest population
eigenvalue.
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3.1 Bootstrapped empirical distribution
3.1.1 A theoretical result
Lemma 3.1. Suppose {Xi}ni=1 are fixed vectors in Rp. Suppose wi’s are independent random
variables. Consider Sw = 1n
∑n
i=1wiXiX
′
i and call
m(z) =
1
p
trace
(
(Sw − zIdp)−1
)
, for z = u+ iv ∈ C+ .
Then
P (|m(z))−E (m(z)) | > t) ≤ C exp(−cp2v2t2/n) ,
with C = 4 and c = 1/16 for instance.
The same result holds when wi’s have Mult(n, 1/n) distribution.
Naturally, the case of Mult(n, 1/n) corresponds to the standard bootstrap. We explore the
statistical implications of this result in Section 3.1.2.
Corollary 3.1. When p/n → κ ∈ (0,∞), the Stieltjes transform m(z) of the independently-
weighted bootstrapped covariance matrix is asymptotically deterministic. The same is true with the
standard bootstrap, where the weights have a Multinomial(n,1/n) distribution.
In particular, if f is a bounded continuous function, as n and p tend to infinity, while p/n→ κ,
1
p
p∑
i=1
f(λ∗i )−
1
p
p∑
i=1
E∗ (f(λ∗i ))→ 0 in probability ,
where λ∗i are the decreasingly ordered bootstrapped eigenvalues and E
∗ (·) refers to expectation
under the bootstrap distribution.
The corollary follows from our lemma simply by using the well-known fact that convergence
of the Stieltjes transform implies convergence of the corresponding spectral distributions (see [5],
[25]).
3.1.2 Statistical consequences when p/n is not small but remains bounded
One of the main problem that the bootstrap exhibits in the setting we consider is bias. Let us give a
concrete example.
Bias in bootstrap spectral distribution: the case of Gaussian data SupposeXi
iidv N (0,Σ) and
suppose that Σ̂ = 1n
∑n
i=1XiX
′
i. When bootstrapping, we effectively observe Σ̂w =
1
n
∑n
i=1wiXiX
′
i,
where wi is the number of times index i is picked in our resample. It is known that the spectral
distribution of Σ̂, Ln(Σ̂), has a non-random limit, L(Σ) satisfying the so-called Marchenko-Pastur
equation (see [36],[50], [46],[5] and Theorem S2.1 in the Supplementary Material). It is also known
that Σ̂w when sampling both wi’s and Xi’s has a non-random limiting distribution (for instance
when {wi}ni=1 are independent of {Xi}ni=1), L(Σ, w), which can be implicitly characterized by a
pair of equations for a variant of the Stieltjes transform of Σ̂w (see [11], [21] and Theorem S2.2 in
the Supplementary Material). This limit distribution is in general hard to characterize analytically,
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however it is not the same as that of Σ̂, i.e L(Σ, w) 6= L(Σ). Furthermore, it is clear by a simple
conditioning argument, that, if Ln(Σ̂w) is the spectral distribution of Σ̂w,
Ln(Σ̂w)|{Xi}ni=1 =⇒ L(Σ, w)a.s
where the a.s statement refers to the design matrix.
Ln(Σ̂w)|{Xi}ni=1 is the bootstrapped spectral distribution of Σ̂. Its limit, L(Σ, w) is different
from that of Σ̂, L(Σ). Hence the bootstrapped distribution of the eigenvalues of Σ̂ is in general
biased.
In connection with the results of [42], these results also help explain the problem of bias found
in the bootstrapped extreme eigenvalues, when for instance Σ = Idp, i.e no eigenvalues are well-
separated from the bulk.
Extensions Much work has been done in random matrix theory to extend the domain of validity of
the Marchenko-Pastur equation, which holds beyond the case of Gaussian data. The bootstrap bias
problem remains the same, because the limiting properties of the matrices of interest are unaffected
by the move from Gaussian to these more general models (see [21]).
Bootstrap and geometry: an explanation of the problems with the bootstrap At a high-level,
one can intuitively think that bootstrapping moves the data in the setting considered here from
a Gaussian setting to an elliptical one. It is well-known ([14], [29], [21]) that in moderate and
high-dimension elliptical distributions have completely different geometric properties than Gaus-
sian ones and that this geometric features impact strongly the statistical behavior of many estima-
tors, and in particular that of eigenvalues of sample covariance matrices ([21]). As such, it is not
that surprising that the bootstrap does not perform well: from an eigenvalue point of view, it is as if
the bootstrap changed “the geometry of the dataset” and this geometry has an important impact on
their behavior.
Bootstrapping is therefore not a good way to mimick the data generating process in this context.
Other designs Lemma 3.1 and Corollary 3.1 apply without restrictions on the design, which is
one of their main strength. With further specifications, for instance assuming that the data is gen-
erated from an elliptical distribution, we could characterize precisely various aspects of the boot-
strapped spectral distribution in relation to the empirical spectral distribution, using for instance
Theorem S2.2. However, this would be quite model-specific, and since we are focused on under-
standing more generally the problems with the bootstrap, we do not think these simple computations
would serve our purpose. So we do not detail them here.
3.2 Extreme eigenvalues
Definition 1. Suppose θ̂n(X1, . . . , Xn) is a statistic, θ̂∗n is its bootstrapped version. Suppose that
θ̂n =⇒ T . We say that the bootstrap is consistent in probability if
θ̂∗n =⇒w T in PX1,...,Xn − probability.
Here =⇒w refers to weak convergence of θ̂∗n under the bootstrap weight distribution; the con-
vergence in probability is with respect to the joint distribution of X1, . . . , Xn, which we denote
PX1,...,Xn . For simplicity, we often abbreviate PX1,...,Xn by P .
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We say that the bootstrap is strongly consistent if
θ̂∗n =⇒w T a.s PX1,...,Xn .
3.2.1 Approximation results
Call Sn the sample covariance matrix of the data. We use the block notation
Sn =
(
Tn Un
U ′n n−αVn
)
Call Σn the true covariance. We use the block notation
Σn =
(
Σ11 Σ12
Σ21 n
−αΣ22
)
.
Tn and Σ11 are both assumed to be q × q.
Assumptions
• A1 We assume that |||Σ22|||2 = O(1) and that λmin(Σ11) > η > 0. We assume that Σ11 is
q × q with q fixed.
• A2 Xi’s are i.i.d with Xi = riZi, where Zi ∼ N (0,Σn), and 0 < δ0 < ri < γ0 is a bounded
random variable independent of Zi, with E
(
r2i
)
= 1.
• A3 The bootstrap weights wi have infinitely many moments, ‖w‖∞ = O(polyLog(n)) and
E (wi) = 1. These weights can either be independent or Multinomial(n, 1/n).
• A4 p/n remains bounded as n and p tend to infinity.
We then have the following theorem.
Theorem 3.1. Under our assumptions A1-A4, if α > 1/2 +  for any  > 0,
sup
1≤i≤q
√
n(λi(Sn)− λi(Tn)) = oP (1) . (1)
Furthermore, if w denotes the vector of weights used in the bootstrap and the corresponding
bootstrapped matrices are S∗n and T ∗n , we have
sup
1≤i≤q
√
n(λi(S
∗
n)− λi(T ∗n)) = oP,w(1) . (2)
3.2.2 Consequences for the bootstrap
Recall some of the key results of [7, 8] and [17], p.269: in the low-dimensional case, where p is
fixed and n → ∞, if all eigenvalues of Σ are simple, the bootstrap distribution of the eigenvalues
of Sn is strongly consistent. On the other hand, it is known from these papers that the bootstrap
distribution of the eigenvalues of Sn is inconsistent when the eigenvalues of Σ have multiplicities
higher than 1.
In light of these results, we have the following theorem
Theorem 3.2. Suppose the eigenvalues of Σ11 are simple and the assumptions A1-A4 of Theo-
rem 3.1 hold. Then the bootstrap distribution of the q largest eigenvalues of Sn is consistent in
probability.
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3.2.3 Discussion of assumptions and remarks
α > 1/2+  This assumption is not terribly restrictive: in fact under our assumptions, if Σ22 =
Idp−q, the fraction of variance explained by the top q eigenvalues is, if C = trace (Σ11) /q
trace (Σ11)
trace (Σn)
=
qC
qC + (p− q)n−α .
So if 1/2 +  < α < 1, in our asymptotics where p/n remains bounded, this fraction of variance is
asymptotically 0, since pn−α → ∞ and qC is bounded. On the other hand, if α > 1, the fraction
of variance explained by the top q eigenvalues is approximately 1, which is the standard setting for
the use of PCA.
If α = 1, the fraction of variance varies between 0 and 1, depending on C. Of course, a similar
analysis is possible and actually easy to carry out if Σ22 is not a multiple of the identity. We leave
those details to the interested reader.
Strong consistency of the bootstrap We have chosen to present our results using convergence in
probability statements, as we think they better reflect the questions encountered in practice. How-
ever, a quick scan through the proofs show that all the approximation results could be extended to
a.s convergence: the random matrix results we rely on hold a.s, and the low-dimensional bootstrap
results we use also hold a.s in low-dimension.
Distributional assumptions on Xi’s The assumption that Zi ∼ N (0,Σ) is not critical: most of
our arguments could be adapted to handle the case where Zi = Σ1/2Yi, where Yi has independent,
mean 0, variance 1 entries, with sufficiently many moments. This simply requires appealing to
slightly different random matrix results that exist in the literature. Also, the first q coordinates of
Xi could have a much more general distribution than the elliptical distributions we consider here,
as our proof simply requires control of |||Vn|||2, which is where we appeal to random matrix theory.
Doing this entails minor technical modifications to the proof, but since it might reduce clarity, we
leave them to the interested reader.
Assumptions on Σ The block representation assumptions are made for analytic convenience and
can be easily dispensed of: eigenvalues are of course unaffected by rotations, so we simply chose
to write Σ in a basis that gave us this nice block format. As long as the ratio between the q-th
eigenvalue of Σ and q + 1st is of order nα, our results hold. Furthermore, our results also handle a
situation similar to ours, where for instance the top q largest eigenvalues of Σ grow like nα and the
q+1st is of order 1, by simple rescaling, using for instance the fact that trace (Tn) /trace (Σ11)→ 1
in probability.
The m-out-of-n bootstrap As noted in [8, 17], subsampling approaches fix the problem of boot-
strap inconsistency in the setting where Σ11 has eigenvalues of multiplicity higher than 1. Our
approximation results for the pair (S∗n, T ∗n) can be extended to subsampling approaches, and hence
our results could be extended to cover these ideas. However, since this question is a bit distant from
our main motivations, we do not treat it in detail.
3.2.4 Eigenvalues that are not well separated
Our results on the bootstrapped empirical spectral distribution apply here and in particular sug-
gests that problems are likely to arise in practice. However, interesting questions concerning the
fluctuation behavior of bootstrapped eigenvalues when the largest population eigenvalues are not
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well-separated from the bulk are very natural. For instance, is it the case that the bootstrap distribu-
tion of the largest eigenvalue of a sample covariance matrix is Tracy-Widom when that is the case
for the sampling distribution of the top eigenvalue?
Though mathematically interesting, this question does not seem so statistically important in
light of the simulation study in Section 2. For instance Figure 1 indicates that the bootstrap estimate
of bias of λ1(Σ̂) is itself very biased. Figure 3 and in particular Subfigure 1b suggests that the
bootstrap distribution of our statistics is a poor approximation of the sampling distribution. It also
suggests that the characteristics of the bootstrap distribution may depend strongly on the property
of the design matrix, rendering their characterization mathematically intractable outside of simple
situations of limited practical statistical interest. For this reason, we postpone this mathematically
interesting and delicate question to possible future work.
4 Conclusion
We have investigated in this paper the properties of the bootstrap for spectral analysis of high-
dimensional covariance matrices. We have shown numerically and through theoretical results that
in general, the bootstrap does not provide accurate inferential results. The one exception of practical
interest is the situation where we are interested in inference concerning only a few large eigenvalues
of Σ, which are well-separated from the bulk of them and of multiplicity 1. In this case, the problem
is effectively low dimensional (Theorem 3.1), and the bootstrap works, because it is known to work
in low-dimension when Σ has eigenvalues of multiplicity 1.
This confirms the findings of [22]: in high-dimension, bootstrapping does not mimick the data
generating process. Hence, standard bootstraps appear to work only for problems that are effectively
low-dimensional.
SUPPLEMENTARY MATERIAL
Supplementary Text More detailed description of simulations and proofs of the theorems stated
in main text (see below; see also authors’ website for different formatting)
Supplementary Figures Supplementary Figures referenced in the main text (pdf; see also authors’
website for different formatting)
Supplementary Tables Supplementary Tables referenced in the main text (pdf; see also authors’
website for different formatting)
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APPENDIX
S1 Description of Simulations and other Numerics
For each of 1,000 simulations, we generate a n× p data matrix X . For each X , we calculate either
the top eigenvalue (or the gap statistic) from the sample covariance matrix. Specifically, we perform
the SVD of X using the ARPACK numeric routines (implemented in the package rARPACK in R)
to find the top five singular values of X and get estimates λˆi by multiplying the singular values of
X by 1/n.
For each simulation, we perform bootstrap resampling of the n rows of X to get a bootstrap
resample X∗b and λ∗bi ; we repeat the bootstrap resampling B = 999 times for each simulation,
resulting in 999 values of λ∗bi for each simulation.
In all simulations, we only consider the case where only λ1 is allowed to differ from the rest
of the eigenvalues. Therefore for all eigen values except the first, λi = 1. For λ1, we consider
λ1 = 1 + c
√
p
n for the following c: 0, 0.9, 1.1, 1.5, 2.0, 3.0, 6.0, 11.0, 50.0, 100.0, and 1000.0 (not
all of these values are shown in figures or tables accompanying this manuscript). The results shown
in this manuscript set n = 1, 000, though n = 500 was also simulated.
Generating X We generate X as X = ZΣ where Σ = V ΛV ′, and Λ is a diagonal matrix of
eigenvalues λ1 ≥ . . . ≥ λp. We assume that there is no structure in the true eigenvectors, and
generate V as the right eigenvectors of the SVD of a nxp matrix with entries i.i.d N(0, 1).
Z = DZ0 is a nxp matrix, with Z0 having entries i.i.d. N(0, 1) and D is a diagonal matrix D.
If D is the identity matrix, Z will be i.i.d. normally distributed; otherwise Z will be i.i.d with an
elliptical distribution. We simulated under the following distributions for the diagonal entries of D
to create elliptical distribution for Z,
• Dii ∼ N(0, 1)
• Dii ∼ Unif(1/2,
√
3
√
4−1/4
2 − 14)
• Dii ∼ Exp(
√
2)
In this manuscript, we concentrated only on Dii ∼ Exp(
√
2), the “Elliptical Exponential” distri-
bution. This was because its behavior resulted in an elliptical distribution for Z with properties
the most different from when Z is normal. The remaining choices for the distribution of D result
in elliptical distributions between that of the Elliptical Exponential and the Normal. The results
from when Dii ∼ Unif were generally fairly similar to when Z is normal and results from when
Dii ∼ N(0, 1) were more different, though not as extreme as the exponential weights.
S2 Review of existing results in random matrix theory
Notations We call λ1(M) or λmax(M) the largest eigenvalue of a symmetric matrix M . We
call λ1(M) ≥ λ2(M) ≥ λ3(M) ≥ λp(M) the ordered eigenvalues of the p × p matrix M . If
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Z ∼ NC(0,Σ), Z has a complex normal distribution, i.e Z = 1√2(Z1 + iZ2) where Z1 and Z2 are
independent with Zi ∼ N (0,Σ). We call C+ the set of complex numbers with positive imaginary
part.
S2.1 Bulk results
Bulk results are concerned with the spectral distribution of Σ̂, i.e the (random) probability measure
with distribution
dFp(x) =
1
p
n∑
i=1
δ
λi(Σ̂)
(x) .
An efficient way to characterize the limiting behavior of Fp is through its Stieltjes transform:
for z = u+ iv with v > 0, mp(z) =
1
p
trace
(
(Σ̂− zIdp)−1
)
.
Note that mp(z) : C+ 7→ C+. We have of course
mp(z) =
∫
dFp(λ)
λ− z =
1
p
p∑
i=1
1
λi(Σ̂)− z
.
An important result in this area is the so-called Marchenko-Pastur equation [36, 46], which
states the following
Theorem S2.1. Suppose Xi
iidv Σ1/2Zi, where Zi has i.i.d entries, with mean 0, variance 1 and 4
moments. Suppose that the spectral distribution of Σ has a limitH in the sense of weak convergence
of probability measures and p/n→ r ∈ (0, 1). Then
Fp =⇒ Fa.s ,
where F is a deterministic probability distribution.
Call vp(z) = (1 − p/n)−1z + pnmp(z). Then vp(z) → vF (z) a.s. The Stieltjes transform of F
can be characterized through the equation
− 1
vF (z)
= z − r
∫
λdH∞(λ)
1 + λvF (z)
,∀z ∈ C+
At an intuitive level, this result means that the histogram of eigenvalues of Σ̂ is asymptotically
non-random. Its shape is characterized by F and its Stieltjes transform, m.
A generalization of this result to the case of elliptical predictors was obtained in [21]. For the
purpose of the current paper, the main result of [21] states the following:
Theorem S2.2. Suppose Xi
iidv Σ1/2Zi, where Zi has i.i.d entries, with mean 0, variance 1 and 4
moments. Suppose that the spectral distribution of Σ has a limit H , that H has one moment and
p/n→ r ∈ (0,∞). Consider the matrix
Bn =
1
n
n∑
i=1
wiXiX
′
i .
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Assume that the weights {wi}ni=1 are independent of Xi’s. Call νn the empirical distribution of the
weights wi’s and suppose that νn =⇒ ν.
Then Bn =⇒ B a.s, where B is a deterministic probability distribution; furthermore the Stielt-
jes transform of B, m, satisfies the system
m(z) =
∫
dH(τ)
τ
∫
w2
1+rw2γ(z)
dν(w)− z and
γ(z) =
∫
τdH(τ)
τ
∫
w2
1+rw2γ(z)
dν(w)− z .
where γ(z) is the only solution of this equation mapping C+ into C+.
Theorem S2.2 is interesting statistically because it shows that the limiting spectral distribution
of weighted covariance matrices is completely different from that of unweighted covariance matri-
ces, even whenE (wi) = 1. This is in very sharp contrast with the low-dimensional case. (Note that
as shown in [20], Theorem S2.2 holds for many other distributions for Xi’s that the one mentioned
in our statement.)
In the context of the current paper, this result is especially useful since bootstrapping a covari-
ance matrix amounts to moving from an unweighted to a weighted covariance matrix.
S2.2 Edge results
Edge results are concerned with the fluctuation behavior of the eigenvalues that are at the edge of
the spectrum of the matrices of interest.
A now standard result is due to Johnstone [32].
Theorem S2.3. Suppose Xi
iidv N (0, Idp). Assume that p/n→ r ∈ (0, 1). Then
n2/3
λmax(Σ̂)− µn,p
σn,p
=⇒ TW1 .
We have for instance µn,p = (1 +
√
p/n)2 and σn,p = (1 +
√
p/n)(1 +
√
n/p)1/3. The result
for the case r ∈ (1,∞) follows immediately by changing the role of p and n; see [32] for details.
Following a question of Johnstone, Baik, Ben-Arous and Pe´che´ obtained the following result
[6].
Theorem S2.4. Suppose Xi
iidv NC(0,Σ). Suppose that λ1(Σ) = 1 + η
√
p/n and λi(Σ) = 1 for
i > 1.
1. If 0 < η < 1, then
n2/3
λ1(Σ̂)− µn,p
σn,p
=⇒ TW2 .
2. On the other hand, if η > 1, then
√
n
λ1(Σ̂)− µη,n,p
ση,n,p
=⇒ N (0, 1) .
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Here,
µη,n,p = λ1(1 +
√
p/n
η
) and ση,n,p = λ1
√
1− η−2 .
We note that we can rewrite the previous quantities solely as functions of λ1, specifically
µη,n,p = λ1
(
1 +
p/n
λ1 − 1
)
and ση,n,p = λ1
√
1− n
p
(λ1 − 1)−2 .
This representation shows that µη,n,p is an increasing function of λ1 on (1 +
√
p/n,∞) and there-
fore it would be easy to estimate λ1(Σ) from λ1(Σ̂). In particular, it is very simple to build confi-
dence intervals in this context.
Interpretation of Theorem S2.4 In other words, there is a phase-transition: if λ1 is sufficiently
large, i.e larger than 1 +
√
p/n the largest eigenvalue of Σ̂ has Gaussian fluctuations. If it is not
large enough, i.e smaller than 1+
√
p/n, the fluctuations are Tracy-Widom, and in fact are the same
if λ1(Σ) = 1. Statistically, it is hard to build confidence intervals for λ1 in the latter case - but it is
very easy to do so in the first case where λ1 is sufficiently large.
Similar results were obtained in [20] for general Σ in the complex Gaussian case and extended
to the real case in [35]. [19] showed that Theorem S2.3 holds when p/n → 0 and p → ∞ at any
rate. See also the interesting [41] and [31]. We finally note that the main result in [6] is slightly
more general than Theorem S2.4 but we just need that version for the current paper.
S3 Proofs
S3.1 Proof of Lemma 3.1
Proof of Lemma 3.1. We recall the following result from a simple application of the Sherman-
Morrison-Woodbury formula (see [30] and [5]): if M is a symmetric matrix, q is a real vector
v > 0 and and z = u+ iv ∈ C+,
|trace ((M + qq′ − zIdp)−1)− trace ((M − zIdp)−1) | ≤ 1
v
.
We use bounded martingale difference arguments as in [26], [40], [21].
• Case 1: independent weights wi
Consider the filtration {Fi}ni=0, with Fi = σ(w1, . . . , wi) - the σ-field generated by w1, . . . , wi -
and F0 = ∅.
Call S(i)w = Sw − 1nwiXiX ′i − zIdp. In light of the result we just mentioned,
1
p
|trace
(
[S(i)w ]
−1
)
− trace ([Sw]−1) | ≤ 1
pv
.
In particular, this implies, since E
(
trace
(
[S
(i)
w ]−1
)
|Fi
)
= E
(
trace
(
[S
(i)
w ]−1
)
|Fi−1
)
that
1
p
|E (trace ([Sw]−1) |Fi)−E (trace ([Sw]−1) |Fi−1) | ≤ 2
pv
.
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Hence, di = 1pE
(
trace
(
[Sw]
−1) |Fi)−1pE (trace ([Sw]−1) |Fi−1) is a bounded martingale-difference
sequence. We can therefore apply Azuma’s inequality ([34], p. 68), to get
P (|mp(z)−E (mp(z)) | > t) ≤ C exp(−cp
2v2t2
n
) .
In [21] it is shown that we can take C = 4 and c = 1/16.
• Case 2: multinomial weights
In this case, the previous result cannot be applied directly because the weights are not independent,
since they must sum to n. However, to draw according to a Multinomial(n, 1/n), we can simply
pick an index from {1, . . . , n} uniformly and repeat the operation n times independently. Let
I(k) be the value of the index picked on the k-th draw from our sampling scheme. Clearly, the
bootstrapped covariance matrix can be written as
Sw =
1
n
n∑
k=1
XI(k)X
′
I(k) .
Consider the filtration {Fi}ni=0, withFi = σ(I(1), . . . , I(i)) - the σ-field generated by I(1), . . . , I(i)
- and F0 = ∅. Clearly Sw is a sum of rank-1, independent matrices. So, if Sw(k) = Sw −
XI(k)X
′
I(k)/n,
E
(
trace
(
[S(i)w ]
−1
)
|Fi
)
= E
(
trace
(
[S(i)w ]
−1
)
|Fi−1
)
.
The same argument as above therefore applies and the theorem is shown.
S3.2 Proof of Theorem 3.1 and 3.2
Proof of Theorem 3.1. Recall that Wielandt’s Theorem (see p.261 in [17]) gives
sup
1≤i≤q
0 ≤ λi(Sn)− λi(Tn) ≤ λmax(UnU
′
n)
λq(Tn)− n−αλmax(Vn) ,
provided λq(Tn) > n−αλmax(Vn).
Recall that the Schur complement formula gives
n−αVn  U ′nT−1n Un  U ′nUn/λmax(Tn) ,
where the second inequality is a standard application of Lemma V.1.5 in [9]. Since λmax(UnU ′n) =
λmax(U
′
nUn) by simply writing the singular value decomposition of Un, we conclude that
λmax(Tn)n
−α|||Vn|||2 ≥ λmax(UnU ′n) .
So we conclude that provided λq(Tn) > n−αλmax(Vn),
sup
1≤i≤q
0 ≤ λi(Sn)− λi(Tn) ≤ n−α λmax(Vn)
λq(Tn)− n−αλmax(Vn) . (1)
• Proof of Equation (1) Note that under assumption A2, standard results in random matrix
theory [24, 44, 45] guarantee that |||Vn|||2 = OP (1). Furthermore, standard results in classic
multivariate analysis [3] show that λq(Tn)→ λq(Σ11) in probability. Hence, we have
λmax(Vn)
λq(Tn)− n−αλmax(Vn) = OP (1) .
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We therefore have
sup
1≤i≤q
√
n(λi(Sn)− λi(Tn)) = OP (n1/2−α) .
• Proof of Equation (2) We note that if Dw is the diagonal matrix with the bootstrap weights
on the diagonal, we have
S∗n =
1
n
X ′DwX .
Therefore, we see that |||T ∗n |||2 = OP,w(1), λq(T ∗n)→P,w λq(Σ11) by the law of large numbers
(provided E (wi) = 1; the case of Multinomial(n, 1/n) weights is also easy to deal with by the
technique described in the previous subsection for instance) and |||V ∗n |||2 = OP,w(polyLog(n))
provided ‖w‖∞ = polyLog(n).
We can then conclude that
sup
1≤i≤q
√
n(λi(S
∗
n)− λi(T ∗n)) = oP,w(1) .
Proof of Theorem 3.2. The results from Theorem 3.1 imply that
sup
1≤i≤q
∣∣[√n(λi(S∗n)− λi(Sn))]− [√n(λi(T ∗n)− λi(Tn))]∣∣ = oP,w(1) . (2)
The arguments used in the proof of Theorem 3.1 also apply to Σ and show that
sup
1≤i≤q
|λi(Σn)− λi(Σ11)| ≤ n−α λmax(Σ22)λmax(Σ11)
λq(Σ11)− n−αλmax(Σ22)
Hence, when α > 1/2 + , we have
√
n sup
1≤i≤q
|λi(Σn)− λi(Σ11)| = o(1) .
Therefore,
sup
1≤i≤q
√
n |λi(Sn)− λi(Σn)− [λi(Tn)− λi(Σ11)]| = oP (1) .
Hence, the q largest eigenvalues of Sn have the same limiting fluctuation behavior as the q largest
eigenvalues of Tn (classical results [3] show that
√
n is the correct order of fluctuations). The same
is true for the bootstrapped version of their distributions, according to Equation (2).
Since the results of [7, 8, 17] show consistency of the bootstrap distribution of the eigenvalues
of Tn, this result carries over to the bootstrap distribution of Sn.
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Figure S1: Top Eigenvalue: Distribution of Largest Eigenvalue, Null versus Alternative, Xi ∼
Normal
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Figure S2: Top Eigenvalue: Distribution of Largest Eigenvalue, Null versus Alternative, Xi ∼
Ellip. Exp
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Figure S3: Top Eigenvalue: Bias of Largest Bootstrap Eigenvalue, n=1,000: Plotted are box-
plots of the bootstrap estimate of bias covering larger values of λ1 than shown in the main text.
Unlike the main text, here we scale the bias by the true λ1 so as to make the comparisons more
comparable (|λ¯∗1 − λˆ1|/λ1). See the legend of Figure 1 in the main text for more details.
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Figure S4: Top Eigenvalue: Ratio of Bootstrap Estimate of Variance to True Variance for
Largest Eigenvalue, n=1,000: Plotted are boxplots of the bootstrap estimate of variance, showing
larger values of λ1 than shown in the main text. See the legend of Figure 2 in the main text for more
details.
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Figure S5: Top Eigenvalue: 95% CI Coverage, n = 1, 000 for additional distributions: Plotted
are the corresponding CI Coverage plots for when Xi follows an elliptical distribution with Normal
and Uniform weights. See Figure 4 for more details.
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Figure S6: Top Eigenvalue: Bootstrap distribution of λˆ∗1 when λ1 = 1+3
√
r, n=1,000: Plotted
are the estimated density of twenty simulations of the bootstrap distribution of λˆ∗b1 − λˆ1, with b =
1, . . . , 999. The solid black line line represents the distribution of λˆ1 − λ1 over 1,000 simulations.
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Figure S7: Gap Statistic: Ratio of Bias of Bootstrap to true Gap Statistic. Note that the true
Gap Statistic when λ1 = 1 is zero, so that the ratio is not well defined and hence not plotted .
See also Supplementary Figures S8-S11 for the median bias values and the legend of Figure 1 in
the main text for more information about this plot. Note that the y-axis is different for each of the
distributions, and differs from that of Supplementary Figure S3.
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Figure S8: Gap Statistic: Ratio of Bootstrap Estimate of Variance to True Variance.
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Figure S8: Gap Statistic: 95% CI Coverage, n = 1, 000:
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Figure S9: Gap Statistic: Bootstrap distribution, Xi ∼ Normal, n=1,000: Plotted are the
estimated density of twenty simulations of the bootstrap distribution of (λˆ∗b1 − λˆ∗b2 ) − (λˆ1 − λˆ2),
with b = 1, . . . , 999. The solid black line line represents the distribution of (λˆ1 − λˆ2)− (λ1 − λ2)
over 1,000 simulations.
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Figure S10: Gap Statistic: Bootstrap distribution, Xi ∼ Ellip Exp, n=1,000: Plotted are the
estimated density of twenty simulations of the bootstrap distribution of (λˆ∗b1 − λˆ∗b2 ) − (λˆ1 − λˆ2),
with b = 1, . . . , 999. The solid black line line represents the distribution of (λˆ1 − λˆ2)− (λ1 − λ2)
over 1,000 simulations.
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Figure S11: Gap Ratio Statistic: Bias of Bootstrap. Note that the Gap Ratio is not well defined
in the population for this simulation (since λ2 = λ3) so we can not scale the Gap Ratio by the true
value of the Gap Ratio as was done for other plots in the Supplementary Figures. Instead we plot
the actual bias, as in Figure 1. For this reason, we only show the smaller values of λ1 (otherwise,
without scaling, the plot is dominated by the bias of large values of λ1, even though the relative
value of the bias is small). Similarly, the true bias of the estimate λˆ1 − λˆ2 is not a well-defined
quantity and hence is not plotted.
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Figure S12: Gap Ratio Statistic: Ratio of Bootstrap Estimate of Variance to True Variance.
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Figure S13: Gap Ratio Statistic: Bootstrap distribution, Xi ∼ Ellip Exp, n=1,000: Plotted are
the estimated density of twenty simulations of the bootstrap distribution of (λˆ∗b1 − λˆ∗b2 )− (λˆ1− λˆ2),
with b = 1, . . . , 999. The solid black line line represents the distribution of (λˆ1 − λˆ2)− (λ1 − λ2)
over 1,000 simulations.
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λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.08 0.04 0.02 0.01 0.01
r = 0.1 0.42 0.23 0.13 0.11 0.10
r = 0.3 1.04 0.60 0.37 0.31 0.31
r = 0.5 1.70 1.00 0.60 0.52 0.51
(a) Bootstrap Median Estimate of Bias
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.17 0.04 0.02 0.02 0.02
r = 0.1 0.70 0.20 0.12 0.12 0.12
r = 0.3 1.37 0.48 0.36 0.28 0.38
r = 0.5 1.88 0.73 0.55 0.48 0.45
(b) True Bias
Table S1: Top Eigenvalue: Median value of Bootstrap and True values of Bias, Z ∼ Normal
This tables give the median values of the boxplots plotted in Figure 1, as well as the true bias values
(*) in the plots. See figure caption for more details.
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λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.23 0.22 0.12 0.06 0.05
r = 0.1 2.25 2.24 1.75 0.67 0.58
r = 0.3 6.70 6.78 6.35 2.37 1.88
r = 0.5 11.19 11.12 10.91 4.70 3.37
(a) Bootstrap Median Estimate of Bias
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.49 0.27 0.12 0.06 0.01
r = 0.1 3.34 2.39 1.10 0.54 0.75
r = 0.3 9.17 7.57 4.10 1.92 1.69
r = 0.5 14.93 12.76 8.08 3.69 3.45
(b) True Bias
Table S2: Top Eigenvalue: Median value of Bootstrap and True values of Bias, Z ∼ Ellip Exp
This tables give the median values of the boxplots plotted in Figure 1, as well as the true bias values
(*) in the plots. See figure caption for more details.
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.16 0.13 0.05 0.03 0.03
r = 0.1 1.38 1.33 0.55 0.32 0.30
r = 0.3 4.17 4.16 2.30 1.00 0.93
r = 0.5 6.95 6.96 4.80 1.72 1.57
(a) Bootstrap Median Estimate of Bias
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.32 0.13 0.05 0.04 0.07
r = 0.1 1.65 0.83 0.41 0.35 0.13
r = 0.3 4.14 2.52 1.20 0.78 0.92
r = 0.5 6.57 4.45 2.01 1.64 1.76
(b) True Bias
Table S3: Top Eigenvalue: Median value of Bootstrap and True values of Bias, Z ∼ Ellip
Norm
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λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.09 0.05 0.02 0.01 0.01
r = 0.1 0.55 0.34 0.17 0.14 0.13
r = 0.3 1.56 1.07 0.49 0.40 0.39
r = 0.5 2.64 1.96 0.82 0.67 0.65
(a) Bootstrap Median Estimate of Bias
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.20 0.05 0.02 0.00 0.02
r = 0.1 0.83 0.27 0.16 0.12 0.22
r = 0.3 1.66 0.62 0.45 0.45 0.28
r = 0.5 2.33 0.98 0.72 0.63 0.63
(b) True Bias
Table S4: Top Eigenvalue: Median value of Bootstrap and True values of Bias, Z ∼ Ellip
Uniform
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 1.69 1.03 1.04 0.98 1.03
r = 0.1 4.35 1.07 1.09 0.96 0.95
r = 0.3 19.88 1.48 1.12 1.03 1.06
r = 0.5 60.27 2.21 1.16 1.00 1.02
(a) Z ∼ Normal
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 1.67 1.64 1.05 0.72 0.74
r = 0.1 2.53 2.88 3.13 0.99 0.87
r = 0.3 3.25 3.29 4.22 1.34 0.87
r = 0.5 3.02 2.96 2.84 1.82 1.05
(b) Z ∼ Ellip Exp
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 2.07 1.51 0.98 0.98 0.92
r = 0.1 8.98 8.33 2.01 0.96 1.03
r = 0.3 10.27 11.37 6.63 1.12 0.95
r = 0.5 9.78 10.87 11.76 1.20 1.05
(c) Z ∼ Ellip Norm
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 1.76 1.05 1.00 0.97 0.92
r = 0.1 7.17 1.51 1.11 1.08 0.99
r = 0.3 35.38 4.66 1.21 0.94 1.07
r = 0.5 84.48 10.72 1.30 1.04 0.99
(d) Z ∼ Ellip Uniform
Table S5: Top Eigenvalue: Median value of ratio of bootstrap estimate of variance to true
variance for n = 1000 This tables give the median values of the boxplots plotted in Figure 2.
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Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.71 0.94 0.94 0.95 0.36 0.92 0.95 0.94 0.95
r = 0.1 0.00 0.00 0.78 0.94 0.95 0.00 0.89 0.96 0.94 0.95
r = 0.3 0.00 0.00 0.39 0.94 0.96 0.04 0.84 0.96 0.95 0.96
r = 0.5 0.00 0.00 0.16 0.90 0.94 1.00 0.73 0.96 0.96 0.95
(a) Z ∼ Normal
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.30 0.94 0.92 0.92 0.99 0.99 0.95 0.91 0.90
r = 0.1 0.00 0.00 0.20 0.95 0.94 1.00 1.00 1.00 0.94 0.93
r = 0.3 0.00 0.00 0.00 0.90 0.94 1.00 1.00 1.00 0.95 0.94
r = 0.5 0.00 0.00 0.00 0.82 0.95 1.00 1.00 1.00 0.98 0.96
(b) Z ∼ Ellip Exp
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.39 0.93 0.95 0.94 0.88 0.96 0.94 0.95 0.95
r = 0.1 0.00 0.00 0.52 0.94 0.95 1.00 1.00 0.98 0.94 0.94
r = 0.3 0.00 0.00 0.01 0.93 0.94 1.00 1.00 1.00 0.95 0.95
r = 0.5 0.00 0.00 0.00 0.89 0.94 1.00 1.00 1.00 0.97 0.96
(c) Z ∼ Ellip Norm
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.62 0.94 0.94 0.94 0.53 0.92 0.95 0.94 0.93
r = 0.1 0.00 0.00 0.75 0.96 0.95 0.15 0.88 0.96 0.95 0.95
r = 0.3 0.00 0.00 0.33 0.92 0.95 1.00 0.73 0.97 0.94 0.94
r = 0.5 0.00 0.00 0.10 0.93 0.94 1.00 0.59 0.96 0.95 0.95
(d) Z ∼ Ellip Uniform
Table S6: Top Eigenvalue: Median value of 95% CI Coverage of true λ1 for n = 1000. This tables give the percentage of CI intervals (out of
1,000 simulations) that cover the true λ1 as plotted in Figure 4.
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Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.00 0.00 0.00 0.00 0.36 0.00 0.00 0.00 0.00
r = 0.1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
r = 0.3 0.00 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.00
r = 0.5 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00
(a) Z ∼ Normal
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.00 0.00 0.00 0.00 0.99 0.92 0.04 0.00 0.00
r = 0.1 0.00 0.00 0.00 0.00 0.00 1.00 1.00 0.73 0.00 0.00
r = 0.3 0.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00 0.01 0.00
r = 0.5 0.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00 0.04 0.00
(b) Z ∼ Ellip Exp
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.00 0.00 0.00 0.00 0.88 0.47 0.00 0.00 0.00
r = 0.1 0.00 0.00 0.00 0.00 0.00 1.00 1.00 0.00 0.00 0.00
r = 0.3 0.00 0.00 0.00 0.00 0.00 1.00 1.00 0.21 0.00 0.00
r = 0.5 0.00 0.00 0.00 0.00 0.00 1.00 1.00 0.77 0.00 0.00
(c) Z ∼ Ellip Norm
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.00 0.00 0.00 0.00 0.53 0.01 0.00 0.00 0.00
r = 0.1 0.00 0.00 0.00 0.00 0.00 0.15 0.00 0.00 0.00 0.00
r = 0.3 0.00 0.00 0.00 0.00 0.00 1.00 0.01 0.00 0.00 0.00
r = 0.5 0.00 0.00 0.00 0.00 0.00 1.00 0.37 0.00 0.00 0.00
(d) Z ∼ Ellip Uniform
Table S7: Top Eigenvalue: Median value of 95% CI Coverage of null value 1 for n = 1000. This tables give the percentage of CI intervals
(out of 1,000 simulations) that cover the value λ1 = 1 for different values of the true λ1.
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λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.03 -0.02 -0.05 -0.06 -0.06
r = 0.1 0.05 -0.17 -0.28 -0.30 -0.31
r = 0.3 0.10 -0.41 -0.67 -0.72 -0.73
r = 0.5 0.18 -0.61 -1.08 -1.17 -1.18
(a) Bootstrap Median Estimate of Bias
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.05 -0.12 -0.14 -0.14 -0.15
r = 0.1 0.04 -0.49 -0.58 -0.58 -0.58
r = 0.3 0.05 -0.88 -1.01 -1.08 -0.98
r = 0.5 0.05 -1.15 -1.33 -1.40 -1.43
(b) True Bias
Table S8: Gap Statistic: Median value of Bootstrap and True values of Bias, Z ∼ Normal
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.14 0.13 -0.04 -0.12 -0.14
r = 0.1 0.93 0.92 0.40 -1.33 -1.47
r = 0.3 2.74 2.76 2.54 -3.50 -4.27
r = 0.5 4.56 4.44 4.41 -4.82 -6.76
(a) Bootstrap Median Estimate of Bias
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.19 -0.07 -0.30 -0.37 -0.41
r = 0.1 0.85 -0.11 -1.88 -2.63 -2.41
r = 0.3 2.32 0.64 -3.51 -6.70 -7.02
r = 0.5 3.76 1.71 -3.74 -10.42 -11.33
(b) True Bias
Table S9: Gap Statistic: Median value of Bootstrap and True values of Bias, Z ∼ Ellip Exp
This tables give the median values of the boxplots plotted in Figure 1, as well as the true bias values
(*) in the plots. See figure caption for more details.
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λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.08 0.05 -0.07 -0.10 -0.11
r = 0.1 0.44 0.42 -0.66 -0.99 -1.02
r = 0.3 1.28 1.29 -1.00 -2.99 -3.10
r = 0.5 2.10 2.11 -0.34 -4.94 -5.17
(a) Bootstrap Median Estimate of Bias
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.11 -0.13 -0.24 -0.25 -0.23
r = 0.1 0.21 -0.70 -1.22 -1.28 -1.51
r = 0.3 0.56 -1.11 -2.83 -3.25 -3.13
r = 0.5 0.95 -1.21 -4.35 -4.80 -4.70
(b) True Bias
Table S10: Gap Statistic: Median value of Bootstrap and True values of Bias, Z ∼ Ellip Norm
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.03 -0.02 -0.06 -0.07 -0.07
r = 0.1 0.08 -0.17 -0.37 -0.41 -0.41
r = 0.3 0.24 -0.30 -1.04 -1.14 -1.15
r = 0.5 0.43 -0.28 -1.77 -1.94 -1.96
(a) Bootstrap Median Estimate of Bias
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 0.06 -0.12 -0.16 -0.17 -0.17
r = 0.1 0.05 -0.55 -0.66 -0.70 -0.60
r = 0.3 0.06 -1.02 -1.20 -1.20 -1.37
r = 0.5 0.07 -1.34 -1.60 -1.70 -1.69
(b) True Bias
Table S11: Gap Statistic: Median value of Bootstrap and True values of Bias, Z ∼ Ellip
Uniform
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λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 2.05 1.08 1.14 0.98 1.03
r = 0.1 4.23 1.23 1.15 0.96 0.96
r = 0.3 13.33 1.62 1.25 1.03 1.06
r = 0.5 40.50 1.72 1.42 1.02 1.02
(a) Z ∼ Normal
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 2.12 2.00 1.02 0.72 0.73
r = 0.1 2.73 3.11 2.77 1.11 0.89
r = 0.3 3.32 3.68 5.25 1.30 0.94
r = 0.5 3.24 3.09 2.91 1.52 1.13
(b) Z ∼ Ellip Exp
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 2.67 1.68 1.11 0.99 0.91
r = 0.1 12.22 10.60 1.92 1.01 1.02
r = 0.3 11.52 14.83 3.22 1.44 0.97
r = 0.5 11.07 12.41 5.36 1.67 1.15
(c) Z ∼ Ellip Norm
λ1 = 1 λ1 = 1 + 3
√
r λ1 = 1 + 11
√
r λ1 = 1 + 50
√
r λ1 = 1 + 100
√
r
r = 0.01 2.19 1.07 1.08 0.97 0.92
r = 0.1 8.14 1.31 1.23 1.08 0.99
r = 0.3 47.97 2.72 1.67 0.95 1.07
r = 0.5 111.75 6.25 2.22 1.09 0.99
(d) Z ∼ Ellip Uniform
Table S12: Gap Statistic: Median value of ratio of bootstrap estimate of variance to true
variance for n = 1000 This tables give the median values of the boxplots plotted in Supplemen-
taryFigure S8.
45
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.44 0.53 0.87 0.93 0.90 0.61 0.85 0.91 0.93
r = 0.1 0.00 0.00 0.02 0.77 0.90 0.97 0.15 0.69 0.92 0.95
r = 0.3 0.00 0.00 0.00 0.71 0.89 1.00 0.14 0.84 0.93 0.96
r = 0.5 0.00 0.00 0.00 0.65 0.87 1.00 0.21 0.95 0.95 0.95
(a) Z ∼ Normal
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 1.00 0.75 0.81 0.85 1.00 0.79 0.76 0.86 0.87
r = 0.1 0.00 1.00 0.92 0.58 0.76 1.00 0.97 0.63 0.88 0.90
r = 0.3 0.00 1.00 1.00 0.47 0.62 1.00 1.00 0.75 0.86 0.90
r = 0.5 0.00 1.00 1.00 0.45 0.57 1.00 1.00 0.86 0.83 0.90
(b) Z ∼ Ellip Exp
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 1.00 0.64 0.86 0.91 0.96 0.59 0.83 0.91 0.93
r = 0.1 0.00 1.00 0.12 0.65 0.82 1.00 0.42 0.85 0.94 0.93
r = 0.3 0.00 1.00 0.45 0.42 0.72 1.00 0.83 0.81 0.97 0.95
r = 0.5 0.00 1.00 0.91 0.31 0.67 1.00 0.97 0.75 0.99 0.97
(c) Z ∼ Ellip Norm
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.57 0.53 0.87 0.92 0.92 0.61 0.83 0.92 0.93
r = 0.1 0.00 0.00 0.02 0.74 0.91 1.00 0.17 0.77 0.93 0.94
r = 0.3 0.00 0.00 0.00 0.65 0.87 1.00 0.10 0.98 0.94 0.94
r = 0.5 0.00 0.00 0.00 0.56 0.82 1.00 0.16 0.99 0.96 0.95
(d) Z ∼ Ellip Uniform
Table S13: Gap Statistic: Median value of 95% CI Coverage of true Gap for n = 1000. This tables give the percentage of CI intervals (out of
1,000 simulations) that cover the true λ1 − λ2 as plotted in Supplementary Figure S8.
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Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.00 0.85 0.00 0.00 0.00 0.00 0.95 0.00 0.00
r = 0.1 0.00 0.00 0.00 0.00 0.00 0.00 0.08 0.00 0.00 0.00
r = 0.3 0.00 0.00 0.00 0.00 0.00 0.00 0.78 0.00 0.00 0.00
r = 0.5 0.00 0.01 0.00 0.00 0.00 0.00 0.12 0.00 0.00 0.00
(a) Z ∼ Normal
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.28 0.33 0.87 0.00 0.00 0.07 0.08 0.84 0.00 0.00
r = 0.1 1.00 1.00 1.00 0.00 0.00 0.95 0.95 0.96 0.01 0.00
r = 0.3 1.00 1.00 0.99 0.00 0.00 1.00 1.00 1.00 0.04 0.00
r = 0.5 0.97 0.97 0.92 0.00 0.00 1.00 1.00 1.00 0.10 0.01
(b) Z ∼ Ellip Exp
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.00 0.79 0.00 0.00 0.00 0.00 0.92 0.00 0.00
r = 0.1 1.00 1.00 0.96 0.00 0.00 0.27 0.35 0.07 0.00 0.00
r = 0.3 1.00 1.00 0.99 0.00 0.00 1.00 1.00 0.39 0.00 0.00
r = 0.5 1.00 1.00 1.00 0.00 0.00 1.00 1.00 0.78 0.00 0.00
(c) Z ∼ Ellip Norm
Percentile Normal
λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r λ1 = 1 λ1 = 3
√
r λ1 = 11
√
r λ1 = 50
√
r λ1 = 100
√
r
r = 0.01 0.00 0.00 0.83 0.00 0.00 0.00 0.00 0.94 0.00 0.00
r = 0.1 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00
r = 0.3 0.07 0.03 0.00 0.00 0.00 0.00 0.90 0.00 0.00 0.00
r = 0.5 1.00 1.00 0.00 0.00 0.00 0.00 0.98 0.00 0.00 0.00
(d) Z ∼ Ellip Uniform
Table S14: Gap Statistic: Median value of 95% CI Coverage of null value 0 for n = 1000. This tables give the percentage of CI intervals (out
of 1,000 simulations) that cover the value λ1 − λ2 = 0 for different values of the true λ1.
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