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Asymptotics of the k-free diffraction measure via discretisation
Nick Rome and Efthymios Sofos
Abstract
We determine the diffraction intensity of the k-free integers near the origin.
1. Introduction
Point sets in Euclidean space exhibiting pure point diffraction play an important rôle in the
theory of aperiodic order as mathematical models of quasicrystals. The growth of the diffraction
intensity Z(ε) as ε → 0+ demonstrates how stable the structure of the point set is. For instance,
a homogeneous Poisson process displays growth Z(ε) = ε, whereas for a lattice one has Z(ε) =
0. Power laws are typical of aperiodically ordered sets, cf. [3].
Recently, sets of number theoretic origin, such as the k-free integers, have gained attention
as they are conjectured to be weak model sets with extremal density. Baake and Coons [1]
studied the fluctuation of the density of this set by considering the scaling behaviour of the
diffraction measure νk, given by Zk(ε) = νk((0, ε])/νk({0}), as ε → 0+. They used a sieving
argument to show
lim
ε→0
logZk(ε)
log ε
= 2 − 1/k.
We prove that a power law holds for k-free integers, thus confirming the conjectured behavior:
Theorem 1.1. For all k > 1, as ε → 0+ we have
Zk(ε) =
ck
2k
ε2−1/k
(
1 + o(ε1/k)
)
,
where ck is an explicit positive constant.
The constant ck is given in (2.4). It stabilises quite rapidly, specifically,
ck = 1 + O(1/k).
Our proof gives a more specific error term, namely, o(ε1/k) can be replaced by
ε1/k exp{−γk−1(log 1/ε)3/5(log log 1/ε)−1/5}
for some positive absolute constant γ. The improvements over previous works stem from
using a discretisation approach, which is new in this problem and allows the use of number
theory estimates.
We shall see that the Riemann hypothesis implies a much stronger approximation of the
diffraction intensity by a power law; we are not aware of a previous connection between the
Riemann hypothesis and aperiodic structures.
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Theorem 1.2. Assume the Riemann Hypothesis. For every k > 1 and δ > 0, as ε → 0+,
we have
Zk(ε) =
ck
2k
ε2−1/k + O(ε2−11/35k−δ).
1.1. The discretisation approach
Our method is entirely different from the one used by Baake and Coons. Before explaining its
steps, we must note that the crucial reason behind our improvements over the work of Baake
and Coons is our discretisation trick and not the use of analytic number theory estimates.
Indeed, our discretisation trick followed by a sieving argument that is similar to the one of
Baake and Coons, would produce an error term O(ε1/k). This is plainly weaker than our
Theorem 1.1 but still an ample improvement over what was known before.
Our proof has three steps.
(1) (Discretisation) We approximate Zk(ε) by Zk(1/N) for a certain integer N in Lemma 2.1.
We make a slightly unusual use of the auxiliary variable in Lemma 2.2: noting that it divides
certain integers allows expressing Zk(1/N) as a sum of certain quantities zk(c). These objects
are closer to number theory than the diffraction measure.
(2) (Analysing zk(c)) In Lemma 2.3 and Proposition 2.4, we study zk(c). By taking the
validity of Proposition 2.4 for granted, we prove Theorem 1.1 at the end of § 2.2.
(3) (Zero-free region information) The proof of Proposition 2.4 is given in § 2.3. It uses
a result of Walfisz on the distribution of square-free numbers, whose proof hinges upon the
zero-free region of the Riemann zeta function.
The leading constant of Theorem 1.1 is analysed in Section 3. Section 4 gives the implications
of the Riemann hypothesis about the diffraction measure, namely Theorem 1.2.
Notation. All implied constants in the Landau/Vinogradov O-big notation O(), are
absolute. Any further dependence on a further quantity h will be recorded by the use of a
subscript Oh(),h. The number of positive integer divisors of an integer n is denoted by τ(n),
the Möbius function by μ(n) and the indicator function of the k-free integers n by μk(n).
2. The proof of Theorem 1.1
2.1. Discretisation
For any k,N ∈ N, we let
Z̃k(N) :=
∑
q∈N
μk+1(q)
⎛⎝ ∏
p prime,p|q
1
(pk − 1)2
⎞⎠{m ∈ N ∩ [1, q
N
]
: gcd(m, q) = 1
}
. (2.1)
The function Z̃k(N) is well defined because its modulus is at most
∑
q∈N
μk+1(q)
⎛⎝ ∏
p prime,p|q
1
(pk − 1)2
⎞⎠q  ∏
p
(
1 +
k∑
n=1
pn
(pk − 1)2
)

∏
p
(
1 +
k
pk − 2
)
< ∞.
(2.2)
Lemma 2.1. For any ε ∈ (0, 1), let N be the integer part of 1/ε. Then Z̃k(N + 1)  Zk(ε) 
Z̃k(N).
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Proof. The work of Baake, Moody and Pleasants [5] gives
Zk(ε) =
∑
q1/ε
μk+1(q)
∑
1mqε
gcd(m,q)=1
∏
p|q
1
(pk − 1)2 .
The condition q  1/ε is implied by the presence of the sum over m and it can therefore be
omitted. The inequality N  1ε < N + 1 shows that Z̃k(N + 1) equals
∞∑
q=1
μk+1(q)
∑
1mq/(N+1)
gcd(m,q)=1
∏
p|q
1
(pk − 1)2  Zk(ε) 
∞∑
q=1
μk+1(q)
∑
1mq/N
gcd(m,q)=1
∏
p|q
1
(pk − 1)2 = Z̃k(N).

Lemma 2.2. For any positive integer N , we have
Z̃k(N) =
∑
c∈N
N |c
zk(c), (2.3)
where
zk(c) :=
∑
r∈N
rc
∑
d∈N
μ(d)μk+1(dr)
∏
p|dr
1
(pk − 1)2 .
Proof. The changes in the order of summation in the following arguments are justified by
the absolute convergence of the sum in (2.1), which is proved in (2.2). The expression∑
d∈N
d|m,d|q
μ(d)
is the indicator function of the event gcd(m, q) = 1. Injecting it into (2.1) yields
Z̃k(N) =
∑
d∈N
μ(d)
∑
q∈N
d|q
μk+1(q)
[ q
dN
]∏
p|q
1
(pk − 1)2 ,
where [x] denotes the integer part of a real number x. The integers q appearing above are of
the form dr for some r ∈ N, hence,
Z̃k(N) =
∑
d∈N
μ(d)
∑
r∈N
μk+1(dr)
[ r
N
] ∏
p|dr
1
(pk − 1)2 .
We now replace the term [r/N ] by {c ∈ N ∩ [1, r] : c ≡ 0(mod N)}, thus obtaining
Z̃k(N) =
∑
c∈N
N |c
∑
r∈N
rc
∑
d∈N
μ(d)μk+1(dr)
∏
p|dr
1
(pk − 1)2 . 
2.2. Analysing zk(c)
We express zk(c) via the tail of a convergent series.
Lemma 2.3. For any positive integer c, we have
zk(c) = ξk
∑
t∈N∩[c1/k,∞)
|μ(t)|
t2k
∏
p|t
1
1 − 2
pk
,
where ξk :=
∏
p(1 − (pk − 1)−2).
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Proof. The integers r in the definition of zk(c) are (k + 1)-free, hence can be written uniquely
as r =
∏k
i=1 r
i
i, where ri ∈ N are square-free and coprime in pairs. The integer d in the definition
of zk(c) is square-free and therefore coprime to rk. Therefore, letting δi := gcd(ri, d), we infer
that there are unique positive integers δi, si, (0 < i < k), d0 such that
ri = δisi (0 < i < k), d = d0
k−1∏
i=1
δi.
Writing m = rkk
∏k−1
i=1 (δisi)
i transforms zk(c) into
∑
mc
⎛⎝∏
p|m
(pk − 1)−2
⎞⎠
⎛⎜⎜⎝ ∑
d0∈N
gcd(d0,m)=1
μ(d0)
∏
p|d0
1
(pk − 1)2
⎞⎟⎟⎠ ∑
rk∈N,δ∈Nk−1,s∈Nk−1
m=rkk
∏k−1
i=1 (siδi)
i
μ(δ1) · · ·μ(δk−1),
where the sum over rk, δ, s is subject to the conditions gcd(siδi, sjδj) = 1 for all i = j and
gcd(rkδi, si) = 1 for all i = k. One can see that the sum over rk, δ, s forms a multiplicative
function of m and looking at its values at prime powers makes clear that it is the indicator
function of integers of the form m = tk with t square-free. Indeed, for 1  j < k, we have∑
rk∈N,δ∈Nk−1,s∈Nk−1
pj=rkk
∏k−1
i=1 (siδi)
i
μ(δ1) · · ·μ(δk−1) =
∑
sj ,δj∈N
pj=(sjδj)
j
μ(δj) =
∑
δj |p
μ(δj) = 0
since all other variables in the sum must equal 1. We thus obtain
zk(c) =
∑
tc1/k
|μ(t)|
⎛⎝∏
p|t
(pk − 1)−2
⎞⎠ ∑
d0∈N
gcd(d0,t)=1
μ(d0)
∏
p|d0
(pk − 1)−2.
The proof concludes by writing the sum over d0 as an Euler product and using t−2k =∏
p|t p
−2k. 
Proposition 2.4. There exists a constant γ > 0 such that for all k > 1 and u  1, we have
∑
1tu
|μ(t)|
∏
p|t
1
1 − 2p−k = γku + Ok
(
u1/2
exp
(
γ(log u)3/5(log log u)−1/5
)),
where the implied constant depends at most on k and
γk :=
1
ζ(2)
∏
p
(
1 +
2
(p + 1)(pk − 2)
)
.
We conclude this section by deducing Theorem 1.1 from Proposition 2.4. Define
ck :=
2k
(2k − 1)
ζ(2 − 1/k)
ζ(2)
ζ(k)2
∏
p
(
1 − 2p
(p + 1)pk
)
. (2.4)
Proof of Theorem 1.1. Lemma 2.3, Proposition 2.4 and Abel’s summation formula give
zk(c)
ξk
=
γk
(2k − 1)
1
c2−1/k
+ Ok
(
c−2+1/(2k)
exp
(
γk−1(log c)3/5(log log c)−1/5
)).
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Feeding this into Lemma 2.2 produces
Z̃k(N) =
∑
b∈N
zk(Nb) =
γkξk
(2k − 1)
ζ
(
2 − 1k
)
N2−
1
k
+ Ok
(
N−2+1/(2k)
exp
(
γk−1(logN)3/5(log logN)−1/5
)).
The leading constant can be turned into the form of Theorem 1.1 by noting that
γkξk
(2k − 1)ζ(2 − 1/k) =
ck
2k
.
Finally, invoking Lemma 2.1 concludes the proof because the inequality N  1ε < 1 + N implies
that both (N + 1)−2+
1
k and N−2+
1
k are ε2−
1
k + Ok(ε3−
1
k ). 
2.3. Zero-free region information
We now prove Proposition 2.4 by using the following result, which is based on the best-known
zero-free region for the Riemann zeta function.
Lemma 2.5 [7]. There exists an absolute constant γ0 > 0 such that∑
n∈N∩[1,x]
μ(n)2 =
x
ζ(2)
+ O
(
x
1
2 exp
(
−γ0(log x)3/5(log log x)−1/5
))
.
We shall later need a stronger version of Lemma 2.5.
Corollary 2.6. There exists an absolute constant γ′ > 0 such that for every a ∈ N, x  1,
we have
∑
n∈N∩[1,x]
gcd(n,a)=1
μ(n)2 =
⎛⎝∏
p|a
(
1 +
1
p
)−1⎞⎠ x
ζ(2)
+ O
(
τ(a)3x
1
2 exp
(
−γ′(log x)3/5(log log x)−1/5
))
,
where the implied constant is absolute.
Proof. The Dirichlet series of 1gcd(a,n)=1(n)μ(n)2 is
∞∑
n=1
gcd(n,a)=1
μ(n)2
ns
=
∏
p
(
1 +
1
ps
)∏
p|a
(
1 +
1
ps
)−1
=
∏
p
(
1 +
1
ps
)∏
p|a
(
1 +
∞∑
k=1
(−1)k
pks
)
.
This is the product of the Dirichlet series of μ(n)2 by the Dirichlet series of the multiplicative
function ga(n), where
ga(n) := 1p|n⇒p|a(n)(−1)Ω(n)
and Ω(n) is the number of prime divisors of n counted with multiplicity. We get
1gcd(a,n)=1(n)μ(n)2 = (μ2 ∗ ga)(n) =
∑
c,d∈N
cd=n
ga(c)μ(d)2,
where ∗ is the Dirichlet convolution. Hence, we can write∑
n∈N∩[1,x]
gcd(n,a)=1
μ(n)2 =
∑
1cx
ga(c)
∑
1dx/c
μ(d)2.
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Let Y := x7/10. The terms with Y < c  x contribute at most
x
∑
c>Y
|ga(c)|
c
 x
Y 3/4
∑
c>Y
|ga(c)|
c1/4
 x
Y 3/4
∏
p|a
(
1 +
∞∑
k=1
1
pk/4
)
 x
Y 3/4
⎛⎝∏
p|a
8
⎞⎠  xτ(a)3
Y 3/4
,
which equals τ(a)3x
19
40 . By Lemma 2.5, the terms with c  Y contribute
x
ζ(2)
∑
1cY
ga(c)
c
+ O
⎛⎝x 12 ∑
1cY
|ga(c)|
c
1
2
exp
(
−γ0(log x/c)3/5(log log x/c)−1/5
)⎞⎠.
Note that x/c  x3/10, therefore,
(log x/c)3/5(log log x/c)−1/5  5−3/5(log x)3/5(log log x/c)−1/5.
Letting γ′ := 5−3/5γ0, we infer that the error term contribution is
 x 12 exp
(
−γ(log x)3/5(log log x)−1/5
) ∑
1cY
|ga(c)|
c
1
2
 τ(a)3x 12 exp
(
−γ′(log x)3/5(log log x)−1/5
)
.
To complete the summation over c > Y , we use the estimate
x
∑
c>Y
|ga(c)|
c
 τ(a)3x 1940
that was proved earlier in this proof. Finally, the proof is concluded by noting that
∑
c∈N
ga(c)
c
=
∏
p|a
(
1 +
1
p
)−1
. 
The following result is a generalisation of Lemma 2.5 and its proof uses Corollary 2.6.
Lemma 2.7. Let δ : N → R be a multiplicative function with |δ(p)|  4p2 for every prime p.
There exists a positive absolute constant γ such that for all u  1, we have
∑
1mu
μ(m)2
∏
p|m
(1 + δ(p)) =
(∏
p
(
1 +
δ(p)
p + 1
))
u
ζ(2)
+ O
(
u1/2
exp
(
γ(log u)3/5(log log u)−1/5
)),
where the implied constant is absolute.
Proof. Switching the order of summation, the sum in the lemma becomes∑
du
δ(d)
∑
1mu
d|m
μ(m)2 =
∑
du
δ(d)μ(d)2
∑
1m′u/d
gcd(m′,d)=1
μ(m′)2.
The contribution of d > u3/4 is admissible, since it is at most

∑
d>u3/4
δ(d)μ(d)2
u
d

∑
d>u3/4
τ(d)2
d2
u
d
 u−1/4
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due to μ(d)24{p|d}  τ(d)2 and the divisor bound τ(d) ε dε for all ε > 0. To the remaining
range, 1  d  u3/4, we apply Corollary 2.6 with x = u/d and a = d. It gives
∑
du3/4
δ(d)μ(d)2
⎛⎝ u
dζ(2)
⎛⎝∏
p|d
(
1 +
1
p
)−1⎞⎠ + O( τ(d)3u 12
d
1
2 exp
(
γ′(log ud )
3/5(log log ud )
−1/5)
)⎞⎠.
Using d  u3/4, we see that log ud 
1
4 log u, hence the error term is
u
1
2
exp
(
γ(log u)3/5(log log u)−1/5
) ∑
du3/4
τ(d)3
d
3
2
 u
1
2
exp
(
γ(log u)3/5(log log u)−1/5
)
for some positive absolute constant γ. Finally, we complete the summation in the main term:∑
d>u3/4
δ(d)μ(d)2
d
∏
p|d
(
1 +
1
p
)−1

∑
d>u3/4
τ(d)2
d3
 u−3/4. 
Proof of Proposition 2.4. This follows from applying Lemma 2.7 with
δ(p) = −1 + 1
1 − 2p−k =
2
pk − 2 
4
p2
. 
3. Analysis of the leading constant
We analyse the behaviour of the leading constant in Theorem 1.1.
Theorem 3.1. The following holds for all k > 1 and with an absolute implied constant,
ck = 1 + O
(
1
k
)
.
Proof. We note that 2p/(p + 1)  p1/2, hence,∏
p
(
1 − 2p
(p + 1)pk
)
 ζ(k − 1/2)−1.
Using ζ(σ) = 1 + O(2−σ) for σ > 3/2 and (2.4) yields
ck =
2k
(2k − 1)
ζ(2 − 1/k)
ζ(2)
(1 + O(2−k)).
We conclude the proof by using the bound max{|ζ ′(σ)| : 32  σ < 2} = O(1) to infer that
ζ
(
2 − 1
k
)
= ζ(2) + O
(
1
k
)
. 
4. Approximations via the Riemann Hypothesis
In this section, we prove Theorem 1.2. The main input is the following result.
Lemma 4.1 [6]. Assume the Riemann Hypothesis. Then for every fixed δ > 0, we have∑
n∈N∩[1,x]
μ(n)2 =
x
ζ(2)
+ Oδ
(
x
11
35+δ
)
.
This result uses van der Corput’s method for estimating exponential sums.
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Corollary 4.2. Assume the Riemann Hypothesis and let δ > 0 be arbitrary and fixed.
Then for every a ∈ N and x  1, we have
∑
n∈N∩[1,x]
gcd(n,a)=1
μ(n)2 =
x
ζ(2)
⎛⎝∏
p|a
(
1 +
1
p
)−1⎞⎠ + Oδ(τ(a)3x 1135+δ),
where the implied constant depends at most on δ.
Proof. We make use of the function ga(n) that is defined in the proof of Corollary 2.6. Thus
the sum in our corollary equals
∑
1cx
ga(c)
∑
1dx/c
μ(d)2 =
x
ζ(2)
∑
1cx
ga(c)
c
+ Oε
⎛⎝x 1135+ε ∑
1cx
|ga(c)|
c
11
35+ε
⎞⎠,
where a use of Lemma 4.1 has been made. The bound |ga(c)|  1p|c⇒p|a(c) shows that the error
term is

∏
p|a
(
1 +
∞∑
k=1
1
p
11
35k+εk
)

∏
p|a
(
1 +
∞∑
k=1
1
2
11
35k
)
 8ω(a)  τ(a)3.
The same bound yields
∑
c>x
|ga(c)|
c

∑
c∈N
p|c⇒p|a
( c
x
) 24
35 1
c
 x− 2435
∏
p|a
(
1 +
∞∑
k=1
1
p
11
35
)
 x− 2435
∏
p|a
(
1 +
∞∑
k=1
1
2
11
35
)
 τ(a)
3
x
24
35
.

Lemma 4.3. Assume the Riemann Hypothesis and let δ > 0 be arbitrary and fixed. Let
δ : N → R be a multiplicative function with |δ(p)|  4p2 for every prime p. Then for all u  1,
we have ∑
1mu
μ(m)2
∏
p|m
(1 + δ(p)) =
(∏
p
(
1 +
δ(p)
p + 1
))
u
ζ(2)
+ Oδ
(
u
11
35+δ
)
,
where the implied constant depends at most on δ.
Proof. As in the proof of Lemma 2.7, we see that the sum in our lemma is∑
du
δ(d)μ(d)2
∑
1m′u/d
gcd(m′,d)=1
μ(m′)2,
which, by Corollary 4.2, is
∑
du
δ(d)μ(d)2
⎛⎝ u
dζ(2)
⎛⎝∏
p|d
(
1 +
1
p
)−1⎞⎠ + Oδ
(
τ(d)3
u
11
35+δ
d
11
35+δ
)⎞⎠.
The main term above matches the main term in our lemma up to a quantity that has modulus
 u
∑
d>u
δ(d)μ(d)2
d
 u
∑
d>u
τ(d)2d−3  1.
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The error term contribution is
δ u 1135+δ
∑
du
ψ(d)μ(d)2τ(d)3
d
11
35+δ
δ u 1135+δ
∏
p
(
1 +
32
p2
)
δ u 1135+δ. 
The proof of the next lemma follows directly from Lemma 4.3.
Lemma 4.4. Assume the Riemann Hypothesis and let δ > 0 be arbitrary and fixed. Then
for all k > 1 and u  1, we have∑
1tu
|μ(t)|
∏
p|t
1
1 − 2p−k = γku + Ok,δ(u
11
35+δ),
where the implied constant depends at most on δ and k.
The proof of Theorem 1.2 is now concluded as that of Theorem 1.1 by replacing the use of
Proposition 2.4 by Lemma 4.4.
Acknowledgements. We thank Michael Baake and Michael Coons for helpful comments that
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References
1. M. Baake and M. Coons, ‘Scaling of the diffraction measure of k-free integers near the origin’, Michigan
Math. J. (2021) 9, https://doi.org/10.1088/1742-5468/ab02f2.
2. M. Baake and U. Grimm, Aperiodic order. Vol. 1: a mathematical invitation, Encyclopedia of Mathematics
and its Applications Book 149 (Cambridge University Press, Cambridge, 2013). (With a foreword by Roger
Penrose.)
3. M. Baake and U. Grimm, ‘Scaling of diffraction intensities near the origin: some rigorous results’, J. Stat.
Mech. Theory Exp. 1 (2019) 054003, https://doi.org/10.1088/1742-5468/ab02f2.
4. M. Baake, C. Huck and N. Strungaru, ‘On weak model sets of extremal density’, Indag. Math. 28 (2017)
3–31.
5. M. Baake, R. V. Moody and P. A. B. Pleasants, ‘Diffraction from visible lattice points and k-th power
free integers’, Discrete Math. 221 (2000) 3–42.
6. H. Q. Liu, ‘On the distribution of squarefree numbers’, J. Number Theory 159 (2016) 202–222.
7. A. Walfisz, Weylsche Exponentialsummen in der neueren Zahlentheorie (VEB Deutscher Verlag der
Wissenschaften, Berlin, 1963).
Nick Rome
School of Mathematics
University of Michigan
Ann Arbor, MI 48109
USA
nickrome@umich.edu
Efthymios Sofos
Department of Mathematics and Statistics
University of Glasgow
The Mathematics and Statistics Building
University Place Glasgow
Glasgow G12 8QQ
United Kingdom
efthymios.sofos@glasgow.ac.uk
The Bulletin of the London Mathematical Society is wholly owned and managed by the London Mathematical
Society, a not-for-profit Charity registered with the UK Charity Commission. All surplus income from its
publishing programme is used to support mathematicians and mathematics research in the form of research
grants, conference grants, prizes, initiatives for early career researchers and the promotion of mathematics.
