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FOREWORD
This report is a technical summary of the progress made by the
Electrical Engineering	 ar.tment, Auburn University, toward fulfill-
ment of Contract NASS- 20104 granted to Auburn Research Foundation,
Auburn, Alabama. This contract was awarded April 6, 1965, by the
George C. Marshall Space Flight Center, National Aeronautics and
Space Admin°-3tration, Huntsville, Alabama.
A thesis to be submitted b y
 Brij Bhushan to the Graduate Faculty
of Auburn University in partial fulfillment of the requirements for
the degree of Master of Science is based on the work reported Herein.
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S UI`irtARY
This study deals with the accuracy of numerical integration
schemes and considers the computational errors involved therein.
'-	 The round-off errors are assumed to be random in nature and simula-
tions are run to investigate the effect of noisy inputs on the errors.
Simulations are run to study the effect of the mode of operation and
the change in i-nput level on the errors. Some conclusions are drawn
from the results of these simulations. A method based on the con-
cept of "Practical Stability" is developed and shown to be applicable
I
among other examples to the error equation developed from the differen-
tial equation to be integrated, thus giving the error bounds of this
system.
iii
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1	 GENERAL. NOTATION
Let E denote set membersh: . , let
let 11 . 11 denote a norm, let e denote
-CO < t o < 00. If A and B are sets, le
product. Let ^, denote the null set.
Svstems are considered which may
Rn denote a real Euclidean n-space,
set inclusion and let J = [t o , 00
t AxB denote their cartesian
be represented by equations of the
form
dx = f(x,t)
	 (1)
r1 t
where in (1) x E Rn , f: Rn	 -►x J 	 Rn . It is :assumed that f is continuous
on R 
n
x J. The solutions of (1) are denoted by x(t; x o , t o ) with x(to;
xo , t o ) = xo . In general it is not required that f (0, t) = 0. Let
S(t) e Rn for all t E J. Assume that S(t) is a connected open region.
Let S(t) denote the closure of SW and let 6S(t) denote the boundary
of SM.  Assume that S(t) is bounded for all t e J, that Lim SW
t	 to
exists for all to E J and that Lim	 SW = S(t a ). In the sequel the
t - to
symbol S(t) (with appropriate subscripts) is assumed to have the pro-
perties described above.
Let [S(t) - SO W]] _ {x E R n : x E S(t), x I SOW)
I.et	 B(a) _ {x E Rn :	 jjxjl < a}
B(a) _ {x E Rn :	 j 1 xjj << a}
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In what follows, the mappings V: R  x J--+ R I are utilized. Further
it is assumed that V belongs to C 1 (i.e., V has continuous first partial
derivatives on R  x .J). V (1) denotes the total derivative of V with
respect to t evaluated along solutions of (1).
`,(l) (x, t) _ V x t) + grad (V(x, t))f(x, t)
dt
The following list gives the meaning and description of the most
repetitively used symbols that conserve their significance throughout
this study.
l
f.
I.
t
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LIST OF SYMBOLS
f	 PV(t) time measurement in the vehicle co-ordinate
system
PU (t) measurement in the navigational frame
B(t) direction cosine matrix
f	
BT(t)
1
transpose of E(t)
E(t) four parameter vector
1	 • or `= denotes derivative with respect to timesdr
:(t) a square matrix relating E(t) and E(t)
E I (t),E 2 (t),E 3 (t),E4 (t) components of vector E(t)
X10 body rotational rat e s along x, y and z axisy'	
z
of vehicle
h the integration step size
S(t) time varying sets with proper subscripts
V(x,	 t) a real valued function
X(t) a real valued function
1 Sup supremum value
Inf infinimum value
G(s) system transfer function
r(t) skew symmetric matrix of body angular rates
Pi k+l discrete direction cosine matrix
B approximate direction cosine matrix
k+]
Xk state transition matrix between states k and k+1
x
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LIST OF SYMBOLS (cont.)
I
Ak	
approximate state transition matrix between
k and k+l
Xk
	difference between approximate ana exact
state tra.sition tratrix
I	 Identity matrix
error between the approximate and exact direction
cosine matrix
1
1
I
A
xi
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1	 ^
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The subject of real time digital flight simulation is an important
one that has gained considerable importance in the past few years. A
digital simulation most often requires the numerical integration of the
corresponding differential system. It is here that one comes across
problems such as stability, accuracy
 and efficiency of the given numeri-
cal integration scheme, computation time required, memory required
etc.
This study deals with the accuracy of the numerical integration
scheme used and considers the computational errors involved therein.
Chapter II describes the basic set of differential equations which
are to be integrated and the errors involved in their numerical inte-
gration by a digital machine.
Chapter III deals with the effect of random noise on some of
these errors and presents results of some of the simulations carried out
on an IBM/360 Model f0 digital computer using S/360 CSMP language and
floating point mode of arithmetic calculations.
Chapter IV describ-s the results obtained by using Fortran IV
programming language and using fixed point mode of calculation. It
compares some of the results thus obtained with the results of Chapter
III.
Chapter V defines some stability definitions and gives some
theorems with proofs which when applied yield a bound on the system
1
ii
	
2
'	 trajectories. These theorems are then applied to the error equation
and a quantitative hound on the error obtained. Several examples are
worked using this technique.
i
t
1
1
I1. TYPES OF ERRORS IN NUMERICAL
COMPUTATION BY MACHINE
A digital simulation most often requires the numerical integration
of the corresponding differential system. In so doing one comes across
the limitations of the machine and of the technique used for these numer-
ical integrations. Broadly speaking the errors introduced can be classi-
fied into the categories of round-off errors and truncation errors.
The round-off error arises from the finite word length of the com-
puting machine. The local round-off error depends on many factors,
such as: the number system employed by the machine, the machine word
length, the mode of operation (fixed point or floating point), the
sequence in which the numerical operations are arranged, and man y others.
Although for known environments, viz. all the factors mentioned above,
the round cuff error should be a well defineduantit	 its estimationq	 y+
is a complex process. It is therefore reasonable to assume that round
off errors arise in an essentially unpredictable or random manner.
Truncation errors are caused by the type of numerical integration
used and are deterministic in nature. The error bounds can be developed
for a known integration scheme.
The space vehicle under consideration has a strapped-down inertial
navigation system. The measurements of the vehicle rotational rates
are made in the vehicle cc-ordinate system. Since the transformation
3
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1	 of these measurements into the navigational co-ordinate system is
dependent upon the instantan.:,ous orientation of the vehicle, a co-or-
dinate transformation matrix B(t) must be calculated in order that
the measurements in the vehicle co-ordinate system may be resolved
into the navigational co-ordinate system. The transformation is given
by:
P (t) = BT (t)P (t)	 (2)
n	 v
where,
Pv (t) = measurement in vehicle co-ordinate system.
Pn (t) = measurements converted into the navigational frame.
B(t) = Direction cosine matrix.
BT (t) = Transpose of matrix B(t).
The direction cosine matrix can be easily calculated from the four
parameter vector E(t). For details refer to Burdeshaw [1]. The time
rate of change of E(t) using the four parameter method [1] is given
by:
E(t) = 41 (t) F(t)	 (3)
E(t) _ [i 1 ( t ), E ? ( t ), E 3 (t), E4(t)]T
0	 -4>z	 -^	 -y	 x
	
0	 4
	
v (t) = 1
	 z	 x	 y
	2 	 d	 0	 -4V	 x	 z
0
x	 y	 z
1	 where
1
,
J	 5
1	 and
1
II
1#
1
T[ El ( t ), E2(t), E 3 (t1, i'-4(t)]
X 9. y	 Z 
are the rates of rotation about the vehicle axes and are
considered constant over each integration time interval. With this
assumption the closed form solution of the differential equation is
given by
F.(t) = A(t) E(0)	 (4)
where,
c ct ^y ct ^x ct
cos t -	
Z
sin — - sin ^- - sin —
c 2 C c 2
;z ct ct (^x ct (^y ct
`sin 2 cos 2 - c sin 2 - sin 2 j
A(t)	 _	 •
ct ct ct ct
_
xsin 2 sin 2 cos 2 - ^ sin 2
` x ct
-Y
ct ^z ct ct
sin -- sin — sin cos
C 2 c 2
- 2 2
c 2= 1 2 + 2 2+^ (5)
x x z
E(0) = the value of E(t) at t = 0.
Since the exact solution is known, the results of a simulation
can be compared with that of the exact solution and the difference in
the two will be the error.
The errors in the numerical integration scheme vary among other
factors with the order of the integration scheme employed, the inte-
gration frequency being employed, computer word length, etc. In par-
ticular the truncation errors and round-off errors vary as shown in
---
1
1	 6
O Figure 1.
In the truncation region Lhe computational error is a function of
' both the order of the integration scheme and the integration frequency.
Increased integration frequency results in a lower computational error.
Increasing the order of the numerical integration scheme also reduces
I
the computational truncation error and increases the slope of the
truncation line. The slope of the truncation line in this figure isI equal to the order of the employed integration scheme; e.g., for a
r
fourth order scheme, the slope is 4; for a rectangular integration
n
scheme, the slope is unity.*
As the integration frequency is further increased the computational
error enters the region of round-off errors (neglecting quantization
errors). In this region, the computational error is inversely propor-
tional to both the computational integration step size (a slope of -1)
and the computer word length (the addition of another bit to the computer
*1	 word length decreases the round-off error b y a factor of two).
1
1
I	 ,. For more details refer to [2].
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Rcmn,l nf f Region	 Truncation Region
Optimum Step Size
1	 Integration Step Size li
as	 Integration Frequency.
Figure I. Regions of computational error.
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III. EFFECT OF NOISE ON THE ERRORS
This chapter analyzes the effect on the error of additive random
noise in the input of Equation (3). The results of simulations to
determine the optimum step size for the trapezoidal integration scheme
using the S/360 continuous system modeling program (S/360 C.S.M.P.)
are given. The inputs for these simulations are free from any noise.
These simui-:tions are comparedI with simulations with noise inputs to
determine the effect of noise on the errors.
The S/360 C.S.M.P. is a problem-oriented program designed to
'	 facilitate the digital simulation of continuous processes on large-
scale digital machines. The program uses single precision accuracy
and is very simple to implement.
In the simulation of Equation (3) the integration step size h is
varied. The initial condition for the equation is
E(0) = fl, 0, 0, 0)T
The inputs used are ^x = 21t, ^ y = 2Trt, ; z = art. These inputs are
very large compared to the specifications of the vehicle gyros which
have a coarse level of control of 1°/sec . and a fine level of control1	 of .1 0 /sec. The large input levels were chosen to save the computer
1	 execution time.
A simulation run time of 2 secs.is used at which time the theore-
tical result indicates the system should return to the initial position
of [1, 0, 0, 0] T . Any difference between the computed value and actual
8
i	 9
value is considered to be the error. A plot of the error vs. step
size h iF shown in Figure 2. it can be• seen that the minimum error
-4
occurs at a step size of 8 x 10
	 secs.
Any measurement by a measuring device is not accurate and there
is always a difference between the measured quantity and the actual
quantity. This difference or error mazy  he caused by a number
of factors such as the accuracy
 of the instrument. noise introduced
b the source whi le ma	 ^	 ny	 	 king the measurement s, etc. These trots are
random in nature and are assumed to he normally distributed with zero
mean. It is therefore appro priate to investigate the effect on the
errors of additive random noise in the measurements.
Next the results of simulations with gaussian noise having zero
mean and a standard deviation of 3 x 10 -3	 onde rees/sec.su erim osed ag	 P	 P	 P
the input are given. The subroutine 'Gauss' is used to generate the
noise and a sample of ten different runs is used. The average of the
errors resulting from these ten samples is calculated. Table 1 lists
the results of these simulations. The variance is of the order of
10-5 and for this variance
	
ums  the errors introduced by the n erical
integration in component E, are predominant compared to the input noise
level and hence the results of E 1 remain uneffected. On the other
hand the errors in E 2 , E3 and F.4 are of the same order as the input
and are effected as can be seen from Table 1.1	 To correlate he noise
	
errors additional simulations
	 t	 ois  level and the
I
were made for different values of variance keeping; the other variables
the same. The standard deviation of the output_ was calculated as follows:
IWO-
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Figure 2. Error vs. integration step size using S/360 C.S.M.P.
Analytical Result Without Noisy Input
E 1 -1.0000
E 2 0
E3 0
E4 0
-9.9989 x 10-1
1.2936 x 10-6
-2.0351 x 10-5
4.6417 x 10-6
i
'	 11
TABLE 1
COMPARISON OF SIMULATION RESULTS WITH AND
i	 141THOUT NOISY INPUTS
jInputs ^x 	y = 2-rt; ^
z
 = nt
Standard deviation of the input noise = 3 x 10-3
'Average of Output with
Noisy Input
-9.9989 x 10-1
1.1221 x 10-6
-1.1821 ::	 '10-3
7.201 x 10-6
c
I
1	 12
1	 (Standard deviation) 2 = E(x2 ) - E2(x)
where,
x is the random variable whose standard deviation is to be
calculated.
E stands for the expected value or mean.
The resulting standard deviation is plotted against the input
standard deviation in Figure 3. The analysis of these results shows
that as expected the errors increase as the variance of the noise is in-
creased.
Conclusions
From the above analysis it appears that the noisy inputs affect
'	 the computation errors if the input noise level is comparable to the com-
putation errors without noisy inputs.
	
Henrici [3) has suggested that
the random errors be assumed as having a normal distribution. With this
assumption a better estimate of the output is possible using noisy
inputs and is a possible area of future research. The effect of noise
on the optimum step size and th , correlation of the output noise level
to the input noise level are two other areas for future work.
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'	 IV. ERRORS IN FIXED POINT ARITHMETIC OPERATION
	
'	 This chapter .-onsiders the simulation of differential equations
in the fixed point mode of arithmetic operations using double precision.
	
1	 The results obtained are compared with those of the floating point mode
of operation and certain conclusions are drawn for the fixed point mode
lof operations. Effect of change in the input level on errors and on
	
+	 the optimum step size is also investigated in these simulations.
Comparison of Errors in Fixed Point and Floating Point Mod e of Operation
Thero ram simulates a fixed point machine using Fortran IVP g	 P	 g
programming language on a floating point machine. The 16-bit word
size double precision computer is used to integrate E to calculate
the value of E.
In the fixed point mode of operation the trapezoidal integration
scheme is used. Thislot of error vs. integration step size indicatesP	 g	 P
	
1	 that the o p timum step size is 7 x 10 -4 secs. and that the :iiagnitude of
the total error for this step size is 2 x 10 -4 as shown in Figure 4.
Recalling the simulation results of Chapter III, one observes that
these results are of the same order as those obtained using the floating
' point mode of operations (optimum step size 8 x 10 -4 and total error =
1.36 x 10-4 ). This is not surprising, since the truncation errors
are predominant and remain the same in the floating point and fixed
point mode of operations.
14
21.0
8
6
4
10- 1
8
6
4
^ 2
0
w 10-2
w	 ^,
6
4
2
10-3
8
6
4
2
1
I
I
1
1
l
I
l
I
1
1
1
15
10
2	 4	 6 8 10-3 	2	 4	 6 8 10-2 	 	 4	 6 8 10 -1 	2
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Figure 4. Error vs. integration step size using fixed point mode of
operation.
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IEffect of Change in Input Levels
Further simulations were run in both the floating point and fixed
point modes to determine the effect of change in input levels on the
'	 errors and on the optimum step size. Simulations were run in floating
point mode using the Trapezoidal integration scheme with inputs of 10
times theP revious value
$X = 207T t , iy = 207T t, ^z = l0rt.
The sirrulation results with these two inputs are plotted on the same graph
The optimal step size shifts from 8 x 10 -4 secs. to 1.5 x 10-4
 secs.
Ias shown in Figure 5. The total error (absolute sum of the elements of
the error matrix) increases from 1.36 x 10 -4 to 4.6 x 10-3 , an increase
of 33.77. This is well within the expected range since the number of
computations has increased by a factor of 5.33 while the input magni-
tudes have increased by a factor of 10, which yields an expected in-
1	 crease in error b a factor of 53.3. As discussed earlier, the change ofY	 ^	 g
1
	 mode of operation does not effect the results appreciabl y and a similar
analysis in the fixed point mode should indicate similar results. This
is verified when the input level is reduced from 
x 
= y = 27Tt radians/
second, $z = Trt radians/sec. to; ='; = 'r t radians/sec. , ^ _ 'rtx
Y	 180	 z	 360
radians/sec. (equivalent to the coarse level input to which the vehicle
'	 Gyros will be subjected). The results are shown in Figure 6 and indicate
that the optimum step size Ehifts from 7 x 10 -4 to 3 x 10-2
 and that the
total error reduces from 2.5 x 10 -4 to 5 x 10-8 , a decrease of 5 x 10`3.
I
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Integration Step Size h
Figure 5. Error vs. h for two different inputs using floating point
mode of operation.
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tSince the input has been reduced by a factor of 360 and the number of
integrations increased by 40, a decrease in the error by a factor of
15 x 10 
3 is expected.	 Thus,	 the results agree with the expected
values.
Assuming that the vehicle is rotating about the x axis	 (;x being
inonzero and =V 	 = 0),	 the matrix A(t) of Equation (4)	 .reduces	 toz
r-
Cos 2t	0 0 -Sin ct
2
0	 Cos ct -Sin ct 0
i A(t)	 = 2 2 (7)
0	 Sinct Cos ct 0
2 2
Sin ct	 0 0 Cos ct
2 2
I If in Equation
	
(4)	 the initial conditions are E(0) _ T[l,	 0,	 0,	 01
the solution of Equation	 (3)	 reduces to
F l (t)	 = Cos ct (g)
' 2
E4 (t)	 = Sin t^ (9)
where c = (D Assuming that the vehicle is rotating about the y axisx .
with the same initial conditions as above one obtains as the solution
of	 (3) :
El (t)	 = Cos ct (10)
2
E3 (t)= Sin 2t (11)
where c Similarly, if the vehicle is assumed to be rotatingy.
Sis
1	 20
1	 about the z axis with the same initial conditions, the solution of (3)
f
reduces to
E1
 (t) = Co. 2t	 (12)
E2 (t) = Sin 2t 	 (13)
where
C = 4 z
Keeping the value of c the same in the equations (8) to (13) yields
similar results and hence the errors should be the same in all cases.
Simulations using fixed point mode of operations verify this conclusion
and the error vs. the integration step size h is the same in all three
3
cases as shown in Figure 7. A constant input of 1o /sec.yields an
optimal step size of .12 secs, with the total error 6.5 x 10-6.
1
Recalling the conclusions drawn from Figure 6 (that in the fixed
point mode of operation reducing the input increases the optimal step
size while reducing the errors), one expects the optimal step size to
increase and errors to decrease when the input level is reduced. The
simulations verify this conclusion. Reducing the input from 10/sec.to
.1 0 /sec.(the fine level of control to which the vehicle gyros are
jsensitive) the optimal step size increases to .2 secs and the total error
reduces to 45 x 10 -8 . These results are plotted in Figure 8.
Vhen the constant input of .1'/sec-is given to three axes at a
I
time, using the fixed point mode of operation, one obtains the total
error of 81 x 10_
.8
 for the optimum step size of .17 secs. This result 	
i
is plotted in Figure 9. The optimal step size has thus shifted from
'	 2.5x10-5
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1
.2 secs. (fer the same input to one axes only) to .17 secs. in the
present case while the errors increase from 45 x 10 -8 to 81 x 10-8.
I Conclusions
It can be concluded from the above results that the optimum step
i	 size is dependent upon the level of the input. As the input magnitude
J	 is increased the optimum step size will decrease but the magnitudes of
errors at this optimum step size will increase.
1
1
1
1
1
1
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V. STABILITY THEOREMS
In this chapter error bounds in the numerical solution of Equation
(1) are obtained using some theorems in practical stability. After
some basic definitions are presented; several theorems on practical
stability are given. Proofs are presented for those theorems which
'	 do not have formalroofs in the literature.
	
tp	 r	 c' . These heorems
are then applied to several examples to demonstrate their effective-
ness in obtaining trajectory bounds of a particular class of systems.
Definitions
Let t i E J and let x i = x(t i ; x i , t i ). The following definitions
will be applied in the development to follow:
DEFINITION 1. System (1) is stable with respect to {So (t), S(t), to).
1	
if x  c S o (t o ) implies x(t; x 0 t o ) c S(t) for all t E J.
DEFINITION 2. System (1) is uniformly stable with respect to
.1	 fS0(t), S(t)) if for each t i E J, xi E S0 ( t i ) implies x(t; x i , t i ) E SW
for all t c [ti3w)
tDEFINITION 3. System (1) is practically stable with respect to
(a, S, t o , 1 1-1D , a	 Q if jlxo ll < a implies	 Ilx (t; xo ; to )II < S
for all t c J.
DEFINITION 4. System (1) is uniformly practically stable with
respect to (a, S, I^'^^), a < R if for each t i E J, Ilxi l) < a implies
25
1
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'	 lix (t; x i , t 1 )11 < R for all t L [t i , .).
In the definitions above the different time varying sets and
trajectories are as shown in Figure 10.
1
	 The following definition is from Kamke [4 ].
DEFINITION 5. A vector function f = (f 1 , f 2 , ..., fn ) of a vector
variable x = (x l , ..., x n ) will be said to be of type K in a set S if
for each subf--ript i = 1, ... n, f i (a) < f i (b) for any two points
a = (a 1 1 ... , an ) , b = ( b 1 , ... , t) ) in S with a . = b i and ak < bn	 i	 - k
(k = 1,	 n, k # i) .
By the above definition it is evident that every scalar function is
of type K since the condition is satisfied trivially for n = 1. However,
i
a vector function (f l , f 2 ) of two variables (x l , x 2 ) is of type K iff
1	 f
1	 2	 2
is a non-decreasing function of x and f is a non-decreasing function
I	 of xl.
Theorem, on Practical Stability
I
^ 	
-
First, a Preliminary result is stated in the form of Theorem 1
which is take	 -om Coppel [5 ].
THEOREM 1. Assume for the scalar differential equation
Y = g(y, t)	 (14)
g(y, t) is defined for all t c J. Further let g(y, t) be of type K
for each fixed value of t. Let y(t; y o , to ) with yo = Y(t o ; Yo , to)
denote a solution of (14) which exists on a closed interval [ t o , ta].
Suppose there exist two scalar functions q(t), and r(t) continuous
on [to ,
 
t a ] which satisfy the inequalities
LI
raj . A
raj . B
t
X,) 	2 7
x 
	 (a)
r,.
(b)	 (c)
Figure 10. Different trajectories for a second order system.
(a) Trajectory A stable wirn respect to {S (t ), S(t), trj}
Trajectory B unstabl y: with respect to iS O^t0 ), S(t), to}
(b) Practically stable with respect to {a, S, to, 111•1I}
(c) Practically unstable with respect to fa, 	 .111
Asymptotically stable in Liapunov sense (Oualitative)
and practically unstable in the sense of quantative
definition.
1
^ ,F
9( t ) > g ( q ( t ), t)
r(t) < g(r(t), t).I
on the half open interval (t o , ta ] such that
r(t o )	 yo and q(to ) > yo.
Then,
r(t) < y(t; Yo, to)
and
q(t) > y(t; y , t ) for all t E (t ,t ]0	 0	 o a
or
r (t) < y(t; Yo, to ) < q(t) for t c (t o , ta l.
PROOF. By continuity q(t) > y(t; yo , to ) on an interval
'	 !to, t o
 + 6] where d > 0. Assume that the inequality
q( t ) > y(t; yo , t0)
does not hold throughout the interval [t o , t, a ], then there would exist
a value t c ( t
o < t  < t a ) such that
q(t) > y(t; y o , t o ) for to < t < t  and
Iq(t 
C)- 
Y(tc)
and
q i c	 i(t ) > y 	 c(t }	 (15)
for at least one i. But
q i (t c ) > g i (q i (t c ) , t c )	 (giver: in theorem)
'	 > gi(yi(tc), t c ) therefore
q i ( t c ) > Y i ( t d .	 (16)
'	 Since q i	 i(t )= y(t ) for at .least one i it follows form (15) thatc	 c
-iy	 --MR.
AL-
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qi(t) < yi(t)	 (17)
for a value of t less than but arbitrarily close to t c . But this contra-
dicts the definition of t c
 in the assu-ption. Therefore
q(t) % v(t; yo , t0)
Similarly it can be proved that
r(t) < y( t ; y o , t0)
by a change of variables of y to -y and q to - q.
The following theorems are taken from Michel [G ) and stated here
without proof.
THEOREM 2. System (1) is stable with respect to {S o (t), S(t), t0}
S(t)=)So(t) and dS(t) n 6s o (t) = ' for t c J if there exists a real
valued function V(x, t) which is in C 1 for all x E S(t), for all t E J,
and a function g which satisfies the assumptions of Theorem 1, such
that
(i) V (1) (x, t) < g(V, t) x E S(t), t E J
(ii) y(t; sup	 V(x, t o ), t o) < inf	 V(x, t), t E J
xESo ( t o )	 xcSS(t)
(y(t; yo , t o ) is as given in Theorem 1.)
THEOREM 3. System (1) is uniformly stable with respect to
fSo (t), S(t)),
S(t) = S 0 (t) and dS(t) n 8So(t)
for all t c J if there exists a real valued function V(x, t) which is
in C 
1
for all x E [S(t) - So (t)], for all t E J, and a function g
which satisfies the assumption of Theorem 1, such that
(i)	 V (1) (x, t) _ g(V, t)	 x c [S(t) - S 0 (t)], t E J.
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(ii) y(t 2 ; sup	 V(x, t l ), t l ) _ inf	 V(x, t 2 ); t 1 , t 2 C J,
xe6S0 (t l )	 x'-dS(t.,)
t 2 > t 
(y is as defined in Theorem 1.)
THEOREM 4. System (1) is stable with respect to { S
o 
(t), S(t), to)
S(to ).DSo (t) for all t e J if there exists a real valued function
V(x, t) which is in C 1 for all x c. S(t), for all t F. J, and a real
valued function ^'Jt) which is integrable over J,such that
(i) V (1) (x, t) < IL(t), x C S(t), t f J.
(ii) rt a1 (T)dT < inf	 V(x, t) - sup	 V(x, t ), t C J.J
t0	
— 
xCdS(t)	 xCS0(t0)	 o
The following Theorems are stated without proof in form of Theorems
and corollaries in Michel [6 ]. The proofs of these have been fully
developed here.
THEOREM 5. System (1) is uniformly stable with respect to
fS0 (t), S(t)} SW = So (t) and 6S(t) (1 6So (t) = d, for all t e J if
there exists a real valued function V(x, t) which is in C 1 for all
x C [S(t) -	 )], for all t e J, and a real valued function ^(t) which^
0
is integrable over J,such that
(i) V (1) (x, t) < ^(t), x C [S(t) - S0 (t)l, t C J
(ii) f t2 l (T)dT < inf	 V(x, t 2 ) - sup	 V(x, tl),
t l	 xc6S(t2)	 X66S0(t1)
t l , t 2 C J; t 2 > tl.
PROOF. In Theorem 1 let g(y, t) - ^(t) for all t e J so that
4
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Iy - ^ (t) and r(t) < g(r(t), t)
I	 Let
1	 r(t) = V[x(t; x	 t ), t] so that0	 0
V (1) [x(t; xo , t o ), t] < g(V, t)
V (1) [x(t,
 xo , to ), t] < L(t)-
If ,$(t) is integrable over J, then,
v(t
2
; sup	 V (x, t ) , t )
xe6So (t 1 )	 1	 1
t2
= y(t 	 sup	 V(x, t 1 ), t l ) + r	 W(T)dT	 (18)
xedSo ( t l )	 t1
or
L2
!	 v (T) d-
t1
= y(t 2 ; sup 	V ( x , tl ), t 1 ) - Y (t1' sup	 V ( x , t 1 ) , t l )	 (19)
xE5So (t 1 )	 xESSo(t1)
From Theorem 1
y(t	 sup	 V(x, t 1 ), t )	 sup	 X(x, t ).
1 xc6s o (t1)	 1 - XL6S0 (t1)	 1
Considering hypothesis (ii) of Theorem 3
I
	 y (t 
2 ; 
sup	 V (x, t ) , t ) < inf	 V (x, t 2 ) ; t 1 9, t e J and
xFdS0 (t 1 )	 1	 1	 xe6S(t2) 
t > t
'
	
	 2	 1
Therefore
tf 2 W (T)dT < inf	 V (x, t ) - sup	 V (x, t )
t 1	 xE6S(t2)	 2	 xE6So(t_1)	 1
'	 which proves the theorem.
(20)
^•^. ^
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THEOREM 6. System (1) is practically stable with respect to
(a, 6, t 0 9 11.11), a < a, if there exists a real .-alued function V(x, t)
which is in C 1 for all x E B(P), for all t E J, and a real valued
function iy(t) which is integrable over J, such that
(1) V ^ 1) ( x , t) < V(t);	 x	 B(B), `- F J
(ii)	 ^(T)dT < inf	 V(x, t) - sup	 V(x, t ), t E J.
t0	 IIxll =^ 	 ll xll <a 	 °
PROOF. In Theorem 4 let
S(t) = B(P),
S 0 ( t 0 ) = S0 (t) = B((v) and
S (t) = 11x11 < n, where a < (^.0 0
Let,
g(y, t) = ^(t)	 in Theorem 1 for all t s J.
y = ^(t) and	 r(t) <	 g(r(t), t)	 <	 4)(t)
Let,
r(t) = v[x(t; x 0 , t0 ), t] so that
r(t) = V (1) (X, t )	 g(",, t) = q)(t).	 x E B(S), t E J.
If ^(t) is integrable over J, one can write
t
V(X,t	 t°^,	 °)	 -+ J	 t^l(T)CjT.
t 0 (21)
or
t
f W(T )di  = y (t; sup	 V (x, t o ) , t o ) - y (t ; sup	 V (X' t o ) , t )
t 0	 11X11 <x 0(o
	llx ll
<a 	 (22)
From Theorem 1,
r (t 0 ) < y0.
'	 In this case,
i
y (t) ; sup	 V (X, t o ) , t 
° 
> = y (t ; sup
IIXI <a	 o	 IIX 1i <a
Atop-
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y a y (t ; sup	 V (x, t>, t)0	 o	 II x II <^x 	 o
and
Ir(to ) = Vfx(t o ; xo , t o ) t 0 J = sup	 V(x, t°)
Ilxli<a
therefore
y(t	 sup lI V OC, t ° ), t°) > s up
	
V(-<, t°).
1I x <a	 l xl l <a
From hypothesis (ii) of Theorem 2 after sAstituting proper values of
the sets Sot o ) and 6S(t) one of,cains
y(t; sup	 V(x, t ), t ) < inf	 V(x, t)
Il x ll< a 	Ilxll-p
Thus substituting these values one obtains:
t
J	 ^ (T W < inf	 V(x, t) - sup	 V(x, t ) .	 (23)
t ° 	 I x l l =rj	 I 1 x I I <a	 °
'	 which proves the theorem.
ITHEOREM 7. System (1) is practically stable with respect to
(a,	 ^,	 to, 1!'11),	 a	 < s if there exists a real valued function V(x, 	 t)
which is in C I for all x F:	 B(S),	 for all
	
t	 J,	 such that
(i) (1)(1,	 t)	 < 0.	 x	 E	 B(P),	 t	 E	 J.
(ii) sup	 V(x, t	 )	 <	 inf	 V(x,	 t).	 t	 --	 t,	 t	 ^.	 J.
llxll<a llxll=s	 °
PROOF. In the proof of Theorem 6 choose the function ^(t) 	 - 0.
Then,
y(t) = 0 and r(t) - 0
Let,
r(t)	 V(x, 0
Therefore,
'	 34
'	 V(1) (x, t) < 0.	 x	 B(^), t - J.
From Theorem 2,
'	 y(t; sup
	
v(x, to ), t o ) < inf	 V(x, t).
I; X II <a
	IIXiI=s
'
and from Theorem 1,
r(t o ) _ V0
In this case
r(t o ) = V(x(t°;X°, t o ), t ° ) < sup	 V(x, t o ).	 (24)
11Xll <a
Yo
	
y(to, 
llpll
	
V(x, t o ), t o )	 (25)
'	 x <a
Therefore,
sup	 V(X+ t o ) _ y
11 X Ika	 °
'	 Slnce taie hypothesis of Theorem 1 is satisfied one obtains,
r(t) < y(t). For all t E J.
'	 or,
v_ (t ; sup	 V (x, t ) , t ) > r (t) = V (x, t) >- sup	 V (x, t )	 (26)
1	 llxll <a 	 Ilxll<a	 °
But from Theorem
y (t ; sup
1XI1
sup	 V (x,
Ixl I<a
which proves the
2,
V(x, t ), t ) < inf
	 V(x, t)	 (27)
DC
- IIX11=^
t< inf	 V(x, t).	 t < t, t E J.	 (28)o	 1X1 1=a	 o
theorem.
THFORPI 8. System (1) is uniformly practically stable with respect
to ()t, Q, 11.11), a < (' if there exists a real valued function V(x, t)
which is in C 1 for all x f [B(a) - B(a)], for all t L T, and a real
,i
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valued function W(t) which is integrable over J such that
(i) V (1) (x, t) < tP(t)	 x c [B(e) - B(a) ] and t E J
(ii) ,r t 2 ; (-r)dT < inf	 V(x, t 2 ) - sup	 V(x, t l ) .
t 	 II X II
-P	 IIXII-a
t 1 , t 2 E J t2 < t1
PROOF. '".e proof of this theorem is exactly the same as that of
Theorem 5 if the sets S(t), So (t), 6S0 (t 1 ) and 6S(t 2 ) are defined as
follows:
S(t) - B(P); So (t) - B(a)
- II	 -	 -	 s
^S(t 2 ) =
	
ilxll - (?} and bSo (t l ) 
_ {II x II	 a}
THEORDI 9. Syste ►n (1) is uniformly practically stable with respect
to (a, P, 11 . 11), a < t3 if there exists a real valued functiop V(x, t)
which is in C 1 for all x E [B(s) - B(a)], for all t c J, such that
(i)
(1) (X, t) < 0	 x E [B(P) - B(a)].	 t c J.
(ii) sup	 V(x, t 1 ) < inf	 V(x, t,) ) , x E [ B (P) - B(r) ]
IIXII	 IIXII =P
t 2 , t  c J and t 2 > t 
PROOF. In the proof of Theorem 5 take the sets
6S(t 2 ) as IIXII = P and 6S0 (t 1 ) as IIXII= a
Let
1	 g(y, t) = i (t) = 0 for all t c J so that
y = 0 and r(t) < g - 0.
	
Therefore from Theorem 1, y(t)	 r(t). I.et
r(t) = V[x(t; x 0 to ), t]
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so that
V < 0 for x E [B(S) - B(u) ]
1	 ^s ►td ,
Y (t) > r(t) > V(x, t) for all t E .7.
Therefore,
Y (t	 sup	 V (x, t 
1 ), t ) > sup	 V (x, t ) for all t E J
1	 IIXII =u 	 1	 1	 - II X II =0 	 1
From hypothesis (ii) of Theorem 2,
y(t; sup	 V(x, t ), t ) < inf
	
^'(x, •O	 Z), t E J.	 (29)
XF S0(t0)
	
O	
- XE6S(t)
y(t. 2 , sup	 V(x, t 0 ), t o ) < inf	 V(x, t 2 ), t 2 s J, t 2 > r o • (30)
xESo(to)	 I I:tl I=^
Since g (y, t) is of type K.
y(t 1 ) _ y(t 2 ) for t2 > t 
Therefore,
sup V (x, t ) < y (t	 sup	 V (x, t ) , t 1 ) < y (t 2 ; sup	 v (x, t o ) , t o )I IXI1 =u 	 1	 1	 I I X I 1=a	 1	 xES0(t0)
< inf	 V(x, t 2 ).	 (31)I!XII=0
Therefore,
sup	 V(x, t ) _< inf
	 V(x, t2); t lt i ll t 2 E J and t 2 = t1
II X II=^	 1	 IIXII=^ 
Thus the theorem is proved.
Exarpl c- s
Exam.te 1. Consider the time invariant linear system
x = Ax+bu	 y= CIX
r	 where
(32)
f
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1
0^	 1
A = I 	 1	 b =	 C. = [ 1 1 01L 4	 -1 I	 2
The transfer function of this system is
G(s) = c' r (sl - A) -1
	b-2 1 2
(
5	 )
2
Although this system. is Liapunov stable, Dorato [7) has shown it
to be short time unstable (because the system solution grows beyond the
specified bounds).
The practical stability of this system will be considered here.
To form a proper V function the following equation is solved for P.
ATP + PA = - C
IO	
1^	
P11	 P12	 P11	 P12	 0	 1'	 -1	 0^4
+	 1
1	 - 1	 P21
	
P22J	 P21
	 P22	 4	 1	
0 -1
Solving this equation, one obtains,
P21 = P12 = 2
and
P = 21 P	 = I
11	 8' 22	 2
Therefore,
21	 2
V = X  Px = x 	 85 x
2 2
L
The eigenvalues of P are found by solving
det[aI - P] = 0
	
a - 21	 - 2
det	 8	 = 0
	
L -2	 ?.-=2
i
I"- ..
L-
38
a 2 - 41X + 16 = 0.
X = 41 
+11 X
,41 ) 2 _ 41
16	 16	 16
41 + ► 26.4 - 10.25
16	 2
- 2.56 ± 2.01
= 4.57 and .55.
Hence,
Amin. = .55	 Xmax = 4.57
Now,
V =28 xl2 + 4x 1 x 2 + 2 x 22.
Therefore,
V(l ^ ?4 x 1 x2 + 4x2 2 + 4x l x^ + 5x
(1)
24 x lx 2 + 4x 2 2 + 4x 1 [- 4x l- 	 x 2 + 2u] + 5x 2 [- 4x 1 - x 2 + 2u].
With zero input V (1) reduces to
V	 21 x x + 4x., 2 - x 2 - 4x x - 5 x x - 5x 2(1) 4 1	 4 12	 2
- ( x 12 + x22).
Since V (1)	 0, condition (1) of Theorem 7 is satisfied. According to
condition (ii) of Theorem 7,
sup	 V(x, t o ) < inf	 V(x, t)	 t - t, t e J.
Ilxll <a IIXII=a
But,
sup	 V(x, t ) = a.	 IlxII2 <	 a2
11X11 <a 	o
	
max	 max
i
1	 39
and,
2
inf	 V(x, t) - X	 P
IIXII - Q	
min
Therefore,
2	 2X< a	 Q
max - min
Assume the sets jIxjj = Q and jjxlj < a to be jIxjj = 5 and
as in Example 3 of Uo:ato [7]. Can substitution one obtains,
4.57x1 2 < .55x52
4.57 < 13.75
IXII < 1
Thus condition (ii) of Theorem 7 is also satisfied. Therefore, the
system under consideration is practically stable with respect to
( 1 9 5^ 09,
Example 2. Time varvir-g case. This example is taken from Coppel [5] and
was first given by Cesa-i [8]. The equation under consideration is
x2X + -- + X = 0 .
t
This has the fundamental system of solutions t -1 sin t, t -1 cos t
and is uniformly ar-d asymptotically stable (refer to Cesari [8 ]).
The practical s
t
ability of this system will be investigated here.
The given equation can be written as
X1 = X2
x 2	 t x2 - X1
or
r x	 U	 1	 x
	
1	 1
-	 2
	
x 2-	 -1	 - t	 x2
Thus,
40
0	 1
^	 t
	
^o	 - 1
AT (t)	 2
	
1	 -
t
C(t)= 2 [A (t) + AT (t) ]
	
1 0	 01 -	 0	 0
2 0 - 4	 0 - 2
	
t ^	 t
iLet A(t) be the max instantaneous eigenvalue of C(t). !Jt) = 0 and
'min = - t	
T
• Let the V function be
V(x, t) - V(x) = A,n x X.
'	 N	
2	 T
orm is defined as IIXII = x X.
V(1) (X, t) = V
(1) (x) = x 2 + x 2 (9x1x2 + 2x2x2)
1	 2
'	 _	 1
2	 2 [2x lx` + 2x 2 (- -2^ c 2 - xx1 + x2 l) ]
_ -	 4x22
t ( x1 2 -!- X.
Thus,
V (1) (x, t)	 0	 t E- J.
Therefore, hypotl , -6.is (i) of Theorem 6 is satisfied. For the given V function
sup	 V(x, t ) = sup	 knllxll < kn a.
11 X l! <a	IIX!I <a
inf	 V(x, t) = inf	 kn II xjI = kn(
II X II=^	 IXII=^
tRefer to Example 1 in Michel [6 ].
r
1	 41
IOn application of hypothesis (ii) of Theorem 6 one obtains
t
Or	 o.dT < Rna - kna
t
o
Pna < ^nG
	 n < Q.
The Theorem 6 is thus satisfied and hence this system is practically
stable.
Example 3.
	 Consider a system with a nonlinearity described by
x = Ax + bf(a).
= cTxC
The nonlinearity is given in a sector K l < K < K2 .	 The conditions
for this s ystem to be uniforml y practicall y stable shall be investi-
Fromgated.	 norm inequalities:
R	 <	 11cll
	 11x1I•
Let the V function for the above system Tbe V(x,	 t) = V(x) = x Px
CT
+ q J f(a) dc, where P is given by A TP + AP = - C, C being a positive
Q
definite matrix.	 If f(c)	 is constrained as above, then its maximum
' and minimum values are K a and K a respectively.2	 1 One can write ,
V < x1 Px + qfoK2odc
a
< xTPx + q K o2.
-	 2	 2
2	 2
V	 <	 xTPx + 9 K2 11CII	 11x11
Let 2 be the maximum eigenvalue of P. 	 Let be the minimum eigen-
value of P.	 Then,
2	 Ta11x11	 `	 xPx	 <	 QIIxi12.
42
1
1	 But,
2 2
Si
a
p	 V < Qa2 + 2 K211ci1 a .
'	 I .XI I=
and
inf	 V _> XIIXII 	+ q K I1 x II 2 11CII2
l X l i=^	 2	
1
'	 > as 2 + 2 K1 S2 HCH2
Thus,application of Theorem 9 results in the following:
2 + q h	 II CI12 < Xs2 + q. K 	 II C II 2 ^2
2 2	 2 1
2 2	 2 2+ 2 K2 II C I! ]	 < to + z K l IInII
'	 Mien the above condition along with the condition
V (1) ^ 0
'is satisfied the system will be uniformly practically stable.
 
ix
The object here is to define the error matrix propagation, apply
the practical stability concept and obtain the error bound for the
t
given system. As is well known [1] the direction cosine matrix B(t)
can be expressed in terms of the four parameter vector E(t). The
direction cosine matrix propagates as
I (t)
	 = A(t) B(t) (33)
where Ti(t) is a skew svmmetric matrix of body angular rates as measured
'	 by the system gyroscopes and is given by
(t) =	 0	 az(t)
	 4y(t)
—^Z(t)	 0	 X(t)
	
V (t) —4 X (t)	 0
Ale
------ — -------
-
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m x , ^y , 4 Z , are the rotational rates about the vehicle co-ordinate
system. Since the actual on-board integration is done in a discrete
fashion the true direction cosine matrix propagates as
Bk+1	 Xk B 	 (34)
where Xk is the state transition matrix between states k and k + 1.
It is shown in [9] that the series expansion of X k = eNk (the state
transition matrix) to a certain fixed number of terms is equival ent to
evaluating the equation (33) by the standard numerical integration
techniques. In particular, it is shown that the Euler's, Modified
Euler's and Eunge Kutta (fourth order) methods are equivalent to the
first two, three and five terms in the series expansion for eAk
respectively.	 2	 3
Ak = T + Ak + 2^ + Ak + ....
	
(35j
C
Using only the first two terms in (35) will be equivalent to solving
equation (33) by Fuler's method. Thus the use of an integration
algorithm introduces errors and the approximate cosine matrix pro-
pagates as
Bk+l = Xk B 	 (36)
here
Xk = I + A 	 (37)
Define,
Xk Xk - Xk and En = B  - B 
Therefore
Xk = I + Ak - e Ak .
F
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Subtracting (34) from (36) yields
1'k+l 
a
/k B
 Xk B 
Xk Ai. - X  Bk - Xk B 
Xk I,, + x  Rk . (38)
Define the z matrix (propagation of error matrix) as
Z k+1
T
Bk+1 ik+l
= Bk XkXk
B 
	 Z 	
+ B
	 Xk Xk B 	
Z 
	
+ Bk Xk Xk B  (39)
B and Xk are both orthogonal matrices in the equations above. Define,
:Z'	 =	 Bk Xk Xk B (40)
Then the equation for z matrix reduces to
Zk+1 Z 	 = AZ = P.t Zk + R* . (41)
If h is the numerical integration step size,	 then,
C—h _ h [ 
R:: Z + x., ] .	 (42)
Using the approximation
I
7 = AZ
h
I. = R7 + R
R[Z + I] with Z (0) =0 and R = R
li
Let
(43)t
9' + I = Y
Therefore,
7 = Y and Y (0) = 1.
t For details refer to [101.
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Hence
Y - RY	 (44)
is the formulation of the error equation.
The system (44) can be tested for practical stability and if it
is practicall y stable the error bounds can be obtained by picking tip
a proper V function and obtaining the bounds by the hypothesis (ii)
of Theorem 7. In this case the set Ii x ll < a is given by Il y ll - 1
and Ilyll - B gives the bound in y from which the error bound on Z can
be easily calculated. The bounds so obtained will be the upper bounds
on the error.
V I . CONCLUSIONS
The errors involved in the n , imerical fnt,!gration of differential
equations are shown to be dependent up, , -. integration step size, mode
of operation, word length limitation of the computing machine, etc.
Assuming that the round-off errors are random in nature, the analysis
is carried out with and without additive noise. It is observed that
the noise affects those errors which have a comparable level to the
noise input. Future work in this area can be done to correlate the
output noise levels to the input noise levels, to determine the effect
of noise or, optimum step size and to obtain a better estimation of the
output with noisy inputs.
It is shown that for the Trapezoidal integration scheme a change
of input level changes the errors in both the fixed point and floating
point mode of arithmetic operations in the same manner. It is shown
that as the input magnitude is increased the optimum step size will
decrease but the magnitudes of the errors at the optimum step size will
increase.
A method based on the concept of "Practical Stabilit y " s used for
developing output bounds for a general class of systems 	 For a meaning-
ful quantitatir- theory the system stability is defined in terms of
subsets of the state space which are pre-specified in a given problem
and which in general may be time varying. The differential. eq,lation
46
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to be integrated is converted to or error equation. It is sloven that
the Practical SLab:lity technique can be applied to this equation to
obtain the error bounds of the system. The bounds so obtained will be
the upper bounds on the error. This approach is also applied to several
examples.
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