The purpose of this paper
The Legendre polynomial of order N is defined as Here we have introduced 
Applying this, the conditionforwell-posedness becomes
yieldingthe condition e-a+2?_>0 .
Likewise, for condition (iii) we obtain
showing that thischoiceyieldswell-posedness.For condition(iv)we obtain the following condition
This isobeyed if
implying 2(e -_)_/6 + _(e + _)_//3 + 4(_)/(/_) >__ AS 3.1. The Semi-Discrete Scheme. Equation (3) will be solved using a Legendre collocation method where the collocation points are the Legendre-Gauss-Lobatto points.
This involves finding an Nth degree polynomial, u(x, t), satisfying
in the interior. 
where t_ = wa/b and
is the Legendre weight at the end-points. Proof. We start be defining the discrete, weighted scalar product as uT__ -u_<0, uT+_+U+<0 ,
Then if
Since both matrices are symmetric, the problem is reduced to ensuring that t-l-and Hence, stability is ensured for
with the solution satisfying In the following, we will give these bounds for reference and will return to the numerical validation of these results in Sec. 4. Some of these results may be found in [3, 4, 6], but are here given in a more general framework.
Note that w _ (_o(g2).
(i) Hyperbolic Equations (¢ = 0).
1. _ > 0. Well-posedness is ensured by choosing a > 0 and /_ = 7 = 6 = 0.
Thus, for this case we will only need bounds on T1.
The scheme for the hyperbolic case is stable for
is ensured by choosing 3' > 0 and a = /3 = 6 = 0.
Thus, for this case we will only need bounds on r2. 
where the free-stream values
are associated with the wave-speed, c, and the constant, a _> 0, as
Following the results in Lemma 3.1 (condition (iv): a = )% _ = 1, 7 = 0, 6 --1), we expect the non-linear problem to be well-posed for boundary conditions of the type
where £ > 0 is the value around which we have linearized.
In the present study, we have used the free-stream value at the inflow, i.e. & = b-oo.
Since we know an exact solution, the boundary conditions may be given exactly at all times using Eq.(10).
As initial condition we use With these values of the penalty parameters, we have been able to perform the simulations with a CFL number of 4, which is equivalent to what is usually allowed when using the traditional method. Thus, by fine-tuning the penalty parameters we were able to avoid any effect of the penalty method on the CFL-condition. The following section contains a study of the effect of the penalty method on the CFL-condition and guidelines for fine-tuning the penalty parameter for practical applications.
In Fig. 1 we show the temporal evolution of the traveling wave solution when using the proposed scheme as given by Eq.(8).
The simulation is done with N = 64
and _ = 0.1. We observe no spurious reflections from the open boundary and the kink is seen to travel undisturbed out of the domain. In order to explain the results in Table 2 and 3, we compare in Fig. 2 
and homogeneous Dirichlet boundary conditions. A typical temporal evolution is shown in Fig. 3 . In Table 4 We are now ready to state the following We have to choose T1 and r2 such that the semi-discrete scheme is asymptotically The solution to Eq. (23) is bounded in the form
where we, without loss of generality, have assumed homogeneous boundary conditions.
We construct the energy integral, apply the Gauss-Lobatto This result is independent of whether the inflow is subsonic or supersonic.
Outflow

Condition.
Neglecting the contribution from the off-diagonal terms yields a criteria for stability at the outflow (x = 1) As penalty parameters we used
where N is the number of Chebyshev modes, 2/L is a factor occurring from the radial mapping of L into [- Weemphasized that the proposedschemes remain stableevenin the limit wherethe problems become purely hyperbolic.
The proposedpenalty methodchanges the eigenvalue spectraof the discreteapproximations of the operatorsconsiderably. In orderto understandthis, weperformeda detailedinvestigation of the effecton the eigenvalue spectraof linear operators. It has beenshownthat the valueof the penalty parameter,which is obtainedform the theoreticalanalysis,often in|plies that the maximumallowabletime-stepcompares unfavorablewith that allowedthrough more traditional methods. However,we discussed in detail how to remedythis and showedthat choosingthe penaltyparameterproperlymayallowfor increasing the lnaxilnunltime-ste I) with asmnchas50%.
Although weare not awareof a systematicwayof determiningthe optimal valueof the penalty parameter,we do not seethat as any significantdisadvantage. Our experience tells that oncethe theoretical valuesof the penaltyparameters areobtained,onlya few testsareneeded to obtain the optimal value.Additionally,this onlyhasto bedoneonce,andsinceonly a few hundredtime-steps arerequiredto test whetherthe scheme is stableor not, weconsiderthis an insignificant l)roblem.
Mostof the theoretical results,obtainedfor linearized, constant coefficient versions of the equations, are confirmedby numericalsimulationsof the full non-linearequations.It is stressedthat the proposedpenalty methodis very easyto implementin existingcodes, which is an attractive feature. 
