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Abstract
We investigate the simplicial cohomology of certain Banach operator algebras. The two main examples
considered are the Banach algebra of all bounded operators on a Banach space and its ideal of approximable
operators. Sufficient conditions will be given forcing Banach algebras of this kind to be simplicially trivial.
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1. Introduction
The main purpose of the present note is to investigate the notion of simplicial triviality in the
setting of Banach operator algebras. We will be primarily concerned with the Banach algebra
B(X) of all bounded linear operators on a Banach space X and its ideal A(X) of approximable
operators.
When X is a Hilbert space, A(X) and B(X) are both C∗-algebras. This kind of Banach algebra
has been the object of much study and it is well known that, in this case, A(X) and B(X) are both
simplicially trivial. It seems to be still an open question whether or not every C∗-algebra is sim-
plicially trivial. This has been confirmed in a number of cases. For instance, in [6], Christensen
and Sinclair have shown that nuclear C∗-algebras and C∗-algebras without bounded traces are
all simplicially trivial, and it follows from Wodzicki’s results [21] that the same is true for stable
C∗-algebras.
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known about the simplicial cohomology of Banach operator algebras acting on them. It was
noticed in [7], that the argument used in the proof of [21, Proposition 5] works equally well
whenever the underlying Banach space X is reflexive and isomorphic to p(X) for some 1 <
p < ∞. In these cases, the continuous Hochschild homology groups of B(X) with coefficients in
itself vanish and, by [13, Corollary 1.3], the same holds for its continuous simplicial cohomology
groups. As for the algebra A(X), Grønbæk has shown, in [10], that A(X) is simplicially trivial
whenever A(X) is strongly H-unital and X is isomorphic to p(X) for some 1 p < ∞. It is also
a well-known result of Selivanov that the algebra N (X) of nuclear operators on X is simplicially
trivial whenever X has the Grothendieck approximation property [20].
Apart from the results mentioned in the previous paragraph, we do not know of any other
progress in the study of simplicial triviality for Banach operator algebras. Here, we shall be able
to extend some of the above results to Banach operator algebras acting on important classes of
Banach spaces. This is timely because of the wealth of examples of Banach spaces discovered
since the early fifties, whose structures depart significantly from those of the classic p spaces.
In addition, the study of simplicial triviality for Banach operator algebras seems like a natural
step towards a better understanding of amenability in this setting.
In general, simplicial triviality is stronger than weak amenability and weaker than amenabili-
ty. For Banach operator algebras, in particular, for B(X), amenability has turned out to be a very
restrictive notion. For instance, only recently, infinite-dimensional Banach spaces X for which
B(X) is amenable have been found [1]. We will see, on the other hand, that the situation is quite
different with regard to simplicial triviality. Indeed, it will be seen that both, A(X) and B(X),
happen to be simplicially trivial for several important classes of Banach spaces.
In the setting of Banach operator algebras, there has been, since the early days of bounded
cohomology theory, much interest in understanding the relationship between the cohomology
of the algebra and the geometry of the Banach space the algebra sits on (see for instance [13,
Proposition 6.1]). Our approach to the study of the simplicial cohomology of Banach operator
algebras will be the same. However, whenever possible, we will present our results in a more
general abstract framework that does not involve the realization of the algebra as a concrete
algebra of operators acting on some Banach space.
Some of the ideas of this paper can be traced back to [3] and [9]. An important difference
worth pointing out is that, unlike in [9], here we no longer rely on the presence of a dense
subalgebra with trivial simplicial cohomology to prove our results. This will allow us to treat all
cases in a unified manner, and most importantly, to make further progress.
The note has been organized as follows. In the next section, we have gathered some nota-
tion and terminology. Our main result, Theorem 3.2.1, is proved in Section 3. It gives sufficient
conditions for bounded cocycles into dual Banach modules to be coboundaries, and in turn, for
cohomology groups with coefficient in dual Banach modules to be trivial. The rest of the paper is
essentially devoted to applications of this result to Banach operator algebras. First, in Section 4,
we deal with Banach algebras acting on Banach spaces with relatively ‘nice’ direct sum de-
compositions. For this, a weaker version of Theorem 3.2.1 is given whose hypotheses take into
account, in a more explicit way, the repetitious structure of the algebra. This result is used, in
the same section, to establish the simplicial triviality of B(X) and A(X) for several important
examples of Banach spaces. Then, in Section 5, we deal with algebras of operators on Banach
spaces for which direct sum decompositions, like those considered in Section 4, are unlikely to
exist. Algebras of operators on Tsirelson-like spaces and Gowers–Maurey spaces will be looked
at in this final section.
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In this section we have gathered some notation and terminology that we use throughout the
paper.
Let X be a Banach space. Given a subset S of X we denote by sp(S) its linear span and by [S]
the closure of the latter. We write S[ρ] for the intersection of S with the closed ball of radius ρ
centered at the origin, so, in particular, X[1] denotes the unit ball of X. The topological dual of X
is denoted by X′.
If X and Y are isomorphic Banach spaces, we write this as X  Y and denote by d(X,Y )
the Banach–Mazur distance between them, i.e., the infimum of numbers ‖T ‖‖T −1‖, where
T :X → Y is a linear isomorphism. We write idX for the identity operator on a normed space X.
Recall that a Banach space X is said to have a (topological) direct sum decomposition ⊕i Xi
if every x ∈ X can be represented in a unique way as the sum of a convergent series ∑i xi ,
where xi ∈ Xi (i ∈ N). We shall call one such decomposition C-unconditional if ‖∑i εixi‖ 
C‖∑i xi‖ for every (xi) ∈∏i Xi such that ∑i xi converges and for every sequence (εi) ∈ TN,
where T := {z ∈ C: |z| = 1}.
Given a sequence of Banach spaces (Xi,‖ · ‖i ), we write (⊕i Xi)p , 1  p  ∞ (resp.
(
⊕
i Xi)0) for their p-sum (resp. c0-sum), i.e., the linear space of all sequences (xi) ∈∏
i Xi so that (‖xi‖i ) ∈ p (resp. (‖xi‖i ) ∈ c0), endowed with the norm ‖(xi)‖ := ‖(‖xi‖i )‖p
(resp. ‖(xi)‖ := ‖(‖xi‖i )‖∞). If Xi = X (i ∈ N) then we write p(X) (resp. c0(X)) for the p-
sum (resp. c0-sum) of the sequence (Xi).
Given a net (xα) in R, we write limαxα (resp. limαxα) for its lim sup (resp. lim inf).
Recall that a bounded left (resp. right) approximate identity, b.l.a.i. (resp. b.r.a.i.) in short, for
a Banach algebra A is a bounded net (eα) in A, such that limα eαa = a (resp. limα aeα = a) for
every a ∈ A.
Given a Banach algebra A and a Banach A-bimodule X we write AX for the set {ax: a ∈ A,
x ∈ X}. We call X left essential if X = [AX]. It is easily seen that if A has a bounded left
approximate identity (eα) then, by Cohen’s factorization theorem, X is left essential if and only
if limα eαx = x (x ∈ X). If A has a left identity e then we also call a left essential Banach A-
bimodule X, left unital. Of course, in this case, one has that ex = x (x ∈ X). Right essential
and right unital Banach A-bimodules are defined in the expected way. One then has that the A-
bimodule X is left essential (resp. left unital) if and only if it is right essential (resp. right unital)
when realized as a module over Aop in the usual way.
Given Banach spaces X and Y , we write X ⊗̂ Y for their projective tensor product, and X⊗̂n
(resp. X×n) for the n-fold projective tensor product (resp. cartesian product) of n copies of X
(n ∈ N). Recall that the topological dual of Y ⊗̂ X⊗̂n can be isometrically identified with the
Banach space, Ln(X,Y ′), of all bounded n-linear maps from X×n to Y ′. The isomorphism is
implemented by the map̂: Ln(X,Y ′) → (Y ⊗̂X⊗̂n)′, T 
→ T̂ , where T̂ is the linear functional
defined on elementary tensors by
T̂ (y ⊗ x1 ⊗ · · · ⊗ xn) :=
〈
y,T (x1, . . . , xn)
〉
(y ∈ Y, x1, . . . , xn ∈ X).
Given a Banach algebra A and a Banach A-bimodule X, for every n ∈ N, we let δn : X ⊗̂
A⊗̂n → X ⊗̂A⊗̂(n−1) denote the boundary operator
δn :=
n∑
(−1)idi,
i=0
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di(x ⊗ a1 ⊗ · · · ⊗ an) :=
⎧⎨⎩
xa1 ⊗ a2 ⊗ · · · ⊗ an, i = 0,
x ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an, 1 i  n− 1,
anx ⊗ a1 ⊗ · · · ⊗ an−1, i = n.
We set δ0 = 0. One then has that δn−1δn = 0 (n ∈ N).
When A is a Banach algebra and M is a Banach A-bimodule, we call the elements of
Ln(A,M) bounded n-cochains from A to M. We let L0(A,M) = M. For n > 1, the coboundary
operator ∂n : Ln−1(A,M) → Ln(A,M) is then defined by
∂n(T )(a1, . . . , an) := a1T (a2, . . . , an)
+
n−1∑
i=1
(−1)iT (a1, . . . , aiai+1, . . . , an)
+ (−1)nT (a1, . . . , an−1)an (a1, . . . , an ∈ A).
We let ∂1 : L0(A,M) → L1(A,M) be the map defined by ∂1(m)(a) = am − ma (m ∈ M,
a ∈ A), and let ∂0 : {0} → M be the zero morphism.
Recall that the (topological) dual X′ of a Banach A-bimodule X is a Banach A-bimodule for
module operations defined by
(af )(x) := f (xa) and (f a)(x) := f (ax) (a ∈ A, x ∈ X, f ∈ X′).
A Banach A-bimodule M which is the dual of some Banach A-bimodule X, in this last sense, is
called a dual Banach A-bimodule. In this note, we shall be interested in the case where M is a
dual Banach A-bimodule. In this case, ∂n corresponds to the adjoint of δn, under the isomorphism
between (X ⊗̂A⊗̂n)′ and Ln(A,X′), outlined above. Precisely, if M = X′ for some A-bimodule
X and T ∈ Ln−1(A,X′) then δ′n(T̂ ) = ∂̂n(T ). Bearing this in mind, to simplify, we shall often
identify δ′n with ∂n. Moreover, we shall write just ∂ whenever n is clear from context.
For every n ∈ N, one verifies that ∂n∂n−1 = 0, so im ∂n−1 ⊆ ker ∂n. We denote by
Zn(A,M) the kernel of ∂n+1 and by N n(A,M) the image of ∂n. The elements of Zn(A,M)
(resp. N n(A,M)), shall be called, as customary, n-cocycles (resp. n-coboundaries). The n-th
Banach cohomology group of A with coefficients in M, denoted Hn(A,M), is defined as the
quotient Zn(A,M)/N n(A,M) (this also applies to n = 0).
A Banach algebra A is said to be simplicially trivial if all its cohomology groups with coef-
ficients in A′ vanish, i.e., if Hn(A,A′) = {0} (n ∈ N). When H1(A,A′) = {0} the algebra A is
called weakly amenable.
Recall that, given a Banach space X, the Banach algebra A(X) of approximable operators on
X is defined to be the closure in B(X) of the ideal F(X) of continuous finite-rank operators on X.
When the Banach space has the Grothendieck approximation property A(X) coincides with the
ideal of compact operators. We will write W(X) for the ideal of weakly compact operators on X.
Lastly, by a Banach operator algebra (resp. ideal) A acting on a Banach space X we mean a
subalgebra (resp. ideal) of B(X), which is a Banach algebra with respect to a norm no weaker
than the operator norm. Note that, in the case of a Banach operator algebra, we do not assume
that it contains F(X).
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nology will be introduced as they are needed.
3. Main theorem
In this section, we prove the central result of this note, Theorem 3.2.1 below. For this, some
further preparation is needed. We start by introducing some maps.
Let A be a Banach algebra and let X be a Banach A-bimodule. Given e ∈ A and sequences
(rm) and (sm) in A, related by the identities
rlsm = δl,me (l,m ∈ N), (1)
we define, for each m ∈ N, a bounded linear operator σm : A⊗̂n → A⊗̂n (resp. σm : X ⊗̂A⊗̂n →
X ⊗̂A⊗̂n) by
σm(a1 ⊗ · · · ⊗ an) := sma1rm ⊗ · · · ⊗ smanrm (2)(
resp. σm(x ⊗ a1 ⊗ · · · ⊗ an) := smxrm ⊗ sma1rm ⊗ · · · ⊗ smanrm
)
.
We then define, for each 0 j  n, a bounded linear map gm,j : X ⊗̂ A⊗̂n → X ⊗̂ A⊗̂(n+1)
by
gm,j (x ⊗ a1 ⊗ · · · ⊗ an) := smx ⊗ a1 ⊗ · · · ⊗ aj ⊗ rm ⊗ σm(aj+1 ⊗ · · · ⊗ an), (3)
and set
gm :=
n∑
j=0
(−1)j gm,j . (4)
Note that the sequence of maps arising for a given m by letting n vary does not give rise to
a graded chain map. The maps gm,j ’s will be seen to exhibit a behavior similar to that of a
presimplicial homotopy, as defined in [16, 1.0.8].
Lastly, for each 1 i  n + 1, we let Li : X ⊗̂ A⊗̂n → X ⊗̂ A⊗̂n be the bounded linear map
defined by
Li(x ⊗ a1 ⊗ · · · ⊗ an) :=
{
x ⊗ a1 ⊗ · · · ⊗ (ai − eai)⊗ · · · ⊗ an, 1 i  n,
(x − ex)⊗ a1 ⊗ · · · ⊗ an, i = n+ 1.
Remark 3.1. The notations used for the maps introduced above do not indicate explicitly their
dependence on n. We have chosen to do things this way in order to simplify notations. This,
however, should not cause any confusion as in all what follows the domains and codomains of
these maps will always be clear from context, and moreover, will remain fixed in the course of
any argument.
Note that if A is unital and e is its unit element then the existence of sequences (rm) and (sm)
in A that satisfy (1) amounts to A being properly infinite [15, Lemma 1.8]. Moreover, recall
that, in the case where A = B(X) for some Banach space X, A is properly infinite if and only if
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X  X ⊕X ⊕ Y [15, Proposition 1.9].
Lemma 3.1.1. Let A be a Banach algebra, let X be a Banach A-bimodule, let e ∈ A be such that
there exist sequences (rm) and (sm) in A satisfying (1), and let D ∈ Zn(A,X′). Then, for every
x ∈ X and τ ∈ A⊗̂n, one has that
D̂(ex ⊗ τ) = −∂(D̂gm)(x ⊗ τ)+ D̂Gm(x ⊗ τ)+ D̂σm(x ⊗ τ) (m ∈ N), (5)
where
Gm =
n−1∑
j=0
n∑
i=j+1
(−1)i+j gm,j diLi+1 +
n∑
j=1
djgm,jLj .
In particular, if e is a left identity for A and X is left unital then
D̂ = −∂(D̂gm)+ D̂σm (m ∈ N).
Proof. The argument is very similar to that of the proof of [16, Lemma 1.0.9]. Note first that,
for every m ∈ N,
gmδn + δn+1gm = d0gm,0 − dn+1gm,n +
n∑
j=1
j−1∑
i=0
(−1)i+j (digm,j − gm,j−1di)
+
n−1∑
j=0
n+1∑
i=j+2
(−1)i+j (digm,j − gm,j di−1)+
n∑
j=1
(djgm,j − djgm,j−1).
One easily verifies that
digm,j − gm,j−1di = 0 (0 i < j  n);
digm,j − gm,j di−1 = −gm,j di−1Li (0 j < i − 1 n);
djgm,j − djgm,j−1 = djgm,jLj (1 j  n);
which combined with the previous identity gives
gmδn + δn+1gm = d0gm,0 − dn+1gm,n +Gm. (6)
Applying D̂ on both sides of (6) one obtains the desired identity, for D̂δn+1 = 0, d0gm,0 = σm
and dn+1gm,n(x ⊗ τ) = ex ⊗ τ (x ∈ X, τ ∈ A⊗̂n).
The last assertion follows readily from (5). 
Lemma 3.1.1 should be compared with [10, Proposition 3.1].
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element e, and for each element eα we shall assume the existence of sequences (rm,α) and (sm,α)
satisfying (1). The sub- (or supra)-index α in the notation used for a particular map will always
indicate that the map has been defined with respect to the sequences (rm,α) and (sm,α) associated
to eα .
Given a continuous n-cocycle D ∈ Zn(A,X′), a Banach algebra B containing A as a closed
subalgebra and a Banach B-bimodule Y containing X as a closed subspace, we shall say that
D ∈ Zn(B,Y′) is an extension of D if, for every x ∈ X and every sequence a1, . . . , an ∈ A, one
has that 〈x,D(a1, . . . , an)〉 = 〈x,D(a1, . . . , an)〉.
Next is our main result. It is an extension of [4, Theorem 3.4] to general bounded cocycles.
Theorem 3.2.1. Let A be a Banach algebra, let X be a Banach A-bimodule and let D ∈
Zn(A,X′). Suppose there is a Banach algebra B containing A as a closed subalgebra and
containing a net (eα)α∈I such that I := {a ∈ A: limα eαa = a} is dense in A, M := {x ∈ X:
limα eαx = x} is dense in X and for each eα there are sequences (rm,α) and (sm,α) in B satis-
fying (1). Moreover, suppose there is a B-bimodule Y containing X as a closed subspace such
that D admits an extension D ∈ Zn(B,Y′); and suppose there exist a dense subalgebra I◦ of I ,
a dense submodule M◦ of M and an increasing sequence of positive integers (Nk) such that
(i) there exists a constant K > 0 such that, for every x ∈ M◦[1] and every sequence a1, . . . ,
an−1 ∈ I◦[1],
sup
k
lim
α
∣∣∣∣∣N−1k
Nk∑
m=1
D̂g(α)m (x ⊗ a1 ⊗ · · · ⊗ an−1)
∣∣∣∣∣K,
where the g(α)m ’s are defined as in (4);
(ii) for every x ∈ M◦ and every sequence a1, . . . , an ∈ I◦,
lim
k
lim
α
∣∣∣∣∣N−1k
Nk∑
m=1
D̂σ (α)m (x ⊗ a1 ⊗ · · · ⊗ an)
∣∣∣∣∣= 0,
where the σ (α)m ’s are defined as in (2).
Then D ∈ N n(A,X′).
Furthermore, if
sup
m,α
‖rm,α‖‖sm,α‖ < ∞, (7)
then I = A, M = X and (i) is automatically satisfied.
In proving the theorem, we shall rely on the following auxiliary result.
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equipped with the norm defined by the Minkowski functional of the absolutely convex hull of S.
Let (fα) be a net in Y ′ such that
lim
α
∣∣fα(s)∣∣ L (s ∈ S),
for some constant L. Then there exist f ∈ X′[L] and a subnet (fαj ) of (fα) such that
lim
j
fαj (x) = f (x) (x ∈ X).
Proof. That there is a subnet (fαj ) of (fα) and a linear functional f on X such that
limj fαj (x) = f (x) (x ∈ X) is shown as in the classic proof of the Banach–Alaoglu Theo-
rem. First, set δx = limα|fα(x)| + 1 (x ∈ X). Note that, since limα|fα(s)| < ∞ (s ∈ S) and
X = sp(S), we must have limα|fα(x)| < ∞ (x ∈ X). To each fα associate the point (f α(x))
in the compact set C := ∏x∈X[−δx, δx], where f α(x) is defined to be fα(x) if |fα(x)|  δx
and 0 otherwise. The net (f α) has a subnet (f αj ) convergent in the product topology to some
point f ∈ C, i.e., so that limj f αj (x) = f (x) (x ∈ X). Let x ∈ X be arbitrary, and choose
j0 ‘big enough’ so that |fαj (x)|  δx for every j  j0. Then f αj (x) = fαj (x) (j  j0)
and limj fαj (x) = limj f αj (x) = f (x). This last also implies that f must be linear. Clearly,
limα|fα(s)| L implies that |f (s)| L (s ∈ S). Since the absolutely convex hull of S is dense
in X[1], we must have |f (x)| L (x ∈ X[1]), i.e., f is continuous and ‖f ‖ L. 
Proof of Theorem 3.2.1. Let a1, . . . , an ∈ I◦ and x ∈ M◦ be arbitrary. Set τ = a1 ⊗ · · · ⊗ an,
and set Φk,α = N−1k
∑Nk
m=1 D̂g(α)m and Ψk,α = N−1k
∑Nk
m=1 D̂σ (α)m (α ∈ I, k ∈ N).
From Lemma 3.1.1, one easily obtains that
D̂(eαx ⊗ τ) = −∂Φk,α(x ⊗ τ)+Υk,α(x ⊗ τ)+Ψk,α(x ⊗ τ), (8)
where
Υk,α = N−1k
Nk∑
m=1
n−1∑
j=0
n∑
i=j+1
(−1)i+j D̂g(α)m,j diL(α)i+1 +N−1k
Nk∑
m=1
n∑
j=1
D̂djg(α)m,jL(α)j .
We then apply Lemma 3.2.1 with Y = Y⊗̂B⊗̂(n−1), S = {y ⊗ b1 ⊗ · · · ⊗ bn−1: y ∈ M◦[1]
and bi ∈ I◦[1] (1  i  n − 1)} and fα = Φk,α (α ∈ I ). One easily verifies that sp(S) = M◦ ⊗
(I◦)⊗(n−1) and that the Minkowski functional of the absolutely convex hull of S is precisely the
projective norm on sp(S). (Recall that the unit ball of the projective tensor product is the closure
of the absolutely convex hull of the elementary tensors of norm 1.) Clearly, condition (i) implies
that limα|Φk,α(s)|  K (s ∈ S). Hence, by the lemma, there exist Φk ∈ (X ⊗̂ A⊗̂(n−1))′[K] and
a subnet (Φk,αj )j∈J of (Φk,α)α∈I (where J = J (k)) such that limj Φk,αj (ξ) = Φk(ξ) for every
ξ ∈ sp(S). Note that ∂Φk,α(x ⊗ τ) = Φk,αδ(x ⊗ τ) and note that, as I◦ is an algebra and M◦ is
an I◦-bimodule, δ(x ⊗ τ) ∈ sp(S), so
lim ∂Φk,αj (x ⊗ τ) = limΦk,αj δ(x ⊗ τ) = Φk
(
δ(x ⊗ τ))= ∂Φk(x ⊗ τ),j j
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limα Υk,α(x ⊗ τ) = 0, replacing α by αj in (8) and taking limits with respect to j , one obtains
that
D̂(x ⊗ τ) = −∂Φk(x ⊗ τ)+Ψk,x⊗τ , (9)
where Ψk,x⊗τ = limj Ψk,αj (x ⊗ τ).
It is clear from the previous paragraph that the sequence (Φk) is bounded by K , and it follows
from (ii) that limk Ψk,x⊗τ = 0. Choose a weak∗-convergent subnet (Φkd )d∈D of (Φk). Then,
replacing k by kd in (9) and taking limits once more, this time with respect to d , we arrive at
D̂(x ⊗ τ) = −∂Φ(x ⊗ τ), (10)
where Φ = w∗- limd∈D Φkd . Since D̂ and ∂Φ are both continuous and linear, and I◦ and M◦ are
dense in A and X, respectively, one concludes from (10) that D̂ = ∂(−Φ), or equivalently, that
D ∈ N n(A,X′), as claimed.
Now suppose the sequences (rm,α) and (sm,α) satisfy (7). Then (eα) must be bounded, which
combined with the fact that I is dense in A gives that limα eαa = a (a ∈ A), i.e., I = A. A sim-
ilar argument shows that M = X. That (7) implies (i) is easy to see. 
The hypotheses of Theorem 3.2.1 have been chosen so as to take into account situations
in which some of the maps needed to define the averages may not belong to the algebra. For
instance, for any Banach space X, one can easily construct a net (eα) in F(X) such that the right
ideal I of the last theorem is dense in A(X) (see the proof of Proposition 4.3 below). However,
if X does not have the bounded approximation property then it is not clear, in general, how to
define (eα) so that, in addition, conditions (i) and (ii) be satisfied. It was shown in [10], that if X is
isomorphic to p(X) for some 1 p < ∞ and A(X) is strongly H-unital then bounded cocycles
on A(X) can be extended to bounded cocycles on the closed subalgebra of B(X) generated by
A(X) and all maps of the form ıiπj , where πj denotes the j -th coordinate projection and ıi the
i-th coordinate embedding with respect to the direct sum decomposition p(X) of X. Clearly, the
maps ıiπj (i, j ∈ N) provide the extra structure needed to carry out our averages. One could thus
think of the algebra A(X) and the subalgebra of B(X) described above as the Banach algebras
A and B, respectively, of our theorem.
Remark 3.3. In general, it can be shown that if A is a strongly H-unital Banach algebra and
C is a simplicially trivial Banach algebra acting on A, so that A is a Banach C-bimodule, then
every bounded cocycle on A can be extended to a bounded cocycle on the semidirect product
of A and C, where the latter is defined as the 1-sum of A and C endowed with the multiplication
operation
(a1, c1)(a2, c2) := (a1a2 + a1c2 + c1a2, c1c2) (a1, a2 ∈ A, c1, c2 ∈ C).
The proof of this is exactly the same as that of [10, Proposition 2.2]. One simply needs to note
that the amenability assumption on C can be weakened to just simplicial triviality, for if C is
simplicially trivial then, by [13, Corollary 1.3], Hn(C,C) = {0} (n ∈ N), which is all is used in
the proof of [10, Proposition 2.2].
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trate primarily on Banach operator algebras with bounded one-sided approximate identities. It is
well known that Banach algebras with this last property are strongly H-unital (see [22, Proposi-
tion 5]).
The final part of Theorem 3.2.1 suggests that, in general, the expression under the coboundary
operator is relatively easy to handle, and in fact, this will be the case in all the examples that we
will consider in the next section. As for the term
N−1
N∑
m=1
D̂σ (α)m (x ⊗ a1 ⊗ · · · ⊗ an), (11)
we should notice that if eα is an idempotent and supN ‖
∑N
m=1 sm,αrm,α‖ < ∞ then the sequence
(σ
(α)
m (x ⊗ a1 ⊗ · · · ⊗ an))m∈N is a basic sequence in X ⊗̂ A⊗̂n. Indeed, if these two conditions
are satisfied then, for every x ∈ X and every a ∈ A, one easily verifies that (sm,αxrm,α)m∈N
and (sm,αarm,α)m∈N are basic sequences in X and A, respectively. So, (σ (α)m (x ⊗ a1 ⊗ · · · ⊗
an))m∈N is nothing but the main diagonal of the space [sm,αxrm,α]m∈N⊗̂[sm,αa1rm,α]m∈N⊗̂ · · · ⊗̂
[sm,αanrm,α]m∈N with respect to the outlined bases. In some special cases this main diagonal is
well understood, see for instance [23, Theorem 1] and [2, Theorem 1.3]. In general, however,
finding sharp asymptotic estimates for the norm of (11) does not seem to be an easy task. We shall
do this in the next section by relating the growth of (11) to the growth of the norm of the diagonal
amplification operator N , which, for the algebras that we are interested in, seems to be easier
to estimate, or at least more appropriate.
4. First applications
We now apply the results from the previous section to Banach algebras of operators acting
on Banach spaces with a suitable geometric structure. Here, what is meant by a ‘suitable geo-
metric structure’ is, roughly speaking, a repetitive structure appropriate for applying averaging
techniques. First, we present a general result (Corollary 4.1 below) giving conditions on the Ba-
nach algebra itself under which various cohomology groups vanish and, in particular, ensuring
simplicial triviality of the algebra. In the case of Banach algebras of operators, these conditions
will be seen to have an easy interpretation in terms of the geometry of the underlying Banach
space.
Once again, let A be a Banach algebra, let X be a Banach A-bimodule, and let e, (rm) and
(sm) in A be related as in (1). For every N ∈ N, define ΔN(a) :=∑Nm=1 smarm (a ∈ A) and
ΔN(x) :=∑Nm=1 smxrm (x ∈ X). Then let ΔnN : X ⊗̂ A⊗̂n → X ⊗̂ A⊗̂n be the bounded linear
operator given on elementary tensors by
ΔnN(x ⊗ a1 ⊗ · · · ⊗ an) := ΔN(x)⊗ΔN(a1)⊗ · · · ⊗ΔN(an). (12)
In accordance with earlier conventions (see Remark 3.1 above), we will write simply ΔN when-
ever n is clear from context.
We will need the following technical result. Its proof relies on a well-known averaging tech-
nique related to the study of unconditional structures.
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and (sm) in A satisfying condition (1). For each N ∈ N, let
Uε,N :=
N∑
m=1
εmπm
(
ε = (ε1, ε2, . . . , εN) ∈ {−1,1}N
)
, (13)
where πm = smrm (m ∈ N). Let Ui,N : X ⊗̂ A⊗̂n → X ⊗̂A⊗̂n (1 i  n) be the bounded linear
operator defined by
Ui,N (x ⊗ a1 ⊗ · · · ⊗ an) := 2−N
∑
ε
x ⊗ a1 ⊗ · · · ⊗Uε,Nai−1 ⊗Uε,Nai ⊗ · · · ⊗ an.
Let UN := Un,N ◦ · · · ◦U1,N and let Me : X ⊗̂A⊗̂n → X ⊗̂A⊗̂n be the bounded linear operator
defined by
Me(x ⊗ a1 ⊗ · · · ⊗ an) := ex ⊗ e2a1 ⊗ · · · ⊗ e2an−1 ⊗ ean.
Then
UN ◦ΔN =
N∑
m=1
σm ◦Me. (14)
Proof. We argue by induction on 1 i  n. As N will remain fixed throughout the entire proof,
we will drop it from the notations.
First, note that
U1 ◦Δ(x ⊗ a1 ⊗ · · · ⊗ an)
= 2−N
∑
ε
UεΔ(x)⊗UεΔ(a1)⊗ · · · ⊗Δ(an)
= 2−N
∑
ε
(∑
m
εmsmexrm
)
⊗
(∑
k
εkskea1rk
)
⊗ · · · ⊗Δ(an)
=
∑
k,m
(
2−N
∑
ε
εkεm
)
smexrm ⊗ skea1rk ⊗ · · · ⊗Δ(an)
=
∑
m
σm(ex ⊗ ea1)⊗Δ(a2)⊗ · · · ⊗Δ(an).
Suppose it has been shown that
Ui ◦ · · · ◦U1 ◦Δ(x ⊗ a1 ⊗ · · · ⊗ an)
=
∑
m
σm
(
ex ⊗ e2a1 ⊗ · · · ⊗ e2ai−1 ⊗ eai
)⊗Δ(ai+1)⊗ · · · ⊗Δ(an).
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Ui+1 ◦ · · · ◦U1 ◦Δ(x ⊗ a1 ⊗ · · · ⊗ an)
= 2−N
∑
ε
∑
m
σm
(
ex ⊗ · · · ⊗ e2ai−1
)⊗Uεσm(eai)⊗UεΔ(ai+1)⊗ · · · ⊗Δ(an)
= 2−N
∑
ε
∑
k,m
εkεmσm
(
ex ⊗ · · · ⊗ e2ai
)⊗ skeai+1rk ⊗ · · · ⊗Δ(an)
=
∑
m
σm
(
ex ⊗ · · · ⊗ e2ai ⊗ eai+1
)⊗Δ(ai+2)⊗ · · · ⊗Δ(an).
Continuing in this way one arrives at the desired identity. 
Proposition 4.1. Let A be a Banach algebra with a net of idempotents (eα)α∈I such that the
right ideal I of Theorem 3.2.1 is dense in A and for each eα there are sequences (rm,α) and
(sm,α) in A that satisfy (1). Let X be a left essential Banach A-bimodule, and let Δ(α)N and U(α)ε,N
be defined as in (12) and (13), respectively. Suppose there exist a dense subalgebra I◦ of I , a
dense submodule X◦ of X, and an increasing sequence of positive integers (Nk) so that (i) of
Theorem 3.2.1 holds for every D ∈ Zn(A,X′), and
(a) there is L> 0 such that, for every x ∈ X◦ and every k ∈ N, there exists αx,k ∈ I such that
max
ε
∥∥U(α)ε,NkΔ(α)Nk (x)∥∥ L∥∥Δ(α)Nk (x)∥∥ (α  αx,k);
(b) there is M > 0 such that, for every a ∈ I◦ and every k ∈ N, there exists αa,k ∈ I such that
max
ε
∥∥U(α)ε,NkΔ(α)Nk (a)∥∥M∥∥Δ(α)Nk (a)∥∥ (α  αa,k);
(c) for every x ∈ X◦ and every a ∈ I◦,
lim
k
lim
α
N−1k
∥∥Δ(α)Nk (x)∥∥∥∥Δ(α)Nk (a)∥∥n = 0.
Then Hn(A,X′) = {0}.
In addition, if (eα) is a b.l.a.i. and the sequences (rm,α) and (sm,α) can be chosen to satisfy (7)
then (i) of Theorem 3.2.1 is automatically satisfied for every D ∈ Zn(A,X′) and we no longer
need the eα’s to be idempotents.
Proof. Set B = A and Y = X. Note that {x ∈ X: limα eαx = x} is dense in X, for X is left
essential and I is dense in A. By Theorem 3.2.1, we only need to show that (ii) of the same
theorem is satisfied. So, let D ∈ Zn(A,X′), x ∈ X◦[1] and a1, . . . , an ∈ I◦[1] be arbitrary, and set
τ = a1 ⊗ · · · ⊗ an.
Let us first look at the case where the eα’s are idempotents. In this case, by replacing
sm,α by sm,αeα , if necessary, we can assume that the sequence (sm,α) satisfies sm,αeα = sm,α
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Lemma 4.0.1 gives
N∑
m=1
σ (α)m = U(α)N Δ(α)N . (15)
Straightforward computations, involving the definitions of U(α)N and Δ
(α)
N , and the triangle in-
equality, show that
∥∥U(α)N Δ(α)N (x ⊗ τ)∥∥maxε ∥∥U(α)ε,NΔ(α)N (x)∥∥
n−1∏
i=1
max
ε,ε′
∥∥U(α)ε,NU(α)ε′,NΔ(α)N (ai)∥∥
× max
ε
∥∥U(α)ε,NΔ(α)N (an)∥∥. (16)
As sm,αeα = sm,α (m ∈ N), one easily sees that U(α)ε,NU(α)ε′,N = U(α)εε′,N (ε, ε′ ∈ {−1,1}N), so
max
ε,ε′
∥∥U(α)ε,NU(α)ε′,NΔ(α)N (ai)∥∥= maxε ∥∥U(α)ε,NΔ(α)N (ai)∥∥ (1 i < n). (17)
Combining (15), (16) and (17), and taking into account (a) and (b), one obtains, for big enough α,
that ∥∥∥∥∥
Nk∑
m=1
σ (α)m (x ⊗ τ)
∥∥∥∥∥ LMn∥∥Δ(α)Nk (x)∥∥∥∥Δ(α)Nk (a1)∥∥ . . .∥∥Δ(α)Nk (an)∥∥,
and in turn, that
lim
α
∥∥∥∥∥
Nk∑
m=1
σ (α)m (x ⊗ τ)
∥∥∥∥∥ LMn limα ∥∥Δ(α)Nk (x)∥∥∥∥Δ(α)Nk (ai)∥∥n,
for some 1 i  n. It follows from this last and (c) that
lim
k
lim
α
∣∣∣∣∣N−1k
Nk∑
m=1
D̂σ (α)m (x ⊗ τ)
∣∣∣∣∣ limk limα N−1k ‖D‖
∥∥∥∥∥
Nk∑
m=1
σ (α)m (x ⊗ τ)
∥∥∥∥∥
 LMn‖D‖ lim
k
lim
α
N−1k
∥∥Δ(α)Nk (x)∥∥∥∥Δ(α)Nk (ai)∥∥n = 0,
as needed.
Next, let us consider the case where (eα) is a b.l.a.i. and (7) is satisfied. It is easy to see that
(16) still holds, and a standard argument, involving the triangle and algebra-norm inequalities
together with the new hypotheses, shows that
lim
[
σ (α)m (x ⊗ τ)− σ (α)m Meα (x ⊗ τ)
]= 0,
α
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lim
α
∥∥∥∥∥
N∑
m=1
σ (α)m (x ⊗ τ)
∥∥∥∥∥= limα
∥∥∥∥∥
N∑
m=1
σ (α)m Meα (x ⊗ τ)
∥∥∥∥∥.
Combining this last, (14) and (16) one obtains
lim
α
∥∥∥∥∥
N∑
m=1
σ (α)m (x ⊗ τ)
∥∥∥∥∥
 lim
α
(
max
ε
∥∥U(α)ε,NΔ(α)N (x)∥∥ n−1∏
i=1
max
ε,ε′
∥∥U(α)ε,NU(α)ε′,NΔ(α)N (ai)∥∥maxε ∥∥U(α)ε,NΔ(α)N (x)∥∥
)
.
One easily verifies that
lim
α
[
U
(α)
ε,NU
(α)
ε′,NΔ
(α)
N (ai)−U(α)εε′,NΔ(α)N (ai)
]= 0 (1 i < n),
so,
lim
α
∥∥∥∥∥
Nk∑
m=1
σ (α)m (x ⊗ τ)
∥∥∥∥∥ limα
(
max
ε
∥∥U(α)ε,NkΔ(α)Nk (x)∥∥ n∏
i=1
max
ε
∥∥U(α)ε,NkΔ(α)Nk (ai)∥∥
)
 LMn lim
α
∥∥Δ(α)Nk (x)∥∥∥∥Δ(α)Nk (a1)∥∥ . . .∥∥Δ(α)Nk (an)∥∥
 LMn lim
α
∥∥Δ(α)Nk (x)∥∥∥∥Δ(α)Nk (ai)∥∥n,
for some 1  i  n, where the penultimate inequality follows from (a) and (b). The rest
is clear. 
Remark 4.2. There is, of course, a version of Proposition 4.1 for right essential Banach bimod-
ules and bounded right approximate identities, which can be easily obtained from the latter by
replacing A by Aop and passing from A-bimodules to Aop-bimodules in the usual way. We will
not need it in this note, so we leave the details to the reader.
As an immediate corollary of Proposition 4.1, one recovers the well-known fact that every
properly infinite, unital C∗-algebra has trivial simplicial cohomology (see [6]). However, one
can obtain this result in a more direct way if one replaces the maps defined in (3) by new maps,
hNm,j : X ⊗̂ A⊗̂n → X ⊗̂ A⊗̂(n+1) (0  j  n, 1  m  N, n,N ∈ N), given on elementary
tensors by
hNm,j (x ⊗ a1 ⊗ · · · ⊗ an) := smx ⊗ a1 ⊗ · · · ⊗ aj ⊗ rm ⊗ΔN(aj+1 ⊗ · · · ⊗ an).
Indeed, if A is a properly infinite, unital C∗-algebra and e its identity one can choose the rm’s
and sm’s to be partial isometries. Then, letting X = A,
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n∑
j=0
(−1)jhNm,j and hN = N−1
N∑
m=1
hNm (1mN, N ∈ N),
and arguing exactly as in the proof of Lemma 3.1.1, one obtains that
D̂ = −∂(D̂hN )+N−1D̂ΔN (D̂ ∈ Zn(A,A′)).
As (in this very special case) the amplification operator, ΔN , does not increase the norm one
easily obtains from this last identity that D̂ = ∂(−Φ) whenever Φ is the weak-∗ limit of a
weak∗-convergent subnet of (D̂hN)N∈N.
Clearly, the argument of the previous paragraph applies also to the Banach algebra B(X)
whenever the underlying Banach space X has a complemented subspace isomorphic to either
c0(X) or to p(X) for some 1 p ∞. (In this respect, see also [7, Proposition 5.7].) So, for
instance, B(B(p)), 1 p ∞, is simplicially trivial, for elements of B(p) can be realized as
infinite matrices with entries in B(p), and the space of diagonal matrices with respect to this
representation is a complemented subspace of B(p), isomorphic to ∞(B(p)).
This approach (which, at least in spirit, resembles that of [10] and [21]), however, is not
particularly useful when one is dealing with Banach operator algebras on more general Banach
spaces. Its main disadvantage lies on the fact that hN is often unbounded. Indeed, given n ∈ N,
for every 0 j  n one has that(
sup
1mN
‖rm‖‖sm‖
)
‖ΔN : A → A‖n−j

∥∥∥∥∥N−1
N∑
m=1
hNm,j
∥∥∥∥∥
∥∥∥∥∥N−1
N∑
m=1
μj ◦ hNm,j
∥∥∥∥∥= ‖ΔN : A → A‖n−j ,
where μj : X ⊗̂ A⊗̂(n+1) → X ⊗̂ A⊗̂n (0  j  n) is the norm-one linear map defined on ele-
mentary tensors by
μj (x ⊗ a1 ⊗ · · · ⊗ aj ⊗ aj+1 ⊗ aj+2 ⊗ · · · ⊗ an+1)
:= aj+1x ⊗ a1 ⊗ · · · ⊗ aj ⊗ aj+2 ⊗ · · · ⊗ an+1.
Thus, if (rm) and (sm) are bounded and ‖ΔN : A → A‖ → ∞ as N → ∞ then the order of
growth of ‖hN : X ⊗̂A⊗̂n → X ⊗̂A⊗̂(n+1)‖ is the same as that of ‖ΔN : A → A‖n.
Likewise, if one defines the maps hNm,j as in the proof of [10, Theorem 2.1], i.e., by the formula
hNm,j (x ⊗ a1 ⊗ · · · ⊗ an) := σm(x ⊗ a1 ⊗ · · · ⊗ aj )⊗ πm ⊗ΔN(aj+1 ⊗ · · · ⊗ an),
then, in general, ‖ΔN‖ → ∞ will imply ‖hN‖ → ∞. In this case, the growth of hN will be
closely related to the behavior of the sequences (σm(x ⊗ a1 ⊗ · · · ⊗ aj ))m∈N (1 j  n). Also
note that, if one uses this last definition then one further needs to relate D̂(σm(x⊗a1 ⊗· · ·⊗an))
to D̂(x ⊗ a1 ⊗ · · · ⊗ an) by means of some sort of homotopy argument.
In what remains of the section, we look at some concrete examples. Most of the results that
follow extend results from [4], where mostly weak amenability was considered.
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rem 3.2.1, in particular, the denseness of I in A and the order in which the limits limα and limN
are taken. It also shows that the Grothendieck approximation property is not a requirement for
the vanishing of the simplicial cohomology of A(X).
Recall from [12] that the (Johnson) space Cp , 1 p ∞ (resp. C0) is defined to be the p-
sum (resp. c0-sum) of any countable family of finite-dimensional Banach spaces dense, in the
Banach–Mazur sense, in the class of all finite-dimensional Banach spaces.
Proposition 4.3. For every Banach space X, the algebra A(X ⊕Cp), 1 p ∞ (resp. A(X ⊕
C0)) is simplicially trivial.
Proof. Let X be a Banach space and let Cp = (⊕∞i=1 Gi)p , 1  p ∞, be a Johnson space,
so the sequence (Gi) is dense in the class of all finite-dimensional Banach spaces with respect
to the Banach–Mazur distance. (The case where p = 0 can be treated similarly.) We write πi
(resp. ıi ) for the i-th coordinate projection (resp. embedding) corresponding to this direct sum
decomposition of Cp .
Let M be the collection of all finite-dimensional subspaces of X ordered by inclusion, and for
each E ∈ M, let PE be a projection from X onto E. For each pair α = (E,N) ∈ M× N, define
PE,N := PE ⊕ π1 ⊕ · · · ⊕ πN . The net (Pα)α∈M×N need not be an approximate identity for the
Banach algebra A(X ⊕ Cp), however, the right ideal I associated with it, as in Theorem 3.2.1,
contains the ideal of finite-rank operators, and so, is dense in A(X ⊕ Cp). To see this, simply
note that limE PET = T (T ∈ F(X ⊕Cp,X)) and that limN π1 ⊕ · · · ⊕ πNT = T (T ∈ F(X ⊕
Cp,Cp)). We let I◦ = F(X ⊕Cp).
Given α ∈ M × N and ε > 0 arbitrary, choose an increasing sequence of positive integers,
(im,α), so that d(rgPα,Gim,α )  1 + ε (m ∈ N). For each m ∈ N, let Tm,α : rgPα → Gim,α be a
linear isomorphism such that ‖Tm,α‖‖T −1m,α‖ 1 + ε. Then define rm,α := T −1m,απim,α and sm,α :=
ıim,αTm,αPα (m ∈ N). It is clear that the sequences (rm,α) and (sm,α), constructed in this way,
satisfy (1). Moreover, given n ∈ N, for any sequence a0, . . . , an−1 ∈ I◦,∥∥g(α)m,j (a0 ⊗ a1 ⊗ · · · ⊗ an−1)∥∥
 ‖sm,αa0‖‖a1‖ . . .‖aj‖‖rm,α‖
∥∥σm,α(aj+1)∥∥ . . .∥∥σm,α(an−1)∥∥
 (1 + ε)n−j‖Pαa0‖‖a1‖ . . .‖aj‖‖Pαaj+1‖ . . .‖Pαan−1‖
→ (1 + ε)n−j‖a0 ⊗ a1 ⊗ · · · ⊗ an−1‖.
It follows readily from this last and the definition of the g(α)m ’s that condition (i) of Theorem 3.2.1
is satisfied for every D ∈ Zn(A(X ⊕Cp),A(X ⊕Cp)′) (n ∈ N).
One easily sees that limα U(α)ε,NΔ
(α)
N (a) = Δ(α)N (a) (a ∈ I◦). So, (a) and (b) of Proposition 4.1
hold too. Lastly, for every ξ ∈ X ⊕Cp and a ∈ I◦,
∥∥Δ(α)N (a)(ξ)∥∥p =
∥∥∥∥∥
N∑
m=1
ıim,αTm,αPαaT
−1
m,απim,α (ξ)
∥∥∥∥∥
p

N∑
(1 + ε)p‖Pαa‖p
∥∥πim,α (ξ)∥∥p  (1 + ε)p‖Pαa‖p‖ξ‖p,m=1
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(n ∈ N). Whence the desired result. 
The case n = 1 of our next result was established in [4, Corollary 4.8]. Here, we extend it to
higher cohomology groups with coefficients in the same kind of modules. One should say that the
extended version does not seem to follow from [4, Corollary 4.8] and the reduction of dimension
theorem.
Proposition 4.4. Let X be a Banach space with an unconditional direct sum decomposition⊕∞
i=0 Xi such that supi1 d(Xi,X) < ∞, and let (ri) and (si) be bounded sequences in B(X)
such that, for every i ∈ N, risi = idX and siri is the i-th coordinate projection with respect to
the given decomposition. Suppose
∑
i siri+1 and
∑
i si+1ri are power bounded, and suppose
supN ‖
∑N
i=1 siuri‖ < ∞ (u ∈ B(X)). If X is a left essential Banach B(X)-bimodule containing
no isomorphic copies of 1 then Hn(B(X),X′) = {0} (n ∈ N). In particular, Hn(B(p),X′) = {0}
for every n ∈ N and every B(p)-bimodule with no subspaces isomorphic to 1.
Proof. We apply Proposition 4.1. As the decomposition is unconditional, there is C > 0 so
that ‖Uε,N(ξ)‖ = ‖∑N1 εiπi(ξ)‖  C‖∑N1 πi(ξ)‖ (ξ ∈ X). Also ∑N1 πi(ξ) → ξ as N → ∞
(ξ ∈ X), so ‖Uε,N‖  C supM ‖
∑M
1 πi‖ < ∞. It follows readily from this that (a) and (b) are
satisfied.
To prove (c), let x ∈ X, u ∈ B(X) and n ∈ N be arbitrary. One needs to show that
limN N−1‖ΔN(x)‖‖ΔN(u)‖n = 0. By hypothesis, supN ‖ΔN(u)‖ < ∞, so (‖ΔN(u)‖n)N is a
bounded sequence. Thus, it will suffice to show that ‖ΔN(x)‖ = o(N). For this, set xi = sixri
(i ∈ N). Clearly, we can assume x = 0. Under the hypotheses of the theorem the sequence (xi)
is an unconditional, semi-normalized basic sequence. Indeed, for every i ∈ N,
0 <M−1‖x‖ = M−1‖risixrisi‖ ‖xi‖M‖x‖, (18)
where M = supi ‖ri‖‖si‖, and for every eventually zero scalar sequence (αi), every sequence
(εi) ∈ T and every N ∈ N,∥∥∥∥∥
n∑
i=1
εiαixi
∥∥∥∥∥=
∥∥∥∥∥
(
n∑
i=1
εiπi
)(∑
i
αixi
)∥∥∥∥∥ (supε,n ‖Uε,n‖
)∥∥∥∥∑
i
αixi
∥∥∥∥. (19)
Moreover, the left and right shifts with respect to (xi) are power bounded, for
∑
i
αi+nxi =
(∑
j
sj rj+1
)n(∑
i
αixi
)(∑
k
sk+1rk
)n
,
and
∑
i
αixi+n =
(∑
j
sj+1rj
)n(∑
i
αixi
)(∑
k
skrk+1
)n
,
for every scalar sequence (αi) with finitely many non-zero terms and every n ∈ N.
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sequence of scalars α1, . . . , αN , we have(
N∑
i=1
|αi |
)∥∥∥∥∥
N∑
i=1
xi
∥∥∥∥∥=
∥∥∥∥∥
N∑
i=1
(
N∑
k=1
|ασk(i)|
)
xi
∥∥∥∥∥

N∑
k=1
(∥∥∥∥∥
N−k∑
i=1
|ασk(i)|xi
∥∥∥∥∥+
∥∥∥∥∥
N∑
i=N−k+1
|ασk(i)|xi
∥∥∥∥∥
)
= N
(∥∥∥∥∥
N−k∑
i=1
|αi+k|xi
∥∥∥∥∥+
∥∥∥∥∥
k∑
i=1
|αi |xi+N−k
∥∥∥∥∥
)
NK(1 + 2C)
∥∥∥∥∥
N∑
i=1
|αi |xi
∥∥∥∥∥,
where K = supn ‖(
∑
i siri+1)n‖‖(
∑
i si+1ri)n‖ and C denotes the projection constant of the
basis (xi). Combining this last inequality with (18) and (19) one obtains that
1
K(1 + 2C)N
−1
∥∥∥∥∥
N∑
i=1
xi
∥∥∥∥∥
N∑
i=1
|αi |
 sup
ε,n
‖Uε,n‖
∥∥∥∥∥
N∑
i=1
αixi
∥∥∥∥∥M‖x‖ supε,n ‖Uε,n‖
N∑
i=1
|αi |,
for every sequence α1, . . . , αN ∈ C and N ∈ N. But X contains no subspace isomorphic to 1, so
we must have limN N−1‖∑Ni=1 xi‖ = 0. The rest is clear. 
Recall from [4] that, given a Banach space X with a direct sum decomposition ⊕i Xi ,
the latter is said to satisfy a lower (resp. an upper) r-estimate (1  r < ∞) if there exists
a constant c (resp. C), so that (∑i ‖xi‖r )1/r  c‖∑i xi‖ (resp. ‖∑i xi‖  C(∑i ‖xi‖r )1/r ),
for every eventually zero sequence (xi) ∈ ∏i Xi . Furthermore, we say that ⊕i Xi satisfies a
lower (resp. upper) ∞-estimate if there is a constant c (resp. C) so that supi ‖xi‖  c‖
∑
i xi‖
(resp. ‖∑i xi‖  C supi ‖xi‖) for every eventually zero sequence in ∏i Xi . Of course, every
direct sum decomposition satisfies a lower ∞-estimate and an upper 1-estimate.
Proposition 4.5. Let X be a Banach space with an unconditional direct sum decomposition⊕∞
i=0 Xi satisfying a lower p-estimate and an upper q-estimate, and such that
supi1 d(X,Xi) < ∞. Then Hn(B(X),B(X)′) = {0} (1 n < pq/(p − q)− 1).
In proving the proposition we shall rely on the following.
Lemma 4.5.1. Let X be a Banach space with a direct sum decomposition
⊕∞
i=0 Xi satisfying a
lower p-estimate and an upper q-estimate, and such that Xi  X (i ∈ N). Let (ri) and (si) be
sequences in B(X) so that, for every i ∈ N, risi = idX and siri is the natural projection onto
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⊕∞
i=0 Xi . Then there exists K > 0, independent of N , so
that ∥∥∥∥∥
N∑
i=1
siuri
∥∥∥∥∥KN1/q−1/p( max1iN ‖ri‖‖si‖)‖u‖ (u ∈ B(X)).
Proof. This is [4, Lemma 4.3]. 
Proof of Proposition 4.5. We apply Proposition 4.1. For this, let (ri) and (si) be bounded
sequences in B(X) such that, for every i ∈ N, risi = idX and siri is the natural projection
onto the i-th component of
⊕∞
i=0 Xi . One verifies, exactly as in the proof of Proposition 4.4,
that (a) and (b) are satisfied. By Lemma 4.5.1, ‖ΔN(u ⊗ u1 ⊗ · · · ⊗ un)‖ = o(N) whenever
u,u1, . . . , un ∈ B(X) and 1 n < pq/(p − q)− 1. So, (c) is satisfied too. 
There are several questions one may ask at this point. Probably the most important one is
whether or not the result of Proposition 4.5 is sharp?
For instance, one can easily show that p ⊕ q has an unconditional direct sum decomposition
satisfying a lower p-estimate and an upper q-estimate, so, by Proposition 4.5, Hn(B(p ⊕ q),
B(p ⊕ q)′) = {0} (1  n < pq/(p − q) − 1). However, combining our methods with results
from [17], we are able to prove, in this particular case, a stronger result. Recall first that given
a Banach algebra A, a Banach A-bimodule X and a closed subalgebra C of A, the space of
bounded C-relative n-cochains from A to X is defined to be the (closed) subspace of Ln(A,X)
formed by those n-cochains that satisfy
D(ca1, . . . , an) = cD(a1, . . . , an),
D(a1, . . . , aic, ai+1, . . . , an) = D(a1, . . . , ai, cai+1, . . . , an) (1 i < n),
and
D(a1, . . . , anc) = D(a1, . . . , an)c,
for every c ∈ C and every sequence a1, . . . , an ∈ A. The operator ∂ maps the space Ln−1C (A,X)
into LnC(A,X) (n ∈ N), so one can define the n-th Banach C-relative cohomology group of A
with coefficients in X, denoted HnC(A,X), as the quotient of the space of C-relative n-cocycles,ZnC(A,X), by the space of C-relative n-coboundaries, N nC (A,X) (see [17, §1]).
Proposition 4.6. Let X = p ⊕ q (1 q  p < ∞). Then
Hn(B(X),B(X)′)= Hn(A(X),A(X)′)= {0} (1 [n+ 1
2
]
<
pq
p − q
)
,
where [·] stands for the integer part.
Proof. Since the case where q = p is well known (see [7, Proposition 5.7]), we restrict our
attention to the case where q < p.
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Let (ei) and (fi) be the unit vector bases of p and q , respectively, and let (ui) be any basis of
X formed by the vectors (ei,0)’s and (0, fi)’s. Let C be the closed subalgebra of A formed by
those operators with a diagonal representation with respect to (ui). The latter is isomorphic to c0
with pointwise multiplication, so it is an amenable Banach algebra. By [17, Theorem 2.6], one
then has that Hn(A,A′) = HnC(A,A′) (n ∈ N). Thus, we can reduce our task to showing that
HnC
(A,A′)= {0} (1 [n+ 1
2
]
<
pq
p − q
)
,
and for this, we shall appeal to Theorem 3.2.1.
Let (pk) ⊂ A(p) and (qk) ⊂ A(q) be the sequences of natural projections associated with
the bases (ei) and (fi), respectively, so pk(p) = [ei]ki=1 and qk(q) = [fi]ki=1 (k ∈ N). One
easily verifies that the sequence (pk ⊕qk)k∈N is a bounded left approximate identity for A. Next,
let {Ni : i ∈ N} be a partition of N into infinite subsets, and let Xi := {x ∈ p: suppx ⊆ Ni} and
Yi := {y ∈ q : suppy ⊆ Ni} (i ∈ N). Then
p ⊕ q ∼=
( ∞⊕
i=1
Xi
)
p
⊕
( ∞⊕
i=1
Yi
)
q
∼=
∞⊕
i=1
(Xi ⊕ Yi).
The decomposition figuring on the right-hand side is clearly unconditional and, moreover, satis-
fies a lower p-estimate and an upper q-estimate. To see this last, let ıp : p ⊕ {0} → p ⊕ q
and ıq : {0} ⊕ q → p ⊕ q be the natural inclusions, let πp : p ⊕ q → p ⊕ {0} and
πq : p ⊕ q → {0} ⊕ q be the natural projections, and let (x, y) = ∑ni=1(xi, yi) ∈ p ⊕ q ,
where (xi, yi) ∈ Xi ⊕ Yi (1 i  n), be arbitrary. Then
(∑
i
∥∥(xi, yi)∥∥p) 1p  (∑
i
(‖ıp‖‖xi‖ + ‖ıq‖‖yi‖)p) 1p
 ‖ıp‖
(∑
i
‖xi‖p
) 1
p + ‖ıq‖
(∑
i
‖yi‖p
) 1
p
 ‖ıp‖‖x‖ + ‖ıq‖‖y‖M
∥∥(x, y)∥∥M(‖ıp‖‖x‖ + ‖ıq‖‖y‖)
= M
(
‖ıp‖
(∑
i
‖xi‖p
) 1
p + ‖ıq‖
(∑
i
‖yi‖q
) 1
q
)
M2
(∑
i
∥∥(xi, yi)∥∥q) 1q ,
with M = ‖ıp‖‖πp‖ + ‖ıq‖‖πq‖.
Let πm ∈ B(X) be the coordinate projection onto the m-th component of this last decomposi-
tion, and let (rm) and (sm) be bounded sequences in B(X) such that rmsm = idX and smrm = πm
(m ∈ N). In addition, choose the rm’s and sm’s so that ei ’s are mapped to ei ’s or zero and
fi ’s are mapped to fi ’s or zero. For every pair k,m ∈ N, define rm,k := (pk ⊕ qk) ◦ rm and
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A and satisfy (1) and (7). We define the maps g(k)m ’s and σ (k)m ’s in terms of these sequences.
Now, let D ∈ ZnC(A,A′) be arbitrary. By the final part of Theorem 3.2.1, (i) is satisfied.
We show next that, provided 1 [(n + 1)/2] < pq/(p − q), (ii) is satisfied too, and hence, that
D ∈ N n(A,A′). First note that, as D ∈ ZnC(A,A′), we only need to verify (ii) for sequences
a0, a1, . . . , an ∈ A with the following two properties:
(a) each term of the sequence satisfies either πqaπp = a or πqaπp = 0; and
(b) no two consecutive terms of the sequence satisfy πqaπp = a.
Indeed, by linearity, one can first reduce the problem to sequences that satisfy (a). But if a0, a1,
. . . , an satisfies (a) then, by the definition of a C-relative cochain, 〈a0,D(a1, . . . , an)〉 must van-
ish unless the sequence satisfies (b). Then note that, as the rm’s and sm’s map ei ’s to ei ’s or zero
and fi ’s to fi ’s or zero, πqaπp = a (resp. πqaπp = 0) if and only if πqσ (k)m (a)πp = σ (k)m (a)
(resp. πqσ (k)m (a)πp = 0) for every k ∈ N. So, for each m ∈ N, a sequence a0, . . . , an ∈ A satis-
fies (a) (resp. (b)) if and only if the sequence σ (k)m (a0), . . . , σ (k)m (an) satisfies (a) (resp. (b)) for
every k ∈ N.
When a ∈ A satisfies πqaπp = 0 one can easily show that∥∥Δ(k)N (a)∥∥ C‖a‖,
for some constant C independent of k and N . (This has been the main reason for decomposing
arbitrary sequences into sequences that satisfy (a).) In general, for arbitrary a ∈ A one has, by
Lemma 4.5.1, that for every k ∈ N, there exists a constant K independent of N (also independent
of k), such that ∥∥Δ(k)N (a)∥∥KN(p−q)/pq‖a‖.
Thus, if a0, a1, . . . , an is a sequence in A that satisfies (a) and (b) then∥∥Δ(k)N (a0 ⊗ a1 ⊗ · · · ⊗ an)∥∥ C˜N(p−q)/pq‖a0‖ . . .‖an‖,
where  is the number of terms in the sequence that satisfy the equation πqaπp = a. Note that,
since the sequence satisfies (b), this number cannot be greater than [(n + 1)/2]. It is easy to see
that ‖U(k)N ‖ = 1, and that
∑N
m=1 σ
(k)
m ◦ Mpk⊕qk =
∑N
m=1 σ
(k)
m (k,N ∈ N). Combining these two
facts with the previous estimate and (14), one finds that∥∥∥∥∥
N∑
m=1
D̂σ (k)m (a0 ⊗ · · · ⊗ an)
∥∥∥∥∥ ‖D‖∥∥Δ(k)N (a0 ⊗ · · · ⊗ an)∥∥
 ‖D‖C˜N(p−q)/pq‖a0‖ . . .‖an‖.
The desired result now follows immediately.
From the above discussion and Theorem 3.2.1, one concludes that D ∈ N n(A,A′). That D
is actually in N nC (A,A′), as needed, follows from [17, Proposition 2.5] or, alternatively, can be
deduced from the proof of Theorem 3.2.1 itself, as follows. Recall that the elements of C have
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ui ’s or zero, for every d ∈ C and every m ∈ N, there exists dm ∈ C such that drm = rmdm and
smd = dmsm. From this fact and the definition of a C-relative cochain one easily sees that Dg(k)m ∈
Ln−1C (A,A′) (k,m ∈ N). That D ∈ N nC (A,A′) now follows from the proof of Theorem 3.2.1
on noting that ΦN,k lies in Ln−1C (A,A′) (k,N ∈ N) and that Ln−1C (A,A′) is weak-∗ closed in
Ln−1(A,A′).
Lastly, we look at the Banach algebra B(X). Every T ∈ B(X) can be represented as a 2 × 2
matrix with a compact operator in the lower-left hand corner (by Pitt’s theorem). Consequently
the corresponding 2 × 2 matrix representation of an element in the Calkin algebra, C(X) :=
B(X)/A(X), will have a zero in the same position. By [17, Corollary 2.12], Hn(C(X),C(X)′) =
{0} (n ∈ N). The simplicial triviality of B(X) now follows from this last, the previous part of the
proof and [18, Theorem 3.1]. 
Remark 4.7. Proposition 4.1 still holds is one replaces Hn by HnC in its statement (C being, as
before, an amenable closed subalgebra of A). Indeed, from the proof of Theorem 3.2.1 we know
that if D ∈ ZnC(A,X′) then D ∈ N n(A,X′). That D further belongs to N nC (A,X′) is precisely
[17, Proposition 2.5].
Two questions should be raised at this point. We expect their answers will shed some light
into the previous one.
Question 1. Let X be an Lp-space and let Y be an Lq -space (1  p = q < ∞). What can one
say about the simplicial cohomology groups of the Banach algebras A(X ⊕ Y) and B(X ⊕ Y)?
In particular, is A(p ⊕ q) simplicially trivial for 1 p = q < ∞?
In view of Proposition 4.6, we believe the second part of this question could have an affirma-
tive answer. But unfortunately, our current methods fall short of verifying this.
Question 2. What are the simplicial cohomology groups of the Banach algebra of bounded op-
erators on a Banach space with a symmetric basis?
The significance of considering the more general situation in which the algebra has a bounded
approximate identity should become apparent from our next example. Recall that James quasi-
reflexive space does not admit a cartesian decomposition, and hence, the algebra of all bounded
operators on it, is not properly infinite.
Proposition 4.8. If J is the James space then W(J) and B(J) are both simplicially trivial.
Proof. Let (eα) be a b.l.a.i. for W(J) (see [19, Proposition 2.5]). We show next how to define,
for each element eα , sequences (rm,α) and (sm,α) in W(J) satisfying the conditions of Proposi-
tion 4.1.
Let (ji) be the unit vector basis of J, let J = (⊕∞n=1[ji]n1)2 , and let GJ be the operator ideal
of all bounded linear operators that factor through J with the usual operator-ideal norm. It is
well known that J  J ⊕ 2(J ) [3, Lemma 3.9], and that W(J) = GJ (J) [14, Theorem 4.3], so,
for every eα , there are operators rα : J → J and sα : J → J such that rαsα = eα and ‖rα‖‖sα‖
κ‖eα‖, where κ is some constant independent of α. Let πm : J ⊕ 2(J ) → J (resp. ım : J →
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of 2(J ), and let φ : J → J⊕ 2(J ) be a Banach space isomorphism. For each α, define sm,α :=
φ−1ımsα and rm,α := rαπmφ (m ∈ N). One easily verifies that the sequences (sm,α) and (rm,α)
satisfy (1) and (7). We show next that (a)–(c) of Proposition 4.1 are satisfied too. First note that,
for every ξ ∈ J,
∥∥U(α)ε,N (ξ)∥∥= ∥∥∥∥∑
m
εmφ
−1ımsαrαπmφ(ξ)
∥∥∥∥= ∥∥∥∥φ−1(∑
m
εmımsαrαπmφ(ξ)
)∥∥∥∥

∥∥φ−1∥∥∥∥∥∥∑
m
ımsαrαπmφ(ξ)
∥∥∥∥ ∥∥φ−1∥∥κ‖eα‖∥∥φ(ξ)∥∥,
so ‖U(α)ε,N‖ κ‖eα‖‖φ−1‖‖φ‖, and (a) and (b) follow. Similarly, one establishes that ‖Δ(α)N (a)‖
κ‖eα‖‖φ−1‖‖φ‖‖a‖ (a ∈ W(J)), and in turn, (c). By Proposition 4.1, W(J) is simplicially triv-
ial.
That also B(J) is simplicially trivial follows from [18, Theorem 3.1], the result of the previous
paragraph and the fact that B(J)  W(J)⊕ C. 
One can use the same methods as above to show directly that the Banach algebra A(J) is
simplicially trivial. However, it is known that this last can be established via Morita equiv-
alence. Indeed, by [9, Theorem 7.5], A(J) and A(2(J)) are Morita equivalent, and by [10,
Theorem 4.2], A(2(J)) is simplicially trivial. Alternatively, one can appeal to the following
simple consequence of Remark 3.3 and Proposition 4.1.
Corollary 4.8.1. Let A be a Banach algebra with a b.l.a.i. (eα)α∈I and let X = A. Suppose for
each eα there are sequences (rm,α) and (sm,α) in A satisfying (1) and (7). Furthermore, suppose
(b) of Proposition 4.1 holds, and suppose (c) of the same proposition holds for every n ∈ N.
Then every strongly H-unital closed ideal of A (in particular, every closed ideal with a bounded
one-sided approximate identity) is simplicially trivial.
Proof. First note that, by Proposition 4.1, A must be simplicially trivial.
Now, let J be a strongly H-unital closed ideal of A. Fix n ∈ N and let D ∈ Zn(J ,J ′) be arbi-
trary. First, extend D to a bounded n-cocycle D ∈ Zn(J ⊕A, (J ⊕A)′) (see Remark 3.3). Then,
for each α ∈ I , define e˜α := (0, eα), and define sequences (˜rm,α) and (˜sm,α) by r˜m,α := (0, rm,α)
and s˜m,α := (0, sm,α), respectively. One easily verifies that (˜eα) is a b.l.a.i. for J ⊕A. Moreover,
for each e˜α , the sequences (˜rm,α) and (˜sm,α) satisfy (1) and (7). Also (b) and (c) of Proposition 4.1
are easy to verify, and clearly, (a) and (b) agree in the present situation. Thus, by Proposition 4.1,
J ⊕ A is simplicially trivial. In particular, D = ∂T˜ for some T˜ ∈ Ln−1(J ⊕ A, (J ⊕ A)′). Let
T be the restriction of T˜ to J ×(n−1) and let ı : J → J ⊕ A be the natural inclusion. Then
ı′ ◦ T ∈ Ln−1(J ,J ′) and it is easy to see that D = ∂(ı′ ◦ T ), i.e., D is a coboundary. As D was
arbitrary, we can conclude that J is simplicially trivial. 
Clearly, Corollary 4.8.1 applies also to Banach algebras of bounded operators whose underly-
ing Banach spaces are of the forms considered in Propositions 4.4 and 4.5. So, in addition, also
in this way one recovers the main result of [10]. Later on, in Corollary 5.1.1, it will be necessary
to weaken the assumptions of Corollary 4.8.1.
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approximate identity, (eα), with the property that for each one of its terms there are bounded
sequences (rm,α) and (sm,α) in the algebra itself satisfying (1), such that supN
∑N
m=1 εmπm,α <∞ for every choice of signs (εm) ∈ TN. However, there are Banach spaces for which we do not
know whether or not such sequences can be found. For instance, if T is the Tsirelson space then
there are not bounded sequences (rm) and (sm) in B(T ) satisfying (1) with respect to idT , and
such that ‖∑Nm=1 πm‖  K‖∑N+1m=1 πm‖ (N ∈ N) for some constant K [5, Proposition X.c.2]
(see also [4, §5]). Note that this last condition is equivalent to ⊕m πm(X) being a ‘topological’
direct sum decomposition, which seems to be a fairly natural requirement in our setting. We
consider this situation in more detail in the next section.
5. More on dealing with the average under ∂ . Harder cases
In this section, we consider examples of Banach operator algebras with bounded left approx-
imate identities which are likely to lack some of the nice features encountered in the examples
of the previous section. The main difficulty will arise while dealing with the averages under
the coboundary operator in (8). We shall see how in some important cases one can replace this
(possibly unbounded) family of averages by a uniformly bounded family of cohomologous ones.
One will then be able to apply the same techniques used in the proof of Theorem 3.2.1 to show
that continuous n-cocycles are in fact n-coboundaries. Once again, we start by introducing some
maps.
Let A be a Banach algebra and let X be a Banach A-bimodule. Given e ∈ A and sequences
(ri) and (si) in A that satisfy (1), define, for every 0 j  k  n and l,m ∈ N, a bounded linear
operator h(m,l),(j,k) : X ⊗̂A⊗̂n → X ⊗̂A⊗̂(n+2) by
h(m,l),(j,k)(x ⊗ a1 ⊗ · · · ⊗ an)
:= smx ⊗ a1 ⊗ · · · ⊗ aj ⊗ rl ⊗ σl(aj+1 ⊗ · · · ⊗ ak)⊗ slrm ⊗ σm(ak+1 ⊗ · · · ⊗ an).
Furthermore, define
h(m,l) :=
n∑
j=0
n∑
k=j
(−1)j+kh(m,l),(j,k),
and, for every M ∈ N, let
hM :=
M∑
m=1
h(m,M+m).
Also let T(m,l) : X ⊗̂A⊗̂n → X ⊗̂A⊗̂(n+1) be the linear operator defined by
T(m,l)(x ⊗ a1 ⊗ · · · ⊗ an)
:=
n∑
(−1)ksmxrl ⊗ σl(a1 ⊗ · · · ⊗ ak)⊗ slrm ⊗ σm(ak+1 ⊗ · · · ⊗ an),
k=0
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T M :=
M∑
m=1
T(m,M+m) (M ∈ N).
Set
gM = M−1
M∑
m=1
gm (M ∈ N).
In all notations introduced so far in this section, we have adhered, once more, to the convention
explained in Remark 3.1 above, that whenever the domain and codomain of a map are clear from
context we shall not indicate explicitly its dependence on n.
In proving the main result of the section, Proposition 5.1 below, we shall need an auxiliary
result, Lemma 5.0.2, which in turn relies on the following.
Lemma 5.0.1. Let A be a Banach algebra, let e ∈ A be an idempotent, and let (ri) and (si)
be sequences in A such that eri = ri , sie = si and risj = δi,j e (i, j ∈ N). Let X be a Banach
A-bimodule and let D ∈ Zn(A,X′). Then, for every l,m ∈ N,
D̂gm − D̂gl = D̂T(m,l) + ∂(D̂h(m,l))− D̂H(m,l),
where
H(m,l) =
n∑
i=1
i−1∑
j=0
n−1∑
k=j
(−1)i+j+kh(m,l),(j,k)diLi+1 −
n∑
i=1
n∑
k=i
(−1)kdih(m,l),(i,k)Li .
If e is a left identity for A and X is left unital then H(m,l) = 0.
Proof. To simplify notations we write h and hj,k for h(m,l) and h(m,l),(j,k), respectively.
We have that
hδn − δn+2h = −
n∑
k=0
(−1)kd0h0,k +
(
n∑
i=0
(−1)idi+1hi,i −
n∑
j=0
(−1)j dn+2hj,n
)
+
n−1∑
i=0
n−1∑
j=i
n−1∑
k=j
(−1)i+j+k(hj,kdi − dihj+1,k+1)
+
n∑
i=1
i−1∑
j=0
i−1∑
k=j
(−1)i+j+k(hj,kdi − di+2hj,k)
+
n−1∑ i−1∑ n−1∑
(−1)i+j+k(hj,kdi − di+1hj,k+1)
i=1 j=0 k=i
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n∑
i=1
i−1∑
j=0
(−1)j (di+1hj,i − di+1hj,i−1)
+
n∑
i=1
n∑
k=i
(−1)k(dihi−1,k − dihi,k). (20)
(For a proof of this, see Appendix A.)
Taking into account the properties of (ri) and (si) one then verifies that
hj,kdi − dihj+1,k+1 = 0 (0 i  j  k < n);
hj,kdi − di+2hj,k = hj,kdiLi+1 (0 j  k < i  n);
hj,kdi − di+1hj,k+1 = hj,kdiLi+1 (0 j < i  k < n);
di+1hj,i − di+1hj,i−1 = 0 (0 j < i  n);
dihi−1,k − dihi,k = −dihi,kLi (1 i  k  n).
Combining these last with the previous identity, and noting that
∑n
k=0(−1)kd0h0,k = T(m,l), that∑n
i=0(−1)idi+1hi,i = gm and that
∑n
j=0(−1)j dn+2hj,n = gl , one obtains
hδn − δn+2h = −T(m,l) + (gm − gl)+H(m,l).
It just remains to apply D̂ on both sides of this last identity. 
Lemma 5.0.2. Let A be a Banach algebra, let X be a Banach A-bimodule, let D ∈ Zn(A,X′),
and let e, (ri) and (si) be as in Lemma 5.0.1. Then, for every N ∈ N ∪ {0},
D̂g2
N = D̂g1 −
N−1∑
i=0
2−i−1
[
D̂T 2
i − D̂H 2i + ∂(D̂h2i )], (21)
where
HM =
M∑
m=1
H(m,M+m) (M ∈ N).
Proof. We argue by induction on N ∈ N ∪ {0}.
The result is trivially true for N = 0. Suppose (21) holds for some N ∈ N ∪ {0}. We have that
D̂g2
N+1 = 2−N
2N∑
m=1
D̂gm − 2−N−1
2N∑
m=1
(D̂gm − D̂g2N+m),
and, by Lemma 5.0.1,
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m=1
(D̂gm − D̂g2N+m) = D̂T 2
N + ∂(D̂h2N )− D̂H 2N ,
so,
D̂g2
N+1 = D̂g2N − 2−N−1[D̂T 2N − D̂H 2N + ∂(D̂h2N )].
Combining this last with the induction hypothesis one arrives at
D̂g2
N+1 = D̂g1 −
N∑
i=0
2−i−1
[
D̂T 2
i − D̂H 2i + ∂(D̂h2i )].
The rest is clear. 
Our next result, the main of this section, is a higher-dimensional analogue of [4, Corol-
lary 5.2]. As in [4], we present the result only in the case where X = A.
Proposition 5.1. Let A be a Banach algebra with a b.l.a.i., (eα)α∈I , all of whose terms are
idempotents, and such that for each eα there are sequences (rm,α) and (sm,α) in A, that satisfy
eαrm,α = rm,α, sm,αeα = sm,α and rl,αsm,α = δl,meα (l,m ∈ N).
For every M ∈ N and every α ∈ I , let
Θ
(α)
M := maxε
∥∥U(α)ε,M∥∥,
and
Γ
(α)
M :=
∥∥∥∥∥
M∑
j=1
sj,αrM+j,α
∥∥∥∥∥
∥∥∥∥∥
M∑
j=1
sM+j,αrj,α
∥∥∥∥∥.
If
sup
α
‖r1,α‖‖s1,α‖ < ∞, (22)
and
sup
α
∞∑
i=1
Γ
(α)
2i−1(Θ
(α)
2i )
2(n+1)‖Δ(α)2i : A → A‖n+1
2i
< ∞, (23)
then Hk(A,A′) = {0} (1 k  n). In particular, if (22) holds, and if (23) holds for every n ∈ N,
then A is simplicially trivial.
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τ = a0 ⊗ · · · ⊗ ak . It follows from Lemma 3.1.1, that
D̂(eατ) = −∂
(
D̂g2
N ,α
)
(τ )+Υ2N ,α(τ )+ 2−N
2N∑
m=1
D̂σ (α)m (τ) (N ∈ N),
where Υ2N ,α is defined as in the proof of Theorem 3.2.1. One then obtains, from this last identity
and Lemma 5.0.2, that
D̂(eατ) = −∂
(
D̂g
(α)
1 −
N−1∑
i=0
2−i−1
[
D̂T 2
i ,α − D̂H 2i ,α])(τ )
+Υ2N ,α(τ )+ 2−N
2N∑
m=1
D̂σ (α)m (τ). (24)
We show next that
sup
α,N
∥∥∥∥∥g(α)1 −
N−1∑
i=0
2−i−1T 2i ,α
∥∥∥∥∥< ∞. (25)
To this aim, for each 0  j  k, α ∈ I and M ∈ N, define a bounded linear operator Ξ(α)j,M :
A⊗̂(k+1) → A⊗̂(k+2) by
Ξ
(α)
j,M(v0 ⊗ · · · ⊗ vk) := L(α)M v0 ⊗ · · · ⊗ vj ⊗R(α)M ⊗ vj+1 ⊗ · · · ⊗ vk,
where L(α)M =
∑M
m=1 sm,αrM+m,α and R
(α)
M =
∑M
m=1 sM+m,αrm,α , and let
Ξ
(α)
M :=
k∑
j=0
(−1)jΞ(α)j,M.
Furthermore, for 1 j  k + 1, α ∈ I and M ∈ N, define V (α)j,M : A⊗̂(k+2) → A⊗̂(k+2) by
V
(α)
j,M(v0 ⊗ · · · ⊗ vk+1) := 2−M
∑
ε
v0 ⊗ · · · ⊗ vj−1U(α)ε,M ⊗U(α)ε,Mvj ⊗ · · · ⊗ vk+1,
and let
V
(α)
M := V (α)k+1,M ◦ V (α)k,M ◦ · · · ◦ V (α)1,M.
(The maps V (α)j,M will play here the same role as the maps U(α)j,M played in the previous section.)
One then has that
V
(α) ◦Ξ(α) ◦Δ(α) = T M,α (M ∈ N). (26)2M M 2M
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vk ∈ A,
V1 ◦Ξj ◦Δ(v0 ⊗ v1 ⊗ · · · ⊗ vk)
= 2−2M
∑
ε
LΔ(v0)Uε ⊗UεΔ(v1)⊗ · · · ⊗Δ(vj )⊗R ⊗ · · · ⊗Δ(vk)
= 2−2M
∑
ε
(
M∑
1
εi(m)smv0ri(m)
)
⊗
( 2M∑
1
εlslv1rl
)
⊗ · · · ⊗Δ(vk)
=
∑
l,m
(
2−2M
∑
ε
εlεi(m)
)
smv0ri(m) ⊗ slv1rl ⊗ · · · ⊗Δ(vk)
=
∑
m
smv0ri(m) ⊗ σi(m)(v1)⊗Δ(v2)⊗ · · · ⊗Δ(vk),
where, to simplify notations, we have omitted the indexes α, M and 2M , and have written i(m)
instead of M + m. One then applies V2, V3 and so on, and each time carries out the same sim-
plification process on the right-hand side of the resulting identity. In this way, after applying Vk
and simplifying, one arrives at
V ◦Ξj ◦Δ(v0 ⊗ · · · ⊗ vk)
=
∑
m
smv0ri(m) ⊗ σi(m)(v1 ⊗ · · · ⊗ vj )⊗ si(m)rm ⊗ σm(vj+1 ⊗ · · · ⊗ vk),
from which (26) follows easily.
We thus have that
∥∥T 2i ,α∥∥ ∥∥V (α)2i+1∥∥∥∥Ξ(α)2i ∥∥∥∥Δ(α)2i+1 : A⊗̂(k+1) → A⊗̂(k+1)∥∥
 (k + 1)(Θ(α)2i+1)2(k+1)Γ (α)2i ∥∥Δ(α)2i+1 : A → A∥∥k+1,
and so, by (23),
sup
α,N
∥∥∥∥∥
N−1∑
i=0
2−i−1T 2i ,α
∥∥∥∥∥ supα
∞∑
i=0
2−i−1
∥∥T 2i ,α∥∥< ∞. (27)
Moreover, by (22),
sup
α
∥∥g(α)1 ∥∥ (k + 1)(sup
α
‖r1,α‖‖s1,α‖
)k+1
< ∞.
Combining (27) and this last, one obtains (25).
140 A. Blanco / Journal of Functional Analysis 261 (2011) 111–148Also,
2N∑
m=1
σ (α)m (τ) = V (α)2N ◦Δ
(α)
2N (τ )
(except for some obvious modifications, the proof of this last identity is almost the same as that
of Lemma 4.0.1), so∥∥∥∥∥
2N∑
m=1
σ (α)m (τ)
∥∥∥∥∥ ∥∥V (α)2N ∥∥∥∥Δ(α)2N (τ )∥∥ (Θ(α)2N )2(k+1)∥∥Δ(α)2N (τ )∥∥.
Noting that Γ (α)M  1 (M ∈ N, α ∈ I ), one readily obtains from this last and (23) that
sup
α
∞∑
N=1
∥∥∥∥∥2−N
2N∑
m=1
σ (α)m (τ)
∥∥∥∥∥< ∞.
In turn, it follows that there is a subnet (eαd ) of (eα) for which
lim
N
lim
d
∥∥∥∥∥2−N
2N∑
m=1
σ (αd)m (τ )
∥∥∥∥∥= 0.
This last is an immediate consequence of the following simple fact:
Fact. If (fα) is a net in [0,∞[N so that supα
∑∞
i=1 fα(i)M < ∞ then (fα) contains a conver-
gent subnet (fαd ) so that limi limd fαd (i) = 0.
The proof of this is very simple but not entirely obvious, so we give it here.
Proof of Fact. Clearly, (fα) ⊂ [0,M]N. So, there exist f ∈ [0,M]N and a subnet (fαd ) of (fα)
such that limd fαd (i) = f (i) (i ∈ N). Suppose there is δ > 0 so that f (i) δ for infinitely many
values of i. Let 2M/δ < n ∈ N, and let i1, . . . , in ∈ N distinct, so that f (ik)  δ (1  k  n).
Then, for big enough d one would have fαd (ik)  δ/2 (1  k  n), and in turn,
∑
i fαd (i) 
nδ/2 >M , a contradiction. 
So, in what remains, we can assume, without loss of generality, that
lim
N
lim
α
∥∥∥∥∥2−N
2N∑
m=1
σ (α)m (τ)
∥∥∥∥∥= 0.
Now we proceed as in the proof of Theorem 3.2.1. Set
Φ˜N,α = D̂g(α)1 −
N−1∑
2−i−1D̂T 2i ,α and ΨN,α = N−1
N∑
D̂σ (α)m .i=0 m=1
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D̂(eατ) = −∂Φ˜N,α(τ )− ∂
(
N−1∑
i=0
2−i−1D̂H 2i ,α
)
(τ )+Υ2N ,α(τ )+Ψ2N ,α(τ ). (28)
For every N ∈ N, (Ψ2N ,α(τ )) contains a convergent subnet, (Ψ2N ,αj (τ ))j∈J say (J depending
on N ), such that limj Ψ2N ,αj (τ ) = limαΨ2N ,α(τ ) =: ΨN,τ . Furthermore, by (25), we can assume,
by passing to a subnet if necessary, that (Φ˜N,αj )j∈J is a weak∗-convergent subnet of (Φ˜N,α).
Replacing α by αj and taking limits with respect to j on both sides of (28) one obtains
D̂(τ ) = −∂Φ˜N(τ)+ΨN,τ ,
where Φ˜N = w∗- limj Φ˜N,αj (N ∈ N). The sequence (Φ˜N) is bounded, so it contains a weak∗-
convergent subnet, (Φ˜Nk )k∈K say. Taking limits once more we arrive at
D̂(τ ) = −∂Φ˜(τ ),
where Φ˜ = w∗- limk Φ˜Nk . The rest is clear. 
Proposition 5.1 can be thought of as a refinement of the ideas behind Theorem 3.2.1 and
Proposition 4.1 in that we are simply replacing the term N−1
∑N
m=1 D̂g
(α)
m by a new average
cohomologous to it. Conditions (22) and (23) then aim at guaranteeing that the new family of
averages under the coboundary operator is ‘essentially’ bounded and that (ii) of Theorem 3.2.1
is satisfied. Clearly, several refinements of Proposition 5.1 are possible but none of them with-
out making its statement much more complicated than is needed for the applications we have
presently in mind.
It is well known that the Θ(α)M ’s can be seen as a measure of how far the decomposition⊕
m πm,α(X) is from being unconditional, while Γ
(α)
M measures the norm growth of the powers
of the left and right shift operators associated with this decomposition. One should notice that
conditions of this kind are by no means new. For instance, it is basically proved in [11] (see the
proof of [11, Theorem 4.5]) that if X is a Banach space with an unconditional basis so that the
shift operator with respect to it is doubly power bounded then the algebra A(X) is amenable.
For our next example, let us start by recalling the definition of the dual of Tsirelson’s space.
As customary, we denote by c00 the space of all scalar sequences with finite support and, given
finite subsets E and F of N, we write E < F if maxE < minF . Let (tn) be the unit vector basis
of c00. For every E ⊂ N and x =∑n αntn ∈ c00, let Ex :=∑n∈E αntn. Set ‖ · ‖0 := ‖ · ‖c0 and
for m 0 define
‖x‖m+1 := max
{
‖x‖m,2−1 max
[
k∑
j=1
‖Ejx‖m
]}
(x ∈ c00),
where the inner maximum is taken over all choices of finite subsets E1,E2, . . . ,Ek of N so that
{k}E1 <E2 < · · · <Ek . Then ‖x‖ := limm ‖x‖m (x ∈ c00) defines a norm on c00. The dual T
of Tsirelson’s space is defined to be the completion of c00 with respect to this last norm.
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simplicially trivial.
Proof. Let us consider first the algebra B(T ). Let (ti) be the unit vector basis of T , and for each
n ∈ N, let Xn := [t2k+n: k > ρ(n)], where ρ(n) = log2 n. One easily verifies that Xm ∩Xn = {0}
whenever m = n (see the proof of [4, Corollary 5.3]). Define sn ∈ B(T ) by sn(ti) := t2ρ(n)+i−1+n
(i ∈ N), and let rn ∈ B(T ) be such that rnsn = idT and snrn = πn (πn being, as usual, the natural
projection onto Xn).
It follows readily from the definition of the Xn’s and the fact that (ti) is 1-unconditional that
Θ2i = 1 (i ∈ N). Moreover, using [5, Proposition V.12], one can show (see again the proof of [4,
Corollary 5.3]) that ‖Δ2i : B(T ) → B(T )‖ = O(i6) and that Γ2i = O(i9). So, by Proposition 5.1,
B(T ) is simplicially trivial.
Now, let J be a closed ideal of B(T ) with a bounded left (or right) approximate identity.
It is clear from the previous paragraph that conditions (b) and (c) of Proposition 4.1 are satisfied
if one chooses Nk = 2k (k ∈ N). However, (rn) and (sn) do not satisfy (7) in this case, so one
cannot apply Corollary 4.8.1. To get around this difficulty, note that the only purpose of (7) in
Corollary 4.8.1 is to ensure that condition (i) of Theorem 3.2.1 holds for all cocycles in (A⊗̂n)′
and in ((J ⊕ A)⊗̂n)′ (n ∈ N). Since we already know that B(T )(= A) is simplicially trivial we
only need to be concerned with J ⊕ B(X). Clearly, (0, idT ) is an identity for the semidirect
product J ⊕B(T ). Define r˜m := (0, rm) and s˜m := (0, sm) (m ∈ N), and define the averages gM
(M ∈ N) in terms of these sequences. If D is a bounded cocycle on J ⊕ B(T ) with coefficients
in (J ⊕B(T ))′, we can replace D̂g2N by the cohomologous cochain D̂g1 −∑N−1i=0 2−i−1D̂T 2i ,
exactly as we did in the proof of Proposition 5.1. Then note that supN ‖g1 −
∑N−1
i=0 2−i−1T 2
i‖ <
∞, so (i) of Theorem 3.2.1 holds in the present situation too. One can now argue as in the proof
of Proposition 4.1 to deduce that J is simplicially trivial. 
The spaces that we consider next were introduced by Gowers and Maurey in [8], and have
attracted much attention due to its pathological behavior. To present their definition we need first
to introduce some terminology.
Recall from [8, §3], that given infinite subsets A and B of N, the spread SA,B : c00 → c00
is defined by SA,B(ei) := 0 (i /∈ A) and SA,B(ei) := eσ(i) (i ∈ A), where σ : A → B is the
order preserving bijection from A to B . A set of spreads S is said to be proper if it is closed
under compositions and taking adjoints, and whenever (i, j) = (k, l) the set {S ∈ S: S(ej ) = ei
and S(el) = ek} is finite.
Given a proper set of spreads S the space X(S) is defined to be the completion of c00 in the
smallest norm that satisfies the equation
‖x‖ = ‖x‖c0 ∨ sup
{
f (n)−1
n∑
i=1
‖Eix‖: n 2, E1 < · · · <En
}
∨ sup{∣∣g(Ex)∣∣: E ⊂ N, g ∈ B∗k (X), k ∈ K}∨ sup{‖Sx‖: S ∈ S},
where f : [1,∞) → [1,∞), t 
→ log2(t+1), K is certain rapidly growing subsequence of N and,
for each k ∈ K , B∗k (X) is a certain subset of the unit ball of the dual of X. The exact definitions
of K and B∗k (X) are somehow involved, and we will not need them in what follows. The reader
can find them in [8, §3].
A. Blanco / Journal of Functional Analysis 261 (2011) 111–148 143Everything is now ready to state and prove our last result.
Corollary 5.1.2. Let S be a proper set of spreads such that, for every n ∈ N, there is SA,B ∈ S
such that {1, . . . , n} ⊂ A and {n} <B . Then A(X(S)) is simplicially trivial.
Remark 5.2. It is easy to see that the sets of spreads used in Examples 4.2–4.4 of [8] plainly
satisfy the condition of Corollary 5.1.2.
Proof of Corollary 5.1.2. Set X = X(S). The unit vector basis of c00 is also a Schauder
basis for X, so the sequence (Pk) of natural projections associated with this basis form a
b.l.a.i. for A(X). The condition imposed on S guarantees the existence, for each k, of norm-
one sequences (rm,k)m∈N and (sm,k)m∈N in A(X) such that Pkrm,k = rm,k , sm,kPk = sm,k and
rm,ksn,k = δm,nPk (m,n ∈ N). Indeed, given k ∈ N, one can argue as follows. First choose
SA1,B1 ∈ S so that {1, . . . , k} ⊂ A1, and in general, if SA1,B1 , . . . , SAn−1,Bn−1 ∈ S have been cho-
sen then choose SAn,Bn ∈ S so that {1, . . . , k} ⊂ An and {k-th element of Bn−1} < Bn. Then
define rm,k := PkSBm,Am and sm,k := SAm,BmPk (m ∈ N). One easily verifies that (rm,k) and
(sm,k), defined in this way, satisfy all the required properties.
Throughout the rest of the proof, let x ∈ X and δ > 1 be arbitrary. We fix k ∈ N, and hence-
forth, drop it from our notations. For each m ∈ N, we let Fm ⊂ N be the smallest interval
containing the support of πm. For convenience, we shall assume N  2. Also note that since
Fκ+1 < · · · <Fκ+N (κ ∈ N ∪ {0}), we have that
N∑
m=1
∥∥rκ+m(x)∥∥ N∑
m=1
∥∥πκ+m(x)∥∥= N∑
m=1
∥∥πκ+m(Fκ+mx)∥∥

N∑
m=1
‖Fκ+mx‖ f (N)‖x‖. (29)
Clearly, ‖r1,k‖‖s1,k‖ = 1 (k ∈ N), so (22) of Proposition 5.1 is satisfied. We show next that
(23) is satisfied too. For this we must find upper bounds for ΘN , ΓN and ΔN depending only
on N . We consider each one of these quantities separately.
• The ΘN ’s: By the definition of the norm on X, either
δ−1
∥∥Uε,N(x)∥∥ ∥∥Uε,N(x)∥∥c0  ‖x‖c0  ‖x‖;
or there are intervals E1 < · · · <En so that
δ−1
∥∥Uε,N (x)∥∥ f (n)−1 n∑
i=1
∥∥∥∥∥
N∑
m=1
εmEiπm(x)
∥∥∥∥∥

N∑
m=1
(
f (n)−1
n∑
i=1
∥∥Eiπm(x)∥∥) N∑
m=1
∥∥πm(x)∥∥;
or there are j ∈ K , g ∈ B∗(X) and an interval E ⊂ N so thatj
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∥∥Uε,N (x)∥∥
∣∣∣∣∣g
(
N∑
m=1
εmEπm(x)
)∣∣∣∣∣

N∑
m=1
∣∣g(Eπm(x))∣∣ N∑
m=1
∥∥πm(x)∥∥;
or there is S ∈ S such that
δ−1
∥∥Uε,N (x)∥∥
∥∥∥∥∥S
(
N∑
m=1
εmπm(x)
)∥∥∥∥∥
=
N∑
m=1
∥∥Sπm(x)∥∥ N∑
m=1
∥∥πm(x)∥∥.
Combining the above estimates with (29), one obtains that ‖Uε,N‖ δf (N), and in turn, since
this holds for any δ > 1, that ΘN  f (N) (N ∈ N).
• The ΓN ’s: Once again there are four possible instances to be taken into account. Either
δ−1
∥∥∥∥∥
N∑
m=1
smrN+m(x)
∥∥∥∥∥
∥∥∥∥∥
N∑
m=1
smrN+m(x)
∥∥∥∥∥
c0
 ‖x‖c0  ‖x‖;
or there are intervals E1 < · · · <En so that
δ−1
∥∥∥∥∥
N∑
m=1
smrN+m(x)
∥∥∥∥∥ f (n)−1
n∑
i=1
∥∥∥∥∥
N∑
m=1
EismrN+m(x)
∥∥∥∥∥

N∑
m=1
(
f (n)−1
n∑
i=1
∥∥EismrN+m(x)∥∥)

N∑
m=1
∥∥rN+m(x)∥∥;
or there are j ∈ K , g ∈ B∗j (X) and an interval E ⊂ N so that
δ−1
∥∥∥∥∥
N∑
m=1
smrN+m(x)
∥∥∥∥∥
∣∣∣∣∣g
(
N∑
m=1
EsmrN+m(x)
)∣∣∣∣∣

N∑
m=1
∣∣g(EsmrN+m(x))∣∣ N∑
m=1
∥∥rN+m(x)∥∥;
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δ−1
∥∥∥∥∥
N∑
m=1
smrN+m(x)
∥∥∥∥∥
∥∥∥∥∥
N∑
m=1
SsmrN+m(x)
∥∥∥∥∥
N∑
m=1
∥∥rN+m(x)∥∥.
From the above estimates and (29) one concludes that ‖∑Nm=1 smrN+m‖ δf (N) (N ∈ N).
Similarly, one shows that ‖∑Nm=1 sN+mrm‖ δf (N) (N ∈ N), so ΓN  f (N)2 (N ∈ N).• The ΔN ’s: Let w ∈ A(X(S)) be arbitrary. Once more, we have that either
δ−1
∥∥ΔN(w)x∥∥ ∥∥ΔN(w)x∥∥c0
 sup
m
‖smwrmx‖c0  sup
m
‖smwrmx‖ ‖w‖‖x‖;
or there are intervals E1 < · · · <En so that
δ−1
∥∥ΔN(w)x∥∥ f (n)−1 n∑
i=1
∥∥∥∥∥
N∑
m=1
Eismwrm(x)
∥∥∥∥∥

N∑
m=1
f (n)−1
n∑
i=1
∥∥Eismwrm(x)∥∥ ‖w‖ N∑
m=1
∥∥rm(x)∥∥;
or there are j ∈ K , g ∈ B∗j (X) and an interval E ⊂ N so that
δ−1
∥∥ΔN(w)x∥∥
∣∣∣∣∣g
(
N∑
m=1
Esmwrm(x)
)∣∣∣∣∣

N∑
m=1
∣∣g(Esmwrm(x))∣∣ ‖w‖ N∑
m=1
∥∥rm(x)∥∥;
or there is S ∈ S so that
δ−1
∥∥ΔN(w)x∥∥
∥∥∥∥∥
N∑
m=1
Ssmwrm(x)
∥∥∥∥∥ ‖w‖
N∑
m=1
∥∥rm(x)∥∥.
Combining these last inequalities with (29) one readily obtains that ‖ΔN‖ f (N) (N ∈ N).
Using the above estimates it is now easy to verify (23). The desired result is then a conse-
quence of Proposition 5.1. 
We do not know whether or not the ideal of strictly singular operators on any of the spaces,
X(S), considered above, is simplicially trivial.
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Here we prove the identity (20) used in the proof of Lemma 5.0.1. The proof is fairly elemen-
tary. It only involves a very basic induction argument and some tedious computations.
For each n ∈ N and 1    n, define h{0,} : X ⊗̂ A⊗̂n → X ⊗̂ A⊗̂(n+2) and δ{0,} : X ⊗̂
A⊗̂n → X ⊗̂A⊗̂(n−1) by
h{0,} =
∑
j=0
∑
k=j
(−1)j+khj,k and δ{0,} =
∑
i=0
(−1)idi,
respectively.
We show a slightly more general version of (20), in which the left-hand side of the latter is
replaced by h{0,−1}δ{0,} − δ{0,+2}h{0,}. Note that h{0,} = h{0,−1} +∑j=0(−1)j+hj, and
that δ{0,} = δ{0,−1} + (−1)d .
Fix n ∈ N. For  = 1 one readily sees that
h0,0(d0 − d1)− (d0 − d1 + d2 − d3)(h0,0 − h0,1 + h1,1)
= −(d0h0,0 − d0h0,1)+ (d1h− d2h1,1 − d3h0,1 + d3h1,1)
+ (h0,0d0 − d0h1,1)− (h0,0d1 − d3h0,0)
+ (d2h0,1 − d2h0,0)− (d1h0,1 − d1h1,1),
where both sides are thought of as operators acting on X ⊗̂A⊗̂n.
Suppose it has been shown that the identity holds for some 1  < n. We show next that it
holds for  +1 too. By the induction hypothesis, the problem can be reduced to verifying that the
difference between the left-hand sides of the ( + 1)-th and -th identities equals the difference
between their right-hand sides.
The difference between the left-hand sides of the ( + 1)-th and -th identities is
h{0,}δ{0,+1} − δ{0,+3}h{0,+1} − (h{0,−1}δ{0,} − δ{0,+2}h{0,})
= (−1)+1h{0,−1}d+1 +
∑
j=0
(−1)j+hj,δ{0,+1}
− δ{0,+3}
+1∑
j=0
(−1)j++1hj,+1 − (−1)+3d+3h{0,}
= −
−1∑
j=0
−1∑
k=j
(−1)+j+khj,kd+1 +
∑
j=0
+1∑
i=0
(−1)i+j+hj,di
+
+3∑
i=0
+1∑
j=0
(−1)i+j+dihj,+1 +
∑
j=0
∑
k=j
(−1)+j+kd+3hj,k,
while the difference between the right-hand sides of the ( + 1)-th and -th identities equals
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+1∑
j=0
(−1)j d+3hj,+1
+
∑
j=0
(−1)j d+2hj, +
∑
i=0
∑
j=i
(−1)i+j+(hj,di − dihj+1,+1)
−
∑
j=0
∑
k=j
(−1)+j+k(hj,kd+1 − d+3hj,k)
+
∑
i=1
i−1∑
j=0
(−1)i+j+(hj,di − di+1hj,+1)
+
∑
j=0
(−1)j (d+2hj,+1 − d+2hj,)+
+1∑
i=1
(−1)+1(dihi−1,+1 − dihi,+1).
Here, as before, all operators act on X⊗̂A⊗̂n.
One then verifies that
∑
i=0
∑
j=i
(−1)i+j+hj,di −
∑
j=0
∑
k=j
(−1)+j+khj,kd+1 +
∑
i=1
i−1∑
j=0
(−1)i+j+hj,di
=
∑
i=0
∑
j=0
(−1)i+j+hj,di −
∑
j=0
∑
k=j
(−1)+j+khj,kd+1
=
∑
i=0
∑
j=0
(−1)i+j+hj,di −
∑
j=0
(−1)jhj,d+1 −
−1∑
j=0
−1∑
k=j
(−1)+j+khj,kd+1
=
∑
j=0
+1∑
i=0
(−1)i+j+hj,di −
−1∑
j=0
−1∑
k=j
(−1)+j+khj,kd+1,
and also that
+3∑
i=0
+1∑
j=0
(−1)i+j+dihj,+1
=
∑
i=0
+1∑
j=i+1
(−1)i+j+dihj,+1 +
+1∑
i=0
(−1)i+i+dihi,+1
+
+1∑
i=1
(−1)i+i−1+dihi−1,+1 +
+1∑
i=2
i−2∑
j=0
(−1)i+j+dihj,+1
+
+1∑
(−1)+2+j+d+2hj,+1 +
+1∑
(−1)+3+j+d+3hj,+1
j=0 j=0
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∑
i=0
∑
j=i
(−1)i+j+dihj+1,+1 + (−1)d0h0,+1
−
+1∑
i=1
(−1)+1dihi,+1 +
+1∑
i=1
(−1)+1dihi−1,+1
−
∑
i=1
i−1∑
j=0
(−1)i+j+di+1hj,+1 +
∑
j=0
(−1)j d+2hj,+1
+ (−1)+1d+2h+1,+1 −
+1∑
j=0
(−1)j d+3hj,+1.
Combining these two last identities, one readily obtains the desired equality.
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