Abstract. This paper shows that given a doubling weight w on the unit sphere S d−1 of R d there exists a positive constant K w,d such that for each positive integer n and each integer N ≥ max x∈S d−1
, there exists a set of N distinct nodes z 1 , · · · , z N on S d−1 for which
where dσ d , B(x, r) and Π d n denote the surface Lebesgue measure on S d−1 , the spherical cap with center x ∈ S d−1 and radius r > 0, and the space of all spherical polynomials of degree at most n on S d−1 , respectively, and w(E) = E w(x) dσ d (x) for E ⊂ S d−1 . If, in addition, w ∈ L ∞ (S d−1 ), then the above set of nodes can be chosen to be well separated: 
Introduction
A Chebyshev-type cubature formula (CF) of degree n for a positive Borel measure µ on a compact subset Ω of R d consists of finitely many nodes z 1 , · · · , z N in Ω (which may repeat) such that the numerical integration formula
holds for every algebraic polynomial P of total degree at most n in d variables, where N is called the size of the formula. A Chebyshev-type CF is called strict if all the nodes z j are distinct. We denote by WN n,Ω (dµ) (resp., N n,Ω (dµ)) the minimal size of the Chebyshev-type CF (resp., the strict Chebyshev-type CF) of degree n for the measure µ on Ω. We will drop the subscript Ω here whenever the underlying domain Ω is easily understood from the context and no confusion is possible.
A central question concerning the Chebyshev-type CF is to find sharp asymptotic estimates of the quantity N n,Ω (dµ) or WN n,Ω (dµ) as n → ∞. Study of this question starts with the classical work of Bernstein [2, 3] who shows that WN n (dx) ∼ n 2 for the Lebesgue measure dx on the interval [−1, 1]. Here and throughout the paper, the notation a n ∼ b n means that c 1 a n ≤ b n ≤ c 2 a n for some positive constants c 1 , c 2 independent of n (called constants of equivalence).
Bernstein's methods have been extended and developed in a series of papers of Kuijlaars (see, for instance, [20, 21, 22, 23, 24] ), who, in particular, proves that for the Jacobi measures dµ α,β (t) = (1 − t) α (1 + t) β dt on [−1, 1] with nonnegative parameters α, β ≥ 0, (1.2) N n (dµ α,β ) ∼ n 2+2 max{α,β} , n = 1, 2, · · · .
Kuijlaars [20, 21] also noticed that his techinique in general does not work for the Jacobi measures dµ α,β (t) with negative parameters α, β > −1, although he was able to prove a stronger result in [25] implying the estimate (1.2) for the case of α = − 2) was proved recently by Kane [17] for α, β ≥ − 1 2 , and by Gilboa and Peled [14] for the general case of α, β > −1. The very interesting work of Gilboa and Peled [14] also uses the method of Kane [17] to establish sharp bounds on the size of the Chebyshev-type CFs in one dimension for all doubling weights with some excellent discussions on non-doubling case. For more information on the Chebyshev-type CFs in one variable, we refer to [15, 16, 13, 18, 32] and references within.
For the Chebyshev-type CFs in several variables, the most well studied case is that of spherical designs, introduced by Delsarte, Goethals, and Seidel [1] [1] ). It was conjectured by Korevaar and Meyers [19] that N n (dσ d ) ≤ c d n d−1 . Much work had been done towards this conjecture (see [17] and the references thererin). This conjecture was recently confirmed in the breakthrough work of Bondarenko, Radchenko, and Viazovska [5, 6] , which shows that there exist positive constants In the above mentioned interesting paper [17] , Kane develops techniques different from those of [5, 6] to establish bounds on the size of Chebyshev-type CFs on rather general path-connected topological spaces. In particular, his techniques can be applied to prove the existence of spherical n-designs on S d−1 of size
, which is only slightly worse than the asymptotically optimal estimate O d (n d−1 ). In the very general setting of path-connected topological spaces, the work of Kane [17] proves the existence of the Chebyshev-type CFs whose size is roughly the square of the optimal size conjectured in [17] . Using the method of [5] , Etayo, Marzo and Ortega-Cerdà [12] establish asymptotically optimal bounds on the size of the Chebyshev-type CFs on compact algebraic manifolds, confirming Kane's conjecture in certain sense for this specific setting.
Some earlier related works regarding the Chebyshev-type CFs on certain multivariate domains can be found in the papers of Kuperberg [27, 28, 29] . One can also find some interesting results on Chebyshev-type CFs on discrete spaces such as combinatorial designs and Hadamard matrices, in [30] and the references therein.
One of the main purposes in this paper is to extend the methods of Bondarenko, Radchenko, and Viazovska [5, 6] to determine the asymptotically optimal bounds on the size of the Chebyshev-type CFs for doubling weights on the unit sphere S d−1 and other related domains. Our results are mainly for the case of more variables, whereas the results in one variable were mostly established in the recent paper [14] .
Let us start with some necessary notation. Denote by Π 
Many of the weights that appear in analysis on S d−1 satisfy the doubling condition; in particular, all weights of the form
In this paper, we will prove the following weighted extension of the result of Bondarenko, Radchenko, and Viazovska [5, 6] on spherical designs: Theorem 1.1. Let w be a doubling weight on S d−1 normalized by w(S d−1 ) = 1. Then there exists a positive constant K w depending only on the doubling constant of w and the dimension d such that for each given positive integer n, and every integer
for which (1.5)
, then the set of nodes {z 1 , · · · , z N } above can be chosen to be well separated:
where c * is a positive constant depending only on w ∞ and the doubling constant of w.
As a corollary of Theorem 1.1, we have Corollary 1.2. Given a doubling weight w on S d−1 , the minimal sizes of the strict Chebyshev-type CFs for the measure w(
with the constants of equivalence depending only on d and the doubling constant of w.
Several remarks are in order.
(ii) For the weights w α given in (1.4), a straightforward calculation shows that
By Corollary 1.2, this implies that
where α min = min 1≤i≤d α i and
Note that only Chebyshev-type CFs with distinct nodes are involved in Theorem 1.1. However, it is worthwhile to point out that a slight modification of our proof shows that for each integer N ≥ max x∈S d−1
Kw w(B(x,n −1 )) there exists a Chebyshev-type CF of degree n and size N for the measure w(x)dσ d (x) consisting of a large number of multiple nodes (i.e., repeated notes), and with the number N n of distinct nodes satisfying N n ∼ n d−1 .
While the proof of Theorem 1.1 follows the methods of the papers [5, 6] , it is more technical and involved than the corresponding unweighted case due to the fact that the measure w(x)dσ d (x) is not rotation-invariant, which means that in general, the weighted measure w(B(x, r)) of a spherical cap not only depends on radius r but also on the center x.
An important ingredient used in our proof is the convex partition of S d−1 that is regular with respect to a given weight. Recall that a subset A ⊂ S d−1 is geodesically convex if any two points x, y ∈ A can be joined by a geodesic arc that lies entirely in A, whereas a finite collection {R 1 , R 2 , · · · , R N } of closed geodesically convex subsets of
R j and the interiors of the sets R j are pairwise disjoint. Our result on regular convex partitions of the weighted sphere can be stated as follows: and 0 < α < w(E), then there exists a subset F of E such that w(F ) = α.
In order to establish similar results on other domains, we also need to consider weights on S d−1 that are symmetric under certain reflection groups, in which case it can be shown that the set of nodes in the corresponding Chebyshev cubature formula enjoys the same symmetry. Let us first describe briefly some necessary notation. Given j = 1, 2, · · · , d, we denote by τ j the reflection with respect to the coordinate plane x j = 0; that is,
Denote by Z d 2 the abelian reflection group generated by the reflections
. Similarly, we say a finite subset Λ of S d−1 is τ j -invariant for a given j ∈ {1, 2, · · · , d} if Λ = {xτ j : x ∈ Λ}, whereas it is Z 
where we write
Denote by B Ω (x, r) the ball {y ∈ Ω : ρ Ω (x, y) ≤ r} with center x ∈ Ω and radius r > 0. A doubling weight on Ω is a weight w on Ω satisfying that
for some positive constant L, where w(E) = E w(x) dx for E ⊂ Ω. Next, we define the mapping φ Ω :
A change of variables shows that for each integrable function f on Ω (see [36] )
where
d+1 of degree at most n or 2n depending on whether Ω = B d or Ω = T d . Given a weight w on Ω, we define a weight w Ω on the sphere S d by
Thus, according to (1.7), w is a doubling weight on Ω if and only if w Ω is a doubling weight on the sphere S d , and furthermore, w(E) = w Ω (E Ω ) for every measurable E ⊂ Ω, where
The following are some examples of doubling weights on the ball B d or the simplex T d :
As a direct consequence of (1.7) and Corollary 1.7, we deduce 
, where c * is a positive constant depending only on w Ω ∞ and the doubling constant of w.
The rest of the paper is organized as follows. The first two sections are devoted to the proof of Theorem 1.4. To be more precise, in Section 2 we prove Theorem 1.4 under the additional condition N 2 d−2 ∈ N, which is technically easier, but already contains some crucial ideas. The proof of Theorem 1.4 for the general case of positive integer N is more complicated and involved, and is given in Section 3. A crucial ingredient used in the proof in Section 3 is the family of nonlinear dilations T α on the sphere that preserve geodesic simplexes. Section 4 contains some preliminary lemmas that are either known or relatively easy to prove, but will be needed in the proof of Theorem 1.1. The final section, Section 5, is devoted to the proofs of Theorem 1.1 and Corollary 1.2. One of the main difficulties in our proofs comes from the fact that the positive integers N w(R j ) in Theorem 1.4 ( i.e., the theorem on convex partition) may not be equal to one, which is different from the unweighted case.
For the rest of the paper, we use the notation C w , L w , etc. (c w , λ w , etc.) for sufficiently large (small) constants depending only on the dimension d and the doubling constant of w. Sor simplicity, we will always assume that d ≥ 3 (i.e.,
can be treated similarly and is, in fact, much simpler. This section is devoted to the proof of Theorem 1.4 under the additional assumption
2.1. Preliminaries. We start with the concept of geodesic simplex, which will play a crucial role in our proof.
A geodesic simplex S is called admissible if, in addition, the vectors ξ 2 , · · · , ξ d are mutually orthogonal, arccos
Next, we introduce some necessary notation. For any two distinct points ξ, η ∈ S d−1 , we denote by Arc(ξ, η) the geodesic arc connecting ξ and η; that is, Arc(ξ, η) =
is called a surface simplex spanned by the set A.
The following lemma can be verified by straightforward calculations.
Then the following statements hold:
x is a bijective continuously differentiable mapping from T onto S that maps each convex subset of T to a geodesically convex subset of S.
The following geometric fact, which can also be easily verified through straightforward calculations, will be used frequently in our proof.
Thus, Proof. We use induction on the dimension d. The conclusion holds trivially for d = 1 since every convex subset of R must be an interval. Now assume that the conclusion has been proven in R d−1 , and we will deduce it for the case of R d as follows. We denote by m d the d-dimensional Lebesgue measure (i.e., the ddimensional Hausdorff measure). Let p, q ∈ G be such that 2r = |p − q| = diam(G), and let ξ denote the unit vector in the direction of q − p.
It is easily seen that each slice G(t) is a compact convex subset of the hyperplane S(t) := {x ∈ R d : (x − p) · ξ = t}, and moreover,
Thus, there must exist 0
Without loss of generality, we may assume that r ≤ t 0 ≤ 2r since otherwise we interchange the order of the points p and q. It suffices to show that the convex hull H of the set B ∪ {p} contains a ball of radius c d a. Indeed, by rotation invariance, we may assume that p = 0 and ξ = e d . We then write z 0 = (u 0 , t 0 ) and let Q denote the cube in R d−1 centered at u 0 and having side length ε d a for a sufficiently small constant ε d . Clearly, the rectangle
However, a straightforward calculation shows that R ⊂ H.
2.2.
Organization of the proof. We divide the proof into two main steps. At the first step, we prove Proposition 2.5. Let w be a weight on
To state our main result in the next step, we need to introduce some notation. Given a surface simplex T in R d , we denote by H T the hyperplane in which the surface simplex T lies, and B(x, r) HT the ball {y ∈ H T : x − y ≤ r} with center x ∈ H T and radius r > 0 in the hyperplane H T . For a weight function w on T , we write w(E) = E w(x) dx for E ⊂ T , where dx denotes the surface Lebesgue measure on T .
At the second step, we prove Proposition 2.6. Let T be a surface simplex in R d spanned by a admissible subset of S d−1 with d ≥ 3, and let w be a weight on T such that N w(T ) ∈ N for some N ∈ N. Assume that there exists r N ∈ (0, 1) such that w(B) ≥ 1 N for every ball B = B(x, r N ) HT ⊂ T . Then there exists a convex partition
For the moment, we take Proposition 2.5 and Proposition 2.5 for granted and proceed with the proof of Theorem 1.4.
Proof of Theorem 1.4. Assume that N 2 d−2 ∈ N, and set δ 0 = min x∈S d−1 w(B(x, 10 −d )). We consider the following two cases:
In this case, r ≥ 10 −d . Thus, by Lemma 2.2 and Lemma 2.4, it suffices to prove the following assertion: given any integer M ≥ 1 and any weight w such that w(B) > 0 for every spherical cap B ⊂ S d−1 , there exists a convex partition
We prove this last assertion by induction on the dimension d. If d = 2, then the stated assertion follows directly by continuity. Now assume that the assertion holds on the sphere
By the induction hypothesis, there exists a convex partition
It is easily seen that
This completes the induction.
Moreover, according to Lemma 2.2 (iii) and (iv), w j is a weight on T j satisfying the following two conditions: (a) w j (E) = w(g(E)) for each E ⊂ T j , and (b) there exists a constant r N ∼ d r such that
Thus, applying Proposition 2.6 to the weight w j on each surface simplex T j , we obtain a convex partition
Finally, setting R j,i = g(E j,i ) for 1 ≤ j ≤ m and 1 ≤ i ≤ n j , and applying Lemma 2.2 (ii), we obtain a convex partition {R j,i : 1
2.3. Proof of Proposition 2.5. For simplicity, we say that a set E ⊂ S d−1 has a regular geodesic simplex partition with respect to the integer N and the weight w on S d−1 if it can be written as a finite union of admissible geodesic simplexes S 1 , · · · , S n whose interiors are pairwise disjoint and such that N w(S j )) ∈ N for each 1 ≤ j ≤ n.
First, we claim that Proposition 2.5 is a consequence of the following assertion:
has a regular geodesic simplex partition with respect to the integer N and the weight w on S d−1 whenever N and w satisfy the following conditions (i) w(B(e d ,
, where
To see this, let w be a weight on S d−1 satisfying the conditions of Proposition 2.5. Then w(B(x,
be a rotation such that ρe d = x 0 and set w(x) := w(ρx) for x ∈ S d−1 . Applying Assertion (A) to the weight w on S d−1 and the integer N , we conclude that the spherical cap B(x 0 , π 2 ) has a regular geodesic simplex partition with respect to N and w. A similar argument also yields the same conclusion for the spherical
, it follows that the sphere S d−1 itself has a regular geodesic simplex partition with respect to N and w. This shows the claim.
Assertion A can be proved using induction on the dimension d. We start with the case of d = 3. For simplicity, we write ξ ϕ := (cos ϕ, sin ϕ, 0) for 0 ≤ ϕ ≤ 2π, and set T (α, β) := conv S 2 {e 3 , ξ α , ξ β } for 0 ≤ α < β ≤ 2π; that is,
By Lemma 2.3, it is easily seen that for any ϕ ∈ [0, 2π),
which in particular implies that
By continuity, we conclude that for any
Invoking this fact iteratively, we obtain a sequence
where k 0 ≤ 12 is the smallest positive integer such that α k0−1 + π 6 < 2π. Setting α k0 = 2π, we have that
Thus, N w T (α k0−1 , α k0 ) ∈ N. Since B(e 3 , . For E ⊂ S d−1 , we write,
Clearly, w d−1 is a weight on the sphere
In particular,
and N 1 = N/2, we claim that (2.4) min
where the notation B S ℓ (x, r) is used for the spherical cap in S ℓ . For the proof of (2.4), it is sufficient to show that for any
Now applying the induction hypothesis to the weight w d−1 on S d−1 and the integer N 1 , we conclude that there exists a regular geodesic simplex partition
with respect to the integer N 1 and the weight
Thus, to complete the proof, it remains to show that each S j is an admissible geodesic simplex on S d . Since each E j is an admissible geodesic simplex in 
Without loss of generality, we may as-
, in which case T can be written explicitly as
For the rest, we fix θ ∈ [ 
Also, we will use the notation B(x, r) R d to denote the Euclidean ball {y ∈ R d : y − x ≤ r} in R d . For the proof of Proposition 2.6, we claim that it is sufficient to show the following assertion:
To show the claim, for d ≥ 3, we let Ψ : We start with the case of d = 2. Note that T 2 is an isosceles triangle with vertices at (0, 0), (0, 1) and (sin θ, cos θ) in the x 1 x 2 -plane. By rotation invariance of Assertion (B), we may assume, without loss of generality, that T 2 is the triangle with vertices at A = (− sin
For simplicity, we set △ j := △(t j−1 , t j ) for 1 ≤ j ≤ k. We construct a convex partition of the domain △ j for each 10 ≤ j ≤ k as follows. Let A j (s) = t j A + t j (B − A)s, s ∈ [0, 1] denote the parametric representation of the line segment from t j A to t j B. For 0 ≤ s < t ≤ 1, we denote by T j (s, t) the trapezoid with vertices at A j−1 (s), A j−1 (t), A j (s) and A j (t). It follows from (2.6) that for 0 
Using Lemma 2.4, we know that each set T j (s j,i−1 , s j,i ) contains a ball of radius r and has diameter ∼ r. Now putting the above together, we obtain a convex partition of T 2 :
Assertion (B) for d = 2 then follows. Now assume that Assertion (B) has been proven for the simplex T d−1 ⊂ R d−1 . Let N and w be a positive integer and a weight on T d satisfying the conditions of Assertion (B). Note that for any nonnegative function f on T d ,
For 0 ≤ t < 1 − r 1 , define 
we define a weight function w j on T d−1 by
We claim that for each ball B ⊂ T d−1 with radius r 1 ,
and using (2.7), we see that B j is a convex subset of T d with diameter ∼ r 1 and volume ∼ r N . This shows the claim. Now applying the induction hypothesis to the integer N , the radius r 1 and the weights w j on T d−1 , we conclude that for each 1 ≤ j ≤ m, the simplex
we get a convex partition N . We will keep these assumptions throughout this section. For convenience, we introduce the following concept.
Definition 3.1. Given a parameter ε ∈ (0, 1), we say a subset
A geodesic simplex in S d−1 is said to be in the class S ε if it is spanned by a set of d strongly ε-separated points η 1 , · · · , η d in S d−1 .
Theorem 1.4 is a direct consequence of the following two propositions.
Proposition 3.2. Let ε ∈ (0, 1) be a given parameter and S a geodesic simplex from the class S ε . If N w(S) ∈ N, then there exists a convex partition 
Without loss of generality, we may assume that x ∈ S d−1 and |x 1 | = max 1≤j≤d |x j |. On the one hand, by the Cauchy-Schwarz inequality,
On the other hand, however, since
, we have
This proves the inequality (3.1). Finally, we prove the assertion of Proposition 3.2. Consider the bijective mapping Φ : x → g(Ax) from the surface simplex T 0 = conv R d {e 1 , · · · , e d } to the geodesic simplex S. According to Lemma 2.2 (ii), Φ maps convex sets to geodesic convex sets, and by (3.1) and Lemma 2.2 (iv),
Since Φ maps boundary of T 0 to boundary of S, (3.2) in particular implies that if B(x, t) HT 0 ⊂ T 0 for some x ∈ T 0 and t ∈ (0, 1), then
On the other hand, using Lemma 2.2 (iii), we obtain by a change of variable that for each nonnegative function f on S, 
and using (3.3) and Lemma 2.2, we conclude that {R 1 , · · · , R m } is a convex partition of the geodesic simplex S with the stated properties in Proposition 3.2.
Finally, we turn to the proof of Proposition Propsition 3.3, which is more involved. The important ingredient used in the proof is a family of nonlinear dilations on S d−1 , which we shall introduce and study in the subsection that follows.
3.1.
A family of nonlinear dilations. Throughout this subsection, we write
where it is agreed that S 0 = {±1} when d = 3.
Next, for 0 < α < 
Using the function h α , we may define a nonlinear dilation T α x of x ∈ S d−1 with respect to the angle between x and e 1 as follows:
The following lemma collects some useful properties of T α : 
(ii) T α is a bijective mapping from S(0, π 2 ) to S(0, α) that maps boundary of S(0, π 2 ) to the boundary of S(0, α).
(iii) For every nonnegative measurable function f on S(0, α),
2 ) is geodesic simplex spanned by e 1 and a set of independent
4 . According to Lemma 2.3, we have
which combined with (3.7) and (3.8) 
On the other hand, a similar argument shows that
which, using (3.7) and (3.8) once again, implies the inverse inequality d(x, y) ≤ d(T α x, T α y). This completes the proof of (i).
(ii) Since (ϕ, ξ) → x(ϕ, ξ) is an injective mapping from (0, π)
To show that T α is a mapping from S(0, 
} with x 2 = 0, then T α x = x, which in particular implies T α (e 1 ) = e 1 ∈ S(0, α).
, and hence
This implies that x = x( ϕ1 hα(ξ1) , ξ) ∈ S(0, (iii) Using Fact 1, we obtain
which, by a change of variable ϕ = h α (ξ 1 )θ, equals
(iv) We start with the proof of the following fact: 
This proves Fact 2. Next, we prove that for V = conv
for some t 1 , · · · , t d−1 ≥ 0, and hence, by Fact 2,
j=1 s j T α (η j ) for some s 1 , · · · , s d−1 ≥ 0, and by Fact 2,
where s 
, it follows that s 2 ≥ 0, and hence T α x ∈ Arc(e 1 , T α (η)). Conversely, if y = t 1 e 1 + t 2 T α (η) ∈ Arc(e 1 , T α (η)) for some t 1 , t 2 ≥ 0, then
Finally, we prove
Indeed, it is easily seen that each x ∈ S can be written in the form x = √ 1 − t 2 η + te 1 ∈ Arc(e 1 , η) for some t ≥ 0 and η ∈ V = conv S d−1 {η 1 , · · · , η d−1 }. It follows by (3.10) that T α (x) ∈ Arc(e 1 , T α (η)). However, by (3.9),
It then follows by (3.10) that y ∈ Arc(e 1 , T α (η)) = T α Arc(e 1 , η) ⊂ T α (S).
(v) According to Fact 2, we have
By symmetry, it remains to show that
Indeed, since sin α ≤ E α (η 1 ) ≤ √ 2, we obtain from Fact 2 that LHS of (3.12) For the moment, we take Assertion A for granted and proceed with the proof of the proposition. Note that if 0 ≤ α < β ≤ 2π and β − α ≥ 
and N w(S(α i−1 , α i )) ∈ N for i = 1, · · · , ℓ 0 . Thus, replacing w with w • Q for some rotations Q ∈ SO(d), we reduce to proving the following assertion:
and N w(S(0, α)) ∈ N, then there exists a convex partition {S 1 , · · · , S n0 } of the set S(0, α) such that S j ∈ S ε d and N w(S j ) ∈ N for j = 1, · · · , n 0 .
The proof of Assertion B relies on Assertion A and the nonlinear bijective mapping T α : S(0, π 2 ) → S(0, α) introduced in Definition 3.5. Let w 1 (x) := w(T α (x))ω(x) for x ∈ S(0, π 2 ), where ω is the function given in (3.6). According to (3.5), w 1 (E) = w(T α (E)) for each E ⊂ S(0, π 2 ). Moreover, by By Lemma 3.6 (i), (ii) and (iii), we may apply Assertion A to the weight w 1 on S(0, π 2 ) and obtain a partition {V 1 , · · · , V n0 } of S(0, π 2 ) with the stated properties of Assertion A (with w 1 in place of w). Now setting S j = T α (V j ), we get a partition {S 1 , · · · , S n0 } of S(0, α). By Lemma 3.6 (iv) and (v), each S j is a geodesic simplex in the class S ε d , whereas by Lemma 3.6 (iii), N w(S j ) = N w 1 (T j ) ∈ N for 1 ≤ j ≤ n 0 . This proves Assertion B.
It remains to show Assertion A. We start with the case of d = 3. Note that
By continuity, there exists a point ξ = (0, sin θ, cos θ) ∈ S 2 0 for some θ ∈ (
2 ) such that S(0, π 2 ) = S 1 ∪ S 2 with S 1 := conv S 2 {e 1 , −e 3 , ξ} and S 2 := conv S 2 {e 1 , e 3 , ξ}, and such that N w(S 1 ), N w(S 2 ) ∈ N. This shows Assertion A and hence Proposition 3.3 for d = 3.
Next, we show Assertion A for d ≥ 4. We use induction on the dimension d. Assume that the conclusion of Proposition 3.3 holds on the spheres S ℓ−1 , ℓ = 3, · · · , d − 1. We shall prove that Assertion A holds for d ≥ 4, which in turn implies Proposition 3.3 for d ≥ 4. The proof relies on the following formula:
where f is a nonnegative function on S(0, π/2).
where ω = w(S(0, π/2)) = k0 N for some positive integer k 0 . Given a set E ⊂ S d−3 , set
It can be easily seen that if E is a geodesic simplex in S d−3 spanned by a set of linearly independent points
and moreover, by (3.13), w(E) = ω −1 w( E). Now applying the induction hypothesis to the weight w on the sphere S d−3 with k 0 in place of N , we obtain a partition {E 1 , · · · , E m0 } of the sphere S d−3 , where each E j is a geodesic simplex in S d−3 spanned by a set of strongly
where each E j is a geodesic simplex spanned by the vector e 1 and the set of strongly
, and satisfies that N w( E j ) = k 0 w(E j ) ∈ N for each j. This proves Assertion A for d ≥ 4.
Preliminary lemmas
For the proof of Theorem 1.1, in addition to the convex partitions of the weighted sphere (i.e., Theorem 1.4), we shall also need several preliminary lemmas, which we state or prove in this section.
Throughout this section, w denotes a normalized doubling weight on S d−1 with doubling constant L w . All the general constants c w , C w , δ w depend only on d and the doubling constant of w. Given 1 ≤ p ≤ ∞, we denote by · p,w the L p -norm defined with respect to the measure w(
The following weighted polynomial inequalities were established in [9] (see also [10 
where B ω = B(ω, n −1 δ) and osc(f )(ω) = max y∈Bω |f (y)| for ω ∈ Λ. (ii) If, in addition, Λ is maximal δ n -separated with 0 < δ < c w and c w being a small constant, then for each given parameter γ > 1, and every f ∈ Π d n ,
where B ω = B(ω, n −1 δ) for ω ∈ Λ, and the constants of equivalence depend only on d, γ and the doubling constant of w.
The weighted Christoffel function on S d−1 is defined by
where the infimum is taken over all spherical polynomials of degree n on S d−1 that take the value 1 at the point x ∈ S d−1 . The following pointwise estimate of λ n (w, x) is proved in [11] . (See also [31] for the case of d = 2).
where the constant of equivalence depends only on d and L w .
We shall need the following lemma from [5] , whose detailed proof can be found in the book [10, p.145-147] . 
has a unique solution y = y(P, s) ≡ y(P, x; s) ∈ S d−1 on [0, ∞) with the following properties: n and z max ∈ R is such that P (z max ) = max z∈R P (z). Then for each x ∈ R,
Corollary 4.4 was used without proof in [6] . For completeness, we include a proof here.
Proof. Without loss of generality, we may assume that x is an interior point of R and min z∈R |∇ 0 P (z)| = ε > 0. By Lemma 4.3, there exists a continuously differentiable function y : [0, ∞) → S d−1 satisfying the equation (4.3). We claim that there exists s > 0 such that y(s) / ∈ R. Assuming otherwise, we then have that
and hence, for any t > 0,
Letting t → ∞, and taking into account the fact that y(t) ∈ S d−1 , we conclude that the polynomial P is not bounded on S d−1 , which contradicts the extreme value theorem. This proves the claim. Now set
is continuous and x is an interior point of R, it follows that 0 < t 0 < ∞, y(t 0 ) ∈ ∂(R) ⊂ R, and
This implies that
We will use the following lemma from algebraic topology. where ξ ∈ S d−1 is such that ξ sin θ is the orthogonal projection of y on the space {y ∈ R d : y · x = 0}; that is, ξ = ξ x,y = y−x cos θ sin θ . In the case when x = y, we also set γ [x,y] (t) = x for t ∈ [0, 1].
A convex set G in R d is said to be strictly convex if for any two distinct points p, q ∈ G and any t ∈ (0, 1), tp + (1 − t)q is an interior point of G. (i) For each y ∈ T 0 \ {0}, there exists a unique point x y ∈ R such that x y · y = max z∈R z · y. Furthermore, y −→ x y is a continuous mapping on the set T 0 \ {0} with the property that the function t → y · (γ [xy,w] (t)) is decreasing on [0, 1] for each given y ∈ T 0 \ {0} and w ∈ R \ {x y }. (ii) Let z 0 be an arbitrary interior point of R. Given δ, ε ∈ (0, 1/2), define
Then y → A(y) is a continuous mapping from T 0 to R.
Lemma 4.7 was essentially proved in [6] . However, since the proof there is rather sketchy, we include a more detailed proof of the lemma here.
onto the space T 0 . Firstly, we prove that D 0 = P 0 (R) is a strictly convex set in the space T 0 . To see this, let S onto the set U 0 with continuous inverse given by P −1 (u) = u + 1 − u 2 x 0 for u ∈ U 0 . Thus, to show D 0 is strictly convex, it suffices to prove that for any two distinct points u, v ∈ D 0 , and every w = tu + (1 − t)v with t ∈ (0, 1), P 
which in turn implies that α 0 > 0. Now setting
satisfying η < δ, we use (4.6) to obtain
This shows that P −1 0 (w) is an interior point of R, and hence proves that D 0 is a strictly convex subset of T 0 .
Secondly, we show that for each y ∈ T 0 \ {0}, there exists a unique x y ∈ R such that x y · y = max z∈R z · y. Indeed, this follows directly from the facts that D 0 is strictly convex and max z∈R z · y = max z∈R P 0 (z) · y.
Thirdly, we show that y → x y is continuous on T 0 \ {0}. Let y, z be two distinct nonzero vectors in T 0 , and let p = P 0 (x y ) and q = P 0 (x z ). Then p, q ∈ D 0 , p · y = x y ·y = max u∈D0 u·y, and q ·z = x z ·z = max u∈D0 u·z. Since max x,y∈R d(x, y) < π 2 , we also have that x y − x z ≤ C R p − q . For convenience, we set H p,y := {u ∈ T 0 :
Since p · z ≤ q · z, it follows that
On the other hand, since D 0 is strictly convex, ρ( p+u 2 , H p,y ) > 0 for any u ∈ D 0 \{p}. Thus, given any ε > 0,
In particular, if x y − x z ≥ ε/C R , then p − q ≥ ε and hence by (4.7), 0 < δ y ≤ y − z . This shows the continuity of the mapping y → x y . Finally, we show that given each y ∈ T 0 \ {0} and w ∈ R \ {x y }, the function t → y · (γ [xy,w] (t)) is decreasing on [0, 1]. Let G denote the great circle passing through x y and w, and η the orthogonal projection of y onto the plane spanned by the vectors x y and w.
Since w · ξ ≤ x y · ξ, it suffices to show that the arc Arc(x y , w) lies between the points ξ and −ξ on the great circle G. Indeed, since max u,v∈R d(u, v) < π 2 , we have x y · ξ = η −1 x y · y > 0. Hence, ξ cannot be in the interior of the geodesic arc Arc(w, x y ) since otherwise ξ ∈ R and η = ξ · η = ξ · y > x y · y. Similarly, one can also show that that −ξ can not lie in the interior of Arc(w, x y ). Indeed, assuming otherwise, we have that −ξ ∈ R, which would imply that x y · y = η ξ · x y < 0, yielding a contradiction.
(ii) Let δ 1 ∈ (0, 1 2 ) be such that B(z 0 , δ 1 ) ⊂ R. Since x y is on the boundary of R, it follows by (i) that θ(y) = d(x y , z 0 ) ∈ [δ 1 , π 2 ) for each y ∈ T 0 \ {0}, and is continuous in y ∈ T 0 \ {0}. Furthermore, according to (4.4), for y ∈ T 0 \ {0},
Since the function h ε (y) := min{1, 
Finally, we recall that
The proof of Theorem 1.1 follows closely the methods used in [6] . Indeed, applying Lemma 4.5 to the vector valued function F (P ; z) := N j=1 G n,w (x j (P ), z), P ∈ Π 
n,0,w , α, α ′ ∈ Λ and α = α ′ , and such that
where Λ is an index set with cardinality N . If, in addition, w ∈ L ∞ (S d−1 ), then the set of points {x α (P )} α∈Λ is c w N
for some positive constant c w depending only on w ∞ and the doubling constant of w.
5.1.
Proof of Proposition 5.1. Throughout the proof, K w denotes a sufficiently large constant depending only on the doubling constant of w. Set δ = 2
Let N, n ∈ N be such that N 
, there exists a set of k j points x j,1 , · · · , x j,kj in the set R j which are 2r j -separated and satisfy x j,1 = x j , and B(x j,i , r j ) ⊂ R j for all 1
n,w,0 . It is easily seen that x · ∇ 0 P (x) = 0 for all x ∈ S d−1 . Thus, according to Lemma 4.7, if ∇ 0 P (x j ) = 0, there exists a unique point z j,P ∈ R j such that z j,P · ∇ 0 P (x j ) = max z∈Rj z · ∇ 0 P (x j ) . Now for each P ∈ Π d n,0,w , we define
We claim that for each 1 ≤ j ≤ M and 1 ≤ i ≤ k j , P → x j,i (P ) is a continuous function from Π d n,w,0 to S d−1 . Indeed, by Lemma 4.7, we may write x j,i (P ) = A(∇ 0 P (x j )), where A is defined in (4.5) with x j , x j,i , ∇ 0 P (x j ) in place of x 0 , z 0 and y respectively. According to Lemma 4.7 (ii), x j,i (P ) is a continuous function of ∇ 0 P (x j ). On the other hand, however, since Π d n,w,0 is a finite dimensional vector space, the mapping P → ∇ 0 (P )(x j ) is continuous on Π d n,0,w . This proves the claim. Now we set Λ := {(j, i) : 1 ≤ j ≤ M, 1 ≤ i ≤ k j }, and turn to the proof of (5.2). Assume that P ∈ Π d n,0,w and ∇ 0 P 1,w = 1. Let z j,P , x j,i be defined as above. For convenience, we also set
Let δ ∈ (0, 1) be a parameter to be specified later. Define
Let z j,max ∈ R j be such that P (z j,max ) = max z∈Rj P (z). We then split the sum 1 N M j=1 kj i=1 P x j,i (P ) on the left hand side of (5.2) into the following four parts:
P y j,i − P x j,i (P )
Firstly, we estimate the first sum Σ 1 from below. Use Lemma 4.4, we obtain For simplicity, we write γ j,i (t) = γ [zj,i,P ,zj,max] (t). If ∇ 0 P (x j ) = 0, then z j,i,P = z j,P , and hence, by Lemma 4.7 (i), the function ∇ 0 P (x j ) · γ j,i (t) is decreasing on [0, 1], namely, (5.10) ∇ 0 P (x j ) · γ ′ j,i (t) ≤ 0, ∀t ∈ [0, 1]. On the other hand, note that if ∇ 0 P (x j ) = 0, then z j,i,P = x j,i and then the inequality (5.10) holds trivially. Thus, and hence in this case we also have P (x j,i (P )) − P (y j,i ) = 0. Finally, if 0 < ∇ 0 P (x j ) < ε, then P (x j,i (P )) − P (y j,i ) ≤ Putting the above together, we obtain
P (x j,i (P )) − P (y j,i )
w(R j ) max To conclude the proof of (5.2), we just need to choose the parameters ε, δ small enough so that 0 < ε, δ < where η i = z cos θ i + ξ i sin θ i . Then for any t ∈ (0, 1),
For the moment, we take Lemma 5.2 for granted and proceed with the proof of (5.3). Without loss of generality, we may assume that w ∞ = 1. Set Λ = {(j, i) : 1 ≤ j ≤ M, 1 ≤ i ≤ k j }. It is enough to prove that for (j, i) = (j ′ , i ′ ) ∈ Λ and every P ∈ Π We first prove (5.13) for the case of j = j ′ and 1 ≤ i = i ′ ≤ k j . In this case, if ∇ 0 P (x j ) = 0, then x j,i (P ) = x j,i , x j,i ′ (P ) = x j,i ′ , and hence by (5.5), d(x j,i (P ), x j,i ′ (P )) ≥ r j ≥ CN Without loss of generality, we may assume that ∇ 0 P (x j ) > 0 since otherwise x j,i (P ) = x j,i and the claim is obvious. We first recall that B(x j,i , r j ) ⊂ R j , and This implies that h(x j,i (P )) = h(z j,P ) sin(θ j,i ) sin(θ j,i t j ) = (1 − s)h(x j,i ) + sh(z j,P ), where 0 ≤ s = sin(θ j,i t j ) sin θ j,i ≤ t j ≤ 1 − δ.
Here we used the fact that the function sin t t is decreasing on [0, According to [9, Lemma 4.6] , given a positive integer ℓ ≥ s w + d + 1, there exists a nonnegative algebraic polynomial P n of degree at most n/4 on [−1, 1] such that (5.15) 0 ≤ P n ( x, y ) ∼ n d−1 (1 + nd(x, y)) −2ℓ , ∀x, y ∈ S d−1 , where x, y denotes the dot product of x, y ∈ R d . Using (5.14) and [9, Theorem 4.2] we have that for p = 1, 2,
where · p,w denotes the Lebesgue L p -norm defined with respect to the measure w(x) dσ d (x) on S d−1 . Since the norm · ℓ p is a decreasing function in p > 0, it follows that
Next, by [9, Corollary 3.4], P n ( x, · ) p,w ∼ P n ( x, · ) p,wn for 1 ≤ p < ∞, where w n (x) = n Thus, using (5.17) and (5.16) , we deduce that for any x ∈ S d−1 , (n −d+1 w n (x))
It follows that
N ≥ c(n −d+1 w n (x)) −1 = c w(B(x, n −1 ))
, ∀x ∈ S d−1 .
