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Chapter 1
Abstracts
This paper regroups all contributions to the arrangement field theory
(AFT), together with a philosophical introduction by Dr. Fabrizio
Coppola. AFT is an unifying theory which describes gravitational,
gauge and fermionic fields as elements in the super-symmetric ex-
tension of Lie algebra Sp(12,C).
Paper number 1
We introduce the concept of “non-ordered space-time” and formulate
a quaternionic field theory over such generalized non-ordered space.
The imposition of an order over a non-ordered space appears to
spontaneously generate gravity, which is revealed as a fictitious force.
The same process gives rise to gauge fields that are compatible with
those of Standard Model. We suggest a common origin for gravity
and gauge fields from a unique entity called “arrangement matrix”
5
CHAPTER 1. ABSTRACTS
(M) and propose to quantize all fields by quantizing M . Finally we
give a proposal for the explanation of black hole entropy and area
law inside this paradigm.
Paper number 2
In this work we apply the formalism developed in the previous paper
(“The arrangement field theory”) to describe the content of standard
model plus gravity. The resulting scheme finds an analogue in super-
symmetric theories but now all quarks and leptons take the role of
gauginos for Sp(12,C) gauge fields. Moreover we discover a triality
between Arrangement Field Theory, String Theory and Loop Quan-
tum Gravity, which appear as different manifestations of the same
theory. Finally we show as three families of fields arise naturally and
we discover a new road toward unification of gravity with gauge and
matter fields.
Paper number 3
We show how antigravity effects emerge from arrangement field the-
ory. AFT is a proposal for an unifying theory which joins gravity
with gauge fields by using the Lie group Sp(12,C). Details of theory
have been exposed in the papers number 1 and number 2.
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Chapter 2
The philosophy of arrangement
field theory
2.1 Classical Physics
In classical physics, space and time are fundamental entities, provi-
ding a preordained structure in which interactions between physical
objects can occur. In short, space and time are “absolute”. More-
over, the physical properties of a body or system are supposed to be
objective and independent from a possible observation.
In this paradigm, reality exists independently of classical mea-
surements and is not significantly influenced by measurements, un-
less these are particularly “invasive”. But even in such cases, it is
assumed that the observed systems had their own pre-existing cha-
racteristics.
7
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These were obvious and implicit tenets in classical physics, which
influenced whole science, aimed to be purely objective.
2.2 Space and time according to philosophers
Despite the rapid and successful development of classical physics and
science in general, firmly based on the fixed concepts of space and
time, between late 17th century and early 19th century respectable
philosophers such as Locke, Hume, Leibniz, Kant and Schopenhauer,
conceptualized space and time not as objective and universal entities,
but as concepts defined by our own intellect, aimed to interpret the
external reality perceived by our senses.
This idea was radically different from the founding conception of
classical physics, based on full objectivity, and appeared quite ex-
travagant to several scientists at that time. Nevertheless Kant, who
had a scientific background, exposed his conception in a profound
and rational way.
In 1781 Kant distinguished two main activities of conscious mind
[12]: “analytic propositions” and “synthetic propositions”. In an
oversimplied interpretation, “analytic propositions” are the elements
of rational, logical reasoning, in which thoughts proceed by deduc-
tion, starting from known facts and finding consequences which, any-
8
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way, were implicit in the premises and only had to made explicit by
reasoning.
“Synthetic propositions”, instead, are new, non-deductible infor-
mations, coming from perceptions and sensations. For instance we
can not deduce whether an apple is sweet, or a radiator is hot, but
we must check that through our senses.
Kant also proposed a distinction between “a priori” propositions,
meaning “in advance”, ie “before” an experience is performed; and
“a posteriori” propositions, meaning “after” an experience.
According to Kant, all analytic propositions are “a priori”. A
trivial example is given by any sum, such as 4 + 7 = 11. This
analytic proposition is true “a priori”: the result is already 11 before
we make the calculation. Kant states that no analytic proposition
can be a “posteriori”. Synthetic propositions, on the other side, are
generally “a posteriori”, since perceptions come from experience.
Now, an interesting question remains: may “a priori” synthetic
propositions exist? Kant answers that they do actually exist. Cer-
tain “categories” that human mind applies to events, such as the
principle of “cause and effect”, are “a priori”. In fact we perceive
events and relate to each other according to a category, “causality”,
which, according to Kant, already exists in our intellect.
Kant states that “space” and “time” are also “a priori” synthetic
9
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forms. Even if space, time and causality are related to experience,
Kant does not consider them as inherent to the objective phenomena,
but as subjective tools (even if they manifest themselves as universal)
that our intellect uses to “order” the experiences.
After Kant’s definitions, anyway, classical, mechanistic science
continued to achieve extraordinary results. However, in the early
twentieth century, physics started to face unexpected problems and
contradictions, that forced scientists to formulate new principles and
accept radical changes.
2.3 Relativistic physics
In 1632 Galileo had intuited and enunciated the “principle of rela-
tivity”, stating that the laws of physics are the same in every inertial
frame of reference [13].
Later developments of physics, including several discoveries in
optics and electromagnetism, suggested instead that a privileged,
steady, fundamental frame of reference should exist. This issue es-
pecially afflicted electromagnetism, that was an excellent theory but
included certain unsolved inconsistencies.
In 1905 Einstein solved the whole problem, restarting from the
Galileo’s principle of relativity and applying it to the new knowl-
10
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edge of electromagnetism and optics, thus developing an original,
consistent theory, “special relativity”[14]. His theory also accounted
for the results of the Michelson-Morley experiment [15], conducted
in 1887, which had demonstrated that speed of light does not follow
the classical laws of velocity addition. Einstein solved all the incon-
sistencies by proposing that the speed of light c is independent from
the motion of the emitting body. The universal constant c became
an insurmountable speed limit in physics.
Einstein’s theory also implied new, counter-intuitive ideas: for
example, time flows differently in different inertial reference systems,
and perception of space also depends on the frame of reference of the
observer. In light of such new discoveries, Kant’s ideas do not seem
to be so extravagant anymore.
Space and time lose their absolute characteristics if considered
independently from each other, but, adequately considered as com-
ponents (coordinates) of four-dimensional points, remain “absolute”
(“invariant”) in a single entity, “space-time” or “chronotope”, ruled
by a generalized geometrical entity including time as the fourth co-
ordinate. In 1908 such a four-dimensional structure was perfected
and named “Minkowski space” [16].
In 1916 Einstein expanded the principle of relativity to non-inertial
reference frames, thus defining the new theory of “general relativity”,
11
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in which the four-dimensional geometry is curved by the presence of
the masses [17]. Hence, even the (linear) Minkowski space had to be
considered as an approximation, valid only in small regions of the
(curved) universe. In this perspective, “gravitational forces” find
their natural explanation in geometrical terms, based on a specific
concept of metric.
This approach also affected the interpretation of the principle
of cause-effect, to the point that Einstein, in paragraph a2, wrote:
“The law of causality has not the signicance of a statement as to the
world of experience, except when observable facts ultimately appear
as causes and effects” [17]. Kant had exposed this “extravagant”
idea a long time before [12].
In this paper we suggest a new step in the direction of “rela-
tivization” (so to say), by questioning the absolute ordering of the
space-time points, that we believe is an imposition made by our intel-
lect, rather than a proper quality of Nature. Such conjecture might
open new unexpected perspectives for understanding the fundamen-
tal fields of physics, as we are going to see.
12
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2.4 Quantum limitation of objectivity
In 1900 Planck had proposed “quantization” of energy to explain the
electromagnetic emission of a “black body” [18]. In 1905 quantiza-
tion of energy was also applied by Einstein to explain the “photo-
electric effect” [19].
The several discoveries that clarified the structure of the atom
from 1905 to the 1930’s included the Rutherford’s experiment [20]
in 1911, and the consequent Bohr model [21] in 1913. Bohr started
from the results of the Rutherford’s experiment, and imposed quan-
tization to the angular momentum of electrons, instead of quantizing
energy directly. As a consequence, energy also turned out to be quan-
tized, and the calculated levels were in excellent agreement with the
experimental values. The agreement was nearly perfect in the case
of hydrogen, the simplest atom in Nature.
In the case of more complex and heavier chemical elements, the
mathematical frame was more difficult and the results were less pre-
cise. To solve these problems, the complete theory of Quantum Me-
chanics (QM) was gradually developed (mainly by the “Copenhagen
school” directed by Bohr himself during the 1920’s), which came out
to be intuitively abstruse, offering no image of the motion of the
electrons around the atomic nucleus.
13
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While developing QM, it began to emerge that the experiments
inevitably influenced the observed systems. Bohr, Heisenberg and
other physicists of the “Copenhagen school” suspected that physical
properties of quantum systems could no longer be assumed to be
completely predefined and ontologically independent from observa-
tion.
In the first version of the “Copenhagen interpretation” they as-
sumed that free will of the conscious observers played a decisive role
in the collapse of a quantum state into an eigenstate [22]. This
appeared as an unacceptable extravagance to many physicists, in-
cluding Einstein, because of the unexpected restrictions that the
supposed objectivity of the universe had to suffer, as a consequence
of the new theory.
Quantum states evolve deterministically according to the Schro¨-
dinger equation [23], formulated in 1926, but remain devoided of
certain characteristics, which can be revealed (“objectivated”) only
when the quantum state collapses into an “eigenstate” of the mea-
sured physical quantity. This is the main reason why physical quan-
tities in QM are called “observables”.
QM “works fine” only if it is accepted that such hidden properties
are not objectively defined before the measurement and are partly
created by observation itself, when the state is reduced to an eigen-
14
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state. The eigenvalues calculated according to QM are in excellent
agreement with the possible outcomes given by experiments, even
though the theory can not predict which eigenvalue will come out:
only the respective probabilities can be calculated, as pointed out by
Born [24] in 1926. This led in 1927 to the Heisenberg’s “uncertainty
principle” [25], which put an end to the absolute determinism that
was implicit in classical physics.
QM thus introduced a margin of “uncertainty”, in which Nature
may reserve a small room for Her non-predictable “caprice” or “will-
ingness”, according to Jordan [26], and secondarily [22] accepted by
Pauli, Wigner, Eddington, and von Neumann [27], and years later by
Wheeler [28], Stapp [29], and other physicists. For example, Stapp
in 1982 defined human mental activity as “creative”, because it only
partially undergoes the course of causal mechanisms, having a mar-
gin for free choices [29].
Another important consequence concerns the act of measurement,
after which, the subsequent course of the physical system under ob-
servation is unavoidably modified by the measurement itself, so that
observations inevitably imprint different directions to events.
In 1932 von Neumann, after reordering and formalizing QM into
a consistent theory, stated that a distinctive element was necessary
to trigger the quantum “collapse”or “reduction”, and declared that
15
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the consciousness of an observer could be such an element, distinc-
tive enough from the usual physical quantities [27]. In 2001 Stapp
consistently explained this concept in detailed and clear terms [30].
In 1935 the discussion about the interpretation of QM faced the
problem introduced by the Einstein, Podolski and Rosen (EPR)
paradox [31], [32], that later, in 1951, was better defined by Bohm
[33]. In this well-known thought experiment, two particles in quan-
tum “entanglement” but far away from each other, produce instant,
non-local influences, in contradiction with the upper limit set by rel-
ativity at the speed of light: E., P. and R. considered that as absurd
and impossible.
Nevertheless, the experimental version that was defined by the
Bell’s theorem [34] in 1964, and implemented in 1982 by Aspect et
al. [35], confirmed the existence of non-local influences due to the en-
tanglement. Thus, a conflict seems to exist between special relativity
(that does not allow non-local influences) and QM (which includes
and reveals such influences). The subsequent theories have not been
able to solve in a convincing way such a dissonance. The conjecture
exposed in this paper, however, may offer a new framework where
such conflict can be finally overcome.
Fabrizio Coppola, Istituto Scientia
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The arrangement field theory
(AFT)
3.1 Introduction to formalism
The arrangement field paradigm describes the universe be means
of a graph (ie an ensemble of vertices and edges). However there
is a considerable difference between this framework and the usual
modeling with spin-foams or spin-networks. The existence of an
edge which connects two vertices is in fact probabilistic. In this way
we consider the vertices as fundamental physical quantities, while
the edges become dynamic fields.
In section 3.2.1 we introduce the concept of non-ordered space-
time, ie an ensemble of vertices without any information on their mu-
tual positions. In section 3.2.2 we define the “arrangement matrix”
17
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(M), which is a matricial field whose entries define the probabil-
ity amplitudes for the existence of edges. The arrangement matrix
regulates the order of vertices in the space-time, determining the
topology of space-time itself. In the same section we extend the
concept of derivative on such non-ordered space-time.
In section 3.3 we define a simple “toy-action” for a quaternionic
field in a non-ordered space-time. We show how the imposition of
an arrangement in such space-time generates automatically a metric
h which is strictly determined by M .
In section 3.4 we discover a low energy limit under which the “toy-
action” becomes a local action after the arrangement imposition.
In section 3.5 we show that a new interpretation of spin nature
arises spontaneously from our framework. In the same section, the
role of “arrangement matrix” is compared to the role of an external
observer.
In section 3.6 we anticipate some unpublished results regarding
the availment of our framework to describe all standard model in-
teractions.
In section 3.7 we apply a second quantization to the “arrangement
matrix”, turning it in an operator which creates or annihilates edges.
We show how this process can give a new interpretation to black hole
entropy and area law. We infer that quantization of M automatically
18
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quantizes h, apparently without renormalization problems.
3.2 A non-ordered universe
3.2.1 Reciprocal relationship between space-time points
Every euclidean 4-dimensional space can be approximated by a graph
Λ4, that is a collection of vertices connected by edges of length ∆.
We recover the continuous space in the limit ∆ → 0. Moreover
we can pass from the euclidean space to the lorenzian space-time
by extending holomorphically any function in the fourth coordinate
x4 → ix4 [16].
In non commutative geometry, one can assume that a first vertex
is connected to a second, without the second is connected to the
first. This means that connections between vertices are made by
two oppositely oriented edges, which we can represent by a couple
of arrows.
We assume the vertices as fundamental quantities. Then we
can select what couples of vertices are connected by edges; differ-
ent choices of couple generated different graphs, which in the limit
∆→ 0 correspond to different spaces.
Our fundamental assumption is that the existence of an edge fol-
lows a probabilistic law, like any other quantity in QM. We draw any
19
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pair of vertices, denoted by v1 and v2, and we connect each other by
a couple of arrows oriented in opposite directions.
Before proceeding, we extend the common definition of amplitude
probability. Usually this is a complex number, whose square module
represents a probability and so is minor or equal to one.
We define instead the amplitude probability as an element in the
division ring of quaternionic numbers, commonly indicated with H.
Its square module represents yet a probability and so is minor or
equal to one. A quaternion q have the form q = a+ ib+ jc+kd with
a, b, c, d ∈ R, i2 = j2 = k2 = −1 and ij = −ji = k, jk = −kj = i,
ki = −ik = j.
We write a quaternionic number near the arrow which moves from
v1 to v2. It corresponds to the probability amplitude for the existence
of an edge which connects v1 with v2. We do the same thing for the
other arrow, writing the probability amplitude for the existence of
an edge which connects v2 with v1 .
A non-drawn arrow corresponds to an arrow with number 0. In
principle, for every pair of vertices exists a couple of arrows which
20
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connect each other, eventually with label 0.
We can describe our universe by means of vertices connected by
couple of arrows, with a quaternionic number next to each arrow, as
shown in figure 3.1, below.
Figure 3.1: We can describe our universe by means of vertices con-
nected by couple of arrows, with a quaternionic number next to each
arrow.
What we are building is another variation of the Penrose’s spin-
network model [36] or the Spin-Foam models [37], [38] in Loop Quan-
tum Gravity [39], which generalize Feynman diagrams.
21
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3.2.2 The Matrix relating couples of points
Given a spin-network, like the one in figure 3.1, we can move from
picture to the “Arrangement Matrix” M , which is a simple table
constructed as follows. We enumerate all the vertices in the graph
at our will, provided we enumerate all of them. Typically we think of
indexing the vertices by the usual sequence of integers 1, 2, 3, 4, 5, . . . .
Thus we create such matrix, whose rows and columns are enu-
merated in the same way as the vertices in the graph. Then we look
at the vertices vi and vj: in the entry (i, j) we report the number
situated near the arrow which moves from vi to vj. Similarly, in the
entry (j, i) we report the number written near the opposite arrow.
Remember that an absent arrow is an arrow with number 0 and
consider for the moment |M ij| ≤ 1 for every ij.
In principle, we can image an entry Mij 6= Mji, even with |Mij|2 6=
|Mji|2. This means that vi may be connected to vj even if vj is
not connected to vi. In that case, a non-commutative geometry is
involved. The probability amplitude that vi and vj are mutually
connected (we could talk about “classical” connection), is:
22
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Cl.ampl. ∝MijMji
The probability amplitude for the vertex vi to be classically con-
nected with any other vertex (hence it will be not isolated) is:
Cl.ampl. ∝
∑
j
MijMji = (M ·M)ii
We can imagine our table with elements Mij as a machine which
“creates” jointures between vertices, by connecting each other or
closing a single vertex onto itself through a loop. The loops are
obviously represented by diagonal elements of matrix, with the form
(i, i).
Now let’s ask ourselves: is it necessary to know where the vertices
are located? Let’s look at the Standard Model action: it is given by
a sum (or more properly, an integral), over all the points of the
universe, of locally defined terms. Any term is defined on a single
point. Since the terms are separated - a term for each point - and
we integrate all of them, we do not need to know where the points
physically are.
However, there are terms which are not strictly local, ie those
containing the derivative operator ∂. The operator ∂, acting on a
field ϕ in the point vj, calculates the difference between the value of
23
CHAPTER 3. THE ARRANGEMENT FIELD THEORY (AFT)
ϕ in a point immediately “after” vj, and the value of ϕ immediately
“ before” vj.
In the discretized theory, the integral over points becomes a sum
over vertices of the graph. Similarly, the derivative becomes a finite
difference. Hence, for terms containing ∂, we need a clear definition
of “before” and “after”, that is an arrangement of the vertices, as
defined by the matrix M .
We consider a scalar field but don’t represent it with the usual
function (or distribution) ϕ (x). Instead we denote it with a column
of elements (an array) where each element is the value of the field in
a specific vertex of the graph. For example (with only 7 vertices):
ϕ =

ϕ (p0)
ϕ (p1)
ϕ (p2)
ϕ (p3)
ϕ (p4)
ϕ (p5)
ϕ (p6)

(3.1)
For simplicity, we start with a one-dimensional graph: it’s easy to
see how the derivative operator is proportional to an antisymmetric
matrix M˜ whose elements are different from zero only immediately
above the diagonal (where they count +1), and immediately below
(where they count -1). We can see this, for example, in a “toy-graph”
formed by only 12 separated vertices (figure 3.2). The argument
remains true while increasing the number of vertices.
24
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∂ϕ=
1
2∆

0 +1 0 0 0 0 0 0 0 0 0 −1
−1 0 +1 0 0 0 0 0 0 0 0 0
0 −1 0 +1 0 0 0 0 0 0 0 0
0 0 −1 0 +1 0 0 0 0 0 0 0
0 0 0 −1 0 +1 0 0 0 0 0 0
0 0 0 0 −1 0 +1 0 0 0 0 0
0 0 0 0 0 −1 0 +1 0 0 0 0
0 0 0 0 0 0 −1 0 +1 0 0 0
0 0 0 0 0 0 0 −1 0 +1 0 0
0 0 0 0 0 0 0 0 −1 0 +1 0
0 0 0 0 0 0 0 0 0 −1 0 +1
+1 0 0 0 0 0 0 0 0 0 −1 0


ϕ (0)
ϕ (1)
ϕ (2)
ϕ (3)
ϕ (4)
ϕ (5)
ϕ (6)
ϕ (7)
ϕ (8)
ϕ (9)
ϕ (10)
ϕ (11)

=

ϕ (1)− ϕ (11)
ϕ (2)− ϕ (0)
ϕ (3)− ϕ (1)
ϕ (4)− ϕ (2)
ϕ (5)− ϕ (3)
ϕ (6)− ϕ (6)
ϕ (7)− ϕ (5)
ϕ (8)− ϕ (6)
ϕ (9)− ϕ (7)
ϕ (10)− ϕ (8)
ϕ (11)− ϕ (9)
ϕ (0)− ϕ (10)

(3.2)
∆ is the length of graph edges. In the continuous limit, ∆ → 0
(that occurs in Hausdorff spaces, where matricial product turns into
a convolution), we obtain
25
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Figure 3.2: A simple graph with 12 vertices which approximates a
circular one-dimensional space.
∂ϕ(x) = lim
∆→0
1
2∆
∫
M˜(x, y)ϕ(y)dy
∂ϕ(x) = lim
∆→0
1
2∆
∫
[δ(y − (x+ ∆))− δ(y − (x−∆))]ϕ(y)dy
∂ϕ(x) = lim
∆→0
ϕ(x+ ∆)− ϕ(x−∆)
2∆
= ∂ϕ(x) (3.3)
In this way our definition is consistent with the usual definition of
derivative.
While increasing the number of points, a (−1) still remains in the
up right corner of the matrix, and a (+1) in the down left corner as
well. To remove those two non-null terms, it is sufficient to make
them unnecessary, by imposing boundary conditions that make the
field null in the first and in the last point.
26
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In fact we can describe an open universe (a straight line in one
dimension), starting from a closed universe (a circle) and making
the radius to tend to infinity. Hence we see that the conditions of
null field in the first and in the last point become the traditional
boundary conditions for the Standard Model fields.
Observation 1 Note that in spaces with more than one dimension,
a derivative matrix M˜µ assumes the form (3.2) only if we number the
vertices progressively along the coordinate µ. However, two different
numberings can be always related by a vertices permutation.
3.3 A quaternionic field action in a non-ordered
space-time
Definition 2 For any graph Λ4 we define its associated non-ordered
space SΛ as the ensemble of all its vertices.
The graph includes vertices plus edges (ordered connections between
vertices), while the associated non-ordered space contains only ver-
tices. In some sense, SΛ doesn’t know where any vertex is.
Consider a numbering function pi, that is whatever bijection from
X ⊂ N to the non-ordered space.
27
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pi : X ⊂ N −→ SΛ
i −→ vi = pi(i)
In this way, every vertex vi in SΛ is one to one with an integer
i ∈ X ⊂ N. This means that the ensemble of vertices has to be at
most numerable.
We consider a generic invertible matrix M and interpret any entry
M ij of M as the probability amplitude for the existence in Λ4 of
an edge which connects pi(i) with pi(j). Remember that a couple
of vertices can be connected by at most two oriented edges with
different orientations. M ij defines the probability amplitude for the
edge which moves from pi(i) to pi(j), while M ji defines the probability
amplitude for the edge which moves from pi(j) to pi(i).
Take care that in four dimensions we have to number the vertices
by elements (i, j, k, l) in N4 before taking the limit ∆ → 0. In this
way
∑
(i,j,k,l) ∆
4 becomes
∫
dx0dx1dx2dx3. If, as we have suggested,
the vertices have been already numbered with elements of N, we can
change the numbering by using the natural bijection ϑ between N
and N4, with (i, j, k, l) = ϑ(a), (i, j, k, l) ∈ N4 and a ∈ N.
Definition 3 (covariant derivative) Given any skew hermitian ma-
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trix Aµ, with entries in H, and a skew hermitian matrix M˜µ, which
assumes the form (3.2) when the vertices are numbered along the
coordinate µ, their associated covariant derivative is
∇µ = M˜µ + Aµ. (3.4)
Definition 4 (arrangement) We indicate with n the number of el-
ements inside X ⊂ N. Given a normal matrix Mˆ and four covariant
derivatives ∇µ (µ = 0, 1, 2, 3) with dimensions n × n, an arrange-
ment for Mˆ is a quadruplet of couples (Dˆµ, Uˆ), with Dˆµ diagonal
and Uˆ hyperunitary, such that
Mˆ =
∑
µ
UˆDˆµ∇µUˆ †. (3.5)
We require that covariant derivative will be form-invariant under the
action of a transformation V ∈ U(n,H) which acts both on M˜µ and
Aµ. We explicit V∇µV †:
V∇µV † = V
(
M˜µ + Aµ
)
V † (3.6)
= V V †︸︷︷︸
=1
M˜µ + V
[
M˜µ, V
†
]
+ V AµV
†.
Setting
A′µ = V
[
M˜µ, V
†
]
+ V AµV
†, (3.7)
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we obtain
V∇µV † = M˜µ + A′µ def= ∇′µ (3.8)
that means
V∇µ[A]V † = ∇µ[A′].
Hence the transformation law for the matrix Aµ is like we expect:
Aµ → A′µ = V
[
M˜µ, V
†
]
+ V AµV
†. (3.9)
We observe that (3.9) preserves the hermiticity of Aµ. In fact
A′†µ = (V [M˜µ, V
†] + V AµV †)†
= (V M˜µV
† − M˜µ + V AµV †)†
= V M˜ †µV
† − M˜ †µ + V A†µV †
= −V M˜µV † + M˜µ − V AµV †
= −(V [M˜µ, V †] + V AµV †) = −A′µ (3.10)
It’s easy to see that (3.9) reduces to the usual transformation for a
gauge field A′µ = V ∂µV † + V AµV † in the limit ∆→ 0.
Theorem 5 For every invertible normal matrix Mˆ and every co-
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variant derivative ∇[A]µ which is invertible (in the matricial sense),
there exist
1. A new quadruplet of covariant derivatives ∇′µ = ∇[A′]µ such
that Dµ∇′µ = 1 for some diagonal matrix Dµ, where A′µ is the
gauge transformed of Aµ for some unitary transformation U ;
2. An arrangement (Dˆµ, Uˆ) between Mˆ and ∇′µ.
Proof. According to spectral theorem, ∀Mˆ ∈M(N) ∃Uˆ hyperunitary
such that UˆMˆUˆ † = K with K diagonal. Mˆ is invertible, so the same
is true for K. Setting Dˆ = K−1:
UˆMˆUˆ †Dˆ = KDˆ = KK−1 = 1 (3.11)
DˆUˆMˆUˆ † = DˆK = K−1K = 1.
At this point we choice a covariant derivative ∇µ (which is also a
normal matrix) and we reason as we did above for Mˆ , putting
1 = DµU∇µU † = U∇µU †Dµ (3.12)
for some Dµ diagonal and U unitary. No sum over repeated indices
is implied.
A well known theorem states that U can be chosen in such a way
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that Dµ takes values in C. Moreover we can always find a quaternion
s with |s| = 1 such that, if Dµ takes values in C = R ⊕ iR, then
s∗Dµs will take values in C = R ⊕ (ri + tj + pk)R, with fixed
r, t, p ∈ R and r2 + t2 + p2 = 1. Every s with |s| = 1 describes in
fact a rotation in the 3 dimensional space with base elements i, j, k.
Introducing such s, the equation (3.12) becomes
s1s = s∗Dµss∗U∇µU †s. (3.13)
Now we note that s∗U is another hyperunitary transformation. Re-
defining s∗Dµs→ Dµ, s∗U → U we obtain newly
1 = DµU∇µU †. (3.14)
In this way we can always choose in what complex plane is Dµ. In
the following we call this propriety “s-invariance”. Using (3.8) into
(3.12):
1 = Dµ∇′µ = ∇′µDµ =⇒
[∇′µ, Dµ] = 0. (3.15)
Taking into account (3.11):
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DˆUˆMˆUˆ † = Dµ∇′µ (3.16)
UˆMˆUˆ †Dˆ = ∇′µDµ.
Summing on µ we obtain:
4DˆUˆMˆUˆ † =
∑
µ
Dµ∇′µ (3.17)
4UˆMˆUˆ †Dˆ =
∑
µ
∇′µDµ.
Solving for Mˆ :
Mˆ =
1
4
∑
µ
Uˆ †Dˆ−1Dµ∇′µUˆ =
1
4
∑
µ
Uˆ †∇′µDµDˆ−1Uˆ . (3.18)
Defining Dˆµ as 14Dˆ
−1Dµ
Mˆ =
∑
µ
Uˆ †Dˆµ∇′µUˆ (3.19)
QED
Note that in general Mˆ 6= ∑µ Uˆ †∇′µDˆµUˆ because Dˆ−1Dµ 6=
DµDˆ−1 for the non commutativity of quaternions.
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Theorem 6 For every invertible matrix M with entries in H, a
normal matrix Mˆ = UMM exists, where UM is unitary and Mˆ is
neither hermitian nor skew hermitian.
Proof. Given an invertible matrix M , a unique choice of matrices
U and P always exists, with U unitary and P hermitian positive,
such that UM = P . Moreover, a well known theorem states that,
for every hermitian matrix P with entries in H, there exist I, J,K
skew hermitian unitary matrices which commute with P . Moreover
I, J,K achieve the same algebra of quaternionic imaginary unities
i, j, k.
Consider then the unitary matrix p = exp((bI+cJ+dK)P ), with
b, c, d ∈ R. It’s easy to see that [p, P ] = 0. Moreover the matrix
Mˆ = pP is normal and it is neither hermitian or skew hermitian. In
fact
(pP )† = p†P = p−1P =6= ±pP
(pP )(pP )† = (Pp)(Pp)† = Ppp†P † = PP = Pp†pP = P †p†pP = (pP )†(pP )
Moreover
Mˆ = pUM = UMM UM = pU unitary.
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Definition 7 (associated normal matrix) For every invertible
matrix M , we define an associated normal matrix as a normal ma-
trix obtained trough the construction above. We indicate it with Mˆ
and use the notation UM for the unitary transformation which trans-
forms M in Mˆ = UMM .
Theorem 8 For every n × n invertible matrix M with entries in
H and every quadruplet of covariant derivatives ∇[A]µ which are
invertible (in the matricial sense), there exist
1. An associated normal matrix Mˆ = UMM with UM unitary;
2. A new quadruplet of covariant derivatives ∇′µ = ∇[A′]µ such
that Dµ∇′µ = 1 for some diagonal matrix Dµ, where A′µ is the
gauge transformed of Aµ for some unitary transformation U ;
3. An arrangement (Dˆµ, Uˆ) between Mˆ and ∇′µ such that
S = (Mφ)† · (Mφ) =
n∑
i=1
∑
µ,ν
√
|h|hµν(xi)(∇′µφ′(xi))∗(∇′νφ′(xi)).
(3.20)
Here φ is a one-component quaternionic field, while
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xi ≡ pi(i)
φ′(xi) = φ′
i
(x) =
∑
j
Uˆ ijφj(x) =
∑
j
Uˆ ijφ(xj)
√
hhµν(xi) =
1
2
dµd∗ν(xi) + c.c. Dˆijµ = d
µ(xi)δij.
(3.21)
Proof. The existence of ∇′µ = ∇[A′]µ follows from the proof of
theorem 5, while the existence of an associated normal matrix Mˆ =
UMM descends from theorem 6. Hence we see that the first action in
(3.20) is invariant for transformations (U1, U2) in U(n,H)⊗U(n,H)
which send M in U2MU
†
1 and φ in U1φ. In fact
S[φ] = φ†M †Mφ
→ φ†U †1(U2MU †1)†(U2MU †1)U1φ
= φ†U †1U1M
†U †2U2MU
†
1U1φ
= φ†M †Mφ = S[φ] (3.22)
If we set U1 = 1 and U2 = UM we have
S[φ]→ φ†M †U †MUMMφ =
{
= φ†M †Mφ = S[φ]
= φ†Mˆ †Mˆφ .
(3.23)
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We substitute (3.19) in (3.23) with Mˆ in place of M .
S[φ] =
∑
µ,ν
(
Uˆ †Dˆµ∇′µUˆφ
)† (
Uˆ †Dˆν∇′νUˆφ
)
=
∑
µ,ν
(
φ†Uˆ †∇′†µDˆµ†Uˆ Uˆ †Dˆν∇′νUˆφ
)
=
∑
µ,ν
(
φ†Uˆ †∇′†µDˆµ†Uˆ Uˆ †︸︷︷︸
=1
Dˆν∇′νUˆφ
)
=
∑
µ,ν
(
φ†Uˆ †∇′†µDˆµ†Dˆν∇′νUˆφ
)
=
∑
µ,ν
(
φ′†∇′†µDˆµ†Dˆν∇′νφ′
)
.
In the last step we have taken in account the definition (3.21). Fi-
nally
S =
1
2
∑
µ,ν
φ′
†∇′†ν
(
Dˆµ†Dˆν + c.c.
)
∇′µφ′. (3.24)
It is remarkable that Dˆµ is diagonal:
Dˆµij = d
µ (xi) δij. (3.25)
We can set
√
|h|hµν (xi) = 1
2
dµ∗dν (xi) + c.c. (3.26)
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and then
S =
∑
i,µ,ν
√
|h|hµν(xi)
(∇′µφ′)∗i (∇′νφ′)i . (3.27)
QED.
The action of a transformation (U1, U2) on ∇′ follows from its
action on M . We can always use the invariance under U(n,H) ⊗
U(n,H) to put M in the form M =
∑
µ Dˆ
µ∇′µ. Starting from this
we have
U2MU
†
1 =
∑
µ
U2Dˆ
µ∇′µU †1 =
∑
µ
U2Dˆ
µU †1U1∇′µU †1 . (3.28)
We define ∇′′µ = U1∇′µU †1 the transformed of ∇′ under (U1, U2) and
Dˆ′µ = U2DˆµU
†
1 the transformed of Dˆ
µ. We assume that A′µ inside
∇′µ transforms correctly as a gauge field, so that
∇′[A′]µφ′ = ∇′[A′]µU †1φ′′ = U †1∇′′[A′]µφ′′ = U †1∇′[A′U1]µφ′′
φ′′ = U1φ′.
We want Dˆ′µ remain diagonal and h′ = h[Dˆ′] = h[Dˆ]. In this case
there are two relevant possibilities:
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1. Dˆ is a matrix made by blocks m×m with m integer divisor of n
and every block proportional to identity. In this case the resid-
ual symmetry is U(1,H)n×U(m,H)n/m with elements (sV, V ),
s both diagonal and unitary, V ∈ U(m,H)n/m;
2. h is any diagonal matrix. The symmetry reduces to U(1,H)n⊗
U(1,H)n which is local U(1,H)⊗U(1,H) ∼ SU(2)⊗ SU(2) ∼
SO(4).
In this way, if we keep fixed the metric h and keep diagonal Dˆ, the
new action will be invariant at least under U(1,H)n⊗U(1,H)n which
doesn’t modify h.
Note however that the action (3.27) is highly non local, because
the fields Aµ(x
a, xb) with a 6= b can relate couples of vertices very
far each other. In fact the transformations in U(n,H) mix all the
vertices in the universe independently from their position. In the
next section we’ll discover in what limit (besides ∆→ 0) the (3.27)
becomes a local action. Let us now pause on the metric hµν.
Observation 9 We observe how the metric h has appeared from
nowhere. We get the “impression” that the metric does not exist “a
priori”, but is generated by the matrices Dˆ. In other words: the
metric is simply the result of our desire to see an ordered universe
at any cost.
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Observation 10 Note that we have chosen the matrix ∇ between
skew hermitian matrices, so that the gauge fields ARi have real eigen-
values, corresponding to effectively measurable quantities1. Conver-
sely, Mˆ must remain generically normal. In fact, if Mˆ was (skew)
hermitian, the fields d would become (imaginary) real, and there
would not be enough degrees of freedom to construct the metric h.
We focus on the relationship:
√
|h|hµν (xi) = 1
2
dµ∗dν (xi) + c.c. (3.29)
We set:
d =

a0 + ib0 + jc0 + kd0
a1 + ib1 + jc1 + kd1
a2 + ib2 + jc2 + kd2
a3 + ib3 + jc3 + kd3
 (3.30)
It’s easy to see how s-invariance permits us to choose the Dµ in
such a way that the real vectors
a0
a1
a2
a3
 ,

b0
b1
b2
b3
 ,

c0
c1
c2
c3
 ,

d0
d1
d2
d3
 (3.31)
1The operator Ri acts on any array ψ as Riψ = ψi.
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will be linearly independent.
√
|h|h−1 =

a20 + b
2
0 + c
2
0 + d
2
0 a0a1 + b0b1 + c0c1 + d0d1
a1a0 + b1b0 + c1c0 + d1d0 a
2
1 + b
2
1 + c
2
1 + d
2
1
a2a0 + b2b0 + c2c0 + d2d0 a2a1 + b2b1 + c2c1 + d2d1
a3a0 + b3b0 + c3c0 + d3d0 a3a1 + b3b1 + c3c1 + d3d1
a0a2 + b0b2 + c0c2 + d0d2 a0a3 + b0b3 + c0c3 + d0d3
a1a2 + b1b2 + c1c2 + d1d2 a1a3 + b1b3 + c1c3 + d1d3
a22 + b
2
2 + c
2
2 + d
2
2 a2a3 + b2b3 + c2c3 + d2d3
a3a2 + b3b2 + c3c2 + d3d2 a
2
3 + b
2
3 + c
2
3 + d
2
3

Note that we have 10 independent metric components as it should
be. What would have happened if the entries of M were been simply
complex numbers?
In that case we could always take a one-form Xν such that Xν(Im
dν) = Xν(Re d
ν) = 0. The contraction of Xν with the metric would
be
√
hhµνXν = d
∗µ(dνXν) + dµ(d∗νXν) = 0.
Hence the metric would be degenerate. For dµ ∈ H this can’t
happen, because no one-form can be orthogonal to 4 vectors linearly
independent in a 4-dimensional space. Moreover a such one-form
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exists in spaces with dimension > 4. For this reason our theory
hasn’t meaning in presence of extra dimensions.
3.4 A local action from the quaternionic field ac-
tion
Here we expose how to get a local action from the quaternionic field
action in the limit of low energy. We can add to action quadratic
∼ M 2 and quartic ∼ M 4 terms, provided they are gauge invariant.
In general we obtain a non-trivial potential of form αM 4−βM 2. We
suppose that a minimum for such potential breaks the symmetry
U(n,H)⊗U(n,H) and provides a mass to gauge fields Aµ. To view
it is sufficient to rewrite M as a function of Aµ and consider a quartic
term:
hµαAµAαh
νβAνAβ. (3.32)
For a minimum of M there is a minimum of A which gives sense
to the expansion:
Aµ = A
min
µ + δAµ. (3.33)
Therefore the (3.32) generates a factor:
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m (x)2 hνβAνAβ (3.34)
m (x)2 = hµαAminµ A
min
α (3.35)
Hence the gauge fields acquire a mass, varying from point to point
in the universe and essentially dependent on the metric.
Theorem 11 Given a potential for M , which is both hermitian and
invariant for U(n,H) ⊗ U(n,H), his minimum configurations are
always invariant at least for U(1,H)n ⊗ U(1,H)n, that is a local
U(1,H)⊗ U(1,H).
Proof. A such potential contains only terms of type tr((MM †)j),
j ∈ N. All we can measure are eigenvalues of hermitian operators,
and a hermitian operator has only real eigenvalues q which are in-
variant under U(1,H)n, ie sqs∗ = qss∗ = q for |s| = 1. The simpler
hermitian operators made by M are MM † and M †M , whose eigen-
values are invariant under
M → s1Ms∗2 (s1, s2) ∈ U(1,H)⊗ U(1,H)
MM † → s2Ms∗1s1M †s∗2 = s2MM †s∗2
M †M → s1M †s∗2s2Ms∗1 = s1M †Ms∗1
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In this manner we have always m = 0 for diagonal fields Aµ(x
a, xa)
!
=
Aµ(x
a).
A transformation (s1, s2) ∈ U(1,H) ⊗ U(1,H) acts inside action
in the expected way (see formula (3.28))
φ′ → s1φ′ != φ′′
∇′[A′]µ → s1∇′[A′]µs∗1 = ∇′[A′s1]µ
dµ → s2dµs∗1
S[φ′, A′] = S ′[φ′′, A′s1] =
∑
µν
(s2d
µs∗1∇′[A′s1]µφ′′)†(s2dνs∗1∇′[A′s1]νφ′′)
(3.36)
We use the natural correspondence
(1, i, j, k)←→ i(σ0, σ1, σ2, σ3), σ0 = −i1, (3.37)
and define the complex field φˆ as a complex 2× 2 matrix,
φˆa =
 φa1 + iφa2 φa3 + iφa4
−φa3 + iφa4 φa1 − iφa2

with φ′′ = φ1 + iφ2 + jφ3 + kφ4 and φ1, φ2, φ3, φ4 ∈ R. Every term
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between parenthesis becomes
W2(iσ
k)dµkW
†
1∇′[A′s1]µφˆ (3.38)
where σ are Pauli matrices and (W1,W2) ∈ SU(2)⊗ SU(2).
Theorem 12 For every SO(4) transformation Λ, a transformation
(W1,W2) ∈ SU(2)⊗SU(2) exists, such that for every vector dj ∈ R4
we find
Λ ji djσ
i = diW2σ
iW †1 .
Proof. We write W1 = U
′†
1 U1 and W2 = U
′
1U1. In this manner
we decompose SU(2)⊗ SU(2) in SU(2)rot⊗ SU(2)boosts. SU(2)rot is
generated by the couples (U1, U1), while SU(2)boosts by the couples
(U ′†1 , U
′
1). After a wick rotation, the first one describes rotation in
R3, while the second one describes boosts.
A generic vector d =
(
d0 d1 d2 d3
)
gives
di(iσ
i) =
 d0 + id3 id1 + d2
id1 − d2 d0 − id3

with |d|2 = det di(iσi). A transformation in SO(4) doesn’t change
the norm |d|. Moreover, for every d exists a transformation in SO(4)
which put it in the normal form
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d =
(
|d| 0 0 0
)
.
The same properties have to be true for SU(2) ⊗ SU(2). The first
one is banally verified because detW1 = detW2 = 1 and then
det di(iσ
i) = det di(W2iσ
iW †1 ). Being di(iσ
i) normal, we can use
a transformation in SU(2)rot to put it in a diagonal form
U1di(iσ
i)U †1 =
 d0 + id3 0
0 d0 − id3
 .
Define now the matrix U ′1 as
U ′1 =
1√|d|
 √d0 + id3 0
0
√
d0 − id3
 .
It’s easy to verify that U ′1U
′†
1 = 1 and det U
′
1 = 1. Applying to
U1di(iσ
i)U †1 this transformation in SU(2)boosts we obtain
U ′1U1di(iσ
i)U †1U
′
1 =
 |d| 0
0 |d|
 .
So, for every d, a transformation in SU(2)⊗SU(2) exists, which puts
it in the normal form. In this way, d transforms exactly as a vielbein
field in the Palatini formulation of General Relativity, giving then
the correspondence
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Λ ji dj(iσ
i) = U ′1U1(iσ
j)U †1U
′
1dj
Λ ji djσ
i = W2σ
jW †1dj
1
2
tr(Λ ji djσ
iσk) =
1
2
tr(W2σ
jW †1σ
k)dj
Λ jk dj =
1
2
tr(W2σ
jW †1σ
k)dj
Λ jk =
1
2
tr(W2σ
jW †1σ
k). (3.39)
So, at every Λ ∈ SO(4) corresponds a couple (U1, U2) ∈ SU(2) ⊗
SU(2).
Applying this to (3.38), it becomes
W2(iσ
k)dµkW
†
1∇′[A′s1]µφˆ = Λ ik dµi σk∇′[A′s1]µφˆ. (3.40)
Note that if we write φˆ = (φˆ1 φˆ2), with φˆ1, φˆ2 complex column
arrays 1 × 2, then φˆ2 = iσ2φˆ∗1. This implies that the column array
1× 4
 φˆ1
φˆ2
 transforms under SO(4) as a Majorana spinor.
Applying newly the correspondence (3.37) to (3.40), we obtain
s2d
µs∗1∇′[A′s1]µφ′′ = Λdµ∇′[A′s1]µφ′′.
Inserting it in the action (3.36)
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S ′[A′s1, φ
′′] =
∑
µν
(∇′[A′s1]νφ′′)†d∗νΛ†Λ dµ(∇′[A′s1]µφ′′)
=
∑
µν
(∇′[A′s1]νφ′′)†d∗νdµ(∇′[A′s1]µφ′′)
=
∑
µν
(dν∇′[A′s1]νφ′′)†(dµ∇′[A′s1]µφ′′)
= S[A′s1, φ
′′]. (3.41)
The diagonal gauge field A(xa) compensates the action of SU(2)⊗
SU(2) inside ∇′. Moreover we have just demonstrated that the field
dµ transforms under this group as a vielbein field in the Palatini for-
mulation of General Relativity. This implies A(xa) is a gravitational
spin-connection. Consequently, every purely imaginary quaternion
defines a spin operator ~S via the correspondence (i, j, k)↔ 2i(S1, S2,
S3). In fact, each element in U(1,H) is the exponential of a purely
imaginary quaternion, in the same way as an element in SU(2) is
the exponential of i~α · ~S for some real vector ~α.
Note that a majorana spinor in an euclidean space can’t distin-
guish if s2 belongs to SU(2)rot, SU(2)boosts or if it is a mixed combi-
nation. Only after the wick rotation it feels a difference, because the
generator of SU(2)boosts moves from iσ
i to σi, while SU(2)rot remains
unchanged.
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Someone can infer that, if φ transforms as a majorana spinor, our
action has not the standard form. We don’t care this now: what
exposed is only a toy model. In another work (under review) we
show explicitly how to get the correct Dirac action for these and all
the others fields (both fermions and bosons).
To finish, we suppose that masses of other fields (A(xa, xb) with
a 6= b) are sufficiently large, so that the experimental physics of
nowadays is unable to locate them. For the same reason, in the
low energy approximation, they can be omitted from the action.
Neglecting the “ultra-massive” fields, the scalar field action becomes
a local action
S =
n∑
i=1
∑
µ,ν
√
|h|hµν (xi)
(
G
∇µφ(xi)
)∗(G
∇νφ(xi)
)
(3.42)
where
G
∇ are standard gravitational covariant derivatives.
3.5 The origin of spin
Consider the spin operator S3
Sˆ3 =
}
2
 1 0
0 −1
 (3.43)
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and calculate the normalized eigenvectors and eigenstates.
|↑〉 = eiφ
 1
0
 , with eigenvalue λ1 = +1
2
(in unit } = 1) (3.44)
|↓〉 = eiφ
 0
1
 , with eigenvalue λ2 = −1
2
(3.45)
where φ is an arbitrary phase. The eigenvectors completeness guar-
antees that the field φˆ1, which appears in the precedent section, can
be always decomposed in a sum of such eigenstates.
The projectors on a single eigenstate of S3 are
pˆi+ =
1
2
 1 0
0 0
 , (3.46)
pˆi− =
1
2
 0 0
0 1
 . (3.47)
We see that pˆi± are idempotent, while pˆi+pˆi− = 0, as it should
be. A rotation by an angle θ around the axe 1 is represented by the
unitary matrix:
U1 (θ) =
 cos(θ/2) −i sin(θ/2)
−i sin(θ/2) cos(θ/2)
 (3.48)
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where
U1(θ)φˆ1 = ̂(s(U1)φ)1 φˆ1 = (̂φ)1
for some quaternion s(U) with |s| = 1. In the special case of a
rotation by pi:
U1 (pi) =
 0 −i
−i 0
 . (3.49)
We suppose now that the system is in the eigenstate |↑〉; following
a rotation around the axis 1 the state will be:
|↑〉R = U1(θ) |↑〉 .
For θ = pi:
|↑〉R = U1 (pi) |↑〉 = −i |↓〉 = e−ipi/2 |↓〉 → |↓〉 , (3.50)
|↓〉R = U1 (pi) |↓〉 = −i |↑〉 = e−ipi/2 |↑〉 → |↑〉 , (3.51)
since the state is defined up to an inessential phase factor. We ob-
serve that a rotation by pi around the axe 1 is equivalent to exchange
|↑〉 with |↓〉, as we have just verified by (3.50) and (3.51).
Surely we can expand the matrix M as follows
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M
(
xa, xb
)
= M ′
(
xa, xb
)
+ |s(xa)|er(xa)δab (3.52)
with M ′
(
xa, xb
)
= 0 for a = b.
The element r(xa) = arg[s(xa)] is a purely imaginary quater-
nion: when it acts on φ, it determines uniquely the result of a spin
measure, exchanging the states |↑〉 - |↓〉. This seems to suggest an
identification between the arrangement field M and the observer who
performs the measurement.
Indeed the operator M can simulate a measurement operation
when it presents the form Mab = uawb:
Mab = uawb
continuous−→ M(x, y) = ψ(x)ψ∗(y)
Mabϕb = u
a(wbϕb)
continuous−→
∫
dyM(x, y)ϕ(y)
= ψ(x)
∫
dy ψ∗(y)ϕ(y) = ψ(x)(ψ, ϕ)
ψ (x) is any eigenstate, while (ψ, ϕ) denotes the scalar product be-
tween ψ and ϕ. We see that M projects ϕ along the eigenstate ψ,
and in quantum mechanics a measurement is just a projection.
The latter argument gives also an indication about the spin na-
ture. Consider the entries of M closest to the diagonal: they are
the M ij+1 and M ij−1 which compose M˜ . Moreover, they represent
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the probability amplitudes for the existence of connections between
(numerically) consecutive vertices. In the limit ∆→ 0, M˜ becomes
∂, which is proportional to i∂, an operator which acts on a wave
function ψ(x) and returns the momentum p of the corresponding
particle:
i∂ψ(x) = pψ(x).
In this way, the entries of M˜ represent both a momentum and
a probability amplitude for connections between (numerically) con-
secutive vertices. In a certain sense, M˜ draws continuous paths and
measures the momentums along these paths (figure 3.3).
If we describe a particle with a wave function φ, its spin is deter-
mined by diagonal components of M : in fact, exp(r) acts on φ as a
rotation in the tangent space. Consequently, if r is applied to φ, it
returns the spin of the associated particle.
The diagonal components of M represent also the probability am-
plitudes for a connection between a vertex and itself. Reasoning
in analogy with the components of M˜ , we associate at every such
“pointwise” loop a circumference S1: we interpret the spin as the
rotational momentum due to the motion along these circumferences
(figure 3.4).
It is remarkable that there exist two types of pointwise loops: the
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Figure 3.3: M˜ behaves as a derivative, that is proportional to a
momentum operator. The non-empty entries of M˜ represent both
a momentum and a probability amplitude for connections between
(numerically) consecutive vertices. In a certain sense, M˜ draws con-
tinuous paths and measures the momentums along them.
Figure 3.4: Each diagonal component ofM represents the probability
amplitude for a connection between a vertex and itself. The spin is
a momentum along such pointwise loops.
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one in figure 3.4, where a particle assumes the same aspect after a
complete rotation, and the one in figure 3.5, where a particle assumes
the same aspect after two complete rotations. The first case suggests
a relationship with gauge fields of spin 1, the second with fermionic
fields of spin 1/2.
Figure 3.5: Pointwise loop associable with fermionic field.
3.6 Symmetry breaking
We imagine that the symmetry breaking of U(n,H)⊗U(n,H) is not
complete, but a residual symmetry remains for transformations in
U(1,H)n × U(m,H)n/m. Here m is an integer divisor of n.
In this case, it is possible to regroup the n points into n/m en-
sembles Ua, with a = 1, 2, . . . , n/m.
Ua = Ua(xa1, xa2, . . . , xam)
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ϕ = (ϕ(xai )) =

ϕ(x11) ϕ(x
1
2) ϕ(x
1
3) . . . ϕ(x
1
m)
ϕ(x21) ϕ(x
2
2) ϕ(x
2
3) . . . ϕ(x
2
m)
ϕ(x31) ϕ(x
3
2) ϕ(x
3
3) . . . ϕ(x
3
m)
...
...
...
...
...
ϕ(x
n/m
1 ) ϕ(x
n/m
2 ) ϕ(x
n/m
3 ) . . . ϕ(x
n/m
4 )

A = (Aabij ) = (A(x
a
i , x
b
j)).
Now the indices a, b of A act on the columns of ϕ, while the indices
i, j act on the rows. The fields Aabij with a = b maintain null masses
and so they continue to behave as gauge fields for U(m,H)n/m. Every
U(m,H) term in U(m,H)n/m acts independently inside a single Ua.
So, if we consider the ensembles Ua as the real physical points, we
can interpret U(m,H)n/m as a local U(m,H). It’s simple to verify:
hµν(xai ) = h
µν(xaj ) ∀xi, xj ∈ Ua
h(xa)
!
= h(Ua) = hµν(xai ) ∀xai ∈ Ua
A(xai , x
a
j ) = Tr
[
A(xa)T (ij)
]
, where
A(xa) =
∑
ij
A(xai , x
a
j )T
(ij), (3.53)
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with T (ij) generator of U(m,H). Using these relations, in the next
work we’ll show how the terms tr (MM †) and tr (MM †MM †) gene-
rate respectively the Ricci scalar and the kinetic term for gauge fields.
Extending M to grassmanian elements we have (up to a generalized
U(n,H) transformation)
M = θ(∂ + ψ) + dµ(∂µ + Aµ)
M † = (∂† + ψ†)θ† + (∂†µ + A
†
µ)d
∗µ.
θ, θ† are at the same time grassmanian coordinates and grassma-
nian equivalents of d, d∗. ∂, ∂† are grassmanian derivatives and ψ, ψ†
grassmanian fields (ie fermions).
Our final action will be
S = tr
(
MM †
16piG
− 1
4
MM †MM †
)
This action resembles the action of a λφ4 theory. Some preliminary
results suggest that we can treat it by means of Feynman graphs,
apparently without renormalization problems.
We will see how the quartic term includes automatically the ki-
netic terms for gauge fields of SO(4) ⊗ SU(3) ⊗ SU(2) ⊗ U(1) and
the dirac action for exactly three fermionic families.
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3.7 Second quantization and black hole entropy
It is remarkable that in our model the gauge fields and the grav-
itational fields have different origins, although they are both born
from M . The gravitational field in fact appears as a multiplicative
factor for moving from M to the covariant derivative ∇′. The gauge
fields are instead some additive elements in ∇′. This could be the
reason for which the gravitational field seems non quantizable in
the standard way. On the other side, quantizing the gauge fields is
equivalent to quantize a partial piece of M in a flat space. But a
similar equivalence does not exist for the gravitational field. In our
framework this doesn’t create problems, since we will quantize M
directly, rather than gravitational and gauge fields.
What does it mean “to quantize” M? It’s true that a matrice M
is a quantum object from its birth, as they are quantum objects the
wave functions which describe particles.
However, we will impose commutation relations onM , in the same
way we impose commutation relations on the wave functions. This
is the so called “second quantization”.
The wave functions, which first had described the probability am-
plitude to find a particle, then have become operators which create
or annihilate particle. Similarly, M describes first the probability
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amplitude for the existence of connections between vertices. After
the second quantization it will become an operator which creates or
annihilate connections. In particular, the operator M(xa, xb) creates
a connection between the vertices xa and xb.
M corresponds to Dµ∇′µ (by invariance respect U(n,H)): so it
contains the various fields Aµ and h
µν. If we second quantize M ,
then, indirectly, we quantize the other fields, including the gravita-
tional field.
To quantize M we put [M ij,Mkl†] = δikδjl. Here the symbol † in-
dicates the adjoint operator respect only the scalar product between
states in the Fock space. The condition [M ij,Mkl†] = δikδjl means
that every entry M ij expands in a sum of 4 operators
M ij = a+ i(b1 + b2 + b3) b
†
1 = b1, b
†
2 = b2, b
†
3 = b3
The b’s realize the SU(2) algebra implicit in the imaginary part of
quaternions.
[b1, b2] = b3; [b2, b3] = b1; [b3, b1] = b2
The operators a† and b† = b1 + ib2 create an edge which connects the
vertex i with the vertex j. The number operator is
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N ij = M ij†M ij = a†a+ |~b|2 no sum on ij
a†a has eigenvalues q ∈ N with multiplicity 1. Moreover the eigen-
values of |~b|2 are in the form j(j + 1) for j ∈ N/2, with multi-
plicity (2j + 1). How about N > 1? We can consider a surface
immersed into the graph. Its area is ∆2 times the number of edges
which pass through it. If we admit the possibility for the creation of
many superimposed edges, we can interpret this superimposition as
a “super-edge” which carries an area equal to N∆2.
Observation 13 Regarding diagonal components, we suggest a sli-
ghtly different interpretation: a† could create loops, while b† could
create perturbations which travel through the loops (ie particles with
spin j). This suggest a duality between a loop on vertex vi and a
closed string (as intended in String Theory) situated approximately
on the same vertex. Note that the two interpretations can be accom-
modated if we consider quanta of area as non-local perturbations.
The only Black Hole information detectable from the exterior, is
the information coded in the Horizon. So, the only distinguishable
states of a Black Hole are distinguishable states of its horizon. For
the Black Hole horizon we consider all the edges which pass through
it, oriented only from the interior to the exterior.
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If the horizon is crossed only by edges with N = q+ j(j + 1) and
a†a = q, the number of its distinguishable states is
numS = (2j + 1)
A/(q+j(j+1)) .
We suppose now a generic partition with A =
∑
j,q Aj,q, where an
area Aj,q is crossed only by edges with N = q+ j(j+ 1) and a
†a = q.
The number of distinguishable states becomes
numS =
∑
{Aj,q}
∏
j,q
(2j + 1)Aj,q/((q+j(j+1))∆
2)
where the sum is over all the possible partitions of A. The “clas-
sical” contribution comes from j = 0 and gives numS = 1 (We call
it “classical” because it is the only one with N = 1). This implies no
entropy and is related to the fact that trM †HMH ∼
∫
H
√
hHR(hH) =
2piχH , where MH is the restriction of M to the edges which cross the
horizon, hH is the induced metric on the horizon and χ is the Euler
characteristic.
The dominant contribution comes from q = 0 and j = 1/2, which
gives
numS = 2
4A1/2,0/(3∆
2)
So we can define entropy as
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S = kB log 2
4A/3∆2 =
4 log 2 kBA
3∆2
.
Our approach gives thus a proposal for the explanation of area
law. Indeed our entropy formula corresponds to the one given by
Bekenstein and Hawking if 3∆2 = 16G log 2.
What is our interpretation of black hole radiation? The proximity
between vertices is probabilistic: we can have a high probability of
receiving two vertices as “neighbors”, but never a certainty. We look
at a large number of vertices for a long time: some vertex, which first
seems to be adjacent to some other, suddenly can appears far away.
For this reason, some internal vertices in a Black Hole may happen
to be found outside, so that the Black Hole slowly evaporates.
We can consider also the contribution from (q = j = 0). If it
exists, clearly it is the dominant one. Indeed, an horizon means ab-
sence of connections between the exterior and the interior. For an
external observer, the universe finishes with the horizon. In fact,
respect the coordinate system of a statical observer infinitely distant
from the horizon, every object, falling in the black hole, sits on the
horizon for an infinite time. In relation to the proper time of the
statical far away observer, the object never surpasses the horizon. If
nothing surpasses the horizon, this means that the Hawking radia-
tion comes from the deposit of all the objects fallen in the black hole,
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ie from the horizon. This resolves the information paradox proposed
by Hawking.
Someone can infer that absence of connections is only illusory,
because the horizon singularity is of the type called “apparent”: it
doesn’t exist in several coordinate systems, as the system comoving
with a free falling object.
We reply that it’s true, because also the absence of connections
depends strictly from the state on which the number operator acts.
Every state can be associated to a particular coordinates system and,
if we change coordinate system, we have to change the state. In this
way, the connections can exist for an observer and not exist for some
others.
It’s the same which happens for the particles. The same particle
can exist in a coordinate system and not exists in an another system
(see Unruh effect). This is because the same number operator acts
on different states.
Calculate now numS for q = 0, j → 0. It is
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numS = lim
j→0
(2j + 1)A/(j(j+1)∆
2)
= lim
j→0
(1 + 2j)A/(j∆
2)
= lim
j→0
(1 + 2j)2A/(2j∆
2)
= lim
x→∞
(
1 +
1
x
)2Ax/∆2
= e2A/∆
2
(3.54)
The entropy becomes
S = kB log e
2A/∆2 =
2kBA
∆2
This corresponds to the Bekenstein-Hawking result for ∆2 = 8G.
3.8 Conclusion
In this paper we have abandoned the preconceived existence of an
order in the space-time structure, taking a probabilistic approach
also to its topology and its homology.
This framework gives new suggestions about the origin of space-
time metric and particles spin. At the same time it hints a possible
emersion of all fields from an unique entity, ie the arrangement ma-
trix, after the imposition of an order.
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Unfortunately, there isn’t space here to post an explicit calcula-
tion of terms tr (M †M) and tr (M †MM †M). We have already said
that they generate the Ricci scalar, the kinetic terms for gauge fields
and the Dirac actions for exactly three fermionic families.
In a next future we’ll show how several phenomena can find a
possible explanation inside this paradigm, as we have seen earlier for
black hole entropy. These deal with the galaxy rotation curves, the
inflation, the quantum entanglement, the values of matrices CKM
and PMNS and the value of Newton constant G.
Here we have given a simple example by using a one-component
field. Nevertheless, a potential for M causes a symmetry breaking
which gives mass to gauge fields without need of Higgs mechanism.
In the end, the one-component field action results unnecessary.
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Chapter 4
The arrangement field theory
(AFT). Part 2
4.1 Introduction
The arrangement field paradigm describes universe by means of a
graph, ie an ensemble of vertices and edges. However there is a con-
siderable difference between this framework and the usual modeling
with spin-foams or spin-networks. The existence of an edge which
connects two vertices is in fact probabilistic. In this framework the
fundamental quantity is an invertible matrixM with dimension n×n,
where n is the number of vertices. In the entry ij of such matrix
we have a quaternionic number which gives the probability ampli-
tude for the existence of an edge connecting vertex i to vertex j.
In the introductory work [1] we have developed a simple scalar field
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theory in this probabilistic graph (we call it “non-ordered space”).
We have seen that a space-time metric emerges spontaneously when
we fix an ensemble of edges. Moreover, the quantization of metric
descends naturally from quantization of M in the non-ordered space.
In section 4.2 we summarize these results.
In section 4.3 we express Ricci scalar as a simple quadratic func-
tion of M . We discover how the gravitational field emerges from
diagonal components of M , in contrast to gauge fields which come
out from non-diagonal components.
In section 4.4 we define a quartic function of M which develops a
Gauss Bonnet term for gravity and the usual kinetic term for gauge
fields.
In section 4.5 we discover a triality between Arrangement Field
Theory, String Theory and Loop Quantum Gravity which appear as
different manifestations of the same theory.
In section 4.6 we show that a grassmanian extension of M gen-
erates automatically all known fermionic fields, divided exactly in
three families. We see how gravitational field exchanges homologous
particles in different families. The resulting scheme finds an ana-
logue in supersymmetric theories, with known fermionic fields which
take the role of gauginos for known bosons.
In the subsequent sections we explore some practical implications
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of arrangement field theory, in connection to inflation, dark matter
and quantum entanglement. Moreover we explain how deal with
theory perturbatively by means of Feynman diagrams.
We warmly invite the reader to see introductory work [1] before
proceeding.
4.2 Formalism
In paper [1] we have considered an euclidean 4-dimensional space
represented by a graph with n vertices. In this section we retrace
the fundamental results of that work, moving to Lorentzian spaces
in the next section. Since now we assume the Einstein convention,
summing over repeated indices.
In proof of theorem 8 in [1] we have demonstrated the equiva-
lence between the following actions:
S1 = (Mϕ)
†(Mϕ) (4.1)
S2 =
n∑
i=1
√
|h|hµν(xi)(∇µϕi)∗(∇νϕi). (4.2)
M is any invertible matrix n× n while the field ϕ is represented by
a column array 1× n, with an entry for every vertex in the graph:
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ϕ =

ϕ(x1)
ϕ(x2)
ϕ(x3)
...
ϕ(xN)

. (4.3)
The entries of both M and φ take values in the division ring of
quaternions, usually indicated with H. The first action considers
the universe as an abstract ensemble of vertices, numbered from 1 to
n, where n is the total number of space vertices. The entry (ij) in
the matrix M represents the probability amplitude for the existence
of an edge which connects the vertex number i to the vertex number
j. We admit non-commutative geometries, which in this framework
implies a possible inequivalence |M ij| 6= |M ji|. More, the first action
is invariant under transformations (U1, U2) ∈ U(n,H) ⊗ U(n,H)
which send M in U2MU
†
1 .
In action (4.2) a covariant derivative for U(n,H) ⊗ U(n,H) ap-
pears, represented by a skew hermitian matrix ∇ which expands
according to ∇µ = M˜µ +Aµ. Here M˜µ is a linear operator such that
lim∆→0M˜µ = ∂µ, where ∆ is the graph step. If we number the space
vertices along direction µ, M˜µ becomes
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M˜ ijµ =
1
2∆
[
δ(i+1)j − δ(i−1)j
]
(4.4)
∑
j
M˜ ijϕj =
1
2∆
∑
j
δ(i+1)jϕj − δ(i−1)jϕj = ϕ(i+ 1)− ϕ(i− 1)
2∆
.
The gauge fields A act as skew hermitian matrices too:
A = (Aij) = (A(xi, xj))
(Aφ)i = Aijφj.
In proof of theorem 5 we have discovered that for every normal ma-
trix Mˆ , which is neither hermitian nor skew hermitian, four couples
(U1, D
µ) exist, with U1 unitary and D
µ diagonal, such that
U †1D
µ∇µU1 = Mˆ (4.5)√
|h|hµν(xi) = 1
2
d∗µi d
ν
i + c.c. D
ij
µ = d
µ
i δ
ij. (4.6)
Here h is a non degenerate metric while the first relation determines
uniquely the values of gauge fields. The matrices ∇µ, U1, Dµ act on
field arrays via matricial product and the ensemble of four couples
(U1, D
µ) is called “space arrangement”.
Further, in proof of theorem 6, we have seen that for every
invertible matrix M we can always find an unitary transformation
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UM and a normal matrix Mˆ , which is neither hermitian nor skew
hermitian, such that M = UMMˆ . If we define U2 = U1U
†
M , we have
M †M = Mˆ †Mˆ (4.7)
U †2D
µ∇µU1 = M. (4.8)
It’s sufficient to substitute (4.8) in (4.1) to verify its equivalence with
(4.2). We have called Mˆ the “associated normal matrix” of M .
The action of a transformation (U1, U2) on ∇ follows from its
action on M . We can always use the invariance under U(n,H) ⊗
U(n,H) to put M in the form M = Dµ∇µ. Starting from this we
have
U2MU
†
1 = U2D
µ∇µU †1 = U2DµU †1U1∇µU †1 .
We define ∇′ = U1∇µU †1 the transformed of ∇ under (U1, U2) and
D′µ = U2DµU
†
1 the transformed of D
µ. We assume that Aµ inside
∇µ transforms correctly as a gauge field, so that
∇[A]µφ = ∇[A]U †1φ′ = U †1∇[AU1]µφ′
φ′ = U1φ.
We want D′µ remain diagonal and h′ = h[D′] = h[D]. In this case
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there are two relevant possibilities:
1. D is a matrix made by blocks m×m with m integer divisor of n
and every block proportional to identity. In this case the resid-
ual symmetry is U(1,H)n×U(m,H)n/m with elements (sV, V ),
s both diagonal and unitary, V ∈ U(m,H)n/m;
2. h is any diagonal matrix. The symmetry reduces to U(1,H)n⊗
U(1,H)n which is local U(1,H)⊗U(1,H) ∼ SU(2)⊗ SU(2) ∼
SO(4).
In this way, if we keep fixed the metric h and keep diagonal D, the
action (4.2) will be invariant at least under U(1,H)n ⊗ U(1,H)n
which doesn’t modify h.
We have supposed that a potential for M breaks the U(n,H) ⊗
U(n,H) symmetry in U(1,H)n⊗U(m,H)n/m where m is an integer
divisor of n. We’ll see in fact that the more natural potential has the
form tr (αM †M −βM †MM †M), known as “mexican hat potential”.
This potential is a very typical potential for a spontaneous symmetry
breaking. In this way all the vertices are grouped in n/m ensembles
Ua:
Ua = {xa1, xa2, xa3, . . . , xam}
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ϕ = (ϕ(xai )) =

ϕ(x11) ϕ(x
1
2) ϕ(x
1
3) . . . ϕ(x
1
m)
ϕ(x21) ϕ(x
2
2) ϕ(x
2
3) . . . ϕ(x
2
m)
ϕ(x31) ϕ(x
3
2) ϕ(x
3
3) . . . ϕ(x
3
m)
...
...
...
...
...
ϕ(x
n/m
1 ) ϕ(x
n/m
2 ) ϕ(x
n/m
3 ) . . . ϕ(x
n/m
4 )

A = (Aabij ) = (A(x
a
i , x
b
j)).
Now the indices a, b ofA act on the columns of ϕ, while the indices i, j
act on the rows. The fields Aabij with a = b maintain null masses and
then they continue to behave as gauge fields for U(m,H)n/m. Every
U(m,H) term in U(m,H)n/m acts independently inside a single Ua.
So, if we consider the ensembles Ua as the “real” physical points, we
can interpret U(m,H)n/m as a local U(m,H).
It’s simple to verify:
hµν(xai ) = h
µν(xaj ) ∀xai , xaj ∈ Ua
hµν(xa)
!
= hµν(Ua) = hµν(xai ) ∀xai ∈ Ua
Aij(x
a)
!
= Tr
[
A(xa)T ij
]
, where
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A(xa) =
∑
ij
A(xai , x
a
j )T
ij, with T ij generator of U(m,H)
(4.9)
4.3 Ricci scalar in the arrangement field paradigm
4.3.1 Hyperions
In this subsection we define an extension of H by inserting a new
imaginary unit I. It satisfies:
I2 = −1 I† = −I
[I, i] = [I, j] = [I, k] = 0
In this way a generic number assumes the form
v = a+Ib+ ic+jd+ke+ iIf+jIg+kIh, a, b, c, d, e, f, g, h ∈ R
v = p+ Iq, p, q ∈ R
We call this numbers “Hyperions” and indicate their ensemble with
Y . It’s straightforward that such numbers are in one to one corre-
spondence with even products of Gamma matrices. Explicitly:
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1⇔ γ0γ0 = 1 I ⇔ γ5 = γ0γ1γ2γ3
i⇔ γ2γ1 iI ⇔ γ0γ3
j ⇔ γ1γ3 jI ⇔ γ0γ2
k ⇔ γ3γ2 kI ⇔ γ0γ1
Note that imaginary units i, j, k, iI, jI, kI satisfy the Lorentz alge-
bra, with i, j, k which describe rotations and iI, jI, kI which describe
boosts.
Definition 14 (bar-conjugation) The bar-conjugation is an oper-
ation which exchanges I with −I (or γ0 with −γ0 in the γ-representa-
tion). Explicitly, if v = a+ Ib+ ic+ jd+ ke+ iIf + jIg+ kIh with
a, b, c, d, e, f, g, h ∈ R, then v¯ = a−Ib+ic+jd+ke−iIf−jIg−kIh.
Definition 15 (pre-norm) The pre-norm is a complex number with
I as imaginary unit (we say “I-complex number”). Given an hy-
perion v, its pre-norm is |v| = (v¯†v)1/2. If v ∈ H, its pre-norm
coincides with usual norm (v†v)1/2.
Note that every hyperion v can be written in the polar form
v = |v|eia+jb+kc+iId+jIe+kIf a, b, c, d, e, f
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|v|2 = v¯†v = |v|e−(ia+jb+kc+iId+jIe+kIf)|v|eia+jb+kc+iId+jIe+kIf = |v|2.
If M takes values in Y, the probability for the existence of an edge
(ij) can be defined as ||M ij||, which is the norm of pre-norm.
Observation 16 (Spectral theorem in Y)
The fundamental relation (4.5) descends uniquely from spectral the-
orem in H. You can see from work of Yongge Tian [4] that spectral
theorem is still valid in Y in the following form: “Every normal
matrix M with entries in Y is diagonalizable by a transformation
U ∈ U(n,Y) which sends M in UMU¯ †”. Here U(n,Y) is the expo-
nentiation of u(n,Y) = u(n,H)∪ Iu(n,H) and M satisfies a gener-
alized normality condition. Explicitly, U¯ † = U−1 and M¯ †M = MM¯ †.
This implies that (4.5) is valid too in the form
U¯ †Dµ∇µU = M
Matrix ∇ is now in u(n,Y) and then it satisfies ∇¯† = −∇. Ac-
cordingly, its diagonal entries belong to Lorentz algebra (they don’t
comprise real and I-imaginary components).
To conclude, we don’t know if an associate normal matrix ex-
ists for any invertible matrix with entries in Y. Fortunately, in
lorentzian spaces there is no reason for using such machinery and
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we can start from the beginning with a normal arrangement matrix.
Observation 17 (gauge fixing)
It follows from spectral theorem that eigenvalues λ of M are equiva-
lence classes
λ ∼ sλs¯† s ∈ Y, s¯†s = 1.
As a consequence, we can choose freely the diagonal matrix D in-
side the equivalence class SDS¯†, where S is both diagonal and uni-
tary (S¯† = S−1). This choice does’t affect the metric
√
hhµν =
Re (D¯†µDν), granting for the persistence of a symmetry U(1, Y )n =
SO(1, 3)n, ie local SO(1, 3). Clearly this is a reworking of the usual
gauge symmetry which acts on the tetrads, sending eµa in Λ
b
a e
µ
b via
the lorentz transformation Λ. In what follows we exploit SO(1, 3)-
symmetry to satisfy two conditions:
tr ({∇¯†µ,∇ν}D¯†µDν) = 0 (4.10)
tr (Dβ{∇β, ∇¯†µ}D¯†µDν∇ν∇¯†αD¯†α) = 0
Note that these are global conditions because operator tr is analogous
to a space-time integration.
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4.3.2 Ricci scalar with hyperions
In this subsection we simplify the form of Ricci scalar by means
of hyperions, in order to make it suitable for the arrangement field
formalism. Given a gauge field ωµ in so(1, 3) and a complex tetrad
eµ, we define
Aµ = ω
ab
µ γaγb h
µν = Re (e†µa e
ν
bη
ab) (4.11)
dµ =
√
eeµaγ0γa e =
[
det(−e†µa eνbηab)
]−1/2 ∈ R+
d¯µ = dµ(γ0 → −γ0)
⇒ d¯†µdν = ee†µaeνbγaγb ⇒
√
hhµν =
1
4
Re
[
tr(d¯†µdν)
]
Note that our definitions are the same to require A¯† = −A in the
hyperions framework. The Ricci scalar can be written as
√
hR(x) = −1
8
tr
(
(∂µAν − ∂νAµ + [Aµ, Aν]) d¯†µdν
)
To verify its correctness we expand first the commutator
[Aµ, Aν] = ω
ab
µ ω
cd
ν (γaγbγcγd − γcγdγaγb)
=
1
2
ωabµ ω
cd
ν (γa{γb, γc}γd − γc{γd, γa}γb) +
+
1
2
ωabµ ω
cd
ν (γa[γb, γc]γd − γc[γd, γa]γb)
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=
(
ωabµ ω
d
bν − ωabν ω dbµ
)
(γaγd) +
+
1
4!
ωabµ ω
cd
ν
(
εabcdε
efghγeγfγgγh
)
= [ωµ, ων]
abγaγb + ω
ab
µ ω
(D)
abν γ5 (4.12)
In the last line we have defined ω
(D)
abν = εabcdω
cd
ν . Hence
R(x) = −1
8
tr(γaγbγcγd)
(
∂µω
ab
ν − ∂νωabµ + [ωµ, ων]ab
)
e†cµedν −
−1
8
tr(γ5γbγc)ω
ab
µ ω
(D)
abν e
†cµedν (4.13)
Consider now the relations
1
4
tr(γaγbγcγd) = ηabηcd − ηacηbd + ηadηbc
tr(γ5γbγc) = 0
We obtain
R(x) =
(
∂µω
ab
ν − ∂νωabµ + [ωµ, ων]ab
)
e†µa e
ν
b
which is the usual definition.
Observation 18 A complex tetrad implies that tangent space is the
complexification of Minkowsky space (usually indicated with CM).
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This fact gives a strict connection with theory of twistors[3], where
massless particles move on trajectories which have an imaginary
component proportional to helicity.
We can move freely from matrices γ to hyperions, substituting tr
with 4. In this way
√
hR(x) = −1
2
(∂µAν − ∂νAµ + [Aµ, Aν]) d¯†µdν
= −1
2
[∇µ,∇ν]d¯†µdν
∇µ = ∂µ + Aµ Aµ, dµ ∈ Y
eµa = Re e
µ
a + I Im e
µ
a
dµ = Re eµ0 + iI Re eµ3 + jI Re eµ2 + kI Re eµ1 +
+I Im eµ0 − i Im eµ3 − j Im eµ2 − k Imeµ1
4.3.3 Ricci scalar in the new paradigm
We try to define Hilbert-Einstein action as
SHE = tr (M¯
†M).
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We insert in SHE the usual expansion M = UD
µ∇µU¯ †, obtaining
SHE = tr [(U¯D¯
†µ∇¯µU †)†(UDν∇νU¯ †)]
= tr [U∇¯†µD¯†µU¯ †UDν∇νU¯ †]
= tr [∇ν∇¯†µD¯†µDν]. (4.14)
Now we can impose the first condition in (4.10) which gives
SHE =
1
2
tr {[∇ν, ∇¯†µ]D¯†µDν}. (4.15)
Expanding the covariant derivatives we obtain
SHE =
1
2
∑
a,b,c
{∂†µAν(xa, xb)− ∂νA¯†µ(xa, xb) +
+[A¯†µ, Aν](x
a, xb)}d¯†µ(xb)δbcdν(xc)δca
=
1
2
∑
a
{∂†µAν(xa)− ∂νA¯†µ(xa) +
+[A¯†µ, Aν](x
a, xa)}d¯†µ(xa)dν(xa)
=
1
2
∑
a,b6=a
{∂†µAν(xa)− ∂νA¯†µ(xa) + [A¯†µ(xa), Aν(xa)] +
+[A¯†µ(x
a, xb), Aν(x
b, xa)]} · d¯†µ(xa)dν(xa)
(4.16)
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Consider now a symmetry breaking with residual group U(m,Y)n/m
which regroups vertices in ensembles Ua = {xa1, xa2, . . . , xam}. We
assume that fields A(xai , x
b
j) with a 6= b acquire big masses and thus
we can neglect them. The symbol
∑
a becomes
∑
a,i, while
∑
a,b 6=a
becomes
∑
a,i,b,j|(a,i)6=(b,j). After neglecting heavy fields, the last one
is simply
∑
a,i,j 6=i.
SHE =
1
2
∑
a
{∂†µtr Aν(xa)− ∂νtr A¯†µ(xa) + [tr A¯†µ(xa), tr Aν(xa)] +
+
∑
i,j 6=i
[A¯†ijµ (x
a)Ajiν (x
a)− Aijν (xa)A¯†jiµ ](xa)} · d¯†µ(xa)dν(xa)
(4.17)
For what follows we write SHE =
1
2
∑
aR
ik
µνδ
ikd¯†µdν with
Rikµν = ∂
†
µtr Aν(x
a)− ∂νtr A¯†µ(xa) + [tr A¯†µ(xa), tr Aν(xa)] +
+
∑
i,j 6=i,k 6=j
[A¯†ijµ (x
a)Ajkν (x
a)− Aijν (xa)A¯†jkµ ](xa).
(4.18)
Rikµν is a generalization of curvature tensor. We have indicated with
tr A the track on ij, ie δijAij(xa) = δijA(xai , x
a
j ). Note that [A¯
†ii, Ajj]
is equal to zero when i 6= j and then
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∑
i
[A˜
†ii
µ , A
ii
ν ] =
∑
ij
[A¯
†ii
µ , A
jj
ν ] = [tr A¯
†
µ, tr Aν].
Consider now any skew hermitian matrix Wµ with elements W
ij
µ =
Aijµ for i 6= j and W ijµ = 0 for i = j. It belongs to the subalgebra of
u(m,Y) made by all null track generators. This means that commu-
tators between null track generators are null track generators too.
In this way
∑
i,i 6=j
[A¯†µ(x
i, xj), Aν(x
j, xi)] = tr[W¯ †µ,Wν] = 0.
Hence we can delete the mixed term in SEH .
SHE =
1
2
∑
a
{∂†µtr Aν(xa)− ∂νtr A¯†µ(xa) + [tr A¯†µ(xa), tr Aν(xa)]} ·
·d¯†µ(xa)dν(xa)
In the arrangement field paradigm, the operator † transposes also
rows with columns in matrices which represent ∂ and A. As we have
seen, the fields A which intervene in R are only the diagonal ones,
so the transposition of rows with columns is trivial. Note that ∇
satisfies a generalized condition of skew-hermiticity (∇¯† = −∇) and
then its diagonal components belong to lorentz algebra. This implies
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tr A¯† = −tr A, matching exactly with our request in (4.11). Finally,
if we consider the matrix which represents ∂ (we have called it M˜),
we note that ∂¯† = ∂T = −∂. Explicitly
∇†ν = (∂ν + tr A¯ν)† = ∂†ν + tr A¯†ν = −∂ν − tr Aν = −∇ν.
Applying this to SHE,
SHE = −1
2
∑
a
{∂µtr Aν(xa)− ∂νtr Aµ(xa) + [tr Aµ(xa), tr Aν(xa)]} ·
·d¯†µ(xa)dν(xa)
= −1
2
[
G
∇µ,
G
∇ν]d¯†µ(xa)dν(xa)
=
∑
a
√
hR(xa)→
∫
d4x
√
hR(x). (4.19)
Here
G
∇ is the gravitational covariant derivative
G
∇ = ∂ + tr A. It’s
very remarkable that gauge fields in R are only the diagonal ones.
First, this is the unique possibility to obtain
G
∇†ν = −
G
∇ν. Moreover,
while gauge fields in R are tracks of matrices (Aij)(x
a), we’ll see as
the other gauge fields in Standard Model correspond to non diagonal
components.
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4.4 The kinetic term
Until now we have obtained no terms which describe gauge interac-
tions. In this section we find a such term, with the condition that it
hasn’t to change Einstein equations. One option is as follows:
SGB = −tr (M¯ †MM¯ †M) (4.20)
= −tr [U∇¯†µD¯†µU¯ †UDν∇νU¯ †U∇¯†αD¯†αU¯ †UDβ∇βU¯ †]
= −tr [∇¯†µD¯†µDν∇ν∇¯†αD¯†αDβ∇β]
We assume a residual symmetry under U(m,Y)n/m. This means
that Dµ are matrices made of blocks m × m where every block is
a hyperionic multiple of identity. We use newly the correspondence
between (1, I, i, j, k, iI, jI, kI) and gamma matrices:
SGB = −1
4
tr(γaγbγcγdγeγfγgγh)
[∇aβ∇¯b†µ D¯†cµDdν∇eν∇¯f†α D¯†gαDhβ]
We use letters a, b, c, d for indices which run on Gamma matrices,
α, β, µ, ν for spatial coordinates indices and ijk for gauge indices (ie
indices which run inside a single Ua). Pay attention to not confuse
the index a in the first group with the index a which runs over the
vertices like in xai .
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We will see that physical fields arise in three families, determined
by the choice of a subspace inside Y . This is true both for fermionic
and bosonic fields. Thus the indices with letters a, b, c, d run over
the three families.
We proceed by imposing the second condition in (4.10), in such a
way to ignore terms proportional to {∇β, ∇¯†µ} inside SGB. We take
SGB =
∑
a
LGB(x
a)
Then
LGB = R
ij
abµβR
abji
να d¯
†µ
c d
cν d¯†αd d
dβ − 4Rijacµβd¯†aµRcbjiνα dαb ddβd¯†αd +
+Rijacµβd¯
†aµdcβRcbjiνα d¯
†ν
c d
α
b
= hRijabµβR
abjiµβ − 4hRijcβRcjiβ + hRijRji (4.21)
Rijβµ was defined in (4.18), while
4
√
hRijµ = R
ij
βµd
β and
√
hRij =
Rijβµd
βd∗µ. You understand in a moment that for i 6= j we have
RijacβµR
jiac
να h
µαhνβ = tr
∑
(ac) F
(ac)
µν F (ac)µν. The index (ac) runs over
three fields families and F(ac)µν is a strength field tensor. In this way
the terms Rijνβ R
jiβ
ν and R
ijRji are terms which mix families.
The trouble with SGB is that it generates a factor h instead of
√
h.
However, we can solve the problem imposing the gauge condition
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h = 1. Note that for i = j we have
LGB = RacβµR
acβµ +R2 − 4RαµRµα
which is a topological term and it doesn’t change the Einstein equa-
tions.
Observation 19 (symmetry breaking) The combination of SHE
and SGB gives to gravitational gauge field
G
A a potential with form
G
A2 −
G
A4.
This potential has non trivial minimums which imply a non-trivial
expectation value for
G
A. Moreover, inside SGB we find the following
kind of terms for other fields A:
〈
G
A2〉A2 − A4.
In this way we have a mass for gauge fields A and another potential
with non-trivial minimums. Therefore, also gauge fields A have non-
trivial expectation values. Finally, such expectation values give mass
to fermionic fields via terms
ψ†〈A〉ψ.
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There is no need for a scalar Higgs boson.
4.5 Connections with Strings and Loop Gravity
We have seen in [1], at Remark 13, that some similarities exist be-
tween diagonal components of M (loops) and closed strings in string
theory. Now we have discovered that such diagonal components de-
scribe a gravitational field. Is then a case that the lower energy
state for closed string is the graviton? We think no. Moreover, we
have seen that gauge fields correspond to non-diagonal components
of M , ie open edge in the graph. This finds also a connection with
open strings, whose lower energy states are gauge fields. We have
shown that a symmetry U(m,Y) arises when vertices are grouped
in ensembles Ua containing m vertices. This seems to represent a
superimposition of m universes or branes. Gauge fields for such
symmetry correspond to open edge which connect vertices in the
same Ua. Is then a case that the same symmetry arises in open
strings with endpoints in m superimposed branes? We still think
no. Until now we have supposed that open edges between vertices
in the same Ua have length zero, so that we haven’t to introduce
extra dimensions. However, by T −duality such edges correspond to
open strings with U(m,Y) Chan-Paton which moves in an infinite
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extended extra dimension. This happens because an absente extra
dimension is a compactified dimension with R = 0 and T − duality
sends R in 1/R. Regarding edges between vertices in different Ua,
we see that they have a mass proportional to separation between
endpoints. This is true both in our model and string theory.
The following two theorems emphasize a triality between Arrange-
ment Field Theory, String Theory and Loop Quantum Gravity. We
can see as they are different manifestations of the same theory.
Theorem 20 Every element M ij in the arrangement matrix can be
written as a state in the Hilbert space of Loop Quantum Gravity,
ie an holonomy for a SO(1, 3) gauge field1. In this way, every field
(gauge or gravitational) becomes a manifestation of only gravitational
field.
Proof. An element M ij can always be written in the following form:
M ij = |M ij|exp
(∫ xj
xi
Aµdx
µ
)
(4.22)
with µ = 1, 2, 3 and
1In Loop Gravity the gauge field appears usually in the form iA
with A hermitian. We incorporate the i inside A so that Aabγaγb
corresponds to a hyperionic number.
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|M ij| = exp
(∫ xj
xi
A0dx
0
)
.
Here Aµ is a SO(1, 3) connection and A0 is an I-complex field. Ob-
viously, we take Aµ hyperionic by using the usual correspondence
with Gamma matrices. In this way Aµ is purely imaginary. The
integration is intended over the edge which goes from vertex i to
vertex j, parametrized by any τ ∈ [0, 1]. If you look (4.22), you see
on the left a discrete space (the graph) with discrete derivatives and
fields which are defined only on the vertices. On the right you find
instead a Hausdorff space with continuous paths, continuous deriva-
tives and fields which are defined everywhere. Applying eventually
a transformation in U(n,Y), we have
M ij = Dikµ∇kjµ = Diiµ∇ijµ = dµ(xi)∇ijµ .
In the following we introduce a real constant λ, with length dimen-
sions, in order to make M dimensionless:
M ij = λDikµ∇kjµ = λDiiµ∇ijµ = λdµ(xi)∇ijµ . (4.23)
In Loop Quantum Gravity we consider any space-time foliation de-
fined by some temporary parameter and then we quantize the theory
on a tridimensional slice. The simpler choice is a foliation along x0:
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in this case the metric on the slice is simply the spatial block 3×3 in-
side the four dimensional metric when it’s taken in temporary gauge.
In such framework we have d0 = 1 and [dµ(x), Aν(x
′)] = Gδµν δ
3(x−x′)
with µ, ν = 1, 2, 3. We deduce the relation dµ(x) = Gδ/δAµ(x) and
apply it to (4.23) when vertices i and j sit on the same slice. We
obtain
dµ(xi)∇ijµ = G
δ
δAµ(xi)
∇ijµ =
1
λ
|M ij|exp
(∫ xj
xi
Aµdx
µ
)
(4.24)
with µ = 1, 2, 3. Note that x0(xi) = x0(xj) when i and j sit on the
same slice. Hence
|M ij| = exp
(∫ xj
xi
A0dx
0
)
= exp
(∮
A0dx
0
)
.
Consider now the following relation:
exp
(∫ xj
xi
Aµdx
µ
)
=
δ
δAν
∫
Ω
d2s nνexp
(∫ xj
xi
Aµdx
µ
)
(4.25)
with
nν =
1
2
ενµα
∂xµ
∂sa
∂xα
∂sb
εab.
Ω is a two dimensional surface parametrized by coordinates sa with
a = 1, 2 and
∫
Ω d
2s = G. We assume that Ω contains the vertex xi
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and no other point which is a vertex or sits along an edge. Substi-
tuting (4.25) in (4.24) we obtain
δ
δAiν
∇ijν =
1
λG
δ
δAν
∫
Ω
d2s nν|M ij|exp
(∫ xj
xi
Aµdx
µ
)
and then
∇ijν =
1
λG
∫
Ω
d2s nν|M ij|exp
(∫ xj
xi
Aµdx
µ
)
+Kν(xi, xj)
=
1
λG
∫
Ω
d2s nνexp
(∫ xj
xi
Aµdx
µ
)
+Kν(xi, xj).
Kν is any function of xi and xj independent from Aµ. In the se-
cond line we have taken µ = 0, 1, 2, 3. For diagonal components this
becomes
Aiiν =
1
λG
∫
Ω
d2s nνexp
(∮
Aµdx
µ
)
+Kν(xi). (4.26)
We have used ∂ii = 0 because the matrix which represents the dis-
crete derivative is null along diagonal. We choose loops and surfaces
Ω in such a way to have
nν
∮
Aµdx
µ = λAν(xi) +O(λ
2).
Applying this into (4.26), it becomes
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Aiiν =
1
λG
∫
Ω
d2s nν
(
1 +
∮
Aµdx
µ +O(λ2)
)
+Kν(xi)
=
1
λG
(Gnν +GλAν(xi) +G ·O(λ2)) +Kν(xi)
=
1
λ
(nν + λAν(xi) +O(λ
2)) +Kν(xi). (4.27)
If we set Kν(xi) = −nν(xi)/λ, we obtain
Aiiν = Aν(xi) +O(λ).
This verifies the consistence of our definition and proves the theorem.
Note that λ could be taken equal to ∆ because M contains a
factor ∆−1 from definition (4.4) of M˜ . In such case we obtain
Aiiν = Aν(xi)
in the continuous limit.
Observation 21 (third quantization) Note that canonical quan-
tization of gauge fields implies
[
∂0A
ij
α (xa), A
ij
ν (xb)
]
=
[(∫
d4x∂0Aµ(x)
δ∇ijα
δAµ(x)
)
(xa),∇ijν (xb)
]
= δανδ
3(xa − xb).
Integration in the first factor is over continuous coordinates of Haus-
dorff space. Conversely, the argument xa indicates simply to what
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ensemble Ua the edge (ij) belongs. Here we have used ∂ij = 0, which
holds not only for i = j but also for xi and xj in the same ensemble
Ua. This implies ∇ij = Aij. Moreover ∇ij is a state in the Hilbert
space of Loop Quantum Gravity and hence we have a sort of third
quantization which applies on gravitational states and creates gauge
fields:
[(∫
d4xA˙µ(x)
δΨ[Λ, A]
δAµ(x)
)
,Ψ†[Λ′, A]
]
= δ(Λ− Λ′).[(∫
d4xA˙µ(x)
δΨ[Λ, A]
δAµ(x)
)
,Ψ†[Λ, A′]
]
= δ(A− A′).
This implies
Ψ[A] =
∫
D[dµ] a(d) exp
(
1
G
∫
d4x dµAµ
)
+ b†(d) exp
(
1
G
∫
d4x d†µA†µ
)
[
a(d), a†(d′)
]
=
1∫
d4xA˙νdν
δ(d− d†′)
[
b(d), b†(d′)
]
=
1∫
d4xA˙νdν
δ(d− d†′)
In figure 4.1 we see a spin network which defines a U(6,Y) gauge
field Aij with i, j = 1, 2, 3, 4, 5, 6. The vertices are assumed super-
imposed. The symmetry group is bigger than U(1,Y)6 ∼ SO(1, 3)6
which acts separately on the single vertices. The group grows in fact
to U(6,Y) because we can exchange the vertices without change the
graph. We have the same situation with open strings: six strings
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Figure 4.1: A spin network with symmetry U(6,Y). The six vertices
are assumed superimposed.
with endpoints on six separated branes define a state with symmetry
U(1)6 but, if the branes are superimposed, the symmetry becomes
U(6).
Generators in u(6,Y) are generators in u(6,H) multiplied by 1 or
I. In turn, generators in u(6,H) can be divided in three families of
generators in u(6), one for every choice of imaginary unit (i, j or k).
Note that commutation relations for U(6) are satisfied if and only if
U ijU jk = U ik,
where U ij is the holonomy from xi to xj. Hence
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Aµ = ∂µΓ with Γ scalar.
This means that gauge fields in U(6) could exist without gravity,
ie when A is a pure gauge. Otherwise, an holonomy with A 6= ∂Γ
exchanges gauge fields between different families.
Theorem 22 The actions tr (M †M) and tr (M †MM †M) are sums
of exponentiated string actions.
Proof. We obtain from theorem 20:
M ijM ∗jkMklM ∗li = exp
(∫
∂
Aµdx
µ
)
(4.28)
= exp
(∫

Fµνdx
µ ∧ dxν
)
= exp
(∫

εabFµνX
µ
,aX
ν
,b d
2s
)
This is the exponential of an action for open strings whose worldsheet
is a square made by edges (ij), (jk), (kl), (li). The strings move in
a curved background with antisymmetric metric Fµν = (d∧A)µν. In
a similar manner
M ijM ∗jkMki = exp
(∫
4
εabFµνX
µ
,aX
ν
,b d
2s
)
(4.29)
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This is the exponential of an action for open strings whose worldsheet
is a triangle.
M ijM ∗ji = exp
(∫
O
εabFµνX
µ
,aX
ν
,b d
2s
)
(4.30)
This is the exponential of an action for open strings whose worldsheet
is a circle.
M ii = exp
(∫
O
εabFµνX
µ
,aX
ν
,b d
2s
)
(4.31)
The same of above.
M iiM jj = exp
(∫
Cil
εabFµνX
µ
,aX
ν
,b d
2s
)
(4.32)
This is the exponential of an action for closed strings whose world-
sheet is a cilinder. This concludes the proof.
4.6 Standard model interactions
We suppose that a residual symmetry for U(6,Y)n/6 survives. If
we consider the ensembles Ua = (xa1, xa2, xa3, xa4, xa5, xa6) as the real
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physical points, U(6,Y)n/6 can be considered as a local U(6,Y).
We have defined u(6,Y) as the complexified Lie algebra of U(6,H),
generated by all matrices in u(6,H) and Iu(6,H). By exponentiating
u(6,Y) we obtain a simple Lie group with complex dimension 78.
This group is the symplectic group Sp(12,C) and U(6,H) is its
real compact form, sometimes called Sp(6). We consider the fields
A(xai , x
b
j) with a = b (we call them A(x
a)). They are 6 × 6 skew
adjoint hyperionic matrices A¯† = −A. These matrices form the
Sp(12,C) algebra which has 156 generators ω with ω¯† = −ω.
ω =

~y b+~b c+ ~c d+ ~d e+ ~e m+ ~m
−b+~b ~a1 f + ~f g + ~g h+ ~h p+ ~p
−c+ ~c −f + ~f ~a2 s+ ~s q + ~q r + ~r
−d+ ~d −g + ~g −s+ ~s ~a3 k + ~k t+ ~t
−e+ ~e −h+ ~h −q + ~q −k + ~k ~a4 v + ~v
−m+ ~m −p+ ~p −r + ~r −t+ ~t −v + ~v ~a5

Consider now the subalgebra of the following form with complex (not
hyperionic) components except for y which remains hyperionic:
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ω =

~y 0 0 0 0 0
0 ~a1 f + ~f g + ~g h+ ~h p+ ~p
0 −f + ~f ~a2 s+ ~s q + ~q r + ~r
0 −g + ~g −s+ ~s ~a3 k + ~k t+ ~t
0 −h+ ~h −q + ~q −k + ~k ~a4 v + ~v
0 −p+ ~p −r + ~r −t+ ~t −v + ~v ~a5

Moreover we put the additional condition ~a =
∑
l ~al = 0. The
field y = tr ω is the only one which contributes to Ricci scalar. Con-
versely, all other fields belong to a SU(5) subgroup, which defines the
Georgi - Glashow grand unification theory. The symmetry breaking
in Georgi - Glashow model is induced by Higgs bosons in represen-
tations which contain triplets of color. These color triplet Higgs can
mediate a proton decay that is suppressed by only two powers of
GUT scale. However, our mechanism of symmetry breaking doesn’t
use such Higgs bosons, but descends from the expectation values of
quadratic terms AA, which derive from non trivial minimums of a
potential AA− AAAA. So we circumvent the problem.
Restrict now the attention to the SO(1, 3)⊗SU(2)⊗U(1)⊗SU(3)
generators, that are the generators of standard model plus gravity.
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ω =

~y 0 0 0 0 0
0 ~a1 f + ~f 0 0 0
0 −f + ~f ~a2 0 0 0
0 0 0 ~a3 k + ~k t+ ~t
0 0 0 −k + ~k ~a4 v + ~v
0 0 0 −t+ ~t −v + ~v ~a5

We’ll show in a moment that all standard model fields transform
under this subgroup in the adjoint representation. In this way them-
selves are elements of Sp(12,C) algebra, explicitly:
ψ = ψ1 + Iψ2 =

0 e −ν dcR dcG dcB
−e∗ 0 ec −uR −uG −uB
ν∗ −ec∗ 0 −dR −dG −dB
−dc∗R u∗R d∗R 0 ucB −ucG
−dc∗G u∗G d∗G −uc∗B 0 ucR
−dc∗B u∗B d∗B uc∗G −uc∗R 0

We have used the convention of Georgi - Glashow model, where the
basic fields of ψ1 are all left and the basic fields of Iψ2 are all right.
We have indicated with c the charge conjugation. The subscripts
R,G,B indicates the color charge for the strong interacting particles
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(R=red, G=green, B=blue).
In Georgi - Glashow model the fermionic fields are divided in two
families. The first one transforms in the representation 5¯ of SU(5)
(the fundamental representation). It is exactly the array (ω1j) in
the matrix above, with j = 2, 3, 4, 5, 6. This array transforms in
fact in the fundamental representation for transformations in every
SU(5) ⊂ Sp(12,C) which acts on indices values 2÷ 6.
The second family transforms in the representation 10 of SU(5)
(the skew symmetric representation). Unfortunately it isn’t the sub
matrix (ωij) with i, j = 2, 3, 4, 5, 6. This is in fact the skew adjoint
representation of U(5,Y), which is skew hermitian and not skew
symmetric.
Do not lose heart. We’ll see in a moment that such adjoint rep-
resentation is a quaternionic combination of three skew symmetric
representations, one for every fermionic family. This concept could
appears cumbersome, but it will be clear along the following calcu-
lations.
Theorem 23 The skew adjoint representation of U(m,H) is a qua-
ternionic combination of three skew symmetric representations of
U(m) = U(m,C) plus a real skew symmetric representation (which
is also skew hermitian).
Proof. Consider a fermionic matrix ψ which transforms in the ad-
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joint representation of U(m,H):
ψ → UψU †
Take then a matrix ψ′ with ψ′k = ψ. Its transformation law under
U(m) = U(m,C) is easily derived when this group is constructed by
using imaginary unit i or j:
ψ′k → Uψ′kU † = Uψ′UTk.
Here we have used the relation kλ = λ∗k for λ ∈ H without k
component. We see that ψ′ transforms in the skew symmetric rep-
resentation:
ψ′ → Uψ′UT
We obtain a complex matrix ψ′ (with i as imaginary unit) when ψ
has the form Ak +Bj with A,B real matrices. Indeed:
ψ′ = −ψk = −Akk −Bjk = A−Bi
Sending ψ in ψ∗ we bring ψ′ to −ψ′ and so we satisfy the skew
symmetry. Finally we can always write
ψ = ψ0 + ψ1k + ψ2i+ ψ3j
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In this decomposition ψ1, ψ2, ψ3 are complex matrices with complex
unit respectively i, j, k. Explicitly:
ψ1 = φ1 − iξ1 = φ11 − iξ11 + I(φ21 − iξ21)
ψ2 = φ2 − jξ2 = φ12 − jξ12 + I(φ22 − jξ22)
ψ3 = φ3 − kξ3 = φ13 − kξ13 + I(φ23 − kξ23).
Here all φ1, φ2 and ξ1, ξ2 are real fields. In this way ψ1,2,3 transform
in the skew symmetric representation of U(m) when we construct
this group by using the correspondent imaginary unit (i for ψ1, j
for ψ2 and k for ψ3). Hence they define the famous three fermionic
families, relate each other by U(1,H) transformations. Moreover ψ0
is a real skew symmetric field.
Consider the following lagrangian
tr(ψ†∇ψ) = tr(k∗ψ†1∇ψ1k) + tr(i∗ψ†2∇ψ2i) + tr(j∗ψ†3∇ψ3j)
−tr(i∗φ†2∇ξ3i)− tr(j∗φ†3∇ξ1j)− tr(k∗φ†1∇ξ2k)
−tr(ψ†0∇ψ0)
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= tr(ψ†1∇ψ1kk∗) + tr(ψ†2∇ψ2ii∗) + tr(ψ†3∇ψ3jj∗)
−tr(φ†2∇ξ3ii∗)− tr(φ†3∇ξ1jj∗)− tr(φ†1∇ξ2kk∗)
−tr(ψ†0∇ψ0)
= tr(ψ†1∇ψ1) + tr(ψ†2∇ψ2) + tr(ψ†3∇ψ3)
−tr(φ†2∇ξ3)− tr(φ†3∇ξ1)− tr(φ†1∇ξ2)
−tr(ψ†0∇ψ0) (4.33)
In the third last line we have the fermionic terms in Georgi-Glashow
model for three families of fields in representation 10. In this way
we can use the lagrangian tr(ψ†∇ψ), with ψ in the adjoint repre-
sentation, in place of Georgi-Glashow terms with ψ1,2,3 in the skew
symmetric representation. Mixed terms in the second last line give
a reason to CKM and PMNS matrices which appear in standard
model. Consider now the equivalence
tr(ψ†ψ∇) = tr(ψ∇ψ†) = tr((−ψ†)∇(−ψ)) = tr(ψ†∇ψ).
Hence
tr(ψ†∇ψ) = 1
2
tr(ψ†{∇, ψ}). (4.34)
In this formalism, given ω ∈ su(3)⊗su(2)⊗u(1), the transformation
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δψ = [ω, ψ] corresponds to the usual transformation δψ = ωψ in
the standard model formalism. We see that the only fields which
transform correctly under SO(1, 3) are e, ν and dc. For now we do
not care.
We note rather that, when we restrict the elements of ω from the
hyperions to the complex numbers, we have 3 possibilities to do it.
A complex number is not only in the form a+ ib, with a, b ∈ R, but
also a+jb and a+kb. The same is true for a fixed linear combination
a + (ci + dj + fk)b, where c, d, f ∈ R and c2 + d2 + f 2 = 1. The
choice of j in place of i determines another set of (ω, ψ) isomorphic
to the first one. In the same way we obtain a third set choosing k.
Note that for a i-complex left field we have an Ii-complex right field
and so on for j and k.
The three sets are related by the group SU(2) which rotates an
unitary vector in R3 with coordinates (c, d, f). Its generators are
ω =
~y
6

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

.
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Their diagonal form suggests an identification between this group
and the gravitational group SU(2)⊂SO(1,3). If the two groups coin-
cided, all fields would transform correctly under SU(2)⊂SO(1,3). By
extending this group to the entire SO(1, 3), we see that boosts ex-
change left fields with right fields.
Note that three families have to exist also for bosonic particles
(photon, W±, Z, gluons) although they are probably indistingui-
shable. Other interesting thing is that we have no warranty for the
persistence of Sp(12,C) in the entire universe. However we have
surely at least the symmetry U(1,Y) = SO(1, 3), which implies the
secure existence of gravity.
4.6.1 Fermions from an extended arrangement matrix
We introduce the following entities:
• I-complex grassmannian coordinates θ = θ1+Iθ2 and θ¯ = θ1−Iθ2;
• Grassmannian derivatives ∂g and ∂¯g, with ∂gθ = ∂¯gθ¯ = 1 and
∂gθ¯ = ∂¯gθ = 0;
• Grassmannian covariant derivatives∇g = ∂g+ψ and ∇¯†g = ∂¯g+ψ¯†.
The fundamental products return
θθ = θ1θ1 + θ1Iθ2 + Iθ2θ1 − θ2θ2 = 0 + Iθ1θ2 − Iθ1θ2 − 0 = 0
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θ¯θ¯ = θ1θ1 − θ1Iθ2 − Iθ2θ1 − θ2θ2 = 0− Iθ1θ2 + Iθ1θ2 − 0 = 0
θθ¯ = θ1θ1 − θ1Iθ2 + Iθ2θ1 + θ2θ2 = −Iθ1θ2 − Iθ1θ2 = −2Iθ1θ2
In the arrangement field formalism, covariant derivatives descend
from a grassmanian matrix Mg or M¯
†
g . We can consider a unique
generalized matrix MT = Mg+M that, up to a generalized U(n,Y),
becomes
MT = θ∇g + dµ∇µ = θ∂g + θψ + dµ∇µ
M¯ †T = ∇¯†gθ¯ + ∇¯†µd¯†µ = ∂¯gθ¯ + ψ¯†θ¯ + ∇¯†µd¯†µ. (4.35)
Expanding tr (M¯ †TMT ) we obtain
tr (M¯ †TMT ) = tr
(
dν d¯†µ∇¯†µ∇ν
)
=
∑
a
√
hR(xa). (4.36)
To calculate tr (M¯ †TMTM¯
†
TMT ) we write first M¯
†2
T and M
2
T .
M 2T = θ∂g + θψ + θd
µ{∇µ, ψ}+ dµ∇µdν∇ν
M¯ †2T = ∂¯gθ¯ + ψ¯
†θ¯ + {ψ¯†, ∇¯†α}d¯†αθ¯ + ∇¯†αd¯†α∇¯†βd¯†β (4.37)
If M has the form (4.35), then [MT , M¯
†
T ] = 0. This implies
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tr (M¯ †TMTM¯
†
TMT ) = tr (M
2
TM¯
†2
T ).
We calculate its value starting from the following product
tr (θdµ{∇µ, ψ}{ψ¯†, ∇¯†α}d¯†αθ¯) = tr (θθ¯dµ{∇µ, ψ}{ψ¯†, ∇¯†α}d¯†α).
(4.38)
Remember that operator tr acts as a sum over vertices. Now every
vertex is labeled by a couple (θ, xi) and then
tr (θθ¯(∗ ∗ ∗)) =
(∫
dθ¯dθ θθ¯
)
tr (∗ ∗ ∗) = tr (∗ ∗ ∗)
Hence
tr (θdµ{∇µ, ψ}{ψ¯†, ∇¯†α}d¯†αθ¯) = tr (dµ{∇µ, ψ}{ψ¯†, ∇¯†α}d¯†α)
= tr (d¯†αdµ[∇µ, ∇¯†α]ψψ¯†)
=
∑
a
√
hR(xa)ψ¯†ψ (4.39)
In this way
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tr (M¯ †TMTM¯
†
TMT ) = tr
(
ψ¯†dµ{∇µ, ψ}+ {ψ¯†, ∇¯†α}d¯†αψ
)
+
+
∑
a
√
hR(xa)ψ¯†ψ + SGB (4.40)
We have seen that every family distinguishes itself by the choice of
complex unity. Inserting in ψ the definitions of ψ1,2,3 we can write
ψ = ψ10 + i(φ
1
2 + ξ
1
3) + j(φ
1
3 + ξ
1
1) + k(φ
1
1 + ξ
1
2) +
+Iψ20 + iI(φ
2
2 + ξ
2
3) + jI(φ
2
3 + ξ
2
1) + kI(φ
2
1 + ξ
2
2)
Using the correspondences (1, I, i, j, k, iI, jI, kI) ↔ γγ and 4 ↔ tr,
the first term in (4.40) becomes
2× 1
4
× tr
(
ψlm(γlγm)†
(
γ0γse
µs
G
∇µψnp(γnγp) + Aµψ
))
=== (4.41)
1
2
tr
ψlm(γmγl)
γ0γseµs G∇µ, ψnp(γnγp) + Aµψ0 + 3∑
q,q′=1
Aqµψq′iq′

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Here we have deleted the anticommutator by means of (4.34). In the
covariant derivative we have included only the gravitational (track)
contribution, while Aµ is intended to have null track. Moreover
i1 = k, i2 = i and i3 = j.
In the second line we have divided the 75 generators Aµ in three
families of 35 generators. Obviously, only two families are linearly
independent. When they act on spinorial fields which belong to their
own family, they behave exactly as the 35 generators of SU(6) (which
comprise the 24 generators of SU(5)). Conversely, when a generator
Aq acts on a q′-field (with q 6= q′), it mimics the application of some
generator Aq
′
followed by a rotation in SU(2)GRAV ITY which sends
the family q′ in the remaining family q′′.
We explicit now one entry of ψ = ψ1 + Iψ2 by exploiting the
correspondence with γγ. We have
ψ =

ψ10 + i(φ
1
2 + ξ
1
3) (φ
1
3 + ξ
1
1) + i(φ
1
1 + ξ
1
2)
−(φ13 + ξ11) + i(φ11 + ξ12) ψ10 − i(φ12 + ξ13)
iψ20 − (φ22 + ξ23) i(φ23 + ξ21) + (φ21 + ξ22)
−i(φ23 + ξ21) + (φ21 + ξ22) iψ20 + (φ22 + ξ23)
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iψ20 − (φ22 + ξ23) i(φ23 + ξ21) + (φ21 + ξ22)
−i(φ23 + ξ21) + (φ21 + ξ22) iψ20 + (φ22 + ξ23)
ψ10 + i(φ
1
2 + ξ
1
3) (φ
1
3 + ξ
1
1) + i(φ
1
1 + ξ
1
2)
−(φ13 + ξ11) + i(φ11 + ξ12) ψ10 − i(φ12 + ξ13)

If we define the four components spinor
ψˆ =

ψ10 + i(φ
1
2 + ξ
1
3)
−(φ13 + ξ11) + i(φ11 + ξ12)
iψ20 − (φ22 + ξ23)
−i(φ23 + ξ21) + (φ21 + ξ22)

the derivative term can be rewritten as
2× ψˆ† γ0γseµs
G
∇µψˆ (4.42)
This is the Dirac action, although with a new interpretation of spino-
rial components. Moreover
ψAB = WABCψˆC ; WABCWDBC = 1AD
(
WABC
)
=
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

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,

0 −∗ 0 0
∗ 0 0 0
0 0 0 ∗
0 0 −∗ 0
 ,

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 ,

0 0 0 ∗
0 0 −∗ 0
0 −∗ 0 0
∗ 0 0 0


(4.43)
with ∗ψˆ = ψˆ∗. Adding the other terms
tr (Mˆ †MˆMˆ †Mˆ) = SGB+
+2
∫ ψˆ† γ0γseµs G∇µψˆ + ψˆ∑
q,q′
Aqµψˆq′iq′ +
√
hR(x)
∑
q
ψˆ†qψˆq
 dx
In this way we include all the contents of standard model as el-
ements in the generalized Sp(12,C) algebra. Terms which mix fa-
milies can be used to calculate values in CKM and PMNS matrices.
Masses for fermionic fields arise, as usual, from non null expectation
values of Aµ(x
a
i , x
b
j) with a 6= b in ∇µ.
We obtain a contribute to Hilbert-Einstein action also from term∫
d4x
√
hRψ¯ψ, due to a non null expectation value of
∑
q ψ¯qψq. It
contains in fact the chiral condensate, whose non null vacuum value
breaks the chiral flavour symmetry of QCD Lagrangian.
Note that known fermionic fields fill up a matrix ψ with null track.
However, only if tr ψ 6= 0 our action has an extra invariance under
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Aµ → d−1µ θψ
ψ → ←−∂ gdµAµ. (4.44)
Here
←−
∂ g is a ∂g which acts backwards. This means we have the same
number of fermions and bosons, so that the vacuum energies erase
each other.
Invariance (4.44) predicts the existence of a new colored fermionic
sextuplet which sits on diagonal in ψ. Inside it we can include a
conjugate neutrino (νc), a sterile neutrino (N) and a conjugate sterile
neutrino (N c). Explicitly
ψ =

N 0 0 0 0 0
0 νc 0 0 0 0
0 0 νc 0 0 0
0 0 0 N c 0 0
0 0 0 0 N c 0
0 0 0 0 0 N c

.
This field commutes with any gauge field in U(1)⊗SU(2)⊗SU(3) and
so it hasn’t electromagnetic, weak or strong interactions. Moreover
it gives a Dirac mass to neutrinos via the term
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tr (ψ¯†dµAµψ) = ψ¯†ijdµAklµ ψ
mnf (ij)(kl)(mn).
Here f (ij)(kl)(mn) are structure constants for SU(6) and masses for
neutrinos are eigenvalues of < dµAµ >.
4.6.2 The vector superfield
The invariance (4.44) suggests a connection with super-symmetric
theories. We redefine the supersymmetry algebra as follows:
Q = ∂g − dµθ¯∇˜µ ; [Q, ∇˜ν] = −dµθ¯R˜µν
Q¯ = ∂¯g − θd¯†ν∇˜ν ; {Q, Q¯} = −2dνH∇˜ν − ΣµνR˜µν
2dνH = d
ν + d¯†ν (4.45)
Here ∇˜ is a compatible covariant derivative which acts as a skew-
adjoint operator. It is a functional of dµ with [∇˜ν, dµ] = [∇˜ν, d¯†µ] = 0.
Note that off-shell we have ∇˜ν 6=
G
∇ν. Moreover
Σµν = dµd¯†νθθ¯
R˜µν is the curvature tensor made with ∇˜, ie R˜µν = [∇˜µ, ∇˜ν]. Con-
sider that locally we can find a coordinate system where R˜µν = 0,
recovering the usual SUSY algebra with −i∇˜µ in place of Pµ. The
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vector superfield assumes the simple form2
V = θψ + dµAµ
VAB = θADW
D
BCψˆ
C + (dµAµ)AB (4.46)
with θAD = 1AD θ
1 + γ5AD θ
2. Note that MT = V + θ∂g + d
µ∂µ
and then the usual kinetic term for V includes the same terms we
have found in tr (M¯ †TMT )− tr (M¯ †TMTM¯ †TMT ). It’s remarkable that
all the known fermionic fields take the role of gauginos for all the
known bosonic fields. In this way the right up quarks are gauginos
for gluons, while right electrons are gauginos for W bosons. This
is permitted because both fermions and bosons in AFT transform
in the adjoint representation of Sp(12,C). In this way our theory
includes SUSY N = 1 with no need for new unknown particles.
4.7 Inflation
Our final action is
S = tr
(
M¯ †M
16piG
− M¯ †MM¯ †M
)
2As usually in this work, we absorb an i in the fields to make them
skew-hermitian.
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This is also an action for an U(n,Y) gauge theory with coupling
constant 1/G in a mono-vertex space-time. In these theories the
scaling of coupling constant can be calculated exactly in the limit of
large n. In several cases the coupling constant changes its sign for
big values of scale: this has considerable consequences for the first
times after Big Bang, when a measurement of G has sense only at
very high energies (very small distances). What said suggests that
such measurement can return a negative value of G, which implies
a repulsive force of gravity. In turn, repulsive gravity implies an
accelerate expansion for the universe.
Because the entries of M are probability amplitudes, we would
be it was dimensionless. However, when we pass from M to ∇, we
need a scale ∆ to define the matrix ∂. This justify the inclusion of
∆−1 inside M . If we extract this factor, the Hilbert Einstein action
becomes
∆4
16piG∆2
tr (M¯ †M) =
∆2
16piG
tr (M¯ †M)
where we have also added the correct volume form ∆4. This seems a
more natural formulation whenM represents probability amplitudes.
In this way we can take ∆ very small but not zero. The most natural
choice is ∆2 ∼ G.
In this case, what does it mean that G is negative? Negative G
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implies negative ∆2 = ds2. In lorentzian spaces ∆2 = dt2 − ds2 < 0.
For purely temporal intervals we’ll have dt2 < 0, so the time becomes
imaginary. An imaginary time is indistinguishable from space. This
hypothesis of a “spatial” time had already been espoused by Hawking
as a solution for eliminate the singularity in the Big Bang [9].
4.8 Classical solutions
We rewrite our action in the form
S =
1
2
tr (M¯ †M)− 1
4g
tr (M¯ †MM¯ †M)
where we have defined g = ∆
2
32piG . We diagonalize M with a transfor-
mation in U(n,Y) and define M ii ≡ ϕ(xi), ϕ(x) = a(x) +~b(x). The
lagrangian becomes:
L =
1
2
[
a(xi)
2 + |~b(xi)|2
]
− 1
4g
[
a(xi)
4 + |~b(xi)|2 + 2a(xi)2|~b(xi)|2
]
The motion equations are
ga(x)− a(x)3 − a(x)|~b(x)|2 = 0
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g~b(x)−~b(x)|~b(x)|2 − a(x)2~b(x) = 0
There are two solutions:
(1) a(x) = ~b(x) = 0
(2) a(x)2 + |~b(x)|2 = M¯ †M = g
The first one corresponds to the vacuum (all non-gravitational fields
equal to zero) plus a solution of Einstein equations in the vacuum:
ψ = Aµ = 0 R(x) = 0
The solution M¯ †M = g corresponds to a vacuum expectation
value for M¯ †M equal to g. M contains a factor A, so that an expec-
tation value for M¯ †M corresponds to an expectation value for AA.
This means that
AAAA =< AA > AA+ quantum perturbations
< AA > gives a mass for A.
More precisely, for A ∈ U(n,Y)/U(m,Y)n/m,
m2A ∼
< M¯ †M >
∆2
=
g
∆2
=
1
32piG
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So the fields A ∈ U(n,Y)/U(m,Y)n/m have a mass in the order
of Planck mass mP . Moreover, in the primordial universe, when
kBT ≈ mp, all the fields behave like null mass fields. In that time
the symmetry was then U(n,Y) and no arrangement exists. Our
conclusion is that Quantum Gravity cannot be treated as a quantum
field theory in an ordinary space. In what follows we explain how
overcome this trouble.
4.9 Quantum theory
Quantum theory is defined via the following path integral:
∫
D[M(x, y)]D[M¯ ∗(x, y)]
Oe
∫
M(x,y)M¯∗(x,y)dxdy−∫ M(x,y)M¯∗(x,y′)M(x′,y′)M¯∗(x′,y)dxdydx′dy′
with
Oe
∫
F (x,y)dxdy =
= 1 +
∫
F (x, y)dxdy +
1
2
∫
F (x, y)F (x1, y1)dxdydx1dy1 +
+ . . .+
1
n!
∫
F (x, y)F (x1, y1) . . . F (xn−1, yn−1)dxdydx1dy1 . . .
. . . dxn−1dyn−1
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Oe
∫
F (x,x′,y,y′)dxdx′dydy′ = 1 +
∫
F (x, x′, y, y′)dxdydx′dy′ +
+
1
2
∫
F (x, x′, y, y′)F (x1, x′1, y′1, y1)dxdydx′dy′dx1dy1dx′1dy′1 +
+ . . .+
1
n!
∫
F (x, x′, y, y′)F (x1, x′1, y1, y′1) . . .
. . . F (xn−1, x′n−1, yn−1, y′n−1)dxdydx′dy′dx1dy1dx′1dy′1 . . .
. . . dxn−1dyn−1dx′n−1dy′n−1
!
=
1
n!
F n (4.47)
The integration of F n is very simple and gives
1
n!
∫
D2[M ]e
∫
M2dxdy F n =
(4n)!
n!22n(2n)!
=
1
n!
P (4n)
Here P (4n) gives the number of different ways to connect in couples
4n points.
It’s clear that any universe configuration corresponds to an F k
inside which some connections have been fixed and the corresponding
integrations have been removed. For example:
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If the fixed connections are m, then
< Fˆ k >=
∑
n
1
n!P (4(n+ k)− 2m)∑
n
1
n!P (4n)
Observation 24 At relatively low energies we can tract
G
A as an
ordinary gauge field. The arrangement field theory is then approxi-
mated with a common quantum theory on a curved background, de-
termined by eµa.
4.10 Quantum Entanglement and Dark Matter
The elements of M which do not reside in or near the diagonal, de-
scribe connections between points that are not necessarily adjacent
to each other, in the common sense. These connections construct
discontinuous paths as in figure 4.2 and can be considered as quan-
tum perturbations of the ordered space-time.
Such components permit us to describe the quantum entangle-
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ment effect, as it could be shown in detail in a complete coverage
that goes beyond the purpose of the present paper.
It is remarkable that in this framework the discontinuity of paths
is only apparent, and it is a consequence of imposing an arrangement
to the space-time points. These discontinuous paths can be consi-
dered as continuous paths which cross wormholes. The trait of path
inside a wormhole is described by a component of M far away from
diagonal. The information seems to travel faster than light, but in
reality it only takes a byway.
Figure 4.2: Discontinuous paths. The connection between x3 and x4
is done by a component of M far away from diagonal.
Imagine now a gravitational source with mass MS which emits
some gravitons with energy ∼ EPLANCK , directed to an orbiting
body with mass MB at distance r. In this case (respect such gravi-
tons) the fields M(xa, xb) with a 6= b would behave as they had null
mass. This implies the probable existence of connections (practica-
ble by such gravitons) between every couple of vertices in the path
from the source to the orbiting body. This means that if r = ∆j,
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j ∈ N, the graviton could reach the orbiting body by traveling a
shorter path ∆j′, j > j′ ∈ N. The question is: what is the average
gravitational force perceived by the orbiting body?
The probability for a graviton to reach a distance r passing through
m vertices is
Pm = (1− a)m−1a with
∞∑
m=1
Pm = 1
where a = 1/j. These are the probabilities for extracting one deter-
mined object in a box with j objects at the m-th attempt. In this
way the effective length traveled by the graviton will be ∆m.
We use these probabilities to compute the average gravitational
force in a semiclassical approximation.
< F > = G
MBMS
∆2
a
1− a
∫ ∞
1
(1− a)m
m2
dm
= G
MBMS
∆2
a
1− a [log(1− a)]
∫ −∞
log(1−a)
ex
x2
dx
(4.48)
The last integral gives
∫ −∞
log(1−a)
ex
x2
dx = −Ei(log(1− a)) + 1− a
log(1− a)
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We expand 〈F 〉 near a = 0 (which implies j >> 1), obtaining
a
(1− a)[log(1− a)]
∫ −∞
log(1−a)
ex
x2
dx ≈ a+ a2(log(a) + γ) +O(a3).
Here γ is the Eulero-Mascheroni constant. The dominant contri-
bution is then
< F > ≈ GMBMS
∆2
· a · (1 + a log(a) + aγ)
≈ G
∆
MBMS
r
(
1− ∆
r
(
log
( r
∆
)
− γ
))
(4.49)
If the massive object orbits at a fix distance r, its centrifugal force
has to be equal to the gravitational force. This gives
< F >≈ G
∆
MBMS
r
(
1− ∆
r
(
log
( r
∆
)
− γ
))
=
MBv
2
r
v2 =
GMBMS
∆
(
1− ∆
r
(
log
( r
∆
)
− γ
))
We see that, varying the radius, the velocity remains more or less
constant (It increases slightly with r). Can this explain the rotation
curves of galaxies without introducing dark matter?
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Surely not all gravitons have energy > EPLANCK ; at the same
time we have to consider that G scales for small distances (hence
for small m in (4.48)). It’s possible that these factors reduces the
extremely high value of r/∆.
4.11 Conclusion
In this work we have applied the framework developed in [1] to de-
scribe the contents of our universe, ie forces and matter.
Doing this, we have discovered an unexpected road toward uni-
fication, which shows similarities with Loop Gravity, String Theory
and Georgi - Glashow model. For the first time a natural symmetry
justifies the existence of three particles families, not one more, not
one less. Moreover a new version of supersymmetry seems to couple
gauge fields with all known fermions, without necessity of imagining
new particles never seen by experiments.
Clearly this fact closes the door to dark matter. To compensate
this big absence, AFT proposes an explanation to galaxy rotation
curves which doesn’t make use of dark matter.
Another considerable implication of AFT regards tangent space,
which has symmetry SO(1, 3) only when gravity decouples from
other forces. At that point also the real space-time can obtain
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the same symmetry. This fact is coherent with no-go theorem of
Coleman-Mandula[43], under which “S-matrix is Lorentz invariant if
and only if the action symmetry is SO(1, 3)⊗internal symmetries”.
We don’t say that this theory is exact. However there are several
good signals which must be taken into account. We hope that a
future teamwork can verify this theory in detail, deepening all its
implications.
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Chapter 5
Antigravity in AFT
5.1 Introduction
Arrangement field theory is a quantum theory defined by means
of probabilistic spin-networks. These are spin-networks where the
existence of an edges is regulated by a quantum amplitude. AFT is a
proposal for an unifying theory which joins gravity with gauge fields.
See [1] and [2] for details. The unifying group is Sp(12,C) for the
lorentzian theory and its compact real form Sp(6) for the euclidean
theory. The unifying group contains three indistinguishable copies of
gauge fields, mixed by gravitational field. Moreover, commutators
between gravitational and gauge fields are non null and give new
terms for the Einstein equations. In what follows we focus on the
term which mixes gravity with electromagnetism, showing that its
contribution to Einstein equations could generate antigravity. In
129
CHAPTER 5. ANTIGRAVITY IN AFT
the end we verify that new interactions don’t affect the making of
nucleus and nucleons.
5.2 Antigravity
The term which mixes gravity with electromagnetism is given by
space-time integration of the following expression:
−1
4
f (G)(EM1)(EM2)A(G)µ A
(EM1)
ν
(
F (EM2)µν + αf (EM3)(EM1)(EM2)A(EM3)µA(EM1)ν
)
(5.1)
Remember that AFT includes three indistinguishable electro-ma-
gnetic fields, with non-trivial commutators. In this way A(G) is the
gravitational gauge field, A(EMn) is the n-th electromagnetic field
and α is the fine structure constant. In the realistic case of null
torsion, the gravitational gauge field can be rewritten in function of
the tetrad field:
A(G)bcµ =
1
2
eν[b∂[µe
c]
ν] +
1
4
eµde
νbeσc∂[σe
d
ν]
From now we take a low energy limit so defined: eii = 1 with i =
1, 2, 3, e00 = θ(x) and ∂0θ(x) = 0. Varying with respect to e we
obtain:
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δA
(G)bc
µ
δesτ
=
1
2
eν[bδc]s δ
τ
[ν∂µ] +
1
4
eµse
νbeσcδτ[ν∂σ]
δA
(G)bc
µ
δgωτ
= 2eωs
δA
(G)bc
µ
δesτ
= eω[ceb]νδτ[ν∂µ] +
1
2
δωµe
νbeσcδτ[ν∂σ]
The component with c = ω = τ = 0 and b 6= 0 results:
δA
(G)b0
µ
δg00
= −θ−1δ0µ∂b −
1
2
θ−1δ0µ∂b = −
3
2θ
δ0µ∂b
A(EM)ρA(EM)ρ A
(EM)µδA
(G)b0
µ
δg00
=
3
2θ
∂bA
(EM)0A(EM)ρA(EM)ρ
The minus sign has disappeared because we have reversed the deriva-
tive. The variation of quartic term in (5.1) with respect to δg00 is
then given by
−α
4
· 3
2θ
∂bf
bA(EM)0A(EM)ρA(EM)ρ = −∂bf b
3α
8θ
V (θ2V 2 − A2)
f b =
∑
cade
f (bo)cafdea ≈ 4x
b
r
.
Here we have indicated with V the electric potential and with A
the magnetic vector potential. The sum inside f is over the three
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electromagnetic fields.
It’s so clear that varying the complete action with respect to gµν
we obtain a new term for Einstein equations. In the Newtonian limit
we can substitute g00 = −(1−2φ) and R00−(1/2)Rg00 = ∇2φ where
φ is the newtonian potential. Hence:
2∇2φ ≈ 8piT 00 = 8pi −2√−g
δ
√−gLmatt
δg00
≈ ∂bx
b
r
24piαV (θV 2 − θ−1A2) (5.2)
For radial potential we have
∂bφ =
xb
r
∂rφ.
In such case
CG = ∂rφ ≈ 12piαV (θV 2 − θ−1A2)
Now we insert the appropriate universal constants and approximate
θ with 1:
CG ≈ 12piα(Gε0)
3/2
c4Lp
V (V 2 − c2A2) = kV (V 2 − c2A2) (5.3)
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Here Lp is the Planck length, equal to
√
~G/c3. The multiplicative
constant is
k =
12pi
137
· (6, 67 · 10
−11 · 8, 85 · 10−12)3/2
(3 · 108)4 · (1, 62 · 10−35) = 30, 27 · 10
−33
(
C3s4
Kg3m5
)
.
This means that for having a weight variation (on Earth) of about
10% (∆CG = 1) we need an electrical potential of 10
11 Volts. These
are 100 billions of Volts. For V = Q/r and A = 0 we have:
CG =
k
(4piε0)3
· Q
3
r3
= 2, 198 · 10−2
(
m4
s2C3
)
Q3
r3
Note that the sign of CG is the sign of Q and then we obtain anti-
gravity for negative Q. We associate to this interaction an equivalent
mass m, substituting CG = Gm/r
2. We have
m =
k
G
V 3r2 =
k
G(4piε0)3
Q3
r
= 3, 293 · 108
(
Kgm
C3
)
Q3
r
which is a negative mass for negative Q. Negative mass implies
negative energy via the relation E = mc2. Intuitively, if we search
a similar relation for gravi-magnetic field (which is ∇ × (g0i), i =
1, 2, 3), we should find the same formula (5.3) with an exchange
between V and cA.
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We calculate now at what distance the gravitational attraction
between two protons is equal to their electromagnetic repulsion.
G
m2
r2
=
k2
G2(4piε0)6
Q6p
r4
=
1
4piε0
Q2p
r2
k2Q4p
G2(4piε0)5
= r2
=⇒ r2 = 79, 49 · 10−70m2 =⇒ r = 8, 916 · 10−35m = 5, 516Lp
Note that we are 20 orders of magnitude under the range of strong
force and 23 orders of magnitude under the range of weak force. In
this way the gravitational force doesn’t affect the making of nucleus
and nucleons.
5.3 Conclusion
We have seen that a potential of 1011 Volts can induce relevant gra-
vitational effects. They are too many for notice variations in the ex-
periments with particles accelerators. However they sit at the border
of our technological capabilities. The possibility to rule gravitation
is very attractive and constitutes a good reason for try experiments
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with high electric potentials. Such experiments can be connected
to the work of Nikola Tesla and can also be a good test for the
arrangement field theory.
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