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ON SINGULAR SOERGEL BIMODULES
NORIYUKI ABE
Abstract. We establish a theory of singular Soergel bimodules which is a generalization of
(a part of) Williamson’s theory. We use a formulation of Soergel bimodules developed by the
author.
1. Introduction
Attached to a Coxeter system (W,S), we have the Hecke algebra H. By a Hecke category, we
mean a categorification of H. Such a category is now playing important roles in representation
theory. For example, a tilting character formula for algebraic representations of a reductive
group over positive characteristic field is described in terms of such a categorification [RW18,
AMRW19].
There are two types of categorifications of H. The first one is geometric. Assume that
(W,S) is the Weyl group of a Kac-Moody group G over C with the Borel subgroup B. Over
characteristic zero field, B-equivariant semisimple complexes on the flag variety gives a Hecke
category. However, this category does not work well with a positive characteristic field. The
category of parity sheaves, introduced in [JMW14], works well with positive characteristic field
and it gives a good geometric Hecke category.
The other type of the categorifications is combinatorial ones. Soergel defined such com-
binatorial version of the categorifications which is now called the category of Soergel bimod-
ules [Soe07]. His theory works well over characteristic zero field, but does not work over positive
characteristic field. (To be precisely, his theory needs a representation of W and the real as-
sumption for his theory is that the representation is reflection faithful. Over a characteristic
zero field, we always has a reflection faithful representation. However, for example, when (W,S)
is an affine Weyl group, which is interesting case from the viewpoint of modular representation
theory, the natural representation arising from a reductive group is not reflection faithful over
positive characteristic fields.) The author introduced a generalization of Soergel bimodules
and proved that this works well even with positive characteristic field. In particular, it gives a
Hecke category [Abe19].
We also mention two other combinatorical categories. Both are defined earlier than [Abe19].
Fiebig introduced a certain full-subcategory of the sheaves on moment graph [Fie08] and proved
that this is equivalent to the category of Soergel bimodules over characteristic zero field. He
used this category for giving an upper bound for primes p with which Lusztig conjecture
does not hold [Fie12, Fie11]. The other category was introduced by Elias-Williamson [EW16]
and it is used for finding a counterexample of Lusztig conjecture [Wil17] and also used for a
formulation of a conjecture by Riche-Williamson [RW18].
Even there are several Hecke categories, these are equivalent to each other. In characteristic
zero case, the equivalence of semisimple complexes on the flag variety and the category of
Soergel bimodules is proved by Soergel and it is used to prove the Koszul duality of the
category O of complex reductive Lie algebras [Soe90, BGS96]. In a positive characteristic case,
under mild assumptions, it is proved that the three combinatorial categories are equivalent to
each other in [Abe19] and the equivalence between parity sheaves and the category of Elias-
Williamson is proved in [RW18].
The aim of this paper is to give a singular version of these stories. Over a characteristic zero
field, Williamson [Wil11] established the theory of singular Soergel bimodules based on Soergel
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bimodules. Here, a singular Hecke category categofies the module trivS0 ⊗HS0 H ⊗HS1 trivS1
with S0, S1 are subsets of S, HSi is the Hecke algebra attached to the parabolic subgroup for
Si and trivSi is the trivial HSi-module. Geometrically, this corresponds to the category of
semi-simple complexes over a generalized flag variety with an action of some Levi subgroup.
Since the theory is based on Soergel’s one, it only works with characteristic zero field. So we
have the following natural questions.
(1) What is a combinatorial singular Hecke category in positive characteristic case.
(2) Is a combinatorial singular Hecke category equivalent to the category of parity sheaves
on a generalized flag variety.
The aim of this paper is to answer these questions. As we have mentioned in the above,
Williamson constructed a category which categofies trivS0 ⊗HS0 H ⊗HS1 H. In this paper, we
only consider the case of S1 = ∅.
Now we are going to more details. Fix a field K and a K-representation V of W and assume
that we are given non-zero elements αs ∈ V and α
∨
s ∈ HomK(V,K) for each s ∈ S with
conditions in section 2. Let R be the symmetric algebra of V . Let S0 ⊂ S be a subset and
denote the group generated by S0 by WS0. We assume that
• The subgroup WS0 is the Weyl group of a root system R whose torsion primes are
invertible in K and V is given by the lattice in R.
• Any two distinct positive roots in R are linearly independent in V .
Then we define the category of singular Soergel bimodules S0Sbimod. We skip the definition
in the introduction. See section 2 for the definition. If S0 = ∅, then this is the category
introduced in [Abe19]. From the definition of the category, we have the following two extra
structures:
• A right action of Sbimod = ∅Sbimod.
• A grading shift M 7→M(1).
Let [S0Sbimod] be the split Grothendieck group of S0Sbimod. By the above two structures,
this is a right H-module.
Theorem 1.1 (Theorem 2.18, Theorem 2.28). (1) There is a bijection between indecom-
posable objects in S0Sbimod up to grading shift and WS0\W .
(2) [S0Sbimod] ≃ trivS0 ⊗HS0 H.
Next we state a theorem with geometric setting. Let B ⊂ G be a Kac-Moody group and
the Borel subgroup of G. Assume that the Weyl group of G is (W,S). Then S corresponds
to the set of simple roots. The subset S0 ⊂ S defines a standard parabolic subgroup PS0 and
the generalized flag variety S0X = PS0\G. Let ParityB(S0X) be the category of B-equivariant
parity sheaves on S0X. Let X be the flag variety. Then by the convolution product we have
a right action of ParityB(X) on ParityB(S0X). Recall that S0Sbimod has a right action of
Sbimod.
Theorem 1.2 (Theorem 3.1). We have S0Sbimod ≃ ParityB(S0X) which is compatible with
the right actions.
When S0 = ∅, this can be obtained by combing the results in [RW18, Abe19]. The proof of
the above theorem is different from this proof and is closer to the original proof in characteristic
zero case.
Acknowledgment. The author was supported by JSPS KAKENHI Grant Number 18H01107.
2. Singular Soergel bimodules
2.1. Notation. In this paper, we use the following notation. Let (W,S) be a Coxeter system,
K a noetherian commutative ring. The unit element of W is denoted by e. We fix a free
K-module of finite rank V with an action of W and αs ∈ V, α
∨
s ∈ HomK(V,K) for each s ∈ S
satisfying
(1) 〈α∨s , αs〉 = 2 for any s ∈ S.
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(2) s(v) = v − 〈α∨s , v〉αs for any s ∈ S and v ∈ V .
(3) αs 6= 0 and α
∨
s is surjective as a linear function on V .
For each t = wsw−1 with s ∈ S and w ∈ W , we put αt = w(αs). This depends on a choice of
(w, s) but K×αt does not depend on (w, s) [Abe19, Lemma 2.1]. We fix such (w, s) for each t
to define αt. Let R be the symmetric algebra of V over K and Q the fractional field of R. For
a subset S0 ⊂ S, let WS0 be the group generated by S0, R
WS0 the subalgebra of R consisting
of WS0-invariants. Each w ∈ WS0\W has the minimal length representative. We denote this
representative by w−.
We denote the Bruhat order on W by ≤. We also define the order ≤ on WS0\W by x ≤ y
if and only if x− ≤ y−. We define a topology on WS0\W as follows: a subset I ⊂ WS0\W is
open if y ∈ I, x ∈W , x ≥ y implies x ∈ I.
The algebra R is a graded algebra with deg(V ) = 2, here by graded we always mean Z-
graded. For a graded R-moduleM =
⊕
i∈ZM
i, we define a graded R-moduleM(k) byM(k) =⊕
i∈ZM(k)
i, M(k)i =M i+k. A graded R-module M is called graded free if it is isomorphic to⊕r
i=1 R(ni) for some n1, . . . , nr ∈ Z. Note that in this paper graded free means graded free of
finite rank. If M ≃
⊕r
i=1 R(ni) is graded free, the graded character grk(M)Z[v, v
−1] of M is
defined by grk(M) =
∑r
i=1 v
ni where v is an indeterminate.
2.2. A category. Throughout this section ,we fix a subset S0 ⊂ S such that WS0 is finite and
V is faithful as a WS0-representation. Let Q
WS0 be the set of WS0-invariants in Q.
Lemma 2.1. (1) The algebra QWS0 is equal to the fractional field of RWS0 .
(2) Let S1 ⊂ S0. Then the multiplication map R
WS1 ⊗
R
WS0
QWS0 → QWS1 is an isomor-
phism.
Proof. (1) Let Q1 be the fractional field of R
WS0 and Q2 the WS0-invariants of Q. Then
we have Q1 ⊂ Q2. Let f ∈ Q2 and denote f = f1/f2 where f1, f2 ∈ R. Then we have
f = (
∏
w∈WS0
w(f1))/((
∏
w∈WS0 ,w 6=1
w(f1))f2). Since f is WS0-invariant, the denominator is
also WS0-invariant. Hence f ∈ Q1.
(2) Since the map is induced by RWS1 →֒ QWS1 with a localization to QWS0 , this is in-
jective. Let f1/f2 ∈ Q
WS1 where f1, f2 ∈ R
WS1 . Then the element f1/f2 is the image of
(
∏
w∈WS0/WS1 ,w 6=1
w(f2))f1)⊗ (1/(
∏
w∈WS0/WS1
w(f2))). 
We define the category S0C as follows. An object M of S0C is a graded (R
WS0 , R)-bimodule
with a decompositionM⊗RQ =
⊕
x∈WS0\W
MxQ such that fm = mx
−1(f) for any x ∈WS0\W ,
m ∈ MxQ and f ∈ R
WS0 . Note that the action of RW in both sides coincinde with each
other. Hence, if M → M ⊗R Q is injective, M is a graded R
WS0 ⊗RW R-module. We put
suppW (M) = {w ∈WS0\W |M
w
Q 6= 0}. Set C = ∅C.
Remark 2.2. Assume M ∈ S0C. Then the action of 0 6= f ∈ R
WS0 on each direct summand
MxQ, hence on M ⊗R Q is invertible. Therefore M ⊗R Q is also a left Q
WS0 -module and we
have M ⊗R Q ≃ Q
WS0 ⊗
R
WS0
M ⊗R Q.
One typical object in S0C is the object denoted by Rw for w ∈ WS0\W . As a right R-
module, Rw = R and the left action of f ∈ R
WS0 is given by fr = rw−1(f) for r ∈ Rw where
the right hand side means the multiplication of r and w−1(f). We put (Rw)
x
Q = 0 if x 6= w
and (Rw)
w
Q = Q.
Let S1 ⊂ S0. For M ∈ S1C, let πS0,S1,∗(M) be the restriction of M to (R
WS0 , R) with
πS0,S1,∗(M)
x
Q =
⊕
y∈WS0\W, y=x
MyQ
where y is the image of y in WS1\W . This defines a functor πS0,S1,∗ : S1C → S0C.
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We also define a functor π∗S0,S1 : S0C → S1C as follows. For M ∈ S0C, we put π
∗
S0,S1
(M) =
RWS1 ⊗
R
WS0
M . Since M ⊗R Q is a left Q
WS0 -module, we have
π∗S0,S1(M)⊗R Q ≃ R
WS1 ⊗
R
WS0
M ⊗R Q
≃ RWS1 ⊗
R
WS0
QWS0 ⊗
Q
WS0
M ⊗R Q
≃ QWS1 ⊗
Q
WS0
M ⊗R Q
≃
⊕
x∈WS0\W
QWS1 ⊗
Q
WS0
MxQ.
To give a structure of an object in S1C, we use the following lemma.
Lemma 2.3. Let x ∈ WS0\W . The map f ⊗ m 7→ (my
−1(f))y gives an isomorphism
QWS1 ⊗
Q
WS0
MxQ ≃
⊕
yM
x
Q where y runs through y ∈ WS1\W such that the image of y in
WS0\W is x. Moreover, if the image of m ∈ Q
WS1 ⊗
Q
WS0
MxQ is in only one-component
corresponding to y, then it satisfies fm = my−1(f) for any f ∈ QWS1 .
Proof. Since MxQ is a direct sum of (Rx)
x
Q, we may assume M = Rx. In particular, M
x
Q ≃ Q
as a right Q-module and we have fm = mx−1(f) for f ∈ QWS0 and m ∈MxQ. We identify M
x
Q
with Q and denote it by Qx to emphasis the left QWS0 -module structure.
Fix a representative of x in W and denote it by the same letter x. Then the following
diagram is commutative:
QW1 ⊗
Q
WS0
Qx
⊕
yQ
x ∋ (my)
QW1 ⊗
Q
WS0
Qe
⊕
y0∈WS1\WS0
Qe ∋ (x(my))
f ⊗m (my−10 (f)).
id⊗x
∋ ∋
Therefore we may assume x is the unit element e.
The representation V ofWS0 is faithful by the assumption. HenceWS0 → Aut(Q) is injective.
Therefore the extension Q/QWS0 is Galois with the Galois group WS0 . Hence the desired
isomorphism QWS1 ⊗
Q
WS0
Q ≃
⊕
yQ follows.
The last part is obvious. 
Let (π∗S0,S1M)
y
Q be the y-part in the lemma where x ∈ WS0\W is the image of y. Then
this defines an object of S1C. Let N ∈ S0C and ϕ : M → N be a morphism in S0C. Then
(id ⊗ ϕ)(QWS1 ⊗
Q
WS0
MxQ) ⊂ Q
WS1 ⊗
Q
WS0
NxQ for each x ∈ WS0\W . By the lemma below,
id⊗ ϕ is a morphism π∗S0,S1(M)→ π
∗
S0,S1
(N). Hence we get a functor π∗S0,S1 : S0C → S1C.
Lemma 2.4. Let x ∈ WS0\W and assume that for each y ∈ WS1\W with the image x,
(QWS1 , Q)-bimodules My1 ,M
y
2 are given. We also assume that fm = my
−1(f) for any f ∈
QWS1 ,m ∈ Myi where i = 1, 2. Then any (Q
WS1 , Q)-bimodule homomorphism
⊕
yM
y
1 →⊕
yM
y
2 sends M
y
1 to M
y
2 .
Proof. As in the proof of the previous lemma, we may assume that x = e. Both
⊕
yM
y
1
and
⊕
yM
y
2 are Q
WS1 ⊗
Q
WS0
Q-bimodules and the homomorphism is a QWS1 ⊗
Q
WS0
Q-module
homomorphism. Let z ∈ WS1\WS0 . We have Q
WS1 ⊗
Q
WS0
Q ≃
⊕
y∈WS1\WS0
Q and define
ez ∈ Q
WS1 ⊗
Q
WS0
Q such that the image of ez in
⊕
y Q is given by (δzy)y. Then ϕ(M
z
1 ) =
ϕ(ez(
⊕
yM
y
1 )) ⊂ ez(
⊕
yM
y
1 ) =M
z
1 . 
Lemma 2.5. The pair (π∗S0,S1, πS0,S1,∗) is an adjoint pair.
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Proof. We have Hom
(R
WS1 ,R)
(RWS1 ⊗
R
WS0
M,N) ≃ Hom
(R
WS0 ,R)
(M,N). We prove that this
isomorphism preserves the morphisms in S0C and S1C. Assume that ϕ : π
∗
S0,S1
(M) → N and
ψ : M → πS0,S1,∗(N) corresponds to each other by this isomorphism. The correspondence is
given by ψ(m) = ϕ(1 ⊗m) and ϕ(f ⊗m) = fψ(m).
Assume that ϕ is a morphism in S1C. By the definition, for m ∈ M
x
Q with x ∈ WS0\W ,
we have 1 ⊗ m ∈
⊕
y∈WS1\W, y=x
(π∗S0,S1M)
y
Q where y ∈ WS0\W is the image of y. Hence
ψ(m) = ϕ(1 ⊗m) ∈
⊕
y∈WS1\W, y=x
NyQ = (πS0,S1,∗N)
x
Q.
On the other hand, assume that ψ is a morphism in S0C. Recall that we have Q
WS1 ⊗
R
WS1
(π∗S0,S1M)⊗R Q =
⊕
x∈WS0\W
QWS1 ⊗
Q
WS0
MxQ and this decomposition induces
QWS1 ⊗
Q
WS0
MxQ ≃
⊕
y=x, y∈WS1\W
(π∗S0,S1M)
y
Q.
Therefore
ϕ
 ⊕
y=x, y∈WS1\W
(π∗S0,S1M)
y
Q
 = QWS1 ⊗
Q
WS0
ψ(MxQ) ⊂ (πS0,S1,∗N)
x
Q =
⊕
y=x, y∈WS1\W
NyQ.
By Lemma 2.4, ϕ is a morphism in S1C. 
Proposition 2.6. Let S2 ⊂ S1 ⊂ S0. Then πS0,S1,∗ ◦ πS1,S2,∗ ≃ πS0,S2,∗ and π
∗
S1,S2
◦ π∗S0,S1 ≃
π∗S0,S2.
Proof. The first part is obvious and the second follows from the first and the previous propo-
sition. 
Let I ⊂WS0\W be a subset. For M ∈ S0C, we define M
I be the image of M →M ⊗R Q =⊕
x∈W M
x
Q →
⊕
x∈I M
x
Q and MI the inverse image of
⊕
x∈IM
x
Q ⊂
⊕
x∈W M
x
Q in M . It is easy
to see that M I ⊗R Q ≃ MI ⊗R Q ≃
⊕
x∈I M
x
Q. Therefore MI ,M
I ∈ S0C. We write Mw, M
w
for M{w}, M
{w}, respectively. The proof of the following proposition is straightforward.
Proposition 2.7. Let S1 ⊂ S0, π : WS1\W → WS0\W be the natural projection and I ⊂
WS0\W . Then we have πS0,S1,∗(M)I = πS0,S1,∗(Mπ−1(I)), π
∗
S0,S1
(MI) = π
∗
S0,S1
(M)π−1(I),
πS0,S1,∗(M)
I = πS0,S1,∗(M
π−1(I)) and π∗S0,S1(M
I) = π∗S0,S1(M)
π−1(I).
LetN ∈ S0C andM ∈ C. Then we defineN⊗M ∈ S0C as follows. As an (R
WS0 , R)-bimodule,
N ⊗M = N ⊗RM and we put
(N ⊗M)Qw =
⊕
x∈W
NQwx−1 ⊗Q M
Q
x
for w ∈WS0\W .
2.3. Soergel bimodules. We introduced the category of Soergel bimodules Sbimod ⊂ C in
[Abe19]. We recall the definition. For each s ∈ S, set Bs = R ⊗Rs R(1). This is a graded
R-bimodule and this has the unique structure of an object in C such that suppW (Bs) = {e, s}.
We also have Re ∈ C. Then Sbimod is the smallest full-subcategory of C which contains
{Re} ∪ {Bs | s ∈ S} and closed under ⊕, (1), (−1),⊗ and the direct summand.
In this subsection, we assume the following.
• The group WS0 is the Weyl group of a root system (X
∗,Φ,X∗,Φ
∨) such that V =
X∗ ⊗Z K, each αs is the root corresponding to s ∈ S0 and the torsion primes of this
root system are invertible in K.
• If t1, t2 are distinct reflections then αt1 and αt2 are linearly independent in K/m for
any maximal ideal m ⊂ K (GKM condition).
• [Abe19, Assumption 3.2] holds.
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Note that under this assumption, R is graded free of the graded rank
∑
w∈WS0
v2ℓ(w) as an
RWS0 -module [Dem73].
We also assume that K is complete local. By [Abe19], for each w ∈ W there exists an
indecomposable object B(w) ∈ Sbimod such that suppW (B(w)) ⊂ {x ∈ W | x ≤ w} and
B(w)w ≃ Rw(ℓ(w)). In this subsection, we prove the following. (The author thinks this is
well-known, but cannot find the proof in the literature.)
Proposition 2.8. Let wS0 be the longest element in WS0. Put ZS0 = {(zw) ∈
⊕
w∈WS0
|
zwt ≡ zw (mod αt) (t ∈ TS0)} where TS0 is the set of reflections in WS0. Then we have
B(wS0) ≃ R ⊗RWS0 R(ℓ(wS0)) ≃ ZS0(ℓ(wS0)). Here ZS0 is regarded as an R-bimodule via
f(zw)g = (w
−1(f)zwg) for (zw) ∈ Z and f, g ∈ R.
Replacing (W,S) with (WS0 , S0), we assume that S = S0. We write w0,Z for wS0 ,ZS0 . We
have Z ⊗R Q ≃
⊕
w∈W Q and from this Z is an object of C. We have a map R ⊗RW R → Z
defined by f ⊗ g 7→ (w−1(f)g)w∈W .
Lemma 2.9. The above map is injective. Moreover the map is bijective after tensoring Q.
Proof. By Lemma 2.3, the map is bijective after tensoring Q. By [Dem73], R⊗RW R is free R-
module of rank #W , hence torsion-free. Therefore the injectivity of R⊗RW R→ Z follows. 
Hence R⊗RW R has a structure of an object of C.
Lemma 2.10. Let I ⊂W be a closed subset and w ∈ I a maximal element. Set I ′ = I \ {w}.
We have an embeddings (R ⊗RW R)I/(R ⊗RW R)I′ →֒ (Z)I/(Z)I′ →֒ R where last map is
defined by (zx)x∈W 7→ zw. Then the first map is an isomorphism and the image of the second
map is (
∏
wt>w αt)R where t runs through reflections in W such that wt > w.
Proof. Let M be the image of (R ⊗RW R)I/(R ⊗RW R)I′ →֒ R. Let z = (zx) ∈ ZI . Then
since w is maximal in I, for any reflection t ∈ W such that wt > w, we have wt /∈ I. Hence
zwt = 0. Therefore zw ≡ 0 (mod αt). Hence zw ∈ (
∏
wt>w αt)R. In particular we have
M ⊂ (
∏
wt>w αt)R. On the other hand, by [Soe92, Proposition 3 1] and [Soe92, Lemma 5],
there exists F ∈ R ⊗RW R such that the image z
′ = (z′w) ∈ Z of F satisfies the following:
z′x 6= 0 implies x ≤ w and z
′
w is of degree 2ℓ(ww0). Hence z
′
wR ⊂ M . If K is a field, then
since the graded rank of z′wR and (
∏
wt>w αt)R are equal, we conclude M = (
∏
wt>w αt)R. In
general, the embedding M →֒ (
∏
wt>w αt)R is surjective after tensoring K/m for any maximal
ideal m ⊂ K. Hence by Nakayama’s lemma, M →֒ (
∏
wt>w αt)R is surjective after localizing at
m for any maximal ideal m and hence it is surjective. 
Lemma 2.11. The map R⊗RW R→ Z is an isomorphism.
Proof. We prove that for any closed subset I ⊂W we have (R⊗RW R)I
∼
−→ (Z)I by induction
on #I. Let w ∈ I be a maximal element and set I ′ = I \ {w}. Then we have the following
commutative diagram with exact rows.
0 (R⊗RW R)I′ (R⊗RW R)I (R⊗RW R)I/(R ⊗RW R)I′ 0
0 (Z)I′ (Z)I (Z)I/(Z)I′ 0.
∼ ∼
The left vertical map is an isomorphism by inductive hypothesis and the right vertical map is an
isomorphism by the above lemma. Hence the middle vertical map is also an isomorphism. 
Recall that we have Bs ≃ {(a, b) | a ≡ b (mod αs)}(1). On the right hand side, the
R-bimodule structure is f(a, b)g = (fag, s(f)bg) and the isomorphism is given by f ⊗ g 7→
(fg, s(f)g).
Lemma 2.12. We have Bs ⊗Z ≃ Z(1)⊕Z(−1).
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Proof. Put sW = {w ∈W | sw > w} and let X be a submodule of
⊕
w∈sW R consisting of (mw)
such that mwt ≡ mw (mod αt) for any w ∈
sW and any reflection t such that wt ∈ sW . This
X is an R-bimodule via f(mw)g = (w
−1(f)mwg). Using Bs ≃ {(a, b) | a ≡ b (mod αs)}(1), we
define a homomorphism Bs(−1) ⊗R X → Z by (a, b) ⊗ (mw) 7→ (zw) where zw = w
−1(a)mw
and zsw = w
−1(b)mw for w ∈
sW . It is easy to see that this is an R-bimodule well-defined
homomorphism and injective. We prove that this is surjective. Let (zw) ∈ Z. For each
w ∈ sW , zsw − zw ≡ 0 (mod w
−1(αs)). Hence there exists yw ∈ R such that zsw − zw =
w−1(αs)yw. We prove y = (yw) ∈ X. Let t be a reflection and assume that wt ∈
sW . Hence
t 6= w−1sw. We have w−1(αs)(ywt − yw) ≡ (wt)
−1(αs)ywt − w
−1(αs)yw (mod αt). Hence
w−1(αs)(ywt − yw) ≡ (zswt − zwt) − (zsw − zw) ≡ 0 (mod αt). Since t 6= w
−1sw, w−1(αs) and
αt are linearly independent. Hence ywt − yw ≡ 0 (mod αt) and this implies y = (yw) ∈ X.
We get Z ≃ Bs(−1) ⊗ X. Hence Bs ⊗ Z ≃ Bs ⊗ Bs(−1) ⊗ X. Recall that Bs ⊗ Bs ≃
Bs(1)⊕Bs(−1). Hence Bs ⊗Bs(−1)⊗X ≃ Bs ⊗X ⊕Bs(−2)⊕X ≃ Z(1)⊕Z(−1). 
Let M ∈ C, w ∈ W and s ∈ S such that sw > w. By the definition of the tensor product,
we have (Bs ⊗M)
sw
Q = (Bs)
s
Q ⊗Q M
w
Q ⊕ (Bs)
e
Q ⊗Q M
sw
Q . If, moreover, suppW (M) ⊂ {x ∈ W |
x ≤ w}, then M swQ = 0. Hence (Bs ⊗M)
sw
Q = (Bs)
s
Q ⊗Q M
w
Q . Since (Bs)
s
Q ≃ Q, we have
(Bs ⊗M)
sw
Q ≃ M
w
Q . Note that this is not an isomorphism as Q-bimodules, only as a right
Q-module. The left action of q ∈ Q on (Bs ⊗M)
sw
Q corresponds to that of s(q) on M
w
Q . The
map Bs ⊗M → (Bs ⊗M)
sw
Q ≃M
w
Q is given by (a, b)⊗m 7→ bmw where mw is the image of m
in MwQ under M →M ⊗Q =
⊕
x∈W M
x
Q →M
w
Q .
Lemma 2.13. Let w ∈W , s ∈ S such that sw > w. Assume that M ∈ C satisfies suppW (M) ⊂
{x ∈ W | x ≤ w}. Let ϕ : M → Z(1). Then there exists ψ : Bs ⊗ M → Z such that
MwQ ≃ (Bs ⊗M)
sw
Q → Z
sw
Q ≃ Q is given by ϕ
w
Qw
−1(αs)
−1 where ϕwQ : M
w
Q → Z(−1)
w
Q ≃ Q is
the induced morphism.
Proof. By the previous lemma, we have an embedding Z(1) →֒ Bs ⊗ Z. Hence by composing
with ϕ, we get ϕ′ : M → Bs ⊗Z and by [Abe19, Lemma 2.15], this induces ψ : Bs ⊗M → Z.
By tracing the constructions, we prove that this ψ has the desired property. By the proof of
[Abe19, Lemma 2.15] and a straightforward calculations, for m ∈ MwQ , ψ((0, 1) ⊗m) is given
as follows. We have ϕ′(m) ∈ (Bs ⊗ Z)
w
Q = (1, 0) ⊗ Z
w
Q ⊕ (0, 1) ⊗ Z
sw
Q . Then ϕ
′(m) can be
written ϕ′(m) = (1, 0) ⊗ ϕw1 (m) + (0, 1) ⊗ ϕ
w
2 (m). We have ψ((0, 1) ⊗ m) = ϕ
w
2 (α
−1
s m) =
ϕw2 (mw
−1(αs)
−1).
The embedding Bs(1) → Bs ⊗Bs is given by (0, 1) 7→ (1, 0) ⊗ (0, 1) + (0, 1) ⊗ (1, 0). Let X
be as in the previous lemma. Then ZwsQ ≃ (0, 1) ⊗X
w
Q . Hence Z
sw
Q (1) → (Bs ⊗ Z)
sw
Q is given
as follows. Let z ∈ ZwQ . Since Z
w
Q = Q, z is given by q ∈ Q. Define m = (mx) ∈ X by mw = q
and mx = 0 if x 6= w. Then z corresponds to (0, 1) ⊗m and the image of z in Bs ⊗Bs ⊗X is
(1, 0) ⊗ (0, 1) ⊗m + (0, 1) ⊗ (1, 0) ⊗m. Hence the image of z is (1, 0) ⊗ z′ + (0, 1) ⊗ z where
z′ = (z′w) ∈ Z
sw
Q is defined by z
′
sw = q and z
′
x = 0 if x 6= sw. Therefore, if ϕ(m) = z, then
ϕ′(m) = (1, 0) ⊗ z′ + (0, 1) ⊗ z. Hence ϕw2 (m) = z and we get the lemma. 
Proof of Proposition 2.8. Fix a reduced expression w0 = s1 · · · sl and first we prove that there
exists a surjective homomorphism Bs1 ⊗ · · · ⊗ Bsl → Z(ℓ(w0)). Starting with (Bsl)
sl
Q ≃ Q,
applying the remark inductively, we get an isomorphism (Bs1 ⊗· · ·⊗Bsl)
w0
Q ≃ Q. We calculate
the map explicitly.
The isomorphism ϕ′ : (Bsl)
sl
Q
∼
−→ Q is given by (a, b) 7→ b. It satisfies ϕl(fmg) = sl(f)gϕ
′(m)
for f, g ∈ R and m ∈ (Bsl)
sl
Q. Applying the remark, we have (Bsl−1 ⊗Bsl)
sl−1sl
Q
∼
−→ (Bsl)
sl
Q. The
map Bsl−1 ⊗ Bsl → (Bsl−1 ⊗ Bsl)
sl−1sl
Q ≃ (Bsl)
sl
Q is given by (a, b) ⊗m 7→ bmsl . By composing
ϕ′, we get (Bsl−1 ⊗ Bsl)
sl−1sl
Q ≃ Q. Hence Bsl−1 ⊗ Bsl → (Bsl−1 ⊗ Bsl)
sl−1sl
Q ≃ Q is given by
(a, b) ⊗ (c, d) 7→ ϕ′(b(c, d)sl) = ϕ
′((bc, sl(b)d)sl) = sl(b)d. Inductively, we get the following.
There exists (Bs1 ⊗ · · · ⊗ Bsl)
w0
Q ≃ Q such that Bs1 ⊗ · · · ⊗ Bsl → (Bs1 ⊗ · · · ⊗ Bsl)
w0
Q ≃ Q is
given by
(f1, g1)⊗ · · · ⊗ (fl, gl) 7→ (s2 · · · sl)(g1)(s3 · · · sl)(g2) · · · sl(gl).
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For each f ∈ R, we define z(f) = (z(f)w) ∈ Z(2ℓ(w0)) by z(f)w = 0 for w 6= e and z(f)e =
(
∏
t αt)f where t runs through reflections. By starting Re → Z(2ℓ(w0)) defined by f 7→
z(f), applying the previous lemma inductively, we get a homomorphism ϕ : Bs1 ⊗ · · · ⊗Bsl →
Z(ℓ(w0)). Since Z ≃ R ⊗RW R, we have ϕ : Bs1 ⊗ · · · ⊗ Bsl → (R ⊗RW R)(ℓ(w0)). This
homomorphism satisfies the following. Note that (R⊗RW R)
w0
Q ≃ Z
w0
Q ≃ Q where the last map
is defined by (zw) 7→ zw0. Hence the isomorphism (R⊗RW R)
w0
Q ≃ Q is given by f⊗g 7→ w0(f)g.
The following diagram
(f1, g1)⊗ · · · ⊗ (fl, gl) (s1 · · · sl−1)(g1)(s2 · · · sl−1)(g2) · · · gl
Bs1 ⊗ · · · ⊗Bsl (Bs1 ⊗ · · · ⊗Bsl)
w0
Q Q
R⊗RW R(ℓ(w0)) (R⊗RW R(ℓ(w0)))
w0
Q Q
f ⊗ g w0(f)g
ϕ
∋
id
∋
∋ ∋
is commutative.
Set u = (1 ⊗ 1) ⊗ · · · ⊗ (1 ⊗ 1) = (1, 1) ⊗ · · · ⊗ (1, 1) ∈ Bs1 ⊗ · · · ⊗ Bsl . We calculate ϕ(u).
Since u is in degree −ℓ(w0) part, ϕ(u) is also in the degree −ℓ(w0) part of (R⊗RW R)(ℓ(w0)).
Hence it is a multiplication of 1 ⊗ 1. Take c ∈ K such that ϕ(u) = c(1 ⊗ 1). Then by tracing
the above commutative diagram, we get c = 1. Since 1 ⊗ 1 generates R ⊗RW R(ℓ(w0)), ϕ is
surjective.
On the other hand, since the action of R⊗R on any object M ∈ C factors through R⊗R→
R⊗RW R, the map R⊗RW R(ℓ(w0))→ Bs1⊗· · ·⊗Bsl defined by f⊗g 7→ fug is well-defined and
gives a section of ϕ. Hence R⊗RW R(ℓ(w0)) is a direct summand of Bs1 ⊗ · · · ⊗Bsl . Therefore
it is in Sbimod. Moreover, the above diagram and [Abe19, Corollary 3.14] shows that ϕ gives
an isomorphism (Bs1 ⊗ · · · ⊗ Bsl)
w ≃ ((R ⊗RW R)(ℓ(w0)))
w. We have EndC(R ⊗RW R) ≃
EndR⊗R(R⊗RW R) ≃ R⊗RW R ≃ Z and this dose not have any non-trivial idempotent. Hence
(R⊗RW R)(ℓ(w0)) is indecomposable and we have (R⊗RW R)(ℓ(w0)) ≃ B(w0). 
2.4. Singular Soergel bimodules. In the rest of this section, we assume that S0 satisfies
the conditions in the previous section 2.3. We also assume that K is complete local. Since any
M ∈ S0Sbimod is finitely generated as right R-module, Hom
•
S0
Sbimod(M,N) ⊂ Hom
•
-R(M,N)
is a finitely generated R-module. Hence Hom
S0
Sbimod(M,N) is a finitely generated K-module.
Therefore S0Sbimod is Krull-Schmidt.
We remark the following easy consequence of the conditions and a result of [Dem73].
Lemma 2.14. Let M ∈ S0C. Then πS0,∅,∗π
∗
S0,∅
(M) ≃
⊕
w∈WS0
M(2ℓ(w)).
We define the category S0Sbimod ⊂ S0C of singular Soergel bimodules as follows.
Definition 2.15. An object M ∈ S0C is in S0Sbimod if and only if there is B ∈ Sbimod such
that M is a direct summand of πS0,∅,∗(B).
Proposition 2.16. Let S1 ⊂ S0. Then the functors πS0,S1,∗ and π
∗
S0,S1
preserve the singular
Soergel bimodules. Namely we have πS0,S1,∗(S1Sbimod) ⊂ S0Sbimod and π
∗
S0,S1
(S0Sbimod) ⊂
S1Sbimod.
Proof. The first part is obvious. We prove the second part. Let M ∈ Sbimod and we
prove that π∗S0,S1(πS0,∅,∗(M)) ∈ S1Sbimod. First we prove this when S1 = ∅. Then we have
π∗S0,∅(πS0,∅,∗(M)) ≃ R⊗RWS0 M = (R⊗RWS0 R)⊗RM . By Proposition 2.8, R⊗RWS0 R ∈ Sbimod
and, by the construction of π∗S0,∅, (R ⊗RWS0 R) ⊗R M is isomorphic to the tensor prod-
uct in the category C. Hence (R ⊗
R
WS0
R) ⊗R M ∈ Sbimod since Sbimod is closed under
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the tensor product. For general S1, for N ∈ S0Sbimod, π
∗
S0,S1
(N) is a direct summand of
πS1,∅,∗(π
∗
S1,∅
(π∗S0,S1(N))) ≃ πS1,∅,∗(π
∗
S0,∅
(N)) by Lemma 2.14 and since π∗S0,∅(N) ∈ Sbimod, we
have πS1,∅,∗(π
∗
S0,∅
(N)) ∈ S1Sbimod. Hence π
∗
S0,S1
(N) ∈ S1Sbimod. 
Proposition 2.17. Let I ′ ⊂ I ⊂WS0\W be a closed subsets. Then for M,N ∈ S0Sbimod, the
natural map Hom(M,NI)→ Hom(M,NI/NI′) is surjective.
Proof. We may assume N = πS0,∅,∗(N0) for N0 ∈ Sbimod. Let I˜ (resp. I˜
′) be the inverse
image of I (resp. I ′) by W → WS0\W . Then these are also closed and NI = πS0,∅,∗((N0)I˜),
NI/NI′ ≃ πS0,∅,∗((N0)I˜/(N0)I˜′). By Lemma 2.5, we have the commutative diagram
Hom(M,NI) Hom(M,NI/NI′)
Hom(π∗S0,∅(M), (N0)I˜) Hom(π
∗
S0,∅
(M), (N0)I˜/(N0)I˜′).
∼ ∼
Therefore we may assume S0 = ∅.
By induction on #(I \I ′), we may assume #(I \I ′) = 1. We may assumeM = Bs1⊗· · ·⊗Bsl
for some (s1, . . . , sl) ∈ S
l. Let w ∈ I \ I ′. Fix a reduced expression w = t1 · · · tr of w. The
module NI/NI′ is isomorphic to a direct sum of objects of a form Rw(n) with n ∈ Z and since
any Bs1 ⊗ · · · ⊗Bsl → Rw(n) factors through Bt1 ⊗ · · · ⊗Btr(n− ℓ(w))→ Bt1 ⊗ · · · ⊗Btr(n−
ℓ(w))w ≃ Rw(n) [Abe19, Theorem 3.12 (3)], any homomorphism Bs1 ⊗ · · · ⊗ Bsl → NI/NI′ is
decomposed into Bs1 ⊗ · · · ⊗ Bsl → Bt1 ⊗ · · · ⊗ Btr(k) → NI/NI′ for some k ∈ Z. Hence we
may assume (s1, . . . , sl) = (t1, . . . , tr). This is [Abe19, Corollary 3.18]. 
Theorem 2.18. (1) For each w ∈WS0\W , there exists an indecomposable object S0B(w) ∈
S0Sbimod such that suppW (S0B(w)) ⊂ {x ∈ WS0\W | x ≤ w} and S0B(w)
w ≃
Rw(ℓ(w−)). Moreover S0B(w) is unique up to isomorphism.
(2) For any indecomposable object B ∈ S0Sbimod there exists unique (w,n) ∈ (WS0\W )×Z
such that B ≃ S0B(w)(n).
(3) For any w ∈ WS0\W , πS0,∅,∗B(w−) = S0B(w) ⊕
⊕
y<w,n∈Z S0
B(y)(n)my,n for some
my,n ∈ Z≥0.
(4) Let S1 ⊂ S0, w ∈ WS0\W and w1,+ ∈ WS1\W the image of the maximal length
representative of w. Then π∗S0,S1(S0(B(w))) ≃ S1B(w1,+)(ℓ(wS1)− ℓ(wS0)).
Proof. Let π : W →WS0\W be the natural projection. Then since π
−1(w)∩ suppW (B(w−)) =
{w−}, πS0,∅,∗(B(w−))
w ≃ B(w−)
π−1(w) = B(w−)
w− ≃ Rw(ℓ(w−)). Therefore there exists
a unique indecomposable direct summand S0B(w) ∈ S0Sbimod of πS0,∅,∗(B(w−)) such that
S0
B(w)w ≃ Rw(ℓ(w−)). This module satisfies the conditions of (1).
For the uniqueness in (1) and (2), (3), it is sufficient to prove that any objectM ∈ S0Sbimod
is a direct sum of S0B(w)(n) where w ∈WS0\W and n ∈ Z. Let w ∈ suppW (M) be a maximal
element and set I = {x ∈WS0\W | x 6> w}, I
′ = I \{w}. Then I and I ′ are both closed and we
haveMI =M ,MI/MI′ =M
w. In particular,Mw is graded free. Hence there exists n ∈ Z such
that S0B(w)(n)
w ≃ Rw(n + ℓ(w−)) is a direct summand of M
w. Let i : S0B(w)(n)
w → Mw
and p : Mw → S0B(w)(n)
w be the embedding to and the projection from the direct summand,
respectively. By Proposition 2.17, there exists i˜ : S0B(w)(n) → M and p˜ : M → S0B(w)(n)
which induce i and p, respectively. Then p˜◦i˜ induces identity on S0B(w)(n)
w. In particular, it is
not nilpotent, hence an isomorphism since S0B(w)(n) is indecomposable. Therefore S0B(w)(n)
is a direct summand of M .
We prove (4). Put n = ℓ(wS1) − ℓ(wS0). Let π0 : WS1\W → WS0\W be the natural pro-
jection. Then we have supp(π∗S0,S1(S0B(w))) = π
−1
0 (supp(S0B(w))) ⊂ {x ∈ WS1\W | x ≤
w1,+}. We also have π
∗
S0,S1
(S0B(w))
w1,+ ≃ S0B(w)
w ≃ Rw(ℓ(w−)) ≃ S1B(w1,+)
w1,+(ℓ(w−) −
ℓ((w1,+)−)). We have ℓ(w−) − ℓ((w1,+)−) = n. Hence S1B(w1,+)(n) is a direct summand of
π∗S0,S1(S0B(w)). TakeM ∈ S1Sbimod such that π
∗
S0,S1
(S0B(w)) ≃ S1B(w1,+)(n)⊕M . We prove
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M = 0. Let w+ ∈ W be the maximal length representative of w. We have π
∗
S0,∅
(S0B(w)) ≃
π∗S1,∅(S1B(w1,+)(n))⊕ π
∗
S1,∅
(M) and, by the above argument, π∗S1,∅(S1B(w1,+)(n)) has a direct
summand B(w+)(−ℓ(wS0)). Assume that we can prove π
∗
S0,∅
(S0B(w)) ≃ B(w+)(−ℓ(wS0)).
Then we conclude π∗S1,∅(S1B(w1,+)(n)) ≃ B(w+)(−ℓ(wS0)) and π
∗
S1,∅
(M) = 0. By the defini-
tion, it impliesM = 0. Therefore it is sufficient to prove that π∗S0,∅(S0B(w)) ≃ B(w+)(−ℓ(wS0)),
namely we may assume S1 = ∅.
We have π∗S0,∅(S0B(w))
x
Q = S0B(w)
π(x)
Q and this is one-dimensional if π(x) = w. On the other
hand, we also have that B(w+)
x
Q is one-dimensional if π(x) = w. Hence M
x
Q = 0 if π(x) =
w. Therefore we have w /∈ suppW (πS0,∅,∗(M)). The object πS0,∅,∗(π
∗
S0,∅
(S0B(w))) is a direct
sum of S0B(w). Hence πS0,∅,∗(M) is a direct sum of S0B(w). Since w /∈ suppW (πS0,∅,∗(M)),
πS0,∅,∗(M) = 0 and this implies M = 0. 
2.5. Duality. For M ∈ S0C, we define D(M) = S0D(M) = Hom
•
-R(M,R). Here Hom
•
-R is
the space of right R-homomorphisms. This is a graded (RWS0 , R)-bimodule via (fϕg)(m) =
ϕ(fmg) for f ∈ RWS0 , g ∈ R, ϕ ∈ D(M) and m ∈M . We have D(M)⊗R Q ≃ Hom-Q(M ⊗R
Q,Q) ≃
⊕
w∈WS0\W
Hom-Q(M
w
Q , Q). By putting D(M
w
Q ) = Hom-Q(M
w
Q , Q), we have D(M) ∈
S0C. Since any M ∈ S0Sbimod is free as a right R-module, we have D
2(M) ≃M .
Proposition 2.19. Let M ∈ S0Sbimod and B ∈ Sbimod, D(M ⊗B) ≃ D(M)⊗D(B).
Proof. There is a natural map D(M) ⊗D(B) → D(M ⊗ B) defined by ϕ ⊗ ψ 7→ ((m ⊗ b) 7→
ϕ(m)ψ(b)) and since M is a free right R-module, this is an isomorphism. It is easy to see that
this morphism is a morphism in S0C. 
Proposition 2.20. Let S1 ⊂ S0. Then πS0,S1,∗(S1D(M)) ≃ S0D(πS0,S1,∗(M)) for M ∈ S1C.
In particular, S0D preserves S0Sbimod.
Proof. This is obvious. 
Lemma 2.21. Let M ∈ S0C and I a subset of WS0\W . Then D(M
I) ≃ D(M)I . If moreover
M and D(M)I are free right R-modules, then D(MI) ≃ D(M)
I .
Proof. The first one is easy. To prove the second one, apply the first one to D(M). Then
D(D(M)I) ≃ D(D(M))I ≃ MI since M is a free right R-module. If D(M)
I is free, then
D(M)I ≃ D(D(D(M)I)) ≃ D(MI). 
Proposition 2.22. Let I1 ⊂ I2 ⊂ WS0\W are both open or both closed. Then for M ∈
S0Sbimod, MI2/MI1 is graded free as a right R-module.
Proof. We may assume M = πS0,∅,∗(N) for some N ∈ Sbimod. Then MIi ≃ Nπ−1(Ii) where
π : W →WS0\W is the natural projection and π
−1(Ii) is open (resp. closed) if Ii is open (resp.
closed). Therefore we may assume S0 = ∅.
First assume that I1, I2 are closed. There is a finite closed subset J ⊂ W which contains
suppW (M). By replacing Ii with Ii ∩ J , we may assume that Ii are finite. There exists a
sequence of closed subsets I1 = J1 ⊂ J2 ⊂ · · · ⊂ Jr = I2 such that #(Ji+1 \ Ji) = 1. Since
MJi+1/MJi is free as a right R-module [Abe19, Corollary 3.18], we also have that MI2/MI1 is
free.
Next we assume that I1, I2 are open and set Ji = W \ Ii. Set N = D(M). Then D(N)Ii ≃
D(N Ii) ≃ D(N/NJi). Therefore we have D(N)I2/D(N)I1 ≃ D(Ker(N/NJ2 → N/NJ1)) ≃
D(NJ1/NJ2). The right hand side is free since NJ1/NJ2 is free as we have proved. 
Remark 2.23. Let I ⊂ WS0\W be a closed or an open subset. Then by putting I2 = WS0\W
and I1 = (WS0\W ) \ I, we have MI2/MI1 =M/MI1 ≃M
I is a free right R-module.
2.6. Hecke algebras and Hecke modules. It is straightforward to prove the following.
Lemma 2.24. Let S1 ⊂ S0.
(1) We have πS0,S1,∗(M ⊗B) ≃ πS0,S1,∗(M)⊗B for M ∈ S1C and B ∈ C.
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(2) We have π∗S0,S1(M ⊗B) ≃ π
∗
S0,S1
(M)⊗B for M ∈ S0C and B ∈ C.
Let [S0Sbimod] be the split Grothendieck group of S0Sbimod. Then [M ][B] = [M ⊗B] gives
a structure of left [Sbimod]-module structure on [S0Sbimod]. By v[M ] = [M(1)], [S0Sbimod]
is a Z[v, v−1]-module where v is an indeterminate.
Let H be the Hecke algebra attached to (W,S). Here we use the following definition for H:
The Z[v, v−1]-algebra H is generated by {Hw | w ∈W} with relations: (Hs− v
−1)(Hs+ v) = 0
for s ∈ S and Hw1w2 = Hw1Hw2 for ℓ(w1w2) = ℓ(w1) + ℓ(w2). It is known that {Hw | w ∈ W}
is a Z[v, v−1]-basis of H. It is proved in [Abe19] that the map ch : [Sbimod] → H defined by
ch([B]) =
∑
x∈W v
−ℓ(x) grk(Bx)Hx is a Z[v, v
−1]-algebra isomorphism. Therefore [S0Sbimod]
is a left H-module.
For a subset S0 ⊂ S, let HS0 be the Z[v, v
−1]-subalgebra of H generated by {Hs | s ∈ S0}.
This is isomorphic to the Hecke algebra attached to (WS0, S0). The trivial character triv : H →
Z[v, v−1] is defined by triv(Hw) = v
−ℓ(w). The restriction of triv on HS0 is denoted by trivS0.
Then we have a right H-module trivS0 ⊗HS0 H. We define S0ch : S0Sbimod → trivS0 ⊗HS0 H
by
S0ch([M ]) =
∑
w∈WS0\W
1⊗ vℓ(w−) grk(M≥w/M>w)Hw−
whereM≥w =M{x∈WS0\W |x≥w} andM>w =M{x∈WS0\W |x>w}. By the lemma below, ∅ch is the
same as ch defined above.
Lemma 2.25. For M ∈ Sbimod and w ∈W , we have grk(Mw) = v2ℓ(w) grk(M≥w/M≥w).
Proof. We have grk(D(M)w) = v
−2ℓ(w) grk(D(M)6>w/D(M)6≥w) by [Abe19, Corollary 3.18,
Proposition 3.19]. Note that, as in Lemma 2.21, D(M)w ≃ D(M
w) and D(M)6>w/D(M)6≥w ≃
D(M 6>w)/D(M 6≥w) = D(M/M>w)/D(M/M≥w) ≃ D(M≥w/M>w). Therefore grk(D(M
w)) =
v−2ℓ(w) grk(D(M≥w/M>w)). Hence grk(M
w) = v2ℓ(w) grk(M≥w/M>w)). 
Lemma 2.26. Let J1 ⊂ J2 ⊂WS0\W be open subsets. Then MJ2/MJ1 depends only on J2\J1.
Proof. Assume that J ′1, J
′
2 ⊂WS0\W are open subsets such that J
′
1 ⊂ J1, J
′
2 ⊂ J2 and J2 \J1 =
J ′2 \ J
′
1. We prove that the natural homomorphism MJ ′2/MJ ′1 → MJ2/MJ1 is an isomorphism.
We may assume that M = πS0,∅,∗(N) for some N ∈ Sbimod. Let π : W → WS0\W be the
natural projection. Then we have MJ = Nπ−1(J) for J = J1, J2, J
′
1, J
′
2. Therefore, by replacing
M,J1, J2, J
′
1, J
′
2 with N,π
−1(J1), π
−1(J2), π
−1(J ′1), π
−1(J ′2), respectively, we may assume S0 =
∅. We prove the lemma by induction on #(J2 \ J1). If #(J2 \ J1) = 1, then this is [Abe19,
Corollary 3.18]. Assume that #(J2\J1) > 1 and take an open subset J3 such that J1 ( J3 ( J2.
Set J ′3 = J3 ∩ J
′
2. Then we have J
′
2 \ J
′
3 = J2 \ J3, J
′
3 \ J
′
1 = J3 \ J1 and J
′
3 ⊂ J3. By the
commutative diagram with exact rows
0 MJ ′3/MJ
′
1
MJ ′2/MJ
′
1
MJ ′2/MJ
′
3
0
0 MJ3/MJ1 MJ2/MJ1 MJ2/MJ3 0,
∼ ∼
we get the lemma. 
Proposition 2.27. Let S1 ⊂ S0. We define p : trivS1 ⊗HS1 H → trivS0 ⊗HS0 H by p(1 ⊗ h) =
1⊗ h. Then we have S0ch([πS0,S1,∗(M)]) = p(S1ch([M ])) for M ∈ S1Sbimod.
Proof. Fix w ∈ WS0\W . Denote the image of w− in WS1\W by w−. Let π : WS1\W →
WS0\W be the natural projection. Then we have (πS0,S1,∗(M))≥w =Mπ−1({x∈WS0\W |x≥w}) and
(πS0,S1,∗(M))>w = Mπ−1({x∈WS0\W |x>w}). Then π
−1({x ∈ WS0\W | x ≥ w}) = {x ∈ WS1\W |
x ≥ w−} and π
−1({x ∈ WS0\W | x > w}) = {x ∈ WS1\W | x ≥ w−} \ (WS1\WS0w−). Take
a sequence of open subsets {x ∈ WS1\W | x ≥ w−} \ (WS1\WS0w−) = J0 ⊂ J1 ⊂ · · · ⊂ Jr =
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{x ∈WS1\W | x ≥ w−} such that #(Ji \ Ji−1) = 1. Pick xi ∈ Ji \ Ji−1. Then by Lemma 2.26,
we have MJi/MJi−1 ≃M≥xi/M>xi . Therefore
grk((πS0,S1,∗M)≥w/(πS0,S1,∗M)>w) = grk(M{x∈WS1\W |x≥w−}/M{x∈WS1\W |x≥w−}\WS0w−)
=
r∑
i=1
grk(M≥xi/M>xi)
=
∑
x∈WS1\WS0
grk(M≥xw−/M>xw−).
Hence
S0ch([πS0,S1,∗M ]) =
∑
w∈WS0\W1
1⊗ vℓ(w−) grk((πS0,S1,∗(M))≥w/(πS0,S1,∗(M))>w)Hw−
=
∑
w∈WS0\W
∑
x∈WS1\WS0
1⊗ vℓ(w−) grk(M≥xw−/M>xw−)Hw−.
For w ∈ WS0\W and x ∈ WS1\WS0 , we have (xw−)− = x−w−. Moreover, since ℓ(x−w−) =
ℓ(x−) + ℓ(w−), we have 1 ⊗ v
ℓ((xw−)−)H(xw−)− = 1 ⊗ v
ℓ(x−)vℓ(w−)Hx−Hw− = triv(Hx−) ⊗
vℓ(x−)vℓ(w−)Hw− = 1⊗ v
ℓ(w−)Hw− . Therefore
S0ch([πS0,S1,∗M ]) =
∑
w∈WS0\W
∑
x∈WS1\WS0
1⊗ vℓ(x−w−) grk(M≥xw−/M>xw−)Hx−w−
=
∑
y∈WS1\W
1⊗ vℓ(y−) grk(M≥y/M>y)Hy−
= p(S1ch([M ])).
We get the proposition. 
Theorem 2.28. The map S0ch is an H-module isomorphism.
Proof. The split Grothendieck group [S0Sbimod] has a Z[v, v
−1]-basis [S0B(w)] with w ∈
WS0\W . We have S0ch(S0B(w)) ∈ 1 ⊗ Hw− +
∑
x<w Z[v, v
−1] ⊗ Hx− . Since {1 ⊗ Hw− |
w ∈ WS0\W} is a Z[v, v
−1]-basis of trivS0 ⊗HS0 H, {S0ch(S0B(w)) | w ∈ WS0\W} is also a
Z[v, v−1]-basis. Hence S0ch is a Z[v, v
−1]-module isomorphism.
Obviously p is surjective. Therefore, with the previous lemma and the fact that ch and
S0ch are bijectives, {πS0,∅,∗(N) | N ∈ Sbimod} generates [S0Sbimod] as a Z[v, v
−1]-module.
Therefore, to prove S0ch([M⊗B]) = S0ch([M ])ch([B]), we may assumeM = πS0,∅,∗(N). Define
p : H → trivS0 ⊗HS0 H by p(h) = 1⊗ h. This is an H-module homomorphism. Note that ch is
an algebra homomorphism. Hence we have
S0ch([πS0,∅,∗(N)⊗B]) = S0ch([πS0,∅,∗(N ⊗B)])
= p(ch([N ⊗B]))
= p(ch([N ])ch([B]))
= p(ch([N ]))ch([B])
= S0ch([πS0,∅,∗(N)])ch([B]).
We get the theorem. 
By Lemma 2.10, we have ch(R ⊗
R
WS0
R) =
∑
w∈WS0
v−ℓ(w)Hw ∈ H. The map trivS0 ⊗HS0
H → H defined by 1⊗ h 7→ ch(R⊗
R
WS0
R)h is well-defined.
Lemma 2.29. We denote the above map by i. Then we have ch([π∗S0,∅(M)]) = i(S0ch([M ])).
Proof. By Lemma 2.27 and Theorem 2.28, the map [Sbimod] → [S0Sbimod] induced by
πS0,∅,∗ is surjective. Hence we may assume M = πS0,∅,∗(N) for some N ∈ Sbimod. Since
π∗S0,∅πS0,∅,∗(N) ≃ (R ⊗RWS0 R) ⊗R N , we have [π
∗
S0,∅
πS0,∅,∗(N)] = [B(R⊗RWS0R)][N ]. By
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Lemma 2.27, 1 ⊗ ch([N ]) = S0ch([M ]). Hence ch([π
∗
S0,∅
(M)]) = ch(R ⊗
R
WS0
R))ch(N) =
i(1 ⊗ ch([N ])) = i(S0ch([M ])). 
We define some notation.
• Let h 7→ h be the Z-algebra involution on H defined by
∑
x axHx =
∑
x axH
−1
x−1, here
for f(v) ∈ Z[v, v−1], we put f(v) = f(v−1).
• The map a⊗ h 7→ a⊗ h is well-defined on trivS0 ⊗HS0 H. We denote this map also by
m 7→ m.
• Let ω : H → H be a Z-algebra anti-involution defined by ω(
∑
x axHx) =
∑
x axH
−1
x .
• For m,m′ ∈ trivS0 ⊗HS0 H, take ax, bx ∈ Z[v, v
−1] for each x ∈ WS0\W such that
m =
∑
x ax ⊗Hx− and m
′ =
∑
x bx ⊗Hx− . Then we define 〈m,m
′〉H,S0 =
∑
x axbx.
It is straightforward to see that 〈mh,m′〉H,S0 = 〈m,m
′ω(h)〉H,S0 for m,m
′ ∈ trivS0 ⊗HS0 H,
h ∈ H. When S0 = ∅, we also have 〈hm,m
′〉H,∅ = 〈m,ω(h)m
′〉H,∅.
Theorem 2.30. For M,N ∈ S0Sbimod, the R-module Hom
•
S0
Sbimod(M,N) is graded free and
the graded rank is given by
grkHom•
S0
Sbimod(M,N) = 〈S0ch(M), S0ch(N)〉H,S0 .
Proof. If S0 = ∅, then this is [Abe19, Theorem 4.6].
We prove the general case. By Lemma 2.27 and Theorem 2.28, the map [Sbimod] →
[S0Sbimod] induced by πS0,∅,∗ is surjective. Therefore we may assume M = πS0,∅,∗(M0) and
N = πS0,∅,∗(N0) for some M0, N0 ∈ Sbimod. Then
Hom•
S0
Sbimod(M,N) ≃ Hom
•
Sbimod(π
∗
S0,∅
(πS0,∅,∗(M0)), N0)
is graded free and the graded rank is 〈ch(π∗S0,∅(πS0,∅,∗(M0))), ch(N0)〉H,∅. Take ax, bx ∈ Z[v, v
−1]
such that ch(M0) =
∑
x axHx and ch(N0) =
∑
x bxHx. For each w ∈ WS0\W , set a
′
w =∑
y∈WS0
v−ℓ(y)ayw− and b
′
w =
∑
y∈WS0
v−ℓ(y)byw− . Then we have S0ch([M ]) = p(ch([M0])) =∑
w∈WS0\W
a′w ⊗ Hw−. Similarly, we also have S0ch([M ]) = p(ch([M0])) = p(ch([M0])) =∑
w∈WS0\W
b′w ⊗Hw−. Hence 〈S0ch([M ]), S0ch([N ])〉H,S0 =
∑
w∈WS0\W
a′wb
′
w.
Set h = ch(B(wS0)) = v
ℓ(wS0 )ch(R ⊗RW R) =
∑
y∈WS0
vℓ(wS0 )−ℓ(y)Hy. Then we have
hHx = v
−ℓ(x)h for any x ∈ WS0 . Hence for x = yw− with y ∈ WS0 and w ∈ WS0\W ,
we have hHx = v
−ℓ(y)hHw− . Therefore hch([M0]) =
∑
y∈WS0 ,w∈WS0\W
ayw−v
−ℓ(y)hHw− =∑
w∈WS0\W
a′whHw− =
∑
w∈WS0\W,y∈WS0
a′wv
ℓ(wS0 )−ℓ(y)Hyw− . Since h = h, we have hch([N0]) =
hch([N0]) =
∑
w∈WS0\W
b′whHw−. Therefore, by using ω(h) = h,
grkHom•
S0
Sbimod(M,N) = 〈ch([π
∗
S0,∅
(πS0,∅,∗(M0))]), ch([N0])〉H,∅
= 〈ch([R ⊗RW R])ch([M0]), ch([N0])〉H,∅
= 〈v−ℓ(wS0 )hch([M0]), ch([N0])〉H,∅
= 〈v−ℓ(wS0 )ch([M0]), ω(h)ch([N0])〉H,∅
= 〈v−ℓ(wS0 )ch([M0]), hch([N0])〉H,∅
=
〈
v−ℓ(wS0)ch([M0]), h
∑
w∈WS0\W
b′wHw−
〉
H,∅
=
〈
v−ℓ(wS0)hch([M0]),
∑
w∈WS0\W
b′wHw−
〉
H,∅
=
〈 ∑
w∈WS0\W,y∈WS0
a′wv
−ℓ(y)Hyw− ,
∑
w∈WS0\W
b′wHw−
〉
H,∅
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=
∑
w∈WS0\W
a′wb
′
w = 〈S0ch([M ]), S0ch([N ])〉.
We get the theorem. 
Proposition 2.31. For M ∈ S0Sbimod, we have S0ch(D(M)) ≃ S0ch(M).
Proof. Since [Sbimod] → [S0Sbimod] defined by [M ] 7→ [πS0,∅,∗(M)] is surjective, we may
assumeM = πS0,∅,∗(M0) for someM0 ∈ Sbimod. Let p : H → trivS0⊗HS0H be the map defined
by h 7→ 1 ⊗ h. Then S0ch(D(M)) = p(ch(D(M0))) and S0ch(M) = p(ch(M0)). Therefore we
may assume S0 = ∅.
The Z[v, v−1]-algebra [Sbimod] ≃ H is generated by [Bs] with s ∈ S. Hence we may assume
M = Bs. In this case, D(Bs) ≃ Bs and ch(Bs) = Hs = Hs. Hence we get the proposition. 
3. Parity sheaves and singular Soergel bimodules
3.1. General Notation. For an algebraic variety X with an action of an algebraic group
B, let DbB(X) be the bounded derived category of constructible B-equivariant K-coefficient
sheaves. Let f : X → Y be a morphism between algebraic varieties with B-actions and assume
that f commutes with the B-actions. Then we have functors f !, f∗ : DbB(Y ) → D
b
B(X) and
f!, f∗ : D
b
B(X)→ D
b
B(Y ). We also have the Verdier dual functor D = DX : D
b
B(X)→ D
b
B(X).
For F ∈ DbB(X), we denote the n-th B-equivariant cohomology of F by H
n
B(X,F) and we
put H•B(X,F) =
⊕
nH
n
B(X,F). We also put Hom
•
Db
B
(X)
(F ,G) =
⊕
nHomDbB(X)
(F ,G[n]) for
F ,G ∈ DbB(X). The constant sheaf on X is denoted by KX or just K. The analogous notation
apply for ind-varieties.
3.2. Theorem. Let G be a Kac-Moody group over C attached to a generalized Cartan matrix
and a realization of the generalized Cartan matrix. We also have a Borel subgroup B ⊂ G, the
unipotent radical U ⊂ B and a Cartan subgroup T ⊂ B such that B = TU .
Let Φ be the set of roots, Π the set of simple roots and W the Weyl group. For each
α ∈ Φ, we have the reflection sα ∈ W . The subset S = {sα | α ∈ Π} gives a structure of a
Coxeter system to W . Let X∗(T ) be the character group of T and set V = X∗(T )⊗Z K. For
each s = sα ∈ S with α ∈ Π, we put αs = α and α
∨
s = α
∨. Then with (V, {(αs, α
∨
s )}s∈S),
we have the category of Soergel bimodules Sbimod. We say that a subset I ⊂ Π is of finite
type if the subgroup of W generated by S0 = {sα | α ∈ I} is finite. We fix such I and put
ISbimod = S0Sbimod, WI =WS0 .
With I, we have a parabolic subgroup PI ⊂ G. Let IX = PI\G be the generalized flag
variety attached to I. We also putX = ∅X. For each w ∈WI\W , we have the Schubert variety
IX≤w ⊂ IX and the Schubert cell IXw ⊂ IX≤w. We set IX<w = IX≤w \ IXw We denote the
inclusion maps IX≤w →֒ IX, IX<w →֒ IX and IXw →֒ IX by j≤w, j<w and jw, respectively.
If J is a subset of I, we have the projection πI,J : JX → IX. Let ParityB(IX) ⊂ D
b
B(IX) the
category of B-equivariant parity sheaves on IX with respect to the stratification by Bruhat
cells [JMW14]. For each w ∈ WI\W , there exists an indecomposable parity sheaf IE(w) such
that supp(IE(w)) ⊂ IX≤w and E(w)|IXw ≃ K[ℓ(w)]. The functors πI,J,∗ and π
∗
I,J preserve the
parity sheaves [JMW14, Proposition 4.10].
Throughout this section, we assume the following.
• The torsion primes of LI are invertible in K. (See [JMW14, 2.6].)
• Let α, β be the distinct positive root of LI . Then {α, β} is linearly independent in
V/mV for any maximal ideal m ⊂ K.
• [Abe19, Assumption 3.2] holds.
Let F ∈ DbB(IX) and G ∈ D
b
B(X). We define the convolution product F ∗ G ∈ D
b
B(IX) as
follows. Let p : G→ IX be the natural projection and
m : IX
B
×G→ IX, q : IX ×G→ IX
B
×G
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be the action map of G on X and the natural projection, respectively. Then there exists unique
F
B
⊠ p∗G ∈ DbB(IX
B
×G) such that q∗(F
B
⊠ p∗G) ≃ F ⊠ p∗G. Now we put F ∗ G = m∗(F
B
⊠ p∗G).
If F ∈ ParityB(IX) and G ∈ ParityB(X) then F ∗ G ∈ ParityB(IX) [JMW14, Theorem 4.8].
In this section we prove the following. We denote πI,J,∗ (resp. π
∗
I,J) for πSI ,SJ ,∗ (resp. π
∗
SI ,SJ
)
where SI = {sα | α ∈ I}. Note that this notation is the same as the push-forward (resp.
pull-back) with respect to πI,J : JX → IX.
Theorem 3.1. There exists an equivalence of categories IH : ParityB(IX) → ISbimod. The
functor satisfies the following.
(1) For F ∈ ParityB(IX) and G ∈ ParityB(X), we have IH(F ∗ G) ≃ IH(F)⊗ H(G), here
we put H = ∅H.
(2) For J ⊂ I, we have IH ◦ πI,J,∗ ≃ πI,J,∗ ◦ JH and JH ◦ π
∗
I,J ≃ π
∗
I,J ◦ IH.
(3) We have D ◦ IH ≃ IH ◦D.
The functor IH is given by taking the global sections. We will give the definition in the next
subsection.
3.3. The functor IH. Let F ∈ D
b
B(IX) and we put IH(F) = H
•
B(IX,F) =
⊕
n∈ZH
n
B(IX,F)
where HnB is the B-equivariant cohomology. This is an H
•
B(IX)-module. Recall that R =
S(V ) = S(X∗(T ) ⊗Z K) and R
WI the subalgebra of WI -fixed elements. We have a natu-
ral homomorphism RWI ⊗K R ≃ H
•
PI×B
(pt) → H•PI×B(G) ≃ H
•
B(IX). Hence IH(F) is an
(RWI , R)-bimodule.
Recall that Q is a fractional field of R. Note that we have H•B = H
•
T . By the localization
theorem,
IH(F)⊗R Q = H
•
T (IX
T ,F|
IX
T )⊗R Q.
The T -fixed points of IX
T is parametrized by WI\W . For w ∈ WI\W , we denote the corre-
sponding T -fixed point by the same letter w. Then we have F|
IX
T =
⊕
w∈WI\W
Fw. Therefore
we get
IH(F)⊗R Q =
⊕
w∈W
H•T ({w},Fw)⊗R Q.
For f ∈ RWI and m ∈ H•T ({w},Fw), we have fm = mw
−1(f). Therefore by putting IH(F)
w
Q =
H•T ({w},Fw)⊗R Q, we have IH(F) ∈ IC.
For F ∈ DbB(IX), the complex RΓB(IX,F) can be regarded as a dg-H
•
B(IX)-module. Hence
this is a dg-(RWI , R)-bimodule. The proof of the following proposition is taken from [BY13,
Proposition 3.2.1].
Proposition 3.2. Let F ∈ DbB(IX) and G ∈ D
b
B(X). Then, as dg-(R
WI , R)-bimodules, we
have RΓB(IX,F)
L
⊗R RΓB(X,G) ≃ RΓB(IX,F ∗ G).
Proof. Set X˜ = U\G. Then T acts on X˜ from the left. Consider the action of T ×T on IX×X˜
defined by (t1, t2)(x, y) = (xt
−1
1 , t2x). The action of diag(T ) ⊂ T × T is free and the quotient
space is IX
T
× X˜. On this space, we have an action of (T × T )/diag(T ).
Let p : X˜ → X be the natural projection. Then there exists a unique object F
T
⊠ p∗G ∈
Db(T×T )/ diag(T )×B(IX
T
× X˜) such that q∗(F
T
⊠ G) ≃ F ⊠ p∗(G) where q : IX × X˜ → IX
T
× X˜ is
the natural projection. By [BY13, Corollary B.4.2], we have RΓ(T×T )/diag(T )×B(IX
T
× X˜,F
T
⊠
p∗G)
L
⊗H•
T×T/ diag(T )
(pt) K ≃ RΓB(IX
T
× X˜,F
T
⊠ p∗G) here B acts on X˜ from the right. The left
hand side is isomorphic to RΓT×T×B(IX × X˜,F ⊠ p
∗G)⊗H•
T×T/ diag(T )
(pt)K ≃ RΓ
•
T (IX,F) ⊗
L
R
RΓT×B(X˜, p
∗G) and RΓT×B(X˜, p
∗G) ≃ RΓB(X,G) since the action of T on X˜ is free. Hence
RΓB(IX,F)
L
⊗RRΓB(X,G) ≃ RΓB(IX
T
×X˜,F
T
⊠p∗G). Both projections IX
T
×G→ IX
T
×X˜ and
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IX
T
× G → IX
B
× G are fibrations such that fibers are isomorphic to pro-affine spaces. Hence
RΓB(IX
T
× X˜,F
T
⊠ p∗G) ≃ RΓB(IX
B
× X˜,F
B
⊠ p∗G). By the definition of the convolution, the
last one is isomorphic to RΓB(IX,F ∗ G). 
For s ∈ S, let j≤s : X≤s →֒ X be the inclusion map. Since X≤s ≃ P
1, it is easy to see
that j≤s,∗K[1] is an indecomposable parity sheaf. Therefore it is isomorphic to E(s). Hence
we have H(E(s)) ≃ H•B(X≤s,K[1]) ≃ Bs. Since this is free as a left R-module, with the above
proposition, we get H(F ∗E(s)) ≃ H(F)⊗RBs as an (R
WI , R)-bimodules for any F ∈ DbB(IX).
Lemma 3.3. We have IH(F ∗ E(s)) ≃ IH(F)⊗Bs as objects in IC.
Proof. Let F ∈ DbB(IX) and G ∈ D
b
B(X). For x ∈ WI\W and y ∈ W , we fix representatives
in G and denote the representatives by the same letter x, y. Let p : G→ X, q : X˜ → X be the
natural projections and Y the inverse image of PIxy ∈ IX by the action map IX
B
×G → IX.
Then we have
RΓT ((F ∗ G)xy) ≃ RΓT (Y, (F
B
⊠ p∗G)Y )
Let z0 be the image of (PIx, y) in IX
B
×G. Then z0 ∈ Y and it is fixed by T . Hence we have a
natural map
RΓT (Y, (F
B
⊠ p∗G)Y )→ RΓT ({z0}, (F
B
⊠ p∗G)z0).
Denote the inverse image of z0 under IX
T
×G→ IX
B
×G by Z2 and the image of Z2 under IX
T
×X˜
by Z1. Then U ≃ Z2 by u 7→ [(PIxu
−1, uy)] and Z1 is the image of IXx × {Uy} ⊂ IX × X˜
in IX
T
× X˜ . Therefore Z2 → {z0} and Z2 → Z1 are fibrations whose fibers are isomorphic to
pro-affine spaces. Hence
RΓT ({z0}, (F
B
⊠ p∗G)z0) ≃ RΓT (Z1, (F
T
⊠ q∗G)Z1)
Let z1 be the image of (PIx,Uy) ∈ IX × X˜ in IX
T
× X˜. This is a (T × T )/diag(T )-fixed point
and containing Z1. Hence we have a natural morphism
RΓT (Z1, (F
T
⊠ q∗G)Z1)→ RΓT ({z1}, (F
T
⊠ q∗G)z1)
As in the proof of the above proposition, we have
RΓT ({z1}, (F
T
⊠ q∗G)z1) ≃ RΓ((T×T )/ diag(T ))×T ({z1}, (F
T
⊠ q∗G)z1)
L
⊗H•
(T×T )/ diag T
(pt) K.
Let Z be the inverse image of z1 by IX × X˜ → IX
T
× X˜ . Then Z ≃ {PIx} × Z0 where
Z0 = {Uty | t ∈ T} and Z → {z1} is a T -torsor. We have
RΓ((T×T )/diag(T ))×T (z1, (F
T
⊠ q∗G)z1)
L
⊗H•
(T×T )/ diag T
(pt) K
≃ RΓT×T×T (Z, (F ⊠ q
∗G)|Z)
L
⊗H•
(T×T )/ diag T
(pt) K
≃ RΓT ({PIx},FPIx)
L
⊗R RΓT×T (Z0, q
∗GZ0)
≃ RΓT ({PIx},FPIx)
L
⊗R RΓT ({By},GBy)
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since T acts on Z0 freely. Hence we get a map RΓT ((F ∗ G)xy)→ RΓT (x,Fx)
L
⊗R RΓT (y,Gy).
By the construction, the following diagram is commutative:
RΓB(IX,F ∗ G) RΓB(IX,F)
L
⊗R RΓB(X,G)
RΓT ({xy}, (F ∗ G)xy) RΓT ({x},Fx)
L
⊗R RΓT ({y},Gy).
∼
Now let G = E(s). Then both H(G) and H•T ({y},Gy) are free as a left R-module. Therefore,
by taking the cohomology and tensoring Q, we get the following commutative diagram:
IH(F ∗ G)Q IH(F)Q ⊗R H(G)Q
IH(F ∗ G)
xy
Q IH(F)
x
Q ⊗R H(G)
y
Q.
∼
Therefore, for each w ∈W , we have
IH(F ∗ G)Q IH(F)Q ⊗R H(G)Q
IH(F ∗ G)
w
Q
⊕
xy=w IH(F)
x
Q ⊗Q H(G)
y
Q (IH(F)⊗H(G))
w
Q.
∼
Hence the isomorphism IH(F ∗ E(s)) ≃ IH(F)⊗R Bs is an isomorphism in C. 
Proposition 3.4. Let J ⊂ I be a subset. Then we have IH ◦ πI,J,∗ ≃ πI,J,∗ ◦ JH.
Proof. Let F ∈ DbB(JX). Since H
n
B(IX,πI,J,∗F) ≃ H
n
B(JX,F), we have IH(πI,J,∗(F)) ≃
πI,J,∗(JH(F)) as (R
WI , R)-bimodules. For each w ∈ WI\W , by the localization theorem, we
have
HnT ({w}, πI,J,∗(F)w)⊗R Q ≃ H
n
T (π
−1
I,J({w}),F|π−1I,J (w)
)⊗R Q
≃ HnT ((π
−1
I,J({w}))
T ,F|(π−1I,J ({w}))T
)⊗R Q.
Since (π−1I,J({w}))
T = {x ∈WJ\W | x = w} where x is the image of x in WI\W , we have
HnT ((π
−1
I,J({w}))
T ,F|(π−1I,J ({w}))T
)⊗R Q ≃
⊕
x∈WJ\W, x=w
HnT ({x},F|{x})⊗R Q
= (πI,J,∗ IH(F))
w
Q.
Therefore IH(πI,J,∗(F)) ≃ πI,J,∗(JH(F)) in IC. 
Corollary 3.5. We have IH(ParityB(IX)) ⊂ ISbimod.
Proof. First we assume that I = ∅. Any object in ParityB(X) is a direct summand of a direct
sum of objects of a form E(s1) ∗ · · · ∗ E(sl)[n] where s1, . . . , sl ∈ S and n ∈ Z. Hence the
corollary follows from Lemma 3.3.
In general, let F ∈ ParityB(IX). We may assume that F ≃ IE(w) for some w ∈ WI\W .
The object πI,∅,∗(E(w−)) is a parity sheaf. By the support estimating, πI,∅,∗(E(w−)) contains
IE(w)[l] as a direct summand for some l ∈ Z. Hence IH(IE(w)) is a direct summand of
IH(πI,∅,∗(E(w−)[−l])) ≃ πI,∅,∗(IH(E(w−)[−l]))). Since IH(E(w−)[−l]) ∈ Sbimod, we have
IH(IE(w)) ∈ ISbimod. 
Corollary 3.6. For F ∈ ParityB(IX) and G ∈ ParityB(X), we have IH(F ∗ G) ≃ IH(F) ⊗
H(G).
Proof. Since H(G) ∈ Sbimod is free as a left R-module, the same proof of Lemma 3.3 can
apply. 
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Lemma 3.7. For F ∈ ParityB(IX), we have IH(D(F)) ≃ D(IH(F)).
Proof. This follows the equivariant Poincaré duality and the freeness of IH(F) as a right R-
module. 
3.4. Proof of Theorem 3.1. Let Z be a closed subset of IX which is a union of Schubert
cells and U = IX \ Z. By putting F to be the constant sheaf in [JMW14, Corollary 2.9], for
j : U →֒ IX and i : Z →֒ IX, the sequence
0→ IH(i∗i
!G)→ IH(G)→ IH(j∗j
!G)→ 0
is exact for !-parity G ∈ DbB(IX).
Remark 3.8. [JMW14, Corollary 2.9] only states that IH(G) → IH(j∗j
!G) is surjective. The
long exact sequence attached to the triangle i∗i
!G → G → j∗j
!G
+1
−−→ implies that the kernel is
isomorphic to IH(i∗i
!G).
Since G is a !-parity sheaf, j!G and i!G are !-parity. Hence by [JMW14, Proposition 2.6],
we have a (non-canonical) isomorphism IH(i∗i
!G) ≃
⊕
w∈WI\W,IXw⊂Z
H•B(j
!
wG). Since j
!
wG
is isomorphic to a direct sum of shifts of the constant sheaf, H•B(j
!
wG) is graded free as a
H•B(pt) ≃ R-module. Hence IH(i∗i
!G) is graded free. By the same argument, IH(j∗j
!G) is also
graded free.
We apply the above argument to G = D(F) where F ∈ DbB(IX) is a ∗-parity sheaf. Since
IH(D(F)) is free, we have D(IH(D(F))) ≃ IH(D
2(F)) ≃ IH(F). Hence IH(F) is graded free.
Similarly we have D(IH(i∗i
!D(F))) ≃ IH(i!i
∗F) and D(IH(j∗j
!D(F))) ≃ IH(j!j
∗F) and both
are graded free. Therefore we get an exact sequence
(3.1) 0→ IH(j!j
∗F)→ IH(F)→ IH(i!i
∗F)→ 0
and each term is a graded free R-module.
Lemma 3.9. Let M1,M,M2 ∈ IC with a sequence 0 → M1 → M → M2 → 0 in IC which is
exact as (RWI , R)-bimodules. Let A ⊂WI\W and assume that suppW (M1) ⊂ A, suppW (M2) ⊂
(WI\W ) \ A and M2 is torsion-free as a right R-module. Then we have M1 ≃ MA and
M2 ≃M
(WI\W )\A.
Proof. We regard M1 as a submodule of M . Then M1 ⊂ MA is obvious. Let m ∈ MA. Then
the image of m in M2 ⊗R Q is zero. By the assumption, m = 0 in M2. Hence m ∈M1. 
Lemma 3.10. Keep the above notation and let A ⊂ WI\W be the subset such that Z =⋃
w∈A IXw. Set A
c = (WI\W ) \ A.
(1) If F ∈ DbB(IX) is ∗-parity, IH(j!j
∗F) ≃ IH(F)Ac and IH(i!i
∗F) ≃ IH(F)
A.
(2) If F ∈ DbB(IX) is !-parity, IH(j∗j
!F) ≃ IH(F)
Ac and IH(i∗i
!F) ≃ IH(F)A.
Proof. We have IH(F)
w
Q = H
•
T ({w}, (j!j
∗F)w) ⊗R Q and it is zero if w /∈ A
c. Therefore
suppW (IH(j!j
∗F)) ⊂ Ac. Similarly we also have suppW (IH(i!i
∗F)) ⊂ A. Therefore, by the
exact sequence (3.1) and since IH(i!i
∗F) is free (hence tosion-free) R-module, we get (1).
We prove (2). If w /∈ A, then (i∗i
!F)w = 0. Hence IH(i∗i
!F)wQ = 0. Therefore we have
suppW (IH(i∗i
!F)) ⊂ A. Let w ∈ A. We have dimQ IH(j∗j
∗F)wQ = dimQD(IH(j∗j
∗F))wQ =
dimQ IH(j!j
!(D(F)))wQ = 0. Hence suppW (IH(j∗j
∗F)) ⊂ Ac. We get (2) with the previous
lemma. 
Lemma 3.11. Let Z ′ =
⋃
w∈A′ IXw ⊂ Z be a closed subset and set U
′ = IX \ Z. Put
Y = Z ∩ U ′ and denote the inclusions Z →֒ IX, U
′ →֒ IX, Y →֒ IX by i
′, j′, a, respectively.
Let F ∈ DbB(IX).
(1) If F is ∗-parity, then 0→ IH(j!j
∗F)→ IH(j
′
!(j
′)∗F)→ IH(a!a
∗F)→ 0 is exact.
(2) If F is !-parity, then 0→ IH(i
′
∗(i
′)!F)→ IH(i∗i
!F)→ IH(a∗a
!F)→ 0 is exact.
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Proof. Note that j′!(j
′)∗F is ∗-parity if F is ∗-parity. By (3.1), we have an exact sequence
0 → IH(j!j
∗j′!(j
′)∗F) → IH(j!j
∗F) → IH(i!i
∗j′!(j
′)∗F) → 0. We have j!j
∗j′!(j
′)∗ ≃ j!j
∗ and
i!i
∗j′!(j
′)∗ ≃ a!a
∗. (2) follows from a similar argument. 
In particular, IH(jw!j
∗
wF) ≃ IH(F)≥w/ IH(F)>w.
Lemma 3.12. Let F ∈ ParityB(IX) and w ∈WI\W .
(1) Take nw,k ∈ Z≥0 such that j
∗
wF ≃
⊕
k K[k]
⊕nw,k . Then the coefficient of 1 ⊗ Hw− in
Ich(IH(F)) is v
−ℓ(w−)
∑
k nw,kv
k.
(2) Take mw,k ∈ Z≥0 such that j
!
wF ≃
⊕
k K[k]
⊕mw,k . Then the coefficient of 1 ⊗Hw− in
Ich(IH(F)) is v
ℓ(w−)
∑
mw,kv
−k.
Proof. We prove (2) first. We have
D(IH(jw!j
∗
w(D(F)))) ≃ IH(jw∗j
!
wF)
≃
⊕
k
H•B(IXw,K[k]
mw,k )
≃
⊕
k
R(k)mw,k .
By the previous lemma, we have IH(jw!j
∗
wF) ≃ H(F)≥w/H(F)>w. Hence the coefficient of
1⊗Hw− in Ich(IH(D(F))) is v
ℓ(w−)
∑
kmw,kv
−k. We have Ich(IH(D(F))) = Ich(IH(F)).
We prove (1). We have j!wD(F) ≃
⊕
kD(KIXw)[−k]
nw,k . Since IXw ≃ A
ℓ(w−), we have
D(K
IXw
) ≃ K
IXw
[2ℓ(w−)]. Hence j
!
wD(F) ≃
⊕
k KIXw [2ℓ(w−)−k]
nw,k . By (2), the coefficient
of Hw in Ich(IH(D(F))) = Ich(IH(F)) is v
ℓ(w−)
∑
k nw,2ℓ(w−)−kv
−k = v−ℓ(w−)
∑
k nw,kv
k. 
Lemma 3.13. For any F ,G ∈ ParityB(IX), Hom
•
ParityB(IX)
(F ,G) is graded free and we have
grkHom•ParityB(IX)
(F ,G) = grkHom•
ISbimod
(IH(F), IH(G)).
Proof. Take nw,k ∈ Z≥0 (resp. mw,k ∈ Z≥0) such that j
∗
wF ≃
⊕
k K[k]
nw,k (resp. j!wG ≃⊕
k K[k]
mw,k ). By [JMW14, Proposition 2.6], we have
Hom•ParityB(IX)
(F ,G) ≃
⊕
w
HomDbB(IXw)
(j∗wF , j
!
wG)
≃
⊕
w
⊕
k,l
Hom•DbB(IXw)
(K[k]nw,k ,K[l]mw,l)
=
⊕
w
⊕
k,l
R(−k + l)
⊕
nw,kmw,l .
This is graded free and, by Theorem 2.30 and Lemma 3.12, the graded rank is equal to
grkHom•
ISbimod
(IH(F), IH(G)). 
Now we are ready to prove that IH is fully-faithful. By the following lemma, we may assume
K is a field.
Lemma 3.14. Let K′ be a K-algebra.
(1) Let F ,G ∈ ParityB(IX). Then K
′ ⊗K Hom(F ,G) ≃ Hom(K
′ ⊗K F ,K
′ ⊗K G).
(2) Let M,N ∈ ISbimod. Then K
′ ⊗K Hom(M,N) ≃ Hom(K
′ ⊗KM,K
′ ⊗K N).
Proof. (1) follows from an argument of [JMW14, Proposition 2.6]. For (2), we may assume N =
πI,∅,∗(N0). Then Hom(M,N) ≃ Hom(π
∗
I,∅M,N0) and Hom(K
′ ⊗KM,K
′ ⊗K N) ≃ Hom(K
′ ⊗K
π∗I,∅M,K
′⊗KN0). Hence we may assume I = ∅. Moreover we may assumeM = Bs1 ⊗· · ·⊗Bsl
and N = Bt1 ⊗ · · · ⊗Btr for some s1, . . . , sl, t1, . . . , tr ∈ S. Then Hom(M,N) and Hom(K
′ ⊗K
M,K′ ⊗K N) has a basis called double leaves [Abe19, Theorem 5.5]. From the construction of
double leaves basis, they correspond to each other by the base change to K′. Hence we have
(2). 
Lemma 3.15. The functor IH : ParityB(IX)→ ISbimod is fully-faithful.
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Proof. We assume K is a field. By Lemma 3.13, it is sufficient to prove that the natural map
HomParityB(IX)(F ,G) → HomISbimod(IH(F), IH(G)) is injective for F ,G ∈ ParityB(IX). Let
Y =
⋃
w∈A IXw ⊂ IX be a closed subset such that #A < ∞ and f : Y →֒ IX the inclusion
map. We prove Hom(F , f∗f
!G)→ Hom(IH(F), IH(f∗f
!G)) is an isomorphism by induction on
#A.
Let w ∈ A be a maximal element and set Z = Y \ IXw, U = IX \ Z. Let i : Z →֒ IX and
j : U →֒ IX be the inclusion maps. Set A
′ = A\{w}. Then we have the following commutative
diagram
(3.2)
0
Hom(F , i∗i
!G) Hom(IH(F), IH(i∗i
!G))
Hom(F , f∗f
!G) Hom(IH(F), IH(f∗f
!G))
Hom(F , jw∗j
!
wG) Hom(IH(F), IH(jw∗j
!
wG)).
Here we use i∗i
!f∗f
! ≃ i∗i
! and j∗j
!f∗f
! ≃ jw∗j
!
w. By Lemma 3.11, the right column is exact.
The first row is injective by inductive hypothesis. It is sufficient to prove that the last row is
injective.
Note that we have an equality
HomH•
B
(IXw)
(H•B(IXw, j
∗
wF),H
•
B(IXw, j
!
wG)) = HomIC(IH(jw∗j
∗
wF), IH(jw∗j
!
wG)).
Indeed, we have H•B(IXw, j
∗
wF) = IH(jw∗j
∗
wF), H
•
B(IXw, j
!
wG) = IH(jw∗j
!
wG) and H
•
B(IXw) ≃
R. Hence the right hand side is contained in the left hand side. We have suppW (IH(jw∗j
∗
wF)) ⊂
{w} as in the proof of Lemma 3.10. Since H•B(IXw, j
∗
wF) = IH(jw∗j
∗
wF) is free R-module, we
have IH(jw∗j
∗
wF) →֒ IH(jw∗j
∗
wF)
w
Q and the same is true for jw∗j
!
wG. Therefore any R-module
homomorphism IH(jw∗j
∗
wF) → IH(jw∗j
!
wG) is a morphism in IC, hence we have the above
equality.
The last row of (3.2) is decomposed into
HomDb
B
(IX)
(F , jw∗j
!
wG) ≃ HomDb
B
(IXw)
(j∗wF , j
!
wG)
→ HomH•B(IXw)(H
•
B(IXw, j
∗
wF),H
•
B(IXw, j
!
wG))
= Hom
IC
(IH(jw∗j
∗
wF), IH(jw∗j
!
wG))
→ Hom
IC
(IH(F), IH(jw∗j
!
wG)),
here the last map is induced by F → jw∗j
∗
wF . The second morphism is an isomorphism since
j∗wF and j
!
wG are constant. Therefore it is sufficient to prove that the last map is injective.
We have the commutative diagram
Hom(IH(F), IH(jw∗j
!
wG)) Hom(IH(j!j
∗F), IH(jw∗j
!
wG))
Hom(IH(jw∗j
∗
wF), IH(jw∗j
!
wG)) Hom(IH(jw!j
∗
wF), IH(jw∗j
!
wG)).
The right row is injective by Lemma 3.11. Therefore it is sufficient to prove the lower column
is injective.
Note that H•B(IXw) ≃ H
•
B(pt) ≃ R. Since j
∗
wF is constant and IXw ≃ A
ℓ(w−), the
natural map H•B(IXw, j
∗
wF) ⊗H•B(IXw) H
•
B,c(IXw) → H
•
B,c(IXw, j
∗
wF) is an isomorphism and
H•B,c(IXw) is free of rank one as a H
•
B(IXw) ≃ R-module generated by some u ∈ H
2ℓ(w0)
B,c (IXw).
Let a ∈ R ≃ H
2ℓ(w−)
B (IXw) be the image of u under H
•
B,c(IXw) →֒ H
•
B(IXw). Then we
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have IH(jw!j
∗
wF) = H
•
B,c(IXw, j
∗
wF) ≃ H
•
B(IXw, j
∗
wF)a = IH(jw∗j
∗
wF)a. The R-module
IH(jw∗j
!
wG) is a free, hence it is torsion-free. Hence the map Hom(IH(jw∗j
∗
wF), IH(jw∗j
!
wG))→
Hom(IH(jw!j
∗
wF), IH(jw∗j
!
wG)) which is given by the restriction to IH(jw∗j
∗
wF)a, is injec-
tive. 
Proof of Theorem 3.1. We prove that IH is essentially surjective. Let M ∈ ISbimod. Then M
is a direct summand of a direct sum of objects of a form πI,∅,∗(Bs1 ⊗ · · · ⊗ Bsl)(n) for some
s1, . . . , sl ∈ S and n ∈ Z. By Lemma 3.3 and 3.4, there exists F ∈ ParityB(IX) such that M is
a direct summand of IH(F). Since IH is fully-faithful, there exists F
′ such that M ≃ IH(F
′).
By taking the left adjoint functors of IH◦πI,J,∗ ≃ πI,J,∗◦IH, we get π
∗
I,J ◦IH ≃ JH◦π
∗
I,J . 
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