Abstract. It is shown that the closure of the set of Fourier coefficients of the Bernoulli convolution µ θ parameterized by a Pisot number θ, is countable. Combined with results of Salem and Sarnak, this proves that for every fixed θ > 1 the spectrum of the convolution operator f → µ θ * f in L p (S 1 ) (where S 1 is the circle group) is countable and is the same for all p ∈ (1, ∞), namely, { µ θ (n) : n ∈ Z}. Our result answers the question raised by P. Sarnak in [8] . We also consider the sets { µ θ (rn) : n ∈ Z} for r > 0 which correspond to a linear change of variable for the measure. We show that such a set is still countable for all r ∈ Q(θ) but uncountable (a non-empty interval) for Lebesgue-a.e. r > 0.
Introduction and main results
Let ν be a Borel probability measure on S 1 = R/Z, and let
be the convolution operator, namely, T ν f := ν * f . Put
It is shown by Sarnak [8] that if the closure F ν has capacity zero, then the following identity relation for the spectra of T ν in different L p (S 1 ) is satisfied:
The present paper deals with the case when ν is a Bernoulli convolution. Recall that for any θ > 1 the Bernoulli convolution parameterized by θ is defined as follows:
(where δ x denotes the Dirac δ-measure at x). Thus,
cos(2πθ −k t).
We can view µ θ as a measure on the line, i.e., t ∈ R in (1.2). The induced measure on the circle has Fourier coefficients { µ θ (n) : n ∈ Z}.
As is well known, supp µ θ ⊂ I θ = [− ] for any θ > 1. Moreover, for θ > 2 the measure µ θ is usually called the Cantor-Lebesgue measure (parameterized by θ), and its support is the Cantor set with constant dissection ratio θ. On the other hand, supp µ θ = I θ for θ ∈ (1, 2] .
In [7, Th II, p. 40] it is shown that unless θ is a Pisot number (an algebraic integer greater than 1 whose conjugates are all less than 1 in modulus), µ θ (t) → 0 as t → +∞ along the reals, whence F µ θ is countable and thus, (1.1) is satisfied.
Sarnak [8] considered the case of the classical Cantor-Lebesgue measure (θ = 3), for which he proved that F µ θ is countable and therefore (1.1) holds. As stated in [8] , the same approach can be applied to the case of an arbitrary integer θ ≥ 3, and the only case left is the irrational Pisot numbers θ. The question about the limit points of the Fourier coefficients for this class of measures was raised in [8] .
Theorem 1.1. The set of limit points of the sequence { µ θ (n) : n ∈ Z}, with an irrational Pisot parameter θ, is countable, so (1.1) holds for ν = µ θ . Remark 1.2. There is apparently another way to obtain (1.1) for ν = µ θ , without getting countability of the spectrum. It is known that if a Borel probability measure ν on S 1 is L p -improving 1 , then, like in the case in question, (1.1) holds, see [5, Th. 4 .1]. Christ [3] proved that µ θ is L p -improving for all θ > 2, and he made a remark that the same argument works for θ ∈ (1, 2) as well.
Since we are considering measures on the circle, one may argue that it is in fact more natural to have the Bernoulli convolution measure supported on an interval of length 1, rather than on I θ (whose length
If ν improves some L p , then it improves all of them for 1 < p < +∞, see [5] .
is 2θ/(θ − 1) > 1). This is achieved by a linear change of variable, resulting in the Fourier coefficients { µ((
)n) : n ∈ Z}, and we show that the analog of Theorem 1.1 is still valid (see below).
More generally, one may inquire what happens under an arbitrary scale change. It turns out that the situation is rather delicate.
For r > 0 put F ν, r := { ν(rn) : n ∈ Z}.
For a set E ⊂ R let E ′ denote the derived set of E, that is, the set of its limit points. Theorem 1.3. Let θ = 2 be a Pisot number. Then (i) for any positive r ∈ Q(θ), the set F ′ µ θ ,r is countable; (ii) for Lebesgue a.e. r > 0, the set F ′ µ θ ,r is a non-empty interval. Corollary 1.4. For any θ > 2, the spectrum in L p (S 1 ), p > 1, of the convolution operator corresponding to the Cantor-Lebesgue measure with the constant dissection ratio θ, constructed on [0, 1)
This follows from Theorem 1.3 (i), since
∈ Q(θ) and translating the measure by 1 2 results in multiplying the Fourier coefficients by
, it is natural to ask what is the cardinality of the second, third, etc., derived sets for F µ θ ,r . The following theorem answers this question. Theorem 1.5. For any Pisot θ = 2 and any positive r ∈ Q(θ) the set F (n) µ θ ,r is countable for each n ≥ 1.
Proof of countability: the model case
The core of the paper is the proof of Theorem 1.3 (i) (which, of course, implies Theorem 1.1). Our proof is loosely based on the method used in [8] for θ = 3. On the other hand, the case of irrational θ requires extra tools more common for the theory of Pisot numbers (in the spirit of the monograph [2, Chapter VIII]).
The structure of the rest of the paper is as follows: in this and the next sections we are going to show that
. Note that our proof applies to the case θ ∈ N as well. Combined with Theorem 1.5 (proved in Section 4) this yields Theorem 1.3 (i). Theorem 1.3 (ii) is also proved in Section 4.
The Pisot numbers θ = 2 are distinguished by the fact that µ θ (t) → 0, as t → +∞ over the reals. This was proved by Erdős [4] (for integers θ > 2 this had been known earlier). It is easy to see that also µ θ (n) → 0, as n → +∞ over the integers, see Section 4. If θ = 2, then µ θ is absolutely continuous, so there is nothing to prove.
For the rest of the paper, we fix a Pisot number θ = 2 and denote by θ 2 , . . . , θ m the conjugates of θ = θ 1 . Since θ is Pisot,
(ρ = 0 if and only if θ ∈ N). Let us begin the proof of the inequality (2.1). Denote by · , · the nearest integer and the distance to the nearest integer respectively.
To simplify notation, denote µ := µ θ . It suffices to prove that there are at most countable many limit points for the set {| µ(rn)| : n ∈ N}. Fix η > 0 and assume that integers n k → +∞ are such that
Similarly to [8] , our goal is to show that there can be only a countable set of such a's for any fixed η; this will yield (2.1).
Let m be the degree of θ, with the minimal polynomial
For the rest of the paper we fix a δ which satisfies
The reason for the choice of δ is the following Lemma 2.1. Suppose that |δ
Proof. By our condition and (2.7), for j ≥ A k + 1,
As K (k) j 's and d i 's are integers, we are done.
We want to estimate the number of δ (k) j 's that are greater than δ in modulus. Let L ∈ N be such that (cos(πδ)) L ≤ η/2. It follows from (2.3) and (2.6) that for k sufficiently large, (2.9)
Since we only care about the limit, we can assume without loss of generality that (2.9) holds for all k.
The rest of the proof is somewhat technical, so we believe that it is helpful first to present a sketch in the special model case L k = 1 and r = 1. This will be done in the rest of the section.
Thus, let us assume for the moment that δ
By passing to a subsequence, we can assume that we actually have one of the following cases:
Case 1:
Case 1. By Lemma 2.1, the sequence {K
j in terms of θ and its conjugates θ 2 , . . . , θ m as follows:
Observe that the coefficients c
is the nearest integer to y k θ j ). Thus, there are finitely many possibilities for c
and we can assume, passing to a subsequence, that c
Let y := c 1 ; the first important point is that y ∈ Q(θ). This follows from the Cramer's Rule, solving the linear system (2.10), with j = R+1, . . . , R+m, for c i . Alternatively, note that yθ j → 0 as j → +∞ by (2.10), and the fact that y ∈ Q(θ) is a part of the well-known PisotVijayaraghavan theorem (see [2] ). Now comes the crucial point-we have to use that n k is an integer 2 . We assumed that r = 1, so n k = 1 2
, since both sides are integers. Hence by (2.5) and (2.10),
where ρ is given by (2.2) and the implied constant in O is independent of k. Thus,
, and an elementary argument yields
(A more general statement is proved below, in Lemma 3.2.) Since the right-hand side depends only on y ∈ Q(θ), the number of possible limit points in this case is at most countable.
j 's satisfy the recurrence relation (2.8) for j = 1, . . . , N k − R − m − 1, when k is sufficiently large. Passing to a subsequence, we can assume that K
Again we have y ∈ Q(θ). Extend K j by (2.11) to j = N k − R, . . . , N k ; in other words, we extend K j to satisfy the recurrence relation (2.8).
We cannot claim that
. . , N k ; however, it is easy to see from the recurrence that
(This is proved below, in Lemma 3.1.) Again, passing to a subsequence, we can assume that K
Using that n k is an integer, we obtain
where the implied constant in O is independent of k.
, and it is not hard to show that
(A more general statement will be proved below, in Lemma 3.2.) Since y ∈ Q(θ) and A ∈ Z, the number of possible limit points in this case is again at most countable.
satisfy the recurrence relation (2.8). As in Case 2, we can assume by passing to a subsequence that K
for some y ∈ Q(θ), c 2 , . . . , c m . Also, as in Case 2, we extend K j to j ≥ J k to satisfy the same recurrence relation and check that
Because of the bounds on S i , so we can assume that they do not depend on k, passing to a subsequence. Let
Thus, using that n k is an integer, we obtain
(We will prove a more general statement below, in Lemma 3.2.) As y, z ∈ Q(θ), the number of possible limit points in this case is at most countable. This concludes the sketch of the proof of (2.1) in the model case L k = 1 and r = 1. The idea for the general case is as follows: we gather all indices j, for which δ (k) j > δ, in groups in such a way that the distance between any two adjacent groups goes to the infinity as k → ∞. Then we treat each group similarly to one of the three cases considered in this section, depending on the position of this group ("beginning", "middle" or "end") and finally, justify passing to the limit in the key Lemma 3.2.
Proof of countability: the general case
We continue with the proof of the general case where we left it, after the definition of L k (2.9). Let 1 ≤ I
We can find M ∈ {1, . . . , L ′ } and integers
→ ∞ for i = 0, . . . , M, and 
As in Case 1, we have z 0 ∈ Q(θ) (z 0 is a natural analog of y from the previous section). Next we repeat the argument from Case 3. Extend the sequence {K j } to j > J (k) 1 − R so that it satisfies the recurrence relation for all j. We need the following lemma.
Proof. This is proved by induction. Since K (k) j is the nearest integer to y k θ j , for any j ≥ 1,
It follows that we can take C 1 = γ in (3.1). Suppose (3.1) is verified for some p. Then we have for j = A k + p + 1,
Thus, we may put C p+1 = γ(1 + 2C p ), and the lemma is proved.
By Lemma 3.1,
Therefore, we can assume (passing to a subsequence) that S (k) j 's do not depend on k for j = R+1, . . . , R+m. We can find z 1 ∈ Q(θ), c ′ 2 , . . . , c ′ m so that
Extend S j to j > R + m by the formula (3.2), so that they satisfy the recurrence relation. Now observe that 
where the implied constant in O is independent of k. Next we repeat the same argument and obtain, by induction, that for i = 2, . . . , M,
as a linear combination of θ j and the powers of its conjugates. As above, there are finitely many possibilities for the coefficients (as k varies), so we can assume without loss of generality that they do not depend on k. The coefficient at θ j will be denoted by z i , which yields (3.3).
As usual, the implied constant in O is independent of k. One last time extend K 
We have
Now it's the time to use the fact that n k is an integer; this is slightly more complicated than in Section 2, because the left-hand side of (3.6) need not be an integer. However, as 2r ∈ Q(θ) \ {0} by assumption, we can invert it in Q(θ), i.e., (3.7) (2r)
for some a i ∈ Q. Thus, (3.8) 
By (3.8), (3.5) and in view of δ
, we have |A k | ≤ C ′ for some constant C ′ independent of k; namely, one may put for k large enough,
where C R is as in (3.5).
On the other hand, it follows from (3.8) that A k ∈ s −1 Z for some s ∈ N independent of k, because a i ∈ Q and the n k is an integer. Thus, there are finitely many possibilities for A k , so, passing to a subsequence, we can assume that A k = A is a constant. Now we have by (3.9),
and finally, by (3.7), (3.10)
Recall that by the construction of z i we have for 0 ≤ i ≤ M:
It follows that the bi-infinite products in the right-hand side converge. This lemma will clearly imply our theorem, as z i ∈ Q(θ) and A ∈ Q, so there are countable many possible limits.
Proof of Lemma 3.2. We can find integers E (k)
We are going to show that
(3.12)
(3.13)
(3.14)
These statements will imply the lemma. First we verify (3.12). Observe that
→ ∞ and the denominator in F 0 (k) converges. Thus, it remains to show that
Note that
by (3.10). By assumption (2.3),
0 , for k sufficiently large. Then we can take logarithm of each term and use the mean value theorem to get log cos(
, where y ′ is between z 0 and y k . Summing over j ≤ E (k) 0
and letting k → ∞ yields the desired claim, since
→ +∞, and the denominator in F i (k) converges, it suffices to show that (3.15)
In view of (3.10), we can write
we have
For k sufficiently large, the denominators in (3.15) are bounded away from 0, as above, when we checked (3.12), and we obtain log cos(πy k θ j )
i , we obtain that the logarithm of the product in (3.15) is bounded in modulus by const · ρ
which tends to 0, as k → ∞. It remains to check (3.14). Since E (k) M − N k → −∞ and the denominator in F M +1 (k) converges, it is sufficient to show that (3.16 )
We have for j = E (k)
M + 1, . . . , N k , from (3.10), in view of (3.11):
For k sufficiently large, the denominators in (3.16) are bounded away from 0, as above, when we checked (3.12), and we can write
. . , N k , we obtain that the logarithm of the product in (3.16) is bounded above in modulus by const · (ρ
M ) which tends to 0, as k → ∞. This concludes the proof of Lemma 3.2. Inequality (2.1) and thus, Theorem 1.3 and Theorem 1.1 are proved as well.
Proofs of other results

Proof of Theorem 1.3 (ii)
. Let J θ denote the set of limit points of { µ θ (t) : t > 0} as t → ∞.
Lemma 4.1. J θ is a non-empty interval.
Proof. By the theorem of Erdős [4] , J θ contains a non-zero point. On the other hand, 0 ∈ J θ , since µ θ (θ n /4) = 0, n ≥ 1. Let a = inf J θ , b = sup J θ . Then there are sequences u i , v i → ∞ such that µ θ (u i ) → a and µ θ (v i ) → b. Without loss of generality, u i < v i < u i+1 for all i. Since t → µ θ (t) is continuous, for any ε > 0, for all i sufficiently large, any value between a + ε and b − ε is assumed by µ θ (t) at least once in
Our goal is to prove that for a.e. r > 0, J θ is in fact the set of limit points for the sequence { µ θ (rn) : n ∈ Z} as well.
Let {y k } k≥1 be a sequence dense in J θ . By the definition of J θ , for any k ≥ 1, there is a sequence t Thus, for a.e. r > 0, the sequence r
is dense modulo 1 for all k ≥ 1. Fix such an r. Then for any k ≥ 1, there is a subsequence t
for any a n , b n → ∞, with a n − b n → 0. Therefore,
It follows that for a.e. r > 0, the set of limit points of { µ θ (rn) : n ∈ N} contains all y k , which are dense in J θ , and hence it contains all of J θ .
4.2.
Proof of Theorem 1.5. In view of Theorem 1.3 (i) and the fact that
µ θ ,r , n ≥ 1, it suffices to show that the n'th derived set of limit points of F µ θ ,r is at least countable for r ∈ Q(θ).
Since r ∈ Q(θ), there exists
be an arbitrary number. We have
The first equality holds by (4.1), as hθ
. The second equality follows from (1.2). Put
and
cos(2πΛ(a + bθ n )θ −j ), and similarly to Lemma 3.2, it is easy to see that the first product tends to ϕ Λ (a), the second one tends to ϕ Λ (b) and finally, the last one tends to 1. Hence
Recall that θ = 2 (when ϕ Λ (q) ≡ 0 for any Λ and q), so there always exists q such that 0 < |ϕ Λ (q)| < 1, whence Ω Λ is infinite. Furthermore,
µ θ ,r is countable for each n ≥ 1.
Concluding remarks
1. Our first remark concerns the proof of Theorem 1.3 (ii) (see the beginning of the previous section). In fact, what we use is the following
, and J is the set of the limit points of f as t → +∞. Then the derived set for {f (rn) : n ∈ N} as n → +∞ is equal to J for a.e. r > 0.
The proof of this lemma is exactly the same as above for f (t) := µ θ (t). This claim is probably known but we did not find it in the literature.
2.
Our second remark consists in a simple observation that the expression for the limit points of F µ θ ,r in Lemma 3.2 (without the moduli) is in fact a general formula for x ∈ F ′ µ θ ,r . More precisely, let P θ = {ξ : ξθ n → 0, n → +∞}.
As is well known, Z[θ] P θ Q(θ) (see, e.g., [2] ), and P θ is obviously a group under addition. Then our claim is that for any M ∈ Z + , (z i ) Indeed, put
The proof is practically the same as for Lemma 3.2, and we leave it to the reader.
3.
Our next remark concerns translations of Bernoulli convolutions. Let γ ∈ R; then shifting the origin by γ results in multiplying µ θ (rn) by e 2πiγn .
Proposition 5.2. The closure of the set { µ θ (nr)e 2πiγn : n ∈ Z} is countable for r ∈ Q(θ) and γ ∈ Q(θ), but uncountable for r ∈ Q(θ) and a.e. γ ∈ R.
Proof. First suppose that r ∈ Q(θ) and γ ∈ Q(θ). It follows from the proof of the main theorem that if | µ θ (rn k )| → 0, then the formula (3.10) gives a general expression for n k , with k sufficiently large. Now it is enough to note that for any ξ ∈ Q(θ), the sequence { ξθ n : n ∈ N} has finitely many limit points 3 and hence the sequence { γn k : k ∈ N} has finitely many limit points.
On the other hand, given r ∈ Q(θ), we can fix n k so that µ θ (rn k ) → a = 0. Using Proposition 4.2 again, we see that for a.e. γ ∈ R, the sequence {γn k : k ∈ N} is dense modulo 1, and therefore, the set of limit points of the sequence { µ θ (rn k )e 2πiγn k } is the circle of radius |a|.
4.
Denote by µ θ (r, γ) the measure on the circle whose Fourier coefficients are µ θ (rn)e 2πinγ (that is, the translation of a scaled copy of µ θ ). We have shown that for "most" (r, γ) the spectrum sp(T µ θ (r) , L 2 ) contains a continuum (an interval or a circle). In these cases we cannot use Sarnak's result [8] to claim that the spectra are the same in all L p , for p ∈ (1, ∞). However, the remarks in [3] indicate that µ θ (r, 0) is L p -improving for any r > 1 and θ > 1, and any translation of the measure, obviously, preserves the property. Thus, by [5, Th. 4 .1] we see that the claim on coincidence of spectra in all L p is valid for all µ θ (r, γ).
