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Abstract
The “right” way of writing and structuring compilers is well-known. The situation is a bit less clear for
static analysis tools. It seems to us that a static analysis tool is ideally decomposed into three building
blocks: (1) a front-end, which parses programs, generates semantic equations, and supervises the analysis
process; (2) a ﬁxpoint equation solver, which takes equations and solves them; (3) and an abstract domain,
on which equations are interpreted. The expected advantages of such a modular structure is the ability of
sharing development eﬀorts between analyzers for diﬀerent languages, using common solvers and abstract
domains. However putting in practice such ideal concepts is not so easy, and some static analyzers merge
for instance the blocks (1) and (2).
We show how we instantiated these principles with three diﬀerent static analyzers (addressing resp. im-
perative sequential programs, imperative concurrent programs, and synchronous dataﬂow programs), a
generic ﬁxpoint solver (Fixpoint), and two diﬀerent abstract domains. We discussed our experience on the
advantages and the limits of this approach compared to related work.
Keywords: Abstract interpretation, software engineering, static analysis
1 Introduction
The right way of writing and structuring compilers is well-known, described in details
in the relevant textbooks, and eﬀectively put in practice in the vast majority of
compilers. Modern and even old compilers follows the architecture sketched on
Fig. 1. The question of what is the “right” architecture of a static analyzer has been
less discussed (see for instance [29,27]). By static analyzers we mean in this paper
mainly veriﬁcation tools based on abstract interpretation, performing sophisticated
analyses on the reachable states of a program, such as linear relation analysis [15]
or shape analysis [7].
In our mind, the ideal architecture of a static analyzer is the one depicted on
Fig. 2. Static analyzers for programming languages shares some common aspects
1 This work was supported by the french ANR project ASOPT.
2 Email: bertrand.jeannet@inrialpes.fr
Electronic Notes in Theoretical Computer Science 267 (2010) 29–42
1571-0661 © 2010 Elsevier B.V. 
www.elsevier.com/locate/entcs
doi:10.1016/j.entcs.2010.09.016
Open access under CC BY-NC-ND license.
Program
source
Lexer Parser Typing & Checks
Front-end
Optimisation
passes
Intermediate
code
Middle-end
Code
generation
Back-end
Target
language
(assembly)
Fig. 1. Standard architecture of a compiler
Program Annotated Prog.
Simple
CSimple
Lustre
– Front-end processing
– Middle-end processing (possibly)
– Global Supervision
– Interpretation of
semantic functions
Interproc [22]
ConcurInterproc [18]
NBac [16]
e.g.,
interprocedural semantics
Semantic Equations
Solver Abstract
Domain
Fixpoint [19]
Apron [24]
Box, Oct, Polka, PPLpoly
PPLgrid, Taylor1+, . . .
BddApron [17]
. . .
e.g.,
inclusion test
Fig. 2. Typical/ideal architecture of a static analyzer, with the components considered in this paper
(1) x := 5;
y := 100;
z := 0;
(2) while x>=0 do
x := x-1;
y := y+10;
(3) if x+y>=150 then
z := x
else
z := y;
endif;
(4) done;
(5)
(a) Program
1
2
3
4
5
x:=5
y:=100
z:=0
x>=0 ?
x:=x-1
y:=y+10
x+y>=150?
z:=x
x+y<=149?
z:=y
x<=-1?
(b) Control Flow Graph
State-space S = [1, 5]× Z3
Equation system on ℘(Z3):
X1 = 
X2 = z := 0 ◦ y := 100 ◦ x := 5(X1) ∪ X4
X3 = y := y+ 10 ◦ x := x− 1 ◦ x >= 0?(X2)
X4 = z := x ◦ x + y >= 150?(X3)∪
z := y ◦ x + y <= 149?(X3)
X5 = x <= −1?(X2)
(c) Equation system
Fig. 3. Translating from a Simple program to an equation system
with compilers: processing the program source, translating it into an intermediate
representation, and dealing with the semantics of the prog. language. Fig. 3 illus-
trates this process. But the back-end step of compilers is replaced in static analyzers
by the solving of ﬁxpoint equations (see Fig. 3(c)) on an abstract domain. Moreover,
static analyzers need to convert the computed solution of the ﬁxpoint equations in
term of relevant information w.r.t. the program and the user: this may be a program
annotated with invariants, or control points turned in red because some errors have
been discovered.
Theoretically, the three components of the architecture of Fig. 2 should be largely
independent of each other. This implies that
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• the APIs of each component are well identiﬁed;
• there does not exist implicit dependencies between them;
• so that a component can be substituted by another one in an analyzer without
requiring a large re-engineering of the other components.
In practice things are less ideal. A good way to evaluate the modularity of a modular
analyzer is to investigate to which extend are the diﬀerent components sensitive to:
(1) a new input language ?
(2) a new datatype to be analyzed ?
(3) a new abstract domain ?
We report in this paper our experience about these questions, which is based on
our implementation of several static analyzers and associated components depicted
on Fig. 2. More precisely, we will consider
1. Three (front-end) analyzers:
• the Interproc analyzer [24,22] for a simple imperative language, Simple, de-
scribing sequential programs with recursive procedures and call-by-value pa-
rameter passing;
• the ConcurInterproc analyzer [21,18], which extends it to concurrent lan-
guage composed of a ﬁxed number of threads, CSimple;
• The NBac analyzer [23,16] for the synchronous dataﬂow language Lustre.
2. A generic ﬁxpoint solver, called Fixpoint, that is used by our three analyzers,
as well as other external users [19].
3. Two (families of) abstract domains, namely Apron [24], dedicated to the analysis
of numerical variables, and BddApron [17], that handles combination of ﬁnite-
state and numerical variables.
We ﬁrst give in §2 an example of the analysis of a simple program to illustrate
the architecture. Then we study the abstract domain component in §3. We dis-
cuss in §4 the issues which motivated the design on the Fixpoint generic ﬁxpoint
solver, common to our three analyzers, and last we look at the frontend parts of
our analyzers in §5. In all these sections we will discuss what are the success and
the limitations of our approaches, and we investigate whether recent advances in
abstract domains or in equation solving ﬁt in our framework.
2 Example: analysis of a small program
We show in this section how the program of Fig. 3(a) is analyzed to illustrate the
principles of Fig. 2.
• One ﬁrst builds its control ﬂow graph (CFG), see Fig. 3(b). On the CFG basic
blocks have been identiﬁed and label edges, branch instructions are encoded in
the edges, and the remaining instructions are elementary instructions such as
assignments and conditionals (marked by “?”).
• One then translates the CFG to the equation system of Fig. 3(c), in which
instr : ℘(Z3) → ℘(Z3) denotes the eﬀect of the instruction “instr” on a
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Y 0k = ⊥, k ∈ [1, 5]
Y∞
1
= 
Y n+1
2
= Y n2 ∇(Y
n
4 unionsq
z := 0 ◦ y := 100 ◦ x := 5(Y∞1 ))
Y n+1
3
= y := y+ 10 ◦ x := x− 1◦
x >= 0?(Yn2)
Y n+1
4
= z := x ◦ x+ y >= 150?(Yn3)unionsq
z := y ◦ x+ y <= 149?(Yn3)
Y∞
5
= x <= −1?(Y∞2 )
(a) Sequence implementing an iteration strategy with
widening.
Z0k = Y
∞
k , k ∈ [1, 5]
ZN1 = 
Zn+1
2
= (Zn
4
unionsq
z := 0 ◦ y := 100 ◦ x := 5(ZN1))
Zn+1
3
= y := y+ 10 ◦ x := x− 1◦
x >= 0?(Zn2)
Zn+1
4
= z := x ◦ x + y >= 150?(Zn3)unionsq
z := y ◦ x + y <= 149?(Zn3)
ZN
5
= x <= −1?(ZN2)
(b) Descending Sequence, computed up to N steps.
Fig. 4. Solving iteratively with Ascending and Descending Sequences
concrete property on variables, which belong to ℘(Z3). For instance,
x := x+ 1(X) =
{(x′, y′, z′) ∈ Z3 | ∃(x, y, z) ∈ X : x′=x+1 ∧ y′=y ∧ z′=z}.
The generation of such equations is done by the front-end part of the analyzer.
Now these equations need to be solved. The classical abstract interpretation
approach consists in transposing them from the concrete domain of properties (here,
℘(Z3)) to some abstract domain, and to solve them iteratively. In this process, the
abstract domain component is in charge of interpreting original operations (instr,
∪, . . . ) in the abstract domain, with the help of the front-end component for complex
operations that are not supported by the abstract domain (e.g., procedure calls and
returns) , whereas the solver is in charge of managing the iterative process and of
testing the convergence.
For instance, the choice of an iteration strategy for solving the equation system
Fig. 3(c) may result in the sequence of Fig. 4(a) in which instr and unionsq are the
interpretation of instr and ∪ in the abstract domain, ∇ is the widening operator
applied at the loop head, and Y ∞k indicates the value of Yk obtained after conver-
gence. This sequence means that we compute Y ∞1 once, one updates the values of
Y2, Y3, Y4 until convergence, and then one computes Y
∞
5 . After having computed
a post-ﬁxpoint, one can try to recover some information lost by widening by com-
puting the descending sequence of Fig. 4(b), in which the widening operator is not
applied any more. This sequence does not converge in general and is stopped af-
ter a number N of steps. With the abstract domain of convex polyhedra [15] one
obtainsY ∞5 = (x≤−1) ∧ (10x+y=150). and Z
1
5 = (x=−1) ∧ (y=160) ∧ (z=−1).
At last, the computed solution should be exploited, for instance by emitting a
positive verdict whenever a property has been proved (as done by NBac), or by
displaying the computed invariants in comments in the original program (as done
by Interproc).
3 Abstract domains and their APIs: the examples of
Apron and BddApron
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Fig. 5. Architecture of the Apron library.
Constructors ⊥, , . . .
Set operations ∩, ∪, widening (∇)
Prog. lang.
instructions
assignments of a variable by an
expression, conditionals, . . .
Change of
state-space
adding & removing dimensions
(scoping rules in prog. lang.)
Tests emptiness & inclusion tests, . . .
. . .
Typical operations provided by an abstract domain
As explained in the previous sections,
the abstract domain component is in
charge of interpreting in the abstract
domain the operators and functions
appearing in the concrete ﬁxpoint
equations, see the table besides. We
ﬁrst focus on abstract domains repre-
senting invariants on scalar variables,
before discussing the case of those
dedicated to shape analysis.
3.1 The Apron library dedicated to numerical properties
The main motivation for the implementation of the Apron library [24] was the
observation that at that time (2004) many abstract domains for numerical variables
were available, but none of them was providing the same functionalities nor sharing
the same datatypes (for identical notions such as expressions, constraints, . . . ). The
goal was thus precisely to provide a generic API for the abstraction of numerical
variables, that would enable the eﬀortless replacement in an analyzer of an abstract
domain (e.g., octagons [28]) by another one (e.g., linear congruences [14]). The
current version implements the API itself and provides several underlying libraries
as depicted on Fig. 5.
The challenge in such cases is to satisfy the speciﬁc needs of the underlying
abstract domains, while being uniform and high-level for the client analyzer. A
secondary requirement was to minimize the eﬀort for connecting an existing domain
to the Apron interface. We think that this challenge was successfully addressed for
the following reasons:
(1) The concrete semantics to be abstracted by abstract libraries was deﬁned care-
fully from scratch and implemented by datatypes that are independent of abstract
libraries. Moreover, it was chosen to be very general : it includes for instance
non-linear and ﬂoating-point expressions and constraints, casts between numer-
ical types. Abstract libraries are then free to abstract this rich semantics in
a sound (and possibly imprecise) way, possibly using the provided toolbox to
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minimize the implementation eﬀort.
(2) Genericity was obtained by a kind of object orientation, in which abstract values
are opaque datatypes and the eﬀective underlying domain is controlled by a
context manager. The domain-dependent code is thus located in the allocation
of the manager.
It is instructive to compare with the approach followed by the PPL library [2] which
progressively supported new abstract domains and extended the concrete semantics,
but without unifying it (for instance, linear and congruence constraint systems are
still not uniﬁed with a single notion), and keeping it less general (no support for
non-linear expressions).
We now discuss the three evaluation criteria deﬁned in the introduction.
New input language: our experience is that the implementation of the (Con-
cur)Interproc analyzer for the (C)Simple imperative language (see Fig. 2) after
the implementation of Apron did not require a modiﬁcation of the Apron API.
This is because the concrete semantics implemented by Apron is quite rich. How-
ever, Apron does not support trigonometric nor exponential functions (partly be-
cause the IEEE754 standard does not cover these functions). This means that if one
adds such functions in the input language, it is up to the front-end of the analyzer
and not to the abstract domain to provide a sound abstraction of such operators
in term of Apron operators. For instance the expression x+cos(y) can be safely
abstracted by the valid Apron expression x+[-1,1].
New datatype: this question is relevant here only for a new numerical datatype.
Roughly speaking, Apron API provides operators that can implement all the nu-
merical datatypes available in current prog. languages, provided that there is no
overﬂow nor special numbers (such as ﬂoating-point NaN). This is because Apron im-
plements directly only unbounded integers and reals, and emulates other datatypes
on top of them. For instance, the C code unsigned long x; x=x+1 is handled
correctly (but not very precisely) if x+1 is translated to the non-linear Apron ex-
pression x+1 mod 2^32, but not correctly if one translates it to the linear expression
x+1 and if x may be equal to ULONG_MAX. It is an on-going project to support more
directly in the Apron toolbox bounded numerical types, but the right way to do it
is not yet clear, and it involves precision/eﬃciency tradeoﬀs
New abstract domain: in this context, this means a new numerical abstract
domain. Our experience is that we could connect without problem the external
PPL library [2] to Apron, and that the more innovative Taylor1+ domain [11] was
also connected by an external team without requiring a single change in the API.
The connection of the MaxPlus polyhedra library [1] would require the addition of
max and min operators in Apron expressions, and their treatment in the Apron
toolbox. From the client side, our Interproc analyzer needed just a modiﬁcation
of a few initialization lines to enable the analysis of Simple programs with those new
domains.
However some numerical domains does not ﬁt so easily in our general framework.
This is the case of an analysis based on template polyhedra [31], in which the analyzer
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must ﬁrst be provided the template expressions associated to each control point
before the analysis starts to infer bounds on these template expressions. Not only
Apron does not provide a mean to specify these templates, but also the frontend
and the solver components should take care of them, so supporting templates in
Interproc would require signiﬁcant modiﬁcations, that would be moreover speciﬁc
to this abstract domain.
A beneﬁt of the Apron approach is also the ability of building new domains on
top of it, as illustrated in the next section.
3.2 The BddApron library dedicated to logico-numerical properties
The aim of the BddApron library [17] is to extend Apron with ﬁnite types, such
as Booleans, enumerated types, and bounded integers encoded with N bits. For this
project we kept the same principles learned from the Apron project.
(1) We deﬁned ﬁrst the concrete semantics to be supported. We added the new
datatypes and related expressions. BddApron supports any well-typed combi-
nation of Apron and ﬁnite-type expressions, such as
z+(if e=label or b and x+y*y>=2 then x+2*y else x).
Internally, expressions are represented with normalized BDDs/MTBDDs. Com-
pared to Apron, BddApron do not need any more the notion of constraints,
which are replaced by general Boolean expressions. Last, the operations sup-
ported by BddApron are exactly the same as those supported by Apron.
(2) We reused the same principle of a context manager, which contains here the
underlying Apron manager.
Concerning the abstract domain itself, the domains implemented in BddApron
are based on the distinction between (i) the abstraction of each datatype (Booleans,
numerics), and (ii) the coupling of the diﬀerent datatypes. The implemented choices
are to perform no abstraction for the purely ﬁnite part, to use an Apron domain
for the numerical part, and to consider the abstract domain
γ :
A︷ ︸︸ ︷
(Bp → AN ) −→
(
B
 → ℘(Zq × Rr)
)

 ℘(Var →
ﬁnite types︷ ︸︸ ︷
B unionmulti E unionmulti Iunionmulti
numerics︷ ︸︸ ︷
Z unionmultiR )
which provides a precise coupling from ﬁnite types to numerical types. Internally,
abstract values are eﬃciently represented by MTBDDs with Apron abstract values
at their leaves.
We discuss again the three criteria deﬁned in the introduction.
New input language: similarly as for Apron, as far as the sub-language of
expressions in the input language is supported by BddApron, a new input language
has no impact on the abstract domain component.
New datatype: a new numerical datatype would concern mainly the underly-
ing Apron API, and its impact on BddApron would consists in delegating their
eﬀective treatment to Apron. On the other hand, BddApron covers all known
scalar ﬁnite types. 3
3 but not sum types available in OCaml, that may be ﬁnite but that are structured types
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New abstract domain: we think that the concrete semantics is general enough
to support any new abstract domain for logico-numerical properties.
3.3 Discussion
Our conclusion is that the modular approach and the requirement for an uniform
API followed by the Apron and BddApron projects induces very minor limitations
and brings strong beneﬁts. An explanation is that they address relatively known
problems:
(i) There is a consensus on the concrete semantics to be provided. Even if the
semantics of ﬂoating-point numbers is subtle, it is covered by the IEEE754
standard.
(ii) Abstract domains for numerical variables were available for many years, and
there were also several experiences on the combination of Boolean and numerical
properties [23,20,5,32]
The question is whether one could successfully extend this approach to more
complex, non-scalar datatypes, for instance the “memory heap” datatype considered
in shape analysis ? For instance, is it possible to design an uniform API for (a) the
3-valued logical structures abstract domain used by the TVLA tool [30], and (b) the
inductive separation logic-based abstract domain used by the XISA tool [6] ? The
challenge is related to the above-mentioned points:
(i) The concrete semantics is much more complex (see for instance [26]), and it
is not independent of the prog. languages. For instance should it include C
pointer arithmetic or not ?
(ii) The shape abstract domains are more complex and they need more inputs from
the user. Whereas logico-numerical abstract domains infer properties with
possibly no hint from the user (as in §2 or in the ASTREE analyzer [9]), shape
domains always require the user to provide the data-structures invariants to
guide the abstraction:
• TVLA uses the notion of instrumentation predicates for this purpose of tuning
the abstraction and preserving the important information;
• XISA uses the notion of inductive checkers.
To our knowledge, no shape analysis is currently able to discover automatically
the invariant of the black-red tree data-structure from the type deﬁnition and
the associated operations, although some of them (like XISA) are able to check
the right invariant if provided by the user [6].
Thus an uniform API would at least require a standard way to specify such
invariants. But it appears diﬃcult to convert an invariant speciﬁed with TVLA
instrumentation predicates (based on ﬁrst-order logic with transitive logic) to
a checker (which is a formula in inductive separation logic); we conjecture that
the expressivity of the two logics is incomparable.
Clarifying the point (i) and classifying the options chosen by existing tools would
be beneﬁcial any way for research in shape analysis.
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In the middle way, we are currently working on the analysis of concurrent and
recursive programs with pointers, which requires to analyze aliasing properties. We
are optimistic in the possibility of packaging the corresponding semantic operations
in an abstract domain on top of BddApron, partly because we do not encounter
the point (ii) above.
4 The solver component
4.1 Design of the generic Fixpoint solver
As explained in §2, in our framework the solver component is in charge of solving
iteratively the equation system produced by the front-end of the analyzer, relying on
the abstract domain (and possibly the front-end) component(s) for computing the
operations on the abstract properties. This means ﬁnding good iteration strategies
and applying widening in good way (see [4,13]), while optimizing time and memory
consumption (worklists algorithms, . . . ).
However, besides algorithmical issues listed above, it is important to clarify the
type of equations it should support (this is the equivalent of the concrete semantics
supported by an abstract domain). We distinguish three typical contexts.
Intraprocedural analysis (e.g., NBac): this is typically the case considered
in textbooks and it is illustrated in §2. Such programs generates equations of the
form Xk = F1,k(X1) ∪ . . . ∪ Fn,k(Xn), that is, a variable depends on an union of
functions taking as input a single variable. Such equations can be modeled by a
graph (CFG) in which nodes represent variables and oriented edges functions.
Interprocedural analysis (e.g., Interproc): such analysis techniques gen-
erate more complex equations, in which functions modeling procedure returns are
applied to two variables, typically:
Xcallerreturnpoint = F (X
caller
callpoint ,X
callee
exitpoint )
Intuitively at the return-point, the values of most local variables depends on their
values at call-point, whereas the values of global variables depends on their values
at the exit-point of the callee.
Analysis of concurrent programs (e.g., ConcurInterproc): they induce
a speciﬁc algorithmic problem, if an interleaving semantics is considered. It is well-
known in model-checking that the product of automata should be explored on-the-
ﬂy. The same phenomenon arise here: if one has a ﬁxed number of threads with
their CFG, building ﬁrst the product CFG and corresponding equation system be-
fore starting the analysis is not eﬃcient, as the ﬁxpoint analysis is likely to discover
that most variables of the equation system have an empty solution, because of syn-
chronisations arising between the threads, which depends on the possible values of
variables.
To fulﬁll these requirements, the Fixpoint solver uses ﬁrst hypergraphs as a gen-
eral model for equations, in which nodes represent variables and oriented hyperedges
representing functions with possibly several predecessors.
It then accepts as input a “manager” (provided by the front-end component)
for interpreting semantic functions on the eﬀective abstract domain, and an hyper-
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graph, deﬁned either explicitly or implicitly with an exploration function that allows
it to dynamically explore its non-empty part. Last, it implements several techniques
published in the literature:
proc fact(n:int)
returns (r:int)
(0) if n>=2 then
(1) r = n*fact(n-1)
(2) else
r = 1
(3a) endif
(3) end
X0 = . . . ∪ F0(X1)
X1 = F1(X0)
X2 = F2(X1,X3)
X3 = F3(X0)︸ ︷︷ ︸
X3a
unionsqF4(X2)
X0
F1 F0
X1
F3 F2
X2
F4
X4
Hypergraphs representing equation systems
• the principles of [4] for iter-
ation strategies and widening
application, combined with a
worklist algorithm;
• optionally, the guided itera-
tion technique of [13], built
on top of the standard tech-
nique above.
When the hypergraph is deﬁned
implicitly by an exploration func-
tion, the analysis follows the same
principle as the guided iteration principle: it alternates single propagation phases
that discovers newly reachable variables/nodes, and full analysis phases on the sub-
graph so far explored.
We come back to the three criteria deﬁned in the introduction.
New input language: the Fixpoint solver ﬁt the need of our three analyzers
of Fig. 2, although they addresses diﬀerent analysis challenges: partition reﬁne-
ment for tuning the precision/eﬃciency tradeoﬀ (NBac), interprocedural analysis
(Interproc), concurrent analysis (ConcurInterproc).
New datatype and/or new abstract domain: the ﬁrst version of Inter-
proc was based on Apron, and was later connected to BddApron with no change
at all inside Fixpoint. We are convinced that the way we parametrize the solver
by a manager in charge of interpreting semantic functions in the abstract domain
makes it insensitive to the introduction of new datatypes, or more generally a new
concrete semantics, or a new domain. In particular, the solver is not constrained
by a speciﬁc expression language for the functions appearing in the equation sys-
tem. The front-end/supervisor needs of course some changes, which are very minor
besides the extension of the expression sub-language.
Our experience is thus that the solver component is the most generic component of
our framework, as long as one focuses on iterative solving techniques. The advantage
of isolating this component is that any improvement of it (such as [13] or [3]) can
beneﬁt to all the analyzers using it.
4.2 Alternative solving approaches
Some alternative solving technique were more recently explored.
• Reduction to an optimization problem: in some cases (e.g. interval analysis)
equations X = F (X) on abstract values can be transformed into equations x =
f(x) on vectors of numbers of known size, and the least solution of X = F (X) can
be selected in x = f(x) by minimizing some expression.
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• The policy iteration technique [8], which is applicable in the same cases, con-
sists in (i) simplifying an equation X = F (X) into Y = F π(Y ) with the help of
a policy π, (ii) solving Y = F π(Y ) in a suitable way; (iii) and testing whether the
obtained solution Y ∞ is also a solution of F . If it is the case, the analysis ends,
otherwise Y ∞ provide some hints to deﬁne a better policy π′, and the process is
iterated. For instance, in numerical equations of the form xk = mini(aixi + bi),
a policy π typically consists in removing the min operator by selecting one of its
argument.
The main advantage of these two alternative approaches is an improved precision,
because widening is not required any more. However, they are applicable to equa-
tions on abstract values that can be reduced to equations on numbers, such as
template polyhedra, and not to convex polyhedra that may have an unknown num-
ber of constraints. So they are inherently less general than the iterative approach.
Another drawback is that they complicate a lot (at best) the composition of abstract
domains, such as the one performed by BddApron.
Besides, the optimization approach follows avery diﬀerent path compared to our
framework: the abstract domain component is transformed into a translator from
semantic equations to an optimization problem, and the ﬁxpoint solver becomes
a numerical solver. We are more optimistic in the possibiliy to exploit the policy
iteration technique in our architecture.
4.3 The Iterator-based Approach
An alternative approach to generating semantic equations and then solving them
is the iterator approach, which takes as input the higher-level Abstract Syntax
Tree of the program and interprets directly the semantics of compound commands.
This technique is described in [29] and is used in the large-scale ASTREE [9] and
FLUCTUAT [10] analyzers. Among the advantages of this approach: (i) it makes
easy the implementation of techniques like on-the-ﬂy loop unrolling or procedure
inlining (whereas our framework requires this process to be done before the analysis);
(ii) it also enables without eﬀort an eﬃcient memory management (abstract values
are not stored in a global graph, but in local variables of recursive procedures, so
a garbage collector can free them automatically). However it presents also strong
drawbacks. It combines our front-end and solver components and it is inherently less
modular in this respect. Handling gotos (especially backward goto) is complicated,
and more generally it is not suited to the unstructured systems handled by NBac
(because of partitioning) or ConcurInterproc (because of the interleaving of
threads). Combining forward and backward analyses is also made diﬃcult.
In conclusion this approach enable more eﬃcient implementations, but on less
general equation systems.
5 The frontends
We already discussed the impact of a new datatype or abstract domain on the front-
end component of the analyzer. In addition, a new input language has obviously
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a strong impact on it. The discussion about modularity should be considered here
from a diﬀerent angle.
The process of transforming an integrated analyzer into a modular analyzer can
be seen as delegating as many tasks as possible to the solver and abstract domain
components. For instance, the integration of the ﬂoating-point semantics inside
Apron frees the client analyzer of taking care of it. So the question is: what is
left to the analyzer front-end, besides its task of parsing the input program and
supervising the full process ? In the case of the three analyzers of Fig. 2, the answer
is not unique:
• For NBac, the frontend also manages the automatic partition reﬁnement pro-
cess, which is a complicated task.
• For Interproc and ConcurInterproc, the frontend is also in charge of the
control abstraction. Indeed, the interprocedural (resp. concurrent) analysis
technique used in the (Concur)Interproc analyzers can be derived as an
abstraction of the operational semantics [25,21], which used call-stacks, into
a more simple semantics which does not require the concept of call-stack and
which can be expressed in the BddApron concrete semantics.
So in this respect the front-end component also perform abstractions, but these are
too specialized to be incorporated inside an abstract domain with a well-deﬁned
API.
6 Conclusion and Related Work
Our experience is that in the modular architecture we promote for static analyzers
the most modular component is the ﬁxpoint solver component, followed by the
abstract domain component, whereas modularity does not really make sense for the
front-end part of the analyzer. The good practice is to try to push as much things as
possible into the two ﬁrst components to minimize the duplication of similar code in
the front-end of analyzers. Designing and implementing such modular components
is demanding in term of eﬀorts, but we think it deﬁnitively worth it. In the case of
abstract domains, it enables eﬀortless comparisons between them, as shown by the
Interproc analyzer which was implemented to illustrate the Apron library and
which has been exploited since by several research papers.
The risk of a modular design is the increased complexity of the APIs. We think
that we avoided successfully this risk for the Fixpoint solver, which has been used
by several external users (for instance [12]). Concerning Apron, the ﬂexibility of
the coeﬃcient and linear expression sub-language for instance induces some burden
for the user. About this issue, we point out that the use of a high-level language fea-
turing higher-order functions and polymorphic typing (namely OCaml) was greatly
responsible for the quality of the API.
Among our future projects, there is the addition of machine integer types inside
Apron (see § 3.1 and the design of a shape abstract domain following the principles
we defend in §3.3.
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The most mature work related to ours is the PAG tool [27], which makes diﬀerent
architectural choices compared to us. First, it integrates our solver, abstract domain
and part of front-end components in a single package. Second, it provides a spe-
cialized speciﬁcation language for deﬁning abstract domain datatypes and transfer
functions.
Its solver oﬀers a large range of iteration strategies, but it has more limitations
than ours. It supports interprocedural analysis, but only using the call-string ap-
proach or a relational approach in which procedure summaries are represented with
explicit tables, which restricts its applicability to ﬁnite lattices (this excludes for
instance convex polyhedra). The fundamental reason of this limitation is that PAG
manipulates standard graphs instead of hypergraphs like the Fixpoint solver (see
§4).
PAG with its integrated approach is certainly more user-friendly with its ele-
gant speciﬁcation language for building abstract domains. On the other hand, it
is less modular: it is unlikely than an abstract domain speciﬁed in PAG can be
reused outside PAG. Conversely, implementing in PAG a domain requiring an ex-
ternal multi-precision arithmetic library or a BDD library (e.g., convex polyhedra
or BddApron) is certainly complicated, if ever possible.
We thus think that PAG is better suited to analyses based on abstract domains
with small to middle complexity, which do not depend on external libraries.
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