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Abstract
In this paper linear and quadratic programming problems are solved using a novel recurrent artificial neural network. The
new model is simpler and converges very fast to the exact primal and dual solutions simultaneously. The model is based on a
nonlinear dynamical system, using arbitrary initial conditions. In order to construct an economy model, here we avoid using analog
multipliers. The dynamical system is a time dependent system of equations with the gradient of specific Lyapunov energy function
in the right hand side. Block diagram of the proposed neural network model is given. Fourth order Runge–Kutta method with
controlled step size is used to solve the problem numerically. Global convergence of the new model is proved, both theoretically
and numerically. Numerical simulations show the fast convergence of the new model for the problems with a unique solution
or infinitely many. This model converges to the exact solution independent of the way that we may choose the starting points,
i.e. inside, outside or on the boundaries of the feasible region.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Artificial neural networks represent a powerful tool for computation and as an alternative to optimization problem
solving [1–7]. They are typically able to solve constrained linear and quadratic programming problems possessing
local extremes. Simulation results concerning the approximation capabilities seem quite elaborate, but they still cannot
answer all our relevant theoretical questions. The niche of neural network models is quite wide, ranging from simple
system of ordinary differential equations to complex models with some ambiguous multipliers. Most of the neural
networks minimize the specific energy or error function. It is not clear, in general, how to construct the corresponding
energy function. Up till now, it has been difficult, if not impossible, to encompass such different approaches by
unifying theory. It is desirable to gain insight about global convergence, stability and neural architecture of the model
with respect to different classes of primal and dual optimization problems.
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In our work we deal with recurrent artificial neural networks, which represent interesting alternatives to the widely
used multilayer perceptron networks [8–10]. This neural network is relatively new. It has a richer spectrum of simpler
model possibilities with a good enough approximation power. In our previous work [11], we have developed and
examined three classes of artificial neural networks, with no network parameters with the emphasis on numerical
techniques. The purpose of this paper is to propose a new simpler model and consider in detail the mathematical
theory engaged with the corresponding problem. We analyzed the proposed neural network by combination of ideas
used in [6] and mentioned descriptions about the energy function. To evaluate the new model, several test problems are
considered. The results of all tests for both primal and dual problems are compared with the exact optimal solutions.
Error estimation for various kinds of starting points for different examples is given.
This paper is organized as follows. In the next section problem formulation is described. Section 3 contains the
equivalent time dependent dynamical system for the optimization problem and the architecture of a neural network
model. Theoretical aspects of the problem are presented in Section 4. Numerical simulation and a comparative analysis
are shown in Section 5. Section 6 concludes the paper.
2. Problem formulation
Given the vector x = (x1, x2, . . . , xn)T and A as a real n × n matrix. The function
Q(x) = xTAx =
n∑
i=1
n∑
j=1
ai j xi x j ,
is called a quadratic form. The matrix A can always be assumed symmetric, since each element of every pair of
coefficients ai j and a j i (i 6= j) can be replaced by 12 (ai j + a j i ) without changing the value of Q(x).
In many engineering problems one needs to find the optimum of a specific quadratic form, subject to some linear
constraints [12,13], which guarantees a convex solution space. The matrix A is assumed positive definite if the problem
is minimization and negative definite if the problem is maximization.
2.1. Primal and dual problems
Let us consider the primal and dual general quadratic programming problems [7]
min
1
2
xTAx + cTx
s.t. Dx = b,
x ≥ 0,
(1)
max
x,y
bTy − 1
2
xTAx
s.t. Ax + c − DTy ≥ 0,
(2)
where x, c ∈ Rn , y, b ∈ Rm , A is a real symmetric n × n matrix and D is a real m × n matrix. We also assume that
Rank(A) = m and m < n.
The following theorem shows the relation between the optimum solutions of (1) and (2).
Theorem 1. Suppose that x∗ is an optimal solution of (1), then there exists y∗, such that (x∗, y∗) is an optimal
solution of (2). The necessary and sufficient condition that x∗ and (x∗, y∗) belongs to the set of optimal solutions (1)
and (2) respectively is that:
Dx∗ − b = 0, x∗ ≥ 0, (3)
Ax∗ + c − DTy∗ ≥ 0, (4)
x∗TAx∗ + cTx∗ − bTy∗ = 0. (5)
Proof. See [14].
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It is obvious that for A = 0 quadratic forms in (1) and (2) change to the following linear forms respectively
min cTx
s.t. Dx = b,
x ≥ 0,
(6)
max
y
bTy
s.t. DTy ≤ c.
(7)
Thus, for the linear case, conditions (3)–(5) in Theorem 1 change to:
Dx∗ = b, x∗ ≥ 0, (8)
DTy∗ ≤ c, (9)
cTx∗ = bTy∗ (10)
for example see [15,16].
In order to solve the above optimization problems we use neural networks. Before that we need to know about
dynamical systems. 
2.2. The energy function
Finding the corresponding energy function satisfying both primal and dual quadratic forms plays a crucial role in
the theory of solving optimization problems with artificial neural networks.
Theorem 2. Let g(x, y) = xTAx + cTx − bTy and F(x, y) = 12 (g(x, y))2 where x ∈ Rn and y ∈ Rm , then F(x, y)
is a differentiable convex function with respect to x and y. In addition the gradients
∇x F(x, y) = g(x, y)(2Ax + c), (11)
and
∇yF(x, y) = −g(x, y)b, (12)
are locally Lipschitz continuous functions.
Proof. Since g(x, y) is a differentiable convex function and F(x, y) by its definition is a non-negative function, thus
F(x, y) is a differentiable convex function with respect to x and y [17]. To prove that the function ∇x F(x, y) is a
locally Lipschitz continuous function, consider the arbitrary closed and bounded convex region Ω ⊆ Rn+m then for
every z = (x, y) ∈ Ω and z′ = (x ′, y′) ∈ Ω we will have
‖∇x F(z)−∇x F(z′)‖ = ‖g(z)− g(z′)‖‖2Ax + c‖. (13)
Now since g(z) is differentiable over Ω we may write
∃M, ∀z′ ∈ Ω : ‖g(z′)‖ ≤ M, ‖∇g(z′)‖ ≤ M. (14)
On the other hand for z¯ = θ z + (1− θ)z′ ∈ Ω , (0 < θ < 1)
‖g(z)− g(z′)‖ = ‖∇g(z¯)T(z − z′)‖
= ‖∇g(z¯)‖‖z − z′‖
≤ M‖z − z′‖. (15)
Thus
‖∇x F(z)−∇x F(z′)‖ ≤ M(‖2Ax + c‖)‖z − z′‖, (16)
for L = M(supz∈Ω ‖2Ax + c‖) we will have
‖∇x F(z)−∇x F(z′)‖ ≤ L‖z − z′‖. (17)
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This means that the function ∇x F(z) is a Lipschitz continuous function over domain Ω . In a similar way we can prove
that ∇yF(x, y) is a Lipschitz continuous function. 
Now we propose a suitable energy function based on the optimality conditions of the primal and dual problems:
E(x, y) = F(x, y)+ 1
2
‖Dx − b‖2 + 1
2
‖x−‖2 + 1
2
‖(Ax + c − DTy)−‖2, (18)
where x− = 12 (x − |x |) and |x | = (|x1|, |x2|, . . . , |xn|)T.
Corollary 1. For the energy function E(x, y) in (18) the necessary and sufficient condition that x∗ and (x∗, y∗) to
be the optimal solutions of (1) and (2) respectively, is that E(x∗, y∗) = 0. This means that all the conditions (3)–(5)
hold.
Corollary 2. The energy function E(x, y) in (18) is a differentiable convex function.
3. The new model
From Corollaries 1 and 2, since E(x, y) is a non-negative function, x∗ and (x∗, y∗) which are respectively the
optimum vectors for (1) and (2) optimization problems will happen in the minimum value of E(x∗, y∗), that is when
E(x, y) vanishes. This means that starting from some point on the surface of E(x, y) one can use the steepest descent
method to come down in the negative direction of energy gradient, so that after the passage of some time E(x, y)
reaches the minima situation. This idea is the rationale behind the recurrent artificial neural networks of our kind, for
the computation of the optimum values of the specific constrained optimization problems in the form (1) and (2) or
(6) and (7).
Corollary 3. For z = (x, y) ∈ Rn+m and from (18) we will have
∇E(z) =
(∇x F(x, y)+ DT(Dx − b)+ x− + AT(Ax + c − DTy)−
∇yF(x, y)− D(Ax + c − DTy)−
)
. (19)
Thus the new model for the computation of the optimum vectors of the problems (1) and (2) may be written in the
equivalent form as a time dependent dynamical system.
3.1. Equivalent time dependent dynamical system
Corollary 4. The neural network model is concerned with approximating the solution z(t) = (x(t), y(t)) to a problem
of the form
dz(t)
dt
= −∇E(z(t)), z(0) = (x(0), y(0)) = z0, 0 ≤ t ≤ tˆ, (20)
where t = 0 represents some datum and tˆ is the longest time of interest.
This is a time dependent system of first order differential equations subject to some initial conditions in the form
d
dt
(
x
y
)
=
(−∇x F(x, y)− DT(Dx − b)− x− − AT(Ax + c − DTy)−
−∇yF(x, y)+ D(Ax + c − DTy)−
)
, (21)
x(0) = x0, y(0) = y0
for the primal and dual quadratic problems (1) and (2), where ∇x F(x, y) and ∇yF(x, y) are expressed by formulas
(11) and (12), g(x, y) = xTAx + cTx − bTy.
This neural network for solving (6) and (7) is as follows:
d
dt
(
x
y
)
=
(−(cTx − bTy)c − DT(Dx − b)− x−
(cTx − bTy)b + D(c − DTy)−
)
, (22)
x(0) = x0, y(0) = y0.
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Fig. 1. Block diagram of the new model for the computation of optimum solutions for the quadratic problems in the forms (1) and (2).
Fig. 2. Block diagram of the new model for the computation of optimum solutions for the linear problems in the forms (6) and (7).
3.2. Architecture of a recurrent neural network model
Let us assume that the vectors x(0) and y(0) are external initial inputs where x and y are output vectors of the
network. As in [6], for simplicity we also assume that r = (Ax + c − DTy)−. Then the block diagram of the model
may be given in Fig. 1 and Fig. 2 for the quadratic and linear programming problems respectively. It is obvious that
these models are recurrent neural networks.
4. Theoretical aspects
Before attempting to solve a system of initial-value problems, we would like to know whether a unique solution
exists and is also independent of the initial values of the dynamic system.
4.1. Unique solution
Theorem 3. System of initial-value problems of ordinary differential equations in (20) has a unique solution.
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Proof. See [18]. 
The following theorem summarizes the corresponding relation between the space of the solutions of optimization
problems (1) and (2) and the space of the solutions of the dynamical system (20).
Theorem 4. Consider the set of all equilibrium points of (20) as
Ψ = {(x, y) ∈ Rn+m |∇E(z) = 0},
and the set of all optimum solutions for problems (1) and (2) as
Φ = {(x, y) ∈ Rn+m},
where x and (x, y) are the optimum solutions for the (1) and (2) problems respectively. Then Ψ = Φ.
Proof. Let z = (x, y) ∈ Ψ such that ∇E(z) = 0 and z∗ = (x∗, y∗) where x∗ and z∗ are the optimum solutions for
(1) and (2) respectively. From Corollary 1, E(z∗) = 0. SinceE(z) in (18) is a differentiable convex function we may
write
E(z)+ (z∗ − z)T∇E(z) ≤ E(z∗) = 0. (23)
Thus
E(z) ≤ (z − z∗)T∇E(z). (24)
From assumption, ∇E(z) = 0, then from (24) we will write E(z) ≤ 0. But E(z) is a non-negative function,
therefore E(z) = 0. Hence z ∈ Φ so that Ψ ⊆ Φ.
Conversely we must prove that Φ ⊆ Ψ . Let z = (x, y) ∈ Φ, then x and y satisfy in the conditions (3)–(5). From
Theorem 2 and [19] we can write
∇x E(z) = ∇x F(z)+ DT(Dx − b)+ x− + AT(Ax + c − DTy)− = 0 (25)
∇yE(z) = ∇yF(z)− D(Ax + c − DTy)− = 0 (26)
i.e. ∇E(z) = 0, therefore z ∈ Ψ . Now since Ψ ⊆ Φ and Φ ⊆ Ψ we conclude that Ψ = Φ. 
4.2. Global convergence
Theorem 5. Let Φ be a nonempty set. Then the artificial neural network defined in (20) globally converges to the
exact optimal solution corresponding with optimization problems (1) and (2).
Proof. We know that z(t) = (x(t), y(t)) is a general solution to the system of differential equations in (20) and
at time t = 0 the starting point is z0 = (x0, y0) ∈ Rn+m . Now consider the non-negative function H of variable
z = (x, y) ∈ Rn+m such that H(z) →+∞, when ‖z‖ → +∞. I.e.
H(z) = 1
2
‖z − z∗‖22 ≥ 0, (27)
where x∗ and z∗ = (x∗, y∗) are the optimum solutions for (1) and (2) respectively. In particular H(z∗) = 0.
Differentiating H with respect to t and using the convexity of E(z) gives rise to
dH(z(t))
dt
= ∇H(z)T dz
dt
= (z − z∗)T(−∇E(z))
= (z − z∗)T∇E(z)
≤ −E(z) < 0, (28)
for all z 6= z∗. The picture that emerges is that H˙(z(t)) is a negative definite function in the direction of the path
z = z(t)where z 6= z∗. Thus from the Lyapunov stability theorem in [18], any algorithm using this way of approaching
to solve the problem is globally and asymptotically stable. Hence for the consistent algorithms the process will be
globally convergent. 
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Corollary 5. Let (1) and (2) have infinitely many optimum solutions, then for every starting point z0 ∈ Rn+m , the
solution of system (20) converges to the optimum solutions x∗ and z∗ of the problems (1) and (2).
Corollary 6. If in the problems (1) and (2) we let A = 0, the quadratic problem will change to the linear problem,
then it can be shown that
∇x F(x, y) = (cTx − bTy)c,
∇yF(x, y) = −(cTx − bTy)b.
(29)
Thus the solution for the system (22) converges to the solutions of the linear optimization problems in the form (6)
and (7).
Remark 1. The neural network (22) is the same neural network in [20]. In [20], this neural network was discussed
and compared with some existing neural networks for solving (6) and (7) problems. That paper has mentioned the
conclusions which we have reached about general neural network (20).
From Corollary 6 and above issues, we see that proposed neural network in [20] is the special state of our proposed
neural network. That is, it can just solve linear primal–dual programming problems.
5. Numerical simulation and a comparison
In this section, two examples of constrained optimization problems are solved, to show the global convergence
of the proposed model for both quadratic and linear programming problems. Numerical results computed for the
first example illustrate the power of the method to find the estimated solution for the primal and dual quadratic
programming problems simultaneously. In order to show that the model also converges for problems (linear and
quadratic) with infinitely many optimum solutions we have chosen as the second example a constrained linear
programming problem.
5.1. Example 1
Consider the following quadratic programming problem [7]
(QP)
min x21 + x22 + x1x2 − 30x1 − 30x2
s.t.
5
12
x1 − x2 + x3 = 3512 ,
5
2
x1 + x2 + x4 = 352 ,
x5 − x1 = 5,
x2 + x6 = 5,
xi ≥ 0, (i = 1, 2, . . . , 6)
where its dual will be in the form
(DQP)
max
35
12
y1 + 352 y2 + 5y3 + 5y4 − x
2
1 − x22 − x1x2
s.t.
5
12
y1 + 52 y2 − y3 − 2x1 − x2 ≤ −30,−y1 + y2 + y4 − x1 − 2x2 ≤ −30,
y j ≤ 0, ( j = 1, . . . , 4).
The quadratic programming (QP) problem has the exact optimum solution x∗ = (5, 5, 5.8333, 0, 10, 0)T, while
(DQP) has the optimum solution y∗ = (0,−6, 0,−9)T. The exact optimum objective values for (QP) and (DQP)
problems are the same and are equal to −255. The model (21) is used to find approximated optimal solutions for
x∗ and y∗, simultaneously. The convergent path for the variables x1 and x2 are shown in Figs. 3 and 4 with various
known starting points of the (QP) problem, where the starting point for (DQP) problem is the fixed and arbitrary
y0 = (0,−1, 0,−2)T.
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Fig. 3. Example 1: The trajectories of x1 and x2 for the various starting points inside and on the boundaries of the feasible region of (QP), where
y0 = (0,−1, 0,−2)T is the fixed and arbitrary starting point for (DQP).
Fig. 4. Example 1: The trajectories of x1 and x2 for different starting points outside of the feasible region of (QP), where y0 = (0,−1, 0,−2)T is
the fixed and arbitrary starting point for (DQP).
In Fig. 3 the starting vector x is considered as an input of the neural network model to be inside and on the
boundaries of the feasible region (denoted by the area marked by the dashed line) for (QP) problem. In Fig. 4
the starting vector x is considered as an input of the neural network model to be outside the boundaries of the
feasible region for (QP) problem. In both figures the neural network model converges correctly to the exact solution
x∗ = (5, 5, 5.8333, 0, 10, 0)T as it was expected.
To be more precise we considered all the possibilities that might happen for the given starting points, feasible or
infeasible for (QP) and (DQP) problems, presented in Table 1. Error estimation and other details are also illustrated
in this table.
In Figs. 5–12 for various chosen cases of the feasible and infeasible starting points for (QP) and (DQP) problems,
we show the convergent trajectories for the decision variables x and y to the exact optimum solutions x∗ and y∗
respectively.
The next example is a linear constrained optimization problem with infinitely many optimum solutions.
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Fig. 5. Example 1 is solved for the values in Table 1 using neural network model (21). The variables x1 to x6 for (QP) problem converge to the
exact optimum solutions.
Fig. 6. Example 1 is solved for the values in Table 1 using neural network model (21). The variables y1 to y4 for (DQP) problem converge to the
exact optimum solutions.
5.2. Example 2
Let the linear programming problem be
(LP)
min −x1 − 2x2
s.t. x1 + x3 = 4,
x2 + x4 = 3,
x1 + 2x2 + x5 = 8,
xi ≥ 0, (i = 1, 2, . . . , 5).
Obviously the dual problem is in the form
(DLP)
max 4y1 + 3y2 + 8y3
s.t. y1 + y3 ≤ −1,
y2 + 2y3 ≤ −2,
y j ≤ 0, ( j = 1, 2, 3).
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Fig. 7. Example 1 is solved for the values in Table 1 using neural network model (21). The variables x1 to x6 for (QP) problem converge to the
exact optimum solutions.
Fig. 8. Example 1 is solved for the values in Table 1 using neural network model (21). The variables y1 to y4 for (DQP) problem converge to the
exact optimum solutions.
The optimum set of the solutions for (LP) problem is the set
B = {x∗ = (8− 2x2, x2, 2x2 − 4, 3− x2, 0)T|0 ≤ x2 ≤ 3},
where the exact optimum solution for (DLP) problem is y∗ = (0, 0,−1)T.
The novel neural network model (22) is used to find the solution of (LP) and (DLP) problems simultaneously. The
trajectories of the variables x1 and x2 with starting points inside and outside the feasible region of (LP) problem and
an arbitrary point y0 = (0, 0, 0)T for (DLP) problem are shown in Fig. 13. This figure shows that from any starting
point the trajectories converge to the set of the optimal solutions for (LP) problem on the segment MN.
In Fig. 14, in three dimensional spaces we show that for the arbitrary starting point x0 = (−5, 1,−5, 1, 0)T for
(LP) problem, model (22) converges to the unique solution y∗ = (0, 0,−1)T for the various arbitrary starting points
of (DLP) problem.
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Fig. 9. Example 1 is solved for the values in Table 1 using neural network model (21). The variables x1 to x6 for (QP) problem converge to the
exact optimum solutions.
Fig. 10. Example 1 is solved for the values in Table 1 using neural network model (21). The variables y1 to y4 for (DQP) problem converge to the
exact optimum solutions.
We now compare the network (21) with proposed neural network by Wu et al. [5] for solving problems (1) and (2).
The network is as follows:
d
dt
(
x
y
)
= −
{
γ (−DTy + Ax + c)+ γ A[x − (x + DTy − Ax − c)+] + DT(Dx − b)
γ {Dx − b + D[(x + DTy − Ax − c)+ − x]}
}
(30)
where, (x, y) ∈ Ω , Ω = {(x, y)|y ∈ Rn, x ∈ Rm, x ≥ 0}, (x)+ = [(x1)+, . . . , (xm)+]T, (xi )+ = max{0, xi }, for
i = 1, . . . ,m and γ = ‖x − (x + DTy − Ax − c)+‖22.
From the hardware implementation point of view, it is easy to see that the complexity of the neural network (30)
is more than that of the neural network (21). The network (30) requires too many expensive analog multipliers and
thus, not only the cost of the hardware implementation is very expensive, but also the accuracy of solutions is greatly
affected. The numerical results of Example 1 by using network (30) under the similar initial conditions are shown in
Table 2.
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Fig. 11. Example 1 is solved for the values in Table 1 using neural network model (21). The variables x1 to x6 for (QP) problem converge to the
exact optimum solutions.
Fig. 12. Example 1 is solved for the values in Table 1 using neural network model (21). The variables y1 to y4 for (DQP) problem converge to the
exact optimum solutions.
The energy function of network (21) is a quadratic convex function in a neighborhood of the optimal solutions,
and thus the network can converge fast. According to the mentioned results in Section 5 and above issues, the neural
network (21), not only converges more quickly but also results in high accuracy. It is fully stable and converges to
the exact solution globally. It has less complexity and doesn’t need any analog multipliers. Therefore this network
overcomes shortcomings of neural network (30).
6. Conclusions
In this paper both primal and dual problems of the linear and quadratic constrained optimization type problems are
solved, using the proposed novel neural network model. The model is based on gradient and is able to find the optimum
solutions of primal and dual problems simultaneously. The theoretical aspects as well as the numerical simulation for
the new model are discussed. We have shown the stability and global convergence of the neural network analytically
and verified the results numerically.
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Fig. 13. Example 2: The trajectories of x1 and x2 converge to the optimum solution set (segment MN) for the different starting points outside,
inside and on the boundaries of the feasible region of (LP), where y0 = (0, 0, 0)T is the fixed and arbitrary starting point for (DLP).
Fig. 14. Example 2 in three dimensions: the trajectories of y = (y1, y2, y3) converge to the single optimum solution point for the different starting
points of (DLP), where x0 = (−5, 1,−5, 1, 0)T is the fixed and arbitrary starting point for (LP).
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