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REGULARITY OF DISTRIBUTIONS OF WIGNER INTEGRALS
TOBIAS MAI
Abstract. Wigner integrals and the corresponding Wigner chaos were introduced by P.
Biane and R. Speicher in 1998 as a non-commutative counterpart of classical Wiener-Itoˆ
integrals and the corresponding Wiener-Itoˆ chaos, respectively, in free probability.
In the classical case, a famous result of I. Shigekawa states that non-trivial elements in
the finite Wiener-Itoˆ chaos have an absolutely continuous distribution. We provide here
a first contribution to such regularity questions for Wigner integrals by showing that the
distribution of non-trivial elements in the finite Wigner chaos cannot have atoms. This
answers a question of I. Nourdin and G. Peccati.
For doing so, we establish the notion of directional gradients in the context of the free
Malliavin calculus. These directional gradients bridge between free Malliavin calculus and
the theory of non-commutative derivations as initiated by D. Voiculescu and Y. Dabrowski.
Methods recently invented by R. Speicher, M. Weber, and the author for treating similar
questions in the case of finitely many variables are extended, such that they apply to direc-
tional gradients. This approach also excludes zero-divisors for the considered elements in
the finite Wigner chaos.
1. Introduction
In 1998, P. Biane and R. Speicher established with their seminal work [BS98] a non-
commutative counterpart of classical stochastic calculus and Malliavin calculus in the realm
of free probability. In particular, they introduced there the so-called (multiple) Wigner
integrals
ISn (f) =
∫
Rn
+
f(t1, . . . , tn) dSt1 · · · dStn
for f ∈ L2(Rn+) on R+ = [0,∞) as the free counterpart of the classical (multiple) Wiener-
Itoˆ integrals [Wie38, Ito51, Ito52]. Despite some clear peculiarities of these free objects,
their construction proceeds to a great extend parallel to the classical case, roughly speaking
by replacing the classical Brownian motion by its free relative (St)t≥0. In analogy to the
classical Wiener-Itoˆ chaos, these Wigner integrals form the so-called Wigner chaos, which
likewise enjoys many properties similar to the classical Wiener-Itoˆ chaos; e.g. [KNPS12].
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We point out that the increments of the free Brownian motion (St)t≥0 carry the semicircular
distribution as the free equivalent of the normal distribution from classical probability theory.
It might seem strange at first sight that the nomenclature of Wigner integrals refers explicitly
to Wigner, although his work clearly predates the birth of free stochastic calculus. However,
this simply highlights the very important fact that the semicircular distribution already
appeared in Wigner’s famous semicircle law and that this rather surprising connection to
random matrix theory, which was later clarified by Voiculescu, marks the starting point of
an extremely fruitful interaction between random matrix theory and the theory of operator
algebras.
Classical Malliavin calculus has many important applications (cf. [Nua06, Nua09]). In
particular, it became prominent for its use in treating regularity questions in different situa-
tions, as e.g. for distributions of random variables in the Wiener-Itoˆ chaos. For instance, it
was used by Shigekawa [Shi80] for proving that any non-trivial element in the finite Wiener-
Itoˆ chaos, i.e. any non-constant finite sum of Wiener-Itoˆ integrals, has a distribution which
is absolutely continuous with respect to the Lebesgue measure.
In contrast, in the world of free probability, distributions of non-commutative random
variables that appear in the Wigner chaos are poorly understood. The aim of this paper is
a first step towards a better understanding of these distributions by answering one of the
fundamental questions formulated by Nourdin and Peccati in [NP13, Remark 1.6], namely:
can the distribution of any non-constant self-adjoint Wigner integral have atoms or not? We
will see that the answer to this question is no in full generality. Even more, we will show
that the distribution of self-adjoint elements in the finite Wigner chaos, i.e. non-commutative
random variables of the form
IS1 (f) + I
S
2 (f2) + · · ·+ ISN(fN )
with mirror-symmetric fn ∈ L2(Rn+) for n = 1, . . . , N and fN 6= 0, cannot have atoms. This
is the content of of our main Theorem 2.4.
Although this result is clearly in accord with the classical result of Shigekawa [Shi80],
the proof of Theorem 2.4 uses completely different methods. Shigekawa’s approach is based
on arguments which are specially adapted to the commutative setting. In fact, he uses
Malliavin’s Lemma, which is a powerful result that provides a sufficient condition for a
measure on Rd to be absolutely continuous with respect to Lebesgue measure. The non-
commutativity in our situation forces us therefore to follow a totally different strategy, which
is inspired by recently developed methods [MSW15, Shl14].
In free probability, regularity questions of this type were successfully addressed only quite
recently [SS15, MSW14, Shl14, MSW15, CS15]. Our considerations here are very much based
on the paper [MSW15], where it was shown that in a von Neumann algebra M , which is en-
dowed with a faithful normal tracial state τ , the distribution of any non-constant self-adjoint
polynomial expression P (X1, . . . , Xn) in finitely many self-adjoint variables X1, . . . , Xn ∈M
does not have atoms if the so-called non-microstates free entropy dimension δ∗(X1, . . . , Xn)
is maximal, i.e., if it satisfies the condition δ∗(X1, . . . , Xn) = n.
We note that the quantity δ∗(X1, . . . , Xn) has its origin among other important quantities
in the work of Voiculescu. He transferred in a groundbreaking series of papers [Voi93,
Voi94, Voi96, Voi97, Voi98, Voi99] (see also the survey article [Voi02]) the classical notions
of entropy and Fisher information to the non-commutative world. At the base of our work
are techniques from the so-called non-microstates approach presented in [Voi98, Voi99].
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Formulated in general terms, so that it can be applied in our situation, the method of
[MSW15] works as follows:
(1) Rephrase the question of absence of atoms in more algebraic terms as a question
about the absence of (certain) zero-divisors.
(2) Prove that zero-divisors survive under special operations that are built on non-
commutative derivations. This means that zero-divisors for some particular non-
commutative random variable induce zero-divisors for some other non-commutative
random variables of “lower degree”, where the term “degree” refers to the degree
of the considered polynomial, or in general to some natural grading on the space of
non-commutative random variables under consideration.
(3) Iterate the procedure of (2) until reaching a non-commutative random variable of
degree zero and check that the obtained element cannot be zero under the imposed
conditions on the initial non-commutative random variable. This will lead to a con-
tradiction and hence excludes zero-divisors.
It might be of independent interest that Step (1) establishes a very interesting relationship
to the work of Linnell [Lin91, Lin92, Lin93, Lin98] on analytic versions of the zero divisor
conjecture, particularly in the case of the free group. In fact, we will prove the more general
statement that the product of any non-commutative random variable in the finite Wigner
chaos, which is non-zero, with any non-zero element from the von Neumann algebra generated
by the underlying free Brownian motion cannot be zero as well.
The crucial part is Step (2), which relies in [MSW15] as well as in our considerations
heavily on results of Dabrowski [Dab10, Dab14], concerning bounds for the non-commutative
derivatives that underlie the non-microstates approach to free Fisher information and free
entropy of [Voi97] and also for more general derivations.
In contrast to the preceding studies, which especially concern the case of finitely many
variables, the underlying von Neumann algebra in the setting of Wigner integrals is generated
by a free Brownian motion (St)t≥0 and therefore by an uncountable family of semicircular ele-
ments, indexed by the continuous parameter t ≥ 0. Accordingly, the role of non-commutative
derivatives in [MSW14, MSW15] is taken over here by the directional gradient operators of
free Malliavin calculus. Thus, the subsequent investigations can be seen as a continuous
extension of the previous work [SS15, MSW14, Shl14, MSW15, CS15].
In [MSW14], which is an earlier version of [MSW15], the absence of atoms in the distribu-
tion of P (X1, . . . , Xn) for non-constant self-adjoint polynomials P was first shown under the
stronger assumption of finite non-microstates free Fisher information Φ∗(X1, . . . , Xn). Based
on these ideas, Shlyakhtenko [Shl14] was able to prove a significant extension, namely to the
most general case of full non-microstates entropy dimension δ∗(X1, . . . , Xn), by involving
different techniques from [CS05]. However, shortly after [Shl14], the authors of [MSW14]
were also able to upgrade their own methods to this generality, which led to the final version
[MSW15].
Deep results of Shlyakhtenko and Skoufranis [SS15] characterize the possible sizes of
atoms that can appear in distributions of polynomial expressions P (X1, . . . , Xn) in non-
commutative random variables X1, . . . , Xn, which have not necessarily non-atomic distribu-
tions, (and even more matrices (Pij(X1, . . . , Xn))
d
i,j=1 thereof) under the assumption that
X1, . . . , Xn are freely independent. Since the non-microstates free entropy is additive for
freely independent variables and since in the case of a single self-adjoint variable X the max-
imality condition δ∗(X) = 1 holds if and only if the distribution of X has no atomic part,
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the results from [MSW15, Shl14] clearly generalize some parts of the statements given in
[SS15]. However, the full range of regularity results presented in [SS15] is still out of reach
in this generality, but nevertheless, one expects that indeed for most of these properties
rather the maximality of the non-microstates free entropy dimension matters than the free
independence of the involved variables.
We point out that certain questions concerning the non-singularity and absolute continu-
ity of distributions were addressed recently by Charlesworth and Shlyakhtenko [CS15], in
continuation of [Shl14].
The paper is organized as follows. In Section 2, we state our main result Theorem 2.4 on
the regularity of distributions of Wigner integrals. For reader’s convenience, we recall there
also the fundamental definition of a free Brownian motion and the construction of Wigner
integrals, as it can be found in the seminal work [BS98]. This exposition of the foundations of
free stochastic calculus will then be continued in Section 3. In particular, we will define there
the main operators of free Malliavin calculus and collect some results from [BS98], which will
be used later on. Section 4 is then devoted to the theory of non-commutative derivations.
At first, we will put several results from [Voi98] and [Dab10] (see also [Dab14]) in a uniform
framework. Based on this, we will then obtain a significant generalization of a result that
was obtained in [MSW15], namely Proposition 4.14, which is at the core of Step (2) and
hence crucial for the proof of Theorem 2.4. Finally, in Section 5, we will piece together these
ingredients for the actual proof of Theorem 2.4. For this purpose, we will introduce the notion
of directional gradients. The proof itself relies then on the fact that directional gradients,
which belong by definition to free Malliavin calculus as presented Section 3, fit also nicely into
the general framework of non-commutative derivations as considered in Section 4. Indeed,
this will allow us to follow the aforementioned strategy in the spirit of [MSW14, MSW15].
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2. Wigner integrals and regularity of their distributions
In this section, we provide all basic terminology and background knowledge as far as it is
needed for stating our main result, Theorem 2.4.
First of all, we will briefly recall some very basic concepts of free probability, before we
proceed by giving the definition of a free Brownian motion and by presenting the construction
of free Wigner integrals as they were introduced by Biane and Speicher in [BS98]; see also
[Spe03] and [KNPS12].
The introduction to free stochastic calculus will be continued later in Section 3.
At the beginning, a few words on tensor products are in order. Throughout the paper,
tensor products are understood as tensor products over the complex numbers C. Moreover,
we lay down here that the purely algebraic tensor product of complex vector spaces or
complex algebras will be denoted by ⊙, whereas the more familiar symbol ⊗ is reserved for
its “natural” closure in the corresponding analytic setting, as for instance for Hilbert spaces
or von Neumann algebras. Since the tensor sign will appear mostly in its closed version, this
convention saves us from decorating the tensor signs repeatedly with fancy tags and hence
keeps the notation as simple as possible.
2.1. Non-commutative probability spaces and distributions. The actual amount of
techniques from free probability theory that are needed explicitly below is surprisingly small.
The reason is that they are mostly hidden in the quoted results from free stochastic calculus
and thus the computations involving them are just outsourced to other papers. However, we
prefer to give a separate introduction to the very basic concepts of free probability theory,
since it supplies the right language for our considerations.
Any reader, who is interested in a more detailed introduction to free probability theory,
is cordially invited to have a look at [VDN92], [Voi00], or [NS06] for instance.
At the basis of free probability are non-commutative probability spaces. A non-commutative
probability space (A, φ) consists of a unital complex algebra A and a linear functional
φ : A → C that satisfies φ(1) = 1. Referring to classical probability theory, elements of
A are called non-commutative random variables and φ is called expectation.
This nomenclature is justified by the observation that any classical probability space
(Ω,Σ,P) induces by A = L∞(Ω,Σ,P) and φ(X) = ∫
Ω
X(ω)dP(ω) a standard example of
a non-commutative probability space (which is actually commutative).
In the generality of this purely algebraic setting, we can already introduce the notion of
free independence. Unital subalgebras (Ai)i∈I of A are called freely independent (or just
free), if for any choice of finitely many indices i1, . . . , in ∈ I, n ∈ N, satisfying i1 6= i2, i2 6=
i3, . . . , in−1 6= in, and for any choice of elements Xk ∈ Aik with φ(Xk) = 0 for k = 1, . . . , n,
the condition φ(X1 · · ·Xn) = 0 is fulfilled. Consequently, we call non-commutative random
variables (Xi)i∈I in A freely independent (or just free), if the subalgebras (Ai)i∈I are freely
independent, where Ai denotes for each i ∈ I the unital subalgebra of A that is generated
by Xi.
Roughly speaking, free independence provides a rule to calculate mixed moments. For any
tuple (X1, . . . , Xn) of non-commutative random variables in A, we refer to the collection of
all moments
φ(Xi1Xi2 · · ·Xik), k ≥ 0, 1 ≤ i1, . . . , ik ≤ n
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(including also the trivial moment φ(1) = 1) as the (joint) distribution µX1,...,Xn of (X1, . . . , Xn).
If the non-commutative random variables X1, . . . , Xn are freely independent, then the distri-
bution µX1,...,Xn is completely determined by the single variable distributions µX1 , . . . , µXn.
For the seek of completeness, we point out that one can make this relation much more ex-
plicit by using the powerful combinatorial concept of free cumulants as it was introduced to
free probability by Speicher.
It was a fundamental observation of Voiculescu that the distribution µX+Y of two freely
independent non-commutative random variables X and Y depends only on the distributions
µX and µY of X and Y , respectively, and not on the concrete realization of X and Y .
Consequently, he defined the free additive convolution ⊞ on abstract distributions by µX ⊞
µY := µX+Y .
For our purposes, it is necessary to impose some additional analytic structure. If we
consider a C∗-probability space (A, φ), i.e. a non-commutative probability space (A, φ),
where A is a unital C∗-algebra and φ a state on A, then the distribution µX of any self-
adjoint non-commutative random variable X in A can be identified with the compactly
supported Borel probability measure µX on the real line R that is uniquely determined by
the condition
φ(Xk) =
∫
R
tk dµX(t) for k = 0, 1, 2, . . . .
Accordingly, the free additive convolution ⊞ gives rise to a binary operation on all (compactly
supported) Borel probability measures on R.
Here, we will mainly work in the setting of tracial W ∗-probability spaces. A tracial W ∗-
probability space (M, τ) means a non-commutative probability space (M, τ), where M is a
von Neumann algebra and τ a faithful normal tracial state on M .
If (M1, τ1) and (M2, τ2) are two tracialW
∗-probability spaces, then also their von Neumann
algebra tensor product M1 ⊗M2 becomes, endowed with the tensor product state τ1 ⊗ τ2, a
tracial W ∗-probability space.
Another construction that will be used repeatedly in the subsequent considerations are
the non-commutative Lp-spaces. Given any tracial W ∗-probability space (M, τ), we may
introduce the non-commutative Lp-spaces Lp(M, τ) for 1 ≤ p ≤ ∞ as the completion of M
with respect to the norm ‖x‖Lp(M,τ) := τ
(
(x∗x)
p
2
) 1
p , and for p =∞ simply by L∞(M, τ) := M
where we put ‖x‖L∞(M,τ) := ‖x‖. Whenever it is not necessary to indicate explicitly the
underlying von Neumann algebra, we will abbreviate ‖ · ‖p := ‖ · ‖Lp(M,τ).
2.2. Free Brownian motion. Like the classical Brownian motion in the case of Wiener-Itoˆ
integrals, the free Brownian motion is the fundamental object in free stochastic analysis and
underlies in particular the construction of Wigner integrals. Thus, we want to recall now its
definition.
Note that the definition itself will reflect the important fact that the role of the normal
distribution in classical probability is taken over in free probability by the semicircular dis-
tribution as its free counterpart. We will denote by σt the semicircular distribution with
mean 0 and variance t > 0, i.e. the compactly supported probability measure σt on the real
line R that is given by
dσt(x) =
1
2πt
√
4t− x2 1[−2√t,2√t](x) dx.
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Note that (σt)t≥0 forms a semi-group with respect to the free additive convolution, i.e. we
have that σs ⊞ σt = σs+t holds for all s, t ≥ 0.
Definition 2.1. Let (M, τ) be a tracial W ∗-probability space. A family (St)t≥0 of operators
in (M, τ) is called free Brownian motion, if there exists a filtration (Mt)t≥0 of M , i.e. a
family (Mt)t≥0 of von Neumann subalgebras Mt of M with
Ms ⊆Mt whenever s ≤ t,
such that the following conditions are satisfied:
• We have S0 = 0 and St = S∗t ∈Mt for all t ≥ 0.
• For each t > 0, the distribution of St is the semicircular distribution σt.
• For all 0 ≤ s < t, the distribution of St − Ss is the semicircular distribution σt−s.
• For all 0 ≤ s < t, the increment St−Ss is free from Ms, which means more precisely
that the unital subalgebra generated by St − Ss is free from Ms.
A free Brownian motion can be constructed in several ways. For instance, one construction
gives the free Brownian motion as the limit of matrix-valued classical Brownian motions as
the dimension tends to infinity. In contrast to this certainly appealing but rather indirect
approach, we will present in Subsection 3.2 a construction of the free Brownian motion on
the full Fock space over the Hilbert space L2(R+) of all square-integrable functions on the
positive real half-line R+ := [0,∞). This has the advantage that it will not only prove the
existence of the free Brownian motion but it will also give an additional structure to this
important object, which is in fact the starting point of free Malliavin calculus. However, for
the moment, we take the existence of a free Brownian motion for granted.
2.3. Wigner integrals. Presuming the existence of a free Brownian motion (St)t≥0 in a
W ∗-probability space (M, τ) with respect to a filtration (Mt)t≥0 of M , we may introduce
now (multiple) Wigner integrals integrals with respect to (St)t≥0.
Definition 2.2. Let n ∈ N be given. We denote by Dn ⊂ Rn+ the collection of all diagonals
in Rn+, i.e.
Dn := {(t1, . . . , tn) ∈ Rn+| ti = tj for some 1 ≤ i, j ≤ n with i 6= j}.
The construction of the (multiple) Wigner integral ISn (f) for any function f ∈ L2(Rn+)
proceeds as follows.
• For any indicator function f = 1E of some set
E = [s1, t1]× · · · × [sn, tn] ⊂ Rn+
that satisfies E ∩Dn = ∅, we define ISn (f) by
ISn (f) = (St1 − Ss1) · · · (Stn − Ssn).
• By linearity, we extend ISn to all off-diagonal step functions, i.e. to all step functions
f =
m∑
j=1
aj1Ej
on Rn+, where each set Ej ⊂ Rn+ is of the form
Ej = [sj,1, tj,1]× · · · × [sj,n, tj,n]
and satisfies Ej ∩Dn = ∅.
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• Since off-diagonal step functions are dense in L2(Rn+) (an important fact, which is
actually not hard to prove, but which is definitely worth to think about for a moment)
and since the Itoˆ isometry
τ(ISn (f)
∗ISn (g)) = 〈g, f〉L2(Rn+)
holds for all off-diagonal step functions f and g, we may finally extend ISn isometrically
to L2(Rn+).
For given f ∈ L2(Rn+), we will write
ISn (f) =
∫
Rn
+
f(t1, . . . , tn) dSt1 · · · dStn.
Note that multiple Wigner integrals ISn (f) are for general f ∈ L2(Rn+) by definition ele-
ments of L2(M, τ). But in fact, it turns out that ISn (f) belongs to M for each f ∈ L2(Rn+)
(and actually, to be more precise, it belongs to the C∗-subalgebra of M that is generated
by the free Brownian motion (St)t≥0). This is an immediate consequence of the fact that
off-diagonal step functions are dense in L2(Rn+) and of [BS98, Theorem 5.3.4], which tells us
that the operator norm can be bounded by a kind of Haagerup inequality, namely
(2.1)
∥∥∥
∫
Rn
+
f(t1, . . . , tn) dSt1 · · · dStn
∥∥∥ ≤ (n+ 1)‖f‖L2(Rn
+
) for all f ∈ L2(Rn+).
Since Wigner integrals are bounded linear operators, we are of course allowed to multiply
them, and it is therefore natural to ask, whether one can describe this operation also on the
level of the corresponding functions. Indeed, this turns out to be possible and it leads to a free
counterpart of Itoˆ’s formula (see, for example, [Spe03, Theorem 2.11]). Although this result
appears in many different formulations, it always reflects the same inherent structure that
shows up, roughly speaking, under multiplication. We mention here the following version,
which allows us to decompose products of Wigner integrals explicitly as linear combinations
of Wigner integrals.
Theorem 2.3 (Biane and Speicher, 1998, [BS98]). Let f ∈ L2(Rn+) and g ∈ L2(Rm+). For
any 0 ≤ p ≤ min{n,m}, we define the p’th contraction of f and g by
f
p
a g(t1, . . . , tn+m−2p) =
∫
R
p
+
f(t1, . . . , tn−p, s1, . . . , sp)
g(sp, . . . , s1, tn−p+1, . . . , tn+m−2p) ds1 . . . dsp.
Then the Itoˆ formula
ISn (f)I
S
m(g) =
min{n,m}∑
p=0
ISn+m−2p(f
p
a g)
holds.
In principle, all previously collected facts about Wigner integrals put them in the most
convenient setting of non-commutative probability, such that we can already talk about
their (joint) distributions in a purely combinatorial sense. However, since we work here in
the regular setting of W ∗-probability spaces, we also want to study distributions of Wigner
integrals in a stronger analytic sense, namely as (compactly supported) probability measures.
REGULARITY OF DISTRIBUTIONS OF WIGNER INTEGRALS 9
Thus, we should have a criterion on the level of integrands that allows us to guarantee that the
corresponding Wigner integral is self-adjoint. This criterion is provided by mirror symmetry.
It follows immediately from the definition of Wigner integrals that
ISn (f)
∗ = ISn (f
∗) for all f ∈ L2(Rn+)
holds, where the function f ∗ ∈ L2(Rn+) is determined for any f ∈ L2(Rn+) by
f ∗(t1, t2, . . . , tn) = f(tn, . . . , t2, t1)
for Lebesgue almost all (t1, . . . , tn) ∈ Rn+. As a consequence, any f ∈ L2(Rn+) satisfying
f = f ∗ gives a self-adjoint Wigner integral ISn (f). We will call such f ∈ L2(Rn+) mirror
symmetric.
2.4. Main Theorem. Here, we are interested in properties of the distributions of Wigner
integrals
ISn (f) =
∫
Rn
+
f(t1, . . . , tn) dSt1 · · · dStn
for mirror symmetric functions f ∈ L2(Rn+), and, more generally, in distributions of finite
sums of such Wigner integrals like
Y = IS1 (f1) + I
S
2 (f2) + · · ·+ ISN (fN)
for some N ∈ N and mirror symmetric functions fn ∈ L2(Rn+) for n = 1, . . . , N with fN 6= 0.
Surely one of the most basic questions one can ask about distributions in general is whether
their support is connected or not. Basic functional analysis yields that this question can be
reformulated in more operator algebraic terms to a question about the existence of non-trivial
projections in the C∗-algebra that is generated by the considered operator. Fortunately, this
translation is also helpful in our situation: As we have mentioned above, Wigner integrals
are in fact elements of the C∗-algebra that is generated by the free Brownian motion (St)t≥0.
Hence, by quoting a results obtained by Guionnet and Shlyakhtenko in [GS09], which ex-
cludes non-trivial projections in C∗({St| t ≥ 0}), we may conclude without further effort
that the distribution µY of any operator Y as above must have connected support.
However, apart from this observation, almost nothing was known until now about regu-
larity properties of these distributions. In particular, as it was formulated by Nourdin and
Peccati in [NP13, Remark 1.6], it remained an open questions whether the distribution of
Wigner integrals of mirror symmetric functions being non-zero (except, of course, in the
chaos of order zero) may have atoms or not. We are going to answer this question here by
showing that the distribution of any such Wigner integral of a non-zero mirror symmetric
function (and even of any non-constant finite sum of such Wigner integrals) does not have
atoms.
Recall that an atom of a Borel probability measure µ on R means some α ∈ R satisfying
the condition µ({α}) 6= 0.
The statement of the main theorem of this paper reads as follows.
Theorem 2.4. For given N ∈ N, we consider mirror symmetric functions fn ∈ L2(Rn+) for
n = 1, . . . , N , where we assume that fN 6= 0. Then, the distribution µY of
Y := IS1 (f1) + I
S
2 (f2) + · · ·+ ISN (fN),
regarded as an element in (M, τ), has no atoms.
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The proof of Theorem 2.4 will be given in Section 5. We stress that the above statement
clearly stays valid if we add to Y a constant multiple of the identity. In fact, this will be
a direct outcome of the proof of Theorem 2.4, since we will use the chaos decomposition to
deal with such shifts in a uniform way. More precisely, we can just encode constant multiples
of the identity by the chaos of order zero.
Furthermore, we point out that Theorem 2.4 corresponds nicely to a classical result of
Shigekawa [Shi78, Shi80] (although its proof uses completely different methods for which
there are by now no free analogues), which states that any non-trivial finite sum of Wiener-
Itoˆ integrals has an absolutely continuous distribution, and hence cannot have atoms. Thus,
confident of the far reaching parallelism between classical and free probability, we are tempted
to conjecture in accordance with [Spe13] that the analogy between Wiener-Itoˆ integrals and
Wigner integrals goes even further, namely that any Y like in Theorem 2.4 has in fact an
absolutely continuous distribution. We leave this question to further investigations.
3. Free stochastic calculus
One of the main pillars on which the proof of Theorem 2.4 rests is free stochastic calculus
as it was introduced by Biane and Speicher in [BS98]. For readers convenience, we recall in
this section the basic definitions and some results of this theory as far as necessary.
First of all, we will introduce the notion of biprocesses. Secondly, we will describe the
concrete realization of the free Brownian motion on the full Fock space over L2(R+). This
additional structure will finally allow us to introduce the basic operators of Malliavin calculus.
3.1. Biprocesses. We broach now the theory of biprocesses. Our exposition here heavily
relies on [BS98], [Spe03], and [KNPS12].
Let us first introduce a few general notions. We denote by E(R+) the space of all complex
valued functions f on R+, which can be written as a finite sum
f =
n∑
j=1
aj 1Ej
for some intervals E1, . . . , En ⊆ R+ of the form Ej = [sj , tj) with 0 ≤ sj < tj < ∞ for
j = 1, . . . , n and complex numbers a1, . . . , an ∈ C. As usually, 1E denotes the indicator
function of a subset E ⊆ R+. It is easy to see that E(R+) is in fact a complex algebra.
For any unital complex algebra A, the algebraic tensor product E(R+,A) := E(R+) ⊙ A
consists of all functions f defined on R+ and taking values in A, which can be written as
f =
n∑
j=1
Aj 1Ej
for some intervals E1, . . . , En ⊆ R+ of the form Ej = [sj , tj) with 0 ≤ sj < tj < ∞ for
j = 1, . . . , n and elements A1, . . . , An ∈ A.
3.1.1. Definition of biprocesses. We are prepared now to define biprocesses. For the remain-
ing part of this subsection, we fix a tracial W ∗-probability space (M, τ) for which a filtration
(Mt)t≥0 exists.
Definition 3.1. We distinguish several types of biprocesses, which are build on each other.
Their definition proceeds as follows:
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(i) The elements
U : R+ → M ⊙M, t 7→ Ut
of E(R+,M ⊙M) are called simple biprocesses.
(ii) A simple biprocess U : R+ → M⊙M is called adapted, if the condition Ut ∈Mt⊙Mt
is satisfied for all t ≥ 0. The set of all adapted simple biprocesses will be denoted by
Ea(R+,M ⊙M).
(iii) We denote by Bp for 1 ≤ p ≤ ∞ the completion of E(R+,M ⊙M), with respect to
the norm ‖ · ‖Bp, which is given by
‖U‖Bp :=
(∫
R+
‖Ut‖2Lp(M⊗M,τ⊗τ) dt
) 1
2
.
An element of Bp is called an Lp-biprocess.
(iv) For 1 ≤ p ≤ ∞, the closure of Ea(R+,M ⊙M) with respect to ‖ · ‖Bp will be denoted
by Bap . Elements of Bap are called adapted Lp-biprocesses.
3.1.2. Integration of biprocesses. For our purposes, the integration theory of biprocesses is
of great importance. We focus here first on the integration of Lp-biprocesses with respect to
functions in L2(R+).
On the basic level of simple biprocesses, such integrals can be introduced quite easily: if
U is any simple biprocess, we may write
(3.1) U =
n∑
j=1
U (j) 1Ej
for some intervals E1, . . . , En ⊆ R+ of the form Ej = [sj , tj) with 0 ≤ sj < tj < ∞ for
j = 1, . . . , n and certain elements U (1), . . . , U (n) ∈M ⊙M . Then, we put∫
R+
Ut h(t) dt :=
n∑
j=1
〈1Ej , h〉L2(R+) U (j),
and it is easy to see that the value of this integral does not depend on the concrete choice
of the representation (3.1).
Sometimes, it is more appropriate to write a given simple biprocess U in standard form,
i.e. in the form of (3.1), where the intervals E1, . . . , En ⊆ R+ are assumed to be pairwise
disjoint.
By the construction presented above, we obtain a sesqui-linear pairing
〈·, ·〉 : E(R+,M ⊙M)× L2(R+)→ M ⊙M,
which is given by
〈U, h〉 :=
∫
R+
Ut h(t) dt
for any U ∈ E(R+,M ⊙M) and h ∈ L2(R+).
Since we want to extend 〈·, ·〉 to a sesqui-linear paring between Bp and L2(R+), we need
to study its continuity with respect to ‖ · ‖Bp. This will be done in the following lemma. In
the case p =∞, this property of 〈·, ·〉 was already mentioned in [BS98]. The general case is
probably also well-known to experts, but for the seek of completeness, we include here the
straightforward proof.
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Lemma 3.2. Let 1 ≤ p ≤ ∞ be given. For any U ∈ E(R+,M ⊙M) and h ∈ L2(R+), it
holds true that
‖〈U, h〉‖Lp(M⊗M,τ⊗τ) ≤ ‖U‖Bp‖h‖L2(R+).
Proof. Let U ∈ E(R+,M ⊙M) and h ∈ L2(R+) be given and write U in standard form
U =
n∑
j=1
U (j) 1Ej .
For any fixed 1 ≤ p ≤ ∞, we may check that
‖U‖Bp =
(∫
R+
‖Ut‖2Lp(M⊗M,τ⊗τ), dt
) 1
2
=
( n∑
j=1
λ1(Ej)‖U (j)‖2Lp(M⊗M,τ⊗τ)
) 1
2
,
where λ1 denotes the Lebesgue measure on R. Thus, applying twice the Cauchy-Schwarz
inequality yields as desired
‖〈U, h〉‖Lp(M⊗M,τ⊗τ)
≤
n∑
j=1
|〈1Ej , h〉L2(R+)| ‖U (j)‖Lp(M⊗M,τ⊗τ)
=
n∑
j=1
|〈1Ej , 1Ejh〉L2(R+)| ‖U (j)‖Lp(M⊗M,τ⊗τ)
≤
n∑
j=1
‖1Ejh‖L2(R+)‖1Ej‖L2(R+)‖U (j)‖Lp(M⊗M,τ⊗τ)
≤
( n∑
j=1
‖1Ejh‖2L2(R+)
) 1
2
( n∑
j=1
‖1Ej‖2L2(R+)‖U (j)‖2Lp(M⊗M,τ⊗τ)
) 1
2
≤ ‖h‖L2(R+)‖U‖Bp ,
where we used in addition that due to the pairwise orthogonality of the functions {1Ejh| j =
1, . . . , n} ( n∑
j=1
‖1Ejh‖2L2(R+)
) 1
2
≤ ‖h‖L2(R+)
holds and that we have ‖1E‖2L2(R+) = λ1(E) for any Borel set E ⊆ R+ with finite Lebesgue
measure. 
Due to the inequality that we have established in Lemma 3.2, the definition of 〈·, ·〉 extends
now naturally to Bp.
Definition 3.3. For any 1 ≤ p ≤ ∞, the sesqui-linear pairing
〈·, ·〉 : E(R+,M ⊙M)× L2(R+)→ M ⊙M, 〈U, h〉 =
∫
R+
Uth(t) dt,
extends continuously according to
‖〈U, h〉‖Lp(M⊗M,τ⊗τ) ≤ ‖U‖Bp‖h‖L2(R+).
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to a sesqui-linear pairing
〈·, ·〉 : Bp × L2(R+)→ Lp(M ⊗M, τ ⊗ τ).
3.1.3. Stochastic integrals of biprocesses. Next, we are going to define stochastic integrals∫
R+
Ut♯dSt of biprocesses U with respect to the free Brownian motion (St)t≥0. For this
purpose, we first have to introduce the notation ♯, which appears here and repeatedly in the
non-commutative setting.
Remark 3.4. Let A and B be complex algebras. If M is an A-B-bimodule, then we
denote by ♯ the operation (A ⊙ B) ×M → M that is determined by linear extension of
(a ⊗ b)♯m := a ·m · b. Even more, if we would replace here B by its opposite algebra Bop,
then ♯ would give rise to a left action of the algebraic tensor product A ⊙ Bop on M. But
since the multiplicative structure of A⊙ B will play a minor role in our considerations, we
will not care about this subtlety in the following.
Definition 3.5. Let (St)t≥0 be a free Brownian motion in M with respect to its given
filtration (Mt)t≥0.
• For any simple biprocess U ∈ E(R+,M ⊙M), we define
∫
R+
Ut♯dSt :=
n∑
j=1
U (j)♯(Stj − Ssj ) =
n∑
j=1
mj∑
i=1
A
(j)
i (Stj − Ssj )B(j)i ,
where U is written in the form (3.1) for intervals Ej = [sj , tj) with 0 ≤ sj < tj <∞
and elements U (j) ∈M ⊙M of the form U (j) =∑mji=1A(j)i ⊗ B(j)i for j = 1, . . . , n.
• If U, V ∈ Ea(R+,M⊙M) are simple adapted biprocesses, then the general Wigner-Itoˆ
isometry (cf. [Spe03, Proposition 2.7]) tells us that
〈
∫
R+
Ut♯dSt,
∫
R+
Vt♯dSt〉 =
∫
R+
〈Ut, Vt〉 dt =: 〈U, V 〉B2
holds. Thus, we have in particular that
∥∥∥
∫
R+
Ut♯dSt
∥∥∥
2
= ‖U‖B2
for all U ∈ Ea(R+,M ⊙M). Therefore, the integral
∫
R+
Ut♯dSt extends from simple
adapted biprocesses to any adapted L2-biprocess U ∈ Ba2 in such a way that the
induced mapping
U 7→
∫
R+
Ut♯dSt
is isometric from Ba2 to L2(M, τ).
3.2. The free Brownian motion on the full Fock space. We come back now to the
construction of the free Brownian motion. As we announced earlier, we will do this here in
an explicit way on the full Fock space over L2(R+). These techniques will be used to build
up free Malliavin calculus, in the same way as classical Malliavin calculus is built on the
symmetric Fock space.
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3.2.1. The full Fock space and field operators. We first recall the construction of the full
Fock space over an arbitrary complex Hilbert space.
Recall that in the context of complex Hilbert spaces, the symbol ⊙ stands for the algebraic
tensor product (over the complex numbers C), whereas its completion with respect to the
canonical inner product will be denoted by ⊗.
Definition 3.6. Let (H, 〈·, ·〉H) be a complex Hilbert space. We define the full Fock space
F(H) associated to H as the complex Hilbert space that is given by
F(H) :=
∞⊕
n=0
H⊗n,
where
⊕
is understood as Hilbert space operation. Therein, we declare that H⊗0 := CΩ for
some fixed vector Ω of norm 1, which we call the vacuum vector of F(H).
More explicitly, the inner product 〈·, ·〉 on F(H) is determined by the following rules: We
have
〈g1 ⊗ · · · ⊗ gm, h1 ⊗ · · · ⊗ hn〉 = 0 if m 6= n
and in the case m = n
〈g1 ⊗ · · · ⊗ gm, h1 ⊗ · · · ⊗ hm〉 = 〈g1, h1〉H · · · 〈gm, hm〉H .
Later on, we will also work with some special (non-closed) subspaces of the full Fock space
F(H), involving an infinite but algebraic direct sum, namely
• Falg(H) :=
∞⊕
alg
n=0
H⊙n, i.e. the subspace of F(H) that consists of finite sums of
tensor products of vectors in H , and
• Ffin(H) :=
∞⊕
alg
n=0
H⊗n, i.e. the subspace of F(H) that consists of finite sums of
elements in the Hilbert spaces H⊗n.
It is clear by definition that we have the inclusions Falg(H) ⊆ Ffin(H) ⊆ F(H) and that
both subspaces Falg(H) and Ffin(H) are dense in F(H).
On the full Fock space F(H), we may introduce the so-called field operators. In the
case H = L2(R+), these operators will provide the desired realization of the free Brownian
motion.
Definition 3.7. Let (H, 〈·, ·〉H) be a complex Hilbert space. For each h ∈ H we introduce
the following operators on the full Fock space F(H) over H :
(i) The creation operator l(h) ∈ B(F(H)) is determined by
l(h) h1 ⊗ · · · ⊗ hn = h⊗ h1 ⊗ · · · ⊗ hn,
l(h) Ω = h.
(ii) The annihilation operator l∗(h) ∈ B(F(H)) is given by
l∗(h) h1 ⊗ · · · ⊗ hn = 〈h, h1〉Hh2 ⊗ · · · ⊗ hn, n ≥ 2,
l∗(h) h1 = 〈h, h1〉HΩ,
l∗(h) Ω = 0.
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(iii) The field operator X(h) ∈ B(F(H)) is defined by
X(h) := l(h) + l∗(h).
An easy calculation shows that we have l∗(h) = l(h)∗ for all h ∈ H , as the notation
suggests. As an immediate consequence, X(h) = X(h)∗ holds for each h ∈ H .
In order to obtain aW ∗-probability space, in which the free Brownian lives, it is natural to
consider the von Neumann algebra generated by field operators X(h) for a sufficiently large
family of vectors h. As it turns out, the right choice for this purpose are the “real” vectors h.
More formally, we will consider the full Fock space over the complexification HC = H ⊕ iH
of any real Hilbert space (H, 〈·, ·〉H). The “real” vectors are then naturally those, which are
coming from H . We shall make this more precise with the following definition.
Definition 3.8. Let H be a real Hilbert space and denote by HC = H ⊕ iH its complexifi-
cation. We define the von Neumann algebra S(H) ⊆ B(F(HC)) by
S(H) = vN ({X(h)| h ∈ H}).
We may endow S(H) with the vacuum expectation τ : S(H)→ C given by
τ(X) = 〈XΩ,Ω〉.
Due to the fact that H is a real Hilbert space, we are in the nice situation that τ gives
a faithful normal tracial state on S(H). Thus, we have obtained a W ∗-probability space
(S(H), τ).
Later on, we will also use the unital ∗-algebra Salg(H) that is given by
Salg(H) := alg
({X(h)| h ∈ H}).
Clearly, Salg(H) ⊆ S(H) ⊆ B(F(HC)).
It is a very nice feature of (S(H), τ) that its L2-space L2(S(H), τ) can be identified in a
natural way with the corresponding full Fock space F(HC). This important observation is
at the base of free Malliavin calculus.
Since we have for all X1, X2 ∈ S(H) that
〈X1, X2〉L2(S(H),τ) = τ(X∗2X1) = 〈(X∗2X1)Ω,Ω〉F(H) = 〈X1Ω, X2Ω〉F(H),
we see that the map
Φ0 : S(H)→ F(HC), X 7→ XΩ
admits an isometric extension
Φ : L2(S(H), τ)→ F(HC).
The following lemma allows us to conclude that Φ is even more surjective and hence gives
the desired isometric isomorphism between L2(S(H), τ) and F(HC). A proof can be found
in [BS98, Section 5.1].
Lemma 3.9. Given h1, . . . , hn ∈ HC, then there exists a unique operator
W (h1 ⊗ · · · ⊗ hn) ∈ S(H),
called the Wick product of h1 ⊗ · · · ⊗ hn, such that
W (h1 ⊗ · · · ⊗ hn)Ω = h1 ⊗ · · · ⊗ hn.
More precisely, if (ej)j∈J is an orthonormal basis of H then
W (e⊗k1j1 ⊗ · · · ⊗ e⊗knjn ) = Uk1(X(ej1)) · · ·Ukn(X(ejn)),
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where j1 6= j2 6= · · · 6= jn and Uk denotes the k’th (normalized) Chebyshev polynomial of
the second kind. These polynomials are determined by U0(X) = 1, U1(X) = X and the
recursion Uk+1(X) = XUk(X)− Uk−1(X) for k ≥ 1.
Note that the lemma implies in particular that Φ0(Salg(H)) = Falg(H).
3.2.2. F(L2(R+)) and the free Brownian motion. We return now to the actual goal of this
subsection, namely the construction of the free Brownian motion. This is achieved by apply-
ing the foregoing constructions to the real Hilbert H = L2(R+,R), whose complexification
is clearly given by HC ∼= L2(R+).
In the W ∗-probability space (S, τ) where we abbreviate S := S(L2(R+,R)), the free
Brownian motion (St)t≥0 is obtained by putting
St := X(1[0,t]) for all t ≥ 0.
The corresponding filtration (St)t≥0 of S is given by
St := vN
({X(h)| h ∈ L2([0, t],R)}),
where we regard L2([0, t],R) as a subspace of L2(R+,R) via extension by zero. In fact, St is
generated as a von Neumann algebra by {Ss| 0 ≤ s ≤ t}, while S is generated by {Ss| s ≥ 0}.
The very concrete realization of the free Brownian motion in the W ∗-probability space
(S, τ) has the advantage that it carries the rich structure provided by the underlying Fock
space F := F(L2(R+)) by the isometric isomorphism
Φ : L2(S, τ)→ F ,
which was obtained by isometric extension of the map Φ0 : S → F given by Φ0(X) = XΩ.
This will be used in the next subsection on free Malliavin calculus.
But before continuing in this direction, we first discuss the chaos decomposition for arbi-
trary elements in L2(S, τ), which emerges from the isomorphism Φ. In the simplest case, it
boils down to a nice relation between Wigner integrals and the Wick products as introduced
in Lemma 3.9. More precisely, we have for all h1, . . . , hn ∈ L2(R+) that
W (h1 ⊗ · · · ⊗ hn) = ISn (h1 ⊗ · · · ⊗ hn) =
∫
Rn
+
h1(t1) · · ·hn(tn) dSt1 · · ·dStn .
This observation is generalized by the following result.
Proposition 3.10 (Proposition 5.3.2. in [BS98]). The inverse of the isomorphism Φ :
L2(S, τ)→ F is given by
IS : F → L2(S, τ), f 7→ IS(f),
where
IS(f) :=
∞∑
n=0
ISn (fn)
for any
f = (fn)
∞
n=0 ∈
∞⊕
n=0
L2(Rn+)
∼= F .
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This means that each element of L2(S, τ) has a unique representation in the form IS(f)
for some f ∈⊕∞n=0L2(Rn+), to which we refer as its chaos decomposition.
There is a similar decomposition for L2-biprocesses. Since the mapping IS : F → L2(S, τ)
gives rise to an isometric isomorphism
IS ⊗ IS : F ⊗F → L2(S, τ)⊗ L2(S, τ),
we see, by using the natural isometric identifications
L2(R+,F ⊗ F) ∼= F ⊗ L2(R+)⊗ F
and
L2(R+, L
2(S, τ)⊗ L2(S, τ)) ∼= L2(S, τ)⊗ L2(R+)⊗ L2(S, τ) ∼= B2,
that IS ⊗ IS induces an isometric isomorphism
IS ⊗ IS : L2(R+,F ⊗ F)→ B2,
which is again denoted by IS ⊗ IS. More explicitly, this induced isomorphism sends each
f : R+ → F ⊗F , t 7→ ft that belongs to L2(R+,F ⊗F) to the L2-biprocess that is given by
t 7→ (IS ⊗ IS)(ft).
The following diagram offers a clear view on the situation described above.
F ⊗ L2(R+)⊗ F
∼= //
IS⊗id⊗IS

L2(R+,F ⊗F)
IS⊗IS
✤
✤
✤
✤
✤
✤
L2(S, τ)⊗ L2(R+)⊗ L2(S, τ)
∼= // B2
We call U = (IS ⊗ IS)(f) for f ∈ L2(R+,F ⊗ F) the Wigner chaos expansion of the
L2-biprocess U .
3.3. Free Malliavin calculus. Like in the classical case, the basic operators of free Malli-
avin calculus are constructed first on the side of the full Fock space and are then transferred
to the algebra of field operators via the identification that is provided by the map X 7→ XΩ.
3.3.1. Free Malliavin calculus on F(H). As above in the construction of the free Brownian
motion, we begin with the general case of an arbitrary complex Hilbert space H . On the
full Fock space F(H) over H , we consider
• an unbounded linear operator
∇˜ : F(H) ⊇ D(∇˜)→ F(H)⊗H ⊗ F(H)
with domain D(∇˜) = Falg(H), which is determined by the conditions ∇˜Ω = 0 and
∇˜(h1 ⊗ · · · ⊗ hn) :=
n∑
j=1
(h1 ⊗ · · · ⊗ hj−1)⊗ hj ⊗ (hj+1 ⊗ · · · ⊗ hn),
where the tensor products appearing in the brackets are understood as Ω if the
corresponding set of indices happens to be empty.
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• an unbounded linear operator
δ˜ : F(H)⊗H ⊗ F(H) ⊇ D(δ)→ F(H)
with domain D(δ˜) = Falg(H)⊙H ⊙ Falg(H) by linear extension of
δ˜((h1 ⊗ · · · ⊗ hn)⊗ h⊗ (g1 ⊗ · · · ⊗ gm)) := h1 ⊗ · · · ⊗ hn ⊗ h⊗ g1 ⊗ · · · ⊗ gm,
δ˜(Ω⊗ h⊗ (g1 ⊗ · · · ⊗ gm)) := h⊗ g1 ⊗ · · · ⊗ gm,
δ˜((h1 ⊗ · · · ⊗ hn)⊗ h⊗ Ω) := h1 ⊗ · · · ⊗ hn ⊗ h,
δ˜(Ω⊗ h⊗ Ω) := h
• an unbounded linear operator
N˜ : F(H) ⊇ D(N)→ F(H)
with domain D(N˜) = Falg(H), which is defined by N˜Ω = 0 and
N˜(h1 ⊗ · · · ⊗ hn) := nh1 ⊗ · · · ⊗ hn.
We collect now a few observations related to the operators ∇˜ and δ˜. We grant that some
of these statements might appear quite artificial at the first sight, but there actual meaning
will become clear after passing from the Fock space to operators defined on it.
Remark 3.11. Consider the setting that was described above.
(a) A straightforward calculation shows that
(3.2) 〈∇˜y, u〉F(H)⊗H⊗F(H) = 〈y, δ˜(u)〉F(H)
holds for all y ∈ D(∇˜) and u ∈ D(δ˜).
(b) If we endow Falg(H) with the multiplication induced by the tensor product ⊗ (in
fact, we obtain in this way the tensor algebra over H), we may easily check that ∇˜
satisfies a kind of product rule, namely
(3.3) ∇˜(y1 ⊗ y2) = (∇˜y1) · y2 + y1 · (∇˜y2)
for all y1, y2 ∈ D(∇˜), where · denotes the canonical left and right action, respectively,
of Falg(H) on Falg(H)⊗H ⊗Falg(H) that is induced by ⊗, i.e.
y1 · (x1 ⊗ h⊗ x2) · y2 = (y1 ⊗ x1)⊗ h⊗ (x2 ⊗ y2).
(c) Since the range of ∇˜ is by definition contained in the domain of δ˜, the composition
δ˜ ◦ ∇˜ is well-defined. In fact, one has N˜ = δ˜ ◦ ∇˜.
3.3.2. Free Malliavin calculus on F(L2(R+)). We apply now the preceding construction in
the special case, where the Hilbert space H is given by L2(R+). Thus, we may use the
isomorphisms
IS : F → L2(S, τ) and IS ⊗ IS : L2(R+,F ⊗ F)→ B2
to pull over
• the operator
∇˜ : F ⊇ D(∇˜)→ L2(R+,F ⊗ F)
to the so-called gradient operator
∇ : L2(S, τ) ⊇ D(∇)→ B2
with domain D(∇) = IS(D(∇˜)),
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• and the operator
δ˜ : L2(R+,F ⊗ F) ⊇ D(δ˜)→ F
to the so-called divergence operator
δ : B2 ⊇ D(δ)→ L2(S, τ)
with domain D(δ) = (IS ⊗ IS)(D(δ˜)),
in the obvious way as shown in the following two commutative diagrams.
F IS // L2(S, τ)
D(∇˜)
?
O
∇˜

IS // D(∇)?

O
∇
✤
✤
✤
✤
✤
✤
L2(R+,F ⊗ F) I
S⊗IS // B2
L2(R+,F ⊗ F) I
S⊗IS // B2
D(δ˜)
?
O
δ˜

IS⊗IS // D(δ)
?
O
δ
✤
✤
✤
✤
✤
✤
F IS // L2(S, τ)
In fact, the above definitions amount to
D(∇) = Salg and D(δ) = Salg ⊙ L2(R)⊙ Salg,
where we abbreviate Salg := Salg(L2(R+,R)).
Remark 3.12. We may observe that the properties of the operators ∇˜ and δ˜, which were
formulated in (a) and (b) of Remark 3.11 take now a much more natural form. Indeed,
• formula (3.2) reduces to
(3.4) 〈∇Y, U〉B2 = 〈Y, δ(U)〉L2(S,τ)
for all Y ∈ D(∇) and U ∈ D(δ),
• and (3.3) implies that ∇ is a derivation in the sense that a kind of Leibniz rule
(3.5) ∇(Y1Y2) = (∇Y1) · Y2 + Y1 · (∇Y2)
holds for all Y1, Y2 ∈ D(∇), where · denotes the left and right action, respectively, of
S on B2.
We recall [KNPS12, Proposition 3.23], which is itself a combination of Propositions 5.3.9
and 5.3.10 in [BS98].
Proposition 3.13. The gradient operator
∇ : L2(S, τ) ⊇ D(∇)→ B2
is densely defined and closable. The domain D(∇) of the closure
∇ : L2(S, τ) ⊇ D(∇)→ B2
can be characterized by the chaos expansion in the following way
D(∇) =
{
IS(f)
∣∣∣ f = (fn)∞n=0 ∈ F :
∞∑
n=0
n‖fn‖2L2(Rn
+
) <∞
}
.
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In fact, if we write Y ∈ D(∇) in the form Y = IS(f) with f ∈ F , we have that
‖∇Y ‖2B2 =
∞∑
n=0
n‖fn‖2L2(Rn
+
).
Moreover, the action of ∇ on its domain D(∇) is determined by
∇t
(∫
f(t1, . . . , tn) dSt1 · · ·dStn
)
=
n∑
j=1
∫
f(t1, . . . , tj−1, t, tj+1, . . . , tn) dSt1 · · · dStj−1 ⊗ dStj+1 · · · dStn
for f ∈ L2(Rn+).
Remark 3.14. We point out that Proposition 5.2.3 in [BS98] shows beyond this that ∇
is also closable as an unbounded linear operator from Lp(S, τ) to Bp for each 1 ≤ p < ∞.
The domain of its closure, which will be denoted by Dp, is given as the closure of Salg with
respect to the norm ‖ · ‖1,p defined by
‖Y ‖1,p :=
(‖Y ‖pLp(S,τ) + ‖∇Y ‖pBp)
1
p .
We will use this observation only in the case p = 2, where D(∇) = D2 gives an alterna-
tive description of the domain D(∇) of the closure of the gradient operator ∇, which was
characterized in Proposition 3.13 in terms of the chaos decomposition.
Concerning now the divergence operator, we record here [KNPS12, Proposition 3.25],
which combines Propositions 5.3.9 and 5.3.11 of [BS98].
Proposition 3.15. The divergence operator
δ : B2 ⊇ D(δ)→ L2(S, τ)
is densely defined and closable. The domain D(δ) of its closure
δ : B2 ⊇ D(δ)→ L2(S, τ)
contains all adapted L2-biprocesses Ba2 and for each U ∈ Ba2 , we have
δ(U) =
∫
R+
Ut♯dSt.
In general, the action of δ on its domain D(δ) is determined by
δ
(∫
ft(t1, . . . , tn; s1, . . . , sm) dSt1 · · · dStn ⊗ dSs1 · · · dSsm
)
=
∫
ft(t1, . . . , tn; s1, . . . , sm) dSt1 · · · dStndStdSs1 · · · dSsm
for any f ∈ L2(R+, L2(Rn+)⊗ L2(Rm+)).
Finally, we also take the operator N˜ into account. This operator induces the so-called
number operator
N : L2(S, τ) ⊇ D(N)→ L2(S, τ)
REGULARITY OF DISTRIBUTIONS OF WIGNER INTEGRALS 21
with domain D(N) := IS(Falg) = Salg as shown in the following commutative diagram.
F IS // L2(S, τ)
D(N˜)
?
O
N˜

IS // D(N)
?
O
N
✤
✤
✤
✤
✤
✤
F IS // L2(S, τ)
Remark 3.16. The relation N˜ = δ˜ ◦ ∇˜ on Falg, which was recorded in part (c) of Remark
3.11, translates by definition immediately to the relation N = δ ◦ ∇ on Salg.
We recall now [KNPS12, Remark 3.24].
Proposition 3.17. The number operator
N : L2(S, τ) ⊇ D(N)→ L2(S, τ)
is densely defined and closable. The domain D(N) of its closure can be characterized by
using the chaos expansion in the following way
D(N) =
{
IS(f)
∣∣∣ f = (fn)∞n=0 ∈ F :
∞∑
n=0
n2‖fn‖2L2(Rn+) <∞
}
.
In particular, the closure of the gradient ∇ maps D(N) into D(δ), and on D(N), it holds
true that N = δ ◦ ∇|D(N).
4. Non-commutative derivations
The second pillar of the proof of Theorem 2.4 is the theory of non-commutative derivations
as it arises from the work of Voiculescu [Voi98, Voi99] and of Dabrowski [Dab10, Dab14],
and the corresponding generalization of methods originating from [MSW15].
Derivations are mainly characterized by the Leibniz rule, which is a straightforward gen-
eralization of the Leibniz rule for usual derivatives. Hence, these objects can be introduced
and studied in a purely algebraic setting: if A is any unital complex algebra and if M is an
arbitrary A-bimodule, we call a linear mapping δ : A →M aM-valued derivation on A, if
it satisfies the Leibniz rule
δ(x1x2) = δ(x1) · x2 + x1 · δ(x2) for all x1, x2 ∈ A.
But since we are interested more in the analytic rather than the purely algebraic properties
of derivations, we will impose here some additional conditions on the algebra A and the A-
bimodule M.
For doing this, we clearly have a lot of flexibility. The most general notion of such analytic
derivations is probably the one that is presented in [CS03, Definition 4.1]. However, the
feasibility of our arguments here depends strongly on more restrictive assumptions, due to
which those derivations will behave pretty much like the usual non-commutative derivatives,
22 T. MAI
as they appear for instance in [Voi98]. Accordingly, we shall call them non-commutative
derivations.
Throughout this section, let (M, τ) be a tracial W ∗-probability space.
Definition 4.1. A linear map
δ : M ⊇ D(δ)→ L2(M, τ)⊗ L2(M, τ)
is called a non-commutative derivation on M if the following two conditions are satisfied:
• The domain D(δ) of δ is a unital ∗-subalgebra of M , which is moreover weakly dense
in M .
• The linear map δ satisfies the Leibniz rule (or product rule)
δ(x1x2) = δ(x1) · x2 + x1 · δ(x2)
for all x1, x2 ∈ D(δ), where · denotes the natural bimodule operation of M on the
Hilbert space
L2(M, τ)⊗ L2(M, τ) ∼= L2(M ⊗M, τ ⊗ τ).
Remark 4.2. Let C〈x1, . . . , xn〉 denote the ∗-algebra of non-commutative polynomials in
formal self-adjoint variables x1, . . . , xn.
If P is any monomial in the variables x1, . . . , xn, we put for any fixed i = 1, . . . , n
∂iP :=
∑
P=P1xiP2
P1 ⊗ P2
where the sum runs over all decompositions of P in the form P = P1xiP2 with some mono-
mials P1, P2. In particular, we have ∂ixj = δi,j1 ⊗ 1 for i, j = 1, . . . , n. It is easy to check
that ∂i extends by linearity to a C〈x1, . . . , xn〉⊙2-valued derivation on C〈x1, . . . , xn〉.
Conversely, as a linear map
∂i : C〈x1, . . . , xn〉 → C〈x1, . . . , xn〉 ⊙ C〈x1, . . . , xn〉,
the non-commutative derivative ∂i is uniquely determined by the Leibniz rule and the prop-
erty ∂ixj = δi,j1⊗ 1 for i, j = 1, . . . , n.
In the case n = 1, we will abbreviate ∂1 simply by ∂.
Assume now that δ : M ⊇ D(δ) → L2(M, τ) ⊗ L2(M, τ) is any non-commutative deriva-
tion in the sense of Definition 4.1. If X1, . . . , Xn are self-adjoint elements in D(δ) and if
P ∈ C〈x1, . . . , xn〉 is any non-commutative polynomial, then the evaluation P (X1, . . . , Xn)
belongs clearly to D(δ) and we have the formula
(4.1) δ(P (X1, . . . , Xn)) =
n∑
i=1
(∂iP )(X1, . . . , Xn)♯δ(Xi),
where we abbreviate byQ(X) the natural evaluation of anyQ ∈ C〈x1, . . . , xn〉⊙2 at (X1, . . . , Xn).
In other words, the non-commutative derivatives ∂1, . . . , ∂n are universal in the sense that
they provide an explicit expression for the restriction of any non-commutative derivation δ
to a subalgebra C〈X1, . . . , Xn〉 of its domain D(δ) in terms of its values on the generators
X1, . . . , Xn.
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Following [Voi98, Voi99], we change now our point of view by considering any non-
commutative derivation δ : M ⊇ D(δ) → L2(M, τ) ⊗ L2(M, τ) in the sense of Definition
4.1 as an unbounded linear operator
δ : L2(M, τ) ⊃ D(δ)→ L2(M, τ)⊗ L2(M, τ).
Since D(δ) is clearly dense in L2(M, τ) with respect to the L2-norm ‖ · ‖2 induced by τ , we
can also consider its adjoint operator
δ∗ : L2(M, τ)⊗ L2(M, τ) ⊇ D(δ∗)→ L2(M, τ).
The theory that we are going to presented in the next subsections concerns properties of
δ and its adjoint δ∗. More precisely, we will discuss the question of closability for δ and we
will show that δ and δ∗, which are unbounded operators by definition, can nevertheless be
controlled in appropriate norms. For most of these results, the condition 1⊗1 ∈ D(δ∗) turns
out to be crucial.
4.1. Voiculescu’s formulas for δ∗. In [Voi98], Voiculescu deduced formulas for the adjoint
operator δ∗ of a non-commutative derivation δ under the assumption that 1⊗1 ∈ D(δ∗). This
was shown in [Voi98] only in the case of the non-commutative derivatives that are defined
on the algebra of finitely many generators, but it was noted and worked out in [Voi99] that
the same arguments apply in more general situations. Although this is commonly accepted
as a well-known fact, we give here for reader’s convenience a complete introduction to this
circle of ideas, since these beautiful results are of great importance for our considerations.
For the rest of this subsection, let δ : M ⊇ D(δ) → L2(M, τ) ⊗ L2(M, τ) be some fixed
non-commutative derivation in the sense of Definition 4.1, viewed as an unbounded linear
operator
δ : L2(M, τ) ⊃ D(δ)→ L2(M, τ)⊗ L2(M, τ).
Following Voiculescu’s strategy, we begin by deducing some very useful product rules for its
adjoint operator δ∗.
Clearly, we may extend the involution ∗ on M from M uniquely to an involution on
L2(M, τ), and the canonical involution ∗ on M ⊗M from M ⊗M uniquely to an involution
L2(M, τ)⊗ L2(M, τ). Consequently,
(4.2) 〈x, y〉 = 〈y∗, x∗〉
holds for all x, y ∈ L2(M, τ).
Lemma 4.3. Let u ∈ D(δ∗) ∩ (M ⊙M) and x ∈ D(δ) be given. Then
(4.3)
δ∗(x · u) = xδ∗(u)− (τ ⊗ id)(u♯δ(x∗)∗),
δ∗(u · x) = δ∗(u)x− (id⊗τ)(u♯δ(x∗)∗),
where ♯ is defined according to Remark 3.4 with respect to the M-M-bimodule L2(M, τ) ⊗
L2(M, τ). In particular, for any u ∈ D(δ∗) ∩ (M ⊙M), we have
{x1 · u · x2| x1, x2 ∈ D(δ)} ⊆ D(δ∗).
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Proof. Let u ∈ D(δ∗)∩ (M ⊙M) and x ∈ D(δ) be given. For any y ∈ D(δ), we observe that
〈δ(y), x · u〉 = 〈x∗ · δ(y), u〉
= 〈δ(x∗y), u〉 − 〈δ(x∗) · y, u〉
= 〈x∗y, δ∗(u)〉 − 〈1⊗ y, u♯δ(x∗)∗〉
= 〈y, xδ∗(u)〉 − 〈y, (τ ⊗ id)(u♯δ(x∗)∗)〉
= 〈y, xδ∗(u)− (τ ⊗ id)(u♯δ(x∗)∗)〉,
from which x · u ∈ D(δ∗) and the first formula in (4.3) follows. Analogously, we obtain by
〈δ(y), u · x〉 = 〈δ(y) · x∗, u〉
= 〈δ(yx∗), u〉 − 〈y · δ(x∗), u〉
= 〈yx∗, δ∗(u)〉 − 〈y ⊗ 1, u♯δ(x∗)∗〉
= 〈y, δ∗(u)x〉 − 〈y, (id⊗τ)(u♯δ(x∗)∗)〉
= 〈y, δ∗(u)x− (id⊗τ)(u♯δ(x∗)∗)〉
that u · x ∈ D(δ∗) and the second formula in (4.3). A combination of both observations
immediately yields the stated inclusion
{x1 · u · x2| x1, x2 ∈ D(δ)} ⊆ D(δ∗)
for any u ∈ D(δ∗) ∩ (M ⊙M). 
In the case 1 ⊗ 1 ∈ D(δ∗), Lemma 4.3 yields an explicit formula for δ∗ on D(δ) ⊙ D(δ)
in terms of δ∗(1 ⊗ 1) and δ. It takes its nicest form if we require an additional property of
δ. In fact, we will assume a certain compatibility between the involution ∗ on M and the
involution † on M ⊗M , where the latter is determined by
(x1 ⊗ x2)† := x∗2 ⊗ x∗1.
Note that † differs from the canonical involution ∗ on M ⊗ M only by the flip mapping
σ :M ⊗M → M ⊗M , i.e., we have u† = σ(u∗).
Clearly, we may extend the involution † fromM⊗M uniquely to an involution L2(M, τ)⊗
L2(M, τ). Accordingly, for all u, v ∈ L2(M, τ)⊗ L2(M, τ), it holds true that
(4.4) 〈u, v〉 = 〈v†, u†〉.
Definition 4.4. A non-commutative derivation
δ : M ⊇ D(δ)→ L2(M, τ)⊗ L2(M, τ)
on (M, τ) is called real, if it satisfies
(4.5) δ(x)† = δ(x∗) for all x ∈ D(δ).
Often, condition (4.5) can be weakened. We record this here as a remark.
Remark 4.5. We point out that condition (4.5) is automatically satisfied if the unital ∗-
algebra D(δ) is generated by self-adjoint elements xi, i ∈ I, for some index set I 6= ∅, such
that δ(xi)
† = δ(xi) holds for all i ∈ I.
Indeed, if we define δ˜ with D(δ˜) := D(δ) by
δ˜ : D(δ˜)→ L2(M, τ)⊗ L2(M, τ), x 7→ δ(x∗)†,
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we can easily check that δ˜ is a non-commutative derivation as well. Thus, the set
D := {x ∈ D(δ)| δ(x) = δ˜(x)}
is closed under multiplication, i.e. x1, x2 ∈ D implies x1x2 ∈ D. Since it contains the
generators {xi| i ∈ I} by assumption, we must have that D = D(δ), from which it follows
by construction that δ(x)† = δ(x∗) holds for all x ∈ D(δ).
The following lemma collects some useful formulas for real non-commutative derivations.
Lemma 4.6. Let δ : M ⊇ D(δ)→ L2(M, τ)⊗L2(M, τ) be a real non-commutative derivation
on (M, τ), Then, for all x ∈ D(δ), it holds true that
(id⊗τ)(δ(x))∗ = (τ ⊗ id)(δ(x∗)),
(τ ⊗ id)(δ(x))∗ = (id⊗τ)(δ(x∗)).
Furthermore, for any u ∈ D(δ∗), we have also u† ∈ D(δ∗) and it holds true that
δ∗(u†) = δ∗(u)∗.
In particular, if 1⊗ 1 ∈ D(δ∗), we have δ∗(1⊗ 1) = δ∗(1⊗ 1)∗.
Proof. The first statement is an immediate consequence of the defining property of real
derivations, since in general
(4.6)
(id⊗τ)(u)∗ = (τ ⊗ id)(u†),
(τ ⊗ id)(u)∗ = (id⊗τ)(u†)
holds for each u ∈ L2(M, τ) ⊗ L2(M, τ). For seeing the second statement, we take any
y ∈ D(δ) and we observe by using (4.4) that
〈u†, δ(y)〉 = 〈δ(y)†, u〉 = 〈δ(y∗), u〉 = 〈y∗, δ∗(u)〉 = 〈δ∗(u)∗, y〉.
This yields u† ∈ D(δ∗) with δ∗(u†) = δ∗(u)∗, as desired. 
Now, we can combine formulas (4.3) of Lemma 4.3.
Lemma 4.7. If the condition 1⊗ 1 ∈ D(δ∗) is satisfied, then
D(δ)⊙D(δ) ⊆ D(δ∗).
If δ is a real derivation in the sense of Definition 4.4, then we have more explicitly for all
u ∈ D(δ)⊙D(δ) that
(4.7) δ∗(u) = u♯δ∗(1⊗ 1)−m1(id⊗τ ⊗ id)(δ ⊗ id+ id⊗δ)(u),
where, in general, we denote by mη for any η ∈ L2(M, τ) the linear mapping mη : M ⊙M →
L2(M, τ) that is determined bymη(v) = v♯η, so that m1 is nothing else than the multiplication
map m1(x1 ⊗ x2) = x1x2.
The formula (4.7) given in Lemma 4.7 immediately implies that in particular
(4.8)
δ∗(x⊗ 1) = xδ∗(1⊗ 1)− (id⊗τ)(δ(x)),
δ∗(1⊗ x) = δ∗(1⊗ 1)x− (τ ⊗ id)(δ(x)),
which we record here for later reference.
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Proof of Lemma 4.7. The first assertion, namely that D(δ)⊙D(δ) ⊆ D(δ∗) holds under the
condition 1⊗ 1 ∈ D(δ∗), is an immediate consequence of Lemma 4.3. Note that we did not
use for this conclusion the assumption that δ is real.
For seeing (4.7), we proceed as follows. First of all, we note that the validity of (4.5)
guarantees according to Lemma 4.6 that
(id⊗τ)(δ(x∗)∗) = (τ ⊗ id)(δ(x)),
(τ ⊗ id)(δ(x∗)∗) = (id⊗τ)(δ(x))
for each x ∈ D(δ). Next, for any u = x1 ⊗ x2 with x1, x2 ∈ D(δ), we check by using
consecutively both formulas of (4.3) and Lemma 4.6 that
δ∗(u) = δ∗(x1 · (1⊗ x2))
= x1δ
∗((1⊗ 1) · x2)− (τ ⊗ id)((1⊗ x2)♯δ(x∗1)∗)
= x1δ
∗(1⊗ 1)x2 − x1(id⊗τ)(δ(x∗2)∗)− (τ ⊗ id)((1⊗ x2)♯δ(x∗1)∗)
= u♯δ∗(1⊗ 1)− x1(τ ⊗ id)(δ(x2))− (id⊗τ)(δ(x1))x2
= u♯δ∗(1⊗ 1)−m1(id⊗τ ⊗ id)(δ ⊗ id+ id⊗δ)(u).
By linearity, this shows (4.7) for all u ∈ D(δ)⊙D(δ). This concludes the proof. 
4.2. Dabrowski’s inequalities. Based on Voiculescu’s formulas, Dabrowski deduced in
[Dab10] a collection of interesting inequalities concerning the boundedness of the non-
commutative derivatives, which are very surprising from a classical point of view. In [Dab14],
he noted that the same arguments also apply in a more general setting. More precisely, he
observed (without carrying out the proof) that his result remain valid for any real derivation,
which satisfies in addition the so-called coassociativity relation.
Definition 4.8. Let δ : M ⊇ D(δ)→ L2(M, τ)⊗L2(M, τ) be a non-commutative derivation
on (M, τ). We say that δ satisfies the coassociativity relation,
• if δ takes its values in D(δ)⊙D(δ),
• and if δ has the property that
(4.9) (δ ⊗ id) ◦ δ = (id⊗δ) ◦ δ.
For reader’s convenience, we state here those of Dabrowski’s formulas, which we need for
our purposes. Since it is instructive, we also include a slightly simplified proof thereof.
Theorem 4.9. Let δ : M ⊇ D(δ)→ L2(M, τ)⊗ L2(M, τ) be a non-commutative derivation
on a tracial W ∗-probability space (M, τ), which
• is real in the sense of Definition 4.4
• and satisfies the coassociativity relation as formulated in Definition 4.8.
If the condition 1⊗ 1 ∈ D(δ∗) is satisfied, we have for all x ∈ D(δ) that
(4.10)
‖δ∗(x⊗ 1)‖2 ≤ ‖δ∗(1⊗ 1)‖2‖x‖
‖δ∗(1⊗ x)‖2 ≤ ‖δ∗(1⊗ 1)‖2‖x‖
and
(4.11)
‖(id⊗τ)(δ(x))‖2 ≤ 2‖δ∗(1⊗ 1)‖2‖x‖
‖(τ ⊗ id)(δ(x))‖2 ≤ 2‖δ∗(1⊗ 1)‖2‖x‖
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Before proceeding with to the proof of Theorem 4.9, we record here the following formula
for its later use therein.
Lemma 4.10. In the situation of Theorem 4.9, let x ∈ D(δ) be given and put
y := (id⊗τ)(δ(x)).
Then y ∈ D(δ) holds and we have that
(id⊗τ)(δ(y)) = (id⊗〈·, δ∗(1⊗ 1)〉)(δ(x)).
Proof. Since δ is assumed to satisfy the coassociativity relation, we know by Definition 4.8
that in particular D(δ)⊙D(δ) holds, which gives y ∈ D(δ). Furthermore, according to the
coassociativity relation formulated in (4.9), we see that
δ(y) = (id⊗ id⊗τ)((δ ⊗ id)(δ(x)))
= (id⊗ id⊗τ)((id⊗δ)(δ(x)))
holds. Since we have on D(δ) the identity (τ ⊗ τ) ◦ δ = 〈·, δ∗(1⊗ 1)〉, we get
(id⊗τ)(δ(y)) = (id⊗τ ⊗ τ)((id⊗δ)(δ(x)))
=
(
id⊗((τ ⊗ τ) ◦ δ))(δ(x))
=
(
id⊗〈·, δ∗(1⊗ 1)〉)(δ(x)),
which is the desired formula. 
Additionally, the proof of Theorem 4.9 will be based on the following observation.
Lemma 4.11. Let (M, τ) be a W ∗-probability space and let T : D(T ) → M be a linear
operator on a unital ∗-subalgebra D(T ) of M . Assume that the following conditions are
satisfied:
(i) There exists a constant C > 0 such that
‖T (x)‖22 ≤ C‖T (x∗x)‖2 for all x ∈ D(T ).
(ii) For each x ∈ D(T ), we have that
lim sup
m→∞
‖T (xm)‖
1
m
2 ≤ ‖x‖.
Then T satisfies ‖T (x)‖2 ≤ C‖x‖ for all x ∈ D(T ).
Proof. Let x ∈ D(T ) be given. For each n ∈ N0, we define zn := (x∗x)2n ∈ D(T ). By
assumption (i), we see that
‖T (zn)‖22 ≤ C‖T (zn+1)‖2 for all n ∈ N0,
which yields inductively
‖T (z0)‖2 ≤ C 12+···+ 12n ‖T (zn)‖
1
2n
2 for all n ∈ N0.
Since
lim sup
n→∞
‖T (zn)‖
1
2n
2 = lim sup
n→∞
‖T ((x∗x)2n)‖
1
2n
2 ≤ ‖x∗x‖ = ‖x‖2
due to (ii), it follows that
‖T (z0)‖2 ≤ C‖x‖2.
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By using (ii) once again, we obtain
‖T (x)‖22 ≤ C‖T (z0)‖2 ≤ C2‖x‖2
and hence ‖T (x)‖2 ≤ C‖x‖, as stated. 
Proof of Theorem 4.9. First of all, we note that it suffices to prove (4.10), since (4.11) follows
from (4.10) and Voiculescu’s formula (4.8) by an application of the triangle inequality.
For proving (4.10), we want to use Lemma 4.11. We consider the linear mapping T :
D(T )→M on D(T ) := D(δ) given by
T (x) := δ∗(x⊗ 1) for all x ∈ D(δ).
Since Lemma 4.7 guarantees D(δ)⊙D(δ) ⊆ D(δ∗), the mapping T is indeed well-defined.
Now, we just have to follow the receipt given in Lemma 4.11.
(i) For any given x ∈ D(δ), we have to compare ‖T (x∗x)‖2 and ‖T (x)‖2. In fact, we will
show that
(4.12) ‖T (x)‖22 = 〈T (x∗x), δ∗(1⊗ 1)〉
from which
‖T (x)‖22 ≤ ‖δ∗(1⊗ 1)‖2‖T (x∗x)‖2
immediately follows by an application of the Cauchy-Schwarz inequality.
Formula (4.12) can be shown as follows. Let x ∈ D(δ) be given and put y := (id⊗τ)(δ(x)).
Since
y∗ = (id⊗τ)(δ(x))∗ = (τ ⊗ id)(δ(x∗))
according to Lemma 4.6, we may observe by using in turn Lemma 4.10 and Lemma 4.6 in
the version (4.8) that
‖y‖22 = 〈y, (id⊗τ)(δ(x))〉
= 〈y ⊗ 1, δ(x)〉
= 〈δ∗(y ⊗ 1), x〉
= 〈yδ∗(1⊗ 1), x〉 − 〈(id⊗τ)(δ(y)), x〉
= 〈δ∗(1⊗ 1)x∗, y∗〉 − 〈(id⊗〈·, δ∗(1⊗ 1)〉)(δ(x)), x〉
= 〈1⊗ δ∗(1⊗ 1)x∗, δ(x∗)〉 − 〈δ(x), x⊗ δ∗(1⊗ 1)〉.
Because moreover
〈δ(x),x⊗ δ∗(1⊗ 1)〉
= 〈x∗ · δ(x), 1⊗ δ∗(1⊗ 1)〉
= 〈δ(x∗x), 1⊗ δ∗(1⊗ 1)〉 − 〈δ(x∗) · x, 1⊗ δ∗(1⊗ 1)〉
= 〈δ(x∗x), 1⊗ δ∗(1⊗ 1)〉 − 〈δ(x∗), 1⊗ δ∗(1⊗ 1)x∗〉,
we may conclude
‖y‖22 = 2ℜ
(〈1⊗ δ∗(1⊗ 1)x∗, δ(x∗)〉)− 〈δ(x∗x), 1⊗ δ∗(1⊗ 1)〉.
REGULARITY OF DISTRIBUTIONS OF WIGNER INTEGRALS 29
Furthermore, since T (x) = xδ∗(1⊗ 1)− y due to (4.8), we get that
‖T (x)‖22 = 〈xδ∗(1⊗ 1)− y, xδ∗(1⊗ 1)− y〉
= ‖xδ∗(1⊗ 1)‖22 + ‖y‖22 − 2ℜ
(〈xδ∗(1⊗ 1), y〉)
= ‖xδ∗(1⊗ 1)‖22 + ‖y‖22 − 2ℜ
(〈xδ∗(1⊗ 1)⊗ 1, δ(x)〉).
We check now
〈xδ∗(1⊗ 1)⊗ 1, δ(x)〉
= 〈δ∗(1⊗ 1), (id⊗τ)(x∗ · δ(x))〉
= 〈(id⊗τ)(x∗ · δ(x))∗, δ∗(1⊗ 1)〉 (by (4.2))
= 〈(id⊗τ)(δ(x))∗x, δ∗(1⊗ 1)〉
= 〈(τ ⊗ id)(δ(x∗))x, δ∗(1⊗ 1)〉 (by Lemma 4.6)
= 〈(τ ⊗ id)(δ(x∗)), δ∗(1⊗ 1)x∗〉
= 〈δ(x∗), 1⊗ δ∗(1⊗ 1)x∗〉,
so that
ℜ(〈xδ∗(1⊗ 1)⊗ 1, δ(x)〉) = ℜ(〈1⊗ δ∗(1⊗ 1)x∗, δ(x∗)〉).
A combination of our previous computations leads us to
(4.13) ‖T (x)‖22 = ‖xδ∗(1⊗ 1)‖22 − 〈δ(x∗x), 1⊗ δ∗(1⊗ 1)〉
Furthermore, due to (4.8), we have
T (x∗x) = x∗xδ∗(1⊗ 1)− (id⊗τ)(δ(x∗x)),
and hence
(4.14) 〈T (x∗x), δ∗(1⊗ 1)〉 = ‖xδ∗(1⊗ 1)‖22 − 〈δ(x∗x), δ∗(1⊗ 1)⊗ 1〉.
Since (4.13) implies that 〈δ(x∗x), 1⊗δ∗(1⊗1)〉 must be real, we get by using (4.4), Lemma
4.6, and (4.5) that
〈δ(x∗x), δ∗(1⊗ 1)⊗ 1〉 = 〈1⊗ δ∗(1⊗ 1), δ(x∗x)〉 = 〈δ(x∗x), 1⊗ δ∗(1⊗ 1)〉.
Thus, comparing (4.13) and (4.14) gives
‖T (x)‖22 = 〈T (x∗x), δ∗(1⊗ 1)〉,
which is the stated formula (4.12).
(ii) To begin with, we observe that for any polynomial P and any x ∈ D(δ)
(4.15) ‖T (P (x))‖2 ≤ ‖P (x)‖‖δ∗(1⊗ 1)‖2 + ‖(∂P )(x)‖pi‖δ(x)‖2,
where ‖ · ‖pi denotes the projective norm on D(δ)⊙D(δ), which is given by
‖u‖pi := inf
{ N∑
j=1
‖aj‖‖bj‖
∣∣∣N ∈ N, a1, . . . , aN , b1, . . . , bN ∈ D(δ) : u =
N∑
j=1
aj ⊗ bj
}
for any u ∈ D(δ)⊙D(δ).
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Indeed, according to (4.8), we have for each polynomial P and x ∈ D(δ)
T (P (x)) = δ∗(P (x)⊗ 1)
= P (x)δ∗(1⊗ 1)− (id⊗τ)(δ(P (x)))
= P (x)δ∗(1⊗ 1)− (id⊗τ)((∂P )(x)♯δ(x)),
where we used that δ(P (x)) = (∂P )(x)♯δ(x) according to formula (4.1), which was given in
Remark 4.2. This yields as desired
‖T (P (x))‖2 ≤ ‖P (x)δ∗(1⊗ 1)‖2 + ‖(id⊗τ)((∂P )(x)♯δ(x))‖2
≤ ‖P (x)δ∗(1⊗ 1)‖2 + ‖(∂P )(x)♯δ(x)‖2
≤ ‖P (x)‖‖δ∗(1⊗ 1)‖2 + ‖(∂P )(x)‖pi‖δ(x)‖2.
If we apply (4.15) to the polynomial P (x) = xm for any m ∈ N, we may deduce that
‖T (xm)‖2 ≤ ‖x‖m‖δ∗(1⊗ 1)‖2 +m‖x‖m−1‖δ(x)‖2
since ‖(∂P )(x)‖pi ≤ m‖x‖m−1 holds. From this, we immediately get that
lim sup
m→∞
‖T (xm)‖
1
m
2 ≤ ‖x‖.
Thus, condition (ii) of Lemma 4.11 is satisfied.
Lemma 4.11 tells us now that ‖T (x)‖2 ≤ ‖δ∗(1 ⊗ 1)‖2‖x‖, which is by definition of T
exactly the first inequality in (4.10). The second one can simply be deduced from the first
one by using that δ∗(u†) = δ∗(u)∗ holds for any u ∈ D(δ∗) according to Lemma 4.6, since δ
was assumed to be real. 
Combining Theorem 4.9 with Lemma 4.7 yields the following corollary.
Corollary 4.12. Let δ : M ⊇ D(δ) → L2(M, τ) ⊗ L2(M, τ) a non-commutative derivation
on a tracial W ∗-probability space (M, τ). We assume that δ is a real derivation in the
sense of 4.4 and that is satisfies the coassociativity relation formulated in 4.8. Then, for all
x1, x2 ∈ D(δ), it holds true that
(4.16) ‖δ∗(x1 ⊗ x2)‖2 ≤ 3‖δ∗(1⊗ 1)‖2‖x1‖‖x2‖
and
(4.17)
‖(id⊗τ)(δ(x1) · x2)‖2 ≤ 4‖δ∗(1⊗ 1)‖2‖x1‖‖x2‖,
‖(τ ⊗ id)(x1 · δ(x2))‖2 ≤ 4‖δ∗(1⊗ 1)‖2‖x1‖‖x2‖.
Proof. According to Lemma 4.7, we have for all x1, x2 ∈ D(δ) that
δ∗(x1 ⊗ x2) = x1δ∗(1⊗ 1)x2 −m1(id⊗τ ⊗ id)(δ ⊗ id+ id⊗δ)(x1 ⊗ x2)
= x1δ
∗(1⊗ 1)x2 − (id⊗τ)(δ(x1))x2 − x1(τ ⊗ id)(δ(x2))
= δ∗(x1 ⊗ 1)x2 − x1(τ ⊗ id)(δ(x2))
and thus, by applying the estimates (4.11) and (4.10), that
‖δ∗(x1 ⊗ x2)‖2 ≤ ‖δ∗(x1 ⊗ 1)‖2‖x2‖+ ‖x1‖‖(τ ⊗ id)(δ(x2))‖2
≤ 3‖δ∗(1⊗ 1)‖2‖x1‖‖x2‖.
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This shows the validity of (4.16). For proving (4.17), we first use integration by parts in
order to obtain
(id⊗τ)(δ(x1) · x2) = (id⊗τ)(δ(x1x2))− (id⊗τ)(x1 · δ(x2))
= (id⊗τ)(δ(x1x2))− x1(id⊗τ)(δ(x2))
for arbitrary x1, x2 ∈ D(δ). From this, we can easily deduce by using (4.11) that
‖(id⊗τ)(δ(x1) · x2)‖2
≤ ‖(id⊗τ)(δ(x1x2))‖2 + ‖x1‖‖(id⊗τ)(δ(x2))‖2
≤ 4‖δ∗(1⊗ 1)‖2‖x1‖‖x2‖
which is the first inequality of (4.17). The second inequality can either be proven similarly
or can be deduced from the first one by using that δ is real. 
We conclude this subsection by highlighting Formula (4.12), which was obtained in the
proof of Theorem 4.9. Since we think that this observation might be of independent interest
and could be helpful for future investigations, we record (4.12) here by the following corollary.
Corollary 4.13. Let δ : M ⊇ D(δ) → L2(M, τ) ⊗ L2(M, τ) be a non-commutative deriva-
tion on a tracial W ∗-probability space (M, τ), which is real and satisfies the coassociativity
relation. Assume additionally that 1 ⊗ 1 ∈ D(δ∗). Then, for each x ∈ D(δ), it holds true
that
‖δ∗(x⊗ 1)‖22 = 〈δ∗((x∗x)⊗ 1), δ∗(1⊗ 1)〉.
Assume, for instance, that in the situation of Corollary 4.13 the conditions
δ∗(1⊗ 1) ∈ D(δ) ∩M and δ(δ∗(1⊗ 1)) ∈M ⊗M
are satisfied in addition. Corollary 4.13 allows us then to conclude that for any x ∈ D(δ)
‖δ∗(x⊗ 1)‖22 = 〈δ∗((x∗x)⊗ 1), δ∗(1⊗ 1)〉 = 〈(x∗x)⊗ 1, δ(δ∗(1⊗ 1))〉 = 〈x⊗ 1, x · δ(δ∗(1⊗ 1))〉
and hence ‖δ∗(x⊗ 1)‖2 ≤ ‖δ(δ∗(1⊗ 1))‖1/2‖x‖2 holds. Like in Theorem 4.9, we can use this
in combination with (4.8) in order to deduce that
‖(id⊗τ)(δ(x))‖2 ≤
(‖δ∗(1⊗ 1)‖+ ‖δ(δ∗(1⊗ 1))‖1/2)‖x‖2
holds for each x ∈ D(δ). Analogous inequalities can of course be proven for δ∗(1 ⊗ x) and
(τ⊗ id)(δ(x)). In other words, we can strengthen the bounds that were obtained in Theorem
4.9 by imposing some stronger “regularity conditions” on δ∗(1 ⊗ 1). Note that this in fact
slightly improves similar estimates that were deduced in [Dab14].
4.3. Survival of zero divisors. We are mainly interested here in applications of the theory
of non-commutative derivations to regularity questions for certain distributions. The basic
idea that originates in [MSW14, MSW15] is that, in order to exclude atoms, one should
reformulate this question in more algebraic terms as a question about the existence of zero-
divisors, where the latter can be excluded by a successive reduction of the degree by applying
non-commutative derivations.
The key for this purpose is a certain inequality which allows the conclusion that zero-
divisors xu = 0 survive under applying operators of the form
∆p(x) := (τ ⊗ id)(p · δ(x))
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for any non-commutative derivation δ satisfying certain conditions and some non-trivial
projection p. This inequality will be given below in Proposition 4.14. As we will see, it will
more generally relate products xu and x∗v for elements x in the domain of the given non-
commutative derivation δ and arbitrary elements u, v in the corresponding von Neumann
algebra with an expression of the form v∗ · δ(x) · u.
We point out that although the inequality itself holds in a considerably large generality,
the feasibility of the whole strategy for excluding zero-divisors relies heavily on the structure
of the given non-commutative derivation. Roughly speaking, applying δ has to “reduce the
degree” of the given element x. More formally, one should think of a grading on the space
of distributions under consideration that is compatible with δ. We do not want to give a
definition in full generality, however we want to mention that the grading that was used in
[MSW14, MSW15] was given by the monomials of fixed degree. As we will see in Section 5,
where we present the proof of Theorem 2.4, there is a closely related grading on the space
of finite Wigner integrals.
The crucial inequality will now be formulated in the following proposition.
Proposition 4.14. Let δ : L2(M, τ) ⊇ D(δ)→ L2(M, τ)⊗ L2(M, τ) be a non-commutative
derivation. We assume that δ is real and satisfies the coassociativity relation.
Then, if in addition 1 ⊗ 1 ∈ D(δ∗) holds, we have for all x ∈ D(δ), where δ denotes the
closure of δ, and u, v ∈M the inequality
(4.18) |〈v∗ · δ(x) · u, y1 ⊗ y2〉| ≤ 4‖δ∗(1⊗ 1)‖2
(‖v‖‖xu‖2 + ‖u‖‖x∗v‖2)‖y1‖‖y2‖
for all y1, y2 ∈ D(δ).
In particular, if we have both xu = 0 and x∗v = 0 for x ∈ D(δ) with some u, v ∈M , then
also v∗ · δ(x) · u = 0 holds.
Before giving the proof of Proposition 4.14, we first mention an easy but useful application
of Kaplansky’s density theorem.
Lemma 4.15. In the given setting of a tracial W ∗-probability space (M, τ), let D be a ∗-
subalgebra of M , which is weakly dense in M . Then, for each w ∈M , there exists a sequence
(wk)k∈N of elements in D such that
(i) sup
k∈N
‖wk‖ ≤ ‖w‖,
(ii) ‖wk − w‖2 → 0 as k →∞.
If w = w∗, then we may assume in addition that wk = w∗k for all k ∈ N.
Proof. First of all, we note that for proving the existence of a sequence (wk)k∈N of elements
in D, which satisfies conditions (i) and (ii), it suffices to find a net (wλ)λ∈Λ of elements in
D, which satisfies
(i)’ sup
λ∈Λ
‖wλ‖ ≤ ‖w‖,
(ii)’ ‖wλ − w‖2 λ∈Λ−→ 0.
Indeed, given such a net (wλ)λ∈Λ, we may choose a sequence (λk)k∈N in Λ, such that ‖wλk −
w‖2 < 1k holds for all k ∈ N. Hence, the sequence (wλk)k∈N satisfies (i) and (ii), as desired.
Now, for finding a net of elements in D, which satisfies (i)’ and (ii)’, we apply Kaplansky’s
density theorem. Indeed, this theorem guarantees the existence of a net (wλ)λ∈Λ of elements
in D, such that ‖wλ‖ ≤ ‖w‖ holds for all λ ∈ Λ, and which converges to w in the strong
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operator topology. Thus, the net (wλ)λ∈Λ already satisfies condition (i)’ and it remains to
show the validity of (ii)’.
For seeing (ii)’, we note that with respect to the weak operator topology,
w∗λw
λ∈Λ−→ w∗w, w∗wλ λ∈Λ−→ w∗w, and w∗λwλ λ∈Λ−→ w∗w,
such that according to the continuity of τ
‖wλ − w‖22 = τ((wλ − w)∗(wλ − w))
= τ(w∗λwλ)− τ(w∗λw)− τ(w∗wλ) + τ(w∗w)
λ∈Λ−→ 0,
as claimed in (ii)’. This concludes the proof of the first part of the lemma.
For proving the additional statement, we just have to observe that in the case w = w∗,
we can take any sequence (wk)k∈N that satisfies (i) and (ii), and replace each wk by its real
part ℜ(wk) = 12(wk +w∗k). Indeed, for the sequence (wk)k∈N obtained in this way, conditions
(i) and (ii) are still valid, but we have achieved wk = w
∗
k for all k ∈ N in addition. 
Now, we may proceed by
Proof of Proposition 4.14. Firstly, we assume that x ∈ D(δ) as well as u, v ∈ D(δ). In this
particular case, we may compute
〈xu, δ∗(vy1 ⊗ y2)〉 = 〈δ(xu), vy1 ⊗ y2〉
= 〈δ(x) · u, vy1 ⊗ y2〉+ 〈x · δ(u), vy1 ⊗ y2〉
= 〈v∗ · δ(x) · u, y1 ⊗ y2〉+ 〈δ(u) · y∗2, x∗vy1 ⊗ 1〉
= 〈v∗ · δ(x) · u, y1 ⊗ y2〉+ 〈(id⊗τ)(δ(u) · y∗2), x∗vy1〉.
Rearranging the terms yields
〈v∗ · δ(x) · u, y1 ⊗ y2〉 = 〈xu, δ∗(vy1 ⊗ y2)〉 − 〈(id⊗τ)(δ(u) · y∗2), x∗vy1〉,
from which we deduce by the inequalities in Corollary 4.12 that
|〈v∗ · δ(x) · u, y1 ⊗ y2〉|
≤ |〈xu, δ∗(vy1 ⊗ y2)〉|+ |〈(id⊗τ)(δ(u) · y∗2), x∗vy1〉|
≤ ‖xu‖2‖δ∗(vy1 ⊗ y2)‖2 + ‖(id⊗τ)(δ(u) · y∗2)‖2‖x∗vy1‖2
≤ 4‖δ∗(1⊗ 1)‖2
(‖v‖‖xu‖2 + ‖u‖‖x∗v‖2)‖y1‖‖y2‖,
as desired. Due to Lemma 4.15, this inequality extends to arbitrary u, v ∈ M .
Thus, we have proven (4.18) for x ∈ D(δ) and u, v ∈M . It remains to show that we may
extend it from x ∈ D(δ) to x ∈ D(δ).
Since D(δ) turns out to be the closure of D(δ) with respect to the norm ‖ · ‖2,1 defined by
‖x‖2,1 :=
(‖x‖22 + ‖δ(x)‖22) 12 for any x ∈ D(δ),
we can find for any x ∈ D(δ) a sequence (xk)k∈N in D(δ) such that both conditions ‖xk −
x‖2 → 0 and ‖δ(xk) − δ(x)‖2 → 0 as k → ∞ are satisfied. Hence, for given u, v ∈ M , we
observe
lim
k→∞
〈v∗ · δ(xk) · u, y1 ⊗ y2〉 = 〈v∗ · δ(xk) · u, y1 ⊗ y2〉
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and
lim
k→∞
(‖v‖‖xku‖2 + ‖u‖‖x∗kv‖2) = ‖v‖‖xu‖2 + ‖u‖‖x∗v‖2,
from which (4.18) immediately follows in full generality.
Finally, if we have xu = 0 and x∗v = 0, then (4.18) implies that
〈v∗ · δ(x) · u, y1 ⊗ y2〉 = 0 for all y1, y2 ∈ D(δ)
and hence by linearity
〈v∗ · δ(x) · u, w〉 = 0 for all w ∈ D(δ)⊙D(δ).
Since D(δ)⊙D(δ) is dense in L2(S, τ)⊗ L2(S, τ), we obtain v∗ · δ(x) · u = 0, as stated. 
5. Proof of Theorem 2.4
We are prepared now to build the proof of Theorem 2.4 on its pillars raised in the previous
sections.
In the light of free Malliavin calculus, it seems natural that methods from Section 4
could be used for a proof of Theorem 2.4 based on the same reduction method as in
[MSW14, MSW15]. Nevertheless, there is the fundamental obstacle that in the world of
free stochastic calculus, the role of non-commutative derivatives which were used in the
“discrete setting” of [MSW14, MSW15], is taken over by the Malliavin operators as their
“continuous counterparts”. These operators are seemingly of completely different nature.
But on closer inspection, it turns out that the right object for this purpose, which bridges
– somehow as an architrave, if one wants to strain the architecture language again – be-
tween free stochastic calculus and the theory of non-commutative derivatives are directional
gradients. We will introduce this concept in the following subsection.
5.1. Directional gradients. Roughly speaking, directional gradients are obtained from the
gradient operator by integrating out the (for us obstructive) time dependence against any
function in L2(R+). More formally, we shall introduce these objects as follows.
Definition 5.1. For each h ∈ L2(R+), we define an unbounded linear operator
∇h : L2(S, τ) ⊇ D(∇h)→ L2(S, τ)⊗ L2(S, τ)
with domain D(∇h) := D(∇) = Salg by
∇hY := 〈∇Y, h〉 =
∫
R+
∇tY h(t) dt,
where we refer to the pairing 〈·, ·〉 that was introduced in Definition 3.3. We call ∇h the
directional gradient (in the direction h).
This terminology goes in fact parallel to classical Malliavin calculus, where corresponding
expressions are also interpreted as directional derivatives.
We collect some basic but very important properties of directional gradients in the follow-
ing lemma.
Lemma 5.2. Let h ∈ L2(R+) be given.
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(a) If · denotes the left and right action of S on L2(S, τ) ⊗ L2(S, τ), respectively, then
the Leibniz rule
∇h(Y1Y2) = (∇hY1) · Y2 + Y1 · (∇hY2)
holds for all Y1, Y2 ∈ D(∇h) = Salg.
(b) For all Y ∈ D(∇h), it holds true that
∇h(Y ∗) = (∇hY )†.
Thus, if h ∈ L2(R+,R), we have in particular that
∇h(Y ∗) = (∇hY )†
holds for all Y ∈ D(∇h).
(c) The directional gradient ∇h takes its values in Salg ⊙ Salg and we have that
(∇h ⊗ id)∇h = (id⊗∇h)∇h.
More generally, it holds true for all h1, h2 ∈ L2(R+) that
(∇h1 ⊗ id)∇h2 = (id⊗∇h2)∇h1.
Proof. The fact that ∇h satisfies the Leibniz rule stated in (a) follows immediately from the
Leibniz rule (3.5) for ∇ on D(∇), since the domains D(∇) and D(∇h) agree.
For seeing (b), we consider Y = X(h1) . . .X(hn) ∈ Salg for h1, . . . , hn ∈ L2(R+,R). A
straightforward calculation confirms that
∇h(Y ∗) =
n∑
j=1
〈hj, h〉X(hn) · · ·X(hj+1)⊗X(hj−1) · · ·X(h1)
=
( n∑
j=1
〈hj, h〉X(h1) · · ·X(hj−1)⊗X(hj+1) · · ·X(hn)
)†
= (∇hY )†.
Because h = h holds for any h ∈ L2(R+,R), the additional statement in (b) is an immediate
consequence of the formula ∇h(Y ∗) = (∇hY )†. Alternatively, by referring to Remark 4.5,
it suffices to check ∇h(Y ∗) = (∇hY )† on the algebraic generators (X(g))g∈L2(R+,R) of Salg.
But in this case, the statement is obvious since X(g) is self-adjoint and since we have
∇hX(g) = 〈g, h〉L2(R+) 1⊗ 1 for any g ∈ L2(R+,R).
For proving (c), since ∇h clearly takes its values in Salg⊙Salg, it only remains to show the
stated formula. For doing this, it suffices by linearity to prove
(∇h1 ⊗ id)∇h2Y = (id⊗∇h2)∇h1Y
for all h1, h2 ∈ L2(R+) and any element Y ∈ Salg of the form
Y = X(g1)X(g2) · · ·X(gn).
If 1 ≤ j1 < j2 ≤ n are given, we will abbreviate in the following
Xˇj1,j2 := X(g1) · · ·X(gj1−1)⊗X(gj1+1) · · ·X(gj2−1)⊗X(gj2+1) · · ·X(gn),
where as usually empty products are understood as 1. Firstly, we compute
∇h2Y =
∑
1≤j2≤n
〈gj2, h2〉X(g1) · · ·X(gj2−1)⊗X(gj2+1) · · ·X(gn),
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which yields
(∇h1 ⊗ id)∇h2Y =
∑
1≤j1<j2≤n
〈gj1, h1〉〈gj2, h2〉Xˇj1,j2
Similarly, we compute
∇h1Y =
∑
1≤j1≤n
〈gj1, h1〉X(g1) · · ·X(gj1−1)⊗X(gj1+1) · · ·X(gn),
which yields
(id⊗∇h2)∇h1Y =
∑
1≤j1<j2≤n
〈gj1, h1〉〈gj2, h2〉Xˇj1,j2
Because the right hand sides of both results agree, we finally obtain the desired equality.
This concludes the proof. 
Combining the properties of directional gradients that we have established in the previous
Lemma 5.2 leads us immediately to the following crucial observation.
Corollary 5.3. For any h ∈ L2(R+), the directional gradient
∇h : L2(S, τ) ⊇ D(∇h)→ L2(S, τ)⊗ L2(S, τ),
induces a non-commutative derivation on S in the sense of Definition 4.1, which satisfies
additionally the coassociativity relation that was formulated in Definition 4.8. If we choose
particularly any h ∈ L2(R+,R), then ∇h is also a real derivation in the sense of Definition
4.4.
The importance of this observations is perfectly clear now, since it puts directional gra-
dients in the setting non-commutative derivations and gives therefore access to the general
theory that was presented in Section 4.
However, there is still one key property missing that is needed to fully open this powerful
toolbox, namely the condition 1 ⊗ 1 ∈ D(δh), where δh denotes the adjoint operator of ∇h,
i.e.
δh := (∇h)∗ : L2(S, τ)⊗ L2(S, τ) ⊇ D(δh)→ L2(S, τ),
We shall call δh the directional divergence operator (in the direction h) in the following.
The condition 1 ⊗ 1 ∈ D(δh) would in particular guarantee according to Proposition 4.7
that δh is densely defined and hence that ∇h is closable. But there is actually a shortcut in
our situation. We insert here the following lemma which expresses the directional divergence
operator δh in terms of the divergence operator δ and which will allow us to conclude directly
that the domain of δh is sufficiently large.
Lemma 5.4. For any h ∈ L2(R+), the domain D(δh) of the directional divergence operator
δh contains Salg ⊙ Salg and we have explicitly
δh(U) = δ(U♯1⊗ h⊗ 1) for all U ∈ Salg ⊙ Salg.
In particular, δh is densely defined and we have that 1⊗ 1 ∈ D(δh) with δh(1⊗ 1) = X(h).
Proof. We just have to note that by definition U♯1 ⊗ h ⊗ 1 ∈ D(δ) for any U ∈ Salg ⊙ Salg
and that the corresponding element δ(U♯1⊗ h⊗ 1) ∈ L2(S, τ) satisfies
〈Y, δ(U♯1⊗ h⊗ 1)〉 = 〈∇Y, U♯1⊗ h⊗ 1〉B2 = 〈∇hY, U〉.
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This means that Salg ⊙ Salg ⊆ D(δh) and even more explicit
δh(U) = δ(U♯1 ⊗ h⊗ 1) for all U ∈ Salg ⊙ Salg.
In particular, we may deduce that δh is densely defined and that 1 ⊗ 1 ∈ D(δh) holds true
with δh(1⊗ 1) = δ(1⊗ h⊗ 1) = X(h). 
The closability of ∇h, which is implied by the lemma above, will be recorded in the
following proposition. But we discuss there in addition that the domain of the closure of ∇h
contains the domain of the closure of ∇.
Proposition 5.5. Given h ∈ L2(R+). The directional gradient
∇h : L2(S, τ) ⊇ D(∇h)→ L2(S, τ)⊗ L2(S, τ)
is densely defined and closable. The domain D(∇h) of its closure
∇h : L2(S, τ) ⊇ D(∇h)→ L2(S, τ)⊗ L2(S, τ)
contains the domain D(∇) of ∇.
Proof. Basic functional analysis tells us that in this case D(∇h) is obtained as the closure of
Salg with respect to the norm ‖ · ‖h2,1 that is given by
‖Y ‖h2,1 :=
(‖Y ‖22 + ‖∇hY ‖22) 12 for all Y ∈ Salg,
whereas the domain D(∇) of ∇ is obtained as the closure of Salg with respect to the norm
‖Y ‖2,1 =
(‖Y ‖22 + ‖∇Y ‖2B2) 12 for all Y ∈ Salg,
as we pointed out in Remark 3.14. Therefore, the desired inclusion D(∇) ⊆ D(∇h) follows
as soon as we have established that
(5.1) ‖Y ‖h2,1 ≤ max{1, ‖h‖L2(R+)} ‖Y ‖2,1 for all Y ∈ Salg.
For that purpose, we make use of Lemma 3.2. This yields
‖∇hY ‖2 = ‖〈∇Y, h〉‖2 ≤ ‖h‖L2(R+)‖∇Y ‖B2 .
Now, the desired inequality (5.1) immediately follows. 
5.2. Reduction by directional gradients. In the previous subsection, we have seen that
directional gradients fit nicely into the general frame of non-commutative derivations. The
following proposition, which will be a the core of our reduction method, is therefore an
immediate consequence of Proposition 4.14.
Proposition 5.6. Take any Y ∈ Sfin. If there are u, v ∈ S such that the conditions Y u = 0
and Y ∗v = 0 are satisfied, then it holds true that
v∗ · (∇hY ) · u = 0 for all h ∈ L2(R+,R).
Proof. Let h ∈ L2(R+,R) be given. Firstly, we recall that the directional gradient
∇ : L2(S, τ) ⊇ D(∇h)→ L2(S, τ)⊗ L2(S, τ),
induces according to Corollary 5.3 a real non-commutative derivation, which satisfies in addi-
tion the coassociativity relation. Furthermore, its adjont operator, the directional divergence
operator δh, satisfies due to Lemma 5.4 the condition 1 ⊗ 1 ∈ D(δh). Thus, we can apply
Proposition 4.14, which yields the desired statement. 
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Remark 5.7. In the proof of Proposition 5.6 above, we used crucially the properties of
directional gradients, which put them nicely in the setting of non-commutative derivations
and which therefore allowed us to turn on by Proposition 4.14 the powerful machinery that
was build up in Section 4.
But recall that one of the crucial ingredients in the proof of Proposition 4.14 were Dabrowski’s
inequalities 4.9. Thus, concealed in the larger apparatus, we deduced particularly for any
Y ∈ D(∇h) according to the inequalities (4.10) that
(5.2)
‖δh(Y ⊗ 1)‖2 ≤ ‖h‖L2(R+)‖Y ‖,
‖δh(1⊗ Y )‖2 ≤ ‖h‖L2(R+)‖Y ‖,
and according to the inequalities (4.11) that
(5.3)
‖(id⊗τ)(∇hY )‖2 ≤ 2‖h‖L2(R+)‖Y ‖,
‖(τ ⊗ id)(∇hY )‖2 ≤ 2‖h‖L2(R+)‖Y ‖,
since we have ‖δh(1⊗ 1)‖2 = ‖h‖L2(R+).
However, the semicircular generators that underlie our situation force in fact a much
stronger result than the inequalities above. In fact, for any Y ∈ Sfin, we have that
(5.4)
‖δh(Y ⊗ 1)‖2 = ‖h‖L2(R+)‖Y ‖2,
‖δh(1⊗ Y )‖2 = ‖h‖L2(R+)‖Y ‖2,
and
(5.5)
‖(id⊗τ)(∇hY )‖2 ≤ ‖h‖L2(R+)‖Y ‖2,
‖(τ ⊗ id)(∇hY )‖2 ≤ ‖h‖L2(R+)‖Y ‖2.
This can be seen by considering the chaos decomposition of Y and by using the formulas
(5.6)
δh(ISn (f)⊗ 1) = ISn+1(f ⊗ h),
δh(1⊗ ISn (f)) = ISn+1(h⊗ f)
and
(5.7)
(id⊗τ)(∇hISn (f)) = ISn−1(f
1
a h),
(τ ⊗ id)(∇hISn (f)) = ISn−1(h
1
a f).
The author is grateful to Yoann Dabrowski for pointing out that this fact should be
included for reasons of clarity.
Of course, one could argue now that in view of this observation, the discussion around
Theorem 4.9 becomes superfluous in the context of this paper. But since there is absolutely
no chance to avoid completely a detour through the realm of non-commutative derivations
– even by taking this shortcut – we decided to present the theory of non-commutative
derivations (and in particular the result of Proposition 4.14) in full generality, in order to
show the complete picture and to make it ready for its possible use in future investigations.
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5.3. How to control the reduction. Because Theorem 2.4 is a statement about elements
f ∈ F , which break off after finitely many non-zero terms, namely about elements in Ffin :=
Ffin(L2(R)), we shall take now a closer look on
Sfin :=
{
IS(f)
∣∣∣ f = (fn)∞n=0 ∈ Ffin
}
as the corresponding space of Wigner integrals, called the finite Wigner chaos. By definition,
Sfin is only a subset of L2(S, τ), but due to (2.1) and Proposition 2.3 it turns out to be in
fact a ∗-subalgebra of S. Combining this with the easy observation that Salg is contained in
Sfin, we may localize Sfin as intermediate ∗-algebra Salg ⊆ Sfin ⊆ S.
Following the lines of the proof in [MSW14, MSW15], we shall introduce now certain
operators, which will later allow us to reduce any zero-divisor in Sfin in a controllable way
to a zero-divisor in the chaos of order zero by means of Proposition 5.6.
Definition 5.8. For any h ∈ L2(R+) and any projection p ∈ S, we consider the linear
operator ∆p,h : Sfin → Sfin that is defined by
∆p,hY := (τ ⊗ id)
(
p⊗ 1 (∇hY )) for all Y ∈ Sfin.
Note that these operators are indeed well-defined since Sfin ⊆ D(∇) ⊆ D(∇h) holds by
Proposition 5.5. The fact that ∆p,h takes its values in Sfin and is made more precise in the
following lemma, which moreover shows that ∆p,h “reduces the degree” with respect to the
natural grading on Sfin, which is induced by Ffin.
Lemma 5.9. Let h ∈ L2(R+) and any projection p ∈ S be given. Let τp be the bounded
linear functional on F that is given by
τp : F → C, f 7→ τ(pIS(f)).
In fact, if we make use of the chaos decomposition of p, we can write p = IS(g) for some
g = (gn)
∞
n=0 ∈ F , so that τp(f) = 〈f, g〉F holds for all f ∈ F .
Now, let f ∈ L2(Rn+) be given. For 1 ≤ k ≤ n, we may regard f as an element f (k−1,n−k)
in L2(R+, L
2(Rk−1+ )⊗ L2(Rn−k+ )) ⊂ L2(R+,F ⊗ F). Using this notation, it holds true that
(5.8) ∆p,hI
S
n (f) =
n∑
k=1
ISn−k
(
(τp ⊗ idF)
(∫
R+
f
(k−1,n−k)
t h(t) dt
))
.
Proof. It is very easy to check the validity of the formula under question in the case f =
f1 ⊗ · · · ⊗ fn. Indeed, we have
∇hISn (f) =
n∑
k=1
〈fk, h〉ISk−1(f1 ⊗ · · · ⊗ fk−1)⊗ ISn−k(fk+1 ⊗ · · · ⊗ fn)
and hence
∆p,hI
S
n (f) =
n∑
k=1
〈fk, h〉τ(pISk−1(f1 ⊗ · · · ⊗ fk−1))ISn−k(fk+1 ⊗ · · · ⊗ fn)
=
n∑
k=1
ISn−k
(
〈fk, h〉τp(f1 ⊗ · · · ⊗ fk−1) fk+1 ⊗ · · · ⊗ fn
)
=
n∑
k=1
ISn−k
(
(τp ⊗ idF)
(∫
R+
f
(k−1,n−k)
t h(t) dt
))
,
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which confirms the desired formula (5.8) in the case f = f1 ⊗ · · · ⊗ fn. By linearity of both
of its sides, we conclude that formula (5.8) also holds for any function in the linear span of
{f1 ⊗ · · · ⊗ fn| f1, . . . , fn ∈ L2(R+)},
i.e. for any function in L2(R+)
⊙n. Since this linear space is dense in L2(Rn+) with respect
to ‖ · ‖L2(Rn
+
), it remains to note that (5.8) stays valid under taking limits with respect to
‖ · ‖L2(Rn
+
), which means that we prove the continuity of the left and the right hand side of
the formula under question with respect to ‖ · ‖L2(Rn
+
).
Concerning first the left hand side, we note that
‖∇ISn (f)‖2 =
√
n ‖f‖L2(Rn
+
).
Indeed, we have according to Proposition 3.17 and the Itoˆ isometry that
‖∇ISn (f)‖22 = 〈∇ISn (f),∇ISn (f)〉 = 〈
(
δ∇)ISn (f), ISn (f)〉 = n ‖ISn (f)‖22 = n ‖f‖2L2(Rn
+
).
Thus, we obtain the desired bound
‖∆p,hISn (f)‖2 ≤ ‖p‖ ‖∇ISn (f)‖2 =
√
n ‖p‖ ‖f‖L2(Rn+).
Concerning now the right hand side of the formula under question, we note that∥∥∥
∫
R+
f
(k−1,n−k)
t h(t) dt
∥∥∥
L2(Rk−1
+
)⊗L2(Rn−k
+
)
≤ ‖h‖L2(R+)‖f‖L2(Rn+)
holds for 1 ≤ k ≤ n, which yields by the Itoˆ isometry∥∥∥ISn−k
(
(τp⊗ idF )
(∫
R+
f
(k−1,n−k)
t h(t) dt
))∥∥∥
2
≤
∥∥∥(τp ⊗ idF)
(∫
R+
f
(k−1,n−k)
t h(t) dt
)∥∥∥
L2(Rn−k
+
)
≤ ‖p‖2
∥∥∥
∫
R+
f
(k−1,n−k)
t h(t) dt
∥∥∥
L2(Rk−1
+
)⊗L2(Rn−k
+
)
≤ ‖p‖2‖h‖L2(R+)‖f‖L2(Rn+).
This concludes the proof. 
By applying iteratively operators of the form ∆p,h to a fixed element in the finite Wigner
chaos Sfin, we will therefore reach the chaos of order zero after finitely many steps. The
following proposition provides an explicit formula for the output of this procedure.
Proposition 5.10. Let f = (fn)
∞
n=0 ∈ Ffin be given and let N ∈ N be chosen such that
fn = 0 for all n ≥ N + 1. Then, for any choice of functions h1, . . . , hN ∈ L2(R+) and
projections p1, . . . , pN , it holds true that
∆pN ,hN · · ·∆p1,h1IS(f) = τ(p1) · · · τ(pN) 〈fN , h1 ⊗ · · · ⊗ hN〉 1.
Before continuing with the proof of the general statement, we first focus on the special
case of simple functions.
Remark 5.11. We note that for any Y ∈ Salg
∆pN ,hN · · ·∆p1,h1Y = (τ⊗N ⊗ id)
(
p1 ⊗ · · · ⊗ pN ⊗ 1 (∇h1,...,hNY )
)
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holds, where the iterated gradient ∇h1,...,hN : Salg → S⊙(N+1)alg is defined by
∇h1,...,hN := (id⊗(N−1)⊗∇hN ) . . . (id⊗∇h2)∇h1 .
Thus, the statement of Proposition 5.10 becomes apparent in the case where f = (fn)
∞
n=0 ∈
Ffin consists of simple functions fn ∈ E(Rn+). Indeed, since IS(f) decomposes by the condi-
tions that are imposed on f as
IS(f) = IS0 (f0) + I
S
1 (f1) + · · ·+ ISN (fN)
and because obviously
∇h1,...,hNISk (fk) = 0 for 0 ≤ k ≤ N − 1,
we see that
∇h1,...,hNIS(f) = ∇h1,...,hNISN(fN ).
By using Proposition 3.13, we get
∇h1,...,hN ISN(fN) = 〈f, h1 ⊗ · · · ⊗ hN 〉 1⊗(N+1).
Combining these observations yields
∆pN ,hN · · ·∆p1,h1IS(f) = τ(p1) · · · τ(pN) 〈fN , h1 ⊗ · · · ⊗ hN〉 1,
which is the stated formula.
Proof of Proposition 5.10. For the general case, we make use of Lemma 5.9. Applying for-
mula (5.8) iteratively, yields that for 1 ≤ m ≤ N
∆pm,hm . . .∆p1,h1I
S(f) = IS(f (m)),
for some f (m) ∈ Ffin, where f (m)n = 0 for all n ≥ N −m+ 1. Moreover, if we put f (0) := f ,
we see that
f
(m)
N−m(tm+1, . . . , tN) = τ(pm)
∫
R+
f
(m−1)
N−m+1(tm, tm+1, . . . , tN) hm(tm) dtm
for all 1 ≤ m ≤ N − 1 and
f
(N)
0 = τ(pN )
∫
R+
f
(N−1)
1 (tN ) hN(tN) dtN .
Hence, the only term that survives in ∆pN ,hN . . .∆p1,h1I
S(f) is induced by
f
(N)
0 = τ(p1) · · · τ(pN ) 〈fN , h1 ⊗ · · · ⊗ hN〉,
which gives the stated formula. 
5.4. Absence of zero divisors. Our discussion in the previous subsections has shown
that directional gradients allow us to transfer tools from the theory of non-commutative
derivations as presented in Section 4 to the setting of free stochastic calculus. Moreover, we
have convinced ourselves that directional gradients ∇h induce operators ∆p,h, which satisfy
the general conditions for performing our reduction method.
Putting things together, we obtain the following theorem, of which the desired Theorem
2.4 will be a corollary.
Theorem 5.12. There are no zero divisors in Sfin. More precisely, if 0 6= Y ∈ Sfin is given,
then there is no 0 6= u ∈ S such that Y u = 0.
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Proof. Contrarily, assume that there are 0 6= Y ∈ Sfin and 0 6= u ∈ S such that Y u = 0. We
may write Y = IS(f) for some f ∈ Ffin of the form f = (fn)∞n=0. Moreover, we may choose
N ∈ N such that fN 6= 0 but fn = 0 for all n ≥ N + 1.
Now, we fix arbitrary functions h1, . . . , hN ∈ L2(R+,R). Recall that whenever we have an
element X ∈ S such that Xu = 0 holds, then there exists (since we assumed that u 6= 0)
a non-zero projection p ∈ S such that X∗p = 0. This is in fact an easy consequence of the
Murray-von Neumann equivalence of the left and right support projections of X ; see also
[MSW15, Lemma 3.14]. Thus, by applying Proposition 5.6 iteratively, we may find non-zero
projections p1, . . . , pN ∈ S such that
(∆pN ,hN . . .∆p1,h1Y )u = 0.
According to Proposition 5.10, this means that
τ(p1) · · · τ(pN ) 〈fN , h1 ⊗ · · · ⊗ hN 〉 u = 0.
Since we have by assumption u 6= 0 and furthermore τ(p1) · · · τ(pN ) 6= 0, because p1, . . . , pN
are non-zero projections, it follows
〈fN , h1 ⊗ · · · ⊗ hN〉 = 0.
Inasmuch as the linear span of
{h1 ⊗ · · · ⊗ hN | h1, . . . , hN ∈ L2(R+,R)}
is dense in L2(RN+ ) with respect to ‖ · ‖L2(RN+ ), the previous insight yields fN = 0, which
contradicts the condition according to which N was chosen. Thus, the assumption made
above was wrong, so that the statement of the theorem must be true. 
We finish by showing that Theorem 2.4 is indeed a consequence of Theorem 5.12 above.
In fact, we will deduce Theorem 2.4 exactly in the same way as it was done for the analogous
statement in [MSW15].
Proof of Theorem 2.4. More generally, by allowing right from the beginning a constant sum-
mand IS0 (f0), we show the following: the distribution µY of any self-adjoint element Y ∈ Sfin,
which does not belong to the chaos of order zero, cannot have atoms.
Let Y ∈ Sfin be given. If Y does not belong to the chaos of order zero, we can write it as
Y = IS(f) = IS0 (f0) + I
S
1 (f1) + · · ·+ ISN(fN )
for some f = (fn)
∞
n=0 ∈ Ffin, which is stationary zero after fN 6= 0 for some N ∈ N.
(Note that N 6= 0 means abstractly speaking that Y is not constant, as it was assumed in
[MSW15].) Then, we observe that any atom α of the distribution µY of Y , i.e. any α ∈ R
satisfying µY ({α}) 6= 0, leads by the spectral theorem for bounded self-adjoint operators on
Hilbert spaces to a non-zero projection u satisfying (Y −α1)u = 0. Now, Theorem 5.12 tells
us that Y = α1, which contradicts fN 6= 0. 
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