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の知見が得られている. 例えば, 電気生理学の分野においては, 微小電極を用いる
ことで脳の神経細胞 (ニューロン) の活動の性質が明らかにされてきているし, 解
剖学の分野では, 脳スライス標本を用いることで種々の細胞間の接続や全体的な脳
の構造が明らかにされてきている. これらの知見は, 脳をミクロ的に捉えた知見と

















り, 記憶の一種である. しかし, 保持した情報を用いて判断を行い, 不要になった情
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報は破棄するといった処理がその概念に含まれるという点が長期記憶や短期記憶
と大きく異なる点である.
例えば, 車の運転をする際に, まず目的地を設定する. そしてそこに至るまでの
ルートを作成し, 常に道路状態や他の車やヒトの動きに注意しながら目的地まで運
転する. このとき, 目的地までのルート情報は, 通過したルートの情報は覚えてお
く必要がないため忘却し, ルートから外れてしまった場合は, 新たにルートの作成




研究が行われている. Frank & O ’Reilly は, 1-2-AX課題 という新たなワーキン
グメモリ課題を提案し, その課題を含めた複数のワーキングメモリ課題を遂行でき
る数理モデルを提案した [1] . しかし, 彼らのモデルでは, モデルの学習として試
行錯誤学習が前提となっている.
言語を習得したヒトは, 課題を行う際に, 言葉でその課題をルールを説明されれ
ば, 数回の試行でその課題を遂行することができる. そのため, ルールの把握を前
提としていない試行錯誤の学習では, この過程をモデル化することは困難である.
そこで本研究では, 言語での説明による学習を前提としたルールベース学習を
用いたワーキングメモリのモデル化を試みる. また, モデル構造には, 卒業研究時
に考案した大脳皮質-基底核-視床ループ構造を用いたワーキングメモリのモデル
[2]をルールベース学習が行えるように改良したモデルを使用する. なお, 課題と
して, 1-2-AX課題を用いてモデル化を行う.また, 1-2-AX課題 [1]を実際にヒトが
行った場合に課題の正答率や反応時間はどのように変化するのかを計測し, この測
定結果を用いて構築したモデルの検討を行う.
本研究の一部は, 平成 24年 12月 8日に開催された第 10回日本ワーキングメモ
リ学会大会にて発表した [3].
1.3 本論の構成
本論文は 7つの章で構成されている. まず, 第 2章で本研究のテーマであるワー




ループを説明する. 第 4章では, 本研究におけるワーキングメモリモデルの提案を
行い, その振る舞いの説明を行う. ここで提案したモデルを計算機上で実現し, 計
算機実験を行った結果と分析を第 5章で行う. 第 6章では, 1-2-AX課題を用いた






















学習の結果, 注意を向けなくても長期的に保持されている記憶で, 知識, 認



























図 2.1: 記憶の分類 (一部改編)[5].
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2.2 Baddeleyのモデル
ワーキングメモリの代表的な概念モデルとして, Baddeley& Hitchのモデルとし
て知られている 3コンポーネントモデル [6]が挙げられる. このモデルは 2000年に
Baddeleyにより 4コンポーネントモデル [7]に拡張された. ここでは, この 4コン
ポーネントモデルを紹介する.
図 2.2に示したように, 4コンポーネントモデルは中央実行系の制御の下に, 音
韻ループ, 視空間スケッチパッド, エピソードバッファの 3つのサブシステムで構
成されている. 中央実行系は, サブシステムからの情報の統合とサブシステムの制
御, 注意による情報の抽出を行う. 音韻ループは, 音声情報を格納する. 視空間ス






図 2.2: Baddeleyの 4コンポーネントモデル (一部改編)[4].
2.2.1 Goldman-Rakicのモデル
Goldman-Rakicはワーキングメモリを「認知に必要な働きであり, 決定や判断
を下したり, 反応を生じるために, 情報を更新したり, 情報を長期記憶から取り出
第 2章 ワーキングメモリ 8






された状態にある長期記憶である」と考える研究者もいる. また, Joaquin Fuster
はワーキングメモリと同様の意味で”active memory”という表現を用いた [10].
































る. 最初に, 色の名称を表す文字 (例えば「黄」や「赤」など)が次々に呈示される
ので, その文字を被験者に読んでもらう. その次に, 呈示される色の名称を答えて






比べて, 第 3段階の文字への反応を抑制して色を解答する場合は, 解答の際にかか
る反応時間が有意に長くなる傾向がある. これはストループ効果と呼ばれる.
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2.3.3 ウィスコンシンカード分類課題
ウィスコンシンカード分類課題は, あるルールに従って 128枚のカードを被験者
に正しく分類させる課題である. 課題遂行の様子を図 2.4に示す. 各々のカードに
は, 4種類の図形 (丸印, 星印, 十字, 三角), 4種類の色 (赤, 緑, 黄, 青)が組み合わ
さった計 16種類の図柄が 1個～4個描かれている.
はじめに, 被験者の前にはサンプルカードとして 4枚のカードが置かれる. 被験
者は, 手前に積み重ねられたカードを上から順に 1枚ずつ取り, その図柄や数を確
認する. 被験者はカードに描かれた図形, 色, 数を基にして独自の分類方法を考え,
それに従ってカードを分類していく. 実験従事者は自分自身が考えた分類方法に




らない. また, 被験者が 10回連続で正解すると, 実験従事者は被験者に伝えること
なく分類方法を変更する. すると, 結果は「不正解」になるため, 被験者は実験従
事者の分類方法を再度予想しながら課題を遂行しなければならない.
図 2.4: ウィスコンシンカード分類課題の様子 (一部改編)[13].
このように, ウィスコンシンカード分類課題で被験者は実験従事者の結果をヒン
トにして, 試行錯誤しながら分類方法の更新, 処理, 破棄などを行わなければなら
ないため, ワーキングメモリに大きく関与すると考えられている.
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2.3.4 N-Back課題
N-Back 課題はワーキングメモリ課題として広く使われている. N に当てはまる
非負整数の値によって, 課題の内容が異なり, 例えば, 0-Back 課題の場合はあらか
じめターゲットとなる数字を被験者に教えておき, その数字が呈示された時にボタ




る. そのため, N の値を大きくするほど記憶の負荷が増すことになり, その難易度





がその 2 つ前のカードと同じであることからも, 図中の反応の正しさを確認するこ
とができる. なお, 最初に呈示された二枚のカードに対しては反応を定義しない.
2.3.5 その他の課題
その他のワーキングメモリ課題として, ここでは Sternberg task, CPTについて
説明する.
Sternberg taskとは, 事前に呈示した一連の刺激 (数字やアルファベット文字な
どの)を記憶し, 呈示間隔の後, 探索段階において呈示される刺激が事前に記憶し
た刺激の中に含まれているか否かを問う, 走査型の課題である.
CPT (持続処理課題：Continuous Performance Test)では, 一定時間の間, 持続
的に課題遂行を続けることが要求される. その中でも, CPT-X課題はターゲット
刺激となる”X”が呈示された場合のみ反応し, その他の刺激に対して反応してはい
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けない. また, CPT-AX課題とは, 連続的に呈示される文字の中で”A”の後に”X”
が呈示された場合のみ反応をする課題である.















図 3.1 に示すように, ニューロンは細胞体, 軸索, 樹状突起の 3つの部位からな
る. 細胞体から伸びている複数の短い突起が樹状突起と呼ばれ, さらにこの樹状突
起とは異なる 1 本の長い突起は軸索と呼ばれる. 細胞体と樹状突起は, 他のニュー
ロンの末端と結合しており, この結合部分をシナプス (詳細は次節で述べる) とい




シナプス前 (Pre) ニューロン, その出力を受けるニューロンをシナプス後 (Post)
ニューロンという.
ニューロンには, 興奮性ニューロンと抑制性ニューロンの 2種類が存在する. 発
火した興奮性ニューロンからの出力信号を受け取ったニューロンは, 発火が促進さ








合している. シナプスの構造を図 3.2 に示す.
細胞体から出力された信号は, 活動電位としてニューロンの軸索の末端に伝達さ





1. 神経インパルスの伝播 (図 3.2) : 細胞体の電位がある閾値を超えると活動電
位 (神経インパルス) が発生する. 活動電位は軸索上を伝播し, シナプス終末
に到達する.
2. シナプス終末部でのイオンチャネル開閉 : 活動電位によりシナプス終末部が
脱分極する. その結果, シナプス終末部の電位依存性カルシウムチャネルが
開き, カルシウムイオン Ca2+ の流入が起こる.
3. シナプス小胞の融合, 伝達物質の放出 : Ca2+ が流入すると, 神経伝達物質を
含んだシナプス小胞がシナプス終末部に向かって動き出し, 小胞の中に入っ
ていた伝達物質がシナプス間隙に放出される.
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4. 伝達物質の拡散 : 放出された伝達物質が拡散し, シナプス後膜に達する.
5. 伝達物質の受容体への結合 : シナプス後膜に達した伝達物質は, 膜状の受容
体 (Receptor) と結合する.
6. イオンチャネルの開閉 : 受容体に伝達物質が結合すると, 薬物作動性イオン





極電位は興奮性シナプス後電位 (exciatory postsynaptic potential : EPSP),過
分極電位は抑制性シナプス後電位 (inhibitory postsynaptic potential : IPSP)
と呼ばれる.




図 3.2: シナプスの構造 [16]







化される. これを長期増強 (long-term potentiation : LTP) という. 逆に, シナプ
スを刺激し, 同時に過分極を与えると, そのシナプスの結合が消去される. これを
長期抑圧 (long-term depression : LTD) という. このように, 短期間の神経活動が
そのシナプスの結合に長期的な影響を与える現象は, シナプス可塑性 (Plastisity)
と呼ばれており, 記憶と学習の分子基盤であることが示唆されている [17].
AMPA 受容体と NMDA 受容体
海馬の CA1 と呼ばれる領域における興奮性シナプスは, LTP のシナプス可塑性
現象においてもっとも研究されている部位である. これまでの研究から, LTP の
発現にはシナプス後細胞上の α-amino-3-hydroxy-5-methyl-4-isoxazole propionate
(AMPA)型グルタミン酸受容体 (AMPAR)の反応性が増大することが重要であり,
一方 LTP の誘導にはシナプス後部のN -methyl-D-asparate (NMDA) 型グルタミ
ン酸受容体 (NMDAR) が必須であることが明らかとなりつつある.
AMPARは一価の陽イオンに対して透過性をもち, 通常のシナプス伝達を担って
いる. 一方, NMDAR は上で述べたように可塑性の誘導を担っており, 静止膜電位
付近では Mg2+ による阻害を受けており機能しないが, 高頻度刺激などにより多く
のグルタミン酸が放出されシナプス後細胞が脱分極すると, Mg2+ による阻害がは
ずれ活性化される. その結果, シナプス後細胞内への Ca2+ の流入が起こり, タンパ
ク質リン酸化酵素をはじめとするシグナル伝達系を活性化させ, 最終的に AMPAR
を介したシナプス伝達効率を増大させる (図 3.3).
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図 3.3: 海馬 CA1 領域における興奮性シナプス伝達と LTP の模式図 [14].
3.1.3 静止膜電位の双安定性
通常, ニューロンの静止膜電位は一つだけである. しかし, 二つの安定した静止
膜電位を持つニューロンが存在する. 静止状態における二つの安定した膜電位を
双安定な静止電位という. 二つの安定した膜電位のうち, 低い膜電位を持つ状態を
Down state,高い状態をUp stateという.ニューロンがUp stateにある場合は,他の
ニューロンからの興奮性の信号入力によって発火することができるが, Down state
にある場合にはまったく発火しないか, きわめて低い頻度でしか発火しない. その
ため, ニューロンがUp stateにあるかDown stateにあるかは脳内の情報処理に大
きな影響を与えうる [18]. 本研究ではこのUp stateとDown stateの遷移をゲート
調節といい, ゲート調節に関係する信号の入力をゲート入力という.
静止膜電位に双安定性を持つニューロンとして,線条体の出力細胞であるMedium
spiny neuron(MSN)が知られている. MSNは, 多数のニューロンから同期した入力
を受けるときにDown sateからUp stateに遷移するという実験結果がある [19].
3.2 脳の区分
脳と延髄を合せて, 「中枢神経系」と呼ぶ. 脊柱 (背骨)の中を通る脊髄が, 頭に
入ったところにあるのが延髄であり, そこから橋, 中脳, 間脳と続き, 延髄から間脳
までを脳幹と総称する. 間脳の先の巨大な部位が大脳で, 左右 2つの半球に分かれ
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ている. 大脳皮質では多数のしわがみられ, しわの隆起部は脳回, 陥没部は脳溝と
称される. 前頭葉, 頭頂葉, 側頭葉, 後頭葉の四葉と島に区分される [14]. この順に
表面積は狭くなる.
大脳皮質は, 機能により運動野, 感覚野, 連合野に区分される. 前頭葉と頭頂葉を
区分しているのは中心溝と呼ばれる深い脳溝である. この中心溝の前方にあるの
が, 運動の指令を出す運動領野である. 運動領野は第一次運動野 (運動野)と運動連
合野から構成され, 後者はさらに運動前野と運動補足野に分けられている. 運動連
合野は, 運動が円滑に行われるように情報をまとめてプログラムして, 運動野に送
る. これら 3つの領域は互いに線維連絡をもっており, それぞれが下位運動中枢に
運動指令を送っている.
本研究では,抽象的な思考に関係する領域である前頭前野 (prefrontal cortex:PFC)
と, 抽象的な運動の指令に関係する補足運動野 (supplementary motor area:SMA)
に着目してモデル化を図る. 図 3.4の赤い線で囲まれた領域が前頭葉, 黄色の領域
が前頭前野, 青の領域が補足運動野である.
図 3.4: 前頭前野と補足運動野 [4].










大脳基底核は, 皮質下の神経核群の総称であり, 線条体 (striatum), 淡蒼球, 黒






淡蒼球 淡蒼球内節 (internal segment of globus pallidus:GPi),淡蒼球外節 (external
segment of globus pallidus:GPe)からなる.線条体からの抑制性入力を受け,淡
蒼内節は視床, 淡蒼球外節は視床下核へ抑制性出力を行う. 淡蒼球は自家放
電を行い, 抑制性出力を受けなければ常に発火している [14].
黒質 黒質緻密部 (substantia nigra pars compacta:SNc), 黒質網様部 (substantia
nigra pars reticulata:SNr)からなる. 黒質網様部は, 随意運動や動機付けに関
与するドーパミンにより線条体へ出力を行う [22]. このドーパミンが, 大脳皮
質と大脳基底核ループでの学習に関与していると考えれている. 黒質緻密部




1解剖学的には, 視床下核と黒質は大脳基底核に含まれない. しかし, これらは線条体や淡蒼球と
強い結合を有し, 大脳基底核と共同して体制運動の調節を行っている. このため, 視床下核と黒質も
大脳基底核として扱われるのが一般的である [14].
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図 3.5: 大脳基底核と視床の各部位 (一部改編)[20].
3.6 大脳皮質-基底核-視床ループ構造







中で, 線条体から淡蒼球の内節部に出力するルートを直接路 (Direct pathway), 線
条体から淡蒼球の外節部と視床下核を介して淡蒼球の内節部に出力するルートを









本章では, ワーキングメモリを使用する課題の一つである 1-2-AX課題と, その
課題を遂行する本提案モデルを紹介する.
4.1 1-2-AX課題
1-2-AX課題とは, O’Reillyら [1] により提案されたある条件下で正しい順序を認
識することを確認する課題である. 課題の遂行例を図 4.1に示す.
なお, 本研究では, 簡易化のためO’Reillyら [1]が使用した 1-2-AX課題からディ
ストラクタである C と Z を除いきモデル化を行った.
本研究で使用した 1-2-AX課題のルールは以下の通りである.
• 1, 2, A, B, X, Yのシンボルがランダムに呈示される.





• それ以外のシンボルが呈示されたときには, 左シフトキー (L)を押す.
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図 4.1: 1-2-AX課題 (一部改編) [1].






– カード 1が呈示された後でカード 2が呈示されるまでの間で, カードA
が呈示された直後からその直後のカードに対する反応が示されるまで
の間の期間.




第 3 章で述べた知見を基に 1-2-AX課題を遂行するネットワークの数理モデル
を設計・構築した.






時刻 t におけるモデルニューロン j の出力を ηj(t) とすると, ηj(t) は以下の式
4.1 で表される.
ηj(t) = f(ζj(t)− θj) (4.1)
ここで, θj はモデルニューロン j の閾値である. また β をゲインとすると f は




tanh(βx), x ≥ 0





= −ζj(t) + Ij(t) (4.3)
ここで, τ0 は膜電位の時定数である. さらに, Ij(t) はモデルニューロン j への
入力信号で, モデルニューロン j にシナプス結合をしているモデルニューロンを i





ここで, wji はモデルニューロン i からモデルニューロン j へのシナプス結合の
伝達効率である.
線条体ニューロンの数理モデル
他のモデルニューロンと同様に, 式 4.1 と式 4.2 を使用する. しかし, 第 3 章で
述べたように, 線条体は他のニューロンと異なり, 双安定な静止膜電位を持つ. そ








2 − cζstrj (t) + Ij(t) (4.5)
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また, 視床からの入力に対しては短期抑圧が生じるため, 視床から線条体への入






th → str(t) (4.6)












x, x ≥ 0






ネットワークの数理モデルを, 図 4.2 に示した大脳皮質 - 基底核 - 視床ループの構
造を基に考案した. この数理モデルを以後, 単に「ループ」と呼ぶ. 考案したルー
プモデルの基本単位を図 4.2 に示す. この基本ループを複数繋ぎ合わせることで
ネットワークモデル全体を構築していく.
また, 基本ループは大きく分けて以下の 4 つの機能をもつ.
• ループモデルの活性化の準備状態
外部ループの皮質ニューロンからある値以上の興奮性の入力信号 (図 4.2 中
の Gate ON信号)が線条体ニューロンに入力されると, 線条体ニューロンの
膜電位に双安定性が現れる.この状態をループの活性化準備状態と呼ぶ. こ
の状態で線条体ニューロンにさらに皮質ニューロンまたは視床ニューロンか





直接路を介した ”大脳皮質 → 線条体 → 淡蒼球内節 → 視床 → 大脳皮質”
の閉じたループ (Closed loop) 経路がこの役割を果たす. 皮質ニューロンに
入力信号があると, 皮質ニューロンは発火し, 線条体ニューロンへ信号が伝
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達される. ループが活性化準備状態である場合, 直接路の線条体ニューロン
は発火し, 淡蒼球内節ニューロンの活動は抑制される. その結果, 淡蒼球内節
ニューロンによって活動を抑制されていた視床ニューロンは活性化し, その
発火頻度が高くなる. そして, 視床ニューロンの出力が皮質ニューロンの発





らある値以上の興奮性入力信号 (図 4.2 中の Gate OFF信号) がこの経路内
の線条体ニューロンに伝達されるとこの経路が活性化し, 情報を保持してい
る Closed Loop 内の淡蒼球内節ニューロンは活性化する. 淡蒼球内節ニュー
ロンの活性化はその先の視床ニューロンの活動を抑制し, 視床ニューロンは
皮質ニューロンを活性化できなくなる. その結果, Closed loop 内で信号伝達
が循環せず, 情報が保持できなくなる. これを情報の消去と呼ぶ.
• 入力信号に対する出力















注目すべき Inner loopを判断するために, シンボル 1 や シンボル 2 の情報
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図 4.2: 大脳皮質-基底核-視床ループ.
を保持する. 但し, シンボル 1 (2) の後にシンボル 2 (1) が呈示されたらシン
ボル 1 (2) の情報は破棄する.
• シンボルA, シンボルBの保持
シンボル 1 (2)が呈示された後にシンボル X が呈示されたとき, その直前に
呈示されたシンボルがシンボル A(B) かそうでないかでシンボル X に対し
て右シフトキーを押すか左シフトキーを押すかが決まるためシンボル A (B)
の情報を保持する. 但し, シンボル A の次にはシンボル A, シンボル B の次
には シンボル B が呈示された場合を除き, シンボル A やシンボル B の後
にシンボルが呈示されたら, シンボル A や シンボル B の情報は破棄する.
• シンボル X, シンボル Y には右か左かの 2択
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シンボル X(Y) の直前に シンボル A(B) が呈示され, かつOuter loopがシ
ンボル 1(2) のときは右シフトキー, それ以外の場合は左シフトキーを押す.








• 1-2-AX Task ユニット
1-2-AX課題に関係するループをアクティブにするためのGate ON信号を出
すループ.
• Open loop L ユニット
左シフトキーを押すシンボルから入力を皮質に入力を受け取り, 出力を緑の
枠内のループの皮質へ行うループ群.






L のループが出力を行うと, 左シフトキーを押す運動が開始され, Rのループ
が出力を行うと右シフトキーを押す運動が開始されることを表すループ群.
• Closed loop 1, 2 ユニット
シンボル 1 や シンボル 2 の情報を維持するループ群. シンボル 1 が呈示さ
れたら シンボル 2 の情報を, シンボル 2 が呈示されたらシンボル 1 の情報
を破棄するために相互にGate OFF信号を伝達する.
• Closed loop 1A, 2B ユニット
シンボル 1 が呈示された後にシンボル A が呈示されたとき, またはシンボ
ル 2 が呈示された後にシンボル B が呈示されたときにその情報を保持する
ループ群. Open loop L, R ユニットがGate OFF信号を伝達し, Gate OFF
信号が伝達されたループの活動が停止し, そのループで保持していた情報を
破棄する. 但し, Closed loop 1A, 2Bユニット内の A(B) ループは Open loop
1, 2 ユニット内の A(B)からのGate OFF 信号は伝達されない.




















いることを表す. また, 縦に 2 つ並んでいるニューロンがシナプス前ニューロン, 2
つのニューロンから入力を受けているニューロンがシナプス後ニューロンを表す.









aji = ηiζj (4.10)
ここで, ai は シナプス前ニューロン iとシナプス後ニューロン jの活動の積に
比例する. また, N は競合するシナプス前ニューロンの総数を表す.
図 4.4: 競合ヘッブ学習の様子.
例として, シナプス前ニューロン 2 個, シナプス後ニューロン 1個の場合の競合
ヘッブ学習の過程を図 4.5に示す. この場合の学習課程を説明する.
式 4.9より, シナプス前ニューロン 1, 2とシナプス後ニューロンのシナプス結合




= w1a1 − wj1(a1w1 + a2w2) (4.11)





= w2a2 − w2(a1w1 + a2w2) (4.12)
式 4.11, 式 4.12の定常解は, winner-take-allを記述しており, a1 > a2 の場合に
は, (w1 = 1, w2 = 0)となり, a1 < a2 の場合には, (w1 = 0, w2 = 1)となる.
学習後のネットワークモデル
競合ヘッブ学習後のネットワークモデルは図 4.6のように構成した.















5.1.1 Outer loop 1, 2の切り替え
シンボル 1, 2 を順に入力した場合におけるOuter loop 1 と 2 の各ニューロン
の出力結果を図 5.1 , 図 5.2 に示す. なお, 横軸はステップ数, 縦軸は発火頻度, 赤
の実線はシンボル入力, 緑の実線は視床から間接路の線条体ニューロンへの短期抑




図 5.1 , 図 5.2より, Outer loop 1 のループは Outer loop 2 のループが活動を
始めた場合には, そのループ活動を停止させていることがわかる. この結果から,
Outer loop の切り替えが正しく行えていることが確認できた.
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図 5.1: シンボル 1, 2 を順に入力した場合におけるOuter loop 1 の各ニューロン
の出力結果.
図 5.2: シンボル 1, 2 を順に入力した場合におけるOuter loop 2の各ニューロン
の出力結果.
5.1.2 Closed loop 1A
シンボル 1, A, X を入力した場合におけるClosed loop 1A内の各ニューロンの
出力結果と, 膜電位の変化と間接路の線条体ニューロンモデルに入力する外部ルー
プからの入力, Closed loop 1 内の各ニューロンの出力を図 5.3, 図 5.4, 5.5 に示す.
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図 5.3: シンボル 1, A, X を入力した場合におけるClosed loop 1A内の各ニューロ
ンの出力結果.
図 5.4: シンボル 1, A, X を入力した場合におけるClosed loop 1A 内の各ニューロ
ンの膜電位の変化.
図 5.3より, シンボル 1 が入力された後にシンボル A が入力された場合, Closed
loop Aのループは活動を維持し続けることが確認できた.
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図 5.5: シンボル 1, A, X を入力した場合におけるClosed loop 1 内の各ニューロ
ンの出力結果.
5.1.3 任意のシンボル列に対するネットワークの出力
シンボル 1, A, X, X, A, B, X を順に入力した場合と シンボル 1, 2, B, Yを順
に入力した場合の SMAループモデルにおける視床ニューロンの発火頻度を図 5.6,
図 5.7 に示す. なお, 横軸はステップ数, 縦軸は発火頻度, 赤の実線はシンボル入
力, 緑の実線は SMA Lループモデルにおける視床ニューロンの発火頻度, 青の実
線は SMA Rループモデルにおける視床ニューロンの発火頻度を表し, 各発火頻度
が 0.8以上の場合にネットワーク全体の出力が右シフトキー (R)を押すまたは左シ
フトキー (L)を押すかが決定するとする.
シンボル 1, A, X, X, A, B, X を順に入力した場合と シンボル 1, 2, B, Yを順
に入力した場合の正しい回答は, 1-2-AX課題のルールからそれぞれ L, L, R, L, L,






第 5章 計算機シミュレーション 37
図 5.6: シンボル 1 A X X A B X を入力した際のシミュレーション結果.







らった被験者 13名 (男：10名, 女：3名)は電気通信大学に通う学生である (2013年
1月現在). この内, 3名 (女 : 1名)は実験を構築する際のモニターとして協力して
もらい, 実験 1 は 6 名 (女: 1 名), 実験 2 は 4 名 (女 : 1 名)分の被験者データを













できなかった場合の正答率の差を検証する実験 (実験 1), 課題のルールが把握でき
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た場合の正答率と反応時間を検証する実験 (実験 2)を行った. また, 実験課題とし
て, 1-2-AX課題とその逆転課題を使用し, 10セッション被験者に実施した. 逆転課
題とは, 1-2-AX課題とルールは同じだが, シンボルを入れ替えたものである. 各実
験の課題のルール説明方法と各課題の詳細については 6.3.2 節と 6.3.3節に示す.
逆転課題終了後,被験者に対して質問紙調査を行った. この質問紙調査では,各被
験者の課題遂行方法や被験者が感じた難易度・達成度などについて調査を行った.






本実験で以下のものを使用し, 東 3号館 807教室で実験を行った.
• ノートパソコン
本実験では, 実験従事者として執筆者がノートパソコンを操作し, 課題の制





アである「PEBL (The Psychology Experiment Building Language)」を用い
て作成した. PEBLはコンピュータベースの実験やテストを設計, 実行するた
めの無料のクロスプラットフォームシステムである [24]. 独自の実験を設計
したり, 既成の実験素材を使用すること, そして, ライセンスやチャージ無し
で自由に実験を交換することが可能である. また, 簡単に複数のコンピュー
ティングプラットフォーム上で使用できるように設計されている. PEBLは
主にC++でプログラムされており, それだけでなく, 構文解析のために flex
や bisonも使用している. しかし, 実際に使用する際にはC++に関する知識
は必要としないため, 容易に所望の課題を構築することができる.
• 液晶ディプレイ
今回, 使用した液晶ディスプレイは 24インチである. このディスプレイに縦
横比が 1280× 800のウィンドウを表示し, その中に課題のインストラクショ












にルールを把握してもらった. 実験 1はルール説明文と回答例の図は 1 回だけ呈
示した. 実験 2 は, ルール説明文→回答例の図→ルール説明文→回答例の図のよう
に, ルール説明文とその回答例を再度呈示した. 回答例の呈示後, 課題の遂行を開
始し, ランダムに呈示される 1, 2, A, B, X, Y の 6種類のシンボルに対して, キー
ボードの右シフトキーまたは左シフトキーを押して被験者は回答した. キー入力
はシンボル呈示直後から入力を受け付け, 連打した場合は最初のキー入力のみ記録
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した. また, シンボルはキー入力が行われるまで呈示したため, 被験者の反応時間
がシンボルの呈示時間と一致する. キー入力を行った後から次のシンボルが呈示さ
れるまでの時間は, 250ms, 500ms, 750ms, 1000ms, 1250msの五種類の中から毎回
ランダムに決定した.
シンボルは 60個を一つのセッションとし,被験者は一つの課題につき 10セッショ
ン行った. 表 6.1に 1セッションで呈示されるシンボルとその数を示す. 但し, 課題
の説明があるのは, 1回目のセッションのみとした. 60シンボル中, 右シフトキー
を押すシンボルは 8個となるようにシンボルを呈示した.
表 6.1: 1セッションで呈示されるシンボルとその数.
シンボル 1 2 A B X Y




• 1, 2, A, B, X, Yのシンボルがランダムに呈示される.







逆転課題も 1-2-AX課題と同様に, シンボルは 60個を一つのセッションとし, 被
験者は一つの課題につき 10セッション行った. 表 6.2 に 1セッションで呈示され
るシンボルとその数を示す. 但し, 課題の説明があるのは, 1回目のセッションのみ
とした. 60シンボル中, 右シフトキーを押すシンボルは 8個となるようにシンボル
を呈示した.
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表 6.2: 1セッションで呈示されるシンボルとその数.
シンボル 1 2 A B X Y
シンボル数 14 14 14 14 2 2
6.4 結果
6.3節で示したように, 1-2-AX課題とその逆転課題を各 10セッションずつ行っ
た. その遂行結果を実験 1と実験 2 に分けて報告する. なお, 被験者は匿名性を確
保するため, 実験 1 は被験者 A ～ F, 実験 2 は被験者 G ～ J と表記する.
1-2-AX課題と逆転課題では, 右シフトキーが正しく押せるかどうかによりその
課題を遂行できているかどうかを調べることができる. そのため, 1-2-AX課題で
はシンボル X とシンボル Y が呈示された場合のレスポンスと, 右シフトキーが押
すべきシンボルに対するレスポンスに着目して結果をまとめる. 逆転課題につい





験 1 では, 被験者 B, Fがルールを把握でき, 被験者 A, C, D, Eは 1-2-AX課題の
ルールを把握できなかった. 被験者 A はOuter loopにかかわらず, シンボル A, シ
ンボル Xが連続して呈示された場合にはシンボル X に対して右シフトキーを押
し, シンボル B, シンボル Yが連続して呈示された場合にはシンボル Y に対して
右シフトキーを押していた.
質問紙調査結果
被験者 A ～ F の質問紙調査による課題難易度と達成度の結果を表 6.3 に示す.
被験者 A の課題達成度のデータは得られなかった.
表 6.3: 質問紙調査による課題難易度と達成度の結果.
被験者 A B C D E F
難易度 難しい 難しい とても難しい ふつう ふつう 難しい
達成度 [%] - 50 50 65 70 60～70
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正答率
被験者 A ～ F の 1-2-AX課題における右シフトキーを押す反応が正解であるレ
スポンスの正答率 (以降, Rの正答率と呼ぶ)とシンボルA とシンボル B が呈示さ
れた場合のレスポンス (以降, X, Y の正答率と呼ぶ)をまとめて表 6.4, 表 6.5 に示
す. 表 6.4, 表 6.5 から, 1-2-AX課題のルールが正しく把握できている場合には, 正
答率 80 %以上で課題を遂行できていることが確認できた.
表 6.4: 実験 1の R の正答率 [%].
被験者 ＼ セッション 1 2 3 4 5 6 7 8 9 10
A 100 100 87.5 100 100 100 75 75 100 100
B 50 87.5 87.5 100 87.5 100 100 100 100 100
C 0 0 0 0 37.5 25 25 12.5 25 25
D 0 0 0 0 12.5 0 0 0 0 0
E 0 0 0 0 0 0 0 0 0 0
F 87.5 100 87.5 100 100 100 100 100 100 100
表 6.5: 実験 1の X, Y の正答率 [%].
被験者 ＼ セッション 1 2 3 4 5 6 7 8 9 10
A 82.1 78.6 75 82.1 82.1 78.6 67.9 78.6 85.6 71.4
B 78.6 92.9 92.9 96.4 82.9 100 100 100 92.4 100
C 57.1 67.9 71.4 71.4 64.3 60.7 60.7 60.7 57.1 57.1
D 71.4 71.4 71.4 71.4 78.6 71.4 71.4 71.4 71.4 71.4
E 71.4 71.4 71.4 71.4 71.4 71.4 71.4 71.4 71.4 71.4
F 96.4 96.4 92.9 92.9 96.4 100 96.4 100 100 96.4
6.4.2 実験 2
正答率
被験者 G ～ J の 1-2-AX課題と逆転課題における Rの正答率を図 6.2 に示す.
縦軸は正答率, 横軸は課題の種類を表す.
また, 課題別全被験者の各セッションのRの正答率を図 6.3, 図 6.4に示す.
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図 6.2: 全被験者の 1-2-AX課題と逆転課題の R の正答率.
図 6.3: 1-2-AX課題の R の正答率 (セッション毎).
図 6.4: 逆転課題の R の正答率 (セッション毎).
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反応時間
本実験の反応時間とは, シンボルが呈示されてからキーを押すまでの時間を指
す. 特に, 右シフトキーを押す場合の反応時間 (以降, Rの反応時間と呼ぶ)に着目
した. 全被験者の各セッションの平均反応時間を課題別にまとめたものを図 6.5,




めたものを図 6.7, 図 6.8,図 6.9,図 6.10に示す.
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図 6.7: (被験者G)各セッション毎のRの平均反応時間.
図 6.8: (被験者 I)各セッション毎のRの平均反応時間.
図 6.9: (被験者 I)各セッション毎のRの平均反応時間.
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図 6.10: (被験者 J)各セッション毎のRの平均反応時間.
次に, 右シフトキーを押す場合の反応時間と左シフトキーを押す場合の反応時間
を比較するため, 1-2-AX課題における以下の 3 種類の反応時間を各被験者毎にヒ
ストグラムし, 図 6.11, 図 6.12, 図 6.13, 図 6.14にまとめた. なお, ビンは 50msと
した.
• R の反応時間
• シンボル X とシンボル Y に対して左シフトキーを押すことが正解の場合の
反応時間 (以降, XYの Lの反応時間と呼ぶ)
• シンボル A,シンボル Bに対する反応時間 (以降, ABのLの反応時間と呼ぶ)
図 6.11: 被験者Gの反応時間.
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図 6.12: 被験者Hの反応時間.
図 6.13: 被験者 Iの反応時間.
図 6.14: 被験者 Jの反応時間.
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また, Rの反応時間と XY の L の反応時間, XY の L の反応時間と AB の反応
時間 に対して分散が等しくないと仮定した２標本による t 検定を行った. その結
果を表 6.6, 表 6.7 に示す.
tRはRの平均反応時間, tXY はXY の L の平均反応時間, tABはAB の平均反応
時間, σは標準偏差を表す.
表 6.6: Rの反応時間と XY の L の反応時間.
被験者 tXY ± σ tR ± σ p 有意差
G 478.6 ± 267.5 518.9 ± 164.7 0.064 s
H 539.2 ± 323.6 466.3 ± 274.3 0.029 s
I 742.4 ± 310.0 644.9 ± 254.1 0.0036 s
J 776.9 ± 289.8 644.9 ± 172.8 2.3×10−6 s
表 6.7: XY の L の反応時間と AB の反応時間.
被験者 tXY ± σ tAB ± σ p 有意差
G 478.6 ± 267.5 465.4 ± 210.1 0.28 ns
H 539.2 ± 323.6 518.7 ± 375.5 0.26 ns
I 742.4 ± 310.0 739.7 ± 320.6 0.46 ns
J 776.9 ± 289.8 749.9 ± 345.8 0.18 ns
表 6.6から, Rの反応時間と XY の L の反応時間の間には有意差があることが
確認できた (p < 0.1). また, 表 6.7から左シフトキーを押す場合の反応時間の間に
は有意差がないことが確認できた (p > 0.1).




通」, 「易しい」, 「とても易しい」の 5 段階で被験者に表現してもらった. 達成




質問紙調査の課題難易度と達成度の結果を表 6.8, 表 6.9 に示す.
表 6.8: 質問紙調査による課題難易度結果.
被験者 G H I J
1-2-AX 課題 ふつう ふつう ふつう ふつう
逆転課題 ふつう 難しい 難しい 難しい
表 6.9: 質問紙調査による課題達成度結果 [%].
被験者 G H I J
1-2-AX 課題 95 80 75 80
逆転課題 90 70 65 50
また, 難しいと回答した被験者 H, I, Jは, その理由として, 逆転課題遂行時に
1-2-AX課題の影響が残っており, そのため 1-2-AX課題と比較して逆転課題の方が
難しいと感じたと述べていた. また, 1-2-AX課題では, Outer loopが 1 と 2, Inner
loop が AX, BYと数字プラスアルファベットの昇順で右シフトキーを押すルール
が決められているのに対し, 逆転課題では, Outer loopが XとY, Inner loopが 1B,
2Aと規則性のない組み合わせかつ, Outer loop と右シフトキーか左シフトキーか
レスポンスに 2択が生じるシンボルが B と A というどちらもアルファベットであ
ることから Outer loop と Inner loop を混同してしまったため難しかったという意
見もあった.
しかし, 難しいと回答しても, どの被験者も 1回目のセッション内で逆転課題に
慣れ, その後, 回答に困る様子はあまり見られなかった.
また, 各実験 10セッションずつ行ったため, 集中力の低下があったかどうかを確
認した結果, 被験者 I以外から集中力が切れたという感想があった. 具体的には, 被
験者Gは逆転課題の 8セッション目から, 被験者Hは各課題の 5, 6セッション目
の頃, 被験者 Jは 1-2-AX課題の 5, 6セッション目以降から集中力が切れたと報告
を受けた. この集中力低下の原因として, 6種類という限られたシンボルを各課題
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600 個, 両課題合わせて 1200 個呈示したこと, かつ単調な課題だったことが考え
られる.
全被験者共通して, 説明文と回答例の図を比較すると回答例の方が課題のルール














まず, 情報の保持について考察する. シンボル 2, A, Xを順に入力した場合のシ
ミュレーション結果を図 7.1に示す. 図 7.1と図 5.3からシンボル 1 が入力された
場合にのみ Closed loop 1Aが活性化し, シンボル　Aの情報が保持されているこ
とが確認できた. また, 図 5.5からシンボル 1 はClosed loop 1 のループを活性化
させることでその情報を保持できていることが確認できた. 以上のことから, 提案
したループによる情報の保持が正しく再現できた.
次に,情報の消去について考察する. 図 5.1 ,図 5.2から, Closed loop 1と Closed
loop 2は同時にループ活動を維持していない. これは, シンボル 1 が入力された場
合はClosed loop 1を活性化させることでそのループ活動を維持し, その後, シンボ
ル 2が入力された場合には, Closed loop 1のループを停止し, Closed loop 2のルー
プを活性化できているためである. このとき, Closed loop 1 の停止には, Closed
loop 2の視床ニューロンからClosed loop 1の間接路の線条体への入力が短期抑圧
になっていることが確認できる. この短期抑圧をなくした場合のClosed loop 1内
と Closed loop 2 の各ニューロンの出力結果をそれぞれ図 7.2, 図 7.3 に示す. 図
7.2から, Closed loop 1 はシンボル 2 の入力によってループ活動を停止できていな
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図 7.1: シンボル 2, A, X を入力した場合におけるClosed 1A内の各ニューロンの
出力結果.
い. 図 7.3をみると, Closed loop 1 内の視床ニューロンが常にClosed loop 2 の間







提案モデルでは, 線条体ニューロン膜電位を再現するため, 式 4.5を考案した. シ
ミュレーションでは, a = 4, b = 11, c = 8.5とした. 図 7.4にそのグラフを示す.
図 5.3, 図 5.4の直接路の線条体ニューロンを見ると, 皮質ニューロンの出力に
より 活動電位が生じやすい up stateになり, 皮質ニューロンから入力をなくなる
と活動電位の生じにくい down stateになっていることが分かる. また, 図 5.5 のよ
うに, Closed loop 1A は Closed loop 1の皮質ニューロンからGate ON信号入力
を受けているため, Gate ON 信号入力と皮質ニューロンの同期入力の有無により
up stateと down stateに遷移していることが確認できた. この結果から, 提案モデ
ルでは線条体ニューロンに双安定性静止膜電位を再現することができたと考えら
れる.
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図 7.2: シンボル 1, 2を入力した場合における Closed loop 1内の各ニューロンの
出力結果.




ルールを理解して課題遂行した場合, 被験者 B 以外は 1 セッション目から正答
率は 100 % となった. 一般に, サルにワーキングメモリ課題を遂行させる場合, 年
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図 7.4: シミュレーションで使用した 式 4.5の図.
単位の時間が掛かる. ヒトとサルの実験で大きく異なる部分が, 言語的な課題の説
明が行えるかどうかであると考えられる. そのため, 今回 1 セッション目で正答率
が 100 % となった結果は, ヒトは試行錯誤ではなくルールベース学習が行われて
いると考えられる.
また, 被験者 A がシンボル 1 とシンボル 2　の呈示の有無にかかわらず, シン
ボル A, シンボル Xが連続して呈示された場合にはシンボル X に対して右シフ
トキーを押し, シンボル B, シンボル Yが連続して呈示された場合にはシンボル
Y に対して右シフトキーを押していたという現象は, 図 4.3のように考案したネッ
トワークモデルからClosed loop 1 と Closed loop 2を取り除いたネットワークを
使用して課題を遂行したと考えられる. 今回構築したモデルからClosed loop 1 と
Closed loop 2を取り除いた場合のシミュレーション結果を図 7.5に示す. 図 7.5か
ら, ネットワーク全体の出力として, シンボル 1 とシンボル 2　の呈示の有無にか
かわらず, シンボル A, シンボル Xが連続して呈示された場合にはシンボル X に
対して右シフトキーを押し, シンボル B, シンボル Yが連続して呈示された場合に
はシンボル Y に対して右シフトキーを押す出力となっていることが確認できる.
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図 7.5: Closed loop 1, 2ループがない場合のシミュレーション結果.










3. 特定のシンボル 2つが連続して呈示された場合に, 2つめのシンボルに対し
て右シフトキーを押す回路
4. あるシンボルが呈示された後に, 特定のシンボル 2つが連続して呈示された
場合に, 2つめのシンボルに対して右シフトキーを押す回路




被験者 G ～ H は 1-2-AX課題のルールを把握できたにも関わらず, 正答率は
100[%]となっていない. これは, 集中力の低下や無意識のキー連打により生じたも
のではないかと考えた. そこで, 集中力の低下とキー連打の発生をノイズによるも
のと仮定し, 提案モデルのOpen loop L, Rの線条体ニューロンに対してホワイト
ノイズを加え, σ = 0, 0.25, 0.5, 0.75, 1.0の場合のシミュレーションを行った.
シミュレーション条件を以下に示す.
• 入力シンボル数 : 600
• 入力シンボル列 : 被験者 G と同じ
• 反応ステップ数の計測 : SMA　 Lループの視床ニューロンの出力が 0.85以
上, または SMA　Rループの視床ニューロンの出力が 0.8以上となったとき
のステップからシンボル入力開始ステップ数を引いたステップ数
シミュレーション結果の正答率を表 7.1, 反応時間のヒストグラムを図 7.7に示
す. ヒストグラムはビンを 50とした. 図 7.7の横軸はステップ数, 赤い矢印はノイ
ズがない場合の SMA　 Lループの視床ニューロンの出力が 0.85以上となった場
合の反応ステップ数 (以降, sLと表記する) 1920, SMA　Rループの視床ニューロ




り, 表 6.6からその 2つの反応時間に有意差がわることが確認できる. シミュレー
第 7章 考察と結論 58






表 7.1: ノイズをいれたシミュレーションの正答率 [%].
σ 0 0.25 0.5 0.75 1.0
正答率 [%] 100 100 98.5 98.2 81.3
図 7.7: 提案モデルにノイズを入れた場合の反応時間.
被験者 Gのヒストグラム 図 6.11とシミュレーションのヒストグラム 図 7.7を
比較すると, シミュレーションのヒストグラムはノイズなしの sLと sRを中心に分
布しているのに対し, 被験者 G の分布は右に尾を引いている. 特に 1000ms以降の
反応時間については, 今回考案したモデルに含めなかった連想記憶やより早く課題
遂行するための学習機構などによって再現できるのではないかと考えられる.
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