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Abstract
A configuration space version of BPHZ renormalization is proved in the realm of pertur-
bative algebraic quantum field theory. All arguments are formulated entirely in configu-
ration space so that the range of application is extended to analytic spacetimes. Further
the relation to the momentum space method is established. In the course of that, it is
necessary to study the limit of constant coupling.
1 Introduction
In the perturbative approach to quantum field theory on Minkowski space, almost all physical
quantities are ill-defined already at finite order of the formal expansion. The pioneering work of
Feynman, Tomonaga and Schwinger regarding loop corrections in quantum electrodynamics was
studied more constructively by Dyson [Dys49] and led to a broad and intense development in the
field of renormalization theory [Vel76], which vests perturbative quantum field theory with high
predictive power. In the perturbative construction of interacting quantum field theories on curved
spacetime, most of the prescriptions have to be reformulated since they rely heavily on techniques in
momentum space. Instead, the Epstein-Glaser renormalization scheme [EG73] was initially already
constructed in configuration space and later extended to curved spacetimes [BF00,HW01,HW02]
in the realm of algebraic quantum field theory. In that extension, the set of axioms, assessing
whether a prescription is a renormalization scheme, was adapted and modified [HW05] to be ad-
equate for non-trivial geometries. Furthermore, the axioms admit a classification of the renor-
malization ambiguities, thus the conditions imposed on the equivalence of other prescriptions to
the Epstein-Glaser scheme. Subsequently, methods have been developed for Mellin-Barnes regu-
larization [Hol13] (requiring specific spacetimes), dimensional regularization on flat configuration
space [BG72, tHV72,DFKR14] and analytic regularization on curved spacetimes [Spe71,GHP16].
It is worth noting that all of them resolve the combinatorial structure with forest formula.
The forest formula was introduced to renormalization theory in the BPHZ renormalization method
[BP57, Hep66, Zim68, Zim69] resolving the combinatorial problem arising from renormalization
parts, which cannot be regularized simultaneously. The regularization itself, called R-operation, is
a variation of the Hadamard regularization in the sense that, instead of defining it on test functions
in dual spaces, the Taylor subtraction is computed directly on a weighted Feynman graph. The
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BPHZ scheme and its modification BPHZL [LZ75b,Low76,LS76], required if additionally massless
fields are present in a theory, were used, for instance, in the BRST quantization [BRS76,Tyu75], the
definition of composite operators [Zim73a] or for the proof of Wilson’s operator product expansion
in perturbation theory [WZ72,Zim73b].
It is the objective of the present work to combine the structural advantages of the algebraic approach
in perturbative quantum field theory and of the BPHZ prescription in the realm of renormalization.
In particular, we want to enlarge the applicability of BPHZ renormalization to curved spacetimes,
for which it is natural to formulate the entire scheme in configuration space, and the following
heuristic argument supports the possibility of such a formulation. Restricted to Minkowski space
and the vacuum state, the (inverse) Fourier transform of the propagator or fundamental solution
can be computed explicitly and, after the application of the R-operation, the weight of a Feynman
graph is a well-defined tempered distribution in momentum space, thus its inverse Fourier trans-
form exists formally. With a proper definition of the R-operation, i.e. the Taylor operator of the
Hadamard regularization, it is reasonable to derive a renormalization prescription in configuration
space, which follows the reasoning of BPHZ renormalization but is independent of the momentum
space prescription.
The paper is organized as follows. After introducing all necessary notions for the formulation re-
garding the extension problem in renormalization in the next section, we derive a renormalization
prescription and prove equivalence to the Epstein-Glaser method in Section 3. In the fourth and
fifth section we provide a sufficient condition for the existence of the constant coupling limit and
compare the additional subtractions stemming from differing definitions of renormalization parts,
respectively. Finally, we discuss our results and set them into perspective of future research.
2 Preliminaries
The main result of this work is derived for a four-dimensional globally hyperbolic analytic spacetime
pM, gq, where g is a Lorentzian metric with signature p`,´,´,´q. In particular, the Minkowski
space pR4, ηq, used in the comparison of our result to the momentum space methods, is an example
of such a spacetime.
As motivation for the upcoming construction, consider a single real scalar field ϕ and a potential
term LIpϕq “ ´V pϕq “ Opϕ3q, which fulfills the equation of motion
Pϕ “ ´δV pϕq
δϕ
, (1)
where P is a normal hyperbolic differential operator of second order. Since there is no general
well-posedness theory available for (1), we apply a standard argument from perturbation theory
and study the field ϕ expanded about the exactly solvable free field φ fulling the linear equation of
motion
Pφpxq “ 0. (2)
For (2), it is possible to find local advanced/retarded fundamental solutions FΩ˘ in a geodesically
convex region Ω, using the Hadamard parametrix construction [BGP07, Chapter 2], where only
the spacetime geometry and the parameters in P are included in. The Hadamard parametrix H˘
takes the form
H˘px, yq “ 1
4π2
„
Upx, yq
σ˘px, yq ` V px, yq log
ˆ
σ˘px, yq
Λ
˙
, (3)
where V is a formal power series with finite radius of convergence and the index ˘ at the squared
geodesic distance σ denotes
σ˘px, yq .“ σpx, yq ˘ iǫpT pxq ´ T pyqq ` ǫ
2
4
, (4)
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with T being the global time function, so that H˘ is a well-defined distribution in the limit ǫÑ 0.
Since we work with analytic spacetimes, H coincides with the exact fundamental solution F˘
restricted to Ω [Fri10] and due to the global hyperbolicity of the spacetime, local fundamental
solutions can be glued together resulting in a global fundamental solution such that (2) has smooth
global solutions φ P C8pMq for the Cauchy problem [BGP07, Chapter 3]
∣
∣
∣
∣
∣
∣
Pu “ f on M
u|Σ “ u0
∇νu|Σ “ u1 on Σ,
(5)
where Σ is a Cauchy surface, f P DpMq and u0, u1 P DpΣq. Anticipating the quantum character,
we promote the field to a distribution, informally expressed by
φpfq “
ż
M
φpxqfpxqdµ, f P DpMq, (6)
and use it to generate the free, unital ˚-algebra A pM, gq, which satisfies the conditions
φpfq˚ ´ φpf q “ 0, (7)
φpPfq “ 0, (8)
φpaf1 ` bf2q ´ aφpf1q ´ bφpf2q “ 0 with a, b P C, (9)
rφpf1q, φpf2qs ´ iF pf1, f2q1 “ 0, (10)
where F is the commutator function defined as the difference of advanced and retarded fundamental
solution. Elements φpfq P A pM, gq are considered to be random variables which give meaningful
information only after taking the expectation value, i.e acting with a state
ω : A pM, gq Ñ C (11)
on the fields. ω is a linear map, which satisfies the normalization ωp1q “ 1 and the positivity
condition ωpφpfq˚φpfqq ě 0 for all φpfq P A . A state is said to be Hadamard [KW91] if for a
geodesically convex region Ω the two-point function is given by
ωpφpxq, φpyqq “ Hpx, yq `Wωpx, yq, (12)
where x, y P Ω and Wω is smooth, such that the singularity structure is completely determined
by the Hadamard parametrix H , thus only by the geometry and the parameters in P . With this
property, we can define Wick ordering independently of the state, which is referred to as locally
covariant constructed [BFV03]. All elements of A pM, gq may be expressed recursively by
: φpfq :H .“ φpfq (13)
: φpf1q...φpfnq :H φpfn`1q “: φpf1q...φpfn`1q :H (14)
`
nÿ
j“1
: φpf1q...~φpfjq...φpfnq :H Hpfj, fn`1q,
where q‚ denoted the extraction of that field from the Wick polynomial. Therefore the product
of two Wick polynomials is again expressed recursively by Wick polynomials [HW01], i.e. since
Wick-ordering was defined symmetrically, we have in a geodesically convex region Ω ĂM
: φpx1q...φpxnq :H ¨ : φpy1q...φpymq :H“
“
ÿ
kďminpn,mq
p´1qk
ÿ
tpi,jquk
: φpx1q...­φpxi1 q...­φpxik q...φpxnqφpy1q...­φpyj1 q...­φpyjk q...φpymq :H
kź
l“1
Hpxil , yjlq, (15)
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where tpi, jquk denotes k mutually disjoint pairs pil, jlq with l “ 1, ..., k, il “ 1, ..., n and jl “ 1, ...,m.
We further remark that the Wick ordering can be carried out independently of covariant derivatives
acting on the field φ, factors constructed locally covariant from the metric and constants of the
theory like mass m or coupling to curvature ξ. Let us denote by
Ppxq .“ Prgab, Rabcd,∇pe1 ...∇ekqRabcd, ξ,m2spxq (16)
a polynomial in the metric g, the Riemann tensor Rabcd, its symmetrized covariant derivatives as
well as the mass m and the coupling ξ to the curvature so that a generalized Wick monomial can
be written as
Φpxq .“ Ppxq
ź
∇pf1 ...∇flqφpxq. (17)
Indeed, it follows from the Thomas Replacement Theorem [Hol08] that locally covariant Wick
monomials may only depend on elementary fields, its covariant derivatives as well as elements in
P , which allows us to define the algebra of field observables
BpM, gq .“ t: Φ :H pfq|f P DpMqu . (18)
For the perturbative construction of interacting quantum field theories, we further require the
notion of time-ordered products. At this stage, we additionally perform a transition to the off-shell
formalism, i.e. factors Pφpfq in elements of BpM, gq do not fulfill the weak field equation (8).
Naive time-ordering T of elements in the algebra of field observables BpM, gq is defined via
T p: Φpxq :q .“: Φpxq :, (19)
T p: Φpxq : ¨ : Φpyq :q .“
#
: Φ1 :H pxq¨ : Φ2 :H pyq for x R J´pyq
: Φ2 :H pyq¨ : Φ1 :H pxq for y R J´pxq,
(20)
where no particular order is preferred if x and y are acausally separated, and all higher orders
are defined recursively. We want to relate the time ordering to the Wick product of (13). For
simplicity, we consider the product of two fields in a geodesically convex domain Ω ĂM .
T pφpxqφpyqq “: φpxqφpyq : `
#
H´px, yq for x R J´pyq
H`px, yq for y R J´pxq,
(21)
Using the global time function T , we define the Feynman Hadamard parametrix
HF px, yq .“ θpT pxq ´ T pyqqH`px, yq ` θpT pyq ´ T pxqqH´px, yq, (22)
where θp‚q denotes the Heaviside step-function. Since the product uv of two distributions u, v P
D1pMq can be defined as the pullback of the tensor product ub v by the diagonal map δ if for their
analytic wavefront sets
px, kq PWFApuq ñ px,´kq RWFApvq (23)
holds for some px, kq [Hör90, Section 8.5], we read off from (22) that HF P D1pΩˆ Ωz"diagonal"q.
Introducing the notion of UV-scaling degree of a distribution u P D1pRnzt0uq as
sdpuq .“ inf
"
α P R| lim
λÑ0
λαuλ “ 0
*
(24)
where
xuλ, fy .“ xu, fλy (25)
fλ
.“ λ´nfpλ´1‚q, (26)
4
the distribution u or the Feynman propagator can be uniquely extended if sdpuq ă n or sdpHF q ă
dimpMq, respectively [BF00, Thm. 5.2]. Looking at a local version of Wick’s theorem (13)
T p: Φ1px1q : ... : Φnpxnq :q “ : Φ1px1q...Φnpxnq : ` (27)ÿ
pi,jq;iăj
∇ijHF pxi, xjq : Φ1px1q...Φp1qi pxiq...Φp1qj pxjq...Φnpxnq :
` phigher ordersq
“
ÿ
α1,...,αn
1
α1!...αn!
â
pi,jq;iăj
p∇ijHF qaij pxi, xjq : Φpα1q1 px1q...Φpαnqn pxnq :,
(28)
with Φpαq denoting the α-th functional derivative and ∇ij covariant derivatives stemming from the
definition of Φ, we observe that the extension problem becomes significantly more involved, when
arbitrary Wick monomials are considered since we have to find a prescription such that the tensor
product can be defined as a pointwise product and only then we can define a mechanism which
extends
śp∇HF qa to a distribution over DpMnq. A priori, it is not clear that any constructed
extension is physically reasonable, i.e. it is a coherent prescription for all time-ordered products
of field monomials Φpfq. In [HW01,HW02] and later extended in [HW05], the authors give a set
of axioms, which assess whether a chosen regularization and extension prescription is physically
reasonable and show that such a prescription exists. Without going into the details, the main
criteria regard causality, unitarity and covariance. Further appropriate scaling behavior under
rescalings of the metric and the microlocal spectrum condition, a generalization of the Hadamard
condition for two-point functions, are demanded. Only those prescriptions fulfilling the axioms are
referred to as renormalization schemes. The construction of renormalization schemes is not unique,
but it can be shown that different prescriptions are equivalent. The idea goes back to Hepp [Hep69]
and was picked up in [HW01,HW03,Hol08], which states that two schemes are equivalent if their
time ordered products can be related by a finite change in the ambiguities of the extension described
above. Specifically, let us denote the ambiguities by ∆ P E 1pMnq with suppp∆q Ă DIAG. Then
we require that ∆ is constructed locally covariant and scales almost homogeneously, i.e. ∆ scales
homogeneously up to logarithmic corrections. In contrast to the UV-scaling degree, the scaling of
∆ is determined by the engineering dimension and thus includes curvature terms and parameters in
the wave operator P . It follows that the ambiguities depend polynomially on the field φ, the mass
parameterm2 and Riemann curvature tensor. Furthermore∆ should be symmetric in its arguments
and real. If the ambiguities ∆ of time-ordered product T have the properties described above, then
T defines a new renormalization scheme satisfying the axioms provided T can be related to another
renormalization scheme Tˆ by [Hol08, Thm. 2]
Tˆ t: Φ1px1q : ... : Φnpxnq :u “T t: Φ1px1q : ... : Φnpxnq :u (29)
`
ÿ
cě1
ÿ
tV uc
T
#â
kPV0
: Φkpxkq :
câ
l“1
∆Vl
˜â
l1PVl
: Φl1pxl1 q :
¸+
, (30)
where V0 Y tV uc “ t1, ..., nu and Vi X Vj “ H. One may rephrase this statement in the following
way. Two definitions of the time-ordered products T and T˜ are equivalent renormalization schemes
if T˜ is a renormalization scheme and they can be related by a finite redefinition, a renormalization,
of the T .
In the original formulation of BPHZ renormalization [BP57,Hep66, Zim68, Zim69], the renormal-
ization of a single naively defined time-ordered product of Wick monomials is given in momentum
space by applying Bogoliubov’sR-operation to numerical distributions, which are derived by Wick’s
theorem. The combinatorial structure behind those numerical distributions and the recursive ac-
tion of the R-operation may be better understood in terms of so-called Feynman graphs and is
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resolved by the forest formula. In the following, we transfer the approach to a prescription elabo-
rated entirely in configuration space. In particular, it allows for a transition to non-trivial analytic
spacetimes. The construction of the BPHZ scheme in configuration space is performed in three
steps. First, we introduce a special prescription of analytic continuation of the metric so that the
R-operation can be carried out on the numerical distribution kernel. Second, we prove that the
forest formula solves the underlying combinatorial problem of overlapping divergences. Finally, we
remove the analytic continuation and show that our construction indeed defines a renormalization
scheme. We remark that we do not distinguish among various choices of equivalent Wick mono-
mials [HW01, Thm. 5.1]. For one thing, we are mostly interested in the dynamical objects, the
elementary fields φ, since those are responsible for the restriction of the domain, and for another
thing the choice differs by linear combinations of Wick monomials, thus simply leading to further
independent extension problems.
3 Convergence of the R-Operation
For the configuration space formulation of BPHZ renormalization, we begin with a naively (in the
sense of (19)) defined time-ordered product
T t: Φ1pf1q : ¨...¨ : Φnpfnq :u (31)
with : Φjpfjq :P BpM, gq and supppfiq X supppfjq “ H. After the application of Wick’s theorem
(28) restricted to a geodesically convex region Ω ĂM , we obtain the numerical distribution
vo
.“ â
pi,jq;iăj
p∇ijHF qaij pxi, xjq P D1pppΩ ˆ Ωqz diagq
ř
aij q. (32)
We note that each HF may be interpreted as a graph with two vertices and one edge. Let us
subsume those in an abstract edge set E such that v0 is expressed by the |E|-fold tensor product
over Feynman parametrices HF . We further observe that the time-ordered product (31) depends
on n arguments xi before smearing with test functions fi. In particular, these arguments are the
only available arguments in the factors HF of vo so that we subsume them in an abstract vertex
set V . This identification gives rise to the following definition.
Definition 1. A Feynman graph ΓpE, V q with n vertices of valency one, called external, and k
vertices of valency strictly larger than one, called internal, consists of two finite sets V and E
together with a map B : E Ñ V ˆ V { „, where „ is the equivalence relation pa, bq „ pb, aq, called
incidence map such that if e P E, Bpeq “ ta, bu with a, b P V .
If ΓpE, V q is a directed graph, then B e “ pspeq, tpeqq is an ordered pair with s, t : E Ñ V .
With this, we indicate the graph structure of the numerical distribution by v0
.“ v0rΓs and find
that
T t: Φ1px1q : ¨...¨ : Φnpxnq :u “
ÿ
Γ
v0rΓs : Φpx1q...ΦpxnqrΓs :, (33)
where : Φpx1q...ΦpxnqrΓs : denotes the resulting Wick product after applying the necessary con-
tractions, i.e. functional derivatives, as in (28). Since the total number of graphs for a single
time-ordered product of Wick monomials is finite, it suffices to restrict our considerations to a
single Feynman graph Γ.
In the next step, we relate the distribution v0rΓs over the edge set EpΓq to a distribution u0rΓs
over the vertex set. Recalling from the Definition 1 that the boundary operator B maps elements
in E to elements in V , we would like to establish
u0rΓs “ d˚v0rΓs, (34)
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using the coboundary operator
d : V pΓq Ñ EpΓq. (35)
Since each HF is a distribution, (34) is not naively defined. However, it becomes well-defined if
we can find a regularization vε0rΓs such that its wavefront sets admit the pointwise product. In
particular, the pointwise product becomes well-defined if the regularization ε is chosen such that
the projection to the first variable of the wavefront set WFApHF q, i.e. the singular support of HF ,
is contained in the diagonal. Suppose we find such a regularization, then
uε0rΓs .“ d˚vε0rΓs P D1pΩ|V pΓq|z"graph contractions"q. (36)
Those “graph contractions” describe configurations in which connected subgraphs are contracted to
a point, i.e. at least one edge e P EpΓq lies on the thin diagonal diag and we want to define the set
of "graph contractions" as the graph diagonal.
Definition 2. Let ΓpV,Eq be a Feynman graph. Then the large graph diagonal is defined by
˝ .“ tx PM |V ||Dγ Ă Γ connected @v, w P V pγq, v ‰ w : xv “ xwu (37)
and the thin graph diagonal by
‚ .“ tx PM |V ||@v, w P V pΓq : xv “ xwu. (38)
Next, we turn to the construction of a regularization of the Hadamard parametrix in the spirit of
Zimmermann [Zim68]. Since pM, gq is globally hyperbolic, we exploit that, due to the isomorphism
Ψ : M Ñ R ˆ Σ, the metric g can be written as βdt2 ´ gt, where gt is Riemannian. Additionally
we assumed pM, gq to be analytic so that there exists a unique analytic continuation
gε
.“ p1 ´ iεqβdt2 ´ gt, ε ą 0, (39)
of the metric. This continuation is suffient to render the pointwise product well-defined. Specifically,
we prove in the first step that there exist Riemannian bounds on gε.
Lemma 1. Let gε be given by (39) and define
gR
.“ βdt2 ` gt. (40)
For every x P Ω ĂM , Ω geodesically convex, and every ξ P TxΩ
CˆpεqgRpξ, ξq ď |gεpξ, ξq| ď CˇpεqgRpξ, ξq (41)
holds, where
Cˆpεq “
˜
1
ε
`
c
1` 1
ε2
¸´1
, (42)
Cˇpεq “
a
1` ε2. (43)
Proof. Consider any x P Ω and any ξ P TxΩ. We compute
|gεxpξ, ξq|2
pgRx pξ, ξqq2
“ pβξ
2
0 ´ gtpξ, ξqq2
pβξ20 ` gtpξ, ξqq2
` ε
2ξ40β
2
pβξ20 ` gtpξ, ξqq2
ď 1` ε2. (44)
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This proves the second inequality of the assertion. For the first inequality, we write
gRx pξ, ξq
|gεxpξ, ξq|
“ βξ
2
0
|βξ20 ´ gtpξ, ξq ´ iεβξ20 |
` gtpξ, ξqa
β2ξ40 ´ 2βξ20gtpξ, ξq ` pgtpξ, ξqq2 ` ε2β2ξ40
(45)
ď 1
ε
` gtpξ, ξqb
p1` ε2 ´ αqβ2ξ40 `
`
1´ 1
α
˘ pgtpξ, ξqq2 (46)
“ 1
ε
` gtpξ, ξqc´
1´ 1
1`ε2
¯
pgtpξ, ξqq2
“ 1
ε
`
c
1` 1
ε2
, (47)
where we used Young inequality to get (46) and set α “ 1` ε2 afterwards.
This result is the analogue of the Euclidean estimates in [Zim68]. While Lemma 1 is sufficient for
the Fourier transform of propagators in Minkowski space, we require another argument such that
d˚v0rΓs becomes well-defined. Recall that the Hadamard parametrix H was constructed as a local
fundamental solution to the differential operator P . After the analytic continuation of the metric,
also the differential operator changes accordingly, since we assumed P to be normal. Let us denote
this by Pε. Further we observe that the Hadamard parametrix depends purely on geometric data,
thus is constructed with respect to gε so that
PεHε “ δ. (48)
The properties of Hε are sufficient to render the pointwise product well-defined.
Proposition 1. Let gε be an analytic continuation of the metric given by (39) and Ω Ă M be
geodesically convex. Then uε0rΓs .“ d˚vε0rΓs is well-defined and
uε0rΓs P D1pΩ|V pγq|z˝q. (49)
Proof. Since Hε is a local fundamental solution to Pε, we obtain by microelliptic regularity [Hör90,
Thm. 8.6.1] that
WFApHεq Ď charpPεq YWFApδq, (50)
where δ denotes the Dirac-δ-distribution and charpPεq is the characteristic set of Pε, i.e. the points
px, kq P T ˚Ω for which the principal symbol σPε vanishes excluding the zero section. With the
estimates of Lemma 1, we note that the characteristic set of Pε is empty since g
R is Riemannian.
Thus
WFApHεq ĎWFApδq. (51)
However we have Hε P D1pΩ ˆ Ωz diagq so that products of regularized Hadamard parametrices,
thus d˚vε0rΓs is well-defined. Furthermore, we note that uε0rΓs is not defined if edges, thus connected
subgraphs, are contracted to a point, which coincides with the definition of the large graph diagonal
˝.
We turn to the problem of extending the graph weight uε0rΓs P D1pΩ|V pΓq|z˝q. The idea of Bogoliubov
and Parasiuk was to introduce an R-operation, i.e. one replaces the distribution uε0rγs with γ Ď Γ
by its Taylor remainder in order to meet the requirement on the UV-scaling degree for the unique
extension [BF00, Thm. 5.2]. In the following, we call a graph γ divergent or renormalization
part if its weight does not fulfill the necessary constraint on the UV-scaling degree. Defining this
R-operation recursively throughout the full graph Γ by assigning a subtraction degree to each
subgraph determining the order of Taylor subtraction, one ends up with a distribution extended to
the whole space in the ideal case, i.e. in the case of non-overlapping divergent graphs.
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Definition 3. Two graphs γ and γ1 are overlapping, denoted by γ l γ1, if none of the following
conditions
V pγq Ď V pγ1q, V pγq Ě V pγ1q, V pγq X V pγ1q “ H (52)
hold. Otherwise they are non-overlapping, denoted by γ m γ1.
We note that Zimmermann [Zim69] defines overlap with respect to the edge set E. This mismatch to
our definition results from the change of relevant variables when transferring from momentum space
to configuration space. In the momentum space treatment, one associates the momenta to flows
through lines rather than to vertices, which account only for momentum conservation. Instead, the
relative position of vertices adjacent to the same edge determines their correlation in configuration
space. Therefore it is sufficient to restrict the set of renormalization parts to full vertex parts,
i.e. graphs γ with V pγq and all edges connecting these vertices. The problem of such overlapping
graphs may be resolved by collecting all divergent parts in a family of partially ordered sets. For
our purpose, those are sets of subgraphs γ Ď Γ together with the usual inclusion Ď. Zimmermann
introduced in [Zim69] the notion of forests, which are made up of all sets of non-overlapping graphs
γ Ď Γ.
Definition 4. A Γ-forest F is a partially ordered set (poset) over V pΓq.
Note that the condition on subgraphs is less restrictive than in [Zim69], hence gives rise to possibly
more renormalization parts. Nevertheless we proceed to follow the idea of Zimmermann, i.e. in
contrast to the initial R-operation, one does not apply the full Taylor operation to the distribution,
i.e. computing always the Taylor remainder, but assigns to each element f P F the corresponding
Taylor polynomial.
Definition 5. Let f P CkpΩq for Ω Ă Rn convex. For d ď k and multiindex α with |α| ď d, the
Taylor polynomial of f about a point x is given by
tdx|xfpxq .“
dÿ
|α|“0
px´ xqα
α!
f pαqpxq. (53)
We choose the point of subtraction to be located at the thin graph diagonal of the renormalization
part. For any graph γ Ď Γ, its thin graph diagonal depends on the configuration of γ in space, i.e.
on xv P Rd for v P V pγq, and by this the point of subtraction is not a constant but variable. We
set V pγq to be the vertex which is computed by
x
V pγq
.“ 1
2|Epγq|
ÿ
vPV pγq
|Epγ|vq|xv, (54)
where Epγ|vq denotes the set of incident edges at vertex v P V pγq contributing to γ. We remark
that Steinmann [Ste00, Section 10.3] defines the point of subtraction to be the standard mean
coordinate
x “ 1|V pγq|
ÿ
vPV pγq
xv. (55)
While both points of subtraction may be used for the definition of BPHZ renormalization in con-
figurations space, it turns out that (54) is necessary for the derivation of normal products in the
sense of Zimmermann [Pot17b].
Note that for an edge weight uε0res “ Hε with e P EpΓq, the mean coordinate coincides with the thin
diagonal. Hence the Taylor operator cannot be applied directly to that weight. More generally,
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consider a graph Γ such that γ Ă Γ and denote the mean coordinate of γ by V pγq. We write
formally uε0rΓs “ uε0rΓ n γsue0rγs, where n denotes the line complement of γ such that the sets
of arguments of both factors are not disjoint. While uε0rγs becomes singular at V pγq, we demand
uε0rΓnγs to be smooth in a neighborhood of V pγq. Furthermore it carries all arguments connecting
Γ n γ to γ. Hence the application of the Taylor operator t
dpγq
V pγq|V pγq to uε0rΓ n γs is defined and
it remains to show that this prescription yields the desired properties as suggested by the original
BPHZ scheme.
Definition 6. Let Γ and γ Ă Γ be graphs with weights uε0rΓs and uε0rγs, respectively. Then we set
P : γ ÞÑ uε0rΓ n γs (56)
Here, the setdifference n is meant to be computed with respect to the set of lines. In the case of
PpΓq, P maps only to the vertex weights śuε0rvs. If uε0rΓs does not contain any vertex weights, we
employ standard Hadamard regularization on test functions in the dual space of uε0rΓs.
Remark 1. The operator P is not a projection operator. It reorders the distributional kernel in
such a way that the action of the Taylor operation is well-defined and thus may be viewed as the
counterpart of Zimmermann’s substitution operator Sγ . Recall that Sγ assigned momenta in γ
such that the Taylor polynomial is always computed at zero external momenta of γ. In the same
sense, Ppγq ensures that the Taylor polynomial can be computed at the thin graph diagonal of γ.
In order to determine the necessary degree of the Taylor polynomial, we have to look at two
competing mechanisms. On the one hand there is the scaling degree, which quantifies how fast
the weight diverges near the graph diagonal. On the other hand, the scaling can be viewed as
a continuous change in the configuration, i.e. the embedding of the graph into the spacetime.
Evidently one can reach the graph diagonal by keeping one vertex fixed and contracting edge after
edge to a point. Then the continuous change in configurations turns into integrations, since graph
weights are functionals, and we end up with the notion of the UV-degree of divergence
degpuε0rγsq .“ sdpuε0rγsq ´ dimpMqp|V pγq| ´ 1q. (57)
for a weight uε0rγs P D1pΩ|V pγq|z˝q. With this we collected all necessary ingredients for the definition
of the configuration space forest formula in the sense of Zimmermann.
Definition 7. Let ΓpV,Eq be a Feynman graph and uε0rΓs P D1pΩ|V pΓq|z˝q be the smooth weight
over Γ. The R-operation on the graph weight is given by
Ruε0rΓs .“
ÿ
FPF
ź
γPF
p´ tdpγq
V pγq|V pγqPpγqlooooooomooooooon
tpγq for short
quε0rΓs, (58)
where F is the set of all Γ-forests, dpγq .“ tdegpuε0rγsqu and the Taylor operators are ordered in the
sense that tpγq appears left of tpγ1q if γ Ą γ1 and no order is preferred if γ X γ1 “ H.
We remark that, due to the domain of uε0rΓs, any initial configuration of the graph Γ is such that
no contracted (sub)graphs occur, i.e. no initial configuration of the graph is located on the large
graph diagonal. After application of the R-operation, it is not obvious that this still holds. Note
that the point, about which the Taylor expansion is performed, is not fixed in spacetime but moves
according to changes of the configuration of the graph, thus remains variable. Hence it should
always be possible to find an initial configuration such that, after applying the R-operation, it is
still in the complement of the large diagonal. In analogy to [Low76] we refer to configurations in the
complement of the large graph diagonal after the application of the R-operation as non-exceptional
configurations.
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Theorem 1. Let ΓpV,Eq be a Feynman graph and uε0rΓs P D1pΩ|V pΓq|z˝q be the weight over Γ.
Then Ruε0rΓs can be uniquely extended for non-exceptional configurations to Ruε P D1pΩ|V pΓq|q and
lim
εÑ0
xRuεrΓs, fy “ xRKrΓs, fy (59)
converges for all f P DpΩ|V pΓq|q. R-operation and naive time-ordering T define a renormalization
scheme.
Remark 2. Since there are no further assumptions on the parameters in the wave operator P , the
construction of the Hadamard parametrix Hε holds for any mass parameter m. Thus the result of
Theorem 1 holds for both massive and massless scalar quantum fields.
Since we established the relation to the Riemannian metric in Lemma 1, the equivalent statement
follows in the Riemannian case.
Corollary 1. Consider pΩ, gRq and let ΓpV,Eq be a Feynman graph and u0rΓs P D1pΩ|V pΓq|z˝q be
the smooth weight over Γ. Then Ru0rΓs can be uniquely extended to Ru P D1pΩ|V pΓq|q.
For the proof of Theorem 1, we recall that a distribution is uniquely extendible if the UV-scaling
degree sdp‚q is smaller than the space dimension. Since the weights uε0rγs are analytic in the
neighborhood of any graph diagonal, the condition on the UV-scaling degree can be equivalently
rephrased in the sense that the weights can be uniquely extended if they are locally integrable in
a neighborhood of the graph diagonal. Therefore extendability follows from local integrability in
a region Ω1|V pΓq| Ă R4|V pΓq|, where Ω1 is mapped diffeomorphically to Ω Ă M via the exponential
map.
Theorem 2 (Thm. 1, [Pot17a]). Let KrΓs P C8pRd|V pΓq|z˝q be the weight over a simple graph Γ,
which has positive scaling degree at the large graph diagonal. Then
RKrΓs P L1locpRd|V pΓq|q (60)
for non-exceptional configurations.
Some remarks are in order. We notice the transition from a Feynman graph, i.e. a multigraph, to
a simple graph. Therefore we need to justify that reducing the complexity of a graph by allowing
maximally one edge to connect a given pair of vertices is still sufficient. This holds because we
assign a positive but arbitrary scaling degree to each edge. Hence multiples of parametrices Hε
turn out to be more rigid than the assumptions in Theorem 2 in fact. Further, the number of
edges among two vertices is basically transparent for the calculation of Taylor polynomials and, in
account with (54), we may replace the weight in the definition of the subtraction point by
x
V pγq “
1
sdpKrγsq
ÿ
vPV pγq
sdpKre|vsq
2
xv, (61)
where Kre|vs denotes the edge weights incident to v P V pγq. The difference between multigraphs
and simple graphs may amount to combinatorial factors, but in particular not to a different behavior
in the scaling. We pick up this transition in the discussion of additional subtractions appearing in
the momentum space approach to BPHZ renormalization.
With the result of Theorem 2, we are in the situation of having negative degree of divergence near
any thin graph diagonal. The extension to the whole space then amounts to applying Theorem ??
iteratively.
Lemma 2. The R-modified weight Ruε0rΓs P D1pΩ|V pΓq|z˝q can be uniquely extended to RuεrΓs P
D1pΩ|V pγq|.
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Proof. We know from Theorem 2 that
sdIpRuε0rΓ|γsq “ sdIγ pRuε0rΓ|γsq ă dimpMq|Iγ |. (62)
Thus near each thin graph diagonal, the weight can be uniquely extended. Choose any v1 P V pΓq
and determine the maximal variable subgraphs τ1i. The corresponding Ru
ε
0rΓ|τ1is is defined up to
the thin diagonal of τ1i, but has a unique extension due to (62). Assume that all maximal variable
subgraphs for tv1, ..., vNu .“ IN Ă V pΓq are uniquely extended. Then determine all maximal
variable subgraphs τN`1,i with respect to IN`1, where IN`1 Ă V pΓq and IN`1zIN “ tvN`1u. Note
that τN`1,i is independent of the sequence I1 Ă ... Ă IN , i.e. they are the same for any permutation
tvpip1q, ..., vpipNqu. Hence τN`1,i are defined up to the thin diagonal and we use (62) again for the
unique extension. Iterating until Imax Ă V pΓq with Imax “ |V pΓq| ´ 1 proves the assertion.
The last step to show convergence of the configuration space BPHZ method is the removal of the
ε-regularization of the Hadamard parametrix Hε or equally the ε-dependence of the metric g
ε.
Lemma 3. Let RuεrΓs P D1pΩ|V pΓq|q be the weight over a graph Γ. Then
lim
εÑ0
RuεrΓs “ RurΓs P D1pΩ|V pΓq|q. (63)
Proof. For the proof of this Lemma, we want to use Theorem 3.1.15 [Hör90], which states that,
in the limit of vanishing ε-regularization, RuεrΓs converges to a distribution in D1pΩq (including
the extension to the whole space) provided we can bound RuεrΓs by some inverse monomial of the
imaginary part of its arguments, where the imaginary part has to be an element of an open convex
cone. In a geodesically convex Ω ĂM , we can express HF in its local form and findź
pi,jq;iăj
Haijε pxi, xjq »
ź
pi,jq;iăj
ˆ
Uεpxi, xjq
σεpxi, xjq
˙aij
` logarithmic corrections of lower order. (64)
We observe that
ř
pi,jq;iăj aij “ |EpΓq| so that, for our purpose, it is convenient to work w.l.o.g.
with one edge of multiplicity |EpΓq|, i.e.
uε0rΓs »
Ψεpx, yq
pσεpx, yqq|EpΓq| ` log. corr. , (65)
where x, y P pΩz˝q and Ψ is smooth. In the next step, we include the derivatives coming from the
R-operation. Neglecting the moments of the Taylor polynomials, we get
RuεrΓs »
ÿ
FPF
ˆ
Ψεpx, yq
pσεpx, yqq|EpΓq|
˙přγPF dpγqq
` log. corr. (66)
Denoting the maximum of derivatives by
dmax
.“ max
FPF
ÿ
γPF
dpγq (67)
and taking only those derivatives into account, which act on the denominator, the leading order is
proportional to
pσεpx, yqq´p|EpΓq|`dmaxq. (68)
We observe that, due to our choice of analytic continuation, we have
ℑpσεpx, yqq “ ´εpT pxq ´ T pyqq2, (69)
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where T p‚q is the time function in pM, gεq. For the application of Theorem 3.1.15 [Hör90], we have
to consider arguments of each edge e P EpΓq, which we subsume in one vector Σ P C|EpΓq|, where
we informally write
Σ “ `ℜpσε,e1 q ` iℑpσε,e1 q, ...,ℜpσε,e|EpΓq| q ` iℑpσε,e|EpΓq| q˘T . (70)
such that
|ℑpΣq| “ ε
d ÿ
ePEpΓq
p∆T peqq4, (71)
where ∆T peq denote the difference of the global times at the vertices of edge e. Further we find
that ℑpgεxpξ, ξqq P V ´, which is an open convex cone. Thus we conclude by
|RuεrΓs| » |Ψε ¨ pσ´p|EpΓq|`dmaxqε q| ` lower order terms (72)
À pCˆpεqσRq´p|EpΓq|`dmaxq (73)
À
˜
1
ε
`
c
1` 1
ε2
¸p|EpΓq|`dmaxq
(74)
À ε´p|EpΓq|`dmaxq (75)
À |ℑpΣq|´p|EpΓq|`dmaxq. (76)
Note that for the case of Σ “ 0, we obtain RuεrΓs “ RurΓs. Hence we are able to apply Theorem
3.1.15 [Hör90] and find that RuεrΓs converges in D1pΩq in the limit of vanishing ε.
As a last step, we have to identify the ambiguities. Consider any renormalization part γ Ď Γ. In
the neighborhood of any graph diagonal, we may decompose the forest formula after saturation
into contributions of forests with overlap and forests enforcing the Taylor remainder
RΓu
ε
0rΓs “
´ ÿ
FolPFol
ź
γ1PFol
p´tpγ1qqloooooooooooomoooooooooooon
.“Xol
`
ÿ
FnonPFnon
ź
γPFnon
p´tpγqqloooooooooooooomoooooooooooooon
.“Xnon
¯
uε0rΓs. (77)
We know that Xolu
ε
0rΓs is smooth at γ and thus focus on Xnonuε0rΓs. We compute
Xnonu
ε
0rΓs “
ÿ
FγPFγ
ź
σPFγ
p´tpσqqp1 ´ tpγqq
ÿ
F
γ
PF
γ
ź
σ1PFγ
p´tpσ1qquε0rΓs (78)
“
ÿ
FγPFγ
ź
σPFγ
p´tpσqqp1 ´ tpγqquε0rΓ n γsRγ1uε0rγs (79)
»
ÿ
|α|“dpγq`1
1
α!
RΓ{γpDαγ uε0rΓ{γsqpx´ xγqαRγ1uε0rγs, (80)
where the sum over all forests containing γ can be split into all γ-subforest F γ , with σ
1 Ă γ for
σ1 P F γ , and all γ-superforests F γ , with σ Ą γ or σXγ “ H for σ P F γ . We observe that uε0rγs can
be changed by terms which are supported only in xγ and scale maximally with order dpγq. It is well-
known [Hör90, Chapter 2] that the only distributions supported in a point are Dirac-δ-distributions
and derivatives thereof. Therefore uε0rγs is determined only up to the addition of
uε0rγs .“
dpγqÿ
|α|“0
cαpxγqDαδxγ , (81)
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where the coefficient function cαpxγq is fixed after employing suitable normalization conditions.
Recall from (29) that those ambiguities may additionally relate our construction to another renor-
malization scheme. For this purpose, we introduce the W -projection from Epstein-Glaser renor-
malization [EG73,BF00], which utilizes usual Hadamard regularization in the sense that, including
the dual pairing, we write
xuε0rΓs,Wfy, (82)
where f P DpΩ|V pΓq|q. It is important to note that the new test functions w get introduced in the
definition of the Taylor operator, i.e.
Wf
.“ p1 ´ trwspγqqfpxq .“ fpxq ´
dpγqÿ
|β|“0
wβD
βfpxγq (83)
for a single renormalization part γ. We remark that the Epstein-Glaser method may be employed
in the treatment in Feynman graphs, but is usually formulated more generally, and observe the
similarity in the type of subtractions. Consequently, we compare
xp1´ tpγqquε0rΓs ` uε0rΓ{γsuε0rγsq, fy (84)
to
xuε0rΓs,Wfy (85)
and compute
xp1´ tpγqquε0rΓs, fy “ xp1´ tpγqquε0rΓs,Wf ` trwspγqfy (86)
“ xuε0rΓs,Wfyloooooomoooooon
EG
´xtpγquε0rΓs,Wfylooooooooomooooooooon
EG finite
`xp1´ tpγqquε0rΓs, trwspγqfyloooooooooooooooomoooooooooooooooon
BPHZ finite
. (87)
Hence our method can be transfered into the Epstein-Glaser method if we renormalize the ambi-
guities so that they equal the second and third term in (87), where the former is finite using the
Epstein-Glaser prescription and the latter is finite using our BPHZ prescription. Spelling out each
term, i.e.
xuε0rΓ{γsuε0rγs, fy “
C
uε0rΓ{γs
dpγqÿ
|α|“0
cαpxγqDαδxγ , f
G
, (88)
xtpγquε0rΓs,Wfy “
C
dpγqÿ
|β1|“0
px´ xγqβ1
β1!
D
β1
V γ
uε0rΓ{γsuε0rγs,Wf
G
, (89)
xp1´ tpγqquε0rΓs, trwspγqfy “
C
p1´ tpγqquε0rΓs,
dpγqÿ
|β2|“0
wβ2D
β2fγ
G
, (90)
we obtain
xuε0rΓs,Wfy “ xp1´ tpγqquε0rΓs ` uε0rΓ{γsuε0rγsq, fy (91)
setting@
uε0rΓ{γscαpxγqDαδxγ , f
D “
“
B px´ xγqα
α!
Dα
V γ
uε0rΓ{γsuε0rγs,Wf
F
´ xp1´ tpγqquε0rΓs, wαDαfγy . (92)
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We note that (91) may be viewed as an intermediate step of (29), which concludes Theorem 1 if
we can sum over all contributing graphs.
Due to the chosen regularization by the R-operation, we are able to derive a condition on uε0rγs.
Recall that Γ{γ is the reduced graph in which γ is contracted to a vertex V . Let us denote by
E V and DV the set of elementary field operators and the set of covariant derivatives, respectively,
which are assigned to external lines of γ and to the vertex set V pγq, thus incident lines of V after
the contraction of γ. With this, we obtain
uε0rγs “
dpγqÿ
|α|“0
cαpxγqDα
ź
kPE
∇pkqφpxγq. (93)
We remark that those counterterms uε0rγs, which we may associate to each renormalization part
in Γ, inherit all locally covariant terms which remain from the the initially considered monomials
in the time-ordered product, i.e. all vertex weights of γ. Recall that those terms are important
for the engineering dimension but not for the UV-scaling degree. Furthermore, uε0rγs scales almost
homogeneously, since it is an insertion with dimension dpγq “ |E V | ` |DV | ` |α| into another
time-ordered product restricted to the graph Γ{γ.
Next we sum over all graphs Γ analogously to [CL76]. For this purpose, consider the sets of
maximal non-overlapping renormalization parts over Γ in F . For each set tγ1, ..., γcu, the forests
can be subsumed to γj-forests. To each γj , we can assign a vertex set Vj and a set Ej associated
to elementary fields φ constructing the edges of γj . Obviously, pVj , Ejq does not determine γj
uniquely. Note that the complement E j is uniquely defined for each pair pVj , Ejq and the number
of elementary fields in each counterterm gets fixed. For some Γ, Γ{γ1...γc is the reduced graph with
c new vertices. We decompose
V pΓq “
cď
j“1
Vj Y V . (94)
Including the ambiguities informally on the level of graphs, we obtain
Γ ÞÑ Γ`
ÿ
cě1
ÿ
tγjuc
Γ{γ1...γc, (95)
where each Γ{γ1...γc has V 1, ..., V c new vertices. The dimension of each new vertex V j is given by
dpV jq .“ |E j | ` |Dj | ` |αj |. (96)
Note that the counterterm graphs are recursively related to each other, i.e. by the dimension
constraint and the structure of the R-operation, all reduced graphs may be further reduced in
subsequent applications of the R-operation and result in new ambiguities. But those only exist for
supergraphs which are already renormalization parts. Hence the ambiguities are defined recursively
in accordance to the definition of the R-operation. Denoting by tDuc the derivatives stemming from
Taylor operators, we computeÿ
Γ
Ruε0rΓs ÞÑ
ÿ
Γ
Ruε0rΓs `
ÿ
Γ
ÿ
cě1
ÿ
tγuc
ÿ
tDuc
Ruε0rpΓ{γ1...γcq Y γ1...γcs (97)
“
ÿ
Γ
Ruε0rΓs `
ÿ
cě1
ÿ
tV uc
ÿ
tE uc
ÿ
tγuc
ÿ
tDuc
ÿ
Γc
Ruε0rpΓ{tγucq Y tγucs. (98)
Going the inverse direction in Wick’s theorem, we have
ÿ
Γ
Ruε0rΓs “ TR,ε
#
nź
j“1
Φnpfnq
+
. (99)
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For the second term in (98), we observe that the sum over all sets tγuc was required to determine
the subtraction degree dpγjq of each γj via the UV-degree of divergence. In fact, we find
dpγjq “ 2|Epγjq| ´ 4p|V pγjq| ´ 1q ` |∇| (100)
for scalar fields with dimension one in four spacetime dimensions with |∇| denoting the number of
covariant derivatives acting on edges in γ and neglecting possible improvements of the degree due
to vertex weights. But, by definition,
|Ej | “ 2|Epγjq|, |Vj| “ |V pγjq| and |Dj | “ |∇| (101)
holds for any γj so that
dpγjq “ 4` |Ej | ´ 4|Vj| ` |Dj | (102)
and the sum over all sets tγuc can be performed independently of the sets tDuc. We may absorb
the result in the coefficients cαj pxVj q such that we obtainÿ
cě1
ÿ
tV uc
ÿ
tE uc
ÿ
tγuc
ÿ
tDuc
ÿ
Γc
Ruε0rpΓ{tγucq Y tγucs “
“
ÿ
cě1
ÿ
tV uc
ÿ
tE uc
TR,ε
#ź
vPV
Φvpfvq
cź
j“1
djÿ
|αj |“0
cαj pxV j qD
αj
V j
E jpfV j q
+
(103)
with dj given by (102) and E j understood, in the sense of (93), as monomial in φ and its covariant
derivatives∇. We notice that we arrive at the desired relation, i.e. the ambiguities can be expressed
by locally covariant field monomials inserted into time-ordered products. Hence they are supported
on the diagonal and fulfill the scaling constraint. By the definition of the subtraction point xV j ,
the counterterms are symmetric in their arguments, counting every elementary field operator φ,
and, by construction of φ P A pM, gq, they are real. In particular, (103) converges to a well-defined
distribution in the limit εÑ 0. This concludes the proof of Theorem 1.
4 Limit of Constant Coupling
In the remaining part of this work, we want to establish a relation of our results from the previous
section to the momentum space method [Zim68,Zim69]. For this purpose, we restrict our consid-
erations to Minkowski space pR4, ηq, where, without analyzing the problem in momentum space in
great detail, we are confronted with the problem whether our construction still holds if the test
functions assigned to inner vertices of a Feynman graph are replaced by a constant. Recall that we
constructed a renormalization scheme for weighted Feynman graphs u0rΓs on analytic spacetimes
pM, gq, where the edge weights u0res, e P EpΓq, were only specified by their UV-scaling degree.
For the results of this part, we would like to further specify them with respect to their long-range
behavior. For a general distribution u P D1pRnq, its scaling was defined in the weak sense
puλ, fq “ pu, fλq, (104)
i.e. via the scaling of a test function f P DpRnq. For long ranges, we turn to the ”inverse“ case and
consider again the scaling uΛ of a distribution u P D1pRnq. At large values of Λ, it is not reasonable
to work in the weak sense due to the compact support of the test functions. Hence we require
additionally that u is a regular distribution, i.e. u “ Tf with f P L1loc. This admits the following
definition.
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Definition 8. Let u P D1pRnq be a regular distribution. Then the large argument scaling of u is
defined by
sdpuq .“ sup
"
α P R| lim
ΛÑ8
ΛαuΛ “ 0
*
(105)
with uΛ “ upΛxq. The IR-degree of divergence is given by
degpuq .“ sdpuq ´ n. (106)
Denoted in this way, UV- and IR-degree of divergence are notationally inverse to the definition of
Lowenstein and Zimmermann [LZ75b], but, of course, do not change the notion. In fact, the change
of notation is very natural, considering that large frequencies correspond to small wavelengths after
Fourier transformation so that the underline in deg and the overline in deg are associated to small
and large values, respectively, regardless of configuration or momentum space.
In the conventional approach to quantum field theories [IZ80], one usually defines the interaction
with respect to a coupling constant. Up to this stage, we considered all monomials (associated
to vertices in a graph) as algebra-valued distributions, thus any “coupling” was represented by a
compactly supported smooth function. In order to be able to relate our result from Theorem 1 to
the results of Zimmermann [Zim68,Zim69], we have to let test functions for internal vertices of a
connected graph approach a constant, i.e. we are concerned with the question whether
lim
gjÑconst.
T connR,ε
#
mź
i“1
Φlini pfiq
nź
j“1
Φnlinj pgjq
+
(107)
exists, where the Φlini are only linear in the field φ and the Φ
nlin
j are strictly nonlinear in the field
φ such that the former correspond to external vertices VepΓq and the latter correspond to internal
vertices VipΓq for a connected graph Γ with vertex set V pΓq .“ VepΓq \ VipΓq. The idea for the
existence of the limit lies in standard real analysis. Namely, we may bound the evaluation of a
distribution u P D1pRnq together with any testfunction f P DpRnq by
xu, fy “
ż
Rn
upxqfpxqdx ď }f}8
ż
R4
upxqdx ď }f}8}u}1 (108)
provided u is integrable. With this, the limit f Ñ const exists such that we find a constraint on
the IR-scaling degree of the distribution is sufficient for integrability.
Theorem 3. Let Ruε0rΓs P D1pR4|V pΓq|z˝q be the weight over a Feynman graph Γ. If
sdIpuε0rΓsq ą 4|I| (109)
for any I Ď VipΓq, then the limit of constant coupling
lim
gÑconst
xRuε0rΓs, f b gy (110)
in the sense of (107) exists for non-exceptional configurations.
We remark that the assumption refers to the weight uε0rΓs without being modified by the R-
operation. Before we prove that this is sufficient for the limit to exist, let us further motivate the
condition.
Proposition 2. The weight Ruε0rΓs on Minkowski spacetime pR4, ηq is absolutely integrable for any
I Ď VipΓq if and only if the weight RuE0 rΓs on Euclidean space pR4, δq is absolutely integrable for
any I Ď VipΓq.
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Suppose for now that it is sufficient to control the unmodified kernel uε0rΓs. The factors of uε0rΓs
in Minkowski space are given by Feynman propagators, which take the form [BS59]
GF pzq “ m
4π2
?´z2K1pm
a
´z2q, (111)
where K1p‚q is the modified Bessel function of second kind, z2 “ ηεµνxµxν and ηεµν .“ diagp1 ´
iε,´1,´1,´1q. We observe that Proposition 2 is proved, using the result of Theorem 3, if we find
Euclidean bounds on the Feynman Propagator GF . We obtain these bounds in two steps. First we
rewrite Lemma 1 for the Minkowski metric, which gives immediately the Euclidean bound on the
first factor of (111). Second we establish Euclidean bounds directly on Bessel functions.
Lemma 4. Let ηεµν
.“ diagp1 ´ iε,´1,´1,´1q, ε ą 0, the analytic continuation of the Minkowski
metric. For
z2 “ ηεµνxµxν “ p1´ iεqx20 ´ x2, x2E “ x20 ` x2 (112)
the following inequalities hold
|
a
´z2| ď p1 ` ε2q 14 |xE | .“ xˇε (113)
|
a
´z2| ě
˜
1
ε
`
c
1` 1
ε2
¸´ 1
2
|xE | .“ xˆε. (114)
Proof. The statement follows directly from Lemma 1.
Remark 3. It is important to note that we do not perform any kind of Wick rotation at any stage.
Next we want to derive bounds on the Bessel functions K1p‚q. The functions Knpxq are positive and
strictly monotonously decaying for n P N0 and x P R`. Hence we can control the decay properties
of the propagator in every direction e P S3 Ă R4 if we manage to find estimates on K1p‚q with
respect to the Euclidean norm in the sense of Lemma 4.
Proposition 3. Let ν P N0,
?´z2 P C and | argp?´z2q| ă pi
2
. Then
KνpxˇEq ď Kνp|
a
´z2|q ď |Kνp
a
´z2q| ď KνpxˆEq (115)
with
xˇE
.“p1` ε2q 14 |xE | (116)
xˆE
.“
˜
1
ε
`
c
1` 1
ε2
¸´ 1
2
|xE |. (117)
Proof. Consider the integral representation of modified Bessel functions of the second kind [AS64]
for which we have to show that | argp?´z2q| ă pi
2
or equivalently that ℜp?´z2q ą 0. This follows
from Lemma 4 and it is straightforward to show the first inequality.
Kνp|
a
´z2|q “
ż
R`
dt e´|
?´z2| coshptq coshpνtq ě
ż
R`
dt e´xˇE coshptq coshpνtq “ KνpxˇEq. (118)
For the second estimate, recall that Kνpxq P R` for x P R` and let z P C. Then we have
Kνp|z|q “ |Kνp|z|q| (119)
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and, using z “ |z| cospϕq ` i|z| sinpϕq, estimate
Kνp|z|q “
ż
R`
e|z| coshptq coshpνtqdt (120)
ď
ż
R`
e|z| cospϕq coshptq coshpνtqdt (121)
“ ℜ
$&%
ż
R`
ez coshptq coshpνtqdt
,.- . (122)
Since |ℜpz1q| ď |ℜpz1q ` iℑpz1q| “ |z1| for z1 P C, we obtainˇˇˇˇ
ˇˇℜ
$&%
ż
R`
ez coshptq coshpνtqdt
,.-
ˇˇˇˇ
ˇˇ ď
ˇˇˇˇ
ˇˇ ż
R`
ez coshptq coshpνtqdt
ˇˇˇˇ
ˇˇ , (123)
which proves the second estimate. Hence it remains to show the third estimate
|Kνp
a
´z2q| ď
ż
R`
dt |e´
?´z2 coshptq coshpνtq| “
ż
R`
dt e´ℜp
?´z2q coshptq coshpνtq (124)
ď
ż
R`
dt e´xˆE coshptq coshpνtq “ KνpxˆEq, (125)
where we used Lemma 4 again.
Hence we obtain for the Feynman propagator
GF pxˇEq ď |GεF pzq| ď GF pxˆEq (126)
and thus for the kernel
uE0 rΓspxˇE,1, ..., xˇE,|V pΓq|q ď |uε0rΓspz1, ..., z|V pΓq|q| ď uE0 rΓspxˆE,1, ..., xˆE,|V pΓq|q. (127)
This concludes the proof of Proposition 2. Since GF pxEq is exponentially decaying for large ar-
guments xE [AS64], degpGF pxEqq is positive and goes to infinity. This fact implies an interesting
special case of Theorem 3.
Corollary 2. The limit of constant coupling exists if every internal vertex has one incident line,
which corresponds to a propagator with positive mass parameter.
It is left to show that the R-operation does not decrease the decay behavior of the distribution
kernel uε0rΓs so that assumption (109) is sufficient. Analogously to the proof of the convergence of
the R-operation for short distance singularities, the following result establishes the desired relation.
Theorem 4 (Thm. 2, [Pot17a]). Let KrΓs P C8pRn|V pΓq|z˝q be the weight over Γ. Suppose that
the IR-degree of divergence is positive for all Krγs, γ Ď Γ. Then
RKrΓs P L1pRn|I|q (128)
for any I Ă V pΓq and for non-exceptional configurations.
This concludes the proof of Theorem 3. We observe that the limit of constant coupling can be
performed for most time-ordered products. Obvious harmful settings are vertices, which have
exactly two incident lines corresponding to propagators with vanishing mass parameter. From the
estimates above, we obtain that those vertices induce an IR-scaling which is equal to the space
dimension such that the IR-degree of divergence equals zero. We learn that time-ordered products,
involving massless fields, require more attention in this limit.
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5 Additional Subtractions
For the naive translation of the configuration space approach to the momentum space approach,
we find that, indeed, Zimmermann’s choice of ε-regularization
p2 ´m2 ÞÑ p2 ´m2 ` iεpp2 `m2q (129)
corresponds to our choice of analytic continuation of the metric
η ÞÑ ηε “ diagp1´ iε,´1,´1,´1q (130)
restricted to Minkowski space, and our choice of Taylor operation corresponds to Taylor polynomials
at vanishing external momentum of the involved subgraph. The respective computations can be
performed straightforwardly. However, we notice differences in the definition of renormalization
parts, i.e. the definition via sets of edges versus sets of vertices or the constraint of one-particle
irreducible graphs versus connected graphs.
It was pointed out in [BDF09] (among others) that the additional subtractions in subgraphs required
in the BPHZ momentum space scheme do not appear for the setting-sun diagram in Epstein-Glaser
renormalization. This property was considered to be of advantage with respect to the BPHZ
method in momentum space, and, indeed, it can be shown that these additional Taylor operations
are redundant when proving equivalence to another renormalization scheme [Zim75]. However, the
additional subtractions were required in momentum space for the absolute convergence of Feynman
integrals, but may be omitted in the configuration space BPHZ version, too, due to the observation
that the variables in momentum space are associated to lines and the variables in configuration
space are associated to vertices. Note that the same momentum variable might appear as an
argument in every line of the considered graph (with respect to admissible momentum flows given
in [Zim69]). If one takes into account that the Taylor operation is performed in configuration space
on all vertices of the graph, then the Taylor operator acting on a subgraph of the setting-sun graph
has the same set of arguments as the Taylor operator acting on the full setting-sun graph. In
general, this is not true for a chosen admissible flow in the momentum space approach regarding
that the Taylor subtraction is performed on all external momenta, which may differ between the
full setting-sun graph and any subgraph.
Associated to each formulation of BPHZ renormalization, we want to treat the additional sub-
tractions, which have to be performed due to the appearance of additional renormalization parts,
separately. Already in the proof of Theorem 1 we performed the transition from Feynman graphs to
simple graphs. This corresponds to neglecting divergent subgraphs of renormalization parts, where
the former have the same set of vertices but less edges, which implies a deviation in the point of
Taylor subtraction using (54). In the momentum space prescription these divergent subgraphs have
to be taken into account because they are assigned to a subset of free loop integrations. However,
taking those into account in the configuration space approach differs from the result in Theorem 1
only by combinatorial factors.
Proposition 4. For the configuration space approach to BPHZ renormalization, it is sufficient
to consider simple graphs with arbitrary but finite, positive UV-scaling degree sdpeq for each edge
e P EpΓq.
Proof. Let Γ be a multigraph and γ1 Ă γ Ď Γ such that V pγq “ V pγ1q and dpγq ą dpγ1q ě 0.
Then we have to distinguish two situations. Either we have to compute the Taylor remainder or
the Taylor polynomial for both subgraphs. We begin with the latter. Note that since γ1 Ă γ, tpγ1q
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is applied before tpγq but due to V pγq “ V pγ1q they are applied to the same set of variables, i.e.
t
dpγq
V pγq|V pγqt
dpγ1q
V pγ1q|V pγ1q “
dpγqÿ
|α|“0
px´ xqα
α!
Dαx|x
dpγ1qÿ
|β|“0
px´ x1qβ
β!
D
β
x|x1 (131)
“
dpγqÿ
|α|“0
dpγ1qÿ
|β|“0
px´ xqα
α!
Dαx|x
px´ x1qβ
β!
D
β
x|x1 (132)
“
dpγqÿ
|α|“0
ÿ
βĎα
px´ xqα
α!
Dαx|x (133)
“
dpγqÿ
|α|“0
Cpαq px ´ xq
α
α!
Dαx|x. (134)
We used that the expression vanishes if β Ę α. For the remainder term, we consider a function
f P CkpRnˆRmq with k ą dpγ1q`dpγq`1 and write the first application of p1´tpγ1qq in Schlömilch
form
p1´ tdpγ1q
V pγ1q|V pγ1qqfpx, yq “ p1 ´ t
dpγ1q
x|x1 qfpx, yq (135)
“ pdpγ
1q ` 1qp1´ ϑqdpγ1q`1´p1
p1
ÿ
|β|“dpγ1q`1
px´ x1qβ
β!
Dβxfpx1 ` ϑpx´ x1q, yq
(136)
“ C 1pdpγ1q, p1, ϑq
ÿ
|β|“dpγ1q`1
px´ x1qβ
β!
Dβxfpx1 ` ϑpx´ x1q, yq (137)
“ Rdpγ1qfpx, y;x1q. (138)
Instead of calculating the second remainder “on top” of the first one, we formally expand
Rdpγ1qfpx, y;x1q “
kÿ
|γ|“0
px´ x1qγ
γ!
D
γ
x|x1Rdpγ1qfpx, y;x1q (139)
and compute the Taylor polynomial
t
dpγq
V pγq|V pγqRdpγ1qfpx, y;x
1q “
dpγqÿ
|α|“0
px´ xqα
α!
Dαx|xRdpγ1qfpx, y;x1q. (140)
We observe that for |α| ě dpγ1q ` 1
Dαx|x
¨˝
C 1pdpγ1q, p1, ϑq
ÿ
|β|“dpγ1q`1
px ´ x1qβ
β!
Dβxfpx1 ` ϑpx´ x1q, yq‚˛
“ C 1pdpγ1q, p1, ϑqCpα, ϑqf pαqpx, yq, (141)
where Cpα, ϑq is the same combinatorial factor as above except for the additional factors ϑ coming
from the chain rule. Subtracting (140) from (139) and using (141), we arrive at
p1´ tdpγq
V pγq|V pγqqRdpγ1qfpx, y;x
1q “
ÿ
|α|“dpγq`1
px ´ xqα
α!
C 1pdpγ1q, p1, ϑqCpα, ϑqf pαqpx, yq, (142)
which, apart from the combinatorial factors C 1 and C, has the desired property with respect to the
R-operation.
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In the forest formula, renormalization parts are defined to be connected full vertex parts of (sub-
)graphs. These introduce again additional subtractions to other schemes, e.g. Epstein-Glaser
scheme or analytic regularization and, in particular, the BPHZ scheme in momentum space. The
reason for this deviation lies in the fact that, for configuration space treatments like Epstein-Glaser
or the analytic regularization, graphs remain affected by the regularization of subgraphs. This
sustained effect is a result of choosing a regularization, which does not modify the graph weight
itself. This does not hold for our formulation of BPHZ renormalization in configuration space, where
one cannot expect an improvement of the scaling behavior of graphs induced by Taylor operations
on subgraphs. Instead, for the forest formula of the momentum space method, only proper (or
one-particle-irreducible) graphs were considered. The reasoning is that divergent contributions in
momentum space stem from integrations over free internal momenta in closed loops. Therefore the
Taylor operations acting on non-proper (or one-particle-reducible) graphs would translate to the
Taylor expansion around vanishing momenta of the Fourier transform. But any polynomial is a
well-defined Schwartz-distribution, thus amounts to a finite change of the considered quantity, e.g.
an S-matrix element, provided the weight is defined for exceptional momenta. We conclude that
momentum space BPHZ renormalization is related to our configuration space BPHZ prescription
by Fourier transformation if all renormalization parts of both schemes are considered in the forest
formula. Combinatorial factors and finite changes coming from additional subtractions in one or
the other scheme are compensated after employing appropriate normalization conditions. Note
that this relation can only hold for fields with positive mass parameter, since the momentum space
method is generally defined only for those.
For fields with vanishing mass parameter, the results of Theorem 1 hold in configuration space, but
are doomed to fail after performing the Fourier transformation of the forest formula. Nevertheless
we may examine the properties of the inverse Fourier transformation for the modified BPHZ scheme
in momentum space. In the original works [LZ75a, LZ76, LZ75b, Low76, LS76], Lowenstein and
Zimmermann introduced an auxiliary mass term Mp1 ´ sq with s P r0, 1s in order to deal with
spurious infrared divergences that appear in the Taylor subtractions of the BPHZ scheme for
massless theories. The strategy is basically to “double” the Taylor operation by another one with
an IR-subtraction degree rpγq or in case of oversubtraction ρpgq ď rpγq. These degrees are a bit
misleading, as they do neither make a reference to the actual IR-scaling of the distribution nor do
they describe an actual change in the IR-scaling. In momentum space, it was defined as
1´ τˆr,dp,s pγq .“ p1´ tˆrpγq´1p,s´1 qp1 ´ tˆdpγqp,s q, (143)
where
tdx,y,z... “ tdx“0,y“0,z“0,... for d ě 0 (144)
and 0 otherwise. There are additionally some relations among the degrees and rules for oversub-
tractions, which we do not discuss here. It is important to recall the strategy of Lowenstein and
Zimmermann. The first subtractions with degree dpγq are performed at positive mass M , such that
no additional IR-divergences get introduced into the considered integrand. Then the second Taylor
subtraction is performed at vanishing auxiliary mass in order to restore the correct normalization
for massless propagators (and 3-point functions). We emphasize that the second subtractions are
not performed to improve the IR-behavior of the considered integrand.
It is necessary to discuss the role of the parameter s in Fourier transformation. Lowenstein and
Zimmermann treated it as a variable taking part in the scaling. While this seems reasonable
for rational functions, where the s-dependent terms appeared additive to the momentum space
variables, i.e.
p2 ´M2ps´ 1q2 ` iεpp2 `M2ps´ 1q2q, (145)
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we are facing a multiplicative dependence in position space, i.e. we find the argument
Mp1´ sq
a
´x2ε. (146)
Further we do not consider s to be a variable keeping in mind that we change the differential operator
P by a constant potential and not by an additional variable that would extend the configuration
space to another dimension. Instead, we want to understand the interplay of x- and s-derivatives
in the Taylor operators. For this purpose, we start with a generic
tmx,s|x,s
.“
mÿ
|α|`a“0
px´ xqαps´ sqa
α!a!
Dαx|xD
a
s|s, (147)
where α is a multi-index and a is an integer. Turning towards the Fourier transform of (143), i.e.
1´ τr,dx,spγq .“ p1´ tdpγqx,s|x,0qp1 ´ t
rpγq´1
x,s|x,1 q, (148)
we observe that its definition involves the product of Taylor operators
t
dpγq
x,s|x,0t
rpγq´1
x,s|x,1 “
dpγqÿ
|α|`a“0
px´ xqαsa
α!a!
Dαx|xD
a
s|0
rpγq´1ÿ
|β|`b“0
px ´ xqβps´ 1qb
β!b!
D
β
x|xD
b
s|1, (149)
which leads immidiately to the conditions a ď b and α Ě β for non-vanishing contributions. A
crucial difference to the momentum space treatment of Lowenstein and Zimmermann is the relation
of the variables s and x in the propagator. In order to illustrate this, consider a sufficiently smooth
function f P CkpRd ˆ r0, 1sq and some Taylor operator tm
x,s|x,s. First we compute the s-derivative
for the case fpx, sq “ fps ¨ gpxqq, where gpxq is some nonlinear function of order 1, and check the
scaling. We get Bs|x,s fpx, sq “ gpxqf 1ps, xq for the Taylor operator and do not observe any change
in the UV-scaling assuming that f is smooth in a neighborhood of x. While this does not pose
any issue for “bare” Taylor operators acting on the distribution kernel as we saw in the proof of
Theorem 2, treating Taylor remainder is problematic for the same reason. For notational simplicity,
we perform the calculation in several steps. In Schlömilch form, we write
p1´ tmx,s|x,sqfpx, y; sq “
pm` 1qp1´ θqm`1´p
p
ÿ
|α|`a“m`1
px´ xqαps´ sqa
α!a!
ˆ
ˆDα,afpx` θpx´ xq, y, s` θps´ sqq (150)
.“ Rmfpx, y, x, θ; s, sq (151)
Taking the Taylor remainder again, but with at least equal order n ě m and at the point px, s1q,
we arrive at
p1´ tnx,s|x,s1qRmfpx, y, x, θ; s, sq “
“ pn` 1qp1´ θ
1qn`1´p1
p1
ÿ
|β|`b“n`1
px´ xqβps´ s1qb
β!b!
Dβ,bRmfpx`θ1px´xq, y, x, θ; s1`θ1ps´s1q, sq.
(152)
In the extremal case of having a “ m` 1 and b “ n` 1, we are left without moments of the form
px´ xq in the remainder, which were crucial for the lowering of the UV-scaling degree. Adding the
analysis on s-derivatives, we find moments of the form
gpx` θpx ´ xq ´ x, yq “
a
pθpx ´ xq ´ yq2, (153)
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which attain the value y in the scaling x Ñ x. Hence we cannot expect an improvement in the
sense of a smaller UV-scaling degree from s-derivatives and we obtain formally
sd
`
RnRmfpx, x, y, θ; s, s, s1q
˘
(154)
ď sd
¨˝ ÿ
|β|`b“n`1
px´ xqβps´ s1qb
β!b!
Dβ,bRmfpx` θ1px´ xq, y, x, θ; s1 ` θ1ps´ s1q, sq‚˛ (155)
ď max
|β|`b“n`1
sd
ˆ px ´ xqβps´ s1qb
β!b!
Dβ,bRmfpx` θ1px´ xq, y, x, θ; s1 ` θ1ps´ s1q, sq
˙
(156)
ď sd `D0,n`1Rmfpx` θ1px´ xq, y, x, θ; s1 ` θ1ps´ s1q, sq˘ (157)
ď sd `Rmfpx` θ1px´ xq, y, x, θ; s1 ` θ1ps´ s1q, sq˘ (158)
ď sd `fpx` θ1px´ xq, y, x, θ; s1 ` θ1ps´ s1q, sq˘ , (159)
where one repeats the arguments in the last step. Since we assumed that f is sufficiently smooth,
we have sdpfq ă d but no further improvement which is required for the UV-convergence. Therefore
this result indicates that, computing the naive inverse Fourier transformation of the forest formula,
the BPHZL method does not define a renormalization scheme in configuration space. In the same
sense, our configuration space method does not define renormalization scheme for massless scalar
fields in momentum space after naive Fourier transformation of the forest formula, since we es-
tablished the relation already to the BPHZ prescription. However, this is no contradiction to the
equivalence of renormalization schemes, because we related only the regularization prescriptions,
i.e. the Taylor operators in the forest formula, and did not attempt to prove equivalence. For the
latter, we would have to proceed analogously to the proof of Theorem 1 deriving a relation in the
sense of (29).
6 Conclusions
In the present work, the concept of BPHZ renormalization is extended to analytic spacetimes using
the algebraic approach to perturbative quantum field theory. We shall describe how the construc-
tion in configuration space arises naturally maintaining contact to the notions of the origianl works.
First, the larger class of spacetime geometries does generally not admit a global treatment in mo-
mentum space so that all arguments are formulated entirely in configuration space. The change in
fundamental variables, from momentum flow through edges of Feynman graphs to loci of vertices in
spacetime, amends the problem under consideration to local integrability or existence of generalized
convolutions in small regions of spacetime. Therefore Theorem 1 is formulated only for geodesically
convex regions, which is indeed sufficient to solve the extension problem connected to renormaliza-
tion. However, it may be extended to the whole spacetime by a partition of unity argument [Mor03]
or reformulated using quasifree states, which admit a definition of correlation functions in terms
of Feynman graphs on the whole spacetime. In general, the issue of scheme-compatible states, for
instance thermal equilibrium states [FL14], is left for future research and might require a general-
ized notion of Feynman graphs, for instance ∆-complexes of higher dimension [Hat02], in the latter
case.
Second, our construction holds not only for quantum fields with positive but also vanishing mass,
which contradicts the findings of BPHZ and BPHZL renormalization in momentum space if the all
three methods would be related by Fourier transformation on the level of the forest formula. Recall
that the modification of the BPHZ method was required if massless fields were present, so that
we could expect to establish a relation only to one if any momentum space approach. Indeed, we
show that our prescription can be transfered (up to combinatorial factors) into the BPHZ momen-
tum space method for positive masses and the BPHZL approach does not define a renormalization
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scheme in configuration space after inverse Fourier transformation of the forest formula. We remark
that this does not pose a contradiction regarding the equivalence of renormalization schemes, but
expresses just that prescriptions are tailored according to the conditions at hand.
Finally, choosing the subtraction point with edge set weighted coordinates over the subtraction
point with uniformly weighted coordinates shows its relevance in the derivation of normal products
and Zimmermann identities [Pot17b]. Namely, the properties first come into play, where non-trivial
manipulations of the graphs are performed so that the renormalization scheme can be proved and
the relation to the momentum space method can be established using either definition. However,
the coincidence limit of vertices in graphs can only be described by the edge set weighted version.
It is worth noting that, like in the original work of Zimmermann, the scheme is formulated and
proved on the level of weighted Feynman graphs, which may be summed up to time-ordered products
of, in our approach, a finite number of Wick monomials. Relaxing this to include time-ordered prod-
ucts of possibly infinitely many monomials, one may use our results to study structural properties
of concrete theories. This would most likely demand a reformulation of the action principle [Low71]
so that parametric differential equations [Zim80,HW03,BDF09] or the behavior of physical quanti-
ties under symmetry transformations [KS92,KS93] should be derivable more conveniently. Further-
more it would be interesting to investigate the interplay of our renormalization prescription with the
BRST- [Hol08] or BV-formalism [FR13] in regard to vector fields as well as studying supersymmetric
extensions [PS86] of quantum field theories or theories over non-commutative spacetime [BGH`13].
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