This paper introduces a novel lossless binary data compression scheme that is based on the error correcting Hamming codes, namely the HCDC scheme. In this scheme, the binary sequence to be compressed is divided into blocks of n bits length. To utilize the Hamming codes, the block is considered as a Hamming codeword that consists of p parity bits and d data bits (n = d + p). Then each block is tested to find if it is a valid or a non-valid Hamming codeword. For a valid block, only the d data bits preceded by 1 are written to the compressed file, while for a non-valid block all n bits preceded by 0 are written to the compressed file. These additional 1 and 0 bits are used to distinguish the valid and the non-valid blocks during the decompression process. An analytical formula is derived for computing the compression ratio as a function of block size, and fraction of valid data blocks in the sequence. The performance of the HCDC scheme is analyzed, and the results obtained are presented in tables and graphs. Finally, conclusions and recommendations for future works are pointed out.
Introduction
Data compression algorithms are designed to reduce the size of the data so that it requires less disk space for storage and less bandwidth to be transmitted on a data communication channel [1] [2] [3] . Data compression algorithms are generally classified into either lossless or lossy [4, 5] . Lossless data compression involves a transformation of the representation of the original data set such that it is possible to reproduce exactly the original data set by performing a decompression transformation. Lossless compression is used in compressing text files, executable codes, word processing files, database files, tabulation files, and whenever it is important that the original and the decompressed files must be identical.
Thus, lossless data compression algorithms find numerous applications in information technology. For example, packing utilities in Windows, Linux, and Unix operating systems; modem standards such as V.32bis and V.42bis; fax standards such as CCITT; back-end for lossy compression algorithms such as JPEG and MPEG; compression of headers of TCP/IP packets [4, 6] . Lossy data compression involves a transformation of the representation of the original data set such that it is impossible to reproduce exactly the original data set, but an approximate representation is reproduced by performing a decompression transformation. This type of compression is used on the Internet and especially in streaming media and telephony applications.
Distinction between lossless and lossy methods is important because lossy techniques have higher compression ratio than lossless methods. Lossless compression techniques can usually achieve a 2:1 to 8:1 compression ratio. Lossy compression can provide compression ratios of 100:1 to 200:1, depending on the type of information being compressed. In addition, higher compression ratio can be achieved if more errors are allowed to be introduced into the original data [7] [8] [9] [10] .
There are three major models of data compression techniques: Substitution, Statistical and Dictionary-based compression. Substitution compression involves the swapping of repeating characters by a shorter representation, such as Null Suppression, Run Length Encoding (RLE), Bit Mapping and Half-Byte Packing [4, 11] .
Statistical data compression techniques involve the generation of the shortest average code length based on an estimated probability of the characters, such as Shannon-Fano coding [5, 12] , static and dynamic Huffman coding [13] [14] [15] , and arithmetic coding [16, 17] . In such techniques, the characters in the source file are converted to a binary code, where the most common characters in the file have the shortest binary codes, and the least common have the longest, the binary codes are generated based on the estimated probability of the character within the file. Then, the binary coded file is compressed using 8-bit character wordlength, or by applying the adaptive character wordlength (ACW) algorithm [18] . Finally, dictionary-based data compression techniques, which involve substitution of substrings of text by indices or pointer code, relative to a dictionary of the substrings, such as Lempel-Zif-Welch (LZW) [19] [20] [21] . Many compression algorithms use a combination of different data compression techniques to improve compression ratios.
Data coding techniques have been widely used in developing both lossless and lossy data compression algorithms, since coding techniques may lend themselves well to the above concept [12] . Data coding involves processing an input sequence,
, is drawn from a source alphabet, S = {s i , . . . , s m } whose probabilities are ρ = {ρ 1 , . . . , ρ m } with 2 ≤ m < ∞ (for binary alphabet m = 2 and S is either 0 or 1). Throughout this paper, we limit our discussion to binary data sources. These binary data source are either readily generated or be produced by any statistical data compression algorithm.
The encoding process is rendered by transforming X into an output sequence, Y = {y [1] . . . , y[Q]}, where each output symbol, y[i], is drawn from a code alphabet A = {a 1 , . . . , a q }, here the code alphabet is still binary (i.e., either 0 or 1, q = 2), but Q must be much less than M. The main problem in lossless data compression is to find an encoding scheme that minimizes the size of Y, in such a way that X can be completely recovered by applying the decompression process.
Although, Hamming codes [22, 23] are widely used as an error correcting codes, it is also can be used for data compression allowing a small amount of distortion [24] [25] [26] . In this paper, we introduce a scheme that enables us to develop a lossless binary data compression scheme based on the error correcting Hamming codes, namely, the HCDC scheme.
We derive an analytical formula for computing the compression ratio that can be achieved by applying this scheme on a particular data, and compute the maximum and minimum compression ratios for that particular set of data. The compression ratio depends on the block size and the fraction of valid blocks in the data sequence.
In Section 2, we discuss the criteria for comparing data compression techniques. A description of the HCDC scheme is given in Section 3. In Section 4, we present the derivation of a formula for computing data compression ratio. Also, in this section the performance of the HCDC scheme is investigated and the results are presented in tables and graphs. Finally, in Section 5, conclusions and recommendations for future works are pointed out.
Criteria for comparing data compression algorithms
The effectiveness of the data compression techniques depends on the type of the data that is to be compressed. Therefore, to be able to compare different data compression techniques reliably, not allowing extreme cases to cloud or bias the technique unfairly, certain issues need to be considered, such as amount of compression, algorithm complexity, and processing time. The amount of compression is measured by a factor known as compression ratio (C), which is defined as the ratio between the size of the original file (S o ) and the size of the compressed file (S c ), it can be expressed as:
The amount of compression is expressed as C:1. It can also be expressed to measure the reduction in the original data quantity, which we refer to as R, where R is given by:
R is usually given in percents. Practically, other conditions that must be considered, in comparing the different data compression algorithms, may include: finite memory, error control, type of data and compression style (static, adaptive, semi-adaptive). These conditions have to be equally considered for the decompression process [27] . The compression ratio is also closely related to the concept of coding rate, which expresses the same concept but relates the ratio to a more tangible quantity. For example, for a text file, the coding rate may be expressed in bits/character (bpc), where in uncompressed text file a coding rate of 8 bpc is used. The coding rate of an audio stream may be expressed in bits/analogue, or image compression may be expressed in bits/pixel. The coding rate can be converted to C if the physical characteristics of content of the original file are known. In contrast to C, a lower coding rate indicates a higher C.
There are extreme cases where data compression works very well or other conditions where it is inefficient, the type of data that the file contains has an appreciable effect on the efficiency of the technique selected. Therefore, it is important to select the most appropriate technique for a particular data profile. In fact, with random information it is difficult to estimate a precise value for C.
The types of files that are commonly used can be classified into two main categories: binary or textual. These types of files further can be classified with respect to their purpose and format (e.g., text, image, audio, executable). Some of these files may contain repeating sets of various or of the same characters. In addition, repeated strings and substrings may also present.
In other cases, certain characters may have probabilities that are higher than others, thereby prompting the use of shorter codes for them. Each case is dependent on the context of the information contained within it; therefore, some patterns may be common across files of these types and so prompting that a certain technique can deal with them all effectively. This is normally rare for optimum compression or speed as there will always be trade-off between the two, depending on the demanding nature of compression.
Investigation on the effects of each method for each of these file types can be determined by carrying out an experiment by applying each compression and decompression algorithm for each method to each of these file type. Note that an initial selection of files needs to have been made to maintain a fair comparison though the experiment. The time taken for the process to complete and the compression ratio should be monitored and recorded. This will help in determining a relationship between these two factors and enable the most appropriate algorithm to be used [11] .
The Hamming codes-based data compression algorithm
Hamming proposed an error-correcting code that is widely used in computer networks and digital data communication; it could correct a single bit and detect two bits errors. It also can be tricked to correct burst errors [22, 23] . Consider a message having d data bits which is to be coded using Hamming codes. The key to Hamming codes is the use of extra parity bits ( p) to allow the identification of a single bit and a detection of two bits errors. The coded message will have a length of n bits (n = d + p).
Each parity bit forces the parity of some collection of data bits, including itself, to be even (or odd), where each parity is computed on different subsets of the data bits. The bits of the codeword are numbered consecutively, starting with bit 1 at the left end, bit 2 to its immediate right, and so on. In Hamming codes, the data and the parity bits are located at particular locations in the codeword. The parity bits are located at positions 2 0 , 2 1 , 2 2 , . . . , 2 p−1 in the sequence, which has at most 2 p−1 − 1 positions. The remaining positions are reserved for the data bits, see Fig. 1(a) . For a codeword of n bits, there are 2 n possible codewords having values from 0 to 2 n − 1, only 2 d of them are valid codewords and 2 n − 2 d are non-valid codewords. In this paper, we propose a novel scheme that makes use of the error correcting Hamming codes to develop an efficient lossless binary compression algorithm, namely the HCDC. In this scheme, the binary sequence to be compressed is divided into b blocks of n-bit length as shown in Fig. 1(b) . For an optimum data compression ratio, the length of each block is given by n = 2 p − 1. Each block is then tested to find if it is a valid block (valid codeword) or a non-valid block (non-valid codeword). During the compression process, for each valid block, the parity bits are omitted, and the data bits are extracted and written into a temporarily file. However, these parity bits can be easily retrieved back during the decompression process using Hamming codes. For a non-valid block, the block is written into the temporarily file without change. In order to be able to distinguish the valid and the non-valid blocks during the decompression process, each valid block is preceded by 1, and each non-valid block is preceded by 0, Fig. 1(c). Figs. 2 and 3 summarize the flow of the compressor and the decompressor of the HCDC scheme.
Derivation of the compression ratio formula
In this section, we derive a formula that can be used to compute C as a function of two parameters: the block size (n) and the fraction of valid blocks (r ). The original binary file is divided into b blocks of n-bit length. These b blocks are either valid or non-valid blocks, therefore, we can say: where ν and ω are the number of valid and non-valid blocks, respectively. For a valid codeword, the compressor stores the bits that are located at data bits positions only, and omits all bits that are located at parity bits positions. These parity bits can be retrieved back during the decompression process using Hamming codes. In order for the decompressor to distinguish a valid from a non-valid block, what should be stored from a valid codeword is preceded by 1, and 0 for a non-valid codeword. Thus, the lengths of the valid and non-valid blocks after compression are given by:
The length of the compressed binary file is given by:
The above equation can be simplified to:
Substituting S o = nb and S c as it is given by Eq. (7) into Eq. (1) yields:
where r = ν/b, and it represents the fraction of the valid blocks. Substitute n = 2 p −1 into Eq. (8), it can be simplified to yield:
It is clear from Eq. (8) that the maximum compression ratio (C max ) can be achieved when r = 1(ν = b, ω = 0). On the other hand, the minimum compression ratio (C min ) is reached when r = 0(ν = 0, ω = b). It also can be seen and proved from Eq. (9) , that for each value of p, there is a critical value of r (r crit ) for which C = 1, and for any value below these critical values, C becomes less than unity (C < 1), i.e., data inflated. In this case, r crit = 1/ p. There is a critical value for ν(ν crit = br crit ) since r = ν/b. Fig. 4 shows the variation of C min and C max with respect to p. The results are also tabulated in Table 1 . It shows that C min , C max , and r crit are inversely proportional to p. Fig. 5 shows the variations of C with respect to r for values of p varies between 2 and 8. The results are also tabulated in Table 2 . It can be seen from Figs. 4 and 5 that a satisfactory value of C can be achieved when p ≤ 4 and r r crit . One important feature of the HCDC algorithm is that it can be repeatedly applied on the binary sequence, and an equation can be derived to compute the accumulated compression ratio (C k ) as:
Conclusions
The compression ratio (C) that can be achieved by the HCDC algorithm depends on n and r . The value of C is directly proportional to r , and inversely proportional to n. The maximum value for C is achieved when all blocks are valid codewords (r = 1, ν = b, ω = 0). On the other hand, the minimum value for C is reached when all blocks are found to have non-valid codewords (r = 0, ν = 0, ω = b). These maximum and minimum limits depend on p. Satisfactory values of C can be achieved for p ≤ 4, for r r crit . The HCDC algorithm can be used as a complementary algorithm to any statistical lossless data compression algorithm, such as Shanon-Fano coding, Huffman coding, arithmetic coding, a combination of these algorithms, or any modified form of them. It can also be used as a pre-stage to the ACW data compression algorithm.
One of the important features of this algorithm is that it can be implemented on hardware. So that it can be used for on-line applications in computer networks and in all forms of digital communication systems.
Performance evaluation of the HCDC algorithm for different file formats and its software and hardware are under investigation and development. The adaptive version of the algorithm to be developed is to find the value of p that gives an optimum value for r (r → 1) to achieve the highest possible C. In addition, the optimization process may include predicting of the optimum value of k that gives maximum C k .
