We analyze the effect of industry, region, and time on new business survival rates by means of a multi-dimensional approach. The data relate to West German districts in the 1983-2000 period. The survival chances of start-ups tend to be relatively low in industries characterized by a high minimum efficient size and high numbers of entries. We find that regional characteristics play a rather important role and that introducing the regional dimension leads to considerable improvements of the estimation results. The significance of the regional dimension is also reflected in a remarkably high level of neighborhood effects.
I. Introduction
Setting up a firm can be an arduous task. Entering a market and competing successfully is subject to severe uncertainty and requires diverse qualifications that are rarely contained in one single person. As a result, a considerable proportion of new firms leave the market relatively soon after entering; thus, in some industries or regions only a minority of the entrants is able to survive for a longer period of time.
Understanding this selection process could contribute considerably to our knowledge about the main determinants that drive the market processes and the development of firm populations. While considerable progress in our knowledge about new firm formation processes has been made Author for correspondence: E-mail: michael.fritsch@tu-freiberg.de in recent years (cf. Fritsch and Falck, 2006) , the determinants of success and failure of newly founded businesses are still rather unclear. One main reason for this deficit may be the lack of adequate data for analyzing the development of entry cohorts. A particular shortcoming of nearly all of the available studies is that they do not systematically account for the regional dimension. The results of the empirical analysis presented in this paper clearly show that regional factors play an important role and add significantly to the explanation of new business survival.
Our analysis of new business survival is based on unique data of yearly start-up cohorts over a 15-year period. The data cover all private sector firms with at least one employee and are available for 52 industries and the 326 West German districts (Kreise). We do not know of any other study of new business survival that was based on such differentiated and comprehensive data. Due to this empirical base, we should be able to identify the influences on the success and failure of newly founded establishments that are specific to the particular industry, region, and period of time much more reliably than other analyses.
We begin with a review of the hypotheses and the empirical evidence on new-firm survival obtained so far (Section II). Section III briefly describes the data, and Section IV is devoted to the general survival pattern of the new establishments. The results of the multivariate analysis are reported in Section V. Finally, we summarize our main results and draw conclusions for policy as well as for further research (Section VI).
II. Hypotheses
Empirical studies have shown that new firms are characterized by a relatively high risk of failure during the first years of their existence. The main reasons for such a liability of newness are the problems of setting up an organizational structure and getting the new unit to work efficiently enough to keep pace with their competitors. Another reason for the new firms' relatively high vulnerability to closure is that quite often the firms have to survive a certain time period before the first profit is attained. Some authors assume that older firms also face a relatively high likelihood of closing down. The reason for such a liability of aging could be the sclerotic inflexibility of established organizations (liability of senescence); an erosion of technology, products, business concepts, and management strategies over time (liability of obsolescence); or, particularly in the case of owner-managed firms, problems in finding a successor who is willing to take over the business. It is commonly assumed that survival rates should be higher in industries where the minimum efficient size, which has to be achieved in order to be profitable (Wagner, 1994; Audretsch, 1995, pp. 77-80) , is relatively small (Audretsch et al. 2000; Tveterås and Eide, 2000) . Accordingly, highcapital intensity in an industry may be expected to hinder the set-up and survival of new firms due to the relatively large amount of resources that is needed for attaining the minimum efficient size (Mayer and Chappell, 1992; Audretsch et al., 2000) . This may explain the observation that the risk of failure is the lower the larger the initial size of the start-up. If new firms enter the market just barely below the minimum efficient size they may have less difficulty attaining the breakeven point than do smaller firms. However, distinct barriers to entry such as a large minimum efficient size or high-capital intensity could also induce a self-selection process that results in relatively few, but high-quality start-ups with above-average chances of surviving (Dunne and Roberts, 1991) . Due to such different and contradicting effects, the relationship between the level of entry barriers and new firm survival rates is a priori unclear (Table I) .
While a high level of labor unit cost and high user cost of capital can be assumed to have a negative effect on the success of market entry (cf. Patch, 1995, p. 84) , prospering growth in the national economy, in the particular region, or in the same industry may be conducive to economic success and survival (Rosenbaum and Lamort, 1992; Audretsch, 1995, pp. 70-73; Boeri and Bellmann, 1995) . However, the relative importance of the different levels is unclear: Is regional prosperity more significant for survival than is national development, or vice versa?
Although innovative industries tend to have above-average growth rates, a high level of innovative activity in an industry may make entry more risky; consequently, the effect on new firm survival should be negative (Brüderl et al., 1992; Audretsch, 1995; Audretsch et al., 2000) . However, new businesses, which are set up in close proximity to innovative firms of the same industry, could also benefit from knowledge spillovers that are conducive to their development (Krugman, 1991) . For this reason, the effect of an industry's innovativeness at a certain location on the survival of new businesses is undetermined (Table I) .
The nature of innovation activity in an industry as described by its technological regime may be more important than innovativeness itself (Winter, 1984; Audretsch, 1995, pp. 39-64; Marsili, 2002) . At an early stage of the industry life cycle, the market is characterized by an "entrepreneurial" regime in which small firms have a high share of innovation activity; thus, entrants face a relatively good chance of competing successfully. A relatively high level of technological turbulence at this stage may, however, imply a high risk and correspondingly high failure rates. Under the conditions of a "routinized" regime -i.e., after the establishment of a dominant design -the incumbent large firms have the innovative advantage. Therefore, the conditions for successful entry and survival in such a market can be assumed to be comparatively unfavorable (Table 1 ). The respective empirical evidence is, however, unclear. 2 In this context, it may be important to recognize that considerable differences can exist in regard to the technological regime of a certain industry between regions (see Saxenian, 1994 , for an illustrative example).
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Another factor that may affect the survival chances of new firms is the intensity of competition within an industry or region. This competition can be measured in a number of different ways. One indicator of the level of competition in an industry is the existing number of firms in relation to the volume of demand. The industrial ecology approach (Hannan and Carroll, 1992) argues that if the density of firms is relatively high upon a new firm's emergence, this will have a negative impact on the new firm's survival chances. 4 Another indicator of the intensity of competition is the entry rate in an industry or region. A relatively high entry rate indicates intensive competition, which may result in correspondingly high rates of new firm failure (MacDonald, 1986; Sterlacchini, 1994; Audretsch, 1995) . It is, however, unclear whether entry at the national or at the regional level has the greater effect on survival.
The observation that economic activity tends to be clustered in space (Audretsch and Feldman, 1996; Porter, 1998; Cooke, 2002) suggests that certain agglomeration economies are relevant for the location of new businesses and that these advantages compensate for the negative effect of higher cost (e.g. rents, wages) and of competition from other firms located in the vicinity. Advantages of setting up a new business in a large agglomeration could include the availability of large, differentiated labor markets and specialized services, easy access to research institutions, the spatial proximity to large numbers of customers as well as to other firms in the industry that may facilitate knowledge spillovers. It is, however, unclear if such advantages result from the proximity to firms that are related to the same industry (localization economies) or to diverse kinds of actors and institutions (urbanization economies). Moreover, such advantages may be more likely to result from the density or the size of a cluster or agglomeration.
The unemployment rate can be an indicator of at least three issues that may be relevant for new firm survival. First, high unemployment could reflect low growth rates, which may affect the success of start-ups in a positive or negative way (see above). Second, pronounced unemployment results in easy availability of labor and should, therefore, be conducive to much stronger impact when differentiated by region than compared with figures at the national level. 4 According to this "density delay" hypothesis, organizations that were set up when the industry was crowded have higher rates of exit than do organizations founded in other, less crowded time periods Hannan, 1989, 2000) . Geroski et al. (2002, 5f .) provide two explanations for such a phenomenon. The first explanation, called the "liability of scarcity", assumes that organizations created in unfavorable circumstances are in relatively bad shape and less robust. The second explanation suggests that firms that have been set up under crowded market conditions may be pushed into such types of niche where prospects of success are relatively low ("tight niche packing"). the development of new firms. And third, high unemployment can lead to a large share of start-ups created by unemployed persons. This raises the question whether the survival chances of new businesses founded by formerly unemployed persons differ from those of other start-ups. One may, for instance, expect firms founded by unemployed persons to have fewer resources because without employment and regular income, the available amount of capital will be rather limited. Moreover, the qualification level of unemployed persons tends to be below average. On the other hand, if the opportunity cost of a formerly unemployed entrepreneur is relatively low, these founders will not give up a non-successful business easily but will tend to fight until the situation appears hopeless (for an empirical test, see Pfeiffer and Reize, 2000) . Table I provides an overview of the different determinants of new firm survival and the expected signs for the effect.
III. Data and Measurement Issues
Our information on start-ups and their survival is generated from the German Social Insurance Statistics (see Fritsch and Brixy, 2004 , for a description of this data source), which covers the vast majority of the private sector in Germany. Since our data comprises only establishments with at least one employee other than the founder, those start-ups that remain very small without any employees are not included. 5 We exclude new businesses with more than 20 employees in the first or in the second year of their existence.
6 As a result, a considerable number of new subsidiaries of larger firms, which often begin as a rather large establishment, are not counted as start-ups. 7 Hence, although the data base is limited to the level of establishments, the focus is on entrepreneurship and new firm formation. A detailed analysis of our data base reveals that these data reflect new firm formation activity relatively well (see Fritsch and Brixy, 2004) .
We analyze the information about the numbers of newly founded businesses that have been able to survive different time periods. This 5 Start-ups are identified by new establishment numbers in the statistics at a yearly reporting date. If an establishment number disappears, this is regarded a closure. Those short-lived businesses that are set up and closed between two yearly reporting dates are not included in our data. If ownership changes lead to a change of the establishment number, this may be wrongfully identified as "exit" (= disappearance of an establishment number) and "start-up" (= new number) (see Fritsch and Brixy, 2004, for details) . 6 The main reason for excluding new establishments with more than 20 employees is that some of the large new establishments reported in our data are probably a result of the reorganization of larger firms and do not reflect the set-up of new establishments.
7 In our data we are, however, not able to identify if a firm is a subsidiary of a larger enterprise, a headquarter, or a single-plant firm with only one location.
information is available for the years 1983-2000. Because survival rates and hazard rates are logically related, our investigation is equivalent to analyzing hazard rates, i.e. the probability of new business failure in a given time interval. 8 We include only those cohorts of new businesses for which a 2-year survival rate can be calculated. Therefore, our information relates to the start-ups from 1983 to 1998. We have this information for every year, differentiated by industry (52 private-sector industries) and region (326 districts or Kreise).
We restrict the analysis to West Germany for two reasons. First, information on East Germany, the former socialist GDR, is only available from 1992 onwards -i.e., for a much shorter-time period. And second, a number of empirical analyses have shown that economic conditions were rather divergent in eastern and western Germany in 1990s and that quite different factors governed market dynamics in the two regions (Brixy and Grotz, 2004; Fritsch, 2004) . Information about employment and qualification was also taken from the Social Insurance Statistics. Other indicators are based on publications of the Federal Statistical Office (Statistisches Bundesamt).
The minimum efficient size of an establishment is computed as the 75th percentile of establishment size when establishments are ordered by size (number of employees). This measure goes back to Comanor and Wilson (1967, p. 428) and is used in other analyses (see, e.g., Audretsch 1995). Comanor and Wilson argue that large-scale establishments are efficient because otherwise, smaller units would have emerged. Accordingly, the smaller establishments are either newly founded or declining businesses that suffer from size disadvantages.
We measure innovativeness by the share of employees in Research and Development (R&D). The R&D employees are those with a degree in engineering or a natural science (source: Social Insurance Statistics). The indicator for the technological regime is the proportion of R&D employees in establishments with less than 50 employees over the share of R&D employment in total employment in the same region, industry, and year. This quotient measures the importance of small establishments for R&D 8 The survivor function S(t) reports the probability of surviving until time t. It gives the probability that failure does not occur before t. The hazard rate h(t) -also known as the conditional failure rate or age-specific rate of failure -is the probability that the failure event occurs in a given time interval if the subject has survived until the beginning of this interval. The hazard rate is completely determined and vice-versa if the survival rate is given. Therefore, the survivor function is nothing else than S(t) = exp{−H (t)} with H (t) = t 0 h(u)du being the cumulative hazard function. activity, thus indicating the entrepreneurial character of a certain industry in a region.
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IV. The General Survival Pattern Figure 1 shows the average survival rates of newly founded businesses in the 1984-2000 period. According to the average for all private sector industries, only 80% of the start-ups continued to exist after 1 year. The survival rates are considerably lower in services than in manufacturing. Looking at the hazard rates (Figure 2 ), it becomes clear that this higher vulnerability of start-ups in the service sector lasts until the sixth year of their existence. When the first 6 years are over, the likelihood of going out of business is about the same in services and in manufacturing. About 46% of the start-ups in manufacturing survived the first 10 years compared with about 37% in the service industries. Only 25.85% of all new service establishments set up in 1984 survived until 2000. In manufacturing this share is about 33.42%. There is some variation in the survival and hazard rates over time as shown in Table II . While the change in survival rates is somewhat cyclical, there appears to be an increase in the hazard rate after 2 years and particularly after 5 years. Pronounced variation in the survival and hazard rates can also be found within the manufacturing and the service sec- (Table III) . The highest 10-year survival rates are in water and energy, precision engineering, and in health care; by contrast, survival rates are relatively low in hotels and restaurants, apparel, and in agriculture. The regional distribution of the average 5-year survival rate shows a rather mixed picture (Figure 3) . Regions with relatively high survival rates are concentrated in the northern part of Bavaria and Baden-Wurttemberg as well as in the south-east portion of Hesse. The larger cities seem to have low survival rates. This result could be caused by the relatively high share of start-ups in the service sector, which generally tends to have a higher hazard rate (cf. Fritsch and Falck, 2006) in these regions. Also, the 2-year and the 10-year survival rates tend to be relatively low in agglomerations, while the respective hazard rates are comparatively high (Table IV) . Survival rates are the highest in the moderately congested regions, which represent the middle category between the agglomerations and the rural areas (Table IV) .
V. Multivariate Analysis

VARIABLES AND ESTIMATION PROCEDURE
In order to explain the survival rates, we estimated ordinary least square (OLS) regressions applying the Huber-White-sandwich procedure to gain estimates that are robust in regard to autocorrelation over time and heteroscedasticity between clusters. Heteroscedasticity could particularly occur for the survival rates as a result of differences in the number of start-ups per cell. A Tobit analysis may be more suitable because our dependent variables are rates that have only a limited range of values. This procedure, however, led to almost identical results; hence, we abstain from presenting the respective estimates here. In several cases, there were no start-ups in a certain industry, region, and year; thus, these cases could not be included into the analysis because no survival rate could be calculated. As we mentioned above (Section II), density effects could be relevant, and the chances of new firm survival may not be independent of the level of start-ups in the particular region, in neighboring regions, or in the industry, respectively. Thus, we include the number of new firm entries. Because the number of start-ups may not only be a determinant of survival chances but could also be influenced by the probability of surviving in a certain industry and region, this variable may be correlated with the error term, resulting in biased and inconsistent estimates.
To avoid this problem, we applied an instrumental variables approach, which substitutes the number of start-ups with a variable (the instrument) that is correlated with the number of start-ups but not with the error term. We used the number of employees in the respective industry and region as an instrumental variable for the number of new firms, which has a strong impact on the number of new businesses (Fritsch and Falck, 2006) . A Durbin-Wu-Hausman test indicated that this instrumental variable approach is not more efficient than including the number of start-ups, and, therefore, the OLS regression is appropriate. We cannot completely exclude that there is also an endogeneity problem with regard to the change of gross value added or with regional and industry employment change in the sense that high survival rates cause correspondingly high growth rates. While it can be regarded unlikely that a regional survival rate has an effect on the change of national GDP or overall employment in the respective industry, it could particularly be relevant in regard to regional employment change. However, we are not aware of any variable that would be suitable to serve as an instrument for these regressors.
If not explicitly noted otherwise, all the values of the explanatory variables relate to the period in which the new establishments started or -in the case of rates of change -to the entire time period under inspection, respectively. Such an approach produced considerably better results than the inclusion of values that relate to a later period of time -e.g., the years shortly before a new establishment closed down. This confirms the analysis of Geroski et al. (2002) , who found that the conditions prevailing at the time when new businesses are established have a longer-lasting effect on the firms' survival prospects. We performed the analysis for manufacturing industries, for service industries, and for the overall private sector, respectively.
10 Table V shows descriptive statistics for those variables that have been included in the final 10 Note that the overall private sector comprises industries that were not assigned to manufacturing and services such as agriculture, forestry, fishery, energy and water supply, mining, and construction. Therefore, the number of observations in the estimates for manufacturing and services do not add up to the number of observations in models for the whole private sector.
model. For all private sector industries, we found the highest minimum efficient size in coal mining and the lowest value in agriculture. Within the manufacturing sector, the maximum value was in the iron and steel industry and the minimum in furniture industry. In the service sector, the minimum value was in health care and the maximum value in the shipping industry.
Considerable variation could also be found for the other indicators. There were several cases where an industry did not exist in a certain district or in which the number of employees in the respective industry was rather small. A small number of employees in a certain industry may explain those observations that may appear extreme, such as a 100% share of R&D employment. Large differences can particularly be found with regard to the number of start-ups in the industry that occur in a certain region and the adjacent districts. However, such observations are in no way 'outliers' that have any significant effect on the results. Table VI displays the results of our final regression model for explaining the 2-, 5-, and 10-year survival rates. The estimations show that spatial autocorrelation is an important issue in explaining new firm survival. We found that the best way of accounting for such neighborhood effects in the model was not only to use the number of start-ups in the respective region as explanatory variable but also to include the number of new businesses that have been set up in the adjacent regions.
RESULTS
11 When start-ups in adjacent regions are included, no other type of exogenous variables for spatial autocorrelation proved to be statistically significant. Running the regressions without border territories where neighboring regions do not exist or are not included in the data set did not lead to any significant changes in the results.
A high minimum efficient establishment size in the industry has a negative impact on new firm survival in the services sector. Apparently, relatively high hurdles for successful entry into services lead to correspondingly low survival rates. This negative effect of minimum efficient size on new firm survival is particularly pronounced in the estimates for the 5-year and the 10-year rates. It takes some considerable time until many of the new businesses attain a competitive size. For start-ups in manufacturing, however, this effect is not statistically significant. This result is surprising given the relatively high values of minimum efficient size in manufacturing ( Table V ). An explanation could be that the higher hurdles for entry in manufacturing induce relatively strong self-selection of entrants and that this positive impact compensates for the higher problems of attaining a competitive size in this sector. Due to the high share of services sector start-ups, minimum efficient size is also significant with a negative sign in the estimations for all private sector industries. The share of R&D employment in the particular industry, region, and year has a significantly negative impact on the survival chances of new businesses in services but proves to be significantly positive for the 2-year and for the 5-year survival rate in the manufacturing sector. In the estimates for all private sector industries, the respective coefficient is statistically significant only for the 2-year survival rate and with a positive sign. The negative coefficients that we find for the share of R&D employment in services industries confirm the hypothesis that entry into innovative industries is relatively risky. We find a significantly positive coefficient for the share of regional R&D employment in the estimates limited to manufacturing start-ups, which demonstrates that there are differences between the large economic sectors. This positive effect may result from the relative prosperity of innovative manufacturing industries that is not perfectly controlled for by the employment change variables in the model. Including the share of R&D employment by year and industry without regional variation leads to considerably lower t-values. This clearly indicates that the regional variation has an effect. Due to high correlation between the share of R&D employment and our measure for the entrepreneurial character of an industry's technological regime, we do not include both variables into the same model. If we substitute the technological regime indicator for the share of R&D employment, it is only statistically significant for the 10-year survival rate in the estimates for all sectors. The respective coefficient shows a positive sign indicating that an entrepreneurial regime is conducive to survival.
The number of start-ups in the respective industry and region has a negative impact on new firm survival. As already mentioned above, we also include the number of start-ups in the adjacent regions in this variable, which proves to have an important effect. The highly significant negative sign of the respective regression coefficient obviously reflects the strong competition between a large number of entries and confirms the market density-hypothesis (Section II). The start-ups in adjacent regions are obviously the main source of spatial autocorrelation. If start-ups in adjacent regions are included, no other indicator for spatial autocorrelation is statistically significant.
The negative relationship between population density and the survival rate of newly founded businesses points toward the relevance of urbanization diseconomies -i.e., negative effects of spatial proximity to economic units affiliated with various industries. This result may also be regarded as an indication of the effect of market density. In order to test for the relevance of localization economies that emerge from the spatial proximity of similar activities, one could include the number of employees in the same industry. Such an approach results in coefficients with a highly significant negative sign. An interpretation of this result is difficult given the considerable statistical relationship between employment and the number of start-ups in an industry (coefficient of correlation of 0.65). The least we can say is that there is no positive net-impact of localization economies on new firm survival. If spatial proximity to other establishments in the same industry has positive effects on the development of newly founded businesses, these effects may be offset by stronger competition for customers and for resources due to the presence of other suppliers of the same kind in the region.
Change of national gross value added and employment change in the particular industry or region are indicators for the development of demand. We found positive effects for these variables that turned out to be the most pronounced when the change rates were not calculated for single years but for the total life-span of the new businesses. 13 All three indicators show a positive sign, thus indicating that the three dimensions are of some importance. Particularly, the pronounced positive effect of regional employment change indicates that local conditions have an important impact on new business survival even when the national and the industry specific developments are controlled for.
14 The regional unemployment rate in the year when a new business was set up can be regarded as an indicator of two things: the regional economic conditions such as growth rates and availability of labor in that year and the share of new businesses that were founded by unemployed people. Including this indicator in the year when a new business was set up or as an average over the period under inspection in our models did not show any significant effect. We also did not find a stable impact of capital intensity, unit labor cost, and user cost of capital on the survival chances of newly founded businesses.
Footnote 12 continued
This result indicates that market density has some regional dimension and that a considerable part of the relevant competition is within the region. 13 We did not find any statistically significant impact of growth rates in the year(s) before the particular business was set up.
14 Including regional employment change in the respective industry instead of the figure for all industries results also in a pronounced positive effect. However, the coefficient is somewhat smaller.
Dummy variables for industries and years were not included because of their high correlation with many of the explanatory variables. Including dummy variables for certain spatial categories (e.g., high density agglomeration, rural area) or interacting certain variables with indicators of population density did not result in any significant effects. Conducting the same type of analysis for East Germany leads to a much lower share of explained variance. In contrast to West Germany, we find some considerable variation in new firm survival rates over time in East Germany (cf. Brixy and Grotz, 2004; Fritsch, 2004) . In addition, there are fewer factors that have a statistically significant impact on the survival of new firms, suggesting that survival of new businesses in East Germany is subject to erratic influences to a greater extent than is true in the West. These differences also strongly indicate the importance of regional conditions for the survival of newly founded businesses.
VI. Conclusions
We identified a set of variables that have an impact on the survival chances of new businesses. By simultaneously accounting for the spatial dimension, we were able to show that the regional economic environment is of considerable importance for the success of newly founded businesses. This impact of regional conditions is particularly clear for the number of start-ups in a region, regional innovation activity, regional employment growth, and population density. Moreover, we find pronounced spatial autocorrelation, which also emphasizes the importance of location in terms of "neighborhood effects". The impact of a variable always became stronger when it could be disaggregated by region as compared to including the variable without regional differentiation. These findings clearly suggest that empirical analyses of new firm survival should try to account for the regional level.
If regional factors have an important effect on new business survival, founders are faced with the decision to choose the appropriate location for their start-up. We know, however, from empirical research that founders of new businesses nearly always set up their business close to the place where they reside (Mueller and Morgan, 1962; Sorensen and Audia, 2000) . However, this could also mean that they first settle down in a certain region and then consider whether or not to start a business on their own, often after a considerable amount of time has passed and, perhaps, stimulated by the regional conditions. Given the heterogeneity of industries and new businesses within industries one should be careful in deriving general recommendations for the choice of location from our results. Our results are general trends that should be adjusted to the specific characteristics of a certain project.
There are a number of issues in the analysis that deserve further investigation. First, we should further investigate the ways in which the spatial autocorrelation, which was found in our data, is produced. What are the forces behind these effects? Second, the diverse results that we found for the effect of an industry's minimum efficient size on new firm survival over different time-spans should be further investigated and better understood. Third, the positive relationship between survival in manufacturing industries and the share of R&D employment is still unclear. Finally, it would be desirable to find out the relative importance of the environmental factors as compared to firm specific characteristics. This, however, requires the availability of micro data and information at the level of the respective region and industry.
