Abstract-Over the years, the distributed database has been developed so fast that there's a need to develop an effective selection algorithm for it. Loo and Choi has proposed a statistical selection algorithm with the same objective and run in multicast / broadcast environment that has been proved that it is the best among others in terms of the number of messages needed to complete the searching process [4]. However, this algorithm has a high probability of failure. A few improvements have been done to this original algorithm. This new algorithm is developed based on the simulation of the real multicast environment. Three modifications have been added in the new algorithm to solve the problem. Two performance measures have been conducted for the purpose of performance analysis between original and new algorithm.
I. INTRODUCTION
The selection algorithm has been developed to ease the distributed database operation and peer-to-peer computing. It also can be applied to select the closest server. Selection operations are needed in some distributed sorting algorithms ( [1] , [3] , [5] , [6] , [7] , and [15] ). In these distributed sorting algorithms, it is necessary to find the n/i th keys (where i = 1, 2, … , p-1, n is size and p is the number of computers involved). A file, F with n records which distributed in a few sites and all this records are totally ordered and design resolution algorithms, which minimize the amount of communication activity rather than the amount of processing activity has been examined [11] . Different solutions and bounds exist for the distributed selection problem in the point-to-point network depending on the topology of the network ( [2] , [8] , and [14] ). A general selection algorithm is developed using packets and its packet complexity is shown to be a significant improvement for a large range of packet sizes over the existing bounds [9] . It is bit optimal in star networks. The sampling techniques are used in designing the distributed algorithms [10] . Some distributed algorithms ( [3] , [12] and [13] ) were suitable for the intranet environment. These algorithms consider the availability of the broadcast / multicast communication in the system. Loo and Choi analyzed the problems in the database operation and present statistical selection algorithms, which are designed to select j th smallest key from a very large file distributed over many computers [4] . These algorithms aim to minimize the number of communication necessary to the selection problem. It is assumed that all data are sorted and within a certain range in each local file [4] . All computers that participate are equal and they have equal share of the workload. The complexity analysis based on the number of messages needed is done to compare this algorithm with the previous algorithm ( [3] amd [12] ).
Loo and Choi's algorithm [4] are efficient in terms of the number of communication messages where the number of communication messages required in the statistical selection algorithm for distributed databases is lower than in any published algorithms with the same type of computer connection topologies.
The algorithm that has been implemented in this research is a type of statistical selection algorithm that came from an improvement from an existing algorithm developed by Loo and Choi [4] . Improvements are done based on the analysis, result and problems found in the simulation of the original algorithm.
Based on the simulation that has been set up, a few problems are found. The algorithm fails in a high rate where it can't find the key, instead the algorithm will make the execution keep on looping (infinite loop) in finding the key.
II.THE SIMULATION ENVIRONMENT
At this moment, the new algorithm developed can only be run in the simulation environment that try to simulate the following situation where a single broadcast channel connects all participants, a large file is physically distributed among all the participants uniformly. The keys follow a known distribution; in this case they are sorted in ascending order.
Both original and new algorithm that implemented in the simulation is only focus into finding the 30 th smallest key in the global file that is being distributed among participants. This research is only focus on the number of participants that vary from 2 to 6. The number of participants involve in the searching process does not include the coordinator. Each participant holds 30 data that has been generated randomly and sorted at the beginning of the searching process. The performance and complexity analysis for both algorithms is measured based on only four criteria. They are probability of failure, the number of messages needed, the number of rounds needed and the execution time.
III. SEARCHING PROCESS OPERATION
The following searching process is based on the equations from Loo and Choi [4] that the algorithm is based on with a little modification in it. First, the coordinator will calculates the initial delimiter by gather all the information regarding the smallest key and largest of each participant's local file by using the following equation:
maximum of the key values in the global file m: minimum of the key values in the global file p: number of computers involved
After calculate the initial delimiter value, the coordinator sends it to all other participants. Based on this delimiter value, each participant select a Pivot [i] from the key that they generated in the local file, where this key is the biggest key less than or equal to the delimiter and i is and index refer to the participant number. The rank of a key is denoted as R [i, r] which is the number of keys that are smaller than the pivot i in participant r. Participant i will send its pivot to other participants, so concurrently there are p-1 recipients for this pivot. Each participant will compare this pivot with all the keys stored in their local file to obtain the rank for it. These ranks will be broadcast to the other participants sequentially. Each participant will receive p-1 ranks from other participants. These ranks are add up to obtain the global rank for its pivot. Global rank is defined by the following equation:
If this rank is equal to target rank, j, then the process end, otherwise another pivot need to be generate. At this point, the local file is split into two sub-file based on this criteria. The first sub-file contains all keys that are smaller than its pivot and the second sub-file contains all the keys that are greater to the pivot. The first sub-file is use if the global rank, G for the pivot is greater than the target rank, j. If the global rank, G for the pivot is smaller than the target rank, j, then the second sub-file is use. Note that, the current pivot is not included in both sub-files. A search value is calculated by the following equation: 
This new search value is use as a guideline to find the next pivot in the local file. So, if first sub-file is used, the greatest key in the remaining sub-file, which is smaller or equal to the new search value is chose as the new pivot, else if the second sub-file is used, the smallest key in the remaining sub-file, which is greater than or equal to the new calculated value, is identified as the new pivot. The process is repeated until the target key is found.
When the intended target key is found, the participant that holding that key will notify the coordinator. Then, the coordinator will stop the searching process by breaking the iteration and display the result.
IV. MODIFICATIONS ON THE ALGORITHM
Three modifications have been added in the algorithm that aimed to solve the problem as stated in the statement of problem.
Modification 1 placed more restriction on the key values generated by the participants. There are no key value can be repeated in a local file. This means that the participants cannot generate two same random numbers and store it in the local file. However, the same key value can be repeated in the global file or other participants. Number 0 is treat as a key value like other values. It doesn't mean nothing or null value to the system. Modification 2 aims to solve the problem caused by the repeated key that has the same value with the target key in the global file. The second modification that made to the system is regarding the finding of the rank for a pivot from another participant. As stated in the assumptions, the global rank for the repeated keys in the global file is not same since they are well ordered. An additional assumption needs to be made here. For example, let say 104 can be found in participant 1, participant 3 and participant 4. The global rank for 104 in participant 3 is 29, then the global rank for 104 that situated in participant 1 is 29 -1 = 28 and the global rank for 104 in participant 4 is 29 + 1 = 30.
Modification 3 ensures that a unique pivot is generated each time. A virtual buffer fixed size is used to store the previous value that has been generated. Each time before a new pivot is identified, it is being compare to those values in the buffer to make sure that it is unique.
V. PERFORMANCE MEASURES
Performance measure has been conducted to compare the performance between new algorithm and the original algorithm in various perspectives. These perspectives are the probability of failure, number of messages needed, number of rounds needed and the execution time.
A. Probability of failure
The original algorithm and the new algorithm might fail in various ways due to the problems that may come from the equations like equation (3) and (4) or other factors that mention in previous section. To calculate the probability of failure for both algorithms, each of the algorithms is executes 50 times. It is assumed that the failure has occurs when the algorithm couldn't find the target key within 20 rounds.
B. The execution time
The computation time needed for each searching process is refer as execution time. Each case (p participants) in each algorithm is executed for n times where n = 50, only the successful execution is count. The average execution time is given by the equation below:
otal execution time t (5) VI. RESULT
A. Probability of Failure
By referring to fig. 1 , the probability of failure for the new algorithm is lower and more consistent compare to the original algorithm. The main factor to contribute to this is the failure of the equation (3) . (3) may obtains the result for the new pivot that appear to be the previous pivot that has been used before, then the next pivot it calculate will be same as the previous pivot too, thus looping occur and cause a failure.
New algorithm is able to avoid the searching process from looping by choosing another new pivot if the current generated pivot is one of those previous pivot that has been used before.
All the data about probability of failure gathered in this measure is just estimation. This is because the failure is occur in spontaneous way. However, it is sufficient enough to reflect the real situation and to compare both algorithms.
B. Execution Time
By comparing the graphs in fig. 2 , the differences between the execution time for both algorithms are very small (within 50ms). It is suggest that the execution time for each algorithm in each case actually is almost the same. Although much modifications has been done in the new algorithm, but this doesn't change much on the execution time.
As stated, the execution time increased when the number of participants increased. This is because when more participants involved, more local files exist and more keys generated and the size of the global file increased greatly. Besides that, the data distribution in both local and global files become more complex compare to the data distribution in both files when fewer participants involved. Thus, more pivots need to be checked before the target key is found and this increase the execution time.
VII. DISCUSSION ABOUT MODIFICATION 1 As stated in the previous section, modification 1 aim to provide more restriction on the generated random data to ensure that the algorithm does not fail due to the problem from the data. This modification aims to eliminate the repeated data in a participant's local file.
The data is restricted such that no repetition in the local file. This is because if the algorithm is going to use in the database application in searching of data, there is no reason to have the same identical data in one database since repetition of data or two identical data are generally eliminate from the database.
However, the same key value can be repeated in the global file or other participants. This is because if the system involve the distributed database, where a system consists of a few databases that placed in different location, certain level of repetition data is allow to increase the effectiveness and reduce the time needed to find certain data.
VIII. DISCUSSION ABOUT MODIFICATION 3 As stated in the previous section, to eliminate the looping problem, a buffer of size 10 is used. This buffer records the pivot that has been used before. After the new pivot has been selected from the sub-file, it is compares to those value store in the buffer, if it is one of those previous pivot, then new value is selected by add one to the index of the current pivot, thus next pivot selected is the one that is greater and next to the current pivot. The assumption is as long as the new unique pivot is used all the time, the target key must always be found. The only difference is that the matter of time to get the target key.
However, this modification does have some limitation to the system. The modification that has been made in the new algorithm takes up more space in the memory and longer execution time. The buffer with size 10 is implement as an array in the coding that use to record the previous pivot that has been used, takes up some space in the memory. As stated, if the searching process takes up more than 10 rounds, then the first pivot in the buffer is overwritten by the next pivot that going to be recorded. If the pivot chosen after eleventh round accidentally equal to the first pivot, then the algorithm can't determine whether this is a repeated pivot or not and thought that this is the new pivot. Thus, the looping problem still can't avoidable.
IX. CONCLUSION AND FUTURE WORKS
The new algorithm has decreased the probability of failure in the original algorithm while remaining the execution time.
Future works include the further modification of the algorithm to reduce the probability of failure to zero, and to test the current new algorithm and previous algorithm in different platform and select other k th smallest key to compare their performance and multiple searching at the same time.
