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Abstract
Let A¯ ∈ Fn×n, B¯ ∈ Fn×m, where F is an arbitrary field. In this paper we solve the prob-
lem of the existence of the matrix
[
A¯ B¯
]
when its feedback invariants and some rows are
prescribed.
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1. Introduction
Let F be arbitrary field. The aim of this paper is to give a solution to the prob-
lem of the existence of a rectangular matrix
[
A¯ B¯
] ∈ Fn×(n+m) when its invariant
polynomials, column minimal indices and some rows are prescribed.
This problem can be stated in the following way:
Problem 1. Let
λ
[
In 0
]− H = [λI − A −B −C] ∈ F[λ]n×(n+l+m).
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Determine the possible feedback invariants of a matrix pencil
λ
[
In+l 0
]− G = [λI − A −B −C−D λI − E −F
]
∈ F[λ](n+l)×(n+l+m),
when matrices D, E and F vary.
The problems of completion of matrices are studied for a long time. G. de Oliveira
in [9] solved the problem of completion of the principal square matrix to the square
matrix with prescribed characteristic polynomial.
Later, Sá in [10], and independently Thompson in [11], improved this result by
solving the same problem when invariant polynomials are prescribed instead of the
characteristic polynomial.
Also, Wimmer in [12], gave the solution for the following problem:
Let
G =
[
A B
D E
]
∈ F(n+l)×(n+l),
where A ∈ Fn×n and B ∈ Fn×l are given. Under what conditions there exist matrices
D and E such that G has prescribed characteristic polynomial.
Zaballa in [14] improved this result and solved the problem when the invariant
polynomials of G are prescribed instead of its characteristic polynomial.
Further, in [15], Zaballa solved the following problem:
Let A ∈ Fn×n. When there exists matrix B ∈ Fn×l such that [A B] has pre-
scribed feedback invariants. The last two results together gave a new proof of
Sá–Thompson’s problem.
Concerning the column completion problems, Baragaña and Zaballa in [2] gener-
alized the result from [15]. They solved the problem of existence of the matrix X ∈
Fn×m such that
[
A B X
]
has prescribed invariant factors and Brunovsky indices.
Later, Mondié in [8] (see also [3,7]) gave another answer of the same problem in
terms of controllability indices. Finally, Baragaña in [1] simplified the conditions
obtained in [2].
Also, in [4], Furtado and Silva, gave the solution of Problem 1 when only the
characteristic polynomial (i.e. product of invariant polynomials) of G is prescribed.
Thus, the problem we posed is a natural prolongation of the previous ones. How-
ever, the solution of the Problem 1, given in Sections 5 and 6, is independent from the
previous results. All the problems mentioned here are obtained as consequences of
the main result (Theorem 1 in Section 4), and are given as corollaries in
Section 7.
In order to solve the problem, it will not be enough to use the standard feed-
back invariants. We shall use the (n, l)-feedback invariants introduced in Section
2 (see also [4]). In fact, the feedback equivalence operations on G produce (n, l)-
feedback equivalence operations on H . The set of (n, l)-feedback invariants consists
of the invariant factors of H , and the two subsets of its column minimal indices,
further defined as the minimal indices of the first and of the second kind of H . The
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necessary and sufficient conditions of the main result, will be given in terms of the
(n, l)-feedback invariants of H and the feedback invariants of G.
2. Notation
If f is a polynomial, d(f ) denotes its degree. Let f (λ) = λk − ak−1λk−1 − · · · −
a1λ − a0 ∈ F[λ], k > 0, then C(f ) denotes the companion matrix
C(f ) =
[
e
(k)
2 · · · e(k)k a
]t
,
where e(k)i is ith column of the identity matrix Ik and
a = [a0 · · · ak−1]t.
If A ∈ Fn×n and B ∈ Fn×l , we denote by S(A,B) the controllability matrix of
the pair (A,B) i.e.
S(A,B) = [B AB A2B · · · An−1B] ∈ Fn×nl.
If rankB = m, form a basis of Fn by selecting from left to right all linearly inde-
pendent columns of S(A,B). Then such a basis will be (where bi denotes the ith
column of B){
b1, Ab1, . . . , A
l1−1b1, b2, Ab2, . . . , Al2−1b2, . . . , Alm−1bm
}
.
The positive integers l1, l2, . . . , lm are called the controllability indices of (A,B)
and they coincide (unordered) with the Kronecker (column) minimal indices of a
singular pencil
[
λI − A, −B] (for details see [5,13]).
Let A,A′ ∈ Fn×n and B,B ′ ∈ Fn×l . Two matrices
M = [A B] , M ′ = [A′ B ′] (1)
are said to be feedback equivalent if there exists a nonsingular matrix
P =
[
N 0
V T
]
,
where N ∈ Fn×n, V ∈ Fl×n, T ∈ Fl×l , such that M ′ = N−1MP .
It is easy to verify that two matrices of the form (1) are feedback equivalent if and
only if the matrix pencils
R = [λI − A, −B] and R′ = [λI − A′, −B ′] (2)
are strictly equivalent. Therefore, the matrices (1) are feedback equivalent if and
only if the pencils (2) have the same invariant factors and the same column minimal
indices (frequently we shall call this set of invariants the feedback invariants). The
feedback invariants of the matrix M , we define as the feedback invariants of the
corresponding pencil R.
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The product of invariant factors of the pencil R will be called its characteristic
polynomial. If all the invariant factors of R are trivial then we will say that it is
completely controllable.
If ψ1| · · · |ψn are invariant polynomials of a matrix A, then ψi = 1, for any i 
0, and ψi = 0, for any i  n + 1. Also, if nonnegative integers e1  · · ·  es are
the column minimal indices of a pair (A,B), then ei = 0 for i  s + 1 and e0 =
∞. For any set of the elements {a1, . . . , as}, ∑ ai denotes their sum, i.e. ∑si=1 ai .
Also,
∑
k ai means
∑s
i=k ai and
∑k
ai stands for
∑k
i=1 ai . Analogously, by
∏
ai we
denote their product, i.e.
∏s
i=1 ai . Also,
∏
k ai denotes
∏s
i=k ai , and
∏k
ai denotes∏k
i=1 ai .
Let A,A′ ∈ Fn×n, B,B ′ ∈ Fn×l and C,C′ ∈ Fn×m. Two matrices
L = [A B C] and L′ = [A′ B ′ C′]
are said to be (n, l)-feedback equivalent if there exists a nonsingular matrix
P =
S 0 0T U 0
V G H
 ∈ F(n+l+m)×(n+l+m),
where S ∈ Fn×n, U ∈ Fl×l , such that L′ = S−1LP .
Also, in this case, we will say that the corresponding pencils[
λIn − A −B −C
]
and
[
λIn − A′ −B ′ −C′
]
are (n, l)-feedback equivalent, as well.
Concerning this equivalence relation one can find details and proofs in [4]. Using
the previous notation and result from Lemma 4 from [4], it is easy to obtain the
following result:
Lemma 1. The matrix L is (n, l)-feedback equivalent to a unique matrix L′, where
A′ = C(α1) ⊕ · · · ⊕ C(αn) ⊕ C(λν1) ⊕ · · · ⊕ C(λνρ )
⊕C(λµ1) ⊕ · · · ⊕ C(λµl ) ∈ Fn×n,
B ′ =
[
e
(n)
ν1+···+νρ+µ1+p · · · e(n)ν1+···+νρ+µ1+···+µl+p0
]
∈ Fn×l ,
C′ =
[
e
(n)
ν1+p e
(n)
ν1+ν2+p · · · e(n)ν1+···+νρ+p0
]
∈ Fn×m,
p = ∑ d(αi), µ1  · · ·  µl  0, ν1  · · ·  νρ > 0 and α1(λ)| · · · |αn(λ), l, ρ,
n  0.
The matrix L′ will be called the canonical form for (n, l)-feedback equivalence
of the matrix L.
Note that the numbers µi and νi are the nonzero column minimal indices (un-
ordered) of[
λI − A −B −C] .
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We shall call them the minimal indices of the first (respectively, second) kind of our
pencil (and of the corresponding matrix L). Polynomials α1(λ)| · · · |αn(λ), are the
invariant factors of the given pencil.
Invariant factors, minimal indices of the first and of the second kind of the pencil[
λI − A −B −C] are called (n, l)-feedback invariants of the given pencil and
of the corresponding matrix L.
Using the previous notation, the following result is easy to prove:
Lemma 2. Let d1  · · ·  dρ > 0 be positive integers and γ1| · · · |γn+l monic poly-
nomials. If the matrices L and L′ are (n, l)-feedback equivalent, then there exist
matrices D ∈ Fl×n, E ∈ Fl×l and F ∈ Fl×m such that[
λI − A −B −C
−D λI − E −F
]
has d1, . . . , dρ and γ1, . . . , γn+l as feedback invariants if and only if there exist
D′ ∈ Fl×n, E′ ∈ Fl×l and F ′ ∈ Fl×m such that[
λI − A′ −B ′ −C′
−D′ λI − E′ −F ′
]
has d1, . . . , dρ and γ1, . . . , γn+l as feedback invariants.
3. Auxiliary results
Lemma 3 [6]. Let α1| · · · |αn and γ1| · · · |γn+l be monic polynomials such that
γi |αi |γi+l , i = 1, . . . , n.
Let πj = ∏n+ji=1 lcm(αi−j , γi), j = 0, . . . , l. If σj = πjπj−1 , j = 1, . . . , l, then
σ1| · · · |σl.
Lemma 4. Let α1| · · · |αn and γ1| · · · |γn+l be monic polynomials such that
γi |αi |γi+l , i = 1, . . . , n.
Let ν1  · · ·  νρ, µ1 + 1  · · ·  µl + 1, and
ν1  · · ·  νk1−1  µ1 + 1  · · ·  νki−i  µi + 1  · · ·  νρ  µl + 1 > 0,
i = 2, . . . , l − 1. Denote their union by f1  · · ·  fρ+l . Let d1  · · ·  dρ be pos-
itive integers. Let βi = lcm(αi−1, γi), i = 1, . . . , n + 1. Suppose that the following
is satisfied:
(a.1) di  νi, i = 1, . . . , ρ,
(a.2) hq = min{i|di−q+1 < fi} = kq, q = 1, . . . , l, hl = ρ + l,
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(a.3) ∑hqi=1 fi −∑hq−qi=1 di  d(πl) − d(πl−q), πj = ∏n+ji=1 lcm(αi−j , γi),
j = 0, . . . , l, q = 1, . . . , l,
(a.4) ∑ρ+li=1 fi +∑ni=1 d(αi) = ∑ρi=1 di +∑n+li=1 d(γi) = n + l.
Then there exist nonnegative integers g˜1  · · ·  g˜ρ+l−1 such that
(b.1) g˜i  fi, i = 1, . . . , ρ + l − 1,
(b.2) di  ν¯i , i = 1, . . . , ρ,
(b.3) ∑h˜qi=1 g˜i −∑h˜q−qi=1 di  d(πl) − d(πl−q), h˜q = min{i|di−q+1 < g˜i},
q = 1, . . . , l − 1,
(b.4) ∑ρ+l−1i=1 g˜i +∑n+1i=1 d(βi) = ∑ρ+li=1 fi +∑ni=1 d(αi),
where {ν¯1, . . . , ν¯ρ} = {g˜1, . . . , g˜ρ+l−1} \ {g˜h˜1 , . . . , g˜h˜l−1}, and ν¯1  · · ·  ν¯ρ .
Proof. From condition (a.3) we have ∑hl−1i=1 fi −∑hl−1−l+1i=1 di  d(πl) − d(π1).
Since, π1 = ∏βi and πl = ∏ γi we obtain
hl−1−l+1∑
i=1
di 
n+1∑
i=1
d(βi) −
n+l∑
i=1
d(γi) +
hl−1∑
i=1
fi.
Denote by x = ∑ d(αi) + µl + 1 −∑ d(βi) −∑hl−li=hl−1−l+2 di +∑hl−1i=hl−1+1 fi .
Using condition (a.4) we obtain x  0.
First, we will define numbers g′1, . . . , g′ρ+l−1, and g˜i , i = 1, . . . , ρ + l − 1, will
be their nonincreasing ordering. Before proceeding, note that since x  0, we can
define g′i = di−l+1, for all i = hl−1 + 1, . . . , hl − 1, and all other g′i , i = 1, . . . ,
hl−1, we will define by increasing the corresponding fi , i = 1, . . . , hl−1. Thus we
can assume that fhl−1 is the last among fi’s to be increased, and that x =
∑
d(αi) +
µl + 1 −∑ d(βi).
Define H1, . . . , Hl−1 as
Hq =
∑
d(γi) − d(πl−q) −
hq∑
i=1
fi +
hq−q∑
i=1
di, q = 1, . . . , l − 1.
Note that x = Hl−1, and that from (a.3) we have Hq  0, q = 1, . . . , l − 1.
Now, denote
∑hq−q
i=hq−1−q+2 di −
∑hq
i=hq−1+1 fi by Sq , q = 1, . . . , l − 1. Thus, we
have Hq − Hq−1 = Sq + d(πq−1) − d(πq−2), q = 1, . . . , l − 1, H0 = 0. Applying
Lemma 3, we obtain
H1 − S1  H2 − H1 − S2  · · ·  Hl−1 − Hl−2 − Sl−1. (3)
Split all fi’s into the l − 1 groups, such that the ith group, i = 1, . . . , l − 1, con-
sists of the following elements: fhi−1+1, . . . , fhi , where h0 = 0. Now, suppose H1 · · ·  Hl−1. Then define g′i’s as follows:
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First increase the fi’s from the first group, i.e. f1, . . . , fh1−1, such that thus
obtained numbers are nonincreasing, until one of the following statements is true:
g′i = di for all i = 1, . . . , h1 − 1 or
h1−1∑
i=1
g′i −
h1−1∑
i=1
fi = H1.
If at some moment r1 = ∑h1−1i=1 g′i −∑h1−1i=1 fi becomes equal H1 (i.e. if S1 + fh1 
H1), we stop and define g′h1 = fh1 . If not, define g′h1 = H1 − S1 (note that in this
case g′i = di , i = 1, . . . , h1 − 1).
Now we pass to the second group of fi’s, and repeat the procedure. Indeed, we
increase fh1+1, . . . , fh2−1, such that thus obtained numbers are nonincreasing, until
one of the following statements is true:
g′i = di−1 for all i = h1 + 1, . . . , h2 − 1 or
h2−1∑
i=h1+1
g′i −
h2−1∑
i=h1+1
fi = H2 − H1.
If at some moment r2 = ∑h2−1i=h1+1 g′i −∑h2−1i=h1+1 fi becomes equal H2 − H1 (i.e.
S2 + fh2  H2 − H1), we stop and define g′h2 = fh2 . If not, define g′h2 = H2 −
H1 − S2. And so on.
Finally, in the last, (l − 1)th group of fi’s we increase fhl−2+1, . . . , fhl−1−1, such
that thus obtained numbers are nonincreasing, until one of the following statement is
true:
g′i = di−l+2 for all i = hl−2 + 1, . . . , hl−1 − 1 or
hl−1−1∑
i=hl−2+1
g′i −
hl−1−1∑
i=hl−2+1
fi = Hl−1 − Hl−2.
If at some moment rl−1 = ∑hl−1−1i=hl−2+1 g′i −∑hl−1−1i=hl−2+1 fi becomes equal Hl−1 −
Hl−2 (i.e. if Sl−1 + fhl−1  Hl−1 − Hl−2), we stop and define g′hl−1 = fhl−1 . If not,
define g′hl−1 = Hl−1 − Hl−2 − Sl−1.
From the definition of g′i’s and from (3), we obtain g′h1  g′h2  · · ·  g′hl−1 .
Also, the subsequence of g′i’s for i = {1, . . . , hl−1} \ {h1, . . . , hl−1} is nonincreas-
ing, and it satisfies:
di−j+1  g′i  νi = fi, hj−1 < i < hj , i = 1, . . . , l − 1.
Further, g′hi  fhi , i = 1, . . . , l − 1, which gives (b.1). Obviously, h˜i  hi and g˜h˜i =
g′hi , which together with g
′
i  di−j+1, i = 1, . . . , l − 1, gives (b.2). Also, since∑
g′i −
∑
fi = Hl−1 = x, (b.4) is obviously satisfied. For condition (b.3) note that
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in the case h˜q = hq , for some q ∈ {1, . . . , l − 1} it is equivalent to∑hqi=1 (g′i − fi) 
Hq , which is obviously satisfied. However, even in the case h˜q < hq it is equivalent
to the same condition, since this happens only if all g′i’s from the qth group (except
g′hq ) are equal to the corresponding di’s (i.e. g′i = di−q+1, hq−1 < i < hq ).
If Hi’s, i = 1, . . . , l − 1 are not in the desired order then in the ith step instead
of increasing fi’s from the ith group by Hi − Hi−1, we should increase them by
min(Hi, . . . , Hl−1) − min(Hi−1, Hi, . . . , Hl−1), i = 1, . . . , l − 1. 
Lemma 5. Let α1| · · · |αn and γ1| · · · |γn+1 be monic polynomials such that∑
d(αi) = p and ∑ d(γi) = p + q. If
γi | αi | γi+1, i = 1, . . . , n,
then the matrix
C =
[
C(α1) ⊕ · · · ⊕ C(αn) ⊕ C(λq−1), e(p+q−1)p+q−1
]
∈ F(p+q−1)×(p+q)
can be completed by one row in order to obtain the matrix with invariant polynomials
γ1| · · · |γn+1.
Proof. Using the condition and the classical Sá–Thompson result for the completion
of polynomial matrices (see [10,11]), the matrix[
Iq−1 ⊕ (λI − N), 0
] ∈ F[λ](p+q−1)×(p+q),
where N = C(α1) ⊕ · · · ⊕ C(αn),
can be prolonged by one polynomial row such that the obtained matrix has γ1| · · · |
γn+1 as invariant factors. Denote such obtained matrix by T (λ). Even more, the poly-
nomial at the position (p + q, p + q) in the matrix T (λ), denoted by p(λ) = λq +
λq−1yq + · · · + λy2 + y1, is equal to ∏ γi/∏αi . Thus, the matrix T (λ) is equiva-
lent to the one which in the last row, except polynomial p(λ), has scalars. The last
is true since there always exists the quotient with remainder of S(λ) by λI − N , for
any polynomial row matrix S(λ), with the degree of remainder less than one.
Since the submatrix I ⊕ p(λ) is equivalent to λI − C(p(λ)), the matrix T (λ) is
equivalent to the following one:
λI − N 0
λ −1
0
.
.
.
.
.
.
λ −1
S y1 · · · yq−1 λ + yq
 , (4)
where S denotes the scalar row matrix, as we wanted to prove. 
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Lemma 6. Let x + 1  y > 1. Let c ∈ F. Then the matrix
M1 =
[
C(λy) 0 ce(y)y−1
0 C(λx) e(x)x
]
(5)
is feedback equivalent to the matrix
M2 =
[
C(λy) 0 0
0 C(λx) e(x)x
]
. (6)
Proof. Let
P =
Iy 0 −cIy−10 0
0 Ix
 ∈ F(x+y)×(x+y).
Then
PM1
[
P−1 0
0 1
]
= M2,
as wanted. 
Using the same techniques as in Lemma 6, the following lemma is easy to prove:
Lemma 7. Let N ∈ Fn×n. Let V ∈ Fm×n. Then the matrix[
N 0 0
V C(λm) e
(m)
m
]
is feedback equivalent to the following one:[
N 0 0
0 C(λm) e(m)m
]
.
Lemma 8. Let ν1  · · ·  νρ  µ1 + 1 > 0. Let g1, . . . , gρ be nonnegative
integers, not necessarily nonincreasing, such that
gi  νi, i = 1, . . . , ρ,
and
ρ∑
i=1
νi + µ1 + 1 −
ρ∑
i=1
gi  0.
Then there exist nonnegative integers pi1 and p
i
2, i = 1, . . . , ρ satisfying
µ1 + 1  pρ1  · · ·  p21  p11, (7)
p12  · · ·  pρ2 , (8)
νi = pi1 + pi2, and gi = pi+11 + pi2, i = 1, . . . , ρ, pρ+11 = µ1 + 1.
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Proof. Define pi1, and p
i
2, i = 1, . . . , ρ in a following way:
p11 =
∑
νi + µ1 + 1 −
∑
gi,
pi1 =
i−1∑
j=1
(gj − νj ) + p11, i = 2, . . . , ρ,
pi2 =
i∑
j=1
νj −
i−1∑
j=1
gj − p11, i = 1, . . . , ρ.
It is easy to verify that they satisfy all of the following relations:
νi = pi1 + pi2, i = 1, . . . , ρ,
gi = pi2 + pi+11 , i = 1, . . . , ρ − 1,
gρ = µ1 + 1 + pρ2 .
Using the conditions and since ν1  · · ·  νρ  µ1 + 1, we obtain the following
properties on pij :
µ1 + 1  pρ1  · · ·  p21  p11  0,
p12  · · ·  pρ2 ,
as wanted. The only remaining fact to prove is that pρ2  0. Indeed, p
ρ
2 =
∑ρ
j=1 νj −∑ρ−1
j=1 gj −
∑
νi − (µ1 + 1) +∑ gi = gρ − (µ1 + 1)  0. The last follows apply-
ing the condition gρ  νρ  µ1 + 1. 
Lemma 9. Let d1  · · ·  dρ, f1  · · ·  fρ+l and g1  · · ·  gρ+1 be nonnega-
tive integers. Let α1| · · · |αn, γ1| · · · |γn+l and β1| · · · |βn+l−1 be monic polynomials,
such that the following conditions are satisfied:
(1.2) di  gi+1, i = 1, . . . , ρ and gi  fi+l−1, i = 1, . . . , ρ + 1,
(2.2) ∑h¯1 gi −∑h¯1−1 di  d(π¯1) − d(π¯0), h¯1 = min{i|di < gi},
(3.2) ∑h˜q fi −∑h˜q−q gi  d(π˜l−1) − d(π˜l−1−q), h˜q = min{i|gi−q+1 < fi},
q = 1, . . . , l − 1, where π˜j = ∏n+ji=1 lcm(αi−j , βi), j = 0, . . . , l − 1 and
π¯j = ∏n+ji=1 lcm(βi−j , γi) for j = 0, 1,
(4.2) γi | βi | γi+1, i = 1, . . . , n + l − 1,
(5.2) βi | αi | βi+l−1, i = 1, . . . , n,
(6.2) ∑ d(αi) +∑ fi = ∑ d(γi) +∑ di = ∑ d(βi) +∑ gi = n + l.
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Then
hq∑
i=1
fi −
hq−q∑
i=1
di  d(πl) − d(πl−q), q = 1, . . . , l,
where hq = min{i|di−q+1 < fi} and πj = ∏n+ji=1 lcm(αi−j , γi), j = 0, . . . , l.
Proof. We have:
h¯1∑
i=1
gi −
h¯1−1∑
i=1
di =
∑
gi −
∑
di, gi+1 = di, h¯1  i  ρ,
h˜q∑
i=1
fi −
h˜q−q∑
i=1
gi  d(π˜l−1) − d(π˜l−1−q), q = 1, . . . , l − 2.
Finally, for q = l − 1, we have
h˜l−1∑
i=1
fi −
h˜l−1−l+1∑
i=1
gi = d(π˜l−1) − d(π˜0),
fi+1 = gi+2−l , h˜l−1  i  ρ + l − 1.
From these conditions we obtain the following inequalities:
hq  max
(
h˜q−1,min
(
h¯1 + q − 1, h˜q
))
, q = 1, . . . , l − 1, h˜0 = 0, (9)
and
hl  max
(
h˜l−1, h¯1 + l − 1
)
. (10)
The last is true since for j − q + 1 < h¯1, and for j < h˜q , from the definitions of
h¯1 and h˜q , we have that dj−q+1  gj−q+1  fj , for all j < min(h¯1 + q − 1, h˜q).
Therefore, hq  min(h¯1 + q − 1, h˜q). Also, for every j < h˜q−1 we have dj−q+1 
gj−q+2  fj , which gives hq  h˜q−1. Altogether we have the inequalities (9) and
(10).
From (9) we have the following three possibilities on hq : either hq  h˜q , in
the case h˜q  h¯1 + q − 1, or h˜q > hq  max(h˜q−1, h¯1 + q − 1) if h˜q > h¯1 + q −
1, or finally hq  h˜q > max(h˜q−1, h¯1 + q − 1) if h˜q > h¯1 + q − 1. Observe these
cases separately:
(a) hq  h˜q
(
h˜q  h¯1 + q − 1
)
hq∑
fi =
h˜q∑
fi +
hq∑
h˜q+1
fi 
h˜q−q∑
gi +
hq∑
h˜q+1
fi + d(π˜l−1) − d(π˜l−1−q)︸ ︷︷ ︸
A
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
h˜q−q∑
di +
hq−q∑
h˜q−q+1
di + A =
hq−q∑
di + A.
The second inequality is true since h˜q − q < h¯1. So, we have di  gi for all i 
h˜q − q. Also, from hq < hq+1, we obtain fi  di−q , for all i  hq < hg+1. The
only question we are left to prove is why A  d(πl) − d(πl−q). This is true since
π˜l−1
π˜l−1−q |
πl
πl−q , i.e. π˜l−1πl−q | πlπ˜l−1−q . The last follows from q < l and βi lcm(αi+q,
γi+1)|γi+1lcm(αi+q, βi), i.e. gcd(αi+q, βi)|gcd(αi+q, γi+1), which is true since
βi |γi+1, i = 1, . . . , n + l − 1.
(b) h˜q > hq  max
(
h¯1 + q − 1, h˜q−1
)
hq∑
fi =
h˜q−1∑
fi +
hq∑
h˜q−1+1
fi 
h˜q−1−q+1∑
gi +
hq∑
h˜q−1+1
fi + d(π˜l−1) − d(π˜l−q)

h˜q−1−q+1∑
gi +
hq−q+1∑
h˜q−1−q+2
gi + d(π˜l−1) − d(π˜l−q).
The second inequality is true, since hq < h˜q , and so, gi−q+1  fi , for all i  hq .
Further,
hq−q+1∑
gi + d(π˜l−1) − d(π˜l−q)

hq−q∑
di + d(π˜l−1) − d(π˜l−q) + d(π¯1) − d(π¯0).
This is true since hq − q + 1  h¯1, and from (2.2) and (6.2) we have that for every
i  h¯1 is satisfied
∑i
gj 
∑i−1
dj + d(π¯1)− d(π¯0). Finally, d(π˜l−1)− d(π˜l−q) +
d(π¯1) − d(π¯0)  d(πl) − d(πl−q) is equivalent to d(πl−q)  d(π˜l−q), since γi |βi ,
i = 1, . . . , n + l − 1.
(c) hq  h˜q > max
(
h¯1 + q − 1, h˜q−1
)
hq∑
fi =
h˜q−1∑
fi +
hq∑
h˜q−1+1
fi 
h˜q−1−q+1∑
gi +
hq∑
h˜q−1+1
fi + d(π˜l−1) − d(π˜l−q)

h˜q−1−q+1∑
gi +
h˜q−1∑
h˜q−1+1
fi +
hq∑
h˜q
fi + d(π˜l−1) − d(π˜l−q)

hq−q∑
di + d(π˜l−1) − d(π˜l−q) + d(π¯1) − d(π¯0).
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The last follows since hq < hq+1 and h˜q − q  h¯1. Now like in the previous case
we can finish the proof.
The only remaining case is q = l. But our condition, is this case, is equivalent to
fi = di−l , i > hl.
Let i > hl . Since hl  max
(
h˜l−1, h¯1 + l − 1
)
we have i > h˜l−1 and thus fi =
gi−l+1, for all i’s. Also, since i > h¯1 + l − 1, we have gi−l+1 = di , and thus fi =
di−l , i > hl, as wanted. 
4. Main result
Let α1| · · · |αn and γ1| · · · |γn+1 be the polynomials satisfying the condition from
Lemma 5. Observe the matrix
N¯
C
(
λp
1
2
)
e1
E1 C
(
λp
2
1
)
C
(
λp
2
2
)
e2
E2
.
.
.
.
.
.
.
.
.
.
.
.
Eρ−1 C
(
λp
ρ
1
)
C
(
λp
ρ
2
)
eρ
C (λµ1 ) e0
r1

,
(11)
where pi1 and p
i
2, i = 1, . . . , ρ are nonnegative integers satisfying
µ1 + 1  pρ1  · · ·  p21  p11, (12)
p12  p22  · · ·  pρ2 > 0, (13)
and all the nonmarked entries are assumed to be zero. Here Ei ∈ Fpi+11 ×pi2 , i =
1, . . . , ρ − 1, is the matrix which has a unit at the position (pi+11 , 1), and all other
entries equal to zero, ek ∈ Fpk2×1, k = 1, . . . , ρ is the last column of the identity
matrix Ipk2 , e0 is the last column of the identity matrix Iµ1 , and r1 is the first row of
the identity matrix Ipρ2 . Also,
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N¯ =

diag(C(α1), . . . , C(αn))
x1 · · · xp
1
.
.
.
1
xp+1 · · · xp+q
 ,
q = p11, p =
∑
d(αi), p + q = ∑ d(γi). Scalars x1, . . . , xp+q are the ones ob-
tained by Lemma 5, such that the matrix N¯ has γ1, . . . , γn+1 as invariant polyno-
mials.
If denote
di = pi+11 + pi2, 1  i  ρ − 1,
dρ = µ1 + 1 + pρ2 ,
then we have that the matrix (11) has γ1, . . . , γn+1 as invariant polynomials and
d1, . . . , dρ as the controllability indices.
Further, observe the following matrix (nonmarked entries are equal to zero):
E¯ =

N¯
C(λp
1
2 ) e1
V1 E1 C(λ
p21 )
C(λp
2
2 ) e2
V2 E2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Vρ−1 Eρ−1 C(λp
ρ
1 )
C(λp
ρ
2 ) eρ
C(λµ1 ) e0
Vρ r1

,
(14)
where Vi ∈ Fpi+11 ×(p+q), i = 1, . . . , ρ, pρ+11 = 1 is the matrix all whose entries are
zero except the ones in the last row, which are exactly (−1)ix1, . . . , (−1)ixp+q .
Applying Lemma 7, it is easy to conclude that the matrix (14) is feedback equiv-
alent to the matrix where instead of the matrices Vi , i = 1, . . . , ρ, stand zero matri-
ces. Thus, E¯ is feedback equivalent to the matrix (11), and thus has γ1| . . . |γn+1 as
invariant polynomials and d1, . . . , dρ as the controllability indices.
Now we can give the solution of Problem 1.
Theorem 1. Let A ∈ Fn×n, B ∈ Fn×l and C ∈ Fn×m. Let µ1  · · ·  µl  0 and
ν1  · · ·  νρ > 0 be the minimal indices of the first and second kind, respectively,
and let α1| · · · |αn be the invariant factors of[
λI − A −B −C] .
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Let d1  d2  · · ·  dρ¯ > 0 and γ1| · · · |γn+l be positive integers and monic poly-
nomials, respectively. There exist matrices D ∈ Fl×n, E ∈ Fl×l and F ∈ Fl×m such
that the pencil
λ
[
In+l 0
]− G = [λI − A −B −C−D λI − E −F
]
(15)
has γ1, . . . , γn+l as invariant factors and d1, . . . , dρ¯ as column minimal indices if
and only if the following conditions are valid:
(i) di  si, i = 1, . . . , ρ¯,
(ii) ρ  ρ¯  min(l + ρ,m),
(iii) γi | αi+ρ−ρ¯ | γi+l+ρ−ρ¯ , i = 1, . . . , n + ρ¯ − ρ,
(iv) ∑ fi +∑ d(αi) = ∑ di +∑ d(γi),
(v) ∑hqi=1 fi −∑hq−qi=1 di  d(πρ+l−ρ¯ ) − d(πρ+l−ρ¯−q),
hq = min{i|di−q+1 < fi}, q = 1, . . . , ρ + l − ρ¯,
πj = ∏n+ji=1 lcm(αi−j , γi+ρ¯−ρ), j = 0, . . . , ρ + l − ρ¯,
where f1  · · ·  fρ+l is nonincreasing ordering of numbers µ1 + 1, . . . , µl + 1,
ν1, . . . , νρ and s1  · · ·  sρ¯ is nonincreasing ordering of numbers ν1, . . . , νρ, µl +
1, . . . , µl+ρ+1−ρ¯ + 1.
Note. In the case ρ = ρ¯, condition (i) becomes di  νi , i = 1, . . . , ρ.
We will give the proof of the necessity part of Theorem 1 in Section 5, and the
proof of the sufficiency part in Section 6.
5. Necessity
Suppose that there exist matrices D, E and F such that G has γ1| · · · |γn+l and
d1  · · ·  dρ¯ as feedback invariants.
Condition (ii) holds since
ρ = rankC  rank
[
C
F
]
= ρ¯  min(l + ρ,m).
By Lemma 2, the matrix G is feedback equivalent to the following matrix:
G′ =
[
A′ B ′ C′
D′ E′ F ′
]
,
where
[
A′ B ′ C′
]
is the (n, l)-feedback canonical form of the matrix
[
A B C
]
.
We will split the remaining part of the proof of necessity into two cases.
Case 1. Let ρ = ρ¯. Condition (iv) trivially comes from the Kronecker canonical
form and the definition of feedback invariants, see [5]. Also, the classical Sá–Thomp-
son result for polynomial matrices, [10,11] gives the necessity of condition (iii).
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Observe the matrix G′. Let bi , i = 1, . . . , ρ be the ith column of the submatrix
Q =
[
C′
F ′
]
. Let
P =
[
A′ B ′
D′ E′
]
.
Denote by li , i = 1, . . . , ρ, the ith controllability index of the G′ (minimal index j ,
such that P jbi is linearly dependent from the previous columns in S(P,Q)).
From the form of the submatrix
[
A′ B ′ C′
] (the form of the blocks C(λνi ),
i = 1, . . . , ρ) we have that columns bi, P bi, . . . , P νi−1bi are linearly independent
from all other columns in the matrix S(P,Q). Thus,
li  νi, i = 1, . . . , ρ.
Since column minimal indices coincide with the controllabilty indices in nonincreas-
ing order, we obtain
di  νi, i = 1, . . . , ρ, (16)
and thus we have proved the necessity of condition (i).
Also, note that from (16) we obviously obtain di  fi+l , i = 1, . . . , ρ.
The proof of the necessity of condition (v) will go by induction on the number of
added rows l.
Let l = 1. Condition (v) in this case is
h1∑
i=1
fi −
h1−1∑
i=1
di 
∑
fi −
∑
di,
where h1 = min{i|di < fi}. Since di  fi+1, i = 1, . . . , ρ, we have that condition
(v) is equivalent to the following one
di = fi+1, i = h1, . . . , ρ.
Let fk1 = µ1 + 1. Obviously, k1  h1, and hence µ1 + 1  fh1 . Also, if h1 = ρ +
1, the condition is trivially satisfied.
Like in the proof of necessity of condition (i), we will use the definition of the
controllability indices. Note that the controllability indices l1, . . . , lh1−1 are at least
fh1 . On the other hand, since dh1 < fh1 , we have that at least ρ − h1 + 1 lj ’s are
less than fh1 . Thus, those lj ’s are the following ones: lh1 , . . . , lρ . Let i = h1, . . . , ρ.
Denote the elements in the last row of G′ under the block C(λνi ) and under the
corresponding unit of the block C(λνi ) by aiνi , . . . , a
i
1, a
i
0, respectively. If a
i
j = 0,
for all i = h1, . . . , ρ, j = 0, . . . , νi , then from the form of the matrix G′ we obtain
li = νi , and hence di = νi = fi+1, i = h1, . . . , ρ, as wanted.
If not, denote by pi , i = h1, . . . , ρ the min{j |aij /= 0}, if there exists j ∈ {0, . . . ,
νi} such that aij /= 0. If aij = 0 for all j = 0, . . . , νi then define pi = ∞. Denote
by p = min(ph1 , . . . , pρ), and let Z = {i|pi = p} ⊂ {h1, . . . , ρ}. Finally, let r =
minZ. Note that if pi < ∞ for some i ∈ {h1, . . . , ρ}, then pi  νi  νh1  dh1 <
fh1 . We will prove that P
fh1−1br is linearly independent from the previous columns
in S(P,Q) and hence lr  fh1 , which is a contradiction.
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Indeed, all columns P ibj , i = 0, . . . , fh1 − 1, j = 1, . . . , h1 − 1, are linearly
independent from all the others in S(P,Q), like in the proof of condition (i). So, it
is enough to prove that Pfh1−1br is linearly independent from the previous columns
in the submatrix S′ of S(P,Q) formed by the columns P ibj , i = 0, . . . , fh1 − 1,
j = h1, . . . , ρ. However, from the definition of r , we have that the entry of the
column Pfh1−1br in (n + 1 − (fh1 − 1 − pr))th row is arpr /= 0, and that all the
entries in the same row in the previous columns of S′ are zero. Hence Pfh1−1br
is linearly independent of the previous columns in S′ and S(P,Q), as wanted.
Suppose now that l > 1 and that condition (v) is necessary for the completion by
(l − 1) rows, and prove that it is necessary for the completion by l rows.
Let β1| · · · |βn+l−1, µ¯1 and ν¯1  · · ·  ν¯ρ be the invariant factors, minimal index
of the first kind and minimal indices of the second kind, respectively ((n + l − 1, 1)-
feedback invariants) of the submatrix of G′ formed by its first n + l − 1 rows. Let
g1  · · ·  gρ+1 be the nonincreasing ordering of the numbers µ¯1 + 1, ν¯1, . . . , ν¯ρ .
Then from the case l = 1, the following is valid:
di  gi+1, i = 1, . . . , ρ
h¯1∑
gi −
h¯1−1∑
di  d(π¯1) − d(π¯0); h¯1 = min{i|di < gi},
where π¯j =
n+j∏
i=1
lcm(βi−j , γi) for j = 0, 1
γi | βi | γi+1, i = 1, . . . , n + l − 1∑
di +
∑
γi =
∑
βi +
∑
gi = n + l.
Let β¯i = βi−1, i = 1, . . . , n + l. Observe the matrix
K =
[
G′ e(n+l)n+l
]
.
Its feedback invariants are β¯1| · · · |β¯n+l and g1  · · ·  gρ+1. Now, denote by K˜ the
submatrix of K formed by its first n and the last row. Then, with respect to the com-
pletion to the matrix K , matrix K˜ has µ1, . . . , µl−1 as the minimal indices of the first
kind, ν1, . . . , νρ, µl + 1 as the minimal indices of the second kind, and α¯i = αi−1,
i = 1, . . . , n + 1 as the invariant polynomials. Since this is the completion by l − 1
rows, and since K˜ has ρ + 1 minimal indices of the second kind (the same as the
number of column minimal indices of K), from the induction hypothesis we obtain:
gi  fi+l−1, i = 1, . . . , ρ + 1,
h˜q∑
fi −
h˜q−q∑
gi  d(π˜l−1) − d(π˜l−1−q), h˜q = min{1|gi−q+1 < fi},
q = 1, . . . , l − 1, where π˜j =
n+1+j∏
i=1
lcm(α¯i−j , β¯i), j = 0, . . . , l − 1
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β¯i | α¯i | β¯i+l−1, i = 1, . . . , n + 1∑
gi +
∑
β¯i =
∑
fi +
∑
αi = n + l.
Obviously, we can apply Lemma 9, and thus obtain
hq∑
i=1
fi −
hq−q∑
i=1
di  d(πl) − d(πl−q), q = 1, . . . , l,
where hq = min{i|di−q+1 < fi} and πj = ∏n+ji=1 lcm(αi−j , γi), j = 0, . . . , l, and
hence conclude the proof of the necessity of condition (v).
Case 2. Let ρ¯ > ρ. Denote by X the submatrix of F ′ lying under the zero columns
of the matrix C′ (i.e. the submatrix formed by the last m − ρ columns of F ′). Since
rank
[
C′
F ′
]
= ρ¯,
and rankC′ = ρ, we have that rankX = ρ¯ − ρ. Thus, only with column operations
we can put ρ¯ − ρ units in the first ρ¯ − ρ columns of the matrix X, in the rows
k1, . . . , kρ¯−ρ , for some 1  k1 < · · · < kρ¯−ρ  l, while above those units and in all
the other columns of the matrix X are zeros. Further, with column operations we
can make zeros in the respective rows of the matrix G′, i.e. in the (n + k1, . . . , n +
kρ¯−ρ)th ones. Now observe the submatrix of G′ formed by its rows 1, . . . , n, n +
k1, . . . , n + kρ¯−ρ , and denote it by G¯.
Denote by α¯1| · · · |α¯n+ρ¯−ρ , µ¯1  · · ·  µ¯l−ρ¯+ρ , ν¯1  · · ·  ν¯ρ¯ the invariant fac-
tors, minimal indices of the first kind and minimal indices of the second kind, respec-
tively, of the matrix G¯. Obviously
α¯i = αi−ρ¯+ρ, i = 1, . . . , n + ρ¯ − ρ.
Also, ν¯1  · · ·  ν¯ρ¯ is nonincreasing ordering of the numbers ν1, . . . , νρ, µk1 +
1, . . . , µkρ¯−ρ + 1, and µ¯1  · · ·  µ¯l−ρ¯+ρ is nonincreasing ordering of the elements
of the set {µ1, . . . , µl} \ {µk1 , . . . , µkρ¯−ρ }. Observe that if we define f¯i’s analo-
gously as fi’s, i = 1, . . . , l + ρ¯ (as the nonincreasing ordering of the numbers µ¯1 +
1, . . . , µ¯l−ρ¯+ρ + 1, ν¯1, . . . , ν¯ρ¯) we obtain
fi = f¯i , i = 1, . . . , l + ρ¯.
Thus, we have completion of the matrix G¯ by l − ρ¯ + ρ rows to the matrix feed-
back equivalent to G. Also, the number of minimal indices of the second kind of
the matrix G¯ is ρ¯. Thus, by applying the Case 1 we trivially obtain the necessity of
conditions (iii), (iv) and (v). Concerning condition (i), as in the Case 1, we obtain
di  ν¯i , i = 1, . . . , ρ¯.
Since, ν¯i  si , i = 1, . . . , ρ¯, we have obtained the necessity of condition (i) as well.
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6. Sufficiency
Suppose that conditions (i)–(v) are valid. Our purpose is to prove that there exist
matrices D′, E′ and F ′, such that the matrix G′ has γ1| · · · |γn+l and d1  · · ·  dρ¯
as feedback invariants.
Note that one can assume ρ¯ = ρ. Indeed, if ρ¯ > ρ, we shall define matrix X (the
same as in the necessity part of the proof) to be[
0 0
Iρ¯−ρ 0
]
,
and all other elements in the last ρ¯ − ρ rows of the matrix G′ put to be zeros. In
this way, using the notation from the necessity part of the proof, we are left to com-
plete matrix G¯ (submatrix of G′ formed by the first n and the last ρ¯ − ρ rows) by
l − ρ¯ + ρ rows in order to obtain the matrix feedback equivalent to G. As in the
necessity, it is trivial to see that the number of minimal indices of the second kind of
the matrix G¯ is ρ¯ and that they are s1, . . . , sρ¯ . Thus, we have reduced the problem to
the case ρ¯ = ρ.
The proof will depend on the relation between µj ’s, j = 1, . . . , l and νi’s, i =
1, . . . , ρ.
Case 1. Let ν1, . . . , νρ and µ1, . . . , µl , satisfy fhq = µq + 1, q = 1, . . . , l, where
hq = min{i|di−q+1 < fi}, and hl = ρ + l.
In the proof of the sufficiency of the conditions, we will use the induction on the
number of added rows (l).
Let l = 1. In this case the set of fi’s, i = 1, . . . , ρ + 1 satisfies
ν1  ν2  · · ·  νρ  µ1 + 1, (17)
and the conditions are
(i.1) di  νi, i = 1, . . . , ρ,
(ii.1) ∑ fi +∑ d(αi) = ∑ di +∑ d(γi),
(iii.1) γi | αi | γi+1, i = 1, . . . , n.
Applying Lemma 8, there exist nonnegative integers pij , i = 1, . . . , ρ, j = 1, 2,
satisfying
νi = pi1 + pi2, i = 1, . . . , ρ,
di = pi2 + pi+11 , i = 1, . . . , ρ − 1,
dρ = µ1 + 1 + pρ2 ,
and
µ1 + 1  pρ1  · · ·  p21  p11,
p12  · · ·  pρ2 .
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Let
p12 > · · · > pρ2 > 0.
Observe the matrix E¯ from (14). It has γ1| · · · |γn+1 and d1  · · ·  dρ as feed-
back invariants.
Let p = ∑ d(αi). Let P ∈ F(n+1)×(n+1) be the following matrix:

Ip
I
p11
M21 · · · Mρ−11 Mρ1 M1
I
p12
I
p21
· · · Mρ−12 Mρ2 M2
N2 Ip22
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
I
p
ρ−2
2
I
p
ρ−1
1
M
ρ
ρ−1 Mρ−1
Nρ−1 I
p
ρ−1
2
I
p
ρ
1
Mρ
Nρ Ip
ρ
2
Iµ1+1

,
i.e. matrices Mji are the submatrices of the matrix P formed by the rows p +∑i−1
k=1 νk + 1, . . . , p +
∑i−1
k=1 νk + pi1 and by the columns p +
∑j−1
k=1 νk + 1, . . . ,
p +∑j−1k=1 νk + pj1 , 1  i < j  ρ. Also, matrices Mi are the submatrices of the
matrix P formed by the rows p +∑i−1k=1 νk + 1, . . . , p +∑i−1k=1 νk + pi1 and by the
columns p +∑ νi + 1, . . . , n + 1, i = 1, . . . , ρ. Finally, matrices Ni are the sub-
matrices of P formed by the rows p +∑i−1k=1 νk + pi1 + 1, . . . , p +∑ik=1 νk , and
by the columns p +∑i−2k=1 νk + pi−11 + 1, . . . , p +∑i−1k=1 νk , i = 2, . . . , ρ − 1.
All nonspecified entries in the matrix P are equal to zero, and
M
j
i =
[
0 (−1)(j+1−i)Ipi1
]
∈ Fpi1×pj1 , 1  i < j  ρ,
Mi =
[
0 (−1)(ρ−i)Ipi1
]
∈ Fpi1×(µ1+1), i = 1, . . . , ρ,
and
Ni =
[
Ipi2
0
]
∈ Fpi2×pi−12 , i = 2, . . . , ρ.
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Let
Q =
[
P−1 0
R Im
]
∈ F(n+1+ρ)×(n+1+m),
where R ∈ Fm×(n+1) is the matrix whose only nonzero entries are (−1)’s at the posi-
tions
(
k, p +∑k−2i=1 νi + pk−11 + pk2 + 1), k = 2, . . . , ρ. Finally, we have
P E¯Q = E˜,
where
E˜ =

N
C(λν1 ) e1
C(λν2 ) e2
.
.
.
.
.
.
C(λνρ ) eρ
C(λµ1 ) e0
t0 t1 t2 · · · tρ tρ+1

.
(18)
Here N = diag(C(α1), . . . , C(αn)),
t0 =
[
(−1)ρx1 · · · (−1)ρxp
]
,
ti =
[
0 (−1)ρ−i+1xp+1 · · · (−1)ρ−i+1xp+q︸ ︷︷ ︸
pi1
(−1)ρ−i 0︸ ︷︷ ︸
pi2
]
∈F1×νi ,
i = 1, . . . , ρ,
and
tρ+1 =
[
0 xp+1 · · · xp+q
] ∈ F1×(µ1+1).
Since E˜ is feedback equivalent to the E¯, it has γ1| · · · |γn+1 and d1  · · ·  dρ
as feedback invariants. Further, the submatrix of E˜ formed by its first n rows is in
its (n, 1)-feedback canonical form with α1| · · · |αn as invariant factors, µ1 as the
minimal index of the first kind and ν1  · · ·  νρ as the minimal indices of the
second kind. This concludes the proof of the sufficiency in this case.
If pi2 = 0 for some i ∈ {1, . . . , ρ}, then
pi2 =
i∑
j=1
νj −
i−1∑
j=1
dj − p11
=
i∑
j=1
νj −
i−1∑
j=1
dj −
∑
d(γi) +
∑
d(αi)
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=
i∑
j=1
νj −
i−1∑
j=1
dj −
ρ∑
j=1
νj − µ1 − 1 +
ρ∑
j=1
dj
= di − (µ1 + 1) +
ρ∑
j=i+1
(dj − νj ) = 0,
i.e. then di = µ1 + 1. From condition (i.1), we have dj  fj+1, and hence
dj = fj+1, for j  i. Thus, we have
di = · · · = dρ = νi = · · · = νρ = µ1 + 1.
Thus, if we put zeros in the last row under the blocks corresponding to the
νj = pj1 , i  j  ρ,
we are left with the same situation as in the previous case.
If pi2 = pi+12 for some i ∈ {1, . . . , ρ − 1} then
di = pi2 + pi+11 = pi+12 + pi+11 = νi+1.
And, since di  νi , we have
di = νi = νi+1.
Thus, we can proceed like in the previous case.
Note that part C′ in the matrix G′ is left unchanged while F ′ is equal to zero.
Also, a unit corresponding to the νi in (18) (in the ei part) corresponds to di in (11),
for all i = 1, . . . , ρ.
Assume now that l > 1 and that the conditions are sufficient for the completion
by (l − 1) rows, and prove that they are sufficient for the completion by l rows.
Since, in this case, ν1, . . . , νρ and µ1, . . . , µl , satisfy fhq = µq + 1, q = 1, . . . , l,
where hq = min{i|di−q+1 < fi}, and hl = ρ + l, the following conditions are valid:
(i.2) di  νi, i = 1, . . . , ρ,
(ii.2) γi | αi | γi+l , i = 1, . . . , n,
(iii.2) ∑hq fi −∑hq−q di  d(πl) − d(πl−q), q = 1, . . . , l,
(iv.2) ∑ di +∑ d(γi) = ∑ fi +∑ d(αi).
Define polynomials β1| · · · |βn+1 as
βi = lcm(αi−1, γi), i = 1, . . . , n + 1. (19)
Since all the conditions (i.2)–(iv.2) are satisfied, define the sets of g′1, . . . , g′ρ+l−1
and g˜1, . . . , g˜ρ+l−1 as in Lemma 4. Let g¯i = g′i − 1, i = hj , j = 1, . . . , l − 1, and
g¯i = g′i , for all other indices. If we put g′1, . . . , g′ρ+l−1 in nonincreasing order, we
obtain g˜1  · · ·  g˜ρ+l−1. Now define nonincreasing numbers g1  · · ·  gρ+l−1
in a following way:
M. Dodig / Linear Algebra and its Applications 405 (2005) 121–154 143
gi = g˜i − 1, i = h˜j , j = 1, . . . , l − 1, h˜j = min
{
k|dk−j+1 < g˜k
}
and gi = g˜i for all other indices.
Note that gi’s are nonincreasing ordering of g¯i’s. Define by ν¯i , i = 1, . . . , ρ the non-
increasing ordering of the elements of the set {g˜1, . . . , g˜ρ+l−1} \ {g˜h˜1 , . . . , g˜h˜l−1}.
Since our aim is to define matrices D′, E′ and F ′, such that the matrix G′ has
d1  · · ·  dρ and γ1| · · · |γn+l as feedback invariants, we will split the proof in two
steps. First, we will define the last rows of the matrices D′, E′ and F ′ such that the
submatrix of G′ formed by its rows 1, . . . , n, n + l, denoted by G¯, has g1  · · · 
gρ+l−1 and β1| · · · |βn+1 as feedback invariants. In the second step, by the induction
hypothesis, we will define the remaining l − 1 rows of the matrices D′, E′ and F ′.
The (n, 1)-feedback invariants of the matrix
[
A′ B ′ C′
] (with respect to the
completion by the last row of the matrix G′) are α1| · · · |αn as invariant factors,
µ˜1 = µl as minimal index of the first kind and ν˜i = fi , for all i’s from the set
{1, . . . , ρ + l − 1} \ {h1, . . . , hl−1}, and ν˜hi = fi − 1, i = 1, . . . , l − 1, as minimal
indices of the second kind. Denote the nonincreasing ordering of the numbers µ˜1 +
1, ν˜1, . . . , ν˜ρ+l−1 by f˜1  · · ·  f˜ρ+l . Note that the f˜i’s satisfy the following
inequalities:
ν˜1  · · ·  ν˜ρ+l−1  µ˜1 + 1.
Indeed, for i = 1, . . . , l − 1, µi + 1 = fhi > dhi−i+1  νhi−i+1, and so ν˜hi = µi 
νhi−i+1 = ν˜hi+1, as wanted.
Observe that from the definitions of β1| · · · |βn+1 and g1  · · ·  gρ+l−1 we have
(i.3) βi | αi | βi+1, i = 1, . . . n,
(ii.3) gi  ν˜i , i = 1, . . . , ρ + l − 1,
(iii.3) ∑ gi +∑ d(βi) = ∑ f˜i +∑ d(αi),
(i.3′) γi | βi | γi+l−1, i = 1, . . . , n + 1,
(ii.3′) di  ν¯i , i = 1, . . . , ρ,
(iii.3′) ∑h˜q g˜i −∑h˜q−q di  d(πl) − d(πl−q), h˜q = min{i|di−q+1 < g˜i},
q = 1, . . . , l − 1,
(iv.3′) ∑ g˜i +∑ d(βi) = ∑ di +∑ d(γi).
Now define
π˜j =
n+1+j∏
i=1
lcm(βi−j , γi), j = 0, . . . , l − 1.
Then we have
π˜j =
n+1+j∏
i=1
lcm(αi−(j+1), γi) = πj+1, j = 0, . . . , l − 1.
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Thus, condition (iii.3′) becomes
h˜q∑
g˜i −
h˜q−q∑
di  d(π˜l−1) − d(π˜l−1−q), q = 1, . . . , l − 1.
Since g¯i  ν˜i , i = 1, . . . , ρ + l − 1 by using Lemma 8, in the same way as in the
case l = 1, we can define the last row of the matrix G′, such that G¯ has β1| · · · |βn+1
and g¯1, . . . , g¯ρ+l−1 (whose nonincreasing ordering is g1  · · ·  gρ+l−1) as invari-
ant factors and controllability indices, respectively.
Further, from the way we defined the last row of G′ and the definition of g¯1, . . . ,
g¯ρ+l−1, we know that (n + 1, l − 1)-feedback invariants of the matrix G¯ with re-
spect to the further completion (second step) are β1| · · · |βn+1 as invariant factors,
g
h˜1
, . . . , g
h˜l−1 as minimal indices of the first kind, and the remaining gi’s (i.e. ν¯i’s,
i = 1, . . . , ρ) as the minimal indices of the second kind.
Since the conditions (i.3′)–(iv.3′) are satisfied we can apply the induction hypoth-
esis and define the first l − 1 rows of the matrices D′, E′, F ′ such that the obtained
matrix G′ has γ1| · · · |γn+l and d1  · · ·  dρ as feedback invariants.
Case 2. In general case we have the following ordering of fi’s: fki = µi + 1, i =
1, . . . , l, for some 1  k1 < · · · < kl  ρ + l. From condition (i), we have that ki 
hi , for i = 1, . . . , l.
Further, we can assume that hl = ρ + l. The last is true since ρ + l  hl  kl . If
hl < ρ + l then from conditions (iv) and (v), we have
hl∑
i=1
fi 
hl−l∑
i=1
di +
∑
d(γi) −
∑
d(αi)
⇒
ρ+l∑
i=hl+1
fi 
ρ∑
i=hl−l+1
di.
Since for i > kl we have fi = νi−l , the last inequality becomes:
ρ∑
i=hl−l+1
νi 
ρ∑
i=hl−l+1
di.
This, together with condition (i) implies that we must have equalities, i.e. di = νi for
all i  hl − l + 1. So, put zeros in the last row under the blocks corresponding to the
blocks C(λνi ), for all ρ  i  hl − l + 1. Thus, we can assume hl to be maximal i.e.
hl = ρ + l.
Rename minimal indices of the second kind and of the first kind in the set of
fi’s, in a following way: ν′i−j+1 = fi , hj−1 < i < hj , µ′j + 1 = fhj , j = 1, . . . , l,
h0 = 0, i.e. they satisfy
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ν′1  · · · ≥ ν′hj−j  µ′j + 1  ν′hj−j+1  · · ·  ν′ρ ≥ µ′l + 1.
These µ′’s and ν′’s satisfy the following conditions:
(i.4) di  ν′i , i = 1, . . . , ρ,
(ii.4) γi | αi | γi+l , i = 1, . . . , n,
(iii.4) ∑hq fi −∑hq−q di  d(πl) − d(πl−q), q = 1, . . . , l,
(iv.4) ∑ di +∑ d(γi) = ∑ fi +∑ d(αi).
Indeed, the last three conditions depend only on fi’s, so they are trivially satis-
fied. Further, from the definition of hj ’s, we have that di−j+1  fi , hj−1 < i < hj ,
j = 1, . . . , l. This together with ν′i−j+1 = fi, hj−1 < i < hj gives condition (i.4).
Denote by I the set of i ∈ {1, . . . , l} for which there exist j ∈ {1, . . . , l}, such that
ki = hj , and denote by J the set of the corresponding indices j . Observe the sets I¯ =
{1, . . . , l} \ I and J¯ = {1, . . . , l} \ J . Let I¯ = {i1, . . . , il′ } and J¯ = {j1, . . . , jl′ }
where l′ is the number of the elements of the sets I¯ , i.e. J¯ , and i1 < · · · < il′ and
j1 < · · · < jl′ . Note that kis  hjs , s ∈ {1, . . . , l′}.
Denote by ujs = hjs − 
{i|ki < hjs }. Then we have fhjs = νujs . Now, put l′ units
in the following entries (n + is , n + l + ujs ), s = 1, . . . , l′, of the matrix G′, and
zeros in all other entries of the rows n + is , s = 1, . . . , l′. Observe the submatrix H ′
formed by the first n rows of G′, except the rows p +∑ujsi=1 νi , s = 1, . . . , l′, and
by the rows n + is , s = 1, . . . , l′. With respect to the completion by the remaining l
rows of the matrix G′, the matrix H ′ has α1| · · · |αn as invariant factors, µ′1  · · · 
µ′l as minimal indices of the first kind and ν′1  · · ·  ν′ρ as minimal indices of the
second kind. Since the conditions (i.4)–(iv.4) are satisfied, we can apply Case 1, and
define the remaining l rows such that the obtained matrix has γ1| · · · |γn+l as invariant
factors and d1  · · ·  dρ as column minimal indices.
Now, add row n + is to the row p +∑ujsi=1 νi , and add (p +∑ujsi=1 νi)th col-
umn multiplied by (−1) to the (n + is)th one, for all s = 1, . . . , l′. Thus, we
have obtained units at the positions (p +∑ujsi=1 νi, n + l + ujs ) and (−1)’s at the
positions (p +∑ujsi=1 νi − 1, n + is), for all s = 1, . . . , l′. By column operations
with the units at the positions
(
p +∑ujsi=1 νi, n + l + ujs), s = 1, . . . , l′, we can
put zeros in all other entries of the respective rows. Now, since µis + 1 = fkis 
fhjs = νujs , s = 1, . . . , l′, by applying Lemma 6, we can make zeros instead of
the (−1)’s at the positions (p +∑ujsi=1 νi − 1, n+ is), s = 1, . . . , l′, without affect-
ing the submatrix formed by the first n rows. In this way we have obtained the
matrix whose feedback invariants are γ1| · · · |γn+1 and d1  · · ·  dρ such that
its submatrix formed by its first n rows is in its (n, l)-feedback canonical form
with α1| · · · |αn as invariant factors, µ1  · · ·  µl as minimal indices of the first
kind and ν1  · · ·  νρ as minimal indices of the second kind, which concludes
our proof. 
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7. Consequences
Corollary 2 (Theorem 5.1, [14]). Let A ∈ Fn×n and B ∈ Fn×l . Let c1  · · ·  cl 
0 be the column minimal indices and α1| · · · |αn be the invariant factors of[
λI − A, −B] . Let γ1| · · · |γn+l be monic polynomials, such that ∑ d(γi) = n +
l. There exist matrices C ∈ Fl×n and D ∈ Fl×l such that[
A B
C D
]
∈ F(n+l)×(n+l)
has γ1, . . . , γn+l as invariant polynomials if and only if
1. γi | αi | γi+l , i = 1, . . . , n,
2. (c1 + 1, . . . , cl + 1) ≺ (d(σl), . . . , d(σ1)),
where σ1| · · · |σl are defined as in Lemma 3.
Proof. In this particular case, the conditions of the main result are
(i) γi | αi | γi+l , i = 1, . . . , n,
(ii) ∑qi=1 (ci + 1)  d ( πlπl−q ) , q = 1, . . . , l.
This is true since all the column minimal indices of the matrix
[
A B
]
are in this
case of the first kind, so fi = ci + 1, i = 1, . . . , l. Obviously, all di = 0, i  1, and
hence, hq = q for all q = 1, . . . , l.
Since d(πj/πj−1), j = 0, . . . , l, are nonincreasing (see Lemma 3) it is easy to
conclude the equivalence between conditions 1–2 and (i)–(ii), and hence, to prove
this corollary. 
Corollary 3 (Lemma 2 in [3], [8]). Let A ∈ F(n+l)×(n+l) and B ∈ F(n+l)×m. Let d1 
· · ·  dρ¯ > 0 be the column minimal indices, and γ1| · · · |γn+l be the invariant fac-
tors of [λI − A, −B] . Let f1  · · ·  fσ and α1| · · · |αn+l be positive integers
and monic polynomials, respectively. Then the following conditions are equivalent:
(a) There exist X ∈ F(n+l)×l , such that[
λI − A −B −X]
has f1  · · ·  fσ as column minimal indices and α1| · · · |αn+l as invariant
factors.
(b) The following conditions hold:
1. l + ρ¯  σ  ρ¯,
2.
∑
fi +∑ d(αi) = n + l,
3. di  fi+σ−ρ¯ , i = 1, . . . , ρ¯,
4. αi | γi | αi+σ−ρ¯ , i = 1, . . . , n + l,
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5.
hq∑
i=1
fi −
hq−q∑
i=1
di  d(πσ−ρ¯ ) − d(πσ−ρ¯−q),
hq = min{i|di−q+1 < fi}, q = 1, . . . , σ − ρ¯,
πj =
n+l+j∏
i=1
lcm(αi−j , γi−σ+ρ¯ ), j = 0, . . . , σ − ρ¯.
Proof. Necessity:
Necessity of the first condition is easy to show, since
l + ρ¯  σ = rank [B X]  rankB = ρ¯.
Before proceeding, note that it is enough to observe the case σ = ρ¯ + l. Indeed,
by performing feedback equivalent operations on the matrix[
A B X
] (20)
we can transform it into a following form:[
A¯
Iρ¯ 0 0
0 0 X′
]
= [A¯ B¯ C¯] .
Now we have that σ = ρ¯ + rankX′ = ρ¯ + l′, l′  l. Thus, problem of the comple-
tion of the matrix
[
A B
]
by l columns is equivalent to the problem of the comple-
tion of its feedback equivalent matrix
[
A¯ B¯
]
by l′ = σ − ρ¯  l columns such that
the obtained matrix has α1| · · · |αn+l and f1  · · ·  fσ as feedback invariants.
Thus, we can assume σ = ρ¯ + l, i.e. rankX = l. So, there exist invertible matri-
ces P and Q such that
PXQ =
[
0
Il
]
.
Further, put the matrix (20) in a following, feedback equivalent form[
PAP−1 PB PXQ
] = [A′ B ′ 0∗ ∗ Il
]
. (21)
Matrix (21) is feedback equivalent to the following one:[
A′ B ′ 0
0 0 Il
]
. (22)
Put the matrix
[
A′ B ′
]
in its (n, l)-feedback canonical form. Denote its invari-
ant factors by α¯1| · · · |α¯n, minimal indices of the first kind by µ1  · · ·  µl and
minimal indices of the second kind by ν1  · · ·  νρ¯ .
From the shape of the matrix (22), we obtain α¯i = αl+i , i = 1, . . . , n, and f1 
· · ·  fρ+l is nonincreasing ordering of the numbers µ1 + 1, . . . , µl + 1, ν1, . . . , νρ .
Thus, by applying Theorem 1 on the matrix
[
PAP−1 PB
]
from (21), we easily
obtain the necessity of the conditions 2–5.
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Sufficiency:
From condition 1, we have that l′ = σ − ρ¯  l. Now, if l > σ − ρ¯ we will define
l′ columns as described below and the remaining l − l′ columns we define to be zero.
So we can assume that σ − ρ¯ = l.
In order to use the main result we define µi + 1 = fi , i = 1, . . . , l and νi = fi ,
i = l + 1, . . . , σ . Hence, they satisfy
µ1 + 1  · · ·  µl + 1 ≥ ν1  · · ·  νρ¯ .
Denote by
[
L T S
]
the (n, l)-feedback canonical form of the matrix whose
(n, l)-invariants are µ1, . . . , µl , ν1, . . . , νρ¯ , as minimal indices of the first, respec-
tively, second kind, and α¯1| · · · |α¯n (where α¯i = αi+l , i = 1, . . . , n) as the invariant
factors. From the conditions 1–5 we have that conditions (i)–(v) of Theorem 1 are
satisfied. So, we obtain that there exist matrices Y , Z and W , such that the matrix[
L T S
Y Z W
]
has d1  · · ·  dρ¯ and γ1| · · · |γn+l as feedback invariants. Hence there exist invert-
ible matrices P ∈ F(n+l)×(n+l) and Q ∈ Fm×m, and the matrix R ∈ Fm×(n+l) such
that
P
[
A B
] [P−1 0
R Q
]
=
[
L T S
Y Z W
]
.
Since the matrix[
L T S 0
Y Z W Il
]
∈ F(n+l)×(n+l+m+l). (23)
has f1  · · ·  fσ and α1| · · · |αn+l as feedback invariants, we can define the wanted
matrix X as
P−1
[
0
Il
]
,
which concludes our proof. 
Corollary 4 (Theorem 5, [4]). Let A ∈ Fn×n, B ∈ Fn×l , C ∈ Fn×m. Let f ∈ F[λ] \
{0} be monic polynomial. Let α1| · · · |αn be the invariant factors of[
λI − A −B −C] . (24)
Let µ1  · · ·  µl  0 be the minimal indices of the first kind, and ν1  · · ·  νρ >
0 be the minimal indices of the second kind of (24). There exist matrices D ∈ Fl×n,
E ∈ Fl×l and F ∈ Fl×m such that[
λI − A −B −C
−D λI − E −F
]
has the characteristic polynomial f if and only if the following conditions are satis-
fied:
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(a) α1 · · ·αn | f
(b) at least one of the following conditions is satisfied:
(b.1) n + l −∑ νi −∑{µiν1} (µi + 1)  d(f )  n + l −∑ νi,(b.2) There exists t ∈ {1, . . . , l} such that µt > ν1 and
n + l −
∑
νi −
l∑
i=t
(µi + 1)  d(f )  n + l −
ρ∑
i=2
νi − (µt + 1).
Proof. Necessity:
We will show that the conditions (a) and (b) are the consequences of the condi-
tions in the main result.
Suppose the existence of the matrices D, E and F such that the pencil[
λI − A −B −C
−D λI − E −F
]
(25)
has f as the characteristic polynomial. If denote by γ1| . . . |γn+l and d1  . . . 
dρ¯ , the feedback invariants of the pencil (25), we have that
∏
γi = f and that they
satisfy conditions from the main result (Theorem 1). Now, from condition (iii) we
trivially obtain the necessity of condition (a).
Let k be a maximal index i ∈ {0, . . . , l}, such that µi > ν1. Further, from condi-
tion (i) we know that d1  ν1, thus we have the following k + 1 posibilities for the
position of d1:
d1  µ1 + 1,
µ1 + 1 > d1  µ2 + 1,
· · ·
µk−1 + 1 > d1  µk + 1,
µk + 1 > d1  ν1.
If µk + 1 > d1  ν1, then hk = min{i|di−k+1 < fi} = k. From condition (iv), and
the fact that π0| · · · |πl+ρ−ρ¯ , we obtain ∑hk−k+1 di ∑hk+1 fi . This gives∑
νi 
∑
di 
∑
νi +
l∑
i=k+1
(µi + 1),
which is condition (b.1).
If µi−1 + 1 > d1  µi + 1, for some i ∈ {2, . . . , k}, then hi−1 = i − 1, i.e. we
have
ρ∑
i=2
νj + µi + 1 
∑
dj 
∑
νj +
l∑
j=i
(µj + 1),
which is, in fact, condition (b.2) in a case t = i.
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Finally, if d1  µ1 + 1, it is easy to obtain
ρ∑
i=2
νi + µ1 + 1 
∑
di 
∑
νi +
∑
(µi + 1) =
∑
fi.
This is condition (b.2) in the case t = 1. Thus, we have finished the necessity part of
the proof.
Sufficiency:
The idea is to define the polynomials γ1| · · · |γn+l and integers d1  · · ·  dρ ,
such that
∏
γi = f and such that they satisfy conditions from Theorem 1, so we can
apply the main result and thus finish the proof.
Let γ1| · · · |γn+l be the following polynomials:
γi = 1, i  l,
γi = αi−l , l + 1  i  n + l − 1,
γn+l = ψαn,
where ψ = f/∏αi is a monic polynomial (as a consequence of (a)). Now, the poly-
nomials πj = ∏n+ji=1 lcm(αi−j , γi), j = 0, . . . , l, from condition (v) in Theorem 1,
become πl = ∏ γi and πj = ∏αi , j < l. Therefore, condition (v) becomes
ρ∑
i=hq−q+1
di 
ρ+l∑
i=hq+1
fi, q = 1, . . . , l.
Now, suppose that condition (b.2) in the case t = 1 is satisfied. We will define
d1  · · ·  dρ in a following way
d1 = µ1 + 1 + x,
di = νi, 2  i  ρ,
where ν1 +∑2 (µi + 1)  x = n + l − d(f ) − (µ1 + 1) −∑ρi=2 νi  0.
These di’s (and above defined γi’s) satisfy all the conditions from Theorem 1. The
only nontrivial part is to prove that condition (v) is valid:
In this case, it is easy to see that hq = min{i|di−q+1 < fi} > q, q = 1, . . . , l.
Thus, dhq−q+1 < fhq , and so
∑
hq−q+1 di =
∑
hq−q+1 νi 
∑
hq+1 fi , which is
exactly condition (v) from Theorem 1, in this case.
Now suppose that condition (b.2) in the case t = 1 is not satisfied but that the same
condition in the case t = 2, is. Then we have ∑2 νi + µ2 + 1 ∑ di ∑ νi +∑
2 (µi + 1) and
∑
di <
∑
2 νi + µ1 + 1. Define d1  · · ·  dρ as
µ1 + 1 > d1 = µ2 + 1 + x,
di = νi, 2  i  ρ,
where µ1 + 1 − (µ2 + 1)  x = n + l − d(f ) − (µ2 + 1) −∑ρi=2 νi  0. Like in
the previous case, if hq > q we can easily obtain the necessity of all the conditions
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from Theorem 1. If hq = q we have q = 1 and the only nontrivial condition (con-
dition (v)) becomes ∑2 νi + µ2 + 1 + x ∑ νi +∑2 (µi + 1). This is equivalent
to x 
∑
3 (µi + 1) + ν1, which is exactly condition (b.2) in a case t = 2.
Now, in general, suppose that condition (b.2) is not satisfied for t = 1, . . . , s − 1,
but is satisfied for t = s, s  l. Then we define di’s as follows
µs−1 + 1 > d1 = µs + 1 + x,
di = νi, 2  i  ρ,
where µs−1 + 1 − (µs + 1)  x = n + l − d(f ) − (µs + 1) −∑ρi=2 νi  0. One
can easily verify that all the conditions from Theorem 1 will be valid.
Finally, we are left to see what happens if condition (b.2) is not satisfied for any
t ∈ {1, . . . , l}, but condition (b.1) is. Then we will define di’s as
µk + 1 > d1 = ν1 + x,
di = νi, 2  i  ρ,
where µk + 1 − ν1 > n + l − d(f ) −∑ νi  0. Again, if hq > q, we can obtain
all the conditions from Theorem 1. If hq = q i.e. ν1 + x < µ1 + 1, then all the con-
ditions from Theorem 1 will be trivially satisfied for q  2. If q = 1, then condition
(v), from the same theorem, becomes ∑ νi + x ∑ νi +∑2 (µi + 1), which is
exactly condition (b.1).
So, in this way, under the conditions (a) and (b) we have defined d1  · · ·  dρ
and γ1| · · · |γn+l such that they satisfy the conditions from the main result, and such
that
∏
γi = f , and thus, using the result of Theorem 1, proved the sufficiency. 
The proofs of the following consequences of Theorem 1 are straightforward, thus
will be omitted.
Corollary 5. Let A ∈ Fn×n, B ∈ Fn×l and C ∈ Fn×m. Let µ1  · · ·  µl  0 and
ν1  · · ·  νρ > 0 be the minimal indices of the first and second kind, respectively,
of the completely controllable matrix pencil[
λI − A −B −C] .
Let d1  d2  · · ·  dρ¯ > 0 be positive integers. There exist matrices D ∈ Fl×n,
E ∈ Fl×l and F ∈ Fl×m such that the pencil[
λI − A −B −C
−D λI − E −F
]
is completely controllable and has d1  · · ·  dρ¯ as column minimal indices if and
only if the following conditions are valid:
(i) di  si, i = 1, . . . , ρ¯,
(ii) ρ  ρ¯  min(l + ρ,m),
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(iii) ∑ fi = ∑ di,
(iv) ∑hqi=1 fi ∑hq−qi=1 di,
hq = min{i|di−q+1 < fi}, q = 1, . . . , ρ + l − ρ¯,
where f1  · · ·  fρ+l is nonincreasing ordering of the numbers µ1 + 1, . . . , µl +
1, ν1, . . . , νρ and s1  · · ·  sρ¯ is nonincreasing ordering of the elements ν1, . . . , νρ,
µl + 1, . . . , µl+ρ+1−ρ¯ + 1.
Corollary 6. Let A ∈ Fn×n and C ∈ Fn×m. Let ν1  · · ·  νρ > 0 and α1| · · · |αn
be the column minimal indices and the invariant factors, respectively, of[
λI − A, −C ] . Let d1  d2  · · ·  dρ¯ > 0 and γ1| · · · |γn+l be positive inte-
gers and monic polynomials, respectively. There exist matrices D ∈ Fl×n, E ∈ Fl×l
and F ∈ Fl×m such that the pencil[
λI − A 0 −C
−D λI − E −F
]
has γ1, . . . , γn+l as invariant factors and d1, . . . , dρ¯ as column minimal indices if
and only if the following conditions are valid:
(i) di  νi, i = 1, . . . , ρ,
(ii) ρ  ρ¯  min(l + ρ,m),
(iii) γi | αi+ρ−ρ¯ | γi+l+ρ−ρ¯ , i = 1, . . . , n,
(iv) ∑ νi +∑ d(αi) + l = ∑ di +∑ d(γi),
(v) ∑ νj +ρ¯+q−ρ−∑ did(πρ+l−ρ¯ )−d(πρ+l−ρ¯−q), q = 1, . . . , ρ+ l − p¯,
πj = ∏n+ji=1 lcm(αi−j , γi+ρ¯−ρ), j = 0, . . . , ρ + l − ρ¯.
Corollary 7. Let A ∈ Fn×n and B ∈ Fn×l . Let µ1  · · ·  µl  0 and α1| · · · |αn be
the column minimal indices and the invariant factors, respectively, of[
λI − A, −B ] . Let d1  d2  · · ·  dρ¯ > 0 and γ1| · · · |γn+l be positive inte-
gers and monic polynomials, respectively. There exist matrices D ∈ Fl×n, E ∈ Fl×l
and F ∈ Fl×m such that the pencil[
λI − A −B 0
−D λI − E −F
]
has γ1, . . . , γn+l as invariant factors and d1, . . . , dρ¯ as column minimal indices if
and only if the following conditions are valid:
(i) di  µl−ρ¯+i + 1, i = 1, . . . , ρ¯,
(ii) ρ¯  min(l, m),
(iii) γi | αi−ρ¯ | γi+l−ρ¯ , i = 1, . . . , n,
(iv) ∑ (µi + 1) +∑ d(αi) = ∑ di +∑ d(γi),
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(v) ∑hqi=1 (µj + 1) −∑hq−qi=1 dj  d(πl−ρ¯ ) − d(πl−ρ¯−q),
hq = min{i|di−q+1 < µi + 1}, q = 1, . . . , l − ρ¯,
πj = ∏n+ji=1 lcm(αi−j , γi+ρ¯ ), j = 0, . . . , l − ρ¯.
Corollary 8. Let A ∈ Fn×n, and let α1| · · · |αn be its invariant factors. Let d1 
d2  · · ·  dρ¯ > 0 and γ1| · · · |γn+l be positive integers and monic polynomials,
respectively. There exist matrices D ∈ Fl×n, E ∈ Fl×l and F ∈ Fl×m such that the
pencil[
λI − A 0 0
−D λI − E −F
]
has γ1, . . . , γn+l as invariant factors and d1, . . . , dρ¯ as column minimal indices if
and only if the following conditions are valid:
(i) ρ¯  min(l, m),
(ii) γi | αi−ρ¯ | γi+l−ρ¯ , i = 1, . . . , n,
(iii) l +∑ d(αi) = ∑ di +∑ d(γi),
(iv) ρ¯ + q −∑ di  d(πl−ρ¯ ) − d(πl−ρ¯−q), q = 1, . . . , l − p¯,
πj = ∏n+ji=1 lcm(αi−j , γi+ρ¯ ), j = 0, . . . , l − ρ¯.
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