A cellular association trace consists of timestamped events recording user activity in labeled cells in a cellular network. From such data one can infer that if a user appears in two different cells within a short span of time, that a handover took place, and that the coverage areas of the two cells overlap. That is, one can infer geographic information from handover behavior. One would like to expand this kind of inference to a larger scale, perhaps reconstructing a proximity graph of the cellular sites, or creating an approximate 2-dimensional embedding of the cells. We have analyzed a large-scale cellular association trace of several months of activity for several million users on a 3G network, and have found that handover behavior is actually incredibly diverse and complicated, making it very difficult to make any sort of global inferences, even in small sections of a network. In this paper we present some stable elements of handover behavior, and present several methods one can use to extract proximity information from such a trace.
INTRODUCTION
There are several reasons one would want to study cellular association traces. In the field of mobile networking, researchers often want to build mobility models to drive simulations or validate models, for example [3, 8] . Doing this coherently can require understanding the arrangement and structure of the network, both for validation and semantic understanding. For example knowing that one group of cells covers a business district, and another group of cells is in a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. small town would be useful for understanding and deriving meaning from an analysis.
One might also study such a trace for demographic or urban planning purposes. The associations of cell users can give us information about commuters, travel times, and cellular access patterns. Finally cellular carriers are interested in analyzing association traces to ensure that their network is functioning in an efficient and coherent way. Even with cell location information, studying the logical structure of handovers in the network can be valuable. Radio coverage is often modeled as circular disks, or a conic section. However the reality, involving interference, terrain, and buildings, is much more complicated, and very expensive and timeconsuming to model accurately. When a handover takes place, the user can be taken as a witness to a specific point of overlap of the cells' coverage areas. Comparing predicted vs actual handover patterns could identify areas of poor coverage or excessive interference. Studying actual handover behavior is a step towards creating such models.
In this paper we document our work on the problem of constructing a cell proximity graph, and a corresponding 2D embedding, from inferred handover information. Our analysis is based on a cellular association trace for a 3G network, several months in length covering a full country with several million users appearing. We also have GPS coordinates for most of the cells, and use this to guide and evaluate our analysis. We present some statistics on the relationship between handover volume and actual cell distance, and present several possible criteria for adding edges to a cell proximity graph. We find the most important first step to this is grouping sets of co-located cells into combined multi-cell sites, and we present statistical properties of the handover data that show this is reasonable to do. Then we evaluate our ability to construct a handover-based proximity graph of the cell sites by comparing to the Delaunay triangulation of the sites, and show an example of using such a graph to compute a planar embedding of the cell sites.
Mobility/handover mechanisms and management are central to the functioning of cellular networks, and one can find a great deal of work proposing and analyzing handover models using different network and user mobility models [7, 2] . We have also seen work on performing node location estimation in a wireless network based on signal strengths or time-of-flight measurements [13, 9] . However we have not found any other work on using cellular handover information to infer geographic network structure. 
ASSOCIATION TRACE DESCRIPTION
We have been given access to a large dataset of association traces from a large cellular operator. Our cellular association trace is a type of transaction data. Each data point consists of:
timestamp userID cellID activity vector
The userID is an anonymized hash. The cellID for 3G BTSes is a set of hierarchical identifiers. At the top level there is a Mobile Country Code (MCC) and Mobile Network Code (MNC). These are the same for the entire trace we use here. Within an MNC cells are grouped together by a Location Area Code (LAC) identifier. Within a Location Area each individual cell corresponds to a Service Area Code. So the full cell ID we refer to here is the Service Area Identifier (SAI): SAI = MCC + MNC + LAC + SAC Documentation [6, 1] indicates that in a UMTS network a single SAC may map to multiple BTSes, but that appears not to be the case in our trace. In fact there are usually many distinct SACs at every cell site.
The activity vector lists several attributes of the user's activity such as number of calls and SMS messages, and amount of data transfered up and down. The data points are aggregate, reported at 5-minute intervals. If a user had activity in more than one cell during a time interval, then she will have a separate entry in the trace for every cell she was active in during the 5-minute window.
We also have access to location information for the base stations for most of the 3G cells in the network. This metadata consists of a list of cell IDs (MCC:MNC:LAC:SAC) and corresponding GPS coordinates. The GPS coordinates are given with varying levels of precision, and presumably some amount of error. Even if a pair of cells are not labeled with the exact same GPS coordinates, we consider a pair of cells to be co-located if their coordinates are within 25m of each other. This adjustment to the location data is justified by the following observations. If we look at the inter-cell distance distribution we have 1502 pairs of cells that have non-identical GPS coordinates and a distance less than 100m, but only 302 pairs of cells with distance between 100-200m, then 632 pairs of cells with distances 200-300m, and so on. This suggests that cells are not generally placed closer than 100m to each other unless they are co-located, and that the large number of inter-cell distances less than 100m is due to different levels of precision or error in the GPS coordinates.
General Trace Statistics
The trace covers approximately six months and contains on the order of 10,000,000 transactions per hour, with much more activity during the day than at night. Approximately 10,000,000 distinct user IDs appear over the full duration of the trace, and about 130,000 distinct 3G cell IDs appear.
We naturally expect that distant cells will have no handovers, and that cells in close proximity will have many handovers. Figure 1 shows the one-month maximum and mean number of handovers between cells at different inter-cell distances. The y-axis is logarithmic. The expected inverse relationship between cell distance and handover volume is clear, but the inter-cell distances for which cells still see handovers is much larger than we expected. In fact, if we look for extrema, in one exceptional case we infer nearly 400 handovers per month between a pair of cells 90km apart. In other cases there are up to 13 handovers per month between cells over 500km apart. These appear to be due to a phenomenon where a phone has been switched off for some time, and when re-attaching to the network its initial activity is sometimes attributed to the cell where is was last seen. We filter out some of these anomalies by discarding any handovers that are close in time to an Attach Attempt. Unfortunately Attach Attempts can sometimes be recorded in the trace over an hour after the phone relocated. By setting a threshold on the number of handovers between a pair of cells, we can still filter out most of these anomalies.
We might expect cells in rural areas to cover much larger areas, and in these cases such long-distance handovers may be reasonable. A key statistic about the cell locations that can help us evaluate this is the distribution of each cell's nearest neighbors. Figure 2 shows the distribution of distances to the 1st and 2nd nearest neighbors to each cell. This plot is dominated by cells in urban areas where nearest neighbors tend to be between 200-2000m apart. However if we inspect the distribution of cells in sparser regions in the network we see that in some areas a cell's nearest neighbor may be over 66km away. While we do not know for sure how large these cells' coverage areas can be, this inter-cell distribution suggests that we can legitimately expect to infer handovers between cells over 10km apart.
TRACE PROCESSING
The main steps in our processing are to filter out bad events, identify inferred handovers, and finally build a proximity graph based on the inferred handovers. The final step can be done in a wide variety of different ways.
Initial Processing
The first step of our processing is to extract cellular handover information. We do not have direct information about handovers, so we infer it from the information we do have. If a user appears in two different cells within a small window of time, we reason that those two cells must have some overlap in their coverage areas. Unfortunately the time resolution of our trace is very coarse; the activity information is reported at five-minute intervals. A user in a car or train can cover a large distance in that time. Our hope is that given the large volume of trace data, geographically closer cells will still tend to have more handovers, even though fast-moving users may cause us to infer handovers between non-adjacent cells.
First we apply an activity filter to the trace to remove events where a user's connection to the BTS was too poor to successfully communicate. In order to consider an event valid we require that a user either successfully place or receive a call, successfully send an SMS message, successfully perform a location update, or transfer (up or down) at least 1024 bytes of data. This filters out 12.8% of events. Then for each five-minute reporting period we pull out all instances where a user reports successful activity in more than one cell, and record a handover between each pair of cells the user appears in. We exclude cases where the user also registers an Attach Attempt for the reason explained in section 2.1. On average in each reporting interval 14.5% of the active users appear in more than one cell.
Cell breathing is a phenomenon in CDMA networks where the the effective range of the BTS shrinks as the cell becomes more loaded. However this does not affect the proximity of the cells. If anything, it will cause handovers of stationary and slow-moving users who are in the overlap of cells' coverage areas, which is a good thing for our purposes.
Proximity Graph Edge Criteria
If we add an edge to the inferred handover cell proximity graph for every single inferred handover, we do a terrible job of distinguishing between nearby and far away cells. We need to set a condition for when to add an edge to the proximity graph. The simplest method is to simply set a count threshold, Tc, for the number of handovers a pair of cells has to have before we add an edge. For a pair of cells, X, Y , let Hc(X, Y ) be the number of inferred handovers between those two cells. Then the simplest proximity criterion is to add an edge, XY to the proximity graph if Hc(X, Y ) ≥ Tc. The handover count can also be used to add distances/weights to the edges of the graph. Since we were interested in embedding the proximity graph in the plane, we treated the edge values as distances, and created a metric that gave node pairs with more handovers smaller distances. The metric we used for our experiments is of the form:
where K is a constant. In our experience, weighting the edges does not change the results much.
One problem with the count threshold is that it does not take into account the different handover volumes different cells have. One solution is to normalize Hc relative to total handover volumes of the pair of cells involved. If X and Y are two cells with total numbers of handovers CX and CY respectively, then we can quasi-normalize the handover count by computing
We say this is "quasi-normalized" because the counts are scaled based on the cells' activity, but the Hc at any cell will not sum to 1. Another approach we have found more effective is the ranked handover fraction criterion. For each cell, X, we make a list of all other cells {Yi} with which it has handovers, sorted by the number of handovers. We then add edges from X to the top-ranked Yi up to the point where the connected cells account for a fixed fraction, 0 < σ ≤ 1, of X's handovers. This approach requires no normalization, and tends to produce adjacency graphs that are closer to the Delaunay triangulation of the actual locations of the cell sites.
GROUPING CO-LOCATED CELLS
One thing that surprised us, is that there are typically many more BTSes than we expected co-located at each site. We had expected that there would be three cells on each tower, each with a different azimuth covering a 120
• plane angle. In fact the number of cells at each site is typically a multiple of three, but is more commonly six, nine, or twelve, with some instances of sites containing over 20 cells. Figure 3 shows the PMF and CMF of the number of cells at each site. We speculate that the larger numbers of co-located cells are to add capacity and operate on different frequencies, but we really do not know.
We have found that combining the sets of co-located cells into multi-cells drastically improves the quality and usability of network proximity graphs constructed based on inferred handovers. Part of this is due to the 10-fold reduction in the number of cells we have to deal with. Even more it is due to the clique-like interconnectivity of co-located cells in the handover graph and irregular connectivity to the cells at neighboring sites. Therefore detecting groups of co-located cells is a useful first step in analyzing cellular network structure based on inferred handovers.
We expect that if a cell is co-located with other cells, it will have a lot of handovers to its co-located brothers. This turns out to be true. In fact we have found the fraction of handovers between a cell and the others at the same site is surprisingly stable at about 45%, and does not depend on the number of cells at the site. The table below shows the mean handover fraction from each cell to others at its site for all cells in a few of the largest municipalities in our trace, and overall.
Municipality mean handover fraction st. However for each cell in a co-located group, the other cells at the site are not necessarily the top-ranked handover neighbors. For a site with 12 or more co-located cells, for example, the co-located handovers simply have to be split more ways, and the co-located cells are ranked even lower in the listing of handover neighbors. This means that using the ranked handover fraction criterion to identify co-located sets of cells will not work well. On the other hand, if we use a handover count threshold to form a proximity graph, co-located sets of cells do tend to almost form cliques. Figure 4 shows the average graph density (the number of edges divided by the number of edges there would be in a complete graph) of co-located sets of cells for different Tc thresholds in the 13 largest municipalities in our trace.
This means that we should be able to approximately group the cells into co-located sets using graph partitioning algorithms. Graph partitioning is a computationally hard problem to solve exactly, but creating heuristic algorithms to find approximate solutions is an established subfield of graph theory [4] . We do not go into its details here.
PROXIMITY GRAPH OF SITES
We still need to evaluate our ability to construct a proximity graph from inferred handover information. In this section we deal exclusively with aggregated multi-cells consisting of sets of co-located cells, and refer to these sets of cells as "sites".
We would like our proximity graph to be representative of the actual proximity of the sites, and be a good input for graph arrangement algorithms such as Yifan Hu [5] and low-dimensional embedding algorithms such as Isomap [10] or maximum variance unfolding [11] . Probably the most elegant triangulation of planar points is the Delaunay triangulation. It is has a number of desirable properties, in particular, being a planar triangulation (and therefore a planar graph) and the fact that the circumcircle of any Delaunay triangle does not contain any other vertex in the graph. The Delaunay triangulation has been proposed as the basis for algorithms for managing handovers and mobility in cellular networks [12] , so we see it as a sort of ideal for the proximity graph we would like to derive from our inferred handover information.
The two main types of defects our proximity graph can have are missing connections and short-circuits. If we do not have enough data, or if we set the threshold for adding edges too high, the handover-based proximity graph will not have enough edges to represent the network. Lacking edges in comparison to the Delaunay triangulation is not always a defect, though. The Delaunay triangulation triangulates the convex hull of a set of points. If the actual network is not convex, or has un-covered areas, the Delaunay triangulation will still triangulate those areas with extremely long edges, and will therefore contain edges that we would not want in our proximity graph.
Short-circuits in the proximity graph are much more problematic. These are cases where we add an edge between two sites when there are one or more other sites in between. A graph with many short-circuits is difficult to unfold/embed in the plane because the short-circuit edges ruin the graph distance metric. These sorts of short-circuits will inevitably occur in our graphs, however. For example, along the path of a highway, a lot of users may show activity on several fairly distant cells with or without hitting ones that are in between. This is a bit of information about the mobility in the network that we would like to keep, but too many short-circuits all throughout the network will make it impossible to extract any information about the network or user mobility.
We compare the handover-based proximity graphs we compute from the trace to the Delaunay triangulations we compute from the actual cell locations by looking at the shortest paths through the graph for all pairs of sites. If the shortest path between a pair of sites is longer in the proximity graph than in the Delaunay triangulation, it indicates miss- ing edges, or a lack of connectivity in the proximity graph (which may not be a problem). If the shortest path in the proximity graph is shorter than in the Delaunay triangulation it indicates the presence of short circuits (which may be inevitable, but is always a problem for planar embedding). We measure these two types of errors separately. Let X = {X1, X2, . . . , Xn} be our set of sites, and Hσ(X) be the handover-based proximity graph computed from the trace using a ranked handover fraction of σ, and let DG(X) be the Delaunay triangulation of those points. For any graph, G, let φ(G, X, Y ) be the length of the shortest path between vertices X and Y . The individual errors in path length are scaled relative to the length of the path in the Delaunay triangulation.
For a quantitative evaluation, we constructed handoverbased proximity graphs for the cell sites in four of the largest municipalities in our trace, and compared them to the corresponding Delaunay triangulation using the error functions above. We used the ranked handover fraction criterion for edge inclusion with fraction σ = 0.5. The graphs that we generated also have distances/weights attached to each edge based on the dc(·) function in equation 1. This allows us to filter the edges included in the graphs which we evaluate. Let T d be the threshold we use to filter the edges in the handover-based proximity graph. Figure 5 shows the error functions computed for a range of values of T d for the four large municipalities. Figure 6 shows the distribution of the absolute errors. Both Φ + and Φ − stabilize to very consistent values, and this plateau actually continues out to about T d = 500. In this region the proximity graphs are very stable with few new edges being added for increased T d . This is a good thing because a researcher working without the ground truth of cell locations has a huge and obvious "sweet spot" for choosing the T d threshold.
From figure 5 we see that of the pairs of sites that have short-circuits, the average length of the shortest path through the proximity graph is about 23 − 29% shorter than that through the Delaunay graph. Of the site pairs that have shortest paths longer than that through the Delaunay graph, the paths on average are 40% longer than the ideal. We note again that paths longer than in the Delaunay triangulation are not necessarily a problem. Though it is not represented in the graph we find that about 25% of site pairs have shortcircuit paths, and about 50% have longer paths. The remaining pairs have shortest paths that match the length of the shortest paths in the Delaunay triangulation.
PLANAR EMBEDDING OF CELL SITES
Though it is a more subjective result to evaluate, we have used Isomap to compute planar embeddings of our handover-based proximity graphs for several large municipalities. There are a variety of tools for dimensionality reduction, but finding a low-dimensional embedding of our cell proximity graph is inherently non-linear. The data points have a metric, but it is almost certainly non-euclidean. We chose to experiment with Isomap [10] because it is well-used and designed to find embeddings for arbitrary metric data.
Let DG be a graph edge distance matrix. Isomap uses classical Multi-Dimensional Scaling (MDS) to generate a ddimensional embedding in Euclidean space that minimizes the cost function:
Here Dγ is the distance matrix of the resulting Euclidean embedding. In many applications involving high-dimensional data the true dimension of the data is unknown, so one computes embeddings for several different dimensions and then plots the resulting residual variance to estimate the correct embedding dimension. In our case we expect the embedding to be two-dimensional, so we focus just on those results. Figure 7 shows an example embedding computed for one large municipality. Sites that are geographically close have similar colors. We see that the proximity graph we construct does a fairly good job of preserving the actual geographic proximity, though the network is rotated and distorted from the true geographic arrangement. However there is enough correct information about the relative arrangement and proximity of sites that one could use this embedding to visualize and model user mobility between the sites.
CONCLUSION AND FUTURE WORK
We have discussed some of the challenges involved in the apparently simple problem of extracting cellular network structure from a large trace of coarse cell association data. Performing such analysis could be useful for validating anonymized trace data, analyzing network behavior, building mobility models, and building handover models to help detect faults and irregular network behavior. Inferred handover data contains some amount of geographic information, but tying these bits of information together into a more global picture is challenging. We presented several criteria for adding edges to a handover-based proximity graph, and discussed which methods work better for different purposes. In particular using a plain count threshold works better for detecting co-located cells, while using a ranked handover fraction filter works better for constructing a proximity graph on the co-located cell sites. We presented and used a technique to quantify the quality of the proximity graph we produce. Finally we summarized how we used the Isomap nonlinear embedding algorithm to construct some example embeddings of the cell sites of the largest municipalities in the trace.
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