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Chapter 1
Introduction
The need for sustainable energy sources is one of the biggest problems faced by the
world’s population nowadays. Accordingly, the research on this field attracts a great
deal of interest from many scientific communities (physics, chemistry, geology, en-
gineering and so on). Nonetheless it is likely that in the following years more and
more efforts will be devoted to resolve these problems. Historically the first devices
able to produce usable energy for applicative purposes were thermal machines, ca-
pable to convert heat into work. Since then, many other cleaner and more efficient
ways has been explored, resulting in the widespread diffusion of hydroelectric power
plants, photovoltaic cells, electric engines or nuclear power plants. Despite that,
a solution which satisfies both the increasingly higher demand of energy from the
world’s population and the need for enviromentally friendly sources has yet to be
found. Furthermore, much of the energy used in the world it is still produced by
means of thermal power stations, which are large-scale thermal machines.
The first seminal studies concerning the conversion from heat to work were con-
ducted by Sadi Carnot [1] in 1824. Among the various findings by Carnot, one of the
most important regard the maximum attainable efficiency in heat to work conver-
sion, and states that for any thermal machine operating between two temperatures
TL and TH (TL < TH), the efficiency cannot overcome the thermodynamical bound
commonly referred to as Carnot efficiency :
ηC = 1− TL
TH
.
For combustion engines as the ones used in many cars the efficiency is about 25%,
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meaning that much of the heat produced from fuel is wasted in the conversion process.
Being able to recycle the wasted heat in order to produce work is a very appealing
idea, even because it is not restricted to combustion motors, but can be applied to a
wide range of heat dissipating processes, starting from modern microprocessors, to
solar radiation, automotive exhaust, or industrial processes.
Thermoelecticity refers to a bunch of physical effects which, exploiting the cou-
pling between heat and energy currents, allows the direct conversion of temperature
differences into electric voltages or vice versa. With the help of thermoelectric ef-
fects it is possible to realize small solid state devices which can operate as thermal
machines. Due to their generally small size and great reliability stemming from
the absence of moving parts, devices of this kind are ideal to recycle wasted heat.
Moreover, in thermoelectric heat to work conversion, energy is produced without the
emission of additional greenhouse gases. Unfortunately these devices suffer from a
very serious drawback which limits a wider application: low efficiency with respect
to their mechanical counterparts. The efficiency of solid state thermal machines (and
refrigerators, as we will explain in Chapter 4) can be characterized by a single adi-
mensional parameter, namely the figure of merit defined by Ioffe in Ref. [2]. The
figure of merit is completely determined by the transport properties of the system,
and provides a very general paradigm to compare the efficiency in thermoelectric heat
to work conversion for very different devices. High figures of merit imply high efficien-
cies, but despite the research in this field has been very intense in the last decades,
the devices commercially available at the present day exhibit a figure of merit ≈ 1.
However it is generally accepted that the target value for efficient thermoelectric
generators is ≈ 3 in order to be competitive with their mechanical counterpart.
With the advent of nanosciences, the interest of the scientific community on ther-
moelectricity has been boosted by the new opportunities resulting from the possibility
to fabricate complex nanoscopic devices [3, 4, 5, 6, 7, 8]. In particular, thermal ma-
chines exhibiting high efficiencies are expected from systems with low dimensionality
[9], as a consequence of coherent quantum confinement effects. Furthermore, devices
which realize narrow energy filters could lead to arbitrary high values for the figure
of merit [10], making the efficiency saturate the maximum attainable value ηC , the
Carnot efficiency. The many possibilities given by the current technology to engineer
nanoscopic devices, results in an overwhelming number of different systems exhibiting
thermoelectric effects. Nonetheless, the vast majority of nanoscopic thermoelectric
devices studied at the present day have just two terminals, i.e. contacts from which
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energy and charge currents can be exchanged with the environment. Studies on three
terminal devices has been conducted only very recently [11], and almost nothing is
known for devices with four or more terminals employed as thermal machines.
In this thesis we study nanoscopic thermoelectric systems based on coherent con-
ductors subjected to periodic driving. Electron systems whose transport properties
are completely determined by quantum mechanical interference effects are referred to
as coherent. In presence of periodic time-dependent perturbations, the phenomenon
known as quantum pumping can occur, for which the emergence of charge and energy
currents is allowed even in absence of temperature and voltage gradients. Such per-
turbations can be experimentally produced, for example, by means of gates changing
electrostatically and periodically the properties of the conductor. In particular, in
this thesis we analyze the effects of time-dependent periodic perturbations on ther-
mal machines (and refrigerators) in the adiabatic regime, i.e. when the time taken
by the electrons to traverse the conductor is much smaller than the period of the
oscillating perturbations.
Very recently, a partial study of periodically-driven thermoelectric systems in a
particular setup has been conducted in Ref. [12]. We re-derived and extended the
theory for the problem without simplifying constraints. In doing so, we found many
interesting properties for the efficiencies of thermal machines in presence of periodic
driving. In particular we found that in certain operating regimes, the presence of
cyclic time-dependent perturbations always enhance the efficiency. Nonetheless, we
mention that realistic devices exhibiting the increase in efficiency due to periodic
driving operate at very low temperatures, making them not exploitable for room
temperature applications. Despite that, specific applications in cryogenics or space
science can benefit from the results obtained in the following chapters.
A brief outline of the thesis is the following: in Chapter 2 we review the theoret-
ical tools used throughout the thesis. Following the standard derivation, we outline
the framework of nonequilibrium thermodynamics defining and explaining the phys-
ical significance of generalized thermodynamical forces and fluxes, which are the
main ingredients of this theory. Then, we focus our attention on the linear response
regime, and its applicability limits. At the end we will show how this formalism can
be used to describe thermoelectric systems.
In Chapter 3 we review the definition of coherent conductors and the phe-
nomenology of quantum pumping. Then, we extend the formalism provided by
nonequilibrium thermodynamics in order to describe thermoelectric devices in pres-
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ence of periodic driving. Once the new formalism has been developed, we proceed to
derive the analytical form of the coefficients needed to describe transport phenom-
ena. At the end we discuss some peculiar relations found for the coefficients. These
relations are very important in characterizing the efficiency.
In Chapter 4 we begin by reviewing the general definition of efficiency for ther-
mal machines and refrigerators. Then we proceed to define the figure of merit for
standard thermoelectric systems like the ones analyzed in Chapter 2. Later we show
that a different figure of merit can be naturally defined also for thermoelectric de-
vices in presence of periodic driving, making it possible to extend the formalism of
standard thermoelectricity. Finally, after having discussed the physical meaning of
the newly defined figure of merit, we present some results concerning the figure of
merit for a wider class of devices, for which thermoelectric systems in presence of
periodic driving is just a particular case.
In Chapter 5 we test the theory just developed on a simple physical model.
This chapter is very didactic, besides the direct confirmation of the findings of the
previous chapters, we exploit this realistic example to explain many subtle points
regarding the comparison between a thermoelectric system in presence of periodic
driving, and a standard thermoelectric system.
Chapter 2
Nonequilibrium thermodynamics
When a thermodynamical system is driven out of equilibrium by an external pertur-
bation, a viable approach for his physical description is provided by the Onsager’s
theory of nonequilibrium thermodynamics. The formalism is founded on two main
ideas: first, any perturbation introduced is followed by a response from the system,
which is deeply related to the perturbation itself. Second: any perturbation induced
in the system results in irreversible and dissipative effects, which in turn can be re-
lated to physical quantities such temperature and dissipated heat. More precisely,
it is possible to algebraically relate the entropy production rate in nonequilibrium
systems to the perturbations acting on the system. In this chapter we will explore
this theoretical approach and apply it to describe thermoelectric phenomena. The
path followed to present the argument will be somewhat different from the one of the
prominent textbooks on the argument, such as Ref. [13]. Indeed, the vast majority
of tractations analyze systems which could be described with a theory accounting
only for local effects in the perturbations, while the systems that we are going to
describe in this thesis are carachterized by strongly non-local effects, making some
of the results of [13] inapplicable. The chapter is organized as follows: we start by
presenting a very formal review of the theory with the aim to shed light on the limits
of applicability of the formalism, then with the new mathematical tools provided by
the Onsager approach we proceed to the description of thermoelectric phenomena.
7
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2.1 Forces and fluxes
In this section we will prepare the framework of nonequilibrium thermodynamics
giving a formal definiton of the quantities at the heart of Onsager’s theory: forces
and fluxes. Earlier we referred quite generally to perturbations and responses of the
system; in the context of nonequilibrium thermodynamics they will be related to
properly defined quantities which are respectively thermodynamic forces (or affini-
ties) and fluxes. Heuristically, their physical interpretation is based on the idea that
a system, perturbed by a force, establishes a current (flux) in order to compensate
for the nonequilibrium situation. Even though, as we will show later, the formal
definition of forces and fluxes is to a certain extent arbitrary, a widely accepted def-
inition is that for every extensive quantity αi characterizing the system, the related
flux Ji and force Xi are:
Ji =
d
dt
αi (2.1)
Xi =
∂S
∂αi
(2.2)
Where S(α1, α2, · · ·αn) is the entropy of the system. These definitions rely on the fact
that entropy is maximum at equilibrium, and any force driving αi out of equilibrium
results in a perturbation proportional to
∂S
∂αi
for the entropy. On the other hand, the
fluxes defined in Eq. (2.1) are enstablished to restore equilibrium. S(α1, α2, · · ·αn)
connects the formal definitions of Xi and Ji to measurable quantities, because any
perturbation which drives the system out of equilibrium results in irreversible (dissi-
pative) processes which can be accounted via the interpretation of entropy as related
to dissipated heat. In an irreversible process, entropy is constantly produced: differ-
entiating S(α1, α2, · · ·αn) with respect to time, and with the help of Eqs. (2.1) and
(2.2), it is obtained the entropy production rate:
dS
dt
=
∑
i
∂S
∂αi
dαi
dt
=
∑
i
JiXi. (2.3)
Earlier we mentioned that the definition of fluxes and forces is to some extend ar-
bitrary, to clarify this point we recall that historically the first formal tractations
of noneqilibrium thermodynamics were performed starting from the analysis of the
entropy production rate in specific physical systems, and very often the explicit ex-
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pression of
dS
dt
≡ S˙(α1, α2, · · ·αn)
(dot stands for temporal derivative) resembled the right hand side of Eq. (2.3), i.e.
it was a sum of terms composed by certain quantities clearly related to perturba-
tions, multiplied by others clearly definable as fluxes. Thus the definition of forces
and fluxes was made case by case, without a formal definition such as Eqs. (2.1)
and (2.2), but with the requirement to fulfill S˙ =
∑
i JiXi. This imply that certain
multiplicative factors, like constants or quantities not directly related to perturba-
tions or responses, such the absolute temperature, could be ascribed either to Xi or
Ji changing the definition of forces and fluxes but not the physics underneath. A
proper expression of forces and fluxes should only satisfy:
dS
dt
=
∑
i
JiXi (2.4)
and of course Xi, Ji defined by means of Eqs. (2.1) and (2.2) are fine, as showed in Eq.
(2.3). At this point of the development of the theory, many tractations go further in
order to express the entropy production rate and the carachterizing equations in local
(position-dependent) form. This cannot be accomplished for the devices analyzed
in this thesis, where the mean free path of the carriers is comparable to the size
of the device, and we will stick to the ”global” form Eq.(2.4), resulting in physical
properties described by means of conductances, which are extrinsic properties, rather
than conductivities, which are intrinsic.
2.2 Linear response and reciprocity relations
In 1931 Lars Onsager proposed [14] a simplification of the relation between forces
and fluxes:
Ji = Ji(X1, X2, · · · , Xn, λ) (2.5)
in witch λ are thermodynamic state variables such temperature, pressure, chemical
potential and so on. Indeed, as a consequence of many experimental observations sug-
gesting a linear dependence between fluxes and forces, Onsager proposed to expand
Eq. (2.5) with respect to the forces around the global equilibrium point Xi = 0 ∀ i,
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and retain only the first order:
Ji '
∑
j
∂Ji
∂Xj
Xj (2.6)
where the constant terms are null because at the equilibrium, where Xi → 0 ∀ i,
the fluxes vanish too. As briefly mentioned, Eq.(2.6) is primarily justified by exper-
imental evidence and since the development of the Onsager theory many effects not
showing linear dependence between forces and fluxes have been presented. Thus, any
attempt to fully describe a nonequilibrium effect with the Onsager formalism should
be performed only after the verification of the linear relations Eq. (2.6). Defining
the Onsager coefficients as:
Lij =
∂Ji
∂Xj
(2.7)
it is possible to express Eq.(2.4) as
dS
dt
=
∑
i,j
LijXiXj (2.8)
which is a quadratic form in the affinities. Despite the coefficients Lij are phe-
nomenological quantities strongly dependent on the physical model described, using
arguments of general validity, it is still possible to infer some relations among them.
We will first prove the so called reciprocity relations, due to Onsager [14] and Casimir
[15] which are expressed by the equation:
Lij = τp(αi)τp(αj)Lji (2.9)
where as defined previously
d
dt
αi = Ji
and τp(A) is the time reversal parity for the quantity A: τp(A) = ±1 if t → −t
implies A→ ±A. This result is a consequence of the time-reversal invariance of the
microscopic dynamics, demanding the particles to retrace their former path when the
velocities are reversed. The reciprocity relations are very useful in studying coupled
phenomena such as thermoelectricity, and are indeed what differentiate Onsager’s
theory from a mere series expansion in the perturbations. Eq. (2.9) is responsible for
a clear manifestation of symmetry relations between transport coefficients so deeply
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rooted to the physics underneath which very often could be proven independently
only after a careful analysis of the physical model. To prove Eq. (2.9) we loosely
follow the approach of Landau [16]. If a perturbation is induced in the system, some
of the extensive quantities αi characterizing the system will be taken out of their
equilibrium values. For any couple of perturbed thermodynamical variables αi and
αj it is possible to take the ensemble average of their product at different times:
〈αi(t)αj(t + τ)〉. In a steady state situation the average should be valid for every t,
i.e. the ensemble average depends only on the dime difference τ [16], hence:
〈αi(t)αj(t+ τ)〉 = 〈αi(−t)αj(−t+ τ)〉. (2.10)
Additionally, if αi and αj possess a defined time reversal parity, it is:
〈αi(−t)αj(−t+ τ)〉 = τp(αi)τp(αj)〈αi(t)αj(t− τ)〉. (2.11)
Finally, changing the variable of the ensemble average from t to t + τ in the latter
equation, and plugging the results in Eq.(2.10) we obtain:
〈αi(t)αj(t+ τ)〉 = τp(αi)τp(αj)〈αj(t)αi(t+ τ)〉. (2.12)
Taking the derivative of Eq. (2.12) with respect to τ and then putting τ = 0 it is
obtained the relation
〈αiJj〉 = τp(αi)τp(αj)〈αjJi〉. (2.13)
Finally, substituting Eqs. (2.6) and (2.7) into the latter expression we get:∑
k
Ljk〈αiXk〉 =
∑
k
τp(αi)τp(αj)Lik〈αjXk〉. (2.14)
To conclude the proof we recall a general result of fluctuation theory in statistical
mechanics which entails that with the definition of Xi Eq. (2.2), near the global
equilibrium it is [16]
〈αiXk〉 = −kBδik
where kB is Boltzmann’s constant. With the help of the latter relation and summing
over k, Eq.(2.14) becomes Eq.(2.9):
Lij = τp(αi)τp(αj)Lji. (2.15)
As a side note we mention that recently has been proposed a different approach [25] to
derive relations similar to the ones by Onsager and Casimir by enforcing τp(S˙) = +1
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i.e. entropy increases in both directions of time. Finally we remark that the Onsager
formalism and his reciprocity relations are verified only if Eq.(2.6) is satisfied, i.e.
in linear response regime, and that the derivation proposed relies critically on the
global time-reversal symmetry of the system. If the symmetry is broken e.g. by a
magnetic field, the relations as stated in Eq.(2.15) do not hold anymore. Even if
in this thesis we will stick to the time-reversal symmetric case we mention that in
presence of a magnetic field ~B, Eq.(2.15) it is transformed in:
Lij( ~B) = τp(αi)τp(αj)Lji(− ~B) (2.16)
2.3 Positivity of entropy production rate
In this section we will discuss other relations between the coefficients Lij given by
the positivity of the entropy production rate, and their dependence on sign con-
ventions. According to the second principle of thermodynamics, entropy produced
due to irreversible processes Eq.(2.8) should always be greater than zero for every
value of Xi and Xj. Noting that the entropy production rate is a quadratic form in
the affinities, Eq.(2.8), this condition is equivalent to require the matrix Lij to be
positive semi-definite. Rewriting Eq.(2.8) as
dS
dt
=
∑
i,j
LijXiXj =
∑
i,j 6=i
1
2
(Lij + Lji)XiXj ≥ 0 (2.17)
and from general results of linear algebra, it can be seen that the necessary and
sufficient conditions for a positive entropy production rate are that the determinants
of the symmetric part of Lij and of all its principal minors should be greater than
zero. If the dimension of Lij is 2, then:Lii ≥ 0 ∀iL11L22 − 1
4
(L12 + L21)
2 ≥ 0 (2.18)
From Eq.(2.17) it is seen that splitting Lij in symmetric and antisymmetric parts,
only the symmetric component produces entropy, and sometimes the fluxes are ex-
pressed as a sum of their reversible and irreversible components:
Ji = J
rev
i + J
irr
i =
∑
j
Lij − Lji
2
Xj +
∑
j
Lij + Lji
2
Xj (2.19)
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2.3.1 Sign conventions
The relations just derived are not as trivial as they seems if sign conventions on
currents are changed. Indeed, fluxes are measurable quantities that commonly take
the dimension of heat or electric currents. Nevertheless, for a properly defined cur-
rent, the convention on positive/negative flows direction can be choosen aribitrarily,
because the sign depends on the velocity of the particles, which in turn depends on
the reference frame. On the other hand the same arbitrariness is not justified within
the formalism of nonequilibrium thermodynamics. Putting it briefly, the transforma-
tion Ji → −Ji, which is equivalent to reverse the positive direction of flow, changes
the overall sign of the expression Eq.2.8, making S˙ < 0. This inconsistency can be
readily solved noting that forcing the entropy production rate to be always positive
due to the second principle of thermodynamics along with the relation of Eq. (2.4),
implicitly sets a convention for the fluxes Ji. To explicitate this convention it is fairly
easy if we recall that forcing S˙ > 0 and S˙ =
∑
iXiJi =
∑
i,j LijXiXj is equivalent
to force Lij to be positive semidefinite. By means of the thermodynamical relations,
it is straightforward to check that for the systems analyzed in this thesis (described
in the next sections), defining Ji to be positive when the quantity αi related to it
1
actually flows out of the system, makes Lij positive semidefinite. Conversely if one
defines the fluxes to be negative when αi flows into of the system, then Lij should
be negative semi-definite in order to verify the second principle of thermodynamics
and have a positive entropy production rate. Indeed, from Eq.(2.4) it is seen that
changing the sign of the fluxes does not affect the sign of the affinities, thus neces-
sarily Lij must be replaced with −Lij to keep S˙ > 0, and an explicit calculation of
the Onsager coefficients in both of the reference frames confirms this change of sign
upon change of current convention. Then, even if changing current conventions is an
innocent transformation because the overall physics does not change, it is indeed far
from innocent in the context of nonequilibrium thermodynamics, because the new
fluxes are not properly defined, and ad-hoc corrections should be applied in order
to preserve physically acceptable results. We stress that this statement does not
interfere with the physics underneath, since changing convention is equivalent to the
transformation Lij → −Lij, and the physical quantities that shouldn’t be affected
by the choice of reference frame are correctly invariant under the latter transforma-
tion. On the other hand, calling ”fluxes” the quantities Ji for which Lij should be
1As expressed in the Eq. (2.1).
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negative semidefinite is somewhat an abuse of notation stemming from an incorrect
exploitation of the aribitrariness in the flux definition discussed earlier. Nonetheless,
Onsager’s theory it is still applicable with some ad-hoc corrections.
2.4 Entropy balance equation
In this section the case of a system exchanging entropy with the environment is
briefly analyzed. It is useful to do so for two reasons: it provides a viable approach
to individuate forces and fluxes for real systems, and clarifies the role of the entropy
production rate in terms of measurable quantities. According to the derivation pro-
posed by de Groot and Mazur [13], for a real system not isolated from the external
environment, the total time derivative of entropy of the system is made up of two
parts:
S˙tot = S˙e + S˙ (2.20)
where S˙e is the entropy exchanged with the exterior, and S˙ is the already discussed
entropy production rate Eq. (2.8). In a steady state configuration S˙tot = 0 and
Figure 2.1: System connected to Nr heat baths at different temperatures Tα. The heat
currents flowing from the central region to the reservoir α is Q˙α
all of the entropy generated by internal irreversible processes is transferred to the
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environment
−S˙e = S˙.
S˙e is positive when absorbed by the system, and from the definition of entropy, is
equal to the heat absorbed divided by the temperature at which this process takes
place. If the system is in contact with Nr heat baths at different temperatures Tα
like the one sketched in Fig. 2.1, then
S˙ =
Nr∑
i=1
Q˙α
Tα
(2.21)
in which we denoted Q˙α the heat current released to the bath α. From the latter equa-
tion it is evident that if the heat dissipated in irreversible processes is instantaneously
released to the heat baths, it is possible to easily relate the entropy production rate
to the heat currents exchanged with the exterior, which in principle are measurable
quantities. Theoretically, if one can express the heat currents in terms of extensive
quantities charachterizing the system, a viable approach to individuate forces and
fluxes in real models is to plug these expressions in Eq.(2.21). This method will be
followed in the next section, when the phenomena related to thermoelectricity will
be analyzed.
2.5 Thermoelecticity
Figure 2.2: Thermoelectric system: a conducting sample it is able to exchange energy
and particles with two reservoirs (left L and right R) at thermodynamical equilibrium
charachterized by temperatures TL = T and TR = T −∆T , and chemical potentials µL = µ
and µR = µ−∆µ. E˙L and N˙L are the energy and electric currents flowing from the sample
to the left reservoir, while E˙R and N˙R are the currents flowing to the right one.
We will now employ the formalism described in the preceeding sections to study a
two terminal system which is able to exchange both particles and energy with the
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environment, like the one in Fig 2.2. Owing to the simultaneous presence of thermal
and electric currents, various physical effects take place and in this section we will
describe each one of them. Those effects are commonly referred to as thermoelectric
ones and Onsager’s formalism allows a quite general theoretical description of them.
We start noting that in a system which is able to exchange both energy and particles,
thanks to thermodynamic relations, a small variation in the heat of the system reads
(in differential form):
dQ = dE − µdN (2.22)
where dE and dN are respectively the variation in energy and particle number, µ is
the chemical potential of the electrons and dQ is the corresponding heat variation.
Fluxes and forces can be defined by means of the latter equation, but it is important
to recall that Eq.(2.22) is a result of standard thermodynamics, which is developed
under the assumption of global equilibrium. Hence, to use Eq.(2.22) in the context of
nonequilibrium thermodynamics one should be aware of his validity. We specify two
relevant cases: if the system can be treated under the assumption of local equilibrium,
where each physical point of the system can be considered in a state of equilibrium
even if the whole system is not at equilibrium, Eq.(2.22) can be recasted in a local
(i.e. position-dependent) form throughout the sample [13]. On the other hand,
if local equilibrium is not reached, the validity of the termodynamical relation is
limited to the regions of the system which are in equilibrium by hypothesis: the
reservoirs. Thus all of the currents defined henceforth are those entering (or leaving)
the reservoirs, and nothing can be said for the conducting sample. Thermoelectric
effects appear both with or without the local equilibrium hypothesis being satisfied.
We will concentrate in the case without local equilibrium, relevant for the devices
that we will study in the subsequent chapters. In the two terminal case, Eq.(2.21)
can be recasted as:
S˙ =
Q˙L
TL
+
Q˙R
TR
=
Q˙L
T
+
Q˙R
T −∆T (2.23)
where notations of Fig 2.2 were used. Moreover Eq.(2.22) gives for the heat current:
dQ
dt
= Q˙ =
dE
dt
− µdN
dt
= E˙ − µN˙ (2.24)
in which the dot notation to indicate time derivative it is explicitly written and
from now on will be used to simplify the notation of the subsequent expressions.
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Substituting Eq. (2.24) into Eq. (2.23) we obtain:
S˙ =
E˙L − µN˙L
T
+
E˙R − (µ−∆µ)N˙R
T −∆T (2.25)
where, again, the notations of Fig 2.2 has been used, and all of the currents, as
argued in sections 2.3 and 2.4, are positive when directed from the system to the
reservoirs. To further simplify the last expression we note that energy and particle
currents are subjected to conservation laws: if no net amount of energy and particles
is created in the sample, then:
E˙L + E˙R = 0 (2.26)
N˙L + N˙R = 0 (2.27)
and plugging these in Eq. (2.25) we obtain:
S˙ = E˙R
(
1
T −∆T −
1
T
)
− N˙R
(
µ−∆µ
T −∆T −
µ
T
)
(2.28)
in which, recalling the definitions of Eqs. (2.2), (2.1) and (2.4) we can identify:
J˜1 = N˙R J˜2 = E˙R (2.29)
X˜1 = −
(
µ−∆µ
T −∆T −
µ
T
)
X˜2 =
(
1
T −∆T −
1
T
)
(2.30)
In order to perform Onsager’s expansion Eq. (2.6), the affinities should be small,
and noting that if ∆µ → 0 as well ∆T → 0, both X˜1 and X˜2 vanish, we could take
∆T and ∆µ as expansion parameters. At first order we have:
X˜1 ' −
(
µ−∆µ
T 2
∆T − ∆µ
T
)
X˜2 ' ∆T
T 2
. (2.31)
The latter expression is valid only if ∆T/T  1 and ∆µ/kBT  1 (kB is the
Boltzmann constant) but, as we will show in a subsequent chapter by means of
direct calculations, this simplified definition gives the fluxes automatically linear in
the Xi. To recast the affinities in a form where temperature differences and chemical
potential differences are separated, we note that substituting the simplified definition
of Eq. (2.31) in the entropy production rate Eq. (2.4) we obtain:
S˙ = E˙R
∆T
T 2
− (µ−∆µ)N˙R∆T
T 2
+ N˙R
∆µ
T
= Q˙R
∆T
T 2
+ N˙R
∆µ
T
. (2.32)
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From the latter expression new fluxes and affinities could be defined as:
J1 = N˙R J2 = E˙R (2.33)
X1 =
∆µ
T
X2 =
∆T
T 2
(2.34)
Of course, since we have already assumed small affinities performing the expansion
Eq. (2.31), the latter equations satifsfy automatically the Onsager formula Eq.(2.6),
which can be casted in the matrix form:(
J1
J2
)
=
(
L11 L12
L21 L22
)(
X1
X2
)
(2.35)
where the reciprocity relations imply (in absence of magnetic fields):
L12 = L21 (2.36)
and the constraints due to the positivity of entropy production rate reads:
L11 > 0 L22 > 0 L11L22 − L212 > 0. (2.37)
Finally, before we move to the study of thermoelectric phenomena it is worth to
spend few words on the role of the chemical potential, and how it is related to the
electric potential. If the particles roaming in the sample are charged, the quantity µ
defined previously is often called electrochemical potential, and we will stick to this
convention hereafter. This terminology stems from an interpretation of µ as made
up of two contributions:
µ = µe + µc (2.38)
where µe is the electrical contribution and µc is the chemical contribution. To give
physical significance to those two terms we recall that in presence of electric fields
an electrostatic potential φ(x) should settle in the sample, and his contribution can
be accounted adding to the Hamiltonian a term ≈ eφ(x) in which e is the charge of
the particles. If the electrostatic potential is smooth enough it results in a position
dependent translation of the energy bands of the sample, with respect to the zero
electric field case. Defining µe = eφ(x) it can be seen that the quantity µc = µ− µe
it is the local Fermi level, i.e. the chemical potential referenced to the bottom
of the conduction band (or the top of the valence band). µc depends on the space-
dependent particle density of the sample and, as a rule of thumb, for metallic devices
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his contribution to the current (proportional to ∆µc) is negligible with respect to the
electrical counterpart. On the other hand, for semiconductors or systems composed
by neutral particles µc becomes relevant. Splitting the electrochemical potential
like in Eq. (2.38) is quite customary, but it is useful to recognize two different
contributions to the particle currents, namely drift currents deriving from µe and
diffusion currents deriving from µc. If the sample is homogeneous, then the particle
density is constant throughout the device, resulting in a constant µc. Hence, if the
system is homogeneous, it is:
∆µ = ∆µe = e∆φ (2.39)
i.e. the difference in electrochemical potential is proportional to the electrostatic
potential difference ∆φ between the contacts of the system. From now on we suppose
our devices to be homogeneous.
2.5.1 Electrical and thermal conductance
Various physical properties of the sample can be expressed by means of the Onsager
coefficients: the electrical conductance G for an isothermal system ∆T = 0 is defined
as the ratio between electric current and potential difference applied:
G =
(
e2J1
∆µ
)
∆T=0
=
e2
T
L11, (2.40)
where e is the carrier charge, which apperas because the definitions of charge current
and potential difference are respectively eJ1 and ∆µ/e (the latter derives from Eq.
(2.39)). Similarly, the thermal conductance Ξ is defined as the ratio between heat
current and temperature difference at zero electric current.
Ξ =
(
J2
∆T
)
J1=0
=
1
T 2
L11L22 − L212
L11
(2.41)
Notice that by virtue of Eq. (2.37) it is easily seen that both G and Ξ are strictly
greater than zero. In the next sections we are going to analyze a couple of physical
effects which historically were discovered separately by Seebeck in 1821 and Peltier
in 1834, but that can be treated on the same footing with the aid of Onsager’s
formalism.
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2.5.2 Seebeck effect
The Seebeck effect refers to the development of a voltage difference in an open circuit
(with zero electric current) in response to a temperature difference. If the temper-
ature difference is small, the voltage difference is proportional to it and in formulae
we can define:
S = − ∆µ
e∆T
=
1
eT
L21
L11
(2.42)
where S is the proportionality coefficient between potential difference ∆µ/e and the
temperature difference ∆T , often called Seebeck coefficient or thermopower. Its sign
is not specified a priori and depends on L21. Furthermore it is possible to show that
the sign of S depends on the dominant type of carriers, as argued in Ref. [17].
2.5.3 Peltier effect
On the other hand, in 1834 Peltier observed that a small electrical current flowing in
an isotermal system, resulted in an heat flow proportional to it. Their proportionality
coeffiecient Π is:
Π =
(
J2
eJ1
)
∆T=0
=
1
e
L21
L11
(2.43)
It is interesting to note that Π is related to S, in absence of magnetic field, through the
relation Π = TS. The physical origin of Peltier’s and Seebeck’s effects is ultimately
related to the coupling between thermal and electrical flows in conducting materials.
These couplings are clearly showed by the Onsager framework and the coefficients
Lij with i 6= j.
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2.6 Summary
In this chapter we developed the general theory of thermoelectricity using the On-
sager formalism, and discussed his physical implications as well the limit of applica-
bility of the framework. The central quantities of Onsager’s theory are fluxes, forces
and the matrix elements Lij that relates them. We discussed some relations on the
Lij which are quite general and can be derived from micro-reversibility (i.e. time
reversal invariance) arguments which take the name of reciprocity relations. Finally
we discussed on how to explicit the formalism in real systems, like a conductor which
can exchange both particles and energy with the surroundigs. The accomplishment
of this task resulted in a compact tractation of thermoelectric phenomena by means
of the Onsager therory.
Chapter 3
Nonequilibrium thermodynamics
and quantum pumping
In this chapter we will extend the framework of linear response nonequilibrium ther-
modynamics in order to inspect thermoelectric phenomena in periodically driven
coherent conductors. A conductor is said to behave coherently when the quantum
mechanical interference properties of particles traversing it are not degraded by de-
coherence effects. In the vast majority of cases conductors are coherent only at very
low temperatures, when inelastic scattering (e.g. due to electron phonon interaction)
is strongly suppressed. Quantum pumping is an effect arising in coherent conduc-
tors occurring when, owing to the wave properties of the electrons, time-dependent
periodic perturbations produce charge and energy currents with nonvanishing DC
component. It is possible to show that periodic perturbations on coherent conduc-
tors are able to generate currents both in absence or against voltage (and tempera-
ture) differences between the contacts, hence the name quantum pumping. As will
be clear shortly, this effect is purely quantum mechanical since relies critically on
the interference poperties of charge carriers (interference properties which are de-
stroyed in the classical limit). Quantum pumping has been extensively studied in
the last two decades, one of the prominent theoretical formulations is based on the
Floquet scattering matrix approach and has been settled by the seminal works by
M.Bu¨ttiker, M.Moskalets and Brouwer Refs. [19, 20, 21, 22], and will be used in
this thesis. For the sake of completeness we also refer to the theoretical formulation
of quantum pump effect based on Keldysh formalism and Green functions, which is
absolutely equivalent to the scattering matrix approach Ref. [29]. Direct evidence
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of this effect has been observed in few experiments, for reference we cite the work by
Switkes et al. [23] on charge currents, which historically is the first direct observation
of quantum pumping effects. The presence of quantum pumping in thermoelectric
systems has been partially investigated in Ref. [12] neglecting electrochemical po-
tential differences. In this chapter we will extend the results of Ref. [12] to the
general case where quantum pumping, temperature differences and electrochemical
potential differences are present simultaneously. The chapter is organized as follows:
we start with a short review of quantum pumping, then we inspect his influence on
thermoelectric phenomena extending the Onsager formalism, performing analytical
calculations of the Onsager coefficients and discussing their reciprocity relations.
3.1 Quantum pump effect: a general overview
We will now perform a short review of quantum pumping’s main aspects. A meso-
scopic conductor with Nr contacts is modeled as a scattering region connected to Nr
particle reservoirs in equilibrium at temperature Tα and electrochemical potential µα
with α = 1 · · ·Nr. Since the contacts (reservoirs) are in equilibrium, the particles
belonging to them are distributed in energy according to the Fermi-Dirac function
fα(E) =
[
1 + e
E−µα
kBTα
]−1
(3.1)
where kB is the Boltzmann constant. A conductor is said to be coherent when a
particle injected from a contact in a defined state ψ(in), is expelled into another
contact in a defined state ψ(out) which is determined uniquely by ψ(in) and the quan-
tum mechanical interference properties of the particle itself. In other words the
latter sentence implies that the behaviour of a particle into the conductor could
be described by a purely quantum mechanical approach in which phase-destroying
interactions are negligible, and knowing his initial state, the final one could be de-
rived solving the Schro¨dinger equation inside the conductor. For any system of this
type, given a basis of states ψ1, ψ2, · · ·ψn, we denote the quantum mechanical tran-
sition amplitudes for a carrier injected in the state ψj from the contact β to be
expelled in the state ψi into the contact α as Sαβ(i, j), i.e. the probability that
ψj injected in β is expelled as ψi in α is |Sαβ(i, j)|2. The coefficients Sαβ(i, j) com-
pletely carachterize the coherent conductor since for a particle injected in a generic
state, the outcoming state could be calculated exploiting the superposition principle
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and expanding the initial state as a linear combination of ψj. In formulae, for a
carrier in the state
∑
i bβ,iψi injected in β and expelled into α in the state
∑
i aα,iψi,
if the conductor is coherent it is possible to relate aα,i and bβ,i via the coefficients
Sαβ(i, j) and express the relation in a convenient matrix form:aα,1...
aα,n
 =
Sαβ(1, 1) · · · Sαβ(1, n)... . . . ...
Sαβ(n, 1) · · · Sαβ(n, n)

bβ,1...
bβ,n
 (3.2)
the matrix with coefficients Sαβ(i, j) is called scattering matrix, hence the theoret-
ical description of the conductor as a scattering region. We supposed the contacts
to be in thermodynamical equilibrium, thus the particles entering the conductor are
in a definite energy state, making very natural to define the scattering matrix in
the energy states basis. Additionally we note that particle-particle interactions were
implicitly ignored during the development of the theory, and this is physically ac-
ceptable when they are strongly suppressed and do not play an important role in
transport related quantities. Moreover, electron-electron interactions are a source of
phase degradation and their small contribution is a necessary requirement in order
to have coherent conductors. In common conductors those assumptions are satisfied
only at very low temperatures. For an extensive discussion on coherent transport
and his physical requirements we refer to [24].
With this background of scattering theory we can introduce the equations derived
by Landauer and Bu¨ttiker which allow the calculation of particle and energy currents
in coherent conductors. For a mesoscopic system like the ones discussed previously,
particle and energy currents entering the reservoir α can be computed following the
standard approach of statistical mechanics, and are the ensemble averages:
N˙α =
∫ ∞
−∞
dk
2pi
v(k)f(k) (3.3)
E˙α =
∫ ∞
−∞
dk
2pi
E(k)v(k)f(k) (3.4)
in which k and v(k) are respectively momentum and velocity of the particles travers-
ing the boundary of the reservoir α. We define k and v(k) to be positive if the
particle flows from the system into the reservoir, and negative otherwise. This def-
inition is made to have positive defined Onsager matrix, as argued in section 2.3.1.
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Nevertheless the opposite definition is of course physically acceptable, resulting only
in a different sign convention for currents. E(k) is the energy carried by an electron,
and f(k) is the distribution function (or filling factor), which is related to the num-
ber of occupied states at a given momentum k. If a system is in equilibrium f(k)
is the Fermi-Dirac distribution Eq.(3.1). The overline stands for temporal average,
which is implicitly performed averaging over the ensemble. Stemming from the latter
observation we underline that we are going to retain only the DC component of the
currents.
In order to calculate the current as a function of the scattering matrix, we can
split the integrals Eqs. (3.3) and (3.4) as a sum of two terms, one for positive k
and the other for negative k. As sketched in Figure (3.1) the particles with negative
Figure 3.1: Landauer-Bu¨ttiker formalism
momentum originate from the reservoir α, which is in equilibrium and has a filling
factor fα(k): a Fermi-Dirac distribution calculated at temperature Tα and electro-
chemical potential µα. On the other hand, particles with positive momentum are
those entering the reservoir from the scattering region. Their distribution function
can be computed recalling that every particle of energy E(k) injected into α from
the scattering region was produced in one of the reservoirs β and then scattered
(with a probability |Sαβ(E(k))|2) into α. Since each reservoir β is in equilibrium
with a filling factor fβ(k) equal to a Fermi-Dirac distribution with temperature Tβ
and electrochemical potential µβ, then the filling factor for the states k > 0, is pro-
portional to the number of occupied states coming from the reservoir β multiplied
by the probability to be scattered into α. In formulae:
f(k > 0) =
∑
β
|Sαβ(E(k))|2fβ(k) (3.5)
where the summation on β has been taken because every reservoir contributes to the
current. For the particle and energy currents we have:
N˙α =
∫ 0
−∞
dk
2pi
v(k)fα(k) +
∫ ∞
0
dk
2pi
v(k)
∑
β
|Sαβ(E(k))|2fβ(k) (3.6)
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E˙α =
∫ 0
−∞
dk
2pi
E(k)v(k)fα(k) +
∫ ∞
0
dk
2pi
E(k)v(k)
∑
β
|Sαβ(E(k))|2fβ(k) (3.7)
Setting k → −k in the first term on the right hand side of the latter equations,
remembering that v(k) = −v(−k), fα(−k) = fα(k) and E(k) = E(−k) we obtain:
N˙α =
∫ ∞
0
dk
2pi
v(k)
∑
β
|Sαβ(E(k))|2(fβ(k)− fα(k)) (3.8)
E˙α =
∫ ∞
0
dk
2pi
E(k)v(k)
∑
β
|Sαβ(E(k))|2(fβ(k)− fα(k)) (3.9)
where the unitarity of the scattering matrix
∑
β |Sαβ(E(k))|2 = 1 has been used.
Finally, changing variable from k to E, and remembering that v(k) = ~−1(∂E/∂k)
we have dk = ~v(k)dE and for the currents:
N˙α =
1
h
∫ ∞
0
dE
∑
β
|Sαβ(E)|2(fβ(E)− fα(E)) (3.10)
E˙α =
1
h
∫ ∞
0
dE × E
∑
β
|Sαβ(E)|2(fβ(E)− fα(E)) (3.11)
We mention that those results can be derived also from a second quantization ap-
proach, presented in Ref [20].
By means of gates which change the properties of the system electrostatically, it
is possible to introduce a cyclic perturbation of frequency ω in the scattering region.
A particle traversing the conductor could gain or lose an integer number of energy
quanta ~ω as a result of the interaction with the perturbation, and according to the
Floquet theorem the full set of energies for the outgoing particles is given by the
energy ladder En = E + n~ω. Hence we denote the scattering matrix element for a
carrier entering the contact β with energy E and flowing out of the contact α with
an energy En = E + n~ω as:
SFαβ(En, E)
where the letter F on top stands for Floquet. In order to calculate currents generated
by the dynamic coherent conductor, the Landauer-Bu¨ttiker formalism is employed,
and the DC component of the particle current flowing into reservoir α it is expressed
as:
N˙α =
1
h
∫ +∞
−∞
dE
∑
n
∑
β
|SFαβ(E,En)|2 × [fβ(En)− fα(E)] (3.12)
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where fα(E) is the Fermi-Dirac distribution Eq.(3.1), and S
F
αβ(E,En) is an element
of the Floquet scattering matrix. Eq.(3.12) is slightly different from the expression
for the static scatterer derived previously. The additional summation over n can be
explained noting that the energy of a particle can be modified during the interaction
with the scatterer, and an electron with energy E+~ωn injected from the reservoir β
can be scattered in α with energy E, contributing to the current. The summation it is
performed to account for all of these scattering events which in a stationary scatterer
are forbidden. Eq.(3.12) can be formally obtained from a field theoretic approach,
we refer to [20] for a detailed derivation. A striking result of quantum pumping is
that even if µα = µ ∀α and Tα = T ∀α, still it is possible that N˙α 6= 0, and a
charge current is enstablished among reservoirs at equal electrochemical potentials.
Generally, to calculate analytically the elements of the Floquet scattering matrix
is a very demanding task even for simple models, nonetheless in certain operating
regimes, namely when the time taken for carriers to traverse the sample is much
smaller than the period of the perturbation, an approximation, called adiabatic, could
be employed. The details of this approximation will be formalized in section 3.4.1,
nevertheless we mention that in addition of a great simplification of the calculations,
it allows to express the currents generated by the cyclic perturbation as a power series
of ~ω. This will be very useful to extend the Onsager formalism in order to include
quantum pumping, and from now on every quantum pumping system analyzed is
supposed to be in the adiabatic regime. As a final note we mention that in the
adiabatic limit, pumped charge currents are conserved, i.e.
∑
α N˙α = 0. This as well
many other aspects will be formally verified in section 3.4.
3.2 Energetic aspects of quantum pumping
A dynamic scatterer results, of course, not only in charge transport but in energy
currents too. In order to tackle this problem we start by expressing the energy
current flowing into resrvoir α using the same variation of the Landauer-Bu¨ttiker
equations inspected for the particle current. The energy flow for a dynamic scatterer
is then:
E˙α =
1
h
∫ ∞
0
dEE
∑
n
∑
β
|SFαβ(E,En)|2 × [fβ(En)− fα(E)] (3.13)
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Accordingly, the adiabatic approximation could be performed on the latter equation
in order to obtain the energy current in powers of ~ω. As for charge currents, all
of the relevant formulas regarding energy flows will be computed later in section
3.4. Nevertheless a striking difference with the electric current counterpart should
be noted: in contrast with pumped charge, which is subjected to conservation laws
implying
∑
α N˙α = 0, energy is supplied to the system from the external perturba-
tion and a nonvanishing
∑
α E˙α should be expected [20] even if µα = µ ∀α and
Tα = T ∀α due to heat generated by the dynamic scatterer. Since the heat pro-
duced will flow into the reservoirs, a new term in the dissipated heat too should be
expected: this term is the connection between quantum pump effect and nonequi-
librium thermodynamics needed to extend the formalism. From now on, even if the
Landauer-Bu¨ttiker approach is perfectly suited for multiterminal systems, we will
focus our attention on the two terminal case.
The generic system modeling a coherent conductor with two contacts is sketched
in Fig.(3.2):
ω
µ
T
µ−∆µ
T −∆T
Left reservoir Right reservoir
AC-Driven scattering region
Figure 3.2: Generic AC-Driven system: two reservoirs are connected to a scattering region
driven by a time dependent perturbation
a central scattering region is connected to two (left and right) reservoirs for which
the temperatures are: TL = T and TR = TL − ∆T = T − ∆T . Similarly the
electrochemical potentials are: µL = µ and µR = µL − ∆µ = µ − ∆µ. Finally
in order to embed quantum pumping effects in the thermodynamical tractation we
write the particle and energy conservation laws. As in standard thermoelectricity,
particles are neither created or destroyed in the scattering region, thus
∑
α N˙α = 0.
On the other hand, due to the heat generated by the dynamic scatterer, the central
region contributes with a source (
∑
α E˙α > 0) or sink (
∑
α E˙α < 0) term which
should be properly accounted for. Defining
∑
α E˙α = W˙ and the heat currents with
the standard thermodynamical formula dQ = TdS = dE − µdN , we express the
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conservation laws as: 
N˙L = −N˙R
E˙L + E˙R = W˙
Q˙L,R = E˙L,R − µL,RN˙L,R
(3.14)
3.3 Linear response
To extend the linear response framework for the systems of our interest, the first
step is to identify the affinities and fluxes related to the periodic perturbations. If,
after averaging over one period of the AC driving, heat dissipation occurs only in
the electrodes, because heat baths by definition possess an heat capacity much larger
than any other component of the system, the entropy production rate S˙ is the sum
of the heat flowing into the reservoirs divided by the local temperature. Thus:
S˙ =
E˙L − µN˙L
T
+
E˙R − (µ−∆µ)N˙R
T −∆T (3.15)
and exploiting the conservation laws Eq. (3.14) we have:
S˙ =
W˙
T
+ E˙R
(
1
T −∆T −
1
T
)
− N˙R
(
µ−∆µ
T −∆T −
µ
T
)
(3.16)
Of course the Onsager matrix formalism is justified only in linear response regime,
when the affinities are small, and with the same reasoning employed in standard
thermoelectricity we can identify ∆T and ∆µ as expansion parameters, which control
the magnitude of some affinities. Hence, expanding up to first order in ∆µ/kBT and
∆T/T we can recast the entropy production rate in the form:
S˙ =
Q˙L
T
+
Q˙R
T −∆T '
W˙
T
+ N˙R
∆µ
T
+ Q˙R
∆T
T 2
(3.17)
The definition of generalized forces and fluxes is by no means unique, and the only
requirement they should fulfill is
S˙ =
∑
i
XiJi (3.18)
By inspection of the right hand side of Eq.(3.17) it is evident that the last two
terms are analogous of the standard thermoelectric case, while the first term is new
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and related to the periodic driving. As already explained in the preceeding chapter,
the affinities could be interpreted as a measure of the perturbation introduced in
the system, while the fluxes represent the response of the system caused by the
perturbation applied. In the context of quantum pumping, the response of the system
due to the dynamic scatterer is the emergence of energy and particle currents, and
thanks to the adiabatic approximation, those effects could be expressed as a power
series of ~ω. Those arguments lead to the definition of a new affinity related to
quantum pumping as proportional to ~ω. Indeed if ~ω → 0 the pumping currents
vanish, and as required by the definition of affinity, X → 0 implies J → 0. In analogy
with standard thermoelectricity and [12], Eq. (3.17) makes very natural to define:
X1 =
∆µ
T
J1 = N˙R (3.19)
X2 =
∆T
T 2
J2 = Q˙R (3.20)
X3 =
~ω
T
J3 =
W˙
~ω
(3.21)
Where J3 and X3 are defined in order to fulfill Eq.(3.18). The latter definition
could appear arbitrary, but as already stressed there is not a unique recipe to define
affinities and fluxes. We sticked to their interpretation as perturbation/response of
a system, which lead to Eq.(3.21). Moreover we note that even if the definition of
J3 is primarily inteded to fulfill Eq.(3.18), in addition it satisfies automatically the
condition that a flux should be linear in the affinities: indeed W˙ is an energy current
and the first nonvanishing term due to pumping is ≈ ω2[21], thus dividing by ~ω
makes J3 proportional to X3. To further justify our definition we will now perform
the explicit calculation of the Onsager coefficients associated with Eqs.(3.19),(3.20),
and(3.21), and show analitically that the matrix elements Lij are independent of
the affinities, ensuring the validity of the linear approximation. Additionally, the
results will be used later to perform numerical simulations on a simple model and to
infer interesting properties on reciprocity relations. Their derivation is not yet well
documented in literature, thus even though they a bit involved we find instructive
to report them explicitly.
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3.4 Explicit calculation of the Onsager coefficients
By means of the approach described in Refs. [19, 20] we can express J1,J2 and J3
as:
J1 =
1
h
∫ ∞
−∞
dE
∑
n
∑
β
|SFRβ(E,En)|2 × [fβ(En)− fR(E)] (3.22a)
J2 =
1
h
∫ ∞
−∞
dE(E − µ+ ∆µ)
∑
n
∑
β
|SFRβ(E,En)|2 × [fβ(En)− fR(E)] (3.22b)
J3 =
1
~ω
(E˙L + E˙R) (3.22c)
E˙L/R =
1
h
∫ ∞
−∞
dEE
∑
n
∑
β
|SFL/Rβ(E,En)|2 ×
[
fβ(En)− fL/R(E)
]
(3.22d)
Where, according to the definitions of section 3.1 SFαβ(E,En) is the Floquet scattering
matrix for an electron with energy En injected from reservoir β being scattered
into the reservoir α with an energy E. fβ(E) =
[
1 + e
E−µβ
kBT
]−1
is the Fermi-Dirac
distribution for an electron in reservoir β. Since we are interested in the linear
response regime, we should expand the distribution functions in powers of ∆T , ∆µ
and ~ω and the scattering matrix in powers of ~ω.
3.4.1 Preliminaries
In this section we will derive some useful relations that will be used troughout the
calculation. We start by reviewing the adiabatic approximation for the Floquet
scattering matrix. A general result of scattering theory is that in order to conserve
quantum mechanical probability currents, the scattering matrix should be unitary,
which results in: ∑
α
∑
n
S∗Fαβ (En, E)S
F
αγ(En, E) = δβγ (3.23)∑
β
∑
n
S∗Fαβ (E,En)S
F
γβ(E,En) = δαγ (3.24)
These relations are explicitly derived in [20] and can be justified with current con-
servation arguments remembering the definition of the matrix element S∗Fαβ (E,En)
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as a quantum mechanical amplitude for an electron to being scattered. If the char-
acteristic time scale of the external perturbation is much larger than the time in
which an electron interacts with the scatterer, we are in the adiabatic regime, and
the matrix elements SFαβ(E,En) could be approximated in terms of the so called
”frozen scattering matrix” Sˆ(E, t).The frozen scattering matrix is obtained adding
the time dependence to the stationary problem, and treating time as an external
parameter. The Fourier coefficients of the frozen scattering matrix Sˆαβ(E, t) are
defined as (τ = ω
2pi
):
Sˆn(E) =
1
τ
∫ τ
0
dteinωtSˆ(E, t) (3.25)
And up to first order in ~ω the adiabatic approximation, whose validity has been
discussed previously, gives [19, 20]:
SF (En, E) ' Sˆn(E) + 1
2
~ωn
∂Sˆn(E)
∂E
+ ~ωAˆn(E) +O(~2ω2) (3.26)
SF (E,En) ' Sˆ−n(E) + 1
2
~ωn
∂Sˆ−n(E)
∂E
+ ~ωAˆ−n(E) +O(~2ω2) (3.27)
Where we have omitted the reservoir index for clarity and we have introduced the
matrix Aˆn(E), an ad-hoc correction used to ensure the unitarity of the approxima-
tion. Anyway we will never have to compute Aˆn(E) explicitly, infact substituting
approximations (3.26) and (3.27) into (3.23) and (3.24), gives the useful relation:∑
α(β)
∑
n
Sˆ∗αβ,−nAˆαβ,−n + Aˆ
∗
αβ,−nSˆαβ,−n = ±
1
2
∂
∂E
∑
α(β)
∑
n
n|Sˆαβ,−n(E)|2 (3.28)
Where on the second term the sign is + when summing over α and − when summing
over β. Moreover from the same equations it is easy to show that if Sˆαβ = Sˆβα i.e.
the system is time reversal symmetric [20], then it should be
Aˆαβ = −Aˆβα (3.29)
The following standard properties of the Fourier coefficients will be extensively used
and so we write them here as a reference:
nXn =
i
ω
(
∂X
∂t
)
n
, nX∗n = −
i
ω
(
∂X∗
∂t
)
−n
, X∗n = (X
∗)−n,
+∞∑
n=−∞
X−nYn−m = (XY )−m,
+∞∑
n=−∞
|Sn|2 = 1
τ
∫ τ
0
|S(t)|2
(3.30)
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Where we defined Xn as the n-th Fourier coefficient of the quantity X. The last
piece that we need to complete our calculations is the expansion of the distribution
functions, up to second order in perturbations, for our particular geometry and
definitions we have got:
fβ(En)− fα(E) '∂fL
∂E
× [ΓTµ(δβR − δαR) + ~ωn]
+
1
2
∂2fL
∂E2
× [Γ2Tµ(δβR − δαR) + (~ωn)2 + 2~ωnΓTµδβR]+O((~ω + ΓTµ)3)
(3.31)
where we have denoted:
ΓTµ = ∆µ+ (E − µ)∆T
T
(3.32)
3.4.2 Onsager coefficients for J1 and J2
For these two currents it is sufficient to keep only terms up to first order in ΓTµ
and ~ω. Since from Eq.(3.31) follows that the order 0 for the distribution function
expansion is vanishing, there is no need to include the first order for the scattering
matrix expansion. With the same argument we can drop the term≈ ∆µ in Eq.(3.22b)
too. We show only the calculation for J1 since for J2 the procedure is the same. As we
argued before we can substitute Eqs.(3.26) and (3.27) at the 0-th order and Eq.(3.31)
up to first order in Eq.(3.22a) obtaining
J1 ' 1
h
∫
dE
∑
n
|SˆRL,−n(E)|2
(
−∂fL(E)
∂E
)
×
(
∆µ+
∆T
T
(E − µ)
)
+
1
h
∫
dE
∑
n
~ω
∑
β
n|SˆRβ,−n(E)|2
(
∂fL(E)
∂E
) (3.33)
using properties (3.30) and summing over n and β we obtain:
J1 ' 1
hτ
∫ τ
0
dt
∫ ∞
−∞
dE|SˆRL(E, t)|2
(
−∂fL(E)
∂E
)
×
(
∆µ+
∆T
T
(E − µ)
)
+
i~ω
2pih
∫ τ
0
dt
∫ ∞
−∞
dE
(
Sˆ(E, t)
∂Sˆ†(E, t)
∂t
)
RR
×
(
∂fL(E)
∂E
) (3.34)
remembering that J1 =
∑
i L1iXi and the definitions (3.19), (3.20), (3.21) the On-
sager coefficients are easily identified in the last equation. Before going any further
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we explicitly note that L13 (as well L11 and L12) is independent of ~ω. Indeed from
Eq.(3.33), since Sˆαβ,−n(E) are Fourier coefficients (n but not ~ω dependent), the
only ~ω term can be taken out of the integral and is identified as proportional to
the affinity X3. Thus the Onsager coefficients can be expressed as a sum of terms
~ω-independent. Additionally they are also manifestly ∆µ and ∆T invariant as
expected.
Brouwer’s formula
As a side note we report a very elegant formulation of the pumped current, last term
of Eq.(3.34), due to Brouwer [22]. If in Eq.(3.34) we set ∆T = ∆µ = 0 in order to
isolate the pumped contribution to the current, the only time-dependent term goes
like ∫ τ
0
dt
(
Sˆ(E, t)
∂Sˆ†(E, t)
∂t
)
RR
(3.35)
and if indeed the time dependence of the scattering matrix is governed solely by two
parameters x1(t) and x2(t), Eq.(3.35), could be interpreted as a surface integral over
the parameter space, sketched in Fig.(3.3):∫ τ
0
dt
(
Sˆ(E, t)
∂Sˆ†(E, t)
∂t
)
RR
=
∫ τ
0
dt
(
Sˆ(E, t)
∂Sˆ†(E, t)
∂x1
∂x1
∂t
+ Sˆ(E, t)
∂Sˆ†(E, t)
∂x2
∂x2
∂t
)
RR
=
∮
∂Σ
dx1
(
Sˆ(E, t)
∂Sˆ†(E, t)
∂x1
)
RR
+ dx2
(
Sˆ(E, t)
∂Sˆ†(E, t)
∂x2
)
RR
=
∫
Σ
dx1dx2
[
∂
∂x1
(
Sˆ(E, t)
∂Sˆ†(E, t)
∂x2
)
RR
− ∂
∂x2
(
Sˆ(E, t)
∂Sˆ†(E, t)
∂x1
)
RR
]
=
∫
Σ
dx1dx2
(
∂Sˆ(E, t)
∂x1
∂Sˆ†(E, t)
∂x2
− ∂Sˆ(E, t)
∂x2
∂Sˆ†(E, t)
∂x1
)
RR
(3.36)
where on the third line we have used the properties of line integrals, and on fourth
line we have used Green’s theorem. Σ is the surface spanned over one period by
the parameters x1 and x2, while ∂Σ is the curve which encloses Σ. The last line of
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the equation is a description of the pumped current depending only on geometric
properties of the path ∂Σ, because every temporal dependence of the scattering
matrix is ruled out once the variable of integration is changed from dt to dx1 and
dx2. This geometric interpretation shed light on a couple of aspects of adiabatic
quantum pumping. If we assume x1 = χ1 cos(ωt) and x2 = χ2 cos(ωt + φ), over one
x2
x1
Σ
∂Σ
Figure 3.3: Parameter space
period x1 and x2 draw an ellipsoid on the parameter space. If φ = 0 the area of the
ellipsoid vanishes, making Eq.(3.36) = 0, thus to have adiabatic quantum pumping
we need a minimum of two parameters varying out of phase. Additionally, in the
limit of weak pumping i.e. χ1 → 0 as well χ2 → 0, the integrand on the last line of
Eq.(3.36) is approximately independent of x1 and x2, resulting in a pumped current
proportional to Σ, the area spanned by the varying parameters.
3.4.3 Onsager coefficients for J3
The next calculation is a bit more involved than the latter, we will expand both the
Floquet scattering matrix and the distribution functions to higher order, because the
0-th as well the first order in the perturbations will vanish. We start by calculating
~ωJ3 = E˙L + E˙R, and from Eq.(3.22d) we have:
E˙L + E˙L =
1
h
∫
dEE
∑
n
∑
αβ
|SFαβ(E,En)|2 × [fβ(En)− fα(E)] (3.37)
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substituting Eqs.(3.31), (3.26), (3.27) into Eq.(3.37) and collecting terms in a con-
venient way, we obtain:
E˙L + E˙L '1
h
∫
dEE
∑
n
∑
αβ
|Sˆαβ,−n(E)|2(δβR − δαR)ΓTµ ×
[
∂fL(E)
∂E
+
ΓTµ
2
∂2fL(E)
∂E2
]
+
1
h
∫
dEE
∑
n
∑
αβ
|Sˆαβ,−n(E)|2~ωn∂fL(E)
∂E
+
1
h
∫
dEE
∑
n
∑
αβ
|Sˆαβ,−n(E)|2~ωn
[
~ωn
2
+ ΓTµδβR
]
× ∂
2fL(E)
∂E2
+
1
h
∫
dEE
∑
n
∑
αβ
~ω
[
n
2
∂
∂E
|Sˆαβ,−n(E)|2 + Sˆ∗αβ,−nAˆαβ,−n + Aˆ∗αβ,−nSˆαβ,−n
]
×
× ∂fL(E)
∂E
[ΓTµ(δβR − δαR) + n~ω]
(3.38)
In the last equation, terms to order higher than two in ΓTµ and ~ω e.g. Γ2Tµ~ω or
ΓTµ(~ω)2 or (~ω)3 has already been neglected. We will now show that the first two
lines, which contains all of the terms at the lowest order in the perturbations, are
vanishing. This justifies the higher order in perturbation theory needed for J3. Let’s
discuss this equation line by line. For the first line summing over n gives
1
hτ
∫ τ
0
dt
∫ ∞
−∞
dEE
∑
αβ
|Sˆαβ(E, t)|2(δβR − δαR)ΓTµ ×
[
∂fL(E)
∂E
+ ΓTµ
∂2fL(E)
∂E2
]
(3.39)
The term
∑
αβ |Sˆαβ(E, t)|2(δβR−δαR) =
∑
αβ Sˆ
†
βα(E, t)Sˆαβ(E, t)(δβR−δαR) = (Sˆ†Sˆ)RR−
(SˆSˆ†)RR = 0 due to the unitarity of the scattering matrix SˆSˆ† = Sˆ†Sˆ = 1.
The second line vanishes too, infact after a summation over n, α and β we have a
term of the form:∫ τ
0
dtTr
(
Sˆ
∂Sˆ†
∂t
)
= −
∫ τ
0
dt
d
dt
ln
(
detSˆ
)
= ln
(
detSˆ(0)
)
− ln
(
detSˆ(τ)
)
= 0
(3.40)
where in the first equality we have used the Birman-Krein formula [20]
d ln
(
detSˆ
)
= −Tr
(
SˆdSˆ†
)
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and in the last equality the periodicity of the perturbation. The third line, after a
summation over n, α and β using the Fourier coefficient properties (3.30) gives:
i~ω
2pih
∫ τ
0
dt
∫ ∞
−∞
dE
[
∂
∂E
(
E
∂fL(E)
∂E
)
− ∂fL(E)
∂E
]
ΓTµ
[
∂Sˆ†(E, t)
∂t
Sˆ(E, t)
]
RR
+
~2ω2τ
8pi2h
∫ τ
0
dt
∫ ∞
−∞
dE
[
∂
∂E
(
E
∂fL(E)
∂E
)
− ∂fL(E)
∂E
]
Tr
(
∂Sˆ†(E, t)
∂t
∂Sˆ(E, t)
∂t
)
(3.41)
Where we used the equality
∂
∂E
(
E
∂fL(E)
∂E
)
− ∂fL(E)
∂E
=
∂2fL(E)
∂E2
And finally the fourth line: the term∑
n
∑
αβ
[
n
2
∂
∂E
|Sˆαβ,−n(E)|2 + Sˆ∗αβ,−nAˆαβ,−n + Aˆ∗αβ,−nSˆαβ,−n
]
ΓTµ(δβR − δαR) (3.42)
by virtue of the relation (3.28), gives simply∑
n
∑
αβ
[
n
∂
∂E
|Sˆαβ,−n(E)|2
]
ΓTµ (3.43)
while in the term∑
n
∑
αβ
[
n
2
∂
∂E
|Sˆαβ,−n(E)|2 + Sˆ∗αβ,−nAˆαβ,−n + Aˆ∗αβ,−nSˆαβ,−n
]
~ωn (3.44)
only the first product survives due to the antisymmetry relation (3.29) for the matrix
Aˆ. Putting all this together and integrating by parts in energy, we see that this fourth
line exactly cancel the term ∝ ∂
∂E
(
E
∂fL(E)
∂E
)
in the third line. As for J1 we can
now locate the Onsager coefficients, which are:
L11 =
T
hτ
∫ τ
0
dt
∫ ∞
−∞
dE|SˆRL(E, t)|2
(
−∂fL(E)
∂E
)
(3.45a)
L12 = L21 =
T
hτ
∫ τ
0
dt
∫ ∞
−∞
dE(E − µ)|SˆRL(E, t)|2
(
−∂fL(E)
∂E
)
(3.45b)
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L13 = −L31 = iT
2pih
∫ τ
0
dt
∫ ∞
−∞
dE
(
Sˆ(E, t)
∂Sˆ†(E, t)
∂t
)
RR
×
(
∂fL(E)
∂E
)
(3.45c)
L22 =
T
hτ
∫ τ
0
dt
∫ ∞
−∞
dE(E − µ)2|SˆRL(E, t)|2
(
−∂fL(E)
∂E
)
(3.45d)
L23 = −L32 = iT
2pih
∫ τ
0
dt
∫ ∞
−∞
dE(E − µ)
(
Sˆ(E, t)
∂Sˆ†(E, t)
∂t
)
RR
×
(
∂fL(E)
∂E
)
(3.45e)
L33 =
Tτ
8pi2h
∫ τ
0
dt
∫ ∞
−∞
dETr
(
∂Sˆ(E, t)
∂t
∂Sˆ†(E, t)
∂t
)
×
(
−∂fL(E)
∂E
)
(3.45f)
3.5 Reciprocity relations
From the last section a remarkable property of the Onsager coefficients for our de-
vices is explicitly obtained: the coefficients accounting for the affinity X3, which are
L13,L23,L31 and L32 are antisymmetric under index exchange. On the other hand the
coefficients accounting for the standard thermoelectric effects L12 and L21 behave as
expected. In forumulae: {
L12 = L21
Li3 = −L3i i = 1, 2
(3.46)
Substituting Eq.(3.46) into Eq.(3.18) we obtain
S˙ = L11X
2
1 + L22X
2
2 + (L12 + L21)X1X2 + L33X
2
3 ≥ 0 (3.47)
and since this relation should be true for every value of Xi, then every term has to be
greater than zero separately. This condition is fullfilled if L33 > 0 and, noting that
the first three terms on the right hand side of Eq.(3.47) could be combined together
resulting in a quadratic form, then the matrix(
L11 L12
L21 L22
)
should be positive semidefinite. Thus we obtain the contstraints on the Onsager
coefficients given by the positivity of entropy production rate:{
Lii ≥ 0 ∀i
L11L22 − L212 ≥ 0
(3.48)
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It is worth to note that these relations are perfectly consistent with the ones given
for standard thermoelecticity, indeed if ~ω → 0, then X3 → 0 and we reduce to
the exact case inspected in Chapter 2. Finally we spend few words to note that
even if the calculation of the Onsager coefficients showed explicitly the anomalous
reciprocity relations Eq.(3.46), the same equations could be inferred by a purely
theoretical argument based on time reversal symmetry whitout the necessity for
analytic calculations. Indeed, as explained in section 2.2, in absence of magnetic
field, the Onsager-Casimir reciprocity relations are expressed by the equation:
d
dt
αi = Ji
Lij = τp(αi)τp(αj)Lji
(3.49)
τp(X) being the time reversal parity of the quantity X. Since with our definitions α1
isNR, and α2 is ER which are clearly invariant under time reversal, it is τp(α1,2) = +1.
Conversely α3 = (ER + EL)/~ω, and without magnet fields breaking time reversal
symmetry the Hamiltonian of the whole system should fulfill H(t) = H(−t). If the
time dependence of H(t) is periodic, without loss of generality we can assume it to
being governed by terms of the form cos(ωt+ φ), for which t→ −t implies ω → −ω
in order to preserve global time reversal invariance of the system. Hence τp(α3) = −1
and the reciprocity relations Eq.(3.46) are obtained without explicit calculations.
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3.6 Summary
In this chapter we have extended the Onsager matrix formalism in order to include
quantum pumping starting from the heat dissipated by a dynamic scatterer. Ac-
counting for this term in the entropy production rate made it possible to define a
new affinity and his conjugated flux. Then we performed analytic calculations by
means of the Landauer-Bu¨ttiker formalism, which resulted in an explicit form for
the Onsager coefficients. Finally we discussed the peculiar form of the reciprocity
relations for Onsager coefficients related to the periodic driving. These relations
are going to be very important in the next chapter, where the efficiency of thermal
machines and refrigerators for systems in presence of peirodic perturbations will be
inspected.
Chapter 4
Thermal machines and
refrigerators: efficiency
The thermoelectric systems analyzed previously (either with or without periodic driv-
ing) are physically realized as solid state devices, and in this chapter we are going to
investigate the operating regimes in which they work as thermal machines or refrig-
erators. A device which is able to convert incoming heat fluxes into outgoing usable
energy fluxes it is called a thermal machine. Conversely, refrigerators are capable
to induce a heat flow from a cold reservoir to a hot reservoir, exploiting incoming
work fluxes. A physically interesting quantity characterizing thermal machines and
refrigerators is the heat-to-work conversion efficiency.
Even though the characterization of a real system requires the full knowledge of
many details, in this chapter we will derive analytic expressions for the efficiency of
thermal machines and refrigerators which rely only on the Onsager matrix formalism,
making them of very general validity. Indeed, the only information needed to obtain
an analytic expression for the efficiency is the knowledge of the reciprocity relations
for the Onsager coefficients of the system.
The scientific community, over the last few years, has put an increasingly higher
amount of efforts in the study of solid state devices which are able to work as thermal
machines and refrigerators. This interest is justified by two main practical reasons:
(i) solid state devices does not contain any moving parts, and are thus preferred to
their mechanical counterparts in terms of reliability. (ii) These thermal machines
could be embedded into electronic components such as microchips, making possible to
recycle dissipated heat into usable electric currents. Nevertheless, in order to make
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the latter proposal feasible, efficiencies higher than the ones reached with present
devices are needed. For a recent review on the argument and on the materials
achieving the maximum efficiencies we refer to [26].
The chapter is organized as follows: first is presented a short review of the thermal
machine and refrigerator operating modes for standard two terminal thermoelectric
systems without periodic driving, which are described by a 2 × 2 Onsager matrix.
Later the periodically driven case is analyzed extensively, and finally a couple of
particular cases are briefly inspected in order to give a full treatment for a system
described by a 3× 3 Onsager matrix.
4.1 Efficiency, general definition
Figure 4.1: Operating modes for solid state devices: thermal machine (solid arrows) or
refrigerator (dashed arrows). The devices analyzed in the first part of the chapter will
be like the one depicted above: a central coherent region is connected to two electronic
reservoirs at different temperatures. The geometry and the notations are the same of the
others seen in the preceeding chapters, with the only novelty being P : the power exchanged
with the environment. P is easily found by the relation P = −∑i Q˙i stemming from the
first principle of thermodynamics.
As already outlined, a thermal machine is a thermodynamical system converting
absorbed heat into work, and a refrigerator is a system absorbing energy in order
to make heat flow from cold regions toward hot regions. Refrigerators and thermal
machines are frequently analyzed concurrently because as sketched in Fig. 4.1 they
are formally one’s each other inverse. From now on we will focus on systems having
the simple two terminal geometry detailed in the caption of Fig. 4.1. Furthermore
we assume without loss of generality ∆T > 0, in this way the left reservoir is the one
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at highest temperature and heat spontaneously flows from left to right. Whether a
system actually works as a refrigerator or thermal machine depends on its physical
details. In the subsequent chapter, where numerical calculations are performed on a
realistic system, we will clarify this aspect with concrete examples. The definition of
efficiency is inferred from common sense as the ratio between benefit and loss. For a
two terminal thermal machine which absorbs heat in order to extract work, we can
define the efficiency η(tm) as the ratio between P = −∑i Q˙i the work extracted per
unit time (from the first principle of thermodynamics), and −Q˙L the heat absorberd
per unit time, therefore:
η(tm) =
Q˙L + Q˙R
Q˙L
. (4.1)
On the other hand, for a refrigerator, which exploit incoming energy flows in order
to absorb heat from the reservoir at lowest temperature, a widely accepted definition
for the efficiency1 η(r) is the ratio between heat absorbed per unit time from the cold
reservoir −Q˙R divided by the energy absorbed per unit time −P =
∑
i Q˙i thus:
η(r) = − Q˙R
Q˙L + Q˙R
. (4.2)
These definitions are thermodynamically bounded. Indeed, according to the second
priniple of thermodynamics, the entropy production rate is always non negative:
S˙ =
Q˙L
T
+
Q˙R
T −∆T ≥ 0. (4.3)
Plugging this equation into Eqs.(4.1) and (4.2), the relations are easily obtained:
η(tm) ≤ ∆T
T
, η(r) ≤ T
∆T
− 1. (4.4)
The aim of this chapter is to relate the efficiency to the Onsager coefficients and
inspect how variations in the affinities affect η(tm) and η(r). In order to exploit the
Onsager relations, every expression should be expanded to the lowest nonvanishing
order in the affinities, to retain just the terms accounting for the linear response of the
system. Nonetheless, Eqs.(4.1) and (4.2) are of general validity, no approximation
1For refrigerators this quantity is often called coefficient of performance
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has been made so far. Finally, we mention that the bounds obtained are well defined
only for two terminal systems, in the case of multi terminal configurations, where
a single temperature difference between reservoirs cannot be defined, these bounds
depend also on the heat currents circulating in the system [11].
4.2 Standard thermoelectricity
To treat efficiency related arguments in standard thermoelectric devices we will
loosely follow the review by Benenti et al. [18]. As showed in Chapter 2, the Onsager
matrix for such systems is 2× 2: (
L11 L12
L21 L22
)
(4.5)
where the reciprocity relation L12 = L21 should be satisfied. Moreover the coefficients
Lij should also satisfy the relations of Eq. (2.37), i.e.
L11 > 0 L22 > 0 L11L22 − L212 > 0, (4.6)
which are needed to ensure a positive entropy production rate. By means of the
conservation laws, Eqs. (2.26) - (2.27), and the definition of fluxes Eq. (2.33) and
forces, Eq. (2.34), it is possible to express the efficiencies of Eqs. (4.1) and (4.2)
only in terms of Xi, Ji and the absolute temperature T as:
η(tm) =
Q˙L + Q˙R
Q˙L
' −TJ1X1
J2
= −TX1(L11X1 + L12X2)
L21X1 + L22X2
(4.7)
η(r) = − Q˙R
Q˙L + Q˙R
' − J2
TJ1X1
= − L21X1 + L22X2
TX1(L11X1 + L12X2)
=
1
η(tm)
(4.8)
where the third terms of both equations are obtained retaining only the lowest non-
vanishing order in the affinities to correctly implement the Onsager linear approx-
imation, and the relation Ji =
∑
ij LijXj has been used to express the efficiencies
only as a function of the thermodyamical forces. In linear response the statement
that refrigerators and thermal machines are one’s each other inverse is made even
clearer by the algebraic expression of the efficiency, as can be seen from the last
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equality in Eq.(4.8). Recalling that within the linear approximation Lij are expan-
sion coefficients, independent on the affinities, the fourth term of Eqs. (4.7) and
(4.8) can be used to inspect how variations in the applied forces affect the efficiency
of thermal machines and refrigerators. Moreover, from the definitions Eq. (2.34)
(reported below for convenience), it is seen that the affinities are easily tunable from
an experimental point of view.
X1 =
∆µ
T
X2 =
∆T
T 2
(4.9)
On the contrary the Onsager coefficients Lij depend on the internal properties of
the systems which are sample-dependent. Those consiedrations led to a natural
interest on the role played by the affinities in the determination of the value of the
efficiency of thermal machines and refrigerators, while the Onsager coefficients are
treated as constant values. The two physical values that we are going to investigate
are maximum efficiency and efficiency at maximum power.
4.2.1 Maximum efficiency
The first obvious question to be answered is which combination of the forces re-
sults in the highest efficiency. In this section we will derive an expression for the
maximum achievable value of η(tm) and η(r) varying the affinity X1 but leaving X2
fixed. The reason for which X2 is kept constant resides in the thermodynamical
limits Eq. (4.4) already discussed. Indeed, for fixed absolute temperature T those
limits are completely defined by X2, and allowing variations of the thermodynami-
cal force accounting for temperature differences results in a trivially and erroneous
infinite maximum efficiency stemming from an implicit application of the Onsager
formalism outside of the linear response regime. Hence it is preferred to fix X2 in
order to set an upper bound on η(tm) and η(r), leaving the remaining affinities free
to vary. The maximization process is not straightforward as it appears, there are a
couple of subtle points to be aware of. Indeed, the efficiencies in Eqs.(4.7) and (4.8)
are good definitions only if the system actually works as a heat to work converter
or refrigerator. This critically depends on the details of the Onsager coefficients
(which determine the actual values of energy and particle curents), and if the latter
requirement is not satisfied, non physical values for η(tm) or η(r) are obtained. Thus,
the maximization should be performed imposing the heat absorbed from the hot
reservoir and the power emitted to be greater than zero for thermal machines. On
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the other hand, for refrigerators the heat absorbed from the cold reservoir and the
power absorbed should be positive. Deriving Eqs. (4.7) and (4.8) with respect to X1
and searching for stationary points, it is seen that there is only a value for X1 which
is a maximum:
X1 =
L22
L21
(
−1±
√
L11L22 − L12L21
L11L22
)
X2 (4.10)
where the + is for thermal machines and the − is for refrigerators. Subsituting this
expression in Eqs. (4.7) and (4.8) gives for the maximum efficiencies:
η(tm)max = ηC
√
ZT + 1− 1√
ZT + 1 + 1
(4.11)
η(r)max =
1
ηC
√
ZT + 1− 1√
ZT + 1 + 1
(4.12)
in which we have defined the Carnot efficiency:
ηC = X2T =
∆T
T
(4.13)
and the figure of merit
ZT =
L212
L11L22 − L212
(4.14)
that is a dimensionless parameter which describes the maximum efficiencies both for
thermal machines and refrigerators. ZT is always greater than zero owing to the pos-
itivity of the entropy production rate, and the maximum efficiencies are monotonic
functions of it, as shown in Fig. (4.2). If ZT → ∞ then the maximum efficiencies
reach the value of ηC for thermal machines and 1/ηC for refrigerators. If inspected
closely, those values in linear response ∆T/T  1 are exactly the thermodynamical
bounds Eq. (4.4), thus a high value of ZT is desirable for reaching the maximum
possible efficiency in thermal machines and refrigerators.
The possibility to define a figure of merit, which is adimensional and strictly
positive, is a very interesting and nontrivial feature of those systems that allows
a compact and elegant characterization of the maximum attainable heat-to-work
conversion efficiency for a wide range of devices.
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4.2.2 Efficiency at maximum power
In the context of thermal machines one could be interested in increasing the amount
of emitted power P rather than the efficiency at which heat to work conversion is
performed. Thus it is worth to investigate which is the value of the affinities resulting
in the largest amount of emitted power. As already defined previously:
P = −(Q˙L + Q˙R) = −TX1J1 = −TX1(L11X1 + L12X2) (4.15)
and a simple calculation shows that varying X1, but leaving X2 fixed, the emitted
power has a maximum in:
X1 = − L12
2L11
X2 (4.16)
which results in
Pmax =
ηC
4
L212
L11
X2. (4.17)
The latter expression is the maximum emitted power at given a given value of the
Onsager coefficients. Moreover, the efficiency at which Pmax is emitted can be com-
puted substituting Eq. (4.16) into the expression for η(tm) Eq. (4.7) resulting in:
η(tm)(Pmax) =
ηC
2
ZT
ZT + 2
, (4.18)
where ZT is the same figure of merit Eq.(4.14) defining the maximum efficiency.
η(tm)(Pmax) too is a monotonic function of ZT reaching his maximum value ηC/2,
correctly equal to the Curzon-Ahlborn limit [27] in linear response, at ZT → ∞.
Large values for the figure of merit are thus very appealing also for the efficiency
at maximum emitted power. The formula for η(tm)(Pmax), along with Eqs. (4.11)
and (4.12) shows the usefulness of ZT : a single dimensionless parameter describes
simultaneously the maximum efficiency and the efficiency at maximum power. Of
course, since ZT depends only on the Onsager coefficients, the knowledge of Lij
is a valuable piece of information which allows to characterize many aspects of the
performances of thermal machines and refrigerators based on thermoelectric systems.
In the next section we will add a periodic perturbation on the scattering region,
leading to the phenomenon of quantum pumping. Thermoelectric systems in presence
of periodic perturbations have been analyzed in Chapter 3, and in the next section
we will investigate their performance as thermal machines or refrigerators.
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Figure 4.2: Solid line: maximum efficiency η
(tm)
max for a thermal machine as a function of the
figure of merit ZT . Dashed line: efficiency at maximum power η(tm)(Pmax) for a thermal
machine as a function of the figure of merit ZT .
4.3 Thermoelectricity in presence of periodic driv-
ing
When periodic driving, temperature differences and electrochemical differences are
present, the Onsager matrix is 3 × 3 and obeys to the reciprocity relations (3.46)
reported below for convenience:{
L12 = L21
Li3 = −L3i i = 1, 2.
(4.19)
Additionally the positivity of entropy production rate implies Eq.(3.48):{
Lii ≥ 0 ∀i
L11L22 − L212 ≥ 0.
(4.20)
By means of the conservation laws Eq.(3.14) and the definition of affinities and
fluxes for the periodically driven case Eqs. (3.19), (3.20) and (3.21), the efficiency of
thermal machines and refrigerators Eqs.(4.1) and (4.2) can be expressed as:
η(tm) =
Q˙L + Q˙R
Q˙L
= −T (J3X3 + J1X1)
J2
(4.21)
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η(r) = − Q˙R
Q˙L + Q˙R
= − J2
T (J3X3 + J1X1)
=
1
η(tm)
. (4.22)
In the last equality of Eqs. (4.21) and (4.22) we have retained only the terms of
the lowest possible order in the affinities, which is required in order to ensure the
validity of the Onsager relations. It’s worth to mention that Eqs.(4.21) and (4.22)
reduce to the standard thermoelectric expressions of the previous section in the limit
ω → 0 where X3 and J3 vanish. Moreover, if ω 6= 0 Eqs.(4.21) and (4.22) are
formally equal to the efficiency relative to a particular three-terminal device too.
The latter equivalence will be investigated in a subsequent section. Recalling that
the Onsager coefficients Lij for the periodically driven case has been calculated by
means of the Landauer-Bu¨ttiker formalism in section 3.4, we proceed to investigate
maximum efficiencies and efficiencies at maximum power for those devices.
4.3.1 Maximum efficiency
Substituting the relation Ji =
∑
k LikXk in Eqs. (4.21) and (4.22) we obtain:
η(tm) = −T (L31 + L13)X1X3 + L33X
2
3 + L11X
2
1 + (L32X3 + L12X1)X2
L21X1 + L22X2 + L23X3
(4.23)
η(r) = − 1
T
L21X1 + L22X2 + L23X3
(L31 + L13)X1X3 + L33X23 + L11X
2
1 + (L32X3 + L12X1)X2
(4.24)
from which it is possible to maximize the efficiency variyng X1 and X3, but leaving
X2 =
ηC
T
fixed, for the same reasons expressed in the previous section. A non trivial
point to be aware of is that in the maximization procedure we suppose the Onsager
coefficients Lij to be independent of the affinities. If the linear approximation is
performed correctly then Lij are affinities independent, as we have explicitly verified
in the calculation of Lij reported in section 3.4. We searched for stationary points
deriving Eqs. (4.23) and (4.24) with respect to X1 and X3, and inspecting the Hessian
matrix we were able to isolate a single maximum point at the following coordinates:
X1 =
−L11L12 (L223 + L22L33)±
√
L11 (L11L22 − L212)L33 (L223 + L22L33)L212
L11 (L11L223 + L
2
12L33)
X2
(4.25a)
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X3 = L23
L12L33 (L
2
12 − L11L22)±
√
L11 (L11L22 − L212)L33 (L223 + L22L33)L212
L12L33 (L11L223 + L
2
12L33)
X2.
(4.25b)
Where + is for thermal machines and − is for refrigerators. Substituting the latter
equations in Eqs.(4.21) and (4.22) we obtain:
η(tm)max = ηC
√
ζ + 1− 1√
ζ + 1 + 1
(4.26)
η(r)max =
1
ηC
√
ζ + 1− 1√
ζ + 1 + 1
(4.27)
where we have introduced the figure of merit
ζ = −L11L23L32 − L
2
12L33
(L11L22 − L212)L33
=
L11L
2
23 + L
2
12L33
(L11L22 − L212)L33
(4.28)
which is a dimensionless and strictly positive quantity (it is straightforward to check
by means of Eqs. (3.46) and (3.48). The formulae obtained for the maximum effi-
ciencies, apart from a different definiton of the figure of merit, are identical to the
ones of standard thermoelectricity. Hence it is possible to compare the performance
of thermal machines and refrigerators with or without periodic driving just compar-
ing the figures of merit ζ and ZT . This analysis will be carried on in a subsequent
section.
4.3.2 Efficiency at maximum power
Analogously to the standard thermoelectric case it is possible to maximize the power
extracted by thermal machines averaged over one period of the perturbation, and
evaluate the efficiency η(tm)(Pmax). The emitted power P of thermal machines in
presence of periodic time-dependent perturbations can be obtained starting again
from the first principle of thermodynamics:
P = −(Q˙L + Q˙R) = −T (J3X3 + J1X1). (4.29)
The output power P is maximized for:
X1 = − L12
2L11
X2 (4.30)
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X3 =
L23
2L33
X2 (4.31)
resulting in a maximum power Pmax:
Pmax =
ηC
4
(L11L
2
23 + L
2
12L33)
L11L33
X2 (4.32)
Of course, substituting Eqs. (4.30) and (4.31) into Eq. (4.23) we can obtain the
efficiency at maximum emitted power:
η(tm)(Pmax) =
ηC
2
ζ
ζ + 2
(4.33)
in which again ζ is the figure of merit Eq. (4.28), and the algebraic expression is again
formally identical to the one found for standard thermoelectricity. It is interesting to
note that, albeit a different analytical form for the figure of merit, thermoelectricity
in presence of periodic perturbations is formally analogous to the static counterpart,
since all of the relevant formulae have the same analytical form in the two cases.
4.3.3 Physical interpretation of ζ
In this section we return to Eq. (4.28), reported here for convenience
ζ = −L11L23L32 − L
2
12L33
(L11L22 − L212)L33
=
L11L
2
23 + L
2
12L33
(L11L22 − L212)L33
, (4.34)
in order to explain some physical properties of it.
The figure of merit ζ found for periodically driven thermoelectric systems extends
quite naturally the definition for the figure of merit ZT of thermoelectic systems in
absence of periodic perturbations. Indeed, it is possible to formally express ζ as a
combination of the figures of merit found for the standard thermoelectric case, and
the one found in absence of a voltage bias ∆µ = 0, which is analyzed in [18] and
reads:
ζ∆µ=0 =
L223
L22L33
. (4.35)
From the latter equation and the definition of Eq. (4.14), a simple calculation shows
that:
ζ = ZT + ζ∆µ=0 + ZTζ∆µ=0. (4.36)
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This form clarify an interesting aspect: since the right hand side of Eq. (4.35) is
always greater than zero owing to the constraints given by the positiveness of the
entropy production rate, the figure of merit ζ is always greater than ZT . The latter
statement is absolutely not trivial and should be discussed in detail. Indeed, one
can be lead to think that given a particular coherent system, periodic perturbations
result always in augmented efficiencies with respect to the static case. This is not
true, because the coefficients L11, L22 and L12 calculated in presence of periodic
perturbations takes in general different values with respect to the same coefficients
computed for a stationary scatterer. Then the quantity
ZT =
L212
L11L22 − L212
has different numerical values for the driven and stationary cases. Nonetheless we
mention that in certain operating regimes, given a coherent system, periodic driving
always enhance the efficiencies. We postpone the full discussion to the next chapter,
where numerical calculations on a simple model are performed, because we found
that concrete examples are very helpful to clarify this subtle point.
Back to the physical discussion of ζ, it is interesting to note that since ζ∆µ=0
is proportional to L23, then the efficiency is maximally enhanced when the periodic
scatterer results in large pumped energy currents, while charge currents are unim-
portant in this context because the coefficient accounting for them, L13 does not
appear in the expression for the figure of merit. The latter comment underlines the
importance in studying energy transport for periodically driven systems in addition
to the well documented charge transport. Another interesting question concerns the
conditions on the coefficients Lij for which the thermodynamical bounds Eq. (4.4)
are reached. It is seen by inspection of Eqs. (4.26) and (4.27) that when ζ →∞, the
maximum efficiencies for thermal machine and refrigerators have values respectively
ηC and 1/ηC . Those values correspond to the thermodynamical bounds as argued
in section 4.2.1, thus it is sufficient to investivate under what conditions ζ diverges.
From Eq. (4.36) results that ζ goes to infinity either if ZT →∞ or ζ∆µ=0 →∞. If
ZT diverges, then L11L22 − L212 = 0, implying that the matrix(
L11 L12
L12 L22
)
(4.37)
is ill conditioned, resulting in J1 proportional to J2 indipendently of the applied
forces. This condition is the same required in standard thermoelectricity, as argued
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in [18]. On the other hand, since no constraints are imposed on L23, then ζ∆µ=0
diverges either if L23 → ∞ or L33 → 0. Finally we mention that the results of this
section were obtained exploiting only the reciprocity relations Eq. (4.19). Thus,
every thermodynamical system for which those relations are verified, can exhibit an
increase in efficiency with respect to the standard thermoelectric case. For example,
in systems with broken time reversal symmetry due to a magnetic field ~B, the Onsager
reciprocity relations are expressed by Eq. (2.16), which entails (for particular values
of the magnetic field ~B) the possibility to obtain the same relations of Eq. (4.19) and
hence to extend all of the reults obtained in this section for those devices, in which
the periodic driving is absent.
In the next section we will analyze a couple of systems where periodic pertur-
bations are absent, for which the Onsager matrix is 3 × 3, the functional form of
the efficiency for thermal machines and refrigerators is identical to Eqs. (4.21) and
(4.22), but the reciprocity relations are not expressed by Eq. (4.19), resulting in
very different expressions for the maximum power and power at maximum efficiency.
This is done in order to underline the central importance assumed by Onsager’s reci-
procity relations in the characterization of the efficiencies of thermoelectric systems.
Even though a detailed physical characterization of those systems is out of the scope
of this thesis, we think it is worth to report the results obtained, as they can be
interesting for further research on thermoelectric devices, when exploited as thermal
machines or refrigerators.
4.4 A particular three-terminal configuration
Recently much attention has been devoted to thermoelectric systems with three
terminals, for which a complete theoretical description is given in [11]. In absence of
periodic driving, a three terminal system like the one in Fig. (4.3) is described by a
4× 4 Onsager matrix.
By means of a procedure similar to the one used in the derivation of Eqs. (2.33) and
(2.34), it is easily seen that if
T1 = T3 = T and T2 = T −∆T (4.38)
then the Onsager matrix describing the system becomes 3×3, with forces and fluxes
defined as:
J1 = N˙2 J2 = Q˙2 J3 = N˙3 (4.39)
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Figure 4.3: Three terminal device: a central conducting region is connected to three ter-
minals at temperatures T1, T2, T3 and electrochemical potentials µ1, µ2, µ3.
X1 =
µ1 − µ2
T
X2 =
∆T
T
X3 =
µ1 − µ3
T
(4.40)
The dimension of the Onsager matrix is reduced to 3× 3 due to Eq. (4.38). Indeed,
imposing T1 = T3 is equivalent to remove a ”degree of freedom” of the system,
lowering the parameters needed for his description. In this particular three terminal
configuration, using the general arguments of time reversal simmetry mentioned in
section 2.2 it is seen that it should be, in contrast with the periodically driven case:
Lij = Lji ∀ i (4.41)
and this will affect deeply the efficiency for thermal machines and refrigerators based
on these systems. Starting from the general definition of the efficiency outlined in
section 4.1, it is easily seen that, in linear response, η(tm) and η(r) are formally equal
to Eqs. (4.21) and (4.22)
η(tm) = −T (J3X3 + J1X1)
J2
(4.42)
η(r) = − J2
T (J3X3 + J1X1)
=
1
η(tm)
(4.43)
but the expressions for the maximum efficiency and efficiency at maximum power
derived from them with the aid of the reciprocity relations (4.41) results in:
η(tm)max = ηC
√
ζ3t + 1− 1√
ζ3t + 1 + 1
(4.44)
η(r)max =
1
ηC
√
ζ3t + 1− 1√
ζ3t + 1 + 1
(4.45)
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η(tm)(Pmax) =
ηC
2
ζ3t
2 + ζ3t
(4.46)
that has the same form of the ones seen in the previous sections, but with a figure
of merit ζ3t defined as:
ζ3t =
2L12L13L23 − L11L223 − L212L33
L213L22 − 2L12L13L23 + L11L223 + L212L33 − L11L22L33
=
L12Det[L1] + L23Det[L2]
Det[L]
(4.47)
in which we defined the Onsager matrix L and two of his minors L1, L2 as:
L =
L11 L12 L13L12 L22 L23
L13 L23 L33
 L1 = (L12 L13
L23 L33
)
L2 =
(
L11 L13
L12 L23
)
. (4.48)
Of course ζ3t is a strictly positive quantity owing to the positivity of entropy produc-
tion rate, but it is not straightforward to prove as in the previous cases. Indeed, for a
real symmetric matrix which is positive semidefinite like L, a general result of linear
algebra, the Cholesky decomposition, states that exists a lower triangular matrixM
such that L =MMT . From the last term of Eq. (4.47), remembering that Det[L]
should be greater than zero to have a positive semidefinite Onsager matrix (as argued
in section 2.3), we just need to prove that the numerator L12Det[L1]+L23Det[L2] > 0.
Defining M as:
M =
m11 0 0m12 m22 0
m13 m23 m33
 (4.49)
and imposing L =MMT it is easily seen that:
L12Det[L1] + L23Det[L2] = (m11m22m23)
2 + (m11m12)
2(m223 +m
2
33) (4.50)
which is obviously greater than zero. Thus for the particular three-terminal config-
uration analyzed it is possible to define a figure of merit to characterize maximum
efficiencies. This result is not obvious at all, indeed from Ref. [11] it is seen that
for general three terminal devices it is not possible to define a unique figure of merit
which is independent of the affinities and that characterize the maximum values for
the efficiencies. We were able to obtain this result because in our particular config-
uration two of the temperatures are equal, making possible to univocally define a
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Carnot efficiency ηC , while in the general case where T1 6= T2 6= T3 this cannot be
done.
We have seen that 3 × 3 Onsager matrices are useful to describe thermoelectric
properties of at least two very different systems in a somewhat unified formalism
based on the figure of merit. The latter has been accomplished exploiting particular
forms of the reciprocity relations. Of course, it is not always possible to define a single
figure of merit which characterize the maximum efficiencies of thermal machines and
refrigerators. Indeed, the general 3 × 3 case, where no restrictions other than the
positivity of the entropy production rate are imposed on the coefficients is a perfect
example. This case is relevant for systems with broken time reversal symmetry, where
the reciprocity relations should be analyzed case by case. Experimentally the time
reversal symmetry can be broken with a magnetic field ~B, resulting in Eq. (2.16),
reported here for convenience
Lij( ~B) = τp(αi)τp(αj)Lji(− ~B). (4.51)
For the same three terminal configuration in presence of ~B we tried to maximize Eqs.
(4.42) and (4.43) for arbitrary values of the magnetic field, i.e. without any condition
on the coefficients Lij. The calculations resulted in very cumbersome expressions
from which we were not able to extract a figure of merit, and as a reference we
report the efficiency at maximum power in terms of the Onsager coefficients:
η(tm)(Pmax) =
ηc
2
[(La,23 − Ls,23)× (La,23Ls,11 + 2(La,12 + Ls,12)Ls,13 − Ls,11Ls,23)+
(La,12 + Ls,12)
2Ls,33]/[L
2
a,23Ls,11 + 2La,12La,23Ls,13 − 2L2s,13Ls,22
+ 2Ls,12Ls,13Ls,23 − Ls,11L2s,23 +
(
L2a,12 − L2s,12 + 2Ls,11Ls,22
)
Ls,33]
.
(4.52)
Where we defined the symmetric and antisymmetric part of the Onsager coefficients:
Ls,ij =
Lij + Lji
2
,
La,ij =
Lij − Lji
2
.
These results did not surprised us, since even for the simple two terminal case in
absence of reciprocity relations a single figure of merit cannot be defined. As ex-
plained in Ref. [18] at least two quantities (the figure of merit and the asymmetry
parameter) should be introduced to characterize completely the efficiencies.
CHAPTER 4. THERMAL MACHINES AND REFRIGERATORS 57
The point of the discussion is not whether a single figure of merit can or cannot
be defined for this particular situation, but that in absence of simplifying symmetry
relations between the coefficients, and for systems represented by Onsager matrices of
high dimensionality (∼ 4 or greater), a unified description of the maximum efficiencies
based on the figure of merit cannot be accomplished due to unmanageable algebraic
expressions or physical limitations like the impossibility to define a single Carnot
efficiency.
4.5 Summary
In this chapter we discussed two interesting operating modes for thermoelectric de-
vices, namely thermal machine and refrigerator. For these modes we defined their
efficiency, and calculated it for thermoelectrical systems both in presence or absence
of periodic perturbations. We have then showed that it is possible to define a figure
of merit which describe maximum efficiencies as well efficiencies at maximum power.
Finally, we defined the figure of merit for a particular three terminal system, and
discussed whether a single figure of merit can be always defined for thermoelectric
systems described by 3 × 3 Onsager matrix. In the next chapter we are going to
perform numerical calculations on a simple model, in order to test our results on a
realistic case.
Chapter 5
The case of a non-interacting
quantum dot
In this chapter we will apply the theoretical framework developed previously on a
simple model in which the thermoelectric system consists of a single non-interacting
quantum dot. A quantum dot is any structure, metallic or semiconducting, in which
electrons are confined in visibly discrete energy levels, given that with modern mea-
suring techniques, one can resolve levels separated by approximately 0.1 meV. The
quantum dot is said to be noninteracting when the electron-electron interactions can
be neglected in the description of the system. With current technologies it is pos-
sible to fabricate quantum dots in which the energy levels are separated enough so
that only a single one of them effectively contributes to transport-related quantities.
For the model that we are going to investigate, the scattering region consists of a
single energy level connected via tunnel barriers to two (left and right) reservoirs, as
sketched in Fig. (5.1).
The chapter is organized as follows: we begin by calculating the scattering matrix
Sˆαβ(E) for the stationary problem associated to this setup, then we will use all of
the formulas introduced earlier to perform numerical simulations both in presence
and absence of periodic perturbations. Additionally, along with the explaination of
the numerical results, this chapter contains a deep discussion on many subtle points
concerning the comparison of the efficiencies of thermoelectric systems in presence
or absence of periodic perturbations.
For a recent review on thermoelectric systems based on quantum dots we refer
to Ref. [28] and references quoted therein.
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ΓL ΓR
ε
µL
TL
µR
TR
Figure 5.1: Single energy level quantum dot: two reservoirs at temperatures TL and TR and
electrochemical potentials µL, µR are connected by means of tunnel barriers to a quantum
dot with energy level ε. The quantities ΓL and ΓR are coefficients accounting for the
coupling between quantum dot and reservoirs. Their physical meaning will be clearer in
the next section, when the scattering matrix is calculated.
5.1 Scattering matrix
One of the straightforward way to obtain Sˆαβ(E) is to calculate the retarded Green’s
function of the system, and by means of the generalized Fisher-Lee relations [29, 30]
relate it to the scattering matrix elements. It is advantageous to model our system
(central scattering region plus left L and right R reservoirs) as a 1D tight binding
chain in which the quantum dot occupies one site of the chain and is coupled only
to the extremal sites of the reservoirs, as depicted in Fig. (5.2)
b b b bb b b b b b b
Left reservoir Right reservoir
Quantum dot with energy ε
Coupling energies: wL and wR
|i〉 |1R〉 |2R〉 |jR〉. . .|1L〉|2L〉|jL〉 . . .
Figure 5.2: Tight binding representation of a single site quantum dot
The total Hamiltonian of the system can be decomposed as the sum of three terms,
one accounting for the reservoirs Hˆres, one for the central scattering region HˆQD
and the last accounting for the interactions among reservoirs and quantum dot Hˆint.
Their explicit form is the following:
HˆQD = ε|i〉〈i| (5.1a)
Hˆres = HˆL + HˆR =
∑
α=L,R
( ∞∑
j=1
εαj |jα〉〈jα|+
∞∑
j,k=1
[
tαjk|jα〉〈kα|+ h.c.
])
(5.1b)
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Hˆint = HˆRS + HˆLS + h.c. = wL|1L〉〈i|+ wR|1R〉〈i|+ h.c. (5.1c)
In Eqs. (5.1) we have labeled as |i〉, |jα〉 the states in the quantum dot and in the
site j of the reservoir α, respectively. On the other hand εαj is the energy of the
site j of the reservoir α, tαjk is the hopping energy between the sites j and k of the
reservoir α and, as already denoted in Fig. (5.2), ε and wL/R are the site and hopping
energies of the quantum dot. Since the system is discretized, it is possible to write
the total Hamiltonian Hˆ in a convenient (infinite) matrix form which clarify how
each contribution of the Hamiltonian acts on a specified site:
Hˆ =
 HˆL HˆLS 0Hˆ†LS HˆQD Hˆ†RS
0 HˆRS HˆR
 . (5.2)
The retarded Green’s function of a noninteracting system described by the Hamilto-
nian Hˆ is defined as the operator Gˆ satisfying:
[(E + iη)1ˆ− Hˆ]Gˆ = 1ˆ (5.3)
in which E is the energy at which is calculated the Green function, η is a small
positive parameter introduced to perform the integration around the contour which
effectively gives the retarded Green’s function, and 1ˆ is the identity operator. For
the system of our interst, the retarded Green function it is then defined from the
relation: Eˆ − HˆL −HˆLS 0−Hˆ†LS Eˆ − HˆQD −Hˆ†RS
0 −HˆRS Eˆ − HˆR

 GˆL GˆLS 0GˆSL GˆQD GˆSR
0 GˆRS GˆR
 = 1ˆ, (5.4)
in which we have introduced the operator Eˆ = (E + iη)1ˆ. From Eq. (5.4), three
useful relation are obtained:
(Eˆ − HˆL)GˆLS − HˆLSGˆQD = 0 (5.5a)
− Hˆ†LSGˆLS + (Eˆ − HˆQD)GˆQD − Hˆ†RSGˆRS = 1ˆ (5.5b)
(Eˆ − HˆR)GˆRS − HˆRSGˆQD = 0 (5.5c)
Combining Eqs. (5.5) it is possible to express the Green function of the scattering
region as:
GˆQD =
[
Eˆ − HˆQD − Σˆ
]−1
(5.6)
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in which we have defined the self energy Σˆ = ΣˆL + ΣˆR = Hˆ
†
LSGˆLHˆLS + Hˆ
†
RSGˆRHˆRS,
and the inverse in Eq. (5.6) should be intended of course in an operatorial sense.
Now, what we need to know in order to to fully calculate GˆQD are the Green’s
functions GˆL and GˆR of the reservoirs appearing in the self energy. The calculation
could be carried out analitically in some cases and we refer to Ref. [31] for a simple
example. Nevertheless we will use a result of general validity known as wide band
approximation, which entails that Σˆ is a pure imaginary quantity, independent of the
energy E if the hopping energies are much greater than the site energies:
tαjk  E − εαj , (5.7)
for energies E relevant to transport and for every pair of sites j, k. Again, we refer
to Ref. [31] for an analytic verification of the latter statement. Finally, with the help
of a useful relation derived by Fisher and Lee [29, 30] which connects the matrix
element GQD(E) = 〈i|GˆQD|i〉 of the Green function for the central region to Sˆαβ(E)
Sˆαβ(E) = δαβ − i
√
ΓαΓβGQD(E) α, β = L/R (5.8)
the scattering matrix is obtained. In Eq. (5.8) all the quantities appearing on the
right hand side whitout hat, are the matrix elements of the corresponding operators,
i.e. ΓL = 〈i|ΓˆL|i〉, and a new definition Γˆα = i(Σˆα− Σˆ†α) has been used. By virtue of
Eqs. (5.1a),(5.1b),(5.1c), the wide band approximation (which implies Γα ∈ R and
Γα > 0), Eq. (5.6) and the Fisher-Lee relations, the scattering matrix is:
Sˆ(E) =
(
1− iΓLΛ(E) −i
√
ΓLΓRΛ(E)
−i√ΓLΓRΛ(E) 1− iΓRΛ(E)
)
(5.9)
in which we have defined Λ(E) =
1
E − ε+ i
(
ΓL + ΓR
2
) . With a simple calculation
it is possible to verify that Sˆ(E) is unitary, as required by the conservation of prob-
abilities in quantum mechanics.
A small note: our scattering region contains only one site and the corresponding
Hilbert space for the noninteracting quantum dot is one dimesional, thus the explicit
calculation of the Green function matrix elements is greatly simplified after aver-
aging over the state |i〉. Indeed the right hand side of Eq. (5.5b) reduces trivially
to 1 and the inverse appearing in Eq. (5.6) can be intended in a scalar sense. For
sophisticated multi site models of quantum dot, Keldysh formalism [32] could be
employed in order to obtain the scattering matrix.
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5.2 Numerical results
Figure 5.3: Quantum dot with periodic perturbations applied.
With the help of Eqs. (3.45) we can numerically compute the Onsager coefficients.
Employing the usual notations we set: µL = µ = µR + ∆µ, TL = T = TR + ∆T and
since the Onsager framework is justified only in linear response we set ∆T/T  1 and
∆µ/kBT  1. To obtain the frozen scattering matrix it suffices to include the time
dependence of the parameters directly into the stationary problem, as explained in
section 3.4.1. Since the stationary scattering process is entirely described by Eq. (5.9)
and remembering that in order to have adiabatic quantum pumping a minimum of
two parameters varying out of phase are needed, we set for our numerical simulations:
ΓL → Γ (1 + α cos(ωt)) (5.10a)
ΓR → Γ (5.10b)
ε→ ε0 cos(ωt+ φ) (5.10c)
with Γ > 0 and 0 < α < 1 to preserve the coupling constants positive as they should
be. As sketched in Fig. (5.3) these definitions are equivalent to modify periodically
the position of the energy level of the quantum dot and one of the two coupling
energies. These perturbations can be achieved experimentally changing the geometry
of the dot by means of electrostatic potentials. On our numerical calculations we set
∆T > 0 thus the left reservoir is the one at highest temperature. Furthermore we
measure the energies of the problem in units of Γ. It is interesting to note that every
Onsager coefficient in Eqs. (3.45) is of the form:
Lij = (constants)
∫ ∞
−∞
dE(Sˆ-dependent term)×
(
−∂fL(E)
∂E
)
(5.11)
in which fL(E) is the Fermi-Dirac distribution for the left reservoir. This form makes
clear that each one of the Lij can be interpreted as an average of some function of
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the scattering matrix Sˆ over the distribution −∂fL(E)/∂E. Since the derivative of
the Fermi distribution (with a minus sign) is a bell shaped function centered around
µ whose tails exponentially decay over a characteristic lenght of ≈ kBT , then the
energies relevant for transport processes are only those in the neighbourhood of µ.
The latter observation justify why in the following graphs our main interest is in
variations of µ rather than other parameters. Finally we note that since the peri-
odically driven parameters are just two, then the conditions on adiabatic quantum
pumping stemming from Brouwer’s formula (discussed in section 3.4.2) can be ex-
ploited. Hence we expect that whenever φ = 0 or one of the two time dependent
perturbations vanish (α = 0 or ε0 = 0), then the pumping effects must vanish too.
5.3 Weak and strong pumping regimes
As a preliminary step needed to discuss the results of our numerical calculations
we have to introduce the concept of weak and strong pumping regimes and their
implications with the physical meaning of the Onsager coefficients.
If the amplitude of the periodic perturbations introduced in the system is small,
then the pumping regime is referred to as weak pumping, and in the model discussed
above it is attained when:
α 1, (5.12a)
ε0
kBT
 1. (5.12b)
Conversely, when Eqs. (5.12) are not fulfilled, or in general when the amplitude
of the periodic perturbations is not negligible, then the system is said to be in the
strong pumping regime. In the limit of weak pumping, the response of a system to
the oscillating perturbations
Xj(t) = Xj +Xω,je
i(ωt−ϕj) +Xω,je−i(ωt−ϕj) (5.13)
can be described approximating the frozen scattering matrix Sˆ(E, t) which appears
in the formulae of the Onsager coefficients Eqs. (3.45) as in Ref. [21]:
Sˆ(E, t) ≈ Sˆ0(E) + Sˆ−ω(E)eiωt + Sˆω(E)e−iωt. (5.14)
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In the latter expression Sˆ0(E) is the scattering matrix calculated for vanishing
strength of the periodic perturbations1, and
Sˆ±ω(E) =
∑
j
Xω,je
±iϕj ∂Sˆ(t, E)
∂Xj
. (5.15)
Substituting Eq. (5.14) into Eqs. (3.45) it is straightforward to check that the
coefficients L11, L12 and L22, to the lowest nonvanishing order are:
L11 =
T
h
∫ ∞
−∞
dE|Sˆ0,RL(E)|2
(
−∂fL(E)
∂E
)
(5.16a)
L12 = L21 =
T
h
∫ ∞
−∞
dE(E − µ)|Sˆ0,RL(E)|2
(
−∂fL(E)
∂E
)
(5.16b)
L22 =
T
h
∫ ∞
−∞
dE(E − µ)2|Sˆ0,RL(E)|2
(
−∂fL(E)
∂E
)
(5.16c)
which interestingly, as showed in Ref. [18], are equal to the ones that we would
have calculated for the time-independent problem described by the scattering matrix
Sˆ0(E). On the other hand, analytical expressions for the coefficients L13, L23 and
L33 in the weak pumping limit can be computed with the help of the results reported
in Ref. [21].
As already mentioned above, in the weak pumping regime the coefficients L11,
L12 and L22 are identical the ones calculated for the same system but in absence
of periodic perturbations. On the contrary, this is not true in the strong pumping
regime, and L11, L12 and L22 are different with respect to the time-independent
case. The latter statement makes clear that even in the adiabatic limit ~ω → 0, a
dynamic scatterer can result in transport properties that strongly depart from what
expected in the time-independent setup, as far as L11, L12 and L22 are concerned.
Those observations entail that the theory of standard thermoelectricity is obtained
as a limit of the formalism developed in this thesis, for vanishingly small amplitude
of the periodic perturbations, and not for ~ω → 0 as one could be tempted to think.
Indeed, since the Onsager coefficients are independent of the affinities, the limit
~ω → 0 has no consequences on Lij. Moreover, as reported in Ref. [21], in the
weak pumping limit the contribution to charge and energy currents due to quantum
1In our case ε0 = 0, α = 0
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pumping is linear in the amplitude of the perturbations, making L13 = L23 = L33 = 0
when Xω,j = 0 ∀j.
The figure of merit that we have defined for thermoelectric systems in presence
of time-dependent periodic perturbations can be expressed as in Eq. (4.36):
ζ = ZT + ζ∆µ=0 + ZTζ∆µ=0 (5.17)
where ZT = L212/(L11L22 −L212) and ζ∆µ=0 = L223/(L22L33). Hence, ζ > ZT because
the positivity of the entropy production rate entails ζ∆µ=0 > 0. On the other hand,
for a stationary scatterer the figure of merit which characterize maximum efficiencies
and efficiencies at maximum power is:
ZT (s) =
(L
(s)
12 )
2
L
(s)
11L
(s)
22 − (L(s)12 )2
(5.18)
where we introduced the superscript to explicitly recall that in general, corresponding
Onsager coefficients calculated in presence of periodic perturbations are not identical
to the ones calculated for the stationary scatterer. Nonetheless, as argued above,
in the weak pumping limit the equality Lij = L
(s)
ij for i, j = 1, 2 holds, making
ZT = ZT (s). Recalling that both in presence and absence of periodic perturbations
the maximum efficiencies and efficiencies at maximum power are governed by the
same monotonically increasing functions of the figure of merit, then by virtue of
the relation ZT = ZT (s) < ζ it descends that in weak pumping η
(tm)
max , η
(r)
max and
η(tm)(Pmax) are always enhanced by periodic perturbations.
On the other hand, for strong pumping in general ZT 6= ZT (s) and nothing can be
inferred a priori on the effect of the periodic driving on the performance of thermal
machines and refrigerators. Nevertheless, it is seen by inspection of Eqs. (3.45)
that the coefficients L11, L12 and L22 can be thought as Onsager coefficients for an
effective stationary problem whose transition amplitude |Sˆeffαβ(E)|2 is the time-average
of |Sˆαβ(E, t)|2:
|Sˆeffαβ(E)|2 =
1
τ
∫ τ
0
|Sˆαβ(E, t)|2dt. (5.19)
Since for stationary problems it is predicted that systems realizing narrow energy
filters can exhibit high heat-to-work conversion efficiency [10], then we infer that
stong pumping can be helpful in efficiency enhancing when the resulting effective
scattering matrix element |Sˆeffαβ(E)|2 has a pronounced transmission probability only
for a narrow energy range.
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By means of the same arguments detailed above, it is possible to show that the
maximum emitted power Pmax, Eq. (4.32) is enhanced by periodic perturbations
in the weak pumping regime. Indeed, comparing Eq. (4.32) with the maximum
emitted power in the case of a time-independent scatterer Eq. (4.17), it is seen that
in weak pumping regime, when the relation L
(s)
ij = Lij holds for i, j = 1, 2, then Pmax
in presence of periodic perturbations is enhanced by a non-negative additive term
≈ L223/L33 with respect to the static counterpart.
From this disccussion it is evident that the emergence of quantum pumping due
to periodic perturbations, (at least in the weak pumping regime) has many beneficial
effects on thermoelectric systems, namely enhancement of the maximum efficiency,
efficiency at maximum power and maximum emitted power.
5.4 Onsager coefficients
In Figs. (5.4), (5.5) and (5.6) we report the numerical calculation of the Onsager
coefficients, based on Eqs.(3.45) for fairly high values of the periodic perturbations2:
α = 0.75 and ε0/kBT = 6 (strong pumping). Due to the reciprocity relations we
had to compute just L11, L12, L13, L22, L23 and L33. Every plot has two curves:
the solid red line is for φ = 0 in which the pumped currents vanish according to
Brouwer’s formula, while the dashed blue line is for the case φ = pi/2 in which the
the perturbations are maximally dephased. As expected, if φ = 0 the coefficients
accounting for pumped charge (L13) and energy (L23) currents vanish as predicted
by the Brouwer’s formula.
A general feature shared by all of the Onsager coefficients plotted in Figs. (5.4)
and (5.6) is that when φ = 0 there is no definite parity with respect to µ = 0.
Conversely, for φ = pi/2 the Onsager coefficients exhibit a definite parity (symmetric
or antisymmetric) with respect to µ = 0. This is primarily due to the algebraic
form of the scattering matrix Eq. (5.9) and the set of parameters chosen for the
calculations. However, we verified that for temperatures kBT  ε0 the Onsager
coefficients acquire an approximate definite parity even for φ = 0. Indeed, in Fig.
(5.7) we report the coefficients L11 and L12 for the case of weak pumping:
α = 0.1, (5.20a)
2Recall that 0 < α < 1 in order to preserve positive coupling constants
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ε0
kBT
= 0.5. (5.20b)
As stated above, the curves computed for φ = 0 now possess a definite parity.
Moreover, since the Onsager coefficients L11, L12 and L22 in the weak pumping
regime are the same calculated for the stationary case, the graphs reported in Fig.
(5.7) are correctly not dependent by the phase lag φ occurring between the cyclic
perturbations (the curves are overlapping). The coefficient L22 in weak pumping
regime, not reported, share the same features of L11 and L12 that we detailed above,
namely a definite parity both for φ = 0 and φ = pi/2 and independence of the phase
lag φ.
On the other hand, we observed that in the case of weak pumping, the coefficients
L13, L23, and L33 present the same structure and features of the strong pumping case,
reported in Figs. (5.5) and (5.6), albeit with different numerical values lowered by a
factor ≈ 100.
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Figure 5.4: Onsager coefficient L11 (left panel) and L12 (right panel). Both the coefficients
are computed as a function of the electrochemical potential µ. The solid red line is for
the case φ = 0 in which the pumped currents vanish according to Brouwer’s formula. The
dashed blue line is for the case φ = pi/2 in which the pumped currents are maximum (in
the adiabatic approximation). Parameters: ε0/Γ = 18, α = 0.75, kBT/Γ = 3.
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Figure 5.5: Onsager coefficient L13 (left panel) and L23 (right panel). Both the coefficients
are computed as a function of the electrochemical potential µ. The solid red line is for
the case φ = 0 in which the pumped currents vanish according to Brouwer’s formula. The
dashed blue line is for the case φ = pi/2 in which the pumped currents are maximum (in
the adiabatic approximation). Parameters: ε0/Γ = 18, α = 0.75, kBT/Γ = 3.
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Figure 5.6: Onsager coefficient L22 (left panel) and L33 (right panel). Both the coefficients
are computed as a function of the electrochemical potential µ. The solid red line is for
the case φ = 0 in which the pumped currents vanish according to Brouwer’s formula. The
dashed blue line is for the case φ = pi/2 in which the pumped currents are maximum (in
the adiabatic approximation). Parameters: ε0/Γ = 18, α = 0.75, kBT/Γ = 3.
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Figure 5.7: Onsager coefficient L11 (left panel) and L12 (right panel) for weak pumping.
Both the coefficients are computed as a function of the electrochemical potential µ. The
solid red line is for the case φ = 0 and the (overlapping) dashed blue line for φ = pi/2
Parameters: ε0/Γ = 0.5, α = 0.1, kBT/Γ = 3.
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5.5 Thermal machine and refrigerator operating
regimes
In this section we discuss if the simple quantum dot model under investigation can
operate as a thermal machine or refrigerator. To characterize the regimes it suffices
to analyze the sign fo the currents entering the reservoirs. Indeed, if the device is a
thermal machine, then the the power emitted P = −(Q˙L + Q˙R) should be greater
than zero. Additionally, the heat absorbed from the high temperature reservoir −Q˙L
has to be positive too. On the contrary refrigerators require a positive amount of
absorbed power −P in order to absorb heat −Q˙R from the low temperature reservoir.
With the the plots in Fig. (5.8) we determined the operating regime of the system
according to the sign of the heat currents for many values of µ and ∆µ, or µ and
the frequency ~ω. Then, by means of the criterion discussed previously we assessed
whether the device was operating as a thermal machine, refrigerator or none of
them. The shapes of the regions highlighted in those ”phase diagrams” are very
difficult to explain quantitatively, since we found them to be critically dependent
on the parameter choice. In both panels of Fig. (5.8) it is evident that whether
the quantum dot operates as a thermal machine or refrigerator strongly depends on
the value of µ, which is in agreement with the general discussion that we made at
the end of section 5.2 about the role of the chemical potential. Indeed, since the
Onsager coefficients can be seen as an average of Sˆ-dependent functions over a bell-
shaped distribution centered around E = µ, it follows that µ has a central role in the
characterization of the transport properties, because determines the energy at which
transport can occur. In particular we observed that for the parameters choosen
(reported in the caption of Fig. (5.8)) and ~ω/Γ = 0.0003, the system operates
as a thermal thermal machine for |∆µ/Γ| . 0.2 and |µ/Γ| & 20. Conversely, for
|∆µ/Γ| & 0.2 and |µ/Γ| ≈ 20 the system is a refrigerator. On the other hand,
fixing ∆µ/Γ = 0.177 and varying ~ω, the system behaves as a thermal machine for
µ/Γ ≈ 30 and for every ~ω/Γ in the interval inspected [0; 0.01]. The refrigerator
regime is attained for µ/Γ ≈ 20 and ~ω/Γ . 0.006.
Plots like the ones reported in this section are very useful both for theoretical
and experimental purposes, since they suggest in which region of the parameter space
one should focus in order to exploit the device as a thermal machine or refrigerator.
In the regions that are not highlighted, the system is in an hybrid operating regime
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which is neither thermal machine nor refrigerator. As a final note we mention that
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Figure 5.8: Operating regimes of the system: in the striped regions enclosed by the yellow
line the system is a thermal machine. On the other hand, in the dotted regions enclosed
by the blue line the system works as a refrigerator. Left panel: operating regimes of the
system as a function of µ and ∆µ at ~ω/Γ = 0.0003. Right panel: operating regimes of
the system as a function of µ and ~ω at ∆µ/Γ = 0.177. Parameters: α = 0.75, ε0/Γ = 18,
φ = pi/2, kBT/Γ = 3, kB∆T/Γ = 0.07.
even though the plots in Fig. (5.8) are primarily reported to show that a system can
be either a thermal machine or a refrigerator depending on the particular value of
the parameters, we actually used them extensively to characterize the efficiencies of
the model. Indeed, as stressed previously, all of the formulae obtained in Chapter 4
which we used to produce the plots of the next section are well defined only if the
system is actually operating as thermal machine or refrigerator.
5.6 Efficiency and power emitted
In this section we investigate the heat-to-work conversion efficiency and the power
emitted by the quantum dot in both thermal machine and refrigerator operating
regimes.
In Fig. (5.9) we report the efficiency of a thermal machine operating in strong
pumping regime as a function of the electrochemical potential difference ∆µ and the
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driving frequency ~ω. In the left panel we plot the efficiency as a function of ∆µ for
two values of the driving frequency ω: the solid red curve is for ω = 0, whereas the
dashed blue line is for ω = ωmax, which maximize the efficiency and is computed by
means of Eq. (4.25b). For both curves the efficiency has a maximum for a non-zero
value of ∆µ/Γ ≈ 0.02. Moreover, for ω = ωmax, the efficiency is enhanced for every
value of ∆µ with respect to the case ω = 0, reaching an increase of ≈ 50% for the
maximum efficiency. On the other hand, in the right panel we plot the efficiency
η/ηC as a function of ~ω for ∆µ = 0 (solid red curve), and ∆µ = ∆µmax (dashed
blue line), which maximize the efficiency and is computed by means of Eq. (4.25a).
Similarly to what we observed for the left panel, the efficiency has a maximum for a
non-zero value of ~ω/Γ ≈ 0.001. In addition, η/ηC is enhanced for every value of ~ω
by the presence of an electrochemical potential difference ∆µ = ∆µmax with respect
to the case ∆µ = 0, reaching an increase by a factor 3 for the maximum efficiency.
In Fig. (5.10) we plot the quantity
√
ζ + 1− 1√
ζ + 1 + 1
=
η
(tm)
max
ηC
= η(r)maxηC (5.21)
which, apart from the factor ηC , characterize the maximum efficiency both for ther-
mal machines (η(tm)) and refrigerators (η(r)). In the left panel we report the depen-
dence of (
√
ζ + 1 − 1)/(√ζ + 1 + 1) on the electrochemical potential µ for a strong
pumping configuration. The plot is symmetric around µ = 0 and shows two peaks
at µ/Γ ≈ 17 for which (√ζ + 1− 1)/(√ζ + 1 + 1) ≈ 0.3. The position of the peaks
depends on the parameter choice, and in particular on ε0. Indeed, we recall that
even though the chemical potential µ charachterize the energies relevant for trans-
port, the transmission probability is different from zero only if the energy of the
incoming electrons is of the order of ε0. Thus, if µ and ε0 are not comparable, we
expect suppressed efficiencies stemming from low values of the Onsager coefficients.
The same quantity but as a function of the amplitude of the periodic perturba-
tions is reported in the right panel of Fig. (5.10), for a temperature kBT/Γ = 6. The
weak pumping regime is attained when:
α 1 (5.22a)
ε0
kBT
 1, (5.22b)
i.e. in the bottom left corner of the figure. The stationary scatterer limit is obtained
at the point (0, 0) and as predicted in section 5.3, slightly increasing the amplitude
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of the perturbations result in an efficiency enhancement. In our system, such effect
is strong for the variable ε0, and almost negligible for the amplitude α. Furthermore,
the efficiency is maximally enhanced with respect to the stationary case around
ε0/Γ ≈ 1 and α ≈ 0.4, which are not values corresponding to a strictly weak pumping
regime. On the other hand, ε0/Γ > 2.5 (not reported in the figure) we observed a
strong efficiency lowering with respect to the stationary case.
The right panel of Fig. (5.10) shows in which way the periodic perturbations affect
the efficiency of a thermoelectric system. As we argued in section 5.3 in the weak
pumping limit the efficiency always is enhanced, while nothing can be said a priori
in the case of strong pumping. For the plot in Fig. (5.10) certain strong pumping
configurations (ε0 & 1.5) result in efficiency lowering, while other configurations
(ε0 ' 1) result in efficiency enhancing. In particular, it is interesting to note that
even if the weak pumping regime always enhances the efficiency, in the present case
the regime realizing the maximum efficiency enhancement is strong pumping.
In Fig. (5.11) we report two plots concerning the output power of a thermal
machine operating in the strong pumping regime. The emitted power
P = −T (X1J1 +X3J3) (5.23)
is maximized for non-zero values of both ∆µ and ~ω, as predicted from Eqs. (4.30)
and (4.31). This property is confirmed by the curves of Fig. (5.11), in which P is
plotted as a function of ∆µ and ~ω. In the left panel we plot the emitted power
as a function of ∆µ for two values of the driving frequency ω: the solid red curve
is for ω = 0, whereas the dashed blue line is for ω = ωmax, which maximize the
emitted power and is computed by means of Eq. (4.31). In both curves the emitted
power is maximized for non-zero values of the electrochemical potential difference
∆µ/Γ ≈ 0.02. Moreover, setting the driving frequency to ωmax results in a maximum
efficiency enhancement of ≈ 30%. In the right panel we plot the emitted power as
a function of the driving frequency for ∆µ = 0 (solid red curve) and ∆µ = ∆µmax
(dashed blue line), which is computed by means of Eq. (4.30). The emitted power
is maximized for nonzero values of the driving frequency ~ω/Γ ≈ 0.001, and the
presence of an additional electrochemical potential difference ∆µmax increase the
emitted maximum power of a factor ≈ 3 with respect to the case ∆µ = 0.
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Figure 5.9: Left panel: efficiency η(tm) of a thermal machine as a function of ∆µ for different
values of ~ω. The solid red line is calculated for ~ω = 0. The dashed blue line is calculated
for ~ω = ~ωmax that maximizes the efficiency, and is extracted from Eq. (4.25b). Right
panel: efficiency η(tm) of a thermal machine as a function of ~ω for different values of ∆µ.
The solid red line is calculated for ∆µ = 0, which is analyzed in Ref. [12]. The dashed blue
line is calculated for ∆µ = ∆µmax that maximizes the efficiency, and is extracted from Eq.
(4.25a). Parameters: ε0/Γ = 18, α = 0.75, kBT/Γ = 3, φ = pi/2, µ/Γ = 17.
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Figure 5.10: Left panel:
√
ζ + 1− 1√
ζ + 1 + 1
as a function of the electrochemical potential µ. This
expression characterize the maximum efficiency both for thermal machines and refrigera-
tors, as reported in Eqs. (4.26) and (4.27). Parameters: ε0/Γ = 10, α = 0.75, kBT/Γ = 3,
φ = pi/2. Right panel: density plot of
√
ζ + 1− 1√
ζ + 1 + 1
as a function of the periodic pertur-
bation strength. This expression characterize the maximum efficiency both for thermal
machines and refrigerators, as reported in Eqs. (4.26) and (4.27). Parameters: µ/Γ = 15,
kBT/Γ = 6, φ = pi/2.
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Figure 5.11: Left panel: power emitted P of a thermal machine as a function of ∆µ for
different values of ~ω. The solid red line is calculated for ~ω = 0. The dashed blue line
is calculated for ~ω = ~ωmax that maximizes P , and is extracted from Eq. (4.31). Right
panel: emitted power P of a thermal machine as a function of ~ω for different values of ∆µ.
The solid red line is calculated for ∆µ = 0, which is analyzed in Ref. [12]. The dashed blue
line is calculated for ∆µ = ∆µmax that maximizes P , and is extracted from Eq. (4.30).
Parameters: ε0/Γ = 18, α = 0.75, kBT/Γ = 3, φ = pi/2, µ/Γ = 17.
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Figure 5.12: Left panel: efficiency of a thermal machine as a function of ∆µ. Right panel:
emitted power P of a thermal machine as a function of ∆µ. In both panels the solid red
line is calculated for the weak pumping regime ε0/Γ = 1.0, α = 0.1 and ~ω = ~ωmax that
maximizes η(tm) (or P ), and is extracted from Eq. (4.25b) (or Eq. (4.31). The dashed blue
line is calculated for the stationary case ε0 = 0, α = 0. Parameters: kBT/Γ = 3, φ = pi/2,
µ/Γ = 17.
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In Fig. (5.12) we report two plots concerning the comparison of the efficiency
and emitted power between a thermal machine in presence of periodic perturbations
and his stationary counterpart. In both panels the dashed blue line accounts for the
static case, in which ε0 = 0 and α = 0. Conversely, the solid red line accounts for
the weak pumping regime ε0/kBT = 0.33, α = 0.1 and is computed for ~ω which
maximizes the efficiency or the emitted power, respectively. As expected from the
discussion in section 5.3, in weak pumping regime the quantum pump effect enhance
both the efficiency (≈ 1% for η(tm)max) and the emitted power (≈ 1.5% for Pmax) of a
thermal machine.
As a final plot, in Fig.(5.13) we present the dependence of the emitted power for
a thermal machine, and of the cooling power J2 (i.e. the heat absorbed from the
low temperature reservoir) for a refrigerator as a function of the amplitude of the
periodic perturbations: ε0 and α. In both panels we checked that the quantum dot
actually operates as a thermal machine (or refrigerator) for every plotted point. For
those plots we supposed to have the system in a known configuration, i.e. to fix
every parameter of the quantum dot apart from ε0 and α, and to inspect the effect of
the periodic perturbations on the emitted power (for thermal machines) and cooling
power (for refrigerators) as a function of their amplitude. The parameters that
we have chosen are not those maximizing the emitted power or the cooling power,
nonetheless we observed enhanced performances due to periodic perturbations.
In the left panel we plot the extracted power P for a thermal machine, which
quite interestingly is enhanced of a factor ≈ 50 by the pumped currents in the strong
pumping regime, ε0/kBT ≈ 8, α ≈ 1. Of course, weak pumping too enhance the
emitted power, even though in this case the effect is not appreciable compared to
the enhancement happening in strong pumping.
In the right panel we present the cooling power J2 of a refrigerator, which is
the amount of heat extracted from the low temperature reservoir. The values of
the cooling power are negative because with the convention adopted in this thesis,
positive currents flow from the system into the reservoirs. Thus, in this plot more
negative values are better, and the quantum pump effect results in a cooling power
≈ 65 times larger in magnitude with respect to the stationary case ε0 = 0, α = 0. In
particular, for ε0/Γ ≈ 17 and α ≈ 0.1 the cooling power is maximal, and again the
strong pumping regime results in significant performance enhancement with respect
to the stationary case.
From the plots in Figs. (5.12) and (5.13) it is evident that periodic perturbations
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make possible to enhance both the efficiency and the power emitted in thermal ma-
chines and refrigerators based on thermoelectric devices. In particular, we observed
that strong pumping can result in very high enhancement of the emitted power (or
the cooling power).
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Figure 5.13: Left panel: power emitted P in units of Γ2/~ for a thermal machine, as a
function of ε0 and α. Parameters: kBT/Γ = 3, φ = pi/2, µ/Γ = 30, ~ω/Γ = 0.005,
∆µ/Γ = 0.05. Right panel: cooling power J2 in units of Γ
2/~ for a refrigerator, as a
function of ε0 and α. Parameters: kBT/Γ = 3, φ = pi/2, µ/Γ = 20, ~ω/Γ = 0.0005,
∆µ/Γ = 0.5.
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5.7 Summary
In this chapter we obtained numerical results on a simple quantum dot model. We
started by calculating the scattering matrix for the stationary problem, then we have
introduced and discussed the weak and strong pumping regimes, and by means of
the adiabatic approximation and Eqs. (3.45) we computed the Onsager coefficients.
We discussed in which region of the parameter space the quantum dot operates as
a thermal machine or refrigerator, and then calculated the heat-to-work conversion
efficiency. We confirmed the validity of many of the formulae of Chapter 4, and
we discussed the physical interpretation of the results focusing on the difference
between weak pumping regime and strong pumping regime. A the end we inspected
the output power of thermal machines and refrigerators and how it is affected by
periodic perturbations, both in weak and strong pumping regimes.
Chapter 6
Conclusions
In this thesis we presented a comprehensive theory of two terminal thermoelectric
systems in presence of adiabatic quantum pumping. The phenomenon of quantum
pumping arises when periodic time-dependent perturbations act on a coherent con-
ductor, whose transport properties are determined entirely by quantum interference
effects. At the present time, transport properties of periodically-driven conductors
attract a great deal of interest from the scientific community. Charge pumping has
been studied both theoretically and experimentally in the past years. Conversely,
heat transport phenomena due to periodic perturbations are poorly addressed in the
literature, and thermoelectric devices under the influence of time-dependent pertur-
bations have been the subject of very few and partial analyses.
Starting from the framework of linear response irreversible thermodynamics we
extended the theory of standard thermoelectricity in order to account for adiabatic
quantum pumping in generic two terminal thermoelectric devices. To character-
ize the electron dynamics in those systems we calculated analytically the transport
coefficients by means of the Landauer-Bu¨ttiker formalism, which describe the trans-
port properties of noninteracting particles. Then we focused our attention on the
characterization of the heat-to-work conversion efficiency in thermal machines (and
refrigerators) in presence of periodic perturbations, for which we obtained a formu-
lation that naturally extends the one commonly adopted in standard thermoelectric
systems. In particular we were able to define a figure of merit that completely de-
termines the maximum attainable efficiency of such systems, in strict analogy to a
result widely known in standard thermoelectricity. Moreover, the definition of the
figure of merit helped us to predict that in certain operating regimes, namely when
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the amplitude of the periodic perturbations is small, periodic perturbations always
enhance the efficiency with respect to the standard case.
In addition we showed that the analytic form of the efficiency is completely de-
termined by the reciprocity relations connecting the transport coefficients, which are
algebraic relations derived from very general arguments based on the principle of mi-
croreversibility and the analysis of the time reversal symmetry of the system. This
fact shed light on the possibility to extend the formalism of standard thermoelectric-
ity (as we have done in the case of periodically driven conductors) to a wide class of
devices. We analyzed a couple of representative examples.
Finally, with the help of the analytical expressions of the transport coefficients
calculated previously, we performed numerical calculations on a simple model based
on a quantum dot. We evaluated the heat-to-work conversion efficiency and the
emitted power as a function of many physical quantities, ranging from the internal
parameters of the system like the absolute temperature and electrochemical poten-
tial, to the magnitude of the external perturbations, like voltage and temperature
differences applied to the device, or frequency and amplitude of the external periodic
driving. Moreover, the numerical calculations allowed us to identify the regions of
the parameter space in which the system of our interest works as a thermal machine
or refrigerator, a very demanding task to accomplish with a purely analytic approach.
In addition to the numerical calculations, we also presented a detailed discussion on
how to retrieve the results of standard thermoelectricity as a limit of the formalism
developed in this thesis.
To conclude the thesis we would like to briefly mention some of the points not
analyzed in this work, which can be interesting for further researches concerning
thermoelectricity in presence of periodic perturbations.
In this thesis we limited ourselves on two terminal devices in presence of periodic
perturbations. The extension to three terminal devices is straightforward in the
definition of forces and fluxes, but the Onsager matrix describing the system is now
5× 5 if no simplifying constraints are imposed. Moreover, as well explained in Ref.
[11], three terminal devices do not allow the definition of a single figure of merit, even
for the stationary case without periodic driving. Nonetheless, calculations analogous
to the ones performed in section 3.4 can be extended to the three terminal case
without any conceptual difference. From this short discussion it can bee seen that
for multiterminal thermoelectric systems, some calculations (like the one for the
Onsager coefficients) can be carried out in a fashion very similar to what we have
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done for two terminals, but other aspects like the ones concerning figures of merit
and efficiency, are conceptually different and should be analyzed in detail.
Another interesting aspect concerns the effects of magnetic fields applied to the
systems of our interest, which were not analyzed in this thesis. In general, the
reciprocity relations of the Onsager coefficients Eqs.(3.45) should be modified, as
suggested by Eq.(2.16). To address this problem one should start by analyzing
the effects of a magnetic field on the scattering matrix representing the coherent
conductor, and calculate new Onsager coefficients with a procedure analogous to
what we have done in section 3.4. We mention that the lack of reciprocity relations,
makes the definition of a single figure of merit impossible, as argued in section 4.4
and in Ref. [18].
Nanoscopic thermal machines can exhibit high heat-to-work conversion efficiency,
nonetheless they typically emit a very small power. We analyzed the maximum
output power and the efficiency at which is emitted, that is bounded by the Curzon-
Ahlborn limit in linear response regime. Nonetheless we have not addressed the
effects of periodic perturbations on quantities such as the power emitted at maximum
efficiency, the efficiency at a given value of the emitted power, or the power absorbed
by a refrigerator. Those studies can be very useful for experimental purposes, to
check theoretical predictions against measurements on real systems.
As a final note we recall that the development of our theoretical framework is
conducted with the help of the Onsager formalism, which is justified only in linear
response regime, when the fluxes are approximatively a linear combination of the
thermodynamical forces. In particular, the approximations that we had to make in
order to exploit the Onsager matrix formalism were: ∆µ/kBT  1, ∆T/T  1,
and the adiabatic approximation for the scattering matrix. To relax the constraints
just discussed and explore the system’s response in presence of strong perturbations
(where the Onsager matrix approach does not hold anymore), the full Landauer-
Bu¨ttiker equations Eqs. (3.22) can be exploited. High values of ∆µ/kBT and of
∆T/T can be easily accounted for in the calculations. On the other hand, going
beyond the adiabatic approximation is in general a formidable task.
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