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Abstract
Markovian maximal couplings of Markov processes are characterized by an equality of total vari-
ation and a distance of Wasserstein type. If a Markovian maximal coupling is a Feller process, the
generator can be calculated, e.g. for reflection coupled Brownian motion. Apart from processes with
continuous paths also jump processes are treated for the first time. For subordinated Brownian mo-
tion a Markovian maximal coupling is constructed by subordinating reflection coupled Brownian
motion. This coupling is the unique Markovian maximal coupling and its generator is determined by
state-space dependent mirror coupling of the corresponding Le´vy measures.
Key words and phrases. Coupling, Le´vy Process, Markov Process, Brownian Motion, Maximal Coupling,
Mirror Coupling, Reflection Coupling
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1 Introduction
Coupling methods are a powerful probabilistic tool, for an (extensive) overview see e.g. [21, 30]. For two
stochastic processes on a common state space any joint distribution is a coupling of these processes and
the first time their paths meet is called coupling time. Roughly speaking, a maximal coupling minimizes
the coupling time of the coupled processes and it is used e.g. to study ergodicity, convergence rates or the
spectral gap, cf. [5],[19, Remark 2.4]. The first construction of a maximal coupling was given by Griffeath
[14] (see also Goldstein [13]) for Markov chains and later extended to continuous time and continuous
state-space by Sverchkov and Smirnov [29].
Constructions for diffusion processes (on Rd and on manifolds) have been the focus of recent research,
e.g. Kuwada, Hsu, Sturm, Banerjee and Kendall [19, 16, 2, 1].
Besides maximality further properties of a coupling are of interest: A coupling of Markov processes is
called Markovian if it is a Markov process and – slightly more general – it is called co-adapted if the
coupled components are Markov processes with respect to the joint filtration. Here we use the terminology
as in [5, 17, 10]. Instead of co-adapted also the term Markovian [2, 16, 19] has been used. Closely related
concepts are faithful [25] and immersed [18, 1] couplings.
Existence and construction of Markovian or co-adapted maximal couplings has been discussed in some
particular cases. Hsu and Sturm [16] proved that the reflection coupling is the unique co-adapted maximal
coupling of Brownian motions in Rd. Kuwada [19] gave an example of a Markov chain on a discrete state-
space for which no co-adapted maximal coupling exists. He also showed that any co-adapted maximal
coupling of Brownian motions on a Riemannian manifold has to be a reflection coupling with an ap-
propriate reflection structure. Connor [9, Lemma 3.12] showed that for Brownian motion with non Dirac
initial distribution, in general, no co-adapted maximal coupling exists. Banerjee and Kendall [2] discussed
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the existence of a co-adapted maximal coupling for diffusions (under some regularity conditions). They
presented necessary and sufficient conditions on the drift.
Chen and Li studied generators of Markovian couplings, e.g. [8, 6, 7]. In particular, optimality (which is in
some sense a generalization of maximality) of the couplings with respect to certain Wasserstein distances
was discussed.
In general, maximal couplings are, in most cases, unintuitive non-Markovian affairs, and extremely dif-
ficult to work with [10, p. 1118]. However, if the maximal couplings are Markovian they are easy to work
with. But so far only maximal Markovian couplings are known for processes with continuous paths or
in discrete time. Extending the ideas of [15, 16] we construct and show the uniqueness of Markovian
maximal couplings for particular jump processes, namely subordinated Brownian motions. Furthermore,
using the theory of Feller processes we are able to calculate the generator of the Markovian maximal
coupling.
In the next section the basics of (maximal) coupling are introduced. Section 3 provides the characterization
of Markovian maximal couplings. Thereafter subordinated Brownian motions are coupled and finally the
generators of Markovian couplings are discussed for Feller processes. In an appendix (Section 6) some
non-standard results for Le´vy and Feller processes are summarized.
The results of the paper can also be summed up in the following way: In Theorem 3.1 (Equation (3.3)) a
Markovian maximal coupling is characterized using a Wasserstein type distance. This equation together
with the theory of optimal transport, e.g. [33], can be used to prove uniqueness of the maximal coupling,
in particular for subordinated Brownian motion (Theorem 4.2). If a Markovian coupling is a Feller process
(Theorem 5.3 and Corollary 5.4) one can calculate the generators of the couplings considered: for reflected
Brownian motion (5.11) and for subordinated Brownian motion (5.16).
2 Basics
We start with maximal coupling of random variables (see e.g. [30, Section 1.4]). Let X,Y be random
variables on a common probability space (Ω,A,P) with distributions PX and PY , respectively. Any pair
(X˜, Y˜ ) is called a coupling of X,Y if X˜
d
= X and Y˜
d
= Y . This will be denoted by (X˜, Y˜ ) ∈ C(X ;Y ).
Here
d
= denotes the equality of the distributions. For (X˜M , Y˜M ) ∈ C(X ;Y ) the set {X˜M = Y˜M} is called
coupling event and the coupling is called maximal if it maximizes the probability of the coupling
event, i.e.,
P(X˜M = Y˜M ) = sup
(X˜,Y˜ )∈C(X;Y )
P(X˜ = Y˜ ). (2.1)
A maximal coupling always exists (cf. for example [9, Section 3.1]), the construction is sometimes called
Wasserstein (Vasershtein) coupling. If X and Y have densities f and g with respect to some measure λ,
respectively, then
P(X˜M = Y˜M ) =
∫
f ∧ g dλ, (2.2)
where a ∧ b := min(a, b).
Note that a maximal coupling only fixes the probability of the set on which the random variables coincide,
but when they do not coincide the joint distribution is not determined. Thus, in general, a maximal
coupling is not unique. As a side remark, note that any coupling can be constructed using a copula but
there is no fixed maximal coupling copula [23]. We define the total variation distance of X and Y by
dTV (X,Y ) := sup
A∈A
|PX(A)− PY (A)|. (2.3)
In terms of probability distances, dTV is the minimal distance of the compound distance dI(X,Y ) :=
P(X 6= Y ), i.e.
dTV (X,Y ) = inf
(X˜,Y˜ )∈C(X;Y )
P(X˜ 6= Y˜ ) (2.4)
2
and thus
dTV (X,Y ) = P(X˜
M 6= Y˜M ) (2.5)
for any maximal coupling (X˜M , Y˜M ) of X and Y . Moreover, if X has a density f and Y has a density g
with respect to a measure λ then
dTV (X,Y ) =
∫
(f − g)+ dλ = 1
2
∫
|f − g| dλ = 1−
∫
f ∧ g dλ. (2.6)
For stochastic processes (Xt)t≥0 and (Yt)t≥0 on a common probability space we define by
T (X., Y.) := inf{t ≥ 0 : Xt = Yt} (2.7)
their coupling time. If both processes are strong Markov processes with the same transition probabilities
and if for fixed initial distributions there exists a coupling (X˜., Y˜.) ∈ C(X.;Y.) with
P(T (X˜., Y˜.) <∞) = 1, (2.8)
or equivalent
lim
t→∞
P(T (X˜., Y˜.) > t) = 0, (2.9)
then this coupling is called successful. The process (Xt)t≥0 is said to possess the coupling property, if
a successful coupling exists for all initial distributions. In this setting, due to the strong Markov property,
the coupling can be chosen such that the paths of the two processes coincide after they meet and for this
coupling the well known coupling time inequality [30, p. 35, (2.1)] (also known as coupling inequality [21,
section I.2] or Aldous inequality [2])
P(T (X˜., Y˜.) > t) = P(X˜t 6= Y˜t) ≥ dTV (Xt, Yt) (2.10)
holds for all t ≥ 0. Moreover, for processes one calls the coupling (X˜M. , Y˜M. ) ∈ C(X.;Y.) maximal
coupling if for each fixed time the coupling is maximal, i.e. by (2.5)
dTV (Xt, Yt) = P(X˜
M
t 6= Y˜Mt ) for all t. (2.11)
This coupling is the unique maximal coupling if any maximal coupling (X̂M. , Ŷ
M
. ) ∈ C(X.;Y.) is
distributed as (X˜M. , Y˜
M
. ).
Whenever a maximal coupling exists (Xt)t≥0 possesses the coupling property if and only if
dTV (Xt, Yt)
t→∞−−−→ 0 for all initial distributions. (2.12)
We have two different definitions of maximal coupling, we use (2.1) for random variables and (2.11) for
processes. Maximal coupling as in (2.1) would also make sense for path valued random variables, but
in this setting for processes with initial distributions with disjoint supports any coupling would be a
maximal coupling since their total variation distance is 1. Nevertheless (2.1) can be related to (2.11) by
considering the shifted processes [19, Lemma 2.3].
Let (Zt)t≥0 be a Markov process and letX and Y be copies of Z with possibly different initial distributions.
Note that we abuse notation here, since we omit the corresponding family of distributions, the filtration
and the shift operators. We denote by (Zx,rt )t≥0 the process started in x at time r, for a time-homogeneous
process this simplifies to (Zxt )t≥0. A coupling (X˜., Y˜.) ∈ C(X.;Y.) is called co-adapted if (X˜t)t≥0 and
(Y˜t)t≥0 are Markov processes with respect to the natural filtration of the joint process, i.e., (Ft)t≥0 with
Ft := σ{(X˜s, Y˜s) : s ≤ t}). It is called Markovian if ((X˜t, Y˜t))t≥0 is a Markov process with respect
to (Ft)t≥0. Thus any Markovian coupling is also co-adapted. Note that a Markovian coupling of time-
homogeneous Markov processes can be time-inhomogeneous, cf. Example 5.2. But a unique Markovian
maximal coupling of time-homogeneous processes is time-homogeneous, cf. Theorem 3.3.
Hsu and Sturm [16] showed that for Brownian motion the mirror coupling is the only maximal coupling
which is also co-adapted. In fact they used (see also [15]) the term mirror coupling for two properties
(which are equivalent in their setting):
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(i) On the one hand one can couple the paths of spatial homogeneous and symmetric Markov processes
(Xt)t≥0, (Yt)t≥0 with continuous paths starting from x and y, respectively, by taking, until they
meet, Yt to be Xt reflected with respect to the plane which contains the midpoint of x and y and
to which x− y is normal. After hitting this plane one sets Yt := Xt. This will be called reflection
coupling (as in [3], it dates back to [20, 22]). Formally for x 6= y the reflection plane is
Hx,y := {z : |x− z| = |y − z|}, (2.13)
the hitting time of the plane is τHx,y := inf{t > 0 : Xt ∈ Hx,y} and the reflection on Hx,y is (cf.
[3, p. 1204])
Rx,yz := z − 2〈z − x+ y
2
, x− y〉 x− y|x− y|2 for x 6= y. (2.14)
(Note that y 7→ Rx,yz has (for d > 1) no continuous extension to y = x, since on the one hand
y1 = x1, y2 → x2 yields Rx,xz = (z1,−z2 + 2x2) and on the other hand y2 = x2, y1 → x1 yields
Rx,xz = (−z1 + 2x1, z2). We set τHx,x := 0 and Rx,xz = z, the latter coincides in (2.14) with the
convention 00 := 0.) Then the reflection coupling is
(Xt, (R
τ
x,yX)t) where (R
τ
x,yX)t :=
{
Rx,yXt , if t < τHx,y ,
Xt , if t ≥ τHx,y .
(2.15)
(ii) On the other hand, let H0x,y := {z : 〈z, x− y〉 = 0}, thus H0x,y contains the origin and it is parallel
to Hx,y. Let f be a probability density on R
d which is symmetric with respect to H0x,y, i.e.,
f(z) = f
(
z − 2〈z, x− y〉 x− y|x− y|2
)
. (2.16)
Let X and Y be random variables with densities f(· − x) and f(· − y) with respect to the Lebesgue
measure λd for some x and y, respectively. Then for B ∈ B(R2d), i.e. a Borel set B ⊂ R2d,
P((X˜, Y˜ ) ∈ B) =
∫
1B(z, z)(f(z−x)∧f(z−y))λd(dz)+
∫
1B(z,Rx,yz)(f(z−x)−f(z−y))+ λd(dz)
(2.17)
defines a coupling (X˜, Y˜ ) ∈ C(X ;Y ) such that
P(X˜ = Y˜ ) =
∫
f(z − x) ∧ f(z − y)λd(dz) (2.18)
and if X˜ 6= Y˜ they are mirror symmetric with respect to Hx,y, i.e.
P(Y˜ = Rx,yX˜ | X˜ 6= Y˜ ) = 1. (2.19)
Note that (2.18) and (2.19) together determine (2.17).
We call the coupling given by (2.17) mirror coupling and by (2.18) it follows that it is a maximal
coupling. A coupling of processes is a mirror coupling if the laws for each fixed time are mirror
coupled. On the one hand (2.17) can be generalized to measures without densities (by the Hahn
decomposition theorem). On the other hand, if we further assume that f(x) = p(|x|) and p : R →
[0,∞) is monotone on [0,∞), e.g. f is rotationally invariant and unimodal, then
1−
∫
f(z−x)∧f(z−y)λd(dz) = 2
∫ |x−y|
2
0
∫
Rd−1
p
(√
z21 + z
2
2 + . . .+ z
2
d
)
λd−1(dz2 . . . zd)λ
1(dz1).
(2.20)
For d = 1 this simplifies to
1−
∫
f(z − x) ∧ f(z − y)λ1(dz) = 2
∫ |x−y|
2
0
p (z) λ1(dz). (2.21)
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Note that reflection coupling is a statement about the path, while mirror coupling is a statement about
single (fixed time) distributions. The former does not have a clear extension to jump processes, since
jump processes usually do not hit the reflection plane. As we will see, the mirror coupling can be used
for jump processes. Let us first follow [16] and look at Brownian motion.
Let (B˜xt , B˜
y
t )t≥0 be the reflection coupling of R
d-valued Brownian motions started in x and y, respectively.
Then (e.g. [8, section 5] or using the distribution of the hitting time of the half space, whose Laplace
transform is known cf. [27, Theorem 5.13])
P(T (B˜x. , B˜
y
. ) > s) = 2
∫ |x−y|
2
0
gs(z)λ
1(dz) (2.22)
for all s > 0, where gs denotes the density of the normal distribution (on R) with mean 0 and variance s.
By (2.20) and (2.6) (see (4.4) for the general case) it follows that the right hand side is the total variation
distance of Bxs and B
y
s and thus reflection coupling of Brownian motion is a maximal coupling. Calculating
the distribution of (B˜xt , B˜
y
t ) yields that they are mirror coupled for each fixed t. Hsu and Sturm [16] use
a particular Wasserstein distance to show that the reflection coupling is the unique co-adapted maximal
coupling. We will come back to this in section 4.
3 Characterization of Markovian maximal couplings
Eventually we will be interested in time-homogeneous processes, but first we give a characterization of
Markovian maximal couplings in the general setting.
Theorem 3.1. Let (Xt)t≥0 be a Markov process on R
d and let x, y ∈ Rd, s, t > 0, r ≥ 0.
(i) For any coupling (X˜x,rt , X˜
y,r
t ) of X
x,r
t and X
y,r
t
dTV (X
x,r
t+s, X
y,r
t+s) ≤
∫
dTV (X
x1,t+r
s , X
y1,t+r
s )P
(
(X˜x,rt , X˜
y,r
t ) ∈ d(x1, y1)
)
. (3.1)
(ii) Suppose that (X˜t, X˜t)t≥0 is a Markovian coupling of (Xt)t≥0, i.e. it is a Markov process and for
any starting positions x, y ∈ Rd, r ≥ 0 the process ((X˜x,rt , X˜y,rt ))t≥0 is a coupling of (Xx,rt )t≥0 and
(Xy,rt )t≥0, then∫
dTV (X
x1,t+r
s , X
y1,t+r
s )P
(
(X˜x,rt , X˜
y,r
t ) ∈ d(x1, y1)
)
≤ P(X˜x,rs+t 6= X˜y,rs+t). (3.2)
(iii) Finally, if (X˜t, X˜t)t≥0 is a Markovian maximal coupling of (Xt)t≥0, i.e. the conditions in (ii) hold
and for any x, y ∈ Rd, r, t ≥ 0 the equality dTV (Xx,rt , Xy,rt ) = P(X˜x,rt 6= X˜y,rt ) holds, then
dTV (X
x,r
t+s, X
y,r
t+s) =
∫
dTV (X
x1,t+r
s , X
y1,t+r
s )P
(
(X˜x,rt , X˜
y,r
t ) ∈ d(x1, y1)
)
. (3.3)
Proof. Let (Xt)t≥0 be a Markov process and (X˜
x,r
t , X˜
y,r
t ) ∈ C(Xx,rt ;Xy,rt ). Then, by the Markov property,
dTV (X
x,r
t+s, X
y,r
t+s) = sup
A∈B(Rd)
∣∣P(Xx,rt+s ∈ A)− P(Xy,rt+s ∈ A)∣∣
= sup
A∈B(Rd)
∣∣∣∣∫ (P(Xx1,t+rs ∈ A)− P(Xy1,t+rs ∈ A))P((X˜x,rt , X˜y,rt ) ∈ d(x1, y1))∣∣∣∣
≤
∫
sup
A∈B(Rd)
∣∣P(Xx1,t+rs ∈ A)− P(Xy1,t+rs ∈ A)∣∣ P((X˜x,rt , X˜y,rt ) ∈ d(x1, y1))
=
∫
dTV (X
x1,t+r
s , X
y1,t+r
s )P
(
(X˜x,rt , X˜
y,r
t ) ∈ d(x1, y1)
)
,
(3.4)
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i.e. (3.1) holds.
The inequality (3.2) can be proved using the coupling time (cf. [19, Lemma 3.3]) or directly using the
Markov property and (2.10):
P(X˜x,rt+s 6= X˜y,rt+s) =
∫
P(X˜x1,t+rs 6= X˜y1,t+rs )P
(
(X˜x,rt , X˜
y,r
t ) ∈ d(x1, y1)
)
≥
∫
dTV (X
x1,t+r
s , X
y1,t+r
s )P
(
(X˜x,rt , X˜
y,r
t ) ∈ d(x1, y1)
)
.
(3.5)
From the first line of (3.5) follows (3.3) directly using the definition of maximal coupling (2.5).
In fact (3.3) yields a characterization of Markovian maximal couplings.
Corollary 3.2. Let (Xt)t≥0 be a Markov process. For any x, y and r ≥ 0 the mapping t 7→ dTV (Xx,rt , Xy,rt )
be continuous and the process (X˜x,rt , X˜
y,r
t )t≥0 be a Markovian coupling of (X
x,r
t )t≥0 and (X
y,r
t )t≥0 satis-
fying (3.3). Then it is a Markovian maximal coupling.
Proof. Letting s tend to 0 in (3.3) yields
dTV (X
x,r
t , X
y,r
t ) = P(X˜
x,r
t 6= X˜y,rt ). (3.6)
Thus the coupling is maximal.
Furthermore, for time-homogeneous processes one gets the following.
Theorem 3.3. Let (Xt)t≥0 be a time-homogeneous Markov process. If (X˜t, X˜t)t≥0 is a Markovian max-
imal coupling of (Xt)t≥0 then
dTV (X
x
t+s, X
y
t+s) =
∫
dTV (X
x1
s , X
y1
s )P
(
(X˜x,rt , X˜
y,r
t ) ∈ d(x1, y1)
)
for all r ≥ 0, (3.7)
and if it is unique, i.e. (3.7) determines the distribution of (X˜x,rt , X˜
y,r
t ) uniquely, then the Markovian
maximal coupling is time-homogeneous and
dTV (X
x
t+s, X
y
t+s) =
∫
dTV (X
x1
s , X
y1
s )P
(
(X˜xt , X˜
y
t ) ∈ d(x1, y1)
)
. (3.8)
Proof. Let (X˜t, X˜t)t≥0 be a Markovian maximal coupling of (Xt)t≥0. Since the marginals are time-
homogeneous
dTV (X
x,r
t , X
y,r
t ) = dTV (X
x,0
t , X
y,0
t ) = dTV (X
x
t , X
y
t ) (3.9)
holds for all t, r ≥ 0 and x, y ∈ Rd and thus (3.3) simplifies to (3.7). If the coupling is unique, the
distribution of (X˜x,rt , X˜
y,r
t ) cannot depend on r. Thus (3.7) becomes (3.8).
Note that for a distance ρ
Wρ(X,Y ) := inf
(X˜,Y˜ )∈C(X,Y )
∫
ρ(x1, y1)P
(
(X˜, Y˜ ) ∈ d(x1, y1)
)
(3.10)
defines a Wasserstein (Vasershtein) type distance, cf. [32, Chapter 7]. In particular, with ρ(x, y) = 1 if
x 6= y and ρ(x, y) = 0 if x = y one gets dTV (X,Y ) = Wρ(X,Y ), cf. (2.4). This could be used to rewrite
the proof of Theorem 3.1. But note that in this case the minimizer in (3.10) is not unique. In general,
conditions for the uniqueness of the minimizer are known, e.g. if ρ is of the form ρ(x, y) = f(|x− y|) for
a strictly concave function f, cf. [12]. In (3.1) a distance of Wasserstein type appears and a lower bound
is provided, which is attained for the Markovian maximal coupling (if it exists). This is the key idea for
the uniqueness result in the next section.
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4 Maximal coupling of subordinated Brownian motions
For readers not familiar with Le´vy processes and subordination the basic definitions and results can be
found in the appendix (Section 6). In [3] subordinated Brownian motions were coupled by subordinating
reflection coupled Brownian motions. The coupling therein was used to obtain estimates of the total
variation distance of the distributions of the processes as time t→∞. The key estimate is ([3, p. 1210]):
dTV (L
x
t , L
y
t ) ≤
∫
[0,∞)
P(T (B˜x. , B˜
y
. ) > s)P(St ∈ ds) (4.1)
where (Lzt )t≥0 is a R
d-valued subordinated Brownian motion started at z, (B˜xt , B˜
y
t )t≥0 is the reflection
coupling of Rd-valued Brownian motions (started at x and y, respectively) and (St)t≥0 is a subordinator
such that Lz.
d
= BzS. for z ∈ {x, y}. We call (B˜xSt , B˜
y
St
)t≥0 subordinated reflection coupled Brownian
motion. Note that the subordinated Brownian motion has transition probabilities of the form
P(BzSt −BzSs ∈ dx) = pt−s(|x|)dx + P(St−s = 0)δ0(dx) (4.2)
where pt(| · |) is a (sub probability) transition density and pt is monotone on (0,∞) since
pt(r) =
∫
(0,∞)
1
(2pi)
d−1
2
1√
2pis
e−
r2
2s P(St ∈ ds) (4.3)
has derivative p′t(r) < 0 for r > 0.
By construction (B˜xS. , B˜
y
S.
) is a Markovian coupling. The next Lemma shows that in (4.1) in fact equality
holds and it implies that for subordinated Brownian motions the subordination of reflection coupled
Brownian motions is a maximal coupling (by (2.10) and (2.11)).
Lemma 4.1. In the above setting and notation we have
dTV (L
x
t , L
y
t ) = P(St = 0)(1− δx(y)) + 2(2pi)
d−1
2
∫ |x−y|
2
0
pt(r) dr = P(T (B˜
x
S.
, B˜
y
S.
) > t). (4.4)
Proof. First note that for x = y the equality holds since each term is equal to zero. Thus it remains to
consider the case x 6= y:
We need three technical observations: 1. If X and Y have distributions of the form f(z)dz+ cδa(dz) and
g(z)dz + cδb(dz) for c ∈ (0, 1) and some a, b then
dTV (X,Y ) = (1 − c)−
∫
f(z) ∧ g(z) dz + c(1− δa(b)) (4.5)
and for a 6= b this becomes
dTV (X,Y ) = 1−
∫
f(z) ∧ g(z) dz. (4.6)
2. In the setting of subprobability densities Equation (2.20) remains valid, if one replaces the leading one
by the total mass of the subprobability density.
3. Observe that ∫
Rd−1
pt
(√
z21 + z
2
2 + . . .+ z
2
d
)
λd−1(dz2 . . . zd) = (2pi)
d−1
2 pt(z1). (4.7)
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Thus by (4.6), (2.20) and (2.22) we find
dTV (L
x
t , L
y
t ) = P(St = 0) + 2
∫ |x−y|
2
0
∫
Rd−1
pt
(√
z21 + z
2
2 + . . .+ z
2
d
)
λd−1(dz2 . . . zd)λ
1(dz1)
= P(St = 0) + 2
∫ |x−y|
2
0
(2pi)
d−1
2 pt (z1) λ
1(dz1)
= P(St = 0) +
∫ |x−y|
2
0
2
∫
(0,∞)
gs(r)P(St ∈ ds) dr
=
∫
[0,∞)
2
∫ |x−y|
2
0
gs(r) dr P(St ∈ ds)
=
∫
[0,∞)
P(T (B˜x. , B˜
y
. ) > s)P(St ∈ ds)
= P(T (B˜xS. , B˜
y
S.
) > t).
In particular the above shows that dTV (B
x
s , B
y
s ) = 2
∫ |x−y|
2
0
gs(z) dz, where gs is the density of the normal
distribution with mean 0 and variance s, cf. (2.22). This together with the uniqueness condition for (3.10)
was used in [15] to show that for Brownian motion the mirror coupling is the unique Markovian maximal
coupling. In our setting it is a special case of the following result.
Theorem 4.2. For subordinated Brownian motion the subordinated reflection coupled Brownian motion
is the unique Markovian maximal coupling.
Proof. By (4.4) we have dTV (L
x
t , L
y
t ) = P(St = 0)(1 − δx(y)) + 2(2pi)
d−1
2
∫ |x−y|
2
0
pt(r) dr and this is a
strictly concave function of |x− y| since for x > 0
d2
dx2
(
2
∫ x
2
0
pt(r) dr
)
=
d
dx
(
pt
(x
2
))
=
1
2
p′t
(x
2
)
< 0, (4.8)
cf. (4.3). Thus (3.10) has a unique solution for this distance. Hence the given solution of (3.7) is unique.
A different approach to maximal coupled subordinated Brownian motion will be given in Theorem 5.8.
5 Feller processes and generators of Markovian couplings
For basics about Feller processes we refer again to the appendix (Section 6). We start with conditions for
a Markovian coupling to be a Feller process.
Lemma 5.1. Suppose (Xt)t≥0 and (Yt)t≥0 are Feller processes on R
d and (Xt, Yt)t≥0 is a time-homogeneous
Markov process, then the semigroup (Tt)t≥0 on Bb(R
2d) corresponding to (Xt, Yt)t≥0 satisfies
Tt : B∞ → B∞ (5.1)
where B∞ are the bounded measurable functions vanishing at ∞. Furthermore, if the semigroup satisfies
Tt : C∞ → C for each t ≥ 0 (using (5.1) it thus satisfies the Feller property) then
(Tt)t≥0 is strongly continuous (5.2)
and thus (Xt, Yt)t≥0 is a Feller process.
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Proof. Since (Xt, Yt)t≥0 is a time-homogeneous Markov process a corresponding semigroup (Tt)t≥0, given
by
Ttf(x, y) = E(f(X
x
t , Y
y
t )) for f bounded and measurable, (5.3)
exists. Let f ∈ B∞(R2d). For ε > 0 exists Rε > 0 such that |f(x)| < ε for |x| ≥ Rε and f˜ε ∈ C∞(Rd)
such that f˜ε ≥ 1BdRε , where B
d
R is the ball with center 0 and radius R in R
d. Thus
E(|f(Xxt , Y yt )|) ≤ ε+ ‖f‖∞E(1B2dRε (X
x
t , Y
y
t ))
≤ ε+ ‖f‖∞P(|Xxt | ≤ Rε, |Y yt | ≤ Rε)
≤ ε+ ‖f‖∞P(|Xxt | ≤ Rε) + ‖f‖∞P(|Y yt | ≤ Rε)
≤ ε+ ‖f‖∞T˜tf˜ε(x) + ‖f‖∞S˜tf˜ε(y)
(5.4)
where T˜t and S˜t are the Feller semigroups of Xt and Yt, respectively. Thus
Ttf(x, y)
|(x,y)|→∞−−−−−−−→ 0. (5.5)
Assume Tt : C∞ → C. Now (5.1) implies the Feller property. Since (Xt)t≥0 and (Yt)t≥0 are Feller processes
they are stochastically continuous (in time) and so (Xxt , Y
y
t ) is stochastically continuous at t = 0. Which
implies Tt(f(x, y))− f(x, y) t→0−−−→ 0 for (x, y) ∈ R2d and f ∈ C∞. In the current setting this is equivalent
to the strong continuity of Tt, see [4, Lemma 1.4].
The following examples show that not all Markovian couplings of Feller processes are Feller processes.
Example 5.2. (i) A time-inhomogeneous Markovian coupling of Feller processes can constructed as
follows: Start a Brownian motion at x and let an identical copy start in y, let them both run until
time 1, afterwards let them continue as independent Brownian motions. I.e., they are syncronized
coupled up to time 1 and afterwards independent. The marginals are Brownian motions (and thus
in particular Feller processes), but the joint process is a time-inhomogeneous Markov process.
(ii) A Markovian coupling of Feller processes can be a time-homogeneous Markov process, which is not
a strong Markov process. Let (Lt)t≥0 be a symmetric Le´vy process on R (starting in 0) and consider
the process
(Xxt , Y
y
t ) :=
{
(x+ Lt, y − Lt) for x 6= y,
(x+ Lt, y + Lt) for x = y.
(5.6)
Then the components are Feller processes and the joint process is a Markov process. But it is not
a strong Markov process, and thus not a Feller process. The proof is analogous to the proof that
Bxt 1R\{0}(x) is not a strong Markov process, e.g. [28, Counterexample 20.8.].
The processes we considered in the previous section, however, are Feller processes.
Theorem 5.3. The reflection coupling of Brownian motion is a Feller process.
Proof. For each x and y let (Bxt , B
y
t )t≥0 be reflection coupled Brownian motion, and hence mirror coupled
Brownian motion. Denote by gt,x the density of B
x
t . For f ∈ C∞
E(f(Bxt , B
y
t )) =
∫
f(z, z)(gt,x(z) ∧ gt,y(z)) dz +
∫
f(z,Rx,yz)(gt,x(z)− gt,y(z))+ dz (5.7)
and the integrands are bounded and continuous. For the continuity with respect to (x, y) note that
(x, y) 7→ gt,x(z)∧gt,y(z), (x, y) 7→ (gt,x(z)−gt,y(z))+ are continuous and the latter vanishes for x = y, and
(x, y) 7→ Rx,yz is continuous for x 6= y. Thus dominated convergence implies that (x, y) 7→ E(f(Bxt , Byt ))
is continuous. Now Lemma 5.1 implies the statement.
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By [4, Lemma 4.5] the next result follows.
Corollary 5.4. Subordinated reflection coupled Brownian motion is a Feller process.
Note that these Feller processes are clearly not irreducible, since every path lives eventually only on
{(x, x) |x ∈ Rd} ⊂ R2d.
Now we calculate the generators of couplings which are Feller processes.
Example 5.5. (i) For a one-dimensional Brownian motion the synchronized coupling (B0t +x,B
0
t +y)
has the generator
Af(x, y) =
1
2
2∑
j,k=1
∂j∂kf(x, y) =
1
2
∆f(x, y) + ∂x∂yf(x, y). (5.8)
Note that the covariance matrix is given by
(
1 1
1 1
)
.
(ii) For a one-dimensional Brownian motion the coupling (B0t + x,−B0t + y) has generator
Af(x, y) =
1
2
2∑
j,k=1
∂j∂kf(x, y)(−1)k+j = 1
2
∆f(x, y)− ∂x∂yf(x, y). (5.9)
Note that the covariance matrix is given by
(
1 −1
−1 1
)
.
(iii) For a one-dimensional Brownian motion the reflection coupling (Bxt , (R
τ
x,yB
x)t)t≥0 has the (ex-
tended pointwise, cf. Section 6) generator
Af(x, y) =
1
2
∆f(x, y) + (1− 21Rd\{0}(x− y))∂x∂yf(x, y). (5.10)
This is a special case of the following result.
Theorem 5.6. Let B0t be a Brownian motion on R
d. Then the (extended pointwise) generator of the
reflection coupling is on the twice continuously differentiable functions given by
Af(x, y) =
1
2
∆f(x, y) +
d∑
i=1
d∑
k=1
(
δi,k − 2(xi − yi)(xk − yk)|x− y|2
)
∂xi∂ykf(x, y) (5.11)
with δi,k =
{
1 , i = k
0 , i 6= k and the convention
0
0 := 0.
Proof. Let x, y, z ∈ Rd, h(z) := (z,Rx,yz) and f ∈ C∞c (R2d). Then the (extended pointwise) generator of
((Bxt , R
τ
x,yB
x
t ))t≥0 is calculated via
lim
t→0
E
f(Bxt , R
τ
x,yB
x
t )− f(x, y)
t
= lim
t→0
E
f(Bxt , Rx,yB
x
t )− f(x,Rx,yx)
t
(5.12)
and
lim
t→0
E
f(Bzt , Rx,yB
z
t )− f(z,Rx,yz)
t
= lim
t→0
E
f(h(B0t + z))− f(h(z))
t
=
1
2
∆z(f ◦ h)(z). (5.13)
Now the chain rule (with a tedious calculation) and setting z = x yields the result.
Remark 5.7. (i) If f ∈ C∞(R2d) and Af ∈ C∞(R2d) in (5.11), then f is also in the domain of the
generator [4, p. 23]. The generator coincides with the reflection coupling generator for diffusions as
given in [7, Example 5.2] when replacing therein σ with the identity matrix.
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(ii) Obviously, since the coefficients in (5.11) are discontinuous at x = y, the test functions are not (and
cannot, cf. [4, Lemma 2.28]) be in the domain of the generator. Thus in particular they are not a
core.
(iii) Note that for Rx,y (and not R
τ
x,y) we have
Cov((Bxt )(i), (Rx,yB
x
t )(k)) = δi,k − 2
(xi − yi)(xk − yk)
|x− y|2 . (5.14)
(iv) Note that for reflection coupled Brownian motion (B˜xt , B˜
y
t ) one has
|(B˜xt − x, B˜yt − y)| =
√
2|B0t |. (5.15)
Theorem 5.8. For fixed x, y ∈ Rd, a subordinator (St)t≥0 and a Brownian motion (Bt)t≥0 on Rd the
(i) subordinated reflection coupled Brownian motion, i.e., (BxSt , (R
τ
x,yB
x)St)t≥0,
is the unique Markovian version of
(ii) mirror coupled subordinated Brownian motion, i.e., (X., Y.) ∈ C(BxS. ;ByS.) where (Xt, Yt) are mirror
coupled for each t ≥ 0. (Note this does not give an explicit construction, it is just a distributional
statement).
Moreover, the process given in (i) is a Feller process whose corresponding family of Le´vy measures
(N((x, y), .))(x,y)∈R2d is determined by the state space dependent mirror coupling of the Levy measures of
the subordinated Brownian motion:
N((x, y), A) =
∫
1A(z−x, z−y)(n(z−x)∧n(z−y)) dz+
∫
1A(z−x,Rx,y(z−y))(n(z−x)−n(z−y))+ dz
(5.16)
where n is the density of the Le´vy measure of BS. and A ∈ B(R2d\{0}).
Proof. Given the process in (i), by Theorem 4.2 it is a unique Markovian maximal coupling. To see that
it satisfies (ii) note that by construction either:
a) BxSt and (R
τ
x,yB
x)St coincide with maximal probability (since it is a maximal coupling) or
b) St(ω) < τ(ω) and thus by definition B
x
St(ω)
(ω) is the mirror image of Rx,yB
x
St(ω)
(ω), i.e. (2.19) holds.
Thus the process satisfies (ii).
Let a Markov process be mirror coupled subordinated Brownian motion, i.e. it satisfies (ii). The marginal
distributions of the processes in (i) and (ii) coincide since both are in C(BxS. ;B
y
S.
). Also the joint dis-
tributions for each fixed time coincide. Thus, since it is a Markov process, the processes coincide in
distribution.
Finally we look the family of Le´vy measures of the subordinated reflection coupled Brownian motion. Let
(B˜xt , B˜
y
t )t≥0 be reflection coupled Brownian motion started in (x, y). Let gt,z be the density of R
d-valued
Brownian motion at time t with starting point z, i.e., gt,z(x)dx = P(B
z
t ∈ dx) = gt,0(x − z)dx. Then for
A ∈ B(R2d)
P((B˜xt , B˜
y
t ) ∈ A) =
∫
1A(z, z)(gt,x(z) ∧ gt,y(z)) dz +
∫
1A(z,Rx,yz)(gt,x(z)− gt,y(z))+ dz. (5.17)
Note that for a relative compact set A ∈ B(R2d\{0}) there exists an ε > 0 such that A ⊂ {z ∈ R2d | |z| ≥
ε}. Thus with the Markov inequality and (5.15)
P((B˜xt − x, B˜yt − y) ∈ A) ≤ P(|(B˜xt − x, B˜yt − y)| ≥ ε) ≤
8E(|B˜0t |6)
ε6
≤ ct3 (5.18)
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for some constant c. Now let ν be the Le´vy measure of S. and n be the density of the Le´vy measure of
BS. , that is n(z) =
∫∞
0 gs,0(z) ν(ds). Then (6.4) yields
1
t
∫
(0,∞)
P((B˜xs − x, B˜ys − y) ∈ A)P(St ∈ ds)
t→0−−−→
∫
(0,∞)
P((B˜xs − x, B˜ys − y) ∈ A) ν(ds)
=
∫ ∫
(0,∞)
1A(z − x, z − y)(gs,x(z) ∧ gs,y(z)) ν(ds)dz +
∫ ∫
(0,∞)
1A(z − x,Rx,y(z − y))(gs,x(z)− gs,y(z))+ ν(ds)dz
=
∫
1A(z − x, z − y)(n(z − x) ∧ n(z − y)) dz +
∫
1A(z − x,Rx,y(z − y))(n(z − x)− n(z − y))+ dz.
(5.19)
Here we used for the last equality that the rotational symmetry (and directional monotonicity, compare
(4.3)) of the densities implies
z ∈ Hx,y ⇔ ∃s > 0 : gs,0(z − x) = gs,0(z − y)
⇔ ∀s > 0 : gs,0(z − x) = gs,0(z − y)
⇔ n(z − x) = n(z − y)
(5.20)
and analogous for ’>’ and ’<’.
Thus it is natural to conjecture that for a symmetric Le´vy process with Le´vy density n a maximal coupled
process is defined by (5.16). But note, since the test functions are not in the domain of the generator the
usual methods of construction of such processes (cf. [4]) can not be applied.
The presented method works only for symmetric Le´vy processes. A natural question is, under which
conditions does there exist a Markovian maximal coupling for more general Feller processes (which are
truly state space dependent, or non symmetric). The above results seem to indicate, that at least the
Le´vy measures should be maximally coupled. But, as we have noted before, this fixes only part of the
joint Le´vy measure - the remaining part is an open problem. Moreover, without the test functions in the
domain of the generator also the construction, given the state space dependent Le´vy triple, seems to call
for new techniques.
6 Appendix - Feller processes, Le´vy processes, subordination
The monograph [4] is the general reference for this section, comprehensive details about Le´vy processes
and subordinators can be found in [26].
A time homogeneous (strong) Markov process (Xt)t≥0 on R
d is a Feller process, if the corresponding
semigroup (Tt)t≥0 on C∞ := {f : Rd → R : f is continuous and lim|x|→∞ f(x) = 0} given by
Ttf(x) := Ef(X
x
t ) (6.1)
is a Feller semigroup, i.e., it is a strongly continuous (limt→0 ‖Ttf − f‖∞ = 0) contraction (‖Ttf‖∞ ≤
‖f‖∞) semigroup (T0 = id, Tt+s = Tt ◦ Ts, Tt : C∞ → C∞) which is positivity preserving (f ≥ 0 ⇒
Ttf ≥ 0). The linear operator A defined as the strong derivative of Tt at t = 0 is called the generator,
i.e.,
lim
t→0
∥∥∥∥Ttf − ft −Af
∥∥∥∥
∞
= 0. (6.2)
The domain of the generator are all f ∈ C∞ for which the above limit exists. We call Aˆ the extended
pointwise generator, if the limit in (6.2) is considered pointwise (instead of uniform). The domain of
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this operator is the set of all functions in C∞ for which all pointwise limits exist. Note that in this case
x 7→ Aˆf(x) might not be continuous.
A spatially homogeneous Feller process is a Le´vy process, i.e., it is a stochastically continuous process
with stationary and independent increments. In particular, Brownian motion is a Le´vy process. A sub-
ordinator is a Le´vy process with non decreasing paths. For Le´vy processes the characteristic function
of an increment Xt+s −Xs is of the form ξ 7→ e−tψ(ξ) where
ψ(ξ) = ψ(0)− ilξ + 1
2
ξQξ +
∫
Rd\{0}
(1− eiyξ + iyξ1(|y|≤1))ν(dy) (6.3)
with killing term ψ(0) ≥ 0, drift vector l ∈ Rd, Brownian coefficient Q ∈ Rd×d and Le´vy measure
ν satisfying
∫
Rd\{0} |y|2 ∧ 1 ν(dy) < ∞. (l, Q, ν) is called Le´vy triple and it determines the process
uniquely (in distribution).
We present a result which allows to calculate the Le´vy measure based on the transition probabilities, cf.
[11].
Lemma 6.1. Let Lt be an R
d-valued Le´vy process (starting in 0) with Le´vy measure µ and f : Rd → R
be continuous, bounded and with |f(x)| ≤ c|x|2+ε for some c, ε > 0 and all x ∈ Bdδ := {x ∈ Rd : |x| ≤ δ}
for some δ > 0. Then ∫
R
f(x)P(Lt ∈ dx)
t
t→0−−−→
∫
R
f(x)µ(dx). (6.4)
Proof. Let Lt and f be as required, δ > 0 and χδ ∈ Cc(Rd) with 1Bd
δ/2
≤ χδ ≤ 1Bdδ . Then (1 − χδ)f ∈
Cc(R
d\{0}) and [4, Lemma 2.16] and dominated convergence imply
1
t
∫
(1 − χδ(x))f(x)P(Lt ∈ dx) t→0−−−→
∫
(1 − χδ(x))f(x)µ(dx) δ→0−−−→
∫
f(x)µ(dx). (6.5)
By the truncation inequality (cf. [31]) and the fact that the characteristic exponent of a Le´vy process
growth at most quadratic (cf. [4, Eq. (2.11)]) we get with m := supx∈Bdδ |f(x)|
1
t
∫
χδ(x)f(x)P(Lt ∈ dx) = 1
t
∫ ∞
0
P(χδ(Lt)f(Lt) ≥ r) dr
≤ 1
t
∫ m
0
P(c|Lt|2+ε ≥ r) dr
≤ 1
t
∫ m
0
c′
∫
|ξ|≤( cr )
1
2+ε
(1− Re(e−tψ(ξ))) dξ dr
≤ 1
t
c′
∫ m
0
t sup
|ξ|≤( cr )
1
2+ε
|ψ(ξ)| dr
≤ c′′
∫ m
0
( c
r
) 2
2+ε
dr
δ→0−−−→ 0,
(6.6)
the convergence is uniform in t (here c′ and c′′ are positive constants not depending on t or δ).
Adding (6.5) and (6.6) yields the result.
Similarly, the generator of a Feller process can be described by a family of Le´vy triplets, i.e., a state space
dependent triplet. In this case the analog to ξ 7→ ψ(ξ) in (6.3) is a function (x, ξ) 7→ q(x, ξ) called symbol
of the Feller process. But note that (most of) the theory based on symbols requires the test functions
C∞c to be in the domain of the generator, cf. [4]. For the processes treated in the current paper, this is
not the case. Therefore we had to take a different approach based on the above idea.
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