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a b s t r a c t
The bipartite edge frustration of a graphG, denoted byϕ(G), is the smallest number of edges
that have to be deleted fromG to obtain a bipartite spanning subgraph ofG. This topological
index is related to the well-known Max-cut problem, and has important applications in
computing stability of fullerenes. In this paper, the bipartite edge frustration of an infinite
family of fullerenes is computed. Moreover, this quantity for four classes of graphs arising
from a given graph under different types of edge subdivisions is investigated.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
All graphs considered in this paper will be finite and simple. The notation we use is mostly standard and taken from
standard graph theory textbooks, such as [1]. The problem of finding large bipartite spanning subgraphs of a given non-
bipartite graph has a long and rich history. The first results were obtained by Erdös [2] and Edwards [3], who showed that
every graph G on |V (G)| vertices and |E(G)| edges contains a bipartite subgraph with at least |E(G)|2 + |V (G)|−14 edges. Those
bounds were further improved for various classes of graphs; for example, the lower bound of 45 |E(G)| was established for
cubic triangle-free graphs [4] and also for sub-cubic triangle-free graphs [5]. The best currently known [6] lower bound for
cubic, planar and triangle-free graphs is 3932 |V (G)| − 916 . So, it is natural to take into account the smallest number of edges
that have to be deleted from a graph G to obtain a bipartite spanning subgraph. This number is called the bipartite edge
frustration of G and denoted by ϕ(G). This topological index has important applications in computing stability of fullerenes
[7,8]. We refer interested readers to [9], for the bipartite edge frustration of some polyhedral graphs and [10,11] for some
graph operations.
Suppose G is a connected graph and x, y ∈ G. The length of a minimal path connecting x and y is denoted by dG(x, y). It
is easy to see that (V (G), dG(x, y)) is a metric space.
It is well known that the bipartite edge frustration is a measure of stability for the fullerene molecules (see [12,13] for
details). Here, a fullerene is a planar, 3-regular and 3-connected molecular graph, 12 of whose faces are pentagons, and any
remaining faces are hexagons. Such molecules are entirely constructed from carbon atoms. A fullerene is called an isolated
pentagon (IP for short) if its pentagons do not have a common edge.
Lemma 1.1 ([8]). Let G be a fullerene graph, then ϕ(G) ≥ 6. If G has IP, then ϕ(G) ≥ 12.
Lemma 1.2. Let F10n be a fullerene graph with 10n vertices, then ϕ(G) = 6.
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Fig. 1. The Schlegel diagram of the fullerene F10n .
Proof. Every fullerene has 12 cycles of length 5 and then it is not bipartite. By removing specified edges from Fig. 1, one
can see that, the spanning bipartite subgraph of the fullerene graph F10n remains. Then we can say that ϕ(G) ≤ 6. Since the
fullerene graph F10n is not IP fullerene, then by Lemma 1.1, ϕ(G) ≥ 6. Hence, one can see that ϕ(G) = 6, and this completes
the proof. 
In what follows, four types of graphs resulting from edge subdivision will be introduced. Two of them, the subdivision
graph and the total graph, belong to the folklore,while the other twowere introduced in [14] and further investigated in [15].
Definition 1.3. For a connected graph G, define four related graphs as follows:
(i) S(G) is the graph obtained by inserting an additional vertex in each edge of G. Equivalently, each edge of G is replaced
by a path of length 2.
(ii) R(G) is obtained from G by adding a new vertex corresponding to each edge of G, then joining each new vertex to the
end vertices of the corresponding edge. Another way to describe R(G) is to replace each edge of G by a triangle.
(iii) Q (G) is obtained from G by inserting a new vertex into each edge of G, then joining with edges those pairs of new
vertices on adjacent edges of G.
(iv) T (G) has as its vertices, the edges and vertices of G. Adjacency in T (G) is defined as adjacency or incidence for the
corresponding elements of G.
The graphs S(G) and T (G) are called the subdivision and total graphs of G, respectively; see Fig. 2.
Definition 1.4. Let F be one of the symbols S, R, Q or T . The F− sum G+F H is a graph with the set of vertices V (G+F H) =
(V (G) ∪ E(G)) × V (H) and two vertices (u1, u2) and (v1, v2) of G+F H are adjacent if and only if [u1 = v1 ∈ V (G) and
(u2, v2) ∈ E(H)] or [u2 = v2 and (u1, v1) ∈ E(F(G))]. In an exact phrase,
E(G+F H) = {((u1, u2), (v1, v2))|[u1 = v1 ∈ V (G) and (u2, v2) ∈ E(H)] or [u2 = v2 and (u1, v1) ∈ E(F(G))]}.
Note that G+F H has |V (H)| copies of the graph F(G), and we may label these copies by vertices of H . The vertices in
each copy have two situations: the vertices in V (H) (we refer to these vertices as black vertices) and the vertices in E(G)
(we refer to these vertices as white vertices). Now we join only black vertices with the same name in F(G) in which their
corresponding labels are adjacent in H . We illustrate this definition in Fig. 3. For more details on these operations we refer
the reader to [16].
2. Main results
Suppose G is a graph. In this section, the bipartite edge frustration of two related graphs S(G) and R(G) are computed
generally. We also investigate the ϕ(Q (G)) in the case that G is a tree or graphwith disjoint cycles. A lot of sharp inequalities
for ϕ(Q (G)) together with a simple inequality for ϕ(T (G)) are also proved.
Lemma 2.1. Let G be a graph, then ϕ

S(G)
 = 0.
Proof. Since S(G) is the graph obtained by inserting an additional vertex in each edge of G, each cycle of G of length k is
replaced by a cycle of length 2k. Therefore, there is no odd cycle in G and then ϕ

S(G)
 = 0. 
Lemma 2.2. Let G be a graph, then ϕ

R(G)
 = |E(G)|.
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Fig. 2. The graph G together with its subdivision S(G), total graph T (G) and the related graphs R(G) and Q (G).
Fig. 3. The graphs G, H and G+F H .
Proof. Since another way to describe R(G) is to replace each edge of G by a triangle, then in R(G) there exists |E(G)| pair
wise disjoint triangles. Therefore, for obtaining a bipartite subgraph, we have to remove at least one edge of each triangle, so
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ϕ

R(G)
 ≥ |E(G)|. On the other hand, by removing all of the edges of G in R(G), the graph S(G) is created and by Lemma 2.1,
it is bipartite. Hence, ϕ

R(G)
 ≤ |E(G)|, and this completes the proof. 
Corollary 2.3. Let G be a connected graphs on n vertices, then
ϕ

R(Tn)
 ≤ ϕR(G) ≤ ϕR(Kn),
where Tn is an arbitrary n-vertex tree.
Lemma 2.4. Let G be a graph, then ϕ

Q (G)
 ≥∑v∈V (G) ϕKδ(v)+1.
Proof. Suppose that v ∈ V (G) and δ(v) is its degree. By studying the construction of Q (G), we can see that for v ∈ V (G),
there exists a complete graph of order δ(v) + 1 in Q (G). On the other hand, for each u, v ∈ V (G), the subgraphs Kδ(u)+1
and Kδ(v)+1 are either disjoint or at most, have one common vertex. Hence, for obtaining a bipartite subgraph of Q (G), it is
necessary, for each v ∈ V (G), we remove at least ϕKδ(v)+1 edges of each Kδ(v)+1. Then,
ϕ

Q (G)
 ≥ −
v∈V (G)
ϕ

Kδ(v)+1

. 
Lemma 2.5. Let T be a tree, then ϕ

Q (T )
 =∑v∈V (T ) ϕKδ(v)+1.
Proof. By Lemma 2.4, ϕ

Q (T )
 ≥∑v∈V (T ) ϕKδ(v)+1. Since T is a tree then, it is enough that we obtain bipartite subgraphs
of complete subgraphs of order δ(v)+ 1 of Q (G). Hence ϕQ (T ) =∑v∈V (T ) ϕKδ(v)+1. 
Theorem 2.6. Let G be a graph with disjoint cycles. Then ϕ

Q (G)
 =∑v∈V (G) ϕKδ(v)+1.
Proof. Without loss of generality, one can assume that G is unicyclic graph. Suppose C is the cycle of G, There are two cases:
Case 1. The cycle C has even length. Let v1, v2, . . . , v2k are the vertices of C . Set ei = vivi+1 for 1 ≤ i ≤ 2k − 1 and
e2k = v2kv1. Also, the additional vertices in each edge of C are denoted by v′1, v′2, . . . , v′2k. It is clear that in order to obtain
the spanning bipartite subgraph of G, we have to obtain the spanning subgraph of each complete graph of order δ(vi)+1, for
1 ≤ i ≤ 2k. In this case, wemust follow the following lines: the edge v′2kv′1 and the edges of the form v′iv′i+1, 1 ≤ i ≤ 2k− 1,
must be remained. In fact, we have to choose the spanning bipartite subgraph Si of Kδ(vi)+1 such that the vertices v
′
i and v
′
i+1
lie in different parts of Si. By repeating this process for each vertex of C , we can obtain a largest spanning bipartite subgraph
of Q (G), as desired.
Case 2. The cycle C has odd length. To construct a largest spanning bipartite subgraph of Q (G), we assume that
v1, v2, . . . , v2k+1 and e1, e2, . . . , ei = vivi+1, . . . , e2k, e2k+1 = v2k+1v1 are the vertices and edges of C , respectively. The
new vertices of C are denoted by v′1, . . . , v
′
2k+1. Apply a similar argument as in Case 1. The edge v
′
2k+1v
′
1 and all edges of the
form v′iv
′
i+1, 1 ≤ i ≤ 2k, except from one edge must be remained. In other words, we have to choose a subscript j and a
largest spanning bipartite subgraph Si of Kδ(vi)+1, 1 ≤ i ≤ 2k + 1, such that for i ≠ j vertices v′i and v′i+1 (or v′2k+1 and v′1,
when i = 2k+ 1) lie in different parts of Si, but v′j and v′j+1 lie in the same part. Without loosing generality, we assume that
j = 1 and so dSi(v′1, v′2) = 2, it means that v′1v2v′2 is a path of length 2 in Si. Clearly, v′1, v2, v′2, v′3, . . . , v′2k+1, v′1 constitutes
an even cycle in the subgraph of Q (G) and this is the best possible method to construct a bipartite subgraph of Q (G).
Hence, for obtaining the largest spanning bipartite subgraph of Q (G), we must remove
∑2k+1
i=1 ϕ

Kδ(vi)+1

edges,
as desired. By using the above argument, one can see that if G is a graph with disjoint cycles, then ϕ

Q (G)
 =∑
v∈V (G) ϕ

KdG(v)+1

. 
A transformation of type 1 for a tree is defined as follows. Let T be a tree with n vertices. Choose a maximum path Pm+1
in T of length, saym. Remove an end vertex of T (which is not in Pm+1) and connect a new vertex to one of the end vertices
of Pm+1 to obtain Pm+2. This new tree is denoted by T1. In Fig. 4, this process is applied on T (three times) to obtain T1, T2 and
T3. Clearly, if T is a path then T1 is equal to T . Notice that Ti’s are not uniquely constructed.
We now define a transformation of type 2 for trees. To do this, we assume that T is a tree with n vertices. Suppose v is
a vertex of maximum degree and δT (v) = ∆(T ). Omit an end vertex of T which is not adjacent to v and add a new vertex
adjacent to this vertex. This new tree is denoted by T 1. It is obvious that δ
T1
(v) = ∆(T )+ 1. Clearly, if T is a star then T 1 is
isomorphic to T . In Fig. 5, this process is applied on T (three times) to obtain T 1, T 2 and T 3. Notice that T i’s are not uniquely
constructed, but after finishing the process we will find a star of size |V (T )|.
Lemma 2.7. Let T be a tree, then
ϕ

Q (T1)
 ≤ ϕQ (T ) ≤ ϕQ (T 1).
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T T1
T3 T2
Fig. 4. Three transformations of type 1 for tree T .
T T1
T 3 T 2
Fig. 5. Three transformations of type 2 for tree T .
Proof. Let w be a vertex of maximum degree in T , δT (w) = ∆(T ), v0 be an end vertex and u be adjacent to v0. Then,
by definition of transformation of type 2, δT1(w) = ∆(T ) + 1 and δT1(u) = δT (u) − 1 and for any v ≠ u, w, we have
δT (v) = δT1(v). By Lemma 2.5,
ϕ

Q (T )
 = −
v≠u,w
ϕ

KδT (v)+1
+ ϕKδT (w)+1+ ϕKδT (u)+1 (2.1)
=
−
v≠u,w
ϕ

KδT (v)+1
+ ϕK∆(T )+1+ ϕKδT (u)+1 (2.2)
and
ϕ

Q (T 1)
 = −
v≠u,w
ϕ

KδT1 (v)+1
+ ϕKδT1 (w)+1+ ϕKδT1 (u)+1 (2.3)
=
−
v≠u,w
ϕ

KδT (v)+1
+ ϕK∆(T )+2+ ϕKδT (u). (2.4)
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By Eqs. (2.1)–(2.4), it is enough to prove that ϕ

K∆(T )+1
+ϕKδT (u)+1 ≤ ϕK∆(T )+2+ϕKδT (u). By [11], for any positive
integer n, ϕ(Kn) =
 1
4
n(n− 2) 2|n
1
4
(n− 1)2 2 - n
. So, it is enough to consider four separate cases for∆(T ) and δT (u) as follows:
1. ∆(T ) and δT (u) are even,
2. ∆(T ) and δT (u) are odd,
3. ∆(T ) is even and δT (u) is odd,
4. ∆(T ) is odd and δT (u) is even.
By a simple calculation, we can obtain the desired inequality which proves the right inequality. Using a similar method,
the left inequality is shown. 
Theorem 2.8. Let T be a tree on n vertices, then
ϕ

Q (Pn)
 ≤ ϕQ (T ) ≤ ϕQ (Sn).
Proof. Suppose T 1 is a tree constructed from T by our second transformation. By Lemma 2.7,
ϕ

Q (T )
 ≤ ϕQ (T 1) ≤ ϕQ (T 2) ≤ · · · ≤ ϕQ (T i) ≤ · · · .
By an inductive argument, one can see that there exists a positive integer m such that Tm = Sn and so ϕ

Q (T )
 ≤
ϕ

Q (Tm)
 = ϕQ (Sn), which proves the right inequality. By a similar argument, the left inequality will be proved. 
Corollary 2.9. Let G be a connected graph on n vertices, then
ϕ

Q (Pn)
 ≤ ϕQ (G) ≤ ϕQ (Kn).
Lemma 2.10. Let G be a connected graph, then
ϕ

Q (G)
 ≤ ϕT (G) ≤ ϕQ (G)+ |E(G)|.
Proof. The proof is straightforward and so omitted. 
Theorem 2.11. ϕ(G+F H) = |V (G)|ϕ(H)+ |V (H)|ϕ

F(G)

.
Proof. Let us first look at a special case of F− sum when there are only two graphs and one of them is K2. The graph
L = K2+F H consists of two copies of H , and each edge of H has two copies in L, connected by a pair of ‘‘parallel’’ edges. We
may say that each edge of H has been expanded into a cycle of length 4. The only sources of non-bipartivity in L are those
already present in H . Hence the operation K2+F H neither introduced any new non-bipartivity, nor destroyed any that was
present. Clearly, the number of edges to be deleted from a copy of H in order to make it bipartite was not affected by the
product operation, and hence ϕ(K2+F H) = 2ϕ(H).
Let us now look at G+F H for general graphs G and H with given ϕ(H) and ϕ(F(G)). Let e = uv be an edge of G. The
two copies of H indexed by u and v look locally as K2+F H , and 2ϕ(H) edges must be deleted to make this part of G+H
bipartite. By summing over all edges of G, we see that |V (G)|ϕ(H) edges must be deleted to account for the non-bipartivity
of G+F H inherited from H . In the same way as above, by considering the graphM = G+F K2 consists of two copies of F(G),
one can see that each edge of F(G) has two copies inM , connected by a pair of ‘‘parallel’’ edges. Now each edge of F(G) has
been expanded into a cycle of length 4. The only sources of non-bipartivity in M are those already present in F(G). Hence,
the operation G+F K2 neither introduced any new non-bipartivity, nor destroyed any that was present. Clearly, the number
of edges to be deleted from a copy of F(G) in order to make it bipartite was not affected by the product operation, and
hence ϕ(G+F K2) = 2ϕ(F(G)). By a similar argument, |V (H)|ϕ(F(G)) edgesmust be deleted to get rid of the non-bipartivity
inherited from F(G). Hence,
ϕ(G+F H) = |V (G)|ϕ(H)+ |V (H)|ϕ

F(G)

. 
3. Concluding remarks
In this paper, a lot of results regarding the behaviour ofQ (G), whenG is a tree or a graphwith disjoint cycles, are obtained.
We also presented some inequalities in the general case for ϕ(Q (G)). But, we can obtain just a simple inequality for ϕ(T (G)).
So, it is for the future to find more mathematical properties of ϕ(T (G)). We end this paper by the following open questions:
Question 3.1. Is there similar results as those presented here for ϕ(T (G))?
Question 3.2. Is there an exact formula for ϕ(Q (G)) in general? What about ϕ(T (G))?
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