ABSTRACT. We prove the existence and Gevrey regularity of local solutions of the three dimensional periodic Navier-Stokes equations in case the sequence of Fourier coefficients of the initial data lies in an appropriate weighted p space. Our work is motivated by that of Foias and Temam ([10]) and we obtain a generalization of their result. In particular, our analysis allows for initial data that are less smooth than in [10] and can also have infinite energy. Our main tool is a variant of the Young convolution inequality enabling us to estimate the nonlinear term in weighted p norm.
INTRODUCTION
The radius of analyticity of periodic analytic functions can be characterized by the decay of their Fourier coefficients. Starting with the pioneering work of C. Foias and R. Temam ( [10] ) in the case of the Navier-Stokes equations (NSE), this observation has led to the use of the so-called Gevrey norms as a way of estimating the time evolution of the spatial radius of analyticity of solutions to various systems of partial differential equations. Examples include the case of Navier-Stokes equations on a rotating 2-D sphere ( [3] ), a certain class of analytic, nonlinear partial differential equations ( [6] , [16] ), the Kuramoto-Sivashinsky equation ( [13] ) and more recently, the Smoluchowski equation ([4] ). To give a more precise description of this method, relying on energy inequalities C. Foias and R. Temam showed in [10] that the local solution of the NSE remains bounded in a suitably defined analyticity (Gevrey) norm. This provides an explicit lower bound on the radius of analyticity in terms of the H 1 -norm of the initial data and the "size" of the forcing term. Such estimates are useful in the study of the attractors of the dissipative equations ( [8] , [9] ). Grujić and Kukavica ( [14] ) extended the method of [10] to the study of NSE in an appropriate Banach (L q ) space. In [14] , instead of estimating the Gevrey norm directly as in [10] , the relevant estimate on the analyticity radius was obtained by interpolating between the L q norm of the initial data and the L q norm of the complexified solution. In this article, we consider the 3-D NSE with space-periodic boundary condition and obtain a generalization of the Gevrey regularity result in [10] that allows for the initial data to be in weighted p spaces. This generalization is achieved by extending the techniques in [1] . The NSE may then be reformulated in terms of Fourier coefficients as a nonlinear evolution equation in a sequence space. This is the wave-vectors formulation of the NSE (see [7] ). For p ≥ 1 and α ∈ R, we define v α,p = ( k∈Z 3 |k| αp |v(k)| p ) 1/p (whenever it is finite). When α = 0 this is precisely the p norm of the sequence of Fourier coefficients associated to v. Let p denote the Hölder conjugate of p. We show that if α ≥ 3/p − 1 and the initial data u 0 satisfies u 0 α,p < ∞, then there exists a local solution to the NSE which remains bounded not only in the · α,p norm, but also in a much stronger Gevrey norm. This is called Gevrey regularity and implies space analyticity for the local solution. The solution obtained is global in time if the initial data has sufficiently small · α,p norm. Our proof employs elementary fixed point methods as in [15] , [12] and completely bypasses the use of Sobolev inequalities. In order to obtain estimates on the nonlinear term we use a variant of the Young convolution inequality valid for weighted p spaces. The techniques appearing here seem to be quite flexible and can be adapted to other cases such as the n-dimensional Kuramoto-Sivashinsky equation ( [2] ), the Cahn-Hilliard equation, and the nonlinear Schrödinger equation.
When p = 2, the · α,2 norm corresponds to the Sobolev H α norm (see [17] ). In this case, our result holds provided that the initial data lies in H α with α ≥ 1 2 . Taking α = 1 we recover the Gevrey regularity result of Foias and Temam ( [10] ). Fujita and Kato ( [11] ) proved the existence of local solutions to the 3-D NSE with initial data in H 1/2 . Taking α = 1 2 we obtain local Gevrey regularity of the Fujita-Kato solution. To the best of our knowledge, the Gevrey regularity result even in the case 1 2 ≤ α < 1 and p = 2 is new. See Remark 4.8 in Section 4 for more details.
For 1 ≤ p < 3 2 , our result generalizes the Gevrey regularity results in [7] when p = 1 and [1] when 1 < p < 3 2 . More precisely, when 1 ≤ p < 3 2 we may take α ≤ 0, and obtain Gevrey regular local solutions to the 3-D NSE with initial data in a space much larger than p . In fact, this will include initial data having an infinite energy (L 2 ) norm. As far as we know, even the local existence result of this type is new for the NSE in a bounded domain. Similar results addressing local existence were previously obtained for Ω = R 3 by several authors, see for instance [15] , [11] . To contrast the two situations, it should be noted that the local solutions obtained in [12] in the class L q (q ≥ 3) allows for initial data with infinite energy in unbounded domains but not in bounded domains.
Finally, we will compare our result with that of [14] . and α = 0, the · α,p norm is simply the p norm and our assumption on the initial data is stronger than that in [14] . However, the control we obtain over the Gevrey norm of the solution is not implied by the results in [14] and we thus obtain a correspondingly stronger conclusion. Moreover, we may take α < 0 and in this case none of our results are implied by [14] . Furthermore, our method allows us to obtain a Gevrey regular solution for the borderline case p = 3 2 which has not been addressed in [1] and [14] (where the corresponding borderline is q = 3).
THE NAVIER-STOKES EQUATIONS
The Navier-Stokes equations of a viscous incompressible fluid
The unknown functions are the vector-valued velocity
and the scalar-valued pressure p = p(x, t), defined for x ∈ R 3 and t ≥ 0. The volume force f(x, t) = (f 1 (x, t), f 2 (x, t), f 3 (x, t)), the kinematic viscosity ν > 0, and the density ρ > 0 are given. Following Doering and Gibbon [5, Section 2.1] we may change variables to make all quantities dimensionless and consider the following system defined on
where G is the Grashof number.
We assume that u, p, and f are defined on all of R 3 and are periodic in each space variable with period one. Furthermore, without loss of generality we may assume that u, f, p have zero space average (see [7] , [17] ) so that
For a scalar or vector complex-valued function ϕ which is integrable over Ω and satisfies a periodic boundary condition we define its Fourier coefficients bŷ
so that its corresponding Fourier series is given by
For a scalar or vector complex-valued function
Rewriting the system (2.1)-(2.2) in terms of its Fourier coefficients as is done in [7] or [1] , one obtains
for k ∈ Z 3 and t > 0. Here the bilinear term Q [u, v] is defined for two C 3 -valued sequencesû andv by
Since the functions u, p, and f are all scalar or vector real-valued, we havê
for all k ∈ Z 3 and t ≥ 0. Moreover, referring to (2.3) we havê
Using (2.5) and taking the dot-product with k on both sides of (2.4), one readily obtains
Reintroducing this in (2.4) we obtain
This is the wave-vectors formulation of the NSE which is an infinite dimensional ODE formulation in the sequence space. We describe the set-up and the relevant function spaces below in detail.
FUNCTION SPACES
Definition 3.1. The space K consists of all sequences u : Z 3 → C 3 satisfying the conditions
The vector space K, endowed with the topology of coordinate wise convergence, is a Frechét space with respect to the metric
The integral of a K-valued function is defined coordinate-wise. Recall the definitions of Q and B from (2.6) and (2.7) above. We make the important observation that if u, v ∈ K and Q [ u, v] 
where | u|(k) denotes the scalar-valued sequence (| u(k)|) k∈Z 3 . It is a simple matter to verify that Q [ u, v] 
When restricted to any of the spaces V λ,α,p , A is an unbounded, densely defined operator. Moreover, for any λ ≥ 0, α ∈ R, δ ≥ 0 and v ∈ K we have 
A mild solution of the Navier-Stokes initial value problem with initial data u 0 ∈ K and body
exists for all k (implicitly we assume that Q[ u(t), u(t)](k) exists a.e. for all k ∈ Z 3 ) and (3.5) 
MAIN RESULTS
In the following theorems we consider 1 ≤ p < ∞, α > −1, 0 < T ≤ ∞, and 0 ≤ λ < 2π. Henceforth, we will denote by p the Hölder conjugate of p. We shall consider initial data u 0 ∈ V α,p and body force g(· ) satisfying (4.1)
Throughout the remainder of the paper we will follow convention and denote by C α,β,... a generic (but absolute) constant whose value depends only on the parameters α, β, . . . .
Theorem 4.1. Assume that
1 < p < ∞ and α > 3/p − 1. If u 0 and g(· ) satisfy (4.1
), then there exist 0 < T ≤ T and a mild solution u(· ) ∈ C([0, T ]; V α,p ) of the NSE which is also a weak solution and which satisfies
Moreover, there exists a constant C λ,α,p so that one may take
Furthermore, for every 0 < θ < 2 there exists a constant C λ,α,θ,p so that one may take
The borderline case α = 3/p − 1 of Theorem 4.1 is also true but the time of existence is more difficult to describe. For u ∈ K and K ≥ 1 define the projection P K u by
otherwise.
is arbitrarily small. See Lemma 7.6 for details. 
Moreover, for every
Global solutions to (3.5) exist provided that the initial data u 0 and body forces g(· ) are sufficiently small in the proper norm. 
Finally we obtain analogues to the above stated theorems in the case p = 1. Moreover, there exists a constant C λ,α,1 so that one may take We make the following remarks regarding the above stated theorems: Remark 4.6. In the case α = 3/p of Theorem 4.1, the constant C λ,α,θ,p takes the form C θ C λ,α,p , where C θ → ∞ as θ → 0. Therefore, it does not follow that the conclusion will hold with θ = 0. The proof of the theorem in this case is similar to the other two cases and is not included in this paper. The details are left to the interested reader. The remainder of the paper is organized as follows: in Section 5 we obtain convolution inequalities valid for sequences in the weighted ϕ;p spaces. In Sections 6 these inequalities are used to make estimates on the nonlinear term B in the NSE, and in Section 7 we make some technical estimates of the Gevrey norm of the linear term in the NSE. Finally, in Section 8 we give a unified proof of the four theorems stated above. consists of all complex sequences u defined on Z n with the property that The convolution of two complex valued sequences u, v defined on Z n is the sequence u * v given by
provided the sum is defined for all k ∈ Z n . We recall Young's convolution inequality. 
Proof. Let u ∈ ϕ 1 ;p and v ∈ ϕ 2 ;p . Hölder's inequality implies
Consequently,
This implies (5.2), completing the argument. we have
Proof. We will sketch a proof of the first statement. We assume without loss of generality that M is an integer and that M ≥ 1.
for an adequate constant C n . Consequently, it follows that
Comparing areas, we see that
In the case α < n we have
Since |h| ∞ ≤ |h| ≤ √ n|h| ∞ the first part of the proposition follows. The proof of the remaining part is similar.
Ë
The following proposition is a discrete version of well-known convolution inequalities. To simplify notation, we writeZ (ii) In the case β > n and σ > n, then
Proof. We will apply Proposition 5.7 repeatedly. We assume that k = 0 and that h, k − h ∈Z n in every sum below. If 0 < β, σ < n, we make the following observations:
1 
The proof of (i) follows by adding these inequalities. The proof of (ii) is obtained in a similar manner, noting that α > n implies
In the case β, σ > n, we may proceed as above to get
The conclusion of (ii) follows since |k| ≥ 1.
Ë Definition 5.9. We define the weight functions
The following proposition is easily proved as a variant of Proposition 5.8. (ii) In the case β > n and σ > n, then
The remaining propositions in this section are the convolution inequalities which will be used in the proofs of our main theorems.
Proposition 5.11. Suppose that 1 < p < ∞, n/(2p ) < γ < n/p , and that
Proof. Assume first that λ = 0. Obviously γ − n/p > 0 and
Since n/2 < γp < n, we may apply Proposition 5.10(i) with β = σ = γp to obtain
which is equivalent to
We may now apply Proposition 5.5 to obtain
which is the desired inequality. Now suppose that λ > 0 and assume that u, v ∈ λ,γ,p (Z n ). Define
By the result already proven we have 
The following is a variant of Proposition 5.11 valid for large γ. The proof is nearly identical, relying instead on an application of Proposition 5.10(ii), and is thus omitted.
Proposition 5.12. Suppose that 1 < p < ∞, γ > n/p , and that
Finally we prove a version of these results valid in the case p = 1.
Proposition 5.13. Suppose that
Proof. It is a simple matter to verify that
for all h, k ∈ Z n . If follows from inequality (5.5) that
so by writing ϕ(k) = e 2πλ|k| W γ (k) we have
ESTIMATES ON THE NONLINEAR TERM
In this section we will use the convolution inequalities of the previous section to estimate the bilinear term B in the NSE. For the remainder of the paper we will take n = 3. The following elementary inequality will be used repeatedly. 
The inequality in line (6.2) follows from (6.1) in case δ ≥ 2γ − 3/p − 1 and the trivial inequality 
ESTIMATES ON THE LINEAR TERM
In this section we assume that p ≥ 1 and α ∈ R. We establish some estimates regarding linear term A in the NSE which will be used subsequently.
otherwise. It follows that lim sup
and the quantity on the right hand side may be made arbitrarily small by choosing K large. In the case λ > 0 define u 1 = e λA 1/2 u, so that
The result then follows from the case when λ = 0. Proof. Let c = 2π(2π − λ). Then c > 0 and 
Proof. Recall the elementary fact that if 0 < c, d < 1, then
On the other hand, if t > 1, it implies
Ë
Before proceeding, we note that for v ∈ V µ,γ,p and b > 0 we have
We now prove a lemma which establishes the relevant estimates on the linear term, i.e., the solution to the linear part of the NSE.
Lemma 7.6. Suppose that
and for K ≥ 1 and β > 0 define
Then:
, and consequently,
Proof. In light of Proposition 7.3 we have
Hölder's inequality implies
This proves (i). Proceeding from (7.4) and applying, in order, Proposition 7.2, the Cauchy-Schwarz inequality, and Proposition 7.5, we obtain In this section we will prove our existence results. We start by proving an abstract formulation of our main theorems. Throughout the section we assume that 1 ≤ p < ∞, α > −1, 0 ≤ λ < 2π, and 0 < T ≤ ∞. 
Suppose that
and where w(· ) is given by either
Then there exists u(· ) ∈ E satisfying
which implies that
Thus S u(· ) ∈ E, implying that S : E → E is a self-map. The bilinearity of B implies that
for any u, v for which each term is defined.
and it follows that
Thus S is a strict contraction on E. Obviously E is nonempty since G(· ) ∈ E and is closed with respect to · Σ . Applying the Banach fixed point theorem, there We define norms on Σ by
Σ is a Banach space with respect to each norm and clearly, · Σ ≤ · Σ .
Next we suppose that u(· ), v(· ) ∈ Σ and define (8.2)
provided that the integral exists. We will verify the existence of w(· ) in several cases in the following three propositions. 
Then w(· ) ∈ Σ and
Proof. Let α ≤ δ < α + 2β. We claim that if 0 < t ≤ T , then
First observe that the stated assumptions on α, β, and δ imply 0 < β < 1, 
It follows that
Appealing to Proposition 7.5 we obtain
In the case δ = α this implies
and in case δ = α + β this implies
or equivalently,
Together, (8.5) and (8.6) imply (8.4). 
Proof. We proceed as above, although in this case β = 0 implies · Σ = · Σ . We use Proposition 7.3, inequality (7.2), and Proposition 6.3 to obtain
Proof. Let δ ∈ R satisfy α + β − 1 < δ < α + β + 1, so that
Arguing as in the proof of Proposition 8.3 we obtain
using Proposition 6.4 in place of Proposition 6.2. In case δ = α this implies
and in case δ = α + β it implies
which in turn implies
We may combine (8.9) and (8.10) to obtain (8.8).
Ë Finally, we are in a position to prove the theorems stated in Section 4. Define
so that u(· ) ∈ Σ will be a solution to (3.5) provided that (8.11)
Recall the definitions of M and M(K, T , β) from (4.1) and (7.3). We assume that T ≤ T so that Lemma 7.6 implies In either case, we have Proceeding as above, it can be shown that in all cases u(· ) is a weak solution satisfying (3.4) . This finishes the proof. 
Thus if either

