A number of interpolation functions, including some radial basis functions, were evaluated for accuracy and computing time requirements when fitting high dimensional response surfaces. In addition, a hybrid method was developed that uses the best radial basis function for each response surface topology. A set of non-trivial highly noisy response surfaces were fitted by each of these methods and hybrid method was found to be the most reliable and the most accurate. However, the computing cost of the hybrid algorithm rapidly increases with the dimensionality of the surface to be fitted thus limiting the practical utility of this hybrid method to response surfaces with less than approximately 100 dimensions.
I. Introduction
The recent advances in computer technology have provided powerful tools for the simulation of natural phenomenon. Numerical schemes such as finite volume method, finite difference method and the finite element method becomes very popular among them, as they have been studied from its numerical aspects and widely used in various areas. Their success mainly relies on the mesh of good quality. Thus, mesh generation often challenge the numerical simulations associated with industrial and environmental applications, especially for those problems with complex geometry. Recent development in the automatic mesh generation techniques for mesh-based methods relieves the difficulties. However, to maintain detailed structural information about the computational mesh is still expensive. These make mesh generation, modification, and re-meshing a very complicated task for programmers, mathematicians and engineering.
To overcome the above mentioned difficulties, mesh-free and meshless methods are being developed. The objective is to avoid the drawbacks and weaknesses of the standard numerical methods, while preserving the ability to accommodate geometric complexity of realistic problems. From the viewpoint of kernel interpolation/approximation techniques, many mesh-free methods are based on the moving least square technique. This group of mesh-free methods has been successfully applied to many practical but difficult problems in engineering that are to be solved by the traditional mesh-based methods.
One of the most popular mesh-free kernel approximation techniques is Radial Basis Functions (RBFs). Initially, RBFs were developed for multivariate data and function interpolation. It was found that RBFs were able to construct an interpolation scheme with favorable properties such as high efficiency, good quality and capability of dealing with scattered data, especially for higher dimensional problems. It is well-known that a good interpolation scheme also has great potential for solving partial differential equations. It was Kansa 1 who made the first step forward in employing RBFs to deal with PDEs. He proposed a simple collocation method using RBFs.
In the present study, we compare several interpolation formulations, including RBFs, to generate response surfaces. The focus is to compare the accuracy and computing time for all methods. We also propose a hybrid response surface methodology which has superior performance over the single interpolation and RBF formulations.
Radial Basis Functions
The use of RBFs followed by collocation, a technique first proposed by Kansa 
where
and f(x) are known for a series of points, x . Here, p k (x i ) is one of the M terms of a given basis of polynomials 6 . This approximation is solved for the α j and β i,k unknowns from the system of N linear equations, subject to conditions
For the RBF models used in this work the polynomial part of Eq. (1) as well as the constant in such equation will not be used. Thus, Eqs. (2) and (3) will not be used in this work either. Fifteen different models, including some RBFs, were used in this comparison, which are summarized below in Table 1 . In this table, a short name for each approximation is provided, which will be used later in the comparative analysis. ( )
with the shape parameter c j kept constant as 1/N. The shape parameter is used to control the smoothness of the interpolation. Figure 1 shows the influence of the shape parameter choice for the multiquadrics RBF. 
II. Hybrid Method
The hybrid method proposed in this work 7, 8 consists of using the best interpolation possible among the different models presented in Table 1 . In this model, the polynomial part of Eq. (2) was taken as ( )
The interpolation functions were selected among the ones presented in Table 1 .
From Eq. (4) one can notice that a polynomial of order M is added to the radial basis function. M was limited to an upper value of M = 6. After inspecting Eqs. (1)- (4), one can easily check that the final linear system has [(N+M*L)+1] equations. Some tests were made using the cross-product polynomials (x i x j x k …), but the improvements of the results were insignificant. Also, other types of RBFs were used, but no improvement in the interpolation was observed.
The choice of which polynomial order and which function (from Table I ) are the best for a specific function was made based on a cross-validation procedure. Suppose that we have P TR training points, which are the locations in the multidimensional space where the values of the function are known exactly. Such set of training points was equally subdivided into two subsets of points, P TR1 and P TR2 . Eqs. (1)- (4) were solved for a polynomial of order zero and for the first expression given in Table 1 using the subset P TR1 . Then, the value of the interpolated function was checked against the exact value of the function for the subset P TR2 and the error is recorded as
Then, the same procedure was followed using the subset P TR2 to solve Eqs. (1)- (4) and the subset P TR1 to calculate the error as
Finally, the total error for the polynomial of order zero and the first expression given in Table 1 was obtained as
This procedure is repeated for all polynomial orders, up to M = 6 and for each one of the expressions presented in Table 1 . The best combination is the one that returns the lowest value of the RMS error. Although this crossvalidation procedure is quite simple, it worked very well for all test cases analyzed in this paper. Some other tests were implemented in this hybrid scheme, such as the optimization of the best shape factor c and an auto-scale and auto-normalized procedure, depending on the topology of the function being interpolated. The final system of equations was solved using the Broyden Quasi-Newton scheme 9 .
III. Performance Measurements
In accordance with having multiple metamodeling criteria, the performance of each metamodeling technique is measured from the following aspects 10 .
• Accuracy -the capability of predicting the system response over the design space of interest.
• Robustness -the capability of achieving good accuracy for different problem types and sample sizes.
• Efficiency -the computational effort required for constructing the metamodel and for predicting the response for a set of new points by metamodels.
• Transparency -the capability of illustrating explicit relationships between input variables and responses.
• Conceptual Simplicity -ease of implementation. Simple methods should require minimum user input and be easily adapted to each problem. For accuracy, the goodness of fit obtained from "training" data is not sufficient to assess the accuracy of newly predicted points. For this reason, additional confirmation samples are used to verify the accuracy of the metamodels. To provide a more complete picture of metamodel accuracy, three different metrics are used: R Square, Relative Average Absolute Error (RAAE), and Relative Maximum Absolute Error (RMAE) 10 . Large RMAE indicates large error in one region of the design space even though the overall accuracy indicated by R2 and RAAE can be very good. Therefore, a small RMAE is preferred. However, since this metric cannot show the overall performance in the design space, it is not as important as R2 and RAAE.
IV. Test Functions
In order to test the accuracy of the RBF model proposed, 8 test cases were used, representing linear and nonlinear problems with up to 1000 variables. These test cases were taken from two technical reports 11, 12 where very complicated problems were formulated in order to test multi-scale optimization codes. Table 2 shows the correspondency between the nomenclature of the present work and the functions defined in Suganthan et al. 11 and Tang et al. 12 . For the analytical expressions defining these test functions the reader is advised to consult those technical reports. [12] for N variables 4-N F 4 defined in reference [12] for N variables 5-N F 5 defined in reference [12] for N variables 7-N F 7 defined in reference [12] for N variables 15-N F 15 defined in reference [11] for N variables 18-N F 18 defined in reference [11] for N variables 22-N F 22 defined in reference [11] for N variables 24-N F 24 defined in reference [11] for N variables In order to verify the accuracy of the interpolation under extreme conditions, very few training points were used. In the current work, only 3N points were used for training and 30N points for testing. Figure 3 shows the R2 metric for all test cases. Each graphic represents one of the eight test functions and for each graphic, various dimensions of each problem were analyzed. As one can see, the accuracy does not deteriorate when the number of variables increases. In all graphics, the legend display the test case number, followed by the number of variables. For example, if the legend displays 3-100, it means that the results are for the test case number 03, using 100 variables. In the same way, 15-250 means that the results are for the test case number 15 with 250 variables. In general, for the R2 metric, the hybrid method had the best performance, although the F1 and F7 formulations also presented very good results. Looking at the Figure 3 , one can see that the hybrid method can estimate functions that do not have oscillations better than the other methods. However, for the test case number 07, none of the response surfaces were capable of obtaining reasonable interpolations based on the R2 metric. Figure 4 shows the computing time required to interpolate each test function, using an Intel Centrino Duo (T2300 @ 1.66Ghz) with 1Gb of RAM. The code was written in Fortran90 and the "cpu_time" intrinsic function was used to measure the computing time. For the single interpolation function (not hybrid), the CPU times vary from approximately one second for 100 variables to up to 5000 seconds for 1000 variables. For the hybrid method, the CPU time was higher, since it uses a combination of several interpolation functions presented in Table 1 . Such method requires approximately 10 times more CPU time than the single approximations. Thus, for very high dimensions, the use of the interpolation function alone (without any hybridization) can be more justified than the hybrid method. Finally, Figure 6 shows the results for the RMAE metric, where again the upper value of the ordinate was limited to 100000, although some results were much higher. Overall, the hybrid method had a performance slightly superior to the other methods. 
V. Conclusions
In this paper we compared several methodologies to generate response surfaces for different kinds of linear and non-linear functions. A hybrid method was proposed which appears to be superior to the single interpolation method approaches (without hybridization), in terms of accuracy. However, its CPU time requirement increases rapidly with the dimensionality of the problem. Thus, this version of the hybrid method of creating multi-dimensional response surfaces is more suitable to problems where the number of variables is less than approximately 100. This method can also be applied to the solution of algebraic and partial differential equations, as well as a surrogate model for complex physical problems.
