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Convergence and Equivalence results for the
Jensen’s inequality - Application to time-delay and
sampled-data systems
Corentin Briat
Abstract—The Jensen’s inequality plays a crucial role in the
analysis of time-delay and sampled-data systems. Its conservatism
is studied through the use of the Gru¨ss Inequality. It has been
reported in the literature that fragmentation (or partitioning)
schemes allow to empirically improve the results. We prove here
that the Jensen’s gap can be made arbitrarily small provided
that the order of uniform fragmentation is chosen sufficiently
large. Non-uniform fragmentation schemes are also shown to
speed up the convergence in certain cases. Finally, a family of
bounds is characterized and a comparison with other bounds
of the literature is provided. It is shown that the other bounds
are equivalent to Jensen’s and that they exhibit interesting well-
posedness and linearity properties which can be exploited to
obtain better numerical results.
Index Terms—Jensen’s Inequality; Gru¨ss Inequality; Time-
Delay Systems; Sampled-data systems; Conservatism; Fragmen-
tation
I. INTRODUCTION
The Jensen’s Inequality [1] has had a tremendous impact on
many different fields; e.g. convex analysis, probability theory,
information theory, statistics, control and systems theory [2],
[3], [4]. It concerns the bounding of convex functions of
integrals or sums:
Lemma 1.1: Let U be a given connected and compact set
of R, f a function measurable over U and φ a convex function
measurable over f(U). Then the inequality
φ
(∫
U
f(s)dµ(s)
)
≤ µ(U)
∫
U
[φ ◦ f ](s)dµ(s) (1)
holds where µ is a given nonnegative measure, e.g. the
Lebesgue measure, and µ(U) =
∫
U
dµ(s) < +∞ is the
measure of the set U .
The discrete counterpart is given by:
Lemma 1.2: Let U be a given connected and compact set
of Z, f a function measurable over U and φ a convex function
measurable over f(U). Then the inequality
φ
(
µ(U)−1
∑
i∈U
fiµi
)
≤ µ(U)−1
∑
i∈U
φ(fi)µi (2)
holds where {µi}i∈U is a given nonnegative measure, e.g.
the counting measure, and µ(U) =
∑
i∈U µi < +∞ is the
measure of the set U .
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These inequalities have found applications in systems the-
ory, for instance for the computation of an upper bound
on the L2-gain of integral operators involved in time-delay
systems analysis [2], [5], [6]. Another application in time-
delay systems [7], [3], [8], [4] concerns the bounding of
integral quadratic terms of the form −
∫ t
t−h
x˙(s)TRx˙(s)ds
arising in some approaches based on Lyapunov-Krasovskii
functionals (LKFs). Discrete counterparts, involving sums
instead of integrals, also exist; see e.g. [9], [10].
The objective of the paper is twofold. The first goal is
to study the conservatism induced by the use of Jensen’s
inequality. Using the Gru¨ss inequality, bounds on the gap will
be obtained in the general case and refined by considering the
eventual differentiability of the function f . Recent results have
reported an empirical conservatism reduction of LKFs when
using ’delay-fragmentation’ or ’delay-partitioning’ procedures
[3], [11], [12], [13], [4]. This, however, remains to be proved
theoretically and, as a first step towards this result, we will
show that the fragmentation scheme reduces the gap of the
Jensen’s inequality. It will be also proved that the upper bound
on the gap converges sublinearly to 0 as the fragmentation
order increases. Finally, non-uniform fragmentation schemes
are introduced and their accelerating effect on the convergence
is illustrated.
The second objective of the paper is to show the equivalence
between several bounds provided in the literature. First, a
complete family of bounds is characterized for which the
equivalence with Jensen’s is proved. This family involves addi-
tional variables, increasing then its computational complexity.
Nevertheless, it contains bounds depending affinely on the
measure of the interval of integration and remaining well-
posed when the measure of interval of integration tends to
0. This is of great interest when numerical tools are sought,
e.g. LMIs. This tightness and structural advantages prove their
efficiency and motivate their use, e.g. for the analysis of time-
delay and sampled-data systems.
The paper is structured as follows, Section II is devoted to
the conservatism analysis of the Jensen’s inequality through
the use of the Gru¨ss inequality. In Section III, the fragmen-
tation procedure is studied. Finally, Section IV concerns the
derivation of a family of bounds equivalent to Jensen’s and
the comparison to existing bounds of the literature.
Most of the notations are standard except maybe for
colNi=1(ui) defining the column vector
[
uT1 . . . u
T
N
]T
.
The identity matrix is denoted by I . For f, g ∈ Rn, we denote
componentwise inequalities by f ≤ g. For Hermitian matrices
2P and Q, P ≺ Q (resp. P  Q) stands for P − Q negative
definite (resp. negative semidefinite).
In stability theory for linear systems, the associated convex
function in (1) and (2) is very often φQ(z) = zTQz with
Q = QT ≻ 0. But letting z˜ = Lz with Q = LTL, we get
φQ(z) = φI(z˜). Hence, throughout the paper we will consider
the function φ ≡ φI without loss of generality.
II. CONSERVATISM OF THE JENSEN’S INEQUALITY
A. The Gru¨ss inequality [14]
Let us consider a general inner product space H :=
(L(U,R), 〈·, ·〉U ) over R. A simple, but sufficient for our
problem, version of the Gru¨ss Inequality on inner product
spaces [15] is defined as follows:
Lemma 2.1 (Gru¨ss Inequality): Assume there exist
bounded f−, f+, g−, g+ ∈ R such that f− ≤ f+, g− ≤ g+
and functions f, g ∈ L(U,R) satisfying f− ≤ f ≤ f+ and
g− ≤ g ≤ g+ almost everywhere on U . Then the following
inequality∣∣µ(U)−1〈f, g〉U − µ(U)−2〈f,1〉U 〈g,1〉U ∣∣ ≤ 1
4
δfδg
holds with δf = f+− f−, δg = g+− g− and 1(·) = 1 on U ,
0 otherwise. Moreover the constant term 1/4 in the right-hand
side is sharp and is obtained for the functions f(s) = g(s) =
sgn (s− (a+ b)/2) where sgn(·) is the signum function, a =
inf{s ∈ U} and b = sup{s ∈ U}.
More general versions of the Gru¨ss inequality can be found
in [16] and references therein, especially for complex func-
tions, more general measure spaces or inner product spaces.
B. Conservatism of the Jensen’s inequality
In the continuous case, the function space is defined as:
Lc(U,R) := {f : U → R, f bounded,measurable on U}
where U is a connected bounded set of R. Let us also define
the Hilbert space Hc := (Lc, 〈·, ·〉) with inner product
〈f, g〉 :=
∫
U
f(s)g(s)dµ(s)
where µ is a nonnegative measure. Using the Gru¨ss inequality
(Lemma 2.1), the following result on the Jensen’s inequality
gap is obtained:
Theorem 2.1: Given a function f ∈ Lc(U,Rn) and the
convex function φ(z) = zT z, then the Jensen’s gap verifies
µ(U)
∫
U
φ(f(s))dµ(s) − φ
(∫
U
f(s)dµ(s)
)
≤ µ(U)
2
4 φ(δf )(3)
where f− ≤ f(·) ≤ f+ almost everywhere on U . Moreover
the constant term 1/4 in the right-hand side in sharp and is
obtained for the functions fi(s) = sgn (s− (a+ b)/2), i =
1, . . . , n with a = inf{s ∈ U} and b = sup{s ∈ U}.
Proof: Let us consider the Jensen’s inequality (1) with
φ(z) = zT z and f ∈ Lc(U,Rn). Simple calculations yield:
I1 :=
∫
U
f(s)T f(s)dµ(s)
=
∑
i〈fi, fi〉
I2 :=
∫
U
f(s)T dµ(s)
∫
U
f(s)dµ(s)
=
∑
i〈fi,1〉〈fi,1〉.
Note that the Jensen’s inequality (1) writes I2 ≤ µ(U)I1,
hence we examine the difference µ(U)I1 − I2 and the ap-
plication of the Gru¨ss inequality yields 0 ≤ µ(U)I1 − I2 ≤
µ(U)2
4 φ(f
+ − f−). The proof is complete.
We have the following corollary when the continuous func-
tion f is differentiable almost everywhere:
Corollary 2.1: Given a continuous function f ∈ Lc(U,Rn)
differentiable almost everywhere and the convex function
φ(z) = zT z; then the Jensen’s gap (3) is bounded from above
by µ(U)
4
4 φ (supU |f
′|) where1 supU |f ′| = coli[supU{|f ′i |}].
However, in such a case the coefficient 1/4 is not sharp
anymore since the differentiability condition is not taken into
account in the derivation of the Gru¨ss inequality.
Proof: If the function is differentiable almost everywhere
then we have f+i − f
−
i ≤ µ(U) supU |f
′
i |. The substitution
inside (3) yields the result.
Remark 2.1: A discrete-time counterpart of Theorem 2.1
is easy to obtain. Both the upper bound and the worst-case
function f share a very similar expression with the continuous-
time ones. It is however important to note that many works
have been devoted to the obtention of tight upper bounds
for the discrete Jensen’s inequality, see e.g. [16], [17] and
references therein.
III. JENSEN’S BOUND GAP REDUCTION
From the results of Theorem 2.1 and Corollary 2.1, it is
easily seen that the gap depends on the measure of the set U
and on the variability of the function f . Since the constant term
is sharp, at least for discontinuous functions, this means that
the inequality is conservative when the integration domain is
large. In [3], [13], [4], where time-delay systems are studied,
a fragmentation of the integration domain is performed and
this procedure refined the delay margin estimation. In the
following, we will theoretically show, in the continuous-
time, that the fragmentation procedure does asymptotically
reduce the gap of the Jensen’s inequality to 0. It will be also
proved that the gap upper bound converges sublinearly. Finally,
the convergence speed can be increased using non-uniform
fragmentation schemes. Although, we will only consider the
continuous-time case, the same conclusions can be drawn for
the discrete-time case.
A. General results on gap reduction by fragmentation
To partially explain this in the general continuous case, let
us introduce the integrals:
S(U) := −
∫
U
[φ ◦ f ](s)dµ(s)
Si(U) := −
∫
Ui
[φ ◦ f ](s)dµ(s), i = 1, . . . , N
where the connected sets Ui’s satisfy
⋃N
k=1 Uk = U and
µ(Uj ∩ Ui) = 0 for all i, j = 1, . . . , N , i 6= j. In such a
case, we have S(U) =
∑
i Si(U). Then, rather than bounding
S(U), each Si(U) will be bounded separately by Ji and the
respective bounds added up. This yields the following result:
1The derivative has to be understood here in a weak sense due to the
possible presence of nonsmooth points. Hence the supremum at these points
is taken over all possible values for the derivative.
3Theorem 3.1: Let us assume that the compact and con-
nected set U ⊂ R is partitioned in N disjoint parts as described
above. Let us also consider the functions φ(z) = zT z and
f ∈ Lc. In such a case, the Jensen’s gap is bounded from
above by:
S(U)−
N∑
i=1
Ji ≤ e1(N) =
1
4
N∑
j=1
µ(Uj)
2φ(M j −mj)
where mj = coli[mji ], m
j
i := infUj{fi}, M
j = coli[M
j
i ],
M ji := supUj{fi}. Note that the term 1/4 is also sharp in
this case.
Proof: The proof is similar as for Theorem 2.1.
Corollary 3.1: Let us assume that the compact and con-
nected set U ⊂ R is partitioned in N disjoint parts as described
above. Given a continuous function f ∈ Lc(U,Rn) which
is differentiable almost everywhere and the convex function
φ(z) = zT z; then the Jensen’s gap is bounded from above by:
S(U)−
N∑
i=1
Ji ≤ e2(N) =
1
4
N∑
j=1
µ(Uj)
4φ
(
sup
Uj
|f ′|
)
where supUj{|f
′|} = coli[supUj{|f
′
i |}] (in a weak sense).
Remark 3.1: More general versions can also be defined
using φQ instead of φI . Fragment-dependent φQj can also
be considered; see e.g. [3], [13], [4]. The analysis follows the
same lines and the results are qualitatively identical, this is
thus omitted.
B. Equidistant fragmentation
Let us consider the most simple case where the Lebesgue
measure is considered together with a fragmentation of U in
N parts of identical measure. Then the following corollary can
be derived.
Corollary 3.2: Assume that f ∈ Lc satisfies the assump-
tions of the previous results. Fragmenting the set U in N parts
of identical Lebesgue measure yields the following bound for
the Jensen’s gap:
e1(N) =
µ(U)2
4N
φ(θ) (4)
where θ = coli(θi) and θi = maxj{M ji − m
j
i}. Moreover,
when a continuous function f differentiable almost everywhere
is considered, we get the bound:
e2(N) =
µ(U)4
4N3
φ(η). (5)
where η = maxj
{
supUj |f
′|
}
.
The following proposition provides the result on the sublin-
ear convergence of the gap upper bound when the fragmenta-
tion order increases:
Proposition 3.1: When no continuity assumption is made
on the function f ∈ Lc, the upper bound e1(N) on the gap
satisfies
e1(N) =
(
1−N−1
)
e1(N − 1), N > 1
e1(1) =
µ(U)2
4 φ(θ).
When the continuous function f ∈ Lc is differentiable
almost everywhere, the upper bound e2(N) on the gap obeys
e2(N) =
(
1 + −3N
2+3N−1
N3
)
e2(N − 1), N > 1
∼
(
1− 3N−1
)
e2(N − 1) when N → +∞
e2(1) =
µ(U)4
4 φ(η).
Hence, in both cases, the error tends asymptotically to 0 and
the convergence is sublinear since limN→+∞ ei(N+1)ei(N) = 1,
i ∈ {1, 2}. Hence we can easily conclude that
N∑
i=1
Ji → S(U) when N → +∞
in any case.
Example 3.1: Let us consider the integral
J(α) := −
∫ 1
0
e2αtdt =
1
2α
(1− e2α)
for some α ∈ R (by continuity we have J(0) = −1). Now
consider the following sum of Jensen’s bounds taken over each
[ih, (i+ 1)h] with h = 1/N :
JN (α) := −
1
h
∑N−1
i=0
(∫ (i+1)h
ih
eαtdt
)2
= −N(1−e
α/N)(1−e2α)
α2(1+eα/N )
→ 12α (1− e
2α) as N → +∞.
This shows the asymptotic convergence. To see the sublinear
convergence, it is enough to remark that
lim
N→+∞
JN+1(α)− J(α)
JN (α)− J(α)
= 1.
In Fig. 1, we can see the evolution of the normalized bound
JN (α)/J(α) for different values for α. For small positive
value for α < 1, the convergence is very fast since the function
is slowly varying. When α increases the convergence becomes
slower. This follows from Theorem 2.1 and Corollary 2.1
stating that the gap is depends quadratically on the variability
of the function. In Fig. 2, the different upper bounds e1(N)
(4) and e2(N) (5) are compared to the actual gap for the case
α = 1.
⋄
C. Nonuniform fragmentation
The second conclusion, difficult to consider when analyzing
time-delay systems, concerns the fact that an adaptive frag-
mentation scheme could improve the efficiency of the method.
Indeed, defining fragments whose measure is inversely pro-
portional to the variability of the function should reduce the
gap more efficiently than the naive equidistant fragmentation.
This is an immediate consequence of the fact that Jensen’s
inequality is an equality for the set of constant functions f
(i.e. f− = f+).
Example 3.2: Let us illustrate the above discussion by
considering the critical function:
f(s) = sgn (s− (a+ b)/2) , s ∈ [a, b]
and the Lebesgue measure µ. Define also the intervals U1(ǫ) =
[a, (a+ b− ǫ)/2], U2(ǫ) = [(a+ b− ǫ)/2, (a+ b+ ǫ)/2] and
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Fig. 1. Evolution of the normalized bound JN (α)/J(α) (top) and the ratio
JN+1(α)/JN (α) (bottom) for different values for α
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Fig. 2. Evolution of the normalized bound JN (1)/J(1) and comparison
with upper bounds e1(N) (4) and e2(N) (5)
U3(ǫ) = [(a+ b+ ǫ)/2, b] for some ǫ ∈ (0, a + b). It is
clear that
⋃3
k=1 Uk(ǫ) = [a, b] and µ(Ui(ǫ) ∩ Uj(ǫ)) = 0,
for all i, j ∈ {1, 2, 3}, i 6= j and for any ǫ ∈ (0, a + b).
Since the function f(s) is constant over U1(ǫ) and U2(ǫ), for
any ǫ ∈ (0, a + b), then the Jensen’s inequality is exact and
does not introduce any conservatism. All the conservatism is
concentrated on the interval U2(ǫ) where lies the discontinuity.
Finally, using Theorem 2.1, the exact gap on this interval is
µ(U2(ǫ))
2
4
φ(f+ − f−) = ǫ2.
Thus the gap can be reduced to an arbitrary small value by
choosing adequately the set U2(ǫ). ⋄
It is important to note that, when a uniform fragmentation
scheme is used on the above discontinuous function, the gap
does not converge monotonically. Indeed, by increasing N ,
the measure of the interval where lies the discontinuity can
be locally increasing. The non-monotonic gap is however
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Fig. 3. Comparison of normalized bounds with uniform and nonuniform
fragmentation for the exponential function with α = 100 and ε = 10−4
.
bounded from above by the monotonic bounds e1 and e2
derived in Section III-B.
Example 3.3: Let us consider the function of Example 3.1.
The idea is to use a nonuniform fragmentation to speed up the
convergence. Since the slope of the function increases, then it
seems natural to fragment the interval [0, 1] in such a way that
the measure of the fragments decreases as we approach 1. We
thus consider the following delimitating sequence of points
ti := (1− ε
i−1
N )(1− ε)−1 where ε ∈ (0, 1) is a small positive
scalar and i = 1, . . . , N + 1. Obviously we have t1 = 0,
tN+1 = 1 and the interval [0, 1] is nonuniformly partitioned in
N parts Ui := [ti, ti+1], i = 1, . . . , N . The Lebesgue measure
of the interval Ui satisfies µ(Ui) = ε
i
N κ0 where κ0 = ε
−
1
N −1
1−ε .
Choosing ε = 10−4 and considering the exponential function
of Example 3.1 with α = 100, we obtain the result depicted
on Fig. 3 where we can see that the convergence speed has
been increased quite spectacularly. ⋄
Unfortunately, despite of being very efficient for the expo-
nential function, this is not of real interest for the analysis
of time-delay and sampled-data systems since the trajectories
of the system are not known a priori. To explain this, let
us consider the time delay system x˙(t) = −3/2 · x(t − 1)
with functional initial condition x(θ) = 1, θ ∈ [−1, 0]
whose unique solution is oscillating and exponentially stable.
Choose two different time instants t1 < t2 and introduce the
intervals I1 := [t1 − 1, t1], I2 := [t2 − 1, t2]. Assuming that
the exact solution of the system is known, then an adapted
nonuniform partitioning of I1 can be constructed. However,
this partitioning fails almost surely to be a good one for the
interval I2 due to the oscillating behavior of the solution. This
shows that even when the solution is known, it is, in general,
not possible to find a good nonuniform fragmentation common
to any interval of integration. Hence, it is natural to choose a
uniform fragmentation which is the best tradeoff between all
the non-uniform fragmentation schemes.
IV. EQUIVALENCE BETWEEN JENSEN’S BOUND AND SOME
BOUNDS OF THE LITERATURE
The goal of this section is to derive a complete family
of bounds equivalent to Jensen’s in terms of tightness but
more complex from a computational point of view. Despite
of their slight higher computational cost, this family has the
5nice properties of being affine in the measure of the interval of
integration and leading to LMIs that remain well-posed when
the measure of the interval of integration tends to 0. This
is very convenient when this quantity is a (time-varying or
uncertain [18], [19]) data of the problem2. The latter feature
is due to the convexity (affine) of the affine bound w.r.t. the
measure of the interval integration. This is very interesting
when LMI-based results are desired as it will be illustrated in
Section IV-B. The upcoming results can be used to motivate
the use of such affine bounds which are not worse than
Jensen’s in terms of tightness. It is finally shown that several
bounds devised in the literature are elements of this general
family.
The results of this section rely on the following lemma:
Lemma 4.1 ([4]): Given matrices C = CT ≻ 0, A = AT
and B, the following statements are equivalent:
1) The matrix inequality
M1 := A−B
TC−1B ≺ 0 (6)
holds.
2) There exists a matrix N such that the matrix inequality
M2(N) := A+N
TB +BTN +NTCN ≺ 0 (7)
holds.
3) The statement
inf
N
{
NTB +BTN +NTCN
}
= −BTC−1B.
holds true in the partially ordered space of symmetric
matrices with partial order ’≺’. Moreover the global
minimizer N∗ is unique and is given by N∗ = −C−1B.
Proof: A proof is given in [4] and is quite involved. Here
we provide an alternative one (some other proofs could rely
on the elimination/projection lemma). To see the equivalence
between 1) and 2) is enough to show that 3) holds. It is easy
to see that (7) is convex in N since R ≻ 0. Hence completing
the squares, we find that the minimum −BTC−1B is attained
for N∗ = −C−1B. Thus, for any triplet (A,B,C) satisfying
the assumptions, we can always find N∗ such that
M1 =M2(N
∗) = inf
N
{M2(N)} .
This concludes the proof.
The interest of the above result is twofold: it can be used to
transform complex nonlinear matrix inequalities [20], [8], [21]
in a more convenient form [8]; or, what is of interest here, to
prove equivalence between different results. This is stated in
the following theorem:
Theorem 4.1: Let us consider a vector function z(·) in-
tegrable over U , with Lebesgue measure µ(U), a real ma-
trix R = RT ≻ 0, and a vector function w(·) verifying∫
U
z(s)ds = Mw(·), for some known matrix M . Then the
following statements are equivalent:
1) The following inequality
−
∫
U
z(s)TRz(s)ds ≤ −µ(U)−1wTMTRMw
2This is, for instance, the case when time-delay systems are studied. In
such a case, the length of the interval of integration coincides with the delay
itself.
holds for all w(·), z(·) satisfying the above assumptions.
2) There exists a matrix N such that the inequality
−
∫
U
z(s)TRz(s)ds ≤ wTQ(N)w
holds for all w(·), z(·) satisfying the above assumptions
and where
Q(N) = NTM +MTN + µ(U)NTR−1N.
Proof: The proof is a consequence of Lemma 4.1.
Remark 4.1: A discrete-time formulation can be obtained
in the same way. This is omitted due to space limitations.
In the sequel, we will apply Theorem 4.1 and its discrete-
counterpart in order to show the equivalence between different
results of the literature.
A. A first Integral inequality
Let us consider a differentiable function x(t) verifying∫ t
tk
x˙(s)ds = Mw with M =
[
I −I
]
and w(·) =
col(x(t), x(tk)). In [19], the following bound is used:
−
∫ t
tk
z(s)TRz(s)ds ≤ wTRw, R = RT ≻ 0, t > tk
(8)
where R = NTM + MTN + (t − tk)NTR−1N and N
is an additional matrix to be determined. Then according
to Theorem 4.1, we can conclude on the equivalence with
Jensen’s. However, we will see in the next example that it is
sometimes better suited to use the affine formulation.
B. A reason for using the affine formulation rather the rational
one
This discussion aims at illustrating the ill-posedness prob-
lem arising when the support of the integral varies in time
and may vanish at some instants. The affine formulation does
remain well-posed in such circumstances leading then to more
appropriate numerical tools, like LMIs. In [19], aperiodic
sampled-data systems are considered and an affine version
of the Jensen’s inequality is employed to provide an LMI
condition [19, Theorem 1]. If the rational one was used,
this would create a concave term in (t − tk) of the form
−(t − tk)
−1MT2 RM2 where R = RT ≻ 0, M2 ∈ Rn×2n,
t ∈ [tk, tk+1], tk+1 − tk ≤ τm, tk being the sampling
instants (following the notation of [22]). This term is ill-
posed when t → tk and a way to overcome this problem
consists of bounding this term by −τ−1m MT2 RM2. We compare
now this ’result’ to the Theorem 1 of [19] on the system
[18, Example 4], [19, Example 1]. Theorem 1 of [19], based
on the affine formulation, yields a maximal τm = 1.6894
while the ’result’ based on the rational Jensen’s inequality
yields the lower value τm = 0.8691. Even though the bounds
are initially equivalent, the desire of making the problem
tractable (obtaining well-posed LMIs) introduces considerable
conservatism. This illustrates the importance of the affine
version of the Jensen’s inequality since we have to favor tools
in calculations that lead to better numerical solutions.
6C. A second Integral inequality
In [23, equation (7)], the following bound is considered:
−
∫ t
t−τ
x˙(s)TRx˙(s)ds ≤ ξ(t)T (M + τNTR−1N)ξ(t). (9)
Simple calculations on this upper bound shows that Theorem
4.1 applies and that this bound is equivalent to the Jensen’s
inequality.
D. A sum inequality
In [9, equation (7)], a bound of the form is introduced:
−
k−1∑
i=k−h
y(i)TRy(i) ≤ ξ(k)T
[
i+ hNTR−1N
]
ξ(k). (10)
In this case, the discrete-time version of Theorem 4.1 can
be applied, showing then equivalence with the discrete-time
version of the Jensen’s inequality.
V. CONCLUSION
The conservatism of the Jensen’s inequality has been ana-
lyzed using the Gru¨ss inequality. Motivated by several results
of the literature, a fragmentation scheme has been considered.
It has been shown that the gap converges asymptotically to
0 as the order of fragmentation increases. Next, nonuniform
fragmentation techniques have been introduced and their pos-
sible accelerating effect illustrated. Unfortunately, they can be
applied in some very specific cases only. This showed that the
best tradeoff lies in the use of uniform fragmentation schemes.
The second part of the paper has been devoted to the char-
acterization of a family of bounds, equivalent to Jensen’s in
terms of tightness but with a higher computational complexity.
This family defines affine bounds in the measure of interval
of integration (rational and nonconvex for Jensen’s) for which
the obtained matrix inequalities remain well-posed when the
measure of the integral of integration tends to 0. This is of
crucial interest when LMIs are sought. It has been shown that
several bounds devised in the literature are elements of this
family.
As a final remark, this homogeneity suggests that Jensen’s
inequality and its companions could be the best bounds still
preserving a tractable structure to the problem. This together
with a (possibly adaptive) fragmentation scheme should lead
to asymptotically exact well-posed approximants of integral
terms, affine in the measure of the integration support.
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