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Re´sume´ :
Dans un contexte ou` la connaissance e´mane de re`gles
et que les seules observations possibles proviennent de
l’espace des conclusions, l’infe´rence d’explications po-
tentielles n’est pas aise´e. Ceci explique pourquoi nous
nous sommes inte´resse´s aux modificateurs linguistiques
dans l’abduction floue. En e´tendant des re´sultats de
Mellouli et Bouchon-Meunier, nous montrons que des
modificateurs sont inexplicables avec certaines implica-
tions. Au lieu de revoir notre re`gle originelle comme
incompatible avec les donne´es, nous questionnons le
choix de l’ope´rateur d’implication. Nous montrerons que
les conclusions acceptables de´pendent de l’implication,
comme l’interpre´tation se´mantique des re`gles correspon-
dantes.
Mots-cle´s :
Raisonnement abductif, meilleure explication,
infe´rence floue, implications floues, modus ponens
ge´ne´ralise´.
Abstract:
In a context where all knowledge is given by rules and
the only observable data lies in the solution space, infer-
ring potential explanations for a given observation is not
an easy task, even if the observation is close to the ex-
pected conclusion. This is why we originally considered
the impact of hedges on observations in abductive rea-
soning. Extending a formal definition of fuzzy abduction
given by Mellouli and Bouchon-Meunier, we show that
some modifiers are inexplicable for a given implication.
Instead of reconsidering our original rule as being incom-
patible with the data, we choose to question the selection
of fuzzy implication. Indeed, we will show that possible
conclusions are dependent on the implication operator, as
is the semantic interpretation of the associated rules.
Keywords:
Abductive reasoning, best explanation, fuzzy infe-
rence, fuzzy implications, Generalised Modus Ponens.
1 Introduction
Lorsque toute la connaissance a` disposition est
sous forme de re`gles et que les seules observa-
tions que l’on puisse faire appartiennent a` l’es-
pace des conclusions, l’infe´rence abductive per-
met de construire un jeu d’hypothe`ses explica-
tives pour une observation donne´e. On trouve
des utilisations du raisonnement abductif dans
des domaines aussi varie´s que le diagnostic
me´dical [11, 7], le diagnostic de pannes [13],
l’interpre´tation de requeˆtes [12] ou de texte
[8, 14] voire la navigation sur internet [15].
Les connaissances lie´es a` ces domaines sont
e´videmment impre´cises et incertaines en rai-
son de l’intervention d’humains ou simplement
parce que les donne´es manipule´es le sont. Ces
impre´cisions et incertitudes justifient l’utilisa-
tion d’un formalisme flou. En effet, si l’expres-
sion de symptoˆmes me´dicaux comme des va-
leurs pre´cises et certaines est parfois possible,
l’interpre´tation du patient de ces symptoˆmes
sera peut eˆtre une caracte´risation floue de
ces mesures. De plus, si des re`gles servent a`
repre´senter la connaissance et le contexte, il
est fort peu probable que les conclusions at-
tendues et les observations coı¨ncident parfaite-
ment, condition ne´cessaire a` l’abduction clas-
sique.
L’utilisation de modificateurs linguistiques dans
le raisonnement abductif permettrait donc d’ex-
pliquer des observatoins le´ge´rement diffe´rente
des conclusions attendues. Par exemple, si toute
appendicite implique une douleur au ventre,
l’observation d’une forte douleur au ventre ne
devrait-elle pas eˆtre justifie´e par une pe´ritonite
plutoˆt qu’au mieux l’appendicite d’origine ?
Une description formelle du raisonnement
abductif flou a e´te´ pre´sente´e par Mellouli
et Bouchon-Meunier dans [9, 10] ainsi que
quelques re´sultats sur les modificateurs lin-
guistiques. Les auteurs y pre´sentent l’abduc-
tion floue comme l’inversion du Modus Ponens
Ge´ne´ralise´ (MPG), le me´canisme d’infe´rence
floue.
Nous commenc¸ons cet article par un rappel de
ces travaux et des types de re`gles floues, tels que
de´crits par Dubois et Prade [5, 6], pour lesquels
Mellouli et Bouchon-Meunier ont choisi d’in-
verser le MPG.
Les sections 3 et 4 pre´senteront nos pre-
miers re´sultats avec diffe´rents modificateurs
linguistiques et les implications de Go¨del et
Łukasiewicz. Un de ces re´sultats sera montre´ en
contradiction avec le MPG.
La section 5 de´bute par une explication de
l’incohe´rence originelle et explique comment
nous proposons de l’utiliser afin de classifier
les re`gles et leur attribuer une interpre´tation a
posteriori. Pour ce faire nous de´velopperons des
re´sultats ge´ne´raux sur le MPG.
Nous concluons cet article par nos perspectives
de travail sur le MPG dans le cadre du raisonne-
ment abductif et sur une nouvelle classification
se´mantique des implications floues.
2 Contexte du proble`me
Mellouli et Bouchon-Meunier proposent l’in-
version du Modus Ponens Ge´ne´ralise´ comme
solution a` la formalisation du raisonnement ab-
ductif flou. En raison du nombre important
d’implications floues [5, 6] cette taˆche est un
proble`me complexe.
2.1 Classification de re`gles floues
Mellouli et Bouchon-Meunier e´tudient deux de
ces classes se´mantiques : les ‘re`gles a` certitu-
de’ construites a` partir de s-implications et les
‘re`gles graduelles’ a` partir de r-implications.
Dans [10], les auteurs e´tudient les effets de
modificateurs de relaˆchement sur une obser-
vation e´tant donne´e une re`gle graduelle et
l’implication de Go¨del. Mellouli et Bouchon-
Meunier utilisent leur de´finition de la fonc-
tion d’appartenance a` l’explication maximale
de ce type de proble`me (i.e. ∀u ∈ U ,
fAG(u) = inf
v∈V
IT (IT (fA(u), fB(v)), fB′(v))) pour
montrer que dans certains cas le modificateur
d’origine est pre´serve´.
Nous cherchons a` e´tendre ces re´sultats a`
d’autres implications et modificateurs. Nous
avons choisi d’e´tudier les modificateurs clas-
siques de Zadeh [16], ainsi que des modifi-
cateurs de translation pre´sente´s par Bouchon-
Meunier et Yao [1]. Nous envisagerons en-
fin les cas particuliers, de´finis a` partir de ces
translations, de modificateur de renforcement
qui contractent support et noyau (i.e. fB′(v) =
min(fB(v + ε), fB(v − ε))) et leur inverse qui les
dilatent. Ces modificateurs sont cohe´rents avec
la de´finition de Zadeh mais leur impact sur les
supports et noyaux change leur pre´cision tant
formellement qu’intuitivement.
2.2 Notation
Dans toute la suite de ce document
nous supposerons que B ⊂ V est un
sous-ensemble flou trape´zoı¨dal de V ,
de´fini par B = 〈sB1 , nB1 , nB2 , sB2〉 ou`
Support(B) = [sB1 , sB2 ], Noyau(B) = [nB1 , nB2 ].
Nous supposerons e´galement que inf
v∈V
fB(v) = 0
et sup
v∈V
fB(v) = 1, et e´tendrons ces suppositions a`
A ⊂ U . Nous introduisons e´galement, pour les
besoins de nos de´monstrations, ε1 = ε
nB1 − sB1
et ε2 =
ε
sB2 − nB2
.
3 Implication de Go¨del
Nous commencerons notre e´tude en utilisant
l’implication de Go¨del, IG(a, b) = 1 si a 6 b, b si-
non. Les re´sultats pre´sente´s ont e´te´ e´tablis avec
des modificateurs n’introduisant pas d’incerti-
tude.
3.1 Observations inexplicables
Notre premier re´sultat est une ge´ne´ralisation
de ‘l’inexplicabilite´’ de certaines observa-
tions modifie´es. Les modificateurs utilise´s sont
des modificateurs de translation et le modi-
ficateur ‘tre`s’ de Zadeh. Nous verrons que
ce dernier ne remplit pas notre condition
sur l’existence d’un hypothe´tique v0, puisque
Support(B′) ≡ Support(B). Pourtant nous pou-
vons toujours de´montrer le meˆme re´sultat car
infv∈V,fB′ (v)<fB(v)6fA(u) fB′(v) = 0.
Proposition 1 Etant donne´es l’implication de
Go¨del et la de´finition de la solution maximale
d’un proble`me d’abduction floue en pre´sence de
re`gles graduelles, la re`gle ‘Si u est A alors v
est B’ et une observation B′ telle qu’il existe un
v0 ∈ V avec 0 = fB′(v0) < fB(v0) alors AG = ∅,
i.e. la solution maximale est vide et aucune ex-
plication ne peut eˆtre trouve´e.
3.2 L’approximativement de Zadeh
Nous observons un ‘approximativement B’ tel
que : ∀v ∈ V, fB′(v) = fB(v)α, 0 < α < 1, donc,
fB′(v) > fB(v), ∀v ∈ V
fAG(u) = inf
v∈V
IG(IG(fA(u), fB(v)), fB(v)
α)
= min(M,N)
ou`
M = infv∈V,fA(u)6fB(v) IG(1, fB(v)
α)
= infv∈V,fA(u)6fB(v) fB(v)
α = fA(u)
α
et on de´montre aise´ment que N = 1.
Donc fAG(u) = fA(u)α, ∀u ∈ U
Ce que nous interpre´tons par ‘Si l’observation
est approximativement B alors l’explication est,
au plus, approximativement A’.
3.3 Dilatation de Noyau et Support
Notre cate´gorisation observe´e B′ est telle que :
∀v ∈ V, fB′(v) = max(fB(v + ε), fB(v − ε))
Donc nous avons : fB′(v) > fB(v), ∀v ∈ V . Soient
fB+(v) =
v − sB1
nB1 − sB1
et fB−(v) =
sB2 − v
sB2 − nB2
,
∀ v ∈ V . Alors nous pouvons e´crire, ∀v ∈ V :
fB(v) = max(0, min(1, min(fB+(v), fB−(v))))
fB(v + ε) = max(0, min(1, min(fB+(v) + ε1, fB−(v)− ε2)))
fB(v − ε) = max(0, min(1, min(fB+(v)− ε1, fB−(v) + ε2)))
Alors, ∀v ∈ V :
max(fB(v − ε), fB(v + ε)) =
max(0,min(1,min(fB+(v) + ε1, fB−(v) + ε2)))
puisque ε1 > 0 et ε2 > 0
fAG(u) = inf
v∈V
IG(IG(fA(u), fB(v)), fB′(v))
= min(M,N)
ou` M = 1 et
N = infv∈V,fA(u)6fB(v) IG(IG(fA(u), fB(v)), fB′(v))
= infv∈V,fA(u)6fB(v) IG(1, fB′(v))
= infv∈V,fA(u)6fB(v) max(fB(v + ε), fB(v − ε))
= max(0,min(1,min(fA(u) + ε1, fA(u) + ε2)))
= min(1, fA(u) + min(ε1, ε2))
Alors, ∀u ∈ U
fAG(u) = min(1, fA(u) + min(ε1, ε2))
Ce que nous interpre´tons par ‘Si l’observation
est autour de B alors il est relativement certain
que l’explication soit, au plus, autour de A’.
B
B′AG
A
Figure 1: Un modificateur expansif dilatant
Noyau et Support et son explication maxi-
male, avec l’implication de Go¨del
Notre proposition dit que lorsqu’une observa-
tion est plus pre´cise que la conclusion d’origine
elle ne peut eˆtre explique´e dans notre contexte.
Nous avons e´galement montre´, confirmant les
re´sultats de Mellouli et Bouchon-Meunier,
qu’un modificateur expansif e´tait presque
pre´serve´ par abduction.
4 Implication de Łukasiewicz
Nous allons maintenant e´tudier l’implication de
Łukasiewicz (IŁ(a, b) = min(1− a+ b, 1)), dans le
meˆme cadre.
4.1 Modificateurs expansifs et Łukasiewicz
Une fois de plus le the´ore`me 1 de´coule de la
ge´ne´ralisation de re´sultats e´tablis a` partir de
modificateurs expansifs n’introduisant pas d’in-
certitude.
The´ore`me 1 Etant donne´s l’implication de
Łukasiewicz, un proble`me abductif graduel et
une observation B′ telle que fB′(v) > fB(v), ∀v ∈
V et si ∃v0 ∈ V tel que fB′(v0) = fB(v0) = 0 alors
l’explication maximale est AG = A.
De´monstration
fAG(u) = inf
v∈V
IŁ(IŁ(fA(u), fB(v)), fB′(v))
= inf
v∈V
IŁ(min(1− fA(u) + fB(v), 1), fB′(v))
= inf
v∈V
min(1 −min(1− fA(u) + fB(v), 1) + fB′(v), 1)
= min(M,N)
on de´montre que M = infv∈V,fB(v)>fA(u) fB′(v) et
N = fA(u) + infv∈V,fB(v)6fA(u)61+fB(v)−fB′ (v) fB′(v)− fB(v)
Puisque ∀v ∈ V, fB′(v) − fB(v) > 0 = fB′(v0) −
fB(v0) et que ∀u ∈ U, fA(u) > 0 = fB(v0) nous
montrons que N = fA(u) + fB′(v0) − fB(v0) =
fA(u).
De plus, M > fA(u) car fB′(v) > fB(v) et
infv∈V,fB(v)>fA(u) fB(v) = fA(u). Nous avons
donc montre´ que M > N et que :
fAG(u) = fA(u),∀u ∈ U
Ce re´sultat pose un proble`me parce qu’il est en
contradiction avec les re´sultats de Mellouli et
Bouchon-Meunier sur les formes ge´ne´rales des
explications en fonction de l’inclusion relative
d’observations (i.e. si B1 ⊃ B2 alors AG1 ⊃ AG2).
De plus, puisque AG est l’explication maximale
de B′, tout A′ expliquant correctement l’obser-
vation doit eˆtre inclus dans AG. Des e´tudes sur
le MPG ont montre´ qu’e´tant donne´e la re`gle ‘Si
u est A alors v est B’, un A′ ⊂ A ne peut impli-
quer un B′ ⊃ B.
La section 5 montrera d’ou` provient cette in-
cohe´rence et en pre´sentera une utilisation.
4.2 Le tre`s selon Zadeh
Nous supposons observer une cate´gorisation B′
telle que :
∀v ∈ V, fB′(v) = fB(v)
α, α > 1
Nous avons donc :
fB′(v) 6 fB(v), ∀v ∈ V
fAG(u) = inf
v∈V
IŁ(IŁ(fA(u), fB(v)), fB(v)
α)
= inf
v∈V
IŁ(min(1− fA(u) + fB(v), 1), fB(v)
α)
= inf
v∈V
min(1 −min(1− fA(u) + fB(v), 1) + fB(v)
α, 1)
= min(M,N)
ou` M = fA(u)α et
N = infv∈V,fB(v)<fA(u) min(fA(u)− fB(v) + fB(v)
α, 1)
= infv∈V,fB(v)<fA(u) fA(u)− fB(v) + fB(v)
α
= fA(u) + infv∈V,fB(v)<fA(u) fB(v)
α − fB(v)
= min(N1, N2)
Soit fα(v) = fB(v)α − fB(v), ∀v ∈ V . Nous sa-
vons que fα(v) 6 0 partout, et de plus que
fα(v) < 0, ∀v ∈ V tel que 0 < fB(v) < 1. Donc
il existe un γ tel que : γα − γ = inf
v∈V
fα(v) et fα(v)
de´croit pour tout v tel que fB(v) 6 γ et croit pour
tout v tel que fB(v) > γ. D’ou` nous de´montrons
N1 = fA(u)
α et N2 = fA(u)− γ + γα. Donc
fAG(u) =
{
fA(u)− γ + γ
α si fA(u) > γ
fA(u)
α sinon
Nous notons ici l’introduction d’une
impre´cision dans la de´normalisation de
fAG . Nous interpre´tons ce re´sultat par ‘si B′ est
tre`s B’ alors il est ‘γ − γα improbable que AG
soit tre`s A’.
Dans ce cas particulier il semble que notre intui-
tion initiale soit confirme´e, bien qu’atte´nue´e. En
effet si nous observions, dans notre exemple ori-
ginel, une ‘tre`s forte douleur a` l’abdomen’ nous
pourrions conclure a` une ‘appendicite se´rieuse
avec 14 incertitude’, ou ‘trois chances sur quatre
de pe´ritonite’.
4.3 Une translation explique´e par
Łukasiewicz
Observons un B′ tel que :
∀v ∈ V, fB′(v) = fB(v + ε)
Soient B1 = ]nB2 − ε, sB2 [ et B2 = B r B1 alors
fB′(v) < fB(v), ∀v ∈ B1 et fB′(v) > fB(v), ∀v ∈ B2.
fAG(u) = inf
v∈V
IŁ(IŁ(fA(u), fB(v)), fB(v + ε))
= inf
v∈V
IŁ(min(1− fA(u) + fB(v), 1), fB(v + ε))
= min(M,N)
ou`
M = infv∈V,fB(v)>fA(u) fB(v + ε)
= min(M1,M2)
avec
M1 = infv∈B1,fB(v)>fA(u) fB(v + ε)
= max(fA(u)− ε2, 0)
et
M2 = infv∈B2,fB(v)>fA(u) fB(v + ε)
= fA(u) + γ > fA(u)
puisque fB(v + ε) > fB(v), et
N = infv∈V,fB(v)6fA(u) min(fA(u)− fB(v) + fB(v + ε), 1)
= infC fA(u)− fB(v) + fB(v + ε)
= fA(u) + infC fB(v + ε)− fB(v)
= max(fA(u)− ε2, 0)
ou` C = {v ∈ V |fB(v) 6 fA(u) 6 1 + fB(v)− fB(v + ε)}.
Donc, ∀u ∈ U .
fAG(u) = max(fA(u)− ε2, 0)
Nous montrons de la meˆme manie`re que pour
une observation B′ translate´e a` gauche, i.e.
fB′(v) = fB(v − ε), nous aboutissons a` une ex-
plication maximale AG telle que, ∀u ∈ U :
fAG(u) = max(fA(u)− ε1, 0)
A
B B′
AG
ε sB2 − nB2
ε
sB2
−nB2
Figure 2: Introduction d’une incertitude par
Łukasiewicz et une translation
4.4 Contraction du Support et du Noyau
Soit B′ tel que :
∀v ∈ V, fB′(v) = min(fB(v + ε), fB(v − ε))
Donc
fB′(v) 6 fB(v), ∀v ∈ V
fAG(u) = inf
v∈V
IŁ(IŁ(fA(u), fB(v)), fB′(v))
= inf
v∈V
IŁ(min(1− fA(u) + fB(v), 1), fB′(v))
= inf
v∈V
min(1 −min(1− fA(u)+
fB(v), 1) + min(fB(v + ε), fB(v − ε)), 1)
= min(M,N)
ou`
M = infv∈V,fB(v)>fA(u) min(fB(v + ε),
fB(v − ε))
= min(infv∈V,fB(v)>fA(u) fB(v + ε),
infv∈V,fB(v)>fA(u) fB(v − ε))
= min(max(fA(u)− ε2, 0),max(fA(u)− ε1, 0))
= max(0, fA(u)−max(ε2, ε1))
et
N = infv∈V,fB(v)6fA(u) min(fA(u)− fB(v)+
min(fB(v + ε), fB(v − ε)), 1)
= infv∈V,fB(v)6fA(u)61+fB(v)−fB′ (v) fA(u)−
fB(v) + min(fB(v + ε), fB(v − ε))
= fA(u) + infv∈V,fB(v)6fA(u)61+fB(v)−fB′ (v)
min(fB(v + ε), fB(v − ε))− fB(v)
= max(0, fA(u)−max(ε2, ε1))
Donc, ∀u ∈ U
fAG(u) = max(0, fA(u)−max(ε2, ε1))
AG
A B
B′
Figure 3: min(fB(v + ε), fB(v− ε)) et son ex-
plication de´normalise´e
Nous avons vu que les modificateurs de trans-
lations s’expliquent par une hypothe`se maxi-
male de´normalise´e. Nous avons e´galement
montre´ que l’extension des re´sultats de Mel-
louli et Bouchon-Meunier produisent parfois
des re´sultats incohe´rents. La section suivante va
retracer l’origine de cette incohe´rence et pro-
poser une manie`re de l’utiliser pour offrir une
interpre´tation se´mantique d’un jeu de re`gles
adapte´e aux observations possibles.
5 Classification en fonction d’obser-
vations
Le the´ore`me 1 montrait une incohe´rence
dans l’extension des re´sultats de Mellouli et
Bouchon-Meunier. Cette section va montrer
pourquoi ce re´sultat n’est pas acceptable mais
proposer une fac¸on de l’utiliser.
5.1 Origine de l’incohe´rence
Nous avons montre´ qu’e´tant donne´ un proble`me
abductif en pre´sence de re`gles graduelles, de
l’implication de Łukasiewicz et d’une observa-
tion telle que B′ ⊃ B et inf
v∈V
fB′(v) = 0 alors
AG = A. Notre proble`me est que ce re´sultat est :
– En contradiction avec des re´sultats classiques
sur le Modus Ponens Ge´ne´ralise´ :
– si A′ ⊆ A alors B′ = B
– si A′ ⊃ A alors B′ ⊃ B
– En contradiction avec des re´sultats ante´rieurs
sur l’abduction :
– si B′1 ⊂ B′2 alors AG1 ⊂ AG2 , ici AG1 = A
– En contradiction avec Łukasiewicz en tant
que r- et s-implication :
– Toute explication satisfaisante A′ est telle
que A′ ⊆ AG
– r-implication : AG = A
– s-implication : A′ = U
Nous devons donc revoir notre re´sultat en
fonction de ces observations. En effet, puis-
qu’avec l’implication de Łukasiewicz la conclu-
sion par Modus Ponens Ge´ne´ralise´ B′ s’e´crit
fB′(v) = max(supu∈U,fA(u)6fB(v) fA′(u), fB(v) +
supu∈U,fA(u)>fB(v) fA′(u) − fA(u)), nous pouvons
montrer que si B′ ⊃ B alors inf
v∈V
fB′(v) > 0.
Il en est de meˆme pour notre proposition 1, et
puisqu’avec l’implication de Go¨del nous avons
fB′(v) = max(supu∈U,fB(v)>fA(u) fA′(u), fB(v))
nous voyons que B′ ⊇ B et notre condition (B′
tel qu’∃v0 ∈ V avec 0 = fB′(v0) < fB(v0)) est
impossible.
Bien que les deux implications que nous
e´tudions ne soient pas en mesure d’atteindre
les observations que nous proposons, celles-
ci ne semblent pas intuitivement incohe´rentes.
Il est donc possible qu’il existe une impli-
cation permettant de ge´ne´rer ces formes par
MPG. Si une ou plus des conclusions des re`gles
diffe`rent alors de peu de ces observations les
seuls ope´rateurs d’implication cohe´rents feront
partie de ceux-ci.
Nous pre´tendons de plus qu’e´tant donne´e
une observation envisageable et un jeu de
re`gles nous pouvons cate´goriser les impli-
cations a` utiliser. Puisqu’une observation ne
s’appariera qu’avec une partie des conclu-
sions du jeu de re`gles, nous proposons une
cate´gorisation des re`gles cohe´rente avec les
donne´es observe´es. En effet, dans la majo-
rite´ des cas l’interpre´tation d’une re`gle sera
donne´e a priori, quelle que soit l’origine de la
re`gle, et l’ope´rateur d’implication choisi sans
conside´ration de sa cohe´rence avec les donne´es.
Notre approche tente de construire des sous-
ensembles de re`gles cohe´rents par rapport aux
observations, leur affectant l’interpre´tation de
l’implication choisie selon [5, 6].
Pour faire ceci nous devons classer les formes
accessibles par MPG pour chaque paire d’im-
plication et ope´rateur de MPG. Ce genre
d’e´tude a e´te´ mene´ par le passe´ mais, puisque
leur utilisation e´tait diffe´rente, les re´sultats
ne sont ni suffisamment pre´cis ni exhaustifs.
Les e´tudes du MPG classiques s’inte´ressent
typiquement a` la conclusion d’une observa-
tion pre´cise e´tant donne´e une pre´misse floue
ou a` des modifications tre`s localise´es [4]. Le
proble`me dans l’utilisation de ces re´sultats est
que nous devons e´liminer ou accepter une forme
donne´e pour une implication. Nous devons donc
comple´ter les re´sultats existants afin d’eˆtre suˆrs
que nous n’oublions pas de cas.
La fonction d’appartenance a` la conclu-
sion d’une re`gle floue avec l’implication de
Łukasiewicz s’e´crit :
fB′(v) =
max
(
supu∈U,fA(u)6fB(v) fA′(u),
fB(v) + supu∈U,fA(u)>fB(v) fA′(u)− fA(u)
)
D’ou` nous concluons que :
– inf
v∈V
fB′(v) > supu∈Support(A) fA′(u)
– Si A′ ⊃ A alors B′ ⊃ B
– Si A′ ⊂ A et Noyau(A′) ∩ Noyau(A) 6= ∅ alors
B′ = B
– Si A′ ⊂ A et Noyau(A′) ∩ Noyau(A) = ∅ alors
B′ ⊂ B
Ces re´sultats montrent qu’aucun des modifi-
cateurs que nous proposions n’est compatible
avec l’implication de Łukasiewicz, puisqu’ils
pre´servaient tous inf
v∈V
fB′(v) = 0 et B′ ⊃ B qui
n’est vrai que si A′ ≡ A.
6 Conclusion
Cet article soule`ve une contradiction avec des
re´sultats e´tablis dans le cadre formel de l’ab-
duction floue. Cette incohe´rence provenait de
l’impossibilite´ d’observer certaines formes avec
certaines implications. Cependant ces formes
ne paraissaient pas contredire les donne´es
qu’elles repre´sentent. Dans ce travail nous
avons retrace´ l’incohe´rence au choix de l’impli-
cation et en avons de´duit une se´lection motive´e
par les observations. Les e´tudes du Modus Po-
nens Ge´ne´ralise´ disponibles nous offrent des in-
formations sur les formes acceptables pour une
implication donne´e mais ne permettent pas d’en
e´liminer d’autres. Nous avons donc besoin de
ge´ne´raliser ces re´sultats.
Le choix de l’implication en fonction des
donne´es implique que l’interpre´tation de notre
base de re`gles est cohe´rente avec les observa-
tions. Cette interpre´tation profiterait d’une clas-
sification au niveau de l’implication plutoˆt qu’a`
celui de classes d’implications. En effet, des
implications de classes diffe´rentes peuvent pro-
duire des formes semblables ou l’inverse, ce qui
pourrait se traduire par des proximite´s ou dissi-
milarite´s se´mantiques.
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