We consider a class of weighted Emden-Fowler equations (Pα)
Introduction and results
For R ∈ (0, 1) and α > 0 we set
We also set V (|x|) = |x| α for R = 0 and V (|x|) = (1−|x|) α for R = 1. We will use R-subscripts and α-subscripts in those instances where the dependence on R and α plays any role. We consider the boundary value problem (P) −∆u = V (|x|) |u| p−1 u in B, u = 0 on ∂B, on the unit ball B = B(0, 1) ⊂ R N . Throughout the paper we shall consider p superlinear and Sobolev-subcritical, namely p ∈ 1, N +2 N −2 if N ≥ 3 and p > 1 if N = 1, 2. In the particular case of N = 3 and R ∈ (0, 1], the above problem corresponds to modeling the effect of a force field whose sources are uniformly distributed on the spherical shell {x ∈ R N ; |x| = R}, such that the larger α is, the stronger the field becomes; see e.g. [7] for similar models. So, the particles inside the region B are pushed away from this shell as α → ∞. This line of reasoning may suggest that, as α → ∞, concentration on parts of the domain far away from the shell should occur, namely either at the origin or at the boundary; cf. [5, 6] in the case of R = 0 where point concentration at the boundary is proved.
Note that (P) interpolates two opposite situations: with R = 1 we obtain (D) −∆u = (1 − |x|) α |u| p−1 u in B, u = 0 on ∂B, whose positive solutions, in particular groundstates, are radially symmetric by the celebrated result of Gidas-Ni-Nirenberg [9] , whereas with R = 0 we are led to the Hénon equation [10] (H) −∆u = |x| α |u| p−1 u in B, u = 0 on ∂B, whose groundstate solutions (which we know are positive) [5, 12] are nonradial for large enough values of α. Here we highlight, quantitatively, a stability phenomenon for the symmetry breaking of groundstate solutions. In fact, we find a condition on R, by means of universal constants, for the symmetry breaking of groundstate solutions of (P) to occur for any α suitably large. In the present context N and p are parameters which are fixed from the start. We recall that if u is a groundstate solution of (P), with α ≥ 0, then |u| is also a groundstate solution. Then, by the strong maximum principle, |u| > 0 in B and hence either u > 0 in B or u < 0 in B. So, throughout this paper, we will work with positive groundstate solutions.
We know from [2, Theorem 2.6] that any groundstate solution of either (P) is foliated Schwarz symmetric if R ∈ [0, 1) and radially symmetric and radially decreasing if R = 1. Hence, we may assume that the maximum of any groundstate solution of (P) is attained at a point of the form (s α , 0, . . . , 0) ∈ B where s α ∈ [0, 1).
Notation. B ρ = B(0, ρ) ⊂ R N is the ball centred at the origin with radius ρ > 0. We set B = B 1 , whose boundary has (N − 1)-dimensional Lebesgue measure given in terms of the classical Gamma-function by
Solutions to (P) are critical points of (I)
and its groundstates can be found by suitable rescaling of optimisers to the best constant
, and its least energy radial solutions corresponds to rescaling of optimisers to the constant
, which are achieved by standard direct minimisation in H 1 0 (B) and, respectively in H 1 0,rad (B). In particular, we consider a positive optimiser u * α,rad to S α,rad such that
Then by the Palais criticality principle
, it is easy to see that the relation between the energy level (C α,rad )
We will extensively refer to this relation, as well as to such a positive radial solution u α,rad to (P). The same scaling argument using a positive optimiser u * α to S α allows to define
We refer to such u α as a groundstate solution to (P). It is well-known that, among all the nontrivial critical points of I α , u α has least energy, and that C α = I α (u α ) is in particular a mountain pass level for I α . Finally we set
i.e. the best constant for the subcritical Sobolev's embedding.
Notation. Throughout the paper we use the following asymptotic notation for α → +∞. For real valued functions f (α), g(α) ≥ 0 defined for α large we write:
Main results. Using the convergence result in Proposition 3.1 below and the symmetry breaking result for groundstate solutions for the Hénon equation [12] , we obtain the following preliminary observation. Proposition 1.1 (An embryonic symmetry breaking result). Let N ≥ 1 and α * > 0 be such that no groundstate of the Hénon equation (H) is radially symmetric for all α > α * . Then, given any α > α * , there exists R 0 = R 0 (α) ≤ 1 such that no groundstate of (P) is radially symmetric if 0 ≤ R < R 0 .
One of our main results is a quantitative estimate for a radius R 0 which is sufficient for symmetry breaking to occur for all the groundstate solutions relative to R < R 0 . The price we pay for such a quantitative bound on R is a non-uniform symmetry breaking result with respect to α. More precisely, we prove the following result.
and groundstates of (P) are nonradial for all α > α(R).
Remark 1.3. We stress that a symmetry breaking result, uniform with respect to R ∈ [0, 1), based on the growth of S α and S α,rad , cannot be obtained. Indeed, this follows from the convergence (3.4), combined with
which is a consequence of (2.1) and (5.4) , and
which have been proved in [12, eq. (5) ] and [6, Proposition 3.1].
Theorem 1.2 is achieved by the method which we may outline as follows. We first deduce an asymptotic upper bound on S α in Section 2. Then we obtain asymptotic lower bound estimates on S α,rad by means of intermediate inequalities developed in the main body of the paper, Section 4. These are obtained by Nehari's and Pohozaev's identities, expressing integrals of radial functions in terms of Euler's Beta functions (involving α) after using Ni's inequality [11] ; see also [13] . In performing this we pay attention to the contribution of the boundary to integrals of the formˆB \B R . . . dx, which are the technical obstruction for symmetry breaking to occur for all R < 1. This is expected, as we have recalled that symmetry holds when R = 1. The aforementioned intermediate estimates take into account possibly different asymptotic contributions, namely A α (R) and B α (independent on R) in Lemma 4.4, which maybe regarded as a weighted influence produced by both the (D) and the (H) limiting PDE's; see also Remark 6.1. In fact the proof of Theorem 1.2 in Section 5 consists in analysing the (least favourable) case where the lower bound for S α,rad is asymptotically equivalent to the upper bound for S α . This corresponds to A α (R) being asymptotically strong: a phenomenon which does not occur when dealing with the Hénon equation [12] . In this case the condition R < R 0 is found comparing the constants so that S α,rad > S α holds asymptotically and strictly. We believe that this analysis relates in a nontrivial way to that for the classical Hénon equation as given in [12] . As a byproduct of this method we obtain a lower bound on the subcritical best constant S; see also Remark 6.1 . Remark 1.4 (A lower bound for S). Let N ≥ 3, S = S(N, p) be the best constant defined in (S) and K(N, p) as in (1.4) . Then by [9] no symmetry breaking occurs for R = 1 and so
In a recent paper [1] it has been proved that the function
is decreasing on (0, 2 * − 1), for N ≥ 3 and on (0, ∞) for N = 1, 2. Using this result one has a lower bound by means of the explicitly known value of the classical Sobolev constant for p = 2 * − 1 [14] . We wonder if our method would yield an improved lower bound with a possibly different choice of V.
The case N = 2 is more tricky. In this case we use an a priori logarithmic radial estimate from [4, Lemma 2.5] which is the low dimensional analog of Ni's classical estimate in [11] . Following the scheme of the proof of Theorem 1.2 for N = 2 one finds that, as a consequence of the 'log' factor, the asymptotic bounds for S α,rad and S α,rad do not match, see Remark 5.2. Nevertheless, allowing the radius R to be a suitable function of α yields the following. Theorem 1.5 ('Moving shell' symmetry breaking). Let N = 2 and p > 1. Let 1 > R(·) ≥ 0 be a function such that for some δ > 0
Then, there exists α * > 0 such that S α < S α,rad and groundstates of (P) are nonradial for all α > α * .
The bound provided by Lemma 2.1 below is also used to achieve the following qualitative result, which essentially states that under a certain growth assumption on the picks of the groundstates, as α gets large, maximum points are allowed to accumulate only at the boundary or at the origin, as heuristically pointed out earlier in this introduction. The proof also combines in an essential way a blow-up argument with Liouville theorems, such as Gidas-Spruck's [8] . Theorem 1.6 (Boundary or origin concentration). Let N ≥ 3 and R ∈ (0, 1) be fixed. Given α > 0, let u α be a groundstate solution of (P). Set
Then (x α ) has at most two accumulation points, namely either the origin or (1, 0, . . . , 0).
Since for the Hénon equation, namlely for R = 0, it holds that β α ≍ α 2/(p−1) (see e.g. [5] and [6] ) and thereforeˆR
, it is reasonable to believe that (1.7) holds for groundstates when R ∈ (0, 1). In fact, as we show in the following proposition, (1.7) holds for groundstates also in the case of the endpoint R = 1. The proof is based on the estimates developed in the main body of the paper, Section 4, together with the symmetry result of Gidas-Ni-Nirenberg [9] ; see also Remark 6.1.
Based on the proof of Lemma 2.1 it is natural to expect that when R < 1/2 concentration holds at the boundary, whereas R > 1/2 concentration may occur at the origin. In the case R = 1/2 a groundstate may find equally convenient to concentrate around either the origin, the boundary, or both: in principle one may have different maximum points (x α ), (x ′ α ) which converge respectively to the origin and to (1, 0, . . . , 0).
Estimate for S α
Here we write S α as S α,R to emphasize its dependence on R.
On the other hand, let R ∈ (0, 1]. In this case we have V R is decreasing for r < R. Setting
Then the conclusion follows from (2.2) and (2.3).
Remark 2.2. Note that for R = 1/2 the same estimate can be proved using a convex combi- , 0, ..., 0) , and x α = (1 − 1 α , 0, ..., 0).
3.
Relation with (D) and (H) equations and proof of Proposition 1.1
A first consequence of the bound (2.1) on the best constant S α is the following propositions. Here we write S α as S α,R and V as V R to emphasize their dependence on R. Proof. Pick a sequence (R n ) n∈N converging to zero and consider optimisers u * α,Rn to S α,Rn witĥ
The bound (2.1) on S α,Rn implies that C(α, p, N ) . Passing if necessary to a subsequence we have that
Since V Rn → |x| α , by weakly lower semicontinuity we have that
On the other hand, pick U ∈ H 1 0 (B) which minimises the Hénon quotient, namely
and using (3.2), we have
Therefore, from (3.2) and (3.3), S α,0 = lim n→∞ S α,Rn , u * α,Rn → U 0 in H 1 0 (B) and since the sequence (R n ) converging to zero was arbitrary we infer that S α,0 = lim R→0 + S α,R . The subcriticality of p allows to perform a classical bootstrap argument to show that the convergence is in C 2,δ (B), and this concludes the proof.
Proof of Proposition 1.1. It follows directly from Proposition 3.1 combined with the symmetry breaking result in [5, 12] .
We end this section with two propositions which highlight the connection with the limiting problem (D).
Proposition 3.2 (Relation with the (D) equation).
Let N ≥ 1. For any α > 0, it holds that
Moreover, given any sequence
Proof. The proof is identical to that of Proposition 3.1. We leave out the details.
Growth estimates for C α,rad
The estimates which follow are essentially based on implementing Ni's inequality into a suitable rewriting of Nehari's and Pohozaev's identities associated with u α,rad .
Estimate for´∂ B |Du α,rad | 2 from above.
Proof. Integrating (1.2) over B, by radial symmetry and the divergence theorem we have:
Then, by Hölder's inequality we obtain:
.
By the definition (C α,rad ) and testing (1.2) with u α,rad we infer that
Setting
It follows that
Finally, inserting (4.3) and (4.4) into (4.2), we obtain (4.1). This concludes the proof.
Estimate for´∂ B |Du α,rad | 2 from below. 
Proof. From the Pohozaev identity
Let R ∈ [0, 1). By using the definition of V it is convenient to write
Inserting in (4.8) and taking into account the positivity of the last integral, we obtain
By Ni's inequality [11, eq. (4) ]
dr.
Set
By the change of variable s = 1 − r/R and by the definition of β we can express
where we have used the well-known expression of Euler's integral of the first kind in terms of Beta function B(α, β + 1). Coming back to (4.9) this immediately yields the desired estimate for R ∈ [0, 1). Finally, observing that all the calculations after (4.9) also holds in case R = 1, we conclude the proof. 
and c ε = sup r∈(0,1) r ε ln r
Proof. The only change with respect to the proof of Lemma 4.2 is in the use of Ni's inequality, which has to be replaced by the corresponding estimate for N = 2, namely,
see [4, Lemma 2.5] . In view of the definition of c ε we write the above inequality as
By the change of variable s = 1 − r/R and setting β = 1 − (p + 1)ε we can express
Using this estimate in (4.9) gives immediately the statement for N = 2. And this concludes the proof. Estimate for S α,rad when R = 1 and p = 1. This estimate will be useful in the proof of Proposition 1.7. In the case p = 1 our PDE becomes an eigenvalue problem, and since the scaling u α,rad = (S α,rad ) 1 p−1 u * α,rad is not defined, we provide directly an estimate for S α,rad . Lemma 4.5. Let N ≥ 3, R = 1 and p = 1. There exists C > 0 such that
Proof. Since R = 1, by [9] , S α,rad = S α . Pick a radial optimiser u α ∈ H 1 0 (B) for S α,rad . By using Ni's inequality (4.10) we havê
This immediately implies that there exists C > 0 such that
and this concludes the proof. 
to emphasize its dependence on R. We distinguish the cases L(R) is finite and L(R) = +∞.
Case 1: L(R) ∈ [0, +∞). From Lemma 4.4 and using the relation
we obtain a lower bound for S α,rad of the form S α,rad ≥ C(N, p, R) α 1+ 2 p+1 + o(1), α → +∞. Since 1 < p, by this estimate and Lemma 2.1 it follows that there exists α = α(R) such that S α < S α,rad , for all α > α(R).
Case 2: L(R) = +∞. Here we assume N ≥ 3 and write the estimate (4.15) in the form
Using again (5.1), we infer that
namely the constant given in (1.4) . Classical asymptotic estimates on the Gamma function, see e.g. [15] , yield Γ(α)
From this and (5.3) we finally obtain
Since by Lemma 2.1 we have
and since the hypotheses on R and the sub-criticality of p imply the strict inequality
and this concludes the proof.
Remark 5.1. If R = 0, then A α = 0. So we are in Case 1 above, whose arguments works for N ≥ 2. Then we recover, with a slightly different method, the symmetry breaking result for the Hénon equation [12, Theorems 3.1 and 4.2], with a unified proof that works for N ≥ 2.
We mention that we borrowed from [3] the idea of using the Pohozaev identity to obtain some bounds in the radial regime. As indicated in Remark 5.1, symmetry breaking occurs if L is finite. So let us consider the case L = +∞. In this case by using Lemma 4.3 we have for all ε ∈ 0, 2 p+1 (5.5)
Using the asymptotic estimates on the Gamma function [15] , we obtain that for all ε ∈ 0, 2 p+1 it holds that
for some constant C(p, ε). With the particular choice
we obtain from (5.6) and by the hypothesis on R(·) that lim inf
This means that the growth of S α,rad is faster than that of S α provided by Lemma 2.1 and this concludes the proof.
6. Necessary conditions for concentration of groundstates and proofs of Theorem 1.6 and of Proposition 1.7
Throughout this section we consider N ≥ 3. Before proving Proposition 1.7 it is worth making the following remark, which is of independent interest. Remark 6.1. From the proof of Theorem 1.2 it is clear that when R = 1 it holds necessarily that L = +∞, as L ∈ [0, +∞) would imply symmetry breaking, a contradiction by the symmetry result of Gidas-Ni-Nirenberg [9] . Therefore from (5.4) we obtain
Since S α = S α,rad in this case, the above estimate combined with Lemma 2.1 yields the lower bound on S provided in the Remark 1.4.
Proof of Proposition 1.7. Following the Remark 6.1, the Gidas-Ni-Nirenberg result [9] implies that S α = S α,rad and the double sided growth estimates for S α holds, namely (6.1) in addition to Lemma 2.1. Hence, if u α is a groundstate, since by the Nehary identity it followŝ
Setting v α (x) := α 2 1−p u α x α , we obtain
for some constant C 1 , C 2 > 0. Using (4.18) from Lemma 4.5 we have, as in [6] p. 475,
This implies for some C > 0 that
and finally, by Nehari's identity and (6.2) we obtain
On the other hand, since v α ∈ H 1 0 (B α ) satisfies −∆v α ≤ v p α , by classical Moser's iteration we can show that the uniform bound
holds. The conclusion follows now immediately by (6.3) and (6.4) .
For all R ∈ [0, 1] the norm of groundstates solutions, u α ∞ , blows up as α → ∞. However, when R = 0, 1, we are able to show only that this occurs at a growth rate which is slower than that required by Theorem 1.6. Proposition 6.2 ( u α ∞ blows up). Let N ≥ 1, R ∈ [0, 1] and for any α > 0, denote by u α a positive groundstate solution of (P). Then u α ∞ → +∞ as α → +∞.
Proof. Set β α = u α ∞ and recall that by (4.4) , for N ≥ 2 we havê
Combining these and Nehari's identity we infer that
which concludes the proof. Then γ is defined on a halfspace H or on R N according to whether d ∈ (0, ∞) or d = +∞. If γ is not constant, then (x m ) m∈N accumulates at a point on ∂B ∪ {0}, as otherwise γ = 0. Therefore, we consider the case γ(x) is a constant and show that in fact this case does not occur by showing that we get a contradiction. We have sub-cases according to the different values of d. If d = +∞ we see that as m gets large enough, for every fixed ρ > 0 any ball B ρ is properly contained in Ω m . Classical elliptic estimates and bootstrap show that v m is uniformly bounded in C 2,δ loc (R N ) and, as a consequence, a suitable subsequence converges in C 2,δ ′ loc (R N ) to some v satisfying (6.6) − ∆v = γv p on R N , v > 0 on R N , v(0) = 1.
Similarly, if d ∈ (0, ∞) we find that some nonnegative v ∈ C 2,δ loc (H) exists, defined on a halfspace H and satisfying (6.7)
− ∆v = γv p on H, v > 0 on H, v| ∂H = 0, v(0) = 1.
In the case γ > 0 we get a contradiction, since the classical result of Gidas-Spruck [8] says that both equations (6.6) and (6.7) have no solution.
If γ = 0 and d ∈ (0, ∞) again we have contradiction, at this time using the average properties of harmonic functions.
The only possibility left is that d = +∞ and γ = 0. In this case by classical classification results on positive harmonic functions we conclude that v ≡ constant, and therefore v ≡ 1 necessarily. To see that this is a contradiction note that as in (1.3) and by Nehari's indentity we haveˆB |Du m | 2 dx = (S αm ) Then, from (1.7), it follows that up to subsequences, (v m ) m∈N is bounded in D 1,2 (R N ) and v m ⇀ v ∈ D 1,2 (R N ). As v is harmonic, by Sobolev's inequality it follows that v ≡ 0, a contradiction. This concludes the proof.
Final remarks and related problems
There are a number of questions related to our work which we believe it is worth studying in future projects. Here below we list some of them.
• How close to ∂B the zeros of V, i.e. |x| = R, are allowed to be in order symmetry breaking to occur? • To prove (or disprove) that (1.7) holds for every R ∈ (0, 1).
• To study the limiting profile of groundstates when α → ∞. • Let R ∈ (0, 1). May groundstate solutions concentrate simultaneously at the origin and at (1, 0, . . . , 0)? • Is it possible to obtain similar results replacing V with an oscillating function, e.g.
| cos(kπ|x|)|?
