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Abstract17
We report on the performance of an analog application-specific integrated circuit
(ASIC) developed aiming for the front-end electronics of the X-ray CCD camera
system onboard the next X-ray astronomical satellite, ASTRO-H. It has four
identical channels that simultaneously process the CCD signals. Distinctive
capability of analog-to-digital conversion enables us to construct a CCD camera
body that outputs only digital signals. As the result of the front-end electronics
test, it works properly with low input noise of ≤30µV at the pixel rate below
100 kHz. The power consumption is sufficiently low of ∼150 mW/chip. The
input signal range of ±20mV covers the effective energy range of the typical X-
ray photon counting CCD (up to 20keV). The integrated non-linearity is 0.2 %
that is similar as those of the conventional CCDs in orbit. We also performed
a radiation tolerance test against the total ionizing dose (TID) effect and the
single event effect. The irradiation test using 60Co and proton beam showed
that the ASIC has the sufficient tolerance against TID up to 200 krad, which
absolutely exceeds the expected amount of dose during the period of operating
in a low-inclination low-earth orbit. The irradiation of Fe ions with the fluence
∗Further author information: (Send correspondence to H.N.)
H.N.: E-mail: nakajima@ess.sci.osaka-u.ac.jp, Telephone: +81 6 6850 5478
Preprint submitted to Elsevier February 19, 2018
of 5.2×108 Ion/cm2 resulted in no single event latchup (SEL), although there
were some possible single event upsets. The threshold against SEL is higher
than 1.68 MeV cm2/mg, which is sufficiently high enough that the SEL event
should not be one of major causes of instrument downtime in orbit.
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1. Introduction20
X-ray CCD (charge-coupled device) camera has achieved primary roles in21
X-ray astronomy thanks to its well-balanced performances: a moderate energy22
resolution of ∼130 eV (FWHM) @ 5.9 keV [1, 2, 3], a satisfactorily high quantum23
efficiency in the wide energy range from 0.3 to 12 keV, and a high positional res-24
olution of ∼10 µm. Conventional frame-transfer CCDs equip one readout node25
per several millions of pixels. To process the frame image in several seconds,26
the readout electronics tend to be very large and power-dissipated.27
Recently some payloads in astronomical satellites adopt application-specific28
integrated circuit (ASIC) to achieve extremely lower power consumption and29
smaller size of the electronics than those made of discrete ICs [4, 5, 6]. Mei-30
dinger et al. [7] reported that their CCD camera system for a future astro-31
nomical mission with a thick (450 µm), fully depleted pnCCD and ASIC chip32
proved the low readout noise of 2 e− rms and fast pixel rate of 13 MHz. All33
of the above ASICs, however, only manipulate analog signals or barely have a34
discriminator. To suppress the potential readout noise more strictly, therefore,35
we have been developing an analog complementary Metal-Oxide-Semiconductor36
(CMOS) ASIC with an analog-to-digital (AD) conversion capability and placed37
it next to the CCD. We employed ∆Σ modulators [8] as the AD converter38
(ADC) since this type of ADC can achieve a high resolution at a moderately39
short conversion time and functions not only as an ADC but also a band-pass40
filter.41
The main objective of our ASIC is the ASTRO-H satellite [9], Japanese42
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X-ray astronomical satellite that will be launched in 2014. The X-ray CCD43
camera (SXI: Soft X-ray Imager) [10] takes a role of the primary X-ray imager.44
It consists of four CCD chips that are abutted into a 2 by 2 array. Each chip45
has an imaging area of 1280 × 1280 pixels and four readout nodes. Given the46
focal length of 5.6 m, the four chips cover a region of 38 ′× 38 ′ on the sky47
combined with the Soft X-ray Telescope [11]. SXI will utilize back-illuminated48
(BI) chips, with a thick depletion layer of >200µm. Then effective energy range49
will be 0.4 - 12 keV, which bridges the ranges of other instruments, the Soft50
X-ray Spectrometer (0.3 - 10 keV) [12] and the Hard X-ray Imager (5 - 80 keV)51
[13].52
As well as the basic functions and performances as the front-end electronics53
of SXI, the radiation tolerance must be investigated to verify the functionality54
on the planned orbit throughout the mission lifetime. The radiation damage55
to the MOS Field-Effect Transistors (MOSFETs) causes a total ionizing dose56
(TID) effect and a single event effect (SEE). As a result of the TID effect, which57
is due to the protons and electrons, the leak current increases, the threshold58
voltages of MOSFETs change, and the 1/f noise increases [14]. The SEE,59
caused by heavy-ions in cosmic-rays, produces many hole-electron pairs in a60
specific MOSFET, hence causes non-destructive SEE such as single event upset61
(SEU) or destructive SEE such as single event latchup (SEL). Gamma-rays and62
particle beams are usually used to evaluate the threshold level against the TID63
effect and the SEE.64
Followed by the outline of the ASIC in Section 2, we will describe the re-65
sults of the front-end electronics tests (Section 3), the radiation tolerance tests66
(Section 4), and the summary (Section 5). Indicated errors below mean 90 %67
confidence level, unless otherwise mentioned.68
2. Description of the ASIC69
Basic circuit configuration of our ASIC (hereafter we call it MND02) is the70
same as that of MD01[15]. Here we summarize its specification that character-71
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Figure 1: The diagram of the signal processing of MND02. Input signals from CCD are at
first amplified with adjustable gain. Simultaneously we put specific offset to the signal level in
order to make use of dynamic range. Finally ∆Σ modulators convert analog signal of one pixel
to digital 155-bit stream. Two modulators (“even” and “odd”) work alternately to improve
the readout speed.
izes our CCD camera system.72
It was implemented through Taiwan Semiconductor Manufacturing Com-73
pany (TSMC) 0.35 µm CMOS process and then the 3 mm square bare chip is74
packed into 15 mm square ceramic quad flat pack. The signal process in MND0275
is shown in figure 1. It works with 3.3 V power supply for analog and digital76
circuits. Four identical circuits (from channel 0 to 3) process the CCD signals77
simultaneously. Each circuit consists of a preamplifier, a 5-bit digital-to-analog78
converter (DAC), and two ∆Σ modulators. Input signals are at first amplified79
with adjustable gain from 0.6 to 10 in 9 steps. The signal from CCD consists80
of reset, floating and signal levels. The voltage difference between the latter81
two levels depends on the amount of electrons transferred by CCD. However,82
there is a difference between these levels even in the case of no signal charge due83
to the readout clocking pulse, which results as an offset in the ‘energy−pulse84
height’ relation. To minimize this offset and to effectively use MND02’s input85
signal range, we put an offset voltage to the signal level by 5-bit DAC. Then ∆Σ86
modulators [16] take oversampling for these levels and integrate them.We mea-87
sure the voltage difference by integrating two levels with opposite polarity. This88
multiple sampling by the ∆Σ modulators shifts the majority of the quantization89
noise above the signal band in the frequency spectrum. Finally it converts the90
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analog signal of one pixel to a digital 155-bit stream. Two (“even” and “odd”)91
modulators work alternately to improve the readout speed.92
The bit stream is decoded by the decimation filter that is implemented in93
the Field Programmable Gate Array to obtain a 12-bit decimal value. We have94
determined the weighting coefficients for each bit in the filter by simulations of95
our circuits (figure 6 in [15]) to upgrade the frequency response as a low-pass96
filter and improve the signal-to-noise ratio.97
3. Performance as a Front-end Electronics98
We describe the results of the front-end electronics tests of MND02. Pseudo99
CCD signals with constant input voltage were input for all of four channels100
simultaneously. We tested 18 voltage levels throughout the input signal range101
from –20 to +20mV and obtained 819 pixel data from each voltage level. Gain102
of the preamplifier was always set to be 10. Readout rates were 1.25MHz and103
its divisors of 2 until 19.5 kHz, which is determined by the quartz crystal unit104
on the test module.105
The power consumption was measured by comparing the current in the106
printed circuit board (PCB) between the case when MND02 was mounted and107
that when it was not on the PCB (upper panel of figure 2). Although the cur-108
rent increases with the readout rate, the power consumption of the entire chip is109
about 150mW at the pixel rate below 100 kHz. In the middle panel of figure 2,110
we show the noise performance of MND02. The statistical uncertainty of the111
decimal values was measured from 819 pixel data for each input voltage and we112
took the average of 18 data sets taken with different voltage levels. We con-113
firmed that the average noise was suppressed to be less than 30 µV at the pixel114
rate below 100kHz. Integrated non-linearity (INL) was also measured from the115
linearity plot (figure 3) for each readout rate as shown in the bottom panel of116
figure 2. Moderate INL of approximately 0.2% was obtained below 100kHz.117
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Figure 2: Three parameters are shown as a function of pixel rate. Top panel:Power consump-
tion, Middle panel:Input equivalent noise of the eight modulators, and Bottom panel:The
integrated non-linearity of the eight modulators.
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Figure 3: Top panel:Linearity plot throughout the input signal range of MND02 (channel 0,
even modulator) measured at the pixel rate of 78 kHz, the nearest value to the pixel rate of
SXI (68 kHz). Bottom panel:Residuals from the best-fit linear function. The INL is derived
as 0.2%.
4. Radiation Tolerance118
The first space application of MND02 will be the ASTRO-H satellite that will119
be put into a low-earth orbit (LEO) with a height of 550 km and an inclination120
angle of <30 ◦. The primary causes of the integrating damage in the LEO121
are protons and electrons that penetrate a package when the satellite passes122
through the South Atlantic Anomaly. We calculated the expected dose rate of123
Silicon assuming the thickness of the Aluminum cover of 1 mm using the dose124
model of SHIELDOSE-21. AP8 and AE8 models are employed for the proton125
and electron spectra, respectively. The dose rate obtained is 1.1 krad/year in126
this orbit. Considering that the typical mission lifetime is ∼10 years and that127
we should count the twice of margin, we require a tolerance of ≥22krad against128
the TID effect.129
1http://see.msfc.nasa.gov/ire/models.htm
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4.1. Gamma-ray Test130
We adopted the 60Co (1.1 and 1.3 MeV) gamma-ray irradiation facility at131
Radiation Research Center, Osaka Prefecture University on 1 - 2 June 2009132
for the TID effect test. No CCD was connected to the PCB and alternatively133
pseudo CCD signals were input at a pixel rate of 78 kHz in the same manner as134
in the front-end electronics test. The cylindrical 60Co with a height of 30 cm,135
10mmφ, an intensity of 186TBq, was pulled up from underground to start the136
irradiation. The ICs on the PCB except MND02 were protected by the lead137
with a thickness of 10 cm to suppress the gamma-ray intensity to be <10−3138
of that for MND02. The distance from the source to MND02 was determined139
such that the intensity at the device under test was 28.6 krad/hour (200 krad140
in 7 hours). We performed the above signal processing for only one chip during141
the irradiation, while other five chips were biased, clocked but not processed.142
All of the test was performed in the room temperature (∼20 ◦C), which is the143
expected nominal thermal environment for MND02.144
The current in MND02 increased by 10% during the test with a total dose of145
200krad. Figure 4 shows the gain variability as a function of the dose absorbed.146
One of the modulator, even0 exhibits the earliest and most remarkable gain147
degradation above ∼30 krad. Since a common behavior was seen between even148
and odd modulators in the specific channel and the degradation was gradual149
as a function of the dose absorbed, we think that the TID effect occurred in150
the preamplifier rather than the modulator. All the other five chips exhibited151
the same amount of degradation, and channel 0 in each chip showed the most152
remarkable degradation. Since four channels are identical in electric circuit153
point of view, the result suggests that there is an intrinsic weak point in the154
layout design of the bare chip. Nevertheless, the degree of the degradation is less155
than 10% even above 200krad that corresponds to about 200years in the LEO.156
Hence it will not cause the practical problem in orbit. Figure 5 also guarantees157
the stable noise performance of all the modulators during the mission lifetime158
expected.159
The above performances were monitored also after the irradiating test to160
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Figure 4: Left panel: Gain in the unit of ADU/mV as a function of the dose absorbed.
Only the data of even modulators are chosen for the brevity. We made the linearity plot and
derived the gain from the fitting results of the data with a linear function. Right panel: Data
obtained after the annealing are shown as a function of the time after the irradiation test.
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Figure 5: Left panel: Same as figure 4, but for the equivalent input noise. We measured
the dispersion of the decimal pulse heights as we did in the front-end electronics test. Right
panel: The data obtained after the annealing are shown as a function of the time after the
irradiation test.
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investigate the degree of the annealing effect in the room temperature. The161
right panels in figure 4 and 5 show the performance variability as a function of162
the time after the irradiation. The gain recovered in the post-irradiation test163
performed about two weeks after although the channel 0 seemed to be still in164
recovery progress. The transition of the input equivalent noise is a puzzle; all165
the six chips showed strong degradation after 300 hours. However, we performed166
the front-end electronics test again for the six chips about 16 months after the167
irradiation and found that the input equivalent noise recovered to the same level168
as those of non-irradiated chips. Hence we can say there is no permanent TID169
effect.170
4.2. Proton/Fe ion test171
To deal with the proton/Fe ion beam test, we utilized the synchrotron ring172
at Heavy Ion Medical Accelerator in Chiba (HIMAC) in National Institute173
of Radiological Sciences (NIRS) on 6 - 8 July 2009. A 150 MeV proton and174
a 400 MeV/amu Fe ion beam with a size of ∼2 mm FWHM were irradiated175
to MND02. These energy values were chosen since the irradiation facility for176
physics in HIMAC has many achievements for the value. Since the bare chip177
is 3mm square, the efficiency that the particle hit the chip was calculated con-178
sidering the two-dimensional profile of the beam. All of the dose and fluence179
value hereafter are calculated considering the efficiency. Table 1 summarizes the180
specification of both beams.181
Table 1: The specification of the beam at HIMAC.
Species Proton Fe ion
Energy (MeV/amu) 150 400
Max. intensity (Ion/sec/cm2) 6.2×108 1.3×106
Linear energy transfer 4.38×10−3 1.68
(MeV cm2/mg)
We were anxious about possible performance change of the ASIC just after182
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being put into the orbit. Hence we began the test with relatively low inten-183
sity of 2.9 krad/hour until the total dose amounted to be 0.7 krad. Since we184
confirmed that there was no performance change, we increased the beam inten-185
sity to 158 krad/hour to measure the TID tolerance. The total dose absorbed186
was 167 krad through our experiment. Both of the two chips under the test187
showed no performance degradation nor increase of the current including the188
post-irradiation test. This is inconsistent with the result we observed in the189
60Co test. We suspect that the estimation of the dose rate with 60Co is rela-190
tively ambiguous compared with that with protons. We calibrated the dose rate191
in the 60Co irradiation facility using an ionization chamber and we needed to192
convert the exposure dose to the absorbed dose for silicon. There may be some193
uncertainty in these calibration processes.194
These results exhibit the significant improvement of the TID tolerance com-195
pared with that of the previous version of the ASIC, MD01 [17]. The fabrication196
process of MD01 is the same as that of MND02, although the former chip was197
packaged in the plastic QFP. There is also no change for the experiment condi-198
tion from the previous one except that the energy of the proton was 200MeV199
and that the intensity was slightly higher than that of this work. This leads us200
to attribute the lack of the TID tolerance of MD01 to the circuit design and/or201
the layout design. The major difference in the circuit design between MND02202
and MD01 is in the preamplifier; MND02 equips P channel MOSFETs at the203
first amplifying stage since the P channel MOSFETs generally exhibit lower 1/f204
noise than that of the N channel MOSFETs. The size of the first stage FET205
in MND02 was set to be larger than that in MD01. Although these revisions206
were designed for lower noise performance, we found the radiation tolerance207
improved.208
We tested three chips for Fe ion beam. The total fluence of the former two209
chips were 1.5×107 Ion/cm2 while that for the last chip was 5.2×108 Ion/cm2.210
We performed functional test in the same manner as in the 60 Co test and211
monitored the current in the PCB for analog and digital circuits. These values212
were 14 - 15 mA and 119 - 120 mA for analog and digital circuits throughout213
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the irradiation, respectively. We found no peculiar increase of the current,214
that is, no SEL occurred in the test. Hence the cross section against the SEL215
(σSEL) was estimated assuming an upper limit of three events for the fluence216
to be < 5.8 × 10−9 cm2/(Ion×ASIC) at the LET of 1.68MeV cm2/mg at 95%217
confidence level. This LET is sufficiently high enough that SEL event should218
not be one of major causes of instrument downtime even if the recovery requires219
power cycle of the instrument.220
Figure 6 shows the distribution of the decimal pulse height for the data of221
819 pixels with a constant input voltage. We observed some anomalous pixels222
with the deviation of about 20 - 80 ADU from the distribution center during223
the irradiation. We calculated using the weighting coefficients of the decimation224
filter that the typical magnitudes of the deviation should be about 120ADU if225
we assume a single-bit upset in the 155-bit stream. Hence the result suggests226
that the upset occurred not in the output flip-flops. Then the suspected origin227
is that some charges are injected into the integrators in the ∆Σ modulators or228
some capacitors in the preamplifiers. The cross section of the SEU at the LET229
of 1.68MeV cm2/mg was calculated to be σSEU = 5.9× 10
−9 cm2/(Ion×bit).230
Future work to board our ASIC on ASTRO-H is to obtain the LET threshold231
of σSEU and σSEL in order to estimate the SEE rate in the LEO. The burn-in232
test and the thermal functional test will also be performed.233
5. Summary234
We summarize the results of the front-end electronics test and the radiation235
tolerance test of MND02 as follows:236
1. As a result of the front-end electronics test, it works properly with low input237
noise of ≤30µV at the pixel rate below 100 kHz. The power consumption238
is sufficiently low of ∼150 mW/chip. The INL is 0.2 % throughout the239
input signal range from –20 to +20 mV, which is similar performance to240
the conventional electronics in orbit.241
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Figure 6: Distribution of the decimal pulse height amplitudes when MND02 processed 819
pseudo CCD signals with an input voltage level of –18mV (a) before the radiation tolerance
test and (b) during the irradiation. Eight plots are shown for each ∆Σ modulator. The
vertical scales are selected so that we can see all the plots in (b).
2. The radiation tolerance against the TID effect was estimated by using 60Co242
and the 150MeV proton beam. The gain and input equivalent noise were243
stable until the dose of 30 krad absorbed for the former test. Considering244
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the expected dose rate of 1.1krad/yr in the LEO of ASTRO-H, the radiation245
tolerance of MND02 indicates the proper operation for more than 20 years.246
3. Fe ion beam test with the LET of 1.68MeVcm2/mg and the fluence up to247
5.2×108 Ion/cm2 showed no SEL. The threshold against the SEL is higher248
than 1.68 MeV cm2/mg, which is sufficiently high enough that the SEL249
events should not be one of major causes of the instrument downtime.250
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