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Abstract
We show that fully connected two-hop wireless networks with K sources, K relays and K destinations have K
degrees of freedom both in the case of time-varying channel coefficients and in the case of constant channel coefficients
(in which case the result holds for almost all values of constant channel coefficients). Our main contribution is a
new achievability scheme which we call Aligned Network Diagonalization. This scheme allows the data streams
transmitted by the sources to undergo a diagonal linear transformation from the sources to the destinations, thus
being received free of interference by their intended destination. In addition, we extend our scheme to multi-hop
networks with fully connected hops, and multi-hop networks with MIMO nodes, for which the degrees of freedom
are also fully characterized.
I. INTRODUCTION
The conventional design of wireless networks is based on a centralized architecture where a base station, or
an access point, directly exchanges data with the end users. Thus, communication is essentially restricted to the
one-to-many (broadcast) and many-to-one (multiple-access) single-hop paradigms. However, as the number of users
and the data demand increase, and we move quickly towards the future of wireless networks, multi-hop and multi-
flow paradigms are expected to play a very important role by enabling a denser spatial reuse of the spectrum and
adaptation to heterogeneous scenarios characterized by user-deployed and user-operated infrastructures.
A major challenge in multi-hop multi-flow wireless networks is that “interference management” and “relaying”
are coupled with each other. In other words, wireless relay nodes must play a dual role: they serve as intermediate
steps for multi-hop communication and as part of the mechanism that allows interference management schemes.
Nonetheless, in the information theory literature, these two tasks have traditionally been addressed separately. The
relaying problem is usually studied in the context of multi-hop single-flow wireless networks (or relay networks).
For such networks, the capacity is shown in [2] to be within a constant gap to the cut-set bound, and several
relaying strategies are known to achieve the capacity to within a constant gap (e.g., quantize-map-forward [2], lattice
quantization followed by map-and-forward [3] and compress-and-forward [4]). On the other hand, the problem of
interference management is mostly studied in the context of multi-flow single-hop wireless network (or interference
channels). While the exact capacity and even a constant-gap capacity approximation for interference channels are
still unknown (except in the two-user case [5–12] and some special K-user cases [12–14]), the total degrees of
freedom of such networks are known to be half of the cut-set bound and are achievable by interference alignment
techniques [15, 16].
As we move to the multi-hop multi-flow paradigm, a natural question is whether a decoupled approach for relaying
and interference management is optimal. For example, if we consider a coarse metric such as degrees of freedom,
do we need coupled strategies in order to perform optimally? To make this question clear, consider the K×K×K
wireless network, shown in Figure 1. One approach that decouples relaying and interference management would
basically consist of viewing the K × K × K wireless network as the concatenation of two K-user interference
channels. For the K-user interference channel, it is known that, for almost all values of channel gains, K/2 degrees
of freedom are achievable both when the channel gains are fixed and when they are time-varying [15, 16]. Therefore,
by repeating the scheme described in [15, 16] at each hop, we can also achieve K/2 degrees of freedom on the
K × K × K wireless network for almost all values of the channel gains. Another similar decoupled approach
consists of viewing each hop of the K ×K ×K wireless network as a K-user X-channel. This approach in fact
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Fig. 1. The K ×K ×K Wireless Network.
achieves K2/(2K−1) degrees of freedom [17], which is slightly better than K/2. A strategy that couples relaying
and interference management can be devised using the result from [18] that shows that, in an N ×K×N wireless
network, a linear scheme can neutralize the interference at all destinations as long as K ≥ N(N − 1) + 1. Thus, it
is possible to achieve max{N : K ≥ N(N−1)+1} (roughly √K) degrees of freedom on the K×K×K wireless
network, by using only a subset of N source-destination pairs. As depicted in Fig. 2, this coupled scheme only
outperforms the Interference Channel and X-Channel approaches for K = 3. Another coupled strategy was recently
proposed for the case K = 2 in [19]. The proposed scheme, named Aligned Interference Neutralization, manages
to achieve the cut-set bound of two degrees of freedom, and outperforms all decoupled approaches. However, in
general, for K > 2, all known schemes fall short of the cut-set outer bound of K degrees of freedom. This makes
the K × K × K wireless network a canonical example of a multi-unicast network where the gap between the
state-of-the-art inner bounds and the outer bounds is very significant, and an important step in understanding how
suboptimal decoupled approaches can be in general.
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Fig. 2. Degrees of freedom achieved by different schemes on the K ×K ×K wireless network.
In this work, we introduce a new achievability scheme called Aligned Network Diagonalization (AND), which
handles relaying and interference management in a coupled manner, and manages to close the gap between inner
and outer bounds. In particular, we show that the K × K × K wireless network has K degrees of freedom for
time-varying channels and constant channels, in which case the result holds for almost all channel gain values.
This result also implies that coupled strategies can significantly outperform a strategy that handles relaying and
interference management separately.
The scheme takes two forms, depending on whether the channels are fixed or time-varying. In the case of time-
varying channels, Aligned Network Diagonalization is in fact a linear scheme. By viewing multiple network uses
as generating a single vector use of the network, we can interpret AND as a solution to a diagonalization problem:
is it possible to choose linear transformations for the sources, relays and destinations such that the resulting end-to-
end transformation is a diagonal transformation (with non-zero diagonal elements)? Our scheme shows that, with
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probability 1 over the channel gain realizations, this diagonalization can indeed be obtained. This way, interference-
free channels are effectively created between each source and its corresponding destination, allowing each user to
achieve arbitrarily close to one degree of freedom, i.e., each user can get “the entire cake”.
Similar to the aligned interference neutralization scheme in [19], each source starts by encoding its message into
several data streams, each one corresponding to a direction in a vector space. The key idea behind AND, which
differentiates it from the scheme in [19], is in the goal of the operations performed by the relays. Each relay receives
data streams along several directions, and performs carefully chosen linear operations in order to modify each of
these directions. In particular, the new directions are chosen so that it looks like the transfer matrix of the first hop
is the inverse of the transfer matrix of the second hop. This way, by forwarding these effectively received signals,
the end-to-end transformation is diagonalized.
In the case of fixed channels, however, using the network multiple times does not provide us with the diversity
we need to perform the end-to-end diagonalization. Therefore, in order to achieve the same K degrees of freedom
in this setting, each of the data streams is transmitted along distinct rational dimensions, using the real interference
alignment framework from [16]. Then, similar ideas to those used in the time-varying case can be used in order to
modify the rational dimensions at the relays so that the transfer matrix of the first hop looks like the inverse of the
transfer matrix of the second hop. Once again the result is that the signals transmitted at the sources essentially
undergo a diagonal transformation until they reach the destinations.
Several interesting extensions of our main result are possible. In particular, for multi-hop layered networks with K
source-destination pairs, if all hops are fully connected, the number of degrees of freedom is the minimum between
K and the minimum number of relays in a single layer. The case of MIMO sources, relays and destinations is also
addressed. Interestingly, our result implies that, from the point of view of degrees of freedom, the multiple antennas
in a single MIMO relay can be equivalentely seen as separate relays, meaning that cooperation between relays in
the same layer cannot increase the number of degrees of freedom.
Related Work:
Recently, a number of works have focused their attention to networks with 2 source-destination pairs (two-
unicast networks). For instance, the work in [20] provides constant-gap approximations to the capacity of ZZ
and ZS networks. In [21], the focus are 2 × 2 × 2 wireless networks. The authors investigated how the common
information between the two relays can be exploited in the second hop and proposed relaying strategies based
on distributed MIMO broadcast techniques. In [19], the authors also considered the 2 × 2 × 2 wireless network
under a degrees-of-freedom perspective. By introducing a new scheme called aligned interference neutralization,
which applies ideas from interference alignment to a multi-hop scenario, they showed that these networks have two
degrees of freedom both in the case of time-varying channels and in the case of fixed channels. General layered
networks with two source-destination pairs were later considered in [22]. In this work, two new notions were
introduced. The first one is the idea of network condensation, by which a network with an arbitrary number of
layers is reduced to a network with at most four layers with the same degrees of freedom. The second is a graph
theoretic characterization of when the interference in a network is manageable, i.e., when all the interference can be
simultaneously neutralized. This allowed the degrees of freedom of two-unicast layered networks with an arbitrary
number of layers and arbitrary connectivity between adjacent layers to be completely characterized and shown to
only attain the values 1, 3/2 and 2. In [23], the authors revisited the 2× 2× 2 setting with constant channel gains
but under the constraint that the relays have to performing linear operations. They showed that the optimal degrees
of freedom in this case are 4/3 and can be achieved by a time-varying linear scheme.
When an arbitrary number of source-destination pairs K is considered, the results are scarcer. One effort along
this direction is found in [24], where the authors focus on two-hop networks structured as K ×K ×K wireless
networks where K is very large (and edge effects can be neglected) and investigate communication strategies based
on rate-splitting and successive interference cancellation at each hop. In [25], networks with K source-destination
pairs and K hops with K nodes each were considered under the fast fading scenario. The authors show that, under
some assumptions on the joint distribution of the channel gains, K degrees of freedom can be achieved. The main
idea is to have the relays forward their received signals at carefully chosen times, so that the signals transmitted
by the sources undergo an approximately diagonal end-to-end transformation.
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II. PROBLEM SETUP
The K ×K ×K wireless network is made up of K sources S1, ..., SK , K relays V1, ..., VK , and K destinations
D1, ..., DK , organized as a two-hop layered network, as shown in Figure 1. We will consider two distinct scenarios.
• Time-varying channels: We let the channel gain between source Si and relay Vj at time t be hSi,Vj [t] ∈ R,
and the channel gain between relay Vi and destination Dj at time t be hVi,Dj [t] ∈ R, for t = 1, 2, .... We
assume that {hSi,Vj [t]}∞t=1 and {hVi,Dj [t]}∞t=1 are mutually independent i.i.d random processes each obeying
an absolutely continuous probability distribution with finite second moment.
• Constant channels: We assume that hSi,Vj [t] = hSi,Vj ∈ R and hVi,Dj [t] = hVi,Dj ∈ R remain the same
throughout the entire communication period.
In both cases we will assume that instantaneous channel state information is available at all nodes. To simplify
our notation, we let H(t) = {hSi,Vj [τ ], hVi,Dj [τ ] : i, j ∈ {1, ...,K}, 1 ≤ τ ≤ t} be the channel state information
available at time t (which includes all past channel realizations as well as the current one).
Communication will take place over a block of n discrete time steps. At each time t = 1, 2, ..., n, each node
v ∈ {S1, ..., SK , V1, ..., VK} transmits a real-valued signal Xv[t]. The received signal at a relay Vj and at a
destination Dj are respectively given by
YVj [t] =
K∑
i=1
hSi,Vj [t]XSi [t] + ZVj [t] and (1)
YDj [t] =
K∑
i=1
hVi,Dj [t]XVi [t] + ZDj [t], (2)
where ZVj [t] and ZDj [t], for t = 1, 2, ..., n, are sequences of i.i.d. noise terms distributed as N (0, σ2). The noise
terms are also assumed to be independent from all transmit signals and noise terms at different nodes.
Definition 1. A coding scheme C with block length n ∈ N and rate tuple R = (R1, ..., RK) ∈ RK for the
K ×K ×K wireless network consists of:
1. Encoding functions f (t)i : {1, ..., 2nRi} × RtK
2 → Rn for each source Si, i = 1, ...,K, and for each time
t = 1, ..., n. For each message wi ∈ {1, ..., 2nRi} and channel state information H(t) ∈ RtK2 , the codeword
fi(wi,H(t)) satisfies an average power constraint of P .
2. Relaying functions r(t)i : Rt−1 × RtK
2 → R, for t = 1, ..., n, for each relay Vi, i = 1, ...,K, satisfying the
average power constraint
1
n
n∑
t=1
[
r
(t)
i (y1, ..., yt−1,H(t))
]2
≤ P,
for all (y1, ...yt−1) ∈ Rt−1 and H(t) ∈ RtK2 .
3. A decoding function gi : Rn × RnK2 → {1, ..., 2nRi} for each destination Di, i = 1, ...,K.
Definition 2. The error probability of a coding scheme C (as defined in Definition 1), is given by
Perror(C) = Pr
[
K⋃
i=1
{Wi 6= gi(YDi [1], ..., YDi [n])}
]
,
where we assume that each Wi is chosen independently and uniformly at random from {1, ..., 2nRi}, that source
Si transmits fi(Wi) over the n time-steps, and relay Vi transmits r
(t)
i (YVi [1], ..., YVi [t − 1]) at time t = 1, ..., n,
for i = 1, ...,K.
Definition 3. A rate tuple R is said to be achievable for the K×K×K wireless network if there exists a sequence
of coding schemes Cn with rate tuple R and blocklength n, for which Perror(Cn) → 0, as n → ∞. The sequence
of coding schemes Cn, n = 1, 2, ..., is then said to achieve rate tuple R.
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Definition 4. The capacity region C(P ) of a K ×K ×K wireless network is the closure of the set of achievable
rate tuples, and the sum-capacity is defined as
CΣ(P ) = max
(R1,...,RK)∈C(P )
K∑
i=1
Ri.
Definition 5. The degrees of freedom of a K ×K ×K wireless network are defined as
dΣ = lim
P→∞
CΣ(P )
1
2 logP
.
III. MAIN RESULTS
Our main result settles the question of the number of degrees of freedom of a K ×K ×K wireless network, in
both the case of time-varying and constant channel coefficients.
Theorem 1. For a K ×K ×K wireless network with time-varying channels, dΣ = K.
Theorem 2. For a K×K×K wireless network with constant channels, dΣ = K for (Lebesgue) almost all values
of the channel gains.
Since the cut-set outer bound trivially implies that, in both cases, dΣ ≤ K, we only need to show that K
degrees of freedom are achievable. The achievability scheme we propose for both the time-varying channel case
and the constant channel case are based on interference alignment techniques. Similar to the approach taken in
[19], in the time-varying case our alignment is performed over time dimensions, while in the constant channel case,
it is performed over rational dimensions. More precisely, when we have time-varying channels, the alignment is
performed in the vector space created by multiple channel uses, using the framework introduced in [15]. In this case,
our construction results in a linear scheme, i.e., where relaying functions are restricted to linear transformations.
When the channels are constant, on the other hand, alignment over time dimensions is not feasible, and we instead
use the real interference alignment frameworks introduced in [16].
In both cases, each of the K sources will transmit L data streams, each one along a different transmit dimension
(be it time or rational). These data streams are aligned at the relays, which allows each relay to decode approximately
L linear combinations of the data streams which can then be re-modulated using new transmit directions. These
new transmit directions are chosen so that all the intereference is cancelled at each destination, and the L data
streams from each source arrive at their intended destination along independent rational dimensions, which allows
perfect decoding with high probability. These operations guarantee that, with small probability of error, the LK
data streams chosen at all K sources are mapped to LK received directions at the destinations by a diagonal linear
transformation. Hence, we call this scheme Aligned Network Diagonalization.
The result in Theorems 1 and 2 has important consequences. Consider a two-hop K-unicast wireless network
where, instead of having K relays, we have A relays; i.e., a K×A×K wireless network. It is easy to see that the
cut-set outer bound states that no more than min(K,A) degrees of freedom can be achieved. Now, if A ≥ K, we
can simply ignore A−K of the relays and use aligned network diagonalization to achieve K degrees of freedom.
Similarly, if K > A, we can ignore K −A source-destination pairs, and achieve A degrees of freedom. A similar
idea can be used in a multihop wireless network with J layers, K source-destination pairs and Aj relays in the jth
layer (hence A1 = AJ = K). If we call such a network a K × A2 × ... × AJ−1 ×K wireless network, we have
the following result.
Corollary 1. For a K ×A2 × ...×AJ−1 ×K wireless network, dΣ = min1≤j≤J Aj in the time-varying case and
for almost all values of the channel gains in the constant channel case.
IV. ACHIEVABILITY SCHEME
In this section we describe the Aligned Network Diagonalization scheme, which achieves K degrees of freedom
on a the K ×K ×K wireless network. First, in Section IV-A, we give a high-level overview of the scheme and
describe the intuition behind it. These ideas are then formalized in Sections IV-B and IV-C, where we consider,
respectively, the time-varying case and the constant channel case, and describe the operations performed by the
sources, relays and destinations.
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A. Scheme Overview and Intuition
In order to understand the main idea behind AND, we start by considering a different but related problem.
Suppose we have a two-hop network with K sources, K destinations, and a single MIMO relay with K (full-
duplex) antennas. Equivalently, this setup, illustrated in Fig. 3, can be seen as our K ×K ×K wireless network
where the K relay nodes are allowed to collaborate in the computation of their transmit signals. This new problem
is clearly easier than our original problem, in the sense that any scheme for the K ×K ×K wireless network can
be used to achieve the same rates on the network with a single MIMO relay node.
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Fig. 3. Network with single MIMO relay node.
Achieving K degrees of freedom in the setting from Fig. 3 is not difficult. As illustrated in Fig. 4, a simple
scalar linear scheme can be used to diagonalize the network. More precisely, if each source Si transmits a signal
XSi [t] at time t, i = 1, ...,K, the received signal at the MIMO relay at time t is a length-K vector ~YV [t] =
(YV1 [t], ..., YVK [t])
† given by ~YV [t] = HS,V ~XS [t] + ~Z[t], where ~XS [t] = (XS1 [t], ..., XSK [t])
†. Then, if we assume
that the transfer matrices HS,V and HV,D are invertible (which is the case with probability 1 under the distribution
assumptions in Section II), the relay can build its transmit signal for time t + 1 through the linear transformation
~XV [t+ 1] = H
−1
V,DH
−1
S,D
~YV [t]. If we let ~YD[t+ 1] = (YD1 [t], ..., YDK [t])
† be the vector of the received signals at
the destinations, it is clear that ~YD[t+ 1] = ~XS [t] +
~˜Z[t+ 1], where ~˜Z[t+ 1] is the vector of effective noises at the
destinations. Therefore, each destination receives its desired source signal plus a Gaussian noise term, meaning that
the relay operations essentially diagonalized the end-to-end transfer matrix of the network, since ~YD[t+1] ≈ I ~XS [t],
where I is the identity matrix. It is easy to see that a slight modification of this scheme can guarantee that the
transmit power constraints are satisfied at the relays and can thus be used to show that K degrees of freedom are
achievable in this setup.
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Fig. 4. Achieving K degrees of freedom on the network with sigle MIMO relay.
When we move back to our original problem with K single-antenna relay nodes, we notice that the same
scheme cannot be implemented because the relays are not allowed to cooperate in order to compute ~XV [t] =
H−1V,DH
−1
S,D
~YV [t]. Therefore, a natural question is whether it possible to apply the linear transformation H−1V,DH
−1
S,D
distributedly. More precisely, can we find functions f1, ..., fK such that
f1(y1)
f2(y2)
...
fK(yK)
 = H−1V,DH−1S,D

y1
y2
...
yK
 (3)
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for all (y1, ..., yK) ∈ RK? In the case of general transfer matrices HV,D and HS,D, the answer is no. In fact, if
H−1V,DH
−1
S,D is not diagonal, it is easy to see that at least one component of H
−1
V,DH
−1
S,D(y1, ..., yK)
† depends on
multiple components of (y1, ..., yK).
Therefore, in order to pursue our objective of diagonalizing the network with distributed relays, we must consider
a more general question than the aforementioned one. In particular, we will reformulate the question of whether the
network can be diagonalized by bringing in the channels’ time variation, and by including linear transformations at
each source and at each destination. Since our channels are time-varying, we notice that, if each hop of the network
is used for d consecutive time steps, we can view both the transmit signals and the received signals of the network
as length-d vectors. The transfer matrix of the first hop is now given by
HS,V =

HS1,V1 HS2,V1 · · · HSK ,V1
HS1,V2 HS2,V2 · · · HSK ,V2
...
...
. . .
...
HS1,VK HS2,VK · · · HSK ,VK
 , where HSi,Vj =

hSi,Vj [0] 0 · · · 0
0 hSi,Vj [1] · · · 0
...
...
. . .
...
0 0 · · · hSi,Vj [d− 1]
 ,
for 1 ≤ i, j ≤ K. The transfer matrix of the second hop, HV,D can be similarly built. In this new setting, we
have transfer matrices constituted of diagonal blocks, and we could restate the goal in (3) by having each yi be a
length-d column vector. In this new setting, by assuming that each relay Vi applies a linear transformation to its
vector of d received signals, the diagonalization problem becomes the problem of finding block diagonal matrices
AV (with d× d blocks AVi , for i = 1, ...,K), AS (with d× d′ blocks ASi , for i = 1, ...,K) and AD (with d′ × d
blocks ADi , for i = 1, ...,K) such that
ADHV,DAVHS,VAS = I, (4)
where AS ∈ RKd×Kd′ , AV ∈ RKd×Kd and AD ∈ RKd′×Kd correspond to the linear transformations applied by
the sources, relays and destinations. Notice that the identity matrix I is Kd′×Kd′, and the parameter d′ regulates
how much information the sources are transmitting. Our goal is to solve the problem specified by (4) for d′ ≤ d
large enough so that d′/d ≈ 1.
In this work, our main contribution is to show that the problem in (4), with probability 1 over the channel
realizations, indeed admits a sequence of solutions parameterized by d, with the property that d′/d→ 1 as d→∞.
The scheme that provides this solution, which we call Aligned Network Diagonalization, can be roughly described
as follows. The source matrices ASi , i = 1, ...,K, are all chosen to be the same d×d′ matrix AS0 , whose columns
are all of the form
Ts1,1,s1,2,...,sK,K =
∏
1≤i,j≤K
H
si,j
Si,Vj
1, (5)
for some nonnegative integers si,j , 1 ≤ i, j ≤ K, where 1 is a column vector with all entries equal to 1. It is then
not difficult to see that the result of
HS,VAS =
HS1,V1 · · · HSK ,V1... . . . ...
HS1,VK · · · HSK ,VK

AS0 · · · 0... . . . ...
0 · · · AS0

is a Kd×Kd′ matrix with d× d′ blocks whose columns are again of the form in (5). The key idea in the AND
scheme is in the design of the relaying matrices AVi . Once again, we will choose a single matrix AV0 and let
AVi = AV0 = T˜T
−1 for i = 1, ...,K, where T is a matrix whose columns are the vectors of the form (5) that
appear in any of the blocks in HS,VAS and T˜ is obtained from T by replacing each column Ts1,1,s1,2,...,sK,K as
given in (5) with the column
T˜s1,1,s1,2,...,sK,K =
∏
1≤i,j≤K
B
si,j
i,j 1,
for diagonal matrices Bi,j to be defined. The key observation is that the result of any vector Ts1,1,s1,2,...,sK,K , as
given in (5), undergoing the transformation AV0 is
T˜T−1Ts1,1,s1,2,...,sK,K = T˜T
−1T es1,1,s1,2,...,sK,K = T˜s1,1,s1,2,...,sK,K ,
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where es1,1,s1,2,...,sK,K is a standard basis vector with the 1 at the entry corresponding to the position of the
column Ts1,1,s1,2,...,sK,K in T. Therefore, the transformation AV0 applied by each relay can be understood as
replacing each “direction” Ts1,1,s1,2,...,sK,K with a new direction T˜s1,1,s1,2,...,sK,K . Each matrix Bi,j is chosen as
what Ts1,1,s1,2,...,sK,K would have been if HS,V = H
−1
V,D. This essentially makes it look like the first hop of the
network is H−1V,D, rather than HS,V . More precisely, we have AVHS,VAS = H
−1
V,DA˜S , where A˜S is obtained
by replacing each column Ts1,1,s1,2,...,sK,K in one of the blocks of AS with T˜s1,1,s1,2,...,sK,K . This reduces the
end-to-end transformation in (4) to
ADHV,DAVHS,VAS = ADHV,DH
−1
V,DA˜S = ADA˜S .
Finally, since A˜S can be seen to admit a block diagonal left inverse, we can set AD to be this matrix and obtain
our desired end-to-end diagonalization. In the next section, we describe this scheme in more detail. In particular,
several issues such as power constraints and invertibility of the matrices are properly addressed, and the fact that
we can choose d′ and d sufficiently large such that d′/d approaches 1 is proved.
B. Aligned Network Diagonalization for Time-Varying Channels
In order to use the Aligned Network Diagonalization in the time-varying scenario, sources and relays will choose
their transmit directions based on the channel gain values at each time-step.
Encoding at the sources:
Each source Si starts by breaking its message Wi into L submessages. Each of the submessages will be encoded
in a separate data stream, using Gaussian random codebooks with codewords of length n and entries drawn as
N (0, P ). We will let
Ts11,s12,...,sKK [t] =
∏
1≤i≤K
1≤j≤K
hSi,Vj [t]
sij ,
and ∆N = {0, ..., N − 1}K2 , and we define the set of transmit directions for the sources at time t to be
TN [t] = {Ts11,s12,...,sKK [t] : (s11, s12, ..., sKK) ∈ ∆N} , (6)
for some arbitrary N . This selection of directions is similar in flavor to the directions chosen in the Interference
Alignment scheme introduced in [15]. Notice that the number of transmit directions (which is also the number
of data streams) is L = |TN [t]| = |∆N | = NK2 . To simplify the notation we will let ~s be a vector of indices
(s11, s12, ..., sKK) and write T~s.
Communication will take place over a block of nd time-steps, where d , (N + 1)K2 . The (m + 1)th symbol
of the codeword associated to the submessage of stream ~s ∈ ∆N of source Si will be written as ci,~s[m], for
0 ≤ m ≤ n− 1. At time t = md+ j for m ∈ {0, ..., n− 1} and j ∈ {0, ..., d− 1}, source Si will thus transmit
XSi [t] = γ
∑
~s∈∆N
T~s[t] ci,~s[m].
The constant γ is chosen so that the transmit power
E
[
XSi [t]
2
]
= γ2E

 ∑
~s∈∆N
T~s[t] ci,~s[m]
2

= γ2P
∑
~s∈∆N
E
[
T~s[t]
2
]
(7)
does not exceed P . In (7), we used the fact that the ci,~s were independently generated. Notice that γ does not
depend on P or t and can be chosen strictly positive, since the fact that the channel gains are independent and
have finite variances implies E
[
T~s[t]
2
]
<∞ for all ~s.
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Relaying operations:
The received signal at relay Vj at time t = md+ j can be written as
YVj [t] = γ
∑
~s∈∆N
T~s[t]
(
K∑
i=1
hSi,Vj [t]ci,~s[m]
)
+ ZVj [t]. (8)
Even though writing the received signal as in (8) does not emphasize the alignment that occurs at the relays, it
will still be a useful representation of the received signal. To capture the alignment, we consider rearranging the
terms in the summation in (8) by viewing it as a polynomial on the variables hSi,Vj [t], for 1 ≤ i, j ≤ K, where the
coefficients are given by sums of ci,~s terms. It can then be seen that the actual set of received directions at each
relay is a subset of TN+1[t], and the received signal at relay Vj at time t can be alternatively written as
YVj [t] = γ
∑
~s∈∆N+1
T~s[t] uj,~s[m] + ZVj [t], (9)
where uj,(s11,s12,...,sKK)[m] =
∑K
i=1 ci,(s11,s12,...,sij−1,...,sKK)[m] and we define ci,~s[m] = 0 if any component of
~s is −1 or N . At the end of the (m+ 1)th block of d received signals (i.e., the block consisting of signals received
at t = md,md+ 1, ..., (m+ 1)d− 1), relay Vj can form a d-dimensional vector of received signals
~YVj [m] =

YVj [md]
YVj [md+ 1]
...
YVj [(m+ 1)d− 1]
 = γ ∑
~s∈∆N+1

T~s[md]
T~s[md+ 1]
...
T~s[(m+ 1)d− 1]
 uj,~s[m] +

ZVj [md]
ZVj [md+ 1]
...
ZVj [(m+ 1)d− 1]
 (10)
for m ∈ {0, ..., n− 1}. Notice that, for each ~s ∈ ∆N+1, T~s[t] is a distinct monomial on the variables hSi,Vj [t] for
i, j ∈ {1, ...,K}. The following lemma, whose proof is in Appendix A, will thus be useful.
Lemma 1. Let ~p(x1, ..., xK) = [p1(x1, ..., xK), ..., pd(x1, ..., xK)]
†, where each pi(x1, ..., xK) is a distinct
monomial on the variables x1, ..., xK . Then, the determinant of the d× d matrix
[~p(x1,1, ..., x1,K), ~p(x2,1, ..., x2,K), ..., ~p(xd,1, ..., xd,K)]
is a non-identically zero polynomial on the variables x1,1, ..., x1,K , ..., xd,1, ..., xd,K .
Let T[m] be the d× d matrix whose columns are
~T~s[m] =

T~s[md]
T~s[md+ 1]
...
T~s[(m+ 1)d− 1]
 , (11)
for ~s ∈ ∆N+1. From Lemma 1, we see that detT[m], seen as a polynomial on the variables hSi,Vj [t] for i, j ∈
{1, ...,K} and t = md, ..., (m + 1)d − 1, is not identically zero. Thus, since hSi,Vj [t] for i, j ∈ {1, ...,K} and
t = 0, ..., nd − 1 are all indepedent and drawn from absolutely continuous distributions, T[m] is invertible with
probability 1. Moreover, if we fix some arbitrary  > 0, we can find δ > 0 such that |detT[m]| > δ with probability
1 − . At time t = (m + 1)d − 1, the relays will verify whether this is satisfied. In case |detT[m]| ≤ δ, all the
relays will simply remain silent at times t = (m+ 1)d, ..., (m+ 2)d− 1. As we will see later, this is important to
guarantee that the entries of T−1 are not too large, which could lead to a violation of the transmit power constraints
at the relays. Otherwise, if |detT[m]| > δ, in order to build its transmit signals, each relay Vj will construct the
vector of estimates of the uj,~ss
[
uˆj,~s[m]
]
~s∈∆N+1 = γ
−1T[m]−1~YVj [m] =
[
uj,~s[m]
]
~s∈∆N+1 + γ
−1T[m]−1

ZVj [md]
ZVj [md+ 1]
...
ZVj [(m+ 1)d− 1]
 . (12)
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In order to build the transmit signal for time t = (m+1)d, ..., (m+2)d−1, each relay will compute the determinant
of
HV,D[t] =
hV1,D1 [t] ... hVK ,D1 [t]... . . . ...
hV1,DK [t] ... hVK ,DK [t]
 .
Lemma 1 in this case implies that detHV,D[t] is a non-identically zero polynomial on the variables hVi,Dj [t],
i, j ∈ {1, ...,K}, and we can find δ′ > 0 such that |detHV,D[t]| > δ′ for t = md, ..., (m+1)d−1 with probability
1− ′, for any fixed ′ > 0. Since the event {|detHV,D[t]| > δ′} is independent for each time t, we will choose
′ and the corresponding δ′ small enough so that
Pr
[∣∣∣ {t : md ≤ t ≤ (m+ 1)d− 1, |detHV,D[t]| > δ′} ∣∣∣ ≤ |∆N |] < , (13)
where  is the same previously chosen parameter. If |detHV,D[t]| ≤ δ′, all relays will simply stay silent at time t.
Otherwise, after obtaining
[
uˆj,~s[m]
]
~s∈∆N+1 , relay Vj will encode all these d = |∆N+1| symbols using new transmit
directions. To describe the new set of transmit directions, we first define b11[t] ... bK1[t]... . . . ...
b1K [t] ... bKK [t]
 = HV,D[t]−1. (14)
Next, we let
T˜s11,s12,...,sKK [t] =
∏
1≤i≤K
1≤j≤K
bij [t]
sij , (15)
and, similar to (6), we can define the set of transmit directions for the relays to be
T˜N+1[t] =
{
T˜s11,s12,...,sKK [t] : (s11, s12, ..., sKK) ∈ ∆N+1
}
. (16)
Relay Vj will encode the uˆj,~s s by transmitting, at time t = (m+ 1)d, (m+ 1)d+ 1, ..., (m+ 2)d− 1,
XVj [t] = γ
′
 ∑
~s∈∆N+1
T˜~s[t] uˆj,~s[m]
 = γ′
 ∑
~s∈∆N+1
T˜~s[t] uj,~s[m]
+ Z˜Vj [t], (17)
where Z˜Vj [t] is the effective noise term which results from the additive noise terms in the estimates uˆj,~ss. The
constant γ′ is chosen so that the transmit power
E
[
XVj [t]
2
]
= γ′2E

 ∑
~s∈∆N+1
T˜~s[t] uj,~s[m]
2
+ E [Z˜Vj [t]2]
≤ γ′2KP
∑
~s∈∆N+1
E
[
T˜~s[t]
2
]
+ E
[
Z˜Vj [t]
2
]
does not exceed P . Since each bij [t] can be written as a ratio between a polynomial on the variables hVi,Dj [t],
i, j ∈ {1, ...,K} and detHV,D[t], and |detHV,D[t]| > δ′, we see that E
[
T˜~s[t]
2
]
< ∞ for all ~s. Moreover, the
fact that E
[
hVi,Dj [t]
2
]
<∞, for each i, j ∈ {1, ...,K}, and |detT[m]| > δ guarantees that the variance of Z˜Vj [t]
is finite and independent of P . Thus, for P sufficiently large, γ′ can be chosen independent of P and t.
We then have the following claim.
Claim 1. The transmit signal of relay Vj , given in (17), can be re-written as
XVj [t] = γ
′ ∑
~s∈∆N
T˜~s[t]
(
K∑
i=1
bij [t] ci,~s[m]
)
+ Z˜Vj [t]. (18)
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Proof: The main idea is to notice that, just as (9) can be written as (8), (17) can be re-written as (18). This
can be more easily understood if we think of the (noiseless version of the) received signal in (9) as a polynomial on
the variables hSi,Vj [t], 1 ≤ i, j ≤ K. When relay Vj estimates each coefficient uj,~s[t] of this polynomial and then
replaces each monomial T~s with T˜~s, it is essentially re-building the same polynomial with each variable hSi,Vj [t]
replaced by bij [t]. Therefore, the same factorization used on the polynomial on the hSi,Vj [t] variables in (8) can
be used on the polynomial on the bij [t] variables, as shown in (18).
Decoding at the destinations:
In order to compute the received signals at the destinations, we first notice that, from (18), the vector of the K
relay transmit signals at time t ∈ {(m+ 1)d, (m+ 1)d+ 1, ..., (m+ 2)d− 1}, can be written asXV1 [t]...
XVK [t]
 = γ′ ∑
~s∈∆N
T˜~s[t]
 b11[t] ... bK1[t]... . . . ...
b1K [t] ... bKK [t]

 c1,~s[m]...
cK,~s[m]
+
 Z˜V1 [t]...
Z˜VK [t]
 . (19)
We can then write the vector of the K received signals at the destinations asYD1 [t]...
YDK [t]
 =
hV1,D1 [t] ... hVK ,D1 [t]... . . . ...
hV1,DK [t] ... hVK ,DK [t]

XV1 [t]...
XVK [t]
+
ZD1 [t]...
ZDK [t]

=
 b11[t] ... bK1[t]... . . . ...
b1K [t] ... bKK [t]

−1 XV1 [t]...
XVK [t]
+
ZD1 [t]...
ZDK [t]

= γ′
∑
~s∈∆N
T˜~s[t]
 c1,~s[m]...
cK,~s[m]
+
 b11[t] ... bK1[t]... . . . ...
b1K [t] ... bKK [t]

−1  Z˜V1 [t]...
Z˜VK [t]
+
ZD1 [t]...
ZDK [t]

︸ ︷︷ ︸
[Z˜D1 [t] ... Z˜DK [t]]
†
. (20)
Thus, the received signal at destination Dj at time t = (m+ 1)d, (m+ 1)d+ 1, ..., (m+ 2)d− 1 is simply given by
YDj [t] = γ
′ ∑
~s∈∆N
T˜~s[t] cj,~s[m] + Z˜Dj [t], (21)
and we see that all the interference has been cancelled, and destination Dj receives only the data streams originated
at source Sj . Moreover, the effective noise Z˜Dj [t] has a finite variance that is independent of P .
Destination Dj will use decoding operations similar to those used at the relays. The block of the d signals
received at times t = (m+ 1)d, (m+ 1)d+ 1, ..., (m+ 2)d− 1 can be used to form a length-d vector
~YDj [m+ 1] =

YDj [(m+ 1)d]
YDj [(m+ 1)d+ 1]
...
YDj [(m+ 2)d− 1]
 . (22)
Notice that, in case |detT[m]| ≤ δ, these received signals will contain just noise, since the relays stayed silent in
times t = (m+1)d, (m+1)d+1, ..., (m+2)d−1. Moreover, at any time t ∈ {(m+1)d, (m+1)d+1, ..., (m+2)d−1}
for which |detHV,D[t]| ≤ δ′, the corresponding entry of ~YDj [m + 1] will contain only noise. Notice that, from
(13), this will be the case of less than d−|∆N | of the entries, with probability at least 1− . Thus, with probability
at least 1− , destination Dj can let t1, ..., t|∆N | be the first |∆N | values of t ∈ {(m+ 1)d, ..., (m+ 2)d− 1} for
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which |detHV,D[t]| > δ′, and, from (21), the resulting received signals satisfy
YDj [t1]
YDj [t2]
...
YDj [t|∆N |]
 = γ′ ∑
~s∈∆N

T˜~s[t1]
T˜~s[t2]
...
T˜~s[t|∆N |]
 cj,~s[m] +

Z˜Dj [t1]
Z˜Dj [t2]
...
Z˜Dj [t|∆N |]
 . (23)
We will let ~˜T~s[m+ 1] =
[
T˜~s[t1], T˜~s[t2], ..., T˜~s[t|∆N |]
]†
, for each ~s ∈ ∆N . Notice that, for each ~s ∈ ∆N , T˜~s[t] is a
distinct monomial on the variables hVi,Dj [t] for i, j ∈ {1, ...,K}. We will then let T˜[m] be the |∆N | × |∆N | (i.e.,
NK
2 × NK2 ) matrix whose columns are ~˜T~s[m + 1], for ~s ∈ ∆N . The remaining d − |∆N | received signals are
simply discarded by the destinations. Lemma 1 now implies that det T˜[m] is a non-identically zero polynomial on
the variables hVi,Dj , i, j ∈ {1, ...,K}, and T˜[m] is invertible with probability 1. Moreover, one can find δ′′ > 0
such that, with probability 1− , |det T˜[m]| > δ′′.
At time t = (m+ 2)d− 1, destination Dj will construct a length-|∆N | vector of effective outputs as follows. If
|det T˜[m]| ≤ δ′′, |detT[m]| ≤ δ or if there are more than d− |∆N | times t ∈ {(m+ 1)d, (m+ 1)d+ 1, ..., (m+
2)d − 1} for which |detHV,D[t]| ≤ δ′, it simply outputs [ε, ..., ε], where ε simbolizes an erasure. Since each of
these three events occurs with probability at most , their union occurs with probability at most 3. If none of these
events occurs, destination Dj will output the vector of estimates of the cj,~ss
[
cˆj,~s[m]
]
~s∈∆N =
1
γ′
T˜[m]−1

YDj [t1]
YDj [t2]
...
YDj [t|∆N |]

=
[
cj,~s[m]
]
~s∈∆N +
1
γ′
T˜[m]−1

Z˜Vj [t1]
Z˜Vj [t2]
...
Z˜Vj [t|∆N |]

︸ ︷︷ ︸[
˜˜Zj,~s[m]
]
~s∈∆N
. (24)
Notice that |det T˜[m]| > δ′′ implies that the entries of T˜[m]−1 have a finite variance, which in turn implies that
the resulting additive noise vector
[
˜˜Zj,~s[m]
]
~s∈∆N
has a finite covariance matrix, with entries that are independent
of P . Destination Dj will then view each entry of its output vector as the output of a separate channel, with input
cj,~s[m] and output cj,~s[m] +
˜˜Zj,~s[m] with probability 1 − q and ε with probability q, where q ≤ 3. Therefore,
we essentially create NK
2
parallel AWGN channels with erasure probability at most 3. The fact that the additive
noises are correlated is irrelevant (in fact it can only improve the achievable rates), and it is clear that we can
achieve 1− 3 degrees of freedom in each of these effective channels. Since we need d time-steps to transmit one
symbol in each of these channels, we achieve a total of
(1− 3)N
K2
d
= (1− 3) N
K2
(N + 1)K2
= (1− 3)
(
N
N + 1
)K2
,
for arbitrarily chosen N and . Thus, by choosing N large and  > 0 small, each user can achieve arbitrarily close
to one degree of freedom.
C. Aligned Network Diagonalization Scheme for Constant Channels
In the case of constant channel gains, the AND scheme presented in Section IV-B does not work. The lack of
time diversity makes the entries in the vector ~T~s[m], given in (11)), be all equal, and T[m] is not invertible (as its
rank is one). Therefore, in order to achieve the K degrees of freedom with constant channels, we must perform
the alignment operations of AND not over time dimensions, but over rational dimensions, in the spirit of [16].
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As in Section IV-B, in this section, we describe the scheme by first considering the encoding at the sources,
followed by the relaying operations and the decoding operation. Then, in Section IV-D, we present a performance
analysis on the scheme, where we formally prove that it achieves arbitrarily close to K degrees of freedom for
almost all values of the channel gains.
Encoding at the sources:
Each source Si again starts by breaking its message Wi into L submessages. Each of the submessages will
be encoded in a separate data stream, using a single codebook with codewords of length n, obtained by uniform
i.i.d. sampling of the set
U = Z ∩
[
−P 1−2(d+) , P 1−2(d+)
]
, (25)
for a small  > 0, and d = (N + 1)K
2
. The rate of this code, i.e., the number of codewords, will be determined
later. Notice that d can be thought of as a parameter which sets the number of degrees of freedom given to each
stream to be (1− )/(d+ ) ≈ 1/d. The set of transmit directions TN is defined as in (6), the only difference being
that we drop the time index t, since the channels are constant. We again let ci,~s[m], for 0 ≤ m ≤ n− 1, represent
the (m + 1)th symbol of the codeword associated to the submessage of stream ~s ∈ ∆N . At time t ∈ {1, ..., n},
source Si will thus transmit
XSi [t] = γ
∑
~s∈∆N
T~s ci,~s[t]
where γ = βP
d−1+2
2(d+) , for a contant β to be determined. Since the maximum power of a transmit signal from Si
can be loosely upper bounded by
β2P
d−1+2
d+
 ∑
~s∈∆N
|T~s|
2γ2P 1−d+ = β2
 ∑
~s∈∆N
|T~s|
2 γ2P,
for any value of γ and N , we can choose the constant β such that the maximum transmit power at the sources is
no more than P .
Relaying operations:
Just as in Section IV-B, the received signals are given by (8) and (9), which, in the case of constant channels
become respectively
YVj [t] = γ
∑
~s∈∆N
T~s
(
K∑
i=1
hSi,Vjci,~s[t]
)
+ ZVj [t]. (26)
YVj [t] = γ
∑
~s∈∆N+1
T~s uj,~s[t] + ZVj [t]. (27)
However, since in this case the code symbols ci,~s, and consequently the uj,~ss, are integers, it makes sense to
consider the (noiseless) received constellation at each relay, given by
V =
γ ∑
~s∈∆N+1
T~s u~s : u~s ∈ Z ∩
[
−KγP 1−2(d+) ,KγP 1−2(d+)
]
,∀ ~s ∈ ∆N+1
 . (28)
Each relay Vj will map its received signal YVj [t] to the nearest point in V . This point can then be used to obtain
the integers uj,~s, for ~s ∈ ∆N+1, due to the following claim (which is later proven in Section IV-D).
Claim 2. There exists a one-to-one map between points v ∈ V and tuples of integers (u~s : ~s ∈ ∆N+1) with entries
in Z ∩
[
−KP 1−2(d+) ,KP 1−2(d+)
]
such that v = γ
∑
~s∈∆N+1 T~s u~s.
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After decoding uj,~s, for ~s ∈ ∆N+1, using this one-to-one map, relay Vj will re-encode all these integers using
new transmit directions, exactly as described in Section IV-B. More precisely, the transmit signal of relay Vj at
time t+ 1 will be given by
XVj [t+ 1] = γ
′ ∑
~s∈∆N+1
T˜~s uj,~s[t], (29)
where γ′ = β′P
d−1+2
2(d+) , and β′ is chosen so that the output power constraint is satisfied (similar to β). The new
transmit directions T˜~s are defined exactly as before, according to (14), (15) and (16). Moreover, Claim 1 still holds
in this case, and the transmit signals can be equivalently written as
XVj [t+ 1] = γ
′ ∑
~s∈∆N
T˜~s
(
K∑
i=1
bij ci,~s[t]
)
. (30)
Decoding at the destinations:
In order to compute the received signals at the destinations, similar to (19), we first express the transmit signals at
time t in vector form, as XV1 [t+ 1]...
XVK [t+ 1]
 = γ′ ∑
~s∈∆N
T˜~s
 b11 ... bK1... . . . ...
b1K ... bKK

 c1,~s[t]...
cK,~s[t]
 . (31)
Then, similar to (20), we can obtainYD1 [t+ 1]...
YDK [t+ 1]
 =
hV1,D1 ... hVK ,D1... . . . ...
hV1,DK ... hVK ,DK

XV1 [t+ 1]...
XVK [t+ 1]
+
ZD1 [t+ 1]...
ZDK [t+ 1]

=
 b11 ... bK1... . . . ...
b1K ... bKK

−1 XV1 [t+ 1]...
XVK [t+ 1]
+
ZD1 [t+ 1]...
ZDK [t+ 1]

= γ′
∑
~s∈∆N
T˜~s[t]
 c1,~s[t]...
cK,~s[t]
+
ZD1 [t+ 1]...
ZDK [t+ 1]
 . (32)
Thus, the received signal at destination Dj at time t is simply given by
YDj [t+ 1] = γ
′ ∑
~s∈∆N
T˜~s cj,~s[t] + ZDj [t+ 1]. (33)
The points in the (noiseless) received constellation at each destination, given by
V˜ =
γ′ ∑
~s∈∆N
T˜~s c~s : c~s ∈ U ,∀ ~s ∈ ∆N
 , (34)
can also be uniquely mapped into tuples of integers due to the following claim.
Claim 3. There exists a one-to-one map between points v ∈ V˜ and tuples of integers (c~s : ~s ∈ ∆N ) with entries
in U such that v = γ′∑~s∈∆N T˜~s c~s.
Therefore, at each time t = 2, ..., n, destination Di will first map its received signal to the nearest point in V˜
and then use the one-to-one map between points in V˜ and tuples (c~s : ~s ∈ ∆N ) with entries in U to obtain the
L integers ci,~s encoded by source Si at time t − 1. At time n, destination Di has decoded L data streams of n
integers each (in fact, n− 1 integers, since the integers encoded by the destination at time t = n do not arrive at
the destination within the length-n block), and it applies an individual typicality-based decoder to each of these
streams to decode the original source message Wi.
14
D. Performance Analysis of AND for constant channels
Next we show that AND for constant channels can in fact achieve K degrees of freedom. In order to do that,
we first need to bound the error probability of the hard-decoding operations at the relays and destinations. In the
process of doing that, we prove Claims 2 and 3.
Error probability of relaying operations:
To bound the error probability of the relaying operations, we need to find a lower bound on the minimum distance
between two points in the received constellation V , described in (28). Since the directions T~s, for ~s ∈ ∆N+1, are
all distinct monomials of the channel gains of the first hop, they can be viewed as analytic functions of hSi,Vj , for
1 ≤ i, j ≤ K, that are linearly independent over the reals. Moreover, the distance between any two points in V has
the form
γ
∑
~s∈∆N+1
T~s u~s,
where each u~s can take values in Z∩
[
−2KP 1−2(d+) , 2KP 1−2(d+)
]
. Thus, we can apply Theorem 5 in [16] (see also
its subsequent remarks and inequality (8) in particular) to conclude that, for almost all values of the channel gains,
there exists a constant κ, independent of P , such that the minimum distance of V satisfies
dmin > γ
κ(
2KP
1−
2(d+)
)|∆N+1|−1+ .
By choosing d = |∆N+1| = (N + 1)K2 , we have
dmin >
κβP
d−1+2
2(d+)
(2K)d−1+P
(1−)(d−1+)
2(d+)
=
κβ
(2K)d−1+
P /2. (35)
The fact that the minimum distance between any two points in V is strictly positive implies that there exists a one-to-
one map between points v ∈ V and tuples of integers (u~s : ~s ∈ ∆N+1) with entries in Z∩
[
−KP 1−2(d+) ,KP 1−2(d+)
]
,
thus proving Claim 2. Therefore, after mapping its received signal to the nearest point in V , relay Vj can in fact
decode each uj,~s, ~s ∈ ∆N+1, using this one-to-one map. This procedure will correctly decode each uj,~s, provided
that |ZVj [t]| < dmin/2, implying that the probability of error for relay Vj is at most
Pr(|ZVj [t]| ≥ dmin/2) = 2Q
(
dmin
2σ
)
≤ exp
(
−d
2
min
8σ2
)
= exp(−δP ), (36)
where δ is a positive contant that is independent of P .
Error probability of symbol decoding at the destinations:
Similar to what we did for the received signals at the relays, we would like to lower bound the minimum distance
between two points in the destinations (noiseless) received constellation V˜ , given in (34). The following lemma,
whose proof we present in the appendix, allows us to use Theorem 5 from [16] as we did before.
Lemma 2. The received directions at the destinations, T˜~s, for ~s ∈ ∆N , are analytic functions of hVi,Dj , 1 ≤ i, j ≤
K, that are linearly independent over the reals.
Theorem 5 from [16] now implies that the minimum distance d˜min between any two points in V˜ can be lower-
bounded as
d˜min > γ
′ κ˜(
2P
1−
2(d+)
)|∆N |−1+ .
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for some constant κ˜ (which is independent of P ). Since d = |∆N+1| > |∆N |, for P > 1, we have
d˜min >
κ˜β′P
d−1+2
2(d+)
2|∆N |−1+P
(1−)(d−1+)
2(d+)
=
κ˜β′
2|∆N |−1+
P /2. (37)
The fact that the minimum distance between any two points in V˜ is strictly positive implies that there exists a one-
to-one map between points v ∈ V˜ and tuples of integers (c~s : ~s ∈ ∆N ) with entries in Z ∩
[
−P 1−2(d+) , P 1−2(d+)
]
,
thus proving Claim 3. After mapping its received signal to the nearest point in V˜ , destination Dj can in fact decode
each cj,~s, ~s ∈ ∆N , using this one-to-one map. As in (36), the probability that Di incorrectly decodes these integers
(provided that no relay made an error in the previous step) is at most
Pr(|ZDj [t]| ≥ d˜min/2) = exp(−δ˜P ), (38)
for some constant δ˜ > 0.
Achievable rates:
To determine the rate of our original codebook, we first notice that each data stream between Si and Di effectively
creates a discrete memoryless channel with input and output alphabets U and an error probability which can be
upper bounded as
Pe ≤ 1− (1− exp(−δP ))K
(
1− exp(−δ˜P )
)
≤ 1− (1− exp(−δ′P ))K+1
≤ (K + 1) exp(−δ′P ), (39)
where δ′ = min(δ, δ˜). This allows us to lower bound the mutual information between the input U and the output
Uˆ of this channel, for a uniform distribution over the input alphabet. Using Fano’s inequality, we have
I(U ; Uˆ) ≥ H(U)−H(U |Uˆ)
≥ log |U| − (1 + Pe log |U|)
= (1− Pe) log |U| − 1
≥ (1− (K + 1) exp(−δ′P ))(
1− 
d+ 
logP
2
+ 1
)
− 1,
and we can achieve rate
R = (1− (K + 1) exp(−δ′P ))
(
1− 
d+ 
logP
2
+ 1
)
− 1
over each data stream, by having our original codebook have 2nR codewords. This means that each data stream
can achieve
lim
P→∞
R
1
2 logP
=
1− 
d+ 
=
1− 
(N + 1)K2 + 
degrees of freedom. Since each source transmits L = |∆N | = NK2 data streams, each source-destination pair
achieves a total of
(1− )NK2
(N + 1)K2 + 
≥ (1− )N
K2
(1 + )(N + 1)K2
=
1− 
1 + 
(
N
N + 1
)K2
degrees of freedom, for any large N and any small  > 0, implying that each source-destination pair can achieve
arbitrarily close to one degree of freedom. We conclude that the aligned network diagonalization scheme can achieve
arbitrarily close to K degrees of freedom for almost all values of the channel gains, which proves Theorem 2.
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V. TWO-HOP NETWORKS WITH MIMO NODES
In this section, we use the result from Theorem 1 in order to characterize the degrees of freedom of two-hop
networks where we still have full connectivity at each hop, but each node (sources, relays and destinations) is
allowed to have multiple antennas. In general, we want to focus on a K×A×K network, where each node i ∈ V
has Mi (full-duplex) antennas. For simplicity of exposition, we will focus on the case of time-varying channels.
However, it should be clear that the results in this section can also be obtained in the case of constant channels,
by extending Theorem 2 instead.
It is obvious that, in this setting, for certain choices of the number of antennas at each node, it may not be
optimal to assign the same number of degrees of freedom to each source-destination pair, as was the case when
Mi = 1 for all i. Therefore, in this section, instead of focusing on the sum degrees of freedom, we will instead
consider the degrees-of-freedom region.
Definition 6. The degrees-of-freedom region of a K ×A×K wireless network is given by
D = {(d1, ..., dK) ∈ RK+ : ∀w1, ..., wK ∈ R+, w1d1 + ...+ wKdK
≤ lim
P→∞
(
sup
(R1,...,RK)∈C(P )
w1R1 + ...+ wKRK
1
2 logP
)}
. (40)
While the formal definition is technical, the degrees-of-freedom region can be intuitively understood as a high-
SNR approximation to the capacity region, scaled down by 12 logP . The sum degrees of freedom dΣ from Definition
5 is simply the point in D that maximizes the (unweighted) sum of its components. For two-hop networks with
MIMO nodes we then have the following result.
Theorem 3. For a K ×A×K wireless network with time-varying channels where each node i has Mi antennas,
the degrees-of-freedom region comprises all nonnegative K-tuples (d1, ..., dK) satisfying
K∑
i=1
di ≤Mrelays (41)
di ≤ min [MSi ,MDi ] , for i = 1, ...,K, (42)
where Mrelays =
∑A
i=1MVi is total number of antennas at the relays.
Once again, the converse part of this Theorem is obtained from the cut-set bound in a straigthforward manner.
Moreover, given Theorem 1, the achievability is also easily obtained. More precisely, for any degrees-of-freedom
tuple (d1, ..., dK) satisfying (41), we first discard Mrelays −
∑K
i=1 di out of the total relay antennas. Moreover,
since di ≤ min [MSi ,MDi ] from (42), we can discard MSi − di out of the source antennas and MDi − di out of
the destination antennas. Then, if we view all remaining antennas as separate nodes, we obtain a K ′ ×K ′ ×K ′
wireless network with time-varying channels, where K ′ =
∑K
i=1 di. It is then clear that, by applying Theorem 1,
we can achieve
∑K
i=1 di sum degrees of freedom on this network, which corresponds to the degrees-of-freedom
tuple (d1, ..., dK) in the original network.
The most interesting aspect of this result is the fact that the cooperation that is allowed among the antennas
due to the MIMO setting does not improve the degrees of freedom that can be achieved in the case that all the
antennas are viewed as separate nodes. Notice, however, that this cooperation among antennas may have the power
to simplify the schemes we presented in Sections IV-B and IV-C.
17
VI. CONCLUSION
In this work, we showed that, K ×K ×K wireless networks have K degrees of freedom both in the case of
time-varying channel coefficients and in the case of constant channel coefficients (in which case the result holds
for almost all values of constant channel coefficients). This result is surprising due to the fact that, in a K×K×K
wireless network, each destination is subject to interference originated at K − 1 sources. Thus, the total number
of interference signals that need to be neutralized for K degrees of freedom to be achieved is O(K2), while the
number of variables under our control (i.e., the encoding rules at the sources and the relaying operations) is only
O(K). Moreover, this result answers the important conceptual question of whether global interference management
can significantly outperform hop-by-hop interference management. As we showed, global interference management
techniques have the potential to effectively remove all the interference experienced by the destinations in two-
hop wireless networks. The same objective cannot be achieved if we restrict ourselves to hop-by-hop interference
management.
Our main result is proven through the introduction of a new coding strategy, which we call Aligned Network
Diagonalization. In the case of time-varying channels in particular, the scheme can be seen as providing an affirmative
answer to a linear diagonalization question: is it possible to apply linear transformations at the sources, relays and
destinations, so that the overall linear tranformation of the network is diagonal? The main idea of the scheme lies
in the operations performed by the relays. These operations can be understood as modifying the received signals
at the relays so that it “looks like” the transfer matrix of the first hop is the inverse of the transfer matrix of the
second hop. This way, we can effectively diagonalize the network, creating parallel interference-free channels from
each source to its corresponding destination. These interference-free channels allow each source-destination pair to
achieve arbitrarily close to one degree of freedom.
While our results imply the tightness of the cut-set bound, it is important to point out that this is likely to be
the case only for degrees of freedom. For example, this occurs for the two-user interference channel, where the
degrees-of-freedom cut-set bound of 1 is trivially tight, but, as shown in [5], tighter outer bounds can be obtained
through genie-aided arguments and by considering distinct interference regimes. Thus, one would expect that more
sophisticated outer bounds can be developed for K ×K ×K wireless network as well. In this sense, a promising
direction is to consider a deterministic model of the K×K×K wireless network. Deterministic models of wireless
networks have been proven useful in the study of the capacity of both multi-hop single-flow networks [2] and
single-hop multi-flow networks [7, 10]. Not only do they usually provide new insights about the original stochastic
problem, but they can in fact be shown, in several cases, to approximate well the capacity of their non-deterministic
(usually AWGN) counterparts. A step towards studying K ×K ×K wireless networks under deterministic models
was taken in [26]. By using the worst-case noise result from [27], it was shown that the capacity region of an
AWGN K ×K ×K wireless network is a subset of the capacity region of the same network under the truncated
deterministic model [2] (where nodes are given slightly more power). This fact is particularly interesting because it
allows us to look for outer bounds on the capacity region of the AWGN K ×K ×K wireless network by focusing
on the truncated deterministic channel model, which is expected to reveal combinatorial structures of the problem
that are not apparent in the AWGN setting.
Other directions for future work include a study of the time expansion required for our proposed scheme to be
performed. In particular, we notice that the linear version of AND relies on the fast variation of the channel gains
in the network and requires a large number of distinct channel realization in order to achieve close to one degree
of freedom per user. If we limit the available time (and space) diversity, as considered for instance in [28], it is not
clear if the same gains achieved by AND can be obtained. Of particular interest is the tradeoff between achievable
degrees of freedom and the amount of channel diversity available. Furthermore, one would expect this tradeoff to
be strongly affected by the addition of extra relays to the network. Thus we would like to know if AND can be
generalized to take advantage of a larger number of relays, which can provide more spatial diversity, in order to
reduce its requirement for time diversity.
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APPENDIX A
PROOF OF LEMMA 1
Lemma 1. Let ~p(x1, ..., xK) = [p1(x1, ..., xK), ..., pd(x1, ..., xK)]
†, where each pi(x1, ..., xK) is a distinct
monomial on the variables x1, ..., xK . Then, the determinant of the d× d matrix
[~p(x1,1, ..., x1,K), ~p(x2,1, ..., x2,K), ..., ~p(xd,1, ..., xd,K)]
is a non-identically zero polynomial on the variables x1,1, ..., x1,K , ..., xd,1, ..., xd,K .
Proof: Obviously, the determinant of [~p(x1,1, ..., x1,K), ~p(x2,1, ..., x2,K), ..., ~p(xd,1, ..., xd,K)] is a polynomial
on the variables x1,1, ..., x1,K , ..., xd,1, ..., xd,K . To show that it is non-identically zero, we just need to show that,
for some choice of x1,1, ..., x1,K , ..., xd,1, ..., xd,K , the determinant is nonzero. We do this by showing inductively
that we can choose x1,1, ..., x1,K , then x2,1, ..., x2,K and so on, so that, when we choose xj,1, ..., xj,K , the column
~p(xj,1, ..., xj,K) is linearly independent from ~p(x1,1, ..., x1,K), ..., ~p(xj−1,1, ..., xj−1,K). The base case is trivial. Fix
any j ∈ {2, ...,K}, and suppose x1,1, ..., x1,K , ..., xj−1,1, ..., xj−1,K have been chosen such that the linear space
spanned by ~p(x1,1, ..., x1,K), ..., ~p(xj−1,1, ..., xj−1,K), L, has dimension j − 1. Since j − 1 < d, there must be
constants α1, ..., αd (not all zero) such that, for any (y1, .., yd) ∈ L,
∑d
i=1 αiyi = 0. But since each pi(x1, ..., xK)
is a distinct monomial on the variables x1, ..., xK ,
∑d
i=1 αipi(x1, ..., xK) is not identically zero. Thus, we can
choose xj,1, ..., xj,K , such that
∑d
i=1 αipi(xj,1, ..., xj,K) 6= 0, which implies that ~p(xj,1, ..., xj,K) /∈ L, completing
the proof.
APPENDIX B
PROOF OF LEMMA 2
Lemma 2. The received directions at the destinations, T˜~s, for ~s ∈ ∆N , are analytic functions of hVi,Dj , 1 ≤ i, j ≤
K, that are linearly independent over the reals.
Proof: To prove that each T˜~s, for ~s ∈ ∆N , is an analytic function of hVi,Dj , 1 ≤ i, j ≤ K, we notice that if
we let
H =

hV1,D1 hV2,D1 ... hVK ,D1
hV1,D2 hV2,D2 ... hVK ,D2
...
...
. . .
...
hV1,DK hV2,DK ... hVK ,DK
 ,
then, for 1 ≤ i, j ≤ K we can write bij = CijdetH , where Cij is the cofactor of the (i, j) entry of H . This means
that each bij is a ratio of two polynomials with hVi,Dj , 1 ≤ i, j ≤ K, as variables. Since each T˜~s is a distinct
monomial of the bijs, it is clear that each T˜~s is an analytic function of hVi,Dj , 1 ≤ i, j ≤ K.
Next, suppose by contradiction that T˜~s, for ~s ∈ ∆N , are not linearly independent over the reals. Then there must
be real numbers α~s, for ~s ∈ ∆N , not all zero, such that∑
~s∈∆N
α~sT˜~s = 0
for all values of hVi,Dj , for 1 ≤ i, j ≤ K. However, since the T˜~s, for ~s ∈ ∆N are distinct monomials of the bijs,
we have that, for almost all values of the bijs,
∑
~s∈∆N α~sT˜~s 6= 0. Since for almost all values of the bijs, the matrix
B =

b11 b21 ... bK1
b12 b22 ... bK2
...
...
. . .
...
b1K b2K ... bKK

is invertible, we can find b11, b12, ..., bKK for which B is invertible and
∑
~s∈∆N α~sT˜~s 6= 0 (with the T˜~s s seen as
functions of the bijs). But this means that if we choose the values of hVi,Dj , for 1 ≤ i, j ≤ K, by setting H = B−1,
we will have
∑
~s∈∆N α~sT˜~s 6= 0 (with the T˜~s s seen as functions of the hVi,Dj s), which is a contradiction.
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