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Elaborating on a previous work by Han et al. [Phys. Lett. A 221
(1996) 283], we provide a general, basis-independent proof of the
necessity of negative probability measures in certain local hidden-
variable (LHV) models giving a violation of the Bell-CHSH in-
equality. Moreover, we obtain general solutions for LHV-induced
probability measures that reproduce any consistent set of proba-
bilities.
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In 1982, Mu¨ckenheim [1] made use of negative probability functions in an
attempt to resolve the Einstein-Podolsky-Rosen (EPR) paradox [2]. For this
purpose, Mu¨ckenheim built a classical model endowed with negative probabil-
ities that reproduced all the statistical predictions of quantum theory for the
singlet state of two spin-half particles. While the physical meaning of extended
probabilities is far from obvious, this attempted solution of the EPR paradox
might seem [3], \. . . as unattractive as (but not more unattractive than) all the
others" (present author’s emphasis). Subsequently, Home, Lepore and Selleri
[4] put forward a general argument demonstrating that one can always re-
produce the quantum mechanical results for nonfactorisable state vectors of
correlated systems by means of probabilities of the Clauser-Horne type [5] pro-
vided one allows for probabilities not obeying Kolmogorov’s axiom according
to which probabilities p are restricted to the range 0  p  1. More recently,
in a very interesting paper, Han, Hwang and Koh [6] obtained explicit solu-
tions for probability measures that reproduce quantum mechanical predictions
for some spin-measurement directions for all entangled states, and proved the
necessity of negative probability measures in this case. In the present Letter,
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we shall extend the proof by Han et al. in the following sense. While Han
et al.’s proof relies in a special basis (see Eqs. (28) and (39) of [6]) to show
the negativity of probability measures for the considered local hidden-variable
(LHV) model, ours proves the necessity of such negative probability measures
in all instances where the predictions of the LHV model are made to violate
the Bell-CHSH inequality [7-9]. This is done without relying on any particular
basis states or measurement directions. In fact, our result holds irrespective
of whatever quantum mechanical consideration. Moreover, we give general so-
lutions for LHV probability measures that reproduce any conceivable set of
probabilities satisfying certain requirement conditions, namely, the normali-
sation condition and the causal communication constraint (cf. Eqs. (17) and
(28)-(29) below). A set of probabilities fullling these requirement conditions
will be referred to as a consistent set. The proof goes in a rather straightfor-
ward way as follows.
Consider an experiment of the EPR type designed to test the Bell-CHSH in-
equality. Two correlated particles 1 and 2 fly apart in opposite directions from
some common source. Subsequently, each of the particles enters its own mea-
suring apparatus which can measure either one of two physical variables at a
time|a1 or a2 for particle 1 and b1 or b2 for particle 2. The possible values
of these variables may be taken to be +1 and −1. The source emits a very
large number of particle pairs. The basic entity to be considered is the joint
probability p(aj = m, bk = n) that the outcome of the measurement of aj on
particle 1 is m, and that the outcome of the measurement of bk on the paired
particle 2 is n, where j, k = 1, 2, and m, n = 1. A representative determin-
istic LHV model describing this experiment could be as follows [6]. The main
assumption made by such a model is that, for every pair of particles emitted
by the source, there exists a hidden variable λ (with domain of variation )
which determines locally (for example, at the common source) the response of
the particles to each of the measurements they can be subjected to. For the
experiment under consideration, the set of all λ can then be partitioned into
16 disjoint subsets i (with respective probability measure mi) according to
the outcomes of the four possible measurements, a1 and a2 for particle 1 and
b1 and b2 for particle 2. In Table 1 we display the 16 rows characterising the
subsets i. The ith row indicates the response of the particles to the dierent
measurements when the particle pair is described by a hidden variable per-
taining to the subset i. So, for example, if a particle pair is described by a
given λ 2 2, then the particles must behave according to the following local
plan: if a1 is measured on particle 1 the result will be +1, if a2 is measured
on particle 1 the result will be +1, if b1 is measured on particle 2 the result
will be +1, and if b2 is measured on particle 2 the result will be −1. (Note
that, for each of the plans, the agreed result for aj is independent of which
measurement (b1 or b2) is performed on particle 2, and similarly the agreed




The 16 possible subsets into which the total set  can be partitioned. The hidden
variables in each subset i determine uniquely the outcomes for each of the four
possible measurements a1, b1, a2, and b2.
Subset of  a1 b1 a2 b2 Probability measure
1 + + + + m1
2 + + + − m2
3 + + − + m3
4 + + − − m4
5 + − + + m5
6 + − + − m6
7 + − − + m7
8 + − − − m8
9 − + + + m9
10 − + + − m10
11 − + − + m11
12 − + − − m12
13 − − + + m13
14 − − + − m14
15 − − − + m15
16 − − − − m16
From Table 1, we can readily compute the predictions that our LHV model
makes for the various probabilities p(aj = m, bk = n). These are given by
p1  p(a1+; b1+) = m1 + m2 + m3 + m4, (1)
p2  p(a1+; b1−) = m5 + m6 + m7 + m8, (2)
p3  p(a1−; b1+) = m9 + m10 + m11 + m12, (3)
p4  p(a1−; b1−) = m13 + m14 + m15 + m16, (4)
p5  p(a1+; b2+) = m1 + m3 + m5 + m7, (5)
p6  p(a1+; b2−) = m2 + m4 + m6 + m8, (6)
p7  p(a1−; b2+) = m9 + m11 + m13 + m15, (7)
p8  p(a1−; b2−) = m10 + m12 + m14 + m16, (8)
p9  p(a2+; b1+) = m1 + m2 + m9 + m10, (9)
p10  p(a2+; b1−) = m5 + m6 + m13 + m14, (10)
p11  p(a2−; b1+) = m3 + m4 + m11 + m12, (11)
p12  p(a2−; b1−) = m7 + m8 + m15 + m16, (12)
p13  p(a2+; b2+) = m1 + m5 + m9 + m13, (13)
p14  p(a2+; b2−) = m2 + m6 + m10 + m14, (14)
p15  p(a2−; b2+) = m3 + m7 + m11 + m15, (15)
p16  p(a2−; b2−) = m4 + m8 + m12 + m16, (16)
in obvious notation. We are assuming throughout this Letter ideal behaviour of
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the measuring apparatuses and, in particular, perfect eciency of the detection




p(aj = m, bk = n) = 1, (17)
for any j, k = 1, 2. From Eqs. (1)-(4), this in turn implies
16∑
i=1
mi = 1. (18)
For convenience for what follows we dene the following two quantities,
1 = m4 + m5 + m6 + m8 + m9 + m11 + m12 + m13, (19)
and
2 = 1− 1 = m1 + m2 + m3 + m7 + m10 + m14 + m15 + m16. (20)
Let us now consider the sum of correlations
 = c(a1, b1) + c(a1, b2) + c(a2, b1)− c(a2, b2), (21)
entering into the Bell-CHSH inequality [7-9], jj  2, with the correlation
coecient c(aj , bk) being given by
c(aj, bk) = p(aj = 1, bk = 1) + p(aj = −1, bk = −1)
− p(aj = 1, bk = −1)− p(aj = −1, bk = 1) . (22)
Substituting this in Eq. (21), and taking into account the normalisation con-
dition in Eq. (17), the quantity  can equivalently be written in the form
 = 2(p1 + p4 + p5 + p8 + p9 + p12 + p14 + p15 − 2), (23)
where we have used the abbreviated notation introduced in Eqs. (1)-(16).
Now, by replacing the probabilities appearing in Eq. (23) by their respective
expressions in Eqs. (1)-(16), one obtains the prediction that our LHV model
makes for the Bell-CHSH sum of correlations,
LHV = 2(1− 21) = 2(22 − 1). (24)
The Bell-CHSH inequality is violated whenever jj > 2. Then, from Eq.
(24), it follows at once that in order for the LHV model to give a violation
of the Bell-CHSH inequality it is necessary that either 1 < 0 or 1 > 1
(or, correspondingly, that either 2 > 1 or 2 < 0). In any case, to have
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jLHVj > 2, it is necessary that either 1 or 2 be negative. Thus, as the
negativity of either 1 or 2 implies the negativity of at least one of the
mi’s, we have proved the necessity of negative probability measures for the
considered LHV model if this is to violate the Bell-CHSH inequality. On the
other hand, from Eq. (24), it is also clear that the prediction by the LHV
model does satisfy the Bell-CHSH inequality if, and only if, the condition
0  1, 2  1 is satised. Needless to say, the usual case where ∑mi = 1 and
0  mi  1 fulls this latter condition, and hence, for such a case, jLHVj  2.
This constitutes another proof of Bell’s theorem [8,9] which can be rephrased
succinctly by saying that no LHV model obeying Kolmogorov’s axiom can
produce a violation of the inequality jj  2. It should be noticed, however,
that, although necessary, the requirement of negative probability measure is
not a sucient condition in order to have jLHVj > 2. Indeed, it may be the
case that some of the mi’s be negative, and yet having that 0  1, 2  1.
Now we are going to give general solutions for LHV probability measures that
reproduce any consistent set of probabilities fp1, p2, . . . , p16g. To this end, let
us rst consider the special case where  = 2
p
2. This value for  can be
reproduced by the LHV model if 1 = (1−
p
2)/2 and 2 = (1 +
p
2)/2. An
immediate, \equally-distributed" solution of these equations is











Substituting these values in Eqs. (1)-(16) yields the following positive proba-
bilities predicted by the LHV model for the special case considered, p1 = p4 =
p5 = p8 = p9 = p12 = p14 = p15 = (2 +
p
2)/8 and p2 = p3 = p6 = p7 =
p10 = p11 = p13 = p16 = (2 −
p
2)/8. It is to be noted that these values for
p1, p2, . . . , p16 are the same as those predicted by quantum mechanics (QM) in
the case that the quantum Bell-CHSH sum of correlations attains the Cirel’son
limit QM = 2
p
2 [10,11]. It should be added that, however, the equally-
distributed solution, namely that for which m4 = m5 = m6 = m8 = m9 =
m11 = m12 = m13 and m1 = m2 = m3 = m7 = m10 = m14 = m15 = m16, is
clearly too restrictive since, as may readily be checked from Eqs. (1)-(16), it in-
variably leads to the prediction that p1 = p4 = p5 = p8 = p9 = p12 = p14 = p15
and p2 = p3 = p6 = p7 = p10 = p11 = p13 = p16. Consequently, ex-
cept for the case where these conditions on the probabilities are met, the
equally-distributed solution cannot account for the generic set of probabilities
fp1, p2, . . . , p16g. Anyway, it is nevertheless important to realise that, if such
probabilities p1, p2, . . . , p16 are to be given by the LHV predictions on the
right-hand side of Eqs. (1)-(16), then the probabilities themselves must obey
5
certain requirement conditions. Specically, if we want the generic probabil-
ities p1, p2, . . . , p16 to be cast into the form displayed by Eqs. (1)-(16), then
































(1 + p1 − p4 − p5 + p8 − p9 + p12 − p14 − p15).
We note, incidentally, that the set of conditions in Eq. (27) is equivalent to the
conjunction of the normalisation condition in Eq. (17) and the so-called causal
communication constraint [12]. This latter consistency condition requires that
∑
n=±1
p(aj = m, b1 = n) =
∑
n=±1
p(aj = m, b2 = n), (28)
∑
m=±1
p(a1 = m, bk = n) =
∑
m=±1
p(a2 = m, bk = n), (29)
for any j, k = 1, 2 and m, n = 1, and prevents the acausal exchange of clas-
sical information between the two parties involved in the EPR experiment.
Both quantum mechanics and our LHV model satisfy the causal communica-
tion constraint and hence the predictions by such theories do satisfy each of
the constraints in Eq. (27).
In searching for a general solution for LHV probability measures m1, m2, . . . ,
m16 that reproduces the probabilities p1, p2, . . . , p16, what really matters is
the fact that, as can be seen from Eq. (27), only eight of such probabilities
are independent. We may take the independent probabilities to be p1, p4,
p5, p8, p9, p12, p14, and p15. Therefore, to invert the set of Eqs. (1)-(16), it
suces to consider the eight equations (1), (4), (5), (8), (9), (12), (14), and
(15), plus the normalisation condition in Eq. (18). We are thus left with a
system of 9 equations with 16 unknowns m1, m2, . . . , m16, in which the prob-
abilities p1, p4, p5, p8, p9, p12, p14, p15 are treated as given parameters. This
system determines 9 probability measures as a function of the remaining 7
probability measures and the 8 probabilities above. So, for example, we can
get the following general solution for which the set of probability measures
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fm1, m4, m5, m6, m8, m9, m11, m12, m13g is given in terms of the remaining set
fm2, m3, m7, m10, m14, m15, m16g and the eight probabilities p1, p4, p5, p8, p9,




(−1− 2m2 − 2m3 − 2m7 − 2m10 − 2m14 − 2m15 − 2m16




(1 + 2m7 + 2m10 + 2m14 + 2m15 + 2m16 + p1 − p4




(1 + 2m2 + 2m10 + 2m14 + 2m15 + 2m16 − p1 − p4
+ p5 − p8 − p9 − p12 − p14 − p15), (32)
m6 = −m2 −m10 −m14 + p14, (33)




(1 + 2m3 + 2m7 + 2m14 + 2m15 + 2m16 − p1 − p4
− p5 − p8 + p9 − p12 − p14 − p15), (35)
m11 = −m3 −m7 −m15 + p15, (36)
m12 = −m10 −m14 −m16 + p8, (37)
m13 = −m14 −m15 −m16 + p4. (38)
By inserting the mi’s given by Eqs. (30)-(38) into Eqs. (1)-(16), and recall-
ing the relations in Eq. (27), one can reproduce whichever consistent set
of probabilities fp1, p2, . . . , p16g. Indeed, as may easily be veried, the sum
m1 +m2 +m3 +m4, with m1 and m4 given by Eqs. (30) and (31), respectively,
gives p1. Likewise, the sum m5 + m6 + m7 + m8, with m5, m6, and m8 given
by Eqs. (32), (33), and (34), respectively, gives p2 = (1− p1 − p4 + p5 − p8 −
p9 + p12 + p14 − p15)/2, etc. Similarly, from Eqs. (31)-(38), we may also check




(3− p1 − p4 − p5 − p8 − p9 − p12 − p14 − p15). (39)
Hence, from Eqs. (24) and (39), we obtain the LHV prediction LHV = 2(p1 +
p4 + p5 + p8 + p9 + p12 + p14 + p15 − 2), thereby reproducing the generic Bell-
CHSH sum of correlations in Eq. (23). Of course, according to our previous
result following Eq. (24), a violation of the Bell-CHSH inequality necessarily
implies the quantity 1 in Eq. (39) to be either 1 < 0 or 1 > 1. We note
the remarkable fact that there remain seven degrees of freedom in solutions
for LHV probability measures reproducing any consistent set of probabilities.
For the general solution displayed in Eqs. (30)-(38), these degrees of freedom
correspond to the variables m2, m3, m7, m10, m14, m15, and m16.
We conclude by discussing the case where, due to perfect correlation between
the particles, two of the probabilities, say p2 and p3, are equal to zero. This
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means that the results for the joint measurement of the observables a1 and
b1 must both be either +1 or −1. Thus, from a physical point of view, it
is reasonable to suppose that, for the case in which p2 = 0 and p3 = 0, the
probability measures m5, m6, m7, m8, m9, m10, m11, and m12 do equally vanish
(see Eqs. (2) and (3)). Otherwise, the LHV model could yield joint detection
events which, by assumption, never happen. (Of course, mathematically, we
may have p2 = 0 without actually requiring that m5 = m6 = m7 = m8 = 0.
This will happen, for example, whenever m5 + m6 = −m7 − m8.) On the
other hand, the fact that p2 = p3 = 0 imposes further constraints on the
probabilities. Specically, since p1 + p2 + p3 + p4 = 1, we have that p1 = 1−p4
whenever p2 = p3 = 0. In addition to this, the rst equation in (27) tells
us that p5 = p8 + p9 − p12 − p14 + p15 whenever p1 = 1 − p4 and p2 = 0.
Then, putting m5 = m6 = m7 = m8 = m9 = m10 = m11 = m12 = 0, and
substituting 1 − p4 for p1, and p8 + p9 − p12 − p14 + p15 for p5 in the general
equations (30)-(38), we obtain the following solution for the remaining LHV
probability measures in the case that perfect correlation develops between the
measurement outcomes of the observables a1 and b1,
m1 = −m16 + p8 + p9 − p14,
m2 = m16 − p8 + p14,
m3 = m16 − p12 + p15,
m4 = 1−m16 − p4 − p9 + p12 − p15, (40)
m13 = m16 + p4 − p8 − p12,
m14 = −m16 + p8,
m15 = −m16 + p12,
where now there remains a degree of freedom in the solution corresponding
to the variable m16. This degree of freedom that remains in the solution was
already noted by Han et al. [6]. The solution in Eq. (40) gives the prediction
LHV = 2(2p8 + 2p9 + 2p15 − 1), so the Bell-CHSH inequality will be violated
whenever p8 + p9 + p15 > 1. Incidentally, we can easily prove the negativity of
either m4 or m13 in this case by simply noting that m4+m13 = 1−p8−p9−p15.
In summary, in this Letter we have proved the necessity of negative probability
measures for the considered LHV model in all instances where the predictions
by such a model gives a violation of the Bell-CHSH inequality. Moreover, we
have obtained the most general solution for LHV probability measures that
reproduce any conceivable set of probabilities fullling the normalisation con-
dition and the causal communication constraint. We have observed that there
remain seven degrees of freedom in the solution. In this respect, it should
be emphasised that, as we have seen, it is only by imposing the condition of
perfect correlation and xing the eight corresponding LHV probability mea-
sures to zero, that the number of degrees of freedom remaining in the solution
reduces to one. In general, however, the solution contains more than one de-
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gree of freedom. Finally, we remark that the achieved general solution for
LHV probability measures can be used, specically, to reproduce whichever
quantum mecanical predictions for the probabilities p1, p2, . . . , p16 since, as
was mentioned previously, the quantum theoretic predictions satisfy the con-
sistency conditions of normalisation and causal communication (see Ref. [12]
and references therein).
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