ABSTRACT Transferring complex computing to the cloud server side leverages cloud-based intelligent service robots that are capable of highly complex computing tasks such as video analysis. In practical behavior surveillance applications, the captured videos from intelligent service robots are continuous. Action extraction from continuous unconstrained video is an important prerequisite for action analysis, such as action classification and recognition, abnormal event detection, and crowd emotion sensing. This paper proposes a novel approach for action extraction in continuous unconstrained video, which has three parts: spatial location estimation, temporal action path searching; and spatial-temporal action compensation. Spatial location estimation utilizes both human appearance and motion cues to obtain frame-level bounding boxes. Then, with the spatial action proposal results as a priori, the searching of temporal action paths is formulated as an optimal estimation problem by accounting for the missed detections and false alarms of the spatial location estimation. To solve the temporal action path searching problem, we propose the Markov Chain Monte Carlo algorithm and illustrate its convergence property. Extensive experiments on the challenging UCF-Sports and UCF-101 data sets show the effectiveness of our approach and obtain superior performance compared with the state-of-the-arts.
I. INTRODUCTION
Intelligent service robots are widely used for behavior analysis, such as household surveillance robots, community patrol robots, warehouse patrol robots. The computing power of intelligent service robots is difficult to afford for the high complexity of video analysis. Therefore, cloud-based video analysis technology is widely adopted for intelligent service robots. In practical applications, one urgent problem for cloud-based intelligent service robots is that the videos, captured by these and other devices [1] are continuous, and cannot be directly used to obtain semantic information by action classification and recognition [2] , abnormal event detection, crowd emotion sensing [3] , and other video analysis techniques. Motivated by the task of object detection [4] , extensive research has been devoted to the technique of action extraction (or action proposals generation) in unconstrained video, i.e., finding the spatial-temporal location of one action in a video. In this paper, we focus on action extraction in unconstrained video with both spatial compactness and temporal continuity.
Considerable previous work has been done in spatialtemporal action extraction. Some approaches, such as segmentation-and-merging [5] - [8] , directly generate spatialtemporal action proposals from videos. However, these approaches suffer from the complexity of actions and the mobility of the camera. Other approaches, including dense trajectories generation [9] - [13] , human-centric models [14] - [16] and object proposals [17] , [18] , start from spatial and temporal aspects in video. While this work has advanced its performance to a certain extent, action extraction is still a challenging task due to significant variations in action poses and occlusion. On the one hand, given the great diversity and variation of human actions and the frequency of occlusion, it is difficult to obtain high detection and localization accuracy of spatial action proposal generation compared with object proposal detection and localization. On the other hand, two aspects of temporal action path searching are difficult in unconstrained video. For one, false alarms and missed detection of spatial location estimation profoundly increase the difficulty of temporal action path searching problem. Also, evaluating all possible temporal action paths becomes computationally prohibitive due to the huge numbers of candidate action regions in the video space. The number of possible temporal action paths increases exponentially with video duration [19] . For example, if a video has length T and each frame has N candidate action regions, then the number of possible action tubes for the video is as large as O(N T ).
This paper proposes a novel method to address the above challenges. Our method extracts action in unconstrained video that is spatially compact and temporally smooth. Specifically, our method consists of spatial location estimation, temporal action path searching and spatial-temporal action proposal compensation. Fig. 1 shows the flowchart of the method. First, to obtain action regions that are as accurate as possible, appearance and motion cues are exploited by using a deep Faster-RCNN [20] network and action motion patterns with Gaussian mixture models. Then, by accounting for the miss and false rates of the spatial location estimation process, we formulate the action path generation as a maximum a posteriori estimation problem [21] . To solve it, we propose the MCMC algorithm and theoretically proved that our method can approximate the Bayesian optimal solution. Finally, based on the above results, the temporal action path is compensated based on the spatial-temporal action consistency. We demonstrate the effectiveness of our approach on two popular datasets, achieving state-of-the-art performance on both.
In summary, our contributions are as follows.
(1) With the uncommon poses of humans in videos, an action detector is proposed that exploits appearance and motion cues to obtain accurate spatial location estimation.
(2) By considering the miss and false rates of the spatial location estimation process, we attribute the temporal action path generation as a maximum a posteriori probability(MAP) problem. MCMC algorithm is proposed to solve it, and the convergence property of the algorithm is illustrated. Based on the results, the missing action proposals at frame-level are complemented.
(3) We comprehensively evaluate our method on two challenging datasets, UCF-Sports and UCF-101. Compared to other methods, our method achieves state-of-the-art performance.
II. RELATED WORK
Sliding window based approaches are common in image object detection. Some researchers have extended it to action detection directly [22] - [25] . Siva et al. [22] used a supervised multiple-instance-learning based model, sliding over sub-volumes for spatial and temporal action detection. To mitigate the intensive running computation of these algorithms, a branch-and-bound search approach is proposed by Oneata et al. [6] to avoid exhaustive searches over whole video volumes. The main disadvantage of these approaches is that the rigid shape of the mask prevents their capturing the variety of action shapes.
Some methods use a segmentation-and-merging strategy to handle the non-rigidity of spatial-temporal video tube. These methods generally start from the over-segmentation of the video, and then merge the segments with a distance metric to generate tube proposals. For instance, in [8] , hierarchically merging supervoxels method was proposed to generate action tubes. However, video segmentation is still a challenging task in the computer vision field, and accurate video segmentation results are difficult to obtain in unconstrained video. Some research work has proposed a figure-centric based method to address the problem, such as by describing the interactions of humans and objects [14] . Kläser et.al. [16] utilized optical flow to refine human localization results between adjacent frames.
Some research has addressed the generation of spatialtemporal action proposals using data association pipeline, which first generates spatial action proposals, followed by temporal action searching to generate action tubes. Although such thoughts often occur in the multi-object detection and tracking problem, there are certain differences between these two problems, such as that action spatial estimation is more difficult than general pedestrian detection due to the large intra-class diversity and inter-class similarity of human actions; the action proposals generation problem pays more attention to the detection of the start and end time of action [26] . Gkioxari and Malik [18] proposed a selective search method to solve it. A two-stream network is trained to score generated spatial action proposals, and they are linked by Viterbi algorithm considering the score between those regions. Weinzaepfel et.al. [9] improved the linking process by using a tracking-by-detection approach. Yu and Yuan [17] used max sub-path method to obtain the temporal action path with the maximum action score. Although the spatial action proposal method considers not only spatial cues, but also exploits motion cues, it is still difficult to obtain accurate spatial action regions due to the diversity of actions. These linking methods have difficulty effectively handling high false alarm rates and missing detection situations.
Based on our previous work [27] , which combined a Faster R-CNN model and Gaussian mixture models for location estimation and a forward-backward search method for temporal action path searching, we improved the temporal action path searching method, and MCMC algorithm is applied to solve the situation. By taking the missed detections and false alarms of the spatial location estimation into account, our method can converge to the Bayesian optimal solution with less complexity.
III. THE PROPOSED APPROACH
The flowchart of the proposed approach is shown in Fig. 1 . The input of our approach is the continuous unconstrained video clip, and the outputs are the spatial-temporal action tubes. Our method consists of spatial location estimation, VOLUME 6, 2018 temporal action path searching and spatial-temporal action compensation. In spatial location estimation, action bounding boxes at frame-level are extracted using both appearance and motion cues. Then, in temporal action path searching, MCMC is applied to link the spatial action proposals to generate temporal action paths. Finally, in spatial-temporal action compensation, through filtering algorithm, the missed detection in action is completed.
A. SPATIAL LOCATION ESTIMATION 1) ACTION ESTIMATION
The first step in our framework is spatial action proposal generation. We adopt the Faster R-CNN pipeline to detect the spatial action proposals with appearance cues. Our network uses a VGG-16 model [28] that is pre-trained on the ILSVRC dataset [29] . Different from traditional object detection tasks that have various categories, our task is considered a binary classification problem. The original classifier is replaced by a binary softmax classifier. In addition, the appearance of human among the whole same action duration changes significant, the network with pre-trained on standard datasets cannot detect the action effectively. Thus, data augmentation is applied at the training stage to improve performance. Considering that the humans among actions in the video tend to have various rotations, we rotate each training sample from the human class of PASCAL VOC 2007 and 2012 by several angles. We rotate each sample seven times by w, h, and (x, y) are respectively the width, height and center of the human proposal. For each spatial action proposal b * * , our network outputs a probability S h (b * * ) to indicate the likelihood that this sample belongs to the action category. Spatial action proposals with a probability greater than the setting threshold are kept for follow-up processing. Fig. 2 shows an example of spatial action detection results. Our fine tuned detector can handle the multiple poses cases. 
2) MOTION ESTIMATION
The action extraction problem is more concerned with the beginning and end of the action relative to the object tracking problem. Despite the importance of frame-level action proposal generation, using only appearance cues, it is hard to determine the beginning or end of an action, such as a human standing still. Thus, motion cues are exploited to further improve the generation accuracy. First, we extract the histograms of optical flow(HOF) [12] to represent the motion patterns of each spatial action proposal. Gaussian Mixture Models (GMMs) are applied to build the positive and negative proposal class upon the HOFs. With the bounding boxes of the ground truth, Intersection-over-Union (IoU) is used to select the training samples. We denote the positive and negative samples as the bounding boxes that have IoU overlapping more than 0.5 and less than 0.1, respectively, with the ground truth. Finally, we denote G p (.) as the positive action proposal class pattern and G n (.) as the background class pattern by using those samples to calculate. We denote S m (b i t ) as the motion score of the test proposal b i t with its HOF h i , and the definition is:
where
is the normalized function. In addition, camera movement greatly influences the optical flow calculation results. To reduce camera movement, the camera motion is estimated [30] , removing the influence to obtain robust optical flow.
3) SCORE CALCULATION
As mentioned before, a bounding box b i t has two scores: the spatial action detection score S h (b i t ) and the motion score S m (b i t ). These two scores are combined to obtain the final score,
where λ p is a parameter to balance appearance and motion cues.
B. TEMPORAL ACTION PATH SEARCHING
In this section, we solve the temporal action path searching problem. We first formulate the problem as a maximum a posteriori probability (MAP) problem and then introduce MCMC algorithm to find the global optimum solution. Finally, the convergence property of the MCMC algorithm is illustrated.
1) PROBLEM FORMULATION
With all the spatial action proposals B = {b j t : j = 1, ..., n t , t = 1, ..., T } over the video's duration, where n t is the number of bounding boxes detected at time t, our goal is to associate all the spatial action proposals by considering the false alarms and missed detections, and then obtain the temporal action path solution ω, where ω = {l 0 , l 1 , ..., l K }, l 0 is the collection of false alarms, and l k is the k-th action temporal path (for example,
..}, where * is arbitrary index) and K is the number of actions in the video. All actions satisfy |l k ∩ B t | ≤ 1 for k = 1, ..., K , t = 1, ..., T , and l i ∩ l j = for i = j, where B t is the set of spatial action proposals at time t, which means that each action has at most one spatial action proposal at each time, and each action proposal only belong to one action. In addition, ∪ K k=0 l k = B and |l k | ≥ 2 for k = 1, ..., K . We probabilistic the problem and based on the Bayesian criteria, the problem is formulated as:
We use the MAP approach to obtain the global optimal solution to eq. 3. This finds a solution ω that maximizes P(ω|B):
There are two parts to calculate: prior probability P(ω) and motion likelihood P(B|ω).
a: PRIOR PROBABILITY
In our problem, we consider four quantities: the starting rate of the action P(S); the end of the action P(E); and the detection rate and false alarm rate of our spatial action detector P(D) and P(F), respectively. Then the prior probability P(ω) becomes:
The birth number of actions at each time is z t , satisfying the Poisson distribution with a parameter λ b V , where V is the fixed coefficient. Thus,
We denote p e as the probability of one action disappear at each time and 1 − p e be the probability of one action persist at each time. 
We replace these items in Eq. 5 to obtain,
Given a video, the motion of each action is assumed to be independent of other actions. Each action should be consistent and the motion should be smooth. Taking into account the continuity of the action and the source of the video, we believe that the movement of the action is a first-order linear system. For each action, linear kinematic model is:
where x k t is the state vector, which includes the position (u, v), size (w, h) and other state variables; y k t is the measurement VOLUME 6, 2018
vector; and Q ∼ N (0, Q) and R ∼ N (0, R) are Gaussian noise. Then, P(B|ω) can be written as
where l i is the ith action sequence, and B l i is the collection of detected spatial action proposals of the action. The probability P(B l i |l i ) is calculated using Kalman filtering. Letx i t andx denote the prior and posterior state estimation at time t, andP t andP t denote the prior and posterior estimation of state covariance. Then the motion likelihood of action l i can be written as:
where n i is the number of observed spatial proposals in action
Thus, the posterior of ω in eq.3 can be written as:
2) TEMPORAL ACTION PATH GENERATION WITH MCMC
It is not feasible to enumerate all possible solutions in the solution space , which is defined in eq. 4, to obtain the maximum posterior is not feasible. We introduce the MCMC algorithm to estimate the best temporal action path. With the proper definition, MCMC can always construct a convergent Markov chain , which means that the stationary distribution of the Markov chain is π(ω). In our problem, the state of the Markov Chain ω is defined as one solution of action path from all spatial action proposals B and the space is as defined in eq. 4. The target distribution is the posterior distribution of ω, i.e., π(ω) = P(ω|B). The Metropolis-Hastings algorithm is applied as the sampling method in our application [31] . In the Metropolis-Hastings algorithm, the transition of the Markov chain consists of two parts: sampling and transition. In the sampling stage, the new state ω is proposed with the proposal distribution q(ω, ω ). Then, in the transition stage, the acceptance probability A(ω, ω ) is calculated and used to determine whether the Markov chain has moved to the new state:
Based on the above processing, the distribution π(ω) satisfies the detailed balance condition. Thus, q(ω, ω ) is equal to q(ω , ω). Note that in eq. 11, the only requirement to calculate the acceptance probability is the prior probability ratio π(ω )/π(ω). As π(ω) = P(ω|B), the calculation of π(ω )/π(ω) can be obtained by eq. 10. The proposed algorithm is shown as Algorithm. 1. The algorithm's inputs include the spatial action proposals set B, total number of iterations N , and initial state ω init . There are many choices for algorithm termination conditions. We use fixed iteration times. Three aspects are considered to reduce the mixing time and make the algorithm more efficient. First, by incorporating the domain specific knowledge in the definition of the neighborhood in the solution space, the algorithm will remove a large number of invalid solutions, and will converge faster. Second, with the assumption that the forward and backward information of an action are symmetric, an action can be extended in both the future and past time directions. Third, the design of the proposal distribution greatly affects the algorithm's convergence rate.
Algorithm 1 MCMC for Action Path Generation
First, by incorporating the action scores mentioned in Section. III-A and the application domain properties, two distance metrics are considered to define the neighborhood: action distance and spatial distance. We define that the difference between the location estimation scores of adjacent observations and the maximum spatial distance from the same target should be less than δ s and δ v , respectively. In addition, to reduce the computational complexity, we assume that an action cannot be continuously missed detection more than d times. All assumptions are reasonable in continuous sequence since, the appearances of action in consecutive frames are change slow and smooth. The parameter d is determined by the accuracy rate of the spatial location detector
We build a neighborhood tree for each spatial action proposal, which groups temporally separated spatial action proposals based on spatial action score and Euclidean distances with finite time steps. The neighborhood of b j t is defined as:
Second, we extend an action in both the forward and backward directions, where the positive time and the opposite time information of an action are symmetric. On the one hand, with this bi-directional sampling, our algorithm is more flexible and it reduces the total number of samples. On the other hand, the action proposal generation problem is more concerned with the beginning and end times of an action. Bi-directional sampling strategy could obtain a more accurate start time of an action. When we sample ω , the move direction is selected randomly from a uniformly distribution. In the following section, only the forward direction of sampling is described, as the opposite direction of sampling will proceed in a symmetric way.
Third, to adapt to our problem, we design the specific proposal distribution for the algorithm. Inspired by Songhwai Oh [31] , which designs the specific proposal distribution to the multiple target tracking problem, five types of moves are designed to our proposal distribution. Examples of move types are shown in Fig. 3 . Let the current state of the chain be ω = ω 0 ∪ ω 1 ∈ , where ω 0 = l 0 and We first describe the extension process of an action. Let l K be the K -th action, t the last time of the action, and
, and obtain the candidate set C
The elements in the candidate set can become new node of the action at this time. and added it to the action l K . We repeat the process and terminate it with probability θ or when the set C d 1 l K is empty. The probability θ is set according to the mean length of action in the video.
a: BIRTH AND DEATH MOVES
For a birth move, we construct a new action from the false alarm set; the index of the action is K = K + 1. The beginning time t s of the new action is sampled from the uniform distribution
.., K }, which means the remaining spatial action proposals at time t s that does not belong to any other action. And we select one element as the start node of the new action, and proceeding the extension process. Then, a new state ω is constructed, and the relationship between ω and ω is ω 1 = ω 1 ∪ {l K } and ω 0 = {l 0 \l K }. Finally, we calculate the corresponding change of π(ω )/π(ω). In death move, k is selected from the uniform distribution U [1, K ] , and the k-th action is deleted.
b: EXTENSION AND REDUCTION MOVES
We select an action k from U [1, K ] and execute the extension process. For an action reduction move, we select an action k
. Then, we remove the spatial proposals after time t i + 1.
c: ACTION UPDATE MOVE
We select an action k from U [1, K ]. Then, we pick i from U [1, |l k |] and reassign spatial action proposals for l k after time i as done in the extension process.
d: SPLIT AND MERGE MOVES
We select an action k from the set such that l k : |l k | ≥ 4 and i from U [2, |l k |−3]. Then we split the action into two actions at node t i . In a merge move, the set M = {(l k 1 (t s ), l k 2 (t 1 )) : l k 2 (t 1 ) ∈ N t 1 −t s (l k 1 (t s )),s = |l k 1 |} is considered. We select (l s 1 (t e ), l s 2 (t 1 )) randomly from M , and then merge these two actions into one action.
e: ACTION SWITCH MOVE
In an action switch move, a pair of spatial action proposals
Then we exchange parts of two actions, and updated as
3) ANALYSIS OF THE ALGORITHM
We now analyze and illustrate the convergence property of the MCMC algorithm. We prove that the MCMC algorithm is an optimal Bayesian filter. By the ergodic theorem [32] , an aperiodic and irreducible Markov chain converges to the stationary distribution π(ω). First, in the action update move stage, there is always a positive probability that the chain stays in the current state, which means that the Markov chain is aperiodic. Second, the chain is irreducible. Let ω, ω ∈ , where ω = {l 0 , l 1 , ..., l K } and ω = {l 0 }, i.e., ω treat all spatial action proposals as false alarms. It only need K consecutive birth moves so that ω can move to ω, where
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birth move is based on our extension process, each action is legal, i.e., ω 0 , ω 1 , ..., ω K ∈ . In addition, the probability of a birth move at each state is greater than zero and the transfer probability q(ω, ω ) is also greater than zero, then the move from ω k to ω k+1 is feasible. In the same way, the move from ω to ω is also feasible, with continuous K death moves. Hence, the chain is irreducible. Third, by utilizing the Metropolishastings kernel, the transitions in our algorithm satisfy the detailed balance condition. In summary, our algorithm obeys the ergodic theorem, i.e., the solution of the temporal action path searching problem is converges to the optimal Bayesian solution.
C. SPATIAL-TEMPORAL ACTION COMPENSATION
Each action l k ∈ ω can be regarded as the whole spatialtemporal action in the video. Each action proposal with length greater than T is considered as an action proposal. However, as the diversity and complexity, there may have some missing hitting in some frames by above process, resulting in the gaps within the temporal path. To fix these gaps and obtain action proposals with spatial-temporal integrity, Kalman filtering approach is applied to fill the gaps. For an action l k with temporal gaps, we obtain the prior statex k t , that contains the position and size of the spatial action proposal by eq. 7, and increase the spatial action proposal in the corresponding frame. Finally, each compensated action path will be regarded as an extracted action, denoted as L.
IV. EXPERIMENT
We first introduce the datasets and evaluation metrics used in our experiments, along with the details of implementation, and then present a comprehensive evaluation of our methods, including an evaluation of the proposed method and a comparison with the state-of-the-art.
A. DATASETS AND METRICS
We selected two popular datasets to evaluate the performance of the proposed method. These are UCF-Sports [33] and UCF-101 [34] with 24 classes.
UCF-Sports There are 150 short videos of sports, with 10 action classes in the UCF-Sports dataset. All the actions were captured in dynamic, cluttered environments, causing large displacement and intra-class variation in actions. Each video is truncated to contain a single action instance without interruption. It provides sequences of bounding boxes enclosing the human in each action. We evaluated the standard training set and test split of this dataset.
UCF-101
The UCF-101 dataset contain 101 action classes with more than 13,000 videos. There is an average of 180 frames per video. A subset of 24 categories with 3,204 videos are annotated with bounding boxes in each frame, which were used for our experiments. This dataset is challenging with large variations in terms of appearance, scale, and motion, with much diversity in terms of actions. The standard split with 2,290 training videos and 914 testing videos was adopted in our experiments.
Evaluation Metric
The mean IoU value was used to quantitatively evaluate the action proposal L [13] . The mean IoU is defined as
where G t and L t are respectively the ground truth and spatial action proposals of the corresponding action at frame t. C = min{ G , L } is the minimum duration of the action from ground truth or proposals.
where t i e and t i s are the start and end times, respectively, of action L i . We regard the action proposals as true if IoU (G, L) ≥ 0.5.
B. IMPLEMENTATION DETAILS
Our Faster R-CNN model was trained under the Caffe platform [35] . To fine-tune the model, we optimized the RPN and Fast RCNN pipelines with four steps [20] . The settings were applied to train the RPN pipeline [20] . In the Fast RCNN training strategy, the training samples consisted of 20% positive samples and 80% negative samples. The minibatch size was set to 128. The gradient calculation method was Stochastic Gradient Descent(SGD). The learning rate was initially set to 0.001, and it was reduced by a factor of 10 after every five epochs. The weight decay was set to 0.0005, and the momentum was set to 0.9.
For motion estimation, we just needed to set the number of components of GMMs. We simply set it equal to the number of action classes. A crossover strategy was adopted to increase the fairness of the comparison with other nonlearning methods. That is, we trained GMMs in one dataset and tested them in another dataset. For example, we trained the GMMs on the UCF-Sports dataset and tested them on the UCF-101 dataset, and vice versa.
The parameters in eq. 10 are closely related to the performance of the spatial location estimation process and the video scene. Scene related parameters include the probability of an action disappearing at each time p e , the birth rate of new actions per frame λ b , the fixed coefficient V and the threshold of the maximum directional speed of any action δ v . The setting of p e , λ b , V and δ v is mainly based on the existence time of the target in the surveillance scene, the number of targets in the scene, the area of the surveillance scene and the monitoring field of vision and distance, respectively. We empirically set the values of some parameters affected by the environment. The probability of an action disappearing at each time p e was set to 0.03, i.e., the probability that each action remaining in a video scene longer than 20 frames was greater than 0.5. The birth rate of new actions per frame λ b was set to 0.05, and the fixed coefficient V was simply set to 1. The threshold of the difference between the location estimation scores of adjacent observations δ s was set to 0.2. The threshold of the maximum directional speed of any action δ v was set to 20. d, the maximum continuous undetected length of one action, was set to 4. The values of the remaining parameters were determined by the performance of the location estimation, such as the detection rate. However, to demonstrate the robustness of the algorithm and to simplify the parameter setting process, for general scenes, we unified the setting of the detection rate p d and the number of false alarms λ f as 0.9 and 3, respectively. In the implementation of the MCMC algorithm, the part of the repeated operation is calculated and saved before the iteration, to speed up the algorithm.
C. ANALYSIS OF THE PROPOSED APPROACH
Several aspects of the performance of the proposed approach were analyzed, such as the sensitivity of the parameter p d and λ f (the detection rate and false alarm rate, respectively, of the estimation location process) and the runtime analysis.
To evaluate the sensitivity of the detection and false alarm rates of the spatial location estimation process, we manually set different cases by varying the value of p d and λ f . Increasing the detection rate reduced the false alarm rate. Therefore, we randomly selected some frames, and randomly generated some false alarm boxes by taking ground truth location as the center. The recall performance with different values of the parameters is shown in Fig. 4 , from which it is seen that the proposed MCMC approach basically converged after 2 × 10 5 iterations. It is also consistent with intuition, i.e., the better the detection and false alarm rates, the fewer iterations. Increasing of false alarm rate had almost no influence on recall performance. One reason is that false alarm boxes have low action scores; another is that our MCMC algorithm does not fall into the local optimal solution after enough iterations. Our results were slightly affected by the detection rate, mainly because when the detection rate is reduced, the number of cases of continuously missed detection frames increases. However, our algorithm has the limitation of the number of continuous missing detection frames, which reduces the computational complexity. In the case of high false alarm and missed detection rates, by considering missed detection and false alarms simultaneously, our algorithm performs well after enough iterations (2×10 5 ). Fig. 5 shows one example of action-path generation results, which describes the improvement due to our approach. Our action path generation method can achieve more correct linking among the continuous missing frames with many false alarms.
A computation time analysis was conducted on the UCF-Sports dataset. The resolution of each frame was 720 × 404. The hardware configuration was a 3.4 GHz CPU, 16 GB memory, and a Titan X GPU. The proposed method can be divided into three parts: spatial action proposal generation, temporal action path extraction, and spatial-temporal action compensation. In spatial action proposal generation, the spatial action estimation was accomplished by Faster R-CNN, spending 0.1 second/frame(s/f), and the calculate time of GMMs was about 1.0 s/f. With enough iterations (2 × 10 5 ) for each video, the temporal action path extraction process average cost was 0.25 s/f. Path completion only involved calculating the prior state of action, and took about 0.01 s/f. To recap briefly, the total speed of our approach was 1.35 s/f.
D. OVERALL PERFORMANCE
A comparisons results with other methods on two datasets is presented. Fig. 6 shows curves of Recall vs. LoU for different approaches. It can be seen that our method obtained superior performance on the UCF-Sports and UCF-101 datasets compared with the state-of-the-art. The recall of the proposed method is best when LoU is greater than 0.69 on UCF-Sports. There are two reasons for the improvements. One is the improvement of the performance of our spatial location estimation process, and the other is the correction of the motion hypothesis, i.e., motion dynamics, due to the fixed camera scene in the dataset. Because each time the LoU is changed, the algorithm needs start from scratch, thus, there are still some cases that are not the best on UCF-Sports dataset. In UCF-101, some categories of action were captured by moving camera, which weakened the linking of the missing detection frame to a certain extent, resulting in the degradation of performance when LoU is greater than 0.65. The performance of each action category for different methods is shown in Fig. 7 . It can be observed that most of the class recall performance of our algorithm on UCF-101 was the best, especially on the Salsa Spin and Horse Riding classes. However, the performance of the proposed method is inferior to the performance of Li et al. [27] in Basketball and volleyball spiking categories of UCF-101. This is mainly because the kinematic model we choose is a noisy first-order linear system, and this kinematic model does not meet the laws of these categories of motion. From Fig.7 , we also see that the performance on UCF-101 was inferior to that on UCF-Sports. The more important reasons include the more untrimmed in UCF-101 and the more continuously varying visual size of actors in UCF-101. In these cases, by linking and compensating continuous missing detection frames, our algorithm achieved the best performance. Fig.8 and Fig.9 show some example results of the proposed approach on two datasets.
Finally, average best overlap(ABO), mean ABO over all classes(MABO), and recall, are used to illustrate the overall quantitative performance, and the results are shown in Table 1 . It can be seen that our method produces the highest ABO, MABO and Recall. By improving the temporal action path extraction method, and further improving the spatial-temporal action compensation results, all metrics of our method have shown a certain improvement over our previous work [27] . In addition, based on the assumption that there exist false alarms, and considering it in our temporal action path generation, our method generates relatively fewer of spatial-temporal action proposals for each video with the same level of recall performance. This helps reduce the computational complexity in subsequent applications, such as action recognition, action interaction modeling, etc.
V. CONCLUSIONS
We propose a novel method for spatial-temporal action extraction in continuous unconstrained videos for cloud-based intelligent service robots. Our approach consists of three main parts: spatial location estimation, temporal action path searching, and spatial-temporal action compensation. By exploiting both appearance and motion cues, spatial action proposals are generated with action scores. Taking these spatial action proposals as inputs, the temporal action path searching problem is formulated as a Maximum a Posterior Probability problem. An MCMC algorithm with some improvement is proposed to solve it, followed by action compensation with motion dynamics. The experiments on two challenging datasets highlight the effectiveness of our method, which obtains superior performance compared with the state-of-the-art. By considering false alarms and missing detection, the proposed method is more effective on videos that contain multiple actions. In our next work, a more efficient and faster appearance action proposal detector will be introduced, and a more efficient linking algorithm will be considered.
