We study the evolution of the generalization ability of a simple linear perceptran with N inputs which learns to imitate a 'teacher perceptron'. ?he system is trained on p = n N example inpufs drawn h m some distribution and the generalization ability i s measured by the average agreement with the teacher on test examples drawn from the Same dislribulion. me dynamics may be mlved analytically and exhibits a phase transition f" imperfect to perfect generalization a t n = 1, when there are no ermm (static noise) m the training examples. If the examples are pmduced bj an ermneous teacher, welfitting is observed, i.e. the generalization ermr starts to increase after a finite time of training. It is shown that a weight decay of the Same size as the variance of the noise (errom) on the leacher impraves on the generalization and suppresses the overfitting. ?he generalization error as a function of time is calculated numerically for various values of the parameters. Finally dynamic noise in the training is considered. White noise on the input mrresponds on average w a weight decay, and can thus improve generalization, whemas white noise on the weights or the output degrades generalization.
Introduction
It is very important in practical situations to h o w how well a neural network will generalize from the examples it is trained on to the entire set of possible inputs. This problem is the focus of much recent and current work All this work, however, deals with the asymptotic state of the network after training. Here we study a very simple model which allows us to follow the evolution of the generalization ability in time under training. It has a single linear output unit, and the weights obey adaline learning. Despite its simplicity, it exhibits non-trivial behaviour: a dynamical phase transition at a critical number of training examples and overfitting if the training examples are corrupted by noise. Part of this work has already been reported 111.
Given some function f(t) and a set of examples of the function, C' = f(t'), the ability to generalize can be mcasured by the average error on a random input pattern. The general concept of generalization has been studied by two very different iiieihoiij. One k io i i j~ ihe theow of vc diiiiziijioii~ 
This is the 'batch-learning' form of adaline learning. The last term is a simple weight decay that enables us to limit the size of the weights. This learning process has been studied in the presence of noise [14-161, and many of the results derived in this paper will draw on those results.
The teacher perceptron is characterized by a set of weights U ; , and the network is trained on p examples ((r, C") with generated by the teacher. So we know that the perceptron can learn the task and the interesting questions concern how well it generalizes from a limited number of examples and what happens in the presence of noise.
Using these teacher-generated targets equation (2) 
Here we have introduced the spectral limits z* = -(1 i Ay. Thus the asymptotic solution will change: the part of w(t = 0) in the orthogonal subspace should be added to the limit of (11) for
there is no such oomponent and results derived from (11) holds even in the limit X i 0.
' Ib find the asymptotic generalization error the size of lv12 is needed. We start directly from (ll),
The product gg was calculated in [I41 (it follows easily from (9)), When averaged over patterns the response function becomes diagonal, so
Here and later it is assumed that IuI = a.
expanded, and in the X = 0 limit
The derivative of G can be found directly from (12). For small X it can be
For X = 0 and starting from tubuln msu the error falls of linearly from 1 to 0 as a goes from 0 to 1; i.e. there is a transition at a = 1 from imperfect to perfect generalization. This behaviour can be understood in a very intuitive way. For fewer than N patterns there are not enough vectors in weight space to exactly specify the For X = 0 and a < 1 the calculation holds only if starting from tabula rasa; if w ( t = 0) # 0 the part orthogonal to the pattern subspace will stay untouched and therefore contribute to the error. The contribution can be found by a heuristic argument. If w ( t = 0) is zero 2 ) is (for 1 -+ w) equal to the part of U orthogonal to the pattern subspace, uL. If w ( f = 0 ) is non-zero the part that is i n the orthogonal subspace w L ( t = 0) will also contribute, so IuI' = (ul -w L ( t = 0))'. Averaging over patterns and random initial weights will then give ( v (~ = ( I -a ) ( ( u ( * + Iw(t = 0)1*), because the patterns only 'cover' a fraction a of the wight space, so ' .
Learning with an unreliable teacher
'MO kinds of noise will be studied in this paper: random errors in the training set which we will also call static no& because it is constant during learning, and timedependent noise in the learning process, which is called dynamic noise. Here we consider the first kind.
An unreliable teacher is, in our terminology, one that supplies the pupil perceptron with erroneous targets. It is modelled by adding stalic noise to the teacher.
This can be done in (at least) three different ways: directly to the targets {", to the teacher weights, or to the input patterns e: before the targets are produced.
This section deals with the asymptotic generalization error; the error as a function of time will be studied later. 
We observe that the last term is identical to the error in the noise-free case. The of XG goes to (1 + a -11 -4 ) / 2 ) 1 -al, so in this limit the generalization error is 
-1
Differentiating F with respect to X we find that F has a minimum for X = U:",. Thus, it pays to learn with a weight decay. At this minimum point the error i s
which is compared in figure 2 to the error without the weight decay.
Calculating the training error yields a E = ( a -l ) u~, , + ( X + u , 2 , , ) X G -X F .
This is plotted in figure 2. For X -0 it becomes E = ( 0 for a < 1
is perfect, wherezs *e err9r !iner:!y k$th a &?se 1. This behaviour was also found for random targets, see [16] . Interestingly the generalization error decreases with a while the learning error increases in this limit.
(Tb compare the leaming and generalization errors the first should really be divided by a to give the. training error per pattern. But it is still true that the training error increases, and for large a the generalization error becomes smaller than the training error).
Noise on the inputs can be. treated in a similar manner, and it turns out that the result is basically the same.
Noise on the weights
Noise on the teachers weights is in a sense qualitatively different from noise added to the input or the output as studied earlier. This is because the training set resulting from the noisy weigh& can still be learned perfectly by the pupil-; just has to converge to the noisy weights. This also has a minimum for a finite A, but less pronounced, and the optimal value of X does not have such a nice solution as for the output noise. In the X -, 0 limit,
The training error will in this case go to zero for X = 0 as mentioned before. It will actually behave exactly as in the noise-free case except that U; has to be added to /til2 whenevcr it occurs, because from the pupil's point of view the training set is just produced by a teacher with weights U; + vi. (36)
where e( ) is the unit step function. The second term contributes only when it is r e a l ,
i.e. when z lies between the roots -z+ and -z -.
It is obvious that we will have an exponential behaviour in the long-time limit if X > 0. If X = 0 the smallest non-zero eigenvalue will determine the long-time behaviour, but at a = 1 the eigenvalue density will extend all the way down to zero, which will lead to a non-exponential behaviour. We first take a look at this situation.
At a = 1 and X = 0 the eigenvalue density is d m . F ( z , 1 ) For X 3 U:", this is always negative, so F & decreasing with time, whereas it is positive for sufficiently large t if X < U:",, meaning that F has a minimum for finite t. Note that the critical X where this crossover appears i s the one giving the smallest asymptotic error as calculated earlier.
Formally putting this derivative equal to zero leads to an z-dependent time, It is important to note that the learning always decreases the learning error, because it is a gradient descent procedure on a mst function. It is a smooth monotonically decreasing curve with the asymptotic value already calculated in the previous section. Here we see that while the learning error keeps decreasing the generalization error starts to increase after some time of training. This behaviour is usually referred to as 'overfitting': the network starts to learn the irrelevant details of the noise, and that spoils the generalization.
The same calculation of the generalization error can be done for noise on the teacher's weights. The only change is in the B: term, which now becomes
instead of (34). This change means that &,z in equation (35) is changed to uiz'.
In this case there is no sign of overfitting.
Dynamic noise in the learning process
Another type of noise is dynamic noise in the learning process. This can, analogously to the static noise in the patterns, come in three different ways, namely noise on the input, weights and output. The effect of this kind of noise on the learning was studied in detail in [14, 161, and we will here see how it affects generalization.
S.I. Input noise
Consider noise e f ( l ) added to the input patterns. It is assumed that the variance k (~P ( t ) e ; ( t ' ) )~ = ~6 ;~6 , , , exp(-All -f'l)
where y is the strength of the noise. In [I61 it was shown that if A is very large this noise acts on average as a weight decay of size X = y a . This kind of noise can then have a beneficial effect on generalization. This has been found in nonlinear networks as well [IO, 18, 191.
Weight noice
Consider white noise qi(l) of variance This diverges as a -1 + . In the other extreme, a i 00, it follows T / a , as has also been foilnd for nonlinear networks [S-7, 9-12, 20, 221.
Output noire
If instead noise f ' ( t ) is added to the output or targets, the result is an effective noise +j;(t) of variance ( Q i ( t ) f i j ( t ' ) ) T = A i j ( f p ( t ) f " ( t ' ) ) T = 2 T A i j 6 ( t -t ' ) .
(50)
The same analysis can now be carried through with the only change that the fluctuation-response relation C = T ( 1 -XG) (see [15, 161).
This leads to the generalization error FT = FTz0 + T(l -XG).
(51)
The term XG does not diverge for X -0, as seen directly from (12). This noise only acts in the pattern subspace, and this is the reason there is no divergence for X = 0, contrary to ordinary weight noise which acts in the whole weight space. For any parameters we see a linear increase in the error with T .
Conclusion
In this simple network we have found many interesting properties that can also be found in nonlinear networks. Without noise the pupil perceptron can learn to imitate the teacher within an arbitrarily small margin for a > 1, hut close to a = 1 the error decreases very slowly. For a < 1 the asymptotic error decreases linearly as a = 1 is approached. If there is noise in the training set the phenomenon of overfitting turns up; after a certain training time the generalization error of the pupil starts to increase while the training error still decreases.
It was shown that weight decay is beneficial to generalization in several cases:
