I. INTRODUCTION
Shape recognition is one of the basic problems in the field of pattern recognition. Many shape descriptors have been developed [ 11.
REFERENCES
Fourier descriptors [2] , smoothed curvature functions, moments [3] , [l] N. Ayache and O.D. Faugeras, "HYPER: A new approach for the and chord length distribution [4] are especially popular as descriptors recognition and postioning of two-dimensional objects," IEEE Trans. intrinsically describing a boundary of a pattern. Part. Anal. Machine Intell, vol. PAMI-8, no. 1, pp. 44-54, Jan. 1986 . Recently, Kashyap et al. [S] and Dubois et al. [6] used the real [2] B. Bhanu and O.D. Faugeras, "Shape matching of two-dimensional autoregressive (AR) model to describe a boundary of a pattern and to objects," IEEE Trans. Patt. Anal. Machine Intell., vol. PAMI-6, no. 2, recognize the shape. They approximated a boundary by angularly pp. 137-156, Mar. 1984. [3] R. C. Bolles and R. A. Cain, "Recognising and locating partially visible equispaced radius vectors between the boundary and its centroid objects: The local-feature-focus method," Int. .I. Robotics Res., vol. 1, and fit the real AR model to a sequence of the lengths of the no. 3, pp. 57-82, Fall 1982. vectors . The boundary was recognized by using the coefficients of (41 M.C. Cooper, "Efficient sytematic analysis of occlusion," Part. Recogn. the model. Kashyap et al. [S] theoretically analyzed the model from Len., vol. 7, no. 4, pp. 259-264, Apr. 1988 . Kashyap, "Using polygons to recognize and it is known as the linear prediction method or th,e PARCOR method locate partially occluded objects," IEEE Trans. Part. Anal. Machine and is a fundamental method of analyzing speech signals. However, Intell., vol. PAMI-9, no. 4, pp. 483494, July 1987. [7] J. R. Ullmann, "An investigation of occlusion in one dimension," some problems emerge when the model is applied to 2-D discrete- Comput. Won Graphics Image Processing, vol. 22, pp. 194-203, 1983 . time signals (boundaries). For example, some boundary is sampled to [8] -, "Aspects of visual automation," in Physical and Biological multivalues by a radius vector. Furthermore, even though the lengths Processing of Images (0. J. Braddick and A. C. Sleigh, Eds.) . Berlin: of the vectors are ordered [6] according to the tracing of a boundary, Springer-Verlag. 1983, pp 15-32 
UK.
To circumvent these problems, this paper proposes an extended complex AR (CAR) model and presents a method of recognizing shapes by using it [7] . The method is invariant to the transformation of a boundary such as rotation, scale, translation, and choice of the starting point of tracing.
IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE,VOL. 14, NO,4,APRlL 1992 489 II. CONVENTIONAL REAL AR MODEL Kashyap et al. [S] and Dubois et al. [6] used the real AR model to recognize a boundary of a pattern as follows: A boundary is represented by an ordered sampling sequence (p3, H3), (0j = 27rj/n:), where each p, is the length of each of the N radius vectors between the boundary centroid and the boundary as shown in Fig. l(a) 
where (I'~ is a white noise. The coefficients {c~}~=, are actually estimated by the least squares fit. They are invariant to transformations of the boundary, such as translation, scale, rotation, and choice of a starting point in the tracing of the boundary. However, there are some problems in this modeling. Sampling points in a radiated part (near the points 20, 21, 0, 1 in Fig. l(b) ) from the centroid are not stable, and the intervals between adjacent boundary points differ remarkably. Furthermore, some boundary has multivalued radius vectors. To circumvent this problem, Dubois et al.
[6] ordered the sequence of lengths of radius vectors according to the order of tracing (order of figures in Fig. l(b) ) by the sequential boundary follower. However, different shapes may give the same sequence pJ 's.
As another method of obtaining an ordered sequence from a boundary, it is possible to use the sampling sequence from a curvature function of a boundary. The curvature function is invariant to rotation of the boundary, although it is very sensitive to the noise in a boundary because it is related to the derivative of the coordinate function [S] . In [8] , a boundary is convolved with a 1-D Gaussian kernel not only to reduce the sensibility but also to represent the boundary at varying levels of detail.
These problems are caused by representing a 2-D time series (boundary) as 1-D one. Thus, Das et al. [9] represented a boundary by a 2-D time series and applied the bivariate AR model. The coefficients are 2 x 2 matrices in this case and are redundant (the number of parameters of the model is four times that of the 1-D model). Moreover, those are not invariant to the rotation of the boundary. They proposed a method of extracting rotation invariant features from the coefficients.
III. COMPLEX AR MODELAND FAST ALGORITHM
A. CAR Model Let ( .rJ. y, ) (j = 0.1. . . . S -1) be a sequence of boundary points obtained by sampling according to the order of tracing by a sequential boundary follower. For simplicity, we consider a closed boundary, namely, the relations sJ = T~+,v and y/3 = ~J~+.YJ hold.
For invariance, we represent each boundary point by a complex number 1, = .rJ + iy,. Thus, we have a sequence of complex numbers zJ's that correspond to the boundary points (see Fig. 2 ). To this sequence of complex numbers, a CAR model of order m is defined by a linear combination of preceding m boundary points as a natural extension of the conventional real AR model, that is nt (4) .
The signs E,, -, ', and * denote (l/N) ~~V=~', the complex conjugate, the transpose, and the complex conjugate and transpose, respectively. The variable TI; is the complex autocorrelation coefficient, and R(m) is an Hermitian matrix (R*(m) = R(m)). According to the inner product and the projection theory in complex Euclidean space, the CAR coefficients {~k}~=~ minimizing the mean squares error (see ( The CAR coefficients have some invariant properties. When each boundary point is represented by a complex number, rotation around the origin is expressed as the product of eLO to each boundary point. Therefore, the complex autocorrelation coefficients computed from rotated boundary points { e"~~}'~~~ are equal to those for the original boundary points since eZs x e--I* = 1. Thus, the right side of (5) is invariant to the rotations. This means that the CAR coefficients are also invariant. By the definition of complex autocorrelation coefficients, they are independent to the choice of the starting point in tracing a boundary. The CAR coefficients calculated from them are also independent. These properties are desirable for recognition and description of shapes. When directions (clockwise or counterclockwise) in tracing are different, the CAR coefficients become complex conjugates of the other. This is because the subscript of the right side of (2) with reverse direction becomes +b instead of -k and rk becomes complex conjugate.
Moreover, it is noted that the CAR coefficients are related to the maximum likelihood estimation [lo], [ 1 l] as well as to the maximum entropy method [ 111.
C. Complex PARCOR (CPARCOR) Coefficients
Real PARCOR coefficients are often used in speech signal processing. It is known that real PARCOR coefficients are often more useful than real AR coefficients. A real PARCOR coefficient of order m is defined as a correlation coefficient between forward and backward prediction errors in the real AR model of order (m -1).
As an extension of the real PARCOR coefficients, we define a CPARCOR coefficient I),,, of order JJJ as a complex autocorrelation coefficient between forward prediction errors {t", ( JJJ -l)} in (2) First, we shall consider a recursive formula of (5) with respect to the order of the model. To denote the order explicitly, we use the notation like a(711 ) and r(m ) for a and r.
A CAR coefficient II 1 of the CAR model of order 1 is given by a(1) = i",/i-0.
For the model of order 2 or more, R( m ) can be expressed by
Here, r( 771 -1)' and r( ni -l)$ denote the vector [T,,,-1, rn,-z 
This shows that the CAR coefficients of higher order models can be obtained by recursively applying (9)-(11). By this algorithm, the CPARCOR coefficients {p,} are also obtained. It is also shown that the algorithm is an extension of a complex series of LevinsonDurbin's algorithm [12] for calculating the real AR and the real PARCOR coefficients.
From the relation between CPARCOR coefficients and the least mean squares error (see (6)), we have the following relation
This relation is useful when we determine the adequate order of the CAR model by some information criteria like AIC [13] or MDL 1141, 1151.
IV. METHODS OF RECOGNIZING SHAPES BY COMPLEX AR MODEL
A. Similarity Invariant Feature Extraction
The concept of "shape" is originally invariant to any similarity transformation of a pattern. This section shows how to make the CAR and the CPARCOR coefficients invariant to similarity transformation of patterns.
A similarity transformation of a pattern consists of translation (z., + d, (1: a complex number), rotation around its centroid, and scale (p:], p: a positive real number). As mentioned in Section III-A, CAR and CPARCOR coefficients are already invariant to rotation around the origin and choice of the starting point in the tracing of a boundary of a pattern. Thus, it is only necessary to show how to obtain invariant coefficients to the other transformations.
To make coefficients invariant to translation of a boundary, the following two methods are possible candidates. One is that the origin is set at the boundary centroid. The other is to use a sequence of differences of adjacent boundary points for representing boundary points. The former method is better from a standpoint of sensitivity of quantization error of a boundary. When the coefficients are invariant to both translation and rotation around the origin, they are invariant to any rotation.
To make coefficients invariant to scale of a boundary, the number of boundary points should be fixed to a constant. Actually, the boundary points are divided into T segments with equal length, and the centroid of each segment is used as a representative boundary point zJ. When the size of the boundary is enlarged p times, each of the representative boundary points becomes p:,. Thus, rk, R, and r becomes p'rk, p2R, and $7, respectively. The CAR coefficients for the enlarged boundary are obtained from (p" R(m)) -' (p'r) = R-' (m )r. This means that the CAR coefficients are invariant to scale. This method also reduces quantization errors.
Invariance of scale may not be necessary for practical recognition of shapes. In the case where the size is not important to classify the shapes, we can use representative boundary points that can be obtained from segments with a constant length on the boundary.
B. Classification
It is expected that CAR (or CPARCOR) coefficients for same shapes are identical to each other because they are theoretically invariant to the similarity transformation. Thus, shapes should be pn, := E, (+a -l)t;:,,(rn -1))
classified simply by using Euclidean distance between the coefficients. However, in practice, representative boundary points contain quantization errors and have the perturbation. Furthermore, shapes belonging to one class may have small deformation. Thus, methods of reducing the influence of the perturbation and the deformation are necessary in practice. It is known that Bayesian decision [16] minimizes the probability of misclassification if the real probability distribution is known. However, in practical cases, the distribution is not known. In this case, normal distribution is often supposed. For each class Ce, let the mean vector, the covariance matrix, and a priori probability be PA.> .Y,, and qA., respectively. Feature vector u is assigned to the class with maximum a posteriori probability p( Ck Iv) or equivalently
Here, we are treating a complex coefficient as two real numbers that are the real part and the imaginary part of the coefficient. It is noted that if the dimension of the covariance matrix Ck is larger, the determinant of the matrix is smaller exponentially because the determinant is approximated to the mth power of variation of the coefficients. When the perturbation or the deformation become smaller, the variation is close to zero, and the covariance matrix becomes singular.
To circumvent the singularity problem, we can apply the dimensionality-reducing transformation before the Bayesian decision. As a dimensionality-reducing transformation, for example, we can use the discriminant analysis that is such a mapping as maximizing the ratio of the between-class variance to the within-class variance. After feature vectors {u} are linearly transformed to new vectors {UJ} by discriminant mapping tn = F'v feature vectors are classified on the discriminant space. The matrix F is known to be derived by the following eigenvalue problem:
,r,F = TwFlwhere .Yr\., .Y,, and r are the within-class covariance matrix, the between-class covariance matrix, and a diagonal matrix of eigenvalues, respectively.
V. EXPERIMENTS AND RESULTS

A. Similarity Invariance of the CAR and the CPARCOR CoefJicients
To show the similarity invariance of the CAR and the CPARCOR coefficients, the recognition of similarity-transformed mechanical parts were performed, and the recognition rates are compared with the conventional AR model [6] .
Examples of shapes of mechanical parts [6] are shown in Fig. 3 because they have the multi-intersections between the boundary and the boundary centroid, and recognition of these shapes are rather difficult by the conventional method [6] . In [6], the rotated coordinate system (RCS) method as a classification method gives the most accurate classification among the feature weighting (FW) method [ 171, RCS method, and hyperplane method. In the RCS method, after the covariance matrix of each class is transformed into the diagonal matrix and the FW method is applied, each feature vector is assigned to the class with the minimum Euclidean distance between the vector and the mean vector of each class. In the FW method, each coordinate axis of each class is adjusted for minimizing each intraclass variance under the constraint that the volume of the feature space of each class is kept constant. For each shape in Fig. 3 , we collected samples with various sizes and translational rotational positions. The different sizes were obtained by photo copies and the size varied with 0.7, 1.0, and 1.2. The rotation over the range from 0 to 2~ rad by about w/4 rad and the translation were done by hand. Thus, 96 samples (4 classes x 3 sizes x 8 rotations) as the shape set A were used.
Based on the discussion in Section IV, recognition experiments were performed as follows: In feature extraction, representative boundary points (N = 60) were extracted from each sample, and the origin was set at the centroid of the points. The CAR coefficients and the CPARCOR coefficients of order 1 through 10 were calculated by using the algorithm shown in Section III-D. In classification, the RCS method was compared with the recognition results by the conventional method [6] . In addition, the leave-one-out method [18] was used to more accurately estimate the recognition rate from a small number of samples. For each class, one sample was sequentially used as a test sample and the other 23 samples as training samples. Thus, the mean of recognition rates was calculated. In this section, whenever the recognition rates were estimated, the leave-one-out method was used. Fig. 4 shows the recognition results for shape set A, by the CAR model (CPARCOR and CAR coefficients), and by the conventional real AR model [6] . Here we used the cutoff of dimension in the RCS by (the maximum of eigen value) ~10~~. From the results, we found that the CAR and the CPARCOR coefficients are good features for shape recognition even though shapes are nonconvex and complicated.
B. Stability of the CAR Model
The shape set A (Fig. 3) and a shape set B (Fig. 5) were used for recognition experiments. The set B is from 80 different real leaves of five kinds of plants (convolvulus, magnolia, platanus, ginkgo, and maple).
The present method was compared with the Zahn's Fourier descriptor (FD) method [2] and the moment invariant method [3] .
In the following experiment on Zahn's FD's [2] , only harmonic amplitudes {A~}~=l were used, and harmonic phase features were not used. This is because the operation of "mod 27r" is necessary to calculate the difference between harmonic phase features, and it is difficult to apply discriminant analysis for such feature vectors. The harmonic amplitudes are invariant to similarity transformation and the starting point of tracking. We used the following feature vector { l'kgo t'k = i2k+l (I; = 0,1;..,19).
From the moment invariants [3], both 6 invariants {pk}iXa from the representative boundary points and 6 invariants {pk}r=,",, from the silhouette were used in the following experiments 1) and 2). Only the former invariants were used in experiment 3). They are also invariant to similarity transformation and the starting point of tracking. The In classification, as mentioned in Section IV-B, discriminant analysis was used to absorb the intraclass variations shown in Fig. 5 . The normal distribution was supposed as the distribution of each class in the discriminant space, and the Bayesian decision was used.
1) Effect of the Number of Representative Boundary Points and Order of the Model: To investigate the effect of the number of representative boundary points and order of the CAR model, representative boundary points whose number is 30,60, and 100 and the CAR model of order 1 through 10 were used. Since one complex number has the real part and the imaginary part, the dimension of the feature vector in classification is considered to be twice the model order.
There were no large changes in the recognition rate according to the number of the representative boundary points by the CPARCOR coefficients, the FD's, and the moment invariants. The CAR coefficients are influenced by the number of representative boundary points, as is shown in Fig. 6 . As the number of representative boundary points increase, the instability of the CAR coefficients can be seen. Fig. 7 shows the recognition rates for shape set B. From the experiments, the CPARCOR and CAR coefficients gave high recognition rate from order 1 (two dimensions). Examples of confusion matrices are shown in Table I .
To investigate the reason why the CPARCOR and CAR coefficients give such high recognition rate of lower order models, the mean absolute value of normalized prediction errors in each order were calculated, where normalized prediction error means a prediction error divided by the mean distance of adjacent representative boundary points. Fig. 8 shows the mean of each class. The prediction errors, except for the maple, are not decreased much when the model order is greater than 2. From this , we can consider that the models of low orders have enough information about shapes, and the higher order model is more sensitive to the noise in a boundary. The CPARCOR coefficients keep the kth CAR coefficient of the model of order k (k = 1.2.
. IN -1 ), although all of the CAR coefficients are renewed by (10). Thus, the CPARCOR coefficients are more robust and give more stable recognition rate than the CAR coefficients.
2) Effect of the Occlusion of Pattern: To investigate the effect of occlusion of patterns, recognition experiments for patterns of which 5 to 10% of area were randomly occluded were performed [4] . Examples of occluded shapes are shown in Fig. 9 when N points is interpolated by a straight line. The same interpolation is done for Fig. 11 .
For the occluded shape set A in which classes are obviously separated, recognition results are shown in Fig. 10(a) . The recognition rates by the CPARCOR coefficients and FD's exhibited no large changes. To the CAR coefficients, influence of the number of representative boundary points became more remarkable. The moment invariants of low orders became less effective.
For the occluded shape set B, recognition results are shown in Fig. 10(b) . It is seen that 90% or more recognition rates were obtained by the CPARCOR coefficients of order 2 (four dimensions). By Zahn's FD's of six dimensions or more, 95% or more recognition rates are obtained, even though 80% recognition rates are obtained for four dimensions. By the CAR coefficients of order 2 (four dimensions) or more, between 80 to 95% recognition rates are obtained. In the case of the moment invariants, 90% or more recognition rates are obtained when moments of both the representative boundary points and the full pattern (inner part of the boundary, where each interval of the boundary between adjacent representative boundary points is interpolated by a straight line) are used.
3) Effect of the Random Noise on the Boundary: To investigate the effect of the random noise on the boundary, recognition experiments were performed for noisy representative boundary points that were introduced by adding random noise (c = 0.5 and 1.0) to the representative boundary points. Here, each noisy representative boundary point (.>, , y, ) was generated by 2, = .r, + dr cos (8) jj, = y, + dr sin(C)) where (1 is the mean distance of the adjacent representative boundary points, I' is a sample from 1-D Gaussian distribution X(0, (T) , and 0 is a sample from uniform distribution on [O. 2~1. Examples of noisy representative boundary points when ,\: = GO and c = 1.0 are shown in Fig. 11 . In Zahn's method, the value of accumulative curvature function is likely to shift f27rk (k is natural number) for these noisy boundaries or shapes with a sharp part like a needle because a boundary is likely to wind in spiral. In the moment invariant method, it is difficult to automatically detect the inner part of the noisy spiraled boundary. By these reasons, the CPARCOR and CAR coefficients and the moment invariants only from representative boundary points (no inner part of the reconstructed boundary) were applied.
Recognition results were shown in Fig. 12(a) for Fig. 11 (a) and in Fig. 12(b) for Fig. 11(b) . By the CPARCOR coefficients, high recognition rates were obtained even for low-order models. By the CAR coefficients, instability of the coefficients can be seen at high the moment invariant method, recognition rates were VI. CONCLUSIONS This paper presented the complex autoregressive (CAR) model for shape recognition. CAR and complex PARCOR (CPARCOR) coefficients of the model are invariant to rotation around the origin and also to the choice of the starting point of tracing a boundary. According to recognition purposes, the coefficients can be easily made invariant also to translation and scale of a boundary. Therefore, the coefficients can be used as shape descriptors. A fast algorithm for calculating the coefficients was also presented. To calculate the CAR and CPARCOR coefficients of orders 1 through m, O(A\-fft) and 0 (nr '), computations are required. The computations are less than that for calculating Fourier descriptors (O(Nln N)) and are comparative with that for moment invariants. Experimental results showed that the complicated shapes like nonconvex boundaries could be recognized in high accuracy. It was also shown that high recognition rates were obtained in the CAR model of low orders, and CPARCOR coefficients were more stable in higher order models than CAR coefficients.
We can reconstruct a shape from CAR coefficients and quantized prediction errors as is shown in [20] . Based on the CAR model, distance measures can be defined [lo] . Details about these aspects will be shown in another paper.
What's in a Set of Points? N. Kiryati and A.M. Bruckstein Abstract-The problem of fitting a straight line to a planar set of points is &considered. A parameter space computational approach capable of fitting one or more lines to a set of points is presented. The suggested algorithm handles errors in both coordinates of the data points, even when the error variances vary between coordinates and among points and can be readily made robust to outliers. The algorithm is quite genera1 and allows line fitting according to several useful optimality criteria to be performed within a single computational framework. It is observed that certain extensions of the Hough transform can be tuned to be equivalent to well-known M estimators, thus allowing computationally efficient approximate M estimation.
Index Terms-Hough transform, least squares, line fitting, linear regression, M estimators, robust regression I. INTRODU~I~N Fitting a straight line to a planar set of points is a routine scientific and engineering task. The most popular method employed is probably still fitting the straight line "by eye"; surprisingly, little is known about its performance [14] . The method of least squares is the most common mathematical approach; its estimates of the line parameters are usually chosen to minimize the sum of squared "vertical" fitting errors (residuals).
The conventional least squares technique fails when outliers, i.e., "wild" points, contaminate the data. These tend to produce large residuals that lead to inadequate line fitting by the method of least squares. Since the early 1970's, considerable statistical research effort has been aimed at devising alternative techniques that would be robust to "influential points" in general and outliers in particular. A concise introduction to these techniques can be found in [ll] . The texts [6] , [12] , [17] provide comprehensive treatment and many references to relevant statistical literature.
The so-called "errors in the variables" problem of fitting a straight line in the presence of observation errors in the independent variable ("carrier"), in addition to those in the dependent variable, has received relatively little attention; a classical reference is [13] . It is well known that if the problem can be scaled such that the error variances are equal in both the independent and dependent variables and among all points, then a modified least squares technique, in which fitting errors are measured in the normal direction to the line, should be employed. This specific line fitting problem admits an analytic solution.
The solution of the general problem, in which error variances vary among points and between the dependent and independent variables, is based on minimizing the sum where (.r,, y,) are the observed points, lVZt and Ivy are "weights" that correspond to the reciprocals of the respective error variances, and (X, .I; ) are the collinear "adjusted" coordinates. This problem 
