A general theory of LS algebras over a multiposet is developed. As a main result, the existence of a flat deformation to discrete algebras is obtained. This is applied to the multicone over partial flag varieties for Kac-Moody groups proving a deformation theorem to a union of toric varieties. In order to achieve the Cohen-Macaulayness of the multicone we show that Bruhat posets (defined as glueing of minimal representatives modulo parabolic subgroups of a Weyl group) are lexicographically shellable.
Introduction
This paper is a continuation of [5] . The main purpose is to set up the combinatorial and algebraic machinery to treat the multicone over (partial) flag varieties for KacMoody groups. In order to do this some generalizations of LS algebras are needed, but the general framework remains the same.
First some combinatorics is developed. We begin introducing the notion of multiposet, a "glueing" of posets, as follows. Suppose we are given n posets with bonds (S i , ≤ i , f i ) , and liftings ≤ i,j of (S i , ≤ i ) , (S j , ≤ j ) to the disjoint union S i S j . We define the sets L i,j 2 as the set of pairs of LS paths ( , ) ∈ L 1 (S i ) × L 1 (S j ) such that max supp ≤ i,j min supp . Suppose moreover that we are given maps φ i,j :
(satisfying some mild conditions). We call the data (S i , ≤ i , f i , ≤ i,j , φ i,j ) a multiposet with bonds and we call the maps φ i,j the swappings.
Then we see the notions of LS paths, weak standard and standard monomials for a multiposet. We note here that at this point we allow our posets to be infinite (this is mandatory since W/W P , where W is the Weyl group of some Kac-Moody group G and P is some parabolic subgroup, is in general infinite) but we ask for some "lower finiteness condition". See Section 1.
The algebraic side of the machinery is treated in Section 2 and Section 3. An LS algebra over a multiposet is defined as an algebra A , over some base ring R , having as R -basis the set of standard monomials and satisfying the property that when a monomial is expressed in terms of standard monomials then only standard monomials satisfying some lexicographic condition do appear. Then, in analogy with [5] , we construct a general theory of flat deformations to discrete algebras and we give a result about Cohen-Macaulayness.
In Sections 4 and 5 we give our application to the multicone. At this point our main sources are the plactic algebras (see [19] ) and the standard monomial theory (see [16] , [18] and [20] ). Notice that these works are slightly extended: some results about the good string property (see [19] and Definition 5.1) of parabolic subgroups is generalized to Kac-Moody groups and some relations of the standard monomial theory for LS paths of different shapes are needed.
Our main results are the following. Let G be a Kac-Moody group and let P be a parabolic subgroup. Then the flag variety G/P admits a flat deformation to a union of sections of toric varieties X (Theorem 4.1). If P has the good string property then X is simply the union of toric varieties (without sections). A criterion for a parabolic subgroup to have the good string property is also given: this result is very neat for the finite and affine types. In the good string case we obtain a new proof of the fundamental result in [12] , i.e. the quadratic relations suffice to generate the relations in ⊕ a1,...,an≥0 H 0 (G/B, L a1λ1+···+anλn ) , where L λ is the line bundle G × B k −λ over G/B . Finally we prove that in the good string case the multicone is Cohen-Macaulay for G of finite type. To achieve this result one needs the Cohen-Macaulayness of the involved posets. We devote the last four sections to this goal; however a more general result is obtained. Let us explain this in details.
Let (W, S) be a Coxeter group and let I, J be subsets of S . . We call this poset structure the Bruhat poset W Ω where Ω = (I, J) . One may clearly generalize this contruction to Ω = (I 1 , . . . , I n ) considering various parabolic subgroups W I1 , . . . , W In associated to subsets I 1 , . . . , I n ⊂ S .
Assume now that W is finite. In this case the adjacency relation τ σ in W Ω for τ ∈ W I h , σ ∈ W I h+1 relative to the order defined above, has a sharp description: there exists w ∈ W , depending on I h , I h+1 , such that τ σ if and only if τ = σw . This is the key result one needs in order to extend the lexicographic labeling introduced in [2] to the Bruhat poset W Ω . Our main result is then: any closed interval [τ, σ] ⊂ W Ω is lexicographically shellable. We apply this to obtain that k{W Ω } , the Stanley-Reisner ring of W Ω , is Cohen-Macaulay, using a well known theorem (see [21] ).
These results are mainly a generalization of the method of [2] : the proof of the shellablity in W Ω is an adaptation of Björner and Wachs's proof of shellabilty in W I , taking into account the description of adjacency relation in W Ω . Shellability of W Ω had already been proved in [10] in the following special cases: W of type A , B , C , Ω = (I 1 , . . . , I ) where I h = S \ {s h } , h = 1, . . . , , i.e. the W I h are the maximal parabolic subgroups and they are ordered naturally in the same way as the corresponding omitted roots in the Dynkin diagram are. The proof of this in [10] is a case by case analysis and heavily depends on combinatorial descriptions of minimal representatives modulo maximal parabolic subgroups.
Section 6 introduces Coxeter groups, parabolic subgroups and Bruhat order. The main related results are provided for easier reference. In Section 7 we define the Bruhat poset as a "glueing" of minimal representative sets. In the case of finite W we prove a sort of "homogeneity" for the adjacency relation in W Ω . The last half of Section 7 is devoted to the proof that any Bruhat poset is graded. Lexicographic shellable posets are introduced in Section 8. This section is just a short form of Section 2 in [2] . Finally Section 9 describes our labeling of the intervals [τ, σ] ⊂ W Ω , proving that this is actually an L-labeling.
I would like to express my thanks to Prof. P. Littelmann, Prof. C. De Concini and Prof. A. Björner for many useful conversations. I also wish to thank Prof. C.S. Sheshadri who suggested me to study the multicone. Finally it is a pleasure to thank Prof. A. D'Andrea for improvements to the exposition.
Multiposet and standard monomials
We begin this section by briefly recalling the definitions of poset with bonds, LS paths, etc. We refer to [5] for details and proofs.
Let (S, ≤) be a poset. In this paper poset means partially ordered set with the following finiteness property: for every a ∈ S the set {b ∈ S | b ≤ a} is finite. Let f :S −→ N be a map on the setS of all adjacent pairs a < b in S , such that gcd{f
We call the data (S, ≤, f) a poset with bonds. Notice that we can extend the map f to all pairs a < b setting
Given a poset with bonds we define an LS path of degree r ∈ N as a pair
of finite linearly ordered elements of S a 1 < · · · < a s and rational numbers
Let L r (S) be the set of all LS paths of degree r and let L(S) = ∪ r L r (S) . We associate with any LS path = ( We will refer to 1 • · · · • r as the canonical decomposition of . Now we want to consider a more general framework. Suppose we are given n posets with bonds
We refer to such maps as swappings. We call the data of the posets with bonds, liftings and swappings a multiposet with bonds
Now we consider formal monomials of LS paths, i.e. monomials 1 · · · r with i ∈ L 1 (S) = k=1,...,n L 1 (S k ) , and we want to define weak standard and standard LS monomials for a multiposet.
Let M r be the set of the (formal) LS monomials 1 · · · r , such that i ∈ L 1 (S ki , ≤ ki , f ki ) and max supp i ≤ ki,ki+1 min supp i+1 for any 1 ≤ i < r , we call such monomials weak standard. Consider now the group Φ r with generators τ 1 , . . . , τ r−1 and relations τ
We define the multidegree of a LS monomial
where a 1 is the number of LS paths in L 1 (S 1 ) , a 2 is the number of LS paths in L 1 (S 2 ) , and so on. Let us set some more notation: we denote the set of all monomials with multidegree a = (a 1 , · · · , a n ) by M a , the set of weak standard LS monomials by M w and the set of standard LS monomials by M s , we define also M
, and in the same way we define M w r and M s r considering the total degree r = |a| = a 1 + · · · + a n . 
We call a multiposet S = (S
, we have that a standard monomial is just an LS path in L(S, ≤, f) .
We assume throughout the rest of this paper that any LS monomial
LS algebras over multiposet
Let R be a commutative ring with 1 . In this section we define an LS algebra over
as an algebra having as R -basis the set of standard LS monomials. Further we ask that in the expressions of a monomial 1 · · · r in terms of R -linear combination of standard monomials 1,i · · · r,i (the straightening relations), only the standard monomials satisfying a permutation variant of the lexicographic order appear.
Let us begin defining this order.
is an LS path of degree 1 , we associate with a corresponding word ω( ) in the alphabet
∈ N by definition of N and LS path. We extend the map ω to monomials by ω(
We have len ω( 1 · · · r ) = Nr , where len ω is the length of the word ω . Note also that ω( ) = ω( ) for , ∈ L 1 (S) implies = .
As the reader can see this definition is just a simpler version of the notion of word for LS paths given in [5] . We have restated it here in this form for the sake of readability since in the application to the multicone in next section, we will need just this special type of word.
We have a natural action of the symmetric group S m , on the set of words
. Suppose we are given two LS monomials 1 · · · r , 1 · · · r of the same multidegree a = (a 1 , . . . , a n ) , then we write
is the canonical decomposition of (i) for i = 1, . . . , n . Notice that if a monomial admits a standard form then it admits a unique standard form. This is just an extension to multiposet of the notion of canonical decomposition. Now we are finally ready to define LS algebras over a multiposet. Let R be a commutative ring with 1 , A a commutative R -algebra, j : L 1 (S) → A an injection that we extend to monomials by j( 1 · · · r ) = j( 1 ) · · · j( r ) (note that the map j can also be extended to L r (S i ) using canonical decomposition to define
• r is the canonical decomposition of ). In the following we consider LS monomials as elements of A via the map j . Definition 2.1. We say that A is an LS algebra over the multiposet S = (S i , 
is the straightening relation (S.R.) for 1 · · · r guaranteed by LS1 then for all i we have
appears in the straightening relation for 1 · · · r with coefficient u ∈ R × , the group of invertible elements of R . Further, if all such u equal 1 then we say that A is special.
The simplest straightening relations are those in the following Definition 2.2. If A is an LS algebra over the multiposet S whose S.R. are
then we say that A is a discrete LS algebra.
Notice that, given a multiposet S , there exists a unique (up to isomorphisms) discrete special LS algebra over S . We denote this algebra by A{S} . In particular if all bonds equal 1 , i.e. f i (x, y) = 1 for any pair x < y in S i and any i = 1, . . . , n , then we denote the unique discrete special algebra by R{S} . This is just the Stanley-Reisner ring of the multiposet (see [21] ). Clearly this algebra is isomorphic to the quotient of the ring R[t a ] a∈S1 ··· Sn by the ideal I S generated by all products t a1 · · · t am with a 1 · · · a m ∈ M s (here we are identifing LS paths and elements of S 1 · · · S n since every LS path is of the form (a; 0 < 1) ).
In analogy with [5] , there is another way to look at the order requirement in the S.R.: the order on monomials defined above is equivalent to the lexicographic order with respect to any n -tuple of total order refinements of the given partial orders. Let us explain this in details.
Consider an n -tuple of total orders (≤ 
and so on. We define the multidegree of w as (a 1 , . . . , a n ) .
Notice that v and w have the same multidegree (a 1 , · · · , a n ) .
Proposition 2.1. The following are equivalent:
and so on, and let w 1 , w 2 , . . . be defined in the same way. Then (1) is equivalent to: there exist h ≥ 1 ,
Hence we can use the analogous statement for a unique poset proved in [5] .
Recall that the S.R. for an LS algebra over a unique poset can be derived by the quadratic S.R. as seen in [5] (proving the equivalence of LS2 and LS2' there). Consider now an LS algebra over a multiposet. Using the same proof of [5] it is easy to show that the S.R. are generated by the quadratic S.R. and by the S.R. for weak standard monomials which are not standard. But, in general, the quadratic S.R. do not suffice, as the simple Example 4.2 below shows.
Suppose now that we have a canonical multiposet S . Since every weak standard monomial is standard, the quadratic S.R. generate all S.R. Moreover the standard monomials over S can be identified with LS paths in L(S, ≤, f) (see the last remark at the end of Section 1). However an LS algebra over S is not an LS algebra over (S, ≤, f) since the order requirement for the S.R. over S is weaker than the requirement over (S, ≤, f) .
Deformation to discrete algebras
Now we want to develop a deformation theory for LS algebras over multiposet. This will be completely analogous to the deformation theory for LS algebras over a (unique) poset seen in [5] . Given an LS algebra A , we introduce its "indiscrete part" I(A) and prove that A is a discrete algebra if and only if I(A) is empty.
Then we prove a property of the "minimal elements" of I(A) and we index I(A) by choosing minimal elements. Finally we use this indexing in order to construct a flat family over R[t] whose generic fibre is A and whose special fibre is A 0 , a dicrete algebra. Further if A is special then A 0 is special too, i.e. A 0 = A{S} . While in [5] the same deformation was obtained via a step by step procedure, here we avoid doing so, by using the indexing of I(A) by minimal elements.
If ω = ω 1 ω 2 · · · ω m is a word in the alphabet S 1 · · · S n and a is an element of S 1 · · · S n , let us define ω(a) as the number of ω i that are equal to a . 
Proposition 3.1. The algebra A is discrete if and only if I(A) is empty.
Proof. Note that if 1 · · · r is the standard form of the monomial 1 · · · r then there exists a permutation σ ∈ S Nr such that ω(
Clearly this implies that 1 · · · r admits 1,i · · · r,i as its standard form, since ω( 1,i · · · r,i ) is totally ordered. Then t = 1 since the standard form is unique. Hence A is discrete.
Let H be a subset of
Notice that a non-empty set admits minimal elements (recall our initial finiteness assumption on posets). Now let 1 · · · r = u i 1,i · · · r,i be a straightening relation in A , fix an index i and suppose that I(A) ∩ (supp 1,i ∪ · · · ∪ supp r,i ) is not empty. Let a be a minimal element of this set. We have
Proof. Let j be such that a ∈ S j and let k be such that k ∈ L 1 (S j ) , and k+1 ∈ L 1 (S j ) . Then the same is true for k,i and k+1,i since A is multigraded by LS1. Arguing as in the proof of Proposition 3.1 above we have that 1,i · · · k,i is the standard form of 1 · · · k . Hence we can assume j = 1 . Clearly only the LS-paths supported in S 1 are relevant, so we can also suppose that any LS-path appearing in the two monomials 1 · · · r , 1,i · · · r,i is in L 1 (S 1 ) . Now we have reduced ourselves to proving the same statement for an LS algebra over a unique poset, which is done in [5] . Now let {a 0 , . . . , a q } = I(A) be an indexing of the elements of I(A) such that a i is a minimal element of {a i , . . . , a q } . Fix an integer T 1 and define the following map
. This map has the following "nice" property that is the key tool for our deformation theorem.
and for
Proof. The inequality is a direct consequence of Proposition 3.2. For the second statement we have noted that
Now we can define our flat family over R[t] for a new indeterminate t . Consider the following multiplicative filtration by ideals of A
where I n is the ideal generated by monomials 1 · · · r such that τ ( 1 · · · r ) ≥ n . By Proposition 3.3 above we have that the ideal I n has an R -basis given by the set of standard LS path monomials 1 · · · r such that τ ( 1 · · · r ) ≥ n . Then we construct the Rees algebra corresponding to this filtration
and, as in [5] , we obtain the following theorem Theorem 3.1. Suppose that R is a field. Then A is a flat deformation whose general fiber is A and whose special fiber is a discrete algebra A 0 . Further if A is a special algebra then A 0 = A{S} .
As a consequence of our deformation theory, we give a result on the CohenMacaulay property for canonical multiposets and special algebras. Let S = (S i ,
) be a canonical multiposet and let (S, ≤) be the associated poset constructed at the end of last section. Suppose that A is a special LS algebra over S. We have: 
Application to the multicone
Let X be the weight lattice of a symmetrizable Kac-Moody algebra g and let X + be the set of dominant weights. Fix a dominant weight λ , let V λ be the corresponding irreducible complex representation, W λ be the stabilizer of λ in the Weyl group W of g and denote by ≤ the Bruhat order on S λ = W/W λ .
Recall that the character of V λ can be combinatorially described by means of path models (see [18] for details). Denote by Π the set of all piecewise linear paths in X ⊗ Z R starting at the origin and ending on an integral weight, and let Π + be the subset of paths having their image inside the dominant Weyl chamber. Fix a path π ∈ Π + ending in λ . The path model B π of V λ is the set of paths obtained from π by applying the root operators f α , e α . In particular the path model of π λ : t → tλ is the set of LS paths of shape λ . Recall now that (S λ , ≤) has a set of bonds given by f λ (σ, τ ) = (σ(λ), β ∨ ) for an adjacent pair σ = s β (τ ) < τ and that LS paths of degree 1 over (S λ , ≤, f λ ) correspond to LS paths of shape λ as seen in [5] . Now let λ 1 , λ 2 be dominant weights. The posets (S λ1 , ≤) , (S λ2 , ≤) can be lifted to a poset (S λ1,λ2 , ≤) by declaring S λ1 σ 1 < σ 2 ∈ S λ2 whenever there exist w 1 , w 2 ∈ W such that w 1 ≤ w 2 in W , ω 1 = σ 1 mod W λ1 and ω 2 = σ 2 mod W λ2 (see Section 7). Note that the posets S λ1,λ2 and S λ2,λ1 are different. Now consider the graph G(π) associated to a path π whose set of vertices is B π , with an arrow η −→ η coloured by a simple root α if f α (η) = η . Recall (see [18] , [19] ) that the map π λ1 * π λ2 → π λ2 * π λ1 extends to an isomorphism of graphs φ λ1,λ2 : G(π λ1 * π λ2 ) −→ G(π λ2 * π λ1 ) . Also note that B π λ 1 * π λ 2 is exactly the set of pairs of LS paths (η, η ) such that max supp η ≤ min supp η in S λ1,λ2 (see Theorem10.1 [19] ). Example 4.1. Let us see a simple instance of this graph isomorphism. Take G to be the simple group SL 3 and let ω 1 , ω 2 be the two fundamental weights. Consider the two paths π ω1 : t → tω 1 and π ω2 : t → tω 2 . The coloured graph obtained starting with the path π ω1 * π ω2 (resp. π ω2 * π ω1 ) is the one showed in Figure 1 (resp. Figure 2) . The isomorphism can be traced after the corresponding arrows in the following two graphs.
There is, however, a general pattern here. Suppose that G is of type A . Then the isomorphism of graphs φ ωi,ωj , where ω i and ω j are fundamental weights, can be computed using the jeu de taquin and the tableau representation for paths (see [17] for generalities on jeu de taquin and in particular [4] for this computation).
Let us see a slightly more complicated example. Let us keep G = SL 3 , and compute the isomorphism φ ω1,λ , where λ = ω 1 + ω 2 as above. The graph corresponding to π ω1 * π λ and to π λ * π ω1 are showed in Figures 3 and 4 below. To the best of our knowledge there is no simple combinatorial technique, like tableaux and jeu de taquin, to fully understand this computation.
Let us return to the general construction. Now we have all we need to define a multiposet. Let λ 1 , λ 2 , . . . , λ n be dominant weights. We have the posets with bonds (S λi , ≤, f λi ) and for i = j we can define ≤ i,j using the lifting of (S λi , ≤) and (S λj , ≤) to (S λi,λj , ≤) . We also have the swappings φ λi,λj from L i,j 2 = B π λ i * π λ j to L j,i 2 = B π λ j * π λ i , hence we can define a multiposet with bonds (S λi ; f λi ; φ λi,λj ) that we denote by S(λ 1 , . . . , λ n ) . We note here that a monomial π 1 · · · π n of LS-paths of shape λ 1 , . . . , λ n is standard (in the sense of definition in Section 1) if and only if π 1 * · · · * π n ∈ G(π λ1 * · · · * π λn ) (see again Theorem 10.1 [19] ). Now let R = k be an algebraically closed field and let G be the simply connected semisimple group corresponding to g and let B ⊂ G be a Borel subgroup corresponding to the dominant weights X + . Given an LS path π of shape λ we can associate with it a section [20] , [16] ). Consider now the algebra A(λ 1 , . . . , λ n ) = ⊕ a∈N nH 0 (G/B, L a1λ1+···+anλn ) . We have the following 
. , λ n ) . It admits a flat deformation to the special discrete algebra
Proof. The second statement is a consequence of the first and of Theorem 3.1.
We claim that with respect to this injection A(λ 1 , . . . , λ n ) verifies LS1, LS2 and LS3 for an LS algebra over a multiposet.
, where a 1 , . . . , a n are non negative integers. Then the set of standard monomials A(λ 1 , . . . , λ n ) since any k -linear relation among monomials must be homogeneous in A(λ 1 , . . . , λ n ) .
Theorem 4). This proves LS1 for
We know that the relations for A(λ 1 , . . . , λ n ) are generated by the relations of degree 2 (see [12] ). Now, it is clear that if the quadratic relations fulfil LS2 then any relation fulfils LS2. So we can suppose n = 2 . Proposition 7.3 of [16] can be generalized verbatim to LS paths of different shapes. Then the inequality obtained there can be read as our lexicographic requirement in LS2 as in [5] . Moreover, A(λ 1 , . . . , λ n ) is special using Corollary 7.4 of [16] for different shapes. Now let F = G/P be the flag variety corresponding to the parabolic subgroup P and let ω 1 , . . . , ω n be the fundamental weights of G corresponding to P . We call any intersection of a toric variety with a projective subspace a linear section of the toric variety. Then we have 
Example 4.2.
In the proof of the previous Proposition 4.1 we used [12] to derive the S.R. for the algebra A(λ 1 , . . . , λ n ) from the quadratic S.R. Note that the property of being generatated by quadratic S.R. is no longer true in the deformed algebra A{S(λ 1 , . . . , λ n )} if weak-standard is different from standard. Also for G = SL 4 : consider the fundamental weights with indexing ω 2 , ω 3 , ω 1 ; the tableau (24, 134, 2) is not standard but it is weak-standard, so there is no way to derive p 24 p 134 p 2 = 0 in A{S(ω 2 , ω 3 , ω 1 )} from the set of quadratic S.R.: p i1···is p j1···jt = 0 where (i 1 · · · i s , j 1 · · · j t ) is a non standard tableau.
The good string case
In most cases we can obtain a more precise version of Theorem 4.1. Suppose G is a simple Kac-Moody group, let D be the Dynkin diagram of G and let B ⊂ P = ∩ α∈DP P α be a parabolic subgroup, where P α is the maximal parabolic subgroup corresponding to a simple root α and D P ⊂ D is some subset. Now fix an indexing of D P , say D P = {α 1 , . . . , α n } , and, for h = 1, . . . , n − 1 let D i be the connected component of D \ α i+1 containing α i . 
This definition of good string is equivalent to the one given in [19] . Notice that Section 1 of [19] can be easily generalized to Kac-Moody algebra using minimal representatives instead of maximal representatives for elements of Coxeter group/parabolic subgroup in Lemma 11.1, Corollary 2 and Lemma 11.3 there. Therefore we have , S(ω 1 , . . . , ω ) is lexicographically shellable, as we will prove in Section 9, and hence Cohen-Macaulay. Finally the normality of the multicone follows from non singularity of the flag variety.
In order to characterize parabolic subgroups with the g.s.p. we give the following simple criterion that covers finite and affine types. 
(see [11] ) then any parabolic subgroup has the g.s.p. In particular, the full flag variety G/B admits a deformation to a union of toric varieties.
Using the last remark of Section 2 we have a new proof of the following result (see [12] ) in the g.s.p. case: If λ 1 , . . . , λ n are dominant weights such that the positive lattice λ 1 , . . . , λ n N is stabilized by some parabolic subgroups P of G having the g.s.p. then A(λ 1 , . . . , λ n ) is isomorphic to a polynomial ring modulo an ideal generated by quadratic relations.
Coxeter groups and Bruhat order
In the following four sections we turn to pure combinatorial methods of Coxeter groups. In this section we briefly recall the fundamental properties of Bruhat order on Coxeter groups and parabolic subgroups. Everything is well-known: proofs and further details can be found, for example, in [3] , [6] , [9] , [8] , [24] and [25] .
Definition 6.1. A Coxeter group is a pair (W, S) such that W is a group and S is a distinguished set of generators of
In the sequel (W, S) is a fixed Coxeter group. If w = s 1 s 2 · · · s q ∈ W , s i ∈ S is an expression of w in terms of the generators, we call the word s 1 s 2 · · · s q in the alphabet S an expression for w . The length len(w) of w ∈ W is the least integer q for which an expression w = s 1 s 2 · · · s q exists. Such an expression w = s 1 s 2 · · · s q of minimal length is called reduced.
One of the main tools for performing computations with reduced expressions is the following property, called the exchange condition. Now we recall the definition of Bruhat order on a Coxeter group (W, S) . This is the most useful way to order a Coxeter group compatibly with the length function. Let T be the set of conjugates of S in W , i.e., T = {wsw −1 |w ∈ W, s ∈ S} , the elements of T are usually called reflections. A first remark on this definition. When w ← w the length difference is not specified and it can be more than 1 . However, what is true is that ≤ -adjacent elements differ in length by exactly 1 . Notice that the definition has a one-sided appearance, since we have written the t ∈ T on the right in the arrow definition. But is not hard to show that the left sided version is equivalent to the one given above. The following important characterization is very useful. Furthermore it explains the left-right symmetry of the definition. (1) each element w ∈ W can be factored in a unique way as w = uv with As a final remark notice that if the Coxeter group (W, S) is finite then there exists a unique longest element w 0 in W that is also a unique maximal element for the Bruhat order on W . Furthermore if W is finite, the parabolic subgroup W I , I ⊂ S , is finite and hence it admits a longest element w 0,I . By Lemma 6.3 we can consider w 0,I either as the longest element of the Coxeter group (W I , I) or as the unique maximal element of W I as subset of W .
We end this section by setting some notation. If w is an element of W , then we denote by [w] I the minimal representative of w modulo the parabolic subgroup W I . Further, we denote by w I 0 the longest element of W I in case W is finite.
Bruhat posets
In this section we introduce the main objects of our interest and we prove some related properties. Let (I, J) be a pair of subsets of S , and consider the associated sets of minimal representatives W I , W J . These are posets, i.e. partially ordered sets with respect to the Bruhat order as seen in Section 6. Now consider the disjoint union W (I,J) = W I W J . We want to define an order on the set obtained by "glueing" the two posets W I , W J . For details see [13] , [14] , [15] and [7] .
Definition 7.1. Let I 1 = I , I 2 = J and let τ, σ ∈ W (I,J) . Set τ σ if
The following simple lemma shows that the definition really extends the Bruhat order on W I and on W J . 
The relation is a partial order, as seen easily from Lemma 7.1 to show antisymmetry. We call the poset (W (I,J) , ) the glueing of W I and W J . Notice that, by definition, although W (I,J) and W (J,I) agree as sets, they differ as partially ordered sets. In view of last lemma we will freely write τ σ or τ ≤ σ if τ, σ ∈ W I or τ, σ ∈ W J . Further, note that using Lemma 7.1 it is easy to prove that (2) in Definition 7.1 is equivalent to:
I1∩I2 . Then τ ≤ σ by Lemma 7.1 and Now we want to study some aspects of the adjacency relation in W (I,J) in the case of a finite W . So we assume through the rest of this paper that W is a finite Coxeter group unless otherwise specified. Let us introduce some sets related to the adjacency relation .
Further, throughout this section w will be the element w = [w 0,J ] I , i.e. the minimal representative of w 0,J , the longest element of W J , modulo the parabolic subgroup W I . We fix once and for all reduced expressions
The following lemma is a key result for our purpose. 
The next step is the proof of the following.
Proof. We know that σw ∈ W I by previous lemma. Let us show that σw σ . Indeed let . = σw 0,J , then we have
We have σ = σv for some v ∈ W J , hence σv ≤ σw 0,J . So τ ≤ σw 0,J and using Lemma 7.1 we find τ ≤ σw .
Let us denote by ρ w : W → W the map given by right multiplication by w , i.e. the map W v → vw ∈ W . Obviously ρ w is a bijection, W being a group. In the following theorem we see that this map describes the new adjacency relation in W (I,J) obtained by glueing. 
Lexicographic shellable posets
In this section we introduce the notion of lexicographic shellability for a poset. Definitions are taken from [1] . Let (P, ≤) be a finite graded poset with unique maximal element 1 ∈ P and unique minimal element 0 ∈ P of dimension r . Denote by C(P) the set of maximal chains c :
from 1 to 0 in P . We say that a map
is a labeling of maximal chains of P . We think of the integer λ i (c) as being associated with the edge (adjacency relation) x i−1 > x i in c : we are labeling c edgewise from top to bottom with integers.
Example 8.1. Figure 7 shows a simple example of a labeling for the two maximal chains in the poset W (I,J) , where W = S 3 , S = {s 1 , s 2 } , I = {s 1 } and J = {s 2 } . Our first requirement for a labeling is the following. The importance of this definition comes from the following theorem (see [23] , [1] and [2] ). Theorem 8.1. If (P, ≤) is lexicographically shellable then ∆ P , the complex of chains of (P, ≤) , is shellable and thus Cohen-Macaulay.
Lexicographic labeling
Now we describe a labeling of maximal chains in a closed interval of a Bruhat poset. This labeling turns out to be an L-labeling. The procedure described below is a generalization of the one provided by Björner and Wachs in [2] for minimal representatives modulo a parabolic subgroup. Indeed our labeling reduces to theirs in the case of a single parabolic subgroup. and to the positions deleted in the word α . Now we use Theorem 7.1 to deduce x t1+1 = x t1 w n . We set i t1+1 = r 1 + 1 , corresponding to deleting the box in position r 1 + 1 in the word α , and we start the same process with the reduced expression
So we can go on till x t2−1 . Then again we set i t2+1 = r 2 + 1 deleting the box in position r 2 + 1 . . . . Finally we reach τ having obtained the label λ(c) = (i 1 , . . . , i t ) .
In short we keep track of removed generators in α , considering the boxes as generators when we move from the poset W I h to the poset W I h−1 , h = n, . . . , 2 . Let us see an example of this process. We must still check the case x i−1 ∈ W I h+1 , x i ∈ W I h , x i+1 ∈ W I h−1 . But this is ruled out by our assumption that λ i > λ i+1 as in this case we have λ i = r n−h < r n−h+1 = λ i+1
