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Was lange wa¨hrt, wird endlich gut.
Abstract
We prove that every Ariki–Koike algebra is Morita equivalent to a
direct sum of tensor products of smaller Ariki–Koike algebras which have
q–connected parameter sets. A similar result is proved for the cyclotomic
q–Schur algebras. Combining our results with work of Ariki and Uglov, the
decomposition numbers for the Ariki–Koike algebras defined over fields of
characteristic zero are now known in principle.
1 Introduction
Let R be a commutative ring with 1 and let q,Q1, . . . , Qr be elements of R
with q invertible. Let Q = (Q1, Q2, . . . , Qr). The Ariki–Koike algebra Hq,Q(n)
is the associative unital R–algebra with generators T0, T1, . . . , Tn−1 subject to
the following relations
(T0 −Q1) . . . (T0 −Qr) = 0
T0T1T0T1 = T1T0T1T0
(Ti + 1)(Ti − q) = 0 for 1 ≤ i ≤ n− 1
Ti+1TiTi+1 = TiTi+1Ti for 1 ≤ i ≤ n− 2
TiTj = TjTi for 0 ≤ i < j − 1 ≤ n− 2.
The main result of this paper states that up to Morita equivalence the Ariki–
Koike algebras depend only on the q–orbits of the parameters in Q. More
precisely we have the following.
1.1 Theorem Suppose that Q = Q1
∐
Q2
∐
· · ·
∐
Qκ (disjoint union) is a
partitioning Π of the parameter set Q such that
fΠ(q,Q) =
∏
1≤α<β≤κ
∏
Qi∈Qα
Qj∈Qβ
∏
−n<a<n
(qaQi −Qj)
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2is an invertible element of R. Then Hq,Q(n) is Morita equivalent to the algebra
Hq,Π(n) =
⊕
n1,...,nκ≥0
n1+···+nκ=n
Hq,Q1 (n1)⊗Hq,Q2 (n2)⊗ · · · ⊗Hq,Qκ (nκ).
Notice that the polynomial fΠ(q,Q) is invertible only if whenever there
exist i and j with qaQi = Qj for some a with −n < a < n then Qi, Qj ∈ Qα for
some α. The appearance of these polynomials is not surprising because it was
shown by Ariki [1] that over a field H is semisimple if and only if
PH (q,Q) =
∏
1≤i<j≤r
∏
−n<a<n
(qaQi −Qj) ·
n∏
k=1
(1 + q + · · ·+ qk−1) 6= 0.
The polynomial PH (q,Q) is the analogue of the Poincare´ polynomial for H .
The factors of PH (q,Q) in the right hand product determine whether or not
the subalgebra Hq(Sn) is semisimple.
Permuting the parameters Q1, . . . , Qr does not affect H up to isomorphism.
In addition, if Q′ = cQ = (cQ1, . . . , cQr), where c is any invertible element
of R, then Hq,Q(n) and Hq,Q′ (n) are isomorphic (replace T0 with c
−1T0). We
now rephrase Theorem 1.1 so that it says that up to Morita equivalence H
depends only on the q–orbits of Q1, . . . , Qr. To state this precisely, say that Q
is q–connected if Qi = q
ai for some integer ai for each i (for the purposes
of Corollary 1.2 we could require that |ai| < n, for each i, but this is not so
important). Normally,Q will not be q–connected; however, up to a permutation
of the Qα’s, there is a unique partitioning Q = Q1
∐
· · ·
∐
Qκ such that for
α = 1, . . . , κ there exists an element cα ∈ R such that Qi ∈ Qα if and only
if Qi = cαq
ai for some integer ai; so, Qα = cαQ
′
α for each α. By the above
remarks, if cα is invertible thenQ
′
α is q–connected and Hq,Qα(Sn) is isomorphic
to Hq,Q′α (Sn); so Theorem 1.1 implies the following.
1.2 Corollary Suppose that each Qi is invertible for 1 ≤ i ≤ r. Then the
Ariki–Koike algebra Hq,Q(n) is Morita equivalent to a direct sum of tensor
products of Ariki–Koike algebras which have q–connected parameter sets.
The importance of this result stems from the work of Ariki [2] which showed
that if R is a field of characteristic zero, q 6= 1 and the parameter set Q is
q–connected then the decomposition numbers of Ariki–Koike algebras can be
computed in terms of the canonical basis of an associated integral highest weight
module for an affine quantum group. In addition, Ariki [4] and Ariki and the
second author [6] used the results of [2] to classify the irreducible representations
of the Ariki–Koike algebras without any restrictions on the field, q orQ; this was
done by first reducing to the case of q–connected parameter sets. Corollary 1.2
explains the reduction of [6] by showing that it comes from a Morita equivalence.
In fact, we can do more than this because Uglov [26] (extending the ideas
of [23]), gave an algorithm for computing the decomposition matrices of the
2
3Ariki–Koike algebras which satisfy the restrictions of Ariki’s paper [2]. In the
spirit of the Kazhdan–Lusztig conjectures, Uglov’s algorithm involves computing
certain affine parabolic Kazhdan–Lusztig polynomials and evaluating them at 1.
Combining [26] with Proposition 4.11(iii) below we obtain the following.
1.3 Corollary Suppose that R is a field of characteristic zero, q 6= 1 and Qi 6= 0
for 1 ≤ i ≤ r. Then the decomposition matrix of Hq,Q(n) is known.
Next consider the case where there exists an integer a with Qi 6= q
aQj if
and only if i = j; then Theorem 1.1 says that Hq,Q(n) is Morita equivalent to
a direct sum of tensor products of Hecke algebras of type A. This special case
is a result of Du and Rui [17, Theorem 4.14].
1.4 Corollary (Du–Rui) Suppose that
∏
1≤i<j≤r
∏
−n<a<n(q
aQi−Qj) is an
invertible element of R. Then Hq,Q(n) is Morita equivalent to⊕
n1,...,nr≥0
n1+···+nr=n
Hq(Sn1)⊗Hq(Sn2)⊗ · · · ⊗Hq(Snr).
In fact, when r = 2 this is a theorem of James and the first named au-
thor [15, Theorem 4.17]. Although this paper is largely motivated by [15],
the techniques we use are very different. As in [15] we explicitly construct the
projective generator of H which induces the Morita equivalence of the main
theorem; however, unlike [15, 17] we do this by adapting the standard basis
of H (from [16]) to give bases for the family of projective modules which de-
scribe the projective generator. This yields precise information, such as Specht
series for these modules, which is new even in the special cases considered pre-
viously [15,17]. Another consequence is that we are able to extend our results
to the cyclotomic q–Schur algebras Sq,Q(n) of [16].
1.5 Theorem Suppose that Q = Q1
∐
Q2
∐
· · ·
∐
Qκ (disjoint union) is a
partitioning Π of the parameter set Q such that fΠ(q,Q) is an invertible element
of R. Then Sq,Q(n) is Morita equivalent to the algebra
Sq,Π(n) =
⊕
n1,...,nκ≥0
n1+···+nκ=n
Sq,Q1(n1)⊗Sq,Q2(n2)⊗ · · · ⊗Sq,Qκ (nκ).
Actually, a slightly more general statement is possible; see Theorem 5.2.
Again some special cases of Theorem 1.5 were known previously. First, if
r = 2 then H is an Iwahori–Hecke algebra of type B and in this case Theo-
rem 1.5 can be deduced for special parameter sets from the results of [10,20].
The case r = 2 is important because it has implications for representation the-
ory of symplectic and unitary groups; see [8,9]. Secondly, Ariki [3] (see also Du
and Rui [17]), have proved Theorem 1.5 under the assumptions of Corollary 1.4;
here the cyclotomic q–Schur algebra arises as a quotient of a quantum group of
4type A acting on “q–tensor space” as the centralizing algebra of the Ariki–Koike
algebra.
In order to prove Theorem 1.1 we first observe that it is enough to prove the
following much simpler, but equivalent, result.
1.6 Theorem Fix an integer s with 1 ≤ s ≤ r and suppose that
fs(q,Q) =
∏
1≤i≤s<j≤r
∏
−n<a<n
(qaQi −Qj)
is an invertible element of R. Then Hq,Q is Morita equivalent to
Hq,s,Q(n) =
n⊕
b=0
Hq,(Qs+1,...,Qr)(Sb)⊗Hq,(Q1,...,Qs)(Sn−b).
The general case follows by iterating Theorem 1.6, using the remarks before
Corollary 1.2.
The proof of Theorem 1.6 is based on an explicit decomposition of H =
Hq,Q(n) into a direct sum of projective right ideals V
b using the standard basis
of H . The different projective modules V b have no direct summand in common
and V =
⊕n
b=0 V
b is a progenerator for H . In Theorem 3.20 we give an explicit
formula for the multiplicity of each V b in the regular representation of H and
in Theorem 4.7 we show that the endomorphism ring of V is Hq,s,Q(n); this
proves Theorem 1.6 and that the Morita equivalences of Theorem 1.6 are given
by the functors −⊗Hq,s,Q V and HomH (V,−). The explicit description of these
functors enables us to extend our results to the cyclotomic q-Schur algebras in
section 5.
2 The standard basis theorem
Let Sn be the symmetric group on {1, 2, . . . , n}, acting from the right, and let
s1, . . . , sn−1 be the standard Coxeter generators of Sn; that is, si = (i, i + 1)
for all i. If w ∈ Sn write w = si1si2 . . . sik and say this expression is reduced if
k is minimal; in this case, k is the length of w and we write ℓ(w) = k and define
Tw = Ti1Ti2 . . . Tik . Let H (Sn) be the R–span of {Tw | w ∈W }; then H (Sn)
is a free subalgebra of H of rank n! which is isomorphic to the Iwahori–Hecke
algebra of Sn. The Iwahori–Hecke algebra H (Sn) is described in detail in [24].
Let L1 = T0 and for 1 ≤ i < n set Li+1 = q
−1TiLiTi. These elements satisfy
the following fundamental relations (see [5, (3.3)] and [16, (2.1)]).
2.1 Suppose that 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n. Then
(i) Li and Lj commute.
(ii) Ti and Lj commute if i 6= j − 1, j.
(iii) Ti commutes with LiLi+1 and with Li + Li+1.
(iv) If a ∈ R and i 6= j then Ti commutes with (L1 − a)(L2 − a) . . . (Lj − a).
4
5The importance of these elements derives from the following result.
2.2 (Ariki–Koike [5, Theorem 3.10]) The algebra H is free as an R–module
with basis
{Ld11 L
d2
2 . . . L
dn
n Tw | w ∈ Snand0 ≤ dm ≤ r − 1form = 1, 2, . . . , n } .
In particular, H is free of rank rnn!
Note that because q is invertible so are the elements Ti, for i = 1, . . . , n− 1;
explicitly, T−1i = q
−1(Ti− q+1). Consequently, Tw is invertible for all w ∈ Sn.
Let ∗ :H −→H be the anti–automorphism of H determined by T ∗i = Ti
for i = 0, 1, . . . , n − 1. Then T ∗w = Tw−1 for all w ∈ Sn and L
∗
i = Li for
i = 1, 2, . . . , n.
As we next recall, the Ariki–Koike algebra has another basis which is better
adapted to the study of its representation theory; this basis is cellular, in the
sense of Graham and Lehrer [18]. (Graham and Lehrer were the first to con-
struct a cellular basis of H ; the basis we use is due to Gordon James and the
authors [16].)
A composition of an integer m ≥ 0 is an ordered sequence of non–negative
integers τ = (τ1, τ2 . . . ) such that |τ | =
∑
i≥1 τi = m; if the sequence is
non–increasing then τ is a partition of m. A multicomposition of n (with r–
components) is an ordered r–tuple µ = (µ(1), . . . , µ(r)) of compositions such
that |µ(1)|+ · · ·+ |µ(r)| = n. If each µ(i) is a partition then µ a multipartition.
Let Λ = Λ(n : r) be the set of multicompositions of n with r–components and
let Λ+ = Λ+(n : r) ⊂ Λ be the set of multipartitions of n with r–components.
The diagram of a multicomposition µ is the set
[µ] = { (i, j, k) | 1 ≤ k ≤ r and i ≥ 1 and 1 ≤ j ≤ µ
(k)
i } ,
which we think of as an ordered r–tuple of boxes in the plane. For example, if
µ = ((3, 1), (12), (2, 1)) then
[µ] =
(
, ,
)
.
In this way, we talk of the rows and columns (of the components) of µ.
Given two multicompositions λ and µ say that λ dominates µ, and write
λ D µ, if for 1 ≤ c ≤ r and for all i ≥ 1
c−1∑
b=1
|λ(b)|+
i∑
j=1
λ
(c)
j ≥
c−1∑
b=1
|µ(b)|+
i∑
j=1
µ
(c)
j .
If λ D µ and λ 6= µ we write λ ⊲ µ. This defines a partial order on the sets of
multicompositions and multipartitions of n.
If µ is a multicomposition of n then a µ–tableau is a map t : [µ]−→{1, 2 . . . , n};
we write Shape(t) = µ. Generally, we shall think of tableaux as labelled dia-
grams; for example, when µ = ((3, 1), (12), (2, 1)) three µ–tableaux are(
1 2 3
4
, 5
6
, 7 8
9
)
,
(
3 5 8
4
, 2
9
, 1 6
7
)
and
(
3 5 8
4
, 7
6
, 1 2
9
)
.
6Given a tableau t we will also write t = (t(1), . . . , t(r)) and call t(i) the ith compo-
nent of t. Similarly, given an integer m with 1 ≤ m ≤ n we write compt(m) = i
if m appears in the ith component t(i) of t. If s is another tableau we write
compt = comps if compt(m) = comps(m) for all m with 1 ≤ m ≤ n.
A µ–tableau t is standard if the entries in each row of each component of t
increase from left to right and the entries in each column of each component
of t increase from top to bottom (of the tableaux above only the first two
are standard). For each multipartition λ let Std(λ) be the set of standard λ–
tableaux.
Suppose t is a standard λ–tableaux and s a standard µ–tableau for λ, µ ∈ Λ.
Given an integerm with 1 ≤ m ≤ n let t↓m be the subtableau of t which contains
the entries 1, 2, . . . ,m and similarly for s↓m. Then s D t if Shape(s↓m) D
Shape(t↓m), for m = 1, 2, . . . , n, and we say that s dominates t. Again we write
s ⊲ t if s D t and s 6= t.
Let tµ be the unique µ–tableau such that tµ D t for all µ–tableau t. Then tµ
is the tableau which has the numbers 1, 2, . . . , n entered in order along the rows
of [µ]. Note that the symmetric group Sn acts from the right on the set of µ–
tableaux. Let Sµ be the row stabilizer of the tableau t
µ; then Sµ is a parabolic
subgroup of Sn. In the example above, where µ = ((3, 1), (1
2), (2, 1)), the first
of the tableaux listed is tµ and Sµ = S3 × S1 × S1 × S1 × S2 × S1 →֒ S9
(obvious embedding); we will always identify Sµ with a subgroup of Sn in this
way.
For each µ–tableau t let d(t) be the unique element ofSn such that t = t
µd(t).
Then, by [11, Lemma 1.4], d(t) is a distinguished right coset representative ofSµ
in Sn; that is, ℓ(wd(t)) = ℓ(w) + ℓ(d(t)) for all w ∈ Sµ.
Given an r–tuple a = (a1, a2, . . . , ar) of integers, with 0 ≤ ai ≤ n for all i,
let ua = ua1,1ua2,2 . . . uar,r where ua,t =
∏a
k=1(Lk −Qt) for any a and t. If µ is
a multicomposition of n let u+µ = ua where a = (a1, a2, . . . , ar) is the sequence
with at = |µ
(1)|+ · · ·+ |µ(t−1)| for t = 1, 2, . . . , r.
Suppose that λ is a multipartition of n and let xλ =
∑
w∈Sλ
Tw and set
mλ = u
+
λ xλ. If s and t are standard λ–tableaux define mst = T
∗
d(s)mλTd(t).
Then we have the following.
2.3 (Dipper–James–Mathas [16, Theorem 3.26]) Let
M = {mst | s, t ∈ Std(λ) for some λ ∈ Λ
+ } .
Then M is a cellular basis of H .
The basis M is called the standard basis of H .
As in [16], let Nλ be the R–module with basis the set of all mst ∈M where
(s, t) runs over all pairs of standard µ–tableaux with µ D λ; similarly, let Nλ be
the R–module with basis the set of muv where u and v are standard µ–tableau
and µ ⊲ λ. From the theory of cellular algebras we obtain the following corollary
of (2.3).
2.4 ( [16, Corollary 3.22]) The R–modules Nλ and Nλ are two–sided ideals
of H .
6
7Given a multipartition λ the Specht module Sλ is the submodule of H /Nλ
defined by Sλ = zλH where zλ = mλ+N
λ. The theory of cellular algebras [18,
24] shows that Sλ is free of rank | Std(λ)| (with basis {mtλt +N
λ | t ∈ Std(λ) }),
and that there is an intrinsically defined symmetric H –invariant bilinear form
( , ) on Sλ; that is (uh, v) = (u, vh∗) for u, v ∈ Sλ and h ∈ H . Let radSλ be
the radical of this form and set Dλ = Sλ/ radSλ. Then Dλ is an H –module;
moreover, the following is true.
2.5 [16,18] Suppose that R is a field.
(i) If λ is a multipartition of n then Dλ is either (0) or absolutely irreducible.
(ii) {Dλ | λ ∈ Λ+ and Dλ 6= (0) } is a complete set of pairwise non–isomorphic
irreducible H –modules.
Given multipartitions λ and µ with Dµ 6= (0) let dλµ = [S
λ : Dµ] be the de-
composition multiplicity of the simple moduleDµ in the Specht module Sλ. The
matrix (dλµ) is the decomposition matrix of H . Importantly, the decomposition
matrix of H is unitriangular; more precisely, we have the following.
2.6 [16,18] Suppose that R is a field and that λ and µ are multipartitions such
that Dµ 6= (0). Then dµµ = 1 and dλµ 6= 0 only if λ D µ.
Let s be a tableau and suppose that 1 ≤ k ≤ n appears in row i and column j
of the cth component s(c) of s. Then the residue of k in s is ress(k) = q
j−iQc.
The following result underpins much of what follows.
2.7 [22, Prop. 3.7] Let s and t be standard λ–tableaux, where λ ∈ Λ+, and
suppose that 1 ≤ k ≤ n. Then there exist au ∈ R such that
Lkmst ≡ ress(k)mst +
∑
u⊲s
aumut mod N
λ.
For each multipartition λ define its content to be the sequence cont(λ) =
(cr)r∈R where cr is the number of nodes x of the diagram [λ] with res(x) = r.
By [18, Theorem 3.7(ii)] all of the irreducible constituents of Sλ belong to
the same block. Furthermore, by (2.1) every symmetric polynomial f(L), in
L1, L2, . . . , Ln belongs to the centre of H ; therefore, by Schur’s Lemma, f(L)
acts on Sλ as multiplication by a scalar, say αf ∈ R. By (2.7), f(L)mλ ≡ αfmλ
mod Nλ; so it follows that αf depends only upon the content of λ. Hence, we
have the following result.
2.8 Corollary (Graham–Lehrer [18, Prop. 5.9(ii)]) Suppose that λ and µ
are multipartitions of n. Then Sλ and Sµ belong to the same block only if
cont(λ) = cont(µ).
Grojnowski [19] has recently shown that Sλ and Sµ are in the same block
if and only if cont(λ) = cont(µ). (The definition of residue must be modified
slightly in the case q = 1.) When r = 1 this result was already known by [12,21].
For each multicomposition µ of n letMµ = mµH . To describe how the stan-
dard basis of (2.3) can be modified to give a basis of Mµ we need to generalize
8the notion of tableau. Suppose that λ is a multipartition and µ is a multicom-
position of n. A λ–tableau of type µ is a map S : [λ]−→{1, . . . , n} × {1, . . . , r}
such that, for all (i, k), µ
(k)
i = # { x ∈ [λ] | S(x) = (i, k) }; as before, we will
think of S = (S(1), . . . , S(r)) as a labelling of [λ] with ordered pairs of integers
(i, k). A λ–tableau S of type µ is semistandard if for c = 1 . . . , r the entries in
the cth component S(c) of S are (i) non–decreasing along the rows; (ii) strictly
increasing down the columns and, (iii) no entry in S(c) has the form (i, k) with
k < c. Let T0(λ, µ) be the set of semistandard λ–tableaux of type µ.
Given a standard λ–tableau s : [λ] −→ {1, . . . , n} define µ(s) to be the λ–
tableau of type µ obtained from s by replacing each entry m in s by (i, k), if m
appears in row i of the kth component of tµ. Observe that in general the entries
in each column of µ(s) will only be non–decreasing so that µ(s) need not be
semistandard.
2.9 r m For example, if we let ω =
(
(0), . . . , (0), (1n)
)
then the tableau ω(s) has
entries of the form (i, r) where 1 ≤ i ≤ n. Consequently, s 7−→ω(s) gives a bi-
jection from the set of standard λ–tableaux to the set of semistandard λ–tableaux
of type ω. Henceforth, we identify λ–tableau of type ω with the λ–tableaux that
are maps from [λ] to {1, . . . , n}; we also use lower case letters s, t, . . . to denote
λ–tableaux (of type ω) and upper case letters S, T, . . . for tableaux of arbitrary
type.
Before we can state the basis theorem for Mµ we need one more definition.
Let S be a semistandard tableau of type µ and a λ–tableau t; set
mSt =
∑
s∈Std(λ)
µ(s)=S
mst.
2.10 [16, Theorem 4.14] Suppose that µ is a multicomposition of n. Then Mµ
is free as an R–module with basis
{mSt | S ∈ T0(λ, µ), t ∈ Std(λ) for some λ ∈ Λ
+ } .
The last result that we shall need gives a basis for HomH (M
ν ,Mµ). Given
a semistandard λ–tableau S of type µ and a semistandard tableau T of type ν
let
mST =
∑
s,t∈Std(λ)
µ(s)=S,ν(t)=T
mst
and define ϕST :M
ν −→ Mµ to be the H –module homomorphism given by
ϕST(mνh) = mSTh for all h ∈ H . It is not completely obvious that ϕST even
belongs to HomH (M
ν ,Mν); nonetheless, the following is true.
2.11 [16, Theorem 6.6(i)] Suppose that µ and ν are multicompositions of n.
Then HomH (M
ν ,Mν) is free as an R–module with basis
{ϕST | S ∈ T0(λ, µ) and T ∈ T0(λ, ν) for some λ ∈ Λ
+ } .
8
93 A projective generator for H
For the remainder of the paper we fix an integer s with 1 ≤ s ≤ r.
Following [15], given integers i and j with 1 ≤ i < j < n define
si,j = sisi+1 . . . sj−1 and sj,i = s
−1
i,j = sj−1sj−2 . . . si.
Note that sj,i is the cycle (i, i + 1, . . . , j). We abbreviate the corresponding
elements of H by Ti,j = Tsi,j and Tj,i = Tsj,i ; so, Tj,i = T
∗
i,j. In passing, we
remark that Li = q
1−iTi,1T0T1,i for i = 1, . . . , n.
If a and b are non–negative integers we define wa,b = (sa+b,1)
b; in particular,
wa,0 = w0,b = 1. Written as a permutation,
wa,b =
(
1 2 . . . a a+ 1 a+ 2 . . . a+ b
b+ 1 b+ 2 . . . a+ b 1 2 . . . b
)
.
For later use we note that w−1a,b = wb,a; consequently, T
∗
wa,b
= Twb,a .
3.1 Lemma Let a and b be non–negative integers with 0 ≤ a + b ≤ n and
suppose that i is an integer such that i 6= a and 1 ≤ i < a+ b. Then
TiTwa,b = Twa,bT(i)wa,b =
{
Twa,bTi+b, if 1 ≤ i < a,
Twa,bTi−a, if a < i < a+ b.
Proof For any w ∈ Sn we have siw = ww
−1siw = w(iw, (i + 1)w); setting
w = wa,b we find
siwa,b =
{
wa,bsb+i, if 1 ≤ i < a,
wa,bsi−a, if a < i < a+ b.
The result follows by observing that ℓ(siwa,b) = ℓ(wa,b) + 1 since wa,b is a
distinguished right coset representative of S(a,b) in Sn; see [15, 2.7].
Equation [15, 2.9] provides a recursive way to find a reduced expression for
the permutation wa,b. As a consequence we obtain the following Lemma.
3.2 Lemma Suppose that 1 ≤ b ≤ n − 1. Then there exists w˜ ∈ S(1,n−1)
such that wn−b,b = w˜s1,b+1 and ℓ(wn−b,b) = ℓ(w˜) + ℓ(s1,b+1). In particular,
Twn−b,b = Tw˜T1,b+1.
Proof By [15, 2.9] if a ≥ 0 and 0 ≤ a + b < n then wa,b = sa,a+bwa−1,b and
ℓ(wa,b) = ℓ(sa,a+b) + ℓ(wa−1,b). Therefore,
wn−b,b = sn−b,nwn−b−1,b = sn−b,nsn−b−1,n−1wn−b−2,b = . . .
= sn−b,nsn−b−1,n−1 . . . s2,b+2w1,b = (sn−b,n . . . s2,b+2)s1,b+1,
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with the lengths adding throughout. The Lemma follows.
For the next definition recall that we have fixed an integer s with 1 ≤ s ≤ r.
For each integer b with 0 ≤ b ≤ n define
u−n−b =
s∏
t=1
(L1 −Qt)(L2 −Qt) . . . (Ln−b −Qt)
and
u+b =
r∏
t=s+1
(L1 −Qt)(L2 −Qt) . . . (Lb −Qt).
These elements are special instances of the elements ua introduced in the pre-
vious section.
We now define the modules which are the cornerstone upon which this paper
is built.
3.3 Definition Suppose that 0 ≤ b ≤ n and define vb = u
−
n−bTwn−b,bu
+
b and let
V b = vbH .
Ultimately we shall show that V b is a projective H –module and that its
endomorphism ring is isomorphic to a tensor product of smaller Ariki–Koike
algebras; this will imply our main result. At this point it is not even clear
that vb is non–zero; we will deduce this important fact latter. We begin by
establishing some key properties of vb.
3.4 Proposition Suppose that 0 ≤ b ≤ n.
(i) If 1 ≤ i < n− b then Tivb = vbTi+b.
(ii) If n− b < i ≤ n then Tivb = vbTi−n+b.
(iii) If 1 ≤ k ≤ n− b then Lkvb = vbLk+b.
(iv) If n− b+ 1 ≤ k ≤ n then Lkvb = vbLk−n+b.
Proof First, observe that parts (i) and (ii) follow from parts (i) and (ii) of
Lemma 3.1, respectively, together with (2.1)(iv).
Next, consider part (iii). If b = 0 or b = n then vb is central in H by parts
(ii) and (iii) of (2.1); so our claims follow in these two cases and we may assume
that 1 ≤ b ≤ n− 1.
We first consider the case k = 1; that is, L1vb. We write wn−b,b = w˜s1,b+1,
as in Lemma 3.2; then w˜ ∈ S(1,n−1) so that L1 and Tw˜ commute by (2.1). Now
each Li commutes with u
−
n−b since the Li generate an abelian subalgebra of H ;
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therefore,
L1vb = L1u
−
n−bTwn−b,bu
+
b
= u−n−bL1Tw˜T1,b+1u
+
b
= u−n−bTw˜L1T1,b+1u
+
b
= u−n−bTw˜T
−1
b+1,1Tb+1,1L1T1,b+1u
+
b
= qbu−n−bTw˜T
−1
b+1,1Lb+1u
+
b
= qbu−n−bTw˜(T
−1
1 . . . T
−1
b )u
+
b Lb+1.
Now qb(T−11 . . . T
−1
b ) = (T1− q+1) . . . (Tb− q+1) = T1 . . . Tb+h, where h ∈ H
is an R–linear combination of terms of the form TxTy such that (x, y) is an
element of Si ×Sb−i = S(i,b−i) for some i with 0 < i < b. Write u
−
n−b = u1u˜,
where u1 =
∏s
t=1(L1 −Qt), and suppose (x, y) ∈ S(i,b−i) for some i > 0. Then
TxTy = Txy = Tyx = TyTx and, by (2.1), Tx commutes with u
+
b , Ty commutes
with u˜ and Tw˜ commutes with u1. Therefore,
u−n−bTw˜Txyu
+
b = u1u˜Tw˜TyTxu
+
b = u˜Tw˜u1TyTxu
+
b = u˜Tw˜Tyu1u
+
b Tx = 0;
the last equality following because
∏r
t=1(L1 − Qt) = 0 is a factor of u1u
+
b .
Consequently, qbu−n−bTw˜hu
+
b Lb+1 = 0. Hence,
L1vb = u
−
n−bTw˜(T1 . . . Tb)u
+
b Lb+1 = u
−
n−bTwn−b,bu
+
b Lb+1 = vbLb+1
as claimed.
Next consider Lkvb for some k with 1 < k ≤ n−b. By induction and part (i),
Lkvb = q
−1Tk−1Lk−1Tk−1vb = q
−1Tk−1vbLb+k−1Tb+k−1 = vbLb+k,
proving (iii).
Part (iv) can be proved similarly; however, here is a better argument. As
there is no essential difference between u+b and u
−
n−b — and hence between vb
and v∗b — it follows from part (iii) that if n− b < k ≤ n then Lkvb = (v
∗
bLk)
∗ =
(Lk−n+bv
∗
b )
∗ = vbLk−n+b, giving (iv).
Define LA(m) = { x ∈ A | xm = 0 } to be the left annihilator of m ∈ M
in A; LA(h) is a left ideal of A. We also let AnnA(M) =
⋂
m∈M LA(m) be
the annihilator of M ; this is an ideal of A. We will apply these definitions
in the case where M = V b and A = Hb is the subalgebra of H generated
by {Ti, Tj , Lk | 1 ≤ i < n− b < j < n and 1 ≤ k ≤ n }. Observe that by the
Proposition V b is invariant under left multiplication by Hb and hence a left
Hb-module.
3.5 Corollary Suppose that 0 ≤ b ≤ n and let the subalgebra Hb of H be
defined as above. Then Hb acts on V
b by left multiplication and LH (vb)∩Hb =
AnnHb(V
b); consequently, the algebra Hˆb = Hb/AnnHb(V
b) is a subalgebra of
EndH (V
b).
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In fact, in Theorem 4.7 below we will prove that
Hˆb ∼= EndH (V
b) ∼= Hq,(Q1,...,Qs)(b)⊗Hq,(Qs+1,...,Qr)(n− b).
The next result shows that when Ln−b+1 and L1act on V
b by left multiplication
they each satisfy one of the relations of the generators 1 ⊗ T0 and T0 ⊗ 1,
respectively, in the tensor product above.
3.6 Corollary Suppose that 0 ≤ b ≤ n. Then
(i) (L1 −Qs+1) . . . (L1 −Qr)vb = 0;
(ii) (Ln−b+1 −Q1) . . . (Ln−b+1 −Qs)vb = 0;
(iii) vb(L1 −Q1) . . . (L1 −Qs) = 0; and,
(iv) vb(Lb+1 −Qs+1) . . . (Lb+1 −Qr) = 0.
Proof Parts (i) and (iii) follow from the relation
∏r
t=1(L1 −Qt) = 0 and the
definition of vb; for parts (ii) and (iv) apply the Proposition 3.4 to parts (iii)
and (i) respectively.
3.7 Corollary Let 0 ≤ b < c ≤ n. Then u−n−bTwn−b,bu
+
c = 0.
Proof Let h =
∏r
t=s+1(Lb+2 −Qt) · · · (Lc −Qt). Then
u−n−bTwn−b,bu
+
c = u
−
n−bTwn−b,b
r∏
t=s+1
(L1 −Qt)(L2 −Qt) · · · (Lc −Qt)
= u−n−bTwn−b,bu
+
b (Lb+1 −Qs+1) · · · (Lb+1 −Qr)h
= vb(Lb+1 −Qs+1) · · · (Lb+1 −Qr)h = 0,
where the last equality comes from Corollary 3.6(iv).
We will study the ideals V b by thinking of them as quotients of one of the
modules Mµ. Let ωb = (ω
(1)
b , . . . , ω
(r)
b ) be the multipartition of n with
ω
(t)
b =


(1b), if t = s,
(1n−b), if t = r,
(0), otherwise.
Then u+b = u
+
ωb
= mωb ; consequently, vb = u
−
n−bTwn−b,bmωb and V
b is a quotient
of Mωb . This motivates the following definition.
3.8 Definition Suppose that 0 ≤ b ≤ n. Let θb :M
ωb −→V b be the map given
by θb(h) = u
−
n−bTwn−b,bh for all h ∈M
ωb .
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Thus, θb is a surjective H –module homomorphism from M
ωb onto V b. The
map θb is the main tool we need to understand the modules V
b; first we set up
some notation.
Let λ be a multipartition of n and set
Stdb(λ) = { t ∈ Std(λ) | compt(k) ≤ s whenever 1 ≤ k ≤ b } ;
that is, t ∈ Stdb(λ) if and only if the numbers 1, 2, . . . , b all appear in one of the
first s components of t. Similarly, let
Stdb,n−b(λ) = { t ∈ Stdb(λ) | compt(k) > s whenever b < k ≤ n } .
Let Λ+b = {λ | λ ∈ Λ
+ and |λ(1)|+ · · ·+ |λ(s)| = b } ; then Stdb,n−b(λ) is non–
empty if and only if λ ∈ Λ+b . On the other hand, Stdb(λ) is non–empty if and
only if |λ(1)|+ · · ·+ |λ(s)| ≥ b; we set
Λb
+ = {λ | λ ∈ Λ+ and |λ(1)|+ · · ·+ |λ(s)| > b } .
Then Λb
+ is a coideal in Λ+; that is, if µ ∈ Λ+ and µ D λ for some λ ∈ Λ+b then
µ ∈ Λ+b . In contrast, Λ
+
b is not a coideal; however, Λ
+
b ∪ Λb
+ is a coideal and
Λ+b and (Λ
+
b ∪ Λb
+)/Λb
+ are isomorphic posets.
Observe that if λ ∈ Λ+b then Stdb,n−b(λ) = Stdb(λ); however, we will con-
tinue to write Stdb,n−b(λ) in order to emphasize the restrictions on the compo-
nents of these tableaux.
3.9 Lemma Suppose that 0 ≤ b ≤ n. Then Mωb is free as an R–module with
basis {mst | s ∈ Stdb(λ) and t ∈ Std(λ) for some λ ∈ Λ
+
b ∪ Λb
+ } .
Proof As noted in (2.10), Mωb is free as an R–module with basis mSt, where
S ∈ T0(λ, ωb) and t ∈ Std(λ) for some multipartition λ of n. It follows from
the definitions that T0(λ, ωb) is non–empty if and only if λ ∈ Λ
+
b ∪Λb
+; further,
if λ ∈ Λ+b ∪ Λb
+ then there is a bijection between Stdb(λ) and T0(λ, ωb) given
by s 7−→ ωb(s) (cf. (2.9)). Consequently, if S ∈ T0(λ, ωb) then S = ωb(s) for a
uniquely determined s ∈ Stdb(λ) and mSt = mst. Combining these observations
gives the result.
Next we identify some elements in the kernel of θb; shortly we will see that
these elements are actually a basis of ker θb.
3.10 Lemma Suppose that 0 ≤ b ≤ n and λ ∈ Λb
+. Let s and t be standard
λ–tableaux with s ∈ Stdb(λ). Then θb(mst) = 0.
Proof Suppose h = θb(mst) 6= 0. Let c = |λ
(1)| + · · · + |λ(s)|; then λ ∈ Λ+c
so that b < c. Now, because λ ∈ Λ+c and s ∈ Stdb(λ), we can find a permutation
w ∈ S({b+1, . . . , n}) such that sw D s and sw is a standard λ–tableau with the
numbers 1, . . . , c all appearing in the first s components of sw. (If a1 < · · · < ak
are the numbers between b+1 and c which appear in the last r−s components of s
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and b1 < · · · < bk are the k smallest numbers larger than b which appear in the
first s components of s then we can set w = (a1, b1) . . . (ak, bk).) Let sw = sw;
then d(s) = d(sw)w
−1 and mst = Twmswt. Also let w˜ = w
−1
n−b,bwwn−b,b; then
w˜ ∈ Sn−b and Twn−b,bTw = Tw˜Twn−b,b by Lemma 3.2. Therefore,
θb(mst) = u
−
n−bTwn−b,bmst = u
−
n−bTwn−b,bTwmswt = u
−
n−bTw˜Twn−b,bmswt.
Now, w˜ ∈ Sn−b so u
−
n−bTw˜ = Tw˜u
−
n−b by (2.1)(iv); consequently
θb(mst) = Tw˜u
−
n−bTwn−b,bmswt = Tw˜θb(mswt).
Since Tw˜ is invertible, θb(mst) 6= 0 if and only if Tw˜θb(mswt) 6= 0; therefore,
we may assume that s = sw. Thus, it is enough to show that θ(mst) = 0
whenever s ∈ Stdc,n−c(λ) and t ∈ Std(λ). However, if s ∈ Stdc,n−c(λ) then
mst ∈ M
ωc by Lemma 3; so mst = u
+
ωc
h for some h ∈ H . Now u+ωc = u
+
c ;
so θb(mst) = u
−
n−bTwn−b,bmst = u
−
n−bTwn−b,bu
+
c h = 0, by Corollary 3.7, as
desired.
Recall from Theorem 1.6 that given an integer s, with 1 ≤ s ≤ r, we let
fs(q,Q) =
∏
1≤i≤s<j≤r
∏
−n<a<n
(qaQi −Qja).
For the remainder of this paper we assume that fs(q,Q) is an invertible element
of R.
Suppose that s ∈ Stdb,n−b(λ) for some multipartition λ. Then s
′ = swb,n−b
is a standard λ–tableau which has the numbers n− b+1, . . . , n appearing in its
first s components and the remaining numbers 1, . . . , n− b appearing in its last
r − s components.
3.11 Lemma Suppose that λ ∈ Λ+b and let s and t be standard λ–tableaux with
s ∈ Stdb,n−b(λ). Let s
′ = swb,n−b. Then
(i) Twn−b,bmst = ms′t; and,
(ii) there exists an invertible element α ∈ R such that
θb(mst) ≡ αms′t +
∑
u′⊲s′
au′mu′t mod N
λ,
for some au′ ∈ R.
Proof (i) First note that d(s) ∈ S(b,n−b) and recall that wb,n−b is a distin-
guished right coset representative of S(b,n−b). Therefore, ℓ(d(s
′)) = ℓ(d(s)) +
ℓ(wb,n−b); consequently, Twn−b,bmst = ms′t since w
−1
n−b,b = wb,n−b.
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(ii) Part (i) together with (2.7) implies that, modulo Nλ,
θb(mst) = u
−
n−bTwn−b,bmst =
( s∏
t=1
(L1 −Qt) . . . (Ln−b −Qt)
)
ms′t
≡
( s∏
t=1
(ress′(1)−Qt) . . . (ress′(n− b)−Qt)
)
ms′t +
∑
u′⊲s′
au′mu′t
for some au′ ∈ R. Let α =
∏s
t=1(ress′(1)−Qt) . . . (ress′(n− b)−Qt); then α is
the coefficient of ms′t in θb(mst). Now, 1, 2, . . . , n − b all belong to one of the
last r − s components of s′; so, for 1 ≤ k ≤ n − b, ress′(k) = q
jQc for some c
and j with s < c ≤ r and −n < j < n. Therefore, α is a product of terms of
the form (qjQc −Qt), with 1 ≤ t ≤ s. As each of these factors divides fs(q,Q),
it follows that α is invertible; so the Lemma is proved.
Observe that the invertible element α in part (ii) of the Lemma depends
only on λ = Shape(s), rather than s itself. Notice also that
vb = u
−
n−bTwn−b,bmωb = u
−
n−bTwn−b,bmtωb tωb ≡ αmttωb mod N
λ,
where t = tωbwb,n−b; in particular, we have finally proved that vb is non–zero.
3.12 Definition Suppose that 0 ≤ b ≤ n and let s ∈ Stdb,n−b(λ) and t ∈ Std(λ)
for some multipartition λ ∈ Λ+b . Let vst = θb(mst) = u
−
n−bTwn−b,bmst.
It follows from part (ii) of the Lemma that the vst are linearly independent
elements in V b. In fact, they are a basis of V b.
3.13 Theorem Suppose that fs(q,Q) is invertible in R and let b be an integer
with 0 ≤ b ≤ n. Then V b is free as an R–module with basis
{ vst | s ∈ Stdb,n−b(λ) and t ∈ Std(λ) for some λ ∈ Λ
+
b }
and ker θb is free as an R–module with basis
{muv | u ∈ Stdb(µ) and v ∈ Std(µ) for some µ ∈ Λb
+ } .
Proof The homomorphism θb is surjective, so by Lemma 3 V
b is spanned
by the elements θb(muv), where u ∈ Stdb(µ), v ∈ Std(µ) and µ ∈ Λ
+
b ∪ Λb
+.
Furthermore, θb(muv) = 0 whenever µ ∈ Λb
+, by Lemma 3.10. Finally, the
elements { vst = θb(mst) | s ∈ Stdb,n−b(λ), t ∈ Std(λ) and λ ∈ Λ
+
b } are linearly
independent (and non–zero) by Lemma 3.11(ii). Combing these three state-
ments proves the Theorem.
Let N b =
⋂
λ∈Λ+
b
Nλ =
∑
µ∈Λb+
Nµ. Then N b is a two–sided ideal in H and
it is free as an R–module with basis {muv | u, v ∈ Std(µ) for some µ ∈ Λb
+ }.
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3.14 Corollary Suppose that 0 ≤ b ≤ n. Then ker θb =M
ωb ∩N b.
3.15 Remark The proof of Theorem 3.13 relies on the assumption that fs(q,Q)
is an invertible element of R. Without assuming that fs(q,Q) is invertible it is
possible to prove via a brute force calculation that V b is free as an R–module
with basis{
vbL
d1
1 . . . L
dn
n Tw
∣∣∣ w ∈ Sn, 0 ≤ di < s for 1 ≤ i ≤ b
and 0 ≤ di < r − s for b < i ≤ n
}
.
(A straightforward argument using the Robinson–Schensted correspondence ver-
ifies that the rank of V b is the same in both cases.) That this set is a basis of V b
can also be deduced from Proposition 4.8 below; however, this argument requires
that fs(q,Q) be invertible in R.
In [16, Corollary 4.15] Specht filtrations of the right ideals Mµ of H were
constructed as a consequence of (2.10); we now refine the filtration of Mωb to
give Specht filtrations of the modules V b and ker θb.
3.16 Theorem Suppose that fs(q,Q) is invertible in R and let b be an integer
with 0 ≤ b ≤ n.
(i) There is a filtration V b = V1 ⊃ V2 ⊃ · · · ⊃ Vk ⊃ Vk+1 = 0 of V
b
such that for each 1 ≤ i ≤ k there exists a multipartition λi ∈ Λ
+
b with
Vi/Vi+1 ∼= S
λi . Moreover, for each λ ∈ Λ+b the number of i with λi = λ is
| Stdb,n−b(λ)|.
(ii) There is a filtration ker θb = K1 ⊃ K2 ⊃ · · · ⊃ Kl ⊃ Kl+1 = 0 of ker θb
such that for each 1 ≤ i ≤ l there exists a multipartition µi ∈ Λb
+ with
Ki/Ki+1 ∼= S
µi . Moreover, for each µ ∈ Λb
+ the number of i with µi = µ
is | Stdb(µ)|.
Proof We recall the construction from [16, Cor. 4.15], using Lemma 3 to
adapt the notation. Let s1, s2, . . . , sN be the tableaux in
⋃
λ∈Λ+
b
∪Λb+
Stdb(λ),
ordered so that j > i whenever λi ⊲ λj ; here we set λi = Shape(si) for
all i. For i = 1, 2, . . . , N let Mi be the R–submodule of M
ωb with basis
{msjt | j ≥ i and t ∈ Std(λj) } . Then the proof of [16, Cor. 4.15] shows that
each Mi is an H –submodule of M
ωb and that Mi/Mi+1 ∼= S
λi for all i.
Choose k to be maximal such that λk ∈ Λ
+
b ; then Mk+1 = ker θb and λi ∈
Λb
+ if and only if i > k. By Corollary 3.14 we can set Vi = Mi/ ker θb, for i =
1, 2, . . . , k+1, to obtain a filtration of V b with the required properties. Similarly,
settingKj =Mk+j , for j = 1, 2, . . . , N−k, gives the promised filtration of ker θb.
Recall from before Corollary 2.8 that the content cont(λ) of λ is the sequence
(cr)r∈R, where cr = # { x ∈ [λ] | res(x) = r } for all r ∈ R. Importantly, two
Specht modules belong to the same block only if the corresponding multiparti-
tions have the same content by Corollary 2.8.
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3.17 Corollary Suppose that fs(q,Q) is invertible and let b and c be distinct
integers with 0 ≤ b, c ≤ n. Then HomH (V
b, V c) = 0.
Proof Let Rs = { q
dQi | −n < d < n and 1 ≤ i ≤ s }; then Rs is the complete
set of possible residues res(x), where x runs through the nodes in the first
s–components of the diagram of any multipartition of n. In addition, since
fs(q,Q) is invertible, if y is a node appearing in one of the last r−s components
of some multipartition then res(y) /∈ Rs; consequently, if λ is a multipartition
and cont(λ) = (cr)r∈R then λ ∈ Λ
+
b if and only if b =
∑
r∈Rs
cr. Therefore, if
λ ∈ Λ+b and µ ∈ Λ
+
c then cont(λ) 6= cont(µ) — note that by assumption b 6= c.
Now consider HomH (V
b, V c). By Theorem 3.16, V b has a Specht filtration
indexed by multipartitions in Λ+b and V
c has a Specht filtration indexed by
the multipartitions in Λ+c . Therefore, the simple composition factors of V
b
and V c belong to different blocks by the last paragraph and Corollary 2.8;
hence, HomH (V
b, V c) = 0 by Schur’s lemma.
Notice that Λb
+ =
⋃n
c=b+1 Λ
+
c ; therefore, by a similar argument, again using
Theorem 3.16 and Corollary 2.8, the composition factors of V b and ker θb belong
to different blocks. Hence, we also have the following.
3.18 Corollary Suppose fs(q,Q) is invertible in R and that 0 ≤ b ≤ n. Then
the composition factors of V b and ker θb belong to different blocks of H ; con-
sequently, Mωb ∼= V b ⊕ ker θb and EndH (M
ωb) ∼= EndH (V
b) ⊕ EndH (ker θb).
In fact, this allows us to determine a basis of EndH (V
b). Given two standard
λ–tableaux s and t in Stdb,n−b(λ) let θst :V
b−→V b be the R–linear map given
by θst(vbh) = vsth for all h ∈ H ; then θst is an R–module homomorphism. A
priori there is no reason to expect that θst is even well defined; nevertheless, it
is and these elements give a basis of EndH (V
b).
3.19 Theorem Suppose fs(q,Q) is invertible in R and let 0 ≤ b ≤ n. Then
EndH (V
b) is free as an R–module with basis
{ θst | s, t ∈ Stdb,n−b(λ) for some λ ∈ Λ
+
b } .
Proof A basis of EndH (M
ωb) is given by (2.11); in light of Lemma 3, we see
that EndH (M
ωb) has as basis the maps
{ϕst | s, t ∈ Stdb(λ) for some λ ∈ Λ
+
b ∪ Λb
+ } ,
where ϕst is given by ϕst(mωbh) = msth for all h ∈ H .
By Corollary 3.18 the homomorphism θb :M
ωb −→ V b splits, so θb has a
right inverse; we abuse notation and write θ−1b for this one sided inverse. Let ϕ
be any map in EndH (M
ωb); then θbϕθ
−1
b belongs to EndH (V
b) and every
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homomorphism in EndH (V
b) is of this form. Now, θb(mωb) = vb; so there
exists an hb ∈ ker θb such that θ
−1
b (vbh) = (mωb + hb)h for all h ∈ H . Observe
that ϕst(hb) ∈ ker θb since ker θb are V
b are in different blocks by Corollary 3.18.
Therefore, by Theorem 3.13,
θbϕstθ
−1
b (vbh) = θbϕst(mωb + hb)h = θb(mst)h =
{
vsth, if λ ∈ Λ
+
b ,
0, if λ ∈ Λb
+.
Consequently, θbϕstθ
−1
b = θst if λ ∈ Λ
+
b and θbϕstθ
−1
b = 0 if λ ∈ Λb
+; in
particular, θst ∈ EndH (V
b) whenever s and t belong to Stdb,n−b(λ). As the
elements { vst | s, t ∈ Stdb,n−b(λ) for some λ ∈ Λ
+
b } are linearly independent, so
are the corresponding homomorphisms {θst}. The Theorem follows.
The argument also shows that a basis of EndH (ker θb) is given by restricting
the maps {ϕst | s, t ∈ Stdb(µ) for some µ ∈ Λb
+ } to ker θb.
The final property of the modules V b that we need is that they are projective
H –modules. To prove this let D(b,n−b) be the set of distinguished right coset
representatives of S(b,n−b) in Sn; see, for example, [24, Prop. 3.3].
3.20 Theorem Suppose that fs(q,Q) is invertible. Then H ∼=
n⊕
b=0
(
n
b
)
V b.
Proof Suppose that 0 ≤ b ≤ n. As in the proof of Theorem 3.19 let θ−1b be a
right inverse to θb and set V
′
b = θ
−1
b (V
b); then V ′b
∼= V b is a submodule of Mωb .
For each multipartition λ ∈ Λ+b and tableaux s ∈ Stdb,n−b(λ) and t ∈ Std(λ)
let v′
st
= θ−1b (vst); then v
′
st
∈ V ′b and v
′
st
= mst + hst for some hst ∈ ker θb.
Moreover, the set of these elements is a basis of V ′b .
We claim that H =
⊕n
b=0
⊕
w∈D(n−b,b)
T ∗wV
′
b ; since [Sn : S(b,n−b)] =
(
n
b
)
this will establish the Theorem. Note that T ∗wV
′
b
∼= V b as right H –modules.
If w ∈ D(b,n−b) and s ∈ Stdb,n−b(λ) then sw = sw is again a standard λ–
tableau, d(sw) = d(s)w and ℓ(d(sw)) = ℓ(d(s)) + ℓ(w). Therefore, T
∗
wV
′
b has as
basis the elements
T ∗wv
′
st = T
∗
w
(
mst + hst
)
= mswt + T
∗
whst,
where s, t ∈ Stdb,n−b(λ) for some λ ∈ Λ
+
b . Notice that ker θb ⊆ N
b by Corol-
lary 3.14 and that N b is a two–sided ideal of H ; so T ∗whst ∈ N
b.
Now, if λ ∈ Λ+b then Std(λ) =
∐
w∈D(b,n−b)
Stdb,n−b(λ)w. Therefore, the
elements
n⋃
b=0
{T ∗wv
′
st | w ∈ D(b,n−b), s ∈ Stdb,n−b(λ) and t ∈ Std(λ) for some λ ∈ Λ
+
b }
are linearly independent; moreover, by (2.3) and the above remarks, this set is
also a basis of H . Consequently, H =
⊕n
b=0
⊕
w∈D(b,n−b)
T ∗wV
′
b , proving our
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claim and hence the Theorem.
A similar argument shows that Mωa ∼=
⊕n
b=a
(
n−a
b
)
V b whenever 0 ≤ a ≤ n;
the Theorem is the case a = 0 since mω0 = 1.
Recall that a progenerator, or projective generator, for H is a projective
H –module which contains every principal indecomposable H –module as a di-
rect summand. Every direct summand of H is automatically projective and
every principal indecomposable H –module is a direct summand of H ; hence,
Theorem 3.20 yields the following.
3.21 Corollary Suppose that fs(q,Q) is invertible. Then
(i) V b is a projective H –module for b = 0, 1, . . . , n; and,
(ii) V =
n⊕
b=0
V b is a progenerator for H .
4 The Morita equivalence
We are almost ready to prove our main results; in fact, we have already done
most of the hard work. In Corollary 3.21(ii) we showed that V =
⊕n
b=0 V
b is a
progenerator of H ; hence, it follows that H is Morita equivalent to EndH (V ).
To prove Theorem 1.1 we show that EndH (V ) is isomorphic to a direct sum of
tensor products of smaller Ariki–Koike algebras.
4.1 Proposition Suppose that fs(q,Q) is invertible. Then H is Morita equiv-
alent to
⊕n
b=0 EndH (V
b).
Proof Let V =
⊕n
b=0 V
b. As remarked above, it follows from Corollary 3.21(ii)
that H is Morita equivalent to EndH (V ); see [7, Lemma 2.2.3]. However, by
Corollary 3.17,
EndH (V ) =
⊕
0≤b,c≤n
HomH (V
b, V c) ∼=
n⊕
b=0
EndH (V
b),
giving the result.
For b = 0, 1 . . . , n let Hb ⊗Hn−b = Hq,Q1(b) ⊗Hq,Q2 (n − b), where Q1 =
(Q1, . . . , Qs) and Q2 = (Qs+1, . . . , Qr). We have already computed EndH (V
b)
in Theorem 3.19; in order to prove Theorem 1.6, and hence our main result, we
will use this result to show that EndH (V
b) ∼= Hb ⊗Hn−b.
The subalgebra H (Sb) ⊗ H (Sn−b) of Hb ⊗ Hn−b is isomorphic to the
subalgebra H (S(n−b,b)) of H spanned by {Tw | w ∈ S(n−b,b) } — note that
H (S(b,n−b)) and H (S(n−b,b)) are isomorphic algebras, the reason for intro-
ducing the twist is that H (S(n−b,b))vb = vbH (S(b,n−b)) by Proposition 3.4.
In general H has no subalgebra isomorphic to Hb ⊗Hn−b; however, H does
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have an R–submodule isomorphic to Hb ⊗Hn−b and this we can exploit. Let
Hn−b,b be the R–submodule of H spanned by the elements{
Ld11 . . . L
dn
n Tw
∣∣∣ w ∈ S(n−b,b), 0 ≤ di < r − s for 1 ≤ i ≤ n− b
and 0 ≤ di < s for n− b < i ≤ n
}
.
We emphasize that typically Hn−b,b is not a subalgebra of H ; however, Hn−b,b
does generate the subalgebra Hb of Corollary 3.5.
4.2 Suppose that 0 ≤ b ≤ n. Then Hb ⊗Hn−b and Hn−b,b are isomorphic as
R–modules via the R–linear map Θb :Hb ⊗Hn−b−→Hn−b,b determined by
Ld11 . . . L
db
b Tx ⊗ L
e1
1 . . . L
en−b
n−b Ty 7−→(L
e1
1 . . . L
en−b
n−b Ty)(L
d1
n−b+1 . . . L
db
n Tx′),
where x′ = wn−b,bxwb,n−b = w
−1
b,n−bxwb,n−b; here x ∈ Sb, y ∈ Sn−b, 0 ≤ di < s
for i = 1, . . . , b and 0 ≤ ej < r − s for j = 1, . . . , n− b.
Maintaining the notation of (4.2) notice that
(Le11 . . . L
en−b
n−b Ty)(L
d1
n−b+1 . . . L
db
n Tx′) = L
e1
1 . . . L
en−b
n−b L
d1
n−b+1 . . . L
db
n Tx′y
by (2.1); in particular, the map Sb × Sn−b −→ S(n−b,b) : (x, y) 7−→ x
′y = yx′
is an isomorphism of groups. Hereafter, we identify elements of the R–modules
Hb ⊗Hn−b and Hn−b,b via the map Θb.
4.3 Lemma Suppose that 0 ≤ b ≤ n. Then V b becomes a left Hb ⊗ Hn−b–
module via hv = Θb(h)v for all h ∈ Hb ⊗ Hn−b and v ∈ V
b. Consequently,
Θb(h1h2)v = Θb(h1)Θb(h2)v for all h1, h2 ∈ Hb ⊗Hn−b and all v ∈ V
b.
Proof It is enough to check that the relations in Hb ⊗ Hn−b are preserved.
As an algebra Hb ⊗Hn−b is generated by the two sets of commuting elements
Ti ⊗ 1 and 1⊗ Tj , where 0 ≤ i < b and 0 ≤ j < n− b. Now
Θb(Ti ⊗ 1) =
{
Ln−b+1, if i = 0,
Tn−b+i, otherwise,
and Θb(1⊗ Tj) =
{
L1, if j = 0,
Tj, otherwise.
Therefore, the relations in H and (2.1)(ii) ensure that all of the relations in
Hb ⊗ Hn−b are satisfied except possibly that (T0 ⊗ 1 − Q1) . . . (T0 ⊗ 1 − Qs)
and (1 ⊗ T0 − Qs+1) . . . (1 ⊗ T0 − Qr) must both act as zero on V
b. However,
this is precisely the content of parts (ii) and (i), respectively, of Corollary 3.6.
(Notice that when Θb is applied to the braid relation T0T1T0T1 = T1T0T1T0
in Hb it becomes qLn−b+1Ln−b+2 = qLn−b+2Ln−b+1 in H ; this holds by virtue
of (2.1)(ii).)
Therefore, V b is an (Hb ⊗ Hn−b,H )–bimodule. Evidently, the left ac-
tion of Hb ⊗ Hn−b on V
b commutes with the right action of H so we have
a homomorphism from Hb ⊗Hn−b into EndH (V
b). Furthermore, Lemma 4.3
implies that for all h1, h2 ∈ Hb ⊗ Hn−b there exists some h3 ∈ H such that
Θb(h1h2) = Θb(h1)Θb(h2) + h3 and h3 ∈ LHb(V
b); cf. Corollary 3.5.
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Shortly we will see that Hb ⊗ Hn−b acts faithfully on V
b; before we can
show this we need some more notation. Recall that Λ+ = Λ+(n : r) and, more
generally, that Λ+(b : s) is the set of multipartitions of b with s–components.
There is an evident bijection Λ+(b : s)×Λ+(n−b : r−s) −→ Λ+b which maps the
pair σ = (σ(1), . . . , σ(s)) ∈ Λ+(b : s) and τ = (τ (1), . . . , τ (r−s)) ∈ Λ+(n− b : r−s)
to the multipartition (σ, τ) = (σ(1), . . . , σ(s), τ (1), . . . , τ (r−s)) ∈ Λ+b .
4.4 Lemma Suppose that 0 ≤ b ≤ n and that λ ∈ Λ+b . Then λ = (σ, τ) for
unique multipartitions σ ∈ Λ+(b : s) and τ ∈ Λ+(n − b : r − s); moreover, we
have θb(u
+
λ ) = Θb(u
+
σ ⊗ u
+
τ )vb.
Proof The uniqueness of σ and τ follows from the remarks above. For the
remaining statement first recall that uα,t =
∏α
k=1(Lk − Qt) for any α and t.
Let αt = |λ
(1)| + · · · + |λ(t−1)|, for 1 ≤ t ≤ r, and let βt = αt+r−s − b for
t = 1, . . . , r − s. Then u+λ = uα1,1 . . . uαr,r and, abusing notation, u
+
σ ⊗ u
+
τ =
uα1,1 . . . uαs,s ⊗ uβ1,s+1 . . . , uβr−s,r ∈ Hb ⊗Hn−b.
Now, by Proposition 3.4(iv), if 1 ≤ t ≤ s then
Θb(uαt,t ⊗ 1)vb =
( n−b+αt∏
k=n−b+1
(Lk −Qt)
)
vb = vbuαt,t;
so, Θb(u
+
σ ⊗ 1)vb = vbuα1,1 . . . uαs,s. On the other hand, by Proposition 3.4(iii),
Θb(1⊗ uβt,t)vb =
( βt∏
k=1
(Lk −Qt)
)
vb = vb
b+βt∏
k=b+1
(Lk −Qt),
for t = s+1, . . . , r. Now, uαt,t =
∏b+βt
k=1 (Lk−Qt) for t = s+1, . . . , r; therefore,
Θb(1⊗ u
+
τ )vb = vb
r∏
t=s+1
b+βt∏
k=b+1
(Lk −Qt)
= u−n−bTwn−b,bu
+
b
r∏
t=s+1
b+βt∏
k=b+1
(Lk −Qt)
= u−n−bTwn−b,buαs+1,s+1 . . . uαr,r.
Hence, Θb(u
+
σ ⊗ u
+
τ )vb = u
−
n−bTwn−b,buα1,1 . . . uαr,r = θb(u
+
λ ) as claimed.
We want to extend this result to the standard basis of Hb⊗Hn−b. Suppose
that λ ∈ Λ+b and, as above, write λ = (σ, τ) for multipartitions σ ∈ Λ
+(b : s)
and τ ∈ Λ+(n−b : r−s). Given standard tableaux s1 = (s
(1)
1 , . . . , s
(s)
1 ) ∈ Std(σ)
and s2 = (s
(1)
2 , . . . , s
(r−s)
2 ) ∈ Std(τ) let (s1, s
′
2) be the λ–tableau
(s1, s
′
2) = (s
(1)
1 , . . . , s
(s)
1 , s
(1)
2 wn−b,b, . . . , s
(r−s)
2 wn−b,b);
then (s1, s
′
2) ∈ Stdb,n−b(λ) and a straightforward calculation reveals the follow-
ing.
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4.5 Lemma Suppose that λ = (σ, τ) ∈ Λ+b as above. Then the map
Std(σ)× Std(τ) −→ Stdb,n−b(λ) : (s1, s2) 7−→s = (s1, s
′
2)
is a bijection. Furthermore, d(s) = d(s1)w
−1
n−b,bd(s2)wn−b,b ∈ S(b,n−b) and
ℓ(d(s)) = ℓ(d(s1)) + ℓ(d(s2)).
We can now give the connection between θb and Θb.
4.6 Lemma Suppose λ = (σ, τ) ∈ Λ+b as above. Let s, t ∈ Stdb,n−b(λ) and
write s = (s1, s
′
2) and t = (t1, t
′
2) as in Lemma 4.5. Then
θb(mst) = Θb(ms1t1 ⊗ms2t2)vb.
Proof By Proposition 3.4, H (S(n−b,b))vb = vbH (S(b,n−b)); therefore,
Θb(xσ ⊗ xτ )vb = x(τ,σ)vb = vbx(σ,τ) = vbxλ.
Furthermore, Θb(u
+
σ⊗u
+
τ )vb = θb(u
+
λ ) by Lemma 4.4; therefore, using Lemma 4.3
to combine these two equations shows that
Θb(mσ ⊗mτ )vb = Θb(xσu
+
σ ⊗ xτu
+
τ )vb = Θb(xσ ⊗ xτ )Θb(u
+
σ ⊗ u
+
τ )vb
= Θb(xσ ⊗ xτ )vbu
+
λ = vbxλu
+
λ = vbmλ.
Finally, note that if x ∈ Sb and y ∈ Sn−b then, by (4.2) and Proposition 3.4,
Θb(Tx ⊗ Ty)vb = Tw−1
b,n−b
xwb,n−b
Tyvb = vbTxTw−1
n−b,b
ywn−b,b
.
Since ms1t1 ⊗ms2t2 = (T
∗
d(s1)
⊗T
d(t1)
)(mσ ⊗mτ )(T
∗
d(s2)
⊗T
d(t2)
), another appli-
cation of Lemma 4.3, together with Lemma 4.5, now completes the proof.
We have finally reached the summit.
4.7 Theorem Suppose that fs(q,Q) is invertible in R and let b be an integer
with 0 ≤ b ≤ n. Then
(i) V b is a faithful left Hb ⊗Hn−b–module;
(ii) EndH (V
b) ∼= Hb ⊗Hn−b; and,
(iii) H is Morita equivalent to Hs =
n⊕
b=0
Hb ⊗Hn−b.
Proof By Lemma 4.3 Hb⊗Hn−b acts on V
b by left multiplication; this action is
faithful because, by Lemma 4.6 and Theorem 3.13, the elements of the standard
basis of Hb ⊗ Hn−b map vb to linearly independent elements in V
b. Further,
because the action is faithful, EndH (V
b) ∼= Hb ⊗Hn−b by Theorem 3.19 and
Lemma 4.6. Finally, part (iii) follows from part (ii) and Proposition 4.1.
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This proves Theorem 1.6 and hence the main result of this paper. The
remainder of this section examines this Morita equivalence more closely.
For an algebra A let ModA be the category of (finite dimensional) right
A–modules. Then we have shown that there exist functors (in fact, category
equivalences),
Hs : ModH −→ModHs and Hˆs : ModHs−→ModH .
These functors are described in terms of the (Hs,H )–bimodule V =
⊕n
b=0 V
b;
explicitly, Hs(M) = HomH (V,M) and Hˆs(X) = X⊗Hs V . (Here we consider V
as a left Hs–module by specifying that Hb⊗Hn−b annihilates V
c when b 6= c.)
For this, and other standard facts about Morita equivalences, see [7, Section 2.2].
By Theorem 3.20 we can write H =
⊕n
b=0 H (b) where H (b) is the smallest
two–sided ideal of H which contains V b as a direct summand (for 0 ≤ b ≤ n).
Therefore, ModH =
⊕n
b=0ModH(b). The modules in ModH(b) are mapped
into ModHb⊗Hn−b by Hs, so we have subfunctors
Hs,b : ModH(b)−→ModHb⊗Hn−b and Hˆs,b : ModHb⊗Hn−b−→ModH(b)
given by Hs,b(M) = HomH (V
b,M) and Hˆs,b(X) = X ⊗Hb⊗Hn−b V
b. Each of
these functors induces a Morita equivalence.
In general, V is not free as a left Hs–module; however, as the next result
shows, V b is free as a left Hb ⊗Hn−b–module. Recall that D(b,n−b) is the set
of distinguished right coset representatives of S(b,n−b) ∼= Sb×Sn−b in Sn. For
each w ∈ D(b,n−b) let V
b
w be the R–submodule Θb(Hb ⊗Hn−b)vbTw of V
b.
4.8 Proposition Suppose that 0 ≤ b ≤ n and let w ∈ D(b,n−b). Then V
b
d
is a left Hb ⊗ Hn−b–submodule of V
b which is isomorphic to the left regular
representation of Hb ⊗Hn−b. A basis of V
b
d is given by
{ vst | s ∈ Stdb,n−b(λ) and t ∈ Std(λ)w for some λ ∈ Λ
+
b } .
Moreover, as a left Hb ⊗Hn−b–module,
V b =
⊕
w∈D(b,n−b)
V bw.
Consequently, V b is a free Hb ⊗Hn−b–module of rank
(
n
b
)
.
Proof Applying Lemma 4.6 and Theorem 3.13 we see that V bw has basis
{ vstTw | s, t ∈ Stdb,n−b(λ) for some λ ∈ Λ
+
b }. Now, if t ∈ Stdb,n−b(λ) then
d(t) ∈ Sb,n−b so that ℓ(d(t)w) = ℓ(d(t)) = ℓ(w) since w is a distinguished
right coset representative of S(b,n−b) in Sn. Therefore, if s and t in Stdb,n−b(λ)
then mstTw = msu where u = tw ∈ Std(λ); so, vstTw = vsu. Therefore, V
b
w has
the required basis and V b =
⊕
w∈D(b,n−b)
V bw. Finally, V
b
w affords the left regular
representation of Hb ⊗Hn−b by Theorem 4.7(i).
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Suppose that { hi | i ∈ I } is a basis of Hb⊗Hn−b; then, by the Proposition,
{Θb(hi)vbTw | i ∈ I and w ∈ D(b,n−b) }
is a basis of V b. In particular, taking { hi | i ∈ I } to be the Ariki–Koike basis
of Hb ⊗Hn−b we obtain the basis of V
b mentioned in Remark 3.15.
In particular, since V b is free as a left Hb⊗Hn−b–module by Proposition 4.8,
tensoring with V b is an exact functor. Hence, we have the following.
4.9 Corollary Suppose that X is a right ideal of Hb ⊗Hn−b. Then
Hˆs,b(X) = Θb(X)V
b =
⊕
w∈D(b,n−b)
Θb(X)vbTw,
where Θb(X)vbTw = Θb(X)V
b
w
∼= X as an R–module. In particular, if X is a
free R–module of rank ℓ then Hˆs,b(X) is a free R–module of rank ℓ
(
n
b
)
.
More generally, if 0 −→ X −→ Y −→ Y/X −→ 0 is an exact sequence of
Hb⊗Hn−b–modules then Hˆs,b(Y/X) ∼= Hˆs,b(Y )/Hˆs,b(X) ∼= Θb(Y )V
b/Θb(X)V
b.
We are now ready to describe how the Specht modules Sλ and simple H –
modules Dµ of Hb ⊗Hn−b “multiply up” to give H –modules.
4.10 Lemma Suppose that R is a field, 0 ≤ b ≤ n and that λ ∈ Λ+b . Then
Sλ ∈ModH(b); moreover, if D
λ 6= (0) then Dλ ∈ModH(b).
Proof First note that by [18, Theorem 3.7(ii)] all of the composition factors
of Sλ belong to the same block; therefore, by Theorem 3.16(i) if λ ∈ Λ+b then
Sλ ∈ModH(b). Finally, if D
λ 6= (0) then Sλ and Dλ belong to the same block,
so Dλ also belongs to ModH(b).
Consequently, if λ ∈ Λ+b then Hˆs(S
λ) = Hˆs,b(S
λ) and Hˆs(D
λ) = Hˆs,b(D
λ).
Recall that dλµ = [S
λ : Dµ] is the decomposition multiplicity of the simple
module Dµ in the Specht module Sλ.
4.11 Proposition Suppose that R is a field and that fs(q,Q) 6= 0. Let λ ∈ Λ
+
b
and µ ∈ Λ+c be multipartitions of n and, as in Lemma 4.4, write λ = (σ, τ)
and µ = (α, β), where σ ∈ Λ+(b : s), τ ∈ Λ+(n − b : r − s), α ∈ Λ+(c : s) and
β ∈ Λ+(n− c : r − s) (and 0 ≤ b, c ≤ n). Then the following hold.
(i) Sλ ∼= Hˆs(S
σ ⊗ Sτ ) = Hˆs,b(S
σ ⊗ Sτ ).
(ii) Dµ ∼= Hˆs(D
α⊗Dβ) = Hˆs,c(D
α⊗Dβ). Consequently, Dµ 6= (0) if and only
if Dα 6= (0) and Dβ 6= (0); in addition, dimDµ =
(
n
c
)
(dimDα)(dimDβ).
(iii) Suppose that Dµ 6= (0). Then
dλµ =
{
dσαdτβ , if b = c,
0, if b 6= c.
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Proof For part (i) we don’t actually need to assume that R is a field. By
definition, Sσ ⊗Sτ = (zσ ⊗ zτ)Hb⊗Hn−b where zσ ⊗ zτ = mσ ⊗mτ +N
σ
⊗N
τ
.
By Corollary 4.9 and Lemma 4.6, Hˆs,b(N
σ
⊗ N
τ
) ∼= Θb(N
σ
⊗ N
τ
)V b ∼= V bNλ;
therefore, Hˆs,b(S
σ ⊗ Sτ ) ∼= Sλ by the remarks following Corollary 4.9. (Notice
that in this case the formula dimSλ =
(
n
b
)
dim(Sσ⊗Sτ ) is just the combinatorial
identity | Std(λ)| =
(
n
b
)
| Std(σ)| · | Std(τ)|.)
For (ii) note that because Hˆs,c is an equivalence of categories it takes simple
Hb ⊗ Hn−b–modules to simple H –modules. Hence, D
µ ∼= Hˆs,c(D
α ⊗ Dβ) by
induction on the dominance ordering using part (i) and (2.6); the dimension
formula now follows from Corollary 4.9.
Finally, as Hˆs takes composition series to composition series, part (iii) follows
from (i) and (ii) and the decomposition ModH =
⊕n
a=0ModH(a).
Note that part (iii) of the Proposition provides a recipe for calculating the
decomposition matrix of H from the decomposition matrices of the “smaller”
Ariki–Koike algebras Hq,Q1(b) and Hq,Q2 (n− b) for 0 ≤ b ≤ n.
Proposition 4.11 and all of the other consequences of Theorem 1.6 can be
extended to the general case of Theorem 1.1, where the parameter set Q is
partitioned into an arbitrary number of pieces. The notation needed to describe
this is rather cumbersome so we leave the details to the reader.
5 The cyclotomic q–Schur algebra
We now extend the Morita equivalence of the previous section to cyclotomic
q–Schur algebras. Let Γ ⊆ Λ be a finite set of multicompositions of n with the
property that whenever µ ∈ Λ+ and µ D λ for some λ ∈ Γ then µ ∈ Γ. The
cyclotomic q–Schur algebra associated with Γ is the algebra
Sq,Q(Γ) = EndH
(⊕
λ∈Γ
Mλ
)
.
For the statement of Theorem 1.5 we set Sq,Q(n) = Sq,Q(Λ
+).
Let Γ+ = Γ ∩ Λ+ be the set of multipartitions in Γ. Then, by [16, Theo-
rem 6.6] (see also (2.11)), the algebra Sq,Q(Γ) has (cellular) basis
{ϕST | S ∈ T0(λ, µ) and T ∈ T0(λ, ν) for some µ, ν ∈ Γand someλ ∈ Γ
+ } ,
where ϕST is the H –module homomorphism given by ϕST(mαh) = δανmSTh.
The basis {ϕST} is the semistandard basis of Sq,Q(Γ).
As before, we fix an integer s, with 1 ≤ s ≤ r, such that fs(q,Q) is invertible
in R and let Γb = { (λ
(1), . . . , λ(r)) ∈ Γ | b = |λ(1)|+ · · ·+ |λ(s)| } . We need to
define analogues of the sets Λ+(b : s); however, we must be a little careful. Let
Γl(b : s) = { σ ∈ Λ(b : s) | (σ, τ) ∈ Γ for some τ ∈ Λ(n− b : r − s) }
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and
Γr(n− b : r − s) = { τ ∈ Λ(n− b : r − s) | (σ, τ) ∈ Γ for some σ ∈ Λ(b : s) } .
Also let Γ+l (b : s) = Γl(b : s)∩Λ
+(b : s) and Γ+r (n− b : r− s) = Γr(n− b : r− s)∩
Λ+(n− b : r − s). Consider Γl(b : s)× Γr(n− b : r − s) as a poset in the obvious
way.
5.1 Lemma Suppose that 0 ≤ b ≤ n. Then Γl(b : s)×Γr(n−b : r−s) and Γb are
naturally isomorphic posets. In particular, if (α, β) ∈ Λ+(b : s)×Λ+(n−b : r−s)
and (α, β) D (σ, τ) for some (σ, τ) ∈ Γl(b : s) × Γr(n − b : r − s) then (α, β) ∈
Γl(b : s)× Γr(n− b : r − s).
Proof The isomorphism is given by
(
(σ(1), . . . , σ(s)), (τ (1), . . . , τ (r−s))
)
7−→(σ(1), . . . , σ(s), τ (1), . . . , τ (r−s)).
This is a poset isomorphism because |σ(1)| + · · ·+ |σ(s)| = b whenever (σ, τ) is
an element of Γl(b : s)× Γr(n− b : r − s).
Let Sb(Γ) ⊗ Sn−b(Γ) = Sq,Q1
(
Γl(b : s)
)
⊗ Sq,Q2
(
Γr(n − b : r − s)
)
, where
Q1 = (Q1, . . . , Qs) andQ2 = (Qs+1, . . . , Qr). The point of the Lemma is that it
allows us to index the representations of Sb(Γ)⊗Sn−b(Γ) with the elements of
Γb. For convenience we identity Γb and Γl(b : s)×Γr(n− b : r− s) in the sequel.
We can now give the analogue of Theorem 1.6 for a cyclotomic q–Schur
algebra. Rather than introduce the notation necessary to state the general
result, we consider only the special case where Q is partitioned into two pieces.
See Theorem 1.5 for a special case of the more general result.
5.2 Theorem Let 1 ≤ s ≤ r and suppose that fs(q,Q) is an invertible element
of R. Then the cyclotomic q–Schur algebra Sq,Q(Γ) is Morita equivalent to
Ss(Γ) =
n⊕
b=0
Sb(Γ)⊗Sn−b(Γ).
Before we can give the proof we require some preparation. The basic idea is
to investigate how the functor Hs acts on
⊕
λ∈ΓM
λ; in fact, it is easier to work
with Hˆs.
5.3 Lemma Suppose that 0 ≤ b ≤ n and let λ = (σ, τ) ∈ Γb. Then
Hˆs,b(M
σ ⊗M τ ) = θb(M
λ).
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Proof We first note that u+b = mωb is a left factor of u
+
λ because λ ∈
Λ+b ; consequently, M
λ is a submodule of Mωb and so θb(M
λ) makes sense.
Now Θb(mσ ⊗ mτ )vb = θb(mλ) by Lemma 4.6; therefore, Hˆs,b(M
σ ⊗M τ ) =
θb(mλ)H = θb(M
λ) by Corollary 4.9.
Combining Theorem 3.16 and Corollary 3.18 we see that θb projects M
ωb
onto V b and consequently that V b is the unique direct summand of Mωb which
belongs toModH(b). Now, H =
⊕n
c=0 H (c) so we can writeM
λ =
⊕n
c=0M
λ(c),
where Mλ(c) is the largest direct summand of Mλ which is contained in H (c).
Furthermore, since Mλ is a quotient of Mωb , Mλ(c) = (0) whenever c < b by
Corollary 3.18. To proceed we need to understand the direct summands Mλ(c)
of Mλ.
Given a multicomposition µ let µ = (µ(1), . . . , µ(r)) be the (unique) multi-
partition where µ(c) is obtained by ordering the parts of µ(c), for 1 ≤ c ≤ r.
5.4 [25, Corollary 3.5] There exists a family { Y λ | λ ∈ Λ+ } of indecomposable
H –modules which are uniquely determined by the property that, for each µ ∈ Λ,
Mµ ∼= Y µ ⊕
⊕
λ∈Λ+
λ⊲µ
cλµY
λ
for some non–negative integers cλµ (which depend only on λ and µ ). More-
over, Sλ is a quotient of Y λ.
The Y λ are generalizations of the Young modules of the symmetric groups.
For the case of the q–Schur algebra (that is, when r = 1) this result is proved
in [13].
Set cλλ = 1 and cλµ = 0 if λ 6D µ. We can now identify the summand of M
µ
which is contained in H (b).
5.5 Corollary Suppose that µ ∈ Γ. Then Mµ(b) ∼=
⊕
λ∈Γ+
b
cλµY
λ for 0 ≤ b ≤ n.
Proof If λ ∈ Λ+b then S
λ ∈ ModH(b) by Lemma 4.10; therefore, Y
λ also
belongs to ModH(b), since Y
λ is indecomposable and Sλ is a quotient of Y λ.
(Observe that µ D µ; consequently, if λ ∈ Λ+ and λ D µ then λ D µ and so
λ ∈ Γ+.) As the decomposition of Mµ into a direct sum of indecomposables is
unique up to isomorphism, the result follows.
Let MΓ =
⊕
µ∈ΓM
µ and MΓb =
⊕
(σ,τ)∈Γb
Mσ ⊗M τ . Then, by definition,
Sq,Q(Γ) = EndH (MΓ) and Ss(Γ) =
⊕n
b=0 EndHb⊗Hn−b(MΓb). Finally, we set
MΓ,s =
⊕n
b=0 Hˆs,b(MΓb). These modules are the analogues of q–tensor space for
the various cyclotomic q–Schur algebras; compare with [14].
5.6 Lemma Suppose that fs(q,Q) is invertible. Then MΓ,s and MΓ have the
same set of indecomposable direct summands.
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Proof Applying the definitions,
MΓ,s =
n⊕
b=0
Hˆs,b(MΓb)
∼=
n⊕
b=0
⊕
(σ,τ)∈Γb
Hˆs,b(M
σ ⊗M τ ).
Now, if µ = (σ, τ) ∈ Γb then Hˆs,b(M
σ ⊗M τ ) = Mµ(b) by Lemma 5.3; on the
other hand, Mµ(b) ∼=
⊕
λ∈Γ+
b
cλµY
λ by Corollary 5.5. Therefore,
MΓ,s ∼=
n⊕
b=0
⊕
µ∈Γb
⊕
λ∈Γ+
b
cλµY
λ.
Consequently, { Y λ | λ ∈ Γ+ } is a complete set of isomorphism classes of inde-
composable direct summands of MΓ,s. By (5.4) this is also the set of indecom-
posable direct summands of MΓ, so this proves the Lemma.
Proof of 5.2 By , the sets of indecomposable direct summands of the H –
modules MΓ and MΓ,s coincide, except that the multiplicities of each Y
λ in
the two modules will typically differ. Therefore, by a general argument, the
H –module endomorphism rings ofMΓ andMΓ,s are Morita equivalent. On the
other hand, since Hˆs is an equivalence of categories, it induces an isomorphism
of endomorphism rings; so,
Ss(Γ) =
n⊕
b=0
EndHb⊗Hn−b(MΓb)
∼=
n⊕
b=0
EndH
(
Hˆs,b(MΓb)
)
∼= EndH
(
MΓ,s
)
,
where the last isomorphism is a consequence of the decomposition ModH =⊕n
b=0ModH(b). As we have already observed that EndH
(
MΓ,s
)
is Morita
equivalent to Sq,Q(Γ) = EndH (MΓ), the proof of Theorem 5.2 is complete.
To conclude, we note that Proposition 4.11 also generalizes to the cyclotomic
q–Schur algebra case. Formally, the proof is similar to the Ariki–Koike case, so
we omit the details.
Recall that the cell modules of Sq,Q(Γ) are called Weyl modules and are
denoted by Wλ, for λ ∈ Γ+. As with the Specht modules, there is a symmetric
associative bilinear form on Wλ; let Fλ = Wλ/ radWλ, where radWλ is the
radical of this form. Then {Fλ | λ ∈ Γ+ } is a complete set of pairwise non–
isomorphic irreducible Sq,Q(Γ)–modules by [16, Theorem 6.16]. Furthermore,
by [25, Theorem 2.3] if Dµ 6= (0) then [Wλ : Fµ] = [Sλ : Dµ]; because of this
we abuse notation and write dλµ = [W
λ : Fµ] for all λ, µ ∈ Γ+.
Again, we write Hˆs and Hˆs,b for the induced functors between the categories
ModSs(Γ) and ModSq,Q(Γ) and their subcategories.
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5.7 Corollary Suppose that R is a field and that fs(q,Q) 6= 0. Suppose that
λ = (σ, τ) ∈ Γ+b and µ = (α, β) ∈ Γ
+
c where 0 ≤ b, c ≤ n. Then we have the
following.
(i) Wλ ∼= Hˆs(W
σ ⊗W τ ) = Hˆs,b(W
σ ⊗W τ ).
(ii) Fµ ∼= Hˆs(F
α⊗F β) = Hˆs,c(F
α⊗F β). Consequently, Fµ 6= (0) if and only
if Fα 6= (0) and F β 6= (0).
(iii) Finally, if b = c then dλµ = dσαdτβ; otherwise, dλµ = 0.
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