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1. INTRODUCTION 
As known, see [1,2], the approximat ion of functions on the real line can be obta ined by the so 
called sinc functions. In order to deal with such a problem, consider a col location on the real line 
Ix = { . . . , x - i  = - ih , . . . , xo  = O, xi = ih , . . .} ,  (1.1) 
and the corresponding sinc functions 
S i (z ;h ) -  s inz i  , z i=  (x - ih ) ,  S i (x j )=S i j ,  (1.2) 
where 5ij denotes the Kronecker delta function. Then a function 
(i.3) 
can be approx imated and interpolated,  see [1,2], as follows: 
f~fn  E f iSi(x;h),  (1.4) 
i= - -n  
where f i  = f(xi) .  
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The distance between the true and the approximating function can be estimated under quite 
general conditions which will be discussed in the last section of this paper. 
If f is defined over the whole real line, then the series 
co  
C(f; h) = ~ fiSi(x; h), (1.5) 
- -OO 
which is convergent under suitable integrability and decay to zero properties of f ,  can be used 
for the approximation, see [3, Chapter 1]. 
The functional space of the functions for which convergence of the Series (1.5) is assured will 
be denoted by B(h) and is known as the Pa ley-Wiener  space. The set 
defines a complete orthonormal set in B(h). 
Some useful technical information on the sinc functions and on their application in approxima- 
tion theory can be found in the review paper [1] and in the recently published books [2] and [3]. 
The analysis developed in this paper will be essentially based on the estimates of the distance 
d = [[ f - fn [[co, and to its relation to the solution of nonlinear initial-boundary value problems, 
as it will be discussed in the last section. 
A systematic reference will be done with respect o the books [2] and [3], which have to be 
regarded as the fundamental background for the mathematicians who are involved in the solution 
of problems based upon this type of analytic approximation. 
The solution of linear initial-boundary and boundary value problems for partial differential 
equations can be dealt with by suitable collocation and interpolation methods based upon sinc 
approximation. Some applications are documented in the already cited books [2] and [3]. The 
application essentially consists in developing Galerkin-type methods which exploits the orthogo- 
nality properties of the sinc functions. Property (1.2) can be suitably used in order to implement 
the boundary conditions. The application is known for linear both ordinary and partial differen- 
tial equations. 
A natural field of application of the interpolation method we are dealing with is the solution 
of initial-boundary and boundary value problems governed by nonlinear partial differential equa- 
tions. This topic is dealt with in this paper in a way that the sinc method is used to interpolate 
the dependent variable in space (or time). Then technical calculations recover the evolution of 
the dependent variable in the collocation points in terms of a suitable set of ordinary differential 
equations. If the sinc interpolation is in space, then one obtains ordinary derivative with respect 
to time. Otherwise, if the interpolation is in time, one obtains ordinary derivative with respect o 
space. The system of ordinary differential equations can be solved by known solution techniques, 
see [4, Chapter 2]. 
The original idea of solving initial-boundary value problems by their transformation i to the 
solution of initial value problems for ordinary differential equations i due to Bellman and cowork- 
ers [5] for problems in one space dimension, and was technically developed by Satofuka [6] with 
special attention to problems in more than one space dimension. In both cases, the authors 
used Lagrange-type polynomials. Bellman's method was then called dif ferential  quadrature  
method.  A systematic analysis of this method is proposed in [7] where the method is still based 
on the use of Lagrange-type polynomials and is generalized to the solution of some classes of 
stochastic equations. In that case, the solution technique was called stochast ic  adaptat ive  
interpo lat ion method.  
The sinc interpolation shows, as we shall see, several consistent advantages with respect o 
Lagrange-type or similar methods: splines, Bernstein polynomials, and so on. In fact, it can 
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naturally deal with problems defined on the whole real line or on curves defined on R 2 and has 
the great advantage of providing a uniform approximation, which decays exponentially to zero 
as the step h of the collocation tends to zero. Useful comments on the advantages and flexibility 
of the sinc functions are included in the review by Stenger [8] to the already cited book [3]. 
The content of this paper is developed in five sections. The first one is the introduction. The 
second one provides the mathematical statement of the problems which will be dealt with in the 
paper. The third section reports some general solution schemes. The technical solution of the 
problems tated in the second section is dealt with in the fourth section, which also provides 
an application related to the solution of a nonlinear mathematical problem in hydrodynamics. 
Finally, the last section deals with the analysis of convergence problems and with some research 
perspectives. 
. 
Consider the semilinear evolution equation in two space dimensions 
Ou ( Ou Ou 02u O u] 
0--~ = f t, x, y, u, Ox' Oy' Ox 2' Oy 2 ] ' 
where u is the dependent variable 
THE NONLINEAR MODEL AND STATEMENT OF  PROBLEMS 
(2.1) 
u = u(t, x, y):  [0, 1] x [O,g] x [0, 1] ~ [0, 1]. (2.2) 
It is assumed, for the analysis which will be developed in the sequel, that all variables, de- 
pendent and independent ones, are normalized with respect to suitable reference quantities. 
The normalization is organized in order to obtain, as we shall practically see in the applica- 
tion, the definition of the existence domains as indicated in equation (2.2). Moreover, it will 
be assumed that the solution exists unique and smooth in a suitable function space for the for 
t ,x ,y  • [0,1] x [0, g] x [0, 1]. 
Problems uch that the variable x is defined in a half-space, namely when g --* co, will also be 
considered. In this case, it will be assumed ecay to zero at infinity of the dependent variable. 
One-dimensional evolution problems are obtained eliminating, in equation (2.1), the variations 
with respect o the y-variable. 
Three mathematical problems will now be stated. The first one refers to the initial-boundary 
value problem in one space dimension. The second one to the classic Dirichlet problem in two 
space dimensions. The third one to an inverse type problem, defined in the half-space for the 
variable x with unknown boundary conditions. 
These problems have to be regarded as suitable examples which are developed to show the 
applicability of the method in some practical situations. Some technical generalizations will be 
indicated in what follows. 
PROBLEM 2.1. Consider equation (2.1) in one space dimension: 
c3--t = f t, x, u, c3x' c3x 2 ] ' (2.3) 
in the half-space x • [0, oo), joined to the initial condition 
u(0,z) = u0(z), vz  • [0,oo), (2.4) 
and to the boundary conditions 
u(t,O) = a(t)  and lim u( t ,x )  = O, 
X - -~ O0 
v t e [0,1]. (2.s) 
29:4-C 
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The mathematical problem consists in computing the time-space volution of the dependent 
variable u = u(t, x). 
PROBLEM 2.2. Consider equation (2.1) joined to the initial condition 
u(O,z,y) = u0(x,y), Vx, y•  [0,~] x [0,1], (2.6) 
and to the boundary (Dirichlet) conditions of the type 
u(t, o, v) = ~(t, v), u(t, =, o) = Z(t, ~), u(t,,, v) = "r(t, v), u(t, x, 1) = 5(t, =), (2.7) 
defined 
V t • [0, 1], V x • [0, $], V y • [0, 1]. (2.8) 
The mathematical problem consists in computing the field u = u(t, x, y). 
PROBLEM 2.3. Consider equation (2.1) joined to the initial condition (2.6) and to the boundary 
conditions 
~(t,v), ~(t,x), 5(t,~), vt• [0 ,1 ] .  (2.9) 
Moreover, the following additional information on the solution to the initial-boundary value 
problem is given: 
u(t ,x*,y)=u*(t ,y) ,  x*<~,  Yt, y • [0,1] x [0, 11. (2.10) 
The mathematical problem consists in computing the field u = u(t, x, y). 
REMARK 2.1. When Problems 2.2-2.3 are dealt with for £ --. c~, then it will also be assumed 
the following: 
lim ~(t,x) = lim 5(t,x) = 0, Vt • [0,1], (2.11) 
X--~OO X--~OO 
and, referring to Problem 2.2, 
~(t,u) = o, vt,  u e [0,11 × [0,11. (2.12) 
REMARK 2.2. Problem 2.3 can be classified as an ill-posed problem, see [9, Chapter 1] or 
[4, Chapter 4], where the natural boundary conditions are substituted by the additional in- 
formation stated in equation (2.11). This problem is ill-posed even in the one-dimensional case 
and the related instability problems have to be controlled. A solution of such a problem based 
on Lagrange interpolation i one space dimension can be found in [10]. 
REMARK 2.3. The method developed in what follows is not limited to equations with second- 
order derivatives. The application considered in Section 4 will show how the calculations can be 
developed for equations with higher order derivatives. 
The three problems which have been stated above have to be regarded as examples of nonlinear 
initial-boundary value problems which can be solved using sinc type interpolation approximations. 
Besides the examples which will be given in this paper, some further developments are in progress 
for nonlinear problems in fluid dynamics [11]. 
3. SOLUT ION SCHEMES 
This section provides the description of two solution schemes, which use approximation and 
interpolation of the dependent variable by sinc functions, and will be used as the basis to deal 
with, as it will be shown in the next section, the problems tated in Section 2. In particular, the 
first scheme refers to the Dirichlet problem stated as Problem 2.2. The second one refers to the 
initial value problem with mixed-type Neumann boundary conditions at x = 0. 
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Scheme 1 
Consider the evolution problem related to equation (2.1), with the space variables defined in 
the domain [0,t] × [0, 1] with the initial and boundary conditions as stated in Problem 2.2. 
Consider the collocations 
i = 0 , . . . ,n+ 1 : {x0 = 0 , . . . , x i  = i h , . . . ,Zn+l  = ~}, (3.1) 
and 
where 
j = 0 , . . . ,m + 1 : {Y0 = 0 , . . . , y j  = j k , . . . , ym+l  = 1}, (3.2) 
h -  1' k = - - .  (3.3) n+ m+l  
In general, a function u = u(t, z, y) defined over [0, 1] × [0, ~] x [0, 1] can be approximated by 
means of sinc-type polynomials as 
n+l  m+l  
u(t, ~, y) ~ ~( t ,  ~, y) = ~ ~ s~(x; hlSj(y; klein(t), 
i=0 j=0 
(3.4) 
where uij(t) = u(t, xi, yj) denote the values of u in suitable nodal points of a discretization of 
the variables x and y, and the sinc functions Si(x) and St(y ) have already been defined in the 
first section. 
REMARK 3.1. If ~ --- C¢, the same interpolation approximation can be used letting un+l = 0 for 
sufficiently large n. 
The partial derivatives can be approximated by 
ounm n+l  ounm m+l  
o~ (t;~,yj) = ~a,~,~( t ) ,  o--T(t;~,yj) = ~ aqj~(t),  (3.5/ 
p=0 q=O 
and 
02un m n+ l 02?.in m m+l 
p=O ' OY2 q=O 
where 
dSp dSq , 
avi = dx (x~), aqj = --~y-y (yj) 
Technical calculations provide the result 
(3.6) 
bp, d2 Sp d2 Sq 
= dx 2 (x~), bqj = dy 2 (yj). (3.7) 
7r zpi cos zpi - sin Zpi 
2 api = h Zpi 
bv~ = (h)2(2-Z2p~)s inz '~-2zv~c°SZP 
ai i  ~ O, 
, b~=--~ 
(3.8) 
Similarly, 
zr Zqj cos zqj - sin Zqj 
aqj  = k Z2qj ' a j j  -~ O, 
(3.9) 
- z  cosz j , 
Substituting the expressions of the partial derivatives (3.5),(3.6) into equation (2.1) yields a 
system of ordinary differential equations which defines the evolution of the values uij of the 
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variable u in the nodal points. Eliminating, for simplicity of notations, the superscripts nm in 
the variable u yields 
duij 
dt = f (t, xi, yj, u, a, b), (3.10) 
for i = 1 , . . . ,n  and j = 1 , . . . ,m and where u = {uij}, a = {api, aqj}, and b = {bpi, bqj}. 
Moreover, 
uo~(t) = ~(t, yj), 
u(n+l)j(t ) = ~/(t, yj), 
u~o(t) = ~(t, xi), (3.11) 
u~(m+~)(t) = 5(t, zd. 
The system can be solved by means of standard techniques for ordinary differential equations, 
see [4, Chapter 2]. In some special cases, for instance for linear problems and homogeneous 
boundary conditions, it is possible to obtain analytic solutions. The same scheme can be applied 
in one space dimension. This simply involves a simplification of notations. 
Scheme 2 
This scheme applies to problems with mixed type boundary conditions on two contiguous 
borders, i.e., Dirichlet and Neumann boundary conditions. In particular, we consider the problem 
with initial conditions (2.6) and boundary conditions of the type 
u(t,O,y) =a(t,y), Vte  [0,11 , ye  [0,1], 
u(t,x,O) = B(t,x), Vt e [0, 1], x • [0, g], 
u(t,x, 1) =5(t,x), Vt•  [0,1], x•  [0,~], 
(3.12) 
and 
0~(t,0,y) = ¢(t, y), Vt e [0,11, y e [0,1]. 
This scheme can be developed if the evolution equation can be rewritten as 
(3.13) 
c~u 
C~X V, 
Ov Ou 
Ox Ot f t ,x,y,u,v, Oy' coy 2 ) 
(3.14) 
Moreover, consider the space discretization (3.2) and the time discretization 
1 r=O, . . . ,w+l :{ to=O, . . . , t~=rk* , . . . , t~+l  =1}, k* =- -  
w 
(3.15) 
The following interpolation can be used: 
w+l  rn+l 
u(t, ~, y) -~ ~m(t ,  z, y) : ~ ~_, s~(t; k*lSj(y; k)urj(~), 
r=0 5=0 
(3.16) 
where 
u~j(x) = u(tr,x, yj). 
Accordingly, the partial derivatives can be approximated by 
(3.17) 
Ouwm m+l 
Oy h=O 
02uwrn m+l  
coy 2 (tr,x, yj) = E bhjUrh(X), 
h=O 
(3.18) 
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and 
ouwm w+l  
= ckru  (x), (3.19) 
Ot 
k=0 
where the coefficients a and c have the meaning which follows as in Scheme 1. Still following the 
same line yields the system of ordinary differential equations which defines the evolution of the 
values urj of the variable u in the nodal points. Eliminating the superscript win, the system of 
equations writes 
dur j  w + 1 
-- E CkrUkj -- f(tr, x, yj, u, a, b), (3.20) dx 
k=O 
with initial conditions, referred to the variable x, in x = x*, defined by urj(x*) = u*(tr, yj). 
Moreover, the boundary conditions corresponding to t = 0, y = 0 and y = 1 have to be imple- 
mented, 
uoj (x) = u(O, x, yj), U~o(X) = u(tr, x, 0), Ur(m+l) (X) = u(tr, X, 1). (3.21) 
The system can be solved by means of suitable techniques for ordinary differential equations. 
REMARK 3.2. Both schemes apply to differential equations with second-order space derivatives. 
However, the same technique can be developed for problems with higher order derivatives such 
as the one which will be dealt with in the section which follows. The generalization is technical, 
one simply needs to express higher order space derivatives. The scheme in one space dimension 
is the following: 
O~3U n n+l  
Ox 3 (t; x~) = E dp~up(t), (3.22) 
p-~0 
where 
÷ (oz  ,)cosz , 
dpi = dx  3 (x i )  = Z4pi , di~ = 0. (3.23) 
Similar calculations can be developed in two space dimensions. 
These two schemes will be applied to the solution of the three problems tated in Section 2. 
4. SOLUT ION AND APPL ICAT ION 
This section will briefly indicate how the schemes we have described in the preceding section 
can be applied to obtain a computational solution of the three problems tated in the preceding 
section. The treatment of the convergence problems is left to the last section. This section is 
divided into four paragraphs. The first three deal with the solution of the problems listed in 
Section 3, the remaining one with the application. 
4.1. So lu t ion  of  P rob lem 2.1 
The solution of this problem is simply obtained using Scheme 1 in one space dimension. Per- 
forming all calculations already reported in Section 3 and taking into account he boundary 
conditions yields the following system of ordinary differential equations: 
i -~ 1 , . . . ,n  : -~  = f t, xi,ui,aoicc(t), ahi•h, boia(t), bhiUh • (4.1) 
h=l  h----1 / 
The solution of the initial value problem for equation (4.1) provides the time-evolution f the 
variable u in the nodal points. The time-space evolution is given by 
n 
u(t, x) = So(x; h)a(t) + E S~(x; h)u,(t). (4.2) 
i~1 
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REMARK 4.1. Although the solution to the initial-boundary value problem in one space dimen- 
sion is a technically simpler problem with respect o the solution in one space dimension, still 
one has to deal with the difficulty of the collocation in the whole half-space, which requires a 
large number of collocation points in order to take properly into account he decay at infinity. 
Efficiency can be improved by use of nonequally spaced nodal points. 
REMARK 4.2. The problem can be similarly dealt with on the whole real line providing that the 
solution tends to zero at infinity for ]x] ~ oo. In this case, the sinc interpolation to be used is 
u(t, x) ~- un(t, x) = E S,(x; h)u,(t), (4.3) 
where un -- u_,~ -- 0. 
4.2. Solut ion of Problem 2.2 
The solution scheme for this problem is the one called Scheme 1 and already described in 
Section 3. We simply remark that the solution also works in the half-space for one or both space 
variables providing that suitable decay at infinity hold for the variable u. 
4.3. Solut ion of  Problem 2.3 
The solution technique proposed for this problem is based on decomposition of domains meth- 
ods. In particular, the domain D = [0, g] x [0, 1] of the dependent variable can be decomposed 
as  
D = [0, g] x [0, 1] = O1 t2 02 = [0, x*] x [0, 1] t2 [x*, ~] x [0,1]. (4.4) 
Then, in each domain different algorithms will be used with reference to the schemes reported in 
the preceding section. In particular, after the decomposition f domain reported in equation (4.4), 
the problem in D1 is solved by Scheme 1. In fact, one has a Dirichlet problem with boundary 
values on the border of D1. The output is the field 
u = u(t, x, y), t • [0, 1], x, y • O1. (4.5) 
Moreover, the derivative of u in the x-direction is obtained, at x = x*, as 
n+l  
Ou dS~ x* u, ¢( t ,y )  = ) 5. (4.6) 
i f0  
Then, Scheme 2 can be applied to recover the field in D2. In fact, the problem is stated with 
the boundary conditions defined in equation (3.14). The output is again the field u(t, x, y) and, 
in particular, the value of u in xs. That is us(t,y) = u(t, xs,y).  
4.4. Appl icat ion 
The application refers to the solution of an initial boundary value problem for the Korteweg-de 
Vries equation which describes the shallow water motion of a class of long surface waves with 
finite amplitude. Referring to the classical literature [12-15], this equation writes 
Or/ Or/ O~? 03r/ (4.7) 
0--t = C17xx + c2'~x + CSOxS' 
where 
• rl -- r f / r f  is the dimensionless amplitude of the wave amplitude rf referred to a suitable 
characteristic value r/* of the wave; 
• t = t ' /T  is the dimensionless time variable obtained referring the time variable t' to the 
duration T of the simulation; 
• x = x ' / L  is the dimensionless pace variable obtained referring the space variable x' to 
the length L of the channel. 
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Moreover, the constants which characterize the model are defined as follows: 
Tc0 3r/*Tc0 h2Tco 
cl = L ' c2 = 2hL  ' c3 = 6L 3 , (4.8) 
where h is the (constant) water depth, g is the acceleration of gravity, and co = v~ is the speed 
of long, infinitesimal, gravity waves. 
The choice of this model in order to develop a test for the mathematical method proposed in this 
paper is essentially related to the fact that, on one hand, the nonlinear model involves third-order 
derivatives, which introduce an additional difficulty which makes the test meaningful even in the 
one-dimensional case. On the other hand, the solution to the initial-boundary value problem can 
be obtained in analytic form, so that the comparison between the analytic and numerical solution 
is immediate and provides a reliable information on the validity of the numerical scheme. 
The application deals with the propagation, in the time interval [0, T], of the so-called cnoidal 
waves in a channel with length L, which is initially at rest. Therefore, the initial-boundary value 
problem is defined by the initial condition 
r/(0, x) = 0, V x • [0, 1], (4.9) 
and by the boundary conditions 
(1 + a 2) cos8 - 2a 0r/ 
r/(t,O) =a( t )= ~a'~Z2--~e~sO-'~' r/(t, 1 )=0,  ~-(t ,  1 )=0,  V te  [0,1], (4.10) 
where 
3r/* i_ ~2~.3 
0 =wtT ,  a - -  8k2h3,  w = cok - -~cou ~ , 
0 is the phase, k is the wave number, a is a constant assumed to be small with respect o 
unity, w is the dispersion factor. In particular, a( t )  describes a cnoidal wave according to the 
simple expression proposed by Osborne and coworkers [15]. It is an approximation of the exact 
solution of equation (4.7). However, if the parameter ¢ = r/*/[h(1 -a)2],  which characterizes the 
nonlinearity, is less than 0.3, then it is known [15] that the solution practically coincides with the 
exact one. 
This analytic solution will be used for the comparisons with the numerical solution obtained 
with the method proposed in this paper. The initial-boundary value problem takes into account 
the fact that with a proper selection of T and L, the water remains at rest in x = 1, due to the 
fact that for t < T, the cnoidal wave does not reach the boundary. 
The application of the numerical scheme described in the preceding sections, including Re- 
mark 3.2, yields, after having implemented the boundary conditions, the following system of 
ordinary differential equations: 
dr/o da  
dt dt ' 
dr/i n n n 
d---t = C1 ~ api r/P -~- c 2 r/ i ~ api r/p ~ c3 ~ dpi r/p , 
p=O p=O p:O 
n- -1  
d~?n 1 ~ ap(n+ 1) dr/p 
d-T = a,~(n+l) p=o dr"  
i=  1, . . . , (n -  1), 
(4.11) 
The system of equations (4.11) is solved by means of a predictor-corrector method of the type 
Adams-Bashforth with the Adams-Moulton modification, see [4, Chapter 2]. 
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h -- 0.1 m, 
These value imply 
The result of this particular numerical simulation is reported in Figures 1-3. The first one 
reports the numerical solution (line B) compared with the analytic one (line A), which is a 
cnoidal wave. The second and third figure report the computation of the error bounds 
e = sup IT(t, x) - fin(t, z)l, 
+,x 
e+ = sup l~( t ,x ;y  > O) - 7?n(t,x;y > 0)h (4.12) 
$,X 
e_ = sup l~(t,z; y <_ O) - ~n(t,x;  y <_ 0)1. 
t,X 
The computation reported in the figures corresponds to the following values of the parameters: 
)~=lm,  k=6.28m -1, f i*=0.01m, T=6s ,  L=6m.  
/~ = -~-  = 20, e = 0.122, 
where/ /  is the Ursell number and H is the wave height. It follows then that the Osborne's 
solution is an almost exact approximation of the cnoidal waves. 
The computations reported in Figure 1 have been obtained with 50 nodes and a time-step 
At = 0.001. This experiment shows that the solution scheme is accurate not only at a qualitative 
level, but also the quantitative behavior is carefully described. In fact, the period, the wave 
length, and the speed of propagation tend asymptotically to the values of the analytic solution. 
Only a small difference in the wave amplitude is observed. Moreover, all types of errors defined 
in equation (4.12) decrease with increasing number of nodal points. Computations have still been 
obtained with a time-step At = 0.001. 
1.50 
rl 
0.00 
-1.50 
0.00 
Figure 1. 7/versus time: 
/ l  ]/ 
V!2 
0.50 t ].oo 
analytic (A) and numerical (B) solutions in x = 0.176. 
The mathematical model (4.7) can 
Scheme 2. The result is as follows: 
07 
0--x =v ,  
Ov 
0--x =w,  
Ow 1 Or/ 
be rewritten in the form required for the application of 
C1 C2 
(4.13) 
- -  -.~ V - -  - -~Y .  
Ox c30t  c3 c3 
Numerical experiments on this model by use of Scheme 2 and simulations in two space dimen- 
sions confirm the efficiency of the mathematical method proposed in this paper. 
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Figure 2. Error e versus n. 
50 n 60 
20 30 40 5O l l  60 
Figure 3. Errors e+ and e- versus n. 
5. CONVERGENCE AND SOME GENERAL IZAT IONS 
As we have seen in the preceding sections, the solution to nonlinear initial-boundary value 
problems can be obtained using sinc-type interpolation-approximation echniques which let us 
reduce the original initial-boundary value problem to the solution of a suitable initial value 
problem for ordinary differential equations. 
It is important to obtain some estimates of the error bounds of the convergence to the solution 
of the true problem. This type of analysis was already developed in [1]; the essential steps of the 
proof are also reported in [7, Chapter 4]. 
Without repeating the technical calculations, which do not differ from the ones of [16], we will 
simply indicate the lines which lead to the final result showing the different role, with respect o 
the analysis of [16] implied by the sinc approximation. The analysis is limited to the guiding lines 
to be followed for each specific model. In fact, as we shall see, the evaluation of the error bounds 
requires a detailed analysis of the qualitative behavior of the solution of the initial boundary 
value problem. That is the first step to be followed in applied mathematics [17]. 
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Consider, with this in mind, the initial-boundary value problem for a semilinear equation of 
the type 
Ou 
Ot 
subject o initial conditions u(O, x) = 
The corresponding discretized system, 
02u 02u 
Ox---- 3 + ~ + f ( t ,x ,y ,u) ,  (5.1) 
uo(x), Vx E [0, 1] and to Dirichlet boundary conditions. 
after the sinc-type interpolation, will be indicated by 
dv 
d'-'-t = Av + f(t,  v), (5.2) 
and the associated linear system by 
dw 
dt = Aw, (5.3) 
where the meaning of the symbols is now obvious after the analysis developed in the second 
section. 
In order to compute the propagation ofthe error, we need suitable assumptions on each of the 
three equations which are stated above. In particular, we need the following: 
(i) The solution of the initial-boundary value problem related to equation (5.1) exists unique 
in a function space B. Moreover, the nonlinear term is such that 
If(.,Ul)-f(.,u2)i<cslul-u2I, Vt,  x E [0,1] x [o,g], Ul,U2 e B. (5.4) 
(ii) The linear equation (5.3) has bounded solution to the initial value problem 
IleAtwoII <~ LIIwolI, (5.5) 
where e At is the exponential matrix of the linear equation, w0 is the initial condition, and 
the norm of w is defined as follows: 
I lwl l ,  = max IIw~ll. (5.6) i=0,...,n 
(iii) The distance between the exact and approximated space derivatives in the nodal points is 
bounded and can be expressed for elements of the function space B in terms of the norm 
of u 
[[r[[ < c(h)[[u[[. (5.7) 
Notice that the afore-stated assumptions refer both to properties of the original initial boundary 
value problem, in particular to existence and boundedness properties of the solutions, and to the 
accuracy of the sinc approximation. 
The estimates stated in the assumptions (i)-(iii) can be computed either locally in time or, 
in some cases, for all times. The corresponding error bounds can be consequently stated. If the 
error is defined as follows: 
Ile(t)ll. =maxlui(t)  -vi(t) l ,  i = 1 , . . .n ,  (5.8) 
then the application of the Gronwall Lemma yields 
Ilell,-, _< exp(Lclt) LIIrll,-, ds, (5.9) 
for t E [0, 1]. This inequality provides a general expression of the evolution of the error bounds. 
The result has to be related to specific problems in order to obtain quantitative r sults. Technical 
calculations show that He[In I 0 ¢~ [[wl[,~ I 0. 
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The estimate on the approximation bysinc polynomials can now be used in order to recover the 
upper bound of [[e[In. A similar analysis can be developed for more general evolution equations. 
As we have seen, the application of the methods needs to control both stability and approx- 
imation problems. Both aspects are almost always linked one to the other. One of the crucial 
problems consists in the fact that the system of ordinary differential equations obtained after the 
discretization of the space variable and approximation f the space derivatives i generally stiff 
and may generate instability. The stiffness is also originated by the fact that the approximation 
of the space derivatives in each node uses the values of the dependent variable in all points of 
the discretization. Therefore, each differential equation in the system involves the whole set of 
variables. 
one can approximate the space derivative simply using a limited To handle this problem, 
number of nodal points 
i=q 
u(t, x) ~- ~ S~(x; h)ui(t), p, q < n. (5.10) 
i_----p 
Then, one can adjust q and p to the local slope by a "predictor-corrector" scheme which uses a 
"corrected" number of nodes according to the order of magnitude of the local slope "predicted" 
by using a tentative grid. Some research activity in this direction is being developed. 
Some generalizations, among several ones, can now be briefly indicated in conclusion of this 
paper. These indications will be given as perspectives for future research developments. 
• Solution of problems with nonuniformly spaced collocations. As known, solution methods 
may require (or be more efficient) collocations with nonequally spaced points. Collocations 
of this type have been used in [18] for problems of signal analysis, where that author 
proposes a converging iterative scheme. Similar calculations can be developed for the 
solution method proposed in this paper. 
• Solution of problems with moving boundary. Reference is made to [19], which deals with 
inverse-type moving boundary problems. The solution of these problems generally re- 
quires nonequally spaced collocation points and suitable development of decomposition f 
domains techniques. 
• Property (1.2) of the sinc interpolation-approximation method suggests to develop the 
solution technique to the solution of stochastic problems uch as the ones dealt with in [7]. 
The line to be followed towards olution methods i the one of [20]. 
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