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　　The electronic computer has its source during the World War Ｕ and has been developed
towards higher accuracy and more flexibilityin the operation, to find wider fieldof applicat-
１０ｎin science and technology.　The present prosperity of the analog coir>putercould never
been supposed in earlier days, when discussions were mainly on comparison of the analog
computer with the digitalone as to the accuracy of computation, ease of programming. com‘
putation timｅand so forth. Those discussions originated in the concept that the analog
computer is a calculating machine same ａ８ａ digital computer though the concept was soon
found inadequate. With increase of familiarity ■withcomputers, the essential difference
between these types of computers became obvious. A 8 to the analyst the calculating ma-
chine is in open loop condition ･whereas the analog computer is in closed loop.　In other
■vvordsthe calculating machine is used merely to getａ result of computation in ａ way
assigned by the analyst. The result of computation by the analog computer, on the other
hand, affects the analyst in determining parameters of computation for next runs. There-
fore it is preferable to consider the analog computer as ａ simulator rather than ａ calcu-
lating machine. The simulator is ａ hardware possessing analytical structure identical
■withphysical system considered. With the simulator one can perform expeかents.
■whichare sometimes unexscutable in actual systems and through which one finds hidden
properties of the sysccm which were not revealed before the experiment。
　　Kowadays analog computers are widely used as simulators. Important problems ■with
ａ simulator a'-enot precision of the individual components but dynamic property of the
computing elements and stabilityof the computing circuit.　Also important is the way of
representing physical system ･withthe simulator. The research in these problems is
necessary both for designing analog computers and aiis.lyzingthe problems with analog
computers。
　　From 1956 ｔ0 I960 the author worked for designing and buildingａlarge scale dc analog
computer the TOSAC ｌ and II in Tsurunni Research Laboratory of Tokyo - Shibaura
Electric Co., Ｌｔｄｙ２）Ｈｅalso ■workedfor applying those to solving various problems of
electrical engineering in the Company?During the course he investigated dynamic
property of coinputing servom e chanism ， developed new computing elements. established
a general theory of the nectwork simulation with analog computers, and developed new
techniques of analysis with analog computers.
－１－
　　　】Much accuracy vas desired in the analog computer calculations with expansion of the ４Ｐ－
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－
lication field of simulation technique.　The flight simulation and the iiuclear.‘ reactor simu-
lation now require hundreds of computing elements. Even the highest precision and sta-
!aility of the computing elements by analog technique are still insufficient for these large
scale simulations.　So the use of digital technique is almost unavoidable.　In this respect
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　。　　　　　　　　　　　／attempts to simulate the analog computer on ａ large scale general purpose digital computer
by the program became popular. 4) 5) The autho!７ revealed, however, ａ new ･way of making
the digital computer approach the analog computer.　This is the Digitalized Analog Com-
puter, ０１７the DAC in abbreviation.　Since I960 he has been involved in the study of the
system of the DAC and ■worked for designing and building ａ model computer the DAC －Ｉ．
During the course of research he established logical structure of computing elements and
founded the theory of truncation error as well as round － off error produced ･with the DAC
in solving differential equations. Also done was the study of incremental calculus. ･which
makes the basic operation o£ the DAC.
　　　The present thesis describes results of the author's research in the analog computer
techniques.　The thesis is divided into five chapters.
　　　Chapter ｌ deals ■with the programming of the analog computer for solving the respons.^
of electrical networks. The block diagram approach for programming analog computer to
solve electrical networks, which was developed by the author and kas been extensively
used in solving actual problerr･IS, is not ａ straightfoward method. To complement the
block diagram approach the theory of netowork simulation is investigated. According to
this theory, one can readily discrimmate ･whether the given network is representable on the
analog computer or not.　Ａ method of directly obtaining analog computer circuit of given
network is also described.
　　　In Chapter Ｚ　analog computer elements developed by the author are described. Those
are the patch － boards. the computer for loading effect correction of potentiometer. the
variable time delay element by Stroger relay and the automatic test equipment for the
analog computer. These elements! ■were developed from the need in actual analysis of the
problems by the analog computer and have proved their extensive usefulness. The time
delay element of the analog computer is still vins ati s fa c to r y at the present time despite
the fact that many types of time delay element have been developed by many people.
What is necessary in this circumstance is to discern which type of the time delay ｅｌｅ‘












for evalvating the time delay element is proposed and is.shown for different types of the time
delay element･
　　Chapter 3　1ｓdevoted to the study, from three different aspects, 0f the.dynamic property
of computing ser^omechanisms. The first18 the frequency response of the servomechanisms.
Usually the desired specification for ａ computing servomechanism is the maximum frequea-
cy of the sinusoidal input signal ０ｆcertain amplitude to ･which the servomechanism can follow.
The author related the phase plane locus of the mechanical system under simusoidal motion to
the speed － torque curve of the two ‘ phase servomotor and showed the optimum gear ratio ｌ
necessary to obtain the specification. The second is the study of the way of representing
transfer function of ac servomechanisms based on the transient response.　Ａ new way of
describing the transfer function of ac servomechanisms is obtained and is applied to the
design of ac compensating networks and proved its particular usefulness. The third is the
study of the transfer function of the chopper ’ modulated circuits ■which plays significant part
in dynamic property of the servoamplifier. Because the chopper － modulated circuit is ａ
periodically interrupted electrical network. the calculation o£ the transfer function needs
new mathematical procedure. A simultaneous difference equation describing the change of
the voltages across the capacitors and the currents in the inductances at ａ certain time
during each interruption period is derived to obtain the transient responses of the periodically
interrupted electrical net^work. In deriving this difference equation, an approximation to
replace continuous waveform of the input signal by the staircase function is introduced.
The transfer function of the chopper －modulated circuit is obtained by applying the Ｚ
transform to this difference equation. The transfer functions of general nonresonant and
resonant chopper － modulated circuits are calculated for two typical chopper circuits after
they are obtained.　An analog computer analysis performed during the course of study has
shown ａ fine example of analog computer techniques using special computer ｅ】ements。
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ぴ．
　　　Chapter ４ is about the new techniques for analog computation developed by the ａχthor.
Those include a n4thod for obtaining the frequenay response from the transient response.
calculation of the fault currents of the circuits including mercury rectifiers, automatic
programming of analog computer applied to two － point boundary value ｐｒ・blems, and ａ
method of calculating transfer functions of noisy processes by using the delay line filter.
　　　Chapter ５　describes the studies of the Digitallzed Analog Computer (DAC), i.e.
system design. logical design, ａ model computer DAC ’Ｉ． accuracy problems of the
－３－
･computation ■withthe DAC, and the incremental calculus.　The DAC is ａ parallell type digital｡
　　　　　　　　　　　　　　　　　　　　　　　　　　●differential analyzer ･with the accuracy of one millionth and the computation 8peed of ０．Ｚ
milli － seconds for each step of integration. Although the mqthematical operation of the DAC
ｉ８completely digital. the computer elements of the DAC quite resemble those of the analog
computer. The computer elements are the integrator. coefficient multiplier, adder, multiplie ｒ
etc. They are connected each other on the patch －board ＼ith■wire8 just like the analog
computer. According to the consideration that the DAC is an analog computer. the solution
of the problem is made to be obtained on the pen 一recorder.　What is required for solving
differential eguations is ｎｏｔ･ａseries of numbers of many digits but the shape or the ■waveform
of the solution.　In the DAC the operation in individual computer element is ■withvery high
accuracy while the accuracy of the solution displayed is ■withthat of the analog computer.
Although the error of the computation ■withthe DAC is small, it has ａ clo8e relation with the
computation speed, which is sometimes important. Generally the error increases as the
computation speed is made larger.　The computational error of the DAC is divided into the
ｔでuncation error and the round －off error. In this chapter the mathematical formulation
is given both of them by means of the Ｚ transform。
　　　The content of this thesis which is briefly described above ｉ８based on the articles of the
author, which were published in the Journal ０ｆtheinstitute of Electrical Engineers of Japan,
Proceedings of the Joint Conference of Electrical Engineering Societies of Japan, To shiba
Review, AutomaticﾚControl, and the Proceedings of the Inte rnational Analogue C omputation














Theory of the Simulation of Network on the Analog Computer
Introduction
　　　The basic operation of the differential analyzers such as electronic analog
computers, eletromechanical differential analyzers. digital differential analyzers.
and differential equation analyzing routines of the general purpose digital computer
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｙ‾is the integration. As any ordinary differential equation of single ￥:a.riable is
■solved by integration it is solvable by thec!ifferential analyzer. But there ｉ８ａ set
of problems Awhere integration is not always applicable.
　　　The problem of the electrical network is an example ■where the circuit equation
is ａ simultaneous differential equation. Should the differential equation of ａ single
variable be, derived from this simultane ou s differential equation the coefficients
of the obtained differential equation are compleχ functions of the circuit parameters
and initial conditions.. If, as is usual. ■we■want to find solutions for many combinations
０ｆthese parameters by the differential analyzer this kind of equations is extremely
inconvenient. For solving the network. therefore, the method of the network　　　　’
simulation by ■which the network is transformed into ａ block diagram ５）（ｏｒａ signal
flow graph) to be represented by analog computer elements is preferable to the
differential equation method.
　　　The simulation of networks on the iwttlog computer ■wasfirstintroduced by the
author in 1957 when the theory ■wasnot completedﾀ)Ａｔ that time ■wehad to rely upon
　the trial' and“ error method for finding the block diagram which is realizable by
　the analog computer, thatｉ８，containing no differentialoperation. It is not always
　possible to construct ａ unique block diagram containing no differentialoperation in
　itor to obtain.ｏｎｅ。
　　　Ａsolution of this problem was once given by Hirayama.' According to Hirayama
　the differentialoperator is eliminatod by introducing an amplifier with an infinite
　gain representing an infinite resistance.　From the view point of analog computer
　circuit this solution is not at all different from that using differentiator.
　Therefore this cannot be the solution of the present problem。
　　　　As the differential analyzer is not equiped with the differentiator differential
　operation should not appear in the block diagram.　Although the analog computer
　isnot unable to make differentiators, they cause noise amplification and instablility
－５－
1.2
in the analog ｃつmputer circuit and their use should be avoided by any means.　As the
result finding the block diagram of the given electrical notwork containing no differ-　　　･，
ential operation is required
　　　The author has developed ａ general theory of the network simulation to find under
what condition is or is not the simulation of the network by the analog computer possible。:･
He has also shown. ａ straightforward method of building the analog computer circuit
simulating the network once its existence is proved. The foUowings are the details］
of the　theory and the examples。
Signal Flow Graph of the Network
　　　Although the network we are going to discuss is limited to the electrical network
the following theory also applies to mechanical. thermal and any other networks.
In those non － electrical networks the words inductance, capacitance and resistance
may be replaced by proper terms。
　　　Asthe first step towariis the theory of the network simulation the method of
transforming the network into the block diagram is ･studied.　The network ｏｆ･Fig.
1. 1 (a) is one for which the simulation is
possible. Denoting the currents and the
voltage s of the network as shown in the
circuitdiagram theblock diagram of the
network is constructod as shown in Fig. 7.・,石1，みーふ乳ふ綸ふ。石ｅ‘
１．１(ａ)。
　　　The network ofＦｉｇ･　。1.2(a) is an
example for which the simulation is not
possible. By any means the block
diagram of this network becomes one
similar to Fig. １．２(b) which Una-
voidably contains differential op-
eration. Thus the poｓsibility of the
network simulation depends on the
configuration of the network and it is
often laborious to make out the
possibility by trying to build many
－６－
(ｂ)














block diagrams for the given network.
　　　　　　　　　　　　　　　　　ci
There are more than one block-diagrams
fcr one network.‘　Even'when an obtained
block diagram cannot be simulated there might
be other block diagrぶwhich are simulatable.
　　　　It is therefore quite important to have the




Fig. 1.2　Example of ａ network for
　　　　　　　･which the simulation is
　　　　　　　impossible; (a) network
　　　　　　　(b) block diagram.
　　　Consider an electrical network having no isolated part and consisting of the folio･ｗ－
ing elements. ( In Ｃａ､semutual inductances exist in the original network they should
be removed by equivalent transformation of the network. The negative self-inductance Ｓ























　　　Denoting the voltage － drops and branch currents in these elements ｅ and ｉ re-
spectively, the relations between them will be represented in the signal flow graphs
of FJg. 1.3.　Notice that the differential relat-
ion is excluded.　For the resistance the direct-
ion of the signal flow is unrestricted. The
direction of voltages and the currents in the
voltage source and the current source are defined
as shown in Fig ｌ．４。
　　　Nowif thj simulation of this net-
･work is possible the overall signal
flow graph of the simulation circuit
will be shown as Fig. 1.5.
The ｌ －and Ｓ matrix circuits




Fig. 1.3　Signal flow graph representation
　　　　　ofthe circuit elements.
　　　　　The differ entiations are
　　　　　excluded.
second Kirchloff's laws respectively: that is, these
matrix circuits are defined by the configuration
of the original network. Although the voltage
drops of the current sources and the branch
curr ents of the voltage sources are meaningless
they are included in the signal flow graph for the
convenience of the discussion。
　　　Itshould also be noted that the resistances
are divided into two groups Ｒ and R' in
building signal flow graph.
The principle of classifying
the resistances will be
explained in the follow-
ing sections. As shown
in. Fig. 1.3 resistances of
Ｒ group are considered
elements converting




Fig. １．５　　Signal flow graph of ａ general
　　　　　　　　electrical network.
　　　　　capacitanc es do and those of　Ｒ　group are considered elements converting ・oltages
　　　　　intocurrents as induetances ｄ０，From the above discussion. it is concluded that.
　　　　　"The network simulation is the construction ofｌ －and Ｅ －matrix circuits for ａ given
　　　　　network.”
1.４　　Connection Matrix and Mesh λ(latrix　　　　フ
　　　　　　　　Theｌ －matrix circuit defines Kirchhoff's first law. The input signals of the
１ － matrix circuit are the currents in resistances of R' group ‘｀１１，１１
Ｒ１４
Ｚ，ｔｈｅ
currents in the inductances　Ｌｉ” １．　Ｌｉ’２１　゛゜゜ ‘゜ ゛゛
Ｌ１ＩＬＩ





Those are written in this order as
il’，i2’l¨゜’・
’″
iM'゜ Output signals of the ｌ一 matrix circuit are the currents in
the voltage sources ^il.　Ei2,　’
゛’‘ ゜″
^iE. the currents in the capacitances
■
ｃｉ１;¨ｃｉｃ√゛ｉｌｄ
the ｃ゛rrents in the resistances of Ｒ group
Ｒｉ１，Ｒｉ２，゛’゛’゜゛ＲｉＲ１．’
Those are written in this order as ii i?゜’゜゜゜″ｉＮ．
　　　As the number of the
Xvodal











the independent nodes of the network N, there are Ｎ output signals for theｌ 一matrix
circuit. (There are Ｎ ＋１　nodes for an unisolated network　in total.)　For the
network which has no isolated part the next relationship concerning the number of
branches B, the number of independent meshes ｌ４and the number of independent nodes
Ｎ always holds. １１）
Ｍ十Ｎ＝Ｂ (1. 1)
The number of input signals to theｌ －matrix circuit is. therefore, M.　The equation











dig) is ａ matrix ofＮ rows and ｌ４columns and the elements are eithor　０，１




ｉ】Ｓ４’the following relations exist among the numbers of the elements of the network.
　　　　　　　　　　　　　　　Ｅ十C + Ri °’Ｎ　　　　　　　　　　(1.3)
　　　　　　　　　　　　　　　Ｒ２十　Ｌ　十　S　°14　　
｝
　　The Ｅ －matrix circuit defines the relation among the voltage ’drop8 ０ｆthe branches









( Eij) is ａitiatrix of Mrows and Ｎ columns and the element are again either
　１　０ｒ　　－１．
－９－











■where H.　i2.’‥゜‘s　ig are the branch currents ａｎｄ！Dij ) is the connection matrix




D2 Ｉ　Ｄ２２ ・・ ．･･‥‥‥Ｄ２Ｂ
°N1　°N2　°¨¨゛゜゜゜°NB
(1.6)
The element of the connection matrix ，Dii, is ｌ ＼when.jth branch current flows into the
ith node ，　－１■when it flows out of that node and is 多ero ■when the jth branch.is not
connected to the ith node.。
　　　To explain the connection matrix by an example the electrical
network of Fig. １．６is shown. Ass igning numbers to all branches
and all independent nodes as shown in the figure the foUowipg











　　　The relation airiong the branch voltage ｓ of the network
determined by the Kirchhoff's second law is represented by

























where　ｅ ｌ.　e2. ‥‥‥゛ｅＢ　are the voltage drops of the branche ｓ and (Rij) is the
mesh matrix ■wlichis ｡










Rij is ｌ　whenｊth branch ｉ８connected clockwise in theｉ th mesh, -1 rwhen itis
connected counterclockwise in this mesh, and is zeso ■whenit is not connected in the
ｉth mesh. As an example the mesh matrix of the network of Fig. １．６is given.below.

















○ ○ ○ ○
１
(1. 10)
The branch currents il.　ｉ２，”゜゛ｉＢ　arerelated to the mesh currents cttry^nts-１１，１Ｚ













aij is ｌ when Ijｎ０４ along theｉ th branch ，－ｌwhen it flowlijagainst this branch,
and zero when　I. does not flow through this branch. Therefore
　　　　　　　　Ｊ　　　　　　　　。，
l
ij = Dji (1. 12)
　　　　　　　　　From eq. (1. １１) and eq. ( 1.5 ) we obtain
　　　　　　　　　　　　　　　　　(Dij) . ( Rii)*　＝ｏ
This relation connecting the mesh matrix and the connection matrix is useful in deriv-
ing the relation between theｌ －matrix circuit and the Ｅ －matrix circuit as will be
shown later.
－11－
１．５　　Condition for the Network Simulation
　　　　　　　As was pointed out already by the example of the network of Fig. 1.2 the simulation
　　　　　ofthe network is not always possible. The　condition that the netw.ork simulation. is
　　　　　possible is now investigatりd. As stated in Section １．３the network simulation is to
　　　　　defineｌ －and Ｅ －matrix circuits. As ■willbe shown in later section the Ｅ －matrix
　　　　　circuitis tmiquely determined by theｌ - matrix circuit.笥　Therefore the condition
　　　　　forthe possibility of the network simulation is the existence of theｌ － matrix circuit.
　　　　　The problem is Awhether eq. (1.2) can be derived from the nodal equation eq.(1.5) o「
　　　　　ｎｏｔ。
　　　　　　　The nodal equation eq.(l. 5) is rewritten in the next form recollecting eq.(l. １）
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The necessary and the sufficient condition that this equation is solvable for　^1.　i2，
’¨
iN is that　Ｄ･1is regular　l or
　　　　　　　　　　　　　　　　Det　D1　≒　ｏ
when this condition is satisfied･ multiplying　D l
eq. (1.2). (Iij)is then written





fｒりｍthe left and rearranging give
(1. 18)
　　　Now we attained ａ new statement concerning the condition of the network simulation;
the necessary and the sufficient condition that the network simulation is possible ｉ８that ａ
regular matrix Ｄｌ is obtainable from the connection matrix of the network (Dij).
The next problem to be studied is the connection of this condition to the configuration.
０ｆthe network。
　　　The matrix Ｄｌ　isａ square matrix whose columns are those of the connection matrix
representing the branches of voltage sources. capacitances and resistances of Rgroup･
It is therefore necessary that there are　Rl　resistances satifying ｅｑ･(1.3).
In other ･words it is necessary that the number of independent nodes is not less than the
sum of the numbers of voltage sources and capacitances o£the network and not larger
than the sum of the numbers of voltage sources, capacitances and resistances.
The voltage　sources, the capacitances and the resistances are named eligible branches.
This is ･written in the followirg theorem.
( Theorem 1.1)　　To be possible to simulate ａ network on the analog computer it
is necessary that tbe following inequality is satisfied by the elements and the con-




　As this is ａ necepsary condition the simulation ｉ８obviously not alwayo possible
even when ineq. (1, 19) may be satisfied. This theorem is. ｈｏｗｅｖｅｒ，ｕｓｅｊねfor
identifying networks for ･which the simulation is impossible. The network of Fig.１．１
for example , satisfiesineq.( 1. 19) because
－13－
　　　　　　　　　　　　　　Ｎ　＝　４，Ｅ　＝　ｌ，　Ｃ　＝　３，　Ｒ　ｚ　ｏ
　　　　　　　　　　　　　　N - C - E　＝　ｏ
■while that of Fig. １．２　does not, because
　　　　　　　　　　　　　　Ｎ　＝　３，　　Ｅ　＝　１，　Ｃ　＝　ｏ，　　Ｒ　＝　１
　　　　　　　　　　　　　　N - C - E　＝　２＞Ｒ
Thus ■weｃａ・Ｉprove that the latter network is unable to simulate as was inferred in
Section･１．２。
　　　When ineq.( 1. 19) is satisfied by ａ network at least the matrix Dl exists for this
network although the regularity is yet to be tested.　Once ａ regular matrix Dl　ｉ８
found by taking suitable　ＲＩ　columns out o£　Ｒ　colvunns of the connection matrix
related to the resistances of the network, the simulation of this network is possible.
After investigating the condition that Di　ｉ８regular the following lemmas were
obtained.
( Lemma　1.1)　　　　If any branches ■which are members of　Ｎ　branches composing
colvixnns of the matrix　Dl　make ａ mesh. then　Dl　is not regular.
( Proof ) Assiune that the first ｎ’of Ｎ
branches make ａ mesh as Fig. 1.7.　Dl　is then written as
Ｄ１　＝ －ｌ　ｏ　．．．．．　ｏ　ｌ　χ‥‥χ
　１・－１　 o　ｏ　X . . . . X
●●●●●●●●●●●●●●●●●●●●●●●●●●
○　○　‥‥．１　－１　χ．‥．χ





Fig.　１．７ Ａ 】Mesh for ■which
　　　　　　　det.　Ｄｌ　is always
　　　　　　　zera
As the sum of the first ｎ　colvunns results ａ zero vector det Dl is zero
( Lemma １.2 ） If N　branches composing coltmnns of the matrix　Dl　make ａ
tree　l4)，tｈｅｎ　Ｄｌ　is regular.
( Proof ) Asstime that these　Ｎ　branches make ａ tree such as shown
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Fig. 1.8 Tree for ■which Ｄ
　　　　　　　　　ｉ８ always regular.
The ｎ th principal matrix being iinitary whereas remaining nonprincipal minor




°l'　is the connection matrix of the trfee which is ol?tained by removing ｎ end ･･
branches of the original tree.　By continuing the process of removing end branches
from the tree ａにstaris finally obtained. The star is ａ set ofｂｚ‘anchesconnected at
ａ node. If this node is the unindependent node of the original network the connection
matrix of this star takes the next form
D,' = ｜
‥二］
and if an. end of this star is the un independent node of the original network the






In either case det　Dl'　is ！　１
　　　　　　　　　　　　　　　　det　Ｄ１’










　　　The inverse of this lemma is also true as is proved by Lemma ｌ．１．
　　　Obviously the niimber o£nodes of the tree made from Ｎ branches is　Ｎ　十　ｌ
■which is same to the number of nodes of the origianl network.　Therefore that the
Ｎ　branches make ａ tree ｉ８equivalent to that all nodes of the network are connected
－15
together by these　Ｎ　branches, which are the voltage sources, the capacitances and
the resistances. This is written in the following theorem.
( Theorem 1.2) The necessary and the sufficient condition. that the simulation
of ａ network by the analog computer is possible is that all nodes of the network are
ＣＯ゛万゛万ectedogether by all of the branches composing Ｎ columns〕of the matrix Ｄ１．
　　　In the network of Fig. １．１１，for example, four nodes (1), (2). (3). (4) and (5)
are not connected by the branches of ｌ，Ｚ，３ and ４． This network is therefore
unable to simulate.　In the network of Fig. １．１０nodes (1). (2). (3) and (4) are
connected either by the branches of １，Ｚ and ３，by those of １，２ and ４ ０ｒby those of １，
３　and ４．　Dl is regular for this network.　In special networks ･where an inductance
is connected in series to ａ current source this junction is isolated from other nodes by
eligible branches (voltage source. capacitance or resistance) so that　Ｄｌ　is not
regular irrespective of the remainir
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－
contains ａ capacitance connected parallel with ａ voltage source　Ｄ ｌ is not regular as
this makes ａ mesh in. eligible branches ( Lemma 1.1)
　　　Summarizing theorem １．１ and theorem １．２the condition that the simulation. of ａ ’
network by the analog computer is possible is stated as follows.
　　　”The necessary and the sufficient condition that the simvilation of a network by the
analog computer is possible is that the sum of the numbers of the voltage sources
and the capacitances of the network never exceeds the niimber of independent nodes
and all nodes of the network are connected together by all of the voltage sources, ａ１１
０ｆthe capacitances and the ( N - E - C ) resistances. "
EX. 1. 1 For the network of Fig. 1.９following
relation exists.
　　　　　　　　　　　　N- C - E =　4-2-1 －Ｒ
り
The eligible branches are 1, Z, 3 and ４ ･which connects five Fig. 1.9　Electrical
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　network. The




























Ｅχ. 1.2　　　　　　For the netwoik of Fig. 1. 10 １
following relation exists.
　　　　　　　　　　N-C-E= 2<R
　　This satisfies ineq. (1. !9) of Theorem ｌ．ｌ･
Any two of three resistances ２，３ and ４ connect
り
four nodes together with branch ｌ.　As the matter :『ig.I’10 ご昌:公言？‘
of fact three regular　Dl matrices are obtainable
























In this case the simulation circuit is not uniquely determined.
EX. 1.3　　　　　　Forthe network o£Fig. 1. 11
following relation exisiul｡
　　　　　し　　　　　N - C - E =　１　＝＝　Ｒ
This satisfies ineq,(l. 19).　The five nodes are not
connected tegether by eligible branches １，２，３and
4. The simulation of this network is not possible.























1. 6　　Finding ( Iij ) by Sweep － Out Method　’
　　　　　　　Once the condition for the simulation ofａ network is satisfied theｌ －and Ｅ －
　　　　　matrix circuits exist for this network. The method of obtaining these two matrix
　　　　　circuitsis now considered. The problem　is how ( Iij ) and ( Eij ) are to be derived
　　　　　from ( Dij ).
-17-
　　　(Iij ) is already obtained in eq.(l. 18).　It is preferable ，however, to use the
sweep:二白outmethod ｆｏｒﾆoblaining( Iij ). As was done in Section １．５the connection.
matrix is separated into two minor matrices Ｄｌ　and ＤＺ゛　As every column of the
connection matrix does not contain more than one ｌ and ’１respectively besides　ｏ ， ｆｌこ
adding ａ･row having
’１in the first column to one having ｌ in the same column results
only one
‘１１ｎthe first column. The row having this －１in the first column is now　　＼
transferred to the first万17万〇｀″万．　Incase the first col＼imn does not contain　１　゛!id’１
together but either one of them, we merely bring the row　having it to the first row
after changing the sign of this row if itｉ８１。
　　　１￥ｅproceed next to the second column and add ａ row having ｌ in this column at
the rows other than the first to those having ’１in the same coliamn. By repeating
the similar procedure to the Ｎ th colvimn ａ matrix of ･which first Ｎ columns make ａ








The remaining Ｍ　columns make ( Iij ).












　As the currents in the voltage sources, which･appear in the output of theｌ“ matrix
ｌ　circuitjareunnecessary in the actual simulation this first　Ｅ　rowsof this{ Iij)
should be ignored in building simulation こircuit.
Ｅχ. 1.4　　　　　　The network of Fig. 1. 12





and ａ１１･nodesare connected by the eligible　　　Fig. 1.12 Electrical network. The
　　　　　　　　　　　　　　　　　ニ　　　　　　　　　　　　　　　　　simulation is possible.



















































( Iij ) is therefore




















































































































Deriving ( Eij ) from ( Iij )
　　To complete the simulation circuit ofａnetv･ork the matrix ( Eij ) should be
obtained,'　This matrix is obtainable by sweeping out the mesh matrix（Rij）.　But
the mesh matrix is less convienient to handle than the connection matrix.
－19－
As pointed out already in Section 1. 4 ( Eij ) is derivable from ( Iij ).Now we study
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Denoting the minor matrix composed of the first Ｎ　columns of ( Rij ) by　Ri　and
the remaining minor matrix of　M　ｘ　M　elements by R2 eq.(1.27 ) is ･written
???????????????????????????????????? ?????
Ｚ　Ｏ









As this equation is identieal to eq.{1.4) , ( Eij ) is obtained as
　　　　　　　　　　　(Eij )　゜　-Ha'　．　Ｒ１ (1.30)
Now the previovsly ｏ!atained eq. (1. 12) connecting { Dij ) to ( Rij ) is rewritten in terms




from the left and （ R? ) from the right gives　　　　－













The first term of the left hand side of the equality ia - ( Eij ) and the second term is
（lij）t according to eq.(l. 18). Therefore
　　　　　　　　　　　( Eij ) = - ( Iij )'　　　　　　　　　　　　　　　　　　　　　　　　(1.33)十
By simply transpo sing ( Iii ) and changing the sign ( Eij ) is obtained･
　　The assumption used in deriving this　result is the regularity of　Ｒ２　■which ■will
now be proved.　　　　　　　　　　　　　　　　　　　　　　　●●
　　Referring the mesh equation eq. {1. 8) the last Ｍ columns ０ｆ ( Rij ) , which
make the minor matrix　Ｒ２ are related to the branches of the resistances of　R'
group, the inductances and the current sources, or, in other word, the branches
that are not those related to the columns of the matrix D
j
, When °1　is regular
the branches represented by the columns of　Dl　make ａ tree.　In this case the
remaking　M branches mak ａ cotree. According to ａ theorem in topology the
mesh matrix of the cotree is regular. Therefore
　　　　　　　　　　　　　　　det　Ｒ２￥ｏ　　　　　　　　　　　　　(1.34)
Ａ８ the consequence eq. (1.33) is true in case the simulation is possible.
　　Eq. (1. 33) is writen for the network of Fig.　１．１２ by using eq.(1.26).　The














????。??。?????????? ? ?????????????????? ??????????
(1.35)
ｌ．８　　Automatic Programming of Analog Computer by Digital Computer 。
　　　　　　The previous sections have dealt with the general theory of the network simulation
　　　　by the analog computer. As the result useful criteria for the possibilityof the
　　　　network simulation were obtained. The problem of the network simulation is
　　　　however, not yet completely solved even when the possibilityis identified.　Although
　　　　the sweep-out method for obtaining ( Iij ) and ( Eij ) is quite effectivethe manual
　　　　computationｉ８often painstaking especially ･when the network is large｡
　　　　　　The author tried to obtain { Iij ) and ( Eij ) from the connection matrix of the
　　　　network autom atically by means of the digital computer and completed ａ FORTRAN
　　　　program for IBM 7090． This network simulation program is applicable to any
－21－
electrical network having up ｔ０７５independent nodes and １５０branches.　The structure
of this program will now be described.
　　　０１ｅdata cards used for this program should be prepared so that the first card ｉ８
punched ■withthe following niombers in the fromat of ( 515･）．
　　　　　number of independent nodes. number o£branches.
niomber of voltage sovKrces, number of capacitanos. and number of resistances.
The data cards from the second are punched with the elements of the connection matrix
coltimnwise, that ｉｓ’ＤIj. Ｄ２ｊ，‥‥″ＤＮｊ，ｉｎ the format of { 7511 ) so that one card
contains all elements of the connection matriχ of ａ．branch.　In punching　Di, the
letter　Ｚ　is used instead of －Ｉ
　　　The flow chart of the
program １８ shown ｍ
Fig. 1. 13.　After reading
out the input data, letters
of ２ in Dij is changed into
－１and the connection
matrix { Dij ) is printed
out.　Then the necessary
condition for the network
simulation is tested
according to ineq. (1. 19).
Fig. 1. 13　Flow chart of FORTRAN program for
　　　　　　calculating ( Iij‘)and ( Eij ) from the
　　　　　　connection matrix of given electrical network.
If this condition is not satisfied the computer prints following words and the computation
ends.
　　　THE SIMULATION OF Ｔ HIS NETWORK IS IMPOSSIBLE　　　　　(1.36)
When the condition is satisfied the sweeping-out of the connection matrix is ｅχecuted.
This is done from the first column to the　Ｎ th colxomn.　At the　ｊ th coliimn the
computer looks for nonzero element in　Dij in ■whichｉｉ８μｏｔless than　ｊ．　When　this
is found in　ｉth row the element of this row is exchanged with those of the　ｊ th row
and ａ１１other non-zero elements of the　ｊth column are erased. In case any non-zero
elements are found in Dij in which ｉ is not less than ｊ， computer askes if any other
branches are eligible for the columns of D, ｒｎａｔｒｉｌIf the answer is　”ＮＯ”
computer prints words of (1.36). If the answer is ｌ’ｌｅｓ”， that column is exchanged
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⇔ ●
completed for　Ｎ　columns the matrice Ｓ ( Iij ) and ( Eij ) are printed. An. out-
standing function of this program is that the condition for the nework simulation is
alBo　tested in the course of the computation ｏｆ’( Iij ) and ( Eij ｊ。
　　　Table １.１ gives the coniplete program and Fig. 1.14 shows an example of the






































































　　　　　　　　　　　　　　　　Studyof Analog Computer Elements
２．１　　Introduction
　　　　　　　　In1956 ■when the author began to work for the development of the dc analog computer
　　　　　atthe Tsurumi Research Laboratory of the Tokyo - Shibaura Electric Co･
Ｉ Ltd only
　　　　　little･was known of the detail of the design of the computer elements. As the author
　　　　　undertook the design of the largest scale analog computer in this country TOSAC-n
　　　　　hestudied the design problem of analog computer and developed many analog computer
　　　　　elements. Those new elements were developed from the viewpoint of exploiting new way
　　　　　ofapplying the analog computer to the problems of electrical engineering in Toshiba
　　　　　Electric Co, Ltd.　The developed computer elements, therefore, withstood the
　　　　　practical use and are now extensively used in the standard Toshiba analog computers ．
　　　　　　　　Thedetails of the design of some of these W-V/ computer elements are described in
　　　　　　thischapter. Discussions on the static and dynamic accuracies ０ｆthese elements
　　　　　　arealso described.
２．２　　Patch Board Design
　　　　　　　　Theprepatch system of the analog computer programming in recognized useful and
　　　　　　isalmost indispensable ｔ０large scale machines.　By preparing several patch boaids
　　　　　　thecomputer can solve different problems without interruption and ａ great deal ０ｆthe
　　　　　　machinetime ｉ８saved.
　　　　　　　　Theserious problem in designing patch board is the layout of the connection holes
　　　　　　to･which all input －　and output －terminals of the whole elements of the computer
　　　　■　areconnected.　As the space allowed for ａ patch board is limited the number of the
　　　　　　connectionholes is also limited.　In designing the layout ■we have to satisfy two
　　　　　　contradictingrequirements, that is, any connection of the elements mudt be
　　　　　　possibleon the patchboard　and also as many unnecessary connection holes as
　　　　　　possiblemust be removed.　The question ｉｓ;･what is the optimum layout of the
　　　　　　connectionholes of the patchboard, which makes possible any connection df the elements
　　　　　　byusing the limited number of the connection holes ？
　　　　　　　　Onesolution adopted in many commercially available analog computers is the
　　　　　　arrangement of special holes called multiple connector. This is ａ set of holes connected
　　　　　　together.　When one needs to connect a hole to more than one other holes he connects
－25
these holes to the multiple connector 。 This
wav of connection is illustrated in Fig. Ｚ．１
The use of the multiple connector solves the
problem only partly. because it cannot be
specified how many holes ａ multiple connector




are necessary to connect the computer elements on the patch board for any possible
　　　　　　　　　　　　　●computer circuts.　　　　・
　　　　　　　　　　　　　／χ
　　　Anotherattempt for the solution of this question is assigning more than one con-
necting holes to the output of each computer element. As the input terminal of the com-
puter elements is never connected to more than one output terminal of the elements the
connection hole for the input terminal need not be more than one, ■whileseveral holes
should be assigned to the output terminal. Fig. 2,2
shows an example of this type of patch board design ・
(The most commercial analog computers use the
combined method of these two types) . The layout of
the REAC patch board is shown in Fig. ２．３．
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Fig. 2.2 Maltple output termi-
　　　　　nals are provided at
　　　　　computing element
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　　　　The patch board of the Toshiba Analog Computer designed by the author is different
from those of the commercial machines. Before describing the design the problem of
connecting　ｎ　distinct points by wires is considered.
　　　The minim um number of the wires connecting　ｎ　points､is　ｎ－　１　ａ８ explained in
Fig. 2.4.　Let these wires be patch －cords.
Then they have two pins at each end ．
Therefore there needs at least 2( n-1)
holes for　ｎ　pointsto connect these
point 3 by patch －cords. Fig. 2. 4 Connecting　ｎ　points by ( n-1 ) lines.
When individual point has ａ pair of holes　ｎ　points make　２ ｎ　holes ^which are two
more than are required.　This is the principle of the patch board of the Toshiba
Analog Computer. Namely two holes are assigned for all of the terminals ０ｆthe
computing elements. By this method any connection of the computer elements is
possible. This method eliminates indefiniteness in determining the number of the
multiple connectors and the number of holes of each of them.　This十method also
provides ａ merit for the mechanical construction of the contact spring of the patch －
bay as ａ double － sized spring may be used to connect ａ terminal ０ｆthe compute r
element to the pins of the two holes of the patch －board.　Fig. ２．５ shows the patch －
boards of TOSAC －ｌ and - n. Fig. 2.6 is an example of the connection of the com-
puter circuit of TOSAC －II.
Computer for the Loading Effe^ct Correction of the Potentiometer
１６）
　　The multiplication of ａ constant coefficient on the analog computer is done by the
potentiometer. In the analog computer circuit the potentiometer is unavoidably
loaded by the input impedances of the computer elements and produces an error in. the









sistance of the potentiometer to avoid the loading effect is not ａ favorable
method because more output current of the opera
ationaX amplifier is required. Increasing the
input impedance of the computer elements can-
not be the solution, too, as the precision of the ’
large impedances is usually hard to maintain.
The loading effect of the potentiometer should,
therefore, be removed by the correction.
Fig. ２．６　Connection of computing
　　　　　　　elements ■which have ａ
　　　　　　　pair of coiuiection holes
　　　　　　　both at input and output
　　　　　　　terminals.
　　The correction factor of ａ pcsltfentiometerloaded




Fig.２.7　３hows the relation of ( 1 - F ) a to a
and Ｒ 。 One can use this chart to estimate the
error of the multiplic ation factor due to the
loading effect。
　　　The correction of the loading effect is often
ciombersome even ■when it is correctable.
The use of the chart of Fig. ２．７ or similar
one is useful in few occasions。
　　　To obtain the settings of the potentiometer
･with any load required for producing ａ
multiplication factor the author has built
(2.1)
Fig. 2.7　Load effect characteristic
　　　　　　　ofthe polentiometer having
　　　　　　　totalresistance of 50 ｋ
an analog computer by servomechanisms. This is ａ very simple servom e chani sm
yet is most useful in practieal use. Fig. 2. 8 is the schematic diagram of this load
effect correction computer。
　　In Fig. ２．８　Ｐｌ　ｉ８potentiometer which ｉ８set to the desired multiplication factor
and　Ｐ２　is another potentiomeler of ･which resistance is identical to those of the analog
computer and is loaded by an adjustable resistance Ｒ．　The potentiometer ＰＺ is
driven by a servomotor .M.　Same voltage is applied to　Ｐｌ　and　Ｐ２° The
difference ｏｆ‘theoutput voltages of　Pi　and　Ｐ２　１８amplified and is fed to the servo-












































































































delay time to evaluate the time delay element. In this section he derives this
quantity for different types of the time delay elements.
　　　The way o£ simulating the time delay ｉ８ generally divided into two types.　They
are
　　　　　　　　　　　　　(i) Analytical Approach 19) 20) 21)
　　　　　　　　　　　　　(ii)Synthetic Approach
The first approach uses the approximation of the transfer function of the time delaア
　　　　　　　　　　　　　　　　　　　ミｒｓG(S) = e　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（Ｚ● ３）
　　　　　　bypassive elemants and operational amplifiers.　Ｔ he second approach uses physical ・
　　　　　　meansexhibiting the property ofｔｈｅ･timedelay.
2.4. 1　Analytical Approach
　　　　　　　　Inthe analytical approach to the simulation of the time delay passive elements
　　　　　　andoperational amplifiers are combined to approximate the transfer function ｅｓ’ｓ．
　　　　　　L,etF(s)be an approximate function ｏｆｅ‘T S The frequency response ｉ８expressed as
　　　　　　　　　　　　F( jo,) =　K( (Bf　）ｅ’ｊｌ（“り
Then following inequalitie ｓ





are true only for ａ limitad range of ・,ｆ■wher　Ｅ　ａｎｄ∂　arepermissible errors.







Ineq. (2.7) implies that to delay ａ signal 0f high frequency for ａlong time is difficult
while slowly varying signal may be delayed for ａ considerable time. The quantity
f.ris therefore usable to evaluate the performance of the time delay element of the
analytical approach.　　The quantity of evaluation is calculated for several approximate
formula of ｅ’ｉ
ｓ
in the remainder of this sectioh.
　　　　　（1）　Linear Approxination














plotted against ・jr in　ｌ
Fig. 2. 10. The phase error increases monotonically ａ８　Ｊ
ωΓ　increases.　Expanding §(ωr) into power series of ω．１
　　　results
　　　　　　　　　　　→Ujでni.
Fig. 2. 10 Phase error of
(Z)(<uv) =(yr紆F則:緋皆仔…………‘2’ lo）j;;ご宍ぢi°≒
･rror d　is then given approximataly as　　　　　　　　　Ｆ（ｓ）yxTﾐFyy　j
　　　　　　　1　r r,)r "Ia　　　　　　　　　　　　。万有に
The phase error ∂ is then given approximataly as
　　　　　　δ＝ａ･ｒ －１（Ｑパ-'- 3 (2nぷ-






Ａ is plotted against ｎ for for ∂= 0. 1　radian in








Fig. 2.11 Figure of merit of
　　　　ここ□な乙
　　　　of time delay:is obtained by an analog computer circuit using two
operational amplifiers.　For　ｎ キ１　ｎ　stages of this
compater circuit is cascaded. When ｎ＝５ ten operational








where cC　isａ correction facter to the linear approxi】mation formula and will be de
termined to give best approximation.
　　The phase of this approximation is















The best approximation is attained when　ぱ　ｉ６selected
　　　　　　　　　　　　　　　　１α ｚ 一一
　　　　　　　　　　　　　　　　３
The transfer function is then
Ｆ（ｓ）














This quantity of evaluation. is plotted against　ｎ　for　∂＝　０．１　radianin Fig. 2.12.
　　　　　Eq.(2. 16) is known as ＰａｄぶぷａＰＰｒｏｘｉｍａtｉｏｎ.19）
2.4.2　Sampled - Delay System.
　　　　　　　　The synthetic approach to the time delay element
　　　　　hitherto studied are
　　　　　　　　(I) Capacitor storage Method
22) 23)
　　　　　　　　　(il) Capacitor Shift Method
24) 25) 26)






Fig.2.12 Figure of merit of al!
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　approximate
transfer
In the first three approaches the input signal is　　　　　　　　　　　　functionof time delay
sampled by certain time, interval and the sampled　　　　　　F(s)゜ト皆訂
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｌや冊紬(丑)２
pulse signal is transported through memory cells. This sy8tem is named
sampled － delay system in. general.　　Ｔ he principle ：)ｆthe sampled － delay system is
explained by the schematie diagram of Fig. 2. 13.
The sampling switch Ｓ　interrupts input signal
with the period of Ａ second and the memory
cells　ＤＩＤ゛２″‥‥‥゛Ｄｎ″‥‥　transfer
their contents to the adjacent cells while　Ｓ　is
open.　The input signal is converted into ａ pulse
train as shown in.Fig. 2. 14 in the memory cell3｡
　　　　Lethe number of the memory cells be　n,
the time delay of the system is
１’ｚ ｎ∠３　　seconds.
七一口一回¬








Fig. 2. 14 Signals in sampled-
　　　　　　　　delays stem.
－33－
When the input signal is sinusoidal wave of the frequency　£(c/s), that is
　　　　　　　　　　　　e.(t)゜Ｅ　sin 2 t ft　　　　　　　　　　　　　　　　(2.20)
and its one cycle is sampled IX)　times. then
　　　　　　　　　　　　　÷゜゜゜　seconds　　　　　　(2.21)
The sampling error increases as in decreases.　Therefore　ｍ　should be larger
than some value to assure the accuracy.　That ｉ８　，there is ａlower limit for ｌｎ。
　　　　　　　　　　　　　　゜５Ｍ　　　　　　　　　　　　　　　　　(2.22)
M depends on the accuracy of the ■waveform reproducibility required.　According
to the sampling theorem　M = 2　is sufficientto reproduce the original■waveform from
the sampled －data provided ideal filteris used. In the present discussion,however.
ideal filteris not considered and　１／ｉ＝２　ismuch less than is required.
　　The number of the memory cells　ｎ　isalso limited from the economical reason
and from the noise problem.　Therefore
　　　　　　　　　　　　μ≦Ｎ








The adequacy of using　ｆ．ｒ to evaluate the time delay element is also proved in this case.
　　To increase Ａ　Ｎ　should be large and ｌ４ should be small.　Ｎ corresponds
to the number of cascaded stages of the analytical approach.　As each stage of
analytical approach usually contains rather expensive operational amplifiers Ｎ ｉ８
seldom taken more than five, ･while the memory cell of the sampled －delay system ｉ８
usually simple and taking　Ｎ　as large as ａ hundred is not difficult.
　　The magnitude of　M　affects the accuracy
of the reproduction of the waveform of the
signal and has similar effect to the
permissible phase error ♂of the analytical
approach.　By sampling the sinusoidal
signal ａ staircase ･waveform of Fig. ２．15
1S obtained.　As this staircase signal
Fig. 2. 15　Staircase approximation
　　　　　　　　ofsinusoidal wave.
　　　μ，











reasonable to define the distortion of the signal by the attenuation of the amplitude
of the fundamental component of the 日taircase signal.
　　　Dividingａ cycle of the sinusoidal signal into ｌ４ equal intervals at the points
ｘｌ Ｘ゛Ｚ゛‥‥゛ｘｌ４ which are
xi°






























the staircase function ｉ８defined by the next equation.
　　　　　　　　　　　　　　　　　　ｆ（ｘ）＝　sinｘｉ（ｘｉ≦ｘくｘi十ｌ）
















　　゛　　　　　　　　　　　　　　　　　Ｍ　 As = 　sin
　　　　　　　　　　　　　　　　　　　２π
　　　　　　　Ｍ　　　　　　　　２χＡｃｚ一 -　（４ －．COS M ），
　　　　　　Ｚ７「









In fig- 2. 16 1　isplotted versus　Ｍ.　As
will be seen in this figure the amplitude error






into eq. (2.25) the quantity of eval･aation of the
sampled delay system is calculated as
　　　　　　　　　　　　Ａ　＝　－ii－＝　10
　　　　　　　　　　　し2.4.3　MagnetiべTape Time Delay Elements
(2.38)
4 4 j
　　　Thesecond method of the synthetic approach isり
the magnetic tape recording.　The principle
of the magnetic tape time delay element
is considered that of the sampled －
２ Ｊ /〃 15　　　却　　25・　　j∂
　→/｀7
Fig. 2. 16 Amplitnde error　vs.
　　　　　　　samplingrate Ｍ．
delay system.　　The figure of merit of this type of time delay element is　calculated
in ａ similar ｗａｙ･
　　　The■way of the modulation of the signal ０ｆthe ｌｎ∂･gneticrecording is either　AM,
FM, PWM ０ｒ　PCM.　As　Ａ１４　lacks accuracy only　ＦＩりi,PWM　and　PCM　are
considered。
　　　　　　　い)　　Magnetic Recording by FM
　　　The freq゛ency modulation syste° converts the signal into the pulse train. the
repetition rate of ･which is proportional to the magnitude of the signal. The intervals
between the adjoining pulses are the sampling interval. As the modulation factor
in usual FM system is less than 50% the sampling rate ｉ８taken as fo　, the ce:iter
frequency of the modulation.　Then, sampling interval is
△Ｚ 1/f。 (2.39)
and considering eq.(2. 21) and eq.{2.22) leads to
　　　　　　　　　＿Ｌ＞と
　　　　　　　　　ｆ　　‾　ｆ・　　　　　　　　　　　　　　　　　　　　(2.40)
Let　ｋ　bethe maximuin modulation rate the maxim vim frequency of the pulses is
£max　＝　（１　十ｋ）．　ｆ。 (2.41)
which is restricted by the packing density of the magnetic tape.　When the frequency
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●
of the pulses are high the adjoining pulses are unable to discriminate. The maximum
niimber of pulses in one centimeter of the magnetic tape. ■which are recorded and
reproduced ｃｏｌ‘rectly
ｌ





１８１／Ｐｃ゛ ゛ｎｄthe corresponding time interval ｉ８１／ＰＶ seconds where Ｖ is the tape
speed in centimeters per second. The Tnaximum frequency １８then
ｆ　ｍ冷＝　P V
(2.42)




















　　　Onthe other hand the delay time of the magnetic tap" time delay element using






■which gives the quantity of evaluation Ａ．
　　　　１
Ａ＝-ニー--?










The quantity of evaluation is then calculated as
　　　　　　　　　　　　　　　　　A = 333
From this calculation it is known that the magnetic tape ｔｉχχｌｅdelay element is
extremely superior to the analytical approach and the sampled - delay system.
　　　　　　(ii)　Magnetic Recording by　ＰＷλ４．
　　In magnetic tape recording the pulse ■width modulation ｉ８ preferable because this
ｉ８free from the waw and the flutter of the magnetic tape.　　Ａ８the frequency of the
Bawtooth wave foｉ８the sampling frequency of this system eq. (2. 40) holds for this
































For the endless tape of L (cm) long the quantity of evaluation is obtained as
１，ｋ
　Ｚ
Using the specifications of (2. 47) this is calculated as
　　　　　　　　　　　　　A = 125
　　　　　　(iii)　Magnetic Recording by PCM.
　　　Thepulse code modulation in magnetic tape recording may give the best accuracy･
Assume one word consists of Ｎ　bits and the frequency of the pulseｉ８fo(c/s).




Eq.(2.42) is ■writtenin this case as
　　　　　　　　　ｆ。＝　PV
From the above two equations results
PV
MN
Substituting this inequality into ineq. (2. 42) the quantity of evaluation is obtained as
PL.
　　　　　　　　　　　　MN
７　and using the specifications of (2.47) it is obtained that
　　　　　　　Ａ　＝　７２
2.4.4　Concluding Remark
　　　　　　　　Inthe preceding discussions the adequacy of using max　ｘ　ｔｒｎａｘ　asａ quantity to
　　　　　evaluate the performance of the time delay elements has been testified. Whatever the
　　　　　type and the number of components of the time delay element are, it has ａ limited ability
　　　　　todelay quickly changing signal for ａ long time。
　　　　　　　　Itshould also be noted that we cannot extend the conclusion for any frequency of
　　　　　the signal and any length of the delay time. In magnetic tape recording time delay
　　　　　element, for instance, the frequency of the signal is limited by the tape speed as
　　　　　described by meq.(2. 42) ,　The delay time is also limited.　The pimilar circumstances
　　　　　exist for all types of the time delay elements. Therefore this figure of merit is not
　　　　　effective in extreme cases.　The shadowed portion of Fig. 2. 17 is the working domain
???
　　　　　ofthe time delay element.
　　　　　　　　　　　－
２．５　　Variable Time Delay Element using Stroger Relay.
３０）
　　　　　　　　Ａvariable time delay element using Stroger relay ･was
　　　　　developed by the author for the purpose of using in the
　　　　　dynamic analysis of the nuclear power station. ｌｌ!ａ type
　　　　　ofnuclear power reactors coolant flow rate is changed to
　　　　　control the reactor output.　This effects the transport
　　　　　delay of the coolant system ･which plays an important part
ｊ
ａ て




in the dynamic behaviour of the power reactor.　To simulate
the coolant system under this condition the delay time of the time delay element
　　　　　　　　　　　　　　　　　　ヽ
should be varied by ａ signal.　The developed variable time delay element is ofａ
very simple construction yet is of considerable accuracy.
　　　　Fig.2. 18 is the schematic diagram of the
variable time delay element.　The contacts of
two banks of ａ Stroger relay are so connected
that the contact of one bank is connected to that
of another bank one step in advance.　The
capacitors are connected to these contacts.
Ａ ８
Fig. 2. 18　Variable time delay
　　　　　　　　　ｌelement using Stroger
　　　　　　　　　　relay
The driving magnet of the Stroger relay is supplied with the frequency controlled
current pulses by ^which the relay advances the contact at determined time interval。
　　The input signal is sampled by the moving contact of the bank Ａ　ofthe Stroger
relay and stored on the capacitors.　The stored signalｉ８picked up by the moving
contact of bank Ｂ at one step before the moving contact of bank Ａ　erases this
stored signal in.the next period, and is fed to the cathode follower. Let the time
required to advance the moving contact one step be △(sec) and the number of contacts
of each bank of the Stroger relay be Ｎ ，the time･delay obtained is {N - 1)△(sec)｡
　　The driving current pulses are
produced by the circuit shown in Fig. 2. 19.
The repetition rate of the pulses is
portional to the input voltage.　Therefore
the delay time of the variable time delay




Fig. ２．１９　Driving circuit of
　　　　　　　　　Stroger relay･
voltage.　　The specifications of the built variable time delay element are given below：
－39－
Number of Capacitor


















２．６　　Automatic Test Equipment of the Analog Computer 31) 32) 33)
2.6. 1　Introduction
　　　　　　　　Theincreased utilization of the electronic analog computers necessarily
　　　　　demands larger and larger computer facilities.　An analog computer consisting ｏ£ａ
　　　　　couple of hundreds of operational amplifiers is not unusual now.　In these large
　　　　　scale analog computers the testing of the elements becomes ａ serious problem.
　　　　　As the analog computer is constructed by relatively sensitive elements such as high
　　　　　gain dc　amplifiers, high precision resistances and potentiometers and precision
　　　　　servomechanisms. it is not always free from faults.　The testing of the computer
　　　　　elements before using ａ large scale analog computer is.almost unavoidable.　But,
　　　　　asthe testing of all elements ａとevery operation of the computer is impossible, in
　　　　　most cases the improper function of the elements are found only after the obtained
　　　　　results are studied. Any person ■who has ever used analog computer may have
　　　　　experienced finding faulty elements in the computation circuit and replacing them by
　　　　　good ones ofter he has finished running the computer. He has to ，then, repeat
　　　　　thewhole computation.　Should this happen. the efficient utilization of the computer
　　　　　would be greatly suffered.　Ideally before wiring the patch board connection the
　　　　　operator should be familiar with the condition of individual elements.
　　　　　　　　Theautomatic test equipment of the analog computer developed by the author
　　　　　serves for this purpose.　This equipment facilitates the te sting of all computer
　　　　　elements of ａ large scale analog cotnputer in a couple of ten seconds.　The
　　　　　principle of operation of the automatic test equipment is described below.
2.6,2　Automatic Testing of Analog Computers.
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　Multipliers and ｐつtentiometers are
are connected as in Fig. 2,23.
　　　The driving circuit of the Stroger°
relays generates ａ spuare ■wave
which excites electromagnets of the
relays and advances its moving
contact one step for each period of
the square ■wave.　The Stroger










Fig. 2.2Ｉ　Schematic diagram of the
　　　　　　　automatic test equipment of the
　　　　　　　analog coHiputer
in ａ bank are used.　Their moving contacts
rotate sucessively and twice and then stop.　At the
end of the first rotation the switch Ｓ　closes and the
moving contacts rotates for the second time.　In
this period of the second rotation the switches S'
close.　When the second rotation ends the test is
finished。
　　　Duringthe firstrotation of the moving contact
Bwitch Ｓ　and　Ｓa゛re open. and no signals are applied
to the computer elements.　If the operation of the
element is normal its output win be zero.　If
there is any zero driftor oscillation of the computer
element it is detected when the moving contact closes at
,･
Ｊ‘ｒ‘““





this output and AND　gate is opened to send ａ pulse to the
neon tube indicater.
　　　Inthe second period of rotation　dc
signals are applied to the input terminals
of the computer elements so as to yield an
identical output voltage.　　The output
voltages of the computer elements are sue-
cessively compared ■withａ reference voltage
言①
!.２３　Connection of multipliero
　and potentiometers at the test
Fig. 2 Con ection tipliero
　　　　　　　and entiometers t.
by the comparater.　If there is any difference the
－42－
卜W●I
neon tube indicate r is actuated.　Faults such as the failure in power supply and the
incorrect multiplication factor are detected at this second scanning period although
they are xindetectablein the firstscanning period.　Zero driftand oscillation of the
operational amplifiers are vmdetectable in the second scanning period but are detected
in the firstscanning period.　Potentiometers are tested only for the disconnection。
　　　Thecomparater is ａ high gain chopper ’
stabilized　dc　amplifier followed by the
disc rim inater.　The input　－　output relation
of the discriminator ｉ８shown in Fig. 2.24。
　　　As the moving contact of the bank Ｂ　of
the Stroger relay interrupts the circuits
carrying voltages during the second scanning
false pulses are produced at the moment･of
interruption ■which might cause misoperation
of the neon indicater.　The pulse generater
Fig. 2.24　Output －input relation of
　　　　　　　　　discriminator
and the　AND circuit are prepared to prevent this misope ration.　Ａ８ the Stroger relay
advances its moving contact at the moment ■when the current of the coil of the magnet
discontinues, the false pulse is generated at the moment when the multi vibrate r output
falls. Therefore the pulse obtained by differentiating the rising part of the multivibrater
output is applied to the suppressor grid of　6AS 6　to strobe the output of the discriminator
■which is applied to the control grid of this tube. The waveforms of various part of
the circuit･are shown in Fig. 2.25。
　　　The circuit of the neon lamp
indicate r 3 ought to be considerably
simple because they are needed as
many as the computer elements.
The circuit is composed of two
resistors, a neon tube and ａ ger-
manixun diode >which are connected
in ａ■way shown in Fig. 2.26.
When the element under test is
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　　　　　　　　Dynamicsof Computing Servomechanisms. ・
Introduction
　　　Theaccuracy obtainable by the computing servomechanisms is far better than that
by electronic nonlinear computer elements.　The multipliers, the function generaters
and the resolvers are, in fact, the standard computer elements of the　dc analog
computer. However, because of the relatively slow response of the servomechanisms
those computer elements should be carefully introduced into the analog computer
circuits. The dynamics of the computing servomechanisms ought to be thoroughly
understood before using then!in actual computation. The dynamics of the computing
servomechanisms introduce superfluous characteristic roots into the differential
equation to be solved resulting an error in the ＼waveform of the solution.　The study
of the dynamics of the computing servom e chanism s is therefore important both for
designing analog computer and for the analog computation.
　　　Generallythe computing servomechanisms are constructed by chopper circuit,
ac　servoamplifier and two ’phase servomotor, the dynamics of■whichstudied by the
author are described in this chapter.　In the firstpart･of this chapter the frequency
response of the overall system is studied with respect to the gear ratio. the speed －
torque curve of the servomotor ，the friction etc. This study, although not completely
rigorous, gives a clear under standing of the dynamics and ａ design criterion of the
computing servomechanisms.
　　　Inthe second part the transfer function of the　ac　servoamplifier is studied.　The
transfer function based on the transient responee of the carrier modulated system is
derived and its feasibilityfor designing ac compensating network is shown｡
　　　Thelast part of the chapter is devoted to the study of the transfer function of
chopper ’modulated circuit.　The chopper －modulated circuitis a periodically
interrupted electrical network the mathematical treatment of ･which harjbeen known
－45－
３．Ｚ
to be difficult.　The author obtained the transient response of the chopper －
modulated cirruit using ａ small approximation and, by means of the ｚ transform.
derived the transfer function of this circuit.
Frequency Response
　　　Thebandwidth of the computing servomechanisms using two ’phase servomotor
is related to the gear ratio. the motor characteristics etc.　An attempt of describing
　　-　　　　　　　　　　　　　　　--
the bandwidth of the computing servomechanisms by the mechanical and electrical
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　39)specifications ■wasundertaken by Ｔ．Numakura.　His formula tends to give ａlarger
bandwidth than which is actually obtained and ^was not recommended for the design.
purpose.　Another formula for the bandwidth of the servomechanisms ■wa8given by
Ｊ．　Ｆ．Truxal '. His theory takes into account only the upper bound of the motor
　　　　　　　　　　　　　　　　　　　　　　　　　　　●speed andｉ８too simplified to describe the actual bandwidth.
　　　Theauthor has obtained the band －･width from considering the phase plane of the
feedback system based on the rigorous differentialequation and the speed “ torque
curve of the servomotor.
The block diagram of the computing servo-
mechanism is shown is Fig. 3.1.　The
dc　input signal is compared ･with the
voltage from the follow －UP potentiometer
and the difference is modiolated by the
chopper producing an　ac　error signal.
This　ac　error signal is amplified by the　ac
昌
PoT£IITIin≪TEII
Fig. 3. 1　Block diagram of
　　　　　　　　computing
　　　　　　　　s e r vom e chani sm s.
servoamplifier the output of which excites control ■windingof the servomotor.







　　As ａ firstorder approximation the frequency‘】responsesof the chopper －modulated
circuit and of the servoamplifier are neglected.　When ａ sinusoidal signal is applied
at the input terminal of the servoamplifier the output voltage of the follow - up
potentiom eter must change sinusoidally.　As the frequency of this sinusoidal signal
increases'the torque generated and the speed of the motor become vinableto follow
the change and the attenuation and the phase lag of the output voltage o£the follow - up
potentiometer result.　The frequency range in ■whichthe ser vom e chanism follows the
input signal is thebandwidth of the system.
　　　The computing servomechar!ism of Fig･
3. 1 is considered ａ８ａ simple system of Fig.
3.2 which is ａ load driven by ａ servomotor
via ･ａgear set.　　The differential equation of
of this system is written in terms of the angle
of rotation　e, the torque　Ｔ　and the moment





　　　Assvime the load shaft is rotating sinusoidally at ａ frequency　ｆ
amplitude ｘ (%), that is
　　　　　　　　　　　　　　　　　　　　∂　＝　ｊりし　　･sin　　2nf　ｔ，
　　　　　　　　　　　　　　　　　　　　　　　　　　１００

















Denoting the speed of rotation of the motor by Nm gives
　　　　　　ｄ∂　－　１　　　２π
　　　　　　一一一一dt　　　　ｎ　　　６０












Torque generated by motor
Torque due to friction at load shaft











Moment of inertia of load








Moment of inertia of the rotor of the motor ( II　；
acceleration of gravity　　°　９８０





From eq.(3. 3) and eq. (e. 5) we obtain
■where


















The above two equations are written in the next forms.
Nm　＝　　N≪　COS 2≪£t
Tm　°÷Tf sgn (Nj^) - T. sin2Tft　C3.8)
　　　　　　　　　　　　　　Ｔ。　コ　　こ　Jf　　　　　　　　　　ｔＪ,」
　　　　　　　　　　　　　　　　　　　　　lOOgn
The velocity of rotation and the torque are limited by the
speed
’ torque
characteristic of the two － phase servomotor,
･which ｉ８ shown in Fig. 3.3.
















which gives ａ locus in the phase plane.　Ｔ his locus is
ａ discontinuous ellipse as shown by curve　Ｂ　of Fig. ２!．４．
Curve　Ａ　in the same figure ｉ８the speed torque curve
of the two - phase servomotor at the maximum ｅχcitat-
ion .　Should curve　Ｂ　lie inside curve　Ａ　the ｅχ－
istence of this locus is permitted, or eq. (7) and eq.(8)
are satisfied by this system and the motion of the
potentiometer is purely sinusoidal｡
　　　The principal axes of this
ellipse are　Ｎ。and　Ｔ。.　When
gear ratio　n　is small Ｎ。　is
small and　Ｔ。is large. Under
this condition ， the ellipse.Ｂ
penetrates curve　Ａ　as　X, the
amplitude of oscillation. in-
creases.　This is shown in





　　　　　　curve at the maxi･
　　　　　　mum excitation
　　　　　　(A) and phase








Fig. 3.5 Relative position of speed －torque
　　　　　　　curve(A) and phases plane locus （Ｂ）･
　　　　　　　(a)torque saturation ■which ocurrs
　　　　　　　･whengear ratio is small, (b) speed
　　　　　　　saturation･which ocurrs when gear
ｎ　is large the ellipse expands laterally
penetrating curve　Ａ　inａ way shown in
ratio ｉ８large. (c) case of optimiom
gear ratio.
Fig. ３．５(b). The former case may be considered the torque saturation ■whilethe latter
may be considered the speed saturation.
　　　To be more quantitative the relation between the gear ratio and the maxim ＼im
folloAwable frequency at an amplitude ｘ is investigated. The ｍａχimum frequency is
obtained ■when the ellipse Ｂ　contacts curve Ａ as shown in Fig. 3.5(c).
　　For ease of computation the speed －torque curve of the
two ’phase servomotor at the maximum ekcitation is substi-
tuted by a straight line ｃｏ゛万nectingstatic torque　Ｔｌ　and no
load speed ＮＩ゛ This ｉ８shown in Fig. 3.6.　The torque and 心噂
the speed on this straight line are described by the next equat-













Substituting eq.{3. 12) into eq.(3. 11) results
(1・ )n2 + 2―(:!i;F・T.) N・ぺぞ－Tj －Ｔ．s= 0 (3.1 3)
In order that the ellipse is in8ide the speed torque ･curve of eq. (3. 12), eq.(3. 13)
onght to have no real root.　The discriminant should not. there fore, be positive
I)＝(1)’(そ-Ｔ.か(ぷ｡･ﾐ:){(そ－Ｔ･)’-Ｔ．・ト0
This i8 rewritten as
(ジバジ＼右(1居宅y (3.14)
The equality holds ■when ellipse and speed －torque curve are in. contact.　Replacing






The frequency　f　satisfying the equality in the above ineq.(3. 15)


























The frequency satisfying the ineq.(3. 15) is in the left
side of the curve of Fig. 3.7.　The gear ratio is
divided into three domains by this curve.　In the
domain above the curve the speed saturation takes
place.　In the domain under the curse the torque
saturation takes place.　The third domain which






Fig. 3.7　Optimum gear ratio









1500 rpm and ＴＦ °Ｚ００
gr. cm.
makes the servomechanism being able to £ollo＼wthe sinusoidal signal of which frequency
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｌ
is given on the abscissa.　轟iｓ quite reasonable that the region of foUowable frequent:'ｙ
increases as amplitude　ｘ　decreases.
　　　Themciximum obtainable frequency max　for ａ given amplitude　X (%) is represented








The equation describing the curves of Fig. ３．７is obtained by introducing eq.(3.9)
and eq.(3. 10) into ineq.(3. 14) as sum㎞ｇ equality, ･which is
)≒‘＋(脊)≒ｓf’一首(1く今)・＝o　C3.16)




Eliminating ｘ from the above two equations ■wefinallyobtain the maximum frequency








This is shown by the broken line in Fig. 3. 7. As f max increases the curve asymp-











This result offers ａ short-cut of estimating optimum gear ratio of the servomechamism 3.
３．３　　TransferFunction of AC Servomechanism and Compensation Networks.
3.3. 1　Introduction
41) 42) 43)
　　The computing servomechanisms are usually ac　servomechanisms which are
composed of chopper-modulated amplifiers and two -phase servomotors. That the　ac
servomechanisms are preferred to　dc　servomechanisms is chiefly from the economical
　　　　　　　　ｔ
reason.　Aci&ially the frequency response of the ac　servomechanisms is limited by
carrier frequency.　It has been shown the maximum frequency of the signal thatis
transmitted by carrier ’modulated channel ｉ８one fifthof the carrier frequency.
４７）
Another demerit of the　ac　servomechanisms is that the compensation circuit is
less easy to design.
　　　Ａ method of compensating ac
　　　　　　　　　　　　　　　　　　　　　　　　AC tr？｀４Ｚ　叩WDul-
6C　DC c゛きfFｒｇ’pc吻匈£ａＴ･-|HC^Jf^
servomechanisms is shown in ijlot^　　　illtN
Fig. 3. 8 (a), where　ac signal




Fig, 3.8　Compensation of ac servomechanism s
　　　　　　(a)dc compensation, (b) ac compensation
－51－
　　　　　dc　signalis fed into conventional dc　compensating circuit and then modulated
　　　　　again.　The ino8t usual way of the compensation is, however, the ac compensation
　　　　　shown in Fig. ３．8(b) as this is more economical.
４４)
When an ac compensation
　　　　　network is Included in　ac　servoamplifier its transfer function ｉ８no longer simple.
　　　　　Should the transfer function of the carrier ' modulated systexn. be explicitly formulated
　　　　　the　ac　compenRation will be more feasible and the　ac　sevomechanistns wiU ｂｅ･
　　　　　ableto find more applications.　In this chapter the transfer function of　ac　servo-
　　　　　iziechanisms is formulated in ａ similar form of conventional transfer function.
　　　　　　　　Thetransfer function of the carrier －modulated system has not been given in.
　　　　　definiteform. That is. instead of transfer function ａ simple frequency response
　　　　　considering the envelope of carrier modulated signal has been used to discuss
　　　　　thedynamics of the ac　servo systems.　The measurement of the transfer fvinction of
　　　　　thecarrier －modulated system is therefore done by using sinusoidal signal to
　　　　　modulate carrier wave and observing the amplitude and the phase of the slightly
　　　　　distorted modulated wave.
　　　　　　　　Theauthor had been suspicious of this method of discussing the envelope of the
　　　　　carrier －modulated signal and derived the transfer function of the system from the
　　　　　transient response･ ．As the result he concluded the p&rvious method based on the
　　　　　envelope of the signal is not adequate and the relation of the demodulated signal to
　　　　　themodulating signal should be considered. The method of calculating the frequency
　　　　　response of the carrier modulated system by　Ｄ Morris
４５)ｃｏｎｓｉｄｅｒｓ
this relation.
　　　　　andis valid from the authors view point.
３．３．Ｚ　TransferFunction Calculation
　　　　　　　　Theforward elements of the ac
servomechanisms is shown in Fig. 3.9.　　C't) ，ｇ。ａ‘゛'ｇ７ご7｀‘わ　　a･･t)じむ;;ｓlj
In this diagr万am e(t) and m(t) are dc
紆こ禰Ｔ‾≒二言‾之
signals and Gi(t) and　9o(t)　are
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Fig.3,9　Foward elements of
modulated signals. The present interest　　　　　　　　ac　servomechanisms
is in the transfer function of converting
e(t) into ni(t)･
　　e(t)・ｉ８considered an arbitrary function of time and the corresponding output
m(t) is to be obtained. Let ｉ。the angular frequency of the carrier signal.･then the







Denoting the Laplace transform of ei(t) and e(t) by @i(s) and E(s) respectively.
■we obtain
くｇ）ｉ（ｓ）＝ （t）ｅ‾ｓtｄt゛ 1［Ｅ･（ｓ十jωｏ）十ECs-jωｏ）1　　C3.21)
If　H(8) is the transfer function o£ ac　network concerning　dc　signal the Laplace
transform of the output of this network ⑧。(s) is given by
　　　　　　　　　⑥・(s) = HCs)･＠i（ｓ）＝士Ｈ（ｓ）［Ｅ（ｓ＋ｊω・）＋Ｅ（ｓ－ｊω・）ＴＩ　(3.22)
The inverse Laplace transform of⑧。(s) is
　　　　　　　1∂ｏ（t）＝＝i7i H(s)[Ｅ(ｓ･十jωｏ十E (s- jftio)]･ｅｓtds (3.23)
　　　　　　　　　　　　　　　　　　　-joo











( 3.2 4 )
( 3.2 5 )

















( 3.2 7 )
M(s) = M {jω。十(ｓ-jω。)|













( 3. 2 9 )
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Ｓ４
using these formulae H(s) is expanded 4nto the following fottw･winff'aJternative forms




















( 3.3 5 )
(3.3 8)
奮
As M(s) is ａｚΞ!even£＼anctionand N(s) is an add function it is shown that
M(jωo). M'CJwo).………，12!)(jgjo)…………, N' (jwo)･N*"Cja.o).･･-……ヽ，
M'(jω.), M!３）（jω.）.……，Ｍ（2°゛1）（jω･），……. N(iω･），Ｎ″（jω･），……，
　　　　Ｎ!２°）（ｊω．）．………
are imaginary numbers, hence following relations exist.
　　　　　　Ｍ（2°'Cjo,・) -N'^-'Cjo.・)=M<^≫> (jo.・）十Ｎ｛２’｝（ｊω・）
　　　　　　Ｍ（２“１）（ｊω・）－Ｎ（２°゛１）（ｊω・）＝－Ｍ（２゛１）（ｊω･）＋Ｎ（２°゛１）（ｊω･）





Substituting these formulae into eq. (3. 30) amd eq.(3. 3J), we obtain the integrand





























The output of the demodulator　ed(t) is
　∂d（t）＝∂。(t) COS(ω。t十φd）
　　　　　　　　＝1C。eCt) (cosCφ。－φd）十Ｃ（２ω。ｔ十φｏ十φd）｝
　　　　　　　　十音ｃｌ e'ct)しin（φ1－φd）十sin (2ωot +φ１十φa）y･


































｀‘゛."henthe frequency included in e(t), e'(り, is less than ｆｏ the output signal








This is the response of the carrier-modulated systems.
of this equation takes the next form
　　　　　　　　　　　　　　M(s)=　G(s) E(s)
from ･which the transfer function of this system is obtained.　The transfer function.
of the carrier ，modulated system is then
　　　　GCs)=-i-C。cosCφ。－φd）十手c. ｓsin (.φ１－φ４）十光Ｃ２ｓ２COS Cφｓ－φｄ）
　　　　　　　　　十j^ Cj s ≫si n Cφs‾φd）十………十i7ねn)! C2・ s'" cosCφ，Ｉ－φd）
　　　　　　　　　十i7でΞ175TC211＋1 s sinCφ2n+l~φd）十………
Let　φｄ＝Ｏ as ａ particular case the transfer function redu･こes to
G, Cs) =^{C。ｃｏｓφ。十Cis ｓinφ１十六Ｃ．ｓ２ｃ。ｓφ。
　　　　　　　十iijTii' C2叶l ｓ2°十lｓinφ2a。1十…………　}
Using the following relations ■which are derived form eq.(3.35)




　･whenφd = %as ａ next example the transfer function is
　　　　　G. Cs) =i- (n(jω。）十古ｓＭ’（ｊω。）十六s2N″（jω。）十…………
The general transfer function of ac　servomechanisms of eq.(3.42) is ■writtenin
terms of these two transfer functions　G,(s) and　G (s) as
　　　　　　　　　GCs) = GiCs) cosφｄ十G, (s) sinφd
Usuallyφd　is taken equal to ４，to maximize static gain.
fmiction is
　　　　　　　　　　　　　　GCs) = Gi C8)cosφ。十G. (s)sinφ。
3.3.3　Example of Calculation.
( 3.48 )
　　　The transfer functions of carrier - modulated systems consisting of typical　ac































By eq. (3. 45) and eq.(3.46)　　　　　ｓ　l　　l　　s'　　　ｓ４
　　　　　　　　　　　　　　　　　６・(8)=こ７は‾こけＪ…………｝
･・（・）居｛士るこぎi…………l
Gi Cs) = { ―cosφd十ｓi・φd｝ＧＩ（ｓ）I（3.51）




The phase of demodulation signal φｄconsiderably affects the property of the transfer
function. Whenφｄ is zero　G(s) has the property of the phase -lead network, while
whenφｄ is　ｇ／２　ithas the property of the phase －lag network.
　　　　　EX. 3.2


























　　　Thebridged Ｔ and the twin　Ｔ　circuitsare commonly used as phase compensation.
network in　ac　servomechanisms.　The transfer fimctions of these circuits are derived
by the method described in this chapter.
　　　The　dc　transfer function of the bridged ・Ｔ
































Fig. 3. 11　Twin －Ｔ compensating
　　　　　　　　circuit.
ＣＯＳμ－
　　　　　λ1十ｊ　　　’　　　　　　λ２十ｊ　　’｀‾and referring the result of theprevious section lead to the transfer functions of






















By inspecting the coefficients of　ｓ/ω。inboth transfer functions the phase leading
property of the bridged Ｔ circuit is ｏｂｖioぬ．
　　　　　EX.3.4
　　　Thetwin　Ｔ　circuitof Fig.　３．１１is also
ａ common compensation circuitin ac　servo





H(s) is expanded into following partial fractions.
■where








　　　　　　Bycarrying out the ｓiごnilarcalculations to those of Ｅχ。3.3 the transfer fioactioiis
　　　　　　areobtained as
　　　　　　　　　　G,(s) = 0.2 2 3(;:^)-0.111( ―)* －0.063 （ま）sナ…………　　　　　　( 3.6 9 )
　　　　　　　　　　　　　　　　　　　　　　　　　Ｓ　２G,(s) = _o.O7 4 3(―)十………　　　　　　　　　　　　　　　　　　　　　　　　　(3.70)
　　　　　　　　　　　　　　　　　　　　　　　　　ωOItis not at all difficult to calculate coefficients to highe r orders of ｓ，but, since
　　　　　　angularfrequency of interest is always less than ω。the first few terms are
　　　　　　sufficientto ＼xnderstand the dynamic properties of the carrier modulated systems.
3.3.4　Concluding Remark
　　　　　　　　Thetransfer function of the carrier - modulated system ha.8 been imder stood
　　　　　　fromａ vague analogy to the relation of transfer function to frequency response･　.
　　　　　　From the result obtained in this chapter the frequency response approach to the
　　　　　　carriermodulated system ｂｙ’Ｄ. Morris is justified. while the theory considering the
　　　　　　envelopeof the iiiodulated signal is not supported.
　　　　　　　　Forinstance considering the transfer function of ac　servoamp!ifier of Fig. 3.９
　　　　　　concerningthe input signal 0f the chopper circuit to the output of the ａ°plifier
46）
is not adequate.　If this is the case, ei(t)･and　ｅ。(t) subject to ａ sinusoidal signal
of e(t) are





sin（ω。十ω11 - s in Cω。－ω）t｝
∂。（t）＝1 E。［Hi s in ｛（‰十ω）ｔ十φ,}-H,sin{Cω。－ω）ｔ十φｌ｝］
H1°H2°　Ｈ
φ1－φ2

















relation of eq. (3, 73) does not hold and the envelope is even undefined.



















in ･which　ｓ　is considered real number.　By putting　ｓ = jfl>　eq.(3.74) and eq.(3.75)
reduce to the frequency response obtained by Ｄ． Morris.　　　　　　　　　　　　，
Transfer Function of Chopper ‘ λ／ｉｏｄｕｌａｔｅｄＣｉｒｃｕｉｔｓ４
8) 49) 50)
3.4. 1　Introduction.
　　　　　　　　Small ac　servomechanisms including computing servomechanisms. automatic
　　　　　ｌ?alancinginstruments, χ Υ　Γecorders and fire control equipments unexc eptionelly
　　　　　use choppers in the input circuit of the servoamplifier. To understand the dynamic
　　　　　behavior of these　ac　servomechanisms it is necessary to know the transfer
　　　　　functions of the elements constructing them. Among them the dynamic property of
　　　　　thechopper - modulated circuit has not been ■wholly understood.
　　　　　　　　Asthe chopper －modulated circuit is ａ periodically interrupted electrical
　　　　　　networkand is not describable by ａ simple ordinary differential equation of constant
　　　　　　coefficientsthe transfer function of this circuit is not obtainable by ａ conventional
　　　　　　method.
　　　　　　　　Thereason. that the dynamics of the chopper －modulated circuits have begun to
　　　　　　attractthe interests of electronic engineers may be attributed to the recent develop-
　　　　　　mentof the analog computer. The author has been trying to improve the dynamic
　　　　　　performance of the servo multiplier and began studying the transfer function of the
　　　　　chopper modulated circuits.　The study of the transfer function of the chopper －
　　　　　　modulatedcircuits is extremely important as this circuit is the only part of the
　　　　　　servomechanisms to be investigated for improving the response of the ■whole system.
　　　　　　　　Severalstudies on. this problem are recently published
５1) 52) 53) 54) 57) 58) 59)
　　　　　　by■which the author was very much encouraged. In those papers the dynamic s of
　　　　　　thechopper circuit are discussed in terms of the frequency response.　As this is
　　　　　　lessstraight forward the author has attacked the problem from the time function;
　　　　　　thatis, by calculating the transient re sponse of the chopper －modulated circuit
subject to arbitrary input signal and taking its Laplace trans^^rm after some
approximation. Although it is not readily determined as to ･which ■way of approach
is superior. the frequency response approach is preferable for complex circuit
　　　　　　whilethe time function approach is more suitable to study the　dc　gain and the
　　　　　　effectof the circuit constants to the transfer function of the less complex chopper
’
　　　　　　modulated circuit.
3.4.2　Transient Response of ａ Simple Chopper － Modu-
lated circuit。
　　　The input circuit of ａ simple chopper amplifier is
shown in Fig. ３．１２．　The mechanical contact　Ｓ
interrupts the signal applied through ｒ　at the mod-
ulation frequency fo.　　The input signal　f(t) is
converted into　ac　voltage, the waveform of ■which is
calculated in the following ｗａｙ･





　Let the duration while　Ｓ　isopen be Aiseconds and that while　S　isclose be ＆２







respectively.　The circuit equations for each　　　　　　r c　　　　　　　　ｒ　　　ｃ










For the circuit when　Ｓ　isclose
(3.78)
where　V,　ｅ　and　ｉ　are the voltages across Ｃ and Rand the current in Ｒ when
Ｓ　is open and　ｖ’，e' and　i' are those when　Ｓ　is close。
　　　The waveform of the input signal　f{t) is approximated by ａ staircase function as
shown in Fig. 3. 14, which takes constant value for the time interval of A and
does ａ sudden change at the moment of interruption of the chopper.　Under this







Fig. 3. 14 Approximating
　　　　　　　　inputs ignal by
　　　　　　　　staircase function
































The ■waveform of this chopper circuit is alike one
shown in Fig. 3, 15.　Denoting the voltage across
Ｒ at the moment immediately before the contact Ｓ
closes at the　ｎth　interruption period by　en　and
ｔｈ辱ｔat the moment immediately before Ｓ　opena
by　en' ’the initial values Vo　and　-o"　in the
above solutions are written ａ８
ＶＯ　° ’ｅｎ’－１
ｖｏｌ° ｆｎ - ken
according to the fact that the electric charge of
the capacitance is unchanged at the moment of
the interruption of the circuit unle s 3 infinite
current is allowed.
Ｓ゛bstituting eq.(3.82□nto eq.(3.79) and｡let　t = n A + Ai , we obtain
ｅ，＝÷（ｆ．十e ,_, ) ekT
Similarly, substituting eq,(3.83) into eq. (3. 80) and let t = (n+ 1)△, we obtain
　　　　　　　　　　　　　　　　　　　＿企
　　　　　　　　　　　ｅ。’＝（ｋｅｎ－ fn ) e　　で　　　　　　　　　　　　　（3‘85）
These two equations make ａ non - homogeneous simultaneous difference equation
which may be reduced ｔ６ the following equations.
　　　　　　　　　　　　　　　　　　　　　　　　　血１　　　　　△１１ -　　　　　　一一-
　　　　　　　　　　　　　　ｅｎ－λen-1 = ― e　ｋｒ（ｆｎ－ｅ　ｒ ｆｓ｡１）　　(3.86 )
　　　　　　　　　　　　　　　　　　　　　　ｋ　　。、
　　　　　　　　　　　　　　　　　　　　　　　　　。　　　　　　△１
　　　The solution of the nonhomogeneous difference equation is obtainable by the
following method. ^n, ｅｎ’ａｎｄｆｎａｒｅconsidered staircase fiinction of　ｔ　･which
take constant value s for the time interval of △as shown in Fig. 3. 16; that is
55）











ｙ〔e (t-△）〕= Z-' e'cs)
Ｊ〔ｅ（ｔ-△）〕＝Ｚ？Ｆ（ｓ）
　　　　●　　　　　　　　　Ｚ　＝　e
is the shift operater.
Ｓ△
Fig. 3,16　Considering






Now the difference equations of eq. (3. 86) and eq. (3. 87) are Laplace - transformed
































In this result ■we see the output voltage of the chopper -･modulated circuit .has different
transfer functions as to ■when　Ｓ　isopen or close.　This fact had been unrevealed
until Ｔ． Numakura expe rim entally verified.
54) 56)
He used an assumption to explain
the phenomenon which was not supported by the theory.　　The result obtained above
clearly explained the experiment by Ｔ．Numakura.
　　　The transient response of the chopper －modulated circuit is obtainable by expanding


























which are shown in Fig.　３．１７．　This result agrees to the result obtained by Okazaki.






























































Fig. 3. 17 Step response of the
　　　　　　　chopper －modulated
　　　　　　　cirauit of Fig. 3. 13.
(b)
ざ
　　　Ｆig. 3. 18　Frequency response of
　　　　　　　　　　　　thechopper “ modulated












The frequeny responses calculated from the above
equations are plotted in Fig. 3. 18.　The experimtal
results are also shown in this figure. which con-
siderably agree to the theoretical curves.
The Lissajous,' figures observed when measuring
the frequency response of the chopper －modulated
circuit are shown in Fig. 3. 19.　In these figures
thin ellipses declining to the right correspond to
e(t) and the thick ellipses declining to the left to
e'(t).゜The different character of the frequency
responses 6f　e(t) and　e'(t) is clearly obser-
vable from･these figures.
　　　　Fromthe frequency response plots of
Fig. 3.18 the phase -leading property of　Gi(s)
may be observed. As the matter of fact for
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by using the following approximation
　　　　　　　　　　　　Z'lg　1－ｓ△ C3.108) .
Ｔ
０， the time constant appearing in these approximate transfer funcμons may be con.














　　Fig. 3.20 Time constant of th.e
　　　　　　　　　chopper － modulated
　　　　　　　　　circuit of Fig. 3.13
　　　　　　　　　as a function of the
　　　　　　　　　time constant　　of the
　　　　　　　　　circuit.







The dependence of To on the time constant of the
circuit　RC = r　　is described in Fig. 3.20 in
･which it is taken that △１＝△ｓ＝△／２．　Usually




satisfies many cases.　This is ａ useful formula
as it gives general idea on the response time of
the chopper － modulated circuit a. , the index of
the phase -lead in ｅｑ･.{3.106) is given by
１１－ｅ-(乱゛ｊy‘)
√岩-。-(まぷ壁)
The dependence of ｇon ７ is shown in Fig. 3.21
･when.^,=△２゛％　The following approxi°ation again h°Ida ･when 7 is larger than△
に」唾Ｌ
　　　　The balanced －type chopper －modulated circuit of Fig. 3.22 is often used.
The transfer function of this circuit is Gi(s) G2(8) as the output of this circuit is
ｅ 一e'.
　　　　Finallythe transfer functions of the chopper　modulated circuit of Fig. 3.23 １８




which resemble the transfer function of the chopper ’modulated circuit of Fig. 3. 12
( 3.11 3 )
( 3.11 4 )
3.4.3　Non －resonant Chopper ’Modulated Circuits
　　　　　　　　Generallythe chopper －modulated circuits
　　　　　are classified into two types. namely resonant
　　　　　and non - resonant chopper -modulated circuits.
　　　　　The chopper －modulated circuit consisting of the
　　　　　capacitors and resistors described in the previous
　　　　　section are of non －resonant type, ■whilethe circuit
　　”　　　　　　　　‘Tli
Fig. 3.2 1　Index of phase －





using an input transformer tuned by ａ capacitor at the
frequency of the interruption of chopper belongs to the
resonant type.　　The waveform of the output of the
circuit of both types are shown in Fig. 3.24.　The
difference between the ･waveforms of the resonant
and non －resonant chopper －modulated circuitｉ８
that the former changes oscillatory while the latter
changes monotonically during the interruption
period.　From this reason different methods
of calculating the response of the chopper
circuits have to be used depending the type
of the circuit.　In this section the transfer








Ａ simplこｊ chopper “
modulated circuit.
　　　Consider ａ contact　Ｓ　interrupting ａ branch of an electrical network consisting ｍ
capacitors and inductances and a certain niomber of resistances.　Ａ signal　£(t) is
applied to this network as an input.　Let A<re：■>resent the period during ■which Ｓ
is close and u 2,　ｕ２１　。；‥．　ｕｍ　denotethe voltage drops of むｈｅcanacitances and






open is ■written as △２ and the voltage drops of
the capacitances and the currents of the in-
ductances >when Ｓ　is open are denoted　ｕ１゛
　　　　　　　　　　　　　　　　　　●　　　　　　　　　　　　　　　ｌ
U2',....゜. um' as well.
ドレ斜







conserved at the instant of the interuption of
the switch unle s s infinite current or infinite
voltage is allowed (which is unusual case)








(a) non －ｒ esonant circuit.
(b) resonant circuit.
used for solving the circuit equation at each interrution
period are those value s at the moment immediately before the transition of the switch.
　　　Thesolution of the circuit equation ･when　Ｓ　isopen is given in the followin g
equation.　In solving the circuit equation　f{t) is replaced by a staircase function as













( 3.1 1 5 )
･where < i^(t)　is the indie ial response of　ｕ　tothe input signal when initial values of
ui,　ｕ2，‥‥，ｕｍ　are zero″a ij(t) is the solution of u.　when input signal and intial
values of all　ｕ゛ｓ　ｅχceptthat of　ｕj are zero and the initial value of "j　is unity,
and　ｕ 10. ^20. ･･゜”゛ｕｍｏ are the initial values o£ ｕl，ｕ2， ｕｍ　■which are
the values of　ui'.　ｕＺ'･・・・・１　臨　immediately before the contact Ｓ　opens. The
origin of time in the above equation is taken at the moment of transition of the switch.
when ･we denote
tfi j (△１）＝＝（ｚｉｊ
αｉ　（△, )= rf i
｝
(3.116)
the value s of Ul.　ｕ２１・‥‥ｌ　"m　at t = ^1　・　ｕｌｎ，ｕｌｎ゛ｕＺｎｌ'‥‥″ｕｍｎ are
























( 3.1 1 8 )
｀″here /'ij“ｌｄ p . have similar meaning t°（ｇり･and “ij　．
　　Now　u u ゜”ｕ°　ｅｔｃ°are represented by vectors ゛and CU ) etc°

































from which the following difference equations are obtained.
気　一Ａ ・Ｂ
―≫
。１＝　ｆ。．ｄ＋Ａ･７ (3.1 2 1 ）
　気－Ｂ・Ａ．で. -, = f。(B 'H+a )　　　(3.1 ２２）
気ａｒｅ now assumed staircase functions taking･constant values for an.
→　　　　七
"n　and　ｕ･
　　　　　　　　　　　　　　　　　　　　　　　　　　９　　－interval of△（　＝△１十△t ) and their Laplace transforms are written U(s) and U'(£i).
Then, by taking the Laplace transform of the difference equations of eq.(3. 12 1) and





■where Ｅ denotes unit matrix.
　　　-1　→０十ｚ Ａ･β）
０・。＋7）
( 3.1 23 >
(3.124)
　　For the single ended chopper －modulated circuit the amplitude of the output signal
is ( u十u' ) 12.　The transfer function is then
G（ｓ）＝1（ＧＩ（ｓ）＋Ｇ２（ｓ）） (3.125 )
In general the output voltage of the chopper －modulated circuit is represented ｂ７ａ
linear combination ｏｆｕｉ'Ｓ　and　ｕｉ;'．ｔｈａｔis
Ｅ　＝ΣＣ ｉｕｌ ＝　C' . u
Ｅ’＝ΣC'iu'l = C". ^″
｝
(3. 126)
　　　　　The transfer functions of this circuit are then
　　　　　　　　　　　　　　　　　　　　→ｔ　　→H,(s)三 Ｃ ＧＩ（ｓ）
　　　　　　　　　　　　Ｈｚ（ｓ）＝ミ1●罵２（ｓ）　　　｝　　　　　　　　　　　　　　　　　（３● 127)
　　　　　　　　Thuswe have derived ａ general form ofｉﾆhetransfer functions of the non - resonant
　　　　　chopper －modulated circuit.　The calcu!ation of Ａ， B, ≪　and　Ｂ　is not easy in
　　　　　practical cases.　Although they are readily obtainable in the forms o£ｐ　function
　　　　　･whatwe need are　ｔ　functions.　The use of the analog computer is highly recommended.
3.4.4　Resonant Chopper -｀ｌりIodulatedCrcuits.
　　　　　　　　Theresonant chopper ‘ modulated circuit using input transformer and tuning capacitor
　　　　　such as is shown. in Fig. 3.25 has ａ certain amount of gain and al8o produces ａ sinusoidal
　　　　　waveform.　The output siganl ０ｆthe resonant chopper - modulated circuit is as shown
　　　　　１ｎFig. 3.23 (b) and the amplitude of the waveform
IB no longer 】represented by the magnitude at the
transition of the switch as ･was done for the non －
resonant circuit.　It ■was decided, therefore, to
represent the amplitude of the modulated wave by
the magnitude o£the signal at the middle of the
interruption period. When Ｑ　value
硝ぷ
Fig. 3.25 Ａ resonant chopper －
　　　　　　　modulated circuit.
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of the circuit is sufficiently large the output ■waveform is nearly sinusoidal and this
approximation holds good.
　　　As shown in Fig. 3.26 the magnitudes
of the voltages of the capacitances and the
currents of inductances of the resonant
chopper “ modulated circuit ■when the contact




following equations are obtained by ａ similar　　　Fig. 3.26

























( 3.1 3 0 )
　　　　　　　　　　　　　　　　　　　　　　　　　　　→＊　　　　→＊
The transfer functions of　u
，









( 3.1 3 1 )
(3.132)
These are the general forms of the transfer functions of the resonant chopper ’
ｎ】odulated circuit。
　　　As an example the transfer function of
the imbalanced resonant chopper - modulated
circuit of Fig. 3.25 is calculated.　The
equivalent circuit is shown in Fig. ３．２７．
The circuit equations are
Fig. 3.27　Equivalent circuit of the
　　　　　　　　　chopper ’ modulated
　　　　　　　　　circuitof Fig. 3.25.














C 3.1 3 6 )
where　ｕ　and　u' are the voltage - drops of the capacitance and　ｖ　and　v' are the
currents in the inductance.　Eq.{3. 133) and eq.(3. 134) are now Laplace transformed









( 3.1 3 7 )
( 3.1 3 8)
By taking the inverse Laplace transforms of U(3) and V(s) following members of





























































































Assuming　Ｑ）１　，　and Ｑ／ｋ〉ｌ　，　and putting　ｔ　＝△ｌin　eq.(3. 139) -
　　　　　　　　　　　　　　　　　　　　　_。　　　　＿．





















Substituting these into eq.(3. 123) and eq.(3. 124) and then into eq.(3,13りand eq.(3. 132)






























































































ぐ3.1 5 9 )
( 3.1 6 0 )
( 3.1 6 1 )
(3.162)



















The indie ial response of the output voltage of this circuit is
　　　　　　　　　　　u(t) =　Ｋ（1十“）･１μ' -kct
　　　　　　　　　　　　　　　　　　　ｎ　　　ｉ戸ｏ
　　　　　　　　　　　u'(t) = K' i:　　μ｀
　　　　　　　　　　　　　　　　　　　ｉ＝ｏ
　　　　　　　　　　　for　　　ｎ△くｔ≦(n+1)△
These results were calculated forａ particular case whrre
　　　　　　　　　　　　　　　Ｑ　　＝　８０　　　，　　　ｋ　　＝　　32.4
and are plotted in Fig. 3.28 together with the analog computer results.
　　　　Thestatic gains of this resonant chopper‘
modulated circuit are also obtainable from the













































･which approaches unity as　Ｑ　increases.
　　　Theequivalent time constant of this re sonant
chopper circuit is calculated by the simlar･method
used for the non －resonant circuit as follows.
　　　　　　μ△　　　　　　△To =　-　こ=　　　‾　－１－μ　　　ｋ・１
　　　　　　　　　　Q-iO.li-32.t









Ｉ C3.17 1 )
　　　　　　　　　　　　　　　　　　　　　　　　　　ｅ
In Fig. 3.29 the dependence of　Ｔ。／△　on　Ｑ　isshown for different value s of ｋ．
As Ｑ becomes larger the response of the circuit becomes more sluggish.　When Ｑ





(k+1 ) ic (3.1 7 2 ）
This result ･was previously obtained by H. Tohma　■who derived the transfer function
from the frequency response of the circuit.
53)
　　　Finallythe frequency response of this resonant chopper circuit is calculated from






















　　( 3.1 7 5 )
　　( 3.1 7 6 )
(3.1 7 4 ）
The trequency response calculated from these
equations are plotted in Fig. 3.30 ■withthe results
obtaindd by the analog computer。
　　　Asａ next example the balanced type resonant
chopper - modulated circuit of Fig. ３．３１ is considered.
In the balanced circuit it is equivalent to consider the
input signal changes its sign at every　ム／２　seconds,
that is, the input signal shown in Fig. 3.32 is applied to
the circuit of Fig, 3. 27 (a).　The results of the
calculation are as follow.
　　　　　　　　一冊

























































































The time constant of this balanced circuit is
　　　　To ゛大二　べsit　　( 3.18 3
　　　　　　　　e　Q　－１
　　　　■whichagrees with the result obtained by　Ｔ。Numakura.
3.4.5　Analyzing the Response of the Chopper －Modulated
Circuits by the Analog Computer。
　　　Inthe preceding sections the approxi-、
mate formulae of the transfer function of
the chopper －modulated circuits were
described.　In testifying the theory
transient response calculated by analog
computer is used rather than than the
experimental results obtained by actual
chopper circuit.　As the analyis of the
transient response of the periodically
interrupted electrical network by means
０ｆanalog computer is of particular ｉｎこerests
and has ａ wide range of applications、 the
outline of the way of analysis is described.
?ー?? ?
3｡182 )
Fig. 3.3 １　Balanced type reso。
　　　　　　　　　nantchopper “ modu･
　　　　　　　　　　latedcircuit.
Fig. 3.32 Waveform of the equiva
　　　　　　　lentinput signal.
　　The theory of the network simulation is applied in this case, ＼"J
too.　The block diagram of the non －resonant chopper circuit
of Fig. 3. 13 is shown in Fig. 3.33.　As switch　Ｓ　interrupcs
the circuit periodically the circuit configuration alternates
between Fig. 3. 13 (a) and (b).　This is also represented on the
block diagram.　The initialconditions are alsu satisfied･as the
outputs of the integraters　e. ｅくｖ and v' remain unchanged at














not simulated during S　is open ，but this does not affect the voltage of the capacitor
which is wanted.　The analog computer circuit
corresponding to the block diagram is shown in Fig.
3.34.　The relay amplifier is used to operate the
switch.　The circuitis shown in lower part of Fig. 3.34。
　　　Theresonant chopper －modulted circuit is also
analyzed on analog computer circuit.
The block diagram and the analog computer circuit
of the resonant chopper circuit of Fig.　3.27 are shown in












　　　　　　　　Someof the analog computer results are shown in Fig. ３．３７and in Fig. 3. 38, the
　　　　　　former showing the response of ａ non - resonant chopper circuit and the latter
　　　　　　showingthe response of a resonant chopper circuit
　　　　　　bothsubject to the sinusoidal input signal.
3,4.6　Concluding Remark
　　　Inthis part of the chapter the approximate method　佃
of calculating the transfer function of chopper －
modulated circuitsｉｓ･presented.　The basic
idea of this approximate method is the use of the
staircase function having the interval equal to the
interruption period o£the chopper.　By replacing the
input function　f(t) by the staircase function non －






　　　　　　　　　circuitof Fig. 3. 2T.
also by considering the variables other staircase /'(-'
functions of time the Laplace transforms of these
difference equations are made possible. As the
matter o£fact this app r oxim ation.admits error
■whenthe frequency of the input signal becomes
comparable ■withthe chopper frequency.　Since
the chopper amplifier is not supposed to transmit
the signal of ■whichfrequency ｉ８comparable with



































Fig. 3.38　Analog Computer Solution of Resonant Chopper Circuit.
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　　　　　　NewComputation Techniques by Analog Computer.
４．１　　Calculationof Frequency Response by Analog Computer
60) 61)
　　　　　Frequency response is often more conveniently used than transient
response when discussing the dynamic property ofａ physical system.　As
the primary purport of the analog computer is to obtain the transient res-
ponse of the physical system by solving the differential equation of the
system. it has been believed that the calculation of frequency　response is
not suitable for analog computers. The calculation of the frequertcy response
is, however, by no means iSpossible. There were ａ few methods for this
purpose･
　　　　　The first of them is to build a simulation circuit on the analog com-
　puter to which ａ sinusoidal signal is applied as input and to measure the
　amplitude and the phase of the sinusoidal output signal. The demerit of
　thismethod is that it often requires ａ larger bandwidth than is obtainable
　by the analog computer circuitk
　　　The second method of calculating frequency response on the analog
　computer is the changing of the time scale factor of the analog computer
　circuit with the sinusoidal input signal of ａ constant frequency. thus changing
　apparent frequency of the input signal. The latter is superior to the former
　because of the fact that the variable frequency oscillator i8 unnecessary･
　　　Ｔｈｅ･thirdmethod developed by the autor is baaed on the transient
　response of the system obtainable by the analog computer･
　　　The transfer function Ｇ (s) of ａlinear system is reposented in the form
　ofthe frequency response　Ｇ (jw) as
　　　　　　　　　　　　Ｇ（jω) = f W it) e ' dt　　　　　　（4. 1）
■where w (t) is the weighting function of the system. that is, the impulse








W (t) is derived from Ｈ (t) as
　　　　　　　　　　　W (t) =





















and the real and imaginary parts of Ｇ（ｊω)are
p ((a) = JH' (t) cos ･ωｔ　dt
　　　　　　　　　　　Ｏａ３Ｑ（ω）＝呪HI（t）ｓinωt
Ｇ（ｊω）＝　　Ｐ（ω）十ｊＱ（ω）
　　　　　　Theauthor's method of frequency response calculation performs
Fourier transform on the step response obtained by the analog computer
　ノaccording to eq, (4. 6) and eq. (4.7)
　　　　Thereason that eq. (4.5) instead of eq. (4.１）
is used is thatａ unitimpulse is an ideal function
not obtainable by analog computer circuit while
step response is most commonly obtained. In'
addition the differenciation is not necessary




　　　The computations of eq. (4. 6) and
(4. 7) are performed by the analog computer
circuit of Fig. ４．２．　Ｈ'(t) and　H' (t) are
applied at two terminals of the sine - cosine




The time origin is taken at the
instant when angle of rotation of the
£
sine －cosine potentiometer is zero. AC
The output signals from the sine －
cosine potentiometer are then Ｈ’（ｔ）
･Ｑ
　　　　　　　　　　　　　　　　　　　　　　　　　　　Fig.4.2　Circuit for calculating frequenc
COS °ｔand H'(t) sin <at. By in- response from impulse ｒｅｓＰｏｎｓ;･
tegrating these two signals Ｐ (ω) and
Q (o)) are obtained.　Applying the obtained ｖ(ヽltages to both terminals of
ａ scope or of ａ χ-Y recorder points on Nyquist's diagram are obtained for
different‘ω. The speed of rotation of the sine － cosine potentiometer ｉ８
changed by ａ suitable gear train for different ω's. Instead of changing ω
changing the time scale of the computer circuit for generating Ｈ (t) may be
feasible. The latter method is used to show an example of calculation。
　　　Let ｔ be the machine time as
ｔ ＝叱ｔ




e ’j“‘t dt ＝j41g- ｅ ’j“゜？ ｄ？ (4. 10)
When we consider
　　　　　　　　　　　　　　　　　　　ω　　Ｚ
ωis changed by changing ぼ．
ω。
-




　　　The obtained result is shown in Fig. 4.3,　The temporal changes of the
output signals from the integraters are as shown in Fig. 4.4.　Ｐ（ω')and
Ｑ（ω)are the stationary values of these signals. It should be noted that the
principle of this calculation of the frequency response on the analog com-
puter is applicable to the servo- analyzer.　There is ａ remarkable difference
between this method and the conventional method of measuring the frequency
-81-
response of ａ control system ■which
measures frequency dependence of the
amplitude and phase of the ８ｉｎμsoidal
output ■waveform. Ａ８ the latter method
measures the quantities after the transient
response vanishes while the author'8
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Ｓ
method finishes measurement when
100
the transient phenomenon ends. the
time needed for measurement by
author's method is much shorter
than that by the latter. It is also
noted that the conventional method
needs ａｃｅ!rtainrecording device
of the ･waveform ■whilethe author's
method does not. Fig. 4.5 sho＼w8
the schematic diagra° of the
circuit for measuring the
frequency response of ａ control






Fig. 4.3　Real part and imaginary part of
　　　the frequency･response of 8imple
－82－







Solid lines 8how theretical and crosses
and dots expe rimental
　　　Toconclude some problems concering the servo-analyzer based on the
new method are discussed. The most serious problems are the need of the
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Fig. 4.4 Temporal changes of the outputs of the integrater8 of Fig. 4.2.
P(.)
Q(≪)
Fig. ４．５　Circuit for measuring transfer function.
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considerable noise is present in the 8ignal which. ０ｎdifferentiation, is
amplified and deteriorates accuracy of the measurment. When the
response of the system under measurement is slow integration time is long･
and well balanced, drift-free integrators are needed。
　　　Obviously the application of the new method ｉ８limited ｔ０linear systems･
For systems contining nonlinear elements the transfer function obtained by
the new method does not have any meaning, while the frequency response
obtained by the conventinal method has, at Iea8t, ａ meaning by the concept
of the describing function。
　　　In practice controlling the initial phase of the sine-cosine potentiometer
ｉ６fairly unimportant. Ｌｅｔφbe the initial phase of the potentiomete- the
integrations of eq, (4. 6) and eq. (4.7〉change into
Ｘ　= / H> (t) cos (ωｔ十φ）ｄt
一
一 P（ω) COS　φ　－Ｑ（･ω) sinφ
Ｙ　= / H' (t) sin (ωｔ十φ）ｄt
一
一 P (o>) sin　φ　･ｌ･ Q lot) cos ４
P (<a) and Ｑ（司are　obtained by following equations
　　　　　　　　　　　　　Ｐ（ω）＝　χ COS　φ　十　Ｙ　８ｉｎφ
　　　　　　　　　　　　　Ｑ（ω）＝－χ sin　φ　十　Ｙ　Ｃｏｓφ
which are also obtained by means ０ｆ
analog computer circuit of Fig. .4.6.
Wh ly 唸 ｍ ｇ itude n/p^ + Q^















４。２　　Fault Current Estimation of Mercury Rectifier Circuit
　　　　　　　　　Inelectric railways and chemical plants mercury rectifiers are widely
　　　　　used as dc power supplies.　The arc-back of the mercury rectifier is one
　　　　　ofthe serious faults as it causes large fault current flow in the circuit
　　　　　which might destroy the electric apparatus.　To prevent the fault current
　　　　　due to arc-back the circuit should be interrupted by ａ（ヽircuitbreaker before
　　　　　thefault current grows to the current unbreakable by it. Therefore the
　　　　‘　calculationof the transient change of the fault current is important for
　　　　　determining the specification of the circuit breaker such as the current
　　　　　capacity and the speed of interruption.
　　　The mercury rectifier circuit is
ａ kind of the interrupted circuit of which
circuit equation changes depending on
the time intervals. As ａ■way of solving
this discontinuous differential equation
the final value of the solution in the
previous time interval may be used as






Fig. 4.6　Analog computer circuit
　　　　for obtaining Ｐ (･ω)and Ｑ (･ω)
　　　　when initial ang]ｅｏ･ｆrota‘tion
　　　　of sine-cosine potentiomete r
　　　　ｉｓφ・
This kind of calculation is cumbersome! both for hand calculation and for
the analog computer calculation. To avoid this difficultythe technique of
the netv/ork simulation described in Chapter ｌ is applied to the mercury
rectifier circuit。
　　　Ａthree phase mercury rectifier
connected to an electrolytic tank is
shown in Fig. 4.7.
The equivalent circuit is shown in
Fig. ４．８ where ｅ1, e2, and ｅ３

















In the equivalent circuit three diodes Ml。lりＩＺ、andｌ､４３are used to represent
the function of rectification. This is not true as the mercury rectifier is
normally grid controlled. But when arc-back ocurrs the grids are intert
and the simulation by diodes is.valid for the calculation of the fault current。
　　　　Theblock diagram of the equivalent
circuit is obtained as in Fig. 4.9.
The diodes are represented by nonlinear
relation of the voltage to the current.
in which the voltage drop is small for
positive current and is very large for
negative current. When arc-back takes
LI）
Rd
place at an anode, the function of rec- Fig. 4.8　Equivalent circuit of the
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　mercuryrectifier circuit
tification is lost in this particular.　　　　　　　　　　　of Eig. 4.7｡
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Ｆ
anode.　This phenomenon corresponds to the short circuit of diode M in the
equivalent circuit, or to closing the switch Ｓ in the block diagram･
　　　The diode characteristic is simulated by an operational amplifier ■withａ feed-
back resistance and ａ germanium diode as input impedaVce.　As the grid of the
amplifier is always kept at zero potential the diode does not conduct for positive
input voltage so that eo is almost zero.　For negative input voltage the diode con-
ducts and large output voltage appears.　The three phase ac voltages are Ob-






















　　　The calculation of the fault current starts when the switch Ｓis closed.
Observing the current of the third phase １３after Id reaches at the steady
state Ｓis disclosed while ｌ３is zero. The arc-back begins when ｌ３begins
to flow to the baclcward direction after Ｓis disclosed. Examples of the
calculated result are given in Fig. 4. 10 showing １３and Id.
eD
eD
Fig. ４．９　Block diagram of the mercu､ry rectifier circuit
　　　　　　of Fig. ４．７
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Fig. ４．１０（ａ）　Solution of fault current of the mercury rectifier circuit
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Fig. 4. 10 (b) Solution of fault current of the mercury rectifier circut



















Automatic Programming Applied to Two-Points Boundary Value Problems 64) 65) 66)
Introduction.
　　As the analog compute pくla^cenaturally made to solve initial value
problems of differential equation it is powerless to the boundary value
problems. One attempt of solving the latter problem by the analog
computer is the substitution method of Ｍ. Sugano ｡ 67）　In this
method the solution ofａ second order differential equation, for example,
is written as
　　　　　　　Y(t) =　A(t)・Yo　十　B (t)・Ｙ（ｊ　　　　　　　　　(4.21)
　　The solution of any linear homogeneous differential equation is re-
presented by ａlinear combination of the initial values. The substitu-
tion method finds initial value s satisfying the boundary ｃｏ･iditionby
definite number of repeated trials. This method is useful for linear
differential equation but is not applicable to nonlinear equations and also
to the eigen value problems。
　　The next method of solving the boundary value problem Ｓon analog
computer is the trial method in which initial value 3 are changed step-
wise for each run of the computer until the boundary condition is　satis-
fied. The trial method is ａ time consuming method although it is appli-
cable both for linear and nonlinear equations. When there are more
than two boundary conditions the trial method is almost impossible as
there are too many combinations of initial values to be tried。
　　The automatic programming of the analog computer developed by the
author for two-points boiindary value problems performs the trial me-
thod by the decision made by the computer itself and eliminates the
demerit of the trial method。
　　The method of automatic programming is explained by the following
example which is ａ second order differential equation with boundary





The automatic solution of this problem
is performed by the analog computer
circuit of Fig. 4. 11,
Ａ part of the analog computer circuit
surrounded by the dotted rectangle
solves differential equation of (4. 22)





















Fig. 4. 11　Analog computer circuit
　　　forautomatic computation of the
　　　boundary value problem of
　　　ｅｑ･,(4. 22)-(4.24)
ｙ　゛　o ,　ｙ゛゜　ｙｏ (4.25)
and is controlled by the differentialrelay so thatit performs computation
for ａ certain time ｔ。seconds ａｎｄｒｅｓｅｙｏｒthe following tl seconds as
shown in the time chart of Fig. ４．１２。
　　　　　　Switch Ｓ in Fig.4. １１is also
controlled by this signal. During
the operational period, Ｓｉ８ thrown
to the left storing y-yo. the devi-
ation of the solution from the
boundary condition at　ｔ　°　to
During the next reset period the
switch is th^o^vn to the right
transferring the stored signal
０ｎ Cl to the feed back capacitor







Fig. 4. 12　　Ｔｉｎ･１ｅchart showing the
　　　operational and reset periods of
　　　automatic computing circuit.
In the sue ceding operational period the output of the accumulator serves as
an initial value ｙｏ｀．‘Whenboundary condition of ｅｑ‘(4.24) is not satisfied
in an operational period the initial value for the next operational period




Should the boundary value be satisfied at an operational period no additional
signal is added to the accumulator and the output of which remains unchanged.
If this･were the case the solutions of the following operational periods are
identical and are the required solution. Fig. 4. 13　gives an example of the
solution and the output of the accummulator.
yo
　０
　　　　　　　　　Fig.４．１３　Automatic solvtion of Eg. (4. 22)-(4. 24)
　　　　　　　　　　　　　　　　　　bythe circuit of Fig. ４．１１
　　　　　Usually the output signal of the accummulator is multiplied by
ａ constant factor αｔｏbe used as an input to the analog computer circuit
of the differential equation. When a is large the deviation of the solution
from the boundary condition is oscillatory and when a is small the conver-
gence of the solution is slow and mono tonic. It might be probable that the
solution is divergent when a is very large.　As will be discovered later the
magnitude of ≪ has a significant effect on the convergence of the automatic
programming method.
　　　　　The principle of this method is not different for the S'-urm-Liouvil-










are assigned. This problem is solved automatically by the circuit of
Fig. 4. 14, in which the accummulator
accumulates the value of
（ｙ十ajy' - b,). at ｔ ＝ｔｏ




ｙプsatisfying the relation ｅｑ･（4.26）.Fig° 4°14　A゛1°ｇ computer circuit for
－91－
automatic computation of the boundary
value problem of eq. (4. ?6)-(4.27)
４。3.2,
　　　　As another example the following boundary condition is imposed on







The automatic programming circuit is shown in Fig. ４．１５
The stabilityproblerりis more





Fig. 4. IS Antlog computer circuit for automatic compuUU of tha
　　　　　bounds「ｙ v≫lu* problem of ゛ｑ･ (4.I2),(4.ZS>.≫<I(4.2?}
28）
29）
　　　　　The featuring merit of the automatic programming method ｉｓ､that
it is applicable to the eigen value problems. As an example following











The computing circuit is shown in own
Fig. 416. The blocked part of the le Ｆ'‘'｀'“゛
　　　　　　　　　　　　　　　　　　　　　　　　　　:　　Ｎ　｢
circuit solves eq. (4, 30) with given　　　i
λand initial condition of eq. (4.31)
At the end of the operational period







Analog computer circuit for
automatic computation of the
eigen value problem of
eq.(4. 30)-(4.32)
condition eq. (4. 32) is accummulated in the ac cummulato r which is con-
nected to the multiplier via potentiomete r and adder to changeλ．　In this
computer circuit the output signal ０ｆthe accummulator is added toａ constant
valueλｏ to initiate the computation. After ａ few iteration of the operational
periods the solution and the eigen value are automatically obtained. This
is shown in Fig. ４．１７．
　　　　　Asａ final example the
equation of motion of ａ simple
ｊ
Fig. ４．１７ Automatic solution of ｅｑ･(4. 30)-(4. 32)






４beam simply supported at both ends is solved by the autometic programming.














As the boundary conditions at the right end are two. two accummulators
are need. The computer circuit is shown in Fig. ４．１８．The ｓｔ゛bilityproblem
of iteration is more complex in this
circuit. By suitable choice of α口αｌ
and　λｏ　the iteration converges
and solution. is obtained.
令
Fig. 4. 18
　　　　　　　　　　　　　　　　　　　　　　　　　　　Analogcomputer circuit for automatic computation
　　　　　　　　　　　　　　　　　　　　　　　　　　　ofthe boundary value problem of eq. (4.33) -(4.36)
4,3.3　　stability Problem of Automatic Programming･
　　　　　　　　　　　　Inthe preceding examples it was pointed out that the iteration of
　　　　　　　trialsdoes not alv/ays converge, or does not converge to an identical
　　　　　　　solution..Sometimes the iterations diverge, and sometimes the iterations
　　　　　　　fallinto different solutions depending on the initial condition and the magni-
　　　　　　　tudeand sign ｏｆα･s. As the matter of fact the eigen value problem has
　　　　　　　multiplesolutions. The problem of convergence of the automatic program-
　　　　　　　mineis novsr discussed for general two-points boundary value problems.
　　　　　　　　　　　　Consideran ordinary differential equation of order Ｎ
F (y.y'.y" ・ｙ(Ｎ)･λ.t) =　ｏ
With Ｎ － P　initial conditions at ｔ ０１
(４. 37)




and Ｐ　　boundary conditions at　ｔ　＝　to
　　　　　　　　　　　　φｊ（ｙ’ｙ”．゜゜゜¨ｙ（Ｎ｀ｌ））　＝　0(j = 1.2 p) (4.39)
The number of the ac cummulato r s required is Ｐ．
The (N-P) equations for initial conditions of ｅｑ･(4.38) are solved for arbi-
trary (N- P) initial value s ｙ（ｋｌ），ｙ（ｋ２）‥‥・，ｙ（‰-P)- The remaining P
initial value s ｙ（ｋＮ’Ｐ＋1），‥‥‥　ｙ（ｋＮ）ａｒｅsupplied from the accummulators.
　　　　The automatic computation










Fig. 4. 19　Circuit for automatic computation
　　　　　　　of the boundary value problem of
　　　　　　　ｅｑ･(4.37)-(4.39〉
瓦悩　（ｊ＝　1.2, ...P) (4.40)
φjk, the deviation of boundary condition at the end of　ｋ th　operational period
is represented as ａ function of the output of the accumulators at the previous
reset period. That ｉ８
　　　　　　　　　　　　　　　　　　　φjk　°
ｙｊ（８１，
ｋ － １， ^2,.k － ｌ,ぺ゜゛゛゜’ｓＰ，ｋ－１）（４’４１）
The functionｙj is determined by the form of the differential equation,
　the initial condition and the boundary condition. From eq. (4.40) and
eq. (4°４１）　"jn　is written　　　　　　　　　　　　　　　　　　　　　　　　　ｌ
　　　　　　　　　　　　　　　　^jn ° V-1　十ｙｊ（Ｓｌｎ－１，ｓ２ｎ－１，゜゛゜’ｊＰｎ－１）（４’４Ｚ）
　The stability of the solution of this simultaneous difference equation determines



















































　　　　　　戸ｊｎ ゛μ" jn-1 (i = 1,2,....・, p.) (4. 48)
into eq. (4. 47) the following secular equation is obtained.
川　＝　・ (4.49)
Only ＼″hen　1μ1　く１　゛ jn　　con.゛erges to zero and the automatic
computation is stable.




which was solved by the automatic computing circuit of Fig. ４．１１is ex-
amined.　In this case
　　　　　　　　　　　　　　　　Ｎ　＝　２，　　ｐ　＝　１　　　　　　　　　　　　(4. ５１）
and initial condition is
　　　　　　　　　　　　　　'P (y.yり　＝　ｙ　ｚ　ｏ




φｎ ・ the valve ofφ(y. y') at the end of ｎ th operational period is
φｎ　°　ｙｎ　’　ｙ１
(4. 54)
and　ｙｎｉ８ ａ linear function °f Vo.　the initial value of y'　at　ｔ　＝　o, as
　　　　　　　　　　　　　　　　　　　　　　　　　　ｙｎ　°　Ａ　ｙ;）十　Ｂ
－95－
y'o　　is supplied by the output of the a c cum m ul ato r like
　　　　　　　　　　　　　　y'　°　“ｓｎ　　　　　　　　　　　　　　　　　(4. 55)





Therefore the following difference equation corresponding eq. (4. 42) results･
　　　　　　　　　　　　ｓｎ　°（１　十“Ａ）ｓｎ－１　十　Ｂ’ｙ１　　　　　(4. 58)
The characteristic root of this difference equation is
　　　　　　　　　　　　　　　　　　　　　　　　μ　＝（1　十αＡ） (4. 59)
When　ｌμ１くl　　　the automatic computation converages.　This condition






　　　　　The stability of the iteration is best explained by the graphical method.
111 Fig. ４°20　　≪n　　is plotted against　ｓ･ｎ-1　　　by eq. (4.58)゜，
Straight line Ａ representing･eq. (4. 58)　　sn　　　　　　　　　　㎜
gives the output of the accummulator
at the　ｎ th reset period when that
of the previous rest period is　^n- 1I




When in the　ｎ　th reset period
ｓｎ＋1　isrepresented by the
ordinate of point Ｑ１，０ｒby
point Ｐ２ on the straight line
Ｂ°ｓｎ＋1　isthen represented
by the ordinate of point Q 2 0f





Relationship" between ｓｎand ８ｎ－１．the
output signals of the accummulator for
successive two iteration periods･
Ａ represents relation of eq. (4. 58), whereas




ヾThus　ｓｎ converges to the point Po where Ａ and Ｂ cross. Depending on
the magnitude and sign of a the relative position ofＡ and Ｂ changes as
shown in Fig. 4.21.
In (a), 0 <1　十“Ａ心１
and the iteration converges
monotonically. in (b),
　　－１く１十αＡくＯ
and the iteration converges
oscillatory. in (c)。
　ｌ　十a A ^ 1　　　　and
the iteration diverges


























Let us then examine the stability problem of two point boundary












For the convenience of discussion it is decided to supply initial value of
ｙ　from the first accummulator and that of　y' from ｔｈｅ･second accummu
lator.　　The value s of　ｙ　and　ｙ゛ at　ｔ ＝　to　are ■written





In the　　ｎ　th operationa! period
　　　　　　　　　　　　　　Vo　°“l　^in　　　　　　　　　　　　　(4. 68)
　　　　　　　　　　　　　　V '　゛　“2　82n　　　　　　　　　　　　　　　(4. 69)


















Suitable valueｓ ofαｌｓand α２　whichmake the iteration convergent are
selected to satisfyｅｑ･(4.72) for　ｌ　μ　１　く　１．
EX. 4.3. As ａ finalexample the stabilityof eigen value problem solved by








eq. (4. 75) is rewritten as













Eq. (4.77) is plotted in Fig. ４．２Ｚ．　Thiscurve crosses straight line of
　　　入ｎ　°(＼n －１　at multiple points A, B, C
　　　　　The stability is locally invest!
gated for these point<4 Point Ａ corre。
sponds to Fig. ４．２１ (b) and point Ｂ to
Fig. ４．２１(c) and both points are





　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　for a A' 1/t,.”●●dら-I"' eｑ●(4.771








































　　　　　Calculation of the Transfer Function of Noisy Processes by the Delay
Line Filter. ６９)
　　　　　The delay line filter has been found useful for detecting the periodic
signal from ａ noisy channel when its frequency is exactly known. 70)83)84)
-9 9-
The block diagram of the
delay line filter is shown in Fig. 4123゛，（t）庁　　　　　　　　　　　V-e (t)
The delay time of the delay line is ex-　　　　　ｔ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ＫﾄﾞｰjDeUylj’ヽ:●
actly the same to the period of the
periodic signal to be detected.
The gain of the delay line filter for

























0.90 １０ 4. 35 12. 8 dB
0.95 20 6.25 15.9
0.98 50 9.95 ２０
0.99 １００ 14. 1 Z3
0.9999 10,000 141.4 43
　　　　　　Thegain in signal to noise ratio for various gain　Ｋ　isshown in
Table ４．１^viththe amplification factor for the periodic signal。
　　　　Thedelay line filter can be used to the measurement of the transfer
function ofａ process ０ｒcontrol elements. The delay lines of sampling
principle use gate signal to sample the input signal and store in the
storage elements.　This gate signalｉ!３used to generate ａ periodic signal
of■whichperiod is identical to the delay time of the delay line.　By suitable
filterthis periodic signal is tranformed into ａ proper ■waveform and then




the reponse of the process is the ･weighting function, and ■whenthis is ａ
sinusoidal ■wavethe response is the frequency response.　Generally the
transfer function of the process is obtained from the Fourier transform of
the input signal f (t) and that of the output signal　ｅｏ(t).
G(2n]f)= Ec(2n:ぬ.
　　　　　Ｆ (2Tｔjf)
where F {2n.jiり むid　Ｅ。(2KJf)
　　　　　　　　　　(4.84)
denote Fourier trans-
ｆｏｌ‘o゛f　ｆ (t) and　　e^{t) respectively･　　　　　　　　　　　へｓ
　　　　　　　　　　　　　　　　　　　　　　　　　吋叫ｕ以・叱
　　　As VUXXBt･≒-tｈｅoutput signal from the process is noisy.
＆８
is fed
into the delay line filter and the obtained noiseless signal ｉ８used for the
analysis. A program for obtaining the transfer function of the process from
the wavef°゛゛ of　ｆ(t) and　ｅｏ(ｔ)ｉｓprepai‘ed.　In this program the Fourier













= ■§sin警 £ｅ。(n A) e
-j　０>£ｉ,
(4.85)
The input signal to the process is either square pulse like one in Fig. 4.24
or arbitrary time function. The prepared program is capable of handling
either type of the input signals. The data card for this program should be








　　　　”The first card should carry index of input signal waveform, which
is ｌ　when it is square pulse and is ｏ when it is arbitrary time function,
sampling interval A (sec)。, pulse height Ｅ and the pulse width Ｔ (sec.)･
The following four cards should carry twenty frequencies in cps for which
the transfer function is wanted. The next ten cards should carry sampled
input waveform ｆ(ｏ)，ｆ(４)，ｆ(２ｊ)，‥‥‥，ｆ(４９ｊ)･
The last ten cards should carry sampled output waveform to(o). eo (∠Ｘ)，
　ｅｏ(Ｚ∠５)，‥‥‥‥ｅ。(49A)".
　　　　The result of computation is printed in ａ way as the first line is the
the data. of the first input card in the format of (5 F 20.4). the ｎ?゜itwenty
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　・lines show the frequency, gain of the transfer function in dB. phase in degree,
　　|F{27r// )l dB.・11d l E，(八万川dB in the format of ( 3 Ｆ 15.2,
Ｆ 20.2, F 10.2)．
　　　　　Examples of the output signal of the delay line filter are shown in
Fig. 4.25
　　　RESPONSE OF THE DELAY











Xn>ヽFig.4.25 outputs of the delay line filter subject to the sinusoidal input
signal 0f different frequencies are shown.　In case the period of the input
signal is identical to the delay time of the delay line thia signal is amplified,
while for the signals of different period the amplification does not take place.
From the ■waveform of Fig. 4.26 a large time constant of the delay line filter
is observable. As the transfer function of the delay line filter is given by
刄政･－_リ　＿　／
･ア。。、－７‾７７-で７７＝¬-　　　-Ｚバｊ,）　/一尺ぐ７゛








As Ｋ approaches unity the time constant grows to infinity｡
　　　　　InFig. 4.26 an example of measuring step reponse ofａ unit lag
element is shown. Ａ train of square pulses ･with the duration of fifty per
cent and the period identical to the delay time of the delay line is applied
　　　　　吋to an analog computer representing a ＼mitlag.　The output fiom the analog
computer circuit is mixed with ａ random noise from ａ noise generater and
is fed into the delay line filter. As is clearly observed in Fig, 4.26. the
noise is almost removed from the output of the delay line filter. Also
shown in Fig. 4.27. is the output of the delay line filter ■withgreater
amount of noise in input signal. In the original signal the periodic signal
is hardly recognizable, ■while the output signal 0f the delay line filterｉ８
considerably purely periodical｡
　　　Thelimit of this measurement of the transfer fionction by the delay
line filter should be mentioned. To maintain the accuracy of the result of
calculation of the transfer fiinction by eq. (4. 97) the pulse width　Ｔ　should




where fo is the highest frequency for which the transfer function is wanted,
because　I F ( 2.7rは）ｌ　is zero at １／Ｔcps and causes large error in
calculation ofＧ (27i;f)｡
　　　　　Althoughthe above example is on the determination of known transfer
function on analog computer the use of the delay line filterｉ８considerably
effective to ttxeidentification of the transfer function of the actual physical
8y8tem.　０ｆparticulai･4nter&at is the frequency response measurement
using the delay line filter. Input signal to the noisy process is sinusoidal
signal ０ｆ＼vhichperiod is identical to the delay time of the delay line. As
the delay time of the delay line is changed the period of the sinusoidal signal
also changes and the response of the process to the sinusoidal input signal
for different frequencies is obtained.　For instance the accuracy of the pile
oscillator ■willbe greatly improved. Another promising application of the
delay line filterin the measurement of locally linearized transfer function







　　　EXAMPLE OF MEASURING STEP RESPONSE OF A PROCESS
WITH NOISE
Transfer function of the process　：










　　　EXAMPLE OF Ｍ：EASURING STEP RESPONSE OF A PROCESS
WITH LARGE NOISE
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　１
Transfer f＼inctionof the process















　　　　　　　　　　　　　　studyof the Digitalized Analog Computer
５．１　　Introduction
71) 72) 73) 74) 75)
　　　　　Inthe earlier age of the electronic computers discussions were
mainly on the advantage and disadvantage of the analog computer and the
digitalcomputer. Those･discussions ･were never concluded ａ８long as ■we
stick toａ conventional type of operation of either type of the computers.
The advantages of theａｎａ･１０ｇcomputer are as follow.
（１）　　The programming is relatively easy. For solvingａ differential
　　　equationof the order more than twenty the programmer only draws ａ
　　　blockdiagram and sets up the wiring on the patch board.
（２）　　The accuracy of the obtained result by the analog computer is from
　　　oneto two percent which is suffici､entfor usual purposes.
（３）　　One can simulate ａ dynamic system on the analog computer without
　　　derivingthe differential equation of the system･
（４）　　Analog computer circuit is useful for investigating the effect o£the
　　　ｅ££ｅctof the change of the parameters to the response of the system.
（５）　　The speed of computation of the analog computer is much larger
　　　thanthat of the digitalcomputer.
（６）　　The solution of the analog computer is obtained in the form of graphs
（７）　　Costis less.
　　　The analog computer has many disadvantages, ｔｏ０、as the merits some-
times ｔぬｎout to be demerit幸Ｓdepending on the application. They are as
follow.
(1) 　　The analog computer is almost powerless to the mathematical pro-
blems other than the ordinary differentialequation. Although it is some-
times useful to algebraic equations and partial differentialequations the
method of application is neither extensive nor flexible.
－107－
(2) 　　More than ０．１Ｓ of accuracy is hardly obtainable by the analog com-






　　　　　　　　　　　Fig. 5.1　Computer cost vs accuracy
（３）　　The origin of the error in analog computer is complex and the pre-
　　　diction and the correction of the error are often unfeasible.
（４）　　The manual setting of the parameters and zero一balancing of opera-
　　　tional amplifiers often induce mj soperation.
（５）　　Operation of decision ｉ８difficult. Changing the program of the calcu-
　　　lation in the course of computation subject to intermediate results by
　　　the computer itself is difficult. The automatic programming method
　　　described in ４．３is an attempt to overcome this difficulty,　but this is
　　　not ａ general solution of the problem･
（６）　　Multip!ier, divider and function generator of the analog computer
　　　are not satisfactory relative to high precision linear elements.
（７）　　The fact that time is the only independent variable in analog　coniputer
　　　restrictsthe programming technique･･
　　　　　Tocompare ･with the analog computer the advantages and disadvantages
of the digital computer are briefly reviewed･
　　　　一Theadvantages of the digital computer are as follow.









(２)　　Any accuracy as desired is obtainable. The error of the calculated
　　　resultis determined and is estimated mathematically･
(３)　　Decision is capable in the digital computer and enables flexiblepro-
　　　gramming･
(４)　　Parameter of the equation is automatically calculated from the in-
　　　putdata.
(５)　　Input and output equipments are more capable than those of the an-
　　　　　alogcomputer keeping off the problem analyst from time consuming
　　　dataprocessing and parameter setting･
(６)　　The solutionis obtained in the form of the table.
　　　　　Thedisadvantages of the digital computer are as follow.
(１)　　Debugging of the program takes considerable time.
(２)　　Programming is less easy than analog computer.･
(３)　　When solving the differentialequation the computation speed is much
　　　slo^verthan the analog computer.
(４)　　When investigatingｔｈｅ‘dynamicproperty ofａ physical system the
　　　simulation technique of analog computer is inapplicable.　　・
　　　　　Regardingthe recent development of the analog computer one of the
major currents such as the large scale machines and the transistorization is
automatic computation technique.　By this technique parameters of the equations
as initial value s and coefficients are changed automatically until the solution
satisfying certain bovindary condition is obtained, ０ｒcomputed result is
transformed into digitalform by analog-to-digital converter and printed by
typewriter. These attempts are to approach analog computer to digital com-
puter.　However, as.the analog computer uses the physical property of the
circuit element for the computation ａ certain amount of error is intrinsic
and the analog computer can never be ａ digitaL computer.
　　　　　Ａgeneral purpose digital computer has many superiority to the
－109－
analog computer, but from the point of view of a differential analyzer, 18
infereior. An attempt has been tried to provide ａ digital coniputer with the
ability of the differential analyzer. It is the digital differential analyzer
which is manufa c tur ed by Bendix and Liitton Companies.　76)77)78)
The principle of the digital differential analyzer is more alike that of the
general purpose digital computer.　In the digital differential analyzer re-
gisters corresponding to integraters are stored in magnetic drum and the
stored information is read out at every revolution of the drum and the step
of integration proce(^e≪-.　Theresult of the integration of each step is again
stored in the drum. The time required to execute ａ step of integration (it-
e ration time) is the time of one revolution of the magnetic drum. When the
speed of the drum is １，５００rpm the iteration time is ４０ms ･which means
ｎ‘lorethan an hour is required for 100,０００steps of integration.
　　　　　　Theprogram of the digital differentialanalyzer is punched on tape
and is fed into the magnetic drum. This makes the change of the program
difficult. In many cases the initialvalue s are erased after each run, so
that it requires to feed initialvalue s at every run of the computation. The
digital differentialanalyzer is therefore more alike the general purpose
digitalcomputer and has less merit of the analog computer. The computa-
tion times of a certain problem by different　type of computers were･reported
as shown in.Table ５．1. 79)
　　　　　　　　　　　　　　　　　　　　　　　　Table５．１




























　　　　　Beingunsatisfied with the digital differentialanalyzer the author has
designed ａ new digital computer provided ■withthe high computation speed
of the analog computer and the high precision of the digital computer. The
author named thisｎｅ？computer the Digitalized Analog Computer, ０ｒin
abbreviation, DAC. In the finalfeature of DAC, it will receive analog input
and produce analog output so that it will be connected ■withthe analog computer
At the present moment, however, the input signal is given by octal switch
and only analog output is obtainable.
System Design
５。２．１　General･Description of DAC
　　　　　　　　　　DACis constructed from ａ set of computing elements shown in
　　　　　Table ５．２･which are connecteded on the connecting board according to the
　　　　　problem as is done in analog computers.
　　　　　　　　Table５．Ｚ
DAC Computer elements
































　　　　　　Theinitial values of integrater, adder and multiplier and the multi-
　　　ｌ
plication factor of coefficient multiplier are given by octal･ switches of each
element. These elements perform the operation eventually in synchroniza-
tion with the clock pulse of １００kcps distributed from the control circuit.
Output signal from the element is pulses produced every iteration time and
eventually serves as an input signal to other elements. The result of compu-
tation is either converted into analog voltage by D-A converter and recorded
by pen oscillograph or printed in digital form。
　　　　　　Insidethe computing element mathematical operations such as inte-
-HI-
gration. addition, coefficient multijilication. variable multiplication and
decision are approximated by differ(snce equation and are executed digitally
step by step.　Generally the computj.ng element ha 8 two registers which
store variable of the present step ar.d that of the preceding step respectively
and repeats the operation of adding ｌ：hecontent of one register to that of the
second register in every iteration time。
　　　　　　From the nature of the difference equation approximation of the dif-
ferential equation smaller the magnitude of the step more accurate is the
result. However, as the magnitude of the step decreases. the number of
step necessary to perform the integration for ａ certain interval increases
resulting ａ derease in the computation speed. The relationship between
the accuracy and the computation speed is discussed in the later section.
5.2.2　Number System







serial pure binary number
１８ bits　十　sign bit　十　space　° ２０bits
two's complement
１００kc
0. 2 ms (　＝　5000 steps per second)
The number is ａ serial binary number as sho>vn in Fig. ５．２
Fig. 5.2　Timing Pulse
??????






cant bit firstand the most significant bitlast. The last bit ofａ word is the
sign bit. The number is represented by fixed point. The number never
surpass‘unityin absok The firstnumber bit always designates ２‘１８
　　　　　and the last number bit 2-J. Each bit of the ■word is called the timing Ｐｕl令ｅ
　　　　　and is named Ｐ１，P2 P20. When the sign bit is one the number ｉ８
　　　　　negative and when it is zero the number is positive.
5.2.3　Integrater
　　　　　　　　　　　The principle of operation of DAC is best explained by the integrater.
　　　　　Other computing elements such as multiplier, coefficient multiplier and
　　　　　adder are the modifications of the integrater.




　　　　　by the difference equation Euler's formula and trapexoidal formula are
　　　　　feasible ones.　Although DAC　uses the trapezoidal formula. the principle
　　　　　of operation of DAC is provisionally explained by Euler's formula first.
　　　　　(i) Integrater by Euler's formula
　　　　　　　　　　　The difference equation approxirr･lation of the differential equation of
　　　　　　　　　゛６‘q.( 5. l)by Euler's method is as follows.
　　　　　　　　　　　　　　　　　　　　　　Ｚｎ十ｌ　＝　Ｚｎ十　Yn　∠χχｎ　　　　　　　　　　(5.2)
　　　　　　　　　Consider two registers which store Zn and Yn respectively and the
　　　　　stored numbers are in fixed point binary number. Let
　　　　　　　　　　　　　　　　　　　　　∠χχｎ　　＝　２’ｋ　　　　　　　　　　　　　　　　　　　(5.3)
　　　　　then the operation of eq. (5. 2) simply means that the content of Yn register
　　　　　is shifted ｋ places to the right and added to the content of Zn register. The
　　　　　magnitude of ｋ determines the accuracy of the computation. For the conve ―
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●
　　　　　nience of the circuitry ｋ is selected to be Ｎ ･which is the half of the number
　　　　　of bits of the registers.　Therefore
　　　　　　　　　　　　　　　　　　　　　△χｎ＝２’Ｎ　　　　　　　　　　　　　　(5.4)
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Then the operation of eq. (5. 2) means that left half of the content of Yn regis-
ter is added to the right half of the Zn register. Hence Zn and Yn registers
are conceptually separable into upper and lower parts the length of which is
N. To the upper register the carry from the lower register is sent and the
content of the upper register is added to another lower register. Denoting
the upper register Ｙ register and the lower register Ｒ register an integrater




　　　　　As ｘ increases ∠ＳＸ（＝　２’Ｎ）ｃｏｎｔｅｎｔof Ｙ　register is added into
Ｒ register and when the content of Ｒ register surpasses unity positive carry
is emitted and when it becomes less than zero negative carry is emitted。
This signal from the Ｒ register is ∠ＸＺ signal and serves as an input to the
Ｙ register of other integrater.　As ａ result Ｒ register stores remainder of
Ｚ and the Ｙ register stores significant bits of Ｚ． ｄχ gate of the integrater
as shown in Fig.　５．３ works such that
(1)Y is added toＲ
(2)Y is subtracted from Ｒ





















(ii) Integrater by Trapezoidal Formula
　　　　　Instead of using Euler's formula for approximating the integration
DAC uses the trapezoidal integration formula for attaining higher accuracy･
The trapezoidal formula is
　　　　　　　　　　Ｚｎ＋1　＝　Ｚｎ十Ｙｎ∠IXn+1/2 (Yn-Yn-1)∠1 Xn　　(5.5)





　　　　　乙Ｚｎ＝、Zn － Zn- ｌ




The block diagram of the trapezoidal integrater is shown in Fig.　5.4.
Fig. ５．４　Trapezoidal integrater
The　Ｙ register in the block diagram is ａ two-bit accummulator producing
ａ positive output signal and reseting the contents when the contents become
two and producing ａ negative output signal and resetting the contents when
the contents become minus two.　The operation of the　Ｙ　registeris ｄｅ。
scribed by Table ５．４。
　　　　　　　　　　　　　　　　　　　Table　５．４
〔∠3Y]n-l十∠lYn ＤＹト ｌ／２∠lYn




　　According to the block diagram of the trapezoidal integrater of Fig. 5.4,
when∠χΥ is sent into an integrater while βｘ is not given, the output of ムＹ
register is not used and the trape zoidal correction is not performed. Tc
avoid this contradiction the trape zoidal integrate r shown in the block d叫陥;ｔ
　ofFig.　５．５　may be used. In the latter integrater an auxilliary register
stores ｌ／２Σ二∠χΥ,and is reset by ∠ＩχIn usual computer circuit, however,
the absence of∠５χ instead of 乙Y is seldom and the former type of the trape-
zoidal integrate r is employed in DAC.
Ｙ




　　　　　　　Thelength of the register of DAC is fixed at eighteen bits. In the
actual operation the ｅμective length of the registei･，０ｒthe length of the
variable is changed depending on the required speed and the accuracy of the
computation. When the content of Ｙ register is small∠ＸＺ is not generated
for ａ long time until it is added to Ｒ register ａ considerable number of times
which causes slow computation speed.　When £Ｙ is added to the upper bits
of the Ｙ register the computation speec!increases, but the length Oi
the Ｙ register decreases causing poorer accuracy.　This complementary
relation of the accuracy and the speed of computation is unavoidable and is
essential in the incremental computers including DAC. The only vay to get





　　　When乙Ｙ is added to the （ｋ　十1) th bit from the bottom of the Ｙ regis
ter the operational equation of the integrater is
　　　　　　　　　　　　　　　　　Ｚ　＝　2k（　Ｙ　十　１／２ぷΥ　μχ　　　　　　　(5.9)
5.2.4　Coefficient Multiplier
　　　　　　　　　Thefunction of the coefficient multiplier is described by the following
　　　　　　equation
　　　　　　　　　　　　　　　Ｙ　＝ｋＺ




The difference ｆｏχ･mof the coefficient multiplication is not an approximation
in the sense of the difference approximation of the integration, but introduces
round-off error and the dynamic error. The latter error arises ａ８the in-
cremental output ∠lY　appears one iteration time later than the input∠５Ｚ．
The transfer function of the coefficient multiplier is written as
　　　　　　　　　　　　　　G(s) =!ｊｊ!　　＝ｋｅ‘１７ｓ　　　　　　　　　　｛５● １２｝
　　　　　　　　　　　　　　　　　　　　Z(s)
where　ｒ　denotes iteration time. This approximation is inevitable because
all computing elements of DAC operate in parallel and the outputs of the
elements are used as inputs in the next operational period. The block dia-






　　　　　　　　Therole of high gain operational amplifier ｉ８filled by the servo element
　　　　　inDAC.　The servo element accummulates the inputs ∠χΥ１，∠χΥ2 AYi
　　　　　and generates ａ positive 8ignal when the content is positive and generates ａ
　　　　　negative signal ■when the content ｉ８negative. The operation of the servo
　　　　　element is represented by the following equation
∠ＸＺｎ＋1　°Ｚ'Ｎ sgn ({Yl十YZ十‥‥十Yi)iiXn} (5. 13)







　　　　　The computation performed by DAC is the incremental calculus.
that is both input and output of ａ computing element are increments from the
previous states. The operation of addition is also performed on increments
according to the following equation for two inputs
　　　　　　　　　　　　　　乙Ｚｎ＋1＝１／２（∠ＸＹＩ十ぷY2)n　　　　　（５． １４）
The adder is composed of an addition circuit and ａＲ register as shown in
the block diagram of Fig.　5.7.
AZ
Fig. 5.7　Adder
The sum of the inputs are accummulated in Ｒ register and when the content
of Ｒ register surpasses ２ａ positive output is generated and the register is
subtracted by Ｚ and ■when the content becon･les ｌｅ､Ｓ８than －２ａ negative output
ｉ８generated and the register is added by ２．　The operation of the adder for













　　　　Actually adder of many inputs is not favorable because.when only
one of the inputs carries signal the output of the adder appears Ｋ iteration
times later.
　　　　An altermate way of composing an adder is the use of the servo-
element described in the previous section. Consider one input of the three
input servo element is supplied by the output of the servo element itself with
the multiplication factor of two ａ８shown in the block diagram of Fig.　５．8(a).
　　　　　　．（１４Referring一翫 5. 13) the equation of operation of this circuit is written
　　　　　　已i゛ムＺｊ十l　°2Agn {(Yi十Ye -2Z)n△Ｘｌｎ｝　　　　(5.15)
In the steady state
　　　　　　　　　　　　　Ｚ　＝　ｌ／Ｚ（ＹＩ　十Ｙ２）　　　　　　　　　　　　(5.16)











　　　　　　　　　　　Fig.5.8　　Adder using servo element (a), and
　　　　　　　　　　　　　　　　　　　analogadder (ｂ)●
5.2.7　Multiplier and Divider





is transformed into the difference relation
　　　　　　　　　　AZti+I°Ｕ･rl∠XV･ｎヤ＼/ｆＡﾘ7t十ぷＵ･n A V､ｎ、
べL/n+士ム臨)必‰ヤ(VJ-ﾁﾞ４vｎ)･β卵　　　(5. 18)
　　　　　　which is representable by two integraters.
　　　　　　　　　　　　　Thedivisicn is also representable by integraters.　Therefore the
　　　　　　multiplier and the divider are not built.
5.2.8　Scaling
　　　　　　　　　　　　　Thevariables in DAC ought to be always between ‘１ and ＋1．　In
　　　　　　solving the problem on DAC, therefore, the variable should be transformed





is written in machine variables X. y and Ｚ． They are related to χ，ｙ‘and







when ｘ is the independent variable of the origiani differentialequation　α
is determined from the required computation speed and β and　r are deter-
mined from the following inequality･
β川～.ｘ引，ｒにしｇ引
The °achine ｅｑ゛゛ti。゛f ・ぢ(5ｿ言二:
　　　　　　り
It is favorable to determine the scale factors as
　　　　　　　　　　　　　　●　-ﾉ＼　＝:　2k
　　　　　　　　　　　　　　　　り


















　　　　　　　　　　　Inthis section the logical construction of the computing element of
　　　　　　DACis described.
　　　　　　　　　　　Ashas been described in the previous section the operation of the
　　　　　　elementsof DAC is based on incremental calculus and the signals emitted or
　　　　　　introducedare always incremental signal of which magnitude is either ０，
　　　　　　＋2’Ｎ　or-2-N　　These signals are transmitted by ａ pair of wires one of
　　　　　　whichis named positive line and the other negative line. When ａ signal is
　　　　　　carriedon the positive line the output is 2-N, when ａ signal is on the nega‘
　　　　　　tiveline the output is -2-N and when neither of the lines carry signal the
　　　　　　outputis zero.　The signal never appears on both wires simultaneously･
　　　　　　　　　　　Thesignal ０ｎthese wires is represented by the non-return-to-zero
　　　　　　system which holds the state for an iteration time begining from PI and
　　　　　　endingat P20. The maximum frequency of this incremental signal is ５ kc










lime chart showing timing pulse and output signals of
computer elements.
The gate circuits used in DAC are shown in Table ５．７
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　　　　　　　　　　　Table５．７
Symbols of gate circuits of DAC.
































































　　　　　The operation of the flip-flop in the sixth column is so defined that
the output maintains its previous state when the input signal ｉ８absent, out-
put of ”ｌ”becomes ｌ and output of ”Ｏ”becomes Ｏwhen an input signal is
applied at ”Ｓ”input and ”１”output becomes ０ and ”ｏ･’output becomes ，１when
ａ signal is applied at ”Ｒ”input. When signals are applied at both input termi
nals the output of the flip-flop reverses its previous state. The logical equa-









　　　　　Other gate-circuits of Table ５．７need no particular explanPtijn.
5.3.3　Ｒ Register　　　　　　　　　　　　　　　　　　　　　　　　　　ヽ
　　　　　　　　Ｒregister used in integrater and coefficient multiplier is ａ twenty
　　　　　bitsaccummulater accummulating the output of Ｙ register or corresponding
　　　　　quantity.　When its content becomes larger than one or becomes negative ａ
　　　　　positive or　negative signal is generated. The operation of Ｒ register is as
　　　　　described by Table 5. 3. The second case of the table is an overflow and the
　　　　　third case is ａ underflow. The detection of the overflow and the underflow
　　　　　isdone by inspection of tlie sign of Yn and Rn　十　Yn because Rn is non-
　　　　　negative.　When Rn　十Yn is negative while Yn is positive overflow took
　　　　　place and when Rn　十　Yn ｉ８negative and Yn is negative underflow took place.
－123－
This is shown in Table ５．８
　　　　　　　　　　　　　　　　　　　　　　Table５．８
　　　　　　　　　　　Truth table of output circuit of Ｒ Register.























After overflow or underflow are detected the sign bit of Rn 十Yn　is erased
to perform the operation specified by Table ５．3. As∠IZ.the output of Ｒ regis-
ter should maintain the signal for an iteration time the overflow and underflow
signals are used to set flip-flops of which ’ｌｌ”outputs are connected ｔ０the
positive line and the negative line respectively.　These flip-flops are reset




　　　　　　　　　　　　　　　　　　　Fig.　５．１０　　Logical circuit of Ｒ register
5.3.4　Ｙ Register









differs from Ｒ register in its operation.　The input signal to Ｙ register is
either one of ２’１８十k ,-18十'^ or 0. k is ｆｉχedduring the operation but
may be changed from ０ｔ０１７ depending on the scale factor.　To change ｋ
the input signal is strobed by either one of the timing pulses of Ｐ２，P3
P9. As the magnitude of Yn is limited as
　　　　　　　　　　　　－ｌ　く　Ｙｎ≦１　　　　　　　　　　　　　　(5.31)
the overflow or underflow from Ｙ register is detected for alarm. The





sign bit of Yn




　　　　　Another component of Ｙ register is ｔｈｅ△Ｙregister the operation of
which is described in Table 5.4.
　　Ｙregister is ａ two-bits reversible counter as shown in Fi ｇ．　5.11





Fig. 5. 11 △Ｙ register
Pi




　　　　　　Theintegrater　is composed of Ｒ register. Ｙ register and　ｄχ gate.　ｄχ gate
　　　　　　controlsthe signal sent from Y register in ａ way that input signal to Ｒ regis-
　　　　　　terchanges its sign when dX is negative. The logical circuit of dX gate is
　　　　　　shownin Fig.　５．１３
　　　　　　　　　　　Beforeb gining the computation the initial value s are loaded in Ｙ
　　　　　　registerof allintegraters. Initial value ｏｆＺ°１　isalso introduced in the
　　　　　　Ｒregister to eliminate the offset error。
　　　　　　　　　　　Thecontent of Ｙ register is cleared before the operation by ｔ}ヽ．ｅ
　　　　　　presetpulse which is generated for an iteration time by the press of
　　　　　　ａpush-button on control panel. At the same time initial value set on the
　　　　　　octalswitch is introduced by this preset pulse into the Ｙ register. The
　　　　　　computationbegins after the preset pulse disappears.　Time chart of
　　　　　　Fig.　5.14 shows the sequence of this operation.　Into Ｒ register Ｐ１９is
　　　　　　introducedby the preset pulse. The octal switch for setting the initial
　　　　　　valueis identical to that used in coefficient multiplier which will be described
　　　　　　later.The logical circuit of the complete integrater is shown in Fig.　５．１４
Yn +1/2△Yn
????

















Fig. 5. 14　Logical circuit of the integrater
－127－






　　　　　　　　　The coefficient Multiplier generates output　ムＹ subject to the input
　　　　　Az by the following relation.
　　　　　　　　　　　　　△Ｙｎ＋1＝　　k AZn　（ｌｋｌく1）　　(5.33)
　　　　　The circuit of the coefficient multiplier is similar to the integrater except


































　　　　　　　　　　　TheＹ register of the Bervo element ｉ８different from that of the
　　　　　integrater as the input to the register is more than one. The addition of more
　　　　　thanthree numbers may be executed by cascading adder-subtracters.
　　　゛　　　　　　Theoutput circuit is ａ pair of flip-flops which are set depending on
　　　　　thesign of the content of Ｙ register. The logical equations of the output










































　　　　The logical circuit of the adder is similar to the Ｒ register of the
integrater except the input is more than one. The output circuit similar to




whei°ｅ　　Ａ ° 十△Ｙ３１　Ｂ°’△Y,.　Ｃ ° 十ぶYj. and　Ｄこ一八Ｙ２・
The complete logical circuit of the adder for two inputs is shown in Fig. 5.18.
Fig.　5. 18 Logical circuit of adder
P20
The register 20 D in this logical circuit need not be ａ twenty-bits shift





























































　　　Asthe function of the computing elements were described in the previous
sections the operation of the control circuit of DAC －１will be described in
this section.




FF2 Fig. 5.20　　Shift pulse generater.
When power switch is thrown in the multivib rater begins to oscillate and
the flip-flop FFl is reset. When start pulse is sent from the computation
start switch it sets FFl and then FF2 and opens gate G. The pulses from
ｔｈｅ･multivib rater ｉＳ･then sent to the amplifier and the shift pulse is obtained.
　　　　　The timing pulses ＰＩ，Ｐ２‥‥‥‥．，Ｐ２０are generated by 20-bits
shift register. Afteｒ the shift puls ｅ wM generated the timing pulses are
generated by the timing pulse start switch. The timing pulses appear from









By the timing-pulBe-start-signal the flip-flop FFl i8 set and gates are open
completing the loop of the ring counter.　At this moment the first flip-flop
of the ring counter is set by ａ pulsa sent from FFl through differentiating
capacitor. Thereafter this one bit circulates in the ring counter generating
timing pul8es PI. P2, , P20 as it passes each flip-plop｡
　　　　　The indicate r is built to monitor the contents of the registers. This
is again a 20-bits shift register with-neon tube indicate r attached to each
stage of the register. By sending an ”indicate” pulse by the ”indicate" switch
during the operation of DAC the content of ａ register to which the indicater
is connected through selector switch is sent into the shift register of the
indicater. When the ”indicate” pulse is sent again the previous result




　　　　　　　　　　　　　　Fig.　５．２２・　Logical circuit of the indicate r　　　　　　ｙ
　　　　　　For loading initial values in Ｙ registers of the integraters and the
servo elements and 2-1 in Ｒ registers preset pulse Ｐ is used.　The preset
pulse is generated at the begining of computation and lasts only for an itera-
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by the Euler integraters.
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　　　　The result of computation of DAC －ｌ is converted ｈ
digital －　to　－analog converter and is recorded by the pen oscillograph.　dZ
pulses from the computing elements are covinted by reversible binary coxinter to
■whichａ■weight circuit ｉ８connected。























The re suits of computation for different initial values are shown in Fig.　5.24.
The error of this computation is discussed in later section.












The results of computations for different val＼aesof　ｋ　are ahown in Fig. 5.25.
　　Let one iteration time b?　ｒｏｔｈｅrelation between ｘ　and ;the real time
t(sec.) is　　　　　　　　　　　　　　　　　　　　　　　　　　　、
and eq. (5.39) is rewritten as











Table ５.10 giveｓ　f(k) for different values of　ｋ･･
　　　Ａ８･will be readily understood for　ｋ　larger than １４is unpractical because the
solutions represented by less than four biをs-ar･i･≪■bits are too inaccurate.　In Fig.
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　l(
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Fig. 5. 26　DAC solution of the second order differential equation：
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As　ｋ increases the solution tends to diverge.　This problem is discussed in later
sections.　Shov/n in Fig. 5.26 is ａ phase plane locus of the solution for ｋ = 6, which
is ａ complete circle.












The result obtained by DAC －ｌ is shown in Fig.　５．２７
Accuracy and C omputation speed of DAC
　　　Asthe opterationof DAC is based on the difference？quation approximation of the
　　　　　　　　　　　　　●
differential equation, large step of integration ■whichincreases computation speed
results less accuracy.　When the step is made small to incr？ase the accuracy the
computation speed reduces. This relation between. the accuracy and the computation
speed ■willbe examined in this eection.
5.5. 1　　１!vlaximiamRate of Change of Variables
．　　　　　　　Asthe macnitudc of increment of DAC is fixed at Ｚ“１８　themaximum rate of
　　　　　　　　　changeof variable 13 ２’１８　periteration time, ０ｒone in 52.43 seconds. When










　　　The truncation error due to the difference approximation is ａ serious probleχｎ
in DAC as this is strongly related to the computation speed.
　　　The method of circle test used in analog computer technology is applied to this
problem.






Fig. 5.28　DAC circuit for calculating
　　　　　　　eq. (5.46)
?
　　　　　　　　　　　χ= 0, Y^ I, Z = 0


























The characteristic root obtained from this equation is
　　　　　　　　　　　入＝ｌ！jh










The 8olution of the difference equation of eq.{5、47) has errors both in
amplitude and phase to tｈｅ･solutionof the original differential equation
ｅｑ°(5.46りsin X.　As μis l゛㎎er than unity the amplitude of Zn increases
as ｎincreases.
ET
　　■　Thephase error is represented by the relative phase error　ＥＴ　and
the amplitude error is represented by relative increase in amplitude per













generating sinusoidal function ofｆ(c/s) by Euler's approximation
formula are shown in Table 5.11.
　　　　　　　　　　　　　　　　　　　　　Table5. 11





ｈ ｅＴ ６Ａ Ｎ ？
0.01 500，000 4πX 10'6 -0.53×１０ｓ１０ 3.95×10'5 2, 320 64.5 hr.
０．１ ５０,０００４πＸ‘１０'５ -0.53×10'8 3.95×１０'４ 232 38.2 mm
ｌ ５,０００４πＸ １０‘４ -0.53xlO'6 3.95×10‘3 23.2 23.2 sec
５ 1，000 ２πＸ 10-3 -0.132×10'4 1.98×10'2 4.64 9.28 '1











The number of cycles Ｎ and the time elapsed T before the amplitude diverges
by １０Ｓ are also shown.
　　　　　Ａ８actually DAC uses the trapezoidal integration formula, the machine
　　　　　　　　　　　　　　　　　　　μへ
equation for the differential equation. ぷSp"{5.46) is
　　　　Znti°Ｚｎ．キＴｎ'ｈ十今(Ｔｎ － Yn-l)>≫
　　　　刄ｔｌ゛Ｔｈ｀ｚｎ｀ｈ｀を(ｚｎ＾Ｚｈ－１)ｈ




The characterstic roots of the above equation are
　X 1　＝　1/2 i　1 + 3/2 jh 十丙てぷyこ‾‘9/4h2 1
　/2 ( 1+ 3/2 j
匹 ｝
　λ3＝　1/2 ( 1 －3/2 jh ＋ぷて元丁9/4 h2 )
　λ4 = 1/2 ０ -ｚlｚjh －ｙＴヌ丁9/4 h2 }
Neglecting smaller guantities than ｈ２they are obtained as
　λ1　　＝　1－1/2 h2 十jh
　４　° 1/2 h2 ＋1/2 jh
　j3　　＝　1 - 1/2 h2　－jh











ＡＳλ･２and　A A are much smaller than λ･ and　２３ｔｈｅsolutions belonging
to these two roots vanish in ａ few steps of integration. The remaining two
rootsλ１　and　λ３　affect the accuracy of the solution. The solution of













These errors are calculated for various frequencies of the sinusoidal func-
tion to be generated by DAC and are shown in Table ５．１２
　　　　　　　　　　　　　　　　　　　　　Table5. 12





cycle ｈ ＳＴ A Ｎ
・
ｌ 5,000 ４πｘ ｌＯ“４ 0.27xlO'6 1.57×10'9 6,370,000 1.769 hr.
１０ ５００ ４πＸ 10-3 0.27xlO'4 1.57 6,370 10. 6 mm
５０ １００ ２πｘ 10-2 0.66×10'3 1.96 ５１０ 10,2 sec
１００ 50 ４πＸ １０'２ ０．２７ｘｌＯ’
Ｚ
1.57 6.37 0.0637 seC
In this table we see that the sinusoidal wave of５９c/s is generated almost
stably by DAC.　This fact states that DAC is superior to dc analog computers
al8o in computation speed.
　　　　　Theabove discussions are summarized as follows. When an ordi-















is solved by Euler's integration formula the characteristic equation of the
difference equation is
‘a･。SI゛ａ･c.n-1゛’“｀”゛“゛｀゛■ｎ-13 ゛ a-n ゛∂
入二ｊ
ｈ
Let the characteristic roots of the original differential equation ｂｅへ
＼vhereｋ = 1.2,・・・・.n　　thenthe characteristic roots of the difference






















If we define the relative amplitude error ％ａｎｄthe relative phase error
ぞＴ for the transient term of the difference equation concemMng ａ particular






Similar calculation is performed for the amplitude error and the phase error
of trapezoidal integration of eq. (5.75). For trapezoidal formula following
equation is used instead of eq. (5.77)
S　ｚ　　　-..入－ｊ　___＿
　　　　　い弓(･べ)}ｈ (5.85)
The characteristic roots of the difference equation corresponding to those
of the original differentialequatioふｋ are calculated by neglecting smaller
qualitiesthan ｈ２as follow.
入K1Ξ1十ｓKh十万6k h*
入K2 ° -1 s^h － 1 ｓ;h2
(5.86)
(5.87)
As the second root is very small and the transient term due to this root
vanishes rapidly only the firstroot is considered in the following discussion.









Finally the amplitude error Ｅχ and the phase error £-f are obtained in





　　　　　　Beforeconcluding the discussion let us consider additional characteri-
8tic root introduced by the coefficient multiplier. The operation ofａ coefficient
multiplier ｉ８represented by the next difference equation.
　　　　　　　　　　YII十l‘゛ Y11十ｋ（Ｚｎ “ Ｚｎ-1）　　　　　　　　　　（5°91）
　　　Consider the computer circuit of DAC ｓｈｏヽ。ni Fig. 5.29 which
solves following differential equation.
　　　　　　　　　　ｊ!21 U 十k U　＝　0　　　　　　　　　　　　　　　　(5.92)
　　　　　　　　　　ｄ　χ2・
dU　Fig. 5.29　DAC circuit for calculating
　　　　　　　　　　　　eq,(5.92)
dV
The difference equations of the computer circuit which uses Euler's in-
tegraters are
　　　　　　　　　　　　　　　Un+ 1 = Un十Vnh　　　　　　　　　　　　　　　　(5.93)
　　　　　　　　　　　　　　　Vn+ 1 = Vn - Wn h　　　　　　　　　　　　　(5. 94)
　　　　　　　　　　　　　　　Ｗｎ＋1＝Ｗｎ十k(Un －Un-1)　　　　　　　　(5.95)












Four characteristic roots are obtained from this equation. Since kh


















The third characteristic root is small enough to be neglected and the fourth
one gives ａ constant term. Therefore the firsttwo characteristic roots
are the significant ones. The solution of the difference equation is written











　　　　　　Thetime lag caused by the coefficient multiplier increases the errors by
　　　　　　ａfactor of two.
5.5.3　Round-Off Error
　Another significant error of the compution of DAC is the lound-off
　　　　　　　　　　　　　　　　　　　　　　ひ心外t山４
error due to ａ finite length of the registers and the fixed
ぶ:2よ22;
ｏがthe in-
cremental output signals of the computing elements. The round-off error
becomes ａ serious problem especially when the effectivelength of the Ｙ
register is shorter than eighteen bits。
　　　　　　Typicaleffect of the round-off error appears when the solution by










is solved on DAC the halving time of the solution considerably decreases a8
it approaches zero while that the rigorous solution is a constant. Consider
the integrate r solving eq.(5. 106) shown in Fig. ５．３０･
　　　　　　　　　（ＲＺ　）
dZ
Fig. 5.30　Block diagram of an
　　　　　　　　integrater solving･
　　　　　　　　eq.(5, 106)
As ｄχsignal is applied at each iteration time content ofＹ register is
added into theＲ register and the output from theＲ register subtracts
the content ofＹ register. Let the iteration time be To the time necessary
to subtract the last bit of the Y registerてｉ is obtained as
？j　＝　2“’？。 (5. 107)
because 2J18 time ｓ of addition of 2" 18 stored in Ｙ register to register make
an output from Ｒ register.　Likewise the halving time of the second least




because when ２ is stored in Ｙ register ２
.17
　　　　　　　　　　(5● 108)
times of addition of this
quantity to Ｒ register make an output from Ｒ　register which changes the
content of Ｙ register 2‘18.　The halving time of the third least significant
bit of Ｙ register is calculated in a following way.　Initially 2’16 exists in
｡･
Ｙ register.　2 16 times of addition of this quantity into Ｒ register result
an output from Ｒ register and the content of Y register becomes （2’17.＋2’１８）






































　　Fig. 5.31　Halving times for different
　　　　　　　　　　　numbersof bits in Ｙ register.
As　ｎ　increases these values approach ?;ｌｏｇｅ２　whichis the halving time of
the rigorous solution.
　　　　　　　Theeffect of the round-off error in the computation of DAC is now






i８ approximated by the following difference equation by Euler's formula.
　　　　　　　　　　　　　　　Ｚｎ＋1　　“吊ｎ　＝　Ｙ㎡ｈ　　　　　　　　　　　　　　（５● 114)
the error of which is only ａ truncation error. Now consider that an inte-




Probability density of the
round-off error.
As Ｒ register of the first integrater stores the remainder of the quantity
stored in Ｙ register of the second integrater the opera!tion of the second
integrater has an error caused by not adding this remainder to its own Ｒ
register. This is the ro＼xnd-of£error.　By considering this round-off error
the variables are written in the following ｗ４ｙ･
Yn　°Ｙｎ豪　十’ＲＴｎ
Ｚｎ･ ゜ Ｚｎ'米 十　　Rjｚｎ
(5.115)
(5. 116)
where　Yn and　Zn　are numbers stored in Y registers, and ^Yn and ^■zn
are those in Ｒ registers.
Obviously Ｒｎ°○(ｈ) (5. U7)



















　　　As ａ particular example let us consider the effect of the round-off error
when
　　　　　　　　　　　　　　　　　Ｙ　＝　－Ｚ




Considering　Zn and　Rn　staitcase functions of time the Laplace transform
of this difference equation is written
[i-(i-h) z"'}Z(s; =-z"'R(S)h














　　　　　　　　　　　　　Ｚ（叫　゜Ｊz-n Zn (5. 125)
into eq. (5. 122), we obtain
　　　2″゛恍に
h)Rn-2+R
こjﾔ♂’‰1 +(1-♂’３ R3+ (5. 126)
As Rn is ａ random number with the standard deviation へ　the standard
deviation of Zn is calculated as








In the foregoing discussion the round-off error is considered 士り■
llJi
－151－
random.　Actually round off error is by no means random but has ａ･definite
form of time function. Generally the round-off error is the difference of
the continuous function and the quantized staircase function.　Although con-
sideration of round-off error ａ８ａ roundom number is allowable in the macro-
scopic discussion of the error, condide ration of the detailed waveform will
be required for explicit calculation of the error。
　　　　　Ineq. （５．１２８）収。denotesthe standard deviation of Rn. This is
calculated ａｓ{ollows.















































　　　　　Now the round-off error of ａ general linear differential equation ｉ８





























Neglecting F^ to consider only error term and taking Laplace transform this




= -Z~' ｈ Ａ･r"(s)
→　　　　　　　　→　　　→　　　　　　　　　　→
Y (S)゜２; Ｚ’ｉｌYn ｇ　Ｒ（Ｓ）゜ΣＺ“ｌｌ　Ｒｎ





















ＷｈｅｎＲ１６″Ｒ２０″”゛・‘’‘゜･'^N'n-1are considered random numbers of the
standard deviation of　ｌｘ･ｏ the standard deviation of Yin is calculated as
　　収1　in the follov″ing eりlation
(5.139)
As　KI? ｔKi:十－－－一十KiN　i“he i l;ｈdiagonal element of the matrix
　　　　　　　(Ｅ十hA)％･A呼Ｅ・hA)ツ　　　　　　　(5. 140)
八i i8 fi皿11ｙobtained ゛ｓ
　　　　　　　入i＝h入。√写　　　　　　　　　　　　　　　(5● 141)
Where Si　is the　ｉ　thdiagonal element of the matrix
　　A･Aり(Ｅ咄A)･Ａヽが(石＋hA)ぢこ－ｔ(石'哨煩‰゛佃t力がてバ(5. 142)
　　　　Ａ８ an example of application of eq. (5. 141) the effect of the round-off









































Finally the standard deviations of　Ｙ and Z are obtained from eq. (5. 141) as
(＼i(n)=i＼z(.n)八正石戸戸７ (5. 149)
In contrast to the previous example of the firstorder differentialequation
the standard deviation diverges as steps ofintegration proceed. In Fig.　5.34








　　　　Fig.　５．３４　Standard deviation of the accummulated error caused by
　　　　　　　　　　　　　rounding-offerror of the Euler integration゜ｆ eq. tb. 143).
　　　　　The round-off error of the trapezoidal integrater is more complex
and will not be discussed in this thesis. Only the effect of the round-off
error written in　Ｚ　transform is shown below.
ﾏcs)=hZ号鐘Zう[E-Z{Ｅ好一徊}A}匹F (5. 150)
５．６　　Incremental Calculus　７３）
　　　　　　　　　The DAC is an incremental computer which executes any computation
　　　　　byincremental calculus. As will be seen in the following examples ａｌ･．､４３ｔ














By using these relations the computer circuit for generating eq. （５．15) is
obtained as showm in Fig.　５．３５．
df(ｘ)
df





























As M(X) and Ｎ (X) are obtainable by the circuit of Fig. ５．３５ｆ(X)is
















DAC circuit for calculating eq. (5. 153)
　　　　　Thecoordinate transformation which is frequently necessitated in the
fire control system and the tracking devices is one of the favorite tasks
performed by the incremental calculus.
（ｉ）　　Transformation from Two -Dimen sional Polar coordinate to Rectangu-
　　　larCoordinate.
　　　　　　　　　　　　　　X =r c:05 e
　　　　　　　　　　　　　　7 = r Sin e　　　l
By differentiation V/e obtain
　　　　　　　　　　　d叉こdr COS B-y de
　　　　　　　　　　　dy ゛dr sin ｅ･t-xae
　　　　　　　　　　　dCCOS ｅ) =-sine･de　Ｉ
　　　　　　　　　　　dcsine)こcose・de





Fig.　5.37　　DAC circuit for coordinati:;
　　　　　transformationfrom two-dimensional
　polar coordinate to rectangular coordinate.
-157-













　These relations are representable by ten integraters and four adders.









sin ｏ sin φ
COS ｅ
Successive differentiation leads to the following set of equations.
dx　°d I" sin 0 cosﾀS十d e ｚ ｃｏｓφ－ｄφ　ｙ
ｄｙ＝　ｄ Ｆ sin ｏ sin β十d e z ｓinﾀ5十ｄφ　ｘ
dz　＝　d Y cos 9　－　ｄ ｅ・ 1"sin e
d(sin ｏ COS ﾀﾞi)=de cose‘ＣＯＳφ－ｄφSine･Ｓはφ
ｄ(ｓine ｓinφ) =:d6 cose ゛Smφi‘dφSine°C05φ
d(cos ｅ　ｃｏｓφ)=-de3in9-co芯φ－dβcose･Siti^
d(cos o sin φ) =-d0SirLe-Si叩十dμOSe･COSφ
d(４　　　ｃｏ印)＝dｚ co5φ-d02: Sinφ・



















d( cos d　) =-desine
d（　sin e ) =　de cose
ｊ
By twenty-six integraters and ten adders above relationp are representable.
(iv) 　　Tracking Problem in Two-Dimensional Space
　　Rectangular coordinate (x, y) is to be calculated from r. and ｒＺ












Rewriting these equationsleads to
　　　　　　ｘ＝☆（ビード白
　ｙ‰士（占に）－ｘ! Lj









"These relations are representable by the computer circuit of Fig. 5.39
ｙ
Fig.　５．４０　Tracking problem in three
　　　　　　　　　dimensionalspace.
Fig. 5.39　DAC circuit for calculating ｘ and ｙ
　　　　　　　　from rl and ｒ２　by eq. (5. 162)
（ｖ）　　Tracking in Three-Dimensional Space･



























By successive differentiationwe ｃａｎ･derivedx, dy　and　dz　from








　　　　　These relations are represented by ａ computer circuit composed of eight
　　　　　integraters and three adders.
５．７　　Concluding Remark
　　　　　　　　　　　Anoutstanding advantage of DAC is the simplicity of the control
　　　　　circuits. The individual computer elements operate by nothing other than
　　　　　thepo'wer supply, the clock pulse generater and the timing pulse generater.
　　　　　Inthis respect DAC is particularly suitable as ａ control computer for which
　　　　　theproblems solved may be relatively limited. In the general purpose digital
　　　　　computer the machine capacity is of considerable scale whereas DAC can
　　　　　bebuilt in any size depending on the calculation wanted to perform･
　　　　　　　　　　　DAChas also ａ promising field of application where large scale ana-
　　　　　１０ｇcomputers are currently employed. The higher precision and higher
　　　　　computation speed of DAC will replace analog computers in those fields
　　　　　where financial problem is less important.
－１６１－
　　　　　　　　　　　　　　Conclusionand Acknowledgement
　　　　　　　Thevarious ways of applying the analog computer to the problems of
　science and engineering which had been developed by the author were de-
　scribed in the foregoing chapters. Also described are the dynamic properties
　of analog computer elements. Specifying the dynamic property of ａ computer
　element is especially important in ａ certain problem where the system ana-
　lyzed is less stable.
　The new computer elements described in this thesis were developed by the
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