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ABSTRACT:- India is the home of different languages, due to its cultural and geographical diversity. In the 
Constitution of India, a provision is made for each of the Indian states to choose their own official language for 
communicating at the state level for official purpose.  In India, the growth in consumption of Indian language 
content started because of growth of electronic devices and technology. The availability of constantly increasing 
amount of textual data of various Indian regional languages in electronic form has accelerated. But not much 
work has been done in Indian languages text processing.  So there is a huge gap from the stored data to the 
knowledge that could be constructed from the data. This transition won't occur automatically, that's where Text 
mining comes into picture. This research is concerned with the study and analyzes the text mining for Indian 
regional languages  
 
Text mining refers to such a knowledge discovery process when the source data under consideration is text. Text 
mining is a new and exciting research area that tries to solve the information overload problem by using 
techniques from information retrieval, information extraction as well as natural language processing (NLP) and 
connects them with the algorithms and methods of KDD, data mining, machine learning and statistics. Some 
applications of text mining are: document classification, information retrieval, clustering documents, 
information extraction, and performance evaluation. In this paper we made an attempt to show the need of text 
mining for Indian languages. 
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I. INTRODUCTION 
 India is one of the multilingual nations in the world today. India's growing focus on Internet services 
being provided in regional languages. The first step in this direction was the launch of TDIL (Technology 
Development for Indian Languages) Programme in 1991 by Ministry of Information Technology to develop 
information processing tools to facilitate human machine interaction in Indian Languages. [1] States that the 
internet users in India could increase by 24% if local language content is provided on the internet. Amongst 
current active internet users, local language usage penetration is around 42 per cent. Huge number of available 
documents in digital media makes it difficult to obtain the necessary knowledge related to the needs of a user. 
So with exponential increase in the information in Indian languages on the web, automatic information 
processing and retrieval become an urgent need. 
 
II.  LITERATURE REVIEW 
 From the literature survey noticed that, not much work has been done in Indian languages text 
processing. Here an attempt is made to summarize the research work on Indian languages   
[2] In this paper, reported work on keyword extraction and topic tracking for Punjabi language.  
[3]Part of speech tagging plays a vital role in natural language processing. This paper presents a reasonably 
accurate POS tagger for Kannada language.  
[4]Used Domain Based Ontology for the Classification of Punjabi Text Documents.  
[5]They have worked on single- document opinion summarization for Bengali. The novelty of the proposed 
technique is the topic based document-level theme relational graphical representation. This is the first attempt 
on opinion summarization for Bengali.  
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[6] This is first time that these resources have been developed for Punjabi and these can be beneficial for 
developing other Natural language processing applications for Punjabi.  
[7] It classifies a given document and then creates a summary. There is no standard stop word list for Kannada, 
or methods to do that. Hence a given procedure in this work can be used as a stop word removal method. The 
summarizer can be used as a tool in various organizations such as Kannada Development Authority, Kannada 
Sahitya Parishath etc.  
[8] Used classification algorithms C5.0 to extract relevant data from Oriya language Oriya Language.  
[9] Classified Telugu documents using Naive Bayes classifier.  The base system on which a variety of further 
explorations can be carried out, both from the linguistic point of view and statistical point of view. 
 
III.  NEED OF TEXT MINING IN INDIAN LANGUAGES  
 With over 1.27 billion people and more than one thousand languages, India is one of the multilingual 
nations in the world today. India's growing focus on Internet services being provided in regional languages. The 
first step in this direction was the launch of TDIL (Technology Development for Indian Languages) Programme 
in 1991 by Ministry of Information Technology to develop information processing tools to facilitate human 
machine interaction in Indian Languages. 
 
       
 
 The Google launched a Hindi homepage in 2009, and now support Gujarati, Tamil, Marathi and 
Bengali; and others like Twitter started to support Hindi in 2011. Indiblogger aggregates links to Indian 
blogging sites, and you can choose between Assamese, Bengali, Gujarati, Hindi, Kannada, Malayalam, Marathi, 
Punjabi, Tamil, Telugu and Urdu content on the site. [9] States that the internet users in India could increase by 
24 per cent if local language content is provided on the internet.  
 
 Existing internet users, also long for content in the language of their choice. Amongst current active 
internet users, local language usage penetration is around 42 per cent. Huge number of available documents in 
digital media makes it difficult to obtain the necessary knowledge related to the needs of a user.  
 
 So with exponential increase in the information in Indian languages on the web, automatic information 
processing and retrieval become an urgent need. This motivated us to work on Text mining for Indian languages   
 
IV.   OBJECTIVES 
 India is multilingual nations. Text mining is a growing research area in data mining. The most 
fundamental property of languages is the one known as Zipf’s law. For any Indian language, if we plot the 
frequency of words versus their rank for a sufficiently large collection of textual data, we will see a clear trend, 
which resembles a power law distribution.  So the aim is conduct a detailed study on text mining on Indian 
language. In this paper we have proposed techniques for Indian language text mining  
 
1. To design a method for Indian language documents representation  
2. To propose an algorithm to categorize documents based on language/domain.  
3. To design a common algorithm to extract the information using keyword extraction methods from all the 
Indian language documents.   
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V.  PROPOSED TECHNIQUES FOR INDIAN LANGUAGE TEXT MINING 
In the proposed methods of Indian language text mining there are three phases.  
a. Data preprocessing   
b. Document categorization 
c. Keywords extraction  
 
a. Data Preprocessing 
 Data Preprocessing means converting unstructured data into structured data. Given a textual source 
containing different types of documents (different formats, language formatting) the first action that should text 
preprocessing. After preprocessing data mining algorithms can be applied .The different phases of text 
preprocessing is shown in the figure 1 
 
b. Document Categorization 
 Categorization is the process of dividing the data into number of groups which are either dependent or 
independent of each other and each group acts as a class. The task of categorization can be done by using 
several methods using different types of classifiers. 
 
Proposed algorithm for Indian language Document Categorization  
Step 1: Identify specific language files.   
Step 2: Associate a Language label with each of the files.   
Step 3:  Build a Corpus C    
Step 4: Preprocess the Corpus C.   
Step 5: Apply a Stemming algorithm to reduce all the words to their root form.   
Step 6: Generate VSM or a Term Document matrix using Binary Term Occurrence D( i, j)     (where i is the 
document i and j is the jth term of document i.)   
Step7: Train the Classifier (kNN,j48 and NB) using C as training examples.   
 
c. Keywords extraction 
Keywords are widely used as a brief summary and index of documents. Keyword extraction is the task selecting 
a small set of words from the document that can describe the meaning of the document.  So find the term 
frequency – inverse document frequency also called TF*IDF to evaluate how important is a word in a 
document. The proposed keyword extraction method is shown in the form or flowchart. 
 
VI.  CONCLUSIONS 
 An attempt is made to propose methods to preprocess the Indian language text documents and also to 
extract the keyword from the categorized Indian language text documents. The advantage of these methods is 
they are language independent.  That means these are common methods which can be applied for any Indian 
languages text documents. 
 
 The biggest challenge here is to convert unstructured data into structured data. Vector space model 
(VSM) can be used to represent the text in the form of matrix. Once the data is represented in a structure format, 
the next step is to Categorization of text document based language. The attention is towards the popularly 
known k nearest neighbor approach (KNN), Decision tree and naive bayes classifier.  
 
 The next phase of work is keyword extraction.  TF*IDF will be used to evaluate how important is a 
word in a document.  The TF*IDF will be used as a threshold to select the important keyword.  
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