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Abstract
We study scalar conservation laws with nonlinear diffusion and nonlinear dispersion terms ut +f (u)x =
ε∂xb(∂xu) − δ∂2x ((∂xu)2−1) (any   1), the flux function f (u) being mth order growth at infin-
ity. It is shown that if ε, δ = δ(ε) tend to 0, then the sequence {uε} of the smooth solutions con-
verges to the unique entropy solution u ∈ L∞(0, T∗;Lq(R)) to the conservation law ut + f (u)x = 0 in
Lk(0, T∗;Lp(R)) (k < ∞, p < q). The proof relies on the methods of compensated compactness, Young
measures and entropy measure-valued solutions. Some new a priori estimates are carried out. In particular,
our result includes the convergence result by Schonbek when b(λ) = λ,  = 1 and LeFloch and Natalini
when  = 1.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we study a scalar conservation law with nonlinear diffusion and nonlinear dis-
persion terms of the form:
∂tu+ ∂xf (u) = ε∂xb(∂xu)− δ∂2x
(
(∂xu)
2−1), (x, t) ∈ R × (0,∞), (1.1)
u(x,0) = uε0(x), x ∈ R, (1.2)
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precisely stated later. The initial data uε0 is an approximation of a given initial data u0 : R → R
and ε, δ tend to zero. We show that the sequence {uε} of solutions to Eqs. (1.1), (1.2) converges
to the unique entropy solution to the hyperbolic scalar conservation law:
ut + f (u)x = 0, x ∈ R, t > 0, (1.3)
u(x,0) = u0(x), x ∈ R, (1.4)
under the assumption that the dispersion parameter δ is rather small compared with the diffusion
parameter ε.
If the flux function f (u) = u22 (Burgers’ type) and ε = 0, then Eq. (1.1) is reduced to the
Korteweg–de Vries (KdV) equation [1,2,10,11]. On the other hand, when δ = 0, Eq. (1.1) reduces
to a nonlinear parabolic equation if the function b satisfies the assumptions stated below.
There are many previous results for Eqs. (1.1), (1.2). In the case of b(λ) = λ,  = 1, Schon-
bek [15] gives a convergence result under the assumption that either δ = O(ε2) for f (u) = u22 , or
δ = O(ε3) for arbitrary subquadratic flux functions f . This result is generalized by Kondo and
LeFloch [7] for the flux with linear growth at infinity: |f ′(u)|M for ∀u ∈ R with some M > 0
and the convergence of the sequence {uε} in Lk(R+;Lp(R)) (1 < k < ∞ and 1 < p < 2) to a
weak solution under the assumption δ = O(ε2) is obtained. It is also shown that the above limit
is the unique entropy solution in the sense of Kružkov under the stronger condition on δ = o(ε2).
They also obtain a convergence result for multispace-dimensional conservation laws. See also a
study for systems in Hayes and LeFloch [5,6,12].
In the present paper, we restrict ourselves to assume that the flux function is a given smooth
function which satisfies following assumptions:
∃C1 > 0, m > 1 s.t.
∣∣f ′(u)∣∣ C1(1 + |u|m−1) for any u ∈ R, (I)
which is introduced in [14]. We assume the following conditions for the functions b:
(i) b(λ) is a nondecreasing function satisfying b(0) = 0 and b(λ)λ 0 for any λ ∈ R.
(ii) ∃C2,C3, N > 0, r  1 s.t. C2|λ|(2+1)r  b(λ)λ C3|λ|(2+1)r for any |λ|N.
(II)
LeFloch and Natalini [14] study the equation with nonlinear diffusion and linear dispersion
( = 1) under assumptions (I), (II). They show that, in the case of  = 1, if {uε0} converges
to u0 in L1 ∩ Lq(R) and m < 5 − 1r (=: q), the sequence {uε} of solutions converges to the
unique entropy solution u ∈ L∞(0, T∗;Lq(R)) in Lk(0, T∗;Lp(R)) (k < ∞, p < q) for δ =
O(ε
5−m
r(5−m)−1) ) (r  1), using a priori estimates, compensated compactness and Young measure.
We prove that for δ = O(ε 6−m−1r(6−m−1)−1 ) (∀  1), if {uε0} converges to u0 in L1 ∩ Lq(R) and
m< q and that the sequence of smooth solutions uε exists, then the sequence {uε} converges to
the unique entropy solution u ∈ L∞(0, T∗;Lq(R)) in Lk(0, T∗;Lp(R)) (k < ∞, p < q) by new
a priori estimates being carried out successfully (Theorem 4.1).
In Section 2, we recall some important tools [3,9,13,16]: Young measures, entropy measure-
valued (m.-v.) solutions. In Section 3, we apply a priori estimates to nonlinear conservation
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(1.2) converges to the unique entropy solution of Eqs. (1.3), (1.4).
2. Preliminaries
In this section, we prepare a generalization of the Young measures associated to sequences and
entropy measure-valued solutions. We recall that Prob(R) is the space of probability measures
on R:
Prob(R) = {nonnegative Borel measure ν on R: ν(R) = 1}.
Definition 2.1. We call that a mapping ν : R×(0,∞) → Prob(R) said to be weakly- measurable
if 〈
ν(x,t), g(·)
〉 := ∫
R
g(λ)dν(x,t)
is measurable with respect to (x, t) for any g ∈ C(R).
Lemma 2.1. Let {uj } be a uniformly bounded sequence in L∞((0,∞);Lq(R)). Then there exists
a subsequence {uj ′ } and a weakly- measurable mapping ν : R × (0,∞) → Prob(R) such that,
for any function g ∈ C(R) satisfying
g(u) c
(
1 + |u|q ′) for some 0 < q ′ < q, (2.1)
the following limit holds
g(uj ′) →
〈
ν(x,t), g(·)
〉
as j → ∞
in Ls((0,∞)) for some 1 < s < q
q ′ , i.e.
lim
j ′→∞
∫ ∫
R×(0,∞)
g
(
uj ′(x, t)
)
φ(x, t) dx dt =
∫ ∫
R×(0,∞)
〈
ν(x,t), g(·)
〉
φ(x, t) dx dt (2.2)
for any φ ∈ C∞0 (R × (0,∞)).
The above measure-valued mapping ν(x,t) is called a Young measure associated with the se-
quence {uj ′ }.
Lemma 2.2. Let ν be a Young measure associated with a sequence {uj } which is uniformly
bounded in L∞((0,∞);Lq(R)). Then, for u ∈ L∞((0,∞);Lq(R)),
lim
j→∞uj = u in L
∞((0,∞);Lq ′loc(R)) for some q ′ ∈ [1, q)
if and only if
ν(x,t)(λ) = δu(x,t)(λ) for a.e. (x, t) ∈ R × (0,∞).
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R×(0,∞)
〈
δu(x,t), g(·)
〉
φ(x, t) dx dt =
∫ ∫
R×(0,∞)
g
(
u(x, t)
)
φ(x, t) dx dt
for any g ∈ C(R) satisfying Eq. (2.1) and any φ ∈ C∞0 (R × (0,∞)).
A fundamental notion in our paper is the measure-valued (m.-v.) solutions to the Cauchy
problem (1.3), (1.4) which are investigated by DiPerna [4], LeFloch and Natalini [14] and
Szepessy [17].
Definition 2.2. Let f ∈ C(R) satisfy the growth condition (2.1) and u0 ∈ L1(R) ∩ Lq(R).
A Young measure ν associated with the sequence {uj } which is assumed to be uniformly bounded
in L∞((0,∞);Lq(R)), is then called an entropy measure-valued (m.-v.) solution of Cauchy
problem (1.3), (1.4) if
∂t
〈
ν(·), |λ− k|
〉+ ∂x 〈ν(·), sgn(λ− k)(f (λ)− f (k))〉 0 (2.3)
in D′(R × (0,∞)) for any k ∈ R, i.e. in the sense of distributions, and for any compact sets
K ⊂ R,
lim
T→0+
1
T
T∫
0
∫
K
〈
ν(x,t),
∣∣λ− u0(x)∣∣〉dx dt = 0. (2.4)
The existence and uniqueness of entropy solutions are a classical result due to Kružkov [8]:
Theorem 2.1. [8] Let f satisfy Eq. (2.1) and u0 ∈ L1(R) ∩ Lq(R). Then there exists a unique
entropy solution u ∈ L∞(R;L1(R)∩Lq(R)) of Eqs. (1.3), (1.4) which satisfies∥∥u(·, t)∥∥
Lq
′
(R)  ‖u0‖Lq′ (R) for a.e. t ∈ (0,∞) and 1 q ′  q. (2.5)
Szepessy [17] shows the uniqueness of the measure-valued solutions and the form of the
measure-valued solutions is determined.
Proposition 2.1. [17] Let f satisfy Eq. (2.1) and u0 ∈ L1(R) ∩ Lq(R). Suppose that ν and ν˜
are entropy m.-v. solutions of Eqs. (1.3), (1.4). Then there exists a function w ∈ L∞(R;L1(R)∩
Lq(R)) such that
ν(x,t) = δw(x,t) = ν˜(x,t) for a.e. (x, t) ∈ R × (0,∞). (2.6)
It is rather simple to show that if a function u is an entropy solution to Eqs. (1.3), (1.4)
then ν defined by ν = δu is an entropy m.-v. solution to Eqs. (1.3), (1.4). In fact, the following
proposition holds.
Proposition 2.2. Assume that f satisfies the growth order condition (2.1). If u ∈ L∞((0,∞);
L1(R) ∩ Lq(R)) is an entropy solution to Eqs. (1.3) and (1.4), then the weakly- measurable
mapping ν defined by ν = δu(x,t) is an entropy m.-v. solution to Eqs. (1.3), (1.4).
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weakly- measurable. Since u is an entropy solution, we get
∂t
〈
ν(·), |λ− k|
〉+ ∂x 〈ν(·), sgn(λ− k)(f (λ)− f (k))〉
= ∂t |u− k| + ∂x sgn(u− k)
(
f (u)− f (k)) 0
in the sense of distributions.
From the initial condition (1.4), for any ε > 0, there exists δ > 0 such that for ∀T ∈ (0, δ),∫
R
∣∣u(x,T )− u0(x)∣∣< ε.
Hence we have, for any compact set K ⊂ R,∫
K
〈
ν,
∣∣· − u0(x)∣∣〉dx = ∫
K
∣∣u(x, t)− u0(x)∣∣dx < ε.
Therefore we get
1
T
T∫
0
∫
K
〈
ν,
∣∣· − u0(x)∣∣〉dx dt  1
T
T∫
0
ε dt = ε
for any ε > 0.
Thus, the mapping ν = δu satisfies Eqs. (2.3) and (2.4). It implies that ν is an entropy m.-v.
solution to Eqs. (1.3), (1.4). 
The converse of Proposition 2.2 is true but it is hard to prove it. This mathematical fact is
successfully proved by DiPerna [4] and Szepessy [17].
Theorem 2.2. [4,17] Assume that f satisfies the growth order condition (2.1). If the weakly-
measurable mapping ν is an entropy m.-v. solution, then ν(x,t) is a Dirac measure for each (x, t)
and the function u defined by u = suppν is an entropy solution to Eqs. (1.3) and (1.4).
Combining Theorems 2.1, 2.2, Propositions 2.1, 2.2, we can state the following main conver-
gence tool which is proved in [14].
Corollary 2.1. [14] Let f satisfy Eq. (2.1) and u0 ∈ L1(R) ∩ Lq(R). Suppose that ν is a Young
measure associated with a sequence {uj } and that the sequence {uj } is uniformly bounded in
L∞((0,∞);Lq(R)) for q  1. If ν is an entropy m.-v. solution of Eqs. (1.3), (1.4), then
lim
j→∞uj = u in L
∞((0,∞); Lq ′loc(R)) for any 1 q ′ < q,
where u ∈ L∞((0,∞);Lq(R)) is the unique entropy solution of Eqs. (1.3), (1.4).
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section.
3. A priori estimates
In this section, we study a sequence {uε} of smooth solutions to Eqs. (1.1), (1.2) vanishing
at infinity. We assume that the initial data {uε0} are smooth functions with compact support,
uniformly bounded in L1(R)∩Lq(R) (q > 1). Suppose that there exists a sequence of the smooth
solutions {uε} to Eqs. (1.1), (1.2) defined on R× (0, T∗), vanishing at infinity and associated with
initial data {uε0} for some T∗ > 0. In this section, we derive a priori estimates for approximate
solutions uε to Eq. (1.1) with initial data uε0. To simplify the notation of uε and uε0, we omit “ε”
throughout this section. Moreover we suppose the following uniform estimate concerning the
initial data uε0 with some constant C0 > 0 independent of ε:
‖u0‖L2(R) + ‖u0‖L5− 1r (R) + δ
1
2 ‖u0,x‖L2(R)  C0.
Then we have:
Lemma 3.1. For T ∈ (0, T∗), we have
∫
R
u2(x, T ) dx + 2ε
T∫
0
∫
R
b
(
ux(x, t)
)
ux(x, t) dx dt =
∫
R
u20(x) dx  C0. (3.1)
Proof. We multiply Eq. (1.1) by u and then integrate it in x ∈ R. We obtain∫
R
u · ut dx +
∫
R
u · f (u)x dx = ε
∫
R
u · b(ux)x dx − δ
∫
R
u · ((ux)2−1)xx dx.
Hence
d
dt
1
2
∫
R
u2 dx +
∫
R
uf (u)x dx = −ε
∫
R
b(ux)ux dx − δ
∫
R
(ux)
2−1uxx dx.
We see that the second terms on both sides of the above equation vanish identically, since we can
write them in a conservative form:
uf (u)x = P(u)x with P ′ = uf ′(u),
(ux)
2−1uxx = Q(u)x with Q′ = (ux)2−1.
Therefore we have
d
dt
1
2
∫
u2 dx = −ε
∫
b(ux)ux dx.R R
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1
2
{∫
R
u2(x, T ) dx −
∫
R
u20(x) dx
}
= −ε
T∫
0
∫
R
b(ux)ux dx dt. 
Let F be defined by F ′(u) = f (u). Then we obtain the following:
Lemma 3.2. For every T ∈ (0, T∗), we have
δ
2
∫
R
(
ux(x,T )
)2
dx −
∫
R
F
(
u(x,T )
)
dx + (2− 1)εδ
T∫
0
∫
R
b′(ux)(ux)2−2u2xx dx dt
= δ
2
∫
R
(
u0,x(x)
)2
dx −
∫
R
F
(
u0(x)
)
dx + ε
T∫
0
∫
R
f ′(u)b(ux)ux dx dt.
Proof. We multiply Eq. (1.1) by f (u)+ δ((ux)2−1)x and then integrate it in x ∈ R, we have
0 =
∫
R
{
f (u)ut + f (u)f (u)x − εf (u)b(ux)x + δf (u)
(
(ux)
2−1)
xx
}
dx
+
∫
R
{
δ
(
(ux)
2−1)
x
ut + δ
(
(ux)
2−1)
x
f (u)x − εδb(ux)x
(
(ux)
2−1)
x
+ δ2((ux)2−1)x((ux)2−1)xx}dx
=
∫
R
F(u)t dx + ε
∫
R
f (u)xb(ux) dx − δ
∫
R
f (u)x
(
(ux)
2−1)
x
dx
− δ
∫
R
(ux)
2−1uxt dx + δ
∫
R
f (u)x
(
(ux)
2−1)
x
dx
− (2− 1)εδ
∫
R
b′(ux)(ux)2−2u2xx dx
=
∫
R
F(u)t dx + ε
∫
R
f ′(u)uxb(ux) dx
− δ
2
∫
R
(
(ux)
2)
t
dx − (2− 1)εδ
∫
R
b′(ux)(ux)2−2u2xx dx.
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0 =
∫
R
{
F
(
u(x,T )
)− F (u0(x))}dx + ε T∫
0
∫
R
f ′(u)b(ux)ux dx dt
− δ
2
∫
R
{(
ux(x,T )
)2 − (u0,x(x))2}dx − (2− 1)εδ T∫
0
∫
R
b′(ux)(ux)2−2u2xx dx dt.

Using the uniform bound of u in L∞(0, T∗;L2(R)) with respect to ε ∈ (0,1] due to
Lemma 3.1, we get an estimate of u in the L∞ norm.
Lemma 3.3. Assume 1 <m< 6 − 1 ( 1) in condition (I), then for the solution to Eq. (1.1),
there exists C > 0 such that∣∣u(x, t)∣∣ Cδ− 16−m−1 for any (x, t) ∈ R × (0, T∗).
Proof. First we remark that∣∣F(u)∣∣ C(1 + |u|m+1) with some C > 0.
Therefore, from Lemma 3.2, we have for T ∈ (0, T∗)
δ
2
∫
R
(
ux(x,T )
)2
dx + (2− 1)εδ
T∫
0
∫
R
b′(ux)(ux)2−2u2xx dx dt
= δ
2
∫
R
(
u0,x(x)
)2
dx +
∫
R
{
F
(
u(x,T )
)− F (u0(x))}dx + ε T∫
0
∫
R
f ′(u)b(ux)ux dx dt
 C
{
1 + ∥∥u(·, T )∥∥m−1
L∞(R)
(∥∥u(·, T )∥∥2
L2(R) + ε
T∫
0
∫
R
b(ux)ux dx dt
)}
with some C > 0. Hence, from Lemma 3.1, we obtain
δ
2
∫
R
(
ux(x,T )
)2
dx + (2− 1)εδ
T∫
0
∫
R
b′(ux)(ux)2−2u2xx dx dt
 C
(
1 + ∥∥u(·, T )∥∥m−1
L∞(R)
)
. (3.2)
Thus, we are led to the following inequality:
δ
1
2
∥∥ux(·, T )∥∥ 2  C(1 + ∥∥u(·, T )∥∥m−1∞ ) 12 with some C > 0.L (R) L (R)
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∣∣u(x,T )∣∣3  3 x∫
−∞
∣∣u2(y, T )ux(y,T )∣∣dy  3δ− 12 ∥∥u(·, T )∥∥2Lp(R)δ 12 ∥∥ux(·, T )∥∥L2(R)
 Cδ− 12
∥∥u(·, T )∥∥2
Lp(R)
(
1 + ∥∥u(·, T )∥∥m−1
L∞(R)
) 1
2 with some C > 0,
where p = 42−1 . From Lemma 3.1, we get
∥∥u(·, T )∥∥
Lp(R) 
(∥∥u(·, T )∥∥p−2
L∞(R)
∫
R
∣∣u(x,T )∣∣2 dx) 1p  C∥∥u(·, T )∥∥ p−2p
L∞(R)
 C
∥∥u(·, T )∥∥ 12
L∞(R) with some C > 0.
Hence we obtain∣∣u(x,T )∣∣3  Cδ− 12 ∥∥u(·, T )∥∥ 1
L∞(R)
(
1 + ∥∥u(·, T )∥∥m−1
L∞(R)
) 1
2 with some C > 0.
Therefore, for ∀t ∈ (0, T∗), we have∥∥u(·, t)∥∥6
L∞(R)  Cδ
−1∥∥u(·, t)∥∥2
L∞(R)
(
1 + ∥∥u(·, t)∥∥m−1
L∞(R)
)
with some C > 0.
When setting y = ‖u(·, t)‖L∞(R) and considering the inequality
y6  Cδ−1y2
(
1 + ym−1),
we can arrive at∥∥u(·, t)∥∥
L∞(R) max
{
1, (C/δ)
1
6−m−1
}
Cδ−
1
6−m−1 with some C > 0. 
Using this uniform bound of u, we also get:
Lemma 3.4. For any T ∈ (0, T∗), there exists a constant C > 0 such that
∫
R
(
ux(x,T )
)2
dx + ε
T∫
0
∫
R
b′(ux)(ux)2(−1)u2xx dx dt  Cδ−
2(3−1)
6−m−1 .
Proof. From Lemma 3.3, we have∥∥u(·, t)∥∥
L∞(R)  Cδ
− 16−m−1 .
Therefore we obtain ∥∥u(·, t)∥∥m−1∞  Cδ− m−16−m−1 with some C > 0.L (R)
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∫
R
(
ux(x,T )
)2
dx + ε
T∫
0
∫
R
b′(ux)(ux)2(−1)u2xx dx dt
 Cδ−1 +Cδ−1∥∥u(·, T )∥∥m−1
L∞(R)  Cδ
− m−16−m−1 −1 Cδ−
2(3−1)
6−m−1 . 
From the above lemmas, we are led to uniform bound in L∞(0, T∗;Lq(R)) with q < 5 which
is an improvement of the L2 bound in Lemma 3.1.
Proposition 3.1. Assume that conditions (I) and (II) hold for r  1 and that m < q := 5 − 1
r
.
Suppose the following uniform estimate concerning the initial data uε0 with some constant C0 > 0
independent of ε:
‖u0‖L2(R) + ‖u0‖Lq(R) + δ
1
2 ‖u0,x‖L2(R)  C0.
Then there exists a constant C > 0 such that, for any small enough δ and ε,
sup
t∈(0,T∗)
∥∥u(·, t)∥∥q
Lq(R) C
(
1 + T 1− 1r ε− 1r δ q+6−m−66−m−1 ). (3.3)
Proof. Setting for η(u) = |u|q with q = 5 − 1
r
, we multiply Eq. (1.1) by η′(u) and then integrate
it in x ∈ R∫
R
η′(u)ut dx +
∫
R
η′(u)f ′(u)ux dx = ε
∫
R
η′(u)b(ux)x dx − δ
∫
R
η′(u)
(
(ux)
2−1)
xx
dx.
Hence we have
d
dt
∫
R
η(u)dx + ε
∫
R
η′′(u)b(ux)ux dx
= −δ
∫
R
(
η′′(u)ux
)
x
(ux)
2−1 dx
= −δ
(∫
R
η′′′(u)(ux)2−1u2x dx +
∫
R
η′′(u)(ux)2−1uxx dx
)
= −δ
(∫
R
η′′′(u)(ux)2+1 dx + 12
∫
R
η′′(u)
(
(ux)
2)
x
dx
)
= −δ
(∫
R
η′′′(u)(ux)2+1 dx − 12
∫
R
η′′′(u)ux(ux)2 dx
)
=
(
1
2
− 1
)
δ
∫
η′′′(u)u2+1x dx.R
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∫
R
η
(
u(x,T )
)
dx + ε
T∫
0
∫
R
η′′(u)b(ux)ux dx dt
=
∫
R
η
(
u0(x)
)
dx +
(
1
2
− 1
)
δ
T∫
0
∫
R
η′′′(u)u2+1x dx dt. (3.4)
Using Lemmas 3.1, 3.3 and condition (II), we estimate the second term in the right-hand side of
Eq. (3.4):
∣∣∣∣∣
(
1
2
− 1
)
δ
T∫
0
∫
R
η′′′(u)u2+1x dx dt
∣∣∣∣∣ Cδ
T∫
0
∫
R
|u|q−3|ux |2+1 dx dt
 Cδ
( T∫
0
∫
R
|u|p(q−3) dx dt
) 1
p
( T∫
0
∫
R
|ux |(2+1)r dx dt
) 1
r
 Cδ
( T∫
0
∫
R
|u|2+ pr dx dt
) 1
p
( T∫
0
∫
R
b(ux)ux dx dt
) 1
r
 Cδ · ∥∥u(·, t)∥∥ 1r
L∞(R)
(
T
∥∥u(·, t)∥∥2
L2(R)
) 1
p · ε− 1r
 Cδ · δ− 1r(6−m−1) T 1p ε− 1r  CT 1− 1r ε− 1r δ q+6−m−66−m−1 ,
where 1
p
+ 1
r
= 1 and since p(q − 3) = 2 + p
r
. Returning to Eq. (3.4), we obtain
∫
R
η
(
u(x,T )
)
dx + ε
T∫
0
∫
R
η′′(u)b(ux)ux dx dt = C
(
1 + T 1− 1r ε− 1r δ q+6−m−66−m−1 ),
which gives Proposition 3.1. 
4. Convergence results
In this section, we consider that the sequence {uε} of solutions to Eqs. (1.1), (1.2) converges
to the unique entropy solution to Eqs. (1.3), (1.4).
Assume again that the initial data {uε0} are smooth functions with compact support, uniformly
bounded in L1(R) ∩Lq(R) for q > 1 and there exists a function u0 ∈ L1(R) ∩Lq(R) for q > 1
such that, for δ = O(ε),
lim uε0 = u0 in L1(R)∩Lq(R). (4.1)
ε→0
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constant C0 > 0 independent of ε:∥∥uε0∥∥L2(R) + ∥∥uε0∥∥Lq(R) + δ 12 ∥∥uε0,x∥∥L2(R)  C0. (4.2)
Under the above assumptions, if δ = O(ε 6−m−1r(6−m−1)−1 ), Proposition 3.1 implies that the se-
quence {uε} is uniformly bounded in L∞(0, T∗;Lq(R)).
Now, we state main result of this note.
Theorem 4.1. Assume that conditions (I) and (II) hold. Suppose that there exists a sequence
of the smooth solutions {uε} to Eqs. (1.1), (1.2) defined on R × (0, T∗) (T∗ > 0), vanishing at
infinity and associated with initial data {uε0} satisfying (4.1) and (4.2) with m < q = 5 − 1r .
If δ = O(ε 6−m−1r(6−m−1)−1 ), the sequence {uε} of solutions converges to the unique entropy solution
u ∈ L∞(0, T∗;Lq(R)) to Eqs. (1.3), (1.4) in Lk(0, T∗;Lp(R)) (k < ∞ and p < q).
Proof. Let U be any convex function U(u) such that U ′,U ′′,U ′′′ are uniformly bounded on R.
We consider the distribution
Λε := ∂tU
(
uε
)+ ∂xF˜ (uε), (4.3)
where F˜ ′ = f ′U ′, and we first show that Λε converges to a nonpositive measure in D′(R × R+).
We have
Λε = U(u)t + F˜ (u)x = U ′(u)ut + F˜ ′(u)ux
= U ′(u){εb(ux)x − δ((ux)2−1)xx − f (u)x}+ f ′(u)U ′(u)ux
= εU ′(u)b(ux)x − δU ′(u)
(
(ux)
2−1)
xx
= ε{(U ′(u)b(ux))x −U ′′(u)b(ux)ux}− δ{(U ′(u)((ux)2−1)x)x −U ′′(u)((ux)2−1)xux}
= ε(U ′(u)b(ux))x − εU ′′(u)b(ux)ux − δ(U ′(u)((ux)2−1)x)x + δU ′′(u)((ux)2−1)xux
= Λ1 +Λ2 +Λ3 +Λ4.
To begin with, we consider the term Λ1. Using Eq. (3.1) and condition (II) which implies
|b(λ)|  c(1 + |λ|(2+1)r−1) for any λ, we estimate Λ1. For any smooth function θ ∈ C∞0 (R ×
(0, T∗)) (θ  0), we get
∣∣〈Λ1, θ〉∣∣=
∣∣∣∣∣
T∗∫
0
∫
R
εU ′(u)b(ux)θx dx dt
∣∣∣∣∣ Cε
T∗∫
0
∫
R
(|θx | + |ux |(2+1)r−1|θx |)dx dt
 Cε‖θx‖L1(R×(0,T∗)) +Cε‖θx‖Lp′ (R×(0,T∗))
( ∫ ∫
|ux |p{(2+1)r−1} dx dt
) 1
psupp θ
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( ∫ ∫
supp θ
b(ux)ux dx dt
) 1
p
 C
(
ε + ε 1(2+1)r )Cε 1(2+1)r → 0, (4.4)
where 1
p
+ 1
p′ = 1 with p{(2+ 1)r − 1} = (2+ 1)r .
Secondly the term Λ2 is nonpositive:
〈Λ2, θ〉 = −
T∗∫
0
∫
R
εU ′′(u)b(ux)uxθ dx dt  0. (4.5)
To estimate Λ3, we use Lemma 3.1 and condition (II) again:
∣∣〈Λ3, θ〉∣∣=
∣∣∣∣∣δ
T∗∫
0
∫
R
U ′(u)
(
(ux)
2−1)
x
θx dx dt
∣∣∣∣∣
=
∣∣∣∣∣δ
T∗∫
0
∫
R
{(
U ′(u)(ux)2−1
)
x
−U ′′(u)(ux)2−1ux
}
θx dx dt
∣∣∣∣∣
=
∣∣∣∣∣−δ
T∗∫
0
∫
R
U ′(u)(ux)2−1θxx dx dt − δ
T∗∫
0
∫
R
U ′′(u)(ux)2−1uxθx dx dt
∣∣∣∣∣
 Cδ
( ∫ ∫
supp θ
|ux |(2−1)p1 dx dt
) 1
p1 ‖θxx‖
L
p′1 (R×(0,T∗))
+Cδ
( ∫ ∫
supp θ
|ux |2p2 dx dt
) 1
p2 ‖θx‖
L
p′2 (R×(0,T∗))
 Cδ
( ∫ ∫
supp θ
|ux |(2+1)r dx dt
) 1
p1 +Cδ
( ∫ ∫
supp θ
|ux |(2+1)r dx dt
) 1
p2
 Cδ
( ∫ ∫
supp θ
b(ux)ux dx dt
) 1
p1 +Cδ
( ∫ ∫
supp θ
b(ux)ux dx dt
) 1
p2
 Cδ
(
ε
− 2−1
(2+1)r + ε− 2(2+1)r ) Cδε− 2(2+1)r , (4.6)
where supp θ denotes the support of θ in R × (0, T∗) and 1p1 + 1p′1 = 1 with (2 − 1)p1 =
(2+ 1)r , 1
p
+ 1′ = 1 with 2p2 = (2+ 1)r .2 p2
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∣∣〈Λ4, θ〉∣∣=
∣∣∣∣∣δ
T∗∫
0
∫
R
U ′′(u)
(
(ux)
2−1)
x
uxθ dx dt
∣∣∣∣∣
=
∣∣∣∣∣(2− 1)δ
T∗∫
0
∫
R
U ′′(u)(ux)2−1uxxθ dx dt
∣∣∣∣∣
=
∣∣∣∣∣2− 12 δ
T∗∫
0
∫
R
U ′′(u)
(
(ux)
2)
x
θ dx dt
∣∣∣∣∣
=
∣∣∣∣∣−2− 12 δ
T∗∫
0
∫
R
(
U ′′(u)θx +U ′′′(u)uxθ
)
(ux)
2 dx dt
∣∣∣∣∣
 Cδ
∫ ∫
supp θ
(|ux |2 + |ux |2+1)dx dt
 Cδ
( ∫ ∫
supp θ
|ux |2p3 dx dt
) 1
p3
( ∫ ∫
supp θ
1p
′
3 dx dt
) 1
p′3
+Cδ
( ∫ ∫
supp θ
|ux |(2+1)r dx dt
) 1
r
( ∫ ∫
supp θ
1r
′
dx dt
) 1
r′
 Cδ
( ∫ ∫
supp θ
|ux |(2+1)r dx dt
) 1
p3 +Cδ
( ∫ ∫
supp θ
|ux |(2+1)r dx dt
) 1
r
 Cδ
(∫ ∫
supp θ
b(ux)ux dx dt
) 1
p3 +Cδ
( ∫ ∫
supp θ
b(ux)ux dx dt
) 1
r
 Cδ
(
ε
− 2
(2+1)r + ε− 1r ) Cδε− 1r , (4.7)
where 1
p3
+ 1
p′3
= 1 with 2p3 = (2+ 1)r and 1r + 1r ′ = 1.
If δ = o(ε1/r ), it follows that Λε converges to a nonpositive measure in D′(R × R+) from
Eqs. (4.4)–(4.7). That is, from the definition of the Young measure, it follows that the terms in
Eq. (4.3) converge to their limits:
U
(
uε
)→ 〈ν,U 〉, F˜ (uε)→ 〈ν, F˜ 〉,
in the sense of distribution. Therefore for all convex entropy pairs, we obtain
∂t
〈
ν(·),U(λ)
〉+ ∂x 〈ν(·), F˜ (λ)〉 0. (4.8)
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{uε} is entropy measure-valued solution to Eqs. (1.3), (1.4).
By virtue of Eq. (4.8), the regularization of |u− k| (for any k ∈ R) gives Eq. (2.3).
To show the initial condition Eq. (2.4), we combine the entropy inequalities and the weak
consistency property, following the argument due to DiPerna [4] and Szepessy [17].
We consider the function g(λ) = |λ|γ for 1 < γ < min(2, q), and set
G(λ,λ0) := g(λ)− g(λ0)− g′(λ0)(λ− λ0).
On the other hand, we can write as follows:
g(λ) = g(λ0)+ g′(λ0)(λ− λ0)+R2(λ), R2(λ) = 11!
λ∫
λ0
(λ− s)g′′(s) ds.
Here, from g(λ) = |λ|γ , we have
g′(λ) = γ |λ|γ−1 sgnλ, g′′(λ) = γ (γ − 1)|λ|γ−2,
R2(λ) = γ (γ − 1)
λ∫
λ0
λ− s
|s|2−γ ds 
γ (γ − 1)
(1 + |λ0| + |λ|)2−γ
λ∫
λ0
(λ− s) ds
= γ (γ − 1)
(1 + |λ0| + |λ|)2−γ ·
1
2
(λ− λ0)2.
Hence, we obtain
G(λ,λ0)
γ (γ − 1)
2
(λ− λ0)2
(1 + |λ| + |λ0)2−γ . (4.9)
For any compact set K ⊆ R, using the Cauchy–Schwarz inequality and Eq. (4.9), we have
∫
K
〈
ν,
∣∣λ− u0(x)∣∣〉dx
=
(∫
K
∫
R
(λ− u0)2
(1 + |λ| + |u0|)2−γ dν dx
) 1
2
(∫
K
∫
R
(
1 + |λ| + |u0|
)2−γ
dν dx
) 1
2
 CK
(∫
K
∫
R
G
(
λ,u0(x)
)
dν dx
) 1
2
 CK
(∫
K
〈
ν,G
(
λ,u0(x)
)〉
dx
) 1
2
.
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1
T
T∫
0
∫
K
〈
ν(x,t),
∣∣λ− u0(x)∣∣〉dx dt  CK · 1
T
T∫
0
(∫
K
〈
ν(x,t),G
(
λ,u0(x)
)〉
dx
) 1
2
dt
 CK
(
1
T
T∫
0
∫
K
〈
ν(x,t),G
(
λ,u0(x)
)〉
dx dt
) 1
2
. (4.10)
Let {ψ} ∈ C∞0 (R) be a sequence of test function such that
lim
n→∞ψn = g
′(u0) in L
γ
γ−1 (R).
By the definition of g and G, we get
T∫
0
∫
K
〈
ν(x,t),G
(
λ,u0(x)
)〉
dx dt
=
T∫
0
∫
K
∫
R
G
(
λ,u0(x)
)
dν dx dt
=
T∫
0
∫
K
∫
R
{
g(λ)− g(u0(x))− g′(u0(x))(λ− u0(x))}dν dx dt
=
T∫
0
∫
K
∫
R
{|λ|γ − ∣∣u0(x)∣∣γ − (g′(u0(x))−ψn)(λ− u0(x))−ψn(λ− u0(x))}dν dx dt.
We apply Eqs. (2.5), (4.1) and Lemma 2.1:
T∫
0
∫
K
∫
R
(
g′
(
u0(x)
)−ψn)(λ− u0(x))dν dx dt
= lim
ε→0
T∫
0
∫
K
(
g′
(
u0(x)
)−ψn)(uε(x)− u0(x))dx dt
 lim
ε→0
T∫ ∥∥g′(u0(x))−ψn∥∥
L
γ
γ−1 (R)
∥∥uε(x)− u0(x)∥∥Lγ (R) dt
0
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ε→0
T∫
0
∥∥g′(u0(x))−ψn∥∥
L
γ
γ−1 (R)
{∥∥uε(x)∥∥
Lγ (R) +
∥∥u0(x)∥∥Lγ (R)}dt
 lim
ε→0
T∫
0
∥∥g′(u0(x))−ψn∥∥
L
γ
γ−1 (R)
{∥∥uε0(x)∥∥Lγ (R) + ∥∥u0(x)∥∥Lγ (R)}dt

T∫
0
∥∥g′(u0(x))−ψn∥∥
L
γ
γ−1 (R)
{∥∥u0(x)∥∥Lγ (R) + ∥∥u0(x)∥∥Lγ (R)}dt
 2T
∥∥u0(x)∥∥Lγ (R)∥∥g′(u0(x))−ψn∥∥L γγ−1 (R).
Hence, we obtain
T∫
0
∫
K
〈
ν(x,t),G
(
λ,u0(x)
)〉
dx dt

T∫
0
∫
R
〈
ν(x,t), u0(x)− λ
〉
ψn dx dt + T
∫
R\K
∣∣u0(x)∣∣γ dx
+ 2T ∥∥u0(x)∥∥Lγ (R)∥∥g′(u0(x))−ψn∥∥L γγ−1 (R). (4.11)
Let Ki be an increasing sequence of compact sets such that K ⊂ K1 ⊂ K2 ⊂ · · · , ⋃∞i=1 Ki = R.
We have
T∫
0
∫
K
〈
ν(x,t),G
(
λ,u0(x)
)〉
dx dt 
T∫
0
∫
Ki
〈
ν(x,t),G
(
λ,u0(x)
)〉
dx dt.
This, since
lim
i→∞
∫
R\Ki
∣∣u0(x)∣∣γ dx = 0,
by Eq. (4.11) with K replaced by Ki , yields
1
T
T∫
0
∫
K
〈
ν(x,t),G
(
λ,u0(x)
)〉
dx dt
 1
T
T∫ ∫ 〈
ν(x,t), u0(x)− λ
〉
ψn dx dt + 2
∥∥u0(x)∥∥Lγ (R)∥∥g′(u0(x))−ψn∥∥L γγ−1 (R). (4.12)
0 R
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lim
T→0+
1
T
T∫
0
∫
R
〈
ν(x,t), u0(x)− λ
〉
ψn dx dt  0. (4.13)
By definition of the Young measure, we have
1
T
T∫
0
∫
R
〈
ν(x,t), u0(x)− λ
〉
ψn dx dt = lim
ε→0
1
T
T∫
0
∫
R
(
u0(x)− uε(x, t)
)
ψn dx dt.
Now we consider
1
T
T∫
0
∫
R
(
u0(x)− uε(x, t)
)
ψn dx dt
= 1
T
T∫
0
∫
R
u0(x)ψn dx dt − 1
T
T∫
0
∫
R
uε(x, t)ψn dx dt
=
∫
R
(
u0(x)− uε0(x)
)
ψn dx +
∫
R
uε0(x)ψn dx −
1
T
T∫
0
∫
R
uε(x, t)ψn dx dt
=
∫
R
(
u0(x)− uε0(x)
)
ψn dx − 1
T
T∫
0
∫
R
(
uε(x, t)− uε0(x)
)
ψn dx dt
=
∫
R
(
u0(x)− uε0(x)
)
ψn dx − 1
T
T∫
0
∫
R
( t∫
0
∂su
ε(x, s) ds
)
ψn(x)dx dt =: Aε +Bε.
Here, Aε tends to zero as ε → 0 since Eq. (4.1). We consider the term Bε as follows:
∣∣Bε∣∣= ∣∣∣∣∣− 1T
T∫
0
∫
R
( t∫
0
∂su
ε(x, s) ds
)
ψn(x)dx dt
∣∣∣∣∣
=
∣∣∣∣∣− 1T
T∫
0
∫
R
( t∫
0
(−∂xf (uε)+ εb(uεx)x − δ((uεx)2−1)xx)ds
)
ψn(x)dx dt
∣∣∣∣∣
=
∣∣∣∣∣− 1T
T∫ ∫ t∫ (
f
(
uε
)
∂xψn − εb
(
uεx
)
∂xψn − δ
(
uεx
)2−1
∂2xψn
)
ds dx dt
∣∣∣∣∣.
0 R 0
N. Fujino, M. Yamazaki / J. Differential Equations 228 (2006) 171–190 189Now, from condition (I) and the definition of ψ , we remark that
∣∣f (u)∣∣ c(1 + |u|m), ∫
R
ψn dx < Cn.
Thus, by Lemma 3.3 and the argument as in Eqs. (4.4), (4.6), we have
∣∣Bε∣∣ C
T
T∫
0
∫
R
t∫
0
(
1 + ∣∣uε∣∣m)∂xψn ds dx dt +Cε 1(2+1)r +Cδε− 2(2+1)r
 C
T
(
1 + δ− m6−m−1 ) T∫
0
∫
R
t∫
0
∂xψn ds dx dt +Cε
1
(2+1)r +Cδε− 2(2+1)r
 CnT +Cε
1
(2+1)r +Cδε− 2(2+1)r .
When ε → 0 with δ = o(ε 1r ), we have lim supε→0 |Bε| CnT . Therefore we have
1
T
T∫
0
∫
R
〈
ν(x,t), u0(x)− λ
〉
ψn dx dt = lim
ε→0
1
T
T∫
0
∫
R
(
u0(x)− uε(x, t)
)
ψn dx dt CnT ,
which implies Eq. (4.13).
It is easy to see that δ = O(ε 6−m−1r(6−m−1)−1 ) implies δ = o(ε 1r ). Hence, from Corollary 2.1, the
proof of Theorem 4.1 is completed. 
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