Three rare families of functions of analytic complexity one were studied. Main results are the description of linear differential equations with solutions of complexity one (Theorem 2), the description of L-pairs of complexity one (Theorem 5), the description of O(2)-simple functions (Theorem 7).
Introduction
The complexity of analytic functions of several variables has been studied in [1] [2] [3] [4] [5] . A method of measuring the complexity of an analytic function in two variables, possibly multivalued, is proposed in [3] . For any analytic function of two variables z(x, y) one can define its complexity N (z). 
The differential polynomial δ(z) is the numerator of the expression (ln(z
′′ xy .
Linear equations with constant coefficients
Consider the pair of functions (z 1 = e ax+by , z 2 = e px+qy ). If ab = pq = 0 then we have max(N (z 1 ), N (z 2 )) = 0. If it is not so, then max(N (z 1 ), N (z 2 )) = 1. What condition on (a, b, p, q) provides that the complexity of all linear combinations of z 1 and z 2 does not exceed one? The answer gives Lemma 1. Let (ab, pq) ̸ = 0. The complexity of all linear combinations of z 1 and z 2 does not exceed 1 only in three cases (1) 
Proof. The condition (1) for z = t 1 z 1 + t 2 z 2 has the form
e ax+by e px+qy t 1 t 2 = 0.
So the lemma is proved. 2
There is a curious corollary from this lemma. Consider a homogeneous linear equation with constant coefficients P (D)(z(x, y)) = 0 and let L be the space of its analytic solutions. The complexity N (L) of the space of solutions L is the maximum (finite or infinite) of the solutions' complexities. Proof. Let χ = {P (λ 1 , λ 2 ) = 0} be the characteristic set of this equation and let (z 1 = e ax+by , z 2 = e px+qy ) be two solutions, i.е. (a, b), (p, q) ∈ χ. It follows from Lmma 1 that χ belongs to a vertical line (case (1)) or to a horizontal line (case (2)), or to a line passing through the origin (case (3)). There is another case (case (4)) outside Lemma 1. In this case χ is the coordinate cross and N (z 1 ) = N (z 2 ) = 0. The characteristic polynomials have one of the forms: in case (1)
In all cases it is not difficult to solve these differential equations. The condition N (L) 1 is true only for n 1 = n 2 = n 3 = n 4 = 1. The theorem is proved.
2
Note that if the multiplicities (n 1 , n 2 n 3 , n 4 ) are arbitrary, then the complexities of the space of solutions are finite but greater than one.
L-pairs
A collection of functions forms a linear space if this collection is closed under addition and multiplication by a constant (complex numbers). Multiplication by a nonzero constant does not change the complexity of a function: N (λz(x, y)) = N (z(x, y)). This means that a nonzero function of complexity 1 generates a linear space lying in Cl 1 . As for a sum of two functions, if N (z 1 (x, y)) and N (z 2 (x, y)) do not exceed n then N (z 1 (x, y) + z 2 (x, y)) (n + 1). It can be shown that in 'general position' this inequality becomes the equality. There is a simple example:
But there exist exceptional pairs. For example N (xy) = 1, N (x + y) = 1 and N (t 1 (xy) + t 2 (x + y)) = 1 for any (t 1 , t 2 ).
Definition. We call a pair of functions
Here we assume that z 1 and z 2 have analytic germs at the same point. Lemma 1 then becomes a classification of L-pairs of a special form.
Let us formulate several obvious statements. 
the affine group of transformations of (z 1 , z 2 )-plane.
The pseudo-group generated by the transformations (1), (2) and (3) we denote by G. The description of L-pairs is natural to give up to the G-action. Now let us turn back to Lemma 1. If we assume only that N (z 1 + z 2 ) 1, we have the same description. Indeed, the condition (1) for z = z 1 + z 2 has the form
and it is enough to reach the conclusion of Lemma 1. Taking this into account we modify the definition.
We can strengthen Lemma 1 as follows.
is a pair of complexity one only in three cases (1) 
Now we turn to the construction of an arbitrary L-pair of complexity one. Their description is given in the form of a list of cases that are specified and denoted in the course of exposition.
Let z 1 and z 2 be two functions of complexity not exceeding 1, that is 
Let the first term have complexity zero, this is Case (01). Then the first term is a function of one variable, denote it by a(x). From (1) for a(x) + t · r(x + y) we get
By lower indices we denote orders of derivatives. If r 2 = 0 then r(x + y) = k · (x + y) + l and a(x) is arbitrary. This is Case (01.1). This pair is equivalent to (a(x), (x + y)). If r 2 is not zero then from the second equation we have r(t) = ρ · e mt +ρ. And from the first equation we have a(x) = α·e mt +α. This pair is equivalent to (kx, xy). We call this Case (01.2)
Consider now Case (11) when both terms have complexity one. This means that a
Eliminating c 3 from the first and second equations and then from the first and third equations, we get two equations. Each of them is a quadratic form in (c 1 , c 2 ) with a common factor
In our case this factor can be equal to zero only if a 1 − b 1 = 0 (Case (11.1)). This pair has the form (c(x + y), r(x + y)). Assume now a 1 − b 1 ̸ = 0. After dividing by the common factor we get
After elimination of c 2 /c 1 we have
Consider all the possibilities separately. The expressions for c 3 from each of these equations are fractions with the denominators
There are two possibilities for vanishing of one of the denominators: a 1 = 1 or a 1 = −1. In our case a 1 ̸ = b 1 , hence we have only the second possibility a(x)y, xy) .
In Case (11.3) r 2 = 0, i.e. r(x + y) = ρ(x + y) +ρ, where ρ ̸ = 0. By replacing x with ρx +ρ and y with ρy we obtain r(x + y) = x + y. The condition (1) for c(a(x) + b(y)) + (x + y) has the form
By eliminating c 3 and c 2 /c 1 , we get
It may vanish only because of the second factor, therefore, separating the variables we get a 2 /a Consequently, c(t) = γe mt +γ, and the pair has the form (xy, x + y).
From this we get
(the denominator is not zero). The condition that r 2 r 1 is a function of x + y, namely the equality of its derivatives with respect to x and y, is
We can decrease the order of equation (8) 
and we can write (8) as
we previous equation becomes linear
From this we find d dB g and write the condition of its independence from A:
Now we express g(B)
and write the condition of its independence from A:
By looking for solutions of the form f (A) = A m , we get the equation
Substituting these f (A) and g(B)
in (9), we get
Since a and b are not linear, we may assume that the constants l, m, and n are not zeros simultaneously. Thus, if l = n = 0 and m ̸ = 0 (Case (11.4.1)), then
Analogously,
and then we have r(t) = − ρ t + C + D . Computing c 2 /c 1 from any of (4) and substituting the expression for r 2 /r 1 , we get
Thus, the pair has the form (
.
and we get a ′ (x) = α(x) and b ′ (y) = β(y) as inversion of the integrals, and a(x) and b(y) by one more integration. As in the previous case, from (7) we get r(t) and c(t) from any relation of (4).
Finally, we have the theorem. As shown above, all pairs in this list are L-pairs. In Cases (01.1), (01.2), (11.1), (11.2) it is obvious. In Case (11.3) we can also see it easily: z = xy + t(x + y) = (x + t)(y + t) − t 2 . In Case (11.4.1) it is not that clear. We need to check that
After the change t by t 2 we get
By replacing x with tx, y with ty, and z with t/z, we get The set of pairs of complexity one is certainly wider than the set of L-pairs of complexity one. This is another open problem: to describe all pairs of complexity one.
O(2)-simplicity
The standard action of the O(2) on the (x, y)-plane is
where ϕ ∈ C. This action induces an action on functions
Denote t = tg(ϕ/2), then we have another form for this action
If N (z(x, y)) = n, then N (z(λx, λy)) = n also, therefore we can replace g t (x, y) with
) n + 1, and for arbitrary z and ϕ there is no reason to expect that N (g ϕ (z)) n. For example, let z = xy, then N (z) = 1. For δ(h t (z)) we have
We see that N (h t (xy)) = 1 only for 9 values of t, namely t = 0, ±1, ±i, ±1 ± √ 2. The corresponding functions are proportional to
For another values t the complexity N (h t (xy)) is equal to two. 
Statement 6. (1) z is O(2)-simple if and only if δ(g t (z)) = 0 for all (x, y, t). (2) c(a(x) + b(y)) is O(2)-simple if and only if a(x) + b(y) is O(2)-simple. (3) z(x, y) is O(2)-simple if and only if z(y, x) is O(2)-simple.
The proof is obvious.
in index notation for derivatives we have
We can decrease the order of equation (11) 
+2 B 2 P 3 P 2 + 3 B 2 P 2 P P 1 + 2 AP 2 P 2 − 10 AP P 1 2 + 6 P 2 P 1 = 0, which splits into two relations: terms free of B and terms with the factor B 2 . Eliminating P ′′′ (A) from them, we get
The case P = 0 ( Case 1) has been considered above. Now we turn to the remaining cases.
(AP 1 − 2 P ) = 0 (Case 2), ( AP 2 P − 2 AP 1 2 + 3 P 1 P ) = 0 (Case 3), ( A 2 P P 2 + A 2 P 1 2 − 3 AP P 1 + 2 P 
