License plate (LP) detection is the most imperative part of an automatic LP recognition (LPR) system. Typical LPR contains two steps, namely LP detection (LPD) and character recognition. In this paper, we propose an efficient Vehicle-to-LP detection framework which combines with an adaptive GMM (Gaussian Mixture Model) and a cascade of boosted classifiers to make a faster vehicle LP detector. To develop a background model by using a GMM is possible in the circumstance of a fixed camera and extracts the motions using background subtraction. Firstly, an adaptive GMM is used to find the region of interest (ROI) on which motion detectors are running to detect the vehicle area as blobs ROIs. Secondly, a cascade of boosted classifiers is executed on the blobs ROIs to detect a LP. The experimental results on our test video with the resolution of 720x576 show that the LPD rate of the proposed system is 99.14% and the average computational time is approximately 42ms.
Ⅰ. Introduction
Vehicle LPR is one of the most important subjects in a traffic surveillance system. We are able to obtain useful information about vehicles through LPR. In order to recognize a vehicle LP in real-time, however, the LP should be quickly and robustly detected in advance. An unsatisfying result of LPD affects the performance of LPR. Therefore, detecting LPs under various complex environments remains a challenging problem.
Recently, learning-based LPD methods using different classifiers become very popular. The basic idea is to use a classifier to group the features extracted from vehicle images into positive class (LP region) or negative class (non-LP region). A number of computational intelligence architectures, such as neural networks (NNs) [1] , genetic programming (GP), and genetic algorithms (GAs) [2] , were implemented for a LPD. Support Vector Machine (SVM) [3] and Fuzzy clustering algorithm [4] have been widely used for LPD as they do not need a large number of parameters to obtain a decent classification performance. AdaBoost was successfully used with Haar-like features in a "cascade" for face detection [5, 6] . Using the cascade framework, the background region can be excluded to a great extent from further training. It was capable of processing images very fast with high detection rates.
In the case of fixed camera environment in a traffic surveillance system, we are able to use background subtraction using a Gaussian mixture model (GMM) [7] . In this paper, we focus on fast We propose an efficient Vehicle-to-LP detection system which is based on motion detection and a cascade of boosted classifiers to make a faster detector. In the first step of this system, motion detection of a frame is used in the vehicle detection.
We can obtain blobs and limited searching regions as candidate areas that means we only classify small sub-windows in candidate regions. The second step is to use the cascade of boosted classifiers for LPD.
By combining two steps, we are able to reduce computational time and keep the performance of cascade of boosted classifiers.
This paper is organized as follows: Problems and challenges are illustrated in Section 2, the proposed LPD system in a fixed camera environment is described in Section 3, and the experimental results in Section 4 show that the proposed system is able to ensure fast LPD as well as achieve the high detection accuracy than other existing systems.
Finally, a conclusion is summarized in Section 5.
Ⅱ. Problems and Challenges
There are a number of possible difficulties available for a LPR system affected by images. All complications are summarized as follows :
(1) Bad image quality (resolution) problem caused by using a low-quality camera or long distance between a camera and a vehicle. 
Ⅲ. Vehicle-to-LP detection
Our proposed LPD system is divided into two phase; vehicle detection and LP detection. In a traffic surveillance system, background subtraction using background model is very useful to detect ROI for LPD under the fixed camera environment.
The first step of our system is vehicle detection which can reduce the computational time since there are few searching areas. Next step is LP detection. We are able to apply a trained cascade of boosted classifiers to each ROI for LPD. Fig. 3 demonstrates the proposed Vehicle-to-LP detection framework.
Vehicle Detection
Detecting a LP in a large area needs much more computational complexity. If we detect the vehicle region as a ROI quickly from an image then the area is reduced for detecting a LP and minimizes computational complexity. Once we know the vehicle region, we can detect the LP promptly. So the vehicle detection is the first and the most important part of our proposed system. We use a GMM and an expectation-maximization (EM) algorithm to identify moving objects regions in our test video and after that using some image preprocessing methods to find the vehicle region as a ROI. The detailed description of our proposed vehicle detection procedure will be given later.
In computer vision, background subtraction using a GMM is often used. The algorithm of background subtraction using a GMM is as follows; (1), and re-normalize.
and 
(The algorithm is reasonably robust to these choices).
(5) Determine  as in equation (6), and thence from the current 'best match' Gaussian whether the pixel is likely to be foreground or background.
(6) Use some combination of blurring and morphological dilations and erosions to remove very small regions in the difference image, and to fill in 'holes' etc. in larger ones. Surviving regions represent the moving objects in the scene.
(7) Return to step 2 for the next frame.
A GMM [8] is employed to make background model using more than two Gaussian distributions.
In this method, the background model is statistically we can compute the probability of the   Gaussian variable being responsible for   as;
That is, the ratio of the probability of   given   (  is normal with mean   and covariance ∑  ;
to the overall probability of   (regardless of the generating a Gaussian variable),
suitably weighted by the current   . We can then
That is, the mean   over the data set.
Correspondingly, now we can estimate the improved values of   and ∑  ;
In the next step, the difference between the background model and the current image is evaluated and we find the moving objects regions from our test video as extracted blobs as shown in called a structuring element [8] with a set of pixels of interest in the image. The structuring element has both a shape and an origin. Let  be a set of pixels and let  be a structuring element. Let     be the reflection of  about its origin and followed by a shift by . Dilation, written ⊕, and Erosion, written ⊖, is the set of all shifts that satisfy the following:
We can combine dilation and erosion to build two important higher order operations:  is said to be opened by  if the erosion of  by  is followed by a dilation of the result by .
Similarly,  is said to be closed by  if  is first dilated by  and the result is then eroded by . Thus,
After using the morphological opening and closing, all noises are eliminated.
Secondly, the foreground regions of each frame are grouped into a connected component and we use blob labeling or connected component analysis (CCA) to detect connected regions in binary digital images [10] . The procedure of CCA as follows;
Assume that the segmented image  consists of  by the iterative boosting process [9] . For each selected feature, the weak learner finds an optimal threshold minimizing the number of misclassified examples from the training set. Each weak classifier is thus based on a single feature   and a threshold   .
where   is a polarity indicating the direction of the inequality sign and  is an image subwindow on which the individual rectangle features   are calculated. The AdaBoost feature selection and classifier learning algorithm is described as follows; For LPD, the AdaBoost algorithm have significant results [21] . For image pre-processing, the image converting [12] and filtering (Gaussian filter) [13] methods are applied to the training images. The results of image converting and filtering are shown in Fig. 8 . These features are used for the LPD shown in Fig.   9 .
By using a transitional depiction of an image, the simple rectangular features of an image are calculated. This is called the integral image [14] , [15] .
The integral image is an array that contains the sums of the pixel intensity values located directly to the left of a pixel and directly above the pixel at location  , inclusive. Therefore, if   is the original image and   is the integral image, the integral image is calculated as shown in equation (3) and demonstrated in Fig. 10 .
The features are rotated 45 degrees, similar to the line feature shown in Fig. 9 .b(5), as presented by Lienhart and Maydt [16] . Such features require another transitional depiction called the rotated integral image or rotated sum auxiliary image. The rotated integral image is computed by finding the sum of the pixel intensity values that are located at a 45-degree angle to the left and above of the  value, and below the  value. Therefore, if   is the original image and    is the rotated integral image, the integral image is calculated as shown in equation (24) and illustrated in Fig.10 .
Integral image is used for fast evaluation of There are many false-positives and false-negatives areas detected as LP regions using the cascade of boosted classifier shown in Fig. 12 . To ignore such false-positives and false-negatives, we use CCA [10] . Table 2 , the percentage of detected false-positives and false-negatives are 12.5%.
After applying CCA, no false-positives and false-negatives are remained. Therefore, the overall detection rate (from table 1 Comparison of some LPR systems LPD rate and processing time with our system for LPD shows in Table 3 .
Ⅴ. Conclusions
We demonstrated a procedure for LPD algorithms. We used two methods for our LPD Moreover, character recognition in a LP is our principal future work.
