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Anisotropy of the quark-antiquark potential in a magnetic field
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We investigate the static QQ-potential for Nf = 2+1 QCD at the physical point in the presence of
a constant and uniform external magnetic field. The potential is found to be anisotropic and steeper
in the directions transverse to the magnetic field than in the longitudinal one. In particular, when
compared to the standard case with zero background field, the string tension increases (decreases)
in the transverse (longitudinal) direction, while the absolute value of the Coulomb coupling and the
Sommer parameter show an opposite behavior.
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I. INTRODUCTION
The properties of strong interactions in the presence of
a strong magnetic background have attracted much in-
terest in the last few years (see, e.g., Ref. [1] for recent
reviews). This is justified by the many contexts in which
such properties may play a role: the physics of compact
astrophysical objects [2], of non-central heavy ion colli-
sions [3–7] and of the early Universe [8, 9], involves fields
going from 1010 Tesla up to 1016 Tesla (|e|B ∼ 1 GeV2).
One important feature is that gluon fields, even if not
directly coupled to electromagnetic fields, may undergo
significant modifications, through effective QED-QCD
interactions induced by quark loop effects [10–24]. Such
a possibility has been confirmed by lattice QCD simula-
tions [25–32], resulting also in unexpected behaviors, like
inverse magnetic catalysis [27, 31–41].
One of the main attributes of strong interactions is the
appearance of a confining potential. In the heavy quark
limit, that is related to the expectation value of Wil-
son loops, so that the potential emerges as a property of
gauge fields only. It is interesting, then, to ask whether
a magnetic background can influence the static quark-
antiquark potential. Many studies have considered the
possible emergence of anisotropies [10, 11, 16, 22], which
may have many phenomenological implications, like a
modification of the heavy quark bound states.
On the lattice, anisotropies in the gauge field distribu-
tions have already been observed in quantities like the av-
erage plaquettes taken in different planes [28, 29]. How-
ever, an investigation of the possible anisotropies of the
static potential is still missing.
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In this paper, we present an exploratory study of this
issue, based on numerical simulations of Nf = 2 + 1
QCD with physical quark masses, discretized by stout
improved staggered fermions and the tree level improved
Symanzik gauge action. In particular, we look at the
expectation values of Wilson loops in the presence of a
magnetic background, and compute from them the static
potential for quark-antiquark separations orthogonal or
parallel to the magnetic field. We consider zero tem-
perature, three different lattice spacings and magnetic
fields up to |e|B ∼ 1 GeV2. Results show the emer-
gence of anisotropies both in the string tension and in
the Coulomb part of the potential.
II. NUMERICAL METHODS
We have considered a constant and uniform magnetic
field, which enters the QCD Lagrangian through quark
covariant derivatives Dµ = ∂µ + igA
a
µT
a + iqfAµ, where
Aµ is the Abelian gauge potential and qf is the quark
electric charge. On the lattice, that amounts to adding
proper U(1) phases to the usual SU(3) links entering
the Dirac operator. The Euclidean partition function is
expressed as
Z(B) =
∫
DU e−SYM
∏
f=u, d, s
det (Dfst[B])
1/4, (1)
SYM = −
β
3
∑
i,µ6=ν
(
5
6
W 1×1i; µν −
1
12
W 1×2i; µν
)
, (2)
(Dfst)i, j = amfδi, j +
4∑
ν=1
ηi; ν
2
(
ufi; νU
(2)
i; ν δi,j−νˆ
− uf∗i−νˆ; νU
(2)†
i−νˆ; νδi,j+νˆ
)
(3)
where DU is the functional integration over the SU(3)
link variables. SYM is the tree level improved Symanzik
action [44, 45], involving the real part of the trace of
2the 1× 1 (W 1×1i; µν) and 1× 2 (W
1×2
i; µν) loops. D
f
st is the
staggered Dirac operator, built up by two times stout-
smeared links U
(2)
i;µ [46] (with isotropic smearing param-
eters ρµν = 0.15 δµν), in order to reduce finite cut-off
effects, in particular taste symmetry violations (see [47]
for a comparison of the effectiveness in reducing taste
violations of the different improved staggered discretiza-
tions).
The Abelian continuum gauge field Ay = Bx and Aµ =
0 for µ = t, x, z, corresponding to a magnetic field in the
zˆ direction, is discretized on the lattice torus as
ufi; y = e
ia2qfBix , ufi;x|ix=Lx
= e−ia
2qfLxBiy (4)
with ufi;µ = 1 elsewhere and B is quantized as [48–51]
|e|B = 6πb/(a2LxLy) ; b ∈ Z . (5)
No stout smearing is applied to the U(1) phases, which
are treated as purely external parameters (quenched
QED approximation).
We performed simulations at the physical value of the
pion mass, mpi ∼ 135 MeV, and three different values
of the lattice spacing a, using the bare parameters re-
ported in Table I (ms/mu,d is fixed to its physical value,
28.15). In Ref. [42] it was shown that making use of dif-
ferent standard observables (like for instance mK or fK)
to determine the physical point, compatible results are
obtained, so we do not expect large cut-off effects to be
present. We explored symmetric, zero temperature lat-
tices, with the number of sites per direction (L) tuned to
maintain La ≃ 5 fm. The Rational Hybrid Monte-Carlo
(RHMC) algorithm was used to sample gauge configura-
tions, with statistics ranging, for each value of B, from
O(104) to O(103) molecular dynamics (MD) time units,
going from the coarsest to the finest lattice.
In order to determine the spin-averaged potential be-
tween a static QQ pair, separated by a distance ~R, we
considered the large time behavior of the average rectan-
gularWilson loopW (~R, T ), where T is the time extension
of the loop. Usually, based on space-time isotropy, one
averages over all directions of ~R; on the contrary, apart
from the B = 0 case, we considered separately the av-
erages over different directions, thus leaving room to the
possibility that V (~R) may not be a central potential.
Going to a lattice notation, in which ~n and nt denote
the dimensionless spatial and temporal sides of the loop,
L a(fm) β amu/d ams b
24 0.2173(4) 3.55 0.003636 0.1020 0,12,16,24,32,40
32 0.1535(3) 3.67 0.002270 0.0639 0,12,16,24,32,40
40 0.1249(3) 3.75 0.001787 0.0503 0,8,12,16,24,32,40
TABLE I: Simulation parameters, chosen according to
Refs. [42, 43] and corresponding to a physical pion mass. The
systematic error on a is about 2% [42].
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FIG. 1: Wilson loop combination defined in Eq. (6) for |~n| = 3
as a function of nt and for several values of the APE smearing
level. The simulation was performed on the 324 lattice at
|e|B = 0.97 GeV2.
the potential can be obtained as
aV (a~n) = lim
nt→∞
log
(
〈W (a~n, ant)〉
〈W (a~n, a(nt + 1))〉
)
. (6)
In practice, one plots the right-hand side as a function
of nt and looks for a stable plateau at large times, from
which the potential can be extracted by a fit to a constant
function. In the present study we limit ourselves to the
cases of ~n parallel or orthogonal to ~B.
For each simulation, we measured Wilson loops ev-
ery 5 MD time units. In order to reduce the UV noise,
we applied one step of HYP smearing [52] for temporal
links, with smearing parameters corresponding to the so-
called HYP2-action of Ref. [53], and NSM steps of APE-
smearing [54] for spatial links, with smearing parameter
αAPE = 0.25.
Since APE-smearing treats all spatial directions sym-
metrically, it is important to check that possible
anisotropies be not washed out by this noise reduction
technique. We studied, for a few cases, the dependence
of results on the number of smearing steps and, having
checked that it is not significant (see next section), we
fixed NSM = 24. The statistical errors on the right-hand
side of Eq. (6), as well as those on the parameters of the
fitted plateaux, were determined by performing a boot-
strap analysis to take correlations into account.
III. NUMERICAL RESULTS
In Fig. 1 we report an example of the logarithm of Wil-
son loop ratios, see Eq. (6), as a function of nt and for dif-
ferent APE-smearing levels, obtained at spatial distance
|~n| = 3 and for |e|B = 0.97 GeV2. We show separately
results averaged over the longitudinal (Z) or transverse
(XY ) directions. A well defined plateau is visible in both
cases, and the emergence of anisotropies clearly appears,
3with the potential being larger in the transverse direc-
tion. It is also evident that smearing has no visible ef-
fect on such anisotropies, so that one can safely adopt a
number of smearing levels large enough to have a good
noise/signal ratio.
In Fig. 2 we report an example of the potential, as a
function of the Q¯Q separation, determined for our small-
est lattice spacing and for two values of the magnetic
field, eB = 0 and eB ≃ 0.7 GeV2 (b = 24). In the former
case we averaged over all spatial directions. For B 6= 0 we
observe a clear anisotropic behavior, with a striking sepa-
ration of the values of the potential measured along the Z
or XY directions. A comparison with B = 0 shows that
the potential increases in the transverse directions and
decreases in the longitudinal direction. This behavior
is observed for all the explored lattice spacings, starting
from magnetic fields of the order eB ≃ 0.2 GeV2.
In the same figure we also show, for B 6= 0, the poten-
tial obtained by averaging Wilson loops over all spatial
directions (denoted by XY Z). It is interesting to notice
that in this case the effect of B on the static potential
is strongly reduced. This fact may explain why previ-
ous studies have not observed significant effects of the
external field on the static potential [27].
In order to characterize the dependence of the potential
on the magnetic field, we fitted it, for each value of B
and for transverse and longitudinal directions separately,
according to the standard Cornell parametrization:
aV (andˆ) = cˆd + σˆdn+
αd
n
, (7)
where dˆ is a versor along the z or xy directions, σˆd is
the string tension, αd the Coulomb coupling, and cˆd a
constant term (the index d takes into account the pos-
sible dependence on the direction). Such a parametriza-
tion fits reasonably well the measured potentials, with
χ2/d.o.f. . 1 for all the explored fields and in a dis-
tance range going from ∼ 0.3 to ∼ 1 fm. In our fits we
set αd = rˆ
2
0dσˆd − 1.65, in order to determine the string
tension and the Sommer parameter rˆ0d as independent
quantities. A bootstrap analysis has been performed to
determine the statistical errors of the fit parameters.
In order to monitor the dependence of the fitted pa-
rameters on B, we normalize them to the values they take
for B = 0 at the same lattice spacing, i.e. we determine
the quantities
ROd =
Od(|e|B)
O(|e|B = 0)
, (8)
which are shown in Figs. 3, 4 and 5, respectively for Od =
rˆ0d, σˆd, and αd.
The observed anisotropy in the potential reflects in
these quantities, leading to a significant splitting of the
corresponding ratios, which are of the order of 10− 20%.
In particular, the string tension increases (decreases), as
a function of eB, in the trasverse (longitudinal) direction,
while the rˆ0 and the Coulomb coupling show an opposite
behavior.
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FIG. 2: QQ−potential both for |e|B = 0 and for |e|B =
0.7 GeV2 on the 404 lattice.
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FIG. 3: Rr0 along the Z and XY directions. The solid line is
the fit according to Eq. (9) for the L = 40 data: we obtained
Ar0xy = −0.072(2), Cr0xy = 0.79(5) with χ2/d.o.f. = 0.59
and Ar0z = 0.161(6), Cr0z = 1.9(1) with χ2/d.o.f. = 1.28.
Our results show a mild dependence on the lattice spac-
ing, apart from the largest fields on the coarsest lattice,
for which eB ∼ 1/a2; however the present accuracy of
our data does not permit a proper continuum extrapola-
tion. We fit the L = 40 data (corresponding to our finest
lattice spacing) according to the following ansatz for the
dependence of each ratio on B:
ROd = 1 +AOd (|e|B)C
Od
; (9)
the best fit results are shown as solid lines in the figures.
IV. DISCUSSION AND CONCLUSIONS
The weak dependence of our data on a suggests that
what we observed is a genuine continuum phenomenon.
However, it is important to exclude other possibilities,
like for instance a non-trivial, anisotropic dependence of
40 0.2 0.4 0.6 0.8 1 1.2
eB [GeV2 ]
0.6
0.8
1
1.2
1.4
1.6
σ
(B
)/σ
(B
=0
)
L=24   XY
L=32   XY
L=40   XY
L=24   Z
L=32   Z
L=40   Z
FIG. 4: Rσ along the Z and XY directions. The solid line is
the fit according to Eq. (9) for the L = 40 data: we obtained
Aσxy = 0.29(2), Cσxy = 0.9(1) with χ2/d.o.f. = 1.14 and
Aσz = −0.34(1), Cσz = 1.5(1) with χ2/d.o.f. = 0.92.
the lattice spacing on B. In particular, an increase of az
and a decrease of axy as a function of B would lead to
similar observations. Indeed, the magnetic field in the zˆ
direction breaks the original SO(4) symmetry of the Eu-
clidean theory down to a SO(2)xy × SO(2)zt symmetry.
A possible effect, in the lattice regularized theory, could
be an anisotropy in the lattice spacings, which however
should still respect az = at and ax = ay.
An investigation of the dependence of the lattice spac-
ing on B has been reported in Ref. [27], leading to the
conclusion that the dependence is not significant. Part
of the evidence, which is based on the analysis of r0,
is not useful, in view of the fact that we observe an
anisotropy for this parameter. However, the dependence
of the charged pion mass on eB, which is reported in
Fig. 1-left of Ref. [27] and involves both at (to get the
physical value of the pion mass) and axy (to get the phys-
ical value of eB) clearly shows that such a non-trivial de-
pendence is not present, at least for eB up to ∼ 0.4 GeV2.
On the other hand the anisotropies that we observe are
already clearly visible for such field values.
The physical origin of the observed anisotropy has
to be searched in the effective couplings between elec-
tromagnetic and chromoelectric/chromomagnetic fields,
which stem from quark loop contributions. At the per-
turbative level [29] the effective action predicts an in-
crease of the chromoelectric field components orthogonal
to ~B (see also Ref. [16]), and a suppression of the longi-
tudinal one; this is also in agreement with the observed
anisotropies at the plaquette level [28, 29]. Since con-
finement is related to the formation of a chromoelectric
flux-tube, this result suggests an increase (decrease) of
the string tension in the direction trasverse (parallel) to
~B, as we have found. Possible anisotropies in the static
potential have been predicted also in Ref. [10], in partic-
ular a decrease of the Coulomb coupling in the transverse
direction, which is consistent with our observations.
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FIG. 5: Rα along the Z and XY directions. The solid line is
the fit according to Eq. (9) for the L = 40 data: we obtained
Aαxy = −0.24(3), Cαxy = 0.7(2) with χ2/d.o.f. = 1.53 and
Aαz = 0.24(3), Cαz = 1.7(4) with χ2/d.o.f. = 0.32.
Our exploratory study claims for extensions in vari-
ous directions. While in this context we have limited
ourselves to the computation of the potential in the Z
and XY directions, future studies will have to investi-
gate its dependence on the angle ϕ with respect to the
magnetic field direction. On general grounds, this de-
pendence is expected to be even in cosϕ (by charge con-
jugation invariance). Another interesting feature of the
modifications in the potential, which should be better
understood in the future, is the fact that they get largely
suppressed when one averages Wilson loops over all spa-
tial directions. A study of the flux tube profile for the
various directions will be necessary to get a clear picture
about B-dependent modifications of the chromoelectric
fields. The possibility that the string tension may vanish
in the z direction, for some critical value B, is another
interesting issue for further investigation.
Another direction is related to the possible phe-
nomenological consequences of our findings. To that aim,
it will be necessary to extend the investigation to finite
temperature, in order to have predictions valid also in the
context of non-central heavy ion collisions. The spec-
trum of mesons in the presence of a strong magnetic
background has attracted much interest in the recent
past [55–63], and will likely get corrections by the pres-
ence of anisotropies in the quark-antiquark potential. We
stress that even slight changes in the energy levels may in-
duce sizable corrections to cross section, production and
decay rates [60, 63]. In this respect, a direct lattice mea-
surement of heavy quark bound states in the presence of
a magnetic background will also be of great importance.
Finally, the fact that inter-quark forces are different in
the directions parallel or orthogonal to the magnetic field,
may lead to anisotropies in the string breaking, as well
as in hadronization and thermalization processes. That
could have direct consequences on various experimental
probes, including the elliptic flow.
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