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ABSTRACT
It is often difficult to determine if large, computer based models actually con-
form to the mathematical descriptions given in their documentation. One way to
study this problem is through a sensitivity, or comparative statics, analysis of the
model. At issue is the degree to which characteristics of the Jacobian matrix as-
sociated with a solution to the model can be shown to imply characteristics of the
inverse Jacobian matrix. Any necessary characteristics of the inverse Jacobian
can be tested for via comparative statics. Sign nonsingularity of the Jacobian pro-
vides an opportunity to audit a model’s mathematical documentation through
a comparative statics analysis. Prototype software was developed that tested
for sign nonsingularity and applied to the Jacobian matrix corresponding to the
U.S. Department of Energy’s Oil Market Simulation Model. It was found that
the signs of all of the elements of the inverse Jacobian matrix could be found. This
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provided the basis for auditing the outcomes of running the model in comparative
statics experiments.
I. Background
Conclusions from economic theory are often based upon assumptions
about the causal linkages and direction of influence among the variables
that describe how an economy works (e.g., an increase in the price of a
commodity reduces the demand for and increases the supply of the com-
modity). In 1947, for a model of economic activity expressed in the detail
of functionals,  Samuelson (1955) formally confronted the construction of
arguments in this manner for signing the elements of the inverse Jacobian
matrix for comparative statics problems in general (pp. 23-28) and for
stability in particular (p. 438). The general idea was, among other things,
that economic theory seldom specified more than propositions about the
direction of influence among variables (i.e., the signs of the elements of a
model’s Jacobian matrix). Accordingly, if conclusions about the economy
cannot be based upon a signed Jacobian, then strictly speaking, the theory
is not testable. This was one of the points of view taken in early analyses
of the signed Jacobian matrix [e.g., Gorman (1964) and Lancaster (1962,
1964, 1965)].  A brief, formal statement of the problem is given below.
A model can be a system of n-many equations of the form’
fib, Y) = 0, i = 1,2 )...) 72,
where z is an n-vector of variables to be evaluated by solving the model,
and y is an m-vector of parameters to be assigned values prior to solving
the model. Generally, the assumptions under which the model is run are
determined by the values selected for the parameters. The problem of
comparative statics concerns the assessment of how the choice of parameter
values influences the values of the variables found in the solution to (1). One
way to study this problem is the analysis of the linear system formed from
‘Mathematical programming models do not take this form. As mentioned briefly at
the end of the paper, an extension of techniques to mathematical programming models
is an important next step in developing audits of model performance.
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the total differentiation of (1) with respect to the variables and parameters,
n 6yc m afi-dxj = -x-dyk,
j=l ‘“i kc1 ayk
i= 1,2 )..., 72. (2)
For A the coefficient matrix of the linear system (a),
A = [aii] = g ,[ ‘I i,j=1,2  ,..., n
For comparative statics in general the problem becomes: Given sgn A, what
can be said about sgn A- .‘T2 In this frame of reference the analysis of this
problem is termed qualitative comparative statics.
The point of this paper is that, in addition to issues of the scientific
content of theory, qualitative comparative statics can be used in the ut-
terly practical enterprise of auditing the performance of a mathematical
model installed on a computer.3  The specific issue at stake is a determina-
tion of the correspondence (or lack of it) between a model’s mathematical
description and its computer implementation. An obvious approach to this
problem is (and has been) to acquire written statements of each and com-
pare them. In practice this approach has been not always straightforward,
or even possible. To begin with, a comparison of written documentation
of a mathematical model and its implementation as a computer program
requires someone able to comparatively translate each form of expression.
Such persons may not be commonly available. Further, although computer
code that implements the mathematical core of a model might be available
(assuming someone could be found to read it), aspects of model implemen-
tation involving the preparation of data for processing, algorithms used to
find solutions, or the manipulation of results for reporting conclusions may
not be readily available in other than a machine readable form.
An alternative method of assessing a computer model’s correspondence
to its mathematical expression is to formulate experiments to run with the
computer based version of the model. The point of this would be to for-
mulate experiments that have outcomes with characteristics that can be
deduced from the model’s mathematical description. A simple example
might be the requirement that certain values found in the model’s solution
must sum to totals found elsewhere in the model’s solution. A model with
a Jacobian matrix that can be manipulated successfully to qualitative com-
parative statics results can be tested in this way. If elements of sgn A-’ can
2That  is, elements of sgn A are 1, -1, or 0 as the elements of A are positive, negative,
or zero.
3The  use of qualitative analysis in computer model quality control was clearly, and
perhaps initially, identified in Lady (1981).
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be found, given sgn A, then if certain parameters are changed in given di-
rections, then (at least some) elements in the model’s solution mvst change
in ways that are determinable a priori from a mathematical statement of
the model.4  If the results of running the model do not conform to these
requirements, then the computer version of the model does not correspond
to what is described in the mathematical statement of the model (such
tests are of course necessary, but not sufficient as an auditing principle).
The remainder of this paper reports upon a prototypical assessment of
an actual model to determine if a successful qualitative comparative stat-
ics analysis could be conducted. The model chosen was small, nineteen
simultaneously determined variables, but still large enough for the analy-
sis to significantly benefit from, if not require, automation of the analysis
techniques. In the next section the conditions for qualitative results, and
the algorithmic principles used to test for the conditions, are briefly pre-
sented. In Section III the results of the analysis are presented for the U.S.
Department of Energy’s Oil Market Simulation Model. A summary and
brief description of desirable next steps is given in the last section.
II. Conditions for Successful Qualitative
Comparative Statics
There is by now a substantial literature in economics on the conditions
for qualitative comparative statics, and in mathematics on (the equiva-
lent) sign nonsingular matrices. This literature (by no means exhaustively)
includes Bassett, Maybee,  and Quirk (1968),  Brualdi and Shader (1991),
Johnson, Uhlig, and Warner (1982),  Johnson and van den Driessche (1988),
Klee, Ladner, and Manber (1984),  Lady (1983),  Lady and Maybee  (1983),
Manber (1982),  Maybee  (1980, 1981),  Maybee  and Quirk (1969),  and Quirk
(1974, 1981).
Generally, the qualitative analysis is conducted in terms of the signed
directed graph corresponding to the matrix A, SDG(A).  Before SDG(A)  is
specified for analysis, A is typically put into a standard form. The matrix
A is in standard form if and only if variables have been numbered and
reversed in sign as necessary so that aii < 0 for all i. It is clear that
manipulation of A into standard form does not add or detract from the
necessary correspondences (if any) between sgn A and sgn A-‘.
For A in standard form the corresponding SDG(A)  is a set of n-many
vertices, each corresponding to a distinct variable, and signed directed arcs
among the vertices such that for i and j vertices, there is the signed directed
4For a very wide class of applied models the elements of sgn A are invariant across
model solutions. When this is not so, the analysis is obviously more complicated.
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arc j -++ i if and only if aij > 0, and there is the signed directed arc j +_ i
if and only if aij < 0. For the directed arc corresponding to the nonzero
element aij, j is the initial vertex and i is the terminal vertex. A path from
vertex j to vertex i, p(j --) i) is a sequence of adjacent arcs for which j is
the initial vertex of the first arc, i is the terminal vertex of the last arc,
arcs are adjacent for the terminal vertex of an arc the same as the initial
vertex for the next arc in the sequence, and a vertex appears no more than
once as an initial vertex and no more than once as a terminal vertex. The
sign of the path, sgnp(j ---f  i), is the sign of the product of the signs of the
arcs that specify the path. For a path p( i -+ j) and the nonzero  coefficient
aij there is a sequence of arcs from vertex i to itself. Call this sequence a
cycle, c(i). The sign of the cycle is the sign of the product of the signs of
the path and coefficient that specify the cycle. Finally, for A in standard
form, A will be assumed to be irreducible: for A in standard form, A is
irreducible if and only if there is a path in SDG(A) between every pair of
vertices.5
Conditions for Qualitative Comparative Statics
(1) Sign nonsingularity (Bassett, Maybee,  and Quirk, 1968). sgn det
A # 0 based only upon sgn A if and only if all cycles in SDG(A)  are
negative.
(2) Necessarily decidable elements in sgn A-’ for A sign nonsingular
(Lady, 1983). For A sign nonsingular, if aij # 0, then sgn a;’ = sgn aij
(3) Possibly decidable elements in sgn A-’ for A sign nonsingular
(Maybee  and Quirk, 1969). For A sign nonsingular and aij = 0, sgn a;’
is decidable if and only if the signs of all paths p(i -+ j) are the same. If
so, then sgnayil  = -sgnp(i + j).
The SGNSOLVE algorithm used to test for the conditions (Lady, 1993)
only uses conditions (1) and (2) above. The procedure utilized was as
follows (assume A is irreducible and in standard form).
SGNSOLVE Qualitative Comparative Statics Algorithm
Step 1. Construct sgn A for a model’s Jacobian matrix from inspection
of the model’s mathematical documentation (this is done “by hand”).
5For matrices that are not irreducible, the indices are further rearranged to enable
the conditions given below to be applied to a sequence of maximal, irreducible subma-
trices (i.e., the on-diagonal blocks of a block triangular matrix). In practice it is a chore
to identify and rearrange the Jacobian matrix into its block triangular structure. The
OMS model analyzed here had an irreducible Jacobian matrix. For the sake of brevity,
the problems of working with reducible matrix structures are not discussed further here.
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Step 2. Enumerate and sign cycles (hard copy of the sequence of ver-
tices and signs in each cycle can be created if desired). The algorithm first
identifies and signs all cycles that involves vertex 1; next, all cycles are
identified and signed that involve vertex 2, but not 1; next, all cycles that
involve vertex 3, but not 1 and 2; and so on.
Step 3. Form all cofactors of sgn A, and sign the elements of the adjoint
matrix as possible using condition (1) above.6
Step 4. For A sign nonsingular, confirm the signs found for elements
of the adjoint from sgn A using condition (2) above.
Step 5. Multiply the signs in the adjoint of sgnA by -1 if appropriate
due to column sign changes utilized to put A into standard form.7
The results of applying this algorithm to the U.S. Department of En-
ergy’s Oil Market Simulation Model are presented in the next section.
III. An Example Using the Oil Market Simulation
Model (OMS)8
The version of the OMS used for this example is that given in System
Sciences, Inc. (1985). All page numbers given below are from that report.
The mathematical description of the model is found on pp. 8-10. A sum-
mary of the equations and their total differentiation is given below. The
system is defined here for a given time period; as a result, subscripts identi-
fying different time periods are omitted. In summary, the model simulates
world trade in oil based upon OPEC production capacity and pricing, and
the interaction of the supply of and demand for oil in international markets.
Equations (l)-(7): Regional Demand (Equations (l), p. 8)
There are seven demand regions, each with a demand relationship for
the ith region of the form
where Di = oil demand in demand region i, Yi  = income in region , P =
world oil price, Di_ = demand in region i lagged one period, gi = the
income elasticity of demand in i, d  = the price elasticity of demand in i,
and ci = a speed of dynamic adjustment factor in i. In Equations (3), p.
6The algorithm allows for column swaps and sign changes as necessary to put each
cofactor into standard form. The sign reported, if the cofactor is sign nonsingular, is
the correct sign for the untransformed cofactor.
‘A is preprocessed prior to analysis to ensure all nonzeros on its main diagonal.
8Note that equation numbering will be local to this section and correspond to the
numbering given in the OMS document cited.
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9, a GNP price feedback is given as Yi = Pf;, where fi = the feedback
elasticity. Making this substitution into Equations (l)-(7)  here yields,
Di = Pet Dz:, i = 1,2 ,..., 7, (I)-(7)
where ei = (figi) + di. Inspection of model data inputs (pp. 26-29) shows
the gi to be positive and no larger than 1, the d, negative, and the fi
positive and an order of magnitude smaller than the di in absolute value.
As a result, the ci are negative. Rearranging to make main diagonal terms
nonzero,
dDi - (eiPel-‘DFL) dP = (ciP”‘DFL-‘)  dDi_, i = 1,2,.  . ,7. (l)-(7)
Equations (8) -(15): Regional Non-OPEC Supply Equations [Equations (2),
P P. 8-91
There are eight supply regions in addition to OPEC. Each has a supply
relationship of the form
sj = pbqq:,
where Sj = supply in region j - 7, Sj._ = supply in region j - 7 lagged one
period, bj = the price elasticity of supply in j - 7, and aj = a speed of dy-
namic adjustment factor in j - 7. The elasticity bj is positive. Rearranging
to make main diagonal terms nonzero,
dSj - (bjPb’-lSj_aj)dP  = (ajPb’STL-‘)  dS,_, j =8,9 ). . ) 15.
(8)-(15)
Equation (16): Demand for OPEC Oil [from Equation (5), p. lo]
The demand for OPEC oil (DO) is the residual of the regional demands
less the regional supplies:
DO=CDi-CSj.
2 Ii
Rearranging to make main diagonal terms nonzero,
dDO-CdDifCdSj  ~0. (16)
i j
Equation (17) : OPEC Capacity Utilization [Equation (4a). p. 91
OPEC’s capacity utilization ( CAPUT) is expressed as the demand for
OPEC oil as a proportion of (exogenous) maximum OPEC production
( MAXCAP):
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CAPUT = DO/MAXCAP.
Rearranging to make main diagonal terms nonzero,
dCAPuT - ,,“,“,“,,  = - MA;zApZ  dMAXCAP. (17)
Equation (18): OPEC Price Evolution Relationship [Equation (4b),  p. 91
We have
z=cY+ P
1 - CAPUT’
where 2 = the percentage change (in decimal) of this year’s world oil price
from last year’s, and CY,~ are the constant and slope parameters of the
OPEC price reaction function. Rearranging to make main diagonal terms
nonzero,
dZ + (1 _ cfpUT)2  dCAPUT = 0. (18)
Equation (19): World Oil Price Determination [Equation (4c),  p. 101
This year’s price (P) is last year’s price (P_) growing at the rate 2:
P = P-(1  + 2).
Rearranging to make main diagonal terms nonzero,
dP - P_ dZ = (1 + 2) dP_ . (1%
The indexing of variables, parameters, and equations is summarized below:
Eauations Variable with same number Parameters
(l)-(7) dDi,i=1,2  ,..., 7
(7)-(15) dSj, j = 8,9,. . . ,15
(16) dDo
(17) dCAPUT
(18) dZ
(19) dP
dDi_7 i= 1,2 ,..., 7
dSj_,j=8,9,...,15
None
dMAXCAP
None
dP_
The signs of the elements of the Jacobian matrix, sgnA,  corresponding
to OMS’s comparative statics system is given in Table 1. This matrix
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TABLE 1.
sgn A FOR OMS
ROW Col. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 1 0 00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
2 0 01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
3 0 00 10 0 0 0 0 0 0 0 0 0 0  0 0 0 1
4 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
5 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
6 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1
7 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1
8 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0  0 0 o - 1
9 0 00 0 0 0 0 0 0 0 0 0 01 0 0 0 o - 1
10 0 0 00 0 0 0 0 0 1 0 0 0 0 0 0 0 o - 1
11 0 0 00 0 0 0 0 0 0 1 0 0 0 0 0 0 o - 1
12 0 0 00 0 0 0 0 0 0 0 1 0 0 0 0 0 o - 1
13 0 0 00 0 0 0 0 0 0 0 0 1 0 0  0  o - 10
14 0 0 0 00 0 0 0 0 0 0 0 0 1 0  0  0  0 -1
15 0 0 0 00 0 0 0 0 0 0 1 0 0 1 0  0 o - 1
16 -1 -1 -1 -1 -1 -1 -1 1 11 1 1 1 1 1 1 0 0 0
17 0 00 0 0 0 0 0 0 0 0 0 0 0 0 - 1 1 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  o - 1 1 0
19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  0 o-1 1
is irreducible. The corresponding SDG(A)  is given in Table 2 for A in
standard form.
Inspection reveals that there are fifteen cycles, all with negative signs.
As a result, A is sign nonsingular. Further, all of the paths from ((19): dP)
to ((16): dD0) have the same sign, and there is only one path between any
other pair of vertices. As a result, all paths between pairs of vertices have
the same sign, and all elements of sgn A-l can be signed. Since the main
diagonal of sgn A is all positive sgn det sgn A > 0; and given this, the signs
in the adjoint  and the inverse are the same. The adjoint was signed using
SGNSOLVE and is given in Table 3.
By way of review, the columns of sgn A-l correspond to the parameters
as follows:
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TABLE 2.
SDG(A) CORRESPONDING  to sgn A IN STANDARD FORM FOR OMS
l **Y
((16):d~o)~+((17):dca~~~)~+((18):dZ)
Column nos. Parameter
1-7
8-15
16
17
Lagged demand dDi_, i = 1,2,.  . . ,7
Lagged supply dSj_, j = 8,9,. . . ,15
There is no parameter in Equation (16)
The negative of the maximum OPEC capacity,
-dMAXCAP.
18 There is no parameter in Equation (18)
19 The lagged world oil price, dP_
The generic element sgna;’  gives the direction of influence of the pa-
rameter corresponding to the jth column upon the variable corresponding
to the ith row. For example the upper right hand 7 x 7 block of sgn A-' is
positive for all on-diagonal and negative for all off-diagonal elements. This
means that for any solution to the OMS, as a lagged regional demand be-
comes larger, the solution for the demand in the same region is also larger,
but the solutions for demands in all other regions are smaller. As an-
other example, inspection of the last column of sgnA_’ reveals that as the
lagged world oil price becomes larger, the current solution(s) for: regional
demands are all smaller, regional supplies are all larger, net OPEC demand
is smaller, current OPEC capacity utilization is smaller, the growth rate
for the world oil price is smaller, and the solution value for the current
world oil price is larger. The model was run for changes in each parameter
isolated from the rest, and the above directions of change were observed
for each solution variable. These findings are a necessary condition for the
model’s computer implementation to be consistent with its mathematical
documentation.
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TABLE 3.
Sgn adj A = sgn A-l
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FOR OMS
Row Cal. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 1 - 1 - 1 -1 -1 -1 -1 1 1 1 1 1 1 1 1 -1 -1 -1 -1
2 - 1 1 - 1 - 1 -1 -1 -1 1 1 1 1 1 1 1 1 -1 -1 -1 -1
3 - 1 -1 1 -1 - 1 -1 -1 1 1 1 1 1 1 1 1 -1 - 1 -1 -1
4 -1 -1 - 1 1 -1 -1 -1 1 1 1 1 1 1 1 1 -1 -1 -1 -1
5 - 1 - 1 - 1 - 1 1 -1 -1 1 1 1 1 1 1 1 1 - 1 - 1 -1 -1
6 - 1 -1 -1 -1 -1 1-l 1 1 1 1 1 1 1  1 -1 -1 -1 -1
7 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 1 1 1 -1 -1 -1 -1
8 1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1
9 1 1 1 1 1 1 1 -1 1 -1 -1 -1 -1 -1 -1 1 1 1 1
10 1 1 1 1 1 1 1 -1 -1 1 -1 -1 -1 -1 -1 1 1 1 1
11 1 1 1 1 1 1 1 -1 -1 -1 1 -1 -1 -1 -1 1 1 1 1
12 1 1 1 1 1 1 1 -1 -1 -1 -1 1 -1 -1 -1 1 1 1 1
13 1 1 1 1 1 1 1 -1  -1  -1  -1  -1  1 -1 - l 1 1 1 1
14 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 1 -1 1 1 1 1
15 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1 1
16 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 -1 -1 -1
17 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 -1 -1
18 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 l - l
19 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1
IV. SUMMARY AND EXTENSIONS
The OMS is a small model. As a result, a comparison of its math-
ematical documentation and computer implementation does not present
the extreme practical difficulties associated with very much larger systems.
Nevertheless, the application of qualitative comparative static techniques
to the OMS identified a number of issues important to their further devel-
opment and application.
Issue 1: Construction of sgn A. For the analytic approach described
here the Jacobian matrix is determined and signed through inspection of
the mathematical documentation. In principle this procedure could be
automated by requiring the documentation to be prepared in machine
readable form. An inspection of the mathematical documentation with
sufficient care to generate the signed Jacobian is a worthy enterprise for
purposes of conceptual review and remains recommended if reasonably
practicable. Although models can have very large numbers of equations,
many equations are repetitions due to regional or functional distinctions of
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generic types; hence, the difficulty of actually specifying a signed Jacobian
is not so great as the numbers of equations in a model might suggest (e.g.,
for the OMS there were seven generic regional demand and eight generic
regional supply equations out of nineteen equations in total).
Issue 2: Stability of sgn A. In practice, for systems of simultaneous
equations, the signed Jacobian typically has been found to be stable across
all solutions. For models that take the form of mathematical programming
problems a corresponding stability has not been established. The matrix A
at issue is the optimal basis found in solution of the model. An important
future topic is the development of methods that assess the sign stability
of solution bases for mathematical programming models of certain generic
types.g
Issue 3: Failure of the conditions for sign nonsingularity. The con-
ditions for sign nonsingularity are stringent. For example, for A n x n,
irreducible, and in standard form, A cannot satisfy the conditions for sign
nonsingularity if it has more than (n2/2)  + n - 1 nonzero  elements.” If A
does not satisfy the conditions for sign nonsingularity, then other informa-
tion about the magnitudes of its elements can be taken into account. Such
information is sometimes called “side conditions.” Bruuwer et al. (1989)
and Maybee  and Wiener (1988) consider the use of side conditions. Gillen
and Guccione (1990) develop algorithmic principles for determining those
elements of A that require further analysis through side conditions in order
to determine elements in sgn A- ‘. Lady, Lundy, and Maybee  (1994) have
identified matrix structures that facilitate the use of side conditions. The
SGNSOLVE algorithm reported on here attempts to sign A’s adjoint;  if it is
successful for some elements, then the corresponding elements in sgn A-'
might be found through assumptions about the model (e.g., stability or
curvature). l1 Determining exactly what additional information about the
elements of A to use, and how it to use it in determining elements in
gA basis for applying qualitative techniques to mathematical programming models
was proposed some time ago by Greenberg, Lundgren, and Maybee  (1981).
‘“Lancaster  (1964) and/or Albin  and Gottinger (1983). Working in favor of the
techniques is the fact that most actual systems tend to have few nonzeros in their
Jacobian matrices. For example, sgnA  for the OMS given in Table 1 only has 52 nonzeros
out of 361 elements.
*lIn Samuelson’s (1955) original discussion (1947) of signing the elements of the
inverse Jacobian matrix he presumed that the (at that time unknown) conditions for
sign nonsingularity would be too stringent as a practical matter (i.e., it would be simply
too improbable that the n! terms in the expansion of detA could be weakly of the
same sign for even moderately large values for n). As an alternative, he suggested that
elements in sgn A-’ might be found though assumptions about curvature (e.g., as related
to the Hessian of a concave function) or stability (e.g., odd order principal minors of A
are negative and even order principal minors are positive).
QUALITATIVE COMPARATIVE STATICS 153
sgn A-‘, remains an interesting and somewhat open ended next step in
extending qualitative comparative statics techniques.
The experience gained in applying qualitative comparative statics tech-
niques to the OMS has established their feasibility and usefulness in practi-
cal applications. Although substantial further development in theory is still
highly desirable, existing techniques can now provide the basis for useful
procedures in the quality control of computer based models.
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