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En este trabajo se describe la implementacio´n de un algoritmo para el
ca´lculo de polinomios zonales, ası´ como dos aplicaciones explı´citas de
e´stos en el a´mbito del ana´lisis multivariante. Concretamente, esta imple-
mentacio´n permite obtener resultados de sumacio´n aproximados para fun-
ciones hipergeome´tricas de argumento matricial que, a su vez, pueden uti-
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cuencias sime´tricas. De igual forma, se pone en pra´ctica un conocido re-
sultado teo´rico que caracteriza la distribucio´n de la menor raı´z carac-
terı´stica de una matriz aleatoria con distribucio´n de Wishart.
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1. INTRODUCCI ´ON
Los polinomios zonales son una extensio´n multivariante de las funciones potenciales.
La familia de polinomios sime´tricos y homoge´neos que constituyen ha sido ampliamen-
te utilizada dentro de la Estadı´stica Matema´tica cla´sica en la expresio´n de densidades y
distribuciones de formas cuadra´ticas en poblaciones normales, para extender resultados
conocidos de la estadı´stica univariante a un ambiente multivariante (Muirhead, 1982).
No obstante, no se conocen fo´rmulas generales para estos polinomios, ya que su defini-
cio´n, como vamos a ver a continuacio´n, los caracteriza como autofunciones de un cierto
operador diferencial.
En concreto, dada una matriz sime´trica Xm×m con raı´ces caracterı´sticas x1, . . . ,xm y
κ = (k1, . . . ,km) una particio´n de k en no ma´s de m partes, el polinomio zonal de X
correspondiente a κ, denotado por Cκ (X), es un polinomio sime´trico homoge´neo de
grado k en las raı´ces caracterı´sticas x1, . . . ,xm que debe verificar las siguientes tres
condiciones:
1. El te´rmino de mayor peso es, salvo constante, xk11 · · ·xkmm .
2. Verifica la ecuacio´n diferencial

























ki (ki− i)+ k (m−1) .
3. (trX)k = (x1 + · · ·+ xm)k =∑κCκ (X), donde por ∑κdenotamos la suma en todas
las particiones del grado k.
Alternativamente a esta u´ltima condicio´n, que se utiliza para la normalizacio´n de los
polinomios zonales, puede considerarse la evaluacio´n de estos polinomios en un punto
concreto. En este sentido














(2ki + p− i)!
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donde p es el nu´mero de partes no nulas de κ y, en general,














con (a)k = a(a+1) · · ·(a+ k−1),(a)0 = 1.
2. ALGORITMO DE C ´ALCULO
Como se ha comentado, de la definicio´n no puede deducirse una fo´rmula explı´cita,
aunque sı´ un algoritmo de ca´lculo (James, 1968), que describimos seguidamente.
Sea κ= (k1, . . . ,km) una particio´n del entero k. Entonces, el monomio sime´trico de una
matriz Xm×m con raı´ces caracterı´sticas x1, . . . ,xm correspondiente a κ se define como
Mκ (X) = xk11 · · ·xkmm + te´rminos sime´tricos.
El algoritmo de James establece que los polinomios zonales son combinaciones lineales
de monomios sime´tricos. Concretamente:
(4) Cκ (X) = ∑
λ≤κ
cκ,λMλ (X) ,
donde la sumatoria se hace sobre todas las particiones λ de k tales que λ≤ κ y
(5) cκ,λ = ∑
λ<µ≤κ








ki (ki− i) ;
adema´s, λ = (l1, . . . , lm) y µ = (l1, . . . , li + t, . . . , l j − t, . . . , lm) , para t = 1, . . . , l j, son
tales que cuando las partes de la particio´n µ se organizan en orden descendente, µ es
mayor que λ y menor o igual que κ en orden lexicogra´fico. La sumatoria en (5) es sobre
todas las posibles µ, y una suma vacı´a se toma como cero.
Mediante este algoritmo se determinan todos los coeficientes cκ,λ salvo el de mayor
peso; es decir, se determina el polinomio zonal salvo normalizacio´n. Desde el punto
de vista computacional, el algoritmo puede inicializarse considerando c κ,κ = 1 y cal-
culando los coeficientes cκ,λ salvo constante multiplicativa, que se obtiene mediante
(2).
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La implementacio´n del algoritmo se ha realizado empleando el programa MATLAB.
Los correspondientes archivos fuente y las instrucciones para su ejecucio´n no aparecen
aquı´ por brevedad, aunque pueden encontrarse en la direccio´n
http://www.ujaen.es/dep/estinv/pdi/ajsaez/software.html.
3. APLICACIONES
En este apartado se presentan sendas aplicaciones en el a´mbito de la estadı´stica multiva-
riante que pueden llevarse a cabo gracias al conocimiento explı´cito de un buen nu´mero
de polinomios zonales calculados mediante la metodologı´a expuesta en la seccio´n an-
terior.
3.1. Aproximacio´n de funciones hipergeome´tricas de argumento matricial y ge´ne-
sis de distribuciones multivariantes
Se define la funcio´n hipergeome´trica de argumento matricial de para´metros a 1, . . . ,ap y
b1, . . . ,bq asociada a la matriz sime´trica Xm×m como






(a1)κ · · ·(ap)κ
(b1)κ · · · (bq)κ
Cκ (X)
k! ,
donde ∑κ denota la suma sobre todas las particiones κ = (k1, . . . ,km) de k y Cκ (X) es
el polinomio zonal de X correspondiente a κ. Ningu´n para´metro b j del denominador
puede ser cero o un medio de un entero menor o igual que 12 (m−1) , ya que, en caso
contrario, alguno de los denominadores de la serie se anuları´a. De igual forma, si algu´n
para´metro del numerador es un entero negativo, esto es, a i = −n, entonces la funcio´n
es un polinomio de grado mn.
La serie converge para todo X si p ≤ q; converge para ‖X‖< 1 si p = q+1, donde por
‖X‖ notamos el ma´ximo de los valores absolutos de las raı´ces caracterı´sticas de X ; y
salvo que la serie tenga un nu´mero finito de te´rminos no nulos, diverge para todo X = 0
si p > q+1.
En el caso m = 1, la serie (7) se reduce la funcio´n hipergeome´trica generalizada cla´sica




(a1)k · · · · · (ap)k
(b1)k · · · · · (bq)k
xk
k! .
Podemos subrayar dos casos especiales de (7): los dados por la funcio´n 0F0 (X) =
etr (X), generalizacio´n de la serie exponencial, y la funcio´n 1F0 (a;X)= det(Im−X)−a ,
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generalizacio´n de la serie binomial (1− x)−a. Ma´s alla´ de estos dos casos no existen ex-
presiones generales de las funciones hipergeome´tricas de argumento matricial. Es por
ello que para obtener resultados de sumacio´n se suele acudir a aproximaciones nume´ri-
cas mediante te´cnicas de ana´lisis que proporcionan el valor de las funciones en algunos
casos concretos.
Nosotros proponemos desarrollar estas funciones como series de monomios sime´tricos,
utilizando la implementacio´n del algoritmo de James. De esta forma, pueden obtenerse
resultados aproximados de sumacio´n de dichas funciones para un amplio rango de valo-
res de los para´metros. Asimismo, este desarrollo en serie es el adecuado para utilizarlas
como generatrices de distribuciones multivariantes discretas de probabilidad, distribu-
ciones que cuentan con una interesante propiedad de simetrı´a en sus frecuencias.
Tabla 1. Desarrollo truncado de la funcio´n 2F1 (a,b;c; I2) .
a b c 2F1 (a,b;c; I2) ∑20k=0∑ρ fρMρ (I2) Diferencia
2 2 10 3.0569 3.0547 0.0022
3 3 10 20.0909 19.0750 1.0159
5 5 25 13.8359 13.8299 0.006
4 5 20 15.7342 15.7046 0.0296
8 10 50 55.1096 55.0856 0.024
10 10 50 172.7901 172.2222 0.5679
12 12 65 260.1934 259.5012 0.6922
15 15 85 699.2147 695.7047 3.51
Concretamente, si en el desarrollo de la serie hipergeome´trica dada en (7), expresamos
los polinomios zonales en te´rminos de los monomios sime´tricos, se tiene que






(a1)κ · · · (ap)κ
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donde de nuevo la suma ∑ρ es en todas las particiones ρ de cada entero k. Una vez
calculados los coeficientes fρ, la serie puede aproximarse mediante sus sumas parciales.
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En orden a considerar la bondad de estas aproximaciones, hay que tener en cuenta
que la cola de la serie truncada en el grado r, contiene tan so´lo te´rminos en las raı´ces
caracterı´sticas de X de grado superior a r.
En la Tabla 1 se muestran resultados aproximados de sumacio´n referidos a la funcio´n
bivariante 2F1, para distintos valores de los para´metros cuando X = I2. Todos ellos se
comparan con el valor exacto de la suma, conocido gracias al Teorema de Sumacio´n de
Gauss en su versio´n multivariante. En general, podemos establecer una cota del error, ε,
cometido mediante la suma de los M+1 primeros te´rminos cuando a 1,a2,b1 > 0, b1 >




































Para una discusio´n ma´s detallada de la metodologı´a de este me´todo de sumacio´n puede
verse Gutie´rrez et al. (2000).
Por otra parte, las funciones hipergeome´tricas cla´sicas de argumento escalar, funda-
mentalmente la funcio´n de Gauss 2F1 y sus extensiones y particularizaciones, pueden
emplearse para generar las distribuciones discretas ma´s usuales (Johnson, Kotz y Kemp,
1992; Gutie´rrez y Rodrı´guez, 1997; Rodrı´guez et al., 2001a). Tambie´n se han introduci-
do extensiones bivariantes de algunas funciones hipergeome´tricas de argumento escalar,
como la F1 o la F3, para generar distribuciones bivariantes discretas.
En este sentido, las funciones hipergeome´tricas de argumento matricial tambie´n pueden
utilizarse para generar distribuciones discretas, en este caso multivariantes, que genera-
licen sus homo´logas univariantes. Para ello tan so´lo es necesario considerar el desarro-
llo en serie dado en (8), de manera que las probabilidades de estas distribuciones vienen
dadas por las constantes fρ convenientemente normalizadas. La principal caracterı´stica
de estas distribuciones es que sus frecuencias son invariantes frente a permutaciones de
las variables que la forman; es decir, si Xm×1 es un vector aleatorio generado por una
funcio´n de este tipo, se verifica:
(10) P [X = (i1, . . . , im)] = P [X = σ(i1, . . . , im)] ,
donde (i1, . . . , im) es cualquier vector posible para X y σ es cualquier permutacio´n. Es-
ta propiedad hace que estas distribuciones sean modelos adecuados para feno´menos
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multivariantes discretos cuyas componentes no son necesariamente independientes pe-
ro sı´ ide´nticamente distribuidas, de manera que las probabilidades de ocurrencia no
dependan del orden de las variables. Ası´, se han utilizado con e´xito, por ejemplo, en la
modelizacio´n del nu´mero de ingresos diarios en dos boxes del Servicio de Urgencias
del Hospital de San Agustı´n (Linares, Espan˜a) (Rodrı´guez et al, 2001b). Otros a´mbi-
tos adecuados de aplicacio´n aparecen, por ejemplo, en la modelizacio´n del nu´mero de
fallos en varias ma´quinas indistinguibles en paralelo o el nu´mero de llamadas a varios
servidores ide´nticos dispuestos tambie´n en paralelo.
En la Figura 1 se muestran ejemplos de poligonales de frecuencias generadas mediante







































































Figura 1. Poligonal de frecuencias para distribuciones generadas por funciones 1F1 (a. y b. ) y
2F1 (c. y d.).
3.2. Distribucio´n de la menor raı´z caracterı´stica de una matriz de Wishart en
te´rminos de polinomios zonales
Dentro de la Estadı´stica Matema´tica, los polinomios zonales y las funciones hiper-
geome´tricas de argumento matricial han sido utilizados, entre otras aplicaciones, en
la expresio´n de la distribucio´n de formas cuadra´ticas asociadas a poblaciones normales.
Ası´, por ejemplo, expresiones que involucran funciones hipergeome´tricas aparecen en
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Figura 2. Funciones de distribucio´n teo´rica y empı´rica para la menor raı´z caracterı´stica de A1
W3 (10,Σ1) (a.) y A2 W3 (10,Σ2) (b.).
la distribucio´n χ2 (Pearson, 1900), de Wishart central y no central (Wishart, 1928),
de las raı´ces caracterı´sticas de la matriz de covarianza de una distribucio´n gaussiana
(James, 1964), en la ratio de la varianza F (Fisher, 1924), de la F no central con p y n
grados de libertad (Fisher, 1924), etc. En este apartado describimos, precisamente, una
aplicacio´n de la implementacio´n realizada que nos permite evaluar la distribucio´n de
probabilidad de la menor raı´z caracterı´stica de una matriz de Wishart.
Concretamente (Muirhead, 1982), si lm es la menor raı´z caracterı´stica de S, donde A =
nS es Wm (n,Σ), y r = 12 (n−m−1) es un entero positivo, entonces















donde ∑κ ∗ denota la suma sobre todas las particiones κ = (k1, . . . ,km) de k tales que
k1 ≤ r.
La puesta en pra´ctica de este teorema tan so´lo implica el desarrollo de una serie finita
en te´rminos de polinomios zonales, ası´ que puede realizarse de manera exacta hasta
distintos valores de m y n, aunque no muy elevados.
Nosotros hemos considerado una aplicacio´n en donde m = 3 y n = 10. Se han simu-
lado mediante el programa matema´tico MATLAB 1.000 valores de matrices aleato-
rias Xn×m N (0, In⊗Σ). A partir de estas 1.000 matrices, x1n×m, . . . ,x1,000n×m ,se calculan
1.000 valores simulados de sendas distribuciones de Wishart, mediante la expresio´n
Ai = xi′ ·xi, i = 1, . . . ,1,000, de modo que la distribucio´n teo´rica de estas matrices es la
de A W3 (10,Σ). Posteriormente se han dividido estas matrices por n = 10 y a cada
una de estas nuevas matrices se les ha calculado su menor raı´z caracterı´stica. Esto ge-
nera una muestra aleatoria simple, l1, . . . , l1,000, de 1.000 valores de la variable aleatoria
lm, menor raı´z caracterı´stica de A/n.
En la Figura 2 aparecen superpuestas la funcio´n de distribucio´n empı´rica, calculada a
partir de sendas muestras aleatorias simples, y la funcio´n de distribucio´n teo´rica, dada
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por (11), para matrices
Σ1 =
⎛
⎝ 1 0,58 0,610,58 1 0,58
0,61 0,58 1
⎞
⎠ , Σ2 =
⎛




Como puede comprobarse, son pra´cticamente ide´nticas, confirmando que los datos
empı´ricos quedan perfectamente ajustados mediante la distribucio´n teo´rica.
4. DISCUSI ´ON
La metodologı´a descrita en este trabajo, que involucra el ca´lculo explı´cito de los poli-
nomios zonales, proporciona la evaluacio´n, exacta en algunos casos y aproximada en
otros, de cualquier serie hipergeome´trica de argumento matricial. Esto permite la pues-
ta en pra´ctica de numerosos resultados que involucran a estas series y que hasta ahora,
o no se habı´an aplicado a casos reales, o si se habı´an aplicado, tenı´an que limitarse
a casos donde te´cnicas de ana´lisis nume´rico permitieran algu´n resultado concreto. A
su vez, tambie´n permite abrir nuevas lı´neas de investigacio´n, como la de la ge´nesis de
distribuciones multivariantes de probabilidad mediante funciones hipergeome´tricas de
argumento matricial.
Hay que decir, no obstante, que el e´xito de esta metodologı´a esta´ supeditado a las limi-
taciones computacionales en el ca´lculo de los polinomios zonales y, sobre todo, de los
monomios sime´tricos en te´rminos de los cuales vienen definidos.
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Zonal polynomials constitute a family of symmetrical and homogeneous polynomials.
They may be considered to be a multivariate extension of powers of a single variable

























ki (ki− i)+ k (m−1) ,
in such a way that there is no a explicit general formula for their evaluation.
Alternatively, James (1968) establishes an algorithm that permits zonal polynomials to
be express as linear combinations of symmetric monomials, which are a common base
of symmetrical and homogeneous polynomials. This algorithm has been implemented
employing MATLAB. Source files may be obtained from
http://www.ujaen.es/dep/estinv/pdi/ajsaez/software.html
Moreover, hypergeometric functions of matricial argument,






(a1)κ · · ·(ap)κ
(b1)κ · · · (bq)κ
Cκ (X)
k! ,
where ∑κ denotes the sum over all partitions κ = (k1, . . . ,km) of k and Cκ (X) is the
zonal polynomial of X corresponding to κ, are multivariate extension of classical hy-
pergeometric functions, where Pochammer symbols are replaced by generalized hyper-
geometric coefficients and powers of single variables by zonal polynomials. As neither
have an exact formula, we propose a development of the hypergeometric series in terms
of symmetric monomials using the James algorithm for zonal polynomials: in this man-
ner we obtain approximate values of the series.
In addition, hypergeometric functions of matricial argument may be used to genera-
te probability functions of multivariate discrete distributions; these distributions extend
the family of well-known univariate distributions generated by classical hypergeometric
functions (Johnson, Kotz and Kemp, 1992). In this context, the development of hyper-
geometric functions of matricial argument considered in this paper is suitable for easily
obtaining frequencies of the distributions as coefficients of the series in terms of sym-
metric monomials. The main characteristic of these distributions is that frequencies are
invariable when permutations of the variables in the random vector are considered: this
property is due to the symmetry of zonal polynomials.
In the field of Mathematical Statistics, hypergeometric series of matricial argument have
been mainly used in expressing multivariate distributions of quadratic forms in normal
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samples that extend analogous results in a univariate environment. Many of these results
involve hypergeometric series without explicit expression, so they cannot be put into
practice. In this sense, we consider an example where the distribution of the lowest
eigenvalue of a random matrix with Wishart distribution is expressed as a finite sum
of zonal polynomials. Specifically, if lm is the lowest eigenvalue of S, where A = nS is
Wm (n,Σ), and r = 12 (n−m−1) is an positive integer, then (Muirhead, 1982)
















where ∑κ ∗ denotes sum over all partitions κ = (k1, . . . ,km) of k such that k1 ≤ r. We
have expressed this result in terms of symmetric monomials in such a way that we can
calculate exact probabilities of the distribution. The paper concludes with a simulation
to show that the theoretical distribution function is close to the empirical distribution
functions when we consider sample data for a Wishart sample.
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