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On the Positivity of Weak Solutions to a Class of Cross
Diffusion Systems.
Dung Le
1
Abstract
We establish the positivity of weak (and very weak) solutions to a class of cross diffu-
sion systems which is inspired by models in mathematical biology/ecology, in particular
the Shigesada-Kawasaki-Teramoto (SKT) model in population biology. Examples and
counterexamples will be provided to show that our contions are near optimal.
1 Introduction
Let T0 > 0. We consider the following system

ut = div(a(u)Du) + b(u)Du+ g(u)u = 0 in Q0 = Ω× (0, T0),
u = 0 on ∂Ω× (0, T0),
u(x, 0) = u0(x) on Ω.
(1.1)
Here, a,b,g are matrices of size m × m depending on u = [u1, . . . , um]
T ∈ IRm, The
entries of a are scalars and the entries bij of the matrix b are row vectors (so that b
T
ij ∈ IR
N ).
The initial data u0 is a vector value function on Ω, a bounded domain with smooth boundary
∂Ω in IRn.
We are interested in the positivity of (weak and strong) solutions of (1.1). That is,
whether the initial data ψ is positive then so are the corresponding (weak) solutions. This
property plays an important role in mathematical models modeling biology/ecology phe-
nomena by evolution systems. Such property was well known for scalar equations and there
is a tremendous literature on this topic. However very little is known for systems like (1.1)
due to the lack of comparison principles because the classical techniques for scalar equations
are not extended easily to systems due to the presence of derivatives in the diffusion parts.
Our first goal is the positivity of (weak) solutions of the quasi-linear system (1.1). Using
a dual argument, we will show that the positivity property of (1.1) can be reduced to that
of dual linear systems with smooth coefficients.
We are then led to the study of positivity property of linear systems with smooth
coefficients. This can be done by a change of variables to diagonalize the diffusion parts
and then inspection of reaction parts to obtain positive answers.
The results are accompanied with examples showing different ways of transformations in
applications. Counterexamples are also provided to show that the results are near optimal
in the sense that in some case if our conditions are violated then one can have either negative
or positive answers in some cases.
The notations and main results will be described in Section 2. The proof of the duality
is presented in Section 3. We turn to strong solutions of linear systems in Section 4. Finally,
examples and counterexamples are gathered in Section 5.
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2 Main results
We say that u is a very weak solution of (1.1) on Q0 = Ω × (0, T0) if there are numbers
p∗, q∗ ≥ 1 such that for all T ∈ (0, T0) we have u(T ) ∈ L
1(Ω) (here, u(T )(x) = u(x, T ),
and we often drop the letter x in notations if it is clear from the context), u ∈ Lq∗(Q0) and
Du ∈ Lp∗(Q0) and u satisfies for all φ ∈ C
1(Q), Q = Ω× (0, T )∫
Ω
〈u(T ), φ(T )〉 − 〈u0, φ(0)〉 dx =∫∫
Ω×(0,T )
[〈u, φt〉 − 〈Du,a
T (u)Dφ〉 − 〈u,div(bT (u)φ)〉 + 〈u,gT (u)φ〉] dz.
(2.1)
We note that the entries bij of the matrix b are row vectors.
Given such an u, the main idea of the duality argument is to look for φ solving∫∫
Ω×(0,T )
[〈u, φt〉 − 〈Du,a
T (u)Dφ〉 − 〈u,div(bT (u)φ)〉 + 〈u,gT (u)φ〉] dz = 0. (2.2)
For such φ ∫
Ω
〈u(T ), φ(T )〉 dx =
∫
Ω
〈u0, φ(0)〉 dx.
Through out this work, for any vector function u we will say u ≥ 0 if the components
of u are not negative. Given that u0 ≥ 0, for any φ(0) ≥ 0 if we can find φ such that (2.2)
holds and φ(T ) ≥ 0 then the above implies that u(T ) ≥ 0. We will show that this scheme
can be done if some continuity assumptions on the data of the system (1.1) are assumed
and certain positivity principle holds for the corresponding linear system (2.2).
To be precise, suppose that we can find a number σN ≥ 1 such that for all solution φ of
(2.2) and Q = Ω× (0, T ) there is some constant C such that
‖φ‖LσN (Q) < C. (2.3)
Recalling the definition of p∗, q∗ in that of weak solutions, we assume that there is a positive
number σN such that the following continuity conditions hold,
c1) The map a : Lq∗(Q) → Lq1(Q) is continuous for q1 =
2p∗
p∗−2
if p∗ > 2 and q1 = ∞ if
p∗ = 2 ;
c2) the map b : Lq∗(Q) → Lq2(Q) is continuous for q2 =
σ′Np∗
p∗−σ′N
if p∗ > σ
′
N and q2 = ∞ if
p∗ = σ
′
N ;
c3) the map g : Lq∗(Q) → Lq3(Q) is continuous for q3 =
σ′
N
q∗
q∗−σ′N
if q∗ > σ
′
N and q3 = ∞ if
q∗ = σ
′
N .
Our first result is the following dual positivity principle.
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Theorem 2.1 Let u is a weak solution of (1.1). Suppose that there is a sequence {un} of
sufficiently smooth functions converges to u in Lq∗(Q0). For any given ψ ∈ C
1(Ω), consider
the following linear parabolic system with smooth coefficients

Wt = div(a(un)
TDW )− div(bT (un)W ) + g(un)
TW in Q0,
W = 0 on ∂Ω × (0, T0),
W (x, 0) = ψ(x) on Ω.
(2.4)
Assume that the norms ‖DWn‖L2(Q), ‖Wn‖LσN (Q) are uniformly bounded (see (2.3))
and the continuity conditions c1)–c3) hold. Suppose also that positivity principle holds for
(2.4). That is, strong solutions Wn of (2.4) is non-negative for any non-negative initial
data ψ ∈ C1(Ω).
If u0 ≥ 0 in Ω then u is also non-negative in Q0.
Of course. we can take {un} to be a sequence of mollifications of u. That is, we
consider C∞ functions η(t) and ρ(x) whose supports are (−1, 1) and B1(0) and ‖η‖L1(IR) =
‖ρ‖L1(IRN ) = 1. Denote ηn(t) = nη(t/n) and ρn(x) = n
Nρ(x/n). We define
un(t, y) = (ηnφn) ∗ u(t, y) =
∫
IR
∫
IRN
ηn(s − t)φn(x− y)u(t, x) dx ds.
Then the existence of strong solutions Wn and their uniform estimates assumed in Theo-
rem 2.1 can be established as we know that un → u in L
r(Q) if u ∈ Lr(Q).
Theorem 2.1 leads us to the investigation of the positivity principle of linear parabolic
systems. We want to investigate the positivity of the following system (compare with (2.4))

Wt = div(aDW )− div(bW ) + gW in Q,
W = 0 on ∂Ω× (0, T ),
W (x, 0) = ψ0(x) on Ω.
(2.5)
Because un’s are smooth, we will always assume in this section that a,b,g are smooth.
We will show that
Theorem 2.2 Let W is a strong solution of (2.5) and J be a differentiable matrix in (x, t)
such that
i) J aJ−1,J bJ−1 and DJJ−1 are diagonal;
ii) the off diagonal entries of Gˆ = J gJ −1 + JtJ
−1 are nonnegative.
If J (x, 0)φ(x) ≥ 0 then J (x, t)W ≥ 0.
In some cases, we have that J−1 is a positive matrix (i.e. its entries are positive). Then
JW ≥ 0 implies also that W ≥ 0. For examples, taking J = I, we have
Corollary 2.3 If a is diagonal then the positivity holds if the off-diagonal entries of g are
nonnegative.
A bit more generally, we have
Corollary 2.4 Consider the system (1.1). Assume that there is a constant matrix J such
that J a(z)J −1, Jb(z)J −1 are diagonal and the off diagonal entries of J g(z)J −1 are
nonnegative for all z ∈ IRm. If u is a solution of (1.1) with (J T )−1u0 ≥ 0 then (J
T )−1u ≥ 0.
Theorem 2.2 and Corollary 2.4 also say that if there is a constant matrix J such that
J a(z)J −1, Jb(z)J −1 are diagonal and the off diagonal entries of J g(z)J −1 are nonnega-
tive for all z ∈ IRm then the positive cone of IRm is invariant under JS1, (J
T )−1S2. Here,
S1, S2 are respectively the solution flows of (2.5) and (1.1).
Examples of Theorem 2.2 showing that its conditions can be relaxed as well as its
counterexamples will be presented in Section 5.
3 Proof of dual positivity principle
For each n and any given ψ ∈ C1(Ω) and T ∈ (0, T0), there are strong solutions Ψn to the
following linear parabolic system with smooth coefficients (uˆn(x, t) = un(x, T−t). Compare
with (2.4))


Ψˆt = div(a(uˆn)
TDΨˆ)− div(bT (uˆn)Ψˆ) + g(uˆn)
T Ψˆ in Q = Ω× (0, T ),
Ψˆ = 0 on ∂Ω× (0, T0),
Ψˆ(x, 0) = ψ(x) on Ω.
(3.1)
We first need the following technical lemma. For the sake of convenience, we repeat the
continuity conditions c1)–c3) here.
Lemma 3.1 Suppose that there is a constant C0 such that
‖DΨˆn‖L2(Q), ‖Ψˆn‖LσN (Q) ≤ C0 ∀n, (3.2)
and that there is σN > 0 such that
i) For q1 =
2p∗
p∗−2
if p∗ > 2 and q1 = ∞ if p∗ = 2 the map a : L
q∗(Q) → Lq1(Q) is
continuous;
ii) For q2 =
σ′
N
p∗
p∗−σ′N
if p∗ > σ
′
N and q2 = ∞ if p∗ = σ
′
N the map b : L
q∗(Q) → Lq2(Q) is
continuous;
iii) For q3 =
σ′
N
q∗
q∗−σ′N
if q∗ > σ
′
N and q3 = ∞ if q∗ = σ
′
N the map g : L
q∗(Q) → Lq3(Q) is
continuous.
Then ∫
Ω
〈u(T ), ψ〉 dx = lim
n→∞
∫
Ω
〈u0, Ψˆn(T )〉 dx. (3.3)
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Proof: By a change of variables t→ T − t, the functions Ψ(x, t) = Ψˆn(x, T − t) satisfies

Ψt + div(a(un)
TDΨ)− div(bT (un)Ψ) + g(un)
TΨ = 0 in Q := Ω× (0, T ),
Ψ = 0 on ∂Ω × (0, T ),
Ψ(x, T ) = ψ(x) on Ω.
(3.4)
Multiplying the system of Ψn by u and integrating over Q, we have∫∫
Q
[〈u, (Ψn)t〉 − 〈a(un)Du,DΨn〉 − 〈u,div(b
T (un)Ψn)〉+ 〈g(un)u,Ψn〉] dz = 0.
From the above equation and (2.1) with φ = Ψn (this is eligible because Ψn is a strong
solution), using (3.4) and the fact that Ψn(T, x) = ψ(x), we derive∫
Ω
[〈u(x.T ), ψ〉 − 〈u0,Ψn(x, 0)〉] dx =
∫∫
Ω×(0,T )
〈[a(un)− a(u)]Du,DΨn〉 dz+∫∫
Ω×(0,T )
〈[b(un)− b(u)]Du,Ψn〉 dz+∫∫
Ω×(0,T )
〈[g(u) − g(un)]u,Ψn〉 dz.
(3.5)
Letting n → ∞, we will see that the integrals on the right hand side tend to zero.
Indeed, from the assumption (3.2)
‖DΨn‖L2(Q), ‖Ψn‖LσN (Q) ≤ C0 ∀n. (3.6)
We consider the first integral in (3.5). By (3.6) we have ‖DΨn‖L2(Q)’s are bounded
uniformly in n so that we need only to show that a(un)Du → a(u)Du strongly to 0 in
L2(Q). Let q = q1. that is, q =
2p∗
p∗−2
if p∗ > 2 and q =∞ if p∗ = 2. By Ho¨lder’s inequality,
‖[a(un)− a(u)]Du‖L2(Q) ≤ ‖a(un)− a(u)‖Lq(Q)‖Du‖Lp∗(Q).
As we are assuming in i) that the map u → a(u) is continuous from Lq∗(Q) to Lq(Q)
and because un → u in L
q∗(Q), it is clear that a(un) converges to a(u) in L
q(Q). Thus,
[a(un) − a(u)]Du converges strongly to 0 in L
2(Q). Thus, the first integral on the right
hand side of (3.5) tends to 0 as n→∞.
Similar arguments apply to the second and third integrals on the right hand side of
(3.5) to obtain the same conclusion. Using (3.6), we see that ‖Ψn‖LσN (Q)’s are uniformly
bounded. Thus, if [b(un)−b(u)]Du and [g(un)−g(u)]u converge strongly to 0 in L
σN
′
(Q).
With q2, q3 being defined in ii), iii), by Ho¨lder’s inequality, we have
‖[b(un)− b(u)]Du‖
L
σ′
N (Q)
≤ ‖b(un)− b(u)‖Lq2 (Q)‖Du‖Lp∗ (Q),
‖[g(un)− g(u)]u‖
L
σ′
N (Q)
≤ ‖g(un)− g(u)‖Lq3 (Q)‖u‖Lq∗ (Q).
These terms goes to zero by the continuity assumptions of b,g.
We just prove that the right hand side of (3.5) tends to 0. Thus,
lim
n→∞
∫
Ω
[〈u(x, T ), ψ〉 − 〈u0,Ψn(x, 0)〉] dx = 0.
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Since Ψn(x, 0) = Ψˆn(x, T ) we have∫
Ω
〈u(x, T ), ψ〉 dx = lim
n→∞
∫
Ω
〈u0,Ψn(x, 0)〉 dx = lim
n→∞
∫
Ω
〈u0, Ψˆn(x, T )〉 dx.
We proved the Lemma.
We now can present
Proof of Theorem 2.1: For any nonnegative ψ ∈ C1(Ω), let Ψˆn be strong solutions of
(2.4). By the assumption that the norms ‖DWn‖L2(Q), ‖Wn‖LσN (Q) are uniformly bounded
(3.2) holds and Lemma 3.1 applies. By the positity assumption Wn = Ψˆn ≥ 0 we have∫
Ω×{T}
u(x, T )ψ(x) dx = lim
n→∞
∫
Ω×{T}
Ψˆn(x, T )u0(x) dx ≥ 0.
So, we conclude that u(x, T ) ≥ 0 for all T ∈ (0, T0). Hence, u ≥ 0 on Q.
Let us discuss the assumption (3.2) and the number σN in the continuity conditions i)–iii)
of Lemma 3.1. To this end, we recall the following parabolic Sobolev imbedding inequality,
which can be proved easily by using the Ho¨lder and Sobolev imbedding inequalities.
Lemma 3.2 Let r∗ = p/N if N > p and r∗ be any number in (0, 1) if N ≤ p. For any
sufficiently nonegative smooth functions g,G and any time interval I there is a constant C
such that
∫∫
Ω×I
gr
∗
Gp dz ≤ C sup
I
(∫
Ω×{t}
g dx
)r∗ ∫∫
Ω×I
(|DG|p +Gp) dz (3.7)
If G = 0 on the parabolic boundary ∂Ω × I then the integral of Gp over Ω × I on the right
hand side can be dropped.
Furthermore, if r < r∗ then for any ε > 0 we can find a constant C(ε) such that
∫∫
Ω×I
grGp dz ≤ C sup
I
(∫
Ω×{t}
g dx
)r ∫∫
Ω×I
(ε|DG|p + C(ε)Gp) dz (3.8)
We then have
Lemma 3.3 Assume that there is a constant C0 such that
sup
t∈(0,T )
‖|b|2 + |g|‖Lq0 (Ω×{t}) ≤ C0, for some q0 > N/2. (3.9)
Then (3.2) of Lemma 3.1 holds for σN = 4/N + 2.
Proof: Multiplying the system for Ψˆ by Ψˆ we get for all t ∈ (0, T ) and Qt = Ω× (0, t)∫
Ω×{t}
|Ψˆ|2 dx+
∫∫
Qt
|DΨˆ|2 dz ≤
∫
Ω
|ψ|2 dx+
∫∫
Qt
(|b|‖Ψˆ||DΨˆ|+ |g||Ψˆ|2) dz.
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Applying Young’s inequality, we get∫
Ω×{t}
|Ψˆ|2 dx+
∫∫
Qt
|DΨˆ|2 dz ≤
∫
Ω
|ψ|2 dx+ C
∫∫
Qt
(|b2|+ |g|)|Ψˆ|2 dz. (3.10)
By Ho¨lder inequality we estimate the right hand side by
∫ t
0
(∫
Ω×{τ}
(|b|2 + |g|)q0 dx
) 1
q0
(∫
Ω×{τ}
|Ψˆ|2q
′
0 dx
) 1
q′
0
dτ.
Since q0 > N/2, 2q
′
0 < 2N/(N − 2). The Sobolev inequality shows that for any ε > 0 there
is C(ε) > 0 such that
(∫
Ω×{τ}
|Ψˆ|2q
′
0 dx
) 1
q′
0
≤ ε
∫
Ω×{τ}
|DΨˆ|2 dx+ C(ε)
∫
Ω×{t}
|Ψˆ|2 dx.
This and (3.9) imply that∫∫
Ω×(0,t)
(|b|2 + |g|)|Ψˆ|2 dz ≤ C(C0)ε
∫∫
Qt
|DΨˆ|2 dz + C(ε, C0)
∫∫
Qt
|Ψˆ|2 dz.
Using this in (3.10) with ε sufficiently small, we get∫
Ω×{t}
|Ψˆ|2 dx+
∫∫
Qt
|DΨˆ|2 dz ≤
∫
Ω
|ψ|2 dx+ C(C0)
∫∫
Qt
|Ψˆ|2 dz.
From this Gro¨nwall inequality for ‖Ψˆ‖2
L2(Ω×{t}) we get supt ‖Ψˆ‖
2
L2(Ω×{t}) ≤ C(C0). We also
obtain from (3.10) and the above estimate that∫∫
QT
|DΨˆ|2 dz ≤ C(C0, ‖ψ‖L2(Ω)).
Applying Lemma 3.2 with g = |Ψˆ|, G = Ψˆ and p = 2, we conclude that
‖Ψˆ‖LσN (QT ) ≤ C(C0, ‖ψ‖L2(Ω)), σN = 4/N + 2.
The lemma is proved.
3.1 The special case a = Pu
We now consider the case when there is a map P : IRm → IRm such that a = Pu. We
consider the following system

ut = ∆(P (u)) + b(u)Du+ g(u)u = 0 in Q0,
u = 0 on ∂Ω× (0, T0),
u(x, 0) = ψ(x) on Ω.
(3.11)
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We say that a u is a very weak solution of (3.11) if for all T ∈ (0, T0) u(T ) ∈ L
1(Ω),
u ∈ Lq∗(Q0) and Du ∈ L
p∗(Q0) and u satisfies for all admissible φ with φt ∈ C
1(Q) and
∆φ ∈ C2(Q)∫
Ω
〈u(T ), φ(T )〉 − 〈u0, φ(0)〉 dx =∫∫
Ω×(0,T )
[〈u, φt〉+ 〈P (u),∆φ〉 − 〈u,div(b
T (u)φ)〉 + 〈u,gT (u)φ〉] dz.
(3.12)
We can write P (u) = a¯(u)u with
a¯(u) =
∫ 1
0
Pu(su) ds. (3.13)
The system (3.11) is then written in divergence form (1.1). By (3.12) The dual system (2.4)
now can be the linear parabolic system

Ψˆt = a¯
T (uˆn)∆Ψˆ− div(b
T (uˆn)Ψˆ) + g
T (uˆn)Ψˆ in Q0,
Ψˆ = 0 on ∂Ω × (0, T0),
Ψˆ(x, 0) = ψ(x) on Ω
(3.14)
Testing the system with ∆Ψˆn and arguing as in Lemma 3.3, we can prove that (see also
[14, Lemma 3.5 and Remark 3.4]) if
sup
t∈(0,T )
‖|g|2‖Lq0 (Ω×{t}) ≤ C0, for some q0 > N/2 (3.15)
then there is a constant C(‖Dψ‖L2(Ω)) such that for all n
sup
(0,T )
‖DΨn‖L2(Ω), ‖∆Ψn‖L2(Q) ≤ C(‖Dψ‖L2(Ω)). (3.16)
We can use Lemma 3.2 with g = |DΨˆn|
2, |G = DΨˆn and p = 2 to see that DΨˆn ∈ L
q(Q)
where q ∈ (1,∞) if N = 2 and q = 4
N
+ 2. As DΨˆn ∈ L
2(Ω), Ψˆn ∈ L
2N
N−2 (Ω). We apply
Lemma 3.2 again with g = |DΨˆn|
2N
N−2 and G = Ψˆn and p = q =
4
N
+ 2 to see that
‖Ψˆn‖LσN (Q) ≤ C, (3.17)
where
σN =


any number in (1,∞) if N = 2,
any number in (1, 6 + 103 ) if N = 3,
2(4+2N)
N−2 +
4
N
+ 2 if N > 3.
(3.18)
Lemma 3.4 Assume (3.9). Let σN be defined by (3.18). Suppose that the continuity con-
ditions hold with c1) (or i) of Lemma 3.1) being replaced by
c1’) For q1 =
2q∗
q∗−2
if the map a¯ : Lq∗(Q)→ Lq1(Q) is continuous.
Then the conclusion (3.3) of Lemma 3.1 still holds with Ψˆn being strong solutions of
(3.14).
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The lemma is proved by the same argument. Again, we define Ψn(x, t) = Ψˆn(x, T − t).
As before, we multiply the equation (3.14) with u and use (3.12) and P (u) = a¯(u)u to see
that (3.5) now is∫
Ω
[〈u(T ), ψ〉 − 〈u0,Ψn(0)〉] dx =
∫∫
Ω×(0,T )
〈[a¯(un)− a¯(u)]u,∆Ψn〉 dz+∫∫
Ω×(0,T )
〈[b(un)− b(u)]Du,Ψn〉 dz+∫∫
Ω×(0,T )
〈[g(u) − g(un)]u,Ψn〉 dz.
(3.19)
Using the uniform bound of ‖∆Ψn‖L2(Q) in (3.16), if u ∈ L
q∗(Q) then by Ho¨lder’s
inequality we easily see that |u||∆Ψn| ∈ L
p(Q) with p = 2q∗
q∗+2
. As un → u in L
q∗(Q) and
p′ = q1 =
2q∗
q∗−2
, under our assumption c1’) the first integral on the right hand side of (3.19)
tends to 0.
Again, we have the same conlusion of Lemma 3.1 with the assumptions of Lemma 3.4.
4 Positivity of the dual system:
The discussion in the previous section leads us to the investigation of positivity principle
of linear parabolic systems (3.1). In this section, we consider the following linear system
(denoting W = Ψˆn and a,g by a
T ,gT for simplicity)

Wt = div(aDW )− div(bW ) + gW in Q,
W = 0 on ∂Ω× (0, T ),
W (x, 0) = ψ0(x) on Ω.
(4.1)
We will always assume in this section that a,b,g are smooth as un is. In the rest of
this paper, we will denote by W a strong solution of the above system. Let J = J (x, t) be
a differentiable and invertible m×m matrix and v = JW . We multiply the system of W
with J and show that v satisfies a system of the form

vt = div(ADv)− div(B1v) +B2Dv +Gv in Q,
v = 0 on ∂Ω× (0, T ),
v(x, 0) = J (x, 0)ψ0(x) on Ω.
(4.2)
where A,B and G are matrices in terms of a,b,g and J . Of course, the entries of A,G
are scalar functions and those of B1,B2 are vectors in IR
N .
We first have this positivity result for (4.2).
Proposition 4.1 Let v be a weak solution of (4.2). Suppose that A,B1,B2 are diagonal
matrices and that there are constants λ1 > 0, C0 such that 〈Aζ, ζ〉 ≥ λ1|ζ|
2 and
〈−Gv, v−〉 ≤ C0|v
−|2. (4.3)
If J (x, 0)ψ0(x) ≥ 0 for all x ∈ Ω then v ≥ 0.
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Proof: Because Dv+i Dv
−
i = v
+
i Dv
+
i = 0, we know that
〈Dv,Dv−〉 = 〈Dv+ −Dv−,Dv−〉 = −〈Dv−,Dv−〉
and (the vectors) 〈v,Dv−〉 = 〈Dv, v−〉 = −〈v−,Dv−〉. We test the system of (4.2) of v by
v−. That is, we multiply the i-th equation with v−i and sum the results. Using integration
by parts and the assumption that A,B1,B2 are diagonal matrices, we have for B = B1+B2
(whose entries are vectors)
−
d
dt
∫
Ω
|v−|2 dx−
∫
Ω
〈ADv−,Dv−〉 dx = −
∫
Ω
〈Bv−,Dv−〉 dx+
∫
Ω
〈Gv, v−〉 dx.
Because 〈Aζ, ζ〉 ≥ λ1|ζ|
2, for ζ = Dv− we have 〈ADv−,Dv−〉 ≥ λ1|Dv
−|2. Using
this for the integral of 〈ADv−,Dv−〉 and applying Young’s inequality to the intgral of
〈Bv−,Dv−〉, we get
d
dt
∫
Ω
|v−|2 dx+ λ1
∫
Ω
|Dv−|2 dx ≤ C1|v
−|2 −
∫
Ω
〈Gv, v−〉 dx.
Using (4.3), we then have
d
dt
∫
Ω
|v−|2 dx+ λ1
∫
Ω
|Dv−|2 dx ≤ C2
∫
Ω
|v−|2 dx. (4.4)
As v(0) = J (0)ψ0 ≥ 0, we then have v
−(0) = 0. The above inequality yields a Gro¨nwall
inequality for ‖v−‖2
L2(Ω×{t}) and implies that v
− = 0. Thus, v ≥ 0.
Remark 4.2 The result still holds if v satisfies non-homogeneous Dirichlet boundary con-
dition v = φ on ∂Ω× (0, T ) with φ ≥ 0. In this case, v− = 0 on ∂Ω × (0, T ) because φ ≥ 0
and hence there is no boundary integrals in the integration by parts. The calculation and
argument remain the same.
Similarly, the result also holds for homogeneous Neumann boundary condition.
Remark 4.3 We can introduce a term f to the right hand side of the system (4.2). The
result and proof will be the same if we assume that J f ≥ 0.
Lemma 4.4 The condition (4.3) holds if the off-diagonal entries of G are nonnegative.
Proof: We have 〈Gv, v−〉 =
∑
i,j gijviv
−
j . If i = j then viv
−
j = −(v
−
i )
2. Otherwise,
viv
−
j = v
+
i v
−
j − v
−
i v
−
j ≥ −v
−
i v
−
j . Thus, if gi,j ≥ 0 for i 6= j then 〈Gv, v
−〉 ≥ −C
∑
i,j v
−
i v
−
j .
By Ho¨lder’s inequality 〈−Gv, v−〉 ≤ C
∑
i,j v
−
i v
−
j ≤ C|v
−|2.
From Proposition 4.1 and Lemma 4.4, we will prove that (this is Theorem 2.2)
Proposition 4.5 Assume that there is an invertible matrix J (x, t) such that
i) J aJ−1,J bJ−1 and DJJ−1 are diagonal;
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ii) the off diagonal entries of Gˆ = J gJ −1 + JtJ
−1 are nonnegative.
If J (x, 0)ψ0(x) ≥ 0 then J (x, t)W ≥ 0.
The assertion is also true for the dual system (3.14) of (3.11)
Wt = a∆W − div(bW ) + gW. (4.5)
Remark 4.6 Concerning the diagonality ofDJJ−1, we also observe thatDJ−1 = −J−1DJJ −1
so that DJJ−1 = −JD(J−1).
We will prove Corollary 4.5 by considering the cases J depends only on t first and then
J depends also on x and showing that v = JW satisfies the conditions of Proposition 4.1.
Before this, we can present
Proof of Corollary 2.4: Let u be a solution of (1.1) and Wn’s be solutions of the
corresponding (2.4). If we take J to be a constant matrix then by Lemma 3.1∫
Ω
〈u(T ), ψ0〉 dx = lim
∫
Ω
〈u0,Wn(T )〉 dx.
This also implies∫
Ω
〈(J T )−1u(T ),J ψ0〉 dx = lim
∫
Ω
〈(J T )−1u0,JWn(T )〉 dx. (4.6)
Because J a(z)J −1,Jb(z)J −1 are diagonal and the off diagonal entries of J g(z)J −1
are nonnegative for all z ∈ IRm, the same assertions are true for J aT (un)J
−1,JbT (un)J
−1
and J gT (un)J
−1. We then can apply Theorem 2.2 to (2.4) to see that if Jψ0 ≥ 0 then
JWn(T ) ≥ 0. As (J
T )−1u0 ≥ 0, (4.6) implies∫
Ω
〈(J T )−1u(T ),Jψ0〉 dx ≥ 0
For any C1 vector function φ ≥ 0 we take ψ0 = J
−1φ (then Jψ0 ≥ 0) and see that∫
Ω
〈(J T )−1u(T ), φ〉 dx ≥ 0.
This implies (J T )−1u(T ) ≥ 0. This is true for all T ∈ (0, T0). We proved the assertion.
4.1 J (x, t) = J (t) is independent of x
Let J be an invertible matrix independent of x and v = JW . Multiply the system (4.1)
of W with J , because vt = JtW + JWt = JWt + JtJ
−1v. Using the system for W , the
matrices A, Bi and G in (4.2) are
A = J aJ−1, B1 = JbJ
−1, B2 = 0 and G = J gJ
−1 + JtJ
−1. (4.7)
Thus, if J aJ−1,JbJ −1 are diagonal then Proposition 4.1 and and Lemma 4.4 apply
to give Proposition 4.5.
11
Example 4.7 Consider a cross diffusion system of 2 equations ut = div(aDu) + gu where
a = [αij ] and g = [gij ] are constant 2× 2 matrices
a =
[
α11 α12
α21 α22
]
, g =
[
g11 g12
g21 g22
]
.
Assume that a has positive eigenvalues d1 6= d2 and two linear independent eigenvectors
e1, e2 with positive components. This implies that there are constants a, b, c, d > 0 such
that J aJ −1 = diag[d1, d2] with
J−1 =
[
a b
c d
]
, J =
1
ad− bc
[
d −b
−c a
]
.
The off diagonal entries of J gJ −1 are
a2g12 − b
2g21 − ab(g11 − g22)
ad− bc
,
−c2g12 + d
2g21 + cd(g11 − g22)
ad− bc
.
If these numbers are nonnegative then Corollary 4.5 (of course, DJJ−1 = JtJ
−1 = 0
here) implies that if Jψ0 ≥ 0 then v = JW ≥ 0. Since J
−1 is positive, we have W ≥ 0.
4.2 J depends on x, t
We consider the case J depends also on x and establish Proposition 4.1 again. As before
we let v = JW . We multiply the system of W by J and compute vt,Dv to obtain a similar
system for v. We still have vt = JWt + JtJ
−1v and need to compute J div(aDW ).
First of all, Dv = JDW + DJW so that JDW = Dv − DJW . We also have
div(J aDW ) = J div(aDW ) +DJ aDW , Thus, for A = J aJ −1
J div(aDW ) = div(J aDW )−DJ aDW = div(AJDW )−DJ aJ−1JDW
= div(A(Dv −DJW ))−DJ aJ −1(Dv −DJW )
= div(ADv)− div(ADJW )−DJ aJ−1Dv +DJ aJ−1DJW
= div(ADv)− div(ADJJ −1v)−DJ aJ−1Dv +DJ aJ−1DJJ−1v
Similarly,
J div(bW ) = div(J bW )−DJbW = div(J bJ −1v)−DJbJ −1v.
We see that v satisfies (4.2) vt = div(ADv)− div(B1v) +B2Dv +Gv, where
A = J aJ−1, B1 = ADJJ
−1 + J bJ−1, B2 = −DJ aJ
−1,
G = J gTJ−1 +DJbJ−1 + JtJ
−1 +DJ aJ−1DJJ−1.
We see that B2 = −DJJ
−1A. Therefore, the matrices A,B1 and B2 are diagonal if
J aJ −1,J bJ−1 and DJJ−1 are diagonal.
Furthermore, DJ aJ−1DJJ−1 = DJJ−1ADJJ−1 and DJbJ−1 = DJJ−1JbJ −1
are diagonal. Thus, the off diagonal entries of G are those of
Gˆ = J gTJ−1 + JtJ
−1.
Thus, v = JW solves a system satisfying the conditions of Proposition 4.1.
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4.3 The special case a = Pu
We consider the dual system (4.5) of (3.11)
Wt = a∆W − div(bW ) + gW.
We have div(aDW ) = a∆W +DaDW so that
J a∆W = J div(aDW )− JDaDW = J div(aDW )− JDaJ−1JDW
= J div(aDW )− JDaJ−1(Dv −DJW )
= J div(aDW )− JDaJ−1Dv + JDaJ−1DJJ−1v.
The term J div(aDW ) will be treated as before. We find that v satisfies
vt = div(ADv)− div(B1v) +B2Dv +Gv,
where
A = J aJ −1, B1 = ADJJ
−1 + JbJ −1, B2 = −DJ aJ
−1 − JDaJ−1,
G¯ = J gTJ −1 +DJbJ −1 + JDaJ−1DJJ −1 +DJ aJ −1DJJ −1.
We now look at the new matrix factors JDaJ−1 of Dv and JDaJ−1DJJ−1 of v. We
have J a = AJ so that D(J a) = D(AJ ). This implies
JDa = DAJ +ADJ −DJ a or JDaJ−1 = DA+ADJJ −1 −DJ aJ −1.
Because DA, ADJJ −1 and DJ aJ−1 = DJJ−1A are diagonal we conclude that
JDaJ−1 is diagonal and so is B2. Since DJJ
−1 is diagonal, JDaJ−1DJJ −1 is also
diagonal. We then see that the previous argument remains.
5 Examples
In this section, we present some ways of choosing J to apply Theorem 2.2 to the following
system (compare with (2.4))

ut = div(aDu)− div(bu) + gu in Q,
u = 0 on ∂Ω× (0, T ),
u(x, 0) = u0(x) on Ω.
(5.1)
The diagonality J aJ −1,J bJ−1,DJJ−1 and the nonnegativity of the off diagonal
entries of J gJ −1 are the key conditions and we will also provide counterexamples when its
conditions are violated.
The first choice of J is J = diag[eγi ]C where γi’s are functions in x, t and C is an
invertible matrix in t.
First of all, it is clear that if CaC−1 and CbC−1 are diagonal then so are J aJ −1
and JbJ −1. Secondly, since DJ = diag[eγiDγi]C and J
−1 = C−1diag[e−γi ], DJJ −1 =
diag[Dγi] is diagonal.
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Finally, we look at the signs of the off diagonal entries ofG = J gJ −1+JtJ
−1. Because
Jt = diag[(γi)te
γi ]C + diag[eγi ]Ct so that
J gTJ−1 = diag[eγi ]CgT C−1diag[e−γi ], JtJ
−1 = diag[(γi)t] + diag[e
γi ]CtC
−1diag[e−γi ].
The off-diagonal entries of G then are those of diag[eγi ](CgT C−1+ CtC
−1)diag[e−γi ] and
their signs are those of CgT C−1 + CtC
−1.
Assume that a = I. Let k be a positive constant and K be a constant matrix. Assume
that K is commuting with gT and the off diagonal entries of K are positive. Let C = ekKt.
Then Gˆ = gT + kK. If we choose k large then the off diagonal entries of Gˆ are positive.
If a,g are commute then they can be diagonalized simultaneously by some matrix C.
We then assume that CtC
−1 has nonnegative off diagonal entries.
Assume that a = C−1αC for some diagonal matrix α = diag[αi] where αi’s are functions
in x, t. We see that A = J aJ −1 = diag[eγi ]αdiag[e−γi ] is diagonal.
Theorem 2.2 asserts that JW ≥ 0 if J (x, 0)ψ0 ≥ 0. Of course, if J
−1 is a nonnegative
matrix (whose entries are nonnegative) then W = J−1JW ≥ 0. In the sequel, we will
be interested in this case. For simplicity, we will consider the case when a is diagonal and
b = 0 and J depends only on t. The diagonality of J aJ −1,J bJ−1,DJJ −1 is obvious.
We will concentrate on the nonnegativity of the off diagonal entries of G.
Let ni, i = 1, . . . , k, be integers such that
∑
ni = m. We consider the case a =
diag [d1(w)I1 · · · dk(w)Ik] where di’s are positive functions on IR
m and Ii’s are identity ma-
trices of size ni × ni. If Ji’s are ni × ni matrices and J := diag [J1 · · · Jk], then a, J
commute (blocks by blocks) and it is clear that J aJ −1 = a is diagonal.
We state the following obvious result for later references.
Corollary 5.1 Assume that there are ni×ni matrices Ji’s such that for J := diag [J1 · · · Jk]
i) diag
[
J−11 · · · J
−1
k
]
is positive;
ii) the off diagonal entries of J gJ −1 + diag
[
(J1)tJ
−1
1 · · · (Jk)tJ
−1
k
]
are nonnegative.
If J (0)ψ0 ≥ 0 then W ≥ 0.
In particular, we take J = diag
[
eK1t · · · eKkt
]
where Ki’s are constant matrices of size
ni×ni in t. We then have that Jt = diag
[
K1e
K1t · · ·Kke
Kkt
]
and J−1 = diag
[
e−K1t · · · e−Kkt
]
.
Since JtJ
−1 = diag [K1 · · ·Kk] and hence
Gˆ = J gJ −1 + diag [K1 · · ·Kk] .
We will see that for an appropriate choice of Ki’s, the off-diagonal entries of Gˆ are
nonnegative even those of g are not. We then have the following result.
Corollary 5.2 Assume that
i) the matrices e−Kit’s have positive entries;
ii) the off diagonal entries of J gJ −1 + diag [K1 · · ·Kk] are nonnegative.
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If ψ0 ≥ 0 then W ≥ 0.
Proof: We take J = diag
[
eK1t · · · eKkt
]
. Since Gˆ has positive entries by ii), we
have that v = JW ≥ 0 (as J (0) = I and ψ0 ≥ 0 we have J (0)ψ0 ≥ 0). Because
J−1(t) = diag
[
e−K1t · · · e−Kit
]
is a positive matrix, by i), we also have W = J−1v ≥ 0.
In the following examples we will show that the assumption that diagonal entries of g
are positive (the condition ii) of Corollary 5.1 and Corollary 5.2) could be relaxed. We
consider the system of two equations
Wt = div(aDW ) + gW where a = d(W )I for some function d. (5.2)
We will apply Corollary 5.1 to this system. The matrix J will be of the form eK(t)
where K(t) = α(t)I +N(t) where N(t) is either nilpotent or idempotent. Of course, the
examples also apply to the case when a can be diagonalised by J .
To begin, we have the following remark for later reference.
Remark 5.3 If K(t) = α(t)I + N(t) with N(t) is nilpotent (i.e., Nm(t) = 0 for some
integer m) and J = eK(t) = eα(t)IeN(t) then J −1 = e−α(t)Ie−N(t) and Jt = α
′(t)eα(t)IeN(t)+
eα(t)I(eN(t))t. Note that e
N(t) =
∑m−1
i=0
N i(t)
i! . So that
JtJ
−1 = α′(t)I+ (eN(t))te
−N(t) = α′(t)I+
(
m−1∑
i=0
Ni(t)
i!
)
t
(
m−1∑
i=0
(−N(t))i
i!
)
In particular, if m = 2 then JtJ
−1 = α′(t)I+N′(t)(I −N(t)).
Similarly, if K(t) = α(t)I+N(t) with N(t) is idempotent (i.e., Nm(t) = N(t) for every
integer m ≥ 2) then we note that eN(t) =
∑m−1
i=0
N i(t)
i! = I + (e − 1)N(t) and e
−N(t) =
I+ (e−1 − 1)N(t). So that for J = eK(t)
JtJ
−1 = α′(t)I + (eN(t))′e−N(t) = α′(t)I+ (e− 1)N ′(t)(I + (e−1 − 1)N(t)).
We note that a 2× 2 matrix N is idempotent iff N =
[
a b
c 1− a
]
with a2 + bc = a.
Example 5.4 Let a, b, ε be functions with ε(t) ≥ 0 and
∫∞
0 ε(s)dx <∞ we take
g =
[
a(t) −ε(t)
0 a(t)
]
, K(t) =
[
t b(t)
0 t
]
.
We observe that G,K commute so that Gˆ = g + JtJ
−1. Because
J = eK(t) = et
[
1 b(t)
0 1
]
, Jt = e
t
[
1 b(t)
0 1
]
+ et
[
0 b′(t)
0 0
]
.
Thus, JtJ
−1 = I+
[
0 b′(t)
0 0
]
and g+JtJ
−1 =
[
a(t) + 1 −ε(t) + b′(t)
0 a(t) + 1
]
. Hence, the off
diagonal entries of Gˆ are nonnegative if b′(t) ≥ ε(t) and the entries of J−1 are nonnegative
if b(t) ≤ 0. This is the case if we choose b(t) =
∫ t
0 ε(s)ds −
∫∞
0 ε(s)ds.
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Example 5.5 If g = [gij ] is a 2 × 2 matrix with gij being functions in t. Let J = e
N
with N =
[
0 b(t)
0 0
]
. Then J −1 = I −N. Denoting q(b) = g21b
2 + (g11 − g22)b − g12, a
straightforward calculation shows that
J gJ −1 =
[
g11 + bg21 −q(b)
g21 −bg21 + g22
]
, JtJ
−1 =
[
0 b′(t)
0 0
]
.
Thus, the off diagonal entries of J gJ −1+JtJ
−1 will be nonnegative if g21 ≥ 0 and b
′ = q(b).
Assume that g21 = 0. The solution of b
′ = q(b) is
b(t) = e
∫ t
0
(g11(τ)−g22(τ))ds
(
b(0) −
∫ t
0
e−
∫ s
0
(g11(τ)−g22(τ))dτ g12(s)ds
)
. (5.3)
Thus, if g12 < 0 and ∫ ∞
0
e−
∫ s
0
(g11(τ)−g22(τ))dτg12(s)ds = b(0)
is a (negative) finite number then b(t) < 0 for all t ∈ (0,∞). So, there is still a nonnegative
solution W if the initial data ψ0 of W satisfies ψ0,1(x, 0) + b(0)ψ0,2(x, 0), ψ0,2(x, 0) ≥ 0.
Indeed, this condition means J (0)ψ0(0) ≥ 0. As the off diagonal entries of Gˆ are nonnega-
tive, J (t)W (t) ≥ 0. Because b(t) < 0 so that J −1(t) is positive and therefore W (t) ≥ 0 for
t > 0.
Let us consider the case when gij ’s are constants with g21 > 0 and g12 < 0. Since g21 > 0,
the dynamics of the solution of b′ = q(b) is well known. If δ := (g11 − g22)
2 + 4g21g12 < 0
then for any given b(0), b(t) is increasing and blows up to∞ in finite time. If δ > 0 then the
quadratics q(b) has two distinct roots b1 < b2 < 0 or 0 < b1 < b2. The first case happens
if g11 > g22. In this case, if b(0) ≤ b2 then b(t) is either increasing or decreasing to b1 and
b(t) ≤ 0 for all t ∈ (0,∞).
Accordingly, we can conclude that
Corollary 5.6 If g21 > 0 and g12 < 0 then there is a smooth function b on [0, t0), t0 is
finite if δ = (g11 − g22)
2 + 4g21g12 < 0 and t0 = ∞ if δ > 0, such that if ψ0,1(x, 0) +
b(0)ψ0,2(x, 0), ψ0,2(x, 0) ≥ 0 then W1(x, t) + b(t)W2(x, t),W2(x, t) ≥ 0 for all t ∈ (0, t0).
In particular, assume that ψ0,1(x, 0) + b(0)ψ0,2(x, 0), ψ0,2(x, 0) ≥ 0 for some constant
b(0) < 0. If δ < 0 then there is a finite t0 such that W (t) ≥ 0 for all t ∈ (0, t0). If δ > 0,
g11 > g22 and b(0) ≤ b2, the larger root of q(b), then W (t) ≥ 0 for all t ∈ (0,∞).
The Corollary is a consequence of Corollary 5.1 with J = eN = I+N. Indeed, the first
assertion comes from the fact that J (0)ψ0 ≥ 0 so that J (t)W (t) ≥ 0 while the second one
comes from J−1(t) = I−N is a positive matrix as long as b(t) ≤ 0.
Example 5.7 As another example, we will take N =
[
1 0
c(t) 0
]
and J = eN then N is
idempotent. A direct calculation shows that
J = eN(t) =
[
e 0
(e− 1)c(t) 1
]
, J −1 = e−N(t) =
[
e−1 0
(e−1 − 1)c(t) 1
]
,
16
JtJ
−1 =
[
0 0
(1− e−1)c′(t) 0
]
.
If g = [gij ], a 2× 2 matrix, then J gJ
−1 is[
g11 + (1− e)g12c eg12
−(1− e−1)r (e− 1) cg12 + g22
]
with r = −(e − 1)g12c
2 − (g11 − g22)c −
1
e−1g21. Therefore, the off diagonal entries of
J gJ −1 + JtJ are nonnegative if
g12 ≥ 0 and − (1− e
−1)r+ (1− e−1)c′ = 0.
This is to say g12 ≥ 0 and c
′ = r.
Consider the case g12 = 0. We then need a function c such that
c′ = −(g11 − g22)c−
1
e− 1
g21.
The solution of this is
c(t) = e
∫ t
0
(g11−g22)ds
(
c(0) −
1
e− 1
∫ t
0
e−
∫ s
0
(g11−g22)dτg21(s)ds
)
.
Thus, if g21 ≤ 0 and (e− 1)c(0) −
∫∞
0 e
−
∫ s
0
(g11−g22)dτg21(s)ds ≤ 0 then c(t) ≤ 0 for all t
and J −1 = e−N(t) is positive. If the initial data ψ0 of W satisfies J (0)ψ0 ≥ 0 then, as the
off diagonal entries of Gˆ are nonnegative, J (t)W (t) ≥ 0. Because J −1(t) is positive (as
c(t) ≤ 0) so that W (t) ≥ 0.
Example 5.8 We now consider the case gij are constants and both g12, g21 < 0. We first
use J = eN with N =
[
0 b(t)
0 0
]
, a nilpotent matrix. Let b solves b′ = q with q being
introduced in Example 5.5. We have
b′ = g21b
2 + (g11 − g22)b− g12.
Since g12, g21 < 0, if g11 − g22 < 0 the quadratics q has two negative roots b1 < b2 < 0.
This equation has a solution b ≤ 0 on (0,∞) if its initial value b(0) ≤ b2. We also note that
either b(t) blows up to −∞ or
lim
t→∞
b(t) = b2 =
−(g11 − g22)−
√
(g11 − g22)2 + 4g12g21
2g21
.
We then have that v = JW solves vt = div(aDv) + gˆv with
gˆ =
[
gˆ11 0
gˆ21 gˆ22
]
,
where gˆ21 = g21, gˆ11 = g11 + bg21 and gˆ22 = −bg21 + g22.
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Next, we let Jˆ = eNˆ with Nˆ =
[
1 0
c(t) 0
]
, an idempotent matrix, and (see the case
gˆ12 = 0 in Example 5.7)
c(t) = e
∫ t
0
(gˆ11−gˆ22)ds
(
c(0) −
1
e− 1
∫ t
0
e−
∫ s
0
(gˆ11−gˆ22)dτg21(s)ds
)
.
As g21 < 0, if c(0) −
1
e−1
∫∞
0 e
−
∫ s
0
(gˆ11−gˆ22)dτg21(s)ds ≤ 0 then c(t) < 0 for all t ∈ (0,∞).
Note that gˆ11− gˆ22 = g11− g22+2b(t)g21 → g11− g22+2b2g21 = −
√
(g11 − g22)2 + 4g12g21.
Thus,
∫∞
0 e
−
∫ s
0
(gˆ11−gˆ22)dτds =∞ and c(t) becomes positive in finite time.
We see that w = Jˆ v solves wt = div(aDw) + g˜w where g˜ = [g˜ij ] with g˜12 = g˜21 = 0.
Thus, if Jˆ (0)v(0) ≥ 0 then Jˆ (t)v(t) ≥ 0 for all t ∈ (0,∞). Whenever c(t) < 0, Jˆ −1 = e−N
is positive and thus v ≥ 0. This implies v = JW ≥ 0. Since J −1 is positive as b(t) ≤ 0, we
also have W (t) ≥ 0 for t such that both b(t), c(t) exist and are negative. We see that this
can be asserted only for t in some finite time interval.
Example 5.9 We consider the case g12, g21 < 0 again. We use first Nˆ =
[
1 0
c(t) 0
]
and
find c(t) such that c′ = r where r is the quadratics introduced in Example 5.7 and we then
consider
c′ = −(e− 1)g12c
2 − (g11 − g22)c−
1
e− 1
g21.
Since −(e− 1)g12 > 0 and g12g21 > 0, if (g11 − g22)
2 − 4g12g21 > 0 then the quadratics
r has two roots c1, c2 and they are of the same sign. If g11 − g22 < 0 then c1 < c2 < 0 and
there is c(t) ≤ 0 for all t ≥ 0 if c(0) < c2. Moreover,
lim
t→∞
c(t) = c1 =
(g11 − g22)−
√
(g11 − g22)2 − 4g12g21
−2(e− 1)g12
.
We then have that v = JˆW satisfies vt = div(aDv) + gˆv with
gˆ =
[
gˆ11 gˆ12
0 gˆ22
]
,
with gˆ12 = eg12, gˆ11 = g11 + (1− e)g12c and gˆ22 = (e− 1)g12c+ g22.
We then apply J = eN with N =
[
0 b(t)
0 0
]
to the system of v. Choose b such that
b(t) = e
∫ t
0
(gˆ11(τ)−gˆ22(τ))ds
(
b(0)− e
∫ t
0
e−
∫ s
0
(gˆ11(τ)−gˆ22(τ))dτ g12(s)ds
)
.
with b(0) − e
∫∞
0 e
−
∫ s
0
(gˆ11(τ)−gˆ22(τ))dτ g12(s)ds ≤ 0 then b(t) ≤ 0 for all t ≥ 0. Note that
gˆ11− gˆ22 = g11− g22+2(1− e)g12c(t)→ g11− g22+2(1− e)g12c1. We see that gˆ11− gˆ22 < 0
and
lim
t→∞
gˆ11 − gˆ22 = 2(g11 − g22)−
√
(g11 − g22)2 − 4g12g21 < 0.
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Therefore, −
∫ s
0 (gˆ11 − gˆ22)dτ > 0 and
∫∞
0 e
−
∫ s
0
(gˆ11(τ)−gˆ22(τ))dτds = ∞. We see that c(t)
becomes positive in finite time.
We then have that w = J v solves wt = div(aDw) + g˜w for some diagonal matrix g˜.
Thus, if J (0)v(0) ≥ 0 then J (t)v(t) ≥ 0. Because b ≤ 0, J−1 = I − N is positive so
that v(t) ≥ 0. But W = Jˆ−1v and Jˆ −1 = I + (e−1 − 1)Nˆ is a positive matrix (whenever
c(t) ≤ 0), we can only assert that W ≥ 0 in finite time because c(t) becomes positive in
finite time.
Remark 5.10 In the examples, we can replace N by α(t)I + N but this will only add
α′(t) to the diagonal entries of Gˆ = J gJ −1 + JtJ
−1. Thus, th will make no effects to the
analysis and we gain nothing new.
Remark 5.11 Other choices of J = eN with N being idempotent are N =
[
1 b(t)
0 0
]
and N =
[
0 b(t)
0 1
]
. However, by inspection, these choices will reduce the matrix g to gˆ
with gˆ12 = 0 and gˆ21 is of the same sign of g21. The analysis will lead to similar conclusions.
Counterexamples: One would expect that W ≥ 0 globally if g12, g21 < 0. That
is W (x, t) ≥ 0 for (x, t) ∈ Ω × (0,∞). The following examples are inconclusive. Let
h = sinx sin y and Ω = (0, pi) × (0, pi). Define W1 = 1 + he
t and W2 = 1 − he
t. We have
∆W1 = −2he
t, ∆W2 = 2he
t, het = 12 (W1 −W2). This shows that W = [W1,W2]
T solves
Wt = div(aDW ) + gW with
a =
[
1 0
0 1
]
, g =
1
2
[
3 −3
−3 3
]
.
We see that the initial data ψ0 = [1 + h, 1− h]
T ≥ 0 but W can become negative when
t is large. Note that W = [1, 1]T on the lateral boundary, a non-homogeneous positive
Dirichlet boundary condition (see Remark 4.2). We also note that the off diagonal entries
of g are both negative in this case.
However, define W1 = 1 + he
−t and W2 = 1− he
−t. We have (W1)t = −he
−t, (W2)t =
he−t, ∆W1 = −2he
−t, ∆W2 = 2he
−t, and he−t = 12(W1 −W2). This shows that W =
[W1,W2]
T solves Wt = div(aDW ) + gW again with
a =
[
1 0
0 1
]
, g =
1
2
[
1 −1
−1 1
]
.
The off diagonal entries of g are negative. However, for any t > 0 we see that W (t) ≥ 0.
Different and complex eigenvalues: With u1 = 1 + he
t and u2 = 1 − he
t, this
also provides a counterexample when a =
[
a1 0
0 a2
]
with a1 6= a2. Indeed, we have
ut = div(aDu) + gu with
a =
[
1 0
0 12
]
, g =
[
3
2 −
3
2
−1 1
]
.
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In the same way, let us consider the case when a is not real diagonalizable. Again, let
h = sinx sin y and Ω = (0, pi)× (0, pi). Define v1 = 1+he
t and v2 = 1−he
t. For any a, b we
see that a∆v1− b∆v2 = 2(b−a)he
t and b∆v1+a∆v2 = 2(a− b)he
t. Since het = 12(v1− v2),
v = [v1, v2]
T satisfies a non-homogeneous positive Diriclet boundary condition v = [1, 1]T
and solves
vt = div(aDv) +Gv with a =
1
2
[
a −b
b a
]
, G =
1
2
[
1 + a− b b− a− 1
b− a− 1 a− b+ 1
]
.
If a > 0 then a is elliptic. We choose b sufficiently large to see that the off diagonal
entries of G are positive but v changes its sign when t is large.
Of course, the above examples can be extended to systems of three or more equations.
For example, in block form
a =
[
a1 0
0T a2
]
, g =
[
G1 X1
XT2 G2
]
,
where a1, G1 are 2 × 2 matrices, a2, G2 are 1 × 1 matrices and X1,X2 are vectors of size
2× 1.
Accordingly, we take J =
[
J1 0
0T J2
]
with J2 = [1] and J1 = e
N with N being
nilpotent or idempotent as in the previous examples.
Clearly, J aJ−1 is diagonal and
J
[
G1 X1
XT2 G2
]
J−1 =
[
J1G1J
−1
1 J1X1J
−1
2
J2X
T
2 J
−1
1 J2G2J
−1
2
]
=
[
J1G1J
−1
1 J1X1
XT2 J
−1
1 G2
]
.
The earlier arguments show that some off diagonal entries of g are allowed to be negative
and the positivity property still holds.
For example, N =
[
0 b(t)
0 0
]
. Then we can find b(t) ≤ 0 so that J−1 is positive. If
J1X1 ≥ 0 and X
T
2 J
−1
1 ≥ 0 then the off diagonal entries of G are nonnegative so that we
can assert the same conclusions. We leave the details to the readers.
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