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Abstract. Using the approach in [5] for analysing time discretization error and assuming more reg-
ularity on the initial data, we improve on the error bound derived in [2] for a fully practical piecewise
linear nite element approximation with a backward Euler time discretization of a model for phase
separation of a multi-component alloy with non-smooth free energy.
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1. Introduction
In [2], we proved an error bound for a fully practical nite element approximation of the following \deep
quench" Cahn-Hilliard model:
(P) Find fu(; t);w(; t); (; t)g 2K  Y  L2(Ω) such that u(; 0) = u0() and for a:e: t 2 (0; T )
h@u
@t
;i+ (Lrw;r) = 0 8  2H1(Ω); (1.1a)
γ (ru;r( − u))− ((I − 1P− )Au; − u) > (w +  1; − u) 8  2K (1.1b)
where
Y := f 2H1(Ω) : P− (x) = 0 for a:e: x 2 Ωg; (1.2a)
K := f 2H1(Ω) : (x) > 0 for a:e: x 2 Ωg (1.2b)
Here Ω is a bounded domain in Rd (d 6 3) with a Lipschitz boundary @Ω.
In the above fugn is the fractional concentration of the nth component of the alloy, and so the following
assumptions are made on the initial data
(a) u0(x) > 0 and (b) N
P− u0(x) = 1 8 x 2 Ω: (1.3)
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In (1.1a,b) γ is a positive constant and A and L are symmetric constant N N matrices. It is further assumed
that
L has a one dimensional kernel such that L1 = 0 and (1.4a)
L is positive semi-denite: (1.4b)
From physical considerations A must have at least one positive eigenvalue, and the analysis simplies if this
were not the case. Let Amax be the largest positive eigenvalue of A.
We dene 1 2 RN by f1gn := 1 for n = 1! N . Here and throughout we write n for the nth component of
 2 RN and set P−  := 1
N
NX
n=1
n :
For later purposes, we introduce for any  2 R
M() := f 2 RN : NP−  = g  (1.5)
Finally, we introduce
R−  := 1jΩj
Z
Ω
(x) dx 8  2 L2(Ω):
The system (P) models the isothermal phase separation of a multi-component ideal mixture with N > 2
components in the deep quench limit, see [2] and the references cited therein. The well-posedness of (P), see
Theorem 2.2 in [2], is proved under the following assumptions on the initial data u0:
(D1) u0 2H1(Ω) such that (1.3) holds and R− u0 >  1 for some  2 (0; 1=N).
We note that the integral constraint above only excludes the degenerate case when one or more components
of u are not present, in which case the system can be modelled with a smaller value of N .
The nite element approximation of (P) was studied in [2] under the following assumptions:
(A1) Let Ω be convex polyhedral and T h be a regular partitioning of Ω into disjoint open simplices  with
h := diam() and h := max2T h h, so that Ω  [2T h.
In this paper we strengthen these assumptions to
(A2) In addition to (A1) let T h be a quasi-uniform partitioning of Ω.
Associated with T h is the continuous piecewise linear nite element space
Sh := f 2 C(Ω) :  j is linear 8  2 T hg  H1(Ω):
We extend these denitions to vector functions, i.e.  2 Sh ) n 2 Sh; n = 1! N:
Let h : C(Ω) ! Sh be the interpolation operator such that h(xm) = (xm) (m = 1 ! M), where
fxmgMm=1 is the set of nodes of T h. Throughout (; ) denotes the standard L2 inner product over Ω, naturally
extended to vector and matrix functions, e.g. for I  J matrices C(x) and D(x); with entries in L2(Ω)
(C;D) :=
IX
i=1
JX
j=1
(Cij ; Dij) :=
IX
i=1
JX
j=1
Z
Ω
Cij(x)Dij(x) dx: (1.6)
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Also h; i denotes the duality pairing between (H1(Ω))0 and H1(Ω), which is extended to vector functions in
the standard way. We now introduce the corresponding approximations of (1.2a,b):
Y h := f 2 Sh : P− (xm) = 0; m = 1!Mg; (1.7a)
Kh := f 2 Sh : (xm) > 0; m = 1!Mg (1.7b)
A discrete semi-inner product on C(Ω) is then dened by
(1; 2)h :=
Z
Ω
h(1(x) 2(x)) dx 
MX
m=1
m 1(xm) 2(xm) (1.8)
where m > 0. Once again, this is naturally extended to vector and matrix functions as in (1.6).
Given K, a positive integer, let t := T=K denote the time step and tk := kt, k = 1 ! K; Barrett and
Blowey [2] considered the following fully practical piecewise linear nite element approximation, based on a
backward Euler time discretization, of (P):
(Ph;t) For k = 1! K nd fUk;W k;kg 2Kh  Y h  Sh such that 
Uk −Uk−1
t
;
!h
+

LrW k;r

= 0 8  2 Sh; (1.9a)
γ

rUk;r(−Uk)

−

(I − 1P− )AUk +W k + k 1;−Ukh> 0 8  2Kh (1.9b)
where U0 = Qhi u
0 for i = 1 or 2. Here
(i) Qh1 : L
2(Ω)! Sh is such that fQh1gn  Qh1n and Qh1 : L2(Ω)! Sh is dened by
(Qh1; )
h = (; ) 8  2 Sh: (1.10)
(ii) Qh2 : H
1(Ω)! Sh is such that fQh2gn  Qh2n and Qh2 : H1(Ω)! Sh is dened by
γ (r(I −Qh2 );r) + ((I −Qh2 ); ) = 0 8  2 Sh: (1.11)
Let the assumptions (D1) and (A1) hold. Let U0 = Qh1u0. Then for all h > 0 and all t < 4γ=(2AmaxkLk),
Barrett and Blowey [2] proved the well-posedness of (Ph;t) on assuming that kU0k1 6 C. Moreover, they
proved that
ku− U^k2L2(0;T ;H1(Ω)) + ku−Uk2L1(0;T ;(H1(Ω))0) 6 C

h2 + t+
h4
t

: (1.12)
Here we have adopted the notation: for k  1
U(; t) := t− tk−1
t
Uk() + tk − t
t
Uk−1() t 2 [tk−1; tk] (1.13a)
and
U^(; t) := Uk() t 2 (tk−1; tk]: (1.13b)
In the above and throughout the paper, k  k operating on matrices is that induced by the Euclidean vector
norm, i.e. the spectral radius for symmetric matrices. We note that the assumption kU0k1 6 C holds under
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the stronger mesh assumptions (A2). It follows immediately from (1.12) with the choice of t  C1h2 <
4γ=(2AmaxkLk) that
ku− U^k2L2(0;T ;H1(Ω)) + ku−Uk2L1(0;T ;(H1(Ω))0) 6 Ch2: (1.14)
It is the purpose of this paper to improve on the error bound (1.12) using the approach developed by Rulla [5]
for proving an optimal time discretization error for the backward Euler method applied to \subgradient flows"
without requiring bounds on the second order time derivatives, which do not exist for the variational inequality
system (P). This approach does require the following stronger assumptions on the initial data:
(D2) u0 2H3(Ω) such that (1.3b) holds, @u0=@ = 0 on @Ω, where  is normal to @Ω, and u0(x) >  1;8 x 2
Ω for some  2 (0; 1=N ].
With (D1, A1) replaced by (D2, A2), U0 = Qh2u0 and the restriction h 6 h0; we prove in this paper that
the term \t+ h4=t" on the right-hand side of (1.12) can be replaced by \(t)2", yielding an optimal error
bound. Hence the bound (1.14) can be achieved by choosing larger time steps; t  C2h < 4γ=(2AmaxkLk) .
Remark 1.1. In the case N = 2, assuming that A11 = A22, L11 = L22 = 1=2, dening u := u2 − u1,
w := w2 − w1 and c = A11 −A12 we obtain that fu;wg satises the system
@u
@t
−w = 0; w 2 −γu− cu+ @I[−1;1](u) (1.15)
where @I[−1;1]() is the subdierential of the indicator function of the set [−1; 1]. This is the Cahn-Hilliard
equation with an obstacle free energy. The corresponding nite element approximation of this problem has
been studied by Blowey and Elliott [4]. Obviously the results in this paper are easily adapted to improve on
the error bound derived there in an analogous way.
Notation and auxiliary results
We adopt the standard notation for Sobolev spaces, denoting the norm of Wm;p(Ω) (m 2 N; p 2 [1;1])
by k  km;p and the semi-norm by j  jm;p. We extend these norms and semi-norms in the natural way to the
corresponding spaces of vector functions Wm;p(Ω) := fWm;p(Ω)gN . For p = 2, Wm;2(Ω) will be denoted by
Hm(Ω), with the associated norm and semi-norm written as, respectively, kkm and jjm. Furthermore, we dene
L2(ΩT ) := L2(0; T ;L2(Ω)). For  2H1(Ω), r denotes the N  d matrix with entries frgij := @i=@xj and
then @=@ := (r).
Below we recall some well-known results concerning Sh under the assumptions (A2): The inverse inequality
for 16p16p261 and m = 0 or 1
jjm;p2 6 Ch
d(p1−p2)
p1p2 jjm;p1 8  2 Sh: (1.16)
For m = 0 or 1 and p> 2
jj0 6 jjh :=

(; )h
 1
2 6 (d+ 2) 12 jj0 8  2 Sh; (1.17)
j(1; 2)− (1; 2)hj 6 Ch1+mk1kmk2k1 8 1; 2 2 Sh; (1.18)
j(I − h)jm;p 6 Ch2−m−d( 12− 1p )jj2 8  2 H2(Ω); (1.19)
j(I −Qh2)jm 6 Ch2−mjj2 8  2 H2(Ω); (1.20)
j(I −Qh2 )jm;p 6 Ch2−m−d(
1
2− 1p )jj2 8  2 H2(Ω) (1.21)
where the last result follows immediately from (1.16, 1.19, 1.20).
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Below we recall the following \inverse Laplacian" operators introduced in [1]:
(a) G : F ! V is such that
(rGv;r) = hv; i 8  2 H1(Ω); (1.22)
where F := v 2 (H1(Ω))0 : hv; 1i = 0} and V := fv 2 H1(Ω) : (v; 1) = 0g.
(b) G : F ! V is dened by fGvgn := Gvn, where
F := fv : vn 2 F ; n = 1! N; and
P− v = 0g (1.23)
and
V := fv : vn 2 V; n = 1! N; and
P− v = 0g  (1.24)
(c) Noting (1.4a, 1.5), it follows that LM(0)  L jM(0) is invertible. Hence we can dene GL : F ! V by
GL  L−1M(0)G; that is
(LrGLv;r) = hv;i 8  2H1(Ω): (1.25)
(d) Gh : F ! V h := fvh 2 Sh : (vh; 1) = 0g is such that
(rGhv;r) = hv; i 8  2 Sh: (1.26)
(e) Gh : F ! V h is dened by fGhvgn := Ghvn, where
V h := f vh : vhn 2 V h; n = 1! N; and
P− vh = 0 g  V : (1.27)
(f) GhL : F ! V h is such that GhL  L−1M(0)Gh; that is,
(LrGhLv;r) = hv;i 8  2 Sh: (1.28)
(g) G^h : Fc ! V h is dened by
(rG^hv;r) = (v; )h 8  2 Sh; (1.29)
where Fc := fv 2 C(Ω) : (v; 1)h = 0g.
(h) G^h : Fc ! V h is dened by fG^hvgn := G^hvn, where
Fc := f v : vn 2 Fc; n = 1! N; and
P− v = 0 g  V h: (1.30)
(i) G^hL : Fc ! V h is dened by G^hL  L−1M(0)G^h ; that is,
(LrG^hLv;r) = (v;)h 8  2 Sh: (1.31)
On noting the Poincare inequality
jj0 6 C(jj1 + j(; 1)j) 8  2 H1(Ω); (1.32)
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the well-posedness of G, G, Gh, Gh follows. In addition, on noting (1.17) we deduce the well-posedness of G^h
and G^h . Finally, as LM(0)  L jM(0) is invertible, or equivalently noting that
Lminjvj21 6 (Lrv;rv) 8 v 2 V (1.33)
where Lmin is the smallest positive eigenvalue of L; yields the well-posedness of GL, GhL and G^hL.
Noting (1.25) one can then dene a norm on F by
kvk−1 := jL1=2GLvj1  [ (LrGLv;rGLv) ]1=2  [ hv;GLvi ]1=2 8 v 2 F : (1.34)
It follows from (1.33, 1.34) that
LminjGLvj21 6 kvk2−1 8 v 2 F : (1.35)
In addition it follows from (1.25, 1.34, 1.35) that
Lminkvk2−1 6 jGvj21 6 kLk kvk2−1 8 v 2 F : (1.36)
Hence k  k−1 is equivalent to the standard (H1(Ω))0 norm on F . Similarly, one can dene norms on F and
Fc by
kvk−h := jL1=2GhLvj1 
h
(LrGhLv;rGhLv)
i1=2

h
hv;GhLvi
i1=2
8 v 2 F (1.37)
and
kvk−h;h := jL1=2G^hLvj1 
h
(LrG^hLv;rG^hLv)
i1=2

h
(v; G^hLv)h
i1=2
8 v 2 Fc ; (1.38)
respectively. It follows from (1.28, 1.31, 1.37, 1.38) that for all vh 2 V h and for all  > 0
jvhj20  (L1=2rGhLvh; L1=2rvh) 6
1
2
kvhk2−h +

2
kLk jvhj21; (1.39a)
jvhj2h  (L1=2rG^hLvh; L1=2rvh) 6
1
2
kvhk2−h;h +

2
kLk jvhj21: (1.39b)
It is well-known that
j(G − Gh)j0 6 Ch2−mjGmjm; 8  2 (Hm(Ω))0 \ F ; m = 0 or 1: (1.40)
Hence, it follows from (1.25, 1.28, 1.36, 1.40) that
j(GL − GhL)j0 6 −1Lminj(G − Gh)j0 6 Ch2−mjGmjm 6 Ch2−mkk−m
8  2 (Hm(Ω))0 \F ; m = 0 or 1: (1.41)
It is easily deduced from (1.18), e.g. see [4], that
k(Gh − G^h )vhk1 6 Ch2kvhk1 8 vh 2 V h: (1.42)
Hence it follows from (1.28, 1.31, 1.42) that
k(GhL − G^hL)vhk1 6 −1Lmink(Gh − G^h )vhk1 6 Ch2kvhk1; 8 vh 2 V h: (1.43)
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Next we note that
C1h
2jvhj1 6 C2hjvhj0 6 kvhk−h 6 kvhk−1 6 C3kvhk−h 8 vh 2 V h: (1.44)
The rst inequality on the left is just an inverse inequality, recalling that the partitioning is quasi-uniform. The
second follows from the rst and (1.39a). The third follows from noting that jL1=2GhLvhj1 6 jL1=2GLvhj1. The
nal inequality follows from noting (1.41) with m = 0 and the second inequality above. Finally, we have an
analogue of (1.44)
h2jvhj1 6 C1hjvhjh 6 C2kvhk−h;h 6 C3kvhk−h 6 C4kvhk−h;h 8 vh 2 V h: (1.45)
The rst inequality on the left is just an inverse inequality on noting (1.17). The second follows from the rst
and (1.39b). The third and fourth follow from (1.43) and noting the rst two inequalities in (1.44) and (1.45),
respectively.
2. The continuous problem
It is easily established, see [2] for details, that (P) can be rewritten as:
Find fu(; t);(t); (; t)g 2Km M(0) L2(Ω) such that u(; 0) = u0() and for a:e: t 2 (0; T )
γ (ru;r( − u)) + (GL@u
@t
− (I − 1P− )Au− −  1; − u) > 0 8  2K (2.1)
where
~K := f 2K and NP− (x) = 1 for a:e: x 2 Ωg; (2.2a)
Km := f 2 ~K and
R−  = m := R− u0g (2.2b)
In the above we have eliminated w 2 Y by noting from (1.1a, 1.25, 1.33, 1.32) that
w  −GL @u
@t
+ ; (2.3)
where (t) 2 M(0) can be viewed as an unknown Lagrange multiplier.
Theorem 2.1. Let the assumptions (D2) hold. Let Ω be convex polyhedral or @Ω 2 C1;1. Then there exists a
unique solution fu(; t);(t); (; t)g ( fu(; t);w(; t); (; t)g) to (P) such that the following stability bounds
hold:
kukW1;1(0;T ;(H1(Ω))0) + kukH1(0;T ;H1(Ω)) + kukL1(0;T ;H2(Ω)) + kkL1(0;T )
+ kwkL1(0;T ;H1(Ω)) + kwkL2(0;T ;H2(Ω)) + kkL1(0;T ;L2(Ω)) 6 C: (2.4)
In addition we have for a:e: ta; tb with 0 < ta < tb < T that∥∥∥∥@u@t (; tb)
∥∥∥∥2
−1
6
∥∥∥∥@u@t (; ta)
∥∥∥∥2
−1
+ C (tb − ta): (2.5)
Proof. Existence, uniqueness and the bounds (2.4) are proved in Theorem 2.1 of [3] for a concentration dependent
mobility matrix L. We note that the bounds (2.4) hold for any T > 0 for the present case of a constant mobility
matrix L.
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For a:e: t 2 (t; T ) and for all t > 0, on choosing   u(; t − t) 2 K
m
in (2.1) and   u(; t) 2 K
m
in (2.1) at \t = t− t", adding, using (1.25), a Young’s inequality and (1.34) it follows that
γ ju(; t)− u(; t− t)j21 +
1
2
d
dt
ku(; t)− u(; t− t)k2−1 6 (A(u(; t)− u(; t− t));u(; t)− u(; t− t))
6 γ
2
ju(; t)− u(; t− t)j21
+C(γ; Amax) ku(; t)− u(; t− t)k2−1: (2.6)
Integrating (2.6) over (ta; tb)  (t; T ), dividing through by (t)2, taking the limit as t & 0 and noting (2.4)
yields that
γ
Z tb
ta
@u@t
2
1
dt+
∥∥∥∥@u@t (; tb)
∥∥∥∥2
−1
6
∥∥∥∥@u@t (; ta)
∥∥∥∥2
−1
+ C(γ; Amax)
Z tb
ta
∥∥∥∥@u@t
∥∥∥∥2
−1
dt
6
∥∥∥∥@u@t (; ta)
∥∥∥∥2
−1
+ C (tb − ta): (2.7)
Hence the desired result (2.5).
For later purposes, we note that J : H1(Ω)! R dened by
J() :=
γ
2
jj21 −
1
2
(A;) 8  2H1(Ω) (2.8)
is a Lyapunov functional for (P). To see this, we x t > 0 then it follows for a:e: t 2 (t; T ), on choosing
  u(; t− t) 2K
m
in (2.1), that
γ (ru(; t);r(u(; t)−u(; t− t))) + t

GL @u
@t
(; t); u(; t)− u(; t− t)
t

− (Au(; t);u(; t)−u(; t− t)) 6 0:
(2.9)
Noting the identity
−2(a− b)b = b2 − a2 + (a− b)2 8 a; b 2 R; (2.10)
it follows from (2.9) and (2.8) that for a:e: t 2 (t; T ) and for all t > 0
J(u(; t))− J(u(; t− t)) + t

GL@u
@t
(; t); u(; t)− u(; t− t)
t

6 (t)
2
2
Amax
u(; t)− u(; t− t)t
2
0
:
(2.11)
Dividing (2.11) by t, integrating from t = t to tk, taking the limit t & 0 and noting (2.4), (1.34) and (D2)
yields for k = 1! K that
J(u(; tk)) +
Z tk
0
∥∥∥∥@u@t (; t)
∥∥∥∥2
−1
dt 6 J(u0) 6 C: (2.12)
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3. Finite element approximation
Firstly, we note the following results concerning Qhi . It follows immediately from (1.10, 1.11) and the
assumptions (D1, A2) that for i = 1 and 2R− Qhi u0 = R− u0; NP− Qhi u0(x) = 1; 8 x 2 Ω; (3.1a)
and kQhi u0k1 6 Cku0k1 6 C: (3.1b)
Under the same assumptions it follows that
ku0 −Qh1u0k−1 6 Chku0k0 6 Ch and Qh1u0(x) > 0 8 x 2 Ω; (3.2)
see [1] for details. Under the assumptions (D2, A2) it follows from (1.20, 1.32, 1.34, 1.35) that
ku0 −Qh2u0k2−1 6 Cju0 −Qh2u0j20 6 Ch4ju0j22 6 Ch4 (3.3a)
and in addition from (1.21) with m = 0 and p =1 that for h 6 h0
Qh2u
0(x) > 0 8 x 2 Ω: (3.3b)
We now consider the nite element approximation (Ph;t), see (1.9a, b), to (P). Let
~K
h
:= f 2Kh and NP− (xm) = 1; m = 1!Mg; (3.4a)
Khm := f 2 ~K
h
and
R−  = m := R− u0g (3.4b)
Similarly to (2.1), on noting (3.1a), it is easily established, see [2] for details, that (Ph;t) can be rewritten as:
For k = 1! K, nd fUk;k;kg 2Khm M(0) Sh such that
γ

rUk;r(−Uk)

+
 
G^hL
"
Uk −Uk−1
t
#
− (I − 1P− )AUk;−Uk!h>k + k1;−Ukh 8 2 Kh;
(3.5)
where U0 = Qhi u
0, i = 1 or 2. In the above, similarly to (2.3), we have eliminated W k 2 Y h by noting from
(1.9a, 1.31{1.33) that
W k  −G^hL
"
Uk −Uk−1
t
#
+ k k = 1! K: (3.6)
Theorem 3.1. Let the assumptions (D2) and (A2) hold. Let U0 = Qh2u0. Then for all h 6 h0 and for all
t < 4γ=(2AmaxkLk), there exists a solution fUk;k;kgKk=1 ( fUk;W k;kgKk=1) to (Ph;t). Moreover
fUkgKk=1 is unique and the following stability bounds hold
kUkL1(0;T ;H1(Ω)) + kUkH1(0;T ;(H1(Ω))0) + (t)−
1
2 kUkH1(0;T ;H1(Ω))
+ kW^ kL2(0;T ;H1(Ω)) + k^kL2(0;T ) + k^kL2(0;T ;L1(Ω)) 6 C; (3.7)
where U and U^ are dened as in (1.13a, b) with W^ , ^ and ^ being similarly dened. Furthermore we have
that
kUkH1(0;T ;H1(Ω)) + kUkW1;1(0;T ;(H1(Ω))0) + k^kL1(0;T ) 6 C: (3.8)
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Proof. Existence, uniqueness and the bounds (3.7) are proved in Theorem 3.1 of [2] with the assumption (D2)
replaced by (D1) and the projection Qh2 replaced by Q
h
1 under no constraint on h. It is a simple matter to
adapt these proofs to the projection Qh2 with the mesh constraint on noting (3.1a, b) and (3.3a, b).
Therefore we need only prove (3.8). For the purposes of the analysis, it is convenient to introduce U−1 such
that U0 −U−1 2 V h and
γ(rU0;r)− (AU0;)h +

G^hL

U0 −U−1
t

;
h
= 0 8  2 V h: (3.9)
For m > 1, it follows from adding (3.5) with k = m and   Um−1 to (3.5) with k = m− 1 and   Um [(3.9)
if m = 1 with   U0 −U1] that
γ jr(Um −Um−1)j21 − (A(Um −Um−1);Um −Um−1)h
+

G^hL[
Um −Um−1
t
− U
m−1 −Um−2
t
];Um −Um−1
h
6 0: (3.10)
Summing (3.10) for m = 1! k, noting (1.38, 1.39b, 2.10) yields for k = 1! K that
γt
kX
m=1
Um −Um−1t
2
1
+
1
2
∥∥∥∥∥Uk −Uk−1t
∥∥∥∥∥
2
−h;h
61
2
∥∥∥∥U0 −U−1t
∥∥∥∥2
−h;h
+ t
kX
m=1

A[
Um −Um−1
t
];
Um −Um−1
t
h
6
∥∥∥∥U0 −U−1t
∥∥∥∥2
−h;h
+ C(γ) t
kX
m=1
∥∥∥∥Um −Um−1t
∥∥∥∥2
−h;h
:
(3.11)
Choosing   U0 −U−1 in (3.9) and noting (1.11, 1.25, 1.34, 1.38), assumption (D2), (1.31, 1.44, 1.45, 3.1b)
yields that ∥∥∥∥U0 −U−1t
∥∥∥∥2
−h;h
= −γ

rU0;r

U0 −U−1
t

+

AU0;
U0 −U−1
t
h
=

γu0 + (Qh2u
0 − u0); U
0 −U−1
t

+

AU0;
U0 −U−1
t
h
6 Cku0k23 6 C: (3.12)
Hence combining (3.11, 3.12) and noting (1.32, 1.44, 1.45, 3.7) yields the rst two bounds in (3.8).
The nal bound in (3.8) follows from the second and recalling from (3.28{3.29) of [2] that
kkk 6 C
24∥∥∥∥∥Uk −Uk−1t
∥∥∥∥∥
−h;h
+ 1
35 ; k = 1! K: (3.13)
In Theorem 3.3 below we adapt the technique in Rulla [5] to improve on the temporal discretization error bound
in [2] for the scheme (Ph;t). In the next lemma we bound a key term required in the proof of this theorem.
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Lemma 3.2. Let the assumptions of Theorem 3.1 hold. Then for k = 1! K, we have that
−
Z tk
0
∥∥∥∥@U@t
∥∥∥∥2
−1
dt 6 Jh(Uk)− Jh(Qh2u0) + C

t+ h2

; (3.14)
where Jh : Sh ! R is dened by
Jh() :=
γ
2
jj21 −
1
2
(A;)h 8  2 Sh: (3.15)
Proof. Choosing  = Um in (3.5) with k = m− 1 if m>2 and  = U1 −U0 in (3.9), noting (2.10, 3.15) yields
for m = 1! K that
Jh(Um−1)− Jh(Um) + γ
2
jUm −Um−1j21
6t

G^hL

Um−1 −Um−2
t

;
Um −Um−1
t
h
+
1
2
AmaxjUm −Um−1j2h: (3.16)
It follows from (1.39b, 1.44, 1.45, 3.8, 3.16) that for m = 1! K
Jh(Um−1)− Jh(Um) 6 t

G^hL

Um−1 −Um−2
t

;
Um −Um−1
t
h
+ C(t)2: (3.17)
Noting (1.38, 2.10, 3.17) we have for m = 1! K that
−t
∥∥∥∥Um −Um−1t
∥∥∥∥2
−h;h
+ Jh(Um−1)− Jh(Um)
6 1
2
t
"∥∥∥∥Um−1 −Um−2t
∥∥∥∥2
−h;h
−
∥∥∥∥Um −Um−1t
∥∥∥∥2
−h;h
#
+ C (t)2: (3.18)
Summing (3.18) and noting (3.12), then yields for k = 1! K that
−
Z tk
0
∥∥∥∥@U@t
∥∥∥∥2
−h;h
dt − Jh(Uk) + Jh(Qh2u0) 6
1
2
t
∥∥∥∥U0 −U−1t
∥∥∥∥2
−h;h
+ C t 6 C t: (3.19)
The desired result (3.14) then follows from (3.19) on noting (1.18, 1.32, 1.34, 1.38, 1.41, 1.43, 3.8).
Theorem 3.3. Let the assumptions (D2, A2) hold. Let U0 = Qh2u
0. Then for all h 6 h0 and for all t <
4γ=(2AmaxkLk) we have that
ku− U^k2L2(0;T ;H1(Ω)) + ku−Uk2L1(0;T ;(H1(Ω))0) + t ku−Uk2H1(0;T ;(H1(Ω))0) 6 C

h2 + (t)2

: (3.20)
Proof. Using the notation (1.13a,b), (3.5) can be restated as:
Find U 2 H1(0; T ;Khm) such that U(; 0) = Qh2u0() and for a:e: t 2 (0; T )
γ (rU^ ;r(− U^)) +

G^hL
@U
@t
−AU^ − ^;− U^
h
> 0 8  2 ~Kh: (3.21)
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We set e := u − U , e^ := u − U^ , eA := u − hu, eh := hu − U and e^h := hu − U^ . Note that R− e =R− eA + R− eh = 0, R− e^ = R− eA + R− e^h = 0 and P− eA = P− eh =P− e^h = 0. For a:e: t 2 (0; T ) we have that
je^j21 6 (re^;re^h) + je^j1 jeAj1: (3.22)
Introducing
t(t) :=
tk − t
t
t 2 (tk−1; tk]; k = 1! K (3.23)
we have that
e(; t)− e^(; t) = t t(t) @U
@t
(; t); t 2 (tk−1; tk); k = 1! K: (3.24)
It follows from (2.10, 3.24) that

GL @e
@t
; e^

=
1
2
d
dt
kek2−1 −t t

GL @e
@t
;
@U
@t

=
1
2
d
dt
kek2−1 +
t
2
t
"∥∥∥∥@e@t
∥∥∥∥2
−1
+
∥∥∥∥@U@t
∥∥∥∥2
−1
−
∥∥∥∥@u@t
∥∥∥∥2
−1
#
: (3.25)
Next we note that
γ (re^;re^h) +

GL @e
@t
; e^

=

γ (ru;re^h) +

GL @u
@t
; e^

−
"
γ (rU^ ;re^h) +

G^hL
@U
@t
; e^h
h #
+

(G^hL − GL)
@U
@t
; e^h

−

GL@U
@t
;eA

+
"
G^hL
@U
@t
; e^h
h
−

G^hL
@U
@t
; e^h
#
: (3.26)
From (2.1), with   U^ , and (2.4) it follows that
γ (ru;re^h) +

GL @u
@t
; e^

6 (Au+ ; e^h)− [ γ (ru;reA)− (Au+ ;eA) ]
= (Au+ ; e^h)− [ (−γu−Au− ;eA) ]: (3.27)
Choosing   hu in (3.21) yields that
γ (rU^ ;re^h) +

G^hL
@U
@t
; e^h
h
> (AU^ + ^; e^h)h: (3.28)
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Combining (3.22, 3.25{3.28) and noting (1.32, 1.34, 1.35, 1.41, 1.43), a Young’s inequality, (1.18, 3.24) and that
(− ^; e^) = 0 yields
γ je^j21 +
1
2
d
dt
kek2−1 +
t
2
t
∥∥∥∥@e@t
∥∥∥∥2
−1
6 C
"
kuk2 +
∥∥∥∥@U@t
∥∥∥∥
−1
+ kk
#
jeAj0 +
(GL − G^hL)@U@t

0
je^hj0 + (Ae^; e^h)
+
h
(AU^ ; e^h)− (AU^ ; e^h)h
i
− (− ^;eA) + C h2
∥∥∥∥G^hL@U@t
∥∥∥∥
1
ke^hk1
+
t
2
t
"∥∥∥∥@u@t
∥∥∥∥2
−1
−
∥∥∥∥@U@t
∥∥∥∥2
−1
#
+ γ je^j1 jeAj1
6 1
2
γ je^j21 + C
"
kuk2 +
∥∥∥∥@U@t
∥∥∥∥
−1
+ kk+ jU^ j0 + k^k
#
jeAj0
+ C h2
 ∥∥∥∥@U@t
∥∥∥∥
1
+ kU^k1

ke^hk1 + t2 
t
"∥∥∥∥@u@t
∥∥∥∥2
−1
−
∥∥∥∥@U@t
∥∥∥∥2
−1
#
+ C
"
kek2−1 + (t)2
∥∥∥∥@U@t
∥∥∥∥2
−1
+ jeAj21
#
: (3.29)
Integrating (3.29), and noting that e(; 0) = (I−Qh2 )u0(), @U=@t is constant over (tk−1; tk), (1.19, 2.4, 3.3a, 3.7)
yields that for k = 1! K
ke(; tk)k2−1 +
Z tk
0
"
γ je^j21 + t t
∥∥∥∥@e@t
∥∥∥∥2
−1
#
dt
6 k(I −Qh2 )u0k2−1 +
Z tk
0
(
C kek2−1 + t
"
t
∥∥∥∥@u@t
∥∥∥∥2
−1
− 12
∥∥∥∥@U@t
∥∥∥∥2
−1
#)
dt
+ C
"
keAk2L2(0;T ;H1(Ω)) + (t)2
∥∥∥∥@U@t
∥∥∥∥2
L2(0;T ;(H1(Ω))0)
#
+ C h2
h ∥∥∥∥@U@t
∥∥∥∥
L2(0;T ;H1(Ω))
+ kU^kL2(0;T ;H1(Ω))
i
ke^hkL2(0;T ;H1(Ω))
+ C
h
kukL2(0;T ;H2(Ω)) +
∥∥∥∥@U@t
∥∥∥∥
L2(0;T ;(H1(Ω))0)
+ kk
L
2(0;T ) + kU^kL2(ΩT )
+ k^k
L
2(0;T )
i
keAkL2(ΩT )
6
Z tk
0
(
C kek2−1 + t
"
t
∥∥∥∥@u@t
∥∥∥∥2
−1
− 12
∥∥∥∥@U@t
∥∥∥∥2
−1
#)
dt+ C

h2 + (t)2

: (3.30)
Setting u(; t) := u(; t + t=2) and dening e := u− U , it follows in an analogous manner to (3.30) that for
k = 1! K
ke(; tk)k2−1 + t
Z tk
0
t
∥∥∥∥@e@t
∥∥∥∥2
−1
dt 6 ke(; 0)k2−1 + C

h2 + (t)2

+
Z tk
0
(
C kek2−1 + t
"
t
∥∥∥∥@u@t
∥∥∥∥2
−1
− 1
2
∥∥∥∥@U@t
∥∥∥∥2
−1
#)
dt:
(3.31)
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Next we note for k = 1! K that
Z tk
0
t(t)
∥∥∥∥@u@t (; t)
∥∥∥∥2
−1
dt 
Z tk
0
t(t− t
2
)
∥∥∥∥@u@t (; t)
∥∥∥∥2
−1
dt +
Z t
k+ 12
tk
t(t− t
2
)
∥∥∥∥@u@t (; t)
∥∥∥∥2
−1
dt
−
Z t 1
2
0
t(t− t
2
)
∥∥∥∥@u@t (; t)
∥∥∥∥2
−1
dt; (3.32)
where tk+ 12 :=
1
2 (tk + tk+1), k = 0! K, and t(t) := t(t+ t) for t 2 (−t; 0]. Noting for t 2 [0; T ] that
t(t) + t(t− t
2
) =
1
2
+ 
t
2 (t); (3.33)
(2.4, 2.5) we have that
Z tk
0

t(t) + t(t− t
2
)
 ∥∥∥∥@u@t (; t)
∥∥∥∥2
−1
dt
=
Z tk
0
∥∥∥∥@u@t
∥∥∥∥2
−1
dt+
2kX
m=1
Z mt
2
(m−1)t
2


t
2 (t)− 1
2
 ∥∥∥∥@u@t (; t)
∥∥∥∥2
−1
dt
6
Z tk
0
∥∥∥∥@u@t
∥∥∥∥2
−1
dt+
t
16
2kX
m=1
"
k@u
@t
(; (m− 1)t
2
)k2−1 −
∥∥∥∥@u@t (; mt2 )
∥∥∥∥2
−1
#
+ C t
6
Z tk
0
∥∥∥∥@u@t
∥∥∥∥2
−1
dt+ C t: (3.34)
Furthermore as t(t) > 1=2 for t 2 (tm−1; tm− 12 ], m = 1! K, it follows that
t
2
kX
m=1
Z t
m− 12
tm−1
∥∥∥∥@e@t
∥∥∥∥2
−1
dt 6 t
Z tk
0
t
∥∥∥∥@e@t
∥∥∥∥2
−1
dt: (3.35)
Similarly to (3.35), on noting that @U=@t is constant on (tm−1; tm), m = 1! K, we have that
1
2
kX
m=1
Z tm
t
m− 12
∥∥∥∥@e@t
∥∥∥∥2
−1
dt 6 1
2
kX
m=1
Z t
m− 12
tm−1
∥∥∥∥@e@t
∥∥∥∥2
−1
dt 6
Z tk
0
t
∥∥∥∥@e@t
∥∥∥∥2
−1
dt: (3.36)
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Combining (2.4, 3.3a, 3.30{3.32, 3.34{3.36) yields for k = 1! K that
ke(; tk)k2−1 + ke(; tk)k2−1 +
Z tk
0
"
γje^j21 +
t
2
∥∥∥∥@e@t
∥∥∥∥2
−1
#
dt
6 2 ku(; t
2
)− u(; 0)k2−1 + 2 k(I −Qh2 )u(; 0)k2−1 + C
Z tk
0
 kek2−1 + kek2−1  dt
+ t
Z tk
0
"
[t(t) + t(t− t
2
)]
∥∥∥∥@u@t (; t)
∥∥∥∥2
−1
−
∥∥∥∥@U@t (; t)
∥∥∥∥2
−1
#
dt
+ t
Z t
k+ 12
tk
t(t− t
2
)
∥∥∥∥@u@t (; t)
∥∥∥∥2
−1
dt+ C [h2 + (t)2]
6C
Z tk
0
 kek2−1 + kek2−1  dt+ t Z tk
0
" ∥∥∥∥@u@t
∥∥∥∥2
−1
−
∥∥∥∥@U@t
∥∥∥∥2
−1
#
dt+ C

h2 + (t)2

:
(3.37)
We now bound the second integral on the right-hand side of (3.37). Combining (2.12, 3.14) we have for
k = 1! K thatZ tk
0
"∥∥∥∥@u@t
∥∥∥∥2
−1
−
∥∥∥∥@U@t
∥∥∥∥2
−1
#
dt 6 Jh(Uk)− J(u(; tk))− Jh(Qh2u0) + J(u0) + C

t+ h2

: (3.38)
From (1.18, 1.20, 2.8, 3.15) and (D2) it follows that
jJ(u0)− Jh(Qh2u0)j 6 Ch: (3.39)
From (1.18, 1.19, 2.4, 2.8, 3.15) it follows for k = 1! K that
jJ(u(; tk))− Jh(hu(; tk))j 6 Ch: (3.40)
It follows from (1.17, 1.19, 1.25, 1.31, 1.44, 1.45, 2.4, 2.10, 3.5, 3.8, 3.15) and a Young’s inequality that for
k = 1! K and for all  > 0
Jh(Uk)− Jh(hu(; tk)) 6 −
h
γ (rUk;r(eh(; tk))) − (AUk;eh(; tk))h
i
+
1
2
Amaxjeh(; tk)j2h
6 −
 
−G^hL(
Uk −Uk−1
t
) + k;eh(; tk)
!h
+ C jeh(; tk)j20
6 C
∥∥∥∥∥Uk −Uk−1t
∥∥∥∥∥
−1
 k(I − R− )eA(; tk)k−1 + ke(; tk)k−1 
+ C
h
kkk jeA(; tk)j0 + je(; tk)j20 + jeA(; tk)j20
i
6  (t)−1 ke(; tk)k2−1 + C

t+ h2

: (3.41)
Combining (3.37{3.41) for  suciently small yields for k = 1! K that
ke(; tk)k2−1 + ke(; tk)k2−1 +
Z tk
0
"
γje^j21 +
t
2
∥∥∥∥@e@t
∥∥∥∥2
−1
#
dt  C
Z tk
0
 kek2−1 + kek2−1  dt+ C h2 + (t)2 :
(3.42)
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Figure 1. u(; t) for t = 0 and 0:15.
Next we note for k = 1! K thatZ tk
0
kek2−1 dt 6
kX
m=1
Z tm
tm−1
"
ke(; tm−1)k−1 + k
Z t
tm−1
@e
@s
dsk−1
#2
dt
6 2 t
k−1X
m=0
ke(; tm)k2−1 + 2
kX
m=1
Z tm
tm−1
 Z t
tm−1
k@e
@s
k−1 ds
!2
dt
6 2 t
k−1X
m=0
ke(; tm)k2−1 + 2 (t)2
Z tk
0
k@e
@t
k2−1 dt: (3.43)
The desired result (3.20) then follows from combining (3.42, 3.43) and a similar bound with e replaced by e,
applying a discrete Gronwall inequality and noting (1.32, 2.4, 3.8).
4. Numerical experiment
We chose N = 3, 0@ 2=3 −1=3 −1=3−1=3 2=3 −1=3
−1=3 −1=3 2=3
1A and A = −
0@0 1 11 0 1
1 1 0
1A : (4.1)
We note that the eigenvalues of L and A are respectively 0; 1; 1 and −2; 1; 1.
As no exact time dependent solution to (P) is known with a free boundary, a comparison between the solutions
of (Ph;t) on a coarse mesh, U , with that on a ne mesh, u, was made. The data used in the experiment on
the coarse meshes were Ω  (0; 1), γ = 0:005, T = 0:15, t = 0:16h and h = 1=(M − 1) where M = 2p + 1
(p = 5; 6; 7; 8). The data were the same for the ne mesh except that M = 211 + 1.
As Amax = 1 and kLk = 1 the condition in Theorem 3.3 on t is that t < 4γ = 0:02. The initial data u0 was
taken to be the clamped (complete) cubic spline with u01 taking the values fs; s; s; s=2; s=128; s=4; s=2; s=2; s=2g
at the equally spaced points i=8, i = 0! 8; u02(x) = u01(1− x) and u03(x) = 1− u01(x)− u02(x). In the above we
chose s = 1024=1779, so that
R− u0n  1=3; n = 1! 3; see Figure 1, where we plot u(; 0) and u(; 0:15). Note
that u0 2 H3(Ω) nH4(Ω), @u0=@ = 0 and u0  1 for  = 1:04 10−3. Hence u0 satises the assumptions
(D2). This choice of initial data also ensured that there was a free boundary for U1 on all of the coarse meshes.
In addition for all choices of h, the discrete initial data Qh2u
0 satised (3.3b).
We used the iterative method discussed in [2] to solve for Uk at each time level in (Ph;t) with the same
stopping criterion: maximum dierence of the successive iterates was less than 10−7.
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We computed the quantity
n :=
"
1
K
KX
k=1
jhun(; kt)− Ukn()j21
#1=2
n = 1; 2; 3
and obtained the following table of values to three signicant gures:
M 33 65 129 257
21 2:24 10−3 3:45 10−4 7:22 10−5 1:70 10−5
22 2:24 10−3 3:45 10−4 7:22 10−5 1:70 10−5
23 7:75 10−4 2:27 10−4 4:68 10−5 1:11 10−5
kk2 5:26 10−3 9:18 10−4 1:91 10−4 4:51 10−5.
We see that the ratio of consecutive kk2 is approximately 5.7, 4.8 and 4.2 which are around 4.0, the rate of
convergence proved in Theorem 3.3.
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