Abstract: Data variability can be important in microarray data analysis. Thus, when clustering gene expression profiles, it could be judicious to make use of repeated data. In this paper, the problem of analysing repeated data in the model-based cluster analysis context is considered. Linear mixed models are chosen to take into account data variability and mixture of these models are considered. This leads to a large range of possible models depending on the assumptions made on both the covariance structure of the observations and the mixture model. The maximum likelihood estimation of this family of models through the EM algorithm is presented. The problem of selecting a particular mixture of linear mixed models is considered using penalized likelihood criteria. Illustrative Monte Carlo experiments are presented and an application to the clustering of gene expression profiles is detailed. All those experiments highlight the interest of linear mixed model mixtures to take into account data variability in a cluster analysis context.
Introduction
Microarrays are one of the domains in experimental molecular biology that offer the ability to measure the expression levels of a large amount of genes simultaneously, up to several thousands (Duggan et al., 1999) . Gene expression profiles are used to study gene function in cellular processes. Because of the large number of genes and the complexity of biological networks, clustering is often used to find co-regulated and functionally related groups of genes. Among the most used methods, we can cite hierarchical classification (Eisen et al., 1998) , self-organizing maps (Tamayo et al., 1999) and the K-means algorithm (Tavazoie et al., 1999) . More recently, some authors have based cluster analysis of gene expression profiles on multivariate Gaussian mixtures (Ghosh and Chinnaiyan, 2002; Yeung et al., 2001) .
Data sets from multiple experiments are represented by an expression matrix in which each column represents a single microarray experiment. A row represents the expression vector for a particular gene and is called the gene expression profile. Columns can represent different time points in a particular experimental condition or different factor levels (occurrence of some disease for instance). In most cases, the logarithm of the expression ratio between the experimental condition and a reference condition for each gene is computed. As shown in Lee et al. (2000) , any single microarray experiment is subject to substantial variability and replicate measures are needed to provide a reliable analysis of gene expression. However, as far as we know, most clustering studies of gene expression profiles did not take into account the variability of gene expression profiles and did not consider repeated data to derive genes clusters.
Standard clustering algorithms and finite mixture models are not tailored for taking into account repeated data. Two common attitudes when facing this variability problem in cluster analysis of gene expression profiles are the following:
Neglecting the problem and clustering genes from a single measure of the variables for each gene.
Restricting the variability to a mean effect and clustering genes from the mean values of independent repeated measures for each gene.
Both attitudes can be expected to be unsatisfactory. The first one clearly jeopardizes the analysis as soon as the variability is important. The second one is assuming that the variability does not depend on covariates or on the genes and can be unrealistic. A notable effort to deal with repeated data in a cluster analysis of genes is the software of Yeung et al. (2003) where several ad hoc procedures are proposed to downweight genes with noisy measures.
We propose a more formal approach, embedded in the model-based cluster analysis context. It is aiming to take into account random effects carried by repeated measures in a proper way. In statistical analysis, variability in data is classically related to random effects. Linear mixed models (LMM) are devoted to analyse those random effects from repeated data (Searle et al., 1992) . Examples of LMM applications in gene expression profile analysis are given in Wolfinger et al. (2001) and Efron et al. (2000) . In this article, we propose to take into account the variability of measurements for mixture distributions with linear mixed models.
Assuming that the measures are repeated R times for a time series of T points and for each gene i (i 2 f1, . . . , Ig), the repetition r of the log-ratio measure for the ith gene at time t is denoted y itr . In order to represent the differential expression within a cluster k and to take into account repeated measures, a possible representation is
In this model, the fixed effect b kt gives the intensity of the differential expression at time t in cluster k. Owing to the important number of genes the gene effect is considered as a random effect. The term x k it represents a random effect, which is added to measures of gene i at time t in cluster k. This term can be regarded as the variation between gene expression profiles and the cluster centre. Finally, the error term e k itr represents the experimental error. This type of approach can lead to numerous models for clustering gene expression profiles from repeated data. It is considered in this article, which is organized as follows. Section 2 is devoted to the presentation of linear mixed models. It is focused on models of interest for analysing gene expression data. Mixture of mixed models and its estimation through the EM algorithm is presented in Section 3, and the EM equations are detailed for a particular model. Section 4 is devoted to the presentation of illustrative numerical Monte Carlo experiments and an application on the formation of wood tissues is detailed. A short concluding section summarizes the main points of this article and gives some perspectives for future work.
Linear mixed models for gene expression profile
To simplify the general presentation of linear mixed models, hereafter abbreviated LMM, we focus attention in Section 2.1 on a particular linear mixed model. In Section 2.2, alternative LMM are presented.
An example of LMM
Recall that the rth repetition of an expression log-ratio between two experimental conditions at time t for gene i is denoted y itr . It is assumed that R repetitions of expression ratios are recorded at T different times for I independent genes. The linear mixed model, taking into account a covariance structure in the repetitions we consider here, is
where b t represents the fixed effect of time, x it $ N (0, t 2 ) is the random effect of gene i at instant t, and e itr $ N (0, s 2 ) is the error measure. It is important to understand that the measurements of two different genes are supposed to be independent. However, the covariance structure between two log-ratios is as follows (noting d
In this model, the covariance between the repetitions of a gene at the same instant is not null and is equal to t 2 . The variance of an observation is t 2 þ s 2 . For any given gene, the correlation between the measurements at two different instants is null.
As seen in model (2.1), linear mixed models are aiming to analyse the variability that is evident in data by including both fixed and random effects (Searle et al., 1992 where Linear mixed models are incomplete data models where the missing data are the realizations x it , i ¼ 1, . . . , I; t ¼ 1, . . . , T of the random effect. The maximum likelihood parameter estimates can be derived for instance with the EM algorithm (Dempster et al., 1977; McLachlan and Krishnan, 1997) , which consists of maximizing iteratively the conditional expectation of the complete likelihood,
knowing the observations and a current value of the parameters. Detailed formulas for the EM algorithm for linear mixed models can be found, for instance, in Searle et al. (1992, Section 8. 3) or in Trottier (1998).
Alternative models
Model (2.1) introduces a random effect of the gene i at instant t. For a same gene, this random effect changes at each time. A natural alternative model would be to assume an additional random effect of a gene not depending of time. Thus a possible generalization of model (2.1) is a two random effects model
where
is the random effect of the gene i on the expression log-ratio. This model is the most complex linear mixed model that will be considered in this article. The covariance between two different instants for the same gene is equal to o 2 . At a fixed time, the covariance between the repetitions of a gene is o 2 þ t 2 . The variance of an observation is o 2 þ t 2 þ s 2 . This covariance structure is summarized in This assumption can be regarded as unrealistic in many situations. Finally, several LMM are possible to describe gene expression log-ratios:
Model E1 described by equation (2.10) with one random effect of gene i; Model E2 described by equation (2.1) with one random effect of gene i at time t; Model E3 described by equation (2.8) with two random effects,
We can also consider model E0 with no random effect. It is described by the equation 2:12) 3 Mixture of linear mixed models
In this section, the finite mixture model is extended to the LMM context in order to propose a model-based cluster analysis tool for repeated data. Since Gaussian mixture is the most employed mixture model, especially in a cluster analysis context (see for instance Yeung et al. (2001) and Ghosh and Chinnaiyan (2002) for gene expression clustering), we restrict attention to this model. In a multivariate Gaussian mixture model, it is assumed that an observation y is arising from the mixture distribution
where p k ! 0, k ¼ 1, . . . , K are the mixing proportions verifying the constraint
being the density of a Gaussian distribution with mean vector m k and variance matrix G k . Consequently, knowing the mixture component C k from which an observation arises, its conditional distribution is a Gaussian distribution with mean m k and variance matrix G k .
Mixture model for repeated gene expression data
In this section, we focus attention on Gaussian mixture models related to linear mixed model E2. To take into account repeated data in the mixture framework, we simply add the assumption that the repeated measures of a gene belong to the same mixture component. This natural assumption allows us to embed LMM in the mixture framework. The specific LMM assumptions to be added in the mixture model (3.1) concern the component mean m k and variance matrix G k . It is assumed that y k , the vector of observations arising from mixture component C k obeys an LMM equation of the form
b k being the fixed effect vector, x k the random effect vector, X k and U k the design matrices.
The observations are arising from one of the K components and those that come from component C k define a random vector y k of size N k ¼ I k TR where I k is the number of genes belonging to C k . For E2 model at hand, vectors y k , k ¼ 1, . . . , K, verify the equation
is a design matrix with the same structure as the design matrix X defined in (2.5) and (2.6);
is a design matrix with the same structure as the design matrix U defined in (2.4); t 2 k is the random effect variance for component C k ; s 2 k is the residual variance specific to each component. Furthermore, the random effect vector of size T,
, and x k are assumed independent.
In order to estimate the parameters of an LMM mixture, we consider the maximum likelihood approach. We make use of the EM methodology that takes into account the incomplete structure of the data. Here missing data are of two types: 1) the indicator vectors z ¼ (z i , i ¼ 1, . . . , I) of gene memberships to the mixture components:
, for each mixture component. The EM algorithm is detailed in the Appendix for LMM mixture model involving E2.
Remarks
We have considered above a mixture model where parameters b k , t 2 k and s 2 k are dependent on k. In some situations, it can be useful to constrain the mixture parameters to be fixed upon components and many alternative mixture models can be considered:
namely the above mentioned model. Deriving the EM formulas for those alternative models does not involve any technical difficulty (see for instance Celeux et al. (2002) for a presentation of the EM algorithm with model M2).
Obviously, those three mixture model structures can be considered with different assumptions on the random effects. Instead of model E2, model E3, E1 or even model E0 can be considered.
Q1
For choosing both an LMM and a mixture model structure, we favoured the BIC (Bayesian Information Criterion) criterion (Schwarz, 1978) . This criterion has been proved to be efficient in model selection (Kass and Raftery, 1995) and appears to be one of the most relevant criteria on a practical ground for choosing the number of components in a mixture model (Fraley and Raftery, 1998; Roeder and Wasserman, 1997) . The BIC criterion has been defined in a noninformative Bayesian framework to approximate the integrated likelihood of a model. For a model M, BIC (a criterion to be minimized) is minus maximum log-likelihood for model M plus (n M =2) ln (n),n M being the number of free parameters in model M, and n the sample size. Another interesting criterion in the cluster analysis context is the ICL (Integrated Completed Likelihood) criterion, which is an á la BIC approximation of the integrated complete likelihood (Biernacki et al., 2000; McLachlan and Peel 2000, Sections 6.10 and 6.11) . This criterion will be considered in the numerical experiments too, as well as the classical AIC criterion of Akaike (Akaike, 1974) .
Numerical experiments
In this section, results of numerical experiments on both simulated and real data sets are reported. Simulation experiments are aiming to assess the ability of the EM algorithm to correctly estimate LMM mixture parameters. Experiments on a real data set, concerning wood formation, aim to highlight the interest of LMM mixture model for gene expression profiles clustering from repeated data.
Monte Carlo experiments
For each Monte Carlo experiment, we generated 100 samples from each type of simulated data. Two E2-M2 mixture models, denoted (A) and (B) in the following, have been simulated. In both cases, I is fixed to 200, the number T of instants was three and the number R of repetitions is four and a three component E2-M2 mixture model is considered. The mixing proportions were p 1 ¼ 0:3, p 2 ¼ 0:5 and p 3 ¼ 0:2. Fixed effect parameters were
The random effect variances were t Table 1 displays the mean and, in parentheses, the standard error of the estimate parameters obtained with the EM algorithm. The EM algorithm has been initiated from a hierarchical clustering computed with the Ward criterion (Ward, 1963) . Table 2 provides the classification error rate using the maximum a posteriori (MAP) decision rule from the estimate parameter valuesp,q obtained with EM. This decision rule consists of assigning all the measures of gene i to mixture component k(i) such that
where Table 1 shows that sensible estimates of the model parameters are obtained in both situations (A) and (B). As expected, the estimation accuracy depends on the random effect variances: the greater the variance, the greater the estimation standard error. In the same manner, Table 2 shows that the classification error rate increases with the random effect variances. And, as s 2 increases (model (B)), the variance of the parameter estimates increases even if the mean estimates remain good. In the same way, comparing the results in Table 2 for models (A) and (B), we note that the classification error rate increases with s 2 . To assess the role of repetitions for estimating LMM mixture models, we carry out additional Monte Carlo experiments. They consist of 100 replications of model (A) but the number of repetitions is R ¼ 2 instead of R ¼ 4. We denoted (A Table 2 clearly show that the classification error rate decreases with the number of repetitions. This confirms our opinion that it is important properly to take into account repetitions to get relevant clustering structures for highly variable data sets. Table 2 Classification error rates from 100 simulations for models (A), (B) and (A'). 
The data
Hertzberg et al. (2001) have studied the developing secondary xylem of poplar by analysing the profiles of 2995 expressed sequence tags (EST). The high organization of secondary xylem allows different developmental zones to be distinguished easily and a unique tissue-specific transcript profile for a well-defined developmental gradient to be determined. This property of wood-forming tissues allowed five tissue samples (A, B, C, D, E) and also a phloem sample (Phl) to be collected. The biological description of these tissues is given in Hertzberg et al. (2001) . Expression profiles for T ¼ 6 different tissues (Phl, A, B, C, D, E) with DNA chips are to be analysed. To determine the steady-state mRNA levels at specific stages during the ontogeny of wood formation, 30 mm thick sections have been sampled through the wood development region. Those samples have been analysed by using a spotted cDNA-microarray consisting of the 2995 ESTs. Expressions profiles have been obtained by incorporating the Cy5 fluorophor in the experiment samples (Phl, A, B, C, D, E) and the Cy3 fluorophor in the reference sample, namely a mixture of samples A-E. For each experiment, replications have been carried out in order to obtain four measures for each gene. Thus, for each gene, we got R ¼ 4 repetitions for the couple of measures (Cy5, Cy3). In the next section, we detail the pretreatment we achieved.
Pretreatment
Before clustering gene expression profiles, two stages appeared to be necessary: data normalization and gene selection.
Data normalization. To remove systematic biases from microarray data, due to technical and biological problems, data must be normalized. For this task, we chose the well-known approach proposed in Yang et al. (2001) . This normalization allows for a correction depending on intensity level of the spot and is different for each print-tip used to set down the probes on the glass.
Gene selection. Cluster analysis is to be performed on the logarithm of the fluorescent intensities ratios log(Cy5/Cy3) between the two samples. The clustering is usually performed on a subset of genes showing changes between the experiments and the control. For instance, in Hertzberg et al. (2001) , a hierarchical clustering is presented on the 539 genes showing at a least 8-fold differential expression. A less drastic 4-fold level criterion has been used to select 870 genes.
For this data set of 870 genes, the performances of 154 different mixture models have been compared. They concerned 126 different LMM mixtures, the nine models Ei-Mj, for i ¼ 1, 2, 3 and j ¼ 1, 2, 3 with K ¼ 2 to K ¼ 15 components, and the 28 models E0-M1 and E0-M3 with K ¼ 2 to K ¼ 15 components.
EM initialization
EM solution can highly depend on its starting position, especially in a multivariate context. This jeopardizes statistical analysis of mixture. Spurious or insensible estimates can be derived from some starting values, especially for mixture models involving many parameters (see for instance McLachlan and Peel, 2000) . Thus, the EM algorithm should be applied from a wide choice of starting values to be ensured to get a sensible maximum. To attenuate the starting value problem of EM, we made use of a strategy consisting of ten short runs of EM from different k-means results, followed by a long run of EM from the 'short run' solution providing the highest log-likelihood. By 'short run' of EM, we mean that the EM algorithm is stopped after a few iterations (ten in the present numerical experiments). This kind of approach has been proved to be efficient in many cases (Berchtold, 2004; Biernacki et al., 2003) . Figure 1 displays the log-likelihood for the different models in competition. As expected, the log-likelihood increases with the model complexity. At least, it shows that, for each considered model, EM is not trapped in a suboptimal or spurious solution.
Model selection
The 154 models have been compared with penalized log-likelihood criteria AIC, BIC and ICL. For simplicity, we do not report their values. All those criteria show a marked superiority of mixture model M3, which allows for a different error measure variance for each mixture component. This fact illustrates the variability problems occurring with microarray data. Figure 2 displays AIC, BIC and ICL values for the models E0-M3, E1-M3, E2-M3 and E3-M3. The three criteria strongly support model E2-M3 and E3-M3. Since they provide quite similar values for both models, we chose the most parsimonious model E2-M3. From Figure 2 , it appears that those criteria, even ICL, indicate no evidence for a particular number of components. Here, the overlapping of the groups highlights the difficulty to choose an appropriate number of components. We chose to focus on the 13 component mixture for the following reason. With 13 components the smallest proportion is equal to 3.8% (33 genes) and with 14 components, it is 2.2% (19 genes). Since the vector parameter (p k , b k , t k , s k ), associated to component k is a nine-dimension vector, it did not seem reasonable to select a 14 component mixture. The parameter estimations for K ¼ 13 are given in Table 3 .
Before presenting the clustering associated to the 13 component mixture model E2-M3, it is of interest to compare models E0-M3 (no random effect) and E2-M3. Table 4 gives log-likelihood values for the two models E0 and E2 in the no mixture case (K ¼ 1) and in the K ¼ 13 component mixture case. Comparing these values with the loglikelihood of the null model (without fixed effect), which is 734 342, it appears clearly that taking into account random effects leads to a dramatic improvement of the model. 
Cluster analysis
The 13 clusters obtained from the MAP operator (4.1) for model E2-M3 are depicted in Figure 3 . For each cluster and each gene, all the repetitions are represented.
Despite the fact that penalized log-likelihood criteria show that model E0-M3 is irrelevant for this data set and could lead to unreliable clustering of the genes, since it does not take into account differences in the gene variability, it is interesting to look at the results obtained wih this model for K ¼ 13 to analyse the consequences of neglecting Figure 1 Maximum log-likelihood values for the different models with K ¼ 2 to 15. The four graphics represent the log-likelihood for the four models Ei (i ¼ 1, . . .,4) combined with the different mixture models. In the top left panel, the log-likelihoods for the models E1-M2 and E1-M3 are so close that it is difficult to distinguish the two curves the possible random effects. The parameter estimations for model E0-M3 are given in Table 5 and Figure 4 represents the cluster profiles. Table 6 compares the classifications derived from models E0-M3 and E2-M3. It gives the percentage of common genes between the clusters of the two classifications. This table deserves some remarks. The values for models E2-M3 and E2-M3 are so close that it is difficult to distinguish the curves for the three criteria A wide similarity between clusters 1, 2 and 3 for the two models can be noticed. All these clusters present a small random effect (t 1 ¼ 0:462, t 2 ¼ 0:356, t 3 ¼ 0:183) in model E2-M3. Thus, neglecting the random effect in these cases would not affect greatly the composition of the clusters.
Clusters 4-12 present a weak agreement between the two classifications (percentages of common genes are between 35% and 71%). A more marked random effect can be observed for these clusters: neglecting the random effects for these clusters can lead to unreliable results.
It appears that there is no relation between clusters 13 from models E0-M3 and E2-M3. Table 3 shows that the cluster 13 from model E2-M3 is the one with the greatest random effect (t 1 3 ¼ 1:243). This cluster cannot be recovered when Figure 3 Gene expression profiles of the 13 clusters for model E2-M3 Q1random effects are neglected. And, this cluster could be interesting from a genetic point of view: the more deep the tissues are in the poplar, the more the genes of this cluster are underexpressed.
Prediction of random effects and cluster expression profiles. We have highlighted the important role of random effects in the clustering context. Models that do not take into account random effects can lead to unreliable interpretation. Now, with a mixture of LMM, it is important to analyse the random effects in each cluster. First, it is interesting to remove the random effects to see the variability due to error measure in each cluster. Secondly, it is interesting to predict the gene expression profiles in each cluster.
Removing the random effects consists of representing the profiles with y itr -x k it , if gene i is assigned to cluster k, rather than y itr . The unknown x Figure 5 throws light on the respective roles of error measurements and random Effects in the clusters' variability. For instance, cluster 11 has a marked Profile with a wide random effect. On the other hand, it appears that cluster 7 has an important measure error variability, and so on. Moreover, if gene i is assigned to cluster k, a natural prediction of its differential expression Profile is b k þx it .
Biological comments. By analysing two metabolic pathways related to cell-wall formation and presented in Hertzberg et al., 2001 , page 14 736, we found some similar results to those described in this article. The first pathway concerns selected steps in the carbohydrate metabolism. For this pathway, we observed that five genes of the cluster 13 were implied in connected enzymatic reactions (three genes in the reaction 
The software
All the results have been obtained using R software (http://www.r-project.org) and a library, namely l3m, which has been developed for these mixture models, is available from the corresponding author upon request. Concerning the computation time, it depends on the number of genes and on the number of components. For the 870 genes of our data set, parameter estimations take about 15 minutes for model E2-M3 with K ¼ 13 components. However, a great improvement could be expected by using C language rather than R language. The parameters and information criteria are computed in the program l3m(). A simulated data set, namely dataL3M, of 100 statistical units is available in the library l3m in order to present the use of different functions. To obtain the parameter estimation for model E2-M3 with K ¼ 3, two commands are necessary. First, the data set needs to be loaded using the command data(datal3m). Secondly, the model parameters' estimation is carried out with the command l3m(datal3m, model ¼ 'E2.M3', K ¼ 3).
The R command help() provides access to documentation on different functions of the library. For example, the command help(l3m) gives informations on different arguments and different results for the function l3m(). 
Discussion
A mixture of LMM models has been proposed and estimated with the EM algorithm. It can be useful in situations where repeated measures are available. In a cluster analysis context, it is expected to lead to more reliable clustering structures than standard model-based clustering since it allows profiting from the powerful LMM methodology in the mixture framework. And, in many situations, it can be crucial to distinguish the observations according to their variability.
In microarray data analysis it could have many applications and could become a reference method for clustering gene expression profiles when the variability is important. Moreover, using the BLUP (Best Linear Unbiased Predictor) (Searle et al., 1992) can be useful to build realistic profiles, providing a precise representation of each gene in its cluster.
Moreover, the analysis of LMM mixture models that can lead to interesting interpretations, useful for the practitioners since those models are powerful and parsimonious models.
As we have seen, the LMM mixture model can lead to numerous models that can be reliable in specific situations (for instance mixture components can have the same fixed effects but different random effects). This is the reason why it is important to propose an efficient way to select a reliable model. In this paper, we have proposed to choose an LMM mixture with the BIC criterion, or the ICL criterion when cluster analysis is the main concern. In the application we considered, those penalized log-likelihood criteria appeared to be useful in selecting a model, but not in selecting a sensible number of mixture components. The question of defining an appropriate penalized log-likelihood criterion to select a model would deserve future research. As shown in Vaida and Blanchard (2003) , it is possible that the way of counting the effective number of parameters has to be modified when the focus is on conditional inference. Also, the approach proposed in Birge´and Massart (2001) could be of interest, especially in a moderate sample size setting.
We have presented the EM algorithm for an LMM mixture model using the ML method for estimating the vector parameter q. An alternative method for estimating the parameters of an LMM model is the restricted maximum likelihood (REML) method, which can be regarded as a method of estimation of the variance components by maximizing the marginal likelihood obtained by integrating the likelihood over the fixed effect parameter b. In the mixture context, we do not consider REML estimation. Actually, it seems that there is no sensitive difference between EM and REML estimates in LMM (Searle et al., 1992, Section 6.7), and considering REML estimation in this context would involve technical complications without providing the ML estimation of the fixed effect parameters b k , k ¼ 1, . . . , K. This is a real drawback because the maximum likelihood value enters the composition of penalized likelihood criteria to select a parsimonious model. However, considering the REML approach could be of interest in the mixture context because it can provide more reliable estimates than ML for small proportion mixture components. Hence, considering the implementation of the REML approach using stochastic versions of EM (McLachlan and Krishnan 1997, Section 6.3) could be profitable. where
(A:3)
E step
At iteration q > 0, this step consists of computing the expectation of the complete loglikelihood knowing the observed data and a current value of the parameters q ½q , p ½q , ½q denoting the iteration index. In the LMM mixture context it is Q(q, pjq ½q , p ½q ) ¼ E l(q, pjy, z, x)jy, q ½q , p 
Q1
Using the conditional expectations of the sufficient statistics (A.6) and (A.7), it leads to the following explicit formulas, for k ¼ 1, . . . , K, 
