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Abstract—High-order spherical microphone arrays offer many
practical benefits including relatively fine spatial resolution in all
directions and rotation invariant processing using eigenbeams.
Spatial filtering can reduce interference from noise and rever-
beration but in even moderately reverberant environments the
beam pattern fails to suppress reverberation to a level adequate
for typical applications. In this paper we investigate the feasibility
of applying dereverberation by considering multiple beamformer
outputs as channels to be dereverberated. In one realisation we
process directly in the spherical harmonic domain where the
beampatterns are mutually orthogonal. In a second realisation,
which is not limited to spherical microphone arrays, beams are
pointed in the direction of dominant reflections. Simulations
demonstrate that in both cases reverberation is significantly
reduced and, in the best case, clarity index is improved by 15 dB.
Index Terms—speech dereverberation; spherical microphone
array; beamforming
I. INTRODUCTION
Reverberation degrades the quality of speech and in extreme
cases can damage intelligibility for human listeners. Machine
listening is less robust and so even moderate amounts of
reverberation can severely reduce Automatic Speech Recogni-
tion (ASR) performance. Speech dereverberation is therefore
important both for human communication systems and for
human-machine interfaces [1].
Two distinct approaches to the enhancement of reverber-
ant speech are common. Spatial filtering (or beamforming)
improves the Direct-to-Reverberant Ratio (DRR) using direc-
tional selectivity to enhance sound with a particular Direction-
of-Arrival (DOA). With this approach, since reverberation
arriving from the ‘look direction’ is unaffected, there is
generally still an audible reverberation tail. Alternatively,
dereverberation refers to methods which attempt to explicitly
model and suppress the reverberation. One promising approach
is MultiChannel EQualisation (MCEQ) where Finite Impulse
Response (FIR) models of the acoustic channels are estimated
and used to design a set of deconvolution filters. Estimation
of the channels remains a challenging problem leading to
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significant System Identification Errors (SIEs). The exact
solution to the inverse problem [2] is sensitive to these SIEs
and so robust solutions are preferred. Channel shortening [3]–
[5] achieves this robustness by relaxing the requirement for
perfect equalisation of the early reflections. In so doing the
suppression of late reverberation is improved.
In this paper we are specifically concerned with the appli-
cation of MCEQ methods to Spherical Microphone Arrays
(SMAs), although some of the results may be generalised
to arbitrary microphone arrays. SMAs typically have a large
number of microphone elements and are of particular interest
because they allow direction invariant beampatterns to be pro-
duced. As our starting point, we assume that estimates of the
impulse responses from a source to each of the microphones in
the array are available with some level of SIE. The question we
wish to address is how can we best use these channel estimates
to produce a dereverberated speech signal. We consider the
application of MCEQ in three domains, namely (1) the spatial
domain, that is, directly on the channel estimates; (2) the
Spherical Harmonic Domain (SHD) and (3) the beamformed
output domain. The first case is the baseline approach that
does not depend on the microphone array being spherical.
The second and third cases involve a transformation of the
source-microphone channels into a smaller number of channels
which are the inputs to MCEQ. They can both, therefore,
be viewed as beamforming operations where the SHD is
simply a special case in which all the beams are orthogonal.
Transformation to the SHD representation depends on the
array geometry being spherical. The beampatterns produced
in the third case depend on the array geometry. For SMAs
these will be direction invariant, but the principle of applying
MCEQ to beamformed channels can equally be applied to
arrays of arbitrary geometry.
The novel contribution of this paper is a two-step approach
to dereverberation in which beamforming is applied prior to
and independently of dereverberation processing. Alternative
multi-stage approaches to dereverberation have used a single
beamformer. For example, in [6] spatial filtering is used to
achieve dereverberation and is followed by a noise reduction
process whereas in [7] long-term linear prediction simultane-
ously dereverberates multiple channels which are subsequently
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combined using a beamformer.
II. FORMULATION
A. Alternative channel transformations
Consider Q microphones positioned on the surface of a
sphere with radius r where the angle of the q-th microphone
in spherical coordinates, θ = arccos(z/
√
x2 + y2 + z2) and
φ = arctan(y/x), is Ωq = (θq, φq). Let the impulse response
from a point in space to the output of the q-th microphone
be hq(t, r,Ωq), where t denotes time. Taking the Fourier
transform, hq(t, r,Ωq) can each be expressed in the frequency
domain as
Hq(ω, r,Ωq) =
∫ ∞
−∞
hq(t, r,Ωq) exp(−jωt)dt (1)
where ω is the angular frequency and j is the unit imaginary
number.
The Spherical Fourier Transform (SFT) over the surface of
the sphere can be approximated up to spherical harmonic order
N as the weighted sum of the microphone signals
Hlm(ω, r) ≈
∑
q
wqY
∗
lm(Ωq)Hq(ω, r,Ωq), l ≤ N, |m| ≤ l
(2)
where Ylm is the spherical harmonic of order l and degree m
and {wq}Q1 are the weights of the sampling scheme [8]. These
spherical harmonic coefficients are often called eigenbeams.
The approximation of (2) is valid provided kr < N (where
k = ω/c and c is the speed of sound), the Q ≥ (N + 1)2
sensors are approximately equally distributed over the sphere
and the sampling weights are chosen appropriately [9].
Transformation of each eigenbeam back into the time do-
main yields an impulse response
hlm(t, r) =
1
2pi
∫ ∞
−∞
Hlm(ω, r) exp(jωt)dω (3)
which is equivalent to that of a microphone at the centre of the
sphere with directivity corresponding to that of the associated
spherical harmonic.
Alternative directivity patterns can be obtained through
weighted combinations of eigenbeams [10]
Hz(ω, r) =
∑
l
∑
m
W
(z)
lm Hlm(ω, r) (4)
where Hz(ω, r) is the frequency response of the z-th beam-
former and W (z)lm is the complex weight of the eigenbeam with
order l and degree m for that beamformer. As in (3), the in-
verse Fourier transform of Hz(ω, r) gives the impulse response
from the source to the output of the z-th beamformer, hz(t, r).
Many approaches to selecting the beamformer weights are
possible, any of which could be applied in this context. In
this paper, we choose the Plane-Wave Decomposition (PWD)
beamformer [11] because it maximises the Directivity Index
(DI) of the beam pattern in the look direction and is indepen-
dent of the received signal. Its weights are
W
(z)
lm (ω, r) =
1
bl(kr)
Ylm(Ψz) (5)
where Ψz is the look direction and the mode strength, bl(kr),
depends on the sphere configuration (e.g. open or rigid baffle)
[12].
B. Multichannel Equalisation
A particular Γ channel system can be represented
by the set of L-tap impulse responses hγ =[
hγ(0) hγ(1) . . . hγ(L− 1)
]T
for γ = 1, 2, . . . ,Γ.
Our aim is to design a set of Li-tap inverse filters
gγ =
[
gγ(0) gγ(1) . . . gγ(Li − 1)
]T
for γ = 1, 2, . . . ,Γ
such that the Equalized Impulse Response (EIR), d, is given
by
Hg = d (6)
where
H =
[
H1 H2 . . . HΓ
]
, (7)
g =
[
gT1 g
T
2 . . . g
T
Γ
]T
, (8)
d =
[
d(0) d(1) . . . d(L+ Li − 2)
]T
(9)
and Hγ is the (L+ Li − 1)× Li convolution matrix of hγ .
The Multiple-input/output INverse Theorem (MINT) solu-
tion [2] demands that the equalised impulse response be a
delayed unit impulse
dMINT =
[
0 . . . 0︸ ︷︷ ︸
τ
1 0 . . . 0
]T
[(L+Li−1)×1] (10)
where τ is the delay. In this case the inversion is perfect and
so complete dereverberation is achieved. However, in blind
estimation problems, one only has access to an estimate of
the channel
hˆγ = hγ + εγ (11)
where εγ is the estimation error and both hˆγ and εγ have
the same dimensions as hγ . It has been found that equali-
sation filters which satisfy the MINT solution for the esti-
mated channel are ineffective (and often counterproductive)
in dereverberating the true acoustic channels. So, for robust
MCEQ, the challenge is to use the estimated FIR channels,
{hˆγ}Γγ=1, to design a set of equalising filters, g, such that
convolution with true channels, {hγ}Γγ=1, as in (6), gives
an EIR with specific properties. Rather than using prescribed
values for d, the channel shortening approach, as exemplified
by Relaxed Multichannel Least Squares (RMCLS) [3], [13],
defines a relaxation window, corresponding to the Times-of-
Arrival (TOAs) of the direct path and early reflections, in
which the response is unconstrained. The coefficients of the
remainder of the EIR, which correspond to the reverberation
tail, are constrained to be zero. These relaxed constraints are
fulfilled by g which minimises the cost function [3]
J = ||W(Hˆg − dMINT)||22 (12)
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where Hˆ =
[
Hˆ1 Hˆ2 . . . HˆΓ
]
, Hˆγ is the (L+Li−1)×Li
convolution matrix of hˆγ , W = diag{w} and
w =
[
1 1 . . . 1︸ ︷︷ ︸
τ
1 0 . . . 0︸ ︷︷ ︸
Lw
1 . . . 1
]T
[(L+Li−1)×1]
(13)
determines which taps in the EIR are constrained. The leading
τ ones ensure that no energy in the EIR precedes the direct
path time of arrival. The length of the relaxation window is
denoted Lw and has a single one to avoid the trivial solution.
Since multiple solutions achieve the minimum value (zero) in
(12), the RMCLS solution is chosen to be that which yields
the minimum `2-norm according to
g =
(
WHˆ
)+
WdMINT (14)
where (·)+ represents the Moore-Penrose pseudo-inverse.
III. EXPERIMENTAL INVESTIGATION
Ground truth Acoustic Impulse Responses (AIRs) were
simulated for a 32-channel rigid spherical microphone array
with r=4.2 cm using a modification of the image-source
method [14], [15] for a room with dimensions 4×6×3 m and
source-microphone distance of 1.5 m. The sample rate fs was
8 kHz, N was 3 and wall absorption coefficients were set such
that three different Reverberation Times (RTs) were simulated
– 250, 400 and 550 ms. As in [3]–[5], [16], SIEs were added to
the microphone channel AIRs in the form of White Gaussian
Noise (WGN). These were weighted to achieve the desired
Normalized Projection Misalignment (NPM) [17] of -30 dB
using the algorithm in [18]. Inverse filters were designed
according to (14) for three transformations of the estimated
AIRs: (1) ‘chan32’ — The unmodified Q = 32 channel AIRs;
(2) ‘eig16’ — the (N + 1)2 = 16 channel eigenbeam impulse
responses; and (3) ‘bf7’ — the Z = 7 beamformer impulse
responses found by pointing a PWD beamformer in the DOAs
of the direct path and first order reflections. It is assumed
that the DOAs of these early reflections are available using,
for example, any of the algorithms reviewed in [19]. For the
purposes of this investigation ground truth values were used
to avoid introducing possible errors which are unrelated to the
topic of interest.
To obtain spatially averaged results, 50 Monte Carlo trials
were conducted for each test condition. In each trial the
(x, y) coordinates of the microphone array were drawn from
a uniform distribution while the height was fixed at 1.5 m.
Similarly, the source position was drawn from a circle on
the horizontal plane of the microphone defined by the source-
microphone distance.
The effectiveness of MCEQ in each domain is evaluated
visually, using the Energy Decay Curve (EDC) of the EIR
averaged across all trials in each test condition, and quantita-
tively, using the clarity index, C50, defined as [1]
C50 = 10 log10
( ∑ηe
η=0 d
2(η)∑∞
η=ηe+1
d2(η)
)
dB (15)
where η is the discrete time sample index and ηe = 0.05fs.
C50 has been shown to be a good predictor of speech in-
telligibility and ASR performance [20], [21]. For the spatial
domain and the SHD the baseline performance for each trial is
taken as the average across all channels. For the beamformer
domain the baseline performance is taken directly from the
beamformer which is steered towards the direct path DOA
since one would expect this to have the highest C50.
IV. RESULTS AND DISCUSSION
Figure 1 shows the EDCs for each test condition averaged
across 50 trials. Note that the horizontal axis is adjusted
according to the varying RT whereas the vertical scale is
the same in all three plots. Considering first the results for
a RT of 250 ms (Fig. 1(top)), the unprocessed ‘chan32’ and
‘eig16’ responses decay exponentially (which is seen as a
linear decay on the logarithmic scale). On the other hand,
the spatial selectivity of the PWD beamformer response gives
a large initial decay at around 8 ms, because the direct path
is relatively large compared to the early reflection arriving
from other directions. However, following this initial drop, the
decay rate follows that of the ‘chan32’ and ‘eig16’ responses.
For all three processing domains the EDC is roughly equal or
above the corresponding curves for the unprocessed impulse
responses up until 50 ms. This is a direct result of the 50 ms
relaxation window used in the RMCLS algorithm — these taps
were unconstrained. After 50 ms there is significant drop in
all the EDCs with ‘bf7’ giving the best performance (largest
drop), followed by ‘eig16’. The processed ‘chan32’ EDC is
below that of the unprocessed ‘chan32’ but is only marginally
better than the unprocessed ‘bf7’ curve. This suggests that it
may be preferable to use a beamformer in isolation than to try
to apply MCEQ in the spatial domain.
The overall trends observed for 250 ms RT can also be seen
for 400 ms and 550 ms in Fig. 1(b) and Fig. 1(c), respectively.
The main difference is that as the RT increases the extent of
the benefit delivered by MCEQ reduces. For example, for ‘bf7’
the EIR EDC after 50 ms is -32 dB (RT: 250 ms), -20 dB (RT:
400 ms) and -16 dB (RT: 550 ms).
To make a quantitative comparison between the effective-
ness of applying MCEQ to different transformations of the
acoustic channels we calculate the clarity index as defined in
(15) for each EIR separately. Figure 2 shows the distribution
of C50 for the 50 Monte Carlo trials in each test condition (i.e.
each combination of RT, domain and processed/unprocessed).
Clearly, for the unprocessed impulse responses, C50 decreases
as RT increases, as one would expect. Also, in agreement
with the EDCs in Fig. 1, MCEQ increases the C50 over the
unprocessed impulse responses and the extent of the increase
decreases with increasing RT. For MCEQ in the spatial domain
(‘chan32’) the relative improvement in average C50 is 6.6 dB
(RT: 250 ms), 4.2 dB (RT: 400 ms) and 3.1 dB (RT: 550 ms).
In the SHD (‘eig16’) the relative improvements are 11.8 dB
(RT: 250 ms), 8.2 dB (RT: 400 ms) and 6.45 dB (RT:
550 ms). Finally, for the beamformer output domain (’bf7’) the
improvements are 10.1 dB (RT: 250 ms), 8.3 dB (RT: 400 ms)
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Fig. 1. EDCs for room with RT of 250 ms (a), 400 ms (b) and 550ms (c).
and 7.0 dB (RT: 550 ms). So, the relative improvement of
MCEQ for ‘eig16’ and ‘bf7’ are roughly the same. The
consistently higher C50 values of ‘bf7’ compared to ‘eig16’
therefore appear to be due to the fact that the unprocessed
impulse responses are already less reverberant due to their
spatial selectivity and their being targeted at directions of
known strong early energy. The boxplots of Fig. 2 also suggest
that there is more variation in C50 of dereverberated ‘bf7’ im-
pulse responses than for the other transformations considered,
especially for low RT. We suspect that this indicates that ‘bf7’
is more sensitive than the other transformations to the pattern
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Fig. 2. Distribution of C50 before and after MCEQ for 50 Monte Carlo
trials for each of 3 different transformations and 3 different RTs.
of early reflections encountered in each trial. This seems
plausible, since for some source-microphone configurations
first order reflections may arrive from more closely spaced
directions than others. In cases where multiple reflections
arrive from similar directions, their associated beamformers
will have less spatial diversity than if the reflections were well
distributed and so less dereverberation will be achieved.
Comparing ‘bf7 - proc’ to ‘chan32 - orig’ indicates the total
extent of dereverberation which could be obtained using the
two-step approach where beamforming (‘bf7’) is followed by
RMCLS MCEQ. For these experiments the C50 improvements
were 15.4 dB (RT: 250 ms), 12.7 dB (RT: 400 ms) and 11.1 dB
(RT: 550 ms).
V. CONCLUSION
A novel two-step approach to dereverberation has been pre-
sented in which estimated acoustic channels containing system
identification errors are transformed from the spatial domain
into a beamformed domain before applying MCEQ. For high-
order spherical microphone arrays, the SHD is a natural choice
of beamformed domain. Alternatively, knowledge of the DOAs
of strong reflections can be used to choose the look direc-
tions for a bank of conventional beamformers. In simulations
both transformations led to improved dereverberation with the
RMCLS algorithm. Best case performance of up to 15 dB
improvement in C50 was achieved when equalising seven
PWD beamformer channels directed at the direct path and
first order reflection DOAs.
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