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Resumen
Presentamos una estrategia general para el dise~no
de un bloque de deteccion de fallos con validacion
probabilstica (PCV- Procesado, clasicacion, va-
lidacion). Se propone un esquema general de
PCV, que permite dise~nar un bloque de deteccion
de fallos con validacion probabilstica en el por-
centaje maximo de fallos no detectados (impuesto
como condicion de dise~no) y en el porcentaje de
falsas alarmas (obtenido a posteriori). En cada
iteracion del algoritmo secuencial, una solucion
candidata se valida probabilsticamente mediante
un conjunto de muestras generadas aleatoria-
mente. Presentamos un marco general en el que
la solucion candidata puede violar las restricciones
para un reducido numero de elementos del con-
junto de validacion. Este esquema generalizado
muestra signicativas ventajas, en particular en
terminos de la obtencion de la solucion proba-
bilstica.
Palabras clave: algoritmos aleatorios, deteccion
de fallos, clasicadores, validacion probabilstica
1 INTRODUCCION
Se entiende como fallo todo cambio en el compor-
tamiento de alguno de los componentes del sis-
tema (desviacion no permitida de alguna de sus
propiedades o parametros caractersticos) de ma-
nera que este ya no puede satisfacer la funcion
para la cual ha sido dise~nado ([4]). Ademas de los
fallos, existen otros factores que alteran el com-
portamiento normal del sistema, como las pertur-
baciones y el ruido. Las perturbaciones son en-
tradas no conocidas que pueden manifestarse en
el sistema en cualquier momento pero que se han
tenido en cuenta a la hora de dise~nar el lazo de
control convencional. Cualquier perturbacion que
no se haya tenido en cuenta en este dise~no sera
considerada como un fallo. El ruido tambien es
una entrada no conocida que se maniesta en el
sistema pero, a diferencia de las perturbaciones,
tiene media nula y, ademas, a priori se puede tener
conocimiento de cual es su amplitud. Un sistema
de deteccion de fallos ha de reaccionar frente a
los fallos y ser inmune (robusto), en la medida de
lo posible, a los otros factores presentes en el sis-
tema que generan incertidumbre. Por otro lado,
muchos de los metodos de deteccion de fallos se
basan en un modelo (matematico o cuantitativo)
del sistema a monitorizar que nunca podra descri-
bir de manera exacta el comportamiento del sis-
tema real y por lo tanto presentara un error de
modelado que tambien se debera tener en cuenta.
El objetivo de un bloque de deteccion de fallos es,
una vez se ha producido un fallo en un instante
TF , detectarlo en un intervalo de tiempo menor
o igual a TDmax jado previamente. Dependiendo
de la magnitud e incidencia de los fallos que se
deseen detectar y de la presencia de otros factores
de incertidumbre en el sistema, no siempre sera
posible dise~nar un bloque de deteccion que detecte
todos los fallos sin que en situaciones de no fallo
se activen falsas alarmas. As que siempre existira
un compromiso entre la proporcion de fallos que
no se detecten (MF "Missed Faults") y la pro-
porcion de veces que se active el bloque detector
sin la presencia de fallos debido a los factores de
incertidumbre presentes en el sistema (FA "False
alarms"). En este compromiso que se debera tener
en cuenta en el proceso de dise~no del bloque de-
tector de fallos es logico priorizar la minimizacion
de fallos no detectados respecto a la minimizacion
de falsas alarmas.
La naturaleza aleatoria de los fallos y las in-
certidumbres inherentes del sistema convierten el
problema de dise~no del bloque de deteccion en un
problema de robustez.
Tpicamente, para un problema de robustez, los
parametros de dise~no, as como diferentes varia-
bles auxiliares, son descritos en terminos de un
vector de variables de decision , que se denota
como "parametro de dise~no", y es restringido al
conjunto . Por otro lado, la incertidumbre w
esta acotada en el conjunto W. Es decir, cada el-
emento w 2 W representa una de las realizaciones
admisibles de la incertidumbre, con probabilidad
PrW . En nuestro contexto de deteccion de fallos,
 corresponde a las variables de decision que de-
terminan el bloque de deteccion de fallos. Dicho
bloque permite determinar si hay un fallo o no en
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un determinado escenario, por lo tanto tendremos
dos conjuntos de incertidumbre WF y WN que
consisten en todos los posibles escenarios de fun-
cionamiento del sistema a monitorizar con fallo y
sin fallo respectivamente. Por otro lado, wF y wN
representan una realizacion de un escenario con
fallo y sin fallo. WF y WN tienen asociados unos
espacios de probabilidad PrF y PrN respectiva-
mente.
Ademas consideramos tambien dos funciones bi-
narias medibles:
g(; w) :=

0 si  detecta fallo
1 en otro caso:
h(; w) :=

0 si  no detecta fallo
1 en otro caso:
Al aplicar estas dos funciones sobre los espacios
WF y WN se obtienen las siguientes esperanzas
Eg() := PrF fwF 2 WF : g(; wF ) = 1g
Eh() := PrNfwN 2 WN : h(; wN ) = 1g:
Donde Eg() y Eh() son el tanto por uno de fallos
no detectados (MF ) y falsas alarmas (FA) respec-
tivamente. La utilidad de los algoritmos aleatorios
surge del hecho de poder tratar el siguiente pro-
blema de dise~no
min
2
Eh() sujeto a Eg()  F (1)
donde F es el tanto por uno maximo de fallos
no detectados impuesto como requerimiento del
bloque detector.
En este marco, se pueden extraer NN y NF
i.i.d. muestras (independientes e identica-
mente distribuidas) fw(1)N ; : : : ; w(NN )N g de WN y
fw(1)F ; : : : ; w(NF )F g de WF de acuerdo a la pro-
babilidad PrN y PrF respectivamente y con una
proporcion entre escenarios de fallo y no fallo
FN =
NF
NN
determinada por la probabilidad de
fallo del sistema a monitorizar. De esta manera
se puede resolver el siguiente problema de opti-
mizacion muestreado
min
2
NNX
`N=1
h(; w
(`N )
N ) (2)
sujeto a
NFX
`F=1
g(; w
(`F )
F )  FNF
Figura 1: Esquema del detector de fallos en linea
La idea de permitir algunas violaciones de las res-
tricciones no es nueva y puede encontrarse, por
ejemplo, en el contexto de identicacion [3].
En este artculo se propone un metodo de dise~no
del bloque detector de fallos basado en la uti-
lizacion de historicos o simulaciones de episodios
reales con fallo y sin fallo evitando la dicultad
del analisis, que no siempre es posible, debido a la
complejidad del problema.
El resultado as obtenido, mediante un test de va-
lidacion probabilstica, garantiza que la solucion
propuesta se comporta de la manera deseada con
una cierta probabilidad, jada a priori. Se garan-
tiza asimismo la satisfaccion probabilstica de las
restricciones. Esta tecnica resulta muy adecuada
para el abordaje de problemas complejos.
Finalmente este artculo ilustra la metodologa
propuesta con la presentacion de una aplicacion,
en este caso, al dise~no de un detector de fallos con
garanta probabilstica en un deposito virtual que
modela el comportamiento de un colector de una
red de alcantarillado tal y como se detalla en [8].
2 ESQUEMA DE DISE~NO
PROPUESTO
Tal y como se ha comentado anteriormente, el ob-
jetivo de este artculo es el de proponer un es-
quema que permita dise~nar un bloque de deteccion
de fallos con validacion probabilstica en el por-
centaje maximo de fallos no detectados (impuesto
como condicion de dise~no) y en el porcentaje de
falsas alarmas (obtenido a posteriori). El fun-
cionamiento de este bloque de deteccion de fallos
se describe en el esquema de la Figura 1. De los
datos de entrada/salida del sistema a monitorizar
cada instante de tiempo j se extraen unos atribu-
tos o indicadores (r
(1)
j ; r
(2)
j ; :::; r
(nr)
j ) de este me-
diante un bloque de procesado que actua en ho-
rizonte deslizante en el tiempo. Estos indicadores
que pueden ser de distinta naturaleza son sensi-
bles a la presencia de fallos pero tambien al ruido,
perturbaciones y otros factores como errores de
modelado. Por esta razon son introducidos en un
clasicador que determina si se ha producido un
fallo o no en el sistema.
Por otro lado, el algoritmo del proceso fuera de
linea para lograr dise~nar el bloque detector se des-
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cribe en el esquema de la Figura 2. En primer
lugar se dise~na el bloque de procesado o lo que
es lo mismo se determina que indicadores seran
utiles con el n de detectar los fallos presentes
en el sistema. Para este paso se debe utilizar el
conocimiento de la planta y tecnicas basicas de
deteccion de fallos [5], [6]. La naturaleza de los
indicadores a utilizar puede ser muy diversa : re-
siduos entre medidas y estimaciones, se~nales ca-
racteristicas para detectar fallos como vibraciones,
se~nales sonoras, etc..., magnitudes que determinen
un cambio de operacion de la planta como la tem-
peratura, humedad, etc...
Figura 2: Esquema dise~no fuera de linea del
bloque de deteccion de fallos
Una vez determinados los indicadores que se
quieren extraer de la informacion disponible de
la planta, se deben especicar los requerimientos
probabilsticos de la cota maxima en porcentaje
de fallos no detectados (MF ) y la garanta proba-
bilstica mnima de cumplimiento. A continuacion
se procede a dise~nar un clasicador al que se le
suministran datos de la planta en situaciones de
funcionamiento con y sin fallo (reales o simuladas).
Mediante un proceso de optimizacion se minimiza
el numero de falsas alarmas (FA) y se impone
(como restriccion) un numero maximo de fallos
no detectados (MF ) se calibra adecuadamente el
clasicador. A continuacion se evalua el clasi-
cador obtenido mediante un test de validacion
probabilstica con datos diferentes a los utiliza-
dos en el dise~no de calibracion del clasicador. Si
no se pasa el test de validacion probabilstica se
vuelve a la etapa de dise~no del clasicador. Si se
pasa el test de validacion probabilstica, el clasi-
cador cumple las especicaciones de MF con las
garanta probabilsticas impuestas y se procede a
un estudio probabilstico del numero de falsas alar-
mas. Si el resultado no es satisfactorio (numero de
falsas alarmas elevado) hay dos opciones: cambiar
(relajar) los requerimientos probabilsticos deMF
o mejorar el dise~no de procesado (obtener mejores
indicadores).
3 DISE~NO DEL PROCESADO
Como se ha comentado anteriormente, los in-
dicadores extrados del sistema a monitorizar
pueden ser de diferente naturaleza. En este
apartado se ponen dos ejemplos de posibles indi-
cadores que se utilizan en los metodos de deteccion
de fallos basada en modelos matematicos. En este
tipo de metodos se comprueba la consistencia o no
consistencia del modelo del sistema a monitorizar
con las medidas obtenidas de dicho sistema.
Por ejemplo, si consideramos que el sistema a
monitorizar se puede describir mediante el modelo
de regresion en tiempo discreto
y(j) = 'T (j)0 + e(j); j = 1; : : : ;M (3)
donde
 y(j) es la medida de la salida
 '(j) es el vector de regresion de dimension n
funcion de las entradas u(j) y salidas y(j)
 0 es el vector de parametros nominales de
dimension n
 e(j) es el error aditivo que contiene el ruido
de las medidas y el error de modelado
Entonces esta consistencia se puede evaluar calcu-
lando en cada instante j el residuo (j) entre la
salida medida y la estimacion dada por el modelo
(j) = y(j)  'T (j)0: (4)
En un caso ideal, el residuo debera de ser diferente
de cero solo en el caso de que un fallo estuviera
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presente en el sistema. Sin embargo, debido a la
presencia de ruido y error de modelado el residuo
puede ser diferente de cero cuando no haya pres-
encia de fallo y el metodo de deteccion debe de
ser robusto. Una manera de abordar este pro-
blema es aplicar las tecnicas Set-Membership que
consideran el error e(j ) desconocido pero acotado
([7]), esto es
je(j)j   j = 1; : : : ;M .
De esta manera se puede aplicar el siguiente test
de deteccion de fallos
Si j(j)j   ) NoFallo
Si j(j)j >  ) Fallo:
Y por lo tanto el dise~no del diagnosticador consiste
en elegir una cota  adecuada. A este test se le
denomina test directo.
Otra manera de mirar la consistencia del modelo
con las medidas en el espacio de parametros, medi-
ante una ventana temporal de N muestras se puede
hacer una estimacion de parametros
^(j) =
 
T (j)(j)
 1
T (j)Y (j) (5)
donde (j) =
0B@ '
T (j  N)
...
'T (j)
1CA y
Y (j) =
0B@ y(j  N)...
y(j)
1CA
y de la misma manera que en el residuo tempo-
ral, se puede calcular un residuo de parametros
respecto a un modelo nominal
(j) = ^(j)  0
y as denir el siguiente test de deteccion
Si (j) 2 B) NoFallo
Si (j) =2 B) Fallo:
donde B es el conjunto de incertidumbre de
parametros debido al error aditivo e(j) y a la poca
riqueza de los datos usados en la identicacion.
Tanto el test directo como el test inverso se pueden
incluir en el esquema general 1 incluyendo los
terminos procesando formular en forma de clasi-
cador elegiendo r
(1)
j = (j) para el test directo y
r
(2)
j = (j) para el test inverso. Ademas tests
basicos como valores maximos, jos o variaciones
maximas en los datos obtenidos en los sensores
se pueden implementar escogiendo los indicadores
adecuados.
4 DISE~NO DEL CLASIFICADOR
Con el n de conseguir una buena discriminacion
entre los escenarios sin fallo y los escenarios con
fallo, se propone utilizar un clasicador basado en
dos etapas: una estatica y otra dinamica. Tal y
como se muestra en la Figura 3.
Figura 3: Esquema del clasicador propuesto
El objetivo del clasicador estatico es determinar
en un instante de tiempo j con el vector de in-
dicadores en ese mismo instante de tiempo rj si
la situacion es sintomatica de fallo o no mediante
una se~nal binaria j . Si la situacion es sintomatica
de fallo j = 1 y si no j = 0. Esta operacion se
podra realizar mediante una funcion de entrada
vectorial analogica y salida binaria hest
j = hest (rj)
donde rTj = (r
(1)
j ; r
(2)
j ; :::; r
(nr)
j )
T .
El objetivo del clasicador dinamico de orden Tp
es el de determinar en el instante j si se ha pro-
ducido un fallo o no con las ultimas Tp se~nales
sintomaticas. Esto es:
Fj = hdin (j ; j 1;    ; j TP+1).
Donde hdin es una funcion de entrada y salidas
binarias y, por la denicion de detectabilidad, se
cumple que TP  TDmax . El motivo de dividir
en dos partes el clasicador es el de hacerlo lo
mas robusto posible respecto a las falsas alarmas
sin empeorar las prestaciones de detectabilididad
(fallos no detectados).
Para dise~nar estos dos clasicadores se
dispondra de escenarios sin fallos y con fallos
fw(1)N ; : : : ; w(NN )N g de WN y fw(1)F ; : : : ; w(NF )F g de
WF respectivamente. Cada escenario consiste en
una secuencia de indicadores r1
(i); r2
(i);    ; rTSi (i)
donde TSi es el numero de instantes de tiempo
que dura el escenario i. El conjunto de todos in-
dicadores de todos los escenarios se puede dividir
en dos suconjuntos: el conjunto de los indicadores
que estan contaminados por un fallo y el conjunto
de indicadores que estan libres de fallos <F y
<N respectivamente. Se cumple que todos los
indicadores que pertenecen a un escenario libre
de fallo pertenecen al conjunto <N , mientras que
en los indicadores que pertenecen a un escenario
con fallo parte de ellos estan contaminados por
el efecto de un fallo (y por lo tanto pertenecen
a <F ) y parte de ellos estan libres de efectos de
fallo (y por lo tanto pertenecen a <N ).
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El objetivo del clasicador estatico es discri-
minar lo maximo posible entre los indicadores
pertenecientes a los dos conjuntos (<F y <N ).
Esto se puede conseguir mediante la eleccion ade-
cuada de un vector  que cumpla lo mejor posible
las siguientes restricciones
fT (r) > 0) r 2 <F
fT (r)  0) r 2 <N ,
donde f(r) es una expresion vectorial de r. El
valor de  se puede hallar mediante el siguiente
problema de optimizacion convexa
min

 X
r2<F
e f
T (r) +
X
r2<N
ef
T (r)
!
(6)
donde  2 (0;1) es una constante que se ha deter-
minado previamente a la resolucion del problema
de optimizacion y permite penalizar en mayor o
menor medida los errores de clasicacion de los
indicadores r 2 <F respecto a los errores de clasi-
cacion de indicadores r 2 <N y por lo tanto pri-
orizar mas o menos el comportamiento del sistema
respecto a los fallos no detectados o respecto a las
falsas alarmas. En concreto, cuanto mayor sea 
mas penalizacion se dara a los indicadores clasi-
cados como situacion normal, o sea fallos no detec-
tados, y por lo tanto menos peso dara a las falsas
alarmas.
Como se ha comentado anteriormente, en el pro-
ceso de dise~no del detector de fallos se impondra
un valor maximo de fallos no detectados (MF
denido por F ) y esto se conseguira eligiendo un
 adecuado. El problema del clasicador estatico
es que al tomar la decision en funcion de los indi-
cadores en un determinado instante, la imposicion
de bajo numero de fallos implique una gran sen-
sibilidad a las incertidumbres del sistema y se
traduzca en un elevado numero de falsas alarmas.
El segundo clasicador tiene como objetivo ltrar
el efecto de estas incertidumbres y permitir un di-
agnostico lo mas robusto posible utilizando las TP
ultimas salidas del diagnosticador estatico. Como
la funcion del diagnosticador hdin es una funcion
de entrada binaria y salida binaria con 2TP com-
binaciones, estas se pueden probar de manera ex-
haustiva y encontrar cual presenta mejores presta-
ciones entre todas.
Por lo tanto el dise~no del clasicador se reduce
en hallar el mnimo valor de  que cumple con el
maximo numero de falsas alarmas permitidas. Al
bloque de deteccion de fallos ebtenido lo denom-
inaremos .
5 VALIDACION
5.1 Algoritmos secuenciales con
validacion probabilstica en MF
En esta seccion se presenta una familia general
de algoritmos aleatorios, que llamamos algorit-
mos SPV (del ingles \Sequential Probabilistic
Validation algorithms"), ver [1].
La principal caracterstica de este tipo de algorit-
mos es que estan basados en un paso de validacion
probabilstica.
Cada iteracion de un algoritmo SPV se compone
del calculo de una solucion candidata para el pro-
blema y un paso de validacion. Los resultados son
fundamentalmente independientes de la estrategia
concreta elegida para obtener las soluciones can-
didatas.
El objetivo de utilizar estos algoritmos en este con-
texto es el de garantizar un cota maxima en de fa-
llos no detectados (MF ) denidos por F con una
la garanta probabilstica mnima de cumplimiento
1  F .
La precision F 2 (0; 1) y conanza F 2 (0; 1) re-
queridas para la solucion probabilstica juegan un
papel relevante en la determinacion del tama~no
muestral (numero de escenarios con fallo a eval-
uar) para cada paso de iteracion. Se puede pro-
poner un esquema de validacion que garantice que
para una precision F y conanza F dadas (im-
puestas en el esquema de dise~no), todas las solu-
ciones probabilsticas obtenidas mediante el algo-
ritmo SPV tienen una probabilidad de violacion
no mayor que F con probabilidad no menor que
1  F .
Cada iteracion del algoritmo es enumerada me-
diante el entero k. Llamamos mk al numero de
violaciones permitidas en el paso de validacion
de iteracion k. Asumimos que mk es dado como
funcion de k, es decir,mk = m(k) donde la funcion
m : IN ! IN es dada. Denotamos Mk el tama~no
muestral para el paso de validacion de la iteracion
k. Asumimos que Mk es dado como funcion de
k, F y F . Es decir, Mk = M(k; F ; F ) donde
M : IN  IR  IR ! IN tiene que ser apropiada-
mente dise~nada para garantizar las propiedades
probabilsticas del algoritmo. Denotamos las fun-
ciones m() y M(; ; ) como funcion de nivel y
funcion de cardinalidad respectivamente.
Estructura de un algoritmo SPV:
(i) Fijar F 2 (0; 1) y F 2 (0; 1) a los valores
deseados. Poner k = 1.
(ii) Obtener una solucion candidata ^Fk al pro-
blema de optimizacion robusta (1).
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(iii) mk = m(k) y Mk =M(k; F ; F ).
(iv) Obtener un conjunto de validacion Vk =
fv(1); : : : ; v(Mk)g extrayendo Mk i.i.d mues-
tras de validacion de WF segun la probabili-
dad PrWF .
(v) Si
MkP`
=1
g(^Fk ; v
(`))  mk, entonces ^Fk es una
solucion probabilstica.
(vi) Salir si se satisface la condicion de salida.
(vii) k = k + 1. Ir a (ii).
La Figura 4 muestra la parte del esquema de
dise~no general propuesto que corresponde al algo-
ritmo SPV donde se indica los pasos del algoritmo
que corresponden a cada bloque.
Figura 4: Esquema validacion probabilstica fallos
no detectados
Aunque la condicion de salida del algoritmo puede
ser bastante general, una estrategia razonable es
salir despues de un numero dado de soluciones
candidatas hayan sido clasicadas como soluciones
probabilsticas o si se supera un cierto tiempo
computacional desde el comienzo del algoritmo.
Despues de salir se puede elegir entre las solu-
ciones probabilsticas aquella que optimice un de-
terminado ndice de desempe~no. En la siguiente
subseccion se propone una estrategia para elegir
la cardinalidad del conjunto de validacion en la it-
eracion k de modo que, con probabilidad no menor
que 1   F todas las soluciones clasicadas como
soluciones probabilsticas por el algoritmo satisfa-
gan la precision F .
5.2 Tama~no muestral
Consideremos un algoritmo SPV con precision
F 2 (0; 1), conanza F 2 (0; 1) y funcion de
nivel m() dadas. Entonces, la funcion de cardi-
nalidad
M(k; F ; F ) =&
1
F
 
m(k) + ln
1
F(k)
+
s
2m(k) ln
1
F(k)
!'
;
donde
(k) =
1
()k
;
donde () es la funcion zeta de Riemann, y  > 1,
garantiza que, con probabilidad mayor que 1  F
todas las soluciones probabilsticas obtenidas me-
diante el algoritmo SPV tienen una probabilidad
de violacion (fallos no detectados) no mayor que
F [1]. La funcion (k) puede adoptar otras ex-
presiones, ver [1].
5.3 Falsas alarmas
Una vez dise~nado un clasicador que cumple los
criterios probabilsticos respecto a los fallos no de-
tectados, se puede utilizar el resultado obtenido en
[2] donde se proporciona la complejidad muestral
que caracteriza como una media emprica converge
en probabilidad a la verdadera probabilidad de vi-
olacion (en este caso falsas alarmas), para determi-
nar la precision N 2 (0; 1) y conanza N 2 (0; 1)
en terminos de falsas alarmas (FA).
Dados ^ 2  hallado en el proceso de dise~no del
bloque de deteccion y un conjunto de NN escena-
rios libres de fallo, se cumple
NN 
ln 1N
(
p
N  pN )2
con 0  N < N < 1 donde N es la proporcion
de falsas alarmas obtenidas al aplicar el bloque de
deteccion dise~nado a los NN escenarios libres de
fallo disponibles
N =
Numero de falsas alarmas
NN
:
entonces
PrWN fw 2 WN : E^(^;w)  N y E(^) > Ng 
N .
Por lo tanto, si nuestra estimacion de falsas alar-
mas E^(^;w) esta dada por el valor N , se garantiza
que la discrepancia entre este valor y la probabili-
dad de que el numero real de falsas alarmas E(^)
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Figura 5: Deposito virtual
sea mayor que otro valor N > N jado a priori,
esta acotada por N .
Si imponemos una N deseada, la garanta es-
tadstica N queda determinada por las inecua-
ciones anteriores. En concreto
N =
0@ ln( 1N )
NN
! 1
2
+
p
N
1A2 (7)
6 RESULTADOS
Para demostrar la ecacia de la metodologa pre-
sentada en este artculo se ha aplicado al dise~no
de un bloque de deteccion de fallos con garanta
probabilstica en el deposito virtual representado
en la Figura 5 que modeliza el comportamiento
de un colector de una red de alcantarillado tal y
como se detalla en [8].
Se han tenido en cuenta fallos en los sensores
de entrada y de salida (fu(t), fy(t)) y fallos
parametricos (fa(t), fb(t)) tal y como se indica
en la Figura 6. El comportamiento del sistema
real considerando estos fallos se puede describir
mediante el siguiente modelo en tiempo discreto
~y(j) = (~a+ fa(j   1)) ~y(j   1) +
~b+ fb(j   1)

~u(j   1) + ed(j)
donde
 ~a, ~b son los parametros reales del sistema
 ~u(j), ~y(j) son la entrada y salida reales del
sistema
 ed(j) es el error de discretizacion que depen-
dera del tiempo de muestreo
 eu(j), ey(j) son los errores aditivos introduci-
dos por los sensores
As pues, con las medidas disponibles
y(j) = ~y(j) + fy(j) + ey(j)
u(j) = ~u(j) + fu(j) + eu(j)
Figura 6: Posibles fallos en el sistema deposito
virtual
se puede utilizar el siguiente modelo para describir
el comportamiento del sistema real
y(j) = a0y(j   1) + b0u(j   1) + e(j) (8)
donde
 a0, b0 son los parametros del modelo
obtenidos con datos de entrada salida sin fallo
del sistema
 e(j) es el error del modelo que tiene en cuenta
los errores ed(j), eu(j), ey(j) y la posible dis-
crepancia entre los parametros reales (~a,~b) y
del modelo (a0,b0)
Con el n de obtener los datos del funcionamiento
normal y con fallo se ha implementado un simu-
lador en el entorno Matlab-Simulink, donde se han
introducido escenarios (con y sin fallo) basados en
situaciones reales, teniendo posibles errores entre
el modelo y sistema real. El objetivo es dise~nar
un detector de fallos que cumpla MF < 1% con
una probabilidad no menor del 1 10 6 (F = 0:01
F = 10
 6) con un retardo maximo en la deteccion
del fallo de TDmax = 5 muestras.
En primer lugar, mediante los datos obtenidos de
entrada/salida del proceso se ha estudiado cuales
son los indicadores que nos permitiran distinguir
entre las situaciones de fallo y de funcionamiento
normal. Las Figuras 7 y 8 muestran los indi-
cadores de error en la identicacion de parametros
r
(1)
j = (a(j);b(j))
T (a(j) = a^(j)   a0 y
b(j) = b^(j)   b0) tomando una ventana tempo-
ral de 50 muestras, para escenarios con fallo y sin
fallo respectivamente. Ademas, en estas gracas
tambien se muestra la region fT (r)  0 obtenida
al dise~nar un clasicador optimo. Solo con este in-
dicador se pueden detectar el 65% de los fallos con
un nivel de Falsas alarmas muy bajo (0:001%).
Una de las ventajas del uso de clasicadores es
que, con el n de mejorar la discriminacion en-
tre escenarios con y sin fallo, se pueden a~nadir
otros indicadores. En nuestro caso ademas de indi-
cador descrito anteriormente han a~nadido otros in-
dicadores como el mismo error en la estimacion de
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Figura 7: Indicador residuo de parametros en es-
cenarios sin fallo y conjunto fT (r)  0
Figura 8: Indicador residuo de parametros en es-
cenarios con fallo y conjunto fT (r)  0
parametros pero con ventanas de 15 y 100 mues-
tras, el residuo temporal (3) utilizando el modelo
dado por (6) y acumulando este residuo con ven-
tanas de 15, 50 y 100 muestras. As como valores
maximos en las medidas determinados por el ca-
lado maximo admisible en el colector.
Una vez decididos los indicadores a utilizar por el
clasicador, se ha utilizado el Algoritmo 2 para ha-
llar el clasicador que cumpla los requisitos prob-
abilsticos en MF denidos anteriormente (a pri-
ori) obteniendo  = 7:1. Al aplicar el clasicador
dise~nado al conjunto de escenarios sin fallo del sis-
tema se obtiene mediante (7), a posteriori, un nivel
de falsas alarmas FA < 4:5% con una probabili-
dad no menor del 1 10 6 (N = 0:045 N = 10 6)
7 CONCLUSIONES Y TRABAJO
FUTURO
En este trabajo se ha propuesto una metodologa
general para el dise~no de detectores de fallos
con garanta probabilstica. La gran ventaja
de la metodologa propuesta es, por un lado su
exibilidad en introducir herramientas de difer-
ente tipo en la deteccion de fallos y por otro
la garanta probabilstica certicada del detector
propuesto. El funcionamiento de esta metodologa
se ha ilustrado con su aplicacion a un ejemplo
de deposito virtual. Como trabajo futuro, sigu-
iendo la losofa del esquema propuesto, sera in-
teresante abordar el problema de dise~nar un diag-
nosticador que permita determinar, una vez que
se ha detectado un fallo, que tipo de fallo se ha
producido con una determindad garanta proba-
bilstica.
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