Abstract
Introduction
With the progress of electronic commerce and emergence of information-intensive business operations, the ability to retrieve information of specific interest effectively and efficiently is of economic importance [1] to a large number of enterprises. Much of business information is text and text mine of many firms is an unstructured collection of documents [2] . Information search in the mine is a young and fertile area of research and practice [3] . Although most of enterprise information is available on the Web, there is little to aide people in search of the information. Finding relevant information is a major problem, which is partly due to the lack of common architecture for enterprise Web sites. To assist users in IR, most business Web sites have a dedicated search engine integrated with the rest of the system and this search engine is expected to perform better than general-purpose Web search engines.
In essence, all search engines are index-based. They index Web pages and try to match a user query with index terms to determine the sources or pages of relevant information. To resolve the problem of vocabulary mismatch between queries and the index, a thesaurus or taxonomy is often used. However, the thesaurus is domain-specific and often needs the intervention of professional experts. In enterprise Web sites, data are updated frequently and hence indexing processes that require frequent human intervention are not well-suited for enterprise information search. Thus, for an effective enterprise search, we need automated indexing methods that quickly index frequently changing information and retrieval schemes that do not rely on thesaurus such as that produced by human experts.
Although natural language processing (NLP) techniques have been proposed for tagging contents of Web pages and learning techniques have been used for determining index terms, they are complex techniques and are not appropriate for enterprise systems. Nevertheless, techniques such as text mining that start with the simple text processing can be used for automated indexing without having to face the full challenge of natural language understanding by machines [4] .
In this paper, we propose a simple method of text mining to automatically index Web pages and to use the index as a thesaurus dynamically in the IR process. In the proposed method, keyterms are extracted from text based on simple syntactic rules, geographic layout of document, occurrence of terms and co-occurrence of related terms. The extracted keyterms represent the text content and are often semantically coherent to each other. They can be directly used as index terms. Unlike other methods, which prescribe the number of words in a term, the proposed method allows extracted terms to include any number of words. This will satisfy the natural use of terms in text without including surplus addition or breaking semantic integrity. Because of the semantic coherency of the terms, a sufficiently large set of terms can be used for solving the vocabulary problem by partial analysis of the terms. In this paper, we shall focus on extracting the keyterms by means of simple text mining. This paper is organized as follows. In the second section, we shall describe the background of this work. In the third section, we shall discuss the extraction of terms for indexing and other purposes. In the fourth section, we shall describe the experiment that validates the proposed method and present the evaluation results. The last section will make conclusion and discuss further work.
Background
An IR system performs matching function [2] . IR consists of two key processes: document storage and document retrieval. In the storage process, an IR system defines a collection of documents, specifies the manipulation of the documents, and represents the documents with an index. In the retrieval process, a user specifies an information requirement, which is then manipulated by the system and represented with a query in a certain format according to the retrieval strategy of the system. The query is then compared with the index to identify documents that are relevant to the query, and relevant documents are retrieved and presented to the user.
Three key issues must be considered in IR. Firstly, the choice of appropriate terms is a challenge [5] for both index creation and query generation. A term can be a single word or a multi-word phrase. Simple comparison between words occurring in a query and the index will not be adequate in all cases. It produces high recall but low precision as the concept difference of a word is ignored by the emphasis on matching chance. Phrase comparison is also problematic because of the different combinations of words that represent the same or similar meanings in a query and the index. It produces high precision but low recall as the same concepts may be missed by the narrow focus on a specific word order. Most experiments show that using phrases in IR obtains inconsistent results [6] . Another question in using phrases is how many words in a phrase. Many experiments use two-word phrases [7, 8, 9] , while some others use n-word phrases, where n is normally 1, 2, or 3.
Secondly, a fundamental problem that hinders a successful retrieval is term mismatch or vocabulary problem [10] . Frequently, terms used by users do not match those that represent the same or similar meanings in documents. A common solution to this problem is to create a thesaurus, which coordinates the usage of the query terms and index terms. However, thesauri are domain-specific and collection-dependent, and often need intervention of professional experts. Thesauri of many kinds have been constructed, often tailored to particular topic areas. Scores of professional associations and government agencies have developed and applied ANSI standard thesauri when indexing specialised content in their field [5] . However, it has not been possible to obtain reliable improvements in retrieval effectiveness by using thesauri in heterogeneous text environments.
Thirdly, without detailed knowledge of document collection and retrieval environment, users find it difficult to formulate appropriate queries. In some situations, users do not know what they really want to search for [11] . In other situations, they cannot specify precisely their information requirement [12] . However, most users can explain their requirements with reference to a specific example. Therefore, some IR systems incorporate the technique of case-based reasoning (CBR), which formulates a query by analysing examples of relevant documents. A major task of CBR is to extract terms from the examples for the generation of a query.
Concerning the above three issues, an essential problem is the determination of terms for index and/or query based on text mining, the automatic or partially automatic processing of text [2] . Most research follows a linear sequence to determine the terms. In the first step, insignificant words are filtered out. Lexical analysis indicates that the most frequent words in English are grammatical factors. Although vital to syntax, they are not significant in discriminating the document contents. Such common words are referred to as stop words. Stop words tend to diminish the impact of frequency difference among less common words, and result in unproductive processing if left in the text.
In the second step, terms are determined by linguistic analysis of text. The basic procedure of the analysis includes recognising certain types of term (words or phrases), normalising the terms to get a canonical form, and finding the relationship among the terms. Most systems are restricted to noun phrases. The assumption behind the restriction is that an occurrence of the noun phrase in a document usually provides much more evidence than other phrases for the concept of the text [13] . A tool such as the part-of-speech tagger can facilitate the recognition of different types of sentence constituents.
The third step is the statistical approach involving various counting techniques. Distinct terms have varying relevance when used to describe text contents [14] . This effect is captured through the assignment of numerical weights to each term by the observation of the value of a random variable (for example, term occurrence frequency) [15] . This weight quantifies the importance of the term for describing the semantic contents of the text.
In the above process, complex methods of NLP and statistical analysis were used with limited success [16] . Automated NLP may not suitable in IR because of the linguistic variations. Statistics of phrases may be wrong as a phrase is statistically correlated with its components and phrases have a very different distribution over documents from that of words [6] . The cost of complex methods does not correspond with a guarantee of improving results [17] .
In this paper, we propose a method to extract important terms from text based on very simple syntactic rules, geometric layout of documents, frequency counting and relationships between related terms. Together with a method of measuring space in retrieval process [18] , this term extraction method performs well with respect to effective document retrieval [19] .
Extraction of keyterms
Extraction of keyterms from a document by text mining consists of two subprocesses: text segmentation by identifying stop terms and ranking (ordering) the terms in descending order with respect to their significance in describing the content of a document or a Web page.
Stop term
It is common to define a stop word list for the removal of semantically insignificant words before text analysis. Articles, prepositions and conjunctions are natural candidates. Other words are also included in the list, if they tend to appear in too many documents or are too common in the user's information requirements. In practice, stop word lists vary in size from around 15 to over 500 words, with most containing around 250 to 300 words.
We defined a stop term list [20] , which includes common words, phrases and characters. The following are the principles for the construction of the stop term list.
An article is an explicit indication of a noun word or phrase, which provides much more evidence than other phrases for the concept of the text [13] . An article delimits noun word or phrase and therefore is a stop term.
Like an article, a preposition is another indication of a noun or noun equivalent. Propositions are stop terms.
A conjunction joins together sentences, clauses, phrases, or words. It does not play a semantic role in text. Conjunctions are stop terms. A pronoun functions as a substitute for a noun or noun phrase previously specified, or understood from the context. However, it is treated as a stop word for three reasons: the substantive it substitutes for accompanies it near by; it is complex to determine the associated substantive automatically; and the disadvantage caused by determination error may surpass the benefit of the determination. Pronouns are taken as stop terms. Some adjectives and adverbs, such as 'some', 'many', 'very' and so on, are too common and ambiguous to represent document topics. These adjectives and adverbs are treated as stop terms. The similar situation occurs to some verbs such as all forms of the verb 'be'. Our stop term list includes some common and ambiguous verbs. An auxiliary verb, such as 'may' 'can', or 'will', accompanies the main verb in a clause and helps make distinctions in mood, voice, aspect, and tense, but not in contents. Therefore they are stop terms.
Interjections are a type of stop terms. But we do not include them in our stop term list as they don't often occur in business documents. Some words can be syntactically common when they are used in idioms, although they bear some meanings in other situations. Examples are 'terms' in 'in terms of' and 'well' in 'as well as'. We include some idioms of this type in the stop term list. Punctuations are used in determining stop terms. Some terms with punctuations before or after them can be known insignificant. Examples are 'first,', 'in particular,' and so on. The last category of stop terms is those expressions that provide meta-information. For example, business documents may contain ' Figure 1 ', ' Table 1 ' and so on. These expressions do not contribute to the description of document topics. Other words in text that do not belong to stop terms are referred to as significant words. The stop term list expands traditional stop word list to a great extent. The current list includes 890 items, although it is not complete according to the above principles.
We studied the relationship between the number of significant words and the total number of words. Analysing the same samples used in the experiment in Section 4 of this paper, we found that there was a very strong linear relationship between the number of significant words and the total number of words as shown in Figure 1 . 
where SigWd is the number of significant words and TtlWd is the total number of words. The analysis also shows that the correlation coefficient R = 0.99, which indicates a very good linear relationship between the number of significant words and the total number of words. When this equation was used to estimate the number of significant words for the sample documents, the average relative error was merely 5.20%. This result indicates that stop terms in the current list [20] account for about 50% of the total text. In other words, the amount of text processing can be reduced by 50% after the removal of the stop terms.
Text segmentation
Text segmentation will filter out certain words that seem irrelevant to the topics and sustain text segments that seem significant in representing the topics. For the text segmentation, the effort needed to implement and run complex linguistic methods in general is not worth the gain [21] . People do not always agree on where segment boundaries can be assigned [22] . According to our definition of the significant terms and stop terms, we assume that English text consists of significant terms that describe semantic topics of the text and stop terms that couple the significant terms. This assumption indicates a simple method of text segmentation.
The stop term list plays double roles in the text segmentation. Firstly, by referring to the list, we can remove stop terms to eliminate noises so that significant text can reduce to about 50% of its original size, according to our analysis in Section 3.1. Secondly, the stop terms can serve as delimiters of significant segments. Therefore we determine a significant segment by identifying its delimiters: stop terms and punctuations. The advantages of this method are twofold. Firstly, it is simple to locate the stop terms and punctuations, therefore, complex linguistic analysis is avoided. Secondly, the segment thus obtained retains a more complete and precise sense than words and phrases with a fixed number of words.
Ordering terms
We segment text for extracting keyterms to represent text topic. With our stop term list, we have obtained significant segments, which are the candidates of keyterms. Our task reduces to answer the question: how can we pick the most significant terms to describe the topic of a text, given that we know what the terms are, where they are and how frequently they occur in the text?
We followed the retrieval schemes proposed by [23] to rely on the geometric layout of documents. We assume that a document is presented at three levels of abstraction: the title, the abstract (or similar, for example the meta information in an HTML file) and the paragraphs that follow. Our method for keyterm extraction is based on occurrence frequencies of the significant terms, so we stress the role of a term at a higher level by assigning a higher weight to the frequency of the term. The weights are 5 for titles, 4 for abstracts and 1 for the paragraphs that follow. For example, the adjusted frequency of a term is 8 if it occurs twice in an abstract. Authors may create a new word by combining two words with a hyphen. A word with a hyphen is often significant to a topic discussed in the document, so we weight such a term with 1.5 to stress its significance.
One problem in this method is which term should be selected as a potential keyword among a phrase and its sub-phrase, for example, 'resource discovery discussed' and 'resource discovery'. As noun terms cannot be easily modified and repetition is notable for longer terms [22] , we can reasonably predict that 'resource discovery' will occur more frequently than 'resource discovery discussed' in this example. It would be more appropriate to take 'resource discovery' as a single term. The phrase and sub-phrase should be counted as the same one. We select the most frequent one as their representative and the sum of their frequencies is taken as the frequency of the representative. In most cases, we can recognise the modifier of a term and determine the term appropriately in this way.
We also consider the number of words in a phrase in the selection of keywords. Multiple-word phrases are more significant than single words, as a phrase often expresses a more definite meaning than a word. For example, 'information retrieval' is more definite in meaning than either 'information' or 'retrieval'. However, multiple-word phrases tend to cause matching difficulty in the retrieval process. In the English language, the chance that an n-word noun phrase (keyterms are normally nouns or noun phrases) is used becomes less with the increase of n when n > 3. Research also shows that 2-word phrases are the most useful type [7] and 5-word phrases do not provide additional benefit for IR [9] .
We use the following formula to quantify the impact of n on term significance.
The graph of the formula is shown in Figure 2 . The i(1) = 0.25 is approximately 20% of i(2) 1.25, which indicates that a phrase is much more significant in describing document contents than a single word. The i(3) 1.31, which is about 0.06 greater than i (2) . With the increase of the n, the i(n) decreases gradually when n > 3. The rank index of a term is determined by the number of words in the term and its adjusted frequency f:
For any two terms that obtain the same rank score (both n and f are the same), the one that occurs earlier in the original document stands before the later one in the rank list. The top m terms are selected as keyterms to describe the text contents.
In the keyterm selection scheme we considered the integrity tendency of noun terms, term position in the text, occurrence frequency of the term and the number of words in the term. With these considerations, we attempt to trim unnecessary modifiers from a term, judge the possibility that a term is significant in describing a document topic by its position and occurrence frequency, and select longer terms (by the number of words), which is more complete and definite in semantic meaning, as keyterms when other conditions are the same.
Experimental evaluation
To evaluate the proposed method of keyterm extraction, we downloaded sixty-six documents from the Web as a test sample. Each document included a set of keywords assigned by the author of the document. It was assumed that these keywords described the main topics of the document, and therefore they can be used for comparison with the extracted keyterms. The objective of the experiment was to test whether the method proposed in this research could extract as many of the keywords assigned by the author or semantically similar terms in the document. In the experiment, the keyword lists were removed from the sample documents, but kept as they were for the comparison with the experiment results.
Using the method discussed in Section 3, we obtained a ranked list of terms for each of the sixty-six documents. The number of unique terms in a list was from 338 to 1875 with an average of 1056. We selected 20 top-ranked terms in each list and used them as the extracted terms that describe the topics of the document.
The extracted terms accounted for from 6% to 1% of the total number of unique terms in a document with an average of 2%. For each document, we compared these 20 extracted terms with keywords assigned by the author of the document. The comparison results were categorised into four types:
1. Equal -a keyword indicated by the author is one of the extracted terms. 2. Component -a keyword is included in one or more of the extracted terms. For example, in Table 2 , 'spatial' is included in 'erin spatial interface'. 3. Overlap -a part of a keyword is included in one or more of the extracted terms. For example, in Table 2 , 'geographic information systems' overlaps included in 'query geographic information'. 4. Disjunction -no part of a keyword is included in any of the extracted terms. The four types of the comparison result are illustrated in Figure 3 in next page. Table 1 is a summary of the comparison. It shows that the extracted terms, which account for about 2% of the total terms, relate to 82% contents of the keywords. 57% of the keywords are included in the extracted terms. These results are comparable with those of Kea, a keyphrase extraction system that uses a naïve Bayes learning method to induce a probabilistic model from the training corpus [24] . In a similar experiment, Kea averagely included about 1.30 to 1.55 "correct" keyphrases in 20 extracted keyphrases, depending on the four feature sets [25] . The method of this study averagely includes about 1.45 exact keywords assigned by authors in 20 extracted keyterms. Turney [25] compared Kea with GenEx, a keyphrase extraction system that consists of a set of parameterized heuristic rules tuned to training corpus by a genetic algorithm. Kea and GenEx achieve roughly the same level of performance. He also compared GenEx with C4.5 decision tree induction algorithm [26] and found that GenEx performs better than C4.5. The comparisons indicate that the simple method in this research study performs comparably well as or better than complex methods.
The result in Table 1 was obtained based on a simple morphologic comparison between extracted terms and keyword terms. Semantic analysis leads to a more optimal conclusion. We shall take an experiment case as an example to demonstrate semantic relationships of the terms. In this case, the disjunction occurs more than in other cases. In Table 2 , extracted terms are listed in the order of their rank numbers. The keywords are related to the extracted terms by means of the rank numbers of the extracted terms. Extracted terms and keywords in bold belong to the disjunction category in the simple
Equal Component
Overlap Disjunction morphologic comparison. However, the keywords of this type relate semantically to one or more extracted terms that are relatively top-ranked. Therefore the extraction is effective. It is a subjective question whether the extracted terms in the disjunction category can join terms of other types to describe document contents more completely or simply bring noise, so we do not discuss these terms. For example, in Table 2 , 'world wide web' and 'query geographic information' may imply 'query geographic information on the web'.
Conclusion and future work
Enterprise information is subject to frequent changes, and enterprise search calls for quick, simple and automatic indexing. The proposed method to extract keyterms from text meets this requirement of enterprise search. It automatically extracts important terms by simple text mining and avoids complex and lengthy linguistic and statistic process. It performs comparably to or better than other methods which are complex and need human intervention. As the extracted term list is ordered by weighting the terms, these terms with corresponding weights can be directly used for indexing purpose.
The proposed method for keyterm extraction can be used not only in automatic indexing, but also in query formulation, query expansion and generation of keyword summary of a document. As keyterms in one document are coherent to some extent, and documents in a Web site are also coherent to some extent, analysis of the association among keyterms of different documents will provide a means to solve the vocabulary problem. Further research work is needed for the application of the method in these aspects of IR.
