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Before we state our theorems, we recall some standard terminology to be used in the sequel. Let K be either the field of real numbers R or the field of complex numbers C, and let V be a vector space over K. An inner product on V is a function which assigns to each ordered pair of vectors x,y in V a scalar (x,y) in K in such a way that (a) (x + y,z) = (x,z) + (y,z); (b) (cx,y) = c(x,y); (c) (y,x) = (x,y), the bar denoting complex conjugation; (d) (x,x)> 0 if x 4 0; for all x,y,z e V, c e K.
Instead of saying that V is a vector space over R we also say that V is a real vector space, and similarly for complex vector space. Clearly, 5f K = R, then condition (c) means that (x,y) is symmetric, i.e. (x,y) = (y,x) for all x,y£ V.
If V is a vector space over K and there is no topology on V making V into a topological vector space, then we cannot speak about continuous K-valued functions on V. However, we can define the notion of hemicontinuity for such functions, i.e. continuity with respect to multiplication by scalars only. We shall need only a special case of this notion, namely real-hemicontinuity at zero, as defined in the following definition. Definition 1. Let V be a real or complex vector space. We say that a real or complex valued function f on V is real-hemicontinuous at zero, if for every xeV and every sequence of real numbers tending to 0, lim = 0, we have lim fUnx) = f(0).
Note that on a topological vector space, every continuous function is real-hemicontinuous at zero. Now we can state our main theorem. Theorem 1. Let V be a vector space over R, and f : V-a real-valued function defined on V, real-hemicontinuous at zero, with the following properties:
f(x + y) + f(x -y) = 2f(x) + 2f(y) for all x,y e V; (ii) f (x) > 0 if xjiO.
Then (x,y) = ^ (f(x + y) -f(x) -f(y)) is an inner product on V. We then have f(x) = (x,x) for all xeV, and consequently f(x) is continuous with respect to the topology defined on V by the norm Proof. First observe that putting in (i) x = y = 0 we obtain f(0) = 0. Let (2) h
for all £ V. It is obvious that h is symmetric. We shall show that h is additive with respect to x, and consequently with respect to y as well (this part of the proof follows closely the method used in Jordan and von Neumann's proof, but we include it for completeness). From (i) we obtain
Taking into account that putting in (i) x = -y we obtain f.(-y) = f(y) for all y eV, we infer from above that h(x,y) = = -h(x,-y) = -h(-x,y). Prom (i) we also obtain f(x + y) -f(x -y) = 2(-f(x -y) + f(x) + f(y)) = = -2(f (x + (-y)) -f(x) -f (-y)) = -4h(x,-y)-= 4h(x,y), so we have (3) f(x + y) -f(x -y) = 4h(x,y) for all x,y eV.
Substituting x + z and x -z for x in (i) we obtain
Subtracting side by side and using (3) we obtain (4) h(x + y,z) + h(x -y,z) = 2h(x,z).
Letting y = i in (4) gives h(2x,z) = 2h(x,z). Replacing x + y by x' and x -y by y' in (4) gives h(x',z) + hiy'.z) = h(2x,z) = h(x' + y',z).
Hence h is additive with respect to x, and also to y. So we have (5) h(x + y,z) = h(x,z) + h(y,z) for all x,y,z e V.
We have shown that h(2x,z) = 2h(x,z). By induction from (5) we infer that h(mx,z) = mh(x f z) for every non-negative integer m. We also have h(-mx,z) = -mh(x,z). Putting mx = y we obtain h(g y,z) = g h(y,z) for m 4 0. Hence h(Ax,y) = = Ah(x,y) for any rational A.
Putting x = y in (i) we obtain f(2x) = 4f(x). By a similar o argument as above we infer that f(Ax) = A f(x) for any ratio- (For x = 0, (6) also holds).
Incidentally we have shown that condition (i) implies an abstract form of the Cauchy-Schwarz inequality.
Thus for any rational % and any real a we have |h(<xx,y) -ah(x,y)U |h((ot-A)x,y)| + |a-A||h(x,y)| <
Since f(x) is real-hemicontinuous at zero, the above expression approaches 0 as % tends to a through rational X . Henoe h(otx,y) ~ah(x,y) = 0 and h(x,y) is real homogeneous.
Defining (x,y) = h(x,y) we see that all the axioms of an inner product are satisfied and the theorem has been proved.
Let us say that the norm ||»|| on a real vector space V is real unitary if there is a real inner product (.,.) on V such p that || xf = (x,x) for all x e V. We have the following corollary. for all x,y eV.
.Che above results can be generalized to the complex case. Namely, we have the following theorem. Theorem 2. Let V be a vector space over C and f : V -• R a real-valued function on V, real-hemicontinuous at zero, with the following properties:
is an inner product on V. We have f(x) = (x,x) for all x e V, and consequently ||x|| = \f(x) is a norm on V.
Proof.
If we admit multiplication of vectors in V by real numbers only, V becomes a vector space over R and we can apply Theorem 1. Hence (2) defines a real inner product on V and we have f(x) = h(x,x) for all x e V. Consequently, o f (ax) = h(ax,ax) = a f(x) for all real numbers a. How, if c is any complex number, we can represent c in the form c = |c|w, where = 1. Hence by (iii) we have
since |c| = a is a real number. We can now apply S. Kurepa's theorem (see [3] ) to infer that (x,y) defined in the thesis of the theorem is a hermitean form, which is also positive definite, hence an inner product over C. We could also proceed directly by defining 
