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Abstract 
Boundary integral equations which employ integrals which exist only if defined in the Cauchy principal value 
sense or as the Hadamard finite part are currently used with success to solve many two- and three-dimensional 
problems of applied mechanics. We will recall definitions and main properties of these integrals, examine some 
numerical approaches for their evaluation and present several new results. 
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1. Introduction 
In this paper we are interested in the numerical evaluation or discretization of integrals of 
functions with strong singularities. Such integrals exist only if defined in a proper sense. 
The concept of one-dimensional Cauchy principal value integral is well known and often 
used in applications. Several boundary problems are formulated as singular integral equations 
involving such integrals. The numerical analysis of the methods proposed for their direct 
computation and for the solution of associated integral equations is well developed and will not 
be considered here. We will confine our discussion to the less known two-dimensional Cauchy 
principal value integrals, and to one- and two-dimensional integrals with stronger singularities, 
usually called finite-part integrals. 
Although finite-part integrals can be defined for a wider class of functions, see, for example, 
[9,29,43], in this paper we will consider only a subclass which is of interest in boundary integral 
equation applications. For instance, in the one-dimensional case we have to deal mainly with 
integrals of the form 
fb~(x; t)g(t) dt, a <x Gb, 
n (1.1) 
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where the kernel K(x; t) has only a pole of order p + 1 at t =x, i.e., it can be expanded in the 
form 
f fk(t) +h(x* t) 
k=O (t-x)k+l ’ ’ (1.2) 
with f,(t) and h(x; t) smooth. We also assume g(t) either smooth or of the form g(t) = 
w(t)g,(t), where w(t) is a weight function containing integrable endpoint singularities and gI( t) 
is smooth. For the numerical evaluation of (1.1) it will then be sufficient to construct a 
quadrature rule for the term in (1.2) which contains the strongest singularity (k =p), since the 
same rule will integrate with comparable accuracy also the remaining terms. 
The importance of these integrals springs from the increasing number of their successful 
applications to solve many two- and three-dimensional problems in applied mechanics and in 
aerodynamics; see, for instance, [1,11,13,26,30,35,36]. 
We will recall definitions and basic properties of such integrals, review some numerical rules 
that have been proposed for their evaluation, including convergence results, and present some 
new formulas and estimates. 
2. One-dimensional finite-part integrals 
2.1. Basic definitions and properties 
The concept of finite-part integral seems to have been first introduced and examined by 
Hadamard [14] in 1923. However, in spite of its relatively early appearance, the use of it in 
applications came much later. Although in 1951 Mangler [36] used it in problems of aerody- 
namics of wings (see also [l]), it is only in these last years that several boundary value problems 
are expressed as integral equations containing integrals of this form. 
To introduce the concept of finite-part integral, let us consider first the integrals 
b dt 
f- 
b dt 
x t-x’ f- a t-x’ 
a<x<b, 
and define them as the finite components of the corresponding divergent integrals, as follows. 
Definition 2.1. 
f 
b dt 
- + lim 
x t-x E-0 
-+log E =log(b-x), 1 
# 
b dt 
- = 
a t-x # 
x dt b dt b-x 
-+ 
a t--X # 
- = log- 
x t-x x-a’ 
(2-l) 
(2.2) 
Analogously we define the following. 
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Definition 2.2. For any real p > 0, 
1 
PEP 1 1 -- =- p(b -x)p ; 
furthermore, if p is an integer and a <X < b, 
1 
-- I 
1 1 
P (b-x)P - (u-x)’ * I 
11 
(2.3) 
(2.4) 
Notice that in all cases above we have 
d b 
-f 
dt dt 
dx a (t -.x)” 
=pfb 
a (t -X)p+l ’ 
In a more general situation, given a Riemann-integrable function f(t) of class C’, r = [pl, in 
a neighbourhood of the singularity X, a G x < b (p integer if a <X < b), with f(‘)(t) Holder 
continuous when p is an integer, we consider the expression 
/ 
f(t) - Cr,_of(kvX)(t -4k/k! 
I, (t -xy+’ 
dt+ioF/ dt 
z, (t -x)p+l-k ’ 
where 1, = (a + E, b) if x = a, I, = (a, x -E) U (x + E, b) if a <x <b, and Z, = (a, b -E) if 
x = b. By examining the behaviour of this expression as E + 0, we discard the divergent terms, 
and, recalling the previous definitions of finite-part integrals, we define the following. 
Definition 2.3. 
f 
b f@> 
a (t-x)p+ldt= 
bf(t) - Cr,=of(k'(x)(t -X)k/k! dt 
(t -x)p+l 
+ i f’k’(x) b dt 
k=O k! f a (t _x)p+l-k * (2.5) 
Remark 2.4. In the last sum present in (2.51, when p is an integer, we have the term 
fcP’(x) b dt 
~ - 
P! f a t-x’ 
When a <x < b, we may interpret the integral in the Cauchy principal value sense. However, as 
already pointed out in [21], we could also generalize its definition as follows: 
X-&1(E) b-x 
+ = log- 
44 
+ lim log- 
x-a E--*0 44 * 
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If we assume 
. &I(4 c 
Jlz,,(,,=“’ 
then we have 
f 
b dt b dt 
- = 
a t-x f 
- +c, 
a t-x 
where f denotes the standard Cauchy principal value integral. This definition leads to a 
corresponding generalization for the definition of (2.5) when a <x < b and I, = (a, x - cl(e)) 
u (x + E*(E), b). 
From the previous definitions it follows immediately that 
f 
baf@) +Pg(t) dt =(y 
f 
b f@) 
a (t-X)p+l 
dt+Bf 
b g@) 
a (t -X)‘+l a (t _x)p+l (It* 
Property 2.5. When x = a and p is not an integer, or a <x < b (p integer), we have 
moreover, if p is an integer and a < x < b, 
f 
b f@) 1 dP b f(t) - - 
~ (t _x)J’+l dt = p? dXP f dt* (( t-x (2.7) 
Definition 2.3 guarantees also that the integration-by-parts rule still remains valid when 
a<x<b: 
f 
b f(t) 
a (t-x)P+ldt= 
f(a) 1 1 b f’(t) (LZ-x)” + p a (t-XJpdt’ f (2.8) 
The use of this formula may be of interest. For instance, if we consider the well-known 
Prandtl’s integral-differential equation 
c(x)r(x) + dfllEdt = (Y(X), -l<x<l, 
_ 
since r( + 1) = 0 we can rewrite this equation in the form 
c(x)r(x) + d#-;, (:‘$ dt = LX(X). 
’ When x = a and p is an integer, on the right-hand side we have to add the term - fcP)(x)/p!. 
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From the definition of finite-part integral it also follows that the standard linear change-of- 
variable rule is always permitted if p is not an integer. When p is an integer, the rule is valid 
only if a <X < b, while when x coincides with one of the endpoints, let us say x = a, this is not 
allowed. For example, we have 
f 
b f@) 
a (t _ ayfl dt = 
g(u) 
(u + l)p+’ 
du + fCPYa) 
Tlog{f(b -a)}, 
where t = i(b - a>u + :(b + a) and g(u) = f(+(b - a>u + i(b + a>>. 
Finally we have the following property. 
Property 2.6. For c 2 0 (p 2 1) we have 
f 
x+h f(t) dt = O(hep+‘), ifc = 1 andp is even, 
x-ch (t -X)p+l i O(h-*), 
otherwise. 
Hence the above integral, which is well defined for h fixed, tends to infinity as h + 0 
(obviously, except for the case f ck)(x> = 0, k = 0,. . . , p). 
2.2. Quadrature formulas 
A few quadrature rules have been proposed for the numerical evaluation of finite-part 
integrals of the form 
Although integral equations with finite-part integrals have been solved by engineers at least 
since the fifties (see [1,36]), the first numerical approach for their evaluation seems to be due to 
Ninham [43] in 1966. Following the theory presented by Lighthill [29], which includes finite-part 
integrals within the framework of generalized functions, Ninham shows how to interpret 
divergent integrals in terms of a sum of function evaluations over an arbitrary partition of the 
interval of integration. In particular, he explicitly derives asymptotic expansions for the 
remainder terms associated with composite quadratures such as the midpoint trapezoidal rule. 
Very recently, Ninham’s approach has been examined and extended by Lyness [33,34]. He 
considers the m-copy version QCm’g of a basic quadrature rule Qg for the integral j,bg(t) dt. 
The rule Q(“‘g is obtained by subdividing the interval (a, b) into m equal parts and applying 
the properly scaled version of Qg to each part. Assuming p noninteger and, for simplicity, f(t) 
analytic in [a, b], in [33] he applies Q’“)g to the finite-part integral above with x = a, and 
derives for the remainder term an asymptotic expansion of the type 
Q@‘f -If - c & + c +, 
;=o s=l m 
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where the coefficients Aj_P, B, are independent of m. A corresponding result for the case p 
integer is derived in [34]. These expansions can then be used to determine If by standard 
extrapolation. 
In 1969, Ossicini [44] defined very general quadrature rules for finite-part integrals. He 
considers expression (2.5) with x = b and approximates the regular integral by very general 
quadrature sums of interpolator-y type with respect to the function f(t). Incidentally his 
formulas contain, as particular cases, all rules we will present in this section. However, Ossicini 
in his paper only assumes the nodes {tJ distinct in (a, b), and does not consider the question of 
deriving efficient expressions for the computation of the coefficients of his rules, when the 
nodes are very particular; for example, the zeros of orthogonal polynomials. He also presents a 
very general representation for the remainder terms of his formulas, but does not obtain 
convergence estimates. 
In 1981, Paget [46], starting from the Gaussian formula 
b 
f 0 
f(t) 
wt- 
t-x 
dt = 2 h+) -‘(‘) + q,(x)f(x) 
I 9 a<x<b, XZti, 
a i=l ti -x 
where 
40(x) = f, 
bW@) 
t_xdt 
and Iti}, {hi} denote nodes and weights of the ordinary Gaussian rule associated with the weight 
function w(t), and using relation (2.6), derives a formula for the corresponding finite-part 
integral: 
+ ihjf”(tj) + qb(tj)f(tj) + qo(tj)f’(tj)> X=tj* 
He also gives a contour integral representation for the remainder term when f is analytic. 
Ioakimidis and Theocaris [23] in 1979 and Ioakimidis [21] in 1985 consider the Gaussian 
formula for the case of (2.5) with a weight function w(t), 2 assuming p integer. By applying the 
ordinary Gaussian rule to the corresponding ordinary integral, they obtain 
b 
f (1 
f(t) 
a w t (t-x)p+i 
*Definition 2.3 can be easily generalized to include a weight function w(t). In such a case, however, the 
knowledge of the finite-part integral of w(t)/(t - x)~+‘-~ is required. 
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where 
w(t) 
ck= ab(t_x)p+l-kdt* # 
When x = tj, a similar formula, involving also f (p”)(x), can be easily written down. In [21] 
Ioakimidis shows that when fCq) E H,[a, b], 4 ap + 1, and w(t) is Holder continuous on every 
closed subinterval of (a, b), one has R,(f; x) = O(n-q-P+P+l) uniformly in [a, b], see also [5]. 
Quadrature (2.9) can also be obtained by replacing f(t) in the integral by the generalized 
Lagrange polynomial of degree n +p which interpolates f(t) at the node x, of multiplicity p, 
and at {tJ. This formula is very appealing since its coefficients have a very simple form. We 
must, however, remark that as for the case p = 0 (see [37]), severe numerical cancellation is 
produced when x is close to one of the nodes ti. 
Formula (2.9) can also be rewritten as follows: 
b 
f 0 
f(t) 
w t (t_X)p+l dt = i u,(x)f'"'(x) + 5 wG(x)f(tJ +R,G(f; x), x#ti, (2.10) a k=O i=l 
where 
f” w(t) 
a (t -X)p+l-k 
and 
hi w?(x)= (ti_X)p+l’ i=l,..., fl. 
Furthermore, it is valid also when we assume x = a or x = b. 
Remark 2.7. If in (2.5) we use the Gauss-Radau or the Gauss-Lobatto rule, then we obtain 
corresponding formulas for our finite-part integral. 
To avoid a situation in which a node ti is too close to the singular point x, we can always 
break up (a, b) into (a, x> and (x, b), and apply the corresponding quadratures of type (2.10) 
to each of the two subintervals. Of course the resulting formula, which has 2n +p + 1 nodes 
(counting the multiplicity of x), is not any longer Gaussian. It is however interpolator-y, i.e., it 
has degree of precision 2n +p. For such a quadrature, whose nodes depend upon the value of 
x, we are able to derive a bound for the sum of the absolute values of its coefficients. 
To this end it is sufficient to consider only one of the two subintervals, let us say (x, b), 
hence (2.10) with x = a. By generalizing the proof of [39, Lemma 21, we can easily prove the 
following theorem. 
Theorem 2.8. When w(t) = (b - t)“(t - u)P, with - 1 < p < 0, and x = a, we have 
(2.11) 
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This bound implies that 
If p=07 
if p 2 1. 
(2.11’) 
To prove the next theorem, we need to use the following lemma. 
Lemma 2.9 (see [50]). Let g E Cq[a, b], q > 1. For every integer m > 2q + 1 there exists a 
polynomial q,( t> of degree m such that for all t E [a, b], 
I gCk’(t) -&+)I GC( G(b-w-a) 
m 
I 
q-ko(g’y’; m-l) 
> 
kc0 
,-*-, 4, (2.12) 
where c is a constant independent of m and t, and o(g”‘; - ) denotes the modulus of continuity of 
gcq) in [a, bl. 
Theorem 2.10. When w(t) = (b - t)*(t -a) P, - 1 <p G 0, x = a and f E Cq[a, bl, q >p + 1, the 
remainder term in (2.10) satisfies 
Ry(f; a) = 
i 
W -2(q-P)+y)w( f (q); n-l), if p + 1 <q < 2p, 
O(n-q)w( f (q); n-l), ifq>2p+l, 
where y = max{l, -2/3}. 
Proof. For the polynomial q,Jt) of degree n defined in Lemma 2.9 we have 
f’k’(x)=q;k)(x), k=O,l,..., p; 
thus 
f(t) -qnCt) 
R,G(f -4,; x, =jbw(‘) (t _X)p+l dt - icI (t._2)~+I [f(ti) -qn(ti)la 
x I 
(2.13) 
(2.14) 
Consider now the last sum. From the same Lemma 2.9 we derive for it the bound 
; ig ( _ ;;+I-q,24f(qJ; n-7; 
t, x 
hence, recalling Theorem 2.8, 
n-q0(l)w(f(4); n-l), if q&2p+l, 
neqO(log n)o( fcq); n-l), if q=2p, 
nPqO ( n-q-2p+2p)o( fcq); n-l), if p + 1 G q < 2~. 
To estimate the behaviour of the integral in (2.14), we proceed 
applying (2.12) with k = 0 we obtain the bound O(nPq)o( f (q); 
(2.15) 
as follows. When q 2 2p + 1, by 
n-‘).Whenp+l<q<2p,we 
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write 
f(t) -q&) = (t-x)“[f’“‘(&) -4%A 
with k = 2p + 1 -4, and apply (2.12): we obtain 0(n-2qi-2p+11~(f(q); K’). 0 
Remark 2.11. The convergence result (2.13) is sharper than both the one derived in [21] where 
the author has assumed a <x < b, and the one we could easily obtain by following the same 
argument. Bound (2.13) also holds, uniformly in (a, b), for the compound formula we obtain by 
subdividing (a, b) into (a, xl, (x, b) and applying (2.10) to each of the two subintervals. 
When a <X < b, to guarantee a priori that the nodes of the quadrature formula are never 
too close to the pole t =x, in [7] Criscuolo and Mastroianni proposed to modify (2.101 (and also 
the representation of its coefficients u,(x)) by deleting the node closest to X. The degree of 
exactness of the resulting formula is only zero; nevertheless, for this new rule with w(t) = (b - 
t)“(t - a)P the authors derive, under very mild assumptions on f(t), a uniform convergence 
result. In the case of functions f(t) smooth, however, the speed of convergence is only 
O(n-’ log n). 
Very recently, Stolle and Strauss [54] constructed rules by approximating the first integral on 
the right-hand side of (2.5) by composite quadratures of low degree, and they derived some 
error estimates. 
If our goal is the approximation of the integral 
dt, p 2 1 integer, a ,<x <b, 
without using rules which require the evaluation of the derivatives of f(t) or whose nodes 
depend upon X, we may then consider formulas of interpolator-y type constructed by replacing 
f(t) by its Lagrange interpolation polynomial based on a set of IZ distinct nodes {ti}. This idea 
has been already proposed and examined for the evaluation of Cauchy principal value integrals, 
i.e., p = 0 (see [37]). In this case we have 
b 
f ) 
f(t) et(t _x)a+l dt = kw;(x)f(ti) +R;(f; xc>, a<x<b. a i=l (2.16) 
Formulas of this type have been examined in [6,27,28,38,45]. In particular, Kutt has considered 
the case x = a and he explicitly constructed corresponding quadratures with equidistant nodes 
ti = a + i(b - a)/n, i = 1,. . . , n, for a few values of p and ~1. He has also considered the 
possibility of choosing the nodes so that the resulting rule is Gaussian, i.e., integrates exactly all 
f(t) which are polynomials of degree < 2n - 1. Unfortunately these latter rules in general have 
complex nodes and coefficients; indeed their nodes should coincide with the zeros of the 
&h-degree polynomial orthogonal with respect to the weight function l/(t - a)p+l. In the case 
p = 1, such p o ynomials were examined recently in [57]. 1 
When in (2.16) we assume a <x <b, w(t) = (b - t)“(t - alp and the nodes {ti} coincide with 
the zeros of the Jacobi polynomial P,(t) = P,, (@)(t) of degree II associated with w(t), the 
following two results were proved in [6,38]. 
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Theorem 2.12. Let w(t) = (b - t)“(t - aIP and let { tJ coincide with the zeros of the polynomial 
P,(t) of degree n, orthogonal in (a, b) with respect to w(t). Then 
n 
C I w!(x) I = O(nP log n) (2.17) 
i=l 
holds uniformly in any closed subinterval of (a, b). 
Notice that (2.17) is sharper than the corresponding (2.11’). 
Theorem 2.13. Under the hypotheses of Theorem 2.12, when f E Cq[a, bl, f (‘) E HAa, b), q >/p, 
the remainder in (2.16) satisfies 
Ri(f; x) = O(n-q-~+p log n), (2.18) 
uniformly in any closed subinterval of (a, b). 
In [38] the following representation has been given for the evaluation of w!(x): 
n-1 
W!(x)=hi C d;‘p,(ti)&[Qi(x)], a<x<b, 
j=O 
(2.19) 
where P,(t) = P;“‘@‘(t), d, = /,bw(t)Pj2(t> dt and Q,(x) = fiw(t)Pj(t)/(t -x) dt. 
From the computational point of view it is preferable to introduce the change of variable t 
= i(b - a)u + i(b + a) and to write 
where the quantities {hi}, {zj}, {Fj}, {Qj} now refer to the interval ( - 1, l), and x = i(b - a)u, + 
i(b + a). 
To compute (dP/dUP)Qj(U) = Qjp)( ) u we may proceed as follows. First we recall that (see 
[551) 
(2.20) 
where 
(2j+Cx++-l)(2j+(Y+P) 
aj = 
2j(j+cr+p) ’ 
b,= (a*-p*)(2j+a+P-1) 
I 2j(2j+Ly+p_2)(j+(Y+P) 
c.= (’ 
J + a - l)(j + p - 1)(2j + (Y + P) 
J j(j+a+p)(2j+Cr+P-2) * 
From this recurrence relation we derive 
Q;‘)(U) = (aju + bj)@?I(u) - cj@!,(u) + aj(2/_I(u), j = 1, 2,. . . . (2.21) 
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Once we know oj(u) and @l)(u), using the differential equation (see [55, p.611) 
(l-u2)y”+[a-_+((a+p-2)u]y’+(j+l)(j+(~+P)y=O, 
which is satisfied by y = ei(~), we can obtain ajk)(~), k = 2,. . . , p. 
Remark 2.14. Rule (2.16) can be derived from (2.10) by approximating in the latter fCk)(.z) by 
the kth derivative of the Lagrange polynomial which interpolates f(t) at the nodes {tJ. 
A set of rules alternative to (2.16) can be obtained by replacing f(t) by piecewise polynomi- 
als of local degree d. Formulas of this type for w(t) = 1, p = 1 and d = 1, 2 have been 
constructed and examined in [31]. However, recalling our final remark at the end of Section 2.1, 
we point out that when we subdivide the interval of integration (a, b), let us say in II equal 
parts of length h such that the singularity t =x lies in the “middle” of one of the subintervals, 
the contribution of the integrals over subintervals located, for example, at a distance O(h) from 
x is of order O(h--P) = O(nP) as h -+ 0. We also remark that when we consider composite 
quadrature formulas like those presented in [31], for the coefficients associated with nodes 
located at a distance O(h) from x we have, for instance, the behaviour O(h-“) as h -+ 0. If, for 
example, we take h = (b - al/n, the order of the stability factor is, in the best case (i.e., when 
x is located in the middle of a subinterval), of type (2.17) also for these rules. 
In [45] the author examines the case of (2.16) with a = 0, b = 1 and x = a, and he presents an 
efficient algorithm for the computation of the coefficients {w!(O)}. As we shall see in Section 3 
(see also [52]), for the construction of certain cubature formulas for two-dimensional finite-part 
integrals we need to use precisely rules of this type. Here we consider these rules and derive 
new results. In particular, we obtain a new alternative formula for the evaluation of the 
coefficients, a bound for C I w!(a) I and a convergence result. 
Theorem 2.15. In (2.16), with x = a, assume w(t) = (b - t>“(t - U>~, - 1 < /3 < 0, md {ti) 
coinciding with the zeros ~fP,(“‘~‘(t). We have 
I ) 
where the coefficients v,(a) are defined in (2.10), and 
abk’=l, k=O,l,..., p, a’1” = 1, 
a!k)=a!kP’)+ju$k,“, 
J J 
j=l,..., k-l, k=2 ,..., p, 
a(k) = /&k ~ 1) 
k k-l 7 k = 2,...,p. 
Furthermore, 
k I w!(a) I = O(nQ+“2-q. 
i=l 
(2.22) 
(2.23) 
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Proof. To derive (2.221, it is sufficient to write 
‘ict) 
Yw = fbw @ _ q+l dt, 
a 
where {ZJt)} denote the fundamental Lagrange polynomials associated with the nodes (ti}, 
apply to this latter expression formula (2.10), hence compute explicitly Ilk’(a), k = 0,. . . , p. 
Then recall (see Theorem 2.8) that 
and that a similar bound holds also for the quantity Cf=a I u,(a) I. To prove bound (2.23) we 
further need to recall (see [55]) the following relations: 
cpC,~p)(u) = & ,fi(n + a + p + j)F~"_~m,P+m)(u), 
du” n 
j5yv( _ 1) = (- I).( n ;” ); 
hence, by a straightforward generalization of the proof of a bound for a similar quantity given 
in [55, p.3361, remark that 
i$ (1 + ‘,)j+l 1 pla,al*( 
O( n”*), if j</3+$, 
u, n 
,> 1 = Ocn”* log n” 
if j=p+i, 
u, I -p-l+j O(n )7 if j>p+s. 0 
Remark 2.16. We have examined all terms in expression (2.22) for several values of p and ~1, 
and have observed that the computation of the coefficients w!(a) appears stable. Also the 
number of arithmetic operations required by (2.22) is similar to that required by the algorithm 
proposed in [45]. 
To derive an estimate for Ri(f; a) in (2.16), we proceed similarly as in the proof of Theorem 
2.10; in this case, however, Lemma 2.9 does not help to improve the situation. Indeed we obtain 
the following theorem. 
Theorem 2.17. Under the same assumptions of Theorem 2.15, when in (2.16) f E Cq[a, b], with 
q > 2p + 1, we have 
Ri(f; a) = O(n-q+*p+l/*--P)O(f(q); n-1). (2.24) 
Notice that (2.24) is worse than the corresponding (2.13) by a factor of O(n2p+‘/2-?. 
In Table 1 we report the stability factors 
KG= 5 IUk(a)l+ k Iw”(a)l (see(2.11’)) 
k=O i=l 
G. Monegato /Journal of Computational and Applied Mathematics 50 (1994) 9-31 21 
Table 1 
Stability factors K, and K, 
n p=l p=2 p=3 
KG Kl KG K, KG Kl 
4 2.35.10’ 1.37.10’ 1.55.102 8.15.10° 1.08.103 1.25.10’ 
8 7.67.10’ 2.79.10’ 1.72. lo3 1.04.103 4.25 ’ lo4 1.30.103 
16 2.78.10’ 2.94. lo3 2.35. lo4 6.23. lo4 2.18.106 6.03.10’ 
32 1.06. lo3 2.52. lo4 3.50. lo5 2.43. lo6 1.26. lo8 1.09.10s 
64 4.17.103 1.94.105 5.41. lo6 8.02.10’ 7.67. lo9 1.55.1o’O 
128 1.6.5.104 1.39. lo6 8.52.10’ 2.41. lo9 4.80.10” 1.93. 1ol2 
and 
K,= k I w!(a)1 (see (2.23)) 
i=l 
that we have computed for a few values of II in the case (a, b) = (- 1, 11, cr = p = 0, 
p = 1, 2, 3. 
The values of K, and K, confirm the large amplification of errors predicted by estimates 
(2.13) and (2.23) when at and p are not small, see also [49]. In such a situation, to obtain the 
desired accuracy, we are forced to use multiple-precision arithmetic. 
To compare formulas (2.10) and (2.16) we have applied them (taking W(X) = 1) to the 
integrals 
dt = &&log(lO(m - 3)) - &\/s - ifi (see [44]), 
I,=] 
1 (1 - tZ)5’2 
0 
t2 = -+ 
In Table 2 Rz and RL denote the values of Rz and Ri, respectively, we have obtained by 
performing all computations using sixteen-digit arithmetic. To understand the behaviour of Rf 
and RL, one needs to look also at the corresponding values of K, and K,. 
Table 2 
Rules (2.10) and (2.16) applied to I, and I, 
n KCi KI 11 12 
R,G Rf, R,G R; 
4 8.52.10’ 4.96. lo1 4.30.10-y - 1.39.10-3 -2.81.10-5 5.48.10_’ 
8 2.94.10’ 7.17.102 -6.05.10-15 - 1.18.10-5 -2.94.10-’ - 1.70.10-2 
16 1.10.103 6.93. lo3 - 1.74.10-‘4 -2.08.1OW” -2.76.10-9 -5.67.10m4 
32 4.23. IO3 5.70.104 1.87. lo-l3 2.02.10-” -2.34.10-” -2.25.10-5 
64 1.67. lo4 4.27. lo5 2.39.10-12 1.32.10-s 4.87.10-” -8.43.10-7 
128 6.61.104 3.02. lo6 2.27. lo- l2 -8.18.10-* 1.07~10-” -2.16.10-’ 
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As expected, rule (2.10) shows a better behaviour. 
In this section we have mainly considered quadrature rules of interpolatory type, i.e., 
obtained by approximating the function f(t) by interpolation polynomials (based on the zeros 
of Jacobi polynomials). Of course this is not the only possible approach; indeed, in this same 
section we have also mentioned a couple of alternatives which are based on piecewise 
polynomial interpolation. When a <X < b and p is an integer, given any quadrature formula 
for Cauchy principal value integrals, by means of (2.7) we can derive a corresponding rule for 
finite-part integrals. For instance, the rules recently presented in [2,16], which we have not 
described here, are derived exactly in this way. Actually, following this approach, we could have 
obtained most of the quadratures of this section. 
3. Two-dimensional finite-part integrals 
3.1. Basic’ definitions and properties 
While the one-dimensional Cauchy principal value integral concept is well known and often 
used in applications, the two-dimensional analogue does not seem to be equally known. 
Furthermore, the description of this latter is of some help to understand what happens when 
we consider two-dimensional finite-part integrals. For this reason we start Section 3 by 
illustrating the definition of two-dimensional Cauchy principal value integrals on bounded 
domains of R*. 
The definition and some properties of the two-dimensional Cauchy principal value integral 
were explicitly given by Tricomi [56] in 1928. We recall that at the end of his paper, he states 
that the same concept had already been used by Petrini [47,48] in 1908 and 1909 and by Miintz 
[41] in 1910. 
Let F(u,; v) be integrable on a bounded domain T c I%*, except at the point uO. Further- 
more, denoting by r, 0 the polar coordinates with origin at uO, we assume that in a 
neighbourhood of u0 we can write 
F(V 
f(vo; 8) 
0; v) = 
r* 
+F,(q,; 4 P-1) 
where Y* = I v - u. I * and F,(u,; v) may still become infinite at vo, but with order less than 2. 
Let a denote a neighbourhood of u. with contour C, given by r(O) = (Y(E, O), where E is the 
radius of the smallest circle containing (T. Let C, be the contour of T, given by r(0) =A(8). We 
consider first 
Taking the limit as E --) 0, we obtain 
!% /,_ F(v,; v) dv = /$(vo; v) du + /u?Tf(vo; 0) log A(B) de 
(+ 
- fi_mocTf(vo; 0) log (Y(E, t9) de. W) 
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In particular, if we let u be a circle with center u0 and radius E, the last integral becomes 
which gives rise to the following theorem. 
Theorem 3.1. A necessary and sufficient condition for the existence of the limit in (3.2) is 
(3.3) 
In this case we define the following. 
Definition 3.2. For any F(u,; U) of type (3.1) satisfying condition (3.3), when u is a circle, we 
define 
f/F( uo; v) dv = l/F,( uO; U) du + cnf ( uo; 0) log A(6) de. (3.4) 
If u is not a circle, but nevertheless CX(E, 0) is such that 
lim 
+, 0) 
E-0 
= ‘y&q, 
E 
then 
fTF(v,,; u) du = I$I:~; U) dv + ,‘i uO; 0 / ( )[ log%] de. 
0 
P-5) 
A definition analogous to (3.5) has already been introduced in the one-dimensional case; see 
Remark 2.4. 
Definition 3.3. If condition (3.3) does not hold, then we can define the integral of F(v,; v) only 
in the finite-part sense. In this latter case in the previous expressions we discard the term 
containing the factor log E and use the second members of (3.4) and (3.5) to define the 
corresponding finite-part integrals. 
The concepts we have already presented in this section can be generalized to functions with 
stronger singularities and with a source point v0 that may even lie on the boundary C,. Here 
we consider integrals of the form 
f 
K,(v,; v)c$(v) du, u. E TcR2, (3.6) 
T 
24 
where the kernel 
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(3.7) 
As before, (r, 0) denote the polar coordinates of v with respect to vo. For simplicity, we 
assume the functions fP_I(vo; 8) analytic with respect to 8, and the remainder K; smooth in 
both variables r and 8. 
To construct efficient cubature formulas for the evaluation of (3.61, it is then sufficient to 
consider the term in (3.7) which contains the strongest singularity, hence the integral 
where fp(vo; t9) and 4(v) are smooth. 
We set u = {v E T: I v - v. I G E}. As before in the case examined by Tricomi, a different 
choice of (T would introduce changes in the values of some of the integrals we are going to 
define. 
Analogous to the one-dimensional case, we preliminarily define finite-part integrals of the 
simpler form 
f 
dv,; 0) 
dv. 
T rP+2 
To this end, we consider first the regular integral 
(3.9) 
/ 
dv,; 0) 
T-a 
rP+2 
dv = [g(o,; e)[ [A’8’$] de = (i(L.0; e>[ ho(e) - e,Wl de, (3.10) 
where 0 <w < 2~, 
log A(e), if p=O, 
ho@) = 
1 
- pP(ql” ’ 
if p>O, 
and 
I 
1% E, if p=O, 
eo(4 = 1 -- 
pep ’ 
if p>O. 
If w=2rr and 
/ozng(vo; e> de = 0, 
then the limit of (3.10), as E + 0, exists and we define it as the Cauchy principal value of (3.9). 
Otherwise, we neglect the term co(E) in (3.10); thus we have the following definition. 
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Definition 3.4. We define 
f 
&I$ 0) 
T 
rP+2 
du = 
/ wg(~,; f@,(8) de. (3.11) 0 
In the more general case of (3.81, we consider the Taylor expansion of 4(v) around u = uo, 
and write 
(3.12) 
where I k 1 = k, + k,, ki a 0, and I,4 denotes the regular part of the integral, whose limit 
exists as E + 0. From (3.12) we obtain 
=L+ + ,~~~ptD*m(,:,)~~fp(vo; e) co&e sin%[h,,,(e) -elk,(E)] de, 
where 
log A(e), if Ikl =p, 
h,k,W = 
1 
(lkl _p)A(e)p-lkl ’ if Ik’ <” 
(3.13) 
(3.14) 
and 
if Ikl =p, 
e,k,w = 1 
(I,+p)EP-fki’ if IkicP* 
If o = 2~ and, furthermore, 
/:“f,(uo; e) cOskle sink26 de = 0, I k I G<P, (3.15) 
then the limit of (3.13) exists and we define it as the Cauchy principal value of (3.8). Notice that 
(3.15) is equivalent to 
[iifp(uO; e) cos me de = [‘f,(uo; e) sin me de = 0, 
for m = 0, 1,. . . , p. 
If conditions (3.15) are violated, then in (3.13) we discard the divergent terms elk,(e) and, 
letting E + 0, we obtain the finite-part value of the integral, as follows. 
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Definition 3.5. For any 4 E Cp”(T) we define 
= / (b(v) - &, &lkf$(vo)r Ikl COS’Q~ sin%’ dv T I 
where h lk ,(0> is given in (3.14). 
As in the one-dimensional case, a change of variable in (3.6), or in (3.8), in general 
introduces additional point functionals (at v = vJ. Explicit representations for the coefficients 
of these extra point functionals were given in [51]. 
Remark 3.6. When we take an integration region T of “size” h, with h + 0, the behaviour of 
integral (3.8) is of type O( 1 log h I > if p = 0, and O( h -“) if p 2 1. 
In boundary element method applications, very often one has to deal with surface integrals 
of the type 
Z=fK,(ii,; Lj --Go)&(z) dS,, p integer, 
S 
(3.16) 
where S c R3 has an analytic parametric representation, the kernel EP is homogeneous of 
degree -p - 2 in the second argument and has a pole of order p + 2 at E = zO, and $(z) is a 
smooth function. These integrals are defined as the limit, as E + 0, of the “finite part” of the 
expansion of 
Z(E) = j-_Ep(zo; E - ijo)& dS,> 
t 
where B, = {is E R3: 1 U - E0 I < E), E > 0. That is, having derived an expansion of the form 
Z(E) -IO(E) +I_, log E + C lj~-j, 
j=l 
Z=lim E + 0Z&). 
As illustrated in [51,52], using the representation of S in those applications, one obtains 
corresponding integrals of form (3.61, with the kernel satisfying (3.71, plus additional point 
functionals (at 5 = U,,) whose coefficients vanish whenever U,, lies in the interior of S. Thus also 
in the more general situation of (3.16) one can deal with integrals of the form (3.6). 
3.2. Cubature formulas 
Using the polar coordinates, we express (3.6) in the form 
w 
/f 
A(B)fp(Uo; e, 
0 0 
rp+l 4(v) dr de, P integer, (3.17) 
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where $(G’) = @(Y cos 8, Y sin 0). Further, we assume that the function A(B) is analytic on 
[O, WI. If /l(e) ‘s 1 on y piecewise analytic in its domain of definition, we subdivide this latter into 1 
subintervals where A(B) is analytic and treat separately each of the subintervals. 
From Definition 2.3 it is straightforward to see that if in (3.17) we assume f, E C4[0, 01 and 
4EC qfp+l(T), we have 
g,(O) := f,(u 0; elf 
A(B) @(Y cos 8, r sin 0) 
dr E P[O, 01. 
0 
rP+l 
To approximate (3.171, we generalize the approach recently proposed in [39] (see also [52]). 
In particular, we evaluate the outer integral by an m-point Gauss-Legendre or Gauss-Lobatto 
rule, and the inner one using the formulas presented in Section 2.2. But before deciding which 
formula to use for the inner integral, we need to recall that the function f,< uo; t9) is usually not 
known explicitly; as we have pointed out in (3.71, in general the term fP(uo; B)/rpt2 arises 
from a Laurent expansion of the given kernel function and it contains the strongest singularity. 
Since we will apply our final cubature to (3.61, and not to (3.171, we need a quadrature which 
uses only function values, not derivatives. 
To this end, when p = 0, we choose rule (2.101, or its analogue of Lobatto type, because of 
the simplicity of its coefficients and its higher performances (see Tables 1 and 2). When p > 1, 
we are forced to use rules of type (2.16); here we choose the one with w(t) = 1 and {tJ nodes of 
the corresponding Gauss-Legendre (or Gauss-Radau or Gauss-Lobatto) rule. 
Denote by {hi}, (0,} the coefficients and the nodes of the m-point Gauss-Legendre or 
Gauss-Lobatto rule 
For gP E Cq[O, O] we have RzL(g,> = O(m-q>~(g~); m-l>. Then use (2.10) if p = 0, and 
(2.16) if p 2 1, to approximate 
f 
~(0~) @(r cos Bi, r sin e,) dr 
0 r 
P+l > 
that is, 
v,(O)@(O, 0) + 2 Wy(O)@(rj COS ei, rj sin ei) +RF(@), if p =O, 
j=l 
2 wj’(0)@(rj cos ei, rj sin eJ +RL(@), 
j=l 
if pa 1. 
Notice that v,(O) = uo(ei; 01, w,o(O> = w,o(ei; 01, 
R;(ei; @I, R:(Q) = R!Jei; CD>. 
rj = rj(ei), wj(O> = +ei; 01, Rf(@) = 
We remark that under our assumption on A(B) the bounds 1 u,(8,; 0) 1 + Cy= I 1 w,F(ei; 0) 1 = 
O(log n) (see (2.11’)) and Cy=, I w,f(B,; 0) 1 = O(n 2p+1/2) (see (2.23)) hold uniformly with respect 
to i. 
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The remainder term of the final cubature formula is given by 
R?l,,(fGl@) =EL(gp) + E UJ% ~P,(% @), 
i=l 
(3.18) 
with R,(ei; CD) = Rz(ei; @) if p = 0, and R,(ei; @) = RL(ej; @> if p 2 1. 
Before deriving a convergence result for our cubature formula, we recall the definition of the 
space H,$(D). We say that f<x, y) E H::,‘(D), q > 0, if f<x, y) and all its partial derivatives of 
order j = 0,. . . , q exist and are continuous in D, and each derivative of order q satisfies the 
Holder condition I g(x,, yl) -g(x,, y2) I <A ( x1 -x2 I ’ + B I y, - y, I A, where A, B are con- 
stants. 
To estimate the behaviour of (3.141, we proceed as follows. Consider the Taylor expansion of 
@(r cos 8, r sin f3) with respect to the variable r, around r = 0; denote by T,(r, 0) the 
associated polynomial of degree p. Define 
@(r cos 8, r sin e) = Tp(r, e> +rP+l@p(t-, e), 
and consider the best (uniform) approximation polynomial Pn_p_2,m(r, 0) of degree n -p - 2 
in r and m in 8 associated with Q&r, 0). If we assume 4 E H:yzp+‘)(T), then we have 
@, E Hi4,‘(T). Next form the function 
which, for fixed 8, is a polynomial of degree IZ - 1 with respect to r. Since it is known (see [32, 
p.901) that for @ EH(~)(T) 
II Qp - Pn_pB,,_ I;;‘= (&-q-p + m-q-q, 
and, furthermore, R,(ei; @,) = R,(8,; CD - PnT,), we can state the following. 
Theorem 3.7. Zf in (3.17) we assume f,(u,; 0) E Cq[O, ~1) and c$(u) EH;~~~+~)(T>, for the 
remainder term (3.18) we have 
(3.19) 
Remark 3.8. If we are interested in the construction of a cubature rule for integral (3.61, then, 
recalling expansion (3.71, in the case p 2 1 for example we immediately derive 
fK,(u,; u)~(u) du = ghi i w~(O)~~+~K~(UO; uij)+(uij) +R,,,(4)> 
T i=l j=l 
where we have set uij = u0 + rj(cos Bi, sin eijT. For the new remainder R,,,(+) a bound of type 
(3.19) holds, provided K; in (3.7) is of class Cq+pfl, with respect to the variables r, 8, in the 
closure of the domain of integration. 
In Theorem 3.7 our goal is to approximate integral (3.17) to the desired accuracy. In 
particular, if we think of the boundary element method applications, since the convergence 
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results for these methods rely on the exact evaluation of the integrals over each element, our 
goal is the rate of convergence of our cubature formulas as m, y1-+ ~0. 
In [52] the authors examine the approximation of the integrals from a different point of view. 
They consider the reference triangle T with vertices (0, O>, (h, 01, (h, h), and a cubature 
formula obtained by integrating the outer integral in (3.17) by an m-point Gaussian rule and 
the inner one by an n-point rule of type (2.16), with m, IZ fixed. By assuming &(Y, 0) and +(u> 
analytic, they obtain an error estimate, as h -+ 0, of the form 
O(hHP((l + i30,p [log h I)epcm + h”)), (3.20) 
where c is a constant and S,,j represents the Kronecker symbol. That is, for a given cubature 
with fixed number of nodes, they examine the behaviour of the remainder term as the “size” of 
each element of the surface triangulation tends to zero. Recall that under the assumptions 
made in [52], in the estimates we have derived in this section we would have q = ~0, and, for 
fixed h, the remainder terms would decay, as m, IZ + ~0, faster than any negative power of m 
and IZ. Incidentally we notice that in the above situation the contribution of the integral itself is 
(see Remark 3.6) of order O(hpP(l + 60,p llog h I}>; hence the error bound (3.20) guarantees 
that for m, n fixed the behaviour of the cubature rule, as h + 0, is similar to that of the 
integral it is applied to. 
In boundary element applications we have the same cancellation problems already observed 
in the one-dimensional case. This cancellation phenomenon arises in the summation of the 
contributions given by the “neighbour” elements of the singular point. Only if this sum is small 
with respect to the contribution of all the remaining elements, numerical cancellation will have 
little effect on the final accuracy. Otherwise, there will be a h, such that for h <ho accuracy 
will decrease. 
Finally we mention that in [12,13,52] alternative approaches (for constructing cubatures for 
hypersingular integrals) to the one described here are presented; however, in this paper we do 
not consider them. We only recall that these latter methods require preliminarily the analytic 
determination of some specific functions which arise from certain expansions. 
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