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Program - part I
The course is provided with a first part in which the basic concepts of
Linear and Integer Programming are briefly discussed. In particular:
linear programming and duality theory
integer linear programming and branch-and-bound
complexity of the algorithms
basics of graphs theory
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Program - part II
The second part of the course is on modeling and solution methods. We
will start from integer linear programming models for basic combinatorial
optimization problems with special emphasis on the discussion of the
quality of their continuous relaxation. We will discuss solution methods for
problems of exponential size.
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Program - part III
Some complex applications involving models with huge number of
variables and/or constraints will be discussed.
Service design;
Routing;
Healthcare applications;
Cutting and packing;
. . .
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Program - part IV
AMPL - A Mathematical Programming Language
AMPL is a comprehensive and powerful algebraic modeling language for
linear and nonlinear optimization problems, in discrete or continuous
variables.
Developed at Bell Laboratories, AMPL lets you use common notation and
familiar concepts to formulate optimization models and examine solutions,
while the computer manages communication with an appropriate solver.
Similar operations can be performed at high level with Python.
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You should choose this course if:
You are interested in optimization;
You are looking for a quantitative course;
You like math;
You liked (at least a little) the optimization part of the course of
Fondamenti di Ricerca Operativa.
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Methodological note
Optimization problems are difficult;
Theory and methodology were developed for clean but somehow
abstract problems;
We need to study such prototypical problems, and learn how to
recognise their structure in real world problems.
Abstraction is the keyword.
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General Info
The course is in English, but my English in not difficult;
I will write at the blackboard;
Some lecture notes will be provided (almost all contents will be
included);
Reference books:
Jon Lee - A First Course in Linear Optimization (free!)
https://sites.google.com/site/jonleewebpage/
home/publications#book
Silvano Martello - Ricerca Operativa per la Laurea Magistrale
Dimitris Bertsimas, John Tsitsiklis - Introduction to Linear
Optimization
The AMPL Book (free!!)
http://ampl.com/resources/the-ampl-book/
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Exam
Written theory question (15 minutes), written exercise (about 1.5
hour, open book);
Discussion of the exercise, oral assessment (same day or day after).
After the written exam, a grade will be assigned. Students can decline this
grade. Those who decide to go for the oral assessment will receive a final
grade.
The final grade cannot be declined if ≥ than the grade of the written
exam.
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Master thesis opportunities
Unless you want to prove an open conjecture, the use of a computer
is mandatory;
Healthcare applications;
Theoretical problem.
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Contact
enrico.malaguti@unibo.it;
office hours: Sito web docente (by appointment via email);
Sito web docente − > annunci.
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Bin Packing Problem
Given a set of m items, each item i = 1, . . . ,m having a positive weight
wi , and n ≤ m identical bins of capacity C , pack all items in the minimum
number of bins.
We use binary variables xij , i = 1, . . . ,m, j = 1, . . . , n, taking value 1
when item i is inserted into bin j ; and binary variables yj , j = 1, . . . , n,
taking value 1 when bin j is used.
M1-BPP min
n∑
j=1
yj
n∑
j=1
xij = 1, i = 1, . . . ,m
m∑
i=1
wixij ≤ Cyj , j = 1, . . . , n
xij , yj ∈ {0, 1}, i = 1, . . . ,m; j = 1, . . . , n
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Bin Packing Problem
What is the value z of the optimal solution of the continuos relaxation of
the M1− BPP?
How would you solve the continuos relaxation of M1− BPP?
z =
∑m
i=1 wi
C
yj = z/n, j = 1, . . . , n; xij = 1/n, i = 1, . . . ,m; j = 1, . . . , n
M1− BPP is a weak model: it provides a trivial (and far from the optimal
integer value) lower bound. In addition, the model is highly symmetric:
given an integer solution to M1− BPP of value k, we can construct (nk)k!
equivalent solutions.
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Bin Packing Problem
Let consider the collection S of subsets of items which can fit in one bin:
S = {s ⊆ {1, . . . ,m} :
∑
i∈s
wi ≤ C}
A binary variable xs is associated with each set s, taking value one if the
set is selected and 0 otherwise. The corresponding Set Partitioning model
reads:
SP-BPP min
∑
s∈S
xs∑
s∈S:i∈s
xs = 1, i = 1, . . . ,m
xs ∈ {0, 1}, s ∈ S
SP − BPP has a huge number of variables (exponentially many in m).
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Bin Packing Problem
Model SC − BPP is not symmetric with respect to bin selection.
How ”strong” is model SP − BPP? I.e., how fair its linear relaxation from
the optimal solution value?
Consider the following example of BPP:
n = 5, w = [7, 4, 1, 4, 4], C = 10.
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