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THE BICOR AND CORS ITERATIVE ALGORITHMS FOR SOLVING
NONSYMMETRIC LINEAR SYSTEMS∗
B. CARPENTIERI† , Y.-F. JING‡ , AND T.-Z. HUANG‡
Abstract. We present two iterative algorithms for solving real nonsymmetric and complex non-
Hermitian linear systems of equations and that were developed from variants of the nonsymmetric
Lanczos method. In this paper, we give the theoretical background of the two iterative methods
and discuss their main computational aspects. Using a large number of numerical experiments, we
analyze their convergence properties, and we also compare them with other popular nonsymmetric
iterative solvers in use today.
Key words. Krylov subspace methods, linear systems, nonsymmetric Lanczos method, sparse
and dense matrix computation
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DOI. 10.1137/100794031
1. Introduction. In this paper we discuss iterative solutions of large sparse
and/or dense linear systems of equations
(1.1) Ax = b,
where the coeﬃcient matrix A is nonsymmetric and possibly indeﬁnite. One of the
most popular nonsymmetric iterative procedures is the generalized minimum residual
(GMRES) method proposed by Saad and Schultz [25]. The GMRES method computes
the optimal approximation xk for which the 2-norm of the residual is minimal over the
Krylov space Kk(A, r0) = span
{
r0, Ar0, . . . , A
k−1r0
}
for k = 1, 2, . . . . The number
of arithmetic operations required and the storage used to perform the kth GMRES
iteration are O(nk). This means that the cost of applying the method increases with
the iterations, and it may sometimes become prohibitively large for solving practical
applications (see, e.g., [3]). As an attempt to limit the costs of GMRES while preserv-
ing its favorable convergence properties, most implementations restart the algorithm
after a number of steps and, in some cases, augment the corresponding Krylov space
with extra information, or keep only selected information from it (see, e.g., [21, 9]).
On the other hand, cost considerations have motivated (and continue to motivate)
the development of nonoptimal methods built upon short-term vector recurrences,
which require only O(n) extra storage in addition to the matrix and perform O(n)
operations. The principal developments in the ﬁeld of nonoptimal methods include
the biconjugate gradient (BiCG) method developed by Fletcher [13], the conjugate
gradient squared (CGS) method proposed by Sonneveld [30], Freund and Nachti-
gal’s quasi-minimal residual (QMR) method [16] and transpose-free quasi-minimal
residual method [15], van der Vorst’s biconjugate gradient stabilized (BiCGSTAB)
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THE BICOR AND CORS ITERATIVE ALGORITHMS 3021
method [32], and the BiCGSTAB(l) method introduced by Sleijpen and Fokkema [26].
If the matrix-vector product is expensive, as in the case of A dense, GMRES may be
more eﬃcient because it minimizes the norm of the residual at each step, and thus
it converges in the fewest iterations. If the storage is limited, or the matrix-vector
product costs O(n), some of these nonoptimal algorithms may converge faster than
GMRES in solution time, thanks to their limited expenses. See also general discus-
sions in [17, 11].
It is a research question to determine the classes of problems for which one al-
gorithm is more memory eﬃcient than others. For example, BiCGSTAB and CGS
often exhibit the best performance rates for solving some second-order elliptic par-
tial diﬀerential equations with variable coeﬃcients discretized on a regular Carte-
sian grid [8]. Sometimes QMR outperforms all of the other methods [6], while at
other times GMRES is the most competitive, as on some convection-diﬀusion [35]
and boundary integral equations [3]. Faber and Manteuﬀel showed that no Krylov
subspace method for solving nonsymmetric linear systems can both be optimal and
use short-term recurrences of ﬁxed length [12]. Therefore, there is no alternative to
this trend of development.
In our research, we explore variants of the Lanczos method for solving real non-
symmetric and/or complex non-Hermitian linear systems with the motivation of ob-
taining smoother and, we hope, faster convergence behavior in comparison with the
BiCG method as well as its two evolving variants: the CGS method and, one of the
most popular methods in use today, the BiCGSTAB method. We describe two it-
erative algorithms developed from the biconjugate A-orthonormalization procedure.
The procedure is built upon the two-sided Lanczos method and can be seen as a
Petrov–Galerkin projection technique between the dual Krylov subspaces Km(A; v1)
and ATKm(A
T ;w1) in the real case, which is A
HKm(A
H ;w1) in the complex case,
where v1 and w1 are two column vectors of appropriate dimension. The generation
uses three-term vector recurrences in contrast with the Arnoldi algorithm for non-
symmetric matrices used in GMRES.
This paper is structured as follows. In section 2, we provide the theoretical
background of the Petrov–Galerkin projection technique, and in section 3 we discuss
its application to the solution of linear systems. In sections 4 and 5 we present the
biconjugate A-orthogonal residual (BiCOR) and the conjugate A-orthogonal residual
squared (CORS) methods. Finally, in section 6 we analyze the numerical behavior of
the two methods using a large number of numerical experiments. This study integrates
and extends a preliminary analysis reported in [20] for solving small complex non-
Hermitian linear systems. The set of matrix problems is much wider than in [20] and
includes both sparse and dense and real and complex problems arising in diﬀerent
areas of two orders of magnitude larger.
2. Two-sided biconjugateA-orthonormalization procedure for nonsym-
metric matrices. Throughout this paper we denote by the superscript T the trans-
pose of a vector or a matrix and the standard inner product of two real vectors
u, v ∈ Rn by




Given two vectors v1 and w1 with Euclidean inner product 〈w1, Av1〉 = 1, we
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δj+1vj+1 = Avj − βjvj−1 − αjvj ,(2.1)
βj+1wj+1 = A
Twj − δjwj−1 − αjwj ,(2.2)
















This choice of the scalars guarantees that the recursions (2.1)–(2.2) generate sequences
of biconjugate A-orthonormal vectors (or brieﬂy, A-biorthonormal vectors) vi and wi,
according to the following deﬁnition.
Definition 1. Right and left Lanczos-type vectors vj , j = 1, 2, . . . ,m, and
wi, i = 1, 2, . . . ,m, form a biconjugate A-orthonormal system in exact arithmetic if
and only if
〈wi, Avj〉 = δi,j , 1 ≤ i, j ≤ m.
The sequences may be derived from the standard two-sided Lanczos procedure
for nonsymmetric matrices using suitable initial vectors v1, w1. Therefore, we may
see (2.1)–(2.2) as a two-sided Gram–Schmidt orthonormalization procedure. At step
i we multiply vectors vi and wi by A and A
T , respectively, and we orthonormalize
them against the most recently generated Lanczos-type pairs of vectors (vi, wi) and
(vi−1, wi−1). The vectors αivi, αiwi are the biconjugate A-orthonormal projections
of Avi and A
Twi onto the most recently computed vectors vi and wi; analogously,
the vectors βivi−1, δiwi−1 are the biconjugate A-orthonormalization projections of
Avi and A
Twi onto the previously computed vectors vi−1 and wi−1. Notice that
the scalars βi and δi can be chosen with some freedom, provided the biconjugate
A-orthonormalization property holds.
For clarity, we sketch a complete version of the biconjugate A-orthonormalization
procedure in Algorithm 1. The storage is clearly very limited compared to the Arnoldi
procedure. At step j, only the two most recently computed pairs of Lanczos-type
vectors vk and wk for k = j, j − 1 are needed to generate vj+1, wj+1. The two
vectors may be overwritten with the most recent updates. The matrix A is not
modiﬁed and is accessed only via matrix-vector products by A and AT . The above
algorithm can possibly fail if δj+1 vanishes, while w˜j+1 and Av˜j+1 appearing in line 7
are not equal to 0 ∈ Rn. A real implementation would try to recover from a possible
Algorithm 1. The biconjugate A-orthonormalization procedure.
1: Choose v1, w1, such that 〈w1, Av1〉 = 1
2: Set β1 = δ1 ≡ 0, w0 = v0 = 0 ∈ Rn
3: for j = 1, 2, . . . do
4: αj = 〈wj , A (Avj)〉
5: v˜j+1 = Avj − αjvj − βjvj−1
6: w˜j+1 = A
Twj − αjwj − δjwj−1
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failure by using remedies such as the so-called look-ahead strategies [23, 22, 14, 18].
But this issue is outside the scope of this paper and we shall not pursue it here.
The recurrences (2.1)–(2.2) ideally build up a pair of biconjugate A-orthonormal
bases for the dual Krylov subspaces Km(A; v1) and A
TKm(A
T ;w1) as shown in the
following proposition.
Proposition 1. If Algorithm 1 proceeds m steps, then the right and left
Lanczos-type vectors vj , j = 1, 2, . . . ,m, and wi, i = 1, 2, . . . ,m, form a biconjugate
A-orthonormal system in exact arithmetic, i.e.,
〈wi, Avj〉 = δi,j , 1 ≤ i, j ≤ m.
Next denote by Vm = [v1, v2, . . . , vm] and Wm = [w1, w2, . . . , wm] the n × m






















whose entries are the coeﬃcients generated during the algorithm implementation, and
in which α1, . . . , αm, β2, . . . , βm are complex while δ2, . . . , δm are positive. Then the
following four relations hold:











where em is the m-vector having mth component equal to one and all other compo-
nents zero. The matrix Tm can be seen as the projection of the matrix A onto the
corresponding Krylov subspaces.
Proof. We show by induction that the right and left Lanczos-type vectors vj , j =
1, 2, . . . ,m, and wi, i = 1, 2, . . . ,m, form a biconjugate A-orthonormal system. The
assertion follows immediately from the assumption 〈w1, Av1〉 = 1 in the case i = j = 1.
Assuming now that [v1, v2, . . . , vj ] and [w1, w2, . . . , wj ] are biconjugateA-orthonormal,
we have to show that the augmented sequences [v1, v2, . . . , vj+1] and [w1, w2, . . . , wj+1]
are also biconjugate A-orthonormal.
Fact 1. 〈wi, Avj+1〉 = 0 for i ≤ j.
Fact 2. 〈wj+1, Avi〉 = 0 for i ≤ j.
We prove below Fact 1. Fact 2 can be obtained in a similar way.
For i = j, we have that
〈wj , Avj+1〉 = δ−1j+1
〈
wj , A











〉− αj) = 0
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For i < j − 1, we have
〈wi, Avj+1〉 = δ−1j+1
〈
wi, A
















= δ−1j+1 〈βi+1wi+1 + δiwi−1 + αiwi, Avj〉
= δ−1j+1 (βi+1 〈wi+1, Avj〉+ δi 〈wi−1, Avj〉+ αi 〈wi, Avj〉) = 0
by the induction hypothesis.
Finally, for i = j − 1 we immediately have
〈wj−1, Avj+1〉 = δ−1j+1
〈









〉− βj) = δ−1j+1 (〈ATwj−1, Avj〉− βj)
= δ−1j+1 (〈βjwj + δj−1wj−2 + αj−1wj−1, Avj〉 − βj)
= δ−1j+1 (βj 〈wj , Avj〉+ δj−1 〈wj−2, Avj〉+ αj−1 〈wj−1, Avj〉 − βj) = 0
by applying the induction hypothesis.
By construction, we have 〈wj+1, Avj+1〉 = 1, and the proof of the biconjugate
A-orthonormalization property of the vector sequences is complete.
Relations (2.4) and (2.5) are matrix reformulations of (2.1)–(2.2).
Relation (2.6) is a matrix reformulation of the ﬁrst part of the proposition.
Relation (2.7) follows by multiplying both sides of relation (2.4) by WTmA and
by making use of relation (4.3) and of the associated biconjugate A-orthonormality
between Wm and vm+1.
The rest of the proof follows by construction and using relations (2.6)–
(2.7).
3. The biconjugate A-orthonormalization procedure for solving general
linear systems. Using the result of Proposition 1, we develop iterative solutions
of system (1.1) by applying an oblique Petrov–Galerkin projection technique onto
suitable Krylov subspaces along the following lines.
Step 1. Run Algorithm 1 m steps for some given m  n and generate Lanczos-
type matrices Vm = [v1, v2, . . . , vm], Wm = [w1, w2, . . . , wm] and the tridiag-
onal projection matrix Tm deﬁned in Proposition 1.
Step 2. Compute the approximate solution xm that belongs to the Krylov sub-
space x0 + Km(A; v1) by projecting the following residual orthogonally to
the constraints subspace Lm ≡ ATKm(AT ;w1),
rm = b−Axm ⊥ Lm.






The approximate solution has the form
(3.2) xm = x0 + Vmym.
By simple substitution and computation with (2.7), (3.1), and (3.2), we are
led to solving the tridiagonal system for ym,
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Step 3. Compute the new residual and terminate if convergence is observed. Oth-
erwise, enlarge the Krylov subspace and repeat the whole process.
We are solving implicitly not only the system Ax = b but also the dual linear
system ATx′ = b′ with AT . Throughout the paper, we use primed symbols to denote
vectors corresponding to the dual system. The dual approximation x′m is sought from




of dimension m satisfying
b′ −ATx′m ⊥ AKm (A, v1) .
Denote by r′0 = b
′ − ATx′0 the initial shadow residual of the dual system, and put
β′ = ‖r′0‖2. If we choose w1 = r
′
0
β′ and v1 such that 〈v1, Aw1〉 = 1, the counterpart
of the iterative scheme (3.1)–(3.3) for the solution of the dual system ATx′ = b′ is
written as
(AVm)










where Vm,Wm, and Tm are as in Proposition 1 and y
′
m ∈ Rn is the coeﬃcient vector
of the dual linear combination.
Now xm, respectively, x
′
m, can be easily updated from xm−1, respectively, x
′
m−1.
Assume that the LU decomposition of the tridiagonal matrix Tm is
Tm = LmUm.
Substituting this expression into (3.2)–(3.3) and (3.5)–(3.6) gives
xm = x0 + Vm (LmUm)
−1
(βe1)



























where Pm = VmU
−1













Using the same argument as in the derivation of the direct incomplete orthogonaliza-
tion method (DIOM) from the IOM algorithm in [24, Chapter 6], we easily derive the
relations








where ζm and ζ
′
m are coeﬃcients and pm and p
′
m are the corresponding mth column
vectors in Pm and P
′
m deﬁned above. We refer to pm and p
′
m as the mth primary and
dual direction vectors, respectively.
In the development of our iterative algorithms in the coming sections, we will make
extensive use of two properties relating the primary and the dual residual vectors and
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Proposition 2. The pairs of the primary and dual direction vectors form a





= δi,j (1 ≤ i, j ≤ m).


























Proposition 3. The primary and dual residual vectors satisfy the biconjugate
A-orthogonal conditions, i.e., 〈r′i, Arj〉 = 0 for i 
= j.
Proof. By simple computation with (2.4)–(2.5), (3.2)–(3.3), and (3.5)–(3.6), the
mth primary residual vector rm = b − Axm and the mth dual residual vector r′m =
b′ −Ax′m can be expressed as
rm = −δm+1eTmymvm+1,(3.7)
r′m = −βm+1eTmy′mwm+1.(3.8)
Then the assertion follows from (3.7)–(3.8) together with (2.6).
4. The BiCOR method. At this stage the development may proceed in a
way similar to the CG method of Hestenes and Stiefel [19] from the coupled two-term
vector recurrences with given initial guess x0,
r0 = b−Ax0, p0 = r0,(4.1)
xj+1 = xj + αjpj ,(4.2)
rj+1 = rj − αjApj ,(4.3)
pj+1 = rj+1 + βjpj for j = 0, 1, . . . ,(4.4)
where rj = b − Axj is the jth residual vector and pj is the jth search direction
vector (see, e.g., [31, 33, 5, 29, 28]). In this context, the search direction vectors
pj are multiples of the primary direction. The coupled two-term recurrences for the
(j + 1)th shadow residual vector r′j+1 and the associated (j + 1)th shadow search
direction vectors p′j+1 can be augmented by relations similar to (4.3)–(4.4) as follows:
r′j+1 = r
′





j for j = 0, 1, . . . .(4.6)
It is important to note that the scalars αj , βj , j = 0, 1, . . . , in the recurrences (4.2)–
(4.6) are diﬀerent from those computed by Algorithm 1. The parameters αj , βj are
determined by imposing the orthogonality conditions
(4.7) rj+1 ⊥ Lm and Apj+1 ⊥ Lm.
The biconjugate A2-orthonormality between primary and dual direction vec-
tors and the biconjugate A-orthogonality between primary and dual residual vec-
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Lm = ATKm(AT , r′0) for the constraints subspace, where r
′
0 = P (A)r0 with P (t) an
arbitrary polynomial in the variable t. We set p′0 = r′0. Selecting the optimal polyno-
mial P (t) requires some expertise and artiﬁce. In this study we choose r′0 = Ar0 for
Lm, in contrast with the other common option r′0 = r0.
We possess now the conditions to determine the scalars αj and βj by imposing
the corresponding biorthogonality and biconjugacy relations (4.7) into (4.3)–(4.4) and
(4.5)–(4.6). Computing the inner product of AT r′j and rj+1 as deﬁned by (4.3) yields,
with the biconjugate A-orthogonality between rj+1 and r
′
j ,〈










AT r′j , rj
〉〈
AT r′j , Apj
〉 ,
where the denominator can be modiﬁed as〈








AT p′j , Apj
〉




AT r′j , rj
〉〈





AT p′j , Apj
〉 .




























with αj as computed in (4.8).
Finally, observe that
−αjAT p′j = r′j+1 − r′j
from (4.5), and therefore
(4.9) βj =













because of the biconjugate A-orthogonality of r′j and rj+1. Combining (4.1)–(4.4),
(4.5)–(4.6), and (4.8)–(4.9), and introducing an auxiliary vector recurrence to reduce
the number of matrix-vector multiplications, ﬁnally leads to the BiCOR algorithm.
The pseudocode for the left preconditioned BiCOR method with a preconditioner M
is given in Algorithm 2. The structure of the algorithm is partially reﬂected in the
notation. Observe that the vectors fall naturally into paired groups: primal and dual,
unpreconditioned and preconditioned, and vector, matrix-vector product pairs. Thus,
we denote dual (or shadow) vectors by a primed symbol, e.g., the shadow residual is
written r′, preconditioned variable names have a preﬁx z, and a hat symbol ^ is used
for matrix-vector products. Accordingly, matrix-vector products of preconditioned
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Algorithm 2. Left preconditioned BiCOR method.
1: Compute r0 = b− Ax0 for some initial guess x0.
2: Choose r′0 = P (A)r0 such that
〈
r′0, Ar0
〉 = 0, where P (t) is a polynomial in t. (For example,
r′0 = Ar0.)
3: for j = 1, 2, . . . do
4: solve Mzrj−1 = rj−1
5: if j=1 then









10: if ρj−1 = 0, method fails
11: if j = 1 then
12: p0 = zr0
13: p′0 = zr
′
0
14: q0 = ẑr
15: else
16: βj−2 = ρj−1/ ρj−2
17: pj−1 = zrj−1 + βj−2 pj−2
18: p′j−1 = zr
′
j−1 + βj−2 p
′
j−2
19: qj−1 = ẑr + βj−2 qj−2
20: end if
21: q̂ ′j−1 = A
T p′j−1
22: solve MT ẑq′j−1 = q̂ ′j−1




24: xj = xj−1 + αj−1 pj−1
25: rj = rj−1 − αj−1 qj−1
26: zr′j = zr
′
j−1 − αj−1 ẑq′j−1
27: check convergence; continue if necessary
28: end for
5. The CORS method: A transpose-free variant of the BiCOR method.
Exploiting ideas similar to the ingenious derivation of the CGS method, in this sec-
tion we present a transpose-free variant of the BiCOR method developed by using
a diﬀerent polynomial representation of the residual with the hope of increasing the
eﬀectiveness of BiCOR in certain circumstances. We call the algorithm conjugate
A-orthogonal residual squared (CORS).
The derivation of the CORS method is similar to that of the CGS method in [30]
and uses the strategy of reducing the number of matrix-vector multiplications by
introducing auxiliary vector recurrences and suitable changes of variables. In Algo-
rithm 2, by simple induction, the polynomial representations of the vectors rj , r
′
j , pj ,
p′j at step j can be expressed as






where φj and πj are Lanczos-type polynomials of degree less than or equal to j
satisfying φj(0) = 1. Substituting these corresponding polynomial representations












r′0, Aϕj (A) r0
〉




















r′0, Aϕj+1 (A) r0
〉
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Also, note from (4.3)–(4.4) that φj and πj can be expressed by the recurrences
φj+1(t) = φj(t)− αjtπj(t),
πj+1(t) = φj+1(t) + βjπj(t).
By some algebraic computation with the help of the induction relations between φj
and πj , and using the strategy mentioned above for reducing the number of arithmetic
operations, the ﬁnal algorithm of CORS is obtained. The pseudocode for the left
preconditioned CORS method with a preconditioner M can be represented by the
scheme illustrated in Algorithm 3. It uses the same notation as Algorithm 2. In many
cases, the CORS method is amazingly competitive with the BiCGSTAB method (see,
e.g., the numerical experiments of section 6). However, like the CGS method, CORS
is based on squaring the residual polynomial. In cases of irregular convergence, this
may lead to substantial build-up of rounding errors and worse approximate solutions,
or possibly even overﬂow. For discussions on this eﬀect and its consequences, see,
e.g., [24, 32, 27].
6. Numerical experiments. In our numerical experiments, we consider a large
set of publicly available linear systems arising from several application areas and
having increasing levels of diﬃculty. We consider both real nonsymmetric and complex
non-Hermitian linear systems. Algorithms 1–3 are straightforward to generalize in a
complex n-dimensional vector space Cn using the standard inner product 〈·, ·〉 between
two complex vectors u, v ∈ Cn, deﬁned as




and using the associated Euclidean vector norm ‖x‖ ≡ √x∗x and compatible matrix
norm (see, e.g., [20]). We summarize in Table 1 the characteristics of the linear systems
that were solved. The problem denoted M4D2 arising in computational chemistry is
proposed by Sherry Li from NERSC in [1]. The problems denoted STOMMEL1 and
STOMMEL2 arising in ocean modeling are proposed by Martin van Gijzen from Delft
University in [34]. The other linear systems are extracted from Tim Davis’ matrix
collection at the University of Florida [7]. The experiments were run in double pre-
cision ﬂoating point arithmetic in MATLAB 7.7.0 on a PC equipped with an Intel
Core2 Duo CPU P8700 running at 2.53GHz and with 4 GB of RAM.
By means of the performance proﬁle tool [10], we evaluate and compare the
performance of BiCOR and CORS against other popular iterative algorithms in use
today for solving nonsymmetric linear systems. In addition to BiCOR and CORS, we
select the following solvers: BiCG, BiCGSTAB, BiCGSTAB(l), CGS, GMRES, QMR,
TFQMR. The solvers that we benchmark have slightly diﬀerent memory requirements,
but we do not consider this computational aspect. The aim of our experiments is to
show that the two methods presented in this paper can be competitive with other
popular approaches in use today for solving nonsymmetric linear systems. In GMRES,
the restart parameter which aﬀects the consumed memory is set equal to 50. The
memory request for GMRES is the matrix+(restart+3)n, and it remains larger than
that needed by BiCOR and CORS (see Table 2). For the BiCGSTAB(l) method,
we choose l = 2, which shows the overall best performance on most problems in
our experiments (we tested l = 2, . . . , 6). No parameter selection is necessary for
BiCOR and CORS. In all of our numerical experiments, we choose r′0 = Ar0. A real
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Algorithm 3. Left preconditioned CORS method.
1: Compute r0 = b− Ax0 for some initial guess x0.
2: Choose r′0 = P (A)r0 such that
〈
r′0, Ar0
〉 = 0, where P (t) is a polynomial in t. (For example,
r′0 = Ar0.)
3: for j = 1, 2, . . . do
4: solve Mzrj−1 = rj−1





7: ifρj−1 = 0, method fails
8: if j = 1 then
9: e0 = r0
10: solve Mze0 = e0
11: d0 = ẑr
12: q0 = ẑr
13: else
14: βj−2 = ρj−1 / ρj−2
15: ej−1 = rj−1 + βj−2 hj−2
16: zej−1 = zrj−1 + βj−2 fj−2
17: dj−1 = ẑr + βj−2 gj−2
18: qj−1 = dj−1 + βj−2 (gj−2 + βj−2qj−2)
19: end if
20: solve Mzq = qj−1
21: ẑq = Azq




23: hj−1 = ej−1 − αj−1 qj−1
24: fj−1 = zej−1 − αj−1 zq
25: gj−1 = dj−1 − αj−1 ẑq
26: xj = xj−1 + αj−1 (2zej−1 − αj−1zq)
27: rj = rj−1 − αj−1 (2dj−1 − αj−1 ẑq)
28: check convergence; continue if necessary
29: end for
Table 1
Set and characteristics of test matrix problems (listed in increasing matrix size).
Row/col diag-
Matrix problem Size Field nnz(A) dom. scaled A
M4D2 10,000 Quantum mechanics 127,400 2.46% / 5.8%
STOMMEL2 10,491 Ocean modeling 72,965 12.79% / 11.01%
WAVEGUIDE3D 21,036 Electromagnetics 303,468 0.04% / 0.97%
STOMMEL1 42,248 Ocean modeling 294,786 7.57% / 6.71%
WATER TANK 60,740 3D fluid flow 2,035,281 22.62% / 17.16%
VFEM 93,476 Electromagnetics 1,434,636 0.18% / 0.18%
XENON2 157,464 Materials 3,866,688 0.04% / 0.04%
MAJORBASIS 160,000 Optimization 1,750,416 49.77% / 50.22%
STOMACH 213,360 Electrophysiology 3,021,648 64.58% / 91.73%
TORSO3 259,156 Electrophysiology 4,429,042 86.75% / 95.18%
LANGUAGE 399,130 Natural language 1,216,334 81.02% / 78.72%
processing
KIM2 456,976 Complex mesh 11,330,020 0% / 0.58%
ATMOSMODJ 1,270,432 Atmospheric modeling 8,814,880 100% / 100%
ATMOSMODL 1,489,752 Atmospheric modeling 10,319,760 100% / 100%
Our benchmark sent a problem p to each solver s successively, and recorded the
solution time tp,s from the start of the solve until either the initial residual was reduced
by eight orders of magnitude or the process failed. The process was declared a solver
failure when no convergence was achieved after 10,000 matrix-vector products, or the
solver stagnated (two consecutive iterates were the same), or when one of the scalar
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Table 2
Algorithmic and memory cost per iteration for the BiCOR and CORS methods.
Solver Type y = Ax y = AT x z = ax+ y 〈x, y〉 Memory
BiCOR general 1 1 6 2 matrix+10n
CORS ” 2 - 12 2 matrix+14n
computing. Solver failures were detected automatically by the MATLAB routines
of the iterative algorithms using the default tolerance values. If a solver fails, our
script starts solving the next problem. This loop runs through all the problems. For
consistency of results, the script repeats each run ﬁve times and takes the average.
In our numerical experiments, we did not precondition the linear systems. One
reason is because of the memory limits of MATLAB on our computer; the use of
preconditioning would require moving to a Fortran implementation. Another reason
is that we wanted to study the convergence of the BiCOR and CORS algorithms
on matrices with general, possibly tough, distribution of eigenvalues, rather than
quickly solving the problems. To reduce the condition number, the linear system was
scaled by row and column prior to the iterative solution so that the modulus of each





2 y = D
1/2







if i = j,








if i = j,
0 if i 
= j.
We used physical right-hand sides b when these were available; otherwise we set b = Ae
with e = [1, . . . , 1]T . The iterative process was always started from x0 = 0, and the
same level of convergence tolerance was used for all solvers.
The performance proﬁle shown in Figure 1 is obtained by computing for each










size {p : rp,s ≤ τ}, np ≡ 14 (no. of problems).
The value ρs(τ) gives the probability for solver s to have a performance ratio rp,s
within a factor τ ∈ R of the best possible ratio on the set of problems [10]. The
value ρs(1) is of particular interest because it indicates the probability of solver s
being the optimal solver on the set of problems. By comparing this value for all
solvers in Figure 1, we see that the CORS algorithm had the highest number of wins
in our experiments. The probability that CORS is the optimal solver in our runs is
about 0.43. The BiCOR algorithm had less wins, but if we consider a larger region of
interest, e.g., to τ < 1.5, its performance is very close to that of CORS.
Observe that the BiCOR method becomes highly competitive in the region of
large values of τ . We ﬁx a parameter rM ≥ rp,s for all p, s, so that τ ∈ [1, rM ],
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Table 3
Characteristics of the model problems.
Example Description Size Memory (Gb) Frequency (MHz) κ1(A)
1 Sphere 12,000 4.6 535 6 · O(105)
2 Satellite 1699 0.1 57 1 · O(105)
3 Jet prototype 7924 2.0 615 1 · O(107)
4 Airbus A318 prototype 23,676 18.0 800 1 · O(107)
solver solves the problem is given by ρ∗s = limτ→rM ρs(τ), which is the value for
which ρs ﬂatlines in the graph for large τ . Comparing the quantity ρ
∗
s for all solvers,
we observe that BiCOR is the solver with the highest probability of success on our
problem set. In particular, it is the only solver that converges within the maximum
number of iterations on the WAVEGUIDE3D matrix, and it is decidedly the best
algorithm on the STOMMEL1 and M4D2 matrices where most of the other methods
fail to converge. The BiCOR method failed to solve only one of the 14 test problems,
KIM2, while CORS failed to converge on four problems. For the sake of completeness,
in Figure 2 we show performance proﬁles for the number of matrix-vector products.
We recall that the iterative algorithms that we benchmark have diﬀerent costs per
iteration; see, e.g., [17]. In Figure 3, we display two examples of convergence histories
of CORS and BiCOR representative of the general trend. We clearly see the eﬀect of
squaring the residual in the CORS convergence.
Finally, we consider examples where the matrix-vector product is expensive. We
select four dense matrix problems, described in Table 3, arising from the method of

















Equation (6.1) arises from electromagnetic scattering analysis of perfectly conducting
bodies [2]. We denote by G(|y − x|) = eik|y−x|4π|y−x| the Green’s function of the Helmholtz
equation, byj the unknown current distribution on the surface of the scattering object,
by jt the test functions, by Γ the boundary of the object, by k the wave number, and
by Z0 =
√
μ0/ε0 the characteristic impedance of vacuum ( is the electric permittivity
and μ is the magnetic permeability). Using the method of moments, the discretization
of (6.1) over a mesh containing n edges leads to dense complex non-Hermitian linear
systems Ax = b that are tough to solve by iterative methods. The iteration count of
Krylov subspace methods for solving the pertinent linear system typically increases
as O(n0.5) [3].
In Table 4, we show the number of iterations required by various Krylov methods
to achieve convergence on one node of a Linux cluster equipped with a quad core
Intel CPU at 2.8GHz and 16 GB of physical RAM using a Portland Group Fortran 90
compiler version 9. We carried out the matrix-vector product at each iteration using
the ZGEMV routine available in the LAPACK library, and we did not use precondi-
tioning. The choice of robust preconditioners for this problem class is a challenge in
its own right and is beyond of the scope of this paper; we refer the reader to, e.g.,
[4, 2]. In these experiments we relaxed the stopping criterion used in our runs on
sparse problems, due to the slow convergence of Krylov methods and to the O(n2)
cost of the matrix-vector product. For instance, on Example 1 the CORS method
was the only solver to achieve a residual reduction of at least eight orders of mag-
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Fig. 1. Performance proﬁle analysis. The ratio is the CPU computing time.


























Fig. 2. Performance proﬁle analysis. The ratio is the number of matrix-vector products.
for success was reducing the residual norm by a factor of 10−5 instead of 10−8 as in
the ﬁrst experiments, and the maximum number of matrix-vector products allowed
was 3,000 instead of 10,000. The CORS method was the fastest non-Hermitian solver
with respect to CPU time on the selected examples. The good eﬃciency of CORS
emerges especially on the two realistic aircraft problems, Examples 3–4. It enabled
us to reduce the initial residual to O(10−3) without preconditioning within 3,000 it-
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(a) On the STOMMEL1 problem.

























(b) On the TORSO3 problem.
Fig. 3. Examples of convergence histories.
only results with the CORS and the restarted GMRES methods in Table 4. This tol-
erance is considered accurate enough for engineering purposes because it may enable
a correct reconstruction of the radar cross section of the object [3]. We also report on
the number of iterations and on the CPU time. Another interesting fact about using
CORS in this context is that it does not require matrix multiplications by AH , which
often necessitates speciﬁc algorithmic implementations for dense matrices.
Table 4
Number of iterations and CPU time (in seconds) for experiments on dense matrix problem.
Details of the experiments are reported in section 6.
Example
Solver 1 2
CORS 380 (211) 371 (11)
BiCOR 441 (251) 431 (15)
GMRES(50) > 3000 (> 844) 871 (17)
QMR 615 (508) 452 (24)
TFQMR 399 (435) 373 (27)
BiCGSTAB 764 (418) 566 (18)
Solver
Example CORS GMRES(50)
3 1286 (981) >3000 (>1147)
4 924 (54,93) 2792 (8645)
The large spectrum of experiments on real and complex linear systems reported
in this study illustrates the favorable numerical properties of the presented Krylov
projection technique. The results indicate that competitive computational techniques
may be developed from the biconjugate A-orthonormalization procedure for solving
nonsymmetric linear systems.
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