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Determining thermal and physical quantities across a broad temperature domain, especially up to the ultra-
high temperature region, is a formidable theoretical and experimental challenge. At the same time it is
essential for understanding the performance of ultra-high temperature ceramic (UHTC) materials. Here we
present the development of a machine-learning force field for ZrB2, one of the primary members of the UHTC
family with a complex bonding structure. The force field exhibits chemistry accuracy for both energies
and forces and can reproduce structural, elastic and phonon properties, including thermal expansion and
thermal transport. A thorough comparison with available empirical potentials shows that our force field
outperforms the competitors. Most importantly, its effectiveness is extended from room temperature to the
ultra-high temperature region (up to ∼2,500 K), where measurements are very difficult, costly and some time
impossible. Our work demonstrates that machine-learning force fields can be used for simulations of materials
in a harsh environment, where no experimental tools are available, but crucial for a number of engineering
applications, such as in aerospace, aviation and nuclear.
I. INTRODUCTION
Transition metal borides, carbides and nitrides, such
as ZrB2, HfB2, ZrC and TiN, are formed by combining a
light element from group III, IV or V, with a refractory
transition metal. They are generally characterized by
an unusual combination of physical and chemical prop-
erties, such as an extremely high melting temperature
(T > 3000 ◦C), great hardness, and both good chemical
stability and mechanical strength at high temperatures1.
These compounds are usually referred to as ultra-high-
temperature ceramics (UHTCs). They are considered to
be the most relevant materials set for high-temperature
applications in the aerospace (e.g. thermal protection
systems for hypersonic or atmospheric reusable re-entry
vehicles, propulsion components, combustion chambers,
engine intakes or rocket nozzles), energy (e.g. nuclear
fission and fusion, energy harvesting, concentrated solar
power) and high-technology (e.g. high temperature elec-
trodes, high speed machining tools, molten metal con-
tainment) sectors.2–5
UHTCs containing either ZrB2 or HfB2 are possibly
the most widely studied members of this class due to their
additional resistance to oxidation observed up to 2000 ◦C.
In particular, they hold expectations as a replacement
of silicon-based compounds, such as SiC, Si3N4 and
MoSi2, whose operation range is limited to approximately
1700 ◦C. Notably, the hot section of aerospace and nu-
clear facilities can easily approach working temperatures
of 2000 ◦C in a very short time (0.1 second to a couple
of minutes), meaning that the typical thermal shocks are
considerable. Clearly, the knowledge and control of the
thermal and physical properties with temperature is cru-
cial for optimizing and understanding the performances
of these engineering materials over their entire operation
range.
Ideally, it would be important to study these mate-
rials’ properties in the conditions found in their service
environment6. This is particularly relevant for tempera-
ture effects, since the knowledge of T -dependent proper-
ties allows one to accurately assess the impact of thermal
shock, creep and fatigue, and to understand the sensitiv-
ity of the possible engineering components to thermal-
stress-induced failures. Unfortunately, the experimental
characterization of high-temperature properties is very
challenging and costly, if not impossible7, so that only an
incomplete picture is captured in most cases. This means
that the engineering design is somehow blind to the most
extreme part of the operation conditions. All these dif-
ficulties make theoretical simulations a really valuable
toolset to study the material’s responses to such extreme
conditions. Unfortunately, a universally accurate and ef-
ficient simulation method is still not available.
Ab-initio molecular dynamics can manage high tem-
peratures in a natural fashion, but its high computational
cost makes it practical for the simulation of only a few
hundred atoms for up to hundreds of picoseconds. This is
usually not sufficient, since the required simulation scale
needed to solve many problems of interest goes far beyond
thousands of atoms and several thousands of nanoseconds
or even microseconds. In contrast, empirical force fields
can extend to the desired time and length scales. These
are computationally efficient due to the analytical func-
tions employed to express the total energy and the forces.
However, they usually struggle to handle several features
specific to the high-temperature domain, namely i) the
large variation of physical properties across a broad tem-
perature range; ii) the reliability of the extrapolated data
from empirical parameters; iii) the strong anharmonic ef-
fects taking place at ultra-high temperature, especially
close to the melting point (Tm ∼ 3000◦C for UHTCs).
A promising solution to this conundrum is to use
machine-learning force fields (MLFFs). They can reach
quantum-chemistry accuracy at a computational cost
comparable with that of conventional effective poten-
tials. The formulation and implementation of MLFFs
are rapidly becoming an active research area, and the
latest generation of MLFF has also a great potential for
the investigation of molecules and solids8, of amorphous
phases9 and of multi-component materials10,11.
In this work we take the spectral neighbor analysis po-
tential (SNAP) formulation12 to derive a robust MLFF
for ZrB2, a prototypical UHTC material. ZrB2 has the
AlB2 structure (P63/mmc) with a nano-laminate stack-
ing of B and Zr layers. The B layer has a 2D graphene-
like structure with strong covalent bonds, while the Zr-
layer is dominated by metallic bonding. In addition,
the Zr-B interaction has a mixed covalent and ionic na-
ture13. Previous attempts to construct atomic potentials
for ZrB2 include Tersoff potentials
14 and reactive force-
fields (ReaxFF)15. These, however, struggle with the T -
dependent thermo-physical properties. For instance, they
run into problems when calculating the thermal conduc-
tivity at 1000 K16 and they are not accurate in describ-
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2ing room-temperature elasticity. These difficulties are
attributed to the inability to simultaneously describe:
i) the rather chemically different constituent elements,
ii) the complex bonding nature comprising a mixture of
metallic, covalent and ionic interactions, iii) the intricate
response to a wide range of heat and mechanical loads.
By tuning the SNAP parameters from a rich variety
of reference configurations, our derived MLFF demon-
strates a surprisingly accurate ability to face the afore-
mentioned challenges. A brief description of the SNAP
formalism, the training datasets and the procedure to de-
termine the model parameters is presented in the follow-
ing section. Thereafter we apply the developed MLFF to
predict the fundamental physical properties of ZrB2. The
results are compared with available experimental and
simulation findings. Our SNAP potential exhibits robust-
ness in reproducing the T -dependent physical properties
and a good transferability across a wide range of tempera-
tures and deformations. This work provides a framework
to study the high-temperature behavior of materials and
it paves the way for accurate atomistic simulations of
UHTCs.
II. CONSTRUCTION OF THE FORCE FIELD
A. The SNAP model
The model employed in this work is the many-body
SNAP force field8,12, whose main features are briefly out-
lined here. In general we can write the total energy as
Etotal(
#»r N ) = EZBL(
#»r N ) + ESNAP(
#»r N ) , (1)
where #»r N is the configuration vector containing the
N atomic positions. The Ziegler-Biersack-Littmark
(ZBL)17 empirical potential, EZBL(
#»r N ), is introduced to
provide a repulsive short-range interaction, while ESNAP
captures the effects arising from the local atomic envi-
ronments. SNAP assumes that the energy of a collection
of atoms can be decomposed into separate atomic contri-
butions, EiSNAP. The energy associated to the i-th atom,
EiSNAP, then depends on the local atomic environment,
which is described by using the bispectrum components18
(
#»
Bi= Bi1, ...,B
i
K). Thus the SNAP potential writes as a
linear combination of
#»
Bi, namely as
ESNAP =
N∑
i=1
EiSNAP(
#»
Bi) =
N∑
i=1
{βαi0 +
K∑
k=1
βαik B
i
k} . (2)
Here αi describes the chemical identity of atom i, while
βαk are the coefficients of expansion for the atoms of type
α. K is the number of bispectrum components used to
describe the local atomic environment. This is related
to the maximum angular momentum taken in the def-
inition of the hyper-spherical harmonics expansion (see
next paragraph).
In practice SNAP knows about the local atomic envi-
ronment of each atom by projecting the local neighbour
density within a radial cutoff, Rcut, onto a basis of hyper-
spherical harmonics in four dimensions. This choice of
representation for the atomic positions is invariant un-
der rotation, atomic permutation and translation. The
details of how the Bik are calculated are provided in ref-
erence18. In general, specifying small values for Rcut and
K produces a coarse description of the local atomic en-
vironment. In contrast, large values will enable one to
resolve fine structural differences. The coefficients βαk
are optimized to reproduce the energies of a large set of
configurations computed with density functional theory
(DFT). The training process is performed by minimizing
the penalty function,
∆E = |ω · EFF − EDFT|2 + λ|β|2 , (3)
where EFF and EDFT are, respectively, the energy pre-
dicted by Eq. (1) and the corresponding DFT reference.
The second term of Eq. (3) penalizes large βαk values in
order to avoid over-fitting problems, with λ controlling
this regularization process. The weight of the parameter
ω is designed to control the relative relevance of different
configurations. In this work, all configurations are set
equivalent, so that ω=1. Detailed convergence tests for
λ, K and Rcut, are shown in Fig. S1 of the supplemen-
tary information (SI). Their final values, together with
the ZBL potential parameters are summarized in Table I.
TABLE I. SNAP and ZBL potential parameters used for our
optimized ZrB2 force field. λ is the regularization parame-
ter; K the number of bispectrum components; Rcut the cutoff
radius of the neighbor density function; Rzbl,i and Rzbl,o the
inner and outer cutoff of the switching function for ramping
the energies, forces and curvatures smoothly to zero; ZZr and
ZB the atomic number of the Zr and B atoms.
Potential Parameter Value
SNAP λ 0
SNAP K 55
SNAP Rcut 4.5 A˚
ZBL Rzbl,i 4.0 A˚
ZBL Rzbl,o 4.8 A˚
ZBL ZZr 40
ZBL ZB 5
B. DFT datasets
A pool of diverse atomic configurations needs to
be included in the DFT reference dataset in order to
represent the widest variety of local atomic environ-
ments. Such diversity is critical for the construction
of a robust force field able to fully capture the fea-
tures of the potential energy surface. Our training
dataset comprises a total of approximately 150,000 lo-
cal atomic environments extracted from 1850 configura-
tions, while the test dataset contains around 137,000 local
atomic environments. Those configurations include ran-
domly distorted supercells (1109), deformed cells (1033),
molecular-dynamics snapshots (1457), etc. A detailed de-
scription of our DFT dataset and its generation scheme
is tabulated in Table II. Notably different classes of data
sample different regions of the potential energy surface.
In particular each class is designed to target at a variety
of properties in the following way (see Table II for the
details of each class):
• EOS I/II map the elasticity and the general profile
of the potential energy surface;
3• Distorted I/II capture the phonon band-structure
and the thermal conductivity;
• Deformed I/II/III describe the T -dependent elas-
ticity, thermal expansion and anharmonicity at
high temperature;
• MD snapshots I/II ensure the dynamic stability of
the crystalline structure.
The energies and the atomic forces, as calculated from
DFT for the aforementioned dataset, are all collected.
The SNAP force field for ZrB2 is then trained on the
energies of the data classes: EOS I, Distorted I&II, De-
formed I and MD snapshots I, while EOS I, Deformed
II & III and MD snapshots II are used for testing and
validation purposes. The diversity of our training and
test sets is further illustrated by the dimension reduction
analysis presented in Fig. S2 of the SI, while their energy
distribution is presented in Fig. S3.
C. Computational details
All DFT calculations are performed using the plane-
wave basis projector augmented wave method19 as im-
plemented in the VASP code20. The generalized gradient
approximation of the exchange and correlation functional
with the Perdew-Burke-Ernzerhof (PBE) parametriza-
tion21 is used throughout. In addition, the damped van
der Waals correction, DFT-D2, is included to approx-
imate dispersive interactions22. The reliability of the
PBE+D2 method in describing transition metal diborides
has been validated already in reference23. The Brillouin
zone is sampled by using the Monkhorst-Pack method
with a k -point spacing of 0.02 A˚−1. The kinetic energy
cutoff of the plane waves is set to 500 eV. Those param-
eters have been tested to ensure an energy convergence
of 1 meV/atom.
All molecular dynamic (MD) simulations are per-
formed with the LAMMPS package24 with a time step
of 1 fs. The damping parameters for the temperature
and pressure are 100 and 800 fs, respectively. The cal-
culations of the thermal expansion, thermal conductivity
and elastic moduli are carried out using 6× 6× 6 super-
cells. More details on the MD simulations can be found
in the SI.
D. Accuracy of SNAP force field
The SNAP-predicted energies (in unit of eV/atom) and
atomic forces (in unit of eV/A˚) compare extremely well
to their DFT references. The linear regression analysis
of energies in Fig. 1(a) gives the angular coefficients of
1.0004 and 1.0006 for the training and test sets, respec-
tively. Being so close to 1 demonstrates that the qual-
ity of the SNAP energies is almost the same as that of
DFT, regardless on whether the configurations were in-
cluded or not in the training process. At the same time
[see Fig. 1(b)] the linear regression coefficients computed
over the training (test) set for the atomic forces along
the x, y and z directions are 0.9878 (0.9643), 0.9869
(0.9611) and 1.0099 (0.9932), respectively. This qual-
ity translates in a root mean squared error (RMS) over
the energy of 1.3 meV/atom and 4.7 meV/atom, respec-
tively for the training and test set. The RMS for the
atomic forces is 25 meV/A˚ (45 meV/A˚) for the training
(test) set. In order to put these results in prospective, a
recent high-quality gaussian approximation potential for
carbon-based materials has achieved a RMS of 28 meV/A˚
and 270 meV/A˚ over the in-plane forces of graphene and
amorphous carbon, respectively25. As such, our gener-
ated SNAP appears to yield a near to quantum-chemistry
accuracy and it is fully competitive with other advanced
force field classes.
FIG. 1. (color online) SNAP predictions against the DFT
references for (a) the energies (eV/atom) and (b) the atomic
forces (eV/A˚). The training (test) set contains 1850 (1752)
configurations, with roughly 449,000 (411,000) force data.
Note that the forces were not explicitly included in the train-
ing.
Furthermore, the SNAP force field demonstrates an ex-
cellent performance on describing the energy landscape
against the variation of structural parameters as shown
in Fig. 2. In this case the target property is the depen-
dence of the total energy over the lattice parameters, a
and c, which are changed with respect to their equilib-
rium values. The DFT references for this test are con-
tained in EOS II dataset, which is not used for the train-
ing. Note, in fact, that the largest lattice strain included
in the training set is of only 1.3% (EOS I dataset, see
the corresponding region marked using the grey box in
Fig. 2). In Fig. 2 it is easy to observe that the SNAP
predictions are within a deviation of 20 meV/atom from
their corresponding DFT references for the lattice defor-
mation region of -2.0% ≤ ∆a ≤ 2.0% and -6.0% ≤ ∆c ≤
2.0%. A relatively larger deviation shows up only for
rather severe deformations, namely ∆a beyond ±5.0%.
Since ZrB2 is an extremely stiff crystal (Young’s modulus
reported between 490 GPa and 526 GPa26,27) with rel-
atively small thermal expansion (see the relevant region
noted within the red box of Fig. 2), the feasible thermal
deformation region is limited and is well covered within
4TABLE II. Generation protocol for the DFT reference configurations. For each data class we list the number of inequivalent
configurations computed, Nconf , the total number of atoms included in the simulation cell, Natoms, and the range of volume
expansion/compression, V/V0, measured with respect to the T = 0 K equilibrium volume, V0. The last column describes
the procedure used to generate the specific dataset. The EOS (equation of state) class includes configurations obtained by
altering the a and c lattice parameters separately, while keeping the atomic positions frozen at their equilibrium values. In the
Distorted class atoms are randomly displaced from their equilibrium positions. The MD snapshots class includes configurations
taken from molecular dynamics (MD) simulations in the NV T ensemble performed with the on-the-fly SNAP force field in
the temperature range 100 K-1800 K. The Deformed class contains configurations obtained for supercells strained along one
of the elementary deformation modes (see details in the SI), while the atomic positions are either from MD simulations or are
obtained by random atomic displacement.
Data Class Nconf Natoms V/V0 (%) Generation scheme
EOS I 3 3 1.5 – 3.0 a and c are altered with the atoms kept at their equilibrium positions
Distorted I 309 81 0.0 – 3.7 The Zr and B atomic positions are randomly displaced from equilibrium
with a maximum displacement of dmax = 0.01/0.05/0.08/0.10/0.15 A˚
Distorted II 800 81 1.7 – 3.7 Only the B atomic positions are randomly displaced from equilibrium
with a maximum displacement of dmax = 0.05/0.07/0.13/0.20 A˚
MD snapshots I 338 81 0.6 – 2.0 MD snapshots collected every 0.1 ps from an NV T ensemble
Deformed I 400 81 1.4 – 4.0 The atomic positions are from MD snapshots (0.1 ps in the NV T ensemble),
while the cell is strained by 1% along various deformation directions
MD snapshots II 1119 81 -1.3 – 4.1 MD snapshots collected every 0.1 ps from an NV T ensemble
Deformed II 120 108 1.0 The atomic positions are randomly displaced with dmax =0.10 A˚,
while the cell is strained by 1% along various deformation directions
Deformed III 513 81 -3 – 2.0 The atomic positions are randomly displaced with dmax =0.13 A˚,
while the cell is strained by 1% along various deformation directions
EOS II 242 3 -28.5 – 40.6 a and c are altered with the atoms kept at their equilibrium positions
the high-accuracy domain of SNAP force field.
FIG. 2. (color online) Evaluation of the SNAP accuracy in
computing the total energy as a function of the variation of
the lattice parameters ∆a and ∆c (in %). The color scale
indicates the RMS energy error (in meV/atom). The grey
and red boxes show the relatively small region included in
training process and the relevant thermal expansion domain
upto 2500 K, respectively.
Finally, Fig. 3 illustrates the excellent performance of
the SNAP force field in calculating the phonon bands as
compared with the DFT results. In both cases the dy-
namical matrices are derived using the finite difference
method, for which the 3 × 3 × 3 supercells with finite
atomic displacement of 0.01 A˚ are adopted. Then, a
Fourier interpolation over a dense 108× 108× 108 mesh,
performed with the phonopy code28,29, is used to obtain
a smooth frequency dispersion. The good agreement of
the phonon bands computed with SNAP and DFT in
Fig. 3, indicates that our SNAP force field is not only ca-
pable of describing the potential energy surface, but also
to qualitatively account for its derivatives.
FIG. 3. (color online) Phonon dispersion curves calculated
with SNAP (in red) and DFT PBE+D2 (in blue).
III. APPLICATIONS
In what follows we will evaluate the ability of our
force field to predict several T -dependent fundamental
physical properties of ZrB2. We will begin with its per-
formance around room temperature, then move to the
high-temperature region. Finally we will discuss the
challenges encountered at extremely high temperatures
(above 2000 ◦C).
A. Room-temperature properties
We start our analysis by looking at the ZrB2 struc-
tural and elastic properties near room temperature. In
Table III we report the calculated values for the lattice
5parameters, a and c, the elastic constants, cij , the bulk
modulus, B, the Young’s modulus, E, and the shear mod-
ulus, G. These are compared to the measured experimen-
tal values26,27,30 and to our DFT PBE+D2 predictions.
Furthermore, we include in the table the published data
obtained with two different parameterizations of the Ter-
soff potential14.
In general we find a rather good agreement over the
entire range of properties between our SNAP predictions
and the DFT target. Importantly, since DFT at the
level of PBE+D2 provides an excellent description of the
experimental data, such agreement with experiments is
transferred to our SNAP force field. Going into more
detail, we note that DFT23 slightly underestimates the
experimental lattice parameters30, being a = 3.162 A˚ and
c = 3.493 A˚ instead of a = 3.170 A˚ and c = 3.532 A˚.
SNAP, which is trained over DFT PBE+D2 data, as
expected maintains such underestimation and returns us
the lattice parameters a = 3.164 A˚ and c = 3.486 A˚.
Notably, SNAP outperforms the two available Tersoff
models, which further overbind, in particular along the
a axis (3.131 A˚ < a < 3.140 A˚).
Turning our attention to the elastic constants and mod-
uli we remark again the good agreement between DFT
and experiments 26,27 and the ability of SNAP to repro-
duce the DFT results, and hence the experimental ones.
The only exception is for the c44 constant, that SNAP
overestimates by about 25%. Such error propagates in
the overestimation of both G and B. Note that we could
have improved the SNAP description of the elastic prop-
erties by including in the training set additional configu-
rations describing low temperature distortions. However,
our objective is to obtain a potential performing over a
wide temperature range, so that our training set needs to
remain well balanced. As such, we effectively trade some
accuracy in describing the room-temperature elastic ten-
sor for a large dynamic range. Finally, as for the struc-
tural properties, also for the elastic ones SNAP outper-
forms completely the available Tersoff potentials14, which
in general are not capable to even rank the magnitude of
the various elastic constants.
B. High-temperature properties
We now move to explore how our optimized SNAP
force field is able to describe the various properties in a
temperature range comprised between 300 K and 2500 K.
Firstly, we investigate the thermal expansion effects by
calculating the temperature-dependent lattice parame-
ters, a(T ) and c(T ). This is performed by sampling
the NPT molecular-dynamics trajectories over 100 ps
for various temperatures. The SNAP potential predicts
the thermal expansion along the c axis to be relatively
higher than that along a, as shown in Fig. 4. Experi-
mental data26 are available up to 1,200 K, a temperature
range described extremely well by our SNAP force field,
which again traces well the DFT results obtained using
the quasi-harmonic approximation of phonon calculations
at the PBE+D2 level. The excellent agreement between
SNAP and DFT, in fact, extends up to 2,000 K. Note the
latter is a static calculation method, being computation-
ally heavy and the anharmonic effects can only be suit-
able considered within finite temperatures, below 2000
K. Most importantly the SNAP predictions can reach
2,500 K, meaning that our atomic potential is capable to
explore the ultra-high temperature region, where experi-
ments are difficult to perform and are not yet available.
FIG. 4. (color online) Variation of the lattice parameters,
a and c (in A˚), with temperature. The SNAP results (in
red) obtained from NPT molecular dynamics (averaged over
100 ps) are compared with the those from DFT PBE+D2 (in
blue) and experiments26 (in black).
We then move to determine the temperature depen-
dence of the elastic tensor, cij , as computed from SNAP.
This quantity is determined from the trajectories ofNV E
molecular dynamics simulations by using the explicit de-
formation method31 (see computational details in the SI).
During the simulations the lattice parameters as a func-
tion of temperature, a(T ) and c(T ), are fixed to those
previously derived by SNAP and reported in Fig. 5.
FIG. 5. (color online) Variation of the elastic constants, cij
(GPa), with temperature. The SNAP results (in red) are
extracted from the NV E trajectories over a 250 ps interval
after an initial equilibration of 150 ps. Results are compared
with available experiments26 (in black).
The results of cij(T ) are presented in Fig. 5, where
a good agreement with experiments26 is achieved over
the temperature range where experiments are available.
The agreement is particularly good for the elastic tensor
components c11, c33, c12 and c13, while that for c44 is less
satisfactory. Note that, in general, the deviation of c44
with respect to the experimental value at high temper-
ature simply follows the same deviation found at room
temperature (see Table III). It is important to point out
that c44 is related to the elastic response of the cell to
shear strains. Our training data set is dominated by
configurations constructed over undistorted cells (1447),
and only a small fraction contains biaxial deformed ones
(403). In principle, further improvements in c44 can then
6TABLE III. Room-temperature structural and elastic properties of ZrB2 calculated with our SNAP force field. Results are
compared to experiments, to DFT (PBE+D2) estimates and to predictions obtained with Tersoff potentials.14
Exp.26,27,30 PBE+D223 TersoffP1
14 TersoffP2
14 SNAP
a (A˚) 3.170 3.162 3.140 3.131 3.163
c (A˚) 3.532 3.493 3.547 3.484 3.486
c11 (GPa) 568 584 422 575 580
c33 (GPa) 441 431 320 817 449
c44 (GPa) 258 253 119 246 336
c12 (GPa) 57 56 156 213 63
c13 (GPa) 121 116 171 301 104
B (GPa) 224-240 251 240 400 238
G (GPa) 216-232 208 118 211 268
E (GPa) 490-526 488 – – 586
be obtained by increasing the training set to add sheared
configurations. This, however, should be done without
unbalancing the training set, that otherwise will be un-
suitable to capture the behaviour of the remaining cij
constants. Considering the general good agreement of
the overall elastic tensor this further refinement has not
been performed.
Finally we turn our attention to the variation of the
thermal conductivity with a wide range of temperatures,
which is satisfactorily derived using our SNAP force field.
In this case the lattice thermal conductivity tensor, κij , is
calculated by using the equilibrium Green-Kubo formal-
ism32. In particular, κij is evaluated from NV E molecu-
lar dynamics simulations of heat flux up to 40 ns, a time
needed to achieve convergence at temperatures comprised
between 300 K and 2500 K (see computational details in
SI).
FIG. 6. (color online) Thermal conductivity, κ (in units of
W/m·K), as a function of the temperature. In panel (a) the
SNAP predictions (in red) for the in-plane, κ||, and out-of-
plane, κzz, components of the lattice thermal conductivity
are compared with results obtained with a Tersoff potential
(in black)16. Panel (b) shows the orientation-averaged lattice
thermal conductivity computed with SNAP (in red) together
with an estimate obtained from the Debye-Slack model (in
blue). Panel (c) shows the the total calculated thermal con-
ductivity, κtot = κph + κel (red), in comparison with experi-
ments (black)26. In this case the electronic thermal conduc-
tivity is estimated based on the Wiedmann-Franz law.
The calculated in-plane, κ||, and out-of-plane, κzz, lat-
tice thermal conductivities as a function of temperature
are shown in Fig. 6(a). SNAP returns us an anisotropic
lattice thermal conductivity for temperatures up to about
1,000 K, while it is essentially isotropic at elevated tem-
peratures. The anisotropy remains, however, rather mod-
erate even in the low temperature region. Available theo-
retical results obtained with a Tersoff force field are also
7presented16. These are limited to temperatures up to
1,000 K and constantly return κ values smaller than those
computed by SNAP, although also the Tersoff potential
captures the anisotropy. It was argued in the past16 that
a phonon thermal conductivity of 5 W/m·K at 1000 K, as
obtained with the Tersoff force field, is too low when com-
pared to experiments. SNAP improves on such determi-
nation and predicts κ to be around 15 W/m·K at 1000 K.
This improved consistency with experiments originates
from the accurate description of the interatomic interac-
tion offered by SNAP. Since the lattice thermal conduc-
tivity is dominated by phonon scattering processes, the
accurate SNAP description of the forces makes it possible
to accurate calculate the heat flux and thereby to success-
fully predict κ. This is true not only at relatively lower
temperature, but over a wide temperature range extend-
ing up to ultra-high temperatures, as we will demonstrate
in the following.
The lattice thermal conductivity at high temperatures
can be estimated by using the Debye-Slack model33,34. In
Fig. 6(b) we present the average lattice thermal conduc-
tivity, κph, in comparison with the Debye-Slack predic-
tion (see details in SI). The κph(T ) curve is defined as the
square average of the diagonal components of the conduc-
tivity tensor, κph = 1/3
√
κ211 + κ
2
22 + κ
2
33. We find that
above 1000 K, our SNAP results agree well with the κph
determined with the Debye-Slack model. At lower tem-
peratures the agreement is less good with the SNAP pre-
dictions being constantly above the Debye-Slack curve.
This is expected, since the Debye-Slack model is designed
to estimate the thermal resistivity at temperatures above
the Debye temperature, θD. In fact, it assumes Umklapp
scattering to be the dominant process limiting the ther-
mal conductivity and completely ignores contributions
from scattering to the optical phonon branches. This
kind of approximation works in the high temperature
limit, but underestimates κph for T < θD. In contrast,
our SNAP force field provides a robust tool to perform
molecular dynamic simulations of heat transfer over the
full temperature spectrum. At the same time it bears a
much higher accuracy and efficiency.
Finally in Fig. 6(c) we compare the total thermal con-
ductivity, κtot = κph + κel, with experiments. Here
the κtot(T ) curve is obtained by adding to the SNAP-
calculated lattice thermal conductivity, the electronic
contribution, κel. The latter is estimated by using the
Wiedemann-Franz law with data for the temperature-
dependent electrical conductivity taken from available
experiments (see SI). Notably, our κtot is in excellent
agreement with that measured in experiments26 for all
temperature above 600 K. Deviations at low tempera-
ture are possibly due to phonon scattering to crystal de-
fects, grain boundaries and surfaces. These mechanisms,
which in general reduce the lattice conductivity, are not
included in our SNAP calculations. Note that reductions
in the electrical conductivity due to defect scattering are
already taken into account by the use of experimental
data when determining κel.
C. Challenges emerging at ultra-high temperatures
The SNAP force field that we have just presented
(named ‘SNAP-I’) describes remarkably well several
temperature-dependent physical properties of ZrB2 up
to 2500 K. At the same time ‘SNAP-I’ maintains the
dynamical stability of ZrB2 over all the temperatures in-
vestigated. The next question is how well can the SNAP
force field simultaneously describe the dynamic stability
of ZrB2 above 2600 K and maintain high accuracy in
determining the T -dependent physical properties. The
construction of a force filed describing the ultra-high tem-
perature region requires additional configurations to be
included in the training set. These should explore ge-
ometries characterized by larger bond lengths and lattice
distortions. We have performed such exercise and gener-
ated a full range of novel SNAP force fields.
Our results suggest that a SNAP force field able to re-
tain the dynamic stability of ZrB2 to temperatures up to
3,300 K and possibly above can be constructed. However,
in the construction we have to relax its performance in
predicting the elastic and mechanical properties at low
temperature. In all cases, unfortunately, an extension of
the dynamical range of the force field above 2,600 K al-
ways comes at the expenses of the accuracy in describing
the mechanical properties below 2,000 K. In particular
we were not able to match the description of the tem-
perature dependent elastic tensor provided by ‘SNAP-I’.
In any case, the results for our best attempt, ‘SNAP-II’,
are presented in Fig. 7 to demonstrate the feasibility of
extending the dynamic stability.
In the Fig. 7, panel (a) and (b) present the mean
squared displacements (MSDs) computed with SNAP-I
and SNAP-II, respectively, over an NV T -ensemble tra-
jectory of 1 ns. As expected the MSD of the lighter B
atoms is consistently above that of Zr at any tempera-
ture, regardless of the SNAP version used. The MSD
increases with temperature linearly below 1500 K, which
is similar for the two force fields. However, at 2,600 K
the MSDs calculated for SNAP-I suddenly take extremely
large values, indicating that the force field is no longer
able to capture the movement of certain atoms. In con-
trast, SNAP-II does not present such discontinuity in
the MSDs, which retain a smooth dependence with the
temperature. More significant thermal disturbance is ob-
served for the B atoms at temperatures between 3,200 K
and 3,300 K. It is, in fact, around these values that the
MSD for B surpasses the boundary established by Lin-
dermann’s law for melting, i.e. 0.07 × dB−B ∼ 0.128 A˚,
where dB−B is the equilibrium B-B bond length. We then
conclude that, in general, SNAP is capable of describing
the dynamics at ultra-high temperatures, although with
a compromise about its low temperature accuracy. Fu-
ture work is needed to develop a consistently accurate
force field capable to describe ZrB2 up to the melting
point.
IV. CONCLUSIONS
In this work we have developed a machine learned
SNAP force field for ZrB2, one important ultra-high tem-
perature ceramic for the fabrication of the hot compo-
nents in the aerospace and nuclear industries. After hav-
ing detailed the procedure to construct a balanced train-
ing set, we have shown how such force field can describe
the structural, mechanical, thermodynamics, and ther-
mal transport properties, both at room and at high tem-
peratures. In particular, it provides a reliable and ef-
ficient tool to compute the lattice thermal conductivity
across a wide temperature range. Relying on the richness
of its training dataset and the limited number of model
8FIG. 7. (color online) Temperature-dependent mean-squared displacement (MSD, in A˚) for Zr (in blue) and B (in red) atoms
predicted using (a) ‘SNAP-I’ and (b) ‘SNAP-II’, respectively. The inset shows the behaviour of ‘SNAP-I’ at 2,600 K. The
dashed horizontal line marks the boundary established by Lindermann’s law for melting, MSD > 0.07× dB−B ∼ 0.128 A˚, with
dB−B being the B-B equilibrium bond length.
parameters our SNAP can successfully and efficiently
capture the T -dependent properties from room tempera-
ture to 2500 K. This covers completely the temperature
range required by applications, making our SNAP poten-
tial an important tool for exploring materials properties
not easily accessible by experiments. Overall our work
demonstrates the possibility to construct DFT-accurate
force fields for materials operating in extreme conditions.
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