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In this paper, we directly prove the existence and uniqueness of a strong solution of the stochastic differential 
equations with reflectmg boundary under the assumption of non-degenerate diffusion coefticient and measurable 
drift. Moreover, a Wong-Zakai type approximation theorem is obtained for the equations. 
local time * comparison theorem * Skorohod problem 
1. Introduction 
Let (0, 9, P) be a complete probability space with a filtration (.F,) satisfying the usual 
conditions. Let B, be a standard .F,-Brownian motion on the space. Suppose u(x), 
b(x) : W + W are given measurable functions. Set D = [0, m). We consider the following 
stochastic differential equation with reflecting boundary: 
i 
dX,=a(X,)odB,+b(X,) dr+d$,, 
o,<x,<+m, (1.1) 
1 to, (X,) d4, = d+, 1 
where the stochastic integral is interpreted as an I&Stratonovich type integral. We say that 
(X,, 4,) is a strong solution of ( 1.1) with initial value x> 0, if 
X, is a D-valued .F-adapted continuous process, x0=x, (1.2) 
4, is an W-valued .F, adapted, continuous non-decreasing process such that 
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x,=x+ f 
f 
u(X) o dB, + P-as. 
0 
(1.4) 
The aim of this paper is two-fold. First we prove the existence and uniqueness of a strong 
solution to equation ( 1.1) under the assumptions of a non-degenerate diffusion coefficient 
and local bounded drift with linear growth. (Specific conditions on u and b will be given 
in Section 3.) Secondly we prove a Wong-Zakai type approximation theorem for equation 
(1.1). 
The study of the existence of strong solutions is important for both the theory of stochastic 
equations itself and its applications, for instance, to the theory of filtering of random 
processes. 
It is now well known that ‘ordinary’ (without reflecting) stochastic differential equations, 
the non-degenerate diffusion coefficient and bounded measurable drift imply the existence 
and uniqueness of a strong solution. The proof of this depends on Yamada-Watanabe’s 
celebrated argument (see [ 111 and [ 91) . For equation ( 1.1)) we would like to construct a 
strong solution directly rather than to seek for the Yamada-Watanabe theorem. For the 
proof of existence, we use a procedure which is similar to that in [ 51, [ 21. But we have to 
deal with the pair of processes (X,, 4,). This needs new treatment. We note that Wong- 
Zakai approximation for SDE with reflecting boundary has been studied in [ 1 ] There the 
convergence is in probability. Our convergence of the approximation is almost surely. This 
depends on the fact that the diffusion coefficient is non-degenerate. 
The paper is organized as follows. In Section 2, we present some preliminary material 
which is necessary. Section 3 is devoted to proving the existence and uniqueness of the 
strong solution. The Wong-Zakai type approximation theorem is given in Section 4. 
2. Preliminary results 
In this part we present some material which is necessary for the subsequent sections. Let 
W(W) (resp. W(D) ) denote the space of continuous paths in W (resp. 0). 
Given WE W(W) with W( 0) ED, it is well known that there exist unique [E W(D) and 
C$ E W(D) such that 
[,=W(t)+4,, fortaO, 
&, = 0, t + 4, is non-decreasing , 
(2.1) 
(2.2) 
(&, 4,) is called the solution of the Skorohod problem with respect to W. (See 131 for 
details.) 
Set A,,( W) = sup, G rl G 12G 1) W( t2) - W( tl) ( . By simple observations, we have the fol- 
lowing: 
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Lemma 2.l.Zf( t,$) is thesolution ofthe Skorohodproblemfor WE W(W) with W( 0) ED, 
then 
I&-+sl <A,,,(W) fors<t. q (2.4) 
Now let us recall the definition of the local time of a continuous semimartingale. Let X, 
be a continuous semimartingale. The local time of X at the point a is defined by 
$F(X) = (X,-a) + - (X, -a> + - 
I‘ 
f l@,a,(X,) dXY (2.5) 
0 
It is well known that L:(X) has a version which is jointly continuous in t and right- 
continuous with left limits in a, and L:(X) is non-decreasing. (See [ 71.) The following 
result is from [ 71. 
Lemma 2.2. Let p: D + D be increasing, and assume /,,+p-‘(u) du= +m. If 
IMX,) lCO,,, (X,) d(X), < + 00 U.S., then 
L!(X) =o, 
where (X), denotes the bracket ofthe semimartingale X. 0 
Finally we take the following lemma from [ 41 
Lemma 2.3. Assume b(x) is a bounded continuous function on W. Then for any E > 0 there 
exists a Lipschitz continuous function b,(x) on W satisfying 
(b(x) -b,(x) 1 <E V.x~‘w . 0 (2.6) 
3. The existence and uniqueness of a strong solution 
Theorem 3.1. Assume (i) there exists a constant S> 0 such that o(x) > 6, and du(x) /dx 
is continuous; (ii) b(x) is locally bounded and such that 
]b(x)],<c(l+]xJ), cisaconstunt. (3.1) 
Then for any x E D there exists a unique strong solution to equation ( 1.1) with the initial 
value x. 
Proof. Without loss of generality, we prove the theorem on a fixed time interval [O, T] . For 
the clearness, we first prove the theorem under an extra assumption that b(x) is continuous, 
then we modify the proof for the general case. 
Step 1. We assume c+(x) = 1, b(x) is bounded. 
Existence: By Lemma 2.3, for any n > 1 there exists a Lipschitz continuous function 
b,(x) such that 
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b,(x) -b(x) - t < 
1 
2n(n+ 1) ’ 
XEW. 
Thus we have 
b,(x)>b,(x)>b,(x)>...>b,(x)>...>b(x)>M 
(M is a constant). 
O<b,,(x) -b(x) <2/n, 
IUX) I GK, where K is a constant, independent of n . 
Consider the following equation for any n > 1: 
x: =xfB,$ 
I 
’ k(C) ds+ 4:) 
0 
1 
’ 1 co,(Z) d4: = 4: 3 
0 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
Since 6,, is Lipschitz continuous, it is known (for example, see [ 61) that (3.6) has a unique 
strong solution (Xy , @) . As an application of the comparison theorem (see [ 131)) we 
have that 
Xi >X:>...>,X:‘>...>-Xr a.s., (3.7) 
where Xr is the solution of equation ( 1.1) in the case (T(X) = 1, b(x) = hf. Because of 
(3.7), the limit of {Xy } exists. We denote it by X,. Then 
ds- j-1 b(X,) dr/ < j j’ (b,,(X:l) -b(X;)) dsj 
+ (I ’ (b(Z) -b(X,)) ds 0 
2 
I 
’ < -t+ INK) -b(X) I ds 
n 0 
This gives 
lim 
( 
’ b,,(X’f) ds= 
n-z 0 I 
’ b(X) ds 
0 
Set 
I 
f 
I 
f 
W,(t) =x+B, + h(X’f) ds > W(t) =x+il,+ b(X,) ds. 
0 0 
Since Xy = W,(t) + &‘, we see that 4f := lim, +ra 4: exists and 
a.s. 
(3.8) 
(3.9) 
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We will show that (X,, &) is a strong solution of equation ( 1.1) First we prove that X, has 
a continuous version. 
By Lemma 2.1, it is easy to see that there exists a set 0,, c f2 with P( &) = 1 so that for 
WEQ), 
and 
<Mr( w) (MT(w) is a constant, independent of n) (3.10) 
forO<t, <tZGT. (3.11) 
By (3.11)) (3. lo), and the Arzela-Ascoli Theorem, it follows that for each w E a,,, there 
is a subsequence (X?(w) } such that Xyk( w) converges uniformly to X, on [0, T]. This 
shows that X, has a continuous version. Hence, k also has a continuous version by (3.9). 
To show (X,, $J~,> is a strong solution, it remains to prove Ii, l((,, (X,) d+, = $t as. In fact, 
for w E G. Let X:lk( w) be the subsequence chosen above. Fixfe C,( 0, try), we have 
Hence, 
~‘.G?Jw)) d& = lim (‘f(X?(w)) dK 
0 k-a 0 
=o, 
which implies that 
Uniqueness: Assume (X,, +t) and ( Y,, I+$) are two solutions of equation ( 1.1) . Then 
x, - Y, = I r(b(X,)-WJ) ds++,-$r. (3.12) 0 
Applying Lemma 2.2, we get L?(X- Y) =O. Thus it holds that 
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(X, - Y,) + = lco$m, (XT - Y,) d(X.s - Ys) . 
Consequently, 
x, A Y, =x, - (X,-Y,) -I 
I 
’ 1 
0 
[x,>r,,(b(X,) -NY,)) ds 
+ 
=x+B,+ I rb(X,nY,) ds+&+ ‘1 0 ! o [xv> Y,I 4k . (3.13) 
Put &=&+I’ 1 
_ 
o LX,, Y,I de7, then & is a continuous and non-decreasing process. Moreover, 
1,0,(X,. A Y,) d& 
= I ; l~o,(XsAYs) W,+ ( ’ 1 (X.sAYJl,x,>y,, d+, ” IO1 
= I ; l~o,(XvAYs)l~o,(Xs) d+ + ; l,o,(YJl,,>., d+s I 
= 
=(b,+ ‘1 I 0 [x,>Y,I W=&. (3.14) 
(3.13 ) and ( 3.14) show that (X, A Y,, 4,) is also a solution of equation ( 1.1) . On the other 
hand, it is known from [ 81 that the solution of equation ( 1.1) is unique in law. Therefore, 
X, A Y, = Y, , X, A Y, =X, , as.. 
The uniqueness follows. 
Step !2. Assume that (T(X) satisfies condition (i) , b(x) is bounded. 
Let F,(x), F2(x) be functions on R defined by 
F, (xl = I x 1 - du , 0 (T(u) F,(x)= x I dFz(u)) du. 0 
Note that F,, F2~C2(W) and FI =F;'. Moreover, 
F,(x)=0 - x=0, F,(x)20 * xz0, 
Fz(x)=O - x=0, F,(x)>0 * x>O. 
(3.15) 
(3.16) 
Put 
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b(Y) =b(F,(y))ldF,(y)) > 
then b(y) is bounded and continuous. 
Consider the following equation: 
i 
dY, =dB, +b( Y,) dt+d&, 
lu,,(YJ Wr=Qt~ 
o,<Y,<+~. 
(3.17) 
By Step 1, there exists a unique strong solution (Y,, et) to equation (3.17) with initial value 
F,(x). 
Let X, = F2( Y,) . Applying Ito’s formula, we get that 
=x+ I ’ dx,) a dB.7 + ‘WC) ds+cbr, (3.18) 0 I 0 
where 4t = 1; 0(X,) d& is a continuous, non-decreasing process. Furthermore, by (3.16)) 
I 
; Iv_,,(X) d$.r = j”’ o l~,,(J’s) d4s = 4,. (3.19) 
This means (X,, &) is a strong solution of ( 1.1) On the other hand, we remark that for any 
strong solution (X,, &I> of the equation ( 1.1) , ( Y, = F, (X,) , I)~ = h ( 1 / a(X,) > d+.T) is a 
strong solution of equation (3.17). Therefore, the uniqueness of the strong solution for 
equation ( I, 1) follows from that for equation (3.17). This completes Step 2. 
Step 3. The general case. For N> 1, define functions AN(x) on W by 
bN(x) =b(( -N) VXAN) . (3.20) 
Uniqueness: Assume (X,, 4,), ( Y,, &) are two strong solutions for the equation ( 1.1) 
Define 
Then (X,,,, e%,,,) and (Kr,7N, &,, ,) solve the same equation ( 1.1)) but with drift bN. 
By Step 2, we conclude that (X,,,, $r,,,> = (Y,,,, &,,,>. The uniqueness follows, 
since TN-‘” as N+m. 
Existence: Let (Xr, 4:) be the unique strong solution to the equation ( 1.1) with drift 
b,. Define 
rN=inf(t, [X;“( >N) . 
Then (Xy, 4;“) solves equation ( 1.1) on the interval [0, ~~1. 
By the uniqueness, we can construct a strong solution (X,, d+) to equation ( 1.1) on the 
random interval [ 0, r), where T= lim,, z r,,. 
Now it remains to show T= + w a.s. For Na 1, letf,(x) E CE( W) be such thatfN(x) =x2 
on 1x1 Q N. As an application of ItG’s formula, we get that 
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XL-N =x2+2 
I 
k&XI& dB.v 
0 
+2 
J‘ 
‘X,.,W,+ ’ 
I 
a’(&, ,) ds . 
0 0 
Taking the expectation in both sides in ( 3.2 1) and noting that 
I 
‘x,.,d$,= ‘A?KJ,,,(X.J dA=O, 
0 I 0 
we obtain 
Ex;,,,<C 
I 
‘(l+EX:,,) ds+,? 
0 
This implies 
EXj,,G( 1 +x2) exp(Ct) - I . 
(3.21) 
Therefore T= m, a.s. The proof of Step 3 is complete. 
Now let us sketch the proof of the theorem under more general assumptions (i) and (ii). 
Note that the proofs for Step 2 and Step 3 still apply to this case. We only need to modify 
Step 1. For this end, we assume a(x) = 1 in the rest of this section. 
Lemma 3.2. Let (X,, 4,) be a solution of equation ( 1.1) . Then for any p > 1 there exists a 
constant K( T, p) (which only depends on the bound ofb) such thatforany Bore1 measurable 
function g : W 4 W, 
Proof. Let 
p(t, x2 Y> = &(exp{ - v}+eXP{ - *}) 
be the transition function of the reflecting Brownian motion. Define P by 
dP=ZdP, 
. 
(3.22) 
Then under the probability P, X, is a reflecting Brownian motion. By Holder inequality, 
there exists a constant 6 < 3 so that 
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E I ,: Is(X) I ds 
I/P 
+CC 
~($9 x, y)” ds dv += Ig(y) lP dy df 
,<K(T, PI 
I/P 
. 
This proves the lemma. cl 
Proof of Theorem 3.1 (continued). We go back to the proof of Step 1. Let p be a smooth 
non-negative function with compact support in W such that 1 p(z) dz = 1. 
Define 
b,(x) =j 
I 
b(z)ptj(x-z)) dz 
w 
Set 
b,,,k := A b, , 
Zc 
n,<k, 6,,::= A bi. 
j=n j=n 
Then bn,k is Lipschitz continuous and b,,, bn,k are uniformly bounded by some constant. 
Moreover, 
bn.k 16, as k+ m , 6,,Tb asn-tm, 
almost surely with respect to dr. 
Let (X:l.k, 4:“) be the solution of equation ( 1. l), with drift b,,,. By the comparison 
theorem, the sequence (Xy,” ] decreases with k, it has a limit 
XF := lim Xy,k . 
k--r= 
Since bn,k are uniformly bounded, the same proof as in Step 1 shows that X:(w) is a 
continuous process. We set 
&‘=X; -x-B,- 
I 
'&,(X;) ds 
0 
We claim that (Xy , &‘) is a strong solution of ( 1.1) with drift &,, . To show this claim, we 
need verify that c#$ is non-decreasing and such that 
This will be proved (see the proof of Step 2) once we show there exist a subsequence 
{ &,“‘) and a subset a, c 0 with P( R, ) = 1, such that for all w E a,, t G T, 
lim c#J:,“’ = c$: . (3.23) 
/I to; 
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In fact, using Lemma 3.2 and the exact same argument as in 
lim E jb,,k(X:3k) -6,,(X:) 1 ds=O. 
k--1= 
[ 21 one can show that 
(3.24) 
Since 4:” =X:,k - x - B, - (; 6,,k(X:.k) ds, and lim k-t_X”,k=Xn a.s. in C[O, T] (using the 
fact that {X”,“) is relatively compact), (3.23) follows from (3.24). Hence (X7, &‘) is a 
solution of ( 1.1) with drift 6,, . Note that for any k and n >, m, 
X:,k >/ Xr;l,k as. 
Therefore, we have 
Define 
X,= lim X:, 4,=X,-x-B,- 
n+a 
Repeating the same procedure as above, one can prove that the limit X = lim, ,,X” is taken 
in C[O, T], and (X,, +r) solves equation ( 1.1) with drift b. The proof of the uniqueness is 
the same as in Step 1. We thus finally complete the theorem. q 
4. A Wong-Zakai type approximation theorem 
Let {A: ) be a sequence of bounded variation processes such that sup, G (G T) A: - B,S ( + 0 
a.s. as n + 00. Consider the following equations: 
x:=x+ I f 0(x:> dA: + 0 
1 
,: 1,0,(X> WC =4: 1 
o<x:<+oo. 
(4.1) 
We have: 
Theorem 4.1. Assume (i) there exists a constant S > 0 such that S < (T(X) < S - ’ and da( x) / 
dx E C,(W) ; (ii) b(x) is bounded and Lipschitz continuous. 
Let (X:2, &‘) , (X,, 4,) be the strong solutions of equations (4.1) and ( 1.1) . Then 
Proof. Put 
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Then F,, F2 E C2( II?) and bis Lipschitz continuous. 
Set Y: = F, (X:), Y, = F, (X,) . Using ItB’s formula we see that 
Y; =F,(x) +A: + 
(4.2) 
Y,=F,(x)+B,+ 
OGY,< +m a.s., (4.3) 
Let us show supxsTj Y(l - Y,I +O a.s., n + cc). Applying 16’s formula again to the semi- 
martingale Y: - Y,, we obtain 
(Y: -Y,)2=2 dA:-2 
+2 
I 
‘(Y;-Y,)b(Y:) ds-2 ‘(Y:-Y,)b(Y,) ds 
0 I 0 
+2 j’(Y:-K) dW2~:(Y:-Y,) d&+f. 
0 
Note that 
d$:=2 
I 
; lio,(Y:)(Y: -YJ d$: 
= -2 * 
I 
I’, d$: Q 0 (since U, > 0 a.s.) 
0 
(4.4) 
and 
Thus by (4.4), 
146 
<(A: -B,)*+2/C:‘I (A;-B,I +2 sup IB,-A:‘( 
I 
’ IdC;( (4.6) 
OGS<f 0 
But, for t < T, 
I 41QlcJ+cCr,+J/: 
(4.5) 
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(Y: - Y,)2<2 
I 
‘(Yf-Y,) dA:--2 ‘(Y:-Y,) dB,, 
0 I 0 
+C 
I 
’ (Y:-Y,J*ds+t, 
0 
where we have used the Lipschitz property of 6. Put 
c; = 
I 
’ b( Y:) ds- 
0 I 
%Y,) ds++:-ICI, 
0 
’ 1” =2 
t I 
( Y: - Y,) dA’,’ - 2 
0 I 
,; ( Y; - Y,) dB, + t 
We have 
1; =2 
I 
’ (A:’ -B.,) dA:’ -2 
0 I 
,: (A:’ -B,r) dB., 
+2 
I 
k34:-2 *C:‘dB,+r 
0 5 0 
=(A;)*-2 
I 
&A;+2 fB,TdB,-2 ‘A:dB, 
0 I 0 I 0 
f2 
1 
‘c:dA:‘-2 f 
I 
C:dB,s+t. 
0 0 
Integrating by parts, 
I;=(A:‘)*fBf-2A:‘B,+2C:‘A:‘-2C:‘Brf2 
I‘ 
‘@/A:) dC: 
0 
<2))bJj,t+ 99, - mm ‘{(UN + lo’ &YI:) dfi+A..)AO) 
<K(w) (K(w) is a constant, independent of n) . 
From (4.5) and (4.6), it is seen that 
(Y:‘-Y,)‘< 
( 
sup (A:’ -B,12+4K(w) sup IB,-A:‘1 
f<T I<T 
By Gronwall inequality, 
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sup IA:-B,)2+4(K(w)) sup I&--A:) expct fort<T, 
197 f<T 
This gives 
sup [Y:(w)-Y,(w)1 +O a.s. asn+m. 
I<T 
The proof is complete, since X, = F2( Y,), X: = F2( Y:). 0 
Acknowledgements 
I am grateful to Professor B. 0ksendal for useful comments. This work is supported by the 
Norwegian Research Council for Nature Science (NAVF), 410.91 /OOl, and VISTA, a 
research cooperation between the Norwegian Academy of Science and Letters and Den 
Norske Stats Oljeselskap a.s. (STATOIL). 
References 
[I ] H. Doss and P. Priouret, Support d’un processus de reflexion, Z. fur Wahrsch. Verw. Gebiete 61 ( 1982) 
327-346. 
[ 21 1. GyBngy and E. Pardoux, On quasi-linear stochastic partial differential equations, Probab. Theory Rel. 
Fields 94 (1993) 413-425. 
[ 31 N. Ikeda and S. Watanabe, Stochastic Differential Equations and Diffusion Processes (North-Holland and 
Kodansha, Amsterdam and Tokyo, 1981). 
[4] 0. Jing-Qi, The strong solutions of one class of stochastic differential equations, J. Zhong-Shan Univ. 3 
(1984) 27-38. 
[S] N.V. Krylov, On stochastic integral equation, Teor. Verojatnost. 14 ( 1969) 340-348. [In Russian; Eng. 
Transl. in: SIAM Theory Probab.] 
[6] P.L. Lions and A.S. Szitman, Stochastic differential equations with reflecting boundary conditions, Comm. 
Pure Appl. Math. 37 (1984) 51 l-537. 
[ 71 L.C.G. Rogers and D. Williams, Diffusions, Markov Processes and Martingales, Vol. 2: It Calculus (Wiley, 
New York, 1987). 
(81 D. Stroock and S. Varadhan, Diffusion processes with boundary conditions, Comm. Pure Appl. Math. 24 
(1971) 147-225. 
[9] A.Ju. Veretennikov, On strong solutions and explicit formulas for solutions of stochastic integral equation, 
Math. USSR-Sb. 39 (1981) 387403. 
[ IO] E. Wong and M. Zakai, On the convergence of ordinary integrals to stochastic integrals, Ann. Math. Statist. 
36(1965) 1560-1564. 
11 I I T. Yamada and S. Watanabe, On the uniqueness of solutions of stochastic differential equations, J. Math. 
Kyoto Univ. 11 (1971) 155-167. 
[ 121 T.S. Zhang, Characterizations of the white noise test functionals and Hida distributions, Stoch. Stoch. Rep. 
41 (1992) 71-81. 
1131 T.S. Zhang, Comparison theorems of diffusion processes with reflecting boundary, J. Graduate School Sinica 
5(1)(1988) 15-19. 
