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Résumé
Notre étude traite de l'estimation des paramètres dans les chaînes de Marko v
cachées et de la segmentation statistique non supervisée d'images . Nous pro-
posons deux algorithmes originaux d'estimation obtenus à partir des méthode s
Iterative Conditional Estimation (ICE) et Stochastic Expectation Maximisation
(SEM), notés MICE et MSEM respectivement, et montrons leur compétitivité
vis-à-vis de l'algorithme Expectation Maximisation (EM) dans différents cas
d'homogénéité et de bruitage des chaînes . L'étude du comportement des trois al-
gorithmes de restauration non supervisée des chaînes obtenus par l'adjonction à l a
méthode Mode de la Marginale a Posteriori (MPM) des algorithmes EM, MICE,
MSEM respectivement est ensuite proposée . La transformation des processus bi-
dimentionnels en processus mono-dimentionnels par le parcours de Peano rend
possible l'application de ces algorithmes au problème de la segmentation statis-
tique non supervisée d'images . On obtient ainsi des méthodes plus rapides que
celles utilisant des modélisations par champs de Markov cachés et nous montron s
que la perte de l'efficacité est, en général, acceptable . La souplesse de notre modéli-
sation permet par ailleurs la conception de nombreux algorithmes de segmentatio n
statistique non supervisée spatio-temporelle d'images . Nous en proposons troi s
et présentons les résultats de leur application à la segmentation d'une séquenc e
d'images réelles .
Mots clés : Chaînes de Markov cachées, estimation des paramètres, segmenta-
tion non supervisée, segmentation spatio-temporelle, expectation-maximisation ,
iterative conditional estimation, stochastic expectation-maximisation, backward-
forward algorithm.
Abstrac t
Our study deals with the parameter estimation problem of Hidden Marko v
Chain models and with unsupervised Bayesian image segmentation . We propos e
two new estimation algorithms obtained from Iterative Conditional Estimation
(ICE) and Stochastic Estimation Maximisation (SEM), denoted by MICE and
MSEM respectively, and show their competitiveness with respect to the Estimatio n
Maximisation (EM) algorithm in different situations of chain homogeneity an d
noise . We then study three unsupervised chain restauration algorithms, obtained
by adding EM, MICE and MSEM respectively to the Maximum Posterior Mod e
(MPM) restauration method. The transformation of bi-dimentional process to
mono-dimentional ones using Peano curves makes possible the application of
these three methods to the problem of unsupervised statistical image segmentation .
Doing so, we obtain faster methods than those obtained by models using hidde n
Markov random fields and we show that the loss of effectiveness, due to the poore r
adequacy of the model, is acceptable in general. On the other hand, the flexibilit y
of our modeling allows the conception of numerous unsupervised spatio-tempora l
segmentation methods . We propose three of them and present results showing thei r
application to the segmentation of a sequence of real images .
Key words : Hidden Markov chains, parameter estimation, unsupervised segmen-
tation, spatio-temporal segmentation, expectation-maximisation, iterative condi-
tional estimation, stochastic expectation-maximisation, backward-forward algo-
rithm .
1 . Introduction
Les modélisations par chaînes de Markov cachées permetten t
d'aborder de nombreux problèmes, plus particulièrement e n
traitement de la parole ([9], [39], [40]) ou d'image ([5], [17], [18] ,
[19], [37]) . On considère que l'on a accès à une version bruitée
du signal modélisé par une chaîne de Markov et le problème
général est celui de l'estimation de la réalisation inobservable de
la chaîne . La modélisation générale permet l'application des tech -
niques bayésiennes et les résultats obtenus sont, en général, tout
à fait satisfaisants . En situations réelles les paramètres définissant
le modèle sont inconnus dans de nombreux cas . On est ainsi con-
fronté, avant même l'application d'une méthode de restauratio n
donnée, au problème de l'estimation de tous les paramètres du
modèle à partir du signal bruité, le seul disponible . On arrive au
problème général, et difficile, de reconnaissance de mélange d e
lois de probabilité . Un certain nombre de techniques comme Ex-
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pectation Maximisation (EM, [16]) , Stochastic Expectation Maxi-
misation (SEM, [14]) , Iterative Conditional Estimation (ICE, [33] ,
[34]), l'algorithme de Viterbi non supervisé ([2], [43]) a été pro
-
posé par les auteurs .
Nous poursuivons dans ce travail un double objectif . D'une part,
nous proposons deux algorithmes originaux d'estimation de tou s
les paramètres de chaînes de Markov cachées et comparons leu r
comportement, dans diverses situations, avec celui de l'algorithme
EM . Cet objectif est général et les résultats obtenus se situent e n
dehors des problèmes propres à l'imagerie . D'autre part, nou s
appliquons nos méthodes à la problématique de la segmentatio n
statistique non supervisée d'images . Une étude comparative de
trois méthodes de segmentation d'images fixes est suivie de
la proposition des algorithmes originaux de segmentation no n
supervisée spatio–temporelle .
Nos algorithmes de segmentation non supervisée sont différent s
aussi bien de ceux utilisant les modélisations par champs d e
Markov cachés ([3], [8], [11], [12], [15], [21], [22], [23], [24] ,
[26], [27], [28], [29], [34], [44], [45]) que ceux utilisant le s
approches locales ([12], [13], [22], [28], [30], [31], [32], [42] ,
[44]) . Nous proposons ainsi une troisième famille de méthode s
dont une certaine souplesse, très utile en segmentation spatio–
temporelle, est la principale caractéristique .
L'organisation de l'article est la suivante :
Les sections deux et trois sont consacrées au rappel de la modélisa -
tion et des algorithmes de restauration . Dans la section quatre nous
rappelons les démarches générales des méthodes d'estimation de s
paramètres EM, ICE, SEM et proposons deux algorithmes origi-
naux obtenus h partir de ICE et SEM (notés MICE, MSEM respec-
tivement) . L'étude du comportement des méthodes EM, MICE ,
MSEM est présentée dans la section cinq . Les trois algorithme s
de restauration non supervisée des chaînes de Markov cachée s
obtenus par l'adjonction à la méthode de restauration MPM de s
algorithmes EM, MICE, MSEM respectivement sont étudiés dan s
la section six . La septième section est consacrée à la segmentation
non supervisée des images fixes . Nous y proposons les résultats
de diverses segmentations des images de synthèse . Le problèm e
de la segmentation spatio-temporelle est abordé dans la huitièm e
section . Nous proposons trois démarches originales et présenton s
les résultats de segmentation d'une séquence d'images réelles . La
neuvième et dernière section comporte les conclusions .
2. Les chaînes de Markov cachées
Une chaîne de Markov cachée est un processus à temps discre t
doublement stochastique, ou encore composé de deux processu s
X = (Xn)n E N etY = (Yn)n E N . Le processus X est une chaîne
de Markov et le processus Y est réel (chaque Yn prend ses valeur s
dans R) . L' appellation « cachée » signifie que les réalisations de X
sont inobservables . Le problème général, modélisant de nombreux
problèmes réels, est alors celui de l'estimation de la réalisatio n
de X à partir de la réalisation observée de Y, ou encore celui de
la «restauration» de X . Le terme de restauration se justifie dan s
l'optique du vocabulaire du traitement du signal : en adoptant ce
dernier, le processus Y peut être considéré comme une versio n
«bruitée » du processus X . La notion du « bruit » est cependant
à considérer dans un sens très général . En traitement de la parole
un discours peut être considéré comme une suite de phonèmes : le
nième phonème est ainsi la réalisation de X . Le bruit modélise
ici le fait qu'un phonème particulier est prononcé différemmen t
selon les personnes : la mesure représentant une prononciatio n
particulière est ainsi la réalisation de Yn . L'objectif du modèle es t
ici de permettre la conception des méthodes de transcription de s
discours indépendantes du discours considéré (aspect aléatoir e
de X), mais aussi indépendantes de la personne qui le prononce
(aspect aléatoire de Y conditionnellement à X) . Considérons par
ailleurs une image numérique satellite où de l' eau et de la forêt son t
présentes . On souhaite établir une carte, ce qui revient à associer
à chaque pixel un élément dans l'ensemble S2={eau, forêt} . Sur le
pixel n la réalisation invisible de Xn est ainsi «eau» ou «forêt »
et la réalisation observée de Yn est le niveau de gris (un nombre) .
Le bruit modélise ici la «variabilité naturelle» de l'eau et de la
forêt : les deux classes ne produisent pas nécessairement deu x
mesures uniques . D'autres bruits (transmission, acquisition, . . . )
peuvent éventuellement s'ajouter au bruit « variabilité naturelle » .
Le bruit global est donc modélisé par les lois de Yn conditionnelle s
à Xn.
Nous rappelons dans ce paragraphe les définitions relatives aux
diverses lois de probabilité liées aux processus X et Y ainsi qu e
les modes de leurs calculs, notions nécessaires pour aborder le s
problèmes de la restauration et de l'estimation des paramètres d u
modèle .
2.1 . LOI DE X
Une suite de variables aléatoires (Xn)n E N* prenant leurs valeurs
dans l'ensemble des états (ou classes) 12 = {w 1 i . . . , wk } est une
chaîne de Markov si elle vérifie pour tout n > 1 :
P
~ Xn = xn/Xl = X I , -
	
= x n-1~ = P
	
= xn/X n,- 1 = xn-1 j
( 1 )
La loi du processus X = (Xn ) n E N* est alors déterminée par l a
loi 7r de X1 , dite loi initiale, et la suite de matrices de transitio n
a = P [Xn+l = wj /Xn = wj ] . Nous supposerons dans la suite
que
C ij = P[Xn = w i, Xn-F1 = wj]
	
(2 )
ne dépendent pas de n . La loi initiale est alors donnée par
7ri
=
P[X1 = wi] = Z, cij
	
(3 )
1<j<k
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et la matrice de transition A = [ai j ], également indépendante de
n, donnée par
Ainsi, par le théorème de Kolmogorov, les k 2 paramètre s
(cij )1 <i<k, l< j <k déterminent entièrement la loi du processus X .
La loi de probabilité du vecteur aléatoire Xn = (X 1 ., . . . , Xn )
s'écrit :
P[X1 = wi t , X2 =wit, . . .,Xn = wi n,] _ 7rí 1 ai1i2 . . .a im-ti n
(5 )
2.2. LOI DE (X, Y )
La loi de X étant définie ci-dessus il reste à définir les loi s
de Y conditionnelles à X . Nous supposerons que les variable s
aléatoires (Yn ) sont indépendantes conditionnellement à X . De
plus, la loi de chaque Y . conditionnelle à X est égale à sa loi
conditionnelle àXn . Nous noterons fi, f2, . . , fk les densités de s
lois de Yn conditionnelles à Xn = wl , Xn = W 2 i . . . , Xn = w k
respectivement . Ainsi les densités fi , f2 , . . . , fk définissent toute s
les lois de Y conditionnelles à X .
Dans la suite n sera fixé et nous noterons X = (X1 , . . . , X n ) ,
Y = (Y1 , . . . , Yn ) les suites finies de variables aléatoires et x =
(x 1 , . .
. , xn), y = ( Th ,, . . . , yn) respectivement leurs réalisations .
fx étant la densité de la loi de Y conditionnelle à X = x, la lo i
de (X, Y) est définie par :
h ( x , y) = P[ X = x ] fx(y )
	
(6)
qui est sa densité par rapport au produit de la mesure de dénom -
brement sur Sl n par la mesure de Lebesgue sur Rn .
Nous avons vu que la probabilité de X = x =
(wil,wi2,, . . .,wi,,,) s'écrit :
P[X = x] = 1r~ 1 a i 1 i 2 . . . ai~-1ti n
Étant donné l'indépendance des Yin conditionnellement à X, on
a la factorisation suivante :
n
fx(y) - ~ fim(ym)
	
(8 )
m= i
finalement h s'écrit :
h(x , y) _ ßi 1 fw 1 ( yl)ai1i2 fw, 2 (y2) . . . ai -lin fw tn (yn) ( 9 )
2.3. LOI DE X A POSTERIORI
La connaissance de la loi de X a posteriori, i .e . conditionnelle à
Y = y, est cruciale pour envisager la recherche des solutions du
problème posé, à savoir l'estimation de la réalisation cachée de
X à partir de la réalisation observée Y = y. Cette loi contient
en effet toute l'information sur X contenue dans l'observation
Y = y . Elle est donnée par :
PY=y [X = x] = P [X = x/Y = y] =	 h ( x , y)	 (10)E h(x, y )
xES2n
On montre que la distribution de X a posteriori est celle d'un e
chaîne de Markov (non stationnaire) . Plus précisément, les matri-
ces de transition de cette distribution sont :
am+1 = PY=y [X,rn-}-1 = w 7 /Xm = wi ]
	 a i 9fi(ym+l)ßm+l(j )kE a ij fj(y~+1) Qm+1(j )
j= 1
où ßj (ym+ 1 ), dite probabilité « backward », est définie dans l e
paragraphe suivant.
Cela implique que la simulation des réalisations de X selon sa dis -
tribution a posteriori peut être faite directement, ce qui constitue
un avantage important, lorsqu'on s'intéresse à la segmentatio n
d'images, par rapport aux modélisations par champs de Marko v
cachés . En effet, dans ce dernier cas de telles simulations ne peu -
vent être réalisées que par des procédures itératives, de type d e
l'échantillonneur de Gibbs, coûteuses en temps calcul [21] .
2.4 . PROBABILITÉS FORWARD-BACKWARD
Nous rappelons dans cette sous-section la définition des proba-
bilités Forward-Backward qui jouent un rôle crucial aussi bien a u
niveau de l'estimation des paramètres qu'à celui de la restauratio n
proprement dite .
Procédure Forward :
ci t (i) désigne la probabilité suivante :
ai(i) = P[Xt =
	
Y1 = y1, . . . , Yt = yt ]
Cette expression peut se calculer de manière récursive :
- Initialisation : irifi(yl) pour 1 < i < k
k
-Induction : at+l(j) =
	
at(i)aij]fj(yt+i) pour 1 j < k ,
i= 11<t<n- 1
Procédure Backward :
Le calcul est similaire à la démarche précédente . La probabilité
backward ßt (i) est définie par :
lit ( i ) = P[Yt+1 = yt+1, . . . , Y1 = yn/Xt = wi]
	
( 13 )
Cette expression donne la probabilité conjointe de la séquenc e
partielle de l'observation de l'instant t+1jusqu' à l'instant final n ,
sachant qu'à l'instant t, le système est dans la classe wi . Le calcul
de ßt s'obtient à partir de ßt+l par une récurrence régressive :
a ij = P [Xn+l — w.7/ Xn = wi/] — c29E c ii1<j<k
(4)
(7) (12)
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— Initialisation : Mi) = 1 pour i i < k
k
— Induction : ,ßt (i)
=
[ E ai.7 fi(y t+1)ßt+1(i) pour 1 < i < k ,
3= 11Gt<n— 1
Le calcul respectif des probabilités forward et backward se heurte
à des difficultés d'ordre numérique . En effet, les quantités figurant
dans les expressions de at(i) et ßt (i) sont très petites et la pré-
sence des sommes dans ces expressions ne permet pas d'utiliser l e
logarithme . Afin de s'affranchir de ce problème de dépassement d e
capacité, Devijver et al . [18] ont proposé une solution qui consist e
à remplacer les probabilités conjointes par les probabilités a
posteriori . Les reformulations de at(i) et ßt (i) sont les suivantes :
a t (i ) = P [Xt = wi/ Yi = yl, . . . , Yt = Yi]
	
(1 4 )
	 P [ Yt+1= yt+1, . . . , Yn = yn/Xt =wi]	
P [ Yt+i = yt+l, . . . , Yn = yn/Yi = Yi, . . . , Yt = Yi ](15 )
La procédure de calcul de la probabilité forward devient
(l'astérisque sera omis dans ce qui suit) :
— Initialisation : al (i) _	 k"if' (Y ' )	 pour 1 < i < k
C
3 = 1
fti(yt+1)
	
a t(.7) a jti
— Induction : at+l (t ) _
E fl(vi+i)
	
Waa l
l= 1
pour l<i<k,1<t<n—1 .
La procédure de calcul de la probabilité backward devient :
— Initialisation : ßn(i) = 1 pour 1 < i < k
k
E atij f, ( yt+1),Q t+1(f )
	
— Induction : ßt(i) _ a1	 k
fl(yt+1) E at(.7) a3 l
	
1=1
	
j= 1
pourl <i k, i<t<n— 1
3. Algorithmes de reconnaissances
Nous rappelons dans cette section deux méthodes Bayésiennes ,
correspondant à deux fonctions de perte différentes, de la restau -
ration de X .
3.1. MÉTHODE MODE DE LA MARGINALE A
POSTERIORI (MPM )
Considérons la probabilité que le système soit à l'état w i à
l'instant t sachant l'observation Y = y (probabilité marginale
a posteriori) :
~t(2) = P[Xt = wilY = y ]
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Cette probabilité peut s'exprimer simplement en fonction de s
probabilités forward et backward. En effet, nous avons :
w
i) =
P[Xt= wi>Y =y ] =
at(i)ßt( i )
P [ Y = y]
La méthode MPM consiste en recherche, pour chaque t, de l'état
wi qui maximise la probabilité a posteriori t (i )
[Xt = w.i] 44' [t( .7) = max et( i )]
	
( 18 )1<i< k
L'algorithme MPM se déroule de la manière suivante :
— Calcul en chaque t et pour chaque i :
— la probabilité forward at (i) ,
— la probabilité backward ßt (i) ,
— la probabilité a posteriori t (i) = at (i)ßt (i )
—Estimation de la réalisation de chaque Xt par l'état qui maximise
t
3.2 . MÉTHODE MAXIMUM A POSTERIORI (MAP)
Le principe de la méthode MAP est le suivant :
{X =
	
{P[X = x/Y = y] = maux P[X = x/Y =y] }
(19 )
La solution analytique est donnée par l'algorithme de Viterbi [20] .
Remarque 1
MPM et MAP sont des méthodes globales de recherche de l a
réalisation de X, i .e. qui tiennent compte de toute l'information
contenue dans la séquence d'observations . Le modèle perme t
le calcul analytique des solutions, ce qui constitue le principa l
avantage, en termes de rapidité des calculs, par rapport aux
modélisations par champs de Markov cachés . Dans le cadre de
ces dernières les solutions de MPM et MAM sont approchées pa r
les algorithmes itératifs de Marroquin et al . [29] et le recuit simulé
de Geman et al . [21] respectivement.
4. Algorithmes d'estimation des paramètres
du modèle
Le problème de l'estimation des paramètres est posé lorsqu'o n
souhaite rendre les algorithmes de restauration « non supervisés » ,
à savoir applicables quelles que soient les valeurs des paramètre s
définissant le modèle . Lorsque le nombre de classes est k, le s
paramètres définissant la loi de X sont au nombre de k 2 (ce
sont les coefficients cii définis par (2), section 2 .1) . Lorsque le s
densités f1, f2, . . . , fk (voir section 2.2) sont gaussiennes, ce qu e
nous supposerons dans la suite, les paramètres définissant les loi s
de Y conditionnelles à x sont au nombre de 2k (k moyenne s(16)
(17)
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et k variances) . Ces paramètres varient, en principe, avec le
problème étudié, mais ils peuvent également prendre des valeur s
significativement différentes pour un type de problème donné .
Ainsi dans l'exemple concernant l'établissement d'une carte (o u
segmentation d'une image, section 2) les quatre coefficients c ij
sont déterminés par la taille des zones « eau » et « forêt » e t
les densités fl ,f2 (données par moyennes et variances) son t
déterminées par le type de végétation, la saison, la nature de l'eau ,
la météorologie, . . .
Finalement, en notant 0 l'ensemble des paramètres déterminant l e
modèle, le problème préalable à la restauration est celui de l'es-
timation de 0 à partir de la seule réalisation Y = y . Ce problème
fait partie du problème général de l'estimation des composante s
d'un mélange de distributions, dont les techniques récentes d e
traitement consistent à utiliser des procédures itératives .
Nous présentons dans cette section deux nouvelles méthodes
d'estimation des paramètres dans les chaînes de Markov cachées
et les comparons avec la méthode EM . Plus précisément les
algorithmes généraux considérés sont :
—L'algorithme Expectation—Maximisation (EM), proposé par
Baum et al . [4] connu sous le nom «Forward—Backward Algo-
rithm » .
— L'algorithme Iterative Conditional Estimation (ICE), proposé
par Pieczynski [12], [33], [34] dont l'application aux chaîne s
de Markov a été rapidement décrite dans [5], [19] .
—L'algorithme Stochastic Expectation—Maximisation (SEM) ,
proposé par Celeux et al . [14], [30] .
L'expression (20), (21) peut s'écrire en fonction des probabilité s
forward—backward [18] :
`~t(z ~ j ) —
a,t(2)aijfj(yt~)ßt+l(j )
E ft(yt+l) E at(i)ai ll=1
	
j= 1
Nous avons défini précédemment la probabilité d'avoir la class e
w i à l'instant t, sachant l'observation Y = y, notée et (i) . Cett e
probabilité peut également s'écrire en fonction des T t (i, j) :
6( z ) _
	
y` t( Z , j )
j=1
Les formules de la re—estimation des paramètres du modèle à
l'itération q + 1 sont les suivantes [18], [39] :
—Les probabilités initiales et la matrice de transition :
n-1
E
aq+1 = t= 1
z 7
	
n- 1
E (2 )
t= 1
ce qui donne cqi+l (voir (3), (4)) .
— Le paramètre définissant la densité de probabilité, pour le cas
Gaussien considéré, associée à la classe ce t , est donné par le coupl e
µi étant la moyenne de la loi et a-? sa variance . On obtient
pour la re—estimation :
(22 )
(23 )
(24 )
t= 1
E q( i ) yt
	
E V( t )(yt — µq+1 ) 2
q+1
	
t=1
	
( 2 q+l
	
t= 1
µi — n
	
l~i)
	
=
	
n
4.1. ALGORITHME EM
(25 )
Le principe de l'algorithme EM classique consiste à maximiser,
par rapport aux paramètres du modèle, la fonction de vraisem-
blance de l'observation Y = y . C'est une méthode itérative déter-
ministe qui permet de définir, à partir d'une valeur initiale 0° de s
paramètres, une suite (0 q ) q E N dont la vraisemblance en Y = y
est une fonction croissante . Il en résulte que la suite (0q ) q E N
converge vers un paramètre en lequel ladite vraisemblance attein t
un maximum local .
Nous décrivons brièvement ci—dessous les itérations de l'algo-
rithme EM dans le cas du modèle des chaînes de Markov cachée s
[18] .
Soit :
Tt(i,j) = P[Xt = wi~ Xt+1 = wj/Y =
la probabilité conjointe d'être à l'instant t dans la classe w i et à
l'instant suivant dans la classe wj sachant la suite des observations .
`P
	
P[Xt= wi, Xt+l = wj,Y=y ]
t(i , j ) =
	
P[Y = y]
E S7( Z )
	
E Mi )
t=1
	
t= l
L'algorithme EM se déroule de la façon suivante :
—Initialisation des paramètres ao µ o (a 2 )° pour 1 < i, j < k
— A chaque itération q :
— Etape «E» calcul des probabilités suivantes :
—a t (i) et ßt(i )
—Déduction de W q (i, j) à partir de at (i) et ßt (i) calculée sur
la base des paramètres a9 ' 117 , (01) q
— Etape « M » : calcul des paramètres 7rq + 1
par les formules ci—dessus .
Remarque 2
Le choix de l'initialisation des paramètres du modèle peut avoir
une forte influence sur la rapidité de la convergence de l'algo-
rithme EM . Par ailleurs il existe un risque de convergence vers
un maximum local éloigné du maximum absolu de la fonction d e
vraisemblance de l'observation y .
(20)
(21)
q+1 q+l (~2)q+l
7
	
1
Traitement du Signal 1995 — Volume 12 - n° 5
	
437
Estimation des paramètres et segmentation d'images
4.2 . ALGORITHME ICE
4.2 .1 . Principe généra l
L'algorithme ICE est une procédure récente générale d'estimatio n
des paramètres dans le cas des données cachées [33], [34] . Son
principe est de considérer un estimateur B = 0(X, Y) défini à
partir des données complètes (X, Y) et de l'approcher par une
fonction de Y, les seules données observables . La meilleure appro-
ximation, au sens de l'erreur quadratique moyenne, est l'espé-
rance conditionnelle . L'espérance conditionnelle de B = O(X, Y )
par rapport à Y, notée E[B(X,Y)/Y], dépend du paramètre B .
Pour la calculer, on utilise une démarche itérative qui consist e
à calculer la valeur suivante des paramètres en fonction de leur
valeur « courante », i.e . :
Bq+1 = Ee4 ( B (X , Y)l Y = y ]
où EB4 est l'espérance conditionnelle correspondant à B q .
Ainsi la procédure de l'algorithme ICE est la suivante :
—L'initialisation du paramètre 0 ,
—9q+1 est calculé à partir de Bq et Y = y
par 84+1 = Ee4 [B (X , Y)/Y =
Lorsque Ee 4 [B/Y = y] n'est pas explicitement calculable mai s
la simulation des réalisations de X selon la loi conditionnelle à
Y possible, on peut utiliser une approximation stochastique . En
effet, l'espérance conditionnelle est aussi l'espérance selon la lo i
conditionnelle et peut être approchée, en vertu de la loi des grands
nombres, par la moyenne empirique . On peut ainsi simuler N
réalisations x i , . . . ,XN de X selon la loi conditionnelle à Y = y
donnée par B q et poser :
Bg +1 =
~
[B(xl, y) + . . + B(xN, y ) ]
4.2 .2 . Cas des chaînes de Markov cachées
La procédure ICE est applicable au problème de l'estimation des
paramètres dans les chaînes de Markov cachées . Nous exami-
nons successivement le problème de l'estimation des paramètre s
définissant la loi de X et celui de l'estimation des paramètres d u
bruit .
Re—estimation des paramètres de la loi X :
Rappelons la définition des cij
c ij = P[Xm = W i, Xm+1 = Wj]
	
(28)
Supposons, conformément au principe général de ICE, que X es t
observable . Le paramètre de transition cij peut alors être estim é
par :
1 [Nt
=wi , Xt+1 =Wi]
	
(29)
qui est la fréquence empirique . Afin d'obtenir la valeur suivante
du paramètre cij on considère, conformément au principe général
de ICE, l'espérance conditionnelle de cij
c q +1
= Ee4 [ êij (X)/ Y = y ]
	
(30 )
Ce qui donne (Pq est définie par 9') :
1 n—1
P9 [X t = wi, Xt+l = wj /Y = y] (31 )
t= 1
La matrice de transition correspondante à l'itération q+ 1 est don c
ou encore, en reprenant les notations ci—dessus :
n— 1
	
E
	
( i , i )
aq+1 = t=1tj
	
n— 1
E S~( 2 )
t=1
Remarque 3
Les formules ci—dessus de la re—estimation des paramètres cor-
respondant à la loi de X sont les mêmes que celles obtenues pa r
la méthode EM . Contrairement à EM, la méthode ICE n'utilise
pas la notion de vraisemblance et le calcul reste valable quelle
que soit la forme du bruit . Notons cependant l'absence des résul-
tats théoriques concernant le comportement de la suite aléatoir e
définie par te principe de ICE .
Re—estimation des paramètres des lois de Yt conditionnelles à Xt :
Dans le cas gaussien considéré les paramètres des densités con-
ditionnelles sont les moyennes µi et les variances Q2 . Suivant l e
principe de ICE supposons X observable . Les paramètres µi et
o2 peuvent alors être estimés par les moyennes et les variance s
empiriques :
nE Yj 1 [Xj=Wi]
	
— iti)21 [X j=Wi ]
µi(X , Y) = 1	 ò %(X, Y) = j — 1
E 1 [Xj—w i]
	
E 1 [Xj=W i ]j=1
	
j=1
(34)
Les espérances conditionnelles des estimateurs ji(X,Y) ,
&? (X, Y) ne sont pas calculables explicitement . On peut cepen-
dant utiliser l'approximation stochastique : en effet, nous avons
vu dans la section 2 .3 que la simulation des réalisations de X,
selon sa loi a posteriori, est possible .
Finalement la démarche à chaque itération q est la suivante :
— Simulation de N réalisation de X selon sa loi a posteriori :
x 1 , . . . , xN (chaque xi est un n—uple)
— Calcul, pour chaque 1 < i < k et 1 < j < N, de µi et (01) 2 ( à
partir de xi , y) par les formules (34) .
(26)
(27)
ij(X) =
eq + 1 =
tj
n
ai =tJ
=wjl Y =y]
(32)
n— 1
cq+1
	
E Pq [Xt = wi, Xt+l = wj /Y = y]t=l
k n– 1
E e q+
1
	
~` E Pq [Xt = Xt-i- 1j=1
	
jL=J1 t=1
(33 )
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— Calcul, pour chaque 1 < i < k, de µq+1 et (0q+1 ) 2 par :
q+1
	
1 1
	
N
1
	
— y(14 + . . . + µi )
(4+1)2
=
N ((01 )2 +
. . . + (aN)2 )
4.2 .3. ICE modifié (MICE)
Nous proposons une variante originale de l'ICE suivante : au lie u
de faire des simulations des réalisations de X selon sa loi a poste-
riori on effectue, pour chaque instant t, un tirage dans S'2 selon la lo i
a posteriori marginale donnée par e(i) = P[Xt = wi /Y = y] .
Le reste de la démarche demeure identique .
Remarque 4
ICE est une méthode d'estimation à la fois déterministe (le s
paramètres ail) et stochastique ( les paramètres pi et Q2 ) . Grâce
à sa phase stochastique, ICE s'avère moins sensible au choix de s
paramètres de l'initialisation que l'algorithme EM .
4.3 . ALGORITHME SEM
4.3 .1 . Principe du SEM
L'algorithme SEM est une variante de l'algorithme EM . C'es t
une procédure itérative permettant de définir une suite (B q ) q E N à
partir des observations Y = y et des réalisations de X, obtenue s
par des tirages stochastiques . La procédure se déroule de la faço n
suivante :
— Initialisation des paramètres à estimer.
— A chaque itération q ,
—Simulation d'une seule réalisation x de X selon la loi a
posteriori basée sur les paramètres courants (même démarch e
que dans le cas de ICE pour l'estimation des paramètres du
bruit, avec N = 1)
—Re—estimation des paramètres c il par :
n— 1
Cq~ 1 = n l 1
	
i[x t — u, xt+i=W 1 (tout se passe comme si le
i= l
résultat du tirage était la vraie réalisation de X) .
— Re—estimation des paramètres du bruit par la même démarche
que celle de ICE.
4.3 .2. SEM modifié (MSEM)
Nous proposons la modification originale suivante de l'algorithm e
SEM : la démarche générale est la même sauf en ce qui concerne
la manière de simuler, à chaque itération, la réalisation de X .
Nous avons vu que dans la version originale, cette réalisation étai t
obtenue par le tirage selon la loi de X a posteriori . Dans la versio n
modifiée, on considère les composantes du vecteur aléatoire
X deux par deux : (X 1 , X 2 ), (X3, X4 ), . . . , (Xn_ 1 , Xn ) (nous
supposons n pair) . La réalisation de chaque couple (Xi , Xi + l) )
est alors simulée selon sa loi conditionnelle à Y = y (donnée pa r
(21), (22)) et de façon indépendante . Les réalisations de tous le s
couples donnent la réalisation de X .
Cette version s'avère légèrement plus performante que la versio n
originale. Elle est cependant plus longue . En effet, le calcul de s
lois des couples ci—dessus conditionnelles à Y = y fait appe l
à la procédure «backward—forward », ce qui n'est pas le cas
lorsqu'on utilise la version originale qui utilise la seule procédure
backward » .
Remarque 5
Les études numériques montrent une légère supériorité de MICE
et MSEM sur ICE et SEM respectivement dans le context e
des chaînes de Markov cachées [6] . Cette situation pourrai t
paraître paradoxale dans la mesure où les démarches de MICE
et MSEM s'écartent de la théorie générale . Notons cependant qu e
ce phénomène pourrait cacher des propriétés profondes propre s
à toutes les méthodes d'estimation utilisant des observation s
obtenues « artificiellement » par tirages sur la base de paramètre s
courants . En effet, ces observations sont «plus indépendantes »
dans les cas de MICE et MSEM que dans ceux de ICE et SEM .
Elles contiennent donc, intuitivement, plus d'information .
Remarque 6
Lorsqu'on limite le nombre de tirages (à chaque itération) inter-
venant dans ICE à un seul, ICE et SEM sont identiques pour l'es-
timation des paramètres de bruit, et cela s'effectue d'une manièr e
stochastique . Par ailleurs, ICE et EM re—estiment les paramètre s
de la loi X de la même façon déterministe . Cette situation est
précisée dans le Tableau 1 ci—dessous .
Tableau 1
Paramètres à estimer EM ICE SEM
(cil ) Déterministe Stochastique
(µi, o) Déterministe Stochastique
5 . Étude de l'efficacité des algorithmes EM,
MICE, MSEM
Nous avons testé, dans un premier temps, le comportement de s
algorithmes EM, ICE et SEM dans différentes situations d'ho-
mogénéité et de bruitage des chaînes . Les versions originales de s
algorithmes ICE et SEM s'avèrent légèrement moins compétitive s
vis—à—vis de l'algorithme EM dans ce contexte . Différents résul -
tats numériques peuvent être consultés dans [6] . Nous présenton s
ci—dessous uniquement les résultats correspondant à MICE et
MSEM dont l'efficacité est comparable, et parfois supérieure, à
celle de EM .
(35)
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Notons que cette situation ne préjuge pas de la supériorité d e
EM sur ICE et SEM en général . Nous montrons dans [31] que
dans le contexte de la segmentation bayésienne non supervisé e
locale (chaque pixel est classé à partir de l'observation sur u n
contexte de petite taille) les performances de ces trois méthode s
sont comparables . ICE s'avère également compétitive vis—à—vi s
de EM dans le contexte de champs de Markov cachés [34] .
Nous testons les performances des algorithmes d'estimation s
en présence à partir des simulations des différentes chaînes d e
Markov bruitées . Nous avons considéré plusieurs cas selon la
forme du bruit, l'homogénéité de la chaîne et le niveau de bruitage.
Rappelons que la distribution conditionnelle de chaque Yt sachan t
Xt = wi est donnée par une densité gaussienne de moyenne t ti et
de variance (ai ) 2 . Pour chaque t, nous avons :
Xt = w i
	
Yt suit la loi N(pi , a2 )
On peut distinguer trois types de bruits selon leurs moyennes e t
variances respectives :
1. p i
	
p2 , a 1 = a2 : bruit « MD» (discrimination par le s
moyennes)
2. p i = p2 , al
	
a 2 : bruit « VD » (discrimination par le s
variances )
3. Al
	
p2 , a l
	
0-2 bruit « MVD » (discrimination par le s
variances et les moyennes )
Dans les applications pratiques les bruitages sont généralemen t
de type MVD, les types MD et VD en étant les cas «extrêmes » .
Afin de tester l'influence du type de bruit sur le comportement
des divers algorithmes, nous considérerons ces cas « extrêmes » .
L'homogénéité de la chaîne est le deuxième facteur dont nous étu
-
dions l'influence sur le comportement des méthodes en présence .
Nous considérons deux cas :
1.Chaîne homogène : C22 =
	
= 0.49, C21 = C12 = 0 .01 .
La matrice de transition est alors donnée par :
a22 = a11 = 0.98, a21 = a12 = 0.02 .
Dans la suite ce cas sera dit «H» et la chaîne sera appelé e
chaîne A .
2. Chaîne non homogène : C22 = Cil = 0.4, C2 1
La matrice de transition est alors donnée par :
a22 = a11 = 0 . 8,a21 = a12 =0.2 .
Dans la suite ce cas sera dit «NH» et la chaîne sera appelé e
chaîne B .
Nous aurons ainsi quatre familles de cas : MDH, MVH, MDNH ,
MVNH . Dans chacune de ces familles nous étudions différent s
niveaux de bruitage. Dans le cas MD, ce niveau sera défini pa r
l'écart entre les moyennes 6 = m 2 — m i (nous supposerons
m i < m2 ) . Dans le cas VD, il le sera par p = 24 .
Enfin, n désigne la taille de l'échantillon .
Afin d'étudier les performances des estimateurs, nous avon s
comparé les valeurs estimées à partir des données bruitées avec
celles calculées à partir des données complètes . Ces dernière s
seront appelées « valeurs empiriques » et notées « VE ». Le calcul
des valeurs empiriques se fait par les formules suivantes :
— Les paramètres cil
n— 1
E 1 [xt =Lu t , xt+1=~~ ]
t-1
n— 1
— La moyenne correspondant à la classe wi :
n
E ÿt 1 [ yt =W t ]
*
	
t=i
Pi = Card(Q i )
— La variance correspondant à la classe wi :
n
E (Yt — p i )21 [xt=, ](a*) 2 = t= 1
t
où Qi est l'ensemble des t tels que Xt = wi .
Remarque 7
Les valeurs empiriques VE diffèrent des vraies valeurs (valeur s
de simulation), notées VV, dans le cas des petits échantillons .
Lorsque l'échantillon est suffisamment riche, VV sont proches
des VE (loi des grands nombres) . Nos résultats correspondent
aux échantillons de taille 1000 .
5.1. INITIALISATION DES ALGORITHMES
Pour k nombre de classes, les paramètres sont initialisés de la
façon suivante :
Initialisation des paramètres de la loi a priori :
—V1<i<k T-° i
—V1<i,jk avec i j a° = 2(k11)
—V1<i<k a° =0 . 5
Initialisation des moyennes du bruit :
Pour k pair et V i tel que 0 < i < :
—PZ-Fl =M— q
—i ) â
—p° —i =M+q
— i ) z
Pour k impair et V i tel que 0 < i < k :
µ+1 M (2 —i ) â
Initialisation des variances du bruit :
—V1<i<k ai = E
sachant que M représente la moyenne et E l'écart—type de
l'échantillon.
= C 12 = 0 .1 .
Card(Q i )
(36)
(37)
(38 )
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5.2 . LE CRITÈRE D'ARRÊ T
Le critère d'arrêt des procédures d'estimation peut être fonctio n
de l'objectif final d'utilisation des paramètres estimés . Dans l e
cas étudié ici, cet objectif est la segmentation d'images par l a
méthode MPM. La qualité finale des résultats obtenus est fonction
de deux phénomènes indépendants : la qualité de l'estimation et
la robustesse de la méthode MPM par rapport aux paramètres .
Lorsque MPM est robuste par rapport à un paramètre dans l e
sens où sa qualité baisse peu lorsque la valeur estimée de ce
paramètre s'écarte de sa vraie valeur, on peut se contenter d'un e
valeur approximative dudit paramètre . A contrario, si MPM es t
peu robuste par rapport à un paramètre, on doit être exigean t
vis—à—vis de la qualité de son estimation . Nous avons étudié le s
courbes de robustesse de la méthode MPM [6] et il s'avère que le s
moyennes et les variances du bruit sont des paramètres importants .
Nous proposons ci—dessous un critère d'arrêt basé sur l'évolutio n
de ces paramètres .
Soit À q le paramètre estimé à l'itération q et í~q,m la moyenne
sur les m dernières itérations . Notre critère d'arrêt est basé sur le s
fluctuations des paramètres au cours des itérations . Soit la distance
D définie par :
c i (Al —
	
(39 )
avec s = 2 si A q = µ q (estimation des moyennes) et s = 1 si )q =
u q (estimation des variances) . Les coefficients de pondération ci
sont liés à la robustesse de la méthode de segmentation MPM .
Cette méthode étant plus sensible aux moyennes qu'aux variances ,
nous avons choisi les valeurs des coefficients c i correspondants ,
égales à 0 .9 et 0 .1 respectivement . La procédure de l'estimation
s' arrête lorsque la distance D est inférieure à un seuil E strictement
positif pré défini . Nous avons déterminé, de façon expérimentale ,
que E = 0.01 convenait pour la chaîne A et que e = 0 .001 était
nécessaire pour la chaîne B . Dans le cas des images (section 7 )
on peut se contenter de E = 0.1 (des seuils plus petits n'apportent
pas d'amélioration des résultats des segmentations) .
5.3 . RÉSULTATS DES EXPÉRIMENTATION S
Nous considérons un échantillon de taille 1000 et le nombre de
classes égal à 2 (les algorithmes restent valables pour un nombr e
quelconque de classes) . Les algorithmes MICE, EM et MSEM
sont testés sur les chaînes A et B, chacune étant bruitée par un
bruit MD et un bruit VD . Les 3 algorithmes sont initialisés par l a
même méthode d'initialisation décrite ci—dessus . Nous présenton s
uniquement les résultats correspondant aux bruitages relativement
forts, ceux correspondant aux rapports signal sur bruit plus
importants pouvant être consultés dans [6] . Les valeurs estimée s
sont celles obtenues à l'arrêt automatique des algorithmes .
Les résultats des estimations sont présentés dans les Tableaux 2-5 .
Bien que la restauration ne fasse pas l'objet de cette sous—sectio n
nous donnons dès maintenant, dans la dernière ligne des tableaux ,
le taux des pixels mal classés par la méthode MPM utilisant les
valeurs estimées des paramètres .
Notations
VE : Les valeurs empiriques .
MSEM : Les valeurs estimées par MSEM .
EM : Les valeurs estimées par EM .
MICE : Les valeurs estimées par MICE .
T : Nombre d'itérations .
7(%) : Taux des pixels mal classés par la méthode MPM utilisan t
les VE ou les valeurs estimées des paramètres .
Tableau 2 . — µl = 1, µ 2 = 2 et al = Q2 = 1 (chaîne A )
VE EM MSEM MICE
µl 0.976 0 .976 0 .979 0 .979
µl 2.017 2 .013 2 .003 2 .009
a?. 1 .036 1 .031 1 .032 1 .03 3
c'- 2 0.937 0.944 0 .956 0 .949
71-1 0 .422 0 .420 0 .416 0 .422
all 0 .976 0.978 0.990 0 .977
a22 0.983 0 .984 0 .986 0 .984
T / 23 32 25
T(%) 4 .7 4 .4 4 .4 4 .4
Nous constatons, selon les tableaux 2—5, que le comportement de s
trois algorithmes est excellent, en ce qui concerne le taux de bonn e
restauration, et qu ' il est impossible de les départager. Notons que
les bruitages sont importants : ainsi que nous le verrons dan s
la suite, des images binaires bruitées par ce type de bruit sont
pratiquement impossibles à reconnaître visuellement .
Évolution des valeurs estimées au cours des itérations
Nous présentons sur les Figures 1—8 quelques résultats concernan t
l'évolution des valeurs estimées par différentes méthodes au cour s
des itérations . Concernant la chaîne A, nous traitons le cas d e
deux bruitages de type MD de niveaux différents et concernant l a
chaîne B, deux bruitages de types MD et VD respectivement . Le s
résultats complets de ce type peuvent être consultés dans [6] .
D2(Àq A q,m )
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Tableau 3. - µl = 1, µ2 = 1 et Cri = a2 = 3 (chaîne A)
VE EM MSEM MICE
µ l 0.976 0 .956 0 .968 0 .92 3
µ2 1 .029 1 .47 1 .041 1 .06 6
a? 1 .036 1 .095 1 .129 1 .06 0
0 2 2 .810 2 .833 2 .890 2 .767
0.422 0 .445 0 .471 0 .434
ar l 0.976 0 .974 0 .979 0 .97 3
a22 0.983 0 .979 0 .985 0 .97 9
T / 59 54 50
T(%) 10 .8 11 .4 11 .3 11 .6
Tableau 4 . - µ l = 1, µ2 = 2 et Ql = a 2 = 1 (chaîne B)
VE EM MSEM MICE
µ l 0.976 0 .884 0 .851 0 .84 4
µ2 2.017 2 .025 2 .032 1 .94 2
ai 1 .036 0 .908 0 .832 0 .904
0 .937 0.926 0.956 0 .984
7r l 0.481 0 .444 0 .435 0.399
all 0 .786 0.752 0.726 0 .76 1
a22 0 .801 0 .802 0 .775 0 .84 1
T / 59 7 1
T(%)
4 0
24 .4 24 .8 25 .6 24 .7
Tableau 5 . -
	
= µ2 = 1, et o. ]. = 1, o-4 = 3 (chaîne B )
VE EM MSEM MICE
µl 0.989 0.946 0.989 0 .880
µ2 1 .016 1 .055 1 .016 1 .10 2
~1 1 .024 1 .100 1 .119 0 .97 8
Q2 2.811 2 .731 2 .748 2 .71 6
0 .481 0 .488 0 .489 0 .442
a ll 0.786 0 .912 0 .926 0 .90 5
a 22 0.801 0 .919 0 .933 0 .92 6
T / 275 400 31 9
T(%) 30 .1 30 .2 30 .2 30 . 7
vergence des trois méthodes est plus lente . Ainsi l'homogénéit é
de la chaîne influe sur le comportement des algorithmes d' estima -
tion. Par ailleurs, le type de bruit (MD ou VD) joue également un
rôle important : bien que les niveaux de bruitages MD (Figures 5 ,
6) et VD (Figures 7, 8) soient comparables, le temps de stabilisa-
tion des algorithmes est sensiblement plus long dans le cas VD .
Notons que cela pourrait être partiellement dû à 1'initialisatio n
qui est de type MD (section 5 .1) . Des courbes analogues donnant
l'évolution, dans différentes situations, des valeurs estimées des
variances peuvent être consultées dans [6] .
En conclusion, le comportement des algorithmes est excellent
dans les cas de type (chaîne homogène + bruit MD), les cas d e
type (chaîne non-homogène + bruit VD) étant plus difficiles à
traiter.
6. Restauration non supervisée dans le ca s
des chaînes simulées
Dans le cas d'une chaîne homogène (chaîne A), nous pouvon s
observer une certaine similitude des comportements des algo-
rithmes . Leur convergence est par ailleurs rapide, ce qui se traduit
par un nombre relativement peu élevé d'itérations. Le cas no n
homogène (chaîne B) pose davantage de problèmes et met e n
lumière les différences dans les comportements des algorithmes .
Le caractère stochastique de MICE et MSEM apparaît et la con -
Nous étudions dans cette section le comportement de trois al-
gorithmes de restauration non supervisée de chaînes obtenus pa r
l'adjonction à la méthode MPM des algorithmes EM, MICE e t
MSEM respectivement . L'objectif est de mettre en évidence le s
différences de leur comportement (vitesse de convergence, sta-
bilité) en fonction de l'homogénéité de la chaîne, rapport signal
sur bruit, forme de bruit.
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Figure 1, 2 (chaîne A) . — Évolution des moyennes µi et µ2 au cours des itérations . Bruit MD :
	
= 1, 122 = 3, al = a2 = 1
Un comportement similaire est observé pour les variances [6] .
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Figure 3, 4 (chaîne A). — Évolution des moyennes µ l et µ2 au cours des itérations . Bruit MD :
	
= 1, µ2 = 2, al = a2 = 1
Un comportement similaire est observé pour les variances [6] .
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Figure 5, 6 (chaîne B) . — Évolution des moyennes µl et 112 au cours des itérations. Bruit MD :
	
= 1, µ2 = 2, al = a2 = 1
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Figure 7, 8 (chaîne B) . — Évolution des moyennes µ l et µ2 au cours des itérations. Bruit VD : µl = µ2 = 1, a2 = 1, a2 = 3
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6.1 . ÉVOLUTION DES RÉSULTATS AU COUR S
DES ITÉRATION S
Nous considérons quatre bruitages . Trois d'entre eux sont de typ e
MD, avec 6 = Am = 3, 2, 1 respectivement . Le quatrième est de
type VD avec p = Qz = 3 .
Afin d'étudier les performances des différentes méthodes, nou s
précisons dans le Tableau 6 le taux d'erreur « théorique », i .e . le
taux obtenu par le MPM utilisant les valeurs empiriques VE de
la chaîne simulée . Ce taux d'erreur représente la borne théorique
des taux obtenus par les méthodes non supervisées .
Tableau 6. — Les taux théoriques To pour les chaînes A et B
6=0m=3 6=~m =2 6=0m=1 p=~= 3
A 0.4% 1 .8% 4.7% 10 .8%
B 4.2% 10 .7% 24.4% 30 .1%
Les Figures 9–16 représentent les courbes décrivant l'évolution du
taux de bonne classification, en fonction du nombre d'itérations ,
donné par les algorithmes EM + HPM, MICE + MPM, MSEM +
MPM respectivement.
Ces résultats nous conduisent aux conclusions suivantes :
1. La décroissance de l'homogénéité de la chaîne implique la
détérioration des performances de toutes les méthodes en pré-
sence . Notons que cette détérioration n'est pas due à la phas e
« estimation des paramètres » mais à la phase « segmentation »
(voir Remarque 8) .
2. Lorsque le bruitage de type MD est peu important (6 =
Om = 2, 3) le comportement de toutes les méthodes est
satisfaisant . En particulier la convergence est rapide (une
dizaine d'itérations) .
3. La convergence des méthodes EM+MPM, MICE+MPM et
MSEM+MPM est beaucoup plus lente dans le cas VD (enviro n
deux cent cinquante itérations) que dans le cas MD (un e
trentaine d'itérations) .
4. L'algorithme MSEM semble être mis en difficulté, au niveau de
la vitesse de convergence, dans le cas non homogène fortemen t
bruité (bruit MD avec 6 = 1 ou VD avec p = 3) . Le choix de
EM ou MICE est préférable dans ce contexte .
Nous avons effectué d'autres simulations de ce type [6] dont le s
résultats corroborent les conclusions énoncées ci–dessus .
Remarque 8
Lorsque la chaîne est peu homogène (chaîne B), le problème d e
la pertinence même d'utilisation de la modélisation par chaîne s
de Markov cachées se pose . Dans le cas MD avec 6 = 3, le tau x
théorique de pixels mal classés par MPM est de 4.2% (Tableau
6) . Dans le cas de la classification aveugle (chaque x t est estim é
à partir du seul yt ) ce taux est de 7%. Le même problème s e
pose dans le cas VD avec p = 3 où ces taux sont respectivemen t
de 30 .1% (Tableau 6) et 31% . L'utilisation de la classification
aveugle, beaucoup plus simple, pourrait s'avérer plus pertinent e
dans ces cas . Notons que les taux théoriques de la classificatio n
aveugle sont les mêmes dans le cas de la chaîne A (l'homogénéit é
n'intervient pas) . Ainsi les taux de la méthode MPM figurant dan s
le même tableau apportent une preuve manifeste de l'intérêt de
la modélisation par chaînes de Markov cachées dans ce contexte .
Finalement, l'homogénéité de la chaîne est un facteur important e t
il pourrait s'avérer pertinent, dans certaines situations, de renonce r
à l'utilisation des méthodes non supervisées de type MPM a u
bénéfice des méthodes plus simples. Ce même phénomène a
été observé dans le cadre de segmentations d'images par de s
méthodes utilisant les modélisations par champs de Marko v
cachés : dans certains cas les méthodes contextuelles, beaucou p
plus simples, s'avèrent plus efficaces [12], [28] .
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Figure 9, 10 (chaîne A) . — Taux d'erreur de MPM en fonction du nombre d'itération des estimateurs EM, MICE, MSEM
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Figure 11, 12 (chaîne A). — Taux d'erreur de MPM en fonction du nombre d'itération des estimateurs EM, MICE, MSEM
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Figure 13, 14 (chaîne B) . - Taux d'erreur de MPM en fonction du nombre d'itérations des estimateurs EM, MICE, MSEM
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Figure 15,16 (chaîne B) . - Taux d'erreur de MPM en fonction du nombre d'itérations des estimateurs EM, MICE, MSEM
6.2. AUGMENTATION DU BRUIT
Nous avons vu dans les tableaux de la section 5 .3 que le com-
portement des méthodes en présence était similaire dans le ca s
des chaînes déjà fortement bruitées . Afin de les départager nou s
faisons tendre le rapport signal sur bruit vers 0 (Figure 17, 18) .
Nous constatons la moins bonne compétitivité de l'algorithm e
MSEM vis-à-vis de deux autres méthodes, lorsque le bruitag e
devient très important. Notons l'excellent comportement de s
algorithmes EM et MICE dont le taux de bonne classification
suit le taux théorique jusqu'aux niveaux très élevés de bruitage .
Précisons à titre d'exemple que pour Am = 0 .3 (cas MD) l e
taux théorique de classification aveugle est de 44% . Ainsi, le s
résultats des Figures 17 et 18 montrent, d'une part, l'intérêt d e
la modélisation markovienne et, d'autre part, l'excellence d e
comportement des algorithmes EM et MICE dans ce contexte .
A m
Figure 17 .- Taux d'erreur de restauration non supervisée (cas VD) en fonction
de Am (chaîne A)
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2,1
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2, 5
P
Figure 18. - Taux d'erreur de restauration non supervisée (cas VD) en fonction
de p (chaîne A)
Par ailleurs, les résultats de la Figure 17 montrent qu'il existe une
plage de bruitage (0 .2 < Am < 0 .3) où MICE est plus efficac e
que EM .
En conclusion, nous devons opter pour l'utilisation de MICE dans
les cas de niveau très élevé de bruitage .
7 . Segmentation non supervisée d'images
Nous abordons dans cette section le problème de la segmentatio n
statistique non supervisée d'images . La modélisation par champs
de Markov cachés est celle généralement retenue par les auteurs .
Nous proposons dans la suite une modélisation utilisant les
chaînes de Markov cachées, dont l'avantage par rapport à l a
modélisation précédente se situe à deux niveaux :
43
1 3
0,2
	
0,3
	
0,4
	
0,5
	
0, 6
446
	
Traitement du Signal 1995 - Volume 12 - n° 5
echerch e
Estimation des paramètres et segmentation d'image s
1. Rapidité des algorithmes .
Dans les deux types de modélisation la connaissance des diffé-
rentes lois liées à la loi de X a posteriori est cruciale, aussi bie n
au niveau de l'estimation des paramètres que de la segmentatio n
proprement dite . Dans le cas des modélisations par champs de
Markov cachés, cette connaissance est acquise par le biais de s
méthodes itératives, de type del' échantillonneur de Gibbs, alor s
qu'elle est obtenue directement, par un calcul analytique, dan s
celui des modélisations par chaînes de Markov cachées . Il en
résulte une différence significative de temps calcul en faveur de s
modélisations par chaînes de Markov cachées .
2. Souplesse d'utilisation en segmentation spatio —
temporelle.
Ainsi que nous le verrons dans la section suivante, l'utilisation de s
chaînes de Markov cachées permet la conception de nombreux al-
gorithmes de segmentation spatio—temporelle dont la complexité
est inférieure à celle des méthodes utilisant les champs de Markov .
La moins bonne adéquation du modèle à la réalité constitue cepen -
dant un désavantage de notre méthode . Nous montrons à la fi n
de cette section que la perte de l'efficacité due à cette moin s
bonne adéquation semble acceptable . Cependant, des étude s
complémentaires sont nécessaires afin d'évaluer le degré de géné -
ralité du phénomène .
7.1. PARCOURS DE PEAN O
Lorsqu'on modélise l'image par une chaîne de Markov, l'idé e
la plus simple est de considérer l'image «ligne par ligne» o u
colonne par colonne » . L'inconvénient de cette démarche est
que le «passé» et le «futur» d'un pixel dans la chaîne ains i
obtenue ne correspond pas toujours à son contexte spatial de façon
satisfaisante . Ainsi, lorsqu'on considère la démarche «ligne pa r
ligne », deux pixels voisins et appartenant à la même colonne sont
«proches» spatialement et «éloignés» au sens de la chaîne d e
Markov. Afin d'améliorer l'adéquation du contexte « temporel »
de la chaîne au contexte « spatial » il est possible d'utiliser u n
parcours de type « Hilbert—Peano » représenté sur la Figure (20 )
[1], [5], [19] . Ce parcours est obtenu en reproduisant un élément d e
base, dit «générateur », comme indiqué sur la Figure 19 . Noton s
que l'introduction d'un tel parcours n'est possible que dans le ca s
des images de taille 2" x 2" auquel nous limitons notre étude . I l
existe cependant des parcours similaires permettant de traiter de s
images de taille quelconque [41] .
Conformément à la Figure 20, le premier instant de la chaîn e
de Markov correspond au pixel de la première ligne et dernière
colonne, le deuxième instant correspond au pixel de la deuxièm e
ligne et dernière colonne, le troisième instant correspond au pixe l
de la deuxième ligne et avant—dernière colonne et ainsi de suite .
Ainsi, en considérant un parcours de ce type dans l'ensemble de
pixels, nous obtenons une suite que nous considérerons comme
une réalisation bruitée d'une chaîne de Markov . Les algorithmes
-----
	
-
	
-
;
	
I
	
'
"étape 3 "
Figure 19.
Figure 20 .
de segmentation non supervisée sont alors obtenus par l'applica-
tion à cette suite des algorithmes de restauration non supervisé e
de la section précédente.
Afin d'étudier le comportement des algorithmes en présence ,
nous les avons appliqués à quatre images de synthèse «Lettre
B », « Anneau », « Gibbs », « Alphabet », d' homogénéités diffé -
rentes, bruitées avec les 2 types de bruits gaussiens indépendant s
suivants :
Le bruit MD : (µi = 110, ci = 900), (µ2 = 140, ci-3 900 )
Le bruit VD : (µ l = 125, al = 225), (µ 2 = 125, o- = 900)
Les images étudiées ainsi que certaines de leurs versions bruitée s
sont présentées sur les Figures 21, 22 .
"Générateur "
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des paramètres d'une chaîne de Markov cachée n'est pas abordé
ici ; les paramètres de la chaîne sont estimés à partir de l'imag e
non bruitée et les paramètres des bruits sont connus . Ces différents
paramètres sont ensuite utilisés dans la segmentation des image s
par MPM. Les résultats obtenus sont présentés dans le Tableau 7 .
Tableau 7 . — Calcul des taux d'erreur théoriques (%) pour la segmentation
par MPM avec Peano (A-P) et sans Peano (S-P) pour les 4 image s
)-, 1 ,e° Lettre « B » Agneaux Gibbs Alphabet
(%) bruit
MD
bruit
VD
bruit
MD
brui t
VD
brui t
MD
bruit
VD
brui t
MD
bruit
V D
S-P 5 .41% 6.47% 12 .35% 13 .31% 20 .26% 23.22% 13 .53% 13 .17 %
A -P 3 .51% 3 .79% 8 .25% 8 .76% 16 .78% 19 .19% 5 .9% 6.94%
Nous notons une amélioration systématique du taux de pixels bie n
classés en utilisant la courbe de Hilbert–Peano .
7.2 . EXPÉRIMENTATION S
« Anneau »
« Alphabet »
Figure 21 .
« Anneau » + MD
« Alphabet » + V D
Figure 22.
Nous testons dans un premier temps l'apport de notre démarch e
par rapport à celle « ligne par ligne » . Le problème de l'estimation
VE EM MSEM MICE
µr 108 .92 110 .05 109 .88 109 .90
139 .79 139 .46 139 .47 139 .46
6
1
904 .01 931 .25 929 .14 920.50
900.86 914 .04 912 .46 916 .62
~r l 0.299 0 .303 0 .301 0 .302
all 0.963 0 .993 0 .989 0 .99 3
a22 0.984 0 .997 0 .997 0 .99 7
T / 36 34 3 3
r(%) 3 .51 3 .83 3 .73 3 .7 8
« Lettre B » + M D
« Lettre B » + VD
Nous présentons dans les Tableaux 8–11 certains résultats de l'es-
timation des paramètres et quelques résultats visuels de la segmen-
tation non supervisée par MPM sont donnés par la Figure 23 .
Tableau K . — Segmentation statistique non supervisée de l'image «Lettre
B » bruitée par le bruit MD
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Tableau 9 . - Segmentation statistique non supervisée de l'image « Lettr e
B » bruitée par le bruit VD
VE EM MSEM MICE
124 .52 124.59 124.64 124 .6 1
µ2 124 .59 124.56 124.54 124 .5 5
Qi 899 .02 867 .95 867 .00 869 .02
227 .99 232 .16 232 .48 232.1 9
~1 0 .299 0.309 0.310 0 .309
all 0 .963 0 .993 0.995 0 .994
a22 0 .984 0.997 0.997 0 .99 7
T / 58 54 5 6
T(%) 3 .79 3 .86 3 .87 3 .78
VE EM MSEM MICE
109 .32 112 .53 112 .41 112 .26
139 .72 138 .47 138 .20 138 .62
920.72 993 .67 986 .37 997 .70
911 .55 961 .82 973 .07 947 .64
0.459 0 .490 0.483 0 .49 2
0.873 0 .971 0 .975 0 .97 2
0.892 0 .972 0.974 0 .97 3
/ 58 72 200
16 .78 15 .78 15 .84 15 .7 5
Les résultats des Tableaux 8-11 montrent que la remarquable
stabilité des algorithmes observée dans le cas de chaînes de
Markov simulées est préservée . Cette stabilité est, a priori, assez
surprenante . En effet, le caractère markovien des images n'es t
nullement acquis et les trois algorithmes d'estimation sont trè s
différents dans leur principe . Par ailleurs, les taux d' erreur obtenu s
(Tableau 12) sont très proches de ceux obtenus à partir des valeur s
empiriques des paramètres, ce qui montre une excellente qualité
Tableau 10 . - Segmentation statistique non supervisée de l'image « Gibbs
B » bruitée par le bruit MD
Tableau 11 . - Segmentation statistique non supervisée de l'image « Gibbs
B » bruitée par le bruit VD
VE EM MSEM MICE
124.59 124 .80 124 .74 124 .9 2
µ2 124.91 124 .75 124.80 124 .6 5
QL 225.64 243 .86 244 .13 245 .0 9
888 .79 845 .36 946 .57 849.06
~1 0.459 0 .433 0 .435 0 .43 7
all 0 .873 0 .964 0.965 0 .965
a 22 0 .892 0 .972 0 .973 0 .97 3
T / 118 116 11 3
T(%) 19 .19 17 .84 17 .84 17 .88
« Lettre B » + MD
segmentée par
MICE + MPM
« Anneau » + MD
segmentée par
MICE + MPM
« Gibbs B » + V D
segmentée par
MICE + MPM
«Alphabet» + V D
segmentée par
MICE + MPM
Figure 23 .
de collaboration entre les phases « estimation des paramètres » et
« segmentation » .
Pt 33' C
AB C
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7.3. COMPARAISON AVEC L'ALGORITHME DE
VITERBI NON SUPERVISÉ ET L'ALGO-
RITHME EM GIBBSIEN
L'algorithme de Viterbi non supervisé est obtenu par un e
démarche du type « segmentation courante » [34] . C'est une mé -
thode itérative qui ressemble à l'algorithme SEM : à chaque itéra -
tion on considère une réalisation de X obtenue « artificiellement »
à partir de la valeur courante des paramètres . Ladite réalisation
est obtenue par tirage aléatoire dans le cas de SEM et elle l'est par
MAP dans le cas de l'algorithme de Viterbi non supervisé . Elle es t
ensuite exploitée de façon identique afin d'obtenir la valeur sui -
vante des paramètres . À la stabilisation de la suite des paramètres
ainsi obtenue, on procède à la segmentation par le MAP.
Nous présentons ci-dessous la récapitulation des résultats en y
adjoignant ceux obtenus par l'algorithme de Viterbi non supervis é
[2] et l'algorithme EM Gibbsien (EMG [15]) .
Lettre B Gibbs Anneau Alphabet
(%) Brui t
MD
Brui t
VD
Brui t
MD
Brui t
VD
Brui t
MD
Brui t
VD
Bruit
MD
Bruit
V D
EM 3 .83 3 .86 15.78 17 .84 7 .53 8 .48 5 .82 6 .9 8
MICE 3 .78 3 .86 15 .75 17 .88 7 .52 8 .49 7 .79 6 .9 6
MSEM 3 .73 3 .87 15 .84 17 .84 7 .48 8 .44 5 .82 6 .9 6
Viterbi 4 .14 29 .31 20 .54 49 .73 8 .27 50 .37 7 .99 49 .7 9
EMG 1 .78 2.35 18 .56 18 .00 4 .89 6 .37 7 .09 7 .65
Figure 25 . - Les résultats de segmentation de « Lettre B » + MD, « Anneau »
+ MD, « Gibbs » + MD par Viterbi
Figure 26 . - Les résultats de segmentation de « Lettre B » + MD, « Anneau »
+ MD, « Gibbs » + MD par Viterbi
Figure 27. - Les résultats de segmentation de « Lettre B » + VD, « Anneau »
+ VD, « Gibbs» + VD par Viterb i
qualité de ces résultats peut être due à la phase « estimation de s
paramètres» et ne met pas en cause l'intérêt de l'algorithme d e
Viterbi donnant la solution du MAP lorsque les paramètres sont
connus .
Tableau 12 . - Tableau récapitulatif des taux d'erreur des images avec
la segmentation par l'algorithme Viterbi et EM Gibbsien, EM+MPM,
MICE+MPM et MSEM+MPM
Quelques exemples de segmentations par EMG et Viterbi son t
donnés sur les Figures 24-27 .
Figure 24 . - Les résultats de segmentation de « Lettre B » + MD, « Anneau »
+ MD, « Gibbs » + MD par EM G
Nous constatons que l'algorithme de Viterbi non supervisé es t
inefficace dans le cas de bruitage de type VD et n'est pas
compétitif vis-à-vis de MICE, MSEM et EM dans le cas de
bruitage de type MD . Ainsi le type de bruit (MD ou VD) a une
influence déterminante sur cet algorithme . Notons que la mauvaise
L'algorithme EM Gibbsien est plus performant dans les ca s
des images « Lettre B » et « Anneau » par contre, la qualit é
des méthodes MICE + MPM, MSEM + MPM et EM + MPM
est légèrement supérieure dans les cas des images « Gibbs » e t
« Alphabet » . Le calcul du taux moyen sur les huit cas étudié s
pour chacun des algorithmes aboutit au classement suivant :
EMG (8 .34%), MSEM (9 .74%), MICE (8.75%), EM (8 .77%) ,
Viterbi (27 .52%) . Une étude plus approfondie est nécessaire afi n
de mieux situer les différences de comportement de deux famille s
de méthodes, toutefois, la perte de la qualité des méthodes MICE
+ MPM, MSEM + MPM et EM + MPM par rapport à celle de
l'algorithme EM Gibbsien apparaît comme acceptable .
Notons cependant que l'EMG utilisé ici est fondé sur une modéli-
sation markovienne la plus simple (champs de Markov relative -
ment aux quatre plus proches voisins) ; l'utilisation d'un modèle
plus pefectionné pourrait éventuellement conduire à un algo-
rithme de type EMG plus performant .
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8. Segmentation non supervisée spatio
temporelle d'images
Nous proposons dans cette section une généralisation d e
notre méthode à la segmentation spatio—temporelle . Noton s
1 1 ,1 2 , . . .,1— une suite d'images à segmenter qui seront con -
sidérées, en accord avec la modélisation retenue, comme réali-
sation d'une suite Y', Y 2 , Ym de champs aléatoires . Nous
considérerons dans la suite deux images successives qui seron t
notées 1 1 ,1 2 et considérées comme réalisations de deux champ s
aléatoires Y 1 , Y2 . Le problème consiste en segmentation de
l'image Y 2 = y 2 en exploitant l'information contenue dans l'im-
age Y 1 = y 1 . Nous proposons trois algorithmes correspondant à
trois niveaux d'exploitation de cette information .
8 .1 . SEGMENTATION À PARTIR DE Y2 = y 2
La démarche la plus simple consiste en segmentation de Y2 = y 2
par la méthode décrite dans la section précédente, en utilisan t
l'information contenue dans l'image Y' = y1 uniquement au
niveau de l'estimation des paramètres . Notons que les image s
Y' = y' et y 2 = y 2 peuvent être très différentes sans que
les paramètres définissant les deux modèles le soient . On peu t
ainsi utiliser les paramètres de la segmentation de Y' = y' pour
initialiser les procédures d'estimation de ceux nécessaires à la
segmentation de Y 2 = y 2 et se contenter de très peu, voire d'une
seule itération . Dans la suite nous noterons Al tout algorithme d e
ce type .
8.2 . SEGMENTATION À PARTIR DE Y l = y' ETY 2 = y 2
Nous souhaitons segmenter Y 2 = y2 à partir de Y' = y' et Y 2 =
y2 . Il est alors nécessaire, afin de se ramener à la modélisation
par chaînes de Markov cachées, de définir un parcours de type
« Hilbert—Peano » . Nous proposons le parcours suivant :
Si n est le nombre de pixels, nous obtenons ainsi une suite d e
longueur 2n à laquelle nous pouvons appliquer les démarches d e
la section 7 . Notons que, de la même manière que dans la sectio n
8 .1, nous pouvons utiliser les paramètres de la segmentation d e
Y' = y' (à partir de Y' = y' et l'image précédente) pour
initialiser les procédures d'estimation des paramètres nécessaire s
à la segmentation de Y 2 = y2 (à partir de Y' = y' et Y2 = y2 ) .
Cet algorithme sera appelé A2 dans la suite .
8.3 . DIFFÉRENCIATION DES TRANSITION S
TEMPORELLE ET SPATIALE
Nous reprenons la démarche de la sous-section précédente . No-
tons YI , Y, . . . , Y," les variables aléatoires correspondant au
parcours de Peano dans l'image Y 1 = y' (chaîne à l'instan t
1, Figure 28 ) et Y?, y22 , . . . , Y~ les variables aléatoires corres-
pondant au parcours de Peano dans l'image y2 = y2 (chaîne à
l'instant 2, Figure 28). La suite de longueur 2n de la sous—section
précédente s'écrit : YZ ,Y2,Y2,Y,Y2 , . . .,Yn_ 1 ,Yn_ 1 ,Yn
(si n est paire) et Y2 , Y2 , Yi , Y31 , y32 , . . . , Y , Yn (si n es t
impaire) . Supposons n paire et retenons la première écri-
ture . Dans la sous—section 8 .2 nous avons implicitemen t
supposé que les matrices de transition de la chaîne d e
Markov X 32, X2 , XZ , X3 , X3 , . . . , )(ni , Xn , , Xn correspon-
dante étaient indépendantes du pixel considéré. Une telle hy-
pothèse pourrait s'avérer trop forte . En effet, il existe dans cette
chaîne deux transitions de nature différente . Les transitions cor-
respondant aux couples de variables XZ , X? et X2, XZ sont de
nature « temporelle » (le même pixel est considéré à deux ins-
tants différents dans la séquence), alors que celles correspondant
aux couples de variables Xi", X+, et x,2, x?+I sont de nature
spatiale » (deux pixels voisins sont considérés à un instant donn é
dans la séquence) . Nous introduisons ainsi deux matrices de tran-
sition différentes . L'adaptation des procédures d'estimation et d e
segmentation décrites dans ce qui précède à ce cas ne pose pas de
problèmes particuliers, l'algorithme obtenu sera appelé A3 .
Figure 28.
8.4 . SEGMENTATION D'UNE SEQUENCE
D'IMAGES RÉELLES
Nous considérons une séquence d'images vidéo réelles et pré -
sentons les résultats de sa segmentation par les algorithmes Al ,
A2, A3 respectivement (Figure 29) . Chacune des séquences a été
initialisée avec 12 classes . Par un mécanisme de fusion de classe s
décrit dans [51, les algorithmes se sont stabilisés à 8 classes . Le
critère d'arrêt de la section 5 .2 est vérifié au bout d'une trentain e
d'itérations pour la première image et nécessite 5 à 10 itération s
pour les images suivantes .
Nous constatons une nette différence de qualité entre Al et A2 .
Cela signifie que l'information contenue dans l'image précédent e
constitue un apport non négligeable . Notons que l'exploitation de
cette information par des techniques utilisant la modélisation pa r
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Séquence éelle
	
Segmentation par Al
	
Segmentation pr A2
	
Segmentation par A 3
Figure 29 .
champs de Markov cachés est possible mais les calculs deviennent
	
Remarque 9
rapidement très lourds .
Dans l'algorithme A3, chaque pixel est classé à partir de l'imag e
La qualité de la séquence des résultats de segmentations par A3 est
	
courante et de l'image précédente . Notons que la souplesse de
meilleure que celle de la séquence des résultats de segmentations
	
l'utilisation de la modélisation par chaînes de Markov cachées et
par A2, cependant la différence est moins nette .
	
les parcours de Peano autorise un grand nombre de possibilité s
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de conception d'algorithmes différents . On peut imaginer, à titre
d'exemple, que l'essentiel de l'information est concentré dans un
cube de côtés 2r + 1 centré sur le pixel donné (on considère r
images précédentes et r images suivantes) et utiliser un parcour s
de Peano spatial contenant tous les pixels du cube . On peut
également imaginer des pyramides dont les bases, centrées sur l e
pixel donné, ferait partie de l'image courante et dont les sommet s
seraient orientés soit vers le passé, soit vers le futur. De façon
plus générale, en choissant divers parcours dans l'espace on peu t
aisément mettre en oeuvre autant d'algorithmes de segmentation
non supervisée d'images 3D .
Remarque 1 0
Les méthodes d'estimation exposées peuvent être généralisée s
au cas non stationnaire (la matrice de transition At dépend de
l'instant t) de la façon suivante : la re–estimation de est fait e
à partir d'une fenêtre centrée sur t. Les méthodes de ce type
sont beaucoup plus coûteuses en temps calcul et les résultats
numériques que nous avons obtenus s'avèrent peu concluant s
[6] . Notons cependant que ce type de démarche apporte de s
améliorations de résultats parfois spectaculaires dans le contexte
de la segmentation non supervisée locale [31], [36] et il es t
probable que des études plus approfondies mettraient en lumière
des situations oit ces méthodes présentent un intérêt .
9. Conclusion
Nous avons étudié dans ce travail le problème de l'estimatio n
des paramètres dans les chaînes de Markov cachées et les pos-
sibilités des applications des solutions proposées au problèm e
de la segmentation statistique non supervisée d'images . Deux
méthodes originales d'estimation, obtenues par des modifica-
tions des méthodes générales Stochastic Estimation Maximisa-
tion (SEM) et Iterative Conditional Estimation (ICE), ont été
proposées . L'étude numérique comparative de ces méthodes ,
appelées MSEM et MICE respectivement, et de la méthode
Expectation–Maximisation (EM) a permis de mettre en évidence
leur bon comportement dans diverses situations d'homogénéit é
et de bruitage des chaînes . Toutefois, lorsque le rapport signal
sur bruit tend vers O, MSEM devient non compétitif vis–à–vis de
MICE et EM . Par ailleurs, dans certaines situations particulières ,
les performances de MICE sont supérieures à celle de EM . L'ad-
jonction à ces algorithmes de la méthode bayésienne Mode de la
Marginale a Posteriori (MPM) de restauration permet la concep-
tion de trois algorithmes de restauration non supervisée . Le com-
portement de ces algorithmes est excellent : leurs taux de bonne
classification sont très proches, même dans le cas de bruitage s
importants, de celui obtenu par MPM utilisant les paramètres es-
timés à partir des données complètes . Tout se passe comme si le
fait que la chaîne est inobservable n'avait pas d'influence sur l e
taux de bonne classification .
L'utilisation de parcours de type Peano dans l'ensemble de pi-
xels permet la conception, à partir des méthodes EM+MPM ,
MICE+MPM, MSEM+MPM mentionnées ci–dessus, de troi s
méthodes de segmentation statistique non supervisée d'images .
La rapidité et la souplesse de ces méthodes constituent un avantag e
par rapport aux algorithmes fondés sur des modélisations par
champs de Markov cachés . Cependant, l'adéquation du modèl e
sous-jacent à la réalité est moins bonne . Divers tests portant su r
des images de synthèse montrent le bon comportement de ces mé -
thodes, par ailleurs, la perte de l'efficacité due à la moins bonn e
adéquation du modèle à la réalité semble acceptable .
La souplesse de la modélisation proposée permet la concep-
tion de plusieurs algorithmes de segmentation statistique spatio–
temporelle non supervisée . Nous en avons proposé trois, de degré
de perfectionnement croissant, et avons présenté les résultat s
de leur application à la segmentation d'une séquence d'image s
réelles .
En conclusion, la rapidité et la souplesse des méthodes utilisant le s
chaînes de Markov cachées, les parcours de type Hilbert–Peano ,
l'un des algorithmes EM, MICE, MSEM pour l'estimation de s
paramètres et la méthode MPM pour la segmentation, semblen t
ouvrir des perspectives originales au traitement du problème de l a
segmentation statistique spatio–temporelle non supervisée d'ima -
ges . De façon plus générale, ces techniques sont appliquables au x
problèmes de segmentation non supervisée des images 3D, voir e
des séquences d'images 3D .
Ce travail a été partiellement financé par la convention CNET-
INT 93 PE 74 05. Les auteurs remercient Bruno Choquet du
CCETT Rennes et Olivier Avaro du CNET Paris A pour leur
collaboration.
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