A primary issue in industrial hygiene is the estimation of a worker's exposure to chemical, physical and biological agents. Mathematical modeling is increasingly being used as a method for assessing occupational exposures. However, predicting exposure in real settings is constrained by lack of quantitative knowledge of exposure determinants. Recently, Zhang, Banerjee, Yang, Lungu, and Ramachandran (2009) proposed Bayesian hierarchical models for estimating parameters and exposure concentrations for the twozone differential equation models and for predicting concentrations in a zone near and far away from the source of contamination.
Introduction
Industrial hygiene concerns the estimation of a worker's exposure to chemical, physical and biological agents. Statistical and mathematical modeling allows hygienists to systematically evaluate retrospective exposure when past monitoring data are poor or non-existent, to predict current and future exposure in the absence of the working process or operation, and to estimate exposure with only a small number of air samples with possibly high variability. Indeed, Nicas and Jayjock (2002) have argued that with only a few monitoring data points, modeling may provide more precise estimates of exposure than monitoring with only a few data points.
With advances in computational methods and inexpensive software implementation, formal modeling is set to become an indispensable tool in the industrial hygienists' armory.
Formal modeling includes a deterministic component describing the physical laws that underlie the relationship between contaminant generation rate, pollutant transportation characteristics and contaminant concentrations. The precise nature of the models varies in their scope and complexity according to the different experimental settings and certain assumptions that might be made. For example, assumptions on pollutant transportation patterns range from complete instantaneous mixing, to two well-mixed zones within a room, to diffusion resulting in continuous concentration gradients in time and space.
However, predicting exposure in real settings is constrained by lack of quantitative knowledge of exposure determinants and mathematical exposure models that are appropriate for the scenario. Even though the profession has for long paid lip service to the importance of a thorough knowledge of the determinants of exposure on the part of the hygienist, most companies do not collect such information routinely. Even basic data such as ventilation rates, pollutant generation rates, and worker time activity patterns are hard to come by in most situations. Zhang et al. (2009) recently proposed Bayesian models for estimating model parameters and exposure concentrations for a two-zone model. Their model predicts concentrations in a zone near and far away from the source of contamination. Their model also estimates the contamination rate, air ventilation rate through the system, and the air flow between near and far fields. In their simulation study, they show that the predictions of near field concentration concord with the true values, indicating that the two-zone model assumptions agree with the reality to a large extent and the model is suitable for predicting the contaminant concentration.
It is also well recognized in the statistics literature that spatial hierarchical offer additional richness by building dependencies in different stages. These models follow the Bayesian paradigm of statistical inference (see, e.g., Carlin and Louis (2008) ; Gelman, Carlin, Stern, and Rubin (2003) ), where analysis is based upon sampling from the posterior distributions of the different model parameters. Hierarchical models are especially advantageous with data sets having several lurking sources of variation and dependence, where they can estimate much richer models with less stringent assumptions.
Recent computational advances with regard to Markov chain Monte Carlo (MCMC) methods, have contributed enormously to the popularity of hierarchical models in a wide array of disciplines (e.g., Gelman et al. (2003) ). Their popularity has increased in no small measure also due to their automated implementation in the WinBUGS software package. This is an offshoot of the BUGS project for the Windows platform (which stands for Bayesian inference Using Gibbs Sampling) and provides a rather flexible and friendly interface to construct hierarchical models that are implemented using a Gibbs sampler. This is performed by identifying a hierarchical model with a directed acyclic graph (DAG) whose nodes form the different components of the model and helps the language identify the full conditional distributions that need to be updated.
From an automated implementation perspective, however, the state of affairs is less encouraging for hierarchical models that involve physical differential equations in their likelihood. BUGS is not well-suited for such models, yet a friendlier interface for applied researchers is highly desirable. In applied research, providing software with a proposed model encourages other researchers to explore the proposed model, detect potential issues and advance method-ological research. An exciting prospect in recent times that helps bring such sophisticated statistical methodology to the users is the R project (http://www.r-project.org). R is a language and environment for statistical computing and graphics that offers several built-in functions for mathematical computations. A convenient feature of R is the ability to create packages (libraries) that implement the new model. In addition, for computationally-intensive tasks, C, C++ and FORTRAN programs can be linked and invoked by R at run time.
The present paper introduces a R package called B2Z (http://cran.r-project.org/web/ packages/B2Z) that implements the Bayesian two-zone model proposed by Zhang et al. (2009) . This package obtains random samples from the posterior distribution of the parameters and exposure concentrations for the Bayesian two-zone model. Currently, four different sampler algorithms are available to do such task: the Sampling Importance Resampling (SIR), the Metropolis Sampler, Incremental Mixture Importance Sampling (IMIS), and the Metropolis within Gibbs Sampler. In addition, the package also offers approximate Bayesian estimation using the Bayesian central limit theorem (Laplace approximation). Section 2 recounts the Bayesian two-zone modeling framework. Section 3 briefly describes the sampler algorithms implemented in B2Z. Section 4 illustrates the use of B2Z with simulated and real data examples. Finally, Section 5 concludes the paper with some discussion and thoughts.
Bayesian Two-Zone Model
Below we describe the Bayesian approach proposed by Zhang et al. (2009) for estimating model parameters and exposure concentrations in a two-zone model. The two-zone (also called two-component) model (Nicas (1996) ; Cherrie (1999) ; Nicas and Miller (1999) ) assumes the presence of a contamination source in the workplace and that the region very near and around the source is modeled as one well-mixed box, called the near field, while the rest of the room is another well-mixed box that completely encloses the near field box. This box is called the far field and there is some amount of air exchange between the two boxes.
Customarily, it is assumed that each field is a well mixed box, i.e., two distinct places that are in the same field have equal exposure concentration levels. In addition, it is assumed that the contaminant's total mass is emitted at rate G and that there is an airflow rate between the near field and far fields equal to β. The final assumption considers that there are supply and exhaust flow rates which are taken to be the same and equal to Q. Figure 1 is a schematic depiction of the dynamics of the system, where V N and V F denote the volumes at the near and far field, respectively. In this context, the occupational hygienist seeks to model the exposure concentrations at the near and far fields based upon observations collected over a period of time. Figure 1 , along with the assumptions, yields the following system of differential equations for the two-component model:
where
The functions C N (θ 1 ; t) and C F (θ 1 ; t) are the exposure concentrations in the near and far fields at time t, respectively. In fact, when A(θ 1 ) is an invertible matrix, (1) can be written as
where I 2 is an identity matrix of order 2 × 2. Matrix representations such as in Eq. (2) are especially useful in solving linear systems of differential equations (see, e.g., Laub (2005) ) in computer packages such as Matlab c and R (www.r-project.org).
From (2), we see that the solution of the system in (1) depends upon several parameters. Customarily, V N and V F are considered fixed and known, while β, Q and G are regarded as unknown parameters and will need to be estimated. Let Y(t) = (Y N (t), Y F (t)) T be a 2 × 1 vector corresponding to the natural logarithm of the exposure concentration at time point t.
The observed value of Y (t) is a combination of two components:
1. Systematic component: C(θ 1 ; t) = (C N (θ 1 ; t), C F (θ 1 ; t)) T , the solution of the system of differential equations in (1) at time t;
2. Measurement error process component: (t) = ( N (t), F (t)) T , where N (t) and F (t) are the measurement error processes corresponding to the near and far field, respectively.
This leads to the following measurement model:
where log C(θ 1 ; t) = (log C N (θ 1 ; t), log C F (θ 1 ; t)) T . Zhang et al. (2009) assume Gaussian measurement error. More specifically, they assume two possibilities:
In the independent model, the measurement errors at the near and far field are assumed to be uncorrelated, while the dependent model relaxes this assumption. For both models, it is assumed that the measurement errors across time are independent and identically distributed.
Let Y = Y(t 1 ) T , . . . , Y(t n ) T T denote the 2n × 1 vector of observed log-concentrations from the near and far fields at n time points. Denote by θ the collection of unknown parameters θ 1 and Σ. The Eq. (3) and the assumptions made on the measurement errors, produce the following likelihood
where Σ is the covariance matrix of the measurement error process. For the prior distribution of θ, we assume that the components β, Q, G and Σ are assigned independent so that p(θ) = p(β)p(Q)p(G)p(Σ). Furthermore, for the independent model, we assume that
, where a N and a F are shape parameters and b N and b F are scale parameters. For the dependent model, Σ ∼ IW (S, v) where S is a scale matrix and v is the degrees of freedom. The parameterizations of the inverse gamma and inverse Wishart in this paper are as in Gelman et al. (2003) . The parameters β, Q and G can have any prior distribution with positive support, i.e., they do not assign positive probabilities to any negative value. Based upon the above assumptions, the posterior distribution of θ is
The above posterior distribution may not have a closed form precluding analytical inference. Our package B2Z has four different sampler methods available to obtain samples from the distribution in (5). The algorithms for these methods are discussed in the next section.
Bayesian Estimation
In this section we briefly discuss the four sampler methods available in our package B2Z: SIR, IMIS, Metropolis and Gibbs. We also describe approximate inference using the Bayesian Central Limit Theorem (Laplace Approximation).
Sampling/Importance Resampling (SIR)
The Sample/Importance Resample (SIR) (Van Dijk et al. (1987) ; Rubin (1988) ) is a fairly straightforward algorithm used to obtain random samples from a probability distribution, here the posterior distribution p(θ | Y). Several variants of this algorithm exist, but the basic idea is to sample θ from an easily tractable distribution (e.g., the prior distribution) so that the SIR tends to choose θ i 's corresponding to higher values of the likelihood. This method is described in the following algorithm:
1. Obtain m i.i.d samples from the prior distribution p(θ). Denote each sample by θ i , i = 1, · · · , m ; 3. Compute the importance weights as:
4. From the m samples obtained at the first step, select m samples (with replacement) using the weights w i 's.
In the Step (3), the l i 's can be very close to zero so that a large proportion of the importance weights are close to zero as well. To assuage this issue, we implemented in our package the following computational trick. We replace the computation of the importance weights in
Step (3) for:
and C is a large positive constant. While this may not fully resolve the issue of small weights, it does considerably increase the number of non-zero weights. Nevertheless, for the SIR to sample well from the posterior distribution, m must be large (thousands or even millions) which can be computationally expensive. In fact, in our examples, we often discovered the SIR to be returning very few distinct values, even with an m of size 30, 000. This arises due to an inadequate exploration of the parameter domain. Also, it is important to the SIR that the prior distribution agrees with the likelihood. Otherwise very few distinct sampled points from the tails of the prior distribution have sizeable importance weights causing the final sample to have few unique points. The Incremental Mixture Importance sampling (IMIS), described next, attempts to circumvent these problems.
Incremental Mixture Importance Sampling (IMIS)
In contrast to the SIR, at each iteration the IMIS (Steele et al. (2006) , Raftery and Bao (2009) ) adds samples from a multivariate normal distribution, centered at the point with the highest importance weight, to the current importance sampling distribution. The reason for doing this is to cover sections of the posterior distribution with high importance weights that are normally underrepresented by the importance sampling distribution. The IMIS algorithm is presented below:
and compute its importance weight as:
2. Importance Sampling Stage: k = 1. While some stopping criterion (see below) is not satisfied do:
(a) Denote by µ (k) the input with highest importance weight among the current importance sample up to iteration k;
(b) Find the B inputs with smallest Mahalanobis distance to µ (k) . The distances are calculated with respect to the prior covariance matrix of θ, denoted by V θ . More precisely, the mahalanobis distance of an input x to µ (k) with respect V is given by:
(c) Denote by u 1 , · · · , u B the importance weights of the B inputs selected in the previous step;
(d) Denote by Σ (k) the estimated weighted covariance matrix using the selected B inputs. The weight of the input j is given by:
, where d is the dimension of the θ;
(f) Compute the likelihood for each new input from the previous step, and combine the new inputs with the previous ones;
(g) Update:
(h) Compute the mixture sampling distribution q (k) at iteration k, given by:
where p(·) is the prior distribution of θ and N d (· | m, S) denotes the multivariate normal density with vector mean m and covariance matrix S;
(i) Calculate the importance weights using the following formula:
where c is chosen so that the weights sum to 1.
Once the stopping criterion (see below) at the importance sampling stage is satisfied, use the importance weights w
to draw, with replacement, M inputs from the importance sample θ 1 , · · · , θ N K , where K is the total number of iterations at the importance sampling stage.
Stopping Criterion: Raftery and Bao (2009) suggest ending the importance sampling step when the expected fraction of unique points in the resample is at least 0.632. B2Z follows this suggestion. However, the user can provide a maximum number of iterations at the importance sampling stage, in case the stopping criterion takes too long to be satisfied. Raftery and Bao (2009) also suggest that a good choice for the input parameters is: N 0 = 1000d, B = 100d and M = 3000. Recall that if the independent model is considered d = 5, otherwise d = 6.
Metropolis algorithm
Metropolis (Metropolis et al. (1953 ), Hastings (1970 ) is a well known Markov chain Monte Carlo sampling algorithm. Compared to the previous samplers, Metropolis samples a candidate from a proposal distribution at each iteration and then decides whether the candidate should be accepted or not. This decision is based on the ratio of a proportional function of the posterior distribution at the candidate and the previous accepted candidate. Several variants of Metropolis exist; the one that is implemented in B2Z is the random-walk Metropolis algorithm with normal proposals and is described as follows:
Provide the initial value
end if end if end for
The Metropolis algorithm requires three inputs: the total number of updates N , a vector with the initial value θ (0) and the covariance matrix V in the proposal distribution. An approach that usually works well is to estimate the posterior mode and use it as an initial value, and use V as the negative inverse of the hessian matrix of the log posterior distribution evaluated at the posterior mode. This approach is implemented in B2Z as defaults for initial values and the covariance matrix specification V.
Gibbs sampling
Gibbs sampling (Geman and Geman (1984) ; Gelfand and Smith (1990) ) is a popular MCMC algorithm that samples from the full conditional distributions for each parameter. This is attractive in our context since the full conditional distributions for τ N and τ F in the independent model and for Σ in the dependent model are respectively given by 1. Independent model:
However, the full conditional distribution of θ 1 does not have a closed form and we sample from its full conditional distribution using the Metropolis algorithm (Section (3.3)). This is called the Gibbs Sampler with Metropolis step (or Metropolis within Gibbs). The algorithm is as follows: Provide the initial value θ
, Y, and denote it as Σ (k) Using Metropolis sampler, draw a sample from θ 1 | Σ (k) , Y and denote by θ (k) . end for
The input parameters for the Gibbs sampler algorithm are the number of updates N , the vector initial value θ (0) 1 , and a covariance matrix in the proposal distribution. The Gibbs sampler in B2Z has implemented the same approach used in Metropolis for users that do not know which initial values and covariance matrix to specify.
Bayesian Central Limit Theorem (Laplace Approximation)
Differently from the previous sections where we discussed about samplers algorithms, in this section we briefly discuss the Bayesian Central Limit Theorem (BCLT) (or Laplace Approximation). This approximation aims to find a Gaussian approximation to the posterior distribution of a parameter, in this paper θ. Denote by
Consider a Taylor expansion of ln(f (θ)) centered on the posterior mode θ 0 . At θ 0 the gradient ∇f (θ) will vanish. Thus the expansion around θ 0 is given by
where H is the negative Hessian matrix of the log posterior distribution evaluated at the posterior mode. Exponentiating both sides in Eq. (6), we obtain
From (7), f (θ) is seen to be approximately equal to a multivariate normal density with mean θ 0 and covariance matrix H −1 . Since the posterior density, p(θ | Y), is proportional to f (θ), it too is approximately equal to the multivariate normal density. We note this approximation assumes that the prior distribution of θ and the likelihood must be positive and twice differentiable near the posterior mode. For further details, see Bishop (2006) .
To compute estimates of the parameters using the BCLT, we use the R built-in function called nlminb. This function implements constrained and unconstrained optimizations using PORT routines (http://netlib.bell-labs.com/cm/cs/cstr/153.pdf), allowing us to estimate the posterior mode numerically. Subsequently, we use the R function hessian, from the package numDeriv (http://cran.r-project.org/web/packages/numDeriv) to calculate a numerical approximation to the Hessian matrix of the log posterior function at the estimated posterior mode.
Illustrating B2Z
B2Z is an R package that performs sampling-based Bayesian inference for two-zone models as proposed by Zhang et al. (2009) . Currently, four sampling methods are available: Gibbs with Metropolis step, Incremental Mixture Importance Sampling (IMIS), Metropolis sampler and Sampling Importance Resampling (SIR). In addition, the package also offers approximate Bayesian estimation using the Bayesian central limit theorem (Laplace approximation). All methods are coded in C and FORTRAN, which are invoked by R through R's foreign language interface. When a numerical solution from the system of differential equations in (1) is needed, the sampler calls the function call_lsoda. This function is a C interface to the Fortran ODE solver of the same name, written by Petzold (1983) and Hinmarsh (1983) . The function call_lsoda is found in the source folder of the R package odesolve (http: //cran.r-project.org/web/packages/odesolve). The Bayesian two-zone model can be fitted using the function B2ZM, where the desired sampler method is specified as an argument of this function. Another option is to use one of the following functions directly: B2ZM_BCLT, B2ZM_GIBBS, B2ZM_IMIS, B2ZM_METROP and B2ZM_SIR. In either one of the cases, the output is a valid input for the functions summary and plot. For instance, suppose fit is an output from B2ZM. Then, the line command summary(fit) returns the following:
• Some posterior summaries of the parameters in the Bayesian two-zone model:
-posterior median, mean, standard deviation; -α% credibility interval, where α is specified by the user; -posterior covariance matrix
• Posterior model comparisons using the Deviance Information Criterion (DIC); see Spiegelhalter et al. (2002) .
• Sample quality measurements that depend on the sampler algorithm. Specifically,
-SIR: Effective Sample Size (ESS), proportion of unique points in the sample, maximum importance weight;
-IMIS: Effective Sample Size (ESS), maximum importance weight, variance of the re-scaled importance weights, entropy of importance weights relative to uniformity, expected fraction of unique points and expected number of unique points after resampling;
-Gibbs and Metropolis: effective sample size and MCMC acceptance rate.
The package coda (http://cran.r-project.org/web/packages/coda) offers several other diagnostics measures. We show in Section 4.1 how to integrate the packages B2Z and coda.
For details on some of the above quantities (e.g., DIC and ESS) see Carlin and Louis (2008) .
The line command plot(fit) is responsible for graphical summary of the model. In particular, this line command returns:
• α% credibility interval bands and the posterior median of the log concentrations at the near field over the observed period of time, where α is specified by the user;
• α% credibility interval bands and the posterior median of the log concentrations at the far field over the observed period of time, where α is specified by the user;
• empirical posterior distributions for each parameter in the model;
• if Gibbs or Metropolis is selected, autocorrelation function and trace history of the sampling of each parameter is also plotted.
Due to the domain of the parameters in the model, two computational tricks are used to make the IMIS, Metropolis and Gibbs sampling algorithms function effectively. They are:
• positive values: by definition, the parameters β, Q and G are positive. Since candidates in these three algorithms are generated from a multivariate normal distribution, there is a risk of generating a negative value for one the parameters. A common trick to circumvent this problem is to generate candidates on the log scale and afterwards transform them back by simple exponentiation.
• positive definiteness: since Σ is a covariance matrix, it must be positive definite. Thus, by Cholesky decomposition Σ = LL T , where L is a lower triangular matrix. Therefore, the trick is to generate a candidate for L, denoted by L cand . Then, the candidate for Σ is simply the matrix multiplication L cand L T cand .
The simulated exposure concentrations at the near and far fields, over n time points, were generated according to the following algorithm:
1. Choose the values of the parameters θ 1 and Σ as desired. Recall that Σ is a diagonal matrix in the independent model, or a matrix with non-null entries in the off diagonal for the dependent model. In any case, Σ must be a positive definite matrix.
2. for (i in 1 : n) (a) Using the fixed parameters in Step 1, find the solution of the system of differential equations in (1). Denote this solution by
(c) The log exposure concentrations in the near and far fields at time t i are Y(t i ) = log C (θ 1 ; t i ) + (t i ).
(d) The exposure concentrations in the near and far fields at time t i are exp(Y(t i )).
The dataset in Section 4.1 was generated considering dependent measurement errors, i.e., τ N F = 0. Section 4.2 presents an application of the Bayesian two-zone model to a simulated dataset where the measurement errors are independent, while Section 4.3 applies the method to a real exposure dataset.
Simulated dataset 1
Consider a simulated dataset that contains 100 exposure concentrations equally-spaced between times 0 and 4 minutes. To fit the Bayesian two-zone model, we need to specify the prior distributions for the unknown parameters. We assume that β ∼ U nif orm(0, 10), Q ∼ U nif orm(11, 17) and G ∼ U nif orm(281, 482). The dependent model is used in this section. Therefore, we assume that Σ ∼ inverse − W ishart 10 0 0 10 , 4 . The example code below illustrates how to specify the model information and the sampling method desired using B2Z.
> fit.depend <-B2ZM(data = ex1, y0 = c(0,0), priorBeta = "unif(0,10)", + indep.model = FALSE, priorQ="unif(11,17)", + priorG = "unif(281,482)", S = diag(10,2), v = 4, + V_N = pi*10^-3, V_F = 3.8, sampler = "METROP", + metrop.control = list(NUpd = 30000, burnin = 6000, + lag = 1, m = 5000))
The argument y0 is a vector with the exposure concentrations in the near and far fields at time 0 and data is a 3-column matrix such that the columns are time, exposure concentrations at the near field and at the far field, respectively. The argument metrop.control is a list that contains the input parameters for the Metropolis algorithm. Similarly, there are control input arguments to BCLT, Gibbs, IMIS and SIR as well, which are bclt.control, gibbs.control, imis.control and sir.control, respectively. More details about the arguments in B2ZM can be found in R using the line command help(B2ZM).
As discussed in Section 3, the sampler methods require some input parameters. Table 1 presents the input parameters provided for each sampler algorithm in this example. The BCLT implemented in the B2Z package requires two input parameters: m and sample_size. In particular, to estimate the posterior mode (needed in the BCLT), the function nlminb is used, which depends on the starting parameter values. The input m is the number of sampling values from the prior distributions of β, Q and G. Therefore, the vector among the m sampled with largest likelihood value is used as starting parameter values. The other input parameter sample_size is the size of the sample from the approximate posterior distribution of the parameters in the model according to the Bayesian Central Limit Theorem. We use m = 7000 and sample_size = 2000. Table 2 presents several posterior summaries for each parameter in the dependent model obtained by using the function B2ZM within the package B2Z. The sampler methods IMIS, Gibbs and Metropolis provide similar estimates for the parameters in the model. In addition, the posterior means obtained by these algorithms fairly estimate the parameters in the model. The BCLT estimates for the parameters β, Q and G appear to be slightly larger than the other
Sampler
Input Parameters Gibbs N = 30000, burn − in = 6000, thin = 1 IMIS N 0 = 6000, B = 600, M = 3000 Metropolis N = 30000, burn − in = 6000, thin = 1 SIR m = 100000 four algorithm estimates. This might have occurred because the BCLT posterior mode is computed numerically. Therefore, if the log-posterior distribution is multimodal, the algorithm may converge to a local posterior mode. The 95% credible intervals cover the true values of the parameters, except for τ N that were estimated using the SIR and Metropolis algorithms, and for τ F that were estimated using SIR and BCLT.
In this example, the SIR algorithm samples poorly from the posterior distribution. In fact, the proportion of unique points in the sample is very low (0.051%). On the other hand, IMIS, Gibbs and Metropolis perform better. In particular, the IMIS with an expected fraction of unique points equaling 50.13%, the Metropolis sampler has a MCMC acceptance rate equals to 24.4%, and the Expected Sample Size (ESS) for the Metropolis step within Gibbs is 1, 549.
The following figures are produced using the line command plot(fit.depend), where the output fit.depend is an object from the Bayesian two-zone model fitted using the Metropolis algorithm. The analogous figures for the SIR, IMIS and Gibbs algorithms are not shown in this paper. However, they can be produced by running the example codes in the tutorial of B2Z. Figure 2 shows the 95% credibility interval bands and the posterior medians of the log exposure concentrations at the near and far fields. These graphs help environmental researchers know more about the range of the log exposure concentrations over the observed period of time in both fields. The solid lines in Figure 2 represent the observed log exposure concentrations. Figure 3 shows the empirical posterior distributions of the parameters in the dependent model. Each empirical posterior distribution contains two curves:
• normal density centered at the estimated posterior mean and scaled by the estimated posterior standard deviation of the parameter;
• gaussian kernel density curve.
Figures 4 and 5 shows the Metropolis history plot and ACF for the parameters in the model. The Bayesian two-zone model fitting was done on a PC Intel(R) Core(TM) Duo CPU P8600 with 2.40GHz and 4.00GB of Memory RAM. The computational time (in seconds) obtained for SIR, IMIS, Gibbs, Metropolis and BCLT are 298.46, 293.81, 360.85, 365.79 and 99.48 , respectively. The computational times for Gibbs and Metropolis samplers were greater than the computational times for SIR and IMIS algorithms, while the BCLT has the smallest computational time. However, recall that in this example we did not provide a covariance matrix for the proposal multivariate normal distribution. Consequently, the Metropolis and Gibbs algorithms had to spend some time estimating this matrix, i.e., computing the negative inverse of the hessian matrix of the log posterior distribution evaluated at the posterior mode. Now, suppose we are interested in compute the Gelman and Rubin's convergence diagnostic.
To do such task we can use the function gelman.diag provided by the package coda. To compute that measure we need to fit the model more than one time. In particular, we fit the model three times using Metropolis sampler and denote them by fit.depend1, fit.depend2 and fit.depend3. The following code shows how to compute the Gelman and Rubin's convergence diagnostic in this example.
> #create matrices where a row is one iteration of the chain and a column > #is one parameter in the model > fit1 <-do.call(cbind, fit.depend1[c("Beta","Q","G", "tauN", "tauF", "tauNF")]) > fit2 <-do.call(cbind, fit.depend2[c("Beta","Q","G", "tauN", "tauF", "tauNF")]) > fit3 <-do.call(cbind, fit.depend3[c("Beta","Q","G", "tauN", "tauF", "tauNF")]) > > #creating the object mcmc.list > x <-mcmc.list(list(mcmc(fit1),mcmc(fit2),mcmc (fit3) Since the values in the output above are close to 1, we conclude that there is no evidence that the chain does not converge. For further information about Gelman and Rubin's convergence diagnostic see Gelman and Rubin (1992) . The multivariate a version of Gelman and Rubin's diagnostic was proposed by Brooks and Gelman (1997) .
Simulated data 2
In this section we consider another simulated dataset with most parameters that generated exposure concentrations being the same as those in Section 4.1. The only difference is that now the measurement errors at the near and far field are considered independent. In particular, we set Σ = 1 0 0 0.64 . As in the previous section, we assume β ∼ U nif orm(0, 10), Q ∼ U nif orm (11, 17) and G ∼ U nif orm(281, 482). However, now we fit the independent model and therefore we assume that τ N ∼ InvGamma(5, 4) and τ F ∼ InvGamma(5, 7).
The example code below shows how to specify the modeling information and the sampling method desired using B2Z.
> fit.indep <-B2ZM(data = ex2, y0 = c(0,0), indep.model = TRUE, + priorBeta = "unif(0,10)", priorQ="unif(11,17)", + priorG = "unif(281,482)", tauN.sh = 5 , tauN.sc = 4 , tauF.sh = 5, + tauF.sc = 7 , V_N = pi*10^-3, V_F = 3.8, sampler = "IMIS", + imis.control = list(N0 = 5000, B = 500, M = 3000, it.max = 16))
The input parameters used by the algorithms are the same as the ones presented in Table 1 , except for the IMIS algorithm, which uses N 0 = 5000 and B = 500 in this section. Table 3 presents posterior summaries for each parameter in the independent model. The parameters estimated using IMIS, Metropolis and Gibbs samplers are similar. BCLT posterior means were close to the posterior means obtained using the other algorithms. Almost all the 95% credibility intervals covered the true values of the parameters, except for the credibility intervals for β that were estimated using the SIR algorithm and BCLT. As in the previous example, SIR does not sample well from the posterior distribution while the IMIS, Gibbs and Metropolis algorithms sample fairly well from the posterior distribution. In fact, the fraction of unique points for SIR is just 0.0257, while that for IMIS is 0.692. The MCMC acceptance rate for the Metropolis algorithm is 0.152 and the ESS at the Metropolis step for Gibbs is 2, 441.
The computational times (in seconds) for SIR, IMIS, Gibbs and Metropolis were 307. 68, 224.67, 359.63 and 346.74 respectively. Again, the computational times for Gibbs and Metropolis include the time to estimate the covariance matrix of the proposal distribution. In the next section we illustrate an application of B2Z to a real experimental data set.
Experimental two-zone study
In this section we fit the Bayesian two-zone model to the data set used in the experimental two-zone study in Zhang et al. (2009) . Here, exposure concentrations of Toluene over a period of time were observed. These measurements were made in four directions (east, west, north and south) on three horizontal parallel planes at 5 different distances (10 cm, 15 cm, 20 cm, 30 cm, and 40 cm) from the contamination source, where the source was located on the middle plane and the exposure concentrations were measured every 5 seconds for at least 15 minutes in each location. Although combinations of factors such as presence of a worker's body, body movement and heat were also included in the experimental study, here we consider only the plain experimental data, i.e, the measurements that do not include any of those factors. A very detailed explanation of this experiment can be found in Zhang et al. (2009) .
To illustrate B2Z using this real data set, we use the observed exposure concentrations on the middle plane and north direction. The measurements at 10 cm and 15 cm from the contamination source represent the exposure concentrations at the near and far fields, respectively. The volumes of the near and far fields are π × 10 −3 m 3 and 3.8m 3 , respectively. There are 135 observed time points equally spaced between 5 and 690 seconds.
We start with the dependent model. We let β ∼ U nif (0, 10), Q ∼ U nif (11, 17) and G ∼ U nif (281, 482). We also assume Σ ∼ inverse − W ishart 10 0 0 10 , 4 . To fit this model using the IMIS sampler, we use the following line command: > fit.imis <-B2ZM(data = real.data, y0 = c(0,0), priorBeta = "unif(0,10)", + indep.model = FALSE, priorQ="unif(11,17)", + priorG = "unif(281,482)", S = diag(10,2), + v = 4, V_N = pi*10^-3, V_F = 3.8, sampler="IMIS", + imis.control = list( N0 = 6000, B = 600, M = 3000, it.max = 16))
Now we fit the Bayesian two-zone model using the Metropolis sampler. However, unlike the previous two sections, we provide the covariance matrix in the proposal distribution for the Metropolis algorithm. To do this, we use the output imis.control to form a guess for such a matrix. The following line commands show how this can be done: where rmvnorm is a function from the R package mvtnorm (http://cran.r-project.org/ web/packages/mvtnorm) that is used to generate samples from a multivariate normal distribution. Notice in the line commands, we first obtain the covariance matrix estimated using the IMIS with the line command: covar <-summary(fit.imis)$PostCovMat. This covariance matrix is with respect to β, Q, G, τ N , τ F and τ N F . However, the covariance matrix for the Metropolis algorithm is specified with respect to log(β), log(Q), log(G), (τ N ),
This transformation is done to avoid sampling negative values of β, Q and G, and to avoid sampling τ N , τ F and τ N F that together do not form a positive definite matrix. Therefore, defining the covariance matrix for the proposal distribution in the function B2ZM is very straightforward, as given in the code below:
> fit.metrop <-B2ZM(data = real.data, y0 = c(0,0), priorBeta = "unif(0,10)", + indep.model = FALSE, priorQ="unif(11,17)", + priorG = "unif(281,482)", S = diag(10,2), v = 4, + V_N = pi*10^-3, V_F = 3.8, sampler = "METROP", + metrop.control = list(initial = initial, + Sigma.Cand = prop.matrix, NUpd = 30000, burnin = 6000, + lag = 1, m = 5000))
The estimates for the parameters using IMIS and Metropolis are in presented in Table 4 . Figure 6 shows the 95% credibile interval bands and the posterior medians of the log exposure concentrations at the near and far fields. We discover that the posterior medians do not predict the log exposure concentrations very well, especially for the far field. Table 4 reveals that Metropolis and IMIS have similar estimates. The DICs found using IMIS and Metropolis algorithms are 150.658 and 146.3, respectively. We now fit the independent model. For that, we assume τ N ∼ InvGamma(5, 4) and τ F ∼ InvGamma(5, 7). Since in the previous examples we noticed that the algorithms in general have similar estimates, we only fit the independent Bayesian two-zone model using the IMIS algorithm. Posterior summaries of the parameters in the independent model are presented in Table 5 . The DIC for the fitted independent model is 111.73, which indicates the independent model fits the data better the dependent model. However, the estimates in Table 5 are not substantially different from the ones in the Table 4 .
Discussion
In this paper we have introduced our user-friendly R package B2Z. We have showed that this package fits the Bayesian two-zone model proposed by Zhang et al. (2009) using the main function called B2ZM, where the output from this function is a valid input for the functions summary and plot. Our illustrative examples show that the Bayesian two-zone model can be fitted within a reasonable time (usually less than 7 minutes). However, ongoing work is focusing on further improvements to the computational time and inclusion of adaptive MCMC samplers. In addition, a new version of this package will be released including the new features: maximum likelihood estimator, and a function called predict where users define the interval to predict. The B2Z 1.1 is already available at the Comprehensive R Archive Network (CRAN) webpage (http://cran.r-project.org/web/packages/B2Z).
