This paper presents a hybrid finite-difference/weighted essentially non-oscillatory (WENO) method for large-eddy simulation of compressible flows with low-numerical dissipation schemes and structured adaptive mesh refinement (SAMR). A conservative flux-based approach is described, encompassing the cases of scheme alternation and internal mesh interfaces resulting from SAMR. An explicit centered scheme is used in turbulent flow regions while a WENO scheme is employed to capture shocks. Several one, two, and three-dimensional numerical experiments and validation calculations are presented including homogeneous shock-free turbulence, a turbulent jet and the strongly shock-driven mixing of a Richtmyer-Meshkov instability.
Introduction
Compressible flows of practical interest generally involve a number of physically different key features. In some regions, the level of compressibility may be sufficiently high to form shock waves. In other locations, the flow may be turbulent, and yet in other regions both shocks and turbulence may coexist. For certain applications other physical phenomena, like combustion and radiation, may also be important in regions of the domain. Practical numerical simulation of these flows often necessitates a certain degree of dynamic resolution adaptation. For the Euler equations, structured adaptive mesh refinement (SAMR) (Berger and Oliger, 1984; Berger and Colella, 1989 ) is particularly efficient as it effectively allows for both temporal and spatial mesh adaptation. Additionally, the adequate numerical treatment of inherently different flow features is often best accomplished by using different numerical methods based on local criteria, for example, switched or hybrid methods that change the numerical stencil around shocks and revert to centered stencils in smooth regions (Warming and Beam, 1976; Shu et al., 1992; Liu et al., 1994; Ducros et al., 2000; Hill and Pullin, 2004) . Other hybrid methods include Braack and Ern (2004) , where transport property models change depending on local flow conditions. In general, it is evident that a careful alternation of numerical methods is necessary in practice to avoid compromising and misrepresenting key aspects of the flow while maintaining high computational performance.
In calculations of compressible flows, highly complex shock wave interactions are only captured numerically because tracking becomes very difficult in three-dimensional flows and full resolution is impractical owing shock thicknesses of order the mean free path. According to the Lax-Wendroff theorem (Lax and Wendroff, 1960) , the convergence of shock-capturing methods toward a weak solution of the Euler equations requires the discrete conservation of mass, momentum and energy. In SAMR methods this property is typically accomplished by using flux-based finite volume discretizations, (see for instance Toro (1997) for a general introduction), although non-flux-based formulations are also possible; Berger (1987) has presented a general procedure to develop conservative discretizations with desired degree of accuracy. Flux-based extensions of the Berger-Colella SAMR method, originally developed for time-explicit finite volume schemes, to time-implicit problems which include combustion (Pember et al., 1998) and radiation (Howell et al., 1999; Howell and Greenough, 2003) , are also available.
Apart from conservation, different flow features may demand different numerical approaches. For example shocks and contact discontinuities are typically smoothed over the available grid points by performing some form of controlled upwinding of the fluxes, but flows involving turbulence require a different strategy since the complicated flow structure demands a more accurate spectral representation. For turbulence in the high Reynolds number regime, large-eddy simulation (LES) is a practical approach in which only the large scales of the flow are simulated directly and the small scales are modeled. Experience in LES with explicit modeling terms has shown that it is best to use numerical methods with minimal numerical dissipation: such schemes can be constructed by the use of centered numerical stencils but some care must be taken to avoid non-linear instabilities as there is no intrinsic numerical stabilization. This can be achieved to some extent by using kinetic energy conserving (skew-symmetric) formulations (Feiereisen et al., 1981; Zang, 1991; Blaisdell, 1991; Honein and Moin, 2004) . In a loose sense way, the larger scales in turbulent flows are of a wavy nature, and numerical dissipation tends to artificially remove energy from the highest resolved wavenumbers of the flow, thereby interfering with the flow physics. It then becomes more important to represent wave transfer as accurately as possible (Lele, 1992) .
In this paper, we present a hybrid finite-difference, three-dimensional, adaptive mesh refinement algorithm that is strictly conservative and has low numerical dissipation. The importance of adapted resolution to LES has been recently highlighted by Pope (2004) . We focus primarily on the extension of the Berger and Colella (1989) algorithm for gas dynamics towards hybrid shock dynamics/large-eddy simulations. Adaptation is highly desirable in these problems, either in the form of mesh resolution changes or smooth curvilinear coordinates changes. Here, we consider only the former. Several groups have proposed high order methods to simulate compressible flows with shocks and turbulence (Shu et al., 1992; Ladeinde et al., 2001; Sebastian and Shu, 2003) . In general, many of the difficulties that are encountered in low dissipation methods with SAMR are related to stability issues that arise at interfaces between meshes of different spacing (Trefethen, 1985) . A successful approach to stabilize the simulations is to filter the fluid mechanical fields with low-pass filters tuned to minimize their effect on the large flow scales (Gaitonde and Visbal, 2003) . Unfortunately, this is just a more sophisticated form of numerical dissipation that we wish to avoid. Within the SAMR framework, a large fraction of the numerical dissipation takes place within the uniform resolution patches. A natural starting point is to re-engineer the 'patch solver' and remove the source of numerical dissipation. But, unless the formulation at mesh resolution boundaries is also re-formulated, a special treatment is still required here.
We outline the development of a hybrid scheme with two components: a finite difference WENO scheme (Shu and Osher, 1988; Shu et al., 1992) to be used around discontinuities (both physical and due to mesh resolution changes) and an explicit centered scheme (in skew-symmetric form) in the smooth or turbulent regions of the flow. The WENO and centered-difference methods are specially tuned to minimize dispersive errors at those locations where scheme switching takes place. The present work is the evolution of Hill and Pullin (2004) method to SAMR meshes. We use a conservative finite-difference approach (Hessenius and Rai, 1986; Rai, 1986) on a SAMR grid. The principal advantage of finite difference (FD) formulations of the WENO method, as opposed to finite volume (FV), is that extensions to high-order discretizations are simpler. Moreover, the finite difference version of the WENO schemes is more efficient than the finite volume version (especially in three dimensions); the multi-dimensional reconstruction step of the finite volume version can be avoided completely and no multi-point quadrature rule has to be used in the numerical flux approximation. Other work in this direction include a stable centered finite difference method of Gerritsen and Olsson (1998) , that uses the non-conservative form of the equations and explicit artificial viscosity to regularize shocks, and a penalty based finite difference method of Nordström and Carpenter (1999) for shock-less flows.
The outline of the paper follows a prescription from the general to the specific, from framework through equations and numerical method to example calculations and simulations. First Section 2 describes the SAMR formulation with particular attention paid to the complications due to multi-step Runge-Kutta time integration and the appropriate choice of prolongation and restriction operators. The following sections describe the LES equations of motion (Section 3) and their implementation in this framework by means of the flux-based low dissipation numerical method (Section 4). Finally Section 5 presents one and two-dimensional verifications of the resolved scale method and Section 6 presents three-dimensional validations of LES calculations with experiments.
Structured adaptive mesh refinement
We outline a dynamic mesh adaptation approach that is tailored for the numerical solution of general first-order conservation laws generically written as
where q is the conservative variable vector and f k denotes the kth spatial flux vector. 1 For clarity, the description of the discrete case is in two space dimensions only, but its extension to three space dimensions is straightforward.
We assume that the equations are marched with time-explicit schemes that are discretized on block-structured Cartesian finite-volume meshes. For instance on an equidistant mesh in two space dimensions such a scheme reads
Herein, the discrete value Q n ij is the usual cell-area-averaged finite volume or co-located pointwise finite difference approximation to the vector of state q of the cell (i, j) of size ∆x 1 ∆x 2 at discrete time t n and t n+1 = t n + ∆t. The terms F k denote the numerical fluxes at cell edges that are given by
for an (2s + 1) 2 -point FV scheme in the two-dimensional case and
for a (2s + 1)-point FD scheme. The interpretation of the FD flux is slightly different than that arising from a FV formulation. In the latter, the flux F k denotes an approximation to the integral of f k (q) over the cell edge, while in the former, the flux denotes the interpolated value of f k (q) at the cell edge center.
For vanishing boundary fluxes, scheme (2) satisfies the important discrete conservation prop-
Neglecting the indices i, j and utilizing the previously introduced convention that k denotes summation over the dimension, we write Eq. (2) in short as
where ∆F k (Q n ) denotes the appropriate flux difference. Eq. (3) emphasizes the direct dependency of F k on Q n in a single-step method. We will revisit this notation in Section 2.2 when the mesh adaptation algorithm specified in detail for single-step methods will be extended to explicit multi-stage Runge-Kutta methods of higher temporal order.
1 Throughout the text we use bold notation to denote vector quantities unless stated otherwise. 
Berger-Colella SAMR method
Instead of replacing single cells by finer ones, as it is done in cell-oriented refinement techniques, the mesh adaptation method after Berger and Colella (1989) follows a patch-oriented paradigm. Cells being flagged by various error indicators (shaded in figure 1 ) are grouped into non-overlapping rectangular grids, G l,m that define the domain of an entire level l = 0, . . . , l max by G l := M l m=1 G l,m . Refinement grids are derived recursively from coarser ones and a hierarchy of successively embedded levels is thereby constructed, cf. figure 1. All mesh widths on level l are r l -times finer than on level l − 1, i.e. ∆t l := ∆t l−1 /r l and ∆x k,l := ∆x k,l−1 /r l with r l ∈ N, r l ≥ 2 for l > 0 and r 0 = 1, and a time-explicit scheme (in principle) remains stable on all levels of the hierarchy. The recursive integration order visualized in the left sketch of figure 2 is an important difference to usual unstructured adaptive strategies and is one of the main reasons for the high efficiency of the approach.
The numerical scheme is applied on level l by calling a single-grid numerical update routine in a loop over all subgrids G l,m . The regularity of the data allows high performance on vector and super-scalar processors and cache optimizations. Small data arrays are effectively avoided by leaving coarse level data structures untouched when higher level grids are created. Values of cells covered by finer subgrids are overwritten by averaged fine grid values subsequently whenever a level l + 1 reaches the same discrete time as level l, c.f. figure 2. Although new fine-level cells are initialized from the coarser level by a conservative interpolation formula, this averaging or restriction operation usually violates the discrete conservation property on the coarse level. In particular, numerical fluxes between the fine and the coarse level domain would be neglected. In order to ensure a conservative coarse-fine boundary matching, we have to replace the coarse flux approximation adjacent to modified coarse level cells with the sum of all overlying fine level fluxes, see Berger and Colella (1989) . For simplicity, but also for accuracy of the approximation, we assume that the hierarchy is properly nested, which means that only cells of level l need to be corrected with accumulated level l + 1 fluxes. As an example we consider cell (i, j) in figure 3. After the update on level l we initialize the correction term δF
During the r l+1 update steps of level l + 1 we accumulate all necessary fine level fluxes, i.e.
When the integration of the fine level is complete, the correction is applied by calculatinǧ Q n+1 ij
. Before the numerical update of a single level can be performed, all ghost cell values of level l are constructed. Three types of boundary conditions have to be considered in this operation, compare right sketch of figure 2. Cells outside of the root domain G 0 are used to implement physical boundary conditions. Ghost cells in G l have a unique interior cell analogue and are set by copying the data value from the grid, where the interior cell is contained (synchronization). On the root level no further boundary conditions need to be considered, but for l > 0 also internal boundaries can occur. It is one of the key ideas of the Berger-Colella approach to construct internal Dirichlet boundary data necessary to advance level l by timespace interpolation from the previously integrated next coarser level l − 1 at internal coarsefine boundaries first, and to enforce a von Neumann-type boundary matching of the combined solution with the already described flux correction subsequently. Further details on the SAMR approach in general and our specific parallel implementation are given in Appendix A.
SAMR for Runge-Kutta schemes
Our use of centered (non-dissipative) schemes imposes additional restrictions on the time integration method. We are interested here in explicit multi-stage schemes for ease of implementation with SAMR. Owing to the stability properties of these explicit integration schemes, the preferred practical self-starting methods with the ability of inexpensive time adaptation in SAMR are Runge-Kutta type methods of third or higher order. Lower order Runge-Kutta Table 1 Coefficients of the optimal 3rd order SSP Runge-Kutta scheme of Gottlieb et al. (2001) and the fluxcorrection coefficient.
methods will not be stable for purely convective problems, the dominant character of the LES equations at high Reynolds numbers. Moreover, the use of upwinding in WENO imposes additional temporal stability restrictions at discontinuities. These stability restrictions are associated with the upwinded nature of the WENO operator and lead to undesired oscillations at shocks if the coefficients of the Runge-Kutta are not all positive (substages of the scheme can be unstable).
For these reasons, we use the optimal third-order strong stability preserving (SSP) Runge-Kutta scheme of Gottlieb et al. (2001) that is proven to preserve the total variation diminishing (TVD) property provided the single-step operator of Eq. (3) is TVD. Time advancement is accomplished followingQ
successively for υ = 1, . . . , Υ. The coefficients α υ , β υ and γ υ are given in Gottlieb et al. (2001) and take the values shown in table 1. The iteration is started withQ 0 := Q n and α 1 = 1, β 1 = 0;
after the final stage Υ the next time step is given by Q n+1 :=Q Υ . The entire iteration can be implemented storage efficiently by updating only Q n+1 , which is exploited in Alg. 1. Applying Eq. (5) successively yields the expression
as conservative update formula for a multi-stage method instead of Eq. (3). The effective flux pre-factors, ϕ υ , become relevant if the numerical update of Q n+1 is not the only computational goal, and the contribution of each stage to the overall numerical flux also needs to be available. This situation arises when the numerical flux correction at coarse-fine SAMR boundaries is implemented for storage efficient, multi-stage Runge-Kutta methods, as is described in detail in the function UpdateLevel(l) in Alg. 1. The last line of Alg. 1 becomes the initialization of the correction terms δF k,l+1 for the first coefficient satisfying ϕ υ = 0 and a summation thereafter. We remark that Alg. 1 even avoids the fluxes of the entire level l by combining the successive numerical update and the accumulation of correction terms in a single loop over all grids of level l. Only the flux correction terms F k that are required along lower-dimensional internal boundaries have to be stored for entire levels.
Algorithm 1: Numerical update on level l for explicit Runge-Kutta schemes.
All simulations throughout this paper used the optimal third-order SSP Runge-Kutta scheme of Gottlieb et al. (2001) , but we note that Alg. 1 is equally applicable to explicit Runge-Kutta schemes. For instance the coefficients α 1,...,3 = 1, β 1,...,3 = 0,
, γ 3 = 1 correspond to a standard three-stage scheme.
Governing equations
The governing equations of LES are formulated using Favre-filtered variables, defined for an arbitrary function of Cartesian space, x, and time, t, and denoted by φ(x, t) as
where ρ is the density and the overbar denotes the "conceptual" filter operator, defined bȳ
with G(x − x ; ∆ c ) denoting the filter kernel with compact support and ∆ c the subgrid cutoff length scale. The idea behind LES is that one computes the temporal evolution ofφ(x, t; ∆ c ) orφ(x, t; ∆ c ) while all scales below ∆ c are not resolved but modeled by a subgrid closure. We remark that this filtering operation is never explicitly performed in an actual LES calculation. We therefore view this primary filtering as a conceptual device that connects the Navier-Stokes equations to the LES model equations. It is introduced here for completeness. In what follows, for clarity, we will drop the explicit dependence on ∆ c .
Conservation of mass, the three components of momentum, energy, and for the problems with gas mixtures, M species mass fractions, are expressed by the corresponding filtered transport equations and presented in the form Eq. (1) with the conserved vector of state
and the directional flux vectors separated into the terms for the inviscid, or 'Euler' fluxes, the resolved scale viscous fluxes, and the subgrid scale terms, which represent unresolved stresses and other transfers between the resolved scales and the subgrid,
that are given by
where as throughout this paper, repeated subindices indicate summation unless stated otherwise. The resolved fields are denoted byρ for density,ũ i for the velocity components,p for pressure,Ē for total energy, andT for temperature. The resolved Newtonian viscous stress tensor is defined asσ
and the resolved heat conduction term is defined as
and the scalar diffusion term is given byJ
The resolved shear viscosityμ and thermal conductivityλ are assumed to be directly proportional toT 0.7 . The species diffusivityρD i is taken proportional toμ as characterized by a Schmidt number. In Eq. (13), heat flux contributions from enthalpy diffusion and radiation effects are neglected.
The state relationship for the total energyĒ includes contributions from the subgrid kinetic energyρk sgs and subgrid enthalpyρh sgs in the form
where the enthalpy h i of ith component of the gas mixture is evaluated at the resolved temperature by
with c i p as the specific heat and h o i is the enthalpy of formation of the corresponding species; T o is the reference temperature. In this investigation, the specific enthalpies at constant pressure of each species will be taken as constant in all the numerical simulations. Nevertheless, this formulation is general and considers also temperature-dependent specific heats correctly.
The system of equations is closed thermo-dynamically by the equation of statē
where R o is the gas constant, W i is the molecular weight of species i and w sgs is the subgrid contribution to the mean molecular weight due to variation of the mixture composition and temperature. From this point on, we will refer to this term as the subgrid mean molecular weight contribution, but we keep in mind that temperature correlations are also involved.
The subgrid flux f k sgs (q) terms for momentum τ ik , energy σ e k and species σ i k must be provided for full LES closure in addition to related models for the subgrid energy k sgs , enthalpy h sgs and molecular weight variation w sgs . Their dependence on ∆ c is assumed here to be only parametric. Furthermore, it is assumed that these terms also model the mathematical effects that result when ∆ c is a function of the spatial coordinates. In our use of LES, we assume that ∆ c is at most a slowly varying function of the coordinates and any contribution to the subgrid terms resulting from variations of ∆ c in space therefore become negligible. To a large extent, issues regarding commutativity of filtering and differentiation do not arise explicitly in our subgrid modeling approach since no filtering is ever performed. Further considerations regarding SAMR and filter commutativity can be found in Cook (1999) . The calculation of the modeling terms from the resolved scale quantities for our simulations were done with the stretched-vortex model Misra and Pullin (1997); Pullin (2000) ; Kosović et al. (2002) as outlined in Appendix 3.
Numerical method
Next, we describe the actual numerical method used to perform LES with SAMR. As described in Section 2, the SAMR methodology is largely independent of the details of the actual numerical method and possess the advantage that only a formulation for Cartesian uniform grids is required. The method is then applied to each subgrid of the mesh hierarchy. The hybrid finite difference scheme described in this paper uses a stable formulation of an explicit centered scheme in smooth or turbulent regions of the flow, where LES is active, and a WENO upwinded scheme at discontinuities. We consider two kinds of discontinuities in this paper: physical and numerical. Physical discontinuities include shocks and contacts while numerical discontinuities include coarse-fine mesh interfaces. The utilization of the upwinded portion of the scheme at mesh inter-faces improves the quality of the solution (smoothness) while introducing only little numerical dissipation as will be shown in one of the numerical experiments. In essence this provides a mechanism that minimizes acoustic waves reflected or generated by the coarse-fine interfaces. Other closures involving specialized interpolation formulas for two-and three-dimensional AMR grids have been derived (Lötstedt et al., 2002; Ferm and Lötstedt, 2004) . These formulas can be proven to be stable in the linear case and they also contribute, like in our treatment of the mesh interfaces, with some overall numerical dissipation (Carlos; we need to discuss this. Dale).
Centered discretization
The explicit centered scheme is a 5-point discretization with a single free parameter that can be chosen according to different criteria, as will be explained below. Consider a one-dimensional uniform discretization of the independent coordinate x with grid spacing ∆x. The formula for the derivative of a function f (x) evaluated at the point x = j∆x can be approximated by the difference operator D,
where f j = f (j∆x) and β = 1/2 − 2α is required for second-order accuracy. The choice α = 0 leads to the standard 2nd-order explicit stencil and the choice −1/12 leads to the standard 4th-order explicit stencil. In three-dimensional LES simulations it may be advantageous to optimize the stencil according to other criteria (not necessarily order of accuracy). This was done by Hill and Pullin (2004) , where the stencil was optimized to minimize truncation errors in LES calculations while maintaining 2nd-order accuracy. In this case, and assuming a Kolmogorovtype spectrum for the velocity field, the parameter α takes the value −0.197 and the resulting stencil is referred to as the tuned center difference (TCD).
The spectral transfer properties of the discretization can be obtained from a Fourier transform by substituting f j = e iκj into Eq. (18). This leads to the following well-known dispersion relation
where w n is the modified wavenumber, the ratio of the numerical derivative to f j , withκ = 2π∆xn/L and n denoting the number of wavelengths in a domain of length L. This expression must be compared with the exact result given by the analytic derivative, w a = iκ/∆x. Notice first that in agreement with the analytic derivative, the dispersion relation Eq. (19) has no real part. The dispersion relation for an upwinding scheme, on the other hand, will contain a real part which in turn introduces numerical dissipation when applied to convective terms. Figure 4 shows Eq. (19) for different values of α as well as the exact result, w a , as a function ofκ. It is observed that the TCD stencil optimized for LES overestimates the wavenumber for a range of waves. This has little consequence at low wavenumbers since the deviation from the ideal behavior is negligible here. At high wavenumbers, starting aroundκ ≈ π/4, waves will move slightly faster with the TCD stencil as opposed to the spectral ideal while the standard stencils under-predict the wave speeds. Although this property of our TCD stencil may be undesirable in some problems, it has the advantage that LES simulations tend to be more robust, specially in regions of very high shear.
Stable kinetic-energy conserving formulation for inviscid terms
A desirable property when using centered discretizations for LES at high Reynolds number is the discrete numerical stability of the inviscid terms as the viscous and sgs terms may provide only minor stabilization. Neglecting temporal integration errors, stability can be achieved for incompressible flows using kinetic energy preserving discretizations, also known as skewsymmetric, (Zang, 1991) , while a slightly adapted form of kinetic energy conservation is also required for compressible flows (Blaisdell, 1991) . Moreover, because we use centered stencils in the SAMR framework, the numerical method must be strictly stable at all mesh levels (even under-resolved ones). This has no consequence on the final numerical solution, because the under-resolved coarse fields are ultimately discarded when applying the restriction operator, but it allows the use of a uniform algorithm throughout the entire hierarchy. Therefore, the convective terms in the present solver are computed numerically by writing the convective terms that result from ∂f k inv /∂x k in the following forms prior to discretization:
These representations of the momentum and scalar convective terms are not sufficient to improve stability of compressible flows owing to the exchanges between internal and kinetic energy. Nonlinear instabilities result from accumulation of aliasing errors that, in the case of compressible flows, lead to divergence of the thermodynamic fields including pressure and density. To improve the robustness, attention must be paid to the convective term of the energy equation. Alternative formulations of this equation exist (Honein and Moin, 2004) . Our constraint of enforcing discrete conservation of energy in the finite volume type discretization of SAMR restricts the formulations to those that can be written in flux form. Of these, the most stable is the skew-symmetric formulation that conserves internal energy variance given by Eq. (22) in Honein and Moin (2004) , that reads
whereẽ =Ē/ρ − 1 2ũ 2 m is the total internal energy.
Flux-based formulation
An aspect that must be considered is that the SAMR approach is tailored specifically for flux-based discretizations. Numerical approximations F k to the fluxes f k are formed at the cell faces and utilized for instance in maintaining conservation in the finite volume sense, see Eq (4). In order to take advantage of this particular feature of SAMR a flux-based formulation of the TCD stencil is required. Given an arbitrary function f (x) and a stencil of the form Eq. (18), one must derive the corresponding interpolates F j+1/2 such that
is satisfied where F j+1/2 maybe interpreted as the approximate value of f (x) at the cell face x = (j + 1/2)∆x . This can be obtained readily and reads
When differencing the product of two functions f (x) = a(x)b(x) in this fashion we use the notation F div j+1/2 to refer to this divergence-like formulation.
The consistent TCD discretization of the inviscid flux f k inv in skew-symmetric form ( Eq. (20) to Eq. (22) ) with cell-face fluxes F k inv−T CD requires a flux-based representation of the product rule derivative. A similar approach was followed by Morinishi et al. (1998) and Ducros et al. (2000) for standard operators. We denote the sought term by F prod j+1/2 and define it such that
is satisfied, where a and b will be replaced byρũ k ,ũ i ,ẽ,Ỹ i andp depending on the transport equation being considered. The correct formula
maybe verified by substitution in Eq. (25) and the total non-dissipative skew-symmetric interpolates which satisfy
are then given by
A similar expression is derived for the energy equation. This flux-based approach simplifies the implementation of a consistent and conservative scheme with SAMR considerably (Benkenida et al., 2002) . Finally, the fluxes at the physical domain boundaries are computed consistently with the skew-symmetric formulation and the discrete boundary stencil discussed in Appendix 2.
The second part of the hybrid approach used here involves the WENO scheme to compute the interpolate inviscid fluxes in the region of a discontinuity. In this case, upwinded fluxes F k inv−W EN O are calculated based on a convex weighting of candidate stencils designed to minimize differentiation across discontinuities. We use the 5-point stencil version of WENO (Jiang and Shu, 1996) in which the WENO optimal stencil has been replaced by Eq. (18). This modification minimizes dispersion errors produced by the mismatch of modified wavenumber behavior when transitioning from TCD to WENO; see discussion next. These dispersion errors are very similar in nature to the dispersive errors that arise in discretizations with variable spacing between co-located points described by Vichnevetsky (1987) .
In principle, scheme switching can be implemented as a coarse-grained or a fine-grained technique. In the former, the scheme does not change within a full numerical patch while grid resolution can change or remain constant between patches. In the latter approach, scheme switching is performed in a cell by cell basis. This gives much finer control of how much numerical dissipation is introduced (our preferred method), but at the additional cost that the underlying stencils can not have too different dispersion relationships. Otherwise, rather large dispersion errors are generated when switching schemes. This justifies our solution of modifying the optimal WENO stencil as described above.
The present hybrid scheme utilizes a discontinuity detection criterion to switch schemes from centered to upwinded around shocks. Cells in a tight area around shocks are marked according to the following pressure and density relative curvature criteria
where
Then, all grid cells in a neighborhood of radius n∆x of the cells that belong to C are also marked as containing the discontinuity. The three-dimensional version of this test is used in the simulations. Then, the hybrid flux takes the form
where C denotes the complement of C. We will not discuss in depth how to choose the switch function for general problems since this is a research area in itself. In this paper, we are interested in problems for which we can estimate adequately where to use one or the other scheme from the physics and geometry of our problems. The optimal choice of the parameter involved deserves in depth considerations.
Viscous terms
The fluxes of the viscous and diffusion transport terms f vis are computed using explicit centered second-order 3-point stencils. We avoid the repeated use of the first-order difference operator in a finite difference setting (that incidentally leads to wider than necessary stencils and introduces a decoupling at the highest wavenumber) and employ edge-based, conservative viscous fluxes instead. In order to accommodate variable transport coefficients the viscous transport fluxes are calculated in two steps: The viscous stresses (and diffusion fluxes) are computed at the cell walls using first-order difference quotients between the two adjacent cells and multiplying by the appropriately interpolated value of the transport coefficient. This results in the required viscous transport fluxes. In the second step, these fluxes are added to the total fluxes and the solution is marched in time with Eq. (5). It is straightforward to verify that this method leads directly to a centered 3-point stencil representation of the second-order derivative when the transport coefficients are constant.
Euler test problems
Several numerical experiments in one, two, and in the following section, three space dimensions are discussed. We have chosen cases in order of increasing complexity (mostly dimensionality) to evaluate and exemplify strengths and weaknesses of the present method. In particular, we pay attention to the stability of the coarse-fine mesh interfaces that are crucial in all SAMR implementations for centered numerical stencils as well as order of accuracy.
One-dimensional compressible wave-breaking flow
Riemann (1890) presented a solution to the one-dimensional Euler equations in which the velocity and pressure are functions of density only. Landau and Lifshitz (1959) give the explicit relations for the simple wave in a polytropic gas assuming that there is a point in the wave for which u = 0 holds true. Their solution for a gas with specific heat ratio γ reads
where the velocity is implicitly defined by
or alternately by
In our numerical experiment, the initial velocity profile is taken as a single mode of the form F (x, t = 0) = u o sin(πx). For this initial condition, it can be shown that a shock develops at time
.
This exact solution has been used by Cook and Cabot (2004) to study convergence of highresolution numerical methods in problems with discontinuities. We use the parameter values ρ o = 1, p o = 1, u o = 1/4, γ = 1.4 to investigate the spectral behavior of the numerical discretization for the inviscid terms presented in this paper.
It is well-known that use of centered schemes across discontinuities leads to Gibbs phenomena. This is exemplified in figure 5 which displays density profiles at approximately 2 t s solved on a uniform grid discretized by 128 points in a domain of size 2 units. The same figure shows a comparison with the solution obtained with the hybrid scheme in which the discontinuity was detected with the simple curvature-based criterion Eq (31). The method switched from centered to WENO in those regions where the discontinuity was detected (denoted by hollow symbols in this figure). The dramatic improvement on the quality of the solution by treating the discontinuity with an appropriate upwinding technique is apparent. We also observe that our strictly conservative flux-based formulation leads to correct determination of the speed of the discontinuity, independent of the method, verifying weak convergence. Figure 6 shows the wave solution and spectra of the analytical solution together with three numerical solutions obtained with different stencils of the simple wave at 0.9 t s . The solution is sufficiently smooth to avoid the enabling of WENO any time prior to this. The wave is starting to steepen, but it is still resolved by the centered scheme. Note that the standard second-order scheme predicts a faster decay of the spectra at higher wavenumbers as opposed to the 4th-order and TCD stencils. Among the two 5-point stencil schemes the TCD tends to overestimate the wavenumber content over the higher wavenumber region, but in general it remains close to the analytic spectrum over a wider region, while the standard 4th-order stencil always underestimates it: This result is reminiscent of that for the dispersion relation figure 4. It is our experience with the stretched-vortex subgrid model that this property of the TCD stencil, namely the ability to better approximate high wavenumbers, makes the method superior over standard stencils and is advantageous in LES. This observation is confirmed by all flows we have investigated so far.
Convergence and interface dissipation in vortical flows
When SAMR is used in conjunction with LES, purely numerical disturbances may result from the interaction between the physics of the flow and the adaptive refinement, especially if the dynamic mesh adaptation is not sensitive enough to some flow features. We are concerned here with difficulties that may arise if vortical, unstationary structures, some of which are marginally resolved in LES, travel through fine to coarse mesh boundaries. In the traditional SAMR approach, important flow features are always refined appropriately (Berger and Oliger, 1984; Berger and Colella, 1989) . If features travel through the domain, the refinement is adapted to avoid undesirable errors in the flow feature of interest. To investigate further the features of our low numerical dissipation scheme and SAMR together, we consider the simplified flow resulting from the interaction of simple vortices with mesh refinement boundaries in the non-viscous Euler case. Although not LES, the Euler case is interesting, because it represents a worst-case scenario without physical dissipation or subgrid transfer of energy. We expect to gain from these numerical experiments confidence regarding the most desirable manner in which the adaptive mesh refinement and LES can coexist safely.
We report on two tests that investigate order of accuracy and numerical dissipation/amplification introduced at interfaces between meshes of different sizes. Owing to the non-linear nature of WENO fluxes at coarse-fine mesh interfaces, it is not possible to derive analytical estimates of energy dissipation in these regions. Moreover, for compressible flows, the kinetic energy is not strictly conserved in time but varies slowly, even in the case of uniform meshes, owing to the exchange of energy between mechanical and internal forms. Also, use of the Runge-Kutta method for time advancement contributes to small variation in kinetic energy. But, at present, our choice of parameters make these effects small in comparison to the kinetic energy dissipated or produced at mesh interfaces. We use a vortex solution of the Euler equations used by Balsara and Shu (2000) to study the order of accuracy convergence with higher order methods, which is given by the following tangential velocity distribution as a function of η = r/r o
and
where r o is the vortex radius and p/ρ γ = p o /ρ Figure 8 . Mesh configuration and pressure distribution of the two vortex periodic system for cases in table 2.
time steps which suggests that the largest contribution to the error comes from the spatial discretization in our cases. Additionally, we verified that mass was conserved up to machine precision in all cases. As can be seen in the figure, the advertised order of accuracy is recovered with all methods, with the 4th-order scheme producing the smallest absolute error. Note that there is no sizable advantage in using the TCD scheme over the standard second-order scheme in these two-dimensional problems unless the flow structure is not correctly resolved by the 3-point stencil, as shown for N = 20 where the TCD error is comparable with that of the 4th-order scheme. This advantage of schemes with 5-point stencils is desirable in three-dimensional LES simulations in which under-resolution is persistent.
To further evaluate the effect of our coarse-fine mesh interface closure on numerical dissipation, we extend the previous example of a single vortex by adding a second vortex at a distance L from the initial vortex. This configuration is sketched in figure 8 . The domain is doubled in the
time a a a s Table 2 Parameters of the cases for the two vortex system. Cases I to III use adaptive time integration 'a' and case IV use synchronous time integration 's'. horizontal direction and periodic boundary conditions are used on all boundaries. All parameters are identical to those of the previous test case. The domain is now discretized using two meshes (fixed in time) with a central region refined by a factor of r = 2 shown in figure 8 as the shaded region. The vortices are equally spaced and they can be initially located at different distances, denoted x o for the first vortex, from the left boundary. The numerical experiment is set up such that we can also add a constant uniform velocity u c in the horizontal direction to make the vortices travel through the coarse-fine mesh interface. We investigate four cases denoted from I to IV whose parameters are listed in table 2. These cases were chosen to be representative of the situations that could be encountered in practice when using SAMR for LES. The common scenario I in which vortical cores do not intersect mesh boundaries, to the worst possible case of fine-coarse-fine mesh boundary traversal III are considered. Case IV is performed with uniform time integration (no time interpolation step between meshes) to estimate the effect of time adaptation. We always try to avoid scenarios where cases II and III arise in our simulations for the reasons that will be discussed next. Only the TCD stencil will be used in these tests since the results are of direct relevance to the LES simulations. Figure 9 shows the behavior of the L 1 norm of the density error as a function of the coarse mesh resolution in all cases. It is observed that the error is quite insensitive to whether the vortices are sitting at the mesh interface or traveling through it; the magnitude of the error is larger in the latter case owing to the larger magnitude of the horizontal velocity. The convergence rate is second order for case I, II, IV and slightly lower for case III. Use of synchronous time integration does contribute to a slight reduction of the larger error observed in case III, as shown in case IV. In terms of mesh interface stability, we determined the average flow kinetic energy, given by Figure 10 shows deviations of the average kinetic energy in terms of percentage of the total as a function of time for all cases. Notice that this is actually the energy in an inertial frame moving with the convective background; this avoids artificially polluting the kinetic energy error by the large contribution to the kinetic energy that originates in the uniform translation velocity u c . It can be seen that in the coarse resolution cases, kinetic energy can decrease or increase depending on the flow conditions. In the case that the flow features are completely contained by the mesh, case I, the kinetic energy decreases with time. This is expected on the grounds of the nature of the WENO closure at the fine-coarse mesh interface. When the vortices are centered at the mesh interfaces or travel through them, kinetic energy can actually be produced initially, as shown in cases III-IV. Nevertheless, it appears that through a complete cycle kinetic energy is always dissipated. We also observe that as resolution improves, the amount of energy produced at the interface decreases consistently and the use of time interpolation at mesh interfaces gives results that are almost indistinguishable from those obtained with synchronous time integration, compare III and IV.
We have performed an additional numerical experiment, denoted as III * , identical to case III except that we used the standard monotonicity preserving bilinear interpolation formula Eq. (A.1) at the interface instead of the locally conservative formula Eq. (A.2) preferred throughout this investigation. In both cases WENO is still used at the mesh interface and the TCD stencil within the patches; this is simply a comparison of the methods by which the ghost cells at coarse-fine boundaries may be populated by the SAMR framework. The results shown in figure  11 (a) indicate that there is almost no difference when comparing accuracy, but the evolution of kinetic energy error figure 11(b) indicates that the interpolation formula Eq. (A.1) is slightly more unstable than Eq. (A.2), as shown by the overproduction of energy that is specially visible at the coarser resolutions. This result explains our preference for Eq. (A.2).
The results discussed within this section were obtained for the Euler equations. In the case of LES, additional off-grid energy transfer takes place at rates that are typically much larger than the kinetic energy production rates observed in some of the coarse resolution test cases. This observation supports our previous discussion regarding the choice of subgrid cutoff scale with respect to mesh resolution with the objective of minimizing the generation of spurious numerical noise at the interface and appropriately resolving the flow features.
Three-dimensional LES examples
In this section we perform some validation studies of fully turbulent flows without and with shocks. In contrast to the previous section, the full LES equations, including f visc and f sgs , are used. The examples chosen here are canonical flows that have been well documented in the experimental literature.
Planar low-speed turbulent jet
We perform large-eddy simulation of the planar turbulent low Mach number jet of Gutmark and Wygnanski (1976) . This flow is inhomogeneous with large Reynolds number and a wide range of temporal and spatial length-scales. Numerical simulations of this flow in an experimentsize domain with uniform grids suffer from the resolution requirements of the thin shear layers issuing from the slot and the slender nature of free turbulent jets. While we do not use the tophat inflow velocity profile reported in Gutmark and Wygnanski (1976) , adaptive refinement is effectively used to resolve a parabolic inflow velocity profile and said shear layers. The resolution requirement is nevertheless more stringent in the near-flow region than that of the turbulent flow downstream. The LES simulation is performed in a domain of the same size. As required by the condition for well-posedness of the Euler and Navier-Stokes equations our specification of boundary conditions considers that the velocity normal to all inflow boundaries must be specified. We model rigid walls with slip boundary conditions and use inflow characteristic boundary conditions at the slot entry. This inflow is modeled as the superposition of a mean streamwise velocity plus incompressible three-dimensional harmonic velocity fluctuations of magnitude 0.2 % at the wavelength of 10 cm. The mean parabolic velocity profile is resolved in the finest mesh of the simulation. The top and bottom boundary velocities have to be specified owing to the entrainment condition. In general, the entrainment velocity is not known and some artificial treatment of the boundary is required. In our case, it is known that the entrainment flow generated by a planar jet is well approximated at distances that are large with respect to the jet slot width by the flow generated by a point source of momentum at the jet center plane. The asymptotic solution for a self-similar turbulent flow can be found in Townsend (1976) . The magnitude of the entrainment velocity is related to the turbulent Reynolds number and is given, for example, by Pope (2000) and equals R eT = 31 for the planar turbulent jet. For additional accuracy of the entrainment flow, we also employ the virtual origin correction described by Revuelta et al. (2002) to the self-similar solution. The flow is also initialized with the self-similar solution throughout the domain, given by u(x, y) = U c (x)f (ξ) where f (ξ) = sech 2 (αξ), ξ = y/y 1/2 (x) and where x e is the entry length, and S is the growth rate of the jet half-thickness, the customary scale used for planar jets. The parameter α = ln (1 + √ 2) relates S to R eT through SR eT = 4α Pope, 2000) . Eq. (35) must be complemented with a relationship for U c (x) that is obtained from conservation of momentum, such that
where U o and f o (y) = 1 − (2y/d) 2 are the peak velocity and the shape of the velocity profile within the slot, respectively. In this simulation we imposed that the momentum flux of the simulation was equal to that provided by the experiment assuming a top-hat velocity profile. This specifies U o completely and we impose continuity of the peak velocity profile at the x = 0 plane determining y o . The simulation was then run for enough time so that this self-similar solution is washed out of the domain and fully unstationary flow is established.
The domain is discretized using a base grid of 160 × 160 × 40 cells and two additional levels with the refinement ratio 2 for the first level and 4 for the second level. Owing to the geometry of the flow, finest grids are only needed in the first 10% of the domain, where the thin shear layers are present. The next coarser level of refinement is restricted to the fist half of the domain since it is this region where turbulence is strongest. The second half of the domain downstream is discretized using the base grid only. For consistency, the subgrid cutoff scale of the turbulence model varies linearly from the fine mesh spacing ∆x f at the inflow plane to the coarse mesh size ∆x c at the center of the domain, ∆ c (x) = ∆x f + (∆x c − ∆x f )2x/L. Note that at the fine-coarse mesh transitions within the domain the cutoff scale can be up to two times or more larger than the finest mesh spacing. Figure 13 shows iso-contours and iso-surfaces of mixture fraction at one instant in time. We observe all the features characteristic of planar jets, including the flapping generated by the strong vortices resulting from the shear layers interaction. These qualitative results are consistent with experimental observation and DNS data of Stanley et al. (2002) in smaller domains. It is important to emphasize the we utilize up to 4 million grid (a) (b) Figure 13 . Side view of iso-contours of mixture fraction (a) and iso-surfaces of mixture fraction (b) at levels of 0.2, 0.5 and 0.8 respectively. cells in this calculation, including all levels. The equivalent unigrid uniform resolution mesh will need 130 times more storage. This observation compounded by the fact that one must run the simulation for hundred of thousands of time steps to obtain converged statistics exemplify the large computational and storage saving of SAMR when applied to LES. Figure 14 shows comparisons of jet statistics with the experimental measurements of Gutmark and Wygnanski (1976) . Figure 14 kinetic energy at different stations downstream of the inflow plane also with good self-similar collapse. 
RM instability with reshock
Next we investigate a Richtmyer-Meshkov instability where a shock interacts with a thin interface starting the acceleration induced mixing of the fluids, the shock reflects off the closed end of a shock tube and 'reshocks' the interface, further driving the now turbulent mixing. This flow exercises both the LES and the shock capturing features of the solver with dynamically adaptive meshes. The results of mixing layer growth rate are compared with the experimental measurements by Vetter and Sturtevant (1995) . We chose the experimental case corresponding to a Mach 1.5 shock interacting with an Air-SF 6 interface depicted in figure 15 Table 3 Inflow plane boundary condition reference states (bc states) in the different periods of time. the Air-SF 6 interface located at x = 0 m. A perfectly reflecting boundary condition is used at x = 0.62 m and a non-reflective boundary condition is used at x = −0.2 m. The time-dependent reference states are shown schematically in the wave diagram of figure 16 with the state variables listed in table 3. These states were determined approximately in an iterative manner from one-dimensional simulations. The lateral walls are modeled using slip boundary conditions. The domain was discretized with 172 × 56 × 56 cells on the base grid and 2 additional levels of refinement. The refinement ratio was equal to 2 for all meshes and was set to capture both the shock and the interface with the highest resolution using the detection criterion Eq. (29). The initial interface was regularized with a hyperbolic tangent profile of thickness 1 cm. A sinusoidal perturbation was superimposed on this profile with period 4 cm and amplitude 2.5 mm. The shock detection criteria used the values of c o = 2.5 10 3 and n = 5 that proved to give the best results for this problem. Figure 17 shows the evolution of the thickness of the interface with time. There are two important interactions shown in this figure. First, the initial shock reaches the interface close to t = 0, compressing it very quickly, while the transmitted shock continues towards the wall. The misalignment of density and pressure gradients deposits vorticity at the interface and initiates the formation of the well-known bubbles and spikes characteristic of acceleration driven-interfaces. This contributes primarily to increase stirring of the flow since there are no sufficiently large Figure 18 . Three isovalue surfaces of the interface fraction field at t = 6 ms (a) and SAMR mesh representation at around t = 4.5 ms (b). In these figures, SF 6 is on the left-and air on the right-hand side.
gradients to trigger molecular mixing at this time. When the shock is reflected back from the wall, and interacts again with the interface, a fast compression happens at around 3 ms after the initial shock interaction. Quickly thereafter, the additional vorticity deposition initiates a more vigorous nonlinear phase that leads to mixing until all the flow kinetic energy is exhausted and a slow growth period of the thickness of the layer is reached beyond 6 ms. Note that owing to molecular diffusion, mixing will proceed inexorable but with a characteristic time scale much larger than that produced by the vorticity deposition during the shock-interface interactions. Figure 17 also compares the experimentally measured growth rates with the rates obtained from the simulation. The agreement is very good in both phases, after first and second shock interaction.
Figure 18(a) shows an iso-surfaces of the conserved scalar used to mark the interface, separating air from SF 6 , at 6 ms. Each of the three iso-surfaces denote the 10 %, 50 % and 90 % mixture fraction iso-surfaces with different colors. Figure 18 (b) shows a representative mesh distribution at 4.5 ms. It is possible to identify the thinner shock (near x = 0 m) leaving the domain and the larger mixing zone to the left.
Finally, we present some breakdowns of the simulation costs. This simulation was performed on an IBM SP2 of the ASC program at Lawrence Livermore National Laboratory. The system is composed of 16 Power-3 processors per node and uses the IBM proprietary Colony switch. The present simulation was run on 96 processors. The total cell usage as a function of time is shown in figure 19 . It can be observed that the cell count varies from a minimum of approximately 4 million cells to a peak of around 14 million. These values can be compared with the requirements of a unigrid simulation at the resolution of the finest level. In our case, the uniform resolution simulation would be approximately 4 times larger in average. Table 4 shows a detailed cost Table 4 Timings of the SAMR algorithm at different instants of the simulation.
division of the different parts of the SAMR algorithm. Since the mesh is time evolving we have chosen to present percentage costs at three different times, representative of the physical stages of the simulation. At all times the numerical update within the WENO-TCD scheme is the largest portion despite the fact that the computationally very efficient TCD method is used in the vast majority of the domain and the more cumbersome WENO scheme is used only in the direct vicinity of the shock. The second largest portion is the ghost cell synchronization of SAMR subgrids, which is due to the involved parallel communication operations. It has to be underlined that the usage of multi-stage Runge-Kutta methods for the temporal advancement necessarily requires a spatial synchronization in every substep, which makes these schemes significantly more communication-intensive than single-step finite volume methods. A relatively small fraction of the cost is also associated with the fixup overhead. Regridding and (parallel) recomposition are minor, because this application uses only a shallow SAMR hierarchy with few, but relatively large subgrids, which is typical for the LES simulations presented throughout Section 5.
Conclusions
We have described an extension of the classical SAMR algorithm after Berger and Colella for compressible flows to large-eddy simulation with a hybrid solver. The formulation uses lownumerical dissipation centered schemes in skew-symmetric form within patches of uniform resolution in turbulent regions of the flow, upwinding in regions where shocks exists and at fine-coarse mesh interfaces. The upwinding operator is based on a modified version of the WENO method that matches reference stencils to the centered scheme. This is crucial in order to minimize spurious reflections arising when the scheme transitions from centered to upwind form. A conservative formulation in flux form is used to ensure weak convergence. A positivity preserving third-order Runge-Kutta time integration solver is adapted to the SAMR methodology to ensure conservativity at mesh interfaces.
Several verification and validation computations have been analyzed and we discussed the order of accuracy, minimal LES-SAMR refinement conditions, and in particular the problem of energy generation/loss at fine-coarse mesh interfaces of our overall method. The example studied in the latter context has reference character and highlights one the key problems that can arise when SAMR is used for turbulence simulations naively. ¿From the validation point of view, the presented LES-SAMR method allowed us to compare simulation results obtained on conventional distributed memory systems of moderate size directly to three-dimensional turbulent jet statistics and to the shock-induced mixing flow produced by the Richtmyer-Meshkov instability. The good agreement between simulations and experimental data confirms the relevancy of the described approach.
A SAMR implementation
The practical implementation of the Berger-Collela method (see Sec. 2.1) involves a variety of sub-operations that in part influence the numerical solution significantly. In order to ensure the reproducibility of the results in this paper we give further details in the following.
One of the most crucial operations in SAMR is the interpolation or prolongation operator that is necessary to transfer data from coarser meshes into refinement subgrids. A bilinear spatial interpolation operation is often used for problems involving shock waves (Berger and Oliger, 1984; Berger and Colella, 1989) . For instance for the ghost cell (v + 1, w) of the fine grid in figure 3 it would reaď
with factors ν 1 = ν 2 = 3/4. Eq. (A.1) preserves the monotonicity of the solution, but satisfies a discrete conservation property only in the global sense. As local kinetic energy conservation throughout the entire SAMR hierarchy is a dominant requirement in large-eddy simulations, see also Section 4.2, we use a locally conservative linear operation instead. For the exemplary fine cell (v + 1, w) this readš
with factors ν 1 = ν 2 = −1/8. As we use a refinement strategy carefully tailored for our problem class, c.f. Section 5.2, the lack of monotonicity preservation of Eq. (A.2) is not the most important problem in our simulations. An alternative to our conservative approach is to use second-orderaccurate matching like Choi et al. (2004) . But their more accurate interface closure is only valid for 3-point centered second-order difference operators and is most advantageous for systems of linear conservation laws.
In our current implementation, the spatial interpolation is followed by a linear time-interpolation to supply suitable internal boundary conditions at discrete time steps that do not exist on level
By storing multiple steps backward in time, the temporal interpolation could in principle be enhanced to achieve an interpolation order in agreement with the temporal integration algorithm to be described in the next section. Nevertheless, the overall interpolation error in SAMR calculations is typically dominated by the spatial interpolation alone (see Section 5.2 for a test characteristic for our problem class). Only for spatial interpolation operators of significantly higher order than those utilized throughout this paper the error at refinement boundaries can be expected to be dominated by the temporal interpolation.
The basic recursive AMR algorithm is formulated in Alg. 2. Except the regridding procedure, all operations have already been explained. New refinement grids on all higher levels are created by calling Regrid() from level l. Level l by itself is not modified, compare left sketch of figure 2. To consider the proper nesting of level domains already in the grid generation the regridding starts at the highest refinable level l c , where 0 ≤ l c < l max . A special clustering algorithm (Bell et al., 1994 ) is necessary to create a new rectangular refinement topology until the ratio between flagged and all cells in every new grid is above a prescribed threshold 0 < tol < 1. The cells of these new grids are set by spatial interpolation in newly refined regions, values of already refined cells are copied.
The setting of the boundary values of Q l (t) at the beginning of AdvanceLevel(l) is mandatory. Although boundary values of coarser levels have already been set before advancing the next finer level, a further application of the boundary conditions is necessary to take changes due to averaging and flux correction into account. The recursive integration of Alg. 2 can be started by calling AdvanceLevel(0) on the root level, see also Berger and Colella (1989) for further details.
AdvanceLevel(l)
Repeat r l times Set ghost cells of
Correct Q l (t + ∆t l ) with δF n,l+1
t := t + ∆t l Algorithm 2: Recursive AMR algorithm after Berger and Colella (1989) .
We have implemented the described algorithms in the context of a generic, dimension independent object-oriented framework in C++. It is called AMROC (Adaptive Mesh Refinement in Object-oriented C++) and is freely available for scientific use. The adaptive method has been realized completely decoupled from a particular scheme and has been validated extensively on a large number of hydrodynamic test cases (Deiterding, 2003) . A key feature of AMROC is the efficient parallelization of the entire SAMR algorithm including the flux correction operation on distributed memory machines following a rigorous domain decomposition approach, see Deiterding (2005) for details.
On a parallel machine with P identical nodes the root domain G 0 is split into P nonoverlapping portions by G 0 = P p=1 G p 0 . The key idea now is that all higher level domains are required to follow the decomposition of the root level, i.e. G with similar workload are found at runtime as the hierarchy evolves with a partitioning algorithm based on a generalization of Hilbert's space-filling curve (Parashar and Browne, 1996) .
The space-filling curve defines an ordered sequence on the cells of the root level that can easily be split in load-balanced portions. As such curves are constructed recursively, they are localitypreserving and lead to moderate data redistribution and parallel synchronization costs. The overall computational performance of our LES-AMR code in parallel is discussed exemplary in Section 6.2.
Boundary conditions
Just as the non-dissipative centered stencil required special attention to maintain stability in discretization, we find that for the non-linear class of problems considered in this paper the standard boundary treatments of zero-gradient outflow and prescribed ghost cell values for inflow are insufficient, especially in the case of very long time integration. The approach taken here consists of two parts: First, the boundary conditions of the continuous system of equations are derived following the theory of characteristics and second, the discrete boundary closure is formulated. Most cases of interest in this paper correspond to flows at high Reynolds numbers and the governing equations form a system of almost hyperbolic equations that we will consider to be strictly hyperbolic when dealing with boundary conditions. We initially neglect in this discussion the contribution of subgrid fluxes and second-order transport (viscous, heat conduction and diffusion) so that f k = f k inv within this section. Then, at boundaries, it becomes natural to impose boundary conditions by projecting into characteristic variables (Thompson, 1987; Poinsot and Lele, 1992) . While we only consider the effect owing to waves traveling normal to a boundary, a more accurate treatment that incorporates transverse terms (Colonius, 2004) is possible. To clarify the ideas, consider the case of a conforming planar boundary parallel to the x 1 = 0 axis; treatment of boundaries normal to the other coordinate directions is analogous. Appendix 4 gives a detailed description of the general eigensystem for our equations and to develop the methodology we only need to introduce the characteristic variable vector w, related to q through
where q denotes the conservative vector of state and R is the right-eigenvector matrix of the Jacobian of the flux vector normal to the boundary,
The original system of equations is then locally linearized and diagonalized to
where the matrix Λ is diagonal, Λ = diag{λ 1 , λ 2 , ..., λ N +5 }, and the entries λ m are the eigenvalues of the hyperbolic system ordered in increasing magnitude, λ 1 = u − c, λ 2−(N +4) = u and λ N +5 = u + c, where u is the flow velocity normal to the boundary and c is the speed of sound. When no information is available regarding the flow in the region outside of the boundary but a characteristic coming into the computational domain exists, the original system of transport equations at the boundary is then modified such that all incoming characteristic waves are approximately canceled (incoming waves are only canceled exactly when the system of equations is linear). The system of equations at the boundary then reads
where Λ * is equal to Λ, except for those entries in the diagonal corresponding to incoming waves to the boundary which are set to zero. The result of Eq. (4) is to minimize reflections produced by incoming waves.
We turn our attention to the more delicate problem of how to impose the information contained in the incoming characteristic waves when it is known: here we use the penalty based approach developed by Rudy and Strikwerda (1980) and advocated by Poinsot and Lele (1992) . This is required not only for inflow boundaries, but the appropriate technique is relevant for subsonic outflows also, since one of the acoustic characteristics is incoming either.
Incoming waves require a different approach than outgoing waves, primarily, because for stability and accuracy reasons the details of the numerical boundary closure must be taken into account. In our formulation, the numerical boundary closure used to discretize Eq. (4) is based on the energy conserving approach of Strand (1994) and Carpenter et al. (1994) . This approach constructs without the use of ghost cells for the grid points near the boundary, a numerical discretization of the first order derivative that satisfies the summation by parts property. This technique produces boundary closures that are quite stable and robust in practice. Briefly, to derive a boundary closure we consider the Cauchy problem on the half plane with linear scalar first-order equation of the form ∂w ∂t + a ∂w ∂x = 0,
for constant a > 0 and boundary and initial conditions w(x = 0, t) = w o (t) and w(x, t = 0) = w o (x), respectively. The discretization of the derivative is now assumed to be of the form
where W is the equally spaced discretized solution vector W j = w((j − 1)∆x, t) with j = 1..., and W is the numerical approximation of dw/dx at the same grid points. We require that for j > 2, i.e. away from the boundary, W is related to W by the TCD stencil Eq. (18). The matrix H is symmetric and positive definite and in our case will be taken as the diagonal matrix H = diag{h 1 , h 2 , 1, 1, ...} for stability reasons (Strand, 1994) . D is an almost skew-symmetric matrix in which the only non-zero term in the diagonal is the first corner term d 1,1 = −1/2. The advantage of this formulation is that one can prove that Eq. (5) conserves a suitably defined energy norm discretely (Strand, 1994) , and the only source of energy arises from the boundary term, namely
This is the discrete version of the continuous-system property where the energy can only enter or leave the domain through the boundaries. We present the final result here for the boundary stencil since the technique is well documented in the previous references. The boundary closure that results can be written as
The coefficients, h 1 , h 2 and d 1,2 , are obtained by matching terms in a Taylor series expansions in powers of ∆x to first-order of accuracy, giving
where α is the parameter in our stencil and according to Gustafsson (1975) we retain secondorder global accuracy. It can be verified that h 1 , h 2 > 0 for all the values of α of interest in this study so that H is positive definite. We have verified that both GKS (Gustafsson et al., 1972; Strikwerda, 1980) and asymptotic stability are satisfied by this closure.
Numerically, incoming characteristic boundary conditions are imposed by following the penalty approach of simultaneous term approximation (SAT) of Carpenter et al. (1994) . This is achieved by altering the governing equations at the boundary, in our case at x = 0, only for those characteristic variables that are incoming from the boundary such that Eq. (5) becomes
where the theoretical framework of Carpenter et al. (1994) and Abarbanel and Chertock (2000) shows that for the diagonal form of H, the vector S = τ {d 1,1 , 0, 0, ...} with τ ≥ 1 and W o (t) is the incoming wave strength. Typically, a value of 1.5 < τ < 2 was used in the simulations discussed latter. Obviously to be applied, Eq. (11) needs to be transformed back into an equation for the original non-linear equations. This is accomplished by observing that for the linear approximation made to derive the eigensystem, we also have
since W 1 is close to W o (t) and
where recall Q is the discrete approximation to the conserved quantities q and F k is the approximation to f k . Then, multiplying Eq. (11) by R and introducing Eq. (12) and Eq. (13), the complete characteristic based discrete boundary closure for the system of Eqs. (1) can now be written as
Note the similarities between the discrete and the continuous form of the equations, Eq. (4). Additionally, since the correction term that appears in Eq. (14) is only non-zero for the components of the vector of state of the first cell within the domain, a flux-based characteristic correction can be deduced immediately from Eq. (14). While characteristic boundary conditions have been known for quite some time, their implementation is riddled with details that are typically not reported (Colonius, 2004) . Our experience with shear flows has shown that Eq. (14) is quite robust, since it tends to be better in long time integrations than other variants.
Finally we turn our attention to the viscous terms f k vis . The boundary conditions for these are imposed as suggested by Poinsot and Lele (1992) for subsonic inflow normal to the boundary at direction x 1 = 0 ∂σ 11
for outflow with j = 2, 3 here denoting tangential directions at the boundary and i = 1, M for the component species.
Subgrid model
The quantities that need to be modeled are subgrid momentum stresses
the subgrid total energy transfer
and the subgrid scalar transport
The last term appearing in Eq.
(1) and Eq. (3) and the last two terms in Eq. (2) will be neglected here because they contribute typically very little to the total budgets for large Reynolds number flows.
Two new quantities that need to be modeled in compressible mixtures are: the subgrid mean molecular weight contribution
that results from changes in mean molecular weight and temperature and the subgrid enthalpy
These two terms, h sgs and w sgs , are neglected in the present simulations but must be modeled correctly in reactive mixtures.
The stretched-vortex model after Misra and Pullin (1997); Pullin (2000) ; Kosović et al. (2002) is used for the turbulent transport terms. In this model, it is assumed that subgrid motion is produced by subgrid vortical structures. The subgrid terms can then be expressed as
where e i are the direction cosines of the subgrid vortex axis and ∆ c is the subgrid cutoff lengthscale. The subgrid kinetic energy k sgs is given by
where k c = π/∆ c . The subgrid vortices are assumed to take the form of a Lundgren stretchedspiral vortex with shell-summed subgrid energy spectrum of the form
The parameter κ o is the Kolmogorov prefactor, is the local cell-averaged dissipation and a =S ij e v i e v j is the axial strain along the subgrid vortex axis provided by the locally resolved flow with rate-of-strain tensorS
In order to implement the model, the e i must be specified or otherwise determined, and the composite parameter κ o 2/3 calculated. The e i are modeled by alignment with extensional eigenvectors ofS ij and with the resolved-scale vorticity, c.f. Kosović et al. (2002) The parameter κ o 2/3 is calculated using resolved-scale, second-order velocity structure functions, see Voelkl and Pullin (2000) . This can take two forms: In the first, a local spherical average is used to estimate the second-order, longitudinal velocity structure function which can then be matched to the model subgrid spectrum. In the second, an average longitudinal structure function on a circle of radius r, with origin at the cell center, and lying in a pre-specified plane is computed for each cell. The chosen plane usually contains at least one homogeneous flow direction. If the circular-averaged structure function isF c 2 (r; x) and it is assumed that r lies in the inertial range, then one can obtain (Voelkl and Pullin (2000) )
In (11) the cutoff wavenumber is k c = π/∆ where ∆ is the local cell size, and ψ is the angle between the subgrid vortex axis and the normal to the plane. All other quantities on the righthand side can be computed from the resolved-scale velocity field. The integral in the denominator is a function of r/∆ and ψ and can be estimated in approximate analytical form. Typically, r = ∆. In the tensor-diffusivity modeling of subgrid scalar transport Eqs. (8-7), a dimensionless parameter on the right-hand side is taken equal to unity, see Pullin (2000) and Kosović et al. (2002) . The stretched-vortex model is entirely local in the sense that no spatial averaging is required to determine model parameters.
The LES subgrid model is verified for a shock-free turbulent flow. We perform LES of threedimensional compressible homogeneous decaying turbulence and compare the results with DNS data of Samtaney et al. (2001) . We use the data of case D9 in that paper. The microscale Reynolds number of this simulation is 175, the turbulent Mach number is 0.488 and it was obtained from a domain of size 2π discretized with 256 3 grid points using a 10th-order compact scheme. The LES simulations are started from a filtered DNS flow field at t = 0.83. Our primary verification observable is the total kinetic energy, resolved plus subgrid parts. We compare the evolution of kinetic energy with time from LES simulations using a uniformly distributed grid with 32 3 points. The subgrid cutoff lengthscale is set to the grid spacing. Figure 1 shows the decay of total kinetic energy as a function of time for the standard 2nd-and 4th-order stencils as well as for the TCD stencil. In these figures, the DNS results are shown by a thick continuous line and the LES by symbols. The four different subfigures compare the results for four different choices of subgrid model parameters estimates. The different choices of model parameters add a certain degree of flexibility when dealing with non-uniform flows in more complicated scenarios. It is shown that the TCD and 4th-order schemes agree better with the DNS data for this grid resolution than the standard 2nd-order stencil, although the improvement is marginal in some cases. The standard 2nd-order stencil can achieve the same quantitative agreement obtained with the wider stencils only on a larger grid, as discussed by Ghosal (1996) or Chow and Moin (2003) . The recommendations of Chow and Moin (2003) expressed in terms of order of accuracy of the stencils can be generalized more appropriately in terms of the spectral representation of the schemes as suggested by Lele (1992) . Thus, although the TCD stencil is second-order accurate, one achieves results that are similar to those of the standard 4th-order stencil. The comparisons in figure 1 show that the only undesirable model parameters are those using the estimate of the structure function for a spherical shell with the subgrid model aligned with principal rate of strain. This combination tends to overestimate the amount of subgrid energy and leads to excessive energy transfer off-grid. We have avoided this model parameter combination throughout the present work.
Eigensystem
The characteristic form of the compressible Euler equations and a consistent Roe-averaged matrix required by the WENO subsolver is briefly described here. In this section, we have dropped the overbar and tilde notation of filtered variables that arise in LES to simplify the notation. We consider the following vector of state based on conservative variables q = {ρ, m 1 , m 2 , m 3 , E, α 1 , ..., α N } T ,
where m i = ρu i and α i = ρY i . The equation of state for an ideal gas is given by
with H = (E + p)/ρ. Derivatives of the temperature with respect to the vector of state are
where e i = h i − R o T /W i . Derivatives of p with respect to the vector of state are
We then consider the flux vector. For this derivation we take the one-dimensional flux vector given by 
The eigenvalues of this matrix read {u − c, u, u, u, u, ..., u, u + c} 
with s denoting an auxiliary variable defined by
The inverse of R or left eigenvectors are given by 
Analogous to the derivations by ? and ? for extensions of the method proposed by Roe (1981) , we search for an intermediate stateq such that the conservation property
is maintained for arbitrary left, q L , and right, q R , states. The conservative vector of state difference is given by ∆q = q R − q L . After developing every term of Eq. (15) and using the usual definitions of Roe-averaged states
the remaining condition that must be satisfied iŝ γ∆p = c 2 ∆ρ +ρ(γ − 1) ∆H −û i ∆u i −ρφ l ∆Y l .
Repeated indices indicate summation in this expression. Inspection shows that a possible solution is obtained if the speed of sound is defined as
whereγ =ĉ
and the Roe-averaged molecular weight and specific heat of the mixture are defined aŝ
If the left and right states have the same temperature, the regular differential forms are used instead.
