Conventional DCF and RTS/CTS mechanisms perform the channel contention by a distributed and independent manner, which can lead to severe cochannel interference and low channel utilization in multiple APs dense deployment scenario. In this paper, we propose a channel scheduling cooperation algorithm called CCT-SDN (centralized concurrent transmission based on SDN) that enables multiple APs (Access Points) to perform cooperatively a centralized downlink transmission control, thus achieving higher system throughput and channel utilization by avoiding cochannel interference and implementing concurrent transmission. is design inherits the merit of the conventional distributed random channel access and adopts standardized OpenFlow protocol and Software De ned Network (SDN) architecture to make a centralized concurrent downlink tra c transmission decision among APs. Meanwhile, we also present a novel neighborhood relation storage scheme called SPRIM to enhance the retrieving e ciency of SDN controller, which enables CCT-SDN to perform a real-time control. Moreover, we also develop a theoretical model to prove the improvement of CCT-SDN. Furthermore, our solution does not require any modi cations to existing ubiquitous 802.11 terminal devices and thus is likely to be widely deployed. Finally, extensive simulation results on Mininet-WiFi verify that CCT-SDN can achieve signi cant performance in terms of aggregate throughput, channel utilization, and packet loss rate in di erent deployment scenarios.
Introduction
Wireless local area networks (WLANs) have gained signi cant attention in both industry and academia [1] due to their exibility of deployment and cost e ciency. With the dramatic increasing popularity of IEEE 802.11 technology, it is widespread in practice to deploy multiple APs (Access Points) with partially overlapping areas for providing ubiquitous continuous coverage. However, this results in serious cochannel or adjacent-channel interference and severely decreases the overall system performance, especially in dense deployment scenarios. e fundamental reason for this channel ine ciency is the fact that the basic Media Access Control (MAC) protocol utilizes the legacy distributed coordination function (DCF). e DCF based on Carrier Sense Multiple Access/Collision Avoidance (CSMA/ CA) does not always make correct sensing decisions in the presence of exposed/hidden terminal problem [2] and also lacks concern to the asymmetry of data tra c on uplink and downlink in many applications. e virtual carrier sensing mechanism such as RTS/CTS uses the RTS or CTS frames to reserve the medium for the actual data transmission, which can handle the hidden terminal problem. However, it brings some extra transmission overhead and does not solve the exposed terminal problem in single-channel condition. For instance, for DCF or RTS/CTS, a transmission is deferred as long as the node senses the channel in status of busy. However, in certain cases, this new transmission may occur and it does not a ect the ongoing transmission because their respective receivers do not locate in the same radio range. Namely, many potential valid transmissions are blocked unnecessarily, thus resulting in the waste of rare wireless channel resource. Additionally, in many deployments, the tra c of uplink and downlink is often severely asymmetrical and several studies also report that the downlink traffic is about four times over the uplink traffic [3, 4] . Nevertheless, the legacy DCF mechanism often provides an equal opportunity for all APs and STAs (stations) to access the sharing channel, which causes severe AP congestion and performance degradation [5] . Basic DCF has been proven to be severely unsuitable for dense WLANs. erefore, optimization of downlink traffic is often very critical to improve the whole system performance and has become the most important research issue especially in dense deployment scenarios.
Some existing methods such as smart antennas [6] , carrier sense adaptation, and transmission power control [7] improve channel efficiency by a distributed concurrent scheduling manner. erein, each node makes the concurrent transmission decision based on its relevant and local link information. Although these distributed schemes can construct partial concurrent transmission links, due to the lack of global perspective, it is hard to maintain immediately the transmission links once a node joins or leaves the network, which seriously affects the performance and stability of the network.
In this paper, we consider a centralized approach to schedule the downlink and improve the channel efficiency. Inevitably, the main challenge of centralized approach is to update or retrieve appropriately the status information of relevant nodes for convenience to make rapid decision and support real-time concurrent transmissions, especially in multiple APs deployment scenarios. Due to the Software Defined Networking (SDN) offering the more efficient configuration, higher flexibility, and finer control [8] , we propose a CCT-SDN algorithm that is based on the SDN architecture and can provide an efficient cochannel concurrent transmission procedure. However, as mentioned above, an inherent challenge in SDN lies in the fact that the SDN controller needs to obtain the real-time network state information (NSI), which includes all transmission state information (TSI) and neighborhood relation information (NRI). e NSI is usually imperfect due to the latency caused by the decision procedure of the central SDN controller, thus leading to the impossible implementation for centralized channel control algorithm. In order to tackle this problem, we also present an efficient information processing algorithm called SPRIM to generate neighborhood relation matrix (NRM), which enables SDN controller to update and maintain timely transmission list (TL) and receiving list (RL) according to TSI through its data plane. During the transmission, the concurrent transmission decision module can be triggered and make a real-time decision, while SDN controller receives a data transmission request from any AP. In detail, when receiving a data transmission request from the AP, the SDN controller will determine whether the new link will interfere with the ongoing link according to NRM, TL, and RL.
is design enables more downlink concurrent transmissions and avoids unnecessary collision, thus improving significantly the channel utilization. e main contributions of this paper are summarized as follows:
(i) Firstly, we design a programmable three-tier SDWN architecture to implement a centralized concurrent transmission scheme. Meanwhile, the CCT-SDN does not need any modification for STAs and has backward compatibility with the legacy WiFi network. (ii) Secondly, due to the efficiency of the decision algorithm of controller impact on the accuracy of NSI, we put forward SPRIM to enhance decision efficiency by efficient information storing and retrieving mechanism, which makes it possible to implement the centralized CCT-SDN. (iii) irdly, we establish a numerical analysis model for CCT-SDN. It is theoretically proven that the system throughput and channel utilization can be improved by increasing the downlink concurrent transmission and mitigating the channel collision. (iv) Lastly, we evaluate extensively the performance of CCT-SDN in many different application scenarios including different downlink traffic ratio, overlapping degree, number of nodes, and so forth, and simulation results verify that CCT-SDN can achieve considerable performance gain in throughput, packet loss rate, and channel utilization. e rest of this paper is organized as follows. We summarize related work in Section 2.
e system architecture and concurrent transmission algorithm are presented in Section 3. In Section 4, we describe the numerical analysis model. e performance simulations are carried out in Section 5. Finally, we conclude this paper in Section 6.
Related Work
Due to the scarcity of wireless resources, how to effectively utilize wireless resources is the most popular research issue. Currently, many state-of-the-art extensions to traditional DCF have been proposed to mitigate cochannel interference in dense WLANs, such as cochannel concurrency transmission [6, [9] [10] [11] [12] and transmission power control (TPC) [13] [14] [15] [16] . In [9] , Vutukuru et al. propose CMAP algorithm to build a conflict map for each node by using empirical observations of packet loss and the map differentiating manner between interfering and noninterfering links. All nodes can decide whether to transmit data immediately by listening to the ongoing transmissions and consulting the map. However, the CMAP can suffer from severe redundant retransmissions when acknowledging packet lost during concurrent transmissions. Hence, in [10] , Yao et al. propose IRMA to use a signature detection method combating the control frame collision problem existing in [9] , which designs a new NAV updating scheme in MAC layer to differentiate the interference range of different transmission links, thus promoting the concurrency of all noninterfering links. Nevertheless, it brings high extra overhead when the network topology changes frequently. In [11] , they further propose an Interference-Aware Power Control (IAPC) protocol to avoid interference by transmitting CTS and exploit concurrent transmission by letting CTS deliver the transmission power information to the neighboring nodes. However, IAPC needs each node to maintain the control information and signatures, which increases the nodes' burden. e C2SMA/CA [6] is another cochannel concurrent transmission scheme by estimating interference based on position information. e concurrent transmission may not be always efficient enough due to the fact that its operations are based on the assumption of omnidirectional transmission. In [12] , the authors extend C2SMA/CA and propose a new concurrency-decision-making scheme based on beamforming for cochannel directional concurrent transmission. In [13] , Zhang et al. propose PRKS to ensure the required link reliability and achieve a channel spatial reuse through local distributed coordination, which increases the burden of node to maintain local signal maps. Other studies on improving the channel utilization in WLANs include TPC technology and its extensions. In [14] , the authors present a spatial reuse algorithm integrating with Dynamic Sensitivity Control (DSC) and transmission power control (TPC), which only supports two-BSS (Basic Service Set) network operating and uplink traffic scheduling. In [15] , the authors mitigate the interference by optimizing the transmission power and Clear Channel Assessment (CCA) threshold jointly. However, the power adjusting algorithm for STA-specific CCA threshold is too complicated to deploy in reality. In [16] , the authors focus on CST (Carrier Sensing reshold) adaptation while maintaining optimal data rate to achieve high aggregate throughput. Because the CST adaptation can detect Signal of Interest formed by short communication links in dense network and eventually avoid collisions; in [17] , they further propose another CST adaptation scheme that eliminates hidden terminal and exposes terminal problems by considering margin value. However, these two CST adaptation schemes can result in starvation for some nodes in dense environment. In [18] , Liu et al. propose an Optimal Node Activation Multiple Access (ONAMA) protocol, which adopts a Distributed Maximal Independent Set (DMIS) algorithm to generate a scheduling slot table but may bring bigger extra cost for each node due to storing much intermediate states for pipelined precomputation. In [19] , Zhao et al. propose a concurrent transmission mechanism (CTM) to mitigate pan-hidden/ exposed-node problems, which constrains the interference among the same type of frames by a strict time schedule mechanism. It is similar to the traditional RTS/CTS and the efficiency will degrade when transmitting many small data packets.
In recent years, SDN has been a promising alternative architecture and has attracted significant interest from the academic and the industrial communities [20] . It decouples the network control and data forwarding functions and provides a global network perspective for a variety of applications [21] . us, it also can be adopted easily as a novel paradigm for WLANs, which enables the controller to mitigate signal interference and improve further the channel efficiency by a centralized framework. For instance, in [22] , a SDWN-based framework called OpenRF is proposed to manage MIMO (multiple-input multiple-out) interference among APs, which adjusts the relative power used to transmit the traffic on each of the AP's antennas to degrade the cochannel interference. In [23] , the authors adopt a centralized SDWN architecture to schedule downlink for multiple APs in WLANs, where all activated downlinks are cooperated to reduce the occurrence of collision by combining the DCF and a centralized queue scheduling algorithm for APs. Except these works applying the SDN architecture to mitigate the interference, other studies based on SDWN architecture are also proposed to solve the problems such as load balancing [24, 25] , service differentiation [26] [27] [28] , and resource allocation [29] . In this paper, borrowing the function separation idea of the SDN architecture, we propose CCT-SDN to schedule intensively all downlinks among APs for solving the existing cochannel interference problems in multiple APs deployment scenarios. CCT-SDN aims at performing concurrent transmission and avoiding possible collisions for all downlinks, utilizing the centralized control and global network perspective supported by the SDN controller. By integrating a fast retrieving algorithm, the controller can decide in real time whether or not a downlink packet can be transmitted by an AP. Deferring from [23] , the CCT-SDN can tackle the exposed/hidden terminal problem simultaneously by looking up simply the table (NSI) and without any extra requirement supported from other protocols such as DCF, and also no modification is required to existing 802.11 STAs; thus it is easy to be widely deployed.
System Framework and Algorithm Description
In this section, we present the system framework and relevant algorithms of CCT-SDN. Different from traditional wireless network architecture, the CCT-SDN adopts the SDWN-based framework for scheduling downlink traffic for the concurrent transmission. And then we also describe the details of implementing CCT-SDN algorithm.
System Architecture.
In CCT-SDN algorithm, the access control of uplink traffic from STAs to AP depends on CSMA/CA mechanism of each STA, but the downlink traffic data transmission from AP to STA is determined by the concurrent transmission decision modular in the controller. us, the CCT-SDN builds a three-tier blocks architecture and interfaces based on a SDN paradigm, which includes control plane and data plane. ey communicate by a southbound interface protocol called OpenFlow [30] . As shown in Figure 1 , the concurrent transmission decision modular is standardized as one of northbound applications and supported by some core modules such as NRM, transmission list (TL), and receiving list (RL). NRM contains the neighbor relation information of all nodes in the entire network, and TL and RL can be maintained and updated in real time by network monitoring modular embedded in the SDN controller. e controller as the core of control plane orchestrates the underlying physical wireless network entities. Since the OpenFlow standardizes the communication protocol between SDN switch and SDN controller [31] , through it, the controller can not only send the concurrent transmission decision to the data plane but also obtain some information from data plane such as neighbor relation, transmission status, and receiving status of each node. e bottom tier of architecture is the data plane consisting of some APs, which not only can receive instructions from the controller but also can actively report events to the controller. According to this centralized downlink scheduling scheme, the CCT-SDN can manipulate some potential available links and void the invisible collision by some global information collected by the central SDN controller, thus improving the channel utilization.
CCT-SDN Algorithm.
is section presents a detailed description of CCT-SDN algorithm. We firstly introduce the system model. Based on the model, we elaborate the concurrent transmission algorithm (CCT-SDN). en, we describe the maintaining and updating mechanisms of RL and TL. Finally, we propose a SPRIM algorithm that can generate the NRM agilely according to NRI and significantly improve the efficiency of the controller and enable it to make the transmission decision in real time.
System Model.
We consider an infrastructure-based network consisting of m APs and n competing STAs and they are deployed on the same channel. Hence, the total number of APs and STAs is N node (N node � m + n), and each AP is associated nearly with n/m STAs. All APs and STAs have the same transmission power and the transmission rate of each STA is determined via link adaptation mechanism.
All APs are wired and controlled by an OpenFlow SDN controller. e signal coverage areas between adjacent APs overlap each other and all STAs are randomly distributed within the simulation area and each STA is associated with one AP based on its RSSI. For simplicity, we assume that the interference relationship between STAs is a binary phenomenon and each STA always has sufficient data to transmit. Finally, in order to focus on link scheduling, we also assume that it performs in a relative stable network and the interference graph can be achieved by some existing passive interference graph constructing technologies such as [32] .
We define A as a node's information matrix;
h, h ∈ (n + 1, n + m), the h represent the ID of STAs.
(1)
Concurrent Transmission Decision Algorithm.
In CCT-SDN, the data transmission of the uplink utilizes the DCF mechanism with BEB [33] . However, the downlink transmission decision of APs is made by the controller governed by our concurrent transmission decision algorithm. Hence, the AP just sends the transmission request to the controller before it sends the data, even though the channel is busy. Figures 2(a)-2(d) show the cases for CCT-SDN algorithm for performing the data concurrent transmission for exposed terminal case and avoiding the data collision for hidden terminal case in two scenarios: loose coupling and tight coupling, respectively. e tight coupling scenario indicates that not only APs exhibits some signal coverage overlapping area but also they can sense the carrier signal each other. In loose coupling scenario, APs only have partial signal coverage overlapping area. As aforementioned, the SDN controller can make a concurrent transmission decision for the requested AP based on the determination that this new transmission packet can be delivered to the receiver successfully and does not interfere in the ongoing transmission. is detail will be presented in the following section.
To better explain our design, we first formulate the cases shown in Figure 2 . We use a set U to store the information of nodes and assume that the indexes of AP2 and STA2 are i and j in set U, respectively. In addition, we define R (i) and T (j) as the receiving matrix of the i-th node and the transmitting matrix of the j-th node in U. And F [i] and L [i] are the indexes of the first and last neighbor node of sending node in set U. Similarly, F [j] and L [j] are the indexes of the first and last neighbor node of receiving node in set U. We define a variable F i,j , which is expressed as follows:
where C V,R,i represents whether one of neighbor nodes of the i-th node is receiving data and T V,T,j represents whether one of neighbor nodes of the j-th node is sending data. ey are given by 
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V (i) and RT (i) are the neighbor relation matrix and transposed matrix of R (i) for the i-th node. And V (j) and TT (j) are the neighbor relation matrix and transposed matrix of T (j) for the j-th node. Clearly, C V,R,i � 1 when any neighbor is transmitting data; otherwise C V,R,i � 0. Similarly, T V,R,j � 1 when any neighbor is receiving data; otherwise, T V,R,j � 0. erefore, shown specifically in Figure 2 (a) case, even though the ongoing transmission exists from STA1 to AP1, we also can enable the concurrency transmission from AP2 to STA2 if F i,j � 0. However, in DCF, this concurrency is not permitted due to its CDMA/CA mechanism.
To implement the concurrent transmission, the AP will send all transmission requests to the SDN controller, including the information of receiver too. According to the concurrent strategy, the SDN controller can make the concurrent transmission decision and respond to the AP immediately.
e pseudocode for the concurrency transmission procedure is shown in Algorithm 1. e concurrent transmission decision algorithm is triggered by the transmission request event from AP. At first, the SDN controller gets the neighbor relation matrix of sender V [i] and the neighbor relation matrix of receiver V [j] (line 1). Afterwards, it calculates R (i) and T (j) according to V [i] and V [j] (lines 2 and 3). en, the transposed matrix RT (i) and TT (j) can be calculated by R (i) and T (j) (lines 4 and 5). Finally, the SDN controller can get F i,j via (2) (line 6). If F i,j � 0, this means that no sender's neighbor nodes are receiving data and no receiver's neighbor nodes are sending data. Hence the new transmission from the AP is acknowledged and the transmission information and the receiving status information of receiver for AP are updated via calling Algorithm 2 (lines 7 and 8). List) . TL and RL are two sets storing the transmission status and receiving status of nodes in U, respectively. If TL [i] � 0, it denotes that the i-th node in U is sending data, and if RL [i] � 0, it denotes that the i-th node in U is receiving data. e SDN controller updates the TL and RL in real time through the OpenFlow message from AP. Hence, the receiving matrix R (i) and transmission matrix T (i) of the i-th node in 
Maintaining TL (Transmission List) and RL (Receiving
, respectively. Algorithm 2 depicts the iterative procedure.
Algorithm 2 is introduced, firstly, to maintain and update the status of the nodes' current transmission and receiving; it will initialize two sets of RL and TL with length |U| (line 1). Once the SDN controller receives a status changing event from AP, it will update the sender's transmission and receiver's receiving status (between lines 2 and 9). Synchronously, the SDN controller will update the TL and RL too (line 10). Algorithm 2 always runs and can provide realtime node status information for the concurrency transmission decision.
SPRIM Algorithm.
As the number of nodes in the network dramatically increases, more and more NRIs are available. e NRI plays an important role in CCT-SDN, which influences concurrent transmission decisions. Correspondingly, the efficiency of CCT-SDN also affects the accuracy of NSI. erefore, it is very important to enhance the storage and retrieval mechanism of NRI, since this cooperation is a real-time and online procedure. Aiming at this problem, we propose a SPRIM algorithm that is originated from the known PRIM [34] algorithm. e SPRIM algorithm selects the initial node based on the node degree matrix and updates the NRM according to the generated nodes' sequence rather than only the initial node in the PRIM selected randomly. e SPRIM algorithm can generate an NRM with the high concentration; namely, all nodes existing in neighbor relation can be stored as close as possible to facilitate the rapid retrieving information from bigger matrix. Hence, the SPRIM algorithm can significantly reduce the computational complexity and improve the efficiency by extracting rapidly valid data from the NRM in dense scenarios. As follows, we present some details of the SPRIM algorithm.
At first, we use an INRM (initial neighbor relation matrix) to store neighborhood relations of all nodes in the network according to set A and NRI. In CCT-SDN, the two nodes are considered to have a neighborhood relationship when the data transmissions of them will interfere with each other. Figure 3 depicts an example of matrix A and INRM.
Require: a AP send a transmission request to the SDN controller Input: NRM, TL, RL, F, L, V, sender is U [i], and receiver is U [j] Output: concurrent transmission instruction (CTI) or no response Temporary variables: CTI, RT (i) and TT (j) are the transposed matrix of R (i) and T (j) respectively (1) 6 Wireless Communications and Mobile Computing e notation dis (x, y) (both x and y belong to set A) represents the interference distance between xth node and yth node in set A, which can be calculated through the network monitoring modular governed by the SDN controller.
We also define a matrix DEV � dev(AP1), { . . . , dev(APn), dev(STA1), . . . , dev(STAm)} to store the number of neighbor nodes and dev (x) represents the number of neighbor nodes for the x-th node in set A; it can be obtained as follows:
where N lx,k represents the neighbor relation of the x-th node and the k-th node in set A and it can be given by
e interference threshold can be calculated as in [35] . To enhance the storage and retrieval efficiency of the NRI, we propose SPRIM algorithm, which can make the storage location of these nodes existing in the neighbor relationship to be centralized as far as possible. erefore, based on dev (x) in (4) and the INRM, we can get a new set U via SPRIM algorithm. In order to facilitate understanding, we assume that the new matrix U � [AP2 AP3 STA1 · · · APy STAx]. Like the INRM, the NRM also can be obtained according to the set U storing the neighbor relation of nodes with high concentration degree. Figure 4 gives an example of U and NRM.
In summary, the SPRIM algorithm is formally described in Algorithm 3.
Based on set U, the SPRIM algorithm can generate neighbor relation centralization NRM by adjusting INRM. Algorithm 3 shows the details of SPRIM algorithm. Firstly, the controller adds all the nodes with no neighbor nodes into set U and removes these nodes from set I and records the index (k) of nodes in set A with the minimum degree DEV min (DEV min > 0) (between lines 3 and 10). en it lets A [k] be the initial node V 0 , adds it into set U, and removes it from set I (line 11). e algorithm operates in a loop till set U covers all nodes in set A; that is, |U| � |A| (line 12). In each iteration, the SDN controller will move a node that has the minimum distance from the node in set I to set U (lines 13 and 14) and updates the index of all nodes according to set U and set A (between lines 15 and 17). Finally, the SDN controller adjusts INRM according to U and index (between lines 18 and 29). Meanwhile, the SDN controller will record F, L, and V for all nodes. e sets U, F, L, V, and the matrix NRM are regarded as the output of algorithm (line 30). is information is always maintained by the SDN controller and can be provided to the concurrent transmission decision modular.
To evaluate the SPRIM, we run simulations 1000 times for different number of nodes and APs to get the average number of zeros by a matrix V (i), which can be used to reflect the centralization of nodes (referred as θ degree ) with the neighboring relation. V (i) stores the neighbor relation value from the first neighbor node to the last one. We as-
erefore, θ degree that indicates the degree of centralization of NRM can be given from the following equation:
where the notation NZ i presents the number of zeros in V (i) (0 ≤ i < n + m); n+m− 1 i�0 NZ i is the total value calculated by the number of zeros in the neighbor relation value of each node V (i) (0 ≤ i ≤ n + m − 1).
To facilitate understanding, we explain V (i) by an example. Assuming that NRM [I_i] � [0001100001000], here, F [i] � 3 and L [i] � 9; hence V (i) � [1100001]. Figure 5 shows the simulation results for the SPRIM and random storing algorithms under different numbers of APs and STAs scenarios. It is noticed that our SPRIM algorithm outperforms the random algorithm. Namely, the SPRIM algorithm can improve the concentration degree of NRM and hence effectively enhances the efficiency of controller and degrades the inaccuracy of NSI as much as possible by attempting to centralize as possible the nodes existing in neighbor relation when storing them.
Numerical Analysis
In this section, we present an analytical model and theoretically prove that CCT-SDN can improve significantly throughput and channel utilization. For convenience, we Wireless Communications and Mobile Computing also make some reasonable assumptions based on the model mentioned before.
roughput.
Since CCT-SDN algorithm can improve the throughput in the scenarios with severe cochannel interference, we first define the probability of successful transmission as P s and let P tr denote the probability that at least one transmission occurs in the considered back-off slot. As presented in [36] , we have
where τ is the transmission probability of a node for a given slot. n * is the average number of nodes associated with each AP. Let X denote a new back-off counter value selected by the tagged nodes after a packet transmission in steady state; thus 8 Wireless
where E [X] is the expectation of X. Let P s denote the probability of successful transmission for legacy DCF; that is, Ps � n 1 τ(1 − τ) (n * − 1) . Hence, the probability of successful transmission P * s can be approximated by P * s � P s + P sp + P sc ,
where P sp and P sc denote the enhancing probability of successful transmission via enabling the downlink concurrent transmission and eliminating hidden terminals, respectively. en P sp and P sc can be given as
where N A denotes the number of neighbor APs for one AP. E [n s ] represents the expectation of the number of neighbor nodes for one STA. E [n o ] is the expectation of the number of STAs in overlapping areas. erefore, (9) can be rewritten as
Analogously, we also can obtain the collision probability P c � P tr − P s − P sc . As a result, the aggregate throughput per BSS (Basic Service Set) can be calculated by
where E [L] denotes the average packet payload size. T s and T c denote the average length of time periods for a successful packet and a collision packet transmission, respectively. Analogously, T i is the duration of an empty slot. Hence, T s and T c are derived by
where T payload and T ACK are transmission time for payload and ACK frame. DIFS and SIFS are Distributed and Short Inter-Frame Spaces. e notation δ denotes the propagation delay. Consequently, by substituting the above correlation formulas in (12), we can rewrite T * as
erefore, the system throughput for our algorithm can be calculated as m i�1 T * . In addition, the throughput T in the legacy 802.11 DCF under cochannel deployment can be denoted as
It is noticed that T * in (14) is a little different from the throughput T shown in (15) , which is due to the difference of successful transmission probability for CCT-SDN and DCF. e legacy 802.11 DCF neither improves P s via enabling concurrent transmission nor reduces collision probability P c caused by hidden terminal. Hence, P s in legacy DCF can be expressed as
Channel Utilization.
In CCT-SDN, another target is to improve the channel utilization by increasing the probability of successful transmission. e actual channel utilization is very complicated because it is involved in traffic arrival mode and the packet size. Hence, as simplified in [37] , we denote the channel utilization μ * as 
Similarly, by substituting P * s in (16) , the channel utilization can be rewritten as
It is evident that, for given T payload , P tr , T i , T s, and T c , the channel utilization μ * can be obtained by (18) . erefore, the models of CCT-SDN and DCF can be evaluated theoretically by a given set of typical parameters, which are depicted in Figure 6 .
We simulate a scenario with 2 APs and varying number of nodes to evaluate the CCT-SDN. We also change the percentage of nodes in the overlapping area (0.1, 0.3, and 0.5) and set the network in saturated condition (τ � 0.075).
e system throughput and channel utilization for CCT-SDN and DCF models are plotted in Figures 6(a) and 6(b), respectively. Obviously, as the number of nodes increases, the system throughput and channel utilization of both CCT-SDN and DCF decrease. However, CCT-SDN always surpasses DCF regardless as certain level of E [n 0 ], which indicates that CCT-SDN can solve the exposed/hidden terminals problems and improve the system performance by the cooperation of the SDN controller.
Performance Evaluations
is section presents the simulation methodology for evaluating CCT-SDN under two different deployment scenarios: loose coupling and tight coupling. Further, the number of APs, number of stations in overlapping area, and the percentage of downlink traffic are also considered in our simulations. To benchmark the performance, three types of mechanisms are compared: legacy DCF, RTS/ CTS, and CCT-SDN. We examine the performance of these algorithms in terms of aggregate throughput, channel utilization, and packet loss rate. Moreover, except verifying the feasibility of CCT-SDN, we also will validate its effectiveness in different application scenarios by deploying more APs and varying network density.
Evaluation Methodology.
We choose Mininet-WiFi [38] to perform simulations in several different network density scenarios. e SDN controller RYU 1.2 runs on Ubuntu Kylin-14.04 with the dual 4-core CPU and 16G RAM Dell Server supported, and all APs are deployed on the same channel. iPerf is used to generate simultaneously the UDP traffic with a constant payload size of 1470 bytes in one packet. We use IEEE 802.11 g (with 54 Mbps data rate) as the physical layer protocol and assume that frames are lost only due to the channel collisions. e other parameters used in simulations are summarized in Table 1 .
We consider a network with (1) erefore, in simulation, we also consider the different percentages of STAs (from 20% to 60%) deployed in the overlapping area, since they can generate different level cochannel interference. ese scenarios are illustrated in Figure 7 . Since the CCT-SDN only schedules the downlink traffic concurrent transmissions (the downlink traffic is dominant in the most applications), we investigate the gain by setting different ratios of downlink to total traffic (50%, 65%, and 80%) in simulations. In addition, the simulation results are derived from 20 simulations of 100 seconds in length.
Simulation in Basic Network Deployment

Different Number of STAs in Overlapping Area.
Our main aim is to validate that CCT-SDN is able to maximize the system throughput and channel utilization while minimizing the packet loss rate in multiple APs WLANs. To this end, we first consider the case of 2 or 4 APs with different number of STAs in the overlapping area (each AP with fixed 10 associating STAs) and compute the system throughput, channel utilization, and packet loss rate. e results are presented in Figures 8-10 . Figure 8 shows the variation of the aggregate throughput of two schemes for each BSS versus the different percentage of STAs in overlapping areas, as well as different ratios downlink data traffic to total traffic (50%, 65%, and 80%). However, the CCT-SDN also can improve the probability of successful transmission by enabling concurrent transmission, especially in high-density areas with more exposed terminal existing. In contrast, the throughput of legacy DCF is degraded severely due to a large number of unnecessary back-offs occurring. erefore, it can be concluded that the CCT-SDN can improve significantly the performance especially in high-density scenario. Figure 9 illustrates the channel utilization for 2 and 4 APs in loose and tight coupling scenarios. As shown, CCT-SDN algorithm also achieves higher channel utilization than DCF in loose and tight coupling scenarios and in different ratio downlink traffic scenarios. ough the channel utilization of CCT-SDN also decreases with the increase of number of STAs in overlapping areas, it still achieves about 28% (2 APs scenario) and 23% (4 APs scenario) performance improvement over DCF when the percentage of STAs in overlapping areas is 60% in tight coupling scenario. Reasonably, the CCT-SDN enables lots of concurrent transmissions and also avoids the downlink transmission collision by addressing the exposed/hidden terminal problem, thus utilizing the channel more efficiently.
It is well known that the packet loss is mainly caused by transmission collisions and the network congestion. More STAs in multiple APs coverage overlapping areas may result in the higher cochannel interference, which can cause more packet losses. Hence, we also conduct some simulations to validate that CCT-SDN performs a better behavior by considering comprehensively these factors, which are shown in Figure 10 . For 2 APs experiment, the packet loss rate by using CCT-SDN can be reduced by 59.9% over DCF under tight coupling scenario when the percentage of STAs in overlapping areas is 60%. Similar results can also be obtained in 4 APs experiment. e main reason is that the CCT-SDN enables downlink concurrent transmissions and reduces reasonable back-off time to relieve the congestion at AP; meanwhile, it also prevents some potential collision transmission from APs, thus effectively decreasing the packet loss rate.
In what follows, we study the effect of different network density and assess the effectiveness of CCT-SDN algorithm under 2 APs operating in different coupling scenario as well.
Different Network Density Scenarios.
Based on the previous experiments, we further analyze how the performance of CCT-SDN varies when the number of STAs associated with APs changes. For this purpose, we consider the case of 2 APs, with a fixed number of STAs in overlapping areas (30%). We set the number of STAs in the whole network from 10 to 70 (5 to 35 STAs associated with each AP) and compare the CCT-SDN with DCF and RTS/CTS algorithm. Figure 11 plots the average aggregate throughput for each AP versus the number of its associating STAs varying from 5 to 35 for CCT-SDN, DCF, and RTS/CTS algorithms. From this figure, it can be found that the throughputs of all schemes decrease as the number of STAs increases. However, the CCT-SDN always performs better in both loose coupling and tight coupling scenarios. For example, when the percentage of clients in overlapping areas is increased to 35% in tight coupling scenarios, the CCT-SDN achieves the performance improvement about 26% over DCF and 20% over RTS/CTS. e reason is that more STAs in overlapping area can cause more interference and contentions, which results in degrading the throughput for three schemes.
Nonetheless, CCT-SDN relieves the collisions by tackling exposed/hidden terminal problems simultaneously, and RTS/CTS scheme only focuses on the hidden terminal problem and brings extra transmission overhead. Figure 12 repeats Figure 11 , except that the y-axis represents the channel utilization. Similar results can be reserved and the CCT-SDN can obtain 53% and 23% improvement over DCF and RTS/CTS, respectively, at 35 STAs in tight coupling network. e results are also reasonable that more concurrent transmissions can be operated by the CCT-SDN when more exposed terminals are existing in network. However, the legacy DCF and RTS/CTS schemes cannot utilize effectively channel resources due to lots of unnecessary back-off times, especially in severe cochannel interference scenarios.
At last, shown similarly in Figure 13 , the CCT-SDN can outperform the DCF and RTS/CTS in packet loss rate calculated by each AP. Likely, when number of STAs is 35, the packet loss rate of CCT-SDN reduces by 20% over RTS/ CTS and 40% over DCF in loose coupling scenario, and the performance improvement for packet loss rate ranges from 17% to 24% for RTS/CTS even in the case of 80% downlink traffic tight coupling scenario. Meanwhile, CCT-SDN also can relieve the link congestion due to its avoidance for unnecessary channel access back-off and improvement of concurrent transmission capability, especially in dense and heavy load network.
Conclusions
Legacy 802.11 DCF mechanisms use a simple distributed mechanism to coordinate the channel access and data transmission among all nodes. However, with the various multimedia applications being deployed and the network density increasing, the cochannel interference caused by the hidden/exposed terminal problems deteriorates severely the network performance, which obstructs the improvement of the system throughput and is very hard to be tackled by this purely distributed control architecture. In this paper, borrowing programmable idea and the function separation of SDN, we propose the CCT-SDN mechanism to address these problems. Our mechanism employs a centralized SDWN architecture to control comprehensively the transmission behavior of APs via evaluating the cochannel interference and is able to perform a collision-free downlink schedule for all APs. e CCT-SDN is simple and there is no requirement for any modifications for existing STAs, and it can be deployed flexibly in any scale applications. Meanwhile, we introduce a SPRIM algorithm to enhance the retrieving efficiency of the controller, which enables CCT-SDN to perform a real-time concurrent transmission control. In addition, we also establish a theoretical model to analyze the effectiveness of SPRIM algorithm and CCT-SDN mechanism.
e extensive simulations clearly demonstrate the significant improvement of the concurrent transmission scheme over its legacy counterpart. e CCT-SDN could be considered as a viable replacement of current WiFi architecture and provides novel ideas for designing multiple APs deployment in some QoS-based applications. For our future work, we also plan to assess and implement CCT-SDN in a big-scale real-life test-bed.
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