Abstract. The introduction of switched virtual connections and valueadded services in ATM networks create new conditions for network management. A general model for performance management in switched broadband networks, based on interaction between management functions and control functions, is presented in this paper. Quality-of-service management in the service domain is also considered. Finally, in-service methods for monitoring of network performance (especially cell losses) in switched ATM networks are covered in more detail.
Introduction
The current and expected introduction of more refined products in the telecommunication networks, such as multimedia and other value-added services, means that management of broadband networks faces new challenges. Network operators offering services with specified guarantees for Quality of Service (QoS) accordingly have to monitor and control relevant network performance parameters. However, these management services will be carried out in a more dynamic and complex environment than today. Besides permanent connections, a signalling system that enables end-users to activate services on-demand is required when the number of users, the variety of services and the traffic load grow. In addition, to facilitate the introduction of value-added services in broadband networks various kinds of architectures for service platforms have been discussed in recent years. Since the capability to provide services with different levels of guarantees for QoS is a cornerstone in modern telecommunication systems, flexible and effective methods to monitor and control parameters pertinent to network performance are unavoidable.
The purpose of this paper is to discuss these new conditions for management in the network and service domains, focusing on performance management in ATM networks. Besides a background to the issue, a general framework for performance management in switched broadband networks is presented in section 2, while the topic in the following section is QoS management from the perspective of a service platform. Section 4 is focused on in-service methods for monitoring of network performance parameters, especially cell losses, in the user plane in switched ATM means that the QoS parameters may vary for each individual call or connection. For that reason operators and their customers have an interest in performance reports that reveal more detailed information than merely general descriptions of the aggregated traffic on the links in the network. Hence, for monitoring purposes, a set of relevant network performance parameters, representing mainly loss of information and delays, has to be specified. An operator also has to decide whether end-to-end connections and/or certain segments within the connections are meant to be monitored. Furthermore, the focus might be on all or certain service/traffic categories, or possibly on particular parameters in connections used by specific customers. The measurements needed for this variety of surveillance objectives are preferably carried out using in-service methods applied to the actual user traffic. One example of a measurement function is collection of samples of specified parameters from connections belonging to specific service classes or from every connection belonging to certain links during a time interval. However, in order to achieve reliable and significant results in a cost-efficient way, a trade-off between continuous measurements and sampling has to be considered. Thus, performance monitoring functions include the pertinent network parameters (and threshold values), the entities (or domains) to be monitored such as links, connections and services, the method for monitoring (e.g. in-service methods) and the appropriate statistical methods to be used.
From a network provider's point of view it would be advantageous to specify the monitoring functions in terms of different monitoring policies (possibly for different domains), in order to hide implementation details and concentrate on the functional level. As the complexity of distributed, heterogeneous networks and services increases, the idea of policy-based management is becoming even more important for network operators (see e.g. [Sloman] and [Cisco] ).
A General Model for Performance Monitoring in Switched ATM Networks
A general framework for performance management in switched ATM networks has to include a model for interaction between what is referred to as the management plane and the control plane in the ATM reference model [I.321] . Information that the management system lacks concerning the dynamic behaviour of the connections is hidden in the call control system. These mechanisms (signalling, routing, resource handling etc.) are in possession of the information needed to carry out performance monitoring such as when a session is being set up, the participants in the session and the route in the network. Provided that data from the control plane and management plane is regarded as a common resource this information base is available for the management functions as well. The question is rather if it is feasible to synchronize these functions from different domains and possibly different time scales, and how it can be implemented.
A general model for interaction between the management plane, consisting of plane and layer management in the switching systems, the network management system and the control plane functions is depicted in figure 1 . The network management system is responsible for the overall monitoring objectives throughout the network. The plane management function in the switching systems co-ordinates all management activities in a node and handles communication with the central network management system. Performance monitoring of the ATM layer in the nodes is carried out by Layer Management and can be implemented using in-service methods, such as dedicated monitoring cells (further developed in section 3). The control system detects a pending service/call through the 'set-up' message that comprises information about the end users, the service class, the QoS parameters etc. Moreover, the control system carries information about the chosen route in the network and the bandwidth allocated for the connections being set up. The layer management system is notified and may, depending on the monitoring policy, activate monitoring cells (or use other possible techniques) between the endpoints of a connection or for segments along the connection. The collected information is then stored in a management information base supervised by the network management system. However, this additional functionality provided by this or a similar model at the same time increases complexity and the processor load in the systems.
The above reasoning assumes that the assignment of logical channels is not structured with respect to different service categories. In ATM networks Virtual Path Connections (VPCs) provide convenient means of grouping similar Virtual Channel Connections (VCCs). This possibility, often referred to as network resource management [ATMForum] , to separate traffic flows according to various service characteristics could facilitate performance monitoring. Coordination between performance management functions and network resource management and routing is a way to simplify monitoring of various service classes and groups of connections in the network. On the other hand, monitoring of SVCs requires synchronization of call control and management functions as demonstrated earlier. A comparison between these two different but not excluding approaches is however a subject for a separate paper.
Interaction Between the Management Plane and the Control Plane
As discussed in the previous section interaction between management and control is a key issue in management of switched ATM networks. This integrated approach is however not limited to performance monitoring. The ACTS project REFORM is an example of integration between fault management, resource management and control in ATM based networks. More specifically, the purpose is to integrate load balancing, OAM restoration, dynamic routing and resource management [IM97] .
Generally there are obvious advantages in regarding data used by respectively control and management systems as parts of a common information base. As an example the routing and signalling system P-NNI collects and uses information about faults and performance parameters throughout the network, while at the same time the performance management system utilises similar data.
In recent years architectures for providing services in telecommunication networks, sometimes referred to as service platforms built upon different connectivity networks, have attracted considerable interest. In this context, management is often treated as an integrated and dynamic part of the telecommunication service. Configuration, alarm handling and other functional components are in that approach tied to the service through interfaces (e.g. according to a 'pick and mix principle' [TINA]), underlining the need for interaction between management functions and, in this case, service (session) control functions.
The platform X-bind (a broadband kernel for multimedia services from CTR at the University of Columbia, New York) has an architecture that integrates management and signalling based on a common information structure [Lazar] . Differences regarding functionality, but also various real-time requirements, are the main reasons for a division of this framework into specific layers (information transport, connection management, resource control and network management). Each function utilises a common information base, the Binding Interface Base (BIB), shared by the whole system via different interfaces.
Service Platforms and Performance Management
Specific platforms in the service domain are evolving as tools for service providers to offer a wide range of value-added services to customers. These overlay service networks are meant to exploit mainly broadband networks for transportation and connectivity, but also to support interworking with other existing telecommunication networks. The ability to deliver services with guarantees for specified levels of QoS is an essential property of a broadband service platform. In order to ensure these quality guarantees, a platform has to provide management services that enable the operators, and also customers, to measure, monitor, analyse and control network performance and QoS and relate this information to the services.
Since a service platform has an overlay character, performance management on the service level (QoS management) necessarily encompasses interaction not only with the service/call control functions in the service domain, but also with management and control functions in the connectivity networks (see fig. 2 ). The management system in the service domain is responsible for monitoring of the QoS goals, expressed as a monitoring policy in high level service terms. Due to the dynamic nature of the service sessions, the management system is not aware of when a session is established, in which network or between which nodes the connections are set up. However, the service session control system that detects a pending service/call, holds information about the end users, the service class, the QoS parameters, the allocated bandwidth and routes in the connectivity network(s) etc. This interaction between control and management functions is of the same nature as discussed in section 2. In addition, the monitoring policy in the service domain, expressed in terms of QoS, has to be translated into network performance parameters related to the bearer networks. Moreover, it implies a close interaction between management the signalling and routing functions in the connectivity networks. In an ATM network this can be carried out using dedicated monitoring cells, as described in the next section, to measure for example delays and cell losses within connections used by specific service sessions. Accordingly, the management system in the service domain is not only responsible for the overall principles guiding performance monitoring, but also for co-ordination of these functions between the service platform and the bearer networks, and for storage and analysis of the measurement data. Although performance parameters on the network level have significant impact on QoS for end-to-end services, a comprehensive QoS management system also has to include monitoring of higher levels such as the ATM adaptation layer, transport protocols and the application level. As the integration between telecommunication and information systems continue a corresponding approach is necessary for performance management, which means that not only networks and network elements but also databases, servers and other systems have to be included.
An Infrastructure for In-Service Monitoring of the ATM Layer
A general model for performance management in switched broadband networks and QoS management from the perspective of a service platform were discussed in the two previous sections. However, management services to achieve these goals are dependent on efficient methods to measure and monitor relevant performance parameters in the connectivity networks. The following section presents OAM cells as a feasible in-service method and infrastructure for performance monitoring of ATM networks. These dedicated monitoring cells, periodically inserted between user cells, provide a mechanism for measurements that reflect relevant parameters in the actual user traffic.
In-Service Methods
OAM cells, standardised by ITU-T [I.610], can be regarded as an infrastructure for in-service monitoring of the ATM layer in the networks. ATM layer management is co-ordinated and supervised by the overall plane management, which is responsible for other functional areas as well (fault, configuration, security and accounting management) in a switching system. Plane management also handles communication with the network management system, for example a TMN system using SNMP or CMIP over a 'Q like' interface (see [I.321] Keeping to the recommended format in I.610 the following parameters can be measured:
• Cell Error Ratio (CER).
• Severely Errored Cell Block (SECB), meaning more than M errored cells or more than K lost or misinserted cells.
• Cell Loss Ratio (CLR). Notice that the case where the number of lost cells equals the number of misinserted cells is interpreted as if no cell losses existed.
• Cell Transfer Delay (CTD) and Cell Delay Variation (CDV). This requires some kind of synchronization between the clocks in the switches.
The following section gives an example of a conceivable use of OAM cells for monitoring short-term parameters in the cell loss process, which has important implications for network performance and QoS.
Monitoring of the Cell Loss Process
Cell losses in ATM networks are mainly caused by overflow in buffers but also by several other factors such as cell discards due to policing functions, misinserted cells and transmission errors. The cell loss ratio and the distribution of losses in time have an important impact on the quality-of-service for a large range of telecommunication services. The behaviour of transport protocols like TCP (Transmission Control Protocol) are influenced by cell losses causing retransmissions of packets and impaired performance. The parameter CLR (Cell Loss Ratio) is a long-term average measure that does not reveal the short-term properties of the cell loss process. Several studies show that cell losses are not uniformly distributed but instead exhibit a bursty behaviour that could be captured in terms of cell loss-free periods, cell loss periods and CLR for the loss bursts [Telia] . A cell loss period is defined as a block of cells beginning and ending with lost cells containing less than (or equal to) K consecutive cells as shown in figure 6 .
Information about these loss periods and loss-free periods is valuable and often more useful than the overall CLR measure. Murakami et al. have proposed a model (based on the Interrupted Poisson Process) in order to estimate short-term parameters in the cell loss process using measurements provided by OAM cells [NTT] . A casestudy [ICT98] using real data traffic shows obvious deviations between estimated and expected values, especially for the length of the cell loss period. However, it is possible to define a measure that describes these periods in terms of the mean length of respectively the loss-free and the loss period, expressed in number of OAM blocks 1 . In addition, the cell loss ratio for the loss bursts (the relation between lost cells and totally sent cells in the loss periods) can also be calculated.
….
(less than K consecutive cells)
Loss period
Loss-free period 
Interaction with Signalling
For Permanent Virtual Connections (PVCs) OAM cells can be activated through a management system when the PVC is configured. However, depending on the monitoring policy these configurations might have to be adjusted. A management system should enable the network operator, or possibly a customer-based management system, to change the rules for activating monitoring cells. On the other hand, a management system is not aware of when and where Switched Virtual Connections (SVCs) appear in the network. Thus, activation of OAM cells (a layer management function) has to be triggered by the signalling system (a call control function). This could for example be implemented using parameters in the signalling messages. When a call is being set up the decision whether monitoring cells are to be activated or not is made by the layer management system, based on the rules in the monitoring policy deployed in the network by the network management system as demonstrated in section 2.1.
General Management Cells
Besides these monitoring functions, Chen et al. recommend a broader definition of management cells carrying for example network state information (e.g. congestion levels, available bandwidth), control information (e.g. routing changes, bandwidth allocation) and administrative information (e.g. resource usage, encryption keys). The proposal can be viewed as an adjunct protocol defined for a special class of control packets similar to Internet Control Message Protocol (ICMP) messages in the Internet Protocol. Furthermore, Chen et al. suggest that intermediate nodes along a connection should have the ability to add information to the OAM cell. This extended function facilitates measurements of CTD/CDV (see section 4.1) without clock synchronization and a more detailed analysis of information collected along a connection that comprises several nodes [Chen1] . A model for estimation of CDV and CTD without clock synchronization has been put forward by C. Roppel exploiting round-trip measurements with OAM cells and a model for estimation of the differences between the clocks [Roppel] .
In the same spirit a 'hybrid performance management scheme for OAM functions supporting OoS management in ATM networks' is suggested by Young-Il Kim et al. [ICC97] . In this proposal a management system has the capability to switch between the F4 and F5 levels, and also between end-to-end and segment monitoring modes in order to detect and analyse performance deterioration. Another model utilising an infrastructure of OAM cells, based on intelligent agents for surveillance and control of congestion in ATM networks has been presented by D. Gaiti and G. Pujolle [Pujolle] . As mentioned in section 4.2, Murakami et al. have used a model based on measurements provided by OAM cells in order to estimate parameters in the cell loss process [NTT] . The above examples of further development of OAM cells indicate the need for more general-purpose mechanisms in ATM layer management.
Conclusions
A general model for performance management, especially performance monitoring, in switched ATM networks based on interaction between different levels of management and control functions has been presented. This approach is believed to facilitate solutions for performance management in a more complex environment than today. In this context, some components in a policy-based performance monitoring service, provided by the network management system, have been identified. Moreover, when service overlay platforms are introduced, a similar procedure is needed between the network and the service domains as well. Dedicated OAM cells form a feasible infrastructure for in-service monitoring of the actual user traffic that may be extended to more general-purpose tasks. As an example, the possibility to derive valuable information about the short-term characteristics of the cell loss process using in-service methods is illustrated in the paper. Since the capability to provide services with different levels of guarantees for QoS is a cornerstone in modern telecommunication systems, flexible and effective methods to monitor and control parameters pertinent to network performance are unavoidable.
