First-and second-order motions differ in their ability to induce motion aftereffects (MAEs) and the kinetic depth effect (KDE). To test whether second-order stimuli support computations relating to motion-in-depth we examined the vection illusion (illusory self motion induced by image flow) using a vection stimulus (V, expanding concentric rings) that depicted a linear path through a circular tunnel. The set of vection stimuli contained differing amounts of first-and second-order motion energy (ME). Subjects reported the duration of the perceived MAEs and the duration of their vection percept. In Experiment 1 both MAEs and vection durations were longest when the first-order (Fourier) components of V were present in the stimulus. In Experiment 2, V was multiplicatively combined with static noise carriers having different check sizes. The amount of first-order ME associated with V increases with check size. MAEs were found to increase with check size but vection durations were unaffected. In general MAEs depend on the amount of first-order ME present in the signal. Vection, on the other hand, appears to depend on a representation of image flow that combines first-and second-order ME. © 1998 Elsevier Science S.A. All rights reserved.
First-order and second-order motion mechanisms
It is well-known that all the power of a coherently translating signal lies on a plane through the origin of its 3D Fourier transform [1 -3] and that motion energy (ME) mechanisms, which are selective for restricted regions in the Fourier domain, provide a useful basis for the estimation of local translatory motion [1, 4] . An ME mechanism involves an initial stage of linear spatiotemporal filtering followed by a squaring nonlinearity and a local pooling of responses to encode the energy that a signal contains in a given volume in the 3D Fourier domain. The responses of a number of ME mechanisms that cover the 3D Fourier domain can be used to determine the plane that contains most of the power and thereby provide an estimate of the local image velocity. Those image motions for which ME mechanisms can provide accurate estimates of local velocity have become known as first-order motions, and the structures that encode them have become known as the first-order (Fourier) pathway.
There are many cases in which motion signals are perceived to have a definite velocity even though this velocity cannot be recovered directly from the distribution of power in the Fourier domain. Such signals are known as second-order (non-Fourier) stimuli [5, 6] . Examples of second-order stimuli include the motion of contrast envelopes [7, 8] , texture boundaries [9] [10] [11] and motion boundaries [12] . For these stimuli the perceived velocity cannot be explained directly through the principle locations of power in the Fourier domain. Therefore, to account for the perception of second-order motions, several authors have proposed the existence of a second motion pathway which differs from the firstorder pathway in that ME computations follow an initial stage of spatiotemporal filtering and a non-linear transformation of the filtered signal [13, 6, 5, 14, 10, 15] .
Percepts arising from first-and second-order stimuli
The distinction between first-order and second-order motions appears to be more than a formal one. Although one can readily perceive simple properties of second-order motions such as speed [16] there are dif-ferent perceptual consequences of exposure to first-order and second-order stimuli. For example, second-order motions produce weaker motion aftereffects (MAEs) to static test stimuli than do first-order stimuli [17, 18] . 1 It should be noted however, that motion aftereffects to second-order stimuli do arise when the test stimulus involves dynamic noise [7] . Also, second-order motions do not permit the recovery of 3D structure from motion requiring high spatial resolution (which we refer to as the kinetic depth effect (KDE)) [19] [20] [21] . 2 These results are consistent with the proposal that first-order and second-order motions are encoded by different mechanisms.
Unlike the main body of research on second-order motion which concerns detection thresholds, velocity discrimination, and MAE, Landy et al. [19] asked whether second-order motions could support the KDE. In their experiments subjects had to identify objects on the basis of their 3D structure which was conveyed by the relative image motions of limited-lifetime dots. Individual dot paths were given by first-order or second-order motions. Their results indicated that 3D structure could only be extracted from stimuli that engage firstorder energy mechanisms; that is, second-order motions do not support the KDE (for a brief review see [23] ). This result is related to the idea popularized by Livingstone and Hubel [24] that motion of isoluminant colour contours cannot support depth perception (cf [5, 25] ).
Fleet and Langley [14] argued that first-order and second-order signals may arise from distinct physical causes. From this perspective, first-order and secondorder motion paths may be subject to different computational constraints, and serve different visual functions. For example, optic flow arising from the relative 3D motions of textured surfaces may be processed primarily by first-order channels. Second-order motions may be associated with transparency and occlusion [26, 27] . (A similar distinction was drawn by Gurnsey and von Grü nau [10] .) In support of this point Fleet and Langley [28] showed that certain stereoscoptically presented contrast modulations of a sinusoidal carrier grating can be perceived transparently in front of, but not behind, the carrier. When the waveforms of the grating and the contrast envelope were added rather than multiplied together, either waveform could be perceived in front or behind. To explain this they proposed that different computational constraints are used by the visual system to interpret additive transparency and multiplicative (second-order) transparency.
In contrast to the view that first-order and second-order motion mechanisms subserve different visual functions Wilson et al. [15] proposed a model in which the responses of first-order and second-order channels are pooled for the purpose of computing image motion. If one views the visual system as a hierarchy then the computation of optic flow may be placed prior to the extraction of structure from motion, direction of heading and time to collision. The computation of optical flow may be seen as providing the input to these 'higher-order computations'. Can these higher-order, biologically relevant computations can be supported by second-order motions? The results of Landy et al. [19] suggest that the answer is no. Here, we address a similar question using a somewhat different paradigm. Specifically we ask whether second-order stimuli can induce the vection illusion.
Vection
Vection is a visuo-vestibular illusion in which image flow induces a perception of self-motion [29, 30] . Linear vection [29] is the experience of illusory translatory motion induced by image motion. Circular vection [31] is the experience of illusory rotary motion induced by retinal image motion. With respect to the kinds of biologically relevant visual computations that can be supported by second-order motions, vection is an excellent object of study.
The perception of self-motion is a biologically relevant response that seems logically dependent on the computation of optic flow. Vection shares with the KDE the connection between image flow and depth, but the flow fields used to induce vection may be simpler. For example, one can create a vection stimulus (optic flow pattern) in which image velocity remains constant at a point. By comparison, when complex objects like those used by Landy et al. [19] move in 3D, the image velocities change significantly over time at each retinal position. In this paper we are interested in the relationship between the strength of the vection illusion and MAE induced by particular stimuli. The relative simplicity of the vection stimuli described below allows us to test both the strength of the vection illusion and MAE induced by patterns with fixed velocity at each image point.
Physiology
Single-cell recordings have shown that neurons in visual cortical areas respond to second-order motions [32] [33] [34] [35] [36] [37] . Both cortical areas V1 and V2 provide input to visual area MT which appears central to the processing of visual motion. It is also believed that neurons in MT integrate motion signals from V1 and V2, being selective for the intersection of constraints direction of motion plaids, while V1 and V2 neurons respond only to the directions of the plaid components [38, 4] . The model of Wilson et al. [15] shares the assumption that 1D components are integrated at MT but assumes that an additional second-order channel (identified with V2) provides input to MT. The second-order channel output is combined with output from a first-order motion channel (identified with V1) to encode plaid direction through an elaborated vector sum process.
Recent physiological data reported by Duffy and Wurtz [39, 40] suggest that cells in MSTd respond to flow fields related to egomotion, including radial expansion. Such cells could play a major role in the perception of self motion, direction of heading and the generation of the vection illusion. In physiological terms, the question addressed here is whether the neurons in V1, V2, or MT that respond to second-order motions provide input to MSTd to drive neurons tuned to radial expansion and to thereby induce vection.
The basic vection signal
Our basic vection signal is a depiction of a forward linear path through a cylindrical tunnel whose walls are 'painted' with a sinusoidal grating. The form of the perspective projection of the tunnel walls onto the image is given by Eq. (1):
where d= (x 2 +y 2 ) − 1/2 is distance from the centre (origin) of the image, c/d is the spatial frequency of the image stimulus at d, t indexes time, and is temporal frequency. The spatial frequency of V(x, y, t) decreases as a function of distance from the origin, d. Accordingly, with temporal frequency fixed at 3 Hz, the instantaneous velocity increases as a function of d.
From Eq. (1), one can derive a conventional 'first-order' vection stimulus having the form
where h is the amplitude of the mean-zero vection signal, and v, the mean luminance, is chosen so that S 0 (x, y, t)] 0. This served as our control stimulus, a static version of which is shown in the top panel of Fig.  1 . The central region of the stimulus has been set to a uniform grey to hide aliasing caused by high spatial frequencies.
The middle panel of Fig. 1 shows a space-time slice of the S 0 (x, y, t) taken through the origin, with y = 0. In this representation image speed and direction are given by space-time orientation with vertical representing zero speed. The insets of the middle panel show the even and odd components of a Gabor filter tuned to leftward motion. The bottom panel shows the motion energy extracted using this filter. The ME mechanism correctly responds to the local leftward motion in the signal and, as noted earlier, the response of the ME unit at a particular point in space is invariant over time.
Carrier signals and contrast envelopes
To create a larger class of vection stimuli including both first-and second-order patterns, the basic vection stimulus in Eq. (1) was used as a contrast envelope which modulated the amplitude of a carrier signal. The modulating contrast envelope has the form
Here, M(x, y, t) takes on values between 0 and 2. Three different carriers were used, referred to here as the concentric, noise and radial patterns. Examples are 
S(x, y, t)=
The constant v was chosen so that S(x, y, t)] 0, and the constant h was used to control the average contrast of the stimulus. If Eq. (5) is expanded using Eqs. (2) and (3), then the form of the stimuli is evident in greater detail:
=(v+ hn)+ hnV+ hD+ hVD.
In what follows we will abuse notation somewhat and drop the dependence of these terms on x, y, and t. Eq. (6) shows that the stimuli contain four terms, namely, a constant, a term containing the basic vection signal, a term containing the carrier pattern, and a term containing the product of the vection signal and the carrier. The explicit presence of the local first-order components of the vection signal V depends on the constant parameter, n.
In Experiment 1 each carrier signal was combined multiplicatively with the vection signal, with three values of n. This yields nine stimuli which are shown in Fig. 3 . Note that the modulator (1.0+ V) takes on values between 0 and 2, and the carrier D takes on values between − 1 and 1. In Experiment 1 reported below, the value of h was set to 0.3 fL and the value of v was set to 1.33 fL. In Experiment 2 the value of h was set to 0.6 fL and the value of v was set to 2.66 fL.
The effect of varying n
The constant n has a critical effect on the properties of the stimuli in Eq. (6) . The cases of interest are those in which n= 0, n=1 and n= −1. When n= 0 Eq. (6) reduces to v + hD+ hVD.
The vection signal, V, exists only in the product with D so that the local first-order components of V are not explicitly present in S. By comparison, when n is 1 or − 1 the vection signal V occurs explicitly as one of the terms in the stimulus S. This is evident in Eq. (6) . Thus, when n= 1 or − 1 there is first-and second-order information in the stimulus that is consistent with the local structure V.
The mean of S varies with n. For n= −1, 0 and 1 the mean of S is v−h, v and v+ h, respectively. The contrast of S also changes with n, although the exact nature of this change depends of how contrast is defined. Using the standard Michelson contrast
where L max and L min refer to the highest and lowest pixel intensities respectively, contrast is inversely related to n. For n= −1, 0 and 1 the Michelson contrasts are shown in Fig. 2a -c. The concentric carrier ( Fig. 2a) had the same form as V but with a spatial frequency that was three times higher. The second carrier was random noise (Fig. 2b) . 3 The radial carrier ( Fig. 2c ) depicts a tunnel with lines of constant intensity running through the tunnel, with a sinusoidal cross-section of 64 cycles. All three carriers can be written as
where D(x, y, t) is one of the three carrier patterns, each of which was mean-zero with values between − 1 and 1, and n is the mean of C(x, y, t).
Combining the modulator and carrier
The carriers and the modulator were multiplied to yield stimuli of the form 18. These contrasts now show a strong quadratic dependence on n with a minimum at n = 0 due to the fact that the expected mean luminance is the same in the peaks and troughs of the contrast modulation. Finally, a measure of the depth of the contrast modulation given by
(where C max and C min refer to the maximum and minimum contrasts in the image as defined by Eq. (8)) is not informative because M = 1 for all values of n (C min is zero irrespective of n).
Concentric and noise carriers
The practical question is how variations in n affect ME mechanisms in first-and second-order channels. The ME analysis described in Fig. 1 was applied to the image intensities of the contrast modulated noise carriers having n= 0 and 1 (Fig. 4 , left columns). (Although the analysis in Fig. 4 involves Noise carriers it applies equally to Concentric carriers. The Radial carriers, however, require a slightly different treatment.) The same analysis was applied to a non-linear transformation of the luminance values. Specifically, each spatial slice in the space-time representation of the signal was convolved with a small centre-surround filter and the results were half-wave rectified. The ME mechanism was then applied to the these rectified filter responses ( For the second-order channel ME responses are asymmetrical for both n= 0 and n = 1. The second-order channel responds to the drift of the contrast modulation which is present whether or not the local first-order components of V are present. For this particular model of a second-order channel, second-order ME responses are very similar for both values of n and are overall somewhat lower than the responses of the first-order channel. These examples indicate that setting n to 0 eliminates a substantial amount of first-order ME from the signal (Fig. 4 , second column) while leaving the second-order channel relatively unaffected (assuming that the second-order channel operates more or less as described above). . Space time analysis of the stimuli. The noise carriers combined with V using n = 1 and n = 0. The middle row shows a space-time slice of the stimuli. The spatial dimension (x) represents a cross-section that runs through the centre of the stimulus. The left two panels of the middle row show the space-time luminance values and the right two panels show the half-rectified responses of a spatial centre-surround mechanism applied to each spatial slice. The insets in the leftmost panels show the quadrature pair Gabor signals used to extract motion energy from the space-time slice. The bottom row shows the motion energy response for each of the four stimuli. The first-order ME units (left two panels) correctly extract the direction of motion of drifting luminance peaks when n =1 but not when n =0. The second-order ME units (right two panels) correctly extract the direction of motion of drifting luminance peaks when n = 1 and when n = 0.
Beyond the demonstration that setting n to 0 eliminates first-order ME responses to the local components of V, one can use the fact that D is a mean-zero signal (with no dc component), to show that the local first-order components of S do not lie on a plane through the origin that is consistent with the local motion of the V, the vection signal. Therefore, these stimuli provide a means by which to test whether the second-order channel can support vection and MAEs.
Radial carrier
The static concentric and noise carriers are inconsistent with the expanding motion of V. The radial carrier is also static as V expands but is not inconsistent with V because it is invariant to translation down the tunnel. That is, if one travelled (without pitch, yaw or roll) through a tunnel painted as in Fig. 2c no motion would be seen. Consequently modulating the radial carrier shown in Fig. 2c with the vection signal, V, produces motion that is consistent with an observer moving through a rigid tunnel. Using this fact, one can show that Eqs. (5) and (6) with the radial carrier produce stimuli that contain first-order motion energy consistent with V. Note that the actual first-order components of V are present in Fig. 3c and i, but not in Fig. 3f . However, all three contain first-order motion energy that is consistent with coherent motion down the tunnel. The stimulus in Fig. 3f is rather like a motion plaid comprising two components whose normal directions are not equal to the perceived direction of motion (i.e. the intersection of constraints direction). Therefore, when n = 0 the multiplicative combination of the Radial carrier with V does not produce a second-order stimulus. However, second-order ME units would respond to this stimulus in the same way that they respond to all others in Fig. 3 . Furthermore, when n= 1 the multiplicative combination of the Radial carrier with V contains more first-order ME consistent with V than when n= 0.
In summary, combining the three carriers with three values of n creates stimuli with different formal properties. When n= −1 and 1 the local first-order components of V are explicitly present in the signal, S, irrespective of carrier type. The concentric and noise carriers, however, are inconsistent with V and may be considered as noise. The radial carrier is consistent with V, and its multiplicative combination with V produces locally coherent (first-order) motion. When n= 0, the first-order components of V are not explicitly present in the resulting signals for any carrier type. For the concentric and noise carriers the resulting signals are standard second-order stimuli. In the case of the radial carrier the resulting signal produces locally coherent motion, in spite of the fact the local first-order components of V are not explicitly present. The main difference between the cases of n= 1 and n= −1 is the nature of the mean and the contrast of the stimuli.
Experiment 1
If the second-order channel conveys flow information consistent with the vection stimulus V, then one might expect the second-order channel to drive the vection illusion. It is known, however, that second-order motions do not always support the KDE (which is a related phenomenon) and they produce weak MAEs. It is therefore possible that second-order motion mechanisms do not support computations related to motionin-depth. In Experiment 1 we ask if first-order and second-order motions differ in their ability to induce vection. Because existing results distinguish first-order and second-order motions both in terms of the KDE and MAE, we ask here whether our first-order and second-order motions elicit similar patterns of vection and MAE.
Method

Subjects
Seven subjects participated in the experiment. Two previously participated in a similar experiment and the rest were naive to the experimental paradigm. All subjects reported normal or corrected to normal vision.
Stimuli
There were ten different stimulus displays; the nine patterns in Fig. 3 and the control stimulus shown in Fig. 1a . The nine experimental stimuli involved the multiplicative combination of V with the three carriers having three different values of n. In one case n was set close to zero at the point of psychophysical isoluminance for the carrier in question; see Appendix A for the procedure employed to determine psychophysical isoluminance. (In what follows the term 0* refers to the point of psychophysical isoluminance and 0 refers to the point of physical isoluminance.) In the other two cases n was set to 1 and −1, thus introducing the local first-order components of V into the signal.
The display
The stimuli in each of the experiments below were back-projected onto a 305× 230 cm vinyl screen (CINEFLEX, rear-projection screen, Draper Shade and Screen, Spiceland, IN) using a Dukane projector and an InFocus Panel Book 550 display tablet. The tablet was controlled by a PowerMac 7100/66. Subjects viewed the screen at a distance of 120 cm from within an observation booth which was intended to enhance the realism of the motion and the induced vection ( [29] ). The observation booth had a rectangular window that measured 84×61 cm and there was a distance of about 60 cm from the front of the booth to the screen. Therefore the visual angle of the display inside the booth was 70× 54°. Fig. 5 illustrates the essential components of the presentation system.
Procedure
A trial consisted of a 30 s presentation of one of the ten stimulus conditions (Fig. 1a, Fig. 3a-f) followed by a 500 ms blank interval followed by a 20 s presentation of a static version of the previously moving stimulus. During the first presentation interval subjects pressed one button to indicate that they were experiencing vection and another to indicate that vection had stopped. Subjects were free to alter their responses throughout the presentation period as the illusion came and went. During the 20 s presentation of the static stimulus subjects pressed one button to indicate that they were experiencing an MAE and a second button to indicate that the MAE had dissipated. Each of the ten stimulus displays was presented six times in a random order. To enhance the realism of the display a small fixation dot was placed slightly below the centre of the screen. In the most compelling vection conditions the dot seemed to be moving along the floor of the tunnel ahead of the viewer. All testing was carried out in a darkened room. 
Results and discussion
The average vection durations and average MAE durations were taken as the dependent measures. The control condition was not included in statistical analyses of the results. For the two dependent measures the remaining conditions were analysed as three (carriers) by three (n) within subjects ANOVAs. Both the vection and MAE results are summarized in Fig. 6 .
In the case of the MAE, the ANOVA revealed significant main effects of carrier type (F(2, 12) = 36.359, PB0.0001) and n (F(2, 12) =12.551, P B 0.005) and a marginally significant interaction (F(4, 24) = 2.51, PB0.07). MAE durations yielded significant quadratic trends (as a function of n) in the noise and radial carriers (F(1, 6) =11.322 and 24.812, respectively, both P B 0.05) and a marginally significant effect for the concentric carrier (F(1, 6) =4.192, P B 0.09). Orthogonal contrasts were also used to determine if the n= −1 and n=1 conditions differed for each carrier type. This allowed us to measure the extent to which their behaviour as a function of n is symmetric with a minima at 0*. For all three carriers the n = −1 conditions produce longer MAEs than did the n = 1 conditions. For the radial carrier the difference was significant (F(1, 6)=9.549, P B 0.01), for the noise carrier the difference was only marginally significant (F(1, 6) =5.045, P B 0.07) and it was not significant for the concentric carrier (F(1, 6) =1.607, P \ 0.25). As discussed above, varying n changes the mean intensity of the signal, the Michelson contrast and the mean peak to trough contrast in the signal. The relationship between MAE and n (within each of the three carrier types) is most consistent with contrast defined in terms of the mean intensities at the peaks and troughs of the contrast modulation. Contrast is greatest when n = − 1, smallest when n=0* and is intermediate when n = 1.
In the case of vection, the ANOVA also revealed significant main effects of carrier type (F(2, 12)= 5.914, PB 0.01) and n (F(2, 12)= 19.419, PB 0.0005) but no interaction. Vection durations 4 yielded significant quadratic trends in the concentric and noise carriers (F(1, 6)=6.414 and 6.166, respectively, both PB 0.05). The quadratic trend was only marginally significant for the radial carrier (F(1, 6)=4.327, PB 0.09). Orthogonal contrasts comparing the n= −1 and n= 1 conditions yielded no significant differences. The quadratic effects are again consistent with the conclusion that peak to trough contrast of the modulator determines performance. The fact that the n= 1 and n= −1 conditions are not significantly different suggest that vection duration is independent of overall display luminance (consistent with earlier results of [41] ) and contrast.
Both vection and the MAE were significantly shorter when the local first-order components of V were absent from the stimulus. The mean vection and MAE data were highly correlated (r=0.90), suggesting that the independent variables were having similar effects in both cases. Therefore, both measures depend on the total first-and second-order ME in the stimulus. Second-order mechanisms appear to make a contribution to the perception of self motion (vection responses to second-order motions were non-zero). This is consistent with the view that optic flow is computed from mechanisms that combine both first-and second-order responses ( [15] ) and this combined signal provides the input to units which participate in the recovery of self-motion.
The first-order/second-order distinction (noise and concentric carriers) produced larger differences in per-ceptual states in the case of the MAE than in the case of vection. Consider the noise carriers from when n = − 1 and 0*. When the first-order components of V were present the MAE lasted 5.76 s and when absent only 0.82 s. Thus MAE durations were about seven times longer when the local first-order components of V were present than when they were absent. The same comparison showed that vection durations were 1.6 times longer when the first-order components of V were present than when they were absent (15.68 and 9.66 s for n= −1 and n=0* respectively). In this sense there is a divergence between the vection and MAE results.
The apparent contribution of second-order channels to vection contrast with the results of Landy et al. [19] and Dosher et al. [21] . They found a profound (virtually all or none) difference between the first-and second-order stimuli in their abilities to support the KDE. In the present experiments the first-order/second-order distinction did not lead to such a profound difference in the vection illusion. One reason for this undoubtedly has to do with task differences. Landy et al. used an objective task with a very low chance level of performance which permitted subjects' performance to reach a floor of 0% correct responses. In the present case we used subjective reports in the two tasks so subjects' responses could always be governed by internal criteria, thus permitting somewhat inflated responses. In this case we must rely tests of statistical consistency to draw conclusions about differences in mean vection and MAE durations.
On the other hand, differences between the present results and those of Landy et al. [19] may be due to differences in the stimuli used. As mentioned above, Landy et al. used displays in which the recovery of structure from motion required the integration of complex velocity signals over space and time. By contrast, the vection stimuli here involved velocity signals that were constant at each point through time (see Fig. 1 ). Therefore, the relative simplicity of the vection signal may have made the recovery of motion-in-depth easier than in the Landy et al. study. This is consistent with Prazdny [22] who reports that simple 3D structures could be recovered from second-order motions.
Experiment 2
Smith and Ledgeway [42] have argued that static carriers, such as those used in Experiment 1, may be poor choices for the construction of second-order motion stimuli. For the noise carrier in particular, they argue that the drifting contrast modulation may be contaminated by local first-order motions arising from 'stochastic local biases in the noise' (p. 45). Smith and Ledgeway point out that as the check size of the pixels increases (see Fig. 7 ) so does first-order contamination.
To demonstrate this point, the motion analysis described in Fig. 4 was repeated for contrast modulated noise (n= 0) in which the noise 'check size' varied from one to 128 pixels. The motion stimulus was a leftward moving sine wave grating with a wavelength of 16 pixels. An ME mechanism tuned this spatiotemporal signal was applied both to the raw image intensities (first-order channel) and to rectified responses of a small differential operator as described in Fig. 4 (second-order channel) . An ME unit tuned to the opposite direction of motion was also applied to the same stimuli. Left and right ME responses were summed over 92 cycles of the contrast modulation and their difference was passed through a compressive nonlinearity; i.e. log (left-right). The filled circles in Fig. 8 plot the first-order ME responses as a function of noise check size. It is See text for details of the analysis. First-order ME increases as check size increases whereas second-order ME decreases as check size increases.
clear that local first-order motion energy increases as check size increases. As well, note that there are small first-order ME responses for the check size (two square pixels) used in Experiment 1, consistent with the arguments of Smith and Ledgeway [42] . The unfilled circles plot the second-order ME responses, which decrease as a function of check size. 5 Although the particular second-order channel described here is somewhat arbitrary, it embodies the essential elements of second-order channels described in the literature and allows a qualitative examination of the change in first-and second-order ME responses with check size.
The filled and open triangles show the same ME responses when applied to the stimuli of Experiment 1; check size= 2×2 pixels and n =1. The second-order ME responses are essentially the same for n = 0 and n= 1 (open circle and open triangle respectively). The first-order ME responses for n = 0 and n =1 (filled circle and filled triangle respectively) are substantially different and presumably explains the reduced MAEs and vection durations in Experiment 1 when n =0*.
In terms of this analysis it may be argued that the second-order channel does not necessarily support vection. Rather, first-order contamination may explain the moderate vection responses induced by our second-order stimuli. A second argument takes the opposite view. We made no effort to equate our stimuli for 'perceptual salience' or perceptual contrast. Therefore, it could be argued that first-and second-order stimuli induce vection equally well but our first-order stimuli have higher perceptual contrast than our second-order stimuli and this account for the observed differences. We address these arguments in turn.
Smith and Ledgeway [42] have argued that dynamic carriers-in which binary noise checks are changed randomly on each frame-provide the best method of eliminating residual first-order structure from a motion sequence. Dynamic carriers would offer an alternative that arguably contains less first-order structure than our static carriers but in our view they would introduce undesirable complications. Smith and Ledgeway observed that detection thresholds for contrast modulations of dynamic carriers are higher than contrast modulations of static carriers. The implication is that residual first-order structure in the static carriers reduces thresholds. There are two reasons to question this conclusion. First, a static noise carrier has higher perceptual contrast than one flickered at a high rate (as in Smith and Ledgeway's study). Reducing perceptual contrast in this way might increase the contrast modulation required to detect the modulator (just as found by Smith and Ledgeway). One can also argue that dynamic noise produces larger amounts of spatiotemporal noise in second-order channels relative to static carriers, which decreases the detectability of the drifting contrast modulator. For these reasons, if vection responses were found to be further attenuated when dynamic carriers are employed one could not necessarily conclude that second-order motions do not induce vection. In view of these questions about the conclusions one can draw from dynamic versus static carriers we feel that the dynamic carriers would be an interesting third carrier type, but not a critical alternative. Furthermore, the significantly reduced MAEs found when n= 0* in Experiment 1 are consistent with the elimination of first-order ME.
The second issue is that first-and second-order stimuli may differ in perceptual 'salience'. The question then becomes: how are first-and second-order stimuli to be equated? One approach would be to set the luminance and contrast modulations to the same multiple of threshold. This assumes that luminance and contrast modulations scale in the same way, but there is no reason to believe that this is the case. An electric current at ten times threshold is considerably more 'salient' than a white light at ten times threshold ( [43] ; see [44] for a related discussion). The same may be true for luminance-and contrast-modulations. Furthermore, it is known that the perceptual contrast of gratings generally cannot be equated by setting them to equal multiples above detection threshold [45] . Cross-modal matching would be a good way to equate the 'salience'of two stimuli but is difficult to apply to the salience of luminance modulations versus contrast modulations. In our attempts to do this subjects found it difficult to attach meaning to the idea of more or less salient motion, independent of the contrast in the carrier.
To deal effectively with both concerns, in Experiment 2 we employed the Smith and Ledgeway check size manipulation to determine how MAEs and vection are affected by variations in the strength of the local firstorder components of the V. This manipulation keeps all measures of physical contrast constant and provides a reasonable method of equating the salience of the stimuli while varying first-order ME content. First-order ME units would be more strongly stimulated with larger check sizes so MAEs should increase with check size. The main question is whether vection durations would follow the same pattern. If the modest vection durations found for the second-order stimuli in Experiment 1 arise from residual first-order contamination then vection durations should also increase with check size. On the other hand, if first and second-order motions combine to elicit vection then, from the ME analysis in Fig. 8 we might expect a quadratic dependence of vection on check sizes or possibly no effect of check size, depending on the relative contributions of the first and second-order channels.
Method
Subjects
Six subjects participated in Experiment 2. Three of these had also participated in Experiment 1. All subjects reported normal, or corrected to normal vision.
Stimuli
The experimental stimuli consisted of the multiplicative combination (v =1.33, h= 0.6) of V with static noise carriers having various check sizes. Eight check sizes were employed (check width=2 m pixels, for m in [0, 7] ) and a control stimulus that consisted of the modulator alone. See Fig. 7 for example stimuli.
Procedure
The procedure was exactly as in Experiment 1 except that equivalent luminance was not calculated for the eight different check sizes. There are two reasons for this. First, Smith and Ledgeway [42] showed that global distortion products had little effect on the pattern of results obtained when check size was manipulated. This means that had equivalent luminance not been computed in Experiment 1 the results would probably not have changed. Second, even though non linearities in the visual system may result in responses from first-order ME units, the magnitude to first-order ME responses will vary systematically with check size and will permit a comparison of the psychometric functions for vection and MAE durations. Each of the ten stimuli was presented five times in a random order. [42] . With very small check sizes most first-order ME is eliminated from the stimulus and the standard reduction of MAE is found. As check size increases more and more first-order ME becomes available and the MAE approaches the magnitude of the control stimulus.
Results and discussion
A one factor, within subjects ANOVA applied to the the vection data (excluding the control condition) showed that vection duration does not change significantly with check size (F(7, 35) =1.526, P \0.19). Furthermore, the Neuman -Keuls test indicated that no two individual means were significantly different from each other. On the other hand, vection durations for all check sizes were significantly different from the control condition at the 0.05 level. The results show a very clear dissociation between the MAE and vection durations. Therefore, a principle conclusion from Experiment 2, is that modest vection illusion induced by the second-order stimuli in Experiment 1 is not the result of first-order contamination in our second-order stimuli.
General discussion
The experiments were motivated by observations that first-and second-order motions differ in their ability to induce MAEs and, under certain conditions, the KDE. This suggests that despite similarities in their computational structure, first-and second-order motion mechanisms might subserve different functions. To address this question we examined a vection stimulus representing a linear path through a circular tunnel. The vection stimulus V was combined multiplicatively with a number of different carriers. The resulting signals differed in the amount of first-order ME (associated with V) they contained.
Experiment 1 showed a first-order 'advantage' for both vection and MAE. The vection results are generally consistent with idea that first-and second-order motion channels combine in the computation of optic flow [15] and that removing one reduces the vection experience. (This result is consistent with a recent report by Ashida et al. [46] that first-order motions induce greater postural adjustments than do second-order motions.) Experiment 2 showed vection to be independent of the amount of local first-order ME and a dissociation with the MAE results. The MAE results were what would be expected (based on past observations that MAEs are stronger when the first-order components are present). The vection results suggest that a rather abstract representation of optic flow is sufficient to drive the self motion response.
There may appear to be an inconsistency in the results of the two experiments: the presence of the first-order components of V had a significant effect on vection durations in Experiment 1 but not in Experiment 2. This difference is easily explained in terms of the ME analysis presented in Fig. 8 . In Experiment 1 there are strong second-order and weak first-order responses when n =0 and strong first-and second-order responses when n= 1. This accounts for the significant effect of n. By contrast in Experiment 2 first-and second-order ME responses trade-off as a function of check size such that second-order responses increase as first-order responses decrease. If first-and second-order responses combine to elicit vection then, depending on the nature of the combination rule, an independence of check size is one of the results that could be expected. Given that in both Experiments 1 and 2 vection was induced when first-order ME was drastically attenuated, if not eliminated, we may conclude that secondorder motion signals contribute to the vection illusion.
In both Experiments 1 and 2 MAEs were generally less affected by the presence of a static, inconsistent carrier (noise and concentric carriers) than were vection durations. In Experiment 2 MAE durations increased with check size and asymptoted at the same level as the control stimulus. Similarly, in Experiment 1, when n= 1 and − 1 the noise and concentric carriers elicited MAE similar to that of the control stimulus (with the possible exception of the concentric carrier when n=1). In other words, the MAE is generally unaffected by the presence of a static, inconsistent carrier when the firstorder components of V are present. In contrast, for all check sizes in Experiment 2 vection durations were shorter than in the control condition. As well, in Experiment 1, when n = 1 and − 1 vection durations for the concentric and noise carriers were shorter than for the control stimuli. The differential effects of the static, inconsistent carriers in the two tasks might indicate two levels of motion analysis.
The MAE may arise in conventional ME units typically associated with V1 [47, 48] resulting from either fatigue [49] or recalibration [50] [51] [52] . Vection may arise from a more abstract representation of optic flow. Area MT is often described as a site of integration of first and second-order motion signals [15] . Duffy and Wurtz [39, 40] have reported that cells in area MSTd respond to optic flow stimuli. It may be that first and second-order motion channels converge on area MT where these signals are integrated and conveyed to MSTd. This would lead to the speculation that MSTd cells, including those that respond to optic flow, may be driven by both first and second-order motion signals.
The idea that aftereffects are associated with lowrather than high-level representations is consistent with results in the colour literature. Thompson and Latchford [53] , for example, showed that so-called colour contingent aftereffects (i.e. McCollough effects) are governed by the predominant wavelength reflected from a surface not by the perceived colour of the surface. Our results may reflect something similar. Representations of motion that combine first and second-order information may be considered relatively high level or abstract. Aftereffects may then reflect the adaptation of low-level motion mechanisms rather than this higher level construction.
Although a simple account of the present data can be given in terms of first-and second-order ME units, motion transparency may provide an alternative theoretical vocabulary with which to describe the results. In Experiment 2, for example, all stimuli consisted of grey rings moving over checks of various sizes which may be described as a combination of multiplicative and additive transparency, irrespective of check size [26, 27, 14] . The density of the occluding surface (which itself reflects light) changes from point to point. All cases may then induce the percept of travelling though 'smoke rings' towards an a distant surface. Given that the transparency relations don't change with check size this may explain why vection durations don't change significantly either. In other words, sensitivity to transparency relations permit the segregation of the motion signal from the static checks and this 'interpreted' signal then drives vection. Even though transparency relations may permit the segregation of the motion signal from the static carrier the presence of the carrier weakens the sense of self motion relative to the control stimulus. From the motion energy point of view the static carrier is inconsistent with the motion signal (whether conveyed by first or second-order channels) and has a masking effect. From the transparency point of view the checks may be uniformly disruptive because they do not change size over time, as they should if they were at some moderate distance from viewer, thus conflicting with the motion signal. Although transparency provides a different way of looking at the results of Experiment 2, it is not clear how it applies to the results of Experiment 1. In any case ME channels and transparency are related analyses [27, 14] . The present experiments were structured by questions arising from the distinction between first-and second-order ME mechanisms. Whether or not transparency computations play a role in the present results, the fact remains that second-order motion contributes to vection.
To establish psychophysical isoluminance two low frequency (0.25 cpd) counter phase vertical sine wave gratings were interleaved with two counterphase gratings defined by contrast modulations which were displaced by a quarter cycle from their sine wave counterparts. Three carriers for the contrast modulations were used to create stimuli that corresponded as closely as possible to the modulator/carrier relationships of the stimuli used in the experiment (Fig. 3 b, d and f). One carrier was vertical with a spatial frequency three times that of the vertical modulator. This corresponds to the concentric carrier which was locally parallel to the modulator. Another carrier was random noise, like that described in Fig. 2c and Fig. 3d . The last carrier was horizontal having a frequency three times that of the vertical modulator, analogous to the local orthogonality of the carrier and modulator seen in Fig. 3f . If in Fig. 10a the high contrast regions of the contrast modulations had a higher perceptual luminance than the low contrast regions then motion would be seen to the left and in the obverse case motion would be seen to the right. At the point of psychophysical isoluminance (equivalent luminance) the motion should be ambiguous.
Subjects were presented with 15 s samples of the stimuli and asked to press predetermined keys on the Fig. 10 . The method of establishing the point of perceptual equiluminance between high and low contrast regions of stimuli. (a) Two counterphase sine waves were interleaved with two counterphase contrast modulated carriers; the contrast modulators were a quarter cycle out of phase with sine wave on the previous frame. The low contrast region of the contrast modulated carrier was fixed in intensity and the high contrast region varied with n from Eq. (4). When n was much less than zero, the high contrast regions of the modulated carrier had lower mean intensity than the low contrast (grey) regions and would match the troughs of the sine wave presented on the next frame. When n was much greater than zero, the high contrast regions of the modulated carrier had high mean intensity than the low contrast regions and would match the peak of the sine wave presented on the next frame. At the point of perceptual equiluminance, motion was ambiguous. During 15 s presentations of the sequence shown in (a), subjects pressed predetermined keys on the keyboard to indicate whether they were seeing motion to the left or to the right. The point at which both responses had a 50% chance of occurring was taken to be the point of perceptual equiluminance. Panels b -d show the average results for the six subjects along with the best fitting Weibull function, for the three carrier types.
keyboard to indicate whether the perceived direction of motion was rightward or leftward [56, 10] . Subjects were informed that some stimuli would induce highly bistable percepts, altering frequently from rightward to leftward motion, and that others would be more stable, yielding a single interpretation throughout the 15 s presentation. The method of constant stimuli was used with n ranging from − 0.5 to 0.5 in steps of 0.1. For each carrier type the stimuli were presented in a random order with two replications of each value of n. For each value of n the average ratio of rightward to rightward + leftward (R/ (R +L)) responses was computed. The point at which the linear interpolation of the resulting function crossed 0.5 was taken as the point of equivalent luminance. These calculations agree well with the 0.5 points on the best fitting Weibull functions (least squares minimization technique). The average discrepancies between the two methods, expressed as a proportion of the range of n (i.e. 2) were 0.009, 0.013 and 0.015 for the parallel, orthogonal and noise carriers respectively. Fig. 10b-c shows the average results of six subjects along with the best fitting Weibull function. The point of equivalent luminance was typically less than the point of physical isoluminance for the noise and orthogonal carriers (consistent with the results of Brown [55] ) and very close to physical isoluminance for the parallel carrier. Thus, in the text, for those stimuli in which we wish to avoid the presence of motion energy consistent with the vection signal V, we use this measure of n, denoted 0*, rather than n= 0.
