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Abstract We show that generating all negative cycles of a weighted graph is a hard
enumeration problem, in both the directed and undirected cases. More precisely,
given a family of negative (directed) cycles, it is an NP-complete problem to de-
cide whether this family can be extended or there are no other negative (directed)
cycles in the graph, implying that (directed) negative cycles cannot be generated in
polynomial output time, unless P = NP. As a corollary, we solve in the negative
two well-known generating problems from linear programming: (i) Given an infea-
sible system of linear inequalities, generating all minimal infeasible subsystems is
hard. Yet, for generating maximal feasible subsystems the complexity remains open.
(ii) Given a feasible system of linear inequalities, generating all vertices of the corre-
sponding polyhedron is hard. Yet, in the case of bounded polyhedra the complexity
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remains open. Equiva lently, the complexity of generating vertices and extreme rays
of polyhedra remains open.
1 Introduction and Main Results
Let G = (V ,E) be a directed graph (digraph) and let w: E → R be a real-valued
weight function defined on its arcs. We call such a pair a weighted digraph and
denote it by (G,w). For every subset of arcs F ⊆ E its weight is defined as the
total weight of all its arcs, w(F) = ∑e∈F w(e). We call a simple directed cycle a
circuit. A circuit is called negative if its weight is negative. Finally, we denote by
C− = C−(G,w) the family of negative circuits of (G,w), i.e., C− = {C ⊆ E | C is a
circuit with w(C) < 0}.
First we consider the problem of generating exhaustively all negative circuits of
a given weighted directed graph (G,w), in other words the problem of enumerating
the family C−(G,w). Since the number of negative circuits may be exponential in the
size of the input description, i.e., the size of G and w, the efficiency of such enumer-
ation algorithms is measured customarily in both the input and output sizes (see, e.g.,
[28, 32, 43]). More precisely, such an enumeration problem is said to be solvable in
polynomial total time if the output can be generated in time polynomial in the input
and output sizes. It is easy to see that for self-reducible (see, e.g., [29]) problems a
family C is enumerable in polynomial total time if and only if for each subfamily
X ⊆ C, the problem of deciding X = C; if yes, finding C ∈ C\X , is solvable in time
polynomial in size(G,w) and |X |. On the other hand, when this decision problem is
NP-hard, the enumeration problem is called NP-hard, too (see [32]). Thus, NP-hard
enumeration problems are unlikely to have total polynomial time enumeration algo-
rithms, unless P = NP.
Our main result claims that enumerating negative circuits of a weighted directed
graph is a hard enumeration problem.
Theorem 1 Given a weighted digraph G = (V ,E), w: E → R, and a family
X ⊆ C− of its negative circuits, it is an NP-complete problem to decide whether
X = C−, even if w takes only two different values.
We add that the analogous hardness result can be shown for undirected graphs,
as well. In this case we also call a simple cycle a circuit and we denote by C− =
C−(G,w) the family of all negative circuits of an undirected graph G = (V ,E).
Theorem 2 Given a weighted undirected graph G = (V ,E), w: E → R, and a fam-
ily X ⊆ C−(G,w) of its negative circuits, it is an NP-complete problem to decide
whether X = C−, even if w takes only two different values.
We remark that all circuits of a directed or undirected graph can be enumerated
efficiently, e.g., by a simple backtracking algorithm [37].
Note that if w takes the same value for all edges (arcs), then negative circuits
either do not exist or all circuits are negative. Thus, the enumeration problems for
both directed and undirected graphs can be solved efficiently, as we noted earlier.
Furthermore, when w takes only two different values, those can be assumed to be
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integers, and hence by edge (arc) splitting the input can be transformed to one in
which all edges (arcs) have weight ±1. Though this transformation may increase the
size of the input in a nonpolynomial way, in the case of the specific constructions we
provide in the proofs of the above two theorems, it is a polynomial transformation,
implying that generating all negative circuits is NP-hard even if all edges (arcs) have
weights ±1.
We derive several consequences of the above results, including the hardness of
generating all vertices of a (possibly unbounded) polyhedron, generating all minimal
infeasible subsystems of a system of linear inequalities, etc. We prove Theorems 1
and 2 in Sects. 2 and 3, respectively.
1.1 Negative Circuits and Minimal Infeasible Subsystems
We first note that deciding the existence and finding a negative circuit in a weighted
directed graph are polynomially solvable tasks. Gallai [25] proved that (G,w) has
no negative circuit if and only if by a potential transformation all edge weights can
be changed to nonnegative values. Furthermore, a negative circuit can be found in
O(|V |3) time, if the graph has negative circuits [23, 44]. We use Gallai’s approach to
reformulate the problem and derive some interesting consequences.
To a weighted digraph (G,w), where G = (V ,E) and w: E → R, we associate a
polyhedron P(E,w) defined by
P(E,w) = {x ∈ RV ∣∣ xv − xu ≤ w(u,v) for all arcs (u, v) ∈ E
}
. (1)
Note that every vector x ∈ P(E,w) is a potential in the sense Gallai [25] defined
it, proving that G is negative circuit free. Namely, defining w′(u, v) = w(u,v) +
xu − xv for all arcs (u, v) ∈ E we get another weighting of the arcs of G, such that
w′(C) = w(C) for all directed circuits C ⊆ E, and for which w′(u, v) ≥ 0 for all arcs
(u, v) ∈ E, according to the definition of P(E,w). This latter shows that G is indeed
negative cycle free.
Thus applying Gallai’s result to subgraphs of G we obtain that P(E′,w) = ∅ for
some E′ ⊆ E if and only if the subgraph G′ = (V ,E′) contains a negative cycle with
respect to the weight function w. Therefore, the minimal infeasible subsystems of
the system of linear inequalities (1) correspond in a one-to-one way to the negative
circuits of (G,w). Hence, Theorem 1 implies the following result.
Corollary 1 Enumerating all minimal infeasible subsystems of a system of linear
inequalities is an NP-hard enumeration problem, even if we restrict the input to linear
systems involving at most two variables in each inequality.
The problems of finding minimal infeasible subsystems of a system of linear
inequalities, sometimes called Irreducible Inconsistent Subsystems (IIS) or Helly
systems, and its natural dual of finding maximal feasible subsystems received am-
ple attention in the literature, see, e.g., [5, 35, 38]. The optimization versions of
these problems, i.e., finding a maximum cardinality feasible subsystem, and find-
ing a minimum cardinality infeasible subsystem are known to be NP-hard, see, e.g.,
[14, 27, 35].
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1.2 Minimal Infeasible Subsystems and Vertex Enumeration
Recall that the infeasibility of a system of linear inequalities is well characterized
by the Farkas Lemma: either the system Ax ≥ b has a solution, or there exists a
nonnegative vector y ≥ 0 such that yT A = 0 and yT b > 0, but not both (see [21]).
Using this claim, Gleeson and Ryan [26] associated to a system of linear inequali-
ties Ax ≥ b, A ∈ Rm×n and b ∈ Rm, a so-called alternative polyhedron defined as
Q = {y ∈ Rm+ | yT A = 0, yT b = 1}, and observed that minimal infeasible subsys-
tems of Ax ≥ b are in a one-to-one correspondence with vertices of Q. Indeed, for
every vector y ∈ Q we consider the subsystem of Ax ≥ b corresponding to the sup-
port set S(y) = {i | yi = 0}. By the Farkas Lemma, we have that these corresponding
subsystems are indeed infeasible. Conversely, if S is the index set of an infeasible
subsystem of Ax ≥ b, then again by Farkas’s lemma we have a vector y ∈ Q for
which S(y) ⊆ S. Thus, minimal infeasible subsystems correspond to vectors y ∈ Q
with minimal support sets, and hence those are indeed vertices of Q.
This observation, coupled with Corollary 1, implies the hardness of enumerating
the vertices of polyhedra.
Corollary 2 Enumerating all vertices of a rational polyhedron, given as the inter-
section of finitely many closed half-spaces, is an NP-hard enumeration problem.
Proof We consider an infeasible system of rational linear inequalities Ax ≥ b, and
its alternative polyhedron Q. We can write Q equivalently as Q = {y ∈ Rm | y ≥
0, AT y ≥ 0, − AT y ≥ 0, bT y ≥ 1, − bT y ≥ −1}, i.e., as the intersection of m +
2n + 2 closed half-spaces. Thus, by the above observation, enumerating the vertices
of this rational polyhedron would also enumerate all minimal infeasible subsystems
of Ax ≥ b, which is an NP-hard enumeration problem according to Corollary 1. 
Vertex enumeration is a fundamental problem in computational geometry and
polyhedral combinatorics (see, e.g., [19] for a list of applications), and has many
equivalent formulations. Most notably for bounded polyhedra, vertex enumeration is
equivalent with facet generation, i.e., enumerating the facets of a polytope given by
an explicit list of its vertices (see, e.g., the so-called polytope–polyhedron problem
in [31]).
We add that in this paper we consider polyhedra which have vertices. This con-
dition is easy to check in polynomial time and does not restrict generality. We em-
phasize that whenever the system of equations AT y = 0, bT y = 0 has a nontrivial
solution for which y ≥ 0, then Q in Corollary 2 is an unbounded polyhedron. Thus,
our reduction through Theorem 1 yields in general unbounded polyhedra, and hence
does not imply the hardness of vertex generation for bounded polyhedra, which re-
mains an open problem. Furthermore, and equivalently, the complexity of enumer-
ating together vertices and extreme rays of polyhedra is also an open problem (any
unbounded polyhedron P can be projectively transformed into a bounded polyhe-
dron, by adding one “far face,” whose vertices correspond to the extreme rays of P ,
see, e.g., [35]).
Numerous algorithmic ideas have been introduced in the literature (either for ver-
tex or for facet enumeration, see e.g., [1, 3, 4, 6, 9, 10, 12, 15, 16, 18, 19, 33, 34,
36, 41, 42]). Efficient algorithms (typically linear in the number of vertices) were
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proposed for several special cases, including simple polyhedra, i.e., in which every
vertex is incident with exactly n facets [3], simplicial polyhedra, which are the dual of
simple polyhedra [9], network polytopes [36], polytopes with zero–one vertices [10],
and polyhedra in which every facet defining inequality involves at most two nonzero
coefficients [1]. Furthermore, for fixed dimension both vertices and rays of a polyhe-
dron can be enumerated efficiently [13]. However, no method proved to be efficient
(yet) for the general case. In fact, several publications [2, 11, 24] analyzed the pro-
posed general-purpose methods for vertex/facet enumeration, and showed that all of
the known algorithms may require in the worst case superpolynomial time in the out-
put size. Along the same lines, Corollary 2 shows that vertex enumeration is indeed
a hard enumeration problem for unbounded polyhedra (unless of course P = NP).
In analyzing the reasons why backtracking methods are not efficient for vertex
enumeration, in general, Fukuda et al. [24] noted that such methods require re-
peatedly solving decision problems, which turn out to be NP-hard. In particular,
they showed that for a given rational polyhedron P and an open rational half-space
H = {x ∈ Rn | αT x > β}, it is NP-hard to decide if P has a vertex in H . We note
that the same decision problem for bounded polyhedra is much easier, since it can be
decided by maximizing αT x over P , which is a linear programming problem, known
to be polynomially solvable, see Khachiyan [30]. We can show, as a next corollary of
Theorem 1, that the enumerative version of this decision problem is hard for bounded
polyhedra.
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of a directed graph G = (V ,E) correspond to circuits of G, namely for every vertex
y of P(G) its support set S(y) = {(u, v) ∈ E | yuv = 0} is a circuit in G.
We remark that P(G) frequently occurs in the optimization literature under var-
ious names, e.g., as the trans-shipment or flow polyhedron, or simply as the set of
feasible circulations, or feasible solutions to a trans-shipment problem, etc. (see, e.g.,
Chaps. 11–13 in [40]). The vertices and facial structure of P(G) are well studied and
understood. In particular, the vertices of P(G) can be generated in linear (output)
time by cycle enumeration [37].











w(u, v)yuv < 0
}
,
we get that the support sets of vertices of P(G) belonging to H are exactly the nega-
tive circuits of the weighted directed graph (G,w). Thus, Theorem 1 readily implies
the following claim.
Corollary 3 Given a rational polyhedron P and an open rational half-space H , it is
NP-hard to enumerate all vertices of P which belong to H , even if P is bounded.
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Many applications (see, e.g., [19]) call for the enumeration of all those basic fea-
sible solutions to a linear programming problem (i.e., vertices of the corresponding
polyhedron), the corresponding objective function value of which is above a given
threshold. Corollary 3 indicates that unfortunately such enumeration problems are
difficult in general, unless P = NP.
A further consequence of Theorem 1 is that enumerating all vertices of a bounded
polyhedron P which do not belong to a given face of P is also hard, in general.
Corollary 4 Given a bounded polyhedron P and a proper face F of it, it is NP-hard
to enumerate the vertices of P which do not belong to F .
Proof Let H¯ = {y ∈ RE |∑(u,v)∈E w(u, v)yuv ≤ 0}. Note that P ′ = P(G) ∩ H¯ is a
bounded polyhedron, for which H¯ is facet defining. Denoting this facet by F , the
vertices of P ′ outside F correspond in a one-to-one way to the negative circuits of
the weighted graph (G,w) to which we associated H and P(G). Thus, the claim
follows from Theorem 1. 
By Corollary 2 unless P = NP there exists no algorithm that outputs in incre-
mental (or total) polynomial time, the vertices and then the extreme directions of a
polyhedron, in that order. In contrast we have the following statement.
Proposition 1 If there exists an algorithm which enumerates all vertices of a
bounded polyhedron in incremental polynomial time, then we can enumerate all ex-
treme rays and then all vertices (in this order) of a polyhedron in incremental poly-
nomial time.
Proof Let P = {x ∈ Rn: aTi x ≤ bi, i = 1, . . . ,m} be an unbounded polyhedron and
let V and R denote the set of vertices and the set of extreme rays of P , respectively.
As before, we can assume that V contains at least one vertex v. Let a = ∑i: aTi v=bi ai .
Then P ′ = {x: aTi x ≤ bi , i = 1, . . . ,m,aT x = −M} is a bounded polyhedron whose
vertices correspond to R, where M is an appropriately large constant. Furthermore,
P ′′ = {x: aTi x ≤ bi , i = 1, . . . ,m, aT x ≥ −M} is a bounded polyhedron whose ver-
tices correspond to V ∪ R.
Assuming the existence of an algorithm A that can enumerate all vertices of a
bounded polyhedron in incremental polynomial time, it follows that for any given
subset W of the vertices of that bounded polyhedron, we can decide if this subset
contains all vertices or, if not, can generate a vertex not belonging to W , in time,
polynomial in the size of the input description of the polyhedron and the set W of
given vertices. This can be accomplished simply by running A until it stops, or it
outputs |W | + 1 vertices, whichever happens earlier.
Thus, by first applying A to P ′ we can generate the set R incrementally efficiently.
Furthermore, since R is a subset of the vertices of P ′′, we can continue by applying
A to P ′′ and extend in this way the set R incrementally efficiently to V ∪ R, as we
described earlier. Hence, we can enumerate the set V ∪ R in the stated order, first R
and then V , incrementally efficiently. 
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1.3 Four Geometric Enumeration Problems
We finally recall four strongly related geometric enumeration problems. Let A⊆ Rn
be a given subset of vectors in Rn, fix a point z ∈ Rn called the center, and consider
the following four definitions:
• A simplex is a minimal subset X ⊆A containing the center in its convex hull, i.e.,
z ∈ conv(X).
• An anti-simplex is a maximal subset X ⊆A not containing the center in its convex
hull, i.e., z ∈ conv(X).
• A body is a minimal (full-dimensional) subset X ⊆A containing the center in the
interior of its convex hull, i.e., z ∈ int(conv(X)).
• An anti-body is a maximal subset X ⊆A not containing the center in the interior
of its convex hull, i.e., z ∈ int(conv(X)).
Equivalently, a simplex (body) is a minimal collection of the given vectors not con-
tained in an open (closed) half-space through the center, while an anti-simplex (anti-
body) is a maximal collection of vectors contained in an open (closed) half-space
through the center. It can be seen easily that |X| ≤ n + 1 for a simplex, and that
n + 1 ≤ |X| ≤ 2n for a body.
In what follows we assume that the center is at the origin, i.e., z = 0. For a given
point set A ⊆ Rn we denote, respectively, by S and B the hypergraphs on the base
set A, consisting of all simplices, and all bodies of A. The corresponding families
of maximal independent sets of these two hypergraphs are, respectively, all anti-
simplices and anti-bodies of A, denoted respectively by S∗ and B∗, i.e.,
S∗ = {X ⊆A | X is maximal such that X  S, ∀S ∈ S},
B∗ = {Y ⊆A | Y is maximal such that Y  B, ∀B ∈ B}.
Simplices, anti-simplices, bodies, and anti-bodies can naturally be related to min-
imal infeasible or maximal feasible subsystems of certain linear systems of inequali-
ties. Namely, we denote by A ∈ Rm×n, where m = |A|, the matrix whose row vectors
are the vectors of A, and we let e ∈ Rm denote the m-dimensional vector of all ones.
It follows from the above definitions that simplices and anti-simplices are in a
one-to-one correspondence, respectively, with the minimal infeasible and maximal
feasible subsystems of the linear system of inequalities:
Ax ≥ e, x ∈ Rn. (2)
Similarly, it follows that bodies and anti-bodies correspond in a one-to-one way,
respectively, to the minimal infeasible and maximal feasible subsystems of the sys-
tem:
Ax ≥ 0, x = 0. (3)
As for the complexity of these enumeration problems, it is known that the genera-
tion of anti-bodies is a hard problem:
Proposition 2 [7] Given a set of vectors A ⊆ Rn, and a partial list X ⊆ B∗ of
the anti-bodies of A, it is NP-hard to determine if the given list is incomplete, i.e.,
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X = B∗, or not. Equivalently, given an infeasible system (3), and a partial list of its
maximal feasible subsystems, it is NP-hard to determine if the given partial list is
incomplete or not.
Enumeration of bodies turns out to be at least as hard as the well-known hyper-
graph transversal problem [8] whose exact complexity is still an outstanding open
problem [20]. The best currently known algorithm for the hypergraph transversal
problem runs in incremental quasi-polynomial time [22].
Proposition 3 [7] The problem of incrementally enumerating bodies, for a given set
of m + n points A⊆ Rn, includes as a special case the problem of enumerating all
minimal transversals for a given hypergraph H with n hyperedges on m vertices.
Equivalently, generating minimal infeasible subsystems of (3) is at least as hard as
hypergraph transversal generation.
The problem of generating simplices turns out to be equivalent, in general, to
the problem of enumerating the vertices of bounded polyhedra, or enumerating the
vertices and extreme rays of possibly unbounded polyhedra. To see this, we consider
a vector set A= {a1, . . . , an, b} ⊆ Rd and associate to it a polyhedron P = {x ∈ Rn |
Ax = −b, x ≥ 0}, where A = [a1, . . . , an] is the matrix with columns a1, . . . , an.
Recall that for a vector y ∈ Rn we called the set S(y) = {i | yi = 0} its support set.
Proposition 4 If y ∈ P is a vertex of P , then the set {ai | i ∈ S(y)} ∪ {b} is a simplex
of A, while if y ∈ P is an extreme ray of P , then the set {ai | i ∈ S(y)} is a simplex
of A. Furthermore, every simplex of A corresponds in this way either to a vertex or
to an extreme ray of P .
Proof It is well known that the vertices of P are the solutions which have minimal
support sets, and the extreme rays are those solutions of the homogenized system (re-
place b by 0) which have minimal support sets (see, e.g., Chap. 8 in [39]). Clearly, the
minimality of support sets in both cases implies the first two claims, by the definition
of a simplex of A.
For the last claim, let S ⊆ A be a simplex, i.e., a minimal subset for which 0 ∈
conv(S). If b ∈ S, then we have for some λa ≥ 0, a ∈ S\{b}, and λb ≥ 0, with λb +∑












Thus, the vector x ∈ Rn, defined by
xi =
{
λai /λb if ai ∈ S\{b},
0 otherwise
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for some positive coefficients λa > 0, a ∈ S, for which ∑a∈S λa = 1, and thus the
vector x ∈ Rn, defined by
xi =
{
λai if ai ∈ S,
0 otherwise
for i = 1, . . . , n, is an extreme ray of P , once more by the minimality of S. 
In particular, if P = {x ∈ Rn | Ax = b, x ≥ 0} is a bounded polyhedron, i.e., if
Ax = 0 has no nontrivial nonnegative solutions, then the vertices of P correspond in
a one-to-one way to the simplices of the set A formed by the column vectors of A
and b.
For the special case of vectors A ⊆ Rn in general position, we have B = S , and
consequently the problem of enumerating bodies of A turns into the problem of enu-
merating vertices of the bounded polyhedron {x ∈ Rn | Ax = 0, eT x = 1, x ≥ 0},
each vertex of which is nondegenerate and has exactly n + 1 positive components.
For such kinds of simple bounded polyhedra there exist algorithms that generate all
vertices with polynomial delay (see e.g., [15] and [3]).
We finally mention that, although the status of the problem of enumerating all
maximal feasible subsystems of (2) is not known in general, the situation changes
if we fix a consistent subfamily of inequalities, and ask for enumerating all its ex-
tensions to a maximal feasible subsystem. In fact, such a problem turns out to be
NP-hard, even if we fix only nonnegativity constraints.
Proposition 5 [7] Let A ∈ Rm×n be an m × n matrix, let b ∈ Rm be an m-dimen-
sional vector, and assume that the system
Ax ≥ b, x ∈ Rn, (4)
has no solution x ≥ 0. Let F be the family of all maximal subsystems of (4) which
can be satisfied by a nonnegative solution x. Then, given a partial list X ⊆ F , it is
an NP-complete problem to determine if the list is incomplete, i.e., if X =F , even if
b is a unit vector, and entries in A are either, −1, 1, or 0.
We conclude with the observation that the problem of finding, for an infeasible
system
A′x ≥ b′, A′′x ≥ b′′, (5)
all maximal feasible subsystems extending the feasible subsystem A′′x ≥ b′′, natu-
rally includes both problems of generating anti-simplices and simplices. Clearly, the
former problem can be written in the form (5) by considering (2) and all maximal
extensions of an empty subsystem. For the latter problem, note that the vertices of a
bounded polyhedron {x ∈ Rn | Ax = b, x ≥ 0}, where b = 0, are in one-to-one cor-
respondence with the maximal feasible extensions of the subsystem Ax = b, x ≥ 0
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in the infeasible system Ax = b, x ≥ 0, x ≤ 0. Although the general problem of gen-
erating maximal feasible extensions is NP-hard as stated above, the special cases of
generating simplices and anti-simplices remain open.
2 Proof of Theorem 1
In this section we prove Theorem 1 by a reduction from satisfiability, a well-known
NP-complete problem (see [17]).
We consider n propositional Boolean variables Xj , j = 1, . . . , n, we denote by
X = 1 − X the negation of X, we call variables and their negations literals, and
elementary disjunctions of literals clauses. We next consider an arbitrary conjunctive
normal form (CNF) φ = C1 ∧C2 ∧· · ·∧Cm, i.e., where Ci , i = 1, . . . ,m, are clauses.
A truth assignment to the variables is called satisfying for the CNF φ, if φ evaluates
to true, i.e., if at least one literal evaluates to true in each of the clauses of φ.
In what follows we associate to φ a weighted directed graph (G,w) and a set X
of negative circuits of G such that (G,w) has a negative circuit not belonging to X
if and only if φ has a satisfying assignment. Because (G,w) and X are constructed
from φ in O(mn) time, and the weight function w uses only two different values
(1 and −1), Theorem 1 follows readily from this construction. This is because the
decision problem “Is there a negative circuit in (G,w) which does not belong to X ?”
is in NP. To complete the proof of Theorem 1, we provide in the following a construc-
tion with these properties, such that every satisfying assignment to φ corresponds to
a negative circuit of (G,w) not belonging to X and, vice versa, every negative circuit
of (G,w) which does not belong to X corresponds to a satisfying assignment of φ
(though the correspondence is not necessarily one-to-one).
To describe our construction, we denote for j = 1, . . . , n, respectively by oj
and o¯j , the number of occurrences of literal Xj and its negation Xj ; we denote by
xkj the kth occurrence of Xj , k = 1, . . . , oj , and by x¯kj the kth occurrence of Xj ,







(oj + o¯j ).
Since monotone variables, i.e., ones for which oj = 0 or o¯j = 0, can be easily elimi-
nated from a satisfiability problem, we can assume without any loss of generality that
oj > 0 and o¯j > 0 hold for all variables j = 1, . . . , n.
For instance, if n = 3 and
φ = (X1 ∨ X2 ∨ X3
) ∧ (X1 ∨ X2 ∨ X3
) ∧ (X1 ∨ X2 ∨ X3
)
, (6)
then we have o1 = 2, o¯1 = 1, o2 = 2, o¯2 = 1, o3 = 1, o¯3 = 2, and
L = {x11 , x12 , x¯13 , x21 , x¯12 , x13 , x¯11 , x22 , x¯23
}
.
We define the vertex set of the graph G = (V ,E) associated to φ as
V = U ∪ Q ∪
n⋃
j=1
(Yj ∪ Zj ),
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where U , Q, and Yj and Zj for j = 1, . . . , n are pairwise disjoint, defined as
U = {uk | k = 0,1, . . . ,m + n},
Q = {a(), b() ∣∣  ∈ L},
Yj = {yjk | k = 1, . . . , oj − 1} for j = 1, . . . , n, and
Zj = {zjk | k = 1, . . . , o¯j − 1} for j = 1, . . . , n.
The graph itself has a ring structure, the skeleton of which is the set U . For every
variable Xj of φ we have two parallel directed paths from uj−1 to uj . The first
path corresponding to Xj contains vertices Yj (and some other vertices), while the
second path, corresponding to Xj , passes through vertices of Zj (j = 1, . . . , n). For
convenience, we also introduce the notation
yj0 = zj0 = uj−1 and yj,oj = zj,o¯j = uj (7)
for j = 1, . . . , n. To every clause Ci of φ we associate |Ci | parallel directed paths
from un+i−1 to un+i , one for each of the literals in Ci (i = 1, . . . ,m). Finally vertices
a() and b() correspond exclusively to literal occurrence  ∈ L.
We consider next the weighted graph H(a,b,p, q, r, s) (see Fig. 1) on six nodes
a, b, p, q , r , and s, having six arcs, the weights of which are as follows:
w(a,b) = w(b,a) = −2 and
w(p,a) = w(b,q) = w(r, b) = w(a, s) = 1. (8)
To every literal occurrence  ∈ L we associate a disjoint copy of H(a,b,p, q, r, s),
and denote by a(), b(), etc., its nodes, and by E its arc set. Note that each of these
small subgraphs can be decomposed into two directed paths, each consisting of three
































where E0 = {(um+n,u0)} with weight w(um+n,u0) = −1.
Fig. 1 The directed graph
H(a,b,p, q, r, s) associated
with literal occurrences
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In each of the subgraphs corresponding to the literal occurrences  ∈ L, we have
the nodes a() and b() already introduced in Q ⊆ V , while the nodes p(), q(),
r(), and s() for  ∈ L are corresponding to some other vertices of G, according to
the following definitions:
p() = yj,k−1 and q() = yjk if  = xkj ,
p() = zj,k−1 and q() = zjk if  = x¯kj , and
r() = un+i−1 and s() = un+i if  ∈ Ci.
In other words, for every literal occurrence  of clause Ci the set Ec forms a three-arc
directed path from un+i−1 to un+i . Furthermore, by (7) and by the above definitions,
the sets Ev for  = x1j , x2j , . . . , x
oj
j form a directed path from uj−1 to uj through the
vertices of Yj , consisting of 3oj arcs, for every variable Xj . Similarly, the sets Ev for
 = x¯1j , x¯2j , . . . , x¯
o¯j
j form another directed path from uj−1 to uj through the vertices
of Zj , consisting of 3o¯j arcs.
In summary, G = (V ,E) consists of |V | = 3|L| + m − n + 1 vertices and |E| =
6|L| + 1 arcs, and the weight function w takes only values in {−2,−1,1}. Note that
we can split arcs of weight −2 to obtain a graph whose arcs all have weight ±1.
Returning to the example CNF φ given in (6), the corresponding graph G = (V ,E)
is shown in Fig. 2. To make the drawing of such a graph visually more clear, for every
literal occurrence  nodes a() and b() of G are represented by two separate points
of the picture each, labeled as a() and a′(), and as b() and b′(), respectively.
Similarly, node un is represented by two points in the figure, labeled un and u′n. Arcs
Fig. 2 G is obtained by identifying vertices a(l), a′(l), and b(l), b′(l), for each literal occurrence l, and
u3, u′3 in the graph above. The lower part of the graph corresponds to the literals and the upper part
corresponds to the clauses
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in the sets Ec for  ∈ L are drawn as dashed lines, while those belonging to Ev for
 ∈ L are drawn as solid lines.
Observe first that the arcs (a(), b()) and (b(), a()) form a circuit of total
weight −4 for every literal occurrence  ∈ L. We denote byX the set of these circuits,
i.e., |X | = |L|, and we denote by F the set of all directed negative circuits of G.
We claim that from every satisfying assignment X of φ we can construct a directed
negative circuit DX ∈F\X and, conversely, from every directed negative circuit D ∈
F\X we can construct a satisfying assignment XD of φ. As we noted at the beginning
of this section, this claim implies Theorem 1.
To see this claim, we first consider a satisfying assignment X = (X1, . . . , Xn) ∈
{0,1}n of φ. Since X satisfies φ, we have a literal occurrence i in every clause Ci ,
i = 1, . . . ,m, such that i evaluates to true at X (i.e., i(X) = 1). We also denote by
W the set of all those literal occurrences which evaluate to false at X, i.e., W = { ∈














forms a circuit in G not belonging to X . Since we have w(Ec) = w(Ev ) = 0 for
all literal occurrences  ∈ L, it follows by the above definitions that w(DX) =
w(um+n,u0) = −1, i.e., DX ∈F\X as claimed.
We again return to the CNF φ given in (6). We consider the satisfying assignment
X = (1,0,0) of φ. We choose literal occurrences x¯13 ∈ C1, x¯21 ∈ C2, and x¯23 ∈ C3 that
















Before proving the reverse direction of our main claim, we first observe some
simple properties of our construction. To simplify notation, recall that E = Ec ∪Ev
for  ∈ L, and that the six-vertex subgraphs induced by the arc set E have the same
structure and weights, as in Fig. 1, for all  ∈ L. The following property of these
subgraphs are instrumental in our proof.
Lemma 1 Given a circuit D ⊆ E of G, not belonging to X , and given a literal
occurrence  ∈ L, we have
w(D ∩ E) ∈ {0,2,4}.
Moreover, w(D ∩E) = 0 only if the set D ∩E is one of the following three subsets
of E: Ec , Ev , or ∅.
Proof Since D is a circuit not belonging to X , D cannot contain both arcs
(a(), b()) and (b(), a()). Thus, denoting A = {(p(), a()), (a(), s())} and
B = {(r(), b()), (b(), q())} we have that D ∩ E is one of the following six
sets: ∅, A, B, A ∪ B, Ec , and Ev . Since we have w(∅) = w(Ec) = w(Ev ) = 0,
w(A) = w(B) = 2, and hence w(A ∪ B) = 4, the statement follows. 
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Fig. 3 Thick lines are edges of the negative circuit DX corresponding to the satisfying assignment
X = (1,0,0). The vertices u3, u′3 are identified. Since DX contains arcs (b′(x¯13 )a′(x¯13 )), (b′(x¯12 )a′(x¯12 )),
and (b′(x¯23 )a′(x¯23 )) but it does not contain arcs (a(x¯13 )b(x¯13 )), (a(x¯12 )b(x¯12 )), and (a(x¯23 )b(x¯23 )), no circuit
of X is contained in DX
Returning to the reverse direction of our main claim, we consider a negative circuit








we must have by Lemma 1 that (um+n,u0) ∈ D and
w(D ∩ E) = 0 for all  ∈ L. (9)
We show first that D passes through all vertices in U , includes exactly one of
the two parallel paths between uj−1 and uj for j = 1, . . . , n, and exactly one of the
parallel paths between un+i−1 and un+i for all i = 1, . . . ,m.
As we observed above, we have u0 as a vertex of D. Thus D must contain an
arc leaving u0, say it contains (u0, ax11 ). Then, by (9) and by Lemma 1, we must have
Ev
x11
⊆ D, i.e., D must pass through vertex y11. Since only (y11, a(x21)) is leaving y11,
by repeating the above argument we can conclude that we must also have Ev
x21
⊆ D,




⊆ D, i.e., that D includes u1 as a vertex. Repeating
the same argument, we can prove by induction that for all indices j = 1, . . . , n, if
Ev
x1j
⊆ D, then we must have Ev
xkj
⊆ D for all k = 1, . . . , oj , and that if Ev
x¯1j
⊆ D, then
we must also have Ev
x¯kj
⊆ D for all k = 1, . . . , o¯j . We then define a truth assignment












Furthermore, repeating a similar argument for vertices un, un+1, . . . , un+m−1, un+m
we can also conclude that D must contain the set Eci for exactly one of the literals
i ∈ Ci , for each clause Ci of φ. Since D is a circuit in which no vertex a() or b()
is repeated, we must have that i(XD) = 1 for all i = 1, . . . ,m, i.e., that XD is indeed
a satisfying assignment of φ.
These observations prove the reverse direction of our main claim, and hence con-
clude the proof of Theorem 1. 
3 Proof of Theorem 2
We can repeat essentially the same proof as for the directed case, with the excep-
tion that we associate with every literal occurrence  ∈ L a different subgraph de-
noted by E: We now associate with  ∈ L six nodes, a = a(), b = b(), c = c(),
d = d(), e = e(), and f = f (), and the following ten edges:
E =
{
(a, b), (b, c), (c, d), (d, e), (e, f ), (a, f ), (a,p), (b, q), (d, r), (e, s)
}
,
where nodes p = p(), q = q(), r = r(), and s = s() are identified with the other
nodes of G, in the same way as in the previous proof. To simplify notation, we omit
the reference to  whenever it is clear from the context which literal occurrence we
are talking about. The weights of the edges of E are defined as
w(a,p) = w(b,q) = w(d, r) = w(e, s) = 5
2
, and
w(a,b) = w(b, c) = w(c, d) = w(d, e) = w(e,f ) = w(a,f ) = −1.
Note that in each of these subgraphs there is a negative circuit (see Fig. 4), formed
by the six edges D = {(a, b), (b, c), (c, d), (d, e), (e, f ), (a, f )}. We denote by X =
{D |  ∈ L} the collection of these negative circuits, and let F denote the family of
all negative circuits in G.
Fig. 4 The undirected graph
associated with literal
occurrences
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By an analogous proof as in the previous section, we can show that there exists a
negative circuit belonging to F\X if and only if φ has a satisfying assignment. The
key observation in this case, the analogue of Lemma 1, is the following claim, which
can easily be verified, e.g., by looking at Fig. 4.
Lemma 2 For a circuit D of G not belonging to X and literal occurrence  ∈ L we
have
w(D ∩ E) ∈ {0,1,2,3,4}
and it is equal to 0 only if D ∩ E is one of the following three sets: ∅,
Ev =
{





(a, b), (b, c), (c, d), (e, f ), (a, f ), (d, r), (e, s)
}
.
Remark The construction in Theorem 1 can be slightly modified to show that
the NP-hardness result of Corollary 2 applies to polyhedra with 0/1-vertices (see
arXiv:0801.3790v1 for more details).
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