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Abstract
This paper presents a weakly supervised sparse
learning approach to the problem of noisily
tagged image parsing, or segmenting all the ob-
jects within a noisily tagged image and identify-
ing their categories (i.e. tags). Different from
the traditional image parsing that takes pixel-
level labels as strong supervisory information,
our noisily tagged image parsing is provided with
noisy tags of all the images (i.e. image-level la-
bels), which is a natural setting for social im-
age collections (e.g. Flickr). By oversegment-
ing all the images into regions, we formulate
noisily tagged image parsing as a weakly super-
vised sparse learning problem over all the re-
gions, where the initial labels of each region are
inferred from image-level labels. Furthermore,
we develop an efficient algorithm to solve such
weakly supervised sparse learning problem. The
experimental results on two benchmark datasets
show the effectiveness of our approach. More no-
tably, the reported surprising results shed some
light on answering the question: can image-level
labels replace pixel-level labels (hard to access)
as supervisory information for image parsing.
1. Introduction
Image parsing is an interesting problem in computer vi-
sion. The goal of image parsing is to segment all the objects
within an image and then identifying their categories (i.e.
inferring pixel-level labels). In the past years, image pars-
ing has been drawn much attention (Shotton et al., 2006;
Yang et al., 2007; Shotton et al., 2008; Kohli et al., 2009;
Ladicky et al., 2009; 2010; Csurka & Perronnin, 2011;
Lucchi et al., 2012; Tighe & Lazebnik, 2013). Although
these methods have been reported to achieve promising re-
sults, most of them take pixels-level labels as the inputs of
image parsing. In real-world applications, this supervisory
information is time-consuming to access, and fully super-
vised methods cannot be widely applied in practice.
Recently, many efforts have been made to exploit image-
level labels for image parsing (Verbeek & Triggs, 2007;
Vezhnevets & Buhmann, 2010; Vezhnevets et al., 2011;
2012; Liu et al., 2013; Zhang et al., 2013), considering that
image-level labels are much easier to access than pixels-
level labels. The goal of image parsing is then to infer
pixels-level labels from this weak supervisory information.
As compared to the traditional image parsing that takes
pixels-level labels as inputs, such weakly supervised image
parsing is more flexible in real-world applications. How-
ever, it is still time-consuming to collect the image-level
labels. We hope that such supervisory information can be
provided for image parsing automatically.
Fortunately, this weakly supervised setting for image pars-
ing become feasible with the burgeoning growth of social
images over photo-sharing websites (e.g. Flcikr). That is,
the tags of social images provided by users can be used as
image-level labels for image parsing. It is worth noting that
the tags of social images may be noisy (or incomplete) in
practice (Tang et al., 2009), although they are very easy to
access. Hence, the main challenge lies in how to effectively
exploit the noisy image-level labels for image parsing.
However, such noisily tagged image parsing has been com-
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Figure 1. The flowchart of our weakly supervised sparse learning (WSSL) for image parsing, where the initial labels of regions are
inferred from image-level labels and then smoothed by using some prior knowledge about regions and object categories.
pletely ignored in recent work (Verbeek & Triggs, 2007;
Vezhnevets & Buhmann, 2010; Vezhnevets et al., 2011;
2012; Liu et al., 2013; Zhang et al., 2013).
In this paper, we thus focus on developing a weakly su-
pervised sparse learning approach to the problem of noisily
tagged image parsing. The basic idea is to first overseg-
ment all the images into regions and then infer the labels
of regions from the initial image-level labels. It should be
noted that the initial labels of regions cannot be accurately
estimated, even if clean image-level labels are initially pro-
vided for image parsing. Hence, our main motivation is
to continuously suppress the noise in the labels of regions
by an iteration procedure. More concretely, inspired by
the success use of sparse learning (Elad & Aharon, 2006;
Mairal et al., 2008; Wright et al., 2009) for noise reduction
in different challenging tasks, we formulate such iteration
procedure as a weakly supervised sparse learning problem
over all the regions. Here, we do not impose extra require-
ments on the initial image-level labels, unlike (Liu et al.,
2013) that is limited to clean and complete image-level la-
bels for image parsing. Based on L1-minimization tech-
niques (Donoho, 2004; Figueiredo et al., 2007; Lee et al.,
2007; Chen et al., 2011), we further develop an efficient it-
erative algorithm to solve such weakly supervised sparse
learning problem for noisily tagged image parsing.
The flowchart of our weakly supervised sparse learn-
ing (WSSL) for image parsing is illustrated in Figure 1.
Here, we adopt the Blobworld method (Carson et al.,
2002) for oversegmentation, since it can automatically
detect the number of regions within an image. More-
over, we utilize the image-level labels provided for im-
age parsing to infer the initial labels of regions, which
are further smoothed by using some prior knowledge
about regions and object categories. In this paper, to
make comparison with the state-of-the-art image parsing
results (Ladicky et al., 2009; Csurka & Perronnin, 2011;
Lucchi et al., 2012; Zhang et al., 2013), we conduct exper-
iments on two benchmark datasets: MSRC (Shotton et al.,
2006) and VOC2007 (Everingham et al., 2007). Mean-
while, to verify the effectiveness of our WSSL approach to
noisily tagged image parsing, we then add random noise
to the initial image-level labels for the two benchmark
datasets. As shown in our later experiments, our WSSL
approach can achieve better (or at least comparable) re-
sults with respect to the state-of-the-arts. Especially on
the VOC2007 dataset, our WSSL approach is shown to
have superior performance in image parsing even if we add
much noise to the initial image-level labels.
To emphasize our main contributions, we summarize the
following distinct advantages of our WSSL approach:
• This is the first attempt to formulate image parsing as
weakly supervised sparse learning from the viewpoint
of noise reduction over the labels of regions, to the
best of our knowledge. In fact, the challenging prob-
lem of noisily tagged image parsing has been ignored
in the context of image parsing.
• We have developed an efficient algorithm for our
weakly supervised sparse learning based on L1-
minimization techniques, unlike many previous im-
age parsing approaches that incur too large time cost.
Moreover, although only tested in image parsing, our
WSSL approach can be readily applied to other chal-
lenging tasks for the need of noise reduction.
• The surprising results achieved by our WSSL ap-
proach shed some light on answering the question:
can image-level labels replace pixel-level labels as
supervisory information for image parsing. That is,
when the image-level labels (maybe noisy) are easy
to access in practice, we can achieve promising image
parsing results, without the need to directly collect the
pixel-level labels with too expensive cost.
The remainder of this paper is organized as follows. Sec-
tion 2 provides a brief review of related work. In Section 3,
we develop an efficient weakly supervised sparse learning
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algorithm based on L1-minimization techniques. In Sec-
tion 4, the proposed algorithm is applied to noisily tagged
image parsing. In Sections 5 and 6, we present the experi-
mental results and draw our conclusions, respectively.
2. Related Work
In this paper, we investigate a new type of weakly super-
vised image parsing which takes the noisy tags of the im-
ages (i.e. image-level labels) as the inputs. It is worth
noting that our weakly supervised setting is quite differ-
ent from the other two settings for image parsing that have
been widely adopted in the literature. In (Shotton et al.,
2006; Yang et al., 2007; Shotton et al., 2008; Kohli et al.,
2009; Ladicky et al., 2009; 2010; Csurka & Perronnin,
2011; Lucchi et al., 2012; Tighe & Lazebnik, 2013), a fully
supervised stetting is considered for image parsing which
can achieve promising results by utilizing pixels-level la-
bels for training, but the pixels-level labels are time-
consuming to obtain in practice. In (Verbeek & Triggs,
2007; Vezhnevets & Buhmann, 2010; Vezhnevets et al.,
2011; 2012; Liu et al., 2013; Zhang et al., 2013), the
image-level labels easier to access are thus utilized for
training in image parsing, but some extra requirements are
usually imposed on the initial image-level labels. For ex-
ample, (Liu et al., 2013) is limited to clean and complete
image-level labels due to the special model used for image
parsing. In contrast, our noisily tagged image parsing takes
the noisy tags of all the images as the supervisory informa-
tion. This weakly supervised setting is natural for social
image collections (e.g. Flickr), where the noisy tags pro-
vided by social users are easy to access. Under this setting,
the main challenge in image parsing thus lies in how to ex-
ploit the noisy image-level labels effectively.
Inspired by the success use of sparse learning for noise
reduction in different challenging tasks (Elad & Aharon,
2006; Mairal et al., 2008; Wright et al., 2009), we thus for-
mulate noisily tagged image parsing as a weakly supervised
sparse learning problem. To the best of our knowledge,
we have made the first attempt to formulate image parsing
from the viewpoint of noise reduction over the labels of re-
gions. In such problem formulation, we actually impose no
extra requirements on the initial image-level labels (which
can be noisy or even incomplete), unlike the recent work
(Liu et al., 2013). This means that our weakly supervised
sparse learning is more flexible in real-world applications.
Moreover, although sparse reconstruction has been applied
to image parsing in (Zhang et al., 2013), the problem of
noisily tagged image parsing is completely ignored. Fi-
nally, it should be noted that sparse learning has been used
for noise reduction over the noisy tags of images in the
social image classification and retrieval tasks (Tang et al.,
2009). However, our noisily tagged image parsing is much
more challenging than these tasks considering that the ini-
tial labels of regions cannot be accurately estimated even if
clean image-level labels are provided initially.
Based on L1-minimization techniques (Donoho, 2004;
Figueiredo et al., 2007; Lee et al., 2007; Chen et al., 2011),
we develop an efficient algorithm for our weakly su-
pervised sparse learning, unlike many previous image
parsing approaches (Shotton et al., 2006; Ladicky et al.,
2009; Vezhnevets et al., 2011; 2012) that incur too large
time cost during training a generative or discriminative
model. When evaluated on two benchmark datasets,
our weakly supervised sparse learning algorithm for im-
age parsing can achieve better (or at least comparable)
results than the state-of-the-art methods (Ladicky et al.,
2009; Csurka & Perronnin, 2011; Lucchi et al., 2012;
Zhang et al., 2013). Especially on the VOC2007 dataset,
our algorithm is shown to outperform the representa-
tive fully-supervised image parsing method (Ladicky et al.,
2009), even if we add much noise to the initial image-level
labels. This means that we actually can exploit the image-
level labels (easy to access but maybe noisy) from social
image collections for image parsing, instead of the pixel-
level labels hard to access in practice.
3. Weakly Supervised Sparse Learning
In this section, we first formulate noisily tagged image
parsing as a weakly supervised learning problem from the
viewpoint of noise reduction over the labels of regions.
Furthermore, we discuss how to smooth the initial labels of
regions which cannot be accurately estimated initially. Fi-
nally, we develop an efficient algorithm to solve the weakly
supervised sparse learning problem.
3.1. Problem Formulation
The problem of noisily tagged image parsing is defined as
follows. Given a set of noisily tagged images, we adopt
the Blobworld method (Carson et al., 2002) to overseg-
ment each image and then generate a large set of regions
X = {x1, ..., xN}, where N is the total number of regions
collected from all the images. In this paper, each region
xi (i = 1, ..., N) is denoted by a feature vector by extract-
ing color and texture information from this region. More-
over, the initial labels of all the regions Y = {yij}N×C
are inferred from the image-level labels (i.e. noisy tags)
provided for image parsing as: yij = 1 if the region xi
belongs to an image which is labeled with category j and
yij = 0 otherwise, where C is the number of object cate-
gories. However, the initial labels of regions cannot be ac-
curately estimated by such simple inference, even if clean
image-level labels are provided initially. Hence, we need
to perform noise reduction over Y for image parsing. In
the following, we will formulate such noise reduction as a
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weakly supervised sparse learning problem.
Before giving our problem formulation, we first model the
whole set of regions as a graph G = {V ,W}with its vertex
set V = X and weight matrix W = {wij}N×N , where
wij denotes the similarity between xi and xj . The weight
matrix W is usually defined by the Gaussian kernel. The
normalized Laplacian matrix L of G is given by
L = I −D−
1
2WD−
1
2 , (1)
where I is an N ×N identity matrix, and D is an N ×N
diagonal matrix with its i-th diagonal element being equal
to the sum of the i-th row of W (i.e. ∑j wij ). We further
derive a new matrix B from L:
B = Σ
1
2V T , (2)
where V is anN×N orthonormal matrix with each column
being an eigenvector of L, and Σ is an N × N diagonal
matrix with its diagonal element Σii being an eigenvalue of
L (sorted as 0 ≤ Σ11 ≤ ... ≤ ΣNN ). Since the eigenvalue
decomposition of L is denoted as L = V ΣV T , we can
represent L in a symmetrical decomposition form:
L = (Σ
1
2V T )TΣ
1
2 V T = BTB. (3)
Based on the aforementioned notations, we formulate nois-
ily tagged image parsing as the following weakly super-
vised sparse learning problem from the viewpoint of noise
reduction over the labels of regions:
min
Yˆ≥0,F
1
2
||Yˆ − F ||2F + λ||BF ||1 + γ||Yˆ − Y ||1, (4)
where Yˆ ∈ RN×C collects the optimal labels of regions,
F ∈ RN×C denotes an intermediate representation for
noise reduction, and λ (or γ) denote the positive regular-
ization parameter. The first and third terms of the above
objective function are the L2-norm and L1-norm fitting
constraints, respectively. The second term is the graph
smoothness constraint, which means that the intermedi-
ate representation F should not change too much between
similar regions. By taking Equation (3) into account, we
find that this L1-norm graph smoothness is closely related
to the well-known Laplacian regularization (Zhou et al.,
2004; Zhu et al., 2003) which has been widely used for
graph-based learning in the literature.
If our weakly supervised sparse learning is considered
as compressed sensing, the graph smoothness constraint
||BF ||1 actually induces kind of sparsity in the compressed
domain spanned by the eigenvectors of L (see more dis-
cussion in Subsection 3.3). The effect of such sparsity
penalty can be transferred to Yˆ by solving Equation (4)
with F being an intermediate representation. Meanwhile,
the L1-norm fitting constraint ||Yˆ − Y ||1 imposes direct
noise reduction on Y . That is, we have induced not only
the smoothness sparsity ||BF ||1 in the compressed domain
but also the noise sparsity ||Yˆ − Y ||1 in the original space
into our weakly supervised sparse learning.
Although we have successfully given the problem formula-
tion for noisily tagged image parsing from the viewpoint of
noise reduction, there remain two key problems to be con-
cerned: how to smooth the initial labels of regions stored in
Y , and how to solve the weakly supervised sparse learning
problem efficiently. In the next two subsections, we will
address these two problems, respectively.
3.2. Initial Label Smoothing
It should be noted that there exists much noise in the initial
labels of regions stored in Y which are estimated only by a
simple inference from the image-level labels, even if we are
initially provided with clean image-level labels. Such noise
issue becomes more serious when the problem of noisily
tagged image parsing is considered. In the following, we
adopt two smoothing techniques to suppress the noise in Y
and reestimate Y as accurately as possible.
We first smooth the initial labels of regions stored in Y by
considering the relative size of regions. Let ρi be the ratio
of the region xi occupying the image that xi belongs to,
where i = 1, ..., N . We directly define the smoothed labels
of regions Y˜ = {y˜ij}N×C as follows:
y˜ij = ρiyij , (5)
which means that a larger region is more important for
our weakly supervised sparse learning. More notably, such
smoothing technique can suppress the negative effect of the
tiny regions produced by oversegmentation.
We further refine the smoothed Y˜ by exploiting the seman-
tic context of object categories. In the task of image pars-
ing, some object categories may be semantically correlated,
e.g., “water” and “sky” are at a high probability to occur in
the same image while “water” and ”book” are less possible
to occur together. In fact, such semantic context can be de-
fined using a single matrix A = {ajj′}C×C based on the
Pearson product moment correlation as follows. Let the la-
bels of M images are collected as Z = {zij}M×C , where
zij = 1 if image i is labeled with category j and zij = 0
otherwise. We define A = {ajj′}C×C by:
ajj′ =
∑M
i=1(zij − µj)(zij′ − µj′ )
(M − 1)σjσj′
, (6)
where µj and σj are the mean and standard deviation of
column j of Z , respectively. By directly using the la-
bel propagation technique (Zhou et al., 2004), we further
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smooth Y˜ with the semantic context:
Y¯ = Y˜ (I − αD−1/2c AD
−1/2
c )
−1, (7)
where α ∈ (0, 1), and Dc is a diagonal matrix with its j-th
diagonal element being
∑
j′ ajj′ .
Once we have obtained the final smoothed Y¯ , we reformu-
late our weakly supervised sparse learning problem as:
min
Yˆ≥0,F
1
2
||Yˆ − F ||2F + λ||BF ||1 + γ||Yˆ − Y¯ ||1. (8)
In the following, we will develop an efficient algorithm to
solve the above problem for noisily tagged image parsing.
3.3. Efficient WSSL Algorithm
The L1-minimization problem (8) can be solved in the fol-
lowing two alternate optimization steps:
F ∗ = argmin
F
1
2
||F − Yˆ ∗||2F + λ||BF ||1, (9)
Yˆ ∗ = argmin
Yˆ≥0
1
2
||Yˆ − F ∗||2F + γ||Yˆ − Y¯ ||1. (10)
We set Yˆ ∗ = Y¯ initially. As a basic L1-minimization prob-
lem, the second subproblem (10) has an explicit solution:
Yˆ ∗ = soft thr(F ∗, Y¯ , γ), (11)
where soft thr(·, ·, γ) is a soft-thresholding function. Here,
we directly define z = soft thr(x, y, λ) as:
z =
{
z1 = max(x− λ, y), f1 ≤ f2
z2 = max(0,min(x+ λ, y)), f1 > f2
, (12)
where f1 = (z1 − x)2 + 2λ|z1 − y| and f2 = (z2 − x)2 +
2λ|z2 − y|. In the following, we focus on developing an
efficient algorithm to solve the first subproblem (9).
It should be noted that directly solving theL1-minimization
subproblem (9) is computationally intractable in the task
of image parsing consider that only the computation of B
would incur too large time cost. Fortunately, the dimension
of our weakly supervised sparse learning can be reduced
dramatically by working only with a small subset of eigen-
vectors of L. That is, similar to (Fergus et al., 2010), we
significantly reduce the dimension of F by requiring it to
take the form of F = VmU where U is an m × C matrix
that collects the reconstruction coefficients and Vm is an
N ×m matrix whose columns are the m eigenvectors with
smallest eigenvalues (i.e. the first m columns of V ). The
first subproblem (9) can now be formulated as:
argmin
U
1
2
||VmU − Yˆ
∗||2F + λ||BVmU ||1
= argmin
U
C∑
j=1
1
2
||VmU.j − Yˆ
∗
.j ||
2
2
+ λ||BVmU.j||1, (13)
where Yˆ ∗.j and U.j denote the j-th column of Yˆ ∗ and U , re-
spectively. The above problem can be further decomposed
into the following C independent subproblems:
argmin
U.j
1
2
||VmU.j − Yˆ
∗
.j ||
2
2
+ λ||BVmU.j||1
= argmin
U.j
1
2
||VmU.j − Yˆ
∗
.j ||
2
2
+ λ||
m∑
i=1
Σ
1
2V TV.iuij ||1
= argmin
U.j
1
2
||VmU.j − Yˆ
∗
.j ||
2
2
+ λ
m∑
i=1
Σ
1
2
ii|uij |, (14)
where the orthonormality of V is used to simplify the
L1-norm sparsity regularization term ||BVmU.j||1. The
first term of the above objective function denotes the lin-
ear reconstruction error which just takes the same form
as that used in the well-known sparse coding (Lee et al.,
2007), while the second term denotes the weighted L1-
norm sparsity regularization over the reconstruction coef-
ficients. That is, the first subproblem (9) has been trans-
formed into a generalized sparse coding problem. In this
paper, we solve this generalized sparse coding problem di-
rectly using the Matlab toolbox L1General1.
The formulation F.j = VmU.j (m≪ N) used in Equation
(14) has two distinct advantages. Firstly, we can transform
the original L1-minimization problem (9) into a general-
ized sparse coding problem, which can then be solved at
a linear time cost with respect to the data size N . Sec-
ondly, we do not need to compute the full matrix B, which
is especially suitable for image parsing with a large set of
regions. In fact, we only need to compute the m smallest
eigenvectors of L. To speed up this step, we choose to con-
struct k-nearest neighbors (k-NN) graphs for our weakly
supervised sparse learning. Given a k-NN graph (k ≪ N ),
the time complexity of finding m smallest eigenvectors of
the sparse matrix L is O(m3 + m2N + kmN), which is
scalable with respect to the data size N .
Considering the two alternate optimization steps together,
our efficient algorithm for weakly supervised sparse learn-
ing (WSSL) is outlined as follows:
(1) Construct a k-NN graph with its weight matrix W be-
ing defined over all the regions;
(2) Compute the normalized Laplacian matrix L = I −
D−
1
2WD−
1
2 according to Equation (1);
(3) Find the m smallest eigenvectors of the normalized
Laplacian matrix L and store them in Vm;
(4) Collect the initial image-level labels provided for im-
age parsing into Y and then smooth it as Y¯ ;
1http://www.di.ens.fr/
˜
mschmidt/Software/
L1General.html
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(5) Initialize Yˆ ∗ with the smoothed Y¯ as Yˆ ∗ = Y¯ ;
(6) Find the best solutionU∗ of the L1-minimization prob-
lem (13) by running the L1General software with re-
spect to each object category;
(7) Update Yˆ ∗ with F ∗ = VmU∗ according to Equation
(11): Yˆ ∗ = soft thr(F ∗, Y¯ , γ) ;
(8) Iterate Steps 6 and 7 until the stopping condition is sat-
isfied, and output the final parsing results Yˆ ∗.
In our later experiments, we find that our WSSL algorithm
generally converges in very limited number of iteration
steps (< 5). Moreover, according to our aforementioned
analysis, both Steps 3 and 6 are scalable with respect to the
data size N . Hence, our WSSL algorithm can be applied to
image parsing with a large set of regions.
3.4. Discussion
Although sparse learning has been successfully used for
noise reduction in different tasks (Elad & Aharon, 2006;
Mairal et al., 2008; Wright et al., 2009), little attention has
been paid to noisily tagged image parsing based on sparse
learning. In this paper, we develop a weakly supervised
sparse learning algorithm for noisily tagged image pars-
ing. In fact, we have made the first attempt to formulate
image parsing as weakly supervised sparse learning from
the viewpoint of noise reduction over the labels of regions.
In our problem formulation, we impose no extra require-
ments on the initial image-level labels (which can be noisy
or even incomplete) provided for image parsing, unlike the
recent work (Liu et al., 2013). This means that our weakly
supervised sparse learning is more flexible in real-world
applications. More notably, although originally designed
for noisily tagged image parsing, our weakly supervised
sparse learning can be readily applied to other challenging
tasks for the need of noise reduction.
4. Noisily Tagged Image Parsing
In the last section, we have just developed an efficient
weakly supervised sparse learning algorithm for noisily
tagged image parsing. The inputs of this algorithm are a
large set of regions and a set of image-level labels. To pay
our main attention to algorithm design itself, we assume
that the large set of regions have been provided in advance.
In the following, we will discuss how to generate this input
for our weakly supervised sparse learning algorithm.
Given a set of images, we adopt the Blobworld method
(Carson et al., 2002) for oversegmentation. Concretely, we
first extract a 6-dimensional vector of color and texture fea-
tures for each pixel of an image and then model this image
as a Gaussian mixture model. The pixels within this image
are then grouped into regions, and the number of regions
is automatically detected by a model selection principle.
To ensure an oversegmentation of each image, we slightly
modify the original Blobworld method: 1) the number of
regions is initially set to a large value; 2) model selection is
forced to be less important during segmentation.
After we have oversegmented all the images, we gener-
ate a large set of regions X = {x1, ..., xN}, where each
region is denoted as a 137-dimensional feature vector by
concatenating color and textual visual features. The 137-
dimensional feature vector includes: three mean color fea-
tures with their standard deviations (6-dimensional), three
mean texture features with their standard deviations (6-
dimensional), and 125-dimensional color histogram. Fi-
nally, we compute a Gaussian kernel overX for our weakly
supervised sparse learning algorithm.
The full algorithm for noisily tagged image parsing can be
summarized as follows:
(1) Oversegment each image into multiple regions using
the modified Blobworld method;
(2) Extract a 137-dimensional feature vector from each re-
gion by concatenating color and textual features;
(3) Perform image parsing by running our weakly super-
vised sparse learning algorithm proposed in Subsec-
tion 3.3 over the large set of regions.
As we have mentioned in Subsection 3.3, Step (3) for
image parsing runs very efficiently even on a large
set of regions, unlike many previous image parsing
approaches (Shotton et al., 2006; Ladicky et al., 2009;
Vezhnevets et al., 2011; 2012) that incur too large time cost
during training a generative or discriminative model. More-
over, although Step (1) is the most time-consuming in the
above algorithm, we can readily run this step in a dis-
tributed computing way to speed it up.
5. Experimental Results
In this section, we evaluate our weakly supervised sparse
learning (WSSL) algorithm for noisily tagged image pars-
ing. We first describe the experimental setup and then com-
pare our algorithm with other closely related methods.
5.1. Experimental Setup
We select two benchmark datasets for performance eval-
uation: MSRC (Shotton et al., 2006), and VOC2007
(Everingham et al., 2007). The MSRC benchmark dataset
contains 591 images, accompanied with a hand labeled
object segmentation of 21 object categories. Pixels on
the boundaries of objects are usually labeled as back-
ground and not taken into account in these segmentations.
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Figure 2. Some example results for image parsing by our WSSL algorithm in comparison with the ground-truth on the MSRC dataset.
Table 1. Accuracies (%) of different learning methods for noisily
tagged image parsing on the MSRC dataset. The standard devia-
tions are also provided along with the average accuracies.
Noisily tagged images 0% 25% 50% 75% 100%
Our WSSL 76±0 70±1 65±1 60±2 55±2
(Zhou et al., 2004) 68±0 63±1 58±1 53±1 46±2
(Tang et al., 2009) 70±0 63±1 56±1 50±1 43±2
(Chen et al., 2011) 51±0 50±1 50±1 49±1 47±1
The PASCAL VOC2007 benchmark dataset was used for
the PASCAL Visual Object Category segmentation con-
test 2007. It contains 5,011 training and 4,952 testing im-
ages where only the bounding boxes of the objects present
in the image are marked, and 20 object classes are given
for the task of classification, detection, and segmentation.
Rather than on the 5,011 annotated training images with
bounding box indicating object location and rough bound-
ary, we conduct experiments on the segmentation set with
the ‘train-val’ split including 632 images, which are well
segmented and thus are suitable for the evaluation of image
parsing. For the two benchmark datasets, we oversegment
each image into multiple regions and then totally obtain
about 7,000 regions and 15,000 regions, respectively.
To verify the effectiveness of our WSSL algorithm for nois-
ily tagged image parsing, we add random noise to the
image-level labels provided initially. Concretely, we ran-
domly select certain percent of images and then attach each
selected image with an extra wrong label. That is, the noise
strength is determined by the percent of noisily tagged im-
ages in the following experiments. By considering image
parsing as noise reduction over Y¯ , we compare our WSSL
algorithm with two representative sparse learning methods
(Tang et al., 2009; Chen et al., 2011) in the literature. Since
the sparsity regularization ||BF ||1 used by our WSSL al-
gorithm is related to the well-known Laplacian regular-
ization, we also make comparison to (Zhou et al., 2004)
Table 2. Accuracies (%) of different learning methods for nois-
ily tagged image parsing on the VOC2007 dataset. The standard
deviations are also provided along with the average accuracies.
Noisily tagged images 0% 25% 50% 75% 100%
Our WSSL 49±0 45±1 40±1 36±2 33±2
(Zhou et al., 2004) 28±0 25±1 23±1 20±2 17±1
(Tang et al., 2009) 34±0 31±1 27±1 24±2 20±1
(Chen et al., 2011) 31±0 28±1 25±1 21±1 18±2
which is a representative method using Laplacian regular-
ization. Moreover, to compare our WSSL algorithm with
the state-of-the-art methods, we evaluate the image parsing
results on a subset of images equivalent to the test set used
in (Ladicky et al., 2009; Lucchi et al., 2012; Shotton et al.,
2008; Vezhnevets et al., 2011; Zhang et al., 2013) for each
benchmark dataset. In this paper, the accuracies are used
to measure the image parsing results by comparing them
to the ground truth segmentations pixel by pixel, which are
further averaged over 25 random runs.
In the experiments, we construct k-NN graphs over the
large set of regions X for all the related methods to speed
up image parsing. Moreover, we set the parameters of
our WSSL algorithm as k = 550, α = 0.05, λ = 0.01,
γ = 0.01, and m = 35 uniformly for the two benchmark
datasets. The parameters of other closely related methods
are also set their respective optimal values.
5.2. Parsing Results
We first compare our WSSL algorithm to (Zhou et al.,
2004; Tang et al., 2009; Chen et al., 2011) by considering
noisily tagged image parsing as noise reduction over Y¯ .
The comparison results on the two benchmark datasets are
listed in Tables 1 and 2, respectively. Here, different per-
cents of noisily tagged images are provided for noisily
tagged image parsing initially. The immediate observa-
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Table 3. Accuracies (%) of different image parsing methods (with three settings) for individual categories on the MSRC benchmark
dataset. The last column is the average accuracy over all the categories.
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Fully (Ladicky et al., 2009) 80 96 86 74 87 99 74 87 86 87 82 97 95 30 86 31 95 51 69 66 9 75
supervised (Lucchi et al., 2012) 59 90 92 82 83 94 91 80 85 88 96 89 73 48 96 62 81 87 33 44 30 76
Weakly (Vezhnevets et al., 2011) 5 80 58 81 97 87 99 63 91 86 98 82 67 46 59 45 66 64 45 33 54 67
supervised (Zhang et al., 2013) 63 93 92 62 75 78 79 64 95 79 93 62 76 32 95 48 83 63 38 68 15 69
Ours (0% noise) 17 38 64 96 96 56 92 72 87 90 77 98 95 94 97 100 31 99 94 23 75 76
Noisily Ours (25% noise) 17 37 57 87 90 53 88 68 70 81 73 93 88 87 93 97 28 94 86 16 73 70
tagged Ours (50% noise) 12 35 50 77 81 50 84 65 62 70 74 85 84 77 86 90 25 91 84 14 69 65
Ours (75% noise) 7 34 43 63 73 49 78 60 53 63 75 79 80 69 82 88 24 88 80 9 62 60
Table 4. Accuracies (%) of different image parsing methods (with three settings) for individual categories on the VOC2007 benchmark
dataset. The last column is the average accuracy over all the categories.
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Fully (Ladicky et al., 2009) 27 33 44 11 14 36 30 31 27 6 50 28 24 38 52 29 28 12 45 46 30
supervised TKK from VOC2007 19 21 5 16 3 1 78 1 3 1 23 69 44 42 0 65 30 35 89 71 31
Weakly (Shotton et al., 2008) 14 8 11 0 17 46 5 13 4 0 30 29 12 18 40 6 17 17 14 9 16
supervised (Zhang et al., 2013) 48 20 26 25 3 7 23 13 38 19 15 39 17 18 25 47 9 41 17 33 24
Ours (0% noise) 54 69 52 50 64 46 41 51 37 57 16 47 76 77 26 36 47 25 83 25 49
Noisily Ours (25% noise) 49 66 44 47 62 44 39 44 32 51 16 44 66 72 25 31 42 20 78 22 45
tagged Ours (50% noise) 46 61 36 40 59 38 37 38 32 43 16 40 57 67 21 30 36 20 72 18 40
Ours (75% noise) 40 52 30 39 56 35 33 37 28 33 15 40 49 60 18 26 32 21 63 16 36
tion is that our WSSL algorithm achieves the best results
in all cases (see some example results shown in Figure 2).
This means that the two types of sparsity regularization
used by our WSSL algorithm indeed help to suppress the
noise in the initial labels of regions for noisily tagged im-
age parsing. Here, it should be noted that only one type of
sparsity regularization has been considered in (Tang et al.,
2009; Chen et al., 2011) for sparse learning. Moreover, the
impressive results reported in these two tables also demon-
strate that the main contributions of this paper lie in not
only our new problem formulation for image parsing but
also our effective WSSL algorithm itself.
We further show the comparison of our WSSL algorithm
to the state-of-the-art image parsing methods on the two
benchmark datasets in Tables 3 and 4, respectively. Here,
three settings for image parsing are considered: fully super-
vised image parsing using pixel-level labels (Ladicky et al.,
2009; Lucchi et al., 2012), weakly supervised image pars-
ing using clean image-level labels (Vezhnevets et al., 2011;
Zhang et al., 2013; Shotton et al., 2008), and our noisily
tagged image parsing using noisy image-level labels. It can
be observed that our WSSL algorithm can achieve better (or
at least comparable) results with respect to the state-of-the-
arts. In particular, by making observation over individual
categories, we find that our WSSL algorithm performs the
best for about half of categories on each benchmark dataset.
More notably, for the VOC2007 dataset, our WSSL algo-
rithm is shown to have superior performance even if we add
much noise to the initial image-level labels. Such surpris-
ing results actually shed some light on answering the ques-
tion: can image-level labels replace pixel-level labels as
supervisory information for image parsing. That is, when
the image-level labels (maybe noisy) are easy to access in
practice, we can achieve promising image parsing results
by our WSSL algorithm, without the need to directly col-
lect the pixel-level labels with too expensive cost.
Besides the above advantages in noisily tagged image pars-
ing, our WSSL algorithm has another distinct advantage,
i.e., it runs efficiently even on a large set of regions. For
example, the running time of noise reduction over Y¯ taken
by our WSSL algorithm, (Zhou et al., 2004), (Tang et al.,
2009), and (Chen et al., 2011) on the VOC2007 dataset
(N ≈ 15, 000) is 40, 47, 145, and 60 seconds, respectively.
We run all the algorithms (Matlab code) on a computer with
3GHz CPU and 32GB RAM. It can be clearly observed that
our WSSL algorithm runs the fastest among all the four
methods for noisily tagged image parsing.
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6. Conclusions
In this paper, we have investigated the challenging problem
of noisily tagged image parsing. From the viewpoint of
noise reduction over the labels of regions, we have formu-
lated noisily tagged image parsing as a weakly supervised
sparse learning problem. Based on L1-minimization tech-
niques, we have further developed an efficient algorithm
to solve such weakly supervised sparse learning problem.
The experimental results on two benchmark datasets have
demonstrated the effectiveness of our weakly supervised
sparse learning approach to noisily tagged image parsing.
The present work can be further improved in two ways: 1)
we can first smooth the image-level labels over all the im-
ages based on the sophisticated image analysis techniques,
before providing them for noisily tagged image parsing as
the inputs; 2) we can evaluate our weakly supervised sparse
learning approach directly over the social image collec-
tions, and we need to generate the ground truth segmen-
tations for the evaluation of image parsing.
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