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ABSTRACT 
Quantitative precipitation forecasts (QPF) are potentially the most significant challenge 
of weather forecasting, and have been historically difficult for numerical weather prediction 
(NWP) models to produce. Given the importance of QPF to weather forecasts, there is a need 
to improve its accuracy. Understanding and recognizing patterns prone to produce errors in 
model QPF can help predictions made by weather forecasters.  
The low level jet (LLJ) observed over the Great Plains is responsible for supporting 
warm-season convection by transporting heat and moisture into the Midwest. This study 
examines the two types of dominant mid and upper-level flow patterns during the warm-
season months of May-September over the United States, and how the LLJ interacts with this 
flow. Near the onset of the North American Monsoon there is a flow regime change that 
causes the mid and upper-levels of the troposphere to transition from a more frequent trough 
pattern to an anticyclone over the Midwest. Each of the two different flow regimes exists 
with one of two different types of LLJs. The LLJ is divided into two types, A-type and C-
type. C-type LLJs are characterized by the coupling of the jet with an upper-level trough and 
are more likely to occur before the onset of the monsoon. A-type LLJs show no coupling 
with the upper atmosphere and are more likely to occur after the onset of the monsoon. With 
an anticyclone present, it is not possible for a C-type low-level jet to form over the Midwest, 
only an A-type is possible. Distinguishing the two types of events and examining them 
independently led to evidence that NWP models more accurately produce QPF in C-type 
cases than in A-type cases. Improper simulation of the LLJ, and precipitation dissipation are 
examined for potential reasons for the inferior accuracy of the A-type cases. 
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CHAPTER 1. INTRODUCTION 
1.1 Introduction 
Quantitative precipitation forecasts (QPFs) are widely used from the production of 
hydroelectric power to recreational activities. Potentially the most significant challenge to 
numerical weather prediction (NWP) is accurately producing of QPFs. Given the importance 
of QPF, there is a need to improve its accuracy.  
Historically QPF accuracy has been lower when predicting warm season rainfall than 
cool season rainfall (Fritsch et al. 1998). The low level jet (LLJ) is a major contributor to 
warm season precipitation. Thus to have accurate QPFs we must have accurate predictions of 
the LLJ. Recognizing patterns that are likely to produce errors in the simulation of the LLJ 
can help forecasters identify potential errors in QPFs. Separating the LLJ into two distinct 
categories of those that are coupled and uncoupled with the upper level flow will allow QPF 
accuracy during these two patterns to be examined.  
Two different flow regimes exist over North America during The North American 
Monsoon System (NAMS), and can be examined as potential indicators of good or poor QPF 
accuracy. The flow before the onset of the NAMS is more dynamic and strongly forced as 
the upper level flow is more likely to be coupled with low level flow; this study will show 
that this is when QPF accuracy is at its highest. This is also when the type of LLJ that is 
coupled with the upper level flow is more likely to occur.  
The purpose of this paper is to show the difference in the accuracy of QPF in two 
different flow regimes during the NAMS that exist over the United States, the comparison of 
QPF accuracy when coupled and uncoupled LLJs are present, and the contribution of the 
GPLLJ to precipitation maxima over the Great Plains. 
Section 1 of this paper will offer an introduction and literature review. Section 2 will 
describe the data and methodology used. Section 3 will present results related to QPF 
verification for a number of different models. Section 4 will present results from a diagnostic 
approach used to analyze the errors in Section 2. Finally, Section 5 will offer a summary and 
suggestions for future work. Table 1 includes research methods, the purpose for using each 
method, and a hypothesis for each method. 
1.2 Great Plains Low Level Jet 
The nocturnal southerly low level jet that is frequently observed over the Great Plains is 
different from northerly low level jets experienced in the same area. A few differences are 
the northerly jet does not form in the same way, doesn’t experience a maximum frequency at 
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night such as the southerly jet, doesn’t show the same connection as the southerly jet does 
with the boundary layer, and is more likely in the winter than in the summer. Because of its 
importance this paper will examine the Great Plains Low Level Jet (GPLLJ) (Whiteman et. 
al. 1997). 
Bonner (1968) found the GPLLJ is most likely to occur from April to September, is 
generally a nighttime phenomenon, and shows a speed maximum 800 meters above ground 
level. 
Low-level jets are usually not the sole cause of convection, but the added heat and 
moisture are often responsible for creating a favorable environment for sustaining convection 
(Stensrud 1996). In a case study Uccellini and Johnson (1979) showed a LLJ was responsible 
for increasing moisture transport by more than a factor of 3 and heat transport by a factor of 
more than 2. 
LLJs similar to the GPLLJ are found on every continent, and are usually located to the 
east of mountain ranges (e.g. Rocky Mountains and Andes Mountains) or where large land-
sea temperature gradients exist (Stensrud 1996). The most frequent occurrence of LLJs is the 
GPLLJ over North America (Bonner 1968). Stensrud (1996) identified five mechanisms that 
have been extensively studied as contributions to the formation of the GPLLJ: inertial 
oscillation, shallow baroclinicity, terrain effects, isallobaric forcing, and vertical parcel 
displacement. 
An inertial oscillation can greatly increase the speed of the LLJ. The frictional effect that 
the surface of the Earth has on the LLJ during the day keeps the velocity of the jet 
subgeostrophic. Once the boundary layer stabilizes a nocturnal inversion develops just above 
the ground and acts as a nearly frictionless surface.  This isolates the LLJ from the effects of 
friction and allows the jet to accelerate to roughly the geostrophic wind speed. As the coriolis 
force turns the wind to the right of its path it eventually aligns the actual winds of the jet with 
the geostropic wind allowing the jet to become supergeostrophic and overshoot the 
geostrophic velocity (Blackadar 1957). 
Temperature differences over small distances created by shallow baroclinicity can create 
strong geostrophic forcing that allows a jet to form orthogonal to the temperature gradient. In 
the case of the GPLLJ this happens at night when the air over the surface of the mountains 
cools more rapidly than the air at the same height that is well above the Earth’s surface over 
the Great Plains (Holton 1967). The pressure gradient that develops allows the acceleration 
of the jet, and continues to support the jet after the inertial oscillation overshoot (McNider 
and Pielke 1981). 
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Terrain effects do not have a major influence on diurnal variability of the GPLLJ, but it 
can contribute to its strength. When the Bermuda High develops in the summer over the 
western Atlantic air is transported around the large anticyclone and towards the Rocky 
Mountains. As the air runs into the mountains it is deflected northward contributing to the 
strength of the GPLLJ. (Wexler 1961) 
Isallobaric forcing can contribute to the GPLLJ by coupling upper level jet streaks with 
the low level flow. The exit region of an upper level jet streak can create an increased low 
level isallobaric wind component that intensifies the LLJ (Uccellini and Johnson 1979).  
Vertical parcel displacement in a baroclinic environment is associated with the rapid 
increase in the magnitude of the ageostrophic wind in the low levels of the troposphere. This 
leads to a rapid acceleration of the winds in the low levels and the development of a LLJ 
(Uccellini et al. 1987). 
1.3 North American Monsoon System 
The thermal contrasts of land and adjacent oceanic regions can lead to monsoonal 
circulations in the lower to mid-latitudes. The Asian monsoon is one of the most well known 
monsoonal circulations. Similar to the Asian monsoon is the North American monsoon 
system (NAMS; Tang and Reiter 1984). It is characterized by anticyclonic flow over the 
western United States in the upper troposphere (Parker et al. 1989), the seasonal reversal of 
surface winds over the northern Gulf of California (Tang and Ritter 1984), and a seasonal 
increase in precipitation over northwest Mexico and the southwestern United States (Douglas 
1993). It can be broken down into development, mature, and decay phases (Higgins et al. 
1997a).  
1.3.1 The Development Phase 
The development phase (May-June) is a period of transition from the cold to warm 
season circulation regime. The phase includes a decrease in the strength of midlatitude 
synoptic-scale systems as their storm track shifts north towards the Canadian border by late 
June (Whittaker and Horn 1981). The upper level trough that is over the northwestern portion 
of the United States for much of the winter recedes westward. During this same time, the 
frequency of the occurrence of the LLJ increases (Bonner 1968) as well as the amount of 
nighttime precipitation in the Great Plains (Higgins et al. 1997b).  
1.3.2 The Mature Phase 
During the summer months over the southwest United States anticyclonic flow in the 
upper levels of the troposphere becomes more dominant than cyclonic flow (Parker et al. 
1989). The large anticyclone is termed the North American anticyclone, monsoon high, or 
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Mexican High and at times connects with the westward extent of the Bermuda high (Higgins 
et al. 1997a). July through August is the mature stage of the NAMS and is characterized by 
the Mexican High being centered roughly over the intersection of the borders of Mexico, 
New Mexico, and Arizona. At the same time a thermal low develops at the surface over the 
southwest United States (Tang and Reiter 1984). There is a recess in precipitation over the 
Midwest and an increase in moisture over the southwestern United States. 
1.3.3 The Decay Phase 
The decay stage lasts from September to October. It is essentially the reverse of the onset 
stage, but occurs at a slower pace. The ridge in the upper levels of the troposphere slowly 
breaks down while at the same time the precipitation over the southwestern United States 
starts to diminish. 
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CHAPTER 2. DATA AND METHODOLOGY 
2.1 Data Sources 
The summer of 2005 was examined instead of 2006 because the North American 
Mesoscale Model (NAM) switched from the NAM-ETA (Black 1994) to the NAM-WRF 
(Janjić 2003) on June 20, 2006. This switch left the timeframe of interest (May – August) 
without a complete dataset of the operational NAM. Two Weather Research and Forecasting 
Model (WRF; Skamarock et al. 2001, Michalakes et al. 2001) and two workstation ETA 
research models were also available. The Global Forecast System (GFS; Kanamitsu 1989, 
Kanamitsu et al. 1991, Kalnay et al. 1990) was another operational model in use during 2005 
and was used as well. These six models were used for the QPF verification part of this study. 
For the purpose of comparison, equitable threat score and bias score for the GFS in 2006 was 
included. 
The NAM-ETA (hereafter NAM) was the highest resolution operational model examined 
during the summer of 2005. The model had a 12 km grid spacing with data available every 3 
hours, was initialized at 00, 06, 12, and 18 UTC, integrated out to forecast hour 84, and 
employed the Betts Miller- Janjić convective scheme (BMJ; Betts 1986, Betts and Miller 
1986, Janjić 1993). For this paper, the 12 UTC model run was selected for two reasons: 1) 
This is the model that is available to most forecasters in the Great Plains when making the 12 
to 24 hour forecast that includes the timeframe when the GPLLJ is at its maximum intensity 
(Mitchell et a. 1995), and 2) 12 UTC upper-air sounding data are assimilated into the 12 UTC 
initial conditions as opposed to the 18 UTC which does not have current soundings. 
The GFS was another operational model during the summer of 2005, but it ran on a 
coarser grid than the NAM and research models. The model has a 0.5 degree grid spacing 
with data available every 3 hours, is initialized at 00, 06, 12, and 18 UTC, and is integrated 
out to forecast hour 360. Again the 12 UTC run was of the most interest because of the 
reasons previously mentioned. The data that is available for analysis is on a 1 x 1 degree grid. 
The QPF of four research models that were run locally at Iowa State University were 
included in this study. They included two WRF runs using the ARW (Advanced Research 
WRF) dynamic core with one using the BMJ convective scheme and one running the Kain- 
Fritsch convective scheme (KF; Kain and Fritsch 1993). The other two were versions of the 
workstation ETA using each of the two aforementioned convective schemes. Each of the 
models was integrated on a 15 km grid, produced data output in six hour intervals, and used 
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the GFS for their lateral boundary conditions. The research models were initialized at 00 
UTC and ran over a smaller domain than the operational models (Figure 1). 
In order to verify QPF, hourly NCEP stage IV multi-sensor precipitation analyses 
(Baldwin and Mitchell 1997) are used. Stage IV analyses are calculated using rain gauge and 
radar rainfall estimates to calculate the amount of precipitation that accumulated over the 
United States on a 4 x 4 km grid. A budget interpolation to conserve liquid water content was 
used to interpolate the Stage IV data to each model grid for verification. 
The North American Regional Reanalysis (NARR; Mesinger et al. 2006) is used in 
Section 4 as an analysis to verify forecast winds. The NARR is a model reanalysis on a 32 
km grid that is available every 3 hours and includes data from rawinsondes, aircraft, surface 
weather stations, and satellites. 
2.2 Methodology 
2.2.1 Onset of the NAMS 
The onset date of the NAMS has been defined differently in various studies. For example, 
Higgins et al. (1996) used precipitation trends, Li and Zeng (2002) used seasonal wind shifts, 
and Ellis et al. (2004) used dew point anomalies over the southwest United States to define 
onset dates.  
The method described by Higgins et al. (1996) seems to be the most widely accepted and 
used. Following this method an area-average daily precipitation was calculated for the area 
110-105
o
 W longitude and 28-32
o
 N latitude. Similar to Higgins (1996) an average of +0.5 
mm on 3 consecutive days is used to define the onset of the monsoon. Figure 2a and c shows 
the precipitation before and after the onset and the region used for the area-average. Figure 
2e shows the average daily precipitation in the areas of interest and that the 3 day criterion 
was satisfied on July 14, 2005. 
More recently Chen et al. (2007b) used a break in precipitation over the Midwest to 
approximate the date of the flow regime change that is traditionally associated with the onset 
of the NAMS. Figure 2b and d show the precipitation before and after the break and the 
region used for the area-average precipitation (96.5-91.5
o
 W longitude and 36-40
o
 N 
latitude). Using this method in lieu of the method described in Higgins et al. (1996), the date 
of the flow regime change is more clearly identified.  
Using the break in precipitation to divide the May to September timeframe into two 
separate parts, two distinct upper level flow patterns emerge over the United States. The 
mean 300 mb flow from May 1 to June 21 depicts the persistent trough that is seen much of 
the winter over the northwestern United States (Figure 3a). Using the mean 300 mb flow 
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from June 21 to September 30 the trough recedes off the west coast and a large anticyclone 
dominates the upper levels of the troposphere over the Midwest (Figure 3b). The anticyclone 
that is present at 300 mb is still present in the 600 mb flow during the same time frame (not 
shown). 
2.2.2 Characterizing LLJs 
To identify LLJs, Bonner (1968) used three criteria (Table 2). Criteria 1 (12 m/s or 23 
knots) is the minimum criterion for a jet streak to be considered a LLJ and will be used to 
classify LLJs examined by this study. To avoid including low level wind events the LLJ must 
have a local maximum in the vertical of the horizontal wind which is done by using cross 
sections of the LLJ (Mitchell et. al. 1995). 
The type of LLJs examined by Blackadar (1959), Bonner (1968), and others, are related 
to sloped terrain, boundary-layer processes (nocturnal temperature inversions), and the 
diurnal radiation cycle. These types of LLJs are not associated with jet streaks in the upper 
level flow that may influence their strength or development. These types of uncoupled events 
commonly occur under an upper level ridge and in this paper will be referred to as A-type 
cases. 
The second type of LLJs discussed by Uccellini and Johnson (1979) were the coupled 
type. These types are associated with the upper level flow and occur beneath the exit region 
of an upper level jet streak. These types of LLJs will be referred to as C-type in this paper.  
Wang (2004) and Chen (2007a) used a more distinct description of these two types of 
events based on the basic pattern of the 300 mb synoptic flow:  
1) C-type LLJs: The synoptic-scale pattern consists of a trough over the Rockies and a ridge in 
the eastern third of the United States at 300 mb with the jet streams propagating toward the Great 
Plains from the Nevada-California and Arizona-New Mexico regions.  
2) A-type LLJs: The upper-level synoptic-scale pattern exhibits a strong ridge east of the Rockies, 
which blocks the way of the upper-level jet stream into the central United States. 
These two criteria are used to identify the types of LLJ in this study. In order to declare a 
case either C-type or A-type it must meet its respective criterion for the entire 00 to 23 UTC 
timeframe. 
Two different upper-level flow regimes exist in the months from May to September over 
the United States.  The first half of the timeframe is typically dominated by a strongly forced 
atmosphere (Figure 3a), while the second half is characterized by a large upper-level 
anticyclone over the United States (Figure 3b). This anticyclonic upper-level flow is 
consistent with Carbone et al.’s (2002) “weakly forced” atmosphere. The weakly forced 
events are harder for forecast models to predict (Jankov and Gallus 2004b).  
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This paper will define “strongly forced” events following Carbone et al. (2002) as 
convection that is associated with synoptic scale events such as baroclinic waves, 
extratropical cyclones, and fronts. The term “weakly forced” events is reserved for 
convection caused by forcing on a smaller scale that can lead to propagating systems forced 
by mesoscale processes. 
Also associated with the two separate types of flow regimes is the LLJ. Before the break 
in precipitation, cases are usually classified as C-type as the LLJ is coupled with the upper 
level flow. After the break in precipitation, LLJ cases are usually classified as A-type or non-
coupled type because the upper level flow pattern is usually anticyclonic. 
2.2.3 Verifying QPF 
In order to verify the QPF accuracy, bias and Equitable Threat Score (ETS; Schaefer, 
1990) were calculated by constructing a contingency table composed of hits, misses, false 
alarms, and correct negatives. The reader is referred to Hamill (1999) for a complete 
description of ETS and bias in terms of contingency table elements. The equations to 
compute these scores are below. 
 
misseshits
alarms falsehits
BIAS
+
+
=         (1) 
random
random
hitsalarms falsemisseshits
hits-hits
ETS
−++
=       (2) 
Where,  
total
alarms) false(hits*misses)(hits
hits random
++
=  
 hit = forecast to occur and did occur. 
 misses = event forecasted to not occur, but did occur. 
 false alarm = forecast to occur and did not occur. 
 
The average ETS and bias scores were calculated by summing the contingency table 
elements from all of the forecasts and computing the scores from the summed elements. 
Summing the contingency table elements over all the cases provides more weight in the score 
for large precipitation events. 
ETS scores range from 1 to -1/3 with 1 being a perfect score and 0 and below meaning no 
skill at all. Bias ranges from 0 to infinity with 1 being a perfect score. If a score is less than 1 
then it is an underforecasted event, if it is greater than 1 then it is an overforecasted event. 
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Bias score uses the aerial coverage of precipitation produced by the model and compares 
it to the actual coverage over the domain. Because bias penalizes for inaccuracies in aerial 
coverage, but not placement, it is useful in determining whether the model forecasted too 
much or too little rain coverage over the domain. 
A threshold of 0.25 inches of precipitation in a 6 hour period was used for this paper. The 
purpose of increasing the accumulation period to 6 hours for verification is to minimize the 
impact on scores due to small timing errors as expressed in Wandishin (2001). The area of 
interest for this paper was the Great Plains where the LLJ is most influential in forming and 
sustaining convective precipitation.  
To determine at which times the differences in ETSs were significant, Hamill’s (1999) 
resampling  methodology was used at a standard significance level of α=0.05. This procedure 
was repeated 1000 times for comparisons of the NAM’s ETSs for six hour accumulations at 
forecast hours 12 to 60. 
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CHAPTER 3. PRECIPITATION FORECASTS 
3.1 ETS and bias 
Figures 4a and 4b show 6-hourly bias scores and ETSs for both of the operational models 
in the summer of 2005. Figure 3 implies that C-type cases are more likely to be present 
before the break in precipitation as the LLJ is able to couple with the upper-level flow. A-
type cases are more likely to be present after the break when the anticyclone over the 
Midwest reduces the probability the LLJ will be able to couple with the upper-level flow.  
Figures 4 and 5 present the results for the 12 to 36 and 36 to 60 hour forecasts for the 
selected dates. Figure 5 shows the same as Figure 4 except it shows the four research models 
that were used for this study. 
3.1.1 NAM 
The ETS for the NAM C-type cases in Figure 4a show the impact the diurnal variation 
has on the forecast score with a maximum in the 6-12 UTC timeframe. Mitchell et al. (1995) 
found that the 6-12 UTC timeframe is when the LLJ is at its peak velocity in the Great Plains 
and the LLJs accuracy will be examined in Chapter 4. 
The worst ETSs for the C-type cases appear in forecast hour 30-36 (18-00 UTC). The 
only time C-type scores are worse than A-type scores is during the 30-36 hour and 54-60 
hour forecasts (18-00 UTC). The bias scores for C-type cases approach 1.0 or a perfect score 
during the same time period. The bias score shows a peak during the 12-18 UTC (forecast 
hour 24-30; f24-f30) time period suggesting an overforecast in QPF. The model may not be 
stopping precipitation on time after sunrise which is leading to the higher bias score. 
Analysis of the LLJ in Section 4 will show that the GPLLJ is not properly simulated near 
sunrise. 
The A-type cases initially show a maximum ETS in the 6-12 UTC timeframe, but this 
only appears in the 18-24 hour forecast and not the 42-48 hour forecast. After the initial 24 
hours the score doesn’t show much variation. In this timeframe the bias score also falls below 
1.0 which suggests an underforecast in the QPF. The diurnal signal that was present in the C-
type cases is not present in the A-type 36 to 60 hour forecast timeframe. 
The GFS showed similar ETSs for the two case types and the difference in ETS was not 
likely statistically significant. The NAM ETSs however did show enough difference for the 
two case types to be tested for statistical significance.  Statistically different values of ETSs 
between A-type and C-type cases were found using Hamill’s (1999) approach described in 
section 2.2. The 12-18, 24-30, and 42-48 hour forecasts all showed enough difference to be 
 11 
statistically significant, with the C-type cases having a higher ETS than A-type. The 6-12 
UTC timeframe (42-48 hr forecast) was statistically significant in the second 24 hour period 
and not the first partially due to the poor forecast score of the A-type cases during the 42-48 
hour forecast. Nicholls (2001) suggests that results with little spread similar to the GFS may 
still show a high level of confidence even though they do not satisfy a statistical significance 
test. This is because there is a consistent difference between the scores. 
The 15 day average ETS (Figure 6) shows that the worst scores are greatly influenced by 
A-type cases suggesting A-type cases are more poorly forecasted by the computer models 
than C-type cases. The scores recover significantly in mid-August when more C-type cases 
influence the score. 
3.1.2 GFS 
The ETS for the GFS C-type cases in Figure 4b do not show the same diurnal variation as 
the NAM, but rather a consistent decrease in the accuracy of the model forecast. The 
decrease in ETS is expected as the model is further from its initialization time, but there is no 
longer a large difference in the scores of the two types of cases. 
The forecast hours that bias scores for the GFS are at their lowest are when the NAM is at 
its highest. The 12 to 18 UTC period shows a minimum in the bias score for both case types 
and for both the 24 to 30 and 48 to 54 hour forecast period. The bias scores become much 
higher and exceed 2.0 for much of the 36 to 60 hour forecast period. 
The GFS was available through the entire timeframe in 2006 and the results of its ETS 
scores are displayed in Figure 4c. The score for the C-type cases in the first 24 hours is only 
slightly better than in the A-type cases and does not show such a large difference in scores as 
in 2005. After the first 24 hours the C-type actually score worse than the A-type. The reason 
for this difference is beyond the scope of this study, but the results from the first 24 hours are 
similar to the results found in 2005. 
3.1.3 Research Simulations 
The ETS and bias score for the four research model runs are shown in Figure 5. For the 
first 24 hours the C-type have similar or better ETSs than the A-type. The A-type scores 
show more variation between models than the NAM which showed little variation after 
forecast hour 30. In the 18-24 hour forecast period (18-00 UTC) there is a dip in the score for 
the A-type cases for all of the research runs. At the same time, except for the ETAKF, there 
is a dip in the C-type cases score similar to what the NAM showed during the 18-00 UTC 
forecast periods.  
The lack of a large difference in ETS between the two case types that the research runs 
show is possibly because the models receive their boundary conditions from the GFS which 
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showed little variability in ETS between case types. Warner et al. (1997) found that the 
stronger the cross-boundary flow at the edge of the model domain the faster the model will 
be influenced by the boundary conditions. Since the C-type cases experience stronger flow 
than the A-type cases this could be an explanation for the C-type scores steadily decreasing 
over time and showing less variability earlier than the A-type. 
The research runs do not show as large of difference in ETS between the two types of 
cases as the NAM, but they do generally have higher overall scores. This could be due to the 
models being initialized at 00 UTC instead of 12 UTC so the forecasts are 12 hours closer to 
the initialization time. These models are also on a different sized grid than the GFS or the 
NAM which could affect ETSs (Gallus 1999). 
3.2 Hovmöller Diagrams 
Time-longitude, or Hovmöller, diagrams were created for the NAM and GFS by 
computing the meridional averages of forecast and observed cumulative 3-hourly 
precipitation from a latitude of 35
o
 N to 45
o
 N and longitude 105
o
 W to 87
o
 W. This is a 
smaller area than what was used for the ETS and bias calculations. The decreased domain for 
the diagrams was used to reduce noise in the figures by removing the late afternoon 
convection that was observed by both case types in the southern part of the domain near 00 
UTC. This is also the area that the LLJ is most likely to have an influence on precipitation. 
3.2.1 NAM 
Hovmöller diagrams show the NAM is a little slower than the propagation signal shown 
by the Stage IV in A-type cases (Figures 7a and 7b). This is potentially because the A-type 
events are weakly forced and the model may not be completely simulating the propagation of 
systems. The propagation signal in Figure 7a could be consistent with Mesoscale Convective 
System (MCS; Houze 2004) propagation that was discussed by Carbone et al. (2002) and 
Davis et al. (2003). 
The Stage IV shows a sharp end to the precipitation at 12 UTC which is near sunrise for 
the area of interest (Figure 7b), but the NAM continues to produce precipitation (Figure 7a). 
Whether the continuation of precipitation is the propagation of existing systems or the 
development of new systems will be covered in Section 4. The late dissipation may be caused 
by the improper simulation of the LLJ by the model. Maddox (1983) showed that the 
weakening of the LLJ during the morning hours caused by the inertial oscillation (Bonner 
and Paegle 1970) is a major factor in the dissipation of MCSs during this time. 
Figures 7c and 7d are Hovmöller diagrams for C-type cases of the NAM and Stage IV. 
The area covered by the rainfall is much larger than in the A-type cases due to the more 
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dynamic atmosphere in C-type cases producing larger areas of precipitation. The 
precipitation in the Stage IV (Figure 7d) continues to progress to 15 UTC indicating C-type 
events are likely to propagate longer than A-type cases that end at 12 UTC. The NAM QPF 
again does not end at the same time as the Stage IV, but continues to progress past 15 UTC 
indicating a problem with the model dissipating precipitation. The models do seem to be able 
to consistently replicate propagation signals in both types however as the spatial correlation 
coefficient computed in Hovmöller space are very close for both A-type and C-type (Figure 
7). 
3.2.2 GFS 
Figures 8a and 8b are Hovmöller diagrams for A-type cases of the GFS and Stage IV. 
Figure 8a shows a signal that is similar to what was found in the NAM. Because of the coarse 
resolution of the GFS it is difficult to see much detail in the diagram that would suggest a 
propagation signal. Consistent with the NAM, the precipitation continues in the model past 
the time it dissipated in reality, this will be examined in Section 4. 
Figures 8c and 8d are Hovmöller diagrams for C-type cases. The large area of 
precipitation in Figure 8c is consistent with what was found in the NAM. Similar to the 
NAM the precipitation continues past the time the Stage IV shows the precipitation ended. 
The spatial correlation of the GFS and Stage IV are similar to the NAM for the C-type cases, 
but is nearly half of what the NAM A-type cases show. This is potentially because the GFS 
may not be showing propagation signals well for A-type cases. 
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CHAPTER 4. ERROR ANALYSIS 
4.1 Composite Analysis 
Composites were made at the 900 mb, 600 mb, and 300 mb levels of the u and v 
components of the wind and precipitation at the surface. This was done by following 
Coniglio et al.’s (2004) approach. The maximum precipitation that was in the vicinity of the 
LLJ was used as the center for the composite. The u and v winds, and precipitation from each 
case are then summed and averaged in reference to the center point. The timeframes chosen 
were those that corresponded with the best (06 – 12 UTC) and the worst (18 – 00 UTC) ETSs 
of the NAM and GFS. Because the precipitation verification was done using 6 hour 
timeframes the midpoint of each frame was used (09 and 21 UTC) for the u and v wind fields 
and the subsequent 3 hour accumulation was used for the precipitation. In order to capture 
the performance of the simulation of the LLJ and QPF just after sunrise a composite for 15 
UTC was made as well. 
4.1.1 NAM C-type Composites 
Figures 9a, 9b, and 9c are composite analyses of the NARR and NAM at 9 UTC. The 
LLJ is the area of stronger winds in the streamlines and in an analysis it was found that low-
level convergence was consistently shown at the northern end of the jet. On average positive 
vorticity advection (PVA) at 9 UTC (forecast hour 21: f21) is 75 km too far north for C-type 
cases when compared to the analysis (not shown). The convergence at the 900mb level 
(Figures 9a and 9b) is 50 km too far east, but not as far north as the PVA. The PVA is closer 
to the precipitation maximum than the LLJ convergence suggesting the LLJ is providing the 
moisture for the heavy precipitation, but the PVA is likely the forcing mechanism. Forecast 
hour 45 for 9 UTC shows similar results at 900 mb, but the LLJ is not simulated as well as it 
covers a smaller area, has less convergence, and produces less precipitation (Figures 9b and 
9c). This weakening of the LLJ could be one reason the model shows a decrease in ETS from 
forecast hours12-18 to 36-42.  
The 12-18 UTC timeframe encompasses the time just after sunrise to near midday, which 
is when both the A-type and C-type show a spike in bias score. The aerial coverage of 
precipitation is much larger and more intense than the analysis and the 6-12 UTC timeframe 
which is likely leading to the higher bias score. The strength and aerial coverage of the LLJ is 
overforecasted at 15 UTC (Figures 10a and 10b) in C-type cases. The convergence near the 
area of precipitation is just as strong as the 9 UTC forecast which climatologically is the peak 
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of the LLJ. This is evidence that the model is not properly decreasing the intensity of the LLJ 
and potentially not allowing systems to dissipate early enough. 
During the period of poorest ETSs (18-00 UTC) the QPF and LLJ convergence is on 
average 200 km too far north (Figures 10c and 10d). In the NAM the area of convergence at 
900 mb has a SW to NE orientation just as the QPF, but this elongation is not present in the 
convergence or precipitation fields in the NARR. The area of QPF is also much larger than 
the analysis. The wind field in the NAM suggests that the precipitation is on the warm side of 
a low pressure system, but the NARR shows a trough and not a closed low. The error may be 
related to both the improper simulation of larger scale features and the improper simulation 
of the LLJ.  
4.1.2 NAM A-type Composites 
NAM A-type and C-type cases both show a maximum in bias score during the 12-18 
UTC (f27) timeframe. The large area of QPF in the A-type is likely the reason for this bias 
score maximum and can be seen in Figure 11b. The area of PVA (not shown) and LLJ 
convergence (Figure 11b) are both too far north. The strength of the convergence at 900 mb 
suggests an improper placement and aerial coverage of the LLJ, but not necessarily a poor 
forecast of the intensity. 
The lack of a diurnal cycle from forecast hour 36 to 60 is possibly related to the 
difference in intensity of the LLJ at forecast hours 21 and 45 for 9 UTC. Figures 9d, 9e, and 
9f show that the LLJ intensity at forecast hour 21 is representative of the NARR, but it is too 
weak at forecast hour 45. The weaker jet is likely the reason there is much less QPF being 
produced at forecast hour 45 than at hour 21 and likely the basis of the decrease in bias score 
and ETS. 
Forecast hour 33 is the only time that A-type cases showed a slightly better ETS score 
than C-type cases (Figure 4a). Figure 11d shows that the precipitation maximum is over 200 
km too far north, but in the C-type cases the maximum is actually closer to the analysis 
(Figure 10d). The poorer ETSs in C-type cases are likely the missed forecasts in the very 
broad area of precipitation produced by the NAM. The reason for the better forecast may be 
due to the LLJ being better simulated in the A-type cases while the C-type cases continued to 
forecast a much stronger LLJ than reality. 
  4.1.3 GFS C-type Composites 
Forecast hour 45 (9 UTC) has the precipitation maximum 100 km too far east and 150 km 
too far north but is only 50 km too large in both directions. Hamill (1999) found that an 
overforecast in rainfall can artificially increase ETS. The better ETS at f21 than f45 may be 
due to the large QPF maximum at f21 (Figures 12b and 12c). 
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Figure13b (15 UTC) shows a broad precipitation maximum that is too far east and north 
by 200 km and is 350 km too large in each direction. The LLJ convergence is consistent with 
the placement of the precipitation maximum. The PVA at 600 mb is in the area of the 
precipitation maximum as well (not shown), but the aerial coverage of the PVA and LLJ 
convergence is much larger in the GFS than in the NARR (Figures 13a and 13b). The LLJ in 
the GFS also covers a much larger area and is placed too far east. This suggests an 
overforecast of both parameters is responsible for the large area of QPF and not just the LLJ 
as is in the NAM. 
The GFS exhibits the same problem as the NAM by not decreasing the intensity of the 
LLJ at forecast hour 33. Figures 13c and 13d show that the aerial coverage and intensity of 
the LLJ are too great. This is likely the reason the model does not dissipate precipitation 
properly after sunrise. 
During the objective selection of the precipitation maximums it was observed that the 
precipitation maximums in the GFS tended to be closer to low pressure systems than in the 
NAM or the NARR. This can be seen at forecast hour 33 in the GFS 900 mb field where a 
cyclonic circulation is present (Figure 13d). 
4.1.4 GFS A-type Composites 
Similar to the NAM the GFS has difficulty in properly simulating the intensity of the LLJ 
at forecast hour 45 when compared to forecast hour 21. There is an error in the placement of 
QPF and the LLJ (Figures 12d and 12e) at f21, but at f45 the LLJ is much weaker (Figure 
12f) than f21. This is likely the reasoning the GFS shows a poorer ETS at f45 than f21. The 
GFS forecasts the LLJ to be too weak unlike forecast hour 21 that shows a consistency with 
the NARR.  
4.2 Ideal Cases 
Ideal cases were selected for both A-type and C-type cases for each model. The cases 
represented good and bad forecasts and are related to the composites that were formed in 
section 4.1. 
4.2.1 NAM C-type Cases 
Figure 14 represents a well forecasted event by the NAM with ETSs above 0.3, the 
highest average ETS score is less than 0.2 (Figure 4a). The location of the precipitation 
maximum is on the northern side of the cyclonic flow in the forecasts rather than the eastern 
side as in the analysis. At 9 UTC in the previous section the NAM composite places the QPF 
farther north than the analysis (Figures 9b and 9c). This is likely a result of cases such as this 
one where the precipitation maximum is forecasted to be north of the cyclonic flow.  
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The forecasted location of the cyclonic circulation visible at 900 mb is less than 100 km 
from the analysis at both forecast hour 21 and 45 (Figure 14), but the location of the 
precipitation maximum is at least 150 km farther north. The placement of the large scale 
features appear to be more accurate than the placement of the precipitation. 
During 12-18 UTC there is a decline in ETSs. A case that was poorly forecasted and was 
included in the 15 UTC composite (Figure 10b) is given in Figure 15. A precipitation 
maximum has developed over Iowa and Wisconsin in both forecast hour 27 and 51, but not 
in the analysis. In this example, precipitation had existed over Minnesota prior to 15 UTC, 
but it dissipated while the models continued to produce QPF. There is some stronger 
convergence at 900 mb in the NAM than the NARR as shown in Figures 15e and 15f. This 
convergence may be what sustained the convection and did not allow the model to dissipate 
it. During the 18 UTC to 00 UTC timeframe (not shown) the model continued to produce a 
large area of precipitation and convergence at 900 mb leading to another decrease in ETS. 
4.2.2 GFS C-type Cases 
The same ideal case used for the NAM in Figure 14 was used for the GFS and is 
displayed in Figure 16. Considering only the ETS this was a well forecasted event with a 
score of 0.21, well above the highest average score of 0.125. A subjective look at the forecast 
puts the precipitation in the area of the analysis, but it is not as accurate as the NAM. The 
GFS shows the same bias as the NAM in placing the precipitation maximum to the north of 
the 900 mb cyclonic circulation. The NARR shows the precipitation in the C-type events to 
be ESE of the 900 mb cyclonic circulation. The GFS shows the center of the precipitation 
maximum to be due east of the circulation and 250 km closer than the NAM. This same 
similarity is shown in both the ideal cases and the composites. 
The cyclonic circulation at 900 mb is roughly 300 km to the NE of the NARR (Figure 
16). The precipitation maximum is forecasted to be 300 km due north of the analysis. This is 
consistent with the composites that show the precipitation maximum to be much closer to the 
low than the analysis and NAM. 
An example of a poor forecast is given in Figure 17. The amount of precipitation near 
northern Minnesota is overforecasted and predicted too far south. The convergence at 900 mb 
is consistent with the southern placement of the precipitation maximum, but it is predicted 
too far south as well. The similarities between the GFS and NAM in this timeframe lead to 
consistent errors and a degradation of ETSs in the 12-18 UTC and 18-00 UTC timeframe. 
4.2.3 GFS A-type Cases 
 Figure 18b is a well forecasted event with an ETS of 0.08, which is slightly better than 
the average 9 UTC score of 0.06. Forecast hour 45 (Figure 18c) has a poor forecast score 
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which is consistent with the poor ETSs after forecast hour 36 (Figure 4). The convergence at 
900 mb is very strong near the area of precipitation at forecast hour 21 (Figure 18e), but 
weak in the NARR (Figure 18d). This is consistent with the composites that showed strong 
convergence at 900 mb near the precipitation maximum in the GFS, but weaker areas in the 
NARR (Figures 12d, 12e). 
An example of a poor forecast is shown in Figure 19. Both forecast hours 33 and 57 fail 
to produce precipitation over Minnesota. The error is not likely related to the 600 mb layer as 
large areas of PVA were produced near the area where the analysis showed the precipitation 
occurred. During this same time the 900 mb layer shows a poor forecast of the location and 
strength of the LLJ (Figure 19). There is no convergence near the area of precipitation in the 
forecast, but the NARR shows a well defined area of convergence near the precipitation 
maximum. This is a case where the model did not simulate a LLJ that was strong enough 
which is likely related to the weak forcing in A-type events. 
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CHAPTER 5.  GENERAL CONCLUSIONS 
This study was conducted to recognize ways to either improve model forecasts or to 
identify patterns that are consistent enough to be used by weather forecasters for the 
prediction of precipitation. Objective and subjective analyses were performed on the winds 
and QPF output from six different numerical weather prediction models. Two consistent 
upper level patterns that are observed before and after the onset of the NAMS were used to 
categorize precipitation events.  These events were then examined further and only those that 
contained a LLJ that made a significant contribution to the precipitation that formed within 
the domain of interest were selected. 
5.1 Summary of QPF Accuracy 
Chapter 3 analyzed the precipitation errors for 7 different models. On average the C-type 
cases produced the highest ETSs and showed a statistically significant difference from the A-
type ETSs for the 12-18, 24-30, and 42-48 hour NAM forecasts.  For the first 24 hours the 
ETS showed that the GFS had a slight advantage in its ability to predict QPF in C-type cases 
over A-type cases. The GFS did however perform poorly for both case types after the first 24 
hour period. An analysis of 2006 for the GFS did not produce any more conclusive results 
than 2005. 
The first 18 hours of the A-type cases in the NAM did show superior accuracy to the 
following 42 hours even though they were inferior to the C-type scores. The NAM cannot be 
depended on to produce consistently good ETSs after the first 24 hours for A-type cases. 
Before the break in precipitation in June the average NAM ETS is better than after the 
break (Figure 6). Also the best scores seem to coincide with C-type cases. During August 
less rain usually falls over the Great Plains and this is when there is an increase in the 
average ETS. The better scores may be due to small precipitation events being forecasted 
well, which would not have been represented well in the overall ETS because it used 
summed contingency table elements. 
There was little difference in the two types of cases in the research simulations. The 
conclusions that could be reached from the simulations were tied into previous research. In 
C-type cases the cross-boundary flow across the edge of the model domain would be much 
faster than in A-type cases. The faster flow potentially leads to the model being influenced by 
its boundary conditions much faster than in a weak flow regime. Both the A-type and C-type 
cases show a diurnal signal in the ETSs in the first 24 hours, but only the A-type shows the 
diurnal signal in the 36-60 hour forecasts. Similar to the GFS, the C-type cases don’t show a 
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diurnal variation in the 36-60 hour forecasts. This may be related to the strong cross-
boundary flow allowing the GFS to have a large influence on the QPF.  
5.2 Summary of Wind Flow 
To compare the wind flow in an objective manner, composites were made of the 850 mb, 
600 mb, and 300 mb layers. The large scale flow in the models was very close to the analysis 
except for 2 consistent differences at the 300 mb and 600 mb level:  1) The wind flow 
produced a deeper trough than the NARR west of the precipitation maximum in both the 
NAM and GFS in C-type cases, and 2) In A-type cases both models produced a less 
pronounced ridge than the NARR. 
The composites discussed in the second parts of 4.1.1 – 4.1.4 used the center of the 
NARR’s precipitation maximum. This allowed for the placement of the maximum to be 
compared. The model precipitation maximum is displaced by 50 km to nearly 400 km when 
compared to the analysis. In the C-type composites the precipitation maximum in both 
models is never to the west of the composite analysis. The A-type cases show no similar 
conclusion with the maximum appearing in every direction compared to the analysis. 
In all composites it was found that the combination of PVA and low-level convergence 
was present near the area of the maximum precipitation. The collocation is likely because the 
LLJ was the source of the moisture for the precipitation and the PVA acted to destabilize the 
atmosphere for convection. Another possibility that is more prominent in the C-type cases is 
the involvement of a baroclinic zone. Judging from the location of cyclonic circulation in the 
low levels the precipitation would have been in the warm sector of the system which is the 
most likely place to find heavy precipitation (Junker 1992). 
The NAM has a consistent problem of improperly simulating the LLJ after the first 24 
hours. Both the C-type and A-type NAM ETSs show a decrease from forecast hours 18-24 to 
42-48 (6-12 UTC). The A-type shows a peak at 6-12 UTC in forecast hours 18-24, but fails 
to show a peak for the 42-48 hour forecast. This is likely related to an underforecast in the 
intensity of the LLJ, and an underforecast of precipitation leading to a reduction in the ETS. 
The Hovmöller diagrams showed propagation signals for all but GFS A-type cases. More 
importantly QPF produced by the model lasted past the point of actual dissipation in both 
models and both case types. The composite analyses suggest this was likely due to the model 
failing to properly reduce the intensity of the LLJ after 15 UTC in the NAM and GFS.  
The ideal C-type cases for both the NAM and GFS found that the precipitation maximum 
was on the north side of the 900 mb cyclonic circulation rather than the east side as the 
analysis had shown. The error in the placement of the precipitation is larger than the error in 
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the placement of large scale features such as the 900 mb. This suggests that it may not be just 
the placement of the large scale features that are in error. 
Clark et al. (2007) suggests that improper simulation of the LLJ may be to blame for 
inferior forecast scores. As discussed in 3.1.1 the A-type QPF scores are inferior to the C-
type cases. Section 4.1 shows that the LLJ was forecasted more poorly by the NAM in A-
type cases than in C-type cases supporting the suggestion that better forecasts of the LLJ may 
lead to better forecast scores. 
5.3 Recommendations for Future Studies 
 Jankov and Gallus (2004a) noted that successful simulations of other meteorological 
fields are typically associated with better QPF accuracy, but do not always guarantee QPF 
accuracy. This is consistent with the findings that in the poorly forecasted ideal A-type case 
the 600 mb and 900 mb fields were consistent with the analysis, but the QPF accuracy was 
still poor. In the cases examined in this study more fields could have been examined for 
sources of errors. 
One possible source of error would be the amount of moisture available to produce the 
precipitation. Possibly moisture convergence in the composite analysis could provide more 
insight than just convergence at 900 mb. Gallus and Segal (2001) found that adjusting the 
relative humidity in the initial conditions of NWP models led to improved accuracy in QPF 
fields. 
A study that examines the reasoning behind the NWP models tendency to consistently 
produce a LLJ that is too intense during the daytime or too weak during the 42 to 48 hour 
forecast would be most beneficial in correcting inaccuracies in model QPF. 
 
 
 
 
 
 
 
 22 
 
Figure 1  Domain used for ETS and bias score calculations. GFS(Red), ETA-NAM(Green), and research runs 
(Blue). 
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Figure 2  Amount of accumulated precipitation in mm for (a) before the onset of the NA monsoon, (b) before 
the break in precipitation, (c) after the onset of the monsoon, and (d) after the break in precipitation, the boxes 
indicate the area used for the PI and average precipitation calculation. (e) Average daily precipitation totals 
from the boxes in b (blue line) and d (orange line) , the break date (June 21) and onset date (July 14) are 
labeled. 
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Figure 3  300 mb wind flow before (May 1- June 28) and after (June 29 – Sept. 30) the Midwest precipitation 
break, (a) climate mean before break, (b) climate mean after break, (c) climate anomaly, (d) 2005 before break, 
(e) 2005 after break, and (f) 2005 anomaly. Colors are vorticity with units scaled to   10e
-5
 s
-1
. 
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Figure 4  ETS and bias scores for the (a) NAM-ETA 2005, (b) GFS 2005, and (c) GFS 2006. Green lines are 
for A-type cases, and red lines are for C-type cases. A 0.25” threshold was applied. 
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Figure 5  Same as in Fig. 4, but using four research model runs, (a) WRFBMJ, (b) ETABMJ, (c) WRFKF, (d) 
ETAKF. 
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Figure 6  The blue line is the 24 hour ETS scores from the NAM-ETA. The multicolor line is a 10 day average 
of the ETS scores. The colors of the multicolor line represent how much of the 10 day average is comprised of 
the two different case types. If the line is solid red (green) it means that 50 percent or more of the score came 
from C-type (A-type) cases. Dashed line is a reference placed at an ETS of 0.15. 
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Figure 7  Hovmöller diagrams for cumulative precipitation (inches) a) A-Type NAM, b) A-Type Stage IV, c) 
C-Type NAM, d) C-Type Stage IV. The white dotted line indicates the start of the 12-36 hour time frame. Note 
that to observe a complete cycle the 30-36 hour time frame is at both the top and the bottom. The numbers in 
the lower left of a) and c) are the spatial correlation coefficients calculated in Hovmöller space for their 
respective case type. 
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Figure 8  Same as figure 7 but a) and c) are the GFS model. 
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Figure 10  Composite analysis for NAM C-type LLJ cases. Shaded background is precipitation from respective 
source, (a) 900 mb mean streamlines and magnitude for C-type cases from the NARR at 15Z, (b) 900 mb mean 
streamlines and magnitude for C-type cases from the NAM at forecast hour 27 valid at 15Z, (c) same as in (a), 
but valid at 21Z, and (d) same as in (b), but for forecast hour 33 valid at 21Z. All maps are centered in reference 
to the average location of the precipitation maximum of the NARR. Each tick mark is 100 km. The map 
background is for aerial reference only. 
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Figure 11  Composite analysis for NAM A-type LLJ cases. Shaded background is precipitation from respective 
source, (a) 900 mb mean streamlines and magnitude for A-type cases from the NARR at 15Z, (b) 900 mb mean 
streamlines and magnitude for A-type cases from the NAM at forecast hour 27 valid at 15Z, (c) same as in (a), 
but valid at 21Z, and (d) same as in (b), but for forecast hour 33 valid at 21Z. All maps are centered in reference 
to the average location of the precipitation maximum of the NARR. Each tick mark is 100 km. The map 
background is for aerial reference only. 
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Figure 13  Composite analysis for A-type LLJ cases. Shaded background is precipitation from respective 
source, (a) 900 mb mean streamlines and magnitude for A-type cases from the NARR at 15Z, (b) 900 mb mean 
streamlines and magnitude for A-type cases from the GFS at forecast hour 27 valid at 15Z, (c) same as in (a), 
but valid at 21Z, and (d) same as in (b), but for forecast hour 33 valid at 21Z. All maps are centered in reference 
to the average location of the precipitation maximum of the NARR. Each tick mark is 100 km. The map 
background is for aerial reference only. 
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TABLE 1. Research methods, purpose, and hypothesis used to verify forecasts. 
Method Purpose  Hypothesis 
ETS & Bias 
Score 
Provides an objective score for 
QPF verification with better 
scores indicating a better 
forecast. 
The more strongly forced C-type cases should show a 
higher ETS due to the models ability to correctly 
forecast the larger scale forcing associated with it. 
Hovmöller 
diagrams 
Used to look for propagation 
signals and dissipation time of 
QPF. 
Propagation signals should be roughly the same speed as 
the analysis. There is a potential that the precipitation 
may not properly dissipate in the models. 
Composite 
Analysis 
Creates a mean average of wind 
flow related to the maximum 
center of QPF. 
The LLJ should be the moisture source for the 
precipitation maximums; therefore if the strength of the 
LLJ does not decrease during the day the model may 
continue to produce QPF too long. 
Ideal Cases 
Allows actual cases to show that 
the composite analysis is 
representative of simulated 
events. 
Ideal cases will support the conclusions found in the 
composite analysis and show they are representative of 
real world events. 
 
TABLE 2. Criteria for classifying low level jets based on speed and decrease in speed above the jet (Bonner 
1968). 
Criterion Description  
1 
The wind at the level of maximum wind must equal or exceed 12 m. sec.
-1
 (23 knots) and 
must decrease by at least 6 m. sec.-1 (11 knots) to the next higher minimum or to the 3-km 
level, whichever is lower. 
2 
The wind speed at the level of maximum wind must equal or exceed 16 m. sec.
-1
 (31 knots) and 
must decrease by at least 8 m. sec.
-1
 (15 knots) to the next higher minimum or to the 3-km level, 
whichever is lower. 
3 
The wind speed at the level of maximum wind must equa1 or exceed 20 m. sec.
-1
 (39 knots) 
and must decrease by at least 10 m. sec.
-1
 (19 knots) to the next higher minimum or to the 3-
km. level, whichever is lower. 
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