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Abstract
This work proposes a novel finite volume paradigm, the face-centred finite volume
(FCFV) method. Contrary to the popular vertex (VCFV) and cell (CCFV) centred
finite volume methods, the novel FCFV defines the solution on the mesh faces (edges
in 2D) to construct locally-conservative numerical schemes. The idea of the FCFV
method stems from a hybridisable discontinuous Galerkin (HDG) formulation with
constant degree of approximation, thus inheriting the convergence properties of the
classical HDG. The resulting FCFV features a global problem in terms of a piecewise
constant function defined on the faces of the mesh. The solution and its gradient in
each element are then recovered by solving a set of independent element-by-element
problems. The mathematical formulation of FCFV for Poisson and Stokes equation
is derived and numerical evidence of optimal convergence in 2D and 3D is provided.
Numerical examples are presented to illustrate the accuracy, efficiency and robustness
of the proposed methodology. The results show that, contrary to other FV methods,
the accuracy of the FCFV method is not sensitive to mesh distortion and stretching.
In addition, the FCFV method shows its better performance, accuracy and robustness
using simplicial elements, facilitating its application to problems involving complex
geometries in 3D.
Keywords: finite volume method, face-centred, hybridisable discontinuous
Galerkin, lowest-order approximation
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1 Introduction
Starting from its first appearance in the 1960s, the finite volume method (FVM) has ex-
perienced a growing success, especially within the computational fluid dynamics (CFD)
community. Stemming from the fundamental work of Godunov,24 Varga41 and Preiss-
mann,35 the FVM made its official appearance in,27,37 where the authors considered its
application to hyperbolic systems of conservation laws. Nowadays, the FVM is the most
widely spread methodology implemented in open-source, commercial and industrial CFD
solvers.
Over the years, several variations of the original FVM have been proposed. For a
complete introduction, the interested reader is referred to classical textbooks26,40 and to
the review papers.2,21,22,29 The two most popular approaches are the so-called cell-centred
finite volume (CCFV) method and the vertex-centred finite volume (VCFV) method.
The CCFV approach defines the solution at the centre of the mesh elements (i.e. cells)
such that their values represent cell averages of the unknown quantities. Several tech-
niques to accurately compute the gradient of the solution at the element faces, based on
node averaging or least squares, have been proposed and compared.18,19 In all cases, a
reconstruction of the gradient of the solution is required to guarantee second-order con-
vergence of the solution error. This is crucial to guarantee a first-order convergence of
the solution gradient, which is required to accurately compute engineering quantities of
interest (e.g. lift and drag). The accuracy of the reconstruction is heavily dependent on
the quality of the mesh and some approaches fail to provide a second-order scheme on
highly stretched and deformed grids.
The VCFV strategy defines the solution at the mesh nodes. A control volume is con-
structed around each node by using the centroid of the mesh elements and mid-edge points
(and face centroids in three dimensions). The control volumes form a non-overlapping set
of subdomains that cover the whole domain and form the so-called dual mesh. The result-
ing approximation is locally piecewise constant on each dual element where the values of
the unknowns represent control volume averages. Similarly to CCFV scheme, the VCFV
method requires the reconstruction of the gradient of the solution at each dual face. A
first order accurate reconstruction scheme is required to provide a second-order VCFV
method.18,19
In parallel to the development of FV schemes, a great effort was dedicated during
the 1970s to the application of finite element methods to CFD problems.45 The difficulties
encountered due to the convection dominated nature of many fluid flow problems prompted
the development of the so-called stabilised finite element techniques20 and discontinuous
Galerkin methods.36
More recently, a great effort has been dedicated to reinterpret finite volume schemes
within a continuous and discontinuous finite element framework. In,29 Morton and Sonar
motivate their exposition of finite volume schemes as Petrov-Galerkin finite element meth-
2
ods owing to the flexibility the latter approaches show in terms of approximation using
unstructured meshes and the solid theoretical framework developed for their analysis. In,42
Vohral´ık exploits similar ideas to develop a unified theory of a posteriori error estimators
valid for both finite volume and finite element approximations. Within this context, the
CCFV scheme may be interpreted as a discontinuous Galerkin method with piecewise
constant degree of approximation within each element.16,22 In a similar fashion, a VCFV
scheme on simplicial meshes may be interpreted as a conforming piecewise linear continuous
finite element method.1,25,38
In this paper, an alternative to the discussed finite volume strategies is proposed by
defining the unknowns over the faces of the mesh. As for CCFV and VCFV, the resulting
face-centred finite volume (FCFV) method may be interpreted as a lowest-order finite
element method. More precisely, FCFV is derived from the recently proposed hybridisable
discontinuous Galerkin (HDG) method by Cockburn and co-workers10–12,14 by imposing a
constant degree of approximation. As such, the method requires the solution of a global
system of equations equal to the total number of element faces. The solution and its
gradient in each element are then recovered by solving a set of independent element-by-
element problems.
The proposed FCFV method provides first-order accuracy on both the solution and
its gradient without the need to perform a reconstruction of the gradients to accurately
compute the fluxes at the element or control volume boundary. Therefore, its accuracy is
not compromised in the presence of highly stretched or distorted elements. In addition,
due to the definition of the unknowns on the element faces, the global system of equations
that must be solved, provides a less degree of coupling of the information when compared
to other finite volume schemes. The application to scalar and vector second-order elliptic
problems is considered, namely the Poisson and the Stokes problems respectively. For the
solution of Stokes flow problems, the FVFC method does not require the solution of a
Poisson problem for computing the pressure, as required by segregated schemes such as
the semi-implicit method for pressure-linked equations (SIMPLE) algorithm.34 In addition,
contrary to other mixed finite element methods, with the FCVC it is possible to use the
same space of approximation for both velocity and pressure, circumventing the so-called
Ladyzhenskaya-Babusˇka-Brezzi (LBB) condition.20
The rest of this paper is organised as follows. Section 2 presents the proposed FCFV
method for the solution of the Poisson equation. The extension to Stokes flow problems
is described in Section 3. Section 4 discusses some computational aspects of the FCFV
rationale and recalls its theoretical convergence properties. An exhaustive set of numerical
studies is presented in Section 5. These studies include mesh convergence tests, a compar-
ison in terms of the computational cost and the influence of the stabilisation parameter,
the mesh distortion and the element stretching. The studies consider both the Poisson and
Stokes equations, using different element types and in two and three dimensional domains.
In Section 6 large three dimensional examples are considered to show the potential of the
proposed methodology. Finally, section 7 summarises the conclusions of the work that has
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been presented.
2 FCFV for the Poisson equation
2.1 Problem statement and mixed formulation
Let Ω ∈ Rnsd be an open bounded domain with boundary ∂Ω = ΓD ∪ ΓN , ΓD ∩ ΓN = ∅
and nsd the number of spatial dimensions. The strong form for the second-order elliptic
problem can be written as 
−∇ ·∇u = s in Ω,
u = uD on ΓD,
n ·∇u = t on ΓN ,
(1)
where s ∈ L2(Ω) is a source term, n is the outward unit normal vector to ∂Ω and uD and t
respectively are the Dirichlet and Neumann data imposed on the external boundary. Other
boundary conditions may also be considered but, for the sake of simplicity (and without
any loss of generality), solely the Dirichlet-Neumann case will be detailed.
Let us assume that Ω is partitioned in nel disjoint subdomains Ωe
Ω =
nel⋃
e=1
Ωe, Ωe ∩ Ωl = ∅ for e 6= l, (2)
with boundaries ∂Ωe, which define an internal interface Γ
Γ :=
[ nel⋃
e=1
∂Ωe
]
\ ∂Ω (3)
Moreover, it is also convenient to write the boundary of each element as the union of the
individual element faces (edges in two dimensions), namely
∂Ωe :=
nefa⋃
j=1
Γe,j, (4)
where nefa denotes the number of faces of the element Ωe.
Following the definition in,28 the jump J·K operator is introduced. That is, along each
portion of the interface Γ it sums the values from the left and right of say, Ωe and Ωl,
namely JK = e +l. (5)
It is important to observe that this definition always requires the normal vector n in the
argument and always produces functions in the same space as the argument.
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The second-order elliptic problem (1) can thus be written in mixed form in the broken
computational domain as a system of first-order equations, namely
q +∇u = 0 in Ωe, and for e = 1, . . . , nel,
∇ · q = s in Ωe, and for e = 1, . . . , nel,
u = uD on ΓD,
n · q = −t on ΓN ,JunK = 0 on Γ,Jn · qK = 0 on Γ,
(6)
where the two last equations correspond to the imposition of the continuity of respectively
the primal variable u and the normal fluxes along the internal interface Γ.
2.2 Strong form of the local and global problems
In this subsection, the classical formulation of the hybridisable discontinuous Galerkin
method is recalled. The HDG method for second-order elliptic problems has been studied
in a series of papers by Cockburn and co-workers9,14,32 and relies on rewriting Equation (6)
as two equivalent problems. First, the local (element-by-element) problem with Dirichlet
boundary conditions is defined, namely
qe +∇ue = 0 in Ωe,
∇ · qe = s in Ωe,
ue = uD on ∂Ωe ∩ ΓD,
ue = uˆ on ∂Ωe \ ΓD,
(7)
for e = 1, . . . , nel. In each element Ωe this problem produces an element-by-element solu-
tion qe and ue as a function of the unknown uˆ ∈ L2(Γ ∪ ΓN). Note that these problems
can be solved independently element-by-element.
Second, a global problem is defined to determine uˆ. It corresponds to the imposition
of the Neumann boundary condition and the so-called transmission conditions, see.14
JunK = 0 on Γ,Jn · qK = 0 on Γ,
n · q = −t on ΓN .
(8)
These transmission conditions were introduced in (6) to ensure inter-element continuity
when the broken computational domain formulation was presented. Note that the first
equation in (8) imposes continuity of u across Γ. Owing to the Dirichlet boundary condition
u = uˆ on Γ as imposed by the local problems (7) and the uniqueness of the hybrid variable
uˆ, the continuity of the primal variable, JuˆnK = 0, is automatically verified. Hence, the
global problem reduces to the second and third equation in (8).
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2.3 Weak form of the local and global problems
First, following the notation in,39 the discrete functional spaces are introduced:
Vh(Ω) := {v ∈ L2(Ω) : v|Ωe ∈ Pk(Ωe) ∀Ωe , e = 1, . . . , nel}, (9a)
Vˆh(S) := {vˆ ∈ L2(S) : vˆ|Γi ∈ Pk(Γi) ∀Γi ⊂ S ⊆ Γ ∪ ∂Ω}, (9b)
where Pk(Ωe) and Pk(Γi) stand for the spaces of polynomial functions of complete degree
at most k in Ωe and on Γi respectively. Moreover, recall the notation for the classical
internal products of scalar functions in L2(Ωe) and L2(Γi)
(p, q)Ωe :=
∫
Ωe
pq dΩ, 〈pˆ, qˆ〉∂Ωe :=
∑
Γi⊂∂Ωe
∫
Γi
pˆqˆ dΓ (10)
and the internal product of vector valued functions in [L2(Ω)]nsd
(p, q)Ωe :=
∫
Ωe
p · q dΩ (11)
The discrete weak formulation of the previously introduced local problems is obtained
by multiplying the problems by a test function in an appropriate discrete functional space
and integrating by parts. For e = 1, . . . , nel, seek (q
h
e , u
h
e ) ∈ [Vh(Ωe)]nsd ×Vh(Ωe) such that
for all (w, v) ∈ [Vh(Ωe)]nsd × Vh(Ωe) it holds
−(w, qhe )Ωe + (∇ ·w, uhe )Ωe = 〈ne ·w, uD〉∂Ωe∩ΓD + 〈ne ·w, uˆh〉∂Ωe\ΓD ,
−(∇v, qhe )Ωe + 〈v,ne · q̂he 〉∂Ωe = (v, s)Ωe ,
The traces of the numerical fluxes q̂he have to be properly defined in order to guarantee
the stability of the method.14 More precisely, they are defined element-by-element (i.e. for
e = 1, . . . , nel) as
ne · q̂he :=
{
ne · qhe + τe(uhe − uD) on ∂Ωe ∩ ΓD,
ne · qhe + τe(uhe − uˆh) elsewhere,
(12)
with τe being a stabilization parameter which may assume different values on each face of
the boundary ∂Ωe and whose selection has an important effect on the stability, accuracy
and convergence properties of the resulting HDG method. The influence of the stabilization
parameter has been studied extensively by Cockburn and co-workers, see for instance.8,14
By exploiting the definition of the numerical fluxes given by (12) and integrating by parts
again the left-hand side of the second equation in order to retrieve a symmetric formulation,
the discrete weak problem becomes: for e = 1, . . . , nel, seek (q
h
e , u
h
e ) ∈ [Vh(Ωe)]nsd×Vh(Ωe)
that for all (w, v) ∈ [Vh(Ωe)]nsd × Vh(Ωe) satisfies
−(w, qhe )Ωe + (∇ ·w, uhe )Ωe = 〈ne ·w, uD〉∂Ωe∩ΓD + 〈ne ·w, uˆh〉∂Ωe\ΓD , (13a)
(v,∇ · qhe )Ωe + 〈v, τe uhe 〉∂Ωe = (v, s)Ωe + 〈v, τe uD〉∂Ωe∩ΓD + 〈v, τe uˆh〉∂Ωe\ΓD . (13b)
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In a similar fashion, the following discrete formulation is derived for the global problem:
seek uˆh ∈ Vˆh(Γ ∪ ΓN) such that for all vˆ ∈ Vˆh(Γ ∪ ΓN) it holds
nel∑
e=1
〈vˆ,ne · q̂he 〉∂Ωe\∂Ω +
nel∑
e=1
〈vˆ,ne · q̂he + t〉∂Ωe∩ΓN = 0, (14)
or, equivalently,
nel∑
e=1
{
〈vˆ,ne · qhe 〉∂Ωe\ΓD + 〈vˆ, τe uhe 〉∂Ωe\ΓD − 〈vˆ, τe uˆh〉∂Ωe\ΓD
}
= −
nel∑
e=1
〈vˆ, t〉∂Ωe∩ΓN . (15)
Henceforth, to simplify the notation the superindex h expressing the discrete approxi-
mations will be dropped, unless needed in order to follow the development.
2.4 FCFV discretisation
For the sake of readability, introduce the following notation for the sets of faces: Ae :=
{1, . . . , nefa} is the set of indices for all the faces of element Ωe; De := {j ∈ Ae | Γe,j ∩ΓD 6=
∅} is the set of indices for all the faces of element Ωe on the Dirichlet boundary ΓD;
Ne := {j ∈ Ae | Γe,j ∩ ΓN 6= ∅} is the set of indices for all the faces of element Ωe on the
Neumann boundary ΓN ; Be := Ae \ De = {j ∈ Ae | Γe,j ∩ ΓD = ∅} is the set of indices for
all the faces of element Ωe not on the Dirichlet boundary ΓD.
The discretisation of the local problems given by Equation (13) with a degree of ap-
proximation k = 0 in each element for both qe and ue and also a degree of approximation
k = 0 in each face/edge for uˆ leads to
−|Ωe|qe =
∑
j∈De
|Γe,j|njuD,j +
∑
j∈Be
|Γe,j|njuˆj, (16a)
∑
j∈Ae
|Γe,j|τjue = |Ωe|se +
∑
j∈De
|Γe,j|τjuD,j +
∑
j∈Be
|Γe,j|τjuˆj (16b)
where τj is the value of the stabilization parameter on the j-th face of the element.
Remark 1. The local problem of Equation (16) assumes that the integrals in the weak
formulation are computed with a numerical quadrature with a single integration point
in each element and each face/edge. It is worth noting that this is exact for some of the
integrals but in other cases it introduces an error of orderO(h), where h is the characteristic
element size. The two situations where the integral with one integration point is not exact
are when the data (source term, Dirichlet and Neumann data) that is not constant per
element or face/edge and when the outward unit normal to the face changes within the face
(i.e. when elements with non-planar quadrilateral faces are considered in three dimensions).
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In general, the HDG local problem requires the solution of a small system of equations to
obtain q and u in terms of uˆ. However, for the particular choice of a constant interpolation
in each element, Equations (16) are uncoupled and provide the following explicit expressions
of qe and ue in terms of uˆ:
qe = −|Ωe|−1ze − |Ωe|−1
∑
j∈Be
|Γe,j|njuˆj (17a)
ue = α
−1
e βe + α
−1
e
∑
j∈Be
|Γe,j|τjuˆj, (17b)
where
αe :=
∑
j∈Ae
|Γe,j|τj, βe := |Ωe|se +
∑
j∈De
|Γe,j|τjuD,j, ze :=
∑
j∈De
|Γe,j|njuD,j. (18)
Similarly, the discretisation of the global problem given by Equation (15) with a degree
of approximation k = 0 for uˆ leads to
nel∑
e=1
{
|Γe,i|ni · qe + |Γe,i|τiue − |Γe,i|τiuˆi
}
= −
nel∑
e=1
{
|Γe,i|ti χNe(i)
}
for i ∈ Be, (19)
where χNe is the indicator function of the set Ne, i.e.
χNe(i) =
{
1 if i ∈ Ne
0 otherwise
. (20)
By plugging (17a) and (17b) into (19), the following system of equations containing only
uˆ as an unknown is obtained:
K̂uˆ = fˆ , (21)
where the global matrix K̂ and right hand side vector fˆ are computed by assembling the
contributions given by
K̂ei,j := |Γe,i|
(
α−1e |Γe,j|τiτj − |Ωe|−1|Γe,j|ni · nj − τiδij
)
, (22a)
f̂ ei := |Γe,i|
(|Ωe|−1ni · ze − ti χNe(i)− α−1e βeτi) , (22b)
for i, j ∈ Be, being δij the classical Kronecker delta.
3 FCFV for the Stokes equation
3.1 Problem statement and mixed formulation
Following the above rationale, the formulation of the face-centred finite volume method for
the approximation of Stokes flows is derived next. The strong form of the velocity-pressure
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formulation of the Stokes equation can be written as
−∇ · (ν∇u− pInsd) = s in Ω,
∇ · u = 0 in Ω,
u = uD on ΓD,
n · (ν∇u− pInsd) = t on ΓN ,
(23)
where the couple (u, p) represents the velocity and pressure field, ν > 0 is the viscosity
coefficient and s, uD and t respectively are the volumetric source term, the Dirichlet
boundary datum to impose the value of the velocity on ΓD and the pseudo-traction applied
on the Neumann boundary ΓN .
Assuming that Ω is partitioned in nel disjoint subdomains and splitting the second-
order momentum conservation equation in two first-order equations, Equation (23) can be
written in the broken computational domain as
L+
√
ν∇u = 0 in Ωe, and for e = 1, . . . , nel,
∇ · (√νL+ pInsd) = s in Ωe, and for e = 1, . . . , nel,
∇ · u = 0 in Ωe, and for e = 1, . . . , nel,
u = uD on ΓD,
n · (√νL+ pInsd) = −t on ΓN ,Ju⊗ nK = 0 on Γ,Jn · (√νL+ pInsd)K = 0 on Γ.
(24)
where, as for the Poisson equation, the last two equations enforce the continuity of respec-
tively the primal variable and the normal trace of the flux across the interface Γ.
3.2 Strong form of the local and global problems
The HDG formulation for the Stokes equation has been developed in a series of publi-
cations by Cockburn and co-workers.13,17,31,33 As previously discussed, the hybridisable
discontinuous Galerkin method relies on writing Equation (24) as a set of nel local prob-
lems defined element-by-element and featuring purely Dirichlet boundary conditions and
a global problem to compute the hybrid variable defined on the mesh skeleton. First, for
e = 1, . . . , nel a solution (Le,ue, pe) is sought as a function of the unknown hybrid variable
û, namely 
Le +
√
ν∇ue = 0 in Ωe,
∇ · (√νLe + peInsd) = s in Ωe,
∇ · ue = 0 in Ωe
ue = uD on ∂Ωe ∩ ΓD,
ue = û on ∂Ωe \ ΓD.
(25)
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It is worth noting that Equation (25) features a problem with only Dirichlet boundary
conditions, hence the pressure is determined up to a constant. An additional constraint
(e.g. setting the mean value of the pressure on the element boundary) is added to avoid
the indeterminacy, namely
1
|∂Ωe| 〈pe, 1〉∂Ωe = ρe, (26)
where ρe denotes the mean pressure on the boundary of element Ωe.
In addition, the free divergence condition in Equation (25) induces the compatibility
condition
〈û · ne, 1〉∂Ωe\ΓD + 〈uD · ne, 1〉∂Ωe∩ΓD = 0. (27)
A global problem is defined to determine the trace of the velocity on the mesh skeleton,
û, and the mean pressure in each element, ρe, namely
Ju⊗ nK = 0 on Γ,Jn · (√νL+ pInsd)K = 0 on Γ.
n · (√νL+ pInsd) = −t on ΓN . (28)
As previously discussed, the first condition in Equation (28) is automatically satisfied due
to the unique definition of the hybrid variable û on each face and the Dirichlet boundary
condition ue = û imposed in the local problems.
3.3 Weak form of the local and global problems
In addition to the internal products introduced in Equations (10) and (11), the following
internal products are defined
(P ,Q)Ωe :=
∫
Ωe
P : Q dΩ, 〈pˆ, qˆ〉∂Ωe :=
∑
Γi⊂∂Ωe
∫
Γi
pˆ · qˆ dΓ (29)
for tensor valued functions in [L2(Ω)]nsd×nsd and vector valued functions in [L2(Γi)]nsd re-
spectively.
The discrete weak formulation of the local problems reads as follows: for e = 1, . . . nel,
find (Lhe ,u
h
e , p
h
e ) ∈ [Vh(Ωe)]nsd×nsd × [Vh(Ωe)]nsd × Vh(Ωe) such that
− (G,Lhe )Ωe + (∇ ·G,
√
νuhe )Ωe = 〈ne ·G,
√
νuD〉∂Ωe∩ΓD + 〈ne ·G,
√
νûh〉∂Ωe\ΓD , (30a)
− (∇w,√νLhe )Ωe − (∇ ·w, phe )Ωe + 〈w,ne ·
( ̂√νLhe + pheInsd)〉∂Ωe = (w, s)Ωe , (30b)
(∇q,uhe )Ωe = 〈q,uD · ne〉∂Ωe∩ΓD + 〈q, ûh · ne〉∂Ωe\ΓD , (30c)
1
|∂Ωe| 〈p
h
e , 1〉∂Ωe = ρe, (30d)
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for all (G,w, q) ∈ [Vh(Ωe)]nsd×nsd × [Vh(Ωe)]nsd × Vh(Ωe).
Integrating by parts Equation (30b) and introducing the definition of the trace of the
numerical normal flux
ne ·
( ̂√νLhe + pheInsd) :=
{
ne ·
(√
νLhe + p
h
eInsd
)
+ τe(u
h
e − uD) on ∂Ωe ∩ ΓD,
ne ·
(√
νLhe + p
h
eInsd
)
+ τe(u
h
e − ûh) elsewhere.
(31)
leads to the following local problem:
−(G,Lhe )Ωe + (∇ ·G,
√
νuhe )Ωe = 〈ne ·G,
√
νuD〉∂Ωe∩ΓD + 〈ne ·G,
√
νûh〉∂Ωe\ΓD , (32a)
(w,
√
ν∇ ·Lhe )Ωe + 〈w, τeuhe 〉∂Ωe + (w,∇phe )Ωe
= (w, s)Ωe + 〈w, τeuD〉∂Ωe∩ΓD + 〈w, τeûh〉∂Ωe\ΓD ,
(32b)
(∇q,uhe )Ωe = 〈q,uD · ne〉∂Ωe∩ΓD + 〈q, ûh · ne〉∂Ωe\ΓD , (32c)
1
|∂Ωe|〈p
h
e , 1〉∂Ωe = ρe, (32d)
In a similar fashion, the following global problem accounting for the transmission
conditions and the Neumann boundary condition given in Equation (28) is: find ûh ∈
[Vˆh(Γ ∪ ΓN)]nsd and ρ ∈ Rnel
nel∑
e=1
{
〈ŵ,ne ·
√
νLhe 〉∂Ωe\ΓD + 〈ŵ, phene〉∂Ωe\ΓD
+ 〈ŵ, τe uhe 〉∂Ωe\ΓD − 〈ŵ, τe ûh〉∂Ωe\ΓD
}
= −
nel∑
e=1
〈ŵ, t〉∂Ωe∩ΓN ,
(33a)
〈ûh · ne, 1〉∂Ωe\ΓD = −〈uD · ne, 1〉∂Ωe∩ΓD for e = 1, . . . , nel, (33b)
for all ŵ ∈ [Vˆh(Γ ∪ ΓN)]nsd .
Henceforth, to simplify the notation, the superindex h expressing the discrete approxi-
mations will be dropped, unless needed in order to follow the development.
3.4 FCFV discretisation
The discretisation of the local problems given by Equation (32) with a degree of approxi-
mation k = 0 in each element for both Le, ue and pe and also a degree of approximation
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k = 0 in each face/edge for û leads to
− |Ωe|Le =
√
ν
∑
j∈De
|Γe,j|nj ⊗ uD,j +
√
ν
∑
j∈Be
|Γe,j|nj ⊗ uˆj, (34a)∑
j∈Ae
|Γe,j|τjue = |Ωe|se +
∑
j∈De
|Γe,j|τjuD,j +
∑
j∈Be
|Γe,j|τjuˆj, (34b)
0 =
∑
j∈De
|Γe,j|uD,j · nj +
∑
j∈Be
|Γe,j|uˆj · nj, (34c)
pe = ρe, (34d)
for e = 1, . . . , nel.
It is important to note that Equation (34c) coincides with the discretised version of
the global compatibility condition of Equation (33b), thus it may be neglected in the local
computations and be imposed solely in the global problem. The three remaining equations
are uncoupled and provide the following expressions of Le, ue and pe as functions of the
global unknowns û and ρe:
Le = −
√
ν|Ωe|−1Ze −
√
ν|Ωe|−1
∑
j∈Be
|Γe,j|nj ⊗ uˆj, (35a)
ue = α
−1
e βe + α
−1
e
∑
j∈Be
|Γe,j|τjuˆj, (35b)
pe = ρe, (35c)
where the following quantities only depend upon the data of the problem and may be
precomputed:
αe :=
∑
j∈Ae
|Γe,j|τj, βe := |Ωe|se+
∑
j∈De
|Γe,j|τjuD,j, Ze :=
∑
j∈De
|Γe,j|nj⊗uD,j. (36)
In a similar fashion, the global problem of Equation (33) particularised for a constant
degree of approximation k = 0 leads to
nel∑
e=1
{√
ν|Γe,i|ni · Le + |Γe,i|peni + |Γe,i|τiue − |Γe,i|τiuˆi
}
= −
nel∑
e=1
|Γe,i|ti χNe(i) for i ∈ Be,
(37a)
∑
j∈Be
|Γe,j|uˆj · nj = −
∑
j∈De
|Γe,j|uD,j · nj for e = 1, . . . , nel. (37b)
By plugging Equation (35a), (35b) and (35c) into Equation (37), the global problem can
be written in terms of the global unknowns û and ρ. That is, being uˆ the vector containing
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the value of the hybrid variable on the faces on Γ ∪ ΓN and ρ the vector containing the
values of the mean pressure on each element Ωe, the following linear system is obtained:[
K̂uˆuˆ K̂uˆρ
K̂Tuˆρ 0nel
]{
uˆ
ρ
}
=
{
fˆuˆ
fˆρ
}
, (38)
where the blocks composing the matrices and the vectors of the previous linear system are
computed by assembling the contributions given by
(K̂uˆuˆ)
e
i,j := |Γe,i|
(
α−1e τiτj|Γe,j| − ν|Ωe|−1|Γe,j|ni · nj − τiδij
)
Insd , (39a)
(K̂uˆρ)
e
i := |Γe,i|ni, (39b)
(ˆfuˆ)
e
i := |Γe,i|
(
ν|Ωe|−1ni · Ze − ti χNe(i)− α−1e τiβe
)
, (39c)
(ˆfρ)
e := −
∑
j∈De
|Γe,j|uD,j · nj, (39d)
for i, j ∈ Be. It is important to emphasise that (K̂uˆuˆ)ei,j denotes a matrix, (K̂uˆρ)ei and (ˆfuˆ)ei
are vectors and (ˆfρ)
e is a scalar.
Remark 2. When Dirichlet boundary conditions are imposed in the whole boundary (i.e.
ΓD = ∂Ω and ΓN = ∅) an additional constraint must be imposed to avoid the indeterminacy
of the pressure. It is common15,31 to impose zero mean pressure on the domain, namely
nel∑
e=1
|Ωe|ρe = 0. (40)
In this case, the global system of Equation (39) must be modified to account for the extra
constraint on the pressure.
4 Computational aspects
In a series of papers by Cockburn and co-workers,4,5, 7, 14, 15,23 the optimal rate of conver-
gence of HDG has been proved and numerically verified for a wide class of problems. More
precisely, for Poisson and Stokes equations using constant degree of approximation, both
the primal variables (u in the Poisson equation and velocity u and pressure p in Stokes
equation) and the dual variables representing the fluxes (q = −∇u in Poisson equation and
L = −√ν∇u in Stokes equation) converge with first-order accuracy. The FCFV method
inherits the convergence properties of HDG, that is, it experiences first-order convergence
for both the primal variables and their fluxes. The result for the primal variables is the
same as other finite volume techniques (e.g. cell-centred and vertex-centred finite volumes).
The most distinctive feature of the proposed FCFV method is that first-order convergence
is also achieved for the gradient of the solution without any reconstruction.
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For the solution of Stokes flow problems, the proposed FCFV method does not require
the solution of a Poisson problem for computing the pressure, as required by segregated
schemes such as the semi-implicit method for pressure-linked equations (SIMPLE) algo-
rithm.34 In addition, contrary to other mixed finite element methods, with the FCFV it
is possible to use the same space of approximation for both velocity and pressure, circum-
venting the so-called LBB condition.20
A remarkable property of the proposed FCFV method, inherited from the HDG method,
is the uncoupled nature of the variables appearing in the local problems. More precisely, an
analytical closed form of the primal and dual variables, (qe, ue) and (Le,ue, pe) for Poisson
and Stokes respectively is given in terms of the global variables, uˆ and (û, ρ) for Poisson
and Stokes respectively.
A drawback of the FCFV method with respect to other finite volume strategies is
represented by the higher number of degrees of freedom. This issue is due to the higher
number of faces with respect to the elements and the vertices for a given cardinality of the
mesh (cf. tables 1 and 2 for two and three dimensional meshes respectively). Nevertheless,
a detailed comparison of the computational costs induced by CCFV, VCFV and FCFV
strategies to compute a solution for a given precision should be performed in order to
state any final conclusion on the advantages and disadvantages of the method concerning
its computational cost. Note for instance that CCFV and FCFV, in contrast to VCFV,
have, even for unstructured meshes, a fixed connectivity, which has major influences in the
computability costs.
Type Vertices Cells Edges
Triangles n 2n 3n
Quadrilaterals n n 2n
Table 1: Number of vertices, cells and edges for meshes in two dimensions.
Type Vertices Cells Faces
Tetrahedrons n 5n 10n
Hexahedrons n n 3n
Prisms n 2n 5n/3
Pyramids n 8n/5 4n
Table 2: Number of vertices, cells and faces for meshes in three dimensions.
Despite the increased number of degrees of freedom compared to the VCFV, the pro-
posed FCFV method requires a significantly low number of operations to construct the
global system of equations. For solving the Poisson problem, the computation of the ele-
mental matrix and right hand side vector in Equation (22) only requires a total of 4nsd+12
operations. For the Stokes problem, the computation of the elemental matrices and right
14
hand side vectors in Equation (39) only requires a total of 2n2sd + (|De|+ 6)nsd + 2|De|+ 9
operations. The operation counts does not include the operations required to compute the
terms in Equations (18) and (36) as these scalars and vectors can usually be computed
once and stored without incurring in a significant memory consumption. For instance,
the memory required for storing the terms in Equation (18) is equal to 8(nsd+2) MB per
million elements. Similarly, the memory required for storing the terms in Equation (36) is
equal to (n2sd + nsd + 1) MB per million elements.
It is also worth noting that the expressions appearing in Equations (22) and (39) may
be further simplified under some assumptions on the nature of the mesh. That is, some
of the terms involving the outward unit normals to the element faces vanish and result in
simpler expressions exploiting the orthogonality properties of Cartesian grids.
5 Numerical studies
This Section presents a set of numerical studies to verify the optimal convergence properties
of the proposed approach, to compare the performance for different element types and to
study the influence of numerical parameters and mesh metrics on the accuracy of the
approximation. Two and three dimensional examples are considered for both the Poisson
and the Stokes equations.
5.1 Optimal convergence of the FCFV scheme for Poisson equa-
tion
The model problem of Equation (1) is solved in two dimensions to test the optimal conver-
gence of the proposed FCFV solver. The computational domain is Ω = [0, 1]2. The source
term is selected so that the analytical solution is
u(x, y) = exp
(
α sin(ax+ cy) + β cos(bx+ dy)
)
, (41)
with α = 0.1, β = 0.3, a = 5.1, b = 4.3, c = −6.2 and d = 3.4. Neumann boundary
conditions, corresponding to the analytical normal flux, are imposed in ΓN = {(x, y) ∈
R2 | y = 0} and Dirichlet boundary conditions, corresponding to the analytical solution,
are imposed in ΓD = ∂Ω \ ΓN .
Quadrilateral and triangular uniform meshes are considered to perform an h-convergence
study. The first four quadrilateral and triangular meshes are shown in Figures 1 and 2
respectively.
The numerical solution obtained with the proposed FCFV scheme for selected quadri-
lateral and triangular meshes is depicted in Figures 3 and 4 respectively. The results clearly
illustrate the constant degree of approximation used within each element and the increased
accuracy obtained as the mesh is refined.
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(a) Mesh 1 (b) Mesh 2 (c) Mesh 3 (d) Mesh 4
Figure 1: Quadrilateral meshes of Ω = [0, 1]2 for the mesh convergence analysis in 2D.
(a) Mesh 1 (b) Mesh 2 (c) Mesh 3 (d) Mesh 4
Figure 2: Triangular meshes of Ω = [0, 1]2 for the mesh convergence analysis in 2D.
(a) Mesh 3 (b) Mesh 5 (c) Mesh 7 (d) Mesh 9
Figure 3: Solution of the 2D Poisson problem using quadrilateral meshes.
The convergence of the error of the primal variable u, measured in the L2(Ω) norm, as
a function of the characteristic element size h is depicted in Figure 5 (a) for both triangular
and quadrilateral elements. Similarly, the convergence of the error of the dual variable q,
measured in the L2(Ω) norm, as a function of the characteristic element size h is depicted
in Figure 5 (b) for both triangular and quadrilateral elements. In all the examples the
characteristic element size is defined as the maximum diameter of all elements,
h = max
e
{diam(Ωe)} . (42)
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(a) Mesh 3 (b) Mesh 5 (c) Mesh 7 (d) Mesh 9
Figure 4: Solution of the 2D Poisson problem using triangular meshes.
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Figure 5: Mesh convergence of the error of the solution and its gradient in the L2(Ω) norm
for the 2D Poisson problem.
For the regular meshes considered here, h corresponds to the diagonal of a quadrilateral
element or the largest edge of a triangle.
The results confirm the expected linear rate of convergence for both variables and by
using triangular and quadrilateral elements.
Next, a three dimensional test case is considered. The computational domain is Ω =
[0, 1]3 and the source term is selected so that the analytical solution is
u(x, y) = exp
(
α sin(ax+ cy + ez) + β cos(bx+ dy + fz)
)
, (43)
with α = 0.1, β = 0.3, a = 5.1, b = 4.3, c = −6.2, d = 3.4, e = 1.8 and f = 1.7.
Neumann boundary conditions, corresponding to the analytical normal flux, are imposed
in ΓN = {(x, y, z) ∈ R3 | z = 0} and Dirichlet boundary conditions, corresponding to the
analytical solution, are imposed in ΓD = ∂Ω \ ΓN .
The convergence study is performed for regular meshes of hexahedral, tetrahedral,
prismatic and pyramidal elements. A cut through the meshes corresponding to the third
level of refinement is represented in Figure 6 for all element types. Tetrahedral meshes are
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(a) Hexahedrons (b) Tetrahedrons (c) Prisms (d) Pyramids
Figure 6: Third level of mesh refinement for the meshes of Ω = [0, 1]3 employed to test the
optimal convergence in 3D.
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Figure 7: Mesh convergence of the error of the solution and its gradient in the L2(Ω) norm
for the 3D Poisson problem.
obtained from the corresponding hexahedral mesh by subdividing each hexahedron into 24
tetrahedrons. Similarly, prismatic meshes are obtained by subdividing each hexahedron
into six prisms and pyramidal meshes are obtained by subdividing each hexahedron into
four pyramids.
The convergence of the error of the primal and dual variables, measured in the L2(Ω)
norm, as a function of the characteristic element size h is depicted in Figure 7. The results
show a linear rate of convergence for both the dual and primal variables and using all the
different types of elements.
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5.2 Optimal convergence of the FCFV scheme for Stokes equa-
tion
The Stokes problem given in Equation (23) is considered in two dimensions to verify the
optimal convergence properties of the FCFV method for saddle-point problems. The con-
vergence analysis for a classical benchmark case of 3D Stokes solvers is presented in Sec-
tion 6.3, not only analysing the convergence of the primal and dual variables but also the
convergence of the drag force as the mesh is refined.
A two dimensional synthetic problem, taken from ,20 is considered in the domain Ω =
[0, 1]2. The boundary ∂Ω is split into two disjoint parts, namely ΓN = {(x, y) ∈ R2 | y = 0}
where a pseudo-traction t is imposed and ΓD = ∂Ω \ΓN where a velocity profile uD is set.
The viscosity parameter is set to ν = 1 and the source term s and the boundary data t
and uD are chosen such that the analytical solution is
u1(x, y) = x
2(1− x)2(2y − 6y2 + 4y3),
u2(x, y) = −y2(1− y)2(2x− 6x2 + 4x3),
p(x, y) = x(1− x),
(44)
where u1 and u2 are the two components of the velocity field vector u.
The same meshes used in the two dimensional verification example of Section 5.1 are
considered. Figures 8 and 9 show the numerical solutions computed using the FCFV
method on quadrilateral and triangular meshes respectively for different levels of mesh
refinement. Once more, the piecewise constant nature of the FCFV approximation is
clearly observed as well as the improved resolution as the mesh is refined.
The convergence of the error of the pressure, velocity and velocity gradient, measured
in the L2(Ω) norm, as a function of the characteristic element size h is depicted in Figure 10
for both triangular and quadrilateral elements. The expected linear rate of convergence
is observed for the primal, u, p and for the dual, L, variables using both triangular and
quadrilateral meshes. It is worth noting that for quadrilateral meshes both u and L
converge with the optimal linear rate whereas the pressure converges with a slightly lower
rate, 0.9 in this example.
5.3 Computational cost for different element types
The results in Figures 5 and 10 show that, for the same level of mesh refinement, the FCFV
method with triangular meshes provides more accurate results than using quadrilateral
meshes, for the solution of both Poisson and Stokes problems. This is mainly because, for
the same level of mesh refinement, triangular meshes have four times more internal faces
than the corresponding quadrilateral meshes. This means that the second quadrilateral
mesh has exactly the same number of internal faces as the first triangular mesh. Therefore,
a fair comparison between triangular and quadrilateral meshes shows that for the same
19
(a) Velocity, Mesh 3 (b) Velocity, Mesh 5 (c) Velocity, Mesh 7 (d) Velocity, Mesh 9
(e) Pressure, Mesh 3 (f) Pressure, Mesh 5 (g) Pressure, Mesh 7 (h) Pressure, Mesh 9
Figure 8: Solution of the 2D Stokes problem using quadrilateral meshes.
(a) Velocity, Mesh 3 (b) Velocity, Mesh 5 (c) Velocity, Mesh 7 (d) Velocity, Mesh 9
(e) Pressure, Mesh 3 (f) Pressure, Mesh 5 (g) Pressure, Mesh 7 (h) Pressure, Mesh 9
Figure 9: Solution of the 2D Stokes problem using triangular meshes.
number of degrees of freedom (ndof) of the global problem (i.e. number of internal faces
plus number of faces on the Neumann boundary), triangular and quadrilateral meshes
provide similar accuracy for both the primal and the dual variables. This can be observed
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Figure 10: Mesh convergence of the error of the pressure, the velocity and the velocity
gradient in the L2(Ω) norm for the 2D Stokes problem.
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Figure 11: Error of the solution and its gradient in the L2(Ω) norm as a function of the
number of degrees of freedom of the global system for the 2D Poisson problem.
in Figure 11, where the evolution of the error of the primal and dual variables is represented
as a function of the number of degrees of freedom of the global system of equations. From
the results in Figure 11, it can be observed that triangular and quadrilateral elements
provide almost the same accuracy for a given number of degrees of freedom, with triangular
elements providing a marginal extra accuracy for the primal variable and with quadrilateral
elements providing a marginal extra accuracy for the dual variable.
To further study the performance of the FCFV method with triangular and quadri-
lateral meshes, Figure 12 shows a comparison of triangular and quadrilateral elements in
terms of the CPU time. The CPU time is measured as the time required to assemble and
solve the global system of equations. As described in Sections 2 and 3, the cost associated
to the global problem is the dominant cost of the proposed FCFV scheme because the
solution of the local problems involves the evaluation of an explicit expression and can be
performed element-by-element. It is clear that the slight superiority in terms of number of
degrees of freedom directly translates in a marginal better performance in terms of CPU
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Figure 12: Error of the solution and its gradient in the L2(Ω) norm as a function of the
CPU time for the 2D Poisson problem.
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Figure 13: Error of the solution and its gradient in the L2(Ω) norm as a function of the
number of degrees of freedom of the global system for the 3D Poisson problem.
time. The analysis also indicates the efficiency of the method as solving a problem with
more than one million degrees of freedom takes under 100 seconds.
Similarly, for the three dimensional Poisson problem, Figure 7 shows that for a given
element size, tetrahedral elements provide the maximum accuracy but this is simply due
to the higher number of internal faces (i.e. degrees of freedom of the global problem)
compared to meshes of other element types.
Figure 13 shows the evolution of the error of the primal and dual variables as a function
of the number of degrees of freedom of the global problem. The results show that tetra-
hedral elements are able to attain a given error with slightly less degrees of freedom than
other element types whereas hexahedral elements require the maximum number of degrees
of freedom. It is worth noting that when the error on the dual variable is of interest, the
advantages of tetrahedral elements can be better appreciated. For instance, tetrahedral
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Figure 14: Error of the solution and its gradient in the L2(Ω) norm as a function of the
CPU time for the 3D Poisson problem.
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Figure 15: Error of the pressure, the velocity and its gradient in the L2(Ω) norm as a
function of the number of degrees of freedom of the global problem for the 2D Stokes
problem.
elements provide an error of 0.0192 in the sixth mesh, with 1,564,672 degrees of freedom,
whereas hexahedral elements require 50,200,576 in order to provide a similar error, 0.0176
in this example.
To study if the reduction of degrees of freedom also translates in more efficient com-
putations, Figure 14 shows a comparison of the different types of elements in terms of
the CPU time. The results show that a similar performance is obtained by the FCFV
scheme with tetrahedrons, prisms and pyramids. The worst performance is observed for
hexahedral elements, especially if a low error in the dual variable is required.
To study if the same conclusions are obtained for other problems, a similar analysis
is performed for the solution of the Stokes equation in two dimensions. Figure 15 shows
the evolution of the error of the pressure, velocity and velocity gradient, measured in the
L2(Ω) norm, as a function of the number of degrees of freedom. It is worth remarking
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Figure 16: Error of the pressure, the velocity and its gradient in the L2(Ω) norm as a
function of the CPU time for the 2D Stokes problem.
that for the Stokes problem the size of the global system of equations corresponds to the
number of internal and Neumann faces times the number of spatial dimensions plus the
total number of elements, as described in Section 3.4. The results show that triangular
elements offer an extra accuracy compared to quadrilateral elements when the error of the
pressure and the velocity is considered, whereas quadrilateral elements provide a slightly
more accurate representation of the gradient of the velocity, corroborating the conclusions
obtained for the Poisson problem. The more sizeable difference is observed in the pressure
when fine meshes are considered.
The comparison in terms of CPU time is shown in Figure 16. The study shows, once
more, that the slight superiority observed in terms of number of degrees of freedom also
translates in a marginal better performance in terms of CPU time. It is important to note
that the conclusions obtained for the Stokes problem are consistent with the observations
made for the Poisson problem.
5.4 Influence of the stabilization parameter
In all the examples shown in previous Sections, the stabilization parameter τ has been
fixed to a constant value to perform the mesh convergence studies. Next, the influence of
the stabilization parameter τ is studied for the solution of Poisson and Stokes problems
and for different element types.
Figure 17 shows the evolution of the error of the solution and its gradient in the L2(Ω)
norm as a function of the stabilization parameter τ for a three dimensional Poisson problem
using four different element types. The simulation is performed using two different meshes
and the value of τ varies from 0.1 to 10. The results suggest that there is a value of τ that
provides the minimum error on the primal solution. This value seems to be independent
on the level of mesh refinement and only slightly dependent on the type of element. In
this example, the FCFV scheme provides the minimum error in the primal solution for a
value of τ ≈ 3. The same conclusions are also obtained for the Poisson problem in two
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Figure 17: Error of the solution and its gradient in the L2(Ω) norm as a function of the
stabilization parameter τ for a 3D Poisson problem.
dimensions (the results are not presented for brevity).
It can be observed that the error of the gradient of the solution q is less sensitive to the
value of the stabilization parameter. For triangular, tetrahedral, prisms and pyramids, a
value of τ between 0.1 and 3 does not induce a significant variation on the accuracy whereas
a higher value induces an increase in the error of q. For quadrilateral and hexahedral
elements the minimum error is obtained for the value τ ≈ 3 whereas lower or higher values
induce a loss of accuracy in q.
A similar study has also been performed for the Stokes problem. The results represented
in Figure 18 correspond to a two dimensional Stokes problem and they show that the
influence of τ is similar for both Poisson and Stokes problems. For both triangular and
quadrilateral meshes a value of τ ≈ 10 provides the maximum accuracy for the velocity.
When the error on the velocity gradient is of interest, the conclusions are identical to
the ones discussed for the Poisson problem. In terms of the error in pressure, a different
behaviour is observed for triangular and quadrilateral meshes. For triangular meshes, the
accuracy on the pressure is not affected by the stabilization parameter if a value of τ ≤ 10
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Figure 18: Error of the solution and its gradient in the L2(Ω) norm as a function of the
stabilization parameter τ for a 2D Stokes problem.
is selected. For higher values of τ , the error in pressure increases with a significant impact
in the accuracy. With quadrilateral elements the behaviour of the error on the pressure
is different as higher values of the stabilisation parameter provide a lower error. It is
interesting to observe that the accuracy obtained for the velocity and its gradient in two
different meshes is almost identical when a large value of the stabilization parameter is
considered (e.g. τ ≈ 1, 000). This means that all the error is controlled by the value of
τ and not by the level of mesh refinement. This behaviour is attributed to the definition
of the numerical fluxes in Equation (31). A large value of τ implies that the numerical
normal flux receives a negligible contribution from the physical normal flux.
5.5 Influence of the element distortion
The next numerical study involves exploring the influence of the element distortion on the
accuracy of the proposed FCFV scheme. To this end, a new set of meshes is produced by
perturbing the position of the interior nodes of the regular meshes employed in Sections 5.1
and 5.2. In all cases the new position of the i-th node is simply defined as x˜i = xi + ri,
where ri is a vector of dimension nsd where each component is a randomly generated
number within the interval [−`min/3, `min/3] and `min denote the minimum edge length of
the regular mesh. Two of the resulting irregular quadrilateral and triangular meshes are
represented in Figure 19.
The Poisson solver is considered first. The convergence of the error of the primal
variable u, measured in the L2(Ω) norm, as a function of the characteristic element size h
is depicted in Figure 20 (a) for both triangular and quadrilateral elements. Similarly, the
convergence of the error of the dual variable q, measured in the L2(Ω) norm, as a function
of the characteristic element size h is depicted in Figure 20 (b) for both triangular and
quadrilateral elements. The results show the optimal order of convergence in the primal
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(a) Mesh 3 (b) Mesh 5 (c) Mesh 3 (d) Mesh 5
Figure 19: Irregular quadrilateral and triangular meshes of Ω = [0, 1]2.
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Figure 20: Mesh convergence of the error of the solution and its gradient in the L2(Ω)
norm for the 2D Poisson problem with irregular meshes.
variable for both elements. For the dual variable, triangular elements show an optimal
rate of convergence whereas a slight loss of accuracy is obtained for quadrilateral elements
in finer meshes. By comparing the results obtained in irregular meshes with the results
for regular meshes presented in Section 5.1, it can be concluded that the accuracy of the
FCFV method is not heavily dependent upon the distortion of the elements.
The results of the mesh convergence study for the two dimensional Stokes solver are
presented in Figure 21. It can be observed that all variables converge with the optimal rate
of convergence with triangular elements whereas the error in the pressure suffers a slight
loss of accuracy for finer quadrilateral meshes.
To verify that the same behaviour is obtained for irregular three dimensional meshes,
a new set of irregular three dimensional meshes is considered. A cut through the irregular
meshes corresponding to the third level of refinement is represented in Figure 22 for all
element types.
The results of the mesh convergence study for the three dimensional Poisson solver
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Figure 21: Mesh convergence of the error of the pressure, the velocity and the velocity
gradient in the L2(Ω) norm for the 2D Stokes with irregular meshes.
(a) Hexahedrons (b) Tetrahedrons (c) Prisms (d) Pyramids
Figure 22: Third level of mesh refinement for the irregular meshes of Ω = [0, 1]3.
log10(h)
-2 -1.5 -1 -0.5 0 0.5
lo
g
1
0
(|
|E
||
L
2
(Ω
))
-3
-2.5
-2
-1.5
-1
-0.5
0
0.5
Tetrahedrons
Hexahedrons
Prisms
Pyramids
(a) u
log10(h)
-2 -1.5 -1 -0.5 0 0.5
lo
g
1
0
(|
|E
||
L
2
(Ω
))
-3
-2.5
-2
-1.5
-1
-0.5
0
0.5
Tetrahedrons
Hexahedrons
Prisms
Pyramids
(b) q
Figure 23: Mesh convergence of the error of the solution and its gradient in the L2(Ω)
norm for the 3D Poisson problem with irregular meshes.
are presented in Figure 23. All element types are able to provide the optimal rate of
convergence for both the primal and dual variables, but a loss of accuracy is observed for
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Figure 24: Stretched quadrilateral and triangular meshes of Ω = [0, 1]2.
the last pyramidal mesh. In all cases the loss of accuracy is observed for finer meshes and
it is always observed for quadrilateral meshes in 2D or for meshes in 3D with elements
containing quadrilateral faces. This is attributed to the large deformation introduced
for the inner nodes, without any guarantee that quadrilateral elements (or elements with
quadrilateral faces) remain convex.
5.6 Influence of the mesh stretching
The last numerical study considers the influence of the mesh stretching on the accuracy
and rate of convergence of the FCFV method. The regular meshes used in Sections 5.1 and
5.2 are modified to achieve a maximum given stretching s near the bottom boundary. To
construct the meshes in two dimensions, the vertical coordinate of the first layer is fixed
to guarantee the desired stretching. The vertical coordinate of the subsequent layers is
defined as
yk = yk−1 + (h/s)βk−2, for k = 2, . . . , Ny + 1 (45)
where h is the maximum edge length of the regular mesh, Ny is the number of elements in
the vertical direction and the stretching factor β is computed by imposing that the vertical
coordinate of the last layer is one, that is finding the roots of
(h/s)βNy − β + 1− (h/s) = 0. (46)
Two of the resulting stretched quadrilateral and triangular meshes are represented in Fig-
ure 24, corresponding to a stretching s = 100.
The convergence study on two dimensional stretched meshes is performed for the Stokes
problem. Figure 25 depicts the convergence of the error of the pressure, velocity and
gradient of the velocity for two different levels of stretching corresponding to s = 100 and
s = 1, 000 and for both triangular and quadrilateral elements. The results demonstrate
the optimal convergence on highly stretched meshes. In addition, the results show that the
accuracy of the FCFV method is not sensitive to the the level of stretching. In this example,
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Figure 25: Mesh convergence of the error of the solution and its gradient in the L2(Ω)
norm for the 2D Stokes problem with stretched meshes with stretching factor s = 100 and
s = 1, 000.
the accuracy obtained with s = 100 and s = 1, 000 is almost identical and comparable to
the accuracy obtained in regular meshes in Section 5.2.
6 Numerical examples
This section presents a series of large scale three dimensional examples to show the potential
of the proposed FCFV methodology. The examples include the solution of the Poisson and
the Stokes equations in 3D using tetrahedral meshes.
6.1 Temperature distribution in a heat sink
The first example considers the solution of the Poisson problem in a complex heat sink
geometry. The analysis of such devices is of interest when designing and optimising heat
sink modules that are fitted in many powerful electronic devices.6,43 The geometry of the
heat sink is shown in Figure 26 (a). The geometry is defined by 198 NURBS surfaces
and the generated mesh has 5,354,353 tetrahedral elements, 21,417,412 nodes, 10,490,943
internal faces and 435,526 external faces. A fixed temperature is imposed on the bottom
part of the domain and a Neumann boundary condition corresponding to a negative heat
flux in the rest of the boundary. The temperature distribution and the magnitude of the
heat flux vector over the external faces of the mesh is represented in Figures 26 (b) and
(c) respectively.
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(a) Geometry (b) Temperature (c) Heat flux
Figure 26: a) Geometry of a heat sink, (b) temperature distribution and (c) magnitude of
the heat flux vector on the surface of the heat sink.
(a) Geometry (b) Velocity (c) Pressure
Figure 27: Magnitude of the velocity and pressure distribution for the irrotational flow
around a full aircraft configuration.
6.2 Irrotational flow past complex aerodynamic configurations
Next, the irrotational flow around two complex three dimensional configurations is consid-
ered. The Poisson problem is solved with Neumann boundary conditions, corresponding
to an imposed normal velocity. The potential function is imposed at one arbitrary point
on the boundary to remove the indeterminacy of the potential.
First, the flow around a full aircraft configuration is considered. The computational do-
main is meshed with 5,125,998 tetrahedral elements. The mesh contains 9,220,701 internal
faces and 2,062,412 faces on the Neumann boundary, so the total number of unknowns of
the global problem is 11,283,113. The magnitude of the velocity computed using the dual
variable (i.e. v = ‖q‖2) and the pressure distribution computed from Bernoulli equation
are represented in Figure 27 on the surface of the aircraft. The computation took 3.7
minutes for the assembly of the global system of equations (computation of the elemental
matrices plus assembly of the global matrix) and 5.7 minutes to solve the global problem
using a direct solver. The developed code is written in Matlab and the computation was
performed in an IntelR© XeonR© CPU @ 3.70GHz and 32GB main memory available.
The second configuration considers a more challenging geometry corresponding to a
generic drone represented in Figure 28 (a), where the 376 NURBS surfaces that define
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(a) Geometry (b) Velocity (c) Pressure
Figure 28: (a) Geometry of a generic drone, (b) magnitude of the velocity and streamlines
and (c) pressure field over the surface of the drone.
half of the geometry are highlighted. The computational domain is meshed with 4,093,200
tetrahedral elements. The mesh contains 7,312,154 internal faces and 1,743,273 faces on the
Neumann boundary, so the total number of unknowns of the global problem is 9,055,427.
The magnitude of the velocity, computed using the dual variable and the pressure distri-
bution are also represented in Figure 28 on the surface of the drone. The computation
took 2.8 minutes for the assembly of the global system of equations (computation of the
elemental matrices plus assembly of the global matrix) and 5.4 minutes to solve the global
problem using a direct solver.
6.3 Stokes flow past a sphere
The next example considers a classical test case for three dimensional Stokes solvers, the
flow around a sphere. Using the known analytical solution,3 this problem is used to show
the optimal convergence of the FCFV for a three dimensional Stokes flow and to illustrate
the accuracy of the proposed technique when evaluating quantities of interest such as the
drag force.
The domain is defined as Ω = ([−7, 15]× [−5, 5]× [−5, 5]) \ B1,0, where B1,0 denotes
a ball of unit radius centred at the origin. Seven tetrahedral meshes of the domain are
considered with the number of elements, nodes, faces, characteristic element size (h) and
induced number of degrees of freedom (ndof) detailed in Table 3.
The magnitude of the velocity and the pressure field are represented in Figure 29 over
the surface of the sphere and the symmetry planes. The evolution of the error in pressure,
velocity and the gradient of the velocity, measured in the L2(Ω) norm is represented in
Figure 30 (a). Similar to previous examples, the FCFV shows significantly more accurate
results on the velocity than in the pressure and the gradient of the velocity. The rate of
convergence observed for the velocity corresponds to the higher than optimal (quadratic in
this example), whereas in the pressure and the gradient of the velocity the expected linear
rate is obtained.
The results in Figure 30 (b) show the convergence of the drag force as the number
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Elements Nodes Faces h ndof
3,107 12,428 6,560 2.2552 20,711
10,680 42,720 22,197 1.5424 72,249
43,682 174,728 89,530 1.0095 299,276
204,099 816,396 414,457 0.6528 1,409,916
686,853 2,747,412 1,387,771 0.4523 4,765,776
2,516,099 10,064,396 5,065,404 0.3097 17,513,075
7,604,928 30,419,712 15,279,422 0.2172 53,025,798
Table 3: Details of the seven tetrahedral meshes to study the Stokes flow past a sphere.
(a) Velocity (b) Pressure
Figure 29: Magnitude of the velocity and pressure distribution for the Stokes flow past a
sphere.
of degrees of freedom is increased. Using the sixth mesh, with approximately 2.5 million
elements, an error on the drag force below 0.2% is obtained, showing the potential of
the proposed FCFV approach. The simulation took 10 minutes for the computation of all
elemental matrices and 3 minutes for the assembly of the global system. The solution of the
global system was performed using the biconjugate gradient method in a single processor
and without pre-conditioner, taking less than 5 hours. The developed code is written in
Matlab and the computation was performed in an IntelR© XeonR© CPU @ 3.20GHz and
70GB main memory available.
6.4 Stokes flow past a porous sphere
The last example, inspired by the results presented in,44 considers the Stokes flow past
a porous sphere that is formed by a cluster of solid spherical particles. This problem is
of great interest in a variety of chemical engineering applications30,44 (e.g. flow through
catalysts) and natural processes (e.g. sedimentation).
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Figure 30: (a) Mesh convergence of the error of the pressure, the velocity and the velocity
gradient in the L2(Ω) norm for the Stokes flow around a sphere and (b) convergence of the
drag as a function of the number of degrees of freedom.
The domain is defined as Ω = ([−5, 10]× [−5, 5]× [−5, 5]) \ ⋃Nsi=1 Bρ,xi , where Bρ,xi
denotes a ball of radius ρ centred at xi and Ns is the total number of balls. In the
present simulation, the arrangement of spherical particles is constructed so that no overlap
between the spheres is possible. Given the number of spherical layers n, the radius of
the spherical particles ρ, the radius of the spherical region R containing all the particles
and the minimum allowed gap between the particles δ, the procedure devised to compute
the centre of the spheres and the number of spheres to be generated within each layer is
described next.
First, the radius of each spherical region that will be used to place the spheres of each
layer is computed as Ri = i(R− ρ)/n, for i = 1, . . . , n. On each layer, a sphere is initially
placed on the south pole of the spherical region with radius Ri and the number of parallel
arcs is computed as ai = bpiRi/dc, where d = 2ρ + δ. The radius of the parallel arc is
computed as ri,j = Ri sin(jd/Ri) for j = 1, . . . , ai. Finally, the centres of the spheres are
equally-spaced along each parallel arc.
Figure 31 (a) shows the arrangement of Ns = 126 spherical particles corresponding
to n = 3, R = 1, ρ = 1/7 and δ = 0.2ρ. Figure 31 (b) shows the same distribution of
particles using different colours to distinguish the particles in each one of the three spherical
layers. The arrangement of particles considered leads to a porosity of 0.6327, computed as
1−Ns(ρ/R)3, which is within the range of experiments considered in.44
A tetrahedral mesh with 9,646,810 elements and 38,587,240 nodes is utilised to compute
the Stokes flow past the porous sphere formed by 126 spherical particles. The mesh contains
a total of 17,816,283 internal faces and 2,954,674 external faces, leading to a global problem
with 63,095,659 degrees of freedom when Dirichlet boundary conditions are considered in
the whole domain.
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(a) (b)
Figure 31: Arrangement of spherical particles corresponding to n = 3, R = 1, ρ = 1/7 and
δ = 0.2ρ. The colours in (b) are used to help the visualisation of the particles in each one
of the three layers.
(a) Velocity (b) Pressure
Figure 32: Magnitude of the velocity and pressure distribution for the Stokes flow past a
porous sphere.
The magnitude of the velocity and the pressure field are represented in Figure 32 over
the surface of the spherical particles and two sections of the computational domain. The
results clearly show macroscopic behaviour of the flow around the spherical particles is
very similar to the flow pattern obtained for the flow around a single sphere studied in
Section 6.3. The pressure over the spherical particles in Figure 32 (b) has been amplified
by a factor of 104 to enable distinguish the high pressure over the first layer of spheres from
the pressure over the inner layers. This phenomenon can be better observed in Figure 33
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(a) Pressure (b) Velocity and streamlines
Figure 33: (a) Pressure distribution over some spherical particles and (b) velocity and
streamlines.
(a), where the pressure field over the spherical particles is depicted. A cut through the
domain has been performed to enable the visualisation of some particles from the inner
layers and therefore appreciate the high difference of pressure over the spheres in the outer
layer compared to the pressure over the spheres in the inner layers. Finally, Figure 33
(b) shows the velocity in the spherical particles together with some streamlines coloured
according to the magnitude of the velocity.
7 Concluding remarks
This papers proposes a new finite volume paradigm, called face-centred finite volume
(FCFV), based on a hybridisable discontinuous Galerkin (HDG) method with constant
degree of approximation. As any other HDG method, the FCFV technique requires the
solution of a global system of equations whose size is equal to the total number of ele-
ment faces. The solution and its gradient in each element are then recovered by solving
a set of independent element-by-element problems. First order convergence on both the
solution and its gradient is obtained without a reconstruction of the gradients. Therefore,
contrary to other finite volume methodologies, the accuracy of the FCFV method is not
compromised in the presence of highly stretched or distorted elements.
The application of the proposed method to scalar and vector second-order elliptic prob-
lems is considered, namely the Poisson and the Stokes equations. For the solution of Stokes
flow problems, the FCFV method does not require the solution of a Poisson problem for
computing the pressure, as required by segregated schemes, and does not require the use
of different approximation spaces to satisfy the LBB condition, as required by other mixed
finite element methods.
An exhaustive set of numerical studies has been presented to verify the optimal ap-
proximation properties of the method, to study the influence of the HDG stabilisation
parameter, to analyse and compare the computational cost for different element types and
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to check the robustness of the method when using distorted and stretched meshes. The
studies compromise two and three dimensional cases for both the Poisson and Stokes prob-
lems. The results show that, contrary to other FV methods, the accuracy of the FCFV
method is not sensitive to mesh distortion and stretching. In addition, the FCFV method
shows its better performance, accuracy and robustness using simplicial elements, facili-
tating its application to problems involving complex geometries in three dimensions. To
illustrate the potential of the FCFV method, a set of more challenging three dimensional
examples are used to illustrate the potential and efficiency of the methodology.
References
[1] R. E. Bank and D. J. Rose. Some error estimates for the box method. SIAM J.
Numer. Anal., 24(4):777–787, 1987.
[2] T. Barth and M. Ohlberger. Finite volume methods: Foundation and analysis. In
Encyclopedia of Computational Mechanics. John Wiley & Sons, Ltd, 2004.
[3] G. K. Batchelor. An introduction to fluid dynamics. Cambridge university press, 2000.
[4] A. Cesmelioglu, B. Cockburn, N. C. Nguyen, and J. Peraire. Analysis of HDG methods
for Oseen equations. J. Sci. Comput., 55(2):392–431, 2013.
[5] A. Cesmelioglu, B. Cockburn, and W. Qiu. Analysis of a hybridizable discontinuous
Galerkin method for the steady-state incompressible Navier-Stokes equations. Math.
Comp., 86(306):1643–1670, 2017.
[6] K.-T. Chiang. Optimization of the design parameters of parallel-plain fin heat sink
module cooling phenomenon based on the taguchi method. Int. Commun. Heat Mass,
32(9):1193–1201, 2005.
[7] B. Cockburn and J. Cui. An analysis of HDG methods for the vorticity-velocity-
pressure formulation of the Stokes problem in three dimensions. Math. Comp.,
81(279):1355–1368, 2012.
[8] B. Cockburn, B. Dong, and J. Guzma´n. A superconvergent LDG-hybridizable Galerkin
method for second-order elliptic problems. Math. Comp., 77(264):1887–1916, 2008.
[9] B. Cockburn, B. Dong, J. Guzma´n, M. Restelli, and R. Sacco. A hybridizable dis-
continuous Galerkin method for steady-state convection-diffusion-reaction problems.
SIAM J. Sci. Comput., 31(5):3827–3846, 2009.
[10] B. Cockburn and J. Gopalakrishnan. A characterization of hybridized mixed methods
for second order elliptic problems. SIAM J. Numer. Anal., 42(1):283–301, 2004.
37
[11] B. Cockburn and J. Gopalakrishnan. Incompressible finite elements via hybridization.
I. The Stokes system in two space dimensions. SIAM J. Numer. Anal., 43(4):1627–
1650, 2005.
[12] B. Cockburn and J. Gopalakrishnan. New hybridization techniques. GAMM-Mitt.,
28(2):154–182, 2005.
[13] B. Cockburn and J. Gopalakrishnan. The derivation of hybridizable discontinuous
Galerkin methods for Stokes flow. SIAM J. Numer. Anal., 47(2):1092–1125, 2009.
[14] B. Cockburn, J. Gopalakrishnan, and R. Lazarov. Unified hybridization of discon-
tinuous Galerkin, mixed, and continuous Galerkin methods for second order elliptic
problems. SIAM J. Numer. Anal., 47(2):1319–1365, 2009.
[15] B. Cockburn, J. Gopalakrishnan, N. C. Nguyen, J. Peraire, and F.-J. Sayas. Analysis
of HDG methods for Stokes flow. Math. Comp., 80(274):723–760, 2011.
[16] B. Cockburn, G. E. Karniadakis, and C.-W. Shu. The development of discontinuous
Galerkin methods. In Discontinuous Galerkin methods (Newport, RI, 1999), volume 11
of Lect. Notes Comput. Sci. Eng., pages 3–50. Springer, Berlin, 2000.
[17] B. Cockburn, N. C. Nguyen, and J. Peraire. A comparison of HDG methods for Stokes
flow. J. Sci. Comput., 45(1-3):215–237, 2010.
[18] B. Diskin and J. L. Thomas. Comparison of node-centered and cell-centered un-
structured finite-volume discretizations: inviscid fluxes. AIAA journal, 49(4):836–854,
2011.
[19] B. Diskin, J. L. Thomas, E. J. Nielsen, H. Nishikawa, and J. A. White. Comparison
of node-centered and cell-centered unstructured finite-volume discretizations: viscous
fluxes. AIAA journal, 48(7):1326, 2010.
[20] J. Donea and A. Huerta. Finite Element Methods for Flow Problems. Finite Element
Methods for Flow Problems. John Wiley & Sons, 2003.
[21] J. Droniou. Finite volume schemes for diffusion equations: Introduction to and review
of modern methods. Math. Models Methods Appl. Sci., 24(08):1575–1619, 2014.
[22] R. Eymard, T. Galloue¨t, and R. Herbin. Finite volume methods. Handbook of Nu-
merical Analysis, 7:713 – 1018, 2000. Solution of Equation in Rn (Part 3), Techniques
of Scientific Computing (Part 3).
[23] G. Fu, B. Cockburn, and H. Stolarski. Analysis of an HDG method for linear elasticity.
Int. J. Numer. Meth. Eng., 102(3-4):551–575, 2015.
[24] S. K. Godunov. A difference method for numerical calculation of discontinuous solu-
tions of the equations of hydrodynamics. Mat. Sb. (N.S.), 47 (89):271–306, 1959.
38
[25] S. R. Idelsohn and E. On˜ate. Finite volumes and finite elements: two ‘good friends’.
Int. J. Numer. Meth. Eng., 37(19):3323–3341, 1994.
[26] R. J. LeVeque. Finite volume methods for hyperbolic problems. Cambridge Texts in
Applied Mathematics. Cambridge University Press, Cambridge, 2002.
[27] P. W. McDonald. The computation of transonic flow through two-dimensional gas
turbine cascades. In ASME 1971 International Gas Turbine Conference and Products
Show, number 71-GT-89 in ASME. Turbo Expo: Power for Land, Sea, and Air, page
V001T01A089, 1971.
[28] A. Montlaur, S. Ferna´ndez-Me´ndez, and A. Huerta. Discontinuous Galerkin methods
for the Stokes equations using divergence-free approximations. Int. J. Numer. Meth.
Fl., 57(9):1071–1092, 2008.
[29] K. W. Morton and T. Sonar. Finite volume methods for hyperbolic conservation laws.
Acta Numer., 16:155–238, 2007.
[30] G. Neale, N. Epstein, and W. Nader. Creeping flow relative to permeable spheres.
Chem. Eng. Sci., 28(10):1865–1874, 1973.
[31] N. Nguyen, J. Peraire, and B. Cockburn. A hybridizable discontinuous Galerkin
method for Stokes flow. Comput. Methods Appl. Mech. Eng., 199(9-12):582–597, 2010.
[32] N. C. Nguyen, J. Peraire, and B. Cockburn. An implicit high-order hybridizable
discontinuous Galerkin method for linear convection-diffusion equations. J. Comput.
Phys., 228(9):3232–3254, 2009.
[33] N. C. Nguyen, J. Peraire, and B. Cockburn. An implicit high-order hybridizable
discontinuous Galerkin method for the incompressible Navier-Stokes equations. J.
Comput. Phys., 230(4):1147–1170, 2011.
[34] S. Patankar. Numerical heat transfer and fluid flow. CRC press, 1980.
[35] A. Preissmann. Propagation des intumescences dans les canaux et les rivie`res. In 1st
Congr. de l’Assoc. Franc¸aise de Calcul, Grenoble, France, pages 433–442, 1961.
[36] W. Reed and T. Hill. Triangular mesh methods for the neutron transport equation.
Technical report, Los Alamos Scientific Laboratory, 1973.
[37] A. W. Rizzi and M. Inouye. Time-split finite-volume method for three-dimensional
blunt-body flow. AIAA Journal, 11(11):1478–1485, 2017/07/23 1973.
[38] V. Selmin. The node-centred finite volume approach: bridge between finite differences
and finite elements. Comput. Methods Appl. Mech. Eng., 102(1):107–138, 1993.
39
[39] R. Sevilla and A. Huerta. Tutorial on Hybridizable Discontinuous Galerkin (HDG)
for second-order elliptic problems. In J. Schro¨der and P. Wriggers, editors, Advanced
Finite Element Technologies, volume 566 of CISM International Centre for Mechanical
Sciences, pages 105–129. Springer International Publishing, 2016.
[40] E. F. Toro. Riemann solvers and numerical methods for fluid dynamics. Springer-
Verlag, Berlin, third edition, 2009. A practical introduction.
[41] R. S. Varga. Matrix iterative analysis, volume 27 of Springer Series in Computational
Mathematics. Springer-Verlag, Berlin, expanded edition, 2000.
[42] M. Vohral´ık. Guaranteed and fully robust a posteriori error estimates for conforming
discretizations of diffusion problems with discontinuous coefficients. J. Sci. Comput.,
46(3):397–438, 2011.
[43] C.-C. Wang, C.-I. Hung, and W.-H. Chen. Design of heat sink for improving the per-
formance of thermoelectric generator using two-stage optimization. Energy, 39(1):236–
245, 2012.
[44] K. Wittig, P. Nikrityuk, and A. Richter. Drag coefficient and nusselt number for
porous particles under laminar flow conditions. Int. J. Heat Mass Tran., 112:1005–
1016, 2017.
[45] O. Zienkiewicz and R. Taylor. The Finite Element Method: The basis. Fluid Dynamics.
Butterworth-Heinemann, 2000.
A FCFV method with Neumann local problems
As described in,39 a minor modification of a classical HDG formulation can be devised to
obtain a smaller global problem. This modification consists of prescribing the Neumann
boundary conditions in the local problem, rather than in the global problem, as done in
Sections 2 and 3. This section presents the changes induced by this modification for the
FCFV method applied to the Poisson problem. The derivation for the Stokes problem
follows the same rationale.
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A.1 Strong form of the local and global problems
First, the local (element-by-element) problem with both Dirichlet and Neumann boundary
conditions is defined, namely
qe +∇ue = 0 in Ωe, and for e = 1, . . . nel
∇ · qe = s in Ωe, and for e = 1, . . . nel
ue = uD on ∂Ωe ∩ ΓD,
ne · qe = −t on ∂Ωe ∩ ΓN ,
ue = uˆ on ∂Ωe \ ∂Ω,
(47)
for e = 1, . . . nel. In each element, Ωe, this problem produces an element-by-element
solution qe and ue as a function of the unknown uˆ ∈ L2(Γ).
Second, a global problem is defined to determine uˆ. It corresponds to the imposition
of the transmission condition, Jn · qK = 0 on Γ. (48)
A.2 Weak form of the local and global problems
The discrete weak formulation of the previously introduced local problems is obtained by
multiplying the problems by a test function in an appropriate discrete functional space and
integrating by parts. For e = 1, . . . nel, seek (q
h
e , u
h
e ) ∈ [Vh(Ωe)]nsd × Vh(Ωe) such that, for
all (w, v) ∈ [Vh(Ωe)]nsd × Vh(Ωe)
(∇ ·w, uhe )Ωe−〈n ·w, uhe 〉∂Ωe∩ΓN −(w, qhe )Ωe = 〈n ·w, uD〉∂Ωe∩ΓD +〈n ·w, uˆh〉∂Ωe\∂Ω, (49a)
〈v, τe uhe 〉∂Ωe\ΓN + (v,∇ · qhe )Ωe − 〈v,ne · qhe 〉∂Ωe∩ΓN
= (v, s)Ωe + 〈v, t〉∂Ωe∩ΓN + 〈v, τe uD〉∂Ωe∩ΓD + 〈v, τe uˆh〉∂Ωe\∂Ω. (49b)
It is worth noting that uˆh ∈ Vˆh(Γ) is not defined along ΓN and, consequently, uhe is left
along ∂Ωe∩ΓN . In addition, a new definition for the numerical traces of the normal fluxes
has been introduced. They are defined element-by-element (i.e. for e = 1, . . . nel) as
ne · q̂he :=

ne · qhe + τe(uhe − uD) on ∂Ωe ∩ ΓD,
ne · qhe + τe(uhe − uˆh) on ∂Ωe ∩ Γ,
−t on ∂Ωe ∩ ΓN .
(50)
For the global problem, continuity of the fluxes is now only imposed along the internal
faces, see (48). Hence, the global weak problem is: find uˆh ∈ Vˆh(Γ) for all vˆ ∈ Vˆh(Γ) such
that
nel∑
e=1
〈vˆ, [ne · qhe + τe(uhe − uˆh)]〉∂Ωe\∂Ω = 0, (51)
where the definition of the numerical normal flux in Equation (50) has already been used.
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A.3 FCFV discretisation
The discretisation of the local problem given by equations (49) with a degree of approxi-
mation k = 0 in each element for both qe and ue and also a degree of approximation k = 0
in each face/edge for uˆ leads to the following system of equations for the local problem,
for each element e = 1, . . . , nel,[|Ωe|Insd we
wTe αe
]{
qe
ue
}
=
{
ze
βe
}
+
∑
j∈Ie
|Γe,j|
{
nj
τj
}
uˆj, (52)
where
αe =
∑
j∈Me
|Γe,j|τj, βe = se|Ωe|+
∑
j∈De
|Γe,j|τjuD,j +
∑
j∈Ne
|Γe,j|tj,
we =
∑
j∈Ne
|Γe,j|nj, ze =
∑
j∈De
|Γe,j|njuD,j,
(53)
andMe = {j ∈ Ae | Γe,j ∩ ∂Ω = ∅} is the set of indices corresponding to the interior faces
of element Ωe.
It is worth noting that, contrary to the FCFV formulation presented in Section 2, the
formulation with Neumann local problems leads to a set of local problems coupling the
degrees of freedom of the solution and its gradient. However, the particular structure of
the matrix appearing in the local problem of Equation (52) can be exploited to obtain an
explicit formula for its inverse, namely[|Ωe|Insd we
wTe αe
]−1
=
1
|Ωe|ϑe
[
ϑeInsd −we ⊗we |Ωe|we
|Ωe|wTe −|Ωe|2
]
, (54)
where ϑe = ‖we‖22 − |Ωe|αe.
Therefore, the following explicit expressions of qe and ue in terms of uˆ are obtained
qe = |Ωe|−1ze − |Ωe|−1ϑ−1e (we ⊗we) · ze + ϑ−1e βewe+∑
j∈Ie
|Γe,j|
(
|Ωe|−1nj − |Ωe|−1ϑ−1e (we ⊗we) · nj + ϑ−1e τjwe
)
uˆj, (55a)
ue = ϑ
−1
e ze ·we − |Ωe|ϑ−1e βe +
∑
j∈Ie
|Γe,j|
(
ϑ−1e we · nj − |Ωe|ϑ−1e τj
)
uˆj. (55b)
Similarly, the discretisation of the global problem given by Equation (51) with a degree
of approximation k = 0 leads to
nel∑
e=1
{
|Γe,i|ni · qe + |Γe,i|τiue − |Γe,i|τiuˆi
}
= 0, for i ∈Me. (56)
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By inserting (55a) and (55b) into (56), the following system of equations containing
only uˆ as an unknown, on the internal faces, is obtained:
K˜uˆ = f˜ , (57)
where the global matrix K˜ and right hand side vector f˜ are computed by assembling the
contributions given by
K̂ei,j := |Γe,i|
[
|Ωe|−1|Γe,j|ni · nj + ϑ−1e |Γe,j|(ni ·we)
(
τj − |Ωe|(nj ·we)
)
+ τiϑ
−1
e |Γe,j|(nj ·we)− |Ωe|ϑ−1e τj − τiδij
]
, (58a)
f̂ ei := |Γe,i|
[
ϑ−1e (ni ·we)
(|Ωe|(ze ·we)− βe)− |Ωe|−1ni · ze
− ϑ−1e τi(ze ·we) + |Ωe|ϑ−1e τiβe
]
. (58b)
It is important to note that the formulation with Neumann local problems described
here induces a higher computational cost compared to the formulation with Dirichlet local
problems described in Section 2.
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