We give a complete characterization of the size of Borel sets that are mid-point convex but not (essentially) convex, in terms of their Hausdorff dimensions and Hausdorff measures.
Let us first recall some basic definitions. Given x ∈ R d , define the upper density of E at x by
Here B r (x) denotes the closed ball of radius r centered at x. Then we have (Propo- We conclude that ch(E) must have Hausdorff dimension s, thus s is an integer.
Next, we will show that E is essentially convex. Up to a rotation of E, we can without loss of generality assume that ch(E) ⊂ R s , where R s is a coordinate space in R d . Now it is a standard exercise to apply the Lebesgue density theorem in R s and conclude that E is essentially convex.
It remains to prove Lemma 2.1.
Proof of Lemma 2.1. Without loss of generality, we assume that x is the origin and y = (1, 0, . . . , 0). For simplicity, we denote D = D s (E, y) > 0. By definition, we can find a small positive number r 0 such that
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First we prove
Claim 2.2. For every dyadic number k2 −n with n ≥ 0 and 0 < k ≤ 2 n being odd,
where y k,n = (k2 −n , 0, . . . , 0).
The claim follows by an induction on n ≥ 0. The base case n = 0 is trivial. If n = 1, it suffices to show that
By the homogeneity of H s , the same proof works for every n > 0 by induction.
This finishes the proof of the claim.
It remains to show that D s (E, ty) > 0 for every t ∈ [0, 1). We fix t ∈ [0, 1).
For every sufficiently small r > 0, denote n := −[log 2 r] + 2. This choice of n guarantees that 1 8 r ≤ 2 −n ≤ 1 4 r, and that there exists an odd integer k such that B 2 −n r0 (y k,n ) ⊂ B 2 −n (y k,n ) ⊂ B r (ty). Therefore, by Claim 2.2, we obtain
This finishes the proof of Lemma 2.1.
Constructing one dimensional sets
Given a compact set A ⊂ [0, 1) and a positive integer j, we denote (3.1) A j := {a 1 + a 2 + · · · + a j | a 1 , a 2 , . . . a j ∈ A}.
We now prove the following theorem.
Theorem 3.1. Let {α j } ∞ j=1 be a non-decreasing sequence in (0, 1). Then there exists a compact set A ⊂ [0, 1) such that dim H (A j ) = α j for every j ≥ 1. Moreover, we can construct such an A satisfying H α1 (A) = ∞.
The same construction also works if we weaken our assumption to {α j } ∞ j=1 ⊂ [0, 1]. Here to avoid certain technical issues, we choose to avoid the values 0 and 1.
Before we present the proof of Theorem 3.1, let us first see how we can use it to prove Theorem 1.2 in the one dimensional case.
Proof of Theorem 1.2: Case d = 1. Firstly, given s ∈ (0, 1], we construct a set E with dimension s and with H s (E) = 0 that is mid-point convex but not convex. Take an increasing sequence with limit s, say { js j+1 } ∞ j=1 . By Theorem 3.1, we know that there exists a set A such that each A j has dimension js j+1 . Define
It is not difficult to see that E is mid-point convex. Moreover, H s (E) = 0 and H s−ǫ (E) = ∞ for every ǫ > 0. This finishes the construction of the desired set.
Next for s ∈ (0, 1), we construct a set E with dimension s and H s (E) = ∞. We will take the sequence in the above theorem to be the constant sequence {s} ∞ j=1 . Theorem 3.1 says that there exists A such that dim H (A j ) = s and H s (A) = ∞.
Again we define E as in (3.2). This will produce the desired set.
Before proving Theorem 3.1, let us provide some basic definitions. For each x ∈ [0, 1), we will associate to it a sequence x := x 1 x 2 . . . such that x = ∞ i=1 xi 2 i , where x 1 , x 2 , · · · ∈ {0, 1}. If x has two distinct such representations, we call it a dyadic rational. In this case, we will use x = x 1 x 2 . . . to denote the sequence that contains infinitely many zeros. We will denote by D the set of all such numbers.
Notice that D is countable, and therefore a set of the form A \ D has the same Hausdorff dimension as A.
Definition 3.2 (n-cell). For a 1 , a 2 , . . . a n ∈ {0, 1}, we will denote the closed interval of length 2 −n starting from n i=1 ai 2 i by [a 1 a 2 . . . a n ], and call it an n-cell.
For a Borel set B ⊂ [0, 1), we will construct a Borel probability measure supported on B and use the following lemma due to Billingsley (see e.g. Lemma 1.4.1 in [CY17] ) to find a lower bound for the Hausdorff dimension of B. 
This lemma is essentially Lemma 2 from [SS10] . Here we impose an extra assumption on the set B that it is compact. Without this assumption, the statement (3.5) may not be entirely correct. For instance, one can take B = Q ∩ [0, 1], so that the left hand side of (3.5) is 1, while the right hand side is 0. 
Then it is not difficult to verify that µ is a pre-measure on the algebra generated by the intersection of dyadic intervals with B 0 . Caratheodory's extension theorem and Caratheodory's criterion allow us to extend µ to a Borel probability measure on B 0 , and then we extend it to a Borel probability measure on [0, 1] by setting µ(X) := µ(X ∩B 0 ). For any x := x 1 x 2 · · · ∈ B 0 , let I n (x) denote the unique n-cell containing x. By induction on n, we see that
By using Billingsley's lemma, we have the inequality (3.5).
This lemma can be used to calculate the Hausdorff dimension of a certain class of sets.
Then
Here den(S) is the lower density of the set S defined by
Proof of Lemma 3.5. First of all, it is not difficult to see that A is closed, therefore compact. By Lemma 3.4, we have
On the other hand, for every ǫ > 0, there exists infinitely many n 1 < n 2 < · · · such that |{1,2,...ni}∩S| ni < den(S) + ǫ for each i. To compute the Hausdorff dimension of A, we will first cover A by almost disjoint closed n i -cells. Note that there are at most 2 |{1,2,...ni}∩S| ≤ 2 ni(den(S)+ǫ) many such cells that intersect A. Therefore by the definition of the Hausdorff measure, we have
Taking a limit i → ∞, one sees that H den(S)+2ǫ (A) = 0, for every ǫ > 0. Therefore, we can conclude that dim H (A) ≤ den(S). This finishes the proof of the lemma. Proof of Lemma 3.6. The proof is essentially the same as the proof of the mass distribution principle. For any ǫ > 0, there exists δ 0 > 0 such that c(x) < ǫ for any
In other words, we have
The following lemma shows that we can control the Hausdorff dimension of finitely many A i .
(3.10)
Then we choose a rapidly "increasing" sequence of intervals
Since α 1 < 1, we can choose γ i s large enough so that
Let t be the unique number depending on s such that there exist integers k and q such that s = i(i+1)k 2 + a i t,q . We take
Here [x] is the floor function of x. This finishes the definition of the above sequence of intervals.
For 1 ≤ l ≤ i, we define B i l to be the set k≥1,t≤i−1, q∈{1,2...,t+1}\{l}
(3.14)
Next, we define
and (3.16)
Note that A i is compact. For every 1 ≤ j ≤ i, and 1 ≤ l 1 , l 2 . . . l j ≤ i, we claim that there exists q such that B i l1
When j = i, the statement is immediate, and we have no choice but choosing q = 1.
In the case j < i, the statement follows from the fact that j sets of the form 
Therefore, we apply Lemma 3.5 and obtain that dim
On the other hand, A i j contains B i 1 + B i 2 + · · · + B i j , which further contains 
The remaining part is to estimate H α1 (A i ). To achieve the goal, we construct a Borel probability measure µ i supported on B i 1 which is defined via induction. We start with µ i ([0, 1) This finishes the definition of the pre-measure supported on B i 1 . Since B i 1 is compact, it follows that the measure µ i extended by this pre-measure is also supported on B i 1 .
We claim that
holds for every s ≥ 1 and every n-cell I with n ≥ γ i s . This claim, combined with Lemma 3.6, will imply that
To see this, it suffices to consider n = η i s for the same s. If γ i s = η i s , we have
Otherwise, we have
by the definition of η i s , where t is defined as in the line below equation (3.12). This finishes the proof of (3.22). Now we can prove Theorem 3.1. Again we should emphasize that this is inspired by [SS10] with additional restriction on the Hausdorff measure.
Proof of Theorem 3.1. For i ≥ 1, we construct a compact set A i ⊂ [0, 1) as in Lemma 3.7 such that A i j := A i + · · · A i j has Hausdorff dimension equal to α j for j ≤ i, and we will use the same notation as in Lemma 3.7, for instance γ i s and η i s . For j ≤ i and q ∈ N + , we define the set of integers Ξ i j,q to be
and for each p ∈ N + , we define 
] .
As discussed in Lemma 3.4, we can construct a probability measure µ i j (p) supported on T i j (p) such that
for any dyadic intervals I with length ≤ 2 −mi , where m i depends on i only.
Then we are ready to combine all the previous observations, and construct a rapidly (3.32) For any j, define A j := A + · · · A j , then we have 
where s l < s ≤ s l+1 , then µ j can be extended to a Borel probability measure supported on A j .
For j ≥ 1, we fix i > max{j, 2 αj }. For small enough dyadic intervals
This inequality follows from the restriction ζ l > (l + 1)m l+1 (3.30). If s − s l+1 ≥ m l+1 , then for large s we have 
for every s ≥ 1 and every n-cell I with n ≥ γ i s . Moreover, when n < γ i 1 , for any n-cell I,
Similar to the above proof, we define a Borel probability measure µ supported on A satisfying µ([x 1 x 2 · · · x s ]) = µ 1 ( [x 1 x 2 · · · x s2 ] )µ 2 ( [x s2+1 · · · x s3 ] ) · · · µ l ( [x s l +1 . . . x s ] ), S. GUO T. LAN Y. XI for s l < s ≤ s l+1 . Then for any n-cell I with n > s l , we have µ(I) ≤ 2 1−l |I| α1 , by using ζ i > γ i 2 (3.30) along with (3.22). Note that this inequality can be generalized to arbitrary measurable sets. By Lemma 3.6, we conclude that H α1 (A) = ∞.
This finishes the construction of the set A.
Constructing Sets in Higher dimensions
Suppose for every s 0 ∈ (0, 1], there is a set E s0 ⊂ [0, 1) with dim(E s0 ) = s 0 and H s0 (E s0 ) = 0, that is mid-point convex but not convex. For every integer
It is easy to see that E s0+d0 has dimension s 0 + d 0 with H s0+d0 measure zero, while being mid-point convex but not essentially convex.
Next we consider the problem of constructing a set E with H s (E) = ∞ that is mid-point convex but not essentially convex. When s = s 0 + d 0 is an integer, the construction is trivial. Let us assume that it is not an integer. Suppose that s 0 ∈ (0, 1) and E s0 ⊂ [0, 1] is the set with H s0 (E s0 ) = ∞ that was constructed in the previous section and is mid-point convex but not convex. In particular, we know that there exists a probability measure supported on E s0 such that (4.2) ν(I) ≤ c(|I|)|I| s0 , for all I, with lim |I|→0 c(|I|) = 0. We define
First of all, the set E s0+d0 has dimension s 0 + d 0 . Secondly, (4.2) allows us to construct a measure ν supported on E s0+d0 such that 
