We develop a data-driven regularization method for the severely ill-posed problem of photoacoustic image reconstruction from limited view data. Our approach is based on the regularizing networks that have been recently introduced and analyzed in [J. Schwab, S. Antholzer, and M. Haltmeier. Big in Japan: Regularizing networks for solving inverse problems (2018), arXiv:1812.00965] and consists of two steps. In the first step, an intermediate reconstruction is performed by applying truncated singular value decomposition (SVD). In order to prevent noise amplification, only coefficients corresponding to sufficiently large singular values are used, whereas the remaining coefficients are set zero. In a second step, a trained deep neural network is applied to recover the truncated SVD coefficients. Numerical results are presented demonstrating that the proposed data driven estimation of the truncated singular values significantly improves the pure truncated SVD reconstruction. We point out that proposed reconstruction framework can straightforwardly be applied to other inverse problems, where the SVD is either known analytically or can be computed numerically.
INTRODUCTION
Recently, lots of research has been done on the use of deep neural networks for various image reconstruction tasks. Deep convolutional neural networks (CNNs) have shown excellent results for deconvolution, inpainting or denoising problems. They have also been successfully used in tomographic reconstruction problems, like full waveform inversion, x-ray tomography, magnetic resonance imaging and photoacoustic tomography (see, for example, [1] [2] [3] [4] [5] [6] [7] [8] ). There exist several different deep learning approaches to solve inverse problems. This includes CNNs in iterative schemes, 1, 5, 6 or using a single CNN to improve an initial reconstruction. 4, 9, 10 Very recently, we have proven that sequences of suitable neural networks in combination with a classical regularization method lead a convergent regularization methods. 11 In the present paper, we apply the concept of regularizing networks to the limited view problem of photoacoustic tomography (PAT). In particular, we use truncated SVD as initial regularization method for approximating a low frequency approximation of the photoacoustic (PA) source. In the second step, a deep network is trained to recover the missing high frequency part.
PAT is a tomographic imaging method based on the generation an acoustic wave induced by pulsed optical illumination (see Figure 1 ). The induced pressure waves are measured outside of the investigated sample and used for reconstructing the PA source. In many practical applications, the pressure data cannot be measured on a surface fully surrounding the sample, which makes the reconstruction problem severely ill-posed. This implies that exact inversion methods are unstable and significantly amply noise. Therefore, one has to apply regularization techniques which replace the exact inverse (or pseudo-inverse) by approximate but stable inversion methods. In this paper, we work with a fully discretized model based approach, where we recover the expansion coefficient of the PA source with respect to certain basis functions i. [12] [13] [14] [15] [16] [17] The discretized limited view scenario yields to the solution of a severely ill-conditioned system of linear equations. The ill-conditioning is reflected by the fact that the singular values decay rapidly and a large fraction of them is close to zero.
In order to solve the discrete ill-conditioned limited view problem of PAT, we propose the following deeplearning based reconstruction procedure. In a first step, we apply truncated SVD to obtain an intermediate reconstruction formed by the singular components corresponding to sufficiently large singular values. By truncating the small singular values we prevent the reconstruction to amplify noise since small singular values of the forward matrix correspond to large singular values of the inverse matrix that amplify noise. For recovering the truncated singular components, in a second step, we train a deep CNN that maps the intermediate reconstruction to the truncated part. The actual reconstruction is the sum of the intermediate reconstruction and the residual image found by the network. Opposed to strict null-space learning proposed in, 10 not only the part in the kernel of the operator (corresponding to singular value zero) is learned, but also parts corresponding to small singular values. Consequently, the approach proposed here can be seen as approximate null-space learning. Our numerical results demonstrate, that the proposed deep learning based extension of truncated singular components significantly improves pure truncated SVD.
optical illumination acoustic waves Figure 1 : Basic principles of PAT. The absorption of short optical pulses inside a semitransparent sample causes thermoelastic expansion, which in turn induces acoustic pressure waves. The acoustic waves propagate outwards, where they are measured and used to reconstruct an image of the interior.
PHOTOACOUSTIC TOMOGRAPHY

Continuous model
Throughout this paper we work with homogeneous medium and describe the acoustic wave propagation in PAT by the initial value problem
the spatial variable, t ∈ R the time variable, Δ r the spatial Laplacian, and c is the constant speed of sound. We assume that the PA source vanishes outside a bounded region R ⊂ R d . After temporal rescaling, in the following we assume normalized speed of sound c = 1. The inverse problem of PAT consists in reconstructing f from values of p(s, t) for points s ∈ S on a measurement surface S ⊂ ∂R and times t ≥ 0. For point-like detectors, the spatial dimension d = 3 is relevant. In this work, we consider the case d = 2, which is relevant for PAT using integrating line detectors. 18, 19 Using integrating line detectors leads to a set of 2D problems ((1) for d = 2), where he initial PA source corresponds to the projection of the 3D source in a certain direction. By varying the projection direction and applying the inverse Radon transform to the projection images one can reconstruct the 3D source, although the projection images are already of diagnostic value.
We denote by A the operator, that maps a PA source f : R → R to the solution Af : ∂R × [0, ∞) → R of restricted to ∂R. In the full data situation, the PAT is aims at reconstructing the PA source f from noisy versions of Af . This problem can solved stably by means of explicit inversion formulas known for certain geometries. 18, [20] [21] [22] [23] [24] [25] [26] In practical applications, measurement data are only available on a surface S ∂R that does not fully enclose the investigated sample. In this case, the inverse problem of PAT becomes severely illposed. [27] [28] [29] [30] In this work we consider the limited view problem in a discrete setting as described in the following subsection.
Discretization
For the discretization we assume that the initial pressure has the following form
Here ϕ i (r) = ϕ(r − r i ) are translated version of a fixed basis function ϕ : R 2 → R, where the centers r i are arranged on a Cartesian grid. In particular, we consider so-called Kaiser-Bessel functions which are radially symmetric functions of compact support that are very popular for tomographic inverse problems. 17, 31, 32 The generalized Kaiser-Bessel functions depend on three parameters and are defined by
Here I m is the modified Bessel function of the first kind of order m ∈ N, γ > 0 the window taper and a the radius of the support. Since the forward operator A is linear we have Af =
In applications, the number of spatial and temporal measurements is finite. We assume that measurements are made with sampling points (s n ) Ns n=1 on the detection surface S and temporal sampling points
In our experiments presented below, we consider equidistant spatial sampling points s n = (sin(nπ/N s ), cos(nπ/N s )) for n = 1, . . . , N s and equidistant temporal sampling points t j = jT /N t for j = 1, . . . , N t . For each basis function ϕ i , we write the corresponding data Aϕ i evaluated at the discretization points into the columns of a matrix,
This results in a linear system of equations for the expansions coefficients of the PA source:
Here A ∈ R NtNs×N 2 is the system matrix, ξ models the error in the data, and y ∈ R NtNs is vector of the noisy data y n(Nt−1)+j = Af (s n , t j ) + ξ n(Nt−1)+j given on the measurement points. Equation (3) is ill-conditioned, reflecting the ill-posedness of the underlying continuous limited view problem.
In the following, we consider the fully discrete problem of recovering the vector x of expansion coefficients in (3). The PA source can then be recovered by evaluating the expansion (2) . Recall that ϕ i are translated version of a fixed basis function with centers on a Cartesian grid. We therefore can arrange the entries of a vector x ∈ R 
DEEP LEARNING OF SINGULAR VALUE EXPANSION
In this section we describe the proposed deep learning method for solving the discrete linear system (3). As it is shown in 11 the combination of a classical regularization method with deep CNNs yields a regularization methods together with quantitative error estimates. Here use the truncated SVD deposition as classical regularization method and combine it with a deep network that recovers the truncated coefficients.
Truncated SVD reconstruction
In the following, let A = UΣV T denote the singular value decomposition of the forward matrix A. Here U ∈ R NtNs×NtNs and V ∈ R 
In particular, for exact data y = Ax, (5) gives an explicit solution for the discrete limited view PAT problem (3). In the case of noisy data y = Ax + ξ, the small singular values σ i cause severe amplification of the noise coefficients ξ, v i and typically yields to useless reconstruction results. To stabilize the inversion problem one has to apply regularization methods which replace the exact pseudo-inverse by a stable approximate inverse.
In paper, we work with truncated SVD which is a well established regularization method. Truncated SVD consists of a family (B α ) α>0 of approximations of the Moore-Penrose inverse defined by
Applying truncated SVD with regularization parameter α > 0 (that is chosen in dependance of noise level) prevents amplification of measurement errors. In particular, when applied to noisy data satisfying Ax − y ≤ δ for some noise level δ > 0, it satisfies the stability estimate 
Deep Learning of truncated singular values
According to (6) , the truncated SVD approximates coefficients x, u i corresponding to singular values with σ 2 i ≥ α. Coefficients corresponding to smaller singular values are set to zero. It improve the reconstruction we propose to train a CNN that reconstructs the missing part x − B α Ax = σ 2 i <α x, u i u i from the estimated part B α y B α Ax. Adding nonzero values to the truncated singular value components allows to better approximate non-smooth elements. To achieve a deep learning based expansion of singular values, we consider a family of regularizing networks (R α ) α>0 of the form
Here Using the projected network Φ α instead of the original network U α implies that the non-vanishing coefficients of the truncated SVD expansion are unaffected by the network. As a consequence, B α and R α reconstruct the same low frequency part σ 2 i ≥α 1 σi y, v i u i . The subsequent application of the network Φ α adds high frequency components that are missing in the truncated SVD reconstruction. In particular, we have that Φ α is a deep CNN with ran(Φ α ) ⊂ span{u i | σ 2 i < α} which leads the data driven continuation of the truncated SVD. The CNNs Φ α are trained to map the truncated SVD reconstruction B α (y) lying in the space spanned by the reliable basis elements (corresponding to large enough singular values of the operator A) to the coefficients of the unreliable basis elements (corresponding to small singular values). Details on the selection of the regularization parameter, the used network architecture, and the network training will be discussed in Section 4.
NUMERICAL RESULTS
Discretization
To evaluate the regularization method described in Section 3, we use a discretization of PA sources using 128×128 translated Kaiser-Bessel basis functions ϕ i (r) = ϕ(r − r i ) with center points r i = (−1, 1) + 2(i 1 − 1, i 2 − 1)/127  for i 1 , i 2 = 1, . . . , 128. We have chosen support radius a = 0.055, widow taper γ = 7 and smoothness parameter m = 2. We consider measurement on a semi circle with radius 1, see Figure 2 . We use a total number of N s = 400 detector positions and N t = 376 equidistant measurements in time in the interval [0, 3.75], leading to a system matrix of size A ∈ R 150000×16384 .
The entries of the system matrix A have been constructed by computing the solution of the initial value problem for the basis function ϕ centered at 0 for different detector-source distances. For that purpose we evaluated solution formula 
Network design
For image reconstruction, we use the reconstruction network (7), which can be written in the form R α = (Id +P α U α )B α . Here B α is the truncated SVD decomposition, U α : R To choose regularization parameter α we use the following empirical approach. We compute noise-free data Ax and noisy data y = Ax + ξ, respectively, for different PA sources and different realizations of additive Gaussian noise. Then we evaluate the truncated SVD reconstructions B α y for different regularization parameters and empirically chose such a regularization parameter, where ξ = B α Ax − B α y is not too large. As shown in the right image in Figure 2 , for additive Gaussian noise with a standard deviation equals 7 % of the maximum of Ax, this results in a regularization parameter where the first 604 singular values are kept.
To train the networks R α we generated N train = 3500 training pairs (y n , x n ) Ntrain n=1 where where x n are training phantoms and y n = Ax n the corresponding data. The phantoms x n consist of randomly modified Shepp-Logan phantoms, where the position, size and orientation of the objects are randomly chosen and additionally some finer structures are added. Furthermore, a randomly generated deformation was applied to the Shepp-Logan like phantoms. Training was performed end-to-end using noise-free data Ax n = y n by minimizing the error functional
over all free parameters in U α . In all cases, the network was trained for 70 epochs using stochastic gradient descent with a learning rate of 0.01 and a momentum parameter 0.99. In our results we use the U-net architecture 33 for U α ; however our approach can also be combined with different CNN architectures. 
Reconstruction results
Figure 3 (left) shows a randomly chosen modified Shepp-Logan type phantom x. The phantom is different from all training phantoms but generated using the same random model. The corresponding data obtained by multiplying x with the system matrix and adding Gaussian noise with a standard deviation of 7 % of the maximum of Ax is shown in Figure 3 Figure 4 we show the optimal truncated SVD reconstruction, where the regularization parameter is chosen in such a way, that B α y has the minimal 2 -difference to the ground truth image.
We observe, that the reconstructions with the proposed regularization method are visually superior to the reconstructions using truncated SVD with optimally chosen regularization parameter. Evaluation of the relative mean squared error optimal truncated SVD. Reconstruction results from data with 4 % additive Gaussian noise are shown in Figure 5 . Again the proposed regularization network clearly outperforms the optimal truncated SVD reconstruction.
CONCLUSION
In this paper we investigate the use regularizing networks for the limited view problem of PAT. The truncated SVD is used to reconstruct an intermediate low resolution approximation, a subsequent projection network recovers the high frequency parts. The reconstruction networks are shown to significantly improve the truncated SVD as regularization method. Further work will be done to refine the network architecture, combine it with different regularization methods, compare it to other deep learning based regularization methods, and to evaluate various approaches on experimental data. 
