It has been shown previously that background synaptic noise modulates the response gain of 52 neocortical neurons. However, the role of the statistical properties of the noise in modulating firing rate 53 is not known. Here, the dependence of firing rate on the statistical properties of the excitatory to 54 inhibitory balance (EI) in cortical pyramidal neurons was investigated. Excitatory glutamatergic and 55 inhibitory GABA-ergic synaptic conductances were simulated as two stochastic processes and injected 56 into individual neurons in vitro through use of the dynamic-clamp system. Response gain was 57 significantly modulated as a function of the statistical interactions between excitatory and inhibitory 58 synaptic conductances. Firing rates were compared for noisy synaptic conductance steps by varying 59 either the EI correlation or the relative delay between correlated E and I. When inhibitory synaptic 60 conductances exhibited a short temporal delay (5 ms) relative to correlated excitatory synaptic 61 conductances, the response gain was increased compared to noise with no temporal delay but with an 62 equivalent degree of correlation. The dependence of neuronal firing rate on the EI delay of the noisy 63 background synaptic conductance suggests that individual excitatory pyramidal neurons are sensitive to 64 the EI balance of the synaptic conductance. Therefore, the statistical EI interactions encoded within the 65 synaptic subthreshold membrane fluctuations are able to modulate neuronal firing properties. 66 67 keywords: visual cortex, correlation, synapse, GABA, glutamate, dynamic-clamp, whole-cell patch 68 clamp, in vitro, neocortex, firing rate, action potential, spikes. 69 70 networks, this allows one to reduce the problem to manageable comparisons and more straight-forward 117 interpretations. Our results indicate that neurons are sensitive to these subtle statistical interactions 118 between excitation and inhibition and need to be considered in models of cortical function. 119 120 121 (Axon Instruments, Foster City, CA) and digitized with a Digidata 1440A analog to digital converter 145 which was controlled by the pClamp 10.2 software package (Axon Instruments). Recording electrodes 146
were filled with a K-gluconate-based internal solution composed of the following (in mM): 100 K-147 gluconate, 20 KCl, 10 phosphocreatine, 5 MgCl 2 , 10 HEPES, 4 Na-ATP, 0.3 Na-GTP (pH 7.3 and 290-148 300 mOsm). Some experiments (Figures 6 & 7) were performed with the following internal electrode 149 solution (in mM): 100 K-gluconate, 1 EGTA, 5 MgCl 2 , 40 HEPES, 2 Na-ATP, 0.3 Na-GTP (pH 7.3 and 150 290-300 mOsm). Electrode resistance ranged from 4-8 MΩ and whole-cell patch recordings were made 151 with seal resistances of 1-3 GΩ. Successful whole-cell recordings had resting membrane potentials of -152 57 mV or more negative. Average electrode series resistance ranged from 10-30 MΩ after whole-cell 153 patching. Recordings with seals < 1GΩ or resting potentials greater than -57 mV were not included in 154 the analysis. 155
Excitatory pyramidal neurons were selected from within rat primary visual cortical layer 5. 156
Pyramidal neurons were selected to establish the most homogeneous population possible. Pyramidal 157 neurons were selected initially based on spiking and intrinsic electrical membrane properties and 158 confirmed through histological reconstructions using biocytin fills (Sceniak and Maciver 2006; 2008) . 159
160

Dynamic Clamp: 161
Conductance injection was accomplished through use of a computer-based dynamic-clamp system. 162
The computer contained an Intel-based motherboard running the real-time Linux operating system 163 (RTAI, www.rtai.org), with an open source data acquisition hardware driver (COMEDI, 164 www.comedi.org) and open source dynamic-clamp software (RTXI, (Dorval et al. 2001) ). Data 165 acquisition and control was accomplished through a National Instruments data acquisition board (PCI-166 6251, Austin, TX) and interface breakout box (BNC-2090, National Instruments). The dynamic-clamp 167 system sampled voltage measures at 15 kHz. The computer used for the dynamic-clamp system 168 contained a dual microprocessor-based motherboard (Intel, Core 2 Duo; Santa Clara, CA) running at 169 2.53 GHz. Stimuli were constructed and delivered via custom written RTXI modules according to the 170 equations described below. 171
Point conductance model: 172
The synaptic conductance injected into the soma of each cell was generated from the point 173 conductance model to simulate noisy background synaptic activity (Destexhe et Ohm's law and Kirchhoff's current law to produce a total synaptic current to drive individual neurons to 176 produce action potentials (Figure 1 ). The total synaptic current, I syn , was calculated in real-time from 177 the instantaneous membrane potential measure, V m , and the time dependent excitatory, g e (t), and 178 inhibitory, g i (t) synaptic conductances. 179
(1) 180
The reversal potential for glutamatergic excitation and GABAergic inhibition were E e = 0 mV and E i = 181 The excitatory and inhibitory conductances used to simulate noisy background synaptic activity 184 were defined by two stochastic processes based on the Ornstein-Uhlenbeck process originally 185 introduced to describe Brownian motion (Destexhe et al. 2001 ). The time-dependent equations for 186 these two processes for excitation, g e (t), and inhibition, g i (t), were as follows: 187 (2a) 188 .
(2b) 189
The stochastic processes for excitation and inhibition were defined by the mean conductances, g e0 and 190 g i0 , the time constants, e and i , and the noise 'diffusion' coefficients, D e and D i . The stochastic 191 process for excitation and inhibition also contained a Gaussian white noise random variable, χ 1 (t) and 192 χ 2 (t) respectively, each with zero mean and unit standard deviation. The standard deviation of these 193 stochastic processes is known analytically (Destexhe et al. 2001; Gillespie 1996): 194 .
(
3) 195
Throughout all experiments, the standard deviation of excitation, σ e , and inhibition, σ i , were matched 196 (σ e = σ i ). The inhibitory mean, µ i , was greater than σ i . The time constants for excitation, τ e , and 197 inhibition, τ i , were 2.7 ms and 10.5 ms, respectively. The mean excitatory conductance, µ e , and E and I 198 standard deviations (σ e = σ i ) were varied during the experiments to elicit action potential discharge 199 (Figure 1 ). These parameters (µ e, σ e and σ i ) were optimized for each cell to achieve a range of firing 200
rates. 201
The degree of correlation between the stochastic processes for excitation and inhibition was defined 202 by taking the matrix product of a Gaussian random number, χ 1 (t), and the Cholesky factorization (C = 203 Therefore, a new random variable, χ 2 (t), was generated with a defined degree of correlation between 207 excitation and inhibition: 208 .
(5) 209
In order to introduce a time delay, Δt, between excitation and inhibition, χ 2 (t), was shifted Δt time 210 samples to produce a new random variable χ 2 (t +Δt). The corresponding excitatory and inhibitory 211 random variables, χ 1 (t) and χ 2 (t +Δt), were then used to solve for g e and g i, respectively. The pre-delay 212 correlation (pdc) is the degree of correlation before a time shift. The time shift then decreases the 213 correlation (at time = 0) in a manner that depends on Δt: larger delays decrease the correlation more 214 than smaller delays. Therefore, the new EI correlation was calculated for excitatory and inhibitory 215 conductances, g e (t) and g i (t), after the imposed time shift. This calculation yields the correlation with an 216 EI delay (see Results and Figure 1 ) and permits comparison to unshifted input conductances (i.e. EI 217 synaptic conductances with no delay). 218
Data Analysis: 219
All data analyses were performed using custom-written functions in Matlab R2009a (The Mathworks, 220 Natick, MA) and functions written in C++ under Linux. All statistics are expressed as the median 221 unless otherwise stated. Statistical significance was determined using the Wilcoxon signed rank sum 222 test and analysis of covariance (ANOCOVA) where appropriate. Time-locked voltage responses were 223 analyzed to determine spike rates correlated to their corresponding conductance injections. Spikes were 224 analyzed offline by determining voltage deflections above a threshold (> -10 mV). The correlation, 225 cross-correlation, autocorrelation and power spectra were calculated using Matlab functions. 226
Sigmoid, Michaelis-Menten, functions were fitted to the firing rate responses, using nonlinear 227 constrained optimization (fmincon, Matlab function). For response functions where there was a 228 response decrease with an increase in the sampled parameter, x (normalized correlation), or an increase 229 in the sampled parameter, y (conductance), the following sigmoid functions were used: 230 ,
231 +b,
respectively. The parameters R max , n, b and c 50 represent the maximal firing rate, acceleration rate 233 exponent, response offset rate, and the value of x or y which produces half the maximal response, 234 respectively. The offset, b, was set to the spontaneous firing rate (0 in all cases). The maximal response, 235 R max , was constrained to within ±50% of the empirical maximum response. The half-saturation value, 236 c 50 , was constrained to the maximum of the sampled parameters, x. The acceleration exponent, n, was 237 constrained to be between 0.1 and 10. The slope of the sigmoid function was calculated as the first 238 derivative of the sigmoid function evaluated at the half-maximal value, c 50 , or 239 . The spike Na+ and K+ currents were defined as 256 The Connors-Stevens current I A was defined as follows: 273
274 where = 0.5 µS and the activation and inactivation dynamics were modeled as first order processes 275 as described above (eqs. 13-14), using the steady-state activation (m ∞ ) and inactivation (h ∞ ) equations 276 defined by Dayan and Abott (Dayan and Abbott 2005) . 277
Hyperpolarization-activated current: 278
The hyperpolarization-activated cationic current I H was defined as follows: 279 In order to determine the extent to which EI synaptic interactions modulate neuronal response 293 output, we investigated neuronal firing rate output in excitatory cortical pyramidal neurons as a 294 function of the statistical interaction between excitatory and inhibitory synaptic inputs, using a 295 dynamic-clamp system (Figure 1 ). Noisy synaptic conductances for excitation and inhibition were 296 generated based on the Ornstein-Uhlenbeck (O-U) stochastic point conductance model (see Methods) . 297
In vivo, neurons receive a variety of inputs from both excitatory and inhibitory neurons, and the 298 correlation between these inputs depends on the circuitry. Correlations are sensitive to both the 299 synchrony and the timing of the inputs. Therefore, we examined how neurons respond to correlations 300 between excitatory and inhibitory synaptic conductances using two approaches to vary correlation 301 between E and I. Correlations due to synchrony of E and I can be simulated using Cholesky 302 factorization to empirically define the degree of correlation (see Methods). Using this approach, 303 synaptic noise signals were generated that ranged from conditions where excitatory and inhibitory 304 synaptic conductances were completely uncorrelated (corr = 0.0, not shown) to conditions where 305 excitation and inhibition were completely correlated (corr = 1.0, Figure 1A) . Figure 1B To simulate correlations between excitation and inhibition that depend on the relative timing of E 308 and I, correlated excitatory and inhibitory conductance arrays were time shifted relative to each other to 309 produce a given temporal delay (EI delay, Figure 1C) . In all cases, excitatory and inhibitory noise used 310 to produce synaptic noise with an EI delay were initially generated with a correlation of 1.0 prior to 311 time shifting the inhibitory noise array to produce the EI delay. We refer to this initial correlation as the 312 pre-delay correlation (pdc = 1.0). The delay causes the correlation between E and I to be reduced 313 ( Figure 1C ). EI delays ranged from 0 ms to 200 ms. With the exception of Figure 1D & E, inhibition 314 always followed excitation. For conditions where excitation and inhibition were correlated ( Figure 1B ) 315 or correlated with an EI delay ( Figure 1C ), the means and standard deviations of the synaptic 316 conductances were held constant across conditions. This allowed us to isolate the effects of correlation 317 and temporal-delay on firing rate responsiveness independent of EI input statistics. 318
In order to directly compare firing rate responses for noise which is systematically varied in EI 319 correlation with no EI delay (e.g. as in Figure 1A&B ) to noise with a fixed correlation but with a 320 varying EI delay (e.g. as in Figure 1C ), it is necessary to match the responses for actual correlation. For 321 a given temporal delay between excitatory and inhibitory synaptic noise conductances, there is a 322 corresponding correlation measure that depends on the magnitude of the delay ( Figure 1D To create a transformation from EI delay to correlation, correlation was plotted as a function of EI 329 delay (gray curve, Figure 1D ). The average delay versus correlation function was estimated as the 330 mean correlation for 20 repeats (black curve, Figure 1D ). Fitting separate exponential functions 331 (dashed curve, Figure 1E&F ) to the average correlation values (solid black curve, Figure 1D ) as a 332 function of negative EI delays (inhibition before excitation, Figure 1E ) and positive EI delays 333 (inhibition after excitation, Figure 1F In order to directly compare firing rates for noise steps with and without EI delays, the degree of EI 360 correlation was estimated for EI noise with a temporal delay using the exponential fits of correlation 361 shown in Figure 1F . Neuronal mean firing rate responses for noise with correlations defined by EI 362 delay were then plotted as a function of correlation ( Figure 2C1-3 correlation without an EI temporal delay were well fit by a linear regression (gray curves, Figure 3A1 -375 3). In order to make statistical comparisons across the population, parameters were extracted from the 376 fits. For delay data, the maximum response, linear region (c 50 ), and slope of the response function in 377 the linear region were estimated from the sigmoidal fits (see Methods). For EI noise responses without 378 a temporal delay, comparable measures were extracted from the linear fits. 379
Across the population of recorded neurons (n = 29), the parameters of the sigmoid fits to the 380 response vs. EI delay noise steps were compared to the linear fits of the response vs. no EI delay steps 381 Wilcoxon rank sum test). For EI noise steps with moderately correlated EI noise (corr = 0.75, Figure  387 4D,E), firing rate responses were significantly greater (r 2 = 0.97, median response % difference (delay 388 -no delay) = 17.5, p = 2.8e-6, Wilcoxon rank sum test), across the population, for EI noise steps with a 389 temporal delay than with no delay. Therefore, on average, response enhancement resulting from EI 390 temporal delay tends to occur from correlated noise (corr = 0.75) rather than essentially uncorrelated 391 noise (corr = 0.1), and the responses are not significantly different for very low correlation EI noise. 392
The slope of the response vs. correlation tuning curves was compared for EI noise with an EI 393 temporal delay (estimated at the c 50 value, or linear region, for sigmoid fits, see Methods) to EI noise 394 steps with no delay (linear fits, Figure 4F ,G). On average, the slopes were uncorrelated (r 2 = 0.53) and 395 significantly greater for EI noise steps with a temporal delay (median slope % difference (delay -no 396 delay) = -61.6, p = 3e-6, Wilcoxon rank sum test). Overall, there is much greater sensitivity (spike rate 397 per corr, slope) to change in firing rate as a function of EI correlation when an EI temporal delay is 398 present. 399
The extent to which the standard deviation of the dynamic clamp command current, I syn , might be 400 responsible for differences in the firing rate observed with and without an EI temporal delay was also 401 examined ( Figure 3B1-3 & Figure 5 ). To test this, firing rate responses for stimuli with and without an 402 EI temporal delay were plotted vs. the standard deviation of the current injected into each neuron from 403 the combined E and I conductances (I syn , see Methods; Figure 3B1 Wilcoxon rank sum test, Figure 5 ). Because the firing rate responses as a function standard deviation 419 of I syn were significantly different between noise steps with an EI temporal delay and with no EI 420 temporal delay, the standard deviation of the command current, I syn , is not sufficient to explain the 421 differences in response. 422
423
Effects of EI balance on neuronal firing rates. 424
In order to determine the effects of synaptic EI noise statistics across a range of EI balances (defined 425 as the ratio of mean excitation to inhibition, µ e /µ i ), we sampled a range of excitatory mean 426 conductances, µ e , for a given excitatory standard deviation, σ e , and a fixed level of mean inhibition, µ i , 427 with standard deviation, σ i, (3 repeats of each excitatory mean conductance amplitude; 1 s step at 15 428 kHz),. The response gain function (spike rate vs. mean excitatory conductance) was estimated for 429 conductance steps with no noise (σ e = 0 nS, µ i = 15 nS, σ i = 0 nS), noise with a defined correlation 430 between excitation and inhibition (corr = 0.5, delay = 0 ms ; σ e = 15 nS, µ i = 15 nS, σ i = 15 nS) and 431 noise (σ e = 15 nS, µ i = 15 nS, σ i = 15 nS) with an EI delay (delay = 5 ms, corr = 0.5; Figure 6A-B) . 432
The correlations of the two random processes were identical (corr = 0.5; see Figure 1D ). 433
Conductance steps with noise that contained an EI delay (open circles) and with no EI delay (closed 434 circles) were compared to conductance steps (with the same mean conductance) with no noise (Figure  435 6C-F). Response functions resulting from conductance steps with EI noise regardless of the presence of 436 an EI delay (dashed and gray, Figure 6A ,B) were shifted to the left and yielded higher firing rates for 437 the same mean conductance when compared to conductance steps with no noise (black curve, Figure  438 6A-B). Across the population (n = 11, Figure 5C Wilcoxon signed rank sum test) compared to noiseless conductance steps ( Figure 6D&F) . 445
Synaptic noise composed of correlated excitation and inhibition with an EI delay (delay = 5 ms, corr 446 = 0.5) was compared to correlated noise with no EI delay (corr = 0.5, delay = 0 ms; Figure 6A -B and 447 7). Note that these two noise signals have identical EI correlations (corr = 0.5, Figure 1 ). Gain response 448 functions with identical correlation, but with or without an EI delay, showed differences in their firing 449 rate responses (dashed vs. gray curve, Figure 6A-B) . Across the population of sampled neurons (n = 450 11), the slope (as calculated at the c 50 value) of the firing rate vs. conductance response was 451 significantly higher for noise that contained an EI delay (median slope % change [delay -no delay] = 452 10.1 %, p = 0.013, Wilcoxon signed rank sum test; Figure 7D ). EI synaptic noise conductance temporal 453 delay also resulted in a slight but significant change in the maximum response (median R max % change 454
[delay -no delay] = 7%, p = 0.02, Wilcoxon signed rank sum test; Figure 7A ) and significant leftward 455 shifts in the response functions (median c 50 % change [delay -no delay] = -4%, p = 0.014, Wilcoxon 456 signed rank sum test; Figure 7C ). Therefore an EI delay with equivalent correlation produced response 457 functions that were shifted leftward with an increase in absolute response, causing an increase in 458 response gain or slope ( Figure 7D) . 459
Synaptic noise in a Hodgkin-Huxley-like model neuron. 460
To investigate whether the effects of EI interactions described above can be accounted for by spike 461 currents and/or slow spike-frequency adaptation currents, the responses to background synaptic noise 462 were examined using a conductance-based, Hodgkin-Huxley-like model neuron (see Methods, Figure 463 Analogous to the patch-clamp experiments, the firing rate of the conductance-based model neuron 470 was quantified for conductance steps where excitatory and inhibitory synaptic conductances were 471 correlated by varying degrees (corr = 0.0 to 1.0; Figure 8A ) to conductance steps where excitatory and 472 inhibitory synaptic conductances were correlated (pdc = 1.0) but contained varying degrees of EI delay 473 (0 to 200 ms, inhibition follows excitation; Figure 8B ). The correlation of EI noise steps containing an 474 EI delay was estimated as described above in Figure 1D and F then mean firing rates were plotted as a 475 function of correlation. Firing rate responses resulting from stimulation with noise steps with an EI 476 temporal delay were enhanced (black points, Figure 8C ) for moderately correlated noise (corr = 0.4-477 0.6) compared to noise with no EI delay (gray points, Figure 8C) . 478
Next, the data were fitted as described above for neuronal recordings. The response as a function of 479 correlation was linear for noise with no EI delay (gray curve, Figure 8C ) and saturating for noise with 480 an EI delay (black curve, Figure 8C ), similar to that observed from neuronal recordings. However, 481 when the firing rate was plotted as a function of command current, I syn , standard deviation, the response 482 enhancement was no longer observed ( Figure 8D ). The linear regression fits of firing rate vs. the 483 standard deviation of I syn were statistically identical (p > 0.05, ANACOVA). Therefore, unlike the 484 neuronal recordings, the difference in response between noise steps with an EI delay and with no delay 485 can be accounted for by differences in the standard deviation of the synaptic current that result from the 486 summed EI conductances. These modeled conductances are therefore insufficient to account for the 487 observed firing rate properties in the presence of delayed inhibition. These results suggest that there are 488 at least two mechanisms that contribute to neuronal responses to correlated E-I noise with a delay: one 489 mechanism is a sensitive to the standard deviation of the synaptic currents and can be generated by 490 activation of conductances present in the model, and a second mechanism that depends on additional 491 channels or properties. The results presented here demonstrate that the firing rates of individual excitatory pyramidal 515 cortical neurons are modulated by the statistical properties of the synaptic noise conductance that they 516 receive. Specifically, individual neurons showed response gain enhancement for synaptic noise 517 conductance steps where inhibition was delayed relative to excitation for correlated O-U processes 518 Firing rate responses to noise steps with an EI delay showed enhanced firing rates relative to no EI 526 delay even when plotted as a function of the standard deviation of the dynamic clamp command, I syn . 527
Firing rate as a function of I syn standard deviation was linear over the range of EI correlations (0-1), 528 while the same relation was not well fit by a linear regression when an EI temporal delay was present. 529
The slope of the linear regression for the response vs. I syn standard deviation was also not correlated 530 between the delay and no delay step responses. Therefore, the firing rate response enhancement 531 resulting from the presence of an EI temporal delay was not explained by the command current, I syn , 532 standard deviation. 533
Near spike threshold for these neurons (approximately -40mV), the combined EI synaptic noise 534 inhibitory synapses from feedback pathways are more depressed than those from feedforward pathways 577 when stimulated at high frequencies (Dong et al. 2004) . 578
Our results indicate that an EI noise temporal delay modulates response gain for a single excitatory 579 pyramidal neuron. More complex models will need to be tested that take into account the spatial 580 arrangement of synaptic inputs as well as synaptic plasticity (Azouz 2005 
