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Resumo
Apesar de ser um preço importante, o cupom cambial possui uma dinâmica
muito pouco estudada e compreendida. Argumentamos que, uma vez que o
real é uma moeda não-conversível, o dólar tem um comportamento análogo
ao de uma commodity de uso quando se considera o ponto de vista de agen-
tes econômicos que operam no mercado brasileiro de câmbio, de maneira que
o cupom cambial pode ser estudado como um rendimento de conveniência.
Modelos de Ornstein-Uhlenbeck (OU), que apresentam comportamento au-
torregressivo de ordem 1 em suas versões discretas, incluindo extensões com
ruído não-gaussiano (Barndor-Nielsen & Shephard, 2001), têm sido usados
para descrever o rendimento de conveniência (e.g. Gibson & Schwartz (1990))
por mostrarem reversão à média e serem tratáveis em modelos de precicação
em tempo contínuo de instrumentos nanceiros. O cupom cambial, contudo,
mostra um comportamento autorregressivo de ordem 2, e assim, com a mo-
tivação de desenvolver um processo em tempo contínuo capaz de reproduzir
a dinâmica do cupom cambial, particularmente o comportamento autorre-
gressivo de maior ordem, introduzimos uma nova classe de soluções para a
Equação de Langevin Generalizada (ELG): o processo de OU Generalizado
do Tipo Exponencial Flutuante. Essa generalização estende os resultados
de Stein et al. (2016) e permite-nos considerar diversos tipos de ruídos do
tipo Lévy, particularmente, os casos em que é α-estável ou uma difusão com
salto. Apresentamos, ainda, uma detalhada análise econométrica do cupom
cambial, mostrando evidências do comportamento autorregressivo de ordem
2; a formulação teórica do modelo de OU Generalizado do Tipo Exponencial
Flutuante; diversas metodologias de estimação e simulação; e, nalmente,
estimamos os parâmetros do modelo para os dados observados de cupom
cambial, mostrando que o processo proposto é capaz de adequadamente mo-
delar processos estacionários que apresentam comportamento autorregressivo
de maior ordem.
Palavras-chaves: Processos estocásticos, Processo de Lévy, Equação de
Langevin Generalizada, Processo de Ornstein-Uhlenbeck Generalizado, mer-
cado de câmbio no Brasil, cupom cambial, moeda não-conversível, paridade
coberta da taxa de juros, commodities, rendimento de conveniência.
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Abstract
Although it is an important price, the so called cupom cambial, or "exchange
rate coupon", has a dynamics that hasn't been well studied and unders-
tood. We argue that, since the real is a non-convertible currency, the dol-
lar has a behavior similar to that of a consumption commodity from the
point of view of economic agents operating in the Brazilian exchange rate
market, so that the cupom cambial can be studied as a convenience yield.
Ornstein-Uhlenbeck (OU) models, which present order 1 autoregressive beha-
vior in their discrete versions, including extensions with non-Gaussian noise
(Barndor-Nielsen & Shephard, 2001), have been used to describe the conve-
nience yield (e.g. Gibson & Schwartz (1990)), as they show mean reversion
and are treatable in continuous time pricing models of nancial instruments.
The cupom cambial, however, shows an order 2 autoregressive behavior, and,
therefore, with the motivation to develop a continuous time process capable
of reproducing the dynamics of the cupom cambial, particularly, the higher-
order autoregressive behavior, we introduce a new class of solutions for the
Generalized Langevin Equation (ELG): The Generalized OU process of the
Floating Exponential Type. This generalization extends the results of Stein
et al. (2016), allows us to consider dierent kinds of Lévy type noise, parti-
cularly the cases where it is α-stable or a diusion with jumps. In addition,
we present a thorough econometric analysis of the exchange coupon, showing
evidence of the order 2 autoregressive dynamics; the theoretical formulation
of the Generalized OU process of the Floating Exponential Type; several
estimation and simulation methodologies;and, nally, we estimate the mo-
del parameters for the cupom cambial, showing that the proposed process is
capable of properly modeling stationary processes that exhibit higher order
autoregressive behavior.
Keywords: Stochastic processes, Lévy Process, Generalized Langevin Equa-
tion, Generalized Ornstein-Uhlenbeck Process, "cupom cambial", exchange
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Depois da própria taxa de câmbio, o cupom cambial é um dos mais im-
portantes indicadores do funcionamento do mercado à vista de câmbio. O
cupom cambial é usado por participantes de mercado para avaliar a liquidez
do mercado à vista, a atratividade da arbitragem entre os mercados à vista e
futuro, o impacto das intervenções do Banco Central do Brasil (BCB), entre
outros aspectos. Desta maneira, a melhor compreensão da dinâmica e da
precicação do cupom cambial, como buscamos nesta tese, além da contri-
buição direta para o entendimento de um mecanismo de formação de preços
em um mercado peculiar e pouco estudado como o brasileiro, também cria
novas possibilidades de análise de outros mercados cambiais que envolvem
restrições de liquidez, do comportamento dos participantes destes mercados
e até mesmo do impacto das intervenções dos bancos centrais.
Em vista das similaridades entre o comportamento da divisa, particular-
mente o Dólar, com uma commodity de uso, dada a possibilidade de obtenção
de um retorno pela manutenção de "estoques" de moeda estrangeira, con-
siderando a possibilidade de situações de crise e escassez, este trabalho de-
senvolve metodologias de modelagem do comportamento do cupom cambial
como um convenience yield.1 O modelo estocástico padrão para o compor-
tamento do convenience yield de commodities, apresentando característica






1Esta analogia será melhor detalhada na seção 2.2.
2Proposto originalmente em Gibson & Schwartz (1990) como modelo para o convenience
yield na análise do preço do petróleo, estendido e testado em Brennan (1991) para diversas
outras commodities e apresentado como padrão para a modelagem do convenience yield
com uma variável de estado na precicação de commodities na obra de referência de Geman
(2005, p. 69).
1
solução da equação de Langevin:{
dX(t) = −θX(t)dt+ dW (t);
X(0) = X0;
em que W = (W (t); t ≥ 0) é um processo de Wiener e θ > 0 é um parâmetro
relacionado à velocidade de reversão à média.
No caso do cupom cambial, contudo, há desaos adicionais. Inicialmente,
ao contrário do que geralmente ocorre com os estoques de commodities, cujo
comportamento está associado ao seu convenience yield, os estoques e a dis-
ponibilidade de divisas, associados ao comportamento do cupom cambial,
podem sofrer variações bruscas, como no caso de crises cambiais e fuga de
capitais, quando a divisa torna-se bastante escassa, ou no caso de leilões de
áreas de petróleo ou privatizações, que ensejam um grande inuxo de capitais.
A possibilidade de saltos já foi analisada na literatura para modelar ou-
tras séries de dados que apresentam reversão à média, mas também podem
ter variações bruscas, como é o caso da série de volatilidade implícita em
mercados de opções, a exemplo do bem sucedido modelo para um processo
de OU não gaussiano proposto por Barndor-Nielsen & Shephard (2001),
que considera a utilização de um processo de Lévy, L = (L(t); t ≥ 0), em
lugar do processo de Wiener, para modelar o comportamento da variância
no preço de ativos: {
dX(t) = −θX(t)dt+ dL(t);
X(0) = X0;
A estrutura de dependência dos dados gerados por este processo, contudo,
com ou sem saltos, é de um processo autorregressivo de ordem 1 (AR(1)),
com função de autocorrelação exponencialmente decrescente,3 sendo às vezes
chamado na literatura (e.g. Brockwell (2009)) de processo em tempo con-
tínuo autorregressivo de ordem 1 (continuous-time autogregression of order
1, CAR(1)). De fato, mostraremos que a solução da Equação de Langevin






3Um processo AR(1) fracamente estacionário (média e variância constantes e autocor-
relação dada apenas em função do número de defasagens), representado genericamente
por yi = β0 + β1yi−1 + εi, em que i é um índice que indica pontos amostrais sucessivos
no tempo e εi é o erro, possui uma autocorrelação dada por βn1 , em que n é o número
de defasagens (Johnston & DiNardo, 2001, p. 232). Se 1 > β1 > 0, a autocorrelação
pode ser reescrita como en log β1 , que é uma exponencial decrescente. Discutiremos em
mais detalhes algumas propriedades dos processos autorregressivos e de média móvel no
capítulo 3.
2
e Stein et al. (2016) mostram que, para esta solução, é possível obter a
seguinte relação de recorrência:
X((k + 1)h) = e−θhX(kh) + εk,h,
em que h > 0 é o passo de discretização nos tempos dados por tk = kh, k ∈
Z+, e εk,h tem a distribuição de uma integral estocástica de Lévy de 0 a
h. Esta, no entanto, não corresponde à estrutura de dependência do cupom
cambial, que é analisada e caracterizada econometricamente neste trabalho,
sugerindo uma estrutura de autocorrelação característica de processos au-
torregressivos de maior ordem, oscilando de forma amortecida entre valores
positivos e negativos.
Assim, propomos uma alternativa de modelagem para o cupom cambial
através de um processo de Ornstein-Uhlenbeck Generalizado (OUG), solução
da Equação de Langevin Generalizada (ELG), apresentada originalmente nos





que permite a modicação da função memória γ,4 alterando, assim, a es-
trutura de autocorrelação dos dados gerados e possibilitando a obtenção de
um processo contínuo capaz de aproximar adequadamente o comportamento
autorregressivo de ordem 2 observado nas séries de dados de cupom cambial.
Veja que o processo de OU não gaussiano é um tipo de processo de OUG,
que chamaremos de Exponencial, e é obtido quando γ(t) = θδ0(t), em que
δ0(t) é a distribuição Delta de Dirac.
Quando a função memória é dada por γ(t) = θ2, obtemos um processo
de OUG do tipo Cosseno:




que pode ser modelado por uma relação de recorrência de segunda ordem,
como mostrado por Stein et al. (2016):
X((k + 1)h) = 2 cos(θh)X(kh)−X((k − 1)h) + εk,h,
4A função memória é uma função generalizada, podendo ser dada por uma distribuição,
como a Delta de Dirac. A função K(t − s) = −
∫ t
0
γ(u − s)du é chamada de núcleo de
Volterra (dos Santos, 2011).
3
mas este processo não é estacionário, com o coeciente do termo autorre-
gressivo de segunda ordem sempre igual a −1, de modo que há oscilação na
autocorrelação, mas não é amortecida.









(1− ν)e−θ(t−s) + ν cos(θ(t− s))dL(s),
e, como será demonstrado no Teorema 5.1, é solução da ELG quando o
processo de Lévy possui primeiro e segundo momentos nitos ou é α-estável,5















t[κ2 + κ3,0t] se sinal(ν0) = 0;





|ν0|, δ0(t) é a distribuição
Delta de Dirac centrada em 0 e:





































Fazendo ν = 0, recuperamos γ(t) = θδ0(t) e fazendo ν = 1, recuperamos
γ(t) = θ2, de maneira que tanto o processo de OUG Exponencial como o
processo de OUG Cosseno são casos especiais desta classe de processos, que,
5Como mostrado em Medino et al. (2012), esta solução também vale para um pro-
cesso de Lévy qualquer quando se dene a integração estocástica por convergência em
probabilidade.
4
como provaremos no Teorema 5.2, apresenta uma relação de recorrência de
segunda ordem geral dada por:
X((k + 1)h) =
[
(1− ν)e−θh + 2ν cos(θh)
]
X(kh)− νX((k − 1)h) + εk,h.
Note que o coeciente do termo de segunda ordem não é xo como no
processo de OUG Cosseno, podendo, assim, apresentar um comportamento
autorregressivo de segunda ordem com uma autocorrelação que oscila de
forma amortecida entre valores positivos e negativos.
Também mostraremos que os erros εk,h são autocorrelacionados e podem
ser modelados como uma média móvel de ordem 1, de maneira que o pro-
cesso de OUG Exponencial Flutuante admite discretização aproximada como
um processo autorregressivo e de média móvel ARMA(2, 1) (teorema 5.3),6
permitindo a utilização do ferramental de séries temporais desenvolvido no
capítulo 3 para analisar as características deste processo, o que é feito nos
corolários 5.4 e 5.5.
Descreveremos, ainda, como a integral estocástica εk,h pode ser modelada
de acordo com o tipo de ruído de Lévy do Processo de OUG Exponencial
Flutuante, seja ele uma difusão com salto, com primeiro e segundo momentos
nitos, ou α-estável com tendência. Os resultados obtidos, particularmente
os corolários 5.2 e 5.3, a proposição 5.1 e o teorema 5.3, fornecem as seguintes
alternativas de estimação dos parâmetros do processo de OUG Exponencial
Flutuante a partir da equação de recorrência:
• Processo de Lévy α-estável com tendência: o corolário 5.2 per-
mite a estimação por máxima verossimilhança, usando a equação 3.81;
• Processo de Lévy de difusão com salto, com primeiro e se-
gundo momentos nitos: o corolário 5.3 permite a estimação por
máxima verossimilhança, usando a fórmula da inversão;
• Processo de Lévy de difusão com salto, com tamanho dos sal-
tos normalmente distribuídos: a proposição 5.1 mostra que o pro-
cesso de erros da equação de recorrência dada pelo teorema 5.2 pode
ser visto como variações em intervalos constantes de um processo de
difusão com salto e fornece uma função densidade de probabilidade
aproximada para o tamanho destes saltos, permitindo uma alternativa
de estimação por máxima verossimilhança;
6Este também é o caso do processo de OUG Cosseno.
5
• Processo de Lévy de difusão com salto, com primeiro e se-
gundo momentos nitos: quando a frequência de amostragem for
sucientemente alta, o teorema 5.3 permite a utilização de qualquer
técnica de estimação para processos ARMA, incluindo máxima verossi-
milhança e variações de métodos de mínimos quadrados ou de momen-
tos, com as devidas alterações para levar em conta a hipótese sobre a
distribuição do ruído branco e a informação contida na estrutura dos
coecientes, conforme os parâmetros do processo de OUG Exponencial
Flutuante e do ruído de Lévy.
O teorema 5.2 e, no caso em que o ruído é dado por uma difusão com
salto, o teorema 5.3 também permitem alternativas de simulação do processo
de OUG Exponencial Flutuante, em adição a outras técnicas já conhecidas
como o método de Euler-Maruyama ou da soma de Riemann-Stieltjes. Todas
estas possibilidades de simulação também serão detalhadas neste trabalho,
incluindo as listagens dos códigos MATLAB R© correspondentes, apresentadas
no apêndice B. A simulação permitirá, ainda, testar a estimação do processo
de OUG Exponencial Flutuante.
Por m, estimamos o cupom cambial no capítulo 6, onde mostramos que o
novo processo proposto é bem sucedido em descrever a dinâmica desta variá-
vel nanceira. O caso do cupom cambial com prazo de 30 dias, estimado em
uma amostra com 219 pontos amostrais, é particularmente útil para mostrar
como o processo de OUG Exponencial Flutuante foi capaz de reproduzir a
dinâmica dos dados, incluindo a estrutura de correlação: a gura 1.1 mostra
a comparação entre os grácos do cupom cambial e do processo proposto,
em que são usados os parâmetros estimados e os resíduos da estimação, e
a gura 1.2 mostra a autocorrelação empírica comparada com os valores da
mediana e dos quantis de 5% e 95% obtidos em 1000 simulações do processo
proposto, usando os parâmetros estimados.
É importante ressaltar que a modelagem formal do cupom cambial como
um convenience yield, através de um processo de OUG, independentemente
do tipo, já é uma inovação e possui aplicação direta na precicação de deri-
vativos cambiais envolvendo o Real e o Dólar.
Em resumo, propomos uma classe de soluções da ELG, desenvolvida em
conjunto com metodologias próprias para estimação e simulação, que gera
processos contínuos capazes de replicar a oscilação amortecida da autocorre-
lação observada no comportamento empírico do cupom cambial, que também
é analisado em detalhes neste trabalho.
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Figura 1.1: Processo proposto ajustado aos dados de cupom cambial com prazo
de 30 dias usando os parâmetros e resíduos estimados.
Figura 1.2: Função de autocorrelação empírica e intervalos de conança denidos
entre os quantis de 5% e 95% dos valores da função de autocorrelação para 1000
trajetórias simuladas do processo proposto.
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1.1 Objetivos e Justicativa
É possível denir como objetivo geral deste trabalho a melhor compreensão
da dinâmica estocástica do cupom cambial através da caracterização eco-
nométrica dos dados históricos e a proposta de um processo estocástico em
tempo contínuo capaz de modelar estes dados, utilizando-se da analogia do
comportamento do cupom cambial com um convenience yield como uma
motivação para a escolha da classe de processos estocásticos com reversão à
média a ser utilizada. Como parte deste objetivo geral, estariam os objeti-
vos especícos: 1) analisar econometricamente os dados de cupom cambial
e mostrar o comportamento autorregressivo e com reversão à média, consis-
tente com um convenience yield, destacando a possível falta de adequação
dos modelos usuais de reversão à média com saltos, baseados no processo
de OU não gaussiano; 2) investigar novas soluções para a ELG capazes de
apresentar as mesmas características observadas nos dados de cupom cam-
bial, particularmente, uma dinâmica autorregressiva de segunda ordem com
reversão à média; 3) desenvolver uma metodologia de estimação e simulação
das soluções propostas; 4) utilizar a metodologia de estimação e simulação
para testar a aderência do novo processo proposto aos dados empíricos.
A compreensão do cupom cambial como um convenience yield tem im-
plicações importantes para a análise econômica do mercado de câmbio no
Brasil; para a adequada interpretação das oscilações de preços e da inuên-
cia de fatores internos e externos; para a formulação de política cambial e
para a regulação dos mercados de câmbio, pois estabelece os fundamentos da
formação deste preço e de sua relação com outros preços da economia, como
a importância da tributação, do diferencial de prêmio de liquidez e de ou-
tros custos dos instrumentos nanceiros utilizados na arbitragem do cupom
cambial. Para além do caso brasileiro, a análise destes fatores também pode
ajudar na explicação de episódios recentes de aparentes violações da paridade
coberta da taxas de juros (Covered Interest Rate Parity, CIRP) quando os
custos de arbitragem não são corretamente considerados (e.g. UBS Global
Macro Strategy (2017), Sushko et al. (2016), Avdjiev et al. (2016) e BIS CCA
Consultative Group of Directors of Operations (2017)).
Ainda mais relevantes, os resultados da análise econométrica detalhada e
a formulação de um modelo em tempo contínuo para o cupom cambial ofe-
recem uma contribuição para a adequada simulação e precicação de instru-
mentos derivativos que dependem da dinâmica do cupom cambial, auxiliando
no aumento da eciência dos mecanismos de descoberta de informação e com-
partilhamento de risco de acordo com as preferências dos agentes econômicos,
papeis dos mais fundamentais desempenhados pelos mercados nanceiros.
O roteiro desta tese é como segue: no capítulo 2, apresentamos as pe-
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culiares características do nosso mercado de câmbio, com particular ênfase
na descrição da formação do cupom cambial, além de uma discussão mais
detalhada da analogia entre o cupom cambial e um convenience yield, como
motivação para esta pesquisa; no capítulo 3, tratamos em maiores detalhes
dos processos com reversão à média dados por modelos discretos autorregres-
sivos e de média móvel (ARMA), adequados à modelagem do convenience
yield, e mostramos a conexão entre processos autorregressivos de ordem 1 e
o processo de OU, o que leva à investigação dos processos de OUG direcio-
nados por processos de Lévy como possíveis versões contínuas de processos
ARMA de maior ordem, apresentando, em seguida, a solução da ELG para o
processo de OUG Exponencial (i.e., para o processo de OU não gaussiano),
a solução mais geral de Kannan (1977), expandida em Medino (2005) e dos
Santos (2011) para processos de Lévy α-estáveis e por Medino et al. (2012)
para processos de Lévy com primeiro momento nito usando uma integral
estocástica denida por convergência em probabilidade, as equações de recor-
rência para soluções particulares obtidas por Stein et al. (2016), a descrição e
a estimação de processos de Lévy do tipo difusão com salto, entre outros re-
sultados que serão utilizados neste trabalho; no capítulo 4, fazemos a análise
econométrica da série temporal de valores para o cupom cambial, indicando
a possibilidade de falta de aderência do processo de OU não gaussiano; no
capítulo 5, propomos uma classe de processos de OUG que chamamos do
tipo Exponencial Flutuante, da qual os processos de OUG Exponencial e
Cosseno são casos particulares, adequada para modelar o comportamento
empiricamente observado do cupom cambial, demonstramos que essa classe
de processos é solução da ELG e que apresenta uma relação de recorrência de
segunda ordem geral, correspondente a um processo ARMA(2, 1), e também
analisamos seu comportamento quando o processo de Lévy é uma difusão
com salto ou tem distribuição α-estável, propondo, nalmente, alternativas
para estimação dos parâmetros e simulação de processos desta classe; no ca-
pítulo 6, estimamos e testamos a aderência aos dados dos processos de OUG
proposto no capítulo anterior; no capítulo 7, discutimos os resultados obti-
dos e suas implicações práticas, sugerimos próximos tópicos de pesquisa com




Nas seções a seguir, detalharemos os aspectos práticos do funcionamento do
mercado cambial no Brasil e as características de liquidez deste mercado que
levam a considerar a modelagem do cupom cambial como um convenience
yield, motivando o modelo estocástico utilizado.
2.1 O Mercado de Câmbio no Brasil
Décadas de alta inação afetaram fundamentalmente a maneira como opera-
ções nanceiras são realizadas no Brasil, das convenções de mercado para a
representação das taxas de juros à demanda por infraestruturas de tecnologia
de informação mais ecientes. No setor externo, crises sucessivas no balanço
de pagamentos levaram a um ambiente regulatório desenhado para proteger o
nível de reservas e dicultar saídas de capital. Embora muito tenha mudado
nas últimas duas décadas, inação alta e a necessidade de proteger as reservas
modelaram os mercados cambiais no Brasil de forma única e peculiar.
Com fundamentos macroeconômicos mais sólidos, incluindo o câmbio u-
tuante, e um nível de reservas internacionais sem precedentes, a realidade
econômica brasileira mudou bastante e muito tem sido feito recentemente
para modernizar a regulação cambial de modo que acompanhe essa mu-
dança.1 Subsistem, contudo, numerosos desaos e um legado importante
da legislação de proteção ao nível de reservas é a segmentação de mercados.
O regime regulatório vigente discrimina entre as operações cambiais que
afetam o balanço de pagamentos, organizadas no mercado primário, e as
demais operações, organizadas no mercado secundário, o que inclui opera-
ções entre instituições nanceiras (operações interbancárias), negociações de
1Vide BCB (2015).
10
derivativos cambiais em bolsa ou balcão e a negociação de instrumentos -
nanceiros denominados em moeda nacional, mas que possuam risco cambial.
A participação no mercado interbancário é limitada a instituições explici-
tamente autorizadas pelo BCB. Cada operação no mercado primário deve
possuir uma instituição nanceira autorizada como uma das contrapartes:
indivíduos, empresas e demais investidores, residentes ou não, são proibidos
de realizar transações diretamente entre si. Adicionalmente, todas as opera-
ções no mercado à vista precisam ter um correspondente contrato de câmbio,
devidamente registrado nos sistemas de informações do BCB.
Não existem tais limitações à participação no mercado de derivativos
cambiais, particularmente, na compra e venda de contratos futuros de dólar.
Decorre que, enquanto o mercado à vista é bastante regulado, o que, é possível
argumentar, dicultaria a participação dos agentes econômicos e limitaria a
liquidez, o mercado futuro pode ser facilmente acessado pelos mais diversos
participantes, de pessoas naturais a investidores estrangeiros.
De fato, em um dia típico de negociação, o volume no mercado futuro é
várias vezes maior que o volume negociado no mercado à vista interbancário,
como mostrado na Tabela 1. O cálculo de volume no mercado interbancário
à vista considera apenas as operações com vencimento em dois dias úteis
(vencimentos em "D+2"), que representam a grande maioria das operações
à vista e são as taxas consideradas na determinação da taxa PTAX.
Volume Médio Diário (US$ Bilhões)
Ano À Vista (D+2) Futuro (1o. + 2o.) Futuro/À Vista
2006 1,7 10,1 5,9
2007 2,7 17,0 6,2
2008 2,8 17,2 6,2
2009 2,3 13,5 5,9
2010 2,6 16,6 6,4
2011 2,0 17,2 8,7
2012 1,8 17,0 9,4
2013 1,9 16,8 8,7
2014 1,3 16,5 12,3
Tabela 2.1: Volume diário negociado nos mercados futuro e à vista. Fonte: BCB
e B3.
Outra possível razão para a diferença entre a liquidez no mercado futuro e
no mercado à vista é histórica. Até 1999, os mercados futuro e à vista tinham
tamanhos comparáveis, com o mercado futuro ocasionalmente representando
o dobro do volume. O câmbio utuante, introduzido em janeiro de 1999,
aumentou o risco das operações cambiais à vista, especialmente quando se
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considera que o País havia passado por uma crise bancária fazia apenas qua-
tro anos. Neste contexto, quando era necessário apenas hedge cambial e não a
moeda estrangeira, dava-se preferência à utilização de contratos futuros. Os
contratos futuros sempre foram negociados em um sistema com contraparte
central, o que era mais seguro, embora mais caro, que contratos bilaterais de
câmbio, usualmente ocorrendo, neste caso, a necessidade de aprovação pré-
via de limites de crédito entre as contrapartes. A então bolsa de derivativos
brasileira, BM&F,2 criou uma clearing para transações à vista de câmbio em
maio de 2002, mas a esta altura o volume diário transacionado no mercado
futuro já era mais de quatro vezes maior que o volume de transações à vista.
Dada essa notável diferença, é razoável argumentar que a taxa de câmbio
seja equilibrada no mercado futuro e então transmitida ao mercado à vista.
Há, de fato, estudos que sugerem esta dinâmica. Garcia & Urban (2004), por
exemplo, usam causalidade Granger para mostrar que há evidência estatística
de que, no Brasil, os preços no mercado futuro precedem os preços no mercado
à vista.
Um outro indício nesse sentido vem do uso disseminado do contrato infor-
mal de casado. A cotação de um contrato de casado é dada pela diferença
entre a taxa de câmbio no mercado futuro (usualmente para o vencimento
seguinte) e a taxa de câmbio no mercado à vista. Assim, o que é efetivamente
negociado é um diferencial de preços, e o fechamento da operação à vista é
dado pela cotação da taxa de câmbio futura no momento menos o casado
negociado:
USDà vista = USDfuturo − casado. (2.1)
Para entendermos a motivação por trás do uso de contratos de casado,
é importante quanticarmos a relação entre o valor do casado e os demais
preços de mercado. Como as partes efetivamente negociam o casado e não
diretamente o preço no mercado à vista, este mecanismo de fato modica a
dinâmica normal da formação de preços pela paridade coberta da taxa de
juros (Covered Interest Rate Parity, CIRP). Na formulação tradicional da
CIRP, considera-se que as taxas de juros locais, as taxas de juros em moeda
estrangeira e a taxa de câmbio à vista são formadas em seus respectivos
mercados, o que determina uma taxa de câmbio a termo na ausência de
oportunidades arbitragem. Apesar de haver diferenças na precicação de
contratos a termo e futuros, para os efeitos deste trabalho consideraremos
que são aproximadamente os mesmos, de modo que o preço futuro de US$ 1,
2Hoje B3, resultado da fusão entre a Bolsa de Mercadoria e Futuros (BM&F), a Bolsa
de Valores de São Paulo (BOVESPA) e a Central de Custódia e Liquidação Financeira de
Títulos (CETIP).
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expresso em reais, de acordo com a CIRP e com as convenções dos mercados
cambiais brasileiros, é:




(1 + re, local × dc360)
(2.2)
em que USDà vista é o preço de US$ 1 expresso em reais, rd é a taxa de juros
doméstica no período de du dias úteis até o vencimento do contrato futuro
e re, local é a taxa de juros em moeda estrangeira para o período de dc dias
corridos até o vencimento do contrato futuro, na convenção de contagem
de dias actual/360. O índice local foi adicionado porque o custo local de
nanciamento em moeda estrangeira, chamado no Brasil de cupom cambial,
é diferente do custo de nanciamento de um agente no país de origem do
capital.
É possível argumentar que qualquer custo que diculte a arbitragem do
cupom cambial também limita a validade da CIRP, já que resulta numa dife-
rença entre a taxa de juros em moeda estrangeira e o custo local de captação
nesta mesma moeda. Por exemplo, podem ser razões para essa diferença
os impostos para internalização dos recursos e mais quaisquer outros cus-
tos resultantes de o agente estar realizando a captação no Brasil ou aí estar
utilizando instrumentos nanceiros que sintetizem esta captação, sejam eles
custos nanceiros diretos ou custos de oportunidade, inclusive decorrentes do
risco da operação. Uma componente deste custo é a diferença entre os prê-
mios de risco de liquidez das captações locais e das captações por um agente
no país de origem do capital. Essa diferença entre os prêmios de liquidez é
normalmente positiva, dada a baixa liquidez do mercado à vista local,3 mas
pode tornar-se negativa caso haja uma redução importante na disponibilidade
de linhas de nanciamento externas não acompanhadas por uma redução da
liquidez no mercado à vista local. Também cabe considerar a possibilidade
de riscos de crédito diferentes nas captações domésticas e externas, além de
um risco de conversibilidade, que é apenas da moeda doméstica, já que a
moeda estrangeira é considerada conversível. Este risco de conversibilidade
incluiria a possibilidade de mudança na tributação ou na legislação cambial,
o risco de controles de capital, o risco de uma sudden stop e um consequente
processo de ight to quality, entre outras possibilidades. Por m, também
cabe considerar a existência de outros custos, inclusive de oportunidade, que
3Se uma instituição nanceira precisa de recursos em moeda estrangeira por um certo
período, ela pode comprar moeda estrangeira no mercado à vista com compromisso de
venda em uma data futura. Se os preços de compra e venda são denidos ao mesmo
tempo no início da operação, então compra e venda equivalem a um empréstimo em
moeda estrangeira. Se há baixa liquidez no mercado à vista, o prêmio de liquidez deve ser
adicionado ao custo de obter-se este tipo de nanciamento.
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também dicultariam a arbitragem do cupom cambial, como, por exemplo, o
descasamento entre os prazos do cupom e do instrumento usado para hedge,
exigências regulatórias sobre o balanço das instituições nanceiras que reali-
zam a arbitragem, entre outros.
Assim,
re, local = re + impostos + rconv +DRC +DPL+ rCA, (2.3)
em que re é a taxa de juros em moeda estrangeira no país da divisa, impostos
são os custos oriundos da tributação de entradas e saídas de recursos externos,
rconv é o risco de conversibilidade, DPL = rL,e − rL,local é a diferença entre
os prêmios de risco de liquidez externo (rL,e) e local (rL,local), DRC = rC,e−
rC,local é a diferença entre os prêmios de risco de crédito externo (rC,e) e local
(rC,local) e rCA representa os demais custos de arbitragem do cupom cambial.
Considerando que a maior parte das operações ou possuem alguma forma
de garantia ou são liquidadas em uma clearing, espera-se que o risco de
crédito tenha pouca variabilidade. Episódios de estresse nos mercados nan-
ceiros, contudo, podem mudar a percepção de risco mesmo de operações com
alguma garantia, bem como afetar rconv. Impostos e o custo de transação
das operações de arbitragem podem sofrer mudanças pontuais, mas, em ge-
ral, também possuem pouca variabilidade. Assim, é possível argumentar que
as principais fontes de variação no cupom cambial são o risco de conversibi-
lidade, rconv, e o prêmio de liquidez local, rL,local, uma vez que, exceto em
situações muito extremas, como na crise imobiliária de 2008, a liquidez em
dólar externa é bastante alta.
Note que, usando 2.1 em 2.2 e isolando re, local, é possível expressar o
cupom cambial em termos do preço futuro do dólar e da correspondente













Como a maioria das operações à vista são, de fato, contratos de casado,4
os preços que são obtidos pelo equilíbrio de mercado são o da taxa de juros
doméstica, rd, do contrato futuro do dólar, USDfuturo, e do contrato de ca-
sado. Este último, pela equação 2.4, corresponde a um único cupom cambial,
re, local.
Logo, destes três preços: dólar futuro (USDfuturo), cupom cambial (re, local)
e taxa de juros doméstica (rd), todos para o mesmo prazo, medido em dias
4Uma pesquisa informal realizada pela Mesa de Câmbio do BCB com alguns dos maiores
participantes do mercado brasileiro de câmbio à vista revela que a participação de contratos
de casado no volume total de operações à vista pode chegar a 80%.
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úteis ou corridos, conforme as respectivas convenções, decorre a taxa à vista
"justa", no sentido de ser aquela que garante a validade da CIRP:
USDà vista = USDfuturo
(






Assim, em vez da dinâmica tradicional em que a taxa de câmbio à vista
é um dos preços formados livremente em seus respectivos mercados, se a
maioria das operações à vista ocorre através de contratos de casado, a taxa de
câmbio à vista é uma consequência do argumento de ausência de arbitragem
implícito na CIRP, enquanto a descoberta de preços ocorre nos mercados de
juros doméstico, de casado (que é, virtualmente, um mercado local de juros
em moeda estrangeira) e de câmbio futuro.
Resta entender por que os contratos de casado são tão frequentemente
usados. Tanto a falta de liquidez no mercado à vista como a grande liquidez
do mercado futuro são razão importantes. Em um dia normal de negócios,
uma instituição nanceira relutaria em comprar ou vender uma posição muito
grande em dólares, já que seria difícil encontrar contrapartes no mercado à
vista para desfazer esta posição. Usualmente, market makers em uma situa-
ção semelhante simplesmente aumentam o bid-oer spread para compensar
o risco cambial que são forçados a suportar até que nalmente consigam en-
cerrar a posição, o que pode ser especialmente perigoso em períodos de alta
volatilidade. Contudo, como o mercado futuro no Brasil é atipicamente maior
que o mercado à vista, sempre é possível fazer o delta hedge do risco cambial
das operações primárias através do mercado futuro, em vez de aumentar o
bid-oer spread.
No jargão de mercado, "comprar casado" corresponde a comprar dólar à
vista e vender uma posição correspondente no mercado futuro, i.e., assumir
uma posição "comprada"(long) à vista (spot) e uma posição "vendida"(short)
no mercado futuro. Correspondentemente, "vender casado" signica vender
dólar à vista e comprar uma posição correspondente no mercado futuro, i.e.,
assumir uma posição "vendida" à vista e "comprada" em futuro. Em resumo,
"compra" ou "venda" de contrato de casado corresponde à compra ou venda
da ponta spot do contrato, respectivamente.
Como resultado, ao comprar um contrato de casado o market maker vir-
tualmente elimina o risco de câmbio e ca apenas com o risco de base, que
corresponde ao risco de variação no casado ou, equivalentemente, no cupom
cambial, re, local, conforme mostrado no exemplo abaixo de uma compra e pos-
terior venda de um contrato de casado. Os resultados da variação cambial
compensam-se na compra e na venda, zerando o resultado nal:
Mais formalmente, para cada 1 R$/US$ de aumento na taxa de câmbio,
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Operação Cotação Preço no mercado Registro da operação
do casado futuro (R$/US$) à vista (R$/US$)
Compra 10 1,7540 Venda 1,7530 Compra
Venda 10 1,7380 Compra 1,7370 Venda
Resultado 0,0160 ≈ 1% -0,0160 ≈ −1%
Tabela 2.2: Exemplo de como o risco de variação no câmbio é eliminado entre
uma operação de compra de casado e sua venda posterior.
o resultado da compra e posterior venda de um contrato de casado será,
coeteris paribus, o ganho na posição comprada à vista menos a perda na
posição vendida no mercado futuro, i.e.:
∆casado =

























re, local × dc360
1 + re, local × dc360
(2.6)
que é muito pequena e tanto menor quanto menor for re, local, implicando em
uma sensibilidade muito baixa ao risco cambial. Note que Pfuturo é o valor
de mercado de um contrato futuro após sua contratação e F é o preço futuro
ao qual esse contrato foi fechado.
Como a maioria das operações primárias começou a ser "casada" desta
forma com uma operação inversa no mercado futuro para imunizar o risco
cambial, tornou-se usual entre os market makers negociar simplesmente a
diferença entre o câmbio futuro e à vista, originando o mercado de casado.
2.2 O Cupom Cambial como um Convenience
Yield
Brennan (1991, p. 33-34) dene convenience yield como "the ow of services
which accrues to the owner of a physical inventory but not to the owner of a
contract for future delivery", detalhando, em seguida, que este uxo de ser-
viços, ou vantagens, inclui "both the reduction in costs of aquiring inventory,
and the value of being able to prot from temporary local shortages".
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Dadas as restrições de liquidez no mercado à vista de câmbio no Brasil,
analisadas na seção anterior, o presente trabalho discute a hipótese de que as
limitações ao câmbio de reais por moeda estrangeira possa trazer benefícios a
agentes econômicos que mantenham disponibilidades ("estoques") em dólar,
seja porque necessitem da moeda em suas operações ("reduction in costs
of aquiring inventory") ou porque esperam obter retornos em momentos de
escassez ("prot from temporary local shortages"). Desta maneira, o dólar,
para os agentes econômicos que operam no mercado doméstico, comporta-se
como uma commodity de uso, abrindo a possibilidade para a análise do cupom
cambial como um convenience yield, particularmente no que diz respeito ao
comportamento do componente de prêmio de liquidez local, rL,local, em 2.3.
Assim, propõe-se a modelagem do dólar no mercado doméstico de câm-
bio como uma commodity de uso, o que ajuda a entender a dinâmica entre
os preços futuro e à vista ao eliminar uma confusão frequente entre uxos
para arbitragem, que apenas ajustam a relação entre o preço à vista e o
preço futuro, mas não têm efeito sobre a tendência do câmbio, e uxos que
efetivamente afetam as expectativas sobre a tendência.
Em um modelo deste tipo, o cupom cambial funciona como um conveni-
ence yield ; os uxos de entrada ou a disponibilidade de linhas de captação
externa como a produção da commodity ; os uxos de saída5 como o consumo
da commodity ; e as disponibilidades em dólar de residentes mais as reservas
internacionais mantidas pelo BCB como os estoques da commodity.
Enquanto se acredita que existem estoques  dólar na conta de residentes
e reservas internacionais  ou produção  uxo de entrada e facilidade de
captação  sucientes para suprir a demanda doméstica da commodity, os
agentes econômicos que necessitam apenas de hedge, mas não de caixa, pelo
menos imediatamente, estarão bem atendidos com instrumentos derivativos,
mesmo com liquidação nanceira em reais, como é o caso dos futuros e dos
swaps cambiais oferecidos pelo BCB. Neste cenário, o mercado à vista funci-
ona com liquidez, girando a demanda normal da commodity. As intervenções
em derivativos afetam o preço futuro e este impacto é transmitido ao preço
à vista via arbitragem do convenience yield : quanto menor a diferença entre
o preço futuro e o preço à vista, maior o convenience yield e ca mais atra-
tivo realizar estoques ou produzir mais  vender posição ou realizar captação
externa para venda doméstica  contra a compra de dólares no mercado fu-
turo. Como o mercado futuro é mais líquido, isso move mais o preço à vista,
aumentando a diferença entre a taxa futura e a taxa à vista e diminuindo o
5Fluxos de saída tanto de não residentes com capital no Brasil para remeter lucros ou
para liquidar posições, quanto de residentes, como importadores ou empresas com dívidas
em dólar, que não podem fazer pagamentos externos em moeda local.
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convenience yield até que ele deixe de ser atrativo. Note que o que signica
"ser atrativo" depende da liquidez. Pouca liquidez à vista pode tornar mais
interessante manter o dólar em vez de fazer a arbitragem, que, por outro
lado, não é uma arbitragem sem risco: as linhas externas raramente têm o
mesmo prazo que o contrato futuro e a liquidação no mercado futuro é em
reais, de modo que a conversão destes reais para dólar na liquidação, depen-
dendo da liquidez do mercado à vista, pode mover a taxa de câmbio e trazer
perdas, especialmente em situações de crise. Assim, existe efetivamente um
mercado doméstico de cupom cambial, cujo preço de equilíbrio está associado
às expectativas de liquidez do mercado à vista, e não apenas à taxa de juros
externa.
Por outro lado, se alguém acredita que a escassez da commodity será
exacerbada o suciente para disparar um movimento de mercado semelhante
a uma corrida, como no caso de sudden stops, ight to quality, expectativa
de mudanças regulatórias e controles de capitais, entre outros, aqueles que
realmente precisam da commodity para realizar pagamentos estarão dispostos
a aceitar qualquer preço pelo caixa efetivo em moeda estrangeira e nenhum
hedge com liquidação em moeda local pode satisfazer esta demanda. Desta
forma, cam claras as implicações da compreensão da dinâmica do cupom
cambial não apenas para a formação de preços nos mercados futuros e à vista,
como também para a estabilidade nanceira e para a formulação de políticas
cambiais.
Finalmente, cabe ressaltar que a analogia que estamos propondo entre
o dólar e uma commodity, do ponto de vista de um agente econômico reali-
zando operações dentro do Brasil, não é exatamente uma inovação, tendo sido
citada por Nassim Taleb, no prefácio de Geman (2005), que sugeriu a nego-
ciação de moedas não conversíveis como uma das possíveis aplicações gerais
de um conhecimento mais aprofundado sobre os derivativos de commodities,
embora tenha feito a analogia sob a perspectiva contrária de um investidor
com balanço em dólares, em que a commodity é a moedas não conversível.
Por outro lado, a elaboração formal desta analogia, com o desenvolvimento
de um modelo quantitativo e sua adequada aplicação às peculiaridades de
um mercado cambial (o brasileiro, neste trabalho), até onde é do nosso co-
nhecimento, trata-se, sim, de uma inovação. Portanto, ainda não existe uma
literatura que consolide a nomenclatura para esta abordagem. Seria perfeita-
mente aceitável, por exemplo, considerar o diferencial de taxa de juros rd−re
(tomando ambas como taxas contínuas) como um carry cost ou inventory cost
e apenas os prêmios pelos riscos de conversibilidade e de liquidez como um
convenience yield, em analogia, por exemplo, à equação 5.19 em Hull (2018,
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p. 127).6 Contudo, como o cupom cambial atende perfeitamente à denição
de Brennan (1991), optamos por tratar o próprio cupom cambial como um
convenience yield. De qualquer maneira, nada impede que a metodologia
desenvolvida neste trabalho seja usada para modelar apenas o prêmio por
liquidez no mercado local, rL,local. De fato, conceitualmente, é precisamente
o que faremos no capítulo 4.
6A equação citada relaciona o preço à vista de uma commodity de uso (ou de consumo,
como utilizado pelo autor), S0, e o preço de um contrato futuro sobre esta commodity, F0,
com vencimento em um prazo T , dado um carry cost c e um convenience yield y, ambos
em taxas contínuas, através da fórmula: F0 = S0e(c−y)T .
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Capítulo 3
Modelos de Reversão à Média e o
Processo de Ornstein-Uhlenbeck
Generalizado (OUG)
Conforme discutido no capítulo 1, é padrão na literatura a utilização de mo-
delos com reversão à média para o convenience yield, o que é obtido, tradici-
onalmente, através da solução da Equação de Langevin, dada pelo processo
de Ornstein-Uhlenbeck (OU) 1 e, como analisado na seção 2.2, é possível
tratar o cupom cambial como um convenience yield. Contudo, os estoques
de moeda estrangeira, que afetam o cupom cambial, estão sujeitos a varia-
ções bruscas. Alterações nas condições econômicas, políticas, nanceiras e
jurídicas internas e externas podem mudar rapidamente a liquidez e dispo-
nibilidade de divisas, ocasionando saltos no cupom cambial não capturados
pela integral estocástica em relação a um processo de Wiener, como é o caso
do processo de OU clássico.
Neste capítulo, analisaremos uma alternativa de modelagem estocástica
para o convenience yield através da Equação de Langevin Generalizada (ELG),
proposta por Mori e Kubo (vide Mori (1965), Kubo (1966) e Pechukas (1967)),
particularmente quando a integral estocástica correspondente é em relação a
um processo de Lévy, o que permite a possibilidade de saltos. É importante
ressaltar que não se trata apenas da possibilidade de saltos. A ELG também
tem exibilidade suciente para que se modele a estrutura de autocorrela-
ção dos dados, através da função memória, denida neste tópico, o que será
crucial no caso do cupom cambial.
Chamaremos a solução da ELG de processo de Ornstein-Uhlenbeck Gene-
1Vide, por exemplo, Gibson & Schwartz (1990), Brennan (1991), Schwartz (1997),
Casassus & Collin-Dufresne (2005) e Geman (2005).
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ralizado (OUG), para distingui-lo dos processos de Ornstein-Uhlenbeck não
gaussianos (Barndor-Nielsen & Shephard, 2001), que também generalizam
os processos de OU, ao permitir saltos, mas têm um grau de generalidade
menor, uma vez que a função memória é xa.
O fato do processo de OU ser a versão contínua de um processo autorre-
gressivo de primeira ordem, AR(1),2 motiva o estudo dos processos de OUG
na busca de aproximações em tempo contínuo para processos autorregressi-
vos de maior ordem, havendo, neste trabalho, particular interesse no processo
AR(2), mais adequado à dinâmica do cupom cambial, como será mostrado
no capítulo 4.
Nas próximas seções, detalharemos o conceito de reversão à média, sua
relação com processos autorregressivos e de média móvel e os aspectos teóri-
cos mais relevantes dos processos de OUG, candidatos a modelos em tempo
contínuo para séries nanceiras que apresentam reversão à média com ordem
da relação de recorrência maior que 1.
3.1 Processos Discretos Lineares, Reversão à
Média e o Processo de Ornstein-Uhlenbeck
Nesta seção, adaptamos de Hayashi (2000, caps. 2, 6 e 9) denições e re-
sultados relacionados ao conceito de reversão à média e a processos discre-
tos lineares fracamente estacionários, incluindo processos autorregressivos e
de média móvel, e, a partir destas denições e resultados, concluímos que
qualquer processo discreto linear apresenta reversão à média. Também apre-
sentamos algumas caraterísticas relevantes dos processos autorregressivos e
de média móvel, particularmente a relação entre processos AR(1), em tempo
discreto, e o processo de OU, em tempo contínuo, seguindo Gourieroux &
Jasiak (2001, cap. 2). As denições, proposições e demonstrações a seguir
referem-se a um espaço de probabilidade ltrado (Ω,F , {Fk}k∈Z,P) com me-
dida de probabilidade completa e processos estocástico discretos adaptados
a {Fk}k∈Z.
Denicão 3.1. Um processo estocástico discreto (Xk; k ∈ Z) é fracamente
estacionário, estacionário em covariância ou estacionário de se-
gunda ordem se:
2Gourieroux & Jasiak (2001, p. 35) mostram que se pode chegar a um processo de OU
a partir de um proscesso AR(1) quando o intervalo de amostragem tende a zero. Stein
et al. (2016), por outro lado, mostram que o processo de OU pode ser discretizado através
de uma relação de recorrência de primeira ordem, de modo que é possível interpretar esta
discretização como um processo AR(1).
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1. E[Xk] não depende de k;
2. Cov(Xk, Xk−j) existe, é nita e depende apenas de j ∈ Z+;
O primeiro processo discreto fracamente estacionário que deniremos será
uma peça importante na nossa análise:
Denicão 3.2. Um processo estocástico discreto (εk; k ∈ Z) é um ruído
branco em covariância, ruído branco em sentido fraco ou ruído
branco em sentido amplo se é fracamente estacionário com E(εk) = 0,
Var(εk) = σ
2 e E(εkεk−j) = 0 para j ∈ Z∗.
A qualicação do ruído branco em sentido fraco serve para distingui-lo do
ruído branco independente e identicamente distribuído (i.i.d.), mas, de agora
em diante, sempre que nos referirmos a ruído branco estaremos considerando
a denição de ruído branco em sentido fraco.
Denicão 3.3. Seja `1 o espaço vetorial das sequências cujas séries são
absolutamente convergentes. Um processo estocástico discreto (Xk; k ∈ Z)
é linear se puder ser representado por um parâmetro µ ∈ R e pelo vetor
ψ ∈ `1 ⊆ RN, tal que suas coordenadas, ψi, i ∈ Z+, são os coecientes do





Denicão 3.4. Uma média móvel de ordem q, representada por MA(q)
(q-th order moving average process) é um processo estocástico discreto linear,
conforme a denição 3.3, no qual q < ∞ é o maior índice do vetor ψ tal
que a coordenada correspondente, ψq, seja diferente de zero, i.e., ψq 6= 0 e
ψi = 0 ∀i > q. Se não existir este índice, o processo estocástico discreto
linear é chamado de média móvel de ordem innita e representado por
MA(∞).
A existência do limite
∑∞
i=0 ψiεk−i na denição 3.3 e a estacionariedade de
um processo estocástico discreto linear são garantidas pelo resultado abaixo:
Proposição 3.1. (Hayashi (2000), Proposição 6.1, p. 367) Dado
um processo estocástico discreto linear X = (Xk; k ∈ Z), representado pelo
parâmetro µ e pelo vetor ψ ∈ `1 de coecientes reais do somatório de um
ruído branco (εk; k ∈ Z), com Var(εk) = σ2, conforme a denição 3.3, en-
tão (
∑m
i=0 ψiεk−i;m ∈ Z+) converge em média quadrática e X é fracamente
estacionário, com E(Xk) = µ para todo k ∈ Z e Cov(Xk, Xk−j) = γj =
σ2
∑∞
i=0 ψj+iψi, j ∈ Z+. Além disso, (γj; j ∈ Z+) ∈ `1.
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Este resultado pode ser estendido para o caso em que, em vez do ruído
branco, usamos um processo estocástico discreto qualquer (Zk; k ∈ Z), estaci-
onário em covariância, cuja soma em valor absoluto para todas as defasagens
é nita, como detalhado na próxima proposição:3
Proposição 3.2. (Hayashi (2000), Proposição 6.2, p. 369) Seja Z =
(Zk; k ∈ Z) um processo estocástico discreto fracamente estacionário e o vetor
φ ∈ `1 com coordenadas reais φj, j ∈ Z+. Então
∑m
j=0 φjZk−j converge em
média quadrática e o processo X = (Xk, k ∈ Z) dado por Xk =
∑∞
j=0 φjZk−j é
fracamente estacionário. Se, adicionalmente, o vetor de autocovariâncias de
Z, (Cov(Zk, Zk−j), j ∈ Z+), estiver em `1, então o vetor de autocovariâncias
de X também está.
Nosso próximo passo será estabelecer uma equivalência entre processos
AR(p) e MA(∞). Para isso, serão úteis os conceitos de operador defasagem,
ltro e polinômio de defasagem, dados a seguir:
Denicão 3.5. O operador defasagem é um operador linear L que mapeia
a coleção de variáveis aleatórias de um processo estocástico discreto fraca-
mente estacionário (Zk; k ∈ Z) nela mesma, através da relação LZk := Zk−1.
A composição do operador defasagem é denotada pela utilização de um ex-
poente, de modo que L(LZk) é denodado por L2Zk = Zk−2 ou, em geral,
LjZk = Zk−j, onde Lj denota a composição de j operadores defasagem.
Denicão 3.6. Considere um vetor (φj; j ∈ Z+) ∈ `1, i.e., a soma in-
nita do valor absoluto de suas coordenadas converge, de modo que estas
coordenadas são ditas absolutamente somáveis. Um ltro absoluta-
mente somável é o operador φ(L) := φ0 + φ1L + φ2L2 + · · · tal que,
dado um processo estocástico discreto fracamente estacionário (Zk; k ∈ Z),
φ(L)Zk =
∑∞
j=0 φjZk−j. Se φp 6= 0 e φj = 0 ∀j > p ≥ 1, então o ltro é
chamado de polinômio de defasagem de ordem p.
Note que, pela proposição 3.2, φ(L)Zk =
∑∞
j=0 φjZk−j está bem denido,
mas, em geral, um ltro não precisa que (φj; j ∈ Z+) ∈ `1. Para nossos
propósitos, contudo, trataremos apenas de ltros absolutamente somáveis,
que chamaremos simplesmente de ltros.
Denicão 3.7. Denimos a operação binária de produto entre dois ltros
φa(L) e φb(L) como a composição destes dois operadores lineares, denotada
por φa(L)φb(L).
3Uma prova pode ser encontrada em Fuller (1996, Teorema 4.3.1).
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É fácil mostrar que o produto entre dois ltros é comutativo, isto é,
φa(L)φb(L) = φb(L)φa(L). Para o caso em que os ltros são polinômios
de defasagem, há uma imediata analogia ao produto de polinômios. Para
o caso geral, a sequência de coecientes do ltro φc(L) dado pelo produto
φa(L)φb(L) corresponde à convolução discreta entre as sequências de coeci-
entes (φa,j; j ∈ Z+) e (φb,j; j ∈ Z+), que é comutativa:




φa,iφb,j−i; j ∈ Z+
)
. (3.1)
Também é importante notar que, pela proposição 3.2, dado um processo
estocástico discreto fracamente estacionário (Zk; k ∈ Z), φb(L)Zk é um pro-
cesso estocástico discreto fracamente estacionário, de modo que φc(L)Zk =
φa(L)φb(L)Zk é uma variável aleatória bem denida. Fuller (1996, p. 30)
prova, adicionalmente, que o produto entre ltros absolutamente somáveis,
φc(L) = φa(L)φb(L), é um ltro absolutamente somável.
É possível, ainda, denir um elemento identidade e o inverso de um ltro:
Denicão 3.8. O ltro unitário é dado por φI(L) := 1 e o ltro in-
verso de um ltro φ(L) é o ltro, denotado por φ(L)−1 ou 1/φ(L), tal que
φ(L)φ(L)−1 = φI(L) = 1.
Dado um ltro φ(L), se φ0 6= 0, sempre é possível obter ψ(L) = φ(L)−1 a
partir da equação 3.1, já que φ(L)ψ(L) = φI(L) com φI,0 = 1 e φI,j = 0 ∀j >






O último resultado necessário para usarmos ltros na análise de processos
autorregressivos é a proposição 3.3. Para enunciá-la, será útil a denição do
polinômio na variável complexa z associado ao polinômio de defasagem de
ordem p:
Denicão 3.9. Considere o polinômio de defasagem de ordem p, p ∈ Z∗+,
dado por φ(L) = φ0 +φ1L+ · · ·+φpLp. O polinômio associado ou polinô-
mio característico de φ(L) é denido como φ(z) := φ0 + φ1z + · · ·+ φpzp,
z ∈ C.
Proposição 3.3. (Hayashi (2000), Proposição 6.3, p. 374) Considere
um polinômio de defasagem de ordem p dado por φ(L) = 1− φ1L− φ2L2 −
· · · − φpLp e seja ψ(L) o seu ltro inverso, i.e., ψ(L) = φ(L)−1. Se o valor
absoluto de todas as raízes do polinômio característico de φ(L) for maior que
1, então (ψj; j ∈ Z+) ∈ `1.
A proposição 3.3 nos dá uma condição de estabilidade que garante que os
coecientes do ltro inverso de um polinômio de defasagem de ordem p sejam
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absolutamente somáveis. Uma condição equivalente pode ser estabelecida em
relação ao polinômio:
zpφ(1/z) = zp − φ1zp−1 − · · · − φp−1z − φp. (3.2)
Este polinômio está bem denido porque 0 não pode ser raiz de φ(z),
como dado na proposição 3.3, e, claramente, as raízes de zpφ(1/z) são dadas
pelo inverso das raízes de φ(z), de modo que podemos estabelecer a condição
de estabilidade de duas maneiras.
Denicão 3.10. Dado o polinômio de defasagem de ordem p, φ(L) = 1 −
φ1L− φ2L2 − · · · − φpLp, as condições equivalentes:
• O valor absoluto de todas as raízes do polinômio φ(z) associado a φ(L)
são maiores que 1;
• O valor absoluto de todas as raízes do polinômio zpφ(1/z) associado a
φ(L) são menores que 1;
são chamadas de condições de estabilidade para que o ltro inverso de
φ(L) possua coecientes absolutamente somáveis.
Médias móveis de ordem p, (MA(p)), processos autorregressivos de ordem
p, (AR(p)), e processos autorregressivos e de médias móveis de ordens p e q,
(autorregressive moving-average, ARMA(p, q)), são parametrizações dos coe-
cientes dos processos MA(∞), e usaremos a proposição 3.3 para estabelecer
estas parametrizações.4
No caso MA(p), a parametrização é imediata e dada pela denição 3.4.
Para os demais casos, partiremos das suas denições.
Denicão 3.11. Um processo estocástico discreto autorregressivo de or-
dem p, com p ∈ Z∗+, denotado por AR(p), é a coleção de variáveis aleatórias
(Xk; k ∈ Z) que obedece à seguinte relação de recorrência:
Xk = c+ φ1Xk−1 + · · ·+ φpXk−p + εk, (3.3)
em que c ∈ R e os coecientes φi ∈ R, 1 ≤ i ≤ p, são constantes e (εk; k ∈ Z)
é um ruído branco.
4Historicamente, esta é uma consequência da decomposição de Wold (Brockwell &
Davis, 2016, seção 2.6, p. 67), implicando que qualquer processo discreto fracamente esta-
cionário com média nita e sem componentes determinísticos admite uma representação
linear como na denição 3.3.
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Se tomarmos o polinômio de defasagem de ordem p dado por φ(L) =
1− φ1L− φ2L2 − · · · − φpLp, a equação 3.3 pode ser reescrita como:
φ(L)Xk = c+ εk, (3.4)
o que nos permite utilizar o ferramental de ltros desenvolvido até agora para
demonstrar que um processo AR(p) possui uma representação MA(∞):
Proposição 3.4. (Hayashi (2000), Proposição 6.4, p. 379) Repre-
sentação MA(∞) de um processo AR(p). Seja X = (Xk; k ∈ Z) um
processo AR(p) dado por φ(L)Xk = c+ εk, conforme a equação 3.4. Se φ(L)
obedece às condições de estabilidade da denição 3.10, então o processo X ad-
mite a representação MA(∞) dada por Xk = µ+ψ(L)εk, ψ(L) = φ(L)−1, e é
fracamente estacionário, com sequência de autocovariâncias (γj; j ∈ Z+) ∈ `1
e média constante dada por µ = cψ(1) = c/φ(1), em que ψ(1) e φ(1) são,
respectivamente, os polinômio característicos de ψ(L) e φ(L) aplicados no
ponto z = 1.
Note que a média do processo AR(p) dado por φ(L)Xk = c+ εk não é c,
mas µ = c/φ(1). Isto nos dá ainda outra maneira de representar um processo
AR(p) quando as condições de estabilidade são obedecidas:
φ(L)Xk − c = φ(L)Xk − µφ(1)
= φ(L)(Xk − µ) = εk. (3.5)
As autocovariâncias de um processo AR(p), na condições da proposição
3.4, podem ser calculadas a partir da representação MA(∞), usando a pro-







em que σ2 é a variância do ruído branco e δj,0 é a função delta de Kronecker.
Os valores de γ0 a γp podem ser obtidos usando o fato de que γ−j = γj.












= φj1 = (sinal(φ1))
jej ln |φ1|, (3.8)
e como φ1 é raiz de zφ(1/z), pelas condições de estabilidade devemos ter
|φ1| < 1, do que resulta que o valor absoluto da autocorrelação é exponencial-
mente decrescente com a defasagem j, alternando seu sinal caso −1 < φ1 < 0.
No caso de processos AR(2), é possível mostrar que as condições de esta-
bilidade são equivalentes a (Johnston & DiNardo, 2001, p. 235)5:
|φ1|+ φ2 < 1 (3.9)
e
|φ2| < 1. (3.10)
Usando as equações de Yule-Walker, também é possível mostrar (Johns-









ρj = φ1ρj−1 + φ2ρj−2, j ∈ Z+. (3.13)
Veja que 3.13 é uma equação diferença homogênea de segunda ordem,
com equação característica dada por z2 − φ1z − φ2, que é exatamente o po-
linômio z2φ(1/z) associado ao processo AR(2), com raízes z∗1 e z
∗
2 , ambas com
valores absolutos menores que 1. Assim, se as raízes forem reais, a autocorre-
lação decai com a defasagem. Se as raízes forem complexas, a autocorrelação
apresenta oscilação amortecida. Este último é exatamente o comportamento
observado empiricamente no cupom cambial, como será visto no capítulo 4,
e que será replicado em tempo contínuo com o processo de OUG que estamos
propondo neste trabalho.
Denicão 3.12. Um processo estocástico discreto autorregressivo e de
média móvel de ordens p e q, com p, q ∈ Z∗+, denotado por ARMA(p, q),
5Estas condições formam o triângulo de estabilidade do processo AR(2). Este
triângulo pode ser separado em duas regiões, uma em que as raízes de z2φ(1/z) são reais
e uma em que as raízes são complexas (vide, por exemplo, Harvey (1993, p. 20) e Wei
(2006, p. 41)). Yule utilizou o processo AR(2) para descrever o movimento de um pêndulo
simples, de modo que este processo às vezes é chamado de processo de Yule (Wei, 2006,
p. 42).
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é a coleção de variáveis aleatórias (Xk; k ∈ Z) que obedece à seguinte relação
de recorrência:
Xk =c+ φ1Xk−1 + · · ·+ φpXk−p
+ θ0εk + θ1εk−1 + θ2εk−2 + · · ·+ θqεk−q, (3.14)
em que c ∈ R, os coecientes φi ∈ R, 1 ≤ i ≤ p, e θi ∈ R, 0 ≤ i ≤ q, são
constantes, com θ0 6= 0, e (εk; k ∈ Z) é um ruído branco.
Se tomarmos os polinômios de defasagem de ordens p e q, respectivamente,
dados por φ(L) = 1−φ1L−φ2L2−· · ·−φpLp e θ(L) = θ0 + θ1L+ · · ·+ θqLq,
a equação 3.14 pode ser reescrita como:
φ(L)Xk = c+ θ(L)εk, (3.15)
que usaremos na próxima proposição:
Proposição 3.5. (Hayashi (2000), Proposição 6.5, p. 381) Repre-
sentação MA(∞) de um processo ARMA(p, q). Seja X = (Xk; k ∈ Z)
um processo ARMA(p,q) dado por φ(L)Xk = c+θ(L)εk, conforme a equação
3.15. Se φ(L) obedece às condições de estabilidade da denição 3.10, então
o processo X admite a representação MA(∞) dada por Xk = µ + ψ(L)εk,
ψ(L) = φ(L)−1θ(L), e é fracamente estacionário, com sequência de autoco-
variâncias (γj; j ∈ Z+) ∈ `1 e média constante dada por µ = c/φ(1), em que
φ(1) é o polinômio característico de φ(L) aplicado no ponto z = 1.
Novamente, a média do processo ARMA(p, q) não é dada por c, mas por
µ = c/φ(1), e podemos representar um processo ARMA(p, q), quando as
condições de estabilidade são obedecidas, por:
φ(L)Xk − c = φ(L)Xk − µφ(1)
= φ(L)(Xk − µ) = θ(L)εk. (3.16)
É importante ressaltar que, se os polinômios φ(z) e θ(z) possuírem raí-
zes em comum, é possível obter um processo ARMA(p − k, q − k) equiva-
lente, em que k é a ordem do polinômio α(z) tal que φ(z) = α(z)φ∗(z)
e θ(z) = α(z)θ∗(z). Isso ocorre porque, de acordo com a proposição 3.5,
ψ(L) = φ(L)−1θ(L) pode ser dado por φ(L) = φ∗(L)−1α(L)−1α(L)θ∗(L) =
φ∗(L)θ∗(L), que corresponde ao processo ARMA(p − k, q − k) dado por
φ∗(L)(Xk − µ) = θ∗(L)εk, conforme a equação 3.16.
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Dada a representação MA(∞), as autocovariâncias e autocorrelações do
processo ARMA(p, q) podem ser obtidas a partir dos coecientes de ψ(L) =
φ(L)−1θ(L), usando a proposição 3.3, ou através do mesmo procedimento
usado para a obtenção das equações de Yule-Walker. Ressalte-se, no en-
tanto, que a partir da defasagem j > q, supondo que não existam raízes em
comum entre φ(z) e θ(z), as autocovariâncias e autocorrelações do processo
ARMA(p, q) são as mesmas do processo AR(p) (Hamilton, 1994, p. 60).
Note também que a estabilidade do processo ARMA(p, q) depende inteira-
mente dos coecientes da parte autorregressiva.
Com base no que foi discutido sobre processos estocásticos discretos linea-
res, deniremos o conceito de reversão à média, relacionado à previsão destes
processos, de relevância óbvia para economia e nanças. Antes, contudo,
mostraremos uma expressão para a previsão de um processo estocástico dis-
creto usando o erro quadrático médio (mean squared error, MSE) como
critério de ajuste da previsão:6
Proposição 3.6. (Hamilton (1994), p. 72 e 73) Sejam (Xk; k ∈ Z)
um processo estocástico discreto e X̂k+s, s ∈ Z∗+, uma estimativa do valor
de Xk+s, dada a ltração Fk. O menor erro quadrático médio entre Xk+s e
X̂k+s, dado por E[(Xk+s − X̂k+s)2], é obtido quando X̂k+s = E[Xk+s|Fk].
Com este resultado, ca clara a relação entre o conceito de reversão à
média e a previsão de processos estocásticos:
Denicão 3.13. Um processo estocástico discreto (Xk; k ∈ Z) apresenta
reversão à média se E[Xk+s|Fk] → E[Xk] em média quadrática quando
s→∞.
Esta denição implica que, dado um horizonte de tempo sucientemente
grande e usando um critério de mínimo erro quadrático médio, a esperança
é a melhor previsão para um processo estocástico discreto que apresenta
reversão à média. De fato, este é o caso para qualquer processo estocástico
discreto linear:
Proposição 3.7. (Hamilton (1994), p. 439) Se o processo estocástico
discreto X = (Xk; k ∈ Z) admite representação como média móvel de um
ruído branco com coecientes absolutamente somáveis, i.e, (ψi; i ∈ Z+) ∈ `1,
então X apresenta reversão à média.
Portanto, processos lineares estacionários são bons candidatos a modelar o
convenience yield e as mais diversas séries temporais em economia e nanças,
6Vide, por exemplo, Wei (2006, p. 89 e 90) ou Hamilton (1994, p. 72 e 73).
29
entre outras áreas, que apresentam reversão à média. O último resultado
desta seção nos permite mostrar que, se aumentarmos a taxa de amostragem
de um processo AR(1), este tende a um processo de Ornstein-Uhlenbeck
(Gourieroux & Jasiak, 2001, cap. 2):
Proposição 3.8. (Gourieroux & Jasiak (2001), Proposição 2.4, p.
30) Seja X = (Xk; k ≥ Z) um processo estocástico AR(1) dado por Xk =
cX + ρXk−1 + εk, E(ε2k) = σ
2. Então o processo estocástico (Yk; k ∈ Z)
denido por Yk = Xkn, com n ∈ Z∗+ xo, é um processo estocástico AR(1)




Agora considere X = (X(t); t ≥ 0) um processo estocástico contínuo que
pode ser amostrado em tempos discretos dados por tk = kh, em que k ∈ Z+
e h ∈ R∗+ é o passo de discretização. O processo X é adaptado à ltração
{Ft}t∈R do espaço de probabilidade ltrado (Ω,F , {Ft}t∈R,P), sujeito às
condições usuais, com Ftk ⊆ Ft ∀kh ≤ t. Seja, ainda, (W (t); t ≥ 0) o
processo de Wiener padrão, também adaptado a {Ft}t∈R. Dena Xk,h =









ρih[W ((kn− i)h)−W ((kn− i− 1)h)],
isto é, o processo estocástico discretizado (Xk,h; k ∈ Z+) é AR(1).
Pela proposição 3.8, podemos escrever:
Xk,h/n = ch/n + ρ
h/nXk−1,h/n + εk,h/n,
em que:
εk,h/n = W (kh/n)−W ((k − 1)h/n).
Tome ch/n = 0, ρ > 0 e denote ρ = e−θ ⇒ θ > 0, uma vez que para
o processo ser estacionário é preciso que |ρ| < 1, independentemente dos



























Denotando ainda Xk,h/n −Xk−1,h/n por δXk,h/n e o novo passo de discre-
tização h/n por δt, a relação anterior ca:
δXk,δt ≈ −θXk−1,δtδt+ δWk,δt,
que é a discretização de Euler-Maruyama7 para a equação de Langevin, cuja
solução é o processo de Ornstein-Ulenbeck.
Esta relação entre o processo AR(1) e o processo de OU nos levará a
buscar nos processos de OUG os modelos em tempo contínuo para variáveis
econômicas e nanceiras que apresentam reversão à média, mas que corres-
pondem a processos discretos lineares de ordem superior ao AR(1).
A próxima seção revisa alguns conceitos fundamentais dos processos de
Lévy, em relação aos quais serão denidos os processos de OUG, discutidos
na sequência.
3.2 Processos de Lévy e o Processo de Difusão
com Salto
Nesta seção, caracterizaremos os processos de Lévy. Particularmente, enun-
ciaremos o teorema da Decomposição de Lévy-Itô (Applebaum, 2009, p.
126), que nos permite denir um processo de difusão com salto (jump-
diusion process), resultante da soma entre um processo de Wiener com
tendência (drift) e um processo de Poisson composto.
A partir desta denição, trataremos particularmente do processo de di-
fusão com salto e mostraremos que se a distribuição do tamanho dos saltos
possuir os primeiro e segundo momentos nitos, então as variações discretas
de processos de difusão com salto também possuem os primeiro e segundo
momentos nitos, o que os torna bastante tratáveis, ainda que exíveis o
7Para uma discussão do método, vide, por exemplo, Platen & Bruti-Liberati (2010, p.
248) ou Kohatsu-Higa & Protter (1991).
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suciente para ter aplicações em diversas áreas. Além disso, também mos-
traremos que as integrais estocásticas em relação a estes processos, ao longo
de intervalos de integração sucessivos e disjuntos, correspondem a uma su-
cessão de variáveis aleatórias i.i.d., com a mesma distribuição de variações
discretas de um processo de difusão com saltos normalmente distribuídos,
de modo que podem ser utilizadas para modelar um ruído branco. Conse-
quentemente, será possível lançar mão dos resultados apresentados na seção
anterior para analisar o comportamento dinâmico de discretizações de pro-
cessos estocásticos contínuos direcionados por um ruído de Lévy dado por
uma difusão com salto. Ao nal da seção, discutiremos a estimação deste
tipo de processo no caso particular em que a distribuição do tamanho dos
saltos é normal.
Iniciaremos com a denição de um processo de Lévy:
Denicão 3.14. Dado um espaço de probabilidade (Ω,F ,P), um processo
estocástico X = (X(t); t ≥ 0) em Rd, d ∈ Z∗+, é um processo de Lévy se:
1. X(0) = 0 quase certamente (q.c.);
2. X tem incrementos independentes:
Para todo n ≥ 1 e para todos 0 ≤ t0 < t1 < . . . < tn, tem-se que
X(t0), X(t1)−X(t0), . . . , X(tn)−X(tn−1) são variáveis aleatórias (v.a.)
independentes;
3. X tem incrementos estacionários:
∀t ≥ 0 e ∀h > 0, X(t+ h)−X(t) D= X(h);
4. X é estocasticamente contínuo:
∀t ≥ 0 e ∀ε ≥ 0, tem-se que limh→0P(|X(t+ h)−X(t)| ≥ ε) = 0.
Por simplicidade, algumas denições do processo de Lévy8 incluem a con-
dição de que ele possua uma versão com trajetórias càdlàg (continue à droite,
limite à gauche), i.e., ∃Ω0 ∈ F , com P(Ω0) = 1, tal que, para cada ω ∈ Ω0
xado, a trajetória de X é uma função contínua à direita ∀t ≥ 0 e com limite
à esquerda nito ∀t > 0. A existência de uma versão càdlàg do processo de
Lévy, contudo, já decorre dos itens 2 e 4 da denição 3.14 (Kallenberg, 2002,
Teorema 15.1, p. 286).
As próximas denições e resultados, adaptados de Applebaum (2009), nos
permitem formalizar o enunciado da Decomposição de Lévy-Itô:
Denicão 3.15. Dado um espaço mensurável (S,S), uma medida aleató-
ria em (S,S), denotada (M(A);A ∈ S), é o núcleo de transição de (Ω,F)
em (S,S), i.e., a função M : Ω× S → [0,∞] tal que:
8Por exemplo, Sato (1999, p. 3).
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1. ∀A ∈ S xado, M(·, A) : Ω→ [0,∞] é uma v.a.;
2. ∀ω ∈ Ω xado, M(ω, ·) : S → [0,∞] é uma medida em (S,S).
Denicão 3.16. Uma medida aleatória (M(A);A ∈ S) é dita independen-
temente espalhada se, ∀A1, . . . , An ∈ S disjuntos, as variáveis aleatórias
M(A1), . . . ,M(An) são independentes.
Denicão 3.17. Dado o espaço de medida (S,S, µ), uma medida aleató-
ria (M(A), A ∈ S) em (S,S) é uma medida aleatória de Poisson com
média µ se:
1. (M(A), A ∈ S) é independentemente espalhada;
2. M(A) tem distribuição de Poisson com média µ(A) <∞,∀A ∈ S.
Denicão 3.18. Dado o processo estocástico X = (X(t); t ≥ 0), o processo
de saltos associado a X é denido por ∆X = (∆X(t) = X(t)−X(t−); t ≥
0), em que X(t−) é o limite à esquerda do processo X no ponto t.
É útil entender que, para um processo de Lévy, a probabilidade de salto
em um dado ponto t é nula:
Proposição 3.9. (Applebaum, 2009, Lema 2.3.2, p. 100) Se X é um
Processo de Lévy, então, para cada t > 0 xado, ∆X(t) = 0 (q.c.).
Agora, seja X um processo de Lévy com trajetórias càdlàg em Ω0 ∈ F ,
com P(Ω0) = 1, e ∆X o processo de saltos de X. Para cada 0 ≤ t < ∞ e
para cada A ∈ B(R− {0}), i.e., borelianos de R− {0}, dena:
N(t, A)(ω) =
{
#{0 ≤ s ≤ t; ∆X(s)(ω) ∈ A},∀ω ∈ Ω0
0, ∀ω 6∈ Ω0,
em que # denota a cardinalidade do conjunto.
Para evitar o caso em que 0 ∈ A, dizemos que A ∈ B(R−{0}) é limitado
abaixo se 0 6∈ A (fecho de A). Note que, para um t xado, N(t, ·)(·) :
Ω × B(R − {0}) → Z+ é uma medida aleatória. Adicionamente, é possível
mostrar que, se A é limitado abaixo, (N(t, A); t ≥ 0) é um processo de
Poisson com intensidade µ(A) = E[N(1, A)],9 que, dado o valor xo de t, é
uma medida nita e, portanto, σ-nita. Assim:
9Vide, por exemplo, Applebaum (2009, p.101 a 105) ou Kallenberg (2002, cap. 12).
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Denicão 3.19. Sejam X = (X(t); t ≥ 0) um processo de Lévy, ∆X =
(∆X(t) = X(t) − X(t−); t ≥ 0) o processo de saltos de X e Ω0 ∈ F , com
P(Ω0) = 1, em que X tem trajetórias càdlàg. Para todo ω ∈ Ω0, a medida
aleatória de Poisson associada ao processo X é dada por:





Por convenção, N(t, A)(ω) = 0 se ω /∈ Ω0.
E agora podemos denir:
Denicão 3.20. Sejam um processo de Lévy X = (X(t); t ≥ 0), o processo
de saltos ∆X = (∆X(t) = X(t) − X(t−); t ≥ 0), a medida aleatória de
Poisson associada a X, N(t, A)(ω), uma função f : R→ R Borel-mensurável
e A ∈ B(R− {0}) limitado abaixo, para cada t ≥ 0 e ω ∈ Ω xados. Então,










É usual omitir a dependência em ω ∈ Ω da medida aleatória, que será
subentendida daqui em diante.
Denicão 3.21. Sejam A o anel dos conjuntos em B(R−{0}), X = (X(t); t ≥
0) um processo de Lévy, ∆X = (∆X(t) = X(t)−X(t−); t ≥ 0) o processo de
saltos de X e (N(t, A) a medida aleatória de Poisson associada a X. Para
cada t ≥ 0 e ∀A ∈ A, a medida aleatória de Poisson compensada é
denida por:
Ñ(t, A) = N(t, A)− tµ(A),
onde µ(A) = E[N(1, A)].
Denicão 3.22. A integral de Poisson compensada da função f com









Finalmente, nas condições das denições anteriores:
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Teorema 3.1. (Decomposição de Lévy-Itô) Seja X um processo de Lévy,
então existem b ∈ R, a > 0, c > 0, um processo de WienerW = (W (t); t ≥ 0)
e uma medida aleatória de Poisson N em [0,∞)×(R−{0}) tais que, ∀t ≥ 0,
vale:







Em notação diferencial, temos:
dX(t) = bdt+ adW (t) + xÑ(dt, dx) + xN(dt, dx) (3.18)
Applebaum também mostra que:








|x|≥c xN(t, dx) =
∑
0≤s≤t
∆X(s)1R\(−c,c)(∆X(s)) é um processo
de Poisson composto (processo de grandes saltos).
Além disso, XW , XM e XC são processos estocásticos independentes com
funções características de sua distribuição em um tempo t ≥ 0 dadas por:












(eiux − 1− iux)η(dx)
)
, (3.20)












∞. Portanto, a função característica de um processo de Lévy (X(t); t ≥ 0)
pode ser dada por ϕX(t, u) = ϕXW (t, u)ϕXM (t, u)ϕXC (t, u), recuperando-se a
Fórmula de Lévy-Khintchine:


















Desta maneira, o processo de difusão com salto que buscamos corresponde
a um processo de Lévy que não possui a componente martingale de pequenos
saltos, ou seja, um processo que pode ser expresso por:




ou, em notação diferencial:
dX(t) = bdt+ adW (t) + xN(dt, dx). (3.24)
Os processos de difusão com salto, com aplicações que vão de biologia a
física (Gonçalves et al., 2017, p. 2), tornaram-se imensamente populares em
aplicações relacionadas a nanças e economia após o artigo seminal de Merton
(1976). Tais processos podem ser vistos como uma classe de processos de
Lévy, mas ainda capazes de modelar saltos e de ajustar-se a uma vasta gama
de dados nanceiros e econômicos cuja distribuição da variação percentual ou
da primeira diferença entre os pontos amostrais seja leptocúrtica e, portanto,
não gaussiana.
Dada a grande popularidade de modelos de difusão com salto nas mais di-
ferentes aplicações, é natural que exista uma extensa literatura relacionada,
apresentando tais modelos em diversos contextos e com variadas formula-
ções e diculdades próprias de estimação, conforme a natureza do fenômeno
modelado e dos dados disponíveis. Para os propósitos deste trabalho, usare-
mos o processo de difusão com salto como proposto por Merton, em que o
tamanho dos saltos é normalmente distribuído.
3.2.1 Processos de Difusão com Salto
Trataremos agora dos processos de Lévy que correspondem a difusões com
salto, conforme a equação 3.23.10 Mais formalmente, seja A = R \ (−c, c) e
(TAk ; k ∈ Z∗+) a sequência de tempos de chegada para o processo de Poisson









Também podemos denir a sequência de tamanho dos saltos como
(ZAk ; k ∈ Z∗+), tal que:
10Para uma discussão mais detalhada sobre as propriedades do processo de difusão com








xN(t, dx) é um processo de Poisson composto (Applebaum,
2009, Teorema 2.3.9, p. 108), o processo estocástico (ZAk ; k ∈ Z∗+) é i.i.d.
e também é independente do processo de Poisson (N(t, A); t ≥ 0).
Da equação 3.24 em sua forma integral, conforme o Teorema 3.1, para
um intervalo de tempo δt > 0 xado, podemos escrever a variação em X(t)
como:11
δX(t) =X(t)−X(t− δt)




















=bδt+ aδW (t) + δXC(t). (3.27)
Denote o número de saltos no intervalo δt por δN(t, A) = N(t, A)−N(t−
δt, A) e a intensidade do processo (N(t, A); t ≥ 0) por λ = E[N(1, A)]. Con-
sidere ainda que as variáveis aleatórias ZAk possuem o primeiro e segundo
momentos nitos. Nestas condições, as variáveis aleatórias dadas pela varia-
ção de um processo de difusão com salto, δX(t), possuem segundo momento
nito para todo t ≥ δt > 0, conforme a proposição a seguir:
Proposição 3.10. (Adaptado de Privault (2019), Proposição 15.6,
p. 568) Sejam (Ω,F , {Ft}t∈R,P) um espaço de probabilidade ltrado, su-
jeito às condições usuais, X = (X(t); t ≥ 0) um processo de difusão com salto
como na equação 3.23, adaptado a {Ft}t∈R e A = R \ (−c, c). Seja ainda
(TAk ; k ∈ Z∗+) a sequência de tempos de chegada para o processo de Poisson
(N(t, A); t ≥ 0), que tem intensidade λ e é independente do processo esto-
cástico i.i.d. (ZAk ; k ∈ Z∗+) = (∆X(TAk ); k ∈ Z∗+) do tamanho dos saltos com






11Usaremos a notação δ para indicar variação discreta, de modo a não haver confusão
com a notação para o processo de saltos ∆X = (∆X(t) = X(t)−X(t−); t ≥ 0).
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é um processo de Poisson composto. Se δX(t) é a variação do processo X en-
tre os tempos t−δt e t, conforme a equação 3.27, então, para todo t ≥ δt > 0,
δX(t) ∈ L2(Ω,F ,P) com:
E[δX(t)] = bδt+ E[ZAk ]λδt; (3.28)
Var(δX(t)) = a2δt+ E[(ZAk )
2]λδt. (3.29)
Demonstração. Temos que E[δW (t)] = 0 e
∑
t−δt<s≤t ∆X(s)1A(∆X(s)) = 0
se δN(t, A) = 0, isto é, se não houver salto no intervalo (t−δt, t]. Além disso,
a probabilidade de ocorrência de um número n ∈ Z+ de saltos no intervalo
de tempo (t−δt, t] em um processo de Poisson com intensidade λ é dada por:




Dena, ainda, o conjunto de índices {ki; i = 1, 2, · · · , δN(t, A)} tais que




k cópias independentes de T
A
ki
e ZAkk , respec-
tivamente, para um i qualquer. Então, para a média:















































= bδt+ (E[ZAk ]λδt)e
−λδteλδt
= bδt+ E[ZAk ]λδt.
O segundo momento da variação do processo de difusão com salto também
existe e é nito, podendo ser obtido com a utilização da função geradora de
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momentos da variação de um processo de Poisson composto. Seja PZ a







xPZ(dx), e δXC(t) =
∑
t−δt<s≤t ∆X(s)1A(∆X(s)), então
a função geradora de momentos de δXC(t) será dada por:




















)∣∣∣δN(t, A) = n]P(δN(t, A) = n).














































































Da Regra de Leibniz, resulta que o segundo momento da variação do


















2] + (λδtE(ZAk ))
2. (3.32)
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O segundo momento menos o quadrado do primeiro resulta na variân-
cia, que, assim, é dada por λδtE[(ZAk )
2] + (λδtE(ZAk ))
2 − (λδtE(ZAk ))2 =
λδtE[(ZAk )
2]. Como as componentes de difusão e de salto são independentes
e como E[(δW (t))2] = δt, de 3.27 vem que a variância de δX(t) é:
Var(δX(t)) = a2δt+ E[(ZAk )
2]λδt.
Como será visto no capítulo 5, também será importante determinar o
comportamento de uma integral em relação a um processo de Lévy X =
(X(t); t ≥ 0) quando o integrando é não estocástico, dado por uma função





Esta integral só estaria bem denida como uma integral de Stieltjes se
as trajetórias de X(t) tivessem variação nita em [0, T ] quase certamente, o
que garantiria a convergência das somas de Riemann-Stieltjes:
Denicão 3.23. Seja Pn = {t1, t2, · · · , tn, tn+1} com a = t1 < t2 < · · · <
tn+1 = b uma partição do intervalo [a, b] ∈ R, n ∈ Z∗+. A norma da
partição é dada por ‖Pn‖ = máx1≤i≤n|ti+1−ti|. A variação de uma função





A variação total de g é o supremo de sua variação sobre todas as pos-




Se Vg < ∞ diz-se que g é de variação nita ou variação limitada.
Caso contrário, diz-se que g é de variação innita. Um processo estocástico
(X(t); t ≥ 0) com uma versão possuindo trajetórias càdlàg é de variação
nita se suas trajetórias possuem variação nita quase certamente. Caso
contrário, o processo é de variação innita.




f : R→ R Borel mensurável, são de variação nita se A for limitado abaixo
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(Applebaum, 2009, p. 111), mas o único martingale contínuo de variação
nita é uma constante (Applebaum, 2009, p. 112), de modo que o processo
de Wiener, que é martingale e contínuo, não é de variação nita.
Applebaum (2009, cap. 4) detalha uma construção da integração em
relação a medidas aleatórias independentemente espalhadas a valores mar-
tingales (e.g. a medida aleatória de Poisson compensada), com integrandos
estocásticos ou não, o que fornece uma teoria para a integração em rela-
ção a um processo de Lévy geral. Um dos resultados obtidos que nos será
particularmente útil é o que se segue:
Proposição 3.11. (Applebaum, 2009, Lema 4.3.12, p. 238) Para todo
0 ≤ s < t ≤ T , dada f ∈ L2([0, T ]), Yf (t)− Yf (s) é independente de Fs.
Para o caso de um processo de difusão com salto, contudo, interessa
apenas o caso da integração em relação a um processo de Wiener, que é
simplesmente a integral de Itô:
∫ t
0




f(tj) [W (tj+1)−W (tj)] , (3.36)
em que (Pn;n ∈ Z∗+) é uma sequência de partições do intervalo [0, t] com
‖Pn‖ → 0 quando n → ∞, f ∈ L2([0, T ]), t ∈ [0, T ] e o limite é tomado em
média quadrática.12
Assim, para o caso em que (X(t); t ≥ 0) é um processo de difusão com























em que b ∈ R, a > 0, c > 0 e A = R \ (−c, c).
A proposição 3.11 nos mostra que Yf = (Yf (t);T ≥ t ≥ 0) possui incre-
mentos independentes quando (X(t); t ≥ 0) é um processo de Lévy. Quando
12Alternativamente, é possível denir a integral de Itô considerando uma sequência de
funções elementares (fn;n ∈ Z∗+) tais que fn → f e tomando o limite em média quadrática
quando n→∞, e.g. Kuo (2006, cap. 4).
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este processo é uma difusão com salto, se determinarmos a distribuição de Yf
será possível denir, simular e estimar um componente de erro que usaremos
na discretização do processo que será denido no capítulo 5. Enunciaremos,
agora, mais um resultado de Applebaum (2009) que nos permite determinar
a distribuição da componente dada pela integral de Itô na equação 3.37:
Proposição 3.12. (Applebaum, 2009, Lema 4.3.11, p. 238) Seja
f ∈ L2([0, T ]) e W (t) o processo de Wiener, então, para cada T ≥ t ≥ 0,∫ t
0








Resta determinar a distribuição de
∑
0≤s≤t f(s)∆X(s)1A(∆X(s)) para
cada T ≥ t ≥ 0, o que será feito na seguinte proposição:
Proposição 3.13. Considere uma função f ∈ L2([0, T ]). Nas condições da
proposição 3.10, a integral de f dada por
∫
(0,t]×A f(s)xN(ds, dx) e denotada
por Yf,C(t), T ≥ t ≥ 0, é um processo de Poisson composto em que o tamanho




k , em que
TAk ∈ (0, t] é um tempo de chegada condicional a um número n ∈ Z∗+ de
saltos, i.e., TAk tem distribuição uniforme em (0, t]. Além disso, a função
característica de Yf,C(t) é:










em que PZ é a medida de probabilidade em R correspondentes à função dis-






xPZ(dx). Se f é contínua no intervalo















Demonstração. A função característica de Yf,C(t) é dada por:











Aplicando o condicionamento em relação ao número n ∈ Z+ de saltos no














)∣∣∣N(t, A) = n]P(N(t, A) = n).
Dena o conjunto de índices {ki; i = 1, 2, · · · , N(t, A)} tais que TAki ∈ (0, t]
e sejam TAk e Z
A
k cópias independentes de T
A
ki
e ZAkk , respectivamente, para
um i qualquer. Então, da independência entre as variáveis aleatórias TAki e
ZAki , vem:

































































λtE[−1 + exp(iuf(TAk )ZAk )]
}
.




k e seja PJ a medida de probabi-




(0,t]×A f(s)xPJ(ds, dx). Segue, portanto:





(eiuf(s)x − 1)PJ(ds, dx)
]
,
que, conforme a equação 3.21, é a função característica de um processo de
Poisson composto em que os saltos possuem a mesma distribuição de JAf .
Note que TAk é um tempo de chegada de um processo de Poisson condici-
onal a um dado número n de saltos, de modo que tem distribuição uniforme
em (0, t], i.e., TAk ∼ U(0, t]. Adicionalmente, como os tempos de chegada
são independentes do tamanho dos saltos em um processo de Poisson com-
posto, f(TAk ) é independente de Z
A
k . Portanto, podemos reescrever a função
característica como:
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Se f é contínua no intervalo [0, T ], podemos derivar e aplicar a Regra de






























































































Particularmente no caso em f ∈ L2([0, T ]) é innitamente diferenciável,
propomos a seguinte aproximação:
Proposição 3.14. Sejam f ∈ L2([0, T ]) innitamente diferenciável e Yf,C(t)
nas condições da proposição 3.13. Então E[JAf ] = f tE[Z
A
k ] e J
A
f → f tZAk em







Demonstração. Inicialmente, da independência entre TAk e Z
A
k e do fato de

























































































Como f é innitamente diferenciável, sua expansão em série de Taylor ao
redor de 0 ca:
















f 2(0)t+ f(0)f ′(0)t2 +O(t3)
)





























f 2(0)t2 + f(0)f ′(0)t3 +O(t4)
)














de onde JAf → f tZAk em média quadrática quando O(t2)→ 0.
Assim, seja f ∈ L2([0, T ]), T ≥ δt > 0 xado e (X(t); t ≥ 0) um processo
de difusão com salto como na equação 3.23. Dena o processo estocástico





Da equação 3.37 e das proposições 3.11 e 3.13, (εk,δt; k ∈ Z∗+) é i.i.d.
e cada εk,δt tem a mesma distribuição da variável aleatória Yg(δt), em que

















Se tomarmos o processo estocástico discreto (ε∗k,δt; k ∈ Z∗+) tal que:
ε∗k,δt = εk,δt − E[εk,δt], (3.45)
então (ε∗k,δt; k ∈ Z∗+) é um ruído branco em sentido estrito (i.i.d.). Esta
construção, possibilitada pela análise realizada nesta seção, será utilizada no
capítulo 5 para que possamos usar as ferramentas da seção 3.1.
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3.2.2 Estimação de um Processo de Difusão com Salto
No contexto de nanças, Cont & Tankov (2004) é uma referência clássica
sobre a formulação teórica de modelos de difusão com salto, incluindo apli-
cações e alternativas de simulação e estimação, principalmente variações de
métodos de momentos e máxima verossimilhança, embora não aborde algu-
mas diculdades particularmente importantes associadas a estes métodos.
Alternativas simples de estimação por método de momentos podem ser en-
contradas em Press (1967) e Beckers (1981). Entre textos mais concisos, mas
que trazem uma boa visão geral dos modelos de difusão com salto, é possível
citar Hanson & Westman (2002), Hanson & Zhu (2004), Wang (2006), Kou
(2007), Synowiec (2008) e Tankov & Voltchkova (2009). Alternativas mais
recentes de estimação de processos de difusão com salto incluem, ainda, téc-
nicas para ltragem dos saltos (e.g. Gloter et al. (2016)), técnicas baseadas
em tempo de primeira passagem (e.g. Kou & Wang (2003) e Khaldi et al.
(2014)), entre várias outras.13
Para o caso em que o tamanho dos saltos é normalmente distribuído, uma
alternativa para a estimação dos parâmetros de X(t), conforme a equação
3.24, como sugerido, por exemplo, em Brigo et al. (2009), é utilizar máxima
verossimilhança, uma vez que é possível estabelecer que a distribuição de
δX(t), para t ≥ δt > 0 xados, é uma soma innita de distribuições normais
ponderadas pela probabilidade de cada possível quantidade de saltos. A
partir de agora, assumiremos que a distribuição do tamanho dos saltos é
normal com média µ∆X e variância σ2∆X , i.e., Z
A
k ∼ N (µ∆X , σ2∆X),14 como
denido na equação 3.26.
De fato, nas condições da proposição 3.10, considere a distribuição de
δX(t) em 3.27 condicionalmente à ocorrência de exatamente n saltos no in-
tervalo (t−δt, t], isto é, dado que δN(t, A) = N(t, A)−N(t−δt, A) = n. Neste
caso, a componente δXC(t) é a soma de n variáveis aleatórias com distribuição
N (µ∆X , σ2∆X), independentes entre si e independentes de δW (t) ∼ N (0, δt).
Como a soma de variáveis aleatórias normais independentes é uma variá-
vel aleatória normal, resulta que a distribuição de δX(t) condicionalmente à
ocorrência de exatamente n saltos tem distribuição normal com:
E [δX(t) | δN(t, A) = n] = bδt+ nµ∆X (3.46)
Var [δX(t) | δN(t, A) = n] = a2δt+ nσ2∆X (3.47)
Por outro lado, a probabilidade de ocorrerem exatamente n saltos é dada
13É possível encontrar referências que tratam de uma ampla gama de abordagens para
estimação de processos de difusão com salto nas introduções de Johannes et al. (2009) e
Gonçalves et al. (2017).
14O que é possível escolhendo c > 0 em A = R \ (−c, c) tão pequeno quanto desejado.
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pela equação 3.30. De 3.46, 3.47 e 3.30 segue, portanto, que a função densi-







fN (x|bδt+ jµ∆X , a2δt+ jσ2∆X), (3.48)
em que Θ é um vetor dos dois parâmetros do processo de difusão e dos três
parâmetros do processo de Poisson composto, i.e., Θ = (a, b, λ, µ∆X , σ∆X)′,
e fN é a função densidade de probabilidade da distribuição normal, determi-
nada pela média e pela variância.
Quando tratamos de séries temporais de dados nanceiros, com frequência
diária ou maior, a probabilidade de mais de um salto em δt é tipicamente
muito baixa (Brigo et al., 2009, p. 20), sendo possível truncar 3.48 em dois
termos, ajustando correspondentemente as ponderações da soma:15
fδX(x|Θ) ≈ e−λδtfN (x|bδt, a2δt)
+ (1− e−λδt)fN (xi|bδt+ µ∆X , a2δt+ σ2∆X). (3.49)
Note que a utilização de mais termos na expansão de fδX(x|Θ) não au-
menta o número de parâmetros, então não há compromisso em termos de
critério de informação, mas uma função densidade de probabilidade mais
complexa pode aumentar o custo computacional.
Assim, se amostrarmos X(t) em intervalos de tempo xos, dados por
h = δt, obtemos uma versão discretizada com pontos amostrais obtidos nos
tempos tk = kh, com respectivos valores Xk = X(kh), k ∈ Z+. Correspon-
dentemente, também obtemos δXk = δX(tk), k ∈ Z∗+. Por máxima verossi-
milhança, dada uma amostra de tamanho T do processo, o valor estimado

















15No caso de dois termos, a probabilidade de um salto é aproximada para (1 − e−λδt),
em vez de ser usado o valor exato e−λδtλδt, de modo que a soma dos pesos resulte em 1 e
a distribuição aproximada continue sendo uma função densidade de probabilidade.
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Cabe acrescentar uma nota de cautela. Apesar de ser uma alternativa evi-
dente e intuitiva, a estimação por máxima verossimilhança de um processo
de difusão com saltos de tamanhos normalmente distribuídos possui armadi-
lhas que exigem cuidado na execução. Como ressaltado por Honoré (1998),
a função densidade de probabilidade para a distribuição da variação discreta
de um processo de difusão com tamanho dos saltos normalmente distribuído
é uma mistura de normais, embora com algumas restrições aos valores dos
parâmetros de cada termo em 3.48. De fato, no caso de apenas dois termos,
como em 3.49, efetivamente é uma mistura de normais sem qualquer restri-
ção, uma vez que, como há quatro parâmetros denindo duas médias e duas
variâncias, é possível obter qualquer valor para as médias e para as variân-
cias, nas duas distribuições normais, atribuindo uma combinação adequada
de valores para as quatro estimativas de parâmetros: â, b̂, µ̂∆X e σ̂∆X .
A estimação por máxima verossimilhança de uma mistura de normais é
um desao e isto é um fato bem estabelecida na literatura, com relatos de pro-
blemas desde Day (1969) ou Dick & Bowden (1973), por exemplo. A principal
diculdade decorre de o valor da verossimilhança (ou, equivalentemente, da
log-verossimilhança) não ser limitado superiormente caso δXk = b̂h + jµ̂∆X
para alguma combinação de valores de 1 ≤ k ≤ T e j ≥ 0. Considere,
sem perda de generalidade, que δX1 = b̂h, então e−λ̂tfN (δX1|b̂h, â2h) → ∞
quando â → 0 (i.e., tende a uma distribuição delta de Dirac), de modo
que também fδX(δX1|Θ̂) → ∞. Se houvesse uma única normal, a con-
tribuição dos demais pontos amostrais tenderia para zero (ou para −∞,
em logaritmo) à medida que o valor de â decresce. Havendo pelo menos
duas normais, entretanto, a contribuição de δX2, · · · , δXT nas distribuições
fN (δXk|b̂h+ jµ̂∆X , â2h+ jσ̂2∆X), j ≥ 1, impede que fδX(δXk|Θ̂), 2 ≤ k ≤ T ,
tenda a zero, de modo que a verossimilhança não é limitada superiormente.
Entretanto, Kiefer (1978) mostra que a log-verossimilhança de uma mistura
de normais sempre possui um máximo local, não degenerado em uma sin-
gularidade (i.e., â2h + jσ̂2∆X > 0 para todo j ≥ 0), que leva a estimativas
consistentes e assintoticamente normalmente distribuídas dos parâmetros a,
b, µ∆X e σ∆X .
Há uma extensa literatura de mistura de normais que sugere a utilização
do algoritmo EM (Expectation-Maximization, como referência às suas duas
etapas recursivas, uma de cálculo de expectativa da log-verossimilhança e ou-
tra de maximização) proposto no artigo seminal de Dempster et al. (1977),
apesar dos autores reconhecerem que trabalhos anteriores haviam seguido
em direção semelhante. A introdução do algoritmo EM teve grande impacto
ao simplicar a estimação de misturas de normais por máxima verossimi-
lhança(McLachlan & Peel, 2000, cap. 1), mas não impede a existência de
problemas nem com singularidades nem com máximos locais espúrios, cujos
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parâmetros não são os estimadores de máxima verossimilhança descritos no
teorema de existência de Kiefer (vide Redner & Walker (1984) e Hathaway
(1985), por exemplo). Hamilton (1994, cap. 22) sugere simplesmente aban-
donar os resultados quando há uma singularidade e refazer a otimização
mudando os valores iniciais (uma versão mais elaborada desta estratégia é
apresentada em Biernacki & Chrétien (2003)), embora também sugira uma
alternativa em que penaliza a log-verossimilhança com base em estimativas
a priori dos parâmetros (Hamilton, 1991). Outra metodologia de fácil exe-
cução é proposta em Honoré (1998), particularmente sugerida para o caso
da estimação de um processo de difusão com salto, e consiste na xação de
limites inferiores e superiores para a e σ∆X . Uma discussão mais detalhada
sobre a estimação de misturas de normais por máxima verossimilhança com
algoritmo EM pode ser encontrada em McLachlan & Peel (2000) e Frühwirth-
Schnatter (2006).
3.3 Processos de Ornstein-Uhlenbeck Genera-
lizados






solução da equação diferencial estocástica (EDE) de Langevin:{
dX(t) = −θX(t)dt+ dW (t);
X(0) = X0,
(3.52)
com θ > 0 e X0 é uma variável aleatória independente do processo de Wiener
(W (t); t ≥ 0).
No contexto de nanças, Gibson & Schwartz (1990) introduziram o pro-
cesso de OU como modelo para o convenience yield no estudo de contratos
futuros sobre o preço do petróleo. Pouco depois, Brennan (1991) analisou
quatro modelos de convenience yield para uma variedade de commodities,16
três deles em função do preço à vista da commodity e um autônomo,17 dado
16Ouro, prata, platina, cobre, combustível para aquecimento, madeira e compensado.
17Em economia e nanças, modelos baseados apenas no comportamento dos dados são
chamados de modelos de forma reduzida, enquanto os modelos derivados de uma teoria
sobre tal comportamento são chamados de modelos estruturais. O processo de OU pode
ser visto como um modelo de forma reduzida para o convenience yield, capaz de capturar
o efeito nal das decisões de armazenagem, produção e consumo da commodity.
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precisamente pelo processo de OU, sendo este o modelo que apresentou os
melhores resultados.
Inicialmente, considere o primeiro grau de generalização da equação 3.52,
como proposto por Barndor-Nielsen & Shephard (2001), dado pela utiliza-
ção de um processo de Lévy, (L(t); t ≥ 0), em lugar do processo de Wiener:{
dX(t) = −θX(t)dt+ dL(t);
X(0) = X0.
(3.53)
Esta EDE pode ser resolvida com a aplicação da fórmula de Itô para
processos de Lévy quaisquer:
Teorema 3.2. (Applebaum, 2009, Teorema 4.4.10, p. 255) Seja Y
uma integral estocástica de Lévy em Rd com parte contínua Yc, i-ésima coor-
denada Y i, f ∈ C2(Rd) com probabilidade 1, t ≥ 0, Y (t−) o limite à esquerda
de Y em t e ∆Y o processo de saltos associados a Y . Então:


















f(Y (s))− f(Y (s−))−∆Y i(s)∂if(Y (s−))
]
. (3.54)
Tome Y (t) = (t,X(t)) em que X(t) é uma integral estocástica de Lévy
em R. Aplicando 3.54, resulta:










Usando eθt como fator de integração, obtemos:
eθtdX(t) = −eθtθX(t)dt+ eθtdL(t)
⇒ X(t)θeθtdt+ eθtdX(t) = eθtdL(t). (3.56)
Agora faça f(t, x) = xeθt e tome f(Y (t)). Por 3.55, vem:
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= θX(t)eθtdt+ eθtdX(t). (3.57)
Substituindo 3.56 em 3.57, segue que:
df(t,X(t)) = eθtdL(t).
Portanto:








Como f(t,X(t)) = X(t)eθt, nalmente obtemos:








Um grau de generalidade ainda maior é permitido pela Equação de
Langevin Generalizada (ELG) de Mori (1965) e Kubo (1966). Como
analisado em Medino (2005), dos Santos (2011), Medino et al. (2012) e Stein






onde L = (L(t); t ≥ 0) é um processo de Lévy, X0 é um variável aleatória
independente de L e γ é uma função generalizada determinística, chamada
de função memória.
Kannan (1977) mostrou que se (L(t); t ≥ 0) possui o primeiro e segundo
momentos nitos, qualquer solução de 3.59 tem a forma:
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em que ρ é uma função contínua e determinística, satisfazendo: ρ′(t) = −
∫ t
0






onde (µt; t ≥ 0) é uma família de medidas com sinal. Medino et al. (2012)
chamam ρ de função resolvente.
Medino (2005) e dos Santos (2011) provaram que esta também é a solução
se L é um processo α-estável em que 1 < α ≤ 2:
Teorema 3.3. (dos Santos, 2011, Teorema 2.3.1, p. 49) Seja (L(t); t ≥
0) um processo α-estável, com índice de estabilidade 1 < α ≤ 2, denido so-
bre Ω× [0, T ], com núcleo de Voltera K(t− s) = −
∫ t
0
= γ(u− s)du contínuo










Outro importante resultado é obtido em Medino et al. (2012), mostrando
que esta é a solução para um processo de Lévy qualquer quando a integral
estocástica é denida no sentido de convergência em probabilidade no lugar
de em média quadrática.
Stein et al. ressaltam, ainda, que se µt = µ para todo t ≥ 0 e µ << m,
i.e., µ é absolutamente contínua com respeito a m, m medida de Lebesgue,
então dµt(s) = dµ(s) = f(s)ds, ∀t, s ≥ 0, em que f(s) é a derivada de









(t) = ρ′′(t) + ρ(t)f(t) = 0;
ρ′(0) = 0, ρ(0) = 1.
(3.63)
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3.3.1 Soluções Particulares da ELG
Stein et al. (2016) estudam os processos de OUG gerados pelas soluções da
ELG quando as respectivas funções resolventes são dadas por ρ(t) = e−θt,
ρ(t) = cos(θt) e ρ(t) = e−θt
2
, sendo as duas primeiras formas as que mais nos
interessam.
O caso em que ρ(t) = e−θt, θ > 0, é obtido quando função memória
correspondente é dada por γ(t) = θδ0(t), θ > 0, em que δ0(t) é a função ge-
neralizada Delta de Dirac centrada em 0. De fato, para esta função memória,




γ(t− s)e−θsds = −
∫ t
0
θδ(t− s)e−θsds = −θe−θt = ρ′(t).
Veja que a solução da ELG dada pela equação 3.60 para a função resol-
vente ρ(t) = e−θt é precisamente o processo de OU com ruído não-gaussiano,
conforme a equação 3.58, que chamaremos de processo de OUG do Tipo
Exponencial.
A partir da discretização de um processo de OUG do Tipo Exponencial,
Stein et al. (2016), seguindo Zhang & Zhang (2013) e Sato (1999, lema 17.1,
pg. 108), também mostram a seguinte relação de recorrência:
Proposição 3.15. (Stein et al., 2016, Proposição 2.5, pg. 24)Seja
X((t); t ≥ 0) um processo de OUG do Tipo Exponencial observado em tempos
discretos tk = kh, k ∈ Z+ e h > 0 o passo de discretização. Então:






Na seção 3.1 mostramos como é possível obter um processo de OU a partir
de um processo discreto AR(1) quando a frequência de amostragem aumenta.
A proposição 3.15 mostra o sentido inverso, em que a discretização de um
processo de OU resulta em um processo AR(1), uma vez que as integrais na
equação 3.65 são independentes e identicamente distribuídas, de modo que,
neste caso, εk,h é um ruído branco em sentido estrito.
Já o caso em que a função resolvente é dada por ρ(t) = cos(θt), θ 6= 0, é
obtido a partir de uma função memória γ(t) = θ2, uma vez que, novamente,





γ(t− s) cos(θs)ds = −
∫ t
0
θ2 cos(θs)ds = −θ sen(θt) = ρ′(t).
A solução da ELG para ρ(t) = cos(θt), θ 6= 0, conforme a equação 3.60,
é:




que chamaremos de processo de OUG do Tipo Cosseno.
Como Stein et al. tratam apenas de processos α-estáveis, nem sempre o
ruído de Lévy terá o segundo momento denido, o que somente ocorre quando
o parâmetro de estabilidade α é igual a 2. Assim, estes autores provam
uma relação de recorrência para o processo de OUG do Tipo Cosseno em
distribuição (Stein et al., 2016, proposição 2.6, pg. 32), o que ainda permite
a estimação por máxima verossimilhança. Na abordagem deste trabalho,
contudo, conforme será discutido no capítulo 5, a utilização de um ruído
distribuído como a variação de um processo de difusão com salto nos permite
estimar os parâmetros usando uma discretização análoga à de um processo
ARMA(2, 1), onde a autocorrelação entre os resíduos é incorporada através
da componente de média móvel de ordem 1. A demonstração da proposição
de Stein et al. (2016), contudo, pode ser facilmente adaptada para que valha
quase certamente, bastando explicitar a integral estocástica que corresponde
ao erro, em vez de sua distribuição:
Proposição 3.16. (Stein et al. (2016), Proposição 2.6, p. 32) Seja
X((t); t ≥ 0) um processo de OUG do Tipo Cosseno observado em tempos
discretos tk = kh, k ∈ Z+ e h > 0 o passo de discretização. Então:
X((k + 1)h) = 2 cos(θh)X(kh)−X((k − 1)h) + εk,h, (3.67)
em que







cos(θ((k − 1)h− s))dL(s). (3.68)
É particularmente importante ressaltar dois pontos neste resultado. O
primeiro deles é que há interseção entre os intervalos de integração das in-
tegrais estocásticas dadas por εk,h, de modo que os resíduos são autocorre-
lacionados. Para o caso em que L(t) é um processo de difusão com salto,
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veremos no capítulo 5 que é possível modelar esta autocorrelação através de
uma média móvel de ordem 1, de tal sorte que a relação de recorrência pode
ser analisada como um processo ARMA(2, 1). O segundo ponto é que, apesar
do processo de OUG do Tipo Cosseno discretizado apresentar um compor-
tamento autorregressivo de ordem 2, o coeciente do termo X((k − 1)h) é
constante e igual a −1, qualquer que seja o passo de discretização h > 0.
Consequentemente, há uma violação da condição 3.10 e o processo não é
estacionário.
3.3.2 Estimação de Processos de OUG
Há diversas alternativas disponíveis na literatura para a estimação de proces-
sos estocásticos de OU com ruído de Lévy, usualmente sujeitos a restrições
especícas quanto à disponibilidade de dados ou aos pressupostos acerca do
processo gerador dos dados. Como exemplos, Mai (2014) e Valdivieso et al.
(2009) usam estimadores de máxima verossimilhança; Zhang & Zhang (2013)
e Hu & Long (2009) usam estimadores de mínimos quadrados, supondo um
ruído de Lévy com distribuição α-estável e simétrica; Spiliopoulos (2009)
propõe um método de momentos; e Jongbloed et al. (2005) usam inferência
não paramétrica. Em todos estes casos, contudo, trata-se do processo de OU
com ruído de Lévy, como proposto por Barndor-Nielsen & Shephard.
São extremamente escassos na literatura, contudo, trabalhos que tratem
da estimação de processos de OUG em que a função resolvente não seja
ρ(t) = e−θt. Até onde é do nosso conhecimento, isto é feito apenas em Stein
et al. (2016), para os casos citados na seção 3.3.1, onde os autores mode-
lam εk,h nas respectivas equações de recorrência dos processos de OUG a
serem estimados como uma sequência de variáveis aleatórias com distribui-
ção α-estável simétrica, de modo que a estimação do vetor de parâmetros
Θ = (α, σ, θ)′ pode ser feita por máxima verossimilhança. Este vetor de
parâmetros dene conjuntamente a distribuição α-estável simétrica, deter-
minada pelo parâmetro α e pelo parâmetro de escala σ, e o processo de
OUG, através do parâmetro θ.
Assim, dada uma amostra de tamanho T do processo X(t) nos pontos
tk = kh, k ∈ {1, 2, · · · , T}, uma estimativa conjunta Θ̂ dos parâmetros pode














em que f(·|Θ) é a função densidade de probabilidade de uma distribução
α-estável simétrica. Embora só exista forma fechada da densidade de dis-
tribuições α-estáveis para alguns valores do parâmetro de estabilidade,18 é
possível obter a solução de 3.69 numericamente.
Observe que a solução da otimização em 3.69 corresponde aos parâmetros
da distribuição de cada integral estocástica. Para obtermos os parâmetros
do processo de Lévy α-estável é preciso entender a relação precisa entre sua
distribuição e a distribuição das integrais εk,h. Para isso, adaptaremos de
Samorodnitsky & Taqqu (1994) as denições formais de variáveis α-estáveis
e do processo de Lévy α-estável simétrico, bem como as propriedades de que
precisaremos:
Denicão 3.24. (Samorodnitsky & Taqqu, 1994, Denição 1.1.6,
pg. 5) Uma variável aleatória X tem distribuição estável com parâmetro
de estabilidade 0 < α ≤ 2, de escala σ ≥ 0, de simetria −1 ≤ β ≤ 1 e
de localização µ ∈ R, denotada Sα(σ, β, µ), quando sua função característica























se α = 1.
(3.70)
Proposição 3.17. (Samorodnitsky & Taqqu, 1994, Propriedade 1.2.1,
pg. 10) Sejam X1 e X2 variáveis aleatórias independentes com distribuições
Xi ∼ Sα(σi, βi, µi), i = 1, 2. Então X1 +X2 ∼ Sα(σ, β, µ), em que:















µ = µ1 + µ2. (3.73)
Proposição 3.18. (Samorodnitsky & Taqqu, 1994, Propriedade 1.2.2,
pg. 11) Seja X ∼ Sα(σ, β, µ) e seja a ∈ R uma constante. Então X + a ∼
Sα(σ, β, µ+ a).
Proposição 3.19. (Samorodnitsky & Taqqu, 1994, Propriedade 1.2.3,
pg. 11) Seja X ∼ Sα(σ, β, µ) e seja a ∈ R∗ uma constante. Então:
aX ∼
{
Sα(|a|σ, sinal(a)β, aµ) se α 6= 1;
S1(|a|σ, sinal(a)β, aµ− 2πa ln(|a|)σβ) se α = 1.
(3.74)
18Nominalmente, a distribuição Gaussiana, quando α=2, a distribuição de Cauchy,
quando o parâmetro de simetria é 0 e α = 1, e a distribuição de Lévy, quando o pa-
râmetro de simetria é 1 e α = 12 .
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Proposição 3.20. (Samorodnitsky & Taqqu, 1994, Propriedade 1.2.5,
pg. 11 e 12) X ∼ Sα(σ, β µ) é simétrica se, e somente se, β = 0 e µ = 0.
A variável aleatória X é simétrica ao redor de µ se, e somente se, β = 0.
As proposições 3.17, 3.18, 3.19 e 3.20 seguem trivialmente da denição
e das propriedades de funções características. Pela proposição 3.20, uma
variável aleatória X é α-estável simétrica quando X ∼ Sα(σ, 0, 0), o que é
denotado por X ∼ SαS com parâmetro de escala σ. Podemos então denir:
Denicão 3.25. (Samorodnitsky & Taqqu, 1994, Exemplo 3.1.3, pg.
113) Um processo de Lévy α-estável padrão é um processo de Lévy
(L(t); t ≥ 0) tal que, para todo 0 ≤ s < t <∞:
L(t)− L(s) ∼ Sα((t− s)
1
α , β, 0). (3.75)
Se além disso β = 0, então L(t) é um processo de Lévy α-estável
simétrico padrão.
Veja que, pela propriedade 3.19, um processo de Lévy α-estável simétrico





αL(t). Assim, podemos utilizar o processo de Lévy α-estável si-
métrico padrão como bloco básico para construir outros processos de Lévy
α-estáveis através de transformações por reescala e translação, de modo se-
melhante ao que pode ser feito com o processo de Wiener.
O último resultado de que precisamos nos dá a relação entre a distribuição
de um processo de Lévy α-estável padrão e a integral estocástica de uma
função f ∈ Lα([0, T ]) em relação a este processo:
Proposição 3.21. (Samorodnitsky & Taqqu, 1994, Propriedade 3.2.2,
p. 117) Sejam f ∈ Lα([0, T ]) e (L(t); t ≥ 0) um processo de Lévy α-estável
padrão, conforme a denição 3.25. Então, para todo T ≥ t ≥ 0:∫ t
0

























f(s) ln|f(s)|ds se α = 1.
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Neste trabalho, consideraremos a possibilidade de que L(t) seja tanto
um processo de difusão com salto como um processo de Lévy α-estável com
tendência ou drift.
Os detalhes da integração em relação ao processo de difusão com salto
já foram discutidos na seção 3.2.1. Se assumirmos que L(t) é uma difusão
com saltos de tamanho normalmente distribuído, isto é, ZAk ∼ N (µ∆X , σ2∆X),
e que a função f a ser integrada é aproximadamente constante no intervalo
dado pelo passo de discretização h > 0, então, pela proposição 3.13, a integral
de f em relação a L(t) será ela própria (aproximadamente) uma difusão com
saltos. Nestas condições, a construção proposta pelas equações 3.42 a 3.45
permite a estimação por máxima verossimilhança, como detalhado na seção
3.2.2, em que δX(t) = εk,h.
Ainda no caso em que L(t) é um processo de difusão com salto, é possí-
vel usar a construção das equações 3.42 a 3.45 para construir um processo
AR(1), no caso do processo de OUG Exponencial, e estimar seus coecientes
tanto por mínimos quadrados como por máxima verossimilhança. Para o
processo de OUG que será proposto no capítulo 5, veremos que é possível
obter uma discretização que corresponde, aproximadamente, a um processo
ARMA(2, 1), que também pode ser estimado tanto por mínimos quadrados
como por máxima verossimilhança.
No caso em que L(t) é dado por um processo de Lévy α-estável com drift,
usaremos a seguinte construção: seja (X(t); t ≥ 0) um processo de Lévy α-
estável simétrico padrão com 1 < α ≤ 2, isto é, X(t) ∈ L1(Ω,F ,P), e tome












Das proposições 3.18, 3.11 e 3.21, (εk,h; k ∈ Z∗+) é i.i.d. e sua distribuição















Como estamos assumindo 1 < α ≤ 2, podemos denir o processo esto-
cástico discreto (ε∗k,h; k ∈ Z∗+) tal que:














No capítulo 5, veremos que a função f que nos interessa depende de
parâmetros θ > 0 e 0 ≤ ν < 1, e o problema de estimação por máxima



















em que Θ = (α, a, θ, ν)′ é o vetor de parâmetros que queremos estimar e
fS(·|Θ) é a função densidade de probabilidade de uma distribução α-estável
simétrica. Finalmente, por 3.79, encontramos b.
Os demais detalhes da estimação do novo processo de OUG que estamos
propondo serão descritos no capítulo 5. No próximo capítulo, estudaremos
econometricamente o comportamento empírico do cupom cambial.
60
Capítulo 4
Análise Econométrica do Cupom
Cambial
Neste capítulo é feita a caracterização econométrica do comportamento do
cupom cambial. O objetivo é mostrar que há evidências de que o cupom
cambial, mais particularmente o componente de prêmio de liquidez local,
rL,local, tem uma dinâmica autorregressiva, responsável pelo comportamento
de reversão à média característico de um convenience yield. Particularmente,
encontramos evidências de que esta dinâmica autorregressiva é de ordem 2,
o que se reete numa estrutura de autocorrelação dos dados que, como será
visto, apresenta uma oscilação amortecida, enquanto o processo de OU não
gaussiano usual, como mostrado na equação 3.64, é um processo autorre-
gressivo contínuo de ordem 1, teoricamente apresentando uma estrutura de
autocorrelação exponencialmente decrescente quando o coeciente do termo
defasado está entre 0 e 1.
Assumiremos que as maiores fontes de variação no cupom cambial são a
própria taxa de juros para empréstimos interbancários nos EUA, re, o prêmio
de risco de conversibilidade, rconv, e o prêmio de liquidez, rL,local, responsável
pela analogia do cupom cambial com um convenience yield. Assumiremos,
também, que o prêmio de liquidez externo, rL,e, e o diferencial de risco de
crédito, DRC, são negligenciáveis,1 e que os demais componentes são cons-
1Este pressuposto resulta de condições econômicas mais favoráveis no pe-
ríodo da amostra, mas não é possível assumir isto em geral. Durante a
crise imobiliária de 2008 nos EUA, por exemplo, tanto o prêmio de liqui-
dez como o risco de crédito externos não poderiam ser considerados negligenciá-
veis (https://www.frbsf.org/economic-research/publications/economic-letter/
2012/may/liquidity-risk-credit-financial-crisis/). Ao contrário, contribuíram
para a redução do valor de re,local, que chegou até mesmo a car negativo, levando o preço
do dólar futuro a car abaixo do preço à vista.
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tantes. Assim, para as análises realizadas neste capítulo, suporemos como
decomposição do cupom cambial uma simplicação da equação 2.3 dada por:
re,local = constante + re + rconv + rL,local. (4.1)
Os valores de cupom cambial foram calculados pela mesa de câmbio do
Departamento de Reservas Internacionais (Depin) do Banco Central do Brasil
(BCB), que acompanha o funcionamento dos mercados nanceiros brasileiros,
particularmente do mercado de câmbio, elabora análises que subsidiam as
decisões de política monetária e cambial e executa as intervenções do BCB
no mercado à vista de dólar.
Todas as informações usadas neste capítulo são públicas ou podem ser
calculadas com dados públicos obtidos através de páginas eletrônicas que dão
acesso a repositórios de dados, como o FRED R© Economic Data2 e a Bolsa
B3,3 ou de provedores de informações nanceiras para negociação, como a
Bloomberg.
4.1 Descrição dos Dados
Ao longo de um determinado mês, o primeiro cupom cambial, chamado de
"cupom curto", pode ser obtido a partir dos preços do contrato de dólar
futuro4 com vencimento no primeiro dia útil do mês seguinte e o preço de
mercado do contrato de casado, para o mesmo vencimento, conforme a equa-
ção 2.4. Próximo ao m do mês, a liquidez do primeiro futuro de dólar vai
diminuindo gradualmente e aumentando a liquidez do segundo vencimento
do contrato de dólar futuro, para vencimento no primeiro dia útil do mês pos-
terior ao mês seguinte. O cálculo do cupom cambial também é feito usando
a equação 2.4, mas o contrato futuro de dólar utilizado passa a ser o do se-
gundo vencimento, e o casado utilizado na fórmula corresponde ao "casado
curto" somado ao que é usualmente chamado de "casado de rolagem", que
resulta no casado correspondente ao preço futuro do segundo vencimento.
Os contratos futuros de dólar posteriores ao segundo vencimento têm li-
quidez usualmente muito baixa e, a partir daí, é mais conável compor o
cupom cambial dos primeiros vencimentos com os valores obtidos a partir







ement de Cupom Cambial,5 os chamados "FRAs de cupom cambial", que
são, efetivamente, swaps de uma taxa a termo de cupom cambial entre dois
períodos futuros.
Note que o cupom cambial, a partir dos preços de mercado descritos, é
sempre calculado entre a data de hoje e o vencimento do contrato futuro de
dólar correspondente, que é uma data xa. Logo, a cada dia, calcula-se um
cupom cambial com prazo um dia menor. Como o prazo é uma característica
do próprio cupom e prazos diferentes podem ter comportamentos diferentes,
os valores que utilizaremos são os dos cupons cambiais calculados nestas
datas xas interpolados para prazos xos de 30, 60, 90, 180, 360 e 720 dias
corridos. Estas séries de cupom cambial serão denominadas c030d, c060d,
c090d, c180d, c360d e c720d, respectivamente.
Os dados disponíveis de cupom cambial calculados desta maneira pelo
BCB/Depin vão de 01 de setembro de 2014 a 28 de maio de 2018, totalizando
924 pontos amostrais correspondentes aos dias úteis neste período, conforme
a gura 4.1:




4.2 Seleção das Amostras
Apesar de haver 924 pontos amostrais disponíveis, a amostra adequada para
a estimação deve buscar o período com menor chance de alteração nos parâ-
metros do processo subjacente que está sendo modelado, considerando que
estamos particularmente interessados no efeito da liquidez, rL,local, na equa-
ção 4.1. O primeiro aspecto importante é selecionar um intervalo de tempo
em que haja pouca alteração na taxa de juros em dólar, a taxa re, para os
diversos prazos considerados de cupom cambial: 1 mês, 2 meses, 3 meses, 1
semestre, 1 ano e 2 anos.
No período em que os dados de cupom cambial estão disponíveis, a con-
dução da política monetária nos Estados Unidos pelo Federal Open Market
Committee (FOMC) levou a aumentos sucessivos no objetivo das operações
de mercado aberto para a taxa básica de juros em dólar, correspondente aos
empréstimos interbancários de um dia das reservas bancárias depositadas
junto ao Banco Central nos EUA, o Federal Reserve System, chamada de
federal funds rate. Estas alterações, contudo, estão concentradas a partir de
2017, como mostrado na gura 4.2. As datas precisas das decisões do FOMC
estão na tabela 4.1.
Ano Data Decisão Nível (%)
2018 20 de dezembro Aumento de 0, 25% 2, 25− 2, 50
2018 27 de setembro Aumento de 0, 25% 2, 00− 2, 25
2018 14 de junho Aumento de 0, 25% 1, 75− 2, 00
2018 22 de março Aumento de 0, 25% 1, 50− 0, 75
2017 14 de dezembro Aumento de 0, 25% 1, 25− 1, 50
2017 15 de junho Aumento de 0, 25% 1, 00− 1, 25
2017 16 de março Aumento de 0, 25% 0, 75− 1, 00
2016 15 de dezembro Aumento de 0, 25% 0, 50− 0, 75
2015 17 de dezembro Aumento de 0, 25% 0, 25− 0, 50
2008 16 de dezembro Aumento de 0, 25% 0, 00− 0, 25
Tabela 4.1: Histórico de decisões do FOMC sobre os objetivos de limites para
a federal funds rate. Fonte: Board of Governors of the Federal Reserve Systema
(https://www.federalreserve.gov/monetarypolicy/openmarket.htm).
Desta maneira, há três períodos mais extensos que são candidatos a se-
rem utilizados como amostra: a) do início dos dados disponíveis de cupom
cambial, em 01 de setembro de 2014, até a decisão do FOMC em 17 de de-
zembro de 2015; b) da decisão de aumento em 2015 até uma nova decisão de
aumento em 15 de dezembro de 2016; e c) entre as decisões de 15 de junho
e 14 de dezembro de 2017.
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Figura 4.2: Decisões do FOMC para os objetivos de limites superior e inferior da
federal funds rate. Fonte: FRED R© Economic Data. Federal Reserve Bank of St.
Louis(https://fred.stlouisfed.org/).
É importante ressaltar que não basta estabilidade nas decisões de polí-
tica monetária nos EUA e que a federal funds rate esteja dentro de limites
xos. A federal funds rate é uma taxa de um dia e os prazos que estamos
utilizando para o cupom cambial são bem mais longos. Contudo, é possível
observar que também há relativa estabilidade nas taxas de juros em dólar
para empréstimos interbancários com maiores prazos, conforme medido pela
principal referência para esse tipo de operação, a London Interbank Oered
Rate (LIBOR), ilustrada na gura 4.3, especialmente se forem excluídos os
períodos que antecedem a decisão do FOMC, em que as expectativas sobre
a decisão já afetam a formação de preço das taxas, principalmente as mais
longas.
Em relação ao período entre as decisões do FOMC de 17 de dezembro de
2015 e 15 de dezembro de 2016, houve um peculiar aumento da LIBOR a par-
tir de julho de 2016, principalmente nos vencimentos mais longos. Parte desse
aumento pode ser em decorrência das expectativas de retomada de um ciclo
de aumento nas taxas de juros, mas também, e até principalmente, é resul-
tado de modicações nas regras de funcionamento de fundos de investimento
em mercados monetários (Money Market Mutual Funds, MMMFs), determi-
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nada pela Securities and Exchange Commission (SEC), orgão regulador dos
mercados nanceiros nos EUA, que, apesar de entrarem em efeito apenas em
outubro de 2016, já estavam sendo discutidas.6 Como este aumento afeta
menos as taxas mais curtas e mais as taxas mais longas, o período em ques-
tão foi considerado inteiro e em sua primeira parte, até junho de 2016, na
nossa análise do comportamento do cupom cambial.
Figura 4.3: Taxas efetivas para os federal funds e taxas de juros interbancárias
baseadas em dólar para diversos prazos. Fonte: FRED R© Economic Data. Federal
Reserve Bank of St. Louis(https://fred.stlouisfed.org/).
Como visto na seção 2.1, um outro aspecto que deve ser considerado
refere-se às condições econômicas locais que também podem mudar os pa-
râmetros do processo de formação do cupom cambial, como custos de arbi-
tragem, a tributação e mudanças na percepção do risco de conversibilidade
da moeda local para dólar. Assumiremos que não há variação nos demais
custos, mas não é possível negligenciar a variabilidade do risco de conversi-
bilidade, rconv. Particularmente no primeiro período candidato ser utilizado
como amostra, de 01 de setembro de 2014 a 17 de dezembro de 2015, houve




didatos apresentando propostas econômicas bastante díspares, a uma crise
scal que se acentuou em 2015, a um início de um processo de impeachment
em 02 de dezembro de 2015.
Mais objetivamente, como apontado em Barbosa Filho (2017), houve um
crescimento pronunciado do Credit Default Swap (CDS) com prazo de 10
anos da dívida soberana brasileira, bem acima do CDS da dívida de outras
economias emergentes, como México, Peru, Colômbia e Chile, um indicador
da deterioração da qualidade da dívida pública, colocando em alerta inves-
tidores, aumentando o risco de conversibilidade e afetando rconv na equação
4.1. O aumento acelerado do CDS da dívida soberana brasileira foi revertido
apenas a partir de dezembro de 2015, como mostrado na gura 4.4, o que nos
sugere o descarte do período de 01 de setembro de 2014 a 17 de dezembro de
2015.
Figura 4.4: CDS de 10 anos da dívida soberana de Brasil e alguns de seus pares
emergentes. Fonte: Bloomberg.
Com a exclusão de períodos ao redor das decisões do FOMC, quando as
expectativas já afetavam as taxas de juros, é possível denir, considerados
fatores externos e internos, as seguintes amostras:
• Amostra 1: de 29 de dezembro de 2015 a 14 de novembro de 2016,
com 219 pontos amostrais;
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• Amostra 2: de 29 de dezembro de 2015 a 08 de julho de 2016, com
131 pontos amostrais;
• Amostra 3: de 16 de junho de 2017 a 25 de outubro de 2017, com 92
pontos amostrais.
O comportamento dos dados em cada uma destas amostras pode ser vi-
sualizado nas guras 4.5 (Amostra 1), 4.6 (Amostra 2) e 4.7 (Amostra 3).
Figura 4.5: Gráco dos dados de cupom cambial da Amostra 1.
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Figura 4.6: Gráco dos dados de cupom cambial da Amostra 2.
Figura 4.7: Gráco dos dados de cupom cambial da Amostra 3.
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4.3 Identicação do Modelo Autorregressivo
(AR) para as Séries Temporais de Cupom
Cambial
Em todas as especicações, estimamos os coecientes por mínimos quadrados
e buscamos identicar o modelo autorregressivo que melhor se ajusta aos
dados descritos na seção anterior utilizando os critérios de informação de
Akaike (Akaike's Information Criterion, AIC), Schwarz (Schwarz Bayesian
Information Crierion, SBIC) e Hannan-Quinn (Hannan Quinn's Information
Criterion, HQIC). O SBIC embute a mais severa penalidade para o número
de variáveis do modelo, tendendo a escolher modelos menores, enquanto o
AIC tem a penalidade mais branda, sendo maior a chance de aceitar modelos
com mais variáveis, de modo que, em alguns casos, não há uma identicação
denitiva apenas com a utilização de um critério de informação.
Para complementar a análise, oferecendo mais evidências em favor de um
ou outro modelo, utilizamos também ferramentas da metodologia de Box-
Jenkins, incluindo: a) overtting ; b) análise de autocorrelação dos resíduos;
e c) as funções de autocorrelação (autocorrelation function, ACF) e de auto-
correlação parcial (partial autocorrelation function, PACF) da série de dados
analisada.7
No overtting, aumentamos o tamanho do modelo até que o coeciente
do termo autorregressivo de maior ordem deixe de ser signicante, selecio-
nando, então, a especicação uma ordem menor como a correta. As amostras
utilizadas possuem tamanho razoável, de maneira que a não normalidade dos
resíduos, encontrada em algumas delas não limita a utilização do overtting,
especialmente porque não foi rejeitada a normalidade dos resíduos nas re-
gressões realizadas nas menores amostras: a 2 e a 3, o que é coerente com
a expectativa de menos saltos no processo gerador dos resíduos em períodos
menores.
Também analisamos a existência de autocorrelação nos resíduos, que deve
ser estatisticamente nula quando se atinge a ordem do modelo autorregressivo
corretamente especicado. Para tanto, utilizamos a autocorrelação (AC),
autocorrelação parcial (PAC)8 e os testes de Ljung-Box(LB) e de Breusch-
Godfrey(BG) de correlação serial nos resíduos de regressão de mínimos qua-
7Entre inúmeras boas referências sobre as técnicas econométricas usadas neste capí-
tulo, estão Harvey (1993), Hamilton (1994), Hayashi (2000), Johnston & DiNardo (2001),
Wooldridge (2003), Davidson & MacKinnon (2004), Wei (2006) e Brooks (2008).
8O intervalo de conança ao redor de zero para a AC e a PAC pode ser estimado em
cada defasagem individualmente por ±z× 1√
T
, em que T é o número de pontos amostrais e
z = 1, 96 para 5% de nível de signicância e z = 1, 645 para 10% de nível de signicância.
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drados.
Adicionalmente, espera-se que a ACF de um processo AR(1) com co-
eciente entre 0 e 1 decresça exponencialmente, sem inversão do sinal da
autocorrelação, enquanto processos AR(2) com o primeiro coeciente posi-
tivo devem apresentar oscilação amortecida. Já em relação à PACF de um
processo AR(p), esta deve ser zero a partir da defasagem p+ 1.
Nos tópicos que se seguem, são descritos os resultados da utilização des-
tas ferramentas nas quatro amostras e para cada uma das séries de cupom
cambial. As estimações foram feitas por mínimos quadrados, utilizando erros-
padrão robustos, com a correção de White, nos casos em que não foi rejeitada
a hipótese de heterocedasticidade dos resíduos pelo teste de White. Os aste-
riscos nos coecientes indicam signicância aos níveis de 1% (***), 5% (**)
e 10% (*).
4.3.1 Identicação do modelo AR das Séries de Cupom
Cambial na Amostra 1
As tabelas abaixo resumem a estimação dos coecientes, por mínimos qua-
drados, de modelos AR de até terceira ordem para as séries c030d, c060d,
c090d, c180d, c360d e c720d. Como o teste de White não rejeitou a hipótese
de existência de heterocedaticidade nos resíduos, a estimação foi feita com
erros-padrão robustos, usando a correção de White.
Amostra 1 - Série c030d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela 4.2: Estimativas por mínimos quadrados dos coecientes das especicações
testadas para a série c030d na Amostra 1. Erros-padrão estimados com a correção
de White para heterocedasticidade.
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Amostra 1 - Série c030d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 84, 15% 0, 5482 0, 5791 0, 5607
AR(2) 84, 38% 0, 5382 0, 5846 0, 5569
AR(3) 84, 34% 0, 5450 0, 6069 0, 5700
Tabela 4.3: R2 ajustado e critérios de informação das especicações testadas para
a série c030d na Amostra 1.
Amostra 1 - Série c030d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 134 0, 134 3, 9875
2 −0, 054 −0, 073 4, 6357 0, 031
3 −0, 069 −0, 053 5, 7062 0, 058
4 0, 040 0, 055 6, 0681 0, 108
5 0, 039 0, 019 6, 4206 0, 170
6 0, 008 0, 001 6, 4350 0, 266
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela 4.4: Autocorrelação (AC), autocorrelação parcial (PAC), correspondentes
intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de zero,
estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrelação para
as primeiras 6 defasagens nos resíduos da especicação AR(1) para a série c030d
da Amostra 1.
Amostra 1 - Série c030d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 016 0, 016 0, 0592
2 −0, 042 −0, 043 0, 4619
3 −0, 049 −0.048 0, 9975 0.318
4 0, 063 0, 063 1, 8822 0, 390
5 0, 049 0, 044 2, 4319 0, 488
6 0, 013 0, 015 2, 4720 0, 650
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela 4.5: Autocorrelação (AC), autocorrelação parcial (PAC), correspondentes
intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrelação
das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c030d na
Amostra 1.
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Amostra 1 - Série c030d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0703 0, 1580
AR(2) 0, 0273 0, 1021
H0: Não há correlação serial nos resíduos.
Tabela 4.6: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c030d na Amostra 1.
O critério de overtting, como observado na tabela 4.2, sugere a especi-
cação AR(2). Em relação aos critérios de informação, como apresentado na
tabela 4.3, AIC e HQIC também sugerem a especicação AR(2), enquanto o
SBIC sugere a especicação AR(1). A tabela 4.4 mostra que o teste de Ljung-
Box (LB) não rejeita a hipótese de que não exista autocorrelação dos resíduos
a partir de quatro defasagens da especicação AR(1), enquanto não há evi-
dência de autocorrelação nos resíduos na especicação AR(2), como mostrado
na tabela 4.5. Embora os indícios sejam mistos, admitimos que não exista
evidência de autocorrelação dos resíduos já na especicação AR(1) para um
número razoável de defasagens. O teste de Breusch-Godfrey(BG) traz um
resultado semelhante, exibido na tabela 4.6, e não rejeita a hipótese nula
de que não exista correlação serial nos resíduos já a partir da especicação
AR(1), quando incluídas quatro defasagens dos resíduos.
Finalmente, a análise da ACF e da PACF dos dados de cupom cambial
de 30 dias na Amostra 1 pode ser feita através das informações abaixo:
Amostra 1 - ACF e PACF da Série c030d
Defasagem AC PAC Estatística Q p-valor
1 0, 916 0, 916 186, 11 0, 000
2 0, 818 −0, 125 335, 37 0, 000
3 0, 734 0, 037 456, 09 0, 000
4 0, 662 0, 016 554, 87 0, 000
5 0, 589 −0, 058 633, 43 0, 000
6 0, 520 −0, 012 694, 84 0, 000
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela 4.7: Valores da ACF e da PACF para as primeiras seis defasagens da série
c030d na Amostra 1, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura 4.8: Gráco da função de autocorrelação da série c030d na Amostra 1.
Os valores da PACF da série c030d deixam de ser signicantes ao nível
de 10% a partir da terceira defasagem, sugerindo que a especicação correta
é a AR(2). A ACF apresenta oscilação amortecida, consistente com uma
especicação AR(2) ou maior, mas não AR(1).
A análise para as demais séries segue as mesmas etapas usadas na série
c030d. Os resultados obtidos estão reunidos no Apêndice A.
Em resumo, os testes realizados sugerem as seguintes especicações:
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Amostra 1 - Ordem da Especicação AR Sugerida pelos Testes
Série Critério
AIC SBIC HQIC Overtting Resíduos
(LB/BG)
ACF PACF
c030d 2 1 2 2 1/1 ≥2 2
c060d 2 2 2 2 2/2 ≥2 2
c090d 2 2 2 2 2/2 ≥2 2
c180d ≥3 2 2 2 ≥3/≥3 ≥2 ≥2
c360d ≥3 2 ≥3 ≥3 ≥3/≥3 ≥2 2
c720d ≥3 2 ≥3 ≥3 ≥3/≥3 ≥2 2
Tabela 4.8: Ordem da especicação AR mais adequada para as séries de cupom
cambial da Amostra 1, conforme sugerido pelos critérios utilizados.
Há, portanto, forte evidência de que o processo seja AR(2) nas séries de
prazos mais curtos. Já para as séries com prazos mais longos, a evidência
é mista. A princípio, existe a possibilidade de serem mais adequadamente
modeladas por um processo autorregressivo de maior ordem9 ou por um
processo ARMA (Autoregressive Moving Average).
Aprofundando a análise, contudo, a aplicação do teste de Dickey-Fuller
Aumentado (Augmented Dickey-Fuller, ADF), para a existência de raízes
unitárias, traz evidência de que as séries c180d, c360d e c720d da Amostra
1 não são estacionárias, como mostrado na tabela 4.9, o que indica a possi-
bilidade de efeitos espúrios não completamente controlados pela seleção da
amostra.
Teste ADF - Amostra 1
Série Estatística de Teste p-valor
c030d −3, 0395 0, 0329
c060d −2, 9366 0, 0428
c090d −2, 7415 0, 0687
c180d −2, 0786 0, 2536
c360d −1, 9797 0, 2957
c720d −2, 0694 0.2574
H0: A série possui raiz unitária.
Tabela 4.9: Aplicação do teste ADF às séries de cupom cambial da Amostra 1.
9Particularmente, a série c180d apresenta um pico na PACF para a quarta defasagem,
após o valor na terceira defasagem não ter sido estatisticamente signicante.
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Uma possibilidade é que a não estacionariedade esteja associada à eleva-
ção LIBOR a partir de julho de 2016, particularmente para prazos maiores,
como analisado na seção 4.2. Como será visto na seção 4.3.2, contudo, mesmo
com a restrição da amostra a um período anterior à elevação da LIBOR,
continua havendo indícios de que as séries c180d, c360d e c720d não são es-
tacionárias. Outra explicação, que parece se ajustar à evidência e também
fazer sentido econômico, é a de que o fator responsável pela raiz unitária seja
a tendência de redução do risco de conversibilidade, rconv, durante o período
da Amostra 1. O País dava os primeiros passos na contenção da crise scal,
que poderia levar a uma crise da dívida soberana, com sério impacto na con-
versibilidade, mas não imediatamente. Faz sentido, portanto, que apenas os
cupons cambiais de prazos mais longos tenham sido mais afetados.
De fato, se utilizarmos o CDS com prazo de 10 anos para a dívida sobe-
rana brasileira, cuja série de dados chamaremos de CDS10a, como indicador
de rconv dos cupons de prazos mais longos, há evidência de que esta série não
é estacionária no período da Amostra 1, com estatística ADF −1, 782605,
correspondente a um p-valor de 0, 3885, não sendo rejeitada, portanto, a hi-
pótese nula de existência de raiz unitária. Adicionalmente, a série CDS10a
cointegra com as séries c180d, c360d e c720d no período correspondente à
Amostra 1, como mostrado na tabela 4.10, que exibe os testes ADF reali-
zados nos resíduos das regressões de c180d, c360d e c720d contra CDS10a,
não apresentando mais indícios de raízes unitárias. As regressões foram re-
alizadas utilizando Fully Modied Least Squeares (FMOLS)10 com correção
para o efeito da correlação serial nos resíduos e endogeneidade da variável de
regressão, CDS10a.
Teste de Cointegração - Amostra 1
Série Coecientes R2 Ajustado Estatística ADF
Constante CDS10a (p-valor)
c180d −0, 113952 0, 006260*** 70, 13% −3, 7044
(0,0047)
c360d −0, 753323** 0, 008533*** 86, 09% −4, 2680
(0,0006)
c720d −0, 027314 0, 007548*** 84, 06% −4, 2501
(0,0007)
H0: Os resíduos da regressão possuem raiz unitária.
Tabela 4.10: Aplicação do teste ADF aos resíduos das regressões das séries c180d,
c360d e c720d contra CDS10a por FMOLS na Amostra 1.
10A especicação da covariância de longo prazo no FMOLS foi feita com defasagem
automática pelo critério de informação de Hannan-Quinn, kernel Bartlett e banda de
Newey-West automática.
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4.3.2 Identicação do modelo AR das Séries de Cupom
Cambial na Amostra 2
Também foi utilizada a correção de White para heterocedasticidade nas es-
timações de mínimos quadrados desta amostra. Conforme os resultados exi-
bidos na seção A.2, temos:
Amostra 2 - Ordem da Especicação AR Sugerida pelos Testes
Série Critério
AIC SBIC HQIC Overtting Resíduos
(LB/BG)
ACF PACF
c030d 2 2 2 2 2/2 ≥2 2
c060d 2 2 2 2 2/2 ≥2 2
c090d 2 2 2 2 2/2 ≥2 2
c180d 2 2 2 2 ≥3/≥3 ≥2 2
c360d ≥3 2 2 2 ≥3/≥3 ≥2 2
c720d ≥3 2 ≥3 2 ≥3/≥3 ≥2 2
Tabela 4.11: Ordem da especicação AR mais adequada para as séries de cupom
cambial da Amostra 2, conforme sugerido pelos critérios utilizados.
Novamente, há evidência robusta de que seja um processo AR de ordem
2 nos prazos menores, embora ainda exista indícios mistos quanto à melhor
especicação nos prazos maiores. A restrição da amostra levou a mais resul-
tados indicando a ordem 2, mas não foi capaz de eliminar a não estaciona-
riedade das séries c180d, c360d e c720d, como mostrado na tabela 4.12. Isto
reforça o argumento de que a não estacionariedade está relacionada ao efeito
do risco de conversibilidade para os prazos mais longos de cupom cambial,
como discutido na seção 4.3.1. Por outro lado, isto também é um indício de
que o comportamento autorregressivo de segunda ordem observado nas séries
de cupom cambial com prazos mais curtos está associado ao risco de liquidez
no mercado cambial local, rL,local.
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Teste ADF - Amostra 2
Série Estatística de Teste p-valor
c030d −3, 0493 0, 0330
c060d −2, 9437 0, 0432
c090d −2, 8185 0, 0584
c180d −1, 9540 0, 3069
c360d −1, 6244 0, 4673
c720d −1, 7061 0, 4258
H0: A série possui raiz unitária.
Tabela 4.12: Aplicação do teste ADF às séries de cupom cambial da Amostra 2.
4.3.3 Identicação do modelo AR das Séries de Cupom
Cambial na Amostra 3
Não houve rejeição da hipótese de homocedasticidade em várias regressões
da Amostra 3. Contudo, para manter a comparabilidade entre especicações
diferentes da mesma série, os resultados apresentados na seção A.3 também
foram estimados com correção de White para os erros padrão. As indicações
para a ordem do processo AR oferecidas pelos testes foram:
Amostra 3 - Ordem da Especicação AR Sugerida pelos Testes
Série Critério
AIC SBIC HQIC Overtting Resíduos
(LB/BG)
ACF PACF
c030d 2 2 2 2 2/2 ≥2 2
c060d 2 2 2 2 2/2 ≥2 2
c090d 2 2 2 2 2/2 ≥2 2
c180d 2 2 2 2 2/2 ≥2 2
c360d 2 2 2 2 1/1 ≥2 2
c720d 2 2 2 2 2/1 ≥2 2
Tabela 4.13: Ordem da especicação AR mais adequada para as séries de cupom
cambial da Amostra 3, conforme sugerido pelos critérios utilizados.
Nesta amostra menor, que resulta em menos chances para que fatores
externos alterem o processo gerador dos dados, a evidência a favor da especi-
cação AR(2) foi notável em todos os vencimentos. A hipótese de existência
de raiz unitária só não foi rejeitada a 10% de signicância para a série c360d,
como mostrado na tabela 4.14.
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Teste ADF - Amostra 3
Série Estatística de Teste p-valor
c030d −3, 2121 0, 0224
c060d −2, 8817 0, 0514
c090d −3, 0259 0, 0362
c180d −2, 6736 0, 0825
c360d −2, 4630 0, 1279
c720d −2, 9019 0, 0490
H0: A série possui raiz unitária.
Tabela 4.14: Aplicação do teste ADF às séries de cupom cambial da Amostra 3.
Portanto, à luz dos dados analisados, existem fortes indícios de que a
especicação mais adequada para o cupom cambial, particularmente quanto
aos efeitos da liquidez do mercado de câmbio, seja um processo autorre-
gressivo de segunda ordem. No capítulo seguinte, proporemos um processo
estocástico contínuo capaz de modelar adequadamente este comportamento.
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Capítulo 5
O Processo de OUG Exponencial
Flutuante
Dado o comportamento particular da autocorrelação serial nos dados empí-
ricos do cupom cambial, como visto no capítulo 4, neste capítulo propomos
uma função resolvente, solução da equação 3.61, que resulta em uma nova
classe de processos de Ornstein-Uhlenbeck Generalizados, da qual os proces-
sos de OUG do Tipo Exponencial e do Tipo Cosseno são casos particulares.
Veremos que esta nova classe de processos é capaz de modelar a oscilação na
autocorrelação observada para o cupom cambial.
Como discutimos na seção 3.3, o processo de OUG Exponencial resulta
em uma equação de recorrência de primeira ordem, dada por 3.64, de modo
que, pela equação 3.8, a autocorrelação não corresponde a uma oscilação
amortecida. Já o processo de OUG Cosseno resulta em uma equação de
recorrência de segunda ordem, dada por 3.67, mas com coeciente xo em −1
para o termo de segunda ordem, de modo que o processo não é estacionário.
A classe de processos de OUG que propomos corresponde às soluções da
ELG para a seguinte função resolvente:
ρ(t) = (1− ν)e−θt + ν cos(θt); (5.1)
com t ≥ 0 e parâmetros denidos conforme o teorema 5.1, enunciado adiante.
No restante do capítulo, vericaremos que esta combinação linear do cos-
seno e da exponencial é solução de 3.61 e estudaremos os processos de OUG
resultantes, particularmente, sua estimação e simulação. Consideraremos o
espaço de probabilidade ltrado (Ω,F , {Ft}t≥0,P) sujeito às condições usu-
ais, em que os processos de Lévy descritos são adaptados a {Ft}t≥0.
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5.1 Validade da Solução ρ(t) Proposta
A utilização da transformada de Laplace de uma função f(t), t ≥ 0, denotada
por L{f}(s) ou, simplesmente, L{f}, facilita encontrar soluções para 3.61.
Por isso, provaremos os seguinte lema:
Lema 5.1. A função memória γ(t) de uma Equação de Langevin Gene-
ralizada (ELG) dada por 3.59 ou, de forma mais geral, a família de me-
didas (µt; t ≥ 0) que satisfazem a relação ρ′(t) = −
∫ t
0




ρ(s)dµt(s), em que ρ(t) determina a solução da ELG, conforme a equa-









dµt(s) = γ(t− s)ds. (5.3)






=− γ ∗ ρ(t).
Aplicando a transformada de Laplace:










Note que γ(t) não é necessariamente uma função e µt não é necessa-
riamente absolutamente contínua em relação à medida de Lebesgue. Por
exemplo, γ(t) pode ser a distribuição delta de Dirac.
Podemos, agora, enunciar o seguinte teorema:
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t[κ2 + κ3,0t] se sinal(ν0) = 0;
em que δ0(t) é a distribuição delta de Dirac e:





































Se (L(t); t ≥ 0) é um processo de Lévy com primeiro e segundo momentos









(1− ν)e−θ(t−s) + ν cos(θ(t− s))dL(s),





1O requerimento de que |ν|< 1 está relacionado à estabilidade do processo autorregres-
sivo gerado pela discretização do processo de OUG que estamos denindo, como cará
claro no teorema 5.2. A possibilidade de que ν seja 1 foi mantida para que o processo de
OUG Cosseno seja um dos casos particulares.
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Demonstração. Encontraremos a função memória γ(t) através do lema 5.1.
Para isso, precisamos obter as transformadas de Laplace de ρ(t) e de ρ′(t),
de acordo com a equação 5.1. Restringindo s a valores que não gerem inde-
nição, temos:






s2 + θνs+ θ2(1− ν)








1− ν − ν2
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(s+ θ)(s2 + θ2)
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|ν0|. Como ρ′(t) = −θ(1−ν)e−θt−θν sen(θt),
vem:
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Caso 1: sinal(ν0) = 1 ou, equivalentemente, 2
√
2 − 2 > ν ≥ −1. Mani-





















































































































































































































































Caso 2: sinal(ν0) = −1 ou, equivalentemente, 1 ≥ ν > 2
√
2− 2. Analo-
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= θ(1− ν)
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Do lema 5.1, do resultado de Kannan (1977) dado pela equação 3.60 e do
teorema 3.3, segue o resultado.
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Assim, podemos denir:
Denicão 5.1. Um Processo de OUG do tipo Exponencial Flutuante é um
processo estocástico X = (X(t); t ≥ 0), dado por:
X(t) =X0
[





(1− ν)e−θ(t−s) + ν cos(θ(t− s))dL(s), (5.5)
em que θ > 0, |ν| ≤ 1 e L = (L(t); t ≥ 0) é um processo de Lévy com
primeiro e segundo momentos nitos ou α-estável com 1 < α ≤ 2.
Note que os processos de OUG Cosseno e Exponencial são casos particu-
lares do processo de OUG Exponencial Flutuante, quando ν = 1, resultando
em γ(t) = θ2, e ν = 0, resultando em γ(t) = θδ0(t), respectivamente.
5.2 Equação de Recorrência do Processo de OUG
Exponencial Flutuante
Buscaremos, agora, discretizar 5.5 de modo a obtermos uma equação recur-
siva de segunda ordem para o processo de OUG Exponencial Flutuante. Esta
recursão será utilizada nas metodologias de estimação e simulação sugeridas.
Considere observações em tempos discretos tk = kh, k ∈ Z+ e h > 0 passo
de discretização. Nestas condições, podemos enunciar a seguinte proposição:
Teorema 5.2. Dado um passo de discretização h ∈ R∗+ e uma quantidade
de passos k ∈ Z∗+, o Processo de OUG do tipo Exponencial Flutuante obedece
à equação de recorrência:
X((k+1)h) =
[












(1− ν)e−θ((k+1)h−s) + ν cos(θ((k + 1)h− s))
]
dL(s). (5.7)
Demonstração. Considerando os tempos discretos tk = kh, k ∈ Z+ e h > 0
passo de discretização, por 5.5 temos:
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(1− ν)e−θ((k+1)h−s) + ν cos(θ((k + 1)h− s))dL(s)
=(1− ν)






X0 cos(θ(k + 1)h) + ∫ (k+1)h
0
cos(θ((k + 1)h− s))dL(s)︸ ︷︷ ︸
B
 .
Segue que, por 3.64:




e por 3.67 e 3.68:








2 cos(θh) cos(θ(kh− s))dL(s)












2 cos(θh) cos(θ(kh− s))dL(s),
do que resulta:
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X((k + 1)h) =
[
(1− ν)e−θh + 2ν cos(θh)
]









(1− ν)e−θ((k+1)h−s) + 2ν cos(θh) cos(θ(kh− s))
−ν cos(θ((k − 1)h− s))] dL(s)
=
[
(1− ν)e−θh + 2ν cos(θh)
]









(1− ν)e−θ((k+1)h−s) + ν cos(θ((k + 1)h− s))
]
dL(s),
em que o último passo veio do fato de que 2 cos(x) cos(y) = cos(x + y) +
cos(x− y). Portanto:
X((k + 1)h) =
[
(1− ν)e−θh + 2ν cos(θh)
]










(1− ν)e−θ((k+1)h−s) + ν cos(θ((k + 1)h− s))
]
dL(s).
Corolário 5.1. Seja Yg(t) =
∫ t
0
g(s)dL(s) para todo T ≥ t > 0 com g ∈
L2([0, T ]) e (L(t); t ≥ 0) um processo de Lévy com primeiro e segundo mo-
mentos nitos ou α-estável com 1 < α ≤ 2. Então o erro da relação de
recorrência de um processo de OUG Exponencial Flutuante, εk,h, kh ∈ [0, T ],
conforme o teorema 5.2, pode ser expresso como:
εk,h = Ak,h +Bk,h, (5.8)








e gA, gB ∈ L2([0, T ]) são dadas por:
gA(t) = −ν cos(θt); (5.11)
gB(t) = (1− ν)e−θ(h−t) + ν cos(θ(h− t)). (5.12)
Demonstração. Sejam:
gk,A(t) =− ν cos(θ((k − 1)h− t));
gk,B(t) =(1− ν)e−θ((k+1)h−t) + ν cos(θ((k + 1)h− t)).
Pelo teorema 5.2, podemos escrever:
εk,h = Ygk,A(kh)− Ygk,A((k − 1)h) + Ygk,B((k + 1)h)− Ygk,B(kh).
Como os intervalos de integração são disjuntos e a integração é em relação
ao mesmo processo de Lévy, pela proposição 3.11, Ygk,A(kh)−Ygk,A((k− 1)h)
é independente de Ygk,B((k + 1)h)− Ygk,B(kh). Então dena:
Ak,h =Ygk,A(kh)− Ygk,A((k − 1)h); (5.13)
Bk,h =Ygk,B((k + 1)h)− Ygk,B(kh). (5.14)




−ν cos(θ((k − 1)h− s))dL(s),
o argumento da função cosseno varia de 0 a −θh. Também temos que o
cosseno é uma função par e que o intervalo de integração tem comprimento

















(1− ν)e−θ((k+1)h−s) + ν cos(θ((k + 1)h− s))
]
dL(s),
o intervalo de integração também tem comprimento h e o argumento da fun-
















Corolário 5.2. Sejam (X(t); t ≥ 0) um processo de Lévy α-estável simétrico
padrão com 1 < α ≤ 2, i.e., X(t) ∈ L1(Ω,F ,P), e (L(t); t ≥ 0) um processo
de Lévy α-estável com tendência (drift), tal que L(t) = bt + aX(t), b ∈ R
e a ∈ R∗+. Então, para cada k ∈ Z∗+, o valor esperado da variável aleatória




















em que gA(t) e gB(t) são denidas como no corolário 5.1.
Demonstração. Para (L(t); t ≥ 0) como denido no enunciado, nas condições



















































b(1− ν)(1− e−θh) + bν sen(θh)
θ
)
























do que decorre a tese.
O corolário 5.2 já nos permite estimar os parâmetros de um processo de
OUG Exponencial Flutuante por máxima verossimilhança quando o processo
de Lévy é α-estável com tendência, conforme discutido na seção 3.3.2.
Os próximos resultados tratam do caso em que o processo de Lévy é uma
difusão com salto:
Corolário 5.3. Seja (L(t); t ≥ 0) um processo de difusão com salto dado por
L(t) = bt+aW (t)+
∫
A
xN(t, dx), conforme a equação 3.23 e nas condições do
teorema 3.1 e da proposição 3.10. Então cada variável aleatória εk,h, k ∈ Z∗+,
denida como no teorema 5.2, tem a seguinte função característica:



































e−2θh(2ν − ν2 − 1) + ν2(θh− 1) + 1
2θ
≥ 0. (5.20)
Demonstração. Pelo corolário 5.1, temos:
ϕε(h, u) = E[e
iuεk,h ] = E[eiu(Ak,h+Bk,h)],
em que Ak,h e Bk,h são independentes, portanto:
ϕε(h, u) = E[e
iuAk,h ]E[eiuBk,h ].
Ainda de acordo com o corolário 5.1, Ak,h
d














Como L(t) = bt + aW (t) +
∫
A
xN(t, dx), da equação 3.37, nas condições



























Da independência entre as variáveis aleatórias dentro de cada expectativa,
das denições de gA(t) e gB(t) no corolário 5.1, da proposição 3.12 e do fato
de que a função característica de uma variável aleatória com distribuição
correspondente a N (0, a2
∫ h
0




























































Das denições dos valores de τA e τB, temos assim:
















O valor de τB é não negativo porque é o resultado da integração do qua-
drado de funções reais. Finalmente, da proposição 3.13, obtemos a tese.
94
Com a utilização da Fórmula da Inversão,2 o corolário 5.3 nos permite
estimar o processo de OUG Exponencial Flutuante por máxima verossimi-
lhança quando o processo de Lévy é uma difusão com salto em que o tamanho
dos saltos tem uma distribuição qualquer dada pela medida de probabilidade
em R,PZ : B(R)→ [0, 1], desde que possua o primeiro e o segundo momentos
nitos.
O resultado abaixo ainda nos dá uma alternativa aproximada de estima-
ção por máxima verossimilhança quando O(h2)→ 0:
Proposição 5.1. Nas condições do corolário 5.3, para cada k ∈ Z∗+, a va-
riável aleatória εk,h é distribuída como a variação de um processo de difusão
com salto em um intervalo δt = 1
θ

























]×A xNε(ds, dx) tem intensidade
2λθh e a função densidade de probabilidade do tamanho dos saltos é a média
entre as funções densidade de probabilidade dos saltos em YgA,C(h) e YgB ,C,
nas condições da proposição 3.13.
Particularmente quando (L(t); t ≥ 0) é uma difusão com salto em que o
tamanho dos saltos tem distribuição normal N (µ∆L, σ2∆L), a variável aleató-
ria do tamanho dos saltos do processo de Poisson composto de εk,h converge
em média quadrática, quando O(h2) → 0, para uma variável aleatória com
função densidade de probabilidade dada por:
1
2
fN (x|pA,hµ∆L, p2A,hσ2∆L) +
1
2
fN (x|pB,hµ∆L, p2B,hσ2∆L), (5.22)
em que fN (x|µ, σ2) é a função densidade de probabilidade de uma variável





2Conforme James (2015, p. 245), seja ϕX(u) a função característica da variável alea-

















Ash (1972, p.324) também mostra que se FX é contínua e ϕX(u) é Lebesgue integrável,













































Demonstração. Pela mudança de variável s = θht, a função caraterística de
εk,h, conforme o corolário 5.3, pode ser reescrita como:











































e assim, pela Fórmula de Lévy-Khintchine (equação 3.22) e pela equação
3.27, para cada k, a variável aleatória εk,h é distribuída como a variação de
um processo de difusão com salto em um intervalo δt = 1
θ






















em que Nε(t, A) é uma medida aleatória de Poisson com intensidade 2λθh e
função densidade de probabilidade do tamanho dos saltos dada pela média
das funções densidade de probabilidade do tamanho saltos de YgA,C(h) e de
YgB ,C(h), nas condições da proposição 3.13.
Particularmente se (L(t); t ≥ 0) for um processo de difusão com salto em
que o tamanho dos saltos é dado pela variável aleatória Z ∼ N (µ∆L, σ2∆L),
pela proposição 3.14, a variável aleatória do tamanho dos saltos em YgA(h)




















quando O(h2) → 0. De modo semelhante, a variável aleatória do tamanho





























A média e a variância do processo de Poisson composto de εk,h são obtidas
pela aplicação direta da proposição 3.10 para δt = 1
θ
, intensidade 2λθh e
distribuição dos saltos como dada na equação acima.
A proposição 5.1 permite estimar os parâmetros por máxima verossimi-
lhança sem a necessidade de recorrer à fórmula da inversão, usando a mesma
estratégia descrita na seção 3.2.2. A distribuição de εk,h condicionalmente à
não ocorrência de saltos é N (bτA, a2τB) e condicionalmente à ocorrência de
exatamente um salto, já que corresponde à soma de duas variáveis aleatórias
independentes, é a convolução dessa distribuição com a distribuição dada
pela equação 5.22, o que resulta em:
fε(x|δNε(t, A) = 1) =
1
2




fN (x|bτA + pB,hµ∆L, a2τB + p2B,hσ2∆L),
com δNε(t, A) = Nε(t, A)−Nε(t− 1/θ, A). Supondo que a probabilidade de
mais de um salto no intervalo h é desprezível, as probabilidade de nenhum
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salto e de apenas um salto podem ser dadas, respectivamente, por:
P(δNε(t, A) = 0) = e
( 1θ )2λθh = e2λh; (5.29)
P(δNε(t, A) = 1) ≈ 1− e(
1
θ )2λθh = 1− e2λh. (5.30)
Assim, de modo análogo ao que foi feito para obter a equação 3.49, vem:









fN (x|bτA + pB,hµ∆L, a2τB + p2B,hσ2∆L)
]
. (5.31)
Os resultados anteriores já nos permitem estimar o processo de OUG
Exponencial Flutuante por máxima verossimilhança quando o processo de
Lévy é α-estável com 1 < α ≤ 2 ou uma difusão com salto, qualquer que
seja a distribuição do tamanho dos saltos, desde que tenha o primeiro e o
segundo momentos nitos.
Para também ser possível a alternativa de estimação por mínimos qua-
drados, no caso em que o processo de Lévy possui o segundo momento nito,
o processo (εk,h; k ∈ Z∗+) deveria ser, pelo menos, fracamente estacioná-
rio. Contudo, pelas equações 5.13 e 5.14 e conforme o corolário 5.1, Ak,h e
Bk−1,h são integrais estocásticas em relação ao mesmo processo de Lévy com
o mesmo intervalo de integração, de modo que εk,h e εk−1,h são correlaciona-
dos, exceto no caso em que ν = 0⇒ Ak,h = 0(q.c.), o que resulta no processo
de OU não gaussiano, que possui representação AR(1) exata para qualquer
passo de discretização h ∈ R∗+.
O próximo teorema modela essa autocorrelação, de forma aproximada,
como um processo de média móvel de ordem 1, e nos fornece alternativas
adicionais de estimação do processo de OUG Exponencial Flutuante com
ruído de Lévy dado por uma difusão com salto através de sua discretização
como um processo ARMA(2, 1) quando O(h3)→ 0. Note que esta aproxima-
ção também permite a estimação por máxima verossimilhança do processo
ARMA(2, 1) e de uma forma mais simples.
Para facilitar a demonstração do teorema, propomos antes o seguinte
lema:
Lema 5.2. Sejam a função g ∈ L2([0, h]) innitamente diferenciável, L =
(L(t); t ≥ 0) um processo de difusão com salto como na equação 3.23, com
L(t) = bt + aW (t) +
∫
A
xN(t, dx), em que b ∈ R, a > 0, c > 0, A =
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R \ (−c, c), a medida aleatória de Poisson tem intensidade λ e, condicional-
mente à ocorrência de n saltos no intervalo de tempo de 0 a h, os tempos
de chegada são dados por T1, T2, · · · , Tn, cópias independentes da variável
aleatória T ∼ U(0, h], com os tamanhos dos saltos dados por Z1, Z2, · · · , Zn,
cópias independentes da variável aleatória Z, que possui primeiro e segundo
momentos nitos, e Yg(h) a integral de g com respeito a L no intervalo de 0
a h, conforme a equação 3.37. Então:
E [Yg(h)] = ghE [L(h)] (5.32)
e
Yg(h)→ ghL(h) (5.33)
























g(s)dW (s) + Yg,C(h).
Das proposições 3.10 e 3.13 e do fato de que o valor esperado da integral
de Itô é zero, vem:




















































g(s)dW (s) + Yg,C(h)
−bghh− aghW (h)− Yg,C(h))
2] .
































Da independência entre o processo de Wiener e o processo de saltos e do















































































































































3O resultado fundamental correspondente à isometria de Itô já foi enunciado na propo-
sição 3.12. O fato da integral de Itô ser uma isometria entre L2([a, b]) e L2(Ω,F ,P)










f(s)g(s)ds, é demonstrado, por exemplo, em Kuo
(2006, corolário 2.3.5, p. 12).
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Finalmente, nas condições do enunciado e da independência entre os tem-











































































































































































Como g é innitamente diferenciável, sua expansão de Taylor ao redor de
0 ca:
g(x) = g(0) + g′(0)x+O(x2).











































e Yg(h)→ Yg(h) = ghL(h) em média quadrática quando O(h3)→ 0.
Teorema 5.3. Considere um passo de discretização h ∈ R∗+ e uma quanti-
dade de passos k ∈ Z∗+. Sejam L = (L(t); t ≥ 0) um processo de Lévy dado
por uma difusão com salto, com as características descritas no lema 5.2, e
(uk,h; k ∈ Z∗+) o processo i.i.d. denido como uk,h = L(kh) − L((k − 1)h).
Então, quando O(h3)→ 0, o Processo de OUG do tipo Exponencial Flutuante
com ruído de Lévy L admite discretização que se aproxima de um processo
ARMA(2, 1) dado por:






(1− ν)e−θh + 2ν cos(θh)
]
X(kh)− νX((k − 1)h)
+






em que (u∗k,h; k ∈ Z∗+) é um ruído branco em sentido estrito, tal que u∗k,h =
uk,h − E[uk,h] = uk,h − (bh+ E[Z]λh), com E[(u∗k,h)2] = a2h+ E[Z2]λh.
Demonstração. Pelo teorema 5.2 e pelo corolário 5.1, podemos escrever:
X((k + 1)h) =
[
(1− ν)e−θh + 2ν cos(θh)
]





(1− ν)e−θh + 2ν cos(θh)
]
X(kh)− νX((k − 1)h)
+ (Bk,h − E[Bk,h]) + (Ak,h − E[Ak,h]).






(1− ν)e−θh + 2ν cos(θh)
]
X(kh)− νX((k − 1)h)
+ (YgB(h)− E[YgB(h)]) + (YgA(h)− E[YgA(h)]).
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(1− ν)e−θh + 2ν cos(θh)
]
X(kh)− νX((k − 1)h)


















(1− ν)e−θh + 2ν cos(θh)
]













Para recuperarmos a independência e a mesma estrutura de mensurabili-
dade que havia entre Ak,h e Bk,h, podemos usar a propriedade 3 da denição
de um processo de Lévy, e ainda temos que L(h)
d
= L((k + 1)h) − L(kh) =
uk+1,h, F(k+1)h-mensurável, assim como Bk,h, e L(h)
d
= L(kh)−L((k−1)h) =
uk,h, Fkh-mensurável, assim como Ak,h. Resulta que é possível modelar a
equação de recorrência, aproximadamente, como:
















(1− ν)e−θh + 2ν cos(θh)
]





























(1− ν)e−θh + 2ν cos(θh)
]

































(1− ν)(1− e−θh) + ν sen(θh)
θh
.
Pelo itens 2 e 3 da denição 3.14 de processo de Lévy, o processo (uk,h; k ∈
Z∗+), com uk,h = L(kh) − L((k − 1)h) para todo k ∈ Z∗+, é independente e
identicamente distribuído, assim como também é o processo (u∗k,h; k ∈ Z∗+)
com u∗k,h = uk,h − E[uk,h] para todo k ∈ Z∗+, onde, pela proposição 3.10,
E[uk,h] = bh + E[Z]λh. Além disso, E[u∗k,h] = E[uk,h] − E[E[uk,h]] = 0, com
variância nita dada por Var(u∗k,h) = Var(uk,h−E[uk,h]) = Var(uk,h) = a2h+
E[Z2]λh, também conforme a proposição 3.10, de modo que (u∗k,h; k ∈ Z∗+) é
um ruído branco em sentido estrito, o que conclui a demonstração.
Corolário 5.4. Dado o processo ARMA(2,1) gerado pela discretização de um
processo de OUG do Tipo Exponencial Flutuante (X(t); t ≥ 0), conforme o
teorema 5.3, as condições de estabilidade do processo discretizado são: |ν| < 1
e
∣∣ [(1− ν)e−θh + 2ν cos(θh)] ∣∣−ν < 1. Particularmente, qualquer que seja o
passo de discretização h ∈ R∗+, são condições sucientes para que o processo
ARMA seja estacionário:
0 ≤ ν < 1
e
θ > 0.
Demonstração. Nas condições do teorema 5.3, por simplicidade, denoteXk =
X(tk) e u∗k = L(tk)− L(tk − h)−E[L(tk)− L(tk − h)], em que tk = kh para







(1− ν)e−θh + 2ν cos(θh)
]
; (5.37)
φ2 =− ν; (5.38)
β0 =








2] = a2h+ E[Z2]λh, (5.41)
de modo que o processo ARMA(2, 1) pode ser escrito como:












Como discutido na seção 3.1, a estabilidade de um processo ARMA
depende inteiramente dos coecientes da parte autorregressiva. Assim, de
acordo com as equações 3.9 e 3.10, são condições para que a representação
ARMA(2, 1) de um processo de OUG Exponencial Flutuante seja estacioná-
ria:
|φ2| = |ν| < 1 (5.43)
e
|φ1|+ φ2 = |(1− ν)e−θh + 2ν cos(θh)| − ν < 1. (5.44)
Contudo, independentemente do valor de h > 0, a condição 5.44 nunca é
vericada para θ = 0, uma vez que |(1 − ν) + 2ν| − ν = 1 para todo ν que
satisfaz a condição 5.43. Se assumirmos 0 ≤ ν < 1 e θ > 0, segue que:
|(1− ν)e−θh + 2ν cos(θh)| − ν ≤ |(1− ν)e−θh|+ |2ν cos(θh)| − ν
= (1− ν)e−θh + 2ν|cos(θh)| − ν
=
[
(1− ν)e−θh + ν|cos(θh)|
]
+ ν|cos(θh)| − ν.
Nas condições dadas, claramente ν|cos(θh)| − ν ≤ 0. Temos ainda que[
(1− ν)e−θh + ν cos(θh)
]
< 1, já que é um valor intermediário entre uma
função estritamente menor que um, e−θh, e uma função que vale no máximo
um, |cos(θh)|, mas nunca igual a esta, já que ν < 1.
Resulta que, independentemente do passo de discretização h > 0 usado,
são condições sucientes para que o processo ARMA dado pela equação 5.42
seja estacionário:
0 ≤ ν < 1
e
θ > 0.
Corolário 5.5. Nas condições do corolário 5.4 e usando a notação denida
nas equações de 5.36 a 5.42, para todo k ∈ Z∗+, o valor esperado de uma
observação da versão ARMA(2, 1) de um processo de OUG Exponencial Flu-
tuante será dado por:
µX,h =
φ0











2 + (1− φ2)[β20σ2 + (φ1β0β1 + β21)σ2]
(1− φ2)2(1 + φ2)− φ21(1 + φ2)
, (5.46)
e a covariância entre duas observações defasadas n ≥ 2 passos entre si por:
γn,h =φ1γn−1,h + φ2γn−2,h
=
[
(1− ν)e−θh + 2ν cos(θh)
]














Demonstração. Se as condições do corolário 5.4 são satisfeitas, decorre ime-
diatamente da proposição 3.5 que:
µX,h = E[Xk] =
φ0





1− [(1− ν)e−θh + 2ν cos(θh)] + ν
.
Para facilitar a obtenção das equações de Yule-Walker, denote Yk = Xk−
µX,h, do que obtemos:
Yk =Xk − µX,h










=(φ0 + φ1µX,h + φ2µX,h − µX,h) + φ1Yk−1 + φ2Yk−2 + β0u∗k + β1u∗k−1.
Da expressão de µX,h, resultada que (φ0 + φ1µX,h + φ2µX,h − µX,h) = 0,
e podemos escrever o processo ARMA como:




















Como u∗k é a variação do processo de Lévy de (k − 1)h a kh menos sua
média, u∗k é independente das integrais com respeito ao mesmo processo de
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Lévy em intervalos disjuntos, o que é o caso tanto de Yk−1, relacionado à
integral da função resolvente com respeito ao processo de Lévy de 0 a (k−1)h,
como de Yk−2, relacionado à integral da função resolvente com respeito ao























Podemos agora usar estes dois resultados para obtermos:





⇒ γ0,h = φ1γ−1,h + φ2γ−2,h + β20σ2 + (φ1β0β1 + β21)σ2, (5.53)
em que γj,h = Cov(Xk, Xk−j) = E[(Xk − µX,h)(Xk−j − µX,h)] = E[YkYk−j].
Note que γj,h = γ−j,h. E ainda:





⇒ γ1,h = φ1γ0,h + φ2γ−1,h + β1β0σ2; (5.54)





⇒ γ2,h = φ1γ1,h + φ2γ0,h, (5.55)
de maneira que, em geral, para todo n ≥ 2:





⇒ γn,h = φ1γn−1,h + φ2γn−2,h. (5.56)







































2 + (1− φ2)[β20σ2 + (φ1β0β1 + β21)σ2]
(1− φ2)2(1 + φ2)− φ21(1 + φ2)
.
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5.3 Simulação do Processo de OUG do Tipo
Exponencial Flutuante
Nesta seção faremos a comparação de algumas alternativas de simulação de
um Processo de OUG Exponencial Flutuante: a) diretamente a partir da
equação 5.5; b) a partir da ELG com função memória dada pelo teorema
5.1; c) pela relação de recorrência dada pelo teorema 5.2. Particularmente
quando o processo de Lévy é uma difusão com salto, o teorema 5.3 permite
uma alternativa adicional de simulação.
Em quaisquer dos casos, será necessário simular variações independen-
tes, i.e., em intervalos disjuntos, do ruído de Lévy, (L(t); t ≥ 0), dadas por
δL(t) = L(t)− L(t − δt), em que δt > 0 é um passo de discretização conve-
niente. A distribuição de δL(t) depende do tipo de ruído de Lévy. Conside-
raremos dois tipos: ruído α-estável com tendência e difusão com salto. Para
facilitar a discussão, enunciaremos as seguintes proposições que resumem
alguns resultados já analisados:
Proposição 5.2. Seja (L(t); t ≥ 0) um processo de Lévy α-estável com ten-
dência, tal que, para todo t ≥ 0:
L(t) = bt+ aX(t), (5.57)
em que b ∈ R, a ∈ R+ e (X(t); t ≥ 0) é um processo de Lévy α-estável
simétrico padrão, conforme a denição 3.25, com 1 < α ≤ 2. Então a
variação δL(t) = L(t)− L(t− δt), δt ∈ R∗+ xado, tem distribuição:
δL(t) ∼ Sα(a(δt)
1
α , 0, bδt). (5.58)
Demonstração. Da denição 3.25 temos que δX(t) = X(t) − X(t − δt) ∼
Sα((δt)
1
α , 0, 0). Temos ainda:
δL(t) =L(t)− L(t− δt)
=bt− b(t− δt) + a(X(t)−X(t− δt))
=bδt+ aδX(t).
De a > 0, α 6= 1 e das proposições 3.18 e 3.19, segue a tese.
Proposição 5.3. Seja (L(t); t ≥ 0) um processo de Lévy dado por uma
difusão com salto, tal que, para todo t ≥ 0:





em que b ∈ R, a ∈ R+, A = R \ (−c, c), c ∈ R∗+, (W (t); t ≥ 0) é o
processo de Wiener padrão, (N(t, A); t ≥ 0) é a medida aleatória de Poisson
com intensidade λ e o processo de saltos (∆L(t) = L(t) − L(t−); t ≥ 0) tem
tamanho dos saltos distribuído como a variável aleatória Z. Então a variação
δL(t) = L(t)− L(t− δt), δt ∈ R∗+ xado, é dada por:
δL(t) = bδt+ aδW (t) + δLC(t), (5.60)
em que bδt + aδW (t) ∼ N (bδt, a2δt) e (δLC(t); t ≥ 0), independente do
processo de Wiener, é a variação entre t− δt e t de um processo de Poisson
composto com intensidade λ e tamanho dos saltos distribuído como a variável
aleatória Z.
Demonstração. Conforme a equação 3.27:
δL(t) =L(t)− L(t− δt)




















=bδt+ aδW (t) + δLC(t).
As características de δLC(t) são demonstradas na proposição 3.10.
As proposições 5.2 e 5.3 resumem tudo o que é necessário para simular
variações do processo de Lévy em intervalos de tempo de tamanho δt. Para
simular variações de um processo de Lévy α-estável, basta gerar uma variável
aleatória parametrizada como na equação 5.58.
Variações de um processo de Lévy dado por uma difusão com salto po-
dem ser obtidas pela soma entre uma variável aleatória gerada a partir da
distribuição N (bδt, a2δt) e uma outra variável aleatória gerada em duas eta-
pas: inicialmente gera-se um número aleatório n de saltos a partir de uma
distribuição de Poisson com intensidade λδt e, em seguida, geram-se indepen-
dentemente n valores distribuídos como a variável aleatória Z, somando-se,
nalmente, cada um dos n valores obtidos.
Agora podemos detalhar algumas alternativas de simulação de um Pro-
cesso de OUG do Tipo Exponencial Flutuante.
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5.3.1 Soma de Riemann
Usando a denição estendida de integração de Itô para processos integradores
semimartingales, em particular, para um processo de Lévy (L(t); t ≥ 0),
podemos simular aproximadamente o Processo de OUG do Tipo Exponencial
Flutuante diretamente da equação equação 5.5 através da utilização de somas
de Riemann-Stieltjes (Platen & Bruti-Liberati, 2010, equação 1.4.24, pg. 31):
X(tk) = X0
[






(1− ν)e−θ(tk−jδt) + ν cos(θ(tk − jδt))
]
δL(tj+1), (5.61)
em que δt ∈ R∗+ é o passo de discretização, tk = kδt, k ∈ Z∗+, e:
δL(tj+1) = L(tj+1)− L(tj+1 − δt)
= L((j + 1)δt)− L((j + 1)δt− δt)
= L((j + 1)δt)− L(jδt). (5.62)
A simulação, portanto, depende apenas da geração de valores aleatórios
para δL(tj+1), 0 ≤ j ≤ k − 1, o que pode ser feito, conforme o caso, através
da proposição 5.2 ou da proposição 5.3.
5.3.2 Discretização de Euler-Maruyama
A discretização de Euler-Maruyama da EDE:
dX(t) = f(t,X(t))dt+ g(t,X(t))dL(t)
é dada por:4
δX(tk) = f(tk−1, X(tk−1))δt+ g(tk−1, X(tk−1))δL(tk),
em que δt ∈ R∗+ é o passo de discretização, tk = kδt, k ∈ Z∗+, e:
δX(tk) = X(tk)−X(tk − δt)
= X(kδt)−X((k − 1)δt)
= X(tk)−X(tk−1); (5.63)
δL(tk) = L(tk)− L(tk − δt)
= L(kδt)− L((k − 1)δt)
= L(tk)− L(tk−1). (5.64)
4Vide Platen & Bruti-Liberati (2010, equação 5.2.2, p. 246), Kohatsu-Higa & Protter
(1991), Jacod et al. (2005) ou Stein et al. (2016, p. 77).
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O teorema 5.1 permite a utilização do esquema de discretização de Euler-
Maruyama na ELG (equação 3.59) com:
g(tk−1, X(tk−1)) = 1
e








onde γ(t) é a função memória obtida no teorema 5.1 que, por conveniência,
dividimos em duas partes: γ(1−ν)(t) = θ(1−ν)δ0(t) e γν(t) = γ(t)−γ(1−ν)(t).
Veja que a integral anterior também pode ser discretizada, do que obtemos:




e assim, a discretização de Euler-Maruyama da ELG ca:






(δt)2 + δL(tk). (5.65)
Isto implica que:
X(t1) =X0 − θ(1− ν)X0δt− γν(0)X0(δt)2 + δL(t1)
X(t2) =X(t1)− θ(1− ν)X(δt)δt− [γν(δt)X0 + γν(0)X(δt)](δt)2 + δL(t2)
=X(t1)− θ(1− ν)X(t1)δt− [γν(t1)X0 + γν(0)X(t1)](δt)2 + δL(t2)
X(t3) =X(t2)− θ(1− ν)X(2δt)δt
− [γν(2δt)X0 + γν(δt)X(δt) + γν(0)X(2δt)](δt)2 + δL(t3)
=X(t2)− θ(1− ν)X(t2)δt
− [γν(t2)X0 + γν(t1)X(t1) + γν(0)X(t2)](δt)2 + δL(t3)
· · · ,
sendo possível construir recursivamente toda a sequência (X(tk); k ∈ Z∗+),
bastando, novamente, que sejam gerados valores aleatórios para δL(tk).
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5.3.3 Equação de Recorrência do Teorema 5.2
O teorema 5.2 permite uma alternativa mista de simulação que utiliza tanto
recursão como uma soma de Riemann-Stieltjes. Veja que não é possível
simplesmente gerar valores aleatórios e independentes de εk,h, seguindo as
distribuições dadas pelos corolários 5.2 e 5.3, ou pela proposição 5.1, para
então usá-los diretamente na equação de recursão, pois a autocorrelação dos
erros εk,h seria perdida.
É possível, contudo, realizar a integração da equação 5.7 do teorema 5.2
de forma aproximada, numericamente, através de uma soma de Riemann-
Stieljes. Se gerarmos aleatoriamente uma única trajetória do processo de
Lévy, denida pela sequência
(∑
1≤i≤j δL(ti); j ∈ Z∗+
)
, em que ti = iδt e
δL(ti) = L(ti) − L(ti − δt) = L(ti) − L(ti−1), e esta trajetória for utilizada
em todas as somas de Riemann-Stieltjes, a autocorrelação dos erros εk,h será
preservada.
Neste caso, considere que δt > 0 é uma subdivisão do passo de discreti-





M ∈ Z∗+. Uma aproximação por somas de Riemann-Stieltjes da equação 5.7













Adicionalmente, como h = Mδt, podemos usar a equação 5.61 com k = M
para obtermos o valor inicial:
X(h) = X(Mδt) = X(tM) = X0
[






(1− ν)e−θ(tM−jδt) + ν cos(θ(tM − jδt))
]
δL((j + 1)δt), (5.68)
onde tM = Mδt = h. Assim, a partir da simulação da sequência de valores
δL(jδt), com 1 ≤ j ≤ TM , em que T ∈ Z∗+ é o número de pontos com passo
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de discretização h ∈ R∗+ a serem simulados, é possível gerar o valor inicial
X(h) e também os erros (εk,h; k ∈ Z∗+), preservando sua autocorrelação.
Como X(0) é dado, os demais valores X(kh), k ≥ 2, podem ser obtidos
recorrentemente pela equação 5.6.
5.3.4 Processo ARMA do Teorema 5.3
Esta alternativa aplica-se apenas ao caso em que o processo de Lévy é uma
difusão com salto, nas condições do teorema 5.3.
É possível simular os valores uk,h = L(kh) − L((k − 1)h) usando a pro-
posição 5.3 e depois subtrair a média, dada por bh + E[Z]λh, conforme a
parametrização denida na mesma proposição 5.3, do que obtemos a sequên-
cia (u∗k,h; k ∈ Z∗+). Depois é necessário encontrar o valor inicial X(h), o que
pode ser feito utilizando-se a equação 5.68.
A partir daí, resta apenas aplicar recursivamente a equação 5.35.
5.3.5 Comparação das Alternativas de Simulação
Ilustrativamente, as técnicas de simulação descritas nas seções de 5.3.1 a 5.3.4
foram aplicadas com a utilização do software MATLAB R©, simulando Proces-
sos de OUG do Tipo Exponencial Flutuante com ruído de Lévy α-estável
com tendência e também dado por uma difusão com saltos de tamanhos nor-
malmente distribuídos. Os algoritmos correspondentes estão no apêndice B
e os parâmetros usados foram:
(L(t); t ≥ 0) α-estável com tendência
Parâmetro Conjunto 1 Conjunto 2 Conjunto 3 Conjunto 4
ν 0, 2000 0, 1374 0, 1374 0, 1374
θ 0, 5583 0, 1048 0, 1048 0, 1048
a 0, 3000 0, 3000 0, 3000 0, 3000
b 0, 2740 0, 2740 0, 2740 0, 2740
α 1, 85 1, 85 1, 85 1, 85
X0 0 0 0 0
h 1 1 1 1
M 100 100 50 1
T 500 500 500 500
Tabela 5.1: Conjuntos de valores para os parâmetros das simulações com proces-
sos de Lévy α-estáveis com tendência.
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(L(t); t ≥ 0) difusão com salto
Parâmetro Conjunto 1 Conjunto 2 Conjunto 3 Conjuunto 4
ν 0, 2000 0, 1374 0, 1374 0, 1374
θ 0, 5538 0, 1048 0, 1048 0, 1048
a 0, 3000 0, 3000 0, 3000 0, 3000
b 0, 2740 0, 2740 0, 2740 0, 2740
λ 0, 1000 0, 1000 0, 1000 0, 1000
µ∆L −0, 0100 −0, 0100 −0, 0100 −0, 0100
σ2∆L 0, 4000 0, 4000 0, 4000 0, 4000
X0 0 0 0 0
h 1 1 1 1
M 100 100 50 1
T 500 500 500 500
Tabela 5.2: Conjuntos de valores para os parâmetros das simulações com proces-
sos de Lévy dados por difusões com saltos de tamanho normalmente distribuídos.
Para permitir a comparação entre as simulações, foram considerados dois
níveis de discretização, um deles dado por h ∈ R∗+ e outro por δt, que cor-
responde a uma subdivisão de h em M partes, num total de T passos de
discretização de tamanho h ou, equivalentemente, TM passos de discretiza-
ção de tamanho δt. Os processos simulados foram comparados considerando
o passo de discretização h, obtendo-se os seguintes resultados:
Figura 5.1: Trajetórias simuladas com ruído α-estável usando o Conjunto 1 de
parâmetros.
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Figura 5.2: Autocorrelações dos processos simulados com ruído α-estável usando
o Conjunto 1 de parâmetros.
Figura 5.3: Trajetórias simuladas com ruído α-estável usando o Conjunto 2 de
parâmetros.
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Figura 5.4: Autocorrelações dos processos simulados com ruído α-estável usando
o Conjunto 2 de parâmetros.
Figura 5.5: Trajetórias simuladas com ruído α-estável usando o Conjunto 3 de
parâmetros.
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Figura 5.6: Autocorrelações dos processos simulados com ruído α-estável usando
o Conjunto 3 de parâmetros.
Figura 5.7: Trajetórias simuladas com ruído α-estável usando o Conjunto 4 de
parâmetros.
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Figura 5.8: Autocorrelações dos processos simulados com ruído α-estável usando
o Conjunto 4 de parâmetros.
Figura 5.9: Trajetórias simuladas com ruído dado por difusão com salto usando
o Conjunto 1 de parâmetros.
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Figura 5.10: Autocorrelações dos processos simulados com ruído dado por difusão
com salto usando o Conjunto 1 de parâmetros.
Figura 5.11: Trajetórias simuladas com ruído dado por difusão com salto usando
o Conjunto 2 de parâmetros.
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Figura 5.12: Autocorrelações dos processos simulados com ruído dado por difusão
com salto usando o Conjunto 2 de parâmetros.
Figura 5.13: Trajetórias simuladas com ruído dado por difusão com salto usando
o Conjunto 3 de parâmetros.
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Figura 5.14: Autocorrelações dos processos simulados com ruído dado por difusão
com salto usando o Conjunto 3 de parâmetros.
Figura 5.15: Trajetórias simuladas com ruído dado por difusão com salto usando
o Conjunto 4 de parâmetros.
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Figura 5.16: Autocorrelações dos processos simulados com ruído dado por difusão
com salto usando o Conjunto 4 de parâmetros.
Tanto as simulações com ruído α-estável como com ruído dado por difusão
com salto levam a conclusões semelhantes:
• As discretizações de processos de OUG do Tipo Exponencial Flutuante
podem ter funções de autocorrelação que oscilam de forma amortecida,
conforme a proposta deste trabalho;
• As simulações por soma de Riemann e por Euler-Maruyama pratica-
mente coincidem, validando, nos casos especícos destes conjuntos de
parâmetros, a expressão para a função memória demonstrada no teo-
rema 5.1;
• As simulações baseadas em uma equação de recorrência, seja a do te-
orema 5.2 ou a do teorema 5.3, diferem mais notavelmente em relação
às simulações por soma de Riemann e por Euler-Maruyama quando
a autocorrelação oscila com uma maior frequência, como é o caso do
Conjunto 1 de parâmetros;
• No caso do ruído de Lévy dado por difusão com salto, as simulações
baseadas em recorrência praticamente coincidem, exemplicando a va-
lidade do teorema 5.3;
• A redução da diferença entre o passo de discretização δt > 0 das simula-
ções por soma de Riemann e Euler-Maruyama e o passo de discretização
h ≥ δt das simulações por recorrência aproxima os resultados simula-
dos, mas mesmo quando M = 1 ⇒ h = δt, no caso do Conjunto 4 de
parâmetros, ainda há diferenças perceptíveis.
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5.4 Estimação do Processo de OUG do Tipo
Exponencial Flutuante
Os resultados da seção 5.2 dão as seguintes alternativas de estimação, con-
forme o ruído de Lévy do processo de OUG Exponencial utuante:
• Processo de Lévy α-estável com tendência: o corolário 5.2 per-
mite a estimação por máxima verossimilhança, usando a equação 3.81;
• Processo de Lévy de difusão com salto, com primeiro e se-
gundo momentos nitos: o corolário 5.3 permite a estimação por
máxima verossimilhança, usando a fórmula da inversão;
• Processo de Lévy de difusão com salto, com tamanho dos sal-
tos normalmente distribuídos: a proposição 5.1 mostra que o pro-
cesso de erros da equação de recorrência dada pelo teorema 5.2 pode
ser visto como variações em intervalos constantes de um processo de
difusão com salto e fornece uma função densidade de probabilidade
aproximada para o tamanho destes saltos, permitindo uma alternativa
de estimação por máxima verossimilhança;
• Processo de Lévy de difusão com salto, com primeiro e se-
gundo momentos nitos: quando a frequência de amostragem for
sucientemente alta, o teorema 5.3 permite a utilização de qualquer
técnica de estimação para processos ARMA, incluindo máxima verossi-
milhança e variações de métodos de mínimos quadrados ou de momen-
tos, com as devidas alterações para levar em conta a hipótese sobre a
distribuição do ruído branco e a informação contida na estrutura dos
coecientes dada pelas equações de 5.36 a 5.40.
Exemplicaremos a estimação do processo de OUG do Tipo Exponencial
Flutuante quando o ruído de Lévy é α-estável com tendência e quando é uma
difusão com saltos de tamanhos normalmente distribuídos.
No primeiro caso, usaremos máxima verossimilhança a partir da distribui-
ção de εk,h obtida no corolário 5.2. No segundo caso, nos valeremos do teo-
rema 5.3 para aplicar uma versão adaptada do método de Hannan-Rissanen,5
que permite obter uma estimativa do ruído branco. Esta estimativa, por sua
vez, permite ajustar os parâmetros do ruído de Lévy, conforme descrito na
seção 3.2.2, e os coecientes do processo ARMA por mínimos quadrados.
5Vide Durbin (1960), Hannan & Rissanen (1982), Hannan & Kavalieris (1984) e
Brockwell & Davis (2016, cap. 5).
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5.4.1 Estimação por Máxima Verossimilhança
Para simplicar a exposição, tome um passo de discretização h ∈ R∗+ xado,
uma amostra de tamanho T ∈ Z∗+, tempos tk = kh, 1 ≤ k ≤ T inteiro,
e, dado o processo de OUG Exponencial Flutuante (V (t); t ≥ 0), denote
Vk = V (tk) = V (kh) e εk = εk,h. Denote ainda:
φ1 =
[
(1− ν)e−θh + 2ν cos(θh)
]
; (5.69)
φ2 =− ν, (5.70)
de modo que a equação de recorrência do teorema 5.2 ca:
Vk+1 = φ1Vk + φ2Vk−1 + εk, (5.71)
com V0 um valor inicial dado.
Considere, inicialmente, o caso em que o ruído de Lévy do processo
(V (t); t ≥ 0) é α-estável. Assim, sejam (X(t); t ≥ 0) um processo de Lévy
α-estável simétrico padrão com 1 < α ≤ 2 e (L(t); t ≥ 0) um processo de
Lévy α-estável com tendência, tal que L(t) = bt+ aX(t), b ∈ R e a ∈ R∗+.
















Assim, se fS(·|Θ) é a função densidade de probabilidade da distribuição















em que x̂ denota um estimador do parâmetro x.
Veja que conhecemos apenas os valores (Vk; 1 ≤ k ≤ T ) e V0. Logo,
a cada estimativa para os valores φ1 e φ2 na equação 5.71, obtemos uma
sequência diferente de estimativas para εk = Vk+1 − φ1Vk − φ2Vk−1, que são
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usadas como argumento de fS(·|Θ). Assim, o programa de otimização da
equação 5.74 deve escolher não apenas estimadores para os parâmetros da
distribuição Sα(σε, 0, µε), mas também estimadores para φ1 e φ2 que gerem
a sequência de erros que tenha a maior chance de ter vindo da distribuição
α-estável com os parâmetros estimados.
A partir de φ̂1 e φ̂2, pelas equações 5.69 e 5.70 obtemos θ̂ e ν̂,6 o que









, em que as
funções gA(t) e gB(t) são denidas pelas equações 5.11 e 5.12. Deste valor
e de σ̂ε, pela equação 5.72, obtemos â. Finalmente, de µ̂ε obtemos b̂ pela
equação 5.73.
Por m, cabe comentar que uma metodologia análoga pode ser utilizada
para estimar, por máxima verossimilhança, o processo de OUG Exponencial
Flutuante com ruído de Lévy dado por difusão com salto, em que b é o
coeciente da tendência, a é o coeciente do processo de Wiener e λ é a













de acordo com a fórmula da inversão; Θ é um vetor conveniente de parâmetros
que incluem φ1, φ2,7 b, a, λ e também aqueles que determinam a distribuição
do tamanho dos saltos do ruído de Lévy; e ϕε(h, u) é a função característica
de εk dada pelo corolário 5.3.
Se, particularmente, o tamanho dos saltos do processo de Lévy for nor-
malmente distribuído, a proposição 5.1 mostra que εk corresponde à variação
de um processo de difusão com salto, conforme a equação 5.21, e fornece uma
expressão aproximada para a função densidade de probabilidade do tamanho
dos saltos, que pode ser usada na denição de ϕε(h, u) usando a Fórmula de
Lévy-Khintchine.
6Alternativamente, é possível usar as equações 5.69 e 5.70 no próprio programa de
otimização e estimar, diretamente, ν e θ no vetor de parâmetros, em vez de φ1 e φ2.
7Ou, diretamente, ν e θ, em vez de φ1 e φ2.
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5.4.2 Estimação do Processo ARMA
Para o caso em que o ruído de Lévy do processo de OUG Exponencial
Flutuante (V (t); t ≥ 0) é uma difusão com saltos de tamanhos normal-
mente distribuídos, utilizaremos o teorema 5.3. Assim, seja (L(t); t ≥ 0)
um processo de Lévy dado por uma difusão com salto e denido por L(t) =
bt + aW (t) +
∫
A
xN(t, dx), em que b ∈ R, a > 0, c > 0, A = R \ (−c, c), a
medida aleatória de Poisson tem intensidade λ e a distribuição dos saltos é
N (µ∆L, σ2∆L).
De maneira semelhante ao que foi feito na seção 5.4.1, tome um passo de
discretização h ∈ R∗+ xado, uma amostra de tamanho T ∈ Z∗+, tempos tk =
kh, 1 ≤ k ≤ T inteiro, e, dado o processo de OUG Exponencial Flutuante
(V (t); t ≥ 0), denote Vk = V (tk) = V (kh). Considere, ainda, a notação




















2] = a2h+ (σ2∆L + µ
2
∆L)λh,
de modo que o processo ARMA(2, 1), de acordo com o teorema 5.3, pode ser
escrito como:





em que (u∗k; k ∈ Z∗+) é um ruído branco i.i.d. dado por u∗k = L(tk)− L(tk −
h)− E[L(tk)− L(tk − h)].
O fundamento do método que usaremos para obter estimativas do ruído
branco é o fato de que, além da representação MA(∞), com visto na proposi-
ção 3.5, um processo ARMA(p, q) estacionário e sem raízes comuns também
admite uma representação autorregressiva de ordem innita, AR(∞). Adicio-
nalmente, se β(L) é o ltro correspondente à componente MA(q) do processo
ARMA (p, q), conforme a denição 3.12, e satisfaz às condições de estabili-
dade da denição 3.10, então, pela proposição 3.3, seu ltro inverso β(L)−1
possui coecientes absolutamente somáveis e o processo ARMA(p, q) é dito
inversível,8 de modo que sua equação:
8Como ressaltado por Hayashi (2000, p. 383), existência de inverso e inversibilidade são
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φ(L)Vk = φ0 + β(L)u
∗
k








Com base neste argumento, é possível tentar estimar o ruído branco
(u∗k; k ∈ Z∗+), não observável, usando o resíduo da estimação de um pro-
cesso autorregressivo sucientemente longo. Esta ideia, proposta por Durbin
(1960), foi aprimorada em Hannan & Rissanen (1982) e Hannan & Kavalieris
(1984), dando orgiem ao método de Hannan-Rissanen. A partir daí, é pos-
sível estimar os parâmetros do processo de Lévy, cuja variação corresponde
ao ruído branco, o que é feito por máxima verossimilhança, considerando
que a função densidade de probabilidade adequada é uma soma de normais,
como descrito na seção 3.2.2. O número de termos autorregressivos usados
para obter as estimativas do ruído branco será aquele que resulte na maior
log-verossimilhança máxima.
Ao contrário do que usualmente ocorre na aplicação do método de Hannan-
Rissanen,9 contudo, temos informações adicionais não disponíveis quando
não se conhece o processo gerador da discretização ARMA: a distribuição do
ruído branco e o fato de que todos os coecientes cam determinados pelos
valores de ν, θ e dos parâmetros do ruído de Lévy. Assim, como os parâme-
tros do ruído de Lévy já foram estimados em uma etapa anterior, é possível
obter as estimativas ν̂ e θ̂ por mínimos quadrados.
A estratégia de estimação que estamos propondo, portanto, tem a seguinte
estrutura:
• Considere um processo AR(m), T > m > 2, a partir do qual queremos
estimar o ruído branco:10
Vk = φm,0 + φm,1Vk−1 + · · ·+ φm,mVk−m + û∗k,
conceitos diferentes: como β0 6= 0, β(L) sempre possui inverso, mesmo que a condição de
estabilidade não seja satisfeita, mas, neste caso, não é possível garantir que os coecientes
do ltro inverso sejam absolutamente somáveis.
9Vide Brockwell & Davis (2016, p. 37 e 38), por exemplo.
10Se houver indícios de que se trata de um processo AR(1), como discutido no capítulo
4, basta tomar m = 1, o que resulta φ̂1 = φ̂1,1, φ2 = β1 = 0 e û∗k = û
∗
1,k = Ŷk − φ̂1Ŷk−1,
T ≥ k ≥ 2, e usar estes valores nas etapas seguintes.
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que, denindo Yk = Vk − E[Vk] = Vk − µV , pode ser reescrito como:
Yk = φm,1Yk−1 + · · ·+ φm,mYk−m + û∗k,
• Usando a média amostral de (Vk; 1 ≤ k ≤ T ) como estimador de µV , ob-
tenha as estimativas φ̂m,1, · · · , φ̂m,m a partir de Ŷk = Vk− 1T
∑
1≤k≤T Vk
por mínimos quadrados, pelas equações de Yule-Walker ou por outro
método adequado para a estimação de processos autorregressivos puros;
• Obtenha as estimativas (û∗m,k; k ∈ {m+1, · · · , T}) para o ruído branco
a partir dos resíduos da estimação do processo AR(m):
û∗m,k = Ŷk − φ̂m,1Ŷk−1 − · · · − φ̂m,mŶk−m; (5.78)
























fN (x|b∗h+ jµ∆X , a2h+ jσ2∆X),
dado que o processo de Lévy é uma difusão com saltos de tamanhos
normalmente distribuídos, e, como E[u∗k] = b
∗h + µ∆Lλh = 0,12 assu-
miremos b∗ = −µ∆Lλ;
• Selecione a ordem m0 do processo autorregressivo AR(m0) para a qual
a estimativa Θ̂m0 corresponda ao menor valor de algum critério de
informação, como de Akaike (Akaike Information Criterion, AIC) ou
11De fato, é usada uma versão convenientemente truncada em um número nito de
termos desta equação, de acordo com o exposto na seção 3.2.2.
12A distribuição de (u∗k; k ∈ Z+) é apenas uma translação em relação à distribuição
de (uk; k ∈ Z+), então também corresponde à variação de um processo de difusão com
salto em que nem o coeciente do processo de Wiener, relacionado à dispersão, e nem
os parâmetros o processo de Poisson composto, relacionados aos saltos, são alterados,
mas apenas o coeciente da tendência, que estamos representando por b∗ e é obtido pela
aplicação da proposição 3.10.
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Schwarz (Bayesian Information Criterion, BIC), considerando T pon-
tos amostrais e m+ 4 parâmetros: a ordem do processo AR(m) e mais
os quatro parâmetros do vetor Θ que denem a distribuição do ruído
branco;13
• Estime Φ = (ν, θ)′ por mínimos quadrados usando os valores Θ̂m0 e
a informação sobre a estrutura da discretização ARMA do processo






















lembrando que os coecientes do processo ARMA da equação 5.50 são
determinados pelos vetores de parâmetros Θ e Φ, conforme as equações
de 5.37 a 5.40;
• Finalmente, obtenha uma estimativa de φ0 pela equação 5.45 do coro-
lário 5.5:








(1− φ̂1 − φ̂2),





Uma possível alteração nesta estratégia é, em vez de selecionar m0 com
base num critério de informação a partir da log-verossimilhança da estimação
13Na prática, é necessário limitar o conjunto de valores para m que serão testados, tanto
para que os (T −m) pontos amostrais restantes ainda permitam uma estimação adequada
na próxima etapa como por uma questão de demanda computacional.
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e escolher a ordem m0 do processo AR(m0) tal que seja obtido o menor valor




em que T −m− 1 é o número de termos do somatório na equação 5.79.
5.4.3 Teste das Metodologias de Estimação do Processo
de OUG Exponencial Flutuante via Simulação
A simulação por soma de Riemann-Stieltjes foi usada para realizar a prova
de conceito das alternativas para estimação de processos de OUG do tipo
Exponencial Flutuante que foram propostas nas seções 5.4.1 e 5.4.2, usando
o Conjunto 2 de parâmetros das tabelas 5.1 e 5.2. Os códigos usados para
realizar os testes estão no apêndice B, seção B.4.
Os resultados obtidos para a estimação por máxima verossimilhança,
como descrito na seção 5.4.1, foram:
Estimação por Máxima Verossimilhança
ν θ a b α
Parâmetro 0,1374 0,1048 0,3000 0,2740 1,8500
Média 0,1010 0,7696 0,3222 -12,5690 1,8598
Mediana 0,0492 0,0655 0,3135 0,1494 1,8654
Desvio padrão 0,1767 7,6972 0,0514 470,5512 0,0720
Quantil 5% 0,0000 0,0403 0,2965 0,0898 1,7957
Quantil 95% 0,5879 0,1199 0,3475 0,2744 1,9258
Tabela 5.3: Valores paramétricos e respectivas estatísticas descritivas das esti-
mativas, como descrito na seção 5.4.1, obtidas em 1000 simulações de estimações
por máxima verossimilhança, usando amostras com 1000 pontos amostrais, passo
de discretização h = 1 e δt = h/100.
Conquanto este seja apenas um exemplo e não uma avaliação rigorosa, o
exercício permite notar que, embora todos os verdadeiros parâmetros estejam
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entre os percentis 5% e 95% do conjunto de valores estimados, houve uma
dispersão consideravelmente alta na estimação de θ e b, indicando que os
estimadores destes parâmetros não são ecientes. Esta dispersão, contudo,
está associada à ocorrência de valores extremos e assimétricos, o que pode ser
notado pelo fato de que, no caso destes parâmetros, a mediana das estimativas
simuladas está muito mais próxima do valor paramétrico que a média.
Alternativas ingênuas para tentar reduzir esta diculdade incluem reali-
zar a otimização por máxima verossimilhança com conjuntos diferentes de
valores iniciais, buscando identicar estimativas com valores extremos a se-
rem descartadas, ou usar limites máximos e mínimos mais rígidos para as
estimativas.14
Adicionalmente, usamos o algoritmo de otimização não linear disponível
no software MATLAB R© através da função fmincon. Outros algoritmos de
otimização podem ter melhor desempenho para este problema particular.
Também foi simulada a estimação do processo ARMA através de uma
versão adaptada do método de Hannan-Rissanen, como descrito na seção
5.4.2. Como sabemos não se tratar de um processo AR(1), caso em que
simplesmente escolheríamos m = 1 e ν = 0, a ordem do processo autor-
regressivo usado para estimar o ruído branco foi escolhida entre os valores
m ∈ {5, 10, 15, 20, 25, 30} pelo critério de informação de Akaike e os coeci-
entes foram estimados por um método de momentos baseado nas equações de
Yule-Walker. Em geral, contudo, é importante avaliar a ordem do processo,
como foi feito no capítulo 4 para o cupom cambial. Os resultados obtidos
estão na tabela 5.4.
Alguns testes mostraram ser necessário limitar o valor máximo de λ em
5, para evitar valores extremos.15 A utilização do critério de informação de
Schwarz (Bayesian Information Criterion, BIC) em vez do critério de infor-
mação de Akaike (Akaike Information Crietrion, AIC) não levou a resultados
notavelmente discrepantes. Também não houve diferenças evidentes com a
troca do método de estimação do processo autorregressivo AR(m).
14Os limites máximos e mínimos usados nesta simulação, conforme o código apresentado
na primeira listagem da seção B.3, linhas 62 e 63, foram: 0 ≤ ν ≤ 1, 0, 001 ≤ θ < ∞,
1, 01 ≤ α ≤ 2, −∞ < µε <∞ e 0, 001 ≤ σε <∞.
15Os resultados exibidos já reetem esta limitação.
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Estimação do Processo ARMA
ν θ a b λ µ∆L σ∆L
Parâmetro 0,1374 0,1048 0,3000 0,2740 0,1000 -0,0100 0,4000
Média 0,5757 0,0750 0,2674 0,1939 0,3874 -0,0226 0,3259
Mediana 0,6012 0,0716 0,2823 0,1888 0,1354 -0,0068 0,3005
Desvio padrão 0,2128 0,0143 0,0471 0,0427 0,5887 0,2607 0,1570
Quantil 5% 0,1625 0,0581 0,1823 0,1316 0,0100 -0,5434 0,1000
Quantil 95% 0,8572 0,1034 0,3056 0,2707 1,4746 0,4005 0,6099
Tabela 5.4: Valores paramétricos e respectivas estatísticas descritivas das esti-
mativas, como descrito na seção 5.4.2, obtidas em 1000 simulações de estimações
pela adaptação do método de Hannan-Rissanen e máxima verossimilhança, usando
amostras com 1000 pontos amostrais, passo de discretização h = 1 e δt = h/100.
Testamos, ainda, a modicação na estratégia de estimação discutida na
seção 5.4.2, em que a escolha da ordem do processo AR(m) é feita pela
minimização do erro quadrático médio, obtendo os resultados consolidados
na tabela 5.5:
Estimação do Processo ARMA
ν θ a b λ µ∆L σ∆L
Parâmetro 0,1374 0,1048 0,3000 0,2740 0,1000 -0,0100 0,4000
Média 0.5262 0.0679 0.2805 0.1734 0.3637 -0.0079 0.3177
Mediana 0.5439 0.0644 0.2926 0.1671 0.1174 -0.0088 0.2919
Desvio padrão 0.2604 0.0179 0.0431 0.0522 0.5765 0.4288 0.1657
Quantil 0.0632 0.0447 0.2097 0.1077 0.0033 -0.7877 0.1000
Quantil 0.8792 0.1024 0.3199 0.2583 1.3808 0.8641 0.6253
Tabela 5.5: Valores paramétricos e respectivas estatísticas descritivas das estima-
tivas, como descrito na seção 5.4.2, obtidas em 1000 simulações de estimações pela
adaptação do método de Hannan-Rissanen com a minimização do erro quadrático
médio e por máxima verossimilhança, usando amostras com 1000 pontos amostrais,
passo de discretização h = 1 e δt = h/100.
Os resultados mostram a média ou a mediana dos valores estimados próxi-
mas do parâmetro real, exceto no caso do parâmetro ν. A estimação, contudo,
parece ser consistente, uma vez que a média das estimativas aproxima-se do
parâmetro real quando aumentamos a frequência de amostragem, mantendo
o intervalo de tempo constante, o que equivale a usar um passo de discreti-
zação menor e uma amostra maior. A descrição das estimativas obtidas com
h = 0.5, δt = h/50 e T = 2000 pode ser vista na tabela 5.6, e com h = 0.1,
δt = h/10 e T = 10000, na tabela 5.7.
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Estimação do Processo ARMA
ν θ a b λ µ∆L σ∆L
Parâmetro 0,1374 0,1048 0,3000 0,2740 0,1000 -0,0100 0,4000
Média 0,4854 0,0678 0,2927 0,1590 0,1692 -0,0161 0,3735
Mediana 0,5546 0,0637 0,2944 0,1504 0,1038 -0,0093 0,3767
Desvio padrão 0,2784 0,0185 0,0123 0,0409 0,3080 0,1248 0,0973
Quantil 5% -0,0491 0,0448 0,2740 0,1066 0,0314 -0,1384 0,2076
Quantil 95% 0,8431 0,1035 0,3068 0,2382 0,4609 0,1049 0,5239
Tabela 5.6: Valores paramétricos e respectivas estatísticas descritivas das esti-
mativas, como descrito na seção 5.4.2, obtidas em 1000 simulações de estimações
pela adaptação do método de Hannan-Rissanen e máxima verossimilhança, usando
amostras com 2000 pontos amostrais, passo de discretização h = 0.5 e δt = h/50.
Estimação do Processo ARMA
ν θ a b λ µ∆L σ∆L
Parâmetro 0,1374 0,1048 0,3000 0,2740 0,1000 -0,0100 0,4000
Média 0,1919 0,0618 0,2996 0,1393 0,1030 -0,0137 0,3922
Mediana 0,1984 0,0604 0,2996 0,1350 0,1013 -0,0117 0,3911
Desvio padrão 0,3690 0,0236 0,0025 0,0528 0,0207 0,0464 0,0404
Quantil 5% -0,4200 0,0275 0,2955 0,0621 0,0718 -0,0936 0,3244
Quantil 95% 0,7657 0,1033 0,3044 0,2325 0,1400 0,0617 0,4616
Tabela 5.7: Valores paramétricos e respectivas estatísticas descritivas das esti-
mativas, como descrito na seção 5.4.2, obtidas em 1000 simulações de estimações
pela adaptação do método de Hannan-Rissanen e máxima verossimilhança, usando
amostras com 10000 pontos amostrais, passo de discretização h = 0.1 e δt = h/10.
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Capítulo 6
Estimação do Processo de OUG
Exponencial Flutuante para o
Cupom Cambial
Os métodos de estimação descritos na seção 5.4 foram aplicados às séries de
cupom cambial para 30, 60, 90, 180, 360 e 720 dias corridos, nos períodos
correspondentes às amostras 1 e 3, como descrito no capítulo 4.
As estimativas obtidas usando máxima verossimilhança, supondo o ruído
de Lévy α-estável, estão nas tabelas 6.1, correspondente à Amostra 1, e 6.3,
correspondente à Amostra 3. As estimativas considerando que o ruído de
Lévy é dado por um processo com saltos de tamanhos normalmente distri-
buídas, obtidas pela estimação do processo ARMA pelo método de Hannan-
Rissanen adaptado, estão nas tabelas 6.2 e 6.4, correspondendo às amostras
1 e 3, respectivamente:
Estimação por Máxima Verossimilhança
Prazo ν θ a b α
30 dias 0,1055 0,0301 0,1608 0,0918 1,5836
60 dias 0,2041 0,0513 0,0972 0,1354 1,5677
90 dias 0,2143 0,0503 0,0827 0,1277 1,5705
180 dias 0,1742 0,0423 0,0757 0,1040 1,7607
360 dias 0,2607 0,0314 0,0726 0,0834 2,0000
720 dias 0,2596 0,0345 0,0704 0,1040 2,0000
Tabela 6.1: Valores estimados dos parâmetros do modelo para o cupom cambial
como um processo de OUG do Exponencial Flutuante, conforme a metodologia
descrita na seção 5.4.1, correspondentes aos dados da Amostra 1.
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Estimação do Processo ARMA
Prazo ν θ a b λ µ∆L σ∆L
30 dias 0,3088 0,0865 0,2019 0,2260 0,2736 -0,0378 0,4439
60 dias 0,2659 0,0570 0,1093 0,1477 0,3477 -0,0170 0,2682
90 dias 0,1049 0,0490 0,0931 0,1251 0,3732 -0,0127 0,2171
180 dias 0,1679 0,0298 0,0734 0,0800 0,5371 -0,0074 0,1339
360 dias 0,3802 0,0222 0,0663 0,0570 0,7130 0,0096 0,1000
720 dias 0,3739 0,0239 0,0909 0,0661 0,1715 0,0587 0,1000
Tabela 6.2: Valores estimados dos parâmetros do modelo para o cupom cambial
como um processo de OUG do Exponencial Flutuante, conforme a metodologia
descrita na seção 5.4.2, correspondentes aos dados da Amostra 1.
Estimação por Máxima Verossimilhança
Prazo ν θ a b α
30 dias 0,3469 0,2168 0,1184 0,5614 2,0000
60 dias 0,3837 0,1604 0,0615 0,3928 2,0000
90 dias 0,3571 0,1785 0,0506 0,4331 2,0000
180 dias 0,4141 0,2007 0,0306 0,5111 1,8399
360 dias 0,2415 0,1387 0,0296 0,3483 2,0000
720 dias 0,2570 0,1883 0,0286 0,5557 2,0000
Tabela 6.3: Valores estimados dos parâmetros do modelo para o cupom cambial
como um processo de OUG do Exponencial Flutuante, conforme a metodologia
descrita na seção 5.4.1, correspondentes aos dados da Amostra 3.
Estimação do Processo ARMA
Prazo ν θ a b λ µ∆L σ∆L
30 dias 0,5757 0,1464 0,1621 0,4026 0,0408 0,0890 0,1000
60 dias 0,5676 0,1009 0,0844 0,2492 0,0449 0,0823 0,1000
90 dias 0,5588 0,1123 0,0706 0,2811 0,0100 0,0446 0,1000
180 dias 0,4232 0,0903 0,0447 0,2137 0,0516 -0,0267 0,1000
360 dias 0,2835 0,0915 0,0408 0,2275 0,0100 -0,0088 0,1000
720 dias 0,4069 0,1265 0,0388 0,3801 0,0100 0,0158 0,1000
Tabela 6.4: Valores estimados dos parâmetros do modelo para o cupom cambial
como um processo de OUG do Exponencial Flutuante, conforme a metodologia
descrita na seção 5.4.2, correspondentes aos dados da Amostra 3.
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No caso especíco das estimativas realizadas a partir do processo ARMA,
é possível vericar se as condições de estabilidade são satisfeitas, lembrando
que são condições sucientes, conforme a proposição 3.3. Como em todos os
casos 1 > ν̂ ≥ 0 e θ̂ > 0, o corolário 5.4 nos garante que as versões ARMA
estimadas são estacionárias.
Também é possível obter o mesmo resultado observando que os valores
absolutos das raízes do polinômio característico são menores que 1, conforme
a denição 3.10, ou que as estimativas dos coecientes φ1 e φ2, como denidos
nas equações 5.37 e 5.38, satisfazem as desigualdades 3.9 e 3.10, o que é
mostrado nas tabelas 6.5 e 6.6.
Os valores dos coecientes e das raízes também são importantes na dis-
cussão sobre a persistência do processo do cupom cambial, o que será tratado
na seção 6.3.
Coecientes Condições (< 1) Raízes
Prazo φ1 φ2 |φ1|+ φ2 |φ1| |z1| |z2|
30 dias 1,2492 -0,3088 0,9404 0,3088 0,9098 0,3394
60 dias 1,2244 -0,2659 0,9585 0,2659 0,9421 0,2822
90 dias 1,0618 -0,1049 0,9569 0,1049 0,9516 0,1102
180 dias 1,1433 -0,1679 0,9754 0,1679 0,9703 0,1730
360 dias 1,3664 -0,3802 0,9862 0,3802 0,9774 0,3890
720 dias 1,3589 -0,3739 0,9850 0,3739 0,9757 0,3832
Tabela 6.5: Condições de estabilidade para os coecientes e para as raízes do
polinômio característico da versão ARMA do processo de OUG Exponencial Flu-
tuante estimado a partir dos dados de cupom cambial da Amostra 1.
Coecientes Condições (< 1) Raízes
Prazo φ1 φ2 |φ1|+ φ2 |φ1| |z1| |z2|
30 dias 1,5056 -0,5757 0,9299 0,5757 0,7587 0,7587
60 dias 1,5203 -0,5676 0,9527 0,5676 0,8614 0,6589
90 dias 1,5049 -0,5588 0,9461 0,5588 0,8383 0,6666
180 dias 1,3699 -0,4232 0,9467 0,4232 0,8994 0,4705
360 dias 1,2185 -0,2835 0,9350 0,2835 0,9053 0,3131
720 dias 1,3299 -0,4069 0,9230 0,4069 0,8528 0,4771
Tabela 6.6: Condições de estabilidade para os coecientes e para as raízes do
polinômio característico da versão ARMA do processo de OUG Exponencial Flu-
tuante estimado a partir dos dados de cupom cambial da Amostra 3.
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Nas seções a seguir, analisaremos a qualidade do ajuste. Os grácos de
diagnóstico referenciados estão no apêndice C.
6.1 Visualização do Ajuste
Uma primeira análise do ajuste pode ser feita pela visualização dos dados
empíricos e do processo ajustado a estes dados. No caso em que a estimação
é feita pela metodologia descrita na seção 5.4.1, temos que, pela equação
5.71:
Vk+1 = φ̂1Vk + φ̂2Vk−1 + ε̂k.
Como temos a estimativa da média de εk, conforme o corolário 5.2, no
qual é denido ε∗k = εk − E[εk], podemos reescrever a equação acima como:
Vk+1 =φ̂1Vk + φ̂2Vk−1 + E[ε̂k] + ε̂
∗
k







em que V̂k+1 é o processo ajustado.
Os grácos com o ajuste do processo de OUG Exponencial Flutuante aos
dados utilizando a relação de recorrência estimada por máxima verossimi-
lhança estão nos grácos C.1 a C.6 para a Amostras 1 e C.7 a C.12 para a
Amostra 3.
Para o caso da estimação feita como descrito na seção 5.4.2, a estimativa
do ruído branco (u∗k; k ∈ Z∗+) é obtida na primeira etapa da metodologia,
pelos resíduos da estimação do processo autorregressivo de ordem elevada,
de acordo com a equação 5.78. Temos, portanto, conforme a equação 5.77:





= V̂k + β̂0û
∗
k, (6.2)
em que V̂k é o processo ajustado. Os grácos com o ajuste do processo
ARMA estimado pelo método de Hannan-Rissanen estão nas guras C.13 a
C.18 para a Amostra 1 e C.19 a C.24 para a Amostra 3.
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6.2 Análise pela Função de Autocorrelação
Uma das motivações para utilizarmos um processo de OUG com uma função
resolvente mais geral é a possibilidade de replicar a estrutura de autocorre-
lação dos dados, dada por uma oscilação amortecida. Fizemos, portanto, a
comparação da autocorrelação dos dados com a autocorrelação de trajetórias
simuladas com os parâmetros estimados usando os algoritmos descritos nas
seções 5.3.1, por soma de Riemann-Stieltjes, e 5.3.3, por recursão.
As comparações da autocorrelação das séries empíricas de cupom cambial
com a autocorrelação de exemplos de trajetórias simuladas usando ruído de
Lévy α-estável estão nas tabelas C.1, para a Amostra 1, e C.2, para a Amostra
3.
As comparações correspondentes quando os exemplos de trajetórias são
simuladas considerando um ruído de Lévy dado por uma difusão com saltos
de tamanhos normalmente distribuídos estão nas tabelas C.3, para a Amostra
1, e C.4, para a Amostra 3.
Também realizamos a simulação de 1000 trajetórias por soma de Riemann-
Stieltjes e 1000 trajetórias por recursão, e exibimos a comparação da função
de autocorrelação empírica de cada série de cupom cambial, para cada uma
das duas amostras analisadas, com a curva das medianas das autocorrelações
simuladas para cada defasagem e com as curvas dos valores correspondentes
aos quantis de 5% e 95% das autocorrelações simuladas para cada defasa-
gem, formando um intervalo de conança ao nível de signicância de 10%.
Os resultados obtidos estão organizados como segue:
• Tabela C.5: intervalos de conança simulados por soma de Riemann-
Stieltjes com ruído de Lévy α-estável e comparados com as séries de
cupom cambial na Amostra 1;
• Tabela C.6: intervalos de conança simulados por recursão com ruído
de Lévy α-estável e comparados com as séries de cupom cambial na
Amostra 1;
• Tabela C.7: intervalos de conança simulados por soma de Riemann-
Stieltjes com ruído de Lévy α-estável e comparados com as séries de
cupom cambial na Amostra 3;
• Tabela C.8: intervalos de conança simulados por recursão com ruído
de Lévy α-estável e comparados com as séries de cupom cambial na
Amostra 3;
• Tabela C.9: intervalos de conança simulados por soma de Riemann-
Stieltjes com ruído de Lévy dado por difusão com salto e comparados
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com as séries de cupom cambial na Amostra 1;
• Tabela C.10: intervalos de conança simulados por recursão com ruído
de Lévy dado por difusão com salto e comparados com as séries de
cupom cambial na Amostra 1;
• Tabela C.11: intervalos de conança simulados por soma de Riemann-
Stieltjes com ruído de Lévy dado por difusão com salto e comparados
com as séries de cupom cambial na Amostra 3;
• Tabela C.12: intervalos de conança simulados por recursão com ruído
de Lévy dado por difusão com salto e comparados com as séries de
cupom cambial na Amostra 3;
6.3 Testes Não-Paramétricos
Também é possível testar a qualidade do ajuste através da comparação entre
as distribuições empíricas do cupom cambial e as distribuições obtidas pela
simulação de uma quantidade elevada de pontos, como aproximações das dis-
tribuições assintóticas. Fizemos estas comparações através de histogramas,1
grácos quantil por quantil (Q-Q) e de frequência relativa acumulada e pelo
teste de Kolmogorov-Smirnov.2
É importante ressaltar que os choques aleatórios innitesimais represen-
tados pelo ruído de Lévy, ou discretos, representados pelos erros εk,h ou pelo
ruído branco u∗k, conforme seja considerada a equação de recorrência 5.6 ou a
equação 5.35 da representação ARMA, possuem persistência. Isto signica
que, mesmo existindo reversão à média, i.e., mesmo que E[Vt+s|Ft] → E[Vt]
em média quadrática quando s→∞, com (Vt; t ≥ 0) ∈ L2(Ω,F , {Ft}t≥0,P),
esta reversão pode ser lenta e, portanto, um choque no tempo t afeta o nível
do processo em (t+ s) com ∞ > s e s muito maior que 0.
Quando está denida, a própria função de autocorrelação é indicativa de
persistência no processo aleatório. No caso de processos lineares discretos,
se a parte autorregressiva tem polinômio de defasagem dado por φ(L) =
1−φ1L−φ2L2− · · ·−φpLp, conforme a equação 3.4, a persistência pode ser
medida por quão próximo de 1 é |zmáx| = max{|z1|, |z2|, · · · , |zp|}, em que zi,
p ≥ i ≥ 1, são as raízes do polinômio caraterístico z2φ(1/z) = zp − φ1zp−1 −
φ2z
p−2−· · ·−φp, supondo que são obedecidas as condições de estabilidade da
denição 3.10. Processos com raízes unitárias são chamados de altamente
1Apresentaremos histogramas normalizados para ter área unitária, de maneira que
servem como aproximações discretas da função densidade de probabilidade.
2Vide, por exemplo, Spanos (1999, cap. 15).
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persistentes, como é tipicamente o caso do passeio aleatório, dado pelo
processo AR(1) com φ(L) = 1− L.
Outra possível medida de persistência é a resposta ao impulso acumulada
(Cumulative Impulse Responde,CIR)), proposta em Andrews & Chen (1994),








Em amostras menores, a persistência pode afetar a distribuição empírica
do processo em nível, pois os parâmetros da distribuição obtida com menos
pontos amostrais têm maior dependência do sinal, da intensidade e da ordem
em que ocorrem os choques, prejudicando a comparação com a distribuição
assintótica. Para contornar este e também outros problemas, relacionados à
estimação por OLS de processos persistentes, as alternativas usuais incluem
usar a primeira diferença do processo, a primeira diferença em logaritmo ou
a variação percentual.
Como pode ser visto pelas tabelas 6.5 e 6.6, há indícios de elevada persis-
tência em todas as séries de cupom cambial e nas duas amostras analisadas,
com φ̂1 + φ̂2 > 0, 9 em todos os casos. Assim, os testes não paramétricos
de qualidade do ajuste não serão aplicados à distribuição cumulativa empí-
rica do processo em nível, mas em primeira diferença, i.e., analisaremos a
distribuição não de (Vk;T ≥ k ≥ 1), mas de (Vk − Vk−1;T ≥ k ≥ 2).
Uma discussão mais detalhada da persistência em séries temporais pode
ser encontrada em Hamilton (1994, cap. 1), no contexto de resposta ao
impulso de equações diferença, e em Kapetanios (2002), Dias & Marques
(2005), Fuhrer (2009) e Hansen & Lunde (2010), no contexto da análise de
dados econômicos.
Nas seções a seguir, faremos a comparação da distribuição cumulativa em-
pírica da primeira diferença das séries de cupom cambial com a distribuição
cumulativa da primeira diferença das séries obtidas pela simulação de 10000
pontos do processo de OUG Exponencial Flutuante usando as estratégias de
simulação discutidas nas seções 5.3.1, via soma de Riemann-Stieltjes, e 5.3.3,
usando a equação de recorrência dada pelo teorema 5.2.
6.3.1 Qualidade do Ajuste da Estimação por Máxima
Verossimilhança
A simulação com ruído α-estável eventualmente gera saltos extremos que
atrapalham a visualização dos histogramas e dos grácos de distribuição
acumulada. Para melhorar a exibição dos resultados, truncamos os dados
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simulados entre os quantis 0,1% e 99,9% nestes grácos. Os grácos Q-Q e
os testes de Kolmogorov-Smirnov, contudo, foram feitos para todos os valores
simulados.
As tabelas 6.7 e 6.8 consolidam os resultados dos testes de Kolmogorov-
Smirnov para as amostras 1 e 3, respectivamente. Os grácos Q-Q, as dis-
tribuições acumuladas e os histogramas de área unitária para a comparação
entre o cupom cambial e os dados simulados, tanto por soma de Riemann
como pela equação de recursão, estão nas tabelas C.13 a C.18 para a Amostra
1 e nas tabelas C.19 a C.24 para a Amostra 3.
Soma de Riemann Recursão
Prazo Estatística KS p-valor Estatística KS p-valor
30 dias 0,0634 0,3466 0,0648 0,3211
60 dias 0,1344 0,0008 0,0738 0,1881
90 dias 0,1659 0,0000 0,0515 0,6127
180 dias 0,0442 0,7908 0,0400 0,8787
360 dias 0,0613 0,3889 0,0512 0,6205
720 dias 0,0676 0,2747 0,0450 0,7723
Tabela 6.7: Testes de Kolmogorov-Smirnov da hipótese nula de que as primei-
ras diferenças das séries do cupom cambial e as primeiras diferenças das séries
simuladas vêm da mesma distribuição na Amostra 1.
Soma de Riemann Recursão
Prazo Estatística KS p-valor Estatística KS p-valor
30 dias 0,3543 0,0000 0,0744 0,6844
60 dias 0,3472 0,0000 0,0932 0,3962
90 dias 0,4081 0,0000 0,1000 0,3116
180 dias 0,4433 0,0000 0,0995 0,3174
360 dias 0,2663 0,0000 0,0845 0,5222
720 dias 0,2519 0,0000 0,0828 0,5493
Tabela 6.8: Testes de Kolmogorov-Smirnov da hipótese nula de que as primei-
ras diferenças das séries do cupom cambial e as primeiras diferenças das séries
simuladas vêm da mesma distribuição na Amostra 3.
6.3.2 Qualidade do Ajuste da Estimação do Processo
ARMA
As tabelas C.25 a C.30 mostram os grácos Q-Q, as distribuições acumuladas
e os histogramas com área unitária quando a simulação é feita por somas de
143
Riemann-Stieltejes ou pela relação de recursão do teorema 5.2 para a Amostra
1. As tabelas C.31 a C.36 mostram as mesmas informações para a Amostra
3.
Os testes de Kolmogorov-Smirnov estão consolidados nas tabelas 6.9 e
6.10.
Soma de Riemann Recursão
Prazo Estatística KS p-valor Estatística KS p-valor
30 dias 0,1806 0,0000 0,0566 0,4892
60 dias 0,0640 0,3366 0,0792 0,1315
90 dias 0,0438 0,8008 0,0539 0,5540
180 dias 0,0429 0,8192 0,0466 0,7334
360 dias 0,0447 0,7792 0,0494 0,6638
720 dias 0,0497 0,6578 0,0398 0.8825
Tabela 6.9: Testes de Kolmogorov-Smirnov da hipótese nula de que as primei-
ras diferenças das séries do cupom cambial e as primeiras diferenças das séries
simuladas vêm da mesma distribuição na Amostra 1.
Soma de Riemann Recursão
Prazo Estatística KS p-valor Estatística KS p-valor
30 dias 0,2461 0,0000 0,0769 0,6439
60 dias 0,2479 0,0000 0,0933 0,3949
90 dias 0,3400 0,0000 0,0962 0,3571
180 dias 0,3297 0,0000 0,0930 0,3987
360 dias 0,3107 0,0000 0,0844 0,5237
720 dias 0,4146 0,0000 0,0899 0,4425
Tabela 6.10: Testes de Kolmogorov-Smirnov da hipótese nula de que as primei-
ras diferenças das séries do cupom cambial e as primeiras diferenças das séries
simuladas vêm da mesma distribuição na Amostra 3.
6.4 Análise dos Resultados
Os resultados obtidos são consistentes com a hipótese de que a simulação por
soma de Riemann apresenta um detalhamento maior do processo contínuo
subjacente que a simulação por equação de recorrência. Esta, por outro lado,
assemelha-se a uma amostra discreta do processo contínuo em que há erros
de medição, como pode ser visto nos exemplos de trajetórias simuladas com
cada algoritmo, exibidos na seção 5.3.5. De fato, a existência de erros na
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medição é o caso usual para séries de dados econômicos e nanceiros, até
mesmo quando medidos em alta frequência, conforme discutido em Hansen
& Lunde (2010).
Como resultado, as simulações por soma de Riemann exibem oscilação
amortecida na mediana e nos intervalos de conança, indicando maior con-
sistência da estrutura de autocorrelação em simulações sucessivas. Por outro
lado, isso torna os erros de ajuste mais evidentes, seja por viés na estimação,
seja pela escolha incorreta do modelo. Isto ca claro, por exemplo, nas gu-
ras da tabela C.5, em que o viés na estimação dos parâmetros resultou em
períodos de oscilação da autocorrelação muito diversos daqueles observados
nos dados.
No caso da tabela C.9, que difere da tabela C.5 unicamente por utilizar um
ruído de Lévy dado por uma difusão com salto, em vez de um ruído α-estável,
o erro na estimação do período de oscilação da autocorrelação é bastante claro
apenas para os prazos de 60 e 90 dias. O ajuste para 30 dias, em especial,
praticamente não viola os intervalos de conança e a função de autocorrelação
empírica segue de muito perto a mediana dos valores simulados. Por um lado,
isso é uma conrmação de que o processo de OUG Exponencial Flutante é
capaz de modelar com grande sucesso a estrutura de autocorrelação do cupom
cambial. Por outro, apesar de não ser possível armar conclusivamente, é
uma indicação de que o ruído por difusão com salto é mais adequado para
modelar o comportamento do cupom cambial que o ruído α-estável.
Já a simulação por recursão apresenta maior variabilidade na estrutura
de autocorrelação e também menor amplitude, como visto na seção 5.3.5,
de modo que, embora cada trajetória em particular apresente autocorrelação
amortecida, o período muda a cada simulação. Consequentemente, nem a
mediana e nem os quantis reetem essa estrutura. Isto resulta em menos
violações dos intervalos de conança, que acabam abarcando diversas con-
gurações de autocorrelação dos dados, como pode ser visto nas tabelas C.6
e C.10.
Mais fundamentalmente que o tipo de simulação usado para avaliar a
qualidade do ajuste, a quantidade de pontos amostrais disponíveis para a
estimação tem papel essencial, uma vez que, com menos pontos amostrais,
há mais chance de estimar parâmetros enviesados. Assim, quando considera-
mos a Amostra 3, com apenas 92 pontos amostrais, a simulação por soma de
Riemann mostra que é possível estimar processos subjacentes com caracte-
rísticas muito diferentes do processo observado empiricamente, tanto quando
avaliamos a qualidade do ajuste pela função de autocorrelação como quando
esta avaliação é feita pela distribuição da primeira diferença. Este fato é
mostrado nas tabelas C.7 e C.11 para o caso da autocorrelação, e nas tabelas
6.10, C.31, C.33 e C.31, no caso da distribuição da primeira diferença.
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Observe que em pequenas amostras, mesmo com a possibilidade de algum
viés nas estimativas dos parâmetros, a falta de detalhamento da simulação
por recursão torna-se uma vantagem. Em aplicações onde a precisão dos
parâmetros do processo contínuo não é essencial, a simulação pela equação
de recorrência do teorema 5.2 ainda é capaz de reproduzir o comportamento
dos dados quando há algum viés na estimativa dos parâmetros, o que não
ocorre com a simulação por soma de Riemann. Isto pode ser visto nas tabelas
C.2, C.4, C.8 e C.12, no caso da auto correlação, e nas tabelas 6.10, C.32,
C.34 e C.32, no caso da distribuição da primeira diferença.
Quando assumimos que o ruído de Lévy é dado por uma difusão com salto,
é possível falar o mesmo da simulação através do processo ARMA denido
no teorema 5.3, conforme o algoritmo detalhado na seção 5.3.4, uma vez
que tanto a simulação por recursão quanto a simulação a partir do processo
ARMA resultam em trajetórias e funções de autocorrelação muito próximas,
como exemplicado nas guras de 5.9 a 5.16.
Em resumo, podemos identicar as seguintes conclusões:
• O processo de OUG Exponencial Flutuante é capaz de modelar de modo
muito preciso o comportamento da função de autocorrelação observada
no cupom cambial, que oscila de forma amortecida;
• As estratégias de estimação propostas, apesar de apresentarem algum
viés, foram capazes de gerar um ajuste de boa qualidade aos dados,
seja por um critério baseado na autocorrelação, seja por critérios não
paramétricos, baseados na distribuição da primeira diferença das séries
de cupom cambial, e este ajuste, como não poderia deixar de ser, é
tanto melhor quanto maior a amostra;
• A simulação por soma de Riemann parece mais capaz de representar
os detalhes do processo de OUG Exponencial Flutuante contínuo, mas
não é adequada para simular e fazer projeções quando os parâmetros
são estimados a partir de amostras de menor tamanho;
• Mesmo quando a estimação é feita com base em uma amostra de apenas
aproximadamente 100 pontos, a equação de recorrência do 5.2 e, no caso
do ruído de Lévy dado por difusão com salto, a representação ARMA
dada pelo teorema 5.3 podem ser usadas para simular e fazer projeções
sobre o comportamento do cupom cambial;
• Há indícios de que a utilização de um ruído de Lévy dado por difu-
são com salto é mais adequado para modelar o cupom cambial que a




Nesta tese, nós estendemos os trabalhos de Medino (2005), dos Santos (2011),
Medino et al. (2012) e Stein et al. (2016), apresentando uma nova classe de
soluções para a ELG (equação 3.52): o processo de OUG do Tipo Expo-
nencial Flutuante, da qual o processo de Ornstein-Uhlenbeck não gaussiano
discutido em Barndor-Nielsen & Shephard (2001) e o processo de OUG Cos-
seno analisado em Stein et al. (2016) são casos especiais. Considerando que
o processo de Ornstein-Ulenbeck clássico possui uma representação discreta
dada por um processo AR(1), a motivação da nossa análise foi buscar solu-
ções da ELG capazes de reproduzir o comportamento de oscilação amortecida
da autocorrelação observada nas séries de cupom cambial, consistentes com
um processo AR(2), além da possibilidade de saltos, conforme discutido nos
capítulos 2 e 4.
As alternativas existentes ou possuem autocorrelação exponencialmente
decrescente, como é o caso do processo de Ornstein-Ulenbeck com ruído de
Lévy, analisado por Barndor-Nielsen & Shephard, ou não possuem versão
discreta estacionária, caso do processo de OUG do Tipo Cosseno, analisado
por Stein et al..
Propusemos, então, a função resolvente dada pela equação 5.1 e prova-
mos que é solução para a equação íntegro-diferencial de Voltera (equação
3.61) quando é utilizada a função memória dada pelo teorema 5.1. Assim, o
processo de OUG resultante da utilização dessa função resolvente, que cha-
mamos de Exponencial Flutuante e é dado pela equação 5.5, é solução para
a ELG quando o ruído de Lévy possui o segundo momento nito (Kannan,
1977), é α-estável com parâmetro de estabilidade 1 < α ≤ 2 (dos Santos,
2011) ou, em geral, é um processo de Lévy qualquer quando a integração
estocástica é denida em termos de convergência em probabilidade (Medino
et al., 2012).
Nós também provamos uma equação de recorrência (teorema 5.2) que
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permite alternativas de estimação e simulação do processo de OUG Expo-
nencial Flutuante através dos corolários 5.2, para o caso α-estável, 5.3, para
o caso de difusão com salto com segundo momento nito, e da proposição
5.1, para o caso particular em que o ruído de Lévy é uma difusão com saltos
de tamanho normalmente distribuídos. Particularmente, provamos ainda, no
teorema 5.3, que quando o ruído de Lévy tem segundo momento nito, dado
por uma difusão com salto, e O(h3)→ 0, em que h é o passo de discretização
da relação de recorrência, o processo de OUG Exponencial Flutuante possui
uma versão discreta dada por um processo ARMA(2, 1) que é estacionário
quando seus parâmetros ν e θ são tais que θ > 0 e 1 > ν ≥ 0 (corolário
5.4). Esta versão discreta linear pode ser usada para modelar, simular e es-
timar processos estacionários para os quais a função de autocorrelação em
amostras nitas apresenta oscilação amortecida, o que não é possível no caso
dos processos de OUG do Tipo Exponencial e do Tipo Cosseno, analisados
em Barndor-Nielsen & Shephard (2001) e Stein et al. (2016), os quais ou
apresentam autocorrelação exponencialmente decrescente, ou não são estaci-
onários em suas versões discretas, embora estas duas alternativas sejam casos
especiais da nova classe de soluções da ELG que propusemos.
Lançando mão dos resultados demonstrados neste trabalho, detalhamos
e testamos quatro metodologias de simulação, na seção 5.3, disponibilizando
o código MATLAB R© para todas elas no apêndice B. Na seção 5.4, ainda
propusemos diversas possibilidades para a estimação do processo de OUG
Exponencial Flutuante, também pela utilização dos resultados demonstrados
anteriormente, conforme o tipo do ruído de Lévy: α-estável, como aplicação
do corolário 5.2; difusão com salto e segundo momento nito, seja utilizando a
distribuição do erro, pela aplicação do corolário 5.3, seja utilizando a versão
ARMA dada pelo teorema 5.3; e difusão com saltos de tamanhos normal-
mente distribuídos, que além de permitir a estimação como caso particular
da aplicação do corolário 5.3 ou do teorema 5.3, também permite a estimação
pela utilização da proposição 5.1. Aplicamos e testamos duas destas alterna-
tivas de estimação, uma quando o ruído de Lévy é α-estável e outra quando
o ruído de Lévy é dado por uma difusão com salto de tamanhos normalmente
distribuídos. Os correspondentes códigos também foram disponibilizados, in-
cluindo duas variantes da metodologia de estimação para o processo de OUG
Exponencial Flutuante quando o ruído de Lévy é dado por uma difusão com
saltos de tamanho normalmente distribuídos.
Dada a discussão sobre as características de processos discretos lineares
que apresentam reversão à média e sua relação com processos contínuos de
Ornstein-Uhlenbeck, realizada no capítulo 3, e dada a argumentação econô-
mica realizada no capítulo 2, que caracteriza o cupom cambial como um
rendimento de conveniência e motiva a utilização de um processo com re-
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versão à média para modelar seu comportamento, o ferramental teórico de-
senvolvido neste trabalho foi aplicado na modelagem das séries de cupom
cambial, buscando reproduzir o comportamento empírico da sua autocorre-
lação, que apresenta uma oscilação amortecida, consistente com um processo
autorregressivo de ordem 2, o que foi analisado econometricamente em grande
detalhe no capítulo 4.
Como resultado, conforme detalhamento feito no capítulo 6, o processo
de OUG Exponencial Flutuante mostrou-se capaz de reproduzir a estrutura
de autocorrelação do cupom cambial com bastante sucesso. Além disso, foi
possível obter uma boa qualidade do ajuste aos dados empíricos nas duas
amostras testadas, seja utilizando intervalos de conança para a função de
autocorrelação, gerados a partir de simulações com os parâmetros estimados,
seja através do teste de Kolmogorov-Smirnov e outras técnicas não paramé-
tricas usadas para comparar a distribuição da primeira diferença dos dados
empíricos com uma estimativa da distribuição assintótica da primeira dife-
rença obtida a partir da simulação de uma série de 10 mil pontos, usando os
parâmetros estimados.
Além das justicativas apresentadas no capítulo 1, relacionadas à aplica-
ção deste trabalho na melhor compreensão da dinâmica do cupom cambial
e na precicação de instrumentos nanceiros que dele dependem, o processo
aqui proposto é, bona de, uma contribuição relevante à literatura sobre a
Equação de Langevin Generalizada e suas soluções.
Como sugestões de pesquisas posteriores para expandir os resultados aqui
descritos, é possível citar:
• Estudo rigoroso das propriedades dos estimadores aqui propostos;
• Pesquisa de novas formas de estimação e simulação;
• Aplicação do processo de OUG Exponencial Flutuante a outras séries
de dados, de qualquer natureza;
• Pesquisa de classes mais amplas de soluções da ELG, possivelmente,
possuindo representações ARMA de maior ordem ou outras represen-
tações discretas mais adequadas a problemas especícos;
• Desenvolvimento de um modelo econômico estrutural, possivelmente de
equilíbrio geral dinâmico estocástico, que justique o comportamento
do cupom cambial conforme o modelo de forma reduzida aqui proposto;
• Aplicação do processo de OUG Exponencial Flutuante à precicação
de instrumentos derivativos de cupom cambial, desenvolvimento de es-
tratégias de negociação e formulação de política econômica.
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Apêndice A
Resultados para a Análise
Econométrica do Cupom Cambial
A.1 Amostra 1
As tabelas e grácos abaixo referem-se às mesmas ferramentas de identica-
ção do processo AR aplicadas à série c030d na seção 4.3.1.
A.1.1 Série c060d
Amostra 1 - Série c060d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.1: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c060d na Amostra 1. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 1 - Série c060d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 89, 62% −0, 3950 −0, 3641 −0, 3825
AR(2) 90, 04% −0, 4313 −0, 3849 −0, 4125
AR(3) 90, 02% −0, 4253 −0, 3634 −0, 4003
Tabela A.2: R2 ajustado e critérios de informação das especicações testadas
para a série c060d na Amostra 1.
Amostra 1 - Série c060d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 204 0, 204 9, 2847
2 −0, 034 −0, 080 9, 5496 0, 002
3 −0, 031 −0, 008 9, 7687 0, 008
4 −0, 017 −0, 012 9, 8373 0, 020
5 0, 034 0, 039 10, 094 0, 039
6 0, 044 0, 028 10, 535 0, 061
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.3: Autocorrelação (AC), autocorrelação parcial (PAC), correspondentes
intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de zero,
estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrelação para
as primeiras 6 defasagens nos resíduos da especicação AR(1) para a série c060d
da Amostra 1.
Amostra 1 - Série c060d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 019 0, 019 0, 0791
2 −0, 055 −0, 055 0, 7501
3 −0.001 0, 001 0, 7506 0, 386
4 0, 000 −0, 003 0, 7506 0, 687
5 0, 049 0, 049 1, 2936 0, 731
6 0.059 0, 057 2, 0728 0, 722
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.4: Autocorrelação (AC), autocorrelação parcial (PAC), correspondentes
intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrelação
das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c060d na
Amostra 1.
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Amostra 1 - Série c060d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0041 0, 0267
AR(2) 0, 2252 0, 3537
H0: Não há correlação serial nos resíduos.
Tabela A.5: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c060d na Amostra 1.
Amostra 1 - ACF e PACF da Série c060d
Defasagem AC PAC Estatística Q p-valor
1 0, 945 0, 945 198, 27 0, 000
2 0, 873 −0, 189 368, 17 0, 000
3 0, 806 0, 034 513, 59 0, 000
4 0, 742 −0, 025 637, 39 0, 000
5 0, 682 0, 002 742, 55 0, 000
6 0, 624 −0, 028 831, 04 0, 000
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.6: Valores da ACF e da PACF para as primeiras seis defasagens da
série c060d na Amostra 1, correspondentes intervalos de conança (IC) aos níveis
de signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.1: Gráco da função de autocorrelação da série c060d na Amostra 1.
A.1.2 Série c090d
Amostra 1 - Série c090d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.7: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c090d na Amostra 1. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 1 - Série c090d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 90, 60% −0, 7317 −0, 7008 −0, 7192
AR(2) 90, 91% −0, 7610 −0, 7146 −0, 7422
AR(3) 90, 90% −0, 7553 −0, 6934 −0, 7303
Tabela A.8: R2 ajustado e critérios de informação das especicações testadas
para a série c090d na Amostra 1.
Amostra 1 - Série c090d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 191 0, 191 8, 0949
2 −0, 042 −0, 081 8, 4891 0, 004
3 −0, 008 0, 017 8, 5019 0, 014
4 −0, 071 −0, 080 9, 6510 0, 022
5 0, 007 0, 040 9, 6614 0, 047
6 0, 070 0, 054 10, 775 0, 056
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.9: Autocorrelação (AC), autocorrelação parcial (PAC), correspondentes
intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de zero,
estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrelação para
as primeiras 6 defasagens nos resíduos da especicação AR(1) para a série c090d
da Amostra 1.
Amostra 1 - Série c090d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 020 0, 020 0, 0861
2 −0, 065 −0, 065 1, 0284
3 0, 032 0, 035 1, 2649 0, 261
4 −0, 059 −0, 065 2, 0470 0, 359
5 0, 024 0, 032 2, 1811 0, 536
6 0, 086 0, 076 3, 8809 0, 422
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.10: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c090d
na Amostra 1.
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Amostra 1 - Série c090d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0077 0, 0271
AR(2) 0, 1694 0, 1138
H0: Não há correlação serial nos resíduos.
Tabela A.11: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c090d na Amostra 1.
Amostra 1 - ACF e PACF da Série c090d
Defasagem AC PAC Estatística Q p-valor
1 0, 952 0, 952 201, 13 0, 000
2 0, 888 −0, 190 377, 04 0, 000
3 0, 830 0, 049 531, 21 0, 000
4 0, 772 −0, 039 665, 50 0, 000
5 0, 724 0, 067 784, 00 0, 000
6 0, 678 −0, 030 888, 49 0, 000
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.12: Valores da ACF e da PACF para as primeiras seis defasagens da
série c090d na Amostra 1, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
155
Figura A.2: Gráco da função de autocorrelação da série c090d na Amostra 1.
A.1.3 Série c180d
Amostra 1 - Série c180d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.13: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c180d na Amostra 1. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 1 - Série c180d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 94, 84% −1, 2751 −1, 2442 −1, 2626
AR(2) 95, 02% −1, 3053 −1, 2588 −1, 2865
AR(3) 95, 06% −1.3096 −1, 2477 −1, 2846
Tabela A.14: R2 ajustado e critérios de informação das especicações testadas
para a série c180d na Amostra 1.
Amostra 1 - Série c180d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 201 0, 201 9, 0138
2 −0, 079 −0, 125 10, 417 0, 001
3 −0, 066 −0, 024 11, 402 0, 003
4 −0, 161 −0, 160 17, 251 0, 001
5 0, 037 0, 105 17, 562 0, 002
6 0, 097 0, 035 19, 713 0, 001
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.15: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c180d da Amostra 1.
Amostra 1 - Série c180d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 034 0, 034 0, 2625
2 −0, 103 −0, 105 2, 6508
3 −0, 013 −0, 005 2, 6879 0, 101
4 −0, 156 −0, 169 8, 1891 0, 017
5 0, 064 0, 077 9, 1213 0, 028
6 0, 115 0, 076 12, 125 0, 016
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.16: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c180d
na Amostra 1.
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Amostra 1 - Série c180d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0021 0, 0013
AR(2) 0, 0134 0, 0036
H0: Não há correlação serial nos resíduos.
Tabela A.17: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c180d na Amostra 1.
Amostra 1 - ACF e PACF da Série c180d
Defasagem AC PAC Estatística Q p-valor
1 0, 971 0, 971 209, 15 0, 000
2 0, 930 −0, 204 402, 15 0, 000
3 0, 894 0, 086 581, 19 0, 000
4 0, 862 0, 035 748, 64 0, 000
5 0, 840 0, 122 908, 16 0, 000
6 0, 814 −0, 111 1058, 9 0, 000
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.18: Valores da ACF e da PACF para as primeiras seis defasagens da
série c180d na Amostra 1, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.3: Gráco da função de autocorrelação da série c180d na Amostra 1.
A.1.4 Série c360d
Amostra 1 - Série c360d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.19: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c360d na Amostra 1. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 1 - Série c360d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 97, 31% −1, 5757 −1, 5447 −1, 5632
AR(2) 97, 47% −1, 6335 −1, 5871 −1, 6148
AR(3) 97, 52% −1, 6477 −1, 5858 −1, 6227
Tabela A.20: R2 ajustado e critérios de informação das especicações testadas
para a série c360d na Amostra 1.
Amostra 1 - Série c360d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 259 0, 259 14, 863
2 −0, 086 −0, 164 16, 529 0, 000
3 −0, 096 −0, 030 18, 578 0, 000
4 −0, 221 −0, 219 29, 622 0, 000
5 −0, 029 0, 089 29, 808 0, 000
6 0, 080 0, 008 31, 255 0, 000
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.21: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c360d da Amostra 1.
Amostra 1 - Série c360d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 048 0, 048 0, 5168
2 −0, 136 −0, 139 4, 6350
3 −0, 020 −0, 006 4, 7209 0, 030
4 −0, 209 −0, 232 14, 598 0, 001
5 0, 015 0, 037 14, 647 0, 002
6 0, 127 0, 062 18, 333 0, 001
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.22: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c360d
na Amostra 1.
160
Amostra 1 - Série c360d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0000 0, 0000
AR(2) 0, 0118 0, 0003
H0: Não há correlação serial nos resíduos.
Tabela A.23: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c360d na Amostra 1.
Amostra 1 - ACF e PACF da Série c360d
Defasagem AC PAC Estatística Q p-valor
1 0, 978 0, 978 212, 32 0, 000
2 0, 948 −0, 182 412, 92 0, 000
3 0, 921 0, 055 602, 80 0, 000
4 0, 897 0, 069 783, 93 0, 000
5 0, 880 0, 102 958, 91 0, 000
6 0, 861 −0, 072 1127, 4 0, 000
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.24: Valores da ACF e da PACF para as primeiras seis defasagens da
série c360d na Amostra 1, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.4: Gráco da função de autocorrelação da série c360d na Amostra 1.
A.1.5 Série c720d
Amostra 1 - Série c720d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.25: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c720d na Amostra 1. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 1 - Série c720d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 96, 95% −1, 6444 −1, 6134 −1, 6319
AR(2) 97, 13% −1, 7028 −1, 6564 −1, 6840
AR(3) 97, 17% −1, 7112 −1, 6493 −1, 6862
Tabela A.26: R2 ajustado e critérios de informação das especicações testadas
para a série c720d na Amostra 1.
Amostra 1 - Série c720d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 258 0, 258 14, 804
2 −0, 064 −0, 140 15, 711 0, 000
3 −0, 125 −0, 077 19, 230 0, 000
4 −0, 199 −0, 166 28, 148 0, 000
5 −0, 035 0, 048 28, 424 0, 000
6 0, 078 0, 038 29, 797 0, 000
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.27: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c720d da Amostra 1.
Amostra 1 - Série c720d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 042 0, 042 0, 3857
2 −0, 102 −0, 104 2, 6946
3 −0, 065 −0, 057 3, 6410 0, 056
4 −0, 174 −0, 183 10, 489 0, 005
5 0, 002 0, 003 10, 490 0, 015
6 0, 117 0, 078 13, 605 0, 009
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.28: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c720d
na Amostra 1.
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Amostra 1 - Série c720d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0001 0, 0000
AR(2) 0, 0162 0, 0053
H0: Não há correlação serial nos resíduos.
Tabela A.29: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c720d na Amostra 1.
Amostra 1 - ACF e PACF da Série c720d
Defasagem AC PAC Estatística Q p-valor
1 0, 976 0, 976 211, 67 0, 000
2 0, 944 −0, 199 410, 48 0, 000
3 0, 913 0, 048 597, 35 0, 000
4 0, 888 0, 083 774, 67 0, 000
5 0, 868 0, 097 945, 26 0, 000
6 0, 850 −0, 050 1109, 3 0, 000
IC @5%: ±0, 1324 - IC @10%: ±0, 1112
Tabela A.30: Valores da ACF e da PACF para as primeiras seis defasagens da
série c720d na Amostra 1, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.5: Gráco da função de autocorrelação da série c720d na Amostra 1.
A.2 Amostra 2
As tabelas e grácos abaixo referem-se às análises da seção 4.3.2.
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A.2.1 Série c030d
Amostra 2 - Série c030d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.31: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c030d na Amostra 2. Erros-padrão estimados com a
correção de White para heterocedasticidade.
Amostra 2 - Série c030d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 83, 61% 0, 7221 0.7660 0, 7399
AR(2) 84, 22% 0, 6913 0, 7571 0, 7180
AR(3) 84, 18% 0, 7017 0, 7895 0, 7374
Tabela A.32: R2 ajustado e critérios de informação das especicações testadas
para a série c030d na Amostra 2.
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Amostra 2 - Série c030d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 206 0, 206 5, 6971
2 −0, 063 −0, 110 6, 2260 0, 013
3 −0, 091 −0, 057 7, 3416 0, 025
4 0, 056 0, 087 7, 7772 0, 051
5 0, 078 0, 037 8, 6212 0, 071
6 −0, 020 −0, 045 8, 6753 0, 123
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.33: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c030d da Amostra 2.
Amostra 2 - Série c030d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 031 0, 031 0, 1318
2 −0, 058 −0, 059 0, 5799
3 −0, 065 −0, 062 1, 1581 0, 282
4 0, 088 0, 089 2, 2197 0, 330
5 0, 098 0, 086 3, 5454 0, 315
6 −0, 027 −0, 028 3, 6499 0, 455
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.34: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c030d
na Amostra 2.
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Amostra 2 - Série c030d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0244 0, 0592
AR(2) 0, 0613 0, 1757
H0: Não há correlação serial nos resíduos.
Tabela A.35: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c030d na Amostra 2.
Amostra 2 - ACF e PACF da Série c030d
Defasagem AC PAC Estatística Q p-valor
1 0, 914 0, 914 111, 98 0, 0004
2 0, 803 −0, 197 199, 10 0, 000
3 0, 710 0, 069 267, 62 0, 000
4 0, 628 −0, 014 321, 69 0, 000
5 0, 539 −0, 100 361, 90 0, 000
6 0, 449 −0, 042 390, 00 0, 000
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.36: Valores da ACF e da PACF para as primeiras seis defasagens da
série c030d na Amostra 2, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.6: Gráco da função de autocorrelação da série c030d na Amostra 2.
A.2.2 Série c060d
Amostra 2 - Série c060d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.37: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c060d na Amostra 2. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 2 - Série c060d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 86, 39% −0, 1060 −0, 0622 −0, 0882
AR(2) 87, 41% −0, 1768 −0, 1110 −0, 1501
AR(3) 87, 38% −0, 1667 −0, 0789 −0, 1311
Tabela A.38: R2 ajustado e critérios de informação das especicações testadas
para a série c060d na Amostra 2.
Amostra 2 - Série c060d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 274 0, 274 10, 079
2 −0, 029 −0, 113 10, 192 0, 001
3 −0, 029 0, 012 10, 308 0, 006
4 −0, 012 −0, 010 10, 327 0, 016
5 0, 073 0, 084 11, 065 0, 026
6 0, 029 −0, 020 11, 180 0, 048
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.39: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c060d da Amostra 2.
Amostra 2 - Série c060d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 032 0, 032 0, 1343
2 −0, 073 −0, 074 0, 8602
3 0, 014 0, 019 0, 8855 0, 347
4 0, 002 −0, 005 0, 8860 0, 642
5 0, 106 0, 109 2, 4430 0, 486
6 0, 044 0, 036 2, 7071 0, 608
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.40: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c060d
na Amostra 2.
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Amostra 2 - Série c060d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0024 0, 0150
AR(2) 0, 4163 0, 6181
H0: Não há correlação serial nos resíduos.
Tabela A.41: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c060d na Amostra 2.
Amostra 2 - ACF e PACF da Série c060d
Defasagem AC PAC Estatística Q p-valor
1 0, 926 0, 926 114, 84 0, 000
2 0, 821 −0, 249 205, 91 0, 000
3 0, 726 0, 056 277, 73 0, 000
4 0, 632 −0, 091 332, 50 0, 000
5 0, 541 −0, 016 372, 96 0, 000
6 0, 449 −0, 083 401, 05 0, 000
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.42: Valores da ACF e da PACF para as primeiras seis defasagens da
série c060d na Amostra 2, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.7: Gráco da função de autocorrelação da série c060d na Amostra 2.
A.2.3 Série c090d
Amostra 2 - Série c090d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.43: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c090d na Amostra 2. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 2 - Série c090d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 86, 33% −0, 4367 −0, 3928 −0, 4189
AR(2) 87, 24% −0, 4982 −0, 4324 −0, 4714
AR(3) 87, 19% −0, 4869 −0, 3991 −0, 4513
Tabela A.44: R2 ajustado e critérios de informação das especicações testadas
para a série c090d na Amostra 2.
Amostra 2 - Série c090d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 262 0, 262 9, 1658
2 −0, 031 −0, 107 9, 2970 0, 002
3 0, 007 0, 047 9, 3030 0, 010
4 −0, 076 −0, 103 10, 105 0, 018
5 0, 038 0, 100 10, 303 0, 036
6 0, 056 0, 002 10, 734 0, 057
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.45: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c090d da Amostra 2.
Amostra 2 - Série c090d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 030 0, 030 0, 1240
2 −0, 080 −0, 081 0, 9869
3 0, 073 0, 079 1, 7161 0, 190
4 −0, 070 −0, 083 2, 3846 0, 304
5 0, 078 0, 099 3, 2232 0, 358
6 0, 081 0, 054 4, 1285 0, 389
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.46: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c090d
na Amostra 2.
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Amostra 2 - Série c090d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0041 0, 0148
AR(2) 0, 4305 0, 2363
H0: Não há correlação serial nos resíduos.
Tabela A.47: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c090d na Amostra 2.
Amostra 2 - ACF e PACF da Série c090d
Defasagem AC PAC Estatística Q p-valor
1 0, 928 0, 928 115, 34 0, 000
2 0, 825 −0, 255 207, 27 0, 000
3 0, 733 0, 067 280, 34 0, 000
4 0, 638 −0, 119 336, 12 0, 000
5 0, 554 0, 064 378, 62 0, 000
6 0, 474 −0, 093 409, 91 0, 000
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.48: Valores da ACF e da PACF para as primeiras seis defasagens da
série c090d na Amostra 2, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.8: Gráco da função de autocorrelação da série c090d na Amostra 2.
A.2.4 Série c180d
Amostra 2 - Série c180d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.49: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c180d na Amostra 2. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 2 - Série c180d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 90, 96% −0, 9550 −0, 9112 −0, 9372
AR(2) 91, 48% −1, 0071 −0, 9412 −0, 9803
AR(3) 91, 54% −1.0066 −0, 9188 −0, 9709
Tabela A.50: R2 ajustado e critérios de informação das especicações testadas
para a série c180d na Amostra 2.
Amostra 2 - Série c180d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 256 0, 256 8, 7885
2 −0, 069 −0, 144 9, 4334 0, 002
3 −0, 053 0, 005 9, 8106 0, 007
4 −0, 162 −0, 173 13, 424 0, 004
5 0, 056 0, 162 13, 865 0, 008
6 0, 085 −0, 017 14, 878 0, 011
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.51: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c180d da Amostra 2.
Amostra 2 - Série c180d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 047 0, 047 0, 2920
2 −0, 111 −0, 114 1, 9659
3 0, 025 0, 036 2, 0490 0, 152
4 −0, 162 −0, 181 5, 6455 0, 059
5 0, 107 0, 141 7, 2280 0, 065
6 0, 123 0, 065 9, 3255 0, 053
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.52: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c180d
na Amostra 2.
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Amostra 2 - Série c180d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0034 0, 0051
AR(2) 0, 0762 0, 0212
H0: Não há correlação serial nos resíduos.
Tabela A.53: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c180d na Amostra 2.
Amostra 2 - ACF e PACF da Série c180d
Defasagem AC PAC Estatística Q p-valor
1 0, 945 0, 945 119, 70 0, 000
2 0, 870 −0, 215 221, 96 0, 000
3 0, 806 0, 098 310, 35 0, 000
4 0, 747 −0, 033 386, 81 0, 000
5 0, 701 0, 102 454, 70 0, 000
6 0, 649 −0, 129 513, 49 0, 000
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.54: Valores da ACF e da PACF para as primeiras seis defasagens da
série c180d na Amostra 2, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.9: Gráco da função de autocorrelação da série c180d na Amostra 2.
A.2.5 Série c360d
Amostra 2 - Série c360d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.55: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c360d na Amostra 2. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 2 - Série c360d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 95, 32% −1, 2592 −1, 2153 −1, 2413
AR(2) 95, 69% −1, 3349 −1, 2691 −1, 3082
AR(3) 95, 76% −1, 3427 −1, 2549 −1, 3070
Tabela A.56: R2 ajustado e critérios de informação das especicações testadas
para a série c360d na Amostra 2.
Amostra 2 - Série c360d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 297 0, 297 11, 843
2 −0, 069 −0, 173 12, 485 0, 000
3 −0, 103 −0, 031 13, 925 0, 001
4 −0, 238 −0, 231 21, 666 0, 000
5 −0, 056 0, 091 22, 093 0, 000
6 0, 049 −0, 021 22, 430 0, 000
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.57: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c360d da Amostra 2.
Amostra 2 - Série c360d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 057 0, 057 0, 4390
2 −0, 131 −0, 134 2, 7480
3 −0, 012 0, 004 2, 7689 0, 096
4 −0, 215 −0, 237 9, 1242 0, 010
5 0, 010 0, 042 9, 1384 0, 028
6 0, 124 0, 058 11, 279 0, 024
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.58: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c360d
na Amostra 2.
179
Amostra 2 - Série c360d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0005 0, 0002
AR(2) 0, 0604 0, 0088
H0: Não há correlação serial nos resíduos.
Tabela A.59: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c360d na Amostra 2.
Amostra 2 - ACF e PACF da Série c360d
Defasagem AC PAC Estatística Q p-valor
1 0, 962 0, 962 124, 11 0, 000
2 0, 912 −0, 196 236, 34 0, 000
3 0, 865 0, 059 338, 13 0, 000
4 0, 825 0, 044 431, 41 0, 000
5 0, 795 0, 098 518, 75 0, 000
6 0, 764 −0, 066 600, 14 0, 000
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.60: Valores da ACF e da PACF para as primeiras seis defasagens da
série c360d na Amostra 2, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.10: Gráco da função de autocorrelação da série c360d na Amostra 2.
A.2.6 Série c720d
Amostra 2 - Série c720d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.61: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c720d na Amostra 2. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 2 - Série c720d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 95, 38% −1, 3770 −1, 3331 −1, 3592
AR(2) 95, 79% −1, 4628 −1, 3969 −1, 4360
AR(3) 95, 87% −1, 4749 −1, 3871 −1, 4392
Tabela A.62: R2 ajustado e critérios de informação das especicações testadas
para a série c720d na Amostra 2.
Amostra 2 - Série c720d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 311 0, 311 12, 985
2 −0, 067 −0, 181 13, 590 0, 000
3 −0, 125 −0, 050 15, 702 0, 000
4 −0, 224 −0, 201 22, 608 0, 000
5 −0, 070 0, 058 23, 279 0, 000
6 0, 059 0, 014 23, 771 0, 000
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.63: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c720d da Amostra 2.
Amostra 2 - Série c720d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 063 0, 063 0, 5237
2 −0, 130 −0, 135 2, 8228
3 −0, 039 −0, 021 3, 0252 0, 082
4 −0, 189 −0, 207 7, 9337 0, 019
5 −0, 013 0, 005 7, 9561 0, 047
6 0, 134 0, 082 10, 456 0, 033
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.64: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c720d
na Amostra 2.
182
Amostra 2 - Série c720d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0002 0, 0002
AR(2) 0, 0459 0, 0189
H0: Não há correlação serial nos resíduos.
Tabela A.65: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c720d na Amostra 2.
Amostra 2 - ACF e PACF da Série c720d
Defasagem AC PAC Estatística Q p-valor
1 0, 965 0, 965 124, 77 0, 000
2 0, 915 −0, 225 237, 95 0, 000
3 0, 869 0, 066 340, 78 0, 000
4 0, 829 0, 046 435, 18 0, 000
5 0, 800 0, 101 523, 65 0, 000
6 0, 772 −0, 045 606, 65 0, 000
IC @5%: ±0, 1712 - IC @10%: ±0, 1437
Tabela A.66: Valores da ACF e da PACF para as primeiras seis defasagens da
série c720d na Amostra 2, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.11: Gráco da função de autocorrelação da série c720d na Amostra 2.
A.3 Amostra 3
As tabelas e grácos abaixo referem-se às análises da seção 4.3.3.
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A.3.1 Série c030d
Amostra 3 - Série c030d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.67: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c030d na Amostra 3. Erros-padrão estimados com a
correção de White para heterocedasticidade.
Amostra 3 - Série c030d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 79, 92% −0, 5865 −0, 5316 −0, 5643
AR(2) 82, 24% −0, 6985 −0, 6163 −0, 6653
AR(3) 82, 32% −0, 6930 −0, 5833 −0, 6487
Tabela A.68: R2 ajustado e critérios de informação das especicações testadas
para a série c030d na Amostra 3.
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Amostra 3 - Série c030d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 318 0, 318 9, 5802
2 0, 133 0, 035 11, 273 0, 001
3 −0, 172 −0, 249 14, 135 0, 001
4 −0, 144 −0, 031 16, 174 0, 001
5 −0, 088 0, 021 16, 939 0, 002
6 −0, 166 −0, 196 19, 701 0, 001
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.69: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c030d da Amostra 3.
Amostra 3 - Série c030d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 −0, 044 −0, 044 0, 1874
2 0, 168 0, 166 2, 8912
3 −0, 141 −0, 131 4, 8265 0, 028
4 −0, 011 −0, 048 4, 8385 0, 089
5 0, 072 0, 122 5, 3552 0, 148
6 −0, 027 −0, 034 5, 4259 0, 246
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.70: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c030d
na Amostra 3.
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Amostra 3 - Série c030d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0016 0, 0039
AR(2) 0, 0951 0, 3138
H0: Não há correlação serial nos resíduos.
Tabela A.71: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c030d na Amostra 3.
Amostra 3 - ACF e PACF da Série c030d
Defasagem AC PAC Estatística Q p-valor
1 0, 889 0, 889 75, 115 0, 000
2 0, 724 −0, 317 125, 47 0, 000
3 0, 543 −0, 119 154, 16 0, 000
4 0, 411 0, 160 170, 76 0, 000
5 0, 324 0, 034 181, 17 0, 000
6 0, 254 −0, 097 187, 65 0, 000
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.72: Valores da ACF e da PACF para as primeiras seis defasagens da
série c030d na Amostra 3, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.12: Gráco da função de autocorrelação da série c030d na Amostra 3.
A.3.2 Série c060d
Amostra 3 - Série c060d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.73: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c060d na Amostra 3. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 3 - Série c060d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 86, 00% −1, 7937 −1, 7389 −1, 7716
AR(2) 88, 14% −1, 9493 −1, 8670 −1, 9161
AR(3) 88, 04% −1, 9304 −1, 8208 −1, 8862
Tabela A.74: R2 ajustado e critérios de informação das especicações testadas
para a série c060d na Amostra 3.
Amostra 3 - Série c060d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 375 0, 375 13, 337
2 0, 134 −0, 007 15, 062 0, 000
3 −0, 115 −0, 190 16, 355 0, 000
4 −0, 144 −0, 046 18, 395 0, 000
5 −0, 057 0, 053 18, 717 0, 001
6 −0, 127 −0, 154 20, 349 0, 001
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.75: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c060d da Amostra 3.
Amostra 3 - Série c060d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 −0, 023 −0, 023 0, 0485
2 0, 108 0, 107 1, 1683
3 −0, 088 −0, 085 1, 9247 0, 165
4 −0, 052 −0, 067 2, 1881 0, 335
5 0, 111 0, 131 3, 4146 0, 332
6 0, 019 0, 029 3, 4506 0, 485
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.76: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c060d
na Amostra 3.
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Amostra 3 - Série c060d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0005 0, 0023
AR(2) 0, 2762 0, 5731
H0: Não há correlação serial nos resíduos.
Tabela A.77: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c060d na Amostra 3.
Amostra 3 - ACF e PACF da Série c060d
Defasagem AC PAC Estatística Q p-valor
1 0, 923 0, 923 80, 895 0, 000
2 0, 803 −0, 324 142, 87 0, 000
3 0, 676 −0, 044 187, 32 0, 000
4 0, 574 0, 113 219, 70 0, 000
5 0, 504 0, 081 244, 92 0, 000
6 0, 438 −0, 126 264, 24 0, 000
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.78: Valores da ACF e da PACF para as primeiras seis defasagens da
série c060d na Amostra 3, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.13: Gráco da função de autocorrelação da série c060d na Amostra 3.
A.3.3 Série c090d
Amostra 3 - Série c090d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.79: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c090d na Amostra 3. Erros-padrão estimados com a
correção de White para heterocedasticidade.
191
Amostra 3 - Série c090d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 83, 65% −2, 2383 −2, 1835 −2, 2162
AR(2) 85, 83% −2, 3712 −2, 2889 −2, 3380
AR(3) 85, 70% −2, 3516 −2, 2420 −2, 3074
Tabela A.80: R2 ajustado e critérios de informação das especicações testadas
para a série c090d na Amostra 3.
Amostra 3 - Série c090d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 348 0, 348 11, 487
2 0, 102 −0, 021 12, 497 0, 000
3 −0, 152 −0, 206 14, 738 0, 001
4 −0, 139 −0, 024 16, 647 0, 001
5 −0, 064 0, 025 17, 054 0, 002
6 −0, 101 −0, 127 18, 085 0, 003
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.81: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c090d da Amostra 3.
Amostra 3 - Série c090d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 −0, 017 −0, 017 0, 0270
2 0, 105 0, 105 1, 0863
3 −0, 113 −0, 111 2, 3303 0, 127
4 −0, 021 −0, 035 2, 3753 0, 305
5 0, 080 0, 106 3, 0157 0, 389
6 0, 056 0, 052 3, 3305 0, 504
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.82: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c090d
na Amostra 3.
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Amostra 3 - Série c090d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0012 0, 0041
AR(2) 0, 1988 0, 4689
H0: Não há correlação serial nos resíduos.
Tabela A.83: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c090d na Amostra 3.
Amostra 3 - ACF e PACF da Série c090d
Defasagem AC PAC Estatística Q p-valor
1 0, 912 0, 912 79, 074 0, 000
2 0, 780 −0, 309 137, 55 0, 000
3 0, 643 −0, 043 177, 74 0, 000
4 0, 539 0, 128 206, 24 0, 000
5 0, 469 0, 061 228, 08 0, 000
6 0, 407 −0, 094 244, 72 0, 000
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.84: Valores da ACF e da PACF para as primeiras seis defasagens da
série c090d na Amostra 3, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
193
Figura A.14: Gráco da função de autocorrelação da série c090d na Amostra 3.
A.3.4 Série c180d
Amostra 3 - Série c180d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.85: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c180d na Amostra 3. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 3 - Série c180d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 84, 75% −3, 0249 −2, 9701 −3, 0028
AR(2) 86, 27% −3, 1194 −3, 0371 −3, 0862
AR(3) 86, 12% −3, 0983 −2, 9887 −3, 0541
Tabela A.86: R2 ajustado e critérios de informação das especicações testadas
para a série c180d na Amostra 3.
Amostra 3 - Série c180d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 307 0, 307 8, 9626
2 0, 033 −0, 068 9, 0648 0, 003
3 −0, 166 −0, 173 11, 758 0, 003
4 −0, 118 −0, 014 13, 130 0, 004
5 −0, 030 0, 018 13, 217 0, 010
6 −0, 059 −0, 095 13, 563 0, 019
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.87: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c180d da Amostra 3.
Amostra 3 - Série c180d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 009 0, 009 0, 0073
2 0, 038 0, 038 0, 1459
3 −0, 114 −0, 115 1, 4090 0, 235
4 −0, 018 −0, 017 1, 4405 0, 487
5 0, 074 0, 085 1, 9918 0, 574
6 0, 058 0, 046 2, 3323 0, 675
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.88: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c180d
na Amostra 3.
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Amostra 3 - Série c180d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0060 0, 0188
AR(2) 0, 2308 0, 4013
H0: Não há correlação serial nos resíduos.
Tabela A.89: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c180d na Amostra 3.
Amostra 3 - ACF e PACF da Série c180d
Defasagem AC PAC Estatística Q p-valor
1 0, 922 0, 922 80, 826 0, 000
2 0, 805 −0, 302 143, 16 0, 000
3 0, 693 0, 030 189, 79 0, 000
4 0, 612 0, 132 226, 55 0, 000
5 0, 555 0, 026 257, 16 0, 000
6 0, 503 −0, 055 282, 62 0, 000
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.90: Valores da ACF e da PACF para as primeiras seis defasagens da
série c180d na Amostra 3, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.15: Gráco da função de autocorrelação da série c180d na Amostra 3.
A.3.5 Série c360d
Amostra 3 - Série c360d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.91: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c360d na Amostra 3. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 3 - Série c360d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 83, 34% −3, 4284 −3, 3736 −3, 4063
AR(2) 84, 16% −3, 4681 −3, 3859 −3, 4349
AR(3) 84, 04% −3, 4504 −3, 3408 −3, 4062
Tabela A.92: R2 ajustado e critérios de informação das especicações testadas
para a série c360d na Amostra 3.
Amostra 3 - Série c360d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 234 0, 234 5, 1921
2 −0, 031 −0, 090 5, 2830 0, 022
3 −0, 091 −0, 066 6, 0798 0, 048
4 −0, 099 −0, 068 7, 0406 0, 071
5 0, 097 0, 138 7, 9811 0, 092
6 −0, 075 −0, 159 8, 5412 0, 129
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.93: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c360d da Amostra 3.
Amostra 3 - Série c360d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 025 0, 025 0, 0608
2 −0, 031 −0, 031 0, 1502
3 −0, 026 −0, 024 0, 2137 0, 644
4 −0, 077 −0, 077 0, 7984 0, 671
5 0, 181 0, 184 4, 0372 0, 257
6 −0, 025 −0, 044 4, 1019 0, 392
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.94: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor de
zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocorrela-
ção das primeiras 6 defasagens nos resíduos da especicação AR(2) da série c360d
na Amostra 3.
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Amostra 3 - Série c360d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0441 0, 1586
AR(2) 0, 2013 0, 3121
H0: Não há correlação serial nos resíduos.
Tabela A.95: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c360d na Amostra 3.
Amostra 3 - ACF e PACF da Série c360d
1 0, 913 0, 913 79, 152 0, 000
2 0, 792 −0, 243 139, 46 0, 000
3 0, 689 0, 075 185, 53 0, 000
4 0, 607 0, 034 221, 78 0, 000
5 0, 549 0, 061 251, 75 0, 000
6 0, 479 −0, 145 274, 80 0, 000
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.96: Valores da ACF e da PACF para as primeiras seis defasagens da
série c360d na Amostra 3, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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Figura A.16: Gráco da função de autocorrelação da série c360d na Amostra 3.
A.3.6 Série c720d
Amostra 3 - Série c720d
Coecientes Estatística F
Constante AR(1) AR(2) AR(3) (p-valor)






























Tabela A.97: Estimativas por mínimos quadrados dos coecientes das especi-
cações testadas para a série c720d na Amostra 3. Erros-padrão estimados com a
correção de White para heterocedasticidade.
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Amostra 3 - Série c720d
Especicação R2 Ajustado AIC SBIC HQIC
AR(1) 78, 05% −3, 5147 −3, 4599 −3, 4926
AR(2) 79, 30% −3, 5628 −3, 4806 −3, 5296
AR(3) 89, 07% −3, 5414 −3, 4317 −3, 4971
Tabela A.98: R2 ajustado e critérios de informação das especicações testadas
para a série c720d na Amostra 3.
Amostra 3 - Série c720d - Resíduos da Especicação AR(1)
Defasagem AC PAC Estatística Q p-valor
1 0, 247 0, 247 5, 7843
2 −0, 003 −0, 068 5, 7854 0, 016
3 −0, 075 −0, 062 6, 3368 0, 042
4 −0, 061 −0, 028 6, 7029 0, 082
5 0, 038 0, 061 6, 8502 0, 144
6 −0, 201 −0, 251 10, 899 0, 053
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.99: Autocorrelação (AC), autocorrelação parcial (PAC), corresponden-
tes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação para as primeiras 6 defasagens nos resíduos da especicação AR(1) para a
série c720d da Amostra 3.
Amostra 3 - Série c720d - Resíduos da Especicação AR(2)
Defasagem AC PAC Estatística Q p-valor
1 0, 024 0, 024 0, 0533
2 0, 006 0, 006 0, 0569
3 −0, 012 −0, 013 0, 0714 0, 789
4 −0, 015 −0, 014 0, 0934 0, 954
5 0, 152 0, 153 2, 3989 0, 494
6 −0, 192 −0, 205 6, 1249 0, 190
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.100: Autocorrelação (AC), autocorrelação parcial (PAC), correspon-
dentes intervalos de conança (IC) aos níveis de signicância de 5% e 10% ao redor
de zero, estatística Q e correspondente p-valor do teste de Ljung-Box de autocor-
relação das primeiras 6 defasagens nos resíduos da especicação AR(2) da série
c720d na Amostra 3.
201
Amostra 3 - Série c720d - Teste de Breusch-Godfrey
Especicação p-valor
2 desfasagens 4 defasagens
AR(1) 0, 0281 0, 1267
AR(2) 0, 1685 0, 3206
H0: Não há correlação serial nos resíduos.
Tabela A.101: Teste de Breusch-Godfrey para correlação serial nos resíduos das
especicações testadas para a série c720d na Amostra 3.
Amostra 3 - ACF e PACF da Série c720d
1 0, 884 0, 884 74, 188 0, 000
2 0, 726 −0, 248 124, 86 0, 000
3 0, 590 0, 040 158, 65 0, 000
4 0, 485 0, 026 181, 73 0, 000
5 0, 403 0, 007 197, 90 0, 000
6 0, 318 −0, 096 208, 05 0, 000
IC @5%: ±0, 2043 - IC @10%: ±0, 1715
Tabela A.102: Valores da ACF e da PACF para as primeiras seis defasagens da
série c720d na Amostra 3, correspondentes intervalos de conança (IC) aos níveis de
signicância de 5% e 10% ao redor de zero, estatística Q e correspondente p-valor
do teste de Ljung-Box.
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B.1 Simulações do Processo de OUG Exponen-
cial Flutuante com Ruído α-Estável
O código abaixo gera simulações do processo de OUG Exponencial Flutu-
ante em que o ruído de Lévy é α-estável. Os três tipos de simulação são
armazenados nas variáveis V 1 (simulação por soma de Riemann-Stieltejes),
V 2 (simulação por Euler-Maruyama) e V 3 (simulação pela equação de recor-
rência do teorema 5.2):
1 %Simulação do Processo de OUG Exponencial Flutuante com
2 %ruído de Lévy a l f a−e s t á v e l
3
4 %Parâmetros
5 T = 500 ; %Quantidade de pontos da d i s c r e t i z a ç ã o
6 M = 100 ; %Quantidade de subd i v i s õ e s do passo d i s c r e t i z a ç ã o
7 h = 1 ; %Passo de in t eg ra ção
8 dt = h/M; %Subdiv i são do passo de d i s c r e t i z a ç ã o
9 nu = 0 . 1374 ; %Parâmetro nu
10 theta = 0 . 1048 ; %Parâmetro t e ta
11 a = 0 . 3 ; %Coe f i c i e n t e do proce s so a l f a−e s t á v e l s imé t r i c o padrão
12 b = 0 . 2740 ; %Coe f i c i e n t e da tendênc ia
13 alpha = 1 . 8 5 ; %Parâmetro de e s t a b i l i d a d e
14 X0 = 0 ; %Parâmetro X0
15 sigma = a ∗ ( ( dt ) ^(1/ alpha ) ) ; %Parâmetro de e s c a l a da d i s t r i b u i ç ã o
a l f a−e s t á v e l
16 mu = b∗dt ; %Parâmetro de l o c a l i z a ç ã o da d i s t r i b u i ç ã o a l f a−e s t á v e l
17
18 %Coe f i c i e n t e s para s imulação por r e c o r r ê n c i a
19 phi_1 = ((1−nu) ∗exp(− theta ∗h)+2∗nu∗ cos ( theta ∗h) ) ;
20 phi_2 = −nu ;
21
22 %Gera ru ído de Lévy
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23 %Documentação da função :
24 %http ://math . bu . edu/ people / mve i l l e t /html/ a lphastab lepub . html
25 dL = stb l rnd ( alpha , 0 , sigma ,mu, 1 ,T∗M) ;
26
27 %Simulação por Soma de Riemann
28 i = 1 :T;
29 V1 = ze ro s (T, 1 ) ;
30 X1 = X0∗((1−nu) ∗exp(− theta ∗ i ∗h) + nu∗ cos ( theta ∗ i ∗h) ) ;
31
32 f o r k = 1 :T;
33 j = 0 : ( k∗M−1) ;
34 aux = ((1−nu) ∗exp(− theta ∗( k∗h−j ∗dt ) ) + nu∗ cos ( theta ∗( k∗h−j ∗dt ) ) )
.∗dL( j +1) ;
35 V1(k ) = X1(k ) + sum( aux ) ;
36 end
37
38 %Simulação pe la D i s c r e t i z a ç ão de Euler−Maruyama
39 %Def ine função memória
40 nu0 = 1 − nu − ( ( nu^2) /4) ;
41 nu1 = sq r t ( abs ( nu0 ) ) ;
42 kappa2 = ( theta ∗nu) ^2;
43
44 switch s i gn ( nu0 )
45 case 1
46 kappa3 = ( theta ^2)/nu1 − ( ( theta ∗nu) ^2) /(2∗nu1 ) . . .
47 − theta ∗(1−nu) ∗( theta ∗nu1−( theta ∗(nu^2) ) /(4∗nu1 ) ) ;
48 FuncaoMemoria_nu = @( t ) ( exp(−( theta ∗nu/2) ∗ t ) . ∗ ( kappa2∗ cos ( theta ∗
nu1∗ t )+kappa3∗ s i n ( theta ∗nu1∗ t ) ) ) ;
49 case −1
50 kappa3 = ( theta ^2)/nu1 − ( ( theta ∗nu) ^2) /(2∗nu1 ) . . .
51 + theta ∗(1−nu) ∗( theta ∗nu1+(theta ∗(nu^2) ) /(4∗nu1 ) ) ;
52 FuncaoMemoria_nu = @( t ) ( exp(−( theta ∗nu/2) ∗ t ) . ∗ ( kappa2∗ cosh ( theta ∗
nu1∗ t )+kappa3∗ s inh ( theta ∗nu1∗ t ) ) ) ;
53 case 0
54 kappa3 = theta^3 − ( theta ^3) ∗(nu^2)/2 . . .
55 + theta ∗(1−nu) ∗ ( ( theta ∗nu) ^2) /4 ;
56 FuncaoMemoria_nu = @( t ) ( exp(−( theta ∗nu/2) ∗ t ) . ∗ ( kappa2+kappa3∗ t ) ) ;
57 end
58
59 %Simula por Euler Maruyama
60 X2 = ze ro s (T∗M,1 ) ;
61 X2(1) = X0 − theta ∗(1−nu) ∗X0∗dt−FuncaoMemoria_nu (0) ∗X0∗ ( ( dt ) ^2)
+ dL(1) ;
62 f o r k = 2 :T∗M;
63 j = ( 1 : ( k−1) ) ' ;
64 aux = FuncaoMemoria_nu ( ( k−1)∗dt−j ∗dt ) .∗X2( j ) ;
65 aux = sum( aux ) + FuncaoMemoria_nu ( ( k−1)∗dt−0)∗X0 ;
66 X2(k ) = X2(k−1)−theta ∗(1−nu) ∗X2(k−1)∗dt−aux ∗ ( ( dt ) ^2) + dL(k ) ;
67 end
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68 V2 = X2(M:M:T∗M) ;
69
70 %Simulação pe la Equação de Recorrênc ia
71 %Gera e r r o s au to co r r e l a c i onado s
72 e = ze ro s (T−1 ,1) ;
73 f o r k = 1 : (T−1)
74 j = ( ( k−1)∗M) : ( ( k∗M)−1) ;
75 i = (k∗M) : ( ( ( k+1)∗M)−1) ;
76 e ( k ) = −sum( ( nu∗ cos ( theta ∗ ( ( k−1)∗h−j ∗dt ) ) ) .∗dL( j +1) ) . . .
77 +sum(((1−nu) ∗exp(− theta ∗ ( ( k+1)∗h−i ∗dt ) )+nu∗ cos ( theta ∗ ( ( k+1)∗h−i ∗
dt ) ) ) .∗dL( i +1) ) ;
78 end
79 %Gera va l o r e s i n i c i a i s
80 V3 = ze ro s (T, 1 ) ;
81 j = 0 : (M−1) ;
82 aux = ((1−nu) ∗exp(− theta ∗(h−j ∗dt ) )+nu∗ cos ( theta ∗(h−j ∗dt ) ) ) .∗dL( j
+1) ;
83 V0 = X0 ;
84 V3(1) = V0∗((1−nu) ∗exp(− theta ∗h)+nu∗ cos ( theta ∗h) )+sum( aux ) ;
85
86 %Aplica r e c o r r ê n c i a
87 V3(2) = phi_1∗V3(1)+phi_2∗V0 + e (1) ;
88 f o r k = 2 : (T−1)
89 V3(k+1) = phi_1∗V3(k )+phi_2∗V3(k−1) + e (k ) ;
90 end
91
92 AutoCorrV1 = autocor r (V1 ,T−1) ;
93 AutoCorrV2 = autocor r (V2 ,T−1) ;
94 AutoCorrV3 = autocor r (V3 ,T−1) ;
95
96 f i g u r e
97 p lo t (V1 , ' k ' ) ;
98 x l ab e l ( 'Número de passos h ' , ' FontSize ' , 24) ;
99 y l ab e l ( ' Valor do proce s so ' , ' FontSize ' , 24) ;
100 s e t ( gca , ' Fonts i ze ' ,24) ;
101 hold
102 p lo t (V2 , ' : ko ' ) ;
103 p lo t (V3 , '−.k ' ) ;
104 l egend ( 'Soma Riemann ' , ' Euler−Maruyama ' , ' Recursão ' )
105
106 f i g u r e
107 p lo t (AutoCorrV1 , ' k ' ) ;
108 x l ab e l ( 'Número de de fa sagens ' , ' FontSize ' , 24) ;
109 y l ab e l ( ' Autocorre lação ' , ' FontSize ' , 24) ;
110 s e t ( gca , ' Fonts i ze ' ,24) ;
111 hold
112 p lo t (AutoCorrV2 , ' : ko ' ) ;
113 p lo t (AutoCorrV3 , '−.k ' ) ;
114 l egend ( 'Soma Riemann ' , ' Euler−Maruyama ' , ' Recursão ' )
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B.2 Simulações do Processo de OUG Exponen-
cial Flutuante com Ruído Dado por Difu-
são com Salto
O código abaixo gera simulações do processo de OUG Exponencial Flutuante
em que o ruído de Lévy dado por uma difusão com saltos de tamanhos
normalmente distribuídos. Os quatro tipos de simulação são armazenados
nas variáveis V 1 (simulação por soma de Riemann-Stieltejes), V 2 (simulação
por Euler-Maruyama), V 3 (simulação pela equação de recorrência do teorema
5.2) e V 4 (simulação por um processo ARMA, nas condições do teorema 5.3):
1 %Simulação do Processo de OUG Exponencial Flutuante com ruído de
Lévy
2 %dado por d i f u s ão com s a l t o s de tamanho normalmente d i s t r i b u í d o s
3
4 %Parâmetros
5 T = 500 ; %Quantidade de pontos da d i s c r e t i z a ç ã o
6 M = 100 ; %Quantidade de subd i v i s õ e s do passo d i s c r e t i z a ç ã o
7 h = 1 ; %Passo de in t eg ração
8 dt = h/M; %Subdiv i são do passo de d i s c r e t i z a ç ã o
9 nu = 0 . 1374 ; %Parâmetro nu
10 theta = 0 . 1048 ; %Parâmetro t e ta
11 a = 0 . 3000 ; %Coe f i c i e n t e do proce s so de Wiener
12 b = 0 . 2740 ; %Coe f i c i e n t e da tendênc ia
13 lambda = 0 . 1 ; %Intens idade do proce s so de Poisson composto
14 mu_deltaL = −0.01; %Média do tamanho dos s a l t o s ;
15 sigma_deltaL = 0 . 4 ; %Desvio padrão do tamanho dos s a l t o s ;
16 X0 = 0 ; %Parâmetro X0
17
18 %Coe f i c i e n t e s para s imulações por r e c o r r ê n c i a
19 phi_0 = (1−nu)∗(1−exp(− theta ∗h) ) ∗(b+mu_deltaL∗ lambda ) / theta ;
20 phi_1 = ((1−nu) ∗exp(− theta ∗h)+2∗nu∗ cos ( theta ∗h) ) ;
21 phi_2 = −nu ;
22 beta_0 = ((1−nu)∗(1−exp(− theta ∗h) )+nu∗ s i n ( theta ∗h) ) /( theta ∗h) ;
23 beta_1 = −nu∗ s i n ( theta ∗h) /( theta ∗h) ;
24
25 %Gera ru ído de Lévy
26 %Gera var iação do proce s so de Poisson composto
27 dP = ze ro s (1 ,T∗M) ;
28 %Gera número a l e a t ó r i o de s a l t o s em cada i n t e r v a l o dt
29 n = po i s s rnd ( lambda∗dt , 1 ,T∗M) ;
30 f o r k = 1 :T∗M
31 %Gera tamanho normal dos s a l t o s se n > 0
32 i f n ( k ) > 0
33 s a l t o s = normrnd (mu_deltaL , sigma_deltaL , 1 , n (k ) ) ;
34 s a l t o s = sum( s a l t o s ) ;
35 e l s e
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36 s a l t o s = 0 ;
37 end
38 dP(k ) = s a l t o s ;
39 end
40 %Gera var iação do proce s so de d i f u s ão
41 dW = normrnd (b∗dt , a∗ s q r t ( dt ) ,1 ,T∗M) ;
42
43 %Variação do proce s so de Lévy dado por d i f u s ão com s a l t o s
44 %de tamanho normalmente d i s t r i b u í d o s
45 dL = dW + dP ;
46
47 %Simulação por Soma de Riemann
48 i = 1 :T;
49 V1 = ze ro s (T, 1 ) ;
50 X1 = X0∗((1−nu) ∗exp(− theta ∗ i ∗h) + nu∗ cos ( theta ∗ i ∗h) ) ;
51
52 f o r k = 1 :T;
53 j = 0 : ( k∗M−1) ;
54 aux = ((1−nu) ∗exp(− theta ∗( k∗h−j ∗dt ) )+ nu∗ cos ( theta ∗( k∗h−j ∗dt ) ) ) .∗
dL( j +1) ;
55 V1(k ) = X1(k ) + sum( aux ) ;
56 end
57
58 %Simulação pe la D i s c r e t i z a ç ão de Euler−Maruyama
59 %Def ine função memória
60 nu0 = 1 − nu − ( ( nu^2) /4) ;
61 nu1 = sq r t ( abs ( nu0 ) ) ;
62 kappa2 = ( theta ∗nu) ^2;
63
64 switch s i gn ( nu0 )
65 case 1
66 kappa3 = ( theta ^2)/nu1 − ( ( theta ∗nu) ^2) /(2∗nu1 ) . . .
67 − theta ∗(1−nu) ∗( theta ∗nu1−( theta ∗(nu^2) ) /(4∗nu1 ) ) ;
68 FuncaoMemoria_nu = @( t ) ( exp(−( theta ∗nu/2) ∗ t ) . ∗ ( kappa2∗ cos ( theta ∗
nu1∗ t )+kappa3∗ s i n ( theta ∗nu1∗ t ) ) ) ;
69 case −1
70 kappa3 = ( theta ^2)/nu1 − ( ( theta ∗nu) ^2) /(2∗nu1 ) . . .
71 + theta ∗(1−nu) ∗( theta ∗nu1+(theta ∗(nu^2) ) /(4∗nu1 ) ) ;
72 FuncaoMemoria_nu = @( t ) ( exp(−( theta ∗nu/2) ∗ t ) . ∗ ( kappa2∗ cosh ( theta ∗
nu1∗ t )+kappa3∗ s inh ( theta ∗nu1∗ t ) ) ) ;
73 case 0
74 kappa3 = theta^3 − ( theta ^3) ∗(nu^2)/2 . . .
75 + theta ∗(1−nu) ∗ ( ( theta ∗nu) ^2) /4 ;
76 FuncaoMemoria_nu = @( t ) ( exp(−( theta ∗nu/2) ∗ t ) . ∗ ( kappa2+kappa3∗ t ) ) ;
77 end
78
79 %Simula por Euler Maruyama
80 X2 = ze ro s (T∗M,1 ) ;
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81 X2(1) = X0 − theta ∗(1−nu) ∗X0∗dt−FuncaoMemoria_nu (0) ∗X0∗ ( ( dt ) ^2)
+ dL(1) ;
82 f o r k = 2 :T∗M;
83 j = ( 1 : ( k−1) ) ' ;
84 aux = FuncaoMemoria_nu ( ( k−1)∗dt−j ∗dt ) .∗X2( j ) ;
85 aux = sum( aux ) + FuncaoMemoria_nu ( ( k−1)∗dt−0)∗X0 ;
86 X2(k ) = X2(k−1)−theta ∗(1−nu) ∗X2(k−1)∗dt−aux ∗ ( ( dt ) ^2) + dL(k ) ;
87 end
88 V2 = X2(M:M:T∗M) ;
89
90 %Simulação pe la Equação de Recorrênc ia
91 %Gera e r r o s au to co r r e l a c i onado s
92 e = ze ro s (T−1 ,1) ;
93 f o r k = 1 : (T−1)
94 j = ( ( k−1)∗M) : ( ( k∗M)−1) ;
95 i = (k∗M) : ( ( ( k+1)∗M)−1) ;
96 e ( k ) = −sum( ( nu∗ cos ( theta ∗ ( ( k−1)∗h−j ∗dt ) ) ) .∗dL( j +1) ) . . .
97 +sum(((1−nu) ∗exp(− theta ∗ ( ( k+1)∗h−i ∗dt ) )+nu∗ cos ( theta ∗ ( ( k+1)∗h−i ∗
dt ) ) ) .∗dL( i +1) ) ;
98 end
99 %Gera va l o r e s i n i c i a i s
100 V3 = ze ro s (T, 1 ) ;
101 j = 0 : (M−1) ;
102 aux = ((1−nu) ∗exp(− theta ∗(h−j ∗dt ) )+nu∗ cos ( theta ∗(h−j ∗dt ) ) ) .∗dL( j
+1) ;
103 V0 = X0 ;
104 V3(1) = V0∗((1−nu) ∗exp(− theta ∗h)+nu∗ cos ( theta ∗h) )+sum( aux ) ;
105
106 %Aplica r e c o r r ê n c i a
107 V3(2) = phi_1∗V3(1)+phi_2∗V0 + e (1) ;
108 f o r k = 2 : (T−1)
109 V3(k+1) = phi_1∗V3(k )+phi_2∗V3(k−1) + e (k ) ;
110 end
111
112 %Simulação v ia aproximação por proce s so ARMA(2 ,1 )
113 %Usa proce s so de Lévy a cada M i n t e r v a l o s dt ( i . e . , passo h)
114 L = cumsum(dL) ;
115 u = ze ro s (T, 1 ) ;
116 u (1) = L(M) ;
117 f o r k = 2 :T
118 u(k ) = L(k∗M)−L( ( k−1)∗M) ;
119 end
120 %Def ine o ru í o branco
121 u_media_zero = u − (b∗h−mu_deltaL∗ lambda∗h) ;
122 %Usa pr ime i ro va l o r da s imulação por soma de Riemann
123 V4 = ze ro s (T, 1 ) ;
124 V4(1) = V1(1) ;
125 %Aplica r ecur são
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126 V4(2) = phi_0 + phi_1∗V4(1) + phi_2∗V0 + beta_0∗u_media_zero (2 )+
beta_1∗u_media_zero (1 ) ;
127 f o r k = 2 :T−1
128 V4(k+1) = phi_0 + phi_1∗V4(k ) + phi_2∗V4(k−1) + beta_0∗
u_media_zero (k+1)+beta_1∗u_media_zero (k ) ;
129 end
130
131 f i g u r e
132 p lo t (V1 , ' k ' ) ;
133 x l ab e l ( 'Número de passos h ' , ' FontSize ' , 24) ;
134 y l ab e l ( ' Valor do proce s so ' , ' FontSize ' , 24) ;
135 s e t ( gca , ' Fonts i ze ' ,24) ;
136 hold
137 p lo t (V2 , ' : ko ' ) ;
138 p lo t (V3 , '−.k ' ) ;
139 p lo t (V4 , ' : k∗ ' ) ;
140 l egend ( 'Soma Riemann ' , ' Euler−Maruyama ' , ' Recursão ' , 'ARMA' )
141
142 AutoCorrV1 = autocor r (V1 ,T−1) ;
143 AutoCorrV2 = autocor r (V2 ,T−1) ;
144 AutoCorrV3 = autocor r (V3 ,T−1) ;
145 AutoCorrV4 = autocor r (V3 ,T−1) ;
146
147 f i g u r e
148 p lo t (AutoCorrV1 , ' k ' ) ;
149 x l ab e l ( 'Número de de fa sagens ' , ' FontSize ' , 24) ;
150 y l ab e l ( ' Autocorre lação ' , ' FontSize ' , 24) ;
151 s e t ( gca , ' Fonts i ze ' ,24) ;
152 hold
153 p lo t (AutoCorrV2 , ' : ko ' ) ;
154 p lo t (AutoCorrV3 , '−.k ' ) ;
155 p lo t (AutoCorrV4 , ' : k∗ ' ) ;
156 l egend ( 'Soma Riemann ' , ' Euler−Maruyama ' , ' Recursão ' , 'ARMA' )
B.3 Simulações da Estimação por Máxima Ve-
rossimilhança do Processo de OUG Expo-
nencial Flutuante com Ruído α-Estável
Seguem os códigos com a simulação e estimação por máxima verossimilhança
e com a função que calcula a log-verossimilhança:
1 %Simula est imação por máxima ve ro s s im i lhança com ruido a l f a
e s t á v e l
2
3 %De f i n i ç õ e s i n i c i a i s
4 g l oba l v
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5 g l oba l h
6 g l oba l V0
7
8 num_simulacoes = 1000 ;
9 tamanho_amostra = 1000 ;
10
11 %Conjunto 2 de parâmetros
12 h = 1 ;
13 T = tamanho_amostra ;
14 M = 100 ;
15 dt = h/M;
16 nu = 0 . 1374 ;
17 theta = 0 . 1048 ;
18 a = 0 . 3000 ;
19 b = 0 . 2740 ;
20 alpha = 1 . 8 5 ;
21 X0 = 0 ;
22 sigma = a ∗ ( ( dt ) ^(1/ alpha ) ) ;
23 mu = b∗dt ;
24 %Coe f i c i e n t e s da equação de r e c o r r ê n c i a
25 phi_1 = ((1−nu) ∗exp(− theta ∗h)+2∗nu∗ cos ( theta ∗h) ) ;
26 phi_2 = −nu ;
27
28 %Simulação por soma de Riemann−S t i e l t j e s
29 matriz_est imacoes = ze ro s (11 , num_simulacoes ) ;
30 j = 1 ;
31 whi le j <= num_simulacoes
32 %Gera ru ído de Lévy
33 dL = stb l rnd ( alpha , 0 , sigma ,mu, 1 ,T∗M) ;
34
35 %Simula por Soma de Riemann−S t i e l t j e s
36 i = 1 :T;
37 V1 = ze ro s (T, 1 ) ;
38 V0 = X0 ;
39 X1 = X0∗((1−nu) ∗exp(− theta ∗ i ∗h) + nu∗ cos ( theta ∗ i ∗h) ) ;
40
41 f o r k = 1 :T;
42 i = 0 : ( k∗M−1) ;
43 aux = ((1−nu) ∗exp(− theta ∗( k∗h−i ∗dt ) )+ nu∗ cos ( theta ∗( k∗h−i ∗dt ) ) ) .∗
dL( i +1) ;
44 V1(k ) = X1(k ) + sum( aux ) ;
45 end
46
47 %Gera vetor de e r r o s pe la r e l a ç ão de r e c o r r ê n c i a
48 erro_simulado = ze ro s (T−1 ,1) ;
49 erro_simulado (1 ) = V1(2)−phi_1∗V1(1)−phi_2∗V0 ;
50 f o r k = 2 : (T−1)
51 erro_simulado (k ) = V1(k+1)−phi_1∗V1(k )−phi_2∗V1(k−1) ;
52 end
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53 v = V1 ;
54
55 %Estimação por máxima ve ro s s im i lhança
56 %Indexação dos parâmetros na função LogLF_AlfaEstavel_ExpFlut : [
nu , theta , alpha , mu, sigma ]
57 e s t imat iva0 = [ 0 . 1 3 , 0 . 08 , 1 . 9 , 0 .0019 , 0 . 0 2 0 0 ] ;
58 Af = [ ] ;
59 bf = [ ] ;
60 Aeq = [ ] ;
61 beq = [ ] ;
62 lb = [ 0 0 .001 1 .01 − i n f 0 . 0 0 1 ] ;
63 up = [1 i n f 2 i n f i n f ] ;
64 [ e s t imat iva , f va l , e x i t f l a g , output ] = fmincon (
@LogLF_AlfaEstavel_ExpFlut , e s t imat iva0 , Af , bf , Aeq , beq , lb , up ) ;
65
66 i f ( e x i t f l a g >0)
67 estima_nu = es t imat iva (1 ) ;
68 estima_theta = es t imat iva (2 ) ;
69 estima_alpha = es t imat iva (3 ) ;
70 estima_mu = es t imat iva (4 ) ;
71 estima_b = estima_mu∗ estima_theta /((1−estima_nu )∗(1−exp(−
estima_theta ∗h) ) ) ;
72 estima_sigma = es t imat iva (5 ) ;
73 fun = @(x ) ( abs(−estima_nu∗ cos ( estima_theta∗x ) ) .^ estima_alpha +
abs ((1−estima_nu ) ∗exp(−estima_theta ∗(h−x ) ) + estima_nu∗ cos (
estima_theta ∗(h−x ) ) ) .^ estima_alpha ) ;
74 estima_a = estima_sigma /( i n t e g r a l ( fun , 0 , h ) ^(1/ estima_alpha ) ) ;
75 estima_media_expflut = mean(v ) ;
76 est ima_desvio_expf lut = std (v ) ;
77 estima_media_erro = mean( erro_simulado ) ;
78 est ima_desvio_erro = std ( erro_simulado ) ;
79 matriz_est imacoes ( : , j )=[estima_nu ; estima_theta ; estima_alpha ;
estima_b ; estima_a ; estima_sigma ; estima_mu ;
estima_media_expflut ; est ima_desvio_expf lut ;




A função que calcula a log-verossimilhança, com sinal negativo, para ser
usada em conjunto com a função fmincon, é denida como:
1 %Função que c a l c u l a a log−ve ro s s im i lhança ot imizada na est imação
2 f unc t i on f = LogLF_AlfaEstavel_ExpFlut ( parametros )
3 g l oba l v
4 g l oba l h
5 g l oba l V0
6
7 tamanho_amostra=s i z e (v , 1 ) ;
8 nu = parametros (1 ) ;
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9 theta = parametros (2 ) ;
10 alpha = parametros (3 ) ;
11 mu = parametros (4 ) ;
12 sigma = parametros (5 ) ;
13
14 %Encontra e r ro como função de nu e theta
15 e r ro = ze ro s ( tamanho_amostra − 1 ,1) ;
16 e r ro (1 ) = v (2)−((1−nu) ∗exp(− theta ∗h)+2∗nu∗ cos ( theta ∗h) ) ∗v (1 )+nu∗
V0 ;
17 f o r k = 2 : ( tamanho_amostra−1)




21 %Calula log−ve ro s s im i lhança
22 %Função desenhada por Mark V e i l l e t t e
23 %Documentação : http ://math . bu . edu/ people / mve i l l e t /html/
a lphastab lepub . html
24 %ou https : //www. mathworks . com/mat labcentra l / f i l e e x chang e /37514−
s tb l−alpha−s tab l e−d i s t r i b u t i o n s−f o r−matlab
25 aux = s tb l pd f ( erro , alpha , 0 , sigma , mu) ;
26
27 f = −sum( log ( aux ) ) ;
28 end
B.4 Simulações da Estimação por Método de
Hannan-Rissanen do Processo de OUG Ex-
ponencial Flutuante com Ruído Dado por
Difusão com Saltos de Tamanhos Normal-
mente Distribuídos
Seguem os códigos com a simulação e estimação a partir da discretização
ARMA usando um método de Hannan-Rissanen e máxima verossimilhança,
bem como as funções usadas para calcular a log-verossimilhança da variação
da difusão com salto e o erro quadrático a ser minimizado para a obtenção
dos coecientes do processo ARMA:
1 %Simula est imação por método de Hannan−Rissanen e Máxima
Veross imi lhança
2 %com ruído de Lévy dado por d i f u s ão com s a l t o s de tamanhos
3 %normalmente d i s t r i b u í d o s
4
5 %De f i n i ç õ e s i n i c i a i s
6 g l oba l u
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7 g l oba l y
8 g l oba l h
9 g l oba l m0
10 g l oba l T
11
12 num_simulacoes = 1000 ;
13 tamanho_amostra = 1000 ;
14
15 %Conjunto 2 de parâmetros
16 h = 1 ;
17 T = tamanho_amostra ;
18 M = 100 ;
19 dt = h/M;
20 nu = 0 . 1374 ;
21 theta = 0 . 1048 ;
22 a = 0 . 3000 ;
23 b = 0 . 2740 ;
24 lambda = 0 . 1 ;
25 mu_deltaL = −0.01;
26 sigma_deltaL = 0 . 4 ;
27
28 %Coe f i c i e n t e s do proce s so ARMA(2 ,1 )
29 phi_0 = (1−nu)∗(1−exp(− theta ∗h) ) ∗(b+mu_deltaL∗ lambda ) / theta ;
30 phi_1 = ((1−nu) ∗exp(− theta ∗h)+2∗nu∗ cos ( theta ∗h) ) ;
31 phi_2 = −nu ;
32 beta_0 = ((1−nu)∗(1−exp(− theta ∗h) )+nu∗ s i n ( theta ∗h) ) /( theta ∗h) ;
33 beta_1 = −nu∗ s i n ( theta ∗h) /( theta ∗h) ;
34 X0 = 0 ;
35
36 %Simulação por soma de Riemann−S t i e l t j e s
37 matriz_est imacoes = ze ro s (15 , num_simulacoes ) ;
38 j = 1 ;
39 whi le j <= num_simulacoes
40 %Gera ru ído de Lévy
41 %Gera var iação do proce s so de Poisson composto
42 dP = ze ro s (1 ,T∗M) ;
43 %Gera número a l e a t ó r i o de s a l t o s em cada i n t e r v a l o dt
44 n = po i s s rnd ( lambda∗dt , 1 ,T∗M) ;
45 f o r k = 1 :T∗M
46 %Gera tamanho normal dos s a l t o s se n > 0
47 i f n ( k ) > 0
48 s a l t o s = normrnd (mu_deltaL , sigma_deltaL , 1 , n (k ) ) ;
49 s a l t o s = sum( s a l t o s ) ;
50 e l s e
51 s a l t o s = 0 ;
52 end
53 dP(k ) = s a l t o s ;
54 end
55 %Gera var iação do proce s so de d i f u s ão
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56 dW = normrnd (b∗dt , a∗ s q r t ( dt ) ,1 ,T∗M) ;
57
58 %Variação do proce s so de Lévy dado por d i f u s ão com s a l t o s
59 %de tamanho normalmente d i s t r i b u í d o s
60 dL = dW + dP ;
61
62 %Simulação por Soma de Riemann
63 i = 1 :T;
64 V1 = ze ro s (T, 1 ) ;
65 V0 = X0 ;
66 X1 = X0∗((1−nu) ∗exp(− theta ∗ i ∗h) + nu∗ cos ( theta ∗ i ∗h) ) ;
67
68 f o r k = 1 :T;
69 i = 0 : ( k∗M−1) ;
70 aux = ((1−nu) ∗exp(− theta ∗( k∗h−i ∗dt ) )+ nu∗ cos ( theta ∗( k∗h−i ∗dt ) ) ) .∗
dL( i +1) ;
71 V1(k ) = X1(k ) + sum( aux ) ;
72 end
73
74 %Gera vetor de e r r o s pe la r e l a ç ão de r e c o r r ê n c i a
75 erro_simulado = ze ro s (T−1 ,1) ;
76 erro_simulado (1 ) = V1(2)−phi_1∗V1(1)−phi_2∗V0 ;
77 f o r k = 2 : (T−1)
78 erro_simulado (k ) = V1(k+1)−phi_1∗V1(k )−phi_2∗V1(k−1) ;
79 end
80 v = V1 ;
81 y = v − mean(v ) ;
82
83 %Obtém es t imat i va s dos c o e f i c i e n t e s do proce s so AR(m) e do ru ído
de Lévy
84 valores_m = [5 10 15 20 25 3 0 ] ;
85 num_valores_m = s i z e ( valores_m , 2 ) ;
86 valores_LogLF = ze ro s (1 , num_valores_m) ;
87 valores_ResultadoOtim = ze ro s (1 , num_valores_m) ;
88 matriz_estimativas_Levy = ze ro s (4 , num_valores_m) ;
89 matr iz_res iduos = ze ro s (num_valores_m ,T) ;
90 indice_m = 1 ;
91 whi le indice_m <= num_valores_m
92 %Estimação do proce s so AR(m) por Yule−Walker
93 ARinf = ar (y , valores_m ( indice_m ) , 'yw ' ) ;
94 %Algoritmos a l t e r n a t i v o s que também podem se r usados :
95 %ar (y , valores_m ( indice_m ) , ' l s ' )
96 %ar (y , valores_m ( indice_m ) , ' burg ' )
97 %ar (y , valores_m ( indice_m ) , ' fb ' )
98 %est imate ( arima ( valores_m ( indice_m ) ,0 , 0 ) , y )
99
100 %Estima ru ído branco pe lo r e s íduo do proce s so AR(m)
101 k = ( valores_m ( indice_m )+1) :T;
102 aux = ze ro s ( valores_m ( indice_m )+1,T−valores_m ( indice_m ) ) ;
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103 f o r i = 1 : ( valores_m ( indice_m )+1)
104 aux ( i , : ) = y (k−i +1) ;
105 end
106 matr iz_res iduos ( indice_m , k ) = ( ( aux ' ) ∗(ARinf . a ' ) ) ' ;
107
108 %Estima parâmetros do ru ído de Lévy por máxima vero s s im i lhança
109 %Indexação dos parâmetros na função LogLF_JumpDiffusion : [ lambda
a mu_deltaL sigma_deltaL ]
110 u = matr iz_res iduos ( indice_m , k ) ;
111 Af = [ ] ;
112 bf = [ ] ;
113 Aeq = [ ] ;
114 beq = [ ] ;
115 e s t imat iva0 = [ 0 . 0 7 , 0 . 2 5 , 0 , 0 . 3 ] ;
116 lb = [0 .01 ,0 .01 , − i n f , 0 . 1 ] ;
117 ub = [ 5 , in f , i n f , i n f ] ;
118 [ e s t imat iva , f va l , e x i t f l a g , output ] = fmincon (
@LogLF_JumpDiffusion , es t imat iva0 , Af , bf , Aeq , beq , lb , ub ) ;
119 valores_ResultadoOtim ( indice_m ) = e x i t f l a g ;
120 i f e x i t f l a g > 0
121 matriz_estimativas_Levy ( : , indice_m ) = est imat iva ' ;
122 valores_LogLF ( indice_m ) = − f v a l ;
123 end
124 indice_m = indice_m + 1 ;
125 end
126
127 %Escolhe o í nd i c e de valores_m com menor c r i t é r i o de informação
AIC ou BIC
128 %O número de parâmetros corresponde à ordem m do proce s so
au t o r r e g r e s s i v o
129 %Mais os 4 parâmetros ( a , lambda , mu_deltaL e sigma_deltaL ) que
definem
130 %a d i s t r i b u i ç ã o do ru ído branco
131 [ a ic , b i c ] = a i c b i c ( valores_LogLF , valores_m+4,T∗ ones (1 ,
num_valores_m) ) ;
132 [ minimo_aic , indice_m0_aic ] = min ( a i c ) ;
133 [ minimo_bic , indice_m0_bic ] = min ( b i c ) ;
134 %Se l e c i ona c r i t é r i o de informação a s e r u t i l i z a d o
135 indice_m0 = indice_m0_aic ;
136
137 e s t imat iva = matriz_estimativas_Levy ( : , indice_m0 ) ;
138 estima_lambda = es t imat iva (1 ) ;
139 estima_a = es t imat iva (2 ) ;
140 estima_mu = es t imat iva (3 ) ;
141 estima_sigma = es t imat iva (4 ) ;
142
143 %Estima nu e theta por mínimos quadrados
144 m0 = valores_m ( indice_m0 ) ;
145 u = ( matr iz_res iduos ( indice_m0 , : ) ) ' ;
216
146
147 %%Estimação a l t e r n a t i v a dos c o e f i c i e n t e s phi_1 e phi_2 por OLS
148 %Z = [ y (m0+1:T−1) y (m0:T−2) u(m0+1:T−1) ] ;
149 %c o e f i c i e n t e s = ( (Z '∗Z)^(−1) ) ∗(Z '∗ y (m0+2:T) ) ;
150 %estima_phi_1 = c o e f i c i e n t e s (1 ) ;
151 %estima_phi_2 = c o e f i c i e n t e s (2 ) ;
152 %estima_nu = −estima_phi_2 ;
153 %fun_theta = @(x ) ((1−estima_nu ) ∗exp(−x∗h)+2∗estima_nu∗ cos ( x∗h)−
estima_phi_1 ) ;
154 %estima_theta = f s o l v e ( fun_theta , 0 . 5 ) ;
155
156 %Indexação dos parâmetros na função ErroQuadratico : [ nu theta ]
157 Af = [ ] ;
158 bf = [ ] ;
159 Aeq = [ ] ;
160 beq = [ ] ;
161 e s t imat iva0 = [ 0 . 1 , 0 . 1 ] ;
162 lb = [ −1 , 0 . 0 1 ] ;
163 ub = [ 1 , i n f ] ;
164 [ e s t imat iva , f va l , e x i t f l a g , output ] = fmincon ( @ErroQuadratico ,
e s t imat iva0 , Af , bf , Aeq , beq , lb , ub ) ;
165 estima_nu = es t imat iva (1 ) ;
166 estima_theta = es t imat iva (2 ) ;
167 estima_media_expflut = mean(v ) ;
168 estima_phi_1 = ((1−estima_nu ) ∗exp(−estima_theta ∗h)+2∗estima_nu∗
cos ( estima_theta∗h) ) ;
169 estima_phi_2 = −estima_nu ;
170
171 estima_phi_0 = estima_media_expflut∗(1−estima_phi_1−estima_phi_2 )
;
172 estima_b = ( ( estima_theta ∗estima_phi_0 ) /((1−estima_nu )∗(1−exp(−
estima_theta ∗h) ) ) )−estima_mu∗estima_lambda ;
173
174 est ima_desvio_expf lut = std (v ) ;
175 estima_media_erro = mean( erro_simulado ) ;
176 est ima_desvio_erro = std ( erro_simulado ) ;
177 matriz_est imacoes ( : , j )=[estima_nu ; estima_theta ; estima_lambda ;
estima_b ; estima_a ; estima_sigma ; estima_mu ;
estima_media_expflut ; est ima_desvio_expf lut ;
estima_media_erro ; est ima_desvio_erro ; minimo_aic ; minimo_bic
; indice_m0_aic ; indice_m0_bic ] ;
178 j=j+1
179 end
As funções que calculam a log-verossimilhança da estimação do ruído de
Lévy, com sinal negativo para ser usada em conjunto com a função fmincon, e
o erro quadrático usado na estimação dos coecientes da discretização ARMA
seguem abaixo:
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1 f unc t i on f = LogLF_JumpDiffusion ( parametros )
2 g l oba l u
3 g l oba l h
4
5 lambda = parametros (1 ) ;
6 a = parametros (2 ) ;
7 mu = parametros (3 ) ;
8 sigma = parametros (4 ) ;
9 b = −mu∗ lambda ;
10
11 %Número de normais na mistura de normais
12 n_mistura = 3 ;
13
14 %Propab i l idades a ju s tadas
15 n = 0 : ( n_mistura−1) ;
16 p = ( exp(−lambda∗h) ∗( lambda∗h) .^n) . / f a c t o r i a l (n) ;
17 p( n_mistura ) = 1 − sum(p ( 1 : ( n_mistura−1) ) ) ;
18
19 vetor = ze ro s ( s i z e (u) ) ;
20 f o r i = 1 : n_mistura




24 f = −sum( log ( vetor ) ) ;
1 f unc t i on f = ErroQuadratico ( parametros )
2 g l oba l u
3 g l oba l h
4 g l oba l y
5 g l oba l m0
6 g l oba l T
7
8 nu = parametros (1 ) ;
9 theta = parametros (2 ) ;
10
11 phi_1 = ((1−nu) ∗exp(− theta ∗h)+2∗nu∗ cos ( theta ∗h) ) ;
12 phi_2 = −nu ;
13 beta_0 = ((1−nu)∗(1−exp(− theta ∗h) )+nu∗ s i n ( theta ∗h) ) /( theta ∗h) ;
14 beta_1 = −nu∗ s i n ( theta ∗h) /( theta ∗h) ;
15
16 k = m0+2:T;
17 f = sum( ( y (k )−phi_1∗y (k−1)−phi_2∗y (k−2)−beta_0∗u(k )−beta_1∗u(k−1)
) .^2) ;
Por m, segue o código que usa a modicação na estratégia de estimação
com a escolha da ordem do processo AR(m) que minimiza o erro quadrático
médio, como discutido na seção 5.4.2:
1 %Simula est imação por método de Hannan−Rissanen com
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e s co lha da ordem do
2 %proce s so AR(m) por e r ro quadrát i co médio e dos
parâmetros do ru ído de Lévy
3 %por Máxima Veross imi lhança .
4
5 %De f i n i ç õ e s i n i c i a i s
6 g l oba l u
7 g l oba l y
8 g l oba l h
9 g l oba l m
10 g l oba l T
11
12 num_simulacoes = 1000 ;
13 tamanho_amostra = 1000 ;
14
15 %Conjunto 2 de parâmetros
16 h = 1 ;
17 T = tamanho_amostra ;
18 M = 100 ;
19 dt = h/M;
20 nu = 0 . 1374 ;
21 theta = 0 . 1048 ;
22 a = 0 . 3000 ;
23 b = 0 . 2740 ;
24 lambda = 0 . 1 ;
25 mu_deltaL = −0.01;
26 sigma_deltaL = 0 . 4 ;
27
28 %Coe f i c i e n t e s do proce s so ARMA(2 ,1 )
29 phi_0 = (1−nu)∗(1−exp(− theta ∗h) ) ∗(b+mu_deltaL∗ lambda ) /
theta ;
30 phi_1 = ((1−nu) ∗exp(− theta ∗h)+2∗nu∗ cos ( theta ∗h) ) ;
31 phi_2 = −nu ;
32 beta_0 = ((1−nu)∗(1−exp(− theta ∗h) )+nu∗ s i n ( theta ∗h) ) /(
theta ∗h) ;
33 beta_1 = −nu∗ s i n ( theta ∗h) /( theta ∗h) ;
34 X0 = 0 ;
35
36 %Simulação por soma de Riemann−S t i e l t j e s
37 matriz_est imacoes = ze ro s (13 , num_simulacoes ) ;
38 j = 1 ;
39 whi le j <= num_simulacoes
40 %Gera ru ído de Lévy
41 %Gera var iação do proce s so de Poisson composto
42 dP = ze ro s (1 ,T∗M) ;
43 %Gera número a l e a t ó r i o de s a l t o s em cada i n t e r v a l o dt
44 n = po i s s rnd ( lambda∗dt , 1 ,T∗M) ;
45 f o r k = 1 :T∗M
46 %Gera tamanho normal dos s a l t o s se n > 0
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47 i f n ( k ) > 0
48 s a l t o s = normrnd (mu_deltaL , sigma_deltaL , 1 , n (k ) ) ;
49 s a l t o s = sum( s a l t o s ) ;
50 e l s e
51 s a l t o s = 0 ;
52 end
53 dP(k ) = s a l t o s ;
54 end
55 %Gera var iação do proce s so de d i f u s ão
56 dW = normrnd (b∗dt , a∗ s q r t ( dt ) ,1 ,T∗M) ;
57
58 %Variação do proce s so de Lévy dado por d i f u s ão com s a l t o s
59 %de tamanho normalmente d i s t r i b u í d o s
60 dL = dW + dP ;
61
62 %Simulação por Soma de Riemann
63 i = 1 :T;
64 V1 = ze ro s (T, 1 ) ;
65 V0 = X0 ;
66 X1 = X0∗((1−nu) ∗exp(− theta ∗ i ∗h) + nu∗ cos ( theta ∗ i ∗h) ) ;
67
68 f o r k = 1 :T;
69 i = 0 : ( k∗M−1) ;
70 aux = ((1−nu) ∗exp(− theta ∗( k∗h−i ∗dt ) )+ nu∗ cos ( theta ∗( k∗h−i
∗dt ) ) ) .∗dL( i +1) ;
71 V1(k ) = X1(k ) + sum( aux ) ;
72 end
73
74 %Gera vetor de e r r o s pe la r e l a ç ão de r e c o r r ê n c i a
75 erro_simulado = ze ro s (T−1 ,1) ;
76 erro_simulado (1 ) = V1(2)−phi_1∗V1(1)−phi_2∗V0 ;
77 f o r k = 2 : (T−1)
78 erro_simulado (k ) = V1(k+1)−phi_1∗V1(k )−phi_2∗V1(k−1) ;
79 end
80 v = V1 ;
81 y = v − mean(v ) ;
82
83 %Obtém es t imat i va s dos c o e f i c i e n t e s do proce s so AR(m) por
Yule−Walker ,
84 %do ruído de Lévy por máxima ve ro s s im i lhança e dos
c o e f i c i e n t e s ARMA
85 %por mínimos quadrados
86 valores_m = [5 10 15 20 25 3 0 ] ;
87 num_valores_m = s i z e ( valores_m , 2 ) ;
88 valores_LogLF = ze ro s (1 , num_valores_m) ;
89 valores_S = ze ro s (1 , num_valores_m)+(max(v )−min(v ) ) ^2;
90 valores_ResultadoOtim = ze ro s (1 , num_valores_m) ;
91 matriz_estimativas_Levy = ze ro s (4 , num_valores_m) ;
92 matriz_estimativas_MinimosQuadrados = ze ro s (2 ,
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num_valores_m) ;
93 matr iz_res iduos = ze ro s (num_valores_m ,T) ;
94 indice_m = 1 ;
95 whi le indice_m <= num_valores_m
96 %Estimação do proce s so AR(m) por Yule−Walker
97 ARinf = ar (y , valores_m ( indice_m ) , 'yw ' ) ;
98 %Algoritmos a l t e r n a t i v o s que também podem se r usados :
99 %ar (y , valores_m ( indice_m ) , ' l s ' )
100 %ar (y , valores_m ( indice_m ) , ' burg ' )
101 %ar (y , valores_m ( indice_m ) , ' fb ' )
102 %est imate ( arima ( valores_m ( indice_m ) ,0 , 0 ) , y )
103
104 %Estima ru ído branco pe lo r e s íduo do proce s so AR(m)
105 k = ( valores_m ( indice_m )+1) :T;
106 aux = ze ro s ( valores_m ( indice_m )+1,T−valores_m ( indice_m ) ) ;
107 f o r i = 1 : ( valores_m ( indice_m )+1)
108 aux ( i , : ) = y (k−i +1) ;
109 end
110 matr iz_res iduos ( indice_m , k ) = ( ( aux ' ) ∗(ARinf . a ' ) ) ' ;
111
112 %Estima parâmetros do ru ído de Lévy por máxima
ve ro s s im i lhança
113 %Indexação dos parâmetros na função LogLF_JumpDiffusion :
[ lambda a mu_deltaL sigma_deltaL ]
114 u = matr iz_res iduos ( indice_m , k ) ;
115 Af = [ ] ;
116 bf = [ ] ;
117 Aeq = [ ] ;
118 beq = [ ] ;
119 e s t imat iva0 = [ 0 . 0 7 , 0 . 2 5 , 0 , 0 . 3 ] ;
120 lb = [0 .001 ,0 .001 , − i n f , 0 . 1 ] ;
121 ub = [ 5 , in f , i n f , i n f ] ;
122 [ e s t imat iva , f va l , e x i t f l a g , output ] = fmincon (
@LogLF_JumpDiffusion , es t imat iva0 , Af , bf , Aeq , beq , lb , ub )
;
123 valores_ResultadoOtim ( indice_m ) = e x i t f l a g ;
124 i f e x i t f l a g > 0
125 matriz_estimativas_Levy ( : , indice_m ) = est imat iva ' ;
126 valores_LogLF ( indice_m ) = − f v a l ;
127
128 %Estima nu e theta por mínimos quadrados
129 m = valores_m ( indice_m ) ;
130 u = ( matr iz_res iduos ( indice_m , : ) ) ' ;
131 %Indexação dos parâmetros na função ErroQuadratico : [ nu
theta ]
132 Af = [ ] ;
133 bf = [ ] ;
134 Aeq = [ ] ;
135 beq = [ ] ;
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136 e s t imat iva0 = [ 0 . 1 , 0 . 1 ] ;
137 lb = [ −1 , 0 . 0 1 ] ;
138 ub = [ 1 , i n f ] ;
139 [ e s t imat iva , f va l , e x i t f l a g , output ] = fmincon (
@ErroQuadratico , e s t imat iva0 , Af , bf , Aeq , beq , lb , ub ) ;
140
141 valores_S ( indice_m ) = f v a l ;
142 matriz_estimativas_MinimosQuadrados ( : , indice_m ) =
est imat iva ' ;
143 end
144 indice_m = indice_m + 1 ;
145 end
146 %Escolhe o í nd i c e de valores_m com menor e r ro quadrát i co
147 EQ_medio = valores_S . / (T−valores_m−1) ;
148 [ minimo_EQ_medio , indice_m_minEQ_medio ] = min (EQ_medio) ;
149 indice_m0 = indice_m_minEQ_medio ;
150
151 e s t imat iva = matriz_estimativas_Levy ( : , indice_m0 ) ;
152 estima_lambda = es t imat iva (1 ) ;
153 estima_a = es t imat iva (2 ) ;
154 estima_mu = es t imat iva (3 ) ;
155 estima_sigma = es t imat iva (4 ) ;
156
157 e s t imat iva = matriz_estimativas_MinimosQuadrados ( : ,
indice_m0 ) ;
158 estima_nu = es t imat iva (1 ) ;
159 estima_theta = es t imat iva (2 ) ;
160 estima_media_expflut = mean(v ) ;
161 estima_phi_1 = ((1−estima_nu ) ∗exp(−estima_theta ∗h)+2∗
estima_nu∗ cos ( estima_theta∗h) ) ;
162 estima_phi_2 = −estima_nu ;
163 estima_phi_0 = estima_media_expflut∗(1−estima_phi_1−
estima_phi_2 ) ;
164 estima_b = ( ( estima_theta ∗estima_phi_0 ) /((1−estima_nu )
∗(1−exp(−estima_theta ∗h) ) ) )−estima_mu∗estima_lambda ;
165
166 est ima_desvio_expf lut = std (v ) ;
167 estima_media_erro = mean( erro_simulado ) ;
168 est ima_desvio_erro = std ( erro_simulado ) ;
169 matriz_est imacoes ( : , j )=[estima_nu ; estima_theta ;
estima_lambda ; estima_b ; estima_a ; estima_sigma ;
estima_mu ; estima_media_expflut ;
est ima_desvio_expf lut ; estima_media_erro ;





Grácos de Diagnóstico da
Qualidade do Ajuste ao Cupom
Cambial
C.1 Grácos de Visualização do Ajuste
Figura C.1: Dados empíricos do cupom cambial de 30 dias (série c030d) e ajuste
do processo de OUG Exponencial Flutuante utilizando a relação de recorrência
estimada por máxima verossimilhança na Amostra 1.
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Figura C.2: Dados empíricos do cupom cambial de 60 dias (série c060d) e ajuste
do processo de OUG Exponencial Fluutante utilizando a relação de recorrência
estimada por máxima verossimilhança na Amostra 1.
Figura C.3: Dados empíricos do cupom cambial de 90 dias (série c090d) e ajuste
do processo de OUG Exponencial Fluutante utilizando a relação de recorrência
estimada por máxima verossimilhança na Amostra 1.
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Figura C.4: Dados empíricos do cupom cambial de 1800 dias (série c180d) e ajuste
do processo de OUG Exponencial Flutuante utilizando a relação de recorrência
estimada por máxima verossimilhança na Amostra 1.
Figura C.5: Dados empíricos do cupom cambial de 30 dias (série c360d) e ajuste
do processo de OUG Exponencial Flutuante utilizando a relação de recorrência
estimada por máxima verossimilhança na Amostra 1.
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Figura C.6: Dados empíricos do cupom cambial de 720 dias (série c720d) e ajuste
do processo de OUG Exponencial Flutante utilizando a relação de recorrência es-
timada por máxima verossimilhança na Amostra 1.
Figura C.7: Dados empíricos do cupom cambial de 30 dias (série c030d) e ajuste
do processo de OUG Exponencial Flutuante utilizando a relação de recorrência
estimada por máxima verossimilhança na Amostra 3.
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Figura C.8: Dados empíricos do cupom cambial de 60 dias (série c060d) e ajuste
do processo de OUG Exponencial Fluutante utilizando a relação de recorrência
estimada por máxima verossimilhança na Amostra 3.
Figura C.9: Dados empíricos do cupom cambial de 90 dias (série c090d) e ajuste
do processo de OUG Exponencial Fluutante utilizando a relação de recorrência
estimada por máxima verossimilhança na Amostra 3.
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Figura C.10: Dados empíricos do cupom cambial de 1800 dias (série c180d) e
ajuste do processo de OUG Exponencial Flutuante utilizando a relação de recor-
rência estimada por máxima verossimilhança na Amostra 3.
Figura C.11: Dados empíricos do cupom cambial de 30 dias (série c360d) e ajuste
do processo de OUG Exponencial Flutuante utilizando a relação de recorrência
estimada por máxima verossimilhança na Amostra 3.
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Figura C.12: Dados empíricos do cupom cambial de 720 dias (série c720d) e
ajuste do processo de OUG Exponencial Flutante utilizando a relação de recorrên-
cia estimada por máxima verossimilhança na Amostra 3.
Figura C.13: Dados empíricos do cupom cambial de 30 dias (série c030d) e ajuste
do processo de OUG Exponencial Flutuante utilizando a representação ARMA
estimada por Hannan-Rissanen na Amostra 1.
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Figura C.14: Dados empíricos do cupom cambial de 60 dias (série c060d) e ajuste
do processo de OUG Exponencial Fluutante utilizando a representação ARMA
estimada por Hannan-Rissanen na Amostra 1.
Figura C.15: Dados empíricos do cupom cambial de 90 dias (série c090d) e ajuste
do processo de OUG Exponencial Fluutante utilizando a representação ARMA
estimada por Hannan-Rissanen na Amostra 1.
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Figura C.16: Dados empíricos do cupom cambial de 1800 dias (série c180d)
e ajuste do processo de OUG Exponencial Flutuante utilizando a representação
ARMA estimada por Hannan-Rissanen na Amostra 1.
Figura C.17: Dados empíricos do cupom cambial de 30 dias (série c360d) e ajuste
do processo de OUG Exponencial Flutuante utilizando a representação ARMA
estimada por Hannan-Rissanen na Amostra 1.
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Figura C.18: Dados empíricos do cupom cambial de 720 dias (série c720d) e ajuste
do processo de OUG Exponencial Flutante utilizando a representação ARMA es-
timada por Hannan-Rissanen na Amostra 1.
Figura C.19: Dados empíricos do cupom cambial de 30 dias (série c030d) e ajuste
do processo de OUG Exponencial Flutuante utilizando a representação ARMA
estimada por Hannan-Rissanen na Amostra 3.
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Figura C.20: Dados empíricos do cupom cambial de 60 dias (série c060d) e ajuste
do processo de OUG Exponencial Fluutante utilizando a representação ARMA
estimada por Hannan-Rissanen na Amostra 3.
Figura C.21: Dados empíricos do cupom cambial de 90 dias (série c090d) e ajuste
do processo de OUG Exponencial Fluutante utilizando a representação ARMA
estimada por Hannan-Rissanen na Amostra 3.
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Figura C.22: Dados empíricos do cupom cambial de 1800 dias (série c180d)
e ajuste do processo de OUG Exponencial Flutuante utilizando a representação
ARMA estimada por Hannan-Rissanen na Amostra 3.
Figura C.23: Dados empíricos do cupom cambial de 30 dias (série c360d) e ajuste
do processo de OUG Exponencial Flutuante utilizando a representação ARMA
estimada por Hannan-Rissanen na Amostra 3.
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Figura C.24: Dados empíricos do cupom cambial de 720 dias (série c720d) e ajuste
do processo de OUG Exponencial Flutante utilizando a representação ARMA es-
timada por Hannan-Rissanen na Amostra 3.
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C.2 Grácos da Análise de Autocorrelação
(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.1: Funções de autocorrelação das séries do cupom cambial e de exemplos
de trajetórias simuladas com ruído de Lévy α-estável para a Amostra 1.
236
(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.2: Funções de autocorrelação das séries do cupom cambial e de exemplos
de trajetórias simuladas com ruído de Lévy α-estável para a Amostra 3.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.3: Funções de autocorrelação das séries do cupom cambial e de exemplos
de trajetórias simuladas com ruído de Lévy dado por difusão com salto para a
Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.4: Funções de autocorrelação das séries do cupom cambial e de exemplos
de trajetórias simuladas com ruído de Lévy dado por difusão com salto para a
Amostra 3.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.5: Intervalos de conança para a função de autocorrelação empírica
das séries do cupom cambial na Amostra 1 dados pelos quantis de 5% e 95% da
autocorrelação de 1000 trajetórias simuladas por soma de Riemann-Stieltjes com
ruído de Lévy α-estável.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.6: Intervalos de conança para a função de autocorrelação empírica
das séries do cupom cambial na Amostra 1 dados pelos quantis 5% e 95% da
autocorrelação de 1000 trajetórias simuladas por recursão com ruído de Lévy α-
estável.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.7: Intervalos de conança para a função de autocorrelação empírica
das séries do cupom cambial na Amostra 3 dados pelos quantis de 5% e 95% da
autocorrelação de 1000 trajetórias simuladas por soma de Riemann-Stieltjes com
ruído de Lévy α-estável.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.8: Intervalos de conança para a função de autocorrelação empírica
das séries do cupom cambial na Amostra 3 dados pelos quantis de 5% e 95% da
autocorrelação de 1000 trajetórias simuladas por recursão com ruído de Lévy α-
estável.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.9: Intervalos de conança para a função de autocorrelação empírica
das séries do cupom cambial na Amostra 1 dados pelos quantis de 5% e 95% da
autocorrelação de 1000 trajetórias simuladas por soma de Riemann-Stieltjes com
ruído de Lévy dado por difusão com salto.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.10: Intervalos de conança para a função de autocorrelação empírica
das séries do cupom cambial na Amostra 1 dados pelos quantis de 5% e 95% da
autocorrelação de 1000 trajetórias simuladas por recursão com ruído de Lévy dado
por difusão com salto.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.11: Intervalos de conança para a função de autocorrelação empírica
das séries do cupom cambial na Amostra 3 dados pelos quantis de 5% e 95% da
autocorrelação de 1000 trajetórias simuladas por soma de Riemann-Stieltjes com
ruído de Lévy dado por difusão com salto.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.12: Intervalos de conança para a função de autocorrelação empírica
das séries do cupom cambial na Amostra 3 dados pelos quantis de 5% e 95% da
autocorrelação de 1000 trajetórias simuladas por recursão com ruído de Lévy dado
por difusão com salto.
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C.3 Grácos da Análise Não-Paramétrica
C.3.1 Estimação por Máxima Verossimilhança
(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.13: Grácos quantil a quantil das distribuições em primeira diferença
do cupom cambial e da série simulada por soma de Riemann para a Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.14: Grácos quantil a quantil das distribuições em primeira diferença
do cupom cambial e da série simulada pela equação de recursão para a Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.15: Grácos das distribuições acumuladas da primeira diferença das
séries de cupom cambial e da primeira diferença das séries simuladas por soma de
Riemann para a Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.16: Grácos das distribuições acumuladas da primeira diferença das
séries de cupom cambial e da primeira diferença das séries simuladas pela equação
de recorrência para a Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.17: Comparação dos histogramas de área unitária da primeira diferença
das séries de cupom cambial e da primeira diferença das séries simuladas por soma
de Riemann para a Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.18: Comparação dos histogramas de área unitária da primeira diferença
das séries de cupom cambial e da primeira diferença das séries simuladas pela
equação de recorrência para a Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.19: Grácos quantil a quantil das distribuições em primeira diferença
do cupom cambial e da série simulada por soma de Riemann para a Amostra 3.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.20: Grácos quantil a quantil das distribuições em primeira diferença
do cupom cambial e da série simulada pela equação de recursão para a Amostra 3.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.21: Grácos das distribuições acumuladas da primeira diferença das
séries de cupom cambial e da primeira diferença das séries simuladas por soma de
Riemann para a Amostra 3.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.22: Grácos das distribuições acumuladas da primeira diferença das
séries de cupom cambial e da primeira diferença das séries simuladas pela equação
de recorrência para a Amostra 3.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.23: Comparação dos histogramas de área unitária da primeira diferença
das séries de cupom cambial e da primeira diferença das séries simuladas por soma
de Riemann para a Amostra 3.
258
(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.24: Comparação dos histogramas de área unitária da primeira diferença
das séries de cupom cambial e da primeira diferença das séries simuladas pela
equação de recorrência para a Amostra 3.
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C.3.2 Estimação do Processo ARMA por Hannan-Rissanen
(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.25: Grácos quantil a quantil das distribuições em primeira diferença
do cupom cambial e da série simulada por soma de Riemann para a Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.26: Grácos quantil a quantil das distribuições em primeira diferença
do cupom cambial e da série simulada pela equação de recursão para a Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.27: Grácos das distribuições acumuladas da primeira diferença das
séries de cupom cambial e da primeira diferença das séries simuladas por soma de
Riemann para a Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.28: Grácos das distribuições acumuladas da primeira diferença das
séries de cupom cambial e da primeira diferença das séries simuladas pela equação
de recorrência para a Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.29: Comparação dos histogramas de área unitária da primeira diferença
das séries de cupom cambial e da primeira diferença das séries simuladas por soma
de Riemann para a Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.30: Comparação dos histogramas de área unitária da primeira diferença
das séries de cupom cambial e da primeira diferença das séries simuladas pela
equação de recorrência para a Amostra 1.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.31: Grácos quantil a quantil das distribuições em primeira diferença
do cupom cambial e da série simulada por soma de Riemann para a Amostra 3.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.32: Grácos quantil a quantil das distribuições em primeira diferença
do cupom cambial e da série simulada pela equação de recursão para a Amostra 3.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.33: Grácos das distribuições acumuladas da primeira diferença das
séries de cupom cambial e da primeira diferença das séries simuladas por soma de
Riemann para a Amostra 3.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.34: Grácos das distribuições acumuladas da primeira diferença das
séries de cupom cambial e da primeira diferença das séries simuladas pela equação
de recorrência para a Amostra 3.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.35: Comparação dos histogramas de área unitária da primeira diferença
das séries de cupom cambial e da primeira diferença das séries simuladas por soma
de Riemann para a Amostra 3.
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(a) Prazo de 30 dias. (b) Prazo de 60 dias.
(c) Prazo de 90 dias. (d) Prazo de 180 dias.
(e) Prazo de 360 dias. (f) Prazo de 720 dias.
Tabela C.36: Comparação dos histogramas de área unitária da primeira diferença
das séries de cupom cambial e da primeira diferença das séries simuladas pela
equação de recorrência para a Amostra 3.
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