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Abstract: Ill-posedness of integral equations of the first kind is well known. In this paper we investigate the linear 
Fredholm integral equation of convolution type, defined by 
(K f ) (x )= f~_ook(x- y ) f (y )dy=g(x) ,  -oo< y< o0.  
We are interested in a stable or filtered approximation to f given by 
1 oo X) ~ exp(i~0y) dto, A(y) = fooz( ; 
where Z(t0; h) is a filter function depending upon a parameter ~,. Most of the methods for finding depend on a priori 
knowledge of the noise level in the data; in this paper we construct a strategy on time series and maximum likelihood 
(ML) which is determined without knowledge of 02. As a result of this research our inference calls up four different 
categories. For the "mildly and moderately ill-posed" problems, the result is reasonably satisfactory, for the "severely 
ill-posed" problems, which are identified without noise, the result has to be well, however, for the data categorized 
"without noise" the entire consequence is entirely unsatisfactory. 
Keywords: Numerical solution of integral equation. 
1. Introduction 
Anderssen and Bloomfield [1,2] considered a numerical differentiation procedure for nonexact 
data. They used a time-series approach which by spectrum analysis they showed to be equivalent 
to Cullum's regularization method for numerical differentiation [3,4]. 
The problems of numerical differentiation and numerical deconvolution are similar in many 
ways. In real space we have to find a function f(x) from the data function g(x) such that 
f(x)=g'(x), (1) 
in the case of differentiation, and 
k(x),f(x)=g(x), 
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for deconvolution. In Fourier space we have in the first case 
f(o~) = iw~(¢) ,  (2) 
whereas in the second case 
/ (¢ )= lc(o~) " (3) 
Thus numerical differentiation can be considered as a special case of deconvolution with the 
kernel satisfying 
-1  
= ( l~O)  . (4 )  
1.1. Time-series analysis 
The set of observations ( gk: k = 0 . . . .  , N - 1} is taken as a t ime series at equally spaced 
points x k = kh; x represents "t ime".  Make a transformation gk ~ oh to detrend the data so that 
we may assume (o h } is a stationary stochastic process, i.e., P(oh) is independent of k: the mean 
and variance are constant. 
Clearly the original data gk do not have constant mean and therefore detrending is ap- 
propriate before stationarity can be assumed. This task of detrending is not as critical in the 
deconvolution problem as it is for differentiation. One reason for this is that the data boundary 
condition 
g(0) =g(T)  = 0, 
considered necessary by Anderssen and Bloomfield, is automatically satisfied in our case because 
our data functions have essentially compact support. Another reason is pointed out below. 
Suppose that u(x)  is the function underlying the data o k so that 
vk = u(xk)  + 
We can assume, without loss of generality, that u(x)  and e k are stationary stochastic processes 
with zero mean. From the Wiener-Khintchine theory of generalized harmonic analysis [7,10] we 
can write u(x)  and e k in the form 
oo T 
u(z) = f exp(i~0x) d~u(~0), ek=-o  f exp(i°~xk) d~,(o~). (5) 
The relevant features of the functions ~u and ~, is that the variance of an integral 
(6) 
is given by 
f l0 (o~)  I 2 P,(o~) d~o, (7) 
where P is a partial differentiable function. A necessary condition for this result is that neither 
process u nor e contains a purely oscillatory component,  which is usually true. 
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Since 
Suppose now that we use a filter { / , )T=-~ such that (the detrended) f (xk )  is estimated by 
oO 
Z lrl'Jk-r" (8 )  
r= --oo 
f ?  exp(i~x) dt,,(o~) 
f ( x ) = oo ~: ( o~ )
the error of the estimate is 
where 
00 
f (x ) -  Y'. 
r~ - -oo  
l rVk_r  = f_'~o exp(i~oxk)[( k o~))-' - l(~0)l d~u(~o) 




f(~o)= ~'~ lrexp(--iXr~ ). (11) 
r~- -oO 
If we assume that the error and signal are independent, hen the variance of (10) is 
Then it is fairly straightforward to prove (see [6, Theorem 4.1]) that this variance is minimized if 
l'(~0)k(~0) = p, (~)  + P,(~0) -= fl(~0). (13) 
We note here that the stochastic processes f (Xk)  and EflrO,_r in the left-hand side of (10) 
individually need not have constant mean. To derive (12) it is sufficient hat their difference is a 
stationary process of zero mean. This suggests our earlier assertion that detrending of the data is 
not so important in the case of numerical deconvolution since the necessary boundary conditions 
are also satisfied. We have performed all our calculations without detrending. 
We now deviate from Anderssen and Bloomfield [1,2] to find the relationship between the 
^ 
filter l (~) given by (11) and (8), and the filter Z(to) used in our work. Since our "detrended" 
filtered solution has Fourier transform 
A(,~) = Z(o~) 0('~1 
where 
t3(~0) = ~'v  r exp(- i toxr)  , 
r 
we can compare this with the Fourier transform of (8) to obtain 
(14) 
or simply 
z ,  , 0(0,)  t~0) ~--~) 
Z(~0) = l^(~o)k(to). (15) 
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Thus, in our method, the ratio fl(to) in (13) in Anderssen and Bloomfield's work is equivalent to 
our filter Z(t0). 
1.2. Optimization by maximum likelihood 
To optimize the filter with respect to ~, we now modify Anderssen and Bloom field's work 
accordingly. This involves choosing an error distribution of the form 
P, ( to )= b~(to) ,  (16) 
where b is an unknown constant and ~(to) is a known function. Also, for pth-order filtering, we 
choose as the distribution for u 
P,,(to)--b+(to) I (to) 12 














dt a ta~ ~r l~ 
-2100  i = a i -1~20 -0140 0.40 
X 
Fig. l(a). Problem P(1); solution by direct filtering (ML); 
for 1.7% error; o: solution for 3.3% error. 
I I I f I I I 
1.20 2.00 2.80 
: true solution; +:  numerical solution; O: solution 
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so that 
i k(~°) 12 =/~(o~). 
z( ,~) = Ik(~o)12÷x,,o 2p 
Thus the distribution for v is given by 
Po(to; b, ~)=b~(to) [ l+  i~:(t°)12]Xt02 p . (18) 
The statistical likelihood of any suggested values of ?~ and b can now be obtained from the data. 
Anderssen and Bloomfield [2] show how to eliminate the constant b from the problem. 
First they approximate the likelihood function of the parameters X, b by using a formula due 
to Whittle [9]. This says that the logarithm of the likelihood function of Pv is approximately 
I(toq) 






o ° o 
i o 
Fig. l(b). Problem P(2); solution by direct filtering (ML); : true solution; + : numerical solution; o: solution 
for 0.7% error; o: solution for 1.7% error. 
I I | f I I I I I | 
'-2.eo -2~00 -~120 -0~40 0.40 ~.20 ~.00 ~.80 
X 
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where 
(1) 
I(~o)= ~ }-'~Vkexp(--iXk(O ) 
k 
(20) 
is the periodogram of the data. If the expression for Po(to) in (18) is substituted into (19), the 
likelihood function can be maximized analytically with respect to b. This yields a partially 
maximized likelihood, which may then be maximized with respect o t .  This is equivalent to 
minimizing 
N-I )] N-I 















, , , , , , , , , , , , , , , 
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x 
Fig. l(c). Problem P(3); solution by direct filtering (ML); - - :  true solution; +: numerical solution; e: solution 
for 0.3% error. 
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The above analysis is not in the function space TN_ ~, but is easily modified for this space. 
Moreover, we have not considered detrending the data for the reason pointed out earlier. In T N_ 1 
the result is simply that (21) is replaced by 
[ ~,..~ N-1 1 ] N-1 
V(~)= ½N l °g /L ,  ~ T2N 2 [Y,q[E(l--z(6°q))] -- E log(l--z(tOq)). (22) 
Lq=u q=O 
2. Test problems 
In this section four test problems are introduced. The prime conclusions drawn from the above 
problems are as follows. 
Problem P(1) 









'0. O0 O. 40 
I I I I 
0 BO I . 20  
Fig. l(d). Problem P(4); solution by direct filtering (ML); 
for 0.7% error; o: solution for 1.7% error. 
I I I I i I I I 
1 .60  2 .00  2 .40  2 .80  
X 
: true solution; + : numerical solution; e:  solution 








-2 .80  
Fig. 2(a). Mildly ill-posed; 





, , , , , , , , , , , -  , , , , 
-2 .00  - I  -20 -0 .40  0 .40  1 .20  2 .00  2 .80  
X 
: / (x ) ;  . . . . . .  : g(x) ;  - - - - - :  g(x) .  
Problem P(2) 
In this case of accurate data, a reasonable solution clearly resolved two peaks. In the case of 
noisy data, however, the noise level increased, the function 11(2~) became oscillatory. As the noise 
level increased, the global minimum became more and more difficult to find. (See Fig. l(b).) 
Problem P(3) 
The results here are not very satisfactory; possible reasons are that the boundary conditions 
g(O) = g(T )= 0 are not satisfied because our choice of support was too small. (See Fig. l(c).) 
Problem P(4) 
Here results are able to resolve about five peaks even in case of 1.7% noise. Again the 
oscillation in V(?Q was not as troublesome as P(3) and P(2). (See Fig. l(d).) 
In [6,8] has been shown that cross-validation methods work without an a priori knowledge of 
the variance. 
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Table 1 
Method ML; Problem P(1) 
q + 1 I~  I Clean 1.7% 
I ~q/~q I zq I ~ /~q I z~ 
3.3% 
I~q/kq I Zq 
1 11.280 11.280 1.000 11.280 1.000 11.280 1.000 
2 9.676 9.308 1.000 9.287 1.000 9.279 1.000 
3 5.888 5.024 1.000 4.966 1.000 4.981 0.999 
4 2.641 2.627 1.000 2.590 1.000 2.596 0.994 
5 2.768 2.796 1.000 2.766 0.999 2.719 0.973 
6 3.057 3.045 1.000 2.868 0.997 3.080 0.911 
7 2.327 2.378 1.000 2.104 0.989 2.643 0.751 
8 1.295 1.301 1.000 1.102 0.963 1.877 0.467 
9 0.524 0.506 0.999 0.540 0.874 1.236 0.190 
10 0.145 0.135 0.994 0.486 0.613 0.732 0.051 
11 0.056 0.053 0.967 0.774 0.215 0.809 0.009 
12 0.041 0.041 0.746 2.352 0.027 4.483 0.001 
13 0.020 0.025 0.062 7.680 0.001 24.607 0.000 
14 0.007 0.356 0.000 2499.868 0.000 1301.492 0.000 
15 0.002 0.014 0.093 6.170 0.001 14.775 0.000 
16 0.000 0.005 0.378 2.347 0.006 4.665 0.000 
17 0.000 0.002 0.578 1.405 0.013 2.278 0.000 
18 0.000 0.002 0.659 1.454 0.018 2.477 0.001 
19 0.000 0.002 0.667 1.576 0.018 1.752 0.001 
20 0.000 0.001 0.622 1.162 0.015 2.985 0.001 
21 0.000 0.002 0.520 0.623 0.010 4.834 0.000 
22 0.000 0.002 0.363 2.070 0.005 4.962 0.000 
23 0.000 0.002 0.184 2.793 0.002 4.981 0.000 
24 0.000 0.005 0.057 1.432 0.001 5.815 0.000 
25 0.000 0.011 0.008 6.835 0.000 14.211 0.000 
26 0.000 0.092 0.000 108.178 0.000 1128.409 0.000 
27 0.000 0.204 0.000 198.435 0.000 3519.608 0.000 
28 0.000 0.017 0.002 10.284 0.000 10.565 0.000 
29 0.000 0.007 0.015 4.581 0.000 4.074 0.000 
30 0.000 0.003 0.038 1.420 0.000 4.285 0.000 
31 0.000 0.003 0.064 1.659 0.001 4.859 0.000 
32 0.000 0.002 0.080 1.834 0.001 5.526 0.000 
33 0.000 0.002 0.079 1.542 0.001 5.942 0.000 
Prob lem P( I ) .  Th is  p rob lem is g iven  by  
f~2k(x -y ) f (y )  dy = g(x ) ,  
where  f is the sum of  two Gauss ian  funct ions ,  
[ l [ 06, ] f (x )  = 0.5 exp 0.18 + exp  ~)~g 







°2 .80  ' -2100 -1-20 -0140 ' 
Fig. 2(b). Moderately i l-posed; 
J ~  r 
I I I I I I I 
0.40  1 .20 2 .00  
x 




with essential support -2  ~< x ~< 2, k(x)  is triangular with equation 
[ -x+0.5 ,  0~<x<0.5,  
k(x )  = ~x +0.5, -0 .5  ~< x < 0, 
[o, Ixl >to.5. 
We calculated the values of g(x) by the NAG algorithm D01ABF using Romberg's method 
with accuracy 10 -7. Forty-one grid values have been considered in Fig. 2(a). (See also Table 1.) 
Problem P(2). This example is the same as P(2) except hat the triangular kernel is made wider: 
0 x 0.8, 
1,(x) = + 0.8), -0 .8 ,<x<O,  
[0, Ixl >/o.8. 
The wider kernel makes the problem more ill-posed. Forty-one grid points are again consid- 
ered in Fig. 2(b). (See also Table 2.) 
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Table 2 
Method ML; Problem P(2) 
q + 1 I f~ I Clean 0.7% 1.7% 
I~qlkql Zq IgqlfCql Zq Igq/kql Zq 
1 11.280 11.280 1.000 11.280 1.000 11.280 1.000 
2 9.676 8.311 1.000 9.308 1.000 9.253 1.000 
3 5.888 5.026 1.000 5.021 1.000 4.899 1.000 
4 2.641 2.628 1.000 2.625 1.000 2.145 1.000 
5 2.768 2.793 0.999 2.801 0.999 2.308 0.999 
6 3.057 3.040 0.993 3.069 0.992 2.730 0.992 
7 2.327 2.396 0.920 2.326 0.907 2.940 0.905 
8 1.295 1.320 0.226 1.775 0.200 1.248 0.195 
9 0.524 oo 0.000 oo 0.000 oo 0.000 
10 0.145 0.173 0.040 1.472 0.034 5.358 0.033 
11 0.056 0.081 0.176 0.462 0.154 2.075 0.151 
12 0.041 0.062 0.230 0.459 0.204 0.554 0.200 
13 0.020 0.024 0.175 0.330 0.154 0.259 0.151 
14 0.007 0.027 0.078 0.478 0.068 1.338 0.066 
15 0.002 0.062 0.017 1.182 0.014 5.010 0.014 
16 0.000 0.240 0.001 4.258 0.001 20.015 0.001 
17 0.000 oo 0.000 oo 0.000 o0 0.000 
18 0.000 0.256 0.000 2.717 0.000 49.207 0.000 
19 0.000 0.084 0.003 2.508 0.002 9.111 0.002 
20 0.000 0.046 0.006 1.527 0.005 4.981 0.005 
21 0.000 0.045 0.005 1.563 0.005 6.049 0.005 
22 0.000 0.055 0.003 2.489 0.002 7.274 0.002 
23 0.000 0.089 0.001 3.686 0.001 17.309 0.001 
24 0.000 0.340 0.000 9.317 0.000 282.223 0.000 
25 0.000 oo 0.000 oo 0.000 oo 0.000 
26 0.000 0.331 0.000 10.436 0.000 33.500 0.000 
27 0.000 0.109 0.000 4.127 0.000 5.153 0.000 
28 0.000 0.063 0.001 0.846 0.001 1.078 0.001 
29 0.000 0.051 0.001 1.073 0.001 8.189 0.001 
30 0.000 0.067 0.000 1.393 0.000 17.321 0.000 
31 0.000 0.108 0.000 2.699 0.000 12.799 0.000 
32 0.000 0.364 0.000 14.856 0.000 140.011 0.000 
33 0.000 oo 0.000 oo 0.000 oo 0.000 
Prob lem P(3) .  The  prob lem is made h igh ly  i l l -posed  by  choos ing  an  even w ider  kerne l :  
~2( -x  + 1.2) ,  
k(x)  = ~ ~(x  + 1.2) ,  
tO, 
0~x~1.2 ,  
-1 .2~x<0,  
Ix l  ~1.2 .  
Aga in ,  fo r ty -one  gr id  po in ts  a re  cons idered  in F ig .  2(c). (See a lso  Tab le  3.) 
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× 
: f (x);  . . . . . .  : K(x); - - - - - :  g(x). 
Prob lem P(4).  This  example  has been  taken f rom [6] wi th  some mod i f i ca t ion .  The  so lut ion 
funct ion  is the sum of  six Gauss ians ,  and  the kernel  is also Gauss ian :  
f_ k(x-y)f(y)dy=g(x), 
6 (X k 
g(x) = k~__lAkeXp 
where  
A 1 = 10, a 1 = 0 .5 ,  fll = 0.04,  
A u = 10, a 2 = 0.7,  flu = 0.02, 
A 3 = 5, a 3 = 0.875, /33 = 0.02, 
A 4 = 10, a 4 = 1.125, /34 = 0.04,  
A 5 = 5, et 5 = 1.325, /35 = 0.02 
A 6 = 5,  0/6 = 1.525, /36 = 0.02. 
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Table 3 
Method ML; Problem P(3) 
q + 1 I~  I Clean 0.3% 
I gqllCql Zq I gq//kq I Zq 
0.7% 
1 11.280 11.280 1.000 11.280 1.000 
2 9.676 9.347 1.000 9.341 1.000 
3 5.888 5.057 1.000 5.029 1.000 
4 2.641 2.647 0.999 2.605 0.999 
5 2.768 2.564 0.969 2.520 0.975 
6 3.057 4.018 0.029 3.181 0.037 
7 2.327 4.329 0.096 3.311 0.117 
8 1.295 1.355 0.414 1.491 0.468 
9 0.524 0.150 0.342 0.392 0.393 
10 0.145 0.752 0.091 0.893 0.110 
11 0.056 3.140 0.002 2.733 0.002 
12 0.041 7.876 0.000 9.701 0.000 
13 0.020 1.421 0.006 1.593 0.007 
14 0.007 0.673 0.012 1.076 0.014 
15 0.002 0.802 0.005 0.767 0.007 
16 0.000 2.911 0.000 4.657 0.001 
17 0.000 oo 0.000 oo 0.000 
18 0.000 2.544 0.000 1.558 0.000 
19 0.000 1.229 0.001 1.446 0.001 
20 0.000 0.887 0.001 1.230 0.001 
21 0.000 1.942 0.000 2.434 0.000 
22 0.000 41.883 0.000 90,193 0.000 
23 0.000 5.818 0.000 12.955 0.000 
24 0.000 1.646 0.000 1.926 0.000 
25 0.000 1.235 0.000 2.393 0.000 
26 0.000 1.487 0.000 4.186 0.000 
27 0.000 8.379 0.000 5.371 0.000 
28 0.000 71.029 0.000 61.877 0.000 
29 0.000 2.301 0.000 2.629 0.000 
30 0.000 1.416 0.000 2.826 0.000 
31 0.000 1.477 0.000 0.649 0.000 
32 0.000 4.256 0.000 4.550 0.000 


































The  essent ia l  suppor t  o f  g(x) is 0 < x < 2. 
1 [ ~ X 2 
k ( x ) - -exp[ - - -X- - )  ' h = 0.015.  
The  essent ia l  suppor t  o f  k(x)  is ( -0 .26 ,  0.26). The  so lu t ion  is 
y(x)  = k=l y" Ok -- X Akexp  Ok - A ]" 









-0 .60  
I 
I I T 
-0 .20  0 .20  0 .60  i .oo  1 .4o  
.X 
Fig. 2(d). : f (x);  . . . . . .  : K(x); - -  - -  - -  
• 80 2 .20  
: g(x). 
The essential support of f (x )  is (0.26, 1.74). The diagram is given in Fig. 2(d). (See also Table 4.) 
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Table 4 
Method ML; Problem P(4) 
q+l  I/~1 Clean 
I qq//kq I Zq 
0.7% 
I gq//f~q I Zq 
1.7% 
I¢q/kq I Zq 
1 267.128 267.135 1.000 267.128 1.000 
2 207.683 239.884 1.000 236.752 1.000 
3 79.539 79.483 1.000 78.705 1.000 
4 39.281 53.651 1.000 53.708 1.000 
5 61.452 137.047 1.000 135.962 1.000 
6 36.891 41.392 1.000 42.439 0.999 
7 20.828 13.462 1.000 14,020 0.998 
8 19,705 25.491 0.999 24.157 0.995 
9 22.658 24.056 0.999 20.328 0.986 
10 13.393 13.440 0.996 11.144 0.965 
11 11.578 9.447 0.991 7.858 0.912 
12 27.467 25.562 0.975 19,748 0.794 
13 21.248 8.336 0.934 5.951 0.583 
14 5.218 5.734 0.834 2.917 0.330 
15 28.647 31.174 0.631 22.766 0.144 
16 38.696 27,217 0.359 30.447 0.052 
17 30.791 31,344 0.150 30.549 0.017 
18 13.028 11.277 0.050 6.998 0.005 
19 8.809 4.772 0,015 15.361 0.001 
20 16.589 13.704 0.004 92.631 0.000 
21 15.675 15.700 0.001 408.449 0.000 
22 9.518 8.599 0.000 3436.406 0.000 
23 4.494 3.493 0.000 2131.058 0,000 
24 3.845 2.937 0.000 3491.787 0.000 
25 2.927 1.639 0.000 15015.387 0.000 
26 1.521 1.106 0.000 85553.321 0.000 
27 1.703 1.795 0.000 807575.324 0.000 
28 1.578 1.345 0.000 952295.414 0.000 
29 0.604 0.204 0.000 377585.273 0.000 
30 0.471 0.080 0.000 4642606.361 0.000 
31 1.013 0.101 0,000 6203910.900 0.000 
32 0.935 0.024 0.000 330682.660 0.000 
33 0.721 0.065 0.000 5776.713 0.000 
267,128 1.000 
241.887 1.000 
83.346 1.000 
52.465 1.000 
146.377 1.000 
44.027 0.999 
15.208 0.998 
18.306 0.995 
21.262 0.986 
13.549 0.965 
11,982 0.912 
37.175 0.794 
16,570 0.583 
2,479 0.330 
20,069 0.144 
27,631 0.052 
168,340 0.017 
173,702 0.005 
422,595 0.001 
2508.571 0.000 
1361.699 0.000 
8163.696 0.000 
26323.134 0.000 
21341.268 0.000 
829627.642 0.000 
1812799.359 0.000 
861285.421 0.000 
23285310.673 0.000 
5165191.928 0.000 
15698756.064 0.000 
14380253.045 0.000 
15517374.195 0.000 
24541.611 0.000 
