We develop a complete theory of non-formal deformation quantization on the cotangent bundle of an almost exponential Lie group. An appropriate integral formula for the star-product is introduced together with a suitable space of functions on which the star-product is well defined. This space of functions becomes a Fréchet algebra as well as a pre-C * -algebra. Basic properties of the star-product are proved and the extension of the star-product to a Hilbert algebra and an algebra of distributions is given. A C * -algebra of observables and a space of states are constructed. Moreover, an operator representation in position space is presented. Finally, examples of almost exponential Lie groups are given.
Introduction
In the paper we develop a complete theory of quantization of a classical Hamiltonian system whose configuration space is in the form of a Lie group G. The phase space M of such system has the form of the cotangent bundle T * G of G. A typical example of such system is a rigid body. The possible configurations of a rigid body can be described by translations and rotations. Thus, as the configuration space of this system we can take the group of translations (R 3 , +), if we are only interested in translational degrees of freedom, or the group of rotations SO(3), if we want to consider only rotational degrees of freedom, or the semi-direct product of these two groups if we want to take into account both translational and rotational degrees of freedom.
Our approach to quantization is based on a deformation quantization theory [1] [2] [3] [4] [5] [6] . In this theory we want to describe quantization as a continuous deformation of a classical Hamiltonian system, with respect to some deformation parameter. The deformation parameter is usually interpreted as the Planck's constant , although in reality we should take as the deformation parameter some dimensionless combination of the Planck's constant and a parameter characteristic of the physical system under study. In the limit → 0 we should recover the classical system. In the rest of the paper will be a fixed non-zero real number. In fact it can be negative as the developed theory still makes sense in such case.
The idea of deformation quantization relies on the fact that all information about a classical Hamiltonian system is encoded in its Poisson algebra C ∞ (M ). The algebra C ∞ (M ) is the vector space of smooth C-valued functions defined on the phase space M , endowed with a point-wise product of functions, a Poisson bracket { · , · } and an involution being the complex conjugation. By deforming the algebra C ∞ (M ) (or its subalgebra) to a certain noncommutative Poisson algebra we get a quantum Hamiltonian system. The deformation is such that the point-wise product is deformed to some noncommutative product ⋆ (the so called star-product) and the Poisson bracket is deformed to the following Lie bracket
Moreover, there should hold
In the literature not much can be found on the topic of deformation quantization on the cotangent bundle of a Lie group. Worth noting are papers [7, 8] where authors introduce a star-product on the cotangent bundle of a Lie group in terms of a formal power series in . Also in [9, 10] are studied homogeneous starproducts on cotangent bundles of Lie groups, which are characterized in terms of integral formulas. More often star-products are investigated on duals of Lie algebras (see e.g. [11] [12] [13] [14] [15] ). Worth noting is also the case of a deformation quantization on the cotangent bundle of a homogeneous space (a manifold Q on which a Lie group G acts transitively as a group of symmetries). Such case was studied in [16] from the perspective of strict deformation quantization.
In the majority of papers cited above authors consider formal deformation quantization. They are focused on introducing on the phase space a star-product or a family of star-products as formal power series in and investigating their properties. Such approach does not describe physical systems and is far from providing a complete theory of quantization. Therefore, the theory of deformation quantization we develop is non-formal, meaning that the ⋆-product of functions f and g is not a formal power series in but a genuine function. In fact the developed deformation quantization theory is an example of strict deformation quantization [17] [18] [19] [20] [21] .
Some ideas of our theory are based on the work [22] where authors consider non-formal deformation quantization on the cotangent bundle of a Riemannian manifold Q. In this paper the exponential map exp q on Q is required to be a diffeomorphism on the whole tangent space T q Q onto the whole manifold Q. This condition greatly restricts admissible manifolds Q. In our approach we replace Q by a Lie group G with the property that its exponential map exp is a diffeomorphism onto almost the whole group G. Many Lie groups interesting from a point of view of physics are of such form.
In practice we do not need the whole Poisson algebra C ∞ (M ) to describe a Hamiltonian system but only some subalgebra F 0 (M ). For the purpose of quantization we take F 0 (M ) as the space of functions on M which momentum Fourier transforms are smooth and compactly supported. The algebra F 0 (M ) fully characterizes the classical Hamiltonian system. Indeed, all information about the Poisson manifold M is encoded in F 0 (M ). Moreover, states can be defined as appropriate linear functionals on F 0 (M ). In fact F 0 (M ) is a dense subalgebra of the C * -algebra A 0 (M ) := C 0 (M ) of continuous functions on M vanishing at infinity, with the standard supremum norm. In other words F 0 (M ) is a pre-C * -algebra. States are then defined as continuous linear functionals Λ on A 0 (M ) satisfying (i) Λ = 1 (normalization),
(ii) Λ(f · f ) ≥ 0 for every f ∈ A 0 (M ) (positive-definiteness).
The Riesz representation theorem provides identification of states Λ with probabilistic Borel measures µ through the following formula
The deformation of the Poisson algebra F 0 (M ) will be denoted by F (M ). Quite often we will skip the dependence on and just write F (M ). The paper is organized as follows. In Section 2 we introduce notation and definitions used throughout the paper. In particular, in Section 2.6 we define the deformed Poisson algebra F (M ) and in Section 3.1 we introduce on it a noncommutative ⋆-product in terms of an integral formula. Basic properties of the ⋆-product are proved and its expansion in to the third order is calculated.
The algebra F (M ) is a basis of the whole theory. With its help we can define states of the quantum system. First, in Section 3.2 we extend F (M ) to a Hilbert algebra L(M ) and then in Section 3.4 we extend L(M ) to a C * -algebra of observables A(M ). Quantum states can be defined in a standard way as continuous positively defined linear functionals on A(M ) normalized to unity. We also provide characterization of states as elements of L(M ) satisfying certain properties.
On the other hand the algebra F (M ) can be extended to an algebra of distributions F ⋆ (M ) by treating F (M ) as the space of test functions (see Section 3.3). The algebra F ⋆ (M ) contains all functions interesting from a physical point of view. In particular we show that all smooth functions polynomial in fiber variables are elements of F ⋆ (M ). Section 3.5 contains a short description of the time evolution of states and observables in the language of deformation quantization.
In Section 4 we construct an operator representation of the developed theory. We represent considered in previous sections algebras of functions on the phase space M by algebras of operators on a Hilbert space L 2 (G, dm) of C-valued functions on the Lie group G square integrable with respect to a Haar measure dm. We give explicit formulas of the constructed representation. The introduced operator representation allows to express a quantum system in the language of the standard Hilbert space approach to quantum mechanics. The action of the group G on the phase space M = T * G gives rise to a reduced system whose phase space is the dual g * of the Lie algebra g of the Lie group G, endowed with the standard Poisson structure. In Section 5 we describe this reduction operation and show that the introduced quantization procedure respect this reduction. In particular, we give a formula for the ⋆-product on g * . The introduced theory of quantization works only on a certain type of Lie groups which we call almost exponential Lie groups. In Section 2.1 we define the notion of almost exponential Lie group and in Section 6 we give examples of such groups.
We end the paper with Section 7 where we give conclusions and final remarks.
Preliminaries

Lie groups basics
Let G be an n-dimensional Lie group. Its Lie algebra will be denoted by g. Moreover, we will denote by dm a left invariant Haar measure on G.
We will denote by L q and R q left and right translations in G, i.e.
The derivative of L q in the unit element e is a linear isomorphism T e L q : g → T q G which provides a natural identification of a tangent space T q G with the Lie algebra g. The transposition of this map T * e L q : T * q G → g * provides a natural identification of a cotangent space T * q G with the dual of the Lie algebra g.
provide natural isomorphisms between tangent and cotangent bundles of G, and trivial bundles G × g and G × g * , respectively. The diffeomorphism θ can be used to transfer a natural structure of a symplectic manifold on T * G to G × g * . In what follows we will denote the symplectic manifold G × g * by M . Recall that the derivative of the exponential map is equal [23] 
Since φ(x) is analytic for every x ∈ C the linear operator φ(ad X ) is well defined for every X ∈ g as a convergent series of linear operators. We calculate that
Let us define the reflection about the unit element e as the following map
Moreover, define the reflection about point q ∈ G as the map
Note, that s 2 q = id. Denote the derivative of the reflection s in the unit element e by s ′ , i.e.
Throughout the paper we will consider Lie groups satisfying the following condition: there exists an open neighborhood O of 0 in g, such that:
(i) it is star-shaped and symmetric, i.e. if X ∈ O then tX ∈ O for −1 ≤ t ≤ 1,
(ii) the exponential map exp :
Lie groups satisfying this property will be called almost exponential. Throughout the paper O and U will denote sets, corresponding to a given Lie group G, as in the above definition.
Recall that a subset A of a smooth n-dimensional manifold M has measure zero if for every smooth chart (U, ϕ) for M , the set ϕ(A ∩ U ) has Lebesgue-measure zero in R n [24] . Note, that any set of measure zero has dense complement, because if M \ A is not dense, then A contains a nonempty open set, which would imply that ψ(A ∩ V ) contains a nonempty open set of Lebesgue-measure zero for some smooth chart (ψ, V ), which is impossible because the only open set in R n of Lebesgue-measure zero is an empty set. Hence if G is almost exponential then U is dense in G.
Observe, that since O is reflection invariant
Poisson structure on M
We will give an explicit formula for the canonical Poisson bracket on M . Instead of using Darboux coordinate frame on M , it is convenient to use different frame fields. Let X 1 , . . . , X n be a basis in g and X 1 , . . . , X n a dual basis in g * . Each X j defines a left invariant vector field L Xj on G. The vector fields L Xj can be lifted to vector fields
Similarly covectors X j can be identified with constant vector fields
The 2n vector fields Y 1 , . . . , Y n , Z 1 , . . . , Z n on M form at each point x a basis of tangent vectors. They have the following properties:
where π : G × g * → G is a canonical projection and C k ij are the structure constants of g in the basis
Let p j : M → R be fiber variables defined by p j (q, p) = p, X j . Then dp i (Z j ) = δ j i and dp i (Y j ) = 0. The Poisson bracket of two functions f, g ∈ C ∞ (M ) reads:
In particular
Measures and integration
On the vector space g we can introduce a measure by means of the Haar measure dm on G. The Haar measure dm originates from a left invariant volume form ω L on G, which on the other hand is completely determined by its value in the unit element ω L (e). The n-form ω L (e) on g induces, subsequently, a measure dX on g. The measure dX on g, in turn, determines a measure dp on g * by means of the Fourier transform. To be more precise, if we define the Fourier transform of functions on g by the formulã
then we choose the measure dp on g * so that the inverse Fourier transform will be given by the equation
i p,X dp.
On the symplectic manifold M = G × g * we have a distinguished measure dx induced by the Liouville volume form on M . The measure dx is the product measure and can be written in the form dx = dm(q) × dp.
On the manifold G × g we will introduce the following measure
We will often use a normalized Liouville measure dl = dx |2π | n . For function f defined on M = G × g * we define the Fourier transform of f in the momentum variable bỹ
i p,X dp (21) and the inverse Fourier transform by
Quite often we will consider integrals of functions f : g * → C in the form of the inverse Fourier transforms
The function f of the above form may not be Lebesgue integrable, however, we can define its integral as an improper integral. Let {K j | j = 1, 2, . . . } be a sequence of compact subsets of g * such that
Then the improper integral of the function f is defined as the following limit of integrals:
g * f (p) dp = lim j→∞ Kj f (p) dp.
Note, that because of the equality Kj f (p) dp =
where χ Kj is the characteristic function of the set K j and * denotes the usual convolution of functions, we get that
This shows that the improper integral of functions in the form (23) always exists, is finite and does not depend on the sequence of compact sets {K j }.
Baker-Campbell-Hausdorff product
On the Lie algebra g we define operation ⋄ by the formula
It is well defined on
The operation ⋄ has the following easy to verify properties:
In general ⋄ is not commutative and bilinear. By virtue of the Baker-Campbell-Hausdorff formula we get the following expansion of X ⋄ Y around (0, 0) up to third order
We will call the operation ⋄ a Baker-Campbell-Hausdorff product.
Notation
For any q ∈ G, we use the notations: 
(2n)! and B n is the n-th Bernoulli number,
since
and
Hence, j q is invariant under the reflection s q . Moreover, we have that
The function F (X) is symmetric: F (X) = F (−X). Note also, that for unimodular groups (so in particular for all compact groups) dm(s) dm q = det Ad q = 1
for every q ∈ G, so that F (X) = |det φ(ad X )|.
Spaces F (M) and L(M)
Let L 2 (G × O, dn) denote the Hilbert space of C-valued square integrable functions on G × g with support in G × O (by O we denote the closure of O). The scalar product in this space is given by
Moreover, let F (M ) be a subspace of L 2 (G × O, dn) consisting of functionsf such that the functions 
The space L(M ) is a Hilbert subspace of the space L 2 (M, dl) of C-valued square integrable functions on M . Since functions in F (M ) are inverse momentum Fourier transforms of square integrable functions with compact support, then by Paley-Wiener theorem F (M ) consists of smooth functions. Note, that elements of F (M ) may not be Lebesgue integrable. Therefore, integrals of these functions will be considered as improper integrals defined as in Section 2.3.
On the space F (M ) we define a trace functional tr by the formula
By Tr we will denote the usual operator trace. Inverting formula (37) we can see that elements of F (M ) are all functions f of the form
. Therefore, we have a one-to-one correspondence between elements of F (M ) and C ∞ c (G × G). In the case G is a compact group we will topologize F (M ) by the following family of semi-norms
where k, l ∈ N n are multi-indices and D k,l are differential operators expressed by left-invariant vector fields L X1 , . . . , L Xn corresponding to a basis X 1 , . . . , X n in g, and defined by the formula
where
Xi and L
Xj are vector fields on G × G defined by
A similar consideration takes place for the space F (M ) ⊂ L(M ). We will prove a useful lemma.
Proof. We calculate that
3 Deformation quantization of the classical system
Star-product on F (M)
On the space F (M ) we introduce the following star-product
Such star-product was already considered in [10] from the perspective of formal deformation quantization. Note, that sincef andg have supports in G × O the ⋆-product of f and g is a well defined function on M . In what follows we will show that f ⋆ g ∈ F (M ) so that the space F (M ) together with the ⋆-product becomes an algebra. For Y ∈ O let us introduce maps
With the use of (7b) we can calculate that
If in (46) under the integral with respect to X we perform the following change of variables: X → R −Y (X), then we can write the ⋆-product (46) in the form
We can introduce a twisted convolution of functionsf ,g ∈ F (M ) by the formula
Then from (49) we immediately get that
The following theorem gathers basic properties of the ⋆-product.
is a bilinear operation with the following properties:
is closed with respect to the ⋆-product),
are functions corresponding tof andg according to (37), then by virtue of the equality
we get
is a smooth function with compact support, thereforef ⊙g ∈ F (M ) and consequently f ⋆ g ∈ F (M ).
(ii) We have that
Applying (51) yields the associativity of ⋆.
(iii) This property follows directly from the definition (46) of the ⋆-product.
where * denotes the usual convolution.
From (53) we can see that the integral kernel h ∈ C ∞ c (G × G) corresponding to the product f ⋆ g is expressed by the integral kernels f, g ∈ C ∞ c (G × G) of f and g by the formula
From this, in the case of a compact group G, we get the following estimate on the semi-norms of the product f ⋆ g:
where m(G) is the measure of the group G. Therefore, the ⋆-product as a map
In what follows we will investigate the dependence of F (M ) on . For this purpose we will change, for a moment, the definition of the Fourier transform in the momentum variable in the following waỹ
so that it will not depend on . Then we also have to redefine the space F (M ) as the space of square integrable functionsf with support in G × −1 O such that the functions
extend to smooth functions on G × G with compact support. We will explicitly denote the dependence of the spaces F (M ) and F (M ) on by writing F (M ) and F (M ). Moreover, we will denote by F 0 (M ) the space C ∞ c (G × g) of smooth functions with compact support and by F 0 (M ) its inverse momentum Fourier transform. Then for any f ∈ F 0 (M ) there exists a sufficiently small 0 > 0 for which f ∈ F (M ) for every ∈ R such that | | < 0 . Introducing a Baker-Campbell-Hausdorff product ⋄ on the Lie algebra g corresponding to a Lie bracket
, we can write the ⋆-product in the following way
. From this presentation of the ⋆-product it can be easily seen that for f, g ∈ F 0 (M ) and a sufficiently small 0 > 0 the functions f, g ∈ F (M ) for every ∈ R such that | | < 0 , and for any x ∈ M the function → (f ⋆ g)(x) is smooth on (− 0 , 0 ) and
Theorem 2. The ⋆-product enjoys the following power series expansion in around = 0 up to third order:
Proof. From Taylor theorem we get for every
Therefore, we have to calculate derivatives with respect to of (f ⋆ g)(x) at = 0. For ϕ ∈ C ∞ (G) and a smooth function A : R → g such that A(0) = 0 we get
where B( ) = φ(ad A( ) )A ′ ( ) and L B( ) denotes a left-invariant vector field corresponding to B( ) ∈ g. Moreover, we calculate that
At = 0 the function B( ) and its derivatives are equal
Therefore,
For
with the help of the expansion (28) we can calculate that
Hence,
where we identify the left-invariant vector fields
The function F (X) can be written in the form
Using the above formula the derivatives of the function L (X, Y ) = L( X, Y ) can be easily calculated:
With the help of the expansion (28) of the product ⋄ we get the following derivatives of the exponent:
Let X 1 , . . . , X n be a basis in g and Y 1 , . . . , Y n , Z 1 , . . . , Z n a corresponding frame fields on M as in Section 2.2. Moreover, let p j : M → R be fiber variables defined by p j (q, p) = p, X j and C k ij the structure constants of g in the basis {X i }. After expanding X, Y in the basis {X i } and using formulas (70), (71), (74), and (75) we can calculate the derivatives with respect to of the ⋆-product. Formula (62) then follows.
Extension of the ⋆-product to the Hilbert space L(M)
In what follows we will extend the ⋆-product to the Hilbert space L(M ) introduced in Section 2.6. The space F (M ) inherits from L(M ) the scalar product (38). The norm corresponding to this scalar product will be denoted by · 2 .
Theorem 3. For f, g ∈ F (M ) the following inequality holds
(76)
correspond to f and g as in (37). Then, in accordance to (53), a function h ∈ C ∞ c (G × G) corresponding to the product f ⋆ g will be given by the formula (57). The functions f, g, h are elements of the Hilbert space L 2 (G × G, dm × dm). By virtue of Lemma 1 their L 2 -norms are equal to the L 2 -norms of f , g and f ⋆ g. Therefore, the inequality (76) is equivalent to the following inequality
For fixed a, b ∈ G we can apply the Schwartz inequality to functions f(a, · ),
With its use we calculate that
which proves (77) and consequently (76).
The consequence of the inequality (76) is continuity of the ⋆-product in the L 2 -norm. From this property and the fact that F (M ) is dense in L(M ) we can continuously extend the ⋆-product to the whole Hilbert space L(M ). Note, that since complex-conjugation is continuous in the L 2 -norm it will remain an involution for the extended ⋆-product. Hence, L(M ) is an involutive algebra with an inner product ( · , · ), which satisfies the following properties:
Therefore, L(M ) is a Hilbert algebra. Observe, that for f, g ∈ L(M ) the momentum Fourier transform of f ⋆ g will be an integrable function, i.
. Thus, we can calculate an improper integral of f ⋆ g as in Section 2.3. The property (iv) of Theorem 1 will then still hold and, henceforth, the scalar product in L(M ) can be written in the form
We can also extend the trace functional tr introduced in (39) to the whole space
Extension of the ⋆-product to an algebra of distributions
In what follows we will extend the ⋆-product to a suitable space of distributions. The algebra F (M ) will play the role of the space of test functions. The following construction is based on [22, 25] . We will assume that the group G is compact. In such case F (M ) is a Fréchet algebra. The following considerations will also hold for non-compact groups, although, then we do not have a topology on F (M ) so we would not be dealing with any continuity issues. We will denote by F ′ (M ) the space of continuous linear functionals on F (M ), i.e. distributions. The dual space F ′ (M ) is endowed with the strong dual topology, that of uniform convergence on bounded subsets of F (M ). For f ∈ F ′ (M ) we will denote by f, h the value of the functional f at h ∈ F (M ). We will identify functions f ∈ F (M ) with the following functionals
These functionals are continuous on F (M ). Indeed, if f, h ∈ C ∞ c (G × G) are integral kernels corresponding to f and h, then by Lemma 1
which proves the continuity of the functionals (82). Thus we may write F (M ) ⊂ F ′ (M ). By the formula (82) we can also identify other functions with distributions provided that the above integral, treated as an improper integral from Section 2.3, is well defined for every test function.
For f ∈ F ′ (M ) and g ∈ F (M ) we define f ⋆ g ∈ F ′ (M ) and g ⋆ f ∈ F ′ (M ) by the formulas
The consistency of the above definition is guaranteed by the property (iv) of Theorem 1. Note, that the maps g → f ⋆ g and g → g ⋆ f are continuous from F (M ) to F ′ (M ), since the maps g → f, g ⋆ h and g → f, h ⋆ g are continuous, uniformly for h in a bounded subset of F (M ) (by the joint continuity of g and h).
Denote by F ⋆ (M ) the following subspace of distributions:
In particular, F (M ) ⊂ F ⋆ (M ). For f ∈ F ⋆ (M ) the maps g → f ⋆ g and g → g ⋆ f are continuous from F (M ) to F (M ) by the closed graph theorem. Thus, for f, g ∈ F ⋆ (M ) we may define their ⋆-product by the formula
Straightforward calculations with the use of (84) and (86) verify that f ⋆ g ∈ F ⋆ (M ) and the associativity of the ⋆-product. Note, that 1 ∈ F ⋆ (M ) and f ⋆ 1 = 1 ⋆ f = f for every f ∈ F ⋆ (M ). The involution in F (M ) can be extended to the algebra F ⋆ (M ) in a natural way:
and f ∈ F ⋆ (M ). Thus, F ⋆ (M ) is an involutive algebra with unity, being a natural extension of the algebra
In what follows we will show that all smooth functions polynomial in fiber variables p j , i.e. functions of the form
Proof. Let h ∈ F (M ). Since f (q)h(q, 0) is a smooth compactly supported function on G the integral in (82) will be finite and define a proper linear functional on F (M ) (even if G is not compact). We will show that this functional is continuous. We calculate that
where h ∈ C ∞ c (G × G) is an integral kernel corresponding to h. The integral in the last term is finite because G is compact. Therefore, the functional f, · will be continuous. Now, we will show that f ∈ F ⋆ (M ), also in the case when G is not compact. For g, h ∈ F (M ) we have
If g ∈ C ∞ c (G × G) corresponds tog as in (37), then
is a smooth compactly supported function on G × G. Thus f ⋆ g ∈ F (M ). Similarly we can prove that g ⋆ f ∈ F (M ). Therefore f ∈ F ⋆ (M ).
Theorem 5. If p j is a fiber variable corresponding to a basis
Proof. Let h ∈ F (M ). Since for a fixed q ∈ G the function X →h(q, X) is smooth in the neighborhood of 0, we have
The function ∂ ∂Xjh (q, X) X=0 is smooth and compactly supported on G, therefore its integral will be finite. Thus, the functional p j , · is well defined (even when G is not compact). We will show that this functional is continuous. Let h ∈ C ∞ c (G × G) correspond toh as in (37). Then we calculate that
For ϕ ∈ C ∞ (G) we have that
where L Xj is a left-invariant vector field corresponding to X j . If X = u i X i is an expansion of X in the basis
Hence
Since F ′ (0) = 0 we get, with the use of (95) and (97), that
where L
Xj is a vector fields on G × G defined as in (43). Because compact groups are unimodular C k jk = 0 and we get from (94) and (98) that
for k = (0, . . . , 0, 1, 0, . . . , 0) where there is 1 on the j-th place. This shows the continuity of the functional p j , · . Now, we will show that p j ∈ F ⋆ (M ), also in the case when G is not compact. For g, h ∈ F (M ) we have
Let g, h ∈ C ∞ c (G × G) correspond tog andh as in (37). Then we can write
where in accordance to (98)
so that f ∈ C ∞ c (G × G). By Lemma 1 we get that
where f ∈ F (M ) is a function corresponding to f. Therefore, f = p j ⋆ g which shows that p j ⋆ g ∈ F (M ).
Analogically we can prove that g ⋆ p j ∈ F (M ). Thus p j ∈ F ⋆ (M ).
Theorem 6. If f (q) is a smooth function on G, then for every g ∈ F (M ) the following expansion in holds
where L Xi are left-invariant vector fields corresponding to a basis {X i } in g.
Proof. First observe that the following equality holds
Expanding function t → f (q exp(tX)) in a Taylor series and using the above equality results in
For X = u i X i and t = − 1 2 this gives
From the above result and the integral formula (91) for the product f ⋆ g we get (104).
Theorem 7.
If p j is a fiber variable corresponding to a basis {X i } in g, then for every g ∈ F (M ) the following expansion in holds
where B k is the k-th Bernoulli number and [k/2] denotes the nearest integer number smaller or equal to k/2.
Proof. From the analysis of the proof of Theorem 5 we can deduce that the integral kernel f of p j ⋆ g will be given by the formula
.
(109) Therefore, from the equality
where ∂ ∂Xj refers to a differentiation with respect to X variable.
If Y = v i X i is an expansion of Y in the basis {X i }, then by (112) we get
We have that
Since
where (X ⋄ Y ) i denotes the i-th component of X ⋄ Y in the expansion with respect to the basis {X i }. Combining (112) and (117) gives
For ϕ ∈ C ∞ (G) we have
By (7a) and (112) we get
is the value of the Bernoulli polynomial at 2 . An expansion of the function φ in a Taylor series results in
where we have used the translation property of Bernoulli polynomials. Using the above result we get
Applying (113), (119) and (124) to (111) we receive (108).
Now we can show that all smooth functions polynomial in fiber variables p j belong to F ⋆ (M ). First we will prove that polynomials in p j are in F ⋆ (M ). Assume that for a given k ≥ 1 all monomials p i1 p i2 · · · p i k of order k are in F ⋆ (M ). Then, the expansion (108) will also hold for these monomials in place of g and we can see that the product p i k+1 ⋆ p i1 p i2 · · · p i k will be of the form of a monomial p i1 p i2 · · · p i k p i k+1 plus some polynomial of order k. Thus monomials p i1 p i2 · · · p i k p i k+1 of order k + 1 will also belong to F ⋆ (M ).
Since in Theorem 5 we showed that all p j are in F ⋆ (M ), then by induction we see that all monomials, and consequently all polynomials, are in F ⋆ (M ). Next, assume that for a given k ≥ 0 all smooth functions which are polynomial of order k in p j are in F ⋆ (M ). The expansion (104) also holds for g replaced by an arbitrary polynomial in p j . Then, we can see that the ⋆-product of an arbitrary smooth function f (q) on G and a monomial p i1 p i2 · · · p i k+1 of order k + 1 will be in the form of a function f (q)p i1 p i2 · · · p i k+1 plus some smooth function polynomial in p j of order k. Thus smooth functions polynomial in p j of order k + 1, and by induction of all orders, will be in F ⋆ (M ).
Note, that from (108) we get in particular that
From this we receive the following commutation relation
being an analog of its classical counterpart (16).
C * -algebra of observables and states
In Section 3.2 we presented an extension of the algebra F (M ) to the Hilbert algebra L(M ). In what follows we will extend L(M ) to a C * -algebra. Let us introduce on the space L(M ) the following norm:
The above theorem can be proved with the help of the operator representation introduced in Section 4 and through similar considerations as in [16, 26] .
The C * -algebra of observables A(M ) can be used to define states of the system. From definition a state is a continuous linear functional Λ : A(M ) → C, which is positively defined and normalized to unity, i.e.
The set of all states is convex. Extreme points of this set are called pure states. These are states which cannot be written as convex linear combinations of some other states. In other words Λ pure is a pure state if and only if there do not exist two different states Λ 1 and Λ 2 such that Λ pure = pΛ 1 + (1 − p)Λ 2 for some p ∈ (0, 1).
The expectation value of an observable f ∈ A(M ) in a state Λ is from definition equal
If f is self-adjoint, i.e.f = f , then f Λ ∈ R.
Similarly as in classical mechanics, where states can be characterized in terms of probabilistic distribution functions on phase space, in quantum mechanics we can also associate with states certain phase-space functions called quasi-probabilistic distribution functions. The next two theorems provide such characterization. Their proofs follow directly from the operator representation introduced in Section 4.
then the functional
is a state. Vice verse, for every state Λ there exists a unique function ρ ∈ L(M ) satisfying properties (i)-(iii) such that Λ = Λ ρ .
Theorem 10. A state Λ ρ is pure if and only if the corresponding function ρ is idempotent, i.e.
From (130) the expectation value of an observable f ∈ F (M ) in a state Λ ρ can be written in a form
The above formula can be extended in a direct way to general observables f ∈ F ⋆ (M ) and states ρ ∈ F (M ).
Time evolution
The time evolution of a quantum system is governed by a Hamiltonian function H ∈ F ⋆ (M ) which is, similarly as in classical mechanics, some distinguished observable. The equation describing the time evolution of an observable A ∈ F ⋆ (M ) can be received from its classical counterpart by replacing the Poisson bracket
If A ∈ A(M ) and A(t) is its time development, then the time evolution of a state Λ can be given by the formula Λ(t)(A) = Λ(A(t)).
In particular, if Λ = Λ ρ then we receive the following formula for the time development of the pseudoprobabilistic distribution function ρ:
4 Operator representation
Representation of the algebra of observables A(M)
By virtue of Gelfand-Naimark theorem the C * -algebra of observables A(M ) can be isometrically represented as a subalgebra of the C * -algebra B(H) of bounded linear operators on a certain Hilbert space H. In what follows we will present an explicit construction of this representation for H = L 2 (G, dm). We will in fact receive a position representation of a quantum system, where the Hilbert space H will play the role of the space of wave functions.
Let H = L 2 (G, dm) be a Hilbert space of C-valued square integrable functions on G with a scalar product given by
where dm is the left-invariant Haar measure on G. For a function f ∈ F (M ) we define an operatorf acting in H as an integral operator given by an integral kernel f corresponding to f according to the formula (37):
Using (37) and performing the following change of variables under the integral sign: b → X = V a (b), formula (137) takes the formf
Theorem 11. For f, g ∈ F (M ) (i) the map f →f is a linear isomorphism of F (M ) onto the space of integral operators whose integral
(iv)f is a trace class operator and Tr(f ) = tr(f ),
(v) the Hilbert-Schmidt scalar product of operatorsf andĝ is equal (f ,ĝ) ≡ Tr(f †ĝ ) = (f, g),
Proof. (i) This property follows immediately from the definition of the space F (M ).
(ii) From the proof of Theorem 1 it follows that the integral kernel corresponding to the product f ⋆ g is exactly equal to the integral kernel offĝ.
(iii) Let f(a, b) be an integral kernel corresponding to f . Then the integral kernel off † will be equal
which is just the integral kernel corresponding tof .
(iv) Sincef is an integral operator whose integral kernel is smooth and compactly supported it will be of trace class and its trace will be expressed by the formula
(v) This property follows immediately from Lemma 1.
(vi) The operator norm of a bounded operatorf can be expressed in terms of the Hilbert-Schmidt norm · 2 according to the formula f = sup{ fĝ 2 |ĝ is a Hilbert-Schmidt operator and ĝ 2 = 1}.
Using properties (ii) and (v) and the fact that F (M ) is dense in L(M ) we get the result.
The above theorem states that the map f →f is a faithful * -representation of the algebra F (M ) on the Hilbert space H. From property (v) this representation can be extended to the algebra L(M ) resulting in a Hilbert algebra isomorphism of L(M ) onto the space of Hilbert-Schmidt operators B 2 (H). Moreover, from property (vi) we can further extend this representation to a representation of the C * -algebra A(M ), which will give us a C * -algebra isomorphism of A(M ) onto the C * -algebra of compact operators K(H).
Wigner functions
In what follows we will introduce generalized Wigner functions which can be used to characterize states of the quantum system. For ϕ, ψ ∈ H we define a Wigner function W(ϕ, ψ) ∈ L(M ) as a phase-space function corresponding to the operatorf = ψ(ϕ, · ). The integral kernel of this operator is equal f(a, b) = ψ(a)ϕ(b), thus by (40) the Wigner function W(ϕ, ψ) will be expressed by the formula
The following properties of the functions W(ϕ, ψ) are an immediate consequence of Theorem 11 and formula (142).
Theorem 12. For ϕ, ψ, φ, χ ∈ H and f ∈ F (M )
We can define a tensor product of the Hilbert space H and its dual H * in terms of the Wigner transform W:
where ϕ → ϕ * is an anti-linear isomorphism of H onto H * appearing in the Riesz representation theorem. The map ⊗ : H * × H → L(M ) is clearly bilinear and from property (iii) from Theorem 12 it satisfies
Moreover, since the set of generalized Wigner functions W(ϕ, ψ) is linearly dense in L(M ) the map ⊗ indeed defines a tensor product of H * and H equal to L(M ). For f ∈ F (M ) we can treat f ⋆ as an operator on the Hilbert space L(M ). Then, by property (v) from Theorem 12 we get that f ⋆ =1 ⊗f .
Note, that the operator representation of the algebra L(M ) gives a one to one correspondence between states ρ ∈ L(M ) and density operatorsρ, i.e. trace class operators satisfying
Indeed, every density operatorρ gives rise to a continuous linear functional on the C * -algebra K(H) of compact operators, which is positively defined and normalized to unity. Such functional will be given by the formulaf → Tr(fρ), and every continuous positive linear functional on K(H) normalized to unity will be of such form for some density operatorρ. From this observation we also immediately get Theorems 9 and 10 characterizing states in terms of quasi-probabilistic distribution functions.
From the correspondence between states and density operators we can see that a function ρ ∈ L(M ) is a state if and only if it is in the form
where ϕ k ∈ H, ϕ k = 1, p k ≥ 0, and
is a pure state if and only if
for some normalized vector ϕ ∈ H. The operator representation can be extended to the space of distributions F ′ (M ) and to the algebra
, then we can define the following bilinear form
If this form happens to be continuous with respect to the first variable, then it uniquely defines (possibly unbounded) operatorf with a dense domain C ∞ c (G) by the formula
In the particular case, when f ∈ F (M ), this definition of the operatorf coincides with the definition (137).
Examples of operators
In what follows we will derive formulas for operators corresponding to couple particular functions on phase space.
Theorem 13. Let f ∈ C ∞ (G), thenf is an operator of multiplication by the function f , i.e.
(151) Theorem 14. Let p j be a fiber variable corresponding to a basis {X i } in g, then
where L Xj is a left-invariant vector field corresponding to X j . In particular, for unimodular group Ĝ
Using (95) and (97), and the fact that F ′ (0) = 0 we get
which proves (152).
Note, that the operatorsp j satisfy the following commutation relations
To a function f (q, p) = f i (q)p i (f i ∈ C ∞ (G)) linear in fiber variables corresponds the following operator
and to a function f (q, p) = fwhich proves the first equality in (169). Let f ∈ C ∞ c (G × G) be an integral kernel off . Then an integral kernel of the operator ∆ xf is equal
Performing the following change of variables under the integral sign X → a = q exp(
This proves the second equality in (169).
From (178) it follows that the operator corresponding to the Dirac delta distribution δ x ∈ F ′ (M ) is equal to ∆ x :δ
5 Phase space reduction
The Lie group G acts naturally on M , where the action of G on M is given by the formula
If G is a symmetry group of the system, then it will give rise to a reduced system. The action Φ is free and proper, and for every g ∈ G the map Φ g preserves the Poisson structure on M . Hence, the quotient space M/G is a smooth manifold with a natural Poisson structure. This Poisson manifold is diffeomorphic to the dual of the Lie algebra g * endowed with the following Poisson bracket
Moreover, G-invariant functions in C ∞ (M ) are exactly those functions which depend only on momentum variables, i.e. they are elements of C ∞ (g * ). Therefore, the space C ∞ (g * ) is a classical Poisson algebra of the reduced system and g * is its phase space. Note, that the Poisson bracket (181) agrees with (15) for functions depending only on momentum variables.
The quantization procedure introduced in this paper respects the reduction operation described above. For simplicity let us assume that G is compact and that the Haar measure dm is normalized to unity. Denote by F (g * ) the subspace of F (M ) consisting of functions depending only on momentum variables. Then F (g * ) is a Fréchet subspace of F (M ). The ⋆-product (46) of functions f, g ∈ F (g * ) takes the form
Observe, that f ⋆ g is only a function of p, therefore it is an element of F (g * ). Thus, F (g * ) is a Fréchet subalgebra of F (M ) describing a reduced quantum system. The extension of F (g * ) to a Hilbert algebra L(g * ) is a Hilbert subspace of L(M ) consisting of those functions in L(M ) which depend only on momentum variables. Denote by A(g * ) the extension of L(g * ) to a C * -algebra. The algebra A(g * ) is an algebra of observables of the reduced quantum system and defines admissible states of the system. Moreover, the operator representation restricted to the C * -algebra A(g * ) can be reduced to an isometric * -representation on some Hilbert subspace of H = L 2 (G, dm).
6 Examples
The simplest example of a Lie group G is an Abelian group (R n , +) where the group operation is the addition of vectors. Its Lie algebra can be identified with the vector space R n equipped with a trivial Lie bracket [ · , · ] = 0. This group is trivially almost exponential for which O = R n and U = R n . The group R n can be used to describe translational degrees of freedom of a body or a system of N bodies for n = 3N . In this case the ⋆-product (46) takes the form of a Moyal product
The rotation group SO(3)
A non-trivial example of a Lie group G which is almost exponential is the rotation group SO(3), i.e. the group of 3 × 3 real orthogonal matrices with determinant equal 1 (A T A = I, det A = 1). The Lie algebra of SO(3) is denoted by so(3) and consists of all real skew-symmetric 3 × 3 matrices (X T = −X). The general element X in so(3) is of the form
where ω = (x, y, z) is the Euler vector which represents the axis of rotation and whose length is equal to the angle of rotation. For X, Y ∈ so(3) the Euler vector corresponding to the Lie bracket [X, Y ] is equal to the vector product ω 1 × ω 2 of the Euler vectors corresponding to X and Y . On so(3) we can introduce a norm X of element X as the length |ω| of the corresponding Euler vector ω. In what follows we will show that the rotation group SO(3) is almost exponential.
Any rotation can be represented by a unique angle θ in the range 0 ≤ θ ≤ π (rotation angle) and a unit vector n (rotation axis). If 0 < θ < π the vector n is also unique, θ = 0 corresponds to the identity matrix, and for θ = π vectors ±n correspond to the same rotation. Thus, as the set O on which the exponential map exp is diffeomorphic we can take the set of all matrices X which corresponding Euler vectors ω have length in the range 0 ≤ |ω| < π. In other words O = {X ∈ so(3) | X < π} is an open ball centered at 0 and of radius π. Then U = exp(O) consists of all rotations except ones with angle π. Note, that rotations with angle π are exactly those matrices R ∈ SO(3) for which Tr R = −1. Indeed, any matrix R ∈ SO(3) can be written in a form e X for some X ∈ so(3). From Rodrigues' formula
where θ = X is a rotation angle. Since Tr X = 0 and Tr X 2 = −2 X 2 for any X ∈ so(3), we get that
Thus Tr R = −1 if and only if θ = (2k + 1)π, k ∈ Z, or when rotation R is with angle π. Hence we can write that U = {R ∈ SO(3) | Tr R = −1}.
In what follows we will prove that SO(3) \ U has measure zero. Let us consider on SO ( 
The map F defined on the whole R 3 is surjective but not injective. To make it a proper coordinate chart we have to restrict it to some open subset U ⊂ R 3 on which it will be injective. Let us take U = (−π, π) × (0, π) × (−π, π). The map F restricted to this set will be indeed injective, however it will not cover the whole group SO(3). The Haar measure on SO(3) in the chart of Euler angles takes a simple form sin θ dϕ dθ dψ. Let us check which Euler angles (ϕ, θ, ψ) correspond to rotations with angle π. These angles will be solutions of the following sequence of equivalent equations 
Thus Euler angles (ϕ, θ, ψ) for which ϕ + ψ = (2k + 1)π or θ = (2k + 1)π, k ∈ Z, correspond to rotations with angle π. The set of such Euler angles consists of planes in R 3 , and so has measure zero. Thus we have shown that the part of SO(3) \ U which is covered by the chart of Euler angles has Haar-measure zero. Considering rotated charts F R (ϕ, θ, ψ) = RF (ϕ, θ, ψ) for some R ∈ SO(3) we can cover different parts of the set SO(3) \ U. The measure of these subsets will also be zero because the Haar measure is invariant under rotations.
The exponential map exp : O → U is indeed a diffeomorphism. To show this we have to prove that exp −1 is smooth. From inverse function theorem this will happen if and only if T X exp is invertible for all X ∈ O. This on the other hand is equivalent with the invertibility of φ(ad X ). The operator φ(ad X ) is invertible if and only if its eigenvalues are all nonzero. The eigenvalues of φ(ad X ) are equal φ(λ j ), where λ j are eigenvalues of ad X . Putting φ(λ j ) = 0 we see that T X exp is invertible precisely when λ j = 2πik, k = ±1, ±2, . . . . In a basis 
of the Lie algebra so(3) a matrix corresponding to the operator ad X is just equal X. Thus ad X and X have the same set of eigenvalues. The eigenvalues of X ∈ so(3) are equal 0, i X , −i X , so it is readily seen that for X ∈ O its eigenvalues will satisfy condition λ j = 2πik, k = ±1, ±2, . . . . Thus we proved that exp −1 is smooth.
The group SU(2)
Another example of an almost exponential Lie group is the special unitary group SU (2). It is the group of 2×2 complex unitary matrices with determinant equal 1 (U † U = I, det U = 1). The Lie algebra su(2) of SU (2) consists of all complex skew-Hermitian 2 × 2 matrices with trace zero (X † = −X, Tr X = 0). The exponential map exp maps the open ball O = {X ∈ su(2) | det X < π 2 } diffeomorphically onto U = SU (2) \ {−I}, see [23] . Clearly SU (2) \ U = {−I} is of measure zero. The special unitary group SU (2) is an example of a compact simply connected Lie group.
The group SL(2, R)
Yet another example of an almost exponential Lie group is the special linear group SL(2, R). It is the group of 2 × 2 real matrices with determinant equal 1. The Lie algebra sl(2, R) of SL(2, R) consists of all real, traceless 2 × 2 matrices. Here exp is a diffeomorphism from O = {X ∈ sl(2, R) | det X < π 2 } onto the complement in SL(2, R) of {−I} and the conjugacy classes of −1 ±1 0 −1 , the latter being the elements that are not in the image of exp, see [23] . The special linear group SL(2, R) is an example of a non-compact simple Lie group.
Conclusions and final remarks
In the paper was presented a complete theory of quantization of a classical Hamiltonian system whose configuration space is in the form of a Lie group. The received theory can be now used to quantize particular systems, like a rigid body. The configuration space of this system is the rotation group SO(3) representing rotational degrees of freedom. The translational degrees of freedom can be included by taking as the configuration space the semi-direct product of R 3 with SO(3), which is equal to a special Euclidean group E + (3). The use of deformation quantization approach to quantize a rigid body might help in developing in quantum mechanics techniques from a classical theory. Particular examples of rigid bodies are tops describing a precession of a body under the influence of gravity. Especially interesting are Euler, Lagrange, and Kovalevskaya tops, which are integrable Hamiltonian systems. It would be interesting to use the developed quantization theory to construct quantum versions of these systems together with a theory of quantum integrability.
The presented approach to quantization can be reformulated and applied to systems which configuration spaces are in the form of a Riemann-Cartan manifold, i.e. a manifold endowed with a metric tensor and a metric affine connection. An analog of the almost exponential Lie group will be an almost geodesically simply connected Riemann-Cartan manifold, i.e. a Riemann-Cartan manifold Q such that for every point q ∈ Q there exists a neighborhood U q ⊂ Q of q for which Q\U q is of measure zero and every point in U q can be connected with q by a unique geodesics. Then the exponential map exp q will map diffeomorphically some open neighborhood O q ⊂ T q Q of 0 onto U q . In fact a semi-simple Lie group is an example of a Riemann-Cartan manifold which metric tensor is given by a Killing-Cartan form and which affine connection is such that the exponential map at unit element is equal to the exponential map on the Lie group. Such Riemann-Cartan manifold has vanishing curvature tensor and non-vanishing torsion tensor in the non-Abelian case.
