Recent advances in neural modeling for bug detection have been very promising. More specifically, using snippets of code to create continuous vectors or embeddings has been shown to be very good at method name prediction and claimed to be efficient at other tasks, such as bug detection. However, to this end, the method has not been empirically tested for the latter.
INTRODUCTION
The codebases of software products have increased yearly, now spanning to millions making it hard to grasp the knowledge of the projects [12] . All this code needs to be rapidly developed and also maintained. As the amount of code is tremendous, it is an easy opportunity for bugs to slip in.
There are multiple tools that can help with this issue. Most of the time, working professionals rely on static code analyzers such as the ones found in IntelliJ IDEA 1 . However, these contain a lot of false positives or miss the bugs (such as most off-by-one errors) which make the developers ignore the results of the tools [6] . Recently, a lot of Artificial Intelligence solutions have emerged which help with the issue [1, 2, 13, 15] . Although they are not a panacea, they provide enhanced aid to developers in different steps of developing processes, highlighting the potentially faulty code before it gets into production.
One particular solution by Alon et al., the Code2Vec model [2] (see Section 2 for description), delivers state-of-the-art performance on method naming. The authors do not test the model on other tasks, however, they theorize that it should also yield good performance.
In this work, we use the Code2Vec deep learning model and replace the layer for method naming with a binary classification layer. The aim is to repurpose the model for detecting off-by-one logic errors found in boundary conditions (see Section 3). Our intuition is that the change in the Abstract Syntax Tree (AST) weights upon introducing a bug as seen in Figure 1 is learnable by our model. Hence the system should be able to learn to identify off-by-one bugs. * The authors contributed equally to this work 1 https://www.jetbrains.com/idea/ The main contributions of this paper are.
• Replicating work done by authors of Alon et al. [2] • Quantitative and qualitative evaluation of a Code2Vec's performance on a task other than method naming.
The paper is divided into the following sections. In Section 2 the relevant literature used to create this paper is discussed, in Section 3 the data origins and preprocessing is explained, in Section 4 the architecture and training of the model are discussed. Finally, in Section 5, the model is evaluated which is followed by some reflections regarding our work in Section 6 and a conclusion in Section 7.
RELEVANT LITERATURE
Code2Vec by Alon et al. [2] is a state-of-the-art deep neural network model used to create fixed-length vector representations (embeddings) from code. The embeddings of similar code snippets encode the semantic meaning of the code, meaning that similar code has similar embeddings.
The model relies on the paths of the Abstract Syntax Tree (AST) of the code. While the idea of using AST paths to generate code embeddings is also used by other authors such as Hu et al. [8] , Code2Vec is superior due to the novel way of using AST paths. Instead of linearizing paths as [8] , Code2Vec authors use a pathattention network to identify the most important paths and learn the representation of each path while simultaneously learning how to aggregate a set of them.
The authors make use of embedding similarity of similar code to predict method names. The model is trained on a dataset of 12 million Java methods and compared to other competitive approaches. It significantly outperforms them by having approximately 100 times faster prediction rate at the same time having a better F1 score of 59.5 at method naming. While they only tested their model for method naming, the authors believe that there are a plethora of programming language processing tasks the model can be used for.
DeepBugs by Pradel et al. [13] uses a deep learning model to identify bugs related to swapped function arguments, wrong binary operators and wrong operands in binary operation. The model creates an embedding from the code, but instead of using ASTs like Code2Vec, the embedding is created from specific parts of the code. For example, embeddings for identifying swapped function arguments are created from the name of the function, names and types of the first and second arguments to the function with their parameter names, and name of the base object that calls the function.
They use a Javascript dataset containing likely correct code. In order to generate negative examples for training, they use simple transformations to create likely incorrect code. The authors Figure 1 : Example change of AST weights after introducing bug using Code2Vec web interface 2 (Option A being correct and B incorrect code)
formulate bug detection as a binary classification problem and evaluate the embeddings quantitatively and qualitatively. The approach yields an effective accuracy between 89.06% and 94.70% depending on the problem at hand.
DATA
In this section, we describe the data used to train our model. In Section 3.1 we first describe the type of bug we aim to detect, in Section 3.2 we describe the data we used. In Section 3.3 we describe how we mutated the data to generate positive code (containing bugs) and finally we describe how we represent source code as a vector using the approach defined by Alon et al. [2] in Section 3.4.
Off-by-one errors
Off-by-one errors (in Java terms '<' vs '<=' and '>' vs '>=') are generally considered to be among the most common bugs in software. They are particularly difficult to find in source code because there exist no tools which can accurately locate them and the result is not always obviously wrong, it is merely off-by-one. In most cases, it will lead to an "Out of bounds" situation which will result in an application crash. However, it might not crash an application and might lead to arbitrary code execution or memory corruptions, potentially exploitable by adversaries [5] .
Manually inspecting code for off-by-one errors is very timeconsuming since determining which binary operator is actually the correct one is usually heavily context-dependent. This is also why we chose to base our approach on the work done by Code2Vec [2] , this allows the model to discover code context heuristics which static code analyzers are not able to capture. 
Datasets
To train and validate our project we use the java-large dataset collected by Alon et al. [14] . It consists of 1000 top-starred projects from GitHub and contains about 4 million examples. Furthermore, since the Code2Vec model was already trained on this data we reduce the transfer learning needed to adapt the weights between the two models.
The distributions of '<', '<=', '>' or '<=' (hereafter referred to as comparators) and the types of statements containing those comparators in the original dataset can be seen in tables 3.2 and 3.2. As can be seen, the distributions of both comparators and statement types is far from uniform with < accounting for over half of the comparators and if statements containing a similar share of all comparators. We considered trying to balance the dataset and see what effect that would have on the accuracy of the model but were unable to do so due to time constraints.
For our training data we need both positive (containing bugs) code and negative code (bug-free), to do this we take the aforementioned dataset and create bugs by performing specially designed mutations. First, we parse the code using Java Parser 3 Table 2 : Distribution of the type of statements containing comparators found in the java-large dataset collected by Alon et al. [14] AST based on the source code. We then search the AST for methods that might contain the bug in question, generate a negative example by performing the mutation, which will be further explained in the next section. Then we take both the negative and positive examples and send them through the preprocessing pipeline used in [2] before passing them into our model. This process is described in detail in the next sections.
Mutations
To generate our mutations we consider each method and search for any occurrences of comparators. If the method contains a comparator it is extracted from the code for further manipulation, any methods not containing a comparator are ignored. Once we have extracted all methods of interest from the code, the method is parsed for different context types that comparators occur in. This is done so that we can account for different sub-types of off-by-one errors and also evaluate if our model is better at detecting bugs in some contexts than others. p u b l i c v o i d s e t C o n t e n t s ( L i s t < Content > c o n t e n t s B e f o r e , L i s t < Content > c o n t e n t s A f t e r ) { f o r ( i n t i = 0 ; i < c o n t e n t s A f t e r . s i z e ( ) ; i + + ) { C o n t e n t c o n t e n t = c o n t e n t s A f t e r . g e t ( i ) ; i f ( c o n t e n t i n s t a n c e o f P a t h C o n t e n t ) { p a t h s . add ( ( P a t h C o n t e n t ) c o n t e n t ) ; } } } Listing 1: An example of a method before mutation. The context type of this comparator is FORless
We define a context type as the combination of the operator (less, lessEquals, greater or greaterEquals) and the type of statement it occurs in (For loop, If statement, While loop, etc), more specifically this is the class of the operator's parent node in the AST. For a full list of all context types refer to Appendix B. For every method, a random comparator is selected, mutated and turned into its respective off-by-one comparator (for example, '<' will be mutated into '<='). Finally both the original and the mutated methods are added to the dataset. p u b l i c v o i d s e t C o n t e n t s ( L i s t < Content > c o n t e n t s B e f o r e , L i s t < Content > c o n t e n t s A f t e r ) { f o r ( i n t i = 0 ; i <= c o n t e n t s A f t e r . s i z e ( ) ; i + + ) { C o n t e n t c o n t e n t = c o n t e n t s A f t e r . g e t ( i ) ; i f ( c o n t e n t i n s t a n c e o f P a t h C o n t e n t ) { p a t h s . add ( ( P a t h C o n t e n t ) c o n t e n t ) ; } } } Listing 2: An example of a method after mutation. The context type of this comparator is FORlessEqueals
Source code representation
After a method has been extracted, it is passed through the same preprocessing pipeline as was used in the original Code2Vec paper [2] . The source code of each method is again turned into an AST using the modified JavaExtractor from [2] . We then select at most 200 paths between 2 unique terminals in the AST of the method. We encode these terminals into integer tokens using the dictionary used by Code2Vec [2] and hash the string representation of the paths with Java hashcode method 4 . This means that each method in Java code is turned into a set of at most 200 integer tuples of the format (terminal i , path, terminal j ) whereby i j and path is an existing path in the AST between source terminal i and target terminal j .
In this paper, we want to apply transfer learning from the original Code2Vec model [2] to our problem. Allowing us to reuse the pretrained weights from the original Code2Vec model [2] . However, we can only do this if our model preprocesses and encodes the source code in the same way as described in the original Code2Vec paper [2] . That is why our preprocessing code is based on the Java Extractor Jar and dictionaries as published on the repository 5 of Code2Vec and tailored to our needs.
MODEL
In this section, we describe our model in detail. Section 4.1 describes the architecture of the neural network. Section 4.2 describes how the network was trained. Finally, we cover the precision of our model in Section 4.4.
Neural Network Architecture
The model is an attention-based model based on Code2Vec [2] whereby the overwhelming majority of the weights are in the embedding layer of the network. The architecture of the model has been depicted in Figure 2 . The model takes a set of at most 200 integer token tuples of the format (terminal i , path, terminal j ) as an input. It embeds these inputs into a vector with 128 parameters, whereby the terminal tokens and the path tokens each have their own embedding layer. These embeddings are concatenated into a single vector and passed through a dropout layer. These 200 vectors are then combined into a single context vector using an attention mechanism. The context vector will be used to make the final prediction. Our model's architecture is similar to the architecture of the original Code2Vec model [2] . The only difference is in the final layer where our model uses Sigmoid activation with a single output unit. This is because we have a binary classification problem instead of a multi-classification problem. We chose to use the same architecture as Code2Vec to allow the use of transfer learning using the pretrained weights of Code2Vec [2] . This also allows us to verify the claim made by the Code2Vec authors that there are a plethora of programming language processing tasks that their model can be used for [2] .
Training
For the training and validation process, we preprocessed the raw Java training and validation dataset collected by Alon et al. [14] . The generation process resulted in a training set of 1, 512, 785 data points (mutated or correct Java methods) and a validation set of 28, 086 data points that were used to train and test our model respectively. We used large over the medium dataset [14] because it resulted in slightly higher overall scores (Table 4 ). For this training process, we used binary cross-entropy as our loss function and Adam [10] as our optimization algorithm. The model was also trained using early stopping on the validation set. The training process was halted after the accuracy on the validation set did not increase for 2 Epochs and the weights with the lowest validation loss were kept.
The authors of Code2Vec have speculated that their pre-trained weights could be used for transfer learning [2] . That is why we experimented with applying transfer learning in two ways. Firstly, we attempted Feature Extraction whereby the pre-trained weights of the Code2Vec model were frozen and only the final layer was replaced and made trainable. Secondly, we tried Fine-Tuning with pre-trained weights of the Code2Vec model as the initial value of our model and allowed the model to update all the values as it saw fit, expect the embeddings weights. Finally, we also trained a model with randomly initialized weights as a baseline. The resulting accuracies are displayed in 
Alternative Architecture
Besides the original Code2Vec architecture, we also tried a more complicated architecture based on BERT [4] . The idea behind this architecture was that the power of the Code2Vec [2] architecture lays in the attention mechanism. To verify this idea we tried a transformer model based on BERT. This model encodes the source cod,e in the same manner as the Code2Vec model. It then embeds these input tokens using the frozen pre-trained embedding layers from Code2Vec. Finally, it passes these embedding through multiple BERT layers before making the final prediction. However as can Table 3 , this architecture achieved a much lower overall score than the original Code2Vec architecture. This is most likely due to the observed Java code AST being limited to method scope as mentioned in Section 3. Since our preprocessing is highly depended on the Code2Vec preprocessing pipeline and the overall scores for this model were lower, we did not pursue this architecture any further.
Predicting Bug Location
Our model looks for bugs with a method-level precision, that is, it predicts whether a method contains an off-by-one bug or not. It is not able to detect where exactly inside that method the bug is. This is due to our effort to capture the context of the whole method. Looking at a smaller section of code would yield more precisely located bugs, but possibly at the cost of context which would reduce the accuracy of the model.
EVALUATION
In this section, we present the results for our quantitative analysis to better understand our model and select the best performing architecture. We also perform a qualitative evaluation with the best performing architecture and compare it to static analyzers.
Quantitative Evaluation
Different model architectures were compared with regards to simple metrics such as accuracy, F1 score, precision and recall. Out of the 4 tested architectures, the fine-tuning Code2Vec architecture was selected for further evaluation based on the metrics (see Table 3 ). This architecture is also used in the qualitative evaluation.
To better understand the model and to analyze the context types in which it performs the best, we broke down the performance of the model by context type (see Table 9 in Appendix B). The test dataset is previously unseen code from the same data-gathering project and mutation method as used to train the model (see Section 3), hence the distribution of different bug opportunities remains the same.
From Table 9 , it is evident that the precision is correlated with the total amount of data points available for each context type and the types which have the highest number of occurrences also tend to produce a higher F1 score. For example, our model achieves an F1 score of 0.87 when detecting bugs in for loops, which are well represented in our dataset. However, our model only achieves an F1 score of 0.52 detecting bugs when assigning a boolean value to a variable with a logical condition. A case that is severely underrepresented in the training data.
It is notable that the model can also perform well with off-byone errors in moderately underrepresented classes such as return statements (F1 score of 0.73) and while loops (F1 score of 0.71). This might mean that there was just enough data or the problems were similar enough for the off-by-one errors in if statements and for loops for the model to generalize. The most underrepresented classes like assigning value to a variable are noisy and the model was not able to generalize towards those classes.
In order to get more detailed insight, the 12 cases were further divided into 48 (see Table 8 in Appendix B). A total of 104 958 data points (Java methods) were created for testing. Each data point contains a method with a comparator and a possibility for an offby-one error. The names in the first column of Table 8 indicate the class of the off-by-one error (for example FOR stands for for loop) and the comparator indicates which comparator was passed to the model (for example less stands for <). The comparator can be from the original code (hence likely correct), but it may also be introduced by a mutation (hence likely incorrect). Hence FORless is a method containing a for loop with a < operator which could have been mutated or not. We can then compare the model output with the truth.
The data points were passed into the model which gave a prediction for the data point to be a bug (true) or not a bug (false). The detailed analysis shows that the classical FOR loop (with < operator) scores are significantly higher than others (86-89% accuracy). This might be due to for loops with comparators such as (int i = 0; i < number; i++) being considered as a boilerplate in Java code.
It can also be seen that the model is biased towards predicting <= in a for a loop as a bug and < not as a bug. This can be explained by the balance of the training set where the majority of the for loops contain a < operator. Hence model learns to classify our mutated code with <= operator as faulty.
The results with if conditions seemed fascinating from Table 8 because there is not a default structure as there is with for loops and knowledge of the context is needed to make a prediction. Hence we trained a model specifically with mutations in if conditions to see how it will perform on the test data.
The results of this specific model can be seen in Table 11 in Appendix B. Interestingly, the results are not better than the model trained with all mutations and the model performs worse when judging if statements that contain a > operator (F1 score 0.63 vs 0.34). One possible reason for this might be that the model can generalize the relationship better with more data, independent of the contexts like if conditions or for loops.
Qualitative Evaluation
While running our model to find bugs on Apache Tomcat 6 , Apache Ant 7 and Apache Druid 8 projects, we were not able to find bugs that broke functionality, but problems that were related to code quality or false positives (see table 6 in appendix A). This also correlates with the results of Ayewah et al. [3] who found that most important bugs in production code are already fixed with expensive methods such as manual testing or user feedback. A much more realistic use-case for such tools is in the developing stage, where the benefit is the largest [9] . Hence we analyze code snippets concerned with off-by-one errors and highlight the situations in which the model succeeds over static analyzers and the situations it does not.
We used 3 different static analyzers as a baseline for our evaluation. SpotBugs (v.4.0.0-beta1) 9 , formerly known as FindBugs [7] , is an open-source static code analyzer for Java. It analyzes Java bytecode for occurrences of different patterns that are likely containing a bug. At the time of writing this report, SpotBugs is able Table 5 : Static analysis tools and their specific patterns used for comparison.
to identify over 400 of such patterns 10 , out of which 6 are relevant for this report (see table 5 ).
Secondly, we used PVS-Studio (v.7.04.34029) 11 which is a proprietary static code analysis tool for programs written in C, C++, C# and Java. It is aimed to be run right after the code has been modified to detect bugs in the early stage of developing process 12 . Out of 75 possible patterns for Java code analysis 13 
.3).
The results show that the static analyzer of IntelliJ and SpotBugs are not able to detect off-by-one errors even if the size of the iterated array is explicitly stated. It is possible to observe this in the first example of table 6, where our model and PVS-Studio are able to detect the issue.
However, from the same table, it can be seen, that our model has learned to identify <= operator in for loops as a bug which confirms the results of quantitative analysis in Section 5.1. This was also the case when applying the model to GitHub projects. This could be considered as a styling issue as it is considered a best practice to loop with a < comparator.
It can be also be seen, that the false positives with <= do not affect other bugs, such as code analyzed in Table 7 example 2. In the example, the <= operator is replaced with < by mistake. Our model reports it as a bug while none of the static analyzers are able to detect this mistake. This is a case where our model outperforms static analyzers.
REFLECTIONS
From the work conducted, several points can be singled out as discussing topics. 10 https://spotbugs.readthedocs.io/en/latest/bugDescriptions.html 11 PVS-Studio official home page: https://www.viva64.com/en/pvs-studio/ 12 https://www.viva64.com/en/t/0046/ 13 PVS-Studio Java patterns: https://www.viva64.com/en/w/#GeneralAnalysisJAVA 14 https://www.jetbrains.com/idea/
Advantages
• Better performance in non-trivial cases: static analyzers that we used for evaluation can detect only very specific cases of off-by-one error. Our model allows to predict a much greater variety of off-by-one error cases.
• Versatility: The presented model can be trained to detect not only off-by-one errors but many other kinds of bugs with relatively small changes during the preprocessing stage. Only the algorithm used to create mutations should be changed in order to train our model to detect a different bug as long as a suitable training dataset exists.
Issues and potential improvements
• Using untraditional coding style leads to false positives: using a for-loop of type for (i = start; i < end; ++i) is very popular and a commonly used style. As a result, our model has 'learned' that any case of a for loop using <= is most likely a bug which in reality has a high chance of being a false positive.
• Unbalanced dataset As stated in Section 3.2 our initial dataset contains 4 times fewer usages of >= or <= compared to usages of > or <. This difference can lead to biased training and as a result, our model is more tending to give falsepositive results in case of >=/<= usage. One of the ways to reduce this influence is the creation of balanced dataset with more equal distribution of binary operators as well as the distribution of the places of their occurrence (if-conditions, for-and while-loops, ternary expressions, etc.) • Unknown behavior on long methods: we currently consider at most 200 context paths. This is acceptable for our dataset where most of the methods are not very long. However, if input methods will be longer this might not be enough to provide decent predictions. The severity of this issue should be checked via further experiments on an appropriate dataset. However, it should be noted that increasing the size of context paths will also increase the computing time.
• Current method constraints: The AST paths extracted are constrained to the current method only. This issue is an artifact of the Code2Vec data extraction method. This approach is valid for their purpose since they do not need to know what is happening inside of the child methods which are called from the parent method to predict the name of the latter. However, for bug detection this knowledge is crucial and omitting contents of called methods might lead to unpredictable results. This could be solved by expanding the AST with the content of some of the inner method calls. However, as with the previous case, the maximum number of AST paths should be kept in mind.
• Bug Creation: Our dataset was created by inserting bugs into code using mutations similar to the approach used by [13] . This approach allows us to have plenty of data for training but depends on the quality of the original dataset.
If that dataset contains many off-by-one errors, the model will interpret those errors as correct code resulting in lower accuracy. It is also possible that off-by-one errors that happen 'naturally' when developers write code are in some way different from the errors we created with mutations. If so, our model may not be able to correctly detect those 'natural' off-by-one bugs.
Future work
As future research, the same method could be applied to other languages. The model should benefit more with languages with dynamic typing, such as Javascript or Python. For the latter, a context path extractor 15 was recently created by Kovalenko et al. [11] . It might also be interesting to see if it is possible to achieve a higher overall score by not limiting the AST paths to the method scope. This should be possible since the model with the randomly initialized weights achieved similar overall scores to the model with fine-tuned weights. Hence, one is free to use altered encodings that span more than one method.
In addition, the method could be evaluated on different kinds of bugs. There is also some room for improvement by balancing the training set with regards to the comparators in specific parts of code, like for loops.
CONCLUSION
We used encouraging results of Code2Vec model to test it on detecting off-by-one errors in arbitrary sized Java methods. The core idea of using a soft-attention mechanism to gain vector representations from AST paths remained the same. However, we modified the final layer to repurpose the model for detecting bugs instead of naming a method.
We tested different architectures of the model and tried to apply transfer learning. However, transfer learning proved only to be slightly better than a randomly initialized model and did not speed up the training process significantly. We trained the model on a large Java corpus of likely correct code to which we introduced simple mutations to get faulty samples.
