Abstract: A Kalman-based hypothesis testing (KHT) algorithm is proposed for mobile location estimation in non-line of sight (NLOS) environments. Hypothesis testing is employed to detect whether the environment is NLOS or LOS along with time of arrival (TOA) and received signal strength (RSS) measurements. And then an extended Kalman filter is used to nonlinear estimation. Simulation results show that the Kalman-based hypothesis testing algorithm has higher estimate accuracy in comparison with extended Kalman filter. Keywords: wireless sensor networks, non-line of sight, indoor localization, Kalman filter, hypothesis testing Classification: Wireless circuits and devices
moreover, large location estimation error will occur in the above situation.
There are several methods for NLOS localization. The Min-Max algorithm is proposed in [1] to detect and compensate the large attenuation measurement error in obstructed environments. In order to tolerant the parameter variations caused by environmental variations, the authors propose an environment-adaptive RSSI-based indoor localization algorithm [2] . In [3] , the authors propose a robust localization in NLOS environments. The advantage of the algorithm is that it does not require prior information about statistical properties of the NLOS measurements. But few papers consider mobile location in NLOS environments.
The rest of this paper is organized as follows. Section 2 presents the signal model that we used. Section 3 describes the system structure and the details of our proposed scheme. Section 4 compares the performance of the proposed method with related methods. Finally, section 5 concludes this paper.
Signal model
For TOA, the nodes will make two-way (round-trip) measurements. Twoway measurements can be surveyed at a single device and then divided by two to estimate the one-way propagation time, so they do not need accurate synchronized devices [4] . The range estimation R i , using TOA, is modeled as follows:
Where d is true distance between beacon node and mobile node, the n i is the measurement noise with zero mean and σ 2 i variance. n NLOS is the NLOS bias and is assumed to be independent of the measurement noise n i . n NLOS is a positive random variable with mean μ NLOS and variance σ 2 NLOS , and we assume that σ 2 i < σ 2 NLOS . We assume that the signal strength follows the log-normal shadowing model. Empirical studies have shown that the log-normal model provides more accurate multi-path channel models than the well-known Nakagami and Rayleigh models for indoor environments with obstructions [5] . The received signal strength is:
Where P L 0 is the path loss at reference distance of d 0 meters. d 0 is assumed to be 1 m, and n is the path loss exponent. S ∼ N (0, σ 2 ) is the RSS measurement noise modeled as zero mean white Gaussian with variance
System structure
The propagation condition changes from LOS to NLOS due to obstructions frequently. We employ hypothesis testing to determine the probability of the LOS/NLOS condition. The extended Kalman filter combines the results of hypothesis testing to estimate the range which measured by each beacon node.
The system architecture is shown in Fig. 1 . The location of beacon can be determined by manual deployment; however, mobile nodes don't know their own position. We assume that there are N beacon nodes in the field. The state equation of sensor i under LOS/NLOS environment can be expressed as follows:
X i (k) and X i (k + 1) is the state vector at time k and k + 1 respectively. And let the state vector be
. . , N, where T denotes the transpose operator, d i (k) represents the distance between beacon node i and mobile node.ḋ i (k) denotes the velocity of the mobile node. w i (k) is the process noise and assumed zero mean independently and identically distributed Gaussian with variance σ 2 .
Δt , where Δt = 1 is the sample period.
The measurement equation of sensor i under LOS/NLOS environment can be expressed as follows:
Fig. 1.
The architecture of the proposed algorithm frame.
Hypothesis testing
When RSS is the measured data and the distance is d according to equation (2), the density function is:
Where H 0 represents the environment is LOS, and H 1 represents the environment is NLOS.
Assuming P L i (k) and R i (k) are measured in the LOS environment. f 0 represents the probability of signal under LOS environment, f 1 represents the probability of signal under NLOS environment. When d is equal to R i (k), the value of f (S|d, H) is calculated in both condition. Then
The outputs of the algorithm are the condition in the environment (H) and corresponding probabilities (f ).
Kalman filter
We can obtain the predicted state and prediction covariance as follows:
WhereX represents the estimate of state vector X,X i,l (k + 1|k) is the predicted state estimate of state vector,X i,l (k|k) is the state estimate at the time k, l = 0 represents the environment is LOS, and l = 1 represents the environment is NLOS. The predicted covariance matrix is P i,l (k + 1|k), P i,l (k|k) is the estimate covariance at the time k, andẐ i,l (k+1|k) is the priori state estimate of measurement Z. Since measurement equation is nonlinear, we use a Taylor series expansion of the measurement equation (9).
, Where G assigns different value according to different measurement environment.
Where Q i,l is the covariance matrix of measurement error. The Kalman gain is employed to minimize the covariance E[γ i,l (k +1)γ T i,l (k +1)] as follows:
Where K is the kalman gain. Then we can obtain the updated state estimateX i,l (k + 1|k + 1) and updated estimate covariance P i,l (k + 1|k + 1).
Combination
It is assumed that the result of hypothesis testing is incorrect completely. In combination stage, we do not accept the results of hypothesis testing directly. We combine the results with different probabilities. The false alarm rate of hypothesis testing is fa.
The ranging estimation in KHT algorithm is expressed as:
Location estimation
In this section, we briefly introduce maximum likelihood localization method. We set the position of beacon node is ( x 1 , y 1 We can obtain the coordinate matrix of the unknown node as follows:
Where A and B are given by
Simulation results
In this section, we present simulation results for the proposed algorithm. We assume that the communication range of sensor node is 75 m. The parameters of signal model are summarized in Table I . As shown in Table I , it is called "hard NLOS" when parameters share huge difference under two environment and "soft NLOS" with small difference. We consider a 50 m × 50 m square area with one mobile node and two obstacles. The distribution of beacon nodes is random. Fig. 2 illustrates the comparison of localization error between hard NLOS environment and soft one. In the hard NLOS environment, the average localization error is 2.76 m using KHT algorithm and it is 5.64 m using EKF algorithm. The localization accuracy has improved 51.06% as illustrated in Fig 2 (a) . In the soft NLOS environment, the average localization error is Table I . Parameters of system model. 2.66 m using KHT algorithm and it is 4.12 m using EKF algorithm. The localization accuracy has improved 35.4%. So the KHT algorithm is relatively robust in the NLOS environment. 
Conclusion
A Kalman-based hypothesis testing algorithm is proposed in this paper. Hypothesis testing is applied to discriminate the environment, and the measured data is filtered by Kalman filter in both environments. The final result is based on the integration of Hypothesis testing and Kalman filter. The result demonstrates that the proposed KHT algorithm is more accurate than the traditional localization method based on Kalman filter. Furthermore, the algorithm is less affected by NLOS environment and has better depression effect on the NLOS environment.
