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THE VANISHING DISCOUNT PROBLEM AND VISCOSITY MATHER
MEASURES. PART 1: THE PROBLEM ON A TORUS
HITOSHI ISHII∗, HIROYOSHI MITAKE AND HUNG V. TRAN
Abstract. We develop a variational approach to the vanishing discount problem for
fully nonlinear, degenerate elliptic, partial differential equations. Under mild assump-
tions, we introduce viscosity Mather measures for such partial differential equations,
which are natural extensions of the Mather measures. Using the viscosity Mather mea-
sures, we prove that the whole family of solutions vλ of the discount problem with the
factor λ > 0 converges to a solution of the ergodic problem as λ→ 0.
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1. Introduction and Main Result
We study the fully nonlinear, possibly degenerate, elliptic partial differential equation
(PDE for short)
(DP) λu(x) + F (x,Du(x), D2u(x)) = 0 in Tn,
where λ is a given positive constant, which we call a discount factor in view of stochastic
optimal control and differential games, F : Tn × Rn × Sn → R is a given continuous
function. Here, Tn and Sn denote the standard n-dimensional torus, i.e., Tn = Rn/Zn,
and the space of n× n real symmetric matrices, respectively. The function u represents a
real-valued unknown function on Tn, and Du and D2u denote the gradient and Hessian of
u, respectively. We are always concerned here with viscosity solutions of fully nonlinear,
possibly degenerate, elliptic PDE, and the adjective “viscosity” is omitted throughout the
paper.
In this paper, we study the vanishing discount problem for (DP), that is, for solutions
vλ of (DP), with λ > 0, we investigate the asymptotic behavior of {vλ}λ>0 as λ → 0.
Associated with the vanishing discount problem for (DP) is the ergodic problem (or the
additive eigenvalue problem):
(EP) F (x,Du(x), D2u(x)) = c in Tn,
where the unknown is a pair of a function u ∈ C(Tn) and a constant c ∈ R such that u is
a solution of (EP). If (u, c) ∈ C(Tn)× R is a solution of (EP), then c is called a critical
value (or an additive eigenvalue).
There are many results in the literature on the vanishing discount problem and the
following classical observation is fundamental and well-known.
Observation 1.1. Under appropriate hypotheses on F , for each λ > 0, (DP) has a
unique solution vλ ∈ C(Tn), (EP) has a solution (u, c) ∈ C(Tn)× R, and the constant c
is determined uniquely. Furthermore,
(1.1) c = − lim
λ→0+
λvλ(x) in C(Tn),
and, for any sequence {λj}j∈N ⊂ (0, ∞) converging to zero, there exists its subsequence,
which is denoted again by the same symbol, such that {vλj − minTn v
λj}j∈N converges in
C(Tn), and the pair of the function u ∈ C(Tn) given by
(1.2) u(x) := lim
j→∞
(vλj (x)−min
Tn
vλj ),
and the constant c is a solution of (EP).
This was first formulated in this generality in [17], in the context of periodic homog-
enization of first-order Hamilton-Jacobi equations. Unstated assumptions for the obser-
vation above include the validity of the comparison principle for solutions (subsolutions,
and supersolutions) of (DP) and the equi-continuity of the family {vλ}λ>0 on T
n, which
will be clearly stated later.
One of current interests in the vanishing discount problem is the question of the con-
vergence of the whole family {vλ} of (DP) to a unique limit. That is, the question is
whether the whole family {vλ}λ>0 (after a normalization) converges, or not, to a function
in C(Tn) as λ→ 0. The real difficulty comes from the fact that (EP) in general has many
solutions even up to additive constants (see [4, Remark 1.2], [17, Remarks], [20, Exam-
ple 1] for example) and a priori, the limit (1.2) might depend on the subsequence {λi}.
The convergence results of the whole family {vλ} were recently established for convex
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Hamilton-Jacobi equations in [8] (first-order case), [1] (first-order case with Neumann-
type boundary condition), [20] (degenerate viscous case). In the case of first-order equa-
tions [1, 8], optimal control formulas are used and the Mather measures, introduced and
developed in [18, 19], play a central role. The proof in [20] for a degenerate viscous case
is based on the nonlinear adjoint method, stochastic Mather measures and a regulariza-
tion procedure by mollifications to handle the delicate viscous term using a commutation
lemma.
In this paper, we first establish a new variational formula for the critical value c, based
on a minimax theorem due to Sion [21], which is inspired by the duality principle in [12],
and prove, in the line of [8], the convergence of whole family {vλ} for fully nonlinear,
(possibly degenerate) elliptic PDEs. In order to present our approach to the vanishing
discount problem in a simple way, we consider the equations on the torus Tn. In a
forthcoming paper [14], we investigate the vanishing discount problem for fully nonlinear
PDEs in a bounded domain under various boundary conditions.
1.1. Assumptions. We first specify the function F here, and state the precise assump-
tions. Let A be a non-empty, σ-compact and locally compact metric space and F :
Tn × Rn × Sn → R be given by
(F1) F (x, p,X) = sup
α∈A
(− tr a(x, α)X − b(x, α) · p− L(x, α)),
where a : Tn × A → Sn+, b : T
n ×A → Rn and L : Tn × A → R are continuous. Here,
Sn+ denotes the set of all non-negative definite matrices A ∈ S
n, trA and p · q designate
the trace of n× n matrix A and the Euclidean inner product of p, q ∈ Rn, respectively.
Next, we assume
(F2) F ∈ C(Tn × Rn × Sn).
It is clear under (F1) and (F2) that F is degenerate elliptic in the sense that for all
(x, p,X) ∈ Tn ×Rn × Sn, if Y ∈ Sn+, then F (x, p,X + Y ) ≤ F (x, p,X) and that, for each
x ∈ Tn, the function (p,X) 7→ F (x, p,X) is convex on Rn × Sn. The equations (DP),
(EP), with F of the form (F1), are called Bellman equations, or Hamilton-Jacobi-Bellman
equations in connection with the theory of optimal control. In this viewpoint, the set A
is called a control set or region.
In Section 4, we give some examples of PDEs, to which our main results (Theorems
1.4 and 2.1 below) apply. All PDEs taken up there have the form (F1) and the control
sets A are closed subsets of Euclidean spaces. We, however, believe that it is useful to
formulate our results without assuming the Euclidean structure of A. For instance, in the
application to relaxed controls, the space of probability measures takes the place of the
control set.
We here describe the fundamental settings which we use throughout the paper, and put
labels on these for convenience later.
(CP)

The comparison principle holds for (DP). More precisely, let λ > 0, φ ∈
C(Tn × A), and U be any open subset of Tn. If v ∈ USC(U), w ∈ LSC(U)
are a subsolution and a supersolution of λu + F (x,Du,D2u) = 0 in U ,
respectively, and v ≤ w on ∂U , then v ≤ w in U .
(EC)
{
For λ > 0, let vλ be a solution of (DP). The family {vλ}λ>0 is equi-
continuous on Tn.
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(L)

There exists a non-empty compact set K0 ⊂ A such that
inf
Tn×(A\K0)
L ≥ L0,
where L0 = max
x∈Tn
inf
α∈A
L(x, α) = −min
x∈Tn
F (x, 0, 0).
Condition (L) is always satisfied when A is compact. Indeed, if A is compact and if we
set K0 := A and L0 := maxx∈Tn minα∈K0 L(x, α), then we have
max
x∈Tn
min
α∈K0
L(x, α) = L0 ≤ inf
Tn×(A\K0)
L = inf
∅
L = +∞.
Secondly, in case A is not compact, the coercivity of L implies (L). Let us recall that L
is coercive if
L = +∞ at infinity.
Sometimes, we normalize the critical value c to be zero and we put this as an assumption
to conveniently recall later.
(Z) Problem (EP) has a solution (w, c) ∈ C(Tn)× R and c = 0.
1.2. Main results. We first state the fundamental results.
Proposition 1.2. Assume (F1), (F2) and (CP). (i) Let λ > 0. Problem (DP) has
a unique solution vλ in C(Tn). Moreover, there exists a constant M0 > 0 such that
λ|vλ| ≤ M0 on T
n for all λ > 0. (ii) Let c1, c2 ∈ R and U be an open subset of T
n. Let
v, w ∈ C(U) be, respectively, a subsolution of F (x,Dv,D2v) = c1 in U and a supersolution
of F (x,Dw,D2w) = c2 in U . If c1 < c2 and v ≤ w on ∂U , then v ≤ w in U .
Proposition 1.3. Assume (F1), (F2), (CP), and (EC). Then the conclusions of Obser-
vation 1.1 hold.
These results are quite classical, but we give proofs in Appendix for the self-completeness.
We then address our main result.
Theorem 1.4. Assume (F1), (F2), (CP′′), (EC) and (L). Let c be the critical value of
(EP) and, for each λ > 0, let vλ ∈ C(Tn) be the unique solution of (DP). Then, the
family {vλ + λ−1c}λ>0 converges to a function u ∈ C(T
n) as λ → 0. Furthermore, the
pair (u, c) is a solution of (EP).
We note that we need to assume (CP′′), a comparison principle which is similar to but
stronger than (CP), in Theorem 1.4. Assumption (CP′′) will be stated precisely in Section
3.
Outline of the paper. We first consider the case where the control set A is compact
to demonstrate the key ideas of our approach in Section 2 and prove the main result of
the section, Theorem 2.1, which is a simpler version of Theorem 1.4. We then study the
general case and give the proof of Theorem 1.4 in Section 3. Finally, some examples,
which satisfy all assumptions of Theorem 1.4 or Theorem 2.1, are discussed in Section 4.
In Appendix, the proofs of Propositions 1.2 and 1.3 are given, which are quite standard
in the theory of viscosity solutions.
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Notation. We often write F [u] to denote the function x 7→ F (x,Du(x), D2u(x)). Given
a metric space E, Lip(E) denotes the space of Lipschitz continuous functions on E.
Also, let C(E) (resp., LSC(E)) denote the set of all upper semicontinuous (resp., lower
semicontinuous) functions on E, and let Cc(E) denote the space of continuous functions
on E with compact support.
2. Compact control set
In this section, in order to present the main ideas of the variational approach in a simple
way we assume further that
(F3) the control set A is compact.
We will remove this assumption in the next section.
Before stating the main theorem of this section we give some notions. For φ ∈ C(Tn ×
A), we define Fφ ∈ C(T
n × Rn × Sn) by
Fφ(x, p,X) = max
α∈A
(− tr a(x, α)X − b(x, α) · p− φ(x, α)),
and consider the problems
(DPφ) λu(x) + Fφ(x,Du(x), D
2u(x)) = 0 in Tn,
and
(EPφ) Fφ(x,Du(x), D
2u(x)) = 0 in Tn.
Note that, since Tn ×A is compact, the function Fφ is continuous in T
n × Rn × Sn. We
write Fφ[u] to denote the function x 7→ Fφ(x,Du(x), D
2u(x)).
Here is the main theorem of this section.
Theorem 2.1. Assume (F1), (F2), (F3), and (EC). Moreover, we assume
(CP′)

the comparison principle holds for (DPφ). More precisely, let λ > 0, φ ∈
C(Tn × A), and U be any open subset of Tn. If v ∈ USC(U), w ∈ LSC(U)
are a subsolution and a supersolution of λu + Fφ[u] = 0 in U , respectively,
and v ≤ w on ∂U , then v ≤ w in U .
Let c be the critical value of (EP) and, for each λ > 0, let vλ ∈ C(Tn) be a (unique)
solution of (DP). Then, the family {vλ + λ−1c}λ>0 is convergent in C(T
n) as λ → 0.
Furthermore, if we set
u(x) = lim
λ→0+
(vλ(x) + λ−1c) for x ∈ Tn,
then (u, c) is a solution of (EP).
Note that assumption (CP′) implies (CP), and thus by Proposition 1.3 that (EP) has
a solution (u, c) ∈ C(Tn) × R and the critical value c is unique. Let vλ be the solution
of (DP) for each λ > 0. If we set F˜ = F − c on Tn × Rn × Sn, then the function
v := vλ + λ−1c is a solution of λv + F˜ [v] = 0 in Tn. Moreover, if u is a solution of (EP),
then u is a solution of F˜ [u] = 0 in Tn. These observations allow us to assume, without
loss of generality, that the critical value c is zero in Theorem 2.1. In short, we can assume
(Z) without loss of generality.
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2.1. Viscosity Mather measures. Inspired by the generalization of Mather measures
to second-order elliptic PDEs in [12], we introduce viscosity Mather measures for (EP)
and (DP). In the following discussion, we implicitly assume that (Z) holds.
We define the sets F0 ⊂ C(T
n ×A)× C(Tn), G0 ⊂ C(T
n ×A), respectively, by
F0 := {(φ, u) ∈ C(T
n ×A)× C(Tn) : u is a subsolution of (EPφ)},
G0 := {φ ∈ C(T
n ×A) : (φ, u) ∈ F0 for some u ∈ C(T
n)}.
Note that the definition of F0 depends on a and b, but not on L. Moreover, F0 6= ∅,G0 6= ∅
in view of (Z).
Next, let R denote the space of Radon measures on Tn ×A and P denote the space of
Radon probability measures on Tn × A. The Riesz representation theorem ensures that
the dual space of C(Tn ×A) is identified with R. In this viewpoint, we write
〈µ, φ〉 =
∫
Tn×A
φ(x, α)µ(dxdα) for φ ∈ C(Tn ×A) and µ ∈ R.
Note that Tn × A can be regarded as a separable metric space, and by the Prokhorov
theorem that, due to the compactness of A, P is sequentially compact, that is, given a
sequence {µj} ⊂ P, we can choose a subsequence of {µj} which converges to some µ ∈ P
weakly in the sense of measure.
Lemma 2.2. Under hypotheses (F1), (F2) and (CP′), the set G0 is a convex cone in
C(Tn ×A), with vertex at the origin.
Formally, it is easy to see that G0 is convex. Indeed, for any (φ
0, u0), (φ1, u1) ∈ F0 such
that u0, u1 ∈ C2(Tn), setting φt := tφ1 + (1− t)φ0, ut := tu1 + (1− t)u0 for t ∈ [0, 1], we
have in the classical sense that
Fφt [u
t] ≤ (1− t)Fφ0 [u
0] + tFφ1 [u
1] ≤ 0.
We give a rigorous proof in the next subsection (see the proof of Lemma 2.8).
Let G0
′ ⊂ R denote the dual cone of G0, that is, we set
G0
′ := {µ ∈ R : 〈µ, φ〉 ≥ 0 for all φ ∈ G0} .
Proposition 2.3. Let µ ∈ G0
′. Then,
(2.1)
∫
Tn×A
Lαψ(x)µ(dxdα) = 0 for all ψ ∈ C
2(Tn),
where Lα : C
2(Tn)→ C(Tn), with α ∈ A, denotes the linear operator given by
Lαψ(x) = − tr a(x, α)D
2ψ(x)− b(x, α) ·Dψ(x).
Proof. Let ψ ∈ C2(Tn). If we set φ(x, α) = Lαψ(x) for (x, α) ∈ T
n × A, then we
have Fφ[ψ] = 0 in T
n in the classical sense and, hence, (φ, ψ) ∈ F0. Similarly, we have
(−φ,−ψ) ∈ F0. These imply that ±φ ∈ G0. Thus, we have 〈µ,±φ〉 ≥ 0 and, therefore,
〈µ, φ〉 = 0. 
The main claim in this subsection is the following.
Theorem 2.4. Assume (F1), (F2), (CP′) and (Z). Then,
(2.2) min
µ∈P ∩G0′
∫
Tn×A
L(x, α)µ(dxdα) = 0.
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We give a proof of Theorem 2.4 in the next subsection (see the proof of Theorem 2.9).
Note that the minimizing problem (2.2) has a minimizer over the convex cone P ∩ G0
′,
since L ∈ C(Tn × A) and P ∩ G0
′ is compact in the topology of weak convergence in
measure.
In the general case where (Z) is not assumed, the proposition below, which is a direct
consequence of Theorem 2.4, gives a formula for the critical value c.
Corollary 2.5. Assume (F1), (F2), (CP′), and that (EP) has a solution (u, c) ∈ C(Tn)×
R. Then,
(2.3) c = − min
µ∈P ∩G0
′
∫
Tn×A
L(x, α)µ(dxdα).
The variational formula above for the additive eigenvalue c (see also Corollary 3.4
below) can be considered as an additive version of a variational formula [2, 9, 10] for the
principal “multiplicative” eigenvalue for second-order elliptic operators.
Definition 2.6 (Viscosity Mather measure). We define ML,0 ⊂ P as the set of all
measures µ ∈ P ∩ G0
′ which solves minimizing problem (2.2). We call any measure
µ ∈ML,0 a viscosity Mather measure.
Remark 2.1.
(i) The variational problem (2.2) can be considered as a natural extension of Mather’s
minimizing problem (see [19]) for second-order PDEs. This kind of extension was
first addressed in [12].
(ii) The identity (2.1) corresponds to the closedness property for the original Mather
measures. A measure satisfying (2.1) is sometimes called a closing measure or a
holonomic measure. This is a “weak” flow invariance condition for the associated
Euler-Lagrange flow for the first-order Hamilton-Jacobi equations (see [18]).
2.2. Discounted Mather measures. It is convenient in what follows that the discount
factor λ in (DP) or (DPφ) can be taken as zero. For λ ≥ 0, we define Fλ ⊂ C(T
n ×A)×
C(Tn) by
Fλ := {(φ, u) ∈ C(T
n ×A)× C(Tn) : u is a subsolution of (DPφ)}.
Lemma 2.7. Let λ ∈ [0, ∞). Under hypotheses (F1), (F2) and (CP′), the set Fλ is
convex.
Proof. Let (φ0, u0), (φ1, u1) ∈ Fλ and t ∈ (0, 1), and set φ
t := tφ1 + (1 − t)φ0 and
ut := tu1 + (1− t)u0. We prove that λut + Fφt [u
t] ≤ 0 in Tn in the viscosity sense.
Let ψ ∈ C2(Tn) and z ∈ Tn be such that ut − ψ has a strict maximum at z. We may
assume that maxTn(u
t−ψ) = 0. Then, ut(z) = ψ(z). Suppose that λut(z)+Fφt [ψ](z) > 0,
and show a contradiction.
We choose δ > 0 and an open neighborhood U of z so that
(2.4) λψ(x) + Fφt [ψ](x) > δ for all x ∈ U.
Set
w(x) = −t−1(1− t)u1(x) + t−1ψ(x) for x ∈ Tn,
and intend to show that w is a supersolution of
(2.5) λw + Fφ0[w] = t
−1δ in U.
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Once this is done, we easily get a contradiction. Indeed, we apply the comparison principle
(CP′) to u0 and w, to find that
sup
U
(u0 − w) ≤ max
∂U
(u0 − w),
but this is a contradiction since t(u0 − w) = ut − ψ attains a strict maximum at z ∈ U .
To prove the viscosity property (2.5) of w, we fix η ∈ C2(U) and y ∈ U , and assume
that w − η takes a minimum at y. This implies that the function
−t(1 − t)−1(w − η) = u1 − (1− t)−1ψ + t(1− t)−1η
takes a maximum at y. By the viscosity property of u1, we get
(2.6) λu1(y) + Fφ1 [(1− t)
−1ψ − t(1− t)−1η](y) ≤ 0.
We compute that for any α ∈ A,
Lαψ(y)− tφ
0(y, α)− (1− t)φ1(y, α)
= t
(
Lαη(y)− φ
0(y, α)
)
+ Lαψ(y)− tLαη(y)− (1− t)φ
1(y, α)
= t
(
Lαη(y)− φ
0(y, α)
)
+ (1− t)
{
(1− t)−1Lαψ(y)− t(1− t)
−1Lαη(y)− φ
1(y, α)
}
,
from which we deduce that
Fφt [ψ](y) ≤ tFφ0 [η](y) + (1− t)Fφ1 [(1− t)
−1ψ − t(1− t)−1η](y).
Thus, using (2.4), we get
δ ≤ λψ(y) + tFφ0 [η](y) + (1− t)Fφ1 [(1− t)
−1ψ − t(1− t)−1η](y)
= λ(tw(y) + (1− t)u1(y)) + tFφ0 [η](y) + (1− t)Fφ1 [(1− t)
−1ψ − t(1− t)−1η](y)
= t {λw(y) + Fφ0 [η](y)}+ (1− t)
{
λu1(y) + Fφ1 [(1− t)
−1ψ − t(1− t)−1η](y)
}
.
Combining this with (2.6) yields
t−1δ ≤ λw(y) + Fφ0 [η](y).
This shows that w is a supersolution of (2.5), which completes the proof. 
For (z, λ) ∈ Tn × [0, ∞), we define Gz,λ ⊂ C(T
n ×A) by
Gz,λ := {φ− λu(z) : (φ, u) ∈ Fλ for some u ∈ C(T
n)}.
Note that G0 = Gz,0 for all z ∈ T
n.
Lemma 2.8. Let λ ∈ [0, ∞). Under hypotheses (F1), (F2) and (CP′), the set Gz,λ is a
convex cone in C(Tn ×A), with vertex at the origin.
We note that the lemma above includes Lemma 2.2 as the special case λ = 0.
Proof. The convexity of Gz,λ is an immediate consequence of Lemma 2.7. To see the cone
property of Gz,λ, it is enough to show that Fλ is a cone with vertex at the origin. Fix any
(φ, u) ∈ Fλ and t ≥ 0, and observe that w := tu satisfies, at least in a formal level,
λw + Lαw = t(λu+ Lαu) ≤ t(λu+ Fφ[u] + φ) ≤ tφ(x, α)
for all (x, α) ∈ Tn×A, which can be stated as λ(tu)+Ftφ[tu] ≤ 0 in T
n. Thus, (tφ, tu) ∈
Fλ. This computation is easily justified in the viscosity sense and ensures that Fλ is a
cone with vertex at the origin. 
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Our choice of the term, the viscosity Mather measures, comes from the fact that the
stability property of viscosity solutions is crucial in establishing Lemma 2.8.
Let Gz,λ
′ denote the dual cone of Gz,λ, that is,
Gz,λ
′ := {µ ∈ R : 〈µ, f〉 ≥ 0 for all f ∈ Gz,λ}.
Theorem 2.9. Assume (F1), (F2) and (CP′). Assume, in addition, (Z) if λ = 0. Let
λ ≥ 0 and vλ ∈ C(Tn) be a solution of (DP). Then
(2.7) λvλ(z) = min
µ∈P ∩Gz,λ
′
∫
Tn×A
L(x, α)µ(dxdα).
Notice that formula (2.2) can be seen as the special case of (2.7), with λ = 0. Thus,
the proof of Theorems 2.4 is included in that of Theorem 2.9 below. Note also that vλ is
unique for λ > 0, and is not unique in general for λ = 0.
Proof. We fix (z, λ) ∈ Tn × [0, ∞). We note first that (L, vλ) ∈ Fλ and observe by the
definition of Gz,λ
′ that for any µ ∈ P ∩ Gz,λ
′,
0 ≤ 〈µ, L− λvλ(z)〉 = 〈µ, L〉 − λvλ(z),
which yields
(2.8) λvλ(z) ≤ inf
µ∈P ∩Gz,λ′
〈µ, L〉.
To show the reverse inequality, we argue by contradiction. The first step is to suppose
that
λvλ(z) < inf
µ∈P ∩Gz,λ′
〈µ, L〉,
and select ε > 0 so that
(2.9) λvλ(z) + ε < inf
µ∈P ∩Gz,λ′
〈µ, L〉.
Now, since Gz,λ is a convex cone with vertex at the origin, we deduce that
inf
f∈Gz,λ
〈µ, f〉 =
{
0 if µ ∈ P ∩ Gz,λ
′
−∞ if µ ∈ P \ Gz,λ
′.
Accordingly, we get
inf
µ∈P ∩Gz,λ′
〈µ, L〉 = inf
µ∈P
(
〈µ, L〉 − inf
f∈Gz,λ
〈µ, f〉
)
= inf
µ∈P
sup
f∈Gz,λ
〈µ, L− f〉.
Observe that P is a compact convex subset of R, with topology of weak convergence
of measures, Gz,λ is a convex subset of C(T
n × A), the functional µ 7→ 〈µ, L − f〉 is
continuous and linear on R, again with topology of weak convergence of measures, for
any f ∈ C(Tn × A), and the functional f 7→ 〈µ, L − f〉 is continuous and affine on
C(Tn × A) for any µ ∈ R, and then invoke Sion’s minimax theorem (see [21, Corollary
3.3] and also [22]), to find that
inf
µ∈P
sup
f∈Gz,λ
〈µ, L− f〉 = sup
f∈Gz,λ
inf
µ∈P
〈µ, L− f〉.
Thus, we have
inf
µ∈P ∩Gz,λ′
〈µ, L〉 = sup
f∈Gz,λ
inf
µ∈P
〈µ, L− f〉.
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The above identity and (2.9) ensures that there is (φ, u) ∈ Fλ such that
λvλ(z) + ε < inf
µ∈P
〈µ, L− φ+ λu(z)〉.
Since the Dirac measure δ(x,α) is in P for all (x, α) ∈ T
n ×A, from the above, we get
λvλ(z) + ε < L(x, α)− φ(x, α) + λu(z) for all (x, α) ∈ Tn ×A,
which reads
F ≤ Fφ + λ(u− v
λ)(z)− ε on Tn × Rn × Sn.
This implies that u satisfies
(2.10) λu+ F [u] ≤ λu+ Fφ[u] + λ(u− v
λ)(z)− ε ≤ λ(u− vλ)(z)− ε in Tn.
If λ > 0, then we observe that u − (u − vλ)(z) + λ−1ε is a subsolution of (DP) and
use (CP′), to obtain u − (u − vλ)(z) + λ−1ε ≤ vλ on Tn, which, evaluated at z, gives a
contradiction, λ−1ε ≤ 0. If λ = 0, then, since u + C is a subsolution of (2.10) for any
C ∈ R, by Proposition 1.2 (ii), we get u + C ≤ vλ on Tn for all C ∈ R, which is a
contradiction. 
Definition 2.10 (Discounted Mather measure). For (z, λ) ∈ Tn × [0, ∞), let ML,z,λ be
the set of minimizers µ ∈ P ∩ Gz,λ
′ of the minimizing problem
min
µ∈P ∩Gz,λ
′
∫
Tn×A
L(x, α)µ(dxdα).
We call any µ ∈ML,z,λ with z ∈ T
n and λ > 0 a discounted Mather measure.
Since P is sequentially compact in the weak topology of measures, it is easily seen that,
under the hypotheses of Theorem 2.9, ML,z,λ 6= ∅. Note that ML,z,0 is identical to ML,0
and does not depend on z.
2.3. Convergence with vanishing discount. We begin with two lemmas.
Lemma 2.11. Assume (F1), (F2), (CP′) and (Z). For each λ > 0, let vλ ∈ C(Tn) be
the unique solution of (DP). Then {vλ}λ>0 is uniformly bounded on T
n.
Proof. Let u ∈ C(Tn) be a solution of (EP), with c = 0. Observe that the functions
u + ‖u‖C(Tn) and u − ‖u‖C(Tn) are, respectively, a supersolution and a subsolution of
(DP), with any λ > 0, and, by the comparison principle, (CP′), that |vλ| ≤ 2‖u‖C(Tn) on
Tn for all λ > 0. This completes the proof. 
Lemma 2.12. Let z ∈ Tn and {µj}j∈N ⊂ R be such that, as j → ∞, µj → µ weakly in
the sense of measure for some µ ∈ R and such that µj ∈ Gz,λj
′ for all j ∈ N and for some
{λj} ⊂ (0, ∞) converging to zero. Then µ ∈ G0
′.
Proof. Let (φ, u) ∈ F0. Fix any j ∈ N, set φj := φ + λju ∈ C(T
n × A), and observe
that λju + Fφj [u] ≤ 0 in T
n in the viscosity sense. That is, we have (φj, u) ∈ Fλj . Since
µj ∈ Gz,λj
′, we get
0 ≤ 〈µj, φj − λju(z)〉 = 〈µj, φ〉+ λj〈µj, u〉 − λju(z).
Sending j →∞ in the above yields 〈µ, φ〉 ≥ 0. Thus, we see that µ ∈ G0
′. 
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Proof of Theorem 2.1. By Proposition 1.3, problem (EP) has a solution (u, c) ∈ C(Tn)×
R. Also, for each λ > 0, there exists a (unique) solution vλ ∈ C(Tn) of (DP).
We treat first the case where c = 0. Let U be the set of accumulation points, as λ→ 0,
in C(Tn) of {vλ}λ>0. By Lemma 2.11, (EC) and the Arzela-Ascoli theorem, we see that
the family {vλ}λ>0 is relatively compact in C(T
n) and, hence, U is non-empty.
Next, we show that U is a singleton by showing that
(2.11) v ≥ w on Tn for all v, w ∈ U .
To prove (2.11), we fix any v, w ∈ U and z ∈ Tn, and choose sequences {λj}j∈N, {δj}j∈N ⊂
(0, 1), converging to zero as j →∞, so that vλj → v and vδj → w in C(Tn) as j →∞. By
Theorem 2.9, there exists a sequence {µj}j∈N ⊂ P such that µj ∈ML,z,λj for all j ∈ N.
We may assume by passing to a subsequence of {µj} that for some µ, as j → ∞,
µj → µ weakly in the sense of measure. By Lemma 2.12, we have µ ∈ G0
′, and, since
λjv
λj (z) = 〈µj, L〉, we get, in the limit as j → ∞, 〈µ, L〉 = 0. Hence, we find that
µ ∈ML,0.
Noting that (L− δjv
δj , vδj) ∈ F0 and (L+λjw,w) ∈ Fλj and that µ ∈ML,0 ⊂ G0
′ and
µj ∈ ML,z,glj ⊂ Gz,λj
′, we obtain
0 ≤ 〈µ, L− δjv
δj〉 = −δj〈µ, v
δj〉,
and
0 ≤ 〈µj, L+ λjw − λjw(z)〉 = λj
(
vλj (z) + 〈µj, w〉 − w(z)
)
.
Dividing the above inequalities by δj and λj, respectively, and sending j →∞, we get
〈µ, w〉 ≤ 0 and w(z) ≤ v(z) + 〈µ, w〉.
These together yield w(z) ≤ v(z). Since z ∈ Tn is arbitrary, we conclude that (2.11) holds
and, hence, that U is a singleton. Now, it is easy to see that, as λ→ 0+, vλ converges to
a unique element of U .
In the general case when cmay not be zero, if u is a solution of (EP), then u is a solution
of FL+c[u] = 0 in T
n. Also, the function vλ+λ−1c is a solution of λu+FL+c[u] = 0 in T
n.
In view of this simple change of the unknown functions, we find that (F1), (F2), (CP′)
and (EC) hold, with F replaced by FL+c. By applying the previous observation for the
case of c = 0, we conclude that
lim
λ→0+
(
vλ + λ−1c
)
= u in C(Tn)
for some u ∈ C(Tn) and u is a solution of (EP). 
3. Proof of Theorem 1.4
In this section we will give the proof of Theorem 1.4. Before going into the details,
we note that if our equation has the form of (F1) and A is compact, then the function
F (x, p,X) has at most linear growth in |p| and |X|. Therefore, the function F (x, p,X),
defining our PDE, which has a higher order growth in |p| is not handled yet in Section 2.
More precisely, let us consider, for example, the equation
λu(x)− trσt(x)σ(x)D2u(x) +
1
m
|Du(x)|m = f(x) in Tn,
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where m > 2, λ is a non-negative constant, σ ∈ Lip(Tn,Rk×n) for some k ∈ N, and
f ∈ C(Tn) is a given function. Since
1
m
|p|m = max
q∈Rn
(
−q · p−
m− 1
m
|q|
m
m−1
)
,
if we set
F (x, p,X) := sup
q∈Rn
(
− tr σt(x)σ(x)X − q · p− f(x)−
m− 1
m
|q|
m
m−1
)
,
then the equation above has the same form as (DP). Note that the control set A here is
Rn, which is not compact, and the functions b(x, q) = q and L(x, q) = f(x) + m−1
m
|q|
m
m−1
play the roles of those b and L in the previous sections, respectively. We will address
examples in more details in Section 4.
In this section, we consider the general case where A may not be compact. We first
notice that the function
Fφ(x, p,X) = sup
α∈A
(− tr a(x, α)X − b(x, α) · p− φ(x, α))
may neither be continuous nor well-defined as a real-valued function in Tn × Rn × Sn for
some φ ∈ C(Tn×A). Therefore, we need to be careful in using the strategy in Section 2.
Fortunately, reviewing the arguments in the previous section carefully, we realize that
the cone Fλ can be replaced by a smaller convex cone. With this idea in mind, we
introduce Φ+ as the convex cone consisting of functions φ ∈ C(Tn ×A) of the form
φ(x, α) = tL(x, α) + χ(x), with t > 0 and χ ∈ C(Tn),
and we observe that, for any φ ∈ Φ+, if φ = tL+ χ, then
Fφ(x, p,X) = sup
α∈A
(− tr a(x, α)X − b(x, α) · p− tL(x, α)− χ(x))
= t sup
α∈A
(
− tr a(x, α)t−1X − b(x, α) · t−1p− L(x, α)
)
− χ(x)
= tF (x, t−1p, t−1X)− χ(x).
This shows that if F ∈ C(Tn × Rn × Sn), then
Fφ ∈ C(T
n × Rn × Sn) for all φ ∈ Φ+.
In this section, the following hypothesis replaces the role of (CP′) in the previous
section.
(CP′′)

The comparison principle holds for λu + F [u] = η, with η ∈ C(Tn). More
precisely, let λ > 0, η ∈ C(Tn), and U be any open subset of Tn. If v ∈
USC(U), w ∈ LSC(U) are a subsolution and a supersolution of λu+F [u] = η
in U , respectively, and v ≤ w on ∂U , then v ≤ w in U .
This is obviously a stronger assumption than (CP).
Lemma 3.1. Under (CP′′), the following comparison principle holds: Let λ > 0, η ∈
C(Tn), φ ∈ Φ+, and U be any open subset of Tn. If v ∈ C(U), w ∈ C(U) are a subsolution
and a supersolution of λu+ Fφ[u] = η in U , respectively, and v ≤ w on ∂U , then v ≤ w
in U .
Proof. Let v ∈ C(U), w ∈ C(U) be a subsolution and a supersolution of λu + Fφ[u] = η
in U , respectively, and let t > 0 and χ ∈ C(Tn) be such that φ = tL+ χ. Thanks to the
above observation, Fφ(x, p,X) = tF (x, t
−1p, t−1X)− χ(x), the functions v/t and w/t are
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a subsolution and a supersolution of λu+F [u] = t−1(χ+η) in U , respectively. Obviously,
we have v/t ≤ w/t on ∂Ω. Hence, by (CP′′), we get v/t ≤ w/t in U . That is, we have
v ≤ w in U . 
Now, for z ∈ Tn and λ ≥ 0, we define the sets Fλ ⊂ Φ
+ × C(Tn), Gλ ⊂ C(T
n × A),
respectively, by
Fλ := {(φ, u) ∈ Φ
+ × C(Tn) : u is a subsolution of (DPφ)},
Gz,λ := {φ− λu(z) : (φ, u) ∈ Fλ}
as in Section 2. Since the set Gz,0 are independent of z, we write also G0 for Gz,0. We
note that we use here the same notation in Section 2 by abuse of notation, although the
symbols F0 and Gz,λ denote the sets of functions different from those defined in Section
2.
Lemma 3.2. Assume (F1), (F2) and (CP′′). For any (z, λ) ∈ Tn × [0,∞), the set Gz,λ
is a convex cone with vertex at the origin.
We can prove Lemma 3.2 in a similar way to that of Lemma 2.8, so we omit the proof.
LetRL denote the space of all Radon measures µ on T
n×A such that 〈|µ|, 1+|L|〉 <∞,
where |µ| denotes the total variation of µ, and, for any Borel subset K of A, let PK denote
the subset of all probability measures µ in RL that have support in T
n × K. That is,
PK = {µ : µ is a Radon probability measure on T
n ×A, µ(Tn ×K) = 1}.
For (z, λ) ∈ Tn× [0, ∞), we define the set Gz,λ
′ ⊂ RL (denoted also by G0
′ if λ = 0) by
Gz,λ
′ := {µ ∈ RL : 〈µ, f〉 ≥ 0 for all f ∈ Gz,λ},
and a key ingredient for our proof of Theorem 1.4 is stated as follows.
Theorem 3.3. Assume (F1), (F2), (L), (CP′′), (EP), and, if λ = 0, (Z) as well. Let
(z, λ) ∈ Tn × [0, ∞) and vλ be a solution of (DP). Let K0 be the compact set given by
(L). If K is a Borel subset of A such that either K ) K0 or K = A, then
(3.1) λvλ(z) = inf
µ∈PK ∩Gz,λ
′
∫
Tn×A
L(x, α)µ(dxdα).
In the theorem above, it is always possible to choose a compact set K ⊂ A so that either
K = A or K ) K0. Indeed, if A is compact, we may just choose K = A. Otherwise, we
may choose α1 ∈ A \ K0 and set K := K0 ∪ {α1}. Clearly, K is compact and satisfies
K ) K0.
A natural question is whether it is possible or not to replace K by K0 in formula (3.1).
For instance, if A is connected, then (3.1) holds with K0 in place of K. (See Remark 3.1)
In the general situation where normalization (Z) is dropped, we have the following
formula for the critical value c.
Corollary 3.4. Assume (F1), (F2), (L), (CP′′), and that (EC) has a solution (u, c) ∈
C(Tn)×R. Let K0 be the compact subset of A from (L). Then, for any Borel set K ⊂ A
such that either K ) K0 or K = A, we have
(3.2) c = − inf
µ∈PK ∩G0
′
∫
Tn×A
L(x, α)µ(dxdα).
Conceding Theorem 3.3, we give a proof of Corollary 3.4.
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Proof. Set Lc := L + c and note that FLc = F − c and u is a solution of (EPφ), with
φ = Lc. Note that hypotheses (F1), (F2), (L) and (CP
′′) hold, with (F, L) replaced by
(F − c, Lc). Concerning (L), we note that the inequality
inf
Tn×(A\K0)
L ≥ L0 = max
Tn
inf
α∈K0
L(x, α)
implies
inf
Tn×(A\K0)
Lc ≥ L0 + c = max
Tn
inf
α∈K0
Lc(x, α).
Fix any Borel subset K of A such that K ) K0. Observe that, if we set Φ
+
L := Φ, then
Φ+L = {tL+ χ : t > 0, χ ∈ C(T
n)} = {tLc + χ : t > 0, χ ∈ C(T
n)} = Φ+Lc ,
and, similarly, that RL = RLc . The definitions of F0, G0, G0
′, and PK depend on L only
through Φ+ and RL, which assures that F0, G0, G0
′, and PK are the same as those for Lc.
Thus, we find from Theorem 3.3 that
0 = inf
µ∈PK∩G
′
0
〈µ, Lc〉,
which shows (3.2). 
The next lemma is similar to Lemma 2.12.
Lemma 3.5. Let K be a compact subset of A and {µj}j∈N ⊂ PK . Then there exists a
subsequence {µjk}k∈N of {µj}j∈N that converges to some µ ∈ PK weakly in the sense of
measure as k → ∞ such that 〈µjk , L〉 → 〈µ, L〉 as k → ∞. Furthermore, if µj ∈ Gz,λj
′
for all j ∈ N and some z ∈ Tn and {λj}j∈N ⊂ [0,∞) and if λj → λ as j → ∞ for some
λ ∈ [0, ∞), then µ ∈ Gz,λ
′.
Proof. Due to the obvious tightness of {µj}j∈N, there exists its subsequence {µjk}k∈N that
converges, weakly in the sense of measure, to a Radon probability measure µ on Tn ×A.
It is clear that µ ∈ PK .
Observe next that, for any η ∈ Cc(A) such that η = 1 on K,
〈µjk , L〉 = 〈µjk , ηL〉 → 〈µ, ηL〉 = 〈µ, L〉 as k →∞.
Now, we fix z ∈ Tn and {λj}j∈N ⊂ [0,∞), and assume that λj → λ as j → ∞ for
some λ ∈ R and that µj ∈ Gz,λj
′ for all j ∈ N. Let (tL + χ, u) ∈ Fλ, where t > 0 and
χ ∈ C(Tn), and observe that (tL+ χ + (λj − λ)u, u) ∈ Fλj for all j ∈ N.
Since µjk ∈ Gz,λjk
′ and (tL+ χ+ (λjk − λ)u, u) ∈ Fλjk , we get
(3.3) 〈µjk , tL+ χ+ (λjk − λ)u− λjku(z)〉 ≥ 0 for all k ∈ N.
We have already seen that 〈µjk , L〉 → 〈µ, L〉 as k →∞. Also, since the functions χ+(λjk−
λ)u are bounded and continuous as a function on Tn×A and converge to χ uniformly on
Tn ×A, we see that, as k →∞,
〈µjk , χ+ (λjk − λ)u〉 → 〈µ, χ〉.
Hence, we find from (3.3), in the limit as k → ∞, that 〈µ, tL + χ − λu(z)〉 ≥ 0, which
implies that µ ∈ Gz,λ
′.
The proof is now complete. 
By Lemma 3.5, the set PK ∩ Gz,λ
′ is compact for any compact set K ⊂ A, and, under
the hypotheses of Theorem 3.3, according to Theorem 3.3 and the consecutive remark, if
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the compact set K ⊂ A is large enough in the sense of inclusion, then the set PK ∩ Gz,λ
′
is non-empty and the functional
PK ∩ Gz,λ
′ ∋ µ 7→
∫
Tn×A
L(x, α)µ(dxdα)
has a minimizer achieving the minimum value λvλ(z). With an abuse of notation, we
denote the set of such minimizers again by ML,z,λ or, if λ = 0, by ML,0. We call any
µ ∈ ML,0 (resp., µ ∈ ML,z,λ if λ > 0) a viscosity Mather measure (resp., a discounted
Mather measure) associated with (DP). We point out thatML,0 andML,z,λ may depend
on our choice of Φ+ a priori. The authors do not know whether these are independent of
the choice of Φ+ or not.
Proof of Theorem 3.3. Since (L, vλ) ∈ Fλ, for any µ ∈ PA ∩ Gz,λ
′, we have
0 ≤ 〈µ, L− λvλ(z)〉 = 〈µ, L〉 − λvλ(z),
and, consequently,
(3.4) λvλ(z) ≤ inf
µ∈PA ∩Gz,λ
′
〈µ, L〉.
Next, to prove (3.1), we fix any Borel set K ⊂ A such that either K = A or K ) K0,
and show
(3.5) λvλ(z) ≥ inf
µ∈PK ∩Gz,λ
′
〈µ, L〉,
which, together with (3.4), yields (3.1).
We set K1 = A if K0 = A. Otherwise, we fix a point α1 ∈ K \ K0 and set K1 =
K0 ∪ {α1}. Notice that K1 is a compact set and K1 ⊂ K.
To show (3.5), it is enough to prove
(3.6) λvλ(z) ≥ inf
µ∈PK1 ∩Gz,λ
′
〈µ, L〉.
We argue by contradiction, suppose that
λvλ(z) < inf
µ∈PK1 ∩Gz,λ
′
〈µ, L〉,
select ε > 0 so that
(3.7) λvλ(z) + ε < inf
µ∈PK1 ∩Gz,λ
′
〈µ, L〉,
and will get a contradiction.
We note by the cone property of Gz,λ (Lemma 3.2) that
inf
f∈Gz,λ
〈µ, f〉 =
{
0 if µ ∈ PK1 ∩ Gz,λ
′,
−∞ if µ ∈ PK1 \ Gz,λ
′,
and, moreover, that
inf
µ∈PK1 ∩Gz,λ
′
〈µ, L〉 = inf
µ∈PK1
(
〈µ, L〉 − inf
f∈Gz,λ
〈µ, f〉
)
= inf
µ∈PK1
sup
f∈Gz,λ
〈µ, L− f〉.
Noting by Lemma 3.5 that PK1 is a convex compact space, we apply Sion’s minimax
theorem, to get
inf
µ∈PK1
sup
f∈Gz,λ
〈µ, L− f〉 = sup
f∈Gz,λ
inf
µ∈PK1
〈µ, L− f〉.
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Hence, we have
inf
µ∈PK1 ∩Gz,λ
′
〈µ, L〉 = sup
f∈Gz,λ
inf
µ∈PK1
〈µ, L− f〉.
Combining the above with (3.7) yields
(3.8) λvλ(z) + ε < sup
f∈Gz,λ
inf
µ∈PK1
〈µ, L− f〉.
Hence, we may choose (φ, u) ∈ Fλ such that
(3.9) λvλ(z) + ε < 〈µ, L− φ+ λu(z)〉 for all µ ∈ PK1 ,
and, moreover, t > 0 and χ ∈ C(Tn) so that φ = tL+ χ.
We show that we can choose a constant θ > 0 such that w := θu is a subsolution of
(3.10) λw + F [w] = λ(w − vλ)(z)− θε in Tn.
Once this is done, we easily get a contradiction. Indeed, if λ > 0, then ζ := w + λ(vλ −
w)(z) + λ−1θε is a subsolution of λζ + F [ζ ] = 0 in Tn and comparison principle (CP′′)
yields ζ ≤ vλ in Tn, which, after evaluation at z, gives λ−1θε ≤ 0. This is a contradiction.
On the other hand, if λ = 0, then, by Proposition 1.2 (ii), we get w + C ≤ vλ in Tn for
all C ∈ R, which is a contradiction.
To show (3.10), we divide our argument into two cases. The first case is that when
K1 = A. Then, we have δ(x,α) ∈ PK1 for all (x, α) ∈ T
n ×A, and, from (3.8), we get
λvλ(z) + ε < L− φ+ λu(z) on Tn ×A,
which yields
F (x, p,X) ≤ Fφ(x, p,X) + λ(u− v
λ)(z)− ε for all (x, p,X) ∈ Tn × Rn × Sn.
Thus, we see that w := u is a subsolution of (3.10), with θ = 1.
The second case is that when K1 = K0 ∪ {α1} for some α1 ∈ K \K0. By assumption
(L), we have
(3.11) max
x∈Tn
min
α∈K0
L(x, α) =: L0 ≤ inf
Tn×(A\K0)
L.
Since δ(x,α) ∈ PK1 for all (x, α) ∈ T
n ×K1, from (3.9), we get
(3.12) (t− 1)L(x, α) + χ(x) < λ(u− vλ)(z)− ε for all (x, α) ∈ Tn ×K1.
We split our further argument into two cases. Consider first the case when t ≤ 1, and,
maximizing the both sides of (3.12) in α ∈ K0 yields
(t− 1) min
α∈K0
L(x, α) + χ(x) < λ(u− vλ)(z)− ε for all x ∈ Tn,
and, furthermore,
(t− 1)L0 + χ(x) < λ(u− v
λ)(z)− ε for all x ∈ Tn.
Combining this with (3.11), we find that for all (x, α) ∈ Tn × (A \K0),
(t− 1)L(x, α) + χ(x) ≤ (t− 1)L0 + χ(x) < λ(u− v
λ)(z)− ε,
which shows, together with (3.12), that
(t− 1)L(x, α) + χ(x) < λ(u− vλ)(z)− ε for all (x, α) ∈ Tn ×A.
Hence, we get
φ = L+ (t− 1)L+ χ < L+ λ(u− vλ)(z)− ε on Tn ×A,
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and find that w := u is a subsolution of (3.10), with θ = 1. Notice that the choice of α1
is of no use so far.
Secondly, we consider the case when t > 1 and observe by the viscosity property of vλ
that, for any maximum point x0 ∈ T
n of vλ, which always exists, we have
0 ≥ λvλ(x0) + F (x0, 0, 0) = λv
λ(x0) + sup
α∈A
(−L(x0, α))
≥ λvλ(x0)−max
x∈Tn
inf
α∈A
L(x, α) ≥ λvλ(x0)− L0,
and, hence,
(3.13) λvλ(z) ≤ λvλ(x0) ≤ L0.
By (3.11) and (3.12), we have
L(x, α1) ≥ L0 and (t− 1)L(x, α1) + χ(x) < λ(u− v
λ)(z)− ε for all x ∈ Tn,
which shows that
(t− 1)L0 + χ(x) < λ(u− v
λ)(z)− ε for all x ∈ Tn.
Hence, using (3.13), we get
(t− 1)λvλ(z) + χ ≤ (t− 1)L0 + χ < λ(u− v
λ)(z)− ε,
which yields
χ < −tλvλ(z) + λu(z)− ε on Tn,
and moreover
φ = tL+ χ < tL+ tλ(u/t− vλ)(z)− ε in Tn ×A.
Thus, we get formally
λu+ Lαu ≤ φ < tL+ tλ(u/t− v
λ)(z)− ε in Tn ×A.
From this, we deduce that w := u/t is a subsolution of (3.10), with θ = 1/t. This
completes the proof. 
Remark 3.1. In the proof above, the real requirement on the choice of α1 is that the
inequality L(x, α1) ≥ L0 should hold for all x ∈ T
n. A trivial sufficient condition for this
is the condition that α1 ∈ K \ K0. If there exists α1 ∈ K0 such that L(x, α1) ≥ L0 for
all x ∈ Tn, then we can perform the proof above, with K1 = K0 ∪ {α1} = K0, which
yields formula (3.1) with K0 in place of K. For instance, if A is connected, then (L)
guarantees the existence of such α1 ∈ K0. To see this, one defines the continuous function
l on A by setting l(α) = minx∈Tn L(x, α) and observes that l(A) is an interval of R,
l(A \K0) ⊂ [L0, ∞) and l(K0) is compact, which is impossible if l(K0) ⊂ (−∞, L0).
The following proof of Theorem 1.4 is parallel to that of Theorem 2.1, but we still give
it here for the reader’s convenience.
Proof of Theorem 1.4. Let (u0, c) ∈ C(T
n) × R be a solution of (EP). The existence of
such a solution and the uniqueness of the critical value c is assured by Proposition 1.3.
As we have seen in the proof of Theorem 2.1, the proof in the general case regarding c
is easily reduced to the special case when c = 0. Henceforth, we are thus only concerned
with the case when c = 0.
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As in the proof of Theorem 2.1, we see that |vλ| ≤ 2‖u0‖C(Tn) on T
n for all λ > 0. This
together with (EC) guarantees that {vλ}λ>0 is relatively compact in C(T
n). Therefore, it
is enough to show that
(3.14) lim sup
λ→0+
vλ(x) = lim inf
λ→0+
vλ(x) for all x ∈ Tn.
To check the above convergence, we fix any z ∈ Tn and select two sequences {λj}j∈N ⊂
(0, 1) and {δj}j∈N ⊂ (0, 1), converging to zero, so that
lim inf
λ→0+
vλ(z) = lim
j→∞
vλj (z) and lim sup
λ→0+
vλ(z) = lim
j→∞
vδj(z).
By passing to subsequences if needed, we may assume that for some v, w ∈ C(Tn),
lim
j→∞
vλj = v and lim
j→∞
vδj = w in C(Tn).
Fix z ∈ Tn, and, for each j ∈ N, thanks to Theorem 3.3, we choose a discounted Mather
measure µj ∈ML,z,λj , so that 〈µj, L〉 = λjv
λj(z). We may assume that {µj}j∈N ⊂ PK for
some compact set K ⊂ A. We deduce by Lemma 3.5 that we may assume, after passing
to a subsequence if necessary, that {µj} converges to some µ ∈ML,0.
By the stability property of the viscosity solutions under uniform convergence, w is a
solution of F [u] = 0 in Tn. Hence, we find that (L−δjv
δj , vδj ) ∈ F0 and (L+λjw,w) ∈ Fλj ,
and, consequently, we get
0 ≤ 〈µ, L− δjv
δj〉 = −δj〈µ, v
δj〉,
and
0 ≤ 〈µj, L+ λjw − λjw(z)〉 = λj(v
λj − w)(z) + λj〈µj, w〉.
From these, we get, in the limit as j →∞,
〈µ, w〉 ≤ 0 and 0 ≤ (v − w)(z) + 〈µ, w〉,
which yields w(z) ≤ v(z), Since z ∈ Tn is arbitrary, we get w ≤ v in Tn. This shows that
(3.14) holds. 
4. Examples
Theorems 2.1 and 1.4 can be applied under the structure conditions given in [3, 6, 7].
Let us give some representative examples here.
4.1. First-order Hamilton-Jacobi equations with linear growth in the gradient
variable. Consider the case that
F (x, p,X) := max
|α|≤1
{−c(x)α · p− L(x, α)},
where A = B(0, 1), c ∈ C(Tn) with c > 0, and L(x, α) ∈ C(Tn × A). Then (DP), (EP)
are first-order Hamilton-Jacobi equations with linear growth which arises in the context
of front propagations, crystal growth, and optimal control problems. We can easily check
that (F1)–(F3), (CP′), (EC) hold, and so the conclusion of Theorem 2.1 is valid in this
case.
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4.2. Viscous Hamilton-Jacobi equations with superlinear growth in the gradi-
ent variable. Consider the function F of the form
F (x, p,X) := − trσt(x)σ(x)X +H(x, p)
where σ ∈ Lip(Tn,Rk×n) for some k ∈ N and the Hamiltonian H : Tn ×Rn → R satisfies
• p 7→ H(x, p) is convex for all x ∈ Tn,
• there exist m > 1 and Λ ≥ 1 such that, for every x, y ∈ Tn and p, q ∈ Rn,
1
Λ
|p|m − Λ ≤ H(x, p) ≤ Λ(|p|m + 1),(4.1)
|H(x, p)−H(y, p)| ≤ Λ(|p|m + 1)|x− y|,(4.2)
|H(x, p)−H(x, q)| ≤ Λ(|p|+ |q|+ 1)m−1|p− q|.(4.3)
Let L(x, q) be the Legendre transform of H(x, p), i.e., L(x, q) := supp∈Rn{p · q−H(x, p)}.
We can rewrite F as
F (x, p,X) = sup
q∈Rn
(
− tr σt(x)σ(x)X − q · p− L(x, q)
)
.
Note that this general situation includes first-order Hamilton-Jacobi equations with su-
perlinear growth (the case where σ ≡ 0).
It is clear that F satisfies (L) because of assumption (4.1) with m > 1. The comparison
principle (CP′′) holds in light of [3, Theorem 2.1]. Assumption (EC) holds thanks to
[3, Theorem 3.1]. In fact, we have further that {vλ}λ>0 is equi-Lipschitz continuous with
Lipschitz constant dependent only on Λ,Lip(σ), ‖H(·, 0)‖C(Tn) (see also [6]). It is worth
mentioning that (4.2) is a bit more general than the classical condition (3.14) in [7]. For
example, if H(x, p) = c(x)|p|2 with c ∈ Lip(Tn) and c > 0, then (4.1)–(4.3) hold, but not
(3.14) in [7].
4.3. Fully nonlinear, uniformly elliptic equations with linear growth in the
gradient variable. Assume A is compact and
F (x, p,X) := max
α∈A
(− tr a(x, α)X − b(x, α) · p− L(x, α)) ,
where a ∈ Lip(Tn ×A, Sn), b ∈ Lip(Tn × A,Rn), L ∈ C(Tn ×A,R). We assume further
that there exists θ > 0 such that
1
θ
I ≤ a(x, α) ≤ θI for all (x, α) ∈ Tn ×A.
Here, I denotes the identity matrix of size n.
Clearly (F1)–(F3) hold. Comparison, (CP′), is a consequence of [13, Theorem III.1 (1)].
The Lipschitz continuity of a and b is assumed as a sufficient condition that (CP′) holds.
This Lipschitz continuity assumption on a and b can be replaced by a weaker assumption
as in [13, Theorem III.1 (1)].
In view of the Krylov-Safonov estimate (see [16]and also [5,23]), we have that {vλ}λ>0 is
equi-Ho¨lder continuous, which implies (EC). Here are some details on this Ho¨lder estimate.
According to Proposition 1.2 (i), there exists a constant M0 > 0 such that λ|v
λ| ≤M0 on
Tn, which implies that vλ satisfies, in the viscosity sense,
F [vλ] ≤M0 and F [v
λ] ≥ −M0 in T
n.
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According to [23, (2.14)], there exist constants γ ∈ (0, 1) and C > 0, depending only on
n, θ and ‖b‖C(Tn×A), such that
(4.4) osc
BτR(x)
vλ ≤ Cτγ
(
osc
BR(x)
vλ + θM0R
2
)
for all τ ∈ (0, 1), x ∈ Rn and R > 0,
where vλ is regarded as a periodic function on Rn and oscBr(x) v
λ := supBr(x) v
λ −
infBr(x) v
λ. We select τ0 ∈ (0, 1) so small that Cτ
γ
0 ≤
1
2
, then select R0 > 0 so large
that [−1
2
, 1
2
]n ⊂ Bτ0R0 , and note that
osc
Tn
vλ = osc
Bτ0R0
vλ = osc
BR0
vλ,
to find from (4.4) that
osc
Tn
vλ ≤
1
2
(
osc
Tn
vλ + θM0R
2
0
)
and hence
osc
Tn
vλ ≤ θM0R
2
0.
Thus, (4.4) yields
osc
BτR0 (x)
vλ ≤ C1τ
γ for all τ ∈ (0, 1) and x ∈ Rn,
where C1 := 2CθM0R
2
0, which shows that {v
λ}λ>0 is equi-Ho¨lder continuous on T
n.
Owing to the Evans-Krylov theorem (see [11, 15]), if F is locally Ho¨lder continuous on
Tn × Rn × Sn, then (DP) has a unique classical solution. This allows us to formulate
“Mather measures” based on classical solutions (see also [12]). For instance, we may
replace F0 of Section 2 by
{(φ, u) ∈ C(Tn ×A)× C2(Tn) : u is a subsolution of (EPφ)}.
We leave a further discussion of this approach to the interested readers.
4.4. Fully nonlinear equations with superquadratic growth in the gradient vari-
able. Assume that F has the form
F (x, p,X) := sup
q∈Rn
(
− tr σt(x, q)σ(x, q)X − q · p− L(x, q)
)
and
• there exist m > 2 and Λ > 0 such that, for every x ∈ Tn, p ∈ Rn and X ∈ Sn,
F (x, p,X) ≥
1
Λ
|p|m − Λ(|X|+ 1),
• the structural condition [7, (3.14)] holds, that is, there exists a modulus of conti-
nuity ω : [0,∞)→ [0,∞] satisfying ω(0+) = 0 such that
F (y, α(x− y), Y )− F (x, α(x− y), X) ≤ ω(α|x− y|2 + |x− y|)
whenever x, y ∈ Tn, α > 0, X, Y ∈ Sn, and
−3α
(
I 0
0 I
)
≤
(
X 0
0 −Y
)
≤ 3α
(
I −I
−I I
)
.
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Since m > 2, (L) holds true. The comparison principle (CP′′) follows from the comparison
principle in [7]. The family {vλ}λ>0 is equi-Ho¨lder continuous with Ho¨lder exponent
γ = m−2
m−1
in view of [6, Theorem 1.1], [3, Lemma 3.2].
We refer the reader to [7, Example 3.6] for some further examples of F satisfying
(3.14) there. Let us also point out that, because of the a priori γ-Ho¨lder estimates for
subsolutions, we can relax [7, (3.14)] a bit more. More precise, we can replace it by
[7, (5.1)], that is, there exist a modulus of continuity ω : [0,∞) → [0,∞] satisfying
ω(0+) = 0 and some θ > 2− γ such that
F (y, α(x− y), Y )− F (x, α(x− y), X) ≤ ω(α|x− y|θ + |x− y|)
whenever x, y ∈ Tn, α > 0, X, Y ∈ Sn, and
−3α
(
I 0
0 I
)
≤
(
X 0
0 −Y
)
≤ 3α
(
I −I
−I I
)
.
Appendix
We here provide proofs of Propositions 1.2 and 1.3 in Introduction.
Proof of Proposition 1.2. (i) We set M0 = maxx∈Tn |F (x, 0, 0)|, observe that the constant
functionsM0/λ and −M0/λ are a supersolution and a subsolution of (DP), and apply the
Perron method, to find a solution vλ of (DP) which satisfies |vλ| ≤M0/λ on T
n. Here, by
solution, we mean that the upper semicontinuous envelope (vλ)∗ and the lower semicon-
tinuous envelope (vλ)∗ of v
λ are a subsolution and a supersolution of (DP), respectively.
Then, by the comparison principle, (CP), we get (vλ)∗ ≤ (vλ)∗ on T
n, which implies
that vλ ∈ C(Tn). The uniqueness of solutions of (DP) in C(Tn) is also an immediate
consequence of (CP). Clearly we have λ|vλ| ≤M0 for all λ > 0.
(ii) Assume that c1 < c2 and v ≤ w on ∂U , set c = (c1 + c2)/2, and choose δ > 0 small
enough so that v and w are a subsolution and a supersolution of δu + F [u] = c in U ,
respectively. Then, we observe that the functions v− δ−1c and w− δ−1c are a subsolution
and a supersolution of δu+ F [u] = 0 in U , respectively, and we use (CP) to deduce that
v ≤ w in U . 
Proof of Proposition 1.3. The existence and uniqueness of vλ ∈ C(Tn) has already been
established in Proposition 1.2 (i). Moreover, we have λ|vλ| ≤M0 on T
n for all λ > 0 and
for M0 = maxx∈Tn |F (x, 0, 0)|.
Now, we set mλ := minTn v
λ and uλ := vλ − mλ and note by assumption (EC) that
the family {uλ}λ>0 is equi-continuous and uniformly bounded on T
n. The Arzela-Ascoli
theorem assures that there is a sequence {λj}j∈N of positive numbers converging to 0 such
that uλj → u in C(Tn) as j → ∞ for some u ∈ C(Tn). Since λ|vλ| ≤ M0 for all λ > 0,
the sequence {λjm
λj}j∈N ⊂ R is bounded and, hence, has a convergent subsequence.
Replacing {λj}j∈N by such a subsequence, there exists a constant c ∈ R such that
lim
j→∞
λjm
λj = −c.
Noting that uλ is a solution of λuλ + F [uλ] = −λmλ in Tn, we deduce by the stability
of viscosity properties under uniform convergence that u is a solution of F [u] = c in Tn.
That is, (u, c) is a solution of (EP).
To see the uniqueness of critical value for (EP), let (v, d), (w, e) ∈ C(Tn) × R be two
solutions of (EP), suppose that d 6= e and get a contradiction. We may assume without
loss of generality that d < e. Noting that, for any constant C ∈ R, (v+C, d) is a solution
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of (EP) and applying Proposition 1.2 (ii), we see that v + C ≤ w on Tn for all C ∈ R.
This is a contradiction, which shows that the critical value c for (EP) is unique.
What remains is to show (1.1). By the equi-continuity, (EP), we infer that
sup
λ>0
(
max
Tn
vλ −min
Tn
vλ
)
<∞.
Consequently,
lim
j→∞
λj max
Tn
vλj = lim
j→∞
λjm
λj = −c.
Thus we find that
c = − lim
j→∞
λjv
λj (x) in C(Tn).
Arguing as above, we see that every sequence {δj}j∈N of positive numbers convergent
to 0 has a subsequence, which we denote again by the same symbol, a constant d ∈ R
and a function w ∈ C(Tn) such that
d = − lim
j→∞
δjv
δj in C(Tn),
w = lim
j→∞
(
vδj −min
Tn
vδj
)
in C(Tn),
and (w, d) is a solution of (EP). Here, because of the uniqueness of the critical value c,
we find that d = c. We now easily deduce that (1.1) holds, and the proof is complete. 
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