Introduction
Naval aircraft are depending more and more on airborne digital computers.
The digital computers currently used by naval aircraft are all large generalpurpose computers.
The large size, large power requirements, and great cost ha~limited each aircraft to one such computer.
The complexity of these computers has made maintenance difficult.
The large cost of each unit makes spares prohibitive~ therefora, one computer going down results in the operational loss of one aircraft.
It is advantageous to utilize several small distributed computers to meet all of the systems requirements.
Completely separate computers could be used for the various system requirements with back-up computers ready to fill in when there is a failure. In addition to reliability improvements, a distributed approach offers the possibility of matching equipment more closely to system requirements, and increasing standardization.
The creation of the microcomputer, using new developments in Large Scale Integration (LSI) technology, has made the distributed computer system possible.
The microcomputer is a general purpose computer on a set of standard LSI chips and associated integrated circuits.
The LSI chip measures 200 mils by 200 mils, requires less than one watt of power and costs about $30.
The limitations of a microcomputer are a limited instruction set and slow speed. This paper discusses the possibility of using the MCS-4 microcomputer as the Avionics Navigation Computer in a complex navigation system. Included in this paper are the programming aids developed, a program analysis of the requirements of this system, a discussion of the executive routine and subroutines used in this program, and the results of an error bound analysis of the navigation program.
The Intel MCS-4 was chosen as the microcomputer in this design study for two major reasons.
The first reason is that the MCS-4 is the least powerful and * Associate Professor of Mathematics and Computer Science ** Lieutenant, U. S. Navy hence serves as a lower bound of the microcomputers. To prove that the MCS-4 is capable of handling the required navigational computations, would in itself prove microcomputers capable of handling complex tasks. The second major reason for choosing the MCS-4 microcomputer is that it is available, has been tested, and has the required software aids to complete a design study.
The cost of developing a system that uses the MCS-4 microcomputer can be divided into two areas: Hardware and software.
The hardware costs have been shown to be small for the microcomputer. This is a list of the MCS-4 hardware costs: The software cost of programming the microcomputer not really known. The assembler-type language used is to program the MCS-4 requires considerably more effort than a higher level language, such as FORTRAN.
All indexing and transferring of data between the processor and the assigned locations in memory must be written into the program.
The programming aids developed for this system were designed to decrease the cost of programming microcomputers.
Navigation System
Air Navigation is the process of directing the movement of an aircraft from an initial point to a desired final point.
A Navigation System must provide timely coordinate measurement and computation of the aircraft's current position.
The desired navigation system is one that gives a continuous, real-time indication of where the aircraft is located. The need for a navigation system to be reliable is a necessity.
In case of partial equipment failure, the navigation system must automatically switch to an alternate source of information.
Decision-making circuitry must be a part of the navigation system to insure a continuous flow of accurate navigation information.
The navigation system discussed in this paper is an Inertial/Doppler system integrated by an MCS-4 microcomputer.
The microcomputer combines the shortterm accuracy of the Inertial with the long-term accuracy of the Doppler to obtain the most probable position of the vehicle.
The microcomputer is programmed to provide decision-making flexibility to insure the outputs remain accurate during partial system failure.
The wind influencing the vehicle is continually computed and updated in the MCS-4 memory so that the computer can automatically switch to an air-data mode of operation in case of Inertial and Doppler failure.
The navigation equations used take the deadreckoning outputs of the Inertial, Doppler, and Air-Mass Systems and extrapolate the present position of the vehicle from the last known position. Direct position data can be inputted into the algorithm and 99 is used to update the position of the vehicle.
The system drift error is computed by comparing the known position with the dead-reckoned computed position.
Nayigation Process Graphs
Programming the navigation equations would be an easy task in a higher level language such as FORTRAN. To program the same equations in an assembly language proved to be tedious and complex.
The requirements of keeping minute details in mind led to the development of a graphical means of representing the microcomputer program.
Graph theory provides a simple and powerful tool for constructing mathematical models of discrete arrangements of objects.
The process graph consists of vertices which are pairwise connected by a directed line.
The MCS-4 microcomputer was first thought of as a black box taking inputs from the Inertial, Doppler, Air-Mass, and Position Fixing Systems and outputting the vehicles current position in latitude and longitud~ The graphical representation of the total system is shown in Figure i . 
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Programming the navigation equations was accomplished by continually breaking down the functional operations into smaller and smaller parts until the operations were simple enough to be directly written in the MCS-4 machine language.
The functional process graph, Figure 2 , represents how the microcomputer program was initially broken down into the fundamental navigation equations.
The functional process graph, was analyzed to define the flow of the input variables and to determine the feasibility of a multiprocessor system in order to shorten the required computational time.
It was noted that the program could be broken into two parts, the calculation of the distance increments, and the calculation of the latitude and longitude from the distance increments.
The analysis demonstrated that the computation time could be nearly halved by having two microcomputers working simultaneously to produce the desired outputs.
The system was designed to have one microcomputer receive the given input and compute the distance increments traveled, while at the same time, the second microcomputer computes the latitude and longitude from the previously calculated i00 distance increments. The program was written in a modular form. Each operation represented in the operational process graph was written as a separate subroutine.
An executive routine was then developed to call each subroutine in the proper order.
Program Analysis
A program analysis was developed to define those problem areas that had to be solved before programming the microcomputer.
The areas that were investigated were computational speed, memory space available, and accuracy required.
The operational process graph, Figure 3 , represented the tasks to be accomplished. The type of operations and number of operations that were required are listed as follows: The operational process graph was used to determine the speed limitations on each operation programmed. The total navigation cycle was limited to 200 milliseconds.
Since the number of operations required to be performed differed depending on what sensors were operational, the critical path of the operational process graph was determined. The critical path occurred when the Inertial and Doppler were both operational, The operations involved in the critical path were ten multiplies, Cosine and Sine calculations, ten additions, three subtractions, and seven divisions by two. The total computational time for the critical path was limited to 200 milliseconds.
The critical operations which had to be developed were the Multiply, Cosine, and Sine subroutines. Investigating previous work on the MCS-4 indicated that previously programmed multiply, Cosine, and Sine routines were requiring 50 msec., 650 msec., and 750 msec. respectively. In order to program the microcomputer for navigation, the development of routines which required less than 200 msec. was essential.
The amount of memory available to program the navigation routine was a function of the 4004 CPU and the number of microprocessors used. One 4004 CPU can directly drive sixteen ROMs and sixteen RAMs. The number of instructions in the navigation routine was limited by the space available in the ROMs. Since each ROM could hold 256 instructions, the program was limited to 4,096 instructions per microprocessor.
The time required to sequentially execute every instruction in the sixteen ROMs would be 44 millisecond. Since the program was to be written with an executive routine and a set of subroutines that would repeat the same set of instructions several times, the limiting time constraint would be reached before using up the available R0M space in one microprocesso~ It was determined from this analysis that ROM space would not be a limiting factor in writing the navigation program.
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The amount of memory space available t~ store the values of each variable was determined by the space available in the RAMs. Since one 4004 CPU could drive 5120 bits of RAM, the navigation program was limited to 320 variables of 16 bits for each microprocessor. The number of variables required was determined from the operational process graph, Figure 3 , where each line connecting a pair of vertices represents one variable. There were 54 lines indicating that a maximum of 54 variables were required plus those variables used in any single operation. By overlaying variables in the same RAM memory space, the memory ~)ace requirement was reduced.
It was determined from this analysis that RAM space available would not be a limiting facto~
The required accuracy of the navigation program was a function of the accuracy of the input variables. The accuracies of Inertial, Doppler, and Air-Mass systems used on board the P3C aircraft were used in this analysis as representing the state-of-the-art systems in naval aircraft today. for these systems are as follows: The accuracy of the navigation program was a function of the accuracy of input data as well as the bit size assigned to each variable. The limited accuracy of the input data permitted each variable to be no greater than 16 bits. This allowed each variable to be represented by four hexadecimal-digits with the first bit assigned as the sign bit. The hexadecimal point for speed measurements was fixed so that there is one hexadecimal digit to the right of the decimal point.
This allowed the accuracy of the speed inputs to be within + .0625 knots. The range on the inputs due to a 16 bit variable limitation was + 2047.99 knots.
The accuracy requirement was not considered a major limitation in the program analysis.
Navigation Program
A large number of the mathematical operations required in the navigation program are repeated many times.
In order to decrease the total programming effort and also decrease the memory-capacity requirements, many of the operations required were written as subroutines. The subroutines developed for the navigation program were divided into two groups, those involving complex mathematical operations and those involving more cormuon functional operations.
The major limitations of the MCS-4 microcomputer to be overcome were the limited instruction set and slow speed of calculation. The multiplication routine was especially written to enhance the capability of the MCS-4 microcomputer in order to satisfy the requirements of the navigation program.
A multiplication routine had been written involving multiplication by a series of additions. The program required only fifty instructions~ however, the computational time was 40 milliseconds.
Since the navigation program required a minimum of ten multiplications, this method was unsatisfactory.
One of the advantages ~he MCS-4 microcomputer has is its inexpensive memory.
It was decided to investigate a different way of progranmuing the microcomputer that would take advantage of available memory.
It was discovered that memory space could be traded for speed by using a The row that would normally contain the products of a zero multiplication was used for instructions within the ROM containing the table.
The method used in this procedure becomes very complex because of the large number of separate hexdigits involved and the small number of index registers available to store each digit.
This problem becomes more complex since each addition of two hexdigits creates a possible carry.
A solution to this problem was to make a process graph that simulated the multiplication process.
The process graph for the multiplication routine is shown in Figure 5 The multiplication routine required the memory space of three ROMs and computed its result in five milliseconds.
The development of a Cosine routine for the microcomputer which could compute sufficiently fast was one of the major programming tasks. Cosine routines written for gener&l purpose computers are usually written as series approximations in order to save memory space.
The object of the routine written was to increase the speed of calculation.
Two cosine routines previously programmed on the MCS-4 Microcomputer were investigated.
The first was a Chebyshev approximation routine which required 750 milliseconds to compute the Cosine.
The second routine investigated was a Cordic approximation which required 350 milliseconds.
Both methods were too timeconsuming for this project.
The procedure developed in this project was a table look-up, linear interpolation routine. The Newton Divided-Difference Interpolating Polynomial was used because of its simplicity.
The size of the table required and the accuracy of the results are both functions of the degree of the Polynomial used. For simplicity and speed, a first-order divided-difference table was used which resulted in a linear interpolation of the form: The data supplied to the program from the navigation devices was accurate to three significant figures.
Different-size tables were constructed and tested for accuracy.
Since the interpolation was linear, the largest error occured at the midpoint between each table value. The table values were loaded sequentially into the ROM.
The first entry was the value of F(X 0) followed in order by F(Xi.X0), F(Xi, ..... , F(X ), F(X .~ . X ). The remaining part of the ROM n n~£ n. was used for the interpolating routine.
The step by step procedure of the Cosine routine is shown in the Cosine process graph, Figure 6 .
The table used in the Cosine Routine was also the table required by a Sine routine.
It was noted that this routine could also be used to find the sin @ for 0 < @ < 90 ° by subtracting the input 8 from 90 degrees (.188 rads-@rads) and using the same routine since cos (90 -@) = sin (8) . By table look-up schemes, it was proven that the computational speed of the microcomputer could be competitive with that of a general~purpose computer.
The common subroutines were written to do the basic housekeeping operations such as storing data, simple arithmetic, shift operations, and transfer of data between RAM and IR. These subroutines were called by the executive routine and the multiply and Cosines routines to aid in the data handling.
The functions handled by the common subroutines were those best suited for the MCS-4 and therefore could be written in a straight-forward way requiring little speed or memory space. The functions of the common routines were broken into three groups: Arithmetic, Shifting, and Data Handling.
The arithmetic routines handled the simple additions and subtractions required in the navigation program.
These routines were handled well in the MCS-4 by the 4-bit ripple-through carry type adder incorporated in the 4004 CPU. This allowed direct addition or subtraction of two hexdigits in either the accumulator or RAM. There were two addition routines, two subtraction routines, and two special purpose arithmetic routines written.
Multiplication and division of hexdigits by a multiple of two was accomplished by shifting the variable either left or right the required number of bits~ To take advantage of this capability, two subroutines were written for the navigation program that involved division by two.
The transfer of 6ata within the navigation program was accomplished by the data handling routines. These routines saved much memory space in the Executive Routine and the Multiply and Cosine Routines by grouping these tasks intoseparate subroutine calls. There were five data handling routines written for the Navigation program. Three routines were written to transfer data between the IRs and RAM. Another routine was written to transfer data between different locations in RAM. A special routine was written to load the proper time interval of one navigation cycle into the IRs. All five routines were written to handle data of four hexdigit size.
Each operation defined in the operational process graph, Figure 3 , was successfully programmed within the memory and time constraint of the program analysis. Each subroutine was written in a modular form allowing for easy addition or subtraction of new code. The memory size, computational time, and capability of each subroutine is listed in Table I The Executive Routine was written to call up the subroutines in the order described by the operational process graph, Figure 3 . The Executive Routine established the priorities of each function and was designed to make all the decisions in the execution of the Navigation program.
The variables used by the Executive Routine were all stored in RAM. The Executive Routine was loaded into two ROMs with space left for addition of new code.
Error Bound Analysis
Microcomputers have a limitedarithmetic capability.
It was therefore very important to avoid unnecessary precision throughout the calculations. Since the inputs into the Navigation program came from instruments whose precision is limited to three hexadecimal digits, the choice of four hexadecimal arithmetic was considered to be sufficiently accurate. An error bound analysis was performed to show that the input errors dominate the total error.
The starting point for the error analysis is the operational process graph, Figure 3 . It was apparent from the operational process graph that the outputs DX and DY are symmetric, therefore an analysis of only the computations for DX were made. A process graph that involved only the operations which have an influence on DX was constructed, as shown in Figure 7 from the operational process graph, Figure 3 . The errors corresponding to each operation in Figure 7 were designated el, e2, e3,...,e 8. The initial errors of the inputted data were expressed as e(TH), e(VGXI), e(SDD), and e(SHD). Due to the smallness of the errors, the products of errors were considered negligible when compared to the linear terms.
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There were two means by which each operation contributed to the error propagation.
The FORTRAN simulation program was developed as an exact simulation of the navigation program developed for the MCS-4 microcomputer. The program was written by utilizing the process graphs previously developed.
The program included a parallel solution of the navigation equations utilizing the FORTRAN routines available on the IBM 360/67 computer. The results of these runs and the comparison of the errors developed are summarized in Table II. (i) Transmitting the errors which were inputted into the operation.
(2) Adding an error of its own, which is due to the rounding or truncating process which limits the number of digits carried to the next operation.
The transmitted errors were calculated by calculating the differentials of the expression. The rounding or truncating errors were simply added to the transmitted error and thereafter propagated through the remainder of the calculation. The error bound for each operation in Figure 7 due to roundoff and truncation was found to be: The error bound for the inputs was obtained from published sources. Since an actual maximum error for each system could not be found, the 30 value, 99.7% CEP, was used. The systems on board the P3C naval aircraft were used as representing the current "stateof-the-art" systems in operational use today. The results of the error bound analysis indicated that the maximum error created in the navigation microcomputers computations was only 1.8 per cent of the total maximum error.
It was concluded from this analysis that the accuracy of the MCS-4 navigation program using a 16-bit fixed word data leDgth was well within the limits required for the navigation problem.
The best way to check the results of this error bound analysis would be to fly the system in an actual aircraft. Since an aircraft was not available for this purpose, a detailed FORTRAN simulation program was written to test the functions of the navigation program.
The results confirmed the results of the error bound analysis.
It was noted that the greatest computational error occurred when the vehicle traveled a direct path with constant inputs. This was due to the linear addition of the truncation error when the inputs remain constant.
It was also noted that the computational error was zero when the vehicle returned to the departing position indicating that the truncation error cancelled in the opposite direction.
Summary
The total program consisted of 1768 instruction words on seven 4001 ROM chips broken into an executive routine and fifteen subroutines. Two 4002 RAM chips are required to store the data and variables used in this program.
The total computational time required for one navigational cycle is between 36 and 80 milliseconds depending on the navigational mode used. The computational error developed by the navigation program from error bound analysis represents only .i per cent of the total error. The program used a sixteen bit fixed point variable which allows it to accept inputs up to 2047.99 knots with an accuracy of + .0625 knots. The total cost of the one CPU chip, seven ROMs, and two RAMs used by the system is $95.00.
The results of this design study indicated that a microcomputer is both fast enough and powerful enough to handle the complex task of navigation. It is concluded that many of the dedicated computational tasks being done by large general-purpose computers can be done by microcomputers.
