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Chapitre 1
Introduction
1.1 Motivation clinique
L’e´chographie et les autres techniques d’imagerie me´dicale ont re´volutionne´ la me´decine.
Elles permettent aux me´decins d’acce´der a` des informations potentiellement vitales en
regardant a` l’inte´rieur du corps humain de manie`re non invasive. Le roˆle de l’imagerie
me´dicale va meˆme au-dela` de la simple visualisation des structures anatomiques. C’est
devenu un outil privile´gie´ pour la pre´paration et la simulation d’actes chirurgicaux, pour
la navigation durant une ope´ration, pour la pre´paration de radiothe´rapies ou encore pour
suivre l’e´volution de maladies.
L’imagerie cardiaque permet une e´valuation de la fonction cardiaque en fournissant
des informations morphologiques, dynamiques et fonctionnelles. L’e´chographie est un outil
reconnu dans l’aide au diagnostic, le traitement et le suivi des maladies [Magnin et al.,
1993]. Dans la population franc¸aise, les maladies cardio-vasculaires sont la premie`re cause
de mortalite´ ; 11,5% des hospitalisations sont dues a` des pathologies cardio-vasculaires. En
outre, cet examen est important de`s la grossesse ; en effet 0.7 a` 0.8% des fœtus pre´sentent
des anomalies conge´nitales du cœur et des gros vaisseaux. Leur identification est importante
car :
– elle peut permettre une interruption the´rapeutique de grossesse ;
– elle peut eˆtre associe´e a` des anomalies chromosomiques ;
– elle peut rendre possible le de´but d’un traitement in utero (trouble du rythme) ;
– elle permet de pre´voir une prise en charge ne´onatale adapte´e.
Le contexte actuel de la recherche sur le traitement des images e´chographiques porte
largement sur l’imagerie tridimensionnelle (3D). Ce type d’imagerie, apparu en 1990, est
prometteur et permet de´ja` de mieux de´tecter certaines pathologies. Les images 3D sont
effectivement inte´ressantes pour affiner un diagnostic d’anomalies des membres et du visage
mais aussi de la colonne et du sexe. Ses indications vont se de´velopper de plus en plus
dans les anne´es a` venir. Ce type d’imagerie permet aussi de reconstruire des mode`les 3D
de certains organes, notamment des mode`les e´lectromagne´tiques du cœur [Magnin, 1999;
Sermesant et al., 2003].
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Malgre´ cet engouement, plusieurs constats nous ame`nent a` conside´rer que le traitement
des images bidimensionnelles (2D) garde son inte´reˆt :
– L’e´chographie 2D est de loin la technique d’imagerie me´dicale la plus utilise´e pour le
diagnostic.
– L’analyse des images 3D se fait majoritairement sur des coupes 2D.
– La plupart des experts conside`rent que l’imagerie 3D/4D ne supplantera pas le 2D
pour le de´pistage des malformations d’organes, notamment les plus fre´quemment
rencontre´es telles que celles du coeur et du cerveau. Ils la conside`rent plutoˆt comme
un outil supple´mentaire pour affiner un diagnostic, au meˆme rang que l’e´chographie
doppler.
Parmi les multiples possibilite´s d’exploration e´chographique 2D, certains plans de coupe
sont plus discriminants pour le diagnostic de pathologies e´ventuelles. Vu qu’une exploration
comple`te serait trop longue, seuls les plans de coupes essentiels sont retenus pour re´aliser,
dans un temps raisonnable, un examen des organes. On appelle « coupes de re´fe´rence »
ces coupes virtuelles. Le me´decin y repe`re les organes avec une perspective optimale pour
examiner leurs caracte´ristiques.
Dans le cas de l’e´chocardiographie fœtale, l’objectif est d’explorer deux plans : la coupe
quatre cavite´s et l’e´mergence des gros vaisseaux. Parmi ces coupes de re´fe´rence, celle des
quatre cavite´s est la plus riche en informations. En effet 50% des malformations y sont
identifiables. La figure1 1.1 montre trois des coupes de re´fe´rence du cœur : la coupe longi-
tudinale, une coupe transversale et la coupe des quatre cavite´s (ou quatre chambres).
La localisation des coupes de re´fe´rence est difficile. La nature des tissus de l’organisme
contraint le praticien a` positionner le capteur a` des endroits bien pre´cis. Il en re´sulte des
coupes effectives qui ne peuvent pas co¨ıncider parfaitement avec les coupes the´oriques. Cela
peut entraˆıner des erreurs sur les mesures ayant une grande de´pendance avec l’angle de la
coupe. Dans [Merz et al., 1997], on estime que 30% des coupes servant a` faire des diag-
nostics sont biaise´es. Les erreurs d’orientation peuvent s’e´lever jusqu’a` 20◦. Cette difficulte´
engendre une grande he´te´roge´ne´ite´ dans les compe´tences des me´decins e´chographistes.
Cette he´te´roge´ne´ite´ est a` l’origine de l’absence d’e´change de donne´es e´chographiques
entre les me´decins. Un praticien en pre´sence d’une image faite par un tiers n’a aucun moyen
d’e´valuer avec pre´cision la justesse de la coupe.
L’e´chographie fœtale est particulie`rement concerne´e par ce phe´nome`ne :
– Un diagnostic errone´ peut avoir des conse´quences vitales pour le fœtus, e´motionnelles
pour la famille et juridique pour l’institution ;
– le cœur fœtal reste pour beaucoup d’e´chographistes un des organes les plus difficiles
a` explorer.
Ainsi la motivation a` l’origine de cette the`se provient du constat simple : Il n’existe
pas de me´thode de quantification de l’e´loignement d’une coupe effective a` sa coupe de
re´fe´rence.
Une telle quantification apporterait de nombreux avantages, entre autres :
– e´changer des donne´es entre me´decins ;
1Image issue d’un document de Edwin L. Dole. University of Iowa
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Fig. 1.1 – Trois coupes de re´fe´rence du coeur.
– interroger un expert a` distance lors d’un cas difficile a` interpre´ter ;
– former les me´decins plus efficacement ;
– comparer des mesures diffe´re´es d’un organe ;
– guider le me´decin vers la bonne coupe lors de l’examen ;
– e´tablir une mesure de confiance permettant la protection juridique du praticien.
Dans ce contexte la poursuite des travaux pour une de´tection pre´cise des cavite´s car-
diaques est primordiale. Cette the`se constitue le point de de´part d’une e´tude de´bute´e en
2000 a` l’ENSEEIHT, visant a` e´tablir cette quantification de l’e´loignement a` la coupe de
re´fe´rence. La premie`re e´tape de cette de´marche consiste a` ame´liorer les techniques ac-
tuelles de filtrage des images e´chographiques, ainsi qu’a` concevoir une me´thode robuste et
automatique de segmentation des cavite´s cardiaques.
Les images e´chographiques sont affecte´es par le speckle. Ce phe´nome`ne, duˆ a` l’in-
terfe´rence constructive et destructrice des ondes ultrasonores, est l’agent responsable de
leur aspect granuleux. Cet effet rend l’interpre´tation de l’image plus difficile et re´duit l’effi-
cacite´ de la segmentation, de la classification et d’autres techniques d’extraction de l’infor-
mation. La diffusion anisotrope est une me´thode largement utilise´e pour filtrer ces images.
Pourtant la majorite´ des techniques base´es sur cette me´thode [Perona and Malik, 1990;
Alvarez et al., 1993; You et al., 1996; Weickert, 1997; Black et al., 1998; Cremers et al.,
2001] n’est pas adapte´e a` ce phe´nome`ne. Nous proposons une utilisation originale du coef-
ficient de variation et une adaptation de la fonction de Tukey pour concevoir un nouveau
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coefficient de diffusion. Un estimateur robuste du coefficient de variation global est pro-
pose´ et compare´ a` d’autres estimateurs de la litte´rature. Nous inte´grons ce coefficient de
diffusion et cet estimateur dans un mode`le original de diffusion anisotrope robuste, destine´
a` la re´duction du speckle dans les images e´chographiques.
La coupe des quatre cavite´s doit traverser virtuellement le cœur de manie`re a` de´terminer
la taille et la syme´trie des cavite´s cardiaques. Le de´veloppement d’une me´thode de segmen-
tation robuste des cavite´s est donc indispensable en vue de la quantification de l’e´loignement
a` la coupe de re´fe´rence, ainsi qu’en vue du diagnostic cardiaque. Parmi les techniques uti-
lise´es pour la segmentation des cavite´s cardiaques, les me´thodes variationnelles comme
les contours actifs [Kass et al., 1988; Caselles et al., 1995; Aubert et al., 2003; Jacob
et al., 2004] connaissent un fort succe`s. Ces me´thodes pre´sentent l’avantage d’eˆtre tre`s
pre´cises, mais elles sont moins robustes au bruit que les approches base´es re´gions [Jehan-
Besson et al., 2001]. En outre, elles ne´cessitent ge´ne´ralement une initialisation pre´cise.
L’approche que nous proposons vise a` contourner ces limitations. Nous proposons une
nouvelle e´nergie externe base´e sur l’amplitude et la direction du gradient du coefficient de
variation. Cette e´nergie permet une pre´cision et une robustesse accrues face au speckle.
Une deuxie`me e´nergie externe originale, dite d’expansion, est de´veloppe´e. Elle consiste en
un champ de vecteurs gradients robuste destine´ au traitement des images e´chographiques.
Nous pre´sentons un nouveau mode`le de B-spline snake reposant en partie sur ces deux
e´nergies. Une me´thode ge´ne´rale et originale d’initialisation automatique est mise au point
a` partir des centres de divergence du champ de vecteurs gradients.
1.2 Contributions
Le travail de cette the`se a abouti a` des contributions portant a` la fois sur le filtrage des
images e´chographiques et sur leur segmentation. Nous en citons les e´le´ments majeurs :
– un coefficient de diffusion scalaire anisotrope dans lequel nous combinons d’une
manie`re originale le coefficient de variation local et une adaptation de la fonction
de Tukey ;
– un estimateur robuste automatique du coefficient de variation global base´ sur la
normalisation de Rousseeuw. Notons que cet estimateur est ge´ne´ral. Il peut eˆtre
utilise´ pour estimer les parame`tres de la diffusion anisotrope classique (cf. annexe A
pour la ge´ne´ralisation) ;
– un nouveau mode`le de diffusion anisotrope robuste nomme´e γ-diffusion, adapte´ aux
images affecte´es par le speckle. Le mode`le est fonde´ sur le nouveau coefficient de
diffusion scalaire anisotrope et notre estimateur robuste ;
– un nouveau type d’e´nergie externe reposant sur l’amplitude et la direction du gradient
du coefficient de variation ;
– un champ de vecteurs gradients robuste et adapte´ aux images e´chographiques ;
– la conception d’une me´thode originale de segmentation robuste des images e´chographiques
fonde´e sur les B-spline snakes et le coefficient de variation, et utilisant nos nouvelles
e´nergies externes ;
Organisation du document 15
– une notion ge´ne´ralise´e des centres de divergence dans un champ de vecteurs gradients ;
– une me´thode originale et ge´ne´rale d’initialisation automatique applicable pour tout
contour actif parame´trique.
1.3 Organisation du document
Le reste de ce manuscrit se divise en quatre chapitres.
Chapitre 2
Ce chapitre pre´sente les images e´chographiques2. Le principe de leur acquisition et les
traitements ne´cessaires pour leur affichage y sont aborde´s. Nous introduisons le speckle : son
origine est explique´e et ses mode´lisations statistiques sont e´tudie´es et compare´es. L’analyse
faite dans ce chapitre a des conse´quences sur la mode´lisation et la validation du filtre que
nous de´veloppons.
Chapitre 3
Trois parties composent ce chapitre majoritairement bibliographique. Nous commenc¸ons
par introduire le coefficient de variation, une mesure provenant du domaine des images
radar a` synthe`se d’ouverture. Nous comparons son efficacite´ pour la de´tection de contours
en pre´sence du speckle a` celle du gradient de l’intensite´. La deuxie`me partie constitue l’e´tat
de l’art des me´thodes de filtrage du speckle. Elle nous permet de justifier notre approche
de filtrage. Enfin nous abordons le vaste sujet de la segmentation des images me´dicales. Ce
chapitre nous permet de mettre en e´vidence les avantages et les limitations des me´thodes
pre´sente´es et de justifier le choix des mode`les de´veloppe´s dans le chapitre 5.
Chapitre 4
Dans ce chapitre nous pre´sentons nos travaux et contributions sur le filtrage des images
e´chographiques. Le principe de la diffusion anisotrope est brie`vement introduit. Nous
pre´sentons le nouveau coefficient de diffusion robuste original reposant sur une adaptation
de la fonction de Tukey et sur le coefficient de variation local. Nous e´valuons le coefficient
de variation global a` l’aide du nouvel estimateur robuste, qui est pre´sente´. L’ approche
originale de la γ-diffusion y est introduite. Nous e´tudions ses proprie´te´s d’anisotropie et de
conservation de l’e´nergie. Nous validons notre approche en deux e´tapes d’expe´rimentation.
La premie`re porte sur des simulations d’images e´chographiques contenant un speckle avec
une corre´lation spatiale croissante et reposant sur diffe´rentes distributions. La deuxie`me
e´tape est comparative ; nous e´tudions le comportement de notre me´thode ainsi que onze
autres filtres sur une image de synthe`se puis sur des images e´chographiques re´elles. Les
re´sultats mettent en e´vidence l’efficacite´ de notre me´thode.
2Les images sur lesquelles j’ai travaille´ nous ont e´te´ procure´es par la Clinique de Notre Dame de
Perpignan et par l’Universita di Bologna en Italie.
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Chapitre 5
Ce chapitre est consacre´ a` nos travaux et contributions sur la segmentation des cavite´s car-
diaques dans les images e´chographiques. Il commence par une courte introduction aux B-
spline snakes. Nous pre´sentons ensuite successivement l’e´nergie interne et les deux e´nergies
externes que nous proposons. L’e´nergie interne, associe´e a` une parame´trisation uniforme
permet, en forc¸ant un e´cartement re´gulier entre les nœuds, de conserver la continuite´
ge´ome´trique du snake. Une nouvelle e´nergie externe originale base´e sur le gradient du coef-
ficient de variation local est pre´sente´e. Puis une seconde e´nergie externe, dite d’expansion,
est introduite. Cette dernie`re repose sur un nouveau champ de vecteurs gradients, plus
robuste au speckle. Enfin nous ge´ne´ralisons la notion de centre de divergence pour pro-
poser la me´thode ge´ne´rale d’initialisation de contours actifs parame´triques. Des re´sultats
compare´s aux trace´s manuels d’experts et aux re´sultats de deux autres contours actifs sont
pre´sente´s et prouvent le bien-fonde´ de nos propositions.
Enfin des conclusions sont tire´es et des perspectives esquisse´es.
Chapitre 2
Acquisition et caracte´risation des
images e´chographiques
Re´sume´
Ce chapitre analyse les images e´chographiques. La formation de ces images
est de´crite. Nous pre´sentons les mode`les de speckle et nous les comparons selon les
types de milieux qu’ils permettent de repre´senter. Nous de´crivons la compression
logarithmique et ses conse´quences. Nous tirons des conclusions concernant les
traitements a` mettre en œuvre.
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Introduction
Avant de de´velopper nos solutions au proble`me pose´ dans cette the`se, une premie`re
e´tape ne´cessaire est l’analyse des donne´es manipule´es. Dans ce chapitre nous nous pen-
chons sur ces donne´es et leur acquisition (Sec. 2.1). A partir des principes de l’acquisition,
nous de´duisons des caracte´ristiques importantes des images a` prendre en conside´ration
dans les traitements. Nous nous inte´ressons particulie`rement au bruit de type « speckle »
qui les affecte (Sec. 2.2). Plusieurs mode`les de ce phe´nome`ne sont pre´sente´s. Le traite-
ment ne´cessaire a` l’affichage de ces images et ses conse´quences sont de´crits (Sec. 2.3). Des
conclusions importantes pour la suite de la the`se sont tire´es de cette analyse.
2.1 L’acquisition des images e´chographiques
L’utilisation en me´decine des ultrasons, jusque la` re´serve´e au domaine militaire, a com-
mence´e dans les anne´es 1950. En 1952, le britannique J.J. Wild et l’ame´ricain J.M. Reid
pre´sentent les premie`res images de sections 2D d’un sein obtenues a` l’aide d’ultrasons. Ils
proposent e´galement le terme d’e´chographie, ou ”e´chome´trie”, pour de´signer cette tech-
nique d’investigation [Wild, 1950]. Ils sont suivis par Leskell qui est le premier a` observer des
traumatismes craˆniens avec des ultrasons. Il appelle ce proce´de´ l’echo-ence´phalographie. En
1958, l’anglais Ian Donald re´alise la premie`re e´chographie de l’ute´rus. L’utilisation me´dicale
de l’e´chographie s’est ge´ne´ralise´e a` partir de 1970.
2.1.1 L’e´chographe
L’imagerie e´chographique est fonde´e sur la de´couverte qu’un son e´mis dans une struc-
ture est en partie absorbe´ par les e´le´ments qui la composent et en partie re´fle´chi en di-
rection de la sonde qui l’a envoye´. Lorsque des sons sont e´mis par un corps anime´ d’un
mouvement vibratoire, ils se propagent sous forme d’ondes me´caniques susceptibles de su-
bir des re´flexions, des re´fractions et des interfe´rences. L’analyse de ce phe´nome`ne et son
interpre´tation renseignent sur la structure e´tudie´e.
Au niveau mole´culaire, le milieu traverse´ subit des phe´nome`nes de compression et de re-
laxation successifs. Ces modifications se transmettent par voisinage. Deux caracte´ristiques
d’une onde sonore en de´placement dans un milieu donne´ sont sa fre´quence f et sa lon-
gueur d’onde λ. Elles permettent de de´terminer la vitesse c de propagation des sons dans
le milieu : c = λf .
La vitesse de propagation des sons de´pend essentiellement de la compressibilite´ ou
durete´ du milieu. La vitesse de propagation moyenne des sons dans les tissus mous (1540
m/s) est utilise´e par l’e´chographe pour de´terminer la distance de l’e´cho a` partir du temps
de vol. La table 2.1 pre´sente diffe´rentes vitesses de propagation de l’onde selon les milieux
traverse´s.
Les sons dont la fre´quence est supe´rieure a` 20 000 Hz sont appele´s ultrasons ; ils sont
inaudibles pour l’oreille humaine. Pour les e´chographies, on utilise des ultrasons dont la
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Milieu Vitesse de propagation
Air 330 m/s
Graisse 1450 m/s
Eau 1480 m/s
Tissus mous 1540 m/s
Sang 1570 m/s
Os 4080 m/s
Tab. 2.1 – Vitesses de propagation des ondes ultrasonores dans diffe´rents milieux.
fre´quence varie ge´ne´ralement entre 2 et 40 MHz.
2.1.2 Formation de l’onde ultrasonore
2.1.2.1 Le transducteur
Un transducteur est un e´le´ment qui transforme une e´nergie d’une forme a` une autre.
Pour les sondes e´chographiques, l’e´nergie e´lectrique est convertie en ultrasons et vice
versa. Le transfert d’e´nergie repose sur l’effet pie´zoe´lectrique.
2.1.2.2 L’effet Pie´zoe´lectrique
L’effet pie´zoe´lectrique a e´te´ de´couvert en 1880 par Pierre et Jacques Curie. Son
principe est que certains mate´riaux, comme les cristaux de quartz, ont les proprie´te´s de :
– se charger lorsqu’ils sont comprime´s ;
– se de´former (comprimer) lorsqu’ils sont charge´s.
La figure 2.1 illustre ce principe. Les transducteurs contenus dans les sondes e´chographiques
sont ge´ne´ralement des ce´ramiques de Plomb Zirconate de Titane (PZT).
Fig. 2.1 – Effet Pie´zoe´lectrique : une compression du quartz le charge et une charge du
quartz le comprime.
En appliquant un courant alternatif sur un cristal pie´zoe´lectrique, le cristal se com-
prime et se dilate alternativement et e´met donc un son. Dans une sonde e´chographique,
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l’excitation du cristal pie´zoe´lectrique est re´alise´e par une impulsion e´lectrique, a` la manie`re
d’une cloche que l’on frappe. Le cristal entre alors en re´sonance et e´met des ultrasons dont
la fre´quence de´pend de l’e´paisseur du cristal. La fre´quence est d’autant plus e´leve´e que le
cristal est mince.
2.1.2.3 Fonctionnement de l’e´chographe
Le meˆme cristal pie´zoe´lectrique est utilise´ pour e´mettre des ultrasons a` partir d’une
impulsion e´lectrique et pour transformer en courant e´lectrique les ultrasons qui reviennent
vers la sonde apre`s avoir e´te´ re´fle´chis (Fig. 2.2). La sonde n’e´met donc pas des ultrasons en
continu, mais en salves. Lorsqu’elle n’e´met pas, elle est a` l’e´coute pour capter les ultrasons
renvoye´s.
La dure´e des salves est tre`s courte, de l’ordre de quelques microsecondes, et correspond
a` l’e´mission de trois a` quatre cycles en moyenne. La dure´e de la salve est un e´le´ment
tre`s important car elle de´termine en grande partie la re´solution de l’image e´chographique.
Plus elle est courte, meilleure est l’image. La dure´e de la salve de´pend de la fre´quence des
ultrasons (donc du cristal) et du mate´riel d’amortissement place´ derrie`re le cristal.
La dure´e de la pe´riode d’attente, correspondant au temps de vol de l’onde, est plus
longue, de l’ordre de la milliseconde. La fre´quence de re´pe´tition du cycle est donc de
l’ordre du kHz, ce qui permet une imagerie en temps re´el.
Fig. 2.2 – Propagation d’une onde ultrasonore : (a) Envoi d’une impulsion e´lectrique dans
le transducteur qui cre´e une onde ultrasonore. (b) Rencontre d’une transition d’impe´dance
acoustique. (c) Re´ception du signal re´fle´chi, que le transducteur transforme en impulsion
e´lectrique.
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2.1.3 Formation de l’image
2.1.3.1 Caracte´ristiques du milieu
Les parame`tres de´terminants dans la propagation des sons dans les diffe´rents mi-
lieux sont la densite´ ou masse volumique (d) et la vitesse de propagation des sons (c).
L’impe´dance acoustique est de´finie par le produit de ces deux caracte´ristiques du mi-
lieu : Z = dc. L’impe´dance acoustique de´pend essentiellement de la durete´ des milieux.
Une transition d’impe´dance apparaˆıt a` l’interface de deux milieux d’impe´dances
acoustiques diffe´rentes. Dans l’organisme, les grandes diffe´rences d’impe´dance acoustique
se rencontrent entre les tissus mous et l’air et entre les tissus mous et les tissus durs (os,
calculs, corps e´trangers).
2.1.3.2 La re´flexion
Un e´cho est un son re´fle´chi et re´ceptionne´ apre`s un temps de latence, correspondant a`
son temps de de´placement dans le milieu concerne´. Lorsqu’un faisceau d’ultrasons arrive
sur une interface orthogonale a` sa direction incidente, une partie est re´fle´chie dans le sens
oppose´ et l’autre partie traverse l’interface et continue sa propagation sans changer de
direction. De telles interfaces, tre`s re´fle´chissantes (tre`s e´choge`nes) se retrouvent lorsque
les tissus mous organiques sont en contact avec de l’air (poumon, tube digestif) ou des
structures mine´ralise´es (os, calculs).
La proportion d’ultrasons re´fle´chis (le coefficient de transmission), est directement pro-
portionnelle a` la diffe´rence d’impe´dance acoustique entre les deux milieux.
2.1.3.3 La re´fraction
Lorsque le faisceau ultrasonore rencontre une transition d’impe´dance avec un angle
oblique, une partie du faisceau est re´fle´chie avec un angle de re´flexion e´gal a` l’angle incident,
a` la manie`re d’un miroir. La partie transmise est de´vie´e avec un angle qui de´pend de
la vitesse de propagation dans les deux milieux concerne´s : il s’agit du phe´nome`ne de
re´fraction (Fig. 2.3).
En e´chographie l’interaction d’un faisceau ultrasonore avec une surface oblique lisse
entraˆıne sa disparition : aucun son ne revient directement sur la sonde apre`s la re´flexion
oblique. L’influence de l’angle des ultrasons sur l’aspect e´chographique des structures orga-
niques observe´es est plus ou moins marque´e. Les tendons et les ligaments sont des exemples
de structures dites anisotropes dont l’aspect e´chographique est fortement influence´ par la
direction du faisceau d’ultrasons.
2.1.3.4 Re´flexion diffuse, dispersion
La plupart des images e´chographiques sont forme´es par :
– des e´chos de re´flexion diffuse sur une surface irre´gulie`re ;
– des e´chos de dispersion dans un milieu he´te´roge`ne.
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Fig. 2.3 – Re´fraction de l’onde ultrasonore sur une interface se´parant deux milieux.
L’e´choge´nicite´ d’organes comme la rate et les reins, par exemple, est essentiellement forme´e
par des e´chos de dispersion, dont l’intensite´ de´pend de l’homoge´ne´ite´ tissulaire.
2.1.3.5 L’atte´nuation du signal
L’intensite´ d’un son diminue au fur et a` mesure qu’on s’e´loigne de la source ou qu’on
place des interfaces entre l’e´metteur et le re´cepteur de son. Le faisceau ultrasonore utilise´
en e´chographie diminue d’intensite´ avec la profondeur d’exploration. Cette atte´nuation est
due aux multiples interactions vues pre´ce´demment (re´flexion, dispersion, re´fraction) qui
diminuent l’intensite´ du faisceau lorsque celui-ci pe´ne`tre dans les tissus. L’atte´nuation des
ultrasons de´pend des milieux traverse´s mais aussi des caracte´ristiques de l’onde ultrasonore,
en particulier de la fre´quence des ultrasons. Plus la fre´quence des ultrasons augmente, plus
l’atte´nuation est importante. La fre´quence des ultrasons a donc une influence de´terminante
sur les possibilite´s d’exploration (Tab. 2.2).
Fre´quence de la sonde Profondeur d’exploration maximale
2,5 - 3,5 MHz >15cm
5 MHz 10 cm
7,5 MHz 5-6 cm
10 MHz 2-3 cm
Tab. 2.2 – Profondeur de l’exploration possible en fonction des fre´quences e´mises par la
sonde e´chographique.
L’acquisition des images e´chographiques 23
2.1.4 Reconstruction de l’image e´chographique
L’image ultrasonore est constitue´e a` partir des informations recueillies par la sonde et
transmises a` l’appareil. Il existe trois modes de repre´sentation de l’image e´chographique :
Le mode A C’est le mode de repre´sentation de l’image le plus primitif. Il consiste a`
afficher l’amplitude du signal recueilli par la sonde en fonction de la profondeur. Un
seul faisceau ultrasonore de direction constante est utilise´. Ce mode autrefois utilise´
en neurologie pe´diatrique et en ophtalmologie est tombe´ en de´sue´tude. Il est expose´
ici uniquement pour permettre de mieux comprendre les modes B et TM.
Le mode B C’est le mode de repre´sentation le plus commun. A un instant donne´, l’am-
plitude du signal e´chographique comprise entre le niveau le plus bas (bruit e´lectrique)
et le niveau le plus haut (tension de saturation des amplificateurs) est repre´sente´e par
le niveau de gris. Une fois le signal e´chographique obtenu, plusieurs ope´rations sont
ne´cessaires pour le visualiser : compenser l’atte´nuation des ultrasons en fonction de la
profondeur traverse´e, faire ressortir les faibles e´chos par rapport aux forts et ajuster
la dynamique du signal pour l’affichage. Nous discutons de ces traitements dans la
section 2.3. L’image que l’on obtient peut eˆtre conside´re´e comme une repre´sentation
des organes. Pour obtenir l’image en deux dimensions on utilise :
– soit une sonde line´aire dont les faisceaux ultrasonores sont paralle`les les uns aux
autres
– soit une sonde sectorielle dont le meˆme faisceau ultrasonore est oriente´ dans des
directions diffe´rentes.
Le mode M ou TM Le mode M est une technique monodimensionnelle continue qui
utilise un faisceau e´troit d’ultrasons. Il est utilise´ pour visualiser de petites portions
des organes ; il ne de´tecte que les mouvements axiaux des structures. Le mode M est
couramment utilise´ pour effectuer des mesures sur les cavite´s cardiaques, l’e´paisseur
des parois, leur mouvement, la dimension des arte`res et le mouvement des valves.
Ce traitement du signal repose sur plusieurs hypothe`ses :
– la direction du faisceau ultrasonore est unique ;
– une seule re´flexion a eu lieu ;
– la distance entre la sonde et l’endroit ou` s’est produit la re´flexion (l’e´cho) est calcule´e
a` partir du temps de vol, en utilisant la vitesse de propagation moyenne des ultrasons
dans les tissus mous (1540 m/s).
Lorsqu’une ou plusieurs de ces hypothe`ses sont fausses, des e´chos parasites apparaissent
sur l’image.
2.1.5 Re´solution de l’image e´chographique
On peut de´finir en e´chographie mode B deux types de re´solution : la re´solution axiale
et la re´solution angulaire (Fig. 2.4).
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Fig. 2.4 – Caracte´ristiques techniques d’un e´chographe.
2.1.5.1 Re´solution axiale
La re´solution axiale de l’image bidimensionnelle de´pend essentiellement de la fre´quence
des ultrasons. Plus la fre´quence est e´leve´e, plus la longueur d’onde est petite et plus la
re´solution axiale est bonne. Notons encore que la fre´quence de la sonde a une influence
sur l’atte´nuation des ultrasons et donc sur la profondeur d’exploration. Plus la sonde est
de basse fre´quence (3,5 - 5 MHz), plus la profondeur d’exploration est importante, mais
moins bonne est la qualite´ de l’image.
2.1.5.2 Re´solution angulaire
La re´solution angulaire dans le plan de coupe concerne l’aptitude a` diffe´rencier les de´tails
place´s dans le plan de coupe perpendiculairement a` l’axe de propagation des ultrasons. Elle
est moins fine que la pre´ce´dente et est lie´e :
– au diame`tre du faisceau lui-meˆme de´pendant de l’ouverture a` l’e´mission, de la foca-
lisation et de la profondeur ;
– a` la densite´ des lignes ultrasonores qui est de l’ordre de 250, limite´e par la profondeur
d’exploration et le taux de renouvellement de l’image.
2.1.5.3 Ouverture du capteur
L’ouverture du capteur influence la largeur du faisceau, sa divergence et la distance
du plan focal. Suivant la profondeur du champ a` observer on agrandit ou on diminue
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l’ouverture du capteur. Certains e´chographes modernes font varier l’ouverture de manie`re
continue pour obtenir une re´solution inde´pendante de la profondeur.
2.2 Le speckle dans les images e´chographiques
Dans cette section nous nous inte´ressons a` l’origine et a` la mode´lisation statistique du
speckle. Dans un premier temps nous expliquons ce qu’est le speckle et nous revenons sur
les premiers travaux qui lui ont e´te´ consacre´s. Nous abordons ensuite le proble`me de la
mode´lisation statistique du speckle. Nous pre´sentons et comparons les diffe´rents mode`les
de la litte´rature, accompagne´s de leurs hypothe`ses sur la densite´ et la disposition spatiale
des re´trodiffuseurs.
2.2.1 Origine du speckle
2.2.1.1 De la spe´cificite´ des images ultrasonores
Les images e´chographiques ont des proprie´te´s peu familie`res aux habitue´s des images
optiques. Pour interpre´ter les images e´chographiques, il faut comprendre leur formation
mais aussi les bruits qui les affectent. Notamment il est important de connaˆıtre les pro-
prie´te´s du speckle 1.
Ce phe´nome`ne affecte l’e´valuation du contenu de l’image. Les intensite´s des pixels d’une
re´gion dont la re´flectivite´ re´elle est homoge`ne sont disperse´es et ce phe´nome`ne augmente
avec l’intensite´ moyenne de la re´gion.
2.2.1.2 Dualite´ du speckle
Le speckle est pre´sent dans les images radar, les images acquises par laser, par sonar et
par ultrasons. Bien qu’il soit souvent conside´re´ comme un bruit multiplicatif, ce n’est pas
a` proprement parler un bruit, c’est une re´elle mesure caracte´ristique du milieu. Le speckle
contient des informations sur le tissu observe´. Il est cependant commune´ment traite´ comme
un bruit.
Les signaux perc¸us par le transducteur ultrasonore sont une combinaison d’e´chos :
– les e´chos spe´culaires, qui proviennent des transitions d’impe´dance acoustique (Sec.
2.1.3.2) ;
– les ondes re´trodiffuse´es proviennent de diffuseurs distribue´s ale´atoirement dans le
milieu. Ils sont a` l’origine du speckle.
Ces e´chos sont classiquement repre´sente´s soit par leur fre´quence f soit par leur amplitude
(l’enveloppe du signal de fre´quence f). L’amplitude du signal est couramment utilise´e dans
les syste`mes d’imagerie ultrasonore clinique pour la visualisation des images en mode B.
1En franc¸ais le speckle est appele´ chatoiement. Dans la suite de ce document nous utilisons exclusivement
le terme speckle.
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2.2.1.3 Le mode`le des diffuseurs
Le mode`le largement utilise´ est celui des diffuseurs discrets. Il stipule que les tissus
biologiques sont constitue´s d’un milieu homoge`ne dans lequel sont distribue´s des diffuseurs
discrets et identiques [Boukerroui, 2000]. Le comportement statistique de l’image enveloppe
varie suivant leur disposition, ale´atoire ou uniforme, et leur densite´ dans la cellule de
re´solution.
2.2.1.4 Quelques travaux pionniers
Les proprie´te´s statistiques de la fre´quence et de l’enveloppe dans les images ultrasonores
me´dicales ont e´te´ d’abord e´tudie´es par Burckhardt [Burckhardt, 1978], puis de nombreux
travaux ont suivis [Jakeman and Pusey, 1980; Bamber and Daft, 1986; Tuthill et al., 1988;
Bamber and Phelps, 1991; Shankar et al., 1993; Dutt and Greenleaf, 1994; Dutt and Green-
leaf, 1995b].
Dutt a analyse´ les statistiques du premier ordre des signaux de l’amplitude des e´chos
avec plusieurs mode`les de distribution [Dutt and Greenleaf, 1996]. Les moments d’ordres
supe´rieurs comme le kurtosis de la fre´quence ont e´te´ utilise´s pour caracte´riser les tissus
[Wagner et al., 1983]. Enfin les proprie´te´s spectrales (du second ordre) de la fre´quence et
de l’amplitude ont e´te´ utilise´es pour la caracte´risation du me´dia [Jakeman and Tough, 1987;
Bamber and Phelps, 1991; Shankar et al., 1993; Kaplan and MA, 1993; Kaplan and MA,
1994].
2.2.2 Mode`le de Rayleigh
Ce mode`le est introduit dans une e´tude du speckle des images acquises par laser [Good-
man, 1984]. Il suppose un grand nombre de diffuseurs et un faible espace entre deux dif-
fuseurs (par rapport a` la longueur d’onde du signal). Sous ces conditions le speckle est dit
entie`rement de´veloppe´.
Fig. 2.5 – Marche ale´atoire dans le plan complexe.
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Le signal re´trodiffuse´ peut eˆtre mode´lise´ comme la somme des signaux re´trodiffuse´s
par des diffuseurs ale´atoirement localise´s dans le milieu [Dutt and Greenleaf, 1995c]. Le
signal re´sulte donc d’une somme vectorielle complexe de composantes ale´atoires ; on parle
de marche ale´atoire (Fig. 2.5).
Posons la re´ponse de chaque diffuseur comme un vecteur complexe d’amplitude ri et
de phase θi. La re´ponse totale Z du milieu explore´ par l’onde ultrasonore s’e´crit :
Z = X · ejφ = 1√
Nd
Nd∑
1
ri · ejθi = Zr + jZi. (2.1)
ou` X est le signal enveloppe et Nd le nombre de diffuseurs dans une cellule de re´solution.
Si l’on suppose que les θi suivent une loi de probabilite´ uniforme, de´finie dans [−pi, pi[, et
que les ri sont inde´pendants, alors les parties re´elle Zr et imaginaire Zi de Z sont deux
variables ale´atoires de´corre´le´es de moyenne nulle et de variance σ2.
Puisqu’on suppose une grande densite´ de diffuseurs, il est possible d’utiliser le the´ore`me
central limite : les distributions de Zi et Zr suivent une loi Normale N (0, σ2). Le signal
enveloppe X, module de Z, a donc une fonction densite´ de probabilite´ (FDP) de Rayleigh :
pX(x) =
x
σ2
e−
x2
2σ2 , x ≥ 0. (2.2)
2.2.2.1 Illustration et proprie´te´s du mode`le
La figure 2.6 repre´sente la FDP de Rayleigh.
Fig. 2.6 – Fonction de densite´ de probabilite´ de Rayleigh.
Sous les conditions de la distribution de Rayleigh, la variance σ2 est l’e´nergie de
re´trodiffusion moyenne. C’est le seul parame`tre de ces e´quations. Le champ de σ2 peut
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donc eˆtre utilise´ pour repre´senter les structures observe´es. Une des proprie´te´s de cette
distribution est son rapport signal sur bruit (SNR) :
SNR =
〈X〉√〈X2〉 − 〈X〉2 =
√
pi
2
σ√
4−pi
2
σ2
≈ 1.91 (2.3)
ou` 〈X i〉 est le moment d’ordre i de la variable X.
Le SNR peut eˆtre utilise´ pour de´tecter la pre´sence d’un speckle totalement de´veloppe´.
Cette distribution de Rayleigh est souvent utilise´e pour mode´liser le speckle dans les images
ultrasonores [Bamber and Phelps, 1991; Lizzi, 1986; Wagner et al., 1987; Dias and Leitao,
1996; Guerault et al., 2000].
2.2.2.2 Limitations du mode`le
Cependant lorsque les diffuseurs sont trop espace´s la valeur du SNR chute en dessous
de 1.91 [Shankar et al., 1993]. Et quand une composante cohe´rente apparaˆıt dans le si-
gnal d’e´cho (par exemple a` cause de diffuseurs dispose´s re´gulie`rement), la valeur du SNR
augmente [Wagner et al., 1983].
Le mode`le de Rayleigh n’est donc pas suffisamment ge´ne´ral pour la description du signal
ou de l’image enveloppe.
2.2.3 Mode`le de Rice
Lorsque le signal e´cho comprend une composante additionnelle s non ale´atoire et
cohe´rente, le mode`le de la fonction de densite´ jointe peut eˆtre modifie´ de la manie`re suivante
[Dutt and Greenleaf, 1995c] :
pZr,Zi(zr, zi) =
1
2piσ2
e−
(zr+s)
2+z2i
2σ2 . (2.4)
En utilisant une fonction de Bessel modifie´e du premier type et d’ordre ze´ro I0(·), la densite´
de probabilite´ du signal enveloppe s’e´crit :
pX(x) =
x
σ2
e−
(x2+s2)
2σ2 I0(
s x
σ2
). (2.5)
Cette distribution est connue comme la distribution de Rice. Comme mentionne´ plus
haut, la pre´sence d’une composante cohe´rente indique que les e´chos proviennent soit d’un
ensemble de diffuseurs dont la disposition spatiale est re´gulie`re, soit d’une re´flexion spe´culaire
importante (Fig. 2.7).
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Fig. 2.7 – Pre´sence d’une composante cohe´rente : re´flexion spe´culaire, diffuseurs distribue´s
re´gulie`rement dans l’espace.
2.2.3.1 Illustration de la distribution et comportements aux limites
Le mode`le de Rice est une ge´ne´ralisation de la distribution de Rayleigh. Appelons k
le rapport entre la diffusion cohe´rente et la diffusion ale´atoire, k = s
σ
. Le SNR de la
distribution de Rice augmente avec k. La figure 2.8 illustre la distribution de Rice en
fonction de k.
Fig. 2.8 – Fonction de distribution de Rice pour diffe´rentes valeurs du rapport k entre la
diffusion cohe´rente et la diffusion ale´atoire.
La distribution de Rice devient une distribution de Rayleigh lorsqu’il n’y a plus de com-
posante cohe´rente (k = 0). Elle tend vers une distribution gaussienne lorsque la composante
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cohe´rente devient importante (k  1).
2.2.3.2 SNR et caracte´risation du speckle
Le SNR de cette distribution s’e´crit :
SNR =
√
pi
2
exp(−k2
4
)
{
(1 + k
2
2
I0(
k2
4
) + k
2
2
I1(
k2
4
)
}
√
2 + k2 − pi
2
exp(−k2
2
)
{
(1 + k
2
2
I0(
k2
4
) + k
2
2
I1(
k2
4
)
}2 (2.6)
qui peut s’appocher, pour les grandes valeurs de k (k  1), par :
SNR ≈ k (2.7)
Le SNR tend vers une fonction line´aire croissante de s. Lorsqu’il n’y a pas de compo-
sante cohe´rente, on retrouve celui de la distribution de Rayleigh. Le SNR est donc un bon
indicateur de la proportion de composante cohe´rente dans l’amplitude de l’e´cho.
Cette distribution a e´te´ utilise´e dans [Tuthill et al., 1988; Insana et al., 1986; Wagner
et al., 1987] pour caracte´riser la texture de l’image enveloppe et pour re´duire le speckle.
2.2.4 Mode`le de la K-distribution
Lorsque la densite´ des diffuseurs est faible, ou que ces diffuseurs sont corre´le´s, le mode`le
de Rice, et par extension celui de Rayleigh, ne permettent pas de mode´liser les statistiques
de l’enveloppe. Le the´ore`me central limite n’e´tant plus applicable dans ce cas de figure, il
faut faire appel a` d’autres mode`les.
Le mode`le de la K-distribution est introduit par Jakeman [Jakeman and Pusey, 1980]. Il
sugge`re d’utiliser la loi Binomiale ne´gative (ge´ne´ralisation des lois de Poisson et Ge´ome´trique)
pour mode´liser le nombre de diffuseurs. L’enveloppeX du signal re´trodiffuse´ est l’amplitude
de la somme des re´trodiffusions cumule´es. Sa fonction de distribution marginale s’e´value
comme :
pX(x) = 2
(x
2
)α bα+1
Γ(α)
Kα−1(b x) (2.8)
avec :
– b =
√
4α
E{x2} ;
– Kα−1 la fonction de bessel du deuxie`me type, d’ordre α− 1 ;
– α caracte´rise l’agre´gation spatiale des diffuseurs.
Cette distribution est appele´e la K-distribution.
Illustration et proprie´te´s de la K-distribution :
Le parame`tre α est directement lie´ au nombre de diffuseurs qui contribuent a` la forma-
tion du signal e´cho :
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α = (µ+ 1)Nd , µ > −1 (2.9)
ou` µ est un parame`tre lie´ a` la ge´ome´trie du transducteur et aux proprie´te´s statistiques du
coefficient de re´trodiffusion [Shankar et al., 1993].
Si la re´partition du coefficient de re´trodiffusion est mode´lise´e par une K-distribution,
alors µ correspond a` l’ordre de la fonction de Bessel de la K-distribution.
Fig. 2.9 – Fonction de la K-distribution pour diffe´rentes valeurs de α.
La figure 2.9 montre le comportement de la K-distribution pour diffe´rentes valeurs de
α. Le moment d’ordre 2 de X vaut 〈X2〉 = 2σ2.
Lorsque le nombre de diffuseurs est faible (c’est-a`-dire pour les petites valeurs de α), la
fonction de densite´ tend vers une fonction exponentielle [Boukerroui, 2000]. Elle se re´partit
sur les niveaux d’amplitudes faibles et peut donc mode´liser des distributions de skewness
e´leve´e (moment du troisie`me ordre, repre´sentant l’asyme´trie de la distribution). Pour de
grandes valeurs de α, l’e´quation 2.8 s’approche de celle de la distribution de Rayleigh.
Les K-distributions constituent donc un bon mode`le, quelle que soit la densite´ des
diffuseurs dans le milieu observe´ [Dutt and Greenleaf, 1995a; Molthen et al., 1993; Shankar,
1995], a` condition que le signal ne comporte pas de composante cohe´rente [Ossant et al.,
1998; Dutt and Greenleaf, 1995b].
2.2.5 Mode`le de la Homodyned K-distribution
On peut voir le mode`le de la Homodyned K-distribution [Dutt and Greenleaf, 1994] de
deux manie`res :
– une extension du mode`le de Rice pour prendre en compte les cas de faibles densite´s
de diffuseurs,
– une ge´ne´ralisation de la K-distribution pour prendre en compte la pre´sence d’une
composante cohe´rente dans le signal.
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De ce fait le mode`le de la Homodyned K-distribution repose sur ces deux distributions. La
FDP de l’amplitude X du signal de µ diffuseurs faibles et dont la composante spe´culaire
vaut s s’e´crit :
pX(x) =
1
σΓ(µ)
√
2µx
pis
∞∑
m=0
{
Γ(1
2
+m)
m!Γ(1
2
−m)
(−σ2
s xµ
)m( |s− x|√µ
σ
√
2
)µ+m− 1
2
Kµ+m− 1
2
( |s− x|√2µ
σ
)}
Cette fonction est utilise´e pour mode´liser les e´chos des micro-ondes marines [Ward, 1981],
le fouillis de sol [Oliver, 1986], la propagation optique dans les milieux turbulents [Parry
and Pusey, 1979] et bien suˆr les images e´chographiques [Molthen et al., 1995; Dutt and
Greenleaf, 1994; Martin-Fernandez and Alberola-Lopez, 2004].
Cependant, la manipulation de ce mode`le (comme celui de la K-distribution classique)
est tre`s complexe. Notamment, la re´solution des e´quations transcendantales qu’implique
l’estimation des parame`tres du mode`le est de´licate [Shankar, 2000].
2.2.6 Mode`le de distribution de Nakagami
L’ide´e d’utiliser la distribution de Nakagami [Nakagami, 1960] est introduite en 2000
par Shankar [Shankar, 2000]. Cette distribution est plus ge´ne´rale et permet de prendre en
compte les corre´lations partielles entre les diffuseurs. Son expression est :
pX(x) =
2mmx2m−1
Γ(m)Ωm
exp
(−m
Ω
x2
)
r ≥ 0, m ≥ 0 (2.10)
ou` m est le parame`tre de Nakagami et Ω est un facteur d’e´chelle. Ils peuvent eˆtre obtenus
a` partir des moments de X par :
m =
Ω2
〈X4〉 − Ω2 et Ω = 〈X
2〉. (2.11)
Cette distribution a aussi l’avantage d’eˆtre plus simple analytiquement. La figure 2.10
pre´sente la FDP pour diffe´rentes valeurs du parame`trem et pour une valeur fixe de Ω = 0.5.
Lorsque m = 0.5, on retrouve une demi-gaussienne (c’est-a`-dire la partie positive d’une
gaussienne centre´e). Lorsque m = 1 on retrouve la FDP de Rayleigh. Et pour m > 1, on
retrouve un mode`le similaire a` la distribution de Rice [Nakagami, 1960; Shankar, 2000].
Dumane utilise la distribution de Nakagami en y ajoutant un parame`tre d’index de
frontie`re [Dumane and Shankar, 2001]. Shankar a e´tendu la distribution de Nakagami en
introduisant un troisie`me parame`tre sk d’ajustement de forme [Shankar et al., 2003], le
mode`le est proche de celui pre´sente´ dans la section suivante.
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Fig. 2.10 – Fonction de Nakagami pour diffe´rentes valeurs de m et pour Ω = 0.5.
2.2.7 Mode`le de distribution Gamma ge´ne´ralise´e
Le mode`le de la distribution Gamma ge´ne´ralise´e est un mode`le a` trois parame`tres,
introduit par Stacy [Stacy, 1962]. La fonction de densite´ de probabilite´ de ce mode`le s’e´crit :
pX(x) =
cx2cv−1
Γ(v)acv
exp
(
−x
a
c)
(2.12)
ou` les parame`tres c et v permettent d’ajuster la forme de la distribution, et ou` a est un
parame`tre d’e´chelle. Cette distribution est tre`s attractive puisqu’elle peut mode´liser un
grand nombre de distributions : Rayleigh, exponentielle, Nakagami, Weibull, log-normale
et la distribution gamma classique [Raju and Srinivasan, 2002].
La distribution de Weibull [Weibull, 1951] n’est pas de´taille´e ici. Signalons simplement
qu’elle permet de mode´liser toutes les valeurs positives de SNR.
La table 2.3 re´sume les mode´lisations possibles de la distribution Gamma ge´ne´ralise´e
et la figure 2.11 les illustre. Le parame`tre d’e´chelle est fixe´ a` a = 1.
Elle a des avantages supple´mentaires. En effet, elle fournit deux parame`tres pour ca-
racte´riser les tissus au lieu d’un pour les mode`les pre´ce´dents. En outre, si X suit une
distribution gamma normalise´e alors X2 le fait aussi. Il s’ensuit que cette distribution peut
mode´liser a` la fois l’amplitude et l’intensite´ (qui est proportionnelle au carre´ de l’amplitude)
[Raju and Srinivasan, 2002].
2.2.8 Discussion
Les mode`les de distribution reposent sur des hypothe`ses sur la densite´ et la disposition
spatiale des diffuseurs et sur la pre´sence d’une composante cohe´rente dans le signal. La
distribution Gamma ge´ne´ralise´e permet de mode´liser la plupart des autres distributions
et elle comporte deux parame`tres pour caracte´riser les textures des tissus. La table 2.12
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Fig. 2.11 – FDP Gamma ge´ne´ralise´e pour diffe´rentes valeurs de c et v et pour a = 1.
Distribution mode´lise´e c v
gamma 1 -
exponentielle 1 1
Rayleigh 2 1
Weibull - 1
Nakagami 2 -
log-normale - ∞
Tab. 2.3 – Les diffe´rentes distributions mode´lise´es par la distribution Gamma ge´ne´ralise´e.
re´capitule les hypothe`ses de la densite´ des diffuseurs (dens. diff.) et de la pre´sence d’une
composante cohe´rente (comp. coh.). Y figurent aussi le nombre de parame`tres utilise´s pour
la caracte´risation de texture (param. text.) et la complexite´ globale de la distribution
(complexite´). L’estimation des parame`tres de la distribution gamma ge´ne´ralise´e ne´cessite
de calculer les moments du logarithme des donne´es et ne´cessite la manipulation de fonctions
polygamma. La complexite´ de manipulation est supe´rieure a` celles de Rayleigh, Rice et
Nakagami mais plus faible que celles des K-distribution et Homodyned K-distribution.
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Mode`le dens. diff. comp. coh. param. text. complexite´
Rayleigh forte non 1 faible
Rice forte oui 1 faible
K-distribution faible non 1 e´leve´e
Homodyned K faible oui 1 e´leve´e
Nakagami indiffe´rente non 1 faible
Gamma ge´ne´ralise´e indiffe´rente non 2 moyenne
Fig. 2.12 – Hypothe`ses et caracte´ristiques des mode`les de distribution.
2.3 La visualisation des images e´chographiques
Le signal e´lectrique recueilli a` la sortie d’une sonde est appele´ radio fre´quence (RF). Il
est riche d’informations car son amplitude et sa fre´quence sont caracte´ristiques des tissus
qui l’ont re´fle´chi. Ce signal n’est cependant pas directement affiche´. Dans cette section nous
nous inte´ressons a` la visualisation des images e´chographiques. Nous revenons d’abord sur
les pre´traitements utilise´s pour le mode B. Puis nous nous inte´ressons a` la compression
logarithmique et aux transformations que cela induit sur les statistiques du speckle.
2.3.1 Les pre´traitements du mode B
Nous revenons ici sur la pre´sentation du mode B des e´chographes, de´crit dans la section
2.1.4. Ce mode permet la visualisation, sous forme d’image, du signal e´chographique. Il
ne´cessite une phase de pre´traitement du signal que nous de´taillons ici.
Pendant la phase “silencieuse” entre les e´missions des salves d’ondes ultrasonores, le
transducteur “e´coute” les e´chos des signaux. Le re´cepteur de l’e´chographe rec¸oit les impul-
sions e´lectriques brutes transmises par le transducteur et pre´-traite ces donne´es avant de
les transmettre pour un affichage. Les pre´traitements sont les suivants :
1. Amplification - Comme l’onde e´mise est sujette a` des atte´nuations significatives avant
son retour e´ventuel au transducteur, les amplitudes des e´chos rec¸us sont ge´ne´ralement
tre`s faibles. Pour pouvoir eˆtre interpre´te´ correctement, le signal est amplifie´ (le gain
est exprime´ en de´cibels (dB)).
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2. Compensation - L’atte´nuation du signal est croissante avec la profondeur visite´e. Pour
visualiser de la meˆme fac¸on deux objets de meˆme nature situe´s a` des profondeurs
diffe´rentes, les e´chos sont amplifie´s en fonction de leur temps de vol. Cette ope´ration
s’appelle la compensation temps-gain (TGC).
3. Compression - Selon la position des re´trodiffuseurs et des interfaces, la quantite´ de
signaux perdus ou accumule´s varie grandement. Les signaux rec¸us par le transducteur
se re´partissent donc dans de larges plages d’amplitudes. Pour visualiser tous les si-
gnaux, l’e´chelle des amplitudes est modifie´e. Parfois ce changement est line´aire, mais
ge´ne´ralement c’est une e´chelle logarithmique qui est utilise´e. On parle de compression
logarithmique. La taille de la plage des amplitudes est appele´e dynamique du signal
(sec.2.3.2).
4. Filtrage - Il est possible d’utiliser les caracte´ristiques des signaux e´mis, notamment
la plage des fre´quences, comme connaissance a priori du type de signaux attendus.
Le re´cepteur peut e´liminer les signaux inde´sirables dont la fre´quence est aberrante et
ame´liorer ainsi la qualite´ du re´sultat.
5. Rejet - Les e´chographes recourent parfois a` un filtre passe-haut pour e´liminer les
signaux de faible amplitude. Une partie de ces signaux correspond a` de l’information
mais l’effet dominant de ce traitement est la suppression de bruit.
6. De´modulation - C’est la transformation des signaux e´lectriques pour re´cupe´rer l’in-
formation ve´hicule´e par l’onde porteuse. C’est le signal de´module´ qui est utilise´ pour
l’affichage.
2.3.2 La compression logarithmique
Les syste`mes d’imagerie e´chographique me´dicaux utilisent des transformations non-
line´aires du signal pour re´duire sa dynamique. Les signaux e´chographiques ont ge´ne´ralement
des dynamiques variant entre 50 et 70 dB, et peuvent atteindre parfois 100 dB. L’œil hu-
main n’est pas capable de percevoir une dynamique si importante : en termes de niveaux
de gris les capacite´s de perception humaine se limitent a` environ 30dB (cette valeur peut
atteindre 40dB pour les me´decins experts du domaine).
La fonction de transfert de la compression logarithmique peut s’e´crire [Dutt and Green-
leaf, 1996] :
A = T (Aˆ) = D ln(Aˆ) +G (2.13)
ou` Aˆ est le signal mesure´ (suppose´ non nul) et A le signal compresse´. D est le gain loga-
rithmique et G le gain line´aire.
Le gain G ne modifie que la moyenne de la fonction de distribution. Le parame`treD doit
eˆtre estime´ pour inverser la transformation. Si le domaine de variation du signal d’entre´e
[Aˆmin, Aˆmax] correspond a` celui du signal compresse´ [Amin, Amax] alors on peut e´crire la
relation suivante :
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Amax − Amin = D ln
(
Aˆmax
Aˆmin
)
. (2.14)
On de´finit la dynamique du signal d’entre´e, note´e R, par :
R = 20 ln
(
Aˆmax
Aˆmin
)
. (2.15)
d’ou` :
D =
20
R
(Amax − Amin). (2.16)
Si on connaˆıt la dynamique du signal d’entre´e et de sortie, alors on peut estimer D et
inverser la transformation. Certains e´chographes donnent la dynamique d’entre´e du signal ;
ce n’est cependant pas toujours le cas.
2.3.3 Statistiques du speckle dans les images compresse´es loga-
rithmiquement
La compression logarithmique, transformant le signal original pour l’affichage, induit
une modification des statistiques du speckle. Dans les deux sections suivantes nous pre´sentons
l’effet de cette modification dans les cas d’un speckle entie`rement de´veloppe´ et d’un speckle
partiellement de´veloppe´.
2.3.3.1 Cas du speckle entie`rement de´veloppe´
Sous l’hypothe`se d’un speckle entie`rement de´veloppe´, nous avons vu qu’il est possible
d’utiliser la distribution de Rayleigh (Sec. 2.2.2) pour mode´liser l’enveloppe RF.
Posons A−1 la valeur du signal d’entre´e correspondant a` la valeur A en sortie. La FDP
du signal compresse´ peut alors s’e´crire [Kaplan and MA, 1993; Dutt and Greenleaf, 1996] :
pA(A) =
pA(A
−1)∣∣∣dA
dAˆ
∣∣∣ . (2.17)
Comme le signal d’entre´e est suppose´ suivre la distribution de Rayleigh, on peut e´crire :
pA(A) =
1
λ
exp(−g − exp(−g)), (2.18)
ou`
g =
G− A
λ
+ ln(2σ2) (2.19)
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et λ = D
2
. Cette FDP est connue comme la double exponentielle ou encore fonction de
densite´ de Fisher-Tippet [Dutt and Greenleaf, 1996].
Si on pose γ ≈ 0.5772 la constante d’Euler, la moyenne et la variance s’en de´duisent
[Kaplan and MA, 1994; Abramowitz and Stegun, 1972] :
〈A〉 = D
(
ln(2)
2
+ ln(σ)− γ
2
)
+G, (2.20)
〈A2〉 = pi
2
24
D2. (2.21)
La figure 2.13 pre´sente l’effet du parame`tre D sur la FDP de A. G induit une simple
translation de la moyenne. La variance du signal de sortie ne de´pend que du parame`tre
D (eq.2.21), elle est inde´pendante du signal RF. On peut donc estimer D a` l’aide de la
variance dans une re´gion ou` le speckle est totalement de´veloppe´ [Kaplan and MA, 1993;
Kaplan and MA, 1994].
Fig. 2.13 – Fonction de densite´ de probabilite´ de l’image enveloppe compresse´e logarith-
miquement, pour un speckle pleinement de´veloppe´. σ = 1, G = 0 et D parcourt diffe´rentes
valeurs.
2.3.3.2 Cas du speckle partiellement de´veloppe´
Nous avons vu que lorsque le speckle n’est que partiellement de´veloppe´, il est possible de
mode´liser la distribution de l’enveloppe non compresse´e par la K-distribution (Sec. 2.2.4).
Pour de´river la FDP de l’enveloppe avec compression logarithmique, Dutt a propose´
d’utiliser l’intensite´ normalise´e In = A
2/2σ2 et une approximation polynomiale de la K-
distribution par les polynoˆmes de Laguerre [Dutt and Greenleaf, 1996]. Le re´sultat obtenu,
(eq.15) dans ([Dutt and Greenleaf, 1996]), est une modification de la distribution de la
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double exponentielle. Il estime la moyenne et la variance de la distribution, en utilisant
uniquement les trois premiers polynoˆmes de Laguerre :
〈A〉 = G+D
{
ln(2)
2
+ ln(σ)− γ
2
− 1
4α
+
1
3α2
}
, (2.22)
〈A2〉 = pi
2
24
D2
{
1 +
0.608
α
+
0.231
α2
}
(2.23)
ou` α caracte´rise l’agre´gation spatiale des diffuseurs.
Il est inte´ressant de remarquer que lorsque α → ∞, on retrouve l’estimation de la
moyenne et de la variance de la distribution de Rayleigh. Ce parame`tre α peut eˆtre utilise´
pour estimer la densite´ des diffuseurs, si on connaˆıt le gain D [Dutt and Greenleaf, 1996].
2.4 Conclusions
L’analyse faite dans ce chapitre permet de tirer les trois conclusions suivantes.
– les donne´es que nous manipulons dans cette the`se sont des images e´chographiques ac-
quises par un dispositif e´lectronique complexe, ce qui leur confe`re des caracte´ristiques
particulie`res. En particulier, les images sont de´grade´es par le phe´nome`ne de speckle,
assimile´ a` un bruit multiplicatif. Ainsi, tout traitement ne´cessiterait une re´duction
de ce bruit. Cela justifie la phase cruciale de filtrage que nous de´veloppons dans le
chapitre 4 ;
– le besoin de restauration des images affecte´es par le speckle a implique´ le de´veloppement,
dans la litte´rature, de plusieurs mode`les statistiques pour ce bruit. Ils se basent sur
des hypothe`ses diffe´rentes lie´es aux milieux cible´s par le dispositif. Les hypothe`ses
portent particulie`rement sur la densite´ des e´le´ments re´tro-diffuseurs, leur re´partition
spatiale (ale´atoire ou re´gulie`re) et la pre´sence de re´flexion spe´culaire. Le mode`le qui
nous semble le plus pertinent est celui de la distribution Gamma ge´ne´ralise´e. Il s’agit
d’un mode`le ge´ne´ral permettant de ge´ne´rer la plupart des autres. La me´thode de
filtrage que nous de´veloppons est inde´pendante du mode`le de speckle. Cependant,
afin de la valider, nous faisons des tests sur des images de synthe`se ge´ne´re´es a` l’aide
de diffe´rents mode`les ;
– l’affichage ne´cessite une compression logarithmique qui modifie les statistiques du
signal original. Par conse´quent, les traitements que nous mettons en œuvre portent
sur l’enveloppe du signal radio-fre´quence et non sur l’image affichable.
Le chapitre suivant pre´sente l’e´tat de l’art des pre´traitements ne´cessaires pour re´duire
l’effet du speckle, ainsi que les me´thodes de segmentation des images en vue de leur in-
terpre´tation.
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Chapitre 3
Coefficient de variation et e´tat de
l’art
Re´sume´
Ce chapitre pre´sente le coefficient de variation, sa version locale et leurs pro-
prie´te´s. Nous montrons que c’est un de´tecteur de contours robuste. Nous de´crivons
comparativement les filtres de speckle. Nous finissons par une classification des
me´thodes de segmentation des images me´dicales.
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Introduction
Comme pre´sente´ dans le chapitre 2, le speckle est un bruit largement pre´sent dans les
images e´chographiques. L’interpre´tation de ce type d’images ne´cessite un traitement du
speckle lors du filtrage et de la segmentation. Ce chapitre pre´sente l’e´tat de l’art de ces
deux niveaux de traitement. Il se structure en trois parties principales.
Dans le domaine du filtrage du speckle, les techniques les plus re´pandues proviennent de
la communaute´ de recherche sur les images radar. Une partie significative de ces techniques
utilise la mesure statistique du « Coefficient de variation ». Dans la premie`re partie (Sec.
3.1), nous pre´sentons la nature de cette mesure et ses proprie´te´s.
Dans la seconde partie (Sec. 3.2), nous passons en revue les me´thodes de filtrage du
speckle qui utilisent le coefficient de variation et celles utilise´es pour traiter les images
e´chographiques. Nous remarquerons que dans ce domaine la richesse et la robustesse de
cette mesure ne sont pas exploite´es. Nous justifierons la cre´ation d’une me´thode de filtrage
d’images e´chographiques fonde´e sur le coefficient de variation (Chap. 4).
La troisie`me partie du chapitre se focalise sur la segmentation des images e´chographiques
et de certains autres types d’imageries me´dicales. Les travaux trouve´s dans la litte´rature
sont pre´sente´s selon une classification que nous esquissons. Cette e´tude ne se veut pas
exhaustive ; un inte´reˆt particulier est porte´ aux me´thodes variationnelles qui sont traite´es
se´pare´ment. Nous justifierons ainsi la pertinence de l’utilisation des contours actifs.
3.1 Le Coefficient de variation
Dans le domaine du radar a` synthe`se d’ouverture (RSO), les techniques de filtrage du
speckle les plus utilise´es reposent toutes sur le coefficient de variation (CV) [Lee, 1980;
Kuan et al., 1985; Frost et al., 1982; Lope`s et al., 1990; Lope`s et al., 1993]. Nous pre´sentons
ici l’estimation de ce parame`tre et discutons de son inte´reˆt pour le traitement des images
contenant du speckle.
On diffe´rencie deux coefficients de variations :
– le coefficient de variation global (CV global), note´ G
– le coefficient de variation local (CV local), note´ γ
3.1.1 Le coefficient de variation global
De´finition :
Soit Ωh une re´gion de l’image correspondant a` une zone de re´flectivite´ homoge`ne de la
sce`ne observe´e ; le coefficient de variation global (CV global) est de´fini comme :
G2 = var(IΩh)
IΩh
2 (3.1)
ou` IΩh est l’ensemble des intensite´s des pixels de Ωh.
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Proprie´te´ :
Le coefficient de variation global G est une caracte´risation globale du speckle pre´sent dans
l’image.
Preuve :
Notons :
– R la re´flectivite´ re´elle de la sce`ne observe´e (celle que l’on cherche) ;
– I l’observation dont on dispose ;
– n un bruit multiplicatif.
Nous avons :
I(i, j) = R(i, j) · n(i, j). (3.2)
Le calcul se fait sur une zone homoge`ne de l’image Ωh regroupant N pixels. Sur Ωh la
re´flectivite´ re´elle de la sce`ne est constante :
∀(i, j) ∈ Ωh, R(i, j) = k (3.3)
le calcul du CV global se simplifie de la manie`re suivante :
G2 = var(IΩh)
IΩh
2
=
1
N
∑
(i,j)∈Ωh(R(i, j) · n(i, j)− (Rn))2
IΩh
2
=
1
N
∑
(i,j)∈Ωh(kn(i, j)− kn)2
(kn)2
=
var(n)
n2
.
ou` (Rn) et n sont les moyennes de R(i, j) · n(i, j) et n(i, j) calcule´es sur Ωh. Le CV global
ne de´pend donc pas de la re´flectivite´ re´elle (ou observe´e) de la sce`ne, mais uniquement du
speckle. C’est en ce sens qu’il en est une caracte´ristique globale.
3.1.2 Le coefficient de variation local
De´finition :
Le coefficient de variation local (CV local) est de´fini comme une estimation locale du CV
global :
γ2(s) =
1
|ηs|
∑
p∈ηs
(Ip − Is)2
Is
2 (3.4)
ou` ηs est le voisinage du pixel central s. Is est la valeur moyenne de l’intensite´ des pixels
de ηs. Dans cette the`se nous conside´rons le cas de la 4-connexite´ et celui de la 8-connexite´.
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Proprie´te´ :
– Dans une feneˆtre contenant des pixels d’une re´gion homoge`ne γ ≈ G.
– Dans une feneˆtre contenant des pixels de contours γ  G.
Preuve :
La variance d’une variable A peut s’e´crire :
var(A) = E(A2)− E(A)2. (3.5)
Il est raisonnable de conside´rer que la re´flectivite´ re´elle de la sce`ne et le speckle qui l’affecte
sont statistiquement inde´pendants. L’e´quation du CV local peut donc s’e´crire :
var(Rn)
E(Rn)2
=
1
E(Rn)2
[E((Rn)2)− E(Rn)2] (3.6)
=
1
E(Rn)2
[(var(R) + E(R)2)(var(n) + E(n)2)− E(R)2E(n)2] (3.7)
=
var(n)E(R)2
E(Rn)2︸ ︷︷ ︸
CV global
+var(R)
(var(n) + E(n)2)
E(Rn)2
. (3.8)
Comme la moyenne est la meilleure approximation de l’espe´rance de´finie sur un en-
semble fini de pixels e´quiprobables, le premier terme de l’e´quation 3.8 s’apparente au CV
global. Lorsque la feneˆtre de calcul du CV local se situe sur une zone homoge`ne la variance
var(R) de la re´flectivite´ re´elle s’annule et on retrouve γ ≈ G.
Le deuxie`me terme de l’e´quation est strictement positif si la feneˆtre se situe sur un
contour ou une texture. Plus le contour est important ou la zone texture´e, plus la variance
de la re´flectivite´ re´elle R (donc le CV local) est e´leve´e. On retrouve γ  G.
Conse´quence :
Le coefficient de variation local est un de´tecteur de contours dans les images contenant du
speckle.
3.1.3 Comparaison entre coefficient de variation et amplitude du
gradient
Le gradient de l’intensite´ d’une image est de loin le parame`tre le plus utilise´ pour la
de´tection des contours. Nous comparons sur deux exemples l’efficacite´ du gradient et celle
du CV pour localiser les contours dans les images contenant du speckle.
Nous conside´rons deux images tre`s simples : une image de niveau d’intensite´ gris clair
constant (Fig. 3.1(a)) et une image comportant deux zones homoge`nes : gris clair et gris
fonce´ (Fig. 3.1(d)). Nous introduisons sur chacune de ces images un bruit multiplicatif de
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type speckle. Les gradients et CV local sont ensuite calcule´s, normalise´s et affiche´s. Le
gradient est calcule´ par les ope´rateurs de Sobel. Le CV local est calcule´ sur une feneˆtre
carre´e de trois pixels de coˆte´. La hauteur d’une barre indique l’amplitude du gradient ou
du CV local normalise´.
Sur l’image homoge`ne, les amplitudes du gradient sont he´te´roge`nes (Fig. 3.1(b)). Des
barres hautes et basses apparaissent dans toute la zone dont la re´flectivite´ est initialement
homoge`ne. Sur cette meˆme image les amplitudes du CV local sont plus homoge`nes (Fig.
3.1(c)).
Les re´sultats sur la seconde image sont encore plus explicites :
– le gradient (Fig. 3.1(e)) est de´pendant de la re´flectivite´ alors que le CV local ne l’est
pas (Fig. 3.1(f)). Les amplitudes de γ dans la zone claire et dans la zone fonce´e sont
similaires.
– sur les pixels du contour le gradient n’est pas re´gulier. Il pre´sente des valeurs aber-
rantes. Alors que le CV local est re´gulier ; ses valeurs sont significativement supe´rieures
a` celles des pixels homoge`nes.
Fig. 3.1 – Repre´sentation 3D de l’amplitude normalise´e du gradient et du coefficient de
variation local sur deux images. (a) Image homoge`ne bruite´e. (d) Image avec contour
bruite´e.
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3.1.4 Discussion
De la pre´sentation faite ci-dessus, il apparaˆıt clairement que le coefficient de variation
est une mesure statistique qui permet non seulement de caracte´riser le bruit dans les images
contenant du speckle, mais aussi de diffe´rencier les zones homoge`nes des contours avec plus
de pre´cision que l’amplitude du gradient.
Le CV est connu depuis longtemps dans le traitement des images radar ; il est utilise´ par
le filtre de Lee, introduit en 1980. Dans la section suivante, nous pre´sentons les techniques
de filtrage du speckle, en insistant sur celles qui utilisent le coefficient de variation.
3.2 Le filtrage du speckle
Filtrer le speckle revient a` estimer la re´flectivite´ re´elle de la sce`ne pour chaque pixel de
l’image. L’objectif est de re´duire conse´quemment le speckle et de restaurer l’information
utile dans l’image. Pour cela on cherche a` :
– lisser le mieux possible les zones homoge`nes sans en modifier la re´flectivite´ ;
– pre´server les contours et structures de l’image ;
– conserver autant que possible la texture la` ou` elle est pre´sente.
La litte´rature regorgeant de travaux sur le filtrage du speckle, nous ne pre´tendons pas
les pre´senter de manie`re exhaustive. Nous nous inte´ressons dans un premier temps aux
filtres les plus classiques, utilise´s depuis plus de 20 ans pour traiter les images RSO : les
filtres de Lee [Lee, 1980], Kuan [Kuan et al., 1985], Frost [Frost et al., 1982] et leurs versions
modifie´es par Lope`s [Lope`s et al., 1990]. Ces filtres utilisent des feneˆtres sur lesquelles sont
e´value´es des statistiques locales.
Les filtres homomorphiques sont ensuite brie`vement de´crits, puis nous pre´sentons des
filtres plus re´cents qui sont fonde´s sur l’estimation Baye´sienne. Ces derniers utilisent
l’information a priori des fonctions densite´ de probabilite´ (Chap. 2) [Kuan et al., 1987;
Lope`s et al., 1993].
Enfin nous nous inte´ressons aux filtres utilise´s pour traiter les images e´chographiques.
3.2.1 Les filtres adaptatifs classiques
Les filtres pre´sente´s ici reposent sur la minimisation de l’erreur quadratique moyenne.
On parle de filtre EQMM (MMSE en anglais). EQMM est l’acronyme d’Erreur Quadratique
Moyenne Mininum.
3.2.1.1 Le filtre de Lee
Lee a d’abord propose´ un filtre pour le cas d’un bruit additif [Lee, 1980]. L’origine de
ce filtre est la me´thode de Wallis qui permet de fixer directement la moyenne et la variance
locales des intensite´s du re´sultat [Wallis, 1976]. La re´flectivite´ de la sce`ne est suppose´e
stationnaire et caracte´rise´e par son espe´rance et sa variance.
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Posons I l’image observe´e, I i,j et σi,j respectivement la moyenne et la variance de I
calcule´es dans un voisinage du pixel (i, j). Le filtre de Wallis consiste a` « choisir » Rd et
σd, la moyenne et la variance locales de´sire´es. L’estimation Rˆ de la re´flectivite´ re´elle est
obtenue par :
Rˆ(i, j) = Rd +
√
σd
σi,j
(I(i, j)− I i,j). (3.9)
Pour traiter le mode`le multiplicatif (Eq. 3.2), Lee l’approche par un mode`le line´aire :
I ′(i, j) = A R(i, j) +B n(i, j) + C (3.10)
ou` A, B et C minimisent l’erreur quadratique moyenne entre I et I ′ sans biaiser I ′.
Le filtre de Lee repose sur la formulation suivante :
Rˆ(i, j) = I i,j + k(I(i, j)− I i,j) (3.11)
ou` le parame`tre k est appele´ gain du filtre. Lorsque :
– k ≈ 1, le filtre se comporte comme un filtre passe-tout. La valeur de re´flectivite´
estime´e est e´gale a` la valeur observe´e ;
– k = 0, le filtre se comporte comme un filtre moyenneur ;
– 0 < k < 1, le filtre lisse l’image a` la manie`re d’un filtre passe-bas.
Ce parame`tre k est e´value´ en comparant le CV local au CV global :
k = 1− G
2
γ2
. (3.12)
Sur une zone homoge`ne le CV local et le CV global sont proches ; la valeur de k est
donc tre`s faible et le filtre se comporte comme un filtre moyenneur. Sur un fort contour,
le CV local est tre`s supe´rieur au CV global (γ  G). La valeur de k s’approche donc de
l’unite´ et le filtrage est arreˆte´.
3.2.1.2 Le filtre de Kuan
Dans l’approche propose´e par Kuan, le mode`le de bruit multiplicatif (eq.3.2) est d’abord
transforme´ en un mode`le additif de´pendant du signal [Kuan et al., 1985] :
I ′(i, j) = R(i, j) + (n(i, j)− 1) R(i, j). (3.13)
Le crite`re de l’EQMM est ensuite utilise´ pour estimer R. Le filtre qui en re´sulte est de
la meˆme forme que le filtre de Lee (eq.3.11), mais avec un gain qui se calcule comme :
k =
1− G2
γ2
1 + G2 (3.14)
Ici encore le gain est faible dans les zones homoge`ne et proche de l’unite´ sur les contours.
Mais contrairement au filtre de Lee, Kuan ne fait pas d’approximation line´aire du bruit
multiplicatif. De ce point de vue, on peut le conside´rer meilleur que le filtre de Lee.
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3.2.1.3 Le filtre de Frost
Mode`le de re´flectivite´
La premie`re version de ce filtre a e´te´ propose´e par Frost en 1982 [Frost et al., 1982].
Il se diffe´rencie des filtres de Lee et Kuan par la mode´lisation de la re´flectivite´ de la
sce`ne. L’image observe´e est une convolution entre un mode`le multiplicatif et la re´ponse
impulsionnelle h du syste`me radar :
I(i, j) = [R(i, j) · n(i, j)] ∗ h(i, j) (3.15)
Le mode`le de la re´flectivite´ R de la sce`ne est un processus autore´gressif exponentiel a`
trois parame`tres. La fonction d’autocorre´lation s’e´crit [Frost et al., 1982] :
RR(τ) = σ
2
R exp(−a|τ |) +R2 (3.16)
ou` R
2
est la moyenne locale de R et σ2R sa variance locale. a est le parame`tre d’auto-
corre´lation qui permet de prendre en compte la texture de la sce`ne.
Le filtre
Posons t0 = (i0, j0) le centre de la feneˆtre de calcul et posons t = (i − i0, j − j0) les
coordonne´es du pixel courant exprime´es dans le repe`re centre´ sur t0. Apre`s simplification
la re´ponse impulsionnelle du filtre de Frost se calcule comme :
m(t) = K1 exp(−K2γ2(t0)|t|) (3.17)
ou` K1 est une constante de normalisation introduite pour ne pas biaiser la moyenne et K2
le parame`tre du filtre.
Le filtre de Frost est en fait un filtre de Wiener adapte´ au bruit multiplicatif. Le principe
de ce filtre est que tous les pixels de la feneˆtre participent au filtrage mais avec un poids
qui diminue en fonction de :
– la distance au pixel central, et
– l’he´te´roge´ne´ite´ de la sce`ne (mesure´e par le CV local).
K2 permet de re´gler la quantite´ de filtrage :
– lorsque K2 est grand, le filtrage est plus faible ;
– lorsque K2 est faible, la fonction exponentielle de´croˆıt plus lentement : le filtrage est
plus fort.
3.2.1.4 Ame´lioration des filtres adaptatifs classiques
Lope`s propose de diffe´rencier trois classes de re´flectivite´ [Lope`s et al., 1990]. La premie`re
est la classe homoge`ne ou` la re´flectivite´ re´elle est constante. La deuxie`me est la classe
he´te´roge`ne qui correspond aux parties de l’image ou` la re´flectivite´ re´elle varie : les zones
texture´es et les contours. Enfin la troisie`me classe correspond aux pixels que le filtrage ne
devrait pas modifier.
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Lope`s stipule qu’un filtre devrait se comporter de la manie`re suivante [Lope`s et al.,
1990] :
1. Dans la classe homoge`ne : Le filtre doit permettre de retrouver la re´flectivite´ constante
de la sce`ne. L’estimateur non biaise´ de la variance minimum correspond a` la moyenne
des intensite´s. Lope`s propose donc que le filtre assigne a` chaque pixel de cette classe la
moyenne des intensite´s de la feneˆtre locale centre´e sur ce pixel (un filtre moyenneur).
2. Dans la classe he´te´roge`ne : Le filtre doit re´duire le speckle tout en pre´servant les
contours et la texture.
3. Dans la troisie`me classe, dite pre´serve´e : Le filtre doit fonctionner comme un filtre
passe-tout et laisser identique l’intensite´ observe´e du pixel.
Les classes sont de´termine´es en fonction des valeurs du CV local a` l’aide de deux seuils :
G et Cmax (Fig. 3.2) :
– classe homoge`ne : γ ≤ G ;
– classe he´te´roge`ne : G < γ < Cmax ;
– classe pre´serve´e : γ ≥ Cmax.
Fig. 3.2 – Classification des pixels selon la valeur du coefficient de variation local, pour les
filtres de Lee, Frost et Kuan modifie´s.
Lope`s conside`re Cmax =
√
3G. Sur cette base, il propose de nouvelles versions des filtres
de Lee, Frost et Kuan.
– Version modifie´e des filtres de Lee/Kuan :
Rˆ(i, j) =

I, si γ ≤ G
I i,j + k(I(i, j)− I i,j), si G < γ < Cmax
I(i, j), si γ ≥ Cmax
(3.18)
avec
k = exp
(
−K γ − G
Cmax − γ
)
(3.19)
ou` k est le parame`tre du filtre.
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– Filtre de Frost modifie´ :
m(t) = K1 exp−K2f(γ)(t0)|t| (3.20)
ou` f(γ) est une fonction hyperbolique du CV local de´finit comme :
f(γ) =

0, si γ ≤ G
(γ − G)/(Cmax − γ), si G < γ < Cmax
∞, si γ ≥ Cmax
(3.21)
On peut remarquer que le gain k de la version modifie´e des filtres de Lee et Kuan
est similaire a` la fonction f de la version modifie´e de Frost lorsque la distance |t| est
constante.
3.2.2 L’estimation baye´sienne
3.2.2.1 Loi de Bayes
Nous avons vu, dans le chapitre 2, les diffe´rentes fonctions de densite´ de probabilite´
caracte´risant le speckle. L’estimation baye´sienne permet d’utiliser directement ces mode`les
comme information a priori.
L’approche du maximum a posteriori pour le filtrage du speckle a d’abord e´te´ propose´e
par Kuan [Kuan et al., 1987]. La re´flectivite´ de la sce`ne y est suppose´e distribue´e de manie`re
Gaussienne. Cette hypothe`se n’est pas tre`s re´aliste puisqu’elle suppose implicitement qu’elle
peut eˆtre ne´gative. Par la suite Lope`s et al proposent d’utiliser la distribution Gamma. Nous
de´taillons, ci-apre`s, le filtre MAP qui en de´coule [Lope`s et al., 1993].
Soit R la re´flectivite´ re´elle de la sce`ne qu’on cherche a` de´terminer et soit I l’observation
dont on dispose. R et I sont lie´es par leur probabilite´ jointe P (R, I) ou la loi conditionnelle
P (R|I). L’estimation du MAP est obtenue en maximisant le crite`re de Bayes par rapport
a` R :
P (R|I) = P (I|R)P (R)
P (I)
(3.22)
ou` P (I|R) est la FDP du speckle.
3.2.2.2 Cas du filtrage du speckle
Mode`le de speckle
Lope`s, dont les travaux portent sur les images radar a` synthe`se d’ouverture (RSO), suppose
une distribution gamma :
PR(r) =
(
α
R
)α
1
Γ(α)
exp
(
−α r
R
)
rα−1 (3.23)
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avec R = I et α un parame`tre calcule´ a` partir des estimations globale et locale du coefficient
de variation :
α =
(
1 + G2
γ2 − G2
)2
. (3.24)
Le filtre
Si l’on pose Rˆ l’estimation de R, le filtre Gamma MAP correspondant s’e´crit finalement
[Lope`s et al., 1993] :
Rˆ(i, j) =
(α− L− 1)I +
√
I
2
(α− L− 1)2 + 4αLI(i, j)I
2α
(3.25)
ou` L est le nombre de vues.
Ici encore le mode`le est ame´liore´ en introduisant deux seuils :
Rˆ(i, j) =

I, si γ ≤ G
(α−L−1)I+
√
I
2
(α−L−1)2+4αLI(i,j)I
2α
, si G < γ < Cmax
I(i, j), si γ ≥ Cmax.
(3.26)
3.2.3 Les filtres homomorphiques
Le principe des filtres homomorphiques [Oppenheim and Schafer, 1989] est de passer
d’un mode`le de bruit multiplicatif a` un mode`le additif par une transformation logarith-
mique. Le traitement est fait sur le logarithme de l’image puis on retransforme exponen-
tiellement l’image obtenue.
Arsenault [Arsenault and Levesque, 1984] applique le filtre de Lee au logarithme de
l’image. Cette approche n’est pas sans inconve´nient : le changement d’e´chelle induit une
estimation biaise´e de la re´flectivite´ re´elle (plus de de´tails sur le changement d’e´chelle sont
donne´s dans la section (sec. 4.2.3.3). Ce biais peut eˆtre corrige´ en rajoutant le coefficient
d’Euler a` l’estimation sur l’e´chelle logarithmique, mais Zrnic de´montre que la re´duction de
la variance du speckle est sous-optimale [Zrnic, 1975].
3.2.4 Le filtrage du speckle dans les images ultrasons
Nous nous sommes jusqu’a` pre´sent inte´resse´s aux filtres classiques des images RSO qui
reposent sur l’utilisation du coefficient de variation. Le filtrage des images e´chographiques
est aussi un domaine abondamment e´tudie´, nous pre´sentons ici brie`vement quelques travaux
majeurs.
3.2.4.1 Filtres me´dians
Czerwinski utilise un filtre me´dian directionnel pour pre´server des contours et des lignes
fines dans les images e´chographiques [Czerwinski et al., 1995]. Les re´sultats de´montrent une
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ame´lioration par rapport aux filtres me´dians ponde´re´s. Des baˆtonnets unidimensionnels sont
utilise´s pour estimer la direction des contours.
Ulte´rieurement dans [Czerwinski et al., 1998; Czerwinski et al., 1999], il utilise des
baˆtonnets de formes et tailles diverses et propose de colorer l’image en utilisant pour
chaque pixel une teinte relative a` la direction de la ligne la plus proe´minente qui y passe.
3.2.4.2 De´convolution homomorphique
Taxt propose deux me´thodes de de´convolution homomorphique 2D [Taxt, 1995] et 3D
[Taxt, 2001]. La fonction d’e´talement du point (PSF pour Point Spread Function) est es-
time´e a` l’aide du cepstre (le lecteur trouvera plus de de´tails sur le cepstre et l’analyse homo-
morphique dans [Oppenheim and Schafer, 1989]). Les images ultrasons sont de´convolue´es
par un filtre de Wiener dans le domaine des fre´quences. Cette me´thode a l’avantage de
pouvoir eˆtre utilise´e en temps re´el.
Une autre technique de de´convolution est propose´e par Hokland et Kelly. Elle prend en
compte explicitement a` la fois le mode`le de re´flexion spe´culaire et celui de re´flexion diffuse.
Des e´tapes de restauration et de segmentation sont utilise´es alternativement [Hokland,
1996]. L’e´tape de restauration comprend une estimation de la re´flexion diffuse a` l’aide du
MAP. L’e´tape de segmentation comprend l’estimation d’un champ de Markov toujours a`
l’aide du MAP, cette estimation permet de de´terminer la re´flexion spe´culaire.
3.2.4.3 Composition d’images
Composition spatiale
L’utilisation de plusieurs images e´chographiques acquises sous des angles diffe´rents permet
une composition spatiale qui ame´liore le rapport signal-bruit. Cette me´thode a e´te´ d’abord
e´tudie´e par Trahey [Trahey et al., 1986] et Shankar [Shankar and Newhouse, 1985]. Elle est
maintenant directement incorpore´e dans certains e´chographes 2D et 3D [Huber et al., 2002;
Entrekin et al., 1999] avec des re´sultats cliniques prometteurs.
Composition temporelle
Dans la dimension temporelle, le speckle s’assimile a` un bruit de haute fre´quence. Certains
filtres utilisent le fait que le speckle est moins corre´le´ temporellement que spatialement
[Sanchez-Ortiz et al., 1999; Sermesant et al., 2003].
3.2.4.4 Diffusion anisotrope
La diffusion anisotrope est pre´sente´e en de´tail dans le chapitre 4. Elle est utilise´e pour
le filtrage des images e´chographiques 2D [Krissian, 2000] et 3D [Sermesant et al., 2003].
3.2.4.5 Transforme´e en ondelettes
La premie`re utilisation des ondelettes pour la re´duction du speckle est l’œuvre de Guo
[Guo et al., 1994]. Par la suite Zong utilise une approche homomorphique multi-e´chelle. Les
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coefficients des ondelettes du logarithme de l’image e´chographique sont estime´s. Ils sont
ensuite re´tre´cis (soft thresholding) pour e´liminer le bruit [Zong et al., 1998]. Achim propose
une me´thode similaire reposant sur la de´composition en ondelettes de la transformation
logarithmique de l’image. Il utilise un estimateur bayesien avec l’a priori d’une distribution
syme´trique alpha-stable de cette de´composition [Achim et al., 2001].
3.2.5 Discussion sur le filtrage
Une partie conse´quente des filtres de speckle repose sur le coefficient de variation. Les
filtres adaptatifs e´tablissent un e´quilibre ponde´re´ entre le filtre moyenneur et le filtre passe-
tout. Il est montre´ dans [Lope`s et al., 1990] que les filtres de Lee et de Frost ont des re´sultats
similaires bien que se formulant diffe´remment. Le filtre Gamma-MAP est un estimateur
biaise´. Cependant il pre´serve mieux la dynamique de la re´flectivite´ que les pre´ce´dents [Lope`s
et al., 1997].
La pre´sentation des travaux sur le filtrage du speckle permet de faire deux constats :
– la re´duction du speckle dans les images radar a donne´ lieu a` une profusion de travaux
de recherche. Une partie significative de ces derniers se base sur le coefficient de
variation ;
– au contraire, le traitement du speckle dans les images e´chographiques n’a pas suscite´
le meˆme effort de recherche. En effet, la compression logarithmique est suppose´e agir
comme un filtre homomorphique transformant le speckle en bruit additif. Ainsi, son
filtrage est souvent fait par des filtres dans lesquels le coefficient de variation n’est
jamais utilise´.
Dans la suite de cette the`se, nous tenterons de reme´dier a` ces proble`mes en de´veloppant
une me´thode de filtrage qui :
– travaille sur l’ enveloppe radiofre´quence, e´vitant ainsi l’effet de la compression
logarithmique
– utilise le coefficient de variation comme mesure statistique pour diffe´rencier les
zones homoge`nes des contours.
3.3 La segmentation dans l’imagerie me´dicale
La segmentation d’images joue un roˆle crucial dans beaucoup d’applications en imagerie
me´dicale. L’image est aujourd’hui un outil essentiel pour le diagnostic. L’e´chographie 2D
et 3D, la radiographie par rayon X, l’imagerie par re´sonance magne´tique, la tomographie
et autres techniques permettent de visualiser de manie`re non invasive l’anatomie du corps
humain. Ces techniques ont largement contribue´es a` l’e´largissement des connaissances sur
l’anatomie et ses pathologies.
L’utilisation des ordinateurs pour traiter et analyser ce nombre croissant d’images
est devenue ne´cessaire. En particulier la segmentation d’image facilite ou automatise la
de´limitation des structures anatomiques ou d’autres re´gions d’inte´reˆt. Elle joue un roˆle
vital dans de nombreuses applications me´dicales comme la mesure du volume des tissus
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[Van Leemput et al., 2003], l’e´tablissement de diagnostic [Fetita and Preteux, 2002], la lo-
calisation et la mesure de pathologies [Zijdenbos et al., 1994; Precioso et al., 2003], l’e´tude
des structures anatomiques [Worth et al., 1997; Sermesant et al., 2003], la planification de
traitement [Khoo et al., 1997] ou la chirurgie assiste´e par ordinateur [Ayache et al., 1996;
Hoad and Martel, 2002].
Dans cette section nous e´tudions brie`vement les diffe´rentes approches de la segmentation
dans le domaine de l’imagerie me´dicale. Des e´tudes comparatives et des e´tats de l’art
sur la segmentation d’images me´dicales peuvent eˆtre trouve´s dans [Pham et al., 2000;
Ayache, 2003]. L’analyse d’images me´dicales est traite´e dans son ensemble dans l’ouvrage
de re´fe´rence de Duncan et Ayache [Duncan and Ayache, 2000].
3.3.1 Principe de la segmentation
La segmentation consiste a` partitionner une image I en groupes de pixels {Ri}i=1..n qui
sont homoge`nes par rapport a` un pre´dicat p donne´ :
∀i;Ri 6= ∅
∀i, j; i 6= jRi
⋂
Rj = ∅
I =
⋃
iRi
∀(x, y) ∈ R2i , p(x) = p(y).
(3.27)
Les re´gions doivent eˆtre disjointes et celles qui sont adjacentes doivent eˆtre he´te´roge`nes.
Les pixels d’une meˆme re´gion ne sont pas force´ment connecte´s spatialement.
Il n’existe pas de technique unique de segmentation car la nature des images et le but
de la segmentation sont multiples. Le choix de la technique est lie´ aux facteurs suivants
[Cocquerez et al., 1995] :
– caracte´ristiques de l’image :
– type de l’e´clairage, pre´sence ou non de reflets
– types de bruits, pre´sence e´ventuelle de zones texture´es
– contours flous ou occulte´s partiellement
– objectif de la segmentation :
– localisation, mesure
– indexation, reconnaissance des formes
– aide au diagnostic (temps re´el ou pas)
– aide au controˆle de la qualite´
– primitive a` extraire :
– contours, points d’inte´reˆt
– objet, forme, re´gion
– texture
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Classiquement les me´thodes de segmentation sont classe´es en deux cate´gories selon
l’approche qu’elles adoptent [Cocquerez et al., 1995] :
– me´thodes globales : elles adoptent une approche re´gion. On distingue notamment les
me´thodes de classification, les me´thodes structurales et les me´thodes markoviennes
(non aborde´es ici).
– me´thodes locales : elles se basent sur l’approche frontie`res qui consiste a` faire des
recherches de contours. On distingue les me´thodes de´rivatives, morphologiques, mar-
koviennes locales (non aborde´es) et les me´thodes variationnelles (dont les snakes). Vu
l’inte´reˆt de ces dernie`res pour la the`se, nous les traitons se´pare´ment dans la section
3.3.4.
3.3.2 Les me´thodes globales
3.3.2.1 Les me´thodes de classification
(a) Le seuillage
La segmentation d’une image par seuillage consiste a` cre´er une partition binaire de ses
intensite´s, que l’on appelle ici le fond et l’objet. On peut classer les algorithmes de seuillage
en fonction du type d’information traite´e [Sezgin and Sankur, 2001]. Les cate´gories sont :
– Les me´thodes base´es sur la forme de l’histogramme ;
– Les me´thodes d’agre´gation, ou` les niveaux d’intensite´ sont agre´ge´s en deux parties
(fond et objet) ;
– Les me´thodes reposant sur l’entropie, comme par exemple la maximisation de la
somme des entropies du fond et de celle de l’objet ;
– Les me´thodes base´es sur les attributs de l’objet, qui visent a` maximiser une mesure
de similarite´ ;
– Les me´thodes utilisant la de´pendance spatiale des pixels ;
– Les me´thodes adaptatives localement, dont le niveau de seuillage varie selon les ca-
racte´ristiques locales de l’image.
Les performances du seuillage de´pendent beaucoup du type de bruit (s’il est station-
naire, corre´le´, gaussien...), mais aussi de l’illumination de la sce`ne, de la variance des
niveaux de gris de l’objet ou du fond et du contraste. Pour des e´tudes pre´cises sur le
seuillage nous renvoyons le lecteur vers [Weszka and Rosenfeld, 1978; Sahoo et al., 1988;
Lee et al., 1990; Oh and Lindquist, 1999; Sezgin and Sankur, 2001].
Dans le domaine de l’imagerie me´dicale le seuillage a e´te´ utilise´ pour segmenter les
e´chographies avec des feneˆtres adaptatives [Wu et al., 1998; Hiransakolwong et al., 2003],
ou en utilisant la matrice de co-occurrence pour caracte´riser le « grain » (assimile´ a` une
texture) de donne´es de type Bscan [Moysan et al., 1992]. Un seuillage ite´ratif est utilise´
pour segmenter les muscles pectoraux sur des images radiographiques [Xu and Xia, 2003].
On a utilise´ le seuillage base´ sur la covariance spatiale de l’image pour segmenter les images
tomographiques [Oh and Lindquist, 1999].
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(b) Classification supervise´e et agre´gation de pixels
La classification est une me´thode dite supervise´e : elle ne´cessite un apprentissage ou` les
donne´es sont segmente´es manuellement puis utilise´es comme re´fe´rence pour la segmentation
ulte´rieure de nouvelles donne´es.
L’agre´gation de pixels peut eˆtre vue comme une classification non supervise´e en ce sens
qu’elle utilise les donne´es a` traiter pour un apprentissage autonome. Notons toutefois que
cette deuxie`me me´thode ne´cessite une segmentation initiale (ou de manie`re e´quivalente des
parame`tres initiaux). Pham propose une approche d’agre´gation robuste pour la segmenta-
tion du cerveau dans les images IRM [Pham and Prince, 1999].
3.3.2.2 Les me´thodes structurales
(a) La croissance de re´gion
Notons a un attribut de pixel et P un pre´dicat d’uniformite´. La croissance de re´gion
s’effectue a` partir d’un ensemble initial de pixels appele´s germes. Cet ensemble constitue les
re´gions initiales auxquelles on ajoute successivement des pixels voisins qui ont des proprie´te´s
similaires. Les re´gions adjacentes qui ve´rifient ensemble P sont fusionne´es. De nouveaux
germes sont place´s dans les re´gions qui ne sont pas inclues dans les re´gions existantes.
Le crite`re P peut consister par exemple a` exiger que la variance de a dans une re´gion ne
de´passe pas un certain seuil. Une initialisation simple de la me´thode consiste a` prendre pour
germes un grand nombre de pixels re´partis ale´atoirement dans l’image. On peut autrement
commencer par identifier de petites zones ve´rifiant le pre´dicat P , afin de les utiliser comme
points de de´part.
Tout comme le seuillage, cette technique est souvent une e´tape parmi un ensemble de
traitements plus complexes. Elle permet notamment la de´limitation d’objets simples comme
les tumeurs et les le´sions [Pohlman et al., 1996]. Elle se rapproche de la division-fusion a` ceci
pre`s qu’elle ne´cessite un germe initial dans chacune des re´gions a` segmenter [Manousakas et
al., 1998]. D’autres applications me´dicales peuvent eˆtre trouve´es dans [Justice et al., 1997;
Pohle and Toennies, 2001]. Une e´tude sur la relation entre les snakes et la croissance de
re´gion est propose´e dans [Zhu and Yuille, 1996].
(b) La division-fusion
Pour introduire le principe de la division-fusion, reprenons un pre´dicat P d’homoge´ne´ite´.
L’e´tape de division consiste a` partitionner l’image re´cursivement jusqu’au niveau du pixel.
Elle est suivie de l’e´tape de fusion ou` les re´gions adjacentes sont fusionne´es tant que leur
union ve´rifie P .
La division-fusion est introduite par Horowitz et Pavlidis. Ils utilisent un algorithme
re´cursif de division de l’image en quadtree [Horowitz and Pavlidis, 1976]. Comme aucun
crite`re de forme n’est exploite´ pour contraindre la fusion, cette me´thode laisse une em-
preinte spe´cifique dans la carte des re´gions avec des frontie`res marque´es par de nombreux
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traits verticaux et horizontaux. Le crite`re d’homoge´ne´ite´ joue un roˆle tre`s important dans
la fusion des re´gions. L’inte´reˆt de cette technique est avant tout sa rapidite´.
Les techniques de fusion et de division des re´gions permettent la prise en compte
d’informations globales. Celles-ci ont ensuite e´te´ ame´liore´es. D’abord par la croissance
hie´rarchique de re´gions de Monga ou` la fusion se fait en plusieurs e´tapes avec des crite`res
de plus en plus tole´rants [Monga, 1987], puis par la pyramide adaptative de Jolion et al
[Jolion and Montanvert, 1992].
Cette technique de segmentation est bien e´tudie´e, mais elle n’a pas e´te´ baˆtie pour
faciliter la de´cision particulie`rement de´licate du crite`re de fusion des re´gions. Parmi ses
applications aux images me´dicales, on peut trouver les travaux de Manousakas [Manousakas
et al., 1998] et ceux re´cents de Noble [Junbo et al., 2003].
3.3.3 Les me´thodes locales
3.3.3.1 Les me´thodes de´rivatives
Principe
Les me´thodes de´rivatives conside`rent l’image comme l’e´chantillonnage sur une grille d’une
fonction scalaire I(x, y) a` support borne´ et de´rivable en tout point. Les contours sont
localise´s sur les points de fort gradient ou de de´rive´e seconde nulle :
– parmi les ope´rateurs du premier ordre, on trouve les filtres de Prewitt et Sobel [Pre-
witt, 1970] et les ope´rateurs de gradients directionnels de Kirsh [Kirsch, 1971] ;
– parmi les ope´rateurs du deuxie`me ordre, on trouve l’ope´rateur de Marr et Hildreth
[Marr and Hildreth, 1980] et celui de Huertas-Me´dioni [Huertas and Medioni, 1986].
Filtrage Optimal
L’approche par filtrage optimal est introduite par Canny [Canny, 1986]. Elle repose sur la
satisfaction de trois contraintes de´pendantes des statistiques du bruit :
– une bonne de´tection : le filtre doit maximiser le rapport signal sur bruit ;
– une bonne localisation : il doit maximiser l’inverse de l’espe´rance de la distance entre
le vrai point de contour et le point de contour de´tecte´ ;
– une seule re´ponse : le de´tecteur ne doit pas fournir plusieurs re´ponses a` un seul
contour. Pour cela, on impose une distance minimum entre les diffe´rents maxima
en sortie du filtre. Ce crite`re est le seul des trois a` utiliser l’hypothe`se d’un bruit
gaussien.
La combinaison de ces trois crite`res ame`ne a` la re´solution d’une e´quation diffe´rentielle dont
la solution est un filtre qui permet la localisation du contour.
Deriche, utilisant la meˆme de´marche que Canny, cherche une re´alisation de l’ope´rateur
sous la forme d’un filtre a` re´ponse impulsionnelle infinie (RII) [Deriche, 1987]. Il aboutit a`
la meˆme e´quation diffe´rentielle. Seules les conditions aux limites sont diffe´rentes.
Shen et Castan proposent un ope´rateur optimisant un crite`re incluant la de´tection et
la localisation. Les crite`res qu’ils obtiennent correspondent aux crite`res de de´tection et de
localisation de Canny. Les filtres obtenus sont assez similaires dans la pratique [Castan et
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al., 1989].
Images me´dicales
Dans le cadre de la segmentation des images me´dicales, les me´thodes de´rivatives sont
surtout utilise´es comme la premie`re e´tape de de´tection des contours avant d’utiliser des
mode`les de´formables.
Montagnat utilise un filtrage re´cursif base´ sur les filtres de Canny et Deriche pour
de´tecter les contours vers lesquels un mode`le de´formable 3D est attire´ [Montagnat et al.,
2003]. Le filtre de Canny a e´te´ utilise´ pour de´terminer automatiquement le contour initial
d’un mode`le de contours actifs dans des images tomographiques [Valdes et al., 2000]. Dans
ce meˆme type d’image, le filtre de Canny est e´tendu pour de´tecter les contours de l’arte`re
coronaire [van der Zwet et al., 1998]. Liu et al proposent un ope´rateur pour la de´tection
de ruptures dans les signaux bruite´s [Liu et al., 1995]. Cet ope´rateur est plus efficace pour
cette tache que ceux de Canny et Deriche.
3.3.3.2 La morphologie mathe´matique
Les ope´rateurs de base de la morphologie mathe´matique sont l’e´rosion et la dilatation.
Viennent ensuite par ordre croissant de complexite´ et de richesse des proprie´te´s :
– le gradient ;
– les ouvertures et les fermetures ;
– le chapeau haut-de-forme ;
– le laplacien ;
– la squelettisation ;
– la ligne de partage des eaux.
La ligne de partage des eaux
La ligne de partage des eaux (LPE) utilise une description des images en termes ge´ographi-
ques. Elle ne s’applique pas a` l’image originale mais a` l’image de son gradient morphologique
ou` le niveau de gris de chaque point correspond a` une altitude. Il est alors possible de de´finir
la ligne de partage des eaux comme e´tant la creˆte formant la limite entre deux bassins
versants. Un bassin versant est une zone ge´ographique d’ou` une goutte d’eau, suivant la
ligne de plus grande pente, arrivera sur un minimum donne´. On associe un minimum a` un
bassin versant. Il existe deux classes principales d’imple´mentation :
– une base´e sur un algorithme re´cursif d’immersion [Vincent and Soille, 1991] ;
– une autre base´e sur l’utilisation de fonctions de distances ge´ode´siques [Meyer, 1994].
Cette me´thode permet de segmenter l’image de manie`re simple, rapide et intuitive ; elle
peut eˆtre paralle´lise´e. Elle engendre une division comple`te de l’image et ne ne´cessite pas
de fermeture de contour. Les de´fauts de cette me´thode sont :
– la sur-segmentation : due a` la pre´sence de nombreux minima locaux. Une solution
a` ce proble`me est d’utiliser des marqueurs place´s a` l’inte´rieur et a` l’exte´rieur des
re´gions d’inte´reˆt[Vincent, 1993; Beucher, 1994]. ;
– la sensibilite´ au bruit : les variations locales de l’image peuvent avoir une influence
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importante sur le re´sultat. La diffusion anisotrope a e´te´ utilise´e pour contourner ce
proble`me [Weickert, 1998b] ;
– la mauvaise de´tection des re´gions d’inte´reˆt dont les contours ont un faible contraste ;
– la mauvaise de´tection des structures fines.
Cette technique ge´ne`re des contours ferme´s et squelettise´s qui forment une partition de
l’image.
Images me´dicales
Noble utilise la morphologie mathe´matique pour de´tecter les structures de l’image [Noble,
1989; Noble, 1996]. Elle de´crit plusieurs ope´rateurs morphologiques qu’elle utilise pour
ame´liorer les contours et trouver des e´le´ments dans l’image.
Klinger pre´sente une technique semi-automatique qui utilise la morphologie mathe´matique
pour segmenter l’endocarde dans les e´chocardiographies [Klinger et al., 1988]. Une ouver-
ture est applique´e a` une image composite (la moyenne de toutes les images) pour enlever
les pics d’intensite´ dans l’image. L’image re´sultante est alors soustraite a` l’originale ; puis
une fermeture sur niveaux de gris et une dilatation binaire sont effectue´es. Un contour
ferme´ est extrait en affinant ite´rativement le re´sultat. Le contour est identifie´ comme le
bord inte´rieur de l’endocarde.
Dans des images e´chographiques 3D, Benkeser mesure le de´placement de tissu suite a`
une perturbation axiale, afin d’en mesurer son e´lasticite´. Il extrait les objets de l’image en
utilisant un seuillage binaire et des ope´rateurs de dilatation et d’e´rosion [Benkeser et al.,
1995].
Bouma calcule une image de fond puis utilise la morphologie et la soustraction d’images
pour segmenter des vaisseaux dans des images e´chographiques intravasculaires [Bouma et
al., 1995].
Choy utilise le principe des bassins versants pour filtrer le ventricule gauche dans les
images e´chographiques. Il rele`ve l’intensite´ de chaque pixel d’une quantite´ e´gale a` l’e´cart
entre l’intensite´ du pixel courant et celle du pixel de plus faible intensite´ du meˆme bassin
[Choy and Jin, 1996]. Thomas utilise une technique similaire pour segmenter le fe´mur dans
des e´chographies fœtales. Re´cemment, Awad et al. ont aussi fait appel a` la morphologie
mathe´matique pour de´tecter le contour de la prostate dans des images e´chographiques
[Awad et al., 2003].
Pour segmenter les globules blancs, une me´thode appele´e les watersnakes contourne le
proble`me des minima locaux en e´valuant la fonctionnelle d’e´nergie sur l’espace entier des
possibilite´s. Pour re´duire la complexite´ de l’algorithme, la me´thode de la LPE est utilise´e.
Le re´sultat permet une approche coarse to fine [Jaesang and Keller, 2001]. La morphologie
mathe´matique, suivie d’une analyse de la courbure du re´sultat, est utilise´e par Zana pour
la segmentation des vaisseaux dans les images angiographiques [Zana and Klein, 2001].
3.3.4 Les me´thodes variationnelles
Principe
Une formulation variationnelle de la segmentation regroupe l’ensemble des crite`res (pour
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la plupart concurrents) s’appliquant a` un ou plusieurs contours S dans une fonctionnelle
E(S). La valeur de cette fonctionnelle indique la qualite´ de la segmentation (par convention
plus cette valeur est faible meilleure est la segmentation). On emploie parfois le terme
d’e´nergie pour la fonctionnelle ou pour les termes qu’elle contient.
Notons que les me´thodes variationnelles sont utilise´es pour la segmentation mais aussi
pour le suivi d’objet, la reconstruction 3D a` partir de plusieurs images, la diffusion aniso-
trope, l’estimation de disparite´, la morphologie mathe´matique, entre autres domaines.
Les me´thodes variationnelles sont re´gies par des e´quations aux de´rive´es partielles
(EDP) qui interviennent lors des de´rivations formelles des e´quations d’Euler-Lagrange ou
lorsqu’on cherche un minimum local ou global a` l’aide de la descente des gradients.
Nous nous inte´ressons dans cette section aux me´thodes variationnelles dans le cadre
de la segmentation d’images me´dicales. Nous de´taillons le mode`le de snakes introduit
par Kass et Witkin pour situer l’origine des B-spline snakes pre´sente´s et utilise´s dans
le chapitre (Chap. 5). Les autres me´thodes sont brie`vement de´crites, accompagne´es de
citations d’ouvrages qui les utilisent dans le contexte biome´dical.
Re´fe´rences fondamentales
Pour une description plus large du principe et des de´veloppements des me´thodes variation-
nelles, nous renvoyons le lecteur a` l’e´dition spe´ciale de mars 1998 de IEEE Transactions
on Image Processing [TIP, 1998] ou` on peut trouver des travaux majeurs de grands cher-
cheurs du domaine, y figurent : Faugeras [Faugeras and Keriven, 1998], Cottet [Cottet and
Ayyadi, 1998], Teboul, Barlaud et al [Teboul et al., 1998], Xu et Prince [Xu and Prince,
1998], Black et Sapiro [Black et al., 1998], Caselles [Caselles et al., 1998], Weickert [Wei-
ckert et al., 1998] et Perona [Perona, 1998]. Plusieurs de ces articles ont motive´s cette the`se
et sont cite´s a` maintes reprises dans ce document.
Une autre re´fe´rence importante est l’e´dition spe´ciale du Journal of Visual Communi-
cation and Image Representation [JCVIR, 2002]. Pour une revue de´taille´e de l’utilisation
des mode`les de´formables dans l’imagerie me´dicale, nous renvoyons vers l’ouvrage de Mac
Inerney et Terzopoulos [McInerney and Terzopoulos, 1996] et vers celui de Xu [Xu et al.,
2000]. L’ouvrage de Nicolas Ayache [Ayache, 2003] sur le projet Epidaure re´pertorie no-
tamment des avance´es sur les mode`les surfaciques de´formables et sur les contours actifs.
Le livre d’Andrew Blake et de Michael Isard de´crit les contours actifs, dont une partie sur
les courbes splines [Blake and Isard, 1998].
Bien qu’initialement de´veloppe´s pour des proble`mes de vision par ordinateur, le poten-
tiel des contours actifs pour l’analyse d’images me´dicales est important. Ils sont utilise´s
pour traiter tous les types d’images me´dicales et pour la plupart des structures anato-
miques.
3.3.4.1 Principe ge´ne´ral des contours actifs, mode`le de Kass et Witkin
Les contours actifs ont e´te´ introduits par Kass, Witkin et Terzopoulos en 1988 [Kass
et al., 1988]. Le contour actif (snake) propose´ est une courbe parame´tre´e, ferme´e ou non,
continue, qui peut se de´former pour minimiser un crite`re. Chaque e´le´ment X de la courbe
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de´pend de deux parame`tres :
X(u, t)
{
u : parame`tre spatial
t : parame`tre temporel (ite´ration).
(3.28)
On fait parfois re´fe´rence a` la courbe courante X(u) = (x(u), y(u)), sans tenir compte
du parame`tre temporel. On peut se ramener au cas u ∈ [0, 1] par transformation affine du
parame`tre u. Dans le reste de cette section, nous conside´rons que u satisfait cette condition.
Le processus de de´formation fait e´voluer le snake de manie`re a` minimiser une fonction-
nelle interpre´table en termes de contraintes physiques :
– les contraintes internes re´gulent la raideur et l’e´lasticite´ de la courbe. On parle
d’e´nergie interne ;
– les contraintes externes sont fixe´es par l’utilisateur. On parle d’e´nergie externe ;
– les contraintes de l’image concernent l’« attache aux donne´es ». On parle d’e´nergie
lie´e a` l’image.
L’e´nergie totale de X(u) se calcule alors comme la somme des e´nergies de chaque
e´le´ment de la courbe :
Esnake =
∫ 1
0
Einterne(X(u))du+
∫ 1
0
Eexterne(X(u))du+
∫ 1
0
Eimage(X(u))du (3.29)
3.3.4.2 Les approches base´es contours
Les approches base´es contours inte`grent uniquement l’information pre´sente sur les
contours de l’image a` segmenter. Ge´ne´ralement les contours des objets sont caracte´rise´s par
un gradient de l’intensite´ e´le´ve´. Ceci peut eˆtre traduit comme une fonctionnelle a` minimiser
a` travers l’inte´grale de contour.
Caselles a propose´ en 1997 les contours actifs ge´ode´siques, qui ame´liorent le mode`le
classique [Caselles et al., 1997]. La minimisation de la fonctionnelle est conside´re´e comme
la minimisation de la longueur du contour dans une me´trique Riemannienne, de´pendant
des caracte´ristiques de l’image.
E(s) =
∫ b
a
g(|∇I(s(u))|)|s′(u)|du (3.30)
ou` g est une fonction de de´tection, de´finie sur R+, strictement de´croissante et qui tend vers
ze´ro. Caselles e´tablit l’e´quation d’e´volution du contour actif correspondant a` ce crite`re
[Caselles et al., 1997].
Notons qu’il existe des approches base´es contours qui de´finissent l’e´quation d’e´volution
sans passer par une minimisation d’e´nergie [Malladi et al., 1995].
La suite de cette section est compose´e d’e´nergie externe base´es contour de la litte´rature.
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Utilisation du filtrage optimal
Cohen [Cohen, 1991] de´tecte les points de contours par le filtre de Deriche [Deriche, 1987]
suivi d’un seuillage par hyste´re´sis. L’image des contours est ensuite lisse´e par une gaus-
sienne. L’e´nergie est e´value´e en utilisant les gradients de cette image.
Courbure maximale du contour
En 1991, Delingette conside`re une e´nergie supple´mentaire qui permet a` la courbe d’eˆtre
attire´e dans un premier temps vers les points de contour dont la courbure est extre´male
[Delingette et al., 1991]. Une fois ces points de´tecte´s, la courbe se positionne sur les points de
contour sous l’action d’une e´nergie similaire a` celles de´finies pre´ce´demment. Cette technique
tente de contourner le proble`me pose´ par les concavite´s des contours. D’autres techniques
sont propose´es dans ce but [Davatzikos and Prince, 1995; Abrantes and Marques, 1996;
Davatzikos and Prince, 1994; Prince and Xu, 1996].
Balloon snakes
En 1992, Cohen introduit l’ide´e des balloon snakes [Cohen et al., 1992]. Ce mode`le ne´cessite
un contour initial a` l’inte´rieur de la re´gion recherche´e. Une force supple´mentaire qui
« gonfle » le snake est introduite. Elle permet de contourner le proble`me des extrema
locaux et d’un contour initial trop loin du contour recherche´. La force introduite est :
F (t) = −k ∇Eexterne(t)|∇Eexterne(t)| + k1 ~n(t) (3.31)
ou` ~n(t) est le vecteur unitaire normal a` la courbe au point t. Cette force doit eˆtre re´gle´e
pre´cise´ment pour ne pas conside´rer les contours a` segmenter comme des extrema locaux.
Ziplock Snakes
Neuenschwander propose un mode`le de ziplock snakes en 1994 [Neuenschwander et al.,
1994]. Il ne´cessite deux extre´mite´s correctement positionne´es. L’e´nergie externe est alors
utilise´e sur certaines parties du snake seulement : d’abord sur les extre´mite´s puis en
e´voluant vers le centre du snake.
Snakes rubans
Neuenschwander propose plus tard les snakes rubans qu’il applique au cas de la de´tection
des routes. Davatzikos et Prince utilisent les contours actifs pour segmenter le cortex
ce´re´bral. Ils remarquent que le cortex est de diame`tre a` peu pre`s constant et proposent
d’utiliser un ruban place´ a` l’inte´rieur du cortex. Leur e´nergie externe attire les points du
contour vers le squelette du ruban [Davatzikos and Prince, 1995].
Champ de vecteurs gradients
Xu introduit en 1998 le gradient vector flow (GVF) en s’appuyant sur le the´ore`me de Helm-
holtz. Il introduit un terme correspondant a` la composante sole´no¨ıdale manquante dans les
mode`les existants. L’inte´reˆt est de de´finir un champ d’e´nergie lie´ au gradient de l’intensite´
mais non nul dans les re´gions homoge`nes. Le GVF permet de de´tecter des contours subjec-
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tifs (des contours non connexes par exemple) avec une meilleure pre´cision que les balloon
snakes. Cependant, il ne re´sout pas comple`tement le proble`me d’initialisation (Sec.5.4.1).
3.3.4.3 Les approches base´es re´gions
Les re´gions qu’on de´sire segmenter peuvent avoir des proprie´te´s (texture, homoge´ne´ite´,
mouvement) qui ne peuvent eˆtre incluses dans une inte´grale de contour. L’approche base´e
re´gions des contours actifs est une e´volution qui exploite la caracte´risation des re´gions
inte´rieures et exte´rieures. Cette approche permet de re´soudre des proble`mes pour lesquels
il est difficile d’extraire les contours de l’objet. Par exemple, lorsque les images sont forte-
ment bruite´es ou floues. L’objectif est de trouver une partition de l’image qui minimise un
ensemble de descripteurs des re´gions.
L’ouvrage de Ronfard [Ronfard, 1996] se trouve parmi les premie`res approches base´es
re´gions des contours actifs. Il de´veloppe un mode`le ou` le contour actif est de´forme´ sous
l’action de forces, normales au contour dont les intensite´s sont lie´es a` une mesure de simi-
litude entre re´gions. La similitude entre deux re´gions est e´value´e a` l’aide de la distance de
Ward. Il ne formule pas l’e´quation d’e´volution comme la de´rive´e d’un crite`re mais utilise
plutoˆt une me´thode heuristique.
Les approches dites hybrides combinent des crite`res base´s sur des descripteurs de re´gions
et d’autres base´s sur la description des contours de l’image. Jehan et al proposent de
chercher les deux domaines Ωin et Ωout respectivement inte´rieur et exte´rieur au contour
actif Γ en utilisant ce type de combinaison. La fonctionnelle qu’ils minimisent est de la
forme [Jehan-Besson et al., 2002] :
J(Ωin,Ωout,Γ) =
∫∫
Ωin
k(in) +
∫∫
Ωout
k(out) +
∫
Γ
k(b) (3.32)
ou` les fonctions k(in), k(out) et k(b) sont respectivement les descripteurs de l’objet, du fond et
du contour. Pour atteindre la solution optimale, il faut de´terminer le vecteur d’e´volution de
Γ a` chaque e´tape en le diffe´renciant par rapport au parame`tre temporel t (non retranscrit
dans l’e´quation 3.32).
Jehan-Besson et al sont les premiers a` e´tablir l’e´quation d’e´volution a` partir de la
de´rivation ge´ne´rale de crite`res comportant des descripteurs de re´gions [Aubert et al., 2003].
Dans le cadre de la repre´sentation implicite des contours actifs, ils ont aussi introduit la
me´thode des gradients de forme pour de´river ce crite`re [Jehan-Besson et al., 2003] :
J ′(Ωin(τ),Ωout(τ),Γ(τ)) =
∫∫
Ωin(τ)
∂k(in)
∂τ
dxdy +
∫∫
Ωout(τ)
∂k(out)
∂τ
dxdy
+
∫
Γ(τ)
(k(out) − k(in) − k(b) · κ+∇k(b) · N)(V · N)du
ou` V est la vitesse de propagation de Γ(τ), κ la courbure, N le vecteur normal unitaire
inte´rieur au contour et τ est le parame`tre d’e´volution.
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Energie externe hybride
Le mode`le de Poon repose a` la fois sur une e´nergie des contours et une e´nergie des re´gions.
Il segmente l’image globalement avec des contours multiples et une minimisation par recuit
simule´. L’initialisation est plus souple que dans les autres mode`les [Poon and Braun, 1997].
Les auteurs pre´sentent des re´sultats de segmentation du ventricule gauche.
Fonctionnelle de Mumford et Shah
La fonctionnelle de Mumford et Shah pour la segmentation d’image [Mumford and Shah,
1989] a e´te´ adapte´e au mode`le des contours actifs et des level sets dans [Chan and Vese,
2001a; Paragios and Deriche, 1998; Tsai et al., 2001; Chan and Vese, 2001b].
Patrons
En 1992, Staib et Duncan proposent d’utiliser des mode`les de´formables probabilistes pour
de´tecter les contours et incorporent une information globale sur la forme du contour [Staib
and Duncan, 1992].
Plus re´cemment des techniques utilisant les proprie´te´s ge´ome´triques des objets re-
cherche´s sont apparues. Leventon et al. ont cre´e´ une force qui utilise la notion de dis-
tance entre deux formes ge´ome´triques. Le contour actif est attire´ vers la forme de l’objet
a` extraire, estime´e au pre´alable [Leventon et al., 2000].
De la meˆme manie`re, Cremers a introduit une information statistique sur la forme de
l’objet dans la fonctionnelle de Mumford-Shah ; il limite ainsi les de´formations de la courbe
a` un sous-espace [Cremers et al., 2001].
Chen de´finit dans [Chen et al., 2001] une fonctionnelle de´pendant du gradient de l’image
et de la forme moyenne de l’objet a` extraire. Le terme ge´ome´trique a priori e´value la
similarite´ de la forme du contour et de la forme de re´fe´rence en calculant une fonction de
distance entre les deux par la me´thode dite de Fast Marching de Sethian [Sethian, 1996b].
Dans [Aubert et al., 2003], Aubert contraint l’histogramme de la courbe a` correspondre
avec celui d’une re´gion de re´fe´rence.
Enfin, Foulonneau de´finit des descripteurs de forme a` l’aide des moments de Legendre
et introduit un a priori ge´ome´trique dans le cadre de contours actifs de type re´gions, par
l’interme´diaire d’une distance quadratique entre l’ensemble des moments du contour et
l’ensemble des moments de l’objet de re´fe´rence [Foulonneau et al., 2003].
3.3.4.4 Mise en œuvre des contours actifs
Mise en œuvre implicite
Les ensembles de niveaux (level-sets) ont e´te´ introduits par Osher et Sethian [Osher
and Sethian, 1988; Malladi et al., 1995]. Ils font partie des me´thodes variationnelles et
conduisent donc a` des courbes qui e´voluent, re´gies par un crite`re global. L’ide´e principale
est de repre´senter la courbe comme la ligne de niveau ze´ro d’une fonction de dimension
trois (surface). Le de´placement de la courbe est re´gie par une EDP portant sur la surface
en question.
Cette me´thode pre´sente plusieurs avantages [Precioso, 2003] :
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– la courbe peut changer de topologie si les contours l’imposent ;
– les proprie´te´s ge´ome´triques du contour actif s’estiment a` partir de la fonction surfa-
cique associe´e ;
– les re´sultats obtenus sont tre`s pre´cis ;
– la formulation peut s’e´tendre au cas de dimensions plus e´leve´es.
Par contre, le couˆt en temps de calcul est important et l’ensemble des points correspondant
au contour ne posse`de pas de structure intrinse`que. Cette technique est utilise´e dans divers
domaine [Falcone et al., 1994], et notamment pour la segmentation d’images me´dicales
[Debreuve et al., 2001; Paragios, 2003]. Les geometric snakes sont pre´sente´s par Caselles en
1995 dans [Caselles et al., 1995]. Ils sont e´tudie´s dans [Malladi et al., 1995; Sapiro, 2001;
Paragios and Deriche, 1999; Amadieu et al., 1999].
Mise en œuvre explicite
Elle correspond aux courbes parame´triques. Deux mode`les de contours sont distin-
guables :
– le mode`le polygonal ;
– le mode`le par spline.
Unser est un auteur a` l’origine d’une tre`s large partie des avance´es du mode`le B-spline
snakes [Unser et al., 1993; Brigger et al., 2000; Precioso et al., 2003; Jacob et al., 2004]. Ce
mode`le est pre´sente´ dans le chapitre 5.
3.3.5 Discussion
La segmentation des structures anatomiques dans les images me´dicales et la recons-
truction de leur forme est un proble`me difficile a` cause de la complexite´ et de la diversite´
de l’anatomie humaine. Parmi la multitude de me´thodes utilise´es dans la litte´rature, les
contours actifs pre´sentent des avantages certains :
– le re´sultat est compose´ d’une ou plusieurs courbes directement exploitable(s) ;
– le mode`le permet d’imposer la forme du re´sultat : courbe continue, connexe ou pou-
vant changer de topologie, ferme´e ou ouverte ;
– le controˆle de la rigidite´ et l’utilisation de contraintes de forme rendent le mode`le
moins sensible au bruit ou aux discontinuite´s du contour ;
– l’attache aux donne´es peut se faire de manie`re locale ou globale.
Cependant, ces me´thodes ne sont pas sans limitations. En particulier, elles ne´cessitent
pour la plupart une initialisation pre´cise, une forte interaction, et elles sont peu robustes
au speckle.
La de´tection automatique des cavite´s cardiaques est un objectif convoite´ mais pour-
tant loin d’eˆtre atteint. Parmi les tentatives de la litte´rature, Berger propose en 1998 un
mode`le dit automatique [Berger et al., 1998]. Une estimation du flot optique permet d’ini-
tialiser le snake d’une image graˆce a` la pre´diction du mouvement et au re´sultat de l’image
pre´ce´dente. Cependant, son mode`le ne´cessite une initialisation manuelle pre´cise du contour
sur la premie`re image.
Hiransakolwong et al. propose en 2002 “une de´tection automatique pour les images ul-
trasons” [Hiransakolwong et al., 2002]. Cette me´thode ne´cessite la se´lection (automatique)
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de la plus grande re´gion carre´e dite core-area, inclue dans la re´gion a` de´tecter. La me´thode
automatique consiste a` calculer d’abord ces core-area pour tous les objets de l’image et a`
se´lectionner la plus grande.
3.4 Conclusion
Dans ce chapitre nous avons pre´sente´ le coefficient de variation, sa version locale et leurs
proprie´te´s. Nous avons clairement montre´ que ce coefficient est un de´tecteur de contours
robuste au speckle.
Les me´thodes classiques de filtrage de speckle dans les images RSO ont e´te´ de´crites
et compare´es. Nous en concluons que le coefficient de variation est largement utilise´ dans
ce domaine. A l’inverse, ce coefficient de variation n’est pas utilise´ dans les techniques de
filtrage des images me´dicales.
Le filtrage des images e´chographiques porte fre´quemment sur le mode B. La compression
logarithmique est ge´ne´ralement associe´e a` un filtre homomorphique qui transformerait le
bruit multiplicatif en bruit additif. En conse´quence, les techniques classiques de filtrage de
bruit additif sont souvent pre´fe´re´es. Pourtant le signal en mode B est tre`s pauvre a` cause
des nombreux traitements qu’il a subi.
Il en de´coule qu’un filtrage efficace du speckle devrait utiliser le coefficient de variation
et devrait ope´rer sur l’enveloppe du signal radiofre´quence plutoˆt que sur l’image en mode
B. D’ou` le filtre anisotrope robuste que nous de´veloppons dans le chapitre 4.
En dernie`re partie, nous avons compare´ et classe´ les me´thodes de segmentation d’images
me´dicales. Les me´thodes variationnelles ont e´te´ particulie`rement de´taille´es. Parmi ces
me´thodes, les contours actifs sont bien adapte´s a` la segmentation de cavite´s cardiaques.
Nous constatons aussi que le coefficient de variation n’est utilise´ dans aucune de ces
me´thodes. Il nous semble donc pertinent de de´velopper une approche de segmentation
qui combine les avantages des contours actifs et du coefficient de variation. Notre me´thode
pre´sente´e dans le chapitre 5 est un B-spline snake controˆle´ en partie par deux e´nergies
externes originales, fonde´es sur ce coefficient, visant ainsi la robustesse au speckle.
Chapitre 4
Filtrage anisotrope robuste du
speckle
Re´sume´
Ce chapitre est consacre´ au nouveau mode`le de diffusion anisotrope robuste
adapte´ au speckle. Nous revenons dans un premier temps sur l’analyse multi-e´chelle
et sur le principe de la diffusion. A travers des exemples, nous montrons que la
diffusion anisotrope base´e sur la seule amplitude du gradient n’est pas efficace
pour filtrer le speckle. Nous e´tablissons qu’il est possible d’inte´grer le coefficient
de variation dans l’e´criture de l’EDP de la diffusion. Apre`s une comparaison des
coefficients de diffusion de la litte´rature, nous proposons un coefficient de diffusion
combinant robustesse au speckle, filtrage des re´gions de re´flectivite´ constante et
conservation des structures de l’image. Ce mode`le s’appuie sur une fonction de
Tukey modifie´e, sur une estimation locale du coefficient de variation et sur une
e´valuation robuste automatique du coefficient de variation global. Nous e´tudions
les proprie´te´s de respect du principe de causalite´, conservation de l’e´nergie et
discre´tisation du mode`le propose´. Les influences des fonctions d’e´talement du point
et de la distribution sont e´tudie´es a` l’aide de diverses images de synthe`se. D’autres
expe´rimentations sur des images de synthe`se et e´chographiques re´elles sont mises
en œuvre. Nous e´valuons la pre´servation des contours de l’image de synthe`se a`
l’aide notamment de la figure du me´rite de Pratt. Pour comparer les re´sultats
sur les images re´elles, nous conside´rons des statistiques globales et la de´tection de
contours.
67
68 Filtrage anisotrope robuste du speckle
Introduction
Dans le chapitre pre´ce´dent, nous avons pre´sente´ la mode´lisation du speckle et les tech-
niques de son filtrage. Les filtres les plus performants s’appuient sur le coefficient de varia-
tion pour diffe´rencier les zones homoge`nes des contours. Cependant, quasiment toutes les
techniques pre´sente´es comportent des inconve´nients. Le bruit est lisse´ de manie`re isotrope
sauf dans le voisinage des contours ou` le filtrage est passe-tout. En plus, la distinction entre
bruit et contour est trop rigide ; l’ambigu¨ıte´ sur la nature d’un pixel aboutit au mieux a`
un compromis entre filtre moyenneur et filtre passe-tout.
Il est commune´ment admis que le pre´-filtrage permet d’ame´liorer les re´sultats de la
segmentation. Pourtant, dans le cadre des images e´chographiques affecte´es par du speckle,
la diffusion anisotrope est souvent pre´fe´re´e aux filtres classiques (Lee, Frost, Kuan...). Ceci
s’explique par le fait que cette technique est mieux adapte´e : le lissage est controˆle´ et
progressif, isotrope dans les zones de re´flectivite´ homoge`ne et anisotrope sur les contours.
Un de ses de´fauts est qu’elle se base sur la simple amplitude du gradient. Ce parame`tre
est insuffisant pour localiser les contours en pre´sence de speckle.
Dans ce chapitre, nous concevons un filtre qui combine les avantages des filtres des
images RSO, de la diffusion anisotrope et des statistiques robustes. Nous commenc¸ons
par pre´senter le principe du traitement multi-e´chelle et celui de la diffusion. Nous mon-
trons ensuite les limitations de ce mode`le face a` un bruit de type speckle. Puis nous
pre´sentons l’introduction du coefficient de variation dans l’EDP de la diffusion anisotrope.
Nous de´montrons la validite´ de cette construction. Nous de´taillons alors notre premie`re
contribution : la me´thode de diffusion robuste (nomme´e γ-diffusion) et l’estimation auto-
matique de ses parame`tres. Nous de´montrons que l’estimation classique de Black du terme
d’interception est utilise´e de manie`re errone´e, et nous proposons deux nouvelles estima-
tions. Les caracte´ristiques de discre´tisation, crite`re d’arreˆt et conservation de l’e´nergie sont
ensuite e´tudie´es. La dernie`re section du chapitre est consacre´e aux expe´rimentations et a`
la comparaison des performances, montrant ainsi la validite´ de la me´thode propose´e.
4.1 Etat de l’art
4.1.1 Diffusion anisotrope
4.1.1.1 L’analyse multi-e´chelle
Les objectifs des techniques d’approximation et ceux du filtrage du bruit sont tre`s
similaires dans le sens ou` les deux visent a` produire, a` partir d’une image, une version
plus lisse et avec moins d’extrema locaux. Ce lissage et la simplification qui en de´coule
ame`nent a` la notion d’e´chelle. Une image contient de l’information a` diffe´rents niveaux de
de´tail, pour des objets de taille variable et a` des e´chelles diffe´rentes. L’espace multi-e´chelle
est constitue´ de l’ensemble des versions graduellement simplifie´es de l’image originale.
Cette repre´sentation, appele´e multi-e´chelle, permet via une analyse a` diffe´rents niveaux
d’obtenir des informations qui sont seulement implicites dans l’image de de´part.
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Ce domaine a fait l’objet d’une grande varie´te´ d’e´tudes. On peut classer ces travaux
dans trois grands axes selon la repre´sentation de l’e´chelle :
– repre´sentation discre`te : elle est e´tudie´e sous la forme des quad-tree [Klinger, 1971;
Tanimoto and Klinger, 1980] et sous la forme pyramidale [Burt, 1981; Crowley, 1981] ;
– repre´sentation continue line´aire : parmi les travaux pionniers du domaine figurent
[Koenderink, 1984; Yuille and Poggio, 1986; Babaud et al., 1986; Lindeberg, 1990;
Florack et al., 1992; Alvarez et al., 1993; Pauwels et al., 1995; Florack, 1996; Nielsen
et al., 1997; Lindeberg, 1997]. Le traitement multi-e´chelle line´aire est pre´sente´ de
manie`re de´veloppe´e dans les ouvrages de Weickert [Weickert, 1997; Weickert, 1998a] ;
– repre´sentation continue non line´aire : le traitement multi-e´chelle non-line´aire englobe
un ensemble de traitements d’image qui peuvent s’e´crire sous la forme d’une e´quation
aux de´rive´es partielles non line´aire. Parmi ces techniques se distinguent la diffusion
anisotrope, la morphologie mathe´matique [Serra, 1982; Haralick et al., 1987; Are-
hart et al., 1993; Alvarez et al., 1993; Brockett and Maragos, 1994; Heijmans, 1995;
Jackway and Deriche, 1996; Noble, 1996] et les me´thodes de courbes de niveaux
[Malladi et al., 1995; Sethian, 1996a; Zeng et al., 1998; Falcone, 2001].
De´finition :
Soit f : R2 → R l’image originale, nous appelons {Ttf |t ≥ 0}, ou` Ttf : R2 → R, l’espace
multi-e´chelle correspondant si les proprie´te´s suivantes sont respecte´es :
1. Proprie´te´s de structures : elles comprennent la proprie´te´ des semi-groupes (re´cursivite´),
la continuite´ de Tt et le principe de localite´.
La proprie´te´ des semi-groupes s’e´nonce de la manie`re suivante :
– pour l’e´chelle t = 0 la repre´sentation multi-e´chelle correspond a` l’image f , T0f = f ;
– pour les autres e´chelles :
Tt+s = Tt(Tsf) ∀s, t ≥ 0. (4.1)
Le principe de localite´ signifie que pour un petit t la valeur de Ttf en x est de´termine´e
par le comportement de f aux alentours de x.
2. Proprie´te´ de stabilite´ : elle s’exprime de manie`re diffe´rente suivant les auteurs. Dans
[Alvarez et al., 1993] on parle de principe de comparaison
Ttf ≤ Ttg ∀t ≥ 0,∀f ≤ g, (4.2)
ou` f ≤ g ⇔ f(x) ≤ g(x) ∀x ∈ R2. Tandis que dans [Babaud et al., 1986; Weickert,
1998a] on parle du maximum-minimum ou encore de principe d’extremum
inf
R2
f ≤ Ttf ≤ sup
R2
f. (4.3)
Parfois on parle aussi de condition de causalite´. De manie`re ge´ne´rale, cela exprime le
fait que l’ope´rateur Tt doit uniquement re´duire l’information. Il ne doit pas cre´er de
faux de´tails qui ne sont pas pre´sents dans l’image initiale.
3. Proprie´te´ d’invariance : deux re´gions de f superposables par une transformation rigide
doivent avoir les meˆmes repre´sentations multi-e´chelles [Alvarez and Morel, 1994].
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4.1.1.2 Le principe de la diffusion
Soient un espace physique et une quantite´ de´finie en tout point de cet espace (masse vo-
lumique, concentration ou quantite´ de chaleur). La diffusion est un phe´nome`ne qui e´quilibre
les diffe´rences de cette quantite´ sans cre´ation ni destruction. En notant u(p) la quantite´ au
point p et ∇u le gradient de u, la diffusion se traduit par deux e´quations :
– La loi de Fick e´tablit qu’une concentration de gradient ∇u cre´e un flux ψ visant a`
la compenser. Soit D le coefficient de diffusion (parfois appele´ diffusivite´), cette
loi s’e´crit :
ψ = −D · ∇u. (4.4)
– L’e´quation de la continuite´ exprime que la masse peut eˆtre transporte´e, mais ni
cre´e´e ni de´truite :
∂tu = −div(ψ). (4.5)
ou` ∂tu est la de´rive´e partielle de u par rapport au temps et div() l’ope´rateur de
divergence.
La combinaison de ces deux e´quations s’appelle l’e´quation de diffusion et s’e´crit :
∂tu = div(D · ∇u). (4.6)
ou` D est une matrice syme´trique de´finie positive ou un scalaire. Notons que dans ce dernier
cas, on peut aussi e´crire D d’une manie`re matricielle (DI2).
4.1.1.3 Diffusion et espace multi-e´chelle
Nous reprenons les notations de Alvarez et al. [Alvarez et al., 1993] pour e´tablir le
lien entre la repre´sentation multi-e´chelle et la diffusion. Ces auteurs de´montrent que tout
espace multi-e´chelle est forme´ d’un ensemble d’images I(x, y; t) = (Ttf)(x, y) solution d’une
e´quation aux de´rive´s partielles (EDP) du second ordre
∂I
∂t
= F (∇2I,∇I, t), (4.7)
ou` ∇ est l’ope´rateur gradient et ∇2 est le Laplacien, qu’on e´crit aussi ∆ :
∆I = ∇2I = 〈∇,∇I〉 =
(
∂2I
∂2x
+
∂2I
∂2y
)
. (4.8)
En traitement d’images, on peut assimiler la concentration I au niveau de gris. La
diffusion est alors lie´e au filtre Gaussien dans l’analyse multi-e´chelle. En effet, la convolution
par un filtre Gaussien de noyau Kσ,
Kσ(x, y) =
1
2piσ2
exp
(
−x
2 + y2
2σ2
)
, (4.9)
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Fig. 4.1 – Repre´sentation d’un espace multi-e´chelle gaussien, e´quivalent a` une diffusion
isotrope. La courbe infe´rieure correspond a` la colonne 135 des lignes 40 a` 150 de l’image
Lena auquel un bruit blanc gaussien a e´te´ ajoute´. Le parame`tre de discre´tisation de l’e´chelle
est ∆t = 0.4.
de variance σ, est e´quivalente a` la solution de l’e´quation aux de´rive´es partielles (EDP) de
la diffusion en 2 dimensions :
∂
∂t
I(x, y; t) = div(D · ∇I(x, y; t)) (4.10)
au temps t = σ
2
2
, avec les conditions initiales I(x, y; 0) = f .
Lorsque D est une valeur constante, on retrouve l’e´quation de la diffusion classique
de la chaleur. C’est une diffusion homoge`ne et isotrope. La figure 4.1 pre´sente un exemple
d’espace multi-e´chelle unidimensionnel associe´ a` la fonction gaussienne. La premie`re courbe,
en trait discontinu, correspond a` la colonne 135 de l’image de ” Lena ” (Fig. 4.3) a` laquelle
on a ajoute´ un bruit blanc gaussien. Seules les lignes 40 a` 150 sont repre´sente´es. Chaque
courbe de la figure est la repre´sentation de l’espace a` une e´chelle t. Le pas de discre´tisation
de t est ∆t = 0.4. La courbe la plus haute correspond donc a` l’e´chelle t = 4. On peut
remarquer le caracte`re homoge`ne de la diffusion : l’intensite´ est lisse´e sur toute la courbe
et les contours sont progressivement perdus.
Si D de´pend de caracte´ristiques locales de l’image I, l’e´quation 4.10 de´crit un filtre
non line´aire. Selon la terminologie de Weickert [Weickert, 1998a] la diffusion ne peut eˆtre
anisotrope que si D est une matrice. Dans le cas ou` c’est une fonction scalaire, il conside`re
la diffusion he´te´roge`ne et isotrope. Krissian a de´montre´ plus tard que cette terminologie
e´tait fausse et que la diffusion de Perona et Malik est bien anisotrope [Krissian, 2000].
Dans cette the`se, nous n’adoptons donc pas la terminologie de Weickert. Dans la suite de
ce document, nous notons c(x, y; t) un coefficient de diffusion scalaire pour le diffe´rencier
d’un coefficient matriciel.
4.1.1.4 La diffusion non line´aire
A travers l’exemple pre´ce´dent, nous avons vu que lorsque le coefficient de diffusion
est constant, la diffusion ne permet pas de pre´server les contours de l’image. Le ve´ritable
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emplacement a` une e´chelle fine des contours n’est pas directement disponible dans les
e´chelles plus grossie`res. En plus, les contours deviennent flous et se de´placent. Pour pallier
ces proble`mes, Perona et Malik ont introduit la diffusion non line´aire [Perona and Malik,
1990]. L’espace multi-e´chelle non line´aire doit satisfaire trois crite`res pour ge´ne´rer des
repre´sentations se´mantiquement correctes :
– le crite`re de causalite´ vu pre´ce´demment (Eq. 4.1.1.1) ;
– le crite`re de localisation imme´diate : les contours doivent eˆtre fins et correspondre
avec les contours se´mantiquement corrects de la de´finition donne´e ;
– un lissage intra-re´gions plutoˆt qu’inter-re´gions.
Principe :
Pour satisfaire ces crite`res, les auteurs ont propose´ d’adapter la diffusion aux proprie´te´s
locales de l’image en introduisant un coefficient de diffusion c(x, y; t) de´pendant a` la fois
de l’espace et du temps (c’est-a`-dire de l’ite´ration). Pour que le filtrage soit intra-re´gions,
il est ne´cessaire de connaˆıtre les frontie`res a` toutes les e´chelles. Il est e´vident que cette
information n’est pas disponible a priori ; il faut donc utiliser un de´tecteur de contours.
Dans leur mode`le Perona et Malik utilisent un simple gradient de l’intensite´ de l’image,
aboutissant ne´anmoins a` des re´sultats appre´ciables. La diffusion non line´aire qui en de´coule
s’e´crit :
∂tI(x, y; t) = div(c(|∇I(x, y; t)|) · ∇I(x, y; t)), (4.11)
ou` c est un coefficient de diffusion adaptatif, strictement de´croissant et positif, avec :
– c(0) = 1 ;
– lim
x→∞
c(x) = 0.
Perona et Malik proposent deux fonctions c re´pondant a` ces crite`res :
c(x) = e−(
x
σ
)2 , et (4.12)
c(x) =
1
1 + (x
σ
)2
(4.13)
ou` σ est un facteur d’e´chelle pour l’amplitude du gradient. L’amplitude du flux |ψ(x)| =
x · c(x) est :
– strictement croissante pour x < σ. Le pixel est conside´re´ dans une zone homoge`ne ;
– strictement de´croissante pour x > σ. Le pixel est conside´re´ sur un contour.
Toutefois ce n’est pas une distinction franche, mais plutoˆt un de´tecteur flou : les pixels
dont la valeur du gradient est le´ge`rement diffe´rente de σ ne sont pas diffuse´s de manie`res
radicalement diffe´rentes ; ce n’est qu’au bout d’un nombre conse´quent d’ite´rations que la
diffe´rence se re´ve`le. Perona et Malik [Perona and Malik, 1990] de´montrent aussi que la
version discre`te de leur e´quation respecte le principe du maximum-minimum.
Exemples :
La figure 4.2 pre´sente un exemple d’espace multi-e´chelle unidimensionnel associe´ a` la dif-
fusion anisotrope de Perona et Malik. La premie`re courbe, trace´e en trait discontinu, est
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Fig. 4.2 – Repre´sentation d’un espace multi-e´chelle non line´aire, base´ sur la diffusion
anisotrope de Perona-Malik. La courbe infe´rieure est la meˆme que celle de la figure 4.1. Les
parame`tres de diffusion sont σ = 25 et λ = 0.1. Le parame`tre de discre´tisation de l’e´chelle
est ∆t = 0.4.
la meˆme courbe initiale que celle de la figure 4.1. Cette fois les contours d’amplitude im-
portante (|∇I| > σ) sont pre´serve´s alors que ceux d’amplitude plus faible sont lisse´s : la
diffusion est he´te´roge`ne. Notons toutefois que meˆme s’ils sont diffuse´s plus lentement, les
contours sont tous comple`tement lisse´s en un temps fini (Annexe 7.2.1).
Cependant les re´sultats de la de´tection de contours sont meilleurs que ceux du filtre
de Canny. La diffusion non line´aire produit donc des contours fins, conserve la connexite´
des contours et se formule simplement. D’autres champs d’application sont la restaura-
tion d’images et la segmentation. Perona et Malik comparent leur filtre aux approches
variationnelles [Blake and Zisserman, 1987; Mumford and Shah, 1989] et montrent que la
diffusion non line´aire peut eˆtre vue comme la descente du gradient d’une minimisation de
fonctionnelle d’e´nergie.
Fig. 4.3 – Filtrage anisotrope de l’image Lena. Un bruit blanc gaussien est ajoute´. Le
filtrage utilise la me´thode de Perona et Malik avec σ = 25 et λ = 0.1. Nous pre´sentons les
re´sultats obtenus apre`s 5, 10, 30 et 100 ite´rations.
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La figure 4.3 montre un exemple de la diffusion non-line´aire de Perona-Malik. L’image
originale est celle de Lena. On ajoute un bruit additif gaussien blanc. Les re´sultats sont
pre´sente´s pour 0 (image bruite´e), 5, 10, 30 et 100 ite´rations. Les parame`tres utilise´s sont
σ = 25 et λ = 0.1.
Nous pouvons faire les observations suivantes :
– apre`s 5 ite´rations le bruit n’est pratiquement pas filtre´ ;
– apre`s 10 et 30 ite´rations le bruit est filtre´ et l’image se rapproche de l’image originale
en plus flou ;
– apre`s 100 ite´rations le bruit disparaˆıt mais l’image devient trop floue.
Le proble`me du crite`re d’arreˆt est souleve´ : quelle est l’ite´ration apportant le meilleur
compromis entre filtrage du bruit et pre´servation des contours ? Cette question est aborde´e
dans la section 4.2.1.7.
Extensions :
Les publications qui ont suivi l’article initial de Perona et Malik sont tre`s nombreuses. La
meilleure e´tude dans le domaine demeure celle de Weickert [Weickert, 1998a], a` laquelle
nous renvoyons le lecteur pour les multiples re´fe´rences qui ne sont pas toutes reprises ici.
Nous nous limitons a` quelques contributions majeures dans les prochains paragraphes.
Catte´, Lions, Morel et Coll [Catte et al., 1992] conside`rent que le mode`le continu de
Perona et Malik est mal pose´. La de´finition couramment adopte´e d’un proble`me bien
pose´ est celle donne´e par Hadamard. Un proble`me est dit bien pose´ si et seulement si une
solution unique existe et qu’elle de´pend des donne´es d’entre´e de manie`re continue. Dans le
mode`le de Perona et Malik deux images tre`s similaires peuvent produirent des solutions
divergentes et donc des contours tre`s diffe´rents. Cela provient du fait que la diffusivite´ c
utilise´e dans [Perona and Malik, 1990] conduit a` un flux x · c(x) de´croissant pour certaines
valeurs de x ; le mode`le se comporte alors comme l’e´quation inverse de la chaleur, connue
pour eˆtre mal pose´e, pouvant cre´er rapidement des singularite´s. Toutefois Catte´ et al.
[Catte et al., 1992], et Weickert et Benhamouda remarquent que la discre´tisation ame`ne
une re´gularisation en introduisant une diffusion implicite dans le mode`le [Weickert and
Benhamouda, 1997]. Le filtre est donc ge´ne´ralement stable ; la seule instabilite´ constate´e
est l’effet d’escalier.
Pour re´soudre le proble`me d’instabilite´ dans le domaine continu, Catte´ et al. proposent
un nouveau mode`le dont le seul changement est de remplacer le gradient |∇I| de l’e´quation
(4.11) par son estimation |∇Gσ ∗ I| ou` Gσ repre´sente n’importe quel noyau de lissage. Le
gaussien est un exemple classique de ce genre de noyau. Graˆce a` cette simple modification,
ils de´montrent l’existence et l’unicite´ de la solution pour tout σ > 0. La nouvelle e´quation
se formule ainsi :
∂tI(x, y; t) = div(c(|∇Iσ(x, y; t)|) · ∇I(x, y; t)). (4.14)
L’autre proble`me du mode`le de Perona et Malik, pose´ aussi pour le mode`le de Catte´ et
al., est que la diffusion isotrope est quasiment absente sur les contours francs. Cela permet
de conserver l’information importante, mais aussi le bruit. Une solution est apporte´e par
les filtres anisotropes a` tenseur matriciel ou` le flux ψ n’est en ge´ne´ral pas paralle`le au
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gradient de l’image. Ces filtres ont e´te´ e´tudie´s en profondeur par Weickert [Weickert, 1996;
Weickert, 1998a; Weickert, 1999a; Weickert, 1999b].
4.1.1.5 Limitations des diffusions non line´aires classiques
Ces filtres de diffusion donnent de bons re´sultats dans le cadre d’images affecte´es par
un bruit additif. Ce n’est pas le cas pour des images e´chographiques, ou` le speckle est
inhe´rent. Nous avons vu dans le chapitre 3 que le speckle peut eˆtre assimile´ a` un bruit
multiplicatif ; nous avons pre´sente´ les filtres de la litte´rature adapte´s a` son filtrage. Nous
montrons ici les limitations des mode`les de diffusion non line´aire face a` ce phe´nome`ne.
La figure 4.4 montre un exemple de la diffusion de Perona et Malik sur une image
e´chographique. Le re´sultat est pre´sente´ pour trois valeurs du parame`tre σ. Comme pre´conise´
dans [Black et al., 1998], la valeur σ est calcule´e a` partir de la de´viation absolue de la
me´diane (MAD) du gradient de l’image :
σ =
√
2(1.4826 MAD(∇I))
=
√
2(1.4826 medI(||∇I −medI(||∇I||)||)).
(4.15)
Les deux autres valeurs correspondent a` σbas = σ/2 et σhaut = 2σ ; ils mettent en valeur la
sensibilite´ du parame´trage. Les re´sultats correspondent aux ite´rations 10, 30, et 500.
Fig. 4.4 – Exemple de diffusion classique face au speckle : Diffusion de Perona et Malik
Pour l’image initiale la valeur estime´e de σ est 16.49. Les autres valeurs utilise´es sont
σbas = 8.25 et σhaut = 33. Le pas d’ite´ration est λ = 0.05. Apre`s 10 ite´rations, l’image n’est
quasiment pas diffuse´e et l’influence du parame`tre σ n’est pas visible. Elle commence a`
l’eˆtre apre`s 80 ite´rations ou` on peut observer qu’il n’est pas possible de diffuser les zones
homoge`nes tout en respectant les contours. Le speckle cre´e des variations brutales et non
re´gulie`res de l’intensite´. Au bout de 500 ite´rations, soit l’image est comple`tement floue soit
des contours rectilignes parasites apparaissent.
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Les filtres que nous venons de pre´senter reposent tous sur des versions (lisse´es ou non)
de l’amplitude du gradient. Or cette statistique n’est pas suffisante pour de´terminer si un
pixel appartient a` un contour dans une image contenant du speckle. En effet,
– lorsque la valeur du seuil de de´tection est basse, les variations subites importantes
cre´e´es par le speckle dans les zones claires sont de´tecte´es comme des contours ;
– lorsque la valeur du seuil est haute, les contours dans les zones sombres sont lisse´s et
les structures de l’image perdues.
4.1.2 Coefficient de variation local et diffusion anisotrope
Les filtres adapte´s au speckle, comme ceux de Lee, Frost, Kuan, leurs versions mo-
difie´es ainsi que le filtre Gama MAP reposent sur le coefficient de variation (CV)(Chap. 3).
Nous conside´rons ici l’adaptation du coefficient de variation dans le cadre de la diffusion
anisotrope.
Rappelons que le coefficient de variation global se calcule sur une zone homoge`ne et
qu’il est donne´ par l’expression :
G2 = var(I)
I
2 . (4.16)
Son estimation locale dans une feneˆtre centre´e sur un pixel s est :
γ2(s) =
1
|ηs|
∑
p∈ηs
(Ip − Is)2
Is
2 (4.17)
ou` ηs est le voisinage de s. Is est la valeur moyenne de l’intensite´ des pixels de ηs.
Rappelons aussi (Chap. 3) que les filtres classiques de speckle ont trois types de re´ponses
a` l’amplitude du CV local.
– si le CV local est en dessous d’un seuil bas, le filtre se comporte comme un filtre
moyenneur ;
– si le CV local est au dessus d’un seuil haut, le filtre laisse le pixel courant inchange´ ;
– quand le CV local se situe entre les deux seuils, le filtre e´tablit un e´quilibre entre le
filtre moyenneur et le filtre passe-tout.
Bien que ces filtres pre´servent les contours et les e´le´ments de l’image, ils ne sont pas
sans de´faut :
– ils sont tre`s sensibles a` la taille et la forme de la feneˆtre de filtrage. Lorsque la feneˆtre
est trop grande, les contours sont trop lisse´s ; et lorsque la feneˆtre est trop petite de
faux contours sont de´tecte´s et le speckle est inchange´ ;
– ils n’ame´liorent pas les contours ; au mieux ils les laissent inchange´s ;
– ils ne sont pas directionnels ; dans le voisinage des contours aucun filtrage n’est ef-
fectue´, alors qu’un filtrage paralle`le au contour serait envisageable.
– la distinction entre pixels d’une re´gion homoge`ne et ceux d’un contour est trop nette :
une classification plus continue est souhaitable.
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4.1.2.1 Premier lien entre diffusion et coefficient de variation
Yu et Acton [Yu and Acton, 2002] sont les premiers a` utiliser le coefficient de variation
dans la diffusion anisotrope. Leur me´thode sera de´signe´e, dans la suite de ce document,
me´thode ou filtre de Yu.
Posons G0 le CV global de l’image initiale. Vu que l’image est lisse´e, il est ne´cessaire de
corriger sa valeur a` chaque ite´ration. Les auteurs proposent de mode´liser la diminution du
CV global de la manie`re suivante :
G(t) = G0e−ρt (4.18)
ou` ρ (ρ < 1) permet de fixer la rapidite´ de descente du CV global. Ils fixent ρ = 1/6 et
G0 = 1 pour les images e´chographiques. Cela suppose un speckle pleinement de´veloppe´.
Dans un article re´cent [Yu and Acton, 2004], ils e´valuent G0 a` l’aide de la de´viation absolue
de la me´diane (MAD pour median absolute deviation) comme le propose Black [Black et
al., 1998].
Les auteurs proposent les coefficients de diffusion suivants :
c(i, j; t) =
1
1 + γ
2(i,j;t)−G2(t)
G2(t)(1+G2(t))
, (4.19)
et
c(i, j; t) = exp
(
−γ
2(i, j; t)− G2(t)
G2(t)(1 + G2(t))
)
. (4.20)
ou` γ(i, j; t) est le CV local au pixel (i, j) a` l’ite´ration t avec une 4-connexite´.
Pour leurs expe´rimentations, ils utilisent exclusivement le premier coefficient.
4.1.2.2 Analyse de la me´thode de Yu
Comportement du filtre :
Les deux coefficients de diffusion (Eq.4.19 et 4.20) sont une adaptation de ceux propose´s
par Perona et Malik (Eq. 4.12 et 4.13). En effet, en posant :
k(i, j; t) =
γ2(i,j;t)
G2(t) − 1
1 + G2(t) , (4.21)
nous pouvons e´crire les deux coefficients respectivement :
c(i, j; t) =
1
1 + k(i, j; t)
, et (4.22)
c(i, j; t) = e−k(i,j;t) (4.23)
avec k ∈ R+.
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Ce gain k est une adaptation du gain de Kuan [Kuan et al., 1985] pre´sente´ dans
l’e´quation 3.14. L’inversion du rapport G(t)
2
γ(i,j;t)2
permet d’obtenir the´oriquement (cf. pa-
ragraphe suivant) k ≥ 1 plutoˆt que k ∈ [0, 1] pour la version de Kuan.
Etant donne´ ces remarques, nous constatons que le filtre de Yu se comporte de la
manie`re suivante ;
– quand le CV local est proche du CV global ; le gain k est faible et c(i, j; t) ≈ 1 ;
– quand le CV local est beaucoup plus grand que le CV global, le gain est de forte
amplitude, diminuant ainsi la valeur du coefficient de diffusion.
Limitations :
Nous montrons dans cette section que le filtre de Yu pre´sente plusieurs limitations.
(a) Principe de causalite´
Proprie´te´ :
Le filtre de Yu ne respecte pas le crite`re de causalite´ des espaces multi-e´chelles se´mantiquement
corrects (Sec. 4.1.1.4).
Preuve :
Le coefficient de variation local doit the´oriquement eˆtre supe´rieur ou e´gal au coefficient de
variation global. En pratique, cette condition n’est pas toujours ve´rifie´e. En effet :
– vu la difficulte´ de se´lectionner une re´gion de re´flectivite´ homoge`ne pour estimer G0,
il est arbitrairement fixe´ a` 1 [Yu and Acton, 2002] ou estime´ a` partir de la de´viation
absolue de la me´diane [Yu and Acton, 2004]. Yu utilise alors l’e´quation (4.18) pour
re´e´valuer G a` chaque ite´ration. Ce processus ne garantie pas que γ  G.
– le speckle n’e´tant pas homoge`ne, les estimations de G sur deux re´gions de re´flectivite´
homoge`ne ne sont pas ne´cessairement identiques. De plus γ peut eˆtre tre`s bas du fait
de son estimation sur une 4-connexite´.
Le filtre de Yu peut eˆtre e´crit sous la forme :
c(i, j; t) =
G4(t) + G2(t)
G4(t) + γ2(i, j; t) . (4.24)
Lorsque γ < G, c(i, j; t) > 1. Cette situation peut se retrouver sur une grande partie de
l’image. Ce coefficient de diffusion ne respecte donc pas le principe du maximum-minimum.
(b) Non conservation de l’e´nergie
Lorsque le coefficient de diffusion de´passe l’unite´, la saturation de l’intensite´ induit une
perte ou une augmentation d’e´nergie totale. La figure 4.5 illustre ce phe´nome`ne pour le cas
d’une saturation qui engendre une augmentation globale de l’e´nergie. La conservation de
l’e´nergie repose notamment sur le respect du maximum-minimum et n’est donc pas ve´rifie´e.
(c) Autres limitations
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Fig. 4.5 – Saturation de l’intensite´ lors d’un transfert d’e´nergie quand le coefficient de
diffusion est supe´rieur a` un.
Le mode`le de Yu pre´sente d’autres limitations :
– le CV global G est mal estime´. Quand il n’est pas fixe´ a` 1, il est e´value´ par l’estimateur
propose´ par Black. Nous de´montrons en section 4.2.1.6 que cet estimateur est utilise´
de manie`re errone´e ;
– le filtre supprime les structures importantes de l’image et de l’information ne´cessaire
pour leur interpre´tation (Fig. 4.6) ;
– le coefficient de diffusion tend vers 0 sans l’atteindre. Par conse´quent, tous les contours
meˆme les plus importants sont diffuse´s.
La figure 4.6 montre un exemple de diffusion par la me´thode de Yu. L’image initiale
est une e´chocardiographie d’un fœtus de 12 semaines. Les ventricules ne paraissent pas
syme´triques. Le ventricule droit apparaˆıt plus petit en raison des trabe´culations nombreuses
au niveau de la pointe. Les re´sultats sont pre´sente´s apre`s 5, 40, 80, 150 et 1000 ite´rations,
pour G0 = 1, ρ = 1
6
. Un agrandissement sur le ventricule droit est pre´sente´ pour l’image
originale et pour l’ite´ration 1000.
Les re´sultats sont inte´ressants ; les contours sont lisses et la dernie`re image est qua-
siment constante par morceaux. Cependant, on remarque que les structures des parois
sont diffuse´es et e´largies. Les structures visibles dans l’agrandissement sont diffuse´es et
fusionne´es entre re´gions adjacentes. On constate enfin que la surface interne de l’oreillette
droite a diminue´e.
Pour ame´liorer ce mode`le, il faut construire une filtre qui :
– respecte les crite`res d’espace multi-e´chelle se´mantiquement correct ;
– ne modifie pas les structures de l’image ;
– s’appuie sur une meilleure estimation de G ;
– respecte le principe de conservation de l’e´nergie ;
Dans la prochaine section nous de´veloppons un nouveau mode`le qui vise a` re´pondre a`
ces exigences.
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Fig. 4.6 – Filtre de Yu applique´e a` une image e´chocardiaque d’un fœtus de 12 semaines,
pour q0 = 1, ρ = 1/6, apre`s 10, 40, 80, 150 et 1000 ite´rations.
4.2 Mode´lisation
Nous pre´sentons ici un nouveau coefficient de diffusion anisotrope adapte´ au speckle.
Nous revenons d’abord sur le lien entre diffusion anisotrope et estimation robuste d’une
image constante par morceaux. Nous comparons ensuite l’influence des coefficients de dif-
fusion de la litte´rature en faisant abstraction de la nature du parame`tre d’entre´e. Nous
de´montrons que le coefficient de variation local peut eˆtre utilise´ comme parame`tre dans
l’EDP de la diffusion anisotrope. Nous pre´sentons notre coefficient de diffusion, ses pa-
rame`tres, ainsi que leur estimation automatique. Nous de´montrons que l’estimation clas-
sique du terme d’interception de l’amplitude du gradient, propose´e par Black [Black et
al., 1998], est errone´e. Nous e´tablissons alors la version discre`te de l’EDP de diffusion as-
socie´e a` notre coefficient de diffusion ; nous discutons les proprie´te´s de respect de crite`re
de causalite´ et de conservation de l’e´nergie.
4.2.1 Pre´sentation
4.2.1.1 Estimation robuste et diffusion anisotrope
Il est possible d’e´tablir un lien entre les statistiques robustes et la diffusion anisotrope
[You et al., 1996; Black et al., 1998]. En effet, la diffusion anisotrope peut eˆtre perc¸ue
comme un proble`me d’estimation d’une image constante par morceaux a` partir d’une image
bruite´e.
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En se plac¸ant dans le domaine continu, le proble`me d’estimation robuste s’e´crit :
min
I
E(I) = min
I
(∫
Ω
ρ(|∇I|, σ)dΩ
)
(4.25)
ou` ρ(·) est une fonction d’erreur robuste et σ un parame`tre proportionnel au terme
d’interception. Ce terme repre´sente la valeur au-dela` de laquelle |∇I| est conside´re´ aber-
rant. Soit s un pixel d’intensite´ Is. Pour minimiser l’e´nergie (eq. 4.25), l’intensite´ du voi-
sinage de s doit eˆtre proche de Is. Le choix de la fonction d’erreur permet de diminuer
l’impact des points aberrants ayant un gradient fort, notamment aux frontie`res entre les
re´gions.
En utilisant la variation de Gateaux [Smith, 1985] et le the´ore`me de Green, on peut
e´crire [You et al., 1996] le gradient de l’e´nergie comme :
∇E(I) = −div
(
ρ′(|∇I|) ∇I|∇I|
)
(4.26)
A la manie`re de la descente de la plus grande pente, on peut donc minimiser l’e´nergie E(I)
en se de´plac¸ant dans la direction oppose´e au gradient ; ce qui s’e´crit par l’EDP suivante :
∂tu = −∇E(I)
= div
[
ρ′(|∇I|) ∇I|∇I|
]
.
(4.27)
On reconnaˆıt ici l’EDP de la diffusion anisotrope. La relation qui lie le coefficient de
diffusion et la fonction d’erreur base´e sur l’amplitude du gradient s’e´crit [You et al., 1996;
Black et al., 1998] :
ρ′(x) = c(x) x. (4.28)
Ce pont entre coefficient de diffusion et fonction d’erreur robuste permet le de´veloppement
d’un grand nombre de mode`les de diffusion. Dans [Black et al., 1998] le mode`le classique
de la diffusion anisotrope est rendu plus robuste graˆce a` l’utilisation d’un coefficient de
diffusion adapte´ de la fonction de Tukey. Il s’e´crit :
c(x, σ) =
{
1
2
[1− (x
σ
)2
]2 si x ≤ σ,
0 sinon ;
(4.29)
ou` σ est proportionnel au terme d’interception de l’amplitude du gradient de l’intensite´ :
au-dela` de cette valeur les points ne sont pas diffuse´s.
4.2.1.2 Comparaison des coefficients de diffusion et analyse du comportement
aux limites
Dans cette section, nous analysons les diffe´rents coefficients de diffusion de la litte´rature
sans tenir compte de la nature du parame`tre d’entre´e. Notre inte´reˆt se porte sur le com-
portement des coefficients de diffusion dans les zones homoge`nes, pre`s des contours et sur
les contours.
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Label coefficient de diffusion fonction associe´e
Perona1 c(x) = exp−(
x
σ
)2 Leclerc
Perona2 c(x) = 1
1+( x
σ
)2
Lorentz
Weickert c(x) =
{
1− exp
(
−cm
(x/σ)m
)
si x > 0
1 sinon.
-
Charbonnier c(x) =
(
1 + x
2
σ2
)− 1
2
-
Black c(x) =
{
[1− (x
σ
)2
]2 si x ≤ σ,
0 sinon.
Tukey
Fig. 4.7 – Coefficients de diffusion.
Nous e´tudions le comportement de cinq mode`les. Nous les appelons par le nom de
l’auteur qui les a utilise´ pour la premie`re fois dans le cadre de la diffusion. Le tableau 4.7
donne les e´quations des fonctions en question.
Les deux premiers coefficients de diffusion sont ceux de´finis par Perona et Malik (eq.
4.12 et 4.13). Le lien entre les fonctions robustes et les coefficients de diffusion (eq. 4.28)
permet de les identifier comme correspondants aux fonctions d’erreur de Lorentz et de
Leclerc [Black et al., 1998].
Ensuite vient un des coefficients de diffusion scalaire de Weickert [Weickert, 1997], ou`
cm est choisi de manie`re a` ce que le flux x · c(x) soit croissant pour x < σ et de´croissant
pour x > σ. Pour l’expe´rimentation et les comparaisons, nous posons m = 4, donnant
cm = 3.31.
Charbonnier et al. ont propose´ d’utiliser des fonctions convexes pour e´viter l’instabilite´
des diffusions arrie`res [Blanc-Feraud et al., 1995]. Le quatrie`me coefficient de diffusion est
l’une de ces fonctions.
La dernie`re fonction est l’adaptation par Black de la fonction robuste de Tukey a` la
diffusion anisotrope [Black et al., 1998].
Notons que les deux coefficients de Yu ne sont pas re´analyse´s ici car ils ont la meˆme
forme que les deux coefficients de Perona.
Les courbes
La figure 4.8 montre les courbes associe´es a` chaque fonction ainsi que la fonction x · c(x)
correspondante. L’amplitude des coefficients de diffusion est normalise´e pour pouvoir les
comparer.
Pour des valeurs faibles de x, Perona1, Perona2, Charbonnier et Black se comportent
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Fig. 4.8 – Comparaison des coefficients de diffusion
relativement de la meˆme manie`re. Le coefficient de diffusion de Weickert est quasiment
constant pour 0 ≤ x < σ.
Lorsque x augmente tous les mode`les tendent vers 0. Cependant seul celui de Black
atteint re´ellement cette valeur. Cela signifie qu’avec tous les autres, la diffusion ne s’arreˆte
jamais totalement. Un contour meˆme tre`s marque´ est diffuse´ vers ses voisins. Pour une
infinite´ d’ite´rations, l’image devient comple`tement lisse, de valeur e´gale a` la moyenne de
l’image initiale. Seul le coefficient de diffusion de Black permet de conserver une image
lisse par morceaux si l’amplitude des contours de´passe le seuil σ.
Les mode`les diffe`rent ensuite par leur vitesse de de´croissance, ou leur concavite´ dans le
cas de Charbonnier. Le coefficient de diffusion correspondant a` la fonction de Tukey semble
le mieux adapte´ pour conserver les contours. La section suivante montre l’adaptation de
cette fonction pour proposer un nouveau coefficient de diffusion qui re´pond a` l’exigence du
respect des structures.
4.2.1.3 Le coefficient de diffusion propose´
La fonction de Tukey permet de fixer une limite pre´cise a` partir de laquelle on conside`re
les valeurs aberrantes. Nous posons γ(i, j; t) la valeur du CV local au point (i, j), et γs un
seuil proportionnel au terme d’interception de γ, de´finit en section 4.2.1.6. Le coefficient
de diffusion que nous proposons s’e´crit :
c(γ)i,j =

[
1− γ2(i,j;t)
γ2s (t)
]2
si γ(i, j; t) ≤ γs(t),
0 sinon.
(4.30)
Le parame`tre γs est le seuil a` partir duquel les contours sont pre´serve´s. Ce parame`tre est
re´e´value´ a` chaque ite´ration, a` la diffe´rence des mode`les classiques ou` le parame`tre σ est
fixe´ au de´but de l’algorithme.
Parame`tres et diffusions :
Les parame`tres ne´cessaires a` l’e´tablissement du nouveau coefficient sont :
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– γe est le seuil au-dela` duquel un pixel est conside´re´ sur un contour (Sec. 4.2.1.6) ;
– γs est le seuil au-dela` duquel la diffusion est comple`tement stoppe´e.
Le parame`tre γs s’obtient en fonction du parame`tre γe. Posons |Ψ(i, j; t)| = c(i, j; t)|∇I(i, j; t)|
le flux de la diffusion. Nous de´sirons que Ψ′(i, j; t) > 0 lorsque le pixel (i, j; t) est sur une
zone homoge`ne et que Ψ′(i, j; t) < 0 lorsqu’il est sur un contour. Nous en concluons que
lorsque γ = γe, la fonction Ψ
′ s’annule et la fonction |Ψ| est maximale. Il n’est cependant
pas possible de de´terminer le maximum de |Ψ| uniquement en fonction du CV local car
cette fonction de´pend aussi du gradient de l’intensite´. Pour de´terminer γs nous faisons la
supposition que |Ψ| est maximum lorsque γ c(γ) est maximum :
γe = argmax
γ
(γ c(γ)). (4.31)
En posant Γ = γ
γs
, la recherche du maximum peut s’e´crire :
[
Γ(1− Γ2)2]′ = 0 (4.32)
⇔ (1− Γ2)2 − 4Γ2(1− Γ2) = 0 (4.33)
Γ2 6=1⇔ 1− 5Γ2 = 0 (4.34)
⇔ γ = γs√
5
(4.35)
avec Γ2 6= 1, puisque cette solution correspond a` Ψ = 0 qui n’est pas maximum. On obtient
finalement que γs =
√
5γe.
L’e´valuation du coefficient propose´ ne´cessite une estimation discre`te de γ. Nous pre´sentons
cette estimation dans la section suivante. Nous e´tablissons alors l’e´quation discre`te de
l’e´volution de la diffusion issue du nouveau coefficient et appele´e ci-apre`s γ-diffusion.
Puis, nous montrons qu’il est le´gitime d’utiliser le CV local pour re´soudre l’EDP de la dif-
fusion. Nous pre´sentons ensuite l’estimation automatique robuste du terme d’interception
du coefficient de variation local (γe).
4.2.1.4 Estimation discre`te du coefficient de variation local
Pour utiliser le CV local dans l’EDP de la diffusion, il faut en calculer une version
discre`te. On commence par exprimer la valeur moyenne locale de l’intensite´ et la moyenne
locale du carre´ de l’intensite´ en fonction du laplacien, calcule´ sur le voisinage ηs (4 ou
8-connexite´), comme suit :
Is = Is + Is − Is
= Is +
1
|ηs|
∑
p∈ηs(Ip − Is)
= Is +
1
|ηs|∇2Is
(4.36)
De la meˆme manie`re :
I2s = I
2
s +
1
|ηs|∇
2I2s (4.37)
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On peut ensuite substituer ces deux expressions dans l’e´quation 4.17, on obtient :
γ2(i, j; t) =
1
|ηs|
∑
p∈ηs(Ip − Is)2
(Is)2
(4.38)
=
(I2s )− (Is)2
(Is)2
(4.39)
=
(I2s +
1
|ηs|∇2I2s )
(Is +
1
|ηs|∇2Is)2
− 1 (4.40)
avec les notations suivantes :
– s = (i, j) le pixel central ;
– ηs un voisinage de s ;
– |ηs| le cardinal de ηs ;
– Is la moyenne des intensite´s des pixels de ηs.
Le laplacien d’un produit de variables se calcule comme :
∇2(fg) = (∇2f)g + 2(∇f) · (∇g) + f∇2g (4.41)
En appliquant ce de´veloppement a`∇2(I2), on peut re´e´crire l’e´quation 4.40 de la manie`re
suivante :
γ2(i, j; t) =
2|ηs| |∇Is|2 − (∇2Is)2
[|ηs|Is +∇2Is]2 , (4.42)
cela permet d’e´crire le coefficient de variation comme une combinaison entre le gradient et
le laplacien de l’image au point (i, j). On peut e´crire l’EDP de la γ-diffusion de la manie`re
suivante :
∂tI(x, y; t) = div[c(γ(x, y; t))∇I(x, y; t)] (4.43)
avec les conditions suivantes :
I(x, y; 0) = I0(x, y) (4.44)
∂~nI(x, y; t) = 0, ∀(x, y) ∈ ∂Ω, (4.45)
ou` δΩ repre´sente le bord du domaine Ω de l’image. ~n est le vecteur normal sortant de δΩ.
L’e´quation discre`te d’e´volution correspondante se formule :
I(i, j; t+∆t) = I(i, j; t) +
∆t
|ηs|div[c(γ(i, j; t))∇I(i, j; t)]. (4.46)
4.2.1.5 Le´gitimite´ de l’utilisation du coefficient de variation
Rappelons que l’estimation robuste d’une image constante par morceaux est base´e sur
une minimisation d’e´nergie. Cette e´nergie caracte´rise l’e´loignement entre l’image courante
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et une image lisse par morceaux. Elle est ge´ne´ralement base´e sur le gradient de l’intensite´,
dont l’amplitude est faible dans les re´gions homoge`nes et e´leve´e sur les contours. Lorsque
le gradient d’un voisinage diminue, l’e´nergie diminue.
Le coefficient de diffusion que nous proposons n’est pas directement comparable aux
autres fonctions de la litte´rature puisque le parame`tre d’entre´e γ correspond a` une mesure
diffe´rente, et que le parame`tre γs(t) est une fonction de´croissante dans le temps. Nous
e´tablissons ici la le´gitimite´ de ces parame`tres.
Pour ge´ne´rer des repre´sentations se´mantiquement correctes, nous avons vu en section
4.1.1.4 qu’un espace multi-e´chelle non line´aire doit satisfaire trois crite`res. Nous les ve´rifions
ici pour la γ-diffusion :
– principe de causalite´ ou encore principe du maximum-minimum : de´montre´ expli-
citement dans la section 4.2.3.1 ;
– principe de localisation imme´diate. L’utilisation du coefficient de variation per-
met d’ame´liorer la pre´cision des mode`les existants. Son utilisation comme de´tecteur
de contours dans des images contenant du speckle est a` la base du filtrage des images
RSO. Nous avons montre´ en section 3.1.3, qu’il est plus efficace pour localiser les
contours que le gradient de l’intensite´ ;
– favorisation du lissage intra-re´gions. Le CV local est le rapport entre la variance
et la moyenne d’un voisinage donne´ (eq.3.4). Nous avons montre´ (Sec. 3.1.2) que dans
le cas d’un bruit multiplicatif il peut s’e´crire comme :
γ2(i, j; t) =
var(n)E(R)2
E(Rn)2︸ ︷︷ ︸
CV global
+var(R)
(var(n) + E(n)2)
E(Rn)2
(4.47)
ou` R et n sont respectivement la re´flectivite´ re´elle et le bruit au point s = (i, j; t).
L’espe´rance E() et la variance var() sont calcule´es sur le voisinage ηs du point s.
Le deuxie`me terme de cette e´quation est positif ou nul et proportionnel a` la variance
de la re´flectivite´ re´elle. Dans une re´gion homoge`ne, la variance de l’intensite´ est faible
(nulle s’il n’y a pas de bruit) ; donc le CV local (γ) est faible (respectivement nul).
Sur un contour, le deuxie`me terme est strictement positif ; le CV local est plus e´leve´
que le CV global. Le CV local est donc repre´sentatif de l’homoge´ne´ite´ du voisinage.
Il est inte´ressant de reprendre l’e´quation (4.42) pour le cas d’un contour. Le laplacien
est tre`s petit par rapport a` l’amplitude du gradient. En ne´gligeant ce terme on peut
e´crire :
γ(i, j; t) ∝ |∇Ii,j|
Ii,j
(4.48)
ou` ∝ de´signe la proportionnalite´. Le coefficient de variation se comporte comme
une version normalise´e du gradient de l’image au point (i, j). Le CV local est bien
croissant avec l’amplitude des contours. De plus, notre coefficient de diffusion :
– est maximal pour γ = 0 ;
– est strictement de´croissant ;
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– arreˆte comple`tement la diffusion pour γ ≥ γs.
Le lissage intra-re´gions est donc favorise´. Il est donc possible d’utiliser le CV local
dans le cadre de la minimisation d’e´nergie en respectant les crite`res e´tablis par Perona.
4.2.1.6 Estimation automatique du terme d’interception
Le coefficient de variation global est par de´finition calcule´ sur une zone homoge`ne de
l’image. La se´lection d’une telle zone ne´cessite une interaction inde´sirable. Nous proposons
de re´soudre cette difficulte´ a` l’aide d’un estimateur robuste du terme d’interception du
CV local.
De´finition :
Le ” terme d’interception ” d’une variable est le seuil a` partir duquel une valeur est
conside´re´e aberrante.
Pour de´tecter les contours, nous conside´rons aberrantes les valeurs du CV local qui
sont supe´rieures au CV global. En ce sens le terme d’interception du CV local est une
estimation du CV global de l’image.
Dans cette section nous commenc¸ons par de´crire un estimateur du terme d’interception
propose´ par Black et discuter ses limitations. Puis nous pre´sentons les deux estimateurs
que nous proposons.
Estimateur de Black :
Dans [Black et al., 1998; Black and Sapiro, 1999; Yu and Acton, 2004] on trouve une
estimation automatique du terme d’interception qui se formule :
σe = 1.4826MADΩ(|∇Ii,j|) (4.49)
ou` ∇Ii,j de´note le gradient au point (i, j), Ω est l’ensemble des pixels de I et
MADΩ(x) = med
s∈Ω
(|x(s)−med
s′∈Ω
x(s′)|) (4.50)
avec med
s∈Ω
x(s) la me´diane de x sur l’image I.
Cette estimation (σe) est utilise´e de manie`re errone´e dans [Black et al., 1998; Black and
Sapiro, 1999; Yu and Acton, 2004] : elle est compare´e a` |∇Ii,j|. Or, le MAD repre´sente
une distance a` la me´diane d’un ensemble de donne´es. Il ne peut donc pas eˆtre compare´
directement aux donne´es elles-meˆmes. Il suffit de constater que cet estimateur est invariant
aux translations des donne´es.
Soit I une image ou` plus de la moitie´ des gradients sont e´gaux a` une constante g0.
Quelle que soit l’amplitude des autres gradients, la totalite´ des gradients de cette image
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Fig. 4.9 – Exemple mettant en e´vidence l’inefficacite´ de l’estimateur de Black du terme
d’interception. L’image originale est de taille 64x64. Re´sultats pre´sente´s apre`s 500 ite´rations
de diffusion (mode`le de Black) avec ∆t = 0.05, en utilisant (b) l’estimateur de Black, (c)
notre estimateur.
serait conside´re´e comme aberrante. Ceci se de´montre facilement :
card{(i, j)|(i, j) ∈ Ω, ∇Ii,j = g0} > card{Ω}
2
⇒ med
s∈Ω
(|∇Is|) = g0
⇒ MADΩ(|∇Ii,j|) = med
s∈Ω
(||∇Is| − g0|)
⇒ MADΩ(|∇Ii,j|) = 0.
card{S} repre´sente le cardinal de S. D’une manie`re ge´ne´rale, l’estimateur propose´ par
Black est insensible aux bruits uniformes.
La figure 4.9 pre´sente le re´sultat de la diffusion anisotrope robuste de Black sur une
image synthe´tique, apre`s 500 ite´rations, pour ∆t = 0.05. σe est estime´ directement par
le MAD (eq. 4.49). L’image contient un bruit pe´riodique caracte´rise´ par des lattes dont
l’intensite´ est alternativement 230 et 240 par saut de 2 pixels. Apre`s 500 ite´rations l’image
reste entie`rement inchange´e. Des re´sultats comparatifs avec notre approche sont pre´sente´s
en Annexe 7.1.
Notre estimateur :
Pour e´valuer correctement le parame`tre γe, nous faisons appel aux statistiques robustes
[Rousseeuw and Leroy, 1987]. Le proble`me revient a` estimer un parame`tre d’e´chelle a` partir
d’un ensemble de donne´es dont on ne connaˆıt pas la fonction de densite´ de probabilite´.
Nous normalisons les donne´es :
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ai,j =
γ(i, j)−med
p∈Ω
(γ(p)
c med
q∈Ω
(|γ(q)−med
r∈Ω
(γ(r))|) (4.51)
ou` med
p∈Ω
(γ(p)) est la me´diane des valeurs de γ de l’image I a` l’ite´ration courante. c est
un facteur de correction, il permet de retrouver la normalisation classique par la moyenne
et l’e´cart type dans le cas ou` les donne´es suivent une distribution gaussienne de moyenne
nulle et de variance 1 :
x ∼ N (0, 1) ⇒
x−med
p∈Ω
x(p)
c med
q∈Ω
(|x(q)−med
r∈Ω
x(r)|) =
x− x
σ(x)
⇒ c med
p∈Ω
(|x(p)|) = 1
⇒ c = 1
Φ−1(0.75)
⇒ c = 1.4826
avec Φ(x) l’inte´grale de la fonction de densite´ de probabilite´ entre ]−∞, x].
Nous proposons que le terme d’interception γe soit la valeur de γ correspondant a`
ai,j = 1 :
ai,j = 1 ⇔
γ(i, j)−med
p∈Ω
(γ(p))
c med
q∈Ω
(|γ(q)−med
r∈Ω
(γ(r))|) = 1 (4.52)
⇔ γ(i, j) = c med
p∈Ω
(|γ(p)−med
q∈Ω
(γ(q))|) + med
r∈Ω
(γ(r)) (4.53)
soit :
γe = c med
p∈Ω
(|γ(p)−med
q∈Ω
(γ(q))|) + med
r∈Ω
(γ(r)). (4.54)
Lorsque la me´diane de la variable conside´re´e (γ ou |∇I|) est nulle, le terme d’inter-
ception est nul. Or, il apparaˆıt comme de´nominateur dans la majorite´ des coefficients de
diffusion. Il serait donc inutilisable. Dans cette situation nous proposons d’estimer γe par
la moyenne de la de´viation absolue :
γe =
c′
n
∑
(i,j)∈Ω
|γ(i, j)−med
p∈Ω
(γ(p))|+med
q∈Ω
(γ(q)) (4.55)
ou` n = card{Ω}. c′ est un deuxie`me facteur de correction qui permet la` encore de retrouver
la normalisation lorsque la variable suit une loi normale. Posons x une telle variable :
x ∼ N (0, 1) ⇒ c
′
n
∑
(i,j)∈Ω
|γ(i, j)−med
p∈Ω
(γ(p))| =
√
2
pi
σ(x) (4.56)
⇒ c′ =
√
pi
2
. (4.57)
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Discussion :
L’estimateur de´fini par Black sous-estime le seuil des valeurs aberrantes. Son coefficient
de diffusion arreˆte comple`tement la diffusion lorsque le gradient est au-dessus de σe. Il
pre´serve donc mieux les contours, mais il n’e´limine pas bien le bruit.
La figure 4.9 montre un exemple de la diffusion de Black pour laquelle le calcul de σe a
e´te´ modifie´ en accord avec notre estimateur. Apre`s 500 ite´rations les petites variations des
lattes du fond de l’image sont diffuse´es, et les contours de fortes amplitudes sont pre´serve´s.
Cette estimation automatique de γe pre´sente deux avantages :
– elle permet de libe´rer le mode`le d’un parame`tre ;
– elle autorise une re´e´valuation a` chaque ite´ration de l’impact du speckle dans l’image.
4.2.1.7 Crite`re d’arreˆt de l’algorithme
Le choix du nombre d’ite´rations utilise´es pour la diffusion a des re´percussions impor-
tantes sur la qualite´ du re´sultat (Fig. 4.3 et 4.4). Il faut faire un compromis entre la fide´lite´
aux valeurs initiales des pixels et le but d’une solution constante par morceaux. En effet,
– pour un petit nombre d’ite´rations, le re´sultat garde plus de de´tails mais aussi plus
de bruit ;
– pour un grand nombre d’ite´rations, le re´sultat est proche du mode`le lisse par mor-
ceaux inhe´rent a` la diffusion.
Nous passons ci-dessous en revue les crite`res d’arreˆt de la litte´rature avant d’e´tablir un
crite`re pour notre γ-diffusion.
(a) Crite`res base´s sur le couˆt du calcul
Dolcetta et Ferretti ont formule´ le proble`me du crite`re d’arreˆt comme une minimisation de
la fonctionnelle [Dolcetta and Ferretti, 2000] :
E(T ) =
T∑
0
Ec + Es (4.58)
T est le nombre total d’ite´rations ; Ec est le couˆt en temps de calcul Ec = cN(I)T ; Es est
le couˆt d’arreˆt, fonction de la distance entre l’image d’origine et l’image courante :
Es = −
(∫∫
Ω
|I(x, y;T )− I(x, y; 0)|2dxdy
)2
(4.59)
avecN(I) le couˆt attribue´ a` une ite´ration sur l’image I et c un poids permettant d’e´quilibrer
l’e´quation.
(b) Crite`res base´s sur les images
Sporring et Weickert ont e´tudie´ le comportement de l’entropie de l’image [Sporring and
Weickert, 1999]. Ils conside`rent les ite´rations de la diffusion comme des e´chelles diffe´rentes.
Ils stipulent alors que les intervalles d’e´chelles ou` l’entropie est quasi-constante corres-
pondent a` des e´tats stables. Ils proposent que l’arreˆt de la diffusion intervienne dans l’un
de ces intervalles.
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Fig. 4.10 – Exemple de convergence de notre mode`le. Apre`s 80000 ite´rations sur une image
e´chographique les structures sont pre´serve´es.
Weickert propose aussi d’autres crite`res d’arreˆt base´s sur la notion de variance relative
[Weickert, 1999b]. Soit var(I(t)) la variance de l’image I a` l’ite´ration t. Cette variance
est monotone de´croissante avec t et converge vers ze´ro pour les coefficients de diffusion
classiques, a` l’exclusion de celui de Black. La variance relative peut s’e´crire alors :
r(I t) =
var(I t)
var(I0)
. (4.60)
Elle prend ses valeurs sur [0, 1] et peut eˆtre utilise´e pour mesurer la distance de l’e´tat I t a`
I0 et a` I∞. Il est possible de fixer comme crite`re d’arreˆt une valeur de r(I t) a` atteindre.
(c) Notre crite`re
Notre coefficient de diffusion est diffe´rent des mode`les classiques. La fonction de Tukey
garantit que l’image ne tende pas vers une intensite´ constante. De plus, le terme d’inter-
cepteur γe est re´e´value´ a` chaque ite´ration. Vu que le CV global de l’image diminue, γe
diminue aussi. Notre mode`le converge donc vers un e´tat stable ou` la plus grande partie de
l’image est constante par morceaux.
La figure 4.10 montre le re´sultat de notre mode`le de diffusion apre`s 80000 ite´rations. On
constate que le fond de l’image est devenu constant par morceaux, et que les contours et
structures importantes ont e´te´ pre´serve´s. Des re´sultats pour des petits nombres d’ite´rations
sont inclus dans la section expe´rimentations (Sec. 4.3).
On ne risque donc pas de diffuser l’image comple`tement, atteignant une intensite´
constante. Le crite`re d’arreˆt de notre algorithme n’est donc pas un parame`tre critique
du mode`le.
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Nous proposons d’utiliser un crite`re d’arreˆt simple semblable dans le principe a` celui de
l’entropie. Nous e´valuons a` chaque ite´ration l’e´volution du terme d’interception γe. Nous
fixons un seuil γ pour γe en dessous duquel l’image est conside´re´e suffisamment diffuse´e.
Notre algorithme n’atteignant jamais une image d’intensite´ constante, ce seuil peut eˆtre
trop long a` atteindre (ou inatteignable). Nous fixons donc aussi un temps maximal tmax
accorde´ au traitement d’une image. Le nombre d’ite´rations s’e´crit donc :
C = min{t|γe(I t) < γ, tmax} (4.61)
Dans les expe´rimentations nous utilisons le seuil γ = 0.1. Nous avons empiriquement
constate´ qu’il est atteignable pour les images e´chographiques dans un temps de calcul
raisonnable.
4.2.2 Imple´mentation
L’e´volution de l’image lors de la γ-diffusion est re´gie par l’EDP :
∂tI(x, y; t) = div[c(γ(x, y; t))∇I(x, y; t)] (4.62)
avec les conditions suivantes :
I(x, y; 0) = I0(x, y) (4.63)
∂~kI(x, y; t) = 0, ∀(x, y) ∈ ∂Ω. (4.64)
ou` δΩ repre´sente le bord du domaine Ω de l’image. ~k est le vecteur normal sortant de δΩ.
Pour re´soudre cette EDP nous utilisons un sche´ma explicite sur la variable du temps.
Soient n l’ite´ration courante, ∆t le pas de discre´tisation temporelle, et h le pas de
discre´tisation spatiale. Nous conside´rons un voisinage de 4-connexite´. Nous discre´tisons les
coordonne´es spatiales et temporelles de la manie`re suivante :
t = n∆t, n ∈ R+
x = ih, i = 0, 1, ...p− 1
y = jh, j = 0, 1, ...q − 1
ou` l’image I traite´e est de dimensions (ph, qh). Nous posons Ini,j = I(ih, jh, n∆t). Nous cal-
culons d’abord une approximation des diffe´rences directionnelles. Posons Di,j;n le vecteur :
Di,j;n =

5NIni,j
5EIni,j
5SIni,j
5W Ini,j
 = 1h

Ini−1,j − Ini,j
Ini,j+1 − Ini,j
Ini+1,j − Ini,j
Ini,j−1 − Ini,j
 (4.65)
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Nous utilisons des conditions syme´triques aux bords :
Ini,−1 = I
n
i,0
Ini,q = I
n
i,q−1
}
i = 0, 1, .., p− 1
In−1,j = I
n
0,j
Inp,j = I
n
p−1,j
}
j = 0, 1, .., q − 1
(4.66)
Posons Ci,j;n le vecteur des coefficients de diffusion suivant :
Ci,j;n =

c(i, j;n)
c(i, j + 1;n)
c(i+ 1, j;n)
c(i, j;n)
 (4.67)
La divergence de l’e´quation (eq.4.46) se discre´tise alors comme :
div(c(i, j;n)∇Ini,j) =
1
h
Ci,j;n ·Di,j;n. (4.68)
On obtient finalement l’e´quation d’e´volution discre`te de l’image :
In+1i,j = I
n
i,j +
∆t
4h
(Ci,j;n ·Di,j;n) . (4.69)
4.2.3 Proprie´te´s du mode`le
4.2.3.1 Respect du maximum-minimum
Proprie´te´ :
La γ-distribution respecte le principe du maximum-minimum.
Preuve :
La de´monstration repose sur l’observation des bornes de notre coefficient de diffusion.
Dans les conditions the´oriques le CV local est supe´rieur ou e´gal au CV global. Les bornes
the´oriques de notre coefficient de diffusion sont :
0 ≤ c(γ) ≤ 16
25
(4.70)
Nous avons vu que dans la pratique le CV local peut eˆtre infe´rieur au CV global ; il reste
ne´anmoins positif ou nul. Les bornes empiriques sont :
0 ≤ c(γ) ≤ 1 (4.71)
Conside´rons l’e´volution de la γ-diffusion au point (i, j) (eq.4.69). Posons :
5max = max{| 5N Ini,j|, | 5E Ini,j|, | 5S Ini,j|, | 5W Ini,j|} (4.72)
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et Imax l’intensite´ du pixel correspondant a` ce maximum. Supposons, pour la de´monstration,
que 5max > 0 (l’explication se transpose facilement au cas oppose´), alors :
Imax = max
p∈ηs
{Ip}, (4.73)
ou` s = (i, j) et ηs est le voisinage de s.
Pour un temps d’ite´ration ∆t = 1 et un pas d’ite´ration spatial h = 1 de l’e´quation
(4.69) nous avons :
I(i, j;n+ 1) = I(i, j;n) +
1
4
(c(i+ 1, j;n)5S Ini,j + c(i, j;n)5N Ini,j
+c(i, j + 1;n)5E Ini,j + c(i, j;n)5W Ini,j)
≤ I(i, j;n) + 1
4
(4 sup
(i,j)∈Ω
(c(i, j;n))5max)
≤ I(i, j;n) + sup
(i,j)∈Ω
(c(i, j;n))5max
≤ Imax
avec Ω le domaine de l’image. On retrouve bien In+1i,j ≤ Imax. La de´monstration est analogue
pour montrer que In+1i,j ≥ Imin. Notre algorithme ve´rifie bien le principe du maximum-
minimum.
4.2.3.2 Conservation de l’e´nergie, conditions aux bords
The´ore`me de la divergence :
Le flux d’un champ de vecteurs sortant d’une surface ferme´e S = δV est e´gal a` l’inte´grale
de la divergence de ce champ sur le compact V limite´ par S. Ce qui peut s’e´crire :∫∫∫
V
div(~Ψ) =
∫∫
δV
~Ψ.~k dS (4.74)
avec ~k la normale a` δV oriente´e vers l’exte´rieur du compact V.
Proprie´te´ :
La γ-diffusion respecte le principe de la conservation d’e´nergie.
Cette proprie´te´ peut se de´montrer de deux manie`res : i) par le the´ore`me de la divergence
et ii) par les e´quations discre`tes de la γ-diffusion.
Preuve par le the´ore`me de la divergence :
Classiquement, la conservation d’e´nergie de´coule du the´ore`me de la divergence applique´ a`
la diffusion [Black et al., 1998; Krissian, 2000; Yu and Acton, 2004].
Dans le cas d’un flux Ψ de vecteurs sortant d’une courbe plane ferme´e bordant la surface
S (C = δS), le the´ore`me de la divergence conduit a` :
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∫∫
S
div(~Ψ) =
∫
C=δS
~Ψ.~k dC (4.75)
En appliquant ce re´sultat au cas de la γ-diffusion on obtient :∫∫
S
∂I
∂t
dS =
∫∫
S
div(c(γ)∇I) dS (4.76)
=
∫
C=δS
c(γ)∇I.~k dC (4.77)
= 0 si c(γp) = 0, ∀p ∈ δS. (4.78)
Soit encore : ∫∫
S
I = q. (4.79)
ou` q est une constante.
En prenant des conditions syme´triques sur les bords de l’image, on s’assure qu’aucune
e´nergie ne ” fuit ” de l’image.
Preuve par les e´quations discre`tes de la γ-diffusion :
L’e´quation (4.69) d’e´volution que nous avons propose´ permet de de´montrer que le prin-
cipe de conservation de l’e´nergie est respecte´. La de´monstration repose sur le respect du
maximum-minimum, et sur deux observations. La premie`re est la suivante :
5SIni,j = −5N Ini+1,j
et
5EIni,j = −5W Ini+1,j.
(4.80)
La deuxie`me est que dans l’e´quation (4.69), les coefficients de 5SIni,j et 5NIni+1,j (res-
pectivement 5EIni,j et 5W Ini+1,j) sont identiques. L’e´nergie ne fait donc que se de´placer
d’un pixel a` l’autre.
Pour s’assurer que l’e´nergie globale de l’image est constante, il suffit donc de bien fixer
les conditions aux bords et de s’assurer que la diffusion respecte le principe du maximum-
minimum, e´vitant ainsi le proble`me de saturation (Sec. 4.2.3.3). Pour qu’aucun e´change
ne se fasse avec l’exte´rieur de l’image, nous utilisons la condition des bords syme´triques
(eq.4.66). Toutes les diffe´rences directionnelles avec l’exte´rieur de l’image sont nulles ; au-
cune diffusion n’a donc lieu.
La fonction de´finie par Yu ne respecte pas ce principe. En effet, nous avons vu pre´ce´demment
que, pour le coefficient de diffusion de Yu (eq. 4.22) on a :
γ(i, j; t) < G =⇒ c(i, j; t) > 1. (4.81)
Proprie´te´ :
Le coefficient de γ-diffusion permet la conservation d’e´nergie a` l’inte´rieur de re´gions dont
les contours admettent un CV local suffisamment e´leve´.
96 Filtrage anisotrope robuste du speckle
Les diffusions classiques ne ve´rifient pas cette proprie´te´ car leur coefficient de diffusion
ne s’annule pas.
4.2.3.3 Conse´quence du changement d’e´chelle
Malgre´ la conservation globale de l’e´nergie au cours de la γ-diffusion, la valeur moyenne
des images affiche´es n’est pas force´ment conserve´e. Cela vient du fait que nous traitons des
images d’enveloppe radiofre´quence. Pour l’affichage, ces images sont compresse´es logarith-
miquement (Sec. 2.3.2) ; ce changement d’e´chelle ne permet pas de garantir la conservation
de la moyenne : ∑
i,j
Ii,j = z ;
∑
i,j
log(Ii,j) = log(z) (4.82)
Fig. 4.11 – Moyennes de deux intensite´s suivant deux e´chelles diffe´rentes.
La figure 4.11 illustre le fait que le changement d’e´chelle n’est pas line´aire. Lors d’un
e´change d’e´nergie (d’intensite´) entre deux points voisins, le re´sultat affiche´ dans l’e´chelle
logarithmique est de moyenne supe´rieure, d’ou` l’augmentation de l’intensite´ moyenne dans
l’image affiche´e. La valeur moyenne de l’intensite´ de la version compresse´e de l’image est
donc modifie´e lors de la diffusion. Cependant, le proble`me peut eˆtre vu diffe´remment. Les
versions affiche´es ne repre´sentent pas les donne´es brutes dans leur e´chelle re´elle ; les filtrages
classiques, traitant la version compresse´e, ne peuvent donc pas conserver les structures
importantes de l’image. Nous pre´fe´rons traiter les donne´es brutes pour mieux respecter ces
structures privile´giant la facilite´ d’interpre´tation de l’image.
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4.3 Expe´rimentation
Nous pre´sentons dans cette section les re´sultats de la γ-diffusion sur deux types d’images :
synthe´tiques et e´chographiques re´elles. Nous comparons les re´sultats avec les filtres de
Gauss, Wiener, Lee, Frost, Kuan, Perona, Catte´, Charbonnier, Black, Weickert et Yu.
Ces filtres sont repre´sentatifs de divers domaines de filtrage du speckle et de la diffusion
anisotrope.
4.3.1 Nature des e´valuations quantitatives
Afin d’e´valuer les performances du filtrage et de comparer les re´sultats, diffe´rentes
mesures quantitatives ont e´te´ calcule´es. Pour les tests sur des images synthe´tiques, dont
la ve´rite´ terrain est connue, nous avons mesure´ le biais, la figure du me´rite de Pratt, la
variance totale et le contraste total. Dans le cas du filtrage d’images re´elles, la ve´rite´ terrain
n’est pas connue. Nous calculons le biais, l’entropie, la variance totale et le contraste total
pour comparer les re´sultats. Ces diffe´rentes mesures sont brie`vement pre´sente´es ci-dessous.
– Biais du filtre :
Le biais d’un filtre repre´sente l’e´cart entre la moyenne de l’image initiale et la moyenne
du re´sultat. Certaines me´thodes teste´es traitent des images brutes et d’autres des
images compresse´es logarithmiquement. Nous calculons donc le biais comme l’e´cart
a` la moyenne dans l’e´chelle conside´re´e ; puis les mesures sont ramene´es a` la meˆme
e´chelle pour pouvoir comparer les re´sultats.
– Figure du me´rite de Pratt :
La figure du me´rite de Pratt (FOM) [Pratt, 1977] permet d’e´valuer la qualite´ de la
pre´servation des contours. Elle ne´cessite logiquement une de´tection des contours. A
cette fin, nous appliquons deux filtres de Sobel (vertical et horizontal) sur le re´sultat
de chaque filtre et sur l’image initiale. Pour obtenir la carte binaire des contours, nous
ne conservons que les pixels dont l’amplitude est supe´rieure a` 10 (seuil empirique).
La figure du me´rite s’e´crit :
FOM =
1
max(Nˆ ,Ntheorique)
Nˆ∑
i=1
1
1 + d2iα
(4.83)
avec les notations suivantes :
– Nˆ est le nombre de pixels constituant les contours trouve´s ;
– Ntheorique est le nombre de points de contours de l’image initiale non bruite´e ;
– di est la distance euclidienne du point de contour i au contour the´orique le plus
proche ;
– α est un parame`tre typiquement fixe´ a` 1
9
.
Les valeurs du FOM sont comprises entre 0 et 1 (1 e´tant le meilleur score possible).
Evidemment, ce calcul n’est applicable que lorsqu’on connaˆıt les contours de l’image
98 Filtrage anisotrope robuste du speckle
initiale non bruite´e. Le FOM mesure deux phe´nome`nes : i) l’e´loignement entre les
contours constate´s et les contours the´oriques, ii) la variation en nombre de pixels
entre les contours the´oriques et les contours re´els.
– Variance totale (VT ) de l’image :
La variance totale de l’image indique la quantite´ de contours et de bruit. Lorsque
le speckle est filtre´ la variance totale diminue. Le minimum 0 est atteint pour une
image constante, ou` tout contour serait donc supprime´. Cette mesure est a` mettre
en relation avec d’autres mesures, comme le contraste et le FOM.
– Contraste total (CT ) de l’image :
Le contraste d’une image mesure la nettete´ de ses contours. Un contraste e´leve´ et
une variance totale faible tendent a` indiquer une image lisse par morceaux.
C2T =
∑
I
|∇I|2 (4.84)
– Entropie :
L’entropie d’une manie`re ge´ne´rale repre´sente l’incertitude. L’entropie d’un ensemble
d’e´ve´nements re´alisables est grande quand tous les e´ve´nements ont la meˆme pro-
babilite´ de se re´aliser [Sporring and Weickert, 1999; Shannon and Weaver, 1949;
Wiener, 1948]. Appelons pi la probabilite´ que l’e´ve´nement i se re´alise. L’entropie se
calcule alors de la manie`re suivante :
H = −
N∑
i=1
pi log(pi) (4.85)
Dans la litte´rature, on peut trouver des interpre´tations diffe´rentes de cette mesure.
Dans le cas d’une image, on peut conside´rer le proble`me de deux manie`res diffe´rentes :
– les e´ve´nements sont les niveaux d’intensite´ des pixels. p(s) serait alors la probabilite´
que le niveau d’intensite´ s apparaisse dans l’image :
p(s) =
card{(i, j)|Ii,j = s}
card{I} . (4.86)
Dans ce cas, l’entropie est grande quand toutes les probabilite´s sont uniformes ;
c’est-a`-dire que l’histogramme des intensite´s est globalement de hauteur constante.
Cela correspond a` une image tre`s he´te´roge`ne [Tupin et al., 2000].
Selon ce mode`le, plus l’entropie est grande plus il y a d’information dans l’image.
– les intensite´s brutes de chaque pixel (i, j) correspondent directement a` la probabi-
lite´ non normalise´e qu’un quantum de lumie`re atteigne le pixel (i, j). L’e´ve´nement
n’est donc plus un niveau de gris mais une localisation. On peut normaliser ces
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probabilite´s par la somme de toutes les intensite´s :
p(x = (i, j)) =
Ii,j∑
(i,j)∈I
Ii,j
(4.87)
ou` Ii,j est l’intensite´ de l’image au pixel (i, j). L’entropie devient grande lorsque
toutes les probabilite´s sont proches ; c’est-a`-dire lorsque l’image est d’intensite´ qua-
siment constante. Cette me´thode est utilise´e dans [Sporring and Weickert, 1999].
Les auteurs de´montrent que dans les espaces multi-e´chelles l’entropie de l’image
augmente avec le parame`tre d’e´chelle t.
Ces deux manie`res de calculer l’entropie d’une image ont des interpre´tation oppose´es.
Pour nos expe´rimentations, nous adoptons la deuxie`me me´thode, couramment utilise´e
par Sporring et Weickert dans le cadre de l’analyse multi-e´chelle [Weickert, 1998a;
Sporring and Weickert, 1999]. Ainsi la valeur de l’entropie est haute lorsque l’image
est lisse´e, et basse lorsque l’image garde de l’information (contours et bruit confon-
dus). Il est important de pre´ciser que selon cette approche les valeurs d’entropie sont
relativement e´leve´es ; ceci car chaque probabilite´ est comprise entre :
0 ≤ p(x = (i, j)) ≤ 255∑
(i,j)∈I
Ii,j
. (4.88)
Les e´carts entre les probabilite´s sont donc tre`s petits.
4.3.2 Temps de calcul des diffe´rents filtres
Fig. 4.12 – Temps de calcul des diffe´rents filtres. Nombre d’ite´rations fixe´ a` 100 (sauf pour
Lee, Frost et Kuan, non ite´ratifs).
La figure 4.12 fait apparaˆıtre les temps de calcul des diffe´rents filtres teste´s. Les tests
ont e´te´ imple´mente´s avec Matlab, et exe´cute´s sur un PC (800 MHz, 512Mo de RAM, sous
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Linux). L’abscisse repre´sente la hauteur (en pixels) de l’image carre´e traite´e, l’ordonne´e le
temps en secondes. Les filtres de Lee, Frost et Kuan ne ne´cessitent qu’une seule ite´ration,
pour les autres 100 ite´rations sont utilise´es.
Le filtre de Frost est plus lent que ceux de Lee et Kuan car il ne´cessite le calcul du
poids des voisins de chaque pixel.
Les diffe´rents filtres classiques de diffusion anisotrope (Perona, Catte´, Charbonnier,
Weickert et Black) ont des temps de calcul tre`s proches. Seul le coefficient de diffusion
change entre ces me´thodes.
Enfin le filtre de Yu et la γ-diffusion sont les plus lents. Contrairement aux autres, les
coefficients de diffusion de ces filtres reposent sur l’estimation du coefficient de variation
local. La diffe´rence entre la γ-diffusion et le filtre de Yu s’explique par la re´actualisation a`
chaque e´tape de la valeur du coefficient de variation global. Notons toutefois que le temps de
parame´trisation n’est pas pris en compte. Le caracte`re automatique de la parame´trisation
des filtres de Black, Yu et de la γ-diffusion est un avantage qui n’apparaˆıt pas dans ces
re´sultats.
4.3.3 Re´sultats sur des images de synthe`se
4.3.3.1 Formation des images de synthe`se
Quelques mode`les de la litte´rature :
Il existe de nombreuses me´thodes dans la litte´rature pour simuler les images e´chographiques.
– dans la me´thode de Bamber et Dickinson [Bamber and Dickinson, 1980], l’image
radiofre´quence est conside´re´e comme le re´sultat d’une convolution entre une fonction
d’e´talement du point (PSF pour Point Spread Function) et la re´ponse du tissu. La
fonction d’e´talement du point est suppose´e line´aire et spatialement invariante ;
– la me´thode de Meunier et Bertrand [Meunier and Bertrand, 1995] reprend celle de
Bamber, mais propose des simplifications pour la simulation de la re´ponse impulsion-
nelle des tissus ;
– Dias propose d’utiliser directement la distribution de Rayleigh (Chap. 2) pour mode´liser
les statistiques de l’intensite´ des pixels de l’image radiofre´quence. Il suppose que cette
distribution est une bonne approximation pour l’image compresse´e logarithmique-
ment [Dias and Leitao, 1996] ;
– Jensen propose FIELD II, un programme tre`s complet pour la simulation des images
e´chographiques. Il permet de prendre en compte la ge´ome´trie du transducteur ainsi
que tous les parame`tres d’un e´chographe [Jensen, 1996] ;
– Jain [Jain, 1989], puis Zong [Zong et al., 1998] utilisent le mode`le de speckle multi-
plicatif. Une re´flectivite´ de synthe`se est multiplie´e par une variable ale´atoire dont la
distribution peut eˆtre une de celles pre´sente´es dans le chapitre 2.
Me´thodes de simulation :
Nous analysons l’influence de la fonction d’e´talement du point et celle de la fonction densite´
de probabilite´ sur notre filtre a` travers l’e´tude de deux me´thodes de simulation de speckle,
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a` savoir :
– la me´thode de Meunier et Bertrand [Meunier and Bertrand, 1995], qui permet de
parame´trer la corre´lation spatiale du speckle. Cette me´thode de simulation nous
donne la possibilite´ d’e´tudier le comportement de notre filtre face a` la taille du grain.
– la me´thode de Dias [Dias and Leitao, 1996], qui a e´te´ utilise´e par Guerault [Guerault
et al., 2000]. Elle est simple a` mettre en oeuvre et permet de valider notre me´thode sur
plusieurs distributions pre´sente´es dans le chapitre 2. Cette me´thode est aussi utilise´e
pour comparer l’efficacite´ de notre filtre a` celle d’autres filtres de la litte´rature.
4.3.3.2 Influence de la fonction d’e´talement du point (re´ponse impulsionnelle)
Nous analysons ici le comportement de notre filtre face a` la fonction d’e´talement du
point utilise´e dans la simulation de l’image e´chographique.
Me´thode de Bamber/Meunier :
Comme dans la me´thode de Bamber [Bamber and Dickinson, 1980], on suppose la PSF
line´aire et invariante spatialement. Le signal e´chographique radiofre´quence peut eˆtre de´crit
comme la convolution entre la PSF et la re´ponse du tissu :
W = H ⊗N (4.89)
avec :
– W (x, y) est le signal radiofre´quence au point (x, y) ;
– H la PSF du syste`me ;
– N la re´ponse du tissu.
Nous supposons que H(x, y) est se´parable :
H(x, y) = H1(x)H2(y) (4.90)
donc que le signal radiofre´quence peut s’e´crire :
W = H2 ⊗H1 ⊗N. (4.91)
H1(x) est une fonction de Gabor de´finie comme :
H1(x) = sin
(
2pif0x
c
)
e
−x2
2σ2x (4.92)
avec :
– c la vitesse du son dans le tissu (1540 m.s−1) ;
– f0 la fre´quence du signal (10 MHz) ;
– σx la longueur de l’impulsion (dimension dans l’axe du faisceau).
Le terme H2(x, y) repre´sente la re´ponse spatiale :
H2(y) = exp
−y2
2σ2y (4.93)
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ou` σy de´note la largeur de l’impulsion (dimension perpendiculaire a` l’axe).
Le tissu peut eˆtre mode´lise´ par un champ ale´atoire distribue´ suivant une gaussienne
[Meunier and Bertrand, 1995] :
N ∼ N (0, σ) (4.94)
ou` σ est la variance du champ.
Finalement, pour obtenir l’image en ” mode B ”, on calcule l’enveloppe (amplitude) du
signal complexe :
IB(x, y) = |W (x, y) + j Hilbert(W (x, y))| (4.95)
ou` Hilbert(·) est la transforme´e de Hilbert en x et |x| de´note l’amplitude de x.
Parame´trisation des simulations :
L’ensemble des variances utilise´es sont repre´sente´es par la figure 4.13(a). Les niveaux de
gris sont proportionnels a` la variance utilise´e pour mode´liser le tissu des re´gions correspon-
dantes. Les parame`tres de cette simulation sont :
– σx ∈ {0.1; 0.25; 0.5; 1; 1.5} ;
– σy = 2σx ;
– c = 1540m/s ;
– f0 = 10MHz ;
– σ = 5 pour les e´le´ments clairs ;
– σ = 1 pour le fond de l’image ;
– nombre d’ite´rations de diffusion : 500, 1000.
Efficacite´ du filtre suivant la largeur de la fonction d’e´talement du point :
La figure 4.13 pre´sente le re´sultat de la γ-diffusion apre`s 500 ite´rations. L’” image
simule´e 1 ” correspond a` σx = 0.1. Le parame`tre est croissant et maximum pour l’” image
simule´e 5 ” ou` σx = 1.5.
Les re´sultats quantitatifs de la figure du me´rite de Pratt (FOM) sont pre´sente´s dans la
figure 4.14. On peut faire les observations suivantes :
– sur les deux premie`res images, la γ-diffusion aboutit a` des re´sultats comparables avec
un score aux alentours de 0.7 ;
– ce score diminue a` partir de la troisie`me image simule´e (σx = 0.5,σy = 1) ;
– il diminue ensuite line´airement avec la croissance de σx.
– le score du FOM sur la dernie`re image est proche de 0.5. On peut constater sur la
figure 4.13(l) que le re´sultat de la γ-diffusion est fortement alte´re´ par la corre´lation
du speckle.
La γ-diffusion est donc sensible a` la PSF. Lorsque l’e´paisseur des ” taches ” de´passe
la taille de la feneˆtre sur laquelle est e´value´ γ, leur centre est conside´re´ comme une re´gion
homoge`ne et ses bords comme des contours. Il est donc plus difficile de diffe´rencier une
transition de re´flectivite´ re´elle du bruit.
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Distribution Variances Composante cohe´rente Agre´gation spatiale α
Rayleigh 1,5,10,80 - -
Rice 1,5,10,80 5 -
K-distribution 1,5,10,80 - 10
Tab. 4.1 – Parame`tres des distributions pour la simulation des images e´chographiques.
Ce re´sultat est pre´visible, une PSF e´leve´e de´grade fortement l’observation d’une sce`ne.
La re´solution de l’image est directement corre´le´e avec la PSF.
Stabilite´ du filtre :
La figure 4.14 met en e´vidence la stabilite´ du filtre. Les FOM des re´sultats apre`s 500
et 1000 ite´rations sont tre`s proches. Quelle que soit la PSF utilise´e, le filtre se comporte
de manie`re similaire apre`s 500 et 1000 ite´rations.
4.3.3.3 Influence de la fonction densite´ de probabilite´
Me´thode de Dias :
Les distributions pre´sente´es dans le chapitre 2 sont exploite´es pour mode´liser directe-
ment l’intensite´ des pixels. Une variance est associe´e a` chaque re´gion. Ce parame`tre de´pend
des proprie´te´s acoustiques des tissus simule´s [Guerault et al., 2000].
Parame`tres des simulations :
Les distributions de Rayleigh, Rice et la K-distribution sont applique´es. Le tableau 4.1
re´capitule les parame`tres de ces distributions.
Trois images sont simule´es avec des variances identiques et les distributions suivantes :
– la premie`re avec Rayleigh, correspondant a` l’hypothe`se d’un speckle pleinement
de´veloppe´ ;
– la deuxie`me avec Rice, supposant la pre´sence d’une composante cohe´rente ;
– la dernie`re avec la K-distribution, pre´cisant l’agre´gation spatiale des diffuseurs.
Efficacite´ du filtre suivant la distribution :
La figure 4.16 contient les re´sultats de la γ-diffusion sur les images simule´es. Les re´sultats
sont visuellement comparables et la distribution semble avoir peu d’influence sur la qualite´
du filtrage.
Le tableau 4.2 permet de comparer quantitativement la qualite´ du filtrage (FOM) et
l’influence de la distribution sur l’estimation du terme d’interception. Le meilleur score
est obtenu pour la distribution de Rayleigh. L’utilisation de la K-distribution entraˆıne une
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Fig. 4.13 – Re´sultats de la γ-diffusion pour une PSF de variance croissante.
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Fig. 4.14 – Figures du me´rite de Pratt des re´sultats de la γ-diffusion pour une PSF de
variance croissante.
Fig. 4.15 – Image initiale des diffe´rentes variances (intensite´ rehausse´e).
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Fig. 4.16 – Re´sultats de la γ-distribution pour diffe´rentes distributions.
Distribution FOM Terme d’interception initial γe(t0)
Rayleigh 0.8980 0.8492
Rice 0.8499 0.8601
K-distribution 0.8194 0.7240
Tab. 4.2 – Caracte´risation des re´sultats sur les images de synthe`se.
chute d’environ 10% du FOM qui reste e´leve´.
L’estimation du terme d’interception varie suivant la distribution utilise´e. La valeur la
plus haute correspond au mode`le de Rice. Cela indique que les valeurs du coefficient de
variation local sont plus hautes lorsque cette distribution est utilise´e.
Notre mode`le semble donc peu sensible a` la distribution. Les re´sultats obtenus sur des
images simule´es par la me´thode de Dias sont meilleurs que ceux par la me´thode de Meunier.
4.3.3.4 Re´sultats comparatifs sur une image de synthe`se
La distribution de Rayleigh est conside´re´e par hypothe`se comme le mode`le de speckle
par la plupart des filtres teste´s. Nous choisissons donc d’utiliser la me´thode de simulation
de Dias [Dias and Leitao, 1996] et cette distribution. La figure 4.17(a) est l’image des
variances utilise´es pour la simulation.
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Parame`tres des filtres utilise´s :
Pour tester les diffe´rents algorithmes, nous utilisons les parame`tres de´crits dans le tableau
4.3.
La plupart de ces filtres ne´cessite une parame´trisation empirique. Nous avons fixe´ les
parame`tres suite a` un ensemble de tests : les valeurs choisies correspondent au meilleur
compromis entre lissage des re´gions homoge`nes et pre´servation des contours (exception
faite du filtrage gaussien, voir ci-apre`s). Les diffe´rents parame`tres sont brie`vement de´crits
ci-dessous :
– Le parame`tre σ du filtre gaussien correspond au temps de diffusion des filtres non-
line´aires.
– Le parame`tre σ du filtre de Catte´ est plus bas que celui de Perona parce que le
pre´-filtrage gaussien diminue l’amplitude des contours.
– Le parame`tre Cmax des filtres de Lee, Frost et Kuan est la moyenne entre le CV global
et le maximum des CV locaux. Il n’est pas explicite´ dans le tableau pour des raisons
de place.
La figure 4.17 pre´sente les re´sultats des diffe´rents filtres.
Me´thode ∆t σ # ite´rations zone homoge`ne spe´cial
Gauss - - 1 - σ =
√
50
Wiener - - 1 - PSF
Lee - - 1 [[60, 91]]× [[90, 121]] -
Frost - - 1 [[60, 91]]× [[90, 121]] K = 0.1
Kuan - - 1 [[60, 91]]× [[90, 121]] -
Perona 0.05 24 500 - -
Catte´ 0.05 5 500 - σ = 0.5
Charbonnier 0.05 8 500 - -
Weickert 0.05 24 500 - m = 4,Cm = 3.31488
Black 0.05 auto 500 - -
Yu 0.05 - 500 - q0 = 1, ρ = 1/6
γ-diffusion 0.05 auto 500 - -
Tab. 4.3 – Parame`tres des diffe´rents filtres teste´s.
Re´sultats sur l’image de synthe`se :
Nous pouvons faire les constats suivant :
– le filtre gaussien lisse bien e´videmment trop le re´sultat ;
– les filtres classiques des images RSO donnent des re´sultats de´cevant, notamment a`
cause de l’arreˆt de tout filtrage lorsque γ > Cmax ;
– les filtres de diffusion classique se comportent bien dans l’ensemble mais ne´cessitent
un parame´trage tre`s pre´cis. Un faible e´cart de´grade comple`tement le re´sultat : soit
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l’image devient floue, soit le bruit n’est pas filtre´ dans les zones homoge`nes ;
– les filtres de Black et de Weickert subissent dans une moindre mesure la descente
trop rapide de leur coefficient de diffusion. Ils ne permettent pas de diffe´rencier les
contours et le speckle avec la seule amplitude du gradient ;
– le filtre de Yu obtient un bon re´sultat, notamment dans les zones homoge`nes qui sont
bien diffuse´es. Cependant les contours sont aussi diffuse´s et la taille des e´le´ments
sombres diminue apre`s le filtrage ;
– notre filtre respecte les diffe´rentes structures. Il n’arrive pas a` de´tecter les taˆches
claires en bas a` gauche de l’image initiale, mais aucun des filtres n’y arrive. Les
contours de la croix sont partiellement retrouve´s. Une moitie´ de ces contours est
le´ge`rement e´largie par la diffusion. Ne´anmoins, le reste des contours garde leurs di-
mensions. Le re´sultat est stable ; si on augmente le nombre d’ite´rations, la moitie´ floue
de la croix n’est pas d’avantage diffuse´e. On peut aussi remarquer que les points blancs
pre´sents dans la taˆche noire, en bas a` droite de l’image, sont fide`lement retrouve´s ;
leur taille n’a pas augmente´.
Re´sultats sur une ligne :
La figure 4.18 montre les re´sultats des diffe´rents filtres sur la colonne 80 de l’image bruite´e.
Ces re´sultats sont normalise´s et compare´s a` l’image initiale non bruite´e. Cette ligne com-
porte deux zones constantes et deux zones comportant des sauts d’intensite´. Pour comparer
les re´sultats, il faut observer :
– le lissage des zones constantes ;
– la pre´servation des contours, leur position et leur amplitude.
Nous pouvons faire les observations suivantes :
– le filtre gaussien aboutit a` un re´sultat tre`s loin de l’image initiale ;
– les filtres de Lee, Frost et Kuan filtrent relativement bien les zones de re´flectivite´
homoge`ne. Cependant le bruit dans les puits reste inchange´ dans le cas de Lee et de
Kuan. Un des puits a disparu dans le cas de Frost ;
– celui de Wiener lisse peu les zones homoge`nes et certains pics disparaissent ;
– les filtres de Perona, Catte´ et Charbonnier lissent trop la ligne, meˆme si les contours
sont mieux respecte´s que dans le cas du filtre gaussien ;
– le filtre de Weickert obtient un bon re´sultat dans le deuxie`me puit, mais le reste de
la ligne pre´sente des faux contours ;
– celui de Black de´tecte trop de contours ;
– le filtre de Yu obtient un bon re´sultat mais ne retrouve pas bien la forme initiale du
deuxie`me puit. Un des deux pics a disparu.
– la γ-diffusion produit un re´sultat tre`s proche de la ligne initiale. On retrouve notam-
ment la zone constante a` l’inte´rieur du deuxie`me puit, ainsi que les deux pics.
Statistiques :
Finalement le tableau 4.4 pre´sente les re´sultats quantitatifs des filtres. Le biais est globa-
lement faible, seul le filtre de Yu pre´sente un biais e´leve´. Nous avons vu dans les sections
pre´ce´dentes que ce filtre ne respecte pas le principe du maximum-minimum. La valeur du
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Fig. 4.17 – Re´sultats des filtres de speckle sur l’image de synthe`se.
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Fig. 4.18 – Re´sultats normalise´s des diffe´rents filtres sur la colonne 80 de l’image bruite´e.
Me´thode Biais FOM VT (×103) C2T (×106)
Image Bruite´e 0 - 4.7156 52.717
Gauss 0.42 0.01 0.84 1.02
Wiener 0.11 0.62 1.87 5.64
Lee 0.42 0.71 2.98 24.2
Frost 0.38 0.67 2.53 16.0
Kuan 0.91 0.64 2.41 15.1
Perona 0.01 0.74 1.85 5.58
Catte 0.01 0.69 2.15 7.78
Charbonnier 0.01 0.84 1.65 2.84
Weickert 0.01 0.53 2.55 16.0
Black 0.01 0.42 3.87 38.0
Yu 3.14 0.87 1.04 3.43
γ-diffusion 0.39 0.91 2.01 7.07
Tab. 4.4 – Statistiques des re´sultats de chaque filtre : Biais, Figure du Me´rite (FOM),
Variation totale (VT ) et Contraste total (CT ).
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coefficient de diffusion peut devenir tre`s largement supe´rieure a` 1 et donc biaiser le re´sultat.
La conservation de l’e´nergie est ve´rifie´e pour notre filtre.
La plus haute figure du me´rite est obtenue par la γ-diffusion, qui pre´serve mieux les
contours, meˆme par comparaison au filtre de Yu base´ aussi sur une estimation du CV local.
Le filtre de Yu a comme pre´vu un meilleur score de variance totale (VT ). Les zones
homoge`nes sont mieux lisse´es. Ce filtre a la particularite´ de diffuser largement l’image, au
de´pend des structures. Cela a d’ailleurs un effet sur le contraste total de l’image, tre`s faible
pour le filtre de Yu, ainsi que pour ceux de Charbonnier et Gauss.
Le meilleur contraste est obtenu par l’algorithme de Black qui arreˆte la diffusion au-dela`
d’un seuil sous-e´value´. Un bon filtre doit trouver l’e´quilibre entre pre´servation des contours,
lissage des zones homoge`nes et maintien de la nettete´ (contraste). Notre filtre re´pond a` ces
attentes dans le cas d’une image de synthe`se. Dans la section suivante, nous analysons les
re´sultats dans le cas d’images e´chographiques.
4.3.4 Re´sultats comparatifs sur des images e´chographiques
Afin de valider la γ-diffusion, nous mettons en œuvre des tests sur deux images e´chographiques
re´elles (Fig. 4.19). La premie`re est une image e´chographique non cardiaque pre´sentant des
structures fines (Fig. 4.19(a)). La deuxie`me1 montre le cœur d’un fœtus de 12 semaines (Fig.
4.19(b)). A cet aˆge, le ventricule gauche a une forme particulie`re a` cause des trabe´culations
en pointe.
Pre´senter les re´sultats de tous les tests risque de noyer le lecteur. Nous faisons le choix
de nous limiter a` comparer notre me´thode avec un filtre de chacun des domaines suivants :
filtrage classique du speckle, diffusion non line´aire, diffusion non line´aire robuste, diffusion
avec utilisation du CV local. Les filtres correspondants sont respectivement le filtre de Lee,
le filtre de Perona, le filtre de Black et enfin le filtre de Yu.
4.3.4.1 Cas de l’image e´chographique non cardiaque
Re´sultats visuels :
La figure 4.20 pre´sente les re´sultats des filtres de Lee, Perona, Black, Yu et de la γ-diffusion.
On peut remarquer visuellement que la γ-diffusion produit l’image la plus nette, tout
en pre´servant les contours importants de l’image initiale. Nous insistons sur cette ca-
racte´ristique, car le filtre de Yu aboutit a` un re´sultat tre`s lisse, constant par morceaux
mais ou` des contours importants ont e´te´ diffuse´s ou e´largis.
Re´sultats sur les contours :
L’interpre´tation des donne´es me´dicales ne´cessite de conserver l’information contenue dans
l’image sans la de´former. Pour illustrer ces proprie´te´s, la figure 4.21 pre´sente les contours
1Cette image ainsi que toutes les autres images e´chocardio-fœtales nous ont e´te´ fournies par la Clinique
de Notre Dame de Perpignan, par l’interme´diaire du docteur Berreni.
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Fig. 4.19 – Images e´chographiques re´elles utilise´es pour les tests.
extraits des re´sultats de la figure 4.20. Ils sont obtenus a` l’aide d’un simple filtre de So-
bel, comme pour les images de synthe`se. Pour chaque filtre, deux images sont affiche´es :
l’ensemble des contours ainsi qu’un zoom sur une zone significative de l’image.
Les filtres de Lee et de Perona lissent les zones homoge`nes mais ne pre´servent pas
suffisamment les contours. Le filtre de Black ne lisse pas les contours mais en de´tecte
trop. A l’inverse, le filtre de Yu lisse trop l’image et de´forme les e´le´ments utilisables pour
l’interpre´tation.
Notre filtre lisse les zones homoge`nes et pre´serve les contours. L’arc de cercle est un
indicateur de la performance des diffe´rents filtres : seuls la γ-diffusion et Black le pre´servent.
Le zoom sur les contours de l’image initiale permet de comparer visuellement la pre´servation
des contours les plus importants et de juger le filtrage du bruit. Notre mode`le correspond
bien a` nos attentes.
Statistiques :
Le tableau 4.5 contient les re´sultats quantitatifs des filtres sur l’image e´chographique non
cardiaque. Les valeurs des biais sont similaires aux valeurs trouve´es dans les autres tests.
L’entropie ge´ne´rale est haute, comme pre´vu dans la pre´sentation de ce crite`re (Sec. 4.3.1).
On remarque que l’impression visuelle se retrouve dans ces estimations : le re´sultat de la
γ-diffusion est le moins flou apre`s celui de Black. Le re´sultat le plus flou est celui du filtre
de Perona qui obtient la plus haute valeur. Le maximum d’information est e´videmment
contenu dans l’image initiale qui a la plus petite entropie. Le calcul de la variance to-
tale de l’image est un peu fausse´ ; l’image contient plusieurs zones noires a` cause de la
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Fig. 4.20 – Re´sultats des filtres de Lee, Perona, Black, Yu et de la γ-diffusion sur une
image e´chographique non cardiaque.
Me´thode Biais Entropie VT (×103) C2T (×106)
Image initiale 0 10.89 2.15 19.3
Lee 0.23 10.91 1.87 9.37
Perona 0.02 10.92 1.87 8.67
Black 0.02 10.90 2.08 15.9
Yu 2.43 10.91 2.46 5.73
γ-diffusion 0.20 10.90 2.15 13.0
Tab. 4.5 – Statistiques des re´sultats des filtres sur l’image e´chographique non cardiaque.
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forme de l’e´chographie. L’intensite´ moyenne du re´sultat compresse´ du filtre de Yu (et dans
une moindre mesure de celle de la γ-diffusion) augmente. Les zones noires demeurant in-
change´es, la variance totale de l’image augmente. Ceci explique le fait que malgre´ un lissage
visible des zones homoge`nes, la variance totale du re´sultat de la γ-diffusion est quasiment
identique a` celle de l’image initiale. La meˆme constatation s’applique au filtre de Yu.
4.3.4.2 Cas de l’image e´chocardiaque fœtale
Parame`tres utilise´s :
La figure 4.22 montre les re´sultats apre`s 500 ite´rations de diffusion pour un pas ∆t = 0.05.
σ est fixe´ a` 10 pour le filtre de Perona. Il est estime´ automatiquement pour les autres. Pour
le filtre de Yu, q0 = 1 et ρ = 1/6.
Pour le filtre de Lee, la zone conside´re´e homoge`ne pour le calcul du CV global est
[[80, 111]] × [[80, 111]]. Elle correspond aux tissus en bas a` droite. Cependant le re´sultat
trouve´ est trop e´leve´ par rapport au reste de l’image ; on l’a divise´ par deux pour e´viter
que l’image soit uniforme´ment lisse´e par un filtre moyenneur.
Re´sultats :
Globalement on retrouve des re´sultats similaires :
– le filtre classique de Lee est moins efficace a` cause de la granularite´ importante du
speckle. Ce filtre n’est pas progressif et donc difficilement controˆlable.
– le filtre de diffusion de Perona est mieux adapte´ aux images e´chographiques. On peut
notamment controˆler le pas, le nombre d’ite´rations et la quantite´ de filtrage voulue.
Cependant tout contour est diffuse´ et l’amplitude du gradient n’est pas un parame`tre
suffisamment robuste au speckle ;
– le filtre de Black a l’avantage, sur les autres filtres de diffusion classique, d’arreˆter
comple`tement la diffusion au-dela` d’un seuil. Il se heurte ici aux fortes variations
locales d’intensite´ dues au speckle et de´tecte des contours dans toutes les zones ho-
moge`nes. Nous avons montre´ pre´ce´demment que ce filtre sous-e´value la valeur σe, la
quantite´ de contours de´tecte´s ici en est une illustration ;
– le filtre de Yu permet un meilleur filtrage graˆce a` l’utilisation du coefficient de varia-
tion qui localise mieux les contours importants. Cependant la forme de son coefficient
de diffusion et l’e´valuation errone´e des parame`tres initiaux conduisent a` un lissage
qui de´nature les structures. Les contours sont e´largis ou disparaissent ;
– notre filtre permet de combiner l’utilisation du coefficient de variation et un coeffi-
cient de diffusion robuste. La re´e´valuation automatique du parame`tre γe permet une
reconside´ration de la ” nature ” des pixels a` chaque ite´ration. On remarque que la
forme des cavite´s est respecte´e. Les structures de l’image sont pre´serve´es. Toutefois,
le lissage intra-re´gions est moins important que celui de Perona et de Yu, au profit
d’un plus grand contraste sur les contours.
Visualisation :
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Fig. 4.21 – Contours des re´sultats des filtres sur l’image e´chographique non cardiaque.
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Fig. 4.22 – Re´sultats des filtres de Lee, Perona, Black, Yu et γ-diffusion sur une image
e´chographique cardiaque d’un fœtus de 12 semaines.
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Fig. 4.23 – Mise en e´vidence du lissage des filtres sur l’image e´chocardiaque par rehausse-
ment non line´aire des intensite´s.
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Fig. 4.24 – Seuillage des images de la figure 4.22.
Les re´sultats du filtrage sont parfois difficilement appre´ciables directement. Pour les mettre
en e´vidence, nous avons rehausse´ de manie`re non-line´aire l’intensite´ de chaque image. Nous
utilisons une fonction strictement croissante pour ne pas modifier l’ordre des intensite´s.
Les images ainsi traite´es sont pre´sente´es sur la figure 4.23. Ce proce´de´ met notamment en
e´vidence la pre´sence initiale de speckle a` l’inte´rieur des cavite´s. Le filtrage intra-cavite´s est
aussi mieux appre´ciable : les filtres de Lee et de Black ne lissent pas ces re´gions.
Les figures 4.24 et 4.25 pre´sentent respectivement les re´sultats d’un seuillage des images
filtre´es et d’une de´tection de contours de type Sobel. Ces e´le´ments permettent de compa-
rer le respect des structures initiales et l’efficacite´ du lissage. On retrouve les re´sultats
the´oriques annonce´s dans les sections pre´ce´dentes.
Re´sultats quantitatifs :
Le tableau 4.6 contient les re´sultats quantitatifs des filtres sur l’image e´chocardiographique
fœtale. On peut remarquer que globalement les re´sultats sont moyens. Cela est duˆ a` la
taille significative du grain. Les filtres ne sont pas biaise´s. Le classement des entropies
est conforme aux pre´visions et aux autres tests. Le filtre de Black obtient la meilleure
entropie car il ne filtre pas le bruit. La γ-diffusion obtient le deuxie`me score montrant une
plus grande pre´cision. Cet exemple illustre que la variance totale et le contraste total, pris
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Fig. 4.25 – De´tection des contours sur les images de la figure 4.22.
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Me´thode Biais Entropie VT (×103) C2T (×106)
Image initiale 0 9.25 1.06 1.83
Lee 0.3939 9.35 0.95 1.23
Perona 0.0031 9.37 0.80 0.60
Black 0.0034 9.29 1.02 1.63
Yu 0.0069 9.44 0.95 0.58
γ-diffusion 0.0035 9.34 1.00 1.32
Tab. 4.6 – Statistiques des re´sultats de chaque filtre sur l’image e´chocardiaque.
se´pare´ment, ne permettent pas de mesurer efficacement la qualite´ du filtrage. Une fonction
de ces deux crite`res serait ne´cessaire.
4.4 Conclusion
Dans ce chapitre nous avons pre´sente´ un nouveau mode`le de diffusion anisotrope robuste
appele´e γ-diffusion. Graˆce au coefficient de variation local, a` la fonction d’erreur robuste
de Tukey et a` l’estimation automatique des parame`tres, ce filtre est conc¸u pour mieux
re´duire le speckle dans les images e´chographiques. Ces parame`tres sont re´e´value´s a` chaque
ite´ration pour un controˆle plus pre´cis de la diffusion : la classification des pixels dans des
zones homoge`nes ou sur des contours e´volue au cours du temps.
Le mode`le propose´ se de´marque des techniques classiques par une pre´servation plus
pre´cise des structures de l’image et un meilleur filtrage. Des re´sultats sur des images de
synthe`se, e´chographiques et e´chocardiaques ont e´te´ pre´sente´s et compare´s a` de nombreux
filtres utilise´s couramment pour le speckle et les images e´chographiques. Une comparaison
de l’influence des diffe´rents coefficients de diffusion de la litte´rature a montre´ la pertinence
de notre coefficient de diffusion et ouvert des possibilite´s d’adaptation du parame`tre γ a`
d’autres mode`les.
La γ-diffusion est une me´thode qui respecte les principes e´tablis d’une diffusion se´mantiquement
correcte.
En outre, l’e´tude de l’influence des parame`tres de simulation permet de conclure que
le filtre est robuste aux diffe´rentes mode´lisations du speckle. Par contre il est sensible a` la
variation de la fonction d’e´talement du point.
La nature et les re´sultats inte´ressants de la γ-diffusion rendent possible son inte´gration
dans un processus de segmentation par contours actifs d’images affecte´es par du speckle.
Nous de´veloppons dans le chapitre suivant une me´thode de segmentation par B-spline
snake fonde´e sur le coefficient de variation. Elle exploite les re´sultats de la γ-diffusion pour
e´valuer deux e´nergies externes controˆlant le snake.
Chapitre 5
Utilisation du CVL pour la
segmentation par contours actifs
Re´sume´
Ce chapitre pre´sente une technique de segmentation robuste des cavite´s car-
diaques dans les images e´chographiques 2D, appele´e Automatic B-spline Snakes
(ABS). La me´thode propose´e repose sur l’utilisation des B-spline snakes. L’avantage
de ce mode`le est de travailler avec des courbes ferme´es dont la continuite´ est
implicite. Nous proposons trois termes d’e´nergie que nous de´veloppons. Une e´nergie
interne qui permet de maintenir un e´cart re´gulier entre les points de jonction du
B-spline snake, impliquant une parame´trisation proche de l’abscisse curviligne.
Cette contrainte permet une meilleure approximation du contour des cavite´s
et assure la re´gularite´ du snake. Une e´nergie externe originale de plaquage est
calcule´e a` partir des amplitudes et directions du gradient d’une image de contours.
Cette image est construite a` partir des valeurs du coefficient de variation local
obtenues apre`s une γ-diffusion. L’e´nergie externe ainsi construite est plus robuste
au speckle que les autres e´nergies de la litte´rature. La troisie`me e´nergie se base sur
le champ de vecteurs gradients du coefficient de variation et permet l’expansion
du snake. Nous pre´sentons un mode`le d’initialisation automatique, des techniques
d’interpolation, de minimisation d’e´nergie, d’e´volution et de rendu du snake. Les
nombreuses expe´rimentations pre´sente´es en fin de chapitre montrent l’efficacite´
de l’algorithme. Les re´sultats sont compare´s a` la de´tection manuelle de me´decins
experts sur diffe´rents types d’images e´chographiques, ainsi qu’a` d’autres me´thodes
de segmentation par contours actifs. Des crite`res quantitatifs et qualitatifs sont
utilise´s.
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Introduction
Le filtrage de l’image e´chographique n’est pas une fin en soi, c’est une e´tape permet-
tant d’ame´liorer les re´sultats de la segmentation. Dans ce chapitre, nous de´veloppons une
technique de segmentation adapte´e a` ce type d’images. Nous utilisons les B-spline snakes
pour segmenter les cavite´s cardiaques. L’inte´reˆt majeur de cette approche est qu’elle ex-
ploite un contour de´ja` ferme´. La connexite´ n’est plus a` ve´rifier lorsque l’algorithme est
termine´, contrairement aux de´tecteurs de contours traditionnels. En plus, ce traitement
permet d’obtenir les coordonne´es du contour de l’objet segmente´, sa surface et sa position ;
alors que les filtres classiques de de´tection de contours traitent l’image globalement. L’uti-
lisation des B-splines apporte aussi une continuite´ ge´ome´trique et analytique. Le mode`le
que nous proposons consiste a` effectuer une premie`re e´tape de diffusion anisotrope de´finie
dans le chapitre pre´ce´dent. Puis, comme dans tout mode`le de contours actifs (Chap. 3),
nous minimisons une fonctionnelle d’e´nergies. Celle-ci se compose de trois termes. Le pre-
mier est une nouvelle e´nergie externe base´e sur l’amplitude et le gradient du coefficient de
variation local. Elle rend notre approche plus efficace pour segmenter les images affecte´es
par le speckle. Le deuxie`me terme est une e´nergie externe fonde´e sur le champ de vec-
teurs gradients du coefficient de variation. Elle assure l’expansion du snake et son guidage
vers les contours. Le champ de vecteurs est aussi utilise´ pour proposer une initialisation
quasi-automatique originale pour contours actifs parame´triques. Enfin le troisie`me terme
est une e´nergie interne analogue a` celle propose´e par Jacob [Jacob et al., 2004]. Elle permet
de forcer le B-spline snake a` maintenir une parame´trisation uniforme. Nous de´montrons
qu’elle garantit la continuite´ ge´ome´trique du B-spline snake.
Ce chapitre se de´compose comme suit. Dans la premie`re section, nous rappelons brie`ve-
ment les fondements mathe´matiques des splines. Dans la section 5.2, nous mettons en
e´vidence l’inte´reˆt d’utiliser les B-splines dans le cadre des snakes et nous e´tudions l’influence
de la parame´trisation. L’e´nergie interne utilise´e, de´rivant de ces analyses, est pre´sente´e.
Dans la section 5.3, nous pre´sentons les mode`les d’e´nergies externes de la litte´rature et nous
de´veloppons les deux nouveaux termes d’e´nergies externes robustes au speckle. Ensuite,
la section 5.4 pre´sente l’initialisation automatique, l’interpolation initiale du contour et le
mode`le d’expansion de points du B-spline snake. Les de´tails du calcul des de´rive´es partielles
des e´nergies externes et interne sont pre´sente´s dans la section 5.5. La section 5.6 regroupe
les diffe´rentes expe´rimentations et la validation du mode`le propose´.
5.1 Fondements des splines
5.1.1 Les splines
Les splines ont e´te´ de´couvertes de`s le dix neuvie`me sie`cle par N. Lobachevsky. Elles
e´taient alors construites comme des convolutions de certaines distributions de probabilite´
[Farin, 1992]. La the´orie moderne de l’approximation par splines a e´te´ introduite par
I.J. Schoenberg en 1946 [Schoenberg, 1946] dans le cadre de la construction de coques de
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Fig. 5.1 – Spline cubique par morceaux et partition de l’unite´ des B-splines. (a)
De´composition d’une spline cubique. (b) Fonctions B-splines sur le segment [ti, ti+1].
bateaux. Leur utilisation s’est re´pandue suite a` l’article de Carl de Boor en 1972, dans
lequel il propose une me´thode re´cursive stable pour les calculer [De Boor, 1978a]. Les
splines sont une ge´ne´ralisation des courbes de Be´zier, permettant de construire des
courbes complexes tout en controˆlant leur degre´ de continuite´. Le principe est d’utiliser un
assemblage de plusieurs polynoˆmes (ou arcs de Be´zier) de degre´ fixe. La courbe composite
qui en re´sulte est appele´e spline.
Une fonction s(t) de´finie sur un intervalle [a, b] est une fonction spline de degre´ k > 0
et d’ordre (k + 1), avec pour nœuds (ou points d’arreˆt) la se´quence {tj}j=0,1..,M−1, t0 =
a, tM−1 = b, tj < tj+1, si les deux conditions suivantes sont ve´rifie´es :
– Sur chaque intervalle [tj, tj+1], s(t) est un polynoˆme de degre´ infe´rieur ou e´gal a` k.
t ∈ [tj, tj+1], s(t) ∈ Pk, j = 0, 1..,M − 2; (5.1)
ou` Pk est l’ensemble des polynoˆmes de degre´ infe´rieur ou e´gal a` k.
– La fonction s(t) et ses (k − 1) de´rive´es sont continues sur [a, b]
s(t) ∈ Ck−1[a, b]. (5.2)
Un exemple de spline cubique et de son polygone de controˆle est pre´sente´ en figure 5.1.
Les points di de´finissant le polygone de controˆle sont appele´s points de controˆle. Les
jonctions pi entre les arcs sont appele´s points de jonction.
Une fonction spline s(t) est dite pe´riodique si, en plus de ces conditions, elle satisfait :
s(l)(a) = s(l)(b), l = 0, 1..., k − 1. (5.3)
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5.1.2 Choix de la parame´trisation
Une parame´trisation d’une courbe spline est une fonction spline f qui fait corres-
pondre a` chaque parame`tre t un point p de la courbe. En particulier :
f(ti) = pi (5.4)
ou` ti est un nœud et pi un point de jonction.
Dans la suite de ce document, nous conside´rons le cas des splines uniformes. Ce sont
des splines dont la parame´trisation est uniforme : ti = i.
Le choix d’une telle parame´trisation diminue conside´rablement la complexite´ des calculs
(Sec. 5.1.3) et permet, pour une re´partition des points de jonction re´gulie`re, de maintenir
la continuite´ ge´ome´trique de la courbe (Sec. 5.2.1).
5.1.3 Les B-splines
Les B-splines sont des fonctions polynomiales par morceaux, de´finies sur un vecteur de
nœuds. Les splines associe´es a` un vecteur de nœuds peuvent eˆtre repre´sente´es en terme de
combinaisons line´aires de fonctions B-splines. Les B-splines sont donc une base de l’es-
pace des splines pour ce vecteur de nœuds (re´sultat de´montre´ par Schoenberg [Schoen-
berg, 1946]). Dans le cas des splines uniformes d’ordre k, les fonctions de base Nki (t) sont
syme´triques et construites par translation a` partir des (k + 1) convolutions de l’impulsion
rectangulaire N0 (eq.5.5, eq.5.6) :
N00 (t) =
{
1, si t ∈ [0, 1],
0, sinon.
(5.5)
Nk0 (t) = N
0
0 ∗N00 ∗ ... ∗N00 (t)︸ ︷︷ ︸
(k+1)fois
(5.6)
Nki (t) = N
k
0 (t− i) (5.7)
5.1.3.1 Quelques caracte´ristiques des B-splines
Nous conside´rons dans cette section les splines ge´ne´rales. Conside´rons une suite de
points T = (t0, ..., tm) et posons :
ωi,k(t) =
{
t−ti
ti+k−ti si ti 6= ti+k.
0 sinon.
pour 1 ≤ k ≤ m+ 1− i, (5.8)
Nous pouvons e´nume´rer les proprie´te´s suivantes des B-splines :
1. Les fonctions B-splines sont de´finies de manie`re re´cursive :
Nki (t) = ωi,k(t)N
k−1
i (t) + (1− ωi+1,k(x))Nk−1i+1 (t); (5.9)
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2. Elles ont un support local :
Nki (t) = 0 si t /∈ [ti, ti+k+1]; (5.10)
3. Les valeurs sont positives ou nulles : Nki (x) ≥ 0 ;
4. Elles forment une partition de l’unite´ :
∀(k, t) ∈ N× R
∞∑
i=−∞
Nki (t) = 1; (5.11)
5. Elles sont unimodales.
La proprie´te´ (1) seule ou les proprie´te´s (2) a` (4) caracte´risent les B-splines. Elles ont, en
outre, d’autres proprie´te´s, tel que le respect de la convexite´, des re`gles d’inte´gration et de
de´rivation [De Boor, 1978b; Schumaker, 1981; Yamaguchi, 1988; Dierckx, 1993].
5.1.4 Les courbes splines comme combinaison des B-splines
Les splines sont caracte´rise´es de manie`re unique par leur de´composition dans la base
B-splines. Cette de´composition s’e´crit :
s(t) =
M∑
i=0
diN
k
i (t), t ∈ [t0, tM ] (5.12)
ou` les Nki (t) = N
k
0 (t− i) sont les translations de la B-spline centrale de degre´ k. M − 1
est le nombre de nœuds de la courbe. La fonction Nki (t) est le poids attribue´ au point
de controˆle di dans le calcul du point d’abscisse curviligne t. La figure 5.1(b) repre´sente
l’influence des B-splines cubiques pour le calcul d’une spline sur l’intervalle [ti, ti+1]. Une
spline est entie`rement de´finie par ses points de controˆle di qui forment le polygone de
controˆle (Fig. 5.1(a)).
Un exemple de la de´composition de splines est pre´sente´ en section 5.2.1.1 dans la figure
5.2 pour le cas de deux splines ferme´es. Les graphes sur la partie droite de la figure sont
les de´compositions de s(t) = (x(t), y(t)).
5.1.5 Les B-splines dans le contexte des snakes
Les snakes, pre´sente´s dans le chapitre 3, sont des courbes ferme´es dont l’e´volution est
re´gie par la minimisation d’une fonctionnelle d’e´nergie. Les splines s’inte`grent efficacement
dans le mode`le des snakes, puisqu’elles permettent de caracte´riser par un vecteur de points
de controˆle une courbe parame´trique continue. Lorsqu’on utilise une spline pour repre´senter
la courbe du snake, le mode`le est appele´ B-snake ou B-spline snake [Menet et al., 1990].
L’inte´reˆt de l’utilisation des B-splines vient de ses proprie´te´s implicites, notamment :
Un controˆle local : La modification d’un point de controˆle ne modifie qu’une partie de
la courbe. Cela provient du fait que les fonctions de base des B-splines sont a` support
borne´.
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Un controˆle de la continuite´ : Les splines uniformes d’ordre k + 1 (donc de degre´ k)
sont Ck−1 continues.
Une invariance par transformation affine : Calculer la transformation affine d’une
B-spline est e´quivalent a` calculer la B-spline de la transformation affine des points
de controˆle qui la de´finissent.
L’e´nergie d’un B-spline snake est calcule´e en substituant v(t) par s(t) dans l’e´quation
du mode`le introduit par Kass et Witkin [Kass et al., 1988] :
Esnake = Einterne(s(t)) + Eexterne(s(t)) + Eimage(s(t)) (5.13)
Dans [Kass et al., 1988], le terme d’e´nergie externe Eexterne regroupe les e´nergies qui sont
de´finies par l’utilisateur pour imposer des contraintes supple´mentaires. Ce sont par exemple
des notions de distance a` un patron ou a` des points arbitraires qui attirent ou repoussent
le snake. Cependant, dans la litte´rature le terme d’e´nergie externe fait parfois re´fe´rence a`
un terme regroupant Eexterne et Eimage. En conside´rant que l’image est un e´le´ment exte´rieur
au snake, nous adaptons le terme d’e´nergie externe pour de´signer aussi bien Eexterne que
Eimage.
5.1.5.1 Cas des splines cubiques
Dans la suite de ce chapitre, nous nous plac¸ons dans le cadre des B-splines cubiques.
Ces splines permettent de minimiser la courbure des snakes (Sec. 5.2.2.1). De plus, il n’est
pas ne´cessaire d’utiliser des B-splines d’ordre supe´rieur puisque l’œil humain ne peut pas
remarquer des discontinuite´s ge´ome´triques d’ordre supe´rieur a` 2. La fonction N3i (t) des
B-splines cubiques s’e´crit de la manie`re suivante :
N30 (t) =

−t3+3t2−3t+1
6
, si 0 ≤ t < 1
3(t−1)3−6(t−1)2+4
6
, si 1 ≤ t < 2
−3(t−2)3+3(t−2)2+3(t−2)+1
6
, si 2 ≤ t < 3
(t−3)3
6
, si 3 ≤ t < 4
0, sinon
(5.14)
et
N3i (t) = N
3
0 (t− i). (5.15)
Les B-spline dans le contexte du traitement d’image, et notamment de la segmentation
par contours actifs, ont e´te´ tre´s largement e´tudie´es par Unser [Unser et al., 1993; Unser,
1999; Brigger et al., 2000; Precioso et al., 2003; Jacob et al., 2004].
5.2 Continuite´ ge´ome´trique et e´nergie interne
5.2.1 Pertinence de la parame´trisation uniforme
A partir d’un contour initial trace´ a` la main ou ge´ne´re´ automatiquement (Sec. 5.4.1),
M points sont se´lectionne´s. Ces points sont les jonctions entre les arcs de la spline d’in-
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terpolation. Nous notons {pi}i=0...M−1 ces points. Tout comme les points de controˆle, les
points de jonctions caracte´risent une spline uniforme.
5.2.1.1 Influence de la parame´trisation et de la disposition des points de jonc-
tion
Pour eˆtre efficace, une parame´trisation doit se rapprocher le plus possible de la “ge´ome´-
trie” des points [Farin, 1992]. Pour une parame´trisation donne´e, le snake peut eˆtre vu
comme une trajectoire parame´tre´e par le temps. On cherche a` parcourir la courbe a` vitesse
constante pour obtenir la parame´trisation la plus re´gulie`re : celle par l’abscisse curviligne.
Lorsque la parame´trisation est uniforme, s(t) passe le meˆme “temps” entre deux points
successifs sans tenir compte de leur distance relative le long de la courbe. S’il y a un
changement brutal de distance entre deux points de jonction successifs, la courbe n’a plus
la meˆme continuite´ ge´ome´trique. Pour palier ce proble`me, certaines parame´trisations
tiennent compte de la distance entre les points, notamment celles de la longueur de corde,
centripe`te, et de Foley [Foley, 1987].
Le proble`me peut eˆtre pris dans l’autre sens dans le cas des B-spline snakes. Ayant choisi
de travailler avec des splines uniformes, pour interpoler au mieux la courbe, les points de
jonction doivent se re´partir de la manie`re la plus uniforme possible sur sa longueur. Si les
points se re´partissent de manie`re irre´gulie`re le long du contour, les arcs de la courbe ayant
des extre´mite´s e´loigne´es ne repre´sentent pas correctement le contour.
Pour une meilleure re´gularite´ du contour et pour se rapprocher d’une pa-
rame´trisation par l’abscisse curviligne, nous choisissons les points de jonction a`
intervalles re´guliers sur la courbe initiale et une parame´trisation uniforme.
Le choix d’une telle parame´trisation entraˆıne une ve´rification de la disposition des points
de jonction a` chaque ite´ration pour maintenir une distance re´gulie`re. Nous re´solvons ce
proble`me de re´gularite´ de la distance par l’utilisation d’une e´nergie interne de´finie ci-apre`s.
Fig. 5.2 – Interpolation d’une courbe 2D par 10 nœuds avec parame´trisation uniforme.
De´compositions des splines 1D correspondantes. (a) interpolation avec e´cartement irre´gulier
des points de jonction. (b) interpolation avec e´cartement re´gulier des points de jonction.
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5.2.1.2 Exemple d’interpolation
La figure 5.2 pre´sente deux ensembles de points de jonction et les courbes splines
s(t) = (x(t), y(t)) correspondantes (les B-snakes). Les deux splines utilisent 10 nœuds. La
courbe initiale a` interpoler comporte 162 points. Les splines unidimensionnelles x(t) et y(t)
sont repre´sente´es sur la droite de chacune des splines 2D. Les splines unidimensionnelles
sont trace´es en trait continu, et les fonctions B-splines basiques, ponde´re´es par les points
de controˆle, sont trace´es en pointille´s. Sur les splines 2D, les points encercle´s de la courbe
sont les points de jonction. Ils correspondent aux valeurs entie`res de la parame´trisation
uniforme. La premie`re spline (Fig. 5.2(a)) comporte des points de jonction re´gulie`rement
espace´s ; alors que la deuxie`me (Fig. 5.2(b)) pre´sente une re´partition irre´gulie`re des points
de jonction. Ces derniers se rassemblent pour la plupart sur le sommet du cœur. Le pla-
cement des points est volontairement exage´re´ pour montrer les diffe´rents effets que peut
amener un espacement non uniforme des points de jonction, notamment :
– La forme ge´ne´rale n’est plus respecte´e ; ceci parce que les diffe´rentes parties de la
courbe ne sont pas interpole´es par le meˆme nombre de nœuds.
– Le pic en haut a` gauche de la figure 5.2(b) ne correspond a` aucun point de jonction. Il
apparaˆıt a` cause de l’incohe´rence entre la parame´trisation et l’espacement des points
de jonction.
Maintenir un espace re´gulier entre les points de jonction, en relation avec la parame´trisation,
est donc essentiel pour la cohe´rence du re´sultat.
5.2.2 Pertinence des B-spline snakes et e´nergie interne
Nous discutons ici de l’inte´reˆt des B-splines dans le cadre des snakes. La plupart des
approches parame´triques des snakes reposent sur les proprie´te´s intrinse`ques de mode`les
pour assurer une faible courbure [Brigger et al., 2000; Staib and Duncan, 1992; Chakraborty
et al., 1996]. Nous reprenons des re´sultats pre´sente´s par Brigger [Brigger et al., 2000] et
Jacob [Jacob et al., 2004] pour de´montrer la pertinence des B-splines snakes et pour justifier
notre mode`le d’e´nergie interne.
Brigger et al. de´montrent que la solution d’un snake, dont l’e´nergie interne repose
uniquement sur la norme de la de´rive´e seconde de la courbe, est une B-spline cubique dont
les nœuds sont sur les valeurs entie`res du parame`tre. Il a e´te´ souleve´ re´cemment que cela
reste insuffisant pour garantir la continuite´ ge´ome´trique du snake [Jacob et al., 2004].
Nous de´montrons d’abord que, sous l’hypothe`se d’une parame´trisation par l’abscisse
curviligne, l’e´nergie interne de la fonctionnelle de Kass et Witkin peut eˆtre ramene´e au cas
particulier de l’e´nergie interne de Brigger [Brigger et al., 2000]. Nous de´montrons ensuite
que la solution qui minimise la fonctionnelle est une spline cubique. Nous montrons finale-
ment qu’une e´nergie interne est ne´cessaire pour contraindre le snake a` respecter l’hypothe`se
initiale. A l’issue de ces de´monstrations, nous pre´sentons le mode`le d’e´nergie utilise´.
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5.2.2.1 De l’inte´reˆt de l’utilisation des B-splines uniformes
Le mode`le des snakes introduit par Kass et Witkin consiste a` trouver la courbe mini-
misant une fonctionnelle d’e´nergie (Chap. 3).
Proposition :
Le mode`le d’e´nergie interne de´fini par Kass et Witkin [Kass et al., 1988] se rame`ne, sous
l’hypothe`se de la parame´trisation par l’abscisse curviligne, a` l’inte´grale du carre´ de la
de´rive´e seconde de la courbe :
Einterne =
∫ M
0
(
d2s(t)
dt2
)2
dt. (5.16)
Preuve :
L’e´nergie interne controˆle la raideur et la tension du snake. Le mode`le de Kass et Witkin
[Kass et al., 1988] propose pour e´nergie interne, une combinaison line´aire entre la tension
de la courbe (qui est lie´e a` sa longueur si le nombre de nœuds est fixe) et l’inte´grale du
carre´ de sa courbure. Soit g(t) = (x(t), y(t)) une courbe parame´trique quelconque de´finie
sur t ∈ [0,M ]. L’expression de son e´nergie interne s’e´crit :
Einterne = λ1
∫ M
0
(x′(t)2 + y′(t)2)
1
2dt︸ ︷︷ ︸
tension de la courbe
+λ2
∫ M
0
(
x′′(t)y′(t)− x′(t)y′′(t)
(x′(t)2 + y′(t)2)
3
2
)2
︸ ︷︷ ︸
|κ(g(t))|2
dt (5.17)
ou` κ(g(t)) est la courbure au point g(t). Soit em l’e´cart d’abscisse curviligne moyen entre
deux points de la courbe de parame`tres entiers :
em =
1
M
∫ M
0
(x′(t)2 + y′(t)2)
1
2dt. (5.18)
Si l’on parame`tre la courbe par son abscisse curviligne alors :
|g′(t)|2 = |x′(t)|2 + |y′(t)|2 = e2m, ∀t. (5.19)
Le terme sous la deuxie`me inte´grale de (eq.5.17) peut s’e´crire vectoriellement [Jacob et al.,
2004] :
|κ(g(t))|2 = (g
′(t)× g′′(t)) · (g′(t)× g′′(t))
|g′(t)|6 (5.20)
ou` ” × ” de´signe le produit vectoriel et ” · ” le produit scalaire. En utilisant le fait que
a · (b× c) = c · (a× b), on peut re´e´crire le nume´rateur :
(g′ × g′′).(g′ × g′′) = g′′ · (g′ × g′′ × g′)
= g′′ · (g′′(g′ · g′)− g′(g′ · g′′))
= |g′′|2|g′|2
(5.21)
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car g′ · g′′ = 1
2
(g′2)′ = 0 puisque |g′| est constant (|g′| = em). On peut donc e´crire :
|κ(g(t))|2 = |g
′′(t)|2
e4m
(5.22)
et ∫ M
0
|κ(g(t))|2dt = 1
e4m
∫ M
0
(|x′′(t)|2 + |y′′(t)|2)︸ ︷︷ ︸
|g′′(t)|2
dt. (5.23)
Conside´rons que l’e´nergie externe du snake est calcule´e sur un ensemble de points K qui
correspond a` un e´chantillonnage de la courbe. En ne´gligeant le premier terme de l’e´nergie
interne de Kass et Witkin, l’e´nergie totale a` minimiser peut alors s’e´crire :
Esnake =
∑
k∈K
Eexterne(g(k)) + λ
∫ M
0
(
d2g(t)
dt2
)2
dt (5.24)
The´ore`me [Brigger et al., 2000]
Si l’on suppose qu’une solution a` ce proble`me (Eq. 5.24) existe, la solution est une
B-spline dont les points de jonction sont les points de K.
Nous rede´montrons ici ce re´sultat.
De´monstration
Appelons gBs(t) l’interpolation cubique par morceau de g(t) dont les points de jonction
sont situe´s dans l’ensemble K : gBs(k) = g(k),∀k ∈ K. On peut re´e´crire l’e´quation (5.24)
par :
Esnake =
∑
k∈K
Eexterne(gBs(k)) + λ
∫ M
0
(
d2g(t)
dt2
)2
dt. (5.25)
ce qui ne change pas la valeur du terme d’e´nergie externe. Pour re´e´crire le deuxie`me terme
nous faisons re´fe´rence aux re´sultats de Schoenberg [Schoenberg, 1973] :∫ M
0
(
d2g(t)
dt2
)2
dt =
∫ M
0
(
d2gBs(t)
dt2
)2
dt+
∫ M
0
(
d2g(t)
dt2
− d
2gBs(t)
dt2
)2
dt. (5.26)
Soit :
Esnake =
∑
k∈K
Eexterne(gBs(k))+
∫ M
0
(
d2gBs(t)
dt2
)2
dt+
∫ M
0
(
d2g(t)
dt2
− d
2gBs(t)
dt2
)2
dt. (5.27)
Par hypothe`se, une solution g∗(t) pour laquelle Esnake est minimale existe. Soit gˆ(t) une
solution, alors Esnake(gˆBs) ≤ Esnake(gˆ). Les deux premiers termes sont e´gaux, cependant le
troisie`me terme est nul pour gˆBs. Le snake optimal est donc une spline cubique dont les
points de jonction sont sur les valeurs entie`res de la parame´trisation.
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5.2.2.2 Ne´cessite´ d’une e´nergie interne
Pour e´tablir l’e´quation 5.24, nous avons fait l’hypothe`se d’une parame´trisation par
l’abscisse curviligne (Eq. 5.19). Cette hypothe`se n’est pas mentionne´e par Brigger et al.
dans leur de´monstration du the´ore`me [Brigger et al., 2000]. Pourtant, lors de l’e´volution
du snake, les points de jonction se de´placent. Nous avons vu que les courbes B-splines
uniformes peuvent comporter de fortes courbures ge´ome´triques quand les points de jonction
s’accumulent dans une re´gion de la courbe. C’est notamment le cas quand aucune contrainte
sur leur disposition n’est impose´e lors de l’e´volution : les points de jonction peuvent se
regrouper dans les re´gions de tre`s faible e´nergie externe.
L’utilisation de B-spline n’est donc pas suffisante pour s’affranchir de toute e´nergie
interne. Pour respecter l’hypothe`se d’une parame´trisation par abscisse curviligne on peut :
– soit s’assurer que les points de jonction e´voluent vers des positions qui respectent une
parame´trisation proche de celle par abscisse curviligne (a` une transformation affine
pre`s),
– soit modifier la parame´trisation pour retrouver la parame´trisation par abscisse cur-
viligne a` partir des nouvelles positions des points de jonction.
Nous avons choisi d’utiliser une parame´trisation uniforme. Pour que celle-ci se rapproche
de la parame´trisation par l’abscisse curviligne, il faut que la distance entre les points de
jonction soit la plus re´gulie`re possible. Nous adoptons, a` cette fin, une e´nergie interne qui
pe´nalise les courbes dont les points de jonction sont irre´gulie`rement dispose´s.
Cette e´nergie interne posse`de un minimum qui correspond a` une re´partition homoge`ne
des points de jonction sur la courbe [Jacob et al., 2004]. Elle pe´nalise le snake quand le pas
infinite´simal sur la courbe s’e´carte du pas infinite´simal moyen :
Einterne =
∮ ∣∣|s′(u)|2 − e2m∣∣2 du. (5.28)
Lorsque la courbe e´volue avec cette contrainte, les points de jonction se de´placent dans la
direction tangente et se placent re´gulie`rement sur l’abscisse curviligne.
Durant l’e´volution de la courbe, la longueur est recalcule´e pour mettre a` jour le pa-
rame`tre em. On estime la valeur de l’inte´grale par une discre´tisation. On e´chantillonne la
courbe avec un taux T : sur chaque segment, T points re´gulie`rement espace´s sont interpole´s.
La valeur de la longueur totale de la courbe s’e´crit :
Longueur(s) =
1
M
MT−1∑
i=0
√
x′
(
i
T
)2
+ y′
(
i
T
)2
. (5.29)
Plus T est grand plus cette valeur s’approche de la longueur d’arc du B-spline snake.
5.2.3 Controˆle dynamique de la rigidite´ de la courbe
5.2.3.1 Ne´cessite´ d’un parame`tre de rigidite´
Utiliser une e´nergie qui pe´nalise un e´cart irre´gulier des points de jonction n’est pas
suffisant pour de´finir la rigidite´ du snake. Pour une longueur donne´e, plus il y a de points
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Fig. 5.3 – Sche´ma d’insertion dynamique d’un point de jonction.
de jonction plus la courbe est souple. Inversement, pour un nombre de points de jonction
fixe´, plus la courbe est longue moins elle est souple. Fixer un de ces deux parame`tres et
laisser l’autre libre n’est donc pas envisageable car cela conduirait a` une rigidite´ variable.
Nous proposons d’utiliser un parame`tre Λ de´finissant la longueur d’arc moyenne a` respecter
entre deux points de jonction et de faire e´voluer dynamiquement le nombre de points de
jonction de la courbe en fonction de sa longueur.
5.2.3.2 Mise a` jour dynamique du nombre de nœuds
Pour ne pas avoir a` pre´voir le nombre de nœuds a` utiliser, nous comparons l’e´cart moyen
em a` un seuil haut Λhaut et un seuil bas Λbas. Si la distance est trop grande (em > Λhaut), un
point de jonction est ajoute´ sur le segment le plus long pour rendre la courbe plus flexible.
Au contraire, si la distance est trop basse (em < Λbas), on enle`ve le plus petit segment pour
lisser le snake. La figure 5.3 montre l’exemple de l’insertion d’un point de jonction lors de
l’e´volution d’un B-spline snake.
Dans la section suivante, nous pre´sentons l’algorithme de de´tection des contours utili-
sant le coefficient de variation (CV) local (Chap 3) ; puis nous de´veloppons deux mode`les
originaux d’e´nergie externe adapte´s aux images e´chographiques.
5.3 Energies externes du B-spline snake
Dans cette section nous pre´sentons les deux e´nergies externes ayant pour but d’attirer
le B-spline snake sur les contours de l’image. Depuis l’introduction des contours actifs
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par Kass et Witkin [Kass et al., 1988], de nombreux mode`les d’e´nergies externes ont e´te´
propose´s. Une bibliographie pre´cise de ces mode`les a e´te´ pre´sente´e dans le chapitre 3.
Nous commenc¸ons par pre´senter la ge´ne´ration d’une carte de contours du coefficient de
variation exploitant la γ-diffusion (Chap. 4). Les deux e´nergies externes de B-spline snake
se calculent a` partir de cette carte.
La premie`re e´nergie externe, de´veloppe´e ci-dessous, est base´e sur le gradient directionnel
du coefficient de variation local. Elle plaque la courbe contre les contours. La seconde
e´nergie externe repose sur le champ de flux des vecteurs gradients du coefficient de variation
local. Elle permet d’attirer la courbe vers le contour avec une plus grande porte´e. Elle
permet aussi de contourner le proble`me de´licat de l’initialisation, comme nous le montrons
en section 5.4.1.
5.3.1 Carte des contours du coefficient de variation
5.3.1.1 Inte´reˆt de la carte
Les mode`les par contours actifs parame´triques sont connus pour eˆtre sensibles au bruit
[Precioso et al., 2003]. Dans ce chapitre, nous de´sirons ame´liorer la robustesse des B-spline
snakes face au speckle.
Le coefficient de variation local est une mesure qui permet de de´tecter les contours
lorsqu’elle est compare´e a` son estimation globale (Chap 3). Nous proposons de l’adapter
pour le rendre exploitable dans le de´veloppement de nouvelles e´nergies externes. On ge´ne`re
une image contenant les valeurs du CV local significativement supe´rieures au CV global.
En ce sens cette image est une carte des contours.
Nous utilisons l’amplitude et la direction du gradient du CV local ; nous montrons dans
la section suivante, a` travers un exemple, que cela ame´liore la robustesse au speckle.
5.3.1.2 Le´gitimite´ de la carte
La figure 5.4 illustre l’inte´reˆt d’utiliser le gradient du CV local dans le cas du spe-
ckle. Nous avons introduit un speckle synthe´tique dans une image contenant deux re´gions
homoge`nes. Nous avons ensuite calcule´ les directions et les amplitudes du gradient de l’in-
tensite´ et celles du gradient du CV local. Il apparaˆıt clairement que les gradients du CV
local sont orthogonaux au contour contrairement aux gradients de l’intensite´.
5.3.1.3 Ne´cessite´ du pre´-filtrage anisotrope
Appliquer directement l’ope´rateur de CV local sur les images e´chographiques affecte´es
par un fort speckle produit de faux contours et ne permet pas de de´tecter les contours
faibles. C’est un sce´nario similaire a` celui ou` on recherche les contours a` l’aide des ope´rateurs
de gradient ou de Laplacien dans des images optiques bruite´es. Nous utilisons donc une
me´thode indirecte. Nous inte´grons d’abord le processus de diffusion anisotrope, pre´sente´
dans le chapitre 4, dans un algorithme plus ge´ne´ral de de´tection de contours dans les
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Fig. 5.4 – (a) Image initiale bruite´e. (b) Carte des gradients de l’intensite´. (c) Carte des
gradients du CV local.
images e´chographiques. Cette e´tape est similaire au pre´traitement par diffusion anisotrope
classique (base´e sur le gradient de l’intensite´) dans le domaine de l’imagerie optique.
5.3.1.4 Ge´ne´ration de la carte
Nous proce´dons a` une diffusion anisotrope (γ-diffusion). Nous arreˆtons cette diffusion
quand l’image est conside´re´e stationnaire ; c’est-a`-dire quand γe(te) ≤ , avec te le nombre
d’ite´rations et  une valeur seuil positive. Pour nos expe´rimentations nous avons utilise´
 = 0.1. Nous appelons I tei,j l’image re´sultat de la diffusion. La figure 5.5(b) pre´sente un
re´sultat de cette me´thode.
Nous calculons alors l’image des contours Iγ comme une carte des CV locaux seuille´s :
Iγ(i, j) =
{
γ(i, j; te) si γ(i, j; te) > γe(te),
0 sinon.
(5.30)
La figure 5.5(c) est l’image Iγ correspondant a` l’image de la figure 5.5(a).
5.3.2 Energie externe de plaquage
L’e´nergie externe que nous voulons construire doit plaquer le snake s sur les contours.
Ceci revient a` :
– favoriser les points du snake qui se situent sur des contours ;
– pe´naliser les e´carts de direction entre le vecteur unitaire normal au snake ~n et le
vecteur gradient du CV local ~∇Iγ (calcule´ a` partir de l’image des contours Iγ).
Pour re´pondre a` ces exigences, l’e´nergie externe ”de plaquage ” que nous proposons
s’e´crit :
Eexterne(s(t)) = −
(
~∇Iγ(s(t)) · (~n(s(t)))
)
. (5.31)
La figure 5.6 de´crit l’amplitude de l’e´nergie externe pour un vecteur ~∇Iγ donne´ et pour
un angle θ avec le vecteur ~n qui varie.
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Fig. 5.5 – (a) Image initiale. (b) Re´sultat de la γ-diffusion. (c) Carte des CV locaux seuille´s.
Fig. 5.6 – Energie externe du B-snake en fonction de l’angle entre ~n et ~∇Iγ.
Cette e´nergie prend en compte l’amplitude du gradient du CV local, mais aussi sa
direction. Elle conduit le point p de la figure 5.7(a), mais aussi ses voisins, a` se plaquer au
contour.
Des e´nergies similaires, base´es sur le gradient de l’intensite´ de l’image, existent [Park
et al., 2001; Jacob et al., 2004] ; notre approche se de´marque par l’utilisation du coefficient
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Fig. 5.7 – Energie externe du B-snake. (a) Vecteurs normaux proches de l’alignement. (b)
Snake et contour orthogonaux.
de variation directionnel, re´sultat de la γ-diffusion pre´sente´e pre´ce´demment. Nous utilisons
le fait que, sur un contour, la direction du gradient du CV local est perpendiculaire a` ce
contour (Fig. 5.6).
Cette e´nergie est pourtant insuffisante si :
– l’initialisation du snake est trop e´loigne´e des parois ;
– les convexite´s du snake et du contour sont localement oppose´es. L’e´nergie de plaquage
n’e´tant pas syme´trique par rapport a` l’axe θ = pi
2
[pi], la convergence ne peut pas eˆtre
assure´e dans ce cas (Fig.5.6).
Pour traiter efficacement ces cas, nous proposons la deuxie`me e´nergie externe de´crite
dans la section suivante.
5.3.3 Energie externe d’expansion
5.3.3.1 Le proble`me
Les contours subjectifs :
Un mode`le de contour actif performant doit eˆtre peu sensible a` l’initialisation et doit
permettre de de´tecter des contours subjectifs. Ceux-ci sont des contours qui n’existent
pas re´ellement, mais qui sont pourtant perc¸us par l’œil (Fig. 5.8). Ils forment une classe
d’illusions visuelles dont Gaetano Kanizsa, de l’Universite´ de Trieste, a e´te´ un pionnier.
Pour des travaux approfondis dans le domaine, nous renvoyons le lecteur vers [Bradley and
Petry, 1977; Fineman, 1996].
La figure 5.8(a) repre´sente le ce´le`bre triangle de Kanizsa1, ou` il nous semble voir un
triangle blanc masquant partiellement trois disques et un triangle noir.
1de MathWorld A Wolfram Web Resource
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Fig. 5.8 – (a) Triangle de Kanizsa. (b) Une image e´chographique. (c) Les contours du CV
local.
Ce genre de cas ne se rencontre pas directement dans les images e´chographiques. Ce-
pendant, les contours sont parfois seulement sugge´re´s. La figure 5.8(b) est un exemple de
contours base´s sur le coefficient de variation dans une image e´chocardiaque fœtale. Les
valvules ouvertes entre les ventricules et les oreillettes et le trou de Bortal entre les deux
oreillettes font que les cavite´s n’ont pas des contours ferme´s. En plus, le speckle rend la
de´tection des parois plus difficile ; elles apparaissent parfois discontinues.
L’e´loignement au contour :
L’e´nergie de plaquage que nous avons propose´e favorise les courbes dont les points se situent
sur des pixels de fort gradient du CV local ( ~∇Iγ). Dans la carte Iγ, les gradients ~∇Iγ sont
des vecteurs qui :
– sont perpendiculaires au contour et de grande amplitude lorsqu’ils se situent sur une
frontie`re ;
– ont une amplitude qui de´croˆıt tre`s vite de`s qu’on s’e´loigne d’un contour ;
– ont une amplitude nulle dans les re´gions homoge`nes ou` Iγ(x, y) = 0.
Les vecteurs ~∇Iγ permettent au snake de converger vers une de´tection pre´cise des
contours. Cependant une initialisation proche de ces contours est ne´cessaire. Si un snake
est initialise´ dans une re´gion homoge`ne, il n’est pas attire´ par les contours parce que la
force exte´rieure est nulle.
5.3.3.2 Objectifs du mode`le
La deuxie`me e´nergie que nous souhaitons construire doit permettre :
– de de´tecter des contours discontinus ;
– d’attirer le snake vers les contours pour une initialisation moins contraignante ;
– de garantir une robustesse accrue face au speckle.
Nous visons a` e´tablir a` l’aide de cette e´nergie une me´thode d’initialisation quasi-
automatique (Sec. 5.4.1).
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5.3.3.3 Principe de l’e´nergie d’expansion
Champ de vecteurs :
On appelle champ de vecteurs toute application f de´finie sur un ouvert U de Rn, a` valeurs
dans Rn. Autrement dit, a` tout point de U , on associe un vecteur de Rn.
Champ de flux de vecteurs gradients
Xu et Prince [Xu and Prince, 1998] de´finissent le champ de flux de vecteurs gradients comme
un champ de vecteurs associe´ a` une image, obtenu par la minimisation d’une fonctionnelle
d’e´nergies. Cette minimisation revient a` diffuser les vecteurs gradients de l’intensite´ de
l’image.
Ils nomment leur technique gradient vector flow (GVF), terme que nous utilisons dans
la suite du document.
Notre mode`le :
Afin de re´pondre aux exigences exprime´es ci-avant, l’e´nergie d’expansion consiste en un
flux robuste de vecteurs gradients. C’est une image de potentiels oriente´s qui attirent le
snake vers les points de fort coefficient de variation de l’image. En re´fe´rence au mode`le
original, nous l’appelons : speckle-resistant Gradient Vector Flow (s-GVF).
5.3.3.4 De´rivation du s-GVF
Pour de´finir le s-GVF v(x, y), nous adoptons les notations de Xu et Prince : v(x, y) =
[u(x, y), v(x, y)]. v(x, y) est le re´sultat de la minimisation de la fonctionnelle suivante :
E =
∫∫
Ω
[|∇Iγ|2|v −∇Iγ|2 + µ(u2x + u2y + v2x + v2y)] dxdy, (5.32)
ou` µ est un parame`tre de re´gularisation entre les deux termes de l’inte´grale.
Le premier terme favorise la similitude entre le s-GVF et les gradients du coefficient de
variation local. La ponde´ration par l’amplitude du gradient de CV local diminue l’impor-
tance de cette similitude dans les re´gions homoge`nes et l’accroˆıt sur les contours.
Le deuxie`me terme favorise l’homoge´ne´ite´ du s-GVF en pe´nalisant les variations brutales
des composantes u et v.
Le s-GVF est donc un compromis entre un champ homoge`ne de vecteurs et le champ
des gradients du CV local. Le parame`tre µ re´gule ce compromis. Il permet notamment de
contourner l’irre´gularite´ des gradients lorsque des CV locaux aberrants perturbent l’image.
Dans notre application, ce proble`me est moindre puisque nous travaillons directement sur
le re´sultat de la diffusion. Nous utilisons ge´ne´ralement une valeur faible µ = 0.2.
Le s-GVF s’obtient en re´solvant les e´quations d’Euler suivantes :
µ∇2u− (u− ∂Iγ
∂x
)(
∂Iγ
∂x
2
+
∂Iγ
∂y
2
) = 0 (5.33)
µ∇2v − (v − ∂Iγ
∂y
)(
∂Iγ
∂x
2
+
∂Iγ
∂y
2
) = 0. (5.34)
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5.3.3.5 Re´solution ite´rative et analogie a` la diffusion
En conside´rant u et v comme des fonctions du temps, les e´quations d’Euler se re´solvent
de la manie`re suivante :
∂u(x, y, t)
∂t
= µ∇2u(x, y, t)− (u(x, y, t)− ∂Iγ(x, y)
∂x
)(
∂Iγ(x, y)
∂x
2
+
∂Iγ(x, y)
∂y
2
)(5.35)
∂v(x, y, t)
∂t
= µ∇2v(x, y, t)− (v(x, y, t)− ∂Iγ(x, y)
∂y
)(
∂Iγ(x, y)
∂x
2
+
∂Iγ(x, y)
∂y
2
).(5.36)
Or, ces e´quations sont celles d’une diffusion ge´ne´ralise´e. La re´solution du s-GVF
aboutit, au point (x, y), a` un vecteur (u(x, y), v(x, y)). Lors de cette diffusion, chaque point
de contour contribue a` diriger (u(x, y), v(x, y)) dans sa direction proportionnellement a` sa
contribution a` l’e´nergie en (x, y).
Il est possible de pre´-calculer certaines parties de ces e´quations a` partir de l’image Iγ ;
nous les notons de la manie`re suivante :
g2(x, y) =
∂Iγ(x, y)
∂x
2
+
∂Iγ(x, y)
∂y
2
ch(x, y) = g2(x, y)
∂Iγ(x, y)
∂x
cv(x, y) = g2(x, y)
∂Iγ(x, y)
∂y
On discre´tise ensuite les ite´rations en posant d’abord g2i,j = g
2(i, j), chi,j = c
h(i, j), cvi,j =
cv(i, j). Le pas de discre´tisation temporelle est ∆t ; les pas de discre´tisation horizontale et
verticale sont ∆x et ∆y. On pose aussi :
ut =
1
∆t
(un+1i,j − ui, jn)
vt =
1
∆t
(vn+1i,j − vi, jn)
∇2u = 1
∆x∆y
(ui+1,j + ui−1,j + ui,j+1 + ui,j−1 − 4ui,j)
∇2v = 1
∆x∆y
(vi+1,j + vi−1,j + vi,j+1 + vi,j−1 − 4vi,j)
r =
µ∆t
∆x∆y
;
ce qui permet d’obtenir la re´solution ite´rative suivante de l’e´quation (eq.5.32) :
un+1i,j = (1− g2i,j∆t)uni,j + r(ui+1,j + ui−1,j + ui,j+1 + ui,j−1 − 4ui,j) + chi,j∆t (5.37)
vn+1i,j = (1− g2i,j∆t)vni,j + r(vi+1,j + vi−1,j + vi,j+1 + vi,j−1 − 4vi,j) + cvi,j∆t (5.38)
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dont la convergence est garantie a` condition qu’on respecte la restriction suivante :
∆t ≤ ∆x∆y
4µ
. (5.39)
Pour utiliser directement ce champ dans le mode`le du B-spline snake et controˆler
pre´cise´ment son influence, nous le normalisons de la manie`re suivante :
vN(x, y) =
v(x, y)√|u(x, y)|2 + |v(x, y)|2 (5.40)
ou` vN(x, y) est le s-GVF normalise´ au point (x, y).
Cette e´nergie externe d’expansion ne peut eˆtre directement utilise´e dans la formulation
de la fonctionnelle du snake. La raison est que la force externe correspondante ne peut pas
s’e´crire comme l’oppose´ du gradient d’une fonction de potentiel. En effet le terme d’ho-
moge´ne´isation dans la fonctionnelle entraˆıne la pre´sence d’une composante sole´noidale dans
le champs de vecteurs. C’est pourquoi nous utilisons cette e´nergie d’expansion directement
comme un second terme d’e´volution. Cette e´volution du snake et l’e´nergie d’inhibition
ne´cessaire pour e´quilibrer les deux e´nergies externes sont pre´sente´es dans la section 5.5.2.
5.3.3.6 Exemple sur une image e´chographique
Pour nos expe´riences nous avons utilise´ un nombre d’ite´rations
√
N , ou` N est la taille
de l’image. Nous avons fixe´ les parame`tres µ = 0.2, ∆x = ∆y = 1 et ∆t = 1. La taille des
images est de 144× 192. La figure 5.9 montre un exemple de champ s-GVF.
5.4 Initialisation quasi-automatique, interpolation et
rendu
5.4.1 Proble`me du positionnement initial et centres de diver-
gence
5.4.1.1 Instabilite´ relative au positionnement initial
Le positionnement de la courbe initiale est une e´tape cruciale pour la segmentation
par contours actifs. L’utilisation du s-GVF permet d’attirer la courbe vers les contours de
l’image meˆme si ces contours sont e´loigne´s. Elle ne re´sout cependant pas comple`tement le
proble`me de l’initialisation. Un mauvais positionnement de la courbe initiale peut aboutir
a` des re´sultats aberrants.
La figure 5.10 illustre ce phe´nome`ne. Nous utilisons le GVF snake2 de Xu et Prince [Xu
and Prince, 1998] pour segmenter l’image room2. Sur la premie`re range´e, nous initialisons le
contour actif au centre de la forme ge´ome´trique. Nous remarquons que la courbe converge
2l’image ” room ”, ainsi qu’une version matlab du GVF de Xu sont disponibles sur le site :
http ://iacl.ece.jhu.edu/software/gvf v4.2c.tar.gz
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Fig. 5.9: Champ de flux des vecteurs gradients du coefficient de variation (s-GVF). (a)
Image initiale. (b) Re´sultat de la diffusion. (c) Carte des contours Iγ. (d) s-GVF de
l’oreillette droite. (e) Agrandissement sur le s-GVF de l’oreillette.
vers le contour. Sur la deuxie`me range´e, le contour initial est le´ge`rement excentre´ sur la
gauche. Le snake se plaque comple`tement sur un des bords de l’objet.
5.4.1.2 De´finition des centres de divergence
Pour expliquer cette instabilite´, nous utilisons les centres de divergence(CD) [Xingfei
and Tian, 2002]. Nous en proposons deux de´finitions ge´ne´ralise´es : les centres de forte
divergence (CSD, pour Center of Strong Divergence) et les centres de faible divergence
(CWD, pour Center of Weak Divergence) du champ s-GVF.
Soit pole(x) une fonction indiquant le signe de la variable x :
pole(x) =

1 x > 0
0 x = 0
−1 x < 0
(5.41)
Posons Cv (respectivement Ch) l’ensemble des centres de divergence pour la direction
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Fig. 5.10 – Importance de l’initialisation pour l’utilisation du GVF.
verticale (respectivement horizontale). Soit v = (u(i, j), v(i, j)) le s-GVF de l’image, sup-
pose´ non nul. Les centres de divergence horizontale et verticale se de´finissent de la manie`re
suivante :
Cv = {(i, j) | u(i, j) ≤ u(i+ 1, j) ∧ abs(pole(u(i, j)) + pole(u(i+ 1, j))) ≤ 1}
Ch = {(i, j) | v(i, j) ≤ v(i, j + 1) ∧ abs(pole(v(i, j)) + pole(v(i, j + 1))) ≤ 1}.
A partir des e´quations des centres de divergence horizontale et verticale, nous de´finissons
les centres de forte et de faible divergence de la manie`re suivante. Posons Cfort l’ensemble des
centres de forte divergence du s-GVF, et Cfaible l’ensemble des centres de faible divergence
du s-GVF :
Cfort = {(i, j) | (i, j) ∈ Cv ∧ (i, j) ∈ Ch} (5.42)
Cfaible = {(i, j) | (i, j) ∈ Cv ∨ (i, j) ∈ Ch}. (5.43)
La figure 5.11 pre´sente un exemple de s-GVF et de ses CSD et CWD.
5.4.1.3 Analyse des centres de divergence
Ces centres sont les points sur lesquels les vecteurs du s-GVF changent d’une (pour la
faible divergence) ou plusieurs (pour la forte divergence) directions. La figure 5.12 montre
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Fig. 5.11 – Centre de forte divergence (en blanc) et centres de faible divergence (en gris).
Le s-GVF est repre´sente´ par les fle`ches.
le centre de forte divergence de l’image room (Fig. 5.10). Dans cet exemple simple, pour que
le snake converge vers le contour, la courbe initiale doit contenir le CSD. Nous ge´ne´ralisons
cette proprie´te´ a` des formes plus complexes dans la section 5.4.1.5.
Les centres de faible divergence forment des chaˆınes dont les intersections sont des
centres de forte divergence. Ces deux de´finitions sont utilise´es pour expliquer le processus
d’initialisation du B-spline snake.
5.4.1.4 Relation entre centres de divergence et squelette des re´gions
Le squelette d’une re´gion est le lieu des centres des disques de rayon maximum inscrits
dans l’objet. Le rayon en chaque point permet de reconstruire l’objet. Le squelette peut
aussi eˆtre de´fini comme l’ensemble des points e´quidistants aux deux bords de l’objet. Cette
de´finition correspond a` l’e´tat stable obtenu par amincissements ite´ratifs.
Squelette e´nerge´tique :
On ge´ne´ralise la notion de squelette en substituant la distance euclidienne par la quantite´
d’e´nergie transmise lors de la diffusion. Nous nommons ce squelette ge´ne´ralise´ : squelette
e´nerge´tique.
Proprie´te´ :
Les lignes forme´es par les centres de faible divergence forment un squelette e´nerge´tique des
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Fig. 5.12 – (a)GVF et le centre de divergence de l’image ” room ”. Relation avec les
initialisations de la figure 5.10.
re´gions de´limite´es par les contours de l’image. Ceci parce qu’un changement directionnel
de vecteurs voisins du s-GVF indique une e´quidistance e´nerge´tique.
Cette proprie´te´ est exploite´e dans l’algorithme d’initialisation pour justifier la dilatation
du chemin reliant les centres (Sec. 5.4.1.6). La figure 5.13 montre un exemple de Cfort et de
Cfaible calcule´s sur une image de synthe`se.
5.4.1.5 Proprie´te´s des centres de divergence
Proprie´te´ :
Dans un GVF, les vecteurs associe´s aux voisins d’un centre de forte divergence c ont tous
des directions fuyant ce centre (Fig. 5.14) :
∀p ∈ Vorth(c) : ~v(p) · ~ω ≥ 0 (5.44)
∀p ∈ Vdiag(c) : u(p)ωi ≥ 0 ∨ v(p)ωj ≥ 0 (5.45)
ou` Vorth(c) = {v2, v4, v6, v8} et Vdiag(c) = {v1, v3, v5, v7} forment le voisinage en 8-connexite´
du CSD c, et ~cp = ~ω = (ωi, ωj).
Preuve :
Posons c = (i, j) ∈ Cfort. Par de´finition des CSD :
– u(i, j) < 0 ;
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Fig. 5.13: Ge´ne´ration du s-GVF et des centres de divergence sur une image synthe´tique.
(a) Image initiale. (b) s-GVF. (c) Centres de faible divergence (gris) et forte divergence
(blanc).
Fig. 5.14: Directions possibles des vecteurs voisins d’un centre de divergence. Le vecteur
partant de vi de´crit la partie grise du disque centre´ sur le pixel vi.
– u(i+ 1, j) ≥ 0 ;
– v(i, j) < 0 ;
– v(i, j + 1) ≥ 0.
Conside´rons la composante verticale du CSD : par de´finition u(i, j) < 0. Si on suppose
que (i, j) et (i − 1, j) ne sont pas des points sur un contour, alors u(i − 1, j) < 0. Ceci
vient du fait que le champ de vecteurs est de´fini sur une grille discre`te et qu’un contour ne
peut pas passer entre deux points si aucun n’est lui meˆme sur un contour. En augmentant
le nombre d’ite´rations pour le calcul du champ, on peut s’assurer qu’il est suffisamment
homoge`ne pour que seul les points sur les contours correspondent a` des vecteurs convergent.
De la meˆme manie`re, on montre que v(i, j − 1) ≤ 0 puisque v(i, j) < 0.
En reprenant les notations de voisinage de la figure 5.14, on s’assure de la divergence des
voisins Vdiag par les contraintes d’homoge´ne´ite´ du champ. Supposons a` nouveau qu’aucun
des voisins du pixel central c ne soit un contour. Si un des points v1, v3, v5 et v7 a ses deux
composantes dans la direction de c, il ne minimise pas le deuxie`me terme de la fonctionnelle
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(eq.5.32). En effet, le vecteur de direction oppose´e diminue l’e´nergie du champ.
La supposition que les voisins du CSD n’appartiennent pas a` des contours est le´gitime
pour des re´gions dont la distance entre deux bords est supe´rieure a` 3 pixels.
A la base de la proprie´te´ ainsi de´montre´e, nous formulons la proposition importante
suivante.
Proposition :
L’initialisation d’un contour actif dont l’e´nergie externe repose sur un champ de vecteurs
gradients doit :
– eˆtre incluse dans la re´gion a` segmenter ;
– contenir tous les centres de forte divergence de la re´gion ;
– contenir tous les centres de faible divergence qui relient ces centres de forte divergence.
Preuve :
C’est une condition suffisante puisque la courbe initiale sera attire´e par tous les contours
de la re´gion. Par construction, le contour s’e´carte des centres de divergence dans toutes
les directions. Supposons que la courbe ne soit pas attire´e par une partie du contour de la
re´gion. Cela signifie qu’il existe une partie de la re´gion a` l’ore´e de laquelle la courbe s’arreˆte
de progresser. Les vecteurs gradients a` l’inte´rieur de cette partie sont donc fuyants de son
centre. Ce centre est un CSD, ce qui contredit la de´finition de l’initialisation.
Pour montrer que la condition est ne´cessaire, conside´rons qu’une des trois conditions
ne soit pas respecte´e :
– la courbe initiale n’est pas incluse dans la re´gion a` segmenter. On ne peut alors pas
garantir que la courbe ne sera pas attire´e par des contours externes a` la re´gion. Il ne
serait donc pas possible d’assurer une initialisation automatique.
– la courbe initiale ne contient pas tous les centres de forte divergence de la re´gion
a` segmenter. La proprie´te´ des directions fuyantes autour du CSD garantit que tout
CSD repoussent le snake. La courbe finale ne pourrait donc pas contenir ces centres.
– tous les CWD qui relient les CSD de la re´gion a` segmenter ne sont pas contenus dans
la courbe initiale. Il s’en de´duit que la courbe coupe le chemin des CWD. Au niveau
de l’intersection, les parties de la courbe de chaque coˆte´ des CWD progressent dans
des directions oppose´es et vont se plaquer sur des bords oppose´s. La segmentation
ne respecterait pas la forme du contour.
Illustration
La figure 5.15 illustre cette proposition. L’image initiale correspond a` la figure 5.15(A), et
son GVF a` la figure 5.15(B). Chaque colonne correspond a` un cas d’initialisation diffe´rent :
– dans la colonne (a) : le contour initial ne contient qu’un seul centre de divergence sur
trois possibles ;
– dans la colonne (b) : le contour initial contient les trois CSD mais pas tous les CWD
les reliant ;
– dans la colonne (c) : le contour initial ne contient aucun CSD, mais occupe une
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grande partie de la re´gion ;
– dans la colonne (d) : le contour initial respecte la proposition pre´ce´dente.
Nous utilisons un algorithme de B-spline snake ou` les nœuds sont force´s a` se re´partir
re´gulie`rement. Le GVF agit sur les points de jonction, repre´sente´s par les petits cercles.
Chaque ligne de la figure 5.15 correspond a` une e´tape de la segmentation :
– la ligne (1) pre´sente le contour initial dans la re´gion a` segmenter ;
– la ligne (2) montre la position du contour initial par rapport aux CSD et CWD ;
– la ligne (3) comporte une ite´ration interme´diaire de la segmentation ;
– la ligne (4) correspond a` un re´sultat significatif.
Les re´sultats correspondent a` la de´monstration de la proposition :
– le snake issue de l’initialisation (a) s’arreˆte a` mi-hauteur de la re´gion. Il ne peut pas la
de´passer a` cause des centres de divergences de la partie supe´rieure qui le repoussent ;
– dans le cas de l’initialisation (b), le snake se re´parti bien sur tout le contour a` seg-
menter, cependant une partie de la courbe fausse le re´sultat. Elle correspond a` la
partie de la courbe initiale qui coupe le chemin des CWD ;
– pour l’initialisation (c), le snake est plaque´ sur un coˆte´ du contour, avec en plus le
meˆme phe´nome`ne que pour l’initialisation (b) ;
– l’initialisation (d) ne semble pas tre`s diffe´rente de la (b) ; elle est plus e´loigne´e des
contours que la (c). Pourtant c’est la seule qui aboutit a` une segmentation correcte.
5.4.1.6 Algorithme d’initialisation automatique
A partir des proprie´te´s des centres de divergence pre´sente´es ci-dessus, nous proposons
une me´thode automatique pour de´terminer et positionner le snake initial. L’algorithme
conside`re un point quelconque dans la cavite´ a` segmenter. La proprie´te´ des directions
fuyantes peut eˆtre prise dans le sens inverse : si on inverse le s-GVF, tous les vecteurs
convergent vers un ou plusieurs CSD (Fig. 5.16). Pour tout point initial, on suit les direction
du s-GVF inverse´ pour atteindre le pixel de Cfort :
Tant que (p /∈ Cfort)
p← (p− v(p))
FinTantque
Une fois un CSD trouve´, nous se´lectionnons tous les CSD connexes via des CWD, et le
chemin qui les relie. Nous appliquons une dilatation morphologique sur ce chemin. Cette
dilatation se justifie graˆce a` la proprie´te´ de squelette e´nerge´tique (Sec. 5.4.1.4). Le contour
ainsi obtenu sert d’initialisation pour le snake (Fig. 5.17).
5.4.1.7 Initialisation dans une se´quence
Dans une se´quence, il est classique d’utiliser le re´sultat d’une image pour initialiser le
contour actif de l’image suivante. Cependant, l’algorithme d’initialisation que nous pro-
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Fig. 5.15: Evolution d’un B-spline snake suite a` diffe´rentes initialisations.
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Fig. 5.16 – (a) Champ des vecteurs gradients. (b) Champ inverse des vecteurs gradients.
Fig. 5.17 – Illustration du proce´de´ d’initialisation automatique du snake.
posons ne´cessite une courbe initiale a` l’inte´rieur de la re´gion a` segmenter. Cette me´thode
peut faillir si le mouvement est rapide ou de type zoom.
Durant le cycle diastole-systole, le volume des ventricules et des oreillettes augmentent
et diminuent. Dans le cas ou` le volume de la cavite´ qu’on de´sire segmenter diminue, la
courbe finale de l’image pre´ce´dente ne peut pas eˆtre utilise´e comme initialisation.
Pour contourner ce proble`me, nous proposons d’utiliser le barycentre des points
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du snake re´sultat de l’image pre´ce´dente. Dans les se´quences ou le clinicien ne change
pas brutalement d’angle de coupe, il est raisonnable de conside´rer que ce point reste a`
l’inte´rieur de la cavite´.
5.4.2 Interpolation initiale
Une fois notre initialisation automatique effectue´e, nous e´valuons la spline initiale. Le
nombre de nœuds ne´cessaires est e´value´ a` partir du parame`tre Λ et de la longueur Linit de
la courbe initiale :
M = max{4, bLinit
Λ
c} (5.46)
ou` bxc est l’arrondi par de´faut de x. Le minimum est de 4 nœuds, ne´cessaires pour de´finir
une B-spline de degre´ 3.
Nous se´lectionnons les points de jonction re´gulie`rement espace´s sur la courbe de l’initia-
lisation automatique. Ils permettent de ge´ne´rer la premie`re B-spline a` l’aide des e´quations
(5.55 et 5.51).
5.4.3 Rendu de la courbe
5.4.3.1 Evaluation du pas adaptatif de discre´tisation
La mode´lisation B-spline des snakes est une fonction parame´trique continue. Pour
repre´senter le snake, il faut en e´valuer une version discre`te sur la grille des pixels de
l’image. Le but est de trouver une discre´tisation qui n’ignore pas de pixels et qui a le
moins de redondance possible.
Il existe deux techniques dans la litte´rature : i) la diffe´rentielle avant et ii) la subdivision
re´cursive [Foley, 1987]. La subdivision re´cursive calcule des lignes interpolantes et approche
la courbe par une courbe line´aire par morceaux, ce qui introduit des erreurs. La diffe´rentielle
avant utilise une subdivision fixe : cette dimension doit eˆtre suffisamment petite pour ne pas
ignorer de pixels, mais pas trop grande pour ne pas allonger les temps de calcul [Desbleds-
Mansard et al., 2001]. Dans cette the`se, au lieu de ces deux me´thodes, nous adoptons le
principe d’un pas adaptatif ∆t. Il se calcule de la manie`re suivante :
dx = x′(t)dt
dy = y′(t)dt.
(5.47)
soit, pour un petit pas,
∆t ≈ ∆x
x′(t)
∆t ≈ ∆y
y′(t) .
(5.48)
Nous fixons le de´placement dans la direction de x et dans celle de y a` 1 pixel ; on a alors :
∆t ≈ 1
x′(t)
∆t ≈ 1
y′(t) .
(5.49)
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Fig. 5.18 – Interpolation de la B-spline sur le segment k + 1 de´fini par ses 4 points de
controˆle.
Nous prenons comme pas de discre´tisation la plus petite de ces deux valeurs ponde´re´e par
un facteur η = 0.9 :
∆t = η min{ 1
x′(t)
,
1
y′(t)
}. (5.50)
Cette me´thode permet de garder un pas proche du pixel, tout en maintenant un temps de
calcul raisonnable.
5.4.3.2 Calcul des points de la courbe
Soient {d0, ..., dM−1} les points de controˆle de la courbe a` l’ite´ration t. Appelons dM =
d0, dM+1 = d1, dM+2 = d2 et soit Uk le vecteur des valeurs de u a` interpoler sur le segment
k. On utilise la relation :
s(Uk) = [ [1] Uk U
2
k U
3
k
]W

dk−1
dk
dk+1
dk+2
 (5.51)
ceci pour k = 0...M − 1 et 0 ≤ t < 1, avec [1] un vecteur de meˆme dimension que Uk ne
contenant que des 1. La matrice W s’e´crit :
W =
1
6

1 4 1 0
−3 0 3 0
3 −6 3 0
−1 3 −3 1
 . (5.52)
La figure 5.18 montre un exemple d’interpolation du segment k + 1.
5.4.4 Mise a` jour du vecteur de points de jonction
Durant l’e´volution du snake, le vecteur des points de jonction est mis a` jour dynami-
quement (seq.5.2.3). A partir des points de controˆle, il faut de´duire les points de jonction.
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Nous de´finissons ici les ope´rations matricielles qui permettent de passer des uns aux autres.
5.4.4.1 Passage des points de controˆle aux points de jonction
La relation entre les points de controˆle et les points de jonction d’une spline cubique
de parame´trisation uniforme s’e´crit :
MD = V (5.53)
avec D le vecteur des points de controˆle, et V le vecteur des points de jonction correspon-
dants. Pour une courbe ferme´e la matrice circulanteM vaut :
M =

2
3
1
6
1
6
1
6
2
3
. . . 0
. . . . . . . . .
0
. . . . . . . . .
. . . . . . 1
6
1
6
1
6
2
3

. (5.54)
5.4.4.2 Passage des points de jonction aux points de controˆle
Pour trouver les nouveaux points de controˆle en fonction du nouveau vecteur de points
de jonction, il suffit de calculer :
D =M−1V. (5.55)
Cette methode ne´cessite cependant l’inversion couteuse d’une matrice. Le calcul des
points de controˆle peut eˆtre effectue´ beaucoup plus efficacement en utilisant une succession
de filtres causal et anti-causal [Unser et al., 1993; Precioso et al., 2005].
5.4.4.3 Exemple de l’influence du nombre de nœuds sur l’interpolation d’un
contour
Dans l’exemple de la figure 5.19, le cœur est d’abord segmente´ par un B-spline snake
de 7 nœuds (fig.5.19(b)), puis 15 (fig.5.19(c)) et enfin 30 nœuds (fig.5.19(d)). Ces nombres
de nœuds ne permettent pas de de´crire pre´cise´ment les parties tre`s pointues du cœur. Pour
de´tecter des parties de courbe aussi anguleuses, il faut beaucoup de nœuds. Des cas aussi
extreˆmes ne se pre´sentent pas dans le cadre de la de´tection des cavite´s cardiaques.
5.5 Evolution du snake
Pour faire e´voluer le snake, nous adoptons la me´thode de la descente des gradients sur
l’e´nergie externe de plaquage et l’e´nergie interne. Nous calculons le gradient de l’e´nergie
suivante :
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Fig. 5.19 – Exemples de mise a` jour du nombre de nœuds pour la de´tection d’un cœur.
Esnake = αEinterne + (1− α)Eplaquage (5.56)
ou` α est le parame`tre de ponde´ration entre les deux e´nergies. Nous utilisons un poids qui
favorise l’e´nergie interne. Pour nos expe´rimentations nous avons utilise´ α = 0.8 ou α = 0.9.
Nous utilisons la deuxie`me e´nergie externe pour l’expansion de la courbe ; elle est in-
hibe´e par un parame`tre de´pendant de la distance d’un point de jonction aux points de
convergence. Nous commenc¸ons par pre´senter les de´rive´es partielles utilise´es pour la des-
cente des gradients dans cette section, puis nous discutons le cas de l’e´nergie lie´e au s-GVF
dans la section suivante.
5.5.1 De´rive´es partielles et descente du gradient
5.5.1.1 De´rive´e partielle de l’e´nergie externe de plaquage
Pour calculer les de´rive´es partielles de l’e´nergie interne et de l’e´nergie de plaquage, nous
utilisons le the´ore`me de Green-Riemann, les re´sultats d’Aubert et Barlaud [Aubert et al.,
2003] et ceux de Jacob [Jacob et al., 2004]. Nous transformons d’abord l’e´nergie externe
propose´e en une forme diffe´rente, calcule´e sur la surface de´limite´e par le snake. Posons
f : R2 → R, la restriction du the´ore`me de Green a` un espace en deux dimensions s’e´crit :
∫
Ω
divfdΩ =
∫
Ω
(
∂fx
∂x
+
∂fy
∂y
)dxdy (5.57)
=
∮
δΩ
(fydx− fxdy). (5.58)
Dans notre me´thode, l’e´nergie externe de plaquage peut s’e´crire :
Eplaquage(t) = −
∮
δΩ
~∇Iγ(t).(~n(t)) (5.59)
= −
∮
δΩ
~k · ( ~∇Iγ(t)× ~dt) (5.60)
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ou` ~k est le vecteur normal au plan de la courbe et δΩ est la frontie`re de la re´gion de´limite´e
par le B-spline snake, soit le snake lui-meˆme. La figure 5.20 montre l’ensemble de ces
variables.
Fig. 5.20 – Repe`re a` 3 dimensions local a` la courbe. Gradient de la carte des CV locaux.
Si on e´crit maintenant les coordonne´es de ~dt dans le repe`re (O,x,y) : ~dt = (dtx, dty),
l’e´quation pre´ce´dente peut s’e´crire :
Eplaquage(t) = −
∮
δΩ
(∇yIγ(t)dtx −∇xIγ(t)dty) (5.61)
(eq.5.58)
= −
∫
Ω
div(∇Iγ(s))ds (5.62)
= −
∫
Ω
∇2Iγ(s)ds (5.63)
ou` ∇2 est l’ope´rateur du laplacien et ds est un e´le´ment de surface de δΩ. Cette relation
constitue un lien entre l’e´nergie base´e sur le gradient du CV local mesure´e sur la courbe et
le laplacien de la carte des CV locaux calcule´ sur la surface de´limite´e. Ce lien a e´te´ e´tablit
dans [Jacob et al., 2004], dans le cadre d’une e´nergie base´e sur le gradient de l’image des
intensite´s.
Pour simplifier les notations, nous posons div(Iγ(t)) = ∇2Iγ(t) = Lγ. Nous re´utilisons
d’abord le the´ore`me de Green cite´ plus haut pour e´crire les relations :
∫
Ω
Lγ(x, y)dxdy =
∮
δΩ
(∫ y
−∞
Lγ(x, τ)dτ
)
dx, (5.64)
= −
∮
δΩ
(∫ x
−∞
Lγ(τ, y)dτ
)
dy. (5.65)
Nous calculons ensuite les de´rive´es partielles par rapport aux points de controˆle de la
manie`re suivante :
∂Eplaquage
∂dx,k
=
∂Eplaquage
∂x
· ∂x(t)
∂dx,k
. (5.66)
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De l’e´quation (5.65), nous pouvons e´crire :
∂Eplaquage
∂dx,k
= −
∮
δΩ
∂
∂x
(∫ x
−∞
Lγ(τ, y)dτ
)
N3(t− k)dy dt
dt
= −
∮
δΩ
Lγ(s(t))N3(t− k)
M∑
l=0
dy,lN
′
3(t− l)dt
= −
∞∑
l=−∞
dy,l
∫ ∞
−∞
Lγ(s(t))N3(t− k)N ′3(t− l)dt.
De la meˆme manie`re en utilisant cette fois l’e´quation (eq.5.64), on obtient :
∂Eplaquage
∂dy,k
=
∞∑
l=−∞
dx,k
∫ ∞
−∞
Lγ(s(t))N3(t− k)N ′3(t− l)dt. (5.67)
On peut remarquer que le terme sous l’inte´grale est non nul si et seulement si |k − l| < 4,
car nous utilisons des splines cubiques. D’une manie`re ge´ne´rale, ce terme sous l’inte´grale
est nul quand l’e´cart entre k et l est infe´rieur a` l’ordre de la spline.
Nous approchons ces inte´grales par des sommes en utilisant un taux de discre´tisation
R. Remarquons que R peut eˆtre diffe´rent du taux de discre´tisation utilise´ pour le rendu de
la courbe. Apre`s un changement de variable en t = t + k, la de´rive´e partielle en dx,k peut
alors s’e´crire :
∂Eplaquage
∂dx,k
= −
∞∑
l=−∞
dy,k
(
1
R
4R∑
i=0
Lγ(s(k +
i
R
))N3(
i
R
)N ′3(
i
R
+ k − l)
)
. (5.68)
Posons Υ(k, l) = 1
R
∑4R
i=0 Lγ(s(k +
i
R
))N3(
i
R
)N ′3(
i
R
+ k − l). L’image du Laplacien du CV
local Lγ et l’ensemble des valeurs {Υ(k, l)| |k− l| < 4}, peuvent se calculer hors ligne. Pour
e´valuer la de´rive´e partielle, le calcul est simple et rapide :
∂Eplaquage
∂dx,k
= −
M∑
l=1
dy,kΥ(k, l),
∂Eplaquage
∂dy,k
=
M∑
l=1
dx,kΥ(k, l).
5.5.1.2 De´rive´es partielles de l’e´nergie interne
Les calculs des de´rive´es partielles de l’e´nergie interne figurent dans l’annexe 3.
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5.5.2 Cas de l’e´nergie d’expansion et facteur d’inhibition
Le mode`le que nous proposons a la particularite´ d’utiliser deux e´nergies externes. Elles
sont comple´mentaires :
– l’e´nergie de plaquage apporte la pre´cision ;
– l’e´nergie d’expansion permet d’automatiser l’initialisation.
Pour que ces e´nergies ne soient pas concurrentes, il faut que :
– l’effet de l’e´nergie de plaquage soit ne´gligeable dans les re´gions homoge`nes ;
– celui de l’e´nergie d’expansion soit ne´gligeable sur les contours.
Par construction, l’e´nergie de plaquage est nulle dans les re´gions homoge`nes de Iγ ; par
contre l’e´nergie d’expansion ne s’annule pas sur les contours. Il est donc ne´cessaire d’inhiber
son effet. Ainsi, lors de l’e´volution du snake, l’action des e´nergies est controˆle´e par une
fonction d’inhibition. Elle atte´nue progressivement l’influence de l’e´nergie d’expansion a`
l’approche des contours, tout en favorisant proportionnellement l’e´nergie de plaquage.
L’influence du s-GVF doit, donc, diminuer lorsqu’on approche des contours. Pour de´finir
la distance a` un contour, nous utilisons l’image Iγ. Nous posons I
+
γ = {(i, j)|Iγ(i, j) >√
5γe(te)} l’ensemble des points de Iγ dont l’intensite´ est supe´rieure a` γs.
5.5.2.1 Calcul de la distance a` un contour
Nous commenc¸ons par de´finir la matrice R des distances aux contours comme :
∀(i, j) ∈ Ω, R(p = (i, j)) = min
q∈I+γ
‖p− q‖. (5.69)
5.5.2.2 Calcul du facteur d’inhibition de l’e´nergie d’expansion
Pour e´viter un calcul re´pe´te´ des distances, nous modifions directement la valeur du
s-GVF en le multipliant par le facteur d’inhibition. Ce facteur est construit a` partir de la
norme de Tukey. Il se calcule sur toute l’image comme suit :
Ξ(i, j) =
{
3R(i,j)2
ς2
− 3R(i,j)4
ς4
+ R(i,j)
6
ς6
si R(i, j) ≤ ς,
1 sinon ;
(5.70)
ou` ς est le parame`tre d’inhibition. Il de´termine la distance au-dela` de laquelle le s-GVF
n’est pas inhibe´. Lorsque R(i, j) < ς, le facteur d’inhibition Ξ(i, j) < 1.
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Fig. 5.21: Processus global de segmentation par la me´thode ABS.
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5.5.3 Processus global d’e´volution
Pour faire e´voluer le snake vers sa position finale, nous enchaˆınons : i) l’expansion de
la courbe a` l’aide du s-GVF et de la fonction d’inhibition, et ii) la descente des gradients
de la fonctionnelle forme´e par l’e´nergie interne et l’e´nergie de plaquage. Le sche´ma global
d’e´volution est pre´sente´ dans la figure 5.21.
5.6 Expe´rimentations
Nous comparons, dans cette section, les re´sultats de l’ABS avec deux autres me´thodes,
sur plusieurs types d’images. Ces me´thodes sont les suivantes :
– la me´thode de Xu [Xu and Prince, 1998] : nous l’avons choisi pour comparer le GVF
au s-GVF dans les images e´chographiques et pour le´gitimer l’utilisation de notre
e´nergie de plaquage. Cette me´thode ne comporte pas d’initialisation automatique.
Nous utilisons donc notre me´thode d’initialisation pour tous les tests.
– la me´thode de Jacob [Jacob et al., 2004] : nous l’utilisons pour comparer l’efficacite´ de
notre e´nergie, reposant sur le coefficient de variation, a` une e´nergie de plaquage base´e
sur le gradient de l’intensite´. Cette me´thode ne comporte pas non plus d’initialisation
automatique. Elle s’appuie plutoˆt sur une e´nergie externe d’approche re´gion ;
5.6.1 Techniques d’e´valuation quantitative
Pour une validation comple`te du mode`le, nous nous appuyons sur plusieurs crite`res :
l’index de similarite´, la comparaison des aires, la mesure de similarite´ de forme et la dis-
tance de Hausdorff modifie´e. Ces quatre crite`res sont de´crits dans les sections suivantes.
Ils se fondent tous sur la comparaison de deux contours. Nous utilisons comme contour de
re´fe´rence le trace´ manuel d’un me´decin expert.
Dans toute cette section nous utilisons les notations suivantes :
– Cseg : le contour re´sultat d’une segmentation ;
– Aseg : la re´gion inte´rieure a` Cseg ;
– Cdocteur : le contour trace´ manuellement par le me´decin ;
– Adocteur : la re´gion inte´rieure a` Cdocteur.
5.6.1.1 Index de similarite´
Le premier des crite`res s’appelle l’Index de Similarite´ (IS). C’est un crite`re introduit par
Zijdenbos [Zijdenbos et al., 1994], utilise´ notamment dans [Atkins and Mackiewich, 1998;
Pluempitiwiriyawej et al., 2004]. Il s’appuie sur une mesure de fiabilite´ : la statistique
kappa.
L’IS entre les deux segmentations Aseg et Adocteur est un re´el S ∈ [0, 1] qui se de´finit
comme :
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S = 2card(Aseg ∩ Adocteur)
card(Aseg) + card(Adocteur) . (5.71)
Cette mesure est sensible a`
– la diffe´rence de la taille des re´gions compare´es ;
– leurs positions relatives.
Notons que cette mesure favorise la similarite´ de localisation :
– deux re´gions de meˆme tailles se recouvrant a` moitie´ ont un IS mesurant S = 1/2 ;
– deux re´gions dont l’une est deux fois plus grande et recouvre l’autre ont un IS mesu-
rant S = 2/3.
Il est commune´ment admis que pour S > 0.70 la similarite´ est conside´re´e e´leve´e. Ce-
pendant, on pre´fe`re ge´ne´ralement utiliser cette mesure pour comparer deux re´gions a` une
meˆme re´gion de re´fe´rence.
Dans nos expe´rimentations, nous parlons de l’IS d’une segmentation Aseg en re´fe´rence
a` l’IS entre Aseg et Adocteur.
5.6.1.2 Comparaison des aires
La comparaison des aires (CA) est simplement l’e´cart signe´ entre l’aire de la segmen-
tation Aseg et l’aire de la segmentation Adocteur, normalise´ par la taille de la plus petite
re´gion :
CA =
card(Aseg)− card(Adocteur)
min{card(Aseg), card(Adocteur)} . (5.72)
Le crite`re CA indique avec quelle proportion l’algorithme sure´value ou sous-e´value la re´gion
d’inte´reˆt. Cet indicateur ne tient pas compte de la position relative des re´gions compare´es.
5.6.1.3 Mesure de similarite´ de forme
Bien que l’IS soit une mesure inte´ressante concernant la taille et la position relative des
re´gions segmente´es, elle est moins pre´cise quant a` la similarite´ des formes.
Nous utilisons donc la mesure de similarite´ de forme (MSF), introduite par Pluempiti-
wiriyawej [Pluempitiwiriyawej et al., 2004]. Cette mesure est une de´rive´e de la me´thode de
correspondance de Chamfer [Borgefors, 1988; Fenster and Kender, 1998]. Elle comprend
plusieurs e´tapes. Elle ne´cessite de manipuler les re´gions issues de la segmentation et leurs
contours.
La carte des distances D du contour C correspondant a` la re´gion A est de´finie comme :
DA(p = (i, j)) =
 −minq∈C ‖p− q‖ if p ∈ Amin
q∈C
‖p− q‖ if p /∈ A (5.73)
ou` q indique un point du contour C. Nous calculons la carte des distances Dseg du contour
Cseg et la carte Ddocteur du contour Cdocteur. Les courbes isovales d’une carte D sont des
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homothe´ties du contour C. Nous calculons ensuite la carte de phase, en utilisant les com-
posantes horizontales ∇xD(x, y) et verticales ∇yD(x, y) du gradient de D :
Φ(x, y) = tan−1
∇yD(x, y)
∇xD(x, y) . (5.74)
On calcule alors la similarite´ de phase normalise´e comme :
Sphase(x, y) = ||Φseg(x, y)− Φdocteur(x, y)| − pi|
pi
. (5.75)
La valeur de Sphase caracte´rise l’e´cart directionnel entre les normales aux contours. Sphase ∈
[0, 1] avec Sphase = 1 si les deux contours ont la meˆme phase ; et Sphase = 0 si l’e´cart de
phase est maximal (e´gal a` pi).
Finalement le crite`re MSF s’e´crit :
SMSF = 1
card(Cseg)
∑
(x,y)∈Cseg
Γr(x, y)Sphase(x, y) (5.76)
avec :
Γr(x, y) = exp(−D
2
docteur(x, y)
σ2
) (5.77)
ou` σ est une constante. Le terme Γr permet de diminuer le score attribue´ a` la similarite´ de
phase si le pixel (x, y) est e´loigne´ du contour trace´ par le me´decin. Le parame`tre σ permet
de re´guler le poids accorde´ a` la similarite´ de localisation.
5.6.1.4 Distance de Hausdorff modifie´e
Le dernier crite`re que nous utilisons est la distance de Hausdorff modifie´e (DHM),
introduite par Dubuisson [Dubuisson and Jain, 1994; Jesorsky et al., 2001] et e´tudie´e
ensuite par Charpiat et Faugeras pour la de´formation continue d’une forme vers une autre
[Charpiat et al., 2004]. Soient deux ensembles A = {a1, ..., an} et B = {b1, ..., bn}, la
distance originale de Hausdorff s’e´crit :
H(A,B) = max(h(A,B), h(B,A)) (5.78)
avec h la distance oriente´e de Hausdorff :
h(A,B) = max
a∈A
(min
b∈B
‖a− b‖). (5.79)
La version modifie´e est plus robuste aux distances aberrantes. La distance oriente´e globale
est une moyenne des distances locales :
hmod(A,B) = 1
card(A)
∑
a∈A
min
b∈B
‖a− b‖. (5.80)
Chapitre 6
Conclusion et perspectives
Ce travail avait pour origine le besoin de concevoir des traitements permettant de facili-
ter le diagnostic dans l’examen cardiaque ante´natal. L’analyse des donne´es e´chographiques
a permis de mettre en relief plusieurs caracte´ristiques importantes. Il en est apparu tre`s
clairement que le filtrage du phe´nome`ne de speckle est un pre´alable incontournable. Les
objectifs de la the`se ont alors e´te´ formule´s comme suit. Il faut premie`rement concevoir une
me´thode robuste de filtrage ; et deuxie`mement, inte´grer cette technique dans une approche
robuste de segmentation des cavite´s cardiaques.
Ainsi, le speckle et ses mode´lisations ont e´te´ e´tudie´s. Ceci a permis d’e´tablir les exigences
ge´ne´rales du filtre a` de´velopper. Celui-ci doit en effet i) ope´rer sur le signal radiofre´quence,
et ii) eˆtre indiffe´rent aux distributions du speckle. La revue de la litte´rature de ce domaine
a permis de constater une grande richesse dans l’univers de l’imagerie RSO. Divers filtres
exploitent la statistique du coefficient de variation pour re´duire le speckle induit par le
radar. Les caracte´ristiques et les proprie´te´s de cette mesure ont e´te´ pre´sente´es. Malgre´ son
inte´reˆt, le coefficient de variation est rarement exploite´ dans l’imagerie e´chographique. Son
utilisation pour la mode´lisation de notre filtre a e´te´ montre´e pertinente.
Par ailleurs, une classification a e´te´ esquisse´e dans le vaste champ des me´thodes de
segmentation. Un inte´reˆt particulier a e´te´ porte´ aux me´thodes dites variationnelles. On a
montre´ que les contours actifs sont bien adapte´s a` la de´tection des cavite´s cardiaques. Parmi
les nombreuses techniques e´tudie´es dans le domaine de l’e´chographie, aucune n’exploite le
coefficient de variation. Ceci a motive´ la conception d’une me´thode de segmentation par
snake, rendue robuste en partie par l’utilisation de ce coefficient.
6.1 Contributions
Les travaux effectue´s sur le filtrage du speckle ont abouti a` la conception d’une me´thode
de diffusion anisotrope robuste, nomme´e γ-diffusion. Elle se fonde sur un nouveau coef-
ficient de diffusion qui exploite lui meˆme la statistique de coefficient de variation et la
fonction de Tukey. Un estimateur robuste du terme d’interception du dernier coefficient a
e´te´ de´veloppe´. Nous avons montre´ que celui-ci remplace avantageusement l’estimateur de
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Black.
Le comportement du filtre ainsi de´veloppe´ a e´te´ e´tudie´ face a` la variation de la fonction
d’e´talement du point et de la distribution du speckle. Il en ressort qu’il est peu sensible au
mode`le de distribution. De nombreuses expe´rimentations ont e´te´ effectue´es. Les re´sultats
ont e´te´ compare´s avec onze autres filtres de meˆme nature. Des crite`res qualitatifs et quan-
titatifs ont e´te´ utilise´s pour mesurer les performances. Ceux-ci montrent que la γ-diffusion
apporte une meilleure pre´cision dans le lissage des zones homoge`nes et la pre´servation des
structures de l’image.
Par ailleurs, nos travaux sur la segmentation d’images e´chographiques ont conduit au
de´veloppement d’une me´thode de B-spline snake robuste au speckle, nomme´e automatic
B-spline snake (ABS). L’e´tude de la continuite´ ge´ome´trique des B-splines a permis de
justifier le choix de l’e´nergie interne. Nous avons aussi propose´ deux nouvelles e´nergies
externes : l’e´nergie d’expansion et l’e´nergie de plaquage. La premie`re exploite un champ
de flux de vecteurs gradients, nomme´e s-GVF, calcule´ sur une carte de coefficients de va-
riation locaux. Elle permet de conduire le snake vers les contours. La deuxie`me confe`re au
snake la capacite´ de s’ajuster avec pre´cision aux contours. Lors de l’e´volution du snake,
l’action de ces e´nergies est controˆle´e par une fonction d’inhibition. Celle-ci atte´nue pro-
gressivement l’influence de l’e´nergie d’expansion a` l’approche des contours, tout en fa-
vorisant proportionnellement l’e´nergie de plaquage. Une autre contribution a consiste´ a`
de´finir les primitives de centre de forte divergence et centre de faible divergence du s-
GVF. Elles constituent le fondement d’une nouvelle me´thode d’initialisation automatique
applicable a` tout type de snake. Les diverses expe´rimentations mises en œuvre ont per-
mis de mesurer les performances de la me´thode par rapport aux trace´s d’experts. Quatre
crite`res quantitatifs ont e´te´ utilise´s pour ces mesures. La comparaison des re´sultats avec
les me´thodes de Jacob et de Xu montre la supe´riorite´ de l’ABS. En outre, notre me´thode
posse`de deux caracte´ristiques inte´ressantes : sa capacite´ a` de´tecter des contours subjectifs,
et son applicabilite´ a` la segmentation dans une se´quence d’images. La dernie`re proprie´te´
a e´te´ illustre´e par une me´thode de segmentation des cavite´s cardiaques dans une se´quence
d’images e´chographiques.
6.2 Limitations
Malgre´ leur originalite´ et leurs avantages, les me´thodes et techniques que nous avons
de´veloppe´es pre´sentent quelques limitations.
– la γ-diffusion est sensible a` la re´ponse impulsionnelle ;
– la me´thode ABS est sensible a` la pre´sence de textures dans la sce`ne ;
– les deux algorithmes ont une complexite´ relativement e´leve´e.
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6.3 Perspectives
Plusieurs perspectives se de´gagent de cette the`se.
Eloignement a` la coupe de re´fe´rence
Une suite logique de ce travail concerne e´videmment la quantification automatique de
l’e´loignement a` la coupe de re´fe´rence. L’approche que nous souhaitons explorer consiste a`
de´finir une fonction de similitude entre la coupe de l’image courante et un mode`le the´orique.
Cela ne´cessite le de´veloppement d’une repre´sentation efficace et invariante par transforma-
tion affine de la coupe. Dans le cas de la coupe quatre-cavite´s, la repre´sentation se baserait
sur les mesures suivantes :
– l’angle entre le septum interventriculaire et la ligne horizontale, et
– la dimension absolue des surfaces intracavitaires visibles.
Le crite`re a` minimiser devrait favoriser :
– une orientation horizontale du septum ;
– la maximisation des surfaces intracavitaires ;
– des rapports pre´de´finis entre les dimensions des surfaces intra-cavitaires (notamment
l’isome´trie des ventricules).
Manipulation du signal radiofre´quence
L’enveloppe du signal radiofre´quence, sur laquelle porte nos me´thodes, est plus riche d’in-
formation que le signal en mode B. Cependant le signal radiofre´quence brut est encore
plus riche et de plus en plus accessible dans les e´chographes modernes. Des travaux re´cents
montrent l’apport que constitue cette information pour le filtrage [Gorce et al., 2002] et la
segmentation [Dydenko et al., 2003]. Dydenko extrait notamment du signal radiofre´quence
trois types d’informations en vue de la segmentation [Dydenko et al., 2003] :
– l’enveloppe elle-meˆme ;
– des parame`tres autore´gressifs portant sur le spectre du signal ;
– des parame`tres de ve´locite´ du signal temp re´el.
De futurs travaux sur le filtrage et la segmentation devraient tenir compte de cet apport
important d’information.
Aspect tridimensionnel
Nous envisageons d’e´tendre les techniques de´veloppe´es a` l’imagerie e´chographique tridi-
mensionnelle, selon l’approche suivante :
– de´finir un coefficient de variation 3D fonde´ sur l’interpolation de l’espace tridimen-
sionnel des intensite´s ;
– utiliser ce coefficient pour e´tendre le mode`le de diffusion et les e´nergies externes au
contexte 3D ;
– e´tendre le B-spline snake a` une surface B-spline de´formable ;
– proposer, a` partir du champ tridimensionnel de vecteurs gradients, une me´thode
d’initialisation automatique des mode`les de surfaces de´formables.
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Acce´le´ration calculatoire
Le B-spline snake que nous avons propose´ comporte des inversions de matrice couteuses en
temps de calcul. Les travaux de Unser [Unser et al., 1993] et de Precioso [Precioso et al.,
2003] pre´sentent des techniques pour le calcul rapide des points de controˆle d’une spline
uniforme a` partir des points de jonction. Notre mode`le pourrait profiter de ces me´thodes,
et il serait aussi inte´ressant d’acce´le´rer le calcul couteux du s-GVF.
Diffusion adaptative
L’estimation des parame`tres des mode`les de distribution, pre´sente´s dans le chapitre 2,
permet de caracte´riser le speckle. Parmi ces distributions la Gamma ge´ne´ralise´e a l’avantage
d’utiliser deux parame`tres de texture et de pouvoir mode´liser les autres distributions. Il
nous paraˆıt concevable d’utiliser cette caracte´risation pour adapter localement la diffusion.
La γ-diffusion peut eˆtre e´tendue en adaptant la taille de la feneˆtre de calcul et l’estimation
du terme d’interception en fonction de cette caracte´risation.
Approches re´gions
Dans cette the`se, nous avons adopte´ une approche frontie`re pour segmenter l’image par
contours actifs parame´triques. Plusieurs approches comple´mentaires sont envisageables :
– ame´liorer la robustesse des me´thodes implicites (ensembles de niveaux) en les enri-
chissant de la mesure du coefficient de variation ;
– les tissus ont des proprie´te´s diffe´rentes, notamment en terme de nombre de dif-
fuseurs, leur disposition spatiale et la pre´sence d’une composante cohe´rente. Ces
caracte´ristiques sont de´terminantes pour le speckle. Le coefficient de variation, ca-
racte´risant le speckle, caracte´rise donc aussi les tissus. Il paraˆıt donc judicieux de
construire une approche re´gion des contours actifs. On envisage notamment de mo-
difier la fonctionnelle de Mumford-Shah [Mumford and Shah, 1989] pour prendre
en compte les statistiques du coefficient de variation des re´gions. Une approche hy-
bride, comme celle de Jehan-Besson, est envisageable [Jehan-Besson et al., 2001;
Herbulot et al., 2004], tout comme l’adoption d’a priori de formes [Gastaud et al.,
2004].
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Chapitre 7
Annexes
7.1 Utilisation du terme d’interception pour la diffu-
sion anisotrope classique
Dans cette annexe, nous montrons que notre estimateur du terme d’interception (Sec.
4.2.1.6) est utilisable dans la diffusion anisotrope classique. Il peut donc eˆtre utilise´ pour
filtrer des images non affecte´es par le speckle. Pour montrer cette ge´ne´ralite´, nous utilisons
l’estimateur pour e´valuer le parame`tre σ dans la diffusion Black [Black et al., 1998].
Les estimateurs et le crite`re de comparaison :
Les deux estimateurs que nous comparons sont les suivants :
– L’estimateur propose´ par Black s’e´crit [Black et al., 1998] :
σe = 1.4826MADI(|∇Ii,j|) (7.1)
ou` ∇Ii,j de´note le gradient au point (i, j) et avec
MADI(x) = medI(|x−medI(x)|) (7.2)
ou` medI(x) est la me´diane de x sur l’image I.
– L’estimateur de σe que nous proposons est de´fini comme :
σe = 1.4826 medI(|∇Ii,j −medI(∇Ii,j)|) + medI(∇Ii,j). (7.3)
Pour comparer les re´sultats sur l’image de synthe`se, nous estimons un crite`re, E, ana-
logue aux moindres carre´s. Il est calcule´ a` partir de la diffe´rence entre l’image initiale et le
re´sultat :
E =
1
mn
∑
(i,j)∈[1..m]×[1..n]
(i, j)2 (7.4)
avec :
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(i, j) = I(i, j)− Ires(i, j) (7.5)
Re´sultats du filtrage
Cette expe´rimentation porte sur une image de synthe`se classique. Un bruit gaussien uni-
forme blanc de variance croissante est ajoute´ a` l’image. Le test est fait en appliquant le filtre
de Black. Les parame`tres de diffusion sont λ = 0.1 et 100 ite´rations. La seule diffe´rence
entre les deux re´sultats est l’estimation du terme d’interception. Dans le premier cas, l’es-
timateur de Black est utilise´. Dans le deuxie`me cas, on applique l’estimateur de´fini dans
le chapitre 4. Ces estimateurs sont automatiques et ne ne´cessitent aucun parame´trage.
Les figures 7.1 et 7.4 pre´sentent les re´sultats sur l’image de synthe`se pour trois variances
de bruits : σ = 5, σ = 25 et σ = 50. Les images de la figure 7.4 sont des agrandissements
des images correspondantes de la figure 7.1. L’estimateur ne permet pas de diffuser le bruit
uniforme ; il sous-estime le terme d’interception (Fig. 7.3). L’erreur quadratique moyenne
des re´sultats, pour l’estimateur de Black, est largement supe´rieure a` celle des re´sultats
obtenus avec l’estimateur propose´ (Fig. 7.2).
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Fig. 7.1 – (a) Image intiale. La colonne de gauche pre´sente trois images avec un bruit
multiplicatif croissant. La colonne du milieu (respectivement celle de droite) contient les
re´sultats de la diffusion en utilisant l’estimateur de Black (respectivement notre estima-
teur).
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Fig. 7.2 – Erreur quadratique suivant la variance du bruit.
Fig. 7.3 – Valeurs du terme d’interception suivant la variance du bruit.
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Fig. 7.4 – Zoom sur les images de la figure 7.1.
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7.2 Quelques expe´riences de diffusion
7.2.1 Diffusion de Perona d’un carre´ noir sur fond blanc
L’amplitude maximale du gradient dans une image code´e sur 256 niveaux de gris est de
255. Nous e´tudions le comportement de la diffusion classique de Perona et Malik [Perona
and Malik, 1990] sur une image blanche (niveau de gris fixe´ a` 255) comportant un carre´
noir (niveau de gris fixe´ a` 0) recouvert partiellement d’un carre´ blanc.
Nous parame´trons la fonction avec ∆t = 1 et σ = 1. C’est-a`-dire que les pixels dont le
gradient est supe´rieur a` 1 sont conside´re´s sur un contour.
Les re´sultats sont pre´sente´s sur la figure 7.5. Ils confirment que la diffusion classique
diffuse tous les contours de l’image, quelle que soit leur amplitude. On peut aussi remarquer
que le centre du carre´ est diffuse´ plus vite que l’exte´rieur. Ceci provient du fait que les
coins du carre´ blanc inte´rieur ont deux voisins avec la zone noire.
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Fig. 7.5 – Re´sultats de la diffusion de Perona sur une image contenant un contour de
gradient maximal (255) et un parame`tre σ = 1.
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7.2.2 γ-diffusion d’une image re´elle
La γ-diffusion et l’estimateur robuste que nous proposons sont destine´s a` filtrer les
images comprenant du speckle. Que ce passe-t-il si on l’applique sur une image optique
classique ? Nous re´pondons a` cette question par un exemple ou` nous filtrons l’image ” Fi-
shingBoat ”.
Deux cas sont conside´re´s :
– le filtrage de l’image non modifie´e ;
– l’introduction d’un bruit multiplicatif, puis le filtrage de l’image.
Le bruit multiplicatif suit une distribution de Rayleigh avec une variance σ = 4.
Nous pre´sentons les images traite´es et les re´sultats dans la figure 7.6, ainsi qu’un zoom
sur ces meˆmes images dans la figure 7.7.
Le re´sultat sur l’image non modifie´e pre´sente un lissage des re´gions homoge`nes et une
conservation des contours. Une partie des caˆbles a cependant disparue.
Le filtrage de l’image bruite´e est appre´ciable. Le re´sultat est tre`s proche du pre´ce´dent,
confirmant l’efficacite´ de la γ-diffusion face aux bruits multiplicatifs.
Le zoom sur le bateau au fond a` gauche permet de ve´rifier la pre´servation des structures
a` une e´chelle tre`s fine. Seule une partie du maˆt a` gauche disparaˆıt dans le re´sultat sur l’image
bruite´e. La disparition a lieu a` l’endroit ou` l’e´paisseur devient de 1 pixel. Globalement le
filtre pre´serve mieux les contours se´parant deux re´gions de re´flectivite´s re´elles diffe´rentes.
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Fig. 7.6 – Re´sultats de la γ-diffusion sur une image optique. (a) Image initiale. (b) Intro-
duction d’un bruit multiplicatif. (c) Re´sultat de la γ-diffusion sur (a). (d) Re´sultat de la
γ-diffusion sur (b).
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Fig. 7.7 – Zoom sur les images de la figure 7.6. (a) Image initiale. (b) Introduction d’un
bruit multiplicatif. (c) Re´sultat de la γ-diffusion sur (a). (d) Re´sultat de la γ-diffusion sur
(b).
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7.3 De´tails des calculs des de´rive´es partielles de l’e´nergie
interne
En de´veloppant l’e´quation (eq.5.28), on obtient :
Einterne =
∮ ∣∣|s′(u)|2 − e2m∣∣2 du
=
∫ M
0
(x′4(u) + 2x′2(u)y′2(u) + y′4(u))du+ e4mM
−2e2m
∫ M
0
(x′2(u) + y′2(u))du.
En supposant e2m constant entre deux ite´rations, on peut de´duire :
∂Einterne
∂dx,k
= 4
∫ M
0
(x′3(u) + x′(u)y′2(u))
∂x′(u)
∂dx,k
du− 2e2m
∫ M
0
(2x′(u)
∂x′(u)
∂dx,k
)du
= 4
∫ M
0
N ′3(u)
(
M∑
l=1
dx,lN
′
3(u− l)
)3
du
+4
∫ M
0
N ′3(u)
(
M∑
l=1
dx,lN
′
3(u− l)
)(
M∑
h=1
dy,hN
′
3(u− h)
)2
du
−4e2m
∫ M
0
N ′3(u)
(
M∑
l=1
dx,lN
′
3(u− l)
)
du.
Soit encore :
∂Einterne
∂dx,k
= 4
∞∑
|l|,|m|,|n|<N
dx,k−ldx,k−mdx,k−n
∫ ∞
−∞
N ′3(u)N
′
3(u+ l)N
′
3(u+m)N
′
3(u+ n)du
+4
∞∑
|l|,|m|,|n|<N
dx,k−ldy,k−mdy,k−n
∫ ∞
−∞
N ′3(u)N
′
3(u+ l)N
′
3(u+m)N
′
3(u+ n)du
−4e2m
∞∑
|l|<N
dx,k−l
∫ ∞
−∞
N ′3(u)N
′
3(u+ l)du.
De la meˆme manie`re on peut e´crire :
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∂Einterne
∂dy,k
= 4
∞∑
|l|,|m|,|n|<N
dy,k−ldy,k−mdy,k−n
∫ ∞
−∞
N ′3(u)N
′
3(u+ l)N
′
3(u+m)N
′
3(u+ n)du
+4
∞∑
|l|,|m|,|n|<N
dy,k−ldx,k−mdx,k−n
∫ ∞
−∞
N ′3(u)N
′
3(u+ l)N
′
3(u+m)N
′
3(u+ n)du
−4e2m
∞∑
|l|<N
dy,k−l
∫ ∞
−∞
N ′3(u)N
′
3(u+ l)du.
Posons $1(l,m, n) =
∫∞
−∞N
′
3(u)N
′
3(u + l)N
′
3(u + m)N
′
3(u + n)du et $2(l,m, n) =∫∞
−∞N
′
3(u)N
′
3(u+ l)du. Nous proposons de calculer ces deux termes hors-ligne sous la forme
de sommes finies, puisque le premier terme a pour support [0, 4] :
$1(l,m, n) =
4R∑
i=0
N ′3(
i
R
)N ′3(
i
R
+ l)N ′3(
i
R
+m)N ′3(
i
R
+ n) (7.6)
$2(l) =
4R∑
i=0
N ′3(
i
R
)N ′3(
i
R
+ l). (7.7)
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7.4 Glossaire
Dans cette annexe, nous pre´sentons les principales abre´viations et la liste des symboles
utilise´s dans ce rapport.
7.4.1 Abre´viations
ABS Automatic B-spline snake
CA Comparaison des aires
CSD Centre de forte divergence
CV Coefficient de variation
CWD Centre de faible divergence
DHM Distance de Hausdorff modifie´e
GVF Gradient Vector Flow, me´thode de Xu
IS Index de similarite´
MAD De´viation absolue de la me´diane
MSF Mesure de similarite´ de forme
s-GVF Speckle Gradient Vector Flow
γ-diffusion diffusion anisotrope robuste propose´e
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7.4.2 Symboles
Aseg re´gion re´sultant d’une segmentation seg
ai,j version standardise´e au sens de Rousseeuw du CV local
c(x) coefficient de diffusion scalaire
Cdfaible ensemble des points de faible divergence
Cdfort ensemble des points de forte divergence
Ck[a, b] ensemble des fonctions k-continues sur l’intervalle [a, b]
Cseg contour de Aseg
Ct contraste total de l’image
D coefficient de diffusion matriciel
di point de controˆle i d’une spline
dx,i composante en x du point de controˆle i
dy,i composante en y du point de controˆle i
div(·) ope´rateur de divergence
E(I) espe´rance de I
em e´cart moyen constate´ entre les points de jonction d’une spline
Gσ noyau de lissage gaussien
g(t) un snake parame´trique
gBs interpolation B-spline de la courbe parame´trique g(t)
I(i, j; t) intensite´ du pixel (i, j) a` l’ite´ration t
Iσ re´sultat de la convolution de I par Gσ
I moyenne de I
Iηη de´rive´e seconde directionnelle de I par rapport a` η
Iξξ de´rive´e seconde directionnelle de I par rapport a` ξ
Iγ image des CV locaux seuille´s
k gain des filtres adaptatifs des images RSO
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~k vecteur unitaire perpendiculaire au plan de l’image
L nombre de vues
Lγ abre´viation pour div(∇Iγ)
M nombre de noeuds courant du B-spline snake
med(·) ope´rateur de la me´diane
N3i fonction de base B-spline de degre´ 3 de parame`tre (t− i)
~n(t) vecteur unitaire normal a` la courbe s(t) en t
Pk ensemble des polynones de degre´ k
pi noeud i de la spline
R re´flectivite´ re´elle d’une sce`ne
s(u) fonction parame´trique (snake classique ou B-spline snake suivant les cas)
si,j:t version standardise´e des donne´es
s(l) l-ie`me de´rive´e de s(t)
T taux d’e´chantillonnage de la spline
Ttf repre´sentation a` l’e´chelle t de la fonction f
te valeur de t lors de la dernie`re ite´ration de la diffusion
bxc arrondi par de´faut de x
Vt variance totale de l’image
v(x, y) vecteur du s-GVF au point (x, y)
vN champ de vecteur s-GVF normalise´
var(·) ope´rateur de variance
α pas de la descente des gradients lors de l’e´volution du snake
γ(i, j; t) CVL au point (i, j) a` l’ite´ration t. Parfois note´ γ
γe(t) terme d’interception du CV local a` l’ite´ration t
γs(t) parame`tre d’e´chelle de la γ-diffusion
∆t pas de discre´tisation temporelle
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∆I laplacien de I. Parfois note´ ∇2I
δΩ frontie`re du domaine de l’image
η direction perpendiculaire a` l’isophote du pixel courant
ηs voisinage du pixel s
|ηs| cardinal de la connexite´
θ angle entre ~n(u) et ~∇Iγ
κ(t) courbure de s(t) au point t
Λ parame`tre d’e´cart moyen entre les points de jonction
Λbas limite basse de em en dessous de laquelle on enle`ve un noeud
Λhaut limite haute de em au dessus de laquelle on ajoute un noeud
λ pas de discre´tisation temporelle de la diffusion
µ parame`tre de re´gularisation du s-GVF
Ξ(i, j) facteur d’inhibition du s-GVF au point (i, j)
ξ direction tangente a` l’isophote du pixel courant
Ψ flux de la diffusion
ρ(·) fonction d’erreur robuste
σ parame`tre d’e´chelle de la diffusion. Terme d’interception de l’amplitude du gradient
σe estimation initiale de σ propose´e par Black
ς parame`tre d’inhibition du s-GVF
Ω domaine de l’image
| · | ope´rateur d’amplitude
∂I
∂x
de´rive´e partielle de I par rapport a` x. Parfois note´ Ix
∂E
∂dx,i
de´rive´e partielle de l’e´nergie E par rapport a` dx,i
∂tI de´rive´e partielle de I par rapport au temps
∇Ii,j gradient de l’image au pixel (i, j). Parfois note´ ∇I
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Re´sume´
Le contexte de ce travail est le traitement d’images e´chographiques. Plus
pre´cise´ment, on s’est inte´resse´ au filtrage et a` la segmentation automa-
tique d’images de´grade´es par du speckle.
La premie`re partie concerne les travaux effectue´s sur le filtrage du spe-
ckle. Ils ont abouti a` la conception d’une me´thode de diffusion anisotrope
robuste, nomme´e γ-diffusion. Elle se fonde sur un coefficient de diffusion
original qui exploite lui-meˆme la statistique du coefficient de variation et
une adaptation de la fonction de Tukey. Un estimateur robuste du pa-
rame`tre d’e´chelle de ce filtre est pre´sente´. L’e´volution de la diffusion est
mode´lise´e par une e´quation aux de´rive´es partielles s’appliquant sur l’enve-
loppe du signal brut, non compresse´e logarithmiquement. Cette approche
permet de re´duire le bruit des images e´chographiques, tout en pre´servant
les structures importantes pour leur interpre´tation.
Dans la deuxieme partie, nous pre´sentons un contour actif parame´trique
de type B-spline snake. L’e´tude de la continuite´ ge´ome´trique des B-splines
nous permet de justifier le choix de l’e´nergie interne. Nous proposons
deux nouvelles e´nergies externes qui exploitent notamment un champ de
flux de vecteurs gradients, nomme´ s-GVF, calcule´ sur une carte de coef-
ficients de variation locaux. Une fonction d’inhibition controˆle l’influence
respective de ces deux e´nergies externe lors de l’e´volution du snake. En-
fin, nous proposons une nouvelle me´thode d’initialisation automatique
pour contour actif parame´trique.
Une application au cas du filtrage des images echographiques et de la seg-
mentation des cavite´s cardiaques est pre´sente´e. Les re´sultats de´montrent
une robustesse et une pre´cision accrue par les mode`les propose´s par rap-
port aux techniques classiques de filtrage et segmentation par contours
actifs.
Mots-cle´s : images e´chographiques, filtrage du speckle, diffusion aniso-
trope robuste, segmentation par contours actifs, B-spline snake, initiali-
sation automatique.
