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In this work a study of efficient approximate methods for solving the Cauchy type singular integral equations (CSIEs) of the first kind, over a finite interval, is presented. In the solution, Chebyshev polynomials of the first kind, T n (x), second kind, U n (x), third kind, V n (x), and fourth kind, W n (x), corresponding to respective weight functions W (1) (1 − x) 1 2 , have been used to obtain systems of linear algebraic equations. These systems are solved numerically. It is shown that for a linear force function the method of approximate solution gives an exact solution, and it cannot be generalized to any polynomial of degree n. Numerical results for other force functions are given to illustrate the efficiency and accuracy of the method.
Introduction
A singular integral equation of the form
where K 0 (x, t), K (x, t) and f (x) are given real valued functions belonging to the Hölder class and ϕ(t) is to be determined, occurs in a variety of mixed boundary value problems of mathematical physics (see [3, 5] ), for isotropic elastic bodies involving cracks (see [8] ), and for other related problems. The integral is considered as a Cauchy principal value integral. This kind of integral can be found in many references [3, 7, 11] . Chakrabarti and Berge [2] have proposed an approximate method for solving CSIEs (1) using polynomial approximation of degree n and collocation points chosen to be the zeros of the Chebyshev polynomial of the first kind for all cases. They showed that the approximate method is exact when the force function f (t) is linear. Abdou and Naser [1] considered CSIEs of the second kind and used orthogonal polynomials (Legendre) to find the approximate solution, and described the physical meaning of the stated problems. Rashed [10] presented two numerical methods for solution of non-singular integral equations of the first kind using Chebyshev polynomials of the first kind to approximate the kernel and unknown function. Kim [4] solved CSIEs by using Gaussian quadrature and chose the zeros of Chebyshev polynomials of the first and second kinds as the collocation and abscissae points. Srivastav and Zhang [12] used general quadrature-collocation nodes to solve CSIE.
In this work we present the approximate solution of CSIE (1) when K 0 (x, t) = 1 and K (x, t) = 0, which is called the characteristic singular integral equation:
It is well known that the complete analytical solutions of Eq. (2), for four cases, are given by the following expressions (see [6] , pp. 5):
Case (I):
The solution is unbounded at both end-points x = ±1,
Case (II): The solution is bounded at both end-points x = ±1,
provided that
Case (III):
The solution is bounded at the point x = −1,
Case (IV): The solution is bounded at the point x = 1,
In obtaining the approximate solution we do the following:
1. The Chebyshev polynomials of the first, second, third and fourth kinds corresponding to the weight functions W 5. FORTRAN code is developed to obtain the numerical results.
The method of the approximate solution
The Chebyshev polynomials of the first kind, T i (x), second kind, U i−1 (x), third kind, V i (x), and fourth kind, W i (x), i = 0, 1, 2, . . ., are defined by [9] T i (x) = cos i cos
,
The corresponding weight functions are
Let the unknown function ϕ in Eq. (2) be approximated by the polynomial function ϕ n :
where β (j)
. . , n, are unknown coefficients and in Case (I):
and G (4) i (x) = W i (x). Substituting the approximate solution (9) for the unknown function ϕ(t) into (2) yields
Rewrite Eq. (10) as
where γ (j)
Let x
, be the zeros of U n (x), T n+2 (x), W n+1 (x) and V n+1 (x), respectively. Then
It is known (see [9] ) that
Substituting the collocation points (13) into (11) and using (14) we obtain the following systems of linear equations:
Solving the systems (15)-(18) for the unknown coefficients β i into (9) we obtain the approximate solutions of Eq. (2) in the form of
Proposition 1. If f (x) in Eq. (2) is a linear function, then the approximate solution (19) is exact.
Proof. Let f (x) in (2) be a linear function
where a and b are known constants. Substituting (20) into (11) yields
Due to (14), one can easily find results as given in Table 1 .
Table 1
Solutions of (12) .
. . .
. . . give the approximate solution ϕ n (x) of Eq. (2). Let us illustrate this for Case (II) by choosing n = 3; in view of (6) the constant b must be equal to zero in (21), so
From 
which yields π β (2)
Thus we have
Substituting (24) into (9) we obtain the approximate solution
which is the exact solution obtained by (5) .
In Case (III) for n = 3, from 
and so π β
Substituting (27) into (9) we obtain the approximate solution
This approximate solution coincides with exact solution obtained by (7) . Similarly, doing the same operations as we did for Case (II) and Case (III), one can solve for Case (I) and Case (IV).
Numerical results
Consider the singular integral equation
Using (3) through (8) 
Case(IV): ϕ(t) = −1 π
The errors of approximate solutions of (29) are given by Tables 2-5 . 
Conclusion
The Chebyshev polynomial approximations with weight functions are used to solve the Cauchy type singular integral equations of the first kind. The collocation points x k are chosen to be the zeros of U n , T n+2 , W n+1 and V n+1 for Cases (I), (II), (III) and (IV), respectively. Numerical results (Tables [2] [3] [4] [5] show that the errors of approximate solution with small value of n for all cases are very small. These show that the methods developed are very accurate and in fact for a linear function give the exact solution.
