In this paper we present an algorithm to estimate the Hausdor fractal dimension. The algorithm uses a recursive formula with a fast enough convergence. The accuracy of results is independent on the size, i.e., degree of deÿnition of the fractal set. This fact is particularly useful when studying real physical fractals with a low deÿnition, such as colloidal aggregates of small size. The di erent tests reveal no dependence of the results on the irregularities of the fractal. Thus, self-similarity or statistical similarity of the fractal set does not a ect results. The proposed algorithm gives correct values for all the fractal dimension of the tested sets. Finally, the algorithm was used to evaluate the HÃ enon attractor fractal dimension and was applied to an experimental system obtained from a two-dimensional aggregation of latex colloidal particles.
Introduction
Hausdor measure and dimension have been known since 1919 [1] , but the fractal only was formulated by Benoˆ t Mandelbrot in a series of well-known works [2, 3] on the seventies and is widely used at present. According to the initial deÿnition given by Mandelbrot, a set whose Hausdor dimension exceeds its topological dimension is referred to as a fractal [2] .
Hausdor Dimension (HD) deÿnition, which follows directly from the generalization of the concept of measure by Hausdor , is the main parameter forming the mathematical basis of fractal theory [4 -6] . However, in practice HD is di cult to calculate so it is needed to use some alternative fractal dimensions which deÿnitions are far from rigorous [7] . Frequently, fractal dimension values obtained using these alternative deÿnitions do not agree with the corresponding HD value.
Fractal properties are typically found in four main groups of physical phenomena. These are aggregation, random walks and di usion, percolation, and dynamic chaos. Fractal structures can be generated using simple models describing the formation and growth of structures [8] [9] [10] . Nevertheless, while HD is deÿned for the mathematical fractals in the limit the real physical fractals exhibit this behaviour only for a limited range of scales [11] .
As it has been demonstrated fractal dimension is a useful quantity that provides a suitable information about processes occurring in physical systems. For example, in two-dimensional colloidal aggregation, fractal dimension of aggregates characterizes their structure and allows to discern between di erent aggregation regimes because of their di erent fractal dimension [12] . In these systems fractal dimension changes from D = 1:55 for two-dimensional reaction limited cluster aggregation (RLCA) [13, 14] to 1:44 for two-dimensional di usion limited cluster aggregation (DLCA) [9, 10] .
As can be understood, these usually small di erences obtained in fractal dimension values together with the limited fractal behaviour exhibited by real physical fractals require an accurate determination of the fractal dimension if we want to use correctly the fractal dimensions as a useful tool to study di erent physical systems. This paper is structured as follow. In Section 2 we present all needed concepts relating to the HD and the algorithm used to calculate it. Tests of the algorithm accuracy are presented in Section 3. Applications of the algorithm are presented in Section 4. In this section we present results obtained when the algorithm is applied to the HÃ enon attractor and fractal aggregates formed in a two-dimensional aggregation experiment. Finally, in Section 5 we present main conclusions about the algorithm and their applications.
Calculation algorithm
Box-counting dimension (BCD) is a useful approximation to the HD. It is one of the most widely used dimensions. Its popularity is largely due to its relative ease of mathematical calculation and empirical estimation. Since box-counting dimension is determined by coverings by sets of equal size it tends to be easier to calculate than HD [5] . However, usual algorithms give a value that is lower than the corresponding HD. This fact is contrary to the theoretical predictions that prevent a BCD dimension higher than the Hausdor one. Now, we will introduce a set of basic mathematical concepts. These are the minimum required set needed to follow the paper as a whole. The interested reader can ÿnd a more extensive introduction of the fractal geometry in already previously cited references [4 -7] . Deÿnition 1. Let E be any non-empty bounded subset of R n and let N (E) be the smallest number of sets of diameter at most which can cover E. The lower and upper box-counting dimensions of E are deÿned, respectively, as
If both limits have the same value, this common value is called the BCD of E, dim B E.
If we suppose that s ≡ dim B E exists and that B s (E) = lim →0 N E s also exists and is ÿnite then for low enough values we can write
Taking logarithms in both members of the above expression (1) we obtain
Thus, if we represent log N ( ) as a function of log for di erent values we obtain an analytical expression that corresponds of a straight line whose slope is −s, i.e., minus the BCD, dim B E, of E. This allows to calculate BCD from the slope of the log N ( ) vs. log plot for di erent -covers. The method used to estimate N ( ) for experimental fractals will determine the BCD obtained value. It is usual to use -covers by mesh. Particularly useful is the diadic -covers mesh for which takes values which are one half of the above one. The values are limited for real physical fractal, so they range between two limits corresponding to the size of the fractal and the size of the smallest component of the fractal. There is thus a limitation to apply fractal concepts to real systems due to the fact the limit → 0 is out of the experimental reach.
To apply -covers mesh to estimate the necessary number of boxes (N ( )) presents a practical problem: a -box in the mesh must to be counted if it contains at least one point of the set. As a result when increases the minimum number N ( ) of boxes is overestimated. This overestimation implies that BCD value can be smaller than the expected one and even smaller than the set Hausdor dimension value, contrary to the theoretical relationship: dim
This point is illustrated in Figs. 1 and 2. Fig. 1 represents three statistical self similar fractals with di erent theoretical Hausdor dimension. The application of the box counting methods for the fractal set number 1 of Fig. 1 is shown in Fig. 2 . Although the linear ÿt of the experimental data is good the corresponding slope does not agree with the theoretical one which is also shown in the ÿgure. Thus, an overestimation occurs for the greatest values. This overestimation produces an underestimated fractal dimension obtained from the slope of the ÿtted straight line.
Similarly, from deÿnition of the s-dimensional Hausdor measure for a given set E and on the assumption of it being ÿnite we can estimate it as
for low enough -values. Here {A i } is a -cover of the set E, |A i | their diameters and N ( ; s) is deÿned by
Taking logarithms in both sides of the above expression we obtain
Eq. 4 allows us to obtain the s value, i.e., an estimation of the HD value dim H (E), when plotting log N ( ; s) versus log for di erent values and calculating the slope of the ÿtted straight line.
Expressions (2) and (4) look similar. The only di erence is that the N ( ; s) value, analogue of N ( ), depends on s. To calculate N ( ; s) we must sum, over all sets in the -cover, values obtained taking the s-power of the diameter |A i | values divided by . To obtain a best approximation of H s (E) we can use |A i ∩ E| instead of |A i | value. This is a better estimation because of the inÿmum appearing in the deÿnition of H s (E) and because the set of covers A i ∩ E have 0 Hausdor distance to E. So, for every i -cover we will consider |A ij ∩ E| instead of |A ij | (here j is ranging to the element of the i -cover, as we must use di erent i values).
With this assumption, expression for N ( i ; s) becomes
Then N ( i ; s) value is just the sum of the diameter |A ij ∩ E| to i ratios to the power s. The correct fractal dimension value, D FE (E) (Estimated Fractal Dimension, EFD), is then the s value which we used to calculate N ( ; s) and itself is obtained as the result of the least-squares ÿt applied to expression (4), i.e.,
Here, N is the number of di erent -covers with di erent diameters, i , used for covering the fractal set E. We are looking for the s value that allows us to correctly measure the set E, i.e., D FE (E), and last expression suggests that the problem can be resolved by using two di erent algorithms:
1. We can select an initial value, s o , and introduce it into expression (5). Then recursively we can obtain s 1 ; s 2 ; : : : ; s n , until two consecutive values di er less than a preÿxed su ciently small quantity. 2. We can use the fact that expression (5) is similar to the corresponding one of the Newton-Raphson method, 0 = f(x), and then use this recursive method.
Algorithm 1 requires to prove that the ÿxed point theorem can be applied to function in Eq. (5). To apply algorithm 2 it must be demonstrated that the required conditions for using the Newton-Raphson method are veriÿed.
In this paper we have chosen ÿrst method to calculate the Hausdor fractal dimension.
Algorithm implementation and test
We have made di erent tests to assess accuracy of the proposed algorithm when estimating fractal dimension. The tests have been done with fractals of known fractal dimensions. As there are limitations on the deÿnition of the fractal sets we have analyzed size and shape dependence of the algorithm results. Size tests are required because real physical fractals have a limited fractal behaviour and because it is di cult to ÿnd in nature "big fractals".
Why we talk about big fractals? To understand why we talk about big fractals the book of Vicsek is recommended [11] . This book presents a discussion about the equivalence between the mathematical limits → 0 and an inÿnity fractal generated by an aggregation process. This equivalence is evident when considering the normalized equivalent set [7] . Thus as nearly every natural fractal is formed in an aggregation process it is reasonable to analyze the size dependence of results, i.e., the fractal set degree of deÿnition.
As natural fractals are random in nature we have also tested the regularity e ect of the fractal set on the algorithm accuracy. As will be shown results do not depend on fractal "appearance".
Expression (5) indicates how HD can be iteratively estimated. We have followed the steps below in our implementation of the algorithm:
1. Determine points of the fractal set E. 2. Cover the fractal with di erent -covers for di erent i values. 3. For each elements in a i -covers we have found its intersection with the set and computed its diameter, |A ij ∩ E|. 4. Diameter of each part, |A ij ∩ E|, is divided then by i . 5. The di erent |A ij ∩ E|= i rates are then powered to a given s 0 value before N ( i ; s 0 ) is calculated. 6. Then, expression (5) is used to obtain s 1 . 7. Finally, last two steps are repeated using s 1 , instead of s 0 , and a new value s 2 is obtained, and so forth. This process is repeated until two consecutive values di er less than a preÿxed quantity.
The easiest set of cover that it could be considered, and that we have used, is the collection of cubes in the -coordinated mesh of R n , i. Fig. 1 . The improvement of results comparing with the box counting method is evident. The agreement with the theoretical value is good enough and is better than that for the box counting method. As in Fig. 2 , the discontinuous line corresponds to the theoretical value.
The algorithm was stopped when two consecutive values had a di erence lower than 5 × 10 −5 . The ÿnal value was taken as the calculated fractal dimension. Fig. 3 is an example of the algorithm results. It corresponds with the fractal number 1 shown in Fig. 1 . As can be seen, results are better than for the box counting calculation shown in Fig. 2 . Both theoretical and ÿnal ÿtted lines agree very well.
The algorithm was tested using two-dimensional fractals. These fractal sets were self-similar and statistically similar. We have analyzed the e ect of shape and irregularities on the resulting values.
The algorithm convergence is analyzed in Figs. 4 and 5. Fig. 4 shows the dependence of the calculated fractal dimension with the number of iterations for the three fractal sets in Fig. 1. Fig. 5 shows the dependence of the obtained value versus the initial s 0 value, also for the three fractal sets. There is no dependence between the ÿnal fractal dimension obtained and the initial value.
Figs. 6 and 7 show fractal dimension obtained with our algorithm and with the radius of gyration method versus the corresponding theoretical value, respectively. The fractal dimension obtained with the radius of gyration method uses the relation between the mass of the fractal (M ) and its radius of gyration (R g ): M˙R Drg g , where D rg is the fractal dimension. The used fractal sets have size ranging from 25 to 2000 points and theoretical dimension ranging from 1 to 2. As can be seen values of the fractal dimension obtained using our method agree very well with theoretical values. Moreover, 5 . Final EFD value versus the initial dimension value used in the ÿrst iteration of the algorithm for the three di erent fractal sets included in Fig. 1. D1, D2 and D3 values correspond to the EFD of set number 1, 2 and 3 in Fig. 1 , respectively. the agreement of the EFD value is better than that obtained with the radius of gyration method. Di erences, if any, are less than 0.05. Agreement exists for small as well as big fractal sets. Note that we have analyzed three orders of magnitude in size.
Comparison of the fractal dimension values obtained with both the radius of gyration and the Hausdor method allows one to conclude that our algorithm is better than the standard one of the radius of gyration.
A main problem relating to numerical calculations is the computing time. The analysis of this algorithm show that steps 1-4, to determine the |A ij ∩ E| values, require most of the calculation time. Remaining steps require little time and convergence is reached fast (see Fig. 4 ). The full process requires a few seconds and the necessary memory is proportional to the size, number of points, of the generated fractal set.
Applications
As a ÿrst example of the application of our algorithm we have estimated the fractal dimension of the HÃ enon attractor (see Fig. 8 ). HÃ enon attractor is deÿned in R 2 recursively by As another application of our algorithm we have computed the fractal dimension for the fractal aggregates shown in Fig. 9 . These aggregates are formed in a twodimensional aggregation experiment taking occuring at the interface air-salt liquid solution. Initially particles are individual but as time evolves they aggregate to form structure with a fractal character. Before computing the fractal dimension of the aggregates a digital image processing of the picture is required to distinguish the fractal aggregates from the background. In Fig. 10 we show the application of the radius of gyration method to compute the fractal dimension of the aggregates contained in Fig. 9 . To apply this methods one must assume that all aggregates contained in the picture are similar in the mathematical sense. If this is the case, the fractal dimension can be obtained from the above indicated relation between the aggregates mass, or their particle number, and their radius of gyration. Results are thus conditioned by this assumption. The ÿtted line to experimental data in Fig. 10 looks good. However it can be observed that for both the lower and higher values of the radius of gyration experimental data depart from the ÿtted line, so we have a sign of the failure of the similarity assumption between aggregates of di erent size.
This fact is revealed in Fig. 11 where we show the EFD versus the inverse of the fractal aggregate diameter. This ÿgure reveals a dependence of the fractal dimension on the fractal size that is not so evident when we use the radius of gyration to estimate the fractal dimension. Fig. 10 . Determination of the Radius of gyration dimension of the aggregates included in Fig. 9 . The obtained value was 1:387 ± 0:021. This value is lower than the expected for DLCA (1.44 ). This fact indicates that there is some kind of interactions between the aggregates contrary to the initial assumptions. Fig. 11 . EFD versus the fractal size for the aggregates included in Fig. 9 . Values were averaged in size. Continuous line is for eye guidance.
Conclusions
The calculation of the HD is very important because it determines the size and properties of the fractal sets [4] . There are a few very careful studies of both theory and fractal dimension estimation in literature [19] . In this paper we have described a method able to estimate the fractal dimension of random fractals (5). This algorithm converges (Fig. 5 ) very fast and the obtained results are independent of the initial values used to measure the size of the fractal set (Fig. 7) .
The agreement between the theoretical similarity dimension and the experimental HD obtained when using our algorithm is independent of the fractal shape and size (Fig. 8) . So, it can be applied to estimate the Hausdor fractal dimension for clusters formed in aggregation process. The accuracy of the estimations allows to compare fractal clusters formed in di erent limits of aggregation.
Finally, the application of our algorithm to estimate the fractal dimension of fractal aggregates formed in aggregation experiments at the air-liquid solutions has revealed a dependence of the fractal dimension value with the aggregate size, this dependence does not appear when we use the radius of gyration method. This fact has an experimental importance when analysing experimental results of fractal physical systems.
