Many small organisms such as bacteria can attract each other by depositing chemical attractants. At the same time, they exert repulsive force on each other when crowded, which can be modeled by effective pressure as an increasing function of the organisms' density. As the chemical attraction becomes strong compared to the effective pressure, the system will undergo a phase transition from homogeneous distribution to aggregation. In this work, we describe the interplay of organisms and chemicals on a two-dimensional disk with a set of partial differential equations of the Patlak-KellerSegel type. By analyzing its Lyapunov functional, we show that the aggregation transition occurs discontinuously, forming an aggregate near the boundary of the disk. The result can be interpreted within a thermodynamic framework by identifying the Lyapunov functional with free energy.
I. INTRODUCTION
A ubiquitous collective phenomenon in microbial and insect populations is aggregation, which is helpful for finding food or defending themselves from toxic substances [1] [2] [3] [4] [5] [6] [7] . The organisms organize their movement by depositing and sensing chemicals, which is called chemotaxis. The canonical description of chemotactic aggregation is provided by the Patlak-Keller-Segel (PKS) model [8] [9] [10] [11] [12] . In two dimensions, the model predicts collapse of the whole population into a single point when their total mass exceeds a certain threshold. Although qualitatively correct, the prediction is physically implausible because it says that all the mass is condensed into zero volume. To regularize this singular behavior, a variety of mechanisms have been proposed, including densitydependent pheromone deposition, population growth dynamics, and many others (see Ref. 13 for a review). One of the most convincing prescriptions is a mechanical one that incorporates the notion of pressure [14] [15] [16] . According to this mechanism, the effective pressure between organisms increases as they come close to each other, so aggregation ceases when their chemotactic attraction is counterbalanced by the increased pressure. Experimentally, the pressure in a dense insect swarm is well fitted to a polynomial function, Π = D 0 ρ + D 1 ρ 2 /2! + . . ., where ρ is the density of the organisms and D i 's are constants [17] . Also from a thermodynamic perspective of active matter [18, 19] , such a phenomenological description of pressure holds an important place because it can readily be defined out of equilibrium due to its mechanical origin [20] , and one may integrate it over volume to derive Helmholtz free energy by analogy to equilibrium thermodynamics [21] .
In this work, we wish to take a different route toward a thermodynamic description of chemically interacting organisms. We will consider an exact Lyapunov functional, i.e., a nonincreasing function of time [22] , for a variant of the PKS model with density-dependent pressure [15, 16] . * seungki@pknu.ac.kr
It can be identified with a free-energy functional up to an overall constant because the long-time behavior of the system is described by the minimum of the Lyapunov functional [23] [24] [25] [26] [27] , just as a thermodynamic equilibrium is associated with the free-energy minimum. We will show that this Lyapunov-functional approach gives a direct overview of the collective dynamics, especially when the functional is expressed in the Fourier space.
This study may also be viewed as an analysis of pattern formation in a reaction-diffusion system, about which a vast number of references are available (see Ref. 28 for a review). Our model corresponds to a multispecies reaction-diffusion system [29, 30] dealing with the interplay of organisms and chemicals. In addition, the density-dependent pressure Π introduces nonlinear diffusion to this system [31] as we will see below in the governing equations. It is well known that a reactiondiffusion system may exhibit super-or subcritical bifurcation depending on its modeling details. One of our key research questions is whether the aggregation transition in our model is continuous, and we will answer this question by analyzing the Lyapunov functional.
In Sec. II, we introduce our model and its Lyapunov functional. After considering the simplest nontrivial example to see the qualitative picture, we move on to numerical calculations in Sec. III. We discuss the numerical results as well as a special case under radial symmetry (Sec. IV) and then summarize this work in Sec. V.
II. ANALYSIS
We consider the following PKS-typed model of chemotaxis in two dimensions:
where ρ is the density of organisms, c is the density of pheromones, and Π is effective pressure as a function of ρ. The density dependence of pressure will be truncated at the quadratic order, which means that
As we will see below, the quadratic term introduces coupling between modes in the simplest way. This system contains several modeling parameters: For the organisms, the tendency to follow a chemical gradient is given by χ 0 , and D i 's control how sensitively they react to a density gradient. The second equation describes the pheromone dynamics, in which f 0 is the specific pheromone deposition rate, ν 0 is the diffusion constant of pheromones, and g 0 is the specific pheromone degradation rate.
We are dealing with a population of organisms inside a domain Ω, and the experimental timescale is assumed to be much shorter than their typical lifetime. The total mass of the organisms, M ≡ Ω ρ dV , must thus be conserved, where dV means volume elements. This is ensured by imposing the Neumann boundary conditions, ∇ρ ·n| ∂Ω = ∇c ·n| ∂Ω = 0, where ∂Ω denotes the boundary of Ω andn is the normal vector at an arbitrary point on ∂Ω. Specifically, we choose Ω as a two-dimensional disk of radius l like a Petri dish, whose two-dimensional volume (or area) is V = πl 2 . Note that the system of Eq. (1) always has a trivial homogeneous solution, ρ = ρ 0 and c = (f 0 /g 0 )ρ 0 , where
is a Lyapunov functional in the sense that dW/dt ≤ 0 (see Ref. 15 for the original derivation of this functional). To apply a variational method, it is convenient to expand the configurations of ρ and c as Fourier-Bessel series [32] :
where J p is the Bessel function of the first kind and we have defined j Its elements change over time with decreasing W , and trajectory must be confined in a physical region in which both ρ and c are non-negative. We wish to find S that minimizes Eq. (3) inside the physical region, expecting that it will describe stationary behavior in the long time. The result will be compared with direction integration of Eq. (1) . If κ = 0, then pressure is linearly proportional to ρ, and we can calculate Eq. (3) in a closed form as follows (see Appendix B):
where the subscript "st" on the left-hand side means stationarity, i.e., ∂ρ/∂t = ∂c/∂t = 0, and W hom is contribution from the homogeneous solution. We have also introduced in Eq. (5) a composite parameter,
Equation (6) contains f 0 l 2 /ν 0 , implying competition between the timescales of pheromone deposition and diffusion, and the second term is a ratio between the specific degradation and deposition rates of pheromones. Two points are clear from Eq. (5): First, the Lyapunov functional for κ = 0 is exactly decomposed into contributions of separate modes. Second, each contribution is a quadratic function of R pm 's: If z pm < χ 0 /D 0 , then the corresponding coefficient R pm can grow with decreasing the Lyapunov functional. When the chemotactic coupling strength gradually increases, therefore, the first excited mode is the one that has the lowest j ′ pm , which is j ′ 11 ≈ 1.841. The relaxation timescale diverges at this point because the landscape of Eq. (5) is flat along the R 11 axis. When z 11 < χ 0 /D 0 , the excitation of R 11 is bounded only by the condition that both ρ and c must be non-negative. Thus, if we define an order parameter of aggregation as
then it shows a jump at the threshold. However, differently from a usual discontinuous transition, no hysteresis exists in this picture. Now, we turn on κ in Eq. (3) to introduce coupling between modes. By way of illustration, let us take the two lowest modes and calculate the Lyapunov functional for κ > 0: 
This coincides with a prediction of linear stability analysis (Appendix C). To see an effect of the coupling term ∝ κ, let us assume that R 11 > 0. As we have seen above, if κ was zero, then R 21 could not be excited because it would only increase W st due to the second term on the right-hand side of Eq. (8). However, when κ = 0, the coupling effect may compete with the second term: If the coupling decreases W st enough to compensate for the second term, then R 21 will also be excited. As we include more and more modes in Eq. (8), we will see a cascade of excitation among them, which is essentially switched on by R 11 . The question is then whether such coupling can render the transition continuous. The answer is negative, at least within this two-mode approximation. Let us visualize the landscape of Eq. (8) . We may regard R pm 's (7)] as functions of f0. As indicated by the superscript "min", these are obtained by numerical minimization of the approximate Lyapunov functional with P = M = 3. (c) Coefficients of the modes when aggregation has occurred, and (d) the corresponding density profile ρ(r, θ). We have set χ0 = 4 and ρ0 = l = D0 = ν0 = g0 = κ = 1 in this calculation.
as positive if p > 0, and the phase factor η 11 can be set to zero without loss of generality. We may also choose η 21 = π/2 to make the coupling term reduce W st to the fullest extent. Then, W st becomes a function of R 11 and R 21 , and its landscape can readily be depicted as in Fig. 1 . Suppose κ = 0 as an example: R 11 will exhibit an abrupt jump at the aggregation transition as the strength of chemotaxis grows, while R 21 remains zero [ Fig. 1(a) and (b) ]. Unlike a usual discontinuous transition, however, the minimum of W (κ=0) st is always unique as pointed out below Eq. (7). When κ = 0, on the other hand, multiple local minima may coexist in the vicinity of the aggregation transition [ Fig. 1(c) ], although the aggregate will contain more than one wavenumbers as we see R 21 > 0 in Fig. 1(d) . Such bistability is a characteristic feature of a discontinuous transition.
III. NUMERICAL CALCULATION A. Gradient descent
To see how the above two-mode picture generalizes to a multi-mode case, we perform numerical calculation. The result confirms that the two-mode picture has already captured the essential physics of aggregation transition: Let us begin by approximating W st by including modes with p < P and m ≤ M in Eq. (4). The approximate functional is then minimized by the gradient descent method with momentum,
where w denotes a (2P M )-dimensional vector of E pm ≡ R pm cos pφ pm and F pm ≡ R pm sin pφ pm , and the prime on the left-hand side means an updated quantity. We have chosen the learning rate γ = 10 −5 and the momentum rate α = 0.9. Note that ρ and c may become negative in minimizing W st , whereas the non-negativity is guaranteed by the original dynamics, Eq. (1) (see Ref
The minimization results clearly show that the system undergoes a discontinuous transition [Figs. 2(a) and 2(b)]. The two branches are obtained by starting the gradient descent algorithm from different initial conditions. The crossing point of the branches in Fig. 2(a) indicates where the transition occurs. Once R 11 becomes nonzero, the other modes also get excited [ Fig. 2(c) ]. However, the amplitudes are narrowly distributed, so the aggregate has compact geometry [ Fig. 2(d) ].
B. Spectral method
For comparison, we directly simulate Eq. (1) with the spectral method. Again, the basic idea is to expand the density fields in terms of the Fourier-Bessel modes with time-dependent coefficients as follows:
where the superscript on the left-hand side means that the expansion has been truncated with certain positive integers P and M . This representation is mathematically equivalent to Eq. (4), and it is preferable in the spectral method to work with the orthogonal basis set {1, J p (j ′ pm r/l) cos(pθ), J q (j ′ qn r/l) sin(qθ)|p = Fig. 2 . We have chosen P = M = 3 in Eq. (11), and the time step size for the Euler scheme is ∆t = 10 −3 . (a) For each different f0, the initial condition is set to be a uniform distribution of ρ0 = 1 and c0 = (f0/g0)ρ0 with small random perturbation in the coefficients from Epm to Gpm. The perturbation grows for f0 f 
where
is a normalization constant. We use the Euler scheme to update the coefficients, which means that Eq. (12) is implemented as G pm (t + ∆t) ≈ G pm (t) + (dG pm /dt)∆t with a small step size ∆t. An advantage of the spectral method is that it correctly preserves the total mass M , and the price is repeated numerical integration [see Eq. (12)], which we have carried out by means of the Gaussian quadrature [35] . Figure 3 shows our simulation results. When we start from a uniform distribution with small perturbation, aggregation develops for f 0 f unstable 0 ≈ 2.195 [ Fig. 3(a) ]. On the other hand, if the simulation starts from an aggregate, then it persists even if f 0 goes below f unstable 0
[ Fig. 3(b) ]. Such hysteresis behavior, a characteristic of discontinuous phase transition, is fully consistent with the gradient descent result of the Lyapunov functional.
IV. DISCUSSION
We have observed two points from our model: First, aggregation occurs discontinuously. It means that an aggregate forms abruptly as the chemotactic coupling strength increases, and once it happens, it will maintain itself even if the coupling weakens again. Another point is that an aggregate forms in the vicinity of the boundary. This is also plausible if we think of smaller motility near the boundary than in the middle due to the zero-flux boundary conditions. If the disk geometry is understood as a projected image of an infinite cylinder, then this picture may serve as a simple model for bacterial aggregation inside a blood vessel (see, e.g., Refs. 36 and 37). In this context, we can see the biomedical importance of understanding the mechanism of aggregation, considering that aggregation increases antibiotic resistance structurally even without altering the innate mechanism of individual cells [6, 7] . Our result implies that a bacterial aggregate will start to form near the blood vessel wall and that it will not smoothly disappear even if the environmental condition is restored.
The two observations-the boundary effect and discontinuity-are actually related, and the transition behavior may change if we suppress aggregation at the boundary. To see this, let us restrict ourselves to a radially symmetric case (p = 0) with m = 1 and 2. We have to assume R 01 > 0 to consider aggregation in the middle of the disk. As above, we write an approximate expression for W st with these two modes and check its minimum at (R * 01 , R * 02 ). When R * 01 is small near the transition point, we can show that
2 +O R * 01 3 .
(13) Because of this, the lowest-order nonvanishing term involving R 02 in W st is effectively of an order of R 4 01 around the minimum (Appendix D). If the effect of m = 2 is negligible, then, by the same token, it can be argued that the next modes with m > 2 will also be small compared to m = 1. The Lyapunov functional can thus be further approximated as a cubic polynomial in R 01 , as one sees in mean-field ϕ 3 theory [38] . The resulting phase transition is continuous, and the order parameter increases linearly with a slope ∝ κ −1 when the control parameter exceeds the transition threshold. It contrasts with the classical PKS model, which exhibits a discontinuous transition in two dimensions even under the restriction to p = 0 [11] because its pressure function Π has only logarithmic dependence on ρ [15] .
From a theoretical point of view, the Lyapunovfunctional approach provides an intriguing way to consider free energy for active matter. We have seen that the functional greatly helps us understand the aggregation phenomenon of active particles with chemotactic interaction, just as conventional free energy does in equilibrium statistical physics. Obviously, this approach is not always applicable because most dynamical systems have no Lyapunov functional, and even if a Lyapunov functional exists, we have no systematic method to construct it. Nevertheless, it is possible to derive the functional for a class of chemotactic systems with arbitrary ρ dependence of pressure as in Appendix A. For such a class of systems, the dynamics is essentially relaxational, and in this sense, they still belong to a tractable category of nonequilibrium although they deal with active matter. Finding a general form of models in this category will certainly be an interesting topic, and one may well ask, for example, whether this approach can cover recently observed effects of microswimmers such as self-organized long-ranged flows or hydrodynamically mediated interactions [39, 40] .
By analogy between the Lyapunov functional and free energy, it would also be interesting to ask the meaning of a derivative of W st with respect to a system parameter, say, f 0 . Figure 2(a) then implies that the derivative may serve as an alternative order parameter, showing similar behavior to that of A in Fig. 2(b) . One way to interpret this derivative is to note that we can produce a similar effect on the system by modulating either f 0 or l [see Eq. (6)]. In other words, the system will behave in qualitatively the same way as in Fig. 2(a) when V = πl 2 expands. Then, one could understand −∂W min st /∂V as a kind of pressure exerted on ∂Ω because pressure and volume constitute a conjugate pair in thermodynamics. Of course, this pressure is an ensemble-averaged value and should not be confused with Π. Whether it can be regarded as a physical pressure is a challenging question, which asks if the Lyapunov functional is anything more than a mere mathematical construct. Full thermodynamic understanding of this Lyapunov-functional approach is yet to be developed.
V. SUMMARY
To summarize, we have investigated a two-dimensional system of chemotactically interacting organisms which experience effective pressure as a function of their own local density. Our main analytic tool has been the Lyapunov functional, whose landscape can be seen most clearly through a mode expansion [Eq. (4) or (11)]. To couple the modes in the simplest way, we have introduced a quadratic term in the virial expansion of effective pressure. Our main interest is the transition behavior to aggregation, and we have observed clear signals of a discontinuous transition (Figs. 2 and 3) . By using a two-mode approximation, we have provided a qualitative explanation for the transition behavior [Figs. 1(c) and 1(d)]. We have also discussed a special case under radial symmetry and proposed a thermodynamically motivated order parameter for aggregation transition, defined as a first-order derivative of free energy. 
The total mass M ≡ ρ dV is conserved. Denoting the problem domain as Ω, we impose the Neumann boundary conditions,
We note that the following equality holds:
because the last term on the right-hand side of Eq. (A3) can be rewritten as follows:
where the first term of the left-hand side of Eq. (A5) is zero due to the boundary conditions. Plugging the explicit expression of Z into the first term on the right-hand side of Eq. (A4), we obtain
Through integration by parts, this becomes
If we introduce Ψ(ρ) such that dΨ/dρ =Π, it means
To deal with the first term on the right-hand side of Eq. (A9), we derive from the boundary conditions the following identity:
so that λ dV ρ ∂c
By substituting Eq. (A14) into Eq. (A9) and rearranging the terms, we get
is the Lyapunov functional in the sense that dW/dt ≤ 0.
Appendix B: Lyapunov functional for κ = 0
Let us recall that the Bessel function satisfies the following equation [32] :
pn with m = n, the right-hand side vanishes because
On the other hand, if α = j ′ pm and β is an arbitrary number, then we instead have
In the limit of β → α, we obtain
for α = j ′ pm . We thus have the following orthogonality relation:
where δ mn is the Kronecker δ and
From this orthogonality relation, it follows that
The squared gradient term can be calculated as follows:
From Eqs. (4a) and (4b), we have
where we have used the recurrence relations for the Bessel functions,
. We substitute these expressions into Eq. (B13) and perform the integration. We first perform the integral over θ by using the following orthogonality:
We then proceed to the integral over r, for which we have to evaluate the following: 
The first integral is straightforward because j 
We note that Eq. (D1) does not contain R 02 and R 01 R 02 due to the orthogonality between normal modes. Therefore, when R 02 ∼ O R 01 2 around the minimum, the lowest contribution from R 02 is of O R
