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Abstract 
 
 A theoretical framework has been formulated to gain mechanistic insight into molecular 
hydrogen evolving electrocatalysts.  Reduction potentials and pKa’s were calculated for a variety 
of complexes with density functional theory in conjunction with appropriate experimental 
references in order to characterize the thermodynamics of the free energy of reaction for proton 
reduction catalysis.  Cobalt diglyoxime catalysts, such as Co(dmgBF2)2 (dmg = 
dimethylglyoxime), were shown to produce molecular hydrogen from an acidic acetonitrile 
solution at moderate overpotentials through either a monometallic or bimetallic mechanism.  For 
monometallic hydrogen production, a single CoII-hydride was proposed to react with acid in the 
hydrogen production elementary step.  For bimetallic hydrogen production, two CoIII-hydride 
intermediates were proposed to react in the hydrogen production elementary step.  Changes in 
experimental conditions, such as acid strength and overpotential, were shown to affect the 
probabilities of evolving hydrogen through each pathway.  Two current peaks in cyclic 
voltammetry experiments were assigned by the calculations: a reassignment of a peak at ca. –1 V 
vs SCE of Co(dmgBF2)2 in acetonitrile from the CoIII/II-hydride couple to the CoII/I-hydride 
couple; and the assignment of a previously unassigned peak just negative of the CoII/I couple of 
Co(dpgBF2)2 in acetonitrile (dpg = diphenylglyoxime) as the CoIII/II-hydride couple. 
Theoretical calculations on a series of complexes Co(dRgBF2)2 in acetonitrile provided 
linear correlations of thermodynamic properties, including reduction potentials and hydride 
pKa’s, with respect to the Hammett constant of the substituents R, which range from strongly 
electron-donating to strongly electron-withdrawing.  Because two of the reduction potential lines 
intersect at a Hammett constant consistent with a slightly electron-donating substituent, we 
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predicted that the CoII/I couple and CoIII/II-hydride couple would overlap for complexes with 
electron-donating substituents and separate for complexes with electron-withdrawing 
substituents.  This prediction was found to be consistent with the peaks in experimental cyclic 
voltammograms of Co(dmgBF2)2 that we reassigned and Co(dpgBF2)2 that we assigned.  The 
linear correlations enabled the calculation of all thermodynamic properties of a catalyst from the 
Hammett constant of its substituents, which is a powerful predictive tool for catalyst design. 
Additional theoretical calculations on a comprehensive set of cobalt, nickel, and iron 
diglyoxime and diimine-dioxime complexes revealed trends in thermodynamic properties with 
respect to metal center and oxime bridge.  For cobalt and nickel complexes, the anodic shift due 
to ligand protonation at proton bridges was found to be greater than the electron-withdrawing 
effect of replacing the proton with BF2 in both acetonitrile and water.  The reverse trend was 
found for iron, which required much greater overpotential to catalyze proton reduction.  
Theoretical investigations on synthetic avenues for catalyst design of metal oxime 
electrocatalysts have demonstrated how catalyst modification can affect the mechanism and 
energetics of hydrogen production as functions of experimental conditions. 
The concept of ligand noninnocence, in particular ligand protonation along the hydrogen 
evolution reaction pathway, was applied to a series of cobalt dithiolene complexes.  The complex 
that initially reduces at the most anodic potential electrochemically, Co(mnt)2 (mnt = 
maleonitrile-2,3-dithiolate), required the most overpotential for hydrogen evolution catalysis, 
despite having the most strongly electron-withdrawing substituents in the series and having 
produced hydrogen with the highest turnover frequency photochemically.  The theoretical 
calculations were used to assign protonation states of the ligand, which provided an explanation 
for the anomalous behavior of Co(mnt)2.  While the other complexes in the series became 
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protonated at both dithiolene ligands along the hydrogen evolution reaction pathway, the more 
strongly electron-withdrawing substituents of Co(mnt)2 resulted in only one ligand protonation.  
The key cobalt hydride intermediate was proposed to form via intramolecular proton transfer, 
which was calculated to be thermodynamically favorable after reduction.  Understanding the 
impact of ligand protonation on electrocatalytic activity, along with insight gained from studying 
the effects of other synthetic modifications, is important for designing more effective 
electrocatalysts for solar devices. 
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Chapter 1: Introduction 
 
 Expansive research on renewable energy production has focused on supplying the global 
economy with clean energy while maintaining sustainability.  The only singular clean resource 
that can scale to appropriate levels for global energy security is sunlight.1  There is enough fossil 
fuel remaining in the form of oil reserves, natural gas, and coal/shale/tar to last tens, hundreds, 
and even thousands of years, respectively.  The problems that exist with relying on these existing 
potential energy reserves is twofold: 1) accessing new supplies of oil, natural gas such as 
methane clathrates, and other forms of hydrocarbon energy sources will rely on new engineering 
techniques for access and harvesting; 2) emissions released from utilizing these energy resources 
without carbon-capture would result in catastrophic global climate change.  As current fossil 
fuels are depleted and cleaner technologies are implemented, future energy sources will likely be 
comprised of many different chemical fuels produced by a variety of methods.  While solar 
energy captured in the form of electricity will be an essential part of global energy security, 
direct solar-to-fuel catalysis is necessary for energy transportation and storage.2 
Hydrogen gas produced from water splitting and hydrogen evolving catalysts is of 
particular interest as an abundant energy carrier, and research has focused on all aspects of 
building a photoelectrochemical device capable of rearranging water molecules into oxygen and 
hydrogen.3-5  Performance analyses indicate that large scale hydrogen evolution can be produced 
at the US Department of Energy’s $2.00 – $4.00 per kg H2 target cost, making the hydrogen 
economy a promising future.6  Additional modeling of performance limits based on the current 
status of research for light absorption, water splitting, and proton reduction revealed maximum 
hydrogen production efficiencies for different practical device designs.7  Reasonable target 
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efficiencies provide guidance for individual researchers looking at only one section of a solar 
energy conversion: band gap energies and positions, water oxidation catalysts, and proton 
reduction catalysts.  Molecular catalysts, both homogeneous and supported, as well as 
heterogeneous catalysts are proposed.8  Catalysts can absorb light directly and react via 
intramolecular electron transfer pathways or rely on semiconductors for light absorption.9 
The contents of this thesis center on theoretical methods for calculating electrochemical 
properties of molecular hydrogen evolving electrocatalysts.  Chapters 2–4 discuss metal oximes, 
in particular analyses of the thermodynamically likely hydrogen evolution pathways and the 
effects of modifications to the ligands and substituents.  Chapter 5 describes a brief study on 
cobalt dithiolene catalysts, in which theory helps explain curious experimental results.  Chapter 6 
provides an outlook on the results of this dissertation, including current and future projects.  
Details regarding electrochemical property calculations are presented in Appendix A.  Tangential 
research on photochemical proton-coupled electron transfer can be found in Appendix B. 
 Chapter 1 is organized as follows.  Section I details early studies of hydrogen evolution 
catalyzed by cobaloxime electrocatalysts.  Section II reviews experimental and theoretical 
studies that helped identify the mechanism of hydrogen evolution.  Section III describes efforts 
to tune the electrochemical properties of electrocatalysts by modifying the ligands and the metal 
center.  Section IV briefly describes other hydrogen evolving electrocatalysts, including nickel-
based hydrogenase mimics, cobalt dithiolenes, and metalloporphyrins.  References are given in 
section V. 
 3 
I. Early studies of hydrogen evolution catalyzed by cobaloximes 
 Philip Connolly and James H. Espenson first noted that borofluoro-bridged cobalt oxime, 
Co(dmgBF2)2 (dmgBF2 = difluoroboryldimethylglyoxime), catalyzed evolution of molecular 
hydrogen in acidic solution in 1986.10  The proposed mechanism involved a chromium chloride 
electron donor, and the kinetics were described with the enzymatic Michaelis-Menten scheme.  
The complex itself, Co(dmgBF2)2, had been studied previously in the Espenson lab in the context 
of alkyl group transfer,11 and was shown to be stable in acidic solution unlike the proton-bridged 
parent complex, Co(dmgH)2.12  In 1978, Co(dmgH)2 was shown to evolve H2 by adding acid to a 
previously synthesized CoIII-hydride.13  The complexes studied in these seminal publications 
would languish in the vast scientific literature for 19 years before being re-imagined as well-
suited as electrocatalysts.14,15 
 Two prominent research groups published initial studies on electrochemical hydrogen 
evolution by cobaloximes in 2005: French researchers Vincent Artero and Marc Fontecave, then 
at Université Joseph Fourier, and Bruce S. Brunschwig, Nathan S. Lewis, and Jonas C. Peters, at 
the California Institute of Technology.  Artero and Fontecave studied Co(dmgBF2)2 in aqueous 
media, following the footsteps of Espenson.  Cyclic voltammograms were recorded in several 
organic media of cobaloximes with varying equatorial oxime substituents and axial ligands: 
methyl, phenyl, and proton substituents, borofluoro and proton oxime bridges, and water, 
chloride, and pyridine axial ligands.14  The systematic study revealed trends in activity with 
respect to the ligand structure and provided mono- and bimetallic hydrogen evolution 
mechanisms  (i.e., the hydrogen production step would involve either one cobalt-hydride reacting 
monometallically with an acid, or two cobalt-hydrides reacting bimetallically).  See Scheme 1 
for a comprehensive flowchart of all the proposed mechanisms of hydrogen evolution.  The
 4 
Scheme 1.1. Monometallic (A) and Bimetallic (B) Pathways for Cobaloxime Catalysts 
 
Caltech group took a different approach in their original offering.  They studied Co(dmgBF2)2 
and Co(dpgBF2)2 (dpgBF2 = difluoroboryldiphenylglyoxime) in acetonitrile instead of water.15  
Importantly, the dependence on acid strength was noted along with the marked improvement for 
proton reduction catalysis in acetonitrile versus water.  The race to explore related cobaloximes 
in acetonitrile began, and the mechanism for hydrogen evolution was still unclear.  
The groups of Fontecave and Peters both responded in late 2006.  The French team 
proposed the first mechanism involving a CoII-hydride (Pathway 2 in Scheme 1), suggesting that 
for weak acids, either CoIII-hydride cannot be protonated to form H2 or that CoI cannot become 
protonated to form the key CoIII-hydride intermediate in the first place.16  Another important 
result of their analysis was the determination of hydride pKa’s via cyclic voltammogram 
simulations.  Peters and coworkers reported electrochemical/electrocatalytic behavior of a series 
of complexes with supporting glyoxime or propane-bridged tetraimine ligands.17  Their analysis 
of the mechanism of hydrogen evolution was problematic due to the misassignment of a small 
peak in cyclic voltammograms of Co(dmgBF2)2 and p-toluenesulfonic acid in acetonitrile at ca.  
–1 V. vs SCE.  Tentatively identified as the CoIII/II-hydride reduction, the authors concluded that 
hydrogen evolution through a CoII-hydride intermediate would be unlikely at moderate operating 
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conditions.  The task then focused on distinguishing between the available mono- and bimetallic 
mechanisms (Pathways 1A and 1B).  The bimetallic mechanism was ruled out by Fontecave and 
coworkers because cyclic voltammogram simulations could not reproduce the experimental 
features for acids of varying strengths.16  With a larger acid/catalyst ratio, Peters and coworkers 
were able to simulate the cyclic voltammograms presuming either mechanism, however only 
simulations of the bimetallic mechanism could reproduce the experimental features over the wide 
range of acid/catalyst ratios (1 to 40 equivalents of acid per equivalent of catalyst).17  This 
discrepancy attracted new research groups to the fold, all with the goal to determine the 
mechanism of hydrogen evolution with convincing experimental evidence.18  It would take a 
combination of experimental and theoretical efforts to resolve the mechanisms, and controversies 
still exist. 
 
II. Identification of the likely mechanisms 
 Jillian L. Dempsey, Jay R. Winkler, and Harry B. Gray performed laser flash-quench 
experiments to explore the kinetics of Co(dmgBF2)2-catalyzed hydrogen evolution.19  Rate 
constants and reorganization energies were valuable additions to published electrochemical data.  
From the analysis of the kinetics, the bimetallic mechanism (Pathway 1B) was favored.  
Additional experiments were performed on dicobalt macrocyles in which the equatorial oxime 
ligands are joined into one planar imine20 or linked covalently with an alkyl chain.21 
 It is worth mentioning that the photocatalytic community also studied the mechanism for 
cobaloxime-catalyzed hydrogen evolution.  Artero and Fontecave attached a ruthenium light 
absorber to a pyridine axial ligand of Co(dmgBF2)2, allowing for electrochemical as well as 
photoinduced probing of the catalyst.22  Richard Eisenberg of the University of Rochester 
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reported the effects of pH on photogeneration of H2 by Co(dmgBF2)2 and Co(dmgH2)2 in 
aqueous solution in 2008.23  Additional photochemical experiments with a homogeneous 
platinum chromophore suggested a monometallic mechanism through a CoII-hydride (Pathway 
2A), which prompted confusion over the differences between photocatalytic and electrocatalytic 
experiments.24,25  Only with excess free ligand in solution to extend certain excited state lifetimes 
was the bimetallic mechanism (Pathway 1B) thought to be feasible in hydrogen evolution 
photosystems.26  Hamm and Alberto from the University of Zürich utilized a rhenium-based 
photosensitizer in their studies which focused on catalyst stability.27,28  Andreja Bakac, one of the 
original researchers in the Espenson lab, explored the nature of the CoIII-hydride intermediate 
with UV/Vis spectroscopy in 2010, identifying peaks as absorption of different intermediates 
dependent on pH.29 
  It is at this point in history that my theoretical investigations of the mechanism of 
Co(dmgBF2)2 begun.  Under normal operating conditions, our calculations indicated that the 
monometallic mechanism is only viable when CoIII-hydride is reduced to CoII-hydride (i.e., 
Pathway 2A is thermodynamically favorable but Pathway 1A is not).  This conclusion was 
reached independently in a theoretical study by Muckerman and Fujita.30  A third study was 
performed simultaneously by Dempsey, Winkler, and Gray.  By employing a very strong 
photoacid, transient absorption data suggested that CoIII-hydride is more easily reduced than 
previously reported.31  The most convincing experimental evidence that CoIII-hydride can be 
reduced came a few years later by Marinescu, Winkler, and Gray.  A new Co(triphos) [1,1,1-
tris(diphenylphosphinomethyl)ethane] complex was characterized with a very flat potential 
energy surface along the reaction pathway.32  The intermediate lifetimes were so long that the 
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CoIII-hydride was visible by 1H NMR.  Data from detailed kinetics experiments provided 
evidence for the monometallic mechanism through a CoII-hyride intermediate (Pathway 2A). 
 It is important to note, as we do in our papers, that experimental conditions dictate the 
dominant mechanism for hydrogen evolution catalysis.  As discussed in Chapter 3, our 
calculations reveal a linear correlation among electrochemical properties of Co(dRgBF2)2 in 
acetonitrile (dRgBF2 = difluoroboryldi-R-glyoxime for various substituents R).  To tune the 
required overpotential for electrocatalysis, an optimal substituent can be chosen, keeping in mind 
the strength of acid being utilized and the desired mechanism.  As new evidence was published 
supporting different mono- or bimetallic mechanisms, catalyst design efforts focused on ways to 
increase activity and decrease overpotential within the prevailing mechanism.  When the 
bimetallic mechanism was favored, experiments were performed on dicobalt systems in which 
two metal centers could be oriented to take advantage of the bimetallic hydrogen production 
step, thus removing diffusion as a limiting factor.  Recently, due to support for the monometallic 
pathway, the prevailing assumption is that all modified catalysts will operate monometallically.  
Our calculations indicate that this is not the case.  Under certain experimental conditions, 
multiple pathways, both mono- and bimetallic, can simultaneously be thermodynamically likely. 
 In Chapter 2, we provide computational evidence that Co(dmgBF2)2 can evolve hydrogen 
through a CoII-hydride intermediate (Pathway 2A).  We attribute the peak in cyclic voltammetry 
tentatively assigned to CoIII/II-hydride by Peters and coworkers17 to unreacted CoII-hydride 
reducing further to CoI-hydride.  This does not exclude the possibility that hydrogen is being 
evolved from Pathway 1B at the same time, only that both Pathways 2A and 1B are 
thermodynamically favorable.  We only analyzed the free energy pathways along the reaction 
coordinate of Co(dmgBF2)2 in our paper, although we performed calculations on Co(dpgBF2)2 as 
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well.  It went unnoticed that based on our calculations Co(dpgBF2)2 cannot operate 
monometallically at the CoII/I reduction potential without using extremely strong acid.  The 
CoIII/II-hydride reduction potential was more negative than the CoII/I reduction potential, unlike 
the situation for Co(dmgBF2)2.  This excludes Pathway 2 as the hydrogen evolution mechanism 
of Co(dpgBF2)2 at the CoII/I operating potential.  Because only extremely strong acids could 
generate H2 from CoIII-hydride (Pathway 1A), catalysis is thought to occur bimetallically through 
two CoIII-hydride centers (Pathway 1B) for Co(dpgBF2)2 in acetonitrile.  From this analysis, there 
are now examples of cobalt electrocatalysts that operate monometallically [Co(triphos)] and 
bimetallically [Co(dpgBF2)2].  For Co(dmgBF2)2, both mono- and bimetallic mechanisms are 
possible, because the CoIII/II-hydride reduction potential is more positive than the CoII/I reduction 
potential. 
We make the prediction in Chapter 3 that with appropriate substituents, the CoIII/II-
hydride and CoII/I couples will resolve in cyclic voltammetry.  The only problem with this 
prediction is that it is difficult to test.  If CoIII/II-hydride reduces at a more positive potential than 
CoII/I, as it does with Co(dmgBF2)2, then only one peak will be visible.  The CoIII/II-hydride 
reduction will happen spontaneously at the CoII/I reduction potential because CoII must first be 
reduced to CoI and then protonated to form CoIII-hydride in solution.  If CoIII-hydride reduces at 
a more negative potential than CoII, as our calculations suggest for Co(dpgBF2)2, we should 
theoretically see two peaks: the CoII/I couple and then at a more negative potential, the CoIII/II-
hydride couple.  This is not what is primarily seen!  Cyclic voltammograms of Co(dpgBF2)2 
show the CoII/I wave become catalytic upon addition of acid, because hydrogen is evolving 
bimetallically from two CoIII-hydrides (Pathway 1B).  One cyclic voltammogram of 
Co(dpgBF2)2, however, published in the original 2005 paper by Peters and coworkers, contains a 
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little blip slightly negative of the catalytic CoII/I peak.15  We attribute this blip to be CoIII/II-
hydride couple in an Inorganic Chemistry Forum article because the peak position closely 
matches our calculated value.33  From our calculations, we have assigned peaks in cyclic 
voltammograms of Co(dmgBF2)2 and Co(dpgBF2)2 that were either originally misassigned or 
ignored. 
 
III. Tuning electrochemical properties 
 In 2009, Artero and Fontecave revealed yet another avenue for oxime electrocatalyst 
design: ligand protonation.34  They synthesized a set of molecules that were a sort of hybrid 
between the highly studied cobaloximes and the tetraimine complexes studied by Peters and 
coworkers.  These new diimine-dioxime complexes featured a single oxime bridge on one side 
and a propane bridge on the other.  The propane bridge provided stability in acidic solution, 
while the oxime could be bridged by either a proton or BF2.  Espenson and coworkers moved 
away from Co(dmgH)2 because of instability in acidic solution,12 however the proton bridge in 
these new complexes did not result in acid degradation.  In fact, Artero and Fontecave found that 
additional protonation could occur at the ligand, which shifted the reduction potentials in the 
positive direction.  This ligand protonation, proposed to occur at the proton-bridged oxime, 
opened the door to additional elementary steps in the hydrogen evolution mechanisms: 
intramolecular proton transfer from the ligand to the metal center as well as unimolecular 
hydrogen elimination. 
Artero and Fontecave also synthesized the diimine-dioxime complexes with nickel 
centers34 and coupled them to a photocatalytic system for further study.35  Peters and coworkers 
studied the diimine-dioxime complexes and other cobaloximes in aqueous solution to ascertain if 
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these new ligand modifications increased solubility and activity out of organic media.36  Peters 
went on to explore the oxime bridge of the diimine-dioxime complexes more closely, realizing 
that instead of a proton or BF2 bridge, zinc or magnesium could be inserted to form new 
heterobimetallic complexes that could selectively reduce nitrite.37,38 
 Now that cobalt and nickel oximes were published as hydrogen evolving catalysts, Mike 
Rose, Jay R. Winkler, and Harry B. Gray decided to explore iron centers as well.  The 
Fe(dmgBF2)2 complex required more than an additional volt of overpotential compared to 
Co(dmgBF2)2,39 so they decided to substitute extremely electron-withdrawing substituents on the 
equatorial ligands to drastically shift the reduction potentials anodically.40  The resulting 
complex, Fe(dArFgBF2)2 (dArFg = dipentafluorophenylglyoxime), evolved hydrogen at –0.9 V vs 
SCE in dichloromethane.  They were able to synthesize an asymmetric iron oxime with one 
borofluoro-bridged oxime while the other was proton-bridged, Fe(dArFg2H-BF2).  This complex 
operated at –0.8 V vs SCE, a 100 mV decrease in overpotential.  The precise mechanism for 
hydrogen evolution catalyzed by these highly fluorinated catalysts is still unknown; however 
based on cyclic voltammograms of each complex in acidic solution, it is clear that they operate 
differently.  While determination of these mechanisms is a goal of our future work, it did provide 
us with additional data regarding iron-containing complexes.  Add to this the vast amount of data 
published on the cobalt systems, experiments on the nickel diimine-dioxime complexes, and a 
2006 study on Ni(dmgBF2)2 and Ni(dpgBF2)2 in dimethylformamide and acetontirile, and a 
comprehensive theoretical study on metal oximes seemed plausible.41 
 Chapter 4 contains our theoretical study on the effects of ligand modification and 
protonation of cobalt, nickel, and iron oxime electrocatalysts.  We explored five ligand 
structures: the diimine-dioxime complexes with either a proton bridge or BF2 bridge, and the 
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diglyoxime complexes with two proton bridges, two BF2 bridges, or the asymmetric version with 
one proton bridge and one BF2 bridge.  Calculation of reduction potentials and relative pKa’s 
allowed us to examine the impact of different oxime bridges and metal centers, recognizing that 
proton bridges can become doubly protonated in acidic solution.  Our results indicate that for 
cobalt and nickel centers, the anodic shift of ligand protonation is greater than a similar shift 
resulting from replacing the proton bridge with the more strongly electron-withdrawing BF2 
bridge.  For iron oximes, this trend was reversed; however, for the case of the highly fluorinated 
iron oximes studied by Rose, Winkler, and Gray, Fe(dArFgBF2)2 operated at a more negative 
potential than Fe(dArFg2H-BF2) possibly due to hydrogen evolving through a different 
mechanism. 
 
IV. Other hydrogen evolving catalysts 
 While metal oximes have been studied extensively in recent years, other transition-metal 
hydrogen evolving complexes provide competition in the molecular electrocatalysis space.  
Ni(P2N2)2 catalysts (P2N2 = 1,5-diaza-3,7-diphosphacyclooctane) studied by DuBois and 
coworkers harness an amine group hanging over the nickel center that serves to shuttle protons to 
and from the metal.42-44  These hydrogenase mimics have been studied with varying substituents 
on the phosphorus and nitrogens, both experimentally and theoretically.45,46  Using 
electrochemical proton-coupled electron transfer (PCET) theory developed in the Hammes-
Schiffer group, my peers were able to study the concerted PCET pathway for a particular step in 
the mechanism of hydrogen evolution catalyzed by Ni(P2N2)2 with methyl substituents.47  
Ni(P2N2)2 was among the first molecular electrocatalysts to be covalently attached to an 
electrode via a multiwall carbon nanotube deposited onto indium tin oxide in 2009.48  In 2013, 
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Ni(P2N2)2 was covalently attached to photocathodes such as gallium phosphide and silicon 
surfaces.49  Cobaloximes can bind to a glassy carbon electrode by molecular adsorption,50 and 
the diimine-dioxime complexes were covalently attached to multiwall carbon nanotube 
electrodes by functionally modifying the propane bridge of the equatorial ligand.51 
 In 2011, Richard Eisenberg reported a cobalt dithiolene complex for reduction of protons 
either photo- or electrochemically.52  Its high activity in mixed acetonitrile/water drew attention 
to the hydrogen evolution community, however dithiolene ligands are known to be noninnocent 
and could be protonated during the catalytic cycle.53  A follow-up study by Eisenberg and 
coworkers on a series of cobalt dithiolene complexes with varying electron-donating and 
electron-withdrawing substituents led to puzzling results.54  The species with the highest activity 
photochemically required the most overpotential for catalysis electrochemically, while the other 
three complexes in the series behaved identically photo- and electrochemically.  Our 
calculations, presented in Chapter 5, explained this anomalous behavior in terms of the degree of 
ligand protonation: the complex with the highest activity photochemically has such strongly 
electron-withdrawing substituents that only one proton is able to bind to the ligands along the 
reaction pathway, whereas the other three complexes experience double protonation.  Because 
ligand protonation shifts reduction potentials anodically, this lower degree of ligand protonation 
means that the most active complex photochemically requires the most overpotential 
electrochemically.  We also proposed that an intramolecular proton transfer pathway is possible 
to generate the cobalt hydride intermediate for all four complexes in the series. 
 In 2011, Daniel G. Nocera and coworkers reported on a cobalt hangman porphyrin that 
catalyzes hydrogen evolution.55  Interestingly, a conclusion of the study was that this complex 
can produce hydrogen electrochemically without an external acid source.  Xanthene was affixed 
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onto one meso position of the porphyrin ring, with a carboxylic acid group “hanging” over the 
metal center.  It was proposed that this proton could intramolecularly transfer to the cobalt, 
forming a hydride intermediate.  Another catalyst could donate its acidic proton to generate 
hydrogen.  A similar complex was synthesized with a bromide group replacing the carboxylic 
acid, thereby removing the possibility of intramolecular proton transfer.  These complexes 
behaved nearly identically electrochemically, with the exception that the second reduction of the 
hangman complex was irreversible and shifted ~200 mV anodically from the reversible couple of 
the bromide complex.  Upon addition of benzoic acid, the second reduction of the bromide 
complex became irreversible and catalytic, but did not shift anodically.  It was the intramolecular 
proton transfer, Nocera and coworkers claimed, that resulted in the shift.  They called this the 
“hangman effect.” 
 In 2012, Nocera and coworkers published detailed kinetic data of the cobalt hangman 
porphyrin, including electron transfer and intramolecular proton transfer rate constants.56  By 
relating the shifts of reversible peak potentials with respect to scan rates, the authors extracted 
the electron transfer rate constant from simulated cyclic voltammograms.  A similar procedure 
was performed on the peak potentials of the catalytic wave, which yielded a proton transfer rate 
constant involved in sequential electron-transfer/proton-transfer mechanism.  While these 
catalysts do not operate at very low potentials or exhibit large turnover frequencies, studies on 
the cobalt hangman complex provide insight into the fundamental properties of electrochemical 
PCET, which will be applicable to the field of catalyst design. 
An outlook on future research projects, including studies of metalloporphyrins, is 
described in Chapter 6.  In particular, the impact of kinetic information on analyses of hydrogen 
evolution pathways is discussed. 
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Chapter 2: Cobaloxime Mechanismsa 
 
In this chapter, the mechanistic pathways for hydrogen evolution catalyzed by cobalt 
complexes with supporting diglyoxime ligands are analyzed with computational methods.  The 
cobaloximes studied are Co(dmgBF2)2 (dmg = dimethylglyoxime) and Co(dpgBF2)2 (dpg = 
diphenylglyoxime) in acetonitrile.  The reduction potentials and pKa values are calculated with 
density functional theory in conjunction with reference reactions, incorporating the possibility of 
axial solvent ligand loss during the reduction process.  The solvent reorganization energies for 
electron transfer between the cobalt complex and a metal electrode and the inner-sphere 
reorganization energies accounting for intramolecular rearrangements and the possibility of 
ligand loss are also calculated. 
The relative reduction potentials agree quantitatively with the available experimental 
values. The pKa’s and reorganization energies agree qualitatively with estimates based on 
experimental data.  The calculations suggest that a peak measured at ca. –1.0 V vs SCE in cyclic 
voltammetry experiments for Co(dmgBF2)2 is more likely to correspond to the CoII/IH reduction 
potential than the CoIII/IIH reduction potential.  The calculations also predict pKa values of Co-
hydride complexes and reduction potentials for both cobaloximes that have not been determined 
experimentally.  The results are consistent with a mechanism in which the CoIII and CoII 
complexes have two axial solvent ligands and the CoI complex has a single axial ligand along the 
reaction pathway.  Analysis of the free energy diagrams generated for six different monometallic 
and bimetallic hydrogen production pathways identified the most favorable pathways for 
Co(dmgBF2)2 and tosic acid.  The thermodynamically favored monometallic pathway passes 
                                                 
a Reproduced with permission from Solis, B. H.; Hammes-Schiffer, S. Inorg. Chem. 2011, 50, 11252.  Copyright 
2011 American Chemical Society. 
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through a CoIIIH intermediate, and CoIIH reacts with the acid to produce H2.  The 
thermodynamically favored bimetallic pathways also pass through the CoIIIH intermediate, but 
the pathways in which two CoIIIH or two CoIIH complexes react to produce H2 are not 
thermodynamically distinguishable with these methods.  Based on the electrostatic work term 
associated with bringing the two cobalt complexes together in solution, the preferred bimetallic 
pathway involves the reaction of two CoIIIH complexes to produce H2.  This mechanistic insight 
is important for designing more effective catalysts for solar energy conversion. 
 
I. Introduction 
 The development of hydrogen evolution catalysts from earth-abundant materials is of 
great interest because such catalysts play a key role in proposed solar-driven water splitting 
devices.  Cobalt complexes with supporting diglyoxime ligands are among the promising 
candidates for robust and efficient hydrogen evolution catalysts.  Specifically, Co(dmgBF2)2 and 
Co(dpgBF2)2 complexes have been shown to produce molecular hydrogen from protic solutions 
at relatively modest overpotentials.1-4  Mechanistic studies indicate the presence of a Co(III)-
hydride intermediate in several possible monometallic and bimetallic pathways, as summarized 
in Scheme 2.1.1-12  The relative probabilities of these various mechanistic pathways depend on 
the strength and concentration of the acid, as well as the redox properties of the cobaloxime.  
Although these cobaloxime catalysts have been studied experimentally with a broad spectrum of 
electrochemical and photochemical methods,1-13 they have not been explored extensively with 
theoretical methods. 
The objective of this chapter is to use computational methods to investigate the properties 
of the Co(dmgBF2)2 and Co(dpgBF2)2 catalysts and to analyze the mechanistic pathways for 
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hydrogen evolution catalyzed by Co(dmgBF2)2.  A variety of computational methods have been 
developed for the calculation of reduction potentials and pKa values in these types of systems.5-9  
Our strategy for calculating reduction potentials and pKa values is based on density functional 
theory (DFT) in conjunction with isodesmic reactions6 utilizing experimentally studied reference 
complexes.  In addition to providing accurate relative free energies, the isodesmic reactions are 
also used to incorporate the possibility of the dissociation of a solvent ligand during the 
reduction process.  The outer-sphere (solvent) reorganization energies for electron transfer 
between a molecule and a metal electrode are calculated using DFT with a dielectric continuum 
model.10  The inner-sphere (solute) reorganization energies for electron transfer are calculated 
using DFT for the gas phase reduced and oxidized species at equilibrium and nonequilibrium 
geometries.11  Additional calculations are performed to estimate the inner-sphere reorganization 
energy associated with solvent ligand loss during certain electron transfer steps.12,13  Marcus 
theory14,15 can be used to estimate free energy barriers for the electron transfer steps.   
Analysis of the energetics for the proposed mechanisms allows us to identify the most 
probable hydrogen production mechanisms for the cobaloxime catalysts under various 
experimental conditions.  We compare our calculated reduction potentials of the Co(dmgBF2)2 
and Co(dpgBF2)2 catalysts to the available experimental data and predict the reduction potentials 
of the Co-hydride complexes to assist in the interpretation of ambiguous electrochemical data.4  
We also predict the pKa values for the Co-hydride species and compare to values estimated from 
simulated electrochemical data for the Co(dmgBF2)2 catalysts.16  Our calculations of the 
reduction potentials with and without axial solvent ligands provide mechanistic insight regarding 
the presence and absence of these ligands along the reaction pathway.  In addition, our calculated 
solvent and solute reorganization energies, in conjunction with the reaction free energies, provide 
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information about the relative free energy barriers of the electron transfer steps.  Comparison of 
the resulting free energy diagrams for the proposed mechanistic pathways enables the 
identification of the most favorable pathways for a specified acid strength and overpotential.   
 An outline of this chapter is as follows.  Section II presents the theoretical methods used 
for the calculation of reduction potentials, pKas, reaction free energies, reorganization energies, 
and electron transfer free energy barriers.  The application of these methods to the hydrogen 
evolution pathways proposed for the cobaloxime catalysts and an analysis of the relative 
probabilities of these pathways are presented in Section III.  The conclusions of this chapter are 
summarized in Section IV. 
 
II. Theoretical methods 
In this section, we discuss the methods used for the calculation of reduction potentials, 
pKas, reaction free energies, reorganization energies, and electron transfer free energy barriers.  
In subsection A, we present the methodology used to calculate reduction potentials and pKas, as 
well as the computational details for the results presented in this chapter.  In subsection B, we 
describe the strategies for calculating the inner-sphere (solute) and outer-sphere (solvent) 
reorganization energies to estimate the free energy barriers for electron transfer. 
 
A. Reduction potentials and pKas 
 The Born-Haber cycle allows us to express the reaction free energy for reduction of a 
molecule in solution in terms of the reaction free energy for reduction of the molecule in the gas 
phase,  
!Ggas
o,redox , and the solvation free energies of the reduced and oxidized species,  
!Gs
o Red( )  
and  
!Gs
o Ox( ) , respectively:17  
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!Gsolv
o,redox = !Ggas
o,redox + !Gs
o Red( ) " !Gso Ox( ). (2.1) 
The gas phase reaction free energy is calculated as 
  
!Ggas
o,redox = !Hgas
o,redox " T!Sgas
o,redox ,  (2.2) 
where the enthalpy includes contributions from zero point energy, the entropic contribution is 
calculated from the vibrational frequencies, and the temperature is T = 298.15 K.  The reduction 
potentials are calculated with the Nernst equation,  E
o = !"Gsolv
o,redox F , where F is the Faraday 
constant.   
The Born-Haber cycle is also used for the calculation of pKas.18  In this case, the reaction 
free energy for deprotonation of a molecule in solution is expressed in terms of the reaction free 
energy for deprotonation of the molecule in the gas phase,  
!Ggas
o,pKa , and the solvation free 
energies of the acid, conjugate base, and proton,  
!Gs
o AH( ) ,  !Gso A"( ) , and  !Gso H+( ) , 
respectively: 
 
 
!Gsolv
o,pKa = !Ggas
o,pKa + !Gs
o A"( ) + !Gso H+( ) " !Gso AH( ).  (2.3) 
As for reduction, the gas phase reaction free energy is calculated from Eq. (2.2).  The pKa is 
calculated from the reaction free energy with the standard relation,  pKa = !Gsolv
o,pKa [ln(10)RT ] .  
In our procedure, the contribution of 
 
!Gs
o H+( )  to  !Gsolv
o,pKa  does not affect the final value for the 
pKa because of the cancellation in the isodesmic reactions described below.  All reduction 
potentials and pKas are calculated in acetonitrile in this chapter because the majority of the 
relevant electrochemical experiments have been performed in acetonitrile, although some have 
been carried out in other solvents.  Note that self-consistent pKa scales of acidity have been 
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defined in nonaqueous solutions such as acetonitrile, but the acidities determined in different 
solvents are not directly comparable.19 
 The free energies calculated with the Born-Haber cycle are used in isodesmic reactions 
with appropriate references to account for systematic computational error.  Typically direct DFT 
calculations of reduction potentials and pKas are not sufficiently accurate due to limitations in the 
basis sets and electron exchange-correlation functionals.  The use of isodesmic reactions with 
appropriate references has been shown to account for these systematic errors and hence to 
provide quantitatively accurate reduction potentials and pKas.6  In addition, this strategy avoids 
the necessity of determining quantities such as the free energies of the gas phase electron and 
proton and the solvation free energy of the proton, which have been discussed in the 
literature,5,7,20 due to cancellation of these quantities in the isodesmic reactions.  These 
cancellations in the isodesmic reactions also allow us to include the effects of solvent ligand loss 
without calculating the free energy of self-solvation for the ligand.5 
Four reference reactions, including reductions and a deprotonation, are used in the 
isodesmic reactions: 
 
 
A: CoII dmgBF2( )2 L2 +  e! " CoI dmgBF2( )2 L! + L ERefAo = !0.55V vs SCE
B: CoII dppe( )2 L2+ + e! " CoI dppe( )2
+
+ L ERefB
o = !0.32V vs SCE
C: CoI dppe( )2
+
+ e! " Co0 dppe( )2 ERefCo = !1.18V vs SCE
D: CoIIIH dmgBF2( )2 L" CoI dmgBF2( )2 L! + H+ pKa RefD( ) = 13.3,
 (2.4) 
where A is a reduction of a cobaloxime, Co(dmgBF2)2, B is a reduction of the reference molecule 
Co(dppe)2 [dppe = bis(diphenylphosphino)-ethane] that includes ligand loss, C is a reduction of 
this reference molecule without ligand loss, and D is a deprotonation of a cobaloxime.  Note that 
the molecules of interest have two dmgBF2 or dpgBF2 ligands, while some reference molecules 
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have two dppe ligands.  Moreover, L is an axial acetonitrile ligand, which can be lost to bulk 
solvent upon reduction.  Reference reactions A, B, and D include the loss of an acetonitrile 
ligand or an acidic proton, which will cancel in the isodesmic reactions presented below.  The 
justification for assuming the axial ligand loss in the reference reaction A is given below in the 
analysis of the reduction potentials for the cobaloximes.  The assumption of ligand loss in 
reference reaction B is based on the analysis in Ref. 21.  The reduction potentials and pKa for 
these reference reactions were determined experimentally: the reduction potential for Reference 
A was obtained from Ref. 4, the reduction potentials for References B and C were obtained from 
Ref. 21, converting from the ferrocene/ferrocinium reference to the saturated calomel electrode 
(SCE) reference with a shift of 0.38 V,22,23 and the pKa for Reference D was obtained from Ref. 
16. Note that this reference pKa was not obtained by a direct experimental measurement but 
rather was determined from simulations of electrochemical cyclic voltammograms.16 
The first isodesmic reaction is used to account for the differences between the dmgBF2 
and dppe ligands for reduction potentials because the other reference reactions contain the dppe 
ligands.  This isodesmic reaction is the difference between reactions B and A in Eq. (2.4), 
leading to:  
 
 
CoI dmgBF2( )2 L! + CoII dppe( )2 L2+ " CoII dmgBF2( )2 L2 + CoI dppe( )2
+
. (2.5) 
The free energy corresponding to the systematic computational error for this reaction is 
  !Gr
o,A/B = "!Gr
o + FERefA
o " FERefB
o ,  (2.6) 
where  is the free energy of reaction for Eq. (2.5), as calculated by the Born-Haber cycle, 
and  and  are the experimental reduction potentials for reference reactions A and B, 
respectively.  All subsequent isodesmic reactions for reduction potentials will inherently contain 
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Eq. (2.6) via the addition of  !Gr
o,A/B
 to account for systematic errors arising from differences 
between the dppe ligands in the reference molecules and the dmgBF2 ligands in the cobaloximes.  
This procedure can be viewed as employing a double isodesmic reaction for each of the 
reduction processes described below.  A single isodesmic reaction using reference reaction D 
was used for the pKa calculations.  The isodesmic reactions and the resulting equations for the 
reduction potentials and pKas are given in Table 2.1.   
 The reduction potentials and pKas calculated with the equations in Table 2.1 are used to 
determine the relative free energies for the pathways given in Scheme 2.1.  The following 
thermodynamic cycle is used to calculate the free energy for the hydrogen production step of 
Pathway 1A: 
 
 
!A HA " A# + H+ ln(10)RT pKa HA( )$% &'
!B Co III( )H " Co I( )# + H+ ln(10)RT pKa CoIIIH( )$% &'
!C Co I( )# " Co II( ) + e# FECoII /CoIo
!D Co II( )" Co III( )+ + e# FECoIII /CoIIo
!E 2H+ + 2e# " H2 #2FEH+ /H2
o
!F Co III( )H + HA " Co III( )+ + A# + H2 (GrH2 ,
 (2.7) 
where the reaction given in F! is the sum of the reactions given in A! through E!, and  is the 
sum of the free energies corresponding to these five reactions.   is the reduction potential 
for 
 
H+ + e! " 1
2
H2  and has been determined to be  = "0.14 V vs Fc
+/Fc = 0.24 V vs SCE 
in acetonitrile.4,22-25  Analogous thermodynamic cycles were employed in the calculation of the 
free energies for the hydrogen production steps in the other pathways. 
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These calculations were performed with DFT using Gaussian09.34 The Co(dmgBF2)2 
molecules were optimized in the gas phase at the B3P86/6-311+G** level of theory.26-32  The 
Co(dppe)2 and Co(dpgBF2)2 molecules were optimized at the same level of theory except the 
smaller basis set 6-31G was used for the phenyl rings.33  The gas phase optimized structures for 
the Co(dmgBF2)2 molecules considered in this study are depicted in Figure 2.1.  Solvation 
energies were calculated with the conductor-like polarizable continuum model (CPCM)34,35 using 
Bondi radii36 and including nonelectrostatic interactions resulting from dispersion,37,38 
repulsion,38 and cavity formation.39  For comparison of the geometries in gas phase and solution, 
the Co(dmgBF2)2 molecules were also optimized in the presence of the continuum solvent.  The 
B3P86 functional with similar basis sets, the CPCM solvent model, and isodesmic reactions 
involving a platinum reference compound were shown previously to predict hydricities with 
precisions of 2.0 kcal/mol, acidities with a precision of 1.9 pKa units, and reduction potentials 
with precisions of 0.07 V for cobalt and nickel hydride complexes in acetonitrile.6  For further 
benchmarking, we performed additional calculations with the B3LYP functional,26,40 but these 
calculations did not reproduce the experimental geometries as accurately as did the B3P86 
functional.  These results are provided in Table 2.2. 
We tested the accuracy of our approach for the calculation of reduction potentials of Co-
hydride complexes by calculating the reduction potential for 
 
CoIIH dppe( )2
+
+ e! " CoIH dppe( )2  
using a single isodesmic reaction with reference reaction C.  Our calculated reduction potential 
of !0.83 V vs SCE is in excellent agreement with the experimental value of !0.78 V vs SCE.21  
This agreement provides a degree of validation for the computational approach. Further 
validation is provided below by comparison to the experimental cobaloxime reduction potentials. 
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B. Reorganization energies and free energy barriers for electron transfer 
According to Marcus theory, the free energy barrier for electron transfer is20,21 
 
 
!G" =
!Go + #tot( )2
4#tot
,  (2.8) 
where the total reorganization energy  is the sum of the inner-sphere and solvent 
reorganization energies: .  In this subsection, we describe the methods for calculating 
these reorganization energies. 
We calculated the heterogeneous solvent reorganization energies using a previously 
developed model in which the molecule is represented by a point charge at the center of a 
spherical cavity immersed in a dielectric continuum solvent near a metal electrode.10  In our 
implementation, the spherical cavity is placed on the surface of the electrode, neglecting the 
double layer effects.  The radius of the sphere is chosen to reproduce the volume of the cavity 
obtained from the CPCM calculations for these molecules.  To compare with experimentally 
estimated reorganization energies for self-exchange reactions,41 we calculated the homogeneous 
solvent reorganization energies for electron transfer self-exchange reactions of Co(dpgBF2)2 
complexes using the analytical equation derived for two tangent spherical cavities of equal 
radius.42  In our calculations, the radius of each spherical cavity was chosen to be the same as 
that used in the heterogeneous case.  Note that the homogeneous solvent reorganization energy is 
approximately twice the magnitude of the heterogeneous solvent reorganization energy.43 
 We calculated the inner-sphere reorganization energy with the following expression:11  
 
 
!i = UOx Qe
Red( ) "UOx QeOx( ) +URed QeOx( ) "URed QeRed( )#$ %& 2,  (2.9) 
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where  and  are the equilibrium geometries of the reduced and oxidized species, 
respectively, and  and  are the electronic energies for the reduced and oxidized species, 
respectively.  As shown in the previous subsection, some of the reduction reactions involve the 
dissociation of an acetonitrile ligand.  We account for the inner-sphere reorganization energy due 
to ligand loss with an approximate expression developed by Savéant and coworkers:12,13   
  
!i
ligand loss = 4"Gligand loss
# ,  (2.10) 
where  
!Gligand loss
"  is the barrier to the dissociation of the ligand with all other nuclear coordinates 
fixed, assuming that  !Go = 0  (see the example in Figure 2.2).  If the electron transfer and 
associated ligand loss occur by a concerted mechanism, the total inner-sphere reorganization 
energy is the sum of Eq. (2.10), which accounts for ligand loss, and Eq. (2.9), which accounts for 
the species in the absence of the ligand.  If the mechanism is sequential, the inner-sphere 
reorganization energy for electron transfer does not include  !i
ligand loss . 
 
III. Results and discussion 
A. Structures and axial ligands along the reaction pathway 
To test the reliability of the computational methods, we compared the gas phase 
optimized geometries of Co(dmgBF2)2 (Figure 2.1), Co(dpgBF2)2, and Co(dppe)2 complexes to 
crystal structures for Co(dpgBF2)2 and Co(dppe)2 complexes.  The most relevant bond lengths 
and angles are compared in Tables 2.2-2.3.  Table 2.2 illustrates that the presence of terminal 
phenyl instead of methyl groups on the oxime has negligible impact on the distances of atoms 
directly bound to the cobalt center.  The bond distances and angles for both Co(dmgBF2)2 and 
Co(dpgBF2)2 agree well with the crystal structure data for Co(dpgBF2)2, and the results for 
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Co(dppe)2 agree well with the crystal structure data for Co(dppe)2, providing validation for the 
computational method.  For the quantities examined in Tables 2.2-2.3, the calculated bond 
lengths are within 0.04 Å of the values in the crystal structures, and the calculated angles are 
within 3° of the values in the crystal structures.  As shown in Table 2.2, additional optimizations 
of Co(dmgBF2)2 in solution indicate that solvation does not significantly alter the geometry.   
The presence or absence of axial solvent ligands in the cobaloximes cannot be directly 
determined experimentally in solution. X-ray crystal structures suggest that CoII(dmgBF2)2  is an 
octahedron with two axial acetonitrile ligands, while CoI is square pyramidal with one axial 
acetonitrile ligand.4  In principle, CoII could adopt a six-coordinate structure in the crystal 
structure due to packing constraints but adopt a different coordination in solution.  Thus, we 
considered mechanisms with ligand structures that include CoII as an octahedron with two axial 
acetonitrile ligands or a five-coordinated CoII complex with only a single axial acetonitrile, as 
follows: 
  (2.11) 
  (2.12)  
  (2.13) 
In all three mechanisms, CoIII is assumed be an octahedron with two axial acetonitrile ligands.  
During the geometry optimization of  
CoI dmgBF2( )2 L2!  (i.e., with two axial acetonitrile 
ligands), one of the ligands dissociated, so we did not consider the  
CoI dmgBF2( )2 L2!  complex 
in the above mechanisms.  Similarly, optimization of 
 
Co0 dmgBF2( )2
2!
 with one or two axial 
acetonitrile ligands resulted in dissociation of the axial ligand(s), so we did not consider 
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Co0 dmgBF2( )2 L2!  or  Co
0 dmgBF2( )2 L22!  in the above mechanisms.  In principle, 
 
Co0 dmgBF2( )2
2!
 could adopt a distorted tetrahedron structure, but in our calculations all 
molecules without axial ligands adopted the square planar geometry. 
The reduction potentials calculated for the mechanisms in Eqs.  (2.11)–(2.13) are 
provided in Table 2.4.  Since we included the reference reaction in Eq. (2.5) in all reduction 
potential calculations, the calculated Eo(CoII/I) for Co(dmgBF2)2 agrees with experiment by 
construction.  Comparison of the calculated reduction potential, Eo(CoIII/II), for the mechanisms 
in Eqs. (2.11)–(2.13) to the experimental value indicates that the mechanism in Eq. (2.11) leads 
to the best agreement with experiment.  The mechanisms in Eqs. (2.12) and (2.13) are ruled out 
because they lead to qualitatively incorrect values for the reduction potential Eo(CoIII/II) (see 
Table 2.4).  Thus, we use the mechanism in Eq. (2.11) for the analysis in the remainder of the 
chapter.  For the protonated cobalt complexes, five-coordinated  
CoI dmgBF2( )2 L!  becomes six-
coordinated  
CoIIIH dmgBF2( )2 L , as postulated in Ref. 4, and square planar  Co0 dmgBF2( )2
2!
 
becomes five-coordinated 
 
CoIIH dmgBF2( )2
!
.  During the geometry optimization of 
 
CoIIH dmgBF2( )2 L! , the axial acetonitrile ligand dissociated, so we did not consider this 
complex in the mechanisms for hydrogen production. 
 
B. Reduction potentials and pKa’s 
A comparison of the calculated and experimental reduction potentials for the 
cobaloximes is provided in Table 2.5.  As mentioned above, the reduction potential Eo(CoII/I) is 
identical to the experimental value by construction using the reference reactions.  The calculated 
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value of Eo(CoIII/II)  = 0.20 V vs SCE for Co(dmgBF2)2, however, was calculated independently 
and is in excellent agreement with the experimental value of ~0.2 V vs SCE.  Note that this 
experimental value was determined from an irreversible couple and therefore is not as reliable as 
the value for Eo(CoII/I), which was determined from a reversible couple.  Moreover, in Ref. 4, 
another peak measured at ca. –1.0 V vs SCE was tentatively assigned to the reduction potential 
Eo(CoIII/IIH)  due to similar peaks that appear in related metal complexes.  Our calculations 
suggest that this transition is more likely to correspond to the reduction potential Eo(CoI/0)  or 
Eo(CoII/IH).  Since this peak was observed only in the presence of acid, we attribute this peak to 
Eo(CoII/IH).  The peak corresponding to the reduction potential Eo(CoIII/IIH)  may not be observed 
experimentally because it is buried under other catalytic peaks in this region. Thus, this 
computational approach is able to assist in the assignment of ambiguous peaks in the cyclic 
voltammetry experiments. 
Analogous reference reactions with the same references given in Eq. (2.4) were used to 
calculate reduction potentials for Co(dpgBF2)2.  The calculated values of Eo(CoII/I) = !0.27 V vs 
SCE and Eo(CoIII/II) = 0.26 V vs SCE are in excellent agreement with the experimental values of 
!0.28 V vs SCE and ~0.3 V vs SCE, respectively.  Note that the references in the reference 
reactions contain dmgBF2 and dppe ligands, and no references contain dpgBF2 ligands.  The 
excellent agreement of the calculated reduction potentials with experimental data for the 
Co(dpgBF2)2 complexes provides further validation of the computational methodology and 
indicates that this approach can be used to predict the reduction potentials and pKa’s for a range 
of cobaloximes without utilizing additional experimental data.  Thus, we are able to examine the 
effects of ligand modification on the thermodynamic properties of the catalysts. 
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A comparison of the calculated and experimental pKa values is provided in Table 2.6.  
The calculated pKa of CoIIIH(dmgBF2)2 agrees with the experimental value by construction in the 
reference reactions.  The calculated pKa of  
CoIIH dmgBF2( )2
!
 differs from the experimental value 
by 2.8 pKa units.  The experimental pKa’s were estimated from simulated cyclic voltammograms 
that reproduce experimental reduction potentials,16 and errors in both experiment and theory 
could contribute to this discrepancy.  Most important for the present analysis, our calculated 
pKa’s follow the qualitative trend in acidity for the Co-hydride complexes with respect to each 
other.  Specifically, the pKa is greater for CoIIH than for CoIIIH for both cobaloximes, as 
expected based on electrostatic considerations.  In addition, the pKa values of Co(dmgBF2)2 are 
greater than those of Co(dpgBF2)2.  This result is consistent with the experimental observation 
that hydrogen evolution requires a stronger acid for the Co(dpgBF2)2 catalysts than for the 
Co(dmgBF2)2 catalysts.4,44 
 
C. Reorganization energies for electron transfer 
The inner-sphere and heterogeneous solvent reorganization energies for the electron 
transfer steps are provided in Table 2.7.  The heterogeneous solvent reorganization energies were 
calculated with the dielectric continuum model described above.  The results in Table 2.7 
indicate that the heterogeneous solvent reorganization energy is ~0.44 eV, regardless of the 
particular geometry, oxidation state, or axial ligand structure of the molecule.  This consistency 
arises because the overall size of the cobalt complex is not strongly influenced by any of these 
factors.  Note that our computational approach may underestimate the solvent reorganization 
energy because the molecule is assumed to be directly on the electrode, and the solvent 
reorganization energy increases as the distance between the molecule and the electrode increases.  
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The inner-sphere reorganization energies were calculated with Eq. (2.9)  and with Eq. (2.10) 
when ligand loss is thought to occur during reduction.  The contribution to the inner-sphere 
reorganization energy due to ligand loss is depicted graphically in terms of a free energy barrier 
in Figure 2.2.  We emphasize that this approach provides only a qualitative estimate of this 
portion of the inner-sphere reorganization energy and may overestimate it.  In addition, the 
electron transfer and associated ligand loss may occur by either a stepwise or a concerted 
mechanism.  For a stepwise mechanism, the contribution to the inner-sphere reorganization 
energy due to ligand loss does not impact the free energy barrier for the electron transfer step.  
As a result, the reorganization energies due to ligand loss are given in parentheses in Table 2.7. 
To compare with experiment, we calculated the homogeneous solvent reorganization 
energies and the inner-sphere reorganization energies (neglecting the effects of ligand loss) for 
the self-exchange electron transfer reactions, CoIII/II(dpgBF2)2 and CoII/I(dpgBF2)2.  The 
calculated values, which are presented in Table 2.8, are in qualitative agreement with the 
estimated total reorganization energies based on experimental self-exchange rate constants.41  
This agreement suggests that these computational methods provide qualitatively reasonable 
reorganization energies. 
We analyzed the various contributions to the inner-sphere reorganization energies for the 
Co(dmgBF2)2 systems.  Qualitatively, the inner-sphere reorganization energy,  !i, which accounts 
for solute rearrangements in the absence of ligand loss, decreases as the number of axial 
acetonitrile ligands decreases.  Note that this inner-sphere reorganization energy is calculated in 
the absence of the ligand when ligand loss occurs during the reduction.  For the CoIIIL2/CoIIL2 
reduction, the relatively large inner-sphere reorganization energy is attributed to a geometrical 
rearrangement of the acetonitrile ligands from a Co–Nnitrile–C angle of 175° to an angle of 147°, 
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as illustrated in Figure 2.1.  For the CoIIL2/CoIL reduction, the moderate inner-sphere 
reorganization energy is attributed to the shift of the cobalt atom out of the dmgBF2 plane as the 
Co–Nnitrile bond shortens.  For the CoIL/Co0, CoIIIHL/CoIIH, and CoIIH/CoIH reductions, the 
relatively small inner-sphere reorganization energies are attributed to the lack of any significant 
geometrical rearrangement; no axial acetonitrile ligand is bound in these calculations.  For the 
three reduction reactions that involve ligand loss for Co(dmgBF2)2, the direct contribution of 
ligand loss to the inner-sphere reorganization energy is ~0.56 eV.  As mentioned above, this 
approach may overestimate the contribution of ligand loss to the inner-sphere reorganization 
energy.  If the electron transfer and associated ligand loss occur via a concerted mechanism, the 
total inner-sphere reorganization energies for CoIIIL2/CoIIL2 and CoIIL2/CoIL are similar because 
the large contribution of the CoIIIL2/CoIIL2 structural rearrangement to the inner-sphere 
reorganization energy is similar to the sum of the contributions from the moderate CoIIL2/CoIL 
structural rearrangement and the dissociation of an axial acetonitrile ligand.  If the electron 
transfer and associated ligand loss occur via a sequential mechanism, however, the contribution 
due to ligand loss does not impact the free energy barrier for the electron transfer step, and the 
inner-sphere reorganization energy for the electron transfer step is greater for CoIIIL2/CoIIL2 than 
for CoIIL2/CoIL. 
The reaction free energies for the proton transfer and hydrogen production steps with 
three different acids are provided in Table 2.8.  These reaction free energies were calculated 
from the thermodynamic equations provided in Scheme 2.1.  Note that this table provides only 
thermodynamic quantities (i.e., the relative free energies of the reactants and products) and does 
not provide the free energy barriers of the reactions.  The proton transfer reactions from the acid, 
HA, to the CoI and Co0 complexes are exoergic for all three acids considered, where protonation 
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of the cobalt complex becomes more thermodynamically favorable as the pKa of the acid 
decreases.  Protonation of Co0 is more thermodynamically favorable than protonation of CoI, as 
expected based on electrostatic considerations.  For the monometallic hydrogen production step, 
the free energy of reaction decreases as the pKa of the acid decreases and is greater for CoIIIH 
than for CoIIH, as expected based on electrostatic considerations for removal of a hydride, H!.  
For the bimetallic hydrogen production step, the free energy of reaction is nearly identical for 
CoIIIH and CoIIH, indicating that removal of a neutral hydrogen atom is thermodynamically 
similar for the two oxidation states of cobalt in these complexes.  Note that the free energy 
barriers for these two bimetallic hydrogen production steps may differ significantly, and the 
work term required to bring the two cobalt complexes together will be greater for CoIIH than for 
CoIIIH due to the electrostatic repulsion. 
 
D. Comparison of reaction pathways 
 The individual steps in the six reaction pathways considered here and the equations used 
to calculate the free energy of reaction for each step are given in Scheme 2.1, where A 
corresponds to the monometallic pathway and B corresponds to the bimetallic pathway.  Figure 
2.3 depicts the free energy diagrams corresponding to the six reaction pathways for 
Co(dmgBF2)2 and tosic acid with respect to the HA/H2 couple in acetonitrile.  Each cycle starts 
with CoII(dmgBF2)2, which is considered to be the resting state of the cobaloxime in the catalytic 
cycle.  The monometallic and bimetallic pathways are denoted in red and blue, respectively.  In 
this figure, the reference is  V vs SCE, corresponding 
to the half-reaction , where HA is tosic acid with pKa = 8.0 in acetonitrile4 
 34 
and 
 
E
H+ /H2
o  = 0.24 V vs SCE in acetonitrile.4,22-25  The reduction of HA to H2 cannot occur at less 
negative potentials than this reference potential, 
 
EHA/H2
o .25  Moreover, the most effective catalysts 
are expected to operate at potentials as close as possible to this reference potential. Thus, the 
optimal pathway will avoid large deviations (i.e., low minima or high maxima) from this 
reference potential.  The same free energy diagrams are presented in Figure 2.3 at the electrode 
potential corresponding to the CoII/I couple (i.e., with a reference potential of Eo(CoII/I) = –0.55 V 
vs SCE).   This figure illustrates the pathways under typical experimental conditions for these 
electrocatalysts, where H2 evolution was found to occur at electrode potentials just negative of 
Eo(CoII/I).4 
In this chapter, we present a thermodynamic analysis of these pathways, considering the 
free energy change for each step of the various pathways.  The free energy barriers for electron 
transfer may be calculated from the Marcus theory expression in Eq. (2.8) using the 
corresponding reduction potentials and reorganization energies, but this calculation would 
require the assumption of a concerted or sequential mechanism for the ligand loss associated 
with some of the electron transfer steps.  Moreover, a kinetic analysis of the various mechanistic 
pathways would also require the calculation of the free energy barriers for the proton transfer and 
hydrogen production steps.  Such a study would necessitate the consideration of the effects of 
hydrogen tunneling in the proton transfer reactions.  When water is present, the possibility of 
solvent-mediated proton transfer should also be considered.  Moreover, the overall rates for the 
proposed pathways will depend on the concentrations of the cobaloxime and acid.  This type of 
kinetic analysis is beyond the scope of the present work.  We also point out that the reduction 
potentials and pKa’s provided in the previous subsections may be used to generate analogous free 
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energy diagrams for Co(dpgBF2)2 and for other acids.  A similar thermodynamic analysis could 
be applied to these systems. 
According to our calculations, Pathway 2A is the preferred mechanism for the 
monometallic mechanisms (denoted in red in Figures 2.3 and 2.4).  This preference is clear from 
Figure 2.4, which indicates that Pathway 2A is the only monometallic mechanism for which all 
steps are exoergic at the electrode potential corresponding to the CoII/I couple.  Moreover, Figure 
2.3 illustrates that the maximum free energy of any state relative to 
 
EHA/H2
o  is lowest for Pathway 
2A.  The most negative reduction potential for electron transfer, corresponding to the CoII/I 
reduction, is the same for Pathways 1A and 2A.  The reaction free energy for the hydrogen 
production step, however, is 0.43 eV for Pathway 1A and !0.30 eV for Pathway 2A.  As 
discussed above and indicated by the reaction free energies given in Table 2.9, removal of a 
hydride from CoIIH is thermodynamically favored over removal of a hydride from CoIIIH.  
Pathway 3A is thermodynamically unfavorable because of the CoI/0 reduction, which is 
associated with a significantly more negative reduction potential than is the CoII/I reduction.  
Pathways including the CoII/IH reduction were not considered because of its even more negative 
reduction potential.  
Among the bimetallic pathways (denoted in blue in Figures 2.3-2.4), Pathways 1B and 
2B are both feasible and are similar from the thermodynamic perspective.  Figure 2.4 indicates 
that both Pathways 1B and 2B correspond to mechanisms for which all steps are exoergic or only 
slightly endoergic at the electrode potential corresponding to the CoII/I couple.  As shown in 
Figure 2.3, the maximum free energy of any state relative to 
 
EHA/H2
o  is similar for these two 
pathways.  The reaction free energy for the bimetallic hydrogen production step is !0.007 eV for 
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Pathway 1B and 0.026 eV for Pathway 2B.  The difference between these values is smaller than 
the errors associated with the computational methods. Pathway 3B is thermodynamically 
unfavorable because of the CoI/0 reduction, as in Pathway 3A.  Without information regarding 
the free energy barriers to the proton transfer and hydrogen production steps, differentiating 
between Pathways 1B and 2B is difficult.  As mentioned above, however, the work term required 
to bring the two cobalt complexes together in acetonitrile solution will be greater for CoIIH than 
for CoIIIH due to the electrostatic repulsion.  Based on this electrostatic work term, Pathway 1B 
is the preferred bimetallic pathway.  
 These various mechanistic pathways have been examined in the context of both 
electrochemical and photochemical experiments on cobaloximes.  The cyclic voltammetry 
experiments of Hu, Brunschwig, and Peters4 supported a bimetallic mechanism, but these authors 
pointed out that direct kinetic evidence is still needed.  These authors also suggested that the 
monometallic mechanism is expected to become more important for very strong acids and/or 
complexes with a relatively negative CoIII/II potential.  According to Fontecave and coworkers,16 
Pathway 1 is favored for strong acids, Pathway 2 is favored for lower strength acids, and 
Pathway 3 is favored for very weak acids.  Their electrochemical studies indicated that Pathway 
1 occurs via the monometallic mechanism, but they could not distinguish between the 
monometallic and bimetallic mechanisms for Pathways 2 and 3.  The photochemical experiments 
of Eisenberg and coworkers45 supported the monometallic mechanism.  These authors favored 
Pathway 2 because of the alternation of electron and proton transfer in this mechanism.  In 
photochemical studies, Dempsey, Winkler, and Gray41 considered both the monometallic and 
bimetallic mechanisms of Pathway 1 and favored the bimetallic mechanism because of 
unfavorable reaction free energies and high barriers for electron transfer in the monometallic 
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mechanism.  These authors also pointed out that the monometallic mechanism will dominate at 
very high acid concentrations.  The transient absorption measurements in Ref. 46 are consistent 
with Pathway 2A, which is the thermodynamically preferred monometallic pathway according to 
our calculations. 
Based on all of these analyses, the preferred pathway may differ for the electrochemical 
and photochemical processes and depends on the acid strength and concentration, as well as the 
potentials of the cobaloximes, which can be tuned by modifying the ligands.  The theoretical 
approach presented in this chapter provides the free energy diagrams for any specified 
cobaloxime catalyst and acid.  Analysis of these free energy diagrams in terms of the 
overpotential required in electrochemical processes or the excitation energy in photochemical 
processes will provide insight into the preferred pathways.  Note that steric and electrostatic 
effects in the H2 production steps may also play a role in differentiating the monometallic and 
bimetallic mechanisms and will be considered in future work.  In addition, the calculation of free 
energy barriers for the proton transfer and H2 production steps, as well as the investigation of 
concerted proton-coupled electron transfer mechanisms,47,48 are directions for future research. 
 
IV. Conclusions 
 In this chapter, we presented a computational study of the Co(dmgBF2)2 and 
Co(dpgBF2)2 hydrogen evolving catalysts.  Comparison of the calculated reduction potentials to 
experimentally determined values indicates that this approach provides quantitatively accurate 
relative reduction potentials for these types of catalysts. Comparison to pKa values and 
reorganization energies that were estimated based on experimental data suggests that this 
approach provides at least qualitatively accurate predictions of these quantities as well.  
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Moreover, this computational study assisted in the assignment of an ambiguous peak in the 
cyclic voltammetry experiments for Co(dmgBF2)2.  Previously, a peak measured at ca. –1.0 V vs 
SCE was tentatively assigned to Eo(CoIII/IIH),4 but our calculations suggest that this transition is 
more likely to correspond to Eo(CoII/IH) in protic solution.  We have also predicted the pKa 
values of the Co-hydride complexes and other reduction potentials that have not been determined 
experimentally for both Co(dmgBF2)2 and Co(dpgBF2)2. 
In addition, this computational study has provided mechanistic insight that cannot be 
deduced directly from the electrochemical experiments.  Specifically, we determined whether the 
axial acetonitrile ligands are present for each intermediate along the reaction pathway.  Our 
calculations are consistent with a mechanism in which the CoIII and CoII complexes have two 
axial solvent ligands and the CoI complex has a single axial ligand along the reaction pathway.  
Furthermore, we generated the free energy diagrams for six different monometallic and 
bimetallic hydrogen production pathways and identified the most favorable pathways for 
Co(dmgBF2)2 and tosic acid.  Our calculations suggest that Pathway 2A, in which a CoIIH 
intermediate reacts with the acid to produce H2, is the thermodynamically favorable 
monometallic pathway. Pathways 1B and 2B, in which either two CoIIIH or two CoIIH complexes 
react to produce H2, are both thermodynamically feasible bimetallic pathways, but Pathway 1B is 
favored according to the electrostatic work term associated with bringing the two cobalt 
complexes together in solution.  The preference between the monometallic and bimetallic 
pathways depends on the relative concentrations of the acid and the cobaloxime catalyst.  
Specifically, the monometallic pathway is favored at very high acid concentrations.  This 
mechanistic insight, as well as the ability to predict the impact of modifying the ligands or acid 
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on the energetics of the various pathways, is important for designing more effective catalysts for 
solar energy conversion. 
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V.  Schemes, Tables, and Figures 
 
Scheme 2.1. 
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Table 2.1: Reference Reactions for Calculating Reduction Potentials and pKa’s in Cobaloximes 
Process Reference Reaction Resulting Equationa 
   
   
   
   
   
a  for each equation is the free energy for the corresponding reference reaction. 
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Table 2.2.  Comparison of Calculated and Experimental Bond Distances for Co(dmgBF2)2 and 
Co(dpgBF2)2 a 
 Co-Nnitrile Co-Nimine 
Experimentb 2.24 1.89 CoII(dpgBF2)2L2 
DFT/B3P86 (gas) 2.26 1.89 
DFT/B3P86 (gas) 2.27 1.89 CoII(dmgBF2)2L2 
DFT/B3P86 (C-PCM) 
DFT/B3LYP (gas) 
2.25 
2.35 
1.89 
1.90 
    
 Co-Nnitrile Co-Nimine 
Experimentb 1.97 1.85 CoI(dpgBF2)2L! 
DFT/B3P86 (gas) 1.93 1.86 
DFT/B3P86 (gas) 1.94 1.86 CoI(dmgBF2)2L! 
DFT/B3P86 (C-PCM) 
DFT/B3LYP (gas) 
1.95 
1.99 
1.86 
1.87 
 
a Values given in Å. 
b Ref. 4. 
 
 
 
Table 2.3.  Comparison of Calculated and Experimental Bond Distances and Angles for 
CoIH(dppe)2a 
Distances Co-P1 Co-P2 Co-P3 Co-P4 Co-H 
Experimentb 2.15 2.12 2.16 2.15 1.46 
DFT/B3P86 (gas) 2.18 2.13 2.17 2.17 1.48 
      
Angles P1-Co-P2 P1-Co-P4 P2-Co-P3 P3-Co-P4  
Experimentb 87.0 107.7 123.4 91.1  
DFT/B3P86 (gas) 87.1 104.6 121.9 91.9  
 
a Bond distances given in Å and angles given in degrees. 
b Ref. 21. 
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Table 2.4.  Comparison of Reduction Potentials with Varying Axial Ligands Along Reaction 
Pathway for Co(dmgBF2)2a 
 
  b  
Eq. (2.11) 0.20 !0.55 !0.94 
Eq. (2.12) 0.83 !0.55 !0.31 
Eq. (2.13) 0.37 !0.55 !1.24 
Experimentc 0.2 !0.55  
 
a Values given in V vs SCE in acetonitrile. 
b Eo(CoII/I) for Co(dmgBF2)2 is used in the reference reactions.  As a result, this value is identical 
for all three mechanisms (i.e., the other reduction potentials are calculated relative to Eo(CoII/I), 
which is set to the experimental value). 
c Ref. 49. 
 
 
 
Table 2.5.  Comparison of Calculated and Experimental Reduction Potentials of Cobaloximesa 
  Eo(CoIII/II) Eo(CoII/I) Eo(CoI/0) Eo(CoIII/IIH) Eo(CoII/IH) 
Co(dmgBF2)2
 
Experimentc ~0.2 –0.55    
 DFT/B3P86    0.20 –0.55b !0.94 !0.53 !1.25 
Co(dpgBF2)2 Experimentc ~0.3 –0.28    
 DFT/B3P86    0.26 –0.27 !0.85 !0.40 !1.07 
 
a Values given in V vs SCE in acetonitrile. 
b Eo(CoII/I) for Co(dmgBF2)2 is used in the reference reactions, so it agrees with experiment by 
construction. 
c Ref. 4.  In the cyclic voltammetry experiments, Eo(CoIII/II) is determined from an irreversible 
couple, and Eo(CoII/I) is determined from a reversible couple. 
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Table 2.6.  Comparison of Calculated and Experimental pKa’s of Cobaloximes in Acetonitrile 
  CoIIIH CoIIH 
Co(dmgBF2)2
 
Experimentala 13.3 23.0 
 DFT/B3P86  13.3b 20.2 
Co(dpgBF2)2 DFT/B3P86 8.9 16.3 
 
a Ref. 16. 
b The pKa for CoIIIH(dmgBF2)2 was used in the reference reactions, so it agrees with experiment 
by construction. 
 
 
 
Table 2.7.  Reorganization Energies for Electron Transfer Steps in Co(dmgBF2)2 Complexes a 
 
 CoIIIL2/CoIIL2 CoIIL2/CoIL CoIL/Co0 CoIIIHL/CoIIH CoIIH/CoIH 
 1.01 0.46 0.26 0.27 0.30 
 --- (0.55) (0.61) (0.53) --- 
 0.41 0.42 0.45 0.44 0.45 
 
a Values given in eV.   
b Heterogeneous solvent reorganization energies calculated for a spherical cavity in acetonitrile 
on the surface of an electrode.  
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Table 2.8.  Homogeneous Reorganization Energies for Self-Exchange Reactions of Co(dpgBF2)2 
Complexesa 
 
 CoIIIL2/CoIIL2 CoIIL2/CoIL 
 2.05 0.87 
 0.70 0.71 
 2.75 1.58 
 3.9 1.38 
 
a Values given in eV.  
b Inner-sphere reorganization energy due to ligand loss is not included. 
c Homogeneous solvent reorganization energy calculated for two tangent spherical cavities of 
equal radius in acetonitrile. 
d Estimated experimental values from Ref. 50. 
 
 
 
Table 2.9.  Reaction Free Energies for Proton Transfer and Hydrogen Production Steps in 
Co(dmgBF2)2 Complexes a 
Proton Transferb CoI + HA Co0+ HA 
CF3COOH !0.038 !0.45 
TsOH!H2O !0.31 !0.72 
HBF4!Et2O !0.78 !1.19 
   
Monometallic 
H2 Productionc 
CoIIIH + HA CoIIH + HA 
CF3COOH 0.70 !0.029 
TsOH!H2O 0.43 !0.30 
HBF4!Et2O !0.042 !0.77 
   
Bimetallic  
H2 Productiond 
CoIIIH + CoIIIH CoIIH + CoIIH 
 -0.007 0.026 
 
a Values given in eV in acetonitrile.  The pKa values for the three acids were determined 
experimentally and are 12.7, 8.0, and 0.1 for CF3COOH, TsOH!H2O, and HB4!Et2O, 
respectively, as given in Ref. 4. 
bThe proton is transferred from HA to the Co complex. 
cThe acid provides a proton and the Co-hydride provides a hydride to create H2. 
d Each Co-hydride provides a hydrogen to create H2.
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Figure 2.1. Gas phase optimized Co(dmgBF2)2 structures in various oxidation and protonation 
states.  Horizontal arrows represent reduction and vertical arrows represent protonation.  Color 
scheme: purple, Co; blue, N; cyan, C; red, O; green, B; yellow, F; white, H. 
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Figure 2.2.  Illustration of ligand loss contribution to inner-sphere reorganization energy for the 
CoII(dmgBF2)2L2/CoI(dmgBF2)2L– reduction.  Each curve is obtained by increasing the 
Co!Nnitrile distance, keeping all internal coordinates within the ligand and within the cobalt 
complex fixed.  The curves are shifted so that the minimum values are at the same energies.  The 
contribution to the inner-sphere reorganization energy due to ligand loss is 
 where entropic effects are negligible. 
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Figure 2.3. Free energy diagrams for Pathways 1A, 2A, and 3A (monometallic mechanisms, 
denoted by red lines) and 1B, 2B, and 3B (bimetallic mechanisms, denoted by blue lines) in 
acetonitrile.  Black lines denote states that are applicable to both monometallic and bimetallic 
pathways.  Relative free energies for half reactions corresponding to electron transfer are 
calculated with respect to the HA/H2 couple in acetonitrile.  In this diagram, HA is TsOH•H2O 
(pKa = 8.0).  The free energy barriers are not shown. 
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Figure 2.4. Free energy diagrams for Pathways 1A, 2A, and 3A (monometallic mechanisms, 
denoted by red lines) and 1B, 2B, and 3B (bimetallic mechanisms, denoted by blue lines) in 
acetonitrile.  Black lines denote states that are applicable to both monometallic and bimetallic 
pathways.  Relative free energies for half reactions corresponding to electron transfer are 
calculated with respect to the CoII/CoI couple in acetonitrile.  In this diagram, HA is TsOH•H2O 
(pKa = 8.0).  The free energy barriers are not shown. 
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Chapter 3: Substituent Effects Studya 
 
The design of efficient, robust, and inexpensive hydrogen evolution catalysts is important 
for the development of renewable energy sources such as solar cells.  Cobalt diglyoxime 
complexes, Co(dRgBF2)2 with substituents R, are promising candidates for such electrocatalysts.  
The mechanism for hydrogen production requires a series of reduction and protonation steps for 
various monometallic and bimetallic pathways.  In this chapter, the reduction potentials and pKa 
values associated with each of these steps are calculated for a series of substituents.  The 
calculations reveal a linear relation between the reduction potentials and pKa values with respect 
to the Hammett constants, which quantify the electron donating or withdrawing character of the 
substituents.  Additionally, the reduction potentials and pKa values are linearly correlated with 
each other.  These linear correlations enable the prediction of reduction potentials and pKa 
values, and thus the free energy changes along the reaction pathways, to assist in the design of 
more effective cobaloxime catalysts. 
 
I. Introduction 
The design of hydrogen evolution catalysts from earth-abundant materials is important 
for the development of renewable energy sources such as solar cells.  Substantial efforts are 
currently directed toward designing efficient and environmentally benign electrocatalysts that 
operate at low overpotentials.  Cobalt diglyoxime complexes have been shown to produce 
molecular hydrogen from protic solutions at relatively modest overpotentials.1-4  Mechanistic 
studies indicate several possible monometallic and bimetallic pathways, as depicted in Scheme 
                                                 
a Reproduced with permission from Solis, B. H.; Hammes-Schiffer, S. J. Am. Chem. Soc. 2011, 133, 19036.  
Copyright 2011 American Chemical Society. 
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3.1.1-13  The relative probabilities of these pathways depend on the strength and concentration of 
the acid, as well as the redox properties of the cobaloxime catalyst.  In all of these pathways, 
hydrogen evolution proceeds after an initial reduction of CoII to CoI.  The reaction continues 
through a series of protonation and reduction steps to generate a cobalt hydride that produces 
molecular hydrogen through a monometallic or bimetallic mechanism.  The free energy changes 
along the reaction pathways depend on the reduction potentials and pKas associated with these 
steps.  Because hydrogen evolution typically occurs at an overpotential near the CoII/I reduction 
potential in electrochemical experiments,4-6,11,12 the ability to tune the CoII/I reduction potential 
by altering the substituents on the diglyoxime ligands is important for the design of more 
efficient catalysts.2  Tuning the reduction potentials and pKa values of the cobalt hydride 
intermediates provides additional flexibility for catalyst design. 
 In this chapter, we calculate the CoIII/II, CoII/I, CoIII/IIH, and CoI/0 reduction potentials and 
the CoIIH and CoIIIH pKas for nine different diglyoxime substituents R on the cobaloxime 
catalyst Co(dRgBF2)2 depicted in Chart 3.1.  We focus on BF2-bridged complexes because they 
have been shown experimentally to be more resistant to degradation in acidic solutions than are 
H-bridged cobaloximes.1,2  We relate the reduction potentials and pKas of these complexes to the 
electron donating or withdrawing character of their substitutents.  The electron donating and 
withdrawing character is quantified in terms of the Hammett constants !p, where the more 
negative (positive) !p are associated with the more electron donating (withdrawing) 
substituents.10  The substituents and their associated Hammett constants are given in Table 3.1.  
We observe a linear dependence of the reduction potentials and pKas with respect to the 
Hammett constants, as well as linear correlations among these properties.  These linear 
correlations enable the prediction of reduction potentials and pKas for cobaloximes that have not 
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been studied experimentally and elucidate trends that can assist in the design of more effective 
hydrogen evolution catalysts. 
 
II. Methods 
 Recently we presented a computational strategy for the calculation of the reduction 
potentials and pKas of cobaloxime complexes using density functional theory (DFT).14  In this 
scheme, the reaction free energy for reduction of a molecule in solution is calculated in terms of 
the reaction free energy for reduction of the molecule in the gas phase, , and the 
solvation free energies of the reduced and oxidized species,  and , 
respectively, in a Born-Haber cycle:15,16 
   (3.1) 
Here  is calculated from the Gibbs relation, which 
includes enthalpic contributions from zero point energy and entropic contributions from 
vibrational frequencies at temperature T  = 298.15 K.  An analogous Born-Haber cycle is used 
for the calculation of pKas.17  Reduction potentials are calculated according to the relation, 
, where F is the Faraday constant and n = 1 for the reactions studied.  The 
pKa is calculated from the associated reaction free energy in solution according to the relation, 
.  All reduction potentials and pKas are calculated in acetonitrile. 
 We employ isodesmic reactions to calculate relative reduction potentials and pKas for a 
series of related complexes.14  The use of isodesmic reactions with appropriate references 
accounts for systematic computational error in DFT calculations due to limitations in the basis 
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sets and electron exchange-correlation functionals.  This approach also eliminates the necessity 
of determining the free energies of the gas phase electron and proton, the solvation free energy of 
the proton, and the free energy of self-solvation associated with ligand loss18 because these 
quantities cancel in the isodesmic reactions.  In this chapter, we are interested in the reduction 
potentials and pKas relative to the Co(dmgBF2)2  (dmg = dimethylglyoxime) complex.  Thus, two 
reductions and a deprotonation of Co(dmgBF2)2 are used in the isodesmic reactions.  The 
reference reactions, isodesmic reactions, and resulting equations for the reduction potentials and 
pKas are provided in the following equation and Table 3.2: 
  (3.2) 
where L is an axial acetonitrile ligand that is lost to bulk solvent upon reduction in the Reference 
B reaction.  The justification for the assumption of acetonitrile ligand loss in Reference B is 
given in our previous work.14  The loss of an axial ligand or acidic proton will cancel in the 
isodesmic reactions in Table 3.2.  The reduction potentials for Reference A, Eo(RefA) = 0.2 V vs 
SCE, and Reference B, Eo(RefB) = –0.55 V vs SCE, were obtained from Ref. 4, and the pKa  for 
Reference C, pKa(RefC) = 13.3, was obtained from Ref. 6.  The reduction potential for Reference 
A was determined by cyclic voltammetry from an irreversible couple and thus is not as reliable 
as the reduction potential for Reference B, which was determined from a reversible couple.  The 
pKa for Reference C was not obtained by a direct experimental measurement but rather was 
determined from simulations of cyclic voltammograms.  These limitations in the reference values 
are not problematic for the present study because we are interested in only relative values of 
these properties for varying substituents. An error in a reference value would shift the line 
representing the correlation up or down but would not alter the slope. 
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In addition, we calculated the pKa of CoIIIH(dmgBF2)2 and Co IIIH(dpgBF2)2 in DMSO 
relative to acetonitrile.  Using the differences between the solvation energies of the cobaloximes, 
which correspond to 0.3 pKa units for CoIIIH(dmgBF2)2 and 0.4 pKa units for CoIIIH(dpgBF2)2, 
and the difference in the solvation energy of the proton, which corresponds to 9.6 pKa units,S18 
we determined a decrease in the pKa of 9.9 and 10.0 for CoIIIH(dmgBF2)2 and Co IIIH(dpgBF2)2, 
respectively, in DMSO versus acetonitrile.  These values are in qualitative agreement with the 11 
pKa unit change reported in Ref. 19. 
 The DFT calculations were performed using Gaussian09.20  Optimizations were 
performed in the gas phase at the B3P86/6-311+G** level of theory, except the smaller basis set 
6-31G was used for phenyl substituents.  Solvation energies were calculated with the conductor-
like polarizable continuum model (C-PCM) using Bondi radii and including nonelectrostatic 
interactions resulting from dispersion, repulsion, and cavity formation.  Benchmarking of this 
functional and basis set is provided in Ref. 21 and our previous work.14 
 
III.  Results and Discussion 
The effects of the substituents R on the CoIII/II, CoII/I, CoIII/IIH, and CoI/0 reduction 
potentials are depicted in Figure 3.1a.  This figure illustrates a linear relationship between the 
reduction potentials and the electron donating and withdrawing character of the substituents.  
The more electron withdrawing groups are associated with more positive reduction potentials, 
while the more electron donating groups are associated with more negative reduction potentials.  
This trend is expected based on electrostatic considerations, as electron withdrawing groups will 
more readily allow for reduction of the metal center.  The pKa values of CoIIH and CoIIIH also 
change linearly with the Hammett constant, as depicted in Figure 3.1b.  More electron donating 
 57 
substituents decrease the propensity for the Co-hydride to lose a proton, thus increasing the pKa, 
and the reverse trend is observed for electron withdrawing groups.  Furthermore, Figure 3.2 
illustrates a linear correlation between the CoIII/II, CoII/I, CoIII/IIH, and CoI/0 reduction potentials 
and the CoIIIH pKa. Similar linear correlations are exhibited between the reduction potentials and 
the CoIIH pKa and between all pairs of these properties.  The calculated reduction potentials and 
pKas and the parameters used for the linear fits in Figures 3.1-3.2 are provided in Tables 3.3-3.4. 
In Figure 3.1, the lines associated with the reduction potentials of CoII/I and CoIII/IIH 
intersect at !p " 0.  This figure is consistent with our previous analysis of cobaloximes with CH3 
substituents in chapter 2.  In this analysis, we proposed that the cyclic voltammogram peak 
observed experimentally at ca. –1.0 V vs SCE, originally assigned to the CoIII/IIH potential,4 be 
reassigned to the CoII/IH potential.  We also suggested that the peak corresponding to the CoIII/IIH 
potential is obscured by the peak corresponding to the CoII/I potential.  Based on Figure 3.1, we 
predict that increasing or decreasing the Hammett constant of the substituent could separate the 
CoIII/IIH and CoII/I peaks in the cyclic voltammogram.  For example, the CF3 substituent is a 
promising candidate for separating these two peaks.  
The reduction potentials and pKa values determine the free energy change associated with 
each step in the mechanistic pathways depicted in Scheme 3.1.  The equations used to calculate 
these free energy changes are provided in Scheme 3.2.  To decrease the overpotential required 
for CoII/I reduction, which is the first step of all mechanisms in Scheme 3.1, more strongly 
electron withdrawing groups can be substituted on the diglyoxime ligands.  To decrease the acid 
strength required for protonation of the cobaloxime catalyst, more strongly electron donating 
groups can be used to increase the pKa of the CoIIH and CoIIIH intermediates.  Note that 
increasing the CoII/I reduction potential requires electron withdrawing groups, while increasing 
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the pKa of CoIIH or CoIIIH requires electron donating groups.  Furthermore, these trends tend to 
be thermodynamically unfavorable for the hydrogen production step.  Specifically, the hydrogen 
production step for all mechanisms becomes more exoergic at lower Co-hydride pKa values and 
more negative reduction potentials. Thus, the catalysts must be finely tuned to balance the goals 
of minimizing the applied overpotential and acid strength without adversely affecting the 
hydrogen production step.  The specific experimental conditions will dictate the optimal 
composition of the cobalt diglyoxime catalyst.  To assist in the design of these catalysts, the 
reduction potentials and pKa values can be used to generate the free energy diagrams for the 
various mechanistic pathways.  For example, a comparison of the free energy diagrams 
corresponding to the monometallic mechanisms in Scheme 3.1 for the cobaloxime with CH3 and 
CF3 substituents with tosic acid (p-toluenesulfonic acid) is depicted in Figure 3.3.  In this figure, 
the reference is the reduction potential for the HA/H2 couple, HA + e– ! (1/2)H2 + A–, where 
HA is tosic acid (pKa = 8.0 in acetonitrile) and V vs SCE.4  Typically catalysts 
should be designed to operate as close as possible to this reference potential to avoid high 
barriers and low minima.22  In electrochemical experiments, H2 evolution was found to occur at 
electrode potentials just negative of the CoII/I reduction potential.1,3-7  Thus, the value of this 
reduction potential is another factor in catalyst design. 
Figure 3.3 illustrates that the more electron-withdrawing CF3 substituents yield more 
exoergic electron transfer steps and more endoergic proton transfer and hydrogen production 
steps compared to the CH3 substituents.  For the cobaloxime with CH3 substituents, application 
of an overpotential equivalent to  the CoII/I reduction potential will eliminate the free energy 
differences associated with the initial electron transfer steps in all pathways.  For the cobaloxime 
with CF3 substituents, the reduction from CoII to CoI does not require an applied overpotential, 
 59 
but the proton transfer and hydrogen production steps are less favorable.  Note that this 
thermodynamic analysis does not consider the free energy barriers, which impact the kinetics of 
these pathways.  The analogous free energy diagrams for the bimetallic mechanisms in Scheme 
3.1 are provided in Figure 3.4.  Similar free energy diagrams can be generated for all substituents 
with any choice of acid using the reduction potentials and pKas given in Figures 3.1-3.2. 
To identify optimal cobaloxime catalysts, a function can be defined as the sum of the 
squared deviations of each point on the free energy diagram from the HA/H2 reference potential 
for a specified mechanism.  This function depends on the acid pKa and the Hammett constant of 
the substituent.  The minimum of this function with respect to the Hammett constant provides an 
indication of the optimal substituent for that specific acid and mechanism.  The corresponding 
functions for the six mechanisms examined here are given in Table 3.3.  Note that the free 
energy barriers are not considered in this analysis and could significantly impact the 
effectiveness of a catalyst.  Moreover, certain steps could be weighted more than others in this 
procedure. 
A different metric for deriving the optimal substituents separates electron transfer and 
proton transfer steps.  In order to ensure that CoI can be protonated to form CoIII-hydride, pick 
the Hammett constant that yields a CoIII-hydride pKa equivalent to the strength of acid.  For 
trifluoroacetic acid (pKa = 12.65 in acetonitrile), !p = –0.20, which closely resembles the 
electron-donating character of methyl substituents (!p = –0.17).  For tosic acid (pKa = 8.0 in 
acetonitrile), !p = –0.03, which closely resembles the electron-donating character of phenyl 
substituents (!p = –0.01).  Assuming the Hammett constant that results in pKa matching between 
the acid and CoIII-hydride, determine the required overpotential by looking at the cobalt 
reduction potentials.  Every mechanism requires some reductions along the reaction pathway, 
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and the overpotential required for catalysis is simply the absolute value of the most negative 
reduction potential.  This procedure works only for Pathways 1 and 2, but could be repeated for 
Pathway 3, in which case the optimal Hammett constant would be consistent with pKa matching 
of CoII-hydride with acid instead of CoIII-hydride. 
For !p = –0.20, the required overpotential would be 0.58 V vs SCE, corresponding to the 
CoII/I reduction potential.  At 0.58 V vs SCE overpotential, H2 would be produced either 
bimetallically through two CoIII-hydrides (Pathway 1B) or monometallically through one CoII-
hydride (Pathway 2A).  Either mechanism can occur because the CoIII/II-hydride reduction 
potential is –0.54 V vs SCE, which is more positive than the CoII/I reduction potential.  This 
implies that CoIII-hydride can be reduced to CoII-hydride spontaneously after CoII is reduced to 
CoI and then protonated to form CoIII-hydride.  Practically speaking, the methyl-substituted 
cobaloxime (!p = –0.17) is the ideal catalyst for hydrogen evolution with trifluoroacetic acid.  
For !p = –0.03, the required overpotential would be 0.33 V vs SCE, corresponding to the CoII/I 
reduction potential.  At 0.33 V vs SCE overpotential, H2 would be produced bimetallically 
through two CoIII-hydrides (Pathway 1B).  In order for monometallic H2 production (Pathway 
2A), 0.35 V vs SCE would be required, corresponding to the slightly more negative CoIII/II-
hydride reduction potential.  It is possible that CoIII-hydride is still reduced at 0.33 V vs SCE at a 
slower rate, and analysis of the kinetics is necessary in order to properly determine the dominant 
mechanism.  For tosic acid, the phenyl-substituted cobaloxime (!p = –0.01) is 
thermodynamically ideal.  By thoroughly analyzing the particular mechanisms that operate at the 
lowest overpotentials given a particular acid strength, the conclusions are that the ideal catalysts 
are simply the methyl- and phenyl-substituted complexes originally studied. 
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IV. Conclusions 
The free energy diagrams for all mechanisms in Scheme 3.1 may be used to identify the 
thermodynamically favorable pathways, and a comparison of these free energy diagrams for 
different substituents will provide insight into the relative merits of these catalysts.  The 
calculations of reduction potentials and pKas for these complexes are computationally expensive, 
however, and the investigation of a large number of catalysts with different substituents is not 
practical.  The correlations identified in this chapter will enable the prediction of the reduction 
potentials and pKa values with minimal calculations.  If the Hammett constant is known for a 
particular substituent, the CoIII/II, CoII/I, CoIII/IIH, and CoI/0 reduction potentials and the CoIIH and 
CoIIIH pKa values can be obtained from the linear relationships shown in Figure 3.1 with 
corresponding parameters given in Table 3.4.  If the Hammett constant is not known, only one of 
these quantities must be calculated, and the other five quantities could be determined using the 
linear correlations between pairs of properties.  The resulting reduction potentials and pKas may 
be used as input for the expressions given in Scheme 3.2 to generate the free energy diagrams for 
the various mechanistic pathways of the cobaloxime catalyst in conjunction with a specified acid 
and applied overpotential. Thus, these types of correlations will facilitate the computer-aided 
design of more effective cobaloxime catalysts for hydrogen evolution.  In addition, this general 
approach could be applied to catalysts with other metal centers. 
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V. Charts, Schemes, Tables, and Figures 
 
 
Chart 3.1. Schematic structure of the cobaloxime complex, Co(dRgBF2)2. 
 
 
 
 
 
Scheme 3.1.  Three Monometallic (A) and Three Bimetallic (B) Pathways for Cobaloxime 
Catalysts 
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Scheme 3.2. 
 
Pathway 1 Free Energy Change for Half or Full Reaction 
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Table 3.1. Substituents and Associated Hammett Constants a 
–R !p 
–CN 0.66 
–CF3 0.54 
–Cl 0.23 
–H 0.00 
–C6H5 –0.01 
–CH3 –0.17 
–OCH3 –0.27 
–OH –0.37 
–NH2 –0.66 
 
aThese Hammett constants describe the effects of para-substitution on benzoic acid, as obtained 
from Ref 23. 
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Table 3.2: Reference Reactions for Calculating Reduction Potentials and pKa’s in Cobaloximes 
Process Reference Reaction Resulting Equationa 
   
   
   
   
   
   
 
a  for each equation is the free energy for the corresponding reference reaction.  For the 
calculations presented in this chapter, the references were chosen to be the Co(dmgBF2)2 
complexes, as indicated in this table.  The experimental reference values are:  = –0.55 V vs 
SCE;  = 0.2 V vs SCE; pKa(RefG) = 13.3. 
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Table 3.3: Calculated Reduction Potentials and pKas for Cobaloximes with Substituentsa,b 
 
–R Eo(CoIII/II) Eo(CoII/I) Eo(CoIII/IIH) Eo(CoI/0) Eo(CoII/IH) CoIIIH pKa CoIIH pKa 
–CN 1.15 0.75 0.53 0.032 0.12 –13.2 –4.8 
–CF3 0.92 0.50 0.27 –0.24 –0.19 –7.4 1.2 
–Cl 0.71 –0.11 –0.16 –0.57 –0.74 2.9 9.9 
–H 0.44 –0.21 –0.31 –0.78 –0.90 6.8 14.7 
–C6H5 0.27 –0.27 –0.40 –0.85 –1.07 8.9 16.3 
–CH3 0.20 –0.55 –0.53 –0.94 –1.25 13.3 20.2 
–OCH3 0.19 –0.81 –0.73 –0.97 –1.31 16.5 20.6 
–OH 0.35 –0.78 –0.66 –1.09 –1.08 15.3 22.6 
–NH2 –0.047 –1.18 –0.92 –1.25 –1.82 22.8 28.3 
 
a Reduction potentials given in V vs SCE in acetonitrile. 
b Eo(CoIII/II), Eo(CoII/I), and CoIIIH pKa for –CH3 substituent are used as references in the 
calculations. 
 
 
 
 
Table 3.4: Slopes and Intercepts of Linear Fits 
 
Function Slope Intercept 
Eo(CoIII/II) 0.861 V/!p   0.469 V 
Eo(CoII/I) 1.450 V/!p –0.290 V 
Eo(CoIII/IIH) 1.092 V/!p –0.318 V 
Eo(CoI/0) 0.951 V/!p –0.736 V 
Eo(CoII/IH) 1.335 V/!p –0.907 V 
CoIIH pKa –24.6 pKa/!p 14.2 pKa 
CoIIIH pKa –26.9 pKa/!p   7.2 pKa 
Eo(CoIII/II) –0.032 V/ pKa   0.700 V 
Eo(CoII/I) –0.053 V/ pKa   0.093 V 
Eo(CoIII/IIH) –0.041 V/ pKa –0.027 V 
Eo(CoI/0) –0.035 V/ pKa –0.483 V 
Eo(CoII/IH) –0.050 V/ pKa –0.550 V 
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Table 3.5: Optimal Hammett Constants for Proposed Mechanismsa 
 
Mechanism Optimal !p 
1A [1.11–0.27*(HA pKa)]/5.73 
2A [2.77–0.28*(HA pKa)]/6.06 
3A [10.0–0.85*(HA pKa)]/17.5 
1B [9.23–1.01*(HA pKa)]/24.6 
2B [23.2–2.42*(HA pKa)]/54.4 
3B [79.6–6.99*(HA pKa)]/147 
 
a Optimal Hammett constants determined by minimizing the sum of the squared deviations of 
each point on the free energy diagram from the HA/H2 reference with respect to the Hammett 
constant.  The optimal Hammett constant depends on the mechanism and the pKa of the acid, 
HA.  This procedure weights all points equally and does not consider the free energy barriers.  
Thus, the results are only qualitative and may not lead to the optimal catalyst in practice. 
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Figure 3.1. (a) Calculated reduction potentials Eo(CoIII/II), Eo(CoII/I), Eo(CoIII/IIH), and Eo(CoI/0) 
and (b) calculated pKa of CoIIH and CoIIIH for Co(dRgBF2)2 as a function of the Hammett 
constants for the substituents R.  The squares of the correlation coefficients are 0.905, 0.980, 
0.966, 0.963, 0.976, 0.972, respectively.  
 
 
 
 
Figure 3.2. Linear correlation between the calculated reduction potentials Eo(CoIII/II), Eo(CoII/I), 
Eo(CoIII/IIH), and Eo(CoI/0) and the calculated CoIIIH pKa for Co(dRgBF2)2 for the substituents R.  
The squares of the correlation coefficients are 0.948, 0.990, 0.998, 0.981, respectively.  
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Figure 3.3.  Thermodynamic free energy diagrams for monometallic pathways (1A, 2A, and 3A) 
for CH3 substituents (denoted by blue lines) and CF3 subsituents (denoted by red lines).  Relative 
free energies for half reactions corresponding to electron transfer are calculated with respect to 
the HA/H2 couple in acetonitrile, where HA is tosic acid (pKa = 8.0).  The free energy barriers 
are not shown. 
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Figure 3.4.  Thermodynamic free energy diagrams for bimetallic pathways (1B, 2B, and 3B) for 
CH3 substituents (denoted by blue lines) and CF3 subsituents (denoted by red lines).  Relative 
free energies for half reactions corresponding to electron transfer are calculated with respect to 
the HA/H2 couple in acetonitrile, where HA is tosic acid (pKa = 8.0).  The free energy barriers 
are not shown. 
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Chapter 4: Ligand Modification and Protonation Studya 
 
The design of hydrogen-evolving electrocatalysts that operate at modest overpotentials is 
important for solar energy devices.  The MII/I reduction potential for metal diimine-dioxime and 
diglyoxime electrocatalysts is often related to the overpotential required for hydrogen evolution.  
Herein the impact of ligand modification and protonation on the MII/I reduction potentials for 
cobalt, nickel, and iron diimine-dioxime and diglyoxime complexes is investigated with 
computational methods.  The calculations are consistent with experimental data available for 
some of these complexes and additionally provide predictions for complexes that have not yet 
been synthesized.  The calculated pKa’s imply that ligand protonation is likely to occur at the O-
H-O bridge but not at other ligand sites for these complexes.  Moreover, the calculations imply 
that a ligand-protonated CoIII-hydride intermediate is formed along the H2 production pathway 
for catalysts containing an O!H!O bridge in the presence of sufficiently strong acid.  The 
calculated MII/I reduction potentials indicate that the anodic shift due to protonation of the O-H-O 
bridge is greater than that due to replacing the O-H-O bridge with an O-BF2-O bridge for cobalt 
and nickel but not for iron complexes.  Experiments suggest degradation for complexes with two 
O-H-O bridges and alternative mechanisms for certain iron complexes with two O-BF2-O 
bridges.  Asymmetric cobalt, nickel, and strongly electron withdrawing substituted iron diimine-
dioxime and diglyoxime complexes containing a single O-H-O bridge are proposed to be 
effective hydrogen evolution electrocatalysts with relatively low overpotentials in acetonitrile 
and water.  These insights are important for the design of efficient aqueous-based hydrogen 
evolving catalysts. 
                                                 
a Reproduced with permission from Solis, B. H.; Yu, Y.; Hammes-Schiffer, S. Inorg. Chem. 2013, 52, 6994.  
Copyright 2013 American Chemical Society. 
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I. Introduction 
Earth-abundant first-row transition metal complexes are promising catalysts for solar-
driven water oxidation and proton reduction.1  Cobalt diglyoxime catalysts evolve hydrogen in 
protic solutions both photochemically and electrochemically at modest overpotentials.2-8  While 
Co(dmgH)2 (dmg = dimethylglyoxime) has been shown to degrade in acidic solutions,9 
Co(dmgBF2)2 is much more acid resistant10 and has been studied extensively.11-17  Increased 
stability in acidic solutions can also be achieved by replacing one or both O-H-O bridges of 
Co(dmgH)2 with propane,18 forming the diimine-dioxime complex Co(DO)(DOH)pn or 
Co(TIM), respectively [(DOH)(DOH)pn = N2,N2'-propanediylbis(2,3-butanedione-2-imine-3-
oxime) and TIM = 2,3,9,10-tetramethyl-1,4,8,11-tetraazacyclotetradeca-1,3,8,10-tetraene].  In 
addition to cobalt complexes, nickel and iron H2 evolution catalysts have also been studied.18-21 
Cyclic voltammetry experiments revealed an anodic shift correlated with acid strength for 
Co(DO)(DOH)pn in both water8 and acetonitrile.18  In aqueous solution, the Nernstian response 
of the catalytic peak was ca. –60 mV/pH unit, consistent with a one-electron, one-proton process 
that was proposed to involve protonation of the O-H-O bridge.8  In addition, anodic shifts were 
observed when the O-H-O bridge was replaced with an O-BF2-O bridge in the absence of acid 
for cobalt, nickel, and iron complexes.3,18,21  For complexes without any O-H-O bridges, the 
Nernstian shift under acidic conditions was no longer observed.8,18  Scheme 4.1 depicts the 
proposed initial steps of the hydrogen production mechanism for cases without ligand 
protonation (top row) and with ligand protonation (bottom row), where M…H denotes a ligand-
protonated species.  Additional steps, such as the reduction of the MIII-hydride to a MII-hydride, 
may be required prior to hydrogen production.  Understanding the impact of oxime bridge 
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modification and protonation is critical for the design of more effective molecular 
electrocatalysts for H2 production. 
In this chapter, we perform a computational investigation of diimine-dioxime (complexes 
1-2) and diglyoxime (complexes 3-5) electrocatalysts, as depicted in Chart 4.1.  Some of these 
complexes, such as the cobalt and nickel diimine-dioxime complexes,18 have been studied 
experimentally.  Our calculations are consistent with these previous experimental studies and 
provide a comprehensive analysis that examines several complexes, such as the asymmetric 
cobalt diglyoxime complex 4-Co, which have not yet been studied experimentally.  Our 
calculations also provide insight into the physical basis for the observed trends as well as the 
mechanistic implications.  For each complex in Chart 4.1, we calculate the MII/I reduction 
potential both with and without ligand protonation.  This reduction potential often corresponds to 
the catalytic wave in cyclic voltammetry and therefore is related to the overpotential required for 
H2 evolution.5,13,14,16,18  Thus, a less negative MII/I reduction potential typically requires a lower 
operating potential for these electrocatalysts.  Note that under certain conditions, H2 evolution 
can occur at the MIII/II-hydride or MI/0 potentials, which are not shown in Scheme 4.1.17,21  We 
also calculate the relative pKa’s associated with ligand protonation, which leads to an anodic shift 
of the MII/I reduction potential (i.e., the MII/I…H potential is more positive than the MII/I 
potential), and the relative pKa’s associated with forming metal hydrides, which are key 
intermediates for H2 production.  Consistent with previous experimental studies on some of these 
complexes,5,18,21 our calculations indicate that asymmetric cobalt, nickel, and strongly electron 
withdrawing substituted iron compounds are effective H2 evolution catalysts. 
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II. Computational methods 
The computational methods used to calculate reduction potentials and pKa’s have been 
described in detail elsewhere.16  Each complex was optimized in the gas phase with density 
functional theory (DFT) with the B3P86 functional22,23 and 6-311+G(d,p) basis set24-28 using 
Gaussian 09.29  Gas phase reaction free energies included zero point energy and entropic 
contributions from the vibrational frequencies at T=298.15 K.  Solvation free energies were 
calculated with the conductor-like polarizable continuum model (C-PCM)30,31 using Bondi radii32 
and including nonelectrostatic interactions resulting from dispersion,33,34 repulsion,34 and cavity 
formation.35  The B3P86 functional has been shown to accurately reproduce first-row transition 
metal complex geometries,36 and optimizations in the presence of solvent do not significantly 
affect the geometry.  Reduction potentials and pKa’s were calculated relative to related, 
experimentally studied reference complexes to eliminate systematic computational errors arising 
from limitations in the basis set and exchange-correlation functional. 
Benchmarking of this computational procedure has been presented elsewhere,37-40 
including applications to cobaloximes.16,17  All complexes were calculated as low-spin, as 
indicated by various experimental analyses.21,41-44  Optimized gas phase M–N bond lengths are in 
excellent agreement (within 0.04 Å) with the available crystal structures, as shown in Table 4.1.  
Optimizations were performed with two axial solvent ligands for CoII and FeII, one solvent 
ligand for CoI, FeI, and CoIIIH, and no solvent ligands for NiII and NiI.  These choices were based 
on the following experimental crystal structures:5,8,18,20  
1. CoII(dpgBF2)2 (dpg = diphenylglyoxime) has two axial acetonitrile ligands5 
2. CoI(dpgBF2)2 has one axial acetonitrile ligand5 
3. CoII(DO)(DOH)pn (1-Co) has two axial water ligands8 
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4. FeII(dmgBF2)2 (5-Fe) has two axial acetonitrile ligands20 
5. NiII(DO)(DOH)pn (1-Ni) has no axial ligands18 
and by optimizations of each complex with varying numbers of solvent ligands to determine how 
many ligands could be bound in stable configurations.  The following Fe and Ni speices exhibit 
ligand dissociation upon optimization: FeI(dmgBF2)2(CH3CN)2, NiII(DO)(DOH)pn(CH3CN)2, 
NiI(DO)(DOH)pn(CH3CN)2, NiI(DO)(DOH)pn(CH3CN), NiII(DO)2(BF2)pn(CH3CN)2, 
NiI(DO)2(BF2)pn(CH3CN)2, andNiI(dmgBF2)2(CH3CN)2. 
In principle, FeI could have two axial acetonitrile ligands, but optimizations of 
FeI(dmgBF2)2(CH3CN)2 resulted in dissociation of one ligand, and typical FeI complexes are 
five-coordinate.  Since NiII has no axial solvent ligands, the NiI complex is not expected to have 
axial solvent ligands.  Highly reduced 4-coordinate complexes could adopt a distorted tetrahedral 
geometry, but the diimine-dioxime and diglyoxime macrocycles are inherently planar, and all 
complexes remained in the square planar geometry upon optimization.  Ligand loss is presumed 
to occur during the CoII/I and FeII/I reduction, as observed in the crystal structures of Co(dpgBF2)2 
and determined for Co(dmgBF2)2 (5-Co) in acetonitrile.16  Reduction of the NiII species at 298.15 
K could result in a low-spin ligand-radical species, NiIIL!, rather than NiI, as indicated by refs 
41-43.  Inspection of the natural bond orbitals shows the unpaired electron localized on the 
nickel center for all calculated NiI complexes, and the experimental reduction potentials for 
Ni(DO)(DOH)pn (1-Ni) and Ni(DO)2(BF2)pn (2-Ni) taken from ref 18 were interpreted as NiII/I. 
The following complexes were synthesized with different axial ligands that are thought to 
exchange with the solvent: 
1. Co(DO)(DOH)pn (1-Co) in acetonitrile and water: synthesized with axial bromide 
ligands 
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2. Co(dmgH)2 (3-Co) in acetonitrile: synthesized with axial water ligands 
3. Co(dmgBF2)2 (5-Co) in water: synthesized with axial acetonitrile ligands 
The presence of axial bromide ligands has been shown to cathodically shift reduction potentials 
of Co(TIM) in acetonitrile when compared to axial acetonitrile ligands.  The CoII/I reduction 
potential of Co(TIM) in acetonitrile was cathodically shifted 20 mV, 50 mV, and 70 mV for the 
methyl-substituted, trans-methyl-phenyl-substituted, and phenyl-substituted complexes, 
respectively.5  The axial ligands of the complexes studied in this work, however, are expected to 
exchange with solvent. 
 
III. Results and discussion 
The CoII/I reduction potentials calculated in acetonitrile and water are given in Table 4.2.  
In acetonitrile, the calculated CoII/I reduction potentials are in excellent agreement with the 
experimental values.  In water, the calculated reduction potential of complex 5-Co is in 
reasonable agreement with the experimental peak potential.  Note that some experimental 
reduction potentials pertain to molecules that were synthesized with different axial ligands, 
although these ligands are thought to be replaced by solvent ligands in solution.  An anodic shift 
of ~300 mV is observed when the O-H-O bridge is replaced with an O-BF2-O or propane bridge 
in both acetonitrile and water (i.e., 1-Co ! 2-Co, 3-Co ! 4-Co, 4-Co ! 5-Co, 3-Co ! 1-Co, 
4-Co ! 2-Co).  In acidic solution, protonation at the glyoxime bridge also results in an anodic 
shift in both acetonitrile and water.  For all catalysts except complex 3-Co, the Nernstian 
response due to ligand protonation [i.e., Eo(CoII/I) ! Eo(CoII/I…H) in Table 4.2]  is slightly 
greater than the effect of modifying the oxime bridge.  Figure 4.1 depicts the structural changes 
that occur upon ligand protonation and reduction of complex 1-Co. 
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We calculated the pKa’s associated with protonation of the ligand or protonation at the 
CoI center to form a CoIII-hydride species.  The former are denoted “ligand pKa’s” (Co…H), and 
the latter are denoted “metal pKa’s” (CoH).  Figure 4.2 depicts these pKa’s in acetonitrile (Table 
4.3) and water (Table 4.4) relative to the ligand pKa of complex 1-Co, which has been shown to 
exhibit a Nernstian response in the presence of certain acids in acetonitrile and water.8,18  In 
acetonitrile, complex 1-Co exhibits a Nernstian shift in the presence of anilinium 
tetrafluoroborate (pKa = 10.7), but not in the presence of trifluoroacetic acid (pKa = 12.7),18 
suggesting that the pKa of zero in Figure 4.2 is in the range of 10.7!12.7 pKa units in acetonitrile. 
For ligand protonation, the pKa’s were calculated by adding a proton to the O-H-O bridge 
of complexes 1-Co, 3-Co, and 4-Co, and to the O-BF2-O bridge of complexes 2-Co and 5-Co.  
Qualitatively, a larger relative pKa corresponds to a greater thermodynamic probability of ligand 
protonation by a specified acid.  Thus, positive relative pKa’s indicate that ligand protonation by 
an acid known to protonate reference complex 1-Co (i.e., an acid with pKa ! 10.7 in acetonitrile) 
is thermodynamically favorable.  Compounds with slightly negative relative pKa’s can still 
become protonated, as long as a strong enough acid is used.  The extremely negative values of 
the calculated relative pKa’s for ligand protonation of complexes 2-Co and 5-Co suggest that 
protonation at the O-BF2-O bridge is significantly less thermodynamically favorable than 
protonation at the O-H-O bridge of complex 1-Co both before (black lines in Figure 4.2) and 
after (blue lines) reduction.  These values are consistent with experiments that indicate a lack of 
Nernstian shift for complexes 2-Co and 5-Co in the presence of p-cyanoanilinium (pKa = 7.6) 
and tosic acic (pKa ~8.4) in acetonitrile.5,18  Protonation of complex 1-Co at the oxime nitrogen 
(lower purple line) or the imine nitrogen (upper purple line) is also thermodynamically less 
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favorable in acetonitrile, consistent with the cyclic voltammograms of methyl-substituted 
Co(TIM) that showed no Nernstian shift in the presence of tosic acid.5 
We also considered the possibility of protonation at both O-H-O bridges for complex 3-
Co.  The relative pKa’s for the second ligand protonation of complex 3-Co in acetonitrile are –
0.6 for CoII (lower dashed line in Figure 4.2) and 7.7 for CoI (upper dashed line), suggesting that 
ligand protonation is thermodynamically favorable at both O-H-O bridges by an acid known to 
protonate reference complex 1-Co.  For this doubly protonated species, the CoII/I reduction 
potential is –0.63 V vs Fc+/Fc in acetonitrile, which is more positive than the value for the singly 
protonated species (–1.1 V vs Fc+/Fc in acetonitrile). Thus, the calculations predict that 
protonation of both O-H-O bridges would lead to a significantly greater anodic shift than 
observed for the singly protonated species (i.e., 800 mV vs 300 mV).  However, experimental 
evidence suggests that diglyoximes with two O-H-O bridges degrade in acidic solution, possibly 
due to weakening of the hydrogen bonding in the glyoximato macrocycle.  Note that even under 
neutral or basic pH conditions, photochemical experiments of cobaloximes with dmgH ligands 
undergo decomposition, suggesting that alternative degradation pathways exist.45-47  Therefore, 
asymmetric cobalt complexes with a single O-H-O bridge are predicted to be effective and stable 
electrocatalysts. 
We also calculated the metal pKa’s, which are associated with protonation at the CoI 
center to form a CoIII-hydride species, both with and without the ligand protonated.  The metal 
pKa’s of the CoIII-hydrides without ligand protonation (red lines in Figure 4.2) are greater than 
the ligand pKa’s of the ligand-protonated CoI species (blue lines), indicating that an 
intramolecular proton transfer from the oxime bridge to the metal center is thermodynamically 
favorable (i.e., the diagonal arrow in Scheme 4.1).  However, this intramolecular proton transfer 
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may be hindered by a large energetic barrier, although nearby solvent molecules could 
potentially assist in the proton transfer mechanism.  Moreover, the relative pKa for ligand 
protonation of the CoIII-hydride (i.e., CoIIIH…H, lower green lines in Figure 4.2) is !3.1 for 
complex 1-Co and !0.3 for complex 4-Co, suggesting that the ligand-protonated CoIII-hydride 
species could form after intramolecular proton transfer.  Alternatively, the relative metal pKa’s of 
the ligand-protonated CoIII-hydride species (i.e., CoIIIH…H, upper green lines in Figure 4.2) are 
positive, signifying that the metal center of the ligand-protonated species could also be 
protonated directly by an acid in solution known to protonate the reference complex 1-Co.  
Overall, these calculations predict that a ligand-protonated CoIII-hydride intermediate will be 
formed along the H2 production pathway in the presence of sufficiently strong acids for 
complexes 1-Co and 4-Co. 
While the relative metal pKa’s of the ligand-protonated CoIII-hydride species (upper green 
lines in Figure 4.2) of complexes 2-Co and 5-Co are positive, these species are unlikely to form 
in solution.   Experiments indicate that the CoII species are not protonated for these complexes, 
so CoI…H is not generated by the electrochemical CoII/I reduction.5,18  Formation of CoIIIH (red 
lines) is much more thermodynamically favorable than formation of CoI…H (blue lines), 
indicating that CoIIIH will form preferentially over CoI…H after reduction.  Furthermore, ligand 
protonation after the formation of CoIIIH is associated with extremely negative relative pKa’s for 
complexes 2-Co and 5-Co (lower green lines).  Thus, for complexes 2-Co and 5-Co, these 
calculations predict that H2 evolution will proceed through a CoIII-hydride without ligand 
protonation under typical experimental conditions.  For all complexes studied, the CoIII-hydride 
species can produce hydrogen bimetallically or monometallically, and in many cases, it may be 
further reduced to a CoII-hydride species prior to hydrogen evolution.14-16 
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To investigate the impact of the metal center on these trends, we calculated the FeII/I and 
NiII/I reduction potentials in acetonitrile, as given in Table 4.5.  The calculated anodic shift of the 
NiII/I reduction potential upon replacing the O-H-O bridge in complex 1-Ni with O-BF2-O (i.e., 
1-Ni ! 2-Ni) is 360 mV, which is in qualitative agreement with the experimentally observed 
shift of 250 mV for this catalyst.18  The analogous calculated anodic shift for complex 4-Ni (i.e., 
4-Ni ! 5-Ni) is of similar magnitude, but this species has not been studied experimentally.  The 
calculated FeII/I reduction potential shifts 620 mV anodically when the O-H-O bridge of complex 
1-Fe is replaced with an O-BF2-O bridge (i.e., 1-Fe ! 2-Fe).  This shift is in good agreement 
with the ~640 mV anodic shift in the FeII/I couple observed in cyclic voltammetry when the O-H-
O bridge of Fe(dArFg2H-BF2) (dArFg = dipentafluorophenylglyoxime) is replaced with O-BF2-
O.21   
In terms of ligand protonation, the calculations indicate that protonation of the O-H-O 
bridge results in a 420 mV anodic shift of the FeII/I reduction potential for complex 1-Fe and an 
average 665 mV anodic shift of the NiII/I reduction potential for complexes 1-Ni and 4-Ni.  The 
calculated NiII/I reduction potential of ligand-protonated complex 1-Ni is 360 mV more positive 
than the experimental peak potential in the presence of three equivalents of p-cyanoanilinium,18 
suggesting that the complex requires a stronger acid for complete ligand protonation.  In contrast 
to the nickel and cobalt complexes, the anodic shift of the FeII/I reduction potential due to ligand 
protonation of complex 1-Fe is less than the anodic shift due to replacement of the O-H-O bridge 
with O-BF2-O (420 mV vs 620 mV shift).  This trend is also observed experimentally for the 
FeII/I reduction potentials of Fe(dArFg2H-BF2) and Fe(dArFgBF2)2.21 
Typically iron diimine-dioxime and diglyoxime electrocatalysts require large 
overpotentials, rendering these catalysts ineffective for H2 production.  Of the iron complexes 
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studied herein, complex 2-Fe has the least negative FeII/I potential at –2.02 V vs Fc+/Fc, which 
requires more than an additional volt of overpotential compared to effective cobaloxime 
electrocatalysts.  Previously, Rose et al. showed that the strongly electron withdrawing 
substituents of Fe(dArFgBF2)2 and Fe(dArFg2H-BF2) lead to operating potentials of –0.9 V and –
0.8 V vs SCE, respectively, in CH2Cl2.21  In this case, the asymmetric Fe(dArFg2H-BF2) operates 
at a more positive potential than Fe(dArFgBF2)2 because it catalyzes H2 through a different 
mechanism.  The substituents are so strongly electron withdrawing in Fe(dArFgBF2)2 that the 
catalytic peak is identified as the FeI/0 couple, presumably because the FeI complex cannot 
become protonated to form an FeIII-hydride.    According to this analysis, the replacement of one 
O-BF2-O bridge with an O-H-O bridge decreases the ligand electron withdrawing effect enough 
that FeI can become protonated, thus allowing Fe(dArFg2H-BF2) to catalyze H2 evolution at the 
more positive FeII/I couple.  Therefore, asymmetric iron complexes with strongly electron 
withdrawing substituents are also effective H2 evolution electrocatalysts. Note that while 
complex 5-Fe has been characterized experimentally,20 complexes 3-Fe and 4-Fe, with one or 
two O-H-O bridges, have not been synthesized and may not be stable without strongly electron 
withdrawing substituents. 
 
IV. Conclusions 
In this Chapter, we examined the impact of ligand modification and protonation on the 
MII/I reduction potentials for cobalt, nickel, and iron diimine-dioxime and diglyoxime complexes.  
Our objective was to identify catalysts with a less negative MII/I reduction potential, which 
typically determines the required overpotential for H2 evolution.  The anodic shift of the MII/I 
reduction potential is greater upon protonation of the O-H-O bridge than upon replacement of an 
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O-H-O bridge with the more electron withdrawing O-BF2-O or propane bridge for cobalt and 
nickel complexes, but the opposite trend is observed for iron complexes.  These results suggest 
that the optimal cobalt and nickel catalysts have two O-H-O bridges, while the optimal iron 
catalysts have O-BF2-O and propane bridges.  Catalysts with two O-H-O bridges have been 
found to degrade in acidic solution, however, suggesting that the optimal cobalt and nickel 
catalysts are asymmetric with a single O-H-O bridge.  Asymmetric iron complexes with a single 
O-H-O bridge and strongly electron withdrawing substituents are also expected to catalyze H2 
evolution at less negative potentials than those with two O-BF2-O and propane bridges but for a 
different reason. Strongly electron withdrawing substituents allow iron complexes to operate at 
modest potentials but can lead to a different mechanism in which the required overpotential is 
determined by the FeI/0 instead of the FeII/I reduction potential.  Limiting the ligand electron 
withdrawing effect by synthesizing iron complexes with a single O-H-O bridge can retain the 
original mechanism and thus lead to a lower required overpotential. 
The calculations also provided insight into aspects of the hydrogen production 
mechanism for the various complexes.  Specifically, the calculated relative pKa’s associated with 
protonation of the ligand or protonation at the CoI metal center to form a CoIII-hydride identified 
the thermodynamically preferred pathways.  In the presence of sufficiently strong acids, 
complexes 1-Co and 4-Co are expected to follow the lower pathway in Scheme 4.1, starting with 
a ligand-protonated CoII species, followed by reduction to the ligand-protonated CoI species, 
followed by either intramolecular proton transfer to the metal center (diagonal arrow), which 
may be prohibited by a high barrier, or proton transfer from an acid directly to the metal center 
(horizontal arrow), leading to a CoIII-hydride species that is likely ligand-protonated.  Under 
similar acidic conditions, complexes 2-Co and 5-Co are expected to follow the upper pathway in 
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Scheme 4.1, starting with CoII/I reduction without ligand protonation, followed by protonation at 
the metal center to form the CoIII-hydride species, which is unlikely to be ligand-protonated.  In 
all of these schemes, the CoIII-hydride species may be further reduced to a CoII-hydride species 
prior to hydrogen evolution. 
These results indicate that asymmetric cobalt, nickel, and strongly electron withdrawing 
substituted (e.g., highly fluorinated) iron complexes with a single O-H-O bridge will be effective 
hydrogen evolution electrocatalysts.  Calculations of cobalt complexes in water show similar 
trends as in acetonitrile.  The predictions generated from this study of O-H-O bridge 
modification and protonation, together with our previous study on electron withdrawing 
substituents,17 can be used to tune the reduction potentials of these electrocatalysts.  These 
insights are important for the design of efficient aqueous-based hydrogen evolving catalysts with 
minimal required overpotentials. 
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V. Charts, Schemes, Tables, and Figures 
 
 
Chart 4.1. Metal Oxime Complexes 
 
 
 
 
 
Scheme 4.1. Initial Steps of H2 Evolution Mechanism 
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Table 4.1: Selected Optimized Bond Lengthsa 
 
Complex Solvent M–L b M–Nimine Reference 
CoII(DO)(DOH)pn (1-Co) H2O 2.36 (1.91) 1.91 (1.92) ref 8 
NiII(DO)(DOH)pn (1-Ni) CH3CN N/A 1.89 (1.88) ref 18 
FeII(dmgBF2)2 (5-Fe) CH3CN 1.90 (1.89) 1.90 (1.94) ref 20 
a Values given in Angstroms.  Values in parentheses are experimental distances obtained from 
crystal structures provided in the indicated reference. 
b Distance is from metal to O or N of axial solvent ligand. 
 
 
 
Table 4.2: Calculated CoII/I Reduction Potentialsa 
 Eo(CoII/I) Eo(CoII/I…H)b 
 Acetonitrile 
1-Co –1.11 (–1.11)c –0.73 (ca. –0.78)d 
2-Co –0.83 (–0.84) –0.46
 
3-Co –1.43 (–1.48) –1.11 
4-Co –1.03 –0.71 
5-Co –0.80 (–0.93) –0.52 
 Water 
1-Co –1.09 –0.70 (–0.70)c 
2-Co –0.77 –0.41 
4-Co –1.04 –0.72 
5-Co –0.81 (ca. –0.65) –0.36 
 
a Values given in Volts vs Fc+/Fc in acetonitrile and Volts vs SCE in water.  Values in 
parentheses are experimental from ref 18 in acetonitrile and ref 8 in water.  b Protonation occurs 
at the O-BF2-O bridge for complexes without an O-H-O bridge and  at the O-H-O bridge 
otherwise.  c E1/2(CoII/I) for complex 1-Co in acetonitrile [or Ep(CoII/I) in water at pH 1.2] is the 
reference for complexes in acetonitrile [or water] and agrees with experiment by construction.  d 
Experimental value is Ep(CoII/I) with p-cyanoanilinium.18 
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Table 4.3: Relative pKa’s of Cobalt Complexes in Acetonitrilea 
 
 CoII…H CoI…H CoIIIH CoIIIH…H CoIIIH…H 
1-Co 0.0b 6.4 14.6 5.0 –3.1 
2-Co –15.1 –8.8 8.5 –0.1 –17.4 
3-Co 4.6 10.0 18.4 11.3 2.8 
4-Co 3.5 8.9 15.0 5.8 –0.3 
5-Co –13.1 –8.3 9.5 0.2 –17.7 
a Values are in pKa units in acetonitrile.  Ligand protonation occurs at the O-BF2-O bridge for 
complexes without an O-H-O bridge and at the O-H-O bridge otherwise.  The bold H is the 
proton removed for the calculation.  b pKa’s are relative to the pKa of protonated 1-Co. 
 
 
Table 4.4: Relative pKa’s of Cobalt Complexes in Watera 
 
 CoII…H CoI…H CoIIIH CoIIIH…H CoIIIH…H 
1-Co 0.0b 6.6 16.2 7.1 –2.5 
2-Co –16.7 –10.6 10.2 1.5 –19.3 
4-Co 2.1 7.6 15.1 6.7 –0.8 
5-Co –16.7 –9.0 9.0 1.1 –16.9 
a Values are in pKa units in water.  Ligand protonation occurs at the O-BF2-O bridge for 
complexes without an O-H-O bridge and at the O-H-O bridge otherwise.  The bold H is the 
proton removed for the calculation.  b pKa’s are relative to the pKa of protonated 1-Co. 
 
 
Table 4.5: Calculated FeII/I and NiII/I Reduction Potentialsa 
 Eo(FeII/I) Eo(FeII/I…H)b 
1-Fe –2.64 –2.22 
2-Fe –2.02 N/A 
5-Fe –2.13 (ca. –2.13)c N/A 
 Eo(NiII/I) Eo(NiII/I…H)b 
1-Ni –1.22 (–1.22)c –0.59 (ca. –0.95)d 
2-Ni –0.86 (–0.97) N/A 
4-Ni –1.29 –0.59 
5-Ni –0.97 N/A 
 
a Values given in Volts vs Fc+/Fc in acetonitrile.  Values in parentheses are experimental from 
ref 20 (shifted from SCE with –0.38 V)48 for Fe and ref 18 for Ni.  b Protonation occurs at the O-
H-O bridge.  c E1/2(MII/I) for complexes 5-Fe and 1-Ni in acetonitrile were the references for Fe 
and Ni complexes, respectively, and agree with experiment by construction.  d Experimental 
value is Ep(NiII/I) with p-cyanoanilinium.18  
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Figure 4.1. Gas phase optimized Co(DO)(DOH)pn complex (1-Co) with and without ligand 
protonation for the oxidized and reduced states.  The O-H-O bridge is circled for clarity. 
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Figure 4.2. Calculated pKa’s of cobalt complexes in acetonitrile (solid and long dashed lines) 
and water (short dashed lines) relative to the pKa of ligand-protonated 1-Co in the specified 
solvent.  The bold H is the proton removed to calculate the pKa.  Ligand protonation is denoted 
Co…H and protonation at the metal center to form a metal-hydride is denoted CoH.  Ligand 
protonation occurs at the O-H-O bridge for complexes 1-Co, 3-Co, and 4-Co, and at the O-BF2-
O bridge for complexes 2-Co and 5-Co, except where specified otherwise.  Experimental 
studies18 suggest that zero relative pKa in this figure corresponds to a value in the range 10.7–
12.7 pKa units in acetonitrile.  For complexes 1-Co and 4-Co, the CoII species is expected to 
have a protonated ligand prior to reduction (black lines), followed by protonation of the ligand-
protonated CoI species (blue lines) at the metal center to form the ligand-protonated CoIII-hydride 
species (upper green lines).   For complexes 2-Co and 5-Co, the CoII species is not expected to 
have a protonated ligand prior to or subsequent to CoII/I reduction, leading to the CoIII-hydride 
species without ligand protonation (red lines).  Complex 3-Co is not stable in acidic solution, 
most likely due to double ligand protonation (dashed black lines). 
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 Chapter 5: Cobalt Dithiolenesa 
 
The design of efficient hydrogen-evolving catalysts based on earth-abundant materials is 
important for developing alternative renewable energy sources.  A series of four hydrogen-
evolving cobalt dithiolene complexes in acetonitrile-water solvent is studied with computational 
methods.  Co(mnt)2 (mnt = malenitrile-2,3-dithiolate) has been shown experimentally to be the 
least active electrocatalyst (i.e., to produce H2 at the most negative potential) in this series, even 
though it has the most strongly electron withdrawing substituents and the least negative CoIII/II 
reduction potential.  The calculations provide an explanation for this anomalous behavior in 
terms of protonation of the sulfur atoms on the dithiolene ligands after the initial CoIII/II 
reduction.  One fewer sulfur atom is protonated in the CoII(mnt)2 complex than in the other three 
complexes in the series.  As a result, the subsequent CoII/I reduction step occurs at the most 
negative potential for Co(mnt)2.  According to the proposed mechanism, the resulting CoI 
complex undergoes intramolecular proton transfer to form a catalytically active CoIII-hydride that 
can further react to produce H2.  Understanding the impact of ligand protonation on 
electrocatalytic activity is important for designing more effective electrocatalysts for solar 
devices. 
 
I. Introduction 
Direct solar-to-fuel energy conversion processes with earth-abundant materials are of 
great importance for meeting global energy demands.  Many proposed water-splitting devices 
require hydrogen-evolving catalysts that can perform efficiently in aqueous conditions.  
                                                 
a Reproduced with permission from Solis, B. H.; Hammes-Schiffer, S. J. Am. Chem. Soc. 2012, 134, 15253.  
Copyright 2012 American Chemical Society. 
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Cobaloxime catalysts have been shown to evolve hydrogen electrochemically at relatively low 
overpotentials1,2 and photochemically with reasonable activity.3-12  Most experiments with these 
catalysts were performed in nonaqueous solvents,13-17  prompting more recent studies in aqueous 
media.13  Computational methods have also been employed to characterize the physical 
properties and mechanisms of cobaloxime electrocatalysts.14-17 
Recently, a series of cobalt dithiolene complexes [Co(bdt)2 (bdt = benzene-1,2-dithiolate) 
(1), Co(tdt)2 (tdt = toluene-3,4-dithiolate) (2), Co(Cl2bdt)2 (Cl2bdt = 3,6-dichloro-bdt) (3), and 
Co(mnt)2 (mnt = maleonitrile-2,3-dithiolate) (4)], depicted in Chart 5.1, has been shown to 
evolve hydrogen in 1:1 (v:v) CH3CN:H2O.18,19  The reduction potentials of the [CoL2]–/[CoL2]2– 
couple (i.e., the CoIII/II reduction potentials) for these catalysts are ordered according to the 
electron withdrawing character of the dithiolene substituents: 4>3>1>2, where complex 4 
exhibits the least negative reduction potential.  Moreover, based on the turnover frequencies 
measured photochemically, the photocatalytic activity of these complexes follows the same 
order, where complex 4 is the most active photocatalyst.  In contrast, the electrocatalytic data 
obtained upon addition of trifluoroacetic acid indicate a different ordering of the reduction 
potentials associated with the catalytic wave: 3>1>2>4, where complex 4 operates at the most 
negative potential.  Since electrocatalytic activity is typically measured by the operating 
overpotential, these results show that complex 4 is the least active electrocatalyst.  Thus, 
complex 4 produces hydrogen at the most negative potential, even though its CoIII/II reduction 
potential is the least negative. 
In this chapter, we investigate this series of cobalt dithiolene complexes computationally 
to provide an explanation for the anomalous behavior of complex 4.  Previous studies indicated 
that cobalt dithiolene complexes have mixed metal-ligand character frontier orbitals,20,21 
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suggesting that protonation could occur at the ligands as well as the cobalt center.19  We examine 
the possibility of both ligand and metal protonation along the reaction pathways for hydrogen 
evolution by calculating the reduction potentials and relative pKa’s for the various species.  Our 
calculations suggest that ligand protonation at one or two sulfur atoms may occur directly after 
the initial electrochemical reduction.  Due to differences in the strengths of the electron 
withdrawing groups on the dithiolene ligands, one more sulfur atom is protonated in complexes 
1-3 than in complex 4.  As a result, the subsequent reduction step occurs at a more negative 
potential for complex 4 than for complexes 1-3.  According to this analysis, complex 4 is the 
least active electrocatalyst because of a lower degree of ligand protonation.  
 
II. Computational methodology 
We calculated the reduction potentials and relative pKa’s with density functional theory 
(DFT).  The reaction free energy for reduction or deprotonation of a molecule in solution was 
calculated at T = 298.15 K including contributions from zero-point energy and entropy.  We used 
isodesmic reactions to eliminate systematic computational errors in the DFT calculations due to 
limitations in the basis set and exchange-correlation functional.  In this approach, the reduction 
potentials and pKa’s are calculated relative to a specified reference reaction, thereby eliminating 
the need to calculate the free energy of a proton in solution.6,7   
For each complex, we performed geometry optimizations for all possible protonation 
sites and spin states and calculated the reduction potentials and pKa’s for the states with the 
lowest free energy.  The structures were optimized with DFT using Gaussian 09 at the B3P86/6-
311+G(d,p) level of theory in solution.22  Additional calculations with the 6-311+G(2d,p) basis 
set lead to virtually identical results.  Solvent effects were described with the conductor-like 
 96 
polarizable continuum model14b,14c (C-PCM) including non-electrostatic interactions resulting 
from dispersion, repulsion, and cavity formation.  Experiments were carried out in a 1:1 (v:v) 
CH3CN:H2O solution, which has an experimental dielectric constant of !o ! 50.23  We used an 
average of 1/! for acetonitrile and water to give !o = 49 and !" = 1.79.  Although the C-PCM 
method was not designed to treat mixed solvents, the qualitative trends are the same in pure 
water, pure acetonitrile, and mixed solvent. 
 
III. Results and discussion  
The monoanion cobalt dithiolenes are planar and correspond to triplet states, as shown by 
X-ray absorption spectroscopy.19,24  Complex 4 is known to form a dimer in solution but has 
been shown to exist primarily as a monomer after initial reduction to the dianion.19,25  Our DFT 
calculations of relative free energies are consistent with experiment in that the triplet monoanion 
is the thermodynamically favored spin state for all four complexes.  The primary formal 
oxidation state of the cobalt center in the monoanion is CoIII, although some CoII character is 
present due to resonance forms.24,25  The optimized Co–S and S–C bond lengths agree with the 
crystal structures18,19 for the triplet monoanions within 0.03 Å, as shown in Table 5.1.  The 
doublet and quartet states of the dianion, formally CoII, are nearly degenerate.  While there is 
evidence that CoII exists as a doublet in the gas phase,20 solvation could cause the quartet state to 
predominate.26  Given this importance of solvation effects, all geometry optimizations were 
performed in solvent.  The doublet CoII species remained planar upon optimization, while the 
quartet CoII adopted a tetrahedral geometry.  The quartet CoII was calculated to have the lowest 
free energy in solution for all four complexes.  The thermodynamically favored CoI species was 
found to be a tetrahedral triplet, while the thermodynamically favored CoIII-hydride species was 
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found to be a square pyramidal singlet.  Note that a water or acetonitrile ligand could occupy the 
sixth octahedral site in singlet CoIII-hydride.  The pKa’s for complex 1 with these axial ligands 
were calculated and indicate a relatively small effect. 
The calculated reduction potentials and corresponding experimental values are given in 
Table 5.2.  Additional reduction potential calculations performed with varying basis sets and 
solvents are given in Tables 5.3-5.4.  Cyclic voltammetry experiments showed that in the 
absence of acid, the initial CoIII/II reduction potentials range from –0.04 V to –0.70 V vs SCE 
with the ordering 4>3>1>2.19  A second peak was observed for complex 4, corresponding to the 
CoII/I couple.  The other complexes did not exhibit a second peak before irreversible reduction of 
solvent/electrolyte.  Table 5.2 illustrates that the calculated values are in excellent agreement 
with the corresponding experimental values.  Note that the ordering of these reduction potentials 
is correlated with the strength of the electron withdrawing substituents on the dithiolene ligands. 
Cyclic voltammetry experiments indicate that the reduction potential of the catalytic 
wave is more negative for complex 4 than for complexes 1-3, with an ordering of 3>1>2>4.  This 
ordering is not consistent with the ordering of the CoIII/II reduction potentials in the absence of 
acid or the degree of electron withdrawing character of the substituents.  Specifically, complex 4 
has the least negative CoIII/II reduction potential but the most negative reduction potential 
associated with the catalytic wave.  Our calculations provide an explanation for this discrepancy 
in terms of protonation of the sulfur atoms on the dithiolene ligands.  The calculations indicate 
that more highly protonated complexes are more easily reduced, as expected because of the 
additional positive charge associated with the protons.  This trend suggests that complex 4 is less 
protonated than complexes 1-3 for the reduction step associated with the catalytic wave.  
Moreover, cyclic voltammograms obtained over a range of acidities (Figure S4 in ref 19) 
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indicate that complex 4 is likely protonated to some extent after the initial reduction to the CoII 
dianion because the reduction potential of the catalytic wave is less negative than the CoII/I 
reduction potential in the absence of acid and plateaus at higher acid concentrations.19   
Based on this analysis, we tentatively assign the catalytic wave in cyclic voltammetry to 
the CoII/I couple of the doubly protonated species for complexes 1-3 and the singly protonated 
species for complex 4.  A comparison between the calculated and experimental reduction 
potentials based on these assignments is given in Table 5.2.  For complex 4, the calculated 
Eo[CoII/I–(SH)], where (SH) denotes a protonated sulfur atom, is in much better agreement with 
the experimental reduction potential of the catalytic wave than is the calculated Eo[CoII/I–(SH)2], 
providing support for the assumption that only one sulfur atom is protonated in complex 4.  The 
overall agreement between the calculated and experimental values in Table 5.2 provides further 
support for our assignments, although it is possible that other assignments consistent with the 
data could be found.  The somewhat larger error for complex 4 is probably due to the different 
nature of its maleonitrile substituents compared to the benzene-substituted reference system, as 
well as the difference in degree of protonation. 
Scheme 5.1 presents our proposed mechanisms for the generation of a CoIII-hydride.  
These mechanisms are consistent with the calculated reduction potentials given in Table 5.2 and 
the calculated relative pKa’s given in Figure 5.1.  Calculated pKa’s with axial solvent ligands are 
given in Table 5.5 and do not significantly affect the results.  Qualitatively, a higher pKa 
corresponds to thermodynamically more favorable protonation.  The relative pKa’s for each 
complex are expected to be reliable, but comparisons between complexes may not be 
quantitatively accurate, particularly for complex 4 due to the different nature of its substituents.  
For this mechanism, the pKa of trifluoroacetic acid, which was used in the experiments, is 
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presumed to be within a few pKa units of zero in Figure 5.1 based on experimental data,18,19 
although the computational methods do not allow a quantitatively accurate comparison between 
the pKa’s of the acid and cobalt complexes. 
Cyclic voltammetry experiments showed that the peak corresponding to the CoIII/II couple 
is unaffected upon addition of acid for complex 1,18 suggesting that CoIII is unlikely to be 
protonated.  The calculations are consistent with this experimental observation that the calculated 
relative pKa for protonation of a ligand in CoIII (black lines in Figure 5.1) is lower than the other 
values provided for each complex.27  Thus, we assume that the first step in the mechanism of all 
four complexes is the reduction of the monoanionic CoIII species to the dianionic CoII species. 
After this initial reduction, either one or two sulfur atoms in the dithiolene ligands are 
protonated in the proposed mechanisms.  For complexes 1-3, the dithiolene ligands can be 
doubly protonated (i.e., two sulfur atoms can be protonated), as shown by the relatively high pKa 
values of both blue lines in Figure 5.1.  For complex 4, the protonation of the second sulfur atom 
on the dithiolene ligands is less thermodynamically favorable (lower blue line for complex 4 in 
Figure 5.1) and therefore is unlikely to occur.  Another possibility is that the cobalt center of CoII 
is protonated, leading to a CoIV-hydride (purple lines).  Note that protonation of the cobalt 
(purple lines) is less thermodynamically favorable than protonation of a sulfur on the dithiolene 
ligands (blue lines) for all four complexes in the CoII state.  Further justification of ligand 
protonation is provided by an analysis of the frontier orbitals in Tables 5.6-5.7. 
Following the double protonation of the ligands for complexes 1-3 and the single 
protonation of a ligand in complex 4, the CoII complex is reduced to CoI. The calculated CoII/I 
reduction potentials for all four complexes are consistent with the experimentally measured 
values (Table 5.2).  Protonation of the ligands facilitates the CoII/I reduction, as discussed above. 
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Subsequently, the CoI complex (red lines in Figure 5.1) undergoes intramolecular proton 
transfer to form a CoIII-hydride (green lines).  Based on the relative pKa’s of these complexes, 
this intramolecular proton transfer step is thermodynamically favorable.  Furthermore, the pKa 
difference between the CoIII-hydride and CoI complexes increases with electron-withdrawing 
character of the dithiolene substituents.  Larger pKa differences indicate more 
thermodynamically favorable intramolecular proton transfer, thereby providing one possible 
explanation for complex 4 exhibiting the largest photochemically measured turnover frequency, 
although free energy barriers have not been calculated. 
An alternative scheme (Scheme 5.2) is consistent with experimental data.  This scheme 
differs from Scheme 5.1 in the degree of ligand protonation prior to the CoII/I reduction step.  In 
Scheme 5.2, complexes 1-3 have only a single ligand protonated, rather than two ligands 
protonated, and complex 4 has no ligands protonated, rather than one ligand protonated.  In both 
schemes, complexes 1-3 have one more ligand protonated than does complex 4, leading to the 
more negative reduction potential associated with the catalytic wave for complex 4. 
Comparison between Table 5.8 and Table 5.2 indicates that both schemes lead to 
reasonable agreement between the calculated and experimental reduction potentials.  Note that 
the choice of reference potential is different for the comparison to ipc: in Table 5.2, the reference 
is the doubly protonated complex 1, whereas in Table 5.8, the reference is the singly protonated 
complex 1.  In addition, the CoI center could be protonated intermolecularly from an acid rather 
than intramolecularly.  The relative pKa’s of these species and others are provided in Figure 5.2. 
As in Scheme 5.1, we assume that the first step in the mechanism of all four complexes in 
Scheme 5.2 is the reduction of the monoanionic CoIII species to the dianionic CoII species. After 
this initial reduction, a sulfur atom in a dithiolene ligand is protonated for complexes 1-3 but not 
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for complex 4.  The single protonation of the dithiolene ligand is more favorable for complexes 
1-3 than for complex 4 based on the higher pKa values (top blue lines in Figure 5.1).  Note that 
protonation of the cobalt (purple lines) is less thermodynamically favorable than protonation of a 
sulfur on the dithiolene ligands (blue lines) for all four complexes in the CoII state. 
Following the single protonation of the ligands for complexes 1-3 and no ligand 
protonation for complex 4, the CoII complex is reduced to CoI.  The calculated CoII/I reduction 
potentials for all four complexes are consistent with the experimentally measured values (Table 
5.8).  The difference between the experimentally obtained CoII/I reduction potentials for complex 
4 with and without acid (!1.37 V vs SCE and !1.49 V vs SCE, respectively) may be due to 
electrochemical proton-coupled electron transfer, either concerted electron-proton transfer or 
coupled protonation after the reduction.  (In Scheme 5.1, this difference was attributed to 
protonation of the CoII complex prior to reduction.) 
In the next step of the mechanism of Scheme 5.2, the cobalt center of the CoI complex 
becomes protonated to form a CoIII-hydride. For complexes 1-3, the CoI complex undergoes 
intramolecular proton transfer, whereas for complex 4, the CoI complex is protonated 
intermolecularly from an acid.  The formation of CoIIIH at this point in the cycle is 
thermodynamically favorable because the pKa of CoIIIH (values given in caption of Figure 5.2) is 
much greater than the pKa of CoI–(SH) (upper black lines of Figure 5.2) for complexes 1-3.  Note 
that the formation of CoIIIH for complex 4 (green line) is much more thermodynamically 
favorable than the formation of the CoIV-hydride species earlier in the cycle (purple lines).  
In either Scheme 5.1 or Scheme 5.2, the CoI center could be protonated intermolecularly 
from the acid rather than intramolecularly in the last steps shown in the scheme.  In addition, 
protonation could occur at another sulfur atom on the dithiolene ligands prior to the formation of 
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the CoIII-hydride.  For Scheme 5.1, intermolecular proton transfer from the acid to the cobalt 
center to form the CoIII-hydride (dashed green lines in Figure 5.2) is less thermodynamically 
favorable than additional ligand protonation (dashed red lines).  For Scheme 5.2, intermolecular 
proton transfer from the acid to the cobalt center to form the CoIII-hydride (solid green lines) is 
more thermodynamically favorable than additional ligand protonation (solid red lines).  The 
creation of a CoIII-hydride with a protonated ligand may be advantageous in the subsequent 
production of H2 from the hydride on the cobalt and the proton on the sulfur. 
Many other combinations of these possibilities could occur within either scheme.  
Moreover, complexes 1-3 could follow Scheme 5.1, and complex 4 could follow Scheme 5.2.  
Note that Scheme 5.2 requires two reduction steps without intervening protonation for complex 4 
and assumes that the differences between the experimentally obtained CoII/I reduction potentials 
for complex 4 with and without acid is not due to protonation prior to reduction.  A 
comprehensive investigation of all of these various mechanisms would require the calculation of 
free energy barriers for each proton transfer step, which is beyond the scope of the present study. 
The generation of H2 typically requires a CoIII-hydride intermediate.2,14  The CoIII-hydride 
species could produce H2 by reacting directly with acid to regenerate the CoIII species, by 
reduction to a CoII-hydride species followed by reaction with an acid, or by a bimetallic 
mechanism involving two Co-hydride complexes.  For complexes 1-3, CoIIIH–(SH) could 
produce H2 from the hydride on the cobalt and the proton on the sulfur.  Moreover, additional 
steps involving deprotonation and protonation of the ligands could lead to a multitude of 
alternative pathways toward H2 production.  The examination of these steps is beyond the scope 
of this study. 
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IV. Conclusions 
In this chapter, we used computational methods to investigate the electrochemical 
reaction pathway for hydrogen evolution catalyzed by cobalt dithiolene complexes with varying 
electron withdrawing substituents.  In conjunction with available experimental data, our 
calculations suggest that the reduction potential of the catalytic wave in cyclic voltammetry 
corresponds to Eo[CoII/I–(SH)2] for complexes 1-3 and Eo[CoII/I–(SH)] for complex 4.  Complex 
4 is less likely to have two protonated sulfur atoms because it has the most strongly electron 
withdrawing substituents on the dithiolene ligands.  Our proposed mechanism involves the 
following steps: initial CoIII/II reduction, protonation of the dithiolene ligands in the CoII species, 
CoII/I reduction of the ligand-protonated species, and intramolecular proton transfer within the 
CoI species to form a CoIII-hydride.  The overpotential required for hydrogen evolution is lower 
for complexes 1-3 than for complex 4 because of the positive charge associated with the second 
proton on the dithiolene ligands in complexes 1-3.  We also propose alternative mechanisms in 
which the reduction potential of the catalytic wave in cyclic voltammetry corresponds to 
Eo[CoII/I–(SH)] for complexes 1-3 and Eo[CoII/I] for complex 4.  All of these mechanisms explain 
the experimental observation that complex 4 is the least active electrocatalyst in terms of a lower 
degree of ligand protonation.  Understanding the impact of ligand protonation on electrocatalytic 
activity is important for designing more effective electrocatalytsts for solar devices.  
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V. Charts, Schemes, Tables, and Figures 
 
Chart 5.1.  Cobalt Dithiolene Complexes 
  
(1) Co(bdt)2– (2) Co(tdt)2– 
  
(3) Co(Cl2bdt)2– (4) Co(mnt)2– 
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Scheme 5.1.  Proposed Mechanism for CoIII-hydride Generation 
(1-3) [CoIII]– + e– ! [CoII]2– 
[CoII]2– + 2H+ ! [CoII–(SH)2] 
[CoII–(SH)2] + e– ! [CoI–(SH)2]– 
[CoI–(SH)2]– ! [CoIIIH–(SH)]– 
 
(4) [CoIII]– + e– ! [CoII]2– 
[CoII]2– + H+ ! [CoII–(SH)]– 
[CoII–(SH)]– + e– ! [CoI–(SH)]2– 
[CoI–(SH)]2– ! [CoIIIH]2– 
 
 
 
Scheme 5.2: Alternative Proposed Mechanism for CoIII-hydride Generation 
 
(1-3) [CoIII]– + e– ! [CoII]2– 
[CoII]2– + H+ ! [CoII–(SH)]– 
[CoII–(SH)]– + e– ! [CoI–(SH)]2– 
[CoI–(SH)]2–! [CoIIIH]2– 
 
(4) [CoIII]– + e– ! [CoII]2– 
[CoII]2– + e– ! [CoI]3– 
[CoI]3– + H+ ! [CoIIIH]2– 
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Figure 5.1. Calculated pKa’s of all four complexes relative to the pKa of CoIII(tdt)2–(SH).  The 
bold H is the proton removed to calculate the pKa, and only the protonated sulfurs are shown.  
The species in black correspond to protonation of the initial monoanion, CoIII, which is not 
expected to occur.  Reduction to CoII results in protonation of the dithiolene ligands, shown in 
blue, or the cobalt center, shown in purple.  The latter is less likely due to the lower pKa.  
According to the proposed mechanism, complexes 1-3 are doubly protonated, while complex 4 is 
only singly protonated at the dithiolene ligands due to the low pKa of CoII(mnt)–(SH)2.  After 
further reduction, CoI, shown in red, undergoes intramolecular proton transfer to form CoIII-
hydride, shown in green.  
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Figure 5.2.  Calculated pKa’s of all four complexes relative to the pKa of CoIII(tdt)2–(SH).  The 
bold H is the proton removed to calculate the pKa, and only the protonated sulfurs are shown. 
The protonation of the initial monoanion, CoIII, shown in black, is not expected to occur.  
Reduction to CoII results in protonation of the dithiolene ligands, shown in blue, or the cobalt 
center, shown in purple.  The latter is less likely due to the lower pKa.  According to the 
proposed mechanism in Scheme 5.1, complexes 1-3 are doubly protonated (bottom blue lines), 
while complex 4 is only singly protonated at the dithiolene ligands due to the low pKa of 
CoII(mnt)–(SH)2.  After further reduction, CoI, shown in solid red, undergoes intramolecular 
proton transfer to form CoIII-hydride, shown in solid green.  According to the alternative 
proposed mechanism in Scheme 5.2, complexes 1-3 are singly protonated (upper blue lines), 
while complex 4 remains deprotonated.  After further reduction, CoI, shown in dashed red, 
undergoes intramolecular proton transfer to form ligand deprotonated CoIII-hydride (not shown).  
The pKa’s of CoIIIH for complexes 1-3 are 31.9, 33.3, and 30.6, respectively.  Complex 4 forms 
CoIIIH through intermolecular proton transfer from an acid.
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Table 5.1: Comparison of Calculated Bond Lengths and Crystal Structures for Triplet CoIII a 
 
 1-3 Co–S 4 Co–S b 1-3 S–C 4 S–C b 
Expt.c 2.16 2.18 1.75 1.72 
Calc. 2.19 2.19 1.76 1.73 
a Values are in Angstroms. Complex 4 differs from 1-3 because the structure exists in dimer 
form.  Calculated structures optimized with DFT/B3P86/6-311+G(d,p). 
b Crystal structure is of dimer, while calculation is of monomer. 
c Crystal structures from refs 18 and 19. 
 
 
 
 
Table 5.2. Calculated Reduction Potentialsa 
 
 Eo[CoIII/II] Eo[CoII/I] Eo[CoII/I–(SH)2] Eo[CoII/I–(SH)] 
Complex Calc. Expt. b Calc. Expt. b Calc. Expt. c Calc. Expt. c 
1 –0.64d –0.64 –2.74  –1.21e (–1.21) –1.89  
2 –0.70 –0.70 –2.83  –1.24 (–1.32) –1.96  
3 –0.52 –0.51 –2.51  –1.03 (–0.95) –1.66  
4 N/Af –0.04 –1.43 –1.49 –0.35  –1.13 (–1.37) 
a Values given in Volts vs SCE in 1:1 (v:v) CH3CN:H2O. 
b Experimental E1/2 from ref 19.  
c Experimental ipc from ref 19.  Values in parentheses indicate that we have assigned ipc to 
reduction potentials at different protonation states. 
d Eo[CoIII/II(bdt)2] was used as the reference, so this value agrees by construction, and all other 
reduction potentials without protonation are calculated relative to this value. 
e Eo[CoII/I(bdt)2–(SH)2] was used as the reference, so this value agrees by construction, and all 
other reduction potentials with protonation are calculated relative to this value. 
f CoIII(mnt)2– exists as a dimer, so this value was not calculated. 
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Table 5.3: Additional Reduction Potential Calculations: Eo[CoIII/II] 
 
 Bondi Radii Acetonitrile Water 6-311+G(2d,p) 
Complex Expt.a Calc.b Calc.c Calc.d Calc.e 
1 -0.64 -0.64a -0.64a -0.64a -0.64a 
2 -0.70 -0.71 -0.68 -0.70 -0.69 
3 -0.51 -0.52 -0.53 -0.53 -0.52 
a Experimental reduction potentials are from ref 19 in 1:1 (v:v) CH3CN:H2O.  Eo[CoIII/II(bdt)2] 
was used as the reference in the isodesmic reactions for each type of calculation, so this value 
agrees by construction.  Note that Eo[CoIII/II(bdt)2] was set to the experimental value in 1:1 (v:v) 
CH3CN:H2O and used as the reference in the isodesmic reactions for mixed and pure solvent to 
enable a comparison of relative reduction potentials. 
b Values given in Volts vs SCE in 1:1 (v:v) CH3CN:H2O. Comparison of these results using 
Bondi Radii 28 to those in Table 5.1 using the G09 default UFF29 indicates that the two types of 
C-PCM radii behave similarly for the current systems. 
c Values given in Volts vs SCE in pure CH3CN. 
d Values given in Volts vs SCE in pure H2O.  Comparison of these results to those in Table 5.1 
indicates that the relative reduction potentials calculated in pure solvent and mixed solvent are 
virtually identical. 
e Values given in Volts vs SCE in 1:1 (v:v) CH3CN:H2O.  Additional d functions were added to 
the basis set, whereas the values given elsewhere were calculated with 6-311+G(d,p).  The 
relative reduction potentials with both basis sets are virtually identical. 
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Table 5.4: Additional Reduction Potential Calculations: Eo[CoII/I–(SH)] a 
 
 Main Text Acetonitrile Water 6-311+G(2d,p) 
Complex Calc.b Calc.c Calc.d Calc.e 
1 -1.89a -1.89a -1.89a -1.89a 
2 -1.96 -1.96 -1.96 -1.96 
3 -1.66 -1.66 -1.65 -1.69 
4 -1.13 -1.09 -1.14 -1.18 
a Eo[CoII/I(bdt)2–(SH)2] was used as the reference in the isodesmic reactions for each type of 
calculation.  Eo[CoII/I(bdt)2–(SH)2] was set to the experimental ipc in 1:1 (v:v) CH3CN:H2O and 
used as the reference in the isodesmic reactions for mixed and pure solvent to enable a 
comparison of relative reduction potentials.   
b Values given in Volts vs SCE in 1:1 (v:v) CH3CN:H2O. 
c Values given in Volts vs SCE in pure CH3CN. 
d Values given in Volts vs SCE in pure H2O.  Comparison of these results to those in Table 5.1 
indicates that the relative reduction potentials calculated in pure solvent and mixed solvent are 
virtually identical. 
e Values given in Volts vs SCE in 1:1 (v:v) CH3CN:H2O.  Additional d functions were added to 
the basis set, whereas the values given elsewhere were calculated with 6-311+G(d,p).  The 
relative reduction potentials with both basis sets are virtually identical. 
 
 
 
 
Table 5.5: Relative pKa’s of Complex 1 with Axial Solvent Ligands 
 
Axial Ligand Relative pKa of CoIIIH–(SH) 
None 21.9 
Water 19.9 
Acetonitrile 21.6 
 
 
 
 
Table 5.6: Percent Cobalt Character of SOMOsa 
 
 1 2 3 4 
CoII (S=1/2) 6% 9% 11% 6% 
CoII (S=3/2) 9%, 9%, 0% 9%, 9%, 1% 11%, 11%, 5% 9%, 9%, 1% 
CoI–(SH)2 (S=1) 20%, 21% 20%, 20% 21%, 23% 23%, 22% 
CoI–(SH) (S=1) 22%, 18% 20%, 18% 23%, 21% 17%, 21% 
a The number of SOMOs depends on the spin of the complex.  When numerous SOMOs are 
listed, they are in the order HOMO, HOMO-1, HOMO-2. 
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Table 5.7: Percent Sulfur Character of SOMOsa 
  
 1 2 3 4 
CoII (S=1/2) 13% 9% 8% 15% 
CoII (S=3/2) 17%, 16%, 10% 19%, 16%, 10% 17%, 15%, 9% 15%, 16%, 13% 
CoI–(SH)2 (S=1) 43%, 19% 44%, 19% 26%, 18% 41%, 15% 
CoI–(SH) (S=1) 33%, 20% 21%, 29% 21%, 17% 20%, 21% 
a The number of SOMOs depends on the spin of the complex.  When numerous SOMOs are 
listed, they are in the order HOMO, HOMO-1, HOMO-2.  Percentages are listed for the sulfur 
atom that contributes the most to the orbital. 
 
 
 
 
Table 5.8: Reduction Potentials Calculated for Alternative Mechanism (Scheme 5.2) 
 
 Eo[CoIII/II] Eo[CoII/I] Eo[CoII/I–(SH)] 
Complex Calc. Expt. b Calc. Expt. b Calc. Expt. c 
1 –0.64d –0.64 –2.74  –1.21e (–1.21) 
2 –0.70 –0.70 –2.83  –1.28 (–1.32) 
3 –0.52 –0.51 –2.51  –0.98 (–0.95) 
4 N/Af –0.04 –1.43 –1.49/(–1.37) –0.45  
a Values given in Volts vs SCE in 1:1 (v:v) CH3CN:H2O.  
b Experimental E1/2 from ref 19 in the absence of acid except for value in parentheses for 
complex 4, which is ipc obtained in the presence of acid. 
c Experimental ipc from ref 19.  Values in parentheses indicate that we have assigned ipc to 
reduction potentials at different protonation states. 
d Eo[CoIII/II(bdt)2] was used as the reference in the isodesmic reactions, so this value agrees by 
construction, and all other reduction potentials without protonation are calculated relative to this 
value.  
e Eo[CoII/I(bdt)2–(SH)] was used as the reference in the isodesmic reactions, so this value agrees 
by construction, and all other reduction potentials with protonation are calculated relative to this 
value. 
f CoIII(mnt)2– exists as a dimer, so this value was not calculated. 
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Chapter 6: Outlook 
 
 This dissertation has presented the background, motivation, computational methods, and 
results of my research on the design of molecular hydrogen evolution electrocatalysts.  The key 
results from each chapter are highlighted, with specific comments regarding their impact and 
relevance.  The thesis concludes with a discussion of hydrogen evolution catalyzed by 
metalloporphyrin complexes, as well as directions for future research. 
 
I. Cobaloxime mechanisms 
 It was determined in Chapter 2 that the thermodynamically likely mechanisms for 
hydrogen evolution catalyzed by Co(dmgBF2)2 in acetonitrile with tosic acid was either 
bimetallic through a CoIII-hydride intermediate or monometallic through a CoII-hydride 
intermediate.  This work, together with an independent study by Muckerman and Fujita,1 was the 
first theoretical/computational approach to analyzing the mechanisms of cobaloxime-catalyzed 
hydrogen evolution.  To reach the conclusion that a monometallic pathway is thermodynamically 
feasible, the peak at ca. –1 V vs SCE that was previously assigned as the CoIII/II-hydride couple 
was reassigned to the CoII/I-hydride couple.2  This was in agreement with very recently published 
work by Dempsey, Winkler, and Gray, which asserted that the CoIII-hydride intermediate was not 
as difficult to reduce as previously reported.3  Free energy diagrams were generated from 
calculations that yielded quantitatively accurate results, made so by the use of reference 
reactions.  In addition, the loss of axial solvent ligands upon reduction was accounted for within 
the reference reaction framework.  
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 While not mentioned in the publication of this work, the calculations on Co(dpgBF2)2 in 
acetonitrile also proved interesting.  With phenyl substituents, less electron-donating than 
methyl, the CoIII/II-hydride reduction potential was calculated to be more negative than the CoII/I 
reduction potential.  This result had mechanistic implications, because cyclic voltammograms of 
Co(dpgBF2)2 in acetonitrile showed that hydrogen evolution occurred at the CoII/I reduction 
potential.  The calculations implied that, with weak to moderate acid strength, Co(dpgBF2)2 
catalyzes hydrogen evolution at the CoII/I reduction potential through a bimetallic mechanism in 
which two CoIII-hydride complexes react.  The peak position of a small blip in a cyclic 
voltammogram slightly more negative of the catalytic CoII/I couple closely matched the 
previously calculated CoIII/II-hydride reduction potential, which provided additional evidence in 
the analysis of the mechanism.4 
 The study presented in Chapter 2 on the mechanism of cobaloxime-catalyzed hydrogen 
evolution provided the methodology with which all future electrochemical investigations 
discussed in this thesis were performed.  Having calculated quantitatively accurate reduction 
potentials and pKa’s of cobaloximes, slight changes to the ligand framework and its substituents 
could be performed in silico for analysis of trends in thermodynamic properties and their effects 
on the mechanism under specified experimental conditions. 
 
II. Substituent effects study 
 In Chapter 3, the effects of the electron-donating or electron-withdrawing strength of the 
substituents on the equatorial ligands of cobaloximes were studied.  Linear correlations were 
found among all of the thermodynamic properties, including both reduction potentials and 
hydride pKa’s, as a function of modified substituent.  In addition, linear correlations were 
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established between these properties and the Hammett constant of the substituents, !p, which 
quantify their electron-donating or electron-withdrawing strength.  Knowledge of one property, 
either the Hammett constant of the substituents or a single thermodynamic property of the 
catalyst, enables the calculation of all other relevant quantities.  From this thermodynamic 
information, analysis of the mechanisms of hydrogen evolution can be performed on catalysts 
that have not yet been synthesized.  
 The correlations showed that the CoII/I and CoIII/II-hydride reduction potentials become 
equivalent for Hammett constants slightly less than zero (slightly electron-donating).  Because 
the Hammett constant of the methyl substituents in Co(dmgBF2)2 is near the point at which the 
Eo[CoII/I] and Eo[CoIII/IIH] lines intersect, the CoII/I and CoIII/II-hydride couples in cyclic 
voltammetry appear as one peak.  From the correlations, we predicted that these couples would 
separate with more strongly electron-donating or electron-withdrawing substituents.  This 
prediction was later found to be consistent with a cyclic voltammogram of Co(dpgBF2)2 in 
acetonitrile, as discussed above.  
 While the correlations calculated in Chapter 3 revealed the effects of modifying the 
electron-donating or electron-withdrawing strength of the substituents on the oxime ligand, other 
synthetic avenues for increasing the turnover frequency of cobaloxime-catalyzed hydrogen 
evolution exist.  This led to a study on oxime bridge modification and protonation.  The 
hypothesis was that the effects of different modifications are quantitatively additive, which 
would allow predictions to be made of electrochemical properties, mechanisms, and 
experimental conditions necessary for catalysis. 
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III. Ligand modification and protonation study 
 The MII/I reduction potentials, which from Chapters 2–3 are known to be often associated 
with the required overpotential, were calculated for a variety of cobalt, nickel, and iron oxime 
electrocatalysts in acetonitrile and water.  The primary synthetic modification studied, other than 
the change in metal center, was the effects of replacing the BF2 oxime bridge with the less 
electron-withdrawing proton bridge, which had the benefit of becoming protonated along the 
reaction pathway.  It was clear based on the calculations and chemical intuition that ligand 
protonation shifts reduction potentials anodically, which can lead to lower overpotentials.  A 
goal of this comprehensive study was to identify the ideal balance of metal center, oxime 
bridges, and equatorial ligand substituents to catalyze H2 production at a minimum overpotential. 
 The reduction potentials of complexes with the more strongly electron-withdrawing BF2 
groups in the oxime bridge, or with propane bridges, were calculated to be more positive than the 
analogous complexes with proton bridges.  For cobalt and nickel complexes, the effects of ligand 
protonation were found to produce a greater anodic shift in the reduction potentials than the 
electron-withdrawing effect of BF2 or propane bridges.  Because complexes with two proton 
bridges degrade in acidic solution, the best compromise of stability and ease of reduction was the 
asymmetric complexes with one proton bridge and either one BF2 or one propane bridge.  For the 
iron oximes, the reverse trend was found, which implied that the ideal iron catalyst should be 
synthesized with no proton bridges. 
It has been shown that iron oximes require unreasonably large overpotentials for 
hydrogen evolution catalysis,5 and the calculations were consistent with this characterization.  
However, by adding pentafluorophenyl substituents to the equatorial ligands, Rose, Winkler, and 
Gray were able to catalyze hydrogen evolution at –0.8 V vs SCE in dichloromethane with the 
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asymmetric Fe(dArFg2H–BF2) catalyst.6  The symmetric Fe(dArFgBF2)2, which has no proton 
bridges, required an additional 100 mV in overpotential.  This result is not consistent with the 
calculations presented in Chapter 4, which assumes that all catalysis occurs at the MII/I reduction 
potential.  This discrepancy was explained with the hypothesis that Fe(dArFg2H–BF2) and 
Fe(dArFgBF2)2 operate under different mechanisms, because Fe(dArFgBF2)2 does not catalyze H2 
at the FeII/I reduction potential.  The pentafluorophenyl substituents, together with the BF2 oxime 
bridges, are so strongly electron-withdrawing that FeI cannot be protonated to form FeIII-hydride, 
making Fe(dArFg2H–BF2) the better catalyst with the specified acid.  A complete understanding 
of the mechanisms for hydrogen evolution catalyzed by these highly fluorinated iron oximes is a 
goal of future work within the Hammes-Schiffer group. 
With the understanding of how oxime bridges and metal centers affect reduction 
potentials, together with the previous study on substituent effects, the metal oxime family of 
electrocatalysts has been extensively studied for ideal catalytic design for any particular set of 
experimental conditions.  These computational techniques and systematic approaches can be 
applied to any family of catalyst with the goal of improved catalytic design. 
 
IV. Cobalt dithiolenes 
 The impact of noninnocent ligands on the mechanism of hydrogen evolution was first 
demonstrated in my research with the example of cobalt dithiolenes.  Ligand protonation, it was 
thought, might explain the curious behavior of electrochemical data taken by Eisenberg and 
coworkers.7  From the calculations describing the effects of electron-donating and electron-
withdrawing substituents on reduction potentials and pKa’s presented in Chapter 3, we knew that 
more strongly electron-withdrawing substituents would cause anodic shifts in the reduction 
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potentials.  For the series of cobalt dithiolene catalysts studied by McNamara et al, the initial 
reduction potentials as measured by cyclic voltammetry were consistent with this understanding.  
Interestingly, the species with the most electron-withdrawing substituents, Co(mnt)2 (mnt = 
maleonitrile-2,3-dithiolate), catalyzed hydrogen evolution with the largest overpotential, defying 
the expected trend.  This anomalous behavior was not observed photochemically, as the same 
complex was found to have the largest turnover numbers of the series. 
 The calculations presented in Chapter 5 revealed that after the initial reduction, the 
dithiolene ligands could become protonated at the sulfur atoms.  For the complexes with mildly 
electron-withdrawing or electron-donating substituents, two sulfurs became protonated after the 
initial reduction; for the complex with the most strongly electron-withdrawing substituent, 
Co(mnt)2, only one sulfur was thermodynamically likely to be protonated.  This difference in 
degree of protonation provided different levels of anodic shifts to the second, catalytic reduction 
potential.  The hydride intermediate formed after the second reduction, at which point an 
intramolecular proton transfer from the sulfur of the dithiolene ligand to the cobalt center was 
thermodynamically favorable.  This is another example of how one catalytic design avenue can 
conflict with another, making the optimal hydrogen evolution electrocatalyst in the series the 
complex with the second most strongly electron-withdrawing substituents.  Note that this 
analysis was performed with a specific acid strength, and with stronger acids it is possible that all 
four complexes would become doubly protonated, thereby enabling Co(mnt)2 to operate with the 
least amount of overpotential. 
 Noninnocent ligands can affect the hydrogen evolution reaction pathway by more than 
just ligand protonation, but ligand reduction as well.  In the next subsection, analysis of hydrogen 
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evolution catalyzed by metalloporphyrins revealed the noninnocent nature of the heme that 
includes both ligand protonation and reduction. 
 
V. Metalloporphyrins 
 A cobalt “hangman” porphyrin (Chart 6.1) was studied by Dan G. Nocera and coworkers 
in 2010 for the reduction of oxygen to water, a useful process for releasing energy within a fuel 
cell.8  Later it was discovered that this cobalt porphyrin, with various substituents on the meso 
position of the heme, can catalyze the reduction of protons to molecular hydrogen as well.9  The 
hangman porphyrin contains a xanthene backbone with a carboxylic acid group that hangs over 
the porphyrin ring, and it was proposed that intramolecular proton transfer occurs along the 
reaction pathway.  The catalytic wave in cyclic voltammetry was shifted anodically by 200 mV 
compared to a similar complex that was synthesized with a bromide group instead of carboxylic 
acid.  The Nocera group studied this intramolecular proton transfer interface by simulating cyclic 
voltammograms assuming several mechanisms, and showed convincingly that the 
electrochemical proton-coupled electron transfer (PCET) process was a sequential electron-
transfer/proton-transfer mechanism.10 
 Preliminary calculations on cobalt porphyrins indicate that the heme is noninnocent 
electrochemically: it can receive electrons from the electrode, and even serve as a proton 
acceptor because the metal center is physically too far for the proton to travel.  Modifications to 
the xanthene backbone as well as complexes with nickel centers have been synthesized.  The 
theoretical calculations of standard reduction potentials, Eo, will be used in simulated cyclic 
voltammograms to generate rate constants for electron transfer, proton transfer, and even 
concerted PCET steps.  Electrochemical PCET rate theory will also be employed to calculate 
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relative rate constants and kinetic isotope effects.  Transition states between relevant chemical 
structures will be calculated to estimate barriers to proton transfer and other conformational 
changes. 
 Goals for this ongoing project include identifying the relevant electron and proton 
acceptors along the hydrogen evolution reaction pathway, as well as key intermediates that 
cannot be isolated experimentally.  It was proposed that a cobalt hydride is formed when the 
proton from the hanging carboxylic acid group transfers intramolecularly to the metal center.  
Additional proton acceptor sites include the closest meso carbon atom and the porphyrin 
nitrogens.  Analysis of the electronic structure of cobalt and nickel porphyrins may provide 
insight into the differences in the dominating hydrogen evolution mechanism of these catalysts, 
in particular the PCET step(s). 
 
VI. Future studies – kinetics 
 In this thesis, only thermodynamics have been considered.  To gain a complete picture of 
the catalytic cycles of hydrogen evolution, kinetic information must be acquired.  The intrinsic 
free energy barrier for electron transfer, according to Marcus Theory, is !/4, where ! is the total 
reorganization energy.11,12 Calculations of electrochemical reorganization energies, which take 
into account the solvent response in the presence of the electrode, have been explored in the 
Hammes-Schiffer group.13  Barriers to proton transfer can be calculated by finding transition 
states corresponding to first-order saddle points.  For intermolecular proton transfer, barriers are 
calculated by evaluating a hydrogen-bonded adduct, although technical difficulties arise.14  The 
final elementary step to explore is the hydrogen production step, which can proceed through a 
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mono- or bimetallic process.  Calculation of all barriers is necessary to completely describe the 
catalytic cycle. 
With the goal of improved catalytic design, engineering ways to decrease the barrier of 
the rate-limiting step is the most straightforward way to increase turnover frequency.  For 
cobaloxime electrocatalysts, this is likely the hydrogen production step.  Future research on the 
kinetics of the hydrogen production step will help distinguish between two mechanisms that are 
both thermodynamically favorable, such as the mono- and bimetallic hydrogen production steps 
of Co(dmgBF2)2. 
In certain cases, electrochemical PCET can occur concertedly.  Electrochemical PCET 
rate theory has been applied to Ni(P2N2)2 (P2N2 = 1,5-diaza-3,7-diphosphacyclooctane) with 
methyl substituents on the phosphorous and nitrogen atoms.15  A new design aspect was 
proposed to increase the rate of concerted PCET: flexible ligands.  Softer proton donor-acceptor 
modes would cause the system to sample regions of configurational space in which the proton 
vibrational wavefunction on the donor has a maximum overlap with the proton vibrational 
wavefunction on the acceptor.  Related nickel complexes with more flexible pendant amine 
groups were studied, however the larger equilibrium donor-acceptor distances counteracted the 
effect of ligand flexibility.16  Modifications to the xanthene backbone of the hangman porphyrin 
catalysts that affect the equilibrium donor-acceptor distance are proposed to increase the rate of 
PCET, which is a direction of future research. 
Having begun with an exploration of the mechanism of cobaloxime-catalyzed hydrogen 
evolution, the research performed in this dissertation has yielded detailed knowledge concerning 
computer-assisted catalyst design.  Ligand noninnocence, including both ligand protonation and 
reduction, as well as ligand substitutent effects have been studied as tools to improve catalyst 
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turnover frequency, stability in solution, and required overpotential.  Future work in the 
Hammes-Schiffer group will continue to use the tools outlined in this thesis to study molecular 
catalysis in new systems, such as bimetallic hydrogenase mimics.17  Kinetic data will be 
evaluated alongside thermodynamics to gain a complete picture of the catalytic cycle.  In 
particular, concerted electrochemical PCET steps as well as the hydrogen production step, which 
may be rate-limiting, are paramount for designing catalysts that not only operate with low 
overpotentials and weak acids, but also with high turnover frequency. 
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VII. Charts 
 
Chart 6.1.  Cobalt Hangman Porphyrin Complex 
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Appendix A: Calculating Thermodynamic Propertiesa 
 
I. Reduction potentials and pKa’s 
Electronic structure methods can be used to determine thermodynamic quantities with a 
reasonably high level of accuracy.  The standard reduction potential, Eo, is determined from the 
calculated free energy of reduction, , using the relation 
  (A.1) 
where F is the Faraday constant and n is the number of electrons being transferred.1  The free 
energy of reduction is defined to be the free energy change associated with the following 
reaction: 
  Oxsolv + e
! " Redsolv , (A.2) 
where Oxsolv and Redsolv are the oxidized and reduced species in solution. 
To calculate experimentally relevant electrochemical quantities, a reference electrode 
must be considered.  Several strategies have been employed to incorporate a reference electrode 
into the calculation of reduction potentials.  One option is to subtract a previously published 
experimental or theoretical value for the absolute reduction potential of the reference electrode.2-
7  A second option is to calculate the absolute reduction potential of the reference electrode at the 
same level of theory and subtract that value.1,8-10  A third option is to calculate the reduction 
potential for a related half-cell reaction that has been experimentally studied with respect to the 
same reference electrode and use a thermodynamic cycle such that the reference electrodes 
cancel.11-13  An advantage of the third strategy is that it avoids considering the reference 
                                                 
a Reproduced in part with permission from Solis, B. H.; Hammes-Schiffer, S. Inorg. Chem. 2014, DOI: 
10.1021/ic5002896.  Copyright 2014 American Chemical Society. 
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electrode directly and therefore avoids any errors associated with the calculation or measurement 
of the reference electrode reduction potential.  This strategy will be discussed in more detail in 
the next subsection. 
 The calculation of  with quantum chemistry methods can be performed with 
structures optimized in the gas phase through a Born-Haber thermodynamic cycle, shown in 
Scheme A.1, or with structures optimized in solution.  In the Born-Haber cycle,  is 
expressed in terms of the free energy of reduction in the gas phase, , and the solvation 
free energies of the reduced and oxidized species, 
 
!Gs
o Red( )  and  !Gs
o Ox( ) , respectively: 
 . (A.3) 
The gas phase reaction free energy is calculated with the Gibbs relation 
 
 
!Ggas
o = !Hgas
o " T!Sgas
o , (A.4) 
where the change in entropy and enthalpy, including zero-point energy contributions, can be 
calculated with standard quantum chemistry methods.  In particular, the zero-point energy 
contributions and the entropic effects due to the molecular vibrations are calculated from the 
vibrational frequencies of the normal modes using the harmonic oscillator model, and the entropic 
effects due to the translations and rotations are calculated using other simple models. 
An alternative to using the Born-Haber cycle is to optimize the structures in solution and 
calculate  directly using the analog of Eq. (A.4) with the contributions obtained from 
electronic structure calculations in solution.14  When the structures optimized in the gas phase 
and in solution are similar, geometry optimization in the gas phase is preferable because it is 
computationally faster.  In some cases, however, geometry optimization in solution is necessary.  
For example, when the gas phase structures exhibit large conformational changes due to 
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solvation, the structures in solution are expected to be more relevant to the experimentally 
studied systems.  Moreover, geometry optimization in solution is necessary when solvation 
stabilizes a particular spin state or ligand conformation that would not be found in the gas 
phase.15  We emphasize that the solvent plays an important role in PCET processes, and solvent 
effects must be included in the calculations to obtain meaningful results.  In the Born-Haber 
treatment, the geometry optimizations are performed in the gas phase, and the solvation free 
energies are calculated subsequently for these geometries.  When the geometry optimizations are 
performed in solvent, the solvation free energies are calculated during the optimizations.  Thus, 
the significant impact of solvation on the free energies is included in both approaches. 
In principle, the electron in Eq. (A.2) also contributes to the free energy associated with 
this reaction.  When the reduction potential of the reference electrode is calculated with the same 
level of theory or when a separate reference half-cell reaction is considered, the effects of the 
electron will cancel exactly.  When the absolute reduction potential of the electrode is obtained 
from the literature, this cancellation does not occur, and the contribution of the electron to 
 is  –0.868 kcal/mol at 298.15 K, which corresponds to 37.6 mV.8,16  This value is 
determined by calculating the enthalpy (H = 0.752 kcal/mol) and entropy (TS = 1.62 kcal/mol at 
298.15 K) with Fermi-Dirac statistics, which correctly treats the electron as a gas phase 
fermion.16  In other conventions, the enthalpy and entropy of the electron are calculated as an 
ideal gas with Boltzmann statistics: =1.48 kcal/mol and TS = 1.49 kcal/mol at 
298.15 K due to translational entropy for a doubly degenerate free electron by the Sackur-
Tetrode equation.3,17  Note that this procedure yields a negligible contribution from the electron 
to the overall free energy.  Just as with the different treatments of the reference electrode, the 
inclusion of the electron in the calculations will have a very small quantitative and no qualitative 
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effect.  Furthermore, the electron is considered to remain in the gas phase, so the solvation free 
energy of an electron, , is typically ignored.1,3,17,18 
The pKa is determined from the free energy of deprotonation, , using the relation 
 
 
pKa =
!Gsolv
o,pKa
ln 10( )RT  , (A.5) 
where R is the gas constant and T is the temperature.  The free energy of deprotonation for a 
molecule AH is defined to be the free energy change associated with the following reaction: 
  AHsolv ! Asolv
" + Hsolv
+ . (A.6) 
Analogous to calculations of reduction potentials, the calculation of  can be performed 
with structures optimized in the gas phase using a Born-Haber thermodynamic cycle (Scheme 
A.2) or with structures optimized in solution.  In the Born-Haber cycle,  is expressed in 
terms of the free energy of deprotonation in the gas phase, , and the solvation free 
energies of the acid, conjugate base, and proton, 
 
!Gs
o AH( ) ,  !Gs
o A"( ) , and  !Gso H+( ) , 
respectively: 
 
 
!Gsolv
o,pKa = !Ggas
o,pKa + !Gs
o A"( ) " !Gso AH( ) + !Gso H+( ) , (A.7) 
where  is calculated from Eq. (A.4).19  Alternatively,  can be calculated with 
structures optimized in solution using the analog of Eq. (A.4) with thermodynamic quantities 
obtained in solution. 
Analogous to the electron in the reduction potentials, the free energy associated with the 
proton will contribute to .  As for the reduction potentials, the contribution from the 
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proton will cancel exactly when the pKa is calculated relative to the known pKa of a related 
system and is only required for the calculation of absolute pKa’s.20   When it is required, the 
enthalpy and entropy can be correctly calculated as an ideal gas with Boltzmann statistics: 
=1.48 kcal/mol and TS = 7.76 kcal/mol at 298.15 K, giving  = –6.28 
kcal/mol.3  The solvation free energy of a proton, , has been determined by cluster pair 
approximation for several solvents and is also debated in the literature.18,21-24  The aqueous 
solvation energy of a proton is often formulated by way of the half-cell reaction 
.18  Different treatment of the surface potential of the vacuum/aqueous 
interface and the use of activity versus molarity and bar versus atmosphere led to the distinction 
of the Standard Hydrogen Electrode (SHE) from the Normal Hydrogen Electrode (NHE).18  
Therefore, 
 
!Gs
o H+( )  was determined to be –264.0 kcal/mol and –258.3 kcal/mol for water and 
acetonitrile, respectively, in the NHE paradigm.22,23  Separately, 
 
was determined to be 
–263.12 kcal/mol for water by shifting to the SHE paradigm.18  The opposing conventions for 
treating the electron and proton have led to many estimations of the absolute potential of NHE 
and SHE, adding to confusion in the literature.8,17,18,23,25-27 
 Finally, the issue of standard states must be considered in the calculations of reduction 
potentials and pKa’s when the electron and proton are treated explicitly.22  For calculations of the 
free energies of solvation, the change in standard-state concentration upon going from the gas 
phase (1 atm) to solution (1 molar) should be included by adding a constant.  This constant is 
calculated from the ideal gas law, giving  = –1.89 kcal/mol.3  (When using 1 bar of 
pressure,  = –1.90 kcal/mol.)  Given all of the considerations discussed in this subsection, 
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it is advantageous to calculate relative reduction potentials and relative pKa’s to ensure that the 
free energies of the electron and proton, including the effect of standard states, will cancel.  
II. Reference reactions 
As mentioned above, the calculation of reduction potentials and pKa’s relative to a 
reference system with a known value often provides more quantitatively accurate results.15-17,45  
An example of the use of a reference reaction for the calculation of a reduction potential is 
depicted in Scheme A.3.  In this case, the reaction of interest is the reduction of Ox to Red, and 
the reference reaction is the reduction of OxRef to RedRef.  The reduction potential for the system 
of interest can be expressed as 
 , (A.8) 
where  is the free energy change associated with the reaction 
  (A.9) 
and  is the reduction potential of the reference species.  The quantity  is calculated with 
quantum chemistry methods, and  is typically known from experimental measurements. 
The choice of the experimental value for  determines the type of reduction potential 
that will be calculated within this reference framework.  In cyclic voltammetry, current peaks are 
often reported as E1/2, or half-wave potential, which is the arithmetic average of the current peak 
maximum and minimum positions for a reversible reaction.  Typically the half-wave potential 
closely corresponds to the standard reduction potential, Eo.  For peaks that are not perfectly 
reversible, the current peaks are often reported as Ep, which is the position of the maximum 
(minimum) current of the cathodic (anodic) sweep, or as Ep/2, which is the position at which the 
cathodic (anodic) sweep is half of its maximum (minimum) current.46  The type of measurement 
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used to determine  will govern the type of value that will be calculated for the species of 
interest [e.g., to calculate Ep rather than Eo,  should be replaced with Ep,Ref of an irreversible 
reaction in Eq. (A.8)]. 
 Usually  has been measured with respect to a particular reference electrode, and Eo is 
calculated with respect to the same reference electrode without requiring an explicit treatment of 
the electrode potential.  Moreover, as discussed above, the calculation of the free energy 
associated with the electron is not required because this contribution cancels exactly.  This 
procedure can yield highly accurate calculated reduction potentials when the reference species is 
suitably close to the species of interest because of cancellation of errors within the quantum 
chemistry calculations as well as these other factors. 
 A reference reaction can be used in a similar way in the context of pKa calculations, as 
shown in Scheme A.4.  In this case, the reaction of interest is the deprotonation of AH to A!, and 
the reference reaction is the deprotonation of Refacid to Refc.b, where c.b. is conjugate base.  The 
pKa for the system of interest can be expressed as 
 , (A.10) 
where  is the free energy change associated with the reaction 
  (A.11) 
and  is the known pKa of the reference species.  This procedure avoids the errors 
associated with the free energy of the proton because this contribution cancels exactly.  In 
addition, the errors in the quantum chemistry calculations will also cancel if the reference species 
is suitably close to the species of interest. 
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Reference reactions can also be useful in cases where ligand dissociation occurs.  A 
common occurrence in the calculation of reduction potentials of transition metal complexes is 
that an axial solvent ligand dissociates upon reduction.47  In this case, the reduction reaction 
shown in Eq. (A.2) becomes 
  Ox-Lsolv + e
! " Redsolv + Lsolv . (A.12) 
Calculation of the reduction potential with the Born-Haber cycle is depicted in Scheme A.5.  The 
treatment of the ligand L, which dissociates upon reduction, with quantum chemistry methods is 
complicated by basis set superposition error,48 as well as fundamental issues associated with 
calculating the solvation free energy associated with moving a solvent molecule from the gas 
phase to its own pure liquid phase.41  These complications can be avoided by using a reference 
reaction that also experiences ligand loss upon reduction, as shown in Scheme A.6.  The analog 
of Eq. (A.9) that arises in this treatment is 
 , (A.13) 
where a ligand is bound to the oxidized species of both the system of interest and the reference 
system.  In this case, the ligand as well as the electron cancels in the overall reaction, so the 
ligand does not need to be treated explicitly.  Note that this cancellation occurs only when the 
same ligand is lost in the reference reaction as in the reaction of interest.  Moreover, the 
cancellation of errors is expected to be best when the metal center losing the ligand is also the 
same in both reactions. 
When suitable references are used, the accuracy of quantum chemistry calculations is 
~0.1 V for reduction potentials and ~1–2 pKa units.15-17,45  Obtaining this level of accuracy 
without taking advantage of the cancellation of errors with reference reactions is extremely 
challenging.  As discussed above, when reference reactions are not used, errors are associated 
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with the free energy of the electron or proton, as well as the reduction potential of the electrode. 
Additional errors are associated with the level of electronic structure, such as limitations in the 
basis sets and the functionals in density functional theory (DFT), and the harmonic 
approximation used to calculate the zero point energy and entropic contributions to the free 
energies.  Further errors are associated with the treatment of solvation, which often relies on a 
polarizable continuum model that neglects specific hydrogen bonding between solvent and solute 
molecules.  Many of these errors at least partially cancel when reference reactions are used. 
 
 134 
 
III. Schemes 
 
Scheme A.1. Born-Haber Thermodynamic Cycle for Calculating the Free Energy of 
Reduction 
 
 
 
Scheme A.2. Born-Haber Thermodynamic Cycle for Calculating the Free Energy of 
Deprotonation 
 
 
 
Scheme A.3. Calculation of Reduction Potentials Using a Reference 
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Scheme A.4. Calculation of pKa Using a Reference 
 
 
 
Scheme A.5. Born-Haber Thermodynamic Cycle for Calculating the Free Energy of 
Reduction with Ligand Loss 
 
 
 
Scheme A.6. Calculation of Reduction Potentials with Ligand Loss Using a Reference 
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Appendix B: Excited-State Photoinduced Proton-Coupled Electron Transfer Studya 
 
Proton-coupled electron transfer can occur via concerted (EPT) or sequential 
mechanisms, but this distinction becomes less well-defined for photoinduced reactions.  These 
issues have been examined with transient absorption experiments on a hydrogen-bonded 
complex comprised of p-nitrophenyl-phenol and t-butylamine.  These experiments revealed two 
spectroscopically distinct states: the higher-energy excited state was interpreted to be a 
conventional intramolecular charge transfer (ICT) state within the p-nitrophenyl-phenol, while 
the lower-energy state was interpreted to be an ICT-EPT state, where photoexcitation resulted in 
both ICT and the shifting of electronic density corresponding to effective proton transfer from 
the phenol to the amine.  In the present chapter, the singlet excited states of the hydrogen-bonded 
p-nitrophenyl-phenol-methylamine complex in 1,2-dichloroethane are studied with time-
dependent density functional theory and higher-level ab initio methods.  The calculations suggest 
that the !!* state, which is the S1 state at the Franck-Condon geometry, corresponds to the state 
denoted ICT-EPT in the experimental analysis, while the n!* state, which is the S2 state at this 
geometry, may correspond to the state denoted ICT in the experimental analysis.  According to 
the calculations, the !!* state has charge-transfer character, as well as a change in electronic 
density on the amine, with the minimum energy structure corresponding to the proton bonded to 
the nitrogen acceptor, consistent with proton transfer. The n!* state has little charge-transfer 
character, as well as negligible change in electronic density on the amine, with the minimum 
energy structure corresponding to the proton bonded to the oxygen donor.  The calculations also 
provide evidence of an avoided crossing between these two states located energetically close to 
                                                 
a Reproduced with permission from Ko, C.; Solis, B. H.; Soudackov, A. V.; Hammes-Schiffer, S. J. Phys. Chem. B 
2013, 117, 316.  Copyright 2013 American Chemical Society. 
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the Franck-Condon point.  These calculations provide the foundation for future nonadiabatic 
molecular dynamics studies of the relaxation process. 
 
I. Introduction 
 Proton-coupled electron transfer (PCET) reactions play a central role in many chemical 
and biological processes, including natural and artificial photosynthesis,1-5 the catalytic oxidation 
and production of molecular hydrogen,6,7 ultrafast relaxation of UV-radiated DNA systems,8-10 
and various enzyme reactions.11,12  In general, PCET mechanisms may be sequential, with either 
the electron or proton transferring first, or concerted (EPT), with the electron and proton 
transferring simultaneously.13 Typically sequential PCET mechanisms are defined in terms of the 
existence of a stable intermediate, although the rigorous definition of such an intermediate is not 
straightforward. Several definitions of a stable intermediate have been proposed, but these 
definitions tend to be rather subjective, such as the intermediate having a specified lifetime or 
being detectable with a particular experimental technique.  From a theoretical perspective, a 
standard definition is that the intermediate corresponds to a minimum on the potential energy 
surface, but this property may depend on the particular level of theory.  Furthermore, these 
definitions become even less well-defined for photoexcited PCET reactions, which are inherently 
nonequilibrium processes that are unlikely to exhibit equilibrated intermediates during the 
ultrafast dynamics following photoexcitation.  These mechanistic issues can be examined using 
ultrafast time-resolved spectroscopic methods to probe the nonequilibrium dynamics of 
photoinduced PCET processes.14-19  
 Recently, a spectroscopic study of photoinduced PCET in hydrogen-bonded dye 
molecules provided an unprecedented level of detailed dynamical information.20 One of the 
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systems studied was the hydrogen-bonded complex comprised of p-nitrophenyl-phenol and t-
butylamine, as depicted schematically in Figure B.1 with methylamine replacing t-butylamine as 
the base.  Femtosecond transient absorption spectra of this species in 1,2-dichloroethane revealed 
two spectroscopically distinct states with different dynamical behavior.  Both states were 
interpreted as intramolecular charge transfer (ICT) states, in which an electron from a 
nonbonding orbital on the oxygen was transferred to the nitro group, forming an n!* charge 
transfer state.  The shifting of electron density away from the oxygen was proposed to decrease 
the strength of the O-H bond, leading to proton transfer (PT) from the oxygen to the nitrogen of 
the hydrogen-bonded base.  One of the excited states was interpreted to be a conventional ICT 
state, where the proton remained bonded to the donor oxygen and subsequently transferred to the 
acceptor nitrogen on the picosecond timescale.  The other excited state was interpreted to be an 
ICT-EPT state, where photoexcitation resulted in the shifting of electronic density from the O-H 
bond to the N-H bond concurrently with ICT.  According to the Franck-Condon (FC) principle, 
an electronic excitation occurs on a much faster timescale than nuclear rearrangement.  Thus, the 
transferring hydrogen nucleus was assumed to remain fixed during the optical excitation, 
forming a highly elongated N-H bond that subsequently relaxed to equilibrium. 
 The transient absorption spectra exhibited both singlet and triplet bands with absorptions 
that depended upon the excitation wavelength.  In the present chapter, we focus on the singlet 
states that are populated at early times.  For convenience, we adopt the ICT and ICT-EPT 
notation used to describe these states in Ref. 20.  These two states were characterized by 
comparison of the absorption bands to those obtained for the free phenol and for the phenol 
hydrogen bonded to a series of bases spanning a range of pKa values.  Analysis of the spectra 
observed one picosecond after photoexcitation indicated that both states are populated by 355 nm 
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excitation but only the ICT-EPT state is populated by 388 nm excitation, suggesting that the 
ICT-EPT state is lower in energy at the ground state equilibrium geometry (i.e., at the FC 
geometry).  The ICT-EPT signature was present at the earliest observable pump-probe delay 
times of 200 fs, but the transient absorption experiments could not be used to rule out an ultrafast 
delayed PT occurring during this initial 200 fs.  Coherent Raman measurements provided direct 
evidence of an elongated N-H bond in the excited state at the FC geometry.20 
 In the present chapter, we characterize the two experimentally relevant singlet excited 
states of the hydrogen-bonded p-nitrophenyl-phenol-methylamine complex in 1,2-
dichloroethane.  For this purpose, we use time-dependent density functional theory (TDDFT)21 
with long-range corrected functionals in conjunction with the polarizable continuum model 
(PCM)22 for solvation. We benchmark this methodology by comparison to higher-level ab initio 
methods.  Our objective is to analyze the electronic structure of the two relevant low-lying 
singlet excited states at the equilibrium ground-state geometry and to probe the potential energy 
surfaces of these two excited states in the vicinity of the FC geometry.   Although we do not 
perform any dynamical calculations or generate vibrational spectra, we interpret the results 
qualitatively in the context of the transient absorption and coherent Raman experiments.  Our 
results are consistent with the experimental data and provide additional insights into the nature of 
the singlet excited states.  The S1 state exhibits one or two minima, depending on the level of 
theory, with the lowest-energy minimum corresponding to the proton bonded to the acceptor, 
consistent with PT.  The S2 state exhibits only one minimum associated with the proton bonded 
to the donor, corresponding to a structure similar to the FC geometry.  According to our 
calculations, however, the S1 state is characterized as a !!* transition with charge-transfer 
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character, and the S2 state is characterized as an n!* transition with little charge-transfer 
character. 
 An outline of the chapter is as follows.  Section II briefly summarizes the computational 
methodology.  Section III presents the results and discussion, starting with calculations of the 
vertical excitation energies, followed by the generation of approximate potential energy surfaces 
as functions of the relevant nuclear coordinates.  The last part of this section analyzes the relation 
of the results to the dynamics observed experimentally.  Concluding remarks are provided in 
Section IV. 
 
II. Computational Methods 
 Despite the known limitations of TDDFT for correctly describing doubly excited states 
and conical intersections, the geometries and energetics of singly excited low-lying valence 
states obtained with TDDFT have been shown to be in good agreement with multireference 
perturbation theory (CASPT2) results.23 In the present chapter, we used TDDFT to calculate 
vertical excitation energies and generate approximate potential energy surfaces.  We did not 
attempt to optimize conical intersections, although we located avoided crossing regions between 
the S1 and S2 states.  As photoinduced PCET reactions involve excited states of charge-transfer 
character, long-range corrected density functionals, specifically CAM-B3LYP,24 LC-"PBE,25-27 
and "B97XD,28 were used.  For benchmarking purposes, we also performed ab initio 
calculations with EOM-CCSD,29,30 CIS(D),31 and CASPT232 for certain cases.  All results 
presented in the tables and figures in the main text were obtained with the 6-31G(d) basis set 
unless otherwise specified.  Results obtained with the 6-31+G(d,p) basis set are provided in 
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Supporting Information.  Moreover, all calculations were performed using Gaussian 0933 except 
for the CASPT2 calculations, which were performed using MOLCAS.34 
The solvent was described with the polarization continuum model (PCM) using the 
defaults in Gaussian 09. To be consistent with the experiments, the solvent was chosen to be 1,2-
dichloroethane, which has dielectric constants of #0 = 10.1 and #! = 2.1. For calculations of the 
vertical excitation energies at the FC geometry, we used nonequilibrium PCM solvation, where 
only the solvent electronic polarization (i.e., the fast degrees of freedom) is in equilibrium with 
the excited state electronic density. For optimizing excited state geometries to generate the 
potential energy surfaces, we used equilibrium PCM solvation, where the solvent electronic and 
nuclear polarization (i.e., the fast and slow degrees of freedom) are in equilibrium with the 
excited state electronic density. 
Both linear-response (LR) PCM35 and state-specific (SS) PCM36,37 calculations were 
performed.  Previous studies have shown that LR-PCM-TDDFT provides a reliable treatment of 
solvation effects in electronic transitions with large oscillator strength and provides physically 
reasonable excited state geometries.38-40 In SS-PCM-TDDFT, the solvent polarization field and 
the charge density of a specific excited state are determined self-consistently, leading to a more 
balanced description of solvent effects for different excited states. For the calculation of vertical 
excitation energies, nonequilibrium LR-PCM-TDDFT was used for all systems studied, and 
nonequilibrium SS-PCM-TDDFT was used only for the cases where specified.  For the 
generation of the potential energy surfaces, the excited state geometries were optimized using 
equilibrium LR-PCM-TDDFT,41 and equilibrium SS-PCM-TDDFT calculations were performed 
at some of these geometries. 
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III. Results and Discussion 
A. Vertical excitation energies 
Tables B.1, B.2, and B.3 present the calculated vertical excitation energies for the low-
lying singlet states of p-nitrophenyl-phenol in the gas phase, p-nitrophenyl-phenol in solution, 
and the hydrogen-bonded p-nitrophenyl-phenol-methylamine complex in solution, respectively. 
The ground state geometries were optimized with MP2 for the EOM-CCSD, CIS(D), and 
CASPT2 calculations and with DFT using the specified functional for the TDDFT calculations.   
In Table B.1, which presents gas phase results, the systems were optimized in the gas phase, and 
in Tables B.2 and B.3, which present solution phase results, the systems were optimized with 
PCM.  For the CASPT2 calculations, the CASSCF reference wavefunction was averaged over 
six equally weighted states with 14 electrons and 11 orbitals in the active space, and the multi-
state CASPT242 implemented in MOLCAS34 was used. For the hydrogen-bonded p-nitrophenyl-
phenol-methylamine complex, we did not include corrections for the basis set superposition error 
(BSSE), which could potentially lead to underestimation of the donor-acceptor distance.43 
Although a large basis set is required to reduce the BSSE significantly for wavefunction 
methods, the BSSE tends to be less pronounced for DFT, especially when diffuse functions are 
included in the basis sets.44  As mentioned above, most of the results presented in the main text 
were performed with the 6-31G(d) basis set, but the results using a larger basis set including 
diffuse basis functions are given in Supporting Information. The basis set without diffuse basis 
functions was found to provide qualitatively similar results for the solvated systems studied here. 
As indicated by Table B.1, the first bright state for p-nitrophenyl-phenol in the gas phase 
is S5 for EOM-CCSD and CIS(D), S4 for CASPT2, S3 for TDDFT with the LC-"PBE and 
"B97XD functionals, and S2 for TDDFT/CAM-B3LYP. Although the state ordering is not the 
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same among the different methods, and the TDDFT method leads to somewhat lower vertical 
excitation energies, all of the methods are in agreement that the dominant transition for the bright 
state is of !!* type with charge-transfer character.   Note that the dipole moment of the ground 
state at the equilibrium geometry obtained with DFT/CAM-B3LYP is 5.9 Debye, and the dipole 
moment of the first bright state obtained with TDDFT/CAM-B3LYP is ~16 Debye, indicating 
charge-transfer character of this transition. The TDDFT/CAM-B3LYP orbitals representing the 
dominant transition associated with the bright state are depicted in Fig. B.2a.  The corresponding 
orbitals obtained from the other methods are provided in Supporting Information.  
 The vertical excitation energies for p-nitrophenyl-phenol in solution are given in Table 
B.2.  The bright state with charge-transfer character for this system is S2 for TDDFT with all 
three functionals and S4 for CASPT2.  Although the state ordering differs for TDDFT and 
CASPT2, the character of the bright state is very similar.  Specifically, the bright state is of !!* 
type with charge-transfer character, as in the gas phase.  In addition, the vertical excitation 
energy is ~0.3 eV lower in solution than in the gas phase for all of these methods. The 
experimental absorption maximum for p-nitrophenyl-phenol in solution is ~3.7 eV, so all of 
these methods slightly overestimate the vertical excitation energy.20   
Table B.3 presents the vertical excitation energies for the hydrogen-bonded p-
nitrophenyl-phenol-methylamine complex in solution.  In this case, the bright state is S1 for 
TDDFT with the "B97XD and CAM-B3LYP functionals, S2 for TDDFT/LC-"PBE, and S3 for 
CASPT2. The experimental absorption maximum for the complex with t-butylamine in solution 
is ~3.5 eV.  Although the calculated vertical excitation energies vary among the different 
methods, the calculated red shifts upon complex formation are 0.2 " 0.3 eV, in good agreement 
with the experimentally observed shift of 0.2 eV. For TDDFT with the "B97XD and CAM-
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B3LYP functionals, the nonequilibrium SS-PCM-TDDFT results for the bright states are shown 
in italics. These vertical excitation energies are ~0.5 eV lower with the SS-PCM than with the 
LR-PCM solvation method.   
 Both the "B97XD and CAM-B3LYP functionals predict S1 to be the bright state for the 
hydrogen-bonded complex in solution, and the calculated vertical excitation energies are in 
qualitative agreement with the experimental results (i.e., within 0.3 - 0.5 eV). Moreover, both 
functionals show that S2 is somewhat bright, although with significantly lower oscillator strength 
than the S1 state. The characters of the S1 and S2 states obtained with these two functionals are 
very similar.  In particular, S1 is a !!* state with charge-transfer character, and S2 is an n!* state 
without significant charge-transfer character, based on the calculated dipole moments. Figures 
B.2b and B.2c depict the TDDFT/CAM-B3LYP orbitals representing the dominant transitions of 
the bright !!* state and close-lying n!* state, respectively, for the hydrogen-bonded complex in 
solution.  The corresponding orbitals obtained with the "B97XD functional are virtually 
identical, as illustrated in Figure B.14 of Supporting Information.  
As will be discussed further below, we associate the S1 and S2 states with the ICT-EPT 
and ICT states, respectively, discussed above in the Introduction, even though this terminology 
may not be applicable because the higher state does not exhibit significant charge-transfer 
character.  Based on the experimental analysis, an excitation of 3.2 eV populates the ICT-EPT 
state, and an excitation of 3.5 eV populates both the ICT and ICT-EPT states.  These relative 
excitation energies are qualitatively consistent with the calculated vertical excitation energies for 
the S1 and S2 states.  Moreover, Figure B.3, which depicts the difference in electronic density for 
the transitions S0!S1 and S0!S2, illustrates that a change in the electronic density on the amine 
base accompanies the optical excitation to S1 but not to S2.  As discussed above, according to the 
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interpretation of the experiments, photoexcitation to the ICT-EPT state shifts the electronic 
density from the O-H bond to the N-H bond concurrently with ICT.  Thus, the observed change 
in electronic density on the amine upon excitation to S1, in conjunction with the absence of such 
a change upon excitation to S2, is consistent with the assignment of the S1 state as the ICT-EPT 
state and the S2 state as the ICT state. 
 
B. Approximate potential energy surfaces 
We found that the "B97XD and CAM-B3LYP functionals yield similar results in terms 
of the geometries and energetics of the two low-lying singlet excited states. In this subsection, 
the TDDFT/CAM-B3LYP results are presented. The analogous TDDFT/"B97XD results are 
presented in Supporting Information. To characterize the S1 and S2 excited states, the geometries 
of these two excited states were optimized with the equilibrium LR-PCM-TDDFT approach. 
Figure B.4 depicts the resulting equilibrium geometries.   
We located two minima for the !!* state, which is the S1 state at the FC point. In both 
minimum energy geometries, the bond length pattern of the rings is quinoidal, as in the 
intramolecular charge transfer state of 4-(dimethyl)aminobenzonitrile (DMABN).45 The main 
difference between the two minimum energy structures is the position of the transferring proton 
of the phenol group.  The geometry in Fig. B.4b, denoted as D hereafter, has the proton bonded 
to the donor oxygen, while the geometry in Fig. B.4c, denoted as A hereafter, has the proton 
bonded to the acceptor nitrogen. The A minimum is lower in energy than the D minimum by 
~0.1eV.  
On the basis of the state ordering at the FC geometry, the charge-transfer character, and 
the lowest-energy equilibrium geometry corresponding to PT to the nitrogen, we assign the !!* 
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state as the ICT-EPT state observed experimentally. Previously, the ICT states in this system 
were proposed to arise from the electronic transition from the nonbonding orbital of the donor 
oxygen atom to a !* orbital of the nitro group.20 Our calculations are not consistent with this 
previous interpretation.  The optimized structures of D and A indicate that the quinoidal structure 
arising from the !!* transition (Fig. B.2b) decreases the C"O bond length of the phenol, thereby 
effectively increasing its acidity.  
For the n!* state, which is the S2 state at the FC geometry, we located only a single 
minimum. Note that the n!* state is S1 at the corresponding optimized geometry shown in Fig. 
B.4d.  The geometrical changes from the FC point to the n!* minimum are localized around the 
nitro group, as suggested by the nature of the !* orbital depicted on the right side of Fig. B.2c.  
This orbital exhibits strong antibonding character between the nitrogen atom and the two oxygen 
atoms in the nitro group, along with enhanced bonding character between the nitrogen atom and 
the carbon atom of the phenyl ring. The bond length pattern of the n!* equilibrium geometry 
depicted in Fig. B.4d clearly reflects these characteristics in the region around the nitro group.  
The bond lengths of the rest of the n!* equilibrium geometry are similar to those of the ground 
state equilibrium geometry depicted in Fig. B.4a.  In both cases, PT from the phenol to the base 
is not favored.   
On the basis of the state ordering at the FC point and the existence of only a single 
minimum with the proton bonded to the phenol, we assign the n!* state to the state that was 
denoted ICT in the interpretation of the experiments. The magnitude of the dipole moment of this 
state at the FC geometry, however, is estimated to be ~9 Debye (Table B.3), which is slightly 
smaller than the ground state value of 11.2 Debye at the DFT/CAM-B3LYP level. In addition, 
the n!* transition is largely localized in the nitrophenyl group.  Thus, the n!* state does not 
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appear to have significant charge-transfer character, and the ICT label may not be applicable for 
this state. 
We generated the potential energy surfaces in the regions around the FC point and 
excited state minima as functions of the distance between the transferring proton and the nitrogen 
acceptor (d in Figure B.1) and the dihedral angle around the bridging bond between the two rings 
(! in Figure B.1). At each value of the H-N distance and the dihedral angle, the other nuclear 
coordinates were optimized on a specified state (i.e., the !!* or n!* state) using equilibrium LR-
PCM-TDDFT/CAM-B3LYP. The resulting contour plots are depicted in Fig. B.5. The FC 
geometry is identified with the blue circle.  As expected, two possible relaxation channels from 
the FC geometry to the D and A minima, respectively, are found on the !!* surface.  The minima 
D and A are separated by a small barrier of 0.009 eV, with the A minimum lower than the D 
minimum by ~0.1 eV. In contrast, only a single minimum is found on the n!* surface, and the FC 
geometry is virtually identical to this minimum on the two-dimensional surface (i.e., d and ! are 
very similar in Figs. B.4a and B.4d). We emphasize that these two-dimensional potential energy 
surfaces assume that all other solute degrees of freedom and the solvent respond instantaneously 
to changes in the d and ! coordinates and therefore do not provide direct information about the 
nonequilibrium dynamics following photoexcitation.  Nevertheless, these equilibrium potential 
energy surfaces provide qualitative information about the nature of these two excited electronic 
states. 
Figure B.6 depicts the reaction pathway as a function of the N-H distance d for the !!* 
state.  The geometries were obtained by fixing the N-H distance to specified values and 
optimizing all other solute coordinates with equilibrium LR-PCM-TDDFT.  In Figure B.6, the 
black lines represent the equilibrium LR-PCM-TDDFT energies, whereas the red lines represent 
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the equilibrium SS-PCM-TDDFT energies for the geometries used to generate the black lines. 
Figures B.6a and B.6b were obtained using CAM-B3LYP/6-31G(d) and CAM-B3LYP/6-
31+G(d,p), respectively. The analogous figures obtained using the "B97XD functional are 
depicted in Fig. B.26. For the 6-31G(d) basis set, the CAM-B3LYP and "B97XD functionals 
give similar barriers, with the CAM-B3LYP functional giving a slightly lower barrier. Increasing 
the size of the basis set tends to lower this barrier. As shown in Fig. B.26 for the "B97XD 
functional, addition of diffuse functions on the hydrogen atoms (i.e., the 6-31++G(d,p) basis set) 
leads to virtually identical results to those obtained with the 6-31+G(d,p) basis set. For LR-PCM-
TDDFT/CAM-B3LYP/6-31+G(d,p) optimizations, only the A minimum is located on the !!* 
state, as shown in Fig. B.6b and the two-dimensional surface depicted in Fig. B.20, the analogue 
of Fig. B.5a with the larger basis set.  Note that these energy barriers may be underestimated due 
to known limitations of DFT44 and the use of equilibrium PCM solvation. In general, these levels 
of theory cannot distinguish between PT with a very small barrier and barrierless PT.  
We also generated the two-dimensional potential energy surfaces with SS-PCM-TDDFT 
for the geometries generated with LR-PCM-TDDFT optimizations (i.e., for the geometries used 
to generate the surfaces in Figure B.5). The SS-PCM-TDDFT n!* potential energy surface is 
provided in Figure B.21 and is qualitatively similar to the LR-PCM-TDDFT surface shown in 
Fig. B.5b.  The SS-PCM-TDDFT !!* potential energy surface indicated that the two minima 
were located at larger dihedral angles near 90°.  To further explore these surfaces, we generated 
the !!* surfaces with a two-dimensional rigid scan along ! and d, where only those two internal 
coordinates were changed, and all other internal coordinates were fixed to the values at the FC 
geometry. Figures B.22-B.25 depict the rigid scans obtained with LR-PCM-TDDFT and SS-
PCM-TDDFT with both the 6-31G(d) and 6-31+G(d,p) basis sets.  In contrast to the barrierless 
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relaxation from the FC geometry to the A minimum exhibited in the LR-PCM-TDDFT surface 
depicted in Figure B.5a, the analogous rigid scan depicted in Figure B.22 exhibits a barrier from 
the FC geometry to the A geometry.  This barrier suggests that relaxation of the other solute 
degrees of freedom is necessary, as also indicated by the quinoidal structure of the optimized 
geometry in this excited state (Figure B.4c). 
Comparison of Figures B.22 and B.27 indicates that the rigid scan !!* surfaces obtained 
with SS-PCM-TDDFT and LR-PCM-TDDFT are qualitatively similar in that they both exhibit 
two minima corresponding to the proton bonded to the oxygen and the nitrogen, respectively.  
These two surfaces are qualitatively different, however, along the dihedral angle.  For the LR-
PCM-TDDFT !!* potential energy surface, the D and A minima are located at smaller dihedral 
angles (! = 15° and 22°, respectively) than the angle of ! = 34° for the ground state equilibrium 
geometry.  For the SS-PCM-TDDFT !!* potential energy surface, the D and A minima are 
located at a larger dihedral angle (! # 94°), where the magnitude of the dipole moment of the !!* 
state is ~32 Debye.  In addition, the SS-PCM-TDDFT rigid scan depicted in Figure B.24 exhibits 
a barrierless pathway from the FC geometry to the A geometry, suggesting that relaxation of the 
other solute degrees of freedom is not necessary at this level of theory. Although typically SS-
PCM-TDDFT is considered to be a refinement to LR-PCM-TDDFT, we cannot exclude the 
possibility that SS-PCM-TDDFT may overestimate the solvent stabilization of the !!* state as ! 
is increased toward 90°, where the magnitude of the dipole moment becomes larger. Further 
studies are required to understand the basis for the qualitative differences between the LR-PCM-
TDDFT and SS-PCM-TDDFT  !!* potential energy surfaces along the dihedral angles.  Our 
conclusions regarding the character of the relevant electronic states, however, are not influenced 
by these differences. 
 
 
151 
C. Qualitative connection to dynamics 
 As mentioned above, the femtosecond transient absorption spectra at early times provided 
evidence of two distinct spectroscopically accessible low-lying states. Based on the experimental 
data, the lower and upper states were denoted ICT-EPT and ICT, corresponding to concerted 
electron-proton transfer and only electron transfer, respectively.  In the present chapter, we found 
that these two states correspond to the following: (1) the !!* state with charge-transfer character 
and one or two minima, where the lowest-energy minimum corresponds to the proton transferred 
to the base and (2) the n!* state without significant charge-transfer character and with only a 
single minimum close to the FC geometry. On the basis of the femtosecond transient absorption 
spectra obtained one picosecond following excitation, the higher energy excitation (355 nm) 
appears to populate both states, while the lower energy excitation (388 nm) appears to populate 
only the lower state. This observation suggests that a facile nonadiabatic transition from the ICT 
to the ICT-EPT state is involved in the relaxation process following the higher energy excitation.  
Note that the experiments also provided evidence for intersystem crossing to a triplet state,20 but 
we are considering only the singlet state surfaces relevant to the fast dynamics immediately 
following photoexcitation. 
Figure B.7 depicts the potential energy curves along the dihedral angle ! for the S1 and S2 
states of the p-nitrophenyl-phenol-methylamine complex in solution calculated with the 
equilibrium LR-PCM-TDDFT/CAM-B3LYP method. The shaded circle at ! = 34° denotes the 
FC point, from which rigid torsion around the bridging bond is applied to generate the curves. 
Only the internal dihedral angle ! is changed for these calculations, and all other nuclear 
coordinates remain at the values for the ground state equilibrium geometry. Similar results were 
obtained using the "B97XD functional, as shown in Figure B.27.   
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Based on the transient absorption spectra,20 a conical intersection between the S1 and S2 
states is expected to be located close to the FC geometry.  Figure B.7 suggests the presence of an 
avoided crossing between S1 and S2 at $ ~ 60° with an energy higher than that of the FC point on 
S2 by less than 0.1 eV. A more rigorous study that locates and characterizes the conical 
intersections and investigates the associated nonadiabatic molecular dynamics would be 
necessary to obtain information about the excited state dynamics and relaxation processes 
following photoexcitation for this system. 
 
IV. Conclusions 
 In this chapter, the low-lying singlet states of the p-nitrophenyl-phenol-methylamine 
hydrogen-bonded complex in 1,2-dichloroethane were investigated using TDDFT and ab initio 
methods in conjunction with PCM solvation. The two singlet excited states that were probed 
experimentally with transient absorption spectroscopy were identified and characterized 
computationally.  The calculations suggest that the !!* state, which is the S1 state at the FC 
geometry, corresponds to the state denoted ICT-EPT in the experimental analysis, while the n!* 
state, which is the S2 state at the FC geometry, may correspond to the state denoted ICT in the 
experimental analysis.   
According to the calculations, the !!* potential energy surface has two minima 
corresponding to the proton bonded to the oxygen donor and the nitrogen acceptor, respectively, 
separated by a very low barrier, and the lowest-energy minimum corresponds to the proton 
transferred to the base.  At certain levels of theory, only the minimum associated with the 
transferred proton is observed.  These characteristics are consistent with the assignment of EPT 
character to this state.  Moreover, the calculated dipole moment of this excited state is 
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substantially larger than that of the ground state, and the bond length patterns of the   !!* state 
minimum geometries are quinoidal, as in the ICT states of other similar molecules. Finally, the 
electronic density on the amine base changes upon excitation to this state, indicative of the 
shifting of electronic density from the O-H bond to the N-H bond that is associated with EPT.  In 
combination, these observations are consistent with the previous assignment of ICT-EPT 
character to this state.  
In contrast, the n!* potential energy surface has only a single minimum corresponding to 
the proton bonded to the oxygen, and the geometry associated with this minimum is similar to 
the FC geometry except for localized changes near the nitro group.  Furthermore, the calculated 
dipole moment of this excited state is similar to that of the ground state, suggesting that this state 
does not have significant ICT character.  Note that this state may not be associated with the 
higher excited state probed experimentally, although no other singlet states that were close in 
energy with at least some oscillator strength were observed in the calculations.  Thus, we 
tentatively assign this n!* state to the state that was denoted ICT in the experimental analysis. 
The calculations also provided evidence of an avoided crossing between the S1 state (the 
!!* state at the FC geometry) and the S2 state (the n!* state at the FC geometry) located 
energetically close to the FC point, suggesting the proximity of a conical intersection and thus an 
ultrafast relaxation pathway from the n!* state to the !!* state. This observation is consistent 
with the transient absorption spectra.  In the present chapter, we have not considered intersystem 
crossing to a triplet state, which was also observed experimentally.  Moreover, we have not 
calculated vibrational spectra of the excited electronic states.  In Ref. 20, the coherent Raman 
spectra were interpreted to indicate the formation of a highly elongated N-H bond directly upon 
photoexcitation, consistent with an optically induced EPT process. 
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The direct comparison of the computational studies to the experimental transient 
absorption spectra would require the simulation of the nonequilibrium solute and solvent 
dynamics following photoexcitation.  We have developed methodology to simulate the 
nonadiabatic dynamics of photoinduced PCET processes using either implicit46,47 or explicit 
solvent.48  For the implicit solvent treatment, the solvent dynamics is described in terms of two 
collective solvent coordinates associated with electron and proton transfer, respectively.  For the 
explicit solvent treatment, the solute is immersed in a bath of explicit solvent molecules, and the 
multidimensional potential energy surfaces are calculated “on-the-fly” during the molecular 
dynamics.  In both cases, the transferring proton is treated quantum mechanically, and an 
ensemble of surface hopping trajectories is propagated on electron-proton vibronic surfaces. 
Accurate nonadiabatic dynamics simulations would require the location and characterization of 
the relevant conical intersections.  These types of simulations could provide information about 
the relaxation pathways on the !!* and n!* electronic surfaces, as well as nonadiabatic transitions 
between these two states.  Future work will be directed toward these goals. 
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V. Tables and Figures 
The orbital and density isosurfaces were generated using Molekel.49 
 
 
Table B.1. Vertical excitation energies, Eexc, in eV, oscillator strengths, f, and magnitude of 
dipole moments, |µ|, in Debye at the ground state equilibrium geometry of p-nitrophenyl-phenol 
in the gas phase.g  
 
  EOM-CCSD a CASPT2 a,b CIS(D) a 
 Eexc f Eexc f  c Eexc f  d 
S1 3.98 0.0004 3.92 0.0009 3.76 0.0031 
S2 4.50 0.0001 4.39 0.0001 4.45 0.0002 
S3 4.88 0.0032 4.83 0.0176 4.89 0.0162 
S4 4.97 0.0112 5.17 0.5145 5.00 0.0252 
S5 4.99 0.6942 6.29 0.0127 5.03 0.7158 
S6 6.16 0.0005   6.45 0.0006 
  LC-"PBE e,f "B97XD e CAM-B3LYP e 
! Eexc f Eexc f |µ|  Eexc f |µ|  
S1 3.71 0.0075 3.79 0.0133 4.1 4.00 0.0021 3.8 
S2 4.21 0.0000 4.28 0.0001 4.2 4.41 0.5986 16.0 
S3 4.73 0.5930 4.56 0.5401 15.6 4.51 0.0001 4.1 
S4 4.93 0.0064 4.83 0.0095 9.3 4.91 0.0096 8.8 
S5 5.09 0.0228 5.14 0.0197 6.7 5.13 0.0106 7.0 
S6 5.71 0.0029 5.58 0.0014 13.8 5.71 0.0010 12.4 
 
a Ground state geometry optimization performed with MP2. 
b Reference CASSCF wavefunction has 14 electrons and 11 orbitals in active space and is 
averaged over six states with equal weights.  
c Oscillator strength obtained from CASSCF reference wavefunction. 
d Oscillator strength obtained from CIS reference wavefunction. 
e Ground state geometry optimization performed with DFT using the specified functional.   
f Dipole moments were not calculated because the analytic third derivatives of the LC-"PBE 
functional are not currently implemented in Gaussian 09. The range partitioning parameter, ", 
was set to 0.3. 
g The 6-31G(d) basis set was used for all calculations in this table. 
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Table B.2. Vertical excitation energies, Eexc, in eV, oscillator strengths, f, and magnitude of 
dipole moments, |µ|, in Debye at the ground state equilibrium geometry of p-nitrophenyl-phenol 
in 1,2-dichlorethane.e 
 
  CASPT2 a LC-"PBE c,d "B97XD c CAM-B3LYP c 
! Eexc f b Eexc f Eexc f |µ|  Eexc f |µ|  
S1 3.96 0.0000 3.93 0.0018 4.03 0.0217 5.9 4.01 0.1085 8.6 
S2 4.50 0.0181 4.43 0.7765 4.22 0.7233 18.0 4.09 0.6033 16.5 
S3 4.55 0.0001 4.48 0.0001 4.59 0.0001 5.0 4.59 0.0001 5.0 
S4 4.90 0.5327 4.86 0.0159 4.73 0.0189 11.5 4.74 0.0182 11.4 
S5 6.16  0.0165  5.08 0.0204 5.11 0.0139 8.7 5.08 0.0083 10.0 
 
a Ground state geometry optimization performed with MP2 and PCM solvation. Reference 
CASSCF wavefunction has 14 electrons and 11 orbitals in active space and is averaged over six 
states with equal weights.  
b Oscillator strength obtained from CASSCF reference wavefunction. 
c Ground state geometry optimization performed with DFT using the specified functional with 
PCM solvation. Excited state properties calculated with nonequilibrium linear response PCM. 
d Dipole moments were not calculated because the analytic third derivatives of the LC-"PBE 
functional are not currently implemented in Gaussian 09. The range partitioning parameter, ", 
was set to 0.3. 
e The 6-31G(d) basis set was used for all calculations in this table. 
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Table B.3. Vertical excitation energies, Eexc, in eV, oscillator strengths, f, and magnitude of 
dipole moments, |µ|, in Debye at the ground state equilibrium geometry of the p-nitrophenyl-
phenol-methylamine hydrogen-bonded complex in 1,2-dichlorethane.e 
 
  CASPT2 a LC-"PBE c,d "B97XD c CAM-B3LYP c 
! Eexc f  b Eexc f Eexc f |µ| Eexc f |µ| 
3.94 0.8014 23.0 3.77 0.8342 25.9 S1 3.98 0.0005 3.93 0.0156 3.46 ! ! 3.21 ! !
S2 4.28 0.0002 4.14 0.9230 4.04 0.0817 9.5 4.03 0.0126 8.8 
S3 4.59 0.5963 4.48 0.0001 4.59 0.0001 8.8 4.59 0.0001 9.2 
S4   4.83 0.0268 4.70 0.0276 15.1 4.70 0.0264 15.4 
S5     4.94 0.0391 4.98 0.0333 12.3 4.96 0.0188 14.0 
 
a Ground state geometry optimization performed with MP2 and PCM solvation. Reference 
CASSCF wavefunction has 14 electrons and 11 orbitals in active space and is averaged over six 
states with equal weights.  
b Oscillator strength obtained from CASSCF reference wavefunction. 
c Ground state geometry optimization performed with DFT using the specified functional with 
PCM solvation. Excited state properties calculated with nonequilibrium linear response PCM 
except for excitation energies in italics, which were calculated with nonequilibrium state-specific 
PCM. 
d Dipole moments were not calculated because the analytic third derivatives of the LC-"PBE 
functional are not currently implemented in Gaussian 09. The range partitioning parameter, ", 
was set to 0.3. 
e The 6-31G(d) basis set was used for all calculations in this table.  See Table B.4 for the TDDFT 
results with the "B97XD and CAM-B3LYP functionals in conjunction with larger basis sets. 
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Figure B.1. The hydrogen-bonded p-nitrophenyl-phenol-methylamine complex studied 
theoretically in the present chapter.   In the experimentally studied system, the methylamine is 
replaced with t-butylamine. 
 
 
 
 
 
(a)  
 
 
 
(b)  
 
 
 
 
(c)  
 
 
 
Figure B.2. The natural transition orbitals representing the dominant transitions of (a) S2 of p-
nitrophenyl-phenol in the gas phase, (b) S1 of the p-nitrophenyl-phenol-methylamine complex in 
solution, and (c) S2 of the p-nitrophenyl-phenol-methylamine complex in solution.  These 
orbitals were obtained with the nonequilibrium LR-PCM TDDFT/CAM-B3LYP/6-31G(d) 
method at the ground state equilibrium geometries. The natural transition orbitals represent more 
than 97% of the transition matrix for each state. Transitions (a) and (b) lead to the bright excited 
state in the gas phase and solvated systems, respectively. See Figs. B.8-B.16 for these and other 
natural transition orbitals obtained at various levels of theory. 
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(a)  
 
 
 
 
(b)  
 
 
 
Figure B.3. The isosurfaces of electronic density differences between the lowest-lying singlet 
excited states and the ground state of the p-nitrophenyl-phenol-methylamine complex in solution 
at the ground state equilibrium geometry.  The electronic density differences corresponding to 
(a) the S0 $S1 transition and (b) the S0 $S2 transition are depicted. The electronic densities were 
obtained with the PCM DFT/CAM-B3LYP/6-31G(d) method for the ground state and the 
nonequilibrium LR-PCM TDDFT/CAM-B3LYP/6-31G(d) method for the excited states. The 
isosurfaces of 0.0005 and -0.0005 (Bohr-3) are depicted in green and magenta, respectively. Note 
that a change in the electronic density on the amine base accompanies the optical excitation to 
S1 but not to S2. 
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(a)  
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Figure B.4.  Equilibrium geometries of the p-nitrophenyl-phenol-methylamine complex in 
solution optimized using the equilibrium LR-PCM TDDFT/CAM-B3LYP/6-31G(d) method. The 
bond lengths are given in Angstroms. (a) the ground state equilibrium geometry; (b) the !!* 
excited state equilibrium geometry with the transferring proton bonded to the donor oxygen atom 
(denoted D in the text); (c) the !!* excited state equilibrium geometry with the transferring 
proton bonded to the acceptor nitrogen atom (denoted A in the text); (d) the n!* excited state 
equilibrium geometry. See Fig. B.17 for the analogous figure generated with the "B97XD 
functional and Figs. B.18-S19 for these geometries obtained at various levels of theory. 
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     (a)                                                           (b) 
 
 
 
Figure B.5. Potential energy surfaces of the (a) !!* and (b) n!* excited states of the p-
nitrophenyl-phenol-methylamine complex in solution. For given values of the dihedral angle ! 
and N-H distance d (see the inset), the other nuclear coordinates were optimized for each state 
using the equilibrium LR-PCM TDDFT/CAM-B3LYP/6-31G(d) method. Both surfaces 
correspond to the lowest-energy singlet excited state at each optimized geometry for given 
values of ! and d.  The shaded circles denote the FC geometry. The contour interval is 0.25 
mHartree.  The molecular geometries corresponding to the minima D and A on the !!* surface 
are depicted in Figs. B.4b and B.4c, respectively. The minimum on the n!* surface is very close 
to the FC geometry, with the geometrical differences localized around the nitro group, as 
illustrated in Fig. B.4d.   See Fig. B.20 for the analog to part (a) generated with the 6-31+G(d,p) 
basis set; with this larger basis set, the D minimum is not located. 
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(a)                                                              (b)  
                                                            
                                                                         
                                                                         
Figure B.6.  The pathway along a predominantly proton transfer reaction coordinate on the !!* 
excited state potential energy surface of the p-nitrophenyl-phenol-methylamine complex in 
solution.  For each fixed N-H distance d, all other nuclear coordinates were optimized on the !!* 
state using the equilibrium LR-PCM TDDFT/CAM-B3LYP method.  The black lines correspond 
to the LR-PCM TDDFT energies, and the red lines correspond to the SS-PCM TDDFT energies 
at the same geometries.  These curves were generated with two different basis sets: (a) 6-31G(d), 
(b) 6-31+G(d,p). Note that only the A minimum is located with CAM-B3LYP/6-31+G(d,p). The 
energy is given relative to the ground state energy at the FC geometry for each level of theory. 
See Fig. B.26 for the analogous figures obtained using the "B97XD functional. 
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Figure B.7. The potential energy curves of the S1 state (the !!* state at the FC geometry) and the 
S2 state (the n!* state at the FC geometry) for the p-nitrophenyl-phenol-methylamine complex in 
solution. These curves were generated by changing only the dihedral angle ! with all other 
internal coordinates fixed to the values at the FC geometry, which is identified on the x-axis by 
the shaded circle. The excited state energies were calculated with the equilibrium LR-PCM 
TDDFT/CAM-B3LYP/6-31G(d) method. An avoided crossing between S1 and S2 is located at ! 
# 60°. For ! values greater than the value at the avoided crossing, S1 and S2 correspond to the n!* 
and !!* states, respectively. The energies are given relative to the ground state energy at the FC 
geometry.  See Fig. B.27 for the analogous figure generated with "B97XD/6-31G(d) and Figs. 
B.28 and B.29 for the analogous figures generated with the 6-31+G(d,p) basis set. 
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VI. Supporting Information 
 
 
 
Table B.4. Vertical excitation energies, Eexc, in eV, oscillator strengths, f, and magnitude of 
dipole moments, |µ|, in Debye at the ground state equilibrium geometry of the hydrogen-bonded 
p-nitrophenyl-phenol-methylamine complex in 1,2-dichlorethane.  
 
  "B97XD a CAM-B3LYP a 
 6-31+G(d,p) 6-31++G(d,p) 6-31+G(d,p) 6-31++G(d,p) 
! Eexc f |µ| Eexc f |µ| Eexc f |µ| Eexc f |µ| 
3.88 3.88 3.67 3.67 S1 3.25 
0.6822 25.0 
3.25 
0.6841 25.0 
2.95 
0.7057 27.4 
2.96 
0.7088 27.4 
S2 3.98 0.0747 9.0 3.98 0.0738 9.0 3.96 0.0104 9.1 3.96 0.0097 9.1 
S3 4.55 0.0214 16.1 4.55 0.0215 16.1 4.51 0.0217 16.7 4.51 0.0217 16.7 
S4 4.58 0.0012 9.1 4.58 0.0012 9.1 4.58 0.0006 9.4 4.58 0.0007 9.4 
S5 4.89 0.0208 12.3 4.89 0.0207 12.2 4.83 0.0107 14.4 4.83 0.0106 14.4 
 
a Ground state geometry optimization performed with DFT using the specified functional and 
basis set with PCM solvation. Excited state properties calculated with nonequilibrium linear 
response PCM except for excitation energies in italics, which were calculated with 
nonequilibrium state-specific PCM. See Table B.3 for the results with the 6-31G(d) basis set. 
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Figure B.8. The natural transition orbitals representing the dominant transitions of the low-lying 
singlet states of p-nitrophenyl-phenol in the gas phase.  These orbitals were obtained with the 
nonequilibrium LR-PCM TDDFT/LC-"PBE/6-31G(d) method at the ground state equilibrium 
geometry. The natural transition orbitals representing more than 90% of the transition matrix for 
each state are shown for S1, S2, and S3. For S4, S5, and S6, the first pairs of orbitals represent 
~70% of the transition, while the second pairs represent ~25%. See Table B.1 for the associated 
vertical excitation energies. The orbitals and state ordering obtained with the "B97XD 
functional are virtually identical.  
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Figure B.9.  The natural transition orbitals representing the dominant transitions of the low-lying 
singlet states of p-nitrophenyl-phenol in the gas phase.  These orbitals were obtained with the 
nonequilibrium LR-PCM TDDFT/CAM-B3LYP/6-31G(d) method at the ground state 
equilibrium geometry. The natural transition orbitals representing more than 90% of the 
transition matrix for each state are shown for S1, S2, and S3. For S4, S5, and S6, the first pairs of 
orbitals represent ~70% of the transition, while the second pairs represent ~25%. See Table B.1 
for the associated vertical excitation energies. 
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Figure B.10. The Hartree-Fock orbitals representing the dominant transitions (>50%) in the 
EOM-CCSD/6-31G(d) calculation of the low-lying singlet states of p-nitrophenyl-phenol in the 
gas phase. See Table B.1 for the associated vertical excitation energies.  
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Figure B.11. The CASSCF orbitals representing the dominant transitions in the CASPT2/6-
31G(d) calculation of the low-lying singlet states of p-nitrophenyl-phenol in the gas phase. S1, 
S2, S3, S4, and S5 orbitals represent 63%, 61%, 29%/22%, 65%, and 33% of the transitions, 
respectively. See Table B.1 for the associated vertical excitation energies.  
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Figure B.12. The natural transition orbitals representing the dominant transitions of the low-
lying singlet states of p-nitrophenyl-phenol in 1,2-dichlorethane. These orbitals were obtained 
with the nonequilibrium LR-PCM TDDFT/ LC-"PBE/6-31G(d) method at the ground state 
equilibrium geometry. The natural transition orbitals representing more than 90% of the 
transition matrix for each state are shown.  S4 and S5 are essentially the same states as in the gas 
phase (Figure B.8). See Table B.2 for the associated vertical excitation energies. The orbitals and 
state ordering obtained with the "B97XD and CAM-B3LYP functionals are virtually identical. 
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Figure B.13. The CASSCF orbitals representing the dominant transition of the low-lying singlet 
states in the CASSCF/6-31G(d) calculation of p-nitrophenyl-phenol in 1,2-dichloroethane. S1, S2, 
S3, S4, and S5 orbitals represent 69%, 37%, 68%, 43%, and 66% of the transitions, respectively. 
See Table B.2 for the associated vertical excitation energies. 
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Figure B.14. The natural transition orbitals representing the dominant transitions of the low-
lying singlet states of the p-nitrophenyl-phenol-methylamine complex in 1,2-dichlorethane.  
These orbitals were obtained with the nonequilibrium LR-PCM TDDFT/CAM-B3LYP/6-31G(d) 
method at the ground state equilibrium geometry. The natural transition orbitals representing 
more than 95% of the transition matrix for each state are shown for S1, S2, and S3. For S4, the 
first pair represents ~80%, and the second pair represents ~20% of the transition. For S5, the first 
pair represents ~60%, and the second pair represents ~37% of the transition. See Table B.3 for 
the associated vertical excitation energies. The orbitals and state ordering obtained with the 
"B97XD functional are virtually identical.  The results with the LC-"PBE functional remain the 
same as in Figure B.12 (p-nitrophenyl-phenol in solution). S1 is the bright state with charge-
transfer character with both the CAM-B3LYP and "B97XD functionals, whereas S2 is the bright 
state with the LC-"PBE functional. 
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Figure B.15. The CASSCF orbitals representing the dominant transitions (S1: ~60% and S3: 
~30%) in the CASSCF/6-31G(d) calculation of the low-lying singlet states of the p-nitrophenyl-
phenol-methylamine complex in 1,2-dichloroethane. See Table B.3 for the associated vertical 
excitation energies. 
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Figure B.16. The natural transition orbitals representing the dominant transitions of the low-
lying singlet states of the p-nitrophenyl-phenol-methylamine complex in 1,2-dichlorethane.  
These orbitals were obtained with the nonequilibrium LR-PCM TDDFT/CAM-B3LYP/6-
31+G(d,p) method at the ground state equilibrium geometry. The natural transition orbitals 
representing more than 95% of the transition matrix for each state are shown for S1, S2, and S4. 
For S3, the first pair represents ~85%, and the second pair represents ~10% of the transition. For 
S5, the first pair represents ~64%, and the second pair represents ~34% of the transition. See 
Table B.4 for the associated vertical excitation energies. The orbitals and state ordering obtained 
at the TDDFT/"B97XD/6-31+G(d,p) level are virtually identical. 
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(a)  
 
 
(b)  
 
 
(c)  
 
 
(d)  
 
Figure B.17. Equilibrium geometries of the p-nitrophenyl-phenol-methylamine complex in 1,2-
dichloroethane optimized using the equilibrium LR-PCM TDDFT/"B97XD/6-31G(d) method. 
The bond lengths are given in Angstroms. (a) the ground state equilibrium geometry; (b) the !!* 
excited state equilibrium geometry with the transferring proton bonded to the donor oxygen atom 
(denoted D in the text); (c) the !!* excited state equilibrium geometry with the transferring 
proton bonded to the acceptor nitrogen atom (denoted A in the text); (d) the n!* excited state 
equilibrium geometry. See Fig B.4 for the analogous figure generated with the CAM-B3LYP 
functional. 
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Figure B.18. Equilibrium geometries of the p-nitrophenyl-phenol-methylamine complex in 1,2-
dichloroethane optimized using the equilibrium LR-PCM TDDFT/CAM-B3LYP/6-31+G(d,p) 
method.  The bond lengths are given in Angstroms. (a) the ground state equilibrium geometry; 
(b) the !!* excited state equilibrium geometry with the transferring proton bonded to the acceptor 
nitrogen atom (denoted A in the text); (c) the n!* excited state equilibrium geometry. See Fig. 
B.4 for the analogous figure generated with the 6-31G(d) basis set. In contrast to the results 
obtained using the 6-31G(d) basis set, the !!* state minimum with the transferring proton bonded 
to the donor oxygen atom (denoted D in the text) is not found at the CAM-B3LYP/6-31+G(d,p) 
level of theory. The results are virtually identical with the 6-31++G(d,p) basis set.
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Figure B.19. Equilibrium geometries of the p-nitrophenyl-phenol-methylamine complex in 1,2-
dichlorethane optimized using the equilibrium LR-PCM TDDFT/"B97XD/6-31+G(d,p) method. 
The bond lengths are given in Angstroms. (a) the ground state equilibrium geometry; (b) the !!* 
excited state equilibrium geometry with the transferring proton bonded to the donor oxygen atom 
(denoted D in the text); (c) the !!* excited state equilibrium geometry with the transferring 
proton bonded to the acceptor nitrogen atom (denoted A in the text); (d) the n!* excited state 
equilibrium geometry.  The results are virtually identical with the 6-31++G(d,p) basis set.
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Figure B.20.  Potential energy surface of the !!* excited state of the p-nitrophenyl-phenol-
methylamine complex in solution. For given values of the dihedral angle and N-H distance (see 
the inset of Fig. B.5), the other nuclear coordinates were optimized for the !!* state using the 
equilibrium LR-PCM TDDFT/CAM-B3LYP/6-31+G(d,p) method. The shaded circle denotes the 
FC geometry. The contour interval is 0.25 mHartree. In contrast to the analogous plot obtained 
using the 6-31G(d) basis set (Fig. B.5a), the D minimum is not located at this level of theory. 
The molecular geometry corresponding to the minimum A on the !!* surface is depicted in Fig. 
B.18b. 
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Figure B.21. Potential energy surface of the n!* excited state of the p-nitrophenyl-phenol-
methylamine complex in solution obtained using the equilibrium SS-PCM TDDFT/CAM-
B3LYP/6-31G(d) method at the same geometries used in Fig. B.5b. For given values of the 
dihedral angle and N-H distance, the other nuclear coordinates were optimized for the n!* state 
using the equilibrium LR-PCM TDDFT/CAM-B3LYP/6-31G(d) method. The shaded circle 
denotes the FC geometry. The contour interval is 0.25 mHartree. This potential energy surface is 
similar to the analogous obtained with the equilibrium LR-PCM method (Fig. B.5b).  
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(a)           (b)  
 
                                                                              
 (c)                                                                 (d) 
                                                         
    
Figure B.22. Potential energy surfaces for the S1 and S2 excited states obtained from two-
dimensional rigid scans along the dihedral angle ! and the N-H distance d of the p-nitrophenyl-
phenol-methylamine complex in solution. Only the two internal coordinates ! and d were 
changed, and all other internal coordinates were fixed to the values at the FC geometry. The 
contour interval is 1mHartree. (a) and (b) are the S1 and S2 states, respectively, obtained using 
the equilibrium LR-PCM TDDFT/CAM-B3LYP/6-31G(d) method. (c) and (d) are the S1 and S2 
states, respectively, obtained using the equilibrium LR-PCM TDDFT/"B97XD/6-31G(d) 
method. The shaded circles denote the Franck-Condon geometry. As in the two-dimensional 
optimized calculations shown in Fig. B.5, two !!* minima are located on S1 ((a) and (c)), while a 
minimum of n!* character is found close to the FC geometry on S2 ((b) and (d)). See Fig. B.23 
for the analogous figure with the 6-31+G(d,p) basis set.  The potential energy surfaces are 
qualitatively similar for the two different functionals and basis sets.  
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(a)                                                                 (b)  
 
 
(c)                                                                 (d)                                                                         
 
 
 
 
Figure B.23. Potential energy surfaces for the S1 and S2 excited states obtained from two-
dimensional rigid scans along the dihedral angle ! and the N-H distance d of the p-nitrophenyl-
phenol-methylamine complex in solution. Only the two internal coordinates ! and d were 
changed, and all other internal coordinates were fixed to the values at the FC geometry. The 
contour interval is 1mHartree. (a) and (b) are the S1 and S2 states, respectively, obtained using 
the equilibrium LR-PCM TDDFT/CAM-B3LYP/6-31+G(d,p) method. (c) and (d) are the S1 and 
S2 states, respectively, obtained using the equilibrium LR-PCM TDDFT/"B97XD/6-31+G(d,p) 
method. The shaded circles denote the Franck-Condon geometry. See Fig. B.22 for the 
analogous figure with the 6-31G(d) basis set.  The potential energy surfaces are qualitatively 
similar for the two different functionals and basis sets.  
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Figure B.24. Potential energy surface of the !!* excited state obtained from a two-dimensional 
rigid scan along the dihedral angle ! and the N-H distance d of the p-nitrophenyl-phenol-
methylamine complex in solution. The surfaces were generated using the equilibrium SS-PCM 
TDDFT/CAM-B3LYP/6-31G(d) method.  Only the two internal coordinates ! and d were 
changed, and all other internal coordinates were fixed to the values at the FC geometry.  The 
contour interval is 2.5 mHartree. In contrast to the analogous equilibrium LR-PCM surface (Fig. 
B.22a), the two !!* minima correspond to a larger dihedral angle of ~90°. See Fig. B.25 for the 
analogous figure with the 6-31+G(d,p) basis set.  The potential energy surfaces are qualitatively 
similar for the two different basis sets. 
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Figure B.25. Potential energy surface of the !!* excited state obtained from a two-dimensional 
rigid scan along the dihedral angle ! and the N-H distance d of the p-nitrophenyl-phenol-
methylamine complex in solution. The surfaces were generated using the equilibrium SS-PCM 
TDDFT/CAM-B3LYP/6-31+G(d,p) method.  Only the two internal coordinates ! and d were 
changed, and all other internal coordinates were fixed to the values at the FC geometry.  The 
contour interval is 2.5 mHartree. See Fig. B.24 for the analogous figure with the 6-31G(d) basis 
set.  The potential energy surfaces are qualitatively similar for the two different basis sets, but the 
second minimum is not determined for the larger basis set. 
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(a)                                                                 (b) 
  
 
(c)  
 
 
Figure B.26. The pathway along a predominantly proton transfer reaction coordinate on the !!* 
excited state potential energy surface of the p-nitrophenyl-phenol-methylamine complex in 
solution.  For each fixed N-H distance d, all other nuclear coordinates were optimized on the !!* 
state using the equilibrium LR-PCM TDDFT/"B97XD method.  The black lines correspond to 
the LR-PCM TDDFT energies, and the red lines correspond to the SS-PCM TDDFT energies at 
the same geometries. These curves were generated with different basis sets: (a) 6-31G(d), (b) 6-
31+G(d,p), (c) 6-31++G(d,p). The energy is given relative to the ground state energy at the FC 
geometry for each level of theory. See Fig. B.6 for the analogous figure generated with the 
CAM-B3LYP functional. 
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Figure B.27. The potential energy curves of the S1 state (the !!* state at the FC geometry) and 
the S2 state (the n!* state at the FC geometry) for the p-nitrophenyl-phenol-methylamine 
complex in solution. These curves were generated by changing only the dihedral angle ! with all 
other internal coordinates fixed to the values at the FC geometry, which is identified on the x-
axis by the shaded circle. The excited state energies were calculated with the equilibrium LR-
PCM TDDFT/"B97XD/6-31G(d) method. An avoided crossing between S1 and S2 is located at ! 
# 50°. For ! values greater than the value at the avoided crossing, S1 and S2 correspond to the n!* 
and !!* states, respectively. The energies are given relative to the ground state energy at the FC 
geometry.  See Fig. B.7 for the analogous figure generated with CAM-B3LYP/6-31G(d) and 
Figs. B.28 and B.29 for the analogous figures generated with the 6-31+G(d,p) basis set. 
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Figure B.28. The potential energy curves of the S1 state (the !!* state at the FC geometry) and 
the S2 state (the n!* state at the FC geometry) for the p-nitrophenyl-phenol-methylamine 
complex in solution. These curves were generated by changing only the dihedral angle ! with all 
other internal coordinates fixed to the values at the FC geometry, which is identified on the x-
axis by the shaded circle. The excited state energies were calculated with the equilibrium LR-
PCM TDDFT/CAM-B3LYP/6-31+G(d,p) method. An avoided crossing between S1 and S2 is 
located at ! # 65°. For ! values greater than the value at the avoided crossing, S1 and S2 
correspond to the n!* and !!* states, respectively. The energies are given relative to the ground 
state energy at the FC geometry.  See Fig. B.29 for the analogous figure generated with 
"B97XD/6-31+G(d,p) and Figs. B.7 and B.27 for the analogous figures generated with the 6-
31G(d) basis set.  
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Figure B.29. The potential energy curves of the S1 state (the !!* state at the FC geometry) and 
the S2 state (the n!* state at the FC geometry) for the p-nitrophenyl-phenol-methylamine 
complex in solution. These curves were generated by changing only the dihedral angle ! with all 
other internal coordinates fixed to the values at the FC geometry, which is identified on the x-
axis by the shaded circle. The excited state energies were calculated with the equilibrium LR-
PCM TDDFT/"B97XD/6-31+G(d,p) method. An avoided crossing between S1 and S2 is located 
at ! #50 °. For ! values greater than the value at the avoided crossing, S1 and S2 correspond to 
the n!* and !!* states, respectively. The energies are given relative to the ground state energy at 
the FC geometry.  See Fig. B.28 for the analogous figure generated with CAM-B3LYP/6-
31+G(d,p) and Figs. B.7 and B.27 for the analogous figures generated with the 6-31G(d) basis 
set. 
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