Abstract. For a field k of characteristic 0, we present an algorithm for deciding if a morphism φ : k[X 1 , ..., Xm] → k[X 1 , ..., Xm] has an inverse. The algorithm also shows how to find the inverse when it exists.
Introduction
A morphism of k-algebras φ : k[X] → k[X] is an automorphism if and only if φ(X) = aX + b with a = 0, in this case the inverse is determined by φ −1 (X) = a −1 (X − b). Once we switch to several variables the problem is much more complicated. If φ : k[X 1 , ..., X m ] → k[X 1 , ..., X m ] is an automorphism and φ(X i ) = F i (X 1 , ..., X m ), then the determinant of the Jacobian matrix Jac(F 1 , ..., F m ) is a nonzero element in k. The converse of this statement is known as the Jacobian conjecture. This problem is open and was intensively studied over the years, and it is infamous for several incorrect proofs proposed. For some partial results and reduction to simpler cases see [1] , [2] , [3] , [5] and [6] .
The purpose of this paper is to present an algorithm for deciding if a k-algebra morphism φ : k[X 1 , ..., X m ] → k[X 1 , ..., X m ] is invertible and to show how to find the inverse. We are not addressing the question whether the Jacobian conjecture is true or not. We only show how to decide if a particular φ is invertible, and if it is invertible, how to find the inverse.
The paper is organized as follows. In section 2 we recall a few general results, most importantly Theorem 2.1 from [1] . In section 3 we discuss the case of two variables. We show that given a pair F (X, Y ), G(X, Y ), such that Jac(F, G) is a nonzero element of k, then the system (3.2) has a unique solution in
. After evaluating at t = 1 we get the inverse of φ. In section 4 we state the results for the general case, and point the main differences from the case m = 2.
Preliminaries
In this paper k is field with char(k) = 0. k[X 1 , ..., X m ] is the k-algebra of polynomials over k, when m = 2 we denote it with k[X, Y ]. If R is a ring then R[ [t] ] is the ring of formal series with coefficients in R.
Fix an integer m ≥ 2. Suppose that for every 1 ≤ i ≤ m we have F i ∈ k[X 1 , ..., X m ], then we can define a k-algebra morphism
Recall that the Jacobian matrix associated to the m-tuple (F 1 , ..., F m ) as the m × m matrix:
It is well know that if φ has an inverse then det(Jac(F 1 , ..., F m )) ∈ k * . The converse of this statement is the well known Jacobian conjecture.
If F ∈ k[X 1 , ..., X m ] we denote by deg(F ) the maximum total degree of all monomial that appears in F . We denote by deg(
Recall from [1] the following result.
For more results about Jacobian conjecture see [1] , [2] , [3] , [5] and [6] .
Main Result
In this section we study the case of two variables. First we make the following essential observation.
Then there exist X (t) and
Moreover the tdegree for X (t) and Y(t) is less or equal to the maximum of deg(F (X, Y )) and deg(G(X, Y )).
Proof. We define X (t) and
Finally, the t-degree for X (t) (and Y(t)) is less or equal to the maximum of deg(A(X, Y ) and deg(B(X, Y )), which by Theorem 2.1 is less or equal to the maximum of deg(F (X, Y )) and deg(G(X, Y )).
This suggest that, given F (X, Y ) and G(X, Y ) ∈ k[X, Y ], in order to find the inverse polynomial functions A(X, Y ) and B(X, Y ) we need to solve the system of equations
with the initial conditions
and then "evaluate" the solution at t = 1. Unfortunately this is not quite true, but we have the following result.
Proof. We are looking for
where
The plan is to show that for every n ≥ 1, the system (3.2) with initial condition (3.3) has a unique solution mod t n . Moreover the solution mod t n+1 is the extension of the solution mod t n . Because of the initial condition (3.3), we know that u 0 (X, Y ) = X and v 0 (X, Y ) = Y and so we have a unique solution mod t.
Next we take the derivative of the equations (3.2) to get:
We can rewrite it as
Evaluating the equation (3.5) at t = 0 we get:
Since the Jacobian matrix has its determinant in k * , we have that
is uniquely determined, which proves that the system (3.2) with initial condition (3.3) has a unique solution mod t 2 . Next we take the second derivative of the system (3.2) (or equivalently the derivative of (3.5)) to get
Where
We evaluate the equation (3.6) at t = 0 to get
Notice that Z 2,2 (X, Y )(0) depends only on u 1 (X, Y ) and
is invertible we can solve uniquely equation (3.7) for
which proves that the system (3.2) with initial condition (3.3) has a unique solution mod t 3 . Next we do induction. Assume that mod t n we have a unique solution for the system (3.2) with initial condition (3.3). Take the n-th derivative of the system (3.2) to get
and
). For convenience we use the convention that Z i,n (X, Y )(t) = 0 for all i ≤ 0 and i ≥ n + 1. Notice that
Moreover, for every 2 ≤ i ≤ n the entries of the matrix Z i,n (X, Y )(t) can be expressed as polynomials in U (j) (t) and V (j) (t) for j ∈ {1, ..., n−i+1}. In particular, when we evaluate at t = 0, the entries of the matrix Z i,n (X, Y )(0) are polynomials in u j (X, Y ) and v j (X, Y ) for j ∈ {1, ..., n − i + 1} ⊆ {1, ..., n − 1}.
Since D 1 (X, Y ) is invertible, and we already know u j (X, Y ) and v j (X, Y ) for j ∈ {1, ..., n − 1}, we can solve uniquely the equation (3.9) for
, and so the system (3.2) with initial condition (3.3) has a unique solution mod t n+1 .
This result, combined with Theorem 2.1, gives an algorithm of deciding if a k-algebra morphism φ :
If it is invertible then we also know how to find the inverse. More precisely we have the following. 
Proof. If φ has a polynomial inverse, then we know from Lemma 3.1 that (X (t), Y(t)) is a solution for the system (3.2) with initial condition (3.3). From Theorem 3.2 the solution has to be unique, so X (t) = U(t) and Y(t) = V(t).
Moreover from Lemma 3.1 we know that the t-degree of X (t) and Y(t) is at most n and so
In particular, using the notation from Lemma 3.1, we have that
The converse is obvious.
The following result was first stated in [1] , here we give a new proof.
Corollary 3.4. Let k ⊆ L be an extension of fields of characteristic 0, and
Proof. We know from Theorem 3.2 that the system of equations (3.2) with initial condition (3.3), has a unique solution
On the other hand, Lemma 3.1 shows that the same system has a solution
. By Theorem 3.2, the two solutions must be equal, so
Next we give two examples for which we compute U(t) and V(t).
n where a, b ∈ k * . Then
General Case
The results from the previous section can be easily generalized to the case of polynomial in several variables. For completeness, we present without proof the precise statements and point out the main differences.
In this section we assume that F 1 , F 2 , ..., F m ∈ k[X 1 , ..., X m ] such that the maximum degree of the m-tuple (F 1 , F 2 , ..., F m ) is n. Just like above, we introduce the following system
with initial conditions
such that the determinant of the jacobian matrix of the m-tuple (F 1 , F 2 , ..., F m ) is in k * . Then the system (4.1) with initial condition (4.2) has a unique solution
Proof. The proof is identical with that for Theorem 3.2.
of total degree at most n such that the determinant of the jacobian matrix of the m-tuple (F 1 , F 2 
where u i,j (X 1 , ..., X m ) are as in Theorem 4.1. Then the morphism φ has a polynomial inverse if and only if φ
Proof. Notice that in this case we have to take the first n m−1 terms from the expression of U i (t). When m = 2 we recover Corollary 3.3. (A 1 (X 1 , ...., X m ), ..., A m (X 1 , . ..., X m )) = X i A i (F 1 (X 1 , ...., X m ) , ..., F m (X 1 , ...., X m )) = X i for all 1 ≤ i ≤ m. Then A i (X 1 , . .., X m ) ∈ k[X 1 , ..., X m ] for all 1 ≤ i ≤ m.
Proof. The proof is similar with that for Corollary 3.4.
We end the paper with the following straightforward generalization for Theorem 4.1. 
