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Abstract
Vital signs including heart rate, respiratory rate, body temperature and blood pres-
sure, are critical in the clinical decision making process. Effective early prediction
of vital signs help to alert medical practitioner ahead of time and may prevent ad-
verse health outcomes. In this paper, we suggest a new approach called generative
boosting, in order to effectively perform early prediction of vital signs. Genera-
tive boosting consists of a generative model, to generate synthetic data for next
few time steps, and several predictive models, to directly make long-range predic-
tions based on observed and generated data. We explore generative boosting via
long short-term memory (LSTM) for both the predictive and generative models,
leading to a scheme called generative LSTM (GLSTM). Our experiments indicate
that GLSTM outperforms a diverse range of strong benchmark models, with and
without generative boosting. Finally, we use a mutual information based cluster-
ing algorithm to select a more representative dataset to train the generative model
of GLSTM. This significantly improves the long-range predictive performance of
high variation vital signs such as heart rate and systolic blood pressure.
1 Introduction
Nowadays, well-developed artificial intelligence techniques provide opportunities to effectively uti-
lize resourceful medical data and better inform clinical decision making [1–7]. One practical appli-
cation is early prediction of patients’ vital signs as abnormal vital signs are often associated with
certain health problems [8]. Effective early predictions help to alert medical practitioners ahead of
time and may prevent adverse health outcomes [9, 10]. Such application makes machine learning
in healthcare more impactful than other domains (e.g., economic) as the early prediction may save
patients’ lives through appropriate early intervention. For example, if we can detect abnormal heart
rate of a heart disease patient 60 minutes in advance, it means this patient may have a cardiovascular
event 60 minutes later. The clinician can ask the patient to take aspirin (75 - 150mg) now and aspirin
will cause inhibition of platelet function occurring within 60 minutes of ingestion [11] and may re-
sult in highest plasma level of the drug being reached before the cardiovascular events, leading to
decreased risk of adverse health outcomes. In addition to heart disease, such early prediction could
help clinicians to do early treatment for other diseases as well.
This paper contributes to early prediction of vital signs as follows:
• We propose a new approach called generative boosting which consists of a generative model to
generate synthetic data for next few time steps, and several predictive models, to make long-range
predictions based on observed and generated data.
• We explore generative boosting using long short-term memory (LSTM) for both the predictive
and generative models, leading to a scheme called generative LSTM (GLSTM). Our experiments
indicate that GLSTM outperforms a diverse range of strong benchmark models, with and without
generative boosting. We find improvements of up to 30% over the benchmark models.
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• We propose a mutual information (MI) based unsupervised clustering algorithm to effectively
select a group of representative patients, in order to better train the generative model of GLSTM.
Our results demonstrate this approach gives an approximately 10% improvement in long-range pre-
dictions of heart rate and systolic blood pressure over GLSTM.
2 Generative Boosting via LSTM Networks
2.1 Direct & Iterative Forecasting
Approaches to long-range prediction (also called multistep-ahead forecasting) consists of two
main classes: direct forecasting and iterative forecasting [12–14]. In the direct forecasting,
various independent models are trained to make predictions at different time steps. Assume
we use past 3 observations {Xt, Xt−1, Xt−2}, we can write direct forecasting as (1) - (3)
Xˆt+1 = fd1(Xt, Xt−1, Xt−2, θd1), (1)
Xˆt+2 = fd2(Xt, Xt−1, Xt−2, θd2), (2)
Xˆt+3 = fd3(Xt, Xt−1, Xt−2, θd3), (3)
. . .
Xˆt+1 = fiter(Xt, Xt−1, Xt−2, θiter), (4)
Xˆt+2 = fiter(Xˆt+1, Xt, Xt−1, θiter), (5)
Xˆt+3 = fiter(Xˆt+2, Xˆt+1, Xt, θiter), (6)
. . .
where Xˆt+1, Xˆt+2 and Xˆt+3 denote the predictions for next three time steps using different models
fd1 , fd2, fd3 with parameters θd1, θd2, θd3. However, the long-range predictive performance (e.g.,
N -step ahead) becomes worse as N grows. In iterative forecasting, the same model (fiter) is used
iteratively and previous predictions are used together with the original data as new inputs to eval-
uate the next prediction. Using the same notations, we can write iterative forecasting as (4) - (6).
This approach effectively reduces the prediction horizonN , but it suffers from the error propagation
which means small error in current prediction causes larger error in subsequent predictions [15, 13].
2.2 Generative Boosting & Generative LSTM (GLSTM)
In this subsection, we propose a new approach called generative boosting, which con-
sists of a generative model to generate synthetic data for next few time steps, and sev-
eral predictive models, to make long-range predictions based on observed and generated
data. Using the same notations in Section 2.1, we can write generative boosting as
Xˆt+1 = fgen(Xt, Xt−1, Xt−2, θgen), (7)
Xˆt+2 = fgen(Xˆt+1, Xt, Xt−1, θgen), (8)
Xˆt+3 = fpred1(Xˆt+2, Xˆt+1, Xt, θpred1), (9)
Xˆt+4 = fpred2(Xˆt+2, Xˆt+1, Xt, θpred2), (10)
. . .
Generative boosting consists of a generative model fgen, to generate synthetic data for the next time
step via iterative forecasting (see (7) - (8)), and several predictive models fpred, to make long-range
predictions based on observed and generated data via direct forecasting (see (9) - (10)). Generative
boosting attempts to strike a balance between direct forecasting and iterative forecasting. Thus, it
may inherit advantages of both methods, leading to better long-range predictive performance. We
replace fgen and fpred with LSTM, leading to a scheme called generative LSTM (GLSTM). This
configuration is justified by the experimental results in [7].
3 Performance Evaluation
3.1 Dataset Description
The dataset used in this paper contains information from 177 medical patients from a local hos-
pital. The data collection for this study was approved by the local institutional ethics committee.
The data includes both demographic information and medical information recorded by a wearable
system which continuously monitors patients’ vital signs. According to the completeness of data, 7
features are shortlisted and used in this paper: age, gender, heart rate, respiratory rate, blood oxygen
saturation, body temperature and systolic blood pressure. The majority of vital signs are recorded at
a regular interval of 5 minutes over a duration of 24 hours (on average). A small amount of missing
values (less than 50 readings) are imputed using their last historical readings. Finally, we scale all
variables to [0,1] and reshape all scaled data via a sliding observation window (size = number of
time steps (M = 20)× number of features (K = 7)) into a three dimensional datasetQ ∈ RS×M×K .
3.2 Experiment Set Up
Four benchmark models: Autoregressive Integrated Moving Average (ARIMA) model [16], Sup-
port Vector Regression (SVR) [17], Gaussian Process Regression (GPR) [18] and LSTM [19] are
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Algorithm 1 Training & Testing Procedures for GLSTM
Input: Training Dataset P (40%), Training DatasetG (20%), Validation Dataset (20%), Test Dataset (20%);
1: Training Dataset G
train
−−→ Generative Model, Validation Dataset
tune
−−→ Generative Model;
2: repeat
3: Generative Model
generate
−−−−→ Synthetic Data of Next Time Step for Dataset P & Test Dataset;
4: Remove Data of Oldest Time Step from Dataset P & Test Data;
5: Concatenate Generated Synthetic Data to Dataset P & Test Data as Latest Time Step;
6: until Generation Requirement is Met (e.g., up to next three time steps)
7: Modified Training Dataset P
train
−−→ Predictive Model, Validation Dataset
tune
−−→ Predictive Model;
8: Modified Test Dataset
test
−→ Predictive Model, Calculate MSE & MAPE;
shortlisted as they are reported to provide significant performance in time-series data prediction
[20–24]. In the experiments, the dataset Q ∈ RS×M×K is randomly divided into 3 subsets at the
patient level: training dataset T ∈ RS1×M×K (60%), validation dataset ∈ RS2×M×K (20%), and
testing dataset ∈ RS3×M×K (20%). For benchmark models, LSTM is trained using training dataset
T and tuned via validation dataset. The MLP (three hidden layers with size [10,5,3]) and SVR
(kernel=rbf ) are trained using flatted training dataset T (RS1×M
′
) and tuned via flatted validation
dataset (RS2×M
′
) whereM ′ = M ×K . The ARIMA (2,0,1) is trained via past 20 historical values
of a single vital sign (e.g., HR). For GLSTM, the training dataset T ∈ RS1×M×K (60%) are ran-
domly divided into 2 subsets at the patient level: training dataset P ∈ RS4×M×K (40%) and training
dataset G ∈ RS5×M×K (20%). The training and testing procedures are summarized in Algorithm
1. We note that both generative and predictive models contain one hidden layer with one LSTM unit
and they are trained using batches of 20, sigmoid activation function and Adam [25] with a learning
rate of 0.0005 and 0.001 for 300 epochs and 100 epochs, respectively. All parameters are tuned
via validation dataset. Finally, we evaluate the performance of GLSTM and direct forecasting (via
benchmarkmodels) using testing dataset. All results, including GLSTM and benchmarkmodels, are
averaged over 10 runs. Two metrics, Mean Absolute Percentage Errors (MAPE) and Mean Squared
Errors (MSE) are used to evaluate the predictive performance. In addition, Codes for reproducibility
is available at https://github.com/Martin1937/Generative-Boosting.
3.3 Performance Comparison
We now present experimental results of predicting heart rate (HR) at different time steps using
proposed GLSTM (rows 5-7) and direct forecasting via benchmark algorithms (rows 1-4) in Table
1. The term followingGLSTM, namely G1, G2 and G3, indicates the number of time steps for which
synthetic data is generated. For example, in GLSTM-G1, the synthetic data is generated for the next
time step (t+1) only and direct forecast predictions are made for subsequent time steps. In Table 1,
the predictive performance for the time steps that are part of the generative model are not shown.
For example, for GLSTM-G1, since the value at t+1 is part of the generative model, the predictive
performance at t+1 is not shown. For direct forecasting via benchmark models, we observe that
LSTM outperforms all other benchmark models studied (rows 1-4 in Table 1). This finding agrees
with the result stated in [26–29]. Moreover, the proposed GLSTM has an improvement of at least
10% when comparing to the best performing benchmark model (e.g., LSTM).
4 Improving GLSTM via a Mutual Information based Clustering
Up to this point, we have assumed that training datasetG is randomly selected from training dataset
T, and hence may not represent dataset T well. For example, the dataset T contains patients from re-
gionA,B andC. But randomly selected datasetGmay only contain patients from regionA. Hence,
the dataset G may not be a good representative of dataset T. Consequently, the generative model
trained by dataset G may not learn the full distribution and results in poor generative performance.
In this subsection, we propose a mutual information (MI) based unsupervised clustering algorithm
to select a group of representative patients to better train the generative model.
Mutual information I(X ;Y ) from information theory [30] can quantify the dependency between
random variableX and Y . The higher the value, the better one variable can represent the other. The
first step of our proposed MI based algorithm is assigning a score to each patient and the scoring
function is given by J(Pi) =
∑
Pj∈Ω,Pj 6=Pi
I(Pi, Pj), where Pi ∈ R
p×q refers to the data of
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t+1 t+2 t+3 t+4 t+5 t+6
MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE
SVR 65.26 8.78 69.68 8.99 73.64 9.23 76.85 9.40 80.61 9.63 87.68 9.88
GPR 62.88 7.45 68.26 8.08 72.03 8.53 78.42 9.29 81.27 9.62 85.52 9.69
ARIMA 85.92 8.30 89.98 8.60 92.94 8.85 95.03 8.99 97.71 9.14 99.83 9.26
LSTM 46.91 6.69 57.91 7.52 64.25 7.85 71.08 8.52 75.07 8.74 79.78 9.01
GLSTM-G1 – – 51.37 7.02 55.07 7.33 63.72 8.03 72.23 8.45 75.39 8.91
GLSTM-G2 – – – – 58.37 7.58 63.95 7.91 70.31 8.32 74.22 8.73
GLSTM-G3 – – – – – – 68.25 8.33 74.56 8.72 79.42 9.11
GLSTM-G1-MI – – 47.31 6.67 54.27 7.04 61.53 7.47 64.52 7.81 68.24 8.02
GLSTM-G2-MI – – – – 53.78 6.97 60.23 7.41 65.25 7.84 67.22 7.98
GLSTM-G3-MI – – – – – – 65.74 7.96 69.73 8.35 73.51 8.62
Table 1: Long-range prediction of Heart Rate (HR) with direct forecasting via various models
(rows 1 - 4), GLSTM (rows 5 - 7), GLSTM with MI based clustering algorithm (rows 8 - 10). MSE
and MAPE are the mean squared error and mean absolute percentage error, respectively. The best
performance in each column is highlighted in red & bold.
candidate patient with number of time steps p and number of features q. We denote Ω as the dataset
containing all patients (i.e., Ω = {P1, P2, · · · }). The data length (p) of patients maybe different
due to length of stay. Therefore, we estimate the MI via nearest-neighbor based MI estimators
[31]. After scoring each patient, we divide all patients into L = 10 groups (of approximately equal
size) based on the descending order of all scores. Therefore, patient data with similar scores will
be grouped together and patient data within the same group will tend to be highly dependent on
each other. Random sampling from each group will select representative samples of each group.
Random proportional sampling from all groups gives a new training dataset G′ and the rest of the
patients form the new training dataset P′. For fair comparison, we sample an equal amount as before
(training dataset G′: 20%, training dataset P′: 40%). In such manner, we argue that we can select
more representative training datasets for both the generative model and predictive models.
We now train the generative model (LSTM) and predictive model (LSTM) in GLSTM using dataset
G′ and dataset P′, respectively. The performance of GLSTM with MI based clustering algorithm
evaluated using the same testing dataset in Section 3.3 is shown in Table 1 (row 8 - 10). The
notation GLSTM with a suffix of MI means the model uses the MI clustering algorithm, otherwise
the generative model and predictive model are trained using dataset G and dataset P. In Table 1,
we highlight the best performance in red & bold. It can be seen that the predictive performance of
GLSTM-MI has an approximately 10% improvement as compare to GLSTM.
5 Future Work
We conclude the paper by presenting results for other vital signs and discussing clinical relevance.
• Additional Experimental Results: To further evaluate the performance of GLSTM and the MI
based clustering algorithm, we conduct similar experiments to perform long-range prediction
of SBP (systolic blood pressure). The results shown in Appendix A Table 3 match those for
prediction of HR. Experimental results of predicting HR for more time steps in the future are also
shown in Appendix A. Our best results indicate that our proposed model is able to predict HR and
SBP 20 minutes in advance with a MAPE of 7.41% and 6.17%, respectively. For 60 minutes early
prediction, the corresponding MAPE are 9.25% and 7.33%, respectively (see Table 2 - Table 3 in
Appendix A). As expected, the MAPE increases with the prediction horizon.
• Feedback From Clinicians: We have discussed with clinicians about the relevance of our results.
The general feedback is that early prediction (with a 30-60 minute lead time) is very relevant for
ICU and high risk patients. Another point made was that the proposed method could be integrated
into early warning systems (such as NEWS2 [32]) to do early prediction of mortality or sepsis.
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A Supplementary Results for Section 5
MSE &MAPE (in percentage) for Different Prediction Horizons
t+1 t+2 t+3 t+4 t+5 t+6 t+7 t+8 t+9 t+10 t+11 t+12
MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE
SVR 65.26 8.78 69.68 8.99 73.64 9.23 76.85 9.40 80.61 9.63 87.68 9.88 97.25 10.03 98.12 10.04 104.31 10.21 107.52 10.48 112.4 10.72 119.5 10.91
GPR 62.88 7.45 68.26 8.08 72.03 8.53 78.42 9.29 81.27 9.62 85.52 9.69 99.23 10.17 100.51 10.13 105.27 10.32 109.21 10.44 114.2 10.83 120.6 11.21
ARIMA 85.92 8.30 89.98 8.60 92.94 8.85 95.03 8.99 97.71 9.14 99.83 9.26 101.6 9.41 109.9 9.57 116.8 10.71 118.4 10.81 124.2 11.02 129.3 11.51
LSTM 46.91 6.69 57.91 7.52 64.25 7.85 71.08 8.52 75.07 8.74 79.78 9.01 82.95 9.17 84.03 9.33 89.33 9.60 92.99 9.89 95.71 10.02 99.21 10.24
GLSTM-G1 – – 51.37 7.02 55.07 7.33 63.72 8.03 72.23 8.45 75.39 8.91 74.71 8.67 81.83 9.20 82.87 9.29 84.78 9.39 88.47 9.51 92.41 9.72
GLSTM-G1-MI – – 47.31 6.67 54.27 7.04 61.53 7.47 64.52 7.81 68.24 8.02 70.51 8.31 73.25 8.41 75.31 8.43 77.98 8.72 81.23 8.93 84.25 9.25
GLSTM-G2 – – – – 58.37 7.58 63.95 7.91 70.31 8.32 74.22 8.73 79.17 9.01 80.33 9.08 84.65 9.35 85.80 9.41 90.21 9.58 94.32 9.81
GLSTM-G2-MI – – – – 53.78 6.97 60.23 7.41 65.25 7.84 67.22 7.98 71.24 8.35 74.27 8.47 77.25 8.68 80.21 9.07 83.22 9.21 87.61 9.32
GLSTM-G3 – – – – – – 68.25 8.33 74.56 8.72 79.42 9.11 80.31 9.09 82.09 9.19 84.44 9.41 88.41 9.48 92.45 9.62 97.31 9.92
GLSTM-G3-MI – – – – – – 65.74 7.96 69.73 8.35 73.51 8.62 73.25 8.42 77.28 8.82 79.41 8.91 81.23 9.11 85.52 9.42 89.71 9.52
Table 2: Long-range early prediction of Heart Rate (HR) with direct forecasting via various models, GLSTM, GLSTM with MI based clustering algorithm for next
60 minutes. MSE and MAPE are the mean squared error and mean absolute percentage error, respectively. The best performance in each column is highlighted in
red & bold.
MSE &MAPE (in percentage) for Different Prediction Horizons
t+1 t+2 t+3 t+4 t+5 t+6 t+7 t+8 t+9 t+10 t+11 t+12
MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE
SVR 97.19 6.20 115.8 6.64 125.3 6.94 133.1 7.12 138.8 7.28 145.2 7.45 151.7 7.64 158.2 7.80 162.9 7.94 168.8 8.09 173.2 8.17 179.2 8.32
GPR 102.1 6.31 119.4 6.71 127.5 7.05 131.7 7.07 141.0 7.39 149.9 7.55 156.3 7.66 161.4 7.87 167.7 8.12 171.7 8.21 178.4 8.33 183.4 8.44
ARIMA 150.9 6.44 157.4 6.70 162.4 6.88 167.7 7.07 172.5 7.23 177.4 7.36 183.0 7.57 187.4 7.65 191.1 7.72 196.2 7.84 201.5 8.22 209.3 8.41
LSTM 82.77 5.13 106.2 6.02 116.6 6.27 123.2 6.43 132.9 6.76 138.2 6.85 145.4 7.09 149.3 7.21 155.3 7.38 163.2 7.64 168.4 7.88 171.8 8.03
GLSTM-G1 – – 98.77 5.80 112.2 6.15 122.5 6.31 129.6 6.71 134.2 6.81 143.1 7.05 147.9 7.17 150.9 7.23 156.6 7.43 161.2 7.54 163.4 7.67
GLSTM-G1-MI – – 84.98 5.41 96.49 5.93 104.5 6.18 109.6 6.30 113.6 6.35 120.3 6.61 127.1 6.79 132.8 6.93 141.9 7.21 149.2 7.31 154.3 7.37
GLSTM-G2 – – – – 109.9 6.05 121.9 6.32 126.8 6.60 136.7 6.72 141.8 7.03 144.9 7.13 147.4 7.20 154.6 7.39 158.2 7.51 164.3 7.59
GLSTM-G2-MI – – – – 98.25 5.95 106.3 6.17 112.3 6.35 121.1 6.68 130.0 6.91 135.8 7.04 142.5 7.33 144.1 7.26 147.4 7.29 151.7 7.33
GLSTM-G3 – – – – – – 126.0 6.59 130.8 6.82 134.3 6.89 144.8 7.25 148.8 7.21 153.3 7.19 157.6 7.49 164.3 7.62 169.5 7.81
GLSTM-G3-MI – – – – – – 118.8 6.36 125.3 6.84 128.2 6.85 133.9 7.05 138.8 7.16 141.2 7.17 149.3 7.27 157.4 7.54 161.3 7.71
Table 3: Long-range early prediction of Systolic Blood Pressure (SBP) with direct forecasting via various models, GLSTM, GLSTM with MI based clustering
algorithm for next 60 minutes. MSE and MAPE are the mean squared error and mean absolute percentage error, respectively. The best performance in each
column is highlighted in red & bold.
7
