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本稿では \mathbb{R}^{n} における集合のベクトル化を考える.まず,順序錘を C  =\mathbb{R}+ (非負象限) とする,また,  C の
base を  B=co\{e_{1}, e_{n}\} としておく.ただし,  e_{i} は第  i 成分のみ1で残りの成分が  0 の基本ベクトルと
する.また集合  A に対して co  A は  A の凸包を表す.空でない  C‐boundedな集合  A\in \mathbb{R}^{n} に対応するベク
トル  V(A) を次のように定義する.簡単のため  A+C は  C‐convexかつ  C‐compactであると仮定する.
 k\in B に対して,   \varphi(k;A)=\min\{\langle k, a\rangle|a\in A\}.
 \varphi(k;A) は各  A に対応して得られる  B 上の連続関数であり,コンパクト集合上の連続関数の空間と考えるこ
とで  \varphi(k;A) を1つのベクト)  \ovalbox{\tt\small REJECT} とみなすことができる.
またこの設定において,  A_{1},  A2\in \mathbb{R}^{n} に対して,  (A_{1}+C)\supset A_{2}\Leftrightarrow\varphi(k;A_{1})\leq\varphi(k;A2) ,  \forall k\in B となる
ことが知られている.つまり集合としての順序とベクトル化したものの順序が一致しているのである.また,
 ||\varphi  (k:A)||= \max|\varphi(k;A)|k\in B のノルムを導入することでベクトル値関数に対する微分を考えることができ,
順序の対応から集合値写像への微分を考えることができる.
3  \varphi  (k : A) のグラフ
Figure 1は  \mathbb{R}^{2} において  A=\{(3,1)\} とした場合のグラフである.定義域  B=co\{e_{1}, e_{2}\} を  te_{1}+(1-t)e_{2},   t\in
 [0,1] と表現し,横軸値が  0 のところが  t=0 , つまり  e_{2} , 右端が  t=1 , つまり  e_{1} である.このとき,グラフ
は  \varphi(e_{2}, A)=1,  \varphi(e_{2}, A)=3 を結ぶ線分となっている.これは (3, 1) に対応して  (e_{1},3) , (e2,1) になってい
ると考えられる.実際,A が1点の場合,  x=(x_{1}, . . , , x_{n})\in \mathbb{R}^{n},  A=\{x\},  k= \sum_{i={\imath}}^{\ovalbox{\tt\small REJECT}}t_{i}e_{i},  ( \sum_{i=1}^{\ovalbox{\tt\small REJECT}}t_{i}=1) に対して
 \varphi(k;A)=\langle k,  x \rangle=\sum_{i=1}^{n}t_{i}x_{i}
Figure 2は  \mathbb{R}^{2} において  A= co  \{(3,1), (2,3)\} とした場合のグラフである.途中で折れているが左側
の線分は Figure 1のグラフと一致している.右端は  (e_{1},2) となっている,これは (2, 3) の第1成分の値に
対応していると考えられる.つまり co  \{(e_{2},1), (e_{1},3)\} と co  \{(e_{2},3), (e_{1},2)\} の2つの線分の値が小さい方
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のグラフになっていると考えられる.実際  A が2点を結ぶ線分の場合 (この  \varphi の場合2点のみでも同様)
 A=co\{x, y\} に対して,   \varphi(k;A)=\min\{\{k,  x\rangle,  \{k, y\rangle\} であり,  \{k,  x\rangle=\langle k,   y\rangle となる  k のところで折れ曲
がる.
Figure 1:  A=\{(3,1)\} Figure 2:  A= {co  \{(3,1),  (2,3)\} }
次に  B_{1}=\{k\in \mathbb{R}^{n}|||k||=1\} とした場合のグラフを考察してみることにする.
Figure 4:  A=\{(-4, -1)\}
Figure 3:  B_{1}=\{||k||=1\},  A= co  \{(3,1), (2,2)\}
Figure 3はbase を  B_{1}=\{k\in \mathbb{R}^{n}|||k||=1\} とし  A=co\{(3,1), (2,2)\} とした場合のグラフである.端
点については,先ほどまでの場合と同様に,(e2, 1),  (e_{1},1) となっている.またグラフが折れる点についても,
co  \{(3,1), (2,2)\} と  k が垂直となる点であることがわかる.実際 base の形を変えても,ベクトル化関数の
式はほぼ同じで,  A が2点を結ぶ線分の場合 (この  \varphi の場合2点のみでも同様)  A= co  \{x, y\} に対して,
  \varphi(k;A)=\min\{\{k, x\rangle, \{k, y\}\}=\min\{\sum_{i=1}^{n}t_{i}x_{i},
\sum_{i=1}^{n}t_{i}y_{i}\} と表される.但し,k  = (tı ,  t_{n} ),   \sum_{i=1}^{\ovalbox{\tt\small REJECT}}(t_{i})^{2}=1 . ま
た,Figure 3のグラフでは2つの線分ではなく2つの凹な曲線分となっている.これは  A が正象限の点で構
成されているからで,第3象限にあるときは凸関数,第2, 4象限にあるときはどちらでもない形になる考
えられる.実際  A=(-4, -1) のときはFigure 4のように凸関数になる.
今度は  \varphi のスカラー化部分を線形のスカラー化ではなく非線形のスカラー化にした場合につぃて考察し
てみたい.
 k\in B に対して,   \varphi_{1}(k;A)=\min\{t\in \mathbb{R}|(t\cdot k-C)\cap A\neq\emptyset\}.
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このベクトル化関数の場合は,  A+C が  C‐convexではなくても順序が保たれるという利点がある.では,  \varphi_{1}
のグラフがどのようになるのか見ていくことにする.
Figure 6: Nonlinear,  A=\{(-1, -2)\}
Figure 5: Nonlinear,  A=\{(2,1)\}
Figure 5は  A=\{(2,1)\} としたときの  \varphi_{1}(k;A) のグラフである.   A\subset int  C のときには  \varphi_{1}(k;A) は定
義域の端で  \infty となる.また  k と (2, 1) が平行となるところで,つまり  k=( \frac{2}{3}, \frac{1}{3}) でグラフが折れているこ
ともわかる.
Figure 6は  A=\{(-1, -2)\} としたときの  \varphi(k;A) のグラフである.  (e_{2}, -2),  (e_{1}, -1) となるところは
1 2
 \varphi と同様である.また  k と  (-1, -2) が平行な点,つまり  k=(_{3},3 ) のところでグラフが折れていることも
わかる.
Figure 7: Nonlinear,  A=\{(-3, -1), (-1, -2)\} Figure 8: Nonlinear,  A=co\{(-3, -1), (-1, -2)\}
Figure 7は  A=\{(-3, -1), (-1, -2)\} に対する  \varphi_{1}(k;A) のグラフである.端点は  (e_{2}, -2),  (e_{1}, -3) と
なっている.また  k と  (-3,1),  (-1, -1),  (-1, -2) が平行となる点でグラフが折れてぃる.
Figure 8は  A=co\{(-3, -1), (-1, -2)\} に対する  \varphi_{1}(k;A) のグラフである.端点は  (e_{2}, -2),  (e_{1}, -3)
となっている.また  k と  (-3,1),  (-1, -2) が平行となる点でグラフが折れている.
 A=\{(-3, -1), (-1, -2)\} のときよりもグラフが下になっていて,  \varphi では区別が付かなかった  \{(-3, -1) ,




際には,  A+C が  C‐convexでなければ順序が保たれない.
非線形のスカラー化関数を用いたベクトル化では,各集合の形状についての制約がなく広い範囲に適用
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