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Introduction and main results
The goal of this paper is to consider the existence and multiplicity of periodic solutions for some asymptotically linear delay differential systems and some asymptotically linear delay Hamiltonian systems via the methods of Hamiltonian systems and index theory. For this purpose, we first consider in general the so-called M-boundary problem of a Hamiltonian system.
M-boundary problem of a Hamiltonian system
For a skew-symmetric non-degenerate 2N × 2N matrix J = (a ij ), it can define a symplectic structure on R 
H t, z(t) dt.
( 1.2)
The critical point of ϕ in E is a kτ -periodic solution of the nonlinear Hamiltonian system in (1.1). In order to solve the problem (1.1), we define a group action σ on E by σ z(t) = Mz(t − τ ).
It is clear that σ k = id and ϕ is σ -invariant, i.e., there holds ϕ(σ z) = ϕ(z).
(1.3)
Setting E σ = {z ∈ E | σ z = z} = fix(σ ), by the well-known Palais symmetric principal (see [27] ), a critical point of ϕ in E σ is a solution of the boundary problem (1.1). For z ∈ E σ , there holds ϕ(z) =
Delay differential systems
For simplicity, as in [15] we first consider the 4τ -periodic solutions of the following delay differential system x (t) = ∇V t, x(t − τ ) , (1.4) where the function V ∈ C 2 (R × R n , R) is τ -periodic in variable t and is even in variables x. To find 4τ -periodic solution x(t), we only need to find solution with x(t + 2τ ) = −
x(t). If x(t) is such a solution, let x 1 (t) = x(t), x 2 (t) = x(t − τ ) and z(t) = (x 1 (t), x 2 (t))
T , then there holds
x 2 (t) , x 2 (t) = −∇V t, x 1 (t) .
(1. (1.6)
Moreover, if z(t) = (x 1 (t), x 2 (t))
T is a 4τ -periodic solution of (1.6) with z(t) = σ z(t) for the 4-periodic action σ z(t) = J 1 z(t + τ ), (1.7) then x(t) = −x 1 (t) is a solution of (1. In general, for a function V ∈ C 2 (R × R n , R) with period τ in variable t and even in variables x, we consider the 2mτ -periodic solutions of the following delay differential system
x (t) = ∇V t, x(t − τ ) + ∇V t, x(t − 2τ ) + · · · + ∇ V t, x t − (m − 1)τ .
(1.9)
If we get a solution x(t) with x(t − mτ ) = −x(t), then by setting
T , we rewrite the system (1.9) asż 10) where the mn × mn skew-symmetric matrix A m is defined by
We see that det A m = 0 if m ∈ 2N and det A m = 0 if m ∈ 2N + 1. Furthermore, if we take X =
It is easy to see that
. . , 2m} is a discrete group. We see also that
is a 2mτ -periodic solution of Eq. (1.9) for m ∈ 2N. So we also turn our problem into the problem (1.1) with J = A m and M = T −1 m .
In order to understand the case of m ∈ 2N + 1, we first recall the notation about Poisson structure.
Poisson structure
Any k × k skew-symmetric matrix A determines a Poisson structure on R k . For any functions
We recall the definition of a Poisson structure {·,·} on a manifold M. For any two functions
is defined by the following properties 
The Hamiltonian equation becomesẋ
(t) = A∇ H x(t) .

For a time depending function H t (x) = H(t, x), the Hamiltonian vector field makes sense as V H t (x) =
A∇ x H(t, x) and the Hamiltonian equation becomeṡ x(t) = A∇ x H t, x(t) .
The following Darboux Theorem will be very useful. 
Darboux
is a solution of the delay system (1.9), wherẽ 
First order delay Hamiltonian systems
, we consider the 2τ -periodic solutions of the following first order delay Hamiltonian systeṁ
(1.14)
For a 2τ -periodic solution x(t) of (1.14), by setting
T , the delay Hamiltonian system (1.14) is read aṡ
, then x(t) = x 1 (t) is a 2τ -periodic solution of (1.14). It is easy to see that P
2n . In general, we consider the following first order delay Hamiltonian systeṁ
For an mτ -periodic solution x(t) of (1.16), by setting
T , the delay Hamiltonian system (1.16) is read aṡ
Conversely, if z(t) is a solution of (1.17) with z(0) = P n,m z(τ ), where 
Second order delay Hamiltonian systems
, we consider the periodic solutions of the following second order delay Hamiltonian system
We can turn it into a first order delay Hamiltonian system as (1.14) with H(t, x, y) = −
and y(t) =ẋ(t + τ ). In general, we consider the mτ -periodic solutions of the following second order delay system
It is easy to see that det A m = 0. By taking y(t) = A −1 mż (t) and w = (z, y)
T , there holdṡ 
Background and related work
In 1974, Kaplan and Yorke in [15] studied the autonomous delay differential equation as (1.4) and introduced a new technique for establishing the existence of periodic solutions. More precisely, the authors of [15] considered the periodic solutions of the following kind of delay differential equationṡ
with odd function f . They turned their problems into the problems of periodic solution of autonomous Hamiltonian system and under some twisted condition on the origin and infinity for the function f , it was proved that there exists an energy surface of the Hamiltonian function containing at least one periodic solution. Since then many papers (see [5, 6, 11, 12, [16] [17] [18] and the references therein) used Kaplan and Yorke's original idea to search for periodic solutions of more general differential delay equations of the following forṁ
The existence of periodic solutions of the above delay differential equation has been investigated by Nussbaum in [25] using different techniques. For other related works, the readers may refer to the references [9, 10] and the references therein. Up to the author's knowledge, for the periodic solutions of asymptotically linear delay differential equations, this paper is the first one dealt with the nonautonomous cases and the delay differential systems including the delay Hamiltonian systems. The readers can also refer to [13, 14, 26] for systematic introduction on delay differential equations.
(J , M)-index theory
For a fixed integer k ∈ N, we define
For a non-degenerate skew-symmetric matrix J , and a
By a direct computation, we see that 
We denote by P n :
For a self-adjoint operator S, we denote by M * (S) the eigenspaces of S with eigenvalues belonging to (0, +∞), {0} and (−∞, 0) with * = +, 0 and * = −, respectively. We denote m * (S) = dim M * (S). 
We note that A M is a bounded self-adjoint operator and N := ker Q is finite dimensional subspace of W M . We denote by P :
Lemma 2.1. There exists n 0 such that for all n n 0 , there holds
Proof. The proof of (2.1) is essentially the same as in [4] . We follow the idea of [20] to prove (2.2).
We note that dim ker(Q + P ) = 0.
By considering the operators Q + sP and Q − sP for small s > 0, for example
In fact, the claim (2.3) follows from
and for
The claim (2.4) follows from that for
By the Floquet theory, for m m 1 we have m
, and by 
eventually becomes a constant independent of n, and for large n there holds 
The saddle point reduction
As in the general setting of problem (1.1), we should consider the functional ϕ defined in E σ . For simplicity, we choose τ = 1 and J = J , M = P ∈ Sp(2N). To describe the space E σ , we write the element z in the Fourier series as
z ∈ E σ iff z ∈ E and a 0 belongs to the eigenspace of the eigenvalue 1 of P and a j + √ −1b j belongs to the eigenspace of the eigenvalue λ j = e 2 jπ √ −1/k of P −1 . If we write z as
then z ∈ E σ iff z ∈ E and a 0 is an eigenvector of the eigenvalue 1 of P and
We suppose the following conditions on H .
(H2) There exists a constant c(H) > 0 such that
In the Hilbert space L σ we define an operator Ax = − J Nẋ . We denote ϕ σ = ϕ| W σ . A critical point of ϕ σ is a solution of the problem (1.1). We rewrite ϕ σ as
The kernel of the linear operator A :
nonlinear functional on L σ with the domain in W σ . When E 0 = {0}, we define by P 0 : L σ → E 0 the projection map and
The dom A 0 = W σ is self-adjoint and invertible, its range is closed, and its resolution is compact. The spectrum σ (A 0 ) of A 0 is a point spectrum.
We choose β / ∈ σ (A 0 ) and β > 2(c(H) + 1) with the constant c(H) defined in (H2). Denote by {E λ } the spectral resolution of the self-adjoint operator A 0 , we define the projections on the Hilbert
Then the Hilbert space L σ possesses an orthogonal decomposition
where Z = PL σ is a finite dimensional space, and
By noting that S ± g 0 (v) are contraction mappings with g 0 (z) = g(z) + 1 2 P 0 z, z 2 , one can solve the equations
With standard arguments as in [1, 2, 21] , we have the following result. 
Theorem 3.1. Suppose the function H satisfies the conditions (H1) and (H2
And a is globally Lipschitz continuous. Here the norm · is the L 2 norm.
is a critical point of a, i.e., a (z) = 0, if and only if u(z) is a critical point of ϕ σ .
4 • If g(u) = B u, u L = k 0 (Bu(t), u(t)) dt for all u ∈ L,(A −B)z, z L . 5 • dim ker a (z) = ν P (γ
), where γ is the fundamental solution of the linear Hamiltonian systemẏ = J H (t, u(z)(t)) y.
Lemma 3.2. Assume that H satisfies (H1), (H2) and H
(t, 0) = 0, then we have u ± (z) 2 √ β(c(H) + 1)C β − 2(c(H) + 1) z , ∀z ∈ Z ,(3.
Proof. Note that
and
z .
It implies (3.8). Next, since
, ∀z ∈ Z .
It implies (3.9). 2
We set 
It is well known that, for a symplectic matrix P , if λ ∈ σ (P ), then λ −1 ,λ ∈ σ (P ). 
In this case, we have the following functional 
M-boundary value problem for asymptotically linear Hamiltonian system
Given a non-degenerate skew-symmetric matrix J with J J N = J N J , and
, we consider the following M-boundary value problem 
(H2) There exists a constant C > 0 such that
(H ∞ ) There exists a continuous symmetric matrix function B ∞ (t) such that
We remind that for a matrix function Remark. x 0 is a critical point of f defined by
Since J J N = J N J , by Remark 3.5, the saddle point reduction arguments in Section 3 are valid. By Theorem 3.1, z 0 = Px 0 is a critical point of a. Suppose the critical set of a is isolated. Then z 0 is an isolated invariant set of the gradient flow of a. By Conley homotopic index theory, we get the Conley homotopic index h(z 0 ), and its Poincaré polynomial
We say that x 0 is pseudo-degenerated if p(t, h(z 0 )) = 0 or contains the factor (1 + t). Theorem 4.1 should be compared with the main result of [23] (see also Theorem 7.2.2 of [22] and Theorem 4.1.3 of [2] ) where the authors considered the periodic solutions of asymptotically Hamiltonian systems. The main ingredients of the proof are the Maslov-type index theory, the Poincaré polynomial of the Conley homotopic index of isolated invariant set, and the saddle point reduction methods. The Conley homotopic index theory can be used here for the proof of Theorem 4.1. Now by using the index theory and the saddle point methods developed in Section 3, we can prove Theorem 4.1 as done in [22] and [23] . We omit the details.
By the index theory and the Galerkin approximation methods developed in Section 2, similar to [3] and [8] , we have the following result. 
formal as in [22] and [3] , we omit the details here.
Asymptotically linear delay differential systems and Hamiltonian systems
Asymptotically linear delay differential systems
For function V ∈ C 2 (R × R n , R) with 1-period in variable t and even in variables x, we consider the 2m-periodic solutions of the following delay differential system 
It is clear that the condition (V1) implies (H2) in Theorem 4.1. For m ∈ 2N,
We only need to deal with all x j = 0. Since V ∈ C 2 , (V1) implies that (ii) When m = n = 1, the problem (5.1) was considered by Kaplan and Yorke in [15] with
In this case, for a constant matrix functionB(t) = a Id 2 , the The proofs of the above two results are the same as in that of Theorem 5.1 and Theorem 5.3, respectively. We omit the details. 
First order delay Hamiltonian systems
Second order delay Hamiltonian systems
