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Abstract
The paper presents a statistical analysis that explores methods for measuring con-
troversy in online news articles collected from 23 RSS feeds. Several baseline datasets
are used to re-evaluate previous work and determine the predictive quality of uni-
grams for classifying controversial documents. This is achieved by comparing con-
troversy and sentiment, exploring sentiment variance, and considering entropy and
standard deviation as potential features. The paper tests whether there are more
controversial words in negative sentiment than in positive sentiment as well as whether
there are more non-controversial words in positive sentiment than in negative sen-
timent. Unlike previous studies, we determine that words alone were not useful for
detecting controversy as they did not provide enough context. Consequently, fur-
ther analysis yields a more fruitful approach using features to detect controversy
such as standard deviation and entropy. Results demonstrate that entropy and
standard deviation provide greater discrimination quality compared to using posi-
tive and negative sentiment to classify controversial documents. Since words alone
are not enough, we perform a crowdsourcing experiment on titles to provide more
context than words alone. Although the titles are more beneficial than the words,
we go one step further and utilize the summaries of the articles, which provide even
more context. These features, along with the improvements, provide a cleaner sep-
aration of data for classifying controversial documents and may provide useful in-
sight for the design of future classification models.
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Chapter 1
Introduction
1.1 History and Background
Automatic keyword analysis is often performed around the world to limit individual
access to online content. Keywords are filtered and analyzed to identify “inappropri-
ate content” that is often used as the criteria for blocking access to online resources
or revoking rights to publish content. While we believe that censored content is topic
independent, our efforts in this research focus on controversial content in online news
media. We define controversial content as any contentious matter or argument that
may spark public debate. Our approach is motivated by several factors. First, news
is a significant part of our everyday lives. It shapes our beliefs and opinions on how
we see the world and now more than ever people rely on a variety of online resources
for their news. Consequently, online news sites are a prime candidate for censors to
regulate as they have an enormous potential to disrupt the status quo. Second, the
variety of news sources provide a diversity of topics necessary for analysis. Third,
it is hypothesized that controversial content will garner more attention, and hence
be more rapidly censored compared to content that is not controversial. It is also
1
important to know what kind of sentiment these topics emote for people. This can
help determine if an article is controversial through the positive or negative words
that occur in the article. By studying the sentiment and controversiality of articles,
we can better understand how news sources and people in general use language to
share and promote certain ideas. In order to do this, we want to analyze sentiment
and controversiality in a quantitative manner through statistical methods.
1.2 Previous Work
Possible statistical methods that can be used for this type of analysis are a logistic
regression classifier, a support vector machine classifier, a nearest neighbors method,
and a probabilitstic approach. There are existing results that are important to our
research. In particular, there is an index that is called term frequency - inverse
document frequency abbreviated tf-idf [7]. This index gives a weight based on how
often a lexicon appears in that specific document as a fraction of how often it appears
in all documents [7]. It is frequently used as a baseline for research in this field [7].
1.2.1 Classifier Method
There is an experiment conducted by Mejova et al. in which the researchers quantified
emotion and bias in language through news sources [15]. They use a crowd-funding
technique to obtain information on how controversial human annotators believe the
articles are [15]. They develop a list of controversial, somewhat controversial, and
not controversial terms. Their method consists of considering each word in the vo-
cabulary and each media source that they used [15]. Then, they collect all of these
and combine it in order to obtain all the articles in one large superarticle [15]. After,
they check their words against known sentiment and bias lists [15]. Finally, they
2
give a score to each topic in the controversial and not controversial terms by using
logistic regression, where the input features are the proportion of words from each
lexicon and the training data is the manually-labeled words [15]. This is done with
feature selection and is then applied to the training data to demonstrate the training
errors [15]. In this experiment, rather than assuming sentiment and controversy are
related, the researchers demonstrate it experimentally [15]. It allows for a basis in
using sentiment lexicons in the future and the potential for people to understand news
sources better.
However, this experiment has some limitations that need to be considered. For ex-
ample, the number of annotators they use is only twenty-five and only seven of them
are considered “trusted” annotators, which they used for most of their work. It is
a low number of annotators and it is expected that the results could be more useful
and provide a better prediction with more annotators. Additionally, it is unclear why
only seven of the annotators are trusted and what that signifies. The size of the text
can also be a limitation. If the size of the text is not large enough, it may not encom-
pass enough of a variety in topics that would provide a comprehensive determination
of controversy in the dataset. If this is the case, it cannot be used as a beneficial
prediction for other datasets.
1.2.2 Nearest Neighbor Approach
Another method that can be used to detect controversy is a nearest neighbor ap-
proach. There is an experiment conducted by Dori-Hacohen and Allan that uses a
method called the k Nearest Neighbors of Wikipedia Controversy (kNN-WC) method
[8]. This algorithm assumes that the controversy in a web document can be de-
tected from controversy of related topics [8]. It models topics that are related to
Wikipedia articles and existing controversy labels on neighbors are used to decide for
3
the original web document [8]. The process of using this algorithm is to first find
k Wikipedia neighbors given a webpage [8]. Then, the three Wikipedia Controversy
Feature (WCF) scores are computed, which are the D, C, and M scores for each
neighbor [8]. Next, the k values of each WCF score are aggregated and turn into
three binary labels that can be used as thresholds [8]. Finally, the labels are voted
on and a final decision needs to be made [8].
However, this experiment also has some limitations. The algorithm is dependent upon
Wikipedia controversy indicators, which come specifically from Wikipedia specific
features [11]. Searching for k nearest neighbors for each document is non-trivial
and therefore, this could be practically inefficient [11]. Another limitation is that
it is necessary for the topic to be covered by a Wikipedia article [11]. There are
also limitations with using Wikipedia or any other specific source because of specific
features that they have such as Wikipedia having edit history features and Twitter
having social graph information [11].
1.2.3 Probabilistic Method
Jang et al. builds on the idea from Hacohen and Allan by using a probabilistic
method [11], [8]. They use the kNN-WC algorithm by extending it to binary clas-
sification and derive a probabilistic model that can be used for ranking [11]. They
allow D to be a document and P(C|D) to be the probability that D is controversial,
while P(NC|D) is the probability that D is not controversial [11]. In order to per-
form binary classification, they are interested in whether P(C|D) > P(NC|D) [11].
They also extend the scoring function by removing the threshold and converting the
aggregation function to a probability which normalizes over all of the nearest neigh-
bor documents [11]. This experiment also has some limitations. They use Wikipedia
specific features which cannot be generally applied to all article data. Additionally,
4
they extend the algorithm to binary classification and do not allow for the possibility
that controversy can be measured on a scale, which would create more than a two
class classification.
Some past work uses sentiment to detect controversy but others argue that these two
concepts do not overlap [11]. Some have demonstrated that utilizing sentiment for
controversy performs poorly [11]. However, in other experiments such as Choi et al.,
they detect controversy using positive and negative sentiment words [6]. In the exper-
iment conducted by Choi et al., they use a mixture model of topic and sentiment [11].
Another experiment that uses this method is one conducted by Pennacchiotti and
Popescu that detect controversies surrounding celebrities on Twitter [16]. They use
features that are linguistic based such as sentiment lexicons, swear words, and words
that are compiled from Wikipedia’s controversial topics list [16], [1]. This experiment
only uses two expert annotators [16]. Two is a very low number of annotators and this
can easily result in ties [16]. Although, the researchers report a nearly perfect Kappa-
agreement of 0.89, their almost perfect agreement is only between two people [16].
Additionally, similar to Mejova’s experiment, they mention that their annotators are
experts but give no reasoning as to why [15], [16].
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Chapter 2
Methodology and Research Goals
2.1 Methodology
We start by generating a dataset of thousands of English-language articles through
RSS feeds. We use a set of controversial terms, somewhat terms, and not controversial
terms that were used in Mejova et al. to test against our dataset [15]. A partial table
of these words, their occurrences, and their classification by Mejova et al. is shown
in Table 2.1 [15].
Word Category Frequency
abuse Controversial 16
afghanistan Controversial 135
aid Controversial 23
america Controversial 169
american Controversial 65
army Controversial 52
attack Controversial 32
Table 2.1: Partial list of the words and their frequency in the dataset
In testing their terms against our dataset, we are able to set up a baseline for our arti-
cles. Through their terms, we can determine whether our dataset has sufficient terms
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that can be classified as controversial, somewhat controversial, and not controversial.
We will use crowdsourcing techniques to give these articles to human annotators.
We will also compare our articles with Wikipedia words that are in a list of contro-
versial topics from Wikipedia from the experiment conducted in Pennacchiotti and
Popescu [1], [16]. We want to determine how all of these results compare and if there
is a difference. We want to discern if Mejova et al. have generalized results or if they
vary from the words in the Wikipedia lists [15], [1].
In addition, we want to evaluate sentiment and will do this by comparing our ar-
ticle dataset with two sentiment datasets, MicroWNOP and General Inquirer, one
of which comes from the Mejova et al. experiment [6], [5], [15]. We will also im-
plement feature selection to determine which features could be useful in detecting
controversy. Results from our experiments highlight the potential for using existing
unigram datasets for classifying controversial documents. The other research ques-
tion we want to explore is to investigate a probabilistic approach as in Jang et al. to
measure controversy in news articles [11]. We will explore a Bayesian approach for
classifying controversial documents stated below. Given a set of controversial words
a document is controversial if it satisfies [11]:
P (C|D)
P (NC|D) =
P (D|C)
P (D|NC) ∗
P (C)
P (NC)
> 1
.
Here,
• P (C|D) = the probability that a given document is controversial,
• P (NC|D) = the probability that a given document is not controversial,
• P (D|C) = the probability of finding a negative document given a set of con-
troversial words,
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• P (D|NC) = the probability of finding a negative document given a set of not
controversial words,
• P (C) = Probability of controversial words, and
• P (NC) = Probability of not controversial words
2.2 Research Goals
At first, we hoped to create a list of words that can be used to more accurately classify
controversial documents regardless of their genre. There are many lists of sentiment
lexicons but there are no extensive lists of lexicons for controversy. However, in doing
our research, we determine that words alone are not enough to detect controversy and
therefore, creating a controversy lexicon may not be useful. As a result, we use the
titles and summaries of articles, which provide more information than just the words
in them. Additionally, there are other aspects of these articles, such as linguistic
features that may be useful in determining whether or not a corpus is controversial.
Figure 2.1 is a graphic that displays the various steps that will be taken.
Figure 2.1: A graphic displaying our research plan
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Chapter 3
Datasets
3.1 Baseline Datasets
We use datasets of words that already exist as baselines and compare them against
our datasets. There are two controversial and one non-controversial datasets. One
controversial dataset comes from the Mejova et al. experiment and contains 145 words
[15]. The non-controversial dataset also comes from the Mejova et al. experiment and
contains 272 words [15]. The other controversial dataset comes from Wikipedia, where
they have developed a list of controversial topics [1]. Since our experiment focuses
specifically on words, this dataset has to be changed to contain single controversial
words rather than a topic. This dataset, built by editors on Wikipedia, is deemed
controversial because they are constantly being re-edited in a cyclic way, have edit
warring issues, or article sanction problems [1]. After the filtering occurs, this dataset
has 2694 words. There are also two datasets that express positive sentiment and two
datasets that express negative sentiment. One of the positive and one of the negative
datasets comes from MicroWNOp, which has lists of words classified as positive,
negative, or neutral [15]. The positive dataset contains 418 words and the negative
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dataset contains 457 words [15]. The other positive and negative sentiment datasets
come from the General Inquirer, which has a list of 1628 words that are classified as
positive and 2000 words that are classified as negative [15]. Table 3.1 demonstrates
the baseline datasets that we use.
Dataset Type Number of Words Abbreviation
Mejova Controversial 145 MC
Mejova Not Controversial 272 MNC
Wikipedia Controversial 2133 WC
MicroWNOp Positive 418 WP
MicroWNOp Negative 457 WN
General Inquirer Positive 1628 GIP
General Inquirer Negative 2000 GIN
Table 3.1: Baseline datasets with the number of words
3.2 Our First Dataset
Stopwords are removed from our dataset. Stopwords are words that are necessary
for the structure of a sentence such as the, is, was, etc. but have no meaning in the
content of the article. Our dataset has 317,361 words in total, after the stopwords
have been removed, including words that are repeated, and these words come from
1554 articles.
3.3 Results for the First Dataset
We run each of our baseline datasets against our large dataset to see how the baselines
interacted with our first dataset.
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3.3.1 Controversy
We run our three baseline datasets (MC, MNC, and WC) for controversial and not
controversial words. The results are summarized in Table 3.2. The normalized pro-
portion is calculated by taking the frequency of the words found in each of the baseline
datasets and dividing it by the total number of words in our first dataset, in this case,
317, 361. Although the proportions are normalized, since the Wikipedia dataset is
significantly larger it finds more words and therefore more occurrences, making the
proportion larger [1]. Since the Wikipedia contoversial dataset includes many more
words, it includes a larger range of controversial topics than that from Mejova [1], [15].
Since the Wikipedia dataset was originally structured as topics that contain multiple
words, these are broken down into words because we are searching by word. This
gives a larger number of words to search for within the same topic and some of the
words may not actually be controversial [1].
Dataset Number of Words Frequency Normalized Proportion
MC 145 19457 0.0613
MNC 272 17143 0.0540
WC 2133 61323 0.1932
Table 3.2: The controversial words found in the first dataset
As demonstrated in Table 3.3, a lot of the most frequent controversial words in the
Mejova et al. dataset are related to specific countries and terms associated with
politics and social issues [15].
In the not controversial dataset in Table 3.4, a lot of the words that appear most
frequently refer to time such as the words year, years, day, months, era, time, and
various days of the week.
Table 3.5 shows the most frequent words in our dataset using the controversial
Wikipedia dataset [1]. The top twenty for the controversial Mejova et al. dataset
11
Rank Word Frequency found in Our Dataset
1 china 4359
2 chinese 2169
3 world 772
4 country 712
5 congress 611
6 government 569
7 economy 470
8 president 439
9 law 381
10 reform 333
11 security 289
12 support 285
13 leadership 273
14 power 270
15 policy 255
16 education 240
17 media 226
18 news 226
19 society 218
20 officials 213
Table 3.3: The top 20 most frequent words found in our first dataset using the MC dataset
and the controversial Wikipedia dataset have six words that overlap [1], [15]. There
are also some words that are similar in both datasets such as the word economy in
the Mejova et al. dataset and the word economic in the Wikipedia dataset [15], [1].
Additionally, the Mejova et al. dataset has the word country and the Wikipedia
dataset has the word countries [15], [1]. The rest of the words are not the same but
are similar in topic, which is generally political. One word on the Wikipedia contro-
versial dataset, time, is actually classified as a not controversial term in Mejova et
al.’s datasets [15], [1]. This can be due to the interpretation of the word as time can
be viewed as not controversial if referencing how long it takes for something to occur
but could be considered controversial if referring to a political time period.
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Rank Word Frequency found in Our Dataset
1 year 926
2 years 783
3 central 679
4 time 530
5 make 433
6 building 316
7 part 275
8 set 261
9 era 252
10 top 236
11 day 228
12 wednesday 225
13 thursday 206
14 visit 202
15 end 201
16 total 193
17 monday 189
18 friday 188
19 months 169
20 period 159
Table 3.4: The top 20 most frequent words found in our first dataset using the MNC dataset
3.3.2 Sentiment
We run our four baseline datasets for positive and negative sentiment. The results are
summarized in Table 3.6. Even though the proportions are normalized, the General
Inquirer datasets are much larger and therefore, there are more words and more
occurrences, which make the proportions larger [15]. This demonstrates possible
similarities in the datasets.
As demonstrated in Table 3.7, the words that are the most frequent include generic
words such as good and well, as well as verbs and nouns that reflect growth such
as promote, culture, progress, science, project, and modern. It is interesting to note
that some of these words have more than one meaning, especially when they are a
different part of speech such as a word that can be both a verb and a noun. This can
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Rank Word Frequency found in Our Dataset
1 china 4359
2 chinese 2169
3 new 1666
4 people 1147
5 party 1128
6 national 1125
7 economic 822
8 world 772
9 us 683
10 international 657
11 countries 646
12 global 641
13 congress 611
14 government 569
15 time 530
16 trade 504
17 economy 470
18 last 459
19 great 457
20 system 454
Table 3.5: The top 20 most frequent words found in our first dataset using the WC dataset
Dataset Number of Words Frequency Normalized Proportion
WP 418 8290 0.0261
WN 457 2629 0.0083
GIP 1628 25659 0.0809
GIN 2000 10648 0.0336
Table 3.6: The frequency of positive and negative words in our first dataset
alter their sentiment but at least one of the meanings has been determined to have
positive sentiment. There are also words that demonstrate closeness such as together
and meet.
Some of the words in Table 3.8 demonstrate a stronger negative connotation such as
hit, massacre, and criminal. The other words in this list such as insurance, cause,
story, case, particular, and cover, can be negative but are open to interpretation
depending on the context that surrounds them. Some of the words that appear most
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Rank Word Frequency found in Our Dataset
1 well 354
2 energy 351
3 set 261
4 see 230
5 good 229
6 promote 226
7 get 209
8 culture 197
9 progress 191
10 second 182
11 science 178
12 modern 157
13 play 155
14 statement 152
15 right 151
16 back 151
17 project 148
18 meet 147
19 special 137
20 together 137
Table 3.7: The top 20 most frequent words found in our first dataset using the WP dataset
frequently are terms that can be construed as negative such as take, get, need, demand,
despite, return, waste, sell, opposition, and contradiction. However, even some of these
generic words can have different meanings and be interpreted differently such as get
and need. In addition, the word get is featured in both the positive and negative
dataset for MicroWNOp, which is intriguing [15]. This word is open to interpretation
depending on the context and therefore, its inclusion in both lists is understandable.
The most frequent words in the positive General Inquirer dataset are given in Table 3.9
[15]. The only words that overlap in the positive sentiment datasets from MicroWNOp
and the General Inquirer are good and well [15]. There are similarities in the words
in the sense that a lot of them promote growth and improvement but none of the
words are similar besides the two that overlap.
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Rank Word Frequency found in Our Dataset
1 take 307
2 get 209
3 need 208
4 demand 143
5 despite 95
6 return 75
7 insurance 73
8 massacre 71
9 difficult 70
10 waste 61
11 hit 60
12 cause 60
13 story 59
14 contradiction 54
15 case 48
16 particular 46
17 sell 45
18 opposition 45
19 criminal 43
20 cover 37
Table 3.8: The top 20 most frequent words found in our dataset using the WN dataset
The most frequent words in the negative General Inquirer dataset are given in Table
3.10 [15]. The only words that overlap in the negative sentiment datasets are get
and need. The types of words included in this list are similar to the words in the
MicroWNOp negative sentiment dataset [15]. There are mostly generic negative words
and a few words that are extremely negative such as poverty and war. The negative
and positive sentiment datasets for the General Inquirer both include the words make,
even, and help, which are subject to interpretation depending on context [15].
3.3.3 Controversy and Sentiment
We then run our baseline datasets against each other in order to see how sentiment
and controversy relate to each other. The results are demonstrated in Table 3.11.
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Rank Word Frequency found in Our Dataset
1 cooperation 493
2 great 457
3 company 441
4 make 433
5 law 381
6 major 357
7 well 354
8 help 344
9 better 337
10 important 300
11 security 289
12 improve 287
13 support 285
14 like 267
15 minister 261
16 education 240
17 even 233
18 good 229
19 quality 227
20 open 204
Table 3.9: The top 20 most frequent words found in our dataset using the GIP dataset
The total words in Table 3.11 refers to the smaller of the two datasets used. Based
on the frequencies and proportions, there is not a lot of overlap between the sen-
timent datasets and controversial datasets. We run four two proportion z tests to
determine if words that indicate negative sentiment are more likely in a controver-
sial dataset than a not controversial dataset. Our alternate hypotheses are that the
proportion for overlapping words between the negative sentiment and controversial
datasets is greater than the proportion for overlapping words between the negative
sentiment and not controversial datasets. For example, when testing the controversial
Mejova dataset paired with the MicroWNOp negative dataset and the not controver-
sial dataset paired with the MicroWNOp negative dataset, our two proportions are
0.0414 and 0, respectively [15]. We test to see if the first proportion, representing
a controversial dataset has a higher proportion than the second proportion, which
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Rank Word Frequency found in Our Dataset
1 make 433
2 help 344
3 foreign 314
4 belt 286
5 capital 260
6 even 233
7 service 216
8 get 209
9 need 208
10 poverty 188
11 order 139
12 pollution 138
13 show 135
14 deal 123
15 study 121
16 force 101
17 competition 94
18 hard 88
19 war 87
20 point 85
Table 3.10: The top 20 most frequent words found in our dataset using the GIN dataset
represents a not controversial dataset. Table 3.12 demonstrates the z statistics and p
values computed from our tests.
The two tests that use MicroWNOp as the negative sentiment dataset are strongly
statistically signficant against the 0.05 significance level [15]. However, in these two
cases the sample proportion that is being tested against is 0 because there was no
overlap between the not controversial Mejova dataset and the negative sentiment
MicroWNOp dataset [15]. Therefore, this is not particularly useful in determining if
negative sentiment is more likely in a controversial dataset than a not controversial
dataset. The test that uses the General Inquirer as the negative sentiment dataset and
tests between the controversial and not controversial Mejova datasets is significant at
the 0.05 significance level [15]. The test that uses the General Inquirer and compares
the Wikipedia controversial dataset with the Mejova not controversial dataset is not
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Dataset 1 Dataset 2 Overlapping Words Total Words Proportion
MNC MP 7 272 0.0257
MNC MN 0 272 0
MNC GIP 15 272 0.0551
MNC GIN 18 272 0.0662
MC MP 2 145 0.0138
MC MN 6 145 0.0414
MC GIP 12 145 0.0828
MC GIN 18 145 0.1241
WC MP 16 418 0.0383
WC MN 20 457 0.0438
WC GIP 87 1628 0.0534
WC GIN 92 2000 0.046
Table 3.11: Proportions of overlap between a controversial dataset and a sentiment dataset
Combination 1 Combination 2 z statistic p-value
MC and MN MNC and MN 3.37927 0.000363
MC and GIN MNC and GIN 2.00707 0.022371
WC and GIN MNC and GIN −1.45454 0.927101
WC and MN MNC and MN 3.4985 0.000234
Table 3.12: Z statistics and p-values for 2 proportion z tests with controversial datasets
significant with a p-value of 0.927101 [1] , [15]. This is an intriguing result because
when previous research has shown a relation between sentiment and controversy, the
relationship is that negative sentiment appears more in controversial data than in not
controversial data, which is not what this p-value suggests. Although three tests are
significant, two are significant because one of the sample proportions is 0. Therefore,
there is not strong evidence based on our data that negative sentiment occurs more
in controversial data than in not controversial data.
In addition, we also run four two proportion z tests to determine if words that indicate
positive sentiment are more likely in the not controversial dataset than the contro-
versial dataset. Our alternate hypotheses were that the proportion for overlapping
words between the positive sentiment and noncontroversial datasets is greater than
the proportion for overlapping words between the positive sentiment and controver-
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sial datasets. Table 3.13 demonstrates the z statistics and p values computed from
our tests.
Combination 1 Combination 2 z statistic p-value
MNC and GIP MC and GIP −1.09122 0.862412
MNC and GIP WC and GIP 0.115636 0.453971
MNC and MP MC and MP −0.875432 0.809331
MNC and MP WC and MP −0.896901 0.815114
Table 3.13: Z statistics and p-values for 2 proportion z tests with noncontroversial datasets
None of these four tests are significant indicating that there is no evidence that words
that express positive sentiment occur more in not controversial data than in contro-
versial data. Overall, based on our baseline datasets, there is not enough conclusive
evidence to determine that negative words are more likely in controversial words than
not controversial words or that positive words are more likely in not controversial
words than controversial words.
3.4 Limitations
There are some limitations with this study that are important to note. Our article
dataset, while large, may not be fully representative of a variety of controversial
topics. Most of the datasets have a counterpart such as the Mejova not controversial
dataset and the controversial dataset [15]. However, there is no not controversial
dataset for Wikipedia, which hinders our ability to test that against the Wikipedia
controversial dataset or compare to our sole not controversial dataset [1]. Another
limitation is that the negative sentiment MicroWNOp dataset and the Mejova not
controversial have zero words that overlap, making it difficult to analyze these two
together and run any tests against other datasets [15]. Also, some words appear on
both the positive and the negative sentiment datasets, which can be affecting the
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results as there is more overlap due to duplicates. This is because these words can
be subject to interpretation and depending on their context could be negative or
positive. For example, the word help can be positive when it is used in the sense that
someone is assisting someone else with something whereas it can be seen as negative
if someone is yelling help because they are in trouble.
3.5 Discussion
In this chapter, we begin by checking known sentiment lexicons and controversial and
not controversial lists against our dataset. This demonstrates to us that our dataset
is not completely representative of topics that could be considered controversial. Ad-
ditionally, this exploration shows us that unlike previous work, we do not obtain a
significant relationship when testing that negative sentiment appears more in contro-
versial data and that positive sentiment appears more in not controversial data [15].
This can be due to the fact that in the previous work, they test the combinations
of their lexicons against the various news sources that they obtain data from [15].
Also, one of our combinations has no words that overlap making it inefficient to test
against. In an effort to improve upon this, we use a larger dataset in the next section
to attempt to rectify these limitations.
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Chapter 4
Final Dataset
4.1 Our Final Dataset
We remove the stopwords from this new dataset. This dataset contains 1,068,621
total words, of which 8,440 are unique words. They come from 4,220 articles. We felt
that this dataset was larger and contained a wider range of content, making it more
useful in analysis.
4.2 Results for the Final Dataset
We run each of our baseline datasets through our large dataset to see how the baselines
interacted with our dataset.
4.2.1 Controversy
We run our three baseline datasets for controversial and not controversial words. The
results are summarized in Table 4.1. The normalized proportion is calculated the same
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way as it is in the first dataset. The frequency of words in the Wikipedia controversial
dataset is significantly higher, despite being normalized, because the dataset is much
larger and therefore, there are more words to search for and more occurrences [1].
The words that matched each dataset were words that dealt with social and political
controversy, which is entirely what the Mejova controversial dataset is composed of,
whereas, it is only a small portion of the controversial content that is in the Wikipedia
dataset [15], [1]. As mentioned above, this can also be due to the fact that the Mejova
dataset was originally structured as specific words whereas the Wikipedia dataset was
structured as topics and had to be sorted through to obtain single words from these
topics, which could include adding multiple words into the dataset that are related
to the same topic [1], [15].
Dataset Number of Words Frequency Normalized Proportion
MC 145 57163 0.0535
MNC 272 66734 0.0624
WC 2133 197456 0.1848
Table 4.1: The frequencies found in our final dataset using the controversial baselines
As seen in Table 4.2, a lot of the most frequent controversial words in the Mejova
article are terms that are associated with politics and social issues [15].
In the not controversial dataset as demonstrated in Table 4.3, a lot of the words that
appear most frequently refer to different representations of time such as lengths of
time like day, month, year, various seasons, and various specific days of the week or
months of the year.
Table 4.4 portrays the most frequent words in the controversial Wikipedia dataset [1].
The words that overlap are china, chinese, world, government, and president. Other
words are similar such as country and countries and economy and economic, but not
exactly the same. The rest of the words are not similar but the topics of many of the
words are similar.
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Rank Word Frequency found in Our Dataset
1 china 12542
2 chinese 5341
3 world 2644
4 government 2373
5 country 2089
6 president 1466
7 law 1062
8 economy 799
9 media 763
10 security 731
11 school 707
12 education 656
13 policy 652
14 support 625
15 news 622
16 police 572
17 power 547
18 congress 527
19 officials 522
20 authorities 513
Table 4.2: The top 20 most frequent words found in our final dataset using the MC dataset
4.2.2 Sentiment
We run our four baseline datasets for positive and negative sentiment. The results are
summarized in Table 4.5. The General Inquirer datasets are three or four times larger
than their MicroWNOp counterparts and since there are more words, the frequencies
are larger, even when normalizing the proportion [15], [1].
The words in Table 4.6 that are the most frequent include words that are generic words
such as good, well, full, and right as well as verbs and nouns that reflect growth such
as promote, culture, and project. There are also a couple of words that demonstrate
closeness such as together, energy, and play.
Some of the words that appear most frequently in Table 4.7 are general negative terms
such as take, need, get, demand, despite, return, waste, and sell. Some of the words
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Rank Word Frequency found in Our Dataset
1 year 4560
2 years 2415
3 time 1988
4 week 1722
5 central 1252
6 day 1154
7 make 1112
8 part 1062
9 top 960
10 end 862
11 set 844
12 monday 825
13 street 750
14 spring 749
15 york 742
16 summer 703
17 winter 668
18 month 667
19 wednesday 618
20 september 595
Table 4.3: The top 20 most frequent words found in our final dataset using the MNC dataset
demonstrate a stronger negative connotation such as hit, storm, and abuse. The other
words in this list such as insurance, cause, story, case, and cover can be negative but
are open to interpretation depending on the context that surrounds them. In addition,
the word get is featured in both the positive and negative dataset for MicroWNOp,
which is intriguing [15]. This word is open to interpretation depending on the context
and therefore, it has been included in both lists.
The top twenty most frequent words in Table 4.8 contains a lot of generic positive
words such as well, like, even, good, back, and great. The remainder of the words
promote growth and progress such as help, cooperation, open, better, education and
support. The words that overlap in the top twenty most frequent in the positive
sentiment datasets from MicroWNOp and the General Inquirer are good, well, and
back [15]. There are similarities in the words in the sense that a lot of them promote
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Rank Word Frequency found in Our Dataset
1 china 12542
2 chinese 5341
3 new 4648
4 people 3870
5 us 2774
6 world 2644
7 government 2373
8 city 2215
9 time 1988
10 national 1901
11 last 1881
12 high 1497
13 president 1466
14 international 1448
15 economic 1393
16 countries 1339
17 three 1324
18 public 1315
19 global 1183
20 day 1154
Table 4.4: The top 20 most frequent words found in our final dataset using the WC dataset
Dataset Type of Dataset Number of Words Frequency Proportion
MicroWNOp Positive 418 24378 0.0228
MicroWNOp Negative 457 9983 0.0093
General Inquirer Positive 1628 77025 0.0720
General Inquirer Negative 2000 42506 0.0398
Table 4.5: The frequency of words in sentiment datasets found in our final dataset
growth and improvement but none of the actual words are similar besides the three
that overlap.
There are mostly generic negative words in Table 4.9 and a few words that are ex-
tremely negative such as poverty and war. The types of words included in this list have
similar connotations to the words in the MicroWNOp negative sentiment dataset [15].
The only words that actually overlap in the twenty most frequent words in the nega-
tive sentiment datasets are need, get, hit, and opposition. The negative and positive
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Rank Word Frequency found in Our Dataset
1 well 1294
2 set 844
3 good 818
4 second 787
5 back 755
6 get 647
7 see 603
8 special 545
9 real 538
10 play 535
11 right 525
12 project 516
13 culture 505
14 win 414
15 energy 410
16 court 395
17 promote 380
18 together 379
19 statement 361
20 full 343
Table 4.6: The top 20 most frequent words found in our final dataset using the WP dataset
sentiment datasets for the General Inquirer both include the words make, even, and
help, which are subject to interpretation depending on context [15].
4.2.3 Controversy and Sentiment
We then run our baseline datasets against each other in order to see how sentiment and
controversy relate to each other. The frequencies and proportions when these datasets
are run against each other give the exact same frequencies and proportions as the orig-
inal dataset. This implies that although our new dataset is larger and contains a wider
range of topics, since we are testing them against the same baseline datasets with the
same words, there are no new words that appear in the dataset. Subsequently, since
the frequencies and proportions are the same, our two proportion z tests will use the
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Rank Word Frequency found in Our Dataset
1 take 883
2 need 686
3 get 647
4 story 436
5 hit 429
6 demand 404
7 despite 392
8 case 361
9 opposition 335
10 return 239
11 difficult 192
12 insurance 177
13 cause 159
14 sell 155
15 waste 133
16 question 133
17 pose 132
18 storm 129
19 abuse 129
20 cover 128
Table 4.7: The top 20 most frequent words found in our final dataset using the WN dataset
same proportions generating the same z statistics and p-values. Therefore, using this
new dataset in conjunction with our baseline datasets still demonstrates to us that
there is no relationship between controversy and sentiment that can be useful in this
case.
4.3 Discussion
This dataset is large and contains a wider range of topics that could be considered
controversial, which results in higher frequencies of words and higher proportions.
However, when testing the sentiment lexicons against controversial or not contro-
versial datasets that are found in the new datasets, the unique words are the same
ones. This demonstrates that although the words that overlap occur more frequently,
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Rank Word Frequency found in Our Dataset
1 company 1303
2 well 1294
3 like 1238
4 make 1112
5 law 1062
6 even 990
7 help 988
8 cooperation 959
9 major 876
10 home 831
11 good 818
12 open 792
13 better 787
14 back 755
15 security 731
16 great 702
17 important 669
18 education 656
19 support 625
20 festival 621
Table 4.8: The top 20 most frequent words found in our final dataset using the GIP dataset
the larger dataset does not provide any new overlaps. As a result, we obtain the
same conclusions as before despite using what is believed to be a more representative
dataset. As we are not able to obtain these relationships, we begin to explore the
possibility of a different but related feature that could be useful to detect controversy.
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Rank Word Frequency found in Our Dataset
1 show 1727
2 make 1112
3 even 990
4 help 988
5 foreign 967
6 capital 810
7 need 686
8 get 647
9 belt 548
10 service 545
11 deal 459
12 hit 429
13 poverty 427
14 tax 415
15 war 390
16 order 368
17 hard 341
18 run 336
19 opposition 335
20 low 333
Table 4.9: The top 20 most frequent words found in our final dataset using the GIN dataset
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Chapter 5
Testing on Mejova
Mejova received statistically significant results in finding that negative terms were
more likely in controversial topics rather than not controversial topics and positive
terms were more likely in not controversial topics rather than controversial topics [15].
Our results could have differed due to the fact that they tested combinations of
sources and the sentiment datasets, whereas we compared the controversial and not
controversial datasets with the sentiment datasets [15]. Since our results differed from
Mejova’s, we want to see if there is a similar feature that could give us results that
were useful [15].
5.1 Crowd Source Experiment on Mejova’s Words
We conduct an experiment with 33 annotators to classify previously labeled words as
controversial, somewhat controversial, and not controversial [15]. In total, there were
462 words and only 20 out of the 33 annotators classified all words. Data from the
20 subjects was analyzed and classified to the category that received the maximum
number of votes. In the event of a tie, the word was discarded. Sixteen words
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were discarded and based on the previous study 13/16 were controversial and 3/16
were somewhat controversial [15]. While this suggests there may be more difficulty
in evaluating controversial words, this only accounts for 3.5% of the words. The
remaining results are fairly consistent to previous reports [15]. Table 5.1 presents the
classification results. It can be observed that the best classification performance is
with not controversial data (93%) followed by controversial data (71%).
This suggests that words may create some notion of controversy for individuals yet it
has not been rigorously demonstrated that the words can be used to classify unlabeled
documents. Additionally, it was very difficult to classify somewhat controversial words
(21%). However, this demonstrates that the extremes are easier to classify as they
are less subjective than something that may be “somewhat controversial.” Figure 5.1
further illustrates the average performance of annotated results [8]. The F1 measure
for controversial data is slightly less compared to not controversial data. This is most
likely due to the difference in results for the 13/16 controversial words that were not
classified into any of the categories due to ambiguities with inter-rater agreement.
Classified Precision Recall F1
Controversial 0.913978495 0.586207 0.714286
Somewhat Controversial 0.225 0.2 0.211765
Not Controversial 0.871794872 1 0.931507
Table 5.1: Classification Results
Figure 5.1: Classification results based on precision, recall, and F1
Also, Figure 5.2 below suggests that most performance measures are above 85% with
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the exception of data classified as somewhat controversial. While this requires further
examination, the more interesting cases lie at the extremes. In terms of censorship
content classified as somewhat controversial would likely go through more extensive
manual reviews before making a final determination. However, in the event of manual
inspection where decision confidence is high, there is still a possibility for human error.
Based on our results, this error is measured by a high false negative rate for controver-
sial terms. For example, a small recall value for controversial content suggests a high
false negative rate which implies a lot of controversial content is not being flagged
as controversial. This is most critical for the censors. Similarly, a small precision
value for not controversial content suggests a high false positive rate. Hence, a large
portion of censored content is being classified as not controversial. In both cases
the censors are performing poorly and allowing access to censored content. How-
ever, since there is good precision and recall for not controversial content, the main
point for future research will be on understanding how to exploit the limitation with
classifying controversial content to facilitate the free flow of communication.
Figure 5.2: Predictive quality of precision and recall
5.2 Total Sentiment Variance
One of the features that we explore was total sentiment variance in the words sepa-
rated by each category. We use a program called SentiStrength as used by Garimella
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et al [10]. The sentiment scores are calculated on a 1 to 5 scale for positive sentiment,
where 5 is the strongest and on a -1 to -5 scale for negative sentiment, where -5 is
the strongest. The total sentiment variance was measured by the difference between
the strongest positive sentiment and the strongest negative sentiment that was found.
The results we found are summarized in Table 5.2.
Classification Positive Score Negative Score Difference
Controversial 2 −5 7
Somewhat Controversial 1 −2 3
Not Controversial 2 −2 4
Table 5.2: The positive sentiment score, negative sentiment score, and their difference for each
category
The possible differences can go from 2 (a positive score of 1 and a negative score of
-1) to 10 (a positive score of 5 and a negative score of -5). This indicates that the
words that are classified as controversial in Mejova have a larger difference among
their positive and negative scores than the words that are classified as somewhat
controversial and not controversial [15]. The larger the difference, the more positive
and negative sentiment variation that exists in the data. It is interesting to note
that the words classified as somewhat controversial have a smaller variation than the
words that are classified as not controversial. However, since controversial words have
a larger variation, this feature is more useful to use than the positive and negative
sentiment words themselves.
5.3 Entropy
We explore the features of the annotated data and one of these is entropy. Entropy is
generally a chemistry concept, however, it can be applied to this type of research as
it is a measure of disorder in a system [3]. This is related to controversiality because
how controversial something is can be related to how disordered or chaotic the process
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is. We use the following formula to calculate the entropy for each word:
Entropy = −
∑
p(xi, y1)log
p(xi, yi)
p(yi)
Table 5.3 demonstrates a portion of the data, which includes the word, its classifica-
tion, its normalized standard deviation, and its normalized entropy. The standard de-
viation and entropy have been normalized since not every word had the same amount
of responses. With these results, we are able to separate the controversial, somewhat
controversial, not controversial, and unknown categories, producing Figure 5.3. This
demonstrates that the entropy of words that are not controversial is lower than words
that are controversial, somewhat controversial, and unknown. This indicates that
entropy can be a useful feature in predicting controversial words. Additionally, of
the 16 words that were classified as unknown within the survey, the classifications
done by Mejova showed that 13 of the words were controversial and 3 of the words
were somewhat controversial [15]. Since they were controversial and somewhat con-
troversial, they have a higher entropy just like the other controversial and somewhat
controversial words.
Figure 5.3: A lineplot separating each category demonstrating entropy
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Word Classification Standard Deviation Entropy
abuse Controversial 0.002268793 0.002814369
administration Not Controversial 0.00059146 0.00307673
afghanistan Controversial 0.0015648563 0.002935354
aid Not Controversial 0.000974436 0.003033589
america Controversial 0.001687772 0.002893152
american Controversial 0.001024439 0.003015018
army Controversial 0.001024439 0.003015018
attack Controversial 0.002048877 0.002791665
attacks Controversial 0.002323209 0.002645036
authorities Controversial 0.001396075 0.002937781
authority Unknown 0.001341305 0.0029473
ban Controversial 0.002635626 0.002618586
banks Not Controversial 0.000806024 0.003052867
benefits Somewhat Controversial 0.000387201 0.003089975
Table 5.3: A portion of the data based on how the annotators classified the words
5.4 Standard Deviation
The standard deviation is another potential feature that can be used for this data.
This is an improvement over the sentiment variance feature because it takes into
account the standard deviation of the responses for each question, rather than the
variance of the entire category, which is only useful for the categories as a whole. The
standard deviation is more useful because a higher standard deviation can demon-
strate data that is controversial because there is not as much agreement in the re-
sponses among annotators. We also decide to compare entropy and standard deviation
to see if this comparison could be beneficial and produce Figure 5.4.
This graphic demonstrates that words that have higher values of entropy have lower
values of standard deviation and vice versa. This is an intriguing result because our
sentiment differences demonstrated that the controversial data had larger differences
in sentiment than somewhat controversial data and not controversial data. However,
the standard deviations within each category differ significantly more in controversial,
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Figure 5.4: A lineplot separating each category demonstrating entropy and standard deviation
somewhat controversial, and unknown words than in not controversial words. The
portion of the words that are not controversial according to Mejova’s data are from
96 to 151 [15]. However, in our experiment the words that are classified as not contro-
versial in our experiment but are words that are actually controversial and somewhat
controversial in Mejova’s experiment are from 96 to 135 [15]. This is similar to the
data that is controversial and somewhat controversial because the standard devia-
tion varies much more than the not controversial words. Additionally, the entropy is
higher than the standard deviation in controversial and somewhat controversial words
than it is in not controversial words.
5.5 Limitations
A limitation is the number of annotators is low. Additionally, this group may not be
completely representative of what a larger population might believe. Due to a small
number of annotators, ties are a limitation because it makes these words unable to
classify and lowers classification measures.
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5.6 Discussion
In performing this crowdsource experiment, it is evident that our annotators did
not classify the words in exactly the same way that Mejova’s experiment did [15].
Despite this, our metrics are high at the extremes, controversial and not controversial
data, especially not controversial data. The metrics for somewhat controversial data
are much lower than the other two categories. However, this is intuitive because it is
difficult for many people to agree on an intermediate category of controversiality. Due
to this experiment, we are able to determine that standard deviation and entropy can
be useful features to use in a model moving forward. We are also able to come to the
conclusion that lexicons of controversial and not controversial words are not enough
to use to detect controversy. Therefore, in the next chapter we explore the utilization
of the title of an article to provide more context for the reader when annotating.
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Chapter 6
Testing on Titles of Articles
In order to develop a ground truth for our dataset and build a classifier for it, we
produce another experiment. Since it did not seem as though the words in the articles
provide enough context to determine controversiality, we decide to use the titles of
the articles. At this point, our RSS feeds have collected over 4,000 articles but we
run the experiment on 1,000 articles, which was statistically powerful. We run a k
means clustering technique with k=10 and clustered the more than 4,000 articles that
we collect into 10 clusters. These grouped articles are clustered based on distance
based using similarity. This method selects k initial clusters, in our case, 10, and then
performs iterations [19]. Each distance is assigned to the closest cluster and then each
cluster is updated to be the mean of all of the distances that are in that cluster [19].
We randomly sample 100 articles through the statistical program R from each cluster,
giving us a total of 1000 articles for our experiment. We have 20 annotators rate the
titles of each article with the options: controversial, somewhat controversial, and not
controversial. However, since more than 20 annotators answered questions but did
not answer all of the questions, we use their data in the case of ties in order to be
able to classify every title.
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6.1 LIWC features
Our data contains over 90 variables that are run through a program called Linguistic
Inquiry and Word Count (LIWC), which has a multitude of linguistic features that
can be useful for controversy detection. These linguistic features include summary
language variables, general descriptors of the data, standard linguistic dimensions,
word categories that deal with psychological constructs, personal concern categories,
informal language categories, and punctuation categories [17]. These features along
with entropy and standard deviation make up the variables that are used in our
classifiers. These variables are used in the sections regarding the title data and the
summary data, which is explored in Chapter 9.
6.2 k Fold Cross Validation
We use a k fold cross validation in all of our classifiers as this method checks how well
the model can be applied to other data. Our k-fold cross validation was performed
in the following steps, where k was equal to 10:
1. We partitioned the original training data into 10 equal subsets, which were each
called a fold. The folds are named f1, f2, fk [9].
2. For i = 1 to i = k, keep the fold fi as the validation set and keep the rest of
the remaining folds in the cross validation training set [9].
3. Then, train your model using the cross validation training set and it will calcu-
late the accuracy of your model by validating the predicted results against the
validation set [9].
4. After, estimate the accuracy of your model by averaging the accuracies found
in all 10 cases of the cross validation [9].
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All of the entries in the original data set are used for both training and validation
but just once for validation.
6.3 k Nearest Neighbor Classifier
The first classifier that we run was a k Nearest Neighbor classification because it is
one of the simplest classifiers. This model requires no assumptions on the distribution
of the data and is frequently used for that reason [8]. This method uses the Euclidean
distance between a test sample and the specified training samples [8]. We ran the
classifier from a value of k = 1 to a value of k = 30. As seen in Figure 6.1, the value
of k that had the highest accuracy was k = 30, which was 0.534, and therefore, it was
chosen for the model.
Figure 6.1: A lineplot demonstrating the accuracy of each value of k
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 101 30 59
Not Controversial 4 84 26
Somewhat Controversial 173 156 367
Table 6.1: The confusion matrix for the k Nearest Neighbors classifier
In Table 6.1, the confusion matrix is shown. This allows us to compute values for
precision, recall, and F1, which are shown in Table 6.2. The only metrics that the
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Precision Recall F1
Controversial 0.531579 0.363309 0.431624
Not Controversial 0.736842 0.311111 0.4375
Somewhat Controversial 0.527299 0.811947 0.639373
Table 6.2: Precision, recall, and F1 values for the k Nearest Neighbors classifier
model performs well for are the recall of somewhat controversial data and the precision
of not controversial data. This indicates that the model detects low instances of data
not being somewhat controversial when in fact it is. It also shows that there is not a
lot of data classified as not controversial when it is either somewhat controversial or
controversial. A metric being fairly high for somewhat controversial data is intriguing
as this data would most likely have to go through more of a process to determine its
controversiality in order to determine if it would be censored. A lot of data being
classified as not controversial when it should be, indicates that censors would not
censor that content and people would be able to view it.
6.4 Naive Bayes Classifier
In an effort to improve our model, we use a different type of model. Naive Bayes is
still a fairly simple model but requires a basic assumption. The Naive Bayes classifier
assumes that the value of particular class features are independent from other features,
given the class variable [14]. It assigns class labels to problem instances, which are
represented as vectors of feature values [14]. It uses a multitude of algorithms that are
based on the same principle [14]. In an effort to improve upon the k nearest neighbors
model, we run a Naive Bayes classifier. Table 6.3 demonstrates the confusion matrix
for this model and Table 6.4 demonstrates the precision, recall, and F1 values. In
this model, none of the metrics are higher than 0.60177, indicating that this model
is not an improvement upon the k nearest neighbors classifier. All of the metrics are
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fairly low and the model did not perform well in any particular type of data.
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 126 28 86
Not Controversial 20 154 94
Somewhat Controversial 132 88 272
Table 6.3: The confusion matrix for the Naive Bayes classifier
Precision Recall F1
Controversial 0.525 0.453237 0.486486
Not Controversial 0.574627 0.57037 0.572491
Somewhat Controversial 0.552846 0.60177 0.576271
Table 6.4: Precision, recall, and F1 values for the Naive Bayes classifier
6.5 Support Vector Machine Classifiers
Since the k Nearest Neighbor classifier and the Naive Bayes classifier did not per-
formed very well, there were improvements that could be made and therefore, we
use various support vector machine classifiers. We choose a Support Vector Machine
(SVM) classifier as they are known to perform well for text classification. A support
vector machine constructs a hyperplane or set of hyperplanes in a high or infinite
dimensional space [18]. The spaces that the hyperplane divides the entire space into
are the classification groups [18]. The only assumption that is required to use support
vector machine classifiers is that the data is independently identically distributed [18].
Observations that are on the hyperplane or on the wrong side of the hyperplane for
their class are called support vectors [18]. SVM can use different kernels as basis
functions based on what the data may fit best [18]. We explore the sigmoid, linear,
and radial kernels.
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6.5.1 Sigmoid Kernel
The sigmoid kernel is practically useful because it has been shown to be conditionally
positive definite, which has properties that are useful for classification [13]. As a re-
sult, we created a support vector machine model using a sigmoid kernel. The number
of support vectors are 841 and the total accuracy is 0.547, which is an average of the
single accuracies of each of the 10 folds. Table 6.5 demonstrates the confusion matrix
and Table 6.6 shows the precision, recall, and F1 values. As in the k nearest neighbors
classifier, the sigmoid kernel performs well for the recall of somewhat controversial
data and the precision of not controversial data. As previously, this indicates that
somewhat controversial data would most likely have to go through a more rigorous
process to determine its whether or not it would be censored, while the censors would
not censor not controversial data and people would have access to it.
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 88 14 70
Not Controversial 9 109 40
Somewhat Controversial 181 147 342
Table 6.5: The confusion matrix for the sigmoid SVM classifier
Precision Recall F1
Controversial 0.511628 0.316547 0.391111
Not Controversial 0.689873 0.403704 0.509346
Somewhat Controversial 0.510448 0.756637 0.609626
Table 6.6: Precision, recall, and F1 values for the sigmoid SVM classifier
6.5.2 Linear Kernel
After the sigmoid kernel, we fit our data to a linear kernel. The linear kernel operates
under the assumption that the hyperplanes that are created for classification are
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linear in nature [18]. The number of support vectors are 807 and the total accuracy
is 0.537, which is an average of the the single accuracies of each of the 10 folds. Table
6.7 demonstrates the confusion matrix and Table 6.8 shows the precision, recall, and
F1 values.
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 136 10 49
Not Controversial 12 159 38
Somewhat Controversial 130 101 365
Table 6.7: The confusion matrix for the linear SVM classifier
Precision Recall F1
Controversial 0.697436 0.489209 0.575053
Not Controversial 0.760766 0.58889 0.663883
Somewhat Controversial 0.612416 0.807522 0.696565
Table 6.8: Precision, recall, and F1 values for the linear SVM classifier
As in the k nearest neighbor classifier and the sigmoid kernel svm classifier, the metrics
that perform well are the recall of somewhat controversial data and the precision of
not controversial. However, in this classifier, the precision of controversial data also
performs well. This demonstrates that there is a low instance of classifying something
as controversial when it was not controversial or somewhat controversial. This is
good for people because if data is classified as controversial despite not fitting into
that category, censors would likely censor the information based on the classification
and people would not have access to the information, even though it is not actually
controversial.
6.5.3 Radial Kernel
Although the linear kernel performed better than our other classifiers, we use a radial
kernel to improve upon it further. This kernel utilizes the square of the Euclidean
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distance, improving upon the k nearest neighbors technique [18]. In addition, the
radial kernel works under the assumption of a Gaussian distribution [18]. The number
of support vectors is 911 and the total accuracy is 0.55, which is an average of the
single accuracies of each of the 10 folds. Table 6.9 demonstrates the confusion matrix
and Table 6.10 shows the precision, recall, and F1 values.
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 160 7 16
Not Controversial 2 155 18
Somewhat Controversial 116 108 418
Table 6.9: The confusion matrix for the radial SVM classifier
Precision Recall F1
Controversial 0.874317 0.57554 0.694143
Not Controversial 0.885714 0.574074 0.696629
Somewhat Controversial 0.65109 0.924779 0.764168
Table 6.10: Precision, recall, and F1 values for the radial SVM classifier
Although the total accuracy of the classifier only improves by 0.013, based on the
precision, recall, and F1 values, it is evident that the radial kernel support vector
machine classifier performs better than the rest of the classifiers. The only metrics
that are not as high as the others are the recall of controversial data and the recall
of not controversial data. Therefore, the classifier classified too much data as some-
what controversial or not controversial when it is controversial and too much data
as somewhat controversial or controversial when it is not controversial. In the first
case, this is bad for the censors as data that was classified as somewhat controversial
or not controversial would not be censored but it was controversial and therefore,
according to censors should be censored. The second case has the opposite effect
and is bad for people trying to access not controversial data as if it was classified as
somewhat controversial and specifically controversial, it is likely to be censored and
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people would not be able to view it despite it not containing controversial topics.
6.6 Limitations
There are many titles that are the same or only differ due to a different date. These
titles are hard to distinguish between and their content may be different enough
that one can be controversial and one can be not controversial but the title does not
give enough indication in order to make this determination. For each question, the
annotators do not have a lot of inter-rater agreement. Even though ties are broken
using more data, there are still many questions where two categories have nearly the
same amount of votes. There are no questions that all twenty annotators rate into
the same category. Additionally, some titles are very short such as the title “What’s
news” and do not give enough information to determine what the article will be about.
Additionally, the annotators in this experiment as a whole classified a lot of the data
as somewhat controversial. Since a lot of the data was in an intermediate category,
this fact alone makes classification harder as it creates more room for error. If data
is classified as somewhat controversial, it makes it easier to incorrectly classify it into
controversial or not controversial data because it is the category that is in between
them. It is less likely for controversial data to be misclassified as not controversial or
vice versa, although it does occur.
6.7 Discussion
Overall, the metrics are not very high when classifying the titles. This improves in
the support vector machine classifiers, particularly in the radial kernel but there are
still aspects of the classifier that do not perform well. Although the SVM classifiers
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perform better than other classifiers, they all use a lot of support vectors, with the
radial kernel, the best performing classifier using 911 support vectors out of 1000
total. This indicates that the SVM classifiers, especially the radial kernel are over-
fitting the data and could be why they are performing better than the others. This
means that the data is very irregular and hard to classify. This is also an indication
that there could be too many features being used and as a result, we perform a feature
selection technique called a Boruta algorithm.
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Chapter 7
Boruta Features on Titles
Although we explore various classifiers, all of them are using all of the features in our
model. As we have 95 features, we want to lower the amount of features that our
model uses so that we only use select features. In order to do so, we use a Boruta
algorithm. Boruta is accomplished through the following steps:
1. It adds randomness to the given data set by creating shuffled copies of all
features (which are called shadow features) [12].
2. Next, it trains a random forest classifier on the extended data set and applies
a feature importance measure, which is called the Mean Decrease Accuracy, to
evaluate the importance of each feature where higher means more important
[12].
3. At every iteration, it checks whether a real feature has a higher importance
than the best of its shadow features (i.e. whether the feature has a higher Z
score than the maximum Z score of its shadow features) and constantly removes
features which are deemed highly unimportant [12].
4. The algorithm runs 99 iterations and most features were confirmed or rejected
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but some were left tentative.
5. Those that were left are run through 99 more iterations for a fix in order to get
them confirmed or rejected.
In the first run-through of the algorithm, it runs 99 iterations and most features are
confirmed or rejected but some are left tentative. Figure 7.1 demonstrates the first-
run through of the algorithm. The boxplots shown in blue are the shadow minimum
and shadow maximum which are used to confirm and reject features. The boxplots
shown in red are those that have been rejected and the boxplots shown in green are
those that have been accepted. The yellow boxplots are ones that are considered
tentative and a decision had not been made by the algorithm.
Figure 7.1: Boxplots demonstrating which features were accepted, rejected, or remained tentative
Since in the first run-through not all of the features are accepted or rejected, we run
the algorithm again using a rough fix for the tentative features in 99 iterations so that
all of our features would either be accepted or rejected. Figure 7.2 demonstrates the
second run-through of the algorithm and shows the rejected features as red boxplots,
the accepted features as green boxplots, and the shadow minimum and maximum as
blue boxplots.
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Figure 7.2: Boxplots demonstrating which features were accepted or rejected
The final accepted features are shown in Table 7.1 and Table 7.2 along with a de-
scription of what the feature is.
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Feature Explanation
Standard Deviation the standard deviation of the responses
Entropy the entropy of the responses
WC the word count of the words in the article
Clout words that are speaking from a confident perspective
Tone words with emotional tone
WPS number of words per sentence
Sixltr words that are larger than six letters
function words that signal a grammatical relationship
prep prepositions in the English language
verb common verbs
number numbers
affect affective processes in the English language
posemo words that indicate positive emotion
negemo words that indicate negative emotion
anger words that indicate anger
social words that indicate social processes
cogproc words that indicate cognitive processes
discrep words that indicate a discrepancy
Table 7.1: Accepted features from the Boruta algorithm
Feature Explanation
percept words that indicate perceptual processes
see words that indicate seeing
hear words that indicate hearing
drives words that indicate different motivations for doing things
affiliation words that indicate an affiliation with someone or something
power words that demonstrate power
risk words that demonstrate risk
focuspast words in the past tense that refer to time
relativ words that indicate relativity
motion words that indicate movement
time words that signify time
work words that are related to working activities
leisure words that are related to leisure activities
AllPunc the total amount of punctuation
Comma the total amount of commas
OtherP the total amount of other punctuation
Table 7.2: More accepted features from the Boruta algorithm
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Chapter 8
Classifiers using Boruta Features
on Titles
Upon obtaining features that are deemed useful for the Boruta algorithm, we run all
of our classifiers again due to reducing the number of features the classifier uses in
the hopes that they improve.
8.1 k Nearest Neighbor Classification
We re-run the k Nearest Neighbor classifier using the features designated by Boruta.
We run the classifier from a value of k = 1 to a value of k = 30. As seen in Figure
8.1, the value of k that had the highest accuracy was k = 30, which was 0.533, and
therefore, it was chosen for the model.
In Table 8.1, the references versus predicted values are shown and the values for pre-
cision, recall, and F1 are shown in Table 8.2. With the Boruta features, the classifier
had high metrics in the recall of somewhat controversial data and the precision of not
controversial just as the previous k nearest neighbors classifier. However, since this
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Figure 8.1: A lineplot demonstrating the accuracy of each value of k using the Boruta features
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 98 22 52
Not Controversial 3 80 20
Somewhat Controversial 177 168 380
Table 8.1: The confusion matrix for the k Nearest Neighbors classifier using the Boruta features
classifier uses less features, it is still an improvement upon our classifier. Therefore,
using the Boruta features prove to be useful over using all of the features and we
extend this to every classifier we ran.
8.2 Naive Bayes Classifier
We re-run the naive bayes classifier using the features from the Boruta algorithm.
Table 8.3 demonstrates the confusion matrix for this model and Table 8.4 demon-
strates the precision, recall, and F1 values. As in the naive bayes classifier without
the Boruta features, none of the metrics are particularly high as none of them are
above 0.621681. Although there is slight improvement in the metrics, the classifier is
still more useful as it takes into account less features than before.
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Precision Recall F1
Controversial 0.569767 0.352518 0.435556
Not Controversial 0.776699 0.296296 0.428954
Somewhat Controversial 0.524138 0.840708 0.645709
Table 8.2: Precision, recall, and F1 values for the k Nearest Neighbors classifier using the Boruta
features
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 140 24 87
Not Controversial 16 149 84
Somewhat Controversial 122 97 281
Table 8.3: The confusion matrix for the Naive Bayes classifier using the Boruta features
8.3 Support Vector Machine Classifiers
We then apply the Boruta features to our support vector machine classifiers.
8.3.1 Sigmoid Kernel
We re-run the sigmoid kernel support vector machine classifier using the Boruta fea-
tures. The number of support vectors are 816 and the total accuracy is 0.471, which
is an average of the single accuracies of each of the 10 folds. Table 8.5 demonstrates
the confusion matrix and Table 8.6 shows the precision, recall, and F1 values. This
classifier did not perform as well as the sigmoid kernel without the Boruta features
as none of the metrics are higher than 0.570796. Some of the metrics dropped sig-
nificantly and therefore, even though this classifier uses less features, its performance
is not as strong as it could be and we employ the other SVM kernels on the Boruta
features.
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Precision Recall F1
Controversial 0.557769 0.503597 0.529301
Not Controversial 0.598394 0.551852 0.574181
Somewhat Controversial 0.562 0.621681 0.590336
Table 8.4: Precision, recall, and F1 values for the Naive Bayes classifier using the Boruta features
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 82 20 66
Not Controversial 40 121 128
Somewhat Controversial 156 129 258
Table 8.5: The confusion matrix for the sigmoid SVM classifier using the Boruta features
8.3.2 Linear Kernel
After the sigmoid kernel, we fit our data using the Boruta features to a linear kernel.
The number of support vectors are 827 and the total accuracy is 0.562, which is an
average of the the single accuracies of each of the 10 folds. Table 8.7 demonstrates
the confusion matrix and Table 8.8 shows the precision, recall, and F1 values. As
in the linear kernel without the Boruta Features, this classifier performs well with
the recall of somewhat controversial data and the precision of not controversial data.
However, this classifier has an additional metric that performs fairly well, which is the
precision of controversial data. This means that there are a low number of instances
when the data is classified as controversial when it is somewhat controversial or not
controversial. This is beneficial for the people as they are able to access most of the
data that is somewhat controversial and not controversial as there are not a lot of
cases where that data is classified as controversial, which could be subject to being
censored.
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Precision Recall F1
Controversial 0.488095 0.294964 0.367713
Not Controversial 0.418685 0.448148 0.432916
Somewhat Controversial 0.475138 0.570796 0.518593
Table 8.6: Precision, recall, and F1 values for the sigmoid SVM classifier using the Boruta features
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 105 18 43
Not Controversial 8 119 28
Somewhat Controversial 165 133 381
Table 8.7: The confusion matrix for the linear SVM classifier using the Boruta features
8.3.3 Radial Kernel
We re-run the radial kernel support vector machine classifier using the Boruta fea-
tures. The number of support vectors is 889 and the total accuracy is 0.568, which is
an average of the single accuracies of each of the 10 folds. Table 8.9 demonstrates the
confusion matrix and Table 8.10 shows the precision, recall, and F1 values. The accu-
racy of the radial kernel using the Boruta features slightly improved. However, with
all of the other metrics, as previously, most are fairly high with the exception of the
recall of controversial data and the recall of not controversial data. This indicates that
there was some data that was classified as somewhat controversial or controversial
when it was not controversial as well as data that was classified as not controversial or
somewhat controversial when it was controversial. The first situation is problematic
for people accessing the data since it was incorrectly classified as controversial, it can
be censored and inaccessible. On the other hand, the second situation is problematic
for the censors because it allows controversial and somewhat controversial data to be
accessible because it has been passed through as not controversial data.
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Precision Recall F1
Controversial 0.63253 0.377698 0.472973
Not Controversial 0.767742 0.440741 0.56
Somewhat Controversial 0.561119 0.84292 0.67374
Table 8.8: Precision, recall, and F1 values for the linear SVM classifier using the Boruta features
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 149 10 20
Not Controversial 3 148 22
Somewhat Controversial 126 112 410
Table 8.9: The confusion matrix for the radial SVM classifier using the Boruta features
8.4 Discussion
Based on our various classifiers, with and without the use of the features that are
provided to us through Boruta, it is evident that the radial kernel SVM classifier
that uses the Boruta features performs the best on the title data. The radial kernel
performs better than any of the other classifiers and utilizing only the features from
Boruta allows us to have a model that depends on less variables. Although the metrics
stay fairly similar and may even drop slightly, having less features in our model is
much more useful. This is especially apparent in the SVM classifiers as they use less
support vectors than the classifiers that utilized all of the features. This demonstrates
that the models do not overfit as much, indicating that using less features is beneficial.
However, the number of support vectors is still fairly high and therefore, we explore
testing on the summaries of articles as they provide more context than the title of an
article.
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Precision Recall F1
Controversial 0.832402 0.535971 0.652079
Not Controversial 0.855491 0.548148 0.668172
Somewhat Controversial 0.632716 0.90708 0.745455
Table 8.10: Precision, recall, and F1 values for the radial SVM classifier using the Boruta features
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Chapter 9
Testing on Summaries of Articles
However, upon further inspection, many of the titles are the same or similar and
some still did not provide enough context to understand what the article was about.
Therefore, the summary of the article would provide the most context and allow
annotators to be able to best determine whether a summary was controversial or
not. We use the same 1000 articles for the summary annotations in order to compare
to determine if using the summary is more useful than just the title. The data
from twenty annotators is used for this experiment, similar to previous experiments.
However, just like in the titles, since more than 20 annotators answered questions but
did not answer all of the questions, we use their data in the case of ties in order to be
able to classify every summary. We use k fold cross validation as previously described
in the Testing on Titles of Articles chapter.
9.1 k Nearest Neighbor Classifier
We run the classifier from a value of k = 1 to a value of k = 30. As seen in Figure
9.1, the value of k that had the highest accuracy was k = 12, which was 0.672, and
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therefore, it was chosen for the model.
Figure 9.1: A lineplot demonstrating the accuracy of each value of k
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 33 11 19
Not Controversial 75 587 176
Somewhat Controversial 21 26 52
Table 9.1: The confusion matrix for the k Nearest Neighbors classifier
Precision Recall F1
Controversial 0.52381 0.255814 0.34375
Not Controversial 0.700477 0.940705 0.80301
Somewhat Controversial 0.525253 0.210526 0.300578
Table 9.2: Precision, recall, and F1 values for the k Nearest Neighbors classifier
In Table 9.1, the confusion matrix is shown. This allows us to compute values for
precision, recall, and F1, which are shown in Table 9.2. This model performed well
for not controversial data whereas it had high false positives and high false negatives
for somewhat controversial data and not controversial data.
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9.2 Naive Bayes Classifier
In an effort to improve upon the k nearest neighbors model, we run a Naive Bayes
classifier. Table 9.3 demonstrates the confusion matrix for this model and Table 9.4
demonstrates the precision, recall, and F1 values.
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 93 141 116
Not Controversial 12 399 40
Somewhat Controversial 24 84 91
Table 9.3: The confusion matrix for the Naive Bayes classifier
Precision Recall F1
Controversial 0.265714 0.72093 0.388309
Not Controversial 0.884701 0.639423 0.742326
Somewhat Controversial 0.457286 0.368421 0.408072
Table 9.4: Precision, recall, and F1 values for the Naive Bayes classifier
As in the k Nearest Neighbors classifier, the model performs fairly well for not con-
troversial data, although it is lower than the previous classifier. The rest of the values
for precision and recall are low with the exception of the recall of controversial data.
Recall is related to false negatives indicating that it was able to detect less false
negatives for controversial data in this classifier. This means that there was a low
instance of failing to classify something as controversial when it was controversial.
For the censors, this is ideal because it means that a low amount of controversial data
would go uncensored.
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9.3 Support Vector Machine Classifiers
Although the k Nearest Neighbor classifier and the Naive Bayes classifier performed
fairly well, there were still improvements that could be made and therefore, we employ
various support vector machine classifiers. As with the titles, we explore the sigmoid,
linear, and radial kernels.
9.3.1 Sigmoid Kernel
The first kernel we use is a sigmoid kernel. The number of support vectors are 594
and the total accuracy is 0.665, which is an average of the single accuracies of each
of the 10 folds. Table 9.5 demonstrates the confusion matrix and Table 9.6 shows
the precision, recall, and F1 values. Using this classifier, not controversial data is
still classified well, while somewhat controversial data has lower precision and recall
values and controversial data has the lowest metrics for classification.
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 19 13 26
Not Controversial 42 534 100
Somewhat Controversial 68 77 121
Table 9.5: The confusion matrix for the sigmoid SVM classifier
Precision Recall F1
Controversial 0.327586 0.147287 0.203209
Not Controversial 0.789941 0.855769 0.821538
Somewhat Controversial 0.454887 0.489879 0.471735
Table 9.6: Precision, recall, and F1 values for the sigmoid SVM classifier
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9.3.2 Linear Kernel
Next, we fit our data to a linear kernel. The number of support vectors are 531 and
the total accuracy is 0.676, which is an average of the the single accuracies of each of
the 10 folds. Table 9.7 demonstrates the confusion matrix and Table 9.8 shows the
precision, recall, and F1 values.
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 66 6 16
Not Controversial 29 571 71
Somewhat Controversial 34 47 160
Table 9.7: The confusion matrix for the linear SVM classifier
Precision Recall F1
Controversial 0.75 0.511628 0.608295
Not Controversial 0.850969 0.915064 0.881853
Somewhat Controversial 0.6639 0.647773 0.655738
Table 9.8: Precision, recall, and F1 values for the linear SVM classifier
Once again, not controversial data is classified well but in this classifier, controversial
and somewhat controversial data are classified better than previously. Controversial
data has a higher precision than before, indicating that there was a low instance of
classifying something as controversial when it was not controversial or somewhat con-
troversial. This is good for people because if data is classified as controversial despite
not fitting into that category, censors would likely censor it based on the classification
and people would not have access to the information, even though it is not actually
controversial. This support vector machine classifier performs significantly better
than the k nearest neighbors classifier, the naive bayes classifier, and the sigmoid
kernel for SVM. This can suggest that linearity is important in this dataset.
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9.3.3 Radial Kernel
After the linear kernel, we use a radial kernel. The number of support vectors is 676
and the total accuracy is 0.688, which is an average of the single accuracies of each
of the 10 folds. Table 9.9 demonstrates the confusion matrix and Table 9.10 shows
the precision, recall, and F1 values.
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 78 4 8
Not Controversial 21 602 60
Somewhat Controversial 30 18 179
Table 9.9: The confusion matrix for the radial SVM classifier
Precision Recall F1
Controversial 0.866667 0.604651 0.712329
Not Controversial 0.881406 0.964744 0.921194
Somewhat Controversial 0.788546 0.724696 0.755274
Table 9.10: Precision, recall, and F1 values for the radial SVM classifier
Although the total accuracy of the classifier only improves by 0.012, based on the
precision, recall, and F1 values, it is evident that the radial kernel support vector
machine classifier performs better than the linear kernel and much better than the
rest of the classifiers.
9.4 Limitations
Unlike in the titles where a large portion of the data was classified to be somewhat
controversial by annotators, in the summaries a large portion of the data was classified
by annotators to be not controversial. This can be a limitation because not a lot
of the data is representative of controversy, whether that is through the somewhat
65
controversial category or the controversial category. Therefore, the classifiers may
have performed better due to how the data was classified by the annotators as the
majority of the data was classified as not controversial. Additionally, as with the titles,
despite there being a lot of not controversial data, there was not a lot of inter-rater
agreement for each question as all three responses were recorded for most questions.
9.5 Discussion
Based on all of the classifiers that we ran, the radial kernel of the support vector
machine performs the best. Additionally, the classifiers for the summaries performed
better than the classifiers for the titles. This could be due to the fact that the
summaries gave more context about the article, making the determination for an
annotator easier. This is a possible explanation of why a majority of the titles were
labeled as somewhat controversial by annotators, while a majority of the summaries
of the same articles were labeled as not controversial by the annotators. Additionally,
the number of support vectors in the SVM classifiers is lower than when the classifiers
were run against the title data indicating that the classifiers do not overfit as much in
the summary data as they did in the title data. The radial kernel, specifically has good
approximation to a variety of data through the support vectors [4]. Its assumption of a
Gaussian distribution generalizes well and the technique itself is a useful improvement
on the k nearest neighbors technique making it practically efficient [18].
66
Chapter 10
Boruta Features for Summaries
As with the titles, we perform the Boruta algorithm to use less features in order to
try to improve our classifiers. In the first run-through of the algorithm, it runs 99
iterations and most features are confirmed or rejected but some are left tentative.
Figure 10.1 demonstrates the first-run through of the algorithm. The boxplots shown
in blue are the shadow minimum and shadow maximum which are used to confirm
and reject features. The boxplots shown in red are those that have been rejected
and the boxplots shown in green are those that have been accepted. The yellow
boxplots are ones that are considered tentative and a decision has not been made by
the algorithm.
Since in the first run-through not all of the features are accepted or rejected, we run
the algorithm again using a rough fix for the tentative features in 99 iterations so
that all of our features are either accepted or rejected. Figure 10.2 demonstrates the
second run-through of the algorithm and shows the rejected features as red boxplots,
the accepted features as green boxplots, and the shadow minimum and maximum as
blue boxplots. The final accepted features are shown in Table 10.1 and Table 10.2
along with a description of what the feature is.
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Figure 10.1: Boxplots demonstrating which features were accepted, rejected, or remained tentative
Figure 10.2: Boxplots demonstrating which features were accepted or rejected
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Feature Explanation
Standard Deviation the standard deviation of the responses
Entropy the entropy of the responses
WC the word count of the words in the article
Analytic words that indicate logical thinking
Clout words that are speaking from a confident perspective
Tone words with emotional tone
WPS number of words per sentence
Dic dictionary words
function words that signal a grammatical relationship
pronoun all pronouns
ppron personal pronouns
we first person plural pronouns
article articles in the English language
prep prepositions in the English language
auxverb auxiliary verbs in the English language
negate negations in the English language
verb common verbs
number numbers
affect affective processes in the English language
negemo words that indicate negative emotion
anx words that indicate anxiety
anger words that indicate anger
sad words that indicate sadness
social words that indicate social processes
cogproc words that indicate cognitive processes
discrep words that indicate a discrepancy
tentat words that indicate a tentativeness
Table 10.1: Accepted features from the Boruta algorithm
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Feature Explanation
certain words that indicate certainty
differ words that indicate differentiation
percept words that indicate perceptual processes
see words that indicate seeing
hear words that indicate hearing
drives words that indicate different motivations for doing things
affiliation words that indicate an affiliation with someone or something
achieve words that indicate achievement
power words that demonstrate power
reward words that demonstrate reward
risk words that demonstrate risk
relativ words that indicate relativity
space words that indicate space
work words that are related to working activities
leisure words that are related to leisure activities
AllPunc the total amount of punctuation
Period the total amount of periods
Comma the total amount of commas
OtherP the total amount of other punctuation
Table 10.2: More accepted features from the Boruta algorithm
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Chapter 11
Classifiers using Boruta Features
on Summaries
Upon obtaining features that are deemed useful for the Boruta algorithm, we run all
of our classifiers again due to reducing the number of features the classifier uses in
order to improve them.
11.1 k Nearest Neighbor Classification
We re-run the k Nearest Neighbor classifier using the features designated by Boruta.
We run the classifier from a value of k = 1 to a value of k = 30. As seen in Figure
11.1, the value of k that had the highest accuracy was k = 9, which was 0.697, and
therefore, it was chosen for the model.
In Table 11.1, the references versus predicted values are shown and the values for
precision, recall, and F1 are shown in Table 11.2. The Boruta features improved this
classifier as every metric improved with the exception of the recall for not controversial
data, which lowered very slightly but was the best performing metric overall.
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Figure 11.1: A lineplot demonstrating the accuracy of each value of k using the Boruta features
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 40 9 17
Not Controversial 72 585 158
Somewhat Controversial 17 30 72
Table 11.1: The confusion matrix for the k Nearest Neighbors classifier using the Boruta features
11.2 Naive Bayes Classifier
We re-run the naive bayes classifier using the features from the Boruta algorithm.
Table 11.3 demonstrates the confusion matrix for this model and Table 11.4 demon-
strates the precision, recall, and F1 values. The Boruta features improve this classifier
as every metric improves with the exception of the recall for controversial data and
the precision of not controversial data. The precision of not controversial data was
already high and went down slightly. However, the recall for controversial data was
fairly strong in the previous naive bayes classifier and lowered in this iteration. This
can be attributed to the fact that there were features in the previously model that
were not used here that were doing a better job of minimizing classifying data as not
controversial or somewhat controversial when it was in fact controversial. Censors
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Precision Recall F1
Controversial 0.606061 0.310078 0.410256
Not Controversial 0.717791 0.9375 0.813065
Somewhat Controversial 0.605042 0.291498 0.393443
Table 11.2: Precision, recall, and F1 values for the k Nearest Neighbors classifier using the Boruta
features
would not want the recall to lower as it does in this Naive Bayes classifier as they
would not be able to censor data that is actually controversial.
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 77 48 59
Not Controversial 26 502 85
Somewhat Controversial 26 74 103
Table 11.3: The confusion matrix for the Naive Bayes classifier using the Boruta features
Precision Recall F1
Controversial 0.418478 0.596899 0.492013
Not Controversial 0.818923 0.804487 0.811641
Somewhat Controversial 0.507389 0.417004 0.457778
Table 11.4: Precision, recall, and F1 values for the Naive Bayes classifier using the Boruta features
11.3 Support Vector Machine Classifiers
We then apply the Boruta features to our support vector machine classifiers.
11.3.1 Sigmoid Kernel
We re-run the sigmoid kernel support vector machine classifier using the Boruta
features. The number of support vectors are 540 and the total accuracy is 0.667,
which is an average of the single accuracies of each of the 10 folds. Table 11.5
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demonstrates the confusion matrix and Table 11.6 shows the precision, recall, and F1
values. In this classifier, many of the metrics lowered with the exception of the recall
and F1 for controversial data. However, of the ones that lowered, most did not lower
very much. Despite this, the Boruta features are useful because although it did not
lower the metrics by very large amounts and it improves the accuracy slightly, there
are less features being used. However, since this is the weakest kernel for support
vector machine, it is still not the most useful classifier.
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 24 21 31
Not Controversial 41 515 112
Somewhat Controversial 64 88 112
Table 11.5: The confusion matrix for the sigmoid SVM classifier using the Boruta features
Precision Recall F1
Controversial 0.315789 0.186047 0.234146
Not Controversial 0.770958 0.825321 0.797214
Somewhat Controversial 0.40625 0.421053 0.413519
Table 11.6: Precision, recall, and F1 values for the sigmoid SVM classifier using the Boruta fea-
tures
11.3.2 Linear Kernel
To improve on the sigmoid kernel, we fit our data using the Boruta features to a
linear kernel. The number of support vectors are 548 and the total accuracy is 0.69,
which is an average of the the single accuracies of each of the 10 folds. Table 11.7
demonstrates the confusion matrix and Table 11.8 shows the precision, recall, and F1
values. Although the accuracy slightly improved, the rest of the metrics all lowered
with the exception of the recall for somewhat controversial data, which stayed the
same. Despite this, since the classifier is using almost half of the predictor variables,
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it is more useful.
Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 43 10 15
Not Controversial 32 560 72
Somewhat Controversial 54 54 160
Table 11.7: The confusion matrix for the linear SVM classifier using the Boruta features
Precision Recall F1
Controversial 0.632353 0.333333 0.436548
Not Controversial 0.843373 0.897436 0.869565
Somewhat Controversial 0.597015 0.647773 0.621369
Table 11.8: Precision, recall, and F1 values for the linear SVM classifier using the Boruta features
11.3.3 Radial Kernel
We re-run the radial kernel support vector machine classifier using the Boruta fea-
tures. The number of support vectors is 646 and the total accuracy is 0.699, which is
an average of the single accuracies of each of the 10 folds. Table 11.9 demonstrates
the confusion matrix and Table 11.10 shows the precision, recall, and F1 values. Al-
though the accuracy slightly improved again, all of the metrics lowered but most only
lowered slightly. Despite this, in this classifier, most of the metrics are fairly high
with the exception of the recall of controversial data, which is only 0.503876. This
can be attributed to the fact that there are features in the previous model that are
not used in this classifier that are minimizing classifying data as not controversial or
somewhat controversial when it was in fact controversial. Censors would not want
the recall of controversial data to lower as they would not be able to censor data that
is actually controversial. Even still, this classifier uses significantly less features than
our original classifiers while still maintaining fairly high accuracies, precision, recall,
and F1 metrics.
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Reference
Prediction Controversial Not Controversial Somewhat Controversial
Controversial 65 5 12
Not Controversial 27 594 58
Somewhat Controversial 37 25 177
Table 11.9: The confusion matrix for the radial SVM classifier using the Boruta features
Precision Recall F1
Controversial 0.792683 0.503876 0.616114
Not Controversial 0.874816 0.951923 0.911742
Somewhat Controversial 0.740586 0.716599 0.728395
Table 11.10: Precision, recall, and F1 values for the radial SVM classifier using the Boruta fea-
tures
11.4 Discussion
The utilization of the Boruta features lowers some of the metrics for the classifiers.
However, they only drop slightly and are not extremely different from what they
previously were. Despite this, using the Boruta features is still more useful because
it cuts down on the variables nearly in half allowing our models to use significantly
less features for prediction while still performing fairly well. The use of the Boruta
algorithms with our summary data, which gives our classifier less features, allows the
least amount of support vectors compared to any other implementation. This allows
for the least overfitting to occur and along with less features, produces the best
performing classifiers. Although the radial kernel has some more support vectors
than the other two kernels, its performance metrics are the highest and it utilizes less
features, making it the best performing classifier.
76
Chapter 12
Conclusions
In order to detect controversiality, we begin by exploring the relationship between
sentiment and controversy that some previous research has used, which indicates
that negative sentiment is an adequate indicator of controversial data, while positive
sentiment is an adequate indicator of not controversial data [15]. We run previous
known sentiment lexicons and controversial and not controversial lists of data against
a smaller dataset and then a larger one. This demonstrates to us that our data does
not have this relationship but instead we explore, how much the sentiment varies
in each of the three categories. In testing the sentiment variance of each category,
this demonstrates that controversial data has more variance in its sentiment than the
other two categories.
However, this is demonstrated through all of the data being broken into the three
categories and is not useful as a feature for each group of words in the data. Instead,
once we move into classifying the words from Mejova et al’s experiment, we utilize a
feature that works similarly to sentiment variance, standard deviation [15]. Rather
than use the sentiment variance of the entire category, we use the standard deviation
of the responses for each word as a feature, as it is a more useful feature than the
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sentiment variance feature. Additionally, due to the irregularity and chaotic nature
of the data, we find the entropy of the responses and determine that this could be
a useful feature. After determining how well our experiment performs compares to
Mejova et al’s results, we come to the conclusion that words alone are not enough
context to be able to detect controversiality [15].
As a result, we run an experiment on titles as they provide more context than just
the words on their own. We run multiple classifiers on this data to determine which
performs the best using LIWC features and the two that we obtain, standard deviation
and entropy. We also run a feature selection algorithm called Boruta to lower the
amount of features that we have in our classifier to make it more useful. Through
this experiment, we determine that a radial kernel support vector machine classifier
performs the best and we utilize the one that takes into account less features. Despite
this, the titles still do not provide enough context in every situation and we explore
the utilization of the summaries of the articles.
The summaries provide more context and therefore, should have better results. As
with the titles, we run the same classifiers on this data as well as the Boruta feature
selection algorithm. This demonstrates that the radial kernel support vector machine
classifier that uses the Boruta features once again performs the best and has overall
stronger metrics than the radial kernel SVM classifier for the titles. This particular
kernel is consistently stronger than other support vector machine kernels and other
classifiers because of the properties that it has, which include the assumption of a
Gaussian distribution that generalizes well and good approximation to a variety of
data through the support vectors [4].
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Chapter 13
Future Work
In our future work, we will use word embeddings to improve our classification accu-
racy. Word embeddings are a form of language modeling that uses a specific func-
tion, such as a neural network, to map words to a set of numbers in high-dimensional
space [7]. Similar words are close to each other in the number space and dissimilar
words are far apart [7]. This method differs from the kNN-WC algorithm because the
kNN-WC algorithm tests if a document related to a controversial document is con-
troversial whereas the word embeddings test if words similar to controversial words
are controversial [8]. This will create a lexicon of controversial words that extends
the list in Mejova et al [15].
Determining the controversiality of article data can assist future research by provid-
ing a predictor for censorship. If censorship can be predicted, a system can be built
to circumvent censorship. However, different countries have different censorship sys-
tems. Likewise, since their systems are different, the items they want to censor vary
depending on the country. For example, a topic such as abortion is very controversial
in the United States and sparks a lot of debate whereas in China this topic is not
considered very controversial.
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