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We investigate the possibility of finding a zero-temperature metallic phase in granular super-
conducting films. We are able to identify the breakdown of the conventional treatment of these
systems as dissipative Bose systems. We do not find a metallic state at zero temperature. At finite
temperatures, we find that the system exhibit crossover behaviour which may have implications for
the analysis of experimental results. We also investigate the effect of vortex dissipation in these
systems.
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Recently, there has been renewed interests in the prob-
lem of superconductor-insulator (SI) transition in low-Tc
thin films. These systems undergo transition from su-
perconductor to insulator as a function of disorder, film
thickness, or applied magnetic field1. Theories2,3 describ-
ing this kind of superconductor-insulator transition de-
scribe a second-order quantum phase transition where a
zero-temperature metallic phase exists as a critical point
between the superfluid and insulating phases. However,
recent experiments4,5 found that the metallic phase may
be more than a point in the phase diagram in certain
systems. Instead, the zero-temperature conductivity ap-
pears to be finite and non-zero in a finite region in the
phase diagram. It remains controversial whether these
systems remain metallic down to zero temperature. It
has been observed6 that some of these systems become
superconducting at very low temperatures.
In this paper, we re-examine our theoretical under-
standing of the SI transition7,8. We will use a variational
treatment which, in principle, may describe superfluid,
metallic and insulator phases at zero temperature. We
will discuss dissipation arising from normal resistance or
vortex motion. We find that, although there may be a di-
rect SI transition at zero temperature, finite-temperature
crossover phenomena may give rise to apparently metallic
behaviour in experiments. We also see that the two dissi-
pation mechanisms affect the low-temperature behaviour
on different sides of the SI critical point.
I. INTRODUCTION
The destruction of the superconducting state at zero
temperature is a result of strong Coulomb interactions.
Consider a lattice model for Cooper pairs. Strong
Coulomb repulsion leads to a Mott insulating state where
there is an integral number of Cooper pairs at each site.
However, if the system is coupled to a normal fluid, any
excess charge on a site (arising the motion of Cooper
pairs from site to site) can be screened to a certain ex-
tent by the normal component. This is effective when
the normal fluid has low resistance, Rn, because it can
respond rapidly to charge fluctuations. Since the cou-
pling to the normal fluid requires exchange of energy, the
normal fluid can be regarded as a dissipative environment
for the Cooper pairs. The strength of this dissipative cou-
pling (or dynamic screening) is inversely proportional to
Rn.
We will also consider dissipation originating from the
motion of the normal cores in vortices9,10. In this case,
a similar picture applies when we study the system in
a dual representation where vortices are the elementary
bosonic objects.
In principle, dissipation may lead to non-superfluid but
mobile Cooper pairs (or vortices) at zero temperature11.
To investigate this issue, we require a formulation which
can differentiate between the superfluid, metallic and in-
sulating states. We will see below that we can do so
by considering separately local phase fluctuations which,
over a timescale of h¯/kBT , are small compared to 2π and
those which are larger than 2π. Previous work has inves-
tigated either a superfluid-to-non-superfluid transition12
or an insulator-to-conductor transition13. We want to see
if these transitions are separate so that all three phases
exist. Otherwise, they are different descriptions of the
same critical point, in which case the Bose metal does
not exist in the model at zero temperature. After estab-
lishing the ground state, we will also discuss the finite-
temperature behaviour of these systems.
II. DISSIPATIVE BOSE MODEL
For simplicity, we will consider first dissipation for the
Cooper pairs. Vortex dissipation will be discussed later.
We will review the conventional discussion of this prob-
lem and we extend previous treatments by a more careful
consideration of large phase fluctuations.
As our starting point, we use a model of superconduct-
ing grains on a square array. We assume that well-defined
Cooper pairs exist in each grain so that we can treat them
as charge-2e bosons. An imaginary-time action which de-
scribes the coupling between grains is14:
1
Sboson =
∫ β
0
dτ
[
1
2Kb
∑
i
(θ˙bi )
2− Jb
∑
iν
cos∆νθ
b
i
]
, (1)
where θbi is the local superconducting phase of grain i,
and ∆νθ
b
i = θ
b
i+ν − θ
b
i . Jb is the Josephson coupling en-
ergy between nearest-neighbor grains. Kb = 2e
2/C is
the charging energy of a grain with self-capacitance C.
(We have set h¯ = kB = 1, and β = 1/T is the inverse
temperature.) For large Jb/Kb, we expect a supercon-
ductor with long-range phase coherence. When Jb/Kb is
small, however, the on-site repulsion dominates and we
have a Mott insulator. (Our calculations below will focus
on this limit.) The system becomes incompressible. (See
vertical axis on Fig. 1.) The phase, θb, of the local super-
conducting order parameter should fluctuate strongly at
each site due to the number-phase uncertainty relation.
We will now investigate the effect of dissipation on
this bosonic Mott transition. We include dissipation
phenomenologically. We assume that an action of the
Caldeira-Leggett kind15,16 is necessary so that the charge
currents (∼ ∆νθ
b) will have ohmic decay in the classical
limit:
Sdiss =
Q2
2
∑
iν
∫ β
0
dτ
∫ β
0
dτ ′α(τ − τ ′)×
sin2
[
∆νθ
b
i (τ) −∆νθ
b
i (τ
′)
2Q
]
, (2)
where α(τ) = (h/4e2Rn)[T/ sin(πTτ)]
2 and Q = 2 re-
flecting the fact that the Cooper pairs has charge 2e while
the dissipation is due to charge-e electrons.
We will be interested in the destruction of superfluid-
ity due to enhanced phase fluctuations. As already men-
tioned, we have to be careful about the compactness of
the phase variables θbi . The imaginary-time evolution of
the phase can be separated into a periodic part, θi, and
a non-periodic part3:
θbi (τ) =
2πniτ
β
+ θi(τ) + θ0i, (3)
where θi(β) = θi(0) = 0. The boson action can be writ-
ten as
Sboson =
2π2
βKb
∑
i
n2i +
1
2Kb
∑
i
∫ β
0
θ˙2i dτ
− Jb
∑
iν
∫ β
0
cos
(
∆νθi(τ) +
2πτ
β
∆νni
)
dτ, (4)
To further simplify our calculation, we shall assume
strong dissipation and keep only the ∆νθi terms in Sdiss
to second order. At low temperatures, we obtain13:
Sdiss→
Qπ
4Rn
∑
i,ν
|∆νni|+
1
8
∑
iν
∫ β
0
dτ
∫ β
0
dτ ′α(τ − τ ′)×
cos
[
2π(τ − τ ′)
Qβ
∆νni
]
[∆νθi(τ) −∆νθi(τ
′)]
2
. (5)
We can now discuss possible scenarios for the zero-
temperature phase diagram of the system. First of all,
let us concentrate on the part of the action which in-
volves only the “winding numbers”, ni. We can ignore
the charging term in (4) proportional to n2i because it
vanishes as T → 0. The winding numbers are controlled
by the first term in (5). This is, in fact, the “abso-
lute solid-on-solid” (ASOS) model which has a “rough-
ening” transition (of the Kosterlitz-Thouless type) at
Rn = R
ASOS
c ≃ 0.6(h/Qe
2). For large Rn, the phase at
each site fluctuate wildly with little correlation between
different sites. This is what is expected (from number-
phase uncertainty) in an insulator where the local particle
number does not fluctuate. For small Rn, the system be-
comes “smooth” in the sense that large excursions in the
phase are suppressed. The system is now compressible
and the charges are mobile. This model has been used
to describe an insulator-conductor transition in normal
tunneling junction networks when Rn is small enough
13.
We have seen that the Mott insulator breaks down and
charges are mobile at small Rn. What about superflu-
idity for these mobile charges? This requires long-range
phase coherence in the system. In other words, in addi-
tion to a “smooth” n-field, the fluctuations of θ at differ-
ent sites must also be coherent. Therefore, in principle,
we may have a superfluid or metallic state for these mo-
bile charges, depending on whether the phase stiffness for
θ fluctuations is finite or not.
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FIG. 1. Possible scenarios at zero temperature. Ins: insu-
lator, SF: superfluid. Solid and dashed lines denote first- and
second-order transitions. ASOS line: transition for winding
numbers in the absolute solid-on-solid model. θ line denotes
transition for small fluctuations, θ, as given in Ref. 12.
If we ignore the coupling of the θ-field to the wind-
ing numbers ni, then we expect a superfluid at small Rn
at T = 0. (Rn < h/2e
2 in two dimensions12.) A pri-
mary purpose of this paper is to investigate whether the
onset of a finite phase stiffness for θ coincides with the
appearance of the smooth phase in the SOS model for
the winding number (i.e. a direct superfluid-insulator
transition, as shown in Fig. 1a.) Another scenario is that
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a metal phase exists for intermediate values of Rn where
the ASOS model is smooth before long-range phase co-
herence sets in at an even lower value of Rn (Fig. 1b).
The actions (4) and (5) form the basis of our calcu-
lations. The model cannot be solved exactly even with-
out the dissipative term. We shall pursue a variational
approach since we are only interested at the qualitative
behaviour of the system — in particular, whether a zero-
temperature metallic phase exists under appropriate con-
ditions. We consider the following trial action:
S0 =
∑
i
∫ β
0
dτ
[
1
2Kb
θ˙2i +
Jeff
2
∑
ν
(∆νθi)
2
]
+
1
8
∑
iν
∫ β
0
dτ
∫ β
0
dτ ′ αeff(τ − τ
′) [∆νθi(τ) −∆νθi(τ
′)]
2
+
2π2
βKb
∑
i
n2i +
∑
iν
[
Qπ
4Reff
|∆νni| − βJMSδ∆νni
]
, (6)
where αeff(τ)/α(τ) = Rn/Reff . Jeff , JMS and Reff are pa-
rameters to be determined variationally. Note that the
solid-on-solid part of the model has been modified by the
presence of the JMS term. Similar to the other terms in
the ASOS model, it also suppresses the spatial fluctua-
tions in the winding number. We therefore expect this
modified solid-on-solid (MSOS) model to be similar to
the ASOS model with a shifted critical point RMSOSc .
The possibilities of superconductor, insulator, and
metal phases at zero temperature are all included in
S0. A finite value for the phase stiffness, Jeff , indi-
cates that we have a superconductor (marked “SF” in
Fig. 1). If Jeff = JMS = 0, then the system is non-
superfluid. To determine whether it is an insulator or a
metal, we examine the large phase fluctuations, i.e. the
SOS model for the winding numbers. The system is an
insulator if Reff > R
MSOS
c so that the SOS model is in
the rough phase. If Reff < R
MSOS
c , the SOS model is in
the smooth phase and we have a metallic state. (See Fig.
1b. Note that the ASOS and MSOS models are the same
if Jeff = JMS = 0.)
The variational parameters are determined by mini-
mizing the free energy per unit volume given approxi-
mately by F = F0 + 〈Sdual + Sdiss − S0〉0/βL
2, where
F0 is the free energy calculated using S0 and 〈· · ·〉0 de-
notes averages taken with respect to S0.We obtain the
mean-field equations:
Reff = Rn,
JMS = Jbe
−〈|∆θ|2〉/2,
Jeff = JMSPSOS(0), (7)
where
〈|∆θ|2〉 =
1
2βL2
∑
~q,iωn
γ(~q)G0θ(~q, iωn), (8)
with G−10θ (~q, iωn) = ω
2
n/Kb + γ(~q)(Jeff + |ωn|/4Reff).
γ(~q) = 4[sin2(qx/2) + sin
2(qy/2)] is the lattice disper-
sion relation. PSOS(m) = 〈δ(|∆νni| − m)〉MSOS is the
probability that the nearest-neighbor integer difference
|∆νni| = m in the MSOS model. Note that we can also
regard our trial action as a “Hartree” decoupling of the
fields θi and ni.
For the small phase fluctuations, the critical point for
the onset of a finite Jeff is given by Chakravarty et al.
12:
Rθc = h/Qe
2, with Jeff becoming exponentially small as
R approaches Rθc :
(
Jeff
Jb
)
∼
(
JbR
Kb
)Rθc/(Rθc−Reff )
(9)
To determine the ground-state properties of the sys-
tem, we also need to examine the SOS sector of the
model. We see that the JMS term dominates the MSOS
model at low temperatures, and so the SOS sector is
smooth whenever Jeff is finite. When Jeff vanishes, we
find that Rn is already above the critical value for the
SOS critical point (i.e., Rθc > R
ASOS
c ). Therefore, the
winding-number sector is always rough when Jeff = 0
so that the system is an insulator. This means that, at
the level of this mean-field calculation, we cannot have
a metallic phase at zero temperature. We see that the
system has only one quantum critical point as we change
Rn (marked “SI” in Fig. 2): Rc = R
θ
c = R
MSOS
c . This
corresponds to the scenario in Fig. 1a.
III. FINITE TEMPERATURE
We will now discuss the system at finite temperature.
We will see that the winding-number fluctuations have
important consequences for the behaviour of the sys-
tem because the MSOS model governing these fluctua-
tions has an apparent finite-temperature phase transi-
tion. These effects show up as crossover behaviour as the
system is cooled to zero temperature.
To see this, we note that the critical value RMSOSc for
the transition in the MSOS model (6) depends on tem-
perature. At high temperatures, the βJMS term in the
MSOS model becomes unimportant, and so we expect
RMSOSc to decrease towards R
ASOS
c = 0.6(h/Qe
2) as the
temperature increases. This is indicated by dashed line
in Fig. 2. In other words, for a resistance in the region
0.6Q < Q2e2Rn/h < 2, the system will cross a rough-
ening transition for the winding numbers as we increase
the temperature. Although this transition is probably
an artefact of the variational treatment, we believe that
it will manifest itself as a crossover phenomenon in the
system.
More precisely, while there appears to be two corre-
lation lengths in this formulation (ξθ and ξSOS for the
small and large fluctuations respectively), there is only
one true phase correlation length, ξ. This should follow
the shorter of ξθ and ξSOS. So, the SOS model does not
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give rise to a true divergence in observable quantities,
since ξθ is finite at all finite temperatures. Instead, the
divergence will be cut off when ξSOS becomes comparable
to ξθ.
More generally, we expect physical quantities, such as
the conductivity, to depend on both temperature and the
proximity of the resistance to the critical value, Rn−Rc.
For instance, in the smooth phase of the SOS model (to
the right of the dashed line in Fig. 2), the correlation
length ξSOS is finite for fluctuations of the winding num-
bers about a smooth background. This affects dynamic
quantities such as the conductivity which should there-
fore depend on both Rn −Rc and T .
T
SF
SOS
SI 1/RIns
Normal
eff
FIG. 2. Phase diagram. Arrows indicate a schematic renor-
malization-group flow. A superfluid-insulator critical point
(SI) separates the superfluid (SF) and insulating (Ins) phases
at T = 0. The system is normal at finite temperatures.
Dashed line denotes the lines of (nominal) roughening tran-
sitions in the winding numbers: smooth phase at small Reff
and rough at large Reff . Our treatment is valid on the right
of the dashed line.
On the rough side of the SOS line, we expect no long-
range order in the winding number. The conductivity
may not exhibit signs of superfluidity. In fact, it may ap-
pear metallic or even insulating, even at superfluid values
of Rn, as long as we are looking at temperatures above
the temperature, TSOS, where we cross the SOS transi-
tion line. The temperature scale for this SOS crossover
is given by Jeff . This can become very small close to the
quantum critical point (see eq. (9)) or in strongly disor-
dered systems. We see that the true critical behaviour of
the superfluid-insulator transition is hard to access ex-
perimentally.
This discussion warns us that, unless we work at ex-
tremely low temperatures, the critical behaviour of the
system may not follow a simple one-parameter scaling
scheme (when Rn is close to Rc so that the system is to
the left of the SOS line in Fig. 2). We believe that this
may be an important source of difficulties for the scaling
analysis of experimental data, and may be responsible
for the observation of an apparent metallic phase in some
experiments4,5.
To be cautious, we should stress that this result de-
pends on the observation that Rθc > R
ASOS
c (see discus-
sion below eq. (9)) so that it is sensitive to our estimates
of Rθc and Reff . For instance, we note that Rn is unrenor-
malized in our variational equations (7). A more careful
treatment of the dissipative term might renormalize this
quantity and therefore shift the relative positions of the
critical points of the θ and SOS sectors. We will assume
that these estimates are correct in the next section.
The above analysis is based on a treatment which
treats the coupling between the small and large phase
fluctuations (θ and n) in a Hartree-like manner. In the
next section, we will check that this is reasonable by con-
sidering higher-order fluctuations. We will see that the
crossover effect mentioned above shows up as the break-
down of our Hartree-like decoupling of the small and large
phase fluctuations.
IV. BEYOND GAUSSIAN FLUCTUATIONS
To consider higher-order fluctuations, let us examine
the free energy density f . This can be written as:
f − f0 = − ln〈exp[−(S − S0)]〉0/βL
2
≃ [〈S − S0〉0 − 〈(S − S0)
2〉c0/2]/βL
2 + · · · (10)
where averages are taken with respect to the trial ac-
tion S0 and 〈AB〉c = 〈AB〉 − 〈A〉〈B〉 denotes the con-
nected part of the correlation function. Minimizing the
first term in this expansion gives the variational treat-
ment in the previous section. To consider the validity of
this approach, we should check that higher-order terms
do not diverge. These correspond to fluctuations beyond
the Hartree-like treatment in the previous section. We
restrict our attention to the first correction.
We can separate the Josephson and dissipative parts
of S − S0 as δS
J + δSD where
δSJ =
∑
iν
∫ β
0
dτ
[
− Jb cos
(
∆νθi +
2πτ
β
∆νni
)
−
Jeff
2
(∆νθi)
2 + JMSδ∆νni
]
(11)
δSD =
∑
iν
∫ β
0
dτ
∫ β
0
dτ ′α(τ − τ ′)×
[
cos
(
2π(τ − τ ′)
Qβ
∆νni
)
−1
]
[∆νθi(τ) −∆νθi(τ
′)]
2
(12)
As we approach the SI transition (Jeff → 0, Reff → Rc)
at zero temperature, we find that the singular part of
〈(δSJ)2〉/βL2 comes from fluctuations in θ, scaling as
J
2Reff/Rc−1
eff . We see that 〈(δS
J)2〉 does not diverge
even at the critical point. In the non-superfluid phase
4
(Jeff = 0), these fluctuations are proportional to T as
T → 0.
The contributions to 〈δSJδSD〉/βL2 are also finite,
scaling as T when T → 0 at finite Jeff , and scaling as
Jeff when Jeff → 0 at finite T .
We find that the most singular term comes from
〈(δSD)2〉. Let Aτ,τ ′ =
∑
iν [∆νθi(τ) − ∆νθi(τ
′)]2 and
Bτ,τ ′ =
∑
iν α(τ − τ
′)[cos(2π(τ − τ ′)∆νni/Qβ) − 1]/2.
Then, the contribution from
I =
1
βL2
∫
〈Aτ1,τ ′1〉〈Aτ2,τ ′2〉〈Bτ1,τ ′1Bτ2,τ ′2〉cdτ1dτ
′
1dτ2dτ
′
2
∼
1
β
∑
ωω′
∑
rµν〈gµ(r, ω)gν(0, ω
′)〉c
(4JeffReff + |ω|)(4JeffReff + |ω′|)
(13)
=
∑
ω>2piT |∆νnr|
ω′>2piT |∆µn0|
T 3
∑
rµν〈|∆νni||∆µn0|〉c
(4JeffReff + |ω|)(4JeffReff + |ω′|)
(14)
where gν(r=ri, ω) = min(ω, 2πQ
−1T |∆νni|). The nu-
merator is a connected correlation function for the MSOS
model. We expect it to have exponential decay with cor-
relation length ξSOS in the smooth phase (and power-law
decay in the rough phase).
In the smooth phase of the MSOS model where Jeff
is also finite, we see that I ∼ Tξ2SOS ln(Kb/Jeff) as
T → 0. On the other hand, we expect the quan-
tity
∑
ijµν 〈|∆νni||∆µnj |〉c to have the same critical be-
haviour as the energy fluctuations — it diverges as we
cross the line of SOS critical points. As discussed in the
previous section, this will not be a true divergence, but
only a crossover. Nevertheless, this means that this con-
tribution from 〈(δSD)2〉 will be large if we cross the SOS
transition line as we raise the temperature in the super-
fluid phase.
This marks the breakdown of our treatment of the
phase fluctuations in this model (in the region to the
left of the dashed line in Fig. 2). However, since no di-
vergences occur if we work at zero temperature, the con-
clusion of a direct superfluid-insulator transition appears
robust (subject to the remarks at the end of the previous
section about the accuracy of our estimates of the rela-
tive values for the critical points for the two sectors of
the model.)
V. VORTEX DISSIPATION
We will now discuss dissipation by vortex motion. Mi-
croscopically, this is due to the motion of the normal
vortex core. We will, however, follow a phenomenologi-
cal approach here.
For this purpose, it is convenient to study the system
in a vortex representation. Fluctuations can be described
by vortex loops in Euclidean space-time. In particular,
the superfluid state for the Cooper pairs corresponds to a
vortex insulator2 where there is a gap to the addition of
a vortex — the Meissner effect. Conversely, the duality
transformation shows that the Meissner phase of the vor-
tices correspond to an insulating state for Cooper pairs
(i.e., there is a gap to density excitations.)
To obtain the vortex representation, a duality trans-
formation can be applied to the action (1) to obtain the
dual action Sdual = SA + Sv for vortices, where
17
SA =
∑
i
∫ β
0
dτ
[
1
2Jb
|(∇× ~A)s|2i +Kb|(∇× ~A)
τ |2i
]
,
Sv =
∫ β
0
dτ
[
1
2Kv
∑
i
(Aτi − θ˙
v
i )
2 − Jv
∑
iν
cosDνθ
v
i
]
(15)
where Dνθi = ∆νθi − A
ν
i is a covariant derivative. The
internal gauge field, A, is defined so that ∇ × ~A is the
boson 3-current. Its action, SA, describes the phonons in
the (original) boson superfluid. (The superscripts s and
τ denote the spatial and temporal components respec-
tively.) The action Sv describes vortices in the system:
θvi is the phase of the vortex wavefunction on site i of
the dual lattice. We have introduced the terms Kv ∼ Jb
and Jv ∼ 2e
√
Jb/c to characterize the core energy and
the hopping integral of the vortices respectively17. The
coupling of the vortex phase to the gauge field expresses
the fact that vortices are advected by the current of the
original bosons.
The qualitative behaviour of the system should not de-
pend on details of the vortex interaction as long as it is
short-ranged. We therefore choose the lattice spacing, d,
for the dual model to be of the order of the penetration
depth (of the original Cooper pairs), and include only
on-site repulsion for vortices. For simplicity, we choose a
square lattice.
As with the boson model discussed above, we expect
the system to have a superfluid-insulator transition as we
increase Kv/Jv. To include dissipation phenomenologi-
cally, we again assume that an action of the Caldeira-
Leggett kind15,16 so that the vortex currents (∼ Dνθ
v)
will decay with a decay rate proportional to the current:
Sdiss,v =
1
2
∑
iν
∫ β
0
dτ
∫ β
0
dτ ′ α(τ − τ ′)×
sin2
[
Dνθ
v
i (τ)−Dνθ
v
i (τ
′)
2
]
, (16)
where α(τ) = (h/4e2Rv)[T/ sin(πTτ)]
2 with 4e2Rv/h ∼
(1 − t)/t and t ∼ e−ηd
2/h¯ is the tunneling resistance of
vortices from one grain to another10. Note that we have
set Q = 1 in this case because we do not have a micro-
scopic reason for the dissipative mechanism to involve ob-
jects with a charge that is different from the bosons. The
vortex viscous drag coefficient η is given by ΦoHc2/Rnc
2
where Rn is the normal-state resistance of the supercon-
ductor, Hc2 is the upper critical field, and Φ0 = hc/2e
is the flux quantum. The details of the relationship be-
tween Rv and Rn are not important here. It suffices to
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note that they are inversely related to each other and
comparable when both are of the order of h/e2. The
coupling to the internal gauge field is required by gauge
invariance.
We see that this model is similar to the one discussed
in the previous sections, except that the bosons are now
coupled to an internal gauge field. We can again sep-
arate the imaginary-time evolution of the phase into a
periodic part, θi(τ), and a non-periodic part, 2πniτ/β,
(3) to obtain:
Sdual = SA +
2π2
βKv
∑
i
n2i +
1
2Kv
∑
i
∫ β
0
θ˙2i dτ
− Jv
∑
iν
∫ β
0
cos
(
Dνθi(τ) +
2πτ
β
∆νni
)
dτ, (17)
Repeating the treatment in the previous sections (with
Q = 1), we have the trial action:
S0 =
∑
i
∫ β
0
dτ
[
1
2Kv
θ˙2i +
Jeff
2
∑
ν
(Dνθi)
2
]
+
1
8
∑
iν
∫ β
0
dτ
∫ β
0
dτ ′ αeff(τ − τ
′) [Dνθi(τ) −Dνθi(τ
′)]
2
+
2π2
βKv
∑
i
n2i +
∑
iν
[
π
4Reff
|∆νni| − βJMSδ∆νni
]
, (18)
The variational parameters are now given by Reff = Rv,
Jeff = JMSPSOS(0) and
JMS = Jv exp
[
−(〈|∆θ|2〉+ 〈A〉)/2
]
,
〈|∆θ|2〉 =
1
2βL2
∑
~q,iωn
γ(~q)G0θ(~q, iωn), (19)
〈|A|2〉 =
1
2βL2
∑
~q,iωn
G0A(~q, iωn),
where G−10A(~q, iωn) = ω
2
n/Jb+2Kbγ(~q)+ |ωn|/4Reff +Jeff
and G−10θ (~q, iωn) = ω
2
n/Kv + γ(~q)(Jeff + |ωn|/4Reff).
The main effect of the gauge fields is to reduce the
vortex repulsion K. (For weak boson repulsion, Kv →
K∗ = (Kv/4π
2)(Jb/2Kb)(h/4e
2Rv).) Since this is essen-
tially a high-energy cutoff for the physical effects we are
considering, it should not affect the critical point for the
onset of a finite Jeff for small vortex phase fluctuations.
We therefore conclude that this dissipative mechanism
will also give rise to a direct superfluid-to-insulator tran-
sition in the vortex liquid as Rv is increased. Note that
the vortex resistance, Rv is large when the resistance,
Rn, of the normal fluid is low. Therefore, we have quali-
tatively the same zero-temperature behaviour here as in
the previous model (for direct dissipation from Cooper
pair motion) in that the system, in terms of electrical
transport by the original Cooper pairs, is superfluid for
small Rn and insulating for large Rn. The exact value
of the critical resistance is more difficult to extract as it
depends in detail on the dependence of Rv on Rn. How-
ever, it can be verified that the critical point occurs when
e2Rn/h is of the order of unity.
At finite temperatures, we again expect crossover be-
haviour. This applies to the insulating side of the (origi-
nal) SI transition, whereas the crossover behaviour of the
previous Cooper-pair model affects the superfluid side of
the transition. In terms of Rn (instead of Rv), this model
predicts that, for insulating values of Rn (i.e. vortex su-
perfluidity at T = 0), the finite-temperature conductiv-
ity for Rn may appear metallic or even exhibit signs of
(charge) superfluidity above the crossover temperature.
VI. FINITE MAGNETIC FIELD
Finally, we discuss the effect of a finite magnetic field,
B. This gives rise to a non-zero chemical potential, µv,
for vortices so that there are a finite density of vortices
in the ground state: ρv = B/Φ0. Again, the movement
of the MSOS crossover as a function of vortex density
(at fixed Rn or Rv) will affect the finite-temperature be-
haviour of the system, and hence the analysis of the ex-
perimental data.
Experimentally, we see that the system goes from su-
perconducting to insulating as we increase B. Some
experiments4,5 indicate that there may be a metal-
lic phase between the superconducting and insulating
phases. However, there is also evidence6 at low applied
fields that the metallic behaviour only occurs at interme-
diate temperatures, and that the true zero-temperature
phase may be a superconductor after all.
B 
=
 0
fin
ite
T
1/R
B
Ins InsSF B
T
SF
SOS
n
FIG. 3. Finite magnetic field shifts the SOS crossover line
(curved dashed lines). Consider cooling a system near the SI
critical point at fixed Rn (vertical line in left diagram). The
crossover temperature TSOS is indicated by the circle at the
point where the vertical line intersects the SOS crossover line.
This decreases with increasing B, as sketched in the diagram
on the right. Superfluid correlations develop in the system
below TSOS. Above TSOS, the system may appear metallic.
How does this experimental result fit into our descrip-
tion? We speculate that winding-number fluctuations are
responsible for this crossover behaviour. More specifi-
cally, the applied magnetic field increases the winding
number fluctuations in the system in the representation
6
where the bosons are Cooper pairs. (This can be viewed
as the bosonic analogue of positive magnetoresistance.)
This moves the the SOS transition/crossover line to lower
values of Rn (to the right in Fig. 1.) This is illustrated in
Fig. 3. We see that, if the system is near the SI critical
point, the crossover temperature, TSOS, decreases rapidly
with increasing applied field B, as sketched in Fig. 3.
This may explain why the crossover from metal to super-
conductor is only observed experimentally at low applied
fields6.
VII. CONCLUSIONS
In this paper, we have revisited a model of dissipa-
tive Bose systems where conventional theory12 predicts
a direct superfluid-insulator transition. By treating the
phase fluctuations more carefully, we developed a vari-
ational approach which can distinguish between super-
fluid, normal and insulating phases. We can confirm that
a Bose-metal phase does not exist at zero temperature,
in agreement with conventional treatment. We are also
able to establish the regime of validity for the conven-
tional treatment by studying higher-order effects which
couple the small and large phase fluctuations.
We have argued that single-parameter scaling might
break down because of the existence of large phase fluc-
tuations (the imaginary-time “winding numbers” of the
order-parameter phase). There is a window around the
true critical point where strong winding-number fluctu-
ations persist down to exponentially low temperatures.
This means that superconductivity may not be observ-
able in this regime at experimentally accessible temper-
atures. The width of this window of crossover behaviour
appears to be quite large in our mean-field analysis. We
expect that it would be renormalized in a more detailed
calculation, and that it would depend on details of the
system (such as the degree of disorder).
This window of crossover behaviour may be responsi-
ble for an apparent metallic phase in some experiments5.
The recent observation6 of an apparently metallic phase
becoming superconducting at very low temperatures
appear to supports our crossover picture near the
superfluid-insulator critical point.
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