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Nonlinear dynamical systems are shown to represent severe difficulties in 
modeling. When in addition they are solved by usual perturbative or linearizing 
methods, the mathematical solution may deviate seriously from the actual physical 
behavior. The latter problem is significantly alleviated by use of the decomposition 
method of the author. A number of examples are given. (’ 1986 Academic Press. Inc 
Modeling any real problem involves approximation. One attempts to 
retain essential factors while keeping within bounds of mathematical trac- 
tability. Thus in modeling a complex dynamical system, we seek a descrip- 
tion in a sufficiently simplified manner by abstracting actual features so 
that we can understand and analyze the behavior. It is clearly essential to 
attempt to retain the essential features so analytical results will conform 
closely to the actual system behavior. An important limitation is the trac- 
tability of the resulting equations. All real problems are nonlinear, often 
strongly nonlinear. When the resulting nonlinear and/or stochastic 
operator equations are then solved by usual methods-perturbation, 
linearizations, averagings, closure approximations, assumptions of Markov 
or white noise behavior, quasi-monochromatic approximations, etc., all of 
which have become commonplace and no longer even questioned; the 
resulting solutions may depart significantly from the physical solution. 
Such solutions represent a mathematized problem which may be quite dif- 
ferent from the original problem as a result of the simplifications. The 
resulting solution is thus the solution of the mathematically simplified 
problem, not the actual problem. In some cases exact linearization is 
possible, in which, by appropriate transformations, the equations become 
linear and solvable. However, this is only occasionally possible so 
ordinarily ad hoc methods and perturbative methods become necessary. 
There is a further complication. Many real problems involve stochastic 
parameters. These are handled using either perturbative methods or 
hierarchy methods which limits the analysis to small fluctuations or to the 
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assumption of very special kinds of processes for mathematical rather than 
physical reasons. Though interest has increased enormously in the last few 
years in the field of nonlinear dynamics with a consequent increase in 
publications in the area, such references are easily found elsewhere and will 
not be listed here since their approach is quite different. 
Of course, where nonlinearity can be assumed to be “weak” or fluc- 
tuations small, existing theory can provide adequate solution. Also some 
nonlinear equations can be transformed into linear equations. However in 
the general case of nonlinear and/or stochastic equations where we cannot 
assume special processes or weak nonlinearity, the existing methods are not 
adequate and the literature abounds with unrealistic, or unphysical, 
assumptions and approximations (white noise, monochromatic 
approximation, closure approximations, local independence,...). 
These limitations and restrictions are for mathematical tractability. If we 
can solve models more accurately representing phenomenamPmore 
realistically accounting for nonlinear and/or stochastic parameters, delayed 
effects, coupled or random boundary conditions-if we can solve the 
equations whether they are algebraic or transcendental, differential, 
coupled algebraic, differential equations, or partial differential equations; 
i.e., if we are less constrained by the requirement of tractability, then 
modeling can be more realistic and our resulting solutions much more 
accurate and in correspondence with actual physical results. 
A very wide range of problems including all of the above can indeed be 
solved by an approximation method called the decomposition method 
[l-4]. In view of the modeling approximations and simplifications dis- 
cussed above, such “approximate” solutions solving nonlinear random 
equations without first mathematically changing the problem, may well he 
more exact than so-called exact methods. 
Our approach is an operator-theoretic approach in which general 
dynamical systems will be viewed as being nonlinear and stochastic and 
described by (nonlinear stochastic) differential equations, systems of 
equations, or partial differential equations. No linearization or assumptions 
of smallness or “weak” nonlinearity are required. Finally, solutions are 
continuous and differentiable-a sharp departure from usual computer 
solutions. Deterministic nonlinear equations are a special case where 
stochasticity vanishes (just as linear is a trivial special case of nonlinear.) 
Let us consider then the operator equation 
Fu=g 
where Y represents a differential operator which may be ordinary or par- 
tial, linear or nonlinear, deterministic or stochastic and g is a function of 
one or more variables and may be random as well. (Smoothness and dif- 
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ferentiability conditions are discussed in [ 11.) We suppose .F has linear 
and nonlinear parts, i.e., PM = 6pu + &‘“u where 2’ is a linear (stochastic) 
operator and JV is a nonlinear (stochastic) operator-the script letters 
indicate stochasticity. We may, of course, have a nonlinear term which 
depends upon derivatives of u as well as U. 
Since 9 may have deterministic and stochastic components, let 
Ip = L + 9, where conveniently L = (9 ) and W = 2 - L. It is necessary 
that the linear deterministic operator L be invertible; much literature is 
devoted to this problem and its inherent difficulty. However where the 
above choice for L, &! make this difficult, we choose a simpler L by letting 
L equal only the highest ordered derivative and incorporate the remainder 
in 9. This gives us an invertible operator and the method can proceed with 
this operator instead of the complete operator. This slows convergence but 
increases computability. Let JV’U = NU + A’tu, where Nu indicates a deter- 
ministic part and Au indicates a stochastic nonlinear term. 
9 may involve derivatives with respect to x, y, -7, t, or mixed derivatives. 
We will assume the same probability space for each process and let 
L = L, + L,. + L: + L, where the operators indicate quantities like iY2/8x2. 
alay, etc., but, for simplicity, no mixed derivatives. Similarly, ,$J is written 
as CB!X + 2,, + 8: + 9,. Mixed derivatives and product nonlinearities such as 
u2zJ3, UU”, ,f(u, u’,..., u(~)) are treated elsewhere [ 11. 
We now write Nu, the nonlinear term, as Nu=C,“=, A,, where the A,, 
are the author’s previously defined polynomials [l-4].’ We assume a non- 
perturbative decomposition of u into C:=, u,,, or equivalently, of 9 ‘g 
into C,“=, 8,;~ ‘g to determine the individual components. Each S;,! ,g 
depends on JF-, ‘g and ultimately on 8; ‘g. Hence, B ’ the stochastic 
nonlinear inverse has been determined. The quantities A, have been 
calculated for general classes of nonlinearities [ 1, 31, and explicit formulas 
have been developed. No “smallness” assumptions or linearization is 
involved. Their calculation is now as simple as writing down a set of Her- 
mite or Legendre polynomials as adequately discussed in [ 1, 31. They 
depend, of course, on the particular nonlinearity. 
Summarizing, we have decomposed the solution process for the output 
of a physical system into additive components--the first being the solution 
of a simplified linear deterministic system which takes account of initial 
conditions. Each of the other components is then found in terms of a 
preceding component and thus ultimately in terms of the first. 
The easy computability and accuracy of the method are its principal 
features and its potential applicability to a very wide range of problems in 
physics, engineering, economics, and biology is substantial. 
’ These are well defined now in the published literature; the derivation is lengthy and will 
not be repeated here. 
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As an example, consider the anharmonic oscillator d213/dt2 + k2 sin 0 = 0. 
Let L = d2/dt2 and N(8) = sin 8. Suppose the initial conditions are Q(0) = y, 
W(O) = 0. Then 6$ = e(O) + Lo- ‘X = y SO that 
e=y-L 
Evaluating the A, for N(8) = k2 sin 0 we have 
A, = k’ sin B0 
A, = k28, COS do
A2=k2 
1 
e: 
- T sm e. + t32 cos 0, 1 
A,=k2 4: -6C0Se,-0,e2Sine,+8,c0Se, . 1 
Then 
k4t4 . 
=4!sinycosy 
8,= -L-‘A,= -~[sin~cos’:l-3sin’y] 
Hence, 
(kt)’ (kt)4 e(t) = y -21 an y +?sm y cos y 
(Verification procedures are discussed in [ 1,3]. In the linear case, the A, 
are of course unnecessary, L = d2/dt2, R = k2, 
374 G. ADOMIAN 
43 = Y 
tl=@O)-L ‘R f H,, 
,I = 0 
0, = -L ‘Rl$,= - 
(I2 = - Lp’RO, = yk4t4/4! 
0, = - L ‘RH, = -yk6tb/6! 
Ill,, = y( - 1)” ’ (kt)2’* ~ 2/(2n - 2)! 
O(t) = y cos kt. 
Let us consider now a linear second-order equation for another interesting 
comparison. We choose a linear equation only to make it simple by the 
usual computer methods since it is very easy to solve nonlinear equations 
by decomposition. Consider then the example: 
d2y dy 
-$+z+y=o; y(O)= 1, y’(O)=O. 
Writing immediately (by the decomposition method) 
Ly= -y-(d/dt)y 
and operating with L ’ (a double integral from 0 to t) 
y=y,- Lp’y-L ‘(d/dt)J 
y() = y( 0) + ty’( 0) = 1 
yl= -L ‘y,,-L~m’(d/dt)yo= -Lo-‘[II-L ‘[0] 
= ~ f”/2 
y2= -L-‘y, -L ‘(d/dt)y, 
= -L ‘[-(t2/2)] -L-‘[(d/dt)(-t’/2)] 
= t’/6 + f/24 
y3= -L-‘y,-L ‘(d/dt)y, 
= -Lmm’[(t’/6)+ (t4/24)] - L -‘[(d/dt)(t3/6+ t4/24j] 
= - ( t4/24) - ( t5/60) - ( tb/720). 
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Verifying by substitution to the same power of t, ye 1 - (t2/2), 
y’ = -t + (t2/2), y” = - 1 + t which add to zero. If we carry terms to the 
cubits, ~2: l-(t2/2)+(t3/6), y’= -t+(t2/2), y”= -1 +t-(t3/3) which 
again add to zero. For t < 2 the solution is convergent as discussed in [3]. 
At t = 1, for example, in the convergent region, we have 1 - (t) + (d) + 
(&) - (A) - (&) - & which yields the solution 3 to decimal places. 
Let us compare this simple computable solution with 
d2yi/dt2 + dy,/dt + yi = 0 
replacing d2yi/dt2 by [y, l - 2y, + y;, ,1/z’ (for an error of order TV), 
where z (usually written h) is the interval At, and replacing dyJdt by 
[yi+, - Y,~,]/~z (for error of order r2), and writing then for the differen- 
tial equation 
Y ,+, =A [(4-2~2)~,+(t-2)~~+,1 
and using this equation as a recursive relation for yi+ i in terms of the 
previous values yi, y,_ , . Note that for At =O.Ol, to get the value of y at 
t = 10 s requires a thousand solutions of the above equation and 8000 
actual computations. Note that if one considers an equation in two 
independent variables x, t we require a Ax and At; the computations will 
go up several orders of magnitude. One can easily visualize a problem 
leading to a billion coupled difference equations to solve. For a simple 
scalar elliptic equation, we have one unknown at each mesh point. For 
more complex problems, there can be many unknowns at each mesh point 
and the resulting systems of difference equations (instead of being linear as 
in the previous case) may be nonlinear, time-dependent, and very large 
(inclusion of stochastic coefficients, etc., is still another matter). To solve 
massive systems, iterative procedures are used to solve simpler systems, 
then substitution to get “residuals” and repetitions of the process to 
produce corrections until the error is (or is felt to be) within tolerable 
limits. To get accuracy the mesh must become very line and the com- 
putations required finally exceed the computer capability for complicated 
equations in x, y, z, t. 
Our solution on the other hand, is continuousPwhich would correspond 
to an infinite number of computations by discretizationPno linearization is 
involved and the solution is accurate. If variable coefficients, several indepen- 
dent variables, and nonlinearities are involved, the situation becomes very 
favorable to the decomposition method. In the case of stochastic equations, 
results are clearly preferable since computer results are not correct when 
stochastic processes are discretized. Since recent results [Z, 31 show the 
method applies to partial differential equations as well, the comparisons 
are clear. 
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Consider the equation du/dx - log u = 0 with u(0) = k > 0. The equation 
is separable but the result is an implicit solution not a simple explicit 
solution u =f(x). By decomposition we write log u = C,F==o A,, where the 
A,, represent Adomian’s polynomials for the function log U. These are 
Letting L = d/dx, we have Lu = C;= o A, then defining L ’ = j; [ . ] dx as 
in Cll, 
L ‘Lu=L-’ i A,, 
?I=0 
u=k+L ’ ,;. Al,. 
Since u = C,“= o u, in the decomposition with u. = k we can compute the 
following terms: 
u, = 
I 
‘A,dx=S’logu,d~x=xlogk 
0 0 
242 = I ‘A, d,x=j‘u,u;i dx=j‘ (x log k)(k ‘) dx 0 0 0 
=(x2/2!)km1 logk 
=$ {km2j{10gk-log*kJ 
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The solution is 
u=k+xlogk+~k-‘logk+~k-2{logk-log2k} 
+$k-‘{logk-410g2k+210g3k}+ “‘. 
Let us consider now a well known linear example (the heat equation) as 
another illustration: 
a%la2 - au/at = 0 
and choose initial conditions 
u(0, t) = t 
u(x, 0) = x2/2 
aqo, q/ax = 0. 
Write L, = a2/ax2 and L, = a/at. Then, L, 1 = j; dx J; dx and L; L = j:, dt. 
Solving alternately for the operators, 
( 1) results in 
L,u = L,u (1) 
L,u = L,u (2) 
u- u(0, t) = L,‘L,u 
and (2) results in 
Hence 
u - u(x, 0) = L, ’ L,u. 
u=u(O, t)+L;‘L,u 
u=u(x,O)+L,-‘L.U. 
Adding these and dividing by 2, as explained in [2, 31, 
u= (i)[u(O, t)+u(x, O)]+ (+)[L,‘L,+L,‘L,] u. 
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With the decomposition u = C,“= O U, 
% = (1)C@, t) + 4x2 011 = ($)Ct + (x2/2)1 
u, = ($)[L,~‘L,+Lt- IL.,] ug 
u, = (f)[L.,‘L, + L,] L,] &+, . 
(Note that in this specific case with the given initial conditions 
[L;‘L,+ L,‘L,][u(O, t)+u(x, O)] 
=L,‘L,u(O, t)+L,‘L,u(x,O)+ L, ‘L,u(O, t)+L,-‘L,u(x,O) 
= (x2/2) + t 
= u(0, t) + u(x, 0). 
I.e., for this case, [L, ’ L, + L; ’ L,y] is an identity operator-a special case 
which makes calculation particularly simple.) In more general cases, it is 
still easily computable, since nothing more than differentiations and 
integrations are involved. 
Now, continuing the determination of the individual terms of the decom- 
position, 
u1=($)[L, IL,+ L, ‘L,][r’+(x2/2)] 
Since we have shown the behavior of the above operator sum is an identity 
operation, the calculation becomes trivial and 
u2 = ca,ct + (x2/2)1 
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Hence 
UC t+; f ( 1 
1 
n+l 
?l=O 2 
is the solution. 
If we denote the approximation to n terms by 4, we have the improving 
approximations: 
u= lim d,=(l) I+: 
n-cc ( 1 
which clearly satisfies the problem. We note that 6 terms already yield the 
solution to better than 98 percent. With 10 terms the approximation is 
within 99.9 percent of the correct solution. 
To show what is involved when the equation under consideration is 
inhomogeneous, let us consider the same equation with an inhomogeneous 
term. 
a2u/ax2 - au/at =g(x, t) # 0. Assume g is given and ~(0, t) = U(X, 0) = 
aqo, tyax=o. 
By the same procedure we write 
L,u=g+ L,u 
L,u = -g + L.,u. 
Hence since initial conditions are zero, 
u=L.,‘g+L,lL,u 
u= -L,p’g+L,p’Lyu. 
Therefore 
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where 
u() = $(L, ’ -L,‘) g 
u, =i[L;‘L,+L, IL,] ug 
u,=4[L,‘L,+L,-‘L.J U,~ , 
where u = C,KzO ui is easily determined. At any stage of approximation we 
write 
q4n=Uo+U,+ ... +u,-, 
and check by seeing if 
is satisfied. 
We must emphasize these examples are illustrative for a rather general 
audience and do not show the power of the method which is left to more 
specialized publications and a book [3]. The heat equations can be done as 
easily if we add nonlinear or convection terms; the anharmonic oscillator 
example illustrates the method necessary. 
The decomposition method has now been applied to the solution of a 
wide class of equations. These have included differential equations and 
systems of differential equations and also partial differential equations. 
Consider now a system of nonlinear partial differential equations given by: 
u, = uu., + vu, 
v,=uv.+vv, 
4x3 y, 0) =f b, Y) 
4.~9 Y5 0) = dx, Y). 
We wish to investigate the solution by the decomposition technique. Let 
L, = a/at, L, = alax, L, = alay and write the system equations in the form: 
L,u = uL,u + vL,u 
L,v = uL.,v + vL,,v. 
L, ’ = 1; C 1 dt, L, ’ = jg [ . ] dx, L,. ’ = l6 [ . ] dy hence, 
u=u(x, y,O)+L,-‘uL.,u+L,-‘vL,,u 
v = v(x, y, 0) + L, ‘uL,v + L,‘vL,v. 
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Let u = C,“= ,, U, and v = C,“= O u, then 
so that the first term of u and of v are known. We now have 
u=uo+L;‘uLyu+L,-‘vL,u 
v=v,+L;‘uL,v+L,~‘vL,,v. 
We can use the A, polynomials for the nonlinear terms, thus 
u=u,+L, f. A.(uL,u)+L,~’ f A,(oL,u) 
?7=0 PI=0 
v=vo+L;’ f A,,(uL,v)+ L,’ f A.(VL,,V). 
tl=O n=O 
(The notation A,(uL,u) means the A, generated for UU,): 
Ao(G,u) = UOLUO 
etc., for the other A,. A simple rule here is the sum of the subscripts of each 
term is the same as the subscript of A. Consequently we can write: 
241= L,‘uoL,uo + L,-‘v,L,u, 
VI = L,‘uoL,vo+ L,‘voL,,vo 
which yields the next component of u and of v. Then 
u2= L; ’ [u&u, + u, L,u,] + L,’ [uoL~vU1 + v,L,.ucJ 
v2 = L;’ [uoL,u, + u, L,v,] 
+ L,-’ [u,Ll.v, + 0, L,.v,] 
u3 = L;' CuoLxu2 + U,LUI + ~zL\-uoI 
+ L,’ [u,L,u,+ u1 L1,u, + u2L,uo] 
03 = L;’ [u,L,v, + u, L,v, + u,L,v,] 
+ L; l [u,L,u, + 01 L,v, + v2L,vo] 
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etc., up to some u,, v, then we have the n term approximations C;:d ui for 
u and 1;:; vi for v as our approximate solutions. 
Since the solution can exhibit a shock phenomenon for finite t, we select 
j; g such that the shock occurs for a value of t far from our region of 
interest. Let f(x, y) = g(x, y) = x + y. Therefore 
u,=v,=x+y. 
Then ul , u, can be calculated as 
u, = L;-‘u,L,u, + L,- ‘U,L,,U” 
= L, ‘(x+y) L,(x+y)+ L, ‘(x+u) L,.(x+y) 
=xt+yt+xt+yt=2xt+2yt 
v,=L,‘u,L.vo+L,~‘u,L,.u,=2xt+2yt 
and u2, v2 are calculated as 
uz=L,-‘[(x+y)Lv(2xt+2yt) 
+(2xt+2yt) L,(x+y)] 
+ L, I [(x +y) L,.(2xt + 2yt) 
+(2xt+2yt) L,.(x+y)] 
= 4t2(x + y) 
v* = 4tqx + y). 
Thus 
u=(x+y)+2t(x+y)+4t2(x+y)+ “’ 
v=(x+y)+2t(x+y)+4t*(x+y)+ “’ 
which we can write also as 
4x,y)=(x+y)l(l -2t). 
Some final remarks on modeling are of interest. This methodology allows 
us to make more realistic models incorporating nonlinear and/or stochastic 
behavior and still solve the equations. However, modeling still involves 
great difficulties. Real nonlinear systems are very sensitive to small changes 
in functions or in initial conditions. Consider, for example, the equation 
dy/dx = ( y - 1 )2, y(0) = 1 for which the solution is a constant, y = 1. Then 
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consider dy/dx = y2 - 2y + 1.01 = (y - 1)’ + 0.01 whose solution is 
y = 1 + (&,) tan(x/lO) which h as vertical asymptotes at (2k + 1)(5x), k = 0, 
+ 1, * 2,..., and is periodic. Finally consider dy/dx = ( y - 1)2 with 
y(0) = 1.01 instead of 1.0 whose solution is y = 1 - l/(x- 100) which 
represents a hyperbola with one vertical asymptote. Yet it is difficult or 
impossible in the modeling of a physical problem to determine functions or 
initial conditions with such precision. Thus anomalies arise as a result of 
the modeling. 
The decomposition method cannot answer all such difficulties; they are 
inherent in modeling and it is clear that wherever nonlinearities and/or 
stochasticity are involved, serious new looks at models now used without 
question are in order. The earlier models would be an excellent guide. One 
first seeks gross understanding with linearized deterministic or perturbative 
models. After analysis and tests against reality and deeper understanding, 
one can consider more sophisticated models and seek deeper understan- 
ding. 
One further advantage is interesting to note. In our example 
dy/dx= (y- 1)2 with y(0) = 1, the decomposition method yields the 
solution without step size considerations as in RungeeKutta or Euler 
methods. There is no truncation error. Round-off errors can, of course, 
exist. Finally, in solving simultaneous nonlinear equations, initial points 
are obtained easily in the method. Convergence of the linear case is shown 
in [ 1 ] and for the nonlinear case in [3,4]. 
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