Abstract-The high dimensionality of hyperspectral images often results in the degradation of clustering performance. Due to the powerful ability of deep feature extraction and non-linear feature representation, the clustering algorithm based on deep learning has become a hot research topic in the field of hyperspectral remote sensing. However, most deep clustering algorithms for hyperspectral images utilize deep neural networks as feature extractor without considering prior knowledge constraints that are suitable for clustering. To solve this problem, we propose an intra-class distance constrained deep clustering algorithm for high-dimensional hyperspectral images. The proposed algorithm constrains the feature mapping procedure of the auto-encoder network by intra-class distance so that raw images are transformed from the original high-dimensional space to the lowdimensional feature space that is more conducive to clustering. Furthermore, the related learning process is treated as a joint optimization problem of deep feature extraction and clustering. Experimental results demonstrate the intense competitiveness of the proposed algorithm in comparison with state-of-the-art clustering methods of hyperspectral images.
I. INTRODUCTION
W ITH the development of the remote sensing technology, a wide diversity of sensor characteristics is nowadays available. The sensing data is ranging from medium and very high resolution (VHR) multispectral images to hyperspectral images that sample the electromagnetic spectrum with high detail [1] - [8] . Utilizing these myriad sensors, the Earth Observation System (EOS) generates massive practical images of various land covering objects. Owing to abundant spatial and spectral information, these numerous images make it possible to extend the applications of hyperspectral remote sensing to many potential fields [9] - [15] . However, it is very arduous to annotate these massive practical earth observation images effectively. Due to the lack of labeled high-dimensional samples of hyperspectral images, learning appropriate low-dimensional (LD) representations of data for clustering plays a critical role in hyperspectral image annotation and understanding.
Clustering is the task of grouping a set of objects in such a way that objects in the same group are more similar to each other than to those in other groups [16] . For remote sensing images, the task is to classify the pixels into homogeneous regions which segment every image into different partitions [1] , [7] , [17] . Most traditional clustering algorithms are based on shallow linear models [18] - [21] , such as algorithms based on K-means [22] , ISODATA [23] and Fuzzy C-means [4] , [6] , which often fail when the data exhibits an irregular non-linear distribution. During the past decades, spectral-based clustering methods [5] , [24] - [28] and density-based [7] clustering methods have been state-of-the-arts. Let X = [x 1 , · · · , x n ] ∈ R m×n be the matrix containing the n independent training samples arranged as its columns, the spectral-based clustering approaches perform clustering in the following two steps. At first, an affinity matrix (i.e., similarity graph) C is built to depict the relationship of the data, where C ij denotes the similarity between data points x i and x j . Secondly, the data is clustered through clustering the eigenvectors of the graph Laplacian L = D of the density-based clustering [29] approaches are to find high-density regions that are separated by low-density regions. The density peaks clustering algorithm (DPCA) proposed by Alex Rodriguez [30] has brought the density-based clustering approaches to a new stage. The core idea of DPCA is that the centre of the cluster is surrounded by some points with low local density, and these points are far away from other points with high local density. The DPCA separates the clustering process of non-clustered centre points into a single process. Due to the selection of the cluster centre and the classification of the non-cluster points are separated, the clustering precision is increased.
To solve the clustering problem of more complex distributed data, the sparse subspace clustering (SSC) algorithm [13] , [31] is developed. The core idea of SSC is that among the infinite number of representations of a data point in terms of other points, a sparse representation corresponds to selecting a few points from the same subspace. In fact, the SSC algorithm is a solution of sparse optimization in the framework of spectral clustering, and it evaluates the labels for every sample in the arXiv:1904.00562v1 [cs.
LG] 1 Apr 2019 low-dimensional space. Sharing the homogeneous idea with SSC, many sparse representation and low-rank approximation based methods for subspace clustering [18] , [32] - [35] have received a lot of attention in recent years. The key components of these methods are finding a sparse and low-rank representation of the data and then building a similarity graph on the sparse coefficient matrix for the separation of the data.
Although the spectral-based clustering algorithms and the density-based clustering algorithms can effectively cluster arbitrarily distributed data, only the shallow features of the data can be used [19] . Moreover, it is difficult to further improve the clustering effect and precision. On the other hand, deep neural networks can non-linearly map data from the original feature space to a new feature space, with the promising advantages compared with traditional clustering algorithms for deep feature extraction and dimension reduction. Therefore, in recent years, the subspace clustering algorithm based on deep learning has attracted more attention.
The core idea of deep neural network clustering [36] - [40] is to non-linearly map data from the original feature space to a new feature space and then complete clustering in the new feature space. Because its mapping is non-linear, deep neural network clustering has powerful capabilities on intrinsic feature extraction and data representation. The clustering algorithm based on auto-encoder networks [38] , [41] - [43] is a popular framework for deep clustering algorithms, which utilizes a symmetric network structure to encode and represent the data. Such an algorithm consists of two important steps. Firstly, it obtains the code space of the data by reducing the data dimension and clusters the data in the obtained code space. Secondly, it performs the representation transformation from the obtained code space to a new generative feature space. Depending upon the auto-encoder network, the idea of generative adversarial [44] - [48] is introduced into the clustering field, which further improves the performance of deep clustering algorithms.
Generally speaking, current deep clustering algorithms have the form [32] , [42] , [49] , [50] as
where J p is the loss function, J p1 represents the reconstruction error, J p2 is a sparse or low-rank constraint determined by the pre-trained matrix C, and J p3 is the regularization term. The λ in J p2 represents the constraint coefficient, and Z ( M 2 ) denotes the obtained codes or extracted features by the autoencoder. The data representation shown in (1) achieves both data reconstruction and dimensionality reduction. Therefore, the features extracted by such algorithms are appropriate ones for data dimensionality reduction. However, due to the lack of prior knowledge constraints, the feature extraction procedure of deep clustering algorithms tends to lose some useful guides which need to be further explored. To solve this problem, we propose an embedded deep clustering algorithm with intraclass distance constraint. The proposed algorithm embeds the global K-means model into the auto-encoder network that can constrain the procedure of data mapping and obtain data representation that is more conducive to clustering. The proposed algorithm has the following contributions:
1) The intra-class distance is utilized to constrain the encoding process of the auto-encoder network so that the auto-encoder network can map the data from the original feature space to the feature space which is more conducive to clustering. 2) The pre-training process is not necessary, and the indicator matrix is dynamically adjusted to image data. 3) This work treats the solution to the proposed algorithm as a joint learning optimization problem, and the entire clustering procedure is completed in one stage.
II. RELATED WORKS
In this section, we briefly discuss some existing works in unsupervised deep learning and subspace clustering.
A. Auto-encoder Network
With impressive learning and characterization capabilities, auto-encoder neural networks have achieved great success in various areas, especially in the scenario of unsupervised learning [2] , [43] , [51] - [53] , such as natural language processing [54] , image processing [55] , object detection [56] , biometric recognition [57] , and data analysis [58] . As state-of-the-art unsupervised techniques, auto-encoder and auto-encoder based neural networks also make outstanding contributions in the field of remote sensing. In this subsection, we briefly introduce the auto-encoder network.
In general, an auto-encoder [41] is a kind of network that consists of encoder and decoder, and the structure of the encoder and decoder is symmetrical. If the auto-encoder contains multiple hidden layers, then the number of hidden layers of the encoder is equal to the number of hidden layers of the decoder. The structural model of the basic auto-encoder is shown in Fig. 1 . The purpose of the basic auto-encoder is to reconstruct the input data at the output layer, and the perfect case is that the output signal X out (i.e., Z (M ) ) is exactly the same as the input signal X in (i.e., Z (0) ). According to the structure shown in Fig. 1 , the encoding process and decoding process of the basic auto-encoder can be described as
where W i , b i denote the i-th encoding weight and the ith encoding bias, respectively, W j , b j represent the j-th decoding weight and the j-th decoding bias, respectively, z (i) denotes the data vector in i-th layer, and F e is the non-linear transformation. Sigmoid, Tanh, Relu are commonly used activation functions for F e . F d can be the same nonlinear transformation as in the encoding process. Therefore, the loss function of the basic auto-encoder is to minimize the error between X in and X out . The encoder converts the input signal into codes through some non-linear mapping, and the decoder tries to remap the codes to the input signal. The parameters of the auto-encoder, i.e., weights and biases, are learned by minimizing the total reconstruction error, which could be computed by the mean square error
or the cross entropy
For the structure shown in Fig. 1 , the hidden layers of the basic automatic coding network have three different structures: a compressed structure, a sparse structure, and an equivalentdimensional structure. When the number of input layer neurons is greater than the number of hidden layer neurons, it is called a compressed structure [59] . Conversely, when the number of input layer neurons is smaller than the number of hidden layer neurons, it is called a sparse structure. If the input layer and the hidden layer have the same number of neurons, it is named the equivalent-dimensional structure. 
B. Deep Subspace Clustering
Many practical subspace clustering missions transform data from the high dimensional feature space to the low dimensional feature space. Whereas many subspace clustering algorithms [18] , [19] , [31] , [35] , [60] , [61] are shallow models, which cannot model the non-linearity of data in practical situations. Benefiting from the powerful capabilities of nonlinear modeling and data representation of the deep neural network, some clustering approaches based on deep neural networks have been proposed in recent years. Song et al. [41] integrated an auto-encoder network with K-means to cluster the latent features. However, the feature mapping and clustering are two relatively independent processes in their work, and the K-means algorithm is not jointed into the feature mapping process. Therefore, the feature mapping process may not be constrained by the K-means algorithm. With the emergence of generative adversarial networks, some deep clustering algorithms [37] , [47] embedded discriminant and adversarial ideas have been proposed, which further enhance the ability of deep feature extraction and data representation. On the other hand, some deep subspace clustering algorithms with prior constraints have been developed. According to different constraining conditions, these prior constraints may be sparse [59] , low rank [62] , and least square [39] . Based on the auto-encoder network, the loss functions of these algorithms share the same modality, shown in (5). These algorithms learn representation for the input data with minimal reconstruction error and incorporate prior information into the potential feature learning to preserve the key reconstruction relation over the data. Although the features extracted by such algorithms are appropriate for the dimensionality reduction and reconstruction of the data, the procedure of feature extracting may lose the purposefulness, due to the lack of the constraints of prior knowledge.
where J p1 denotes the reconstruction error, J p2 denotes the prior constraint, J p3 denotes the regularization term and C is a pre-trained matrix. Aforementioned deep clustering algorithms have following three weaknesses: 1) Lacking prior constraints related to clustering task.
2) The matrix C needs to be pre-trained, which may not be optimal for various data to be clustered. 3) Once given, the matrix C is fixed, which cannot be optimized jointly with the network. Different from these existing works, we propose an approach that embeds intra-class distance into an auto-encoder network. The Indicative matrix and the parameters of the network are adaptively optimized simultaneously. The proposed approach utilizes intra-class distance to constrain the feature mapping process of the auto-encoder so that the deep features extracted from the source space are more conducive for clustering. More details of the proposed approach are described in the following sections.
III. THE PROPOSED DEEP CLUSTERING APPROACH
In this section, we elaborate on the details of the proposed Deep Clustering with Intra-class Distance Constraint (DCIDC) algorithm. The framework of DCIDC is an autoencoder network, and the specific structure may be varied according to different scenarios. With the constraint of intraclass distance, DCIDC extracts deep features of the data by mapping them from the source space to a latent feature space.
In the new latent feature space, objects in the same group are more similar to each other than to those in other groups. We first explain how DCIDC is specifically designed and then present the algorithm for optimizing the DCIDC model.
A. Deep Clustering with Intra-class Distance Constraint
The neural network within DCIDC consists of M +1 layers for performing M non-linear transformations, where M is an even number, the first M 2 hidden layers are encoders to learn a set of compact representations (i.e., low-dimensional representations) and the last M 2 layers are decoders to progressively reconstruct the input. The framework of DCIDC is shown as Fig. 2 . Let Z (0) = X in ∈ R N ×D be one input matrix to the first layer, which denotes a hyperspectral image consisting of N image pixels (samples) and z (0) be one row of the matrix, which denotes a sample in D-dimensional feature space. For the encoder, the output of the i-th layer is computed by
where i = 1, 2, · · · , 
is shared by the encoder and the decoder. For the purpose of reducing the dimensionality of the input data, the dimensions of the layers in the encoder are designed to be
. For the decoder, the output of the j-th layer can be computed by
where j = 
x in ) as one input of the first layer of DCIDC,
is the reconstruction of z (0) , and the corresponding z ( M 2 ) is the representation of x in . Furthermore, for a data matrix
a collection fo N given samples, the output matrix of the
the corresponding reconstruction for Z (0) , and the Z (
The objective of DCIDC is to minimize the data reconstruction error and jointly constrain the non-linear transformation ) by intraclass distance. Thus, these targets can be formally stated as
where λ 1 and λ 2 are positive trade-off parameters. The terms J 1 , J 2 , and J 3 are respectively designed for different goals. Intuitively, the first term J 1 is designed for preserving locality by minimizing the reconstruction errors w.r.t. the input itself. In other words, the input acts as a supervisor for the procedure of learning a low-dimensional representation Z ( M 2 ) . For the purpose that objects in the same cluster have similar features, the term J 2 is designed to constrain the non-linear transformation from Z (0) to its corresponding representation Z ( (10) is the indicative matrix and each row demonstrates the binary label. In other words, for each row of H, there is only one element is 1 and the rest are 0. The H is not fixed and it is updated in each iteration. The K in (9) and (10) denote the number of clusters. At last, J 3 is a regularization term to avoid over-fitting.
Our neural network model uses the input as self-supervisor to learn low-dimensional representations and jointly constrain the non-linear transformation by minimizing the clustering error, which is expected to enhance the deep intrinsic features extracted from the source data. The learned representations are fully adaptive and favorable for the clustering process. Furthermore, our model completes clustering in one step without additional pre-training process, which improves the efficiency.
B. Optimization Procedure
In this subsection, we mainly demonstrate how the proposed DCIDC model can be optimized efficiently via gradient descent and the solution procedure of H. As the optimization of parameters W and b does not share the same mechanism with H and S, we present the gradient descent and the calculation of H and S respectively. For the convenience of developing the algorithm, we rewrite (8) in the following sample-wise form.
According to the definition of z (i) in (6), z (i) in (7) and the chain rule, we can express the gradients of (11) w.r.t. W m and b m as (12) and (13), respectively.
where ∆ m is defined as
and Λ m is given as
where the denotes element-wise multiplication, y 
Using the gradient descent algorithm, we update
as (17) and (18) until convergence.
where µ > 0 is the learning rate which is typically set to a small value according to specific scenarios. As the output of DCIDC model, the indicative matrix H is calculated via the least distance rule in each clustering step. In other words, H is updated by solving the term (19) in every iteration. min
Thus, with the accomplishment of the optimization of DCIDC model, the final H will be simultaneously obtained. Now, we demonstrate the solution of (19) . For the task of clustering, the matrix Z (
where
, which denotes one cluster of the data,
Then, for the convenience of solving (19) , it can be transformed into
where s i is a column vector of S, which denotes the centre of Z (
we get
where n i is the number of pixel of the cluster Z (
i . Similarly, for the purpose of calculating H, the (19) can be rewritten as
, (24) where h is the indicator corresponding to z ( M 2 ) , which is serialized as a row vector of H. Let
Thus, we get
So far, the detailed procedure for optimizing the proposed model DCIDC can be summarized as Algorithm 1.
Algorithm 1 Algorithm of Deep Clustering with Intra-class Distance Constraint
Input: The data matrix X in (i.e., Z (0) ) and the number of cluster K. Output: The indicative matrix H. 1: Initialize a matrix H according to (10) and the given K.
Initialize W i .
4:
Initialize b i . 5: end for 6: while not convergence do 7:
end for 10:
end for 13: Calculate J 1 in (8).
14:
Calculate s i by (23) and
15:
Calculate J 2 in (8).
16:
Calculate J 3 in (8).
17:
Update H by (27) .
18:
Update W i by (17).
20:
Update b i by (18) . 21: end for 22: end while 23: return H.
IV. EXPERIMENTAL RESULTS
In this section, we compare the proposed DCIDC approach with popular clustering methods on four image datasets in terms of two evaluation metrics and discuss the influence on DCIDC with different coefficient values of λ 1 and activation functions.
A. Experimental Settings 1) Datasets: We carry out our experiments using four hyperspectral image datasets: Indian Pines, Pavia, Salinas, and Salinas-A. The Indian Pines dataset was gathered by 224-band AVIRIS sensor over the Indian Pines test site in North-western Indiana. It consists of 145 × 145 pixels and 224 spectral reflectance bands in the wavelength range of 0.4 ∼ 2.5×10 −6 meters. The number of bands of the Indian Pines dataset used in our experiment is reduced to 200 by removing bands covering the region of water absorption. The ROSIS sensor acquired the Pavia dataset during a flight campaign over Pavia, northern Italy. The used Pavia dataset in our experiment is a 1096 × 1096 pixels image with 100 spectral bands. The AVIRIS sensor collected the Salinas dataset over Salinas Valley, California, characterized by the high spatial resolution. The area covered comprises 512 lines by 217 samples. As with Indian Pines scene, 24 water absorption bands are discarded. A small sub-scene of Salinas image, denoted as Salinas-A, is adopted too.
2) Evaluation Criteria: We adopt two metrics to evaluate the clustering quality: accuracy and normalized mutual information(NMI). Higher values of these metrics indicate better performance. For each dataset, we repeat each algorithm five times and report the means and the standard deviations of these metrics.
3) Baseline Algorithms: For the sake of fairness, we compare DCIDC with clustering algorithms that carried out experiments with the same four datasets: Indian Pines, Pavia, Salinas, and Salinas-A. These algorithms are the deep subspace clustering with sparsity Prior (PARTY), the auto-encoder based subspace clustering (AESSC), the sparse subspace clustering (SSC), the latent subspace sparse subspace clustering (LS3C), the low-rank representation based clustering (LRR), the low rank based subspace clustering (LRSC), and the smooth representation clustering (SMR). Among these methods, PARTY and AESSC are deep clustering methods.
In the experiments with datasets Indian Pines, Salinas, and Salinas-A, the proposed DCIDC is designed as a seven layer neural network structure which consists of 200×128×64×32× 64×128×200 neurons. For the experiment with dataset Pavia, the network structure contains 100×72×36×25×36×72×100 neurons. For fair comparisons, we report the best results of all the evaluated methods achieved with their optimal parameters. For our DCIDC with the trade-off parameters λ 1 and λ 2 , we fix λ 2 = 0.0003 for all the data sets and experimentally choose λ 1 .
B. Comparison With The Evaluated Methods
In this subsection, we evaluate the performance of DCIDC on the four datasets respectively, by comparing with the baseline algorithms. In Tab. I and Tab. II, the bold names denote that the corresponding approaches are deep models which are at state of the art, and the bold scores mean the best results in the tables. Tab. I and Tab. II quantitatively describe the clustering accuracies and NMIs of DCIDC on datasets Indian Pines, Salinas, Salinas-A and Pavia. The experimental result shows that the proposed DCIDC has a better performance. The accuracies of DCIDC are at least 4.46%, 5.06% and 1.94% higher than that of the other methods regarding Indian Pines, Salinas, and Salinas-A datasets. For dataset Pavia, the accuracy of DCIDC is at least 1.24% higher than the other methods. Fig.  3 -6 qualitatively demonstrate the experimental results of the proposed DCIDC algorithm compared with other algorithms in a visual way. In most cases, these results demonstrate that deep clustering methods perform much better than the shallow ones, benefiting from non-linear transformation and deep feature representation learning. However, the experimental results of the PARTY and AESSC methods do not outperform other shallow model-based algorithms. This may be due to that the auto-encoder based clustering methods mainly consider the reconstruction of input data, while the representation of the data lacks constraints of the prior knowledge. Our proposed DCIDC approach solves this issue by embedding intra-class distance into feature mapping process as a constraint, which can achieve higher accuracy. Fig. 7 shows the variety of accuracy and NMI in DCIDC as the iteration number increases on the four databases. It can be found that the performance is enhanced very fast in the first ten iterations, which implies that our method is effective and efficient. After dozens of iteration, both the accuracy and the NMI become stable, which shows that the proposed DCIDC approach is convergent. 
C. Influence of Tradeoff Coefficient
The coefficient λ 2 is designed to prevent over-fitting, and its impact on DCIDC is balanced in different scenarios, so we set it as a fixed value of 0.0003. For the trade-off coefficient λ 1 , we investigate the variation of accuracy and NMI with different values of λ 1 to obtain the optimal value of λ 1 . The variations of accuracy and NMI with different values of λ 1 are shown in Fig. 8 . It can be found that given different λ 1 values, the model achieves different clustering accuracies and NMIs. In most cases, the optimal value of λ 1 is near 0.3.
D. Influence of Activation Functions
In this subsection, we report the performance of DCIDC with four different activation functions on the four datasets. The used activation functions includes Tanh, Sigmoid, Nssig- moid, and Softplus. From Fig. 9 , we can see that the Tanh function outperforms the other three activation functions in the experiments and the Nssigmoid function achieves the second best result which is very close to the best one. V. CONCLUSIONS In this paper, we propose an intra-class distance constrained deep clustering approach, which constrains the feature mapping procedure by intra-class distance. Compared with the current deep clustering approaches, the procedure of feature extraction of DCIDC is more purposeful, making the features learned more conducive to clustering. The proposed approach jointly optimize the parameters of the network and the procedure of the clustering without additional pre-training process, which is more efficient. We conducted comparative experiments on four different hyperspectral datasets, and the accuracies of DCIDC are at least 4.46%, 5.06%, 1.94%, and 1.24% higher than that of the compared methods, regarding the datasets of Indian Pines, Salinas, Salinas-A ,and Pavia. The experimental results demonstrate that our approach remarkably outperforms the state-of-the-art clustering methods in terms of accuracy and NMI. In the future, the adaptive deep clustering methods will be further explored based on this work.
