Purpose: To determine whether deep learning-based algorithms applied to breast MR images can aid in the prediction of occult invasive disease following the diagnosis of ductal carcinoma in situ (DCIS) by core needle biopsy. Material and Methods: In this institutional review board-approved study, we analyzed dynamic contrast-enhanced fat-saturated T1-weighted MRI sequences of 131 patients at our institution with a core needle biopsy-confirmed diagnosis of DCIS. The patients had no preoperative therapy before breast MRI and no prior history of breast cancer. We explored two different deep learning approaches to predict whether there was a hidden (occult) invasive component in the analyzed tumors that was ultimately detected at surgical excision. In the first approach, we adopted the transfer learning strategy, in which a network pre-trained on a large dataset of natural images is fine-tuned with our DCIS images. Specifically, we used the GoogleNet model pre-trained on the ImageNet dataset. In the second approach, we used a pre-trained network to extract deep features, and a support vector machine (SVM) that utilizes these features to predict the upstaging of the DCIS. We used 10-fold cross validation and the area under the ROC curve (AUC) to estimate the performance of the predictive models. Results: The best classification performance was obtained using the deep features approach with GoogleNet model pre-trained on ImageNet as the feature extractor and a polynomial kernel SVM used as the classifier (AUC = 0.70, 95% CI: 0.58-0.79). For the transfer learning based approach, the highest AUC obtained was 0.53 (95% CI: 0.41-0.62). Conclusion: Convolutional neural networks could potentially be used to identify occult invasive disease in patients diagnosed with DCIS at the initial core needle biopsy.
INTRODUCTION
While most breast cancers are diagnosed via a core needle biopsy (CNB), the limited size, number, and location of samples can lead to undersampling which can miss occult invasive disease. For ductal carcinoma in situ (DCIS), upstaging to invasive disease at surgical excision occurs in roughly one quarter of cases Brennan et al. (2011) . Failure to diagnose invasive disease prior to surgery can have multiple clinical implications. By definition, DCIS has no metastatic potential so evaluation of regional lymph nodes or distant sites of disease are not performed initially van Roozendaal et al. (2016) . Treatment options are different between DCIS and invasive disease, so patients may need to undergo additional surgical procedures if invasive disease is missed. Clinical outcomes are worse for invasive disease, so conversations with patients must subsequently change Martinez-Perez et al. (2017) . Lastly, some patients with DCIS may elect to forgo surgery and pursue active surveillance, but the presence of occult invasive disease makes this management strategy riskier .
While multiple efforts have been aimed at using pathology and mammographic features to predict upstaging Brennan et al. (2011) , there has been limited work utilizing MRI which boasts the greatest sensitivity for cancer detection. Harowicz et al has shown that hand-crafted MRI features Harowicz et al. (2017) could be effective in predicting DCIS upstaging. However, deep learning offers a promising alternative means of identifying occult invasive disease, based on promising results for translating natural image classification Krizhevsky et al. (2012) ; Szegedy et al. (2015) to medical image classification Shin et al. (2016) .
The success of deep learning approaches in natural image processing is primarily the result of diverse and sufficient training samples. For example in the ImageNet Jia Deng et al. (2009) classification challenge, there are up to 1000 categories of images with 1000 examples for each category, resulting in 1 million training images in total. However, medical imaging datasets are much smaller which hinders the training of convolutional neural networks, due to over-fitting. Nevertheless, deep learning-based methods have been applied to medical imaging for segmentation Gao et al. (2016b) , detection Navab et al. (2015) , and classification Gao et al. (2016a) tasks by utilizing problem-specific modifications. For example, to predict the pixels in the border region in biomedical image segmentation, the missing context is extrapolated by mirroring the input image Ronneberger et al. (2015) . For more details reader can refer to the surveys Litjens et al. (2017) ; Greenspan et al. (2016) of deep learning in medical imaging.
In this study, we applied deep learning techniques to breast MRIs to identify which patients diagnosed with DCIS at core needle biopsy have occult invasive disease. For this purpose, we evaluated two approaches. In the transfer learning approach, instead of random initialization, a pre-trained model was used as the starting point in training. In the deep feature based method, the feature map of a certain layer of the pre-trained network was used as imaging variables (features) and a traditional classifier, such as support vector machine, was trained using the extracted features.
MATERIALS AND METHODS

PATIENT POPULATION
Following Institutional Review Board approval, we reviewed patient data at our institution from January 1, 2000 to March 23, 2014 to identify patients who underwent MRI and were diagnosed with breast cancer. We identified women satisfying the following criteria: CNB-confirmed DCIS without invasive cancer, a preoperative bilateral breast MRI with a nonfat-saturated T1-weighted MRI sequence, no neoadjuvant therapy before breast MRI, and no prior history of breast cancer. Using these criteria, we identified 131 patients in total, of whom 35 were upstaged to invasive cancer at surgery. Patient demographics for the cohort are illustrated in Table 1 .
MR IMAGING
All patients in this study underwent MR imaging of the breast, where preoperative breast axial dynamic contrast-enhanced MRI scans were acquired using 1.5T and 3.0T scanners in the prone position. For each patient, there was a pre-contrast sequence and at least 3 post-contrast sequences. The information about the scanners and the MRI protocols are listed in Table 2 .
IMAGE ANNOTATION
One fellowship-trained breast-imaging radiologist with 1 year of experience at our institution annotated the images. We provided the reader with a T1-weighted pre-contrast fat-saturated sequence, T1-weighted post-contrast fat-saturated sequence, and the sequence showing the subtraction be- tween these two sequences. Additional information was also provided to the reader for further assistance: breast CNB location of the DCIS collected from the medical record and access to the MRI exam in our institution's picture archiving and communication system (PACS). For each case, a compact 2D bounding box was drawn around the lesion region by the reader using a graphical user interface (GUI). After the reader reviewed the case, the range of slices that encompassed the totality of the lesion was chosen, resulting in the 3D bounding box for each tumor. A visualization of the MRI with 3 orthorhombic views is shown in Figure 1 .
CLASSIFICATION FRAMEWORK
Our approach was developed to classify each tumor as containing an invasive component or not, and thus the considered task is a binary classification task. The classification steps for a given image were as follows: (1) preprocessing of the image, (2) extracting patches to represent the tumor, (3) application of a deep learning-based classifier. The details of the steps are described below.
MR IMAGING PRE-PROCESSING AND TUMOR PATCH EXTRACTION
Since multiple scanners were used to acquire the MRIs, there were several different spatial resolutions in our imaging data. Therefore, the first step was to register all the MRIs to achieve the same pixel spacing in x-y coordinates. The most common pixel spacing was chosen, and MRIs with other values of the pixel spacing parameter were scaled using bilinear interpolation.
For each patient, there were 4 sequences scanned at different times before and after the administration of contrast. We used the patch-based method that extracted patches from each slice as training samples. For each patient, the number of slices of the MRI was between 100 and 200, so there can be multiple samples for each patient. Since we used a network pre-trained on natural images that has three channels (red, green, and blue), we concatenated S − S p ,S − S p and S − S p as 3-channel image where S , S and S are 3 post-contrast sequences and S p is the pre-contrast sequence. For the same patient, the size of the lesion might differ in different slices. In order to eliminate the interference of non-lesion regions, only slices which contain lesion whose area of the bounding box is larger than 100 pixels were chosen for further processing. Then the center of the lesion was calculated from its bounding box. To further generate more samples, except the patch centered at the lesion center, 5 additional samples were generated by random rotations. We chose 120×120 as the patch size according to the statistics of our DCIS dataset: the longest edge of the lesion's bounding box ranges between 40 and 160 for 80% of the patients, so this size could cover most part of the lesion while the proportion of the lesion in the patch was not too small for some cases. The patch extraction and data augmentation strategy are illustrated in Figure 2 . Finally, there were 30426 patches generated in total, which is a reasonable number for transfer learning and deep features approach.
DEEP LEARNING PLATFORM
We used deep learning in two ways: transfer learning and off-the-shelf deep features. We chose GoogleNet7 which is one of the most representative network in image classification as the basis of our analysis. The details of the training are presented below. For our experiments, we used the CAFFE Jia et al. (2014) framework on a desktop computer with a NVIDIA GTX 1080 GPU.
TRANSFER LEARNING
In our transfer learning approach, we chose GoogleNet pre-trained on ImageNet, which consists of convolution layers, Inception layers, and fully connected layers. Though convolution layers can deal with arbitrary input sizes, fully connected layers can only process fixed input dimension. To fit the input size of the GoogleNet and reduce the problem of overfitting in training, all patches extracted from the MRI images were resized to 256×256×3 using bilinear interpolation, and a 224×224×3 randomly sampled sub-image was cropped during each epoch in the training phase. The output dimension of the last fully connected layer of pre-trained GoogleNet is 1000 since there are 1000 categories in ImageNet. Here, we modified that dimension to 2 for our binary classification task. The last fully connected layer was completely re-initialized randomly while all the other layers maintained their weights from the pre-training. Since shallow layers correspond to more general but low-level image features while deeper layers are higher level but task-specific, the learning rate of deeper layers should be set larger than that of shallow layers. In our implementation, the learning rate for the final fully connected layer was set to 0.001 and the learning rate of all the other layers was set to 0.0001. Following a seminal publication in the field6 we used the following parameters in training: the maximum number of iterations was set to 200000, gamma was set to 0.96, momentum was set to 0.9, batch size was set to 32. We used stochastic gradient descent (SGD) for training.
OFF-THE-SHELF DEEP FEATURES
Since our task is to classify the upstaging of the DCIS, we chose ImageNet pre-trained networks using a classification task, as similar task should share more common features. More specifically, we chose the GoogleNet pre-trained on ImageNet and used the feature map of the last fully connected layer Zhou et al. (2014) as the primary feature map and trained an SVM on those features. As each individual patch can generate a unique feature vector, there were tens of thousands training samples for SVM. Since kernel functions have great influence on the performance of the SVM, several different kernel functions were evaluated during our experiments. The feature maps of different layers were also evaluated for comparison.
MODEL EVALUATION
We used 10-fold cross-validation scheme to evaluate the trained classifiers. The data was split by patients, ensuring that data (multiple patches) for one patient were fully contained in the training set or in the test set (never in both). Note that there are multiple slices for each patient. We picked 5 slices that have the 5 largest lesion areas, and for each slice the patch centered at the lesion's bounding box center without translation and rotation was chosen for the test. Then, scores of the 5 patches were averaged. The AUCs in the 10-folds were averaged to arrive at the final performance evaluation. Each fold had a similar rate between positive (upstaged) samples and negative (not upstaged) samples. Confidence intervals for AUCs were estimated using the bootstrapping strategy.
RESULTS
The transfer learning approach resulted in a final AUC of 0.53 (95% CI: 0.41-0.62). The AUC-based training curve for the network is shown in Figure 3 . For the performance on the training set, the AUC increased during the first 10 epochs, and reached the stable value of 0.96 after 10 epochs. On the contrary, the performance on the test set varied around 0.53, showing performance close to chance. This indicates a strong overtraining effect when transfer learning is applied to our problem.
For the off-the-shelf deep feature based approach, the highest AUC obtained was 0.70 (95% CI: 0.58-0.79) with an SVM using polynomial kernel. To further verify this result, we altered the patch Figure 3 : AUC training curves for transfer learning. Orange line is the AUC for the test set while the blue line is the AUC for the training set. Table 3 . To achieve the best suitable patch size, we fixed the kernel function in SVM to polynomial, and found that 80 was the best patch size for our dataset. The result of using 80 as the patch size and polynomial kernel SVM is illustrated in row 4 of Table 3 . Results with different patch sizes but the same kernel function in SVM are illustrated in row 2, row 6, and row 7 of Table 3 . To choose the best kernel function in SVM, we fixed the patch size and evaluated the performance of different kernel functions in SVM. The results using the same patch size with different kernel functions in SVM are illustrated in row 3, row 4, and row 5 of Table 3 . These results indicate that polynomial kernel function has the highest performance for our DCIS dataset.
Our primary results were obtained by using the feature map of the last fully connected layer. Additionally, we investigated the performances of different layers' feature maps of GoogleNet. Specifically, the GoogleNet consists of 2 convolution layers, 9 Inception layers and 1 fully connected layer. Except the last fully connected layer, feature maps of other layers are 2-dimensional matrices in each feature channel, making the overall dimension too large. Thus, for those feature maps, we used a max pooling strategy in the image plane, so the dimension of the output feature map equals to the number of original feature channels. For example, the output of the first convolution layer is a 64×112×112 matrix, and the max pooled feature vector is a 64-dimensional vector. For each layer's max pooled feature map, an SVM with polynomial kernel was trained as a classifier. The results using different layers' feature maps are illustrated in Table 4 and Figure 4 respectively. From these results we can conclude that the last fully connected layer has the highest performance in our task.
Finally, we also evaluated the classification performance in terms of AUC for each individual feature from the set of 1000 deep features used in our primary multivariate (SVM) model. In order to perform the classification, the value of each individual feature was regarded as the predicted score. The AUCs for all the features, ordered by the performance, are illustrated in Figure 5 . The AUC of each individual feature ranged from 0.5 to 0.69. This indicates that the best performance, which was obtained by combining all these features, is slightly higher than the best performance by using single feature only. 
DISCUSSION
Prediction of occult invasive disease in DCIS is of high importance in the current clinical practice of breast cancer treatment. With accurate prediction of upstaging to invasive using MRI image features before surgery, DCIS patients would be given more personalized and appropriate treatment earlier.
Furthermore, identifying invasive disease among DCIS patients is crucial when selecting patients for active surveillance. Since in this new treatment paradigm the patient does not undergo surgery, missing an invasive component could have significant negative consequences to the patient.
We studied the problem of predicting upstaging of DCIS using two deep learning methods: transfer learning and off-the-shelf deep features. The transfer learning approach suffered from overfitting and resulted in poor classification performance, while the off-the-shelf deep features approach achieved relatively good results. Results of the latter approach show promise of using deep learning approach to predict the upstaging of DCIS.
Our experiment with transfer learning indicated that insufficient training data can cause the overfitting problem. Although some previous studies have shown that pre-trained deep networks can generalize well to some other tasks Zhou et al. (2014) , in our evaluation of transfer learning, the performance on training set reached near perfect while on the test set the performance resembled random guess. This implies that fine-tuning a pre-trained network on a new task still requires significant amount of data specific to the solved task which was not available in this study. Compared with the random weights initialization in training from scratch, transfer learning starts with better initial weights. Nevertheless sufficient data is also needed to train the weights in each layer of the network.
Two main factors contributed the promising results using deep features approach. First, the pretrained networks can extract rich image features. Specifically, since we used the pre-trained network on classification task, the extracted features were more suited for DCIS upstaging prediction. Second, the extracted features were used to train a traditional classifier (SVM) which is less prone to overfitting as compared with deep neural networks. Using medical imaging for prediction of occult invasive disease in DCIS is a relatively new topic and limited literature is available. The gold standard is MRI review by highly trained breast imagers Wisner, DJ; Hwang, ES; Chang, CB; Tso, HH; Joe, BN; Lessing, JN; Lu, Y; Hylton (2013) , but there has been interest in exploring a more reproducible and automated process for this task. Recently, Harowicz et al. Harowicz et al. (2017) showed that an individual hand crafted feature of MRI may be predictive of occult invasive disease. However no multivariate model was presented in this study. Shi et al. Shi et al. (2017) showed that mammographic features could also potentially be used to distinguish DCIS from invasive cancer. Our study builds on these results by showing that deep learning methods which do not require design and selection of specific features could be used for this task despite a small sample size.
Our work had limitations. First, the evaluation result using 10-fold cross-validation is a common choice, however, the lack of an independent test set is a limitation. Second, the deep features were used as a "black box" which means that those features might not have a specific meaning that would be understandable to a clinician. Finally, the size of the analyzed dataset was limited. Future studies with a larger dataset are required to validate the results presented in our paper. Further, we acknowledge that an AUC of 0.70, while promising, is not sufficiently accurate for clinical use in separation from other currently used tools. Thus, further steps to optimize the performance of the model are planned. The primary step to improving performance of this classifier is a collection of a large multi-institutional dataset for training. This will allow for more optimal utilization of the power of convolutional neural networks. Furthermore, an improved normalization of the images from different imaging protocols might result in improvements in performance. Finally, while the imaging-based mode alone might not achieve a sufficiently high predictive performance, a combination of the imaging-based model with a pathology-based model could result in satisfactory prediction accuracy. In the long term, in order to incorporate these types of tools to the clinical setting, we must perform a validation of the optimized tool in a multi-institutional setting as well as place it in the proper context of other clinicopathologic variables.
In conclusion, we demonstrated that a deep learning-based model based on MR imaging showed predictive power for identifying occult invasive cancer in patients diagnosed with ductal carcinoma in situ using core needle biopsy. Further refinement of this has the potential to be of clinical value for patients with DCIS making treatment decisions for their disease.
