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Abstract
Suppose a finitely generated group G is hyperbolic relative to P
a set of proper finitely generated subgroups of G. Established results
in the literature imply that a “visual” metric on ∂(G,P) is “linearly
connected” if and only if the boundary ∂(G,P) has no cut point.
Our goal is to produce linearly connected metrics on ∂(G,P) that are
“piecewise” visual when ∂(G,P) contains cut points.
Our main theorem is about graph of groups decompositions of rel-
atively hyperbolic groups (G,P), and piecewise visual metrics on their
boundaries. We assume that each vertex group of our decomposition
has a boundary with linearly connected visual metric or the vertex
group is in P. If a vertex group is not in P, then it is hyperbolic
relative to its adjacent edge groups. Our linearly connected metric on
∂(G,P) agrees with the visual metric on limit sets of vertex groups
and is in this sense piecewise visual.
1 Introduction
The following technical result is our main theorem.
Theorem 1.1 Suppose:
1) The finitely generated group G is hyperbolic relative to a finite collection
P of finitely generated subgroups, the boundary ∂(G,P) is connected, and G
has a graph of groups decomposition A, where each vertex and edge group of
A is finitely generated and infinite.
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2) Each element of P is either a vertex or edge group of A,
3) If Vi is a vertex group of A, Vi 6∈ P and Pi is the set of edge groups of
A adjacent to Vi then Vi is hyperbolic relative to Pi, ∂(Vi,Pi) is connected,
locally connected and has no cut point and each member of Pi is a subgroup
of a member of P.
Then given a visual metric dV on the topological space ∂(G,P) there is
a “piecewise visual”, linearly connected metric dL on ∂(G,P) such that if x1
and x2 are points in the limit set of gVi (g ∈ G and Vi a vertex group of A),
then dL(x1, x2) = dV (x1, x2).
Corollary 1.2 Suppose (G,P) is relatively hyperbolic and ∂(G,P ) is con-
nected, locally connected and all cut points are parabolic. If all edge groups
in the maximal peripheral splitting of (G,P) (Theorem 2.2) are finitely gen-
erated, then there is a piecewise visual linearly connected metric on ∂(G,P).
Some comments about our hypotheses are in order. In hypotheses 1) and
3) of the theorem we assume ∂(G,P) and ∂(Vi,Pi) are connected. If G is
1-ended, then certainly ∂(G,P) is connected, but G need not be 1-ended in
order for ∂(G,P) to be connected. If G is the free group on {x, y} and P is
the infinite cyclic group generated by the commutator xyx−1y−1 then ∂(G,P )
is homeomorphic to a circle. Hypothesis 3) requires vertex group boundaries
to be connected and locally connected. There is no known example of a
relatively hyperbolic group with boundary that is connected and not locally
connected.
Our proof of this theorem is carried out in a cusped space X for (G,P).
The space X is hyperbolic and the boundary of X is ∂(G,P). The space X
is built from a Cayley graph Γ of G (see §5). Since the vertices of Γ are the
elements of G the limit set of gVi (referred to in the theorem) is a subset set
of ∂(G,P).
If a space has a linearly connected metric, then it is locally connected,
but even the unit interval with usual topology has metrics which are not
linearly connected. Bonk and B. Kleiner [BK05] prove that visual metrics on
boundaries of 1-ended hyperbolic groups are linearly connected. J. Mackay
and A. Sisto [MSa] prove that if (G,P) is a relatively hyperbolic pair and
∂(G,P) is connected, locally connected and without cut point, then any
visual metric on ∂(G,P) is linearly connected. If ∂(G,P) has a cut point,
then any visual metric on this space is not linearly connected (see [GHM+]).
Our goal here is to consider connected boundaries of relatively hyperbolic
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groups and produce “piecewise visual” linearly connected metrics on these
boundaries (in the presence of cut points). If X is a cusped space for the
relatively hyperbolic pair (G,P), dV is a visual metric on ∂X = ∂(G,P),
then our hypotheses imply the relatively hyperbolic vertex groups of our
decomposition have linearly connected boundary. We show the limit set of
any coset of any vertex group of our decomposition is linearly connected
under dV and we define our proposed linearly connected metric on ∂X to
agree with dV on each such limit set. Given any two points x, y ∈ ∂X, let
C(x,y) = {. . . , c−1, c0, c1 . . .} be the set cut points in ∂X separating x and y.
This set may be finite, infinite or bi-infinite and is ordered by the Bass-Serre
tree of the splitting. Since {ci, ci+1} is a subset of the (linearly connected)
limit set of a vertex group coset, dV (ci, ci+1) = dL(ci, ci+1). If C(x,y) is bi-
infinite, we define dL(x, y) = · · ·+dV (c−1, c0)+dV (c0, c1)+ · · · and extend dL
to all of ∂X in a similar way. We must show that the summations involved are
convergent, dL is a well defined metric, dL and dV define the same topology
and that dL is linearly connected. The most difficult of task is to show dL
and dV define the same topology. We produce a constant N and prove that
if dV (x, y) < (

N
)4 then dL(x, y) <  so that the identity function from the
compact metric space (∂X, dV ) to the metric space (∂X, dL) is continuous
and hence a homeomorphism.
The paper is organized as follows: Our results connect with important
splittings results for relatively hyperbolic groups. This is discussed in §2
and Corollary 1.2 is proved at the end of this section. The basics of hy-
perbolic metrics, inner products and visual metrics are covered in §3. We
examine inner products on the boundary of a hyperbolic space and show
that ideal triangles are δ thin. In §4 we define linearly connected metrics
and show that [0, 1] with usual topology can be endowed with a non lin-
early connected metric. Basic definitions and results about cusped spaces
and relatively hyperbolic groups are listed in §5. Lemmas 5.10 and 5.11 are
fundamental to the proofs in the sections that follow this section. In order
to prove our main theorem, we must know that the linearly connected visual
metrics on our vertex groups carry over to linearly connected limit sets of
their quasi-isometrically embedded images in the cusped space for the over
group. This is a non-trivial matter since visual metrics are defined in terms
of exponential functions. Section 6 is devoted to a general result (Theorem
6.1) that implies linear connectedness of boundaries is preserved by quasi-
isometries. Our piecewise visual linearly connected metrics are defined in 7.
Cut points in boundaries and separating subsets of our cusped space and how
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they separate geodesic lines are examined. Theorem 7.7 is the main result
of this section. It concludes that our new distance function is a metric on
the boundary of our cusped space. The most complex result of the paper
is proved in §8. Theorem 8.1 shows that the visual metric and our linearly
connected metric on the boundary of a relatively hyperbolic group (with cut
points) generate the same topology. At this point, it is simply a matter of
combining the results in the previous sections to prove our main theorem
in Section 9. Finally in Section 10 we ask if our piecewise visual metric is
doubling, in the appropriate setting.
2 Connections to Known Splittings
Definition 2.1 ([Bow01]). Let (G,P) be a relatively hyperbolic group. A
peripheral splitting of G is a representation of G as a finite bipartite graph of
groups where P consists precisely of the (conjugacy classes of) vertex groups
of one color. A peripheral splitting is a refinement of another if there is a
color preserving folding of the first into the second.
The hypotheses of our main theorem are similar to those in several of
Bowditch’s results and lead to a corollary. It is established in ([Bow01],
Theorem 1.3) that if ∂(G,P) is connected, then any non-peripheral vertex
group of a peripheral splitting also has connected boundary and is hyperbolic
relative to its adjacent edge groups. The natural hyperbolic structure on
vertex groups refereed to in the following accessibility result of Bowditch
might not consist solely of adjacent edge groups.
Theorem 2.2 ([Bow01], Theorem 1.4) Suppose the 1-ended group G is hy-
perbolic relative to P. Then (G,P) admits a (possibly trivial) maximal pe-
ripheral splitting. In other words, G splits over as a finite bipartite graph of
groups G(G) with the following properties: Every P ∈ P is conjugate into a
vertex group of one color, and each vertex group H inherits a natural rela-
tively hyperbolic structure (H,Q) such that H does not split over a finite or
parabolic subgroup relative to Q.
This splitting is called the maximal peripheral splitting. Recall that a
splitting of (G,P) is relative to P if each element of P is conjugate into a
vertex group of the splitting.
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Theorem 2.3 ([Bow01], Proposition 5.2) Suppose that Γ is a group, and G
is a peripheral structure with every peripheral subgroup 1-ended. If Γ splits
over a subgroup of a peripheral subgroup, then it splits relative to G over a
subgroup of a peripheral subgroup.
Proof: (of Corollary 1.2) By Theorem 2.2 (G,P) admits a maximal pe-
ripheral splitting G of G with finitely generated vertex groups, and whose
underlying graph is bipartite with vertices of one color corresponding to the
of elements of P . By hypothesis the edge groups of G are finitely generated,
and since ∂(G,P) is connected G does not have any finite edge groups (See
[Bow01] Proposition 1.1). Thus G satisfies (1) and (2) of Theorem 1.1. By
Theorem 1.3 of [Bow01], if H is not a peripheral vertex, then H is hyperbolic
relative to Q the collection of edge groups adjacent to H. Since ∂(G,P) is
connected the limit set of H is connected ([Bow01] Theorem 1.3), moreover,
this limit set is homeomorphic to ∂(H,Q). Additionally, since ∂(G,P) is
locally connected and all cut points are parabolic the limit set of H is lo-
cally connected (see [Bow01] Propositions 7.4 and 8.5). Because H does not
admit a perihperal splitting, ∂(H,Q) has no cut point (see Theorem 1.2 of
[Bow01]). Thus we have satisfied (3) of Theorem 1.1. 2
3 Hyperbolicity and Inner Products
Definition 3.1 If X is a geodesic metric space with base point p, there is
an inner product “ · ” for X defined as follows: If x, y ∈ X define
(x.y)p =
1
2
(d(p, x) + d(p, y)− d(x, y))
If there is a constant δ ≥ 0 such that for all x, y, z ∈ X:
(x.p)w ≥ min{(x.z)p, (z.y)p} − δ
we say that the inner product and the space (X, d) are δ-hyperbolic.
There are a number of equivalent forms of hyperbolicity for geodesic met-
ric spaces. In this paper we use the following thin triangles definition.
Definition 3.2 Suppose (X, d) is a geodesic metric space. If 4(x, y, z) is a
geodesic triangle in X, let 4′(x′, y′, z′) be a Euclidean comparison triangle
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(i.e. d′(x′, y′) = d(x, y) etc., where d′ is the Euclidean metric.) There is a
homeomorphism f : 4′ → 4 which is an isometry on each side of 4. The
maximum inscribed circle in 4′ meets the side [x′, y′] (respectively [x′, z′],
[y′, z′]) in a point c′x (resp. c
′
y, c
′
z) such that
d(x′, c′z) = d(x
′, c′y), d(y
′, c′x) = d(y
′, c′z), d(z
′, c′y) = d(z
′, c′x).
Let cx = f
−1(c′x), cy = f
−1(c′y) and cz = f
−1(c′z). We call the points
cx, cy, cz the internal points of 4. There is a unique continuous function
t4 : 4′ → T4 of 4′ onto a tripod T4, where t4 is an isometry on the edges
of 4′ and T4 is a tree with one vertex w of degree 3, and vertices x′′, y′′, z′′
each of degree one, such that d(w, z′′) = d(z, cy) = d(z, cx) etc. (See Figure
1.) Let f4 be the composite map f4 ≡ t4 ◦ f : 4 → T4. We say that
4(x, y, z) is δ − thin if fibers of f4 have diameter at most δ in X. In other
words, for all p, q in 4,
f4(p) = f4(q) implies dX(p, q) ≤ δ.
We say that triangles are thin if there is a constant δ such that all geodesic
triangles in X are δ-thin. In this case we say X is δ-hyperbolic.
c′x
c′y
c′z
z′
y ′
x′ x′′
y ′′
z′′
t∆ w
∆′ T∆
Figure 1
Lemma 3.3 Suppose (X, d) is a δ-hyperbolic geodesic metric space and4(x, y, z)
a geodesic triangle. If cx, cy and cz are the internal points of 4, then
(y.z)x = d(x, cz) = d(x, cy).
Proof: Notice that in the Euclidean comparison triangle
d(x′, c′z) =
1
2
(d(x′, c′z) + d(x
′, c′y)) =
1
2
(d(x′, z′) + d(x′, y′)− d(z′, y′)).
2
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Lemma 3.4 Let (X, d) be a δ-hyperbolic geodesic metric space. Suppose
α is a geodesic from a1 to a2, β is a geodesic from b1 to b2 and K =
max{d(a1, b1), d(a2, b2), δ}, Then for any point x on α there is a point x′ on
β such that d(x, x′) ≤ K+ 2δ. Furthermore there are constants K1, K2, K3 ∈
[−K,K] such that d(α(K1 + i), β(K2 + i)) ≤ 2δ for 0 ≤ i ≤ |α| −K3 −K1.
Proof: For i ∈ {1, 2} let γi be a geodesic from ai to bi and τ a geodesic from
a1 to b2. Consider the geodesic triangle 4(α, γ2, τ) with insize point q0 on τ ,
q1 on γ2 and q2 on α. Consider the geodesic triangle 4(β, γ1, τ) with insize
point p0 on τ , p1 on γ1 and p2 on β (see Figure 2).
α
β
τ
γ1 γ2
• •
••
•
•
•
•
•
•
p1
p0 = τ(K1)
p2 = β(K2)
q0
q1
q2 =α(|α| −K3)α(0) = a1
β(0) = b1
a2
b2
•α(K1)
Figure 2
Let d(a1, p0) = K1, d(b1, p2) = K2 and d(q2, a2) ≤ K3. Notice that K1 ≤
K, K2 ≤ δ and K3 ≤ K. If t ∈ [0, K1] or [|α|−K3, |α|] then d(α(t), {b1, b2}) ≤
K + δ. Otherwise t = K1 + i and d(α(K1 + i), β(K2 + i)) ≤ 2δ for i+K1 ≤
|α| −K3. 2
If X is a hyperbolic geodesic metric space, the points of ∂X are equiv-
alence classes [r] of geodesic rays r, where r and s are equivalent if there is
a number K ≥ 0 such that d(r(k), s(k)) ≤ K for all k ≥ 0. Note that if
such a K exists for r, s based at p, then our thin triangle condition forces
d(r(k), s(k)) ≤ δ for all k ≥ 0. (Simply consider the geodesic triangle formed
by r([0, k + K]), s([0, k + K]) and a geodesic (of length ≤ K) connecting
r(k + K) to s(k + K). The internal points on r and s are beyond r(k) and
s(k) respectively.)
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The inner product extends to X ∪ ∂X (see Definition 4.4 [ABC+91]).
Given a geodesic line l : (−∞,∞)→ X, we say l− converges to r if there is a
constant K such that d(r(t), l(−t)) ≤ K for all t ≥ 0. Similarly for l+. The
line l and the rays r and s (based at p ∈ X) forms an ideal geodesic triangle
if l− converges to r and l+ converges to s. Note that if r and r′ converge to
the same boundary point, and (r, s, l) form an ideal triangle (with l a line)
then (r′, s, l) forms an ideal geodesic triangle. The next lemma shows that
ideal triangles of this type are 5δ thin.
Lemma 3.5 Let r and s be geodesic rays based at ∗ in the hyperbolic space
X, representing distinct points x, y ∈ ∂(X), respectively. If m = (x.y)∗
and ` is any line with `− ∈ x and `+ ∈ y, then there is a z ∈ ` such that
d(r(m), z) ≤ 5δ and d(s(m), z) ≤ 5δ. If l is parametrized such that l(0) = z,
then d(l(−j), r(m + j)) ≤ 5δ for all j ≥ 0, and d(l(j), s(m + j)) ≤ 5δ for
all j ≥ 0. We call the points r(m), s(m) and z internal points of the ideal
geodesic triangle 4(r, s, l) (even though z may not be unique).
Remark 3.6 If a space is δ hyperbolic, then it is δ′ hyperbolic for any δ′ ≥
δ. In order to simplify the implementation of Lemma 3.5, we replace our
hyperbolicity constant δ by 5δ. This simply means that in all applications
of Lemma 3.5 we will assume that d(r(m − j), s(m − j) ≤ δ for all j ≥ 0,
d(r(m), z) ≤ δ, d(s(m), z) ≤ δ, d(l(−j), r(m + j)) ≤ δ for all j ≥ 0 and
d(l(j), s(m+ j)) ≤ δ for all j ≥ 0. In other words, ideal geodesic triangles of
the type considered here are δ-thin.
Proof: (of Lemma 3.5) For every n ∈ N let αn be a geodesic in X with
endpoints r(n) and s(n). For every n we define an, un, and vn to be the
insize points of ∆(∗, r(n), s(n)) with an ∈ αn, un ∈ r, and vn ∈ s. Let
m = (x.y)∗. There is T > 0 such that for all t ≥ T , d(r(t), s(t)) > δ. We have
d(un, ∗) = d(vn, ∗) ≤ T. For every n ∈ N, {an, un, vn} ⊂ B = B(∗, T + δ).
There are only finitely many vertices in B, so there is a ∈ B and a
subsequence S0 of (1, 2, . . .) such that an = a ∈ B for all n ∈ S0. Passing to
subsequences twice more we have a subsequence S1 of S0 such that un = u
and vn = v for all n ∈ S1. Notice that u, v and a are the insize points of
the geodesic triangle with sides r|[0,n], s|[0,n], αn for all n ∈ S1. Since X is
locally finite, we may construct a line α with α− ∈ x and α+ ∈ y via an
Arzela`-Ascoli argument. Simply define α(0) = v. There is a subsequence
S2 of S1 such that for all n ∈ S2, the vertex of αn preceding a is the same
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(call it α(−1)) and the vertex of αn following a is the same (call it α(1)).
Similarly select a subsequence S3 of S2 to define α(−2) and α(2). Continuing
this in way, define the consecutive vertices of the geodesic line α. Notice that
if k = d(∗, u)(= d(∗, v)), then for each j > 0, d(α(−j), r(k + j)) ≤ δ and
d(α(j), s(k + j)) ≤ δ.
By construction, d(a, u) ≤ δ and d(a, v) ≤ δ. If ` is any line with `− ∈ x
and `+ ∈ y then ` is contained in the 2δ–neighborhood of α, so there is a
point z on ` such that d(z, a) ≤ 2δ. Assume ` is parametrized such that
`(0) = z. Then d(`(j), α(j)) ≤ 2δ for all j. Thus d(`(j), r(k − j)) ≤ 3δ
and d(`(j), s(k + j)) ≤ 3δ for all j ≥ 0. In particular, d(z, u) ≤ 3δ and
d(z, v) ≤ 3δ. By [ABC+91], Lemma 4.6(4)) m ≤ k ≤ m + 2δ, so that
d(z, r(m)) ≤ 5δ and d(z, s(m)) ≤ 5δ. Finally, d(`(j), r(m − j)) ≤ 5δ and
d(`(j), s(m+ j)) ≤ 5δ for j ≥ 0. 2
Definition 3.7 Let X be a hyperbolic space with base point p. A metric dp on
∂X is called a (hyperbolic) visual metric with parameter a > 1 and base point
p if there exist constants k1, k2 > 0 such that k1a
−(x.y)p ≤ dp(x, y) ≤ k2a−(x.y)p
for all x, y ∈ ∂X.
Remark 3.8 If a group G acts by isometries on the hyperbolic space X then
for x, y ∈ ∂X, (x.y)p = (gx.gy)g(p). In this sense, the inner product is
G-equivariant on ∂X. If dp is a visual metric on ∂X so that k1a
−(r.s)p ≤
dp(r, s) ≤ k2a−(r.s)p then for g ∈ G, one can define dgp(gx, gy) = dp(x, y).
Then k1a
−(gr.gs)gp ≤ dgp(gr, gs) ≤ k2a−(gr.gs)gp. In this way dp can be thought
of as G-equivariant. In particular, if E ⊂ ∂X, then the diameter of E with
respect to dp is equal to the diameter of gE with respect to dgp.
We are interested in the situation where X is a cusped space for a rela-
tively hyperbolic group (G,P), p is a vertex of X, and dp is a visual metric on
∂X. Since inner products are G-equivariant, Proposition 2.26 and Theorem
2.27 of [BS07] (S. Buyalo and V. Schroeder) insure the existence of visual
metrics on ∂X = ∂(G,P) (via the notion of finite chains of inner products
of geodesic rays based at p).
4 Linearly Connected Metrics
Definition 4.1 A metric d on a space X is linearly connected if there is a
constant K such that for each x, y ∈ X there is a path of diameter ≤ Kd(x, y)
connecting x and y.
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If a metric on a space X is linearly connected, then X is locally con-
nected. But even the unit interval [0, 1] can have a metric that is not linearly
connected.
Example 4.2 Consider the homeomorphism of [0, 1]→ R defined by f(x) =
x sin( 1
x
) for x ∈ (0, 1] and f(0) = 0. Let X be the graph of f , with metric
induced by the standard metric on R2. It is straightforward to see that with
this metric, X is not linearly connected. Consider the points xk =
2
(4k+1)pi
and yk =
2
(4k+3)pi
. Note that sin( 1
xk
) = 1 and sin( 1
yk
) = −1 for all integers k.
By the triangle inequality (for k > 0), the distance between (xk+1, f(xk+1))
and (xk, f(xk)) is less than 2(xk−xk+1) = 16pi(4k+1)(4k+5) . But any path between
these two points must pass through (yk, f(yk)), and so has diameter greater
than 2f(xk+1) = 2xk+1 =
4
(4k+5)pi
.
5 Cusped Spaces for Relatively Hyperbolic
Groups
D. Groves and J. Manning [GM08] investigate a locally finite space X derived
from a finitely generated group G and a collection P of finitely generated
subgroups. The following definitions are directly from [GM08]
Definition 5.1 Let Γ be any 1-complex. The combinatorial horoball based
on Γ, denoted H(Γ), is the 2-complex formed as follows:
A) H(0) = Γ(0)× ({0} ∪ N)
B) H(1) contains the following three types of edges. The first two types
are called horizontal, and the last type is called vertical.
(B1) If e is an edge of Γ joining v to w then there is a corresponding edge
e¯ connecting (v, 0) to (w, 0).
(B2) If k > 0 and 0 < dΓ(v, w) ≤ 2k, then there is a single edge connecting
(v, k) to (w, k).
(B3) If k ≥ 0 and v ∈ Γ(0), there is an edge joining (v, k) to (v, k + 1).
C) H(2) contains three kinds of 2-cells:
(C1) If γ ⊂ H(1) is a circuit composed of three horizontal edges, then
there is a 2-cell (a horizontal triangle) attached along γ.
(C2) If γ ⊂ H(1) is a circuit composed of two horizontal edges and two
vertical edges, then there is a 2-cell (a vertical square) attached along γ.
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(C3) If γ ⊂ H(1) is a circuit composed of three horizontal edges and two
vertical ones, then there is a 2-cell (a vertical pentagon) attached along γ,
unless γ is the boundary of the union of a vertical square and a horizontal
triangle.
Definition 5.2 Let Γ be a graph and H(Γ) the associated combinatorial
horoball. Define a depth function
D : H(Γ)→ [0,∞)
which satisfies:
(1) D(x) = 0 if x ∈ Γ,
(2) D(x) = k if x is a vertex (v, k), and
(3) D restricts to an affine function on each 1-cell and on each 2-cell.
Definition 5.3 Let Γ be a graph and H = H(Γ) the associated combinatorial
horoball. For n ≥ 0, let Hn ⊂ H be the full sub-graph with vertex set Γ(0) ×
{0, . . . , N}, so that Hn = D−1[0, n]. Let Hn = D−1[n,∞) and H(n) =
D−1(n). The set H(n) is often called a horosphere or nth level horosphere.
The set Hm is called an m-horoball.
Lemma 5.4 ([GM08], Lemma 3.10) Let H(Γ) be a combinatorial horoball.
Suppose that x, y ∈ H(Γ) are distinct vertices. Then there is a geodesic
γ(x, y) = γ(y, x) between x and y which consists of at most two vertical
segments and a single horizontal segment of length at most 3.
Moreover, any other geodesic between x and y is Hausdorff distance at
most 4 from this geodesic.
Definition 5.5 Let G be a finitely generated group, let P = {P1, . . . , Pn} be
a (finite) family of finitely generated subgroups of G, and let S be a generating
set for G containing generators for each of the Pi. For each i ∈ {1, . . . , n},
let Ti be a left transversal for Pi (i.e. a collection of representatives for left
cosets of Pi in G which contains exactly one element of each left coset).
For each i, and each t ∈ Ti, let Γi,t be the full subgraph of the Cayley graph
Γ(G,S) which contains tPi. Each Γi,t is isomorphic to the Cayley graph of
Pi with respect to the generators Pi ∩ S. Then define
X(G,P, S) = Γ(G,S) ∪ (∪{H(Γi,t)(1)|1 ≤ i ≤ n, t ∈ Ti}),
where the graphs Γi,t ⊂ Γ(G,S) and Γi,t ⊂ H(Γi,t) are identified in the obvious
way.
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The space X(G,P, S) is called the cusped space for G, P and S. The next
result shows cusped spaces are fundamentally important spaces. We prove
our results in cusped spaces.
Theorem 5.6 ([GM08], Theorem 3.25) Suppose that G is a finitely gener-
ated group and P = {P1, . . . , Pn} is a finite collection of finitely generated
subgroups of G. Let S be a finite generating set for G containing generating
sets for the Pi. A cusped space X(G,P, S) is hyperbolic if and only if G is
hyperbolic with respect to P.
Assume G is finitely presented and hyperbolic with respect to the sub-
groups P = {P1, . . . , Pn} and S is a finite generating set for G containing
generating sets for the Pi. For g ∈ G and i ∈ {1, . . . , n} we call gPi a periph-
eral coset in a cusped space. The isometric action of G on Γ(G,S) extends
to an isometric action of G on X(G,P, S). This action is depth preserving.
Lemma 5.7 ([GM08], Lemma 3.26) If a cusped space X is δ-hyperbolic,
then the m-horoballs of X are convex for all m ≥ δ. In particular, If H is
a horoball in X, then Hδ is convex. Given two points a, b ∈ Hδ, there is a
geodesic connecting a and b of the form (α, τ, β) where α and β are vertical
and τ has length ≤ 3.
Lemma 5.8 ([MSb],Lemma 5.1) Suppose t1 and t2 are vertices of depth d¯ ≥
δ in a horoball H of X. Then for each i ∈ {1, 2}, there is a geodesic γi from
∗ to ti such that γi has the form (ηi, αi, τi, βi), where the end point xi of ηi is
the first point of γi in H(d¯), αi and βi are vertical and of the same length in
H d¯ and τi is horizontal of length ≤ 3. Furthermore d(x1, x2) ≤ 2δ + 1.
Let H be a horoball of X and z a closest point of H(δ) to ∗. Lemma 5.8
implies that if γ is a geodesic from ∗ to a point of Hδ, then the first point of
γ in H(δ) is within 2δ + 1 of z.
For the remainder of the section, (G,P) is relatively hyperbolic with
cusped space X and C ∈ P.
Lemma 5.9 Let g be an element of G and q a closest point of gC to ∗. If
ψ is a geodesic from ∗ to gC that meets gC only in its terminal point, then
the terminal point of ψ is within 6δ + 4 of q.
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Proof: Let H be the horoball for gC(= H(0)) and z the vertex of H(q) of
vertical distance δ from q. Note that z is a closest point of H(δ) to ∗. Let
the end point of ψ be a. Let λ be a vertical geodesic from a to b ∈ H(δ). Let
(η, α, τ, β) be a geodesic (as in Lemma 5.8) from ∗ to b. Let the end point of
η be c. By Lemma 5.8, d(z, c) ≤ 2δ + 1. Since d(a, b) = δ, it suffices to show
|β|(= |α|) ≤ δ. (See Figure 3)
gC = H(0)
H(δ)
δ
∗
•q
z•
•
η
c 2δ + 1
•
•
α
τ•
•
β
b
a
λ
•
ψ
•c3
•c2
•c1
Figure 3
Consider the geodesic triangle with sides ψ, λ and (η, α, τ, β), with in-
ternal points c1 on λ, c2 on ψ and c3 on (η, α, τ, β). If |β| > δ, then the
internal point c3 must be on β since (β, τ
−1) is geodesic (vertical). But then
the initial point of β is within δ of a point of ψ, which is impossible. Instead
|β| = |α| ≤ δ and:
d(q, a) ≤ d(q, z) + d(z, c) + d(c, b) + d(b, a) ≤ δ + (2δ + 1) + (2δ + 3) + δ.
2
Lemma 5.10 The horoballs of X are quasi-convex. In fact, if N ≥ 0 and
a1 and a2 are vertices of X, both within N of the horoball for gC for some
g ∈ G, then each point of a geodesic in X connecting a1 and a2 is within
N + 2δ of a vertex of the horoball for gC.
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Proof: Let H be the horoball for gC and γ′1 be a geodesic from a1 to a closest
point of gC. Then |γ′1| ≤ N and the path γ1 followed by a vertical geodesic
to H(δ) is geodesic of length ≤ N + δ. Similarly consider a geodesic γ2 from
a2 to a vertex of H(δ), so that |γ2| ≤ N+δ. Let b1 (b2) be the terminal point
of γ1 (respectively γ2). Since H
δ is convex (Lemma 5.7), Lemma 3.4 implies
every point of a geodesic α connecting a1 and a2 is within N + 3δ of a point
of a geodesic connecting b1 to b2 (in H
δ). Hence each point of α is within
N + 2δ of H. 2
In the next lemma we assume δ ≥ 4.
Lemma 5.11 Suppose N ≥ 0. If H is the horoball for gC for some g ∈ G
and α : [0, k]→ X is a geodesic with α(0) and α(k) both within N of H, then
α maps the interval [N + 3δ, k − (N + 3δ)] into Hδ. Furthermore, if α(0) ∈
H(0) = gC then there is a constant J5.11(N, δ) such that if |α| ≥ J5.11(N, δ)
then there is a geodesic β from α(0) to α(k) such that an initial segment of
β is vertical of length k−(N+3δ)
2
.
Proof: Let a1 = α(0) and a2 = α(k). Let γ
′
1 be a geodesic from a1 to a closest
point of gC. Then |γ′1| ≤ N . Let γ1 be γ′1 followed by a vertical geodesic
to H(3δ), a geodesic of length ≤ N + 3δ. Similarly consider a geodesic γ2
from a2 to a vertex of H(3δ), so that |γ2| ≤ N + 3δ. Let b1 (b2) be the
terminal point of γ1 (respectively γ2) and β be a geodesic between b1 and b2.
Since H3δ is convex, it contains the image of β. By Lemma 3.4, the distance
between α(N+3δ+ i) and a point of β (and hence a point of H3δ) is ≤ 2δ for
0 ≤ i ≤ k− 2(N + 3δ). Then α(N + 3δ+ i) ∈ Hδ for 0 ≤ i ≤ k− 2(N + 3δ).
In particular, α restricted to [N + 3δ, k − (N + 3δ) has image in Hδ (as is
required in the first part of the lemma).
Now assume that α(0) ∈ H(0). Note that α restricted to the interval
[N + 3δ, k − (N + 3δ)] has image in Hδ. Let N1(≤ N + 3δ) be the first
integer such that α restricted to [N1, k − (N + 3δ)] has image in H(δ). Let
N2(≤ N + 3δ) be the smallest integer such that α restricted to [N1, k −N2]
has image in H(δ). Let p be the point of H(0) directly below α(N1). Note
that d(α(0), p) ≤ N + 4δ. Let L(N) be an integer such that for any h ∈ G,
two points in hC of distance apart ≤ N + 4δ in X are connected by a path
in hC of length ≤ L(N). Let β be a path in gC of length ≤ L(N) from α(0)
to p. (See Figure 4.)
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H(0) = gC
H(δ)
•α(0)
• •
α
α(N1)
τ2 γ3
•p
γ2
• •
• •
γ4
τ1
γ1
ψ1
•
•α(k −N2))
β
Figure 4
Let α′ be a geodesic obtained from α by replacing α on [N1, k − N2] by
(τ1, γ1, ψ1) where τ1 and ψ1 are vertical and γ1 is horizontal of length ≤ 3 (see
Lemmas 5.4 and 5.7). Let M(N) be the first integer larger than δ such that
2M(N) ≥ L(N). Then there is a geodesic (τ2, γ2) from α(0) = β(0) to a vertex
directly above α(N1) (and hence directly above p), where |τ2| = M(N) and
|γ2| ≤ 1. If |τ1| ≥ M(N)− δ, then the end point of γ2 is on τ1. That means
that the geodesic α|[0,N1] has at most one horizontal edge.
Assume for the moment that |τ1| ≥M(N)− δ.
If α|[0,N1] has one horizontal edge. Then there is a path (τ3, γ3) from α(0)
to α(N1) where τ3 is vertical and γ3 is an edge. Then (τ3, γ3, τ1, γ1, ψ1) is
geodesic from α(0) to α(k − N2). Let τ4 be the vertical geodesic beginning
at α(0) and ending in the same level as the end point of τ1. Let γ4 be the
horizontal edge with the same label as γ3. Then (τ4, γ4, γ1, ψ1) is geodesic of
length k −N2. Then length of the vertical segment γ4 is:
|γ4| ≥ k −N2 + δ − 4
2
≥ k − (N + 3δ) + δ − 4
2
=
k − (N − 2δ + 4)
2
If α|[0,N1] is vertical, then the vertical path τ5 from α(0) to the initial
point of γ1 is such that (τ5, γ1, ψ1) is geodesic from α(0) to α(k −N2) and
|γ5| ≥ k − (N + 3δ) + δ − 3
2
=
k − (N + 2δ + 3)
2
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In either case, there is a geodesic from α(0) to α(k) with initial vertical
segment of length k−(N+2δ+4)
2
. We can select:
K5.11(N) = N + 3δ(≥ N + 2δ + 4)
We now need to select k(= |α|) large enough to ensure |τ1| ≥ M(N) − δ.
Since k −N2 = N1 + |τ1|+ |γ1|+ |ψ1|, Ni ≤ N + 3δ, |γ1| ≤ 3 and |τ1| = |ψ1|:
|τ1| = k − (N1 +N2)− |γ1|
2
≥ k − 2(N + 3δ)− 3
2
If k ≥ [2(N + 3δ) + 3] + 2(M(N)− δ) then |τ1| ≥M(N)− δ. Finally let
J5.11(N) = [2(N + 3δ) + 3] + 2(M(N)− δ)
2
6 Linearly Connected Limit Sets of Quasi-
isometrically Embedded Subspaces
In order to prove our main theorem, we must know that the linearly connected
visual metrics on our vertex groups carry over to linearly connected limit sets
of their quasi-isometrically embedded images in the cusped space for the over
group. This section is devoted to a general result (Theorem 6.1) that implies
what we need.
Theorem 6.1 Suppose (A,Q) is a relatively hyperbolic pair, Y is a cusped
space for (A,Q) with visual metric d1 on ∂Y , and ∂Y is linearly connected
with respect to d1. If A is a subgroup of G, (G,P) is relatively hyperbolic
with cusped space X and visual metric dV on ∂X, and the map i : Y → X,
induced by inclusion is a quasi-isometry onto its image Y ′ ⊂ X, then the
limit set Z(Y ′) of Y ′ is linearly connected with respect to dV .
Proof: First of all, there is a homeomorphism iˆ : ∂Y → ∂Y ′ induced by the
quasi-isometry i (see Theorem III.H.3.9, [BH99]) Let ∗ ∈ Y be the identity
vertex. There is a constant K such that if y1, y2 ∈ ∂Y then there is a
connected set C(y1, y2) in ∂Y of diameter ≤ Kd1(y1, y2) and containing y1
and y2. Let x1, x2 ∈ Z(Y ′), and y1, y2 ∈ ∂Y such that iˆ(y1) = x1 and
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iˆ(y2) = x2. Recall (Definition 3.7), there are positive constants k1, k2, k
′
1, k
′
2
such that for y1, y2 ∈ ∂Y and x1, x2 ∈ X:
k1e
−(y1,y2)∗ ≤ d1(y1, y2) ≤ k2e−(y1.y2)∗ ; k′1e−(x1,x2)∗ ≤ dV (x1, x2) ≤ k′2e−(x1.x2)∗
Then for any y3 ∈ C(y1, y2),
k1e
−(y1.y3)∗ ≤ d1(y1, y3) ≤ Kd1(y1, y2) ≤ k2Ke−(y1.y2)∗ = eln(k2K)−(y1.y2)∗
Hence
(A1) m =: (y1.y2)∗ ≤ (y1.y3)∗ + ln(k2K
k1
)
Similarly,
(A2) m =: (y1.y2)∗ ≤ (y2.y3)∗ + ln(k2K
k1
)
Lemma 6.2 There is a constant K1 such that for any y3 ∈ C(y1, y2):
|(y1.y2)∗ −min{(y1.y3)∗, (y2.y3)∗}| ≤ K1
Proof: First observe:
k1e
−(y1.y2)∗ ≤ d1(y1, y2) ≤ d(y1, y3) + d1(y2, y3) ≤ k2(e−(y1,y3)∗ + e−(y2.y2)∗)
Then:
e−(y1.y2)∗ ≤ k2
k1
(e−(y1,y3)∗ + e−(y2.y2)∗) ≤ k2
k1
max{2e−(y1,y3)∗ , 2e−(y2.y2)∗}
= max{eln(
2k2
k1
)−(y1.y3)∗ , eln(
2k2
k1
)−(y2.y3)∗}
(y1.y2)∗ ≥ min{(y1.y3)∗, (y2, y3)∗} − ln(2k1
k1
)
Combining this last inequality with (A1) and (A2):
min{(y1.y3)∗, (y2, y3)∗}−ln(2k2
k1
) ≤ (y1.y2)∗ ≤ min{(y1.y3)∗, (y2, y3)∗}+ln(k2K
k1
)
Let m′ = (y1.y3)∗ and m′′ = (y2.y3)∗. This last inequality becomes:
(A3) min{m′,m′′} − ln(2k2
k1
) ≤ m ≤ min{m′,m′′}+ ln(k2K
k1
)
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Simply let K1 = max{ln(k2Kk1 ), ln(2k2k1 )} to complete the proof of the lemma.2
Let q1 be the quasi-isometry constant for i, and r1, r2 and r3 be geodesics
at the identity vertex ∗ ∈ Y converging to y1, y2 and y3 respectively. Let
s1, s2 and s3 be geodesics at the identity vertex ∗ ∈ X (we use ∗ for our
base point in both X and Y ) converging to x1, x2 and x3 respectively. Now
there is a constant q2 such that if r is a q1 quasi-geodesic ray at ∗ ∈ X and
s is a geodesic at ∗ converging to the same boundary point as does r, then r
and s q2-track one another (Proposition 3.3 [ABC
+91]). In particular, i(rj)
is q2-tracked by sj, for j ∈ {1, 2, 3}.
Lemma 6.3 There is a constant K2 such that if r1 and r2 are geodesic
rays at ∗ ∈ Y converging to y1 and y2 respectively, s1 and s2 are geodesic
rays at ∗ ∈ X which q2 track ir1 and ir2 respectively, m = (y1.y2)∗, and
d(s1(m1), i(r1(m))) ≤ q2 for some m1 ≥ 0, then ((x1.x2)∗ is “close” to m1):
|(x1.x2)∗ −m1| ≤ K2
By symmetry, if m2 is such that d(s2(m2), i(r2(m))) ≤ q2 then
|(x1.x2)∗ −m2| ≤ K2
Proof: Note that d(i(a), i(b)) ≤ d(a, b) for all a, b ∈ Y (since i maps edges
to edges). By Remark 3.6, d(r1(m), r2(m)) ≤ δ and so d(ir1(m), ir2(m)) ≤ δ.
By the triangle inequality (see Figure 5):
(B) d(s1(m1), s2(m2)) ≤ 2q2 + d(i(r1(m)), i(r2(m))) ≤ 2q2 + δ
Again by the triangle inequality (withm1 = d(∗, s1(m1)) andm2 = d(∗, s2(m2))):
m1 − d(s1(m1), s2(m2)) ≤ m2 ≤ m1 + d(s1(m1), s2(m2))
This last inequality and equation (B) imply:
(C) |m2 −m1| ≤ d(s1(m1), s2(m2)) ≤ 2q2 + δ
d(s1(m1), s2(m1)) ≤ d(s1(m1), s2(m2)) + |m2 −m1| ≤ 2d(s1(m1), s2(m2))
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• •≤ q2s1(m1)
ir1(m) •• ≤ q2s2(m2)
ir2(m)
∗
s2ir2s1 ir1
≤ δ
•s2(m1)
Figure 5
Combining this last inequality with (B):
(D1) d(s1(m1), s2(m1)) ≤ 4q2 + 2δ
Symmetrically:
(D2) d(s1(m2), s2(m2)) ≤ 4q2 + 2δ
Claim 6.4 If d(s1(t), s2(t)) ≤ k, then (x1.x2)∗ ≥ t − k2 − 2δ. In particular,
for t = m1 (and k = (4q2 + 2δ), (D1) implies (x1.x2)∗ ≥ m1 − 2q2 − 3δ.
Proof: Considering the geodesic triangle with sides s1|[0,t], s2|[0,t] and a
geodesic connecting s1(t) and s2(t). The insize points on s1 and s2 are
s1(t− k′2 ) and s2(t− k
′
2
) where k′ ≤ k. Then
d(s1(t− k
′
2
), s2(t− k
′
2
)) ≤ δ
Let l′ be a geodesic line forming an ideal triangle with s1 and s2. Let v′ be the
insize point on l′ and m¯ = (x1.x2)∗. Note that d(s1(m¯+ n), s2(m¯+ n)) ≥ 2δ
if n ≥ 2δ. If t − k′
2
≥ m¯ + 2δ then d(s1(t − k′2 ), s2(t − k
′
2
)) ≥ 2δ. But
d(s1(t− k′2 ), s2(t− k
′
2
)) ≤ δ. Instead, t− k
2
≤ t− k′
2
≤ m¯+ 2δ. 2
Claim 6.5 (x1.x2)∗ ≤ m1 + 5q2 + 4δ.
Proof: Let m¯ = (x1.x2)∗ (so that d(r1(m¯), r2(m¯)) ≤ δ) and L = m¯ − m1.
Our goal is to show: L ≤ 5q2 + 4δ. Let l be a geodesic line forming an ideal
triangle with r1 and r2. Then i(l) is a q1 quasi-geodesic. Let v be the insize
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point of l in this triangle so that the points v, r1(m) and r2(m) are within δ
of one another and so i(v), i(r1(m)) and i(r2(m)) are within δ of one another
as well. For j ∈ {1, 2} let aj = irj(tj) be a point of i(rj) such that:
d(aj = irj(tj), sj(m¯)) ≤ q2
We show that t1 ≥ m (so that a1 is within δ of a point b1 of il between i(v)
and x1 - see Figure 6). First of all, m¯ > m1 or the Claim is trivial. If t1 < m,
let α1 be a geodesic from ∗ to ir1(m). Since ir1 is a q1 quasi-geodesic, there
is a point p1 on α1 such that:
d(a1 = ir1(t1), p1) ≤ q2
Consider the geodesic triangle formed by α1, β1 (a geodesic of length ≤ q2
from s1(m1) to ir1(m)) and s1([0,m1]). Since |β1| ≤ q2, every point of β1 is
within δ+ q2 of s1([0,m1]). In particular, p1 is within δ+ q2 of s1([0,m1]). So
d(s1(m¯), ir1(t1)) ≤ q2, d(ir1(t1), p1) ≤ q2 and d(p1, s1([0,m1])) ≤ q2 + δ. By
the triangle inequality, d(s1(m¯), s1([0,m1]) ≤ 3q2 + δ, so d(s1(m¯), s1(m1)) ≤
3q2 + δ. Since s1 is geodesic, L = m¯ − m1 ≤ 3q2 + δ and the proof of the
Claim is finished. So we may assume:
t1 ≥ m
Next we show that if a2 = ir2(t2) then t2 ≥ m (so that a2 is within δ of
a point b2 of il between i(v) and x2 -see Figure 6).
First of all we want to see that m¯ ≥ m2. We have m¯ > m1. If m1 ≥ m2
then certainly m¯ ≥ m2, so we may assume that m1 < m2. If m¯ < m2, then
m1 < m¯ < m2 and m2 − m1 ≤ 2q2 + δ (equation (C)). This implies that
L = m¯ − m1 ≤ 2q2 + δ and the Claim is proved. Instead we may assume
m¯ ≥ m2.
Replacing j = 1 with j = 2, the argument showing 0 ≤ m¯−m1 ≤ 3q2 + δ
shows that 0 ≤ m¯−m2 ≤ 3q2 + δ. Since |m2−m1| ≤ 2q2 + δ (equation (C)),
L = |m¯−m1| ≤ 5q2 + 2δ and the proof of the Claim is finished. So we may
assume:
t2 ≥ m
Let bj a point of i(l) within δ of aj. Then (see Figure 6):
d(s1(m1), s1(m¯)) = L ≤
d(s1(m1), ir1(m)) + d(ir1(m), i(v)) + d(i(v), b1) + d(b1, a1) + d(a1, s1(m¯))
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So that:
L ≤ q2 + δ + d(b1, i(v)) + δ + q2
Equivalently:
(E) d(b1, i(v)) ≥ L− 2(q2 + δ)
• •≤ q2s1(m¯)
a1 •• ≤ q2s2(m¯)
a2
∗
s2ir2s1 ir1
•s2(m1)• • ••
•i(v)δir1(m) ir2(m)s1(m1) s2(m2)
il
•b1 •b2≤ δ≤ δ
a1 = ir1(t1) a2 = ir2(t2)
Figure 6
By the triangle inequality and inequality (C):
(F ) d(s2(m1), ir2(m)) ≤ d(ir2(m), s2(m2)) + |m2 −m1| ≤ 3q2 + δ
Next:
d(s2(m1), s2(m¯) = L ≤)
d(s2(m¯), a2) + d(a2, b2) + d(b2, i(v)) + d(i(v), ir2(m)) + d(ir2(m), s2(m1)) =
q2 + δ + d(b2, i(v)) + δ + d(ir2(m), s2(m1))
Reorganizing terms and applying (F ):
(G) d(b2, i(v)) ≥ L− q2 − 2δ − d(s2(m1), i(r2(m))) ≥ L− 4q2 − 3δ
Let τ be a geodesic from b1 to b2. Since il is a q1 quasi-geodesic, there is
t ≥ 0 such that d(τ(t), i(v)) ≤ q2. By (E) and (G):
d(b1, τ(t)) ≥ d(b1, i(v))− q2 ≥ L− 3q2 − 2δ and
d(τ(t), b2) ≥ d(b2, i(v))− q2 ≥ L− 5q2 − 3δ
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Combining:
(H) d(b1, b2) = d(b1, τ(t)) + d(τ(t), b2) ≥ 2L− 8q2 − 5δ
But, since d(s1(m¯), s2(m¯)) ≤ δ,
d(b1, b2) ≤ d(b1, s1(m¯)) + d(s1(m¯), s2(m¯)) + d(s2(m¯), b2) ≤ 2q2 + 3δ
Combining this last inequality with (H):
2L− 8q2 − 5δ ≤ d(b1, b2) ≤ 2q2 + 3δ
L ≤ 5q2 + 4δ
This completes the proof of the claim 2
To complete the proof of the Lemma, simply let
K2 = 5q2 + 4δ
to obtain the first inequality. By symmetry the second inequality is true as
well. 2
Lemma 6.6 There is a constant K3 such that for any x3 ∈ iˆ(C(y1, y2)):
min{|(x1.x2)∗ − (x1.x3)∗|, |(x1, x2)∗ − (x2.x3)∗|} ≤ K3
Proof: Let r3 be a geodesic at ∗ ∈ Y converging to y3 ∈ C(y1, y2) where
iˆ(y3) = x3. Let s3 be a geodesic at ∗ ∈ X that q2 tracks i(r3). Then s3
converges to x3 = iˆ(y3). Let m
′ = (y1.y3)∗ and let m′1 > 0 be such that
d(s1(m
′
1), ir3(m
′)) ≤ q2. Let m′′ = (y2.y3)∗ and let m′′1 > 0 be such that
d(s2(m
′′
1), ir3(m
′′) ≤ q2. See Figure 7.
By Lemma 6.2:
|(y1.y2)∗ −min{(y1.y3)∗, (y2.y3)∗}| ≤ K1
Say |(y1.y2)∗ − (y1.y3)∗| ≤ K1. Since s1 is geodesic, the triangle inequality
implies:
|(x1.x2)∗−(x1.x3)∗| = d(s1((x1.x2)∗), s1((x1.x3)∗)) ≤ d(s1((x1.x2)∗), s1(m1))+
d(s1(m1), ir1(m))+d(ir1(m), ir1(m
′))+d(ir1(m′), s1(m′1))+d(s1(m
′
1), s1((x1.x3)∗))
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• •≤ q2s1(m′1)
ir1(m′) = ir(y1.y3)∗
≤ K1 ≤ K1
•s1(x1.x3)∗
≤ K2 ≤ K2
• s2(x2.x3)∗
•• ≤ q2s2(m′′1)
ir2(m′′)
∗
s2ir2s1 ir1
• • ••
ir1(m) = ir1(y1.y2)∗ir2(m)s1(m1) s2(m2)•s1(x1.x2)∗≤ K2 ≤ K2•s2(x1.x2)∗
≤ q2 ≤ q2
Figure 7
Simplifying via Figure 7:
|(x1.x2)∗ − (x1.x3)∗| ≤ |(x1.x2)∗ −m1|+ q2 +K1 + q2 + |(x1.x3)∗ −m′1|
By Lemma 6.3: |(x1.x2)∗−m1| ≤ K2, |(x1.x2)∗−m2| ≤ K2, |(x1.x3)∗−m′1| ≤
K2 and |(x2.x3)∗ −m′′1| ≤ K2 so:
|(x1.x2)∗ − (x1.x3)∗| ≤ 2K2 + 2q2 +K1
Similarly if |(y1.y2)∗ − (y2.y3)∗| ≤ K1, then
|(x1.x2)∗ − (x2.x3)∗| ≤ 2K2 + 2q2 +K1
Select K3 = 2K2 + 2q2 +K1 to finish the lemma. 2
Now we finish the proof of the Theorem. Suppose x1, x2 ∈ Z(Y ′). Let
y1, y2 ∈ ∂Y be such that iˆ(y1) = x1 and iˆ(y2) = x2. Consider x3 in the
connected set iˆ(C(y1, y2)) (which contains x1 and x2). Then x3 = iˆ(y3) for
some y3 ∈ C(y1, y2).
By Lemma 6.6, either (x1.x3)∗ − K3 ≤ (x1.x2)∗ ≤ (x1.x3)∗ + K3 or
(x2.x3)∗ −K3 ≤ (x1.x2)∗ ≤ (x2.x3)∗ +K3. Assume the former. Then:
eK3e−(x1.x3)∗ ≥ e−(x1.x2)∗ ≥ e−K3e−(x1.x3)∗
Since dV is a visual metric on ∂X, if x, y ∈ ∂X:
k′1e
−(x.y)∗ ≤ dV (x, y) ≤ k′2e−(x.y)∗
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These last two inequalities imply:
dV (x1, x3) ≤ k′2e−(x1.x3)∗ ≤ k′2eK3e−(x1.x2)∗ ≤
k′2
k′1
eK3dV (x1, x2)
Similarly, if (x2.x3)∗ −K3 ≤ (x1.x2)∗ ≤ (x2.x3)∗ +K3 then
d(x2, x3) ≤ k
′
2
k′1
eK3d(x1, x2)
In any case, the diameter of the connected set iˆ(C(y1, y2)) (containing x1 and
x2) is ≤ d(x1, x2)(k
′
2
k′1
eK3 + 1), and Z(Y ′) is linearly connected. 2
7 Piecewise Visual Linearly Connected Met-
rics
The proof of the main theorem is nearly identical to that of the simplest case
G = A ∗C B, where G, A and B are all hyperbolic relative to C, but the
notation in this basic case is substantially easier to assemble. We prove the
base case and then comment on the minor adjustments required to prove the
theorem in the case when G is hyperbolic relative to B, and A is hyperbolic
relative to C; the case when G is an HNN extension A∗C and both G and A
are hyperbolic relative to C; and the finally general graph of groups situation.
In all of our proofs we use e−(r.s)p instead of a−(r.s)p for a general real number
a > 1 although our proofs work equally well with any fixed base a > 1.
We are in the situation where G = A ∗C B, the groups G, A and B
are hyperbolic relative to C and the space ∂(G,C) is connected. The spaces
∂(A,C) and ∂(B,C) are connected, locally connected do not have cut points.
Assume that X is the cusped space for (G,C) derived from a finite presenta-
tion that has generators SA, SB and SC for A, B and C respectively. Since
∂X is connected, X is 1-ended. The boundary of X is a tree of spaces with
additional ideal points. The tree T is the Bass-Serre tree for A ∗C B (or the
graph of group decomposition of G in general). Let vH be a vertex group of
T (so v ∈ G and H is either A or B). Let Z(vH) be the limit set of vH ⊂ X.
Then ∂X is the union of the Z(vH) along with the ideal points. (In the case
G = A ∗V B is hyperbolic relative to B, each Z(vB) is a single point. When
G = A∗C , X is the union of the Z(vA) along with ideal points.) The distinct
sets Z(vA) and Z(wB) intersect non-trivially if and only if vA ∩ wB 6= ∅ if
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and only if there is u ∈ G such that vA ∩ wB = uC. (If G = A∗C , then
the distinct sets Z(vA) and Z(wA) intersect non-trivially if and only if there
is u ∈ G such that vA = uA and wA = utA where t is the stable letter of
A∗C .) Each uC has limit set equal to a cut point in ∂X which belongs to
and separates the sets Z(vA) and Z(wB). (In the case G = A∗C , A contains
(isomorphic) associated subgroups C1 and C2 and the stable letter t of the
HNN extension conjugates C1 to C2. Then for any u ∈ G, Z(uC1) = Z(utC1)
is a cut point in ∂X separating Z(uA) and Z(utA).) Since Z(vA) and Z(vB)
are homeomorphic to ∂(A,C) and ∂(B,C) respectively, Z(vA) and Z(wB)
contain no cut points. We use d for the metric on X and dV for the visual
metric on ∂X.
The proof in one direction of the next result uses the fact that ∂(A,C)
and ∂(B,C) do not have cut points.
Lemma 7.1 Suppose x 6= y ∈ ∂X, and l is a geodesic line in X from x to
y. Then the coset vC of X separates the ends of the line l if and only if the
limit set of vC (a single point) separates x and y in ∂X.
Proof: Suppose vC separates the ends of the line l (so that there is an
integer k such that l([k,∞)) and l((−∞,−k]) are in different components of
X − vC). Suppose there is a path α in ∂X from x to y avoiding c, the limit
set of vC. Let at be a geodesic ray based at p, so that at ∈ α(t) (so a0 ∈ x
and a1 ∈ y. There must be an integer m such that for t ∈ [0, 1] and all j ≥ m,
at(j) is not in the δ-neighborhood of vC (otherwise c is in the limit set of the
union of the images of the at, which is the image of α). Choose k1 and k
′
1 such
that d(a0(k1), l(−k′1)) ≤ δ, d(a1(k1), l(k′1)) ≤ δ, k′1 ≥ k and k1 > m. Choose
a sequence of points r0 = a0, . . . , rn = a1 so that d(ri(k1), ri+1(k1)) ≤ δ. Let
αi be a path of length ≤ δ from ri(k1) to ri+1(k1). Let β0 be a path of length
≤ δ from l(−k′1) to r(k1) and β1 be a path of length ≤ δ from l(k′1) to s(k1).
The path (β0, α0, . . . , αn−1, β−11 ) from l(−k′1) to l(k′1) avoids vC, contrary to
our assumption. This proves the first half of our lemma.
Next suppose S = {. . . , v−1C, v0C, v1C, . . .} is the set of all cosets (subsets
of X) that separate the ends of l, ordered according the Bass-Serre tree
structure of A∗C B (this set might be finite, infinite or bi-infinite, depending
on whether x and y are ideal points or belong to gA or gB for some g ∈ G).
We consider the case S = {v0C, v1C, . . .} (all other cases can be resolved by
the techniques used in this case). See Figure 8.
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Note that (for Vi alternating between A and B) v0C and an initial segment
of l belong to v0V0, and for i > 0, vi−1C ∪ viC ⊂ viVi. Let Li be the limit
set of viVi (so Li is homeomorphic to either ∂(A,C) or ∂(B,C)), and ci be
the cut point of ∂X corresponding to viC. Then x, c0 ∈ L0, ci−1, ci ∈ Li, and
Li ∩ Li+1 = ci. Recall that no point of Li separates Li, so Li − {ci−1} and
Li−{ci} are connected. Then ci separates the connected sets L0 ∪ · · ·Li−1 ∪
(Li−{ci}) and {y}∪ (Li+1−{ci})∪Li+2∪ · · · . Now L = {y}∪L0∪L1 · · · is
a connected set containing x and y. Suppose c separates x and y in ∂X. We
must show that c = ci for some i. Suppose c 6= ci for all i. Certainly c ∈ L
and so c ∈ Li for some i. If c ∈ L0, then c does not separate L0 (no Li has
a cut point). But then x and y belong to {y} ∪ (L0 − {c}) ∪C1 ∪C2 ∪ · · · a
connected set, contrary to our assumption that c separates x and y. If c ∈ Li
for i > 0, c does not separate Li so x and y belong to the connected set
{y} ∪L0 ∪ · · ·Li−1 ∪ (Li−{c})∪Li+1 ∪ · · · contrary to our assumption that
c separates x and y. (In the general graph of groups case, the only difference
is that the members of the set S are cosets of various edge groups.) 2
Suppose x, y ∈ ∂X. The Bass-Serre tree T for the decomposition A ∗C B
gives a unique (possibly bi-infinite) ordering of the set of cut points Cx,y =
{. . . , c−1, c0, c1, . . .} of ∂X that separates x from y, where the sets {x} ∪
{. . . , ci−2, ci−1} and {ci+1, ci+1, . . .} ∪ {y} belong to distinct components of
∂X −{ci} for all i. Observe that {ci, ci+1} is a subset of the limit set of viHi
for some vi ∈ G and Hi ∈ {A,B}. Also, Hi 6= Hi+1 (so the Hi alternate
between A and B).
Lemma 7.2 Suppose r is a geodesic ray in X. Then r determines a geodesic
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ray rˆ in T such that r crosses gC (begins on one side of gC and eventually
ends up on another side) if and only if rˆ contains the edge gC of T (unless
gC is the first edge of rˆ).
In order to define our metric on ∂X we must consider three cases and
show the corresponding series converge.
Definition 7.3 Let d denote the metric on X. Let dV ≡ d∗ be a visual
(inner product) metric on ∂X, based at ∗ (the identity vertex of X); so there
are constants k1 and k2 such that if x, y ∈ ∂X, then k1e−(x.y)∗ ≤ dV (x, y) ≤
k2e
−(x.y)∗. Another (potential) metric is now defined on ∂X. We need to
consider 3 cases.
(1) If neither x nor y is an ideal point, then Cx,y = {c0, c1, . . . , cn} is
finite. Define dL(x, y) = dV (x, c0)+dV (c0, c1)+ · · ·+dV (cn−1, cn)+dV (cn, y).
In particular, if x and y belong to the limit set of vH for v ∈ G and H ∈
{A,B}, then dL(x, y) = dV (x, y).
(2) If x is ideal and y is not, then Cx,y = {. . . , c−1, c0} and we define
dL(x, y) = (
∑−∞
i=0 dV (ci, ci−1)+dV (c0, y)). Similarly if y is ideal and x is not.
(3) If both x and y are ideal, then Cx,y = {. . . , c−1, c0, c1, . . .} and we
define dL(x, y) =
∑∞
i=−∞ dV (ci, ci−1).
Note that if x, y, z ∈ ∂X, then Cx,z is an initial segment of Cx,y followed
by a terminal segment of Cy,z, so that if all series in the above definition
converge, then dL is indeed a metric (see Lemma 7.7).
Lemma 7.4 Suppose a1 = [r1], and a2 = [r2] are distinct points of ∂X
(based at p ∈ X) and l is a geodesic line from a1 to a2. Let z1 on r1, z2 on
r2 and z3 on l be internal points of 4(r1, r2, l) (see Lemma 3.5). If b is a
vertex of l between z3 and a1 and d(z3, b) = K, then for any point y of r2,
d(y, b) ≥ K − 2δ.
Proof: If y is a point of (z2, a2) and d(y, b) < K − 2δ, let y′ be the corre-
sponding point of (z3, a2) so that d(y, y
′) ≤ δ. Then d(y′, b) < K − δ which
is nonsense. See Figure 9.
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If y is a point of (z2, p) and d(y, b) < K − 2δ, let y′ be the corresponding
point to y on (z1, p) and b
′ be the corresponding point to b on (z1, a1). Then
d(y, y′) ≤ δ, d(b, b′) ≤ δ and d(b′, z1) = K. Then K ≤ d(b′, y′) ≤ d(b′, b) +
d(b, y) + d(y, y′) < K. 2
Recall that T is the Bass-Serre tree for A ∗C B with vertices labeled gA
and gB for g ∈ G and edges labeled gC. For D ∈ {A,B,C} and g ∈ G,
the stabilizer of gD is gDg−1. Say gA (gB) is a vertex of T , then there is
a unique edge of T containing the vertex gA (gB) and separating it from a
vertex of C. (If gA 6= A this edge separates gA from both vertices of C).
Lemma 7.5 Let g be an element of G and q ∈ gC be a closest point of gC
to ∗. Suppose the edge qC of T (with vertices qA and qB) separates qA from
a vertex of the edge C. Then for any distinct points a1, a2 in the limit set
Z(qA) ⊂ ∂X:
d(∗, q) + (a1.a2)q − (26δ + 12) ≤ (a1.a2)∗ ≤ d(∗, q) + (a1a2)q + (26δ + 12)
Equivalently:
e−d(∗,q)e−(a1.a2)qe26δ+12 ≥ e−(a1.a2)∗ ≥ e−d(∗,q)e−(a1.a2)qe−(26δ+12)
Proof: For i ∈ {1, 2} let ri be a geodesic ray at ∗ ∈ X converging to ai and
let si be a geodesic ray at q ∈ X converging to ai. Let pi be the first point
of ri in gC. By Lemma 5.9, d(pi, q) ≤ 6δ + 4 for i ∈ {1, 2}. This implies:
(1) Each point of s1 is within 7δ+ 4 of a point of the subsegment (p1, a1)
of r1, and each point of (p1, a1) is within 7δ + 4 of a point of s1. Similarly
for s2 and (p2, a2).
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If l is a geodesic line in X from a1 to a2, then Lemma 3.5 gives a vertex
w3 ∈ l, such that w1 on r1, w2 on r2 and w3 on l are internal points of the
ideal geodesic triangle 4(s1, s2, l). See Figure 10.
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Figure 10
Then for i, j ∈ {1, 2, 3}, d(wi, wj) ≤ δ, (see Remark 3.6) and:
(a1.a2)q = d(q, w1) = d(q, w2)
By (1), if i ∈ {1, 2}, there is a point ui on ri such that d(ui, wi) ≤ 7δ + 4.
Let {z1, z2, z3} be internal points of the ideal geodesic triangle with sides r1,
r2 and l, with z1 on r1, z2 on r2 and z3 on l such that:
(a1.a2)∗ = d(∗, z1) = d(∗, z2)
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Without loss, assume that z3 is between w3 and a2. Apply Lemma 7.4,
to 4(r1, r2, l) with w3 playing the roll of b. Then d(w3, r2) (the distance
from w3 to the ray r2) is ≥ d(w3, z3) − 2δ. So d(w3, z3) − 2δ ≤ d(w3, r2) ≤
d(w3, w2) + d(w2, u2) ≤ 8δ + 4. Then:
d(w3, z3) ≤ 10δ + 4
Now:
d(z2, u2) ≤ d(z2, z3) + d(z3, w3) + d(w3, w2) + d(w2, u2) ≤ 19δ + 8
Combining we have:
d(∗, q) + d(q, w2) + d(w2, u2) + d(u2, z2) ≥ d(∗, z2) = (a1.a2)∗
d(∗, q) + (a1.a2)q + (7δ + 4) + (19δ + 8) ≥ (a1.a2)∗
(a1.a2)∗ ≤ d(∗, q) + (a1.a2)q + (26δ + 12)
This completes one side of our inequality.
d(∗, q) + (a1.a2)q = d(∗, q) + d(q, w2) ≤
(d(∗, p2) + d(p2, q)) + (d(q, p2) + d(p2, z2) + d(z2, z3) + d(z3, w3) + d(w3, w2))
= [d(∗, p2) + d(p2, z2)] + 2(6δ + 4) + δ + (10δ + 4) + δ = (a1.a2)∗ + 24δ + 8
Finally:
d(∗, q) + (a1.a2)q − (24δ + 8) ≤ (a1.a2)∗
2
If S ⊂ ∂X let DS be the diameter of S with respect to dV . If S ⊂ X, let
DS be the diameter of the limit set of S in ∂X. The constants k1 and k2 are
defined in Definition 7.3. Let XA be the cusped space for A inside of X and
Z(W ) the limit set of W ⊂ X.
Lemma 7.6 Suppose (the edge) qC separates (the vertex) qA from a vertex
of (the edge) C in T the Bass-Serre tree for A ∗C B and q is a closest point
of qC to ∗ (in X). Then for S a subset of Z(XA) (or S ⊂ XA):
DqS ≤ k2
k1
e(26δ+12)−d(∗,q)DS
(Similarly for B.)
30
Proof: Let a1, a2 ∈ qS ⊂ ∂X. By Lemma 7.5:
dV (a1, a2) ≤ k2e−(a1.a2)∗ ≤ k2e−d(∗,q)−(a1.a2)q+(26δ+12)
The set S contains q−1a1 and q−1a2.
e−(a1.a2)q = e(q
−1a1.q−1a2)∗ ≤ 1
k1
dV (q
−1a1, q−1a2) ≤ 1
k1
DS
Combining inequalities,
dV (a1, a2) ≤ k2
k1
e(26δ+12)−d(∗,q)DS
Similarly if S is a subset of XA, Z(XB) or XB. 2
Theorem 7.7 Each series involved in the definition of dL on ∂X is conver-
gent and so dL is a metric.
Proof: It suffices to consider case 2. Say Cx,y = {c0, c1, . . .}. Choose qi ∈ G
such that the limit set of qiC is ci and qi is a closest point of qiC to ∗. Since
r eventually δ-fellow travels with an end of l, there is n ≥ 0 such that for
i ≥ n, qiC separates ∗ and qnC, . . . , qi−1C from qi+1C, qi+2C, . . . and:
(†) d(qi, ∗) < d(qi+1, ∗)
It is enough to show
∑∞
i=n dV (ci, ci+1) converges. For i ≥ n, let qiEi for
some Ei ∈ {A,B} be the coset containing qiC and qi+1(C). Let D be the
maximum of {DA, DB}. By Lemma 7.6:
dV (ci, ci+1) ≤ k2
k1
e(26δ+12)−d(∗,qi)D
∞∑
i=n
dV (ci, ci+1) ≤ k2
k1
e(26δ+12)D
∞∑
i=n
e−d(∗,qi)
By (†) this last series is convergent. 2
Before leaving this section, we need one more result that will imply dL
is a linearly connected metric on ∂X, (once we establish that dL generates
the same topology on ∂X as does dV ). By Theorem 6.1 the limit set of a
cusped space for gA or gB (in X) is linearly connected with respect to dV
or dL for any g ∈ G. Let qA be the linear connectivity constant for the limit
set Z(XA) of the cusped space XA for A (in X). Recall, if S ⊂ X, then DS
is the diameter of the limit set of S in ∂X with respect to dV .
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Lemma 7.8 Define K7.8 =
k2
k1
e26δ+12. Let x1, x2 ∈ Z(XA) (the limit set for
the cusped space XA ⊂ X for A) and let C(x1, x2) be a connected subset of
Z(XA) containing x1 and x2 such that DC(x1,x2) ≤ qAdL(x1, x2). If g is a
closest point of gA to ∗, then DgC(x1,x2) ≤ (K7.8)2qAd(gx1, gx2). Similarly for
B and XB.
Proof: The metrics dL and dV agree on all subspaces in the proof of this
lemma. By Lemma 7.6:
DgC(x1,x2) ≤ Ke−d(∗,g)DC(x1,x2) ≤ Ke−d(∗,g)qAdL(x1, x2)
Since dL and dV agree on the limit set Z(XA), dL(x1, x2) ≤ k2e−(x1.x2)∗ and:
DgC(x1,x2) ≤ Ke−d(∗,g)qAk2e−(x1.x2)∗ = Ke−d(∗,g)qAk2e−(gx1.gx2)g
By Lemma 7.5 e−(gx1.gx2)g ≤ e26δ+12ed(∗,g)e−(gx1.gx2)∗ , and since dV is visual,
e−(gx1.gx2)∗ ≤ 1
k1
dL(x1, x2). Combining, k2e
−(gx1.gx2)g ≤ Ked(∗,g)dL(x1, x2), so:
DgC(x1,x2) ≤ K2qAdL(x1, x2)
2
8 Equivalence of the Two Metrics
Theorem 8.1 The metrics dV and dL define the same topology on ∂X.
Proof: Since ∂X is compact with the metric dV , it suffices to show the
identity map from the dV metric to the dL metric is continuous. First a
brief outline of the proof. We will show there is a constant N such that
dL(x1, x2) ≤ N(dV (x1, x2)) 14 for x1, x2 ∈ ∂X. This implies that for a given
 > 0 and δ = ( 
N
)4, if dV (x1, x2) < δ then dL(x1, x2) < . For certain cut
points c−1, c0 and c1 of ∂X (each of which separate x1 from x2) and in several
different situations, we produce functions of dV (x1, x2) that bound d(x2, c1)
(Lemma 8.5), dL(c1, c0) (Lemmas 8.3 and Lemma 8.6), dL(c0, c−1) (Lemma
8.8), and dL(c−1, x1) (Lemma 8.5). Combining these results with the triangle
inequality produces the desired inequality.
Suppose x1, x2 ∈ ∂X and Cx1,x2 = {. . . , c−1, c0, c1 . . . } is the ordered
set of cut points separating x1 from x2 in X. For i ∈ {1, 2}, let ri be a
geodesic ray from ∗ ∈ X to xi and l be a geodesic line in X with ends
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converging to x1 and x2. Consider rˆi and lˆ in T as in Lemma 7.2. Then
rˆ1 = (e1, e2, . . . en, f−1, f−2, . . .), rˆ2 = (e1, . . . , en, f1, f2, . . .) and lˆ has the
form (. . . , f−1, f0, f1, . . .). For i ∈ {1, 2, . . . , n} let pi be a closest vertex of
piC = ei to ∗ where the limit set of piC is {di}. For i ∈ {. . . ,−1, 0, 1, . . .}
let qi be a closest vertex of qiC = fi to ∗ where the limit set of qiC is {ci}.
In X:
(1) For i ∈ {1, 2, . . . , n}, the coset piC separates
{C, p1C, . . . pi−1C} from {pi+1C, . . . , pnC} ∪ {. . . , q−1C, q0C, q1C . . .}.
(2) If i < 0, the coset qiC separates
{. . . , qi−2C, qi−1C} from {qi+1C, qi+2C, . . .} ∪ {C, p1C, . . . , pnC}.
(3) If i ≥ 0, the coset qiC separates
{qi+1C, qi+2C . . .} from {qi−1C, qi−2C, . . .} ∪ {C, p1C, . . . , pnC}.
Note that even when n = 0, so that ∗, q0C and q−1C belong to the same
vertex group, the following hold true.
(4) The coset f0 = q0C either contains ∗ or separates ∗ from {q1C, q2C, . . .}.
In particular r2 contains a point of qiC for all i ≥ 0
(5) The coset f−1 = q−1C either contains ∗ or separates ∗ from {q−2C, q−3C, . . .}.
In particular r1 contains a point of qiC for all i < 0.
Lemma 5.9 implies:
Lemma 8.2 For each i ≥ 0 the geodesic r2 contains a point of qiC and if si
is the first point in [0,∞) such that r(si) ∈ qiC, then d(r2(si), qi) ≤ 6δ + 4.
If i < 0 the geodesic r1 contains a point of qiC and if si is the first point in
[0,∞) such that r1(si) ∈ qiC, then d(r1(si), qi) ≤ 6δ + 4.
Let z1, z2, z3 be internal points of the ideal geodesic triangle with sides
r1, r2, l, where z1 is on r1, z2 on r2 and z3 on l. Then:
(x1.x2)∗ = d(∗, z1) = d(∗, z2)
Let m = (x1.x2)∗
2
so that r2(m) is half way between ∗ and z2 on r2. We
consider two cases. When s0 ≥ m and s0 < m. The following constant
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appears many times in what follows, where D is the larger of DA and DB
(the respective diameters of A and B, with respect to dV ).
Q = k2k
− 3
2
1 e
32δ+16D
Lemma 8.3 Suppose s0 ≥ m, then:
(1) dV (c0, c1) ≤ Q
√
dV (x1, x2) and
(2) dL(c0, x2) ≤ 2Q
√
dV (x1, x2)
Proof: In this case,
d(∗, q0) + (6δ − 4) ≥ s0 ≥ m
Without loss, assume that q0C and q1C bound q0A - as opposed to q0B. By
Lemma 7.6:
Dq0A ≤
k2
k1
e(26δ+12)−d(∗,q0)DA ≤ k2
k1
e26δ+12−m+6δ+4DA =
k2
k1
e32δ+16DAe
− (x1.x2)∗
2
Combining the last inequality with e−(x1.x2)∗ ≤ 1
k1
dV (x1, x2) gives:
dV (c0, c1) ≤ Dq0A ≤
k2
k1
e32δ+16DA
√
dV (x1, x2)
k1
= Q
√
dV (x1, x2)
So Equation (1) is established.
Observing that d(∗, q1) ≥ d(∗, q0) + 1 and applying Lemma 7.6 implies:
dV (c1, c2) ≤ Dq1B ≤
k2
k1
e(26δ+12)−d(∗,q1)DB ≤ k2
k1
e−1e32δ+16DBe−
(x1.x2)∗
2
In general, we have for i ≥ 0, d(∗, qi) ≥ d(∗, q0) + i and so:
dV (ci, ci+1) ≤ k2
k1
e−ie32δ+16De−
(x1.x2)∗
2 ≤ k2
k1
e−ie32δ+16D
√
dV (x1, x2)
k1
and
dV (ci, ci+1) ≤ e−iQ
√
dV (x1, x2)
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Since
∑∞
i=0 e
−i ≤∑∞i=0 2−i = 2:
dL(c0, x2) =
∞∑
i=1
dV (ci−1, ci) ≤ Q
√
dV (x1, x2)
∞∑
i=0
e−i
dL(c0, x2) ≤ 2Q
√
dV (x1, x2)
2
Now we consider Case 2.
Recall that r1(2m) = z1, r2(2m) = z2 and {z1, z2, z3} are ideal points of
the ideal geodesic triangle 4(r1, r2, l). For i ≥ 0, let si be the first point of
[0,∞) such that r2(si) ∈ qiC. If i < 0, let si be the first point of [0,∞) such
that r1(si) ∈ qiC.
Lemma 8.4 Suppose s0 < m and m ≥ 14δ, then:
(i) Let Hi be the horoball for qiC. If i ∈ {−1, 0, 1} and si < 2m, then:
max{d(z2,Hi), d(z1,Hi) ≤ 4δ.
(ii) For i ∈ {−1, 1}:
si > 2m− 14δ = m+ (m− 14δ) ≥ m.
Proof: First we prove (i). Lemma 5.9 implies:
max{d(q1, r2(s1)), d(q0, r2(s0)), d(q−1, r1(s−1))} ≤ 6δ + 4
For i ∈ {−1, 0, 1}, let wi be a point of qiC on the line l (Lemma 7.1). Consider
the ideal triangle 4(r1, r2, l) (see Figure 11).
By Remark 3.6, we assume the ideal triangle 4(r1, r2, l) is δ (not 5δ)
thin.
If wi is between z3 and x2, then the point w
′
i of r2 corresponding to wi
is within δ of qiC. Lemma 5.10 (applied to w
′
0, z2 and r2(s0) when i = 0,
to w′1, z2 and r2(s1) when i = 1, and to w
′
−1, z2 and r2(s−1) when i = −1)
implies z2 is within 3δ of Hi and so z1 is within 4δ of Hi. If wi is between z3
and x1, let w
′
i be the corresponding point of r1 (within δ of wi). Lemma 5.10
(applied to the r1 points w
′
0, z1 and r1(s0) when i = 0, to w
′
1, z1 and r1(s1)
when i = 1 and to w′−1, z1 and r1(s−1) when i = −1) implies z1 is within 3δ
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of Hi and so z2 is within 4δ of Hi. In any case, z1 and z2 are within 4δ of Hi
for i ∈ {−1, 0, 1} (so part (i) is proved).
r1 r2l
x1 x2
∗•
•z3δ
•
• w ′i•w ′i •
wi •wi
•r1(s−1)•q−1 ≤ 6δ + 4
•r1(s1) • r2(s1) ∈ q1C
•
•q1≤ 6δ + 4
6δ + 4 q0
r2(m)
• z2 = r2(2m)•r1(2m) = z1
•r1(s0) • r2(s0) ∈ q0C
Figure 11
Lemma 5.11 applied to H0 and r2|[s0,2m], H1 and r2|[s1,2m], and H−1 and
r1|[s−1,2m] respectively (with N = 4δ), implies:
(1) r2([s0 + 7δ, 2m− 7δ]) ⊂ Hδ0
(2) r2([s1 + 7δ, 2m− 7δ]) ⊂ Hδ1
(3) r1([s−1 + 7δ, 2m− 7δ]) ⊂ Hδ−1
Since Hδ0 ∩Hδ1 = ∅ we have:
[s0 + 7δ, 2m− 7δ] ∩ [s1 + 7δ, 2m− 7δ] = ∅
By hypothesis, m ≥ 14δ. As s0 < m, m+(m−s0) > 14δ. Then 2m > 14δ+s0
and (2m − 7δ) − (s0 + 7δ) > 0 implying [s0 + 7δ, 2m − 7δ] 6= ∅. Since
[s0 + 7δ, 2m− 7δ] and [s1 + 7δ, 2m− 7δ] have the same right end point and
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empty intersection, it must be that [s1 + 7δ, 2m − 7δ] = ∅, equivalently
(2m− 7δ)− (s1 + 7δ) < 0. Then s1 > 2m− 14δ. We have verified part (ii)
when i = 1:
(4) m ≥ 14δ implies s1 > 2m− 14 = m+ (m− 14δ) ≥ m
Since d(Hδ0,H
δ
−1) > δ and d(r1(t), r2(t)) ≤ δ for all t ∈ [0, 2m] equations
(1) and (3) imply:
[s0 + 7δ, 2m− 7δ] ∩ [s−1 + 7δ, 2m− 7δ] = ∅
Again, since m ≥ 14δ, [s0 + 7δ, 2m− 7δ] 6= ∅ and so [s−1 + 7δ, 2m− 7δ] = ∅.
Equivalently, s−1 > 2m− 14δ.
(4′) m ≥ 14δ implies s−1 > 2m− 14δ ≥ m
Equations (4) and (4′) verify part (ii) of the Lemma. 2
Lemma 8.5 Suppose s0 < m and m > 14δ, then:
max{dL(c−1, x1), dL(c1, x2)} ≤ 2Q
√
dV (x1, x2)
Proof: The lemma follows immediately from Lemma 8.4, and applying
Lemma 8.3 twice - first with s0 replaced by s1 and c0 replaced by c1; and
second with s0 replaced by s−1, c0 replaced by c−1 and x2 replaced by x1. 2
Lemma 8.6 Suppose s0 < m and m ≥ 54δ+ 24 + J5.11(40δ+ 20) then there
is a constant M1 such that:
dV (c0, c1) ≤M1(dV (x1, x2)) 14
Proof: Our goal is to show that a geodesic from q0 to c0 and a geodesic from
q0 to c1 will δ-fellow travel for a “long” distance (depending on m). This is
equivalent to (c0.c1)q0 being “large”. A geodesic from q0 to c0 is the vertical
geodesic at q0. Let q
′
1 be a closest point of q1C to q0. A geodesic from q0 to
q′1 followed by a vertical geodesic is a geodesic from q0 to c1.
Claim 8.7 If m > 14δ and s0 < m, then the following inequalities hold:
(i) d(q′1, r2(s1)) ≤ 34δ + 20
(ii) s1 − s0 > m− 14δ
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Proof: By Lemma 8.4(ii), s1 > m, so [s0, s1] is non-empty. By Lemma 5.9, a
geodesic from q0 to q1 contains a point q
′′
1 ∈ q1C such that d(q′1, q′′1) ≤ 6δ+ 4.
See Figure 12. Since d(q1, r2(s1)) ≤ 6δ+ 4 and d(q0, r2(s0)) ≤ 6δ+ 4, Lemma
3.4 implies there is n ∈ [s0, s1] such that:
d(r2(n), q
′′
1) ≤ 8δ + 4
By the triangle inequality:
n− 14δ − 8 ≤ d(q′1, ∗) ≤ n+ 14δ + 8
s1 − 6δ − 4 ≤ d(q1, ∗) ≤ s1 + 6δ + 4
r1 r2l
x1 x2
∗•
•z3δ
• •
r2(s1) ∈ q1C
•
•q1≤ 6δ + 4
6δ + 4 q0
•q ′1 ∈ q1C
≤ 6δ + 4r2(m)r2(n)• •q ′′1 ∈ q1C≤ 8δ + 4
• z2 = r2(2m)•r1(2m) = z1
•r1(s0) • r2(s0) ∈ q0C
Figure 12
Recall, q′1 ∈ q1C where q1 is a closest point of q1C to ∗. Combining the
last two inequalities:
0 ≤ d(q′1, ∗)− d(q1, ∗) ≤ n+ 14δ + 8− (s1 − 6δ − 4) = (20δ + 12)− (s1 − n)
0 ≤ s1 − n ≤ 20δ + 12
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d(q′1, r2(s1)) ≤ d(q′1, q′′1) + d(q′′1 , r2(n)) + d(r2(n), r2(s1))
This implies:
(i) d(q′1, r2(s1)) ≤ (6δ + 4) + (8δ + 4) + (20δ + 12) = 34δ + 20
Lemma 8.4(ii) implies s1 > 2m− 14δ. Since m > s0:
(ii) s1 − s0 > s1 −m > m− 14δ
This completes the proof of the Claim. 2
At this point we consider two cases. The first case is when s1 ≥ 2m the
second (more complicated case) is when s1 < 2m.
Case 1. Assume that s1 ≥ 2m.
Let α be a geodesic from q0 to q
′
1. We want to show there is a “large”
integer k such α(k) is “close” to H0 (the horoball over q0C) and then use
Lemma 5.11 to show an initial segment of α can be replaced by a geodesic
with a “long” vertical initial segment in H0. This allows us to show that
(c0.c1)q0 is “large” when m is “large”.
By Claim 8.7(i), d(q′1, r2(s1)) ≤ 34δ + 20 and by Lemma 3.4 there is an
integer k such that d(α(k), z2) ≤ 36δ + 20 (see Figure 13).
∗• • • • •
• • •
•
r2(s0) r2(m) r2(2m) = z2 r2(s1) ∈ q1(C) r2
≤ 6δ + 4 ≤ 36δ + 20 ≤ 34δ + 20
q0 α α(k) q ′1 ∈ q1Cc0
c1
≤ 4δ
∈ H0
m
Figure 13
Since s0 < m, Lemma 8.4(i) implies d(z2,H0) ≤ 4δ. By the triangle
inequality, we have α(k) “close” to H0 :
d(α(k),H0) ≤ d(α(k), z2) + d(z2,H0) ≤ 40δ + 20
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Since s0 < m and z2 = r2(2m), we have d(r2(s0), z2) > m, and we see
that k is “large” when m is “large”:
m < d(r2(s0), z2) ≤ d(r2(s0), q0) + d(q0, α(k)) + d(α(k), z2)
k = d(q0, α(k)) > m− (6δ+ 4)− (36δ+ 20) = m− 42δ− 24 ≥ J5.11(40δ+ 20)
Since α(0) ∈ q0C ⊂ H0 and d(α(k),H0) ≤ 40δ+ 20, Lemma 5.11 implies
that there is a geodesic α′, from q0 to α(k) (and hence from q0 to q′1) with
initial vertical segment of length
M =
1
2
(k − 43δ − 20) > 1
2
(m− 85δ − 44)
In particular, the vertical geodesic in H0 at q0 (converging to c0) and the
geodesic α′ followed by the vertical geodesic at q′1 in H1 have an initial
overlap of length M . Then (c0.c1)q0 ≥M . Let
L1 =
1
2
(85δ + 44)
Case 2. Assume that s1 < 2m.
s1 − s0 = d(r2(s0), r2(s1)) ≤ d(r2(s0), q0) + d(q0, q′1) + d(q′1, r2(s1))
s1 − s0 ≤ 6δ + 4 + d(q0, q′1) + 34δ + 20 = d(q0, q′1) + 40δ + 24
By part Claim 8.7(ii), s1 − s0 > m− 14δ, so:
d(q0, q
′
1) ≥ s1 − s0 − 40δ − 24 > m− 54δ − 24 ≥ J5.11(40δ + 20)
Since r2(s0) ∈ q0C and d(z2,H0) ≤ 4δ (see Lemma 8.4(i)), Lemma 5.10
implies r2(s1) is within 6δ of q0(C). By Claim 8.7(i), d(q
′
1, r2(s1)) ≤ 34δ+ 20
and so q′1 is within 40δ + 20 of q0C.
Since d(q0, q
′
1) ≥ J5.11(40δ + 20) Lemma 5.11 implies there is a geodesic
from q0 to q
′
1 with an initial vertical segment of length:
M ′ =
1
2
(d(q0, q
′
1)−(43δ+20)) >
1
2
(m−54δ−24−(43δ+20)) = 1
2
(m−97δ−44)
In particular, (c0.c1)q0 is at least as large as this last number. Let
L2 =
1
2
(97δ + 44)
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so that L2 > L1. In either case:
(c0.c1)q0 ≥
m
2
− L2 = (x1.x2)∗
4
− L2
e−(c0.c1)q0 ≤ e−(x1.x2)∗4 eL2 ≤ eL2k−
1
4
1 (dV (x1, x2))
1
4
By Lemma 7.5:
dV (c0, c1) ≤ k2e−(c0.c1)∗ ≤ k2e−d(∗,q0)e−(c0.c1)q0e26δ+12 ≤ k2e−(c0.c1)q0e26δ+12
Combining these last two inequalities and letting M1 = k2k
− 1
4
1 e
Ls+26δ+12:
(5) dV (c0, c1) ≤ (dV (x1, x2)) 14k2k−
1
4
1 e
L2+26δ+12 = M1(dV (x1, x2))
1
4
This completes the proof of Lemma 8.6. 2
Lemma 8.8 Suppose s0 < m and m > 57δ+ 24 +J5.11(40δ+ 20), then there
is a constant M−1 such that:
dV (c−1, c0) ≤M−1(dV (x1, x2)) 14
Proof: The argument is completely similar to the one bounding dL(c0, c1) in
Lemma 8.6. The fact that d(r1(s0), q0) ≤ 7δ+4 (as opposed to d(r2(s0), q0) ≤
6δ + 4) increases our bounds in an elementary way.
Again, our goal is to show that the geodesic from q0 to c0 and the geodesic
from q0 to c−1 will δ-fellow travel for a distance depending on m. This is
equivalent to (c0.c−1)q being “large” when m is large. A geodesic from q0 to
c0 is the vertical geodesic at q0. Let q
′
−1 be a closest point of q−1C to q0. A
geodesic from q0 to q
′
−1 followed by a vertical geodesic is a geodesic from q0
to c−1.
Claim 8.9 If m > 14δ, then the following inequalities hold:
(i) d(q′−1, r1(s−1)) ≤ 36δ + 20
(ii) s−1 − s0 > m− 14δ
Proof: By Lemma 5.9, a geodesic from q0 to q−1 contains a point q′′−1 ∈ q1C
such that d(q′−1, q
′′
−1) ≤ 6δ + 4. See Figure 14.
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Since d(q−1, r1(s−1)) ≤ 6δ+4 and d(q0, r1(s0)) ≤ 7δ+4 Lemma 3.4 implies
there is n′ ∈ [s0, s1] such that:
d(r1(n
′), q′′−1) ≤ 9δ + 4
r2 r1l
x2 x1
∗•
•z3δ
• •
r1(s−1) ∈ q−1C
•
•q−1≤ 6δ + 4
≤ 7δ + 4 q0
•q ′−1 ∈ q−1C
≤ 6δ + 4r1(m)r1(n′)• •q ′′−1 ∈ q−1C≤ 9δ + 4
• z1 = r1(2m)•r2(2m) = z2
•r2(s0) • r1(s0)
Figure 14
By the triangle inequality:
n′ − 15δ − 8 ≤ d(q′−1, ∗) ≤ n′ + 15δ + 8
s−1 − 6δ − 4 ≤ d(q−1, ∗) ≤ s−1 + 6δ + 4
Combining:
0 ≤ d(q′−1, ∗)−d(q−1, ∗) ≤ n′+15δ+8−(s−1−6δ−4) = (21δ+12)−(s−1−n′)
0 ≤ s−1 − n′ ≤ 21δ + 12
d(q′−1, r1(s1)) ≤ d(q′−1, q′′−1) + d(q′′−1, r1(n′)) + d(r1(n′), r1(s−1))
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This implies:
(i) d(q′−1, r1(s−1)) ≤ (6δ + 4) + (9δ + 4) + (21δ + 12) = 36δ + 20
Since s0 < m and (by Lemma 8.4(ii)) s−1 > 2m− 14δ
(ii) s−1 − s0 > s−1 −m > m− 14δ
This completes the proof of the Claim. 2
Again we consider two cases. The first case is when s−1 ≥ 2m the second
is when s1 < 2m.
Case A. Assume that s−1 ≥ 2m.
Let α be a geodesic from q0 to q
′
−1. By Lemma 8.9(i), d(q
′
−1, r1(s−1)) ≤
36δ + 20 and by Lemma 3.4 there is an integer k such that
d(α(k), z1) ≤ 38δ + 20
Since s0 < m, Lemma 8.4(i) implies, d(z1,H0) ≤ 4δ. By the triangle in-
equality:
d(α(k),H0) ≤ d(α(k), z1) + d(z1,H0) ≤ 42δ + 20
Since s0 < m and z1 = r1(2m), we have d(r1(s0), z1) > m and:
m < d(r1(s0), z1) ≤ d(r1(s0), q0) + d(q0, α(k)) + d(α(k), z1)
k = d(q0, α(k)) > m− (7δ+ 4)− (38δ+ 20) = m− 45δ− 24 ≥ J5.11(42δ+ 20)
Since α(0) ∈ q0C ⊂ H0 and d(α(k),H0) ≤ 42δ+ 20, Lemma 5.11 implies
that (since k ≥ J5.11(42δ + 20)) there is a geodesic α′, from q0 to α(k) (and
hence from q0 to q
′
−1) with initial vertical segment in H0 of length
M ′ =
1
2
(k− (45δ+ 20)) ≥ 1
2
(m− (45δ+ 24)− (45δ+ 20)) = 1
2
(m− 90δ− 44)
In particular the vertical geodesic at q0 in H0 (converging to c0) and the
geodesic α′ followed by the vertical geodesic at q−1 in H−1 have initial overlap
of length M ′. Thus (c0.c−1)q0 ≥M ′. Let
L−1 =
1
2
(90δ + 44)
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Case B. Assume that s−1 < 2m.
s−1 − s0 = d(r1(s0), r1(s−1)) ≤ d(r1(s0), q0) + d(q0, q′−1) + d(q′−1, r1(s−1))
s−1 − s0 ≤ 7δ + 4 + d(q0, q′−1) + 36δ + 20 = d(q0, q′−1) + 43δ + 24
By Claim 8.9(ii) s−1 − s0 > m− 14δ so:
d(q0, q
′
−1) ≥ s−1 − s0 − 43δ − 24 > m− 57δ − 24 ≥ J5.11(42δ + 20)
Since d(r1(s0), r2(s0)) ≤ δ, r2(s0) ∈ q0C and d(z1,H0) ≤ 4δ (by Lemma
8.4(i)), Lemma 5.10 implies r1(s−1) is within 6δ of q0C. By Claim 8.9(i),
d(q′−1, r1(s−1)) ≤ 36δ + 20 and so q′−1 is within 42δ + 20 of q0C.
Since d(q0, q
′
−1) ≥ J5.11(42δ + 20), Lemma 5.11 implies that there is a
geodesic from q0 to q
′
−1 with an initial vertical segment in H0 of length:
M ′1 =
1
2
(d(q0, q
′
−1)− (45δ + 20)) ≥
1
2
(m− 104δ − 44)
In particular, (c0.c−1)q0 is at least as large as this last number. Let
L−2 =
1
2
(104δ + 44) > L−1
In either case:
(c0.c−1)q0 ≥
m
2
− L−2 = (x1.x2)∗
4
− L−2
e−(c0.c−1)q0 ≤ e−(x1.x2)∗4 eL−2 = k−
1
4
1 e
L−2(dV (x1, x2))
1
4
By Lemma 7.5:
dV (c0, c−1) ≤ k2e−(c0.c−1)∗ ≤ k2e−d(∗,q0)e−(c0.c−1)q0e26δ+12 ≤ k2e−(c0.c−1)q0e26δ+12
Combining these last two inequalities and letting M−1 = k2k
− 1
4
1 e
L−2+26δ+12:
dV (c0, c−1) ≤ (dV (x1, x2)) 14k2k−
1
4
1 e
L−2+26δ+12 = M−1(dV (x1, x2))
1
4
This completes the proof of Lemma 8.8. 2
Lemma 8.10 Suppose s0 ≥ m and s1 ≥ m then (c0, c−1)∗ ≥ m− 9δ − 4.
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Proof: Consider a geodesic ray t−1 from ∗ to q−1 followed by the vertical
geodesic in H−1 beginning at q−1. This ray is geodesic since q−1 is a closest
point of q−1C to ∗ and t−1 converges to c−1. See Figure 15. Let t0 be a
geodesic ray from ∗ to q0 followed by the vertical geodesic in H0 beginning
at q0, then t0 converges to c0. Since d(q0, r2(s0)) ≤ 6δ + 4 and r2(s0) ≥ m,
d(q0, ∗) ≥ m− 6δ − 4
Similarly,
d(q−1, ∗) ≥ m− 6δ − 4
∗ •t0(m − 6δ + 4)
•
• t0
c0
q0
•t−1(m − 6δ + 4)
t−1 c−1
q−1
r2
r1
•
•
•
• •
≤ δr2(m − 6δ − 4)
r2(m) ≤ 6δ + 4≤ δ
r1(m − 6δ − 4) r2(s0)
r1(s0)
• r1(m)
≤ 6δ + 4
≤ δ
Figure 15
Considering a geodesic triangle 4(∗, q0, r2(s0)) (with one side on t0, an-
other on r2 and the third of length ≤ 6δ + 4) we have:
d(t0(m− 6δ − 4), r2(m− 6δ − 4)) ≤ δ
Similarly,
d(t−1(m− 6δ − 4), r1(m− 6δ − 4)) ≤ δ
Considering 4(∗, r1(2m), r2(2m)) (with d(r1(2m), r2(2m)) ≤ δ):
d(r1(m− 6δ − 4), r2(m− 6δ − 4)) ≤ δ
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By the triangle inequality:
d(t−1(m− 6δ − 4), t0(m− 6δ − 4)) ≤ 3δ
Now assume that m′ = (c0, c−1)∗ < m− 6δ − 4. Let
k = (m− 6δ − 4)−m′
Let l′ be a geodesic line from c−1 to c0, so the internal points of the ideal
geodesic triangle 4(t−1, t0, l′) are t−1(m′), t0(m′), and v for some vertex v of
l′. Then let v−1 be the vertex of l′ (between v and c−1) such that d(v−1, v) = k
(and so d(t−1(m − 6δ − 4), v−1) ≤ δ). Let v0 be the vertex of l′ (between v
and c0) such that d(v0, v) = k (and so d(t0(m− 6δ− 4), v0) ≤ δ). See Figure
16.
•v t0c0
t−1 c−1
•t0(m − 6δ − 4)
•t−1(m − 6δ − 4)
≤ 3δ
•t0(m′)
t−1(m′)
k
k
•
•∗
δ
δ
δ
•v−1
•v0k
kδ
δ
Figure 16
Then 2k = d(v−1, v0) is less than or equal to the length of the path from
v−1 to t−1(m− 6δ − 4) to t0(m− 6δ − 4) to v0. That means
2k = d(v−1, v0) ≤ δ + 3δ + δ = 5δ
In particular, k ≤ 5
2
δ < 3δ. Now
3δ > k = m− 6δ − 4−m′ = m− 6δ − 4− (c0.c−1)∗
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implying (c0, c−1)∗ > m− 9δ − 4. 2
Let M = max{M1,M−1}.
By Lemmas 8.6 and 8.5, if s0 < m and m > 54δ + 24 + J5.11(40δ + 24)
then:
dL(c0, x2) ≤ dL(c0, c1) + dL(c1, x2) ≤ 2Q
√
dV (x1, x2) + (dV (x1, x2))
1
4M
In our continuity argument, we may assume dV (x1, x2) ≤ 1. But then√
dV (x1, x2) ≤ (dV (x1, x2)) 14 and:
dL(c0, x2) ≤ (2Q+M)(dV (x1, x2)) 14
Again by Lemmas 8.8 and 8.5, if s0 < m and m > 57δ+ 24 + J5.11(40δ+ 24)
then:
dL(c0, x1) ≤ dL(c0, c−1) + dL(c−1, x1) ≤ 2Q
√
dV (x1, x2) + (dV (x1, x2))
1
4M
dL(c0, x1) ≤ (2Q+M)(dV (x1, x2)) 14
Combining; If s0 < m and m > 57δ + 24 + J5.11(40δ + 24) then:
(A) dL(x1, x2) ≤ dL(x1, c0) + dL(c0, x2) ≤ 2(2Q+M)(dV (x1, x2)) 14
Two other cases must be considered. It may be that s0 ≥ m and s−1 < m
(and m > 57δ+ 24 + J5.11(40δ+ 24)). In this case, we simply observe that if
the sets {c0, c1, . . .} and {c−1, c−2, . . .} are interchanged (so that for i ≥ 0, ci
plays the role of c−i−1) then Lemmas 8.6 and 8.8 remain valid. In this way,
equation (A) (with c0 replaced by c−1) remains valid in this case.
Finally, it may be that s0 ≥ m and s−1 ≥ m. In this case, Lemma 8.3
implies that when s0 ≥ m then dL(c0, x2) ≤ 2Q
√
dV (x1, x2). Again inter-
changing the sets {c0, c1, . . .} and {c−1, c−2, . . .} in Lemma 8.3 tells us that
if s−1 ≥ m then dL(c−1, x1) ≤ 2Q
√
dV (x1, x2). By Lemma 8.10 (c0.c−1)∗ ≥
m− 9δ − 4 = (x1.x2)∗
2
− 9δ − 4. Then dV (c−1, c0) = dL(c−1, c0).
dV (c0, c−1) ≤ k2e−(c0.c−1)∗ ≤ k2e9δ+4
√
e−(x1.x2)∗ ≤ k2k−
1
2
1 e
9δ+4
√
dV (x1, x2)
Combining and applying the triangle inequality:
dL(x1, x2) ≤ dL(x1, c−1) + dL(c−1, c0) + dL(c0, x2) ≤
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(2Q+ k2k
− 1
2
1 e
9δ+4 + 2Q)
√
dV (x1, x2)
Collecting terms:
(B) dL(x1, x2) ≤ (4Q+ k2k−
1
2
1 e
9δ+4)
√
dV (x1, x2)
Let
N = max{4Q+ k2k−
1
2
1 e
9δ+4, 2(2Q+M)}
Then in all cases, dL(x1, x2) ≤ N(dV (x1, x2)) 14 . Now given  > 0 let δ′ =
( 
N
)4. If x1, x2 ∈ ∂X such that dV (x1, x2) < δ′, then dL(x1, x2) < . Of course
we may assume that δ′ < 1 (so that our assumption that
√
dV (x1, x2) <
dV (x1, x2)
1
4 remains valid) must also have that δ′ is small enough to ensure
that m = (x1.x2)∗
2
> 57δ + 24 + J5.11(40δ + 20) (so that Lemmas 8.4-8.9
remain valid). Note that (x1.x2)∗ > 2(57δ + 24 + J5.11(40δ + 20)) if and
only if k1e
−(x1.x2)∗ < k1e−2(57δ+24+J5.11(40δ+20)). As k1e−(x1.x2)∗ ≤ dV (x1, x2),
we only need require that dV (x1, x2) < k1e
−2(57δ+24+J5.11(40δ+20)) (equivalently
that δ′ < k1e−2(57δ+24+J5.11(40δ+20))).
The identity function from the compact metric space (X, dV ) to the metric
space (X, dL) is continuous and these metrics induce the same topology. 2
9 The Piecewise Visual Metric is Linearly Con-
nected
By definition, dL agrees with dV on limit sets of the cosets of the vertex
groups. All that remains in order to prove the main theorem of the paper is
to combine the results of the previous sections to prove that the metric dL
on ∂X is linearly connected.
Proof: (Of Theorem 1.1) Let x1 6= x2 be points in ∂X. Let C(x1, x2) =
{. . . , c−1, c0, c1 . . .} be the set of cut points in ∂X separating x and y. (We
consider the case that C(x1, x2) is bi-infinite since the other cases are similar
and less complicated.) Let giVi be the coset of the vertex group Vi of our
decomposition of G such that {ci, ci+1} is a subset of the limit set of Xi(⊂ X)
the cusped space for giVi. By Theorem 6.1, there is a connected set Qi in
∂Xi containing ci and ci+1 such that DV (Qi), the diameter of Qi under the
metric dV , is ≤ qidV (ci, ci+1) for a constant qi. Since dV and dL agree on
the limit set of Xi, DV (Qi) = DL(Qi). There are only finitely many vertex
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groups Vi in our decomposition of G, and only finitely many distinct qi by
Lemma 7.8. Let q be the largest of the qi (over all cosets of vertex groups).
The set ∪∞i=−∞Qi is connected and x1, x2 are limit points of this set. Hence
Q(x1, x2) = {x1, x2} ∪ ∪∞i=−∞Qi is a connected set. Then
DL(Q(x1, x2)) =
∞∑
i=−∞
DL(Qi) ≤ q
∞∑
i=−∞
dL(ci, ci+1) = qdL(xi, xi+1)
2
10 The Doubling Question
Definition 10.1 A metric on a space (X, d) is n-doubling if every ball of
radius r can be covered by n balls of radius r
2
.
Proposition 10.2 ([MSa], Proposition 4.5) The boundary of a relatively
hyperbolic group is doubling if and only if each peripheral subgroup is virtually
nilpotent.
Question 10.3 If (G,P) satisfies the hypotheses of Theorem 1.1 and each
element of P is virtually nilpotent, then the visual metric dV is doubling by
Proposition 10.2. Is our piecewise visual metric dL doubling?
For x1 and x2 in ∂(G,P) we have shown: dV (x1, x2) < ( N )4, implies
dL(x1, x2) <  (where N is a large number) and certainly dV (x1, x2) ≤
dL(x1, x2). This implies:
BV (a, (

N
)4) ⊂ BL(a, ) ⊂ BV (a, ) ⊂ BL(a,  14N).
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