When multiple people talk simultaneously, the healthy human auditory system is able to attend to one particular speaker of interest. Recently, it has been demonstrated that it is possible to infer to which speaker someone is attending by relating the neural activity, recorded by electroencephalography (EEG), with the speech signals. This is relevant for an effective noise suppression in hearing devices, in order to detect the target speaker in a multi-speaker scenario. Most auditory attention detection algorithms use a linear EEG decoder to reconstruct the attended stimulus envelope, which is then compared to the original stimuli envelopes to determine the attended speaker. Classifying attention within a short time interval remains the main challenge. We present two different convolutional neural network (CNN)-based approaches to solve this problem. One aims to select the attended speaker from a given set of individual speaker envelopes, and the other extracts the locus of auditory attention (left or right), without knowledge of the speech envelopes. Our results show that it is possible to decode attention within 1-2 seconds, with a median accuracy around 80%, without access to the speech envelopes. This is promising for neuro-steered noise suppression in hearing aids, which requires fast and accurate attention detection. Furthermore, the possibility of detecting the locus of auditory attention without access to the speech envelopes is promising for the scenarios in which per-speaker envelopes are unavailable. It will also enable establishing a fast and objective attention measure in future studies.
I. INTRODUCTION
In a competing multi-speaker scenario the human auditory system is able to focus on just one speaker, ignoring all other speakers and noise. This situation is called the 'cocktail party problem' (Cherry, 1953) . Especially the elderly and people suffering from hearing loss have difficulties attending to one person in a noisy environment. In current hearing aids, this problem is mitigated by automatic noise suppression systems. However, when multiple speakers are present, these have to rely on heuristics such as level or direction to determine the target speaker, i.e,. the speaker the user wants to attend to. The emerging field of auditory attention detection (AAD), tackles the challenge of decoding auditory attention from neural activity. This research finds applications in the development of 1 neuro-steered hearing prostheses that can automatically detect the person or direction to whom the user is attending and then amplify that specific speech stream while suppressing other speech streams and surrounding noise, aiming to increase speech intelligibility.
Recent research has shown that the neural activity, recorded using electroencephalography (EEG) or magnetoencephalography (MEG) in a competing two-speaker scenario, consistently tracks the dynamic variation of an incoming speech envelope during auditory processing, where the attended speech envelope is typically more pronounced (Ding and Simon, 2012a; O'Sullivan et al., 2014) . This neural tracking of the stimulus can then be used to determine auditory attention. A common approach is stimulus reconstruction: the post-stimulus brain activity is used to decode and reconstruct the attended stimulus envelope (O'Sullivan et al., 2014; Pasley et al., 2012) . The reconstructed envelope is then correlated with the original stimulus envelopes, and the one yielding the highest correlation is then considered the attended speaker.
Other methods for attention decoding include the forward modelling approach: predicting EEG from the auditory stimulus (Akram et al., 2016; Alickovic et al., 2016) , canonical correlation analysis (CCA)-based methods (de Cheveigné et al., 2018) , and Bayesian state-space modeling (Miran et al., 2018) . The current state-of-the-art models are capable of classifying auditory attention in a two-speaker scenario with high accuracy (80-90% correct) over a data window with a length of approximately 10 s. However, to quickly detect a switch in attention, detection in much shorter windows, down to a few seconds, is required.
In addition to decoding methods, some practical issues have also been investigated. In all these AAD approaches, access to clean speech streams is necessary. Therefore some integrated demixing and noise suppression algorithms have been developed to grant access to clean speech streams (Aroudi et al., 2018; Das et al., 2017; O'Sullivan. et al., 2017; Van Eyndhoven et al., 2017) . Researchers have optimized the number and location of concealable miniature EEG electrodes for wearability purposes, minimizing the subsequent loss in performance (Fiedler et al., 2016; Mirkovic et al., 2015; Mundanad Narayanan and Bertrand, 2018) .
All studies mentioned above are based on linear decoders. However, since the human auditory system is inherently non-linear (Faure and Korn, 2001) , non-linear models could be beneficial for reliable and quick AAD. Convolutional neural networks (CNN) are widely used and very successful in the field of image classification as they have become the preferred approach for almost all recognition and detection tasks (LeCun et al., 2015) . Recent research has also shown promising results for CNN-based EEG classification. In seizure detection (Acharya et al., 2017; Ansari et al., 2018a) , depression detection (Liu et al., 2017) and sleep stage classification (Acharya et al., 2018; Ansari et al., 2018b) , CNN have shown promising classification capabilities for EEG data. A CNN for EEG-based speech stimulus reconstruction was presented recently (de Taillez et al., 2017) , showing that deep learning is a feasible alternative to linear decoding methods.
Apart from decoding which speech envelope corresponds to the attended speaker, it may also be possible to decode the spatial locus of attention, i.e., not decoding which speaker is attended, but which location in space the person attends to. The benefit of this approach for neuro-steered auditory prostheses is that no access to the clean speech stimuli is needed. This has been investigated based on differences in the EEG entropy features (Lu et al., 2016) , but the performance was insufficient for practical use (below 70% for 60-s data frames). However, recent research (Bednar and Lalor, 2018; Patel et al., 2018; Wolbers et al., 2011) has shown that the direction of auditory attention is neurally encoded, indicating that it could be possible to decode the attended sound position or trajectory from EEG. Especially the alpha power activity could be tracked to determine the locus of auditory attention (Frey et al., 2014; Haegens et al., 2011; Wöstmann et al., 2016) .
The aim of this paper is twofold. The first goal is to further explore the possibilities of non-linear models for AAD based on CNNs. Our CNN builds on the work of (de Taillez et al., 2017) , but rather than reconstructing the envelope we directly classify which of the two speakers was attended to, using the speech envelopes as inputs for the CNN. The second goal is to explore decoding the locus of spatial attention, i.e., the neural network is trained to decode the direction of attention (left or right), in which case it is only provided with the EEG data, not with the acoustic stimuli.
II. MATERIALS AND METHODS

A. Experiment setup
The data set used for this work was gathered previously . Briefly, EEG data were collected from 16 normal-hearing subjects while they listened to two competing talkers, and were instructed to attend to one particular speaker. Every subject signed an informed consent form approved by the KU Leuven ethical committee.
The EEG data were recorded using a 64-channel BioSemi ActiveTwo system, at a sampling rate of 8196 Hz, in an electromagnetically shielded and soundproof room. The auditory stimuli were low-pass filtered with a cut-off frequency of 4 kHz and presented at 60 dBA through a pair of insert earphones (Etymotic ER3A). The stimuli were presented using the APEX 3 program (Francart et al., 2008) . The auditory stimuli consisted of natural running speech, and were either presented dichotically (one speaker per ear), or after head-related transfer function (HRTF) filtering, to simulate speech from 90 degrees to the left and 90 degrees to the right of the subject. The order of presentation of both conditions was randomized over the different subjects. The stimuli were set to equal rootmean-square intensities and were perceived as equally loud.
The experiment was split into several trials of approximately 6 minutes duration in which the subject was instructed to attend to one particular speaker. Throughout the experiments, the attended ear of the subject was switched between trials to obtain an equal amount of data for both left and right attended ear per subject, which is important to avoid lateralization bias . In total 8x6 min of unique trials and 12x2 min of repetitions (part of the same stimuli) resulted in an EEG data set of approximately 72 min for every subject.
The data set was split into a training set (70%, approximately 50 min), a validation set (15%, approximately 11 min), and a test set (15%, approximately 11 min). For every trial (6 min) the first part was chosen as the training set, followed by the test set and the validation set, which are thus non-overlapping. We included the 12x2 min of repeated stimuli to increase the amount of data for training. It is noted that this does not create dependencies across training, validation and test set since all repetitions of a specific stimulus interval were included in the same set. Afterwards, all sets were split into overlapping frames of 1, 2, 5, or 10 s long (separate experiments), called detection windows (50% overlap). For 10-s detection windows, the full training set consisted of 616 detection windows per subject, and thus 9856 detection windows overall.
B. Pre-processing
The EEG was filtered with an equiripple bandpass filter, and its group delay was compensated for. For use with linear models, the EEG was filtered between 1 and 9 Hz, which has been found to be an optimal frequency range for linear attention decoding (Ding and Simon, 2012a; Pasley et al., 2012) . For the CNN models a broader bandwidth between 1 and 32 Hz was used (see below). In both cases, the maximal bandpass attenuation was 0.5 dB while the stopband attenuation was 20 dB (high pass filtering) and 15 dB (low pass filtering). After the bandpass filtering the EEG data were downsampled to 20 Hz (for linear models) and 70 Hz (for CNNs).
The envelope of the speech stimuli was calculated according to the 'powerlaw subbands' method proposed by . A gammatone filter bank was used to split the speech into subbands. In each band the envelope was determined and power law compression with exponent 0.6 was carried out. The subband envelopes were then added to generate a broadband envelope, which was filtered with the same filter as used for the EEG recordings and then downsampled to 20 Hz for the linear decoder approach and to 70 Hz for the CNN approach.
Eventually, all EEG data were normalized for each trial (approximately 6 min) by subtracting the mean and dividing by the standard deviation across the 6 minute trial. The stimulus envelopes were normalized as well.
C. Linear model: stimulus reconstruction
A linear stimulus reconstruction model O'Sullivan et al., 2014) was used as a reference. In this model a spatio-temporal filter was trained and applied on the EEG data and its time shifted versions up to 250 ms delay, based on least-squares regression, in order to reconstruct the envelope of the attended stimulus. The reconstructed envelope was then correlated (Pearson correlation coefficient) with each of the two speaker envelopes over a data window with a pre-defined length (different lengths were tested), and the classification was made by selecting the speaker that yielded the highest correlation. Leave-one-out cross validation was used to select training and testing data.
D. Convolutional neural networks
CNNs consist of a structured sequence of operations, called layers, that are used to get desired outputs based on supervised learning. Every type of layer has a specific purpose. A first type is a convolutional layer, which consists of several parallel filters, called feature maps, that extract local data features. Feature maps are applied as a convolution, i.e., they slide over the data. After every convolutional layer usually a non-linearity such as a rectified linear unit (ReLu) is applied. The second type of operation is pooling. This layer is used for data dimensionality reduction, in which semantically similar features are combined into one. The last type of layer is the loss layer, in which the objective function and consequent error is calculated. The error, or loss function, for example the mean square error (MSE) between the network outputs and the desired outputs (labels), is minimized during the training process. A special type of loss is a softmax classifier, a combination of a normalized exponential function (softmax) and a logistic loss function that is used to minimize the cross-entropy between the network outputs and the desired outputs. 
E. Proposed CNN model
We developed two different CNN-based models. In the CNN speaker classification model (CNN: S+D), the CNN is provided with the envelopes of the two speakers and trained such that it can select the envelope corresponding to the attended speaker. In the CNN direction classification model (CNN:D), the network is not provided with the speaker envelopes, but trained to decode the spatial direction of attention. The 'S+D' refers to 'stimulus + direction', as the model is provided with information on both speech stimuli (S) as well as the (left-right) direction (D) of each of them (see further on).
In the CNN speaker classification model (CNN: S+D), both the stimulus envelopes and the EEG data are provided at the input. The left stimulus envelope is added to the data matrix on top of the EEG data, and the right stimulus envelope to the bottom, so the resulting matrix has 66 rows (64 EEG channels + 2 stimulus envelopes). The scalar labels indicate which speaker is the attended one. The location of the stimuli in the matrix with respect to the EEG channels does not influence the CNN training/testing since the first convolution is applied on all channels, including the stimulus envelopes. The input data structure is shown in Figure 1 When using binary labels, the softmax is essentially reduced to a logistic loss. In future research, when expanding to multiple speakers, using the softmax will be necessary. The full CNN:S+D model contains approximately 3000 parameters.
The CNN:D model is similar to the CNN:S+D model. However, the stimulus envelopes are excluded at the input.
The convolutional filter size is adjusted to [64 x time] since the input only contains 64 EEG channels. In this case only the speaker location can be used to determine the attended speaker.
It is noted that the CNN:S+D model can also use information about the speaker location during training since the left speaker is consistently put on top and the right speaker at the bottom of the input matrix. As a result, the CNN:S+D model can decode the direction of attention similar to the CNN:D model. To evaluate the system in a condition in which the direction of attention cannot be used, we added a third training condition, (CNN:S).
The model structure is identical to the CNN speaker classification model (CNN:S+D), but now during training the location of the left and right stimulus envelopes with respect to the EEG data in the matrix are alternated. This means that the same EEG data is used twice but with different locations of the attended stimulus envelope in the data matrix. In this way the network cannot learn to use the direction of attention.
All CNN models were implemented in MatConvNet, a CNN toolbox for MATLAB (Vedaldi and Lenc, 2015) .
F. CNN training/testing
During training the cross-entropy between the network outputs and the corresponding labels, indicating the desired outputs, was minimized (log likelihood loss). The CNN was trained by updating the weights using back-propagation, based on stochastic gradient descent (Bottou, 2010) . First, the CNN was trained using all available training data from all subjects. The network was initialized with random weights between −0.1 and 0. well as early stopping avoid overfitting. Training was stopped when no loss reduction was found for 10 consecutive training epochs. The training process never lasted more than 60 epochs.
During testing, the logistic loss layer of the softmax classifier was removed since it outputs the classification error.
The two network output values were then compared. If the top output is larger, the left stimulus was considered attended and vice versa.
III. RESULTS
A. Decoding performance
Four different detection window sizes were tested: 10, 5, 2 and 1 second windows. This defines the amount of data that is used to make a single decision. In the AAD literature, detection window sizes range from approximately 60 to 6 s. In this work the focus lies on shorter detection windows. This is done in order to avoid a ceiling effect in performance as well for practical reasons, because in neuro-steered hearing aid applications the detection time should ideally be short enough to follow attention switches of the user. The decoding accuracy is defined as the percentage of correctly classified detection windows. Figure 2 shows the subject-specific decoding accuracy for the various CNN models, compared with the linear model , and applied to the same data set, for 10-s detection windows.
November 28, 2018 DRAFT For 10 s detection windows, a Wilcoxon signed rank test yielded significant differences in detection accuracy between the the linear decoder model and the CNN:S+D model (p < 0.001), with an increase in median from 75.5% to 87%. The CNN:S+D also proved to be significantly better than CNN:D (increase of 2.5%, p = 0.009) as well as CNN:S (increase of 16.5%, p < 0.001).
For 5 s detection windows, the overall performance was significantly lower (Repeated-measures ANOVA with factors decoder type and window length: df = 3, F = 47.06, p < 0.001) than for 10 s windows. The same significant differences between models were found as for the 10 s windows. In addition, for 5 s windows there was also a significant difference between the performance of the CNN:D model and that of the linear decoder (p < 0.001).
The median decoding accuracy improved from 67.5% for the linear model, to 81.5% for the CNN:S+D model.
The median decoding accuracy was also 3% (p = 0.0469) higher for the CNN:S+D model in comparison with the CNN:D model and 16.5% (p < 0.001) in comparison with the CNN:S model. For shorter detection windows (2 s and 1 s), the CNN:S model weights could not be optimized since no convergence was found.
To quantify the effect of the subject-specific retraining phase, we compared a subject-independent (generic) CNN:S+D model with the results above in which subject-specific retraining was done. These are the results from the generic decoder, which was trained on the full training data set, containing data from all subjects. The average decoding accuracy of the generic CNN:S+D model was 75% for 5 s detection windows and 81% for 10 s detection windows. This indicates that the subject-specific retraining led to a median increase of 6.5% for 5 s detection windows and 6% for 10 s detection windows.
B. Effect of window length
The CNN speaker classification (CNN:S+D) model network structure, shown in Figure 1 , was tested for various detection window sizes, ranging from 10 s to 1 s. The results are shown in Figure 3 .
For shorter detection windows, the CNN inputs carry less information and are therefore expected to yield a decreased performance. A repeated-measures ANOVA with factors model and window length showed a significant effect of window length (df = 3, F = 35, p < 0.001), and pairwise comparisons showed a significant difference between 10 s windows and 5 s windows (p < 0.001), 5 s windows and 2 s windows (p = 0.042) and between 2 s windows and 1 s windows (p = 0.012) However, for 8 out of 16 subjects, decoding accuracy was above 80%, even for 1-s detection windows.
C. Model design choices
In this section we describe a number of parameters that were explored to arrive at the model described in Section II.E. Below, for brevity, we only describe differences for 10-s detection windows, but the effect was similar for other window sizes.
As was shown in earlier research (de Taillez et al., 2017) , expanding the frequency range to 32 Hz proved to enhance the AAD results. For this reason, the bandpass filter limits were adjusted to 1-32 Hz for the CNN:S+D model to test whether this finding is also valid for our data. This indeed had a significant effect, with median decoding accuracies improving by 10.5% (p < 0.001) when the frequency range increased from 1-9 Hz to 1-32 Hz for the same CNN model. This was not true for the linear model. When the bandwidth was increased from 1-9 Hz to 1-32 Hz the median decoding accuracy dropped by 1%, although this difference was not significant.
In addition to the bandwidth, also the temporal context has a big influence on the CNN model performance. In the linear decoding literature, usually time windows from 0 to 250 ms post stimulus are used, and especially lags between 100 and 230 ms are found to be relevant for auditory attention decoding de Taillez et al., 2017; Ding and Simon, 2012b; Power et al., 2012) . We investigated temporal windows of 0-230 ms, 100-230 ms and 150-450 ms post stimulus, and found best performance for 100-230 ms. Adding this information inside the network by adjusting the time lag and convolutional filter size significantly improved the performance in comparison with the same CNN model with an allowed lag from 0 to 230 ms: for a 10 s detection window the median decoding accuracy increased from 82.5% to 87% (p < 0.001). Note that with increasing temporal context duration, the number of parameters in the model dramatically increases, which can explain why the shorter temporal integration window (but with the optimal time lags included) yielded better results than the model that included all time lags. The amount of overlap between frames (50% in the optimized model) allows to change the number of input samples during training, but this had little influence on the decoding performance. No significant differences were found when this overlap was increased to 90%.
Batch normalization (Ioffe and Szegedy, 2015) and dropout (Srivastava et al., 2014) are often used as regularization and generalization tools. In this CNN neither of these additions made a significant difference in the results. They were therefore omitted in the final network structure. Weight decay (L2 regularization), the batch size and the learning rate however had a big influence on the network performance, and were carefully optimized for this specific application. While initially 10 parallel filters were used in the convolutional layer, similar performance was found using just 5 (convolutional) filters, halving the number of parameters in the CNN. We therefore retained only 5 filters to decrease the computational complexity and minimize the number of free parameters.
In addition to directly classifying auditory attention in the CNN, we also explored a stimulus reconstruction model using neural networks, trained to reconstruct the attended stimulus rather than classify the attended speaker, similar to the model developed in earlier research (de Taillez et al., 2017) . It however did not yield similarly encouraging results as the CNN:S+D model. The median decoding accuracy was only 71% for 5 s and 76% for 10 s detection windows for a subject-specific trained network.
IV. DISCUSSION
We compared the auditory attention decoding results from a novel CNN-based model and a linear decoder and found significantly improved decoding performance when using the CNN-based model. In addition, we were able to decode the direction of attention (left-right), without access to the stimulus envelopes.
A. Decoding accuracy
All CNN models that were trained using the locus of attention resulted in a significant increase in decoding accuracy in comparison with the linear model. This shows that a non-linear decoding strategy can be beneficial for AAD. It is hard to directly compare the results of these models to the results presented in earlier CNN-based AAD work (de Taillez et al., 2017) , due to the use of different data sets. However, similar to these previous findings, we found that extending the bandwidth to 32 Hz effectively enhanced AAD decoding performance for the CNN, contrary to the linear model, for which no significant differences were found. The CNN probably uses features that are not available to the linear model. For our dataset, a CNN-based stimulus reconstruction model, similar to the one proposed by (de Taillez et al., 2017) , resulted in a poorer AAD accuracy than our proposed CNN:S+D and CNN:D models.
For detection windows of 1 or 2 seconds, the CNN:S+D median performance is still around 80%. We are not aware of other models that allow to perform such accurate AAD on such short windows. Compared to (de Cheveigné et al., 2018) , for 1 and 2 s detection windows, our CNN:S+D method performs better by respectively by 14% and 10%. (Miran et al., 2018) proposed a real-time AAD algorithm with a high decision frequency, but an effective window length of 10 seconds (the effective window length is W/(1 − λ), with W = 16 samples, λ = 0.975 and a sampling rate of 64 Hz). (Akram et al., 2016) proposed an AAD system to quickly track changes in attention based on Bayesian modeling and achieved high performance. However, the Bayesian model requires both past and future data, so is not applicable in real-time applications.
The CNN:D model results were only slightly worse (only significant for 10 s detection windows) than the optimized CNN:S+D model, i.e, without access to the speech envelopes, the CNN is able to detect the attended speaker direction with nearly the same accuracy. This is an important result for neuro-steered auditory prostheses, The CNN:S model performs significantly worse than the linear benchmark for 10 s windows (p = 0.0210) and
for 5 s windows (p = 0.0266). There are two plausible causes for this discrepancy. Firstly, although the fully trained CNN:S model should be able to detect the attended envelope in the input using a filtered representation of the EEG, the CNN cannot implement the same evaluation metrics (correlation) that the linear model uses to differentiate between the speakers. Another possibility for the poor performance may be that the network was poorly initialized and the hyperparameters may not have been optimal, although the same training conditions were applied in the other CNN models.
The proposed CNN:D model yielded much higher performance than the entropy-based classification presented in literature (Lu et al., 2016) , in which the average decoding performance proved to be insufficient for real life use (< 80%) for detection windows of 60 s. The CNN:D model with 5 s detection window yielded similar or better decoding performance.
B. Future improvements
It has been shown that other speech representations than the envelope, such as a spectrogram or phoneme representation, carry additional valuable information that can be beneficial for AAD (Brodbeck et al., 2018; Broderick et al., 2018; Liberto et al., 2015) . In this work, only broadband stimulus envelopes are used. The current CNN structure makes it easy to add additional information channels to the matrix.
Two simple CNN designs are proposed in this work. More complex CNN architectures may benefit more from generalization features such as dropout and batch normalization. In further research deeper network approaches could be explored as well.
For a practical neuro-steered hearing aid, it may be beneficial to make soft decisions. Instead of the translation of the continuous softmax outputs into binary decisions, the system could output a probability of speaker 1 or 2 being attended, and the corresponding noise suppression system could adapt accordingly. In this way the integrated system could benefit from temporal relations or the knowledge of the current state to predict future states. The CNN could for example be extended by a long short term memory (LSTM) network.
C. Applications
The main bottleneck for the implementation of neuro-steered noise suppression in hearing aids thus far has been the detection speed. If we assume that a listener needs no more than 1-2 s to switch attention between speakers, ideally, an auditory attention detection system should be able to make a decision within 1-2 s, with high accuracy.
We estimate that with proper heuristics, an minimum accuracy of around 80-90% may be required. While these estimates still need to be validated, it would seem that our CNN-based system was able to overcome this major bottleneck for 7 out of 16 subjects (for minimally 80% accuracy; 2 out of 16 subjects for 90% accuracy). A remaining challenge with current linear and CNN AAD solutions is the inter-subject variability. Especially for short detection windows the results can vary up to 35% between subjects. The goal should be to create an algorithm that is both robust and able to quickly decode attention within the estimated limits for all subjects.
Another difficulty in neuro-steered hearing aids is that the clean speech envelopes are not available. This has so far been addressed using sophisticated noise suppression systems (Aroudi et al., 2018; O'Sullivan. et al., 2017; Van Eyndhoven et al., 2017) . If the speakers are spatially separated, our CNN direction classification model might elegantly solve this problem by steering a spatial filter towards the direction of attention, without requiring access to the envelopes of the speakers at all. Note that in a practical system, in particular with superdirectional beamformers, the system would need to be extended to more than two possible directions of attention.
For application in hearing aids, a number of other issues need to be investigated, such as the effect of hearing loss (Holmes et al., 2017) , acoustic circumstances , background noise and speaker locations (Das et al., 2018) , mechanisms for switching attention (Akram et al., 2016 ) etc. The system would also need to be extended to handle a multi-speaker scenario.
For implementation in hearing aids, the computational complexity would need to be reduced. Especially if deeper, more complex networks are designed, CNN pruning will be necessary. By introducing feature map-wise, kernel-wise, and intra-kernel strided sparsity (Anwar et al., 2017) , a CNN can be pruned. Then a hardware DNN implementation, or even computation on an external device such as a smartphone could be considered. Another practical obstacle are the numerous electrodes used for the EEG measurements. Similar to the work of (Fiedler et al., 2016; Mirkovic et al., 2015; Mundanad Narayanan and Bertrand, 2018) , it should be investigated how many and which electrodes are minimally needed for adequate performance.
Fast and accurate detection of the locus of attention can be an important tool in future fundamental research.
Thus far it was not possible to measure compliance of the subjects with the instruction to direct their attention to one ear. Not only will our CNN approach enable this, but it will also allow to track the locus of attention in almost real-time, which can be useful to study attention in dynamic situations, and its interplay with other elements such as eye gaze, speech intelligibility and cognition.
In conclusion, three novel EEG-based CNN approaches for auditory attention and direction detection have been 
