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Sei M ein kompakter metrischer Raum und C(M) der Vektorraum der 
stetigen reellwertigen Funktionen auf M. C(M) sei versehen mit der Maximum- 
Norm 
l/g/l = FE2 I&)L g E ‘WW. 
Das nicht-lineare Approximationsproblem besteht bekanntlich darin, eine 
vorgegebene Funktion fe C(M) im Sinne der Maximum-Norm durch 
Funktionen aus einer ebenfalls vorgegebenen Familie {F(Ix)),,~ c C(M) 
miiglichst gut anzunahern. Dabei ist A eine nichtleere Teilmenge des reellen 
n-dimensionalen Raumes W, und fur jedes feste cc E A ist also E;(a) = F(a,x) 
eine in x E M stetige Funktion. Definiert man 
p(f) = 5; IIF(4 -flL 
so ist ein 2 E A gesucht mit 
llw% -fll = P(f). (1) 
Unter diese Problemstellung lassen sich die bekannten Falle der linearen 
Approximation (insbesondere der Polynomapproximation), der rationalen 
Approximation und der Exponentialapproximation unterordnen [3]. 
In diesen Fallen ist A eine nicht-leere offene Teilmenge des W, und die 
Abbildung F: A --+ C(M), die jedem a E A eindeutig ein F(a) E C(M) 
zuordnet, geniigt der folgenden 
DIFFERENZIERBARKEITSBEDINGUNG: Fiirjedesfeste x E M besitzt die Abbil- 
dung a -+ F(a, x) auf A partielle Ableitungen 
die in (a, x) stetig sind. 
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Wir wollen im folgenden jedes F(G), fiir das (1) gilt, eine Minimall~su~~ 
nennen. Die Rage nach der Existenz von MinimallSsungen 123t sich nur in 
einem sehr beschrankten Umfang positiv beantworten, so zum Beispiel fur die 
lineare und die gewohnliche rationale Approximationsaufgabe. S&on im Fall 
der verallgemeinerten rationalen Approximation ist die Existenz von Mini- 
mallijsungen nicht gesichert. 
Mingegen lassen sich die Minimalliisungen sehr allgemein 
und hinreichende Bedingungen charakterisieren. Der ~au~tgege~§ta~d dieser 
Arbeit ist die folgende notwendige Bedingung, namlich (vgl. [3]). 
SATZ 1. A c ‘W sei nicht-leer und offen, und F:A -+ C(M) geni2ge der 
Diferenzierbarkeitsbedingung. Ist F(8), 2 E A, eine ~~n~~a~~~s~ng, o folgt 
fiirjedesh=(hI,...,h,)E%*: 
wobei 
Ed = {x E M: IF@?, x) -f(x)1 = jlF(G) -fill 
ist. 
Im Falle der linearen Approximation ist (2) die bekannte Kolmogoroff- 
Bedingung (vgl. [2] und [S]) und erweist sich such als hinreichend fiir 
malliisungen. In [4] haben wir ein Verfahren zur Losung des diskreten linearen 
Approximationsproblems (wo M aus endlich vielen Bunkten besteht) angege- 
ben, das auf der Kolmogoroff-Bedingung basiert. Dieses Verfahren la& sieh 
such auf gewisse Falle nicht-linearer Approximation (z.B. auf den Fall der 
verallgemeinerten rationalen Approximation) tibertragen, wenn man die 
Kolmogoroff-Bedingung durch die Bedingung (2) ersetzt. Diese wollen wir im 
folgenden lokale Kolmogoroff-Bedingung nennen. 
Es erhebt sich jetzt die Frage, ftir welche Funktionen F: A -+ C(M) die 
lokale Kolmogoroff-Bedingung such hinreichend fur Mi~irnall~su~ge~ ist. 
In [3] haben wir eine Klasse von differenzierbaren Funktionen F: A -+ C(M) 
angegeben, fur die das wahr ist und die eng mit der von Meinardus und 
Schwedt in f6] eingefiihrten Klasse der asymptotisch konvexen Funktio 
F: A -+ C(M) zusammenhangt. Sie umfal3t z.B. die FBlle der linearen, 
verallgemeinerten rationalen und der Exponentialapproximation. Wir wollen 
diese Klasse durch eine etwas allgemeinere rsetzen. Zu dem Zweck machen 
wir fur das Folgende die 
GENERALVORAUSSETZUNG: A c W sei nicht-leer und offeE> und F: A + C(M) 
geniige der Dl~erenzierbarkeitsbedingung. 
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Eine zentrale Rolle spielt im folgenden die 
VORZEICHENBEDINGUNG: Zu jeder nicht-leeren abgeschlossenen Teilmenge D 
von M undjedem Paar (q/3) E A x A mit 
F;(T 4 - F@, 4 + 0 (3) 
fiir alle x E D gibt es ein h = (h,, . . ., h,) E ‘9%” mit 
SATZ 2. F: A --f C(M) geniige der Vorzeichenbedingung. Ist dann fur ein 
d E A die lokale Kolmogoroff-Bedingung (2) erfiillt, so ist F(d) eine Mini- 
malliisung. 
Beweis. Sei F(h) keine Minimalliisung. Dann gibt es ein p E A mit 
p(f) G IIF(P) -0 < llW> - fll. 
Hieraus aber folgt 
(F(% 4 -f(x)) (W, 4 - F(P, xl> ’ 0 
fur alle x E E,, insbesondere also 
F@, x) - F@, x) # 0 ftir alle x E E,. 
Da F der Vorzeichenbedingung gentigt, gibt es ein h = (h,, . . ., h,J E ‘$I” mit 
d.h., Bedingung (2) ist verletzt. Damit ist alles gezeigt. Die Funktionen 
F: A -+ C(M), die der Vorzeichenbedingung eniigen, lassen sich folgender- 
mahen charakterisieren. 
SATZ 3’. F: A --f C(M) geniigt genau dann der Vorzeichenbedingung, wenn es zu 
jeder nicht-leeren abgeschlossenen Teilmenge D von M und jedem Paar (a, 8) E 
A x Amit 
F:(a, x) - F(B, 4 # 0 (3) 
fiir alle x E D eine Familie {cc(t): t E [0, to]} c A fur hinreichend kleines to > 0 
gibt mit den folgenden Eigenschaften: 
lima(t) = c(, (5) 
r-0 
min @‘(a, 4 - F(P, 4) @‘(a, x) - F(4), xl>> 0 (6) 
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Beweis. Sei D c M nicht-leer und abgeschlossen sowie (a,/3) E A x A ein 
beliebiges Paar, fiir das (3) gilt. 
(a) F geniige der Vorzeichenbedingung. 
Dann gibt es ein h = (h,, . . ., h,) E 9I” derart, da13 (4) erfiillt ist. Wir de~~ier~~ 
a(t) = cc - t-h. 
Fur geniigend kleines to > 0 folgt dann (a(t): t E [O, to])! L A, und (5) ist 
offenbar erftillt. Auf Grund des Mittelwertsatzes gibt es zu jedem x E I&? und 
t E [O, to] em 7, E [O, t] mit 
F(a, X) - F(a(t), X) = t jtl 
Sei 
Wegen (4) ist p > 0, und fiir geniigend kleines t > 0 gilt 
fur alle T E [0, t], da nach Satz 1 in [3] fur jedes feste h E X2” 
CL--+ i h.z(cc) 
j=l Jaaj 
von A in C(M) stetig ist. Damit ergibt sich fur gentigend kleines to > 0, da13 (6) 
erfiillt ist fur alle t E (0, to]. Setzt man 
K= max E ]/z,]~~(a(r))~ ) 
TE[O,to] j=l : I 
so folgt 
llr’(4 - F(4Nll G K. t fur alle t E [O, to], 
d.h., such (7) ist erftillt. 
(b) F sei derart, da13 (3) die Aussagen (5), (6) und (7) imphziert. Fiir je 
t E [0, to] definieren wir 
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Ftir geniigend kleines t > 0 kijnnen wir annehmen, da13 
(Yt(7):0<T<1}CA 
gilt. Ftir jedes solche t > 0 und jedes x E M gibt es dann nach dem Mittel- 
wertsatz ein 7, E [O, l] mit 
Sei 
PC = $f VI% xl - F(4), 4) (F(% 4 - F(fi, 4). 
Wegen (6) ist pt > 0 fur alle t E (0, to]. Wiederum folgt nach Satz 1 in [3] fur 
alle 7 E [0, l] 
sofern t > 0 geniigend klein gewahlt wird. Damit aber ergibt sich 
FCC tF(% x) - F(B7 x>> jjI, ("j - aj(t))g t% x> > ?j ’ O 
j 
fiir gentigend kleines t > 0. (4) ist also fur h = CL - a(t) erfiillt. Das vollendet 
den Beweis von Satz 3. 
Urn zu einer Aussage i.iber die Reichweite der lokalen Kolmogoroff- 
Bedingung (2) zu gelangen, ziehen wir eine weitere Verallgemeinerung der 
Kolmogoroff-Bedingung heran, die von Meinardus und Schwedt in [6] 
eingefiihrt worden ist und folgendermaDen lautet : B E A seifest gegeben. 
Fiir jedes 01 E A gelte 
Meinardus und Schwedt haben in [6] gezeigt, dalj fiir jedes f E C(M) die 
Bedingung (8) hinreichend daftir ist, da13 F(&) eine Minimallosung ist. 
Die Bedingung (8) ist aber im allgemeinen nicht notwendig fiir Mini- 
malliisungen. Daher definieren die genannten Autoren sog. asymptotisch 
konvexe Funktionen F: A -+ C(M), fur die das wahr ist. 
Brosowski hat nun in [I 1, drittes Kap., $1, eine viillige Charakterisierung der 
Funktionen F: A -+ C(M) angegeben, ftir die (8) bei beliebigem f E C(M) 
notwendig daftir ist, da13 F(Q) eine Minimalliisung ist. Er betrachtet sogar den 
allgemeineren Fall, wo anstelle von Familien (F(a)},,A beliebige Teilmengen 
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V von C(M) betrachtet werden. In unserem Spezialfall V= (I;(cx)]~~~. la& 
sich sein Ergebnis folgendermal3en formulieren. 
SATZ 4. Bedingung (8) ist genau dann bei beliebigemfe C(M) notw~ndigf~r 
Minimallijsungen F(G), & E A, wenn zu j.eder nicI~tleeren abgeschlosse~e~ 
Teilmenge D zjon M und jedem Paar (q/3) E A x A mit (3) eke ~arni~~~ 
(a(t): t E [O, to]} c A fur geniigend kleines tli > Q existiert, fur die (6) und (7) 
erfiillt sind. 
Aus Satz 3 und 4 ergibt sich unmittelbar das 
KOROLLAR. F: A + C(M) habe die Eigenschaft, &Jfiirjede Folge (q> c A 
mitlim,+, jjF(ol,) - F(a)11 = 0, OL E A, auchlim,+, cli = a gilt. 
Behauptung: Bedingung (8) ist genau dann bei beliebigemf E C(M) not~endi~ 
fur eine Minimalliisung F(G), 2 E A, wenn F: A + C(M) der Vorzei~~e~- 
bedingung eniigt. 
SATZ 5. Fur beliebiges f E C(M) sei Bedingung (8) notwendig und die lokale 
KolmogorofS-Bedingung (2) hinreichend fur eine ~i~~irnali~s~~g F(8), 8 E A. 
Dunn geniigt F: A -+ C(M) der Vorzeichenbedingung. 
Beweis. Sei D L A4 nicht-leer und abgeschlossen, und fur (ot,@ E A x A 
gelte (3). Mit Hilfe des Urysohnschen Lemmas la& sich dann ein g E e*(M) 
konstruieren mit 
g(x) = sgn (F(cG 4 - F(P, $1 fib-XE 
und /g(x)/ < 1 ftirx$D. 
Definiert manf= F(a) - g, so ist 
F(a) -f= g und IT, = D. 
Ferner ist 
eEt V’(CG 4 -f(x)> (F(a, x> - Fi(S, 4) > 0. 
Damit ist F(E) keine Minimalliisung fi.ir,f, und such (2) kann nach Voraus- 
setzung nicht gelten. Es gibt daher ein h = (hi,. . .,h,) E W mit 
yet @‘(a, 4 - F(P, 4 j, h, gj (~3 4 > 0, 
was den Beweis vollendet. 
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AbschluJbemeukung. In Satz 5 gilt auf Grund der Satze 2, 3 und 4 such die 
Umkehrung, so da13 die Funktionen F: A + C(M), die der Vorzeichen- 
bedingung geniigen, den Durchschnitt der beiden Klassen von Funktionen F 
bilden, fur die bei beliebigem f E C(M) einerseits die Bedingung (8) stets 
notwendig und andererseits die lokale Kolmogoroff-Bedingung (2) stets 
hinreichend fur eine Minimallosung sind. 
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