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ABSTRACT 
This paper deals with the existence of bases of class Cr’ of the kernel and the 
image of a rectangular matrix function of q real variables. Fundamental results on 
this subject, extended from matrix functions to operator functions, have already been 
established by I. C. Gohberg and J. Leiterer, by means of general properties of 
cocycles in algebras of operator functions. This paper was prepared independently, 
and new elementary methods were found, using three tools of general interest: The 
first is a condition which guarantees the existence of global solutions defined on [w” of 
problems possessing local solutions. The second is the property that every subset of 
C”“” consisting of all the matrices of the same rank is analytically arcwise connected. 
The third is the smoothness of the Moore-Penrose inverse of a matrix function of class 
C”. Applications to equivalences of class C I’, to linear equations on matrix functions of 
class Cl’, to QR decomposition of class C I’, and to simultaneous unitary diagonaliza- 
tion of class C” of a basis family of projector functions are expounded. Several results 
are established in the more general case of matrix functions defined on an open 
subset of a Banach space. This paper suggests problems on the generalization of its 
results from matrix functions to operator functions. 
1. INTRODUCTION 
The subject of this paper originates from the study of the nonlinear 
matrix differential equation 
X(t)x’(t) = x’(t)x(t), tES1ClQ, 
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and the results established here are likely to justify substitutions in matrix 
differential equations of order p. For example, the above equation was solved 
by I. J. Epstein [4] by substituting into it 
X(t) = mJ(w(~)-‘, 
where J(t) is in Jordan form and P(t) is invertible. This substitution raises 
the problem of the differentiability of P and J. This differentiability has been 
established by J.-M. Gracia [8, Theorem I] in the case where X is a matrix 
function of class C’ and of constant Segre characteristic, defined on an open 
interval in R. The proof of the existence of P of class C’ amounts to that of 
the existence of bases of class Cr’ of the spectral subspaces of X, which have 
the form Ker(X - eI,)“‘, where 6 is an eigenvalue of class CP of X. 
The existence of bases of class C” of the kernel and the image of a square 
matrix function of one real variable of constant rank and of class C” was 
established by V. Doleial [3], and this result has been improved in [16-181. A 
huge extension of this result to the case where A is an operator function 
satisfying very usual hypotheses, and defined on a contractible compact 
subset R of W, has been achieved by I. C. Gohberg and J. Leiterer [7], by 
means of general properties of cocycles in algebras of operator functions. 
Moreover, these authors have shown that the hypothesis that R is con- 
tractible is necessary if and only if q > 3. In the more general case where R 
is compact, but not necessarily contractible, they have reduced the problem 
from the differentiable case to the continuous case. The present paper was 
prepared independently, and its main result, on the existence of bases of 
class C” of the kernel and the image of a rectangular matrix function defined 
on a not necessarily bounded domain R c [WY, has been established by means 
of new elementary methods. 
The main result of this paper is established in Section 8, by means of 
several preliminary results of general interest. Section 2 presents a general- 
ization of a result of Y. Hirasawa [ll] on the smoothness of the coefficients of 
a linear combination of vector functions. Section 3 is devoted to the QR 
decomposition of class Cp of a matrix function. Section 4 deals with the 
smoothness of the Moore-Penrose inverse of a matrix function and its 
immediate applications. Section 5 furnishes an example of a 2 x 2 hermitian 
matrix function of rank 1 and of class C” defined on Iw” \ {O}, whose image 
does not possess any continuous basis, even when it is restricted to the unit 
sphere. Section 6 establishes, under usual hypotheses, the existence of global 
solutions defined on [w” of problems possessing local solutions. Section 7 
proves that every subset of QZ”‘xn consisting of all the matrices of the same 
rank is analytically arcwise connected. Section 8 contains the main result of 
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this paper, namely Theorem 8.2, which establishes the existence of orthonor- 
ma1 bases of class C7’ of Ker A, Im A, (Ker A) I, and (Im A)‘, when A is a 
rectangular matrix function of constant rank and of class C”, defined on a 
domain C”-diffeomorphic to W. As the results of [7], this theorem general- 
izes that of V. Doleial [3], by a quite different proof, and it answers the 
question raised by T. Kato [12, footnote, p. 1361. Section 9 expounds 
applications of this theorem, notably, on the general form of the solutions of 
class C” of the linear matrix equation 
A(t)X(t) = B(t); 
on equivalences of class Cr’ between matrix functions: 
A(t)=U(t) :; i 
[ 1 
p(t)> u(t)*u(t) = u(t)u(t)* = I,,,; 
on the rank decomposition of class Cr’ of matrix functions of rank r: 
A(t) = U(t)P(t), u(t) E a?+) P(t) E crxn, u( t>*qt> = 1,; 
and on the simultaneous unitary diagonalization of class Cr’ of a basis family 
(P 1, . . . ,T,) of projector functions: 
P,(t) = U(t)diag[O,I,,,O] U(t)-’ 
This paper deals with rectangular matrix functions of class C” (p = 
0,1,2,. . ,m) defined on a domain R. In Sections 2, 3, 4, the domain R is an 
open subset of a Banach space and the proofs are also valid in the analytic 
case. In Sections 8 and 9, the domain s1 is C”-diffeomorphic to IW, and the 
proofs are not valid in the analytic case, because they are based on the 
existence of partitions of unity of class C”, and the analytic continuation 
theorem implies that analytic partitions of unity do not exist. However, 
results on the analytic case have been established in [6], [12], [13], [15], [Ifi], 
and [I7]. 
Through this paper, the standard notation and terminology of [13] are 
used, with the following adjunctions and modifications: 
RT = {t E [Wit > 0}, Cy’x’L = {M E C”‘X”lrankM = r}, 
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I, and 0, respectively denote the identity matrix and the null matrix of 
Cnxn, and (xly) d enotes the scalar product of any X, y in C”. If S is a vector 
subspace of C”, then Ps E CnXn denotes the orthogonal projector on S. Let 
0 be a set. If A is a map from R into C”‘xn, then A* denotes the map 
t c, A(t)* from fi into Cnx”‘. If A is a map from R into C:Xn, then A-’ 
does not denote any inverse map of A from ,I”’ into R, but denotes the 
map t e A(t)-’ from R into CExn. If A is a map from R into C”““, then 
KerA and Im A do not denote the sets (t E n(A(t)= 0) and A(n), but 
denote the maps t ++ KerA(t) and t e Im A(t) respectively. If for every 
t E R, S(t) is a vector subspace of C”, then S 1 and Ps denote the maps 
t ++ S(t)’ and t ++ I’s(!) respectively. If a, and R, are topological spaces, 
then C”(fl,,Ra) denotes the set of continuous maps from R, into 0,. If 
p={I,2 >... 1, [E, [F are [W-normed spaces, and R is an open subset of [E, then 
CP(n, IF) denotes the set of maps from R into [F of class C”, that is to say, 
maps which are p times continuously Frechet differentiable (when iE is an 
[W-normed space and lF is a C-normed space, then, relative to the Frechet 
differentiation, [F is considered as an 5%Banach space), and finally, 
Crn(.,F)= fi cqn,F). 
p = II 
Through this paper, p E {O, 1,2,. .} U {m}. 
2. SMOOTHNESS OF THE COEFFICIENTS 
OF A LINEAR COMBINATION OF VECTOR FUNCTIONS 
Let us recall the two following well-known lemmas, which will be 
extensively used throughout this paper. 
LEMMA 2.1. Let A E C”lxn. Then 
(a) Ker A = (Im A*) 1 and Im A = (Ker A*) i ; 
(b) Ker(A*A) = KerA and Im(AA*) = Im A; 
(c) rank(A*A) = rank(AA*) = rank A = rank A*. 
Proof. See [2, Propositions 0.2.1 and 0.2.2, p. 311. 
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LEMMA 2.2 (Expression of the unique solution of the linear matrix 
equations AX = B and XA = B in the full rank case). 
(a) Let A E CrXn, B E c’nx”, and X E cnXs. Then 
AX=B e X=(A*A)-lA*B and ImBcImA 
(b) Let A E ,:z”“, B E UZSx”, and X E CSx”‘. Then 
XA=B 0 X = BA*(AA*)-’ and KerA CKer B. 
Proof (a): By Lemma 2.1(c), (A*A) is invertible. On the other hand, it 
is well known that Im B c Im A if and only if there exists Y E UZnx,’ such that 
B = AY, which implies (a). 
(b): By (a) applied to A*, B*, and X*, 
A*X* = B* CJ x*=(AA*)-‘AB* and ImB*cImA*. 
On the other hand, by Lemma 2.1(a), Im B* c Im A* if and only if KerA c 
Ker B. Hence, the conclusion follows. n 
The following theorem generalizes the theorem of [ll], with a simpler 
proof. 
THEOREM 2.3 (Smoothness of the coefficients of a linear combination of 
vector functions). Let R be an open subset of an R-Banach space. Let 
b, a,, ., a, E Cp(sl,@‘“), andforeverytefl, Zetx,(t),...,r,(t)EC besuch 
that b = xlal + . . . + ~,,a, and a,(t) ,..., a ,,( t > are linearly independent, for 
every t E 0. Then x1,. ..,x, E P(O,C). 
Proof. Let 
Then A is of class Cp, of rank n, and h = b. By virtue of Lemma 2.2(a), 
x = (A*A)-‘A*b E C?‘(fi,F). n 
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3. QR DECOMPOSITION OF CLASS Cp 
OF A RECTANGULAR MATRIX FUNCTION 
PROPOSITION 3.1 (Gram-Schmidt orthonormalization of class C”>. Let R 
be an open subset of an R-Banach space. Let a,, . . . , a,, E C”(R, C”‘) be such 
that at every point t E R, a,(t), . . . , a,( t 1 are linearly independent. Then there 
exists a unique family of vector functions u ,, , u ,, E CV(fl, C”‘) such that for 
every tEfl, i,jE{l,..., n}, 
span{cr,( t) ,...,a_j(t)]=span{u,(t),...,uj(t)}, 
Proof. It is easy to check by induction that a family (u,, . . . , u,,) pos- 
sesses the above properties if and only if for every t E R, j E { 1,. . . , n}, 
vj(t> m= IIvj(t)ll ’ 
where ((v(( denotes (v(~j)“~ for every o EC”‘, and 
vi(t) = al(t) f 0, j>l * v,(t) = aj(t) 
j-l 
- C (a.j(t)lui(t))ui(t)+O. n 
i=l 
THEOREM 3.2 (QR decomposition of class C” of a rectangular matrix 
function with constant partial ranks). Let R be an open subset of an 
R-Banach space. Let r E (1,2,. .). Let 
A=[al ... a,] E c”(LR,c:“x”) 
be such th.at for each j E {I,. . . , 
k E {l, . . . , r], let 
n], rank[a, . aj] is constant. For each 
jk=min{jE{l,...,n}(rank[al ..’ “j] = k}. 
Then there exists a uniyue pair (Q, R =(rij))e Cp(fl,C~‘“r)~ C”(fl,Czxn) 
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such that 
A=QR, Q*Q = I,, 
andfor every t E R, j E (1,. , n), k E 11,. , r), 
rkjk(t) E ‘T 1 .i <_ik * rkj=O. 
proof. It is easy to check by induction that aj,< t), . . . , a.j,Ct) are linearly 
independent, and consequently constitute a basis of Im A(t), for every t E 0. 
Therefore, by Proposition 3.1, there exists a unique family of vector functions 
Y1,...,qrEcP(Ln,@“‘) such that for every t E R, i, k E (1,. . . , r}, 
span{ql(t),..., qk(t)}=span{a,l(t),...,aj,(t)}, (1) 
(2) 
(3) 
Let Q=[q, ... q,l. By @), Q*Q = I,, h ence Q is of rank r, and by (l), 
Im A = Im Q. Therefore, by Lemma 2.2(a), there exists R = (rij) E 
CJ’(fi,cr”“) such that QR = A. Let t E 0. The equality R = Q*A implies 
that 
rij(t> = c/i(t)*ajtt> = (aj(t)lYi(t)) ViE{l,..., r}, jE(l,...,nj. (4) 
In particular, by (3), 
r~j,(t)=(a,jl(t)lYk(t))EIW: Vk E{l,...,r). 
Let k ~(l,..., r} and j E { 1,. . , n) be such that j < j,. If k = 1, then, by the 
definition of jl, aj = 0, which implies by (4) that rkj = 0. Let us suppose that 
k > 1. By the definition of j,, and by (I) and (21, 
hence by (4), rkj(t) = 0. 
40 JEAN-CLAUDE EVARD 
LetV=[n, ... zj,]~C’~(R,C~~‘)andS=(s~~)~C”(R,C:~”)besuch 
that A = VS, V*V = I,, and 
skjk(t)ERT, j<j, d s,jzo VEER, kE{l,..., r}, jE{l,..., n}. 
It proceeds from the quasitriangular form of S that 
span{ujl(t) ,..., aj,(t)) = span{u,(t) ,..., uk(t)} Vt E fi, k E {l,..., r}. 
On the other hand, S =V*A; hence (~~,(t)lu~(t)) = ski,(t) E rWT for every 
t~fi and kE{l,..., r}. By the uniqueness assertion of Proposition 3.1, it 
follows that oi = qi,. , TV, = y,, that is to say V = Q. Therefore, S = V*A = 
Q*A = R. H 
COROLLARV 3.3 (QR decomposition of class Cf’ of an m X n matrix 
function of rank n). Let R be an open subset of an IW-Banach space. Let 
A E C”(R,C irx”). Then there exists a unique pair (Q, R) such that Q E 
cqn c ‘lLxn), R = (rij) E CP(fl,@~“n) is upper triangular, and ) ” 
A=QR, Q*Q= I,, rii( t) E IRT VtER,iE{l,..., n). 
Proof. For every j E (1,. . . , n), let aj denote the jth column of A. By 
hypothesis, for every t E fl, a,(t), . . . , a,(t) are linearly independent. There- 
fore, 
rank[a,,...,aj]=j YjE{l,...,n}, 
and the conclusion follows by Theorem 3.2. W 
The following corollary deals with the local rank decomposition of a 
matrix function defined on an open subset s1 of a Banach space. A global 
version of this decomposition will be furnished by Corollary 9.4, but only in 
the particular case where R is C”-diffeomorphic to W’. 
COROLLARY 3.4 (Local rank decomposition of class Cp). Let R be an 
open subset of an [W-Banach space. Let r E (1,2,. . .), A E CfJ(fi,@:,lxn), and 
t, E fl. Then there exists an open neighborhood K.l, c R oft,, and there exist 
U,C E CJ’(~,,,~~Xr), V, B E C”(fl,,C:““), such that 
A(t) = U(t)B(t) = C(t)V(t) Vt E f&,, u*u= I,, w* = I,. 
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Proof. For each j E 11,. . , n}, let aj denote the jth column of A. As A 
is of rank r, there exist j,,. ..,j, E (l,.. ., n] such that (ajt(t,>, . , aj5t,)) is a 
basis of Im A(t,). By [5, Lemma 5.41, th ere exists an open neighborhood 
fl, CR of t, such that for every tin,, (aj$t),...,aj$t)) is a basis of 
ImA( By Proposition 3.1, there exists U=[u, u,]~~“(fii,C:)l~~) 
such that U*U = I, and Im u(t) = span{a,$t), . , aj!t)} = Im A(t) for every 
t E a,. Let t E 0,. Let B(t) = U(t)*A(t). By Lemma 2.2(a), U(t)B(t) = A(t), 
which implies that B(t) is of rank r. Thus B E Cf’(fi,,C~xn). 
By the part of Corollary 3.4 proved so far applied to A*, there exists an 
open neighborhood fi, c s1, of t, and there exist G E Cp(fi,,@:“r), B E 
CP(fl,, Ccx”‘) such that 
A(t)* = ti(t)l?(t), t?(t)*@) = I, vt E sz”. 
The remainder of the conclusion is obtained with V = fl* and C = B*. n 
4. SMOOTHNESS OF THE MOORE-PENROSE 
INVERSE OF A RECTANGULAR MATRIX 
FUNCTION AND APPLICATIONS 
Let us recall the following theorem, due to J. Z. Hearon and J. W. Evans, 
on the smoothness of the Moore-Penrose inverse A+ of a matrix function A. 
As it is very useful, we prove it by a new short proof. 
THEOREM 4.1 (Smoothness of the Moore-Penrose inverse A+ of a matrix 
function A: J. Z. Hearon and J. W. Evans [lo, Theorem 11). Let R be an 
open subset of an R-Bunuch space. Let r E {O, 1,. .). Let A E Cp(fi,@~““). 
Then A+ E CrJ(fi,@:x”‘). 
Proof. If r = 0, then A = 0, and A+ = 0 is of class Cp. Let us suppose 
that r > 0. It is sufficient to prove that A + is of class Cp on a neighborhood 
of every point of R. Let t, E a. By Corollary 3.4, there exists a neighbor- 
hood a,, c R of t,, and there exist U E C~‘(&,,@:,lxr), B E C~‘(O,,@:“n), 
such that U*U= I, and A(t)= U(t)B(t) for every t E R,,. By virtue of [l, 
Theorem S, p. 231, 
A+ In,) = B*(BB*)-‘u* E C”(R,,,c~X”L). n 
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The following corollary deals with the existence of solutions of class C” of 
the linear equation AX = B on matrix functions defined on an open subset R 
of a Banach space. The general form of the solutions of class CT’ of this 
equation will be furnished by Corollary 9.1, but only in the particular case 
where R is Cr’-diffeomorphic to Iw”. Another complement of information lies 
in Lemma 2.2. 
COROLLARY 4.2 (Existence of solutions of class Cl’ of the matrix linear 
equations AX = B and XA = B). L.et 1R he un open sulxet of wn R-Bunuch 
space. Let A E Cr’(O,C~‘““>. Then th e 0 f .!I owing two ussertions are true: 
(a> Let B E Cr’(R,UZ’“‘X”) be such that Im B(t) C Im A(t) for euery t E 0. 
Then there exists X E C”(R Cnxs) such that AX = B 
(b) Let BEC”(Q,~‘~‘) be such that KcrA(t’)cKerB(t) $w every 
t E R. Then there exists X E C”(fl,Fx”‘> such that XA = B. 
Proof. (a): Let X = A+ B. By Theorem 4.1, X is of class C”. Let t E fl. 
By [2, Theorem 1.1.11, A(t)X(t) = P,,,,.(,,B(t), and since Im B(t) c Im A(t), 
P ,mA(IIB(t) = B(t). Thus AX = B. 
(II): By Lemma 2.1(a), Im B(t)* c Im A(t)* for every t E 0. Thcreforc, 
by (a), there exists Y E C”(fl,C “‘x’) such that A*Y = B*. Hence XA = B, 
where X = Y* E C”(Q,C,‘““‘>. w 
COROLLARY 4.3 [Smoothness of the orthogonal projectors on Ker A(t) and 
Im A(t)]. kt fi be an open subset of an R-Bunuch spuce. Ld A E 
C”(R,C~X”). Then P ,,,, A) PC ,,,,_ 4)~, P,,,,.,4, and P(Kvl-A)~ are of class C”. 
Proof. By [2, Theorem 1.1.11, P ,,,, li = AA+ and P ,,,, A* = A +A. Hence by 
Lemma 2.1(a), 
By Theorem 4.1, A+ is of class C”, and therefore the conclusion is a direct 
consequence of the above relations. W 
COKOLLARY 4.4 (Smoothness of the orthogonal projector on the intersec- 
tion of two vector subspaces). tit R be an open s&set of un R-Bunuch 
space. Let P,, P, E C”(LR, c ” “‘I> be orthogonul projector vulued functions 
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(thut is to say, P,(t)’ = P,(t)= f’,(t)* for eoery i ~(1,2}, t E Cl) such that 
ranks P, + P,) is constant. Then 
P (I”,P,)n(lmPZ)~C”(~~~“X”). 
Proof. By Theorem 4.1, (P, + Pz> + is of class C”. On the other hand, 
by virtue of [l, Th eorem 3, p. 1991 (theorem due to W. N. Anderson and R. J. 
Duffin), 
P(hllP,)n(lmPz)= 2P,(P, + a+ p,> 
and hence the conclusion follows. n 
5. EXAMPLE OF A 2 x2 HERMITIAN MATRIX FUNCTION 
OF RANK 1 AND OF CLASS C” DEFINED ON [w” \{O} 
WHOSE IMAGE DOES NOT POSSESS ANY CONTINUOUS BASIS 
This section is devoted to an example of a hermitian matrix function A of 
class C” and of rank 1 defined on [w” \ (0) w h ose image does not possess any 
continuous basis, not even when it is restricted to the unit sphere. A very 
similar (but nonhermitian) example, defined on C U{m}, was published in 
1976 by I. C. Gohberg and J. Leiterer [7, $5, Counterexample 11. This 
example shows that in [6, Corollary 13.6.51, it is necessary to suppose that K 
is contractible (except when K c Iw” [7, Corollary 4.21). 
In this section, R = [w” \{O} and th e o f 11 owing notation will be used. Let 
lltll=/t:+t;+t; Vt=[t, t, tjlTtR3, s” = {t E R3111tll = l}. 
The matrix A(t) that we will define will depend only on the direction of 
t E R”. In order to show easily that A is of class C”, we will first define a 
matrix function A(0, cp) of the angular coordinates of t E Iw”. In order to 
make the bases of Im A discontinuous around the poles of the unit sphere 
without destroying the smoothness of A, we will make A constant on a 
neighborhood of the poles by means of a function n E C”(Iw, Iw) such that 
q(e)=1 VBE]--m,$T], n(e)=0 ve+7r,+ 
0 < n(e) < 1 t/e El+, +[, 
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whose existence is well known. Let 
u(e, fp) = 
T(O) 
I [l- q(f3)]e-i’P ’ 
where i” = -I, and let A E C”(R”,C~x”) be defined by 
A(s,q)=[~(B)t;(B,cp) [1-77(@)leip4~,cF)l 
=[ 
77@Y df3)[1- 77(o)lei’P 
q(e)[l- d~)le+ [l- 77W12 1 
V(O,qJ) E w. 
Let 
fl,=([t, t, t,]‘ER31t,#Oor t,>O), 
fiZ=([t, t, t,]TEW31t,+Oor t,<O}, 
R,=R,Un,= [t, t, 
( 
t,17‘ EK+,J,) + (0,O)). 
It is easy to check that there exist 0 E Co@” \ (0}, [0, r]), Q1 E ~“(0,,] - 
~,d), and Qz E C”(fi,,]0,27~[> such that OIR,] E C”(Q,,]O,x[) and 
t, = lltllsinO(t)cosQj(t) wq1,2j,t=[t, t, tJtq, 
t, = IltllsinO(t)sinQi(t) ViE{1,2},t=[t1 t, t:JEc$, 
t, = lltllcos o(t) vt=[t, t, tJEFP\{o}. 
For every t = [t, t, t,lT E R, let 
‘4@w2w)) if t, # 0 or t, > 0, 
A(@(t),Q2(t)) if t, =0 and t, <O, 
A(t)=< [ 1 0 1 if t, = t, = 0  0 and t, > 0, 
s 0 0 1 1 if t, = t, = 0 and t, < 0, 
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and let 
R, = {t E RIO < o(t) < $T}, a,$ = (t E n(+r < o(t) < 7r). 
As A(& cp +27r) = A@, p> f or every 8, cp E R, it follows directly from the 
definitions that 
A(t) = A(@(t),@i(t)) Vt E R,, A(t) = A@(t),@,(t)) Vt E fla, 
A(t)= ; ; 
[ 1 
Vt E fly; 
hence A E C”(fl,@f”“), because (R,,R,,O,,,R,Y) is an open covering of R. 
Now let us show ud absurdurn that the image of A does not possess any 
continuous basis, even when it is restricted to S” c R. Let u = [2;i on]’ E 
C”(S”, 43” \ (0)) be such that 
Im A(t) = span{a( t)} Vt E s”. 
Let us show that if such a function u existed, the unit circle S’ = (2 E @) 
Iz] = l} in C would be contractible, in particular simply connected, by means 
of a homotopy H(z, A1 that we will define below. Let 
c, = {t E qo <O(t) < $7}, 2, = {t E qja c@(t) < x). 
Let j ~{1,2}. Let aj =[alj azjlT be the jth column of A. For every t E S’, 
as aj(t) E Im A(t) = span{a(t)), there exists a,(t) E C such that aj(t> = 
cxi(t)u(t). Then 
adthdt) = a,,(t) = [d@(t))]’ + 0, u1(t) # 0 vt E c,. 
cf2(t)uUp(t) = az2(t) = [1-77(0(t))]” Z 0, u2(t) z 0 Vt E X2, 
which allows us to define, for every i ~{1,2), ui E CO(Zi,S’) by 
ui(t> 
ui(t)= Iv,(t)/ Vt E ci. 
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It is easy to see that T E C”(S’ X R, S”) and that for every (z, 0) E S’ X [O, ~1, 
O(rk, 0)) = 8, 
which grounds the following definitions: 
H,(z,A) = 
zu,(r(z, h-r)) 
vz E s’, A+,l], 
z2 
H(z,A) = H,(z,A) Vz ES’, AE[O,$[, 
H(z, A) = H,(z, A) V-ES', h~[;,l]. 
It is immediately seen that H, E C”(S’ X[O, t[,S’) and H, E C”(S’ X 
I:> 11, S’). 
Let us show that 
H,(z,A) = H,(z,A) Vz ES’, A E];,?[. 
Let z E S’ and A E ]j, ?[. Let 0 = AT and t = r(z,e). Since z E S’, there 
exists cp E [0,2a[ such that z = et‘+‘. Then 
$Tcec<r, 0 < T(e) < 1, o(t) = 8, t E c, n 22 c R,. 
If .z # 1, then t E R, and @Jt> = cp. If z = 1, then t E R, and Q,,(t) = 0 = cp. 
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In both cases, A(t) = A(0, cp), and 
cui(t)ul(t) = a,,(t) = [ 77@)12 + 0, 
(~~(t)u~(t)=a,,(t)=7~(8)[1-7~(8)]e-’~#O, 
which validates the following computation: 
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Therefore, 
u,(t) m2( t) 
H,(z, A) = - = - = H,(z, A). 
3.2 z2 
Thus H restricted to S’ X [0, s[ coincides with H,, and H restricted to S’ X 
I+, l] coincides with Ha; hence II E C”(S’ X [O, 11, S’). On the other hand, 
H(z,O) = 2 ES', H(z, 1) = z vz E s’, 
z2 
that is to say, S’ is contractible. This implies that S’ is simply connected 
[9, Proposition (3.2), p. 121. But S’ is not simply connected; therefore c does 
not exist. 
REMARKS. For every t E Q, as A(t) is a 2 X 2 hermitian matrix of rank 1, 
Ker A(t) and Im A(t) are two orthogonal vector subspaces of @” of dimen- 
sion 1. Therefore, the nonexistence of a continuous basis of Im A implies the 
nonexistence of a continuous basis of Ker A. On the other hand, for every 
t E R, A(t) is diagonalizable, and KerA(t) and Im A(t) are the two eigen- 
subspaces of A(t). It follows that there does not exist any continuous 
eigenvector of A, in spite of the fact that the eigenvalues of A, namely 0 and 
277’ -27 + 1, are of class C”. In other words, there exists a diagonal matrix 
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function D of class C” such that A(t) 1s similar to D(t) for every t E R, but 
there does not exist any continuous matrix function P of rank 2 such that 
A = HIP-‘. 
6. CONNECTION OF LOCAL SOLUTIONS 
INTO GLOBAL SOLUTIONS 
This section deals with the connection of local solutions into global 
solutions of a problem (P) ( in most cases the solutions will be required to be 
functions of class Cl’). This problem is supposed to possess at every point 
t E R” a solution f, defined on an open neighborhood V, of t, and to have 
the following property: If f, and fz are solutions of (P) defined on open 
subsets R, and G, of Iw” respectively, and if R, n a, is convex, then fl 
and fz may be connected into a solution of(P) defined on R, U f12. In fact, 
we will only use the weaker hypothesis of the existence of this connection in 
the particular case when R, and 0, are themselves convex. 
The objective of this section is to show that these local solutions may be 
connected into global solutions. A first difficulty lies in the fact that the 
diameter of V, may be arbitrarily small. A second one lies in the fact that 
C, U C, is not necessarily convex, even when C, and C, are. The first 
difficulty is surmounted by Lemma 6.1 and the second one by Lemma 6.2 
below. 
The statements of this section are formulated in an axiomatic form, which 
is to be understood in the following way: for every open subset R of R”, 
./(a) will represent the set of all the solutions of (P) defined on CR, and 
S?(n) will represent the assertion “there exists at least one solution of (P) 
defined on R”. The empty map defined on 0 will be considered as a solution 
of(P) on 1R =0, that is to say, S(0) will be considered as true. 
LEMMA 6.1 (Condition for a locally true property to be true on ] - r, r[‘). 
LetrERT. Let 9(R)b e u relation defined (either true or false) for every 
open subset Sz of [w”, and satisfying the following conditions: 
(a) For every t E [ - r, r]“, there exists an open neighborhood R, c W of 
t such that B(LR,) is true. 
(b) For ull convex open subsets C, and C, of R”, 
S(C,) and 9(C2) * s(C, UC,). 
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(c) For cl11 open subsets Sz, and Cl, of !A”, 
Then, under these conditions, Ai%] - r, r[‘) is true. 
REMARK. Conditions (a) and (c) imply that 9X0) is true. 
Proof. This lemma will be proved by induction on the dimension 4 of 
IW, and for this purpose, it will be denoted by J(4). Let us first prove the 
lemma when 4 = 1. Since 9 satisfies hypotheses (a) and (c) of d(l), for 
every t E [ - r, r] there exists an open interval I, c Iw such that t E I, and 
9(1,) is true. Since [ - r, r] is compact and connected, it follows that there 
exists a finite family (sr, . , s,,~) of points of [ - r, r] (numbered in such a way 
that for every k E 11,. , m), Z,y, U . . . U Z,,l is an interval) such that 
[ - r, r] C I,, U . . . U I ,,,,,. 
Then by induction and by (b), .%%I,, U * *. U I,yk> is true for every k E 
(1,. . ., m). By (c), the validity of &?(Z,, U . . . U I,y,,,> implies that of 
&%‘(I - r, r[). Thus -Y(l) is true. 
Let 4, E (2,3,. . .} be such that Y(l),.. ., _f(q, - 1) are true. Let us 
prove the lemma when 4 = 4”. Since 4a > 2, there exist 4r, yz E (1,. . ., 
4” - l} such the t a y,, = 4, + 42. For every open subset R of IW, let 
AJl(Ln) = 9(fl X] - r,r[‘*). 
Let us show that 9r satisfies the hypotheses of _./(q,). Let t, E [ - r, r]“‘. 
Since 9 satisfies hypotheses (a) and (c) of Y(yJ, for every t E [ - r, r19’ 
there exist open intervals II,, . ., Iclot c R such that t E II, X . . . X Zyot and 
9(Ir, x . * * X Z40t) is true. Let 
Cl, = I,, x . . . x I,,,, Czt = &+1t x * ’ . x $“t tit E [ - r, r]“‘. 
Since the set it,} x [ - r, r] ” is compact, it possesses a finite number m of 
points s,, . . ., s,,, such that 
(t,}X[ - r,r]“C (j C,,$ XC,,,. 
i=l 
(*I 
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Let c, = c,,s, n . . . n c ,s,, ). Let us show that 9i(C,) is true, by means of 
the following relation .9’z. For every open subset fl of IW’lr, let 
9’,(R) = 9(C, x sz). 
Let us show that 9z satisfies the hypotheses of Y(4,). Let t, E[--r,rl”‘. 
By the inclusion (*>, there exists k E (1,. . . , m} such that t, E Cp,,k. Since .g 
satisfies hypothesis (c) of 1(4,,), the validity of 9(C,,,I X Cz,sk) implies that 
of 9z(C,,Yli>. Thus 9z satisfies hypothesis (a) of J’(rlz). Since 9 satisfies 
hypotheses (b) and (c) of J(q,,) and C, is convex, 9, satisfies hypo- 
theses (b) and (c) of -Y(q,). As yz < yo, -.&42) is true, and therefore 
si,(]- r, r[q2) = S”,(C,) is true. Thus 9Z’i satisfies hypothesis (a) of -84,). 
It is easy to check that 9, satisfies the other hypotheses of J(4i). AS 
yi < q,,, J( 4i) is true, and therefore, 9,(] - r, r[“‘) = &?‘(I - r, r[““) is true. 
Thus z/(4,) ‘1 t is rue. It follows that J(4) is true for all 4 E {1,2,. . .). W 
LEMMA 6.2 (Connection of solutions defined on domains of the form 
W x B x C,, into solutions defined on lRq X R X C,,). Let cl,, yz E (0, 1, .I. 
Let 4 = 4, + 1+ 4,. If y2 # 0, let C, be a convex open subset of W. For 
every subset S of 52, let 
R”’ x s x c,, q 4,,4, > 0, 
$9(S)= ;;;” 1 if ~,>0=4~, 0 if ~,=0<4~, S if 4,=O=cin. 
Let F be a set. tet 9 be a map which associates every open subset R of [w” 
with a set AR) of maps from R into F and satisfies the following 
conditions : 
(a) For every bounded open subset B of R, /((p(B)) is not empty. 
(b) For all convex open subsets C,, C, of R”, and for all f, E dC,>, 
f, E J(c,), there exists f E AC, U C,> such that 
f(t) =f,(t) Vt E c, \ c,, f(t)=f2(t) VtECP\C,. 
Cc) For all open subsets R,, R, of R”, und for ull f, 
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(d) For every open subset R of Iwq, fw every map f from R into F, and 
for evey open covering (RiIi,l of 0, 
f I,Li E 9(sZi) Vi E I =+. f E/(n). 
Then, under these conditions, ~(~o(rW>> is not empty. 
REMARK. Condition (a) implies that S(0) is not empty. 
Proof. Let us define the following convex open subsets of W: Let 
D, =0, and let 
D tn,n = cp(lm,n[) VmEZ,nE{m+l,m+2 ,... ), 
Dn = D-n,, VnE{1,2,...}. 
Let us show by induction that there exists a sequence (fk)k EN such that for 
every k E {O, 1,. . .}, 
fk e&D,+,), fk+l(t) =fk(t), Vt E D,. (1) 
By (a), for all m E Z, n E {m + 1, m +2,. . .}, there exists g ,,,, n E A’( D,n,n>. 
Let f, = g-,,,. Let n E (0, I,.. .) be such that the existence of fa,. . . , f,, 
satisfying (1) is established. By (b) applied to f, and gn,n+2, there exists 
hES(D_ n_l,n+2) such that 
h(t) = f,,(t) Vt E Dnfl 1 Dn.n+2. 
By (b) applied to h and g_,,-a, -n, there exists f,,+l E AD,,+,) such that 
f,+Lt) = h(t) Vt E E, _,,,, +g \ D-,-z, -n. 
These relations imply that 
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It follows directly from the definitions that (Dk \ D,_ ,)y= 1 is a partition 
of &R), which allows us to define the following map f from cp(R) into F by 
f(t) = Y-k(t) Vk ~{1,2 ,... }, t= D, \ Dk_-l. 
Let us show that 
f(t) = f,,(t) Vn~(1,2 ,... },te D,. (2) 
Let n~{1,2,...) and to D,. Since CD,\ Dk-l);G~ is a partition of D,, 
there exists one i ~{l,..., n) such that t E Di \ D,_ 1, and by the definition 
of f, f(t) = f,(t). If i < 12, then by (11, f,(t)=fj+,(t)= ... =f,,(tl. Thus 
f(t) = f,,(t). By (2) and (cl, 
flD,=fkID,E jTDrc) Vk ~(1,2,...}, 
and since ( Dk)zzl is an open covering of &Rl, it follows by (d) that 
f E S(cp(W n 
TIIEOREM 6.3 (Connection of local solutions into global solutions defined 
on W). Let F be a set, and 4 be a map which associates every open subset 
R of Iw” with a set 9(R) of maps from l2 into F and satisfies the following 
conditions: 
(a) For every t E W, there exists an open neighborhood s1, c [w” oft such 
that An,) is not empty. 
(b) For all convex open subsets C,, C, of R”, and for aEZ f, E dC,), 
f2 E AC,), there exists f E 4(C, U C,) such that 
f(t)=f1(t) VtECl\Cz> f(t) = fi( t) Vt E c, \ c,. 
(c) For all open subsets a,, R, of [wq, and for all f, 
s1,cf12 and f ES(LR2) =j fln,E9(S1,). 
(d) For every open subset R of [WY, for every map ffrom fi into F, and 
for every open covering (a,), E I of R, 
fln,E9(Sli) ViEI q f E/(a). 
Then, under these conditions, S(Rq> is not empty. 
REMARK. Conditions (a) and (cl imply that S(0) is not empty. 
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Proof. For every open subset s1 of Iwq, let s’(R) denote the assertion 
“J(n) is not empty.” Let &Z(O) denote the assertion “for every bounded 
open subset B of [w4, s(B) is true,” and if q > 1, for every m E {l, . . , y - l}, 
let @‘(m> denote the assertion “for every bounded open subset B of [WV-“‘, 
g([w’” X B) is true.” 
Let us show by induction that d(O), . . . , d(y - 1) are true. Hypotheses 
(a), (b), and (c) imply that &? satisfies all the hypotheses of Lemma 6.1, with 
any r E rWT. Therefore, by virtue of this lemma, c%‘(] - r, r[“) is true for 
every rEIWT, which implies, by (c), that d(O) is true. If q = 1, then the 
proof by induction is finished. Let us suppose that q > 1. Let m E (1,. , 
q - l} be such that &(m - 1) is true, and let us show that d(m) is true. Let 
B, be a bounded open subset of Iwq-“‘. Then there exists r0 E rWT such that 
B, C ]- r,,, T,,[“-~. Let C, = ] - rO, T,~[“-“‘. For every subset S of DB, let 
i 
[w’“-‘XSXC, 
q(S)= SXC 
if m>l, 
0 if m=l. 
Since &(m - 1) is true and Co is bounded, L%‘(cp(B)) is true for every 
bounded open subset B of Iw, that is to say, (cp, S) satisfies hypothesis (a) of 
Lemma 6.2, with qi = m - 1 and q2 = 9 - m. As hypotheses (b), (c), (d) of 
Lemma 6.2 and Theorem 6.3 are the same, and Co is convex and open, 
(q, S) satisfies all the hypotheses of Lemma 6.2. Therefore, by virtue of this 
lemma, &%?(cp([w)) = ,(K?“’ X Co) is true. Hence, by (c), &?([w”’ X B,) is true. 
So d(m) is true. Thus d(O), . , d(q - 1) are true. 
For every subset S of [w, let 
G(S)= s 
i 
Iwq-‘XS if q>l, 
if q=l. 
Since &( 9 - 1) is true, s( $( B)) is true for every bounded open subset B of 
Iw. Hence, like (cp,/) above, (@,9) satisfies all the hypotheses of Lemma 
6.2, with yi = q - 1 and q2 = 0. Therefore, by virtue of this lemma, s(@(Iw)) 
= .J%?([w*) is true. n 
7. EVERY SUBSET OF C”“” CONSISTING 
OF ALL THE MATRICES OF THE SAME RANK 
IS ANALYTICALLY ARCWISE CONNECTED 
LEMMA 7.1. The subset C:x* of Cnx” is analytically arcwise con- 
nected, that is to say, for all A,, B, E Cz Xn, there exists an analytic map Z 
from Iw into Cixn such that Z(0) = A, and Z(1) = B,. 
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Proof. Let A,, B,, E Cix”. Let C, = B,,A, ‘. Since every matrix of C rr Xn 
is triangularizable, there exist P,, I’,, E @ nxn such that P,, is invertible, T,, is 
upper triangular, and 
C” = POT0 P[ l. 
Since T, is upper triangular, there exist D,, N,, E Cnx’ such that D,, is 
diagonal, N,, is strictly upper triangular, and 
Since A,, and I?, are invertible, so are C,,, T,, and D,. Consequently, there 
exist 
D, = diag[ d,, , . . , &,,I, 
where i” = - 1. Let 
1 -cos rt 
77(t)= 2 VtER. 
It is immediately seen that 77 is an analytic map from Iw into Iw such that 
77(O)=% v(l)=I, o<r/(t)<l VtElR. 
For every t E R, let 
d~i(t)=[1-77(t)+~(t)P~lj]ei~(08”’ Vj’j{l,...,n), 
D(t)=diag[d,(t),...,d,(t)], 
T(t) = D(t) + T(t)&, y(t) = W(t)&‘, Z(t) = Y(t)A,,. 
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Then 
D(O) = I,, , T(O) = I,, Y(0) = I,, Z(O) = A, > 
D(1) = D,, T(l) = T”, Y(1) = c,, Z(1) = B,,. 
On the other hand, for every t E R, j E 11,. . . , n), 
(dj(t)l= [l- 77Ct)l + 77Ct)POj> O; 
therefore, 
detZ(t)=d,(t)...d,,(t)detA,,#O VteR. 
Thus Z has the required properties. l 
In the proof of the next theorem, we will denote by ZyX” the following 
matrix of Crx”: 
I,. 0 
f[ I 0 0 if O<r<m,n, r [I, 01 if O<r=m<n, Yx”= I i 1 ; if O<r=n<m, 1, if O<r=m=n, 0 if r=O. 
TIIEOREM 7.2. The subset Cyx’ of @‘nxn is analytically arcwise con- 
nected, that is to say, for all A,,, B, E CrXn, there exists an analytic map Z 
from R into Cyx’ such that Z(O) = A, and Z(1) = B,. 
Proof. Let A,,, B,, E @yXn, By [13, 2.8, p. 531, there exist A,, B, E C::ix”‘, 
A,, B, EC::“” such that 
A,, = A,I:“X”A,, B,, = B,I:“X”B2 
By Lemma 7.1, there exist analytic maps Z, from 02 into C;iixf,l and Z, from 
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R into C::x” such that 
Z,(O) = A,, Z,(l) = B,, Z,(O) = A,, Z,(l) = B,. 
Then Z = ZiI:)lXn Z, has the required properties. n 
8. EXISTENCE OF BASES OF CLASS Cp 
LEMMA 8.1 (Connection of two bases of class C” defined on two convex 
sets). Let C, and C, be convex open subsets of a separable Hilbert space. 
Let A E CrJ(C,,C~xr> and B E Cp(C2,c:)IXr) be such that 
ImA = Im B(t) Vt E C, n c,. 
Then there exists V E CP(C, U CZ,@F’Xr) such that 
V(t) = A(t) Yt EC, \ C,, V(t) = B(t) Vt E C, \ C,, 
ImV( t) = Im A(t) = Im B(t) Vt E c, n c,. 
Proof. If C,cC, or C,cC, or C,nC,=0, then V=B or V=A or 
(V\,,=AandV],z=B)‘. . bl IS smta e, respectively. Let us suppose that C, \ C,, 
C, \ C,, and C, n C, are not empty, and let t, EC, n C,. By Corollary 
4.2(a), there exists X E Cp(C, n Cp,crxr) such that 
B(t)X(t) =A(t) tltEc,nc,. 
Since rank A = r and rank X ,< r, this relation implies that rank X = r. Con- 
sequently, by virtue of Theorem 7.2, there exists an analytic map Y from iw 
into @ zxr such that 
Y(O) = x(4,>, Y(1) = I, 
By [14, corollary of Theorem 11.3.2, p. 361, there exists a partition of unity 
(7, 1 - 7) of class C” on C, U C,, subordinated to the open covering (C,, C,) 
of C, U C,. That is to say, there exists n E C”(C, U C,,[O, 11) such that 
q(t)=0 vtECl\C1, q(t) = 1 vt E c, \ c,. (1) 
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flij = (t E c, u C,\$i < q(t) < $j} Vi,j~(--,0,1,2,3,4,5,03}, 
fiij = {t E c, u C$i d 11(t) < $1 Vi,j ~{0,1,2,3,4,5) 
(fiij is not necessarily equal to the closure of Rij). As above for 7, there 
exist (Y, p E C”(C, U C,, [O, 11) [subordinated to (a,,, a_,,) and (a,,, a_,,>1 
such that 
a(t) = 0 Vt E 601, a(t) = 1 Vt E a,,, 
p(t)=0 V’tEi-i”,, p(t)=1 VtEfii,,S. 
The relations (1) imply that 
R --105 CC,, &,CC,, &cC,nC,, 
and since C, n C, is convex, 
[l-cI(t)]t+(Y(t)t”EClnc, Vt E nos. 
These observations allow us to define 
V(t) = A(t) 
V(t) = B(QX([l- a(t)]t + a(&) 
V(t) = OX 
v(t) = Nt)W(t)) 
v(t) = II(t) 
vt E &, 2 
vt E a,,, 
Vt E i-Iii,,, 
vt E f&,, 
Vt E ii,,. 
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It follows directly from the definitions that 
V(t) = A(t) Vt E a_,, , 
V(1)=B(t)X([l-a(t)]t+a(t)t,) vt E %,, (2) 
v(t) = B(t)y(P(t)) Vt E f&, 
which shows that V is of class C” on Q_,,,lR,,,Rz,, and therefore V E 
NC, u c,, C “lx’). By (l), C, \ C, c ai,,, and C, \ C, c fib,; consequently 
V(t)=A(t) V~EC,\&, v(t) = B(t) Vt E c, \ cr. 
On the other hand, A, B, X, and Y are of rank r; consequently, V is of rank 
r, and by (2), 
ImV(t) = Im A(t) or ImV(t) = Im B(t) Vt E c, u c,. 
Hence, 
ImV( t) = Im A(t) = Im B(t) bft E c, n c,. n 
The following theorem (the main result of this paper) deals with the 
existence of bases of class C” of the kernel and the image of a matrix 
function defined on a domain C”-diffeomorphic to R”. A similar result on 
operator functions defined on a contractible compact subset of W has been 
established by I. C. Gohberg and J. Leiterer (direct consequence of [7, 
Theorem 3.6 and Proposition 4.11). Both results furnish an extended version 
of [6, Corollary 13.6.51, where it is necessary to suppose the domain con- 
tractible, because of the counterexamples produced in [7, Counterexample 
5.11 and in Section 5 of the present paper. 
THEOREM 8.2 (Existence of orthonormal bases of class CT’ of the kernel 
and the image of a rectangular matrix function of 4 real variables: generaliza- 
tion of the theorem [3] due to V. Doleial). Let R C [WY he Cp-dij&omorphic 
to [w”. Let A E Cp(Q,C:llxn). Then there exist 
UI,...>U,,, EC”(fl,c~“), u1 )...) U,EC”(fl,@“) 
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such that for ez;ery t E R, 
(a) $r>O, then (u,(t>,...,u,(t)) is an orthonormal basis of Im A(t), 
(b) ij r <m, then (u,+,(t),..., u ,,,(t 1) is an orthonormal basis of 
[ImA(t) 
(c) ifr > 0, then (o,(t),. . .,o,(t)) is an orthonormal basis of [kerA(t)l’, 
(d) ifr < n, then (c,+~ (t ), , u,,(t)) is an orthonormal basis of Ker A( t ). 
Proof. The conclusion is obvious in the particular case where r = 0, that 
is to say, where A = 0. Let us suppose that r > 0. By hypothesis on R, there 
exists a C”-diffeomorphism cp from IR?” into R. Let 
For every open subset A of iw”, let 
9(R) = {W E Cr’(A,(lZ~‘X’)IImW(t) = ImB(t) Vt E A}. 
Let us show that .Y satisfies the hypotheses of Theorem 6.3. Let t,, E Pi”. 
Since B(t,,) is of rank r, there exist j,, . . . , j, E {l,. . . , n] such that 
b.il(t,), . ’ > bj,Ct,,) are linearly independent. Let 
By [5, Lemma 5.41, there exists an open neighborhood A0 c [w’f of t,, such 
that for every t E A,,, Z?(t) is of rank r. This implies that B~,,,,E /(A,,). 
Thus 9 satisfies hypothesis (a) of Theorem 6.3. By Lemma 8.1, 9 satisfies 
hypothesis (b) of this theorem, and it is obvious that 9 satisfies hypotheses 
(c) and (d). Therefore, by virtue of Theorem 6.3, there exists W E S(R”>. 
Let 
Let t E s1. It follows directly from the definitions that 
ImV(t) = ImW(cp-l(t)) = Im B(cp-l(t)) = ImA( 
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consequently, (v,(t), , o,(t)> is a b asis of Im A(t). Therefore, by Proposi- 
tion 3.1, there exist u,,.. .,u,. E C”(R,C”‘) such that, for every t E 1R, 
(u,(t), . . , u,.(t)) is an orthonormal basis of Im A(t). 
By Corollary 4.3, 
Since A is of constant rank, so are these three projector valued functions. By 
applying to them Theorem 8.2(a) just proved above, the conclusions (b), (c), 
and (d) are obtained. H 
COROLLARY 8.3 (Existence of bases of class CrJ of a vector subspace 
valued function E and of E ’ ). Let fi c Rq be CJ’-diffeomorphic to IX”. Let 
r E {1,2,. .}. L,et E be a map from R into the set of all the vector subspaces of 
dimension r of C” possessing the following property: for every t E a, there 
exists an open neighborhood 0, c R of t and there exist cI1, . . . , vtr E 
C”(fl,,@“) such that for every u E a,, (c,,(u), . . . , v,,(u)) is a basis ofE(u). 
Then there exist u,, . . , u,, E CJ’(LR, Cn) such that for every t E a, 
(u,(t), , u,(t)) is an orthonormal basis of E(t) and if r < n, 
(u,+,(t),..., u,,( t>> is an orthonormal basis of E(t) ‘. 
Proof. The corollary is obvious if r = n. Let us suppose that r < n. Let 
t E R. By hypothesis, there exists an open neighborhood LR, c R of t and 
there exists V E C”(fi,,CFxr> such that ImV,(u)= E(u) for every u E 1R,. 
By Corollary i.3, 
Since (fi,), E R is an open covering of s2, it follows that P, E Cr’(Q,C~““>, 
and the conclusion is obtained by applying Theorem 8.2(a) and (b) to Pfiz. 
9. APPLICATIONS 
The following corollary furnishes an extension of Corollary 4.2, as indi- 
cated just before it. 
COROLLARY 9.1 (General form of the solutions of class C” of the linear 
equation AX = B on matrix functions). Let R c ET’ be CD-di.omorphic to 
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IF?“. Let n E (2,3,. .) and r E (1,. , n - 1) (see Lemma 2.2(a) for the case 
T = n). Let d = n -r. Let A E C”(Q@T”“) and BE Cp(O,a)“‘xG) be such 
that Im B(t) C Im A(t), f or every t E 0. Then there exist J? E Cp(fl,C”“‘) 
and U E Cr’(O,@:““) such that 
AX= B, AU=O, u*u = I,, 
and for all X, 
X~c”(fi,C”~“) and AX=B e 3YEc”(.n,cy, x=x+UY. 
Proof. By Corollary 4.2, there exists X E CP( R, a3 ” “) such that AX = B. 
By Theorem 8.2(d), there exist ui,. .,url E Cr’(sZ,Cn) such that for every 
t E 0, (u,(t),. . .,u,(tN is an orthonormal basis of Ker A(t). Let U = 
[Ui ... u,~]. It follows directly from the definition of U that U E 
C”(R, Qx”), AU = 0, and U*U= I,. Let X E Cr’(fl,Cnx”) be such that 
AX = B. Then A(X - Jf ) = 0; hence 
Im[X(t)-X(t)]CKerA(t)=ImU(t) VtEn. 
By virtue of Corollary 4.2, there exists Y E Cp(R,@“X”) such that UY = 
X - X. The converse is obvious. n 
REMAHK. The general form of the solutions of class C” of the equation 
XA = B may be obtained by applying Corollary 9.1 to the equation A*X* = 
B*, as in Corollary 4.2. 
COROLLARY 9.2 (Equivalences of class CP to the rank canonical form). 
Let R c [wq be CJ’-difleomorphic to [w”. Let A E Cp(fl,C:,l”“>. Then there 
exist 
and if r > 0, there exist B,C E Cp(fl,@~“r) such that (using the notation 
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defined just before Theorem 7.2) 
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A = PI:‘“x”u z ,,:I,X”Q, u*u=uu*=1,, V”V=W”=I,,,, 
1 ,t, )
P*f’ = diag[ B, I,,,_,] 
B, 
1 
II ) 
QQ* = diag[ C, I,, -,I 
c, 
if r=O, 
if O<r<m, 
if r = m, 
if r=O, 
if O<r<n, 
if r=n, 
and if r > 0, B(t), C(t) are positive definite for every t E R. Moreover, if for 
every t E R, A(t) is a partial isometry, then P and Q may he chosen such thut 
P(t) and Q(t) are unitary for every t E R. 
Proof. If r = 0, then A = 0 = Z,,,l,, “‘x’llr, and the lemma is trivial. Let us 
suppose that r > 0. By virtue of Theorem 8.2, there exist w,, , . . ,w,, E 
Cp(LR,@“) such that for every t E Cl, (w,(t),. ..,w,(t)> is an orthonormal 
basisof[KerA(t)]I,andifr<n,(w,+Jt),..., w,,(t)) is an orthonormal basis 
of Ker A(t); moreover, if r < m, there exist rjr+ 1,. . , p,,, E C”(iR, @“‘) such 
that for every t E R, (p,+Jt>, , p,,,(t)) is an orthonormal basis of 
[Im A(t)]‘. Let 
w=[w, .*. w,,], u=w*, p , = Au;, , . . . , P, = Aw,, 
P=[P, ... Pm], P,=[P1 ... P,], B = PfP,, 
and if r < m, P, = [p,.+] . . . p,,,]. Then 
AW= [Aw, ... Aw,,] = PI:“x”, w*w = ww” = I,,, 
u*u=uu*=1,; 
hence 
A = pI:“-W* = p1:“x”U. 
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If r < m, 
and if r = m, P*P = P,*P, = B. Let f E Q. Since w,(t), . . . , w,(t) are linearly 
independent and belong to [KerA(t)] ‘, p,(t), . . , p,(t) are linearly indepen- 
dent too. Consequently, P,(t) is of rank r, P(t) is of rank m, and by Lemma 
2.1(c), B(t) is of rank r. It follows that B(t) is positive definite. Moreover, if 
A(t) is a partial isometry, then pi(t), . p,.(t) are orthonormal, and therefore 
P(t) is unitary. 
By the part of Corollary 9.2 proved so far applied to A” E C”(R, @rX”‘) 
(still with r > 01, there exist 
such that 
and B(t) is positive definite for every t E R. Moreover, if for every t E R, 
A(t) is a partial isometry, then so is A(t)* [l, Theorem 6.3.3, p. 2521, and 
p*P = pp* = I,,. The remainder of the conclusion is obtained with Q = p*, 
V=d*,and C=l?. n 
The following corollary generalizes the main part of Corollary 9.2. 
COROLLARY 9.3 (Equivalences of class Cr’). Let R C lf2” be C”-dzjfko- 
morphic to Iw”. Let A, B E Cr’(f2,@:,l”“). Then there exist 
such that 
A = PBU=VBQ, u*u=uu*=1,,, V+v=W”=I ,,,. 
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Moreover, if for every t E R, A(t) and B(t) are partial isometries, then P and 
Q may be chosen such that P(t) and Q(t) are unitary for every t E R. 
Proof. The conclusion is obtained by applying Corollary 9.2 to A and to 
B, and by composing the equivalence between A and IyXn with the 
equivalence between lyx” and B. n 
The following corollary furnishes a global version of Corollary 3.4, as 
indicated just before it. 
COROLLARY 9.4 (Rank decomposition of class CT’). Let Cl ~58” be C”- 
difieomorphic to iw”. Let r E {1,2,. . .}. Let A E Cr’(fi,C:,lxn>. Then there exist 
U,C E CP(S1,@FXr) and V, B E Cp(fl,CIXn) such that 
A=UB=CV, cJ*u = I,, w* = I,. 
Proof. By Theorem 8.2, there exist ur, . , u, E C”( R, C”‘) such that for 
every t E R, (u,(t), . . ,u,(t)) is an orthonormal basis of Im A(t). Let U = 
[Ui .-* u,.] E C”(s1, Crxr>. By Corollary 4.2(a), there exists B E 
Cp(O,,rxn) such that UB = A. Then r = rank A < rank B < r implies that 
rank B = r, and on the other hand, it is obvious that V*V = I,. 
By the part of Corollary 9.4 proved so far applied to A*, there exist 
0 E Cr’(fi,CFxr) and BE CP(fI,C Fx”‘) such that A* = 08, c*o = I,, and 
the remainder of the conclusion is obtained with V = fl* and C = fi*. W 
REMARK. If fi is a connected topological space and P E C”(sl, Cnx”) is 
a projector valued function, then rank P is constant, because rank P = tr P is 
a continuous function with values in {0, 1, . .}. 
The following corollary furnishes an extension of [12, 11.4.51. 
COROLLARY 9.5 (Simultaneous diagonalization of class CJ’ of a basis family 
of projector valued functions). Let C? c [W’J be CP-di.omorphic to [w”. Let 
P,, . . , P,Y E Cp(fl,,‘Lx”) be such that 
PiPj=6ijPi, P,#O, Vi,jE{l,..., s}, P,+ ... +?,=I,. 
For every i ~(l,..., s}, let ri = rank Pi <cf. the remark above) and Di = 
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diag[Si,Irl,. . . , SisZr,]. Then there exists V E Cp(fl,C,“““) such that 
Pi(t) =V(t)Div(t)-’ = vt,l(t)Pi(t,)u,oo)’ 
ViE{l,..., s}, t,t,ESl, 
where V,o(t) = V(t)V(t,)-‘, f or every t, t, E s1. Moreover, zj jbr every i E 
{l,. . , s} and t E a, P,(t) is an orthogonal projector (that is to say, P,(t)* = 
P,(t)>, then V(t) and VtO(t) are unitary for every t, t, E R. 
Proof. It is well known that the hypothesis on (Pi);=1 implies that 
Im P,(t) i . . . i Im P,(t) = @” Vt E R. (1) 
Consequently, r, + . . . + rS = n. By virtue of Theorem 8.2, for every i E 
(l,..., s}, there exist uil ,..., uir. E C”(R,@“) such that for every t E R, 
(u&), . ., u,,.,(t)) is an orthonormal basis of Im P,(t). Let 
ui=[“il ..- Uir,] ViE(l,..., s), V=[V, ... q,]. 
Let iE(l,..., s}. For every k E (1,. . . , s) we have P,V, = V,, because 
Im Pk = Im V,; consequently 
P,V= Pi[ v, -.* vs]=Pi[P,v, ... zy,] 
= [ P,P,V, . . . Pipsus] 
= [ si,v, . . * SisVs] = VDi. 
The relation (1) implies that rank V = n; consequently, Pi = VD,V-‘, and 
where UJt> = U(t)U(t,)-’ for every t, t, E Sz. 
If for every t E fl, PI(t), . . . , P,(t) are orthogonal projectors, then the 
direct sum (1) is orthogonal, and therefore V(t) is unitary for every t E s1. 
n 
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REMAHK. Corollary 9.5 may be applied to the dia~onalization of class C” 
of a projector valued function P, by applying it to the hasis f~miily (P, I,, - P). 
COROLLARY 9.6 (Unitary rank block di~lgollaliz~ttioll of class Cl’). I.& 
R C W he C1’-diffeomorphic to R”. Let II E (2,X. .} cd I‘ E (1,. , II - 1). 
Let A E C~‘(fi,@~““) he such that 
Im A(t) = [I&A(t)] 1 vt E R 
(this condition is satisfied in purticular when A( t 1 is rwrmul). Then there exist 
u E cqn, d= ::““> and A, E C”(0,C::“‘~) .~uclr tl~f 
A=Udiag[A,,O,,_,.]C7”‘, ~7’F~l = u[i:!: = I,, 
Proof. By Theorem 8.2, there exist u,, , u ,I E C”( 0, C”) such that for 
every t E R, (u,(t) ,..., u,.(t)> is an orthonormal basis of Im A(f) arid 
(u,+Jt) ,...> u,,(t)) ” i IS m orthonormal basis of [Im A(t)] l. Let 
u,=[u, ... ur], u2=[u,-+tl ... 11 ,I ] , u= [I!, 41 
Then for every t E s1, U(t) is unitary, and 
Im[ A( t)U,( t)] c Im A(t) = Im u,(t), rankU,(t) = r; 
therefore, by Corollary 42(a), there exists A, E C”(O,cr”‘) such that U,A, 
= AU,. On the other hand, AU, = 0, because, by hypothesis, (Im A)’ = 
Kcr A. Thus, 
AU= [AU, Al/,] = [ U,A, 0] = Udiag[A,,O,,_,], 
which implies the conclusion. n 
The uuthor would like to express his grutitude to Professor J.-M. Graciu 
for his strong encouragements in the generulixtion of the theorem due to V. 
Dole.%1 [31 und for the communicution of importunt references. 
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