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Rectified deep neural networks overcome the curse of
dimensionality for nonsmooth value functions in zero-sum games of
nonlinear stiff systems
Christoph Reisinger∗ Yufei Zhang†
Abstract. In this paper, we establish that for a wide class of controlled stochastic differential
equations (SDEs) with stiff coefficients, the value functions of corresponding zero-sum games
can be represented by a deep artificial neural network (DNN), whose complexity grows at most
polynomially in both the dimension of the state equation and the reciprocal of the required
accuracy. Such nonlinear stiff systems may arise, for example, from Galerkin approximations of
controlled stochastic partial differential equations (SPDEs), or controlled PDEs with uncertain
initial conditions and source terms. This implies that DNNs can break the curse of dimensionality
in numerical approximations and optimal control of PDEs and SPDEs. The main ingredient of
our proof is to construct a suitable discrete-time system to effectively approximate the evolution
of the underlying stochastic dynamics. Similar ideas can also be applied to obtain expression rates
of DNNs for value functions induced by stiff systems with regime switching coefficients and driven
by general Le´vy noise.
Key words. Deep neural networks, approximation theory, curse of dimensionality, optimal con-
trol, stochastic partial differential equation.
AMS subject classifications. 82C32, 41A25, 35R60
1 Introduction
In this paper, we study the expressive power of deep artificial neural networks (DNNs), and
demonstrate that one can construct DNNs with polynomial complexity to approximate nonsmooth
value functions associated with stiff stochastic differential equations (SDEs).
More precisely, for each d ∈ N, we consider the value function vd : Rd → R of the following
d-dimensional zero-sum stochastic differential game on a finite time horizon [0, T ]:
vd(x) := inf
u1∈U1,d
sup
u2∈U2,d
E
[
fd(Y
x,d,u1,u2
T ) + gd(u1, u2)
]
, x ∈ Rd,
where Ui,d, i = 1, 2, are sets of admissible open-loop control strategies (see Section 2.2 for a precise
definition), fd : R
d → R is a (possibly nonsmooth) terminal cost function with at most quadratic
growth at infinity, and for each x ∈ Rd, ui ∈ Ui,d, i = 1, 2, (Y x,d,u1,u2t )t∈[0,T ] is the solution to the
following d-dimensional controlled SDE:
dYt = (−AdYt + µd(t, Yt, u1, u2)) dt+ σd(t, Yt, u1, u2) dBt, t ∈ (0, T ]; Y0 = x, (1.1)
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where Ad is a d×dmatrix, µd and σd are respectively Rd and Rd×d-valued functions, and (Bt)t∈[0,T ]
is a d-dimensional Brownian motion defined on a probability space (Ω,F ,P). In the case with
σd ≡ 0, (1.1) degenerates to a controlled ordinary differential equation. Moreover, if one of the
sets U1,d and U2,d is singleton, the zero-sum game reduces to an optimal control problem.
In this work, we shall allow the coefficients Ad, µd and σd to be stiff in the sense that they
are Lipschitz continuous (with respect to the Euclidean norm on Rd) but the Lipschitz constants
grow polynomially in the dimension d. Such stiff SDEs arise naturally from spatial discretizatoins
of stochastic partial differential equations (SPDEs) by using spectral methods (see e.g. [21, 16,
22, 26, 25]), or finite difference/element methods (see e.g. [16, 2, 12]).
For simplicity, let us consider the following uncontrolled SPDE as motivating example, but
similar arguments also apply to controlled SPDEs. Let B = (B(t))t≥0 be an m-dimensional
Brownian motion on a probability space (Ω,F ,P), H = L2(Rp), V = H1(Rp), and V ∗ denotes
the strong dual space of V . Here H∗ is identified with H so that V ⊂ H = H∗ ⊂ V ∗. Then, for
given mappings A : V 7→ V ∗, U : [0, T ] × V 7→ V ∗, and G : [0, T ] × V 7→ Hm, it has been shown
in [21, 16, 22] that the following semilinear SPDE:
dy(t) +Ay(t) dt = U(t, y(t)) dt +G(t, y(t)) dB(t), t ∈ (0, T ], y(0) = y0 ∈ H, (1.2)
admits a solution y under the following strong monotonicity condition: there exist some λ, β > 0,
such that for all t ∈ [0, T ], u, v ∈ V ,
2〈u−v,−A(u−v)+U(t, u)−U(t, v)〉V ×V ∗+‖G(t, u)−G(t, v)‖2H ≤ −λ‖u−v‖2V +β‖u−v‖2H , (1.3)
where 〈·, ·〉V ×V ∗ denotes the duality product of V ×V ∗. Now, let {ek}k≥1 be an orthonormal basis
of H, made of elements in V , and Hd = span{ek | k = 1, . . . , d} for all d ∈ N. Then for each d ≥ 1,
we can project the SPDE (1.2) onto the subspace Hd and consider a d-dimensional Itoˆ-Galerkin
approximation of (1.2) in Rd of the form:
dyd(t) +Adyd(t) dt = Ud(t, yd(t)) dt +Gd(t, yd(t)) dB(t), t ∈ (0, T ], yd(0) = y0,d, (1.4)
where the discrete operators Ad, Ud, Gd satisfy a monotonicity condition similar to (1.3). Then,
under suitable regularity assumptions, one can show the well-posedness of a solution yd to the
finite-dimensional SDE (1.4), and estimate the rate of convergence in terms of the dimension d.
Note that for SPDEs driven by H-valued random fields, one can consider similar Itoˆ-Galerkin
SDEs with finite-dimensional noises by truncating the series representation of the (space-time)
random process (see [2] for sufficient conditions under which this extra approximation of the noise
preserves the overall convergence order in d).
Now suppose that we are interested in the value functional V : y(0) ∈ H 7→ E[f(y(T ))] ∈ R,
where y(0) is taken within a neighbourhood of the initial condition y0 in (1.2), and f : V → R is a
given locally Lipschitz cost functional. This is practically important if the exact dynamics of (1.2)
is only known subject to uncertain initial conditions, or if we would like to compare the optimal
cost of a control problem among all initial states (see e.g. [11, 20]). An accurate representation
of the value functional is also crucial for the control design in reinforcement learning (see [4]).
The convergence of yd(T ) to y(T ) as d→∞ suggests us to approximate the functional V by the
d-dimensional value function vd : yd(0) ∈ Hd 7→ E[f(yd(T ))] ∈ R with a sufficiently large d ∈ N.
However, we face several difficulties in approximating the d-dimensional value function vd.
Recall that the errors of the Galerkin approximations are in general of the magnitude O(d−γ)
for some γ > 0 (see e.g. [16, 2, 12]). Thus to achieve the accuracy ε, we need to approximate
the value function in the d-dimensional Euclidean space with d = O(ε−1/γ), and the complexity
of many classical function approximation methods, e.g. piecewise constant and piecewise linear
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approximations, will grow exponentially in ε, i.e., they suffer from the so-called Bellman’s curse
of dimensionality. Moreover, the control processes and the nonsmoothness of the terminal costs
imply that the value function vd typically has weak regularity, e.g. vd is merely locally Lipschitz
continuous and could grow quadratically at infinity. This prevents us from approximating the
value function by using sparse grid approximations [7, 34], or high-order polynomial expansions
[8]. Finally, since the mappings A, U and G in (1.2) could involve differential operators, the
Lipschitz constants (with respect to the Euclidean norm) of Ad, Ud, Gd in (1.4) will in general
grow polynomially in dimension d. This stiffness of coefficients creates a difficulty in constructing
efficient discrete-time dynamics to approximate the time evolution of the Itoˆ-Galerkin SDE (1.4).
In recent years, DNNs have achieved remarkable performance in representing high-dimensional
mappings in a wide range of applications (see e.g. [26, 24, 25, 30, 3] and the references therein
for applications in optimal control and numerical simulation of PDEs), and it seems that DNNs
admit the flexibility to overcome the curse of dimensionality. However, even though there is a vast
literature on the approximation theory of artificial neural networks (see e.g. [19, 27, 31, 37, 38, 1,
9, 10, 17, 23, 35, 5, 14, 15, 32]), to the best of our knowledge, only [10, 13, 23] established DNNs’
expression rates for approximating nonsmooth value functions (associated with uncontrolled SDEs
with nonstiff affine diffusion coefficients). In this work, we shall extend their results by giving a
rigorous proof of the fact that DNNs do overcome the curse of dimensionality for approximating
(nonsmooth) value functions of zero-sum games of controlled SDEs with stiff, time-inhomogeneous,
nonlinear coefficients.
More precisely, we shall establish that for a wide class of controlled stiff SDEs, to represent
the corresponding value functions with accuracy ε, the number of parameters in the employed
DNNs grows at most polynomially in both the dimension of the state equation and the reciprocal
of the accuracy ε (see Theorems 2.1 and 2.3). As a direct consequence of these expression rates,
we show that one can approximate the viscosity solution to a Kolmogorov backward PDE with
stiff coefficients by DNNs with polynomial complexity (see Corollary 2.2). Moreover, if we further
assume that the Galerkin approximation of the controlled SPDE has a convergence rate O(d−γ)
for some γ > 0, our result indicates that we can represent the nonlinear functional V without the
curse of dimensionality.
The approach we take here is to first describe the evolution of a d-dimensional controlled SDE
(1.1) by using a suitable discrete-time dynamical system, and then constructing the desired DNN
by a specific realization of the discrete-time dynamics. This is of the same spirit as [23], where the
authors represent an uncontrolled SDE with constant diffusion and nonlinear drift coefficients by
its explicit Euler discretization. However, due to the stiffness of the Itoˆ-Galerkin SDEs considered
in this paper, such an explicit time discretization will in fact lead to an approximation error
depending exponentially on the dimension d (cf. [23, Proposition 4.4]), and hence it cannot be
used in our construction. We shall overcome this difficulty by approximating the underlying
dynamics with its partial-implicit Euler discretization, whose error depends polynomially on the
dimension d and the (time) stepsize. We also adopt a two-step approximation of the terminal
cost function involving truncation and extrapolation, which allows us to construct rectified neural
networks for quadratically growing terminal costs; see the discussion below (H.1) for details.
The rest of this paper is structured as follows. Section 2 states the assumptions and presents
the main theoretical results of the expression rates. We discuss several fundamental operations
of DNNs in Section 3, and analyze a perturbed linear-implicit Euler discretization of SDEs in
Section 4. Based on these estimates, we establish the expression rates of rectified neural networks
for uncontrolled systems in Section 5, and controlled systems in Section 6. Section 7 offers possible
extensions and directions for further research.
3
2 Main results
In this section, we shall recall the notion of DNN, and state our main results on the expres-
sion rates of DNNs for approximating value functions associated with controlled SDEs with stiff
coefficients.
We start with some notation which is needed frequently throughout this work. For any given
d ∈ N, we denote by ‖ · ‖ the Euclidean norm of a vector in Rd, by 〈·, ·〉 the canonical Euclidean
inner product, and by Id the d × d identity matrix. For a given matrix A ∈ Rd1×d2 , we denote
by ‖A‖ the Frobenius norm of A, and by ‖A‖op the matrix norm induced by Euclidean vector
norms. We shall also denote by C a generic constant, which may take a different value at each
occurrence. Dependence of C on parameters will be indicated explicitly by C(·), e.g. C(α,β).
Now we introduce the basic concepts of DNNs. By following the notation in [37, 10, 13] (up to
some minor changes), we shall distinguish between a deep artificial neural network, represented
as a structured set of weights, and its realization, a multi-valued function on Rd. This enables us
to construct complex neural networks from simple ones in an explicit and unambiguous way, and
further analyze the complexity of DNNs.
Definition 2.1 (Deep artificial neural networks). Let N be the set of DNNs given by
N =
⋃
L∈N
⋃
(N0,N1,...,NL)∈NL+1
NN0,N1,...,NLL , where NN0,N1,...,NLL =
L×
l=1
(RNl×Nl−1 × RNl).
Let C ,L,dimin,dimout,dim be functions defined on N , such that for any given φ ∈ NN0,N1,...,NLL ,
we have C (φ) =
∑L
l=1Nl(Nl−1 + 1), L(φ) = L, dimin(φ) = N0, dimout(φ) = NL and dim(φ) =
(N0, N1, . . . , NL). We shall refer to the quantities C (φ), L(φ), dimin(φ) and dimout(φ) as the size,
depth, input dimension and output dimension of the DNN φ, respectively.
For any given activation function ̺ ∈ C(R;R), let ̺∗ : ∪d∈NRd → ∪d∈NRd be the function
which satisfies for all x = (x1, . . . , xd) ∈ Rd that ̺∗(x) = (̺∗(x1), . . . , ̺∗(xd)), and let R̺ : N →
∪a,b∈NC(Ra;Rb) be the realization operator such that for any given x0 ∈ RN0 and
φ = ((W1, b1), (W2, b2), . . . , (WL, bL)) ∈ NN0,N1,...,NLL , with L ∈ N and (N0, N1, . . . , NL) ∈ NL+1,
we have R̺(φ) ∈ C(RN0 ;RNL) defined recursively as follows: let xl = ̺∗(Wlxl−1 + bl) for all
l = 1, . . . , L− 1, and let
[R̺(φ)](x0) =WLxL−1 + bL.
Roughly speaking, one can describe a DNN by its architecture, that is the number of layers
L and the dimensions of all layers N0, N1, . . . , NL, together with the coefficients of the affine
functions used to compute each layer from the previous one. Note that Definition 2.1 does not
specify a fixed nonlinear activation function in the architecture of a DNN, but instead considers
the realization of a DNN with respect to a given activation function, which allows us to study
the approximation capacity of DNNs with arbitrary activation functions (see e.g. Lemma A.1).
However, in the work we shall mainly focus on DNNs with the commonly used Rectified Linear
Unit (ReLU) activation function, i.e., ̺(x) = max(0, x), due to its representation flexibility.
For any given DNN φ ∈ N , the quantity C (φ) ∈ N represents the number of all real parameters,
including zeros, used to describe the DNN. We remark that one can also consider the number of
non-zero entries of the DNN φ as in [10]. However, since it is in general difficult to build a sparse
architecture with pre-allocated zero entries to approximate a desired value function, we choose
to adopt the notation of ‘size’ by considering all parameters and quantify the complexity of the
DNN in a conservative manner.
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Motivated by the application to optimal control problems of SPDEs, in the remaining part of
this section, we shall construct a sequence of DNNs (ψε,d)ε,d, such that for each ε ∈ (0, 1), d ∈ N,
ψε,d represents the value function vd induced by a d-dimensional stiff SDE with the accuracy ε on
R
d. We shall demonstrate that under a monotonicity condition similar to (1.3), the complexity
of the constructed DNN ψε,d depends polynomially on both d and ε
−1, i.e., the DNNs (ψε,d)ε,d
overcome the curse of dimensionality. We first give the results for uncontrolled SDEs with stiff
coefficients in Section 2.1, and then extend the results to controlled SDEs with piecewise-constant
strategies in Section 2.2.
2.1 Expression rate for SDEs and Kolmogorov PDEs with stiff coefficients
In this section, we present the expression rate of DNNs for approximating value functions
induced by nonlinear SDEs with stiff coefficients.
We start by introducing the value functions of interest. For each d ∈ N, we consider the
following value function:
vd : x ∈ Rd 7→ E[fd(Y x,dT )] ∈ R, (2.1)
where Y x,d = (Y x,dt )t∈[0,T ] is the strong solution to the following d-dimensional SDE:
dY x,dt = (−AdY x,dt + µd(t, Y x,dt )) dt + σd(t, Y x,dt ) dBt, t ∈ (0, T ]; Y x,d0 = x, (2.2)
with a d-dimensional Brownian motion (Bt)t∈[0,T ] defined on a probability space (Ω,F ,P).
We now list the main assumptions on the coefficients.
H.1. Let β, κ0, T ≥ 0 and η > 0 be fixed constants. For all d ∈ N and D > 0, let Ad ∈ Rd×d,
and µd : [0, T ] × Rd → Rd, σd : [0, T ] × Rd → Rd×d, fd, fd,D : Rd → R be measurable functions
satisfying the following conditions, for all t, s ∈ [0, T ] and x, y ∈ Rd:
(a) The matrix Ad and the functions (µd, σd) satisfy the following monotonicity condition:
〈x− y, µd(t, x)− µd(t, y)〉+ η‖µd(t, x)− µd(t, y)‖2+1 + η
2
‖σd(t, x)− σd(t, y)‖2 (2.3)
≤ β‖x− y‖2 + 〈x− y,Ad(x− y)〉.
(b) ‖Ad‖op ≤ κ0dκ0 , and 〈x,Adx〉 ≥ 0 for all x ∈ Rd.
(c) µd and σd admit the following regularity:
‖µd(t, x)− µd(s, y)‖ ≤ [µd]1(
√
t− s+ ‖x− y‖), ‖µd(t, 0)‖ ≤ [µd]0;
‖σd(t, x)− σd(s, y)‖ ≤ [σd]1(
√
t− s+ ‖x− y‖), ‖σd(t, 0)‖ ≤ [σd]0,
and [ψd]l ≤ κ0dκ0 for ψd = µd, σd and l = 0, 1.
(d) The functions fd and fd,D enjoy the following properties:
|fd(0)| ≤ [fd]0, |fd(x)− fd,D(x)| ≤ [fd]0‖x‖21B∞(D)c(x), |fd,D(x)− fd,D(y)| ≤ [fd]0D‖x− y‖,
where B∞(D) := {x ∈ Rd | xi ∈ [−D,D], ∀i}, and [fd]0 ≤ κ0dκ0 .
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Let us briefly discuss the importance of the above assumptions. The monotonicity condition
(2.3) in (H.1(a)) is weaker than the finite-dimensional analogue of the strong monotonicity con-
dition (1.3), in the sense that (2.3) involves only the standard Euclidean norm instead of discrete
Sobolev norms. The monotonicity, along with the Lipschitz continuity in (H.1(c)), ensures the
well-posedness of (2.2) (see e.g. [28]), and allows us to derive precise regularity estimates (in Lp-
norms for p ∈ [2, 2 + η)) of the solution Y x,d to the SDE (2.2) with respect to the coefficients and
the initial condition. Note that it is easy to check that if µd, σd satisfy (H.1(c)) with a Lipschitz
constant independent of the dimension d, then the coefficients satisfy (H.1(a)). Thus our setting
includes the representation result in [23] as a special case.
We remark that both the monotonicity condition (2.3) and the Lipschitz continuity of µd are
crucial for constructing networks with polynomial complexity to approximate the desired value
functions. With the help of the monotonicity condition (H.1(a)), we can demonstrate that both the
regularity of the solution Y x,d to (2.2) and the error estimates of a corresponding partial-implicit
Euler scheme depend polynomially on ‖Ad‖op, [µd]1 and [σd]1, i.e., the Lipschitz constants of
the coefficients (see Section 4 for details; see also [23] for SDEs with merely Lipschitz continuous
coefficients, for which the corresponding estimates depend exponentially on the Lipschitz constants
of the coefficients). These polynomial dependence results subsequently enable us to construct
DNNs with polynomial complexities to approximate the value functions induced by stiff SDEs,
including those arising from Galerkin approximations of SPDEs.
On the other hand, the Lipschitz continuity of µd allows us to construct the desired DNNs
through a linear-implicit Euler scheme of (2.2), which is implicit in the linear part of the drift and
remains explicit for the nonlinear part of the drift. In this way, we avoid constructing DNNs to
approximate the inverse of the nonlinear mapping x 7→ x+ h(Adx− µd(t, x)) at each time step.
Finally, instead of approximating directly fd on R
d, (H.1(d)) allows us to focus on approx-
imating fd on a hypercube, and then extend the approximation linearly outside the domain.
This is motivated by the fact that approximating a function by neural networks on a prescribed
compact set has been better understood than approximating the function globally on Rd (see
e.g. [31, 37, 38, 9, 5, 14, 15, 32]). In particular, since fd can admit quadratic growth at infinity
and ReLU networks can only generate piecewise linear functions, for a given small enough ε, there
exists no ReLU network φ such that the inequality |fd(x)− [R̺(φ)](x)| ≤ ε(1+ ‖x‖2) holds for all
x ∈ Rd. Therefore, we adopt a two-step approximation by first approximating fd with a suitable
Lipschitz continuous function fd,D, and then representing fd,D by a ReLU network on R
d with a
desired accuracy; see Proposition 3.1 for the representation results for weighted square functions,
which are the commonly used cost functions for PDE-constrained optimal control problems.
To construct neural networks with the desired complexities, we shall assume that the family
of functions (µd, σd)d∈N and (fd,D)d∈N,D>0 can be approximated by ReLU networks without curse
of dimensionality.
H.2. Assume the notation of (H.1). Let κ1 ≥ 0 and ̺ : R → R be the function satisfying ̺(x) =
max(0, x) for all x ∈ R. Let (φµε,d, φσ,iε,d, φfε,d,D)ε,d,D,i ⊂ N , ε ∈ (0, 1], d ∈ N,D > 0, i = 1, . . . , d, be
a family of DNNs with the following properties, for any given d ∈ N, ε ∈ (0, 1] and D > 0:
(a) The DNNs (φµε,d, φ
σ,i
ε,d)i have the same architecture, i.e.,
φµε,d, φ
σ,i
ε,d ∈ N
d+1,Nε,d1 ,...,N
ε,d
Lε,d−1
,d
Lε,d
, i = 1, . . . , d,
for some integers Lε,d, N
ε,d
1 , . . . , N
ε,d
Lε,d−1
∈ N, depending on d and ε.
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(b) The DNNs (φµε,d, φ
σ,i
ε,d, φ
f
ε,d,D) admit the following complexity estimates:
C (φµε,d) +
d∑
i=1
C (φσ,iε,d) ≤ κ1dκ1ε−κ1 , C (φfε,d,D) ≤ κ1dκ1Dκ1ε−κ1 .
(c) The realizations µεd = R̺(φµε,d), σεd = (R̺(φσ,1ε,d), . . . ,R̺(φσ,dε,d)), and f εd,D = R̺(φfε,d,D) admit
the following approximation properties: for all t ∈ [0, T ] and x ∈ Rd,
‖µd(t, x)− µεd(t, x)‖ + ‖σd(t, x)− σεd(t, x)‖ ≤ εκ1dκ1 , |fd,D(x)− f εd,D(x)| ≤ εκ1dκ1Dκ1 .
Since a ReLU network can be extended to an arbitrary depth and width without changing its
realization (Lemma A.3), we assume without loss of generality in (H.2(a)) that (φµε,d, φ
σ,i
ε,d)i=1,...,d
have the same architecture to simplify our analysis.
The conditions (H.2(b),(c)) imply the function (µd, σd)d∈N and (fd,D)d∈N,D>0 can be approxi-
mated by ReLU networks with polynomial complexity in ε, d and D. These conditions clearly hold
for most sensible discretizations of linear SPDEs, such as the Zakai equation (see e.g. [21, 12]):
dy(t) +Ay(t) dt = Gy(t) dB(t), t ∈ (0, T ], y(0) = y0,
where A and G are second-order and first-order linear differential operators, respectively. More-
over, by virtue of the fact that ReLU networks can efficiently represent the pointwise maxi-
mum/minimum operations (see Proposition 3.3), one can see (H.2(b),(c)) also hold for the dis-
cretizations of the following Hamilton–Jacobi–Bellman–Isaacs equation, since the (discretized)
Hamiltonian can be exactly expressed by ReLU networks:
dy(t) +
(− ν∆y(t)−H(t, x, y,Dy))dt = 0, t ∈ (0, T ]×D,
where ν > 0, D is a bounded open set in Rm, and the Hamiltonian H : [0, T ]×D ×R×Rm → R
is given by:
H(t, x, y,Dy) = inf
α∈A
sup
β∈B
[
b(t, x, α, β)TDxy(t) + c(t, x, α, β)y(t) + ℓ(t, x, α, β)
]
,
and A,B are two given finite sets. Finally, for general semilinear PDEs with bounded solutions,
one may consider an equivalent semilinear PDE by truncating the nonlinearity outside a compact
set, and approximate the truncated coefficients by DNNs.
Note that it has been shown in [33, Theorem 4] that for any given L-Lipschitz continuous
function g of d variables and any hypercube in Rd, there exists a deep ReLU network with
complexity O((d− 1)ε−2L2), which approximates the function g in sup-norm with accuracy ε on
the hypercube. Therefore, (H.1(d)) and (H.2(c)) essentially assume that the difference between
the terminal function fd and the deep ReLU network approximating fd|B∞(D) can be controlled
by the quadratic growth of fd outside the hypercube B∞(D). We refer the reader to Proposition
3.1, where we verify (H.1(d)) and (H.2(c)) for a class of quadratic cost functions.
Now we are ready to state one of the main results of this paper, which shows that one can
construct DNNs with polynomial complexity to approximate the value functions induced by non-
linear stiff SDEs. Similar representation results have been shown in [13] for SDEs with affine
drift and diffusion coefficients, and in [23] for SDEs with nonlinear drift and constant diffusion
coefficients. Our results extend these results to SDEs with time-inhomogeneous nonlinear drift
and diffusion coefficients. Moreover, we allow the Lipschitz constants of the coefficients to grow
with the dimension d, which is crucial for the application to SPDE-constrained optimal control
problems. The proof of this theorem is given in Section 5.
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Theorem 2.1. Suppose (H.1) and (H.2) hold. For each d ∈ N, let vd : Rd → R be the value
function defined in (2.1), and let νd be a probability measure on R
d satisfying
∫
Rd
‖x‖4+η νd(dx) ≤
τdτ , with the same constant η as in (H.1), and some constant τ > 0 independent of d.
Then there exists a family of DNNs (ψε,d)ε∈(0,1],d∈N and a constant c > 0, depending only on
β, η, κ1, κ2, τ and T , such that for all d ∈ N, ε ∈ (0, 1], we have C (ψε,d) ≤ cdcε−c, R̺(ψεd) ∈
C(Rd;R) and (∫
Rd
|vd(x)− [R̺(ψε,d)](x)|2 νd(dx)
)1/2
< ε.
The following result is a direct consequence of Theorem 2.1, which shows one can approximate
the viscosity solution to a Kolmogorov backward PDE with stiff coefficients on a bounded domain
without curse of dimensionality.
Corollary 2.2. Suppose (H.1) and (H.2) hold. For each d ∈ N, let ud be the unique continuous
viscosity solution to the following PDE with at most quadratic growth at infinity:
∂ud
∂t
(t, x) +
1
2
tr
(
σd(t, x)σ
T
d (t, x)D
2
xud(t, x)
)
+ µTd (t, x)Dxud(t, x) = 0, (t, x) ∈ [0, T )× Rd,
and ud(T, x) = fd(x) for x ∈ Rd. Then there exists a family of DNNs (ψε,d)ε∈(0,1],d∈N and a
constant c > 0, depending only on β, η, κ1, κ2 and T , such that for all d ∈ N, ε ∈ (0, 1], we have
C (ψε,d) ≤ cdcε−c, R̺(ψεd) ∈ C(Rd;R) and(∫
[0,1]d
|ud(x)− [R̺(ψε,d)](x)|2 dx
)1/2
< ε.
Proof. For any given d ∈ N, let νd : A ∈ B(Rd)→ [0, 1] be the probability measure on Rd defined
as νd(A) := λd(A ∩ [0, 1]d), where λd is the Lebesgue measure on Rd. Then the desired result
follows directly from Theorem 2.1, the Feynman-Kac formula (see e.g. [36]) and the fact that∫
Rd
‖x‖4+η νd(dx) ≤ d2+η/2 (see [13, Lemma 3.15]).
2.2 Expression rate for controlled SDEs with stiff coefficients
In this section, we extend the expression rates in Section 2.1, and construct DNNs with poly-
nomial complexity to approximate value functions associated with a sequence of controlled SDEs
with stiff coefficients.
We start by introducing the set of admissible strategies. Let TM be the set of intervention
times defined as:
TM = {t¯i ∈ [0, T ] | t¯i ≤ t¯i+1, i = 1, . . . ,M − 1}, for some M ∈ N. (2.4)
For each d ∈ N, we consider the following piecewise-constant deterministic strategies: for i = 1, 2,
ui ∈ Ui,d := {ui : [0, T ]→ Ui,d | ui(t) = ui(t¯k) ∈ Ui,d, ∀t ∈ [t¯k, t¯k+1), k = 0, . . . ,M − 1},
where Ui,d, i = 1, 2, are given finite subsets of R
md for some md ∈ N. Note that ui can be the
coefficients of a parameterized control policy in the sense that if ui(t) = (ui,j(t¯k))
md
j=1 on [tk, tk+1),
the state equation is controlled by a policy u˜i(t, x) =
∑md
j=1 ui,j(t¯k)ej(t, x) on [tk, tk+1), where
{ej(t, x)}mdj=1 are some prescribed basis functions.
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Now for each d ∈ N, we consider a two-player zero-sum stochastic differential game, where
the “inf-player” aims to minimize a particular function over all strategies u1 ∈ U1,d, while the
“sup-player” aims to maximize it over all strategies u2 ∈ U2,d. The value function vd : Rd → R is
given by:
vd(x) := inf
u1∈U1,d
sup
u2∈U2,d
E
[
fd(Y
x,d,u1,u2
T ) + gd(u1, u2)
]
, x ∈ Rd, (2.5)
where for each x ∈ Rd, ui ∈ Ui,d, i = 1, 2, Y x,d,u1,u2 = (Y x,d,u1,u2t )t∈[0,T ] is the strong solution to
the following d-dimensional controlled SDE:
dYt = (−AdYt + µd(t, Yt, u1, u2)) dt+ σd(t, Yt, u1, u2) dBt, t ∈ (0, T ]; Y0 = x, (2.6)
with a d-dimensional Brownian motion (Bt)t∈[0,T ] defined on a probability space (Ω,F ,P). For
simplicity, here we do not take into account any running costs of the state process Y x,d,u1,u2 , but
it is straightforward to extend our results to control problems with running costs. Moreover, the
result would not change if the linear part of the drift is also controlled.
We then state the assumptions on the coefficients of (2.6) for deriving the expression rates
of DNNs. Roughly speaking, we assume (H.1) and (H.2) hold uniformly in terms of the control
parameters. However, we would like to point out that even though the functions µd, σd are
continuous in time, the controlled drift and diffusion of (2.6) are discontinuous in time due to the
jumps in the control processes.
H.3. Let β, κ0, T ≥ 0, η > 0 and M ∈ N be fixed constants. Let the set TM be defined as in (2.4).
For all d ∈ N and D > 0, let Ad ∈ Rd×d, Ud = U1,d × U2,d be a subset of Rmd for some md ∈ N,
and µd : [0, T ] × Rd × Ud → Rd, σd : [0, T ] × Rd × Ud → Rd×d, fd, fd,D : Rd → R, gd : Ud → R be
measurable functions with the following properties:
(a) For all u ∈ Ud, the matrix Ad and the functions µd(·, ·, u) : [0, T ] × Rd → R, σd(·, ·, u) :
[0, T ]× Rd → Rd×d satisfy (H.1(a),(b),(c)) with the constants β, κ0, η.
(b) The functions fd and fd,D satisfy (H.1(d)).
(c) The cardinality of the set Ud satisfies |Ud| ≤ κ0dκ0 .
H.4. Assume the notation of (H.3). Let κ1 ≥ 0 and ̺ : R → R be the function satisfying ̺(x) =
max(0, x) for all x ∈ R. Let (φµε,d, φσ,iε,d, φfε,d,D)ε,d,D,i ⊂ N , ε ∈ (0, 1], d ∈ N,D > 0, i = 1, . . . , d, be
a family of DNNs with the following properties, for any given d ∈ N, ε ∈ (0, 1] and D > 0:
(a) The DNNs (φµε,d, φ
σ,i
ε,d)i have the same architecture with the input dimension d+md + 1.
(b) The complexities of the DNNs (φµε,d, φ
σ,i
ε,d, φ
f
ε,d,D) satisfy (H.2(b)) with the constant κ1.
(c) The realizations µεd = R̺(φµε,d), σεd = (R̺(φσ,1ε,d), . . . ,R̺(φσ,dε,d)), and f εd,D = R̺(φfε,d,D) admit
the following approximation properties: for all t ∈ [0, T ], x ∈ Rd and u ∈ Ud,
‖µd(t, x, u)−µεd(t, x, u)‖+‖σd(t, x, u)−σεd(t, x, u)‖ ≤ εκ1dκ1 , |fd,D(x)−f εd,D(x)| ≤ εκ1dκ1Dκ1 .
The next theorem shows one can represent the value function (2.5) by DNNs without curse of
dimensionality, whose proof will be deferred to Section 6.
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Theorem 2.3. Suppose (H.3) and (H.4) hold. For each d ∈ N, let vd : Rd → R be the value
function defined in (2.5), and let νd be a probability measure on R
d satisfying
∫
Rd
‖x‖4+η νd(dx) ≤
τdτ , with the same constant η as in (H.1), and some constant τ > 0 independent of d.
Then there exists a family of DNNs (ψε,d)ε∈(0,1],d∈N and a constant c > 0, depending only on
β, η, κ1, κ2, τ,M and T , such that for all d ∈ N, ε ∈ (0, 1], we have C (ψε,d) ≤ cdcε−c, R̺(ψεd) ∈
C(Rd;R) and (∫
Rd
|vd(x)− [R̺(ψε,d)](x)|2 νd(dx)
)1/2
< ε.
3 ReLU network calculus
In this section, we shall discuss several basic operations to construct new DNNs from existing
ones. We shall also establish some fundamental results on the representation flexibility of DNNs
by following the setting of Definition 2.1, which are essential for our subsequent analysis.
Recall that it has been shown in [10, 13] that linear combination and composition of a finite
number of ReLU DNNs can be realized by a ReLU DNN with polynomial complexity. Moreover,
the identity function can be implemented as a ReLU network with one hidden layer. The precise
statements of these results will be given in Appendix A for completeness.
The following proposition presents a global approximation result for the weighted square func-
tion on Rd. Since the quadratic growth of the weighted square function prevents us to directly
approximate it by a ReLU neural network, we shall employ a two-step approximation by first
approximating the function on a prescribed compact set and then linearly extending it outside
the bounded domain.
Proposition 3.1. Let ̺ : R → R be the activation function defined as ̺(x) = max(0, x) for all
x ∈ R. Let d ∈ N, β = (βm)dm=1 ∈ R, and f : Rd → R be the weighted square function defined
by f(x) :=
∑d
m=1 βmx
2
m for all x = (x1, . . . , xd)
T ∈ Rd. Then for any D > 0, ε ∈ (0, 1/2), there
exists a function fd,D : R
d → R and a DNN φε,d,D satisfying
|f(x)− fd,D(x)| ≤ ‖β‖∞‖x‖21B∞(D)c(x), |fd,D(x)− fd,D(y)| ≤ 2‖β‖∞d1/2D‖x− y‖,
|fd,D(x)− [R̺(φd,ε,D)](x)| ≤ ‖β‖∞dD2ε, C (φd,ε,D)) ≤ Cd2 log(ε−1) + d+ 1,
where B∞(D) := {x ∈ Rd | |xm| < D,∀m}, ‖β‖∞ = supm |βm|, and C is a constant independent
of β,D, d and ε.
Proof. We start by constructing a global approximation of the (one-dimensional) squaring opera-
tion x 7→ x2. Since this construction is similar to that in [14, Proposition III.2], we only repeat the
main steps for reader’s convenience. Recall that it has been shown in [14, Proposition III.1] (see
also [38]) that for any ε ∈ (0, 1/2), one can use the “tooth” (or “mirror”) function g : R→ [0, 1]:
g(x) =


2x, 0 ≤ x < 1/2;
2(1− x), 1/2 ≤ x < 1;
0, otherwise,
and its s-fold composition (i.e., the “sawtooth” function) to construct a DNN φ1,ε satisfying
L(φ1,ε) ≤ C log(ε−1), C (φ1,ε) ≤ C log(ε−1), [R̺(φ1,ε)](0) = 0, [R̺(φ1,ε)](x) = x for x 6∈ [0, 1],
and |[R̺(φ1,ε)](x) − x2|L∞[0,1] ≤ ε for some constant C independent of ε. Then for any given
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D > 0, we shall consider the function fε,1,D : x 7→ D2[R̺(φ1,ε)](|x|/D), x ∈ R, and approximate
the square function by the following function:
f1,D(x) =
{
x2, |x| ≤ D;
D|x|, otherwise. (3.1)
It follows directly from the properties of φ1,ε that fε,1,D(x) = f1,D(x) for |x| > D and |fε,1,D(x)−
f1,D(x)|L∞[−D,D] ≤ D2ε. Since fε,1,D is a composition of the functions x 7→ [R̺(φ1,ε)](x) and
x→ |x| = ̺(x) + ̺(−x), we know it is the realization of a ReLU network φε,1,D with complexity
C (φ1,ε,D) ≤ C log(ε−1), for some constant C independent of ε and D.
Now for any given (βm)
d
m=1 ∈ R, we consider the functions fd,D(x) =
∑d
m=1 βmf1,D(xm) and
fε,d,D(x) =
∑d
m=1 βmfε,1,D(xm) for all x = (x1, . . . , xd)
T ∈ Rd. It is straightforward to verify that
it holds for all x ∈ B∞(D) that fd,D(x)− f(x) = 0, and for all x ∈ B∞(D)c that
|fd,D(x)− f(x)| ≤
d∑
m=1
|βm||f1,D(xm)− x2m| ≤
d∑
m=1
|βm|(x2m −D|xm|)1{|xm|>D} ≤ ‖β‖∞‖x‖2,
where we denote ‖β‖∞ = supm |βm|. Also fd,D is Lipschitz continuous, i.e., for all x, y ∈ Rd,
|fd,D(x)− fd,D(y)| ≤
d∑
m=1
|βm||f1,D(xm)− f1,D(ym)|
≤ 2D‖β‖∞
d∑
m=1
|xm − ym| ≤ 2D‖β‖∞d1/2‖x− y‖.
Moreover, the following approximation property holds:
|fd,D(x)− fε,d,D(x)| ≤
d∑
m=1
|βm||f1,D(xm)− fε,1,D(xm)|
=
d∑
m=1
|βm||f1,D(xm)− fε,1,D(xm)|1{|xm|≤D} ≤ ‖β‖∞dD2ε.
Therefore, it remains to show fε,d,D is the realization of a ReLU network and estimate its com-
plexity. The main tool to construct the desired ReLU network is a “parallelization” of the network
φ1,ε,D (see [10]). Suppose that the network φ1,ε,D is given by φ1,ε,D = ((W1, b1), (W2, b2), . . . , (WL, bL)),
and the dimension is dim(φ1,ε,D) = (N0, N1, . . . , NL−1, NL). Then we consider the DNN φd,ε,D =
((W ′1, b
′
1), (W
′
2, b
′
2), . . . , (W
′
L+1, b
′
L+1)), where we have for all i = 1, . . . , L,
Wi =


Wi
Wi
. . .
Wi

 ∈ R(dNi)×(dNi−1), b′i =


bi
bi
...
bi

 ,
and W ′L+1 =
(
β1, · · · , βd
) ∈ R1×dNL and b′L+1 = 0. Then it is easy to see that fε,d,D(x) =
[R̺(φd,ε,D)](x) for all x ∈ Rd, and the complexity of φd,ε,D is given by
C (φd,ε,D) =
L∑
l=1
(dNi)(dNi−1+1)+(d+1) ≤ d2
( L∑
l=1
Ni(Ni−1+1)
)
+d+1 ≤ Cd2 log(ε−1)+d+1,
some constant C independent of ε, d and D.
11
The next proposition presents an operation involving linear combination and compositions
of networks with different architectures, which extends Proposition 5.2 in [13] for two networks
with the same input-output dimensions (i.e., M = 2 and d′ = 0) to multiple networks with
different input-output dimensions (i.e., M ≥ 2 and d′ ∈ N). Such an extension is essential for
the subsequent analysis of controlled SDEs with time-inhomogeneous coefficients and a nonlinear
diffusion term.
Proposition 3.2. Let ̺ : R → R be the activation function defined as ̺(x) = max(0, x) for all
x ∈ R. Let M,L,L′ ∈ N, d ∈ N, d′ ∈ N ∪ {0}, u ∈ Rd′ , and (φm)Mm=1 ∈ N be DNNs such that
L(φ1) = L, dim(φ1) = (d,N (1)1 , N (1)2 . . . , N (1)L−1, d),
L(φm) = L′, dim(φm) = (d+ d′, N (m)1 , N (m)2 . . . , N (m)L′−1, d), m ∈ {2, . . . ,M},
for some N
(1)
l , N
(m)
l′ ∈ N, l = 1, . . . , L− 1, l′ = 1, . . . , L′ − 1,m = 2, . . . ,M .
Then there exists a DNN ψ ∈ N such that the depth L(ψ) = L+ L′ − 1, the dimension
dim(ψ) =
{
(d,N
(1)
1 , N
(1)
2 . . . , N
(1)
L−1, d) L
′ = 1,
(d,N
(1)
1 , N
(1)
2 , . . . , N
(1)
L−1, 2d+
∑M
m=2N
(m)
1 , . . . , 2d+
∑M
m=2N
(m)
L′−1, d), L
′ ≥ 2,
(3.2)
and satisfies the following identity:
[R̺(ψ)](x) = [R̺(φ1)](x) +
M∑
m=2
[R̺(φm)]([R̺(φ1)](x), u), x ∈ Rd. (3.3)
Assume in addition for the case L′ ≥ 2 that, N (1)L−1 ≤ 2d +
∑M
m=2N
(m)
L′−1, and there exists m0 ∈
{2, . . . ,M} such that we have for all i ∈ {2, . . . , L′ − 1}, m ∈ {2, . . . ,M} that N (m)i ≤ N (m0)i .
Then it holds that
C (ψ) ≤ C (φ1) + (M − 1)2
(
sup
m∈{2,...,M}
C (φm) + C (φ
Id
d,2)
)3
, (3.4)
where φIdd,2 is the two-layer representation of the d-dimensional identity function defined as in
(A.1).
Proof. We shall assume the networks (φm)
M
m=1 are given as follows, and construct the desired
network ψ differently based on whether L′ = 1 or L′ ≥ 2:
φ1 = ((W
(1)
1 , b
(1)
1 ), (W
(1)
2 , b
(1)
2 ), . . . , (W
(1)
L , b
(1)
L )) ∈ N
d,N
(1)
1 ,N
(1)
2 ...,d
L ,
φm = ((W
(m)
1 , b
(m)
1 ), (W
(m)
2 , b
(m)
2 ), . . . , (W
(m)
L′ , b
(m)
L′ )) ∈ N
d+d′,N
(m)
1 ,N
(m)
2 ...,d
L′ , m ∈ {2, . . . ,M}.
Suppose L′ = 1, we shall consider the DNN ψ = ((W1, b1), (W2, b2), . . . , (WL, bL)), where
(Wi, bi) = (W
(1)
i , b
(1)
i ) for i ∈ {1, . . . , L− 1} and
WL =W
(1)
L +
M∑
m=2
W
(m)
L
(
W
(1)
L
0
)
∈ Rd×N(1)L−1 , bL = b(1)L +
M∑
m=2
(
W
(m)
L
(
b
(1)
L
u
)
+ b
(m)
L
)
,
with 0 ∈ Rd′×N(1)L−1 . Then we have for all x ∈ RN(1)L−1 that
WLx+ bL =W
(1)
L x+ b
(1)
L +
M∑
m=2
(
W
(m)
L
(
W
(1)
L x+ b
(1)
L
u
)
+ b
(m)
L
)
,
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which implies (3.3). Also it is clear that C (ψ) = C (φ1).
Now let L′ ≥ 2, φIdd,2 = ((W Id1 , 0), (W Id2 , 0)) ∈ N d,2d,d2 be the DNN representation of the d-
dimensional identity function defined as in (A.1). We shall construct the desired DNN as follows:
ψ = ((W1, b1), (W2, b2), . . . , (WL+L′−1, bL+L′−1)),
where for i ∈ {1, . . . , L− 1}, we have (Wi, bi) = (W (1)i , b(1)i ); for i = L, we have
Wi =


W Id1 W
(1)
L
W
(2)
1
(
W
(1)
L
0
)
...
W
(M)
1
(
W
(1)
L
0
)


∈ R(2d+
∑M
m=2N
(m)
1 )×N
(1)
L−1 , bi =


W Id1 b
(1)
L
W
(2)
1
(
b
(1)
L
u
)
+ b
(2)
1
...
W
(M)
1
(
b
(1)
L
u
)
+ b
(M)
1


,
with 0 ∈ Rd′×N(1)L−1 ; for i ∈ {L+ 1, . . . L+ L′ − 2}, we have
Wi =


W Id1 W
Id
2
W
(2)
i−L+1
. . .
W
(M)
i−L+1

 ∈ R(2d+
∑M
m=2 N
(m)
i−L+1)×(2d+
∑M
m=2N
(m)
i−L), bi =


0
b
(2)
i−L+1
...
b
(M)
i−L+1

 ;
and for i = L+ L′ − 1 we have
Wi =
(
W Id2 W
(2)
L′ . . . W
(M)
L′
)
∈ Rd×(2d+
∑M
m=2N
(m)
L′−1
)
, bi =
M∑
m=2
b
(M)
L′ .
Note that we have for all x ∈ RN(1)L−1 that
WLx+ bL =


W Id1 (W
(1)
L x+ b
(1)
L )
W
(2)
1
(
W
(1)
L x+ b
(1)
L
u
)
+ b
(2)
1
...
W
(M)
1
(
W
(1)
L x+ b
(1)
L
u
)
+ b
(M)
1


,
for all i ∈ {L+ 1, . . . L+ L′ − 2}, x ∈ R2d, y(m) ∈ RN(m)i−L , m ∈ {2, . . . ,M} that
Wi


x
y(2)
...
y(M)

+ bi =


W Id1 (W
Id
2 x)
W
(2)
i−L+1y
(2) + b
(2)
i−L+1
...
W
(M)
i−L+1y
(M) + b
(M)
i−L+1

 ,
and for all i = L+ L′ − 1, x ∈ R2d, y(m) ∈ RN(m)i−L , m ∈ {2, . . . ,M} that
Wi


x
y(2)
...
y(M)

+ bi =W Id2 x+
M∑
m=2
(W
(m)
L′ y
(m) + b
(m)
L′ ).
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The above identities together with the fact that the DNN φIdd,2 represents the d-dimensional identity
function, i.e., W Id2 ̺
∗(W Id1 x) = x for all x ∈ Rd, enable us to conclude (3.3) by induction on i.
Now we turn to estimate the complexity of ψ, which is given by
C (ψ) =
L−1∑
i=1
N
(1)
i (N
(1)
i−1 + 1) + (2d+
M∑
m=2
N
(m)
1 )(N
(1)
L−1 + 1)
+
L+L′−2∑
i=L+1
(
2d+
M∑
m=2
N
(m)
i−L+1
)(
2d+
M∑
m=2
N
(m)
i−L + 1
)
+ d(2d +
M∑
m=2
N
(m)
L′−1 + 1)
=
L−1∑
i=1
N
(1)
i (N
(1)
i−1 + 1) + (i+
M∑
m=2
N
(m)
1 )(N
(1)
L−1 + 1)
+
L′−2∑
i=1
(
i+
M∑
m=2
N
(m)
i+1
)(
i+
M∑
m=2
N
(m)
i + 1
)
+ d(i+
M∑
m=2
N
(m)
L′−1 + 1),
where we denote i = 2d. Now using the assumptions that N
(1)
L−1 ≤ i+
∑M
m=2N
(m)
L′−1, and N
(m)
i ≤
N
(m0)
i for all i ∈ {2, . . . , L′ − 1}, m ∈ {2, . . . ,M}, we have
C (ψ) ≤
L−1∑
i=1
N
(1)
i (N
(1)
i−1 + 1) + (i+
M∑
m=2
N
(m)
1 )(i+
M∑
m=2
N
(m)
L′−1 + 1)
+
L′−2∑
i=1
(
i+
M∑
m=2
N
(m)
i+1
)(
i+
M∑
m=2
N
(m)
i + 1
)
+ d(i+
M∑
m=2
N
(m)
L′−1 + 1)
≤C (φ1) + (M − 1)2
[
(i+N
(m0)
1 )(i+N
(m0)
L′−1 + 1)
+
L′−2∑
i=1
(
i+N
(m0)
i+1
)(
i+N
(m0)
i + 1
)
+N
(m0)
L′ (i+N
(m0)
L′−1 + 1)
]
.
Then from the same arguments as [13, Proposition 5.3] (c.f. equation (124) in [13]), we can bound
the terms in the square bracket and deduce that
C (ψ) ≤ C (φ1) + (M − 1)2
[(
C (φm0) + C (φ
Id
d,2)
)3]
,
which leads to the complexity estimate (3.4) by using C (φm0) ≤ supm∈{2,...,M} C (φm).
Remark 3.1. Note that the complexity of the resulting network ψ is additive to that of the network
φ1. Moreover, for fixed networks (φm)
M
m=2, if we start with a network φ1 whose the last hidden
layer’s dimension satisfies N
(1)
L−1 ≤ 2d+
∑M
m=2N
(m)
L′−1, our construction ensures that the dimension
of the last hidden layer of the resulting network ψ also enjoys the same property. These two
important observations enable us to iteratively apply Proposition 3.2, and construct a network
with desired complexity in Sections 5 and 6.
We end this section with the fact that taking pointwise maximum or minimum preserves the
property of being represented by a ReLU DNN. One can find similar results in [1, Lemma A.3],
where the authors adopt a different notation of neural network by allowing connections between
nodes in non-consecutive layers.
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Proposition 3.3. Let ̺ : R→ R be the activation function defined as ̺(x) = max(0, x) for all x ∈
R. Let (φm)
∞
m=1 ∈ N by a family of DNNs with the same architecture, i.e., φm ∈ NN0,N1,...,NL−1,NLL
for all m, where L,N1, . . . , NL−1 ∈ N, N0 = d and NL = 1. Then for each n ∈ N ∪ {0}, there
exists a DNN ψn ∈ N such that
[R̺(ψn)](x) = max
m=1,...,2n
[R̺(φm)](x), x ∈ Rd.
and C (ψn) ≤ 8n(C (φ) + 347 ) − 347 , where C (φ) denotes the complexity of φm, m ∈ N. The same
result hold for the pointwise mimimum operation.
Proof. We first prove the result for the pointwise maximum operation by an induction on n. It is
clear the statement holds for n = 0 with ψ = φ1. Now for any given k ∈ N∪{0}, we shall consider
the case 2l = 2k+1 by assuming the statement holds for l = 2k. Note that we have
g2l(x) := max
m=1,...,2l
fm(x) = max(g
(1)
l (x), g
(2)
l (x)), x ∈ Rd, (3.5)
where we denote fm = R̺(φm) for all m, g(1)l = maxm=1,...,l fm and g(2)l = maxm=l+1,...,2l fm.
Then since φm has the same architecture, by induction hypothesis, we know g
(1)
l and g
(2)
l can be
represented by networks ψ(1) and ψ(2), respectively, with the same architecture:
ψ
(i)
l = ((W
(m)
1 , b
(m)
1 ), (W
(m)
2 , b
(m)
2 ), . . . , (W
(m)
L′ , b
(m)
L′ )) ∈ N
N ′0,N
′
1,...,N
′
L′
L′ , m = 1, 2,
for some integers L′, N ′0, N
′
1, . . . , N
′
L ∈ N with N ′0 = d and N ′L′ = 1. Then one can construct the
following network:
P(ψ(1)l , ψ(2)l )
=
((
W
(1)
1
W
(2)
1
)
,
(
b
(1)
1
b
(2)
1
))
,
((
W
(1)
2
W
(2)
2
)
,
(
b
(1)
2
b
(2)
2
))
, . . . ,
((
W
(1)
L′
W
(2)
L′
)
,
(
b
(1)
L′
b
(2)
L′
)))
,
and verify that it represents the parallelization of ψ(1) and ψ(2):
[R̺(P(ψ(1)l , ψ(2)l ))](x) = ([R̺(ψ(1)l )](x), [R̺(ψ(2)l )](x)) = (g(1)l (x), g(2)l (x)), x ∈ Rd.
Moreover, we have
C (P(ψ(1), ψ(2))) = 2N ′1(N ′0 + 1) +
L′∑
i=2
(2N
′
i )(2N
′
i−1 + 1)
≤ 4
(
N
′
1(N
′
0 + 1) +
L′∑
i=2
N
′
i (N
′
i−1 + 1)
)
= 2(C (ψ
(1)
l ) + C (ψ
(2)
l )).
Note that the following identity for the max function (x, y) ∈ R2 → max(x, y) ∈ R:
max(x, y) = 0.5
(
max(x− y, 0) + max(y − x, 0) + max(x+ y, 0)−max(−x− y, 0)),
implies that the max function can be represented by the following 2-layer ReLU network:
ψmax =






1 −1
−1 1
1 1
−1 −1

 , 0

 ,
((
0.5 0.5 0.5 −0.5) , 0)

 .
15
Therefore, by using (3.5) and Lemma A.4, we deduce that there exists a DNN ψ2l ∈ N representing
g2l with the complexity
C (ψ2l) ≤ 2
(
C (ψmax) + C (P(ψ(1), ψ(2)))
)
= 2
(
17 + 2(C (ψ
(1)
l ) + C (ψ
(2)
l ))
)
.
Then by using the hypothesis on C (ψ
(1)
l ) and C (ψ
(2)
l ), we obtain that
C (ψ2l) ≤ 34 + 8
(
8k(C (φ) +
34
7
)− 34
7
)
= 8k+1
(
C (φ) +
34
7
)
− 34
7
,
which completes our proof for the pointwise maximum operation.
Finally, by observing the simple identity
min
m=1,...,2n
R̺(φm) = − max
m=1,...,2n
−R̺(φm)
and the fact that scaling a function can be achieved by adjusting the weights in the output layer
of its DNN representation without change its architecture, we can conclude the same result for
the pointwise minimum operation.
4 Linear-implicit Euler discretizations for SDEs
In this section, we shall derive precise error estimates of linear-implicit Euler discretization for a
finite-dimensional SDE. In particular, we shall demonstrate that under the monotonicity condition
in (H.1(a)), the approximation error of the linear-implicit Euler scheme depends polynomially on
the Lipschitz constants of the coefficients, which is crucial for our analysis on the DNN expression
rates in Sections 5 and 6.
Let d ∈ N and x0 ∈ Rd be fixed throughout this section. We consider the following SDE:
dYt = (−AYt + µ(t, Yt)) dt+ σ(t, Yt) dBt, t ∈ (0, T ]; Y0 = x0, (4.1)
where (Bt)t∈[0,T ] is a d-dimensional Brownian motion on a probability space (Ω,F ,P).
We now introduce two linear-implicit Euler discretizations for (4.1). For any given N ∈ N, we
shall consider the family of random variables (Y πn )
N
n=0 defined as follows: Y
π
0 = (Id + hA)
−1x0,
and for all n = 0, . . . , N − 1,
Y πn+1 − Y πn + hAY πn+1 = hµ(tn, Y πn ) + σ(tn, Y πn )∆Bn+1, (4.2)
where h = T/N and ∆Bn+1 = B(n+1)h − Bnh. We shall also consider the family of random
variables (Y˜ πn )
N
n=0 defined by the following perturbed Euler scheme: Y˜
π
0 = (Id+hA)
−1x0, and for
all n = 0, . . . , N − 1,
Y˜ πn+1 − Y˜ πn + hAY˜ πn+1 = hµ˜(tn, Y˜ πn ) + σ˜(tn, Y˜ πn )∆Bn+1. (4.3)
In the sequel, we shall simply refer (4.2) and (4.3) as ES and PES, respectively.
We shall make the following assumptions on the coefficients of the SDE (4.1) and the Euler
schemes, which are analogues of (H.1) and (H.2) for the fixed d-dimensional problem.
H.5. Let x0 ∈ Rd, A ∈ Rd×d, η,D > 0 and β, γ, θ, [µ]0, [µ]1, [σ]0, [σ]1, Cf ≥ 0 be given constants.
Let µ, µ˜ : [0, T ]×Rd → Rd, σ, σ˜ : [0, T ]×Rd → Rd×d, f, fD, f˜D : Rd → R be measurable functions
satisfying the following conditions, for all t, s ∈ [0, T ] and x, y ∈ Rd:
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(a) The matrix A and the functions µ, σ satisfy the following monotonicity condition:
〈x− y, µ(t, x)− µ(t, y)〉 + η‖µ(t, x) − µ(t, y)‖2+1 + η
2
‖σ(t, x) − σ(t, y)‖2
≤ β‖x− y‖2 + 〈x− y,A(x− y)〉.
(b) 〈x,Ax〉 ≥ 0 for all x ∈ Rd.
(c) µ and σ admit the following regularity:
‖µ(t, x)− µ(s, y)‖ ≤ [µ]1(
√
t− s+ ‖x− y‖), ‖µ(t, 0)‖ ≤ [µ]0;
‖σ(t, x)− σ(s, y)‖ ≤ [σ]1(
√
t− s+ ‖x− y‖), ‖σ(t, 0)‖ ≤ [σ]0.
(d) (µ, σ) and (µ˜, σ˜) satisfy the following estimate:
‖µ(t, x) − µ˜(t, x)‖ + ‖σ(t, x) − σ˜(t, x)‖ ≤ γ.
(e) f, fD, f˜D satisfy the following estimates:
|f(x)− fD(x)| ≤ Cf‖x‖21B∞(D)c(x), |fD(x)− fD(y)| ≤ CfD‖x− y‖, |fD(x)− f˜D(x)| ≤ θ,
where B∞(D) := {x ∈ Rd | xi ∈ [−D,D], ∀i}.
Remark 4.1. Throughout this section, we shall assume without loss of generality that η ∈ (0, 1) in
(H.5(a)). Moreover, for any given h > 0, we can directly deduce from (H.5(b)) that (Id+hA)x 6= 0
for all x 6= 0, which implies that the matrix Id + hA is nonsingular, and satisfies the estimates
‖(Id + hA)−1‖op ≤ 1 and ‖hA(Id + hA)−1‖op ≤ 1 (see e.g. [6, Proposition 7.2]).
The following lemma estimates the growth rates of the coefficients (µ, σ) and (µ˜, σ˜).
Lemma 4.1. Suppose (H.5) holds. Then the functions µ, σ satisfy the following growth condition:
for all η′ ∈ [0, η) and (t, x) ∈ [0, T ]× Rd, we have
〈x, µ(t, x)〉 + η′‖µ(t, x)‖2 + 1 + η
′
2
‖σ(t, x)‖2 ≤ α′ +
(
β +
1
2
)
‖x‖2 + 〈x,Ax〉, (4.4)
with the constant
α′ =
(
1
2
+
η η′
η − η′
)
[µ]20 +
(1 + η)(1 + η′)
2(η − η′) [σ]
2
0.
Similarly, the functions µ˜, σ˜ satisfy the following growth condition: for all (t, x) ∈ [0, T ] × Rd,
〈x, µ˜(t, x)〉+ η
2
‖µ˜(t, x)‖2 + 1
2
‖σ˜(t, x)‖2 ≤ 2(1 + η)
2
η
(
[µ]20 + [σ]
2
0 + γ
2
)
+ (β + 1)‖x‖2 + 〈x,Ax〉.
(4.5)
Proof. Note that for any given matrices A,B ∈ Rd1×d2 , Young’s inequality implies that ‖A+B‖2 ≤
(1 + τ)‖A‖2 + (1 + 1/τ)‖B‖2 for all τ > 0. Then for any fixed η′ ∈ (0, η), we can deduce from
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(H.5(a)) and (H.5(c)) that
〈x, µ(t, x)〉 + η′‖µ(t, x)‖2 + 1 + η
′
2
‖σ(t, x)‖2 (4.6)
= 〈x, µ(t, x) − µ(t, 0) + µ(t, 0)〉 + η′‖µ(t, x) − µ(t, 0) + µ(t, 0)‖2 + 1 + η
′
2
‖σ(t, x) − σ(t, 0) + σ(t, 0)‖2
≤ 〈x, µ(t, x) − µ(t, 0)〉+ 1
2
(‖x‖2 + ‖µ(t, 0)‖2) + η′
(
η
η′
‖µ(t, x)− µ(t, 0)‖2 + η
η − η′ ‖µ(t, 0)‖
2
)
+
1 + η′
2
(
1 + η
1 + η′
‖σ(t, x) − σ(t, 0)‖2 + 1 + η
η − η′ ‖σ(t, 0)‖
2
)
≤ β‖x‖2 + 〈x,Ax〉+ 1
2
‖x‖2 +
(
1
2
+
η η′
η − η′
)
[µ]20 +
(1 + η)(1 + η′)
2(η − η′) [σ]
2
0.
It is straightforward to verify that the above inequality also holds for η′ = 0.
On the other hand, by using (H.5(d)), we can obtain
〈x, µ˜(t, x)〉 + η
2
‖µ˜(t, x)‖2 + 1
2
‖σ˜(t, x)‖2
= 〈x, µ˜(t, x) − µ(t, x) + µ(t, x)〉+ η
2
‖µ˜(t, x)− µ(t, x) + µ(t, x)‖2 + 1
2
‖σ˜(t, x) − σ(t, x) + σ(t, x)‖2
≤ 〈x, µ(t, x)〉 + 1
2
(‖x‖2 + ‖µ˜(t, x)− µ(t, x)‖2) + η
2
(
3
2
‖µ(t, x)‖2 + 3‖µ˜(t, x)− µ(t, x)‖2
)
+
1
2
((
1 +
3η
4
)‖σ(t, x)‖2 + (1 + 4
3η
)‖σ˜(t, x)− σ(t, x)‖2)
≤ 〈x, µ(t, x)〉 + 3η
4
‖µ(t, x)‖2 + 1 + 3η/4
2
‖σ(t, x)‖2 + 1
2
‖x‖2 +
(
1 +
3η
2
+
2
3η
)
γ2,
which, together with the estimate (4.6) (with η′ = 3η/4), gives us that
〈x, µ˜(t, x)〉+ η
2
‖µ˜(t, x)‖2 + 1
2
‖σ˜(t, x)‖2
≤ β‖x‖2 + 〈x,Ax〉+ 1
2
‖x‖2 +
(
1
2
+ 3η
)
[µ]20 +
2(1 + η)2
η
[σ]20 +
1
2
‖x‖2 +
(
1 +
3η
2
+
2
3η
)
γ2
≤ (β + 1)‖x‖2 + 〈x,Ax〉 + 2(1 + η)
2
η
(
[µ]20 + [σ]
2
0 + γ
2
)
,
where we used the assumption that η < 1 in the last inequality.
With Lemma 4.1 in hand, we now present the following moment estimate and time regularity
result for the strong solutions to (4.1). Note that both the moment estimate and the regularity
estimate depend polynomially on the parameters ‖A‖op, [µ]l, [σ]l, l = 0, 1. This observation plays
a crucial role in our subsequent analysis.
Lemma 4.2. Suppose (H.5) holds. Then the SDE (4.1) admits a unique strong solution (Yt)t∈[0,T ],
which admits the following a priori estimate: for all p ∈ [2, 2 + η) and t ∈ [0, T ],
E[‖Yt‖p] ≤ 2
p−2
2 (αp + ‖x0‖p)ep(β+1/2)T ,
with the constant αp defined as:
αp =
(
1
2
+
η (p− 2)
η + 2− p
)
[µ]20 +
(1 + η)(p − 1)
2(η + 2− p) [σ]
2
0, ∀p ∈ [2, 2 + η), (4.7)
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and the following time regularity: for all t, s ∈ [0, T ],
E[‖Yt − Ys‖2] ≤ 8(1 + α+ ‖x0‖2)e(2β+1)T
(
(t− s)2(‖A‖2op + [µ]20 + [µ]21) + (t− s)([σ]20 + [σ]21)
)
,
with α = 12 [µ]
2
0 +
1+η
2η [σ]
2
0.
Proof. The a priori estimate follows precisely the steps in the arguments for [28, Theorem 4.1
pp. 59] by applying Itoˆ’s formula to the quantity (α + ‖Yt‖2)
p
2 and using the growth condition
(4.4) in Lemma 4.1. Then one can deduce from (H.5(a)) that
E[‖Yt − Ys‖2] ≤ 2
(
(t− s)
∫ t
s
E[‖ −AYr + µ(s, Yr)‖2] dr +
∫ t
s
E[‖σ(r, Yr)‖2] dr
)
≤ 2
{
2(t− s)
∫ t
s
(
‖A‖2opE[‖Yr‖2] + 2([µ]20 + [µ]21E[‖Yr‖2])
)
dr
+ 2
∫ t
s
(
[σ]20 + [σ]
2
1E[‖Yr‖2]
)
dr
}
≤ 8
(
(t− s)2(‖A‖2op + [µ]20 + [µ]21) + (t− s)([σ]20 + [σ]21)
)(
1 + sup
t∈[0,T ]
E[‖Yt‖2]
)
,
which, along with the estimate of E[‖Yt‖2], implies the desired modulus of continuity in time.
Now we proceed to study the linear-implicit Euler schemes (4.2) and (4.3). The following
proposition shows the stability of the linear-implicit Euler scheme.
Proposition 4.3. Suppose (H.5(b)) holds. Let h > 0 and t ∈ [0, T ] be given constants, µi :
[0, T ] × Rd → Rd, σi : [0, T ] × Rd → Rd×d, i = 1, 2, be Borel measurable functions, Z be a
R
d-valued random variable with mean 0 and variance h, and (Y i)i=1,2 be R
d-valued integrable
random variables independent of Z. For each i = 1, 2, let Xi be the random variable defined by
the following one-step linear-implicit Euler scheme:
Xi − Y i + hAXi = hµi(t, Y i) + σi(t, Y i)Z. (4.8)
Then we have the following stability estimate:
1
2
E[‖X1 −X2‖2] + hE[〈X1 −X2, A(X1 −X2)〉]
≤ 1
2
E[‖Y 1 − Y 2‖2] + hE
[
〈Y 1 − Y 2, µ1(t, Y 1)− µ2(t, Y 2)〉+ 1
2
h‖µ1(t, Y 1)− µ2(t, Y 2)‖2
+
1
2
‖σ1(t, Y 1)− σ2(t, Y 2)‖2
]
.
Proof. For notational simplicity, we introduce the following terms: δX = X1−X2, δY = Y 1−Y 2,
δµ = µ1(t, Y
1)− µ2(t, Y 2), and δσ = σ1(t, Y 1)− σ2(t, Y 2). Then we can deduce from (4.8) that
δX − δY + hA(δX) − h(δµ) = (δσ)Z.
Multiplying the above identity by δX, we obtain that
〈δX, δX − δY − h(δµ)〉 + h〈δX,A(δX)〉 = 〈δX, (δσ)Z〉.
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from which, by completing the square, one can deduce that
1
2
‖δX‖2 + 1
2
‖δX − δY − h(δµ)‖2 − 1
2
‖δY + h(δµ)‖2 + h〈δX,A(δX)〉 = 〈δX, (δσ)Z〉. (4.9)
Then, by using the following inequality:
0 ≤ ‖δX − δY − h(δµ) − (δσ)Z‖2
≤ ‖δX − δY − h(δµ)‖2 − 2〈δX − δY − h(δµ), (δσ)Z〉 + ‖(δσ)Z‖2,
and the fact that Z is independent of δY , we can obtain that
1
2
E[‖δX‖2] + hE[〈δX,A(δX)〉] ≤ 1
2
E[‖δY + h(δµ)‖2] + 1
2
hE[‖(δσ)‖2]
≤ 1
2
E[‖δY ‖2] + hE
[
〈δY, (δµ)〉 + 1
2
h‖(δµ)‖2 + 1
2
‖(δσ)‖2
]
,
which completes the proof of the desired stability estimates.
The next two corollaries follow directly from Proposition 4.3, which give an L2-estimate of the
numerical solutions to ES (4.2) and PES (4.3), and establish an upper bound of the difference
between these two solutions.
Corollary 4.4. Suppose (H.5) holds. Let N ∈ N with N ≥ 2T/η, and (Y πn )Nn=0 (resp. (Y˜ πn )Nn=0)
be the solution to ES (4.2) (resp. PES (4.3)). Then the following estimate holds:
max
n=0,...,N
(
E[‖Y πn ‖2] + 2hE[〈Y πn+1, AY πn+1〉]
)
≤ 3e(2β+1)T (‖x0‖2 + α1T ),
max
n=0,...,N
(
E[‖Y˜ πn ‖2] + 2hE[〈Y˜ πn+1, AY˜ πn+1〉]
)
≤ 3e2(β+1)T (‖x0‖2 + α2T ),
where α1 =
(1+η)2
η
(
[µ]20 + [σ]
2
0
)
and α2 =
2(1+η)2
η
(
[µ]20 + [σ]
2
0 + γ
2
)
.
Proof. We shall only estimate E[‖Y πn ‖2], since the a priori bound of Y˜ πn can be established by a
similar approach. For any given n = 0, . . . , N − 1, by setting (µ1, σ1) = (µ, σ), (µ2, σ2) = (0, 0)
and Y 2 = 0 in Proposition 4.3, we obtain from Lemma 4.1 that: for all h < η′ = η/2,
E[‖Y πn+1‖2] + 2hE[〈Y πn+1, AY πn+1〉]
≤ E[‖Y πn ‖2] + 2hE
[
η′‖µ(tn, Y πn )‖2 +
1
2
‖σ(tn, Y πn )‖2 + 〈Y πn , µ(tn, Y πn )〉
]
≤ E[‖Y πn ‖2] + 2hE
[
〈Y πn , AY πn 〉+ (
1
2
+ η)[µ]20 +
(1 + η)(1 + η/2)
η
[σ]20 + (β +
1
2
)‖Y πn ‖2
]
≤ (1 + 2β′h)
(
E[‖Y πn ‖2] + 2hE[〈Y πn , AY πn 〉]
)
+ 2α′h,
with α1 =
(1+η)2
η
(
[µ]20+[σ]
2
0
)
, β′ = β+1/2, where we have used the fact E[〈Y πn , AY πn 〉] ≥ 0. Then,
by multiplying the above inequality with (1 + 2β′h)−(n+1), we can deduce that
(1 + 2β′h)−(n+1)
(
E[‖Y πn+1‖2] + 2hE[〈Y πn+1, AY πn+1〉]
)
≤ (1 + 2β′h)−n
(
E[‖Y πn ‖2] + 2hE[〈Y πn , AY πn 〉]
)
+ (1 + 2β′h)−n−12hα′,
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which leads to the following estimate: for all n = 0, . . . , N − 1,
E[‖Y πn+1‖2] + 2hE[〈Y πn+1, AY πn+1〉] ≤ (1 + 2β′h)N
(
E[‖Y π0 ‖2] + 2hE[〈Y π0 , AY π0 〉] + 2α′T
)
≤ e2β′T
(
‖Y π0 ‖2 + 2h〈Y π0 , AY π0 〉+ 2α′T
)
.
We can then conclude the desired result from the Cauchy-Schwarz inequality and Remark 4.1.
Corollary 4.5. Suppose (H.5) holds. Let N ∈ N with N ≥ T max(2η, 1/η), and (Y πn )Nn=0
(resp. (Y˜ πn )
N
n=0) be the solution to ES (4.2) (resp. PES (4.3)). Then we have the following error
estimate:
max
n=0,...,N
(
E[‖Y πn − Y˜ πn ‖2] + 2hE[〈Y πn − Y˜ πn , A(Y πn − Y˜ πn )〉]
)
≤ e(2β+1)T T (1 + η)γ2/η.
Proof. Let us define the random variable δYn = Y
π
n − Y˜ πn for all n. For any given n = 0, . . . , N−1,
we deduce from Proposition 4.3 that
E[‖δYn+1‖2] + 2hE[〈δYn+1, A(δYn+1)〉] ≤ E[‖δYn‖2] + 2hE
[
〈δYn, µ(tn, Y πn )− µ(tn, Y˜ πn )〉 (4.10)
+ 〈δYn, µ(tn, Y˜ πn )− µ˜(tn, Y˜ πn )〉+
1
2
h‖µ(tn, Y πn )− µ˜(tn, Y˜ πn )‖2 +
1
2
‖σ(tn, Y πn )− σ˜(tn, Y˜ πn )‖2
]
.
Now we estimate the last three terms in the above inequality. It is clear that the Cauchy-
Schwarz inequality gives us that
〈δYn, µ(tn, Y˜ πn )− µ˜(tn, Y˜ πn )〉 ≤
1
2
(‖δYn‖2 + ‖µ(tn, Y˜ πn )− µ˜(tn, Y˜ πn )‖2),
‖µ(tn, Y πn )− µ˜(tn, Y˜ πn )‖2 = ‖µ(tn, Y πn )− µ(tn, Y˜ πn ) + µ(tn, Y˜ πn )− µ˜(tn, Y˜ πn )‖2
≤ 2‖µ(tn, Y πn )− µ(tn, Y˜ πn )‖2 + 2‖µ(tn, Y˜ πn )− µ˜(tn, Y˜ πn )‖2.
Moreover, by applying the Cauchy-Schwarz inequality to Frobenius inner product of matrices, we
obtain that
‖σ(tn, Y πn )− σ˜(tn, Y˜ πn )‖2 = ‖σ(tn, Y πn )− σ(tn, Y˜ πn ) + σ(tn, Y˜ πn )− σ˜(tn, Y˜ πn )‖2
≤ (1 + η)‖σ(tn, Y πn )− σ(tn, Y˜ πn )‖2 + (1 +
1
η
)‖σ(tn, Y˜ πn )− σ˜(tn, Y˜ πn )‖2.
Hence, by substituting the above estimates into (4.10) and rearranging the terms, we deduce that
E[‖δYn+1‖2] + 2hE[〈δYn+1, A(δYn+1)〉]
≤ (1 + h)E[‖δYn‖2] + 2hE
[
〈δYn, µ(tn, Y πn )− µ(tn, Y˜ πn )〉+ h‖µ(tn, Y πn )− µ(tn, Y˜ πn )‖2
+
1 + η
2
‖σ(tn, Y πn )− σ(tn, Y˜ πn )‖2
]
+ hE
[
(1 + 2h)‖µ(tn, Y˜ πn )− µ˜(tn, Y˜ πn )‖2 + (1 +
1
η
)‖σ(tn, Y˜ πn )− σ˜(tn, Y˜ πn )‖2
]
.
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Hence for all N ∈ N such that T/N ≤ min(1/(2η), η), (H.5(a)) and (H.5(d)) imply that
E[‖δYn+1‖2] + 2hE[〈δYn+1, A(δYn+1)〉]
≤ (1 + h)E[‖δYn‖2] + 2hE[β‖δYn‖2 + 〈δYn, A(δYn)〉] + h(1 + η)γ2/η
≤ (1 + (2β + 1)h)E[‖δYn‖2] + 2hE[〈δYn, A(δYn)〉] + h(1 + η)γ2/η.
Thus, following similar arguments as those for Corollary 4.4, we can conclude the desired estimate
by using the fact that δY0 = 0.
Now we proceed to derive precise error estimates of the linear-implicit Euler schemes (4.2) and
(4.3). The following proposition shows the overall approximation error can be bounded by the
one-step local truncation errors.
Proposition 4.6. Suppose (H.5) holds. Let N ∈ N with N ≥ T max
(
2β+21/T
21/T−1
, 1η
)
, (Yt)t∈[0,T ] be
the solution to SDE (4.1), and (Y πn )
N
n=0 be the solution to ES (4.2). Then we have the following
error estimate:
max
n=0,...,N
E[‖Y πn − Ytn‖2] + 2hE[〈Y πn − Ytn , A(Y πn − Ytn)〉]
≤ 2e(2β+1)T
(
‖δY0‖2] + 2h〈δY0, AδY0〉+ 1
h
N−1∑
n=0
E[‖e1n+1‖2] + (1 +
1
η
)
N−1∑
n=0
E[‖e2n+1‖2]
)
,
with δY0 = ((Id + hA)
−1 − Id)x0, and the truncation errors e1n+1, e2n+1 defined as:
e1n+1 :=
∫ tn+1
tn
(−A(Ys−Ytn+1)+µ(s, Ys)−µ(tn, Ytn)) ds, e2n+1 := ∫ tn+1
tn
(
σ(s, Ys)−σ(tn, Ytn)
)
dBs.
(4.11)
Proof. For any n = 0, . . . , N , we define the random variables δYn = Y
π
n − Ytn , δµn = µ(tn, Y πn )−
µ(tn, Ytn), and δσn = σ(tn, Y
π
n )− σ(tn, Ytn). Note that we have
Ytn+1 − Ytn + hAYtn+1 = hµ(tn, Ytn)+ σ(tn, Ytn)∆Bn+1+ e1n+1+ e2n+1, n = 0, . . . , N − 1. (4.12)
Then, by subtracting (4.12) from (4.2), multiplying the resulting equation with δYn+1, and com-
pleting the square (cf. (4.9)), we can deduce the following the following identity:
1
2
‖δYn+1‖2 + 1
2
‖δYn+1 − δYn − h(δµn)‖2 − 1
2
‖δYn + h(δµn)‖2
+ h〈δYn+1, A(δYn+1)〉 = 〈δYn+1, (δσn)∆Bn+1 − e1n+1 − e2n+1〉.
which, together with the following inequality:
0 ≤ ‖δYn+1 − δYn − h(δµn)− (δσn)∆Bn+1 + e2n+1‖2
= ‖δYn+1 − δYn − h(δµn)‖2 − 2〈δYn+1 − δYn − h(δµn), (δσn)∆Bn+1 − e2n+1〉
+ ‖(δσn)∆Bn+1‖2 − 2〈(δσn)∆Bn+1, e2n+1〉+ ‖e2n+1‖2,
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and the fact that E[〈δYn + h(δµn), (δσn)∆Bn+1 − e2n+1〉] = 0, lead us to the estimate:
E[‖δYn+1‖2] + 2hE[〈δYn+1, A(δYn+1)〉]
≤ E[‖δYn + h(δµn)‖2]− 2E[〈δYn+1, e1n+1〉]
+ E[‖(δσn)∆Bn+1‖2]− 2E[〈(δσn)∆Bn+1, e2n+1〉] + E[‖e2n+1‖2]
≤ E[‖δYn‖2 + 2h〈δYn, δµn〉+ h2‖δµn‖2] + hE[‖δYn+1‖2] + 1
h
E[‖e1n+1‖2]
+ E[‖(δσn)∆Bn+1‖2] + ηE[‖(δσn)∆Bn+1‖2] + 1
η
E[‖e2n+1‖2] + E[‖e2n+1‖2].
Consequently, for any h ≤ η, we have
(1− h)E[‖δYn+1‖2] + 2hE[〈δYn+1, A(δYn+1)〉]
≤ E[‖δYn‖2] + 2hE
[
〈δYn, δµn〉+ η‖δµn‖2 + 1 + η
2
‖δσn‖2
]
+
1
h
E[‖e1n+1‖2] + (1 +
1
η
)E[‖e2n+1‖2]
≤ (1 + 2βh)E[‖δYn‖2] + 2hE[〈δYn, AδYn〉] + 1
h
E[‖e1n+1‖2] + (1 +
1
η
)E[‖e2n+1‖2],
from which, one can deduce by induction that
E[‖δYn+1‖2] + 2hE[〈δYn+1, A(δYn+1)〉]
≤
(
1 + 2βh
1− h
)N(
E[‖δY0‖2] + 2hE[〈δY0, AδY0〉] + 1
h
N−1∑
n=0
E[‖e1n+1‖2] + (1 +
1
η
)
N−1∑
n=0
E[‖e2n+1‖2]
)
,
which leads to the desired statement for all large enough N such that (N+2βTN−T )
T ≤ 2.
Now we are ready to present the strong convergence result of the perturbed Euler scheme.
Theorem 4.7. Suppose (H.5) holds. Let N ∈ N with N ≥ T max
(
2β+21/T
21/T−1
, 1η , 2η
)
, (Yt)t∈[0,T ] be
the solution to SDE (4.1), and (Y˜ πn )
N
n=0 be the solution to PES (4.3). Then we have the following
error estimate:
max
n=0,...,N
E[‖Y˜ πn − Ytn‖2]
≤ C(β,η,T )h
{(
1 + ‖A‖2op +
1∑
l=0
([µ]2l + [σ]
2
l )
)2
‖x0‖2 +
(
1 + ‖A‖2op +
1∑
l=0
([µ]2l + [σ]
2
l )
)3
+
γ2
h
}
,
Proof. For any given n = 0, . . . , N − 1, by using (H.5(c)) and the Cauchy-Schwarz inequality, we
can estimate the truncation error e1n+1 defined by (4.11) as follows:
E[‖e1n+1‖2] ≤ E
[(∫ tn+1
tn
‖ −A(Ys − Ytn+1) + µ(s, Ys)− µ(tn, Ytn)‖ ds
)2]
≤ 2hE
[ ∫ tn+1
tn
(
‖A(Ys − Ytn+1)‖2 + ‖µ(s, Ys)− µ(tn, Ytn)‖2
)
ds
]
≤ 2hE
[ ∫ tn+1
tn
(
‖A‖2op‖Ytn+1 − Ys‖2 + [µ]21(
√
s− tn + ‖Ys − Ytn‖)2
)
ds
]
≤ 2h2
[
(‖A‖2op + 2[µ]21) sup
s∈[tn,tn+1]
(
E[‖Ytn+1 − Ys‖2] + E[‖Ys − Ytn‖2]
)
+ 2[µ]21h
]
.
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Similarly, one can obtain the following upper bound of the truncation error e2n+1:
E[‖e2n+1‖2] = E
[∫ tn+1
tn
‖σ(s, Ys)− σ(tn, Ytn)‖2 ds
]
≤ E
[ ∫ tn+1
tn
[σ]21(
√
s− tn + ‖Ys − Ytn‖)2 ds
]
≤ 2h[σ]21
[
h+ sup
s∈[tn,tn+1]
E[‖Ys − Ytn‖2]
]
.
Thus, if we denote by (Y πn )
N
n=0 the solution to ES (4.2), then for allN ∈ N withN ≥ T max
(
2β+21/T
21/T−1
, 1η
)
,
we can infer from Proposition 4.6 and the assumption η < 1 that
max
n=0,...,N
E[‖Y πn − Ytn‖2] + 2hE[〈Y πn − Ytn , A(Y πn − Ytn)〉]
≤ 2e(2β+1)T
(
‖δY0‖2 + 2h〈δY0, AδY0〉+ 1
h
N−1∑
n=0
E[‖e1n+1‖2] + (1 +
1
η
)
N−1∑
n=0
E[‖e2n+1‖2]
)
≤ 2e(2β+1)T
(
‖δY0‖2 + 2h〈δY0, AδY0〉
+ 4T
[
[µ]21h+ (‖A‖2op + [µ]21) sup
s∈[tn,tn+1]
(
E[‖Ytn+1 − Ys‖2] + E[‖Ys − Ytn‖2]
)]
+ (1 +
1
η
)2T [σ]21
[
h+ sup
s∈[tn,tn+1]
E[‖Ys − Ytn‖2]
])
≤ C(β,η,T )
[
〈δY0, (Id + hA)δY0〉+ ([µ]21 + [σ]21)h
+ (‖A‖2op + [µ]21 + [σ]21) sup
s∈[tn,tn+1]
(
E[‖Ytn+1 − Ys‖2] + E[‖Ys − Ytn‖2]
)]
,
where δY0 = ((Id + hA)
−1 − Id)x0. Then, we can directly deduce the following inequality from
Remark 4.1:
〈δY0, (Id + hA)δY0〉 = 〈−hA(Id + hA)−1x0,−hAx0〉 ≤ ‖hA(Id + hA)−1x0‖‖hAx0‖ ≤ h‖A‖op‖x0‖2,
which, together with h < 1 and the time regularity of the solution (Yt)t (Lemma 4.2), leads us to
max
n=0,...,N
E[‖Y πn − Ytn‖2] ≤ C(β,η,T )
[
h‖A‖op‖x0‖2 + ([µ]21 + [σ]21)h
+ (‖A‖2op + [µ]21 + [σ]21)(1 + [µ]20 + [σ]20 + ‖x0‖2)
(
h2(‖A‖2op + [µ]20 + [µ]21) + h([σ]20 + [σ]21)
)]
≤ C(β,η,T )h
{[
‖A‖op +
(
‖A‖2op +
1∑
l=0
([µ]2l + [σ]
2
l )
)2]
‖x0‖2
+
[
[µ]21 + [σ]
2
1 +
(
1 + [µ]20 + [σ]
2
0
)(
‖A‖2op +
1∑
l=0
([µ]2l + [σ]
2
l )
)2]}
≤ C(β,η,T )h
{(
1 + ‖A‖2op +
1∑
l=0
([µ]2l + [σ]
2
l )
)2
‖x0‖2 +
(
1 + ‖A‖2op +
1∑
l=0
([µ]2l + [σ]
2
l )
)3}
.
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Finally, by further assuming N ≥ T max(2η, 1/η), and using Corollary 4.5, we can conclude that:
max
n=0,...,N
E[‖Y˜ πn − Ytn‖2] ≤ 2 max
n=0,...,N
(
E[‖Y πn − Ytn‖2] + E[‖Y˜ πn − Y πtn‖2]
)
≤ C(β,η,T )h
{(
1 + ‖A‖2op +
1∑
l=0
([µ]2l + [σ]
2
l )
)2
‖x0‖2 +
(
1 + ‖A‖2op +
1∑
l=0
([µ]2l + [σ]
2
l )
)3
+
γ2
h
}
,
which completes the proof of the desired error estimate.
We end this section with the following weak convergence rate of the perturbed Euler scheme
(4.3) with a perturbed terminal cost.
Theorem 4.8. Suppose (H.5) holds. Let N ∈ N with N ≥ T max
(
2β+21/T
21/T−1
, 1η , 2η
)
, (Yt)t∈[0,T ] be
the solution to SDE (4.1), and (Y˜ πn )
N
n=0 be the solution to PES (4.3). Then we have the following
error estimate:
max
n=0,...,N
|E[f(Ytn)− E[f˜D(Y˜ πn )]| ≤ C(β,η,T )Cf
{
D
−2η
η+4 (‖x0‖2+η/2 + ‖x0‖2 + [µ]20 + [σ]20)
+Dh
1
2
[(
1 + ‖A‖2op +
1∑
l=0
([µ]2l + [σ]
2
l )
)
‖x0‖ +
(
1 + ‖A‖2op +
1∑
l=0
([µ]2l + [σ]
2
l )
) 3
2
+ γh−
1
2
]}
+ θ.
Proof. The assumption (H.5(e)) implies that for all n = 0, . . . , N ,
|E[f(Ytn)− E[f˜D(Y˜ πn )]| ≤ E[|f(Ytn)− fD(Ytn)|] + E[|fD(Ytn)− fD(Y˜ πn )|] + E[|fD(Y˜ πn )]− f˜D(Y˜ πn )|]
≤ CfE[‖Ytn‖21B∞(D)c(Ytn)] + CfDE[‖Ytn − Y˜ πn ‖] + θ. (4.13)
Now we bound the term E[‖Ytn‖21B∞(D)c(Ytn)]. Since {‖x‖ ≤ D} ⊂ B∞(D), we have
1B∞(D)c(Ytn) ≤ 1{‖x‖≥D}(Ytn). Thus for any given p′ ∈ (1, 1 + η/2), by using Ho¨lder’s inequality
and Lemma 4.2, we obtain that
E[‖Ytn‖21B∞(D)c(Ytn)] ≤ E[‖Ytn‖2p
′
]
1
p′E[1{‖x‖≥D}(Ytn)]
p′−1
p′ ≤ E[‖Ytn‖2p
′
]
1
p′
(
E[‖Ytn‖2]
D2
) p′−1
p′
≤
(
2p
′−1(α2p′ + ‖x0‖2p′)e2p′(β+1/2)T
) 1
p′
D
−2(p′−1)
p′
(
(α2 + ‖x0‖2)e2(β+1/2)T
) p′−1
p′
with the constant αp defined as in (4.7) for all p ∈ [2, 2 + η). Thus by choosing p′ = 1 + η/4, we
deduce from Young’s inequality xy ≤ 1pxp + 1qyq, x, y ≥ 0, p > 1, q = p/(p− 1), that
E[‖Ytn‖21B∞(D)c(Ytn)] ≤ C(β,η,T )D
−2(p′−1)
p′ (α2p′ + ‖x0‖2p′)
1
p′ (α2 + ‖x0‖2)
p′−1
p′
≤ C(β,η,T )D
−2(p′−1)
p′
(
α2p′ + ‖x0‖2p′ + α2 + ‖x0‖2
)
≤ C(β,η,T )D
−2(p′−1)
p′ ([µ]20 + [σ]
2
0 + ‖x0‖2p
′
+ ‖x0‖2).
Thus, by using (4.13) and Theorem 4.7, we obtain that
|E[f(Ytn)− E[f˜D(Y˜ πn )]| ≤ CfE[‖Ytn‖21B∞(D)c(Ytn)] + CfDE[‖Ytn − Y˜ πn ‖2]1/2 + θ
≤ C(β,η,T )Cf
{
D
−2η
η+4 (‖x0‖2+η/2 + ‖x0‖2 + [µ]20 + [σ]20) +Dh
1
2
[(
1 + ‖A‖2op +
1∑
l=0
([µ]2l + [σ]
2
l )
)2
‖x0‖2
+
(
1 + ‖A‖2op +
1∑
l=0
([µ]2l + [σ]
2
l )
)3
+
γ2
h
] 1
2
}
+ θ,
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which, along with the fact that ψ(x) = x1/2 is subadditive on [0,∞), completes our proof.
5 Proof of Theorem 2.1
This section is devoted to the proof of Theorem 2.1. Given d ∈ N and ε ∈ (0, 1], we consider
δ ∈ (0, 1), D > 1, N,M ∈ N, whose precise values will be specified later. Let κ = max(1, κ0, κ1)
and (Bm)Mm=1 be M independent copies of d-dimensional Brownian motions defined on the same
probability space (Ω,F ,P) supporting the Brownian motion (Bt)t in (2.2).1 Then, for any given
x ∈ Rd, m = 1, . . . ,M , let (Y x,d,m,πn )Nn=0 be the family of random variables defined by the following
linear-implicit Euler scheme with perturbed coefficients (µεd, σ
ε
d) and the m-th Brownian motion
(Bmt )t: Y
x,d,m,π
0 = (Id + hAd)
−1x, and
Y x,d,m,πn+1 − Y x,d,m,πn + hAdY x,d,m,πn+1 = hµεd(tn, Y x,d,m,πn ) + σεd(tn, Y x,d,m,πn )∆Bmn+1, (5.1)
where h = T/N and ∆Bmn+1 = B
m
(n+1)h −Bmnh, for all n = 0, . . . , N − 1.
The following lemma demonstrates that there exists a realization of the perturbed Euler scheme
approximating the value function vd globally with the desired accuracy.
Lemma 5.1. Suppose the same assumptions of Theorem 2.1 hold. Then it holds for some constant
c > 0, depending only on β, η, κ1, κ2, τ and T that: for any given ε ∈ (0, 1), d ∈ N, and for any
D,N,M = O(ε−cdc), δ = O(εcd−c), there exists a realization ωε,d ∈ Ω, such that
(∫
Rd
∣∣∣∣vd(x)− 1M
M∑
m=1
f δd,D(Y
x,d,m,π
N )(ωε,d)
∣∣∣∣2 νd(dx)
)1/2
≤ ε. (5.2)
Proof of Lemma 5.1. Note that (f δd,D(Y
x,d,m,π
N ))
M
m=1 are independent and identically distributed
random variables. Hence, by using the definition of vd and the weak uniqueness of the SDE (2.2),
we can obtain that∫
Rd
E
[∣∣∣∣E[fd(Y x,dT )]− 1M
M∑
m=1
f δd,D(Y
x,d,m,π
N )
∣∣∣∣2
]
νd(dx)
=
∫
Rd
∣∣E[fd(Y x,dT )]− E[f δd,D(Y x,d,1,πN )]∣∣2 + E
[∣∣∣∣E[f δd,D(Y x,d,1,πN )]− 1M
M∑
m=1
f δd,D(Y
x,d,m,π
N )
∣∣∣∣2
]
νd(dx)
≤
∫
Rd
(∣∣E[fd(Y x,d,1T )]− E[f δd,D(Y x,d,1,πN )]∣∣2 + 1M E[|f δd,D(Y x,d,1,πN )|2]
)
νd(dx), (5.3)
where (Y x,d,1t )t∈[0,T ] is the solution to the SDE (2.2) driven by the Brownian motion (B
1
t )t∈[0,T ].
We shall then estimate the two terms in (5.3) separately. Note that Theorem 4.8 implies that
1In general, suppose that (Bm)Mm=1 are defined on a probability space (Ω
(M),F(M),P(M)), one can extend the
original probability space (Ω,F , P) into the product space (Ω¯, F¯ , P¯) = (Ω,F , P)⊗ (Ω(M),F(M), P(M)), and perform
the subsequent analysis on the full probability space with the measure P¯.
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for all N ≥ T max
(
2β+21/T
21/T−1
, 1η , 2η
)
, we have
∣∣E[fd(Y x,d,1T )]− E[f δd,D(Y x,d,1,πN )]∣∣ ≤ C(β,η,T )κdκ
{
D
−2η
η+4 (‖x0‖2+η/2 + ‖x0‖2 + κ2d2κ)
+Dh
1
2
[
κ2d2κ‖x0‖ + (κ2d2κ)3/2 + (δκdκ)h− 12
]}
+ δκdκDκ
≤ C(β,η,κ,T )dκ
{
d2κ(D
−2η
η+4 +Dh
1
2 )‖x0‖1{‖x0‖≤1} + d2κ(D
−2η
η+4 +Dh
1
2 )‖x0‖2+η/21{‖x0‖>1}
+ d3κ(D
−2η
η+4 +Dh
1
2 ) + δdκDκ
}
.
Now by letting D
−2η
η+4 ≤ Dh 12 , i.e., D ≥ h− η+46η+8 , we can deduce from the above estimate that
∣∣E[fd(Y x,d,1T )]− E[f δd,D(Y x,d,1,πN )]∣∣ ≤ C(β,η,κ,T )
(
d3κh
η
3η+4‖x0‖2+
η
2 1{‖x0‖>1} + d
4κh
η
3η+4 + δd2κDκ
)
.
Therefore, by squaring the above inequality and using the integrability condition of the probability
measure νd, we obtain the following estimate:∫
Rd
∣∣E[fd(Y x,d,1T )]− E[f δd,D(Y x,d,1,πN )]∣∣2 νd(dx)
≤ C(β,η,κ,τ,T )
(
d6κh
2η
3η+4
∫
Rd
‖x0‖4+η νd(dx) + d8κh
2η
3η+4 + δ2d4κD2κ
)
≤ C(β,η,κ,τ,T )
(
d6κ+max(τ,2κ)h
2η
3η+4 + δ2d4κD2κ
)
. (5.4)
We then proceed to obtain an upper bound of the second term in (5.3). Note that (H.1(d))
and (H.2(c)) lead to the following linear growth condition: for all x ∈ Rd,
|f δd,D(x)| ≤ |f δd,D(x)− fd,D(x)|+ |fd,D(x)− fd,D(0)|+ |fd,D(0)| ≤ δκdκDκ + κdκ(D‖x‖+ 1).
Thus, we can obtain from Corollary 4.4 that
E[|f δd,D(Y x,d,1,πN )|2] ≤ C(κ)(δ2d2κD2κ + d2κ + d2κD2E[‖Y x,d,1,πN ‖2])
≤ C(β,η,κ,T )(δ2d2κD2κ + d2κ + d2κD2
(‖x‖2 + d2κ + δ2d2κ)),
which, along with the following estimate∫
Rd
‖x‖2 νd(dx) ≤
(∫
Rd
‖x‖4+η νd(dx)
)2/(4+η)
≤ τ1/2dτ/2,
enables us to bound the second term in (5.3) by
1
M
∫
Rd
E[|f δd,D(Y x,d,1,πN )|2] νd(dx) ≤
1
M
C(β,η,κ,τ,T )(δ
2d2κD2κ + d2κ + d2κD2
(
dτ/2 + d2κ
)
)
≤ C(β,η,κ,τ,T )(δ2d2κD2κ + d2κ+max(τ/2,2κ)D2/M). (5.5)
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Therefore, under the conditions N ≥ T max
(
2β+21/T
21/T−1
, 1η , 2η
)
andD = ⌈h− η+46η+8 ⌉, we can deduce
from the estimates (5.3), (5.4) and (5.5) that
∫
Rd
E
[∣∣∣∣E[fd(Y x,dT )]− 1M
M∑
m=1
f δd,D(Y
x,d,m,π
N )
∣∣∣∣2
]
νd(dx)
≤ C(β,η,κ,τ,T )
(
d6κ+max(τ,2κ)h
2η
3η+4 + δ2d4κh−
(η+4)κ
3η+4 + d2κ+max(τ/2,2κ)h−
η+4
3η+4/M
)
.
Consequently, by further assuming that
d6κ+max(τ,2κ)h
2η
3η+4 ≤ Cε2, δ2d4κh−
(η+4)κ
3η+4 ≤ Cε2, d2κ+max(τ/2,2κ)h− η+43η+4 /M ≤ Cε2, (5.6)
with C = 1/(3C(β,η,κ,τ,T )), we have
∫
Rd
E[|vd(x) − 1M
∑M
m=1 f
δ
d,D(Y
x,d,m,π
N )|2] νd(dx) < ε2, which
implies the existence of ω ∈ Ω satisfying (5.2). Finally, we complete the proof by observing that
there exists a constant c > 0, depending only on β, η, κ, τ and T , such that (5.6) holds for all
D,N,M = O(ε−cdc) and δ = O(εcd−c).
We now complete the proof of Theorem 2.1. By fixing the realization ωε,d ∈ Ω in Lemma
5.1, we can see that it suffices to show that the map x 7→ 1M
∑M
m=1 f
δ
d,D(Y
x,d,m,π
N )(ωε,d) can be
represented by a neural network with the desired complexity.
We start by constructing a network for x 7→ f δd,D(Y x,d,m,πN )(ωε,d) with a fixed m. Without loss
of generality, we shall assume the networks φµδ,d and (φ
σ,i
δ,d)
d
i=1 have more than one hidden layers, i.e.,
Lδ,d ≥ 2. Note that due to the fixed realization ωε,d, the mapping t ∈ [0, T ]→ Bmt (ωε,d) ∈ Rd is a
deterministic function. Hence, for any n = 0, . . . , N − 1, by letting bmn+1 = ∆Bmn+1(ωε,d) ∈ Rd, we
can obtain from Lemma A.1 and the fact that the networks (φσ,iδ,d)
d
i=1 have the same architecture
(see H.2(a)) that there exists a DNN φσ,n+1δ,d ∈ N , such that L(φσ,n+1δ,d ) = Lδ,d, dim(φσ,n+1δ,d ) =
(d+1, dN δ,d1 , . . . , dN
δ,d
Lδ,d−1
, d), C (φσ,n+1δ,d ) ≤ d2C (φσ,1δ,d ) and [R̺(φσ,n+1δ,d )](t, x) = σδd(t, x)bmn+1 for all
(t, x) ∈ [0, T ]×Rd. Note that for all n = 0, . . . , N −1, the networks φσ,n+1δ,d and φµδ,d have the same
depth, and all hidden layers of φσ,n+1δ,d have higher dimensions than those of the hidden layers of
φµδ,d.
Now we consider the following inductive argument. Suppose for any given n = 0, . . . , N − 1,
the mapping x 7→ Y x,d,m,πn (ωε,d) is the realization of a ReLU network ψmn ∈ N such that the
dimension of its last hidden layer satisfies NL(ψmn )−1 ≤ 2d + (d + 1)N
δ,d
Lδ,d−1
. Then we can obtain
from Proposition 3.2 (by letting φ1 = ψ
m
n , φ2 = φ
µ
δ,d, φ3 = φ
σ,n+1
δ,d ) that there exists a network
ψ˜mn ∈ N with depth L(ψ˜mn ) = L(ψmn ) + Lδ,d − 1, such that for all x ∈ Rd,
[R̺(ψ˜mn )](x) = [R̺(ψmn )](x) + h[R̺(φµδ,d)](tn, [R̺(ψmn )](x)) + [R̺(φσ,n+1δ,d )](tn, [R̺(ψmn )](x))
=
(
Y x,d,m,πn + hµ
δ
d(tn, Y
x,d,m,π
n ) + σ
δ
d(tn, Y
x,d,m,π
n )∆B
m
n+1
)
(ωε,d).
Moreover, the dimension of the last hidden layer of ψ˜mn is given by NL(ψ˜mn )−1
= 2d+(d+1)N δ,dLδ,d−1
(see Remark 3.1), and the complexity satisfies
C (ψ˜mn ) ≤ C (ψmn )+4
(
max(C (φµδ,d),C (φ
σ,n+1
δ,d ))+C (φ
Id
d,2)
)3
≤ C (ψmn )+4
(
d
d∑
i=1
C (φσ,iδ,d)+C (φ
Id
d,2)
)3
,
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where φIdd,2 is the two-layer representation of d-dimensional identity function defined as in (A.1).
Then, by the definition of the linear-implicit Euler scheme (5.1), we know Y x,d,m,πn+1 (ωδ,d) = (Id +
hAd)
−1[R̺(ψ˜mn )](x) for all x ∈ Rd. Since the architecture of a network is invariant under an
affine transformation, we have shown the mapping x 7→ Y x,d,m,πn+1 (ωδ,d) is the realization of a
network ψmn+1 ∈ N , which still satisfies the induction hypothesis. Hence, by observing that
Y x,d,m,π0 (ωδ,d) = (Id + hAd)
−1[R̺(φIdd,1)](x), we can conclude that there exists a network ψmN ∈ N
representing the function x 7→ Y x,d,m,πN (ωδ,d) with the complexity
C (ψmN ) ≤ C (φIdd,1) + 4
(
d
d∑
i=1
C (φσ,iδ,d) + C (φ
Id
d,2)
)3
(N + 1).
Consequently, we can infer from Lemma A.4 that there exists a network ψf,mN ∈ N representing
the function x 7→ f δd,D(Y x,d,m,πN )(ωε,d) with the complexity C (ψf,mN ) ≤ 2(C (φfδ,d,D) + C (ψmN )).
Finally, we observe that the Brownian path t 7→ Bmt (ωε,d) only affects the above construction
through the vectors (bmn )
N
n=1, hence the architecture of the network ψ
f,m
N (i.e. the depth and the
dimensions of all layers) remains the same for each m. Therefore, we can obtain from Lemma A.1
that there exists a network ψε,d with the realisation [R̺(ψε,d)](x) =
1
M
∑M
m=1 f
δ
d,D(Y
x,d,m,π
N )(ωε,d)
for all x ∈ Rd. Moreover, we can estimate the complexity of ψε,d by using the facts C (φIdd,1) = d2+d
and C (φIdd,2) = 4d
2 +3d (see Lemma A.2), and the polynomial dependence of D,N,M, δ on ε and
d (see Lemma 5.1):
C (ψε,d) ≤M2C (ψf,mN ) ≤ 2M2
(
C (φfδ,d,D) + C (φ
Id
d,1) + 4
(
d
d∑
i=1
C (φσ,iδ,d) + C (φ
Id
d,2)
)3
(N + 1)
)
≤ 8M2
(
κδ−κdκDκ + d2 + d+ (κdκ+1δ−κ + 4d2 + 3d)3N
)
≤ cε−cdc,
for some constant c > 0, depending only on β, η, κ1, κ2, τ and T .
6 Proof of Theorem 2.3
This section is devoted to the proof of Theorem 2.3. For each d ∈ N, it is clear that vd(x) =
infu1∈U1,d supu2∈U2,d wd(x;u1, u2) for all x ∈ Rd, where the function wd : Rd × U1,d × U2,d → R is
defined as:
wd(x;u1, u2) = E
[
fd(Y
x,d,u1,u2
T ) + gd(u1, u2)
]
, x ∈ Rd, u1 ∈ U1,d, u2 ∈ U2,d.
In the following we shall first extend Theorem 2.1 to construct DNNs for the function wd, and
then construct DNNs to represent the value function vd.
Let d ∈ N, u1 ∈ U1,d, u2 ∈ U2,d be fixed. Note that the essential steps to prove Theorem
2.1 are to study the linear-implicit Euler scheme with perturbed coefficients, and to analyze its
strong convergence order by estimating the local truncation errors (see Theorem 4.7). Due to
the fact that (H.1) and (H.2) hold uniformly in terms of the control parameters, we can deduce
that the solution to the controlled SDE (2.6) satisfies the same time regularity as the solution
to the uncontrolled SDE (2.2) (see Lemma 4.2). Moreover, a careful examination of the proof
of Theorem 4.7 shows that to estimate the local truncation errors e1n+1 and e
2
n+1 on [tn, tn+1], it
suffices to require the coefficients of the SDEs are Ho¨lder continuous in time on this subinterval.
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Since the controlled coefficients of (2.6) are piecewise Ho¨lder continuous in time with finitely many
jumps (independent of the dimension d), we can conclude the same strong convergence order of
the perturbed Euler scheme for (2.6) for all small enough time stepsize h. Finally, since the same
moment estimates in Lemma 4.2 (reps. Corollary 4.4) hold for the solutions to (2.6) (resp. the
corresponding perturbed Euler scheme), we can conclude that the same weak convergence rate in
the Theorem 4.8 holds for the perturbed Euler scheme of (2.6) with a perturbed terminal cost.
Then, by following the same arguments as those in Section 5, we can deduce that there exists
a constant c > 0, depending only on β, η, κ1, κ2, τ and T , such that for any given d ∈ N, δ > 0,
u1 ∈ U1,d, u2 ∈ U2,d, one can construct a DNN ψu1,u2δ,d ∈ N with C (ψu1,u2δ,d ) ≤ cdcδ−c, and(∫
Rd
|wd(x;u1, u2)− [R̺(ψu1,u2δ,d )](x)|2 νd(dx)
)1/2
< δ. (6.1)
Moreover, the family of DNNs (ψu1,u2δ,d )u1∈U1,d,u2∈U2,d has the same architecture (see Proposition
3.2, where the architecture of the constructed network ψ does not depend on the value of u).
Now suppose that ε > 0, d ∈ N are given, we shall construct a DNN to represent the value func-
tion vd with an accuracy ε. We consider δ > 0, whose value will be specified later, and construct the
family of DNNs (ψu1,u2δ,d )u1∈U1,d,u2∈U2,d to represent the functions (wd(·;u1, u2))u1∈U1,d,u2∈U2,d such
that (6.1) holds for each u1 ∈ U1,d, u2 ∈ U2,d. Note that the number of intervention times M is a
constant independent of d, and the cardinality of the set Ud = U1,d×U2,d are bounded by κ0dκ0 (see
(H.3)). Hence the fact that all admissible control strategies are piecewise-constant in time implies
that |U1,d| ≤ (κ0dκ0)M and |U2,d| ≤ (κ0dκ0)M . Since (ψu1,u2δ,d )u1∈U1,d,u2∈U2,d have the same archi-
tecture, we can apply Proposition 3.3 twice (with n ∈ N such that n ≥ log2(|Ui,d|), i = 1, 2) and
deduce that there exists a DNN ψδ,d such that [R(ψδ,d)](x) = infu1∈U1,d supu2∈U2,d [R(ψu1,u2δ,d )](x)
for all x ∈ Rd, and the complexity of ψδ,d is bounded by
C (ψδ,d) ≤ c
(|U1,d||U2,d|)3C (ψu1,u2δ,d ) ≤ cdcδ−c,
for some constant c > 0 independent of d and δ.
Finally, we specify the dependence of δ on the desired accuaracy ε. Note that the following
inequality holds for all parametrized functions (fα,β, gα,β)α∈A,β∈B:∣∣∣∣ infα∈A supβ∈B fα,β(x)− infα∈A supβ∈B gα,β(x)
∣∣∣∣ ≤ sup
α∈A,β∈B
∣∣∣∣fα,β(x)− gα,β(x)
∣∣∣∣, x ∈ Rd.
Thus we have∫
Rd
|vd(x)− [R̺(ψδ,d)](x)|2 νd(dx)
=
∫
Rd
∣∣∣∣ infu1∈U1,d supu2∈U2,d wd(x;u1, u2)− infu1∈U1,d supu2∈U2,d[R(ψu1,u2δ,d )](x)
∣∣∣∣2 νd(dx)
≤
∫
Rd
(
sup
(u1,u2)∈U1,d×U2,d
∣∣wd(x;u1, u2)− [R(ψu1,u2δ,d )](x)∣∣
)2
νd(dx)
=
∫
Rd
(
sup
(u1,u2)∈U1,d×U2,d
∣∣wd(x;u1, u2)− [R(ψu1,u2δ,d )](x)∣∣2
)
νd(dx)
≤
∫
Rd
( ∑
(u1,u2)∈U1,d×U2,d
∣∣wd(x;u1, u2)− [R(ψu1,u2δ,d )](x)∣∣2
)
νd(dx) ≤ |U1,d × U2,d|δ2.
Since |U1,d×U2,d| ≤ (κ0dκ0)M , by choosing δ ≤ ε(κ0dκ0)−M/2, one can construct a DNN ψε,d with
the desired accuracy and complexity, and finish the proof of Theorem 2.3.
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7 Conclusions
To the best of our knowledge, this is the first paper which rigorously explains the success of
DNNs in high-dimensional control problems with stiff systems, which arise naturally from Galerkin
approximations of controlled PDEs and SPDEs (see e.g. [11, 22, 26, 25]). The main ingredient of
our proof for DNN’s polynomial expression rate is that the underlying stochastic dynamics can
be effectively described by a suitable discrete-time system, whose specific realization leads us to
the desired DNNs. Similar ideas can be easily extended to study optimal control problems of
controlled jump diffusion processes with regime switching (see e.g. [18, 39]), which enables us to
conclude that DNNs can overcome the curse of dimensionality in numerical approximations of
weakly coupled systems of nonlocal PDEs.
Natural next steps would be to derive optimal expression rates of DNNs for control problems,
and to construct DNNs for approximating value functions in stronger norms, such as Lp norms
with p > 2, or Sobolev norms.
A Basic operations of ReLU DNNs
In this section, we collect several well-known results on the representation flexibility of DNNs.
The following lemma shows a linear combination of realizations of DNNs of the same architec-
ture is again a realization of a DNN with the same activation function, whose proof can be found
in [13, Lemma 5.1].
Lemma A.1. Let ̺ ∈ C(R;R), L ∈ N, M,N0, N1, . . . , NL ∈ N, (βm)Mm=1 ∈ R, and (φm)Mm=1 ∈ N
be DNNs such that L(φm) = L and dim(φm) = (N0, N1, . . . , NL−1, NL) for all m. Then there
exists ψ ∈ N , such that L(ψ) = L, C (ψ) ≤M2C (φ1), dim(φ) = (N0,MN1, . . . ,MNL−1, NL) and
[R̺(ψ)](x) =
M∑
m=1
βm[R̺(φm)](x), x ∈ RN0 .
The next result proves that the identity function can be represented by a ReLU network, which
is proved in [10, Lemma 5.3].
Lemma A.2. Let ̺ : R→ R be the activation function defined as ̺(x) = max(0, x) for all x ∈ R.
For any d, L ∈ N, consider the DNN φIdd,L ∈ N given by:
φIdd,L =


(((
Id
−Id
)
, 0
)
, (I2d, 0), . . . , (I2d, 0)︸ ︷︷ ︸
L− 2 times
,
( (
Id,−Id
)
, 0
))
, L ≥ 2,
((Id, 0)), L = 1.
(A.1)
Then we have [R̺(φIdd,L)](x) = x for all x ∈ Rd.
Using the above representation of the identity function, one can extend a ReLU network to a
network with arbitrary depth and widths of hidden layers without changing its realization.
Lemma A.3. Let ̺ : R→ R be the activation function defined as ̺(x) = max(0, x) for all x ∈ R.
Let L ∈ N and φ ∈ N be a DNN with L(φ) < L. Then there exists a DNN EL(φ) ∈ N such that
L(EL(φ)) = L, [R̺(EL(φ))](x) = [R̺(φ)](x) for all x ∈ Rdimin(φ), and
C (EL(φ)) ≤ 2
(
C (φIddimout(φ),L−L(φ)) + C (φ)
)
.
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Moreover, let L ∈ N ∩ [2,∞), N0, N1, . . . , NL ∈ N and φ ∈ NN0,N1,...,NL−1,NLL . Then for all
l ∈ {1, . . . , L− 1}, there exists Wl(φ) ∈ NN0,N
′
1,...,N
′
L−1,NL
L such that N
′
l = Nl + 1, N
′
i = Ni for all
i ∈ {1, . . . , L− 1} \ {l}, and R̺(Wl(φ)) = R̺(φ).
Proof. The properties of EL(φ) have been proved in [10, Lemma 5.3]. Now we assume φ =
((Wi, bi))
L
i=1 ∈ N , and construct the network W(φ) = ((W ′i , b′i))Li=1 ∈ N by (W ′i , b′i) = (Wi, bi) for
all i ∈ {1, . . . , L− 1} \ {l, l + 1}, and
W ′l =
(
Wl
0
)
∈ R(Nl+1)×Nl−1 , b′l =
(
bl
0
)
;
W ′l+1 =
(
Wl+1 0
) ∈ RNl+1×(Nl+1), b′l+1 = bl+1.
Note that for all x ∈ RNl−1 , we have W ′lx+ b′l =
(
Wlx+ bl
0
)
, and for all x ∈ RNl , y ∈ R, we have
W ′l+1
(
x
y
)
+ b′l+1 =Wl+1x+ bl+1,
which implies [R̺(Wl(φ))](x) = [R̺(φ)](x) for all x ∈ RN0 .
We then recall the composition of two DNNs and the complexity of the resulting network (see
[10, Lemma 5.3]).
Lemma A.4. Let ̺ : R→ R be the activation function defined as ̺(x) = max(0, x) for all x ∈ R.
Let (φm)
2
m=1 ∈ N be two DNNs such that
dim(φm) = (N
(m)
0 , N
(m)
1 , . . . , N
(m)
L(φm)−1
, N
(m)
L(φm)
), m = 1, 2,
and dimin(φ1) = dimout(φ2), i.e., N
(1)
0 = N
(2)
L(φ2)
. Then there exists a DNN ψ ∈ N such that
L(ψ) = L(φ1) + L(φ2), C (ψ) ≤ 2(C (φ1) + C (φ2)), and R̺(ψ)(x) = [R̺(φ1)]([R̺(φ2)](x)) for all
x ∈ Rdimin(φ2).
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