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In this notewe consider a set of augmentation block preconditioners for solving generalized
saddle point systems whose coefficient matrices have singular (1,1) blocks. Results
concerning the eigenvalue distribution and forms of the eigenvectors of the augmentation
block preconditioned generalized saddle point matrix and its minimal polynomial are
given, and an optimal augmentation block preconditioner of the set is derived. These results
extend previous ones in the literature. Numerical experiments that show the very effective
performance of the optimal augmentation block preconditioner are reported.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Consider the generalized saddle point system
A

x
y

≡

A BT
C 0
 
x
y

=

f
g

, (1.1)
where A ∈ Rn,n, B, C ∈ Rm,n,m ≤ n. The matrix A is assumed to be nonsingular, whereas the matrix A is singular with
a high nullity. Generalized saddle point systems of the form (1.1) appear in many applications and have attracted a lot of
research, see [1] for a comprehensive survey. For possible applications where singular matrices will arise see [2–4].
We point out that the matrixA in (1.1) is nonsingular if and only if (see [5] for proof)
rank(B) = rank(C) = m and V TB2AVC2 nonsingular,
where VB2 and VC2 are bases ofN (B) andN (C), respectively. And the nonsingularity of V TB2AVC2 implies that
N (A) ∩N (C) = {0} and N (AT ) ∩N (B) = {0}.
Recently, for symmetric saddle point linear systemswith (1.1) blocks that have a high nullity Greif and Schötzau [6] have
introduced a Schur complement-free block diagonal preconditioner based on augmentation:
MW =

A+ BTW−1B 0
0 W

, (1.2)
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and they have shown that if the nullity of A ism, which is the highest possible nullity, then the preconditionedmatrixM−1W A
has only two distinct eigenvalues 1 and−1. Cao [5] extended (1.2) to the generalized saddle point systems (1.1) as follows:
DAug =

A+ BTW−1C 0
0 W

, (1.3)
where W ∈ Rm,m is nonsingular and such that A + BTW−1C is invertible, and showed that if the nullity of A is m, then, as
in the symmetric case, the preconditioned matrixD−1AugA still has two distinct eigenvalues 1 and−1. Furthermore, Cao [5]
also introduced two augmentation block triangular preconditioners
TAug+ =

A+ BTW−1C BT
0 W

and TAug− =

A+ BTW−1C BT
0 −W

, (1.4)
and showed that if the nullity of A is m, then the preconditioned matrices T −1Aug+A and T
−1
Aug−A have only three distinct
eigenvalues 1, −1±
√
5
2 and 1,
1±i√3
2 , respectively. Moreover, the preconditioner TAug− is more efficient than TAug+.
For the symmetric saddle point case, Rees and Greif [7] introduced a more general augmentation block preconditioner
Mk =

A+ BTW−1B kBT
0 W

, (1.5)
where k is a scalar. Obviously, if k = 0, thenMk =MW and if k = 1, thenMk = TAug+ (when C = B).
In this paper we consider a set of augmentation block preconditioners:
Tk,j =

A+ BTW−1C kBT
0 jW

, (1.6)
where k and j(≠ 0) are two real parameters. When k = 0 and j = 1 we have T0,1 = DAug , when k = 1 and j = 1 or
j = −1 we have T1,1 = TAug+ or T1,−1 = TAug−, respectively. These three cases were discussed in [5]. For symmetric saddle
point case (i.e. C = B), when j = 1 we have Tk,1 = Mk. We will give results on the eigenvalue distribution, forms of the
eigenvectors of the augmentation block preconditioned matrix T −1k,j A and its minimal polynomial. These results include
and extend the results in [5] (cf. Remark 2.1). Moreover, in this paper we will derive an optimal preconditioner. Numerical
examples that show the very effective performance of the optimal augmentation block preconditioner are given.
2. Spectrum analysis of preconditioned matrices T −1k,j A
Consider the following general augmentation block preconditioner:
Tk,j =

A+ BTW−1C kBT
0 jW

, (2.1)
whereW ∈ Rm,m is nonsingular and such that A+ BTW−1C is invertible, k and j(≠ 0) are two real parameters.
Now we consider the spectrum of the preconditioned matrix T −1k,j A.
Theorem 2.1. Assume that A is nonsingular and its (1, 1) block A is singular with nullity s (≤ m). Let {zi}n−mi=1 be a basis of
N (C), {xi}si=1 a basis of N (A) and {yi}m−si=1 a set of linear independent vectors that complete N (C) ∪ N (A) to a basis of Rn.
Then 1 is a eigenvalue of the preconditioned matrix T −1k,j A of geometric multiplicity n − m, the corresponding eigenvectors are
{[zTi , 0T ]T }n−mi=1 .
• When j ≠ − k24 . Then λ1 = −k+
√
k2+4j
2j and λ2 = −k−
√
k2+4j
2j are two eigenvalues of T
−1
k,j A both of geometric multiplicity s,
the corresponding eigenvectors are

xTi ,
k+k2 + 4j
2j
(W−1Cxi)T
T
and

xTi ,
k−k2 + 4j
2j
(W−1Cxi)T
T
s
i=1
,
respectively.
• If j ≠ 1− k, then the remaining 2(m− s) eigenvalues satisfy
λ = j− kµ±

(j− kµ)2 + 4jµ(µ+ 1)
2j(µ+ 1) ,
where µ are the m− s finite nonzero eigenvalues of the generalized eigenvalue problem
BTW−1Cx = µAx. (2.2)
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• If j = 1 − k, then 1 is an eigenvalue of geometric multiplicity of n, the added m − s corresponding eigenvectors are
yTi ,
1
1−k (W
−1Cyi)T
Tm−s
i=1
. The remaining m − s eigenvalues λ satisfy λ = −µ
(k−1)(µ+1) , where µ are m − s finite nonzero
eigenvalues of the generalized eigenvalue problem (2.2).
• When j = − k24 . Then 2k is an eigenvalue of multiplicity 2s, while the geometric multiplicity is s. 2k corresponds s eigenvectors
xTi ,− 2k (W−1Cxi)T
Ts
i=1
and s generalized eigenvectors of order 2 (cf. [8]).
• If k ≠ 2, then the remaining 2(m− s) eigenvalues λ satisfy
λ = 4µ+ k±

(4µ+ k)2 − 16µ(µ+ 1)
2k(µ+ 1) ,
where µ are m− s finite nonzero eigenvalues of the generalized eigenvalue problem (2.2).
• If k = 2  hence j = − k24 = −1, then 1 is an eigenvalue of multiplicity n+ s, while the geometric multiplicity is n. The added
m− s corresponding eigenvectors are {[yTi ,−(W−1Cyi)T ]T }m−si=1 , the eigenvalue 1 also corresponds s generalized eigenvectors
of order 2. The remaining m−s eigenvalues λ satisfy λ = µ
µ+1 , whereµ arem−s finite nonzero eigenvalues of the generalized
eigenvalue problem (2.2).
Proof. Let λ be an eigenvalue of T −1k,j Awith eigenvector [uT , vT ]T . Then
A BT
C 0
 
u
v

= λ

A+ BTW−1C kBT
0 jW
 
u
v

,
or
Au+ BTv = λ(A+ BTW−1C)u+ kλBTv,
Cu = jλWv.
SinceA is nonsingular, λ ≠ 0. Substituting v = 1jλW−1Cuwe obtain
jλ(1− λ)Au− (jλ2 + kλ− 1)BTW−1Cu = 0. (2.3)
Let u ∈ N (C), then (2.3) implies jλ(1 − λ)Au = 0. Since N (A) ∩ N (C) = 0, 1 is an eigenvalue of T −1k,j A of geometric
multiplicity n−m, the corresponding eigenvectors are {zTi , 0T }n−mi=1 .
Let u ∈ N (A), then (2.3) implies (jλ2 + kλ− 1)BTW−1Cu = 0. SinceN (A) ∩N (C) = {0} and rank(B) = m, we have
jλ2 + kλ− 1 = 0. (2.4)
From (2.4) we obtain two roots λ1 = −k+
√
k2+4j
2j and λ2 = −k−
√
k2+4j
2j .
If j ≠ − k24 . Then λ1 and λ2 are two distinct eigenvalues of T −1k,j A both of geometric multiplicity s, the corresponding
eigenvectors are

xTi ,
k+k2 + 4j
2j
(W−1Cxi)T
T
and

xTi ,
k−k2 + 4j
2j
(W−1Cxi)T
T
s
i=1
,
respectively.We have determined n−mmultiplicity eigenvalues 1, smultiplicity eigenvalueλ1 and smultiplicity eigenvalue
λ2. Now we consider the remaining 2(m− s) eigenvalues of T −1k,j A.
If j ≠ 1− k, then it is easy to see that λ1 ≠ 1 and λ2 ≠ 1. From (2.3) we have
BTW−1Cu = µAu, (2.5)
where
µ = jλ(1− λ)
jλ2 + kλ− 1 ,
which implies
λ = j− kµ±

(j− kµ)2 + 4jµ(µ+ 1)
2j(µ+ 1) . (2.6)
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As BTW−1C + A is assumed to be nonsingular, the matrix pencil BTW−1C + ηA is regular (cf. [9,10]) hence the generalized
eigenvalue problem (2.5) is well-posed. It is easy to see thatµ = 0 andµ = ∞ are eigenvalues of (2.5) of multiplicity n−m
and s, respectively. The remainingm− s finite nonzero eigenvaluesµ of (2.5) determine the remaining 2(m− s) eigenvalues
λ of T −1k,j A by (2.6).
If j = 1− k, then we have λ1 = 1 or λ2 = 1 and jλ2 + kλ− 1 = (1− k)(λ− 1)(λ+ 11−k) . Thus, (2.3) can be written as
(1− k)(1− λ)

λAu+

λ+ 1
1− k

BTW−1Cu

= 0. (2.7)
If λ = 1, then (2.7) is satisfied for arbitrary nonzero vector u ∈ Rn, and hence uT , 11−k (W−1Cu)T T is an eigenvector of
T −11−k,kA. Thus, 1 is an eigenvalue of geometric multiplicity n and

yTi ,
1
1−k (W
−1Cyi)T
Tm−s
i=1
can be taken as added m − s
eigenvectors. Letµ be an eigenvalue of the generalized eigenvalue problem (2.5), then from (2.7) we haveµ = −λ
λ+ 11−k
which
implies λ = −µ
(1−k)(µ+1) . Since the generalized eigenvalue problem (2.5) is well-posed and hasm−s finite nonzero eigenvalue
µ, these eigenvalues determine the remainingm− s eigenvalues of T −1k,j Aλ by λ = −µ(1−k)(µ+1) .
If j = − k24 . Then λ1, λ2 = 2k is an eigenvalue of of multiplicity 2s, while the geometric multiplicity is s. 2k corresponds s
eigenvectors

xTi ,− 2k (W−1Cxi)T
Ts
i=1
and s generalized eigenvectors of order 2. Nowwe consider the remaining 2(m− s)
eigenvalues of T −1Aug2−A.
Since j = − k24 , we have jλ2 + kλ− 1 = j

λ− 2k
2
. Thus (2.3) can be written as
jλ(1− λ)Au− j

λ− 2
k
2
BTW−1Cu = 0. (2.8)
If k ≠ 2. Let µ be an eigenvalue of the generalized eigenvalue problem (2.5), then from (2.8) we have
µ = λ(1− λ)
λ− 2k
2 ,
which implies
λ = 4µ+ k±

(4µ+ k)2 − 16µ(µ+ 1)
2k(µ+ 1) . (2.9)
Since the generalized eigenvalue problem (2.5) is well-posed and hasm− s finite nonzero eigenvalue µ, these eigenvalues
determine the remaining 2(m− s) eigenvalues λ by (2.9).
If k = 2 hence j = − k24 = −1, then (2.8) can be written as
(λ− 1)(λAu+ (λ− 1)BTW−1Cu) = 0. (2.10)
If λ = 1, then (2.10) is satisfied for arbitrary nonzero vector u ∈ Rn, and hence [uT ,−(W−1Cu)T ]T is an eigenvector of
T −12,−1A. Thus, 1 is an eigenvalue of multiplicity n+ s, while the geometric multiplicity is n and {[yTi ,−(W−1Cyi)T ]T }m−si=1 can
be taken as addedm− s eigenvectors. Let µ be an eigenvalue of the generalized eigenvalue problem (2.5), then from (2.10)
we have µ = − λ
λ−1 which implies λ = 1µ+1 . Since the generalized eigenvalue problem (2.5) is well-posed and has m − s
finite nonzero eigenvalue µ, these eigenvalues determine the remainingm− s eigenvalues λ by λ = µ
µ+1 . 
Remark 2.1. Theorem 2.1 includes and extends almost all theoretical results in [5–7].
From Theorem 2.1 we can see that for any k and j(≠ 0), T −1k,j A has eigenvalue 1 of multiplicity n−m. When j = − k
2
4 k =
2

hence j = − k24 = −1

, then T −12,−1A has eigenvalue 1 ofmultiplicity n−m+2s, very strong spectral clustering. Moreover,
when nullity(A) = m, the preconditioned matrix T −12,−1A has precisely one eigenvalue 1 of multiplicity n+m. Therefore, we
can say that k = 2 and j = −1 are the optimal parameters. Thus, we have shown the following
Corollary 2.2. The preconditioner T2,−1 is the optimal in the augmentation block preconditioner set {Tk,j : k, j(≠ 0) real}.
When nulitty(A) = m, from Theorem 2.1 we can give the minimal polynomial of the preconditioned matrix T −1k,j A.
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Table 3.1
Values ofm and n, and order ofAi .
h m n Order ofAi
1
16 256 480 736
1
32 1024 1984 3008
1
64 4096 8064 12160
Corollary 2.3. If nullity(A) = m, then the minimal polynomial pk,j(λ) of the preconditioned matrix T −1k,j A is
pk,j(λ) =

(λ− 1)

λ2 + k
j
λ− 1
j

, when j ≠ −k
2
4
, j ≠ 1− k,
(λ− 1)

λ+ 1
1− k

, when j ≠ −k
2
4
, j = 1− k,
(λ− 1)

λ− 2
k
2
, when j = −k
2
4
, k ≠ 2,
(λ− 1)2, when k = 2, j = −k
2
4
= −1.
(2.11)
3. Numerical experiments
In this sectionwepresent some artificial numerical experiments to illustrate the performance of the preconditionerT2,−1.
As a comparison we also present numerical experiments for the preconditionersDAug ≡ T0,1 and TAug− ≡ T1,−1 (cf. [5]). As
in [11] we construct the generalized saddle point matrixA from reforming a matrix A of the following form
A =
F1 0 BTu0 F2 BTv
Bu Bv 0
 , (3.1)
where

F1 0
0 F2

≡ A is positive real, i.e. A + AT is symmetric positive definite. The matrix A arises from the discretization
by the ‘‘maker-and-cell’’ (MAC) finite difference scheme of a ‘‘leaky’’ two-dimensional lid-driven cavity problem in a square
domain (0 ≤ x ≤ 1 : 0 ≤ y ≤ 1). Then the matrices [Bu, Bv] and [Bu, Bv]T are replaced by a randommatrixC with the same
sparsity as [Bu, Bv] and a random matrixBT with the same sparsity as [Bu, Bv]T , respectively. Furthermore,C(1 : m, 1 : m)
andB(1 : m, 1 : m) are respectively replaced by C1 = C(1 : m, 1 : m) − 32 Im and B1 = B(1 : m, 1 : m) − 32 Im, such that
C1 and B1 are diagonally dominant and thus, nonsingular. Denote C2 = C(1 : m,m + 1 : n) and B2 =B(1 : m,m + 1 : n),
then we have C = [C1, C2] and B = [B1, B2] with B1, C1 ∈ Rm,m and B2, C2 ∈ Rm,n−m. Obviously, the resulting generalized
saddle point matrix
A =

A BT
C 0

(3.2)
satisfies
rank(C) = rank(B) = m.
From the matrixA in (3.2) we construct the following four generalized saddle point matrices:
Ai =

Ai BT
C 0

, i = 1, . . . , 4, (3.3)
where Ai is constructed from A by making its first i × m4 rows and columns with zero entries. Note that Ai is semi-positive
real and its nullity is i× m4 .
In our numerical examples, as in [5], we take W = 1
γ
Im, we also take three parameters h: h = 116 , 132 , 164 . It should be
point out that ‘‘h’’ has lost itsmeaning as amesh step, we consider just a series ofmatriceswith increasing dimension (n+m)
which only structurally (but not spectrally) resemble original discrete problems. For the order of the matrices Ai and the
valuesm and n see Table 3.1.
All the runs were done in MATLAB 6.5.1 on an IBM PC with a 2.13 GHz Processor.
Tables 3.2–3.5 show the iteration counts of GMRES [12] with the augmentation block diagonal preconditioner DAug ≡
T0,1, and the augmentation block triangular preconditioners TAug− ≡ T1,−1 and T2,−1 for τ = 0.01, 0.005, 0.001, where τ
is drop tolerance [13] for the incomplete LU factorization of Ai + γ BTC . Among them Table 3.2 is for the coefficient matrix
A1, Table 3.3 is forA2, Table 3.4 is forA3 and Table 3.5 is forA4.
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Table 3.2
Iterations for preconditionedA1 .
τ DAug ≡ T0,1 TAug− ≡ T1,−1 T2,−1
h = 116 h = 132 h = 116 h = 132 h = 116 h = 132
0.01 86 77 79 43 46 28
0.005 75 64 77 40 43 26
0.001 57 43 75 37 40 22
Table 3.3
Iterations for preconditionedA2 .
τ DAug ≡ T0,1 TAug− ≡ T1,−1 T2,−1
h = 116 h = 132 h = 116 h = 132 h = 116 h = 132
0.01 71 73 64 42 40 27
0.005 61 60 62 39 36 24
0.001 48 42 60 36 33 21
Table 3.4
Iterations for preconditionedA3 .
τ DAug ≡ T0,1 TAug− ≡ T1,−1 T2,−1
h = 116 h = 132 h = 116 h = 132 h = 116 h = 132
0.01 64 65 59 38 38 24
0.005 55 53 56 36 35 21
0.001 42 37 53 32 31 19
Table 3.5
Iterations for preconditionedA4 .
τ DAug ≡ T0,1 TAug− ≡ T1,−1 T2,−1
h = 116 h = 132 h = 116 h = 132 h = 116 h = 132
0.01 21 23 25 25 19 17
0.005 17 17 20 20 15 13
0.001 10 10 13 12 9 8
Table 3.6
Iterations and CPU times for 12160 order systems.
τ A1 A2 A3 A4
T0,1 T1,−1 T2,−1 T0,1 T1,−1 T2,−1 T0,1 T1,−1 T2,−1 T0,1 T1,−1 T2,−1
0.01 94 52 39 115 52 38 132 55 41 49 50 37
[4.43] [2.38] [1.75] [5.91] [2.95] [1.63] [7.78] [2.65] [1.89] [2.23] [2.39] [1.69]
0.005 78 50 37 87 50 36 98 48 34 34 37 27
[4.34] [2.64] [2.05] [4.94] [2.63] [1.86] [5.87] [2.62] [1.73] [1.79] [2.00] [1.39]
0.001 55 46 31 58 45 30 58 41 27 16 20 15
[5.29] [4.43] [3.18] [5.02] [3.89] [2.61] [4.82] [3.45] [2.18] [1.32] [1.59] [1.21]
In order to compare the convergence performance in practical use, in Table 3.6 for h = 164 (i.e. the order of the linear
systems is m + n = 12 160) and for τ = 0.01, 0.005, 0.001 we show not only the iteration counts but also the CPU times
(in seconds). Each CPU time is shown in brackets [ ] under the corresponding iteration number.
From these tables we can see that
• The efficiency for solving the systemA4x = f4 is significantly better than that for solvingAix = fi, i = 1, 2, 3.
• For the case that i = 1, 2, or 3, the performance (with respect to CPU times and iterative numbers) of the optimal
augmentation block preconditioner T2,−1 is significantly more effective than that of the augmentation block diagonal
preconditionerDAug ≡ T0,1 and the augmentation block triangular preconditioner TAug− ≡ T1,−1.
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