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We prove a Taylor expansion of the density på(y) of a Wiener functional F å with Wiener-chaos
decomposition F å  yP1n1å n I n( f n), å 2 (0, 1]. Using Malliavin calculus, a precise description of
the coef®cients in the development in terms of the multiple integrals I n( f n) is provided. This general
result is applied to the study of the density in two examples of hyperbolic stochastic partial
differential equations with linear coef®cients, where the driving noise has been perturbed by a
coef®cient å.
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1. Introduction
Let (T , T , ì) be an atomless measure space with a ó-®nite measure ì. Set
H  L2(T , T , ì) and let W  fW h, h 2H g be a Gaussian zero-mean process with
E(W h, W h9)  hh, h9iH de®ned on some probability space (Ù, A, P). Let F be the ó ®eld
generated by W. We consider a measurable mapping F: Ù! Rd belonging to L2(Ù, F , P)
with Wiener-chaos decomposition F  E(F)P1n1 I n( f n). Let fF å, å 2 (0, 1]g be de®ned
by F å  E(F)P1n1å n I n( f n). We assume that the probability law of each F å is absolutely
continuous with respect to the Lebesgue measure on Rd . The purpose of this paper is to study
the Taylor expansion of the density på(y) of the probability law of F å at å  0, where
y  E(F)  E(F å). A similar problem has been widely studied for diffusion processes (see,
for example, Molchanov (1975), Azencott (1984), Bismut (1984) and Ben Arous (1988)) for
the family F å, å 2 (0, 1], obtained by changing the time t into åt. In this case, because of the
scaling property of the Brownian motion, we obtain by probabilistic methods the behaviour of
the density pt(y) of the diffusion X t for small t. For general families of Wiener functionals
the problem has been addressed by Watanabe (1987) and Takanobu and Watanabe (1993).
Our main goal is to give a precise description of the coef®cients of the expansion using the
Wiener-chaos decomposition of F and the particular structure of the family fF å, å 2 (0, 1]g.
They correspond to densities of completely explicit Radon measures. First we prove
differentiability of the mapping å 7! F å on appropriate derivation spaces related with the
Sobolev spaces DN ,2 of Malliavin calculus. The derivatives are expressed in terms of the
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multiple integrals I n( f n). Then, using the approach of LeÂandre (1988) and LeÂandre and Russo
(1992), we obtain in Theorem 2.4 the Taylor expansion for the density via the expansion of
f (F å), for smooth f, and integration by parts. As for diffusions, the odd-order coef®cients of
the expansion vanish and the non-null coef®cients belong to a ®nite Wiener-chaos diffusion.
The paper is divided into two sections. Section 2 is devoted to the proof of the main
result described before; Section 3 contains two examples of hyperbolic stochastic partial
differential equations where this result can be applied. As usually, all constants will be
denoted by C independent of its value. We refer the reader to Nualart (1995) for the
notation and notions on Malliavin calculus used in this paper.
2. Expansion of the density
Let F be a Rd-valued random vector de®ned on the abstract Wiener space (Ù, H , P),
belonging to L2(Ù). Let F P1n0 I n( f n) be its Wiener-chaos representation. For any
å 2 (0, 1] we de®ne
F å(ù) 
X1
n0
å n I n( f n): (2:1)
Clearly, the series de®ning F å(ù) converges in L2(Ù). The purpose of this section is to
obtain an asymptotic expansion of the density of F å, på(y) at y  E(F)  E(F å), whenever
it exists. We shall follow some ideas introduced by LeÂandre (1988) (see also LeÂandre and
Russo (1992)). The ®rst result establishes the smoothness of F å with respect to å. To this end
we ®rst introduce some derivation spaces, which are related to the classical Sobolev spaces
Dk, p of the Malliavin calculus.
For any j 2 Z, set
Ä j,2  F 2 L2(Ù):
X1
k j
k!
(k ÿ j)!
 2
k!i f k i
2
2 ,1
( )
,
where i f k i2 denotes the norm of f k in L2(T k). Note that Ä0,2  L2(Ù) and Ä j,2 decreases as
j increases.
In the next proposition, d  1. For d . 1 the result applies componentwise.
Proposition 2.1. Fix j > 1, and assume that F 2 Ä j1,2. There exists a version of
fF å, å 2 (0, 1)g which is of class C j. Moreover,
d j F å
d å j

X1
k j
k!
(k ÿ j)! å
kÿ j I k( f k):
Proof. Consider ®rst the case j  1. For å, î with 0 , å î, å0 , 1 we have
F åî ÿ F å
î

X1
k1
Xkÿ1
i0
k
i
 
å iî kÿi Ik( f k)
( )
î  Aå1  îAå,î2 , (2:2)
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with
Aå1 
X1
k1
kå kÿ1 Ik( f k),
A
å,î
2 
X1
k2
Xkÿ2
i0
k
i
 
å iî kÿiÿ2 Ik( f k):
Since F 2 Ä1,2, the series de®ning Aå1 converges in L2(Ù). In addition,
sup
î
jAå,î2 j < CX 1,
with X 1 : [
P1
k2 k
2(k ÿ 1)2fI k( f k)g2]1=2. Indeed, by the Schwarz inequality,
jAå,î2 j <
X1
k2
Xkÿ2
i0
k ÿ 2
i
 
k(k ÿ 1)
(k ÿ i)(k ÿ iÿ 1) å
iî kÿiÿ2jIk( f k)j
< 1
2
X1
k2
k(k ÿ 1)(å î)kÿ2jIk( f k)j
< 1
2
X1
k0
(å î)2k
 !1=2 X1
k2
k2(k ÿ 1)2fIk( f k)g2
 !1=2
< 1
2
1
(1ÿ å20)1=2
X1:
Since F 2 Ä2,2, X 1 is ®nite a.s. Consequently, from (2.2) we obtain
lim
î!0
F åî ÿ F å
î
 Aå1, a:s:
Let j . 1 and assume that the statement holds for any k 2 f1, . . . , jÿ 1g. Set
dåjÿ1 
d jÿ1 F å
då jÿ1

X1
k jÿ1
k!
(k ÿ j 1)! å
kÿ j1 Ik( f k):
Then,
d
åî
jÿ1 ÿ dåjÿ1
î
 Bå1  îBå,î2 ,
with
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Bå1 
X1
k j
k!
(k ÿ j)! å
kÿ j Ik( f k),
B
å,î
2 
X1
k j1
Xkÿ jÿ1
i0
k!
(k ÿ j 1)!
k ÿ j 1
i
0@ 1Aå iî kÿ jÿiÿ1 Ik( f k):
The series de®ning Bå1 converges in L
2(Ù), because F 2 Ä j,2. As for Aå,î2 , we have
jBå,î2 j < 12
1
(1ÿ å20)1=2
Xj,
with X j : [
P1
k j1fk!=(k ÿ jÿ 1)!g2fIk( f k)g2]1=2. This random variable is ®nite a.s., since
F 2 Ä j1,2. Therefore
lim
î!0
d
åî
jÿ1 ÿ dåjÿ1
î
 Bå1, a:s:
and the proof is complete. u
Remark. For j 2 Z, the Sobolev spaces D j,2 can be characterized as follows:
D j,2  F 2 L2(Ù):
X1
k j
k!
(k ÿ j)!
 2
(k ÿ j)!i f k i22 ,1
( )
:
Using the quotient criterion for comparison of series, one easily checks that D2 j,2  Ä j,2,
8 j 2 Z. Hence, the preceding proposition can be formulated in a more handy way, as
follows.
Corollary 2.2. Let F 2 T1j0 D j,2. There exists a version of fF å, å 2 (0, 1)g which is C 1 in
å and
d j F å
då j

X1
k j
k!
(k ÿ j)! å
kÿ j Ik( f k), (2:3)
j 2 Z, where the series in (2.3) converges in L2(Ù).
In the proof of the main result of this section we deal with the random vector
F^ å  F
å ÿ E(F)
å
, 0 , å < 1:
Corollary 2.2 yields the following.
Corollary 2.3. Let F 2 T1j0 D j,2. There exists a version of fF^ å, å 2 (0, 1)g which is C 1 in
å and
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d jF^ å
då j

X1
k j1
(k ÿ 1)!
(k ÿ ( j 1))! å
kÿ( j1) Ik( f k), (2:4)
d jF^ å
då j

å0
: lim
å#0
d jF^ å
då j
 j!I j1( f j1), (2:5)
j 2 Z. In particular, setting F^ 0  limå#0 F^ å, we have F^ 0  I1( f 1).
Equation (2.4) can be checked by induction, using the same arguments as in the proof of
Proposition 2.1.
Let f : Rd ! R be a C 1 function with compact support. Fix a multi-index á 2
f1, . . . , dgk , á  (á1, . . . , ák), k > 1. The Leibniz formula yields, for j > 1,
d j
då j
( f (F^ å)) 
X( j)
(=ká f )(F^
å)=â1 F^ å,á1 . . . =â k F^ å,á k , (2:6)
with =ká : @ k=@xá1 . . . @xá k , =âi : dâi=dåâi , where the symbol
X( j)
is a shorthand forXj
k1
X
â1:::â k j
â1,:::,â k>1
X
á2f1,:::,dg k
á(á1,:::,á k )
cj(â1, . . . , âk)
and the coef®cients cj(â1, . . . , âk) are obtained recursively, as follows:
cj(â1, . . . , âk) 
Xk
i1
c jÿ1(â1, . . . , âi ÿ 1, . . . , âk),
with c1(1)  1; for âi  1 and i , k, c jÿ1(â1, . . . , âi ÿ 1, . . . , âk)  0; for âk  1,
c jÿ1(â1, . . . , âk ÿ 1)  c jÿ1(â1, . . . , âkÿ1).
In the sequel we denote by ÃG the Malliavin matrix of a Wiener functional G: Ù! Rd .
Let Ö 2 D1(Rd) with detÃÿ1Ö 2
T
p>1 L
p, Ø 2 D1; for a multi-index á 2 f1, . . . , dgk ,
á  (á1, . . . , ák), k > 1, we de®ne Há(Ö, Ø) recursively, as follows:
H(i)(Ö, Ø) 
Xd
j1
ä(Ø(Ãÿ1Ö )
ij DÖ j),
Há(Ö, Ø)  H(á k )(Ö, H(á1,:::,á kÿ1)(Ö, Ø)),
(2:7)
where ä denotes the Skorohod integral, which is the adjoint of the Malliavin derivative
operator D.
This notation is appropriate to state the following version of the integration-by-parts formula:
Ef(=ká g)(Ö)Øg  Efg(Ö)Há(Ö, Ø)g, (2:8)
where g is any smooth function de®ned in Rd .
A slight modi®cation of Proposition 3.2.2 of Nualart (1998) yields the following estimate:
for any k 2 N, p 2 [1, 1) there exist k9, b, b9 2 (1, 1), a, a9, d, d9 2 N such that
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i Há(Ö, Ø)i k, p < C(k, p, á)(iÃÿ1Ö i k9 iÖi
a
d,b iØi
a9
d9,b9), (2:9)
where i:i k, p denotes the norm of the Sobolev spaces Dk, p in the Malliavin calculus.
Let F 2 D1(Rd). The family of Rd-valued random vectors fF å, å 2 (0, 1]g de®ned by
(2.1) is said to be uniformly non-degenerate if the next condition is satis®ed:
iÃÿ1F å i p < Cå
ÿ2, (2:10)
for any å 2 (0, 1], p 2 [1, 1).
Remark. Consider the Ornstein±Uhlenbeck semigroup fTt, t > 0g, which is a contraction
operator with respect to any Sobolev norm i:i k, p (see, for example, Nualart (1998)). Then
TtF 
P1
n0 e
ÿnt In( f n) and therefore F å  Tÿlog åF. It follows that fF å, å 2 (0, 1]g 
D1(Rd).
Remark. Set ó 2  det[covfI1( f 1)g]. The uniform non-degeneracy condition (2.10) implies
that ó 2 . 0.
Indeed, let
M år 
X1
n1
å nÿ1 nI nÿ1( f n(:, r)), r 2 T ,
and denote by H å the matrix (hM å,i, Må, jiL2(T ))1<i, j<d . Then DrF å  åM år and (2.10) is
equivalent to
sup
å2(0,1]
i(Hå)ÿ1 i p < C, 8p 2 [1, 1), (2:11)
Next we prove that
L1 ÿ lim
å#0
H å  covfI1( f 1)g: (2:12)
Then, the Fatou lemma and (2.11) yield ó 2 . 0. For simplicity we suppose that d  1. Then
EjH å ÿ varfI1( f 1)gj < T å1  T å2,
with
T å1  E
X1
n2
å2(nÿ1) n2

T
fI nÿ1( f n(:, r))g2 dr
,
T å2  E

T
X1
n,m1
n6m
å nmÿ2 nmI nÿ1( f n(:, r))I mÿ1( fm(:, r)) dr
:
We have
T å1 < å
2
X1
n2
n2(nÿ 1)!i f n i22:
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Analogously, T å2  åT å21, with
T å21  E

T
X1
n,m1
n 6m
å nmÿ3 nmI nÿ1( f n(:, r))I mÿ1( fm(:, r)) dr
:
Fix á. 1. The Schwarz inequality implies that
T å21 < E
 X1
n,m1
n 6m
å nmÿ3 nm

T
fI nÿ1( f n(:, r))g2dr
 1=2 
T

I mÿ1( fm(:, r))
	
2 dr
 1=2
< E
X1
n1
n

T
fI nÿ1( f n(:, r))g2 dr
 1=2( )2
< C
X1
n1
n2á(nÿ 1)!i f n i22:
Since F 2 D1, the series P1n1 n2á(nÿ 1)!i f n i22 converges. Therefore
lim
å#0
(T å1  T å2)  0,
proving (2.12).
We now give the main result of this section.
Theorem 2.4. Let fF å, å 2 (0, 1]g be uniformly non-degenerate. The density på(y), for
y  E(F å)  E(F), has the Taylor expansion
på(y)  1
åd
1
(2ð)d=2ó

XN
j1
å j
1
j!
pj  åN1~påN1
0@ 1A: (2:13)
The coef®cients pj are null for odd j. For even j 2 f1, 2, . . . , Ng,
pj  E(1f I1( f1) . 0gPj), (2:14)
with Pj belonging to 3 jdk0 H k, H k being the kth Wiener chaos, and
Pj 
X( j)
H(1,:::,d) I1( f 1), Há(I1( f 1),
Yk
l 1
âl ! Iâl 1( f
ál
âl 1))
 !
: (2:15)
In addition, if for any j 2 Z, k 2 N, p 2 [1, 1),
sup
å2(0,1]
 d jdå j F^ å

k, p
< C, (2:16)
then supå2(0,1] j ~påN1j is ®nite.
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Remarks
(1) The identities (2.14) and (2.15) express the fact that pj, j  1, . . . , N , are the
densities at x  0 of the Radon measures de®ned by
g 7! E g(I1( f 1))
X( j)
Há I1( f 1),
Yk
l 1
âl !Iâl 1( f
á p
âl 1)
 !8<:
9=;,
for any smooth g (see, for instance, Corollary 3.2.1 of Nualart (1998)).
(2) As will become clear from the proof of Theorem 2.4, ~påN1 is also the density of a
Radon measure depending on å. The last assertion of the theorem gives a suf®cient
condition ensuring the uniform boundedness of this density. In this case, the last term in the
expansion (2.13) is O(åN1) as å # 0.
Proof of Theorem 2.4. Let p^å denote the density of F^ å  fF å ÿ E(F)g=å. Clearly
på(y)  (1=åd)p^å(0). Therefore we shall ®nd an expansion for p^å(0). Let f : Rd ! R be a
C 1 function with bounded support. The mapping å 7! f (F^ å) is C 1, a.s., therefore
f (F^ å)  f (F^ 0)
XN
j1
1
j!
å j
d j
då j
f f (F^ å)g

å0
 åN1
1
0
(1ÿ t)N
N !
dN1
dçN1
f f (F^ ç)g

ç tå
dt:
Next, we take expectations of both sides of the preceding equality; we use (2.6), (2.5) and the
integration-by-parts formula (2.8) to obtain
Ef f (F^ å)g Ef f (I1( f1))g 
XN
j1
1
j!
å j E f (I1( f 1))
X( j)
Há I1( f 1),
Yk
l 1
âl !Iâl 1( f
ál
âl 1)
 !8<:
9=;
 åN1
1
0
(1ÿ t)N
N !
E f (F^ å t)
X(N1)
Há F^
å t,
Yk
l 1
dâl F^ ç,ál
dçâl

çå t
 !8<:
9=; dt:
(2:17)
The assumptions of the theorem ensure (see Remarks directly after (2.10)) that the
Radon measures de®ned by Ef f (F^ å)g, Ef f (I1( f 1))g, Ef f (I1( f 1))Qjg, j  1, . . . , N ,
Ef f (F^ å t)QN1,åg, with
Q j 
X( j)
Há I1( f 1),
Yk
l 1
âl !Iâl 1( f
ál
âl 1)
 !
,
QN1,å 
X(N1)
Há F^
å t,
Yk
l 1
dâl
dçâl
F^ ç,ál

çå t
 !
,
(2:18)
possess C 1 densities. Moreover, a new integration-by-parts in (2.17) yields (see Corollary
3.2.1 of Nualart (1998))
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p^å(0)  1
(2ð)d=2ó

XN
j1
1
j!
å j E(1f I1( f1) . 0gPj) åN1~påN1,
with
~påN1 
1
0
(1ÿ t)N
N !
E 1fF^ å t . 0gH(1,:::,d) F^
å t,
X(N1)
Há F^
å t,
Yk
l 1
dâl
dçâl
F^ ç,ál

çå t
 !0@ 1A8<:
9=; dt:
(2:19)
Consider the Wiener-chaos decomposition
F^ å 
X1
n1
å nÿ1 In( f n)
and an even smooth function f. The Wiener measure is invariant under the transformation
Z(ù)  ÿù. Thus, f (F^ÿå) and f (F^ å) have the same law and the odd coef®cients in the
Taylor expansion are zero.
The fact that Pj has a ®nite Wiener-chaos decomposition, more precisely, Pj 2
I 3 jd  3 jdk0 H k , follows from Lemma 2.5. Indeed, for any k 2 f1, . . . , jg, Ø :Qk
l 1 âl !Iâl 1( f
ál
âl 1) 2 I 2 j, since â1  . . .  âk  j. Consequently Qj 2 I 3 j, because the
length of á is k. Finally, since Pj  H(1,:::,d)(I1( f1), Qj), Lemma 2.5 yields Pj 2 I 3 jd .
We now want to give a uniform bound for ~påN1 (see (2.19)). Set G
å Qk
l 1(d
âl =dåâl )F^ å. Clearly, it suf®ces to show that
sup
0,å<1
EfjH(1,:::,d)(F^ å, Há(F^ å, Gå))jg < C, (2:20)
for any á 2 f1, . . . , dgk, â1  . . .  âk  N  1, k  1, . . . , N  1, and some ®nite C . 0.
The estimate (2.9) yields, for some k, b, b9 2 (1, 1) and a, a9, d, d9 2 N,
EjH(1,:::,d)(F^ å, Há(F^ å, Gå))j < C(iÃÿ1F^ å i k iF^ å i
a
d,b iG
å ia9d9,b9):
Therefore, the non-degeneracy condition iÃÿ1F å i p < Cå
ÿ2, 8p 2 (1, 1) together with
condition (2.16) yields (2.20). This ®nishes the proof of the theorem. u
Lemma 2.5. Let Ö be a non-degenerate d-dimensional random vector belonging to the ®rst
chaos H 1, Ø 2 I l , l > 0. For any multi-index á  (á1, . . . , ár) 2 f1, . . . , dgr, the
random variable Há(Ö, Ø) belongs to I l r.
Proof. We shall proceed by induction on the length of á. Set (bi, j)i, j1,:::,d  (covÖ)ÿ1 and
Ö  I1( f ). Then, for any i 2 f1, . . . , dg,
H(i)(Ö, Ø) 
Xd
j1
bijä(Ø f ) 2 I l 1:
Assume that the statement holds for any multi-index of length r ÿ 1. Let á 
(á1, . . . , ár) 2 f1, . . . , dgr. By (2.6),
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Há(Ö, Ø)  H(á r)(Ö, ~Ø) 
Xd
j1
bá r , jä( ~Ø f ),
with ~Ø 2 I l rÿ1. Thus Há(Ö, Ø) 2 I l r and the proof is complete. u
Remark. Let Ö(h)  E(F)P1n1  T n f n(s1, . . . , sn) dhs1 . . . dhs n , h 2H . Note that the
series de®ning Ö(h) is absolutely convergent, owing to the condition
P1
n1 n!i f n i
2
2 ,1.
Assume that there exists a sequence fùn, n 2 Ng H such that Pÿ limn!1Ö(ùn)  F
and, moreover, for any h 2H, n 2 N, there exists an absolutely continuous transformation
T hn: Ù! Ù such that Pÿ limn!1 F  T hn  Ö(h). If, in addition F å 2 D1 and
idetÃÿ1F å i p ,1, 8p 2 (1, 1), Theorem 3.41 of Aida et al. (1993) establishes the
following characterization for the points of positive density for F å:
fpå(y) . 0g  fy: 9h 2H : Ö(h)  y and DÖ(h) surjectiveg:
Assume that the family fF å, å 2 (0, 1]g possesses the approximating property described
before and is uniformly non-degenerate. Then, for y  E(F), på(y) . 0. Indeed,
Ö(0)  E(F)  y and, for any k 2H,
DÖ(0)(k) 

T
f 1(s)k(s) dì(s):
Thus, since ó 2 : det[covfI1( f 1)g] . 0, DÖ(h) is surjective.
3. Applications
We devote this section to study two examples where Theorem 2.4 can be applied.
3.1. A hyperbolic stochastic partial differential equation
Let T  [0, 1]2 and fWs, t, (s, t) 2 Tg be a Wiener sheet. Consider the hyperbolic stochastic
partial differential equation
@2 X s, t
@s @ t
 a3(X s, t, s, t) _Ws, t  a4(X s, t, s, t) a1(s, t) @X s, t
@s
 a2(s, t) @X s, t
@ t
, (3:1)
with deterministic initial condition X s, t  x0 if (s, t) 2 T , s . t  0. We refer to FarreÂ and
Nualart (1993), and especially to Rovira and Sanz-SoleÂ (1996) for results on this equation
used in this section.
Here we shall deal with the particular situation made precise in the following set of
assumptions.
(H1) ai: T ! R, i  1, 2 are differentiable and bounded with bounded ®rst partial
derivatives.
(H2) ai: R 3 T ! R, i  3, 4 are linear in the space variable, which means that
ai(x, s, t)  ai1(s, t)x ai2(s, t):
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In addition, a31, a32, a41 and a42 are supposed to be continuous.
A solution of (3.1) is a stochastic process fX s, t, (s, t) 2 Tg satisfying
X s, t  x0 

Rs, t
ãs, t(u, v)fa3(X u,v, u, v) dWu,v  a4(X u,v, u, v) du dvg, (3:2)
where Rs, t denotes the rectangle [0, s] 3 [0, t] and ãs, t(u, v) is the Green function associated
with the second-order differential operator
L f (s, t)  @
2 f (s, t)
@s @ t
ÿ a1(s, t) @ f (s, t)
@ t
ÿ a2(s, t) @ f (s, t)
@s
:
Here are some properties of the Green function; their proofs are given in Rovira and Sanz-
SoleÂ (1996):
boundedness:
sup
(s, t)2T
sup
(u,v)<(s, t)
jãs, t(u, v)j < C;
Lipschitz property:
sup
(s, t)2T
jãs, t(u, v)ÿ ãs, t(u, v)j < Cfjuÿ uj  jvÿ vjg, (u, v), (u, v) < (s, t),
sup
(u,v)2T
jãs,t(u, v)ÿ ãs, t(u, v)j < Cfjsÿ sj  jt ÿ tjg, (s, t), (s, t) > (u, v);
positivity:
ãs, t(s, v)  exp
 t
v
a2(s, w) dw
 
, 0 < v < t,
ãs, t(u, t)  exp
 s
u
a1(r, t) dr
 
, 0 < u < s:
Theorem 2.1 of Rovira and Sanz-SoleÂ (1996) proves the existence and uniqueness of a
continuous and adapted process fX s, t, (s, t) 2 Tg bounded in L p, for any p > 2. Moreover,
X s, t 2 D1, 8(s, t) 2 T . For any å 2 (0, 1] set
X ås, t  x0 

Rs, t
ãs, t(u, v)fåa3(X åu,v, u, v) dWu,v  a4(X åu,v, u, v) du dvg (3:3)
and, for any h 2H, the Cameron±Martin space associated with fWs, t, (s, t) 2 Tg,
S hs, t  x0 

Rs, t
ãs, t(u, v)fa3(S hu,v, u, v) dhu,v  a4(S hu,v, u, v) du dvg:
Proposition 3.1. Assume (H1) and (H2). For any z 2 T, z  (s, t), st 6 0, let
Xz  EX z 
X1
n1
In( f n)
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be the Wiener-chaos decomposition of the solution of (3.2) at z  (s, t). Then, for any
å 2 (0, 1],
X åz  EX z 
X1
n1
å n In( f n):
Proof. By a result proved by Stroock (1987), f n(á)  (1=n!) E(DnáXz), á  (á1, . . . , án).
Thus, if X åz  EX åz 
P1
n1 In( f
å
n), it suf®ces to prove EX z  EX åz and E(DnáX åz) 
å n E(DnáX z), n > 1.
Taking expectations in (3.2) and (3.3) by uniqueness of solution we immediately
obtain
EX z  EX åz  S0z :
Fix N 2 N, á1, . . . , áN 2 Rz. Denote by á the vector (á1, . . . , áN ); set ái 
(á1, . . . , áiÿ1, ái1, . . . , áN ), N > 2, supá  á1_ . . . _ áN . The particular form of the
coef®cients ai, i  3, 4 and the rules of Malliavin calculus yield the following expressions for
N > 2:
DNá X z 
XN
i1
a3,1(ái)ãz(ái)D
Nÿ1
ái Xái


[sup á,z]
ãz(ç)fa3,1(ç)DNá Xç dWç  a4,1(ç)DNá Xç dçg,
DNá X
å
z 
XN
i1
åa3,1(ái)ãz(ái)D
Nÿ1
ái X
å
ái


[sup á,z]
ãz(ç)fåa3,1(ç)DNá X åç dWç  a4,1(ç)DNá X åç dçg:
Let U Ná (z), N > 1, be the solution of the equation
U Ná (z)  1

[sup á,z]
ãz(ç)a4,1(ç)U
N
á (ç) dç:
Then, clearly
E(DNá X z) 
XN
i1
a3,1(ái)ãz(ái) E(D
Nÿ1
ái Xái )
 !
U Ná (z),
E(DNá X
å
z) 
XN
i1
åa3,1(ái)ãz(ái) E(D
Nÿ1
ái X
å
ái
)
 !
U Ná (z):
(3:4)
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For N  1,
E(DáX z)  ãz(á)fa3,1(á) EXá  a3,2(á)gU1á(z),
E(DáX
å
z)  åãz(á)fa3,1(á) EX åá  a3,2(á)gU1á(z):
Thus, E(DáX
å
z)  åE(DáX z), because EXá  EX åá. This fact and (3.4) allow us to ®nish the
proof using a recursive argument. u
In the sequel we ®x z 2 T not belonging to the axes. The following notation will be
used. Set
X^ åz 
X åz ÿ S0z
å
, X åj(z) 
d j
då j
X åz, X^
å
j(z) 
d j
då j
X^ åz, j 2 N:
By Corollary 2.2 applied to F  Xz we know that these derivatives exist. One easily checks
that
X å1(z) 

Rz
ãz(ç)[fa3,1(ç)X åç  a3,2(ç)g dWç  åa3,1(ç)X å1(ç) dWç  a4,1(ç)X å1(ç) dç], (3:5)
X åj(z) 

Rz
ãz(ç)f ja3,1(ç)X åjÿ1(ç) dWç  åa3,1(ç)X åj(ç) dWç  a4,1(ç)X åj(ç) dçg, j > 2:
(3:6)
Let X 0j(z)  limå#0 X åj(z), j > 1. Then X 0j(z) satis®es the following stochastic differential
equations:
X 01(z) 

Rz
ãz(ç)[fa3,1(ç)S0ç  a3,2(ç)g dWç  a4,1(ç)X 01(ç) dç], (3:7)
X 0j(z) 

Rz
ãz(ç)f ja3,1(ç)X 0jÿ1(ç) dWç  a4,1(ç)X 0j(ç) dçg: (3:8)
Lemma 3.2. We assume (H1) and (H2). Then
X^ åj(z) 
1
j 1 X
0
j1(z) å
1
0
(1ÿ î j1)X îåj2(z) dî
 !
, (3:9)
j 2 Z, where, by convention, X^ å0(z)  X^ åz.
Proof. For j  0 the identity (3.9) follows from a Taylor expansion of X åz around å  0,
taking into account that X 0z  S0z . An easy recursive argument establishes (3.9) for any
j > 1. u
In the next proposition we check assumption (2.16) of Theorem 2.4 for F^ å  X^ åz.
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Remark. We know that there exists a version of fX^ åj(z), z 2 Tg which is continuous in å.
From the previous lemma and (2.5) we obtain
In( f n)  X
0
n(z)
n!
, n > 1:
Proposition 3.3. Suppose that (H1) and (H2) are satis®ed. For any j 2 Z, k 2 N,
p 2 (1, 1),
sup
0,å<1
 d jdå j X^ åz

k, p
< C:
Proof. Because of (3.9) the proof follows from the following facts:
sup
z2T
iX 0j(z)i k, p < C, (3:10)
sup
0,å<1
sup
z2T
E(jX åj(z)j p) < C, (3:11)
sup
0,å<1
sup
z2T
sup
á:sup á, z
E(jDkáX åj(z)j p) < C, (3:12)
for any j, k 2 N, p 2 (1, 1) and some positive constant C.
From the remark following Lemma 3.2, one clearly gets X 0j(z) 2H j, for any j 2 N. This
yields (3.10).
We know (Rovira and Sanz-SoleÂ 1996) that
sup
0,å<1
sup
z2T
E(jX åzj p) < C, p 2 (1, 1):
Then, the standard arguments based on the Burkholder, the HoÈlder and the Gronwall
inequalities applied to (3.5) and (3.6) yield (3.11) by a recursive argument.
Finally, for the proof of (3.12) we ®rst write the equations satis®ed by DkáX
å
j(z), j 2 N;
this can be done using (3.5), (3.6) and the rules of Malliavin calculus. Then we proceed as
for the proof of (3.11). This estimate allows use of the recursive argument which is
needed. u
We ®nish the study of this example by checking the uniform non-degeneracy property.
We need the following additional assumptions on the coef®cients:
(H3) ja3 j(s, t)ÿ a3 j(s9, t9)j < Cfjsÿ s9j  jt ÿ t9jg,
j  1, 2, (s, t), (s9, t9) 2 T ,
(H4) sup t2[0,1]ja4 j(s, t)ÿ a4 j(s9, t)j < Cjsÿ s9j, j  1, 2, (s, s9) 2 T ,
sup(s, t)2T j@21 a3 j(s, t)j < C, j  1, 2,
(H5) a31(0, t)x0  a32(0, t) 6 0, t 6 0,
(H6) a31(0, v)x0  a32(0, v)  0, 8v 2 (0, t],
@1a31(0, t)x0  @1a32(0, t) a31(0, t)
 t
0
ã0, t(0, w)fa41(0, w)x0  a42(0, w)g dw 6 0,
for some positive constant C and where @1 means the derivative with respect to the variable s.
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Proposition 3.5 of Rovira and Sanz-SoleÂ (1996) establishes X s, t 2 D1 under (H1) and
(H2), for any (s, t) 2 T.
Proposition 3.4. Let z  (s, t) 2 T, st 6 0 be ®xed. One of the following set of conditions
implies that iÃÿ1X åz i p < Cå
ÿ2, for some positive constant C and every å 2 (0, 1] , p 2 (1, 1):
(a) (H1) to (H3) and (H5);
(b) (H1) to (H4) and (H6).
Proof. It suf®ces to check that the inverse of the random variable åÿ2

Rz
jDáX åzj2 dá has
moments of any order. Consider the stochastic differential equation
Y åz(á)  ãz(á)

(á,z]
ãz(ç)Y
å
ç(á)fåa3,1(ç) dWç  a4,1(ç) dçg, 0 < á < z:
Then, DáX
å
z  åa3(X åá, á)Y åz(á). Consequently we need to show that
P

Rz
fa3(X åá, á)Y åz(á)g2 dá < ç
 
< ç p,
for any p 2 (1, 1) and ç < ç0.
This has been proved in Propositions 3.6 and 3.7 of Rovira and Sanz-SoleÂ (1996). We
point out that although assumptions (H3) and (H4) in this reference are stronger, they can
be relaxed to the situation of our statement. u
Propositions 3.1, 3.3 and 3.4 establish all the necessary ingredients to apply Theorem 2.4
to the family fX åz, å 2 (0, 1]g de®ned by (3.3) with z  (s, t) 2 T , st 6 0.
3.2. An ItoÃ equation on the plane
Consider a one-dimensional Wiener process fWs, t, (s, t) 2 Tg, T  [0, 1]2, vector ®elds
A(x)  x1
x2
 
, A0(x)  x2x1
 
and the stochastic differential equation on R2:
Zz  x0 

Rz
fA(Zç) dWç  A0(Zç) dçg, z 2 T , (3:13)
with initial condition X 0  10
 
.
Let fZåz, z 2 Tg be the solution of
Zåz  x0 

Rz
fåA(Zåç) dWç  A0(Zåç) dçg
and fØ(z), z 2 Tg be given by
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Ø(z)  x0 

Rz
A0(Ø(ç)) dç:
In the sequel, z will be a ®xed point in T not on the axis. The analogue of Proposition 3.1 for
the solution of (3.13) can be proved by the same arguments, owing to the linearity of the
coef®cients A and A0. Thus,
Zåz  EZz 
X1
n1
å n I n( f n),
where Zz  EZz 
P1
n1 In( f n) is the Wiener-chaos decomposition of the L
2-functional Zz.
Let Z^åz  fZåz ÿØ(z)g=å. Following the ideas of the proof of Proposition 3.3 we obtain
sup
0,å<1
 d jdå j Z^åz

k, p
< C,
for any j 2 Z, k 2 N, p 2 (1, 1).
In Nualart and Sanz-SoleÂ (1989) we have proved that Zz 2 D1 and iÃÿ1Zz i p < C, for any
p 2 [1, 1). By considering the coef®cient åA instead of A we have iÃÿ1Zåz i p < Cå,
p 2 [1, 1), for some constant Cå depending on å 2 (0, 1]. Moreover, the Malliavin
derivative of Zåz satis®es the stochastic differential equation
DáZ
å
z  A(Zåá)

(á,z]
få=A(Zåç) DáZåç dWç  =A0(Zåç) DáZåç dçg: (3:14)
We close this section by checking that iÃÿ1Zåz i p < Cå
ÿ2 for any å 2 (0, 1], p 2 (1, 1) and
some positive constant C. Clearly, it suf®ces to show that
sup
å2(0,1]
E(jdet ãÿ1å j p) < C, p 2 (1, 1),
with ãå  åÿ2ÃZåz . This property will follow from
sup
å2(0,1]
sup
jvj1
Pfvãåv < çg < C( p)ç p, (3:15)
for any p 2 (1, 1) and ç small enough. Using (3.14) we easily obtain
ãijå 

Rz
îå,ik (z, r)A
k(Zår)î
å, j
k9 (z, r)A
k9(Zår) dr, 1 < i, j < 2,
where fîå(z, r), 0 < r < zg is an R2 
 R2-valued process solution to the stochastic
differential equation
îå(z, r)  I 

(r,z]
få=A(Zåç) îå(ç, r) dWç  =A0(Zåç) îå(ç, r) dçg:
Then, as in Nualart and Sanz-SoleÂ (1989), the proof of (3.15) is reduced to that of
sup
å2(0,1]
sup
jrj1
P
 s
0
jvi Ai(Zåó t)j2 dó < ç
 
< C( p)ç p:
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Let D  fA, A=0 Ag where A=0 A denotes the covariant derivative of A in the direction of
A0. Clearly the span of D at
X 0  10
 
is R2. Consequently, there exists R . 0, c . 0, such thatX
V2D
fviV i(y)g2 > c, (3:16)
for any jvj  1 and y 2 BR(x0).
Let Så  inffó > 0: supî<ó ,ô< t jZåîô ÿ x0j > Rg ^ s. Then
P
Så
0
jvi Ai(Zåó t)j2 dó , ç
 !
< på1(ç) på2(ç) på3(ç),
with
på1(ç)  P
Så
0
jvi Ai(Zåó t)j2 dó , ç,
Så
0
jvi(A=0 A)i(Zåó t)j2 dó , çá, Så > çâ
 !
,
på2(ç)  PfSå , çâg,
på3(ç)  P
Så
0
jvi Ai(Zåó t)j2 dó , ç,
Så
0
jvi(A=0 A)i(Zåó t)j2 dó > çá
 !
,
where 0 , â,á, 1.
Property (3.16) and the choice of â, á yields på1(ç)  0 for ç suf®ciently small. The
Chebyshev inequality together with the Burkholder and the HoÈlder inequalities ensure that
supå2(0,1] p2(ç) < Cçâq=2. The term på3(ç) demands a careful analysis. This has been done
by Nualart and Sanz-SoleÂ (1989, p. 15) and corresponds to the term A2 in this reference
with V  A, Xó :  Zåó :, åm( jÿ1)  ç, á  m( j)=m( jÿ 1). As a hint for the reader, we point
out that span (A(x0), A
=
0 A(x0))  R2 implies the validity of assumption (H2) of Theorem 2.2
of Nualart and Sanz-SoleÂ (1989). Indeed, using the notation in this article,
A(x0)  A1(x0), A=0 A(x0) 
1
0
(A0  A)(ô, 1) dô
 !
(x0):
Since all the estimates in the above-mentioned proof can be obtained uniformly in the
parameter å, we conclude. u
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