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Abstract
In this letter we present a method to design the freeform surfaces of an off-axis unobscured two-mirror
telescope by integration of a system of differential equations. The system is derived from the differenti-
ation of the Fermat path’s principle and is integrated as an ordinary differential equation problem. The
method is used to design the freeform surfaces of a telescope whose performance is verified in off-the-shelf
optical design software (Zemax).
Freeform optics are optical surfaces without axial symmetry which have been shown to improve optical
systems performance. State-of-the-art freeform optical design methods rely on numerical optimization to
find the optimum values of freeform description coefficients (Zernike, Forbes, RBF, splines), as such they
suffer from the difficulties of inverse problem solving. For example, numerical optimization algorithms may
converge to a local optimum of the performance merit function and the final result depends on the design
chosen as a starting point. Global optimization methods are often not practical in freeform optical design
because of the large solution space. Nonetheless, methods have been propose recently to mitigate these
difficulties with strategies to find smart starting points [1] or analytic differentiation of optical design merit
functions [2].
Other methods to design freform systems exist which take a direct approach by constructing the freeform
surfaces from discrete rays. In illumination, if the light source can be considered punctual, each point on the
optical surface can be uniquely associated with one ray, therefore it is possible to deduce for each point an
optimum location and surface normal and to construct the freeform in that way [3]. Though in imaging (our
problem of interest), the source cannot be considered punctual (extended object) so it is challenging to find
the optimum location and surface normal because a dense set of rays will intersect the surface at the same
point. Inconsistent results may occur, for example multiple surface normal orientations at the same point.
We broadly classify imaging construction methods by how they ensure the consistency of the freeform
surfaces. First, simultaneous multiple surfaces (SMS) based methods [4, 5, 6] use a small bundle of con-
struction rays which are cleverly coupled to design consistent surfaces. Secondly, point-by-point methods
[7, 8] use a dense batch of feature rays and fitting methods to recalculate iteratively surfaces normals. Third,
methods have been developed [9, 10, 11] which use differential information to extrapolate from a known ray
to the optical system, they are however not freeform, since they only consider axial symmetric two-mirror
systems and construct aspherical profiles (with axial symmetry).
In this letter we are particularly interested in the method described by Wassermann and Wolf [9]. A
distinctive point is that it guarantees simultaneously axial stigmatism and exact satisfaction of the sine con-
dition by designing two aspherical profiles, therefore subsequent numerical optimization of the system is not
always necessary. Other distinctive characteristics are that both surfaces are simultaneously designed with-
out iteration (contrary to point-by-point methods) and that rays are considered one-by-one (SMS considers
small bundles of rays, while point-by-point use a large batch of feature rays).
This method deduces differential information by imposing that the optical system fulfills the sine con-
dition, therefore even if all the constructed rays originate from the on-axis field point the degradation of
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performance in a field of view (FoV) close to the axis is controlled. From the on-axis ray a dense sampling
of rays is constructed by numerical integration from the center of the pupil to its edge. The surfaces profiles
are defined by the rays’ intersection and are obtained as series of tabulated sag values. Another derivation
of these equations, allowing analytical integration, was described later in literature [10, 11].
This method may not have seen widespread adoption by the optical design community due to two
factors: the limitation to two optical surfaces and to axial symmetric systems. In this letter we will address
the last point; future work will consider multiple surfaces. In our case, we control the performance in an
extended field-of-view by imposing constraints derived from a differentiation of Fermat’s path principle.
These differential constraints are advantageous compared to the sine condition because they are suitable for
the representation of a system without symmetry. The freeform surfaces obtained as tabulated values are
then interpolated to model the surface in off-the-shelf optical design software as a mean of cross-validation
by classical numerical ray tracing.
We first introduce a vector φ defined on R4 uniquely identifying rays. Since we consider a reflective
infinite-to-finite conjugate system in this letter, we ignore the wavelength dependency and decompose φ
in four scalars (kx, ky, px, py). The orientation of the ray is determined by the vector k = (kx, ky) and
its intersection with the pupil of the system at a point identified by p = (px, py). We also define Pi the
intersection point (Xi, Yi, Zi) of a ray with an optical surface i in a global coordinate system. A ray is then
represented by a sequence of segments between the points P0, ...,PN depending on φ.
The goal of the following derivation is to compute the Taylor expansion coefficients of the functions
characterizing the dependency of the rays as a function of φ. Doing so will allow us to extrapolate by
numerical integration from the parabasal ray (defined for φ = (0, 0, 0, 0)) to the entire pupil and then to
construct the freeform profiles. We set the propagation of the parabasal ray according to Figure 1 and
consequently the origin of the pupil and field coordinates. These values are defined by the designer and the
freeform profiles are derived from them, this is a limitation of the method described here: it is dependent on
the parabasal ray configuration chosen by the designer. In our example we chose these values to compute a
very compact telescope whose form factor would be appropriate for a micro-satellite. We choose kx = tan θx
and ky = tan θy where θx and θy are the angles between the parabasal ray and the incoming ray projected
respectively on the x, z and y, z planes.
P0 P1
P2
P3
M1
M2
z
y
x
θy
# Y [mm] Z [mm]
P0 0 0
P1 0 80
P2 60 20
P3 -50 60
Figure 1: Parabasal ray φ = (0, 0, 0, 0) is drawn as a dashed line. A ray φ = (0, tan θy, 0, 0) is drawn as a
solid line, showing that the system pupil is a plane intersecting M1 and parallel to the x, y plane, this is a
design choice suitable for this particular system. P0 is on a dummy plane Z0 = 0 and P3 is on the image
plane, X values are all zero.
The optical system requirements are a focal length of 150 mm and an entrance pupil diameter of 70 mm
with earth observation from micro satellites in the infrared (8 - 12µm) as intended application. Our require-
ment is a root-mean-square (RMS) geometrical spot-size better than 15µm over a field of 4× 0.4◦.
Since Pi is a point on a surface, there also exists a vector wi in R2 such that a function wi 7→ Pi exist
which in turn imposes restrictions on the partial derivatives of Pi with respect to φ. Taking as an example
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the jacobian matrix, by application of the chain rule, the following decomposition holds:
∂Pi
∂φ
=
∂Pi
∂wi
∂wi
∂φ
(1)
As a consequence of Eq. (1), since for two matrices A, B, the rank of the dot product is such that
rank(AB) ≤ min(rank(A), rank(B)), the jacobian matrix ∂Pi/∂φ is degenerated and of rank 2.
If we do not fulfill the constraint rank(∂Pi/∂φ) ≤ 2 the optical surfaces properties will be inconsistent.
Introducing the vector wi allows us to take into account correctly the jacobian rank constraint and other
constraints applicable to the hessian tensor and higher order derivatives of Pi. The vector wi does not need
to correspond to a particular vector in a physical plane as its sole function is to express the fact that there is
a R2 space which acts as a dimensional bottleneck between R4 the space of definition of φ and R3 the space
of definition of Pi. Nonetheless, in this letter we will choose wi to be expressed in the global coordinate
plane x, y to simplify the calculus.
We recall that the Fermat path principle states that rays travel along a stationary path throughout the
system. Let L be the optical path throughout an optical system and ni,i+1 the refractive index between
surface i and i+ 1 and ‖PiPi+1‖ is the Euclidean distance between Pi and Pi+1.
L =
N∑
i=0
ni,i+1 ‖PiPi+1‖ (2)
As a consequence of Fermat’s path principle we have:
∂L
∂wi
= 0 ∀i ∈ [1, N − 1] (3)
We define in Eq. (4), the vector F composed of the numerators of the ∂L/∂wi terms so given Eq. (3),
F = 0.
Fi = (‖Pi−1Pi‖ (Xi −Xi+1) + ‖PiPi+1‖ (Xi −Xi−1)) ∂Xi
∂wi
+ (‖Pi−1Pi‖ (Yi − Yi+1) + ‖PiPi+1‖ (Yi − Yi−1)) ∂Yi
∂wi
+ (‖Pi−1Pi‖ (Zi − Zi+1) + ‖PiPi+1‖ (Zi − Zi−1)) ∂Zi
∂wi
F = [F1, . . . ,Fi, . . . ,FN−1]
(4)
In the considered geometry, N = 3 so F is of dimension 4. The vectors and matrices introduced and
their dependencies are represented in Figure 2.
φ w0 P0
w1 P1
∂P1
w2 P2 F1
∂P2
w3 P3 F2
Figure 2: Vectors and matrices introduced and their dependencies. By ∂Pi we imply the matrix ∂Pi/∂wi
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Since F = 0, the derivatives of F with respect to φ are also zero. By application of the chain rule, we can
set equations linking the derivatives of F and the derivatives of the functions representing the dependencies
summarized in Figure 2. Solving these systems of equations allows us to compute the partial derivatives,
some of the partial derivatives being known already.
The functions wi 7→ Pi are known partially. We define ui, vi subject to wi = (ui, vi) we deduce Eq. (5)
from our earlier assumption that w0,w1,w2 are expressed in the x, y plane of Figure 1.
∂Xi
∂ui
=
∂Yi
∂vi
= 1
∂Xi
∂vi
=
∂Yi
∂ui
= 0 ∀i ∈ [0, 1, 2]
(5)
The terms ∂Zi/∂wi are undetermined but can be derived according to Snell-Descartes law given that they
are linked to the normal at the point of intersection since the matrix ∂Pi/∂wi is a basis for the tangential
plane at the same point.
The function φ 7→ w1 is known since the surface 1 is the optical system pupil therefore w1 = p.
The function φ 7→ w3 is known at low order because we want to constraint paraxial properties and to
correct for a set of aberrations. We set f the focal length and we impose axial stigmatism and aplanetism
to obtain Eq. (6).
∂u3
∂kx
=
∂v3
∂ky
= f and
∂u3
∂ky
=
∂v3
∂kx
= 0
∂w3
∂p
= 0 and
∂2w3
∂k∂p
= 0
(6)
Higher order aberration terms like ∂3w3/∂k
2∂p are not set to zero otherwise the system will be over-
constrained. By allowing multiple surfaces and higher order differentiation, future work will allow to constrain
these orders and to design anastigmats. There are similarities between our approach and the Taylor expan-
sions used to derive aberration coefficients of freeform systems [12]. However we also establish relationships
between aberrations and the derivatives of the freeform surfaces.
Finally, φ 7→ w0 can be deduced from freespace propagation as a function of Z1, surface 0 being a plane
at Z0 = 0.
The system of equations is set from ∂F/∂φ = 0 giving 4 × 4 equations and from ∂2F/∂φ∂p = 0 giving
4 × 4 × 2 equations. These two differentiations are necessary to take into account all the constraints set in
Eq. (6). We thus obtain a system of 48 equations with 37 unknowns according to Table 1, column 1. The
derivatives ∂Y3/∂v3 , ∂Z3/∂v3 are left undetermined by Eq. (5), so they are included in the 37 variables
(line ∂P3 in Table 1). This way, we adjust the detector orientation while maintaining the vector ∂P3/∂v3
normalized.
A software was developed leveraging the SymPy library [13], to perform the above differentiation au-
tomatically as required by the large operations count of the differentiated expressions (typically around 250
for one equation of ∂F/∂φ). Expressions of F are constructed from applications of UndefinedFunction
SymPy objects. Differentiation of F produces new expressions containing Derivative objects. A merit
function and its jacobian is then generated to evaluate the residuals of the system of equations and oper-
ates by substituting a vector of candidate values to the Derivative and UndefinedFunction applications
objects, more details are given in Algorithm 1.
Once the optical surfaces are known at their intersection with the parabasal ray, we construct the full
optical system by integration over the pupil. To maintain the consistency of the surfaces we use high order
derivatives at rays already known to deduce lower order derivatives for new rays, see Eq. (7) for an example.
∂2Z1
∂w12
∣∣∣
px=
≈ ∂
2Z1
∂w12
∣∣∣
px=0
+ 
(
∂3Z1
∂w13
∂w1
∂px
)∣∣∣
px=0
(7)
Applying the same reasoning to the variables marked integrated in the Table 1, column 2, we create
an ordinary differential equation integration problem. At each integration step the 48 equations are solved
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variable parabasal off-axis
P0,...,3 set integrated
∂Z1,2 derived derived
∂P3 set or solved constant
∂2Z1,2 solved integrated
∂3Z1,2 solved solved
∂1,2w0,1 derived derived
∂w1 solved integrated
∂2w1 solved solved
∂w3 set integrated
∂2w3 set set or solved
set defined as part of the system definition
integrated calculated by the ordinary differential equation solver from the higher order derivatives at the previous point
derived solved in closed form
solved determined by the system of equations and numerical root-finding
set or solved like solved but some terms of the vector are set, see text for details
constant solved once on-axis and kept constant afterwards.
Denominators are omitted, we imply that the derivative is with respect to the entire vector wi or φ.
Table 1: Variables and their determination
numerically for new values supplied by the ordinary differential equation solver for the variables marked
integrated. The degrees of freedom are the higher order derivatives as explained in Table 1. Compared to the
on-axis resolution we add supplementary degrees of freedom (DoF) given in Eq. (8) for the off-axis resolution
to compensate for the fewer overall DoF available. These DoFs allow more optical performance degradation
in the field along the ky direction. We select the ky direction to take advantage of the asymmetric field of
view specification. Physically, the system will not be aplanetic along all axes in the ky field direction.
additional DoF =
{
∂2u3
∂ky∂px
,
∂2u3
∂ky∂py
,
∂2v3
∂ky∂px
}
(8)
We need an entrance pupil of 70 mm but since we are only integrating for the 0◦ field we need to work on
an oversized pupil to anticipate the effective clear aperture required by the full field of view of the system.
Therefore we integrate r from 0 to 40 mm. To obtain tridimensional surfaces we introduce pupil polar
coordinates r and α given Eq. (9) and we perform the integration repetitively, for values of θ equally spaced
between 0 and 2pi according Algorithm 2.
px = r cosα and py = r sinα (9)
Function SolveParabasal:
Solve variables in the parabasal case (Table 1, col. 1). The solver used is SciPy [14]
implementation of Levenberg-Marquardt [15]. Variables marked derived are solved separately in
closed-form.
Input: Variables marked set
Output: Variables marked solved or derived
Function Integrate:
The integration uses SciPy [14] implementation of a Runge-Kutta method [16] and calls a solve
function similar to SolveParabasal with variables according Table 1, col. 2
Input: α and variables marked integrated or solved at r
Output: Variables marked integrated or solved at r + ∆R
Algorithm 1: Functions definition
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(a) Zemax view of the system, re-
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(b) Geometrical spot size,
50× 50 fields, 120 rays per field
in gaussian quadrature pattern,
angles in degrees. Solid black:
spot size < 15µm, dashed:
specified FoV
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(c) Departure in the normal
direction from a best fit sphere,
M1 has a best fit radius of
curvature of 799.21 mm and M2
of 377.18 mm, both surfaces are
concave.
Figure 3: Performance verification in Zemax and freeform surfaces maps.
begin
We store the result of the parabasal solve step for the next steps.
parabasal ← SolveParabasal(UserInput())
while α < 2pi do
We load the parabasal results.
P0,...,3, ∂
2,3Z1,2, ∂
1,2w1,3 ← parabasal
r ← ∆r
α← 0
while r < Rmax do
P0,...,3, ∂
2,3Z1,2, ∂
1,2w1,3 ← Integrate (α,P0,...,3,
∂2,3Z1,2, ∂
1,2w1,3) The algorithm outputs a new point for each surface.
output ← P0,...,3
r ← r + ∆r
end
α← α+ ∆α
end
end
Algorithm 2: Integration algorithm, settings used: ∆α = pi/100,∆r = 1mm, Rmax = 40mm
After integration the profiles are interpolated on a grid (200 × 200 points) for importation in Zemax
(Figure 3a). The optical system is refocalized and the FoV centered on the optimum direction by adjusting
its orientation, this is necessary to overcome a shortfall of the algorithm which constructs a system with
perfect axial stigmatism. By evaluating the RMS spot size performance in the field, we show that we obtain
an asymmetric performance profile that allows to meet the requirement on a field with a triangular shape
that encompass the rectangular specification (Figure 3b). The distortion evaluated on the same grid is below
0.48 % for an achieved focal length of 149.7 mm. We expect that a system with a larger field would exhibit
significant distortion since no constraints were applied to this effect. The departures from a best fit sphere
are shown in Figure 3c, both surfaces are concave which is an unusual combination for a telescope. No
high-frequency ripples are observed, additionally the peak-to-valley departures are reasonable (< 200µm) so
we expect that these surfaces can be manufactured using single point diamond turning methods for infrared
applications.
In this letter we have demonstrated a new method capable of constructing the freeform surfaces of a high-
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performance two-mirror freeform telescope without axial symmetry from only 5 degrees of freedom indicated
in Figure 1, paving the way for a systematic exploration of the solution space. Future work on the method
will concentrate on expanding to higher orders with the following expected improvements: suitability to
systems with more than two freeform surfaces and the possibility to balance low and high order aberration
terms, sacrificing if necessary axial stigmatism for an improved field performance. Additionally the method
will be studied as a complement to classical optimization methods, generating starting points for problems
with tight packaging constraints.
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