Reliability based design optimization is a methodology for finding optimized designs that are characterized with a low probability of failure. The main objective in reliability based design optimization is to minimize a merit function while satisfying the reliability constraints. The reliability constraints are constraints on the probability of failure corresponding to each of the failure modes of the system or a single constraint on the system probability of failure. The probability of failure is usually estimated by performing a reliability analysis. During the last few years, a variety of different techniques have been developed for reliability based design optimization. Traditionally, these have been formulated as a double-loop (nested) optimization problem. The upper level optimization loop generally involves optimizing a merit function subject to reliability constraints and the lower level optimization loop(s) compute the probabilities of failure corresponding to the failure mode(s) that govern the system failure. This formulation is, by nature, computationally intensive. A new efficient unilevel formulation for reliability based design optimization was developed by the authors in earlier studies. In this formulation, the lower level optimization (evaluation of reliability constraints in the double loop formulation) was replaced by Submitted to the ASME Journal of Mechanical Design its corresponding first order Karush-Kuhn-Tucker (KKT) necessary optimality conditions at the upper level optimization. It was shown that the unilevel formulation is computationally equivalent to solving the original nested optimization if the lower level optimization is solved by numerically satisfying the KKT conditions (which is typically the case), and the two formulations are mathematically equivalent under constraint qualification and generalized convexity assumptions. In the unilevel formulation, the KKT conditions of the inner optimization for each probabilistic constraint evaluation are imposed at the system level as equality constraints. Most commercial optimizers are usually numerically unreliable when applied to problems accompanied by many equality constraints. In this investigation an optimization framework for reliability based design using the unilevel formulation is developed. Homotopy methods are used for constraint relaxation and to obtain a relaxed feasible design. A series of optimization problems are solved as the relaxed optimization problem is transformed via a homotopy to the original problem. A heuristic scheme is employed in this paper to update the homotopy parameter. The proposed algorithm is illustrated with example problems.
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I. Introduction
In a deterministic design optimization, designs are often driven to the limit of the design constraints, leaving little or no latitude for uncertainties. The resulting deterministic optimum is usually associated with a high probability of failure of the artifact being designed, due to the influence of uncertainties inherently present during the modeling and manufacturing phases of the artifact and due to uncertainties in the external operating conditions of the artifact. The uncertainties include variations in certain parameters, which are either controllable (e.g., dimensions) or uncontrollable (e.g., material properties), and model uncertainties and errors associated with the simulation tools used for simulation based design. 1, 2 In this research, variational uncertainties are modeled as continuous random variables. Other forms of uncertainty, such as model uncertainties and errors associated with simulation tools, are assumed to be minimal and that the analysis tools can reasonably predict the actual performance behavior. Optimized deterministic designs determined without considering uncertainties can be unreliable and might lead to catastrophic failure of the artifact being designed. Uncertainties in simulation based design are inherently present and need to be accounted for in the design optimization process. Reliability based design optimization (RBDO) is a methodology that addresses this problem. In designing artifacts with multiple failure modes, it is important that an artifact be designed such that it is sufficiently reliable with respect to each of the critical failure modes or to the overall system failure. The reliability index, or the probability of failure corresponding to either a failure mode or the system, can be computed by performing a reliability analysis. In a RBDO formulation, the critical failure modes in deterministic optimization are replaced with constraints on probabilities of failure corresponding to each of the failure driven modes or with a single constraint on the system probability of failure.
3
Traditionally, researchers have formulated RBDO as a nested optimization problem (also known as a double-loop method). Such a formulation is, by nature, computationally expensive because of the inherent computational expense required for the reliability analysis, which itself involves the solution to an opti-mization problem. Solving such nested optimization problems are cost prohibitive, especially for large scale multidisciplinary systems, which are themselves computationally intensive. Moreover, the computational cost associated with RBDO grows exponentially as the number of random variables and the number of critical failure modes increase. To alleviate the high computational cost, researchers have developed sequential RBDO methods. In these methods, a deterministic optimization and a reliability analysis are decoupled, and the procedure is repeated until convergence is achieved. However, such techniques usually lead to premature convergence and hence yield spurious optimal designs. 
II. Deterministic Design Optimization
A deterministic design optimization problem can be formulated as A deterministic optimization formulation does not account for the uncertainties in the design variables and parameters. Optimized designs based on a deterministic formulation are usually associated with a high probability of failure because of the likely violation of certain hard constraints in service. This is particularly true if the hard constraints are active at the deterministic optimum solution. In today's competitive marketplace, it is very important that the resulting designs are optimal as well as reliable. This is usually achieved by replacing a deterministic optimization formulation with a reliability based design optimization formulation, where the critical hard constraints are replaced with reliability constraints.
III. Reliability Based Design Optimization
In the last two decades, researchers have proposed a variety of frameworks for efficiently performing reliability based design optimization. A careful survey of the literature reveals that the various RBDO methods can be divided into three broad categories.
A. Double Loop Methods for RBDO
Traditionally, the reliability based optimization problem has been formulated as a double loop optimization problem. In a typical RBDO formulation, the critical hard constraints are replaced by reliability constraints,
where g rc are the reliability constraints. They are either constraints on probabilities of failure corresponding to each hard constraint or are a single constraint on the overall system probability of failure. In this investigation, only component failure modes are considered. It should be noted that the reliability constraints depend on the random variables X and limit state parameters η η η. The distribution parameters of the random variables are obtained from the design variables d and the fixed parameters p (see the section on reliability analysis below). g rc can be formulated as
where P i is the failure probability of the hard constraint g R i at a given design, and P allowi is the allowable probability of failure for this failure mode. The probability of failure is usually estimated by employing standard reliability techniques. A brief description of standard reliability methods is given in the next section. It has to be noted that the RBDO formulation given above (Equations (5)- (8)) assumes that the violation of soft constraints due to variational uncertainties are permissible and can be traded off for more reliable designs. For practical problems, design robustness represented by the merit function and the soft constraints could be a significant issue, one that would require solution to a hybrid robustness and reliability based design optimization formulation.
B. Reliability Analysis
Reliability analysis is a tool to compute the reliability index or the probability of failure corresponding to a given failure mode or for the entire system. 10 The uncertainties are modeled as continuous random variables,
T , with known (or assumed) continuously differentiable distribution functions (CDF),
The design variables, d, consist of either distribution parameters θ θ θ of the random variables X, such as means, modes, standard deviations, and coefficients of variation, or deterministic parameters, also called limit state parameters, denoted by η η η. The design parameters, p, consist of either the means, the modes, or any first order distribution quantities of certain random variables. Mathematically this can be represented by the statements
p is a subvector of θ θ θ.
Random variables can be consistently denoted as X(θ θ θ), and the i th failure mode can be denoted as g R i (X, η η η).
In the following, x denotes a realization of the random variables X, and the subscript i is dropped without loss of clarity. Letting g R i (x, η η η) ≤ 0 represent the failure domain, and g R (x, η η η) = 0 be the so-called limit state function, the time-invariant probability of failure for the hard constraint is given by
where f X (x) is the joint probability density (PDF) of X. It is almost impossible to find an analytical expression for the above integral. In standard reliability techniques, a probability distribution transformation
This transformation is known as the Rosenblatt Transformation. 11 The standard normal random variables are characterized by a zero mean and unit variance. The limit state function in U-space can be obtained as
where φ U (u) is the standard normal density. If the limit state function in U-space is affine, i.e., if G R (u, η η η) = α α α T u + β, then an exact result for the probability of failure is P f = Φ(− β α α α ), where Φ(·) is the cumulative Gaussian distribution function. If the limit state function is close to being affine, i.e., if
where u * is the solution of the following optimization problem,
subject to
then the first order estimate of the probability of failure is P f = Φ(− β α α α ), where α α α represents a normal to the manifold (15) at the solution point. The solution u * of the above optimization problem, the so-called design point, β-point or the most probable point (MPP) of failure, defines the reliability index β p = − α α α T u * α α α . This method of estimating the probability of failure is known as the first order reliability method (FORM).
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In the second order reliability method (SORM), the limit state function is approximated as a quadratic surface. A simple closed form solution for the probability computation using a second order approximation exist. 12 The solution uses the theory of asymptotic approximations. It is given as
where the κ l are related to the principal curvatures of the limit state function at the minimum distance point u * , and β p is the reliability index using FORM. It was shown that the second order probability estimate asymptotically approaches the first order estimate as β p approaches infinity if β p κ l remains constant.
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The first order approximation, P f ≈ Φ(−β p ), is sufficiently accurate for most practical cases. Thus, only first order approximations of the probability of failure are used in practice. Using the FORM estimate, the reliability constraints in Equation (9) can be written in terms of reliability indices as
where β i is the first order reliability index, and β reqdi = −Φ −1 (P allowi ) is the desired reliability index for the i th hard constraint. When the reliability constraints are formulated as given in equation (17) , the approach is referred to as the reliability index approach (RIA).
It should be noted that the reliability analysis involves a probability distribution transformation, the search for the MPP, and the evaluation of the cumulative Gaussian distribution function. To solve the FORM problem (Equations 14-15), various algorithms have been reported in the literature. 13 The solution typically requires many function evaluations. Moreover, there might be cases where the optimizer may fail to provide a solution to the FORM problem, especially when the limit state surface is far away from the origin in U-space or when the case G R (u, η η η) = 0 never occurs at a particular design setting.
In design automation it cannot be known a priori what design points the upper level optimizer will visit, therefore it is not known if the optimizer for the FORM problem will provide a consistent result. This problem was addressed recently by using a trust region algorithm for equality constrained problems. 14 For cases when G R (u, η η η) = 0 does not occur, the algorithm provided the best possible solution for the problem through minimize u
The reliability constraints formulated by the RIA are therefore not robust. RIA is usually more effective if the probabilistic constraint is violated, but it yields a singularity if the design has zero failure probability.
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To overcome this difficulty, an improved formulation was developed to solve the RBDO problem. 15 In this method, known as the performance measure approach (PMA), the reliability constraints are stated by an inverse formulation as
u i * is the solution to the inverse reliability analysis (IRA) optimization problem
subject to or the constraint on the optimum value of the limit state function (as in the PMA formulation) is not active at the solution, the solutions obtained from the two approaches might differ. Similar RBDO formulations were independently developed by other researchers. 16, 17, 18 In these RBDO formulations, constraint (22) is considered as an inequality constraint ( u ≤ β reqd ), which is a more robust way of handling the constraint on the reliability index. The major difference lies in the fact that in these papers semi-infinite optimization algorithms were employed to solve the RBDO problem. Semi-infinite optimization algorithms solve the inner optimization problem approximately. However, the overall RBDO is still a nested double loop optimization procedure. As mentioned earlier, such formulations are computationally intensive for problems where the function evaluations are expensive. Moreover, the formulation becomes impractical when the number of hard constraints increase, which is often the case in real-life design problems. To alleviate the computational cost associated with the nested formulation, sequential RBDO methods have been developed.
C. Sequential Methods for RBDO
Sequential RBDO methods include a variety of different approaches proposed by different researchers. A sequential optimization and reliability assessment methodology has been developed in Chen and Du. 19 In this framework, the deterministic optimization and the reliability assessment are decoupled from one another.
During each cycle, a deterministic optimization problem is solved, followed by reliability assessment and a convergence check. Similar sequential RBDO methodologies have also been developed by other researchers.
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This has been generalized for nonnormal distributions in Wang and Kodiyalam. 21 In this methodology, the lower level optimization is eliminated, and the MPP of failure corresponding to the probabilistic constraints is estimated implicitly by using a nonlinear transformation based on the direction cosines of the hard constraints at the mean values of the random variables. This methodology is shown to be extremely efficient.
20, 21, 22
However, for highly nonlinear limit state functions, the estimate of the MPP of failure given by the nonlinear transformation might be very different from the actual MPP of failure, and the framework may fail to converge to the true solution. The drawback of sequential RBDO methodologies is that a local optimum cannot be guaranteed; such methodologies can lead to spurious optimal designs. Agarwal and Renaud
23
developed a decoupled probabilistic design methodology to address this problem.
It has been noted that the traditional reliability based optimization formulation results in a nested optimization problem. Solving such nested optimization problems for a large number of failure driven constraints and/or nondeterministic variables is extremely expensive. Researchers have developed sequential approaches to speed up the optimization process and to obtain a consistent reliability based design. However, these techniques may lead to spurious optimal solutions.
D. Unilevel Methods for RBDO
RBDO is typically formulated as a nested optimization problem requiring a large number of function evaluations. The major concern in evaluating reliability constraints is the fact that reliability analysis methods are formulated as optimization problems. 24 To overcome this difficulty, a unilevel formulation was developed by Kuschel and Rackwitz. 25 In their method, the direct FORM problem (lower level optimization-Eqs. (14)- (15)) is replaced by the corresponding first order Karush-Kuhn-Tucker (KKT) optimality conditions of the first order reliability problem. As mentioned earlier, the direct FORM problem can be ill-conditioned, and the same may be true for the unilevel formulation given by Kuschel and Rackwitz. 25 The reason is that the probabilistic hard constraints might have a zero failure probability at a particular design setting, and hence the optimizer might not converge due to the hard constraints (which are posed as equality constraints) not being satisfied. Moreover, the conditions under which such a replacement is equivalent to the original bilevel formulation was not detailed. Similar ideas appeared later in work by Liang and Mourelatos.
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A new unilevel formulation, developed by the authors, has been shown to be computationally equivalent to the original bilevel formulation. 6 The formulation is described here for the sake of completeness. The conditions under which the formulation is computationally equivalent to the traditional bilevel formulation are KKT constraint qualifications and generalized convexity 7 assumptions. In this formulation, the inverse reliability analysis optimization problem is replaced by the corresponding first order necessary Karush-KuhnTucker (KKT) optimality conditions. The KKT conditions for the reliability constraints similar to PMA (Eqns. (21)- (22)) are used. The treatment of Eqn. (22) is a bit subtle. No simple modification of Eqn. (22) will result in an equality constraint that is both quasiconvex and quasiconcave, which would be required for the sufficiency of the KKT conditions. For necessity of the KKT conditions, observe that u − ρ is convex and u − ρ ≤ 0 trivially satisfies Slater's constraint qualification (feasible set has a strictly interior point).
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Assume that G R (u, η η η) is pseudoconvex with respect to u for each fixed η η η. Now G R (u, η η η) pseudoconvex and u − ρ convex means that the KKT conditions are also sufficient, hence the original and KKT formulation will be equivalent. Therefore, to facilitate development of the unilevel method, the inverse FORM is restated
subject to u ≤ ρ.
The Lagrangian corresponding to the optimization problem is
where λ is the scalar Lagrange multiplier. The first order necessary conditions for the problem are
where u * is the solution point u * β=ρ of the inverse reliability optimization problem when u * = ρ. u * = 0 is a special degenerate case, so assume henceforth that u * = 0. From equation (26), we have (assuming λ = 0)
Observe that Eqn. (30) implies
which is consistent with Eqn. (28) and is valid even if λ = 0. Substituting for λ in equation (30) and rearranging,
Eqn. (32) says that u * and ∇ u G R (u * , η η η) point in opposite directions, which is consistent with u * being the closest point in the manifold G R (u, η η η) = constant to the origin.
Eqn. (32) is true for all η η η, if u * = u * β=ρ is the solution to the inverse reliability optimization problem, because ρ − u ≤ 0 satisfies the reverse convex constraint qualification (the equality constraint (22) is equivalent to the convex constraint (24) and ρ − u ≤ 0, hence constraint qualifications are satisfied and the KKT condition (32) is necessary). In general, without the pseudoconvexity assumption on G R , solving equation (32) does not necessarily imply that u * is the optimal solution to the optimization problem.
It should be noted that the KKT conditions for the direct and inverse FORM problems differ only in terms of what constraints are being presented as equality constraints to the upper level optimizer. When using the KKT conditions of the direct FORM problem in the upper level optimization, the limit state function is presented as an equality constraint and the constraint on the reliability index is an inequality constraint. As mentioned earlier, it is possible to have cases where the limit state function never becomes zero. In other words, it is associated with zero (or one) failure probability. When such a case occurs, the formulation given by Kuschel and Rackwitz 25 might fail to yield a solution. In other words, it is numerically unreliable.
In the unilevel formulation developed in Agarwal et. al. 6 the first order conditions of the inverse FORM problem are used. The corresponding KKT conditions for the inverse reliability problem (Eqns. (23)- (24) )
Using these first order optimality conditions, the unilevel RBDO architecture can be stated as follows In the unilevel formulation developed by the authors, the KKT conditions of the inner optimization for each probabilistic constraint evaluation are imposed at the system level as equality constraints. Most commercial optimizers are usually numerically unreliable when applied to problems accompanied by many equality constraints. In this investigation, homotopy methods are used for constraint relaxation and to obtain a simpler problem for which the solution is known. A series of optimization problems are then solved as the relaxed optimization problem is transformed into the original problem. A heuristic scheme suffices in this paper to update the homotopy parameter, although rigorous, sophisticated updating schemes are known and should be used in general.
IV. Proposed Algorithm
Since the problem of interest is accompanied by a large number of equality constraints, it is extremely important that the constraint relaxation techniques be such that it is easier to identify an initial feasible starting point. In this paper, homotopy methods have been used for this purpose. 9 Homotopy techniques have been shown to be extremely robust in the work by Pérez et. al. 26 The constraint relaxation used in this investigation is of the form
where g ≥ 0 and h = 0 are generic inequality and equality constraints, gr ≥ 0 and hr = 0 are the relaxed inequality and equality constraints, respectively. The constants b and c are chosen to make the relaxed constraints feasible at the beginning. For the inequalities, b is based on the value of g. If g ≥ 0, b is set equal to zero. If g < 0, b is set equal to the negative of g. Similarly, for the equalities, the constant c is chosen to satisfy the relaxed equality constraint at the initial design. The homotopy parameter τ drives the relaxed constraints to the original constraints by gradually adjusting τ = 0 → τ = 1.
After each cycle, the homotopy parameter τ is updated. In this investigation, it is incremented by a constant value (so the algorithm here is continuation, not a general homotopy algorithm 8 ). Note that varying the homotopy parameter τ yields a sequence of simpler problems starting from a known solution.
When the parameter reaches 1, the solution to the original problem is found. Conditions under which this process is guaranteed to work are studied in Watson. 
V. Test Problems
The proposed algorithm is implemented for a short rectangular column design problem and a steel column design problem. Both the test problems are taken from the literature and have been used to test RBDO methodologies.
A. Short Rectangular Column
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The design problem is to determine the depth h and width b of a short column with rectangular cross section with a minimal total mass bh assuming unit mass per unit area. The uncertain vector, X = (P, M, Y ), the stochastic parameters, and the correlations of the vector elements are listed in Table 1 . The limit state function in terms of the random vector, X = (P, M, Y ), and the limit state parameters, η η η = (b, h), (which happens to be same as the design vector d in this problem) is given by
The objective function is given by
The depth h and the width b of the rectangular column had to satisfy 15 ≤ h ≤ 25 and 5 ≤ b ≤ 15. The allowable failure probability is 0.00621 or in other words a reliability index for the failure mode greater than or equal to 2.5. The optimization process was started from the point (u 0 , d 0 , λ 0 ) = ((1, 1, −1), (5, 15), 0.1).
The optimal solution for this problem is d * = (8.668, 25.0). Figure 1 shows the history of the objective function. It is noted that as the value of the homotopy parameter τ increases from 0 to 1, the objective function gradually approaches the optimal solution. The length of the steel column (s)is 7500 mm. The objective is to minimize the cost function, f = bd+5h.
The independent random vector, X = (F s , P 1 , P 2 , P 3 , B, D, H, F 0 , E), and its stochastic characteristics are given in Table 2 .
The limit state function in terms of the random vector, X, the limit state parameters, η η η = d, is given as
where
The means of the flange breadth b and flange thickness d must be within the intervals [200, 400] and [10, 30] , respectively. The interval [100, 500] defines the admissible mean height h of the T-shaped steel profile. It is required that the optimal design satisfy a reliability level of 3.
The optimal solution for this problem is d = (200, 17.1831, 100). Similar convergence history was observed for this test problem as well. Figure 3 shows the convergence of the objective function. Again it is observed that the homotopy parameter controls the progress of the optimization process toward a solution.
VI. Conclusions
In this paper, an optimization methodology using homotopy techniques is presented for reliability based
design. An efficient and robust unilevel formulation developed earlier by the authors is employed. From the authors' experience, the unilevel formulation for RBDO, when directly coupled with an optimizer, may not converge if there are many equality constraints or if the problem is sufficiently nonlinear. Since the unilevel formulation is usually accompanied by many equality constraints, homotopy techniques are used to relax the constraints and identify a starting point that is feasible with respect to the relaxed constraints.
In this investigation, the homotopy parameter is incremented by a fixed value, recognizing that in general a sophisticated homotopy curve tracking algorithm will be needed. A series of optimization problems are solved
for increasing values of the homotopy parameter as the relaxed problem approaches the original problem. It is often easier to solve the relaxed problem from a known (relaxed) solution and make gradual progress towards the solution than solve the original problem directly. The proposed strategy is tested on two design problems.
It is observed that the homotopy parameter controls the progress made in each cycle of the optimization process. As the homotopy parameter approaches the value of 1, the optimal solution is obtained. Future work includes replacing the naive homotopy parameter incrementation with a true homotopy curve tracking algorithm, and solving a realistic large scale RBDO problem with the proposed technique. 
