We investigate the rate of convergence of the direct-simulation estimatorx p (n) of a large quantile x p of the Pareto and Gamma distributions. The upper bound of the probability P{|x p (n) − x p | ε} is determined.
INTRODUCTION
Estimation of large quantiles of an unknown distribution function is a statistical problem of great practical importance. Let us mention estimation of the Value-at-Risk parameter for a given financial portfolio as an important problem that directly involves high quantile estimators. Different estimators of high quantiles based on the upper order statistics of a sample were proposed and many important properties were proved. See, for example, Feldman and Tucker [7] , Dekkers and de Haan [5] , Embrechts et al. [6] , Matthus and Beirlant [13] and references therein. In this paper we consider the rate of convergence of the directsimulation estimator of large quantiles and the aim of this paper is to calculate the rate of convergence of the Pareto and Gamma distributions. Applications of that distributions in theory as in empirical analyzes are well known. For example, it is well established that the burst and idle times for on/off traffic are modeled by the Pareto and Gamma distributions, respectively. Also, the inter arrival times between on/off-traffic is the convolution of the Pareto and Gamma random variables. For details see Nadarajah and Kotz [14] . The Pareto distribution is widely applied in different fields such as finance, insurance, physics, hydrology, geology, climatology, astronomy. Recently much attention has been paid to the statistical distribution of certain socio-economic quantities such as annual personal income of individuals (Pareto's law is one of the two functions most often used to describe the size distribution of income), magnitudes of earthquakes, the size of human settlements, number of hits at web sites, the assets of firms as well as standardized price returns on individual stocks or stock indexes. The intellectual antecedents of these studies can be found in the works of Pareto, Gibrat and others, and for other references see Champernowne [4] , Quandt [15] , Singh and Maddala [18] , Levy and Solomon [11] , Levy [10] , Reed [16] , Aoyama et al. [1] , Fujiwara et al. [8] . The second distribution which has been considered in this paper is the Gamma distribution. It is a special case of the generalized inverse Gaussian distribution (that is nonnegative process for modeling changing volatility). This distribution is self-decomposable and may serve as building blocks in the various dynamic models, which has been discussed in paper Barndorff-Nielsen et al. [3] . A review of the definitions and properties of the generalized inverse Gaussian distribution is given in Schiryaev [17] . The importance of the Gamma distribution is also a fact that the Variance Gamma processes are special classes of subordinated processes extensively studied in finance. They have been first introduced in literature by Madan and Seneta [12] as model for stocks return.
PRELIMINARIES AND NOTATION
Let X 1 , X 2 , ..., X n be i.i.d. random variables with the common distribution function F. Define the empirical distribution function
where I(X k ≤ x) denotes the indicator of the event {X k ≤ x}. The quantile x p of the distribution function F is defined by x p = inf{x : F(x) ≥ p}, for all p ∈ (0, 1). In this paper we shall consider the following estimator of x p :
That is direct-simulation estimator. The following notion of negative dependence will be used in what follows. 
A sequence of random variables (X n ) is negatively dependent if for all n 2, 1 ≤ j 1 < · · · < j n and x 1 , . . . , x n ∈ R the following inequalities hold true:
Lemma 2.2. (see [19] ) If X i , i = 1, ..., n are negatively dependent with E|X i | < +∞,
The proof of this lemma can be found in Xing Jin and Michael C. Fu [19] .
The following two results show that x p (n) converges to x p exponentially fast in probability as n goes to infinity. These results were proved in Xing Jin and Michael C. Fu [19] . We shall use them for our calculation in the next section. Lemma 2.3. (see [19] ) Let {Y n , n ≥ 1} be negatively dependent and identically distributed random variables, with moment generating function
where
and
and for any
Theorem 2.4. (see [19] ) If the distribution function F is strictly increasing and {Y n , n ≥ 1} are negatively dependent, then
And, moreover, the rate is enhanced by negatively dependence in the sense that
where the right-hand "sup" quantiles are the rates for i.i.d. samples.
Remark 2.5. Let us notice p n
If we use the fact that probabilities p n are finite,
and Borel-Cantelli lemma, then the probability that infinitely many of them occur is 0,
THE CASES OF THE PARETO AND GAMMA DISTRIBUTIONS
In this section we shall determine the rate of convergence for the Pareto and Gamma distributions. 
The rate of convergence for standard quantile estimator x p (n) in this case is given by
Proof. Since the Pareto distribution is strictly increasing we may us the Theorem(2.4) and obtain
. Let us determine ∆ + and ∆ − . We may denote
The distribution of the indicator I(Y ≤ x p + ) is given by
. Now we may calculate
The maximum of the function λp − ln(e λ p
(1−p)p + , and since p < p + it is always negative. Consequently we obtain that
Similarly, let us denote
The maximum of the function λp − ln(
(1−p)p − , and since p > p − it is always positive. Now we may calculate
Finally we obtain
and the proof is completed.
Also, we can analyze more general case, for example general Pareto distribu-
−α , where α > 0 and L(x) is slowly varying function. In that case we can obtain the next result:
The proof in this case is analog as the proof for Pareto distribution and we will omit it here.
Theorem 3.2. Let {Y n , n ≥ 1} be negatively dependent random variables with the common Gamma density
The rate of convergence for standard quantile estimator x p (n) in this case is given by:
Proof. Since the Gamma distribution is strictly increasing we may use the same notation as in Section 2 and we shall determine
Let us denote p
If we use substitution y = βx we will obtain
The last equality follows from the result
which can be found in Dekkers and de Haan [5] . Now we may obtain
.
Maximum is attained for λ = ln
(1−p)p + , and since p < p + it is always negative. And we may calculate
Similarly let us denote p
. Now we may obtain
In this case the maximum is attained for λ = ln
(1−p)p − , and since p > p − it is always positive. Similarly as we have obtained p + ( equation (5)) we may obtain
As we have calculated ∆ + ( equation (6)) we may calculate
Finally we obtain result
NUMERICAL EXAMPLES AND DATA ANALYSIS

Numerical examples
In this subsection we present some numerical examples to see the performance of rate of convergence from the Section 3. Table 4 .1.1-4.1.4 contain results that are related to the Pareto distribution and Theorem 3.1. We take two values of K and α and three values of . The whole approach can be applied on any other parameters setting. For each parameters setting we compute rate of convergence by using the appropriate formula. We take two values of α and β and three vales of . The whole approach can be applied on any other parameters setting. For each parameters setting, we compute rate of convergence by using the appropriate formula. 
Data Analysis
In this subsection we analyze real data set and demonstrate how the proposed results can be used in practice. The data set X represent the failure time of the air conditioning system of an airplane (in hours): 33, 47, 55, 56, 104, 176, 182, 220, 239, 246, 320 and it is reported by Bain and Engelhardt [2] . X can be model with Gamma(1,152.5) distribution. Jovanović and Rajić [9] studied validity of the Gamma distribution for that data and they computed Kolmogorov-Smirnov (KS) distance between the empirical distribution function and the fitted distribution function, and KS statistic is approximately 0.23 with p value grater than 0.05. It is clear that the Gamma model fits quite well this data set. We obtain x p (n) by using formula (1) for p = 0.90 and n = 11, and we obtain x 0.90 (11) = 246. It is possible to calculate quantile x p for Gamma(1,152.5) distribution and probability p = 0.90, it is x 0.90 = 351.1442. Now, using result (8) we can calculate that there is 94.95% chances that quantile x 0.90 deviates from direct-simulation estimator x 0.90 (11) , for more than 160.
CONCLUSION
In this paper is considered the estimation of the probability P{|x p (n) − x p | ε} of the direct-simulation estimatorx p (n) of a large quantile x p . Some results for rate of convergence for Pareto and Gamma distributions are determined. That results show that rate of convergence decreases as the samplesize increases.
