A generalized solution to the problem of multiple-beam dynamical x-ray diffraction from single and layered crystals with vertical strain is presented. The new formalism embraces all possible diffraction geometries, including extreme cases of grazing and normal incidence and emergence. The expressions for the diffracted wave amplitudes were obtained as recursion formulas. Numerical simulations were implemented and shown to be computationally stable. The formalism was successfully tested using experimental data obtained from a SiC/Si single-layered structure in a 90°diffraction geometry.
I. INTRODUCTION
X-ray diffraction at Bragg angles close to 90°(backdiffraction or backscattering) is now a part of developments in x-ray optical systems, such as x-rays monochromators, 1, 2 inelastic scattering analyzers, 3, 4 and Fabry-Perot-type interferometers [5] [6] [7] with up to µeV x-ray energy bandwidth. The theory of 90°Bragg diffraction from a bulk perfect crystal within the two-beam approximation is well established. 1, 5, 8, 9 One of the potentially important features of a 90°Bragg reflection from a crystal is its application to x-ray characterization of crystals as novel analytical-experimental techniques for x-ray characterization of crystals. 10 The extremely high sensitivity of the 90°reflection to the incident radiation energy, crystal orientation (with respect to the incident beam), and crystal-lattice spacing changes [11] [12] [13] [14] [15] [16] makes this experimental environment very attractive for use as an enhanced analytical technique. Recently, an experimental observation of near backdiffraction of synchrotron x rays from a thin crystalline film deposited on a single-crystal substrate was reported. 15 However, the possibility of exploiting the backscattering geometry for advanced studies of materials has not been explored as yet. This is largely due to the lack of an established theoretical formalism to describe a 90°B ragg diffraction from a modulated crystal lattice and the fact that 90°diffraction often occurs as multiple-beam diffraction.
Most of the technologically important crystalline materials have a highly symmetric lattice. For example, in case of the diamond structure x-ray backdiffraction inevitably leads to the multiple-beam diffraction effects. The number of accompanying reflections can be very large (up to several tens) and their influence on back-and forward-diffracted beams can be very strong. It was observed, for instance, that anomalous transmission 17, 18 becomes significantly stronger (up to 1000 times) with an increase in the number of beams involved in the diffraction. [19] [20] [21] However, a detailed theoretical analysis of multiple-beam diffraction becomes very difficult 21 and therefore numerical simulations are commonly used. [23] [24] [25] There are at least two differences between the developed approaches for multiple-beam dynamical x-ray diffraction from a (nearly) perfect crystal. The first difference is in how specular reflection is taken into account. A linearization of the resonant term ͑k h 2 − K 2 ͒ ր k h 2 Ӎ 2͑k h − K͒ ր K ϵ , which is adopted in the classical dynamical theory, 26, 27 is no longer valid for diffraction at grazing angles; here, K and k h are the magnitudes of the incident wave vector in vacuum and diffracted wave vector in the crystal, respectively. It is then necessary to take into account the quadratic terms in the dispersion equations and to consider generic refractive phenomena in the boundary conditions. [28] [29] [30] [31] The second difference is in the choice of the coordinate system. The most common expansion of the system of vector equations into scalar equations exploits a number of "local" coordinate systems, based on mutually orthogonal polarization unit vectors h and h , which are also normal to the corresponding wave vector k h . In such an approach the wave amplitudes can be calculated by using 2M ϫ 2M scattering matrices, where M is the number of waves involved. Particular attention should be given to monitoring the waves that are incident or diffracted at grazing angles. When the incident-diffraction angle approaches the critical angle for total reflection, the formalism fails to provide a correct solution for the wave amplitudes.
To the inherent deficiencies of previous theories, an alternative approach was proposed. 32 It was suggested to repre-sent the wave vectors and amplitudes in a single Cartesian coordinate system. This allows one to obtain the correct solution of the wave equations by finding eigenvalues and eigenvectors of a 4M ϫ 4M scattering matrix whose elements [unlike the ͑ , ͒ approach] are independent of any unknown quantities. In this case there are no assumptions made about the angles between the surface and diffracted waves, regardless of how small or large they might be. In addition, the generic Cartesian coordinate system approach provides a clearer picture of the multiple-beam diffraction geometry, avoids unnecessary approximations on polarization, and hence simplifies the data analysis. However, little work has been carried out on multiplebeam dynamical x-ray diffraction from distorted crystals and multilayer crystalline structures. In the literature, a theoretical approach to multiple-beam x-ray Bragg diffraction from a multilayer crystalline structure has been reported. 33 The conventional representation of the wave equations in the ͑ , ͒ coordinate system was used, and thus the theory 33 comprises the same drawbacks as the theory for perfect crystals. Recently, Takagi-Taupin equations have been generalized for an M-beam diffraction condition. 34 However, this approach, 34 like the classical dynamical theory, fails to provide correct Bragg angles for grazing incidence and backscattering.
Here we develop a theoretical approach for the solution of multiple-beam diffraction from multilayer crystalline systems with vertical strains, which is free from the assumptions used in the precedent theories. We present simulation examples and compare them with results obtained using two-wave approximation theories. We also compare the experimental data obtained from a SiC thin film on a Si substrate with simulations based on the developed formalism.
II. THEORY

A. Diffracted-wave amplitudes from a single crystal
The fundamental equations of M-wave diffraction in a crystal, expressed in terms of the electric field E, are 27, 29 
where m =0,1,… , M −1, k m are the wave vectors of wave fields E m , K =1/, is the incident radiation wavelength, m−m Ј are the ͑h m − h m Ј ͒-order Fourier coefficients of the dielectric susceptibility of the crystal, h m are the reciprocallattice vectors involved in the diffraction process, and M is the number of strong waves. To solve the system of equations (1), a new approach was developed. 32 Unlike previous approaches, 30, [35] [36] [37] the main difference of the proposed formalism 32 was to represent the amplitudes of the diffracted waves using a coordinate system that is free of the unknown wave vectors. To expand the system of equations (1) from its vector form into the scalar form, a Cartesian coordinate system is introduced in reciprocal space (Fig. 1) . This approach 32 does not differentiate waves diffracted under Bragg and/or Laue conditions, and hence it gives a general solution for all the diffracted waves on both entrance and exit surfaces, including the grazing diffraction geometry. Solution of the system of equations (1) 
where all entries in the matrix Q are matrices of order M ϫ M, I is the unit matrix, 
v,w ͒ are the column vectors, and I 4 is the 4M ϫ 4M unit matrix. The supplementary vectors E v,w were introduced with the aim to reduce the generic problem (1) to an eigenvalue-eigenvector problem (2) and (3). The Cartesian coordinate system is assumed to have the z axis normal to the crystal entrance surface, with the x and y axes lying in the plane of the entrance surface. The choice of the origin and the directions of the x and y axes is governed primarily by convenience.
To find the diffracted waves in vacuum, boundary conditions are applied to the whole wave field in the crystal, using the continuity of the tangential components of the electric and magnetic fields and the normal components of the electric displacement. In the case of x rays, continuity of the normal components of the magnetic induction follows from the continuity of the tangential components of the electric field.
B. Boundary conditions for an N-layer crystal system
Let us consider the boundary conditions for a structure with N crystal layers. Suppose now that the lattice parameter of each layer varies only in the direction normal to the surface. This model corresponds to the so-called unrelaxed multilayer system with no misfit dislocations. Unlike some previous theoretical approaches, 31, 33, 34 where the difference in lattice parameter was explicitly taken into account, in the present theory it is introduced through the variation of the Z m coordinates of the reciprocal-lattice sites. This significantly simplifies the theory. The tangential components k Ќm = ͑k x , k y ͒ of the wave vectors for the mth diffracted wave are the same in all crystal layers. The number of the diffracted waves in each layer is thus constant. Hence,
where n =1,2,… , N is the layer index. The whole wave field in each crystal layer is then
where the eigenvalues z j ͑n͒ and eigenvectors E mj ͑n͒ are the solutions of Eq. (2), which are obtained independently for each layer n; the crystal dielectric susceptibility
and c j ͑n͒ are unknown coefficients. Here, r Ќ = ͑r x , r y ͒ is the tangential component of the position vector and −t is its normal component, where t is the layer thickness. The term exp͑−2ik Ќm r Ќ ͒ is common for all layers and it does not affect the boundary conditions. Applying the above boundary conditions, one obtains the following system of equations for the top surface ͑l =1͒ of the top layer ͑n =1͒ and for the bottom surface ͑l =2͒ of the bottom layer ͑n = N͒:
where 
is a delta function. The electric fields of the waves in front of and behind the layered structure are E m͑1͒
respectively, where
At the interfaces between the neighboring n and n + 1 layers the wave fields match each other:
It is clear that at the interface between the two neighboring layers t ͑2͒ ͑n͒ = t ͑1͒ ͑n+1͒ .
To find the unknown coefficients c j ͑n͒ , we eliminate the unknown fields from the right-hand sides of Eqs. (10) . This linear combination results in two systems of 2M equations for the top surface ͑l =1͒ of the top layer ͑n =1͒ and the bottom surface ͑l =2͒ of the bottom layer ͑n = N͒, which can be written in a matrix form as
where c ͑n͒ = ͑c j ͑n͒ ͒ and E ͑0͒ are 4M and 2M column vectors, respectively, A ͑l͒ ͑n͒ and B ͑l͒ ͑n͒ are 2M ϫ 4M matrices, and m͑l͒ ͑n͒ = exp͑2iZ m ͑n͒ t ͑l͒ ͑n͒ ͒ are partial phase terms in mj͑l͒ ͑n͒ which are independent of j, while the diagonal 4M ϫ 4M matrices ⌿ ͑l͒ ͑n͒ contain the rest of the phases of mj͑l͒ ͑n͒ which are independent of m. Let us apply the same linear combination to the both sides of Eqs. (11)- (14) . Then the relation between unknown c ͑n͒ and c ͑n+1͒ at the interface between the neighboring n and n + 1 layers ͑n =1,2,… , N −1͒ can be given as
where for convenience the 4M ϫ 4M matrices D ͑l͒ ͑n͒ are represented as the sums
with 0 denoting the 2M ϫ 4M zero matrix. Thus, Eqs. (15) and (20) form a system that can be solved with respect to unknown coefficients c ͑n͒ . Using the recurrence formula (20) , the final relation between c ͑1͒ and c ͑N͒ can be written as
where
͑23͒
The solutions for c ͑1͒ and c ͑N͒ follow from Eqs. for the top layer, where
However, in a numerical implementation of the above formalism the solutions (24) and (25) can only be obtained for relatively thin crystal layers. This is a consequence of the fact that, in general, with increasing crystal layer thicknesses, the positive and negative imaginary parts Im z j ͑n͒ of the complex eigenvalues z j ͑n͒ lead to an overflow in the exponential terms in the matrices ⌿ ͑l͒ ͑n͒ and ͑⌿ ͑l͒ ͑n͒ ͒ −1 . A layer with thickness which is a multiple of the Bloch wavelength should be considered as a thick crystal. Unfortunately, within the framework of this simple solution, this overflow could not be eliminated by any substitution of unknown c ͑n͒ . Indeed, independently of any substitution
where ͑n͒ are arbitrary 4M ϫ 4M diagonal matrices, the matrix products in the brackets of Eq. (23) are
Since the matrix products are noncommutative, expression (27) always contains the exponential terms in ⌿ ͑n͒ = ͓exp͑2iz j ͑n͒ t ͑n͒ ͔͒ jj that overflow for Im z j ͑n͒ Ͻ 0.
To eliminate this overflow in the case of thick crystal layers and with a semi-infinite bottom layer (substrate), we propose an alternative solution for the matrix equations (15), via a substitution of the unknown c ͑n͒ using Eq. (26). Thus Eq. (20) can be rewritten as
for n =2,… , N − 1. Here,
The diagonal elements of the matrices S ͑l͒ ͑n͒ = ͓s j͑l͒ ͑n͒ ͔ jj and ma- The unknown coefficients ĉ ͑1͒ for the top layer are given then by
Finally, the unknown ĉ ͑N͒ for the bottom layer are given as
͑37͒
Thus, our approach provides correct computational solutions for c ͑1͒ and c ͑N͒ in the boundary conditions for an N-layer crystalline structure. From Eqs. (7) and (8) the waves in vacuum at the top surface ͑l =1͒ of the top layer ͑n =1͒ and at the bottom surface ͑l =2͒ of the bottom layer ͑n = N͒ can be expressed as
where Ê ͑l͒ ͑n͒ and Ẽ are 3M column vectors, with real space coordinates, of the diffracted and the incident wave amplitudes, respectively. The present formalism is valid for any number of diffracted waves. We have simulated two-wave diffracted intensity profiles from a single SiC layer deposited on a Si substrate. Figure 2 presents the simulations performed by using the above formalism (solid line), Takagi-Taupin theory 27 (dash-dotted line), and the extended dynamical theory 38 (dashed line). The simulations were performed for a Si (008) Bragg reflection with incident radiation energy E = 9.135 keV (Bragg angle ⌰ B = 88.5°), SiC layer strain magnitude of ⌬a z / a = −2.68ϫ 10 −4 in the normal to the crystal surface Z direction, where a is a lattice parameter of the Si substrate, and layer thickness t = 1.4 m. It is evident from the simulations that the present formalism provides virtually indistinguishable solutions for the structure at relatively large angular deviations from 90°. However, when the incident angle approaches 90°, the difference becomes evident. In most cases of a 90°Bragg reflection from a Si crystal the two-wave approximation is no longer valid. For example, a Si (008) reflection at the condition of exact 90°diffraction-i.e., when = a / 4 where is a wavelength of the incident x rays-is accompanied by a family of Si (044) reflections (Fig. 3) . It should be noted that in the case of the symmetric Si (008) diffraction at an exactly 90°Bragg angle, the family of Si (044) planes is reflecting nearly parallel to the crystal surface. Thus, a mixed normal incidence-grazing emergence extreme case is taking place. Moreover, both Laue and Bragg diffraction geometries are simultaneously satisfied for the family of Si (044) planes. Therefore, the existing approaches 33, 34 should not be used to simulate multiplebeam-diffracted intensity profiles, as they do not take into account extreme grazing angles occurring under multiplebeam diffraction conditions. To test the formalism developed in this paper for simulating diffracted intensity in the vicinity of a 90°Bragg reflection, we compared numerically calculated diffraction profiles with experimental data.
III. EXPERIMENT
The experiment was performed on BL29XU, Riken's Coherent X-Ray Optics Laboratory beamline, at the SPring-8 synchrotron radiation facility in Harima Scientific Gardens, Japan. The optical arrangement consisted of a primary, tunable Si (111) monochromator, followed by the second double-crystal Si (333) monochromator placed in (ϩ,ϩ) setup (Fig. 4) . As a result, the beam incident on the crystal sample has an energy spread in the vertical diffraction plane of the order of ⌬E / E =9ϫ 10 −6 ͑⌬E Ϸ 83 meV͒. Due to the far (approximately 64 m) distance from the radiation source to the experimental table and narrow (0.1 mm) slit aperture, the natural angular divergence of the radiation beam in the vertical and horizontal diffraction planes was approximately ⌬ = 1.6ϫ 10 −6 . The primary Si (111) monochromator selected synchrotron radiation energy in the vicinity of 9.132 keV ͑ = 1.358 Å͒ from the BL29XU undulator source. The radiation energy allowed the Si (008) reflection to occur at a Bragg angle of 90°. The sample was prepared as a 1.5-m-thick layer of SiC grown on a Si (001) substrate. The Si 1−y C y layer was deposited by reduced pressure chemical vapor deposition (RP-CVD) at 700°C. During the experiment the sample surface with SiC layer was faced to the incident beam. The sample was put in an azimuthal position such that the diffraction vectors of the family of Si (044) reflections lied in the horizontal and vertical planes respectively (Fig. 3) . Due to the natural horizontal polarization of the incident synchrotron x rays, only two of four Si (044) reflections were allowed-namely, those with the diffraction vectors in the vertical plane. An angular rotation of the sample was performed around the horizontal Y axis. Angular position of the sample around the vertical X axis was fixed at exact normal incidence.
The choice of the x-ray optics in terms of the energy resolution was based on having the required intensity to clearly observe 90°Bragg reflection from the Si 1−y C y layer. It should be noted that improvement of the energy resolution by, for example, an order of magnitude immediately leads to reduction of available flux by the same order or more. From our previous experience of studying of GaAs layers, 16 we estimated the magnitude of the reflection from the Si 1−y C y layer. Since reflection from a GaAs thin film is about an order of magnitude stronger than from the same thickness Si thin film, we kept the previously used x-ray optics 16 to ensure a sufficient flux in the irradiated area.
In addition, one of the main goals of the experiment was to observe interference thickness oscillations due to the interference of waves diffracted at 90°from the substrate and layer. The intensities of thickness oscillations were estimated to be about two orders of magnitude lower than the substrate peak. Therefore, the type of the detector system for this experiment was designed to completely exclude any influence of the incident x-ray beam. The reflection from the layer in the ion chamber monitor was not measurable. However, thickness oscillations could only be observed using the fluorescent target detector system implemented here. A use of semitransparent crystalline detectors such as p-i-n or avalanche photodiodes would very likely lead to unpredictable parasitic reflections inside such detectors. 15 The two-dimensional (angle-energy) intensity profiles in the vicinity of the exact 90°Bragg reflection position were collected as a function of the angular position of the crystal sample and incident synchrotron x-ray energy. The x-ray energy was selected by the primary beamline monochromator with consecutive realignment of the second monochromator to ensure the optimal mutual position of these two crystals along the optical axis. Energy increments of 200 meV were used to ensure the best energy resolution and a reasonable number of intervals, 50-60, in the two-dimensional scans in the energy direction. Angular scans were performed with a 0.01°increment step for each radiation energy.
The 90°reflection intensity profiles were measured using a NaI scintillation detector coupled to an in-beam polished copper plate 13 ( Fig. 4) . The plate had a small, approximately 0.3-mm-diam hole, which allowed the direct beam to freely pass the detector system. The scintillation detector collected the scattered fluorescence radiation produced by the back- scattered beams, which were scanned vertically across the copper plate 13 (Fig. 4) . The distance between the sample surface and the copper plate was approximately 40 mm. In this detector arrangement there is a "dead" angle, of about Ϯ0.2°, when the 90°reflected beam goes in exactly the opposite direction to the incident beam and misses the fluorescent target. Figure 5 presents the two-dimensional Si (008) Bragg reflection intensity profile that was collected as a function of the angular deviation of the sample from the 90°position and incident synchrotron x-ray energy. The dips near the angular origin (approximately Ϯ0.2°) are due to the "dead" angle described above. The higher intensity "range" is the Si (008) Bragg reflection from the substrate. The lower-intensity "ranges" are due to the diffraction from the SiC layer and interference with the Si (008) Bragg reflection.
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IV. RESULTS AND DISCUSSION
The angular-energy width of the peaks in the experiment is primarily determined by the angular-energy resolution of the secondary Si (333) monochromator. The energy bandwidth allowed by the secondary Si (333) monochromator was 83 meV. The observable width of the intensity "ranges" shown in Fig. 3 is approximately 100 meV. The slightly greater width of the intensity peaks, compared to the energy bandwidth behind the secondary Si (333) monochromator, is due to the discrete measurement in both angular and energy domains. Figure 6 presents the simulated two-dimensional (angleenergy) 90°Bragg reflection intensity profile in the same energy-angle range as in the aforementioned experiment. The energy-angle intensity map shown in Fig. 6 is a result of the convolution of the simulated intensity with the instrumental function defined by the experimental setup in Fig. 4 . The simulation was performed assuming incident plane-wave approximation. Figure 7 presents a comparison of the experimental and simulated angular profiles of the diffracted intensity which are taken from Figs. 5 and 6, respectively, at the same incident radiation energy. It is clear that the simulation matches the experimental observations. We have also used this formalism to simulate multiple-beam diffraction phenomena in the vicinity of a 90°Si (008) Bragg reflection from a perfect crystal 24 (Fig. 8) . The comparison of the experimental results with the simulations performed using this formalism confirms that the developed theory provides a correct solution for the multiple-beam diffraction intensities, even when the Si (044) grazing and (008) backreflections occur simultaneously. Clearly the formalism presented here successfully simulates diffraction from a perfect crystal and/or a layered structure. We have simulated the diffracted intensity in the vicinity of the exact 90°Si (008) Bragg reflection from a SiC/Si single-layered structure similar to the one used in the aforementioned experiment (Fig. 9) . It should be noted that the energy-angle area presented in Fig. 10 is within the area of the "dead" angle in the experimental data shown in Fig. 5 . The angular position of the intensity "ranges" is determined by the Bragg condition for the family of (008) and (044) reflections at the given x-ray energy. A strongly modulated intensity profile occurs in the multiple-beam diffraction area-that is, Ϯ0.5 eV and Ϯ5 arcsec around the origin. There is a strong resonant enhancement of the intensity diffracted from the SiC layer [ Fig. 10(b) ] due to the multiplebeam interference between the family of Si (008) and Si (044) reflections. Since this resonant interference feature in the diffracted intensity is highly sensitive to the fine structure of the crystal, a detailed analysis of the experimentally recorded intensities should provide us with a vertical profile of the complex structure factor.
V. CONCLUSION
We have developed a generalized approach to dynamical diffraction of x rays from multilayer crystal structures with vertical strains. It comprises a recursive 4M ϫ 4M matrix formalism for the fundamental wave equations in the case of M-beam diffraction. The developed theory is valid for the full range of incident angles-i.e., from grazing incidence through to exact backscattering. We have shown agreement between the simulated results for two-wave diffraction based on the present method and existing theories. We have also demonstrated the ability of our theory to simulate successfully experimental x-ray diffraction data collected under multiple-beam 90°Bragg diffraction conditions from a strained SiC film on a Si substrate, as well as from a perfect Si crystal. 24 The theory developed in this paper allows us to predict multibeam diffraction phenomena in the vicinity of 90°Bragg reflection for a layered crystalline structure. Such ultrahigh-energy versus angle resolution experimental studies will be carried out in the near future. 
