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(a) Birds, Sea, Sun, Waves (1038) (b) Birds, Sea, Sun, Waves (1039)
(c) Kauai, People (46093) (d) Kauai, People (46098)
Fig. 1. Examples of similar Corel images, the number in the parenthesis
being the ﬁle name of the image.
263 keywords from the Corel test set [1], such as ‘water’, ‘sky’
and ‘people’. For each keyword, the ﬁrst 20 images returned
by Yahoo are selected and annotated with the single query
keyword used to retrieve it, resulting in a collection of 5260
images. All images are JPG color images, with a resolution of
120x80 on average. In some cases these annotations were not
particularly appropriate because of the text based nature of the
Yahoo image search. For example, image 2(a) is retrieved by
using the word “water”, probably because there was an article
about drinking water around the image and the word “water”
appeared so many times that the Yahoo image search assumed
it was a “water” image. In addition, the images are sparsely
annotated because most images have more than one object. For
example, images 2(c) and 2(d) contain multiple objects, but are
only annotated with a single word. It is a more challenging
set because, unlike the Corel set, the collection is less likely
to contain groups of images with very similar content. The
implication is that effective training with the Yahoo set2 will
be more difﬁcult than with Corel.
In order to illustrate the self-similarity problem of the
Corel set, we computed on each data set (Corel and Yahoo)
the Euclidean distance between each image and its nearest
neighbour (NN) in the CSD feature space. As shown in Fig.
3, the X axis represents the value of distance, while the Y
axis represents the number of images that have a NN at this
distance. The average distance for the Corel set and Yahoo set
are 210 and 241 respectively. Statistically, 23.5% of the Yahoo
images have a NN with a distance less than the average value
of the Corel images. In contrast, up to 73.4% of the Corel
images have a NN with a distance less than the average value
of the Yahoo image.
2Available at: http://www.ecs.soton.ac.uk/phl/YahooSet.tar.gz
(a) Water (b) Mountain
(c) Sky (d) Grass
Fig. 2. Examples of Yahoo images. The top images are inappropriately
annotated, and for the bottom images only one object is annotated.
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Fig. 3. The curves show, on the Corel and Yahoo set respectively,
the CSD Euclidean distance between each image and its nearest
neighbour (NN).
III. THREE AUTO-ANNOTATION METHODS
We have implemented and used three very different ap-
proaches to image auto-annotation for the main comparison
of methods. These methods are designated as CSD-Prop,
SvdCos and CSD-SVM. We have introduced CSD-Prop [7]
as a propagation method based on a global feature vector, the
MPEG-7 Colour Structure Descriptor (CSD) [8]. SvdCos is a
more complex region based method using correlation statistics,
based on the work of [5]. Finally CSD-SVM is a multi-class
and multi-label image classiﬁcation method. Due to limited
space, the details of CSD-Prop and SvdCos are not described
here. Interested readers are referred to our previous work [7].
Image auto-annotation can be handled as a multi-class and
multi-label classiﬁcation problem. Multi-class means there
are more than two classes, each of which is represented
by a keyword, while multi-label means each image belongs
to multiple classes. For example, images of 1(a) belong to