The electronic structure and magnetic properties of a single Fe adatom on a CuN surface have been studied using density functional theory in the local spin density approximation (LSDA), the LSDA+U approach and the local density approximation plus dynamical mean-field theory (LDA+DMFT). The impurity problem in LDA+DMFT is solved through exact diagonalization and in the Hubbard-I approximation. The comparison of the one-particle spectral functions obtained from LSDA, LSDA+U and LDA+DMFT show the importance of dynamical correlations for the electronic structure of this system. Most importantly, we focused on the magnetic anisotropy and found that neither LSDA, nor LSDA+U can explain the measured, high values of the axial and transverse anisotropy parameters. Instead, the spin excitation energies obtained from our LDA+DMFT approach with exact diagonalization agree significantly better with experimental data. This affirms the importance of treating fluctuating magnetic moments through a realistic many-body treatment when describing this class of nano-magnetic systems. Moreover, it facilitates insight to the role of the hybridization with surrounding orbitals.
Magnetic anisotropies are fundamental to understand the nature of magnetic materials, nanodevices and magnetic structures that approach the single atom limit. As they are equally important for simple collinear and non-collinear magnetic structures in stabilizing the ground state properties, anisotropic magnetic parameters have also been shown to be crucial for dynamical control of non-equilibrium quantities, e.g., magnetic resonances, switching phenomena, damping effects and transport properties. Upon approaching the quantum limit, a full comprehensive and predictive theoretical framework for magnetism necessarily includes a quantum mechanical description of the local atomic environment.
In recent years much effort has been put into experimental studies of atomic scale anisotropies using local probing, e.g., scanning tunneling microscopy/spectroscopy (STM/STS) [1] [2] [3] [4] [5] , magnetic force microscopy [6] , and mechanically controlled break junctions, as well as with averaging spectroscopy, e.g., angular/spin resolved photoemission spectroscopy [7] [8] [9] , X-ray magnetic circular dichroism (XMCD) [10] [11] [12] [13] , and X-ray absorption fine structure (XAFS) [14] . Theoretically, progress has been made using model Hamiltonians [15] [16] [17] [18] [19] [20] [21] , density functional theory (DFT) [22] [23] [24] , and more recently also by merging these two strategies [25] . It is well known that model Hamiltonians can provide effective phenomenological theoretical descriptions whereas DFT is capable to reproduce ground state properties, and also have an element of being material specific, in principle without any experimental data as an input. Calculations based on single reference DFT typically fails for materials with strong correlation, something that is within the capabilities of DMFT coupled to accurate electronic structure methods [26] . Such LDA+DMFT approach has been very successful in addressing strongly correlated electrons systems. However, typically these calculations are aimed at describing bulk properties with good accuracy [26] , while the properties of isolated paramagnetic defects thus far has remained beyond reach. Hence most of the theoretical analysis of isolated ad-atoms on surfaces has been based on DFT using simple parametrizations of the exchange correlation functional, such as the local spin-density approximation (LSDA) and the generalized gradient approximation (GGA). There are some exceptions to this trend [25, 27, 28] .
For example, in the recent work of Mazurenko et al [25] spectral properties and exchange interactions of transition metal ad-atoms dimers deposited on the CuN surface were calculated through an Anderson impurity model, where just like LDA+DMFT dynamic correlation effects are considered.
So far there has been a large body of experimental investigations of magnetic nano-structures and ad-atoms on substrates. These studies involve e.g. Co atoms on a Pt substrate [5] , molecular magnets on a transition metal substrate [29] , complex chiral magnetic structures of surfaces [30, 31] and quantum corrals [32] . All these investigations have been analyzed theoretically, albeit only on an LSDA/GGA or LSDA+U level [29, 33, 34] , which do not offer a dynamical treatment of strong correlation effects. One may however suspect that a theoretical treatment that goes beyond LSDA/GGA or LSDA+U would bring forth important effects, that could explain e.g. the too small orbital moment of Co atoms on Pt [33] , or the difficulty in describing the magnetic excitation spectrum of Fe on CuN [22] . The present work is focused on Fe adsorbed on CuN, as an archetype in this class of nano-magnetic systems. We address details of the electronic structure in relation to spectroscopic data and magnetic properties and while we draw conclusions specific to this system in light of Ref. 1, we analyze the implications of our results in more general terms.
In this Letter we study a single paramagnetic adatom (Fe) on a surface (CuN), using a newly developed scheme based on DMFT combined with a full-potential linear muffin-tin orbital method (FP-LMTO) [35, 36] , and calculate all parameters pertaining to a quantum spin Hamiltonian and associated excitation spectrum. Our results show that correlation effects are in general important for this class of nano-magnets, both for electronic structure and magnetic properties.
The experimentally reported structure of an Fe atom on Cu(100)-c(2× 2)N surface has been simulated using a symmetric slab model, considering a 2×2 supercell of 4 Cu(100) layers and a 15 Å vacuum region, similar to previous DFT study [22] (see Fig. 1(a) ). The N ions are distributed uniformly on the topmost layer with a 2:1 ratio and an Fe atom is adsorbed to the Cu site as reported in the STM study of Ref. 1. We started our investigation by relaxing the ionic positions, using the projector augmented wave (PAW) method [37] as implemented in the Vienna ab-initio simulation package (VASP) [38, 39] . The relaxed geometry obtained in our calculation show that the adsorption of the Fe atom induces a local distortion on the surface, in good agreement with an earlier report [22] The optimized structure has been used to analyze the electronic structure and the magnetic properties within LDA/LSDA, LSDA+U and LDA+DMFT approaches using the FP-LMTO method [35, 36] as implemented in the RSPt code [40] . The LDA+DMFT calculations of the paramagnetic phase are based on the implementation presented in Refs. 41-43. As we shall see below, this allows an accurate determination of parameters describing the magnetic anisotropy of an effective quantum spin-Hamiltonian of this class of systems. The effective impurity problem for the Fe-3d states is solved through the exact diagonalization (ED) method [44] and also within the Hubbard I approximation (HIA) [45, 46] . To describe the electron-electron correlation, we have assumed U = 6 eV and J =1.0 eV for the Fe-d states, in agreement with a previous model study [25] . Further technical details has been described in the supplementary material (SM).
We first look at the projected density of states (PDOS) obtained using LDA method, as shown in Fig. 2 (a). The Fe-3d states are strongly m l dependent and especially the curves for m l = ±2 deviate from the corresponding plots for m l = ±1 and m l = 0 states. Despite these variations, all states have a peak near the Fermi level which are much narrower than compared to bulk bcc Fe, suggesting that the Fe-3d electrons are strongly localized which make LDA/LSDA based approach inappropriate. The peak at the Fermi level emerges from hybridization between the Fe adatom and the N-p states ( Fig. 2(a) ) and the hybridization strength is also different for different m l derived state as confirmed by the computed hybridization function, shown in SM.
A proper description of the fluctuating moment is outside of the capabilities of Kohn-Sham DFT. Both LSDA and LSDA+U works with symmetry broken solutions, hence a small but finite spurious static magnetic moment is induced in the neighboring atoms. With this in mind we inspect the PDOS obtained with LSDA and LSDA+U, reported in Fig. 2(b) . Interestingly, the PDOS obtained in LSDA does not exhibit any gap at the Fermi level. Including a static solution to the impurity Hamiltonian within LSDA+U, the one-particle excitation spectrum becomes wider and the spectral weight at the Fermi level decreases. However, the spectrum is still gapless. In Fig. 2(c) , we report the spectral function obtained in LDA+DMFT, which for simplicity we will also label as PDOS. We note that our paramagnetic LDA+DMFT results closely mimic the experimental scenario, since the system has only a single magnetic impurity with fluctuating local moments and no local Weiss field present. If no hybridization is considered, as in the HIA [46] , a large gap arises and sharp peaks are present. As expected, the differences between the various m l states are minor, due to that they originated mainly from the hybridization with the substrate. These effects are taken into account in LDA+DMFT with ED. In Fig. 2(c) one can see that the hybridization affects the different m l projections to a different extent. In particular, in ED the band gap is decreased with re-spect to HIA, implying that the hybridization with the surface states shifts conduction and valence levels towards the Fermi level and the gap is different for different m l states. These differences are reflected in the strong magnetic anisotropy, as discussed below. Notice that the low-energy states defining the gap resemble those obtained in LDA+U, which points to a good description of the hybridization function [44] . Interestingly, the formation of high-energy satellites in valence band spectra makes the ED spectrum much wider compared to all the other methods. The large differences obtained in LDA+DMFT with ED with respect to the other methods underlines the need of a proper treatment of correlation effects, hybridization and magnetic order to address this class of nano-magnets.
Next we analyze the magnetic properties of this system, first as obtained from first-principle simulations and then in terms of an effective, quantum spin-Hamiltonian. The computed energies, the Fe spin and orbital moments, as well as the total moments per unit cell are reported in Table I, for the three different magnetization directions, as obtained from LSDA and LSDA+U with the inclusion of spin-orbit coupling (+SOC). Our calculations within both approaches suggest that the z-axis, (line of N ions), is the easy axis of magnetization which is in agreement with experiment [1] as well as with an earlier DFT study within the LSDA+SOC approach [22] . Our calculations reveal that the spin moment of the Fe ion remains unaltered as we change the magnetization directions. However, the orbital moment undergoes a significant change, and is greatest along the easy axis of magnetization. Such a large orbital moment anisotropy is expected from the analysis of Ref. 47 . Here a direct proportionality between the orbital moment anisotropy and the magneto crystalline anisotropy was derived, and since the magneto crystalline anisotropy of the presently 
Here, the first term corresponds to the Zeeman splitting due to the applied magnetic field B, while the second and third term correspond to the axial and transverse anisotropy energies. Since Fe is very close to the d Table II . Our results within LSDA+SOC are in good quantitative agreement with those by Shick et al. [22] . We also find that static Hartree-Fock corrections as Finally we discuss the most important aspect of our study, the estimation of the spin excitation energies via LDA+DMFT. Instead of calculating D and E, which are obtained by fitting the measured magnetic field dependent spin excitation energies, we focus on the spin excitation energies for zero magnetic field (B in Eq. (1)), which are measured directly from an STM experiment. In absence of any external magnetic field (B = 0), the axial term of the spin Hamiltonian of Eq. (1) will split the degeneracy of the m s projected states and the transverse term will mix them. Thus the degenerate S = 2 ground state will be split into five eigenstates, as schematically explained in In addition, we estimated the spin excitation energies for the zero magnetic field by diagonalizing the Hamiltonian in Eq. (1) for the values of D and E that we obtained from our LSDA+SOC and LSDA+U+SOC calculation (see Table II ). The excited states can again be marked as in 
II. HYBRIDIZATION FUNCTION
The m l projected hybridization function is shown in figure 1. Our result clearly shows that the hybridization strengths are different for different orbitals and it is the strongest for m l = ±1 states. 
III. SPIN HAMILTONIAN
To lowest order, spin excitations in an anisotropic environment can be described by the spin Hamiltonian H = gµ B B · S + DS 
Here, the first term corresponds to the Zeeman splitting due to the applied magnetic field B, where where g is the g-factor and µ B is the Bohr magneton. The second and third terms correspond to the phenomenological representations of axial and transverse anisotropy energies, characterized by strengths D and E, respectively. In Equation 2, the z axis is chosen along the easy magnetization direction. The spin Hamiltonian of Eq. (2) can be easily rewritten in terms of the spin raising (S + ) and spin lowering operator (S − ) in the following form:
If we again assume Fe to be in a S = 2 state, the Hamiltonian in the m s basis for B = 0 can be written as 
