Multiphase cascaded lattice Boltzmann method  by Lycett-Brown, Daniel & Luo, Kai H.
Computers and Mathematics with Applications 67 (2014) 350–362
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Multiphase cascaded lattice Boltzmann method
Daniel Lycett-Brown ∗, Kai H. Luo
Energy Technology Research Group, Faculty of Engineering and the Environment, University of Southampton, Southampton,
SO17 1BJ, UK
a r t i c l e i n f o
Keywords:
Lattice Boltzmann
Cascaded LBM
Multiphase
Spurious velocities
a b s t r a c t
To improve the stability of the lattice Boltzmann method (LBM) at high Reynolds number
the cascaded LBM has recently been introduced. As in the multiple relaxation time
(MRT) method the cascaded LBM introduces additional relaxation times into the collision
operator, but does so in a co-moving reference frame. This has been shown to significantly
increase stability at low viscosity in the single phase case. Here the cascaded LBM is
further developed to include multiphase flow. For this the force term is calculated by
the interaction potential method, and introduced into the collision operator via the exact
difference method (EDM). Comparisons are made with the lattice Bhatnagar–Gross–Krook
(LBGK) method, and an MRT implementation. Both the cascaded and MRT methods are
shown to significantly reduce spurious velocities over the LBGKmethod. For the particular
case of the Shan–Chen interparticle force term calculationwith the EDM, the cascaded LBM
is successfully combined with a multiphase method, and shown to perform as well as the
more established MRT method. The cascaded LBM is found to be a considerably improved
approach to the simulation of multiphase flow over the LBGK, significantly increasing the
stability range of both density ratio and Reynolds number. Additionally the importance of
including third order velocity terms in the equilibria of both the cascaded andMRTmethods
is discussed.
© 2013 The Authors. Published by Elsevier Ltd.
1. Introduction
The lattice Boltzmannmethod (LBM) is a rapidly developing approach to computational fluid dynamics (CFD). It has been
successfully applied to a variety of problems, including (but not limited to) turbulence, micro flows, flows through porous
media, magnetohydrodynamics and both multiphase and multi-component systems (see e.g. [1–3] and references therein).
Instead of solving the macroscopic Navier–Stokes equations as in traditional CFD, the LBM works on the mesoscopic scale,
solving a discretised Boltzmann equation, designed to recover the Navier–Stokes equations in the macroscopic limit. As the
LBM works with particle distribution functions, complex macroscopic fluid behaviors which occur as a result of particle
interactions, such as phase separation, can be easily included. As interfaces between high and low density phases arise
naturally, no interface tracking is required, representing a significant advantage over traditional CFDmethods formultiphase
flows.
A number of methods for including multiphase behavior into the LBM have been proposed, including the free-energy
models [4–6], those based on the kinetic theory of dense fluids [7–9], and the interaction potential models [10–12] which
are used here. Originally proposed by Shan and Chen [10] these models calculate a force through a local interaction
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potential, which thenmodifies the equilibriumdistribution functions. Despite the success of themultiphase LBM, simulating
flows with both a high density ratio between the liquid and gas phases and low viscosity remains challenging, a major
problem being the well known formation of spurious velocities around curved interfaces. A number of improvements to
the interaction potential model have been proposed, and can be divided into two categories; those that modify the force
calculation, such as increasing the order of isotropy [13] or modifying the equation of state [14], and those that improve the
incorporation of the force into the equilibrium distribution functions, such as the exact difference method (EDM) [15], and
themethod by Guo et al. [16]. Lee and Fischer [17] have recently introduced a newmodel which recasts the force calculation
from the pressure form used in the interaction potential models, to a potential form, so as to eliminate discretization errors
responsible for the spurious velocities. The scheme is shown to remove spurious velocities from interfaces at equilibrium,
however compromises conservation of mass and momentum [18].
In its simplest form the LBM uses a single relaxation time Bhatnagar–Gross–Krook (BGK) collision operator. It has been
extensively shown in the single phase case that a significant improvement in attainable Reynolds number can be obtained
through the use of a multiple relaxation time collision operator [19–22]. Instead of relaxing particle distribution functions
towards their equilibrium distribution functions, a transformation is made into moment space, where individual moments
can be relaxed independently, and the relaxation rates of higher order moments can be used to increase stability. Attempts
have beenmade to apply this to the variousmultiphase schemes, leading in some cases to an increase in attainable Reynolds
number [23–27]. A decrease in spurious velocities has also been observed. Recently Geier et al. [28] proposed the cascaded
LBM, in which the collision operator relaxes moments in a co-moving reference frame, and showed improvements over
results obtained using the MRT collision operator. Here, this cascaded LBM is applied to the multiphase case, with results
compared to anMRT implementation. The EDM is used (in both cases), as this gives significant improvement over the original
Shan–Chen implementation of the interaction potential model, and does not modify the collision operator (as is the case in
the method of Guo et al.).
Here an alternative derivation of the cascaded LBM is presented in Section 2, and the MRT method used for comparison
is described in Section 3. The multiphase method using the EDM, is introduced in Section 4. Results and comparisons are
then given in Section 5, and conclusions drawn.
2. Cascaded LBM
Although the MRT method significantly enhances stability over the LBGK method as viscosity decreases, it still becomes
unstable for sufficiently low viscosities. Geier et al. offered an explanation for this instability, and derived the cascaded LBM
in an attempt to overcome it [28]. The two main problems with the MRT method were identified as insufficient Galilean
invariance, and a so-called ‘crosstalk’ betweenmoments. The Galilean invariance arises as a result of relaxing rawmoments,
defined in the reference frame of a fixed lattice, and can be overcome by instead relaxing central moments, defined in
a reference frame moving with the fluid. These central moments can be expressed in terms of raw moments, with central
moments of a certain order only containing terms of rawmoments of that order and below. Relaxing a rawmoment therefore
effects higher order central moments, and it is this crosstalk between central moments that is suggested as a source of
instability. This is overcome through relaxing moments in a cascade from lowest to highest order moment, the effect of the
relaxation of a raw moment on a higher order central moment being known and removed before that higher moment is
itself relaxed.
Here we follow a slightly different derivation to that given by Geier et al. and begin with the rawmoment representation
of populations (see e.g. [19]). These are then translated into their central moment form, before each central moment is
independently relaxed. The two-dimensional, nine velocity lattice is used, with velocities v(i,j) = (v(i), v(j)), constructed
as the tensor product of the velocities from the sets of two one-dimensional, three velocity lattices, with v(i) = i, where
i = 0,±1. Moments of this product lattice can be written as [29]
ρMpq = ⟨f(i,j)vp(i)vq(j)⟩, p, q ∈ {0, 1, 2}, (1)
where ⟨. . .⟩ represents summation over all of the velocity indices. In this notation M00 = 1 is the normalized density, and
M10 and M01 the x and y velocities (ux and uy) respectively. We define the trace of the pressure tensor, T , and the normal
stress difference, N , (both at unity density) as
T = M20 +M02, N = M20 −M02. (2)
Πxy = M11 is the off diagonal element of the pressure tensor (at unit density), and Qyxx = M21, Qxyy = M12 and A = M22 are
the third and fourth order moments. Populations can be expressed in terms of these moments as:
f(0,0) = ρ [1− T + A] ,
f(σ ,0) = 12ρ

1
2
(T + N)+ σux − σQxyy − A

,
f(0,λ) = 12ρ

1
2
(T − N)+ λuy − λQyxx − A

,
f(σ ,λ) = 14ρ

A+ σλΠxy + σQxyy + λQyxx

,
(3)
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where σ , λ = {−1, 1}. Central moments are defined as in Geier et al. [28], as:
ρM˜pq =

(v(i) − ux)p(v(j) − uy)qf(i,j)

. (4)
After some algebra, each of the raw moments can be expressed in terms of central moments,
Πxy = Π˜xy + uxuy,
N = N˜ + (u2x − u2y),
T = T˜ + u2,
Qxyy = Q˜xyy + 2uyΠ˜xy − 12uxN˜ +
1
2
uxT˜ + uxu2y,
Qyxx = Q˜yxx + 2uxΠ˜xy + 12uyN˜ +
1
2
uyT˜ + uyu2x ,
A = A˜+ 2uxQ˜xyy + 2uyQ˜yxx + 4uxuyΠ˜xy + 12u
2T˜ − 1
2

u2x − u2y

N˜ + u2xu2y,
(5)
and these can be substituted into Eq. (3), to give
f(0,0) = ρ

1+ u2xu2y − u2 + 4uxuyΠ˜xy −

u2x − u2y
2

N˜ +

u2 − 2
2

T˜ + 2uxQ˜xyy + 2uyQ˜yxx + A˜

,
f(σ ,0) = ρ2

u2x + σux

1− u2y
− u2xu2y − 2σuy + 4uxuy Π˜xy +

1+ σux + u2x − u2y
2

N˜
+

1− σux − u2
2

T˜ −

σ + 2ux

Q˜xyy − 2uyQ˜yxx − A˜

,
f(0,λ) = ρ2

u2y + λuy

1− u2x
− u2xu2y − 2λuy + 4uxuy Π˜xy +
−1− λuy + u2x − u2y
2

N˜
+

1− λuy − u2
2

T˜ − λ+ 2uy Q˜yxx − 2uxQ˜xyy − A˜,
f(σ ,λ) = ρ4

σλuxuy + σuxu2y + λuyu2x + u2xu2y +

4uxuy + σλ+ 2σuy + 2λux

Π˜xy
+
−u2x + u2y − σux + λuy
2

N˜ +

u2 + σux + λuy
2

T˜ +

σ + 2ux

Q˜xyy +

λ+ 2uy

Q˜yxx + A˜

.
(6)
With the populations written in this form, a collision operator with independent relaxation rates for each central moment
can be derived. The LBM is written as
f(i,j)

x+ v(i,j), t + 1
 = f ∗(i,j)(x, t), (7)
where collisions are written in the familiar form
f ∗(i,j) = (1− ω)f(i,j) + ωf eq(i,j). (8)
Using the form of f(i,j) in Eq. (6), for example for f ∗(0,0) this becomes
f ∗(0,0) = ρ

1− u2 + u2xu2y + 4uxuy

(1− ω) Π˜xy + ωΠ˜ eqxy

+
−u2x + u2y
2

(1− ω) N˜ + ωN˜eq

+

u2 − 2
2

(1− ω) T˜ + ωT˜ eq

+ 2ux

(1− ω) Q˜xyy + ωQ˜ eqxyy

+ 2uy

(1− ω) Q˜yxx + ωQ˜ eqyxx

+

(1− ω) A˜+ ωA˜eq

,
(9)
where the equilibrium values for the moments are given by [29]
Π˜ eqxy = N˜eq = Q˜ eqxyy = Q˜ eqyxx = 0, T˜ eq = 2c2s , A˜eq = c4s , (10)
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where c2s = 1/3 is the speed of sound squared. The relaxation rate for the trace of the pressure tensor, T , can be replaced
by ωb, relating to the bulk viscosity, and the relaxation rates for the third and fourth order moments replaced by ω3 and
ω4 respectively. This allows the bulk viscosity to be set independently of the kinematic viscosity, ν, and the higher order
moments to be relaxed independently. Using the equilibrium values of the moments, this leads to:
f ∗(0,0) = ρ

1− u2 + 4uxuyΠ˜∗xy −

u2x − u2y
2

N˜∗ +

u2 − 2
2

T˜ ∗ + 2uxQ˜ ∗xyy + 2uyQ˜ ∗yxx + A˜∗

,
f ∗(σ ,0) =
ρ
2

u2x + σux

1− u2y
− 2σuy + 4uxuy Π˜∗xy +

1+ σux + u2x − u2y
2

N˜∗
+

1− σux − u2
2

T˜ ∗ −

σ + 2ux

Q˜ ∗xyy − 2uyQ˜ ∗yxx − A˜∗

,
f ∗(0,λ) =
ρ
2

u2y + λuy

1− u2x
− 2λuy + 4uxuy Π˜∗xy +
−1− λuy + u2x − u2y
2

N˜∗
+

1− λuy − u2
2

T˜ ∗ − λ+ 2uy Q˜ ∗yxx − 2uxQ˜ ∗xyy − A˜∗

,
f ∗(σ ,λ) =
ρ
4

σλuxuy + σuxu2y + λuyu2x +

4uxuy + σλ+ 2σuy + 2λux

Π˜∗xy
+
−u2x + u2y − σux + λuy
2

N˜∗ +

u2 + σux + λuy
2

T˜ ∗ +

σ + 2ux

Q˜ ∗xyy +

λ+ 2uy

Q˜ ∗yxx + A˜∗

,
(11)
where fourth order velocity terms have been dropped, and
Π˜∗xy = (1− ω) Π˜xy,
N˜∗ = (1− ω) N˜,
T˜ ∗ = (1− ωb) T˜ + 23ωb,
Q˜ ∗xyy = (1− ω3) Q˜xyy,
Q˜ ∗yxx = (1− ω3) Q˜yxx,
A˜∗ = (1− ω4) A˜+ 19ω4.
(12)
Under the constraint of ωb = ω3 = ω4 = ω, this exactly recovers the BGK form of the collision operator. Using the
Chapman–Enskogmulti-scales expansion it can be shown that this scheme recovers the isothermal Navier–Stokes equations
at reference temperature T0 = c2s :
∂ρ
∂t
+∇ · (ρu) = 0,
∂
∂t
(ρu)+∇ · (ρuu)+∇p = ∇ · τ,
(13)
where
ταβ = ρν

∂uβ
∂xα
+ ∂uα
∂xβ
− δαβ∇ · u

+ ρξδαβ∇ · u, (14)
and
ν =

1
ω
− 1
2

c2s , ξ =

1
ωb
− 1
2

c2s , (15)
are the kinematic and bulk viscosities.
The form presented here is equivalent to the cascaded LBM given in Geier et al. [28], and results for increase in stability
in the single phase case are therefore found to be the same as those given therein.
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3. MRT method
For comparison an MRT method is used [19–22]. This involves transformation from the population basis to a moment
basis in which moments are relaxed, and in the original formulation the transformation between these bases was achieved
via a transformation matrix. The MRT method can also be derived by revisiting the derivation of the cascaded LBM given
above and simply removing the transformation step from the rawmoment basis to the centralmoment basis, as is done in the
following. The matrix form is also presented for completeness, although obviously the two different forms of the equations
are equivalent. In the cascaded method post-collision states are written in terms of central moments relaxed towards their
equilibria, in the MRT method they are written as raw moments relaxed towards their corresponding equilibria. In the
equivalent to Eq. (9), the post-collision state f ∗0,0 in the LBGK case can be rewritten as
f ∗(0,0) = ρ

1−

(1− ω) T˜ + ωT˜ eq

+

(1− ω) A˜+ ωA˜eq

. (16)
In this form relaxation rates can again be replaced to allow bulk viscosity to be varied independently and the third and fourth
order moments relaxed separately. The full set of post-collision populations is then
f ∗(0,0) = ρ

1− T ∗ + A∗ ,
f ∗(σ ,0) =
1
2
ρ

1
2
(T ∗ + N∗)+ σux − σQ ∗xyy − A∗

,
f ∗(0,λ) =
1
2
ρ

1
2
(T ∗ − N∗)+ λuy − λQ ∗yxx − A∗

,
f ∗(σ ,λ) =
1
4
ρ

A∗ + σλΠ∗xy + σQ ∗xyy + λQ ∗yxx

,
(17)
where post-collision moments are
Π∗xy = (1− ω)Πxy + ωuxuy,
N∗ = (1− ω)N + ω u2x − u2y ,
T ∗ = (1− ωb) T + ωb

2c2s + u2

,
Q ∗xyy =

1− ω′3

Qxyy + ω′3ux

c2s + u2y

,
Q ∗yxx =

1− ω′3

Qyxx + ω′3uy

c2s + u2x

,
A∗ = 1− ω′4 A+ ω′4 c2s + u2y c2s + u2x .
(18)
Equilibriumvalues have been inserted and primes are used to distinguish rawmoment relaxation rates fromcentralmoment
relaxation rates.
To express this in terms of matrix transformations in general the LBM can be written as
fi(x+ vi, t + 1)− fi(x, t) = −

j
Λij

fj(x, t)− f eqj (x, t)

, (19)
where for the specific case of the LBGK model the collision matrixΛij is given by
Λij = 1
τ
δij, (20)
where τ = 1/ω. In general, however, this is a full matrix, and solving Eq. (19) becomes complex. Through the use of a
transformation matrix, K , the collision matrix can be diagonalized. This transformation matrix is chosen such that
Kf = M, (21)
where f is the vector of population distribution functions, andM is the vector of moments,
M = ρ, ux, uy,Πxy,N, T ,Qxyy,Qyxx, AT . (22)
It transforms from the basis of populations to that of moments, and is given by
K =

1 1 1 1 1 1 1 1 1
0 1 0 −1 0 1 −1 −1 1
0 0 1 0 −1 1 1 −1 −1
0 0 0 0 0 1 −1 1 −1
0 1 −1 1 −1 0 0 0 0
0 1 1 1 1 2 2 2 2
0 0 0 0 0 1 1 −1 −1
0 0 0 0 0 1 −1 −1 1
0 0 0 0 0 1 1 1 1

. (23)
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Different transformation matrices have been used in different MRTmethods, corresponding to different moment bases, and
it is normal to orthogonalize this matrix, for example via the Gram–Schmidt procedure, however this is unnecessary for the
present discussion. Using this transformation matrix the MRT method can now be written as
fi(x+ vi, t + 1)− fi(x, t) = −ρK−1

β
Λˆαβ

Mβ(x, t)−Meqβ (x, t)

, (24)
whereK−1 transforms the relaxedmoments back into velocity space for the propagation step, andΛˆ = KΛK−1 is a diagonal
matrix,
Λˆ = diag 1, ωb, ω′4, 1, ω′3, 1, ω′3, ω, ω . (25)
It is worth repeating that this is equivalent to the MRT as given by Eqs. (7), (17) and (18). Although different MRT schemes
using different bases have been proposed it should be noted that the cascaded LBM cannot be recast in such a way by a
linear transformation. However, as discussed by Asinari [30], the cascaded LBM can be cast in matrix form by linearizing the
fourth order moment. The Chapman–Enskog procedure can be applied to this MRT scheme, and while this is not done here,
the result is the same as for the cascaded LBM, with shear and bulk viscosities given by Eq. (15).
The MRT and cascaded methods are closely related, involving propagation of distribution functions in velocity space,
followed by a transformation into moment space (using either rawmoments in the MRTmethod, or central moments in the
cascadedmethod), relaxation in this moment space, and transformation back to velocity space. As shown in Geier et al. [31],
the third order terms in velocity are required to maintain Galilean invariance. For the decay of a sinusoidal shear wave,
with amplitude in the y-direction, it was shown that a superimposed x-velocity reduced the measured viscosity by a factor
proportional to u2x , unless the third order termswere included. For fair comparison, these terms are also included in theMRT
method, and their effects on the multiphase results are discussed in Section 5.
4. Exact difference method
The original Shan–Chen method for multiphase flow calculated a force from a density dependent interaction potential,
and introduced this force into the LBM throughmodifying themomentum in the equilibrium distribution function. It is well
known that including the forcing term in this way leads to a scheme which is unstable for values of ω much higher than
1. A number of improvements to this method have been suggested, including the method of explicit derivatives, as used in
the multiphase schemes derived from the kinetic theory of dense fluids [7–9], the method of Guo et al. [16] which takes
into account discrete lattice effects, and the EDM. These schemes differ in the second order and higher moments of the
forcing term, and as we are concerned here with relaxing higher order moments it is important to choose a method which
introduces the lowest errors in the higher order terms. To compare each of the different schemes they can all be written in
the general form
f(i,j)(x+ v(i,j), t + 1)− f(i,j)(x, t) = Ω + F(i,j), (26)
whereΩ is a generic collision operator, and F(i,j) has moments
F(i,j) = 0, (27)
v(i,j)F(i,j) = F , (28)
v(i,j)v(i,j)F(i,j) = Ψ . (29)
Here the general term Ψ has been introduced as the second order moment. While this should equal (Fu + uF) in the
continuous case, in the discrete case it should include additional terms to cancel discretization errors, and differs in each of
the different forcing methods. By series expansion of Eq. (26) the momentum equation is derived as
∂
∂t

ρuˆ
+∇ · ρuˆuˆ+∇p = F +∇ · τˆ +∇ · E, (30)
where ρuˆ = ρu+ F/2, τˆ is given by
τˆαβ = ρν

∂ uˆβ
∂xα
+ ∂ uˆα
∂xβ
− δαβ∇ · uˆ

+ ρξδαβ∇ · uˆ, (31)
and E is an error term given by
E = τ (Fu+ uF)− τΨ +

τ − 1
4

FF
ρ
. (32)
In the continuous case the second order moment of F(i,j) cancels the first term. Each of the different forcing schemes do
this correctly, the leading order difference is in the third term. Ψ should also contain terms that cancel the third term,
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however in each scheme the coefficient in front of the FF term differs. The different resulting error terms are discussed
below. Additionally, Wagner [32] concluded that as the pressure tensor contains second order derivatives that are large
near to interfaces, the usual second order Chapman–Enskog expansion is insufficient to identify them. Using a fifth order
Taylor expansion it was shown for a one-dimensional example that the error term should also contain terms proportional
to the gradient of the forcing term.
For the Shan–Chen method the error term is given by
ESC =

τ − τ 2 − 1
4

FF
ρ
. (33)
The dependence on τ of this error is responsible for the poor performance of the method as τ is varied. Kupershtokh’s
derivation of the EDMwas one attempt to solve this problem [15]. As in He et al. [7] the∇v f term in the Boltzmann equation
can be written approximately as
∇v f ≈ ∇v f eq. (34)
As f cannot be expressed in terms of the microscopic velocity, v, then∇v f cannot be evaluated, however assuming that the
main part of f is f eq then the leading part of the gradient of f will be the gradient of f eq and this approximation will be valid.
He et al. [7] therefore wrote the forcing term as
F ·∇v f ≈ F · (v − u)c2s
f eq. (35)
Kupershtokh noticed that for Galilean invariance the relationship
∇v f eq = −∇uf eq (36)
must be true for the Maxwell–Boltzmann equilibrium distribution. Using the mathematical identity
∇uf eq dudt =
df eq
dt
(37)
the discretized forcing term can then be expressed as
F EDM(i,j) = f eq(i,j) (ρ, u+ F/ρ)− f eq(i,j)(ρ, u). (38)
This can be written out explicitly using the expressions for the equilibrium distributions. It is important to note that when
discussing results for second and third order terms in the collision operator that this expression is correspondingly truncated
at second and third order. From the second order moment of F EDM(i,j) the error term can be calculated as
EEDM = −1
4
FF
ρ
. (39)
Unlike in the Shan–Chen method the error term is no longer dependent on τ .
Guo et al. derive their scheme so as to eliminate the leading error, therefore the error term is
EGuo = 0. (40)
It should be noted that as the scheme of He et al. does not cancel any of the discretization errors, it has errors which are also
dependent on τ . However the derivation given in He et al. also uses the trapezoid rule in discretising the force integral. The
transformation of the resulting implicit scheme to an explicit scheme can be rewritten in the form of Eq. (26), for which the
force term only differs to the scheme of Guo at third order.
Fig. 1 shows plots of the theoretically derived leading order error terms and the measured gas density for the different
schemes, for varying τ . The experimental results are in good agreement with the theoretical predictions of the error, for the
lack of dependence on τ in both the EDM and Guomethod, the equivalence of the Shan–Chenmethod and the EDM at τ = 1,
and the approach of the Shan–Chen method to that of Guo as τ tends to 0.5. Despite the scheme of Guo et al. having zero
error from the second order Chapman–Enskog expansion, the results show greater errors in this scheme than in the EDM.
This is likely due to the additional error term derived by Wagner [32], which was found to be proportional to the gradient
of the forcing term. This will be high around interfaces and could therefore introduce significant error. Further study of this
term is not the purpose of the present work, a possible solution is given byWagner [32] andmethodswhich appear to cancel
this error with a tuneable parameter have been developed by Kupershtokh et al. [33] and Li et al. [34], although without
specific reference to the error term.
For the present purpose, the EDM is chosen as it gives only a small error which importantly is not dependent on the
viscosity. Significantly for the present work, unlike the other methods, the EDM does not modify the collision operator,
therefore the effect of the different collision operators on results can be studied. The result in Fig. 1 was repeated for the
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Fig. 1. Comparison between the coefficient of the leading error term, AE , (left) and the error between the measured gas density and that predicted by the
Maxwell rule, ε, (right). The solid black line and black crosses are for the Shan–Chen method [10], ASCE = (1/4− τ + τ 2), the dashed green line and green
circles are for the EDM [15], AEDME = 1/4, and the dotted red line and red diamonds are for the method of Guo [16], AGuoE = 0.
EDM with varying each of the relaxation parameters of the cascaded method and no effect on the result was observed,
therefore the effect of the cascaded LBM on the higher order errors can be evaluated independently of any errors from the
EDM. It should be noted that both MRT [35] and cascaded [36] models have been developed which reduce to the forcing
scheme of Guo in the LBGK limit.
Following the Shan–Chen model the force term is calculated as
F = −Gψ(x)

w(i,j)ψ(x+ v(i,j))v(i,j), (41)
where w(0,0) = 4/9, w(σ ,0) = w(0,λ) = 1/9 and w(σ ,λ) = 1/36. This force modifies the equation of state from that of an
ideal gas to
P = ρc2s +
Gc2s
2
ψ(x)2, (42)
where G controls the interaction strength, and ψ is the effective mass, originally give as
ψ(ρ) = ρ0

1− e− ρρ0

. (43)
Yuan and Schaefer [14] showed that through rearranging the expression for ψ more realistic equations of state could be
introduced, and that this significantly increased the density ratio attainable. The results given in the following section use
the Carnahan–Starling equation of state, unless specified otherwise, given by
PCS = ρRT 1+
bρ
4 +
 bρ
4
2 −  bρ4 3
1− bρ4
3 − aρ2, (44)
where the constants are set to R = 1, a = 1 and b = 4, in an effective mass given by
ψ(ρ) =

2

PCS − ρc2s

Gc2s
. (45)
Withψ in this form the density ratio is no longer governed by G (now specified to keep the square root acting on a positive
number), but by T .
5. Results
5.1. Validation
Comparisons are now made between the results from the cascaded LBM and those of the MRT and LBGK methods. The
effect of the third order velocity terms will also be considered. It is first necessary to ensure that adjusting the higher order
relaxation rates does not affect the results. Therefore theproperties of the system, includingdensity ratio and surface tension,
in equilibrium are studied, followed by those of an oscillating droplet. Finally the effects on the spurious velocities are
presented.
358 D. Lycett-Brown, K.H. Luo / Computers and Mathematics with Applications 67 (2014) 350–362
Fig. 2. Laplace law for varying ω3 , at ω = 1, for the LBGK method (ω3 = 1) (solid black lines), ω3 = 0.2 (dashed green lines), and ω3 = 1.8 (dotted red
lines). Left and right figures show the results for the second and third order schemes respectively. The measured surface tensions are σ = 0.0159 for the
LBGK method, σ = 0.0177 for ω3 = 0.2 and σ = 0.0157 for ω3 = 1.8 at second order, and σ = 0.0159 for the LBGK method, σ = 0.0169 for ω3 = 0.2
and σ = 0.0157 for ω3 = 1.8 at third order.
Simulations on a 2D, periodic domain of size 5× 199, using the Shan–Chen equation of state with G = −5.4, were used
to evaluate equilibrium properties. The systemwas initialized with gas in one half of the domain and liquid in the other, and
run to equilibrium. It is well known that the Shan–Chen model does not give a constant density ratio for varying viscosity,
the EDM resolves this issue, giving a constant density across a range of viscosities. For the MRTmethod the three relaxation
parameters, ωb, ω′3 and ω
′
4, were each independently varied between 0.2 and 1.8, at ω = 1, and at ν = 0.5 and 0.0625.
Comparing density ratios with those of the LBGK result at ω = 1, results were found to be nearly identical across the range
of viscosities and relaxation parameters (in the case of stable simulations), with the largest deviation found to be only 0.03%
(for the case ofωb = 1.8). The same resultswas found for the cascaded LBM, varyingωb,ω3 andω4, with the largest variation
again being only 0.03% (at ωb = 1.8). The only significant difference noted between the simulations was the time taken to
reach equilibrium. Equilibrium is reached sooner for ωb close to 0, and later for ωb near to 2 (and unaffected by changes in
the relaxation rates of the third and fourth order moments).
Fixing ω = 1, and varying the density ratio (through varying G), the same setup was used to produce phase diagrams.
Again the relaxation parameters were varied, and for both cascaded and MRT methods no visible variation in the phase
diagrams were observed, with any differences in density ratio being of the same order as above.
Surface tension can be evaluated using the Laplace law for droplets in equilibrium,
∆P = σ
R
, (46)
where σ is the surface tension and R the droplet radius. One criticism of the original Shan–Chenmodelwith equation of state
in the exponential form was the dependence of surface tension on density ratio, this can however be overcome by tuning
the parameters of the Carnahan–Starling equation of state, Eq. (44), or for example by using the grid-refinement method
as introduced by Sbragaglia et al. [13]. Here we consider one value of the surface tension by fixing the parameters of the
equation of state, as given previously. Droplets of different radii, up to a maximum of R = 30, were initiated in the center
of a 100× 100 domain and simulations run to equilibrium. For this the Carnahan–Starling equation of state was used with
T = 0.063, giving a density ratio of approximately 100, at both ω = 1 and ν = 0.03125. This was repeated for different
values of the relaxation parameters. For the case of ω = 1, varying ωb or ω4 across their stable domain produced very little
variation in themeasured surface tension or offset from the origin, with the greatest deviations in surface tension being less
than 0.9% and 0.5% for the case of ωb = 0.4 and ω4 = 0.2 respectively. Larger variations were observed when varying ω3,
with the largest being 11.3% at ω3 = 0.2. Moving from the second order to the third order scheme reduces this maximum
variation in surface tension to 6.3% (and has little effect on the ωb and ω4 results). The graph of Laplace law for the case of
varying ω3 is given in Fig. 2. A very similar result is observed in the MRT case, with the greatest deviations being 0.9% and
0.1% for the case of ωb = 0.2 and ω′4 = 0.4 respectively, and 11.9% in the case of ω′3 = 0.2, reducing to 7.6% in the third
order scheme. Reducing the viscosity to ν = 0.03125 increases some of these errors slightly. For varying ωb, ω3 and ω4
the maximum deviations in surface tension were found to be 4.0%, 3.7% and 2.6% at ωb = 1.0, ω3 = 0.4 and ω4 = 0.8 for
second order, and 4.1%, 3.7% and 2.5% respectively for third order, for the cascaded scheme. Again results are similar using
theMRT scheme, for varyingωb,ω′3 andω
′
4 the maximum deviations in surface tension were found to be 2.4%, 5.8% and 1.5%
at ωb = 0.8, ω′3 = 0.2 and ω′4 = 1.0 for second order, and 3.0%, 3.9% and 1.7% respectively for third order.
The Laplace law results show that the relaxation rates can be varied across their whole stability range, without
significantly affecting a droplet at equilibrium. Significantly the third and fourth order rates only have a small effect on
the result at ω = 1, although this increases for lower viscosity.
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Fig. 3. Droplet oscillations showing the deviation of the interface from its position at equilibrium,∆R (in lattice units), with time steps, t . Results shown
are for ν = 0.03125 for the LBGK method (solid black lines), ωb = 1.0 (dashed green lines), and ω3 = 0.4 (dotted red lines). Left and right figures show
the results for the second and third order schemes respectively. The measured oscillation periods are To = 1074.2 for the LBGK method, To = 1097.3 for
ωb = 1.0, and To = 1059.0 for ω3 = 0.4 at second order, and To = 1074.8 for the LBGK method, To = 1101.3 for ωb = 1.0, and To = 1072.8 for ω3 = 0.4
at third order.
The case of an oscillating droplet is now considered. The same setupwas used,with viscosity set to 0.03125. Once droplets
reached equilibrium an initial velocity was applied, given by:
ux = U0 x− x0R
uy = −2U0 y− y0R ,
(47)
for droplets centered at (x0, y0). Again, this was repeated across the stable domain of each relaxation parameter. Results
for the cascaded LBM are shown in Fig. 3. Varying ω4 produced no visible deviation in result, with a maximum change in
period of just 0.1%, and results are therefore not shown. The graphs show the deviation of the droplet interface from its
position at equilibrium, along the x-axis. Each case shows the most extreme variation observed within the stable domain
of each relaxation parameter, compared with the LBGK solution. For varying ωb the largest variation in period, as shown in
Fig. 3(left), was 2.1% at ωb = 1.0. This result does not change on moving to third order, as shown in Fig. 3(right). In the case
of ω3, the largest deviation in period from the LBGK result was 1.4% at ω3 = 0.4 at second order, reducing to just 0.2% for
third order. As with the Laplace law, results for the MRT case were very similar, and are therefore not shown. Themaximum
variations in period were found to be 4.7%, 1.9% and 0.1% at ωb = 0.8, ω′3 = 0.4 and ω′4 = 1.8, for second order, and 4.9%,
0.3% and 0.1% respectively for third order. As with the cascaded method varying the fourth order moment relaxation rate
has virtually no affect on results, with the same being true for the third order moment rate in the third order scheme. A
similar result was observed at ω = 1.
5.2. Spurious velocities
As it has been shown that the additional relaxation rates can be variedwithout having significant effect on themultiphase
result, even at low viscosity, these parameters can be used to improve stability without a detrimental effect on accuracy.
The following results describe the changes observed in the spurious velocities found around droplets, for varying these
relaxation parameters. As well as spurious velocities, another cause of instability in the Shan–Chen LBM has been identified
as the higher speed of sound in the liquid phase due to the modified equation of state [37]. Here the focus is on reducing
spurious velocities, and both cascaded and MRT models are compared using the same equation of state.
Droplets of radius 20 were set up in the center of a 100 × 100 domain, with a density ratio of 20 (using T = 0.073).
At equilibrium the maximum spurious velocity magnitude and average spurious velocity magnitude in the gas phase were
recorded. This was repeated for varying all three relaxation parameters simultaneously, with each varied from 0.2 to 1.8 in
intervals of 0.2 (a total of 729 simulations).While themaximum spurious velocity, which usually occurs inside the interface,
is normally reported, it was observed that this did not always give a good indication of the reduction in spurious velocity
throughout the domain, as shown in Fig. 4. Therefore the following results report the reduction in the average spurious
velocity in the gas.
Fig. 5 shows results for theminimum value found for the average spurious velocity in the gas around droplets, for a range
of viscosities from 1 to 0.001. Results for the cascaded LBM and the MRT method are shown, along with the LBGK case for
comparison. Both the cascaded LBM and the MRT method give similar significant reductions in spurious velocity over the
LBGK method. This reduction is up to two orders of magnitude for certain viscosities, and taking for example 0.001 as the
maximum average spurious velocity in the gas which can be tolerated for a simulation, increases the useable range of low
viscosities by roughly two orders of magnitude.
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Fig. 4. Magnitude of the spurious velocities around a droplet against the distance from the droplet center, r , for a droplet of radius 20 at ω = 1, for the
LBGK method (black crosses) and the cascaded LBM with ω4 = 0.2 (red circles). A small reduction in maximum spurious velocity (around r = 20) is
observed, while the reductions in the gas phase (r > 20) can be greater than an order of magnitude.
Fig. 5. Minimum average magnitude of the spurious velocities in the gas phase, for varying viscosity at a density ratio of 20. Results are for the LBGK
method (solid black line), the MRT method (dotted green line) and the cascaded LBM (dashed red line), for the second order (left figure) and third order
(right figure) schemes.
Fixingω = 1, Fig. 6 shows results for varying density ratio. It can be seen that both the cascaded LBMand theMRTmethod
provide significant reductions in spurious velocities over the LBGK case, with the cascaded LBM giving lower velocities than
the MRT method at high density ratios. A two orders of magnitude reduction in spurious velocities over the LBGK method
is seen at high density ratios with the cascaded LBM. In the third order case, the improvement over the LBGK method is
smaller, due to a large reduction in spurious velocities between the second and third order LBGK models. Results for the
cascaded LBM are slightly worse than at second order, bringing them into line with those from the MRT method.
The cascaded LBM has given significant reductions in spurious velocities compared with the LBGKmethod, across a wide
range of viscosities and density ratios, with results similar to or slightly better than those observed with the MRT method.
At second order the cascaded method is seen to outperform the MRT method, especially at high density ratios. However in
the third order case both the MRT method and the cascaded LBM give very similar improvement over the LBGK method. As
the third order term is required to maintain Galilean invariance, and has been shown here in the case of oscillating droplets
to be important when varying ω3, it should be included in the model.
6. Conclusion
It has been shown that an implementation of the cascaded lattice Boltzmannmethod can significantly reduce the spurious
velocities found around curved interfaces in amultiphase system,which uses the Shan–Chen interparticlemodel to calculate
the forcing term. This is achieved through varying the relaxation rates of higher order moments defined in a co-moving
reference frame. It has been shown that these relaxation rates can be varied without significant deterioration in the results,
and that they can therefore be used to tune the system for lower spurious velocities and improved stability, without
compromising the accuracy of the solution. This is in line with the finding of Geier et al. [28] for improved stability over
the LBGK method in the single phase case. Additionally it has been shown that third order velocity terms play a significant
role and should not be neglected.
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Fig. 6. Minimum average magnitude of the spurious velocities in the gas phase, for varying density ratio at ω = 1. Results are for the LBGK method (solid
black line), the MRT method (dotted green line) and the cascaded LBM (dashed red line), for the second order (left figure) and third order (right figure)
schemes.
Comparisonsweremadewith anMRT implementation, in both cases the exact differencemethodwas used, so differences
between models due to the collision operator alone (and not the multiphase implementation) could be observed. The
cascaded model was shown to perform as well as the more established MRT method across a large parameter range. This
result, in combinationwith improvements over theMRTmethod in the single phase case [28,31], suggests that the cascaded
LBM is a valuable addition to the family of lattice Boltzmann models. Finally, the reduction in spurious velocities over the
LBGK model extends the useable region of the multiphase LBM in terms of both higher density ratios and lower viscosities,
thus bringing themethod closer to its goal of simulating the high density ratios and high Reynolds numbers observed in real
world systems. A compromise exists between tuning the relaxation parameters for increased stability and reduced spurious
velocity, therefore future work should focus on combining the cascaded LBM with other multiphase methods, for example
the method of Lee and Fischer [17].
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