In this paper, we address the problem of stability and frequency regulation of a recently proposed inverter. In this type of inverter, the DC-side capacitor emulates the inertia of a synchronous generator. First, we remodel the dynamics from the electrical power perspective. Second, using this model, we show that the system is stable if connected to a constant power load, and the frequency can be regulated by a suitable choice of the controller. Next, and as the main focus of this paper, we analyze the stability of a network of these inverters, and show that frequency regulation can be achieved by using an appropriate controller design. Finally, a numerical example is provided which illustrates the effectiveness of the method.
I. INTRODUCTION
Along with the emergence of the renewable energy sources in power networks, and consequently the increasing usage of power converters, new issues and concerns regarding stability of the grid have arisen. Recently, the problem of low inertia of inverter dominated systems has been extensively investigated. In classical electrical grids, synchronous generators dominated the power source types in the network. These machines possess a massive rotational part, rotating at the same frequency as that of the generated electrical sinusoidal voltage. The kinetic energy of such rotation takes the role of an energy reservoir. When an abrupt increase or decrease occurs in the load, the kinetic energy of the synchronous machine is injected into, or absorbed from the network, respectively. In conventional power converters, the absence of this reservoir jeopardizes the stability of the network, and leads to new frequency instability issues in power systems [1] - [3] . Furthermore, inverters have fast frequency dynamics and the traditional control strategies are too slow to prevent large frequency deviations and their consequences [2] . In particular, in networks with low inertia, the rate of change of frequency (ROCOF) may be large enough to activate the load-shedding switches of a power network, even with a small power imbalance [4] . As a remedy to this problem, the concept of Virtual Inertia has been introduced and various methods have been proposed so that the inverters emulate the behavior of synchronous generators [5] - [12] . Although a better performance of the inverters results with this emulation, the virtual inertia cannot react instantaneously. This is due to the fact that the AC measurements play a major role in mimicking the inertia [4] , and hence the inevitable delay in these measurements slows down the emulating behavior. Therefore, as an alternative, methods to provide an instantaneous physical inertia have been proposed. More specifically in [13] - [15] , the energy stored in the DC-side capacitor of the inverter is employed as a replacement of the kinetic energy stored in the rotor of a synchronous generator. The DC-side capacitor is an inherent element in most inverters. We refer to these devices as Inverters with Capacitive Inertia (ICI) throughout the paper. Recently, a promising and detailed nonlinear model of such devices is provided in [16] , where the generated frequency is proposed to be proportional to the measured voltage of the DC-side capacitor (see Figure 1 ). However in [16] , the stability of the inverter, connected to a single load or a network, was not investigated. Note that, as previously mentioned, the motivation for emulating inertia is to alleviate the stability problems of low-inertia networks dominated by inverters.
In this paper, we remodel the ICI dynamics in [16] from a power perspective, in order to ease the stability analysis of these devices in several scenarios. In Section II, the case of a single inverter connected to a constant power load will be investigated. A primary controller is provided, which guarantees stability of the system. Next, it is shown that the frequency can be regulated to its nominal value by a secondary controller. In Section III, the stability of a network of ICIs is investigated and a distributed controller is proposed to regulate the frequencies to the desired value. Finally, a numerical example illustrates the effectiveness of the method.
Notation For i ∈ {1, 2, ..., n}, by col(a i ) we denote the column vector [a 1 a 2 · · · a n ] T . For a given vector a ∈ R n , the diagonal matrix diag{a 1 , a 2 , · · · , a n } is denoted in short by [a] . The function sin a represents the element-wise sine function, i.e. sin a = col(sin(a i )). The symbol 1 denotes the vector of ones with an appropriate dimension, and I n is the identity matrix of size n.
II. SINGLE INVERTER WITH CAPACITIVE INERTIA
In this section, we first explain briefly how a single inverter is modeled in [16] , and next we reconfigure the model from the electrical power perspective. Finally the control method is elaborated.
A. ICI Model in [16] Figure 1 depicts the schematic of an ICI, which is based on the averaged model of a three-phase converter (For the sake of clarity, the electrical circuit of one phase is shown.). The electrical part, shown in black, consists of a controllable current source i dc , a resistor with the conductance G dc , and a capacitor C dc in the DC-side. The switching block in the middle converts the DC current to an alternating current. This conversion is carried out via a pulse width modulation (PWM) unit which provides on/off signals to the switching block according to a given phase angle input θ. A low-pass LCL filter in the AC-side eliminates the high frequency harmonics of the output signal. This process generates a sinusoidal voltage v ac with the phase angle θ.
In a synchronous generator, when the power demand is more than the mechanical input power, the lacking amount of energy is taken from the kinetic energy of the rotor ( 1 2 Jω 2 ), hence the angular velocity of the rotor decreases and the frequency of the output voltage drops. Similarly, in power converters with a DC-side capacitor, the extra power demand is released from the energy 1 2 C dc v 2 dc stored in the capacitor. However, contrary to the inertia of a synchronous generator, if the voltage of the DC-side drops, this will not be visible in the output frequency at the AC-side. In order to remedy this, in [16] , and to emulate the inertial behavior, the frequency ω =θ of the output voltage v ac is designed to be proportional to v dc . This is achieved via an integral action over the measured voltage v dc with the integral coefficient κ, and feeding it as the PWM signal to the switching block, i.e.θ = κv dc (see Figure 1 ). Hence
where a reasonable choice for the integral coefficient is
with ω * ∈ R denoting the desired frequency (angular velocity corresponding to 50 Hz or 60 Hz). Furthermore, using Kirchhoff's current law in the DC side, we have
Combining (1) and (2) we obtain the model [16] 
where J = C dc κ 2 and D = G dc κ 2 .
B. ICI Model from the Electrical Power Perspective
We can rewrite the system (3) as
where P in = v dc i in is the electrical power that is injected into the switching block. Assuming that no power is dissipated in the switching block and the LCL filter (see Figure  1 ), i.e. P in P ac , we obtain
where u = κ −1 i dc is treated as the control input.
C. Primary Control
Consider an ICI modeled by (4) connected to a constant power load P ac = P . To provide a primary control, we propose the control input
where P m ∈ R >0 will be designed later. This design is inspired by the following remark.
Remark 1 Around the nominal frequency ω = ω * , the term P m in (5) represents the power injection behind the capacitor C dc (see Figure 1 ). To see this, notice that we can rewrite (5) as
Note that the first term is the nominal DC power, and the second term is the power dissipated in the DC-side resistor in the nominal frequency.
Since ω = κv dc , where v dc is a DC value measured for generating the PWM signal, no additional measurement is required to implement this controller. In this section, we assume a constant P m = P * , where P * > 0 is an estimate of the nominal load. Now, the model (4) can be rewritten as
The model (6) indicates a droop-like behavior. That is, the frequency will drop if the power extracted by the load is larger than the nominal power, and will increase otherwise. In fact, the dynamics (6) resembles that of a synchronous generator modeled with an improved swing equation [17] , [18] , with inertia J = C dc κ 2 , damping coefficient D = G dc κ 2 , and mechanical input power P * . Assume that the maximum power mismatch (lack of power) P − P * is such that
Then the dynamics (6) has the following two equilibria
The system is stable around the equilibrium point ω = ω s (see Theorem 1 in [18] for a proof and more details). A secondary controller is needed to eliminate the static deviation of ω s from the nominal frequency ω * .
Remark 2 Aiming at a larger damping coefficient (D) requires a larger G dc and consequently more power loss
(v 2 dc G dc ) in the DC-side resistor. Therefore, in the case that a larger damping term D(ω − ω * ) in (6) is desired, a proportional controller term can be added to the control input. In particular, let u = Dω * + ω −1 P m + u p , where u p =D(ω − ω * ) for someD > 0. In this case, the damping term in (6) modifies to (D +D)(ω − ω * ).
D. Secondary Control
Aiming at the frequency regulation of the system (4), we propose the controller aṡ
Note that here, compared to the primary controller, the term P m in (5) is not a constant, but a state variable integrating the frequency. This controller regulates the frequency to the nominal ω * in the steady state of the system (4) (see Remark 3 later on).
III. NETWORK OF INVERTERS WITH CAPACITIVE
INERTIA In this section, we investigate the stability and the frequency regulation in a network of ICIs.
A. Model
Consider an inverter-based network, where each bus is connected to an inverter and a local constant power load P . The topology of the grid is represented by a connected undirected graph G(V, E), with node set V, and edge set E, given by a set of unordered pairs {i, j} of distinct vertices i and j. Let n = |V| and m = |E|. By assigning an arbitrary orientation to the edges, the incidence matrix B ∈ R m×n is defined element-wise as B i = 1, if node i is the sink of the th edge, B i = −1, if i is the source of the th edge, and B i = 0 otherwise. Due to the inductive output impedance of the inverters, the lines are assumed to be dominantly inductive [19] , [20] , i.e. two nodes {i, j} ∈ E are connected by a nonzero inductance. The set of neighbors of the ith node is denoted by
Calculation of the active power transferred via a power line is in general cumbersome, and complicates the network stability analysis. To remove this obstacle, we take advantage of phasor approximations. The relative phase angles are denoted in short by
where X ij represents the reactance of the line connecting nodes i and j, and |V i | denotes the magnitude of the voltage at node i and is assumed to be constant. Then the active power transferred via the inductor between nodes i and j is calculated as P ij = γ k sin θ ij , k ∼ {i, j} . Hence, the injected active power by the inverter at each node P aci is given by
where P i denotes the local load connected to node i. Note that the phasor approximation is only exploited to write the expression of the active power above.
For every node i we havė
With a little abuse of notation, using (9) , the network can be written in vector form aṡ
where θ = col(θ i ), ω = col(ω i ), J = diag{J 1 , · · · , J n }, u = col(u i ), P = col(P i ), D = diag{D 1 , · · · , D n }, and Γ = diag{γ 1 , · · · , γ m }, with indices indicating the node/edge numbers. Note that if (θ, ω) is a solution to (10) for given u and P , then (θ + 1α, ω) is also a solution to (10) for any constant α ∈ R. To exclude this rotational invariance, it is convenient to introduce a different set of coordinates, representing the phase angle differences, given by η := B T θ. Then the model (10) modifies tȯ
B. Primary Control
The goal of primary control is to design a proportional controller u = k(ω) such that frequency variables converge to the same value corresponding to a stable equilibrium of the system. To this end, analogous to the case of a single ICI, and with a little abuse of notation, we propose the control input
For a constant setpoint P m = P * = col(P * i ), the dynamics (11) reads aṡ
Note that η(0) = B T θ(0), and hence η(t) ∈ im B T for all t ≥ 0. Hence, we can restrict the domain of solutions to (η, ω) ∈ X := im B T × R n , which is clearly forward invariant.
Note that the choice of the setpoint P * is decided based on an estimate of the load P . We assume that the maximum mismatch (lack of power) P − P * is such that
It is easy to see that the condition (14) is necessary for the existence of an equilibrium for system (13) . Next, we characterize the equilibria of (13).
Lemma 1 Assume that (14) holds. Then the points (η s , 1ω s ) and (η u , 1ω u ) are two equilibria of system (13) if and only if
Proof: By the first equality in (13) it follows that ω = 1ω for someω. Bearing in mind that 1 T B = 0, by premultiplying the second equality in (13) by 1 T we obtain that 1 T (P * − P ) = 1 T D1ω(ω − ω * ) which is a quadratic equation with the roots given by (16) . The equilibrium of interest here is (η s , 1ω s ). In fact, the other equilibrium can be shown to be unstable. Lemma 1 imposes the following assumption:
Assumption 1 For given P and P * , the inequality (14) holds, and there exists η s ∈ im B T ∩ (− π 2 , π 2 ) m such that (15) is satisfied.
The additional constraint η s ∈ (− π 2 , π 2 ) m is needed for stability of the equilibrium and is ubiquitous in the literature, often referred to as the security constraint [21] . To prove stability of the equilibrium (η s , 1ω s ), we consider first the energy function
with x = col(η, ω). Inspired by [22] - [25] , we shift this energy function to
wherex = (η s , 1ω s ) and ∇V (x) is the gradient of V with respect to x evaluated atx. By construction, V s is positive definite locally if the function V is strictly convex aroundx [22] . By calculating the first and second partial derivatives of V s , it is easy to observe that V s is strictly convex and takes its minimum at x =x, provided that η s ∈ (− π 2 , π 2 ) m . Now, we are ready to state the main result of this subsection: Theorem 1 Suppose that Assumption 1 holds. Then there exists a neighborhood Ω of (η s , 1ω s ) such that any solution (η, ω) to (13) that starts in Ω, asymptotically converges to the equilibrium point (η s , 1ω s ).
Proof: Take V s (x) as the candidate Lyapunov function. The proof and the analysis of the invariant set follows similar steps as the one in Theorem 2, and is omitted for the sake of space (see [26] for details).
C. Secondary Control
The primary controller stabilizes the system at the frequency ω s , which in general is not equal to the nominal frequency ω * . In this section, we aim to (optimally) regulate the frequency of the system (11) via the controller (12) , such that a unique equilibrium with ω s = ω * is achieved. Note that ω s = ω * if and only if
We associate a diagonal matrix Q = diag{q 1 , . . . , q n } with the power generation costs, where q i ∈ R >0 is the cost coefficient of the power generation of the ith inverter. Here we seek for an optimal resource allocation such that the control signal P m = col(P mi ) minimizes the quadratic cost function
subject to the power balance constraint given by (19) . Following the standard Lagrange multipliers method, the optimal control P m that minimizes (20) is computed as
An immediate consequence of the above is that the load is proportionally shared among the inverters, i.e,
for all i, j ∈ V. To achieve the optimal cost, and inspired by [21] , [25] , [27] , [28] , we propose the controller given bẏ
where L is the Laplacian matrix of an undirected connected communication graph. The term −Q −1 (ω − 1ω * ) regulates the frequency to the nominal frequency, while the consensus based algorithm −Lξ aims at steering the input to the optimal one given by (21) . Having (11)- (12) , and (23), the overall system reads aṡ
Note that η(0) = B T θ(0), and hence η(t) ∈ im B T for all t ≥ 0. Consequently, we can restrict the domain of solutions of (24) to (η, ω, ξ) ∈ X := im B T ×R n ×R n which is clearly forward invariant. Next, we characterize the equilibrium of the above system.
Lemma 2
The point (η,ω,ξ) ∈ X is an equilibrium of (24) if and only if it satisfies
Proof: By the first equality in (24) it follows that ω = 1ω for someω. Bearing in mind that 1 T L = 0, by premultiplying the third equality in (24) by 1 T we obtain that 1 T Q −1 (ω−ω * ) = 0 which implies thatω = ω * . In addition, ξ = 1ξ for someξ ∈ R. Again, by premultiplying the second equation by 1 T we obtain that 1 T Q −1 1ξ−1 T P = 0 implyingξ = 11 T P 1 T Q −1 1 . Lemma 2 imposes the following assumption:
To prove frequency regulation, we exploit the energy function
with x = col(η, ω, ξ). Note that the only difference with (17) is the addition of the quadratic term associated with the states of the controller. For the analysis, as before, we use the shifted version
wherex = (η,ω,ξ). Noting thatη ∈ (− π 2 , π 2 ) m , it is easily verified that W s is positive definite around its local minimum x =x. Now, we have the following result.
Theorem 2 Suppose that Assumption 2 holds. Then there exists a neighborhood Ω of (η,ω,ξ) such that any solution (η, ω, ξ) to (24) that starts in Ω, asymptotically converges to the equilibrium point (η,ω,ξ). Moreover, the vector P m converges to the optimal power injection P m given by (21) .
Proof: Let First, observe that by substituting P from (25) the system (24) can be written aṡ
with z(η) := BΓ(sin η − sinη). The time derivative of W s given by (26)- (27) along the solutions of (28) is computed asẆ
Since D > 0, ω * > 0, and z(η) = 0, there exists a neighbor- −ξ) , which yields α = 0 and thus ξ =ξ. This means that P m = Q −1ξ on the invariant set, which coincides with the expression of optimal power injection P m given by (21) , noting the last equality in (25) . Finally, by using an analogous argument to the proof of Theorem 1, we conclude that η = η on the invariant set, which completes the proof.
Remark 3
We can treat a single ICI modeled by (4)-(8) as the special case of the network modeled by (24) with L = 0, n = 1, Q = 1, and Γ = 0. Hence the controller regulates the frequency to its nominal value also in the case of a single ICI connected to a constant load.
IV. NUMERICAL EXAMPLE
We illustrate the results by a numerical example of a power network consisting of five ICIs. The interconnection topology (solid lines) and the communication graph (dashed lines) are shown in Figure 2 . The reactance of the lines are depicted along the edges. The inverter setpoints and other network parameters are chosen as shown in Table I . The system is initially at steady-state with the constant power loads P i . At time t = 0, loads P 1 , P 3 , and P 5 are increased by 10 percent of their original values. The frequency evolution and the active power injections are depicted in Figure 3 . It is observed that the system regulates the frequency to its nominal value 50 Hz. Note that the frequencies at the various nodes are so similar to each other that no difference can be noticed in the plot. The system shows a safe maximum rate of change of frequency ROCOF max = 0.3 Hz/s (ENTSOE standard threshold for the maximum ROCOF is 1 Hz/s [29] ), which can be diminished further using larger or parallel capacitors. Finally, observe that the load is shared among the sources with the ratios of {q −1 1 , · · · , q −1 5 }, which is in agreement with the proportional power sharing (22) .
V. CONCLUSION
In this paper a network of inverters with a capacitor emulating inertia was investigated in two cases. First, the Fig. 3 . Frequency regulation and optimal power injection after a step change in the local loads connected to the nodes 1, 3, and 5.
case of a single inverter connected to a load, and second, a network of inverters with local loads. A control method including primary and secondary controllers was proposed, and it was shown that the stability and frequency regulation are guaranteed under the proposed controllers. Possible future work includes the control of the reactive power, considering filter dynamics of the ICI [16] , time-domain analysis of the network, and extending the proposed results to structurepreserving and differential algebraic models [30] - [33] .
