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Atomistic simulations of thermodynamic properties of magnetic materials rely on an accurate
modelling of magnetic interactions and an efficient sampling of the high-dimensional spin space.
Recent years have seen significant progress with a clear trend from model systems to material
specific simulations that are usually based on electronic-structure methods. Here we develop a
Hamiltonian Monte Carlo framework that makes use of auxiliary spin-dynamics and an auxiliary
effective model, the temperature-dependent spin-cluster expansion, in order to efficiently sample
the spin space. Our method does not require a specific form of the model and is suitable for
simulations based on electronic-structure methods. We demonstrate fast warm-up and a reasonably
small dynamical critical exponent of our sampler for the classical Heisenberg model. We further
present an application of our method to the magnetic phase transition in bcc iron using magnetic
bond-order potentials.
I. INTRODUCTION
Understanding and predicting thermodynamic proper-
ties of magnetic materials is not only of general scientific
interest, but also crucial for many applications, e.g., mag-
netic refrigeration1, iron and steel design2, and optimiza-
tion of magnetic nanoparticles in biomedicine3. In a spin
system, the potential energy E is defined as a function of
the spin configuration {s1, s2...sN}. Finite-temperature
properties are then investigated using Boltzmann statis-
tics,
〈O〉 = 1
Z
∫ ∏
i
dsi pi({si})O({si}), (1)
with the configurational probability density in spin space,
pi({si}) = exp
[
− 1
kBT
E({si})
]
, (2)
where kB is the Boltzmann constant and T the tempera-
ture. O may be any spin-dependent observable, and Z is
the partition function in the classical limit and contains
no longitudinal spin-fluctuations4–6.
Frequently, model Hamiltonians are used for evaluat-
ing spin-dependent observables, such as the rigid-lattice
Heisenberg model or its coordinate-dependent variants
that account for spin-lattice coupling7. For materi-
als design it would be desirable to work with mate-
rial specific Hamiltonians that explicitly take into ac-
count the electronic structure. This would also facilitate
an adequate treatment of spin fluctuations in itinerant-
electron magnets8, complex exchange-interactions in
Fe9 and magnon-phonon coupling in magnetic tran-
sition metals10. Recent years have seen significant
progress in the development of electronic-structure
based models, e.g., density functional theory for non-
collinear magnetism11–16, non-collinear magnetic tight-
binding17,18 or bond-order potentials19–22.
For model Hamiltonians there are many Monte Carlo
(MC) sampling algorithms that efficiently sample the
spin space, but unfortunately none of them is suitable for
electronic-structure based models. We notice that there
are three main differences between model Hamiltoni-
ans and electronic-structure based models. First, model
Hamiltonians, at least most of them, contain only pair-
wise interactions, while electronic-structure based models
require many-spin interactions. Second, the range of the
interaction is different. In model Hamiltonians typically
only first and second nearest-neighbour interactions are
taken into account, while in principle all spins are coupled
in electronic-structure based models. Third, electronic-
structure based models are orders of magnitude slower
in the evaluation of the Hamiltonian. These differ-
ences prohibit application of many efficient MC algo-
rithms. For example, the checkerboard MC algorithm23
is not applicable to electronic-structure based models as
the system cannot be decomposed into non-interacting
sublattices and the checkerboard-decomposition method
is not applicable. The Swendsen-Wang24 and Wolff25
cluster algorithms significantly reduce the correlation
of samples, but they only work for models which may
be mapped onto percolation models, which is diffi-
cult for electronic-structure based models. The over-
relaxation26,27 algorithm works well for the classical
Heisenberg model, but its efficient implementation de-
pends upon the checkerboard-decomposition method28.
The heat-bath spin dynamics29,30 might be seen as a
variant of the over-relaxation algorithm and suffers from
the same problem. The Wang-Landau sampling31 can
in principle overcome the critical slowing-down, but the
convergence of the density of states usually requires mil-
lions of energy evaluations, which is not affordable for
electronic-structure based methods. In a recent appli-
cation of the Wang-Landau sampling to first-principle
non-collinear magnetism 590,000 energy evaluations were
performed yielding a reasonable estimate of the density
of states32, but despite the huge computational effort the
results could not be fully converged.
Our work builds on recent progress in the Hamiltonian
Monte Carlo (HMC)33–39 and efficient methods to ac-
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2celerate first-principles thermodynamic calculations40–42.
For the former, a rigorous theoretical proof has been
given that underpins the empirical success of HMC37 and
the theoretical considerations35 and techniques33,36,38,39
developed for the automatic tuning of its hyper-
parameters. In the latter, effective potentials are em-
ployed to speed up first-principles thermodynamic cal-
culations, as the direct calculations with first-principles
methods are too expensive. However, the conventional
HMC algorithm is not applicable to spin systems as
the spin length is not preserved in standard molecular
dynamics that is used in HMC. The effective-potential
methods in literature40–42 are designed to accelerate cal-
culations of free energies and cannot be applied to eval-
uate other thermodynamic quantities straightforwardly.
These considerations form the basis for the methods de-
veloped in this work. First, we propose an auxiliary spin-
dynamics as a basis for a HMC algorithm for spin sys-
tems that rigorously preserve spin lengths. Second, we
propose a HMC framework in which the temperature-
dependent spin-cluster expansion (SCE)43,44 is used as
an auxiliary model to further accelerate the sampling of
the spin space.
The paper is structured as follows: we first intro-
duce the HMC algorithm for spin systems using auxiliary
spin-dynamics, and discuss the automatic tuning of its
hyper-parameters. Then we introduce the temperature-
dependent SCE as an auxiliary model to accelerate the
sampling of the spin space. In Sec. III, we employ
the classical Heisenberg model to demonstrate the effi-
ciency of our method, and apply our algorithm to sample
the magnetic phase transition in bcc iron with magnetic
bond-order potentials19,21,45.
II. METHODOLOGY
Our target is to draw efficiently independent samples
according to the configurational probability density de-
fined in spin space. To this end we extend HMC33,37 for
the sampling of spin space variables. HMC does not sam-
ple the configurational distribution directly but a joint
distribution of positions q and momenta p,
pi(q, p) =
1
Q
exp
[
− 1
kBT
H(q, p)
]
, (3)
where Q is the partition function in the phase space.
The marginal distribution of q then restores the target
distribution.
For sampling spin space using HMC we introduce aux-
iliary spin angular velocities ωi as canonical variables of
the spin directions {ω, s} in formal analogy to the classi-
cal canonical variables {p, q} and define the Hamiltonian
as
H = I
2
∑
i
ωTi · ωi + E({si}), (4)
where I is a fictitious mass that later is used as a param-
eter to optimize the efficiency of the HMC sampling.
The configurational probability density in spin space,
Eq. (2), is restored by the marginal distribution of the
configurational variables in phase space,
pi({si}) =
∫ ∏
i
dωi pi({ωi, si}), (5)
with the joint probability density defined as
pi({ωi, si}) = 1
Q
exp
[
− 1
kBT
H({ωi, si})
]
. (6)
We may thus sample the joint probability density Eq. (6)
and then obtain the configurational probability density
from Eq. (5), which leads to the correct thermal average
Eq. (1). For sampling Eq. (6), we employ Hamiltonian
dynamics together with Monte Carlo sampling, as out-
lined in the following.
Different from usual spin dynamics, which is based on
a first-order differential equation in time7,46,47
dsi
dt
=
γe
mi
∂E
∂si
× si, (7)
where mi is the magnitude of magnetic moments, and γe
is the gyromagnetic ratio for an electron spin, the auxil-
iary Hamiltonian, Eq. (4), dictates that the spins follow
conventional Hamiltonian dynamics for rigid bodies
I
dωi
dt
=
∂E
∂si
× si,
dsi
dt
= ωi × si.
(8)
It is evident that the spin dynamics described by Eq. (7)
and Eq. (8) is different. Eq. (8) describes a completely
fictitious dynamics of the spins that, however, by con-
struction may be used to sample spin space according to
the probability density pi({si}). We denote Eq. (7) as the
semi-classical spin dynamics and Eq. (8) as the auxiliary
spin-dynamics in this paper.
While it is very difficult or impossible to find an effec-
tive symplectic time-reversible integrator for the semi-
classical spin dynamics48,49, this is not a problem for
the auxiliary spin-dynamics. We combine the velocity
Verlet method50 and a spin rotation scheme to obtain
an efficient numerical integration algorithm that is time-
reversible, area-preserving and preserves spin length.
There are three steps per update,
ω˜t+1i = ω
t
i +
1
2

I
· ∂E
∂sti
× sti,
st+1i = D(ω˜
t+1
i , ) · sti,
ωt+1i = ω˜
t+1
i +
1
2

I
· ∂E
∂st+1i
× st+1i ,
(9)
where the index i denotes spin, t the current state and
t+ 1 the next state.  is the time step, and D(ω˜t+1i , ) is
3a 3× 3 rotation matrix51,
D(ω˜t+1i , ) = I+W
t+1
i sin(ω
t+1
i )+(W
t+1
i )
2
[
1− cos(ωt+1i )
]
.
(10)
ωt+1i is the magnitude of ω˜
t+1
i , and W
t+1
i is a skew -
symmetric matrix with Wt+1i,XY = −ωˆt+1i,Z , Wt+1i,XZ = ωˆt+1i,Y ,
Wt+1i,Y Z = −ωˆt+1i,X , where ωˆt+1i is the directional vector of
ω˜t+1i . X, Y and Z denote Cartesian components.
We may now employ standard HMC for sampling the
spin space probability density pi({si}) on the basis of the
auxiliary spin-dynamics. There are three steps per MC
update. The first step performs a Gibbs sampling of an-
gular velocities, in which we fix the configurational vari-
ables {si} and sample the angular velocities according
to their conditional, Gaussian distribution. In the sec-
ond step the auxiliary spin-dynamics is run for a specific
trajectory of length L. In the third step the Metropolis-
Hastings acceptance-rejection is performed for the pro-
posal state generated by auxiliary spin-dynamics in order
to guarantee detailed balance. The acceptance probabil-
ity is given by
pacc(xnew|xold) = min
{
1, exp
(
−∆Hold→new
kBT
)}
, (11)
where xold and xnew are the state variables containing
both the spins and the angular velocities. Since in Hamil-
tonian dynamics the energy is conserved, the Metropolis-
Hastings acceptance criterion only corrects for changes in
energy due to numerical integration errors, resulting in
high acceptance ratios. Repeating the three steps above
leads to a Markov chain which obeys the joint distribu-
tion and is used to evaluate thermal averages.
There are three hyper-parameters in our algorithm, the
mass I, the time-step  for numerical integration and the
trajectory length L. They have no effect on accuracy
of the MC sampling but strongly influence the efficiency
and in practical applications should be set automatically
without user intervention. We adapt the time step such
that the exponential moving average of the acceptance
probability is in the range from 0.6 to 0.7, which is cen-
tered around the optimal value 0.651 suggested by Beskos
et al.35 More specifically, if the acceptance probability
is smaller (larger) than 0.6 (0.7), the time step is de-
creased (increased) by a specific factor. For the tuning
of the trajectory length L, we employ an empirical ter-
mination criterion, the U-turn termination39, as given in
Appendix A. The hyper-parameters are only tuned in the
warm-up phase and then fixed to leave the distribution
function invariant in the sampling phase. We fix the mass
I to 1 eVfs2 in our work, which is an empirical optimal
value according to our tests.
We denote the HMC based on auxiliary spin-dynamics
as Algorithm I in this paper. We next incorporate the
temperature-dependent SCE into Algorithm I to further
accelerate the sampling for expensive spin models and
denote the new method Algorithm II. This is based on
the observation that the auxiliary spin-dynamics is only
used to generate the proposal state and may be run with
a cheaper auxiliary model instead of the expensive target
one. This leaves the sampling correct as long as the de-
tailed balance is guaranteed for the target model through
the Metropolis-Hastings acceptance-rejection. The crite-
rion for the auxiliary model is that it should be as close to
the target one as possible since the acceptance probabil-
ity is now determined by the difference between auxiliary
and target models,
pacc(xnew|xold)
= min
[
1, exp
(
−∆H
target
old→new
kBT
)]
= min
[
1, exp
(
∆Hauxiliary→targetold
kBT
)
×
exp
(
−∆H
auxiliary
old→new
kBT
)
×
exp
(
−∆H
auxiliary→target
new
kBT
)]
.
(12)
In Eq. (12), the first and last exponentials contain the
energy difference between the auxiliary and the target
model for the old and new states, respectively. The sec-
ond exponential arises from the numerical error of the
integration of the auxiliary spin-dynamics with the aux-
iliary model, which is typically a small contribution.
For spin systems, an ideal auxiliary model is the spin-
cluster expansion43,44 which may be fitted to accurately
reproduce the target model. Here we propose to gen-
erate temperature-dependent SCEs due to two consider-
ations. First, only a specific area in the spin space is
explored with high probability at a given temperature,
as shown in Fig. 1, where we plot the magnetization
FIG. 1: Magnetization-energy plot for spin configurations of
a 6×6×6 simple cubic lattice at different temperatures. The
classical ferromagnetic Heisenberg model is employed in this
test. TC is its Curie temperature. The exchange parameter J
is chosen to be 1 eV.
and the potential energy of spin configurations at dif-
ferent temperatures for a classical ferromagnetic Heisen-
berg model. Clearly, the configurations at different tem-
4peratures are clustered into specific areas. This local-
ity makes it easier to fit a temperature-dependent ef-
fective potential. Second, the temperature dependence
of the exchange parameters is inherited in some mod-
els, e.g., in spin-density-functional-theory for itinerant-
electron magnets52. In practice, we collect the spin con-
figurations in the warm-up phase and fit the temperature-
dependent SCE at different temperatures separately. The
extra cost required for fitting the temperature-dependent
SCEs is normally negligible compared to the total compu-
tational time for sampling. The auxiliary spin-dynamics
is then run with the temperature-dependent SCE to
generate proposal states while the Metropolis-Hastings
acceptance-rejection is performed for the target models
in order to guarantee correct sampling. Implementation
details are given in Appendix B. We note that no gradient
calculations for the electronic-structure based models are
required in this algorithm as the auxiliary spin-dynamics
is run with the temperature-dependent SCE, which is
another advantage of our method since the evaluation
of gradients usually requires considerable extra compu-
tational cost.
III. RESULTS AND DISCUSSION
We demonstrate two applications in this section. In
the first application, we perform efficiency tests for Al-
gorithm I using the classical Heisenberg model. In the
second application, we test and discuss Algorithm II us-
ing magnetic bond-order potentials19–22.
A. Application to the classical Heisenberg model
We first employ the classical ferromagnetic Heisenberg
model,
E = −J
∑
<ij>
si · sj , (13)
on a simple cubic lattice to perform an efficiency test for
HMC, Algorithm I. J is the exchange parameter, and
< ij > denotes the first-nearest-neighbour pairs without
double counting. J is chosen to be 1 eV in this test.
In Fig. 2, we measure the warm-up efficiency for a
6× 6× 6 simple cubic lattice from the high (low)-energy
to low (high)-energy states. As expected, the efficiency
from low-energy to high-energy states is higher than the
other way round, and the former (latter) takes around
400 (1200) gradient calls.
We next fix the temperature to the critical tem-
perature of the 3D classical Heisenberg model (TC =
1.4459 J/kB)
23, and estimate the dynamical critical ex-
ponent. The estimation is based on the dynamical finite-
size scaling ansatz53
τ ≈ Lz, (14)
FIG. 2: Evolution of the magnetization of a 6× 6× 6 simple
cubic lattice for the classical Heisenberg model in the warm-
up phase. Orange line: the initial state is the ferromagnetic
ground state and the temperature is 2 TC. Blue line: the
initial state is a random-spin state and the temperature is
0.1 TC.
where L is the side length of the cubic simulation cell.
τ is the relaxation time of magnetization and evaluated
according to
φ(t) = Ae−t/τ , (15)
where φ(t) is the time auto-correlation function of mag-
netization. The relaxation time τ is measured in units
of gradient calls instead of MC step as multiple gradient
calls may be required for one MC step. In Fig. 3, we
FIG. 3: Log-log plot of the relaxation time for the magneti-
zation in units of gradient calls. L represents the side length
of the cubic simulation cell and τ represents the relaxation
time. The error bars of the relaxation time are smaller than
the symbol size. The classical Heisenberg model on the simple
cubic lattice is used here.
show the log-log plot for the relaxation time versus the
side length of the cubic simulation cell. The dynamical
critical exponent is estimated to be around 2.23. This
value is comparable to that of the checkerboard MC al-
gorithm (1.96, cf. Ref. 23), but cannot compete with
the cluster algorithms whose relaxation times are almost
5independent of the size54. However, as we discussed in
the introduction, these algorithms are only applicable for
a small group of spin models, whereas HMC is generally
applicable.
B. Application to electronic-structure based
models
Next, we employ the magnetic bond-order potential
(BOP)19,21,45 to demonstrate the application of our al-
gorithm with an auxiliary model, Algorithm II. In al-
gorithm I, we need to run both MC and auxiliary spin-
dynamics with the target model, which requires too many
energy and gradients calls to converge thermal aver-
ages for electronic-structure based models. A trajectory
length of more than ten is usually needed in auxiliary
spin-dynamics in order to decorrelate the current and
the proposal state. The computational cost of this part
can be dramatically reduced with algorithm II in which
the auxiliary spin-dynamics is run with a temperature-
dependent SCE. As the temperature-dependent SCE is
orders of magnitude faster than the electronic-structure
based models, this gives a significant speed-up.
The magnetic BOP is one of the simplest electronic-
structure based models for magnetic transition metals.
In this model, the potential energy is based on the elec-
tronic density of states. It is given as a function of atomic
positions and spin orientations,
E({ri, si}) = Ubond+Utrans+Urep+UC+UX+Uext, (16)
where Ubond is the bond energy, Utrans the electron trans-
fer energy, Urep the repulsion energy, UC the Coulomb
energy, UX the exchange energy, and Uext the external
energy. Readers are referred to Ref. 19 for a detailed
discussion of this model.
The magnetic BOP gives a robust description of fer-
romagnetism, and more importantly, the real-material
properties such as phase stability, elastic constants, and
dislocations are described properly20,21,45. More specif-
ically, we use the 9-moments magnetic BOP of iron by
Mrovec et al.45 and the implementation in the BOPfox
code55 to calculate potential energies for spin configura-
tions in the bcc lattice. The 5 × 5 × 5 simulation cell
contains 250 spins, and the atomic positions are fixed.
We employ a temperature-dependent SCE fitted for
the BOP of iron as an auxiliary model to run the aux-
iliary spin-dynamics. As shown in Eq. (12), the energy
difference between the electronic-structure based model
and the auxiliary model should be as small as possible
to guarantee a good acceptance probability. A rough es-
timation can be given for the relationship between the
root-mean-squared (RMS) error ∆ERMS and the average
acceptance probability p¯acc,
p¯acc ≈ 1
2
[
1 + exp
(
−∆ERMS
kBT
)]
. (17)
For example, a RMS error of one kBT corresponds to an
average acceptance probability of around 0.68, which is
a good value for MC acceptance-rejection. In Fig. 4, we
FIG. 4: Root-mean-squared (RMS) error of the spin-cluster
expansion model plotted as a function of neighbour shells for
pair-wise and three-spin interactions. The RMS error per
cell is in the unit of kBTC, where TC is the experimental
Curie temperature of iron (1043 K). The spin-cluster expan-
sion model is fitted for the potential energy of a magnetic
BOP for 5× 5× 5 bcc lattice of iron.
show a typical plot for the RMS error versus neighbour
shells of pair-wise and three-spin interactions. The pair-
wise spin clusters are not sufficient to reduce the root-
mean-squared (RMS) error to less than one kBTC and
three-spin interactions are taken into account in order to
further reduce the RMS error to 0.80 kBTC. In practice,
we include pair-wise interactions up to the sixth nearest-
neighbour shell and the first-nearest-neighbour three-spin
interactions in our temperature-dependent SCE. The
two-spin and three-spin interactions are sufficient to con-
verge the SCE for the ideal lattice with fixed atomic po-
sitions that is used in this work. Breaking the geometric
degeneracy by, e.g., vibrations or defects, will introduce
distance- and environment-dependent interaction terms
which rule the convergence of the SCE much more diffi-
cult or even intractable.
As discussed in Appendix B, we employ the
temperature-independent and temperature-dependent
SCE in the warm-up phase and sampling phase, respec-
tively. In Fig. 5, we show the average acceptance proba-
bility at different temperatures in both the warm-up and
sampling phase. It is higher in the sampling phase than
in the warm-up phase as the temperature-dependent SCE
reproduces the energy landscape of the BOP better, as
discussed in Sec. II.
We use 10,000 MC steps to evaluate thermal averages,
and perform a binning analysis56 for the potential energy
to check the convergence. As shown in Fig. 6, the au-
tocorrelation times at all temperatures reach a plateau,
which indicates that the calculation is fully converged.
The autocorrelation times range from two to six depend-
ing on the temperature. The running error can be esti-
6FIG. 5: Average acceptance probability in the warm-up and
the sampling phases. The temperature-independent spin
cluster expansion is used in the warm-up phase while the
temperature-dependent one used in the sampling phase. The
magnetic BOP of iron is the target model in this test, with
5× 5× 5 bcc lattice of 250 spins.
FIG. 6: Binning analysis for potential energies of 5 × 5 × 5
bcc lattice at different temperatures.
mated according to56
∆O =
√
VarO
N
(1 + 2τO), (18)
where O is the observable, VarO is its variance, τO is its
autocorrelation time, and N is the number of MC steps.
Based on this, we plot in Fig. 7 the running errors in
the estimation of thermal averages of potential energies
at different temperatures. Clearly, more MC steps are
required to reach convergence at temperatures closer to
the critical point (1200 K in this case, as shown later)
as the variance is larger. For our algorithm, an error
of 0.5 meV/atom can be reached within 5000 MC steps.
This excellent efficiency is due to the short autocorrela-
tion time, as already discussed.
The magnetization and the magnetic contribution to
the specific heat of bcc iron for magnetic BOP are plot-
ted as a function of temperature in Fig. 8 and Fig. 9,
respectively. The magnetization curve we obtain here
FIG. 7: Running errors in the estimation of thermal averages
of potential energies at different temperatures.
FIG. 8: Magnetization as a function of temperature for
5 × 5 × 5 bcc lattice of iron obtained with a magnetic bond-
order potential. The images are snapshots of spin configura-
tions at 500 K, 1200 K, and 2000 K, respectively, which are
generated with the code V sim57. The spin directions are in-
dicated by the arrows and the coloration. We see the collapse
of the long- and short-range magnetic orders with increasing
temperatures.
FIG. 9: Magnetic contribution to the specific heat as a func-
tion of temperatures for 5× 5× 5 bcc lattice of iron for mag-
netic bond-order potentials.
has similar features to those of the classical Heisenberg
7model58,59, which indicates that the exchange parame-
ters are not influenced considerably by spin fluctuations
in magnetic iron. We notice that there is a recent pa-
per by Ruban and Peil60 who found that the exchange
parameters are significantly influenced by atomic vibra-
tions in magnetic iron. This effect is not considered here
as we fix atomic positions in our simulation. There is
residual magnetization up to 2000 K due to the finite-size
effect. Based on the magnetic contribution to the specific
heat (see Fig. 9), we estimate the Curie temperature to
be around 1200 K, which is close to the experimental
value (1043 K). The difference in TC is attributed to the
neglect of magnon-phonon coupling60 and limitations of
the parametrization of the magnetic BOP used here. To
our knowledge, this is the first result for the direct and
high-fidelity simulations of the magnetic phase transition
of bcc iron with an electronic-structure based model, in
contrast to related works in literature that are based on
parametrized model Hamiltonians58,60,61.
IV. CONCLUSIONS
We have developed a Hamiltonian Monte Carlo (HMC)
framework in order to efficiently sample the spin space
for electronic-structure based models of magnetic mate-
rials. From auxiliary spin-dynamics we derive a HMC
algorithm for spin systems, which is denoted as Algo-
rithm I in this paper. The hyper-parameters (the time
step and the trajectory length) are tuned with automatic
tuning procedures without user intervention. Our tests
with the classical Heisenberg model show that with the
automatic tunning procedures of hyper-parameters this
algorithm has a fast warm-up efficiency. The dynamical
critical exponent is estimated to be 2.23± 0.02, close to
that of the checkerboard MC algorithm. While the lat-
ter is only applicable for a limited group of spin models,
our algorithm is of general applicability. The utilization
of the temperature-dependent spin-cluster expansion as
an auxiliary model to run auxiliary spin-dynamics fur-
ther accelerates the exploration of the spin space, and
based on this we develop Algorithm II in this paper. Our
application employing the magnetic bond-order poten-
tials demonstrates the efficiency of our sampler. For a
250-atom supercell of bcc iron, the autocorrelation time
of the potential energy is less than six MC steps, and
the thermal average can be converged with an error of
±0.5 meV/atom within 6000 steps in the whole temper-
ature range. We compute the magnetization curve, the
magnetic contribution to the specific heat, and the Curie
temperature of bcc iron as predicted by the BOP model
with high fidelity. We conclude that this work paves the
way towards atomistic simulations of magnetic materials
with complex spin interactions, and look forward to see-
ing applications of our method for more complex models,
such as non-collinear magnetic density-functional theory.
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APPENDIX
Appendix A: U-turn termination criterion
The U-turn termination criterion39 is an empirical es-
timate for the optimal length of Hamiltonian dynamics
per MC step. The basic idea is to maximize the squared
distance between the initial and final states. Its imple-
mentation in this work is sightly different from the one in
the original paper as we do not use standard molecular
dynamics.
We first define the half squared distance for spin sys-
tems,
∆(t) =
1
2
∑
i
[si(t)− si(0)]T · [si(t)− si(0)] . (A1)
The U-turn termination criterion is then derived accord-
ing to,
d∆
dt
< 0, (A2)
and given as,∑
i
[si(t)− si(0)]T · [ωi(t)× si(t)] < 0, (A3)
where the equations of motion, Eq. (8), are employed.
Appendix B: Implementation details
We first fit a temperature-independent spin-cluster ex-
pansion as a start-up auxiliary model. This involves 1000
spin configurations generated with the classical Heisen-
berg model at the critical point and the corresponding
potential energies for electronic-structure based models
(magnetic bond-order potential in our application). The
warm-up phase is split into two stages. In the first stage,
the system is thermalized purely with the start-up aux-
iliary model and the length is set to 1000 MC steps.
The time-step and the trajectory length are automati-
cally tuned with the methods in Section II. In the sec-
ond stage, the start-up model is used to run auxiliary
spin-dynamics while the Metropolis-Hastings acceptance-
rejection is performed for the target electronic structure
based models. The time-step is further tuned while the
trajectory length is fixed to the mean value in the first
8stage. In our implementation for the magnetic bond-
order potential, a typical time step is around 0.3 fs, and
a typical trajectory length is around 18. The length of
the second stage is set to be 500 MC steps. Once the
warm-up phase is finished, we collect all the spin config-
urations and the potential energies in the second stage to
fit a temperature-dependent SCE with least-squares fit-
ting, which is then used to run auxiliary spin-dynamics
in the sampling phase. Both the time-step and the tra-
jectory length are fixed in this phase. We use 10,000 MC
steps to evaluate thermal averages, which are sufficient to
guarantee convergence due to the small autocorrelation
time in our algorithm.
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