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Abstract
A combination of block-Jacobi and deflation preconditioning is used to solve a high-order discontinuous
collocation-based discretization of the Schur complement of the Poisson-Neumann system as arises in
the operator splitting of the incompressible Navier-Stokes equations. The preconditioners and deflation
vectors are chosen to mitigate the effects of ill-conditioning due to highly-elongated domains and to
achieve GMRES convergence independent of the size of the grid. The ill-posedness of the Poisson-
Neumann system manifests as an inconsistency of the Schur complement problem, but it is shown that
this can be accounted for with appropriate projections out of the null space of the Schur matrix without
affecting the accuracy of the solution. The combined deflation/block-Jacobi preconditioning is compared
with two-level non-overlapping additive Schwarz preconditioning of the Schur problem, and while both
methods achieve convergence independent of the grid size, deflation is shown to require half as many
GMRES iterations and 25% less wall-clock time for a variety of grid sizes and domain aspect ratios. The
deflation methods shown to be effective for the two-dimensional Poisson-Neumann problem are extensible
to the three-dimensional problem assuming a Fourier discretization in the third dimension. A Fourier
discretization results in a two-dimensional Helmholtz problem for each Fourier component that is solved
using deflation/block-Jacobi preconditioning on its Schur complement. Here again deflation is shown
to be superior to two-level non-overlapping additive Schwarz preconditioning, requiring about half as
many GMRES iterations and 15% less time. While the methods here are demonstrated on a spectral
multidomain penalty method discretization, they are readily extensible to any discontinuous element-
based discretization of an elliptic problem, and are particularly well-suited for high-order methods.
Keywords: Poisson equation, spectral element, deflation, preconditioning, Schur complement, domain
decomposition
1. Introduction
When operator-splitting the incompressible Navier-Stokes equations in the context of computational
fluid dynamics, the satisfaction of the divergence-free condition on the velocity requires the solution
of a Poisson equation with Neumann boundary conditions [31]. This pressure Poisson equation plays
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the role of enforcing incompressibility of the velocity field, and computing its accurate solution is the
dominant computational expense in numerically solving the incompressible Navier-Stokes equations[17].
This paper describes a method for solving the Poisson-Neumann problem1,
∇2u = f on Ω
n · ∇u = g on ∂Ω, (1)
as it arises in the context of solving the incompressible Navier-Stokes equation on element-based discrete
grids in environmental fluid dynamics. Due to the fact that any constant function added to a solution u
is also a solution, this problem is ill-posed[39], and so a compatibility condition,∫
Ω
fdΩ =
∫
∂Ω
gdS (2)
must be added to make the system solvable.
While the discrete Poisson problem in general has certainly garnered much attention in the literature,
the large domains with large aspect ratios in environmental flows add unique challenges from a computa-
tional perspective. These difficulties can be characterized as follows. First, to avoid artificial numerical
dispersion and dissipation that can pollute a low-order discretization[48, 13], high-order discretizations
are required for accurately computing dynamical properties of environmental flows with reasonable com-
putational effort. These high-order methods are more difficult to implement in practice, and they can
result in ill-conditioned operator matrices that must be carefully constructed to avoid numerical error
[10]. Secondly, due to the presence of gravity, environmental problems often have very different spatial
and temporal scales in the vertical direction than in the horizontal direction. Thus, computational grids
tend to be highly anisotropic with elements frequently compressed in the vertical direction and greatly
elongated in the horizontal direction [43, 42, 49]. From a numerical perspective, high-order discretiza-
tions and high-aspect ratio elements lead to ill-conditioned linear systems and increased computational
cost in obtaining their solution.
One approach to addressing the particular difficulties in environmental flows is to exploit physical
properties to tailor a numerical method. Asymptotic expansions in the leptic (aspect) ratio of the
grid are sometimes used to divide the Poisson operator into two coupled problems, one in the vertical
(thin) direction, and another problem in the remaining dimensions [43]. These methods have been
successfully combined with geometric multi-grid [42] and Krylov methods [41] for obtaining the solution
to the independent sub-problems derived in the leptic expansion. Yet another physical approach is to
formulate the Poisson problem in a coordinate system following the perturbations of the horizontal iso-
contours of the flow field. By making a small-slope approximation of the iso-contours, a simpler Poisson
problem is solved. This method has been shown to be effective in reproducing the dynamics of nonlinear
internal wave propagation at the environmental scale [49], but cannot capture more localized multiscale
phenomena such as turbulence and the nonlinear stages of evolution of a two-dimensional instability.
Apart from such physically-inspired approaches, ideas from domain decomposition can also be used
to address the difficulty of solving high-order long-domain discretizations at the algebraic level. While
domain decomposition methods are general, they have properties that are beneficial for the ill-conditioned
Poisson-Neumann problem on stretched grids. Since most environmental flow problems tend to be
too large for direct matrix factorization, domain decomposition methods focus on constructing good
preconditioners for the iterative solvers. Efforts have been made to alleviate the ill-conditioning of the
element matrices due to aspect-ratio, as well as to yield convergence of iterative solvers independent
of the size of the number of elements in the grid [21, 19]. Since in environmental problems domains
have high aspect ratio and often contain many elements, domain decomposition is well-suited for this
application.
In this work, two-dimensional domain decomposition is used to construct decoupled local problems
and a Schur complement system that, while smaller and better numerically conditioned than the full
problem, is still generally too large in practice to solve directly. Thus the solution of the Schur com-
plement problem is usually obtained iteratively. The Schur complement approach to solving the elliptic
equations has been implemented for high-order [11] spectral and collocation-based [3] discretizations
with iterative Krylov solvers. As is common with Krylov methods, the Schur complement approach
1in which the real-valued function u(x, z) represents the pressure.
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ubiquitously requires effective preconditioners to be practical. A modern class of domain-decomposition
based preconditioners are the multilevel additive Schwarz methods, and they have been shown to be very
effective on the Schur complement problem of the Helmholtz [33, 37] and the Poisson-Dirichlet equations
[38].
Closely related to multi-level additive Schwarz methods, deflation methods accelerate the convergence
of Krylov methods by attempting to identify and directly solve components of the residual associated
with slowly-converging eigenvectors [50]. Deflation methods have been shown to be superior to two-level
additive Schwarz methods for fluid-flow problems with symmetric positive-definite discretizations [35],
but to the knowledge of the authors have not been compared with additive Schwarz methods for the Schur
complement problem, nor been applied to environmental flow problems. However, deflation methods
have been shown to be effective for the Poisson-Neumann problem [46] and so it is reasonable to expect
deflation to perform well for the Schur complement problem as well. In this paper, it is demonstrated that
on high-order, high-aspect ratio grids deflation augmented with block-Jacobi preconditioning achieves
convergence of the Poisson-Neumann Schur system independent of both the aspect ratio and the number
of elements in the long direction. Furthermore it is shown that deflation/block-Jacobi preconditioning
is at least as effective as the two-level additive Schwarz method, requiring approximately half as many
Krylov iterations as the two-level additive Schwarz preconditioning method. While this is demonstrated
on the Spectral Multidomain Penalty Method [13] discretization, the ideas outlined herein may be applied
to any high-order discontinuous element-based discretization of an elliptic problem, which encompasses
a broad and important class of methods and partial differential equations.
The paper is organized as follows. In Section 2 is introduced the discretization of Poisson-Neumann
problem used here along with the construction of its Schur complement problem. In Section 3 is de-
scribed the deflation/preconditioning method for solving the Schur complement system. In Section 4 are
the results comparing the performance of deflation augmented preconditioning with two-level additive
Schwarz preconditioning on a suite of test problems. In Section 5 is shown an extension of this method
to the three-dimensional problems. Section 6 is a discussion of the broader applicability of the results,
and Section 7 is a summary of the results and concluding remarks.
2. Construction of the Schur problem
2.1. Background on Schur complement methods
Schur complement methods for partial differential equations arise in many contexts related to domain
decomposition of element-based grids. Either as preconditioners or solvers, domain decomposition meth-
ods have been used extensively in solving large sparse discretizations of partial differential equations[47],
by separating the problem into easily parallelizable local interior problems and a separate Schur comple-
ment problem. When used as a preconditioning technique, so-called additive Schwarz methods solve the
interior problems directly for use as a preconditioner to the full problem, often with sub-domain overlap
to achieve condition numbers that scale as C(1 + (H/δ)2) where H is the subdomain size, δ the overlap,
and C a constant independent of both [5, 28, 21, 19]. With the addition of a coarse-level correction,
this bound can be reduced to C(1 + H/δ) on quasi-regular grids. When used as a solver, domain de-
composition techniques solve for the interface unknowns first using the Schur complement system, whose
condition number scales as the inverse of the sub-domain size h, Ch−1, and can be significantly smaller
in dimension than the full operator [6]. In doing so, the Schur problem is sometimes solved iteratively
via multi-grid[2], conjugate gradients[12, 8], or GMRES[52, 29]. Coarse-grid corrected additive-Schwarz
preconditioners on the Schur problem reduce the condition number to C(1+ log(H/h)2)[8]. Thus, when-
ever possible, it is preferable to solve the Schur complement problem with adequate local and global
(coarse-grid) preconditioning as opposed to solving a full Poisson system.
2.2. The spectral multi-domain penalty method
To discretize the two-dimensional Poisson-Neumann system a high-order discontinuous collocation-
based variant of the spectral element method called the Spectral Multidomain Penalty Method (SMPM)[13,
17] is used. In the SMPM each element is assumed to be smoothly and invertibly mapped from the unit
square [−1, 1] × [−1, 1] and the element connectivity is logically cartesian (each element has a single
neighbor in each of the North, South, East, and West directions). Within each element lies a two-
dimensional Gauss-Lobatto-Legendre (GLL) grid; denote as n the number of GLL points per direction
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Figure 1: A depiction of the logical arrangement of a 2 × 2 element spectral multi-domain penalty method (SMPM) grid
with 10 × 10 Gauss-Lobatto-Legendre points in each element denoted Vj for j = 1, 2, 3, 4. The inter-element continuity
fluxes are represented with Rij with i 6= j.
per element, and mx and mz the number of x and z elements in the grid
2. On the GLL grid, a two-
dimensional nodal Lagrange interpolant basis of polynomial order n + 1 is constructed such that each
basis element is one on one of the n2 GLL points and zero on all of the others. This basis is used for
approximating grid functions and their derivatives which are calculated by way of spectral differentiation
matrices [10] which compute derivatives of nodally-represented functions by multiplying the nodal values
by derivatives of the Lagrange interpolants themselves. The SMPM is a discontinuous method and so
C0/C1 inter-element continuity and boundary conditions are only weakly enforced. While this method
has been shown to be stable, spectrally accurate, and effective for under-resolved high-Reynolds number
simulations of incompressible flows [13, 54, 14, 1], the operator matrices resulting are unsymmetric (due
to the lack of symmetry of the spectral differentiation matrices), non-normal, and not positive definite.
Lastly due to the ill-posedness of the Poisson-Neumann problem, the operator matrix is rank-deficient,
so the system must be made consistent prior to obtaining a solution. It is worth noting that although the
SMPM matrices have several poor properties from a linear algebra perspective, the SMPM is chosen as
the discretization here because of its demonstrated prior effectiveness for environmental flow problems,
and also because its lack of a weak form makes its implementation relatively straightforward.
Now we define the SMPM element matrices and inter-element continuity conditions. In the subsequent
discussion all operators (e.g. ∇2), element and domain boundaries (e.g. ∂Ω) and domains are to be
understood in the discrete sense; index notation is deprecated in favor of the continuous notation for
convenience. For example, the domain Ω and the set of discrete points that is used to discretize Ω
are used interchangeably when the intention is clear. All derivatives are computed by way of spectral
differentiation matrices constructed from the Lagrange polynomial basis. Let Lu = f represent the
discrete Poisson-Neumann system on Ω ⊂ R2 a domain discretized into an mx × mz element mesh
with each element Vi smoothly and invertibly mapped from the master element [−1, 1] × [−1, 1]. On
each element a two-dimensional Gauss-Lobatto-Legendre (GLL) grid with n points in each direction is
constructed and is used to evaluate the Lagrange interpolant basis and its derivatives by way of spectral
differentiation matrices[10]. Thus each element contains n2 grid points. If Vi and Vj share the n GLL
points along one of their four boundaries, then each element owns a copy of those n GLL nodes in
order maintain the discontinuous nature of this method. Thus as matrix, L ∈ Rr×r is of dimension
r = n2mxmz, where r denotes the total number of nodes in the grid Ω.
In the SMPM the weak inter-element continuity condition is of Robin type, and is denoted by the
flux Rij : ∂Vj −→ ∂Vi from element Vj into Vi for Vi, Vj with an adjacent boundary ∂Vj ∩ ∂Vi consisting
of n grid points. Rij is defined as
Rij = I + nˆi · ∇ (3)
where nˆi : ∂Vi −→ R
2 is the outward pointing normal vector of ∂Vi and I is the identity operator. A
depiction of a 2× 2 element grid with the inter-element fluxes is shown in Fig. 1, in which the elements
V1, V2, V3, V4 have been separated to emphasize the discontinuous nature of the SMPM. Within each
2Here z is the vertical direction as is convention in environmental fluid mechanics.
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element is depicted a 10 × 10 GLL grid, and the inter-element fluxes map from the boundary of an
element into the boundary of the element its arrow points towards.
The physical boundary conditions are Neumann, and are given on ∂Vi ∩ ∂Ω as ni · ∇ where ni is
again the outward pointing normal vector. Given a function u, on an element Vi the residual in the
spectral multi domain penalty method is given by the sum of the Laplacian, the inter-element continuity
mismatch, and the boundary condition mismatch as
Liui = ∇
2ui + τi

Riiui − ∑
j∈N(i)
Rijuj
∣∣
∂Vi∩∂Vj

 + τinˆi · ∇ui∣∣∂Vi∩∂Ω = fi + τigi. (4)
Here, gi is the boundary value of the Neumann boundary condition restricted to element Vi, and N(i) is
the index set of elements adjacent to Vi. The inter-element continuity, external boundary conditions, and
the PDE are all satisfied weakly, since the residual is the sum of these three components. The penalty
parameter τi represents the degree to which the inter-element continuity and boundary conditions are
weighted in the residual relative to the PDE, and the optimal choice of τi is determined by stability
criteria for hyperbolic problems[25, 26], and a heuristic for the Poisson problem [17].
2.3. The Schur complement problem
The domain Ω is decomposed into mx many sub-domains Ωi, each a vertical strip of mz elements
(see, for example, Fig. 2) . Along each of the mx − 1 interfaces between the sub-domains are 2nmz GLL
nodes (nmz nodes on either side of the interface). Denote as k = 2nmz(mx−1) the number of interfacial
nodes in the domain decomposition, and this set of k interface nodes as Γ. The discrete Poisson operator
L (Eq. 4) is decomposed into a local term and an inter-subdomain flux term which is used to construct
the Schur problem. This operator decomposition comprises three operators which are defined now.
First, denote as E : Γ −→ Ω the inclusion map that maps from the interfacial grid Γ to Ω. As a
matrix, E ∈ Rr×k and is composed of zeros and ones, ET is the restriction from the full grid to the
interface grid Γ, and ETE = I ∈ Rk×k the identity matrix (naturally EET is not an identity matrix).
Second, define an operator B : Ω −→ Γ that consists of the inter-subdomain Robin boundary fluxes.
B represents all of the the inter-element fluxes Rij for Vi and Vj in different subdomains. As a matrix,
B ∈ Rk×r, since it computes I + nˆ · ∇ within a subdomain using spectral differentiation matrices and
assigns it to the interface of its neighbor.
Finally, define the operator A : Ω −→ Ω, which represents the part of L that is entirely local to one
subdomain. A consists of the Laplacian part of L, the boundary condition mismatch, all inter-element
flux terms that are between elements contained in one subdomain, and the Rii terms in Eq. (4). Since A
is entirely local to each subdomain, as a matrix A ∈ Rr×r is block-diagonal. Lastly, note that owing to
the Robin-type boundary conditions Rii that are a part of A, A represents mx decoupled homogenous
Poisson-Robin boundary value problems, and as such A is invertible and its sparse factorization is easily
parallelizable.
These three operators are defined so that their combination yields the SMPM Poisson-Neumann
operator
Lu = Au + EBu = f. (5)
Using this decomposition of L, a Schur problem for the inter-subdomain boundary fluxes xS = Bu is
formed by dividing by A and multiplying by B:
Au+ EBu = f ⇒ u+A−1EBu = A−1f
⇒ (I +BA−1E)Bu = BA−1f
⇒ SxS = bS , (6)
where the Schur complement matrix is S = I+BA−1E, its right hand side bS = BA
−1f , and its solution
xS = Bu. Once the boundary fluxes xS = Bu are obtained by solving the Schur complement system the
solution in each subdomain Ωi is recovered as
ui = A
−1
i (fi − (ExS)i). (7)
Being block-diagonal, all of the divisions with A are easily parallelized, and so the expensive part of the
above is obtaining the solution of the Schur complement system xS . In the rest of this paper, the focus
is on efficiently obtaining the solution xS of the Schur complement system.
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2.4. Inconsistency of the Poisson-Neumann system
Prior to obtaining the solution, there remains the important point of dealing with the rank-deficiency
of the Poisson-Neumann operator L. The Poisson-Neumann equation is ill-posed in the continuous sense,
and so the SMPM operator L is rank-deficient and has non-trivial left and right null spaces of dimension
one. In symmetric discretizations, the kernel vector is the constant vector, but since L is unsymmetric
its left and right null spaces are different and only the right null space is constant vector. To ensure
consistency and solvability the right-hand-side vector f is projected out of the left null space of L[39]
and instead of Lu = f , the system solved is
Lu = f˜ (8)
where f˜ = f − uLu
T
Lf is f projected onto the range space of L and uL ∈ R
r is the unique vector with
unit norm that satisfies
∣∣∣∣uTLL∣∣∣∣2 = 0. The solution u then is only known up to an indeterminant additive
constant vector. The rank deficiency of L is inherited by the Schur system, and a relationship between
the left null spaces of the Schur system and full Poisson matrix is shown in the following claim.
Claim 1. Denote as uL ∈ R
r the left null vector of L ∈ Rr×r. Denote as uS ∈ R
k the left null vector of
S ∈ Rk×k. Then the following relations hold.
1. uS = E
TuL
2. uL = A
−TBTuS
Proof. See appendix.
The rank-deficiency of the Schur matrix means another regularization is required to project the Schur
right hand side bS = BA
−1f˜ out of the left null space of the Schur system. Thus the Schur complement
system is modified to read
SxS = bS − uSu
T
S bS . (9)
To summarize, the method for obtaining the solution u to Lu = f is shown in Algorithm 1. The statement
SOLVE(S, bS) in Step 4 is meant to represent the solution of the linear system SxS = bS.
Algorithm 1 Schur complement method with null space projections.
Input: f, uL, uS
Output: u
1: f ←− f − uLu
T
Lf
2: bS := BA
−1f
3: bS ←− bS − uS(u
T
S bS)
4: xS := SOLVE(S, bS)
5: u←− A−1(f − ExS)
The second regularization, Step 3, is done to ensure that the Schur system is consistent and thus solv-
able in Step 4, but it is not obvious that modifying the right hand side of the Schur system is acceptable
from the perspective of solving the Poisson-Neumann equation. How do we know that modifying the
right hand side of the Schur system does not give us the wrong answer xS for Step 5? Fortunately, it can
be shown that so long as the original Poisson-Neumann system was made consistent (e.g. Eq. (8)) the
regularization of the Schur problem does not affect the accuracy of the solution of the Poisson equation.
This is shown in the following claim.
Claim 2. Given Lu = f˜ ∈ Rr, if uTL f˜ = 0, then the error in the solution u = A
−1(f˜ − ExS) recovered
from the solution of the regularized Schur complement system SxS = bS − uSu
T
S bS is bounded by the
error of Schur complement solution:∣∣∣∣∣∣Lu− f˜ ∣∣∣∣∣∣
2
≤
∣∣∣∣SxS − (I − uSuTS )bS∣∣∣∣2 . (10)
Proof. See appendix.
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Finally, a means to obtain uL and uS is required. Note that first
∣∣∣∣uTSS∣∣∣∣2 = 0 means that uS is a left
eigenvector of S. Thus, shifted inverse iteration is used on ST − σI to find the left kernel vector uS , and
then this vector is used to reconstruct the left kernel vector uL by way of the second relation in Claim
1. With a small shift of σ and a zero eigenvalue λn = 0, the convergence of shifted inverse iteration is of
order (σ − λn)
−1 = σ−1. Since σ is usually chosen to be close to zero, this iteration converges quickly,
often in one or two steps.
3. Solving the Schur system
Many preconditioning techniques for the Schur complement system have been proposed[52, 12, 8, 53],
with an aim towards algorithmic scalability. By algorithmic scalability is meant the property that an
iterative solution method converges independently of the number of degrees of freedom of the underlying
grid; in this case it means that the number of GMRES iterations is kept bounded as mx grows. For
elliptic problems, most preconditioning techniques rely on two preconditioners, a local preconditioner
that can be applied in parallel and a coarse global preconditioner to speed across-grid communication
of components of the residual. An example is the two-level additive Schwarz preconditioner in which
overlapping block-diagonal components are solved in parallel, augmented with a coarse grid correction
to communicate information across the grid (e.g. [20, 17]). In this paper, a non-overlapping block-
diagonal/block-Jacobi preconditioner is used, augmented with deflation, to achieve GMRES convergence
rates independent of mx. As mx ≪ mz in long domain problems, achieving convergence independent of
mx is of crucial importance.
3.1. Krylov solver implementation
The iterative solution method used in Step 4 of Algorithm 1 and throughout this work is the Gen-
eralized Minimum Residual Method (GMRES) [40]. GMRES was chosen because of its generality; it
is capable of solving unsymmetric linear systems like the ones in SMPM, and requires only the ability
to compute matrix-vector products of the operator matrix S. Further, even though the Schur matrix
inherits singularity from the Poisson matrix, when made consistent the Schur system converges prop-
erly in GMRES. This is first because the (left) null and (right) range spaces of S are orthogonal (i. e.
N(S) ∩ R(S) = {φ}), a necessary condition for convergence of GMRES [7] on singular matrices, and
second because every principle sub-matrix of S is invertible. Thus, after projection out of the null space,
rank deficiency only plays a role in the final Krylov space which is of course never reached in practice.
However, the non-normality of S ( SST 6= STS) does mean that the conditioning and more generally
the spectrum alone is not predictive of GMRES convergence [24, 34]. For the remainder of the discus-
sion, then, iteration counts will be used as the metric for evaluating the performance of the various
preconditioning techniques.
In this implementation, the blocks of the Schur matrix, denoted Si for an interface Γi between
subdomains Ωi and Ωi+1, are assembled, stored, and multiplied against vectors in a parallel sparse
distributed fashion. Each such block is of dimension Si ∈ R
4nmz×2nmz . Assembling the Schur matrix
takes advantage of the fact that the interfaces are sparse in the full grid for a high-order method and
thus assembly and computation of matrix-vector products
∑
i Sixi requires less work than the explicit
computation of (I + BA−1E)x. So long as storage of the all the blocks {Si}
mx−1
i=1 is possible, and the
Poisson-Neumann problem is to be solved many times, it is preferable to assemble S.
Finally, note that the implementation of GMRES used here uses Householder reflections for orthog-
onalization in the Arnoldi process, which requires about three times more operations than the classic
modified Gram-Schmidt (MGS) method. This choice is made because of a loss of orthogonality in the
Krylov basis Vk due to round-off error in MGS that scales with condition number [4],
V Tk Vk = I +O(ǫκ2(S)), (11)
where ǫ is machine precision and κ2(S) is the condition number of S. This is clearly problematic here with
a singular S. Walker [51] shows that by contrast, orthogonalization with Householder transformations
yields an orthogonality error of
V Tk Vk = I +O(ǫ) (12)
which is a benefit that is worth the extra floating point operations.
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3.2. Non-overlapping block-Jacobi preconditioner
For sparse matrices with non-zeros clustered around the diagonal, computing the inverse of blocks
along the diagonal separately can be a useful preconditioning technique. So-called block-Jacobi precon-
ditioners have been shown to be effective for the Schur complement of elliptic operators [11], especially
when combined with coarsened-grid preconditioners [33, 38, 37]. In the context of solving the Poisson
equation, A−1 as defined in Section 2.3 represents a block-Jacobi preconditioner since A represents de-
coupled local problems, each a Poisson-Robin boundary value problem. For preconditioning the Schur
matrix S, a block-Jacobi preconditioner can also be assembled in which a single block represents the
coupling between interfaces Γi and Γi+1 in the Schur grid Γ. Each such block represents the coupling
between four interfaces: the two bounding a subdomain Ωi on the left and the right, and their adjacent
interfaces in Ωi−1 and Ωi+1. This is pictorially depicted in Fig. 2, in which every four consecutive in-
terfaces belonging to one block in the block-diagonal preconditioner are shown in the same color (either
red or green), and represent the nodes belonging to Γi and Γi+1.
To graphically show the relationship between the grid and the blocks in the block-Jacobi precondi-
tioner, the sparsity pattern of the Schur matrix corresponding to the grid in Fig. 2 is depicted in black in
Fig. 3. The dimensions of the grid are n = 5,mz = 10,mx = 17. Overlaid on the sparsity pattern of S in
Fig. 3 are the blocks of the block-Jacobi preconditioner used here, shown in alternating colors of green
and red that correspond respectively to the green and red interfaces they represent in Fig. 2. Since each
interface consists of nmz grid points, the dimension of each square block is 4nmz, except for possibly
the last such block which may be smaller if mx is odd. Denoting the block-Jacobi preconditioner matrix
as M , the preconditioned Schur system that is solved with GMRES is
SM−1x′S = bS (13)
and the solution is obtained by a final division by M
xS =M
−1x′S . (14)
Since M is explicitly block-diagonal (i.e. any non-zeros of S coupling the blocks of M are ignored in the
factorization of M), divisions by M can be computed efficiently in parallel.
Ω1 Ω2 Ω3 Ω4 Ω5 · · · Ωmx
Γ1
Γ2 Γ3
Γ4 Γ5
Γmx−1
V1
V2
V3
.
.
.
Vmz
Figure 2: A sample domain with mx = 17 and mz = 10 elements in x and z respectively. Each vertical strip of 10 elements
is a sub-domain Ωj , and the collection of interfaces {Γk}
mx−1
k=1
represents the grid for the Schur complement problem. The
red/green interfaces correspond to the red/green blocks in the sparsity pattern of the block-Jacobi preconditioner shown
in Fig. 3.
3.3. Deflation
Working in tandem with other preconditioners, deflation methods aim to accelerate the convergence
of Krylov methods by eliminating (or “deflating”) components of the residual within a chosen subspace.
The subspace is usually chosen to be a span of approximate eigenvectors of the operator corresponding
to slowly converging eigenvalues. Thus, the problematic eigenvalues are solved directly using a coars-
ened version of the operator, and the remaining components of the residual are eliminated by a Krylov
solver. The first deflation methods were used to accelerate the convergence of the conjugate gradient
method for elliptic boundary value problems (e.g. [36]), and thus were limited to symmetric positive
definite matrices. The extension to unsymmetric matrices [16] and in particular applications related to
domain decomposition with preconditioning [50] and fluid flow [44] make deflation a good candidate for
augmenting block-Jacobi preconditioning in our Schur problem. Comparisons of coarse grid correction
8
Figure 3: The Schur matrix shown in black corresponding to a grid with n = 5, mx = 17, and mz = 10 shown in
Fig. 2, with the blocks Mi of the non-overlapping block-Jacobi preconditioner M in red and green. Each block-Jacobi block
represents the coupling between four of the interfaces shown in Fig. 2, in which the red/green interfaces correspond to the
red/green blocks shown here.
with deflation show that deflation methods combined with preconditioning yield lower condition num-
bers irrespective of the choice of the coarsening operators for symmetric positive-definite systems[35],
and deflation methods have been elsewhere experimentally favorably compared in the context of two-
level preconditioners with multi-grid and domain decomposition approaches [46, 45]. A more exhaustive
summary and analysis of deflation methods can be found in Ref. [22].
Here, to augment the block-Jacobi preconditioner described in Section 3.2, a deflation method is
used as the coarse-grid correction method, following the procedure in Ref. [16]. The deflation vectors are
chosen to be a set of d column vectors Z ∈ Rk×d where d≪ k, and k = dim(S). These deflation vectors
are chosen to be discrete indicator vectors on each of the interfaces {Γj}
mx−1
j=1 that form the Schur grid
Γ. The i-th entry in the j-th such vector is given by
(zj)i =
{
1 : if xi ∈ Γj
0 : if xi /∈ Γj
}
, (15)
thus each vector is active on one interface in the Schur grid. The matrix of these vectors Z =
[z1, z2, · · · , zd] defines a coarse version of the Schur problem, C = Z
TSZ ∈ Rd×d, and two projections
P = I − SZC−1ZT (16)
Q = I − ZC−1ZTS (17)
each of size Rk×k. The operator Z defines a one-dimensional coarse grid of dimension d that is composed
of the mean x-coordinates of each of the mx − 1 interfaces Γj . As a matrix Z
T ∈ Rd×k is a contraction
operator that maps grid functions on the Schur grid to the coarse grid. The mapping y = ZTx sums up
the values of x along each interface Γj and stores them in yj . The mapping x = Zy is the prolongation
operator which assigns to all entries of x on Γj the value yj . Note that Z
TZ = nmzI ∈ R
mx−1. ZZTx
averages the values of x over each interface Γj. The intuition behind the projections P and Q is that
they project out of the subspace on which ZC−1ZT is a good approximation of the left (in the case of Q)
or right (in the case of P ) inverse of S. Thus the projections map onto the complement of the subspace
on which the coarse matrix C approximates the Schur matrix S well.
Departing from the method in Ref. [16], the division by C is regularized to address C’s rank-deficiency
inherited from S. The projections P and Q are also regularized in the same way. Note that the left null
space of C is one dimensional, and is spanned by ZTuS. Denote this vector uC = Z
TuS and write the
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regularized projections as
P = I − SZ(C\(ZT − uCu
T
CZ
T )) (18)
Q = I − Z(C\(ZT − uCu
T
CZ
T ))S. (19)
Deflation proceeds by noting that the solution of the Schur complement problem SxS = bS can be
decomposed into
xS = (I −Q)xS +QxS . (20)
Then, the first term is just ZC\(ZT −uCu
T
CZ
T )(bS−uSu
T
S bS) which can be computed directly since C is
small, and the second term is obtained by performing GMRES on the deflated and right-preconditioned
system PSM−1xS = P (bS − uSu
T
S bS), and then post-multiplying by Q, finally assembling the solution
as
xS = ZC\(Z
T − uCu
T
CZ
T )(bS − uSu
T
S bS)
+QM−1GMRES(PSM−1, P (bS − uSu
T
S bS)). (21)
Because P projects out of the coarse space, the GMRES solution of PSM−1xS = P (bS − uSu
T
SbS)
minimizes only the component of the residual that cannot be well-approximated by the coarse solution.
Again note that although the deflated operator PSM−1 is rank-deficient by virtue of the rank-reducing
projection P , because the the right-hand-side vector is similarly projected into the column space the
GMRES algorithm converges properly. This formulation of deflation-augmented right-preconditioning is
an extension of the work in Ref. [16] to a rank-deficient matrix.
With reference to implementation, the matrices ZT and Z are very easily parallelizable, and since P
and Q are never explicitly formed, the storage overhead for deflation is the storage of the coarse matrix
C which is a one-dimensional tridiagonal finite-difference Poisson matrix of dimension mx − 1 whose
solution is obtained by the Thomas algorithm. The applications of P , S, and M−1 required in each
iteration of GMRES are conducted in a distributed, sparse, and MPI-parallel fashion, with the exception
of the coarse solution, which requires global communication between all MPI ranks.
Finally, note that the two-level additive Schwarz method can also be written using the deflation
vectors Z defined above as coarsening operations. Denoting the coarse problem again as C = ZTSZ,
write the two-level additive Schwarz preconditioned system as
S(M−1 + ZC\(ZT − uCu
T
CZ
T ))xS = bS − uSu
T
S bS. (22)
As defined above, the two-level additive Schwarz preconditioner will be used to compare against the
performance of the deflation method. Notice that although they appear similar, the additive Schwarz
method only requires one application of the Schur matrix S per Krylov iteration whereas the deflation
method requires two (a second embedded in the definition of P ). Furthermore, unlike the deflation
method does with its projection P , additive-Schwarz preconditioning doesn’t explicitly project out of
the coarse space. Thus while the Krylov solver is aided by the coarse matrix C, the residual it minimizes
still contains components in the coarse space. Finally notice that right-preconditioning has been used
throughout. This is so that the the tolerance achieved on the preconditioned system bounds the tolerance
on the unpreconditioned system, and not the other way around as when left preconditioning is used.
For completeness, in Algorithm 2 is the algorithmic summary of the deflation method in which the
notation GMRES(A, b) is intended to represent the solution of a linear system Ax = b with GMRES.
The algorithm expects to be given the vectors spanning the left null spaces of C, S, and L (uC ,uS,uL
respectively) and returns the solution x that makes Lx− b small. Naturally there are input parameters
for GMRES (desired tolerance, maximum iterations, etc.) that are left out in the description below.
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Algorithm 2 Block-Jacobi Preconditioned and Deflated Schur Method
Input: b, uL, uS , uC
Output: x
1: b←− b− uLu
T
Lb
2: bS := BA
−1b
3: bS ←− bS − uS(u
T
S bS)
4: x1 := GMRES(PSM
−1, P bS)
5: x1 ←− QM
−1x1
6: x2 := Z
T bS − uCu
T
CZ
T bS
7: x2 ←− ZC\x2
8: x := x1 + x2
9: x←− A−1(b− Ex)
4. Performance
In this section a performance comparison of four different preconditioning methods for solving the
Schur complement problem using GMRES is made. The four methods are
1. no preconditioning,
2. block-Jacobi preconditioning,
3. deflation-augmented block-Jacobi preconditioning,
4. two-level additive-Schwarz preconditioning.
These are all described in Section 3, and are summarized in Table 1. The basis for comparison will be the
number of iterations for achieving a GMRES relative tolerance of 10−10, as well as the wall-clock time
taken for achieving that tolerance. Both iteration count and computation time are relevant since each of
the four methods has a different per-Krylov iteration computational cost. In all cases, the right hand side
used is a randomly generated vector drawn from a uniform distribution on [0, 1], and the measurement
of iteration count and computation time is averaged over the solution of ten such right hand sides. The
initial guess is always the vector of zeros, and the solution xS is always checked to verify that
||SxS − bS||2
||bS ||2
< 10−10. (23)
Two classes of problems are studied to show GMRES convergence independent of grid properties.
First, to show that the block-Jacobi preconditioner alone eliminates the dependence on domain aspect
ratio, the Poisson problem is solved on a series of increasingly leptic (stretched) grids. Second, to show
that the projections in the deflation method eliminate the dependence on mx, a series of grids with
increasingly many x elements is constructed on which the Poisson equation is solved. In the second
set of problems, deflation is compared with two-level additive Schwarz preconditioning to demonstrate
that deflation requires both fewer GMRES iterations and less wall-clock time. All computations are
performed in an MPI-parallel Fortran code and are executed on a 64-core AMD Opteron computer using
the AMD Core Math Library for all basic linear algebra tasks.
Table 1: A description of the four methods compared in this section. GMRES(A, b) represents a GMRES solution of the
linear system Ax = b.
Name Abbreviation Description
No Preconditioning Schur GMRES(S, b˜S)
Block-Jacobi BJ-Schur GMRES( SM−1, b˜S)
Deflation and Block-Jacobi DBJ-Schur GMRES(PSM−1, P b˜S)
Two-Level Additive Schwarz 2LAS GMRES(S(M−1 + ZC\(ZT − uCu
T
CZ
T )), b˜S )
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4.1. Increasing domain aspect ratio
The goal of this section is to demonstrate that use of the block-Jacobi preconditioner on the Schur
matrix eliminates the dependence of GMRES convergence on the domain aspect ratio. To show this,
the Poisson-Neumann problem was solved on a series of domains with constant height of lz = 10 m and
incrementally increasing width from lx = 10 m to lx = 5000 m. These domains are discretized with 10
elements in both the horizontal and the vertical, yielding an element aspect ratio η = (lx/mx)/(lz/mz)
that grows from η = 1 to η = 500.
On this set of grids the Schur problem is assembled and solved with and without block-Jacobi precon-
ditioning. Shown in Fig. 6(b) are the residual histories of the unpreconditioned GMRES solver for five
such grids with aspect ratios increasing from η = 1 to η = 500. Notice that as the aspect ratio increases,
there is an increasingly long period of slow decay of the GMRES residual before it quickly decays to the
desired tolerance. As η increases to 500, the number of GMRES iterations grows from under about 80
to 1500, a twenty-fold increase that is expected due to the ill-conditioning of the spectral differentiation
matrices that worsens as the element aspect ratio grows[27].
As shown in Fig. 4(a), and in contrast to the unpreconditioned Schur method, the same set of
problems solved with block-Jacobi preconditioning shows no dependence on aspect ratio, converging to
the tolerance in roughly 20 GMRES iterations for all values of η. Notice though that the iteration count in
the unpreconditioned Schur method does not grow indefinitely; it plateaus after η > 150 at its final value
of ∼ 1000. This behavior can be explained by understanding that for η ≈ 150 and larger, all horizontal
wavenumbers supported by the grid are longer than the supported vertical wavenumbers. As such, the
discrete eigenvalue spectrum of the Poisson operator is separated into two distinct sets, a condition that
defines leptic grids. This separation of eigenvalues presents a difficulty for Krylov subspace methods as
has been demonstrated previously [42], but once the horizontal and vertical eigenvalues are separated
entirely further distortion of the grid only minimally affects the convergence properties of GMRES.
Finally, both methods show a peak in iterations near η = 75, a result that is not well understood.
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Figure 4: Left : Number of GMRES iterations to solution as a function of element (and domain) aspect ratio for a 10× 10
subdomain grid with 100 points per element. Right : Time to solution the same problem as a function of element (and
domain) aspect ratio. This was benchmarked with an MPI-parallel Fortran code on 5 MPI ranks.
Commensurate with the difference in iteration count, block-Jacobi preconditioned Schur is signif-
icantly faster than the unpreconditioned Schur method. The wall-clock computation time for both
methods is shown in Fig. 4(b), which demonstrates that with the use of the block-Jacobi preconditioner
a solution is obtained in O(10−1) seconds for all aspect ratios. By contrast, the time to solution for
the unpreconditioned Schur method grows from O(10−1) to O(102) seconds as the aspect ratio increases.
Lastly note that the results for the deflated and two-level additive Schwarz solvers are not shown, since
for a small 10×10 element grid the coarse-grid correction does not improve performance significantly, and
can often degrade performance in parallel due to the additional inter-processor communication required
in solving the coarse matrix.
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4.2. Increasing the number of x elements
Next is the study of the performance of the various GMRES preconditioning methods as the number
of x elements is increased. This study gives an insight into how the four methods (unpreconditioned,
block-Jacobi preconditioned, two-level additive Schwarz, and deflation) will perform on environmental
flow problems in which not only is the domain aspect ratio large, but the number of elements in the
long direction is also large (mx ≫ mz). In this study, n = 10 and mz = 10 were fixed, and the Poisson-
Neumann problem is solved for discretizations with mx = 64 to mx = 1024 on domains with increasing
length lx. The size of these grids grows from 64000 when mx = 64 to 1024000 when mx = 1024. For
each such grid, the Schur problem was assembled and solved with the four preconditioning techniques
described at the beginning of this section. Each computation was performed ten times and the iteration
counts and timings were averaged over these 10 trials. Fig. 5(a) shows the resulting number of iterations
required to achieve a tolerance of 10−10 for each of the four solvers as a function of the number of x
subdomains mx ∈ [64, 1024]. Notice that the deflation/block-Jacobi preconditioner achieves GMRES
convergence independent of mx and converges within approximately 30 iterations. Convergence indepen-
dent of mx is vital for reliable performance in applications in long domains. In all cases, deflation with
block-Jacobi preconditioning required the fewest iterations, and converged within approximately 30 iter-
ations independent of the problem size. The two-level additive Schwarz method also shows convergence
independent of problem size but takes twice as many GMRES iterations as deflation in all cases.
Since the cost of K GMRES iterations is O(K3), and iterations grow in the unpreconditioned Schur
method linearly with mx, it is expected that the any coarse-grid corrected method cubically outperforms
the unpreconditioned Schur method in solution time as mx becomes large. In practice, the speedup
is closer to quadratic than cubic in mx because the solution of the coarse problem requires far more
communication than the Schur method alone, and there is also some ancillary computation to set up the
coarse solve in C.
A comparison of the four methods’ time-to-solution is presented in Fig. 5(b), which shows that the
speedup in deflation over block-Jacobi preconditioned Schur is ≈ O(m2x). The two-level additive Schwarz
method shows similar quadratic in mx speedup relative to the Schur method, but is always slower than
the deflation method since it takes about twice as many GMRES iterations to converge. The difference
in time between the deflated and additive-Schwarz methods is smaller than the factor of two difference
in GMRES iterations because each GMRES iteration of the deflation method requires two applications
of the S matrix due to the additional S application in the P projection; the two-level additive Schwarz
method requires only one S matrix-vector multiply. Nevertheless, deflation augmented preconditioning
outperforms two-level additive Schwarz preconditioning in terms of wall-clock time for all of the grids
studied here by about 25%.
Fig 6(a) shows a representative example of the residual history for the case where mx = 512. The
residual histories of both the block-Jacobi and unpreconditioned cases show an initial period of slow
convergence followed by a rapid decay in the residual. This slow convergence is associated with the first
few singular values which represent low-frequency components within the Schur matrix whose elimination
requires across-grid communication. This initial slow convergence behavior is eliminated by either the
coarse-grid solve in two-level additive Schwarz or by the deflation vectors in the deflation preconditioner.
However, it is clear that the deflation method yields better GMRES performance since the residual
decays at a rate twice that of the two-level additive Schwarz residual.
To summarize, although both deflation and additive-Schwarz methods demonstrate algorithmic scala-
bility in mx, it is always preferable to use the deflated Schur method over the two-level additive Schwarz
method, both from the perspective of minimizing storage (in the number of Krylov basis vectors required)
as well as minimizing computation time. This confirms for the Schur complement problem the results
established for symmetric positive definite discretizations of the Poisson-Dirichlet operator [35]. The
deflation method takes about half as many iterations, and about 25% less time. The results shown in
Fig. 5 are quantified in Table 2, along with data showing the amount of setup time required to assemble
the Schur complement matrix, its coarse version, and factor its preconditioner. Setup takes about 100
times more time than solution, meaning that for the deflation method to be worthwhile, one should
require the Poisson-Neumann system to be solved many more than 100 times. For the vast majority
of time-dependent Navier-Stokes simulations, the Poisson-Neumann problem is to be solved many more
than O(102) times; its solution is required once per time-step, a total of O(104−105) many times [13, 17].
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Figure 5: Left : Number of GMRES iterations to solution for a constant aspect ratio as a function of the number of x
subdomains. Right : Time to solution for a constant aspect ratio as a function of the number of x subdomains. This
simulation was benchmarked with (n,mz) = (10, 10) fixed, and a GMRES tolerance of 10−10 on 16 processors in an
MPI-parallel Fortran code.
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Figure 6: Left : The GMRES relative error as a function of iteration for a 10× 512 subdomain grid with n = 10 for each
of the four methods compared. Right : The GMRES relative error as a function of iteration for five different aspect ratios
(η = hx/hz) with the unpreconditioned Schur method on a 10× 10 subdomain grid with n = 10.
Table 2: Comparison of iterations and computation time to solution in seconds on long domains with randomly generated
right hand sides for the four methods averaged over ten trials of randomly generated right hand sides. In all cases
(n,mz) = (10, 10), the GMRES tolerance was 10−10, and all were run on 32 processors.
Schur Block Jacobi Deflation TL Schwarz
mx Grid Points Setup Time Iter. Time Iter. Time Iter. Time Iter. Time
64 6.4× 104 4.24e1 110.5 4.40e-1 54.1 2.76e-1 29.6 1.14e-1 54.9 1.71e-1
128 1.28× 105 8.49e1 244.4 1.85e0 108.6 9.97e-1 56.7 3.29e-1 95.4 4.87e-1
256 2.56× 105 1.68e2 311.1 4.30e0 156.2 2.61e0 39.3 5.04e-1 69.7 6.56e-1
512 5.12× 105 3.27e2 557.7 1.67e1 278.6 9.40e0 33.4 8.92e-1 61.2 1.11e0
1024 1.024 × 106 6.60e2 1077.7 8.61e1 531.8 4.35e1 31.9 1.76e0 58.6 2.15e0
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5. Extension to 3D
All of the preceding discussion has been strictly two-dimensional. A straightforward extension of
the deflation method and domain decomposition to the three-dimensional problem is possible if it is
assumed that the solution u(x, y, z) is periodic in the y direction, and that the domain is constant in the
y direction. The first assumption allows for a Fourier discretization in the transverse y direction, and
the second assumption allows for the re-use of the domain decomposition outlined in Section 2.3 in the
three-dimensional case. In this section is discussed the construction and solution of the three-dimensional
Poisson-Neumann Schur complement problem with a Fourier transverse discretization.
Denoting as Ω ⊂ R2 a two-dimensional domain, denote as Ω′ = Ω× [0, ly] ⊂ R
3 the domain on which
the three-dimensional Poisson equation is to be solved. Assume that the boundary conditions in the
third dimension y ∈ [0, ly] are periodic, implying a periodic solution u(x, y = 0, z) = u(x, y = ly, z), and
write the Poisson problem as
∇2u = f on Ω′
n · ∇u = g on ∂Ω× [0, ly],
u(x, 0, z) = u(x, ly, z) on Ω\∂Ω× {0, ly}. (24)
This type of extension from two to three dimensions facilitates a Fourier discretization in the third (y)
dimension, and has been used previously [13, 30] in the context of solving the Navier-Stokes equations
on problems and domains amenable to transverse periodicity of the solution. Admittedly requiring
periodicity in the third dimension is a limitation and thus this is not a general three-dimensional formu-
lation. However, as is the case in oceanic and atmospheric modeling of turbulence, only a transect of the
large physical domain is discretized computationally, and the transverse direction is assumed to be the
direction in which turbulence is statistically homogeneous and thus periodicity can be safely assumed.
Therefore while restrictive, a periodic transverse direction still has significant applicability.
5.1. Construction of the three-dimensional Schur problems
Starting with the Poisson problem (Eq.(24)), force periodicity of u(x, y, z) in y by taking the expansion
of u in the Fourier basis,
u(x, y, z) =
my/2−1∑
j=0
uˆj(x, z)e
ikjy, (25)
where kj = 2πj/hy is the transverse wavenumber, hy = ly/my spacing of the uniform grid in the
transverse direction, my the number of grid points in the transverse direction, and uˆj(x, z) ∈ C the
Fourier coefficients. Substituting this Fourier expansion into Eq. (24), for each kj wavenumber a two-
dimensional Helmholtz equation in x and z is obtained,
∇2uˆj(x, z)− k
2
j uˆj(x, z) = fˆj(x, z), (26)
where uˆj, fj are the kj-th wavenumber components of the Fourier transforms of u, f along the y direction,
uˆj = uˆ(x, kj , z) (27)
fˆj = fˆ(x, kj , z), (28)
and uˆ(x, ky , z) = Fyu(x, y, z), fˆ(x, ky , z) = Fyf(x, y, z), where Fy is the discrete Fourier transform in y.
A complete description of the addition of a third Fourier dimension for the spectral multidomain
penalty and spectral element methods can be found in Refs. [13] and [30] respectively, but the important
fact is that all of the Schur complement methodology described thus far applies directly to each kj
wavenumber in Eq. (26). To see this, write the discrete version of Eq. (26) for the j-th wavenumber as
(L− k2j I)uˆj = fˆj (29)
where now uj , fj ∈ C
k and L is the SMPM Poisson-Neumann operator as in Eq. (6). Using the decom-
position of L = A+ EB again as in Eq. (6) write
(A− k2j I)uˆj + EBuˆj = fˆj . (30)
15
This is a Helmholtz equation with block-diagonal component A − k2j I and off-diagonal component EB.
Denoting the shifted block-diagonal matrix A(kj) = A−k
2
j I, the Schur complement problem for wavenum-
ber kj is given by
S(kj) = I +BA(kj)
−1E, (31)
analogous to the unshifted case considered in Section 2.3.
There are two important things to notice about Eq. (31). First note that while the B matrix can
depend on τ , the penalty parameter, and in turn τ can depend on the shift k2j [26], acceptable values
of τ span a broad range [26]. So it is possible to choose a τ that is suitable for all wavenumbers to
make B also independent of wavenumber. Second, note that a division by A − k2j I is required for each
wavenumber kj , and A − k
2
j I certainly depends on wavenumber although only along its diagonal. To
avoid operations of cubic complexity like Gaussian elimination to compute (A−k2j )
−1, or calculating and
storing separate factorizations of A(kj) for all j, we appeal to the Schur factorization method (not to
be confused with a Schur complement). In particular, by computing and storing the Schur factorization
of A(0), divisions by A(kj) for all kj can be solved in quadratic time. Since the unshifted A(0) is block
diagonal, its Schur factorization A(0) = UTU∗ can be computed quickly in parallel. Recalling that in a
Schur factorization U is unitary and T upper triangular, the Schur factorization of A(kj) for any kj is
given by
A(kj) = A− k
2
j I (32)
= UTU∗ − k2j I (33)
= U(T − k2j I)U
∗. (34)
U is block unitary and T − k2j I is block upper triangular, so any division x = A(kj)\b is computable in
parallel and in quadratic time by
x = U(T − k2j )
−1U∗b (35)
where (T − k2j I)
−1 is a block back-substitution and multiplications by U and U∗ are block matrix-vector
multiplications. Both of these operations are parallel over the blocks of A and are of quadratic complexity.
It is worth noting that although A(kj) ∈ R
r×r, for unsymmetric matrices U, T ∈ Cr×r, which roughly
doubles the storage requirement.
From the perspective of domain decomposition, the Schur factorization is a powerful tool. It allows
for solving linear systems in A(kj) in quadratic time while only requiring the Schur factorization and
storage of A(0). The Schur factorization of A(0) is furthermore computable in parallel since A(0), and
consequently U and T are block-diagaonal.
After computing A(0) = UTU∗, each transverse Schur problem is assembled as
S(kj)xˆj = bˆj (36)
(I +BA(kj)
−1E)xˆj xˆj = bˆj (37)
(I +BU(T − k2j I)\U
∗E)xˆj = bˆj, (38)
where xˆj = Buˆj and bˆj = BA(kj)
−1fˆj. Then, each transverse wavenumber’s solution uˆj is obtained
from the solution of the Schur problem xˆj as
uˆj = A(kj)
−1(fˆj − Exˆj) (39)
uˆj = U(T − k
2
j I)
−1U∗(fˆj − Exˆj), (40)
and the full three-dimensional solution is assembled via the inverse Fourier transform,
u(x, y, z) =
∑
j
uˆj(x, z)e
ikyy. (41)
Each Schur problem S(kj)xˆj = bˆj can be solved in parallel with the same deflation preconditioning
technique demonstrated previously. The assembly of each Schur matrix S(kj) is non-trivial, but is
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amortized over the many Poisson solves required in a time-evolving Navier-Stokes solver and is in any
case embarrassingly parallel over wavenumber.
Thus, the deflated and preconditioned three-dimensional Schur problem is formulated as a sequence of
independent two-dimensional Schur problems, each a Helmholtz equation representing the kj wavenumber
component of the solution u(x, y, z). Identical to the formulation of the zero wavenumber two-dimensional
problem in Eq. (21), the deflated and preconditioned problems are for each kj
P (kj)S(kj)M(kj)xˆj = P (kj)BA(kj)
−1bˆj (42)
where M(kj) is the block-Jacobi preconditioner of S(kj), P (kj) = I + S(kj)ZC(kj)
−1ZT , and C(kj) =
ZTS(kj)Z. The solution for wavenumber kj is obtained analogously to that in Eq. (21) as
xˆj = ZC(kj)Z
T bˆj
+Q(kj)M(kj)
−1GMRES(P (kj)S(kj)M(kj)
−1, P (kj)bˆj). (43)
where Q(kj) = I + ZC(kj)
−1ZTS(kj). The zero wavenumber problem kj = 0 requires additional
regularization as has been extensively documented in Section 2.4.
5.2. Implementation
While each wavenumber Schur problem is independent of the others, in practice, all of the wave num-
bers are solved simultaneously in one GMRES calculation. This is done to minimize the communication
overhead inherent in computation of dot products that plagues all Krylov methods [23]; by solving all of
the Schur problems together, the communication overhead penalty is paid only once per Krylov iteration
instead of my-many times.
The algorithmic summary of this method is given in Algorithm 3, which presumes that an initial
setup phase has been conducted to compute the Schur factorization of A(0), the assembly of S(kj) for
j = 1, . . . ,my, the block-Jacobi preconditioner M(kj), and the coarse grid matrix C(kj). Since the
two-dimensional problem corresponding to the kj = 0 wavenumber is rank-deficient, a regularization
identical to that in Algorithm 2 is done for ky = 0 (but is not shown in Algorithm 3).
Algorithm 3 Deflated Schur complement method for the 3D Poisson equation.
Input: b
Output: x
1: for i = 1 to n2mxmz do
2: bˆ(i, :) = FFT[b(i, :)]
3: end for
4: for j = 0 to my/2− 1 do
5: bˆ(:, j)← BU(T − k2j I)
−1U∗bˆ(:, j)
6: end for
7: xˆ = GMRES(
∑
j P (kj)S(kj)M(kj)
−1, P bˆ)
8: for j = 1 to my do
9: xˆ(:, j)← U(T − k2j I)
−1U∗(bS − Exˆ(:, j))
10: end for
11: for i = 1 to n2mxmz do
12: x(i, :) = IFFT[xˆ(i, :)]
13: end for
The two for-loops wrapping the fast Fourier transforms (FFTs) are embarrassingly parallel and in
practice multi-threaded and computed with an external library3. The divisions by A(kj) (lines 5 and
9) are block-solves each of quadratic complexity, and so are negligible relative to the expensive GMRES
iteration for the solution of the three-dimensional Schur complement system (line 7). When appropriately
3Furthermore, in the context of a Navier-Stokes simulation, the Poisson equation is solved entirely in Fourier space thus
obviating the need for the Fourier transforms within the Poisson solver itself.
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parallelized on np processors, the number of floating point operations per rank for the above algorithm
is
F =
n2mzmx/np FFTs and IFFTs︷ ︸︸ ︷
2n2mz
mx
np
O(my logmy)
+ 6my
mx
np
O((n2mz)
2)
︸ ︷︷ ︸
6mymx/np Schur Solves
+
mx
np
O
(
K316myn
2m2z
)
︸ ︷︷ ︸
1 GMRES solve of K iterations
(44)
where K is the number of GMRES iterations required for a solve. In practical applicationsmx/np is kept
bounded, and so if K depends on either mz or n, then the third term will quickly become dominant due
to its cubic dependence on K. Thus, even in the three-dimensional case, minimizing GMRES iterations
K is still the most important aspect of achieving good performance.
5.3. Performance
To study the performance of the three-dimensional solver, the two-dimensional simulations repre-
sented in Table 2 were extended by extruding the two-dimensional domain into Ω× [0, ly], with my grid
points in the transverse direction. The right hand sides used are again randomly drawn from a uniform
distribution to ensure that their Fourier transforms will have significant components in all wavenumbers
kj . As before, the number of elements in x was increased from mx = 64 to mx = 1024, while the other
parameters (n,my,mz) = (10, 32, 10) were held constant. These parameters imply grids ranging from 2
to 32 million grid points in size. From Table 2 only the deflation and two-level additive Schwarz precondi-
tioners were used, as the other two methods required too much computation time and Krylov iterations
to be of practical use. All results were computed on 32 processors, and all results were averaged over 10
trials.
The results comparing the deflation preconditioning with two-level additive Schwarz preconditioning
are displayed in Table 3. First notice that the number of GMRES iterations does not increase substan-
tially from the two-dimensional problems (Table 2). This is primarily because the worst-conditioned of
all the wavenumbers is the k0 = 0 wavenumber which is what is solved in the two-dimensional problems;
adding more wavenumbers only adds better conditioned problems that converge earlier than the zero
wavenumber. The second thing to note is that the deflation method again outperforms two-level additive
Schwarz preconditioning, requiring about 40% fewer GMRES iterations and 15% less time. The differ-
ence in iterations does not translate directly into time because again since the application of P in the
deflation method adds an extra multiplication of S to each GMRES iteration. While, from one perspec-
tive, deflation is only modestly faster than two-level preconditioning, when solving the Poisson equation
hundreds if not thousands of times within a time-evolving fluid simulation, even a 15% improvement
in time translates to significant savings in total time. Besides which, for extremely large problems for
which storage of Krlyov basis vectors is a significant cost the reduction in GMRES iterations in deflation
relative to two-level additive Schwarz preconditioning can be important.
Table 3: Comparison between the 3D deflation method and the 3D two-level additive Schwarz method of iterations and
computation time to solution in seconds. The number of GLL points per direction is n = 10, the number of vertical
elements mz = 10, and number of transverse wave numbers my = 32. These simulations were all benchmarked in an
MPI-parallel Fortran code and executed on 32 processors.
Deflation TL Schwarz
mx Grid Points Setup Time Iter. Time Iter. Time
64 2.05× 107 7.50e1 30.5 2.30e0 48.1 2.71e0
128 4.10× 107 1.52e2 57.0 7.21e0 84.1 8.29e0
256 8.19× 107 3.13e2 39.2 1.08e1 60.0 1.23e1
512 1.64× 108 6.58e2 33.7 1.98e1 52.7 2.27e1
1024 3.28× 108 1.50e3 31.8 5.21e1 50.4 6.50e1
Lastly note that the third column in Table 3 shows the time taken to perform the assembly, factor-
ization, and inverse iteration done in the setup phase initially. The time for setup is usually about 20
times the time taken for a single solve. This means that so long as the Poisson problem is to be solved
many more than 20 times, the cost of setup is negligible. In applications in environmental flows, there
are usually O(104 − 105) many time-steps each requiring the solution of a Poisson-Neumann problem
which amortizes the cost of setup over enough solves to make the setup cost acceptable [13, 17].
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6. Discussion
The SMPM was used here as the platform to demonstrate the effectiveness of the deflated/precondi-
tioned Schur complement approach, but this approach can be extended to other discretizations as well.
Domain decomposition has of course been applied to many different kinds of discretizations[47] includ-
ing continuous [38] and discontinuous Galerkin, collocation [3], and spectral element methods [33, 11].
While most domain decomposition methods separate the grid into internal and interface unknowns, the
particular decomposition shown in Section 2.3 decomposes the discrete operator into intra- and inter-
subdomain components and solves for the inter-subdomain fluxes Bu first before solving the local block
problems. This approach is similar to one taken in a class of methods known as Finite Element Tearing
and Interconnect (FETI) [18]. In FETI, a set of Lagrange multipliers that represent inter-subdomain
fluxes are solved first, and these Lagrange multipliers are the direct analogues of the inter-subdomain
fluxes Bu in SMPM. Unlike in FETI, the element matrices in the SMPM are all invertible (in FETI ele-
ments without no intersection with the outer boundaries have non-invertible element matrices) and the
decomposition here does not require that the operator be symmetric positive definite as FETI requires
for the construction of its weak formulation. Indeed the SMPM operator matrices are neither positive
definite nor symmetric, and there is no weak form owing to the collocation-based nature of the SMPM.
While the domain decomposition, construction of the Schur problem deflation vectors, and block-
Jacobi preconditioner used here are generally applicable to any element-based discretization of an elliptic
problem, some properties inherent to the SMPM are required. First, it is critical that the discretization
be discontinuous, as the Schur problem constructed in Section 2.3 assumes that the solution can be
discontinuous across the decomposed interfaces. Because the SMPM does not invoke strong continuity
across elements the operator A is block-diagonal and hence the interior problems (Step 2 and Step 9
in Algorithm 2) can be solved in parallel. Lastly, and perhaps most importantly, because the SMPM
is discontinuous the local block problems in A are each well-defined, representing totally decoupled
homogenous Robin boundary value problems; if the SMPM were continuous the decomposition would
have been less clearly defined.
Secondly, it is helpful that the SMPM when used in practice is of high-order (n ≫ 1), which makes
the Schur problem significantly smaller than the full problem. Since the dimension of L grows O(n2)
with n and the dimension of S grows as O(n), the savings in storage of the Krylov basis as well as in
the floating point operations in orthogonalization can be of importance. In practice, values as high as
n = 32 have been used[14], but more typically n ≤ 20.
These two tenants (discontinuous and high-order) are satisfied by the high-order discontinuous Galerkin
(DG) class of methods[9], and using the deflated/preconditioned Schur complement approach described
in this work seems practicable. The boundary fluxes Bu in the SMPM that are the unknowns of the
Schur problem correspond to numerical fluxes in DG, but otherwise the decomposition and solution
would proceed identically. Since DG methods are widely used, this seems like a natural application for
deflation-augmenting preconditioning of the Schur complement problem.
Finally, while this paper focused solely on the Poisson-Neumann problem due to its relevance in
the problem of interest, the approach taken extends to any elliptic problem. Thus the only stringent
requirements are that the partial differential equation be elliptic, and the method be element-based,
discontinuous, and preferably of high-order.
7. Summary and Concluding Remarks
In this paper, a method of solving the Poisson-Neumann problem on large, highly-elongated domains
by way of a domain decomposition is presented. In particular, a method of preconditioning the Schur
complement problem of the two-dimensional Poisson-Neumann system discretized by a high-order dis-
continuous spectral element method has been developed. The large, highly-elongated grids introduce
two difficulties to solving the Poisson-Neumann system. First, the highly-stretched grids lead to ill-
conditioned spectral differentiation matrices; this was addressed by way of a block-Jacobi preconditioner
on the Schur problem. Second, for grids with many elements, Krylov subspace methods require many
iterations to communicate information across the grid; this difficulty was addressed by augmenting the
block-Jacobi preconditioner with a set of deflation vectors that eliminated the residual in a coarse sub-
space of the Schur matrix. Since the Schur complement problem is better conditioned and a factor of n
smaller than the full Poisson problem (where n+1 is the order of the polynomial basis in each element),
it requires fewer Krylov iterations and less storage for the Krylov basis vectors. It was shown that by
19
using deflation-augmented preconditioning on the Schur complement, the number of Krylov iterations
can be kept bounded as the aspect ratio was increased and as the number of x-elements is increased.
Comparisons with two-level additive Schwarz preconditioning for the same problem showed that defla-
tion required approximately half as many Krylov iterations and required about 25% less time. Lastly it
was shown that when a third dimension was added by way of a Fourier discretization, the superiority
of deflation in two-dimensions translated to the three-dimensional problem as well; in three dimensions,
the deflation preconditioned Schur problem required about 40% fewer Krylov iterations and about 15%
less time than two-level additive Schwarz preconditioning.
The three main contributions of this work may be summarized as follows. First, the use of deflation-
augmented block-Jacobi preconditioning on the Poisson-Neumann Schur system is shown to be a viable
candidate technique for obtaining the solution to the Schur complement problem. This method is viable
in the sense that convergence of the GMRES calculation on the deflated and preconditioned Schur matrix
is independent of the domain aspect ratio and the number of x elements, both important criteria for a
solution algorithm and the subject of much study [20, 21, 19]. Development of algorithms that satisfy
these criteria has largely been focused on two-level additive Schwarz methods applied to the Poisson
problem itself. While there admittedly exists a significant body of literature on using two-level additive
Schwarz preconditioning for the Schur problem of elliptic equations [38, 3, 33], and also a significant
body of literature on using deflation methods to accelerate convergence on elliptic problems themselves
[50, 35, 44], applying deflation acceleration to the Schur complement problem seems largely unexplored.
It is also worth noting that the SMPM discretized Poisson-Neumann operator is unsymmetric, and some
care was taken to show that the projections out of the null space of this rank-deficient operator did not
affect the quality of the solution. While certainly most discretizations of the self-adjoint Poisson equation
are symmetric positive definite themselves (as in the spectral element or discontinuous Galerkin methods),
this also shows that, without much extra effort, unsymmetric discretizations can also be accounted for.
Secondly, it is demonstrated in Sections 4 and 5 that deflation acceleration alongside block-Jacobi
preconditioning outperforms two-level additive Schwarz at least for the SMPM discretization of the
Poisson-Neumann problem. For both the two-dimensional (Section 4) and the three-dimensional (Section
5) case, deflation/block-Jacobi preconditioning required about half as many GMRES iterations and
between 15% and 25% less computation time than two-level additive Schwarz. While this is admittedly
a limited comparison and a modest performance gain, it is in agreement with previous work comparing
deflation with two-level additive Schwarz methods for preconditioning the full Poisson problem (i.e. not
the Schur complement) [35, 45, 46]. And in light of the fact that for many of these environmental-scale
problems the duration of the computation is on the order of several months of wall-clock time [15], even
a 15% reduction in computation time as shown in Section 5 can be significant. Considering also the
50% reduction in the memory footprint due to the 50% reduction in Krylov iterations (and thus basis
vectors), it is possible that the performance difference between the deflation and the two-level Schwarz
methods may be significant.
Finally, use of the Schur factorization of the local block problems A(kj) is used to quickly factor and
divide all the local element matrices in transverse direction when extending to three-dimensions (Section
5). Coupled with the domain decomposition outlined in Section 4, the use of the Schur factorizations
allows for parallel division of the block-diagonal matrix A(kj) and the re-use of the Schur factorization
of A(0) = UTU∗. Without the Schur factorization, either the factorization of each A(kj) would need to
be stored or a different approach such as Gaussian elimination (which is of cubic complexity) would be
required to perform the divisions of {A(kj)}
my
j=1. For grids with many transverse wavenumbers (my ≫ 1)
the savings in storage and factorization time can be immense, and in practice my is often much larger
than the my = 32 value used in Section 5, reaching from my = 128 [13] to as high as my = 512 [54] in
supercomputing-scale applications. When my is this large, storing a single A(0) and computing a single
Schur factorization instead of my-many is an important advantage of a Fourier-discretized transverse
direction leveraging the Schur factorization.
7.1. Future work
Since the primary motivation for solving the Poisson equation in this work is to obtain a numerical
solution to the incompressible Navier-Stokes equations, immediate interest is in implementing the deflated
block-Jacobi Schur method in an incompressible Navier-Stokes solver. By way of the operator splitting
as in Ref. [31], the Poisson problem is separated from the viscous and nonlinear advective terms which
means the methodology developed in this work can be applied in a relatively straightforward manner.
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Some extensions to the deflation block-Jacobi method described here might be to a fully three-
dimensional (i.e. in which elements are mapped from [−1, 1]3) discretization or to an unstructured grid.
First, in a fully three-dimensional grid, the Schur complement would likely be too large too store, but
otherwise the construction of its deflation vectors and its preconditioner would be an extension of the
current aproach. For example if the Schur matrix was constructed by decomposing along all element
interfaces, each block of the local matrix A would be of dimension n3, and the Schur complement matrix
S would be of dimension 6n2(mx − 1)(my − 1)(mz − 1). Thus the Schur matrix would still be a factor
of n smaller than the full Poisson matrix, and would be better conditioned by virtue of being a Schur
complement. If in addition to being fully three-dimensional the grid were also unstructured the choice
of subdomains becomes more complicated, but can be reduced to a graph partitioning problem that has
received much attention as a computational problem [32]. Thus, while requiring a significantly greater
programming investment, the extension of the Schur complement and deflation methods outlined in this
paper to an unstructured three-dimensional grid is theoretically tractable.
One open question worth investigating is related to the choice of deflation vectors Z in Section
3.3. The deflation vectors were chosen to be discrete indicator vectors along the domain decomposition
boundaries Γi after a choice made in Section 4.1.1 of Ref. [46], a simulation of porous media flow that
required the solution of Poisson-Dirichlet system of equations. This choice is sensible, as it approximates
eigenvectors that represent modes of the Schur matrix in which all nodes along an interface Γi have the
same value; this represents low-order modes of oscillation in a sense, and is in the spirit of what deflation
is attempting to do. However, we do not claim (or even suggest) that this choice of Z is optimal, and it
is likely that other deflation vectors and thus coarsening operators will provide better performance.
Lastly, although it is true that by replacing the boundary fluxes Bu with the inter-element fluxes
in the discontinuous Galerkin method (DGM) the Schur complement assembly and deflation above can
extend to high-order DGM discretizations, a demonstration of that claim with the aim of studying the
relative performance of the SMPM against the DGM would be highly insightful.
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Appendix: proof of claims
Proof of Claim 1
Proof. First, note that uTL(A+EB) = 0r ∈ R
r which implies that uTL + u
T
LEBA
−1 = 0r. Right multiply
by E to obtain uTLE + u
T
LEBA
−1E = 0r which yields the first relation that u
T
LE(I + BA
−1E) = 0r ⇒
uTLES = 0k ⇒ uS = E
TuL ∈ R
k.
For the second part, note that BA−1L = BA−1(A+EB) = B+BA−1EB = SB. Thus if uTSS = 0k,
uTSBA
−1L = 0k, and so A
−TBTuS ∈ R
r is the left null vector of L.
Proof of Claim 2
Proof. Start with the Poisson residual Lu− f˜ , substitute the solution u = A−1(f˜ −Exs), and recall that
L = A+ EB to obtain
Lu− f˜ = LA−1(b − Exs)− f˜ (45)
= (A+ EB)A−1(f˜ − ExS)− f˜ (46)
= (I + EBA−1)(f˜ − ExS)− f˜ (47)
= EBA−1f˜ − ESxS (48)
= E(BA−1f˜ − SxS). (49)
If S were full-rank, then xs = S
−1BA−1f˜ as calculated in domain decomposition and the right hand
side would be zero. However due to the rank-deficiency of S the residual that is made small in the
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Schur complement solve is
∣∣∣∣∣∣Sxs − (I − uSuTS )BA−1f˜
∣∣∣∣∣∣
2
. So, adding and subtracting the projection to
the above, we obtain a bound on the residual:∣∣∣∣∣∣Lu− f˜ ∣∣∣∣∣∣
2
=
∣∣∣∣∣∣E(BA−1f˜ − uSuTSBA−1f˜ + uSuTSBA−1f˜ − Sxs)
∣∣∣∣∣∣
2
(50)
≤
∣∣∣∣∣∣E(BA−1f˜ − uSuTSBA−1f˜ − Sxs)
∣∣∣∣∣∣
2
+
∣∣∣∣∣∣EuSuTSBA−1f˜
∣∣∣∣∣∣
2
(51)
≤
∣∣∣∣∣∣(I − uSuTS )BA−1f˜ − Sxs)
∣∣∣∣∣∣
2
+
∣∣∣∣∣∣EuSuTSBA−1f˜
∣∣∣∣∣∣
2
. (52)
The first term in the above is exactly the residual we minimize in the Schur complement solve; the second
term is an error term related to projecting out of the column space of S. Examining the second term,
recall from Claim 1 that uS = E
TuL, and substitute this into the expression for the second term:∣∣∣∣∣∣EuSuTSBA−1f˜
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣E(ETuL)(ET (uL))TBA−1f˜ ∣∣∣∣∣∣
2
(53)
=
∣∣∣∣∣∣E(ETuL)uTLEBA−1f˜
∣∣∣∣∣∣
2
. (54)
Recalling that EB = L−A we get
=
∣∣∣∣∣∣EETuLuTL(L−A)A−1f˜
∣∣∣∣∣∣
2
(55)
=
∣∣∣∣∣∣EETuL(uTLLA−1f˜ − uTL f˜)
∣∣∣∣∣∣
2
. (56)
Now by definition uTLL = 0r so the first term in the above is zero, and by assumption u
T
L f˜ = 0r so the
second term is zero. Thus
∣∣∣∣∣∣EuSuTSBA−1f˜
∣∣∣∣∣∣
2
= 0, and we have our bound,
∣∣∣∣∣∣Lu− f˜ ∣∣∣∣∣∣
2
≤
∣∣∣∣SxS − (I − uSuTS )bS∣∣∣∣2 , (57)
where bS = BA
−1f˜ .
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