For permutation groups (given by a list of generators), standard basic algorithms due to Sims [Sire] suflice in order to construct uniformly distributed random elements in polynomial time (cf. [FHL] , [Je] , [Kn] , and the recent considerable speedup [BCFLS] .) It is crucial for those methods that a permutation group G of degree n (= the number of elements permuted) possesses a subgroup chain G = Go~G1~...~Gn = 1 with small jumps: lGi_l : Gi I < n. This fact can be interpreted as a kind of self-reducibility of permutation groups and is largely responsible for the sizable polynomial time library available for permutation groups (cf. [KL] (1+ e) in the above sense, then the cost is polynomial in log N, log(l/&), and log(l/6).
The cost per random group element requested will be O(log N + log(l/c) + log(l/cf)) (after preprocessing).
In Section 9 we show that it is impossible to determine the approximate order of black box groups. 
a sequence of k random elements of G is a sequence of e-uniform E-R generators with probability z 1 -6.
The target of the straight line programs to be constructedis a short sequence ofs-uniform E-R generators for G for any s >0, where "short" means length Let S denote a set of generators of the group G, and set T = S U S-l U {l}.
Let D be any finite subset of Tt, the set oft -term products of members of T (in any order).
Let,
Then for at least one generator g 6 S,
\D\Dgl~allll.
For completeness, we include the short proof.
Proof. For a contradiction, suppose (4) fails for every gEs.
The fact that S generates G means that G = Uk>O Tk.
Let us observe that for each g G S,
it follows by induction on k that for any u c Tk, we have ID\ Du/ < k+ll.
As long as kcz < 
We can thus apply the result to the set~-1(D) in the Cayley graph Y. 
i.e. with probability z 1/2, by time 1 the random walk will have reached distance~4k + 1 from the origin at least once. (21n2 + in lr4k(w)l).
Then inequality (11) holds, i.e. with probability~1/16, a random walk of length r, starting at v, will end ou tsicle rk(v). The Reachability Lemma
The following result appears in [BSZ] as Theorem 3.1.
Lemma 6.4 (Reachability Lemma, [BSZ] ). Given a set S of generators of the finite group G, every element of G can be reached from S by some straight line program of length < (1 + log IGI)2.
We briefly review the proof since it provides the basic motivation of Phase one of our algorithm.
What one proves in effect is the following. 
If no such hi+l exists, declare t = i and halt. T be a set of 2m + t random subproducts of S. Then the probability that T does not generate G is less than exp(-t2/(4m + %)). Our Monte Carlo algorithm is not Lsa Vegas; we have no way of checking whether or not Phase One was successful, i.e. whether or not objective (ii) was met. However, the probability that Phase One fails is exponentially small as a function of log N.
The algorithm will construct an increasing sequence s=s~cs~c... c Sm = S' of subsets of G, where m= C3log N. The sets will have cardinality pit = Isl + c4(i -1),
where C4 = c1/c3 (cf. (i)). In each round, we have to augment Si by a set~+1 of CAelements, to obtain S~+l (l~i<rn-l). Weset R~=S.
To obtain the elements of &+l for i z 1, we consider random walks on the Cayley graph Xi = C(G, Si). Each of the C4 elements of Q+l is obtained as the result of a random walk of random length, starting at the identity.
The length of the random walk is a random integer between 2i + 1 and /i where Proof. Let R; = I& U {l}; Ci = R~..,R~, Co = {1}. As in the proof of the Reachability Lemma, if then lCi+l I~2 lCi 1. Our objective was to select a small number of elements to guarantee that (23) has a good chance to hold.
Let Xi = C(G, Si). Observe that C$V1C~~I?~i where 17~is the ball of radius t about the identity in Xi. It follows by Theorem 5.2 and Remark 5.4 that each element added to Ri+l has probability 2 1/16 to be outside r~i, unless 2i~diamC(G, Si )/8 (see Remark 5.3). Consequently, as long as 16i < diamC(G, Si), the probability that (23) fails is~(15/16) '4. E.g. for C4 = 11, this probability is <0.4917< 1/2.
Let now c!= (16/15)" and C3 > c~. Then by a Chernoff estimate, a Bernoulli trial with probability of success l/cj, if repeated C3log N times, has more than log N successes with probability > 1 -exp(-c5 log N). Since the cardinality of Ci cannot double more than log N times, an easy argument shows that with probability >1 -exp(-c5 log N) we must reach diamXi~16i.W e call PHASE.ONE successful if its output meets the diameter bound stated in Theorem 7.1. The probability that PHASE-ONE is unsuccessful is exponentially small in log N.
Proposition
7.2 After a successful completion of PHASE. ONE (at a cost of O((log N)5) group operations), we are able to generate, for any c > 0, cuniformly distrib u ted random elements of G at a cost of O((log N)4 + (log N)3 log(l/c)) group operations per random element.
Proof.
By Theorem 6.3, lazy randcm walks of length 1 z 33 A2d(ln N + ln(l/.s)) will produce s-uniformly distributed random elements of G, where A is the diameter and d the degree of the Cayley graph C(G, S') from Phase One. Both quantities are O(log N).8
The Erd& -R6nyi generators
The aim of Phase Two is to set up, at a cost not greater than that of Phase One, a generator producing e-uniform random elements of G at greatly reduced cost per random element.
8.1
The Erdos -R6nyi theorem Erd6s and R6nyi [ER, Theorem 1] proved that for k~210g IG] + 210g(l/e) i-log(l/6),
a sequence of k random elements of G will be a sequence of e-uniform E-R generators with probability y~1 -6.
The slight problem is that the random elements obtained after Phase One (Prop. 7.2) are not truly uniform. However, an easy modification of the [ER] argument yields the following. Open problem 8.4. Is there an RNC algorithm to construct nearly uniform random elements of matrix groups over finite fields?
We remark that for permutation groups such an NCalorithm exists [BLS] .
the order Below, we consider an infinite sequence of black box groups, one for every n. The elements of the nt~black box group are encoded as binary strings of length n; so N = 2" is an upper bound on the order of the group.
Let p be a fairly large prime, not bounded by any polynomial of n, and let m~2 be such that pm < 2". (So m can still be quite large.) Let G be a cyclic group of order p and H an elementary abelian group of order pm, i.e. the direct sum of m copies of G. Assume H is given by a basis T, i.e. a set of m generators. On the other hand, assume G is given by a list S of m randomly selected elements (which of course form a redundant set of generators of G). The encoding of each group is done by random injections G, H + {O, 1}".
We claim that no polynomial time Monte Carlo algorithm has a chance of distinguishing the two groups.
Indeed, let w : f-l -+ G be the homomorphism obtained by extending the bijection T + S of the (ordered) lists of generators.
Let us follow the course of a Monte Carlo algorithm, applied to (H, T). The algorithm computes a sequence of group elements hl, . . ., ht. Let g; =~(hi).
Claim. The probability that there exist i, j < t such that hi # hl but gi = gi is less than t2/(2p).
Proof. The probability here is understood to refer to a fixed set T and a random choice of S. The probability that any particular element h: Ihj # 1 belongs to the kernel of p is (pm-l -1)/(p'" -1) < l/p; thus the probability that this happens to at least one element of this type is less than (~) /p. 4
In the cases when this does not happen, there is a measure-preserving transformation between the runs of the algorithm on (H, T) (with random labeling of the elements of H) and the runs of the algorithm on G (with random list of m generators and random labeling of the elements) which preserves all the codewords (code(hi) =code(gj) for every i < t).
Let us now consider a black box group defined as follows: we flip a coin to decide whether the group will be (G, S) or (H, T); and perform the randomization in encoding as well as the randomization of S in case of (G, S).
It follows that a (fixed) Monte Carlo algorithm running in time t is expected to have no more than t2/p advantage at guessing the order of the group. (The actual advantage is a random variable, depending on the random choices made in the previous paragraph. We consider the advantage to be a nonnegative value; i.e. being able to guess wrong 60'% of the time also counts as 10~o advantage.
Clearly, this is as unlikely as being able to guess right 60% of the time.) Let us now consider the following group oracle. The oracle consists of a black box group for every n; the elements of the nth group are encoded by strings of length n. Each of the groups is selected at random as just described, with p = pn between 2+ and 21+@ and m approximately fi.
Then, for any randomized oracle Turing machine A4 running in time t(n) on inputs of length n, the following event is true with probability y 1: For all but finitely many values of n, the machine Al has no more than 2n2i(n)22-fi advantage at guessing whether the order of the nth group is less than 21t@ or more than 2"/2.
(The role of the n2 factor inserted is to make the probability for the n~h group less than l/n2; then by the Borel-Cantelli lemma, almost surely this happens a finite number of times only.)
Hence this is true for all Turing machines simultaneously with probability y 1. It follows that there exists a group oracle for which the above statement is still true for every Turing machine M.
We summarize the result. 
(ii)
for every n, the elements of B. are encoded as binary strings of length n;
B. is an elementary abelian group of order either < 21+fi or more than 2"12;
for every t (n)-time-bounded randomized oracle Turing machine M and for every n > no(M), the mach-2 nie M has no more than 2n2t(n 22-@ advantage at guessing whether lBn [ < 21+ n or lBn I > 2"/2.
In particular, no polynomial time Mon te Carlo algorithm can guess the logarithm of the order of a black box group within a factor of~.
10
Some applications 10,1 Permutation groups with a small base A base of a permutation group G~Sym(Q) is a set A C O such that no element of G\ { 1} fixes A pointwise. A is a small base if IAI is bounded by polylog(n), where n = IQ 1. Such groups are particularly significant in computational group theory. Clearly, 21AI s IGI < nlAl (the first inequality assumes sequential irredundance of A in some ordering), so G has a small base precisely if log IGI is bounded by polylog(n). A combination of the nearly uniform generator of this paper and the efficient data structure of [CFS] yield a nearly linear lime algorithm for basic manipulation (membership, order, etc.) for groups with a small base.
More specifically we obtain:
If N is an a priori bound on the order of G~S. then basic group manipulation can be solved in Monte C'arlo time O(n(log N)') for an absolute constant c. have order a power of p. We build a p-subgroup P, starting from P = {1}, by adding a random element g c G whenever (Pj g) is a p-group.
We stop after O(log N) rounds.
Interactive proofs
This author introduced his version of interactive proofs [Ba2] in order to put the problems of matrix group order and nonmembership into suitably low complexity classes [Ba3] . The Local Expansion Lemma was a key tool. The result of the present paper allows a very simple "nonmembership" protocol for black box groups, along the lines of the quadratic nonresiduosity protocol of [GMR] : to verify that g # G, the verifier privately generates random elements hi E G, and for each i flips a coin to decide whether to show hi or hig to the prover. Subsequently, the prover has to guess for each i the outcome of the coin flip. If indeed g @ G, he can answer correctly all the time; otherwise he is unlikely to answer correctly more than 51% of the time.
-I do not know such a simple protocol to verify the order of G [Ba3] .
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