The exact sequence of "coordinate-ring" Hopf algebras A(SL(2, C))
Introduction
This work was inspired by the final remark in [C-A96] pointing to the possible importance of quantum-group Frobenius homomorphisms in understanding the (quantum) symmetry of the Standard Model. We focus our attention on the cubic root of unity because it is the simplest non-trivial odd case and because, as advocated by A. Connes, it might be the "cubic symmetry" that is to succeed the supersymmetry in physics.
In the present study of short exact sequences of quantum groups we adopt the functionson-group point of view, which is dual to the universal-enveloping-algebra approach (see Paragraph 8.17 in [L-G91]). It is known [A- N96, MS] that Frobenius mappings at primitive odd roots of unity allow us to view A(SL q (2)) as a faithfully flat Hopf-Galois extension of A(SL(2, C)). The main contribution of this paper is a construction of an A(SL(2, C))-linear splitting of A(SL q (2)) making A(SL(2, C)) a direct summand of A(SL q (2)), and the computation of the cocycle-bicrossed-product structure of the analogous quantum extension of the upper-triangular (Borel) subgroup of SL(2, C). With the aim of attracting a diverse readership, we write this article in a relatively self-contained down-to-earth manner. We hope that, by exemplifying certain concepts in a very tangible way, this note can serve as an invitation to further study.
In the next two sections, we establish the basic language of this work and review appropriate modifications of known general results that we apply later to compute examples.
In Section 3, we reduce the task of computing the A(F )-coinvariants of A(SL q (2)) to finding a certain A(SL(2, C))-homomorphism. Just as Hopf-Galois extensions generalise to a great extent the concept of a principal bundle, this homomorphism generalises the notion of a section of a bundle. Thus we derive an alternative proof that A(SL q (2)) is a faithfully flat Hopf-Galois extension of A(SL(2, C)).
Section 4 and Section 5 are devoted to the study of the same kind Frobenius homomorphisms in the Borel and Cartan cases. As the Hopf algebra P + := A(SL q (2))/ c is pointed, we can conclude that P + is a cleft Hopf-Galois extension of B + := A(SL(2, C))/ c . We construct a family of cleaving maps A(F )/ c =: H + Φν → P + , calculate an associated cocycle and weak coaction, and prove that P + has a non-trivial bicrossed-product structure. Our construction works for any primitive odd root of unity. The Cartan case (the off-diagonal generators put to zero) is commutative and follows closely the Borel case pattern.
For the sake of completeness, in the final two sections we determine the integrals in and on A(F ), prove the non-existence of the Haar measure on F , and show that the natural A(F )-coinvariants of the polynomial algebra of the quantum plane at the cubic root of unity form an algebra isomorphic with the algebra of polynomials on C 2 . We also present corepresentations of A(F ).
Throughout this paper we use Sweedler's notation (with the summation symbol suppressed) for the coproduct (∆ h = h (1) ⊗ h (2) ) and right coaction (∆ R p = p (0) ⊗ p (1) ). The unadorned tensor product stands for the tensor product over a field k. (In the examples k = C.) The counit and antipode are denoted by ε and S respectively, and m is used to signify the multiplication in an algebra. By the convolution product of two linear maps we understand f * g := m•(f ⊗g)•∆, (f * g)(h) = f (h (1) )g(h (2) ). The convolution inverse of f is denoted by f −1 and defined by f * f −1 = ε = f −1 * f . We use δ kl to denote the Kronecker delta.
Preliminaries
We begin by recalling basic definitions. Definition 1.1 Let H be a Hopf algebra, P be a right H-comodule algebra, and B := P coH := {p ∈ P | ∆ R p = p ⊗ 1} the subalgebra of right coinvariants. We say that P is a (right) HopfGalois extension (or H-Galois extension) of B iff the canonical left P -module right H-comodule
In what follows, we will use only right Hopf-Galois extensions, and skip writing "right" for brevity. 
. It is straightforward to check that Φ := b −1Φ is right colinear, convolution invertible and unital. Hence, without the loss of generality, we assume Φ to be unital for the rest of this paper. Let us also remark that a cleaving map is necessarily injective: 
See [M-A94, Section 5] for short exact sequences of finite dimensional Hopf algebras. Remark 1.6 Exact sequences of Hopf algebras should not be confused with exact sequences of vector spaces: The exact sequence of groups Z 3 → Z 6 → Z 6 /Z 3 ∼ = Z 2 yields (by duality) an exact sequence of Hopf algebras which is not an exact sequence in the category of vector spaces (or algebras).
3
Let us now provide a modification of Remark 1.2(1) in [S-H92] that allows us to avoid directly verifying the faithful flatness condition in the proof of Proposition 3.4. We replace the faithful flatness assumption by assuming the existence of a certain homomorphism. Its existence in the case described in Proposition 3.4 is proved through a calculation (Lemma 3.5).
Lemma 1.7 Let P be a right H-comodule algebra and C a subalgebra of P coH such that the map ψ :
(1) ∈ P ⊗ H is bijective, and such that there exists a unital right C-linear homomorphism s : P → C (cf. Definition A.4 in [H-P96] ). Then C = P coH , and P is an H-Galois extension of C.
Proof. Note first that the map ψ is well defined due to the assumption C ⊆ P coH . Now, let x be an arbitrary element of P coH . Then
On the other hand, we know from Proposition 2.5 of [CQ95] that P ⊗ C (P/C) is isomorphic with Ker(m p : P ⊗ C P → P ). In particular, this isomorphism sends 1
. Remembering (1.1) and applying first s ⊗ C id and then the multiplication map to 1
Remark 1.8 Observe that the assumption of the existence of a unital right C-linear homomorphism s : P → C can be replaced by the assumption that P/C is flat as a left C-module. Indeed, we could then view C ⊗ C (P/C) as a submodule of P ⊗ C (P/C), and consequently 1 
3) where h, l ∈ H, b ∈ P coH . On the other hand, with the help of Φ we can construct a unital left B-module homomorphism s Φ : P → B by the formula
The homomorphism s Φ generalises the notion of a section of a principal bundle just as Φ generalises the concept of a trivialisation of a principal bundle (see the end of Section 4 here and Remark 2.6 in [H-P96]). The following straightforward-to-prove lemma allows one to compute σ Φ by taking advantage of s Φ . It seems to be a more convenient way of calculating σ Φ whenever ∆ ⊗ ∆ is more complicated than ∆ R . We will use it to compute a cocycle of the cleft extension describing an exact sequence of (quantum) Borel subgroups. 
Finally, let us observe that with the help of the translation map (e.g., see [B-T96])
(summation suppressed), we can solve formula (1.4) for Φ. Indeed,
(1) ) = (m•(id⊗Φ
Principal homogenous extensions
Let P be a Hopf algebra and a (P/I)-Galois extension of B for the coaction
where I is a Hopf ideal of P . Then we call P is a principal homogenous extension of B. First we recall a theorem 1 which shows the structure of the Hopf ideal I.
1 We owe it to Peter Schauenburg.
Theorem 2.1 (cf. Lemma 5.2 in [BM93] ) Let P be a Hopf algebra and I a Hopf ideal of P . Then P is a (P/I)-principal homogenous extension of B if and only if I = B + P , where B := P co(P/I) , B + := B ∩ Ker ε.
Proof. Assume first that I = B + P . Taking advantage of (2.7), for any b ∈ B + , p ∈ P , we have:
Hence we have a well-defined map ℘ :
. It is straightforward to verify that ℘ is the inverse of the canonical map can. Consequently, P is a Hopf-Galois extension.
To show the converse, let us first prove the following:
Lemma 2.2 Let P , I and B be as above. Then B ⊆ P is a (P/I)-Galois extension if and only if (π B • (S ⊗ id) • ∆)(I) = 0, where π B : P ⊗ P → P ⊗ B P is the canonical surjection.
Proof. If P is a (P/I)-Galois extension of B, then we have the following short exact sequence (see the proof of Proposition 1.6 in [H-P96]):
(2.6)
Here Ω
Hence, it follows from the exactness of (2.6) that ((
Consequently, (π B • (S ⊗ id) • ∆)(I) = 0 due to the exactness of the sequence
To prove the converse, one can proceed as in the considerations preceding this lemma.
2 Corollary 2.3 Let B ⊆ P be a (P/I)-Galois extension as above. Then the translation map is given by the formula:
Assume now that P is a (P/I)-Galois extension of B. It follows from the above corollary and (2.5) that τ ([B + P ] I ) = 0. Hence, by the injectivity of τ , we have B + P ⊆ I. Furthermore, we have a well-defined map can
Indeed, taking again advantage of (2.7), we obtain
Reasoning as in the first part of the proof, we can conclude that can ′ is bijective. We have the following commutative diagram:
(Recall that we have already showed that B + P ⊆ I, so that ℓ is well defined.) It follows from the commutativity of the diagram that id⊗ℓ is bijective. In particular, we have that ℓ is injective, and therefore I ⊆ B + P , as needed.
Let us now prove the following left-sided version of a result by Y.Doi and A.Masuoka (see [MD92] or [M-A94, Proposition 3.8]):
Theorem 2.4 Let P be a (P/I)-principal homogenous extension of B. Then P is cleft if and only if there exists a convolution invertible left B-module homomorphism Ψ : P → B.
Proof. Assume first that P is cleft. Let Φ be a cleaving map. Then Ψ := s Φ (see (1.4)) is left B-linear. Moreover, it can be directly verified that
Conversely, assume that we have Ψ : P → B with the required properties. To define Φ in terms of Ψ, first we need to derive certain property of Ψ −1 .
Lemma 2.5 Let Ψ : P → B be a homomorphism as described in Theorem 2.4. Then
Taking advantage of this fact, for any b ∈ B, p ∈ P , we obtain
On the other hand, we know (see Theorem 2.1) that, since P is a (P/I)-Galois extension, I = B + P . Furthermore, with the help of Lemma 2.5, we can directly show that (Ψ −1 * id)(B + P ) = 0. Hence we have a well-defined map Φ :
. We also have:
i.e., Φ is colinear. As expected from the general discussion in the previous section, the formula for the convolution inverse of Φ is Φ −1 = id * τ Ψ. In our case we know that the formula for the translation map is τ (π(p)) = S(p (1) ) ⊗ B p (2) (see [S-H92, p.294] and Corollary 2.3). Thus we obtain:
) . It can be directly checked that Φ −1 is indeed the convolution inverse of Φ. Lemma 2.6 Let P be P/I-principal homogenous extension of B. Any cleaving and any cocleaving map of such an extension can always be normalised to be both unital and counital.
Proof. We already know from the previous section that a cleaving map can always be made unital. Similarly, for any cocleaving mapΨ : P → B, the map defined byΨ(p) =Ψ(p)Ψ(1) −1 is a unital cocleaving map. Here the invertibility ofΨ(1) follows from the convolution invertibility ofΨ, andΨ −1 (p) =Ψ(1)Ψ −1 (p) is the formula for the convolution inverse ofΨ. We can describě Ψ as the composite mapping:
Formally "dualising" this sequence and exchanging factors in the tensor product one obtains:
This suggests that one can counitalise a unital cleaving mapΦ : P/I → P by the formula
). Indeed, it is straightforward to check that the thus defined map is counital, unital, colinear and convolution invertible with the convolution inverse given by
To complete the proof it suffices to check that ifΨ : P → B is a unital cocleaving map, then the map defined by the formula Ψ(p) =Ψ(p (1) )ε(Ψ −1 (p (2) )) is unital, counital and cocleaving. The first two properties are immediate. Furthermore, it is straightforward to verify that
) defines the convolution inverse of Ψ. It remains to make sure that Ψ is left B-linear. To this end, taking advantage of the fact that b ∈ B ⇒ b (1) ⊗ b (2) ∈ P ⊗ B (see (2.7)) and Lemma 2.5, we compute:
In the last step we used the assumption thatΨ is left B-linear. 2
Corollary 2.7 Let P be P/I-principal homogenous extension of B. Then the following statements are equivalent:
3. There exists a unital and counital convolution invertible right P/I-colinear map Φ : P/I → P .
There exists a unital and counital convolution invertible left B-linear map
Also, we have a one-to-one correspondence between the unital-counital cleaving and the unitalcounital cocleaving maps of P . The formula
the desired bijection. Its inverse is given by
Observe that our considerations are very similar to those on p.47 and p.50 in [AD95] . Here, however, we do not assume that the algebra of coinvariants is a Hopf algebra.
3 A(SL e 2πi 3 (2)) as a faithfully flat Hopf-Galois extension
Recall that A(SL q (2)) is a complex Hopf algebra generated by 1, a, b, c, d, satisfying the following relations:
where q ∈ C \ {0}. The comultiplication ∆, counit ε, and antipode S of A(SL q (2)) are defined by the following formulas:
Let us now establish some notation (e.g., see Section IV.2 in [K-Ch95]):
The above defined q-binomial coefficients satisfy the following equality:
where
For the rest of this paper we put q = e 2πi 3 . Obviously, we now have q −2 = q, and the comultiplication on the basis elements of A(SL q (2)) (see Lemma 1.4 in [MMNNU91] , Exercise 7 on p.90 in [K-Ch95]) is given by:
where m is a positive integer and p, r, s, k, l are non-negative integers.
Following
to construct the exact sequence of Hopf algebras
Here A(F ) = A(SL q (2))/ T 3 ij − δ ij , i, j ∈ {1, 2}, and π F is the canonical surjection. The following proposition determines a basis of A(F ) and shows that A(F ) is 27-dimensional.
Proof. Sinced =ã 2 (1 + qbc), the monomialsã pbrcs , p, r, s ∈ {0, 1, 2}, span A(F ). Guided by the left action of A(F ) on itself, we define a 27-dimensional representation ̺ :
by the following formulas: It is straightforward to check that ̺ is well defined. Assume now that p,r,s∈{0,1,2} α prsã pbrcs = 0. Applying ̺, we obtain p,r,s∈{0,1,2}
On the other hand, let us consider the linear functionals
where we number the rows and columns of matrices by 0,1,2. From (3.11) we can conclude that Proof. The unitality is obvious. Next, as F r(A(SL(2, C))) is a central subalgebra of A(SL q (2)) (see Theorem 5.1.(a) in [M-Yu91]), the left and right F r(A(SL(2, C)))-module structure of A(SL q (2)) coincide. Now, we want to show that s(f ω) = f s(ω), for any f ∈ F r(A(SL(2, C))) and ω ∈ A(SL q (2)). In terms of the basis of A(SL q (2)), we have a natural decomposition f = f 1 +f 2 , ω = ω 1 +ω 2 , where
Unless otherwise specified, we sum here over non-negative integers. It is straightforward to see that s(
). We will demonstrate that s(f 2 ω 1 ) = f 2 s(ω 1 ). We have:
Here, due to the relation da = 1 + q −1 bc, the monomials d α a α =: p α (b, c) and
3 ) are polynomials in b, c and b 3 , c 3 respectively. Applying s yields:
On the other hand, we have:
Hence s(f 2 ω 1 ) = f 2 s(ω 1 ), as needed. The remaining equality s(f 1 ω 2 ) = f 1 s(ω 2 ) can be proved in a similar manner. 2
Note that it follows from the above lemma that P = B⊕(id−s)P as B-modules; cf. Lemma 3(3) in [R-D97].
Corollary 3.6 A(SL q (2)) is a faithfully flat A(F )-Galois extension of F r(A(SL(2, C))).
Proof. The fact that A(SL q (2)) is an A(F )-Galois extension of F r(A(SL(2, C))) can be inferred from the proof of Proposition 3.4.
Another way to see it is as follows: For any Hopf algebra P , the canonical map
(2) ∈ P ⊗ P is bijective. Consequently, for any Hopf ideal I of P , the canonical map P ⊗ P co(P /I) P → P ⊗ (P/I) is surjective. (Here we assume the natural right coaction (id ⊗ π) • ∆ : P → P ⊗ (P/I) .) Now, since in our case we additionally have that P/I = A(F ) is finite dimensional, we can conclude that A(SL q (2)) is an A(F )-Galois extension of F r(A(SL(2, C))) by Proposition 3.4 and [S-H94, Theorem 1.3] (see [KT81] ).
The faithful flatness of A(SL q (2)) over F r(A (SL(2, C)) ) follows from the commutativity of the latter and Corollary 1.5 in [S-H94] (see [KT81] ).
2
Remark 3.7 Note that just as the fact that F r(A (SL(2, C)) ) is the space of all coinvariants implies that A(SL q (2)) is faithfully flat over it, the faithful flatness of A(SL q (2)) over F r(A(SL(2, C))) entails, by virtue of [S-H92, Lemma 1.3(2)] (or the centrality of F r(A(SL(2, C))) in A(SL q (2)) and [S-H93, Remark 1.6(1)]), that F r(A(SL(2, C))) is the space of all coinvariants. Therefore it suffices either to find all the coinvariants or prove the faithful flatness. 
)) as cleft Hopf-Galois extensions
Let us now consider the case of (quantum) Borel subgroups. To abbreviate notation, in analogy with the previous section, we put P + = A(SL q (2))/ c , B + = A(SL(2, C))/ c , and
(We abuse the notation by not distinguishing formally generators of P, P + , P − , P ± , etc.) As in the previous section, we have the Frobenius homomorphism (cf. [PW91, Section 7.5]) F r + : B + → P + given by the same formula as (3.9), and the associated exact sequence of Hopf algebras:
Before proceeding further, let us first establish a basis of P + and a basis of H + . Proof. This proof is based on the Diamond Lemma (Theorem 1.2 in [B-G78]). Let C α, β, δ be the free unital associative algebra generated by α, β, δ. We well-order the monomials of C α, β, δ first by their length, and then "lexicographically" choosing the following order among letters: α δ β. In particular, this is a semigroup partial ordering having descending chain condition, as required by the Diamond Lemma. Furthermore, we chose the reduction system S to be: S = (αδ, 1) , (δα, 1) , (βα, q −1 αβ) , (βδ, qδβ) .
It is straightforward to check that the aforementioned well-ordering is compatible with S, there are no inclusion ambiguities in S, and all overlap ambiguities of S are resolvable. Therefore, by the Diamond Lemma, the set of all S-irreducible monomials is a basis of C α, β, δ /J, J := αδ − 1 , δα − 1 , βα − q −1 αβ , βδ − qδβ . The monomials α p β r , δ k β l , p, r, k, l ∈ N 0 , k > 0, are irreducible under S and their image under the canonical surjection spans C α, β, δ /J. Consequently, they form a basis of C α, β, δ /J. To conclude the proof it suffices to note that the algebras C α, β, δ /J and P + are isomorphic.
2 Proposition 4.2 The set {ã pbr } p,r∈{0,1,2} is a basis of H + .
Proof. Analogous to the proof of Proposition 3.1. 2
The formula for the right coaction of H + on P + is not as complicated as (3.8) and reads:
With the above formula at hand, it is a matter of a straightforward calculation to prove that P + is an H + -Galois extension of F r + (B + ). In particular, we have P coH + + = F r + (B + ). Moreover, since P + is generated by a group-like and a skew-primitive element, it is a pointed Hopf algebra. Consequently (see p.291 in [S-H92]), we obtain:
Our next step is to construct a family of cleaving maps for this extension. To simplify the notation, for the rest of this paper we will identify B + with its image under F r + . First, we construct a family of unital convolution invertible B + -linear maps Ψ ν : P + → B + , and then employ Corollary 2.7. It is straightforward to verify that, for any function ν : {0, 1, 2} → Z satisfying ν(0) = 0, the family {Ψ ν } of B + -homomorphisms given by the formula 
14)
, is a family of cleaving maps. In particular, we can choose ν(1) = 0, ν(2) = 1. Then we have:
Remark 4.4 Here we rely on the fact that the monomials a p b r , p, r ∈ {0, 1, 2}, form a B + -basis of P + . As can be proven with the help of the linear basis {a p b r } p,r∈Z, r≥0 , the set {a p b r } p,r∈{0,...,n−1} is a B + -basis of P + for any n-th primitive odd root of unity. Hence our construction of a family of cleaving maps can be immediately generalised to an arbitrary primitive odd root of unity.
Let us now apply Lemma 1.9 to calculate explicitly the cocycle σ Φ :
(4.16)
As the cocycle action (see (1.2)) is necessarily trivial due to the centrality of B + in P + , we obtain the following:
Proposition 4.5 P + is isomorphic as a comodule algebra to the twisted product (see [BCM86, Example 4 .10]) of B + with H + defined by the above described cocycle σ Φ .
More explicitly, we can simply say that the algebra structure on B + ⊗ H + that is equivalent to the algebra structure of P + is given by the formula
Let us also mention that σ Φ is not a coboundary, i.e., it cannot be gauged by a unital convolution invertible map γ : Proof. Suppose that the claim of the proposition is false. Then there would exist γ such that
Here Φ γ := γ * Φ and the middle convolution product is defined with respect to the natural coalgebra structure on
(Note that Φ γ is also a cleaving map.) A standard argument (apply * (Φ γ • m) from the right to both sides of (4.18)) allows us to conclude that Φ γ is an algebra homomorphism. Since Φ γ is injective (see Section 1), we can view H + as a subalgebra of P + . In particular, there exists 0 = p ∈ P + such that p 2 = 0.
.) Write p as µ∈Z a µ p µ , where the coefficients {p µ } µ∈Z are polynomials inb. Let µ 0 (p) := max{µ ∈ Z | p µ = 0}. It is well defined because a µ b n , µ, n ∈ Z, n ≥ 0, form a basis of P + , and exists because p = 0. Now, due to the commutation relation in P + and the fact that the polynomial ring C[b] has no zero divisors, we can conclude that µ 0 (p 2 ) exists (and equals 2µ 0 (p)). This contradicts the equality p 2 = 0.
To put it simply, H + cannot be embedded in P + as a subalgebra.
Remark 4.7 Note that we could equally well try to use the lower (quantum) Borel subgroups P − , B − , H − . The Hopf algebras H + and H − are naturally isomorphic as algebras and antiisomorphic as coalgebras via the map that sendsã toã andb toc. They are also isomorphic as coalgebras and anti-isomorphic as algebras via the map that sendsã toã 2 andb toc. It might be worth noticing that H + and H − are not isomorphic as Hopf algebras. Indeed, if they were so, there would exist an invertible algebra map ϕ : H + → H − commuting with the antipodes. From direct computations, it turns out that any such map has to satisfy ϕ(b) = κ(ã − q 2ã2 )c 2 , with κ an arbitrary constant. This implies ϕ(b) 2 = ϕ(b 2 ) = 0 contradicting, due tob 2 = 0 (see Proposition 4.2), the injectivity of ϕ .
To end this section, let us consider the Cartan case: We define the Hopf algebras P ± , B ± and H ± by putting the off-diagonal generators to 0, i.e., P ± := P/ b, c , B ± := B/ b ,c , H ± := H/ b ,c . Everything is now commutative, and we have
It is immediate to see that, just as in the above discussed Borel case, we have an exact sequence of Hopf algebras B ± F r ± → P ± → H ± , and P ± is a cleft H ± -Galois extension of F r ± (B ± ). A cleaving map Φ and cocycle σ Φ are given by the formulas that look exactly as the a-part of (4.15) and (4.16) respectively. It might be worth to emphasize that, even though this extension is cleft, the principal bundle C × (C × , Z 3 ) is not trivial. Otherwise C × would have to be disconnected. This is why we call Φ a cleaving map rather than a trivialisation.
5 The bicrossproduct structure of P + In particular, the concept of cocleftness applies to the Hopf-Galois extensions obtained from short exact sequences of Hopf algebras. One can view cocleftness as dual to cleftness the same way crossed coproducts are dual to crossed products [M-S90]. The upper Borel extension B + ⊆ P + is cleft and cocleft (see Corollary 2.7), and the maps Ψ ν of (4.13) are both unital and counital. By Proposition 3.2.9 in [AD95] , the cocleftness implies that P + is isomorphic as a left B + -module coalgebra to the crossed coproduct of B + and H + given by the weak coaction
and the co-cocycle
Here Ψ is the retraction obtained from (4.13) for the choice of ν made above (4.15). Explicitly, we have:
The co-cocycle is trivial, i.e., ζ(π + (p)) = ε(p) ⊗ 1. We have thus arrived at:
Proposition 5.1 P + is isomorphic as a left B + -module coalgebra to the crossed coproduct B + λ #H + defined by the above coaction λ.
In particular, this means that the coproduct on B + ⊗ H + that makes it isomorphic to P + as a coalgebra is given by
Proposition 5.2 The above defined coproduct is not equivalent to the tensor coproduct
Proof. Suppose the contrary. Then, by [AD95, Proposition 3.2.12], there would exist a counital convolution invertible map ξ :
With the help of Proposition 4.2, applying this formula tob implies ξ −1 (ã)ξ(ã 2 ) = 1, and requiring it for
. Sinceã is group-like, ξ(ã) and ξ(ã 2 ) are invertible, and we obtain 1 = ξ −1 (ã)ξ(ã 2 ) = a 6 . This contradicts Proposition 4.1. 2
Note that as far as the algebra structure of P + is concerned, it is given by the trivial action and a non-trivial cocycle. For the coalgebra structure it is the other way round, i.e., it is given by the trivial co-cocycle and a non-trivial coaction (cf. [M-S97]). Due to the triviality of co-cocycle ζ, Ψ is a coalgebra homomorphism. Also, one can check that the cocycle and coaction put together make B + ⊗ H + a cocycle bicrossproduct Hopf algebra [M-S95].
Corollary 5.3 The Hopf algebra P + is isomorphic to the cocycle bicrossproduct Hopf algebra B + λ # σ H + . The isomorphism and its inverse are given by
Here Φ is related to Ψ as in Corollary 2.7, and given explicitly by formulas (4.15).
Integrals on and in A(F )
Recall that a left (respectively right) integral on a Hopf algebra H over a field k is a linear functional h : H → k satisfying: Proof. By applying the projection π ± : A(F ) → H ± to (6.20), it is easy to see that any left (and similarly any right) integral has to vanish on about half of the elements of the basis. With this information at hand, and using the fact that on a finite dimensional Hopf algebra the space of left and the space of right integrals are one dimensional [LS69] , it is straightforward to verify by a direct calculation the claim of the proposition. 2
A two-sided integral on a Hopf algebra H is called a Haar measure iff it is normalised, i.e., iff h(1) = 1. As integrals on A(F ) are not normalisable, we have: except for the C * -axiom, there does not exist a * -structure and a norm on A(F ) that would make A(F ) a Hopf-C * -algebra. In particular, for the * -structure given by settingã * =ã,b * =b,c * =c,d * =d, this fact is evident: Suppose that there exists a norm satisfying the C * -conditions. Then 0 = c 4 = (c 2 ) * c2 = c 2 2 , which impliesc 2 = 0 and thus contradicts Proposition 3.1.
We recall also that an element Λ ∈ H is called a left (respectively right) integral in H, iff it verifies αΛ = ε(α)Λ, (respectively Λα = ε(α)Λ) for any α ∈ H. If H is finite dimensional, an integral in H corresponds to an integral on the dual Hopf algebra H * . Clearly, an integral in A(F ) should annihilate any non-constant polynomial inb andc, whereas it should leave unchanged any polynomial inã. It is easy to see that the element Λ L = (1 +ã +ã 2 )b 2c2 is a left integral and the element Λ R =b 2c2 (1 +ã +ã 2 ) is a right integral. Hence in this case left and right integrals are not proportional. We can therefore conclude that H * , which by Section 3 in [DNS97] can be identified with
Let us now consider F as a quantum-group symmetry of M(3, C) -a direct summand of A. Connes' algebra for the Standard Model. Recall first that for any n ∈ N the algebra of matrices M(n, C) can be identified with the algebra C x, y / xy − µyx, x n − 1, y n − 1 , µ = Next, observe that combining sequences (7.21) and (3.10) together with the natural right coactions (e i → j∈{1,2} e j ⊗ M ji , i ∈ {1, 2}) on A(C 2 ), A(C 2 q ), and M(3, C) respectively, one can obtain the following commutative diagram of algebras and algebra homomorphisms: e 1 = 1, e 2 =x, e 3 =ỹ, e 4 =x 2 , e 5 =xỹ, e 6 =ỹ 2 , e 7 =x 2ỹ , e 8 =xỹ 2 , e 9 =x 2ỹ2 .
The formula ∆ R e i = e j ⊗N ji allows us to determine the corepresentation matrix N: It is clear that N is reducible. The upper right corner terms of N appear to be an effect of the finiteness of F . By restricting the comodule M(3, C) respectively to the linear span of 1,x 2ỹ ,xỹ 2 and the linear span ofx,ỹ,x 2ỹ2 , we obtain two "exotic" corepresentations of A(F ) (see [DNS97, Section 4] for the dual picture): To end with, let us remark that, very much like the Frobenius map F r, the "Frobenius-like" map f r of sequence (7.21) allows us to identify A(C 2 ) with the subalgebra of (id ⊗ π F ) • ρ qcoinvariants of A(C Indeed, since we can embed A(C 2 q ) in A(SL q (2)) as a subcomodule algebra (e.g., x → a, y → b), equality (7.26) follows directly from Proposition 3.4 and the lemma below:
Lemma 7.1 Let P 1 and P 2 be right H-comodules, and j : P 1 → P 2 an injective comodule homomorphism. Then P coH 1 = j −1 (P coH 2
).
Proof. Denote by ρ 1 : P 1 → P 1 ⊗ H and ρ 2 : P 2 → P 2 ⊗ H the right H-coactions on P 1 and P 2 respectively. Assume now that p ∈ P coH 1 . Then ρ 2 (j(p)) = (j ⊗ id)(ρ 1 (p)) = j(p) ⊗ 1, i.e., p ∈ j −1 (P coH 2
). Conversely, assume that p ∈ j −1 (P coH 2
). Then (j ⊗ id)(p ⊗ 1) = ρ 2 (j(p)) = (j ⊗ id)(ρ 1 (p)). Consequently, by the injectivity of (j ⊗ id), we have ρ 1 (p) = p ⊗ 1, i.e., p ∈ P coH 1 . 2
