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ABSTRACT
Without an existing large scale coherent magnetic field in the early Universe, Population III (PopIII)
stars would likely rotate at or near break-up speed. In this work, focusing on the accretion phase of
PopIII stars, we investigate the possibility of generating a coherent magnetic field through large scale
dynamo processes, as well as the corresponding field saturation level. Using results from hydrodynamic
simulations, we demonstrate that primordial accretion disks are turbulent with a Shakura-Sunyaev
disk parameter αss & 10−3, and evidence helical turbulence with a dynamo number |DαΩ|  10.
The presence of helical turbulence at these levels allows large scale dynamo modes to grow, and the
saturation level is determined by the amount of net helicity remaining in the dynamo-active regions
(a.k.a. the quenching problem). We demonstrate that, if the accretion could successfully alleviate the
quenching problem, the magnetic field can reach approximate equipartition with B/Beq ∼ 3.
1. INTRODUCTION
Although the formation of PopIII stars is one of the
rarely well posed problems in Astronomy, with a prop-
erly understood initial condition from the cosmic mi-
crowave background measurement and a relative simple
chemistry network that could be followed numerically,
the currently unknown magnetic field in the early Uni-
verse presents itself as one of the biggest uncertainties.
Magnetic fields in the present day star forming re-
gions are known to play the major role in regulating the
star formation processes, including braking the rotation
of stars through magnetic braking and/or through star-
disk interactions (Mouschovias 1991; Matt & Pudritz
2005; Matt et al. 2010). It could also cause the accre-
tion disk around the protostar to be turbulent through
magneto-rotational instability (MRI) (Velikhov 1959;
Chandrasekhar 1960; Balbus & Hawley 1991). Addi-
tionally, the presence of magnetic field is known to sup-
press the fragmentation (Hennebelle & Teyssier 2008;
Price & Bate 2008), a coherent strong magnetic field
could launch collimated jets (Lee et al. 2018), and, in
some conditions, magnetic field could even forbid the
disk formation – the braking catastrophe (Mellon & Li
2008, 2009; Li et al. 2011).
wliao10@illinois.edu
In the early Universe, magnetic field is largely un-
known, and is difficult, if not impossible, to measure.
Theoretically, several magnetogenesis models have been
proposed, yet it is hard to produce a strong and large
scale coherent field (Biermann 1950; Weibel 1959; Har-
rison 1970). Consequently, the role of magnetic fields in
PopIII star formation processes falls back to the turbu-
lent dynamo problem, i.e., the amplification of magnetic
field through turbulence (Tan & Blackman 2004; Schle-
icher et al. 2010; Schober et al. 2012; Turk et al. 2012;
Latif et al. 2013; Schober et al. 2015).
Magnetic field impacts PopIII stars in two major ways
– the fragmentation processes (and thus the mass and
the initial mass function, IMF), and the rotataion of
PopIII stars. Both of the mass and the rotation have
major roles in affecting the stellar evolution path, and
thus the subsequent chemical enrichment processes and
the observables that imprinted on the immediate de-
scendants – low mass extremely metal poor (EMP) stars
(Maeder & Meynet 2012; Yoon et al. 2012).
Several efforts, from both observational constraint and
the results of numerical simulations, have been devoted
to understand the mass and IMF of PopIII stars (ob-
servation: (Aoki et al. 2014), Ishigaki et al. (2018);
simulation: Clark et al. (2011), Greif et al. (2011),
Hosokawa et al. (2011), Hirano et al. (2014), Susa et al.
(2014), Stacy et al. (2016), Hosokawa et al. (2016)).
Although fragmentation is a common product in the
PopIII star forming environments in numerical simula-
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2tions and could potential build up the IMF for PopIII
stars, currently only few simulations have explored the
role of magnetic field (Turk et al. 2012; Latif et al. 2013),
which is partly because the current computer power is
not yet possible to fully resolve the dynamo processes
and to investigate the saturation level. Observationally,
the peak of IMF is believed to be at 25M, which is de-
termined through the chemical abundance of EMP stars,
although the full shape of PopIII stars’ IMF is still un-
clear. The unclear IMF at both the low and high mass
end is due to the fact that the chemical abundance from
these two mass ranges might not be imprinted in the
EMP stars.
The other important component, the rotation of
PopIII stars, is relatively unexplored (Stacy et al. 2011;
Choplin et al. 2019). Rotation at the end of the pre-main
sequence phase plays an important role in determining
the stellar evolution path, since it governs the mass loss
rate and the internal mixing (Maeder & Meynet 2012).
In present day star formation, the rotation of a star
is in part regulated by magnetic field, although grav-
itational torque would also be important for massive
stars (Lin et al. 2011; Rosen et al. 2012). Without an
efficient braking mechanism, the star would gain angu-
lar momentum through accretion and ultimately reach
nearly its break-up speed. Efficient magnetic braking
requires a large scale, coherent magnetic field. In addi-
tion, the efficiency of magnetic braking depends on the
strength of the magnetic field. As illustrated in Hirano
& Bromm (2018), a nearly equipartition large scale field
is preferred for braking PopIII stars.
In the small-scale dynamo process, the growth of mag-
netic field is mediated through energy exchange with lo-
cal turbulent kinetic energy. The small-scale dynamo
proceeds quickly, with a rate comparable to the eddy
turn overtime at the dissipation scale, and is able to
reach a saturation level of O(1%) − O(10%) compared
to the kinetic turbulent energy (Schober et al. 2015).
However, the produced field geometry is like to be en-
tangled (Schekochihin et al. 2004). The large scale dy-
namo, on the other hand, is able to produce a magnetic
field beyond the turbulence driving scale with a super-
equipartition saturation level (Brandenburg 2001). An
efficient large scale dynamo process would be a good can-
didate for braking the rotation of PopIII stars, although
its efficiency is known to be limited by the subsequently
developed magnetic current helicity.
Although magnetic field might have an interesting role
in the PopIII star forming regions, current numerical
simulations are not able to fully resolve the dynamo pro-
cesses and thus are not able to study the role of mag-
netic field ab initio. The potential magnetic field ge-
ometry and magnitude in the early Universe thus relies
on our understandings of dynamo processes from ana-
lytic modelings and from the turbulent statistics with a
guide using results of turbulent box simulations. In this
paper, using the results from pure hydrodynamic simu-
lations, we aim to understand the possibility for a large
scale dynamo to operate in a primoridal accretion flow,
and to estimate the corresponding saturation level. We
outline the numerical setup in S2, discuss the large scale
dynamo process in S3, and discuss the results in S4.
2. SIMULATION SETUP
The simulation is carried out using GAMER (Schive
et al. 2018), which we have augmented with a cylin-
drical fluid solver and a cylindrical self-gravity solver1
(see Appendix A for detail). The Navier-Stokes equation
is solved on a uniform cylindrical grid using a Godnov
scheme, applying piecewise-linear reconstruction and us-
ing an HLLC Riemann solver for the flux prediction.
In order to consistently follow the chemistry evolution,
chemical abundance is evolved through GRACKLE with
9 species – electron, HI, HII, HeI, HeII, HeIII, H−, H2,
H+2 (Smith et al. 2017). For molecular hydrogen forma-
tion/dissociation at high density, we use the three body
rate from Glover (2008). The chemical abundances are
then used as input to the thermodynamic calculations
used in the hydro solver. Analysis and visualization of
the simulations was conducted with Turk et al. (2011).
2.1. Initial and Boundary Condition
We initialize our simulation with a force balanced,
axially-symmetric disk with circular rotation. A 0.2 M
central star is sitting at r = 0, that locates outside the
simulation domain and provides a static gravitational
potential. The initial surface density Σ and disk mid-
plane temperature T0 are
Σ(r) =
0.01M
pi(100 AU)2
( r
1 AU
)−1
, (1)
T0(r) = 2000 K
( r
1 AU
)−0.15
, (2)
which are chosen according to previous cosmological
simulation results. The initial density field is then
seeded with a random perturbation of a magnitude be-
tween zero to 10% of the local density, and relaxed for
three outer orbits with a constant cooling time τcool =
15 × τorbit to allow for the development of turbulence
and to avoid artificial fragmentation caused by the ini-
tial condition (Deng et al. 2017). Following this initial
1 https://github.com/wt-liao/gamer popIII accretion
3relaxation, chemistry is enabled, with an initial chemi-
cal abundance determined by local chemical and ioniza-
tion equilibrium. Additionally, the equilibrium is chosen
such that the local H2 destruction timescale is equal to
the local orbital time. Following chemical initialization,
the system is then relaxed for another outer orbit, dur-
ing which the cooling rate is increased linearly from zero
to the appropriate value. To ensure the cooling curve is
well-sampled, we also require the hydrodynamic time
step to be smaller than 5% of the cooling time.
The simulation domain covers [0.5 au, 50 au] and
[−50 au, 50 au] in the radial and vertical direction re-
spectively, and a full 2pi in the azimuthal direction.
The boundary conditions are periodic in the azimuthal
boundary and outflow in the radial boundary. For the
vertical boundary condition, the density and pressure
are determined using an isothermal and force-balanced
boundary. An outflow boundary condition is applied to
the velocity fields. The initial resolution is chosen to be
(Nr, Nθ, Nz) = (N, 4N, 2N), with N = 256, resulting
in a roughly cubical cell at r = 25 AU. The resolution
corresponds to at least 8 cells per Jeans length for a
ρ = 10−9 g cm−3 clump at 103 K, which is above the
Truelove condition, 4 cells per Jeans length, to avoid
artificial fragmentation (Truelove et al. 1997). Past
work has suggested that higher resolution is necessary
to achieve numerical convergence and to allow for the
operation of dynamo processes (Sur et al. 2010; Feder-
rath et al. 2011; Turk et al. 2012). The high resolution
run would be possible through the adaptive mesh re-
finement technique, and will be performed in a future
study.
2.2. Optical Depth Approximation
Molecular hydrogen has two primary cooling chan-
nels: one is through ro-vibrational line cooling and the
other is through continue cooling triggered by collision,
which is commonly known as collision induced emis-
sion (CIE). CIE cooling is more efficient at high den-
sity, and is typically optically thin when n . 1016 cm−3.
In contrast, H2 line cooling becomes optically thick at
n ∼ 1010 cm−3, and thus requires a model for the radia-
tive transfer processes to account for the corresponding
cooling.
To model for the optical depth of H2 line cooling, we
apply a fitting function adopted for disk geometry (Liao
& Turk 2019). We assume a vertically isentropic profile
within a disk scale height. The optical depth is:
τ(η) = 76 fH2
(
ρ0
10−10 g cm−3
)(
H
10 AU
)
τ̂ (T0, η) ,(3)
with
τ̂ (T0, η) = τ̂0
(
T0
103 K
)c1
(1− η)c2 . (4)
where the coefficients (τ̂ , c1, c2) = (1.34, −0.79, 2.18).
In the above equations, we introduce a self-similar disk
coordinate η. At the disk midplane, η → 0; η → 1 corre-
sponds to disk surface. The disk scale height H = cs/Ω,
where cs is the sound speed at the midplane and Ω is
the angular momentum. T0 is the temperature at mid-
plane. To determine the midplane flow state variables,
we utilize the vertically isentropic condition. In addi-
tion, in the disk atmosphere that z  H, the density
barely contributes to the column density. Photon thus
travels freely and optical depth becomes much smaller
than unity. Accordingly, we set optical depth to a small
number when |z| > 2r.
We show surface density, midplane temperature and
midplane photon escape fraction as a function of radius
in Fig. 1, and the midplane density-temperature phase
diagram in Fig. 2. Note that photon escape fraction
is overall smaller than 10−2, which is caused by large
absorption coefficient around T = 103 K. We would
also like to caution that our optical depth approximation
is similar to MH-Ray-M2 method in Greif (2014), but
including the thermal broadening effect. Since the effect
of Doppler shift is neglected, photon escape fraction is
under-estimated. According to Fig 9 in Greif (2014),
the introduced error would be around a factor of two.
3. LARGE SCALE DYNAMO
The most important ingredient for a large scale dy-
namo process is the αD component, with αD = αK+αM
(Pouquet et al. 1976; Blackman & Field 2002). In the
above expression, αK = − 13τeddy ~v′ · (~∇× ~v′) is due to
the kinetic heliecity, and αM =
1
3ρ
−1τeddy~j ·~b is origi-
nated from the magnetic current helicity, ~j · ~b. In the
above expressions, τeddy is the eddy turn over time,
~v′ and ~b represent the turbulent velocity and magnetic
fields, and ~j = ~∇ ×~b. As a result, at the linear stage,
αD ≈ αK and kinetic helicity is the key ingredient to
trigger a large scale dynamo. However, the saturation
level depends on the whole αD expression and thus on
the amount of magnetic current helicity retained in the
dynamo active region.
In the mean field approximation, a dynamo can be ac-
tivated from two eigenmodes. In the absence of a back-
ground mean flow, a pure helical turbulence is able to
drive a large scale dynamo; using forced turbulent box
simulations, Brandenburg (2001) demonstrates that he-
lical turbulence is able to generate a field beyond the
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Figure 1. Surface density, midplane temperature, and mid-
plane ro-vibrational photon escape fraction at t = 0. Solid
line shows the azimuthally averaged values. The color de-
notes the probability for a cell to be in the corresponding
states, with dark/light indicating high/low probability.
turbulence driving scale, and reach a super-equipartition
level. This is known as the α2-dynamo, with a growth
rate
γα2 = |α2Dk2|1/2 − (ηt + η) k2 , (5)
where ηt is the turbulent diffusion coefficient, η is the
magnetic diffusivity, and k is the corresponding wave
number.
In the presence of a background large scale rotat-
ing mean flow, rotation tends to wind up the poloidal
field into toroidal components. Subsequently, the feed-
back from the toroidal field back to the poloidal field is
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Figure 2. Phase diagram (density-temperature) at mid-
plane when t = 0.
through the α-effect. This is the well-known αΩ process.
The growth rate of αΩ process is
γαΩ =
1
2
|αDqdΩkz|1/2 − (ηt + η) k2 , (6)
where Ω is the disk angular frequency, qd = d ln Ω/d ln r
is the disk shear parameter, and kz is the wave number
along the rotation axis – z-axis.
3.1. Dynamo Number
Large scale dynamo requires a helical turbulent veloc-
ity field. In an accretion disk, it is commonly believed
that turbulence is generated through MRI. However,
MRI requires the growth rate to be, at least, compara-
ble to the non-ideal diffusion processes. In a primordial
accretion flow, the required minimum field strength is
at the order of 10−4 G, which is several orders of mag-
nitude higher than the field froze in the gas with a pri-
mordial origin from, e.g., the Biermann process (Tan &
Blackman 2004). Numerically, it has also been found
that with an initial weak (but finite) and random field,
MRI cannot be sustained (Bhat et al. 2017).
However, several other pure hydrodynamic instabili-
ties are known to operate in an accretion disk, e.g., the
vertical shear instability (VSI) (Urpin & Brandenburg
1998; Nelson et al. 2013; Richard et al. 2016), and the
parametric instability due to the existence of spiral wave
(Bae et al. 2016; Riols et al. 2017). We suspect that both
instabilities are active in the primordial accretion flow,
based on the cooling condition, disk geometry and the
massive nature of primordial disks.
Fig 3 demonstrates the turbulent field by showing the
αss = ρv
′
rv
′
θ/qdP from the Shakura-Sunyaev disk model
(Shakura & Sunyaev 1973), at the disk midplane after
an evolution of one outer orbital time. And, P is the
5Figure 3. Shakura–Sunyaev parameter αss at the disk mid-
plane after an evolution of one outer orbital time. Primordial
accretion flow is turbulent with αss & 10−3.
vertically averaged pressure weighted by density. We
also show the kinetic helical through αK component for
a given azimuthal angle in Fig 4. In deriving the turbu-
lent field, we assume that the background velocity has
reached a qusai-steady state and use the azimuthally
averaged velocity as the mean flow. For simplicity, we
use isotropic helicity in αK , and, in Fig 4, normalize
αK with the unit of 1 au and the corresponding orbital
time. Since the mean flow approximation is more appro-
priate in the body of a disk, we only show the turbulence
related fields at |z| 5 2r.
To activate an α2-dynamo at a given wavenumber k,
it requires Dα2 = |αD|/ηt k > 1 (cf. Eq 5). In Fig 5,
we show Dα2(r) at k(r), the wavenumber correspond-
ing to the local radius. For Dα2(r) > 1, α
2-dynamo
is possible at a scale larger than the local radius. In
addition, by requiring the growth rate from Eq. 6 to
be positive, one can derive the expression of dynamo
number DαΩ = αΩ/η
2
t k
3. With an assumed disk pro-
file, the critical dynamo number is usually found to be
DαΩ,crit ∼ O(1) − O(10) (Ruzmaikin et al. 1988). We
show the azimuthally averaged absolute dynamo num-
ber, |DαΩ|, in Fig 6. Since |DαΩ|  10, it confirms the
existence of mean field dynamo in a primordial accretion
disk.
3.2. ReM and PrM
Unlike small scale dynamo that requires a magnetic
Reynolds number ReM & 102, large scale dynamo
can be activated with ReM & 10 (Brandenburg 2001;
Iskakov et al. 2007; Brandenburg et al. 2012). ReM of
a primordial composition has been calculated by, e.g.,
Schober et al. (2012); Nakauchi et al. (2019), and is
known to be larger than O(102). In the above cited
Figure 4. Turbulent kinetic helicity αK , in the unit of 1 au
and the corresponding orbital time. Helical turbulence allows
large scale dynamo modes to grow.
Figure 5. Azimuthally averaged |Dα2 |, dynamo number of
α2-process. For |Dα2 | > 1, α2-dynamo is possible at the
scales larger than local radius.
6Figure 6. Azimuthally averaged |DαΩ|. Since |DαΩ|  1,
mean field dynamo would be efficient.
works, the chemical composition and temperature field
are derived from the one-zone model. Here, for com-
pleteness, we also calculate ReM using the result from
our simulation.
ReM is a measure between advection and diffusion
dissipation of the magnetic field. It is defined as
ReM ≡ csHd
η
, (7)
where cs is the local sound speed, Hd is the disk scale
height with Hd ∼ r for a geometrically thick disk, and η
is the magnetic diffusivity. In principle, the non-ideal
effects, including Ohmic dissipation, ambipolar diffu-
sion, and Hall effect, could all contribute to increasing η.
However, ambipolar diffusion and the Hall effect depend
on magnetic field strength and are therefore functions
of the dynamo processes. For simplicity, we consider
the contribution from Ohmic dissipation only. We show
ReM in Fig 7, and leave the detail calculation in Ap-
pendix B. Indeed, we found ReM > 10
2 in the midplane
of the disk, and beyond O(105) at the disk atmosphere.
In addition, the fact that ReM > 10
4 in most part of the
disk indicates that both small and large scale dynamo
are active. Also note that the estimation of ReM here
should be a conservative estimation, since we do not in-
clude lithium, a primary electron donor at T & 2000 K
(Nakauchi et al. 2019), in our chemistry network.
Figure 7. Magnetic Reynolds number, ReM at disk mid-
plane (upper) and at a given azimuthal angle (lower).
ReM  10 allows large scale dynamo to activate.
Another important parameter is the magnetic Prandtl
number, PrM = ν/η, where ν is the kinetic viscosity.
For PrM  1, small scale dynamo is easier to be acti-
vated and has a higher saturated level, since the stretch
and folding is at the scale above the resistive dissipa-
tion scale. The critical ReM also decreases when PrM
increases (Iskakov et al. 2007). However, large scale dy-
namo does not seem to be sensitive to the variation of
PrM (Brandenburg 2009). We show PrM in Fig 8. The
small PrM at the disk midplane is because that a high
7Figure 8. Magnetic Prandtl number, PrM at disk midplane
(upper) and at a given azimuthal angle (lower). PrM  1
indicates that, through purely small scale dynamo, magnetic
field is likely saturated at a level of O(10−2).
density leads to a small kinetic viscosity and a large
magnetic diffusivity. Since PrM  1, magnetic field
is likely saturate at a level of O(10−2) if the amplifica-
tion is through small scale dynamo only (Schober et al.
2015).
3.3. Quenching and Saturation
The saturation level of large scale dynamo processes
depends on the amount of magnetic current helicity re-
tained in the dynamo active region. During the large
scale dynamo processes, αM develops together with the
amplification of magnetic field. Ultimately, it brings the
αD → 0, and quenches the large scale dynamo processes.
A resolution of this is through magnetic helicity flux that
brings away small scale αM and rejuvenates αD (Black-
man & Field 2000).
Subramanian & Brandenburg (2006) provides an ex-
pression for the evolution of magnetic helicity density
(hM ) due to the helicity flux ( ~Fh):
∂hM
∂t
+ ~∇ · ~Fh = −2~E · ~B − 2η~j ·~b . (8)
In the above equation, ~E = ~v ×~b = α~B− ηt ~J is the tur-
bulent electromotive force (EMF), and the last equality
is valid under the framework of a mean field dynamo
and neglects the higher order terms. Following Shukurov
et al. (2006), Eq 8 can be re-written as
∂αM
∂t
≈ −2ηt
l20
(
αDBˆ
2 + αM
(
kˆ2f + ηˆ
−1
t
))
− ~∇ ·
(
αM ~U
)
,(9)
where ~U represents the large scale flow that brings αM
away from the dynamo active zone, l0 is the integral
scale of the turbulence, Bˆ2 = B2/B2eq, Beq = ρv
′2,
kˆf = kf/k0, kf is the wavenumber corresponding to the
driving force (i.e., at the scale of the disk scale height),
and ηˆt = ηt/η.
In a primordial accretion disk, the large scale flow
could be from the accretion, which brings some amount
of the αM away from the bulk of the disk – dynamo
active zone – to the protostar where strong differential
rotation would create a different dynamo condition. At
the linear stage, the dynamo is governed by the kinetic
helicity, and is gradually quenched due to the develop-
ment of current helicity. At steady state, Eq 9 becomes
Bˆ2sat ∼ |
αˆK
DαΩ/Re2M,t
|
(
kˆ2f + kˆ
2
f UˆReM,t + ηˆ
−1
t
)
, (10)
where αˆi = αi/cs, Uˆ = U/cs, and ReM,t = csHd/ηt =
ReM/ηˆt. We also assume that, at saturation, |αD| 
|αK | and |αM | ∼ |αK |. Using the mean value from the
simulation result at the midplane with 10 < r (au) < 20,
we have |αˆK | → 0.01, ηˆt → 250, ReM → 4 × 105, so
ReM,t → 1.6 × 103. Typically, kˆf ∼ O(10−1), and we
choose (kˆ2f + kˆ
2
f UˆReM,t + ηˆ
−1
t ) → ηˆ−1t for a conserva-
tive estimation of Bˆsat. The above approximation also
assumes a slow accretion with Uˆ  1. With DαΩ ∼
Dcrit = 10 at the saturation, we have Bˆsat ∼ 3 > 1.
The large scale dynamo is able to amplify the magnetic
field to an equipartition level in a primordial accretion
flow. And, the timescale of a large scale dynamo is the
dissipation time, ταΩ ∼ H2d/ηt ∼ ReM,tΩ−1.
84. DISCUSSION & CONCLUSION
Based on the turbulent velocity field from pure hy-
drodynamic simulaion results, we investigate the like-
lihood of observing large scale dynamo processes in a
primoridal accretion flow. We demonstrate that, as the
accretion flow is turbulent with αss & 10−3, and has
DαΩ  10, a fast, large scale dynamo can result during
the linear stage of evolution.
In the presence of a large-scale dynamo, the saturation
level depends on the quantity of current helicity retained
in the dynamo-active regions. Under a slow accretion,
with Uˆ  1 that may be able to prevent the dynamo
from being completely quenched, we estimate that the
saturation level would have B/Beq ∼ 3. This estima-
tion provides a point of view at the saturation when
|αˆD|  1 but αˆD 6= 0. We note that for an accretion
rate of M˙ ∼ 10−3Myr−1, Uˆ ∼ O(10−1); as a result,
the helicity flux term in Eq. 8 may quickly re-distribute
αM . A self-consistent calculation that includes the dy-
namo equations is necessary to determine the evolution
of the magnetic field, although our calculation is able to
place constraints.
Our analysis also relies on the assumption that the
turbulent statistics remain the same when magnetic
fields are present in the accretion disk. While this
may be true during the kinetic stage of dynamo pro-
cesses, as the magnetic field is (by definition) too weak
to be dynamically important, if a coherent field with
B & 10−4 G is attained, the MRI would also be active in
the accretion disk (Tan & Blackman 2004). This could
then become the primary source of turbulence, and fur-
thermore, a strong magnetic field would suppress both
MRI and VSI (Urpin & Brandenburg 1998). If there is
no other active instability in the strong magnetic field
limit, the saturation level is unlikely to exceed equipar-
tition.
If the field saturation level reaches equipartition, it
may be able to efficiently brake the rotation of PopIII
stars (Hirano & Bromm 2018). It affects the efficiency of
rotational mixing inside the star, and thus the elements
that would be produced during the stellar evolution. In
addition, the presence of a strong, coherent field would
favor asymmetric supernovae (Ezzeddine et al. 2019). If
the parent dark matter halo ultimately serves as the host
of a supermassive black hole, the strong coherent field
would also be able to produce sychrontron radiation that
could explain for the detected excess radio background
(Feng & Holder 2018), and thus the global 21-centimeter
absorption depth at 78 MHz (Bowman et al. 2018). Al-
though the dynamo problem is numerically difficult to
solve since the most efficient dynamo mode locates at the
dissipation scale that is beyond the resolution limit, fu-
ture numerical studies that include magnetic field would
still be beneficial to understand the linear phase, the
impact from field topology, the helicity flux and the tur-
bulence statistics.
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APPENDIX
A. CYLINDRICAL SOLVER IN GAMER
In this section, we demonstrate the accuracy of the cylindrical fluid and self-gravity solvers, and leave the detail
implementations and scaling tests to a future discussion. The cylindrical fluid solver aims to conserve the angular
momentum, which is similar to the implementation in, e.g., Athena (Skinner & Ostriker 2010) and PLUTO (Mignone
et al. 2007). All the test problems presented here use piecewise-linear reconstruction and HLLC Riemann solver for
the flux prediction – the same numerical schemes used in the production run.
The first test problem demonstrates the capability of angular momentum conservation by examining the Rayleigh’s
criterion. Rayleigh’s criterion requires the angular momentum to increase outward, i.e., ∂
(
r2Ω(r)
)
/∂r > 0. For
Ω(r) ∝ r−nΩ , nΩ < 2 is the stability condition. For nΩ > 2, a perturbation of Ω would trigger angular momentum
exchange between different annuli. In Fig 9, we show the angular momentum flux FAM =
∫
ρrvrδvθ dV/
∫
RP dV ,
where δvθ = vθ − rΩ0(r) and Ω0(r) is the background equilibrium angular velocity (Skinner & Ostriker 2010). In the
9test problem, ρ = 100, P = 1, and vθ(r = 1) = 1, and we perturb the angular velocity Ω(r). The simulation box has
a size of [1, 5] × [0, 2pi] × [0, 1], and has a resolution of (64, 128, 16) in (r, θ, z) directions. For nΩ > 2, the unstable
velocity profile initiates angular momentum exchange, whereas, for nΩ < 2, the angular momentum flux is fluctuated
around the perturbation level.
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nΩ = 2.05
Figure 9. Angular momentum flux, FAM , for a rotating flow with different equilibrium velocity profiles.
As another test problem, in Fig 10, we show the solutions of the blast wave problem solved in both Cartesian (shown
in gray solid line) and cylindrical coordinate (shown in blue circles). The values shown in Fig 10 are averaged over
the same radial distance from the blast center. In the test problem, the total energy and the initial radius of the blast
wave are: Eblast = 10 and rblast = 0.1. The background density is set to be unity and background energy density is
2.5×10−5. The simulation box has a size of [0.5, 1.5]× [0, 1]× [0, 1] in the (r, θ, z) or (x, y, z) directions. The resolution
of both run are 1283.
For the self-gravity solver in cylindrical coordinate, we solve the integral form of the Poisson equation, and use
fast Fourier transform in the θ and z directions. As a test problem, we solve the gravitational potential of four
uniform spheres. Each of them has a density ρ0 = 10 and radius R0 = 3.5. The centers of the spheres are located at
(4.5, 0.0, 4.0), (4.5, 0.5pi, 4.0), (4.5, 1.0pi, 4.0), and (4.5, 1.5pi, 4.0). The simulation domain is [0.5, 8.5]×[0, 2pi]×[0, 8].
The gravitational potential of each sphere is
Φsphere(R) =

−2piGρ0
3
(
3R20 −R2
)
, if R ≤ R0
−4piGρ0
3
R30
R
, if R > R0
, (A1)
and the final resulting potential is the superposition of all spheres. In Fig 11, we show the relative error of the four
sphere problem.
B. MAGNETIC REYNOLDS NUMBER
Magnetic Reynolds number, to re-iterate,
ReM ≡ csHd
η
, (B2)
where cs is the sound speed, Hd is the disk scale height, η ≡ c2/4piσ is the magnetic diffusivity, and σ is the conductivity.
By definition (Nicholson 1983),
σ ≡ nec
2
meνcoll
, (B3)
where we have assumed electron is the primary current carrier because me/mp  1, and ne is the electron number
density, me (mp) is the electron (proton) mass, νcoll is the electron collision frequency. Electron colliding with either
10
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Figure 10. The density (ρ), pressure (P ) and kinetic energy (K.E.) of the blast wave test problem solved in both Cartesian
coordinate (gray solid line) and cylindrical coordinate (blue circles).
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Figure 11. Relative error (lower is better) of the gravitational potential in the four sphere test problem with a resolution of
N = 2563. The left panel shows the relative error map at z = 4 plane; The right panel shows the map at θ = 0 plane. Both
maps cut through the center of the sphere(s).
another electron/ion and with a neutral particle would both impede its mobility and ultimately contribute to the
conductivity. Therefore,
νcoll = νcoll, ei + νcoll, en , (B4)
where νcoll, ei and νcoll, en represent the collision frequency between electron-ion and electron-neutral respectively. We
also note that the collision frequency between electron-electron and electron-ion is at the same order, so it is sufficient
to discuss one of them.
For collision between electron and neutral,
νcoll, en = nn 〈σv〉 , (B5)
where 〈σv〉 is the coefficient of momentum transfer rate, and is taken from Pinto & Galli (2008). For collision between
electron and ion, we have (Nicholson 1983)
νcoll, ei =
8pinie
4
m
1/2
e (kBT )
3/2
ln Λ , (B6)
where ni is ion number density, e is the electron charge, kB is the Boltzmann constant, Λ = neλ
3
D is the plsmaa
parameter, and λD =
√
kBT/8pinee2 is the Debye length. We have also assumed that the integral of small angle
11
scattering effect between charged particles is more significant than the large angle scattering, which is true when
Λ 1.
In Fig 12, we show the collision frequency between different species for a given ionization fraction (fi) and total
particle number density (n). For simplicity, we set ne = ni = fin, and set the number density of each neutral species
ns = n. For fi . 10−8, corresponding to the accretion phase, electron-neutral collision dominates. Also note that for
fi & 10−5, corresponding to the collapsing phase and within the protostar, electron-ion collision becomes important.
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Figure 12. Collision frequency between different species. Left panel shows the collision frequency at fi = 10
−8, and the right
panel is the condition when fi = 10
−5.
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