Abstract: In this contribution, full probability distribution of parameters of ARX model is obtained for on-line problems by means of Bayesian approach and Markov chain Monte Carlo method (MCMC), which provides the ability to be applied on time-varying ARX models as well. Full probability distribution of parameters represent whole available knowledge of parameters. So, decision makers can follow any policies to make decision about point estimation, like dynamic point estimation. Moreover, the Bayesian approach has great potential in combining sources of knowledge much more easier. To decrease the computational e↵orts, full probability of model parameters are updated based on size-varying partitions. Furthermore, incorporating the posterior probability of previous partition into the jump probability of current partition, in MCMC method, improves the performance of the proposed algorithm from the computation and convergence rate point of view. Simulation results demonstrate the e↵ectiveness and validity of the proposed algorithm.
INTRODUCTION
One of the fundamental di↵erences between the beliefs of the Bayesian and frequentist statisticians is that Bayesian ends up with a function of the model parameters given the observed data and inference is made in the form of probability distribution of parameters rather than a simple point estimate which is common in frequentist approach (Brooks, 2003) . Intrinsic potential of Bayesian approach brings superb help to combine sources of knowledge, utilize all the available information, and also give decision makers more knowledge to make decision. In system identification (SI), more specifically, Bayesian removes the limitation of normal assumption of distribution of noise, so Bayesian shows great results when the available data is limited (Ninness and Henriksen, 2010) . Another advantage that encourages one to employ Bayesian in SI is that it provides the confidence about parameters as a byproduct of solution (Baldacchino et al., 2013) . Besides, overfitting is not meaningful in Bayesian methods (Green, 2015) . The main obstacle on the way of using Bayesian is its heavy computational e↵orts. In control society, Peterka (1981) , explained for the first time how Bayesian concept can be used in SI problems. How to solve the equations obtaining from Bayesian in SI problems was major hindrance to take the advantages of Bayesian in SI. So, some restrictive assumptions were made to simplify the equations like calculating just specific features of the model parameters distribution; mean and variance for example (Huang and Wang, 2006) . Another approach was using conjugate probabilities to keep posterior distribution unchanged (O'Hagan and Forster, 2004) . Along with progressing well-developed processors which facilitates computations, the simplifying assumptions were not necessary anymore and Markov chain Monte Carlo methods (MCMC) were employed in the Bayesian approach for SI problems. Some innovative contributions on how MCMC and Bayesian approach can be used in SI issues are available in Green (2015) ; Ninness and Henriksen (2010) ; Baldacchino et al. (2013) . Previous researches about using MCMC methods in SI with Bayesian approach were focused on o↵-line problems due to heavy computations. Moreover, obtaining full probability distribution of parameters in on-line problems was not their main concern; just maximum of the distribution or expectation of it was chosen in on-line problems (Huang and Wang, 2006) . However, determining only one point from the distribution has somehow conflict with Bayesian concept in SI, in contrast to the frequentist method. In this research, computing the full probability of model parameters stimulating from posterior probability using MCMC in Bayesian method is taken into account. Hence, full probability distribution of estimated output can be obtained readily. Due to the heavy computations of MCMC methods, partitions with variable size are considered; the size of the partitions are varied based on dynamic of systems. Also, to represent the concept of forgetting factor in SI, a factor is introduced in proposed method which assigns the importance of posterior probability of previous partition into posterior probability of current partition. For reducing the severity of computational problems, along with using previous posterior probability distribution as prior knowledge of next partition, we propose combining the posterior probability of previous partition in jump distribution of current partition too. The rest of the paper is structured as follows. In Section 2, formulation and concept of Bayesian in estimation of model parameters, o↵-line form of linear static and dynamic models, are portrayed. Section 3 discusses about the MCMC methods as a solution of solving equations demonstrated in Section 2; in addition, the main steps of Metropolis-Hastings algorithm as one of the well-known MCMC algorithm, which is used in this paper, is presented. Section 4 describes proposed algorithm for online Bayesian identification of ARX models to get the full probability distribution of parameters. In Section 5, the simulation results of applying proposed method are presented. Finally, the paper is concluded in Section 6.
SYSTEM IDENTIFICATION FROM BAYESIAN POINT OF VIEW
In Bayesian system identification, the parameters of the model are assumed as both stochastic and unknown phenomena (Anscombe, 1961; Bishop, 2006) . Intuitively, the more one parameter is known, the fewer it is dispersed. The final aim in Bayesian approach is determining the probability distribution of parameters of the model which is called posterior probability. This distribution is obtained based on the observed data and prior knowledge. Bayes theorem light the way of how to incorporate these two sources of the information (Bishop, 2006; Khatibisepehr et al., 2013) :
where, P (✓|D) is posterior probability of parameters given the data, P (D|✓) is likelihood function or probability model, P (✓) is prior probability of parameters, and P (D) is called evidence. Peterka (1981) shows that if observations, i.e. input-output pairs, are assumed to be identically independent distribution (i.i.d), equation (1) can be extended to reach equation (3).
where,
In equations (3) and (4), u ⌧ and y ⌧ are input and output when time is ⌧ , respectively. The probability distribution of the noise is an essential key to obtain the probability of the model parameters because noise in SI problems is enumerated as the major source of uncertainty on parameters. In linear static models, equation (5), the probability model is achieved as equation (6) (Nelles, 2001; Lindley and Smith, 1972) .
In (5), Y is a (N ⇥ 1) vector of outputs, X is a (n ⇥ N ) regression matrix and ✓ is a n ⇥ 1 vector of parameters or coe cients. Moreover, is N ⇥ 1 noise vector.
To obtain the probability of model parameters, the major part is calculating the probability model because by mixing it with prior probability, posterior probability can be easily acquired. Equation (6) shows the probability model of static linear model parameters.
(6) In (6), P is probability distribution of noise and ⌘ is parameters of this probability distribution. There is no restriction on types of probability distribution of noise. Assuming normal distribution for it, can decrease some computational complexities; however, it is not necessarily needed.
For linear dynamic models presented in the following
one-step-ahead optimal predictor is equal to equation (8). In equations (7) and (8), u t is a vector of observed exogenous input, G(q, ✓) and H(q, ✓) are transfer functions, rational in the forward shift operator q, and ✓ is a vector of model parameters (Nelles, 2001) .
The goal of Bayesian approach in estimation of linear dynamic models can be defined as deriving the probability distribution of parameters of one-step-ahead optimal predictors. Same as linear static models, by assuming observations as i.i.d, the probability model can be shown as follows.
Equations (6) and (9) generally do not have close-form solution. In Section 3, methods of solving these equations are discussed.
OVERVIEW OF MCMC METHODS AND THEIR CONVERGENCE

Implementation of MCMC method
MCMC methods involve numerically computing the required probability distribution. In these methods instead of generating samples from desired probability distribution, ⇡(✓), which cannot be done directly, producing Markov chain with equilibrium distribution of ⇡(✓) is taken into account. Because stimulating samples from the latter probability distribution is more straightforward (Smith and Roberts, 1993) . There are a variety types of MCMC methods which can be found in Brooks et al. (2011) . In this research, MetropolisHastings (MH) algorithm is used because of its strength in stimulating multivariate distribution. In addition, the conditional probabilities in this work is hard to find (Chib and Greenberg, 1995) . The main steps of the MH algorithm are clearly presented as follow (Ninness and Henriksen, 2010) .
MH Algorithm: 2016 June 6-8, 2016 . NTNU, Trondheim, Norway (3) Drawn candidate value for vector of parameters, ✓ cnd , at iteration k, from the proposal distribution, q(✓ cnd |✓ k 1 ) (4) Compute the acceptance probability
Accept the candidate value with the probability of acceptance probability, otherwise remain the parameters unchanged (6) Replace k with k + 1 and go to step 3 By running the above algorithm long enough, it converges to desired probability distribution. In this research, this method is utilized in somehow modified way, will be described in Section 4, to become more practical in computing the parameters probability of ARX model in on-line manner.
Evaluating the convergence
Recognizing when the chain which is generated by MCMC method is converged is an important point that deserves to be investigated. It is worth mentioning because before the convergence, distributions obtaining from MCMC chain does not accurately estimate the desired distributions. On the other hand, generating too long chain to become sure about convergence of the chain, increases computational e↵orts which is not pleasant in on-line applications. Philippe and Robert (2001) use the Riemann sum to check the convergence of the chain as represented in equation (10). Based on this method, if 1 T ! 1, it means the chain converges toward the desired distribution.
In (10), f is uni-variate marginal density of PDF that we want to estimate it by MCMC methods. Also,
to produce Riemann estimator. The on-line updating rule of Riemann estimator is shown in equation (11). This on-line computation needs ranking the current value of the chain, x (T ) , within the ordered sequence; it can be done by labeling the x (T ) as x [i] .
POSTERIOR DISTRIBUTION OF ARX MODEL IN ON-LINE APPLICATIONS
In this Section, firstly, equations for obtaining posterior distribution of ARX model parameters for on-line problems are presented. Then, the MH algorithm with proposed modification is explained to calculate them. The last part of this Section is dedicated to estimate the full probability distribution of output in each time sample based on probability distribution of parameters.
Posterior Distribution of Parameters
Single pair of input-output does not have significant modifications that outweigh their computational e↵orts. Hence, the aim of this part is to demonstrate the posterior probability based on consecutive partitions with di↵erent lengths. These partitions do not have shared data because previous data shows its e↵ect in prior knowledge, i.e., shared data increase computational e↵orts without bringing any additional knowledge. The first step to meet this goal is decomposing the observed data which are available from t 0 to t f according to equation (12).
In (12), l represents the length of last available partition and t m must satisfy the inequality t f > t m > t 0 . By employing the Bayes theorem, the posterior distribution of the model parameters of last partition can be obtained in the following form.
In (13), ✓ n f is model parameters of last partition. Also, P (✓ n f |D tm t0 ) is the prior probability of it which is equal to posterior probability of model parameters of previous partition. P (✓ n f |D tm t0 ) depicts all the information about model parameters which are used until the last partition.
) is probability model which can be obtained based on one-step-ahead optimal predictor model. This predictor is represented in equation (14).
In (14), A (q, ✓) and B (q, ✓) are polynomials which are fully described by forward shift operator and vector of parameters. By using noise distribution, Bayes theorem, and one-step-ahead optimal predictor of ARX, the probability model of last partition is resulted as equation (15).
In (15), l has to be defined. To reduce the computational e↵orts and preventing the proposed algorithm from freezing, length of the partitions do not set equally. Their length are defined based on system dynamic and standard deviation of the model parameters distribution. The more one system reaches its steady state, the fewer its data contains information about the dynamic of the system. Hence, it seems legitimate to set the length of the partitions longer after the system reaches its steady state. In this paper, exponential function is suggested according to equation (16) ind is a non-negative integer counter that is proposed to prevent the algorithm from freezing. If we assume that partitions can vary between l min and l max , then a and b in equation (16) condition, a and b have to be set as equations (17) and (18).
In (18), t s refers to settling time of the system. There is no need to know it exactly; step response is adequate for rough approximation.
ind is increased monotonically with step size one as each partition of input-output pairs comes in until multiplication or summation of variances of model parameters distribution meet specific predefined threshold. This threshold has both upper and lower limits; lower limit prevents algorithm from freezing and higher limit pinpoints that some variation in dynamic of the system maybe occurred. If one of these limits are met, then ind resets to zero. Therefore, it causes that algorithm incorporates knowledge of partitions with shorter length. This procedure lonely is not enough to prevent algorithm from freezing; another policy also will be proposed in Subsection 4.2.
Estimating Posterior Distribution of Parameters
The focus of this part is dedicated to estimate the posterior probability which is presented in equation (13). In this paper, for getting the full probability distribution of model parameters, MH algorithm is employed in each partition. To apply MH algorithm, jump distribution needs to define. Multiple jump distribution is proposed for the first time in SI problems to decrease the computational e↵orts, along with decreasing the potential of the algorithm in freezing. The proposed jump distribution is defined as following.
In (19), ✓ n k 1 is a vector of model parameters at iteration k 1 and partition n. Furthermore, q n k (✓ n cnd |✓ n k 1 ) is jump distribution of partition n at iteration k. l n is the length of partition n and P (✓ n 1 |D t1 ln t0 ) is posterior distribution of model parameters of partition n 1. N (µ, ) is Gaussian distribution; in this distribution µ is specified with least square estimation of partition n 1 and is tuning parameter. z jump is a random number which is generated in each iteration from standard uniform distribution and jump is adaptive threshold; 1 jump can be translated to forgetting factor in SI terminology because jump decides how previous knowledge e↵ects the posterior probability.
jump should be defined such that if the dynamic of the system does not change, jump becomes lower. On the other hand, if the dynamic of the system is varied jump must be increased. Hence, it is specified as equation (20).
In this equation, # N is multiplication or summation of standard deviation of model parameters distribution at iteration N . Therefore, as standard deviation of the model parameters distribution decreased, jump becomes closer to 0. It results higher probability of P (✓ n 1 |D t1 ln t0 ) to become the jump distribution.
Intuitively, if dynamic of the system does not vary according to time, then the more the data comes in, the more the standard deviation of the model parameters distribution decreases. So, previous posterior distributions are still roughly valid and some modifications of them are enough. On the other side, variation in dynamic of the system causes greater standard deviation of the model parameters distribution. So the algorithm must have this chance to more investigate new spaces for model parameters.
Estimating Probability Distribution of Output
After estimating the posterior distribution of model parameters, estimating the probability distribution of the output of the system is somehow straightforward. It is enough to calculate the one-step-ahead optimal predictor for ARX according to equation (14) for every samples of parameters including in previous partition. Equation (21) represents the probability distribution of estimated output at partition n.
In (21), P (ŷ n t|t 1 ) is probability distribution of estimated output which is include in partition n and D
is data until the end of partition n 1.
IMPLEMENTATION OF PROPOSED ALGORITHM
In this section, proposed algorithm is used to estimate the probability of parameters of ARX model which is presented below. If t  30s, the ARX model is presented in the following y t = 1.5q 1 + 0.5q 2 1 + 0.2q 1 + 0.3q 2 u
and if t > 30s, the parameter of the ARX model change to the equation (23). 
Sampling time of the system is 0.25s. Pseudo-Random Binary Sequence (PRBS) with amplitude of 20 is used as identification input. This signal excites the system for 60s, so the total data set is 120 input-output pairs for each part of the system. This mediocre data set can show the advantages of Bayesian more properly. Simple step response of this system disclose that its settling time is approximately 3.5s. In addition, l min and l max are set to 5 and 15 respectively to meet every changes of the output. Both of the for proposed jump distribution and higher threshold of ind are set to 0.1. Fig. 1 shows the probability of a 1 in the ARX model according to number of partitions. It clearly represents that although the algorithm is frozen at partitions 15 and 35, it can relief from frozen situation in next partitions. IFAC DYCOPS-CAB, 2016 June 6-8, 2016 . NTNU, Trondheim, Norway Fig. 3 . Probability distribution of a 2 in each partition Fig. 2 presents variation of probability of a 1 in some specific partitions. At partition 26, the ARX model is switched from first equation (22) to (23) . The modification of proposed algorithm is apparent based on this figure. Fig. 3 also substantiates that algorithm can relief from frozen situation; moreover, it is clear that after partition number 26, the distributions drifted to bigger values. Fig.4 shows the variation of probability distribution of a 2 in certain partitions. of b 1 in ARX model. It can be seen that as the data comes in, the distribution tends to true value. Fig. 7 and Fig. 8 which demonstrate the probability variation of the b 2 substantiate previous notions which are explained for Fig. 1 to Fig. 6 . One point that should be consider here is that Bayesian has great potential in estimating parameters of B(q, ✓) because the aim of Bayesian does not lay on minimizing a cost function, but its aim is finding the distribution of the parameters. In the above example, it can be seen that for some parameters, the mean value of their distribution tends to true value; although, for some other parameters the expectation of their distribution is close to true value. Moreover, maybe none of them was true point estimate from the probability distribution. So, fix point estimation in on-line applications is not acceptable. The other notion that is divulged in simulation is that Bayesian approach shows acceptable result, even in first partition that very small data is available. This is occurred because Bayesian approach does consider all the available knowledge.
CONCLUSIONS AND FUTURE WORKS
In this paper, the ability of Bayesian approach in estimating the model parameters distribution of ARX model for online applications is shown and full probability distribution of model parameters are obtained. To reduce the computational e↵orts, some modifications in incorporating the knowledge of input-output pairs and jump distribution of MH method are proposed. Moreover, some improvements are suggested to prevent the algorithm from freezing. For the future, same trend can be followed to deal with more complex models like ARMAX. In addition, this paper sets the stages to employ dynamic point estimation methods from full probability distribution of output or model parameters.
