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Résumé
Ces dernières années, de nombreuses entreprises ont introduit la
technologie orientée composant dans leurs développements logi-
ciels. Le paradigme composant, qui prône l’assemblage de briques
logiciels autonomes et réutilisables, est en effet une proposition in-
téressante pour diminuer les coûts de développement et de mainte-
nance tout en augmentant la qualité des applications. Dans ce pa-
radigme, comme dans tous les autres, les architectes et les déve-
loppeurs doivent pouvoir évaluer au plus tôt la qualité de ce qu’ils
produisent, en particulier tout au long du processus de conception et
de codage. Les métriques sur le code sont des outils indispensables
pour ce faire. Elles permettent, dans une certaine mesure, de prédire
la qualité « externe » d’un composant ou d’une architecture en cours
de codage. Diverses propositions de métriques ont été faites dans
la littérature spécifiquement pour le monde composant. Malheureu-
sement, aucune des métriques proposées n’a fait l’objet d’une étude
sérieuse quant à leur complétude, leur cohésion et surtout quant à
leur aptitude à prédire la qualité externe des artefacts développés.
Pire encore, l’absence de prise en charge de ces métriques par les
outils d’analyse de code du marché rend impossible leur usage in-
dustriel. En l’état, la prédiction de manière quantitative et « a priori
» de la qualité de leurs développements est impossible. Le risque
est donc important d’une augmentation des coûts consécutive à la
découverte tardive de défauts.
Dans le cadre de cette thèse, je propose une réponse pragmatique
à ce problème. Partant du constat qu’une grande partie des frame-
works industriels reposent sur la technologie orientée objet, j’ai étu-
dié la possibilité d’utiliser certaines des métriques de codes "clas-
siques", non propres au monde composant, pour évaluer les appli-
cations à base de composants. En effet, ces métriques présentent
l’avantage d’être bien définies, connues, outillées et surtout d’avoir
fait l’objet de nombreuses validations empiriques analysant le pou-
voir de prédiction pour des codes impératifs ou à objets. Parmi les
métriques existantes, j’ai identifié un sous-ensemble d’entre elles qui,
en s’interprétant et en s’appliquant à certains niveaux de granularité,
peuvent potentiellement donner des indications sur le respect par les
développeurs et les architectes des grands principes de l’ingénie-
rie logicielle, en particulier sur le couplage et la cohésion. Ces deux
principes sont en effet à l’origine même du paradigme composant.
Ce sous-ensemble devait être également susceptible de représenter
toutes les facettes d’une application orientée composant : vue interne
d’un composant, son interface et vue compositionnelle au travers l’ar-
chitecture.
Cette suite de métrique, identifiée à la main, a été ensuite appli-
quée sur 10 applications OSGi open-source afin de s’assurer, par
une étude de leur distribution, qu’elle véhiculait effectivement pour le
monde composant une information pertinente. Cette étude, donne
également l’occasion de discuter de l’importance et le respect de
certains de ces principes par les développeurs et les architectes du
monde OSGi. J’ai ensuite construit des modèles prédictifs de pro-
priétés qualité externes partant de ces métriques internes : réutili-
sation, défaillance, etc. L’élaboration de tels modèles et l’analyse de
leur puissance sont seuls à même de valider empiriquement l’inté-
rêt des métriques proposées. Il est possible également de compa-
rer la « puissance » de ces modèles avec celles d’autres modèles
de la littérature propres au monde impératif et/ou objet. J’ai décidé
de construire des modèles qui permettent de prédire l’existence et
la fréquence des défauts et les bugs. Pour ce faire, je me suis ba-
sée sur des données externes provenant de l’historique des modifi-
cations et des bugs d’un panel de 6 gros projets OSGi matures (avec
une période de maintenance de plusieurs années). Plusieurs outils
statistiques ont été mis en œuvre pour la construction des modèles,
notamment l’analyse en composantes principales et la régression lo-
gistique multivariée. Cette étude a montré qu’il est possible de prévoir
avec ces modèles 80% à 92% de composants fréquemment buggés
avec des rappels allant de 89% à 98%, selon le projet évalué. Les
modèles destinés à prévoir l’existence d’un défaut sont moins fiables
que le premier type de modèle. Ce travail de thèse confirme ainsi l’in-
térêt « pratique » d’utiliser de métriques communes et bien outillées
pour mesurer au plus tôt la qualité des applications dans le monde
composant.
Mots-clés : Composant logiciel ; métriques de qualité ; modèle de
qualité ; modèle prédictif.
Abstract
Over the past decade, many companies proceeded with the introduc-
tion of component-oriented software technology in their development
environments. The component paradigm that promotes the assembly
of autonomous and reusable software bricks is indeed an interesting
proposal to reduce development costs and maintenance while impro-
ving application quality. In this paradigm, as in all others, architects
and developers need to evaluate as soon as possible the quality of
what they produce, especially along the process of designing and co-
ding. The code metrics are indispensable tools to do this. They pro-
vide, to a certain extent, the prediction of the quality of « external »
component or architecture being encoded. Several proposals for me-
trics have been made in the literature especially for the component
world. Unfortunately, none of the proposed metrics have been a se-
rious study regarding their completeness, cohesion and especially for
their ability to predict the external quality of developed artifacts. Even
worse, the lack of support for these metrics with the code analysis
tools in the market makes it impossible to be used in the industry.
In this state, the prediction in a quantitative way and « a priori » the
quality of their developments is impossible. The risk is therefore high
for obtaining higher costs as a consequence of the late discovery of
defects.
In the context of this thesis, I propose a pragmatic solution to the pro-
blem. Based on the premise that much of the industrial frameworks
are based on object-oriented technology, I have studied the possibility
of using some « conventional » code metrics unpopular to component
world, to evaluate component-based applications. Indeed, these me-
trics have the advantage of being well defined, known, equipped and
especially to have been the subject of numerous empirical valida-
tions analyzing the predictive power for imperatives or objects codes.
Among the existing metrics, I identified a subset of them which, by in-
terpreting and applying to specific levels of granularity, can potentially
provide guidance on the compliance of developers and architects of
large principles of software engineering, particularly on the coupling
and cohesion. These two principles are in fact the very source of
the component paradigm. This subset has the ability to represent all
aspects of a component-oriented application : internal view of a com-
ponent, its interface and compositional view through architecture.
This suite of metrics, identified by hand, was then applied to 10 open-
source OSGi applications, in order to ensure, by studying of their dis-
tribution, that it effectively conveyed relevant information to the com-
ponent world. This study also provides an opportunity to discuss the
importance and the respect of some of these principles by develo-
pers and architects of OSGi worldwide. I then built predictive models
of external quality properties based on these internal metrics : reusa-
bility, failure, etc. The development of such models and the analysis
of their power are only able to empirically validate the interest of the
proposed metrics. It is also possible to compare the « power » of
these models with other models from the literature specific to impe-
rative and/or object world. I decided to build models that predict the
existence and frequency of defects and bugs. To do this, I relied on
external data from the history of changes and fixes a panel of 6 large
mature OSGi projects (with a maintenance period of several years).
Several statistical tools were used to build models, including principal
component analysis and multivariate logistic regression. This study
showed that it is possible to predict with these models 80% to 92%
of frequently buggy components with reminders ranging from 89% to
98%, according to the evaluated projects. Models for predicting the
existence of a defect are less reliable than the first type of model.
This thesis confirms thus the interesting « practice » of using com-
mon and well equipped metrics to measure at the earliest application
quality in the component world.
Keywords : Software component ; quality metrics ; quality model ;
predictive model.
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1.1 La problématique des métriques internes dans le monde
composant
L’évolution de tout système logiciel est inévitable. La première loi de Lehman [LB85]
stipule clairement ce fait : « Un programme utilisé dans un environnement du monde
réel doit nécessairement changer sinon il deviendra progressivement de moins en moins
utile dans cet environnement ». Cette loi, énoncée dans les années 70, n’a jamais été
contredite. Malheureusement, suite aux modiﬁcations successives qu’il subit, l’architec-
ture d’un système logiciel tend à se dégrader. Il devient alors de plus en plus diﬃcile
à comprendre et donc à modiﬁer [Par94]. Inexorablement, les modiﬁcations nécessaires
sont de plus en plus délicates à réaliser jusqu’à atteindre un coût prohibitif. Une fois
atteint ce stade, le logiciel n’est plus maintenu. Il commence à perdre de son utilité,
précipitant son abandon.
Diﬀérentes concepts, méthodes et langages ont donc été proposés pour remédier
au problème du « vieillissement » (software aging) des logiciels. On citera en parti-
culier : les techniques de réingénierie, le paradigme composant et l’ingénierie dirigée
par les modèles. Le paradigme composant, qui prône l’assemblage de briques logiciels
autonomes et réutilisables, est une proposition intéressante pour diminuer les coûts de
maintenance. Son usage tend donc à se répandre dans l’industrie.
Dans le paradigme composant, comme dans tous les autres, les architectes et les
développeurs doivent pouvoir évaluer la qualité de ce qu’ils produisent : au plus tôt,
en particulier tout au long du processus de conception et de codage. De nombreux
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modèles de qualité ont donc été proposés pour aider à déﬁnir ce qu’est la qualité
externe et interne des composants [WYF03, BV02, AAM05b, RM06]. Comme dans
les autres paradigmes ces modèles insistent que le fait qu’il est utile de disposer de «
métriques internes » applicables à un code ou à un modèle d’architecture pour prédire,
dès que possible, la qualité « externe » du composant ou de l’architecture en cours de
développement.
L’étude bibliographique que j’ai conduite sur les métriques de niveau code a permis
d’obtenir une vision autant académique qu’industrielle des métriques actuellement pro-
posées, utilisées et outillées à la fois dans les paradigmes impératif, objet et composant.
Cette étude a mis en valeur d’un côté l’énorme diversité des métriques à disposition
des développeurs pour mesurer des codes de type impératif et objet. Rien que dans le
monde objet des dizaines de métriques ont été proposées ces vingt dernières années. On
citera en particulier [Lak96, CK94, Mar03]. Plus encore on dispose désormais d’un recul
suﬃsant, étayé par de nombreuses études, sur : leur formalisation, complétude, cohé-
sion et intérêt pratique. En particulier, de multiples expérimentations ont été conduites
pour évaluer selon les cas leur corrélation et/ou leur pouvoir de prédiction de la qualité
externe des artefacts mesurés [LH93, BBM96, GFS05, NBZ06].
Mais cette étude a également révélé le manque évident de recul, de consensus et sur-
tout l’absence totale d’outils supports dans le domaine des métriques du monde compo-
sant. S’il existe plusieurs propositions de métrique ad hoc dans la littérature [WYF03,
CS08, WZWRZ09, CKK01, CKHK09], aucune n’a fait l’objet d’une étude sérieuse
quant à leur complétude, leur cohésion et surtout à leur aptitude à prédire la qua-
lité externe des artefacts développés. De toute façon, l’absence de prise en charge de
ces métriques par les outils d’analyse de code du marché rend impossible tout usage
industriel.
À ce jour, les développeurs du monde composant sont donc condamnés : au mieux
à utiliser, lorsqu’ils le peuvent, de métriques non spéciﬁques au monde composant mais
sans réel certitude sur l’intérêt qu’ils ont à collecter et à interpréter telle ou telle mesure,
au pire à n’utiliser d’aucune métrique. Dans les deux cas, la prédiction à priori de la
qualité de leur développement est un pari hautement hasardeux avec pour conséquence
une augmentation des coûts consécutive à la découverte tardive de défauts. Comme
l’indique [ASGJ13], en l’état le contrôle de la qualité dans le paradigme composant est
diﬃcile à eﬀectuer.
1.2 Thèse soutenue et démarche suivie
Face à cette absence de consensus, de recul et d’outils pour les métriques dédiés au
monde composant, que peut-on faire ? L’objectif de cette thèse était de proposer une
réponse pragmatique à ce problème. J’ai tout d’abord constaté qu’une grande partie des
frameworks industriels actuels de développement d’applications à base de composants
reposent sur la technologie orientée objet. Le parangon de cette approche est le modèle
de composant OSGi, conçu sur une couche Java. La question que je me suis posée fut
alors la suivante : est-il possible et pertinent, de s’appuyer sur certaines métriques de
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code existantes, bien connues et plus encore largement outillées pour étudier la qualité
de composants et d’architectures ? Ma thèse répond à cette question par l’aﬃrmative et
démontre, qu’eﬀectivement, certaines métriques, non spéciﬁques au monde composant,
peuvent fournir des informations précieuses à la fois au niveau du composant (pour le
développeur) qu’au niveau de l’application (pour l’architecte).
Ces métriques en s’interprétant et en s’appliquant à certains niveaux de granula-
rité donnent des indications sur le respect par les développeurs et les architectes des
grands principes de l’ingénierie logicielle, en particulier sur le couplage et la cohé-
sion. Ces deux principes sont à l’origine même du paradigme composant. C’est pour
cela qu’ils sont utilisés comme critères d’optimisation principaux par les travaux de
la restructuration des applications orientées objet en applications orientées compo-
sants [ASSV10, CSTO08, KC04]. D’autres propriétés internes sont également souvent
citées telles que l’absence de cycles, la diminution de la taille et de la complexité.
Pour prouver la thèse que je défends j’ai suivi une démarche comportant plusieurs
étapes.
Il m’a fallu tout d’abord tenter d’identiﬁer un « noyau minimal » de quelques mé-
triques pouvant potentiellement servir de « systèmes complets » de mesure interne. Une
suite de métriques à même de représenter toutes les facettes d’une application orien-
tée composant : vue interne, interface et compositionnelle. Il fallait pour cela extraire
des dizaines et dizaines de métriques existantes celles à même, pour un certain niveau
de granularité, de traduire « quelque chose » sur ces 3 facettes et sur les principes
de conception par composant suivis par le développeur ou l’architecte. Cette suite de
métrique identiﬁée à la main a été ensuite appliquée sur 10 applications OSGi open-
source aﬁn de s’assurer par une étude des distributions qu’elle véhiculait eﬀectivement
pour le monde composant une information pertinente. Cette étude, donne également
l’occasion de discuter de l’importance et le respect de certains de ces principes par les
développeurs OSGi.
Il fallait ensuite que cette suite de métrique soit aussi « minimale » que possible,
c’est-à-dire limitant autant que possible la « redondance » de l’information véhiculée
(en mathématique on parle de corrélation). Cette réduction était pour moi essentielle.
Il faut éviter au développeur d’avoir à jongler avec trop de campagne de mesures et
au ﬁnal d’information. Cette exigence est une préoccupation majeure des responsables
qualité qui ne peuvent et ne veulent suivre que ce qui est « nécessaire » et s’obstinent à
rechercher les « bons » indicateurs sans se perdre dans une profusion de données. L’outil
mathématique utilisé a été ici l’analyse en composante principale qui a pour objectif
de déterminer, avec une certaine marge d’erreur connue, un ensemble de métriques «
orthogonales ».
Enﬁn, et c’est un examen essentiel, il fallait tenter de construire des modèles pré-
dictifs de propriétés qualité externes partant de ces métriques internes : réutilisation,
défaillance, etc. L’élaboration de tels modèles et l’analyse de leur puissance sont seuls
à même de valider empiriquement l’intérêt des métriques proposées. Il est possible éga-
lement de comparer la « puissance » de ces modèles avec celles d’autres modèles de la
littérature propres au monde impératif et/ou objet. J’ai décidé de construire un modèle
qui permet de prédire les défauts et les bugs. Pour ce faire, je me base sur des données
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externes provenant de l’historique des modiﬁcations et des bugs d’un panel de gros pro-
jets matures (avec une période de maintenance de plusieurs années). Plusieurs outils
statistiques de prédiction ont été mis en œuvre, notamment la régression logistique.
Toutes ces étapes ont été menées pour conclure sur l’intérêt « pratique » d’utili-
ser des métriques communes et bien outillées pour mesurer au plus tôt la qualité des
applications dans le monde composant.
1.3 Structuration du document
La suite du mémoire va être organisée comme suit :
Partie II : dans cette partie, je présente le contexte général dans lequel s’inscrit ce
travail de thèse et l’état de l’art sur les diﬀérentes techniques de mesure dans le
monde composant, sur les métriques de qualité dans le monde impératif et objet
ainsi qu’un aperçu sur les modèles de prédiction de la qualité dans le paradigme
objet.
Chapitre 2 : il fournit une introduction aux principaux concepts présents dans
les deux domaines liés à cette thèse : l’ingénierie des logiciels à base de
composants et l’évaluation de la qualité.
Chapitre 3 : il expose les diﬀérentes techniques d’évaluation de la qualité du
monde composants (les modèles et les métriques de qualité) en mettant l’ac-
cent sur le manque évident de consensus et d’outillage. Il examine les mé-
triques de niveau code impératif et objet car ils ont un intérêt particulier
dans cette thèse pour combler le manque des métriques composants. Il pré-
sente, de même, les diﬀérents travaux qui ont été utilisés pour développer un
modèle de prédiction dans le monde objet.
Partie III : elle donne le détail de ma contribution.
Chapitre 4 : dans ce chapitre, j’identiﬁe parmi les métriques en provenance des
paradigmes procédural et objet celles utiles pour le développement orienté-
composant. Deux critères de sélection sont utilisés : leur pertinence syn-
taxique dans le monde composant d’une part et la nature de leurs distribu-
tions observées sur une dizaine d’applications open source d’autre part.
Chapitre 5 : il démontre que les métriques sélectionnées précédemment véhi-
culent une sémantique intéressante. Elles sont, en eﬀet, validées empirique-
ment en les associant à deux mesures diﬀérentes externes liées à la mainte-
nabilité.
Chapitre 6 : en utilisant l’historique des bugs, j’ai développé des modèles de
régression qui prédisent les bugs des composant du logiciel dans le but de
valider plus encore empiriquement les métriques sélectionnées.
Partie IV : cette partie présente la conclusion générale de ce travail ainsi que les
perspectives de recherche qui peuvent être envisagées.
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Chapitre 7 : il présente une synthèse des contributions apportées par la thèse.
J’identiﬁe également quelques perspectives pour des travaux ultérieurs pos-
sibles. Je conclue enﬁn ce mémoire.
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Ce chapitre introduit les principaux concepts associés à mon domaine d’étude. Ces
concepts proviennent de l’ingénierie du logiciel à base de composants et de la qualité
des logiciels.
Dans le section 2.1, j’introduis les concepts de composant, de développement et
d’architecture à base de composants et enﬁn de modèle de composant en insistant en
particulier sur le modèle que j’ai utilisé pour conduire mon étude. Dans la section 2.2, je
présente les concepts de qualité du logiciel, de mesure, de modèle de qualité, de métrique
et quelques outils d’évaluation de la qualité. Je ﬁnis cette section en introduisant les
modèles prédictifs.
2.1 Ingénierie des logiciels à base de composants
« When paradigms change, the world itself changes with them.» Ce propos de
Kuhn [Kuh12], évoque les changements qu’introduit l’émergence d’un nouveau para-
digme. Le paradigme composant change la manière de développer des applications mais
en consolidant quelques-uns des grands principes de programmation en particulier le
11
Chapitre 2. Contexte du travail
masquage d’information et la réutilisation. Dans cette section, je déﬁnis la notion d’in-
génierie des logiciels à base de composants. J’introduis ensuite, la notion de composant
logiciel en rappelant quelques-unes des déﬁnitions proposées dans la littérature. Je dé-
cris le processus du développement à base de composants qui est divisé en deux grands
processus : le processus de développement d’un composant et le processus de déve-
loppement d’un système. Enﬁn, je présente, les notions d’architecture logicielle puis
de modèle de composant. Je me focalise en particulier sur le modèle de composant
support de mon étude : le modèle OSGi, en mettant en avant les critères choisis pour
sélectionner ce modèle.
2.1.1 Ingénierie des logiciels à base de composants
Certains ont considéré que le paradigme objet n’a pas tenu toutes ses promesses sur
certains objectifs tels que la réutilisation et la modularité [Car96]. La complexité allant
croissante des applications et le besoin d’accroître la réutilisation ont eu pour eﬀet, à
la ﬁn des années soixante, de faire émerger un nouveau paradigme de développement :
l’ingénierie des logiciels à base de composants 1.
Qu’est-ce que la CBSE et quels sont ses objectifs ?
Le but du CBSE est d’envisager le développement d’une application informatique
comme un processus d’assemblage d’unités informatiques de grosse granularité préexis-
tantes ou non, que l’on nomme composant. La CBSE est une approche qui uniﬁe les
concepts de plusieurs domaines de logiciels, tels que la programmation orientée-objet,
la méga-programmation, l’architecture logicielle et l’informatique répartie [KN96]. Elle
supporte à la fois le développement de composants réutilisables (développement pour
la réutilisation) et le développement des applications à base de composants (dévelop-
pement par la réutilisation).
Les objectifs posés par la CBSE sont multiples :
— La réutilisation : l’usage dans les projets de composants déjà existants et ayant
fait leur preuve évite des développements inutiles et contribuent à l’augmenta-
tion de la qualité du produit.
— L’abstraction : est une aptitude importante pour faciliter la réutilisation du lo-
giciel [KRW07]. Un composant doit être doté d’une description précise, complète
et minimale : une spéciﬁcation.
— L’autonomie : est une autre aptitude importante de la réutilisation. L’autono-
mie peut être quantiﬁée à travers le "nombre des interfaces requises" [CSO+07].
Un composant est complètement autonome s’il ne possède aucune interface re-
quise.
— La modularité : est un principe fondamental du CBSE. Décomposer un logi-
ciel en modules ayant chacun une fonction précise est une solution aux grands
programmes qui sont diﬃciles à maintenir.
1. par la suite, l’ingénierie des logiciels à base de composants sera noté CBSE
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— L’assemblage : consiste à rechercher, adapter et assembler des composants
hétérogènes qui viennent de diﬀérents fournisseurs aﬁn d’atteindre la fonction
désirée.
Bien que la notion de composant date de 1968 avec McIlroy [McI68], elle n’est
devenue réellement émergente qu’à la ﬁn des années 1990. La réussite de cette approche
du développement est maintenant établie, en témoigne les nombreux développements
industriels réalisés dans ce paradigme ces dernières années. On peut donc aﬃrmer
comme le soulignait Udell « Object orientation has failed but component software is
succeeding » [Ude94].
2.1.2 Composant logiciel
La CBSE s’appuie sur le concept central de composant logiciel. La compréhension
de ce concept est donc essentielle. Il existe de nombreuses déﬁnitions de la notion de
composant logiciel. Les partisans de la réutilisation utilisent cette notion pour dési-
gner tout artéfact réutilisable. À l’inverse les promoteurs des composants sur étagères
(Commercial Oﬀ-The-Shelf, COTS) limitent cette appellation aux seuls COTS. Les mé-
thodologistes assimilent les composants à des unités de développement pouvant faire
l’objet d’un livrable intermédiaire ou d’une gestion de conﬁguration. Les architectes
désignent avec cette notion des abstractions architecturales. Ce problème est en partie
lié au fait que la notion de composant trouve matière à se projeter sur des éléments à la
fois du monde de l’exécution (par exemple les objets, les processus), que du déploiement
(des ﬁchiers binaires, des classes), ou de la conception (des abstractions exprimant des
contraintes architecturales).
J’ai relevé trois déﬁnitions intéressantes de ce concept parmi les plus citées.
Une déﬁnition, largement acceptée, a été donnée par Szyperski [Szy02] : « A software
component is a unit of composition with contractually speciﬁed interfaces and explicit
context dependencies only. A software component can be deployed independently and is
subject to composition by third parties. »
La deuxième déﬁnition est celle de Heineman et Councill [CH01] : « A software
component is a software element that conforms to a component model and can be in-
dependently deployed and composed without modiﬁcation according to a composition
standard. »
La troisième déﬁnition a été donnée par Krutchen [Kru04] : « A component is a
nontrivial, nearly independent, and replaceable part of a system that fulﬁlls a clear
function in the context of a well-deﬁned architecture. A component conforms to and
provides the physical realization of a set of interfaces. »
Heineman et Councill considèrent que selon les modèles, les composants sont diﬀé-
rents, ce qui rend diﬃcile leurs descriptions. À titre d’exemple, les interactions entre les
composants dépendent du modèle de composant utilisé. Krutchen met lui l’accent sur la
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substitution d’un composant en eﬀet, il considère qu’un composant est une réalisation
physique remplaçable dans son environnement. Je retiendrai pour ma part la déﬁnition
donnée par Clemens Szyperski. Les principaux éléments que j’utilise y sont décrits. Un
composant logiciel, d’après lui, peut être déﬁni comme une unité de code exécutable qui
fournit un ensemble de services à travers des interfaces « fournies » et précise ses besoins
au moyen d’interfaces dites « requises ». Un composant ne peut interagir avec l’exté-
rieur (donc d’autres composants) qu’au travers de ses interfaces. Une interface regroupe
des opérations. Une opération représente un comportement atomique que propose ou
requiert un composant. Les composants peuvent être déployés séparément. Il faut noter
que les composants ne sont pas tous assemblés selon la même technique. Chaque lan-
gage de composant déﬁnit sa propre syntaxe et son propre vocable de description des
interfaces. À titre d’exemple, dans fractal [Fra] les interfaces sont appelées interfaces
clients serveurs alors que dans le modèle CCM [Gro06] les interfaces sont connues par
facettes et réceptacles, tandis que dans le modèle EJB [G+06], on trouve les interfaces
locales et les interfaces distantes.
2.1.3 Procédé de développement à base de composants
Le développement à base de composants 2 désigne le fait de construire un système
en assemblant des composants pour certains déjà développés. Le développement d’une
application en usant de composants logiciels diﬀère radicalement d’un développement
« classique » [CCL06]. En eﬀet, le développement traditionnel de logiciels repose sur
les phases de spéciﬁcation, de conception, de codage, d’intégration, de test et de dé-
ploiement. En revanche, comme l’illustre la Figure 2.1, le processus du CBD est une
combinaison de plusieurs processus parallèles : le processus de développement d’un
système à base de composants est ainsi séparé du processus de développement des
composants. Dans ces processus, de nouvelles phases apparaissent. En eﬀet, le CBD
se focalisant sur la réutilisation, il accorde une importance centrale à la sélection de
composants, leur éventuelle adaptation à un contexte particulier et leur validation.
— Processus du développement d’un composant : le développement d’un
composant est un procédé de conception qui doit répondre aux exigences fonc-
tionnelles et non-fonctionnelles attendues.« Component development is the pro-
cess of implementing the requirements for a well-functional, high quality com-
ponent with multiple interfaces. » [CLWK00]. Un composant est construit pour
être réutilisable. Il s’agit, donc, d’adopter au sein des démarches de développe-
ment, des réﬂexes plébiscitant le développement pour la réutilisation : augmenter
la généricité d’un composant, valider en profondeur un composant, fournir une
documentation détaillée d’un composant pour accroître sa compréhension, etc.
— Processus du développement du système : le processus du développement
d’une application par assemblage de composants préexistant se focalise, lui, sur
la recherche et la sélection de composants réutilisables et sur leur interconnexion
pour obtenir les exigences du système [GAMO09].
2. par la suite, développement à base de composant sera noté CBD
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Figure 2.1 – Le processus du développement à base de composant : une combinaison
de plusieurs processus parallèles - Extrait de [CCL06]
Ce processus exige de l’architecte des méthodes et des pratiques spéciﬁque telles
que :
1. La sélection de composants : il est indispensable à chaque étape de
développement, dès qu’un besoin apparaît, de chercher systématiquement
s’il n’existe pas, quelque part, un composant déjà écrit et testé, capable
de satisfaire et de s’intégrer au moindre coût dans l’architecture logicielle
en cours d’élaboration « buy, don’t build » [BJ56]. La phase de sélection
est donc la plus importante. « The key to a successful Component-Based
Development (CBD) is to get the required components » [Wan06]. En eﬀet,
un mauvais choix de composant peut provoquer la défaillance de tout le
système [PDAC05]. De nombreuses méthodes et techniques de l’identiﬁcation
des composants ont été introduites dans [WXZ05]. En outre, il existe quelques
outils qui supportent la sélection des composants tel que celui proposé par
Wang [Wan06].
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2. L’adaptation d’un composant : il est souvent nécessaire d’adapter un
composant à un contexte particulier. Selon Heineman, un composant doit
satisfaire 8 exigences [Hei99] pour un bon déroulement de la phase d’adap-
tation. Parmi celles-ci on ne citera que deux d’entre elles : la ﬂexibilité dans
l’adaptation ( elle peut être fonctionnelle ainsi que non fonctionnelle), l’indé-
pendance du langage de programmation de l’adaptation. D’aprés Kim et Min,
deux types de mécanisme d’adaptation existent : interne et externe [KM05] :
— L’adaptation interne (boîte blanche) consiste à modiﬁer la structure in-
terne ou externe du composant pour l’adapter.
— L’adaptation externe (boîte noire) utilise des connecteurs intelligents
pour pallier la diﬀérence entre les composants candidats et la spéciﬁca-
tion des composants attendus [MCK04]. Ce type d’adaptation est utilisé
lorsqu’il est impossible d’utiliser une adaptation interne (par exemple
absence de code source).
3. Le test : a pour objectif de démontrer qu’un composant satisfait les exi-
gences qui lui ont été associées dans son contexte d’usage [Tea06]. Donc, en
plus du test eﬀectué dans la phase du développement d’un composant, une
validation après toute adaptation d’un composant dans un nouvel environ-
nement est essentielle. L’architecte du système, dans cette phase, n’a pas
toujours accès au code source. Donc, le type de test utilisé dans cette phase
est selon les cas de type boîte noire ou boîte blanche.
2.1.4 Architecture logicielle
L’avènement de la notion d’architecture d’un logiciel est le résultat de la prise de
conscience des intervenants, dès le démarrage d’un projet, puis tout au long du cycle de
vie, des décisions importantes ont été élaborées et qui concernent aussi bien la structure
et les propriétés du futur logiciel, ainsi que les stratégies et les technologies à mettre
en œuvre pour son développement. Il était donc important de fournir un support aux
communications, réﬂexions et analyses nécessaires à une prise de décision éclairée.
Depuis plus de 20 ans, de nombreux articles et ouvrages ont été élaborés pour
déﬁnir ce qu’est une architecture logicielle. On se reportera à [SC06] pour obtenir
un historique de la discipline. Aucune déﬁnition ne faisait l’unanimité. Un ouvrage a
ﬁnalement contribué à l’émergence d’un consensus, celui de [Bas07]. La déﬁnition que je
retiens ici, doit sans doute beaucoup à la vision de ces auteurs. Il s’agit de la déﬁnition
donnée par la première norme dédiée à ce thème : ISO/IEC 42010 [C+07]. La déﬁnition
proposée me semble être la plus générale et actuellement la plus consensuelle.
« The fundamental organization of a system embodied in its components, their rela-
tionships to each other, and to the environment, and the principles guiding its design
and evolution. »
La description que l’on donne d’une architecture oﬀre une vision à haut niveau et
synthétique de la structure et du comportement interne d’un logiciel. Mais cette vision
replace également le logiciel dans son environnement et dans le cadre des besoins qu’il
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cherche à combler. En eﬀet, est dans le cadre des applications à base de composants l’ar-
chitecture composant englobe le modèle de composant avec d’autres outils nécessaires,
tels que les dépôts de composants et d’outils de composition [AGG+99].
2.1.5 Modèle de composants et infrastructure
Un composant peut être amené à interagir avec d’autres composants qui ne sont pas
connus à l’avance. Mais pour que des composants quelconques puissent être composés
les uns aux autres dans le but de concevoir de nouveaux services, il est nécessaire qu’ils
puissent se comprendre, partager un « protocole » d’interaction commun. Cet ensemble
de points d’accord est appelé un modèle de composants.
2.1.5.1 Notion d’un modèle de composants
Un modèle de composants déﬁnit l’ensemble des contraintes que doivent respecter
des composants développés en toute indépendance, dans des lieux diﬀérents, par des
personnes diﬀérentes pour interagir. Il serait plus correct de parler de « langage »
plutôt que de « modèle » de composants. Mais le terme de « modèle » est maintenant
passé dans le vocabulaire commun. Cet aspect langage se retrouve d’ailleurs dans les
informations dont font état les modèles de composants. Ils détaillent au minimum les
informations qui suivent.
— La syntaxe et la sémantique des composants : la façon dont ils doivent être
construits (par exemple qu’ils doivent posséder certaines interfaces) et décrits (en
usant d’un langage de description d’interfaces qui peut être diﬀérent du langage
de programmation du composant lui-même). Il s’agit de ﬁxer la signiﬁcation de
concepts récurrents tels que : interface, port, conteneur, etc. ;
— La syntaxe et la sémantique de la composition : détermine comment
les composants sont assemblés, leur localisation, le mode de contrôle du ﬂot
d’exécution, le protocole de communication, le format d’encodage des données
échangées, les ressources universelles à disposition des composants et la manière
d’en proﬁter.
Un modèle de composants n’est qu’une spéciﬁcation de langage. Une infrastructure
fournit une implantation concrète d’un modèle de composants pour une architecture
matérielle et logicielle cible. L’infrastructure va fournir le support aux composants
pour qu’ils puissent remplir leurs missions et interagir dans le respect du modèle de
composants. Une grande variété de modèles de composants a été proposée dans le
domaine du génie logiciel.
Parce que je veux être en mesure d’utiliser "tel quel" les outils d’analyse de code
disponibles, il était nécessaire pour mon étude que je me place dans un modèle de com-
posants reposant sur un paradigme convenablement outillé sur le plan des métriques
(impératif, objet, etc). On trouvera dans [LW07] une analyse comparative de 13 mo-
dèles de composants. Parmi les modèles de composants existants, plusieurs sont basés
sur le paradigme objet tels que JavaBeans [DeM02], EJB [G+06], OSGi [All07], Sa-
veCCM [ÅCF+07], SOFA 2.0 [BHP06], OpenCOM [CBCP01] et Koala [VOVDLKM00].
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D’après Crnkovic, ceci est dû au fait que plusieurs principes issus de l’orienté-objet sont
directement utilisés ou étendus dans la CBSE [CSVC11]. Dans les modèles de compo-
sants basés sur l’objet, selon [ASSV10], un composant est considéré comme un ensemble
de classes qui collaborent pour fournir une fonctionnalité.
Pour mes travaux, j’ai choisi de me placer dans le modèle OSGi. Les raisons qui
m’ont fait choisir OSGi sont les suivantes :
1. J’admets que la partie du code qui est spéciﬁque au modèle composant ne doit
pas avoir un impact signiﬁcatif sur les mesures du code source spéciﬁque au
composant. Dans OSGi, c’est le cas. Il n’y a pas de classes, autres que métier,
supplémentaires pour déﬁnir un composant.
2. Le modèle OSGi utilise une granularité de niveau package pour exprimer les dé-
pendances entre les composants. D’ailleurs, il est le seul modèle, à ma connais-
sance, qui emploie cette granularité. Les autres modèles adoptent généralement
des dépendances d’un niveau plus abstrait tel que le module. Je voulais proﬁter
à travers OSGi de ce niveau de granularité "classique" utilisé déjà dans les para-
digmes instrumentés. Cette granularité est de plus en parfaite adéquation avec
le type de métriques que je désire appliquer.
2.1.5.2 Le modèle de composant OSGi
Le modèle de composant OSGi (Open Service Gateway Initiative) est un standard
industriel déﬁnie par l’Alliance OSGi en 1999 pour traiter spéciﬁquement du manque
de soutien à la modularité dans la plateforme Java [All07]. Ce modèle de composant
est le fruit d’un consortium de partenaires industriels. Le modèle OSGi facilite l’obten-
tion d’une architecture ﬂexible des systèmes qui peuvent évoluer dynamiquement. Les
applications OSGi peuvent ainsi, ajouter un service, en retirer ou les modiﬁer lors de
l’exécution. Ce modèle est utilisé dans une large gamme d’applications à grande échelle
de l’industrie telles que celles pour les appareils mobiles et les serveurs d’applications
des entreprises.
Dans OSGi, un composant est appelé un bundle. Chaque bundle, comme l’illustre
la Figure 2.2, est stocké dans un seul ﬁchier JAR qui emballe le composant : son
code, ses ressources et un ﬁchier "manifest" qui contient des méta-données supplémen-
taires [HPM11].
Le ﬁchier manifest précise principalement les dépendances du composant aﬁn de
permettre aux composants d’interagir. Un exemple de ﬁchier manifest est présenté
dans l’annexe A de ce mémoire.
L’interface d’un composant peut être déﬁnie comme une spéciﬁcation de son point
d’accès. Les interfaces, dans OSGi sont spéciﬁées à l’aide de packages.
— Les interfaces fournies sont exprimées en tant que "Export-Package" et ce sont
les packages qui embarquent les services destinés à être oﬀerts par un bundle.
— Les interfaces requises sont exprimées en tant que "Import-Package" et ce sont les
services regroupés en packages importés qu’un bundle exige de l’environnement
pour son bon fonctionnement.
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Figure 2.2 – Un bundle contient le code, les ressources, et les méta-données - Extrait
de [HPM11]
2.2 Évaluation de la qualité
Dans cette section, je vais déﬁnir les concepts clés liés à l’évaluation de la qualité
du logiciel. Premièrement, il est important de comprendre les notions fondamentales
de qualité et de mesure. Je présente ensuite les techniques de mesure existantes : les
modèles de qualité et les métriques de qualité en donnant un aperçu des diﬀérents
types de mesure. J’insiste également sur l’importance de l’étape de validation pour
toute métrique proposée. J’expose les diﬀérents outils de mesure de la qualité actuels
et présente celui utilisé dans le cadre de mes travaux : SonarGraph. Je termine par
introduire le concept de modèle de prédiction.
2.2.1 Qualité
Le terme qualité est un terme éminemment ambigu qui comporte plusieurs signi-
ﬁcations et implique des sens diﬀérents selon le contexte. La norme de référence ISO
8402 donne une déﬁnition commune et très générale du terme qualité. Elle l’a déﬁni
comme étant :
« L’ensemble des caractéristiques d’une entité qui lui confèrent l’aptitude à satisfaire
des besoins exprimés et implicites ».
Cette déﬁnition est doublement générique. Il faut préciser la qualité soit (d’un pro-
duit, d’un service, d’une activité de développement, etc.) et les besoins « de qui » (un
utilisateur, un chef de projet, etc.). Ainsi, les caractéristiques identiﬁant la qualité ne
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sont pas les mêmes selon que l’on se place du point de vue d’un utilisateur, d’un pro-
grammeur, ou d’un décideur client. Alors que le premier considère des caractéristiques
portant sur tous les aspects visibles du logiciel livré tels que sa facilité d’utilisation
ou ses performances (on parle de qualité externe), le second mettra en avant des ca-
ractéristiques telles que la testabilité ou la lisibilité du code qu’il conçoit (on parle de
qualité interne). Le troisième s’intéressera pour sa part à des caractéristiques telles que
les délais et les coûts de réalisation ou les garanties d’assurance de la qualité aﬃchées
par le fournisseur (certiﬁcation ISO 9001 par exemple). Dans ce dernier cas, on note
que les caractéristiques déﬁnissant la qualité portent sur le processus de développement
du logiciel et non pas sur les produits issus de ce processus.
La qualité d’un produit logiciel peut être mesurée en interne (par des mesures
statiques sur son code) ou en externe (en mesurant des comportements observés lors
de son exécution). La mesure interne est essentielle dans le sens où elle est le seul
moyen pour prédire au plus tôt, lors de la conception ou du codage, la qualité externe.
Cette détection au plus tôt limite autant que possible le risque d’observer en phase de
validation et d’exploitation une qualité externe non respectueuse des objectifs ﬁxés.
2.2.2 Mesure
Évaluer quantitativement la qualité d’un logiciel revient à mesurer les diﬀérents
aspects qui composent un logiciel. C’est une activité importante qui donne aux dé-
veloppeurs, aux architectes et aux ingénieurs qualité la possibilité d’appréhender la
qualité de leurs produits et en conséquence, d’éclairer leurs choix . La déﬁnition de
Kan et al. révèle clairement cette importance « Measurement plays a critical role in
eﬀective and eﬃcient software development, as well as provides the scientiﬁc basis for
software engineering that makes it a true engineering discipline. » [Kan02]
Une déﬁnition de la notion de mesure est proposée par Fenton [FP98] :
« Formally, we deﬁne measurement as a mapping from the empirical world to the
formal, relational world. Consequently, a measure is the number or symbol assigned to
an entity by this mapping in order to characterize an attribute. »
Fenton considère qu’une mesure est utilisée pour caractériser un attribut d’un logi-
ciel quantitativement. Néanmoins, il est indispensable, avant de mesurer : de spéciﬁer la
partie du produit à mesurer (le code source, la conception,...), d’identiﬁer les caractéris-
tiques importantes à mesurer (maintenabilité, portabilité, ﬁabilité,...) et le destinataire
de la mesure (le « pour qui »). Oman et Pﬂeeger ont distingué six objectifs pour une
mesure [OP97] : mesurer pour la compréhension, mesurer pour l’expérimentation, me-
surer pour le contrôle de projet, mesurer pour l’amélioration du processus, mesurer
pour l’amélioration du produit et mesurer pour la prédiction.
Toute exigence de qualité d’un logiciel (dite aussi propriété non-fonctionnelle) doit
être formulée dans le document de spéciﬁcation d’un système logiciel. On doit utiliser
pour ce faire : un modèle de qualité [Fir03].
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2.2.3 Modèle de qualité
ISO 9126 déﬁnit un modèle de qualité comme étant :
« The set of characteristics and the relationships between them, which provide the
basis for specifying quality requirements and evaluating quality ».
Un modèle de qualité relie la qualité externe d’un logiciel à sa qualité interne.
Dans la pratique, les modèles de qualité combinent les valeurs des métriques d’une
manière bien déﬁnie, aﬁn de faciliter l’analyse de la qualité. Plusieurs modèles de qua-
lité ont été produits tels que le modèle QMOOD (Quality Model for Object-Oriented
Design) [BD02], le modèle GQM (Goal Question Metrics) [BCR94], le modèle FCM
( Facteurs Critères Métriques) [MRW77] et le standard ISO 9126 qui a été remplacé
par le standard SQuaRE (Software product Quality Requirements and Evaluation) dé-
ﬁnit par ISO/IEC 25010 en 2005. Ces modèles sont composés d’axes. Ces axes sont
les nœuds d’un arbre comportant trois niveaux. Au premier niveau, on distingue les
facteurs de qualité. Eux-mêmes sont décomposés en critères. Ces critères peuvent être
à leurs tours être décomposés en propriétés mesurables.
— Les facteurs de qualité : (appelés aussi caractéristiques) sont les caractéris-
tiques qualité de haut niveau. Chaque facteur de qualité représente un aspect
de qualité qui n’est pas directement mesurable. Dans le standard ISO9126 les
facteurs de qualité sont déﬁnis comme suit : la capacité fonctionnelle, la ﬁabilité,
la facilité d’utilisation, le rendement, la maintenabilité, la portabilité. SQuaRE
a repris ce modèle en y ajoutant 2 nouveaux facteurs : la sécurité et une diﬀé-
renciation entre la portabilité et la compatibilité.
— Les critères de qualité : (appelés aussi sous-caractéristiques) le standard ISO
9126 en donne une liste indicative. Les six caractéristiques sont précédentes
ainsi aﬃnées en 27 critères. Le nouveau standard SQuaRE a ajouté 6 nouveaux
critères de plus.
— Les mesures de qualité : les critères peuvent être évalués quantitativement
en utilisant des mesures de qualité. Un critère ou une sous-caractéristique va
être ainsi apprécié quantitativement à l’aide d’une ou plusieurs mesures. Choisir
les mesures de qualité appropriées aux (sous)caractéristiques est essentiel pour
avoir un modèle « de qualité ». Les mesures peuvent être soit une métrique
calculée à l’aide d’une formule soit un avis d’un expert.
Il faut distinguer entre une mesure et une métrique de qualité. Une métrique est un
type particulier de mesure. Dans la sous-section suivante, je présente la syntaxe et la
sémantique d’une métrique de qualité.
2.2.4 Métrique de qualité
Je vais déﬁnir ici la notion de métrique de qualité tant au plan syntaxique qu’au plan
sémantique pour éclairer au mieux cette notion utilisée fréquemment dans ce mémoire.
— La structure d’une métrique de qualité Une métrique de qualité, formel-
lement, est une fonction dont le domaine de déﬁnition est tout ou partie d’un
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logiciel (cela peut être un modèle quelconque de spéciﬁcation ou de conception,
un listing de code source, un programme en cours d’exécution, etc.) et qui four-
nit en retour une ou plusieurs valeurs appartenant à un ensemble image souvent
totalement ordonné (pour permettre de comparer deux mesures). Le domaine
image de cette fonction est le plus souvent [BP84] : un intervalle continu (par
exemple un sous ensemble de l’ensemble des réels), un espace nominal (un en-
semble d’éléments appelés « catégories ») ou espace ordinal (des catégories mais
disposant d’une relation d’ordre). Selon le domaine de déﬁnition utilisé, on parle
de métrique en usage (sur le système dans son environnement d’exploitation),
de métrique externe (sur le système en exécution) ou de métrique interne (sur
les artéfacts du système). Pour un composant, seules les métriques internes et
externes peuvent être utilisées.
— La sémantique d’une métrique de qualité Les métriques de qualité sont
destinées à mesurer quantitativement un aspect de la qualité d’une unité logi-
cielle. Elles peuvent servir à sélectionner le composant adéquat en comparant
entre deux produits diﬀérents, à estimer les coûts, à prédire les futurs défauts,
etc. Selon Schneidewind, une métrique est une unité de mesure qui peut être
utilisée comme un substitut de facteur de qualité [Sch92]. De même, Michael K.
Daskalantonakis a déﬁnit une métrique comme étant une mesure quantitative
pour déterminer un attribut de qualité [Das92] : « A software metric is deﬁned
as a method of quantitatively determining the extent to which a software process,
product, or project posesses a certain attribute ».
Dans le cadre de cette thèse, je me limite à des métriques de qualité qui ont pour
but d’évaluer la qualité interne et externe d’un système logiciel.
2.2.4.1 Métriques internes
Les métriques internes peuvent être appliquées à un produit logiciel durant sa phase
de développement [ISO96]. Dans le contexte de cette thèse, une métrique interne est
toute métrique qui se mesure sur des artefacts internes (code ou modèles) que ce soit
au niveau composant ou au niveau application. Diﬀérentes classiﬁcations de métriques
internes ont été proposées dans la littérature telle que celle de Peng et Wallace [PW93]
qui présentent 7 classes de métriques : les métriques utilisées dans toutes les phases, les
métriques des exigences, les métriques de conception, les métriques d’implémentation,
les métriques de test, les métriques d’installation et de vériﬁcation et les métriques de
maintenance et d’opération.
2.2.4.2 Métriques externes
Les métriques externes mesurent l’impact du produit par rapport à des entités de
son environnement [ISO96]. Cette mesure est eﬀectuée lors de l’exécution du produit
logiciel dans l’environnement du système dans lequel il est prévu pour fonctionner.
Diﬀérentes métriques externes existent telles que l’eﬀort du développement, le coût, le
nombre des défaillances qu’a subi un logiciel. Je ne donne dans la suite que la déﬁnition
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des métriques externes utilisées dans ce mémoire : révision et bug.
Révision C’est un groupe de changements présentant généralement une unité sé-
mantique mais toujours réalisée sur une même période de temps ﬁnie. Ces changements
peuvent être un ajout, une modiﬁcation ou une suppression de données. Chaque « com-
mit » crée une nouvelle révision de la source entière. Dans un commit, on peut avoir un
ensemble plus ou moins important de modiﬁcation de ﬁchiers. La Figure 2.3 illustre un
exemple d’évolution d’un logiciel qui a subi 4 révisions. Dans la révision 1, les 3 ﬁchiers
A, B et C existent déjà.
Figure 2.3 – Exemple d’évolution d’un logiciel - Extrait de [Kim07]
La révision 2 a connu les changements de deux ﬁchiers A et B. Ces deux changements
sont faits par un seul développeur lors d’un seul commit. La révision 3 a connu un
changement des deux ﬁchiers B et C. Lorsque les développeurs eﬀectuent un commit,
comme pour la révision 4, ils rédigent souvent un message qui décrit les modiﬁcations
eﬀectuées précisant les ﬁchiers concernés du changement. Les messages de log peuvent
être analysés pour caractériser le type de changement qui a été réalisé, comme un bug
détecté ou corrigé. Dans la Figure 2.3, « Fixed bug #352 » représente un message du
change log utilisé pour décrire la nature du changement.
Bug Diﬀérents termes sont utilisés pour décrire l’échec d’un logiciel tels que : dé-
faillance, erreur, faute, etc. [Tia05]. Habituellement dans la littérature, un système (ou
composant) est sujet à une « défaillance » (failure) lorsque son comportement n’est pas
conforme à sa spéciﬁcation. Une erreur est un état (ou partie de l’état) du système (ou
du composant) susceptible de provoquer une défaillance. Une erreur est susceptible de
provoquer une défaillance, mais ne la provoque pas nécessairement (ou pas immédiate-
ment). Une faute est toute cause (événement, action, circonstance) pouvant provoquer
une erreur [Zel09]. Il y a une chaîne de causalité : la faute génère une erreur qui ﬁnit
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par conduire à une défaillance. Dans le monde composant, cette chaîne de causalité
peut se répandre d’un composant à l’autre : pour le composant A, la défaillance d’un
composant requis B (service rendu incorrect) constitue une faute, qui peut à son tour
provoquer une erreur interne au composant A, puis une défaillance de A.
Dans le cadre de ce mémoire, j’ai préféré utilisé le terme de « bug », un terme
plus informel avec lequel je désigne toute caractéristique d’un programme qui n’est
pas souhaitable. La plupart des bugs des logiciels sont la conséquence d’une mauvaise
conception ou de fautes commises par les développeurs dans la phase du développement
du code.
2.2.4.3 Validation des métriques
Un long débat a été mené par les chercheurs pour formaliser ce qui constitue une
métrique « valide ». Selon ISO/IEC [ISO91] valider une métrique c’est montrer qu’elle
répond à son utilisation prévue : « conﬁrmation, through the provision of objective
evidence, that the requirements for a speciﬁc intended use or application have been
fulﬁlled ».
Norman Fenton déﬁnit deux types possibles de validation de métriques [Fen90] :
internes et externes. La validation interne est une validation théorique donc une preuve
d’ordre mathématique pour s’assurer que la métrique produit une valeur numérique
appropriée à tout ou partie des propriétés revendiquée. La validation externe est une
validation empirique aﬁn de prouver qu’une métrique donnée est associée à une certaine
métrique externe importante (telles que les mesures de maintenance, de réutilisation,
de coûts ou de ﬁabilité). Idéalement, les deux types de validation se complètent : la
première peut permettre de prouver l’existence de propriétés algébriques (la correction
syntaxique, son utilisabilité), la seconde valide la sémantique de la mesure (son utilité).
Meneeley et al. ont mené une étude systématique de la littérature pour examiner la
validation des métriques de qualité [MSW12]. À travers cette étude, ils ont identiﬁés 47
critères de validation. Néanmoins, les déﬁnitions de ces critères se chevauchent parfois
les uns des autres. Ils ont conclu qu’aucun de ces critères n’est un standard pour valider
les métriques de qualité et que le développeur doit choisir sa propre stratégie pour
s’assurer que la métrique qu’il utilise mesure ce qu’il attend d’elle. Plusieurs types de
validation existent, néanmoins, beaucoup de praticiens estiment qu’une métrique n’est
valable que si elle est corrélée à une mesure externe, et plus particulièrement à un
facteur de qualité [Fen90].
Pour une utilité maximale dans la pratique, la métrique idéale doit être [PW93] :
— Simple : de déﬁnition précise de sorte que la métrique peut être évaluée en tout
lieu, en tout temps et par toute personne de manière unique et non ambiguë ;
— Objective : pour une même métrique, les résultats obtenus par des développeurs
diﬀérents doivent être identiques ;
— Facile à obtenir : une métrique dont le calcul peut se faire à un coût raisonnable
comparativement à sa valeur ajoutée ;
— Valide : doit mesurer ce qu’elle est censée mesurer ;
— Robuste : aussi insensible que possible aux changements insigniﬁants dans le
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processus ou le produit. Une petite diﬀérence dans le phénomène observé doit
conduire à deux mesures proches et cela sur l’intégralité du domaine image.
En plus des propriétés énumérées précédemment, Kitchenham précise qu’une mé-
trique de qualité doit être placée dans un modèle de qualité qui déﬁnit de manière ex-
plicite la relation entre elle et certains des attributs (internes et/ou externes) [KPF95].
2.2.5 Outil d’évaluation de la qualité
Le calcul des métriques de qualité peut être automatisé aﬁn d’aider les développeurs
à évaluer la qualité de leurs systèmes logiciels plus rapidement, à faible coût et avec
peu d’eﬀort. De nombreux outils de mesure statique sont proposés.
2.2.5.1 Notion d’un outil d’évaluation statique de la qualité
Un outil d’évaluation statique de la qualité est un programme qui automatise le
calcul de métriques internes bien déﬁnies pour évaluer la qualité uniquement interne
d’un logiciel. Au travers la déﬁnition d’une métrique donnée, ces outils l’appliquent sur
les entités requises pour fournir une valeur sortante. La plupart des outils proposent en
supplément des outils statistiques et de visualisation pour appréhender l’information
et aider au mieux les développeurs à analyser la qualité de leurs programmes. Ces
outils examinent le code source aﬁn de mesurer les propriétés du code de programme
statiquement sans l’exécuter réellement. Cette analyse statique peut être utilisé pour :
— Détecter le code mort ;
— Analyser la conception d’une application ;
— Détecter les violations de règles du codage ;
— Détecter le code dupliqué.
Monperrus a mené une étude comparative entre 16 outils de mesure de la qualité
dans l’OO [Mon08] aﬁn de donner une idée sur la taille et le prix de certains outils de
mesure.
2.2.5.2 L’outil d’évaluation de la qualité : Sonargraph
Divers outils d’analyse de code statique ont été proposés dans la communauté open
source tels que : metrics [Met], pmd [Pmd], JDepend [Com], Checkstyle [Che], ﬁnd-
bugs [Fin],etc. Et d’autres outils commerciaux tels que JHawk [Mac], NDepend [NDe],
etc.
Avec Sonargraph [hG], de nombreuses métriques peuvent être calculées. Des seuils
de peuvent être déterminés et leur violation peuvent être visualisée rapidement. Sonar-
graph est capable d’analyser de grands systèmes. Il permet en particulier de :
— Détecter les violations de l’architecture ;
— Détecter les violations du code ;
— Analyser et visualiser les dépendances cyclique du code ;
— Analyser la structure de dépendance du code.
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De même, avec Sonargraph le code source d’une application peut être appréhendé
selon diﬀérents niveaux de granularité. Grâce à cette fonctionnalité, j’ai pu mesurer les
applications à base de composants. Cela justiﬁe l’adoption de cet outil pour mon étude.
2.2.6 Modèle de prédiction
Il est fréquent de construire un « modèle de prédiction » aﬁn d’anticiper en amont un
niveau de qualité qui ne se manifestera que plus tard, en aval d’un développement : par
exemple de vouloir prédire la maintenabilité d’un composant (prêt à l’usage) partant
de la structure de son code source en phase d’écriture. Dans cette thèse, les modèles de
prédictions construits sont destinés à prédire les bugs. Dans cette section, je vais déﬁnir
ce qu’est « prédire la qualité ». Je déﬁnis ensuite le concept de modèle de prédiction en
introduisant les étapes clés dont a besoin pour construire un tel modèle.
2.2.6.1 Prédire la qualité logicielle
La prédiction de la qualité logicielle consiste à prédire une valeur future (mesure)
d’un attribut de qualité en se servant de la mesure du même attribut d’un ensemble
de données que l’on observe dans une période de temps suﬃsante. Selon Schneidewind,
pour prédire la qualité, il faut se baser sur un certain nombre de mesures déjà existants
auparavant « Quality prediction is a forecast of the value of F at time T2 based on






n for components 1,2,...,n at time T1, where "time" could be
computer execution time, labor time, or calendar time. » [Sch92].
Fenton a continué dans cette idée en aﬃrmant que la valeur à prédire d’un at-
tribut dépend généralement d’un modèle mathématique relatif aux anciennes mesures
existantes d’un même attribut de qualité [Fen94].
2.2.6.2 Modèle de prédiction de la qualité logicielle
Le modèle de prédiction est tout processus qui permet d’anticiper les bugs, les dé-
fauts, les eﬀorts, les coûts du développement et plusieurs autres facteurs liés à la qualité
du logiciel. Un modèle de prédiction de la qualité repose sur des équations mathéma-
tiques pour oﬀrir une approximation aussi proche que possible du comportement réel
et futur de l’entité observé.
Fenton cite les motivations qui incite à construire et utiliser un tel modèle [FN99] :
— Diminuer l’eﬀort ;
— Diminuer les coûts de la maintenance ;
— Gagner du temps en maintenance ;
— Améliorer la qualité.
Le processus de la prédiction se base sur les concepts suivants [KZWG11] :
— L’identification des données : Cette étape se divise en deux parties :
— L’étiquetage des données : il faut commencer par collecter les données his-
toriées d’une application. L’extraction des données est généralement faite à
l’aide des systèmes de gestion de version tels que : svn, cvs, git,... Une fois
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Figure 2.4 – Le processus de la prédiction [NPK13]
l’extraction des informations eﬀectuée, l’étiquetage des données devient pos-
sible. Devant chaque donnée, il faut mentionner par exemple Vrai (buggy)
ou Faux (clean).
— L’évaluation des données : elle consiste à mesurer quantitativement les don-
nées étiquetées à l’aide des métriques de qualité.
Diﬀérentes métriques ont été utilisées pour la construction de ces modèles.
Les métriques de complexité et de taille ont été les plus fréquemment em-
ployées. En combinant les données étiquetées et les mesures obtenues à tra-
vers les métriques de qualité, il est possible de produire un ensemble d’ap-
prentissage pour construire un modèle de prédiction.
— Construction du modèle de prédiction :
— Création de la base de données d’apprentissage : il faut avoir un ensemble
de données diﬀérent entre celui utilisé pour construire le modèle (que l’on
nomme ensemble d’apprentissage) et celui utilisé pour la validation (quan-
tiﬁer la performance du modèle de prédiction). Pour ce faire, diﬀérentes
méthodes sont utilisées telles que : 10-validation croisée qui est largement
utilisée, bootstrap, etc.
— La construction du modèle de prédiction : elle peut être faite en utilisant de
diﬀérentes méthodes statistiques : la régression linéaire, la régression logis-
tique, la régression bayésienne, les réseaux de neurones, les arbres de déci-
sions, etc. Ces méthodes présentent des avantages et des inconvénients et se
montrent plus ou moins performantes selon la typologie des données utilisées.
Le choix d’une méthode est donc délicat et à fort impact sur la performance
du modèle conçu.
Dans cette thèse la méthode utilisée est la régression logistique. Je dévelop-
perai davantage dans la partie contribution les raisons de ce choix.
— Performance d’un modèle de prédiction : il s’agit de comparer les résultats
obtenus par la prédiction sur des données test et les résultats réels des étiquettes.
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Calculer la performance revient à déterminer le pourcentage des instances qui
sont correctement classiﬁées.
De nombreux modèles de prédiction ont été déﬁnis pour prédire diﬀérents facteurs
qualité : les défauts d’un logiciel, la maintenabilité ou même le coût des systèmes. Dans
ce mémoire, je ne m’intéresse qu’aux modèles de prédiction des bugs.
2.3 Résumé
Dans ce chapitre, j’ai donné la déﬁnition des concepts que je vais utiliser dans le
reste de ce mémoire. J’ai présenté les principaux concepts et termes du paradigme
composant. Cette discussion initiale sur la terminologie a montré une grande variété
d’interprétation sur ce qu’est un composant logiciel. J’ai noté également le large nombre
de modèles (langages) de composants existants et abordé les procédés du CBD.
Dans la deuxième partie de ce chapitre, j’ai introduit quelques-uns des concepts de
la qualité du logiciel. J’ai présenté les 2 types de métriques (externes et internes) et la
relation existant entre les deux. Enﬁn, je me suis intéressée aux modèles de prédiction
qui peuvent apportés une aide précieuse aux développeurs pour estimer a priori la
qualité de ce qu’ils développent.
Dans le prochain chapitre, j’exposerai le problème majeur du CBSE à savoir : son
incapacité à anticiper la qualité des composants et cela partant d’une analyse bibliogra-






3.1 Les modéles de qualité dans le domaine composant . . . . . 30
3.1.1 Modèle de qualité de Washizaki et al. . . . . . . . . . . . . . 30
3.1.2 Modèle de qualité de Bertoa et Vallecillo . . . . . . . . . . . . 31
3.1.3 Modèle de qualité d’Alvaro et al. . . . . . . . . . . . . . . . . 32
3.1.4 Modèle de qualité de Simao et Belchior . . . . . . . . . . . . 33
3.1.5 Modèle de qualité de Rawashdeh et Matalkah . . . . . . . . . 33
3.1.6 Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Les métriques de qualité dans le domaine des composants . 35
3.2.1 Les métriques de niveau composant . . . . . . . . . . . . . . 35
3.2.2 Les métriques de niveau application . . . . . . . . . . . . . . 38
3.2.3 Les métriques de niveau interface . . . . . . . . . . . . . . . . 42
3.2.4 Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Les métriques primitives . . . . . . . . . . . . . . . . . . . . . 44
3.3.1 Les métriques de taille . . . . . . . . . . . . . . . . . . . . . . 45
3.3.2 Les métriques de complexité . . . . . . . . . . . . . . . . . . . 46
3.3.3 Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4 Les métriques Orientées-Objet . . . . . . . . . . . . . . . . . 48
3.4.1 Métriques d’encapsulation . . . . . . . . . . . . . . . . . . . . 49
3.4.2 Métriques d’héritage . . . . . . . . . . . . . . . . . . . . . . . 49
3.4.3 Métriques de polymorphisme . . . . . . . . . . . . . . . . . . 50
3.4.4 Métriques d’abstraction . . . . . . . . . . . . . . . . . . . . . 50
3.4.5 Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.5 Les Modèles de prédiction dans l’OO . . . . . . . . . . . . . 51
3.6 Résumé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
La qualité dans le domaine des composants est relativement nouvelle. C’est au cours
de ces dernières années que les métriques et les modèles de qualité ont fait l’objet de
beaucoup de travaux de recherche. Dans la première partie de ce chapitre, je vais pré-
senter les travaux de recherche connexes aux diﬀérentes techniques d’évaluation de la
qualité des composants logiciels et des applications à base de composants. Ces diﬀé-
rentes approches seront discutées comme suit : dans la section 3.1, je cite les diﬀérents
29
Chapitre 3. État de l’art
modèles de qualité qui ont été proposés pour évaluer la qualité dans le domaine des
composants. Dans la section 3.2 de ce chapitre, je montre l’ensemble de métriques pro-
posées en précisant les activités d’évaluation utilisées, ainsi qu’en précisant la méthode
de validation si elle existe bien évidemment.
Plusieurs métriques ont été proposées spéciﬁquement pour le paradigme composant.
Mais les ambiguïtés dans les déﬁnitions de certaines de ces métriques et le manque de
validation expérimentale pour la plupart d’entre elles rend ces métriques inutilisables en
pratique. De plus, ces métriques ne faisant pas consensus, aucun outil ne les supporte.
Comme nous l’avons vu dans le premier chapitre, l’objectif de cette thèse est de
fournir un moyen d’élaborer et de concevoir les mesures nécessaires pour les applications
à base de composants aﬁn de permettre l’évaluation et la mise en évidence de leur
qualité.
Pour combler le manque de métriques dans le monde composant, je propose d’user
d’un sous-ensemble de métriques des paradigmes procédural et objet. Dans la deuxième
partie de ce chapitre, les métriques de qualité de ces deux paradigmes sont détaillées.
Dans un premier temps, je présenterai les métriques primitives classées selon l’aspect
qu’elles évaluent. Dans un second temps, je présenterai les métriques Orientées-Objet
(OO) classées selon leurs concepts : l’abstraction, le polymorphisme, l’encapsulation et
l’héritage. Dans la dernière section, je discuterai divers études systématiques à propos
des modèles de prédiction.
3.1 Les modéles de qualité dans le domaine composant
Selon [AAM05b], les normes internationales tels que ISO et IEEE qui déﬁnissent des
modèles de qualités se sont révélées trop générales pour faire face aux caractéristiques
spéciﬁques des composants. Certaines caractéristiques de ces modèles sont adéquates
pour l’évaluation des composants, tandis que d’autres ne sont pas bien adaptées à cette
tâche. Par conséquent, plusieurs modèles de qualité spéciﬁques aux composants ont été
déﬁnis. La plupart d’entre eux sont basés sur le modèle de qualité ISO 9126 [ISO01],
avec quelques modiﬁcations pour les rendre adéquats au domaine du composant. Je
présente dans ce qui suit certains d’entre eux.
3.1.1 Modèle de qualité de Washizaki et al.
Washizaki et al. se placent dans le cadre des composants JavaBeans pour déﬁnir un
modèle de qualité de la réutilisation [WYF03]. Parmi les nombreuses caractéristiques
de la qualité, ils ont considéré que la réutilisation est particulièrement importante pour
les composants. Par conséquent, ils ont sélectionné seulement les facteurs de qualité de
la norme ISO 9126 qui aﬀectent la réutilisation.
La Figure 3.1 illustre le modèle de réutilisation qu’ils ont déﬁni. Pratiquement, ils se
sont basés sur l’approche FCM (Factor Characteristic Measure) de McCall [MRW77]. Ils
considèrent que la réutilisation peut être décomposée en trois facteurs : la compréhen-
sibilité, l’adaptabilité et la portabilité. Ces facteurs sont hiérarchiquement subdivisés
en quatre critères de qualité aﬃnés (l’existence des méta-informations, l’observabilité,
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Figure 3.1 – Modèle de qualité de Washizaki et al. - Extrait de [WYF03]
l’adaptabilité et la dépendance externe). Ils ont associé à ces critères de nouvelles
métriques de qualité. Ces métriques ne nécessitent pas l’analyse du code source des
composants. Dans la section 3.2, je présenterai en détail ces métriques.
3.1.2 Modèle de qualité de Bertoa et Vallecillo
Bertoa et Vallecillo ont proposé un modèle de qualité pour les composants sur
étagères (COTS-QM) en s’inspirant là encore du modèle ISO 9126 [BV02]. La Figure 3.2
montre le modèle proposé.
Figure 3.2 – Modèle de qualité de Bertoa et Vallecillo - Extrait de [BV02]
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À partir du standard ISO 9126, Bertoa et Vallecillo ont aﬃné et adapté les attributs
de qualité en supprimant quelques sous caractéristiques aﬁn de tenir compte des ca-
ractéristiques particulières des composants COTS : quelques sous-caractéristiques de la
portabilité, de la maintenabilité et de la tolérance aux défauts ont disparu. Par ailleurs,
d’autres sous-caractéristiques (indiquées en gras) ont changé de sens dans ce nouveau
contexte. De même, Bertoa et Vallecillo ont classé les sous-caractéristiques retenues
en deux catégories : celles observées lors de l’exécution telle que la performance et
celles observées pendant le cycle de vie du composant telle que la maintenabilité. Pour
chacune de ces deux catégories, ils ont proposé une liste de métriques associées.
Néanmoins, ce modèle n’a pas été appliqué sur des composants issus d’applications
réelles. La validation de ce modèle est encore à réaliser avant de l’utiliser.
3.1.3 Modèle de qualité d’Alvaro et al.
Alvaro et al. ont construit un nouveau modèle de qualité basé sur ISO 9126 avec
quelques adaptations [AAM05b] et [AAM05a]. La Figure 3.3 présente le modèle déﬁnit
par Alvaro et al.. Ce modèle est composé en plus de ces caractéristiques, d’autres
Figure 3.3 – Modèle de qualité d’Alvaro et al. - Extrait de [AAM05b]
relatives à la gestion de projet et d’autres éléments d’informations pertinentes qui
n’ont pas été prises en charge dans d’autres modèles de qualité pour les composants.
De même, certaines sous-caractéristiques importantes au contexte des composants ont
été identiﬁées - en gras (autonomie, conﬁgurabilité, évolutivité et réutilisation). Ils ont
éliminé une sous-caractéristique qui, d’après eux, n’est pas intéressante pour évaluer
les composants (analysabilité).
Le but du travail d’Alvaro et al. est de fournir un modèle capable de certiﬁer les
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composants. Toutefois, aucune validation de ce travail n’a jamais été réalisée. Donc, il
est important de mener une expérimentation avec des composants réels aﬁn d’analyser
si le modèle proposé est pertinent dans le contexte des composants avant de juger son
utilité.
3.1.4 Modèle de qualité de Simao et Belchior
Simao et Belchior ont ajouté de nouvelles sous-caractéristiques de qualité aux ca-
ractéristiques existantes de la norme ISO 9126 : au total, 124 attributs qualité (ca-
ractéristiques et sous-caractéristiques) pour les composants logiciels ont été déﬁnis. Ils
ont étendu le sens de certains termes utilisés dans la littérature. À titre d’exemple,
la portabilité déﬁnit dans le standard ISO l’aptitude d’un produit à fonctionner dans
des environnements diﬀérents, adopte ici un sens étendu, l’aptitude d’un composant
à être réutilisé dans des applications diﬀérentes. En plus, ils ont considéré, dans leur
modèle, qu’une sous-caractéristique peut appartenir à plusieurs caractéristiques. Ils ont
développé le modèle FMSQE Fuzzy Model for Software Quality Evaluation qui déﬁnit
les diﬀérents concepts et les étapes pour l’élaboration des modèles de qualité. Donc,
le modèle proposé dans [SB03] présente un ensemble de caractéristiques et de sous-
caractéristiques de qualité pour les composants logiciels basé à la fois sur la norme ISO
9126, sur une recherche eﬀectuée auprès des développeurs de composants et d’appli-
cations à base de composants et sur les résultats obtenus en utilisant le modèle ﬂou
pour l’évaluation de la qualité des logiciels. Ce modèle peut être utilisé à la fois pour
guider les développeurs dans la déﬁnition et dans l’évaluation de la qualité des com-
posants logiciels. Ils ont considéré qu’il est toutefois possible d’ajouter des nouvelles
sous-caractéristiques à leur modèle pour le rendre plus adéquat à un contexte particu-
lier comme celui des applications distribuées.
3.1.5 Modèle de qualité de Rawashdeh et Matalkah
Rawashdeh et Matalkah présentent un modèle qui supporte les caractéristiques de
qualité déﬁnies dans ISO 9126 tout en changeant quelques sous caractéristiques pour
évaluer spéciﬁquement les composants COTS. En eﬀet, leur nouveau modèle ne tient
pas en compte les caractéristiques de qualité qui ne sont pas applicables aux composants
COTS. De même, ils ont enrichi leur nouveau modèle par une nouvelle caractéristique
de qualité : la gestion [RM06]. La Figure 3.4 expose le modèle de qualité proposé. Ce
modèle diﬀère des autres modèles car il relie explicitement les caractéristiques avec le
type des intervenants qui sont les plus concernés par cette caractéristique.
3.1.6 Synthèse
Aucun modèle n’a été proposé, à ma connaissance, pour évaluer la qualité du sys-
tème. À l’inverse, plusieurs modèles existent pour les composants COTS. En eﬀet, il est
communément admis que la qualité du système dépend étroitement de la qualité des
composants qui l’intègrent [SB03]. La plupart des développeurs sont donc intéressés par
33
Chapitre 3. État de l’art
Figure 3.4 – Modèle de qualité de Rawashdeh et Matalkah - Extrait de [RM06]
la qualité des composants. Les modèles proposés ont un point de convergence : ils re-
prennent tous le modèle de qualité ISO 9126 et l’adaptent. En eﬀet, et d’après [CLC05],
la réutilisation implique la généralité et la ﬂexibilité, et ces exigences peuvent modiﬁer
considérablement les caractéristiques des composants. D’où, l’impossibilité d’appliquer
un modèle de qualité existant au monde composant. J’ai souligné l’existence de carac-
téristiques de qualité communes présentes dans la plupart des modèles telles que : l’eﬃ-
cacité, la ﬁabilité, la maintenabilité, la capacité fonctionnelle et l’utilisabilité. D’autres
caractéristiques de qualité sont spéciﬁques à certains modèles telles que : la caractéris-
tique de marketing apparue dans le modèle de Rawashdeh et Matalkah [RM06] et la
caractéristique de gestion de projet apparue dans le modèle d’Alvaro et al. [AAM05b].
J’ai noté que certains modèles de qualité diﬀérencient les caractéristiques statiques
(déterminées lors du développement du composant logiciel et inchangeable pendant
l’exécution) et les caractéristiques dynamiques (déterminées lors de l’exécution du com-
posant logiciel) [AAM05b, BV02].
Kalaimagal a souligné qu’aucun des modèles proposés n’a été adopté comme un
standard par la communauté des développeurs, de même, aucun n’a été véritablement
validé [KS08]. Mais, le problème n’est pas seulement là. Ces modèles, bien que nom-
breux, peinent à associer aux attributs qualités des métriques. Selon Bertoa et Valle-
cillo [BV02], cela est dû principalement, au fait qu’il n’existe pas de consensus sur les
caractéristiques de qualité qui doivent être prises en considération, qu’il y a un manque
d’informations sur les attributs de qualité fournis par les fournisseurs de logiciels et
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l’absence de tout type de mesures qui pourraient aider à évaluer la qualité des attributs
objectivement.
Je partage les points de vues de Bertoa et al. et Abdellatief et al. que les mé-
triques dans le domaine du composant ne possèdent pas de validation empirique [BV02,
ASGJ13]. En eﬀet, dans la section suivante, je vais mettre l’accent sur ce point en pré-
sentant en détail les métriques proposées dans le domaine des composants.
3.2 Les métriques de qualité dans le domaine des compo-
sants
Il existe une multitude de métriques aﬁn d’évaluer la qualité dans CBSE. Ces dif-
férentes métriques sont discutées dans les sous-sections qui suivent selon leur niveau
d’application. En eﬀet, et contrairement aux anciens paradigmes, la qualité dans le
paradigme composant est traitée à 3 niveaux : composant, interface et application. En
outre, je vais préciser le type de mesure que chaque métrique envisage d’appliquer. En
eﬀet, j’ai pu distinguer, dans les trois niveaux cités, diﬀérents types de mesures pour
chacune des métriques : certaines métriques se concentrent plutôt sur les propriétés ex-
ternes d’un composant ou d’une application, sans tenir compte des propriétés internes
du composant. Elles considèrent qu’un composant est une boîte noire livrée par le dé-
veloppeur. Les métriques proposées doivent prendre en compte que l’utilisateur d’un
composant logiciel n’a aucune connaissance du fonctionnement interne du composant,
ni même de l’application. Alors que d’autres métriques visent le code source. Ce type
d’évaluation est destiné aux développeurs qui ont accès au code source. Elle est de type
boîte blanche.
Une information importante va être mentionnée pour chaque métrique : son type
de validation s’il y en a une. En eﬀet, une justiﬁcation de principe de la pertinence
d’une métrique ne suﬃt pas, il faut aussi qu’une validation empirique soit réalisée. J’ai
noté que la validation est absente pour la plupart des études menées, alors que c’est
une étape importante et décisive pour juger de l’utilité d’une métrique.
3.2.1 Les métriques de niveau composant
Divers métriques sont proposées pour évaluer un composant individuellement. À
ce niveau, les métriques proposées sont destinées aux développeurs, aux utilisateurs et
aux architectes.
3.2.1.1 Les métriques de Washizaki et al.
Washizaki et al. ont déﬁni six métriques pour mesurer la réutilisation des compo-
sants [WYF03]. Tout d’abord, ils ont déterminé un ensemble de métriques pour mesurer
la compréhensibilité, l’adaptabilité et la portabilité d’un composant JavaBeans. La liste
des métriques comprend :
— L’existence de la méta-information Existence of meta-information (EMI) :
indique si les méta-informations du composant sont fournies en vériﬁant l’exis-
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tence de la classe BeanInfo. En eﬀet, avec la méta-information, les utilisateurs
du composant peuvent facilement comprendre l’usage du composant envisagé.
— Taux d’observabilité des composants Rate of Component Observability
(RCO) : il s’agit du pourcentage de propriétés accessibles en lecture seule parmi
tous les attributs déﬁnis dans la classe façade du composant EJB. Un taux élevé
de RCO signiﬁe qu’il est facile de comprendre le composant à partir de son
comportement à l’extérieur.
— Taux d’adaptabilité d’un composant Rate of Component Customizability
(RCC) : est le pourcentage de propriétés en écriture seule parmi tous les attributs
déﬁnis dans la classe façade du composant EJB.
— Auto-Complétude de valeur de retour d’un composant Self-Completeness
of Components Return Value (SCCr) : est le pourcentage des méthodes métiers
(business method) sans aucune valeur de retour parmi toutes les méthodes mé-
tiers existantes dans un composant. Cette métrique indique le degré de dépen-
dance externe d’un composant. Plus le nombre de méthodes métiers est sans
valeur de retour, meilleur est la portabilité du composant.
— Auto-Complétude de paramètre des composants Self-Completeness of
Components Parameter (SCCp) : est le pourcentage des méthodes métiers qui
n’ont aucun paramètre parmi toutes les méthodes métiers déﬁnies dans un com-
posant.
— La réutilisation globale d’un composant Component Overall Reusability
(COR) : est une métrique composite entre EMI, RCC et SCCr. Elle indique le
degré de la réutilisabilité globale d’un composant.
Type d’approche Approche de type boîte noire. Washizaki et al. se limitent à des
informations qui peuvent être obtenues depuis l’extérieur sans avoir besoin d’accéder à
leur code source.
Validation Washizaki et al. ont évalué l’utilité de leurs métriques proposées avec 125
composants JavaBeans fournis en format JAR. Toutefois, Goulao et Abreu considèrent
que cette validation est insuﬃsante et qu’une analyse véritablement indépendante de
ces métriques est nécessaire [GA04].
3.2.1.2 Les métriques de Sedigh-Ali et al.
Sedigh-Ali et al. proposent 13 métriques pour évaluer un composant logiciel [SAGP01].
Ces métriques peuvent être classées selon trois catégories :
— Les métriques de gestion : le coût d’un composant, le temps de commercia-
lisation, l’utilisation des ressources du système, l’environnement dans lequel le
produit logiciel est développé.
— Les métriques des exigences : les exigences de conformité et de stabilité.
— Les métriques de qualité : l’adaptabilité, la complexité des interfaces, la
couverture de test d’intégration, la couverture de test de bout en bout (end-
to-end testing), le nombre cumulé des défauts détectés, la ﬁabilité et enﬁn la
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satisfaction du client.
Type d’approche Approche de type boîte noire pour toutes les métriques proposées.
En eﬀet, la seule source pour les métriques de Sedigh-Ali et al. est l’information mise
à disposition par les fournisseurs sur un composant.
Validation Ces métriques n’ont pas fait l’objet d’une validation empirique et n’ont
pas été réellement utilisées dans la pratique.
3.2.1.3 Les métriques de Cho et al.
Cho et al. fournissent des métriques pour la mesure de la complexité, de l’adapta-
bilité et de la réutilisation des composants logiciels [CKK01].
— La complexité d’un composant Component Complexity Metric (CCM) :
quatre métriques sont proposées pour calculer la complexité d’un composant.
Les trois premières se basent sur le diagramme de classes, le diagramme d’inter-
actions UML et le diagramme de composants tandis que la dernière métrique se
base sur le code source.
— La complexité brut d’un composant Component Plain Complexity (CPC) :
est une agrégation des classes, des interfaces et de la complexité des classes
et des méthodes.
— La complexité statique d’un composant Component Static Complexity
(CSC) : mesure la complexité de la structure interne d’un composant. Elle
est calculée en dénombrant les relations entre les classes contenues dans un
composant.
— La complexité dynamique d’un composant Component Dynamic Com-
plexity (CDC) : mesure le nombre des messages passés entre les classes conte-
nues dans un composant.
— La complexité cyclomatique d’un composant Component Cyclomatic
Complexity (CCC) : est semblable à CPC la seule diﬀérence qu’elle se calcule
à partir du code source d’un composant. Cette métrique est basée sur la
métrique de complexité cyclomatique traditionnelle.
— La variabilité d’un composant Component Variability (CV) : mesure la va-
riabilité des méthodes de l’interface pour quantiﬁer l’adaptabilité d’un com-
posant. Elle est calculée en divisant le total des méthodes d’adaptabilité d’un
composant par le total des méthodes déﬁnies dans les interfaces de ce même
composant. Elle peut être calculée pendant la phase de conception ou à partir
du code source.
— La réutilisation d’un composant Component Reusability (CR) : est le rap-
port de la somme des méthodes d’interface assurant des fonctions communes
dans un domaine divisé par le nombre total des méthodes d’une interface dans
un composant. Elle est calculée pendant la phase de conception d’un composant.
— Le niveau de réutilisation d’un composant Component Reuse Level (CRL) :
est le niveau de réutilisation d’un composant par application. Cette métrique est
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scindée en deux métriques :
— CRLLOC : est mesurée en utilisant le nombre de lignes de code (LOC). Elle
est le pourcentage de LOC réutilisées du composant dans une application
par rapport à LOC de l’application.
— CRLFunc : est mesurée en divisant la somme des fonctionnalités déﬁnies
par un composant par la somme des fonctionnalités nécessaires dans une
application.
Type d’approche Cho et al. utilisent le type d’approche boîte blanche. Ils proposent
des métriques qui s’appliquent sur les diagrammes en phase de conception et d’autres
sont utilisables uniquement lorsque le développeur a accès au code source.
Validation La validation utilisée par Cho et al. est non signiﬁcative : il s’agit d’un pe-
tit exemple traité. Les métriques proposées sont donc loin d’être validées. Une véritable
validation est recommandée.
3.2.2 Les métriques de niveau application
Le deuxième niveau considère qu’un composant doit être testé dans son environne-
ment. Ces métriques sont destinées en premier lieu aux utilisateurs et aux architectes
plutôt qu’aux développeurs de composants.
3.2.2.1 Les métriques de Wei et al.
Wei et al. ont proposé un ensemble de métriques pour évaluer l’architecture d’un sys-
tème en fonction de l’assemblage du composant (composant et connecteurs) [WZWRZ09].
Cet ensemble de métriques se calculent sur le graphe d’assemblage du composant qui
capte les informations topologique extraite de l’architecture et ignore tout autres dé-
tails. En eﬀet, Wei et al. considèrent que les applications dans CBSE peuvent être
décomposées en composants et leurs relations. Un composant est représenté comme
étant une fonction ou une procédure du paradigme procédural ayant comme type de
dépendance : de données ou de ﬂux de contrôle. Donc, l’architecture des systèmes com-
posants peut être présentée en tant qu’un graphe d’assemblage.
La liste des métriques est :
— Le nombre total des composants the number of components : l’ensemble
des composants dans l’architecture qui désigne le nombre des sommets dans le
graphe d’assemblage.
— Le nombre des connexions liées à un composant the number of connections
attached to a component : le nombre de composants adjacents à un composant
donné est le degré d’un sommet dans un graphe.
— La distance entre les composants the distance between components : présente
le nombre de connecteurs par le plus court chemin entre une paire de composants.
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— La distance maximale entre les composants maximum inter-component
distance : indique le plus grand nombre des connecteurs qui peuvent être par-
courus aﬁn de transmettre un message entre deux composants.
Type d’approche C’est une approche de type boîte noire qui ne se base ni sur le
code, ni sur la conception interne d’un composant. L’obtention du graphe est possible
sans connaissance de la structure interne des composants.
Validation Ces métriques n’ont fait l’objet d’aucune validation. Ces métriques se
basent sur des pratiques en provenance de la théorie des graphes, sans aucune évaluation
statistique ou empirique.
3.2.2.2 Les métriques de Narasimhan et Hendradjaya
Narasimhan et Hendradjaya ont proposé deux types de métriques : les métriques
statiques et les métriques dynamiques [LNH07]. Les métriques proposées utilisent la
connectivité des graphes comme moyen pour représenter un système de composants.
Chaque nœud représente un composant et chaque arête représente une relation entre
deux composants.
Les métriques proposées peuvent être utilisées à diﬀérentes phases du cycle de vie :
pendant la conception, l’implémentation ou le test d’un système.
Les métriques statiques mesurent la complexité de l’assemblage des composants.
— Les métriques de complexité : traitent les deux aspects (paquetage et inter-
action des composants).
— La densité du paquetage d’un composant Component Packing Density
Metric (CPD) : mesure la moyenne de constituants d’un type donné (par
exemple, les lignes de code, interfaces, classes, opérations) dans un compo-
sant. Elle est calculée en divisant le total des constituant d’un type spéciﬁque
dans tous les composants par le total des composants de l’application.
— La densité d’interaction d’un composant Component Interaction Den-
sity Metric (CID) : est le rapport entre le nombre d’interactions eﬀectives
(seulement les interfaces qui sont utilisées sont comptées) d’un composant et
le total des interactions possibles qui peuvent se réaliser (le total des inter-
faces).
— La densité des interactions entrantes d’un composant Component
Incoming Interaction Density (CIID) : est le rapport entre le nombre eﬀectif
des interactions entrantes et celui des interactions entrantes maximales d’un
composant.
— La densité des interactions sortantes d’un composant Component
Outgoing Interaction Density (COID) : est le rapport entre le nombre eﬀectif
des interactions sortantes et celui des interactions sortantes maximales d’un
composant.
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— La densité moyenne d’interactions entre composants Component Ave-
rage Interaction Density (CAID) : est la moyenne des densités d’interaction.
— Les métriques de criticité : chaque composant identiﬁé comme critique né-
cessite un eﬀort de test supplémentaire des intervenants. Un composant critique
est un composant qui a de nombreuses dépendances avec le reste du système.
Voilà les métriques de criticité déﬁnies par Narasimhan et Hendradjaya :
— CRITlink : le nombre de composant ayant un total de liens supérieur à la
valeur d’un seuil prédéﬁni.
— CRITbridge : le nombre des composants qui désigne un pont (ou un isthme
dans la théorie des graphes). Un isthme est une arête dont la suppression
déconnecte le graphe.
— CRITinheritance : le nombre des composants qui deviennent un nœud racine
(père) pour d’autres composants hérités (ﬁls).
— CRITsize : le nombre des composants qui dépasse une valeur critique donnée.
— CRITall : CRITlink + CRITbridge + CRITinheritance + CRITsize
— La métrique triangulaire : est déﬁnie à partir d’une combinaison des trois
métriques de complexité et de criticité CPD, CAID et CRITall.
Les métriques dynamiques caractérisent le comportement d’une application logi-
cielle pendant l’exécution des composants. En plus de la métrique nombre de cycles,
Narasimhan et Hendradjaya ont fourni diﬀérentes métriques pour caractériser les com-
posants actifs dans un système. Un composant est dit actif lorsque son interface fournie
est utilisée par d’autres composants ou quand il a besoin d’une interface à partir d’autres
composants lors de l’exécution.
— Nombre de cycles Number of Cycle (NC) : est le total de cycles qui existent
entre les composants dans un graphe.
— La moyenne de composants actifs Average Number of Active Component
(ANAC) : est le nombre de composant actif divisé par le temps d’exécution de
l’application.
— La densité de composants actifs Active Component Density (ACD) : est le
ratio entre le nombre de composants actifs et le nombre total de composants.
— La moyenne de densité des composants actifs Average Active Component
Density (AACD) : est la somme de ACD de tous les composants dans une
application divisé par le temps d’exécution de l’application.
— Le maximum de composants actifs pendant toute la durée d’exécution
Peak Number of Active Components (PNAC∆t) : est le nombre maximal de
composants actifs à l’instant n pour un intervalle de temps de ∆t.
Type d’approche Les composants sont traités selon une approche de type boîte
noire.
Validation Une validation théorique a été réalisée en utilisant les propriétés de Weyu-
ker [Wey88]. Ces propriétés ont prouvé leur utilité pour évaluer les métriques com-
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plexes. En plus, une validation empirique avec une petite expérimentation a été menée
dans [NPD09].
Toutefois, ces métriques n’ont pas pu être utilisées pour diﬀérentes raisons : l’absence
des valeurs de seuil pour certaines de ces métriques limite l’utilisation pratique de ces
dernières [ASGJ13]. De même, la complexité des déﬁnitions de certaines métriques rend
leurs implémentations délicates ce qui explique qu’aucun outil support n’a adopté cet
ensemble de métriques. Narasimhan et Hendradjaya avouent eux même que c’est un
travail préliminaire et qu’une validation robuste doit être établie.
3.2.2.3 Les métriques proposées par Choi et al.
De même, Choi et al. [CKHK09] proposent de nouvelles métriques de cohésion et
de couplage pour les composants. Elles se basent principalement sur la force des dépen-
dances entre les classes embarquées dans un composant Strength of Dependency between
Classes(SDC). Cette dernière est calculée en se basant sur des propriétés prédéﬁnies
par Choi et al. pour être la plus précise que possible. À titre d’exemple, l’une de ces
propriétés est la classiﬁcation des méthodes d’appels entre les classes selon leurs types
(création, mise à jour et lecture).
— La cohésion d’un composant Cohesion of a Component(CHC) : est le total
de SDC entre toutes les paires de classes d’un composant choisi arbitrairement
divisé par le total des dépendances entre les classes de ce composant.
— Le couplage d’un composant Coupling of a Component(CPC) : pour un
composant C donné, CPC est la somme de SDC entre une paire composée d’une
classe appartenant à C et une autre classe appartenant à un composant diﬀérent.
— Le couplage entre les composants Coupling Between Components(CBC) :
pour deux composants Cx et Cy, CBC est le calcul de SDC entre toutes les
paires de classes de Cx et Cy.
— La moyenne de cohésion d’un systèmeAverage Cohesion of a System(ACHS) :
est le CPC de tous les composants divisé par le total de composants dans une
application.
— La moyenne de couplage d’un systèmeAverage Coupling of a System(ACPS) :
est le CBC entre tous les composants divisé par le total de composants dans une
application.
— Le degré d’indépendance d’un système Independence Degree of a Sys-
tem(IDS) : IDS = ACHS - ACPS
Type d’approche Approche de type boîte blanche. Le calcul des métriques néces-
site un accès interne aux composants. Ces métriques utilisent les classes pour leurs
déﬁnitions. Elles ne sont donc applicables qu’aux modèles de composants reposant sur
l’objet.
Validation Choi et al. ont validé théoriquement les métriques proposées en se basant
sur les axiomes de Briand et al. [BMB96]. Cependant, ces métriques n’ont jamais été
automatisées et leurs implémentations semblent être complexes.
41
Chapitre 3. État de l’art
3.2.3 Les métriques de niveau interface
Certaines études s’intéressent à la qualité des interfaces des composants et consi-
dèrent que les caractéristiques qualité des interfaces inﬂuent sur la compréhension et
donc la réutilisation des composants [RD05, BA04]. La plupart des métriques proposées
traitent un composant comme une boîte noire et nécessitent l’accès au code source des
interfaces.
3.2.3.1 Les métriques proposées par Rotaru et Dobre
D’aprés Rotaru et Dobre, la composabilité et l’adaptabilité sont les principaux as-
pects de la réutilisation d’un composant logiciel [RD05]. Ils proposent certaines mé-
triques qui couvrent ces 2 aspects :
— La métrique de composabilité compose-ability metric : est destinée à quanti-
ﬁer la facilité d’intégrer et de combiner un composant avec d’autres composants.
La composabilité est principalement aﬀectée par la complexité des interfaces
d’un composant. Cette métrique mesure le nombre de paramètres et les valeurs
de retours des méthodes de l’interface d’un composant. Selon Rotaru et Dobre,
un composant logiciel ayant des méthodes d’interfaces sans paramètres et aucune
valeur de retour a plus de degré de composabilité car il n’a pas de dépendances
de données externes.
— La métrique d’adaptabilité adaptability metric : mesure la capacité d’adap-
tation des composants aux changements de contexte. Elle est calculée comme
suit :
A = AC + AF
avec : AC l’adaptabilité d’un composant qui est évaluée en fonction de la com-
plexité des interfaces d’un composant est exprimée en fonction de sa multiplicité
et AF l’adaptabilité d’un framework.
Type d’approche Rotaru et Dobre ont utilisé l’approche boite noire en n’évaluant
que les données des parties visibles (les interfaces).
Validation Rotaru et Dobre avoue eux-même qu’une validation empirique est néces-
saire pour mieux comprendre le potentiel de leurs métriques.
3.2.3.2 Les métriques proposées par Boxall et Araban
Boxall et Araban aﬃrment que la qualité des parties visibles d’un composant doivent
être analysée et quantiﬁée [BA04]. Ils ont présenté un ensemble de métriques pour
mesurer les propriétés des interfaces :
— La moyenne des arguments par procédureArguments Per Procedure (APP) :
mesure la moyenne des arguments dans les procédures déclarées publiques (le
total des arguments dans les procédures publiques divisé par le total des procé-
dures publiques).
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— Nombre d’arguments distincts Distinct Argument Count (DAC) et sa dé-
rivée Ratio des arguments distincts Distinct Argument Ratio (DAR) : me-
surent la consistance de la désignation et de typage d’arguments. DAC est le
nombre d’arguments distincts dans les procédures publiques et DAR est calculé
en divisant DAC par le total d’arguments dans le procédures publiques.
— La répétitivité des arguments Argument Repetition Scale (ARS) : calcule
l’ensemble des paires d’arguments répétées dans les procédures publiques divisé
par le total d’arguments dans les interfaces d’un composant.
— La moyenne de la similitude entre les identifiants Mean String Com-
monality (MSC) : mesure la moyenne de la plus grande chaîne commune d’une
paire d’identiﬁants divisée par la taille de l’identiﬁant ayant la chaine la plus
grande.
— La moyenne de la longueur des identifiantsMean Identiﬁer Length (MIL) :
est la moyenne du nombre de caractères constituant les identiﬁants.
— La médiane de la longueur des identifiantsMedian Identiﬁer Length (MeIL) :
est la médiane du nombre de caractères constituant les identiﬁants.
— La densité des arguments de référence Reference Argument Density (RAD) :
mesure la fréquence des arguments de référence dans une interface.
Type d’approche Une approche boîte noire basée sur les données des interfaces du
composant.
Validation Boxall et Araban ont validé empiriquement leurs métriques en sélection-
nant 12 composants de systèmes logiciels diﬀérents en C et C ++. Une petite expéri-
mentation seulement a été entreprise. Néanmoins, cette validation est insuﬃsante.
3.2.4 Synthèse
Dans cette partie, j’ai présenté diﬀérentes métriques pour évaluer la qualité dans le
domaine des composants. Une synthèse des métriques selon le type d’approche retenu
a été élaborée. Elle est fournie à la Figure 3.5.
Bien que de nombreuses études existent pour oﬀrir de nouvelles métriques dans CBSE,
aucune étude n’a été menée pour évaluer les applications composants dans la pratique.
Aucun outil n’implante ces nouvelles métriques.
Il n’y a pas de validation robuste pour celles-ci : elles sont soit incohérentes dans
leur déﬁnition, soit complexes, très diﬃciles à appliquer dans la pratique. Ces métriques
n’ont pas été exploitées pour étudier la qualité des applications orientées composants.
La plupart de ces études ne tiennent pas compte du code interne. Ces travaux
considèrent le composant logiciel comme une boîte noire. Cependant, certaines études
telles que [Mey03, CS08] ont souligné l’importance du code interne d’un composant.
Ils considèrent que la conception interne ne peut pas être ignorée parce que certains
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Figure 3.5 – Récapitulation des métriques existantes dans le domaine du composant
attributs internes du composant peuvent fournir une mesure indirecte de ses caractéris-
tiques externes. Ainsi, certains travaux insistent sur le fait de prendre en considération
la structure interne des composants [CKK01, CKHK09, LLSW03].
Actuellement, il n’existe aucune métrique parmi celles proposées dont on a prouvé
empiriquement le pouvoir de prédiction de la qualité des composants [ASGJ13]. Toutes
ces métriques doivent donné lieu à plus d’études empiriques pour déterminer leur va-
lidité. L’évaluation de la qualité dans le domaine du composant reste donc un grand
enjeu [Crn03]. Par conséquent, l’utilisation du paradigme composant pour les systèmes
dans lequel les exigences de ﬁabilité sont particulièrement rigoureuses, tels que les
systèmes critiques de sécurité et les systèmes temps réel est particulièrement diﬃ-
cile [Lar04]. En eﬀet, les développeurs sont incapables d’évaluer les attributs non fonc-
tionnels de leurs applications et par suite ils sont dans l’impossibilité de garantir un
système ﬁable.
La situation actuelle des langages à base des composants me fait penser à la situation
des langages à objets au début des années 80. Néanmoins, le paradigme objet dispose,
aujourd’hui, d’une batterie de métriques validées empiriquement et outillées pour être
à la disposition des développeurs tout au long du cycle de développement.
La section suivante va être un aperçu des métriques primitives et objets.
3.3 Les métriques primitives
La programmation impérative, dite aussi procédurale, est basée principalement sur
la séparation du code en deux parties : les données et le traitement de ces données.
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Physiquement, la partie traitement de données est découpée en plusieurs procédures,
chaque procédure est un ensemble d’opérations qui s’exécutent séquentiellement. La
qualité, dans ce paradigme, est mesurée par de nombreuses métriques telles que celles
destinées à mesurer la taille du code, la complexité du module (la procédure ou la
fonction), etc.
Aﬁn d’aider le lecteur à bien suivre cette section, la Figure 3.6 apporte un aperçu
synthétique des métriques présentées dans cette thèse. Deux catégories diﬀérentes de
métriques y sont présentées. La première catégorie traite les métriques de taille du code
source. La seconde catégorie traite les métriques de complexité présentées à travers 3
méthodes diﬀérentes.
Figure 3.6 – Classiﬁcation des métriques primitives
3.3.1 Les métriques de taille
Les métriques de taille sont les plus utilisées. Ce type de mesure traite un programme
ou une procédure comme un seul corps de code. Les deux métriques les plus courantes
sont les lignes de code et les points de fonction.
3.3.1.1 Lignes de code
Bien que la métrique lignes de code (LOC) soit assez simple, sa déﬁnition est am-
biguë. En eﬀet, cette ambiguïté provient des éléments qui constituent exactement cette
métrique. Exemple d’ambiguïté : est-ce-que les commentaires sont prises en compte
dans cette métrique ? Est-ce-que les déclarations des données sont incluses ? etc.
Jones, dans son livre Programming productivity, insiste sur la présentation des dif-
férentes critères existants pour mesurer la taille du code [Jon85]. Il présente sept déﬁ-
nitions du LOC telles que :
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— La détermination du nombre de lignes de code source exécutables.
— La détermination des lignes de code source exécutables ainsi que les déclaration
de données.
— La détermination des lignes de code source exécutables, la déclaration de données
et les commentaires.
— etc.
Beaucoup d’études ont été réalisées pour valider cette métrique [KPL90, LV89,
DL88]. LOC a montré une bonne corrélation avec les indicateurs de qualité. Par consé-
quent, elle est généralement utilisée pour estimer l’eﬀort ainsi que la productivité du
développement du logiciel. À titre d’exemple, Boehm a utilisé LOC dans son modèle
COCOMO (COnstructive COst MOdel) pour estimer l’eﬀort et le temps de dévelop-
pement d’un logiciel [Boe81].
3.3.1.2 Points de fonction
La métrique points de fonction (PF) a été proposée chez IBM par Albrecht en 1979
ensuite améliorée en 1983 [AG83]. PF calcule la taille fonctionnelle du logiciel c’est à
dire le nombre de fonctions fournies à l’utilisateur. Donc, c’est une mesure logique du
code indépendante de la technologie, par conséquent, elle est considérée comme étant
une mesure plus objective de la taille que LOC.
Il existe plusieurs modèles qui utilisent PF comme mesure de qualité interne pour
prévoir certaines mesures externes telles que le coût, l’eﬀort, la productivité du déve-
loppement et la durée d’un projet [AG83, Beh83, Kem93].
Albrecht et Gaﬀney ont développé un modèle de prédiction basé sur 24 applications.
Ils ont utilisé la régression linéaire pour estimer la relation entre l’eﬀort et le PF d’une
part, et l’eﬀort et le LOC d’autre part [AG83]. Les deux mesures LOC et PF ont été
jugées intéressantes et avaient des coeﬃcients de corrélation d’au moins 0.86.
3.3.2 Les métriques de complexité
Plusieurs métriques de complexité ont été proposées. Elles dépendent généralement
de la taille et de la structure de contrôle du programme. En eﬀet, elles sont sensibles
à la décomposition structurelle du programme. Ces métriques se basent sur le ﬂot de
contrôle, d’informations ou sur le calcul de certains attributs physiques du programme
source.
Les métriques de McCabe et Halstead sont les plus connues après les métriques de
lignes de code et sont très largement utilisées pour mesurer la complexité.
3.3.2.1 La complexité cyclomatique basée sur la théorie des graphes
Les métriques basées sur la théorie du graphe mesurent principalement la structure
du ﬂot de contrôle du programme tout en se basant sur le code source. La métrique
de complexité cyclomatique V(G) de McCabe a eu beaucoup d’attention [McC76].
McCabe à travers cette métrique considère un programme comme un graphe orienté
dans lequel un arc est considéré comme le ﬂot de contrôle entre les instructions, tandis
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que les nœuds sont les instructions du programme. Le nombre cyclomatique représente
le nombre de chemins d’exécution linéairement indépendants à travers le programme.
La formulé représentée ci-dessous illustre la complexité cyclomatique de ce graphe.
V(G) = e - n + p
avec :
— n le nombre de nœuds du graphe.
— e le nombre d’arêtes.
— p le nombre de composante connexes.
Cette métrique est citée comme un prédicateur utile de divers mesures externes tels
que l’eﬀort du développement, les défauts, etc [HKH81, BSJP83, BP84].
3.3.2.2 La complexité de la compréhension basée sur le nombre d’opéra-
teurs et d’opérandes
Un deuxième type de métriques de complexité est basé sur le nombre d’opérateurs
et d’opérandes. Ces métriques ont été introduites par Maurice Halstead en 1977.
Ces métriques sont obtenues en séparant physiquement toutes les instructions exé-
cutables. Ces instructions sont composées d’opérateurs qui peuvent être :=, ( , ) , × ,
+, etc et les opérandes comme étant y, 5, etc. Ce classement est conforme à la syntaxe
de nombreuses langages d’assemblage.
Les métriques de Halstead sont toutes basées sur le nombre d’opérateurs et d’opé-
randes [Hal77] :
1. Longueur du programme : (Program length)
2. Taille du vocabulaire : (Vocabulary size)
3. Volume du programme : (Program volume)
4. Niveau de difficulté : (Diﬃculty level)
5. Niveau du programme : (Program level)
6. Effort d’implémentation : (Eﬀort to implement)
7. Temps d’implémentation : (Implementation time)
8. Nombre de bugs estimés dans un module ou une fonction : (Number of
delivered bugs)
Les métriques de Halstead ont été largement utilisées et validées dans plusieurs
travaux. Elles sont des prédicteurs utiles de l’eﬀort et des coûts du développement, des
défauts, etc [Hal77, KR87, BSJP83, CALO94].
3.3.2.3 La complexité de la structure basée sur le flux d’informations
Certaines mesures de complexité ont tenté de mieux tenir compte du ﬂux d’informa-
tions dans un programme. Ces métriques sont basées sur le ﬂux d’informations entrant
et sortant d’une procédure ou d’une fonction [HK81, KPL90, SI93].
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La métrique de complexité la plus connue, est celle proposée par Henry et Ka-
fura [HK81]. Elle est calculée en fonction de la taille de la procédure et elle est mesurée
en lignes de code et en nombre de ﬂux d’information entrant (le fan-in) et sortant (le
fan-out) :
HK = taille× (fan-in× fan-out)2
Plusieurs autres métriques qui s’intéressent à la complexité de la structure ont été
proposées telles que celles de Kitchenham et al. qui ont reformulé la suite des métriques
fournie par Henry et Kafura pour passer outre les diﬃcultés qu’ils ont trouvé au moment
de l’étude de ces métriques [KPL90]. Suite à cela, ils ont validé leurs métriques en
étudiant leurs corrélations avec les bugs, les révisions, etc.
3.3.3 Synthèse
Beaucoup de métriques ont été proposées, utilisées et validées empiriquement dans le
monde impératif. Les métriques, que j’ai présentées dans cette section, sont considérées
comme les plus connues dans le monde procédural. Elles s’appliquent directement sur
le code source d’un programme. Elles ont été largement utilisées avec succès dans
l’industrie. De plus, toutes ces métriques ont été validées empiriquement pour pallier
au risque de la subjectivité.
3.4 Les métriques Orientées-Objet
Bien que les concepts de complexité et de taille du code ont un sens dans le logiciel
orienté-objet et que la plupart des métriques traditionnelles ont prouvées leurs validi-
tés empiriquement sur ce type de systèmes, plusieurs études ont montré l’insuﬃsance
des métriques existantes et la nécessité d’avoir de nouvelles métriques spécialement
dédiées aux diﬀérents concept d’OO. En eﬀet, le paradigme objet présente plusieurs
caractéristiques diﬀérentes du paradigme procédural. Plusieurs principes sont apparus
dans le monde objet tel que les concepts d’abstraction, d’héritage, de polymorphisme,
d’encapsulation, etc. De même, de nouvelles structures syntaxiques sont apparues telles
que l’objet, la classe, le package, etc. Et ceci, pour mieux maîtriser la complexité du
logiciel. Il était donc nécessaire d’évaluer la qualité en tenant compte de ces nouveaux
concepts et en conséquence de proposer de nouvelles métriques, spéciﬁques au monde
objet.
Par conséquent, de nombreuses nouvelles métriques ont été introduites dans le cadre
des systèmes OO. Les premières métriques intéressantes de l’OO sont les métriques
déﬁnies par Chidamber et Kemerer [CK94] qui reposent globalement sur les concepts
traditionnels de taille et de complexité car ayant prouvé leur utilité en tant qu’indicateur
pertinent pour le monde objet.
Dans cette section, je fais une présentation synthétique des principales métriques
proposées, classées selon les concepts de l’OO auxquels elles se rapportent.
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3.4.1 Métriques d’encapsulation
L’encapsulation est un concept majeur et extrêmement puissant dans le paradigme
OO. En eﬀet, son principe consiste à encapsuler les données et les traitements de dif-
férentes manières. Le langage objet formalise l’encapsulation en termes d’objets plutôt
que de données. Vu l’importance de ce concept, plusieurs travaux dans la littérature
ont proposés des métriques comme mesure directe. Deux métriques d’encapsulation
appartiennent à l’ensemble des métriques MOOD Metrics for Object Oriented Design
déﬁnie par Abreu et al. ont été mises en places : Attribute Hiding Factor (AHF) et
Method Hiding Factor (MHF) [eA95]. Ces deux métriques déterminent respectivement
le niveau de visibilité des attributs et des méthodes d’une classe, c’est-à-dire les données
dissimulées (protégées ou privées).
Une autre métrique Encapsulation Factor (EF) a été déﬁni pour mesurer le niveau
d’encapsulation d’une classe [SA07]. Cette métrique est une fonction qui mesure à la
fois la visibilité et la cohésion en terme d’attributs et de méthodes.
Il y a d’autres métriques qui donnent une idée du niveau d’encapsulation telles
que les métriques de couplage et de cohésion d’une classe. Plusieurs métriques pour ce
type de mesure ont été déﬁnies. À titre d’exemple les deux métriques de Chidamber
et Kemerer [CK94] : Coupling Between Objects (CBO) calcule le nombre de classes qui
sont couplées avec une classe particulière (les méthodes d’une classe font des appels aux
autres méthodes ou accèdent à des variables de l’autre classe) et Lack of Cohesion on
Methods (LCOM) qui calcule le nombre de méthode qui ne partagent pas les instances
de variables d’une même classe.
3.4.2 Métriques d’héritage
Le mécanisme d’héritage est unique à la programmation OO. Le but de ce concept
est d’éviter la redondance du code. De nombreuses métriques orientées-objet sont fon-
dées sur l’héritage telle que la suite de métriques de Kermer et Chidamber [CK94] qui
tiennent en compte l’aspect de l’héritage avec la métrique Number of Children (NOC)
qui calcule le nombre de descendants immédiats de la classe et par la suite, indique le
nombre de classes qui héritent directement d’une autre classe et la métrique Depth of
Inheritance Tree (DIT) qui présente la profondeur de la classe dans l’arbre de l’héri-
tage. En eﬀet, plus une classe est profonde dans l’arbre d’héritage, plus le nombre de
méthodes héritées est élevé ce qui implique plus de complexité. Par conséquent, DIT
est considérée comme un moyen pour prédire l’eﬀort de test. Mais elle ne fournit pas
une estimation du nombre des cas de test qui doivent être élaborés [dBS08].
Une autre méthode intéressante pour l’héritage est celle déﬁnit par Lorenz et Kidd :
Number of Inherited Methods (NIM) qui détermine le nombre des méthodes auxquelles
une classe peut accéder à travers ses super-classes [LK94].
De même, la suite MOOD déﬁnit deux facteurs d’héritage pour évaluer cet aspect
dans l’ensemble du système. Ces deux facteurs sont : Method Inheritance Factor (MIF)
et Attribute Inheritance Factor (AIF). Ils calculent le nombre de méthodes (respecti-
vement d’attributs) héritées dans toutes les classes divisé par le nombre de méthodes
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(respectivement d’attributs) hérité et déﬁni pour toutes les classes. Ces deux métriques
ont été validées comme des indicateurs pertinents de l’héritage lors de la validation de
Kitchenham [KPF95].
Yu et al. ont validé empiriquement les métriques de l’héritage en utilisant un grand
système de gestion de service de réseau [YSM02]. La validation est eﬀectuée en utilisant
deux techniques d’analyse de données : l’analyse de régression et l’analyse discriminante.
3.4.3 Métriques de polymorphisme
Le polymorphisme est l’un des nouveaux concepts présents dans la programmation à
objets. Ce concept permet de référencer des objets sans en connaitre le type en se basant
sur la relation d’héritage. Quelques métriques ont été déﬁnies pour cet aspect [Bin94,
BeAM96, DDHV03, BD02].
En particulier Polymorphism Factor (PF) déﬁnie par Abreu et Al. qui est le nombre
de méthodes qui redéﬁnissent des méthodes héritées, divisé par le nombre maximum
de cas polymorphes possibles distincts [BeAM96]. Number of Polymorphic Methods
(NOP) est le nombre de méthodes qui peut présenter un comportement polymorphe.
Ces méthodes sont marquées comme virtuelles en C ++ [BD02]. Dufour et al. ont déﬁni
plusieurs métriques dynamiques pour calculer le taux de polymorphisme réel d’un pro-
gramme java en cours d’exécution [DDHV03]. En eﬀet, le taux polymorphisme potentiel
déduit de l’analyse d’un code ne coïncide pas nécessairement avec le polymorphisme
observé. Il peut être bien plus faible.
3.4.4 Métriques d’abstraction
L’abstraction est la mesure de l’aspect généralisation-spécialisation de la conception
dans l’orienté objet. Les classes qui ont une ou plusieurs descendantes présentent cette
propriété d’abstraction [BD02]. Dans la littérature, la mesure de l’abstraction a reçu
peu d’attention par rapport à la mesure des autres concepts. Par conséquent, peu de
métriques OO ont été proposées pour mesurer le niveau d’abstraction dans OO.
Deux métriques sont proposées par Bansiya and Davis pour mesurer cet aspect. Ce
sont les plus citées dans la littérature : Average Number of Ancestors (ANA) indique la
moyenne de classes à partir de laquelle une classe hérite des informations. Measurement
of Functional Abstraction (MFA) est une mesure directe de l’abstraction qui calcule
le rapport entre le nombre de méthodes héritées par une classe et le nombre total
de méthodes accessibles par les méthodes membres de la classe. Ces deux métriques
appartiennent à la suite des métriques du modèle QMOOD Quality Model for Object
Oriented Design [BD02].
3.4.5 Synthèse
De nouveaux aspects propres à l’orienté-objet doivent être évalués. Donc, plusieurs
métriques ont été proposées pour chacun de ces aspects. Dans cette section, j’ai essayé
d’étudier les concepts les plus importants de l’orienté-objet. Ces métriques tiennent
compte de toutes les spéciﬁcités de l’approche objet. Les métriques traitées sont, dans
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la plupart des cas, des métriques statiques. Elles ont été largement utilisées et sont
largement outillées.
La validation empirique de ces métriques a été menée dans plusieurs études sur des
projets réels. Une étude de corrélation a été parfois réalisée pour montrer la relation
existant entre une métrique et certains attributs qualité.
3.5 Les Modèles de prédiction dans l’OO
Les modèles de prédiction sont considérés comme des outils précieux qui aident les
chercheurs et les développeurs à comprendre là où les futurs problèmes peuvent survenir
et apparaître. Cette section a pour objectif de faire une synthèse de ces modèles.
Dans le paradigme objet, un grand nombre d’études ont été menées aﬁn de proposer
des modèles de prédiction en se basant sur diﬀérentes mesures internes et externes ainsi
que diﬀérentes techniques statistiques [LH93, BBM96, DP02, NBZ06, EEMM01] :
— Une multitude de métriques externes ont été utilisées telles que : la détection
de défauts, le nombre de défauts, l’eﬀort du développement et l’eﬀort de main-
tenance, etc.
— Divers méthodes de construction statistique ont été utilisées : la régression li-
néaire, la régression logistique, la régression bayésienne, etc.
— De nombreux critères pour évaluer la performance d’un modèle de prédiction ont
été proposés et diﬀérentes techniques pour évaluer la robustesse d’un modèle de
prédiction ont été appliquées : validation croisée, bootstrap, etc.
— Diﬀérentes granularités de variables dépendantes ont été traitées : méthode,
classe, ﬁchier, package, module, etc.
— La disponibilité des données historiques utilisées (privées, partiellement pu-
bliques, publiques), la taille des données (petite, moyenne ou grande) et ceci
selon les critères (LOC, nombre de classes, nombre de ﬁchiers dans un pro-
gramme).
— Ces études ont été conduites sur diﬀérents langages de programmation.
Plusieurs études systématiques des modèles de prédiction ont été eﬀectuées. Hall
et al., dans leur étude, ont analysé 208 modèles de prédiction de défauts pour étudier
la performance des modèles proposés dans les années 2000 et 2010 [HBB+12]. La plu-
part de ces modèles souﬀrent d’une insuﬃsance des informations méthodologiques et
par conséquent ne répondent pas aux critères ﬁxés par Hall et al.. De ce fait, 36 des
208 modèles seulement ont été sélectionnés pour leur étude. Ils ont déduit que la mé-
thodologie utilisée pour construire un modèle de prédiction inﬂue sur la performance
de la prédiction. Ils ont de même constaté que les techniques régression bayésienne
et régression logistique qui sont d’usage courant, semblent être plus performantes que
les techniques par régression linéaire, machines à vecteurs de support (SVM) et Forêt
d’arbres.
Danijel Radjenović et al. ont analysé eux 106 papiers publiés entre 1991 et 2011 [RHTŽ13].
Ils ont constaté que les métriques orientées objet de Chidamber et Kemerer ont été les
plus fréquemment utilisées. Les métriques orientées objet et les métriques de niveau
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processus ont été signalées comme étant plus pertinentes dans la recherche de défauts
que celles relatives à la taille et la complexité du code.
Riaz et al. ont étudié 710 travaux [RMT09] pour analyser la prédiction et les mé-
triques de la maintenance. Ensuite, ils en ont sélectionné 15 qu’ils ont estimés intéres-
santes. Les prédicteurs les plus couramment utilisés sont calculés au niveau du code
source et sont basés sur la taille, la complexité et le couplage. En outre, les modèles
de prédiction de maintenabilité les plus couramment utilisées étaient basées sur des
techniques algorithmiques.
Diﬀérentes techniques ont été proposées pour élaborer des modèles de prédiction mais
il n’existe pas de méthode universelle qui pourrait s’appliquer à tous les projets et qui
pourrait être applicable dans toutes les situations. En eﬀet, le choix d’une méthode de
prédiction est dicté par les données disponibles et les besoins de l’utilisateur.
3.6 Résumé
Dans ce chapitre j’ai donné un aperçu de l’état actuel des techniques d’évaluation de
la qualité dans CBSE. En eﬀet, les deux premières sections m’ont permis de déﬁnir l’état
réel des techniques de mesure de la qualité dans le domaine des composants : en terme de
métriques et de modèles de qualité, les approches actuelles ne permettent pas d’exploiter
pleinement le paradigme composant. Les métriques existantes ne peuvent pas satisfaire
les développeurs. Il est clair qu’il n’y a pas de consensus sur les propriétés, ni de
validation sur ce qui a été proposé ce qui rend la tâche d’évaluation de la qualité avec les
moyens disponibles diﬃcile, voire impossible. Contrairement aux paradigmes impératif
et objet, aucun travail ne semble avoir pu dégager une vision claire liant les métriques
aux propriétés qualité dans le monde composant. En conséquence, on ne trouve pas dans
la littérature de modèle de qualité précis déﬁnissant ce qu’est un composant logiciel "de
qualité", c’est-à-dire une structure associant des propriétés qualité (le qualitatif) à des
métriques (le quantitatif).
Ce chapitre a présenté, de même, les métriques de qualité existant dans le paradigme
impératif et objet. L’étude a mis en valeur la maturité et l’énorme diversité (presque
une centaine) des métriques pour les anciens paradigmes. Les métriques pour la pro-
grammation primitive et objet sont bien établies et des outils supportant ces métriques
sont disponibles pour plusieurs langages populaires tels que la C dans la procédurale
et le java dans l’objet.
La dernière section de ce chapitre a également introduit 3 études systématiques
portant sur la façon dont on construit dans la littérature les modèles de prédiction.
L’étude des modèles de prédiction a révélé la richesse des modèles de prédiction qui
existent dans le paradigme objet.
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Dans ce chapitre, j’examine la possibilité d’utiliser de certaines métriques du monde
procédural et objet (donc des métriques bien outillées) dans le paradigme composant.
Cette possibilité est envisagée dans ce chapitre selon deux critères de nature plutôt «
syntaxique ». Il n’est pas question encore de déterminer si telle ou telle métrique à un
« sens » pertinent sur le plan de la qualité dans le monde composant mais de vériﬁer
si elle est calculable et potentiellement porteuse d’une information discriminante et
structurellement pertinente. La pertinence sémantique, objectif ﬁnal de mon étude,
sera l’objet des deux chapitres qui suivront.
Le processus d’identiﬁcation de métriques candidates a reposé sur un double ﬁl-
trage. Le premier ﬁltre a pour objet de dire si pour une métrique donnée un calcul est
possible dans le monde composant en ﬁxant, lorsque cela est possible et/ou nécessaire,
un niveau de granularité potentiellement pertinent. En eﬀet, certaines métriques oﬀrent
un niveau de généricité permettant leur application à diﬀérents niveaux de granulari-
tés (classes, packages, composants). Il s’agit donc de choisir un niveau potentiellement
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utile et révélateur dans le monde composant. Ce premier niveau de ﬁltrage est abordé
dans la première section du chapitre. Le second ﬁltre s’attache à étudier si l’information
que véhicule une métrique semble, par la nature même de sa distribution, capable de
« distinguer » les artefacts du monde composant mesurés. Cette analyse statistique,
de nature descriptive, est traitée de manière empirique sur 10 applications OSGi dans
la seconde section de ce chapitre. Cette étude est assez encourageante sur l’intérêt sé-
mantique des métriques retenues. L’analyse et l’interprétation des résultats obtenus me
permet en eﬀet de dessiner qualitativement et quantitativement ce qu’est un composant
et de même, ce qu’est une application à base de composants "typique" dans le monde
réel. De même, l’étude entreprise me donne l’occasion de discuter de l’importance et du
respect par les développeurs et les architectes OSGi de certaines bonnes pratiques de
développement recommandées dans la littérature. Cette étude est donc une première
ébauche, un premier pas vers une validation « sémantique » des métriques retenues.
4.1 Identification de métriques calculables
Le paradigme composant mêle deux acteurs : le développeur d’un composant (par-
fois indépendamment de tout contexte applicatif) et l’architecte qui assemble des com-
posants pour concevoir une application. Les métriques utilisées doivent être capables
d’aider ces deux acteurs. Dans une première sous-section, je vais analyser ce besoin et
mettre en avant la nécessité d’aborder la mesure selon 3 points de vue : a) la struc-
ture interne d’un composant, b) sa « surface » externe (son interface), c) les relations
qu’entretiennent les composants d’une application. Les sous-sections qui suivent vont
ensuite lister les métriques du monde procédural et objet exploitables que j’ai retenues
pour chacun de ces trois points de vue.
4.1.1 Choix de la granularité des mesures et points de vue
Dans les langages à composants reposant sur le paradigme objet, une application
est structurée généralement de la manière suivante :
— Une application est divisée en composants qui interagissent via des interfaces
requises et fournies ;
— un composant peut être structurellement décomposé en un ou plusieurs pa-
ckages ;
— Un package peut être à son tour diviser en une ou plusieurs classes ;
— Une classe est classiquement composée de un ou plusieurs champs (attributs
et/ou méthodes).
Les travaux sur la restructuration des applications orientées objet vers des applica-
tions orientées composants [ASSV10, CSTO08, KC04] considèrent que les composants
sont construits en réutilisant pour la plupart des classes existantes. Le développeur d’un
composant va donc essentiellement « assembler » des classes existantes et parfois en
adapter ou en créer d’autres. L’hypothèse retenue est que l’activité de développement
se situe principalement à un niveau plus élevé que celui du développement orienté objet
classique. De ce fait, les chercheurs dans le domaine de la restructuration se basent
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sur des métriques de granularité supérieure ou égale à celui de la classe. Une classe est
pour eux une unité structurelle de type « boîte noire ». Seules comptent les dépendances
qu’entretiennent les classes pour déterminer les composants à construire. J’ai adopté la
même approche. Parmi les dizaines de métriques existantes, j’ai sélectionné uniquement
des métriques ayant la classe comme niveau de granularité minimal. Ainsi, les métriques
associées à des phénomènes internes à la classe telles que la cohésion de la classe (c’est
à dire le couplage entre les méthodes), le nombre de méthodes, la complexité cycloma-
tique, etc. ne sont pas prises en considération dans mon étude. Un exemple de niveau
intéressant supérieur à la classe est celui de la granularité package. Il est intéressant car
les packages sont utilisés comme des interfaces dans certains frameworks tel que OSGi.
J’ai ensuite identiﬁé 3 points de vue d’analyse pour le paradigme composant.
Le point de vue intra-composant cible l’organisation interne d’un composant : par
exemple la taille et la dépendance interne entre ses éléments (à deux niveaux, classe et
package). Les métriques associées à ce point de vue intéressent surtout les développeurs.
Le point de vue interface donne une vision sur les éléments mis par un composant à
la disposition d’autres composants ; par exemple le nombre des packages exposés. Ces
métriques intéressent à la fois les développeurs et les architectes ;
Le point de vue inter-composant (niveau « application ») est très informatif pour
les architectes. Il donne une idée des dépendances d’un composant et ses responsabilités
dans l’application. Pour analyser ce point de vue, j’ai utilisé certaines métriques quanti-
ﬁant les dépendances de manière suﬃsamment générique pour se projeter naturellement
à un niveau de granularité inter-composant.
La Figure 6.3 montre les trois points de vue retenus :
Figure 4.1 – Les diﬀérents points de vue d’étude dans le paradigme composant
Dans la suite de cette section, je présente les métriques candidates retenues, classées
selon leur pouvoir descriptif dans un point de vue donné.
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4.1.2 Métriques intra-composant
Les métriques que j’ai classées comme internes sont celles qui traitent de la taille
d’un composant ou de ses dépendances internes.
4.1.2.1 Métriques de tailles
Les métriques relatives à la taille constituent un outil important car la taille a un im-
pact direct sur la compréhension et donc sur la maintenabilité d’un composant [HKV07].
Ces métriques sont faciles à calculer et le plus souvent à interpréter. Elles se déclinent
dans deux niveaux de granularités : classe et package. Elles sont calculées simplement
par la plupart des outils existants.
Nom Nombre de Packages
Abréviation NP
Référence -
Définition Le nombre total des packages contenus dans un composant.
Analyse C’est une métrique simple qui calcule le nombre des packages d’un compo-
sant. Plus il y a de packages, plus la complexité du composant est élevée.
Nom Nombre de classes abstraites
Abréviation Na
Référence [Mar03]
Définition Le nombre total des classes abstraites ou des interfaces contenues dans un
composant.
Analyse C’est un indicateur de la lisibilité du code, de la réutilisation et de l’extensi-
bilité du composant.
Nom Nombre total des classes
Abréviation Nc
Référence -
Définition Le nombre total des classes dans un composant.
Analyse Le nombre des classes par package a été référencé et utilisé dans plusieurs
travaux, par exemple Ducasse et al. [DLP05]. Certains travaux proposent que ce
nombre ne dépassent pas une limite donnée. Par exemple, Meyer suggère qu’un
package doit contenir entre 5 et 9 classes pour être rapidement compris par un
développeur [Mey95].
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4.1.2.2 Métriques de dépendances internes
Les métriques de dépendances internes sont celles qui informent des relations entre
les éléments d’un composant. Selon [Jun02], ce type de dépendance a un eﬀet sur la tes-
tabilité du système qui est un attribut direct de qualité. La testabilité d’un composant
a un impact direct sur sa maintenabilité.
Voici la liste des métriques objets de dépendance internes que j’ai jugée utile pour
le paradigme composant.
Nom Dépendances locales entre classes (Local Types Dependency)
Abréviation LTD
Référence -
Définition Nombre total des dépendances (entrantes et sortantes) entre toutes les
classes contenues dans un composant donné.
Analyse Cette métrique calcule les dépendances des classes appartenant à un même
composant. Une classe dépend d’une autre classe si ses méthodes manipulent des
objets de cette autre classe. Un composant devrait avoir pour cette métrique une
valeur élevée. Cela signiﬁe en eﬀet que les diﬀérentes classes qui le composent
sont fortement liées.
Nom Dépendances cycliques entre packages (Package Cyclic Dependency)
Abréviation PDC
Référence [Mar03]
Définition Nombre total des associations cycliques entre les packages contenus dans
un composant.
Analyse Le cycle entre les packages est un couplage fort entre plusieurs packages ce
qui rend diﬃcile leurs séparations. La Figure 4.2 montre un exemple de cycle
entre les packages. Les trois packages sont aﬀectés par les cycles et ils dépendent
indirectement les uns des autres. Cette métrique vériﬁe qu’il n’y a pas de cycles
Figure 4.2 – Dépendances cycliques entre les packages
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entre les packages et par conséquent, assure le caractère acyclique (ADP) de
Martin [Mar00] "dependencies between packages must form no cycle" et le prin-
cipe de Parnas [Par72] "No circular dependencies". En eﬀet, les packages ayant
des dépendances cycliques avec d’autres packages sont plus diﬃciles à maintenir
et à réutiliser. J’estime que cette mesure est intéressante pour les composants
logiciels, en particulier dans le cas des packages exportés (cas du framework
OSGi). Les interfaces aﬀectées par les cycles seront très complexes. Cette mé-
trique est un indicateur pour changer ce composant défectueux.
NomDépendance moyenne du composant (Average Component Dependency)
Abréviation ACD
Référence [Lak96]
Définition Elle indique la moyenne du nombre des classes qui dépendent directement







avec : CDi = le nombre de classes dont une classe i dépend directement et/ou indirectement. Nc =
Nombre total des classes dans un composant.
Analyse Cette métrique donne une vue globale sur le couplage interne d’un compo-
sant. Elle indique le nombre de classes qui seront aﬀectées par un changement
dans un composant. La Figure 4.3 explique mieux le calcul de cette métrique.
Figure 4.3 – Dépendance moyenne des classes dans un composant
Les chiﬀres à l’intérieur des éléments reﬂètent le nombre de classes accessibles
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Analyse La cohésion est un principe de conception. Cette mesure montre la cohérence
d’un composant : à quel point ses éléments internes sont liés. Dans notre cas,
les éléments sont des classes contenues dans le composant. Ainsi, RC donne la
dépendance moyenne des classes d’un composant. Elles doivent être étroitement
liées pour obtenir une forte cohésion dans un composant donné.
4.1.3 Métriques interface
Les métriques de niveau interface de composant sont celles qui ne concernent que la
partie visible des composants. La liste qui suit résume les métriques que j’ai retenues.
Nom Package à exporter
Abbréviation ExpP
Référence -
Définition Le nombre total des packages à exporter.
Analyse Cette métrique comptabilise le nombre des packages visibles dans un com-
posant et par la suite utilisables par les autres composants. Dans le cas des
applications OSGi, les packages exportés sont explicitement déﬁnis dans le ﬁ-
chier « manifest » du composant. Pour cela, j’ai utilisé un parseur spéciﬁque
pour analyser le ﬁchier manifest de chaque composant et déterminer le nombre
des packages exportés par les composants. Pratiquement, dans un seul compo-
sant on peut avoir plusieurs packages exportés. Dans ce cas, il est recommandé














avec : n = Nombre des packages à exporter dans un composant
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Analyse Cette métrique proposée par Martin pour l’évaluation des applications orien-
tées objets sera appliquée aux packages exportés. Selon Martin[Mar00], l’un des
bons principes de modularisation qu’une classe doit dépendre d’interfaces ou de
classes abstraites, plutôt que de classes concrètes. "Depend upon Abstractions.
Do not depend upon concretions". Cette mesure donne une information sur la
qualité de l’interface d’un composant. En eﬀet, une unité logicielle bien conçue
est censée n’exporter que des interfaces ou des classes abstraites. Donc plus les
packages exportés sont abstraits meilleure est la conception. Cette mesure va-
rie de 0 à 1, avec A = 0 indiquant un package entièrement concret et A = 1
indiquant un package totalement abstrait.
4.1.4 Métriques application
Les métriques de niveau application sont celles qui concernent principalement les
relations entre les composants d’une application. En d’autres termes, elles mesurent les
dépendances externes de composants dans le cadre de leur application. Selon [VR02],
les dépendances expriment le potentiel d’un composant d’aﬀecter ou d’être aﬀecté par
les autres composants du même système. Dans ce qui suit, je décris les métriques
du paradigme orientée objet dont la portée a été adaptée au niveau composant pour
mesurer les dépendances externes.
Nom Dépendances distantes entre classes(Remote Types dependency)
Abréviation RTD
Référence -
Définition Le nombre total des dépendances distantes (externes) entrantes et sor-
tantes.
Analyse La métrique RTD donne le nombre des dépendances des classes situées à
l’intérieur d’un composant avec celles qui sont en dehors du composant. Dans le
cas d’OSGi, seules les classes appartenant à des packages (exportés ou impor-
tés) sont concernées. Ainsi, cette métrique mesure le niveau d’interaction d’un
composant dans une application.
Le couplage est le degré d’interaction entre les composants. Cette caractéristique
est très importante dans le contexte de la réutilisation [ZVS+07]. En eﬀet, un couplage
élevé entre composants indique que toute modiﬁcation de l’un d’eux peut aﬀecter les
autres ce qui justiﬁe qu’un composant très couplé soit diﬃcile à réutiliser et à maintenir
en raison de ses nombreuses interdépendances sur d’autres types.
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Figure 4.4 – Couplage entre composant
Définition comptabilise le nombre total des dépendances entrantes pour le composant
analysé.
Analyse Un composant dépend d’un autre composant si ses classes ne peuvent pas
être compilées sans user des classes de l’autre. Le couplage aﬀérent donne une
idée du nombre des composants qui dépendent de ce dernier. Plus la valeur du
CA est élevée, plus il est diﬃcile de changer le composant en question. C’est
un indicateur de responsabilité du composant. Dans la Figure 4.4, le CA du




Définition comptabilise le nombre des composants qui sont utilisés par le composant
en question (donc compte les dépendances sortantes).
Analyse Cette métrique détermine le nombre des composants dont il dépend. C’est
un indicateur d’indépendance. Il est plus diﬃcile de réutiliser le composant car
il impose la présence d’autres composants.
Dans la Figure 4.4, le CE du composant A vaut 2 (les deux composants B et C
sont utilisés par le composant A).
Nom Dépendance entre composants
Abréviation Dep
Référence [Lak96]
Définition Nombre des composants dont dépend le composant soit directement soit
indirectement (y compris lui-même).
Analyse Nous avons adapté cette métrique au contexte composant aﬁn de mettre en
évidence les dépendances en fermeture transitive entre les composants d’une
même application.
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4.1.5 Synthèse
J’ai au ﬁnal identiﬁé un sous-ensemble de treize métriques candidates. La table 4.1
récapitule toutes ces métriques. Elle fournit une brève description de chacune d’entre
elles, mentionne la granularité d’application de chacune d’elles et indique l’aﬃliation
selon les trois points de vue d’étude d’un composant.
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Dans cette section, j’ai identiﬁé diﬀérentes métriques candidates en m’appuyant sur
leur applicabilité et leur potentiel de pertinence vis-à-vis des 3 points de vue sur un
composant : vue interne, vue interface et vue inter-composants. La section suivante
étudie la distribution de ces métriques candidates sur 10 applications OSGi. L’objectif
est d’étudier leur caractère discriminant et leur potentiel informatif.
4.2 Étude de la distribution des métriques candidates
L’étude de la distribution des métriques candidates me permet de vériﬁer le carac-
tère discriminant de ces métriques et leur potentiel informatif en analysant l’intérêt de
la vision qu’elles renvoient sur la façon dont les applications à base de composants sont
actuellement conçues. Cette étude a permis également en corolaire de discuter des prin-
cipes de conception suivis actuellement dans la communauté des développeurs. Dans
une première sous-section je présente les applications retenues pour cette étude. Je dé-
taille ensuite le processus d’étude suivi puis je donne les résultats obtenus. La section
se conclut par une discussion sur ces résultats et ce qu’ils manifestent des pratiques
actuels de développement.
4.2.1 Applications utilisées
Pour sélectionner le modèle de composant approprié à une telle étude, j’ai préféré
choisir un modèle qui n’impacte pas signiﬁcativement les codes objets métiers, donc qui
n’impose pas l’ajout de packages, classes ou de méthodes « syntaxiquement » liées à la
surcouche composant. Il s’agissait d’éviter autant que possible le biais de cette surcouche
qui pourrait perturber l’interprétation des métriques. J’ai donc décidé de ne choisir que
les applications développées dans le modèle de composants OSGi. En eﬀet, dans OSGi,
seules les classes métiers sont présentes. Il n’y a pas de classes supplémentaires pour
déﬁnir un composant, mais l’usage de packages dédiés aux imports et aux exports.
J’ai usé des critères de sélection suivants pour choisir des applications OSGi. Ces
applications devaient :
1. Fournir un accès à leur code source ;
2. Couvrir diﬀérents domaines pour éviter le biais de caractères spéciﬁques à un
domaine d’application donné ;
3. Être de tailles diﬀérentes (nombre de composants dans une application et nombre
de classes dans un composant) ;
4. Être issues de diﬀérentes équipes de développement aﬁn d’éviter le biais de
caractéristiques associées à des pratiques de conception communes à une même
équipe.
En usant de ces critères, j’ai sélectionné dix applications. Le Tableau 4.2 fournit
une brève description de toutes ces applications. Ce sont toutes des projets OSGi open-
source développés en JAVA.
Les applications sélectionnées couvrent un spectre assez large de domaines applica-
tifs et ont diﬀérentes tailles (de ∼ 20 KLOC à >1000 KLOC et 13-115 composants).
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MAT Eclipse Memory Analyzer Tool 13 86 1.2.0
Eclipse E4 Eclipse Platform 25 20 4.0
SCOUT Framework for modern service oriented
business applications
27 207 3.8.0
IMP IDE Meta-Tooling Platform 33 117 0.2.1
G-Eclipse Framework for Grid and Cloud Com-
puting
42 168 1.0
Equinox.RT OSGi-Framework Specification 50 96 3.3
STEM Spatiotemporal Epidemiological Mo-
deler Tool
88 329 1.4.0
BIRT Business Intelligence and Reporting
Tools Project
93 1003 3.7.0
OSEE Framework Open System Engineering
Environment
98 290 0.9.6
MoDisco Eclipse-GMT project 115 510 0.10.0
Table 4.2 – Les applications sélectionnées
Tous ces projets oﬀrent bien sûr un accès à leur code source au travers d’un référentiel
de versionnement.
4.2.2 Processus d’étude utilisé
J’utilise des techniques de statistique descriptive pour étudier la distribution de
chaque métrique sur chacune des applications sélectionnées. Cette étude a suivi les
étapes suivantes :
1. J’ai tout d’abord mesuré la tendance centrale des composants. En statistique, le
terme "tendance centrale" se rapporte à la façon dont les données quantitatives
ont tendance à être distribuées autour de quelques valeurs [Dod03]. Dans mon
cas, il reﬂète la tendance des composants et me permet de déterminer la struc-
ture d’un composant "typique" ou "central" autour duquel les autres composants
ont tendance à se rassembler. Les deux mesures traditionnelles de la tendance
centrale, que j’ai utilisé, sont la moyenne arithmétique et la médiane.
2. Je calcule ensuite l’écart type qui est l’une des mesures de dispersion autour de
la moyenne d’un ensemble de données. Cette mesure est cependant sensible aux
valeurs aberrantes.
3. J’analyse la forme de chaque courbe de distribution (une par métrique et appli-
cation). Pour ce faire, j’ai utilisé d’abord le coeﬃcient de dissymétrie (en anglais
skewness) qui est une mesure de l’asymétrie de la distribution. Il indique si les
données sont placées symétriquement ou non autour de la moyenne tout en ma-
nifestant le côté de la distribution ayant la plus haute fréquence. Si les données
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sont symétriques ce coeﬃcient est autour de 0. Par la suite, je calcule l’aplatis-
sement normalisé (en anglais kurtosis) pour quantiﬁer le niveau d’aplatissement
de la distribution. Cette valeur caractérise la densité ou non des composants à
proximité de la tendance centrale.
Pour synthétiser la distribution des données, j’utilise la représentation « boîte à
moustaches ». C’est une représentation graphique, facilement compréhensible, résumant
de manière visuelle et compacte une distribution. Il s’agit d’une représentation de : la
médiane (un trait horizontal à l’intérieur de la boîte), du premier quartile Q1 (25%
des eﬀectifs, le trait inférieur de la boîte), du troisième quartile Q3 (75% des eﬀectifs,
le trait supérieur de la boîte), des 2 "moustaches" qui délimitent l’espace des valeurs
dites adjacentes déterminé par 1,5 fois l’écart Q3 - Q1 de part et d’autre de la boîte et
des valeurs considérées comme aberrantes, extrêmes ou atypiques situées au-delà des
valeurs adjacentes (représentées par des marqueurs ici rond).
J’applique dans ce qui suit ce processus statistique descriptif pour chacune des 13
métriques sur les dix projets.
4.2.3 La distribution des métriques
En appliquant le processus statistique cité ci-dessus, je présente les résultats confor-
mément au découpage selon les 3 points de vue : interne au composant, interface du
composant et application.
4.2.3.1 Métriques intra-composant
Métriques de tailles Le Tableau 4.3 récapitule les données de statistique descriptive
de métriques relatives à la taille des composants pour une application particulière. Je
me limite à cette application, car les mêmes phénomènes que ceux que nous allons
décrire maintenant se sont retrouvés dans toutes les applications.
Metric Mean Median std. Dev. skewness Kurtosis
NP 3.1 2.5 2.43 1.54 2.29
Na 3.96 1 8.60 5 28.49
Nc 26 15 34.74 3.31 14.66
Table 4.3 – Statistiques descriptives pour les métriques de taille (cas de l’application
Equinox)
La grande diﬀérence entre la médiane et la moyenne, dans le cas de Na et Nc, a un
sens pour les caractéristiques d’une distribution. La moyenne est aﬀectée signiﬁcative-
ment par des valeurs aberrantes, ce qui rend sa valeur supérieure à celle de la médiane.
Pour ces deux métriques, la distribution est fortement asymétrique. Elle est décalée à
gauche de la moyenne avec un pic très élevé et fort et un écart type très élevé. Ces
valeurs très élevées s’expliquent par une longue queue de distribution ( la portion de la
courbe située à gauche du sommet est plus longue que l’autre moitié de la courbe).Ces
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données manifestent qu’il y a de nombreux composants avec très peu d’entités ayant
quelques classes abstraites et/ou concrètes.
Le Tableau 4.3 fournit une information supplémentaire sur les packages dans un
composant. Pour la métrique NP, la moyenne est proche de la médiane et les valeurs
d’asymétrie et de kurtosis sont faibles, ce qui me conduit à conclure que la moyenne
est représentative de la valeur de NP pour la majorité des composants de l’application
Equinox.
Dans ce qui suit, on retrouve la similitude de ces phénomènes à travers la représen-
tation graphique de la distribution de ces 3 métriques pour les 10 applications.
Similitude entre les applications Figure 4.5 correspond aux distributions de
métriques de taille :
L’asymétrie des distributions de Na et Nc (respectivement (b) et (c)) est très im-
portante pour la majorité des applications : les valeurs sont fortement étalées vers les
grandes valeurs. Les valeurs faibles sont, elles, fortement concentrées par rapport au
reste de la distribution.
Pour la métrique NP, la valeur de la médiane est à peu près la même pour les
diﬀérentes applications : proche de 3 packages par composant. En eﬀet, la distribution
des packages entre les composants est très similaire pour les diﬀérentes applications et
cela quelle que soit leur taille.
Métriques de dépendances internes Le Tableau 4.4 donne la statistique descrip-
tive des métriques de dépendances dans les composants d’une application particulière
(Equinox). Il montre comment les classes et les packages sont connectés au sein d’un
composant.
Metric Mean Median std. Dev. skewness Kurtosis
LTD 49.20 17.5 119.55 5.73 36.43
PDC 0.86 0 1.48 2.62 9.90
ACD 4.06 2.56 6.68 6.04 39.93
RC 1.25 1.04 0.88 1.13 1.11
Table 4.4 – Statistiques descriptives des métriques de dépendances internes (cas de
l’application Equinox)
Les dépendances entre les classes d’un même composant semblent être assez com-
plexes pour certains composants. En eﬀet, la variation de la métrique LTD est très
grande.
Plus de la moitié des composants n’ont pas de packages formant de cycles (la mé-
diane est en eﬀet égale à 0). Cependant, la moyenne de la métrique PDC est de 0,86.
Cela conﬁrme qu’il y a des composants comportant des packages formant des cycles.
Plus précisément, il y a quelques éléments qui comportent plus d’un cycle (l’écart-type
est de 1,48).
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Figure 4.5 – La distribution des métriques de taille
La métrique RC a un faible écart-type, égal à 0,88 avec une asymétrie et un apla-
tissement proche de 1. Donc, pour RC la médiane est représentative. La plupart des
composants ont des valeurs autour de cette médiane. En théorie, la cohésion d’un com-
posant doit être élevée ce qui signiﬁe que les classes contenues doivent être étroitement
liées.
Compte tenu de l’importance de la métrique RC, les chercheurs ont déﬁni des seuils.
Par exemple, pour le paradigme orienté objet (qui est, in ﬁne, le paradigme utilisé à
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l’intérieur du composant), l’outil NDepend 1 recommande que la valeur de cette mé-
trique soit comprise entre 1,5 et 4. Avec cette recommandation, je peux conclure que
les composants Equinox ne sont pas suﬃsamment cohérents.
Similitude entre les applications La Figure 4.6 permet d’étudier les simili-
tudes de comportement entre les 10 applications pour les métriques de dépendances
internes.
Les observations de la métrique LTD (a) sont globalement identiques, sauf pour
l’application MAT. La distribution est asymétrique et les valeurs tendent vers des va-
leurs élevées. Même constatation pour la métrique ACD (c). Je note également que
l’application de MAT est diﬀérente car elle possède des valeurs de dispersion plus éle-
vées. Les Boîtes à moustaches de RC (b) montrent une distribution assez symétrique
ce qui conﬁrme les résultats observés avec l’application Equinox concernant la cohésion
des composants. La métrique PDC (d) s’étale signiﬁcativement vers les grandes valeurs.
Je remarque également l’absence de cycle pour 50 % des individus dans la plupart des
applications. Par contre, j’ai pu noter la présence de plusieurs valeurs aberrantes.
4.2.3.2 Métriques interface
Le Tableau 4.5 fournit les informations concernant les packages exportés contenus
dans un composant.
Metric Mean Median std. Dev. skewness Kurtosis
ExpP 2.52 2.0 2.03 1.17 1.16
Abs 0.167 0.125 0.148 1.05 0.36
Table 4.5 – Statistiques descriptives des métriques interface (cas de l’application Equi-
nox)
Les deux métriques ExpP et Abs ont une asymétrie proche d’une distribution nor-
male. Comme la moyenne et la médiane sont très proches. Les deux sont proches du
sommet. La tendance centrale est en conséquence très représentative. La médiane re-
présente assez ﬁdèlement l’ensemble des composants d’une application.
Les similitudes entre les applications En comparant les diﬀérentes applica-
tions, on peut noter l’asymétrie des distributions de la métrique ExpP(a). En eﬀet, les
valeurs sont fortement réparties vers des valeurs faibles pour la majorité des applica-
tions. On note une distribution symétrique pour le concept d’abstraction abs(b) et la
valeur de la médiane est similaire et faible pour toutes les applications.
1. les déﬁnitions et les recommandations des métriques sont mises en œuvre dans l’outil NDepend
(http :www.ndepend.com).
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Figure 4.6 – La distribution des métriques de dépendances internes
4.2.3.3 Métriques application
Le dernier ensemble de métriques traite les dépendances externes. Le Tableau 4.6
indique le taux de couplage entre les classes appartenant à des composants avec la
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Figure 4.7 – La distribution des métriques interface
métrique RTD et entre les composants avec les trois métriques CA, CE et Dep dans le
cas de l’application Equinox.
Metric Mean Median std. Dev. skewness Kurtosis
RTD 109.8 61.5 115.76 1.33 0.83
CA 2.52 2 2.44 1.23 1.80
CE 2.54 1 5.26 3.16 9.71
Dep 4.96 4 4.34 1.67 3.14
Table 4.6 – Statistiques descriptives des métriques application (cas de l’application
Equinox)
J’ai remarqué que les valeurs de couplage entre les composants (CA et CE) sont
faibles : la médiane est égale à 1 pour CE et 2 pour CA. Plus de la moitié des compo-
sants n’utilisent pas plus de deux composants et ne sont utilisés que par un seul autre
composant. Cependant, la variation est élevée pour les deux métriques mentionnées
ci-dessus, en particulier pour CE (l’écart-type est égal à 5,26).
La métrique CE a des valeurs élevées pour l’asymétrie et l’aplatissement. Par consé-
quent, il y a de nombreux éléments qui ne sont pas utilisés. Cependant, il existe peu de
composants qui sont très couplés avec d’autres.
Pour la métrique RTD, l’asymétrie et l’aplatissement sont proches de 1, ce qui
signiﬁe que la valeur de la médiane est à proximité du sommet. La tendance centrale
pour RTD est donc représentative.
73
Chapitre 4. Identification de métriques exploitables dans le paradigme composant
Figure 4.8 – La distribution des métriques application
Similitudes entre les applications La Figure 4.8 montre la distribution de CA
et CE respectivement dans (a) et (b). Je remarque qu’il y a beaucoup de valeurs ex-
trêmes pour la métrique CE. Par exemple, dans Equinox, un seul composant a été utilisé
par 15 autres composants. Ce composant a bien trop de responsabilités et son rempla-
cement par un autre composant poserait de nombreux problèmes. La métrique RTD
(d), pour la majorité des applications, présente des valeurs basses fortement concentrées
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par rapport au reste des valeurs contenues dans la distribution.
4.2.4 Signification des métriques utilisées selon leurs granularités
La majorité des métriques de granularité classe (Na et Nc, des métriques pour
la taille d’un composant), LTD et ACD (métriques pour quantiﬁer les dépendances
internes d’un composant) et RTD (métriques pour la vue application) ont des distri-
butions semblables : une distribution dissymétrique étalées par les valeurs supérieures,
avec une forte concentration pour les valeurs faibles et par beaucoup de valeurs aber-
rantes. Ce niveau de granularité, dans cette étude préliminaire, oﬀre une vision des
pratiques actuels des développeurs.
Les métriques de granularité package sont très intéressantes, d’autant que les inter-
faces d’un composant dans le framework OSGi sont constituées de packages. L’étude
des deux métriques NP et ExpP donne une première vision sur la construction des
interfaces des composants. Les métriques NP, ExpP, Abs et PDC étaient de tendance
représentative en dépit de l’existence de valeurs aberrantes. Ainsi, les métriques de
granularité package semble intéressantes pour étudier la structure des composants.
Les métriques de granularité composant se révèlent elles aussi intéressantes : CA ,
CE et Dep ont des distributions qui nous permettent de voir l’importance d’un compo-
sant et son degré de liaison avec les autres composants et ce qui nous aide par la suite
à étudier le potentiel de réutilisation des composants.
4.2.5 Discussion
L’analyse des résultats de mon expérimentation peut être faite en considérant deux
points de vue : celui du développeur de composants et celui de l’architecte qui réutilise
et assemble les composants préalablement développés. Le premier est préoccupé par la
qualité interne des composants ainsi que de leurs interfaces. Le second est préoccupé
par l’évaluation globale de la qualité pour toute l’application. Nous allons discuter les
résultats obtenus selon ces deux points de vue.
4.2.5.1 Le point de vue du développeur
La Figure 4.5 montre qu’un petit nombre de composants détient des valeurs de Nc
et Na très élevées. D’autres composants sont, à l’inverse, très petits. Les composants
les plus gros semblent être le noyau des applications.
Quand on examine la répartition de la métrique PDC (boîte à moustaches (d) de
la Figure 4.6), on remarque que les 10 applications contiennent des composants ayant
des cycles. Par conséquent, l’un des deux critères les plus importants pour garantir la
ﬁabilité d’un composant n’a pas été assuré. Toutefois, avec une médiane égale à 0 pour
la plupart des applications (9/10), la moitié des composants de ces applications n’ont
pas de cycles.
Une recommandation généralement formulée dans la littérature est qu’un composant
indique doit fournir une fonctionnalité unique ou un ensemble cohérent sémantiquement
de services (donc un nombre restreint de packages exportés). Cette recommandation
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doit être autant que possible respectée par les développeurs. Mais, comme le montre
la Figure 4.7, il y a beaucoup de valeurs extrêmes pour la plupart des applications
(par exemple 65 packages exportés pour le même composant de l’application Birt).
Par conséquent, les développeurs doivent faire plus attention au nombre de packages
destinés à être utilisés par les autres composants. Exporter un grand nombre de pa-
ckages signiﬁe que le composant a plusieurs fonctionnalités. Il serait préférable de le
décomposer en plusieurs composants [HPM11].
L’abstraction est très similaire pour tous les packages exportés dans toutes les ap-
plications. En eﬀet, la plupart des valeurs sont comprises entre 0 et 0,3 ce qui signiﬁe
qu’ils sont beaucoup plus concrets qu’abstraits. Ce constat est préoccupant car pour
éviter l’interdépendance entre les composants (pour faciliter une bonne réutilisation et
maintenabilité) les packages à exporter doivent de préférence contenir des interfaces ou
des classes abstraites (et non des classes concrètes).
Après les remarques faites ci-dessus, il est clair que les développeurs de composants
passent outre certains principes concourant à la qualité interne des composants. Ils ne
respectent pas en particulier la règle selon laquelle un composant doit être une entité
sémantiquement cohérente, sans cycles internes et masquant au maximum sa structure
interne [Lak96].
4.2.5.2 Le point de vue de l’architecte
À Partir de la Figure 4.8, je constate que le couplage entre les composants (CA et
CE) sont faibles pour toutes les applications. En outre, en analysant la médiane pour
les métriques ExpP, Nc et RTD, je conclus que le nombre d’appels de classes entre
les packages exportés reste relativement élevé (environ 100 appels par package). Cela
montre qu’une bonne conception des applications a été menée. Malgré un couplage
faible entre composants, les connexions existantes ont une bonne « épaisseur » de
communication. Les composants ont été bien assemblés malgré une conception interne
perfectible.
4.2.6 Synthèse
En proposant et distinguant des métriques liées à la construction de composants
et celles liées à la construction d’applications, j’ai observé un aspect inattendu de la
pratique du CBSE : les architectes (les utilisateurs de composants) semblent connaître
et respecter les grands principes de l’orientée composant, tandis que les développeurs de
composants semblent les ignorer ou pire ne pas les respecter. L’utilisation de l’approche
orientée objet comme sous-couche est peut être à l’origine de cela. Souvent, lors de la
construction d’un composant, le développeur réutilise des classes existantes. Ainsi, la
qualité du composant se dégrade car ce dernier est un module assez spécial diﬀérent




L’objectif de ce chapitre était de montrer qu’il est possible d’identiﬁer des métriques
du monde procédural ou objet applicables et donc calculables dans le monde composant.
Une suite de 13 métriques a été ainsi proposée pour couvrir les 3 points de vue que je
juge fondamentaux : la structure interne d’un composant, son interface, les relations
entre les composants d’une application. Ces trois points de vue sont : pour les deux
premiers d’intérêt pour le développeur de composants, pour les deux derniers d’intérêt
pour l’architecte concevant une application.
Une étude expérimentale sur 10 applications OSGi a été menée aﬁn de montrer que
cette liste de métriques véhicule une information discriminante qui peut aider à analyser
la "nature" structurelle des composants et des applications à base de composants. Il a
été en particulier possible de dresser un état de l’art des pratiques de développement
actuels mettant en lumière : a) le manque de préoccupation des développeurs pour la
qualité interne des composants qu’ils développent, b) à l’inverse les architectes semblent
plus respectueux aux règles de conception.
Pratiquement, chaque nouvelle métrique doit maintenant être validée sémantique-
ment. C’est-à-dire qu’il faut démontrer que ces métriques (internes) sont de bons indi-
cateurs (i.e. corrèlent) de la qualité externe observée. Le prochain chapitre comportera
cette étape de validation. Le chapitre suivant ira plus loin encore, puisqu’il proposera,
partant de ces métriques, la construction de modèles pour prédire certaines propriétés
externes de composants.
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Les métriques du monde procédural et objet identiﬁées précédemment ont prouvé
leur utilité en fournissant des informations intéressantes sur la structure des compo-
sants et des applications logiciels. Mais, il s’agit de la mise en évidence de propriétés
structurelles internes, il est nécessaire maintenant de prouver que les propriétés internes
révélées sont eﬀectivement de bons prédicteurs de propriétés externes d’intérêt pour les
développeurs et les architectes. En d’autres termes que ces métriques sont valides «
sémantiquement » pour la qualité dans le sens où elles corrèlent eﬀectivement (donc
permettent de prédire) la qualité externe de composants ou d’applications.
Dans ce chapitre, j’entreprends de réaliser cette validation. Les deux mesures ex-
ternes de la qualité retenues dans cette étude sont : le nombre de révisions que subissent
les composants et le nombre de bugs détectés par composant. Ces deux mesures sont en
eﬀet fréquemment utilisées dans la construction de modèles prédictifs de maintenabilité
pour les applications orientés objets.
La première section 5.1 décrit les diﬀérentes étapes du processus de validation suivi.
La section suivante 5.2 donne et discute les résultats obtenus sur la relation entre
chacune des métriques pris isolément et les 2 mesures externes retenues.
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5.1 Processus de validation des métriques
Comme cela été évoqué dans la partie état de l’art, diﬀérentes méthodes ont été
proposées dans la littérature pour valider l’intérêt de métriques internes. La méthode
que j’ai retenue est de nature empirique. Elle vériﬁe in vivo la corrélation des métriques
avec deux mesures externes. Ce type de validation est souvent considéré comme le plus
pertinent dans la littérature.
5.1.1 Description du processus
Le processus de validation empirique choisi réclame le suivi d’une démarche précise
qui consiste principalement à capitaliser dans une base de données les informations ob-
tenues grâce d’une part aux métriques candidates et d’autre part à des mesures externes
(ici les révisions et les bugs d’un composant) obtenues sur de véritables applications.
Les sous-sections qui suivent vont présenter le processus retenu puis détailler certaines
de ces étapes.
5.1.1.1 Étapes du processus
Le processus utilisé pour cette étude a comporté les étapes qui suivent :
1. Sélectionner des applications test. Ces applications doivent posséder un histo-
rique suﬃsant, aussi complet que possible et facilement exploitable automati-
quement.
2. Extraire de l’historique des applications les 2 mesure externes identiﬁées et cal-
culer les métriques (internes) candidates sur les versions concernées des applica-
tions.
3. Choisir la méthode statistique adéquate pour analyser la nature de l’association
entre les mesures internes et externes. Dans cette expérimentation, j’ai utilisé le
coeﬃcient de détermination après avoir jaugé le degré de signiﬁcation de chaque
variable.
4. Étudier la dépendance entre les métriques internes candidates et les mesures
externes en utilisant la méthode statistique sélectionnée.
Je vais détailler maintenant les étapes de sélection des applications, d’extraction
des données et de choix des outils statistiques utilisés.
5.1.2 Applications sélectionnées
Mesurer des attributs externes de la qualité telle que la maintenabilité n’est généra-
lement pas une tâche facile. Il est nécessaire de se doter d’outils facilitant au maximum
l’extraction automatique des données dont on a besoin. Le choix des outils disponibles
est donc souvent un préalable au choix même des applications. Après avoir évalué les
solutions de gestion de code existant, j’ai choisi d’user du logiciel de gestion de versions
Git et d’utiliser un système de gestion de rapports et de suivi des problèmes qui lui
était compatible : Jira complété par une extension de requêtage FishEye.
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Parmi les applications bénéﬁciant d’un dépôt Git, j’ai décidé de m’appuyer sur
3 applications : BIRT, OSEE et STEM. Ces 3 applications ont été retenues car : a)
elles oﬀrent un historique détaillé et exploitable par les outils cités pour les 2 mesures
externes retenues (les révisions et les bugs), b) elles ont un cycle de vie de plusieurs
années avec une activité soutenue. Elles ont donc connu de nombreuses maintenances













BIRT 12 2345 58% 62%
OSEE 40 23285 85% 30%
STEM 31 12086 49% 22%
Table 5.1 – La description des deux mesures externes utilisées pour les trois applica-
tions de test
Le Tableau 5.1 présente quelques informations sur chaque application. La 1ère co-
lonne indique la période de maintenance pendant laquelle j’ai considéré les données de
l’application concernées. Ces périodes varient selon la disponibilité et la complétude des
données de l’application. La 2ème colonne renseigne sur le nombre des révisions qu’a
subies chaque projet. Ce nombre diﬀère d’une application à l’autre. La 3ème colonne
du tableau présente la part des composants aﬀectés par au moins une révision. Sur ce
point une diﬀérence a été notée entre les trois applications. À titre d’exemple, dans
le projet OSEE 85% des composants ont été révisés au moins une fois alors que dans
l’application STEM seulement 49% des composants ont été révisés. La dernière colonne
du tableau indique le pourcentage de maintenance corrective (liée principalement aux
bugs) qu’ont subi les composants d’une application.
5.1.3 Extraction des données
5.1.3.1 Les outils utilisés
Le système de gestion de versions Git permet la manipulation des versions des
ﬁchiers d’un projet développé par plusieurs développeurs. Cet outil conserve tout chan-
gement qui présente des informations importantes dans la vie d’un projet. Il donne un
aperçu de l’historique et permet de collecter des données liées à l’évolution d’un logiciel.
Dans Git, toutes les révisions faites au ﬁl du temps sont par défaut considérées dans
la branche principale appelée « master ». La Figure 5.1 illustre le fonctionnement du
référentiel GIT. En eﬀet, tous les commits des autres branches se retrouvent fusionnés
dans la branche principale. Dans cette étude, le journal d’information log récupéré est
complètement exploitable depuis l’outil de gestion et de suivi des problèmes Jira.
Jira est un système qui fournit les rapports sur les bugs et les nouvelles fonction-
nalités déclarés par les développeurs. Cet outil est développé par Atlassian Software
System. Il peut être intégré à plusieurs outils populaires de gestion de versions comme
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Figure 5.1 – Le modèle GIT
Git, Subversion et CVS. L’outil JIRA est basé sur le concept d’"issue". Chaque nou-
velle demande de fonctionnalité ou rapport de bug est appelé un « problème » (issue)
dans JIRA. L’outil propose diﬀérents champs pour chaque problème. Chaque champ
contient une propriété du problème, par exemple son statut (open,resolved, tested,
closed), sa priorité, sa date de création, des commentaires des développeurs, etc. Ces
données peuvent être exportées dans des ﬁchiers XML ou CSV.
FishEye est également un outil d’Atlassian. Il s’intègre totalement dans Jira. C’est
un navigateur de référentiel permettant aux développeurs de contrôler ce qui se passe
dans le référentiel du code source. L’outil FishEye me permet de construire des requêtes
avec son langage EyeQL. La Figure 5.2 ci-après donne un exemple de requête. Celle-ci
me permet de collecter rapidement et d’une manière eﬃcace les statistiques de révision
d’une version d’un logiciel.
5.1.3.2 Extraction des métriques et des 2 mesures externes
Pour obtenir le nombre total de révisions d’un composant et les changements qui ont
été comptés en termes d’ajout, suppression ou de modiﬁcation pour chaque composant
au cours d’une période de maintenance donnée, j’ai utilisé des requêtes EyeQL.
Ci-dessous, un exemple de requête dans l’outil FishEye.
select revisions from dir "/"
where (on branch master and path like "**/*.java"
and date >= 2011-05-02T23:00:00.00Z )
order by date desc
return comment, path
Cet exemple illustre le principe d’extraction des révisions pour l’application STEM.
J’ai choisi la branche master car elle contient le plus grand nombre d’activités de main-
tenance. Dans cet exemple, seules les révisions qui sont postérieures à la date de la
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Figure 5.2 – FishEye [Fis]
dernière version sont prises en considération. En plus du nombre des révisions, j’intègre
le chemin d’accès, aﬁn d’associer les révisions à leur composant. En eﬀet, les codes
sources sont organisés de façon à ce que chaque élément possède son propre chemin
d’accès.
L’extraction des données relatives aux bugs est plus délicate. Selon Erdil, la mainte-
nance du logiciel comporte quatre types d’action : corrective, adaptative, perfective, et
préventive [EFK+03]. Il est donc nécessaire de diﬀérencier ces diﬀérents types d’action
pour identiﬁer celles qui relèvent uniquement de la correction des bugs (donc d’une
action corrective). J’ai donc examiné les logs en utilisant de requêtes comportant des
mots clés tels que «ﬁxed bug». Cette approche a déjà été utilisée avec succès dans plu-
sieurs travaux tel que celui de [KZPW06]. Parmi toutes les révisions retournées par mes
requêtes, on peut ensuite déterminer celles liées à la maintenance corrective par une
simple recherche de mots comme "Bug" et "# number" dans le champ "commentaire"
retourné. Cette méthode a été employée par [KZPW06].
Les 13 métriques candidates sélectionnées dans le chapitre précédent ont été ensuite
calculées sur la version concernée par l’extraction des révisions et des bugs.
5.1.4 Techniques statistiques utilisées
Le coeﬃcient de corrélation R, de détermination R2 et la p-valeur (p-value) sont
des valeurs statistiques qui permettent de conﬁrmer ou d’inﬁrmer la relation existant
entre deux variables.
Coefficient de détermination R2. Bien que le coeﬃcient de corrélation de Pear-
son (noté souvent R) soit plus connu, le coeﬃcient de détermination (le carré du coeﬃ-
cient de corrélation R de Pearson) qui indique le pourcentage de variance expliqué est
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considéré comme plus signiﬁcatif [CTR83]. C’est le carré du coeﬃcient de la corrélation
R. Il mesure la proportion de la variation d’une variable dépendante (y) qui peut être
"expliquée" par la variation de la valeur de la variable indépendante (x) [CTR83, Tay90].
Il varie de 0 à 1. Un R2 très proche de 0, indique que les deux variables sont peu ou pas
associées tandis qu’un coeﬃcient de détermination proche de 1, conﬁrme l’existence
d’une relation entre les deux variables. Cette technique retourne comme résultat un
pourcentage qui le rend plus facile à interpréter. Si un coeﬃcient de corrélation de R
= 0,20 a été observé entre les variables x et y, alors le coeﬃcient de détermination R2
= 0,04. Cela signiﬁe que seulement 4% de la variation totale de la variable y peut être
expliqué par une variation de la variable x.
p-value mesure le degré de conﬁance qu’on peut avoir dans les valeurs obtenues.
Une p-value petite signiﬁe que statiquement la signiﬁcation est bonne. Elle est géné-
ralement comparée à la valeur α ﬁxée par l’utilisateur (dans notre cas 0,05) comme le
seuil de signiﬁcation statistique. Une valeur de p-value faible (<α) est nécessaire pour
interpréter un résultat.
5.2 Résultat
Les résultats sont présentés dans les sous-sections qui suivent selon les 2 mesures
externes. La première sous-section concerne la comparaison des métriques avec la me-
sure nombre de révisions et la deuxième avec la mesure nombre de bugs. Pour chacune
des métriques, le coeﬃcient de corrélation, R, de détermination R2 et la valeur de la
signiﬁcation statistique (p-value) sont fournis.
5.2.1 Corrélation avec les révisions
Le Tableau 5.2 synthétise la relation de chacune des métriques avec le nombre des
révisions.
La plupart des métriques sont statiquement signiﬁcatives : leur p-value < 0.05. Il
y a cependant quelques exceptions : Abs pour BIRT et OSEE, CA pour OSEE et Dep
pour BIRT. Dans ces 4 situations, il n’est pas souhaitable d’interpréter les résultats.
Dans toutes les autres situations à l’exception de Dep, on peut constater, pour au moins
deux applications sur 3, la présence d’une corrélation plus ou moins importante avec le
nombre de révisions.
On note également que les résultats obtenus pour l’application OSEE diﬀérent de
manière signiﬁcative des deux autres. Non contente de présenter des valeurs de 30 à
60% plus faibles pour quasiment toutes les métriques pour lesquelles une corrélation
signiﬁcative est observée (sauf pour CE pour laquelle elle domine les 2 autres), elle ne
manifeste, elle, aucune corrélation pour RC et ExpP contrairement aux deux autres
applications. Cette application semble donc respecter des propriétés structurelles diﬀé-
rentes des deux autres. Sa structure est par exemple moins « régulière ». En revenant à
la Figure 4.3, on peut en eﬀet noter que cette application présente des distributions mar-
quées par un nombre plus important de valeurs aberrantes. Les résultats sont largement
inﬂuencés par ces nombreuses valeurs aberrantes. Il serait intéressant de déterminer les
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METRICS BIRT OSEE STEM
r R2 p-value r R2 p-value r R2 p-value
NP 0.781 0.610 <0.0001 0.667 0.446 <0.0001 0.806 0.651 <0.0001
Nc 0.842 0.710 <0.0001 0.697 0.487 <0.0001 0.725 0.526 <0.0001
Na 0.808 0.654 <0.0001 0.515 0.266 <0.0001 0.911 0.831 <0.0001
LTD 0.786 0.618 <0.0001 0.697 0.487 <0.0001 0.870 0.758 <0.0001
PDC 0.808 0.654 <0.0001 0.604 0.366 <0.0001 0.801 0.642 <0.0001
ACD 0.786 0.517 <0.0001 0.607 0.369 <0.0001 0.903 0.816 <0.0001
RC 0.808 0.417 <0.0001 0.194 0.038 0.05 0.617 0.381 <0.0001
ExpP 0.577 0.331 <0.0001 0.228 0.052 0.02 0.804 0.647 <0.0001
Abs 0.167 0.028 0.0629 - 0.01 0.0001 0.919 0.502 0.253 <0.0001
RTD 0.768 0.591 <0.0001 0.555 0.309 <0.0001 0.838 0.703 <0.0001
CA 0.621 0.386 <0.0001 0.118 0.014 0.2 0.824 0.679 <0.0001
CE 0.583 0.3438 <0.0001 0.637 0.406 <0.0001 0.354 0.126 0.0006
Dep 0.01 0.0001 0.902 0.293 0.086 0.003 - 0.214 0.046 0.044
Table 5.2 – Coeﬃcients de corrélation et de détermination entre les métriques internes
et la mesure externe révision
raisons d’une telle hétérogénéité sur le plan structurel : peut être la conséquence de
personnalités ou de groupe de développeurs adoptant des approches de développement
radicalement diﬀérentes au sein d’un même projet.
Les résultats obtenus pour les métriques internes de taille (NP, NA et NC) et de
dépendance interne (LTD, ACD et PDC) indiquent qu’il existe une corrélation élevée
entre ces métriques et le nombre de révisions pour les trois applications choisies. Le
pourcentage de variance expliqué est en moyenne supérieur à 53% pour toutes ces mé-
triques. Par ordre décroissant de corrélation on a : LTD (62%), Na, Nc, NP, ACD, PDC.
Seule la métrique RC présente une corrélation modeste avec le nombre des révisions
(de l’ordre de 40% sans OSEE mais 28% avec). Pour NP et NC, au minimum 44% de
la variance est expliquée avec une moyenne élevée pour les 3 applications de l’ordre de
57% (cela correspond à une corrélation r=0,70). Na présente, elle, une plage de corré-
lation plus large de 26,6% (OSEE, toujours elle) à 83,1% (STEM). Sans l’application
OSEE, la métrique Na présenterait cependant les meilleures valeurs de corrélation. On
peut s’interroger sur cette faible corrélation. Si l’on admet qu’une bonne programma-
tion plébiscite l’usage d’interfaces et de classes abstraites comme outil de découplage et
de généricité, alors l’application OSEE semble ne pas augmenter proportionnellement
son nombre de classes avec celui de ces classes abstraites et interfaces. Sur la base de
ces seules données, on peut craindre (à vériﬁer dans le code) que ces composants soient
moins bien conçus en interne que ceux des deux autres applications.
Cette étude conﬁrme cependant sans surprise que comme dans les autres para-
digmes, la « taille », la « complexité » et cela peu importe le niveau de granularités
(classe ou package) et le point de vue (mesurée via le nombre d’éléments ou de dépen-
dances) demeure un très bon indicateur de propriétés externes comme ici le taux de
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révision. Les diﬀérents modes de calcul de cette « taille » que nous avons choisis (par
les classes, les packages ou les dépendances) d’évaluer semblent ici tous concluants.
Ainsi NP et NC semblent oﬀrir le même niveau de corrélation ; bien que la première
soit bien plus facile à calculer et à biaiser que la seconde (on peut mettre plus ou moins
de classes dans un package). Les dépendances internes entre éléments sont autant in-
formatives voir plus que le nombre des éléments, mais délicates à calculer. De plus les
outils ne garantissent pas toujours des calculs reproductibles entre eux sur ce genre de
métriques complexes. La métrique NP semble donc oﬀrir ici un excellent compromis
ﬁabilité, simplicité, eﬃcacité dans le paradigme composant.
Les métriques du point de vue interface (ExpP en tout cas car Abs présente deux
valeurs non signiﬁcatives sur 3 donc son interprétation est plus hasardeuse) sont plus
modestement corrélées que les métriques internes avec le nombre des révisions à l’ex-
ception de la métrique Exp qui semble bien corrélée avec le nombre de révisions dans le
cas de l’application STEM (64,4% de variance expliquée). Ceci est lié au grand nombre
des packages exportés par les composant de cette application. Ce faisant, la partie inter-
face d’un composant devient par transitivité un marqueur fort de sa structure interne,
donc de sa taille. Le masquage d’information est ici moins bien respecté qu’ailleurs. La
métrique Abs dans l’application STEM est signiﬁcative mais très modestement corrélée
(25,5% de variance expliquée seulement). Ces corrélations pour STEM sont sans doute
liées à la faiblesse du masquage d’information pour cette application. Une pratique de
conception qu’il faut cependant soigner pour augmenter le potentiel de réutilisabilité
d’un composant. Cette corrélation modeste est en soit un résultat sans surprise. Toutes
les études, dans tous les paradigmes ont observés que la taille est souvent un marqueur
fort de reprise potentiel de code et de bugs. A l’inverse, une interface a pour objectif de
masquer cette complexité interne autant que possible. Toute métrique de point de vue
interface (quantiﬁant la partie visible d’un composant) doit être de préférence haute-
ment décoréllée de la taille de la partie interne d’un composant. Il est donc rassurant
d’observer une corrélation faible. Le cas de STEM n’est donc pas rassurant. Ces mé-
triques sont donc de peu d’utilité pour prédire les révisions. Mais cela ne signiﬁe pas
pour autant qu’elles soient inutiles. Des études complémentaires seraient à mener. Le
bon sens (à vériﬁer cependant) tendrait à penser que des métriques comme ExpP at
Abs constituent de bons prédicteurs de mesures externes liées à des facteurs tels que la
réutilisabilité.
Pour les métriques du point de vue application, on note que la métrique RTD oﬀre
le niveau de corrélation le meilleur (une moyenne de 53%, CA tombe en moyenne à
36% et CE à 29%) ; surprenant pour RTD, presque du niveau des métriques internes
de taille ou de dépendance. Ce n’est pas nécessairement une bonne nouvelle car cette
métrique de niveau classe quantiﬁe « l’épaisseur » des relations entre les composants
alors que CA et CE quantiﬁe leur nombre. Le principe de découplage voudrait que ce
nombre et cette épaisseur soit aussi faible que possible, en tout cas décorrélés de la
complexité interne d’un composant. Or, pour BIRT et surtout STEM, RTD se montre
un révélateur de la complexité interne d’un composant. Sans surprise STEM pour les




La métrique Dep ne corrèle pas avec le nombre des révisions (moyenne pour les
3 applications de 4%). Elle semble donc ineﬃcace pour cette mesure externe. Ce qui
ne signiﬁe pas qu’elle ne puisse être utile à la prédiction d’autres types de mesures
externes.
5.2.2 Corrélation avec les bugs
Le Tableau 5.3 résume les résultats de corrélation des métriques avec le nombre de
bugs.
METRICS BIRT OSEE STEM
r R2 p-value r R2 p-value r R2 p-value
NP 0.744 0.555 <0.0001 0.595 0.355 <0.0001 0.655 0.430 0.0001
Nc 0.760 0.579 <0.0001 0.618 0.382 <0.0001 0.712 0.508 <0.0001
Na 0.776 0.603 <0.0001 0.464 0.218 <0.0001 0.824 0.679 <0.0001
LTD 0.752 0.566 <0.0001 0.620 0.385 <0.0001 0.784 0.615 <0.0001
PDC 0.761 0.580 <0.0001 0.537 0.289 <0.0001 0.715 0.512 <0.0001
ACD 0.594 0.353 <0.0001 0.508 0.259 <0.0001 0.846 0.716 <0.0001
RC 0.569 0.324 <0.0001 0.212 0.045 0.033 0.728 0.531 <0.0001
ExpP 0.440 0.194 <0.0001 0.219 0.048 0.028 0.645 0.417 0.0001
Abs 0.372 0.139 <0.0001 - 0.044 0.002 0.946 0.535 0.287 0.002
RTD 0.158 0.025 0.07 0.462 0.214 <0.0001 0.767 0.589 <0.0001
CA 0.697 0.487 <0.0001 0.3 0.009 0.33 0.788 0.621 <0.0001
CE 0.571 0.327 <0.0001 0.568 0.323 <0.0001 0.151 0.023 0.4
Dep 0.621 0.386 <0.0001 0.266 0.071 0.007 - 0.077 0.006 0.67
Table 5.3 – Les coeﬃcients de corrélation et de détermination entre les métriques
internes et la mesure externe bug
La plupart des métriques sont statiquement signiﬁcatives (leur p-value < 0.05), avec
quelques exceptions : RTD pour BIRT, Abs et CA pour OSEE, CE et Dep pour STEM.
Dans ces 5 situations, il n’est pas souhaitable d’interpréter les résultats. Dans toutes
les situations interprétables à l’exception de Dep, on peut constater pour au moins
deux applications sur 3 la présence d’une corrélation plus ou moins importante avec le
nombre de révisions.
Comme pour les révisions, les métriques relatives à la taille et à la dépendance
interne d’un composant corrèlent avec le nombre des bugs. Mais il faut noter que la
part de la variance expliquée est plus faible que pour les révisions avec une diminution
de la variance expliquée de l’ordre de 10%. Par ordre décroissant de corrélation on a :
LTD (avec 52% de variance expliquée en moyenne pour les 3 applications), Na, Nc,
PDC, NP et ACD (avec 44%). On retrouve pour l’essentiel l’ordre obtenu pour les
révisions. Cela signiﬁe que plus la taille et la complexité d’un composant sont grandes,
plus le composant a des chances de se montrer défectueux. Comme pour les révisions,
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RC est toujours la métrique interne la moins corrélée (avec une moyenne de variance
expliquée qui tombe à 30%).
Les métriques du point de vue interface (ExpP avec 22% et surtout Abs avec 14% de
variance expliquée en moyenne) sont très faiblement corrélées ; a un niveau comparable
à celui de Dep (15%) qui pour les bugs cependant corrèlent un peu plus que pour les
révisions (4%).
Les métriques de dépendances externes relatives au point de vue application d’un
composant corrèlent à peine mieux. CA est la métrique qui corrèle le mieux (37% de
variance expliquée en moyenne pour les 3 applications) devant RTD (28%) et CE (22%).
En général, les résultats de coeﬃcients de détermination obtenus entre les métriques
internes et les révisions d’une part et les bugs d’autre part semblent plutôt similaires.
On constate que parmi les treize métriques utilisées dans cette étude, il n’y a pas de
métriques fortement corrélées avec les bugs pour toutes les applications. LTD est en
eﬀet la meilleure métrique interne en moyenne mais corrèle faiblement pour l’appli-
cation OSEE. Cela signiﬁe qu’il n’y a pas une métrique typique pour l’ensemble des
applications à base de composants.
5.3 Discussion
Le Tableau 5.4 récapitule les résultats et les interprétations provenant des sous-
sections précédentes.
Comme, il y a des similarités notées entre les deux mesures externes, le tableau se
limite à fournir les résultats pour la mesure externe uniquement nombre de révisions.
Les étoiles de la dernière colonne du Tableau 5.4 ont été déduites de la moyenne du
R2 obtenu au Tableau 5.2 tout en excluant les valeurs aberrantes.
Les métriques de granularité classe, qui me semblaient diﬃciles à interpréter dans
le chapitre précédent, corrèlent bien avec la mesure externe nombre de révision. Dans
la pratique, le nombre de classe d’un composant est capable de nous prédire la mesure
externe révision avec un pourcentage allant jusqu’à 70% dans le cas de l’application
BIRT (métrique Nc). Les dépendances entre les classes d’un même composant nous
permettent elles de prédire 75% du nombre des révisions (métrique LTD pour STEM).
Les dépendances entre composants via les classes permettent de prédire 70% de la
variance avec la métrique RTD .
Les métriques du point de vue Interface ne sont pas intéressantes pour prédire le
nombre des révisions. Mais cela reste à vériﬁer avec d’autres mesures externes. La réuti-
lisabilité est une mesure plutôt intéressante pour ce type de métrique. Les métriques du
point de vue composant CA et CE ne sont pas pertinentes avec cette mesure externe
sauf les quelques exceptions notées tel que le cas de CA dans le cas de STEM pour
prédire le nombre des révisions. Il faudrait vériﬁer toutes ces métriques avec d’autres
exemples (d’autres mesures externes et d’autres applications).
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NP Package Yes **
NC Class No **
Na Class No **
Int. Dep
metrics
LTD Class No ***
PDC Package Yes **
ACD Class No **
RC Class Yes *
Interface Metrics
ExpP Package Yes *
Abs Package Yes -
Application Metrics
RTD Class No **
CA Component Yes **
CE Component Yes *
Dep Component Yes -
Table 5.4 – Récapitulatif des résultats
5.4 Limite de travail effectué
Cette étude empirique présente plusieurs risques qui peuvent restreindre la généra-
lité et limiter l’interprétation des résultats. Dans ce qui suit, je discute les risques des
validités interne et externe de l’étude menée.
Cette étude a été menée en utilisant des applications OSGi mais je pense qu’elle est
reproductible pour d’autres frameworks pour la construction d’applications orientées
composants. Mais il est vrai que le calcul de certaines des métriques utilisées a été
facilité par l’infrastructure OSGi. Ceci est le cas par exemple pour la mesure de Abs.
En eﬀet, le framework OSGi identiﬁe clairement les packages exportés avec le ﬁchier
manifest. Mais l’identiﬁcation de l’interfaces des composant, à travers leur code source,
peut-être plus diﬃcile pour un autre framework. Toutefois, ces mesures dans d’autres
frameworks restent possibles.
Les mesures des métriques ont été réalisées avec un outil bien connu (SonarGraph)
pour lequel il existe une véritable politique d’exactitude. Il est donc raisonnable de
supposer que les mesures obtenues sont respectueuses des déﬁnitions « oﬃcielles »
des métriques. Un outil diﬀérent mesurant les mêmes métriques, doit donc fournir les
mêmes valeurs. Cependant, pour certaines métriques, parmi celles que j’ai choisies, il y
a quelques variations dans les déﬁnitions de la littérature et donc des implémentations
diﬀérentes. Ainsi, je ne peux pas garantir que l’utilisation d’un autre outil conduise aux
mêmes résultats.
nombre limité de systèmes évalués
Cette étude a porté sur un nombre limité d’applications : 10 applications OSGi.
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Néanmoins, ces applications ont été choisies pour présenter diﬀérentes tailles, diﬀé-
rentes équipes de développement et diﬀérents domaines applicatifs. J’ai une certaine
conﬁance dans les conclusions sur l’existence de caractéristiques communes quelques
soit le choix des applications. Cependant, toutes les applications sont développées avec
Java. Ainsi, je ne peux pas garantir le même résultat pour un autre langage à objets
(par exemple, C + +). En eﬀet, l’aspect structurel de Java peut faciliter l’identiﬁcation
de propriétés communes pour les composants, comme il peut en cacher d’autres. En
outre, cette étude est consacrée exclusivement à l’infrastructure OSGi. Ce framework
a des caractéristiques qui le diﬀérencient d’autres framework basés également sur les
langages à objets.
Par exemple, le concepts du paquetage et les possibilités de réﬂexivité dans le fra-
mework Fractal ou les classes additionnelles requises par le framework EJB sont sus-
ceptibles de changer la façon dont un composant est structuré. Ceci peut évidemment
provoquer un changement signiﬁcatif dans les plages requises pour certaines métriques.
Cette étude n’est donc probablement pas généralisable aux frameworks déﬁnissant des
composants et leurs relations très diﬀéremment de ceux d’OSGi.
Le processus de développement utilisé pour les applications étudiées est diﬀérent de
celui appliqué pour les logiciels commerciaux. La maintenance ne serait pas la même
pour des projets commerciaux. Le taux de la maintenance préventive et perfective pour-
rait être considérablement plus important. Malheureusement, je ne dispose pas de ce
type d’applications en accès libre. Néanmoins, l’analyse de logiciels open source est
intéressante, car ces applications ne disposent pas d’une méthode standard de dévelop-
pement et les applications utilisées dans cette étude ont été développées par des équipes
de développement diﬀérentes.
Le dernier risque concerne principalement la façon dont j’ai collecté le nombre des
bugs. En eﬀet, il est possible que les commentaires dans le gestionnaire de versions ne
soient pas toujours bien rédigés et que par conséquent, que j’aie pu manquer quelques
révisions liées à la correction de bugs. Pour vériﬁer la cohérence des données collectées
concernant les bugs, j’ai procédé comme suit : pour chacune des applications, j’ai ana-
lysé 10% de l’ensemble de révisions pris aléatoirement. Pour toutes les applications, la
proportion des révisions correspondant à une correction de bugs, de l’échantillon de 10
%, est équivalente à celle trouvée automatiquement à travers la requête écrites par le
langage EyeQL.
5.5 Résumé
Ma démarche a porté sur l’étude de la corrélation entre 13 métriques candidates et
les 2 mesures externes en utilisant comme outil de rejet la p-value. Mon étude montre
qu’il est possible de prédire le nombre des révisions et dans une moindre mesure des
bugs de certaines avec ces métriques. Au-delà des résultats dégagés, ce chapitre a montré
qu’il peut être intéressant de combiner les mesures, aﬁn de prédire l’existence des bugs
dans les composants. Dans le chapitre suivant, j’eﬀectuerai une régression logistique
multivariée, pour évaluer la capacité prédictive de ces métriques.
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Le chapitre précédent a mis en évidence une corrélation signiﬁcative entre certaines
des métriques candidates avec deux mesures externes : le nombre des révisions et de
bugs d’un composant. Certaines de ces métriques sont donc de bons indicateurs de ces
2 mesures externes. Ce chapitre propose d’aller un pas plus loin et d’étudier s’il est
possible d’outiller cette corrélation en établissant un modèle prédiction pour une de
ces 2 mesures : les bugs. Il s’agit d’une nouveauté puisque, à ma connaissance, aucun
travail à ce jour n’a été réalisé pour proposer de tels modèles de prédiction dans ce
paradigme.
Dans la première section 6.1 une démarche de prédiction de bugs est déﬁnie. Cette
démarche a été menée non pas dans l’esprit d’obtenir un certiﬁcat de qualité pour le
composant, mais plutôt d’améliorer la qualité et la performance des logiciels et par
la suite de réduire les coûts de maintenance des produits. Cette démarche utilise les
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métriques identiﬁées et les bugs, grâce à leur référentiel, pour construire un modèle de
prédiction pour la prochaine version du logiciel.
Dans respectivement 6.2 et 6.3 deux types modèles de prédiction sont construits et
cela pour six applications ; soit un total de douze modèles. Le premier type de modèle
a pour objectif de déterminer l’existence d’au moins un bug dans un composant. Le
second type de modèle sert à déterminer la fréquence des bugs dans un composant et
par la suite de juger sa probabilité de défaillance. Les principales questions abordées
lors de ces deux sections sont : (1) quel est le pourcentage de la variance de bugs
(variables dépendantes) que les mesures (variables indépendantes) peuvent expliquer ?
(2) les modèles de prédiction construits sont-ils performants ?
Dans la section 6.4 une comparaison des modèles de prédiction construits avec
d’autres modèles de prédiction dans la littérature est établie.
Enﬁn, dans la section 6.5, une discussion de plusieurs risques à la validité des mo-
dèles proposés est menée.
6.1 Étapes de construction d’un modèle de prédiction
La Figure 6.1 évoque les diﬀérentes activités du processus de construction des mo-
dèles de prédiction. Ce processus comporte 4 grandes étapes. Il est à répéter pour
chaque application.
1. Identification et traitement des variables indépendantes. Cette phase
consiste à :
— Explorer à l’aide du logiciel de gestion de versions le projet et extraire sa
version la plus adéquate ;
— Évaluer chaque composant logiciel en appliquant les métriques candidates
pour la version choisie ;
— Vériﬁer la présence ou non de colinéarité entre les mesures obtenues à l’aide
de la corrélation de Spearman ρ ;
— Dans le cas où les métriques sont fortement corrélées, obtenir une nouvelle
base de mesures non « redondantes » et aussi « complète » que possible par
la technique de l’analyse en composantes principales.
2. Identification et traitement des variables dépendantes. Les deux pre-
mières étapes de cette étape ont déjà été évoquées en détail dans le chapitre
précédent :
— Extraire à l’aide de requêtes EyeQL à partir du système de gestion et de
suivi des bugs, toutes les révisions d’une version déjà choisie ;
— Extraire à partir des commentaires sauvegardés du journal de log, tous les
bugs en utilisant les mots clés ;
— Étudier la distribution des bugs ;
— Convertir les bugs en variables dichotomiques.
3. Construction du modèle de régression. Il s’agit de :
— Choisir la technique statistique la plus adaptée à la nature de la distribution
des variables dépendantes ;
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Figure 6.1 – Processus suivi pour construire un modèle de prédiction
— Construire le modèle de prédiction en appliquant la régression logistique sur
les variables dépendantes et indépendantes.
4. Évaluation du modèle construit. Elle consiste à :
— Collecter de nouveaux composants sur lesquels obtenir la valeur constatée
des bugs ;
— Évaluer la puissance du modèle construit sur ces nouvelles données en com-
parant le résultat fournit par la prédiction avec la valeur réelle constatée.
Je vais maintenant détailler ces diﬀérentes étapes.
6.1.1 Applications sélectionnées
Dans cette étude, 6 projets ont été sélectionnés dans le processus de construction
du modèle de prédiction. Les critères pris en compte pour choisir ces applications sont
identiques à ceux identiﬁés dans le chapitre5. Ils visent à réduire le risque de biais liés
à des propriétés spéciﬁques (domaine, taille, équipe du développement, dépôt existant
de bugs).
Les six projets OSGi open-source sélectionnés pour réaliser cette étude sont : Glass-
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Fish 1 v.3.0 (4 ans) ; Knopﬂerﬁsh 2 v.3.1.0 (4 ans) ; Birt 3 v.3.7.0 (3 ans) ; Jonas 4 v.5.1.2
(4 ans) ; Equinox.RT 5 v.R3.8.0 (2 ans) ; et STEM 6 v.1.3.1 (2 ans).
Les systèmes de gestion de versions utilisés pour ces applications sont soit svn [CSFP04]
soit git [LM12].
— GlassFish est un serveur d’applications compatible avec Java EE de Sun Micro-
systems, elle contient 203 composants.
— Knopﬂerﬁsh est une implémentation java de la plateforme OSGi, elle contient
99 composants.
— BIRT (The Business Intelligence and Reporting Tool) est un projet de la com-
munauté Eclipse qui permet de générer des rapports pour les applications Web.
Il a été utilisé dans le chapitre 4. Ce projet comporte 93 composants.
— Jonas (Java Open Application Server) est un serveur d’applications qui implé-
mente l’ensemble des spéciﬁcations J2EE, développée dans le cadre du consor-
tium ObjectWeb. Elle contient 148 composants.
— Equinox.RT est une implémentation des spéciﬁcations du framework OSGi R5.
Cette application a été utilisée dans le chapitre 4. Elle contient 50 composants.
— STEM (Spatiotemporal Epidemiological Modeler) a été utilisée, de même, dans
le chapitre 4. Elle contient 88 composants.
6.1.2 Variables indépendantes
Il est courant de constater un niveau de corrélation important entre certaines mé-
triques. Sémantiquement, deux métriques logicielles sont dites colinéaires, si elles me-
surent à un certain degré la même propriété d’un composant. La multi colinéarité peut
malheureusement conduire à une estimation biaisée des paramètres de régression. Les
résultats du modèle de prédiction obtenu sont alors moins ﬁables. Il est donc important
de traiter au préalable la colinéarité éventuelle entre les métriques.
6.1.2.1 Corrélation entre les métriques
Les résultats de corrélation entre les métriques prises deux à deux pour une applica-
tion particulière (GlassFish) sont présentés dans le Tableau 6.1. Entre deux métriques,
cette table fournit d’une part la corrélation de Spearman (ρ) et d’autre part la conﬁance
statistique (p-value). Il faut bien sûr obtenir cette table pour chacune des 6 applica-
tions. Nous ne détaillons la démarche de réduction de la colinéarité que sur une seule
d’entre elles dans la suite.
Le Tableau 6.1 montre que pour l’application GlassFish les mesures sont très ma-
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Table 6.1 – La matrice de corrélation entre les métriques – (Application GlassFish)
dans plusieurs résultats. Pour limiter autant que possible le biais causé par cette multi
colinéarité, j’ai décidé d’appliquer une analyse en composantes principales.
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6.1.2.2 Analyse en composantes principales appliquée sur les métriques
L’analyse en composantes principales (ACP) est une technique utilisée pour réduire
la multi colinéarité ou le nombre des dimensions d’un ensemble de données. Avec l’ACP,
un petit nombre de combinaisons linéaires de variables, appelées axes ou composantes
principales, deux à deux non corrélées, sont identiﬁées. Le nombre des axes retenus est
fonction du taux de variance que l’on souhaite pouvoir expliqué (éventuellement l’inté-
gralité). Ce sont ces axes, non corrélés qui seront utilisés comme variables indépendantes
en entrée pour construire des régressions aussi optimales que possible.
Les composantes principales Le Tableau 6.2 montre l’extraction des axes faite par
une ACP dans le cas de l’application GlassFish. Pour chaque axe classé par ordre d’im-
portance (en usant de sa valeur propre qui indique la variation de l’axe), le pourcentage
de la variance qu’il explique, et, par ordre de classement des axes, le pourcentage cumulé
de la variance. Pour chaque axe, on retrouve le niveau de corrélation de chacune des
métriques vis-à-vis de cet axe. La connaissance de ces corrélations peut être importante
pour donner du « sens » à un axe particulier.
En se basant sur la règle de Kaiser [Kai60], j’ai retenu seulement les axes dont
les valeurs propres sont supérieures ou égales à 1. En eﬀet, tout axe conservé doit
représenter au moins autant d’informations qu’une métrique de départ. Ce critère est
fréquemment utilisé pour décider du nombre d’axes à retenir.
Axe1 Axe2 Axe3
Valeur Propre 2.80 1.29 0.997




NP 0.871 -0.253 -0.063
NC 0.917 -0.163 -0.089
NA 0.945 0.206 -0.017
LTD 0.899 0.0002 -0.195
PDC 0.899 0.125 -0.086
ACD 0.833 0.406 -0.250
RC 0.711 0.100 0.235
EXP 0.800 0.039 0.056
ABS 0.186 0.427 0.840
RTD 0.907 -0.286 0.076
CA 0.636 0.600 -0.095
CE 0.744 -0.474 0.261
DEP 0.316 -0.720 0.134
Table 6.2 – La variance totale expliquée et les axes de rotation des treize métriques
dans le cas de l’application GlassFish
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Le Tableau 6.2 montre que trois axes ont des valeurs propres supérieures ou très
proches du seuil de 1 (2.80, 1.29, et 0.997). Ces 3 axes sont donc retenus.
En se basant sur le pourcentage cumulé de la variance pour ces trois axes et la
contribution des treize métriques sur chacun d’entre eux, une interprétation de ces 3
axes est :
— Axe 1 : C’est le plus signiﬁcatif (la quantité d’informations véhiculée par cet
axe est la plus importante de tous les axes). Il décrit 60.66% de la variance de
l’ensemble de données. Il présente surtout les métriques de taille, de couplage et
de cohésion. Donc, cet axe caractérise clairement la complexité d’un composant.
— Axe 2 : Il représente 12.97% de la variance. Il est fortement corrélé avec la
métrique Dep, plus modestement avec CA, CE, Abs et ACD. Sa coloration est
plus délicate à identiﬁer. Il est cependant plutôt orienté dépendance.
— Axe 3 : est presque entièrement déterminé par le niveau d’abstraction des pa-
ckages à exporter (Abs) et capte 7.65% de la variance. Cela manifeste clairement
que cette métrique Abs est originale dans cet ensemble. Qu’elle mesure des pro-
priétés structurelles que les autres métriques n’abordent que très petitement.
Les treize métriques identiﬁées du départ sont réduites, en appliquant l’ACP, à
trois axes pour l’application Glassﬁsh. Avec ces trois axes, on peut capter 81.29% de
variance des composants logiciels. Ces trois axes deviennent pour la suite du proces-
sus de construction du modèle de prédiction les nouvelles variables indépendantes. La
régression sur la variable dépendante sera appliquée sur ces trois axes et non sur les
métriques identiﬁées initialement.
Le nombre des axes extraits pour les six applications Le Tableau 6.3 présente
les résultats pour les six applications. Pour chacune d’entre elles, on fournit le total des
axes retenus sur le critère de Kaiser et le pourcentage cumulé de la variance expliquée












Table 6.3 – Les axes extraits et la variance totale expliquée pour les six applications
À la lecture du Tableau 6.3 on constate qu’à l’exception de l’application knopﬂerﬁsh,
toutes les applications extraient 3 axes avec une bonne variance expliquée. La variance
la plus petite est celle de l’application Jonas qui n’explique que 76.20% de la variance
des données.
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6.1.3 Variables dépendantes
L’étude de la distribution statistique des variables dépendantes est très importante.
Elle permet de choisir le type de régression le plus approprié pour construire le modèle
de prédiction.
6.1.3.1 Les caractéristiques de la distribution
Le Tableau 6.4 détaille les caractéristiques de la distribution de la variable bug pour
les 6 applications : les quartiles, médianes, moyennes et étendu (min et max).
Project Min 25% Med 75% Max Mean
Glassﬁsh 0 0 6 25 1020 54.87
Jonas 0 0 2 7 654 13.91
Knopﬂerﬁsh 0 3.5 10 22 143 20.12
Birt 0 0 0 3 110 8.34
Equinox.RT 0 0 1 7 336 16.81
Stem 0 0 1 23 1566 70.10
Table 6.4 – La description des bugs pour les six applications
À partir du Tableau 6.4, on note des résultats similaires sur les six applications
étudiées. En eﬀet, deux traits apparaissent : (i) le nombre important des composants
logiciels ne comportant aucun bug et (ii) les composants contenant de nombreux bugs.
En me basant sur ces deux caractéristiques des distributions, j’ai décidé de créer
deux variables dépendantes binaires :
— BC (Buggy Component) est un composant logiciel qui contient au moins un
bug. La valeur de "BC" est ﬁxée à 1 lorsque un ou plusieurs bugs sont détectés
dans un composant autrement la valeur de "BC" est 0.
— BFC (Frequency Buggy Component) est un composant logiciel défectueux (pré-
sentant beaucoup de bugs). Pour considérer qu’un composant est défectueux, j’ai
comparé la quantité de bugs contenus dans un composant avec la moyenne des
bugs dans l’application. La valeur de "BFC" est ﬁxée à 1 lorsque le nombre de
bugs détectés dans un composant est supérieur à la moyenne des bugs dans
l’application sinon sa valeur est 0.
Le Tableau 6.5 illustre la distribution des deux nouvelles variables dépendantes BC et
BFC.
On remarque qu’il y a une diﬀérence importante entre les six applications pour la
distribution BC, i.e. 59.2% des composants n’ont aucun bug dans l’application Birt,
alors que seulement 17% des composants n’ont aucun bug dans l’application Knop-
ﬂerﬁsh. A l’inverse, on observe une similarité des distributions pour BFC. Pour les six
applications, comme le montre la dernière colonne du Tableau 6.5, un faible pourcentage
de composants ayant beaucoup de bugs a été noté. C’est knopﬂerﬁsh qui possède le plus
de composants défectueux avec 30% du total de ses composants, alors que l’application
Birt n’en compte que 18.4%.
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Table 6.5 – La distribution de BC et BFC dans les six applications
6.1.4 Choix du modèle de régression approprié
Le choix de la technique de régression la plus appropriée est essentiel pour la dé-
ﬁnition de modèles de prédiction performants. Plusieurs critères interviennent dans ce
choix. Le critère le plus important est le type de la distribution de la variable dépen-
dante.
6.1.4.1 Distribution des variables dépendantes
La Figure 6.2 présente un histogramme illustrant la quantité des bugs trouvés par
composant dans l’application GlassFish.
À partir de cet histogramme, on constate que la répartition est très asymétrique et
n’est pas gaussienne. Le test de normalité de Shapiro-Wilk sur les bugs le conﬁrme. Ce
test est particulièrement puissant pour les eﬀectifs réduits [SW65]. J’ai pu de la même
façon vériﬁer à partir de ce test qu’aucune des six applications n’a une distribution
normale. Il est souvent stipulé dans la littérature que dans le cas de distributions qui
ne sont pas gaussiennes, la régression de type linéaire n’est pas la technique la plus
appropriée. La nature des distributions en jeux m’a conduit à utiliser une technique de
régression de type logistique.
Dans ce qui suit, je présente les principales caractéristiques de cette technique.
6.1.4.2 Régression logistique
La régression logistique multivariée (MLR) est une technique statistique d’ana-
lyse des variables de réponse binaires, basée sur l’estimation du maximum de vraisem-
blance [HJL04]. Elle a déjà été utilisée avec succès dans plusieurs études pour construire
des modèles de prédiction de bugs pour les classes ou les modules. Ce modèle ne néces-
site pas une distribution normale des variables dépendantes. Il peut traiter des relations
non linéaires entre variables dépendantes et indépendantes.
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Figure 6.2 – Distribution des bugs par composant pour l’application GlassFish
L’équation de la MLR est déﬁnie comme suit :




Π : la probabilité qu’un composant logiciel contienne au moins un bug.
y : une variable dichotomique. Par exemple, y prend la valeur 1 lorsque le composant
logiciel comporte au moins un bug et 0 dans le cas contraire.
X1...Xn : les variables indépendantes (les axes retenus).
β0 : l’intercept.
β1...βn : les coeﬃcients de régression correspondant à X1...Xn
Pour évaluer la qualité de l’ajustement du modèle logistique, j’ai utilisé l’indicateur
de qualité pseudo-R 2. Cet indicateur représente le pourcentage de variation des données
expliquées. Il est semblable au coeﬃcient de détermination de la régression linéaire R2.
Plus la valeur de pseudo-R2 est grande, meilleure est la précision du modèle.
J’ai également évalué les performances des modèles de prédiction construits à l’aide
de la méthode de classiﬁcation des résultats. Cette méthode utilise une matrice dite de
confusion dont on trouve un modèle dans le Tableau 6.6.
J’ai également utilisé ces mesures usuelles dérivées de la matrice de confusion pour
évaluer à quel point le modèle de prédiction proposé permet de détecter les bugs :
(i) La précision calcule le rapport des bugs identiﬁés correctement parmi tous
les bugs détectés (Equ. 6.1) ;
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(ii) L’exactitude (en anglais accuracy) mesure le nombre des classiﬁcations
correctes (Equ. 6.2) ;
Exactitude =
TP + TN
TP + FP + FN + TN
(6.2)
(iii) Le rappel mesure le ratio des bugs prédits correctement qui sont sélection-





(iv) F-Mesure synthétise le rappel et la précision. Elle mesure la précision glo-





6.1.5 Évaluation du modèle de régression
Pour évaluer un modèle de prédiction, on a besoin d’un ensemble de données dif-
férent de celui utilisé pour la construction. Tant que nos données (le nombre des com-
posants logiciels par application) sont en faible quantité, il est nécessaire de construire
le modèle de régression sur la totalité de données, puis utiliser la technique de valida-
tion croisée [Sto74] pour mesurer la performance. Le même processus a été exécuté en
utilisant les diﬀérentes répartitions aléatoires 100 fois pour tester la performance du
modèle.
Dans cette étude, j’ai utilisé le logiciel statistique R 7 pour eﬀectuer les diﬀérentes
méthodes statistiques mentionnées [RTe13]. Le code de la validation croisée de l’appli-
cation GlassFish est fourni dans l’annexe B de ce mémoire.
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Figure 6.3 – Méthode d’évaluation du modèle de régression : validation croisée 100
fois
6.2 Le modèle de prédiction de l’existence d’un bug
Ce modèle permet de prédire l’existence d’un bug dans un composant logiciel. On
pose comme variable dichotomique y :






y = 1 sinon
avec :
n le nombre total de classes dans un composant donné ;
Et nbBug(c) le total des bugs dans une classe c.
6.2.1 Résultat des modèles BC
Le Tableau ci-dessous 6.7 donne les résultats obtenus de R2 Cox-Snell et R2 Nagel-
kerke pour les six applications. Ce sont deux indicateurs d’ajustement qui fournissent
une approximation de la variance expliquée par le modèle de prédiction. R2 Cox-Snell
n’atteint jamais le maximum théorique de 1. R2 Nagelkerke ajuste R2 Cox-Snell de
sorte que la valeur théorique s’étende à 1 et donc sa valeur est plus proche de la réalité.
Plus la valeur obtenue de ces indicateurs est élevée, plus la valeur prédite par le modèle
s’approche de la valeur observée.
Le Pseudo R2 Nagelkerke le plus élevé est dans l’application Knopﬂerﬁsh avec 52%
de la variance expliquée. A l’inverse, Jonas enregistre le pouvoir explicatif de la variance
de la variable dépendante le moins élevé avec seulement 20%. Globalement, la qualité
de l’ajustement de ces modèles laisse à désirer (moyenne et dans certains projets est
même faible). Toutefois, il est intéressant de consulter le tableau de classiﬁcation pour
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Table 6.7 – Qualité de l’ajustement des modèles de prédiction BC
vériﬁer la concordance des résultats obtenus plutôt que de se concentrer sur la variance
expliquée.
6.2.2 Analyse de la performance des modèles BC
Le Tableau 6.8 illustre les résultats de la classiﬁcation du modèle pour BC. L’objectif
est de vériﬁer les bonnes réponses parmi toutes les réponses obtenues. Pour chacune
des applications la précision, l’exactitude, le rappel, et la F-mesure sont rapportés.
Projet Exactitude Précision Rappel F-Mesure
GlassFish 0.782 0.708 0.755 0.731
Knopﬂerﬁsh 0.831 0.5 0.071 0.125
Birt 0.798 0.772 0.931 0.844
Jonas 0.699 0.608 0.359 0.451
Equinox.RT 0.681 0.611 0.611 0.611
Stem 0.763 0.727 0.592 0.653
Table 6.8 – Classiﬁcation de la performance des modèles de prédiction BC
Les modèles ont une exactitude globale élevée, la précision est bonne pour toutes
les applications et le taux de rappel est acceptable dans la majorité des applications à
l’exception de Knopﬂerﬁsh et Jonas. Donc les modèles sont précis, corrects et plus au
moins performants.
6.2.3 Validation croisée des modèles BC
Aﬁn d’évaluer la puissance des modèles de prédiction obtenus, je compare l’exac-
titude, la précision et le rappel obtenus par les modèles appliqués sur la totalité des
données (tous les composants d’un projet) avec celles issues d’un ensemble de test.
Le Tableau ci-dessus 6.9 présente la moyenne de l’exactitude, de la précision et
du rappel obtenus après avoir séparé les données de chacune des applications en 10
sous-ensembles aléatoires et répété l’étape d’évaluation pour chaque échantillon. La
diﬀérence entre les résultats obtenus avec les données initiales et ceux obtenus avec le
jeu de données de test est faible. Par conséquent, les résultats sont assez satisfaisants.
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Projet Exactitude Précision Rappel
GlassFish 0.564 0.352 0.314
Knopﬂerﬁsh 0.620 0.211 0.031
Birt 0.532 0.405 0.291
Jonas 0.500 0.556 0.562
Equinox.RT 0.500 0.550 0.516
Stem 0.488 0.521 0.477
Table 6.9 – Classiﬁcation des modèles BC après la validation croisée
6.3 Le modèle de prédiction de la fréquence des bugs
Dans cette section, l’objectif est de prédire la fréquence des bugs dans un composant
logiciels et par suite, déterminer si le composant est défectueux ou non.








y = 1 sinon
avec :
n : le nombre total des classes dans un composant donné ;
nbBug(c) : le total des bugs dans une classe c ;
Et nbBug : la moyenne des bugs de tous les composants de l’application.
6.3.1 Résultat des modèles BFC
À partir du Tableau 6.10, on note que les valeurs de pseudo-R2 se sont améliorés
pour les quatre applications GlassFish, Birt, Jonas et Equinox.







Table 6.10 – Qualité de l’ajustement des modèles de prédiction pour BFC
Le modèle construit à partir des données de GlassFish est de bonne qualité en terme
d’ajustement. Il possède un bon pouvoir prédictif avec un R2 Nagelkerke qui explique
70.9% de la variance de la variable dépendante. Les valeurs de pseudo-R2 présentent
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des résultats satisfaisants en particulier pour cette application et un eﬀet modéré pour
les autres.
6.3.2 Analyse de la performance des modèles BFC
Les résultats obtenus, à partir du Tableau 6.11, sont très semblables pour toutes
les applications. Tous les modèles enregistrent de bonnes performances. Les précisions
sont supérieures à 0.8, les rappels à 0.88 et les F-mesures à 0.84.
Projet Exactitude Précision Rappel F-Mesure
GlassFish 0.913 0.920 0.978 0.93
Knopﬂerﬁsh 0.783 0.800 0.888 0.842
Birt 0.887 0.899 0.970 0.933
Jonas 0.898 0.907 0.984 0.944
Equinox.RT 0.916 0.926 0.974 0.950
Stem 0.847 0.852 0.983 0.913
Table 6.11 – Classiﬁcation de la performance des modèles de prédiction BFC
Les résultats de prédiction sont proches de la fréquence réelle des bugs dans un
composant logiciel (l’exactitude est supérieure à 0.78 pour les six applications).
6.3.3 Validation croisée des modèles BFC
Le Tableau 6.12 présente les résultats obtenus suite à la validation croisée eﬀectuée
pour vériﬁer la capacité de généralisation du modèle BFC construit.
Projet Exactitude Précision Rappel
GlassFish 0.653 0.096 0.300
Knopﬂerﬁsh 0.591 0.272 0.222
Birt 0.629 0.176 0.285
Jonas 0.465 0.121 0.555
Equinox.RT 0.500 0.185 0.600
Stem 0.500 0.142 0.472
Table 6.12 – Classiﬁcation des modèles BFC après la validation croisée
D’après le tableau ci-dessus la performance des modèles obtenus à partir des données
des échantillons a diminué en comparaison de celle obtenue initialement. Les baisses les
plus importantes concernent GlassFish et Birt.
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6.4 Comparaison avec d’autres modèles de prédiction de
la littérature
Étant donné l’absence de modèles de prédiction dans le monde composant, j’ai
comparé les modèles que j’ai obtenus avec des modèles construits dans le paradigme
OO. Il est bien sûr délicat de comparer des modèles de prédiction issus de paradigmes
diﬀérents. Néanmoins, mon objectif est ici de comparer les performances des uns et des
autres dans le but de déterminer si les modèles que j’obtiens basés sur des métriques
non spéciﬁques au paradigme composant sont d’un niveau comparable, peuvent rivaliser
ou non, à des modèles obtenus dans des paradigmes usant de métriques propres à ce
paradigme, donc a priori plus à même d’atteindre une performance élevée.
Certains travaux dans le monde objet se sont limités à calculer la qualité d’ajus-
tement pour évaluer leurs modèles. Cette information n’est pas assez complète pour
juger d’une performance. D’autres utilisent des techniques de régression diﬀérentes de
la MLR. Pour une meilleure comparaison, je me suis limité aux travaux : 1) ayant uti-
lisé la technique MLR, 2) ayant des granularités diﬀérentes (classe, package, ﬁchiers),
3) réalisant une évaluation de performance complète. J’ai sélectionné trois modèles de
prédiction issus du paradigme objet. Ils sont présentés dans le Tableau 6.13. Pour cha-
cun des modèles, j’ai cité notamment : les applications sélectionnées, le nombre des
métriques utilisées, les résultats obtenus et enﬁn la méthode d’évaluation du modèle.
En général, pour des problèmes de coût de traitement les grandes applications sont
rarement utilisées dans ce type de recherche. Par conséquent, on trouve plusieurs études
utilisant la méthode de répartition de données ou de validation croisée pour contourner
le problème des données insuﬃsantes. La principale diﬀérence entre les modèles de
prédiction présentés dans le tableau ci-dessus est le niveau de granularité choisi. Pour
toutes ces études la variable dépendante utilisée est la probabilité de détection de
défaut.
Zimmermann et al. ont déﬁni des critères pour juger de la robustesse de modèles.
D’après eux, un modèle est robuste si est seulement si la précision, le rappel et l’exac-
titude ≥ 75% [ZNG+09]. Néanmoins, les trois travaux présentés aﬃrment la validité
de leurs modèles et par suite, la pertinence de la majorité des métriques qu’ils uti-
lisent. En comparant les résultats, on note qu’il n’y a pas une grande diﬀérence entre
les résultats obtenus en termes de performance de tous les modèles présentés dans le
tableau, y compris les nouveaux modèles construits dans cette étude. En eﬀet, Briand
et al., Zimmermann et al. et Nagappan et al. [BWDVP00, ZPZ07, NB07] ont obtenu
ces performances avec des métriques ad hoc alors que les métriques utilisées dans mes
modèles ne sont pas prévues au monde composant.
Par conséquent, obtenir des résultats comparables est très encourageants c’est-à-dire
en l’absence des métriques du monde composant ces métriques qui viennent pourtant
des autres paradigmes sont utiles et permettent de construire des modèles de même
puissances.
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Table 6.13 – Comparaison avec d’autres travaux
6.5 Limites du travail effectué
Mis à part les risques concernant sur le plan interne la collecte et l’extraction des
données et sur le plan externe sur le choix des applications et du modèle de composant,
risques que j’ai déjà évoqué dans le chapitre précédent, cette expérimentation présente
de nouveaux risques de validité interne.
Le premier risque est lié à la technique statistique utilisée pour construire les mo-
dèles de prédiction. L’étude a été établie en utilisant la méthode de régression logistique.
Cette technique est largement connue pour les variables dépendantes qui ne sont pas
linéaires. Cependant, l’utilisation d’autres techniques statistiques peut produire des
résultats diﬀérents.
Le deuxième risque sur la validité concerne la valeur de la moyenne choisie pour
construire un modèle de prédiction de la fréquence des bugs, comme dans le cas
de [AD13]. Utiliser une autre valeur (i.e, la médiane par exemple) peut provoquer
des résultats diﬀérents.
Un dernier risque est lié à l’utilisation de la validation croisée pour contourner le
problème de disposer des données supplémentaires. Cette méthode réduit à chaque fois
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les données puisque chaque donnée est utilisée pour la validation et pour la construction.
6.6 Résumé
Dans ce chapitre, deux types de modèles prédictifs ont été développés pour cha-
cune des six applications. Ces modèles ont été construits en utilisant la technique de
régression logistique multivariée. Les étapes pour construire les modèles de prédiction
ont été illustrées. En dépit de la bonne ou mauvaise prédiction, l’objectif était d’étudier
la possibilité de prédire les bugs dans le monde composant à l’aide de métriques bien
outillées provenant des paradigmes impératif et objet.
Les résultats obtenus sont encourageants. Mon étude démontre que la prédiction des
bugs en utilisant des métriques non spéciﬁques au monde composant est une réponse
crédible en l’absence de métriques ad hoc, consensuelles et outillées. Les métriques
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Cette thèse s’est intéressée à l’évaluation de la qualité interne des applications à
base de composants en usant de métriques de niveau code. Dans la première section de
ce chapitre 7.1, je tire un bilan de l’apport de mes travaux et je rappelle les principaux
résultats obtenus. Bien que les résultats obtenus sur ce thème soient encourageants,
il y a de nombreuses possibilités d’amélioration et de poursuite. Dans la section 7.2,
j’examine les compléments et prolongements possibles de ce travail, en distinguant les
travaux en cours et ceux réalisables à court, moyen et long terme.
7.1 Apports de la thèse
J’ai montré qu’il n’existe pas à ce jour dans la littérature de métriques internes pour
le paradigme composant permettant aux développeurs et aux architectes d’évaluer et
donc de prédire au plus tôt la qualité externe de ce qu’ils développent. Non seulement les
quelques propositions de métriques internes ne font pas consensus, mais aucune n’a fait
l’objet d’une validation sérieuse. Pire encore, les outils de mesure du marché n’intègrent
aucune d’entre elles. Dans le monde composant, contrairement aux paradigmes plus
anciens, les développeurs et les architectes ne peuvent bénéﬁcier d’un arsenal de mesure
mature.
L’objectif de ma thèse était de trouver une réponse pragmatique à ce problème.
M’appuyant sur le constat que la grande majorité des modèles de composant utilisés
dans l’industrie repose sur des langages à objets, j’ai évalué la possibilité d’utiliser, de
réaﬀecter, voire de réinterpréter des métriques internes existantes du monde procédural
et objet, bien outillées, donc immédiatement opérationnelles. La question de recherche
à laquelle j’ai tenté de répondre a donc été la suivante :
Les métriques issues du monde procédural et objet sont-elles exploitables
dans le monde composant ?
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Mon étude montre qu’il est, en l’état du domaine des métriques internes du monde
composant, pertinent d’user de certaines de ces métriques dans le contexte d’un modèle
de composant très répandu reposant sur une sous-couche objet : OSGi. L’avantage de la
solution que je propose est que : a) ces métriques sont connues de longues dates et bien
déﬁnies dans la littérature, b) de nombreux outils les supportent et donc automatisent
leur calcul. Ce résultat oﬀre donc une perspective immédiate à tous les développeurs
et architectes. Ce résultat constitue l’apport fondamental de cette thèse. Cet apport
prend la forme de 3 contributions.
J’ai identiﬁé un ensemble de 13 métriques du monde procédural et objet dont le
calcul est possible dans le modèle de composant OSGi. Cet ensemble de métrique veille
à balayer les 3 points de vue sur un composant : vue interne, vue de son interface,
vue de ses interactions dans un contexte applicatif donné. Ces Trois points de vue
sont en eﬀet utiles aux deux principaux intervenants du processus de développement
d’applications orientées composant : le développeur de composants et l’architecte d’une
application qui assemble ces composants. Ces métriques fonctionnent également selon
des niveaux de granularités diﬀérents pour couvrir les phénomènes structurels dans
toute leur variété : niveau classe, niveau package, niveau composant. Les métriques
internes reﬂètent la complexité interne d’un composant en quantiﬁant sa taille et ses
dépendances internes (avec la granularité classe et package). Les métriques du point
de vue interfaces capturent les caractéristiques visibles d’un composant c’est-à-dire le
ﬂux d’information échangé avec son environnement et son niveau d’abstraction. Les
métriques du point de vue application quantiﬁent les relations de couplage entre les
composants d’une application sur le plan de leur nombre et de leur « épaisseur ». C’est
la première contribution de ce travail.
En usant de méthodes de statistique descriptive, je me suis intéressée à l’informa-
tion véhiculée par ces 13 métriques sur les composants pour une dizaine d’applications
libres. Ces métriques ont révélé leur utilité en usage interne en permettant de construire
une image des pratiques des développeurs et des architectes : les architectes semblent
connaître et respecter les principes fondamentaux de la conception par composants, les
développeurs de composants, eux semblent moins les respecter. C’est sans soute une
conséquence évidente de l’utilisation d’une sous-couche à objets. Souvent, pour conce-
voir un composant, un développeur réutilise des classes existantes, des packages entiers.
Ainsi, elle/il subit certaines contraintes structurelles internes, sans être en mesure de
les améliorer. Sans une discipline rigoureuse, le risque est grand que le composant déve-
loppé soit un patchwork à la structure irrégulière et faiblement cohérente. Cette analyse
des pratiques est la seconde contribution de mon travail de thèse.
Une seconde contribution concerne la validité des métriques. Comme je l’ai évoqué
dans le chapitre 2, pour qu’une métrique interne soit utile pour prédire la qualité
externe, on doit prouver qu’elle corrèle avec de mesures externes de la qualité ; une
corrélation qui doit être de préférence aﬃrmée de manière empirique, in vivo. Pour
déterminer si les métriques internes identiﬁées peuvent être utilisées pour prédire la
qualité des applications orientées composants, une analyse de corrélation a été eﬀectuée
avec deux mesures externes : les révisions et les bugs. Les résultats obtenus montrent
qu’il y a une corrélation importante et signiﬁcative entre la majorité des métriques
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internes et ces 2 mesures externes.
J’ai ensuite construit plusieurs modèles de prédiction qui ont fait montre d’une ef-
ﬁcacité comparable à celle d’autres modèles de la littérature du monde objet. Cette
eﬃcacité est d’autant plus notable qu’elle s’appuie sur des métriques qui ne sont pas
spéciﬁquement dédiées à l’origine à ce paradigme. Leur projection, adaptation et ré-
interprétation ont cependant permis de rivaliser avec des modèles construits sur des
métriques internes ad hoc. C’est la troisième contribution de ce travail de thèse.
Au ﬁnal, mon étude me permet de soutenir la thèse que : « l’usage de certaines
métriques internes en provenance du paradigme procédural et objet constitue un outil
pertinent et opérationnel pour les développeurs et les architectes du monde composant
».
7.2 Ouvertures
Cette thèse peut avoir plusieurs prolongements et perspectives. Je détaille dans
un premier temps ceux que j’ai commencés à développer. Dans un second temps, je
présente les perspectives à plus long terme.
7.2.1 Travaux en cours
Les perspectives à court terme concernent principalement le renforcement des résul-
tats obtenus dans un but interne (renforcer la conﬁance) et externe (pour généraliser
les résultats obtenus) à travers l’étude de corrélation et de prédiction après : extension
des métriques internes considérées, de nouvelles mesures externes, d’autres applications
de test, d’autres modèles de composants. Une autre perspective concerne à orienter ce
travail sur les métriques internes vers le thème de la réfactorisation.
7.2.1.1 Élargir la liste du jeu de données
Pour l’instant, la plupart des métriques sélectionnées ont montré leur pertinence
pour les applications orientées composant. Il est possible d’identiﬁer d’autres métriques
applicables à ce type d’applications. L’idée est de constituer une base de métriques plus
large et plus complète pour capturer une plus grande variété de phénomènes structu-
relles. L’idéal serait ensuite d’extraire une base de métrique plus réduite, orthogonale et
équivalente en terme de pouvoir d’expression par exemple par une technique statistique
de type ACP.
L’une des limites actuelles du travail est qu’il ne se contente que d’applications open
source. Inclure des projets industriels dans le jeu de données peut permettre d’assoir la
validité externe de l’étude, de généraliser la validité des métriques.
7.2.1.2 Réfactorisation des applications composants
Ce processus consiste à restructurer une application de manière à améliorer sa
qualité. La restructuration peut aﬀecter diﬀérentes granularités : la classe, le package
et le composant. Les étapes à suivre pour mener à bien ce travail sont les suivantes :
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1. Déterminer les objectifs de réfactorisation ;
2. Déﬁnir les opérations de réfactorisation ;
3. Déﬁnir l’anthologie des erreurs de conception des composants logiciels ;
4. Détecter les erreurs de conception des composants logiciels ;
5. Corriger les erreurs de conception dans les composants logiciels.
J’ai donc commencé par déﬁnir divers objectifs de remodularisation dans le but
d’améliorer un composant logiciel :
— Maximiser le nombre des packages.
— Maximiser le nombre des classes.
— Minimiser les cycles entre les packages.
— Minimiser le couplage entre les composants.
— Minimiser le couplage entre les classes distantes.
— Maximiser la cohésion entre les classes dans un même composant.
— Minimiser le nombre des packages à exporter.
J’ai déﬁni, ensuite, diﬀérentes opérations qui peuvent être eﬀectuées lors d’une re-
modularisation. À titre d’exemple, voici quelques opérations possibles au niveau com-
posant : fusionner les composants, diviser un composant, extraire un composant, sup-
primer un composant, etc.
J’ai identiﬁé certaines erreurs de conception (bad smells) pour les composants lo-
giciels. Je me suis inspirée de travaux similaires du monde objet. Pour un composant
logiciel, les "bad smells" sont déﬁnies au niveau interne d’un composant et au niveau
de son interface.
Le Tableau 7.1 présente les violations retenues au niveau composant et interface :
Component Smells Definition
1 Large Component It is too large in size.
2 Blob It is found in designs where one large component monopolizes the be-
havior of a system (or part of it), and the other components primarily
encapsulate data.
3 Lazy Component It isn’t doing enough work, has a limited responsability and doesn’t
coupling enough with other components.
4 MultiService It’s a component with interfaces that provide a lot of responsabilities.
5 TinyService It’s a component with interfaces that don’t provide any responsability.
Table 7.1 – Description des "bad smells" pour un composant
Pour corriger les erreurs précédentes, j’ai mis en place plusieurs règles : par exemple,
tout composant avec plus de x packages et y classes doit être réparé en divisant ce
composant en plusieurs autres composants.
Une démarche automatisée de détection des erreurs de conception des composants
logiciels comme étape préalable à toute tentative de réfactorisation serait intéressante.
Diﬀérentes techniques dans le paradigme objet ont été utilisées pour détecter les er-
reurs de conception du code : plus de 300 techniques ont été ainsi déﬁnies [MT04]. La
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prochaine étape consisterait à déterminer la méthode adéquate pour compléter un tel
travail dans le monde composant.
7.2.2 Travaux à plus long terme
Je travaille actuellement à étendre ma proposition à d’autres problèmes qui néces-
sitent plus de réﬂexion. Les perspectives à long terme concernent un modèle de qualité
pour les composants logiciels basé sur les métriques procédurales et objets et des mo-
dèles prédiction autre que la détection des bugs.
7.2.2.1 Modèle de qualité
Cette préoccupation constitue l’un des déﬁs actuels de la communauté du CBSE.
Aucun modèle de qualité n’a prouvé sa validité pour évaluer eﬃcacement la qualité. Ceci
est dû, en particulier, au manque des métriques validées empiriquement. Il serait donc
judicieux, une fois prouvée l’eﬃcacité des métriques procédurales et objets que nous
proposons dans le paradigme composant de redéﬁnir un modèle de qualité spéciﬁque au
composant logiciel. Ce modèle reprendrait un des modèles existants et lui adjoindrait
nos métriques.
7.2.2.2 Autres modèles de prédiction
J’ai démontré empiriquement la validité des métriques seulement sur les révisions
et les bugs. Ainsi, il convient de considérer des mesures externes complémentaires aﬁn
de suggérer des modèles de prédiction autres que les défauts. Il serait intéressant de
juger d’autres aspects qualitatifs d’un composant logiciel tels que la réutilisabilité et
l’eﬀort. Par exemple, évaluer la réutilisabilité, en terme de facilité de réutilisation et
d’intégration, est très important dans le monde composant.
De même, choisir d’autres méthodes statistiques que la régression logistique me
parait intéressant dans le but d’examiner plus les résultats obtenus.
7.2.2.3 Autres modèles de composant
Il faudrait de même généraliser l’approche vers d’autres modèles de composants.
Pour cela, on devrait sélectionner d’autres applications issues de diﬀérents frameworks
(par exemple EJB) puis déterminer les métriques communes applicables et pertinentes
(corrélantes avec des mesures externes, à même de produire des modèles de prédiction)
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A. Exemple d’une application OSGi
A Exemple d’une application OSGi
Figure 1 – La structure d’un programme paint dans OSGi - Extrait de [HPM11]











Bundle-Name: Simple Shape Implementations
Import-Package: javax.swing, org.foo.shape; version="2.0.0"
Export-Package: org.foo.shape.impl; version="2.0.0"




Bundle-Name: Simple Paint Program
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# Read the data







model_Birt = glm(bugsJavaFiles ~ pc$scores[,1] + pc$scores[,2] + pc$scores[,










# Compute Accuracy, Precision, Recall and F-Measure
acc <- (outcome[1]+outcome[4]) / sum(outcome)
acc
prec <- outcome[1] / (outcome[1]+outcome[2])
prec

















#Read the data 
thedata <- read.table("/Users/salma/Desktop/logisticRegression/
knopflerfish.csv", header=TRUE, dec=".",sep="\t")
# Mean value of bugs in components for knopflerfish application =10
cte <- 10
thedata$HasDefect <- thedata$bugJavaFiles  > cte
 
# Set a seed to make experiments deterministic .
set.seed(98052)
# Run 100 random experiments
precision <- rep(NA, N) 
recall <- rep(NA , N)
accuracy <- rep(NA , N)
N <- 100
# Perform 10 fold cross validation
for (i in 1 : N) {
idxs <- sample(1:nrow(thedata), nrow(thedata)*1/10, F)
# Use train data partition
train = thedata[idxs,] 
# Principal component
pc=princomp(train[,2:14],cor=TRUE)
# Use test data partition
test = thedata[-idxs,]
# model building
train.glm  = glm(binary0 ~ pc$scores[,1] + pc$scores[,2] + pc$scores[,3]+ pc
$scores[,4]  , data = train, family = binomial(link="logit"))
test.prob <- predict(train.glm, test, type="response") 
test.pred <- test.prob >= 0.50
# Confusion matrix





FP = outcome[1,2] 
TP = outcome[2,2]
precision[i] <- if (TP+FP==0){1} else {TP/(TP+FP)}
recall[i] <- TP / (TP + FN)
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accuracy[i] <- (TP+TN) /(TN+FN+FP+TP)
}
# Compute median precision, recall , and accuracy 
# for the 100 experiments
median_precision <-  median(precision)
median_precision 





D. Résultat : Corrélation entre métriques internes et externes













NP 0.45 0.50 0.33
(0.20)
0.63
NC 0.49 0.54 0.50 0.74
Na 0.34 0.44 0.40 0.66




ACD 0.43 0.35 0.48 0.65
RC 0.45 0.46 0.40 0.59
ExpP 0.21 0.52 0.36 0.47
Abs 0.17 0.15 0.19 0.44



















Ces dernières années, de nombreuses entreprises ont introduit la
technologie orientée composant dans leurs développements logi-
ciels. Le paradigme composant, qui prône l’assemblage de briques
logiciels autonomes et réutilisables, est en effet une proposition in-
téressante pour diminuer les coûts de développement et de mainte-
nance tout en augmentant la qualité des applications. Dans ce pa-
radigme, comme dans tous les autres, les architectes et les déve-
loppeurs doivent pouvoir évaluer au plus tôt la qualité de ce qu’ils
produisent, en particulier tout au long du processus de conception et
de codage. Les métriques sur le code sont des outils indispensables
pour ce faire. Elles permettent, dans une certaine mesure, de prédire
la qualité « externe » d’un composant ou d’une architecture en cours
de codage. Diverses propositions de métriques ont été faites dans
la littérature spécifiquement pour le monde composant. Malheureu-
sement, aucune des métriques proposées n’a fait l’objet d’une étude
sérieuse quant à leur complétude, leur cohésion et surtout quant à
leur aptitude à prédire la qualité externe des artefacts développés.
Pire encore, l’absence de prise en charge de ces métriques par les
outils d’analyse de code du marché rend impossible leur usage in-
dustriel. En l’état, la prédiction de manière quantitative et « a priori
» de la qualité de leurs développements est impossible. Le risque
est donc important d’une augmentation des coûts consécutive à la
découverte tardive de défauts.
Dans le cadre de cette thèse, je propose une réponse pragmatique
à ce problème. Partant du constat qu’une grande partie des frame-
works industriels reposent sur la technologie orientée objet, j’ai étu-
dié la possibilité d’utiliser certaines des métriques de codes "clas-
siques", non propres au monde composant, pour évaluer les appli-
cations à base de composants. En effet, ces métriques présentent
l’avantage d’être bien définies, connues, outillées et surtout d’avoir
fait l’objet de nombreuses validations empiriques analysant le pou-
voir de prédiction pour des codes impératifs ou à objets. Parmi les
métriques existantes, j’ai identifié un sous-ensemble d’entre elles qui,
en s’interprétant et en s’appliquant à certains niveaux de granularité,
peuvent potentiellement donner des indications sur le respect par les
développeurs et les architectes des grands principes de l’ingénie-
rie logicielle, en particulier sur le couplage et la cohésion. Ces deux
principes sont en effet à l’origine même du paradigme composant.
Ce sous-ensemble devait être également susceptible de représenter
toutes les facettes d’une application orientée composant : vue interne
d’un composant, son interface et vue compositionnelle au travers l’ar-
chitecture.
Cette suite de métrique, identifiée à la main, a été ensuite appli-
quée sur 10 applications OSGi open-source afin de s’assurer, par
une étude de leur distribution, qu’elle véhiculait effectivement pour le
monde composant une information pertinente. Cette étude, donne
également l’occasion de discuter de l’importance et le respect de
certains de ces principes par les développeurs et les architectes du
monde OSGi. J’ai ensuite construit des modèles prédictifs de pro-
priétés qualité externes partant de ces métriques internes : réutili-
sation, défaillance, etc. L’élaboration de tels modèles et l’analyse de
leur puissance sont seuls à même de valider empiriquement l’inté-
rêt des métriques proposées. Il est possible également de compa-
rer la « puissance » de ces modèles avec celles d’autres modèles
de la littérature propres au monde impératif et/ou objet. J’ai décidé
de construire des modèles qui permettent de prédire l’existence et
la fréquence des défauts et les bugs. Pour ce faire, je me suis ba-
sée sur des données externes provenant de l’historique des modifi-
cations et des bugs d’un panel de 6 gros projets OSGi matures (avec
une période de maintenance de plusieurs années). Plusieurs outils
statistiques ont été mis en œuvre pour la construction des modèles,
notamment l’analyse en composantes principales et la régression lo-
gistique multivariée. Cette étude a montré qu’il est possible de prévoir
avec ces modèles 80% à 92% de composants fréquemment buggés
avec des rappels allant de 89% à 98%, selon le projet évalué. Les
modèles destinés à prévoir l’existence d’un défaut sont moins fiables
que le premier type de modèle. Ce travail de thèse confirme ainsi l’in-
térêt « pratique » d’utiliser de métriques communes et bien outillées
pour mesurer au plus tôt la qualité des applications dans le monde
composant.
Mots-clés : Composant logiciel ; métriques de qualité ; modèle de
qualité ; modèle prédictif.
Abstract
Over the past decade, many companies proceeded with the introduc-
tion of component-oriented software technology in their development
environments. The component paradigm that promotes the assembly
of autonomous and reusable software bricks is indeed an interesting
proposal to reduce development costs and maintenance while impro-
ving application quality. In this paradigm, as in all others, architects
and developers need to evaluate as soon as possible the quality of
what they produce, especially along the process of designing and co-
ding. The code metrics are indispensable tools to do this. They pro-
vide, to a certain extent, the prediction of the quality of « external »
component or architecture being encoded. Several proposals for me-
trics have been made in the literature especially for the component
world. Unfortunately, none of the proposed metrics have been a se-
rious study regarding their completeness, cohesion and especially for
their ability to predict the external quality of developed artifacts. Even
worse, the lack of support for these metrics with the code analysis
tools in the market makes it impossible to be used in the industry.
In this state, the prediction in a quantitative way and « a priori » the
quality of their developments is impossible. The risk is therefore high
for obtaining higher costs as a consequence of the late discovery of
defects.
In the context of this thesis, I propose a pragmatic solution to the pro-
blem. Based on the premise that much of the industrial frameworks
are based on object-oriented technology, I have studied the possibility
of using some « conventional » code metrics unpopular to component
world, to evaluate component-based applications. Indeed, these me-
trics have the advantage of being well defined, known, equipped and
especially to have been the subject of numerous empirical valida-
tions analyzing the predictive power for imperatives or objects codes.
Among the existing metrics, I identified a subset of them which, by in-
terpreting and applying to specific levels of granularity, can potentially
provide guidance on the compliance of developers and architects of
large principles of software engineering, particularly on the coupling
and cohesion. These two principles are in fact the very source of
the component paradigm. This subset has the ability to represent all
aspects of a component-oriented application : internal view of a com-
ponent, its interface and compositional view through architecture.
This suite of metrics, identified by hand, was then applied to 10 open-
source OSGi applications, in order to ensure, by studying of their dis-
tribution, that it effectively conveyed relevant information to the com-
ponent world. This study also provides an opportunity to discuss the
importance and the respect of some of these principles by develo-
pers and architects of OSGi worldwide. I then built predictive models
of external quality properties based on these internal metrics : reusa-
bility, failure, etc. The development of such models and the analysis
of their power are only able to empirically validate the interest of the
proposed metrics. It is also possible to compare the « power » of
these models with other models from the literature specific to impe-
rative and/or object world. I decided to build models that predict the
existence and frequency of defects and bugs. To do this, I relied on
external data from the history of changes and fixes a panel of 6 large
mature OSGi projects (with a maintenance period of several years).
Several statistical tools were used to build models, including principal
component analysis and multivariate logistic regression. This study
showed that it is possible to predict with these models 80% to 92%
of frequently buggy components with reminders ranging from 89% to
98%, according to the evaluated projects. Models for predicting the
existence of a defect are less reliable than the first type of model.
This thesis confirms thus the interesting « practice » of using com-
mon and well equipped metrics to measure at the earliest application
quality in the component world.
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