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ABSTRACT
We introduce the use of rectified linear units (ReLU) as the classifi-
cation function in a deep neural network (DNN). Conventionally,
ReLU is used as an activation function in DNNs, with Softmax
function as their classification function. However, there have been
several studies on using a classification function other than Soft-
max, and this study is an addition to those. We accomplish this
by taking the activation of the penultimate layer hn−1 in a neu-
ral network, then multiply it by weight parameters θ to get the
raw scores oi . Afterwards, we threshold the raw scores oi by 0, i.e.
f (o) = max(0,oi ), where f (o) is the ReLU function. We provide
class predictions yˆ through argmax function, i.e. argmax f (x).
CCS CONCEPTS
• Computing methodologies→ Supervised learning by clas-
sification; Neural networks;
KEYWORDS
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units; softmax; supervised learning
1 INTRODUCTION
Anumber of studies that use deep learning approaches have claimed
state-of-the-art performances in a considerable number of tasks
such as image classification[9], natural language processing[15],
speech recognition[5], and text classification[18]. These deep learn-
ing models employ the conventional softmax function as the classi-
fication layer.
However, there have been several studies[2, 3, 12] on using a
classification function other than Softmax, and this study is yet
another addition to those.
In this paper, we introduce the use of rectified linear units (ReLU)
at the classification layer of a deep learning model. This approach
is the novelty presented in this study, i.e. ReLU is conventionally
used as an activation function for the hidden layers in a deep neural
network. We accomplish this by taking the activation of the penul-
timate layer in a neural network, then use it to learn the weight
parameters of the ReLU classification layer through backpropaga-
tion.
We demonstrate and compare the predictive performance of
DL-ReLU models with DL-Softmax models on MNIST[10], Fashion-
MNIST[17], and Wisconsin Diagnostic Breast Cancer (WDBC)[16]
classification. We use the Adam[8] optimization algorithm for learn-
ing the network weight parameters.
2 METHODOLOGY
2.1 Machine Intelligence Library
Keras[4] with Google TensorFlow[1] backend was used to imple-
ment the deep learning algorithms in this study, with the aid of
other scientific computing libraries: matplotlib[7], numpy[14], and
scikit-learn[11].
2.2 The Datasets
In this section, we describe the datasets used for the deep learning
models used in the experiments.
2.2.1 MNIST. MNIST[10] is one of the established standard
datasets for benchmarking deep learning models. It is a 10-class
classification problem having 60,000 training examples, and 10,000
test cases – all in grayscale, with each image having a resolution of
28 × 28.
2.2.2 Fashion-MNIST. Xiao et al. (2017)[17] presented the new
Fashion-MNIST dataset as an alternative to the conventionalMNIST.
The new dataset consists of 28 × 28 grayscale images of 70, 000
fashion products from 10 classes, with 7, 000 images per class.
2.2.3 Wisconsin Diagnostic Breast Cancer (WDBC). The WDBC
dataset[16] consists of features which were computed from a digi-
tized image of a fine needle aspirate (FNA) of a breast mass. There
are 569 data points in this dataset: (1) 212 – Malignant, and (2) 357
– Benign.
2.3 Data Preprocessing
We normalized the dataset features using Eq. 1,
z =
X − µ
σ
(1)
where X represents the dataset features, µ represents the mean
value for each dataset feature x (i), and σ represents the correspond-
ing standard deviation. This normalization technique was imple-
mented using the StandardScaler[11] of scikit-learn.
For the case of MNIST and Fashion-MNIST, we employed Princi-
pal Component Analysis (PCA) for dimensionality reduction. That
is, to select the representative features of image data. We accom-
plished this by using the PCA[11] of scikit-learn.
2.4 The Model
We implemented a feed-forward neural network (FFNN) and a con-
volutional neural network (CNN), both of which had two different
classification functions, i.e. (1) softmax, and (2) ReLU.
2.4.1 Softmax. Deep learning solutions to classification prob-
lems usually employ the softmax function as their classification
function (last layer). The softmax function specifies a discrete prob-
ability distribution for K classes, denoted by
∑K
k=1 pk .
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If we take x as the activation at the penultimate layer of a neural
network, and θ as its weight parameters at the softmax layer, we
have o as the input to the softmax layer,
o =
n−1∑
i
θixi (2)
Consequently, we have
pk =
exp(ok )∑n−1
k=0 exp(ok )
(3)
Hence, the predicted class would be yˆ
yˆ = argmax
i ∈1, ...,N
pi (4)
2.4.2 Rectified Linear Units (ReLU). ReLU is an activation func-
tion introduced by [6], which has strong biological and mathemati-
cal underpinning. In 2011, it was demonstrated to further improve
training of deep neural networks. It works by thresholding values
at 0, i.e. f (x) = max(0,x). Simply put, it outputs 0 when x < 0, and
conversely, it outputs a linear function when x ≥ 0 (refer to Figure
1 for visual representation).
Figure 1: The Rectified Linear Unit (ReLU)
activation function produces 0 as an output
when x < 0, and then produces a linear with
slope of 1 when x > 0.
We propose to use ReLU not only as an activation function in
each hidden layer of a neural network, but also as the classification
function at the last layer of a network.
Hence, the predicted class for ReLU classifier would be yˆ,
yˆ = argmax
i ∈1, ...,N
max(0,o) (5)
2.4.3 Deep Learning using ReLU. ReLU is conventionally used
as an activation function for neural networks, with softmax being
their classification function. Then, such networks use the softmax
cross-entropy function to learn the weight parameters θ of the
neural network. In this paper, we still implemented the mentioned
loss function, but with the distinction of using the ReLU for the
prediction units (see Eq. 6). The θ parameters are then learned by
backpropagating the gradients from the ReLU classifier. To accom-
plish this, we differentiate the ReLU-based cross-entropy function
(see Eq. 7) w.r.t. the activation of the penultimate layer,
ℓ(θ ) = −
∑
y · loд (max(0,θx + b)) (6)
Let the input x be replaced the penultimate activation output h,
∂ℓ(θ )
∂h
= − θ · y
max
(
0,θh + b
) · ln 10 (7)
The backpropagation algorithm (see Eq. 8) is the same as the
conventional softmax-based deep neural network.
∂ℓ(θ )
∂θ
=
∑
i
[
∂ℓ(θ )
∂pi
(∑
k
∂pi
∂ok
∂ok
∂θ
)]
(8)
Algorithm 1 shows the rudimentary gradient-descent algorithm
for a DL-ReLU model.
Algorithm 1: Mini-batch stochastic gradient descent
training of neural network with the rectified linear unit
(ReLU) as its classification function.
Input: {x (i) ∈ Rm }ni=1,θ
Output:W
for number of training iterations do
for i = 1, 2, . . . n do
∇θ = ∇θ −
θ · y
max
(
0,θh + b
) · ln 10
θ = θ − α · ∇θ ℓ(θ ;x (i))
Any standard gradient-based learning algorithm may be used.
We used adaptive momentum estimation (Adam) in our
experiments.
In some experiments, we found the DL-ReLU models perform
on par with the softmax-based models.
2.5 Data Analysis
To evaluate the performance of the DL-ReLU models, we employ
the following metrics:
(1) Cross Validation Accuracy & Standard Deviation. The result
of 10-fold CV experiments.
(2) Test Accuracy. The trained model performance on unseen
data.
(3) Recall, Precision, and F1-score. The classification statistics
on class predictions.
(4) Confusion Matrix. The table for describing classification
performance.
3 EXPERIMENTS
All experiments in this study were conducted on a laptop computer
with Intel Core(TM) i5-6300HQ CPU@ 2.30GHz x 4, 16GB of DDR3
RAM, and NVIDIA GeForce GTX 960M 4GB DDR5 GPU.
Table 1 shows the architecture of the VGG-like CNN (from
Keras[4]) used in the experiments. The last layer, dense_2, used
the softmax classifier and ReLU classifier in the experiments.
The Softmax- and ReLU-based models had the same hyper-
parameters, and it may be seen on the Jupyter Notebook found in
the project repository: https://github.com/AFAgarap/relu-classifier.
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Table 1: Architecture of VGG-like CNN from Keras[4].
Layer (type) Output Shape Param #
conv2d_1 (Conv2D) (None, 14, 14, 32) 320
conv2d_2 (Conv2D) (None, 12, 12, 32) 9248
max_pooling2d_1 (MaxPooling2) (None, 6, 6, 32) 0
dropout_1 (Dropout) (None, 6, 6, 32) 0
conv2d_3 (Conv2D) (None, 4, 4, 64) 18496
conv2d_4 (Conv2D) (None, 2, 2, 64) 36928
max_pooling2d_2 (MaxPooling2) (None, 1, 1, 64) 0
dropout_2 (Dropout) (None, 1, 1, 64) 0
flatten_1 (Flatten) (None, 64) 0
dense_1 (Dense) (None, 256) 16640
dropout_3 (Dropout) (None, 256) 0
dense_2 (Dense) (None, 10) 2570
Table 2 shows the architecture of the feed-forward neural net-
work used in the experiments. The last layer, dense_6, used the
softmax classifier and ReLU classifier in the experiments.
Table 2: Architecture of FFNN.
Layer (type) Output Shape Param #
dense_3 (Dense) (None, 512) 131584
dropout_4 (Dropout) (None, 512) 0
dense_4 (Dense) (None, 512) 262656
dropout_5 (Dropout) (None, 512) 0
dense_5 (Dense) (None, 512) 262656
dropout_6 (Dropout) (None, 512) 0
dense_6 (Dense) (None, 10) 5130
All models used Adam[8] optimization algorithm for training,
with the default learning rate α = 1 × 10−3, β1 = 0.9, β2 = 0.999,
ϵ = 1 × 10−8, and no decay.
3.1 MNIST
We implemented both CNN and FFNN defined in Tables 1 and 2
on a normalized, and PCA-reduced features, i.e. from 28 × 28 (784)
dimensions down to 16 × 16 (256) dimensions.
In training a FFNN with two hidden layers for MNIST classifica-
tion, we found the results described in Table 3.
Despite the fact that the Softmax-based FFNN had a slightly
higher test accuracy than the ReLU-based FFNN, both models had
0.98 for their F1-score. These results imply that the FFNN-ReLU is
on par with the conventional FFNN-Softmax.
Figures 2 and 3 show the predictive performance of both models
for MNIST classification on its 10 classes. Values of correct pre-
diction in the matrices seem to be balanced, as in some classes,
the ReLU-based FFNN outperformed the Softmax-based FFNN, and
vice-versa.
In training a VGG-like CNN[4] for MNIST classification, we
found the results described in Table 4.
The CNN-ReLU was outperformed by the CNN-Softmax since it
converged slower, as the training accuracies in cross validationwere
Table 3: MNIST Classification. Comparison of FFNN-
Softmax and FFNN-ReLUmodels in terms of % accuracy. The
training cross validation is the average cross validation ac-
curacy over 10 splits. Test accuracy is on unseen data. Preci-
sion, recall, and F1-score are on unseen data.
Metrics / Models FFNN-Softmax FFNN-ReLU
Training cross validation ≈ 99.29% ≈ 98.22%
Test accuracy 97.98% 97.77%
Precision 0.98 0.98
Recall 0.98 0.98
F1-score 0.98 0.98
Figure 2: Confusion matrix of FFNN-ReLU on
MNIST classification.
Table 4: MNIST Classification. Comparison of CNN-Softmax
and CNN-ReLUmodels in terms of % accuracy. The training
cross validation is the average cross validation accuracy over
10 splits. Test accuracy is on unseen data. Precision, recall,
and F1-score are on unseen data.
Metrics / Models CNN-Softmax CNN-ReLU
Training cross validation ≈ 97.23% ≈ 73.53%
Test accuracy 95.36% 91.74%
Precision 0.95 0.92
Recall 0.95 0.92
F1-score 0.95 0.92
inspected (see Table 5). However, despite its slower convergence, it
was able to achieve a test accuracy higher than 90%. Granted, it is
lower than the test accuracy of CNN-Softmax by ≈ 4%, but further
optimization may be done on the CNN-ReLU to achieve an on-par
performance with the CNN-Softmax.
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Figure 3: Confusion matrix of FFNN-Softmax on
MNIST classification.
Table 5: Training accuracies and losses per fold in the 10-fold
training cross validation for CNN-ReLU on MNIST Classifi-
cation.
Fold # Loss Accuracy (×100%)
1 1.9060128301398311 0.32963837901722315
2 1.4318902588488513 0.5091768125718277
3 1.362783239967884 0.5942213337366827
4 0.8257899198037331 0.7495911319797827
5 1.222473526516734 0.7038720233118376
6 0.4512576775334098 0.8729090907790444
7 0.49083630082824015 0.8601818182685158
8 0.34528968995411613 0.9032199380288064
9 0.30161443973038743 0.912663755545276
10 0.279967466075669 0.9171823807790317
Figures 4 and 5 show the predictive performance of both models
for MNIST classification on its 10 classes. Since the CNN-Softmax
converged faster than CNN-ReLU, it has the most number of correct
predictions per class.
3.2 Fashion-MNIST
We implemented both CNN and FFNN defined in Tables 1 and 2
on a normalized, and PCA-reduced features, i.e. from 28 × 28 (784)
dimensions down to 16 × 16 (256) dimensions. The dimensionality
reduction for MNIST was the same for Fashion-MNIST for fair
comparison. Though this discretion may be challenged for further
investigation.
In training a FFNN with two hidden layers for Fashion-MNIST
classification, we found the results described in Table 6.
Despite the fact that the Softmax-based FFNN had a slightly
higher test accuracy than the ReLU-based FFNN, both models had
Figure 4: Confusion matrix of CNN-ReLU on
MNIST classification.
Figure 5: Confusion matrix of CNN-Softmax on
MNIST classification.
0.89 for their F1-score. These results imply that the FFNN-ReLU is
on par with the conventional FFNN-Softmax.
Figures 6 and 7 show the predictive performance of both models
for Fashion-MNIST classification on its 10 classes. Values of correct
prediction in the matrices seem to be balanced, as in some classes,
the ReLU-based FFNN outperformed the Softmax-based FFNN, and
vice-versa.
In training a VGG-like CNN[4] for Fashion-MNIST classification,
we found the results described in Table 7.
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Table 6: Fashion-MNIST Classification. Comparison of
FFNN-Softmax and FFNN-ReLU models in terms of % accu-
racy. The training cross validation is the average cross val-
idation accuracy over 10 splits. Test accuracy is on unseen
data. Precision, recall, and F1-score are on unseen data.
Metrics / Models FFNN-Softmax FFNN-ReLU
Training cross validation ≈ 98.87% ≈ 92.23%
Test accuracy 89.35% 89.06%
Precision 0.89 0.89
Recall 0.89 0.89
F1-score 0.89 0.89
Figure 6: Confusion matrix of FFNN-ReLU on
Fashion-MNIST classification.
Table 7: Fashion-MNIST Classification. Comparison of CNN-
Softmax and CNN-ReLUmodels in terms of % accuracy. The
training cross validation is the average cross validation ac-
curacy over 10 splits. Test accuracy is on unseen data. Preci-
sion, recall, and F1-score are on unseen data.
Metrics / Models CNN-Softmax CNN-ReLU
Training cross validation ≈ 91.96% ≈ 83.24%
Test accuracy 86.08% 85.84%
Precision 0.86 0.86
Recall 0.86 0.86
F1-score 0.86 0.86
Similar to the findings in MNIST classification, the CNN-ReLU
was outperformed by the CNN-Softmax since it converged slower,
as the training accuracies in cross validation were inspected (see
Table 8). Despite its slightly lower test accuracy, the CNN-ReLU
Figure 7: Confusion matrix of FFNN-Softmax on
Fashion-MNIST classification.
had the same F1-score of 0.86 with CNN-Softmax – also similar to
the findings in MNIST classification.
Table 8: Training accuracies and losses per fold in the 10-fold
training cross validation for CNN-ReLU for Fashion-MNIST
classification.
Fold # Loss Accuracy (×100%)
1 0.7505188028133193 0.7309229651162791
2 0.6294445606858231 0.7821584302325582
3 0.5530192871624917 0.8128293656488342
4 0.468552251288519 0.8391494002614356
5 0.4499297190579501 0.8409090909090909
6 0.45004472223195163 0.8499999999566512
7 0.4096944159454683 0.855610110994295
8 0.39893951664539995 0.8681098779960613
9 0.37760543597664203 0.8637190683266308
10 0.34610279169377683 0.8804367606156083
Figures 8 and 9 show the predictive performance of both models
for Fashion-MNIST classification on its 10 classes. Contrary to the
findings of MNIST classification, CNN-ReLU had the most number
of correct predictions per class. Conversely, with its faster conver-
gence, CNN-Softmax had the higher cumulative correct predictions
per class.
3.3 WDBC
We implemented FFNN defined in Table 2, but with hidden layers
having 64 neurons followed by 32 neurons instead of two hidden
layers both having 512 neurons. For the WDBC classfication, we
only normalized the dataset features. PCA dimensionality reduction
might not prove to be prolific since WDBC has only 30 features.
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Figure 8: Confusion matrix of CNN-ReLU on
Fashion-MNIST classification.
Figure 9: Confusion matrix of CNN-Softmax on
Fashion-MNIST classification.
In training the FFNN with two hidden layers of [64, 32] neurons,
we found the results described in Table 9.
Similar to the findings in classification using CNN-based models,
the FFNN-ReLU was outperformed by the FFNN-Softmax in WDBC
classification. Consistent with the CNN-based models, the FFNN-
ReLU suffered from slower convergence than the FFNN-Softmax.
However, there was only 0.2 F1-score difference between them.
It stands to reason that the FFNN-ReLU is still comparable with
FFNN-Softmax.
Table 9:WDBCClassification. Comparison of CNN-Softmax
and CNN-ReLUmodels in terms of % accuracy. The training
cross validation is the average cross validation accuracy over
10 splits. Test accuracy is on unseen data. Precision, recall,
and F1-score are on unseen data.
Metrics / Models FFNN-Softmax FFNN-ReLU
Training cross validation ≈ 91.21% ≈ 87.96%
Test accuracy ≈ 92.40% ≈ 90.64%
Precision 0.92 0.91
Recall 0.92 0.91
F1-score 0.92 0.90
Figure 10: Confusion matrix of FFNN-ReLU on
WDBC classification.
Figures 10 and 11 show the predictive performance of both mod-
els for WDBC classification on binary classification. The confusion
matrices show that the FFNN-Softmax had more false negatives
than FFNN-ReLU. Conversely, FFNN-ReLU had more false positives
than FFNN-Softmax.
4 CONCLUSION AND RECOMMENDATION
The relatively unfavorable findings on DL-ReLU models is most
probably due to the dying neurons problem in ReLU. That is, no
gradients flow backward through the neurons, and so, the neurons
become stuck, then eventually “die”. In effect, this impedes the
learning progress of a neural network. This problem is addressed
in subsequent improvements on ReLU (e.g. [13]). Aside from such
drawback, it may be stated that DL-ReLU models are still compa-
rable to, if not better than, the conventional Softmax-based DL
models. This is supported by the findings in DNN-ReLU for image
classification using MNIST and Fashion-MNIST.
Future work may be done on thorough investigation of DL-ReLU
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Figure 11: Confusion matrix of FFNN-Softmax on
WDBC classification.
models through numerical inspection of gradients during backprop-
agation, i.e. compare the gradients in DL-ReLU models with the
gradients in DL-Softmax models. Furthermore, ReLU variants may
be brought into the table for additional comparison.
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