Abstract. We prove a quantitative version of the Faber-Krahn inequality for the first eigenvalue of the fractional Dirichlet-Laplacian of order s. This is done by using the so-called CaffarelliSilvestre extension and adapting to the nonlocal setting a trick by Hansen and Nadirashvili. The relevant stability estimate comes with an explicit constant, which is stable as the fractional order of differentiability goes to 1.
.
By observing that λ scales like a length to the power −2, it is easily seen that the inequality in (1.1) is scale invariant. Moreover, the Faber-Krahn inequality can be equivalently rephrased by saying that balls (uniquely) solve the shape optimization problem min{λ(Ω) : Ω ⊂ R N open set with |Ω| = c}, for every c > 0.
We briefly recall that a way to prove (1.1) is by using the Schwarz symmetrization. In other words, given u a non-negative function, we can construct the unique radially symmetric decreasing function u * such that |{x : u(x) > t}| = |{x : u * (x) > t}|, for every t ≥ 0.
By construction, the two functions u and u * are equi-measurable, thus all the L q norms of u and u * coincide. Moreover, by the well-known Pólya-Szegő principle we know that
where B Ω is the ball centered at the origin, such that |Ω| = |B Ω |. By using these two facts and the variational characterization λ(Ω) = min Starting with the works of Hansen & Nadirashvili [22] and Melas [29] , there has been a surge of interest towards the stability issue for the Faber-Krahn inequality. In other words, one seeks for quantitative enhancements of (1.1), containing remainder terms measuring the deviation of a set Ω from spherical symmetry. We refer to the book chapter [5] for a comprehensive treatment of the subject. Here we only wish to recall that, at present, the best result of this type is (see [6, Main Theorem])
where C = C(N ) > 0 and A is the so-called Fraenkel asymmetry, defined by A(Ω) = inf |Ω∆B| |Ω| : B is a ball with |B| = |Ω| .
The symbol Ω∆B stands for the symmetric difference of the relevant sets.
Observe that the quantitative Faber-Krahn inequality (1.3) gives an L 1 control on how far Ω is from being a ball, in terms of how far Ω is from attaining equality in (1.1). Moreover, (1.3) is sharp, in the sense that the exponent 2 on the asymmetry can not be lowered.
1.2.
The fractional case. The main goal of this work is to investigate the same kind of question for the fractional Laplacian of order s, where 0 < s < 1. This operator, which eventually became quite popular in the last years, is defined by (−∆) s u(x) = lim εց0ˆRN \Bε (x) u(x) − u(y) |x − y| N +2 s dy.
The usual Laplacian operator is (formally) recovered in the limit as s ր 1. For our purposes, it is important to remark that such a linear operator has a variational nature. Indeed, it arises as the first variation of the nonlocal quadratic functional 
Remark 1.1 (Limiting cases). It is noteworthy to recall that the nonlocal norm [ · ]
2 W s,2 (R N ) has an interpolative nature, i.e. it can be thought as a real interpolation with parameter s of the two quantitiesˆ|
Then it is natural to expect that This can be made rigourous, see [28] for the first result and [4] for the second one.
The first eigenvalue of the fractional Dirichlet-Laplacian of order s on Ω is defined as the smallest real number λ such that the following boundary value problem (−∆) s u = λ u, in Ω, u = 0, in R N \ Ω, admits a nontrivial solution u ∈ D s,2 0 (Ω). In analogy with the local case, this space is defined as the completion of C ∞ 0 (Ω) with respect to the norm [ · ] W s,2 (R N ) . We will indicate the first eigenvalue by λ s (Ω), while a nontrivial solution u will be called a first eigenfunction for Ω.
Observe that the operator (−∆) s is nonlocal in nature. Accordingly, the boundary values are prescribed in a nonlocal sense, as well.
It is not difficult to see that the first eigenvalue has the following variational characterization λ s (Ω) = min where B is any N −dimensional ball. The proof is the same as in the local case, but in place of (1.2) one has to use the nonlocal Pólya-Szegő principle
. We also observe that by using the characterization of equality cases in (1.5) (see [16, Theorem A.1] ), one can also characterize balls as the unique sets giving the equality sign in (1.4).
Remark 1.2 (Other proofs)
. As in the case of the Laplacian, also in the case of (−∆) s it is possible to adopt a probabilistic point of view. Accordingly, it is possible to give a proof of the fractional Faber-Krahn inequality by using probabilistic techniques, see [2, Theorem 5] . In a PDEs-friendly language, the proof of [2] is based on the following idea: if one considers the solution u Ω to the following nonlocal diffusion problem
in Ω, one can prove that
As before, B Ω is the ball centered at the origin, such that |Ω| = |B Ω |. By using this pointwise bound and the long-time behavior
we get the Faber-Krahn inequality by taking the logarithm on both sides of (1.6) and passing to the limit as t goes to +∞. We also wish to mention the alternative proof of [32, Theorem 6.1], which is quite close in spirit to that of [2] .
The question we want to address in this paper is the following one: is it possible to add a remainder term in (1.4), in such a way that the deficit
, controls the lack of spherical symmetry of Ω?
1.3. Main result. We give a positive answer to this question. Actually, at the same price, we can treat a more general family of Faber-Krahn inequalities. In order to present our main result, let us introduce some further notation.
For N ≥ 2 and 0 < s < 1, we set
Then for every 1 ≤ q < 2 * s , we consider the sharp Poincaré-Sobolev constant
The particular case q = 2 coincides with the first eigenvalue of (−∆) s defined above. For q = 2, any solution of the variational problem above solves the following semilinear problem
By using (1.5), one immediately gets a Faber-Krahn inequality for this quantity, i.e.
. The main result of this paper is the following one.
N open set with finite measure, we have
for an explicit constant σ 1 = σ 1 (N, s, q) > 0, which is uniform as s ր 1.
Remark 1.4 (Limit cases)
. By keeping in mind Remark 1.1, it is natural to expect that for s ր 1
and thus Theorem 1.3 should give a quantitative Faber-Krahn inequality for the local case, in the limit. This is actually the case. More precisely, if we keep q fixed and let s go to 1 in Theorem 1.3, by using the controlled behavior of the constant σ 1 and Lemma A.1 in the Appendix, we end up with the quantitative Faber-Krahn inequality for the Laplacian
The latter has been already proved by the first author and De Philippis in [5, Theorem 2.10] , by adapting the idea of Hansen and Nadirashvili contained in [22] .
On the other hand, if we keep 0 < s < 1 fixed and let q go to 2 * s , by Lemma A.3 we get
which shows that lim
Apart for the case q = 2, also the case q = 1 deserves to be singled out. In analogy with the local case, we call the quantity
fractional torsional rigidity of order s of Ω. It is not difficult to see that
where w s,Ω is called s−torsion function of Ω and is the unique solution to the boundary value problem (−∆)
We refer to [17] for a detailed study of some interesting features of this function. As a straightforward consequence of Theorem 1.3, we obtain the following Corollary 1.5. Let N ≥ 2 and 0 < s < 1. For every Ω ⊂ R N open set with finite measure, we have
for an explicit constant σ 2 = σ 2 (N, s) > 0, which is uniform as s ր 1.
1.4. Strategy of the proof. For ease of presentation, we now stick to the case q = 2. The first naive idea would be to try and insert quantitative elements in the nonlocal Pólya-Szegő principle (1.5). Already in the local case, this idea is quite complicate to implement and proofs exploiting this route usually produce stability estimates with non-sharp exponents on the Fraenkel asymmetry (see for example [19, 30, 33] ). At present, the best estimate of this type is
which is the result of [5, Theorem 2.10] already mentioned in Remark 1.4. In addition to this, this approach is even more complicate in the nonlocal case, due to the absence of a true Coarea Formula for nonlocal integrals. Indeed, the proof of (1.5) is based on the Riesz's rearrangement inequality, whose identification of equality cases is quite subtle (see [11] ).
Thus, the first step is to give another proof of the Faber-Krahn inequality, which circumvents the nonlocality of the problem. This is done by adding one extra variable z and considering a suitable extension problem in the upper half-space {(x, z) ∈ R N × R : z > 0}. Since the appearing of the paper [12] , this procedure has become standard in the field.
In the context of stability estimates for nonlocal energies, this idea has been previously employed by Fusco, Millot and Morini in their paper [21] . In the latter, the authors proved a quantitative stability estimate for the fractional isoperimetric inequality of order s, i.e.
where B is a ball and P s stands for the s−perimeter of a set, defined by
In order to give a better understanding of our strategy, we give a sketch of the proof of the fractional Faber-Krahn by using this extension procedure. We refer to Section 3 for more details.
Given a first eigenfunction u for Ω with unitary L 2 norm, we know that
By observing that u * is admissible for the variational problem which defines λ s (B Ω ), we can now get the fractional Faber-Krahn inequality by combining (1.9), (1.10), (1.11) and (1.12) .
In order to prove the quantitative statement of Theorem 1.3, the idea is now to insert quantitative elements in the proof of (1.10). We will follow the ideas of Hansen and Nadirashvili, from their above mentioned paper [22] . By using the Coarea Formula and the sharp quantitative isoperimetric inequality (see [20] ), we can proceed as in the local case of [5, Theorem 2.10] . This leads to a quantitative enhancement of the form
where E t,z = {x ∈ R N : U (x, z) > t} are the "horizontal" level sets of the extension U . There is now a twofold difficulty: at first, we have to relate the asymmetry of this "artificial" level sets to those of the first eigenfuction u, i.e. Ω t = {x ∈ Ω : u(x) > t}. In other words, we wish to prove something of the type
for t ≪ 1 and z ≪ 1.
Secondly, we need to relate all these asymmetries to that of Ω, i.e. the zero level set of u. On the other hand, in this process particular attention should be put in avoiding the zero level set of the extension U : indeed, by the minimum principle this would coincide with the whole R N and the information on the propagation of the asymmetry would be completely lost. Remark 1.6 (Sharpness). We do not expect our estimate to be sharp. Indeed, it is natural to conjecture that Theorem 1.3 should hold with A(Ω) 2 in place of A(Ω) 3/s . We point out that, already in the local case s = 1, the sharp quantitative Faber-Krahn inequality of [6] comes with an unknown stability constant. Indeed, the method of proof is based on the socalled selection principle and is not constructive.
At present, for s = 1 the best result with an explicit constant is (1.8), where the Fraenkel asymmetry has an exponent 3. Then our result can be seen as the natural fractional counterpart of this last result.
1.5. Plan of the paper. In Section 2 we settle all the definitions and the machinery needed in the sequel of the paper. In particular, we introduce the extension problem to the half-space R N × R + . We show in Section 3 how to exploit this extension problem in order to prove the fractional FaberKrahn inequality.
We then pass to consider the stability issue: at this aim, we need some technical results about the propagation of asymmetry from the set Ω to the "horizontal" level sets of the solution to the extension problem. This is the content of Section 4.
We eventually prove our main result Theorem 1.3 in Section 5. Then in Section 6 we briefly show how it is possible to improve our stability exponent 3/s with the same method, provided the sets considered are smoother (Theorem 6.3).
The paper ends with two appendices, aimed at proving some technical results.
Preliminaries
2.1. Fractional Sobolev spaces. Let 0 < s < 1, for a measurable function u :
Accordingly, we consider the Sobolev-Slobodeckiȋ space
It is a classical fact that
with the usual notation
for the Fourier transform. For N ≥ 2, by the fractional Sobolev inequality we have the continuous inclusion
thus, by duality, we get the following continuous inclusion for the topological dual spaces
For any open set Ω ⊂ R N , we define the homogeneous Sobolev-Slobodeckiȋ space D s,2
Observe that the latter is indeed a norm on C ∞ 0 (Ω). For N ≥ 2, by the fractional Sobolev inequality we have that D
with continuous inclusions.
Moreover, the infimum above is attained by a function u Ω ∈ D s,2
Proof. The compactness of the embedding D (Ω). The fact that we can choose u Ω to be non-negative follows from the fact that
Such a minimizer is a non-negative weak solution of The next simple result will be useful.
Then we have the continuous inclusion
Hence, by fixing λ > 0 we obtain
Observe that
then by taking the minimum over λ > 0, we get the desired conclusion (2.2).
2.2. The extension problem. We set R N +1 + := R N ×R + and denote by (x, z) the points in R N +1 + , i.e. x ∈ R N and z > 0. We now define the Sobolev space that will be crucially exploited for our purposes.
Definition 2.3. Let N ≥ 2 and 0 < s < 1. We define the weighted Sobolev space
We endow such a space with the norm
We need to consider traces of functions in the previous space. The following result is a trace theorem for
Lemma 2.4 (Trace space). Let N ≥ 2 and 0 < s < 1. There exists a linear and continuous trace operator
which is surjective. Moreover, the closed subspace
coincides with the closure of
Proof. By using [26, Section 5], we know that there exists a linear, continuous and surjective operator
where
By using Proposition B.1, we get for every
By density, this in turn implies that W s,2
. The proof of the second statement can be done as in [3, Theorem 5.1, point iii)], which deals with the case s = 1/2. We leave the details to the reader.
We now set (2.3)
, and for every z > 0, we consider the rescaled function
Remark 2.5 (The Fourier side of P 1 ). We observe that
, where
In particular, by using Lemma 2.2 and the properties of the Fourier transform, we get
We recall that, as established in [12] , P z is the Poisson kernel for the Dirichlet problem (2.7) below. Indeed, for any given ϕ ∈ W s,2 (R N ), let us denote by U ϕ the function on R
Then, U ϕ is a solution to the following Euler-Lagrange equation
As such, it verifies the following weak formulation
In what follows, with a slight abuse of notation we will denote by U ϕ the partial Fourier transform, taken with respect to the x−variable.
Proposition 2.6. Let N ≥ 2 and 0 < s < 1. For every
the following variational problem
admits a unique solution, which coincides with U ϕ given in (2.6). Moreover, we have
Here β N,s is the constant in (2.3) and γ N,s is a positive constant whose precise value is given in Remark 2.7.
Proof. We first observe that by surjectivity of the trace map given in Lemma 2.4, the class of admissible functions in (2.9) is not empty. We need to show that U ϕ is in the relevant Sobolev space, i.e.
(2.12)¨R
1 For 0 < s ≤ 1/2, we use Lemma 2.2 with p = α given above. We observe that in this case
which is feasible, by recalling the limitation on α.
In order to prove this, one can argue as in the proof in [12] and use the partial Fourier transform. Indeed, by (2.6) we have U ϕ (ξ, z) = ϕ(ξ) P 1 (z ξ) and P is a radial function, i.e.
for a suitable function v. The key point is that
Indeed, by using spherical coordinates and the radial symmetry of P 1 , we havê
which is finite, thanks to (2.4) and (2.5). By using Plancherel's identity, we geẗ
The last integral is finite, thanks to the fact that ϕ ∈ L (2 *
1−s )
′ (R N ) and recalling (2.1). With a similar computation, one can show that
) (see [12, Section 3.2] ). This concludes the proof of (2.12).
We now show that U ϕ is a minimizer of our variational problem. Uniqueness then will follows from strict convexity of the functional. By convexity of the functional, for any admissible function V we havë
By using that
) and the density of
which implies the minimality of U ϕ .
For equality (2.10), we refer to [13, Theorem 3.1 & Remark 3.11] , where the precise value of the constant γ N,s is given (we recall it in Remark 2.7 below).
Finally, in order to prove (2.11), we observe that
which follows with a simple change of variable. By using Minkowski's and Young's inequalities, we have
We now observe that
thus we get the conclusion.
Remark 2.7. The constant β N,s (see e.g. [21] ) is given explicitly by
and therefore:
• β N,s is uniformly bounded for s ր 1;
The value of the constant γ N,s can be found in [13, Remark 3.11] , and is given by
Hence, in particular, we have that:
• γ N,s is uniformly bounded as s ր 1;
• γ N,s ∼ s −2 , as s ց 0.
The fractional Faber-Krahn inequality by extension
As explained in the Introduction, we want to give a proof of the fractional Faber-Krahn inequality
where B is any ball such that |B| = |Ω|, by using symmetrization techniques in R N +1 +
. The proof of Theorem 1.3 will be based on introducing quantitative elements in this proof.
The following expedient result will be useful. It asserts that in order to prove the fractional Faber-Krahn inequality (and its quantative version) for sets with finite measure, we can reduce to consider bounded sets. The proof is quite easy, we leave it to the reader.
Lemma
Then we have lim
and lim
As in [21] , we define in R
). By construction, the function U * is obtained by taking for almost every z > 0, the N −dimensional Schwarz symmetrization of
More precisely: for almost every fixed z > 0, the function U * (·, z) is defined to be the unique radially symmetric decreasing function on R N such that for all t > 0
) to be the minimizer of (2.9), we have that
and the following Pólya-Szegö inequality holds
Moreover, we have trace(U * ϕ ) = ϕ * .
In particular, we get
Proof. For the first statement, we follow the ideas contained in [21, Lemma 2.6]. First, it is easy to see that¨R
since U ϕ (·, z) and U * ϕ (·, z) are equi-measurable. Moreover, by the classical Pólya-Szegö inequality for the Schwarz symmetrization of x → U (x, z) in R N for a.e. z > 0 fixed, one has alsö
We only have to prove that
) is contained in the functional space used in [21] , then the result for 0 < s < 1/2 follows immediately from [21, Lemma 2.6].
For the case 1/2 ≤ s < 1 some care is needed, due to the singularity of our weight. In this case, we define the regularized weight
and set
for z < 0. By construction, we havë
We can now reproduce step by step the proof of [21, Lemma 2.6]. This is based on an iterative use of Steiner symmetrizations in the x−space, in conjuction with the weighted Pólya-Szegő inequality of [10, Theorem 1] . This shows thaẗ
It is only left to observe that ( U ϕ ) * is still even in the z−variable, thus we obtain
By taking the limit as ε goes to 0 and using Fatou's Lemma, we get (3.3).
Once we obtained that U * ϕ is in the relevant Sobolev space, the fact that
follows from Lemma 2.4. In order to identify the trace of U * ϕ , we use the estimate (2.11) and the fact that the Schwarz symmetrization is non-expansive in L 2 (R N ) (see [24, Theorem 3.5] ). This entails
This permits to conclude that trace(U * ϕ ) = ϕ * .
Finally, let us prove (3.2). We take U ϕ * ∈ H 1,s (R N +1 + ) to be the minimizer of (2.9) with boundary datum ϕ * . It is now sufficient to use the minimality of U ϕ * and the fact that
to get that¨R
By recalling (2.10), we eventually get the conclusion. Proof. By Lemma 3.1, it is enough to prove the result under the further assumption that Ω is bounded. By scale invariance of the Faber-Krahn inequality, we can assume without loss of generality that |Ω| = 1. We now take u Ω ∈ D s,2
For ease of notation, we denote by U Ω the extension of u Ω , obtained by the convolution in (2.6). Observe that for an open bounded set Ω ⊂ R N , we have
thus by Proposition 2.6, we know that
). Moreover, recalling (2.10) and using the generalized Pólya-Szegő principle (3.1), we get Moreover, by construction,
Estimates on level sets
4.1. An expedient estimate. The following technical result will be useful in order to transfer the asymmetry from a set to another. This is a generalization of [5, Lemma 2.8].
Lemma 4.1 (Transfer of asymmetry).
Let Ω, E ⊂ R N be two measurable sets with finite measure, such that |Ω∆E| |Ω| ≤ γ A(Ω), for some 0 < γ < 1/2. Then
Proof. We can suppose that A(Ω) > 0, otherwise there is nothing to prove. We take a ball B such that |B| = |E| and
and call B ′ the ball concentric with B, such that |B ′ | = |Ω|. We recall that
thus by using the triangle inequality, we get
Observe that in the second inequality we used that
In order to conclude, we only need to bound from below the ratio |Ω|/|E|. If |E \ Ω| = 0, then we get
If |E \ Ω| > 0, we observe that
By recalling that the Fraenkel asymmetry is always smaller than 2, we get the desired conclusion.
Closeness of level sets.
For an open bounded set Ω ⊂ R N such that A(Ω) > 0, throughout this section we fix u Ω to be optimal in the variational problem which defines λ s,q (Ω). As in the previous section, we set
Then we set (4.1)
T := sup t > 0 : |{x ∈ Ω :
Observe that T > 0, since the function
is non-increasing right-continuous and |{x ∈ Ω : u Ω (x) > 0}| = |Ω|, thanks to the minimum principle.
Lemma 4.2. We fix T > 0 as above and α > 0, then for every
Proof. By (2.11), we have
where we also used the minimality of u Ω . Then by using Markov-Chebychev's inequality, we get for z > 0
We now take t and z as in the statement, then for every x such that u Ω (x) > T and U Ω (x, z) ≤ t, we have
By using (4.2), we get
as desired. The second estimate is proved in a similar way, we leave the details to the reader. Proposition 4.3. We fix T > 0 as above, then
and
Proof. For ease of notation, we set Ω t = {x ∈ Ω : u Ω (x) > t} , and
By definition (4.1) of the level T , for every T /4 ≤ t ≤ T /2 we have that
We now observe that by using (4.5) and Lemma 4.2 with the choice
we get
Finally, by triangle inequality we have
thus by joining the last two estimates we get (4.3). We can now apply Lemma 4.1 with γ = 1/3, so to obtain
This concludes the proof.
A remainder term.
We now introduce some quantitative elements in the proof of the FaberKrahn inequality presented in Theorem 3.3. With this aim, we need to recall the sharp quantitative isoperimetric inequality
proved in [20, Theorem 1.1] (see also [15, Theorem 4.3] ). Here P denotes the distributional perimeter of a set. A possible explicit value for the constant Θ N is computed in [18, equation (1.12) ]. In our notation, this reads
Proposition 4.4 (An enhanced Pólya-Szegő-type estimate). Let 0 < s < 1 and let Ω ⊂ R N be an open bounded set. For t > 0 and z > 0, we set
Then for every ball B ⊂ R N such that |B| = |Ω|, we have
where the constant
and γ N,s is the same as in (2.10).
Proof. We introduce some quantitative informations into the generalized Pólya-Szegő principle used in (3.4). We have seen that (4.8)
For the z−derivative, we already observed thaẗ
For the x−derivative, we proceed as in the local case: by using the coarea formula, this can be written as¨R
where P (E t,z ) denotes the perimeter of the set E t,z , and we have used Jensen's inequality. Following the same computation as in [5, Lemma 2.9] , defining
and using the quantitative isoperimetric inequality (4.6), one can prove that
Thus we obtain
Observe that in the right-hand side, we also used the fact that
We remark that one has equality in (4.9) for a radial function, since the modulus of the gradient is constant on each level set. Moreover, the isoperimetric inequality is obviously an equality in the case of balls. Finally, for the symmetrized function U * Ω , one has the equality also in (4.10) (see Proposition 2.4 in [21] ).
By using these facts, we can conclude that
Moreover, we have seen in the proof of Theorem 3.3 that
Hence, coming back to (4.8), we have
Proof of the main result
5.1. Proof of Theorem 1.3. Thanks to the scale invariance, we can assume that |Ω| = 1. By Lemma 3.1, we can further assume that Ω is bounded. Thus we have to prove that
s , where B is a ball such that |B| = |Ω| = 1. We also observe that if λ s,q (Ω) > 2 λ s,q (B), then by using that A(Ω) < 2
i.e. we get the desired estimate (5.1), with
Thus, we can confine ourselves to consider the case
We now set
Observe that C 2 > 0, thanks to the fact that q < 2 * s . We define
then we have two possibilities for the value T defined in (4.1):
Case T ≤ T 0 . This is the easy case, here we do not need to work with the extension in R N +1 + . In particular, Proposition 4.4 is not needed here.
We consider the set Ω T = {x ∈ Ω : u Ω (x) > T }, which is open thanks to the continuity of u Ω . By using the admissible function (u Ω − T ) + in the variational definition of λ s,q (Ω T ), we get
In the second inequality we used the Faber-Krahn inequality for λ s,q , applied to the open set Ω T . By the choice (4.1) of the level T and using basic calculus 2 , we get
By recalling the definition of C 2 , up to now we have obtained
We now estimate the L q norm of (u Ω − T ) + : by using Minkowski's inequality and the fact that
we have (recall that |Ω| = 1 and´Ω u
By raising to the power 2 and observing that T ≤ T 0 < 1, this implies that
A(Ω).
We now insert this estimate in (5.4), so to obtain
The right-hand side can be estimated as follows
A(Ω)
thus we eventually get
as desired.
Case T > T 0 . If we set for simplicity
BRASCO, CINTI, AND VITA
We now want to use the enhanced Pólya-Szegő-type estimate of Proposition 4.4, in conjunction with Proposition 4.3. Thus, we have
where we used Proposition 4.3 in the third inequality, which is possible thanks to (5.6). We observe that by using (4.3) and the fact that A(Ω) < 2, we get
This in turn implies that
In order to estimate the integral in t, we use Jensen's inequalitŷ
By using (4.3) with t = T /4 and t = T /2, we get (recall that |Ω| = 1)
In conclusion, we get
By recalling the definition (5.5) of z 0 and that
we get the desired conclusion in this case, as well.
Remark 5.1. From the proof above, we can extract the following explicit value for σ 1
where B is any ball with |B| = 1. The constants C 1 = C 1 (N, s) > 0 and C 2 = C 2 (N, s, q) > 0 are given in (4.7) and (5.3), respectively. We then observe that:
• by Remark 2.7 lim sր1 β N,s < +∞, and lim
• by definition
• by Lemma A.1
This shows that σ 1 has the claimed stability property as s ր 1.
5.2.
Proof of Corollary 1.5. We can suppose that |Ω| = 1. We then take B a ball such that |B| = |Ω| = 1. Observe that if
As usual, we used that A(Ω) < 2. This gives the desired stability estimate, under the standing assumption on T s (Ω). On the other hand, if
we can use Theorem 1.3 with q = 1
2. An inspection of the proof shows that the constant σ 2 in Corollary 1.5 can be taken to be
where B is a ball such that |B| = 1. By observing that (see Lemma A.1)
we get that the constant σ 2 has the claimed controlled behavior, as s approaches 1.
Smooth sets
In this section, we briefly explain how on smoother sets we can improve our quantitative estimate, by lowering the exponent on the Fraenkel asymmetry.
We start by showing that when the trace has additional smoothness properties, we can upgrade the L 2 control of (2.11) to an L ∞ one.
Then we have
for a constant C = C(N, s) > 0.
Proof. By using that the Poisson kernel has integral equal to 1, we have
By defining
we get the desired conclusion.
Lemma 6.2 (Closeness of level sets, L ∞ case). Let Ω ⊂ R N be an open bounded set and let 0 < s < 1. Let us suppose that there exists a constant C > 0 such that
We fix T > 0, then for every
In particular, for t and z as above, it holds E t,z ⊂ Ω with
Proof. We take a point x ∈ Ω such that u Ω (x) > T . By using (6.1), we get for every 0 < z < (T /(8 C))
This shows that for every T /4 ≤ t ≤ T /2, we have
where for the second inclusion we used the monotonicity of the level sets. This shows the validity of the first claimed inclusion. We now take x ∈ R N such that U Ω (x, z) > t and use again (6.1). We get for every 0
This shows that for every T /4 ≤ t ≤ T /2
as desired. In order to prove the lower bound on the asymmetry of E t,z , it is sufficient to reproduce the proof of (4.3) and observe that this time
thanks to the choice (4.1) of T . We now get the conclusion by applying Lemma 4.1 with γ = 1/9.
Then for regular sets Ω ⊂ R N we can improve the exponent on the asymmetry in our quantitative estimate, according to the following Theorem 6.3. Let N ≥ 2, 0 < s < 1 and 1 ≤ q < 2 * s . Let Ω ⊂ R
N be an open bounded set, having Lispchitz boundary and satisfying the exterior ball condition (with radius ρ). Then we have
for a constant C > 0 depending on N, s, q, ρ and on the Lipschitz constant of ∂Ω.
Proof. We start by observing that by [31, Proposition 1.1], we have that u Ω is a function of class C s (R N ) whose C s -norm is bounded by a constant that depends on N, s, ρ and on the Lipschitz constant of ∂Ω. Hence, by Lemma 6.1, we have that assumption (6.1) of Lemma 6.2 is satisfied with a constant C which depends on the above quantities.
We proceed now as in the proof of Theorem 1.3, by using the same notations. The case T ≤ T 0 follows exactly as before.
For the case T > T 0 , we use Lemma 6.2 (in place of Lemma 4.2) and we set
By proceeding as before, we now get
By arguing as in the proof of Theorem 1.3, we deduce that
By recalling the definitions of z 1 and T 0 , we get the conclusion.
Remark 6.4. Observe that, differently from the proof of Theorem 1.3, the level z 1 does not depend on the asymmetry itself. This explains why the resulting exponent on A(Ω) is smaller. Also observe that even this improved exponent converges to 3, as s goes to 1.
Appendix A. Asymptotics for the Poincaré-Sobolev constant
In the next result, we use 2 * to denote the usual Sobolev exponent, i.e.
Lemma A.1. Let N ≥ 2 and 1 ≤ q < 2 * , then for every Ω ⊂ R N open bounded set, we have
If in addition Ω has Lipschitz boundary, then
Proof. In order to prove (A.1), it is sufficient to use the Bourgain-Brezis-Mironescu convergence result lim
see [4] . Indeed, by taking ϕ ∈ C ∞ 0 (Ω) with unit L q norm and using the definition of λ s,q (Ω), from the previous formula we get lim sup
By taking the infimum over all admissible ϕ, we get (A.1).
We now show (A.2). The case q = 2 is already contained in [9, Theorem 1.2], we thus treat the case q = 2. We take 1 ≤ q < 2 * and fix
We then observe that s 0 := 1 − N δ < s < 1 =⇒ q < 2 * s . From now on, we thus work with s 0 < s < 1. We start by observing that [9, Corollary 2.2] entails
for some C = C(N ) > 0. In particular, by using the definition of λ s,q (Ω), we get
. We have to distinguish two cases:
where ϑ is determined by scale invariance, i.e.
This yields
, for a possibly different constant C = C(N, q) > 0. By dividing on both sides by u 2 L q , we get
Since this holds for every u ∈ C ∞ 0 (Ω), we finally get
• if 2 < q < 2 * , we use in (A.3) Hölder's inequality
. This now gives
By proceeding as in the previous case, we thus obtain (A.5)
From (A.4) and (A.5), we have obtained that there exists a constant C = C(N, q, Ω, δ) > 0 such that
Then for every sequence {s k } k∈N ⊂ (s 0 , 1) converging to 1, we take
to be a minimizer of the variational problem which defines λ s k ,q (Ω). By definition and estimate (A.6), we have
By using [9, Lemma 3.10], up to consider a subsequence we have
With a simple argument, from the previous estimate we can also infer lim
Indeed, for 1 ≤ q < 2 this simply follows from Hölder inequality. For q > 2, we can use the interpolation inequality [9, Proposition 2.1]
where 0 < β < s k is a fixed exponent, taken so that 2 * β = q. Hence, by the fact that u ∈ D 1,2 0 (Ω) and using (A.7) and (A.8), we obtain also in this case that
since the constant C > 0 in the last inequality can be taken uniform as k goes to ∞.
In particular, the function u has unit L q norm. By using the Γ−convergence result of [9, Proposition 3.11] and the minimality of u k , we get
(A.9)
By using (A.1), we thus get
This in turn implies that equality must hold everywhere in (A.9), thus the limit function u is optimal for λ 1,q (Ω). This concludes the proof.
Remark A.2 (Irregular sets). The hypothesis of Lipschitz regularity on ∂Ω could probably be weakened. However, for a general open bounded set Ω ⊂ R N the equality (A.2) is not true. Indeed, we can produce a counter-example by using a similar construction to that of [25, Section 7] , which deals with a related phenomenon.
By using [27, Section 10.4.3, Proposition 5], we can exhibt a Cantor-type set F ⊂ R N such that cap 1 (F ) > 0 but cap s (F ) = 0 for every s < 1.
Here cap s (F ) denotes the s−capacity of F . In this way, if we consider the open set B \ F , the set F is "invisible" for every λ s,q (B \ F ), when s < 1. Then we get
The last strict inequality follows from the fact that F has positive capacity when s = 1.
Lemma A.3. Let N ≥ 2 and 0 < s < 1. We define the sharp Sobolev constant in R
Then for every Ω ⊂ R N open set with with finite measure, we have
Proof. The proof is standard, we give it for completeness. We set
, then we know that functions of the form Since Ω is an open set, there exists B R (x 0 ) ⊂ Ω. We consider the "truncated" extremal
This function is admissible in the variational problem which defines λ s,q (Ω (Ω), we can now get the desired conclusion. .
In Lemma 2.4 we used that the sum of these seminorms is equivalent to the standard SobolevSlobodeckiȋ seminorm. Even if this result should belong to the folklore on Sobolev spaces, we have not been able to find a reference for this fact.
Proposition B.1. Let 0 < s < 1, then for every u ∈ C ∞ 0 (R N ) we have
for a constant C = C(N ) > 1.
Proof. We prove the two inequalities separately. In order to prove the first one, we define the K−functionals K(t, u) = inf
and K i (t, u) = inf
Observe that we trivially have .
To prove (B.1), we take ε > 0 and ̺ > 0, then there exists v ∈ C ∞ 0 (Ω) such that
Thus we get 
By using (B.2), we then obtain
We now integrate with respect to ̺ > 0 and make a change of variable. This yields directly (B.1), as desired.
In order to prove the second inequality, we observe that
[u] For ω = (ω 1 , . . . , ω 2 ) ∈ S N −1 , we use the triangle inequality so to get We can use the change of variable ω j ̺ = t in the first integral and ω i ̺ = −t in the second one, so to obtain
[u] In conclusion, we obtained
[u] .
By using some standard algebraic manipulations, we then obtain the desired inequality.
