It is well known that the problem of estimating the state and parameters of discrete-time nonlinear dynamic systems from noisy measurements can be formulated as a nonlinear two-point boundaryvalue problem. In this paper, an algorithm is developed for solving the above boundary-value problem. The algorithm, which is based on Newton's method, requires very little storage. A detailed discussion of the algorithm is given and certain extensions of it are indicated.
Introduction
The purpose of this paper is to present a successive approximation procedure for fixed-interval data smoothing for a particular class of discrete-time nonlinear systems. The corresponding procedure for continuoustime nonlinear systems was developed by Meditch (1969) . However, the two procedures differ in certain essential details and it is, therefore, desirable to treat them separately.
The underlying idea here is that of applying Newton's method to the nonlinear two-point boundary-value problem which arises in nonlinear data smoothing when the maximum likelihood estimation viewpoint is adopted. The problem formulation and the development of the resulting two-point boundary-value problem, both of which are due to Cox (1964) , are given below in Section 2. The computational procedure is then developed and discussed in Sections 3 and 4, respectively.
Problem formulation
Consider the class of systems
z{k) = h(x{k),k)+v(k)
(1) (2) for k = 1, . . ., N where k is the discrete-time index; x is an n-vector, the state; u is an n-vector, the disturbance; z is an m-vector, the measurement; and v is an m-vector, the measurement error. Further, / and h are, respectively, n and m-dimensional vector-valued functions of the indicated variables; and N is a positive integer.
It is assumed that {«(/), z = 0, 1, . . ., N -1} and {v(J),j= 1, . . ., N} are independent, zero mean, gaussian sequences with
for all relevant values of the integers j and k. In this set of expressions, E denotes the expectation operator, 8 jk is the Kronecker delta, prime denotes the transpose, and Q{k) and R(k) are, respectively, n X n and m X m positive definite covariance matrices.
The initial state x(0) of the system in (1) is taken to be a gaussian random vector which is independent of {u(i), i = 0, 1, . . ., N -1} and {v<J)J = I, . . ., N} and has mean x(0) and positive definite covariance matrix P(0).
The estimation problem of interest here is the following: Having observed the sequence of measurements {z(l), . . ., z(N)}, obtain an estimate of the sequence of states {x (G), x(l), . . ., x(N) } which is based on the given measurement data.
The viewpoint adopted here is that of maximum likelihood estimation. Specifically, the estimate is chosen to be that sequence {^(0),. . ., x(A0} for which the a posteriori conditional probability density function
is maximized, i.e. the estimate is the mode of this density function.
By a direct application of Bayes' rule, it can be shown that
where A| denotes the inverse of the indicated matrix and | | 7 | | B is the quadratic form y'By.
In ( with respect to both {x(0), . . ., x(N)} and {M (0), . . ., u (N -1)} subject to the set of constraints
With the introduction of the set of Lagrange multipliers {(/( (0) Setting the gradient of Vj$ with respect to u(k -1) equal to zero for each k = 1, . . ., N leads to the condition
Hence, the set of relations in (5) can now be written
where k = 1, . . ., N, and the notation x(k) is used to denote the minimizing value of x(k). Similarly, setting the gradient of V£ with respect to x(0) and also with respect to x(k), k = 1, . . ., N yields the two relations
In these relations, f x {x{k), k) and h x (x(k), k) are, respectively, the n X n and n X m Jacobian matrices
is nonsingular for all j = 0, 1, . . the above two equations can be put in the form
respectively, where k = 1, . . ., N.
Noting next the requirement that
it follows that the previously mentioned nonlinear twopoint boundary-value problem is specified by equations (6M9). Three remarks concerning the above formulation are in order before continuing to the computational procedure. First, the notation x(k) is used here to denote the fixed-interval smoothed estimate of x{k) rather than x(k\N). The latter is commonly employed in the literature to emphasize that each estimate is based on all of the measurement data which is available over the fixed interval [0, N] and to distinguish it from other types of estimates, e.g. x(k\k), the filtered estimate, and x(k + 11 AT), the predicted estimate. The former notation is chosen for present purposes because of its simplicity, the understanding being that only fixed-interval smoothed estimates are of concern here. Second, the requirement that f x (x(k), k) be nonsingular is always satisfied for an important class of problems which are of practical interest. In particular, if (1) is the sampled-data model of a continuous-time nonlinear system, f x (x(k), k) is the state transition matrix for the system's variational equations with the linearization carried out about the current estimate x{k). It is well known that this transition matrix is nonsingular.
Third, if the system in equations (1) and (2) is linear, the above two-point boundary-value problem, which is also linear, can be solved in closed-form and recursive relations obtain for both filtering and fixed-interval smoothing (see Cox, 1964) .
Computational procedure
The nonlinear two-point boundary-value problem of Section 2 can be expressed in the form
where k = 1, . . ., N, and a, /3 and y are the rc-dimensional vector-valued functions which correspond to the right-hand sides of equations (6), (8) and (7), respectively. Further, II in (12) denotes the given parameters P(0) and x(0) in (7), and the explicit time dependence in equations (10) and (11) includes the parameters Q(k -1) and R-'ik) in equations (6) and (8), respectively, as well as the known measurements z{k) in the latter relation. The problem which is defined by equations (10)-(13) can be viewed as one in which x(0) is to be determined such that when it and its corresponding value of ip(0), as given by (12), are used as initial conditions in equations (10) and (11), the resulting solution satisfies (13), ip(N) = 0. This can be done in the following way.
For each iteration /, / = 1, 2, . . ., let x'{k) and ip\k) be the solutions of
(15) 
V\)
^(*) + Hik).
Then, the system of variational equations for equations (14)- (16) 
where k = 1, . . ., N; and <x x , a^, fa, fa and y x are n X n Jacobian matrices which are evaluated at the indicated arguments, e.g.,
where j,l=l,...,n.
Note that the values of the variables which are needed to evaluate these Jacobian matrices are obtained from the solution of equations (14)- (16) for a given x'(0).
It is quite obvious that, in general, the solution of equations (14) and (15) for an arbitrary x'(0) and the corresponding </i' (0) as given by (16) will not satisfy the boundary condition <JJ'(N) -0. However, the variational equations can be utilised to compute corrections Sx'(0) and 8ifi<(0) to x'(0) and i/>' (0), respectively, so that, to within first-order terms, the solution of equations (14) and (15) subject to the initial conditions will satisfy i/.'+'CW) = 0.
For notational convenience, let equations (18) and (19) be written
where the definitions of (S>j,(k),j, I = 1,2, follow from a direct comparison of equations (21) and (22) where k = 1, . . ., N.
Recursive application of (24) 
Equation (26) provides an efficient means for determining the required 2« x In matrix in (25) as computations proceed along any iteration. Clearly, values of the submatrices % x {k), OJ 2 (/c), $' 2l (k) and $ 22 (/c) for a given k need not be stored once they have been incorporated into the computation in (26).
For k -N, the second relation in (17) is = !/.' Since it is desired that ifii+ l (N) = 0, it follows that where i/<' (A0 is a known vector, viz. the solution of (14) and (15) for an arbitrary x'(0) and its corresponding i/r'(0) from (16). From the above relation and (25), it is clear that With the aid of (20), it then follows that the required correction to x'(0) to obtain x /+1 (0) is
under the assumption that the indicated inverse exists.
The computational procedure can now be summarized as follows:
1. Substitute x'(0) as obtained from the preceding iteration, or as specified by the 'initial guess' for i = 1, into (16) to obtain 1^(0). 2. Solve (14) and (15) 
Discussion
The procedure developed above is applicable to postexperimental data analysis problems where it is desired to determine the time history of a system's state and the parameters of the system model from normal operating records. Fields of application include orbit determination, guidance system post-flight error analysis, chemical plant parameter estimation, and seismology.
An important feature of the present method is that it deals directly with the data smoothing problem without first requiring solution of the filtering problem as is the present practice (see Sage, 1968; Bryson and Ho, 1969; Gura and Henrikson, 1969) . In the latter case, the twopoint boundary-value problem in (6)- (9) is converted to an initial-value problem via invariant imbedding (Sage, 1968) or the sweep method (Gelfand and Fomin, 1963) . Both approaches lead to a sequential computational algorithm for determining the filtered estimate x(k\k) for k = 0, 1, . . ., N. This algorithm is first-order in system dynamics and second-order in measurement nonlinearity. In addition, an extra n(n + l)/2 elements must be computed at each time point to obtain x{k\k). At the conclusion of this procedure, x(N\N) and ip(N) = 0 are used as final conditions for (6) and (8), respectively, to obtain x(k\N) and </f(&) sequentially in reverse-time, viz., k = N, N-1, . . ., 0. It should be noted that this requires that /(•) in (6) be an invertible function, a situation which is seldom true in practice. This point was apparently overlooked by Gura and Henrikson (1969) .
Both the invariant imbedding and sweep procedures lead to series expansions in which only first and secondorder coefficients are equated to obtain computational algorithms. The approximations are thus introduced at the outset and solution of the two-point boundary-value problem is approached indirectly whereas the procedure developed in this paper deals directly with the problem as already noted. The advantages of the latter formulation over the former are obvious.
The method in this paper is relatively simple to apply because of its low storage requirements. In particular, only x i+1 (0) and ^+ 1 (0) which are computed at the end of one iteration need be stored to initiate the next iteration. By contrast, quasilinearization techniques (Bellman and Kalaba, 1965) generally require storage of entire time histories to proceed from one iteration to the next.
Since Newton's method underlies the procedure here, convergence is theoretically quadratic. As with any Newton-type method, one has here also the question or problem of a 'good' initial estimate. If such an estimate is not available from a consideration of the physics of the particular system being investigated, or if divergence occurs, then it may be necessary to utilize a gradient method to obtain a 'good' initial estimate. There is at present no computational experience to report in this connection.
Any one of a number of criteria can be used to terminate the iterations. Since the procedure is designed to force satisfaction of the boundary condition I/J(N) = 0, one reasonable criterion for this purpose is ||^I'(^')|| < e where e is a small positive number.
For cases where the a priori information is 'poor' or unavailable, one can consider P(0) arbitrarily large such that P-'(0) -> 0. Under this condition, the first term in V£ vanishes, and from (7) It is noted from equations (6) and (8) that Q(k -1) and R~~1(k) are needed in the computations of x'(k) and 4> '(k) . This would seem to indicate that, for this purpose, Q{k -1) need not be positive definite as assumed initially, but that R(k) must be. However, Q(k -1) must be positive definite for all k = 1, . . ., N in order for Vff to be defined. One possible way to circumvent this difficulty is to replace Q~\i -1) in V$ by (S(i -1) which may be positive semidefinite. Setting the gradient of Vfi with respect to u(k -1) equal to zero gives
where S* is the pseudoinverse of S.
Similarly, one can use R*(k) in (8) if R(k) is positive semidefinite. Cases where R(k) may be singular occur when one of the measurement variables is perfect, i.e. there is no measurement error in that component of the measurement vector, or when one of the measurement errors is a linear combination of some or all of the others.
The above remarks concerning Q(i -1) also pertain to P(Q). In this case, (7) would become The computational procedure of Section 3 can be modified to handle cases where the two sequences {«(/), i = 0, 1, . . ., N -1} and {v{j), j =l,...,N) are correlated with each other, i.e. If the system disturbance u(k -1), k -1, . . ., N, is not present in (1), the term involving ||K(Z" -l)||g. 1(l ._ 1) in Vfi does not appear and the set of constraints in (5) is replaced by the set where / = 1, . . ., N. The procedure in Section 3 still applies in this case with certain obvious simplifications.
E[u(j -
If the statistical description which was given in the problem formulation is not available, the computational method of Section 3 can still be applied by adopting a modified least-squares approach as was done by Detchmendy and Sridhar (1966) for continuous-time nonlinear filtering. In this case, the estimate is constrained to be of the form 
