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ABSTRAK 
 Korelasi yang tinggi antar variabel bebas (multikolinearitas) merupakan 
sebuah masalah dalam regresi logistik. Ada beberapa metode yang dapat 
mengatasi masalah multikolinearitas, tetapi metode tersebut memiliki kelemahan, 
yaitu tidak dapat menyusutkan koefisien menuju 0 dan seleksi variabel bebas 
secara bersamaan. Metode Least Absolute Shrinkage and Selection Operator 
(LASSO) dengan penalty Lagrangian dapat menyusutkan koefisien menuju 0 dan 
seleksi variabel secara bersamaan. Skripsi ini bertujuan untuk mengestimasi 
koefisien regresi logistik biner dengan metode LASSO. Selanjutnya diterapkan 
pada data kemiskinan setiap desa di Kabupaten Jeneponto. Berdasarkan model 
regresi logistik LASSO diperoleh taksiran model yang menunjukkan jika jumlah 
rumah tangga yang menggunakan sember penerangan Pelita / Petromaks dan 
bukan PLN lebih banyak daripada jumlah rumah tangga yang menggunakan 
penerangan PLN dan bekerja di bidang industri maka desa tersebut dikategorikan 
desa miskin. Ketepatan pengklasifikasian dengan metode LASSO sebesar 80,53%. 
Kata kunci : Multikolinearitas, Regresi logistik biner, Metode LASSO, Ketepatan 
pengklasifikasian , data kemiskinan setiap desa. 
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ABSTRACT 
 High correlation between predictor variables (multicollinearity) become a 
problem in logistic regression. There are some method to solve the problem, but 
the methods have drawbacks i.e. they can not shrink some coefficients to 0 and do 
variable-selection technique simultaneity. Least Absolute Shrinkage and Selection 
Operator (LASSO) method can shrink some coefficients to 0 and do variable-
selection technique simultaneity. This paper proposed to estimate binary logistic 
regression coefficients with LASSO method. Then it will be applied on proverty 
data of all village in Jeneponto. According to the binary logistic regression model 
with LASSO method, the estimated model shows that if number of household that 
which using lighting source i.e. oil lamp and not State Electricity Enterprise more 
than number of household using which State Electricity Enterprise and work in 
industry sector then that village is classificated in proverty village. Accuracy of 
classification with LASSO method is 80,53%. 
Keywords: Multicollinearity, Binary logistic regression, LASSO, Accuracy of 
Classification, Proverty data. 
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