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Abstract
For a Banach space X of RM -valued functions on a Lipschitz domain,
let K(X) ⊂ X be a closed convex set arising from pointwise constraints on
the value of the function, its gradient or its divergence, respectively. The
main result of the paper establishes, under certain conditions, the density
of K(X0) in K(X1) where X0 is densely and continuously embedded in X1.
The proof is constructive, utilizes the theory of mollifiers and can be applied
to Sobolev spaces such as H0(div,Ω) and W
1,p
0 (Ω), in particular. It is also
shown that such a density result cannot be expected in general.
Keywords: Closed convex sets, dense embedding, gradients, pointwise
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1. Introduction
Many problems in the calculus of variations involve, either directly or
through (Fenchel) dualization, constraint sets of the type
K(X) := {f ∈ X : |(Gf)(x)| ≤ α(x) a.e., x ∈ Ω},
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where Ω ⊂ RN represents some underlying domain, N ∈ N, X is a Banach
space of functions on Ω, | · | stands for the Euclidian norm, α denotes a
sufficiently regular function with α(x) ≥ α > 0 for x ∈ Ω, and where “a.e.”
stands for “almost everywhere”. Further, the operator G takes one of the
following choices:
G = id, G = ∇, G = div .
Let X1 denote, for instance, a Hilbert space of RM -valued functions over
Ω and X0 a Banach space which is continuously and densely embedded in
X1. For approximation purposes it is often necessary to find an answer to
the following question:
Is K(X0) is dense in K(X1) with respect to the norm in X1? (1)
In general, the answer is not positive. In fact, K(X0) might not even
contain non-trivial elements as the following example1 demonstrates.
A counter-example. Consider X1 = L
2(Ω)M , where Ω is a domain in RN .
Let {pn}∞n=1 be an enumeration of a dense set in Ω and φn(x) := |x− pn|−1/4
for x 6= pn. Note that since Ω is bounded, there exists K > 0 such that
|φn|L2(Ω) ≤ K for all n ∈ N. Then, g :=
∑∞
k=1 k
−2φk belongs to L2(Ω), is
strictly positive on Ω, and it is unbounded at each pn, i.e., it is unbounded
on a dense set.
Let X0 be the linear space of functions f = hg with h ∈ C(Ω)M and
endowed with norm |f |X0 = supx∈Ω |h(x)|, X0 is a Banach space. Clearly,
if f ∈ X0, then f ∈ X1 and |f |X1 ≤ |g|X1|h|C(Ω)M = |g|X1|f |X0 , proving the
embedding to be continuous. Let f ∈ C(Ω)M be arbitrary, and let fn ∈ X1
be of the form fn = hng with hn(x) = f/gn and gn =
∑∞
k=1 k
−2 min(φk, n) ∈
C(Ω), where the min-operation is understood in a pointwise sense. Then it
holds that
|fn − f |X1 = |hng − f |X1 = |hng − hngn|X1 ≤ |hn|C(Ω)M |g − gn|L2(Ω).
One readily observes that |g − gn|L2(Ω) → 0 since we have |min(φk, n) −
φk|L2(Ω) → 0 for each k. Therefore, X0 is dense in C(Ω)M with respect to the
X1-norm, and since the latter is dense in X1, X0 is also dense in X1. Finally,
1The construction is based on an idea of Martin Hairer, Department of Mathematics,
University of Warwick.
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for G = id, we have that K(X0) = {0} which is clearly not dense in K(X1).
Therefore, the dense and continuous embedding of X0 in X1 is not sufficient
for
K(X0)
X1
= K(X1). (2)
Motivating applications. We briefly mention several motivating appli-
cations where (1) emerges from Fenchel dualization (Ekeland and Temam,
1976) and semismooth Newton solvers (Hintermu¨ller et al., 2003). In a
rather abstract setting, regularized total variation type image restoration
(Hintermu¨ller and Stadler, 2006), energies related to Bingham fluids (Hin-
termu¨ller and de los Reyes, 2011), simplified friction problems or elasto-
plastic problems in material science (Duvaut and Lions, 1976; Johnson, 1976;
Carstensen, 1997; Stadler, 2004; Hintermu¨ller and Ro¨sel, 2013) can be asso-
ciated with the following problem:
minimize F (y) + α
∫
S
|Cy(s)|ds over y ∈ Y, (3)
where Y denotes a real Banach space with topological dual Y ∗, F : Y → R
is of the form F (y) = 1
2
〈A(y− f),y− f〉Y ∗,Y + 〈a,y〉Y ∗,Y +b where 〈·, ·〉Y ∗,Y
denotes the duality pairing between Y and Y ∗, A ∈ L(Y, Y ∗) is invertible,
a ∈ Y ∗ and b ∈ R. Furthermore, α > 0 is fixed and C is a linear and
continuous operator from Y to L2(S,RL×M), i.e., C ∈ L(Y, L2(S,RL×M)),
with L ∈ N, 1 ≤ L,M ≤ N , and S ⊆ Ω or S ⊆ ∂Ω, where ∂Ω denotes the
boundary of Ω ⊂ RN . We emphasize here that the functional associated with
α > 0 in (3) changes in the context of the (non-regularized) total variation
based image restoration: see (6) and (7) below, where Y = BV (Ω). The
Fenchel dual problem of (3) is given by
minimize F ∗(C∗p) over p ∈ L2(S,RL×M) (4a)
subject to |p(x)| ≤ α a.e., x ∈ S. (4b)
Here, F ∗ : Y ∗ → R denotes the convex conjugate of F , i.e., F ∗(z) =
sup{〈z,y〉Y ∗,Y − F (y) : y ∈ Y }, and C∗ is the adjoint of C. In particu-
lar, F ∗ has the form
F ∗(z) =
1
2
|z− a− Af |2A−1 −
1
2
|Af |2A−1 − b,
where |w|2A−1 = 〈A−1w,w〉Y ∗,Y .
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For the successful application of semismooth Newton solvers for (4), de-
pending on the properties of C, additional regularization maybe required.
One way to achieve an associated regularity gain for y is to add a smoothing
term to F ∗ in (4) yielding
minimize F ∗(C∗p) +
1
2γ
|Dp|2L2(S,RL×M )N over p ∈ X0 (5a)
subject to |p(x)| ≤ α a.e., x ∈ S, (5b)
where γ > 0, X0 is continuously and densely embedded in L
2(S,RL×M), and
D ∈ L(X0, L2(S,RL×M)N) with |Dp|L2(S,RL×M )N ≥ β0|p|X0 for some β0 > 0
for all p ∈ X0.
Setting X1 := L
2(S,RL×M) and K(X) = {p ∈ X : |p(x)| ≤ α a.e., x ∈
S}, with X = Xi, i ∈ {0, 1}, then we arrive at the framework introduced at
the beginning of this section. Now, the relation of K(X0) and K(X1) is of
relevance when the limit as γ →∞ is studied in (5).
In the context of the total variation (TV) regularization in image restora-
tion (Rudin et al., 1992), in (Hintermu¨ller and Kunisch, 2004) it is argued
that the Fenchel dual problem of
minimize | div p + f |2L2(Ω)N over p ∈ H0(div,Ω) (6a)
subject to |p(x)| ≤ α a.e., x ∈ Ω, (6b)
is given by the TV-model
minimize
1
2
|y − f |2L2(Ω) + α
∫
Ω
|Dy| over y ∈ BV(Ω), (7)
where f ∈ L2(Ω) and α > 0 are given. Further, BV(Ω) denotes the space of
functions of bounded variation (see Giusti (1984) for a definition),∫
Ω
|Dy| = sup
{∫
Ω
y div p : p ∈ C10(Ω), |p|L∞(Ω) ≤ 1
}
is the total variation semi-norm, and H0(div,Ω) := {p ∈ L2(Ω)N : div p ∈
L2(Ω),p · ν = 0 on ∂Ω}, where ν denotes the outward unit normal on ∂Ω.
The corresponding proof in (Hintermu¨ller and Kunisch, 2004, Thm. 2.2)
requires the density result of this present paper for K(X) = {p ∈ X :
|p(x)|2 ≤ α a.e. x ∈ Ω} with X = Xi, i ∈ {0, 1}, where X1 = H0(div,Ω)
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and X0 = C
1
0(Ω).
Situations with G = ∇ (rather than G = id, as in the previous ap-
plications) arise, for instance, in problems of elasto-plastic material defor-
mation and the study of the tangent cone to the set K(H10 (Ω)) = {y ∈
H10 (Ω) : |∇y(x)| ≤ ψ(x) a.e. Ω}; see (Hintermu¨ller and Surowiec, 2011).
Here, H10 (Ω) =: X1 denotes the usual Sobolev space (Adams and Fournier,
2003) and ψ ∈ L2(Ω) with ψ(x) ≥ ψ > 0 for all x ∈ Ω. In the study
of the tangent cone to K(H10 (Ω)) at y ∈ H10 (Ω) one needs X0 such that
∇X0 ⊂ L∞(Ω)N with X0 continuously and densely contained in X1.
2. Notation
Suppose Ω ⊂ RN is a bounded domain with N ∈ N. By bold letters
f ,g,h, . . . we denote RM -valued functions, with M ∈ N, and for real-valued
functions we sometimes also write f, g, h, . . .. The support of a function
p : Ω→ RM is denoted by supp p and it is defined as
supp p := {x ∈ Ω : |p(x)| 6= 0}.
For the linear space of infinitely differentiable functions with compact support
in Ω we write D(Ω). Further we define
D(Ω) := {v|Ω : v ∈ D(RN)}. (8)
We denote by C0(Ω) to the space of real-valued continuous functions
vanishing at the boundary of Ω, i.e., f ∈ C0(Ω) if it is continuous over Ω and
for all  > 0 there exist a compact set K such that |f(x)| <  on x ∈ Ω \K.
Sometimes C0(Ω) is also called the space of real-valued continuous functions
vanishing at infinity. Endowed with the norm |f |C0(Ω) := supx∈Ω |f(x)|, C0(Ω)
becomes a Banach space. Note that C0(Ω) is the closure of D(Ω) in the
C0(Ω)-norm. Later we also use Cc(Ω) to denote the space of continuous
real-valued functions with compact support in Ω.
We also make use of the usual real Lebesgue and Sobolev spaces Lp(Ω) and
W 1,p(Ω), with 1 ≤ p ≤ ∞, respectively, with norms |v|Lp(Ω) = (
∫
Ω
|v(x)|pdx)1/p
and |w|W 1,p(Ω) = |w|Lp(Ω) + |∇v|Lp(Ω)N . Additionally, W 1,p0 (Ω) denotes the
subspace of W 1,p(Ω) of functions which are zero on ∂Ω in the sense of the
trace, which is also a Banach space with norm |v|W 1,p0 (Ω) = |∇v|Lp(Ω)N . It is
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known that
D(Ω)
W 1,p(Ω)
= W 1,p0 (Ω), D(Ω)
W 1,p(Ω)
= W 1,p(Ω).
For more information on Lebesgue and Sobolev spaces and their properties
we refer the reader to (Adams and Fournier, 2003).
The divergence operator div is defined as the formal transpose of the
operator −∇, i.e., for a general open set O ⊂ RN ,
〈div v, w〉+ 〈v,∇w〉 = 0, ∀ v ∈ D ′(O)N , w ∈ D(O), (9)
where D ′(O) is the dual space of D(O) (see (Dautray and Lions, 1999)); in
our context, we consider O = Ω or O = RN . We now can define the Hilbert
space H(div,Ω) := {v ∈ L2(Ω)N : div v ∈ L2(Ω)} (sometimes also denoted
byH(div)) and endow it with the inner product (v,w)H(div) := (v,w)L2(Ω)N+
(div v, div w)L2(Ω). In an analogous fashion, the space H(div,RN) is also de-
fined. The closure of D(Ω)N with respect to the H(div,Ω)-norm is denoted
by H0(div,Ω) (or simply H0(div) when the domain Ω is understood) and in
the case Ω has a Lipschitz boundary it is equivalent to
H0(div,Ω) = {v ∈ H(div,Ω) : γv := v · ν|∂Ω = 0}, (10)
where ν denotes the outer normal vector. The operator γ can be proven to
be continuous from H(div,Ω) to H−1/2(∂Ω).
3. Main Result
The main density result of this paper is the following one.
Theorem 1. Let Ω ⊂ RN be an open and bounded set with Lipschitz bound-
ary. Suppose that α ∈ C(Ω) with α(x) > 0 for all x ∈ Ω. Consider the set
valued mapping K
K(X) := {p ∈ X : |p(x)| ≤ α(x) a.e., x ∈ Ω}, (11)
where X is one of the following: X0 := D(Ω)M , X1 := H0(div,Ω), X2 :=
(W 1,p0 )
M , X3 := C0(Ω)
M and X4 := L
p(Ω)M . Then,
K(X0)
Xi
= K(Xi), for i = 1, 2, 3, 4. (12)
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The proof of this theorem relies on the theory of mollifiers and rescaling
arguments. For this purpose, let Ω ⊂ RN be open and bounded. We say that
Ω is strictly star-shaped with respect to the point y0 ∈ Ω if, for each y ∈ Ω,
the segment [y0, y] is contained in Ω. In other words, taking y0 as the origin,
we obtain θΩ ⊂ Ω for all θ ∈ (0, 1). If Ω has a Lipschitz boundary it, of
course, need not be strictly star-shaped. But there exists a finite collection
of strictly star-shaped open sets {Ωj}Jj=1 with Lipschitz boundaries such that
Ω = ∪Jj=1Ωj; see for example (Boyer and Fabrie, 2012) for a proof. This fact
justifies to call each bounded Lipschitz domain locally strictly star-shaped.
Our proof technique makes use of the standard theory of mollifiers (see
Adams and Fournier (2003) for example) to obtain smooth approximanting
functions. Henceforth, we assume that ρ ∈ D(RN), ρ ≥ 0, ρ(x) = 0 for
|x| ≥ 1 and ∫Rn ρ(x)dx = 1. Defining ρn(x) := nNρ(nx), we get ρn(x) = 0
for |x| ≥ 1/n, ρn(x) ≥ 0,
∫
Rn ρn(x)dx = 1. Moreover, ρn converges to Dirac’s
delta in the sense of D ′(RN) as n→∞.
Definition 1. Let Ω ⊂ RN be open, bounded, strictly star-shaped with
respect to the origin and with Lipschitz boundary. Let p ∈ Lp(Ω)M with
1 ≤ p < ∞ and M ∈ N. We define the sequence {Sn(p,Ω)}, or {Sn(p)} for
short, when the domain is understood, as follows:
Sn(p,Ω)(x) := ρn ∗ p˜θn =
∫
RN
p˜(y/θn)ρn(x− y)dy, x ∈ RN , n ∈ N. (13)
Here, p˜ denotes the extension of p by zero outside Ω, {θn} is a non-decreasing
sequence in (0, 1) such that θn ↑ 1 and
suppSn(p,Ω) ⊂ Ω, (14)
for all n ≥ K and some sufficiently large K. Further, we use p˜θ(x) := p˜(x/θ).
Note that each Sn(p) has compact support and it is an element of C
∞(Ω)M .
Hence, {Sn(p)} is in D(Ω)M . A few words on Definition 1 are still in or-
der. Since p ∈ Lp(Ω)M , it holds that p˜ ∈ Lp(RN)M and supp p˜ ⊂ Ω. Also,
Ω ⊂ RN is strictly star-shaped with respect to the origin and thus θΩ ⊂ Ω,
for all θ ∈ (0, 1). For p˜θn we observe that
supp p˜θn ⊂ θnΩ ⊂ Ω. (15)
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Additionally, we have that Sn(p) = ρn ∗ p˜θn and from standard properties of
the convolution and supp p˜ ⊂ Ω, we infer
suppSn(p) ⊂ supp p˜θn + supp ρn ⊂ θnΩ +B(0, 1/n). (16)
Here the sequence {θn} has to satisfy θn ↑ 1 and θnΩ +B(0, 1/n) ⊂ Ω for all
n ≥ K and for some sufficiently large K.
Lemma 2. Let Ω ⊂ RN be open, bounded, strictly star-shaped with respect
to the origin and with Lipschitz boundary. Let X1 := H0(div; Ω), X2 =
W 1,p0 (Ω)
M , X3 = C0(Ω)
M and X4 = L
p(Ω)M , then
p ∈ Xi =⇒ Sn(p) n→∞−−−→
Xi
p, for i = 1, 2, 3, 4. (17)
Proof. We split the proof into steps. Let pi ∈ Xi for i ∈ {1, . . . , 4}.
Step 1. It follows immediately that the extensions by zero outside Ω of
p2,p3 and p4 (p˜2, p˜3 and p˜4) belong to W
1,p
0 (R
N)M , C0(RN)M and Lp(RN)M ,
respectively. Now we prove that p˜1 ∈ H(div,RN). Since p1 · ν = 0 on ∂Ω
by Green’s formula (see Girault and Raviart (1986, Chapter I. Section 2.2.
(2.17))) we observe
(p1,∇ϕ)L2(Ω)N + (div p1, ϕ)L2(Ω) = 〈p1 · ν, ϕ〉∂Ω = 0, ∀ϕ ∈ D(Ω), (18)
where 〈p1·ν, ϕ〉∂Ω is shorthand for the duality pairing 〈p1·ν, ϕ〉H−1/2(∂Ω),H1/2(∂Ω).
Note that (18) holds for ϕ ∈ H1(Ω) and hence it further holds for ϕ ∈ D(Ω).
Define v0 := div p1 and let v˜0 and p˜1 denote the extensions by zero outside
Ω of v0 and p1, respectively. Then, (18) can be written as
(p˜1,∇ϕ)L2(RN )N + (v˜0, ϕ)L2(RN ) = 0, ∀ϕ ∈ D(RN). (19)
Recalling (9) this implies v˜0 = div p˜1 in D ′(RN). Moreover, since v˜0 ∈
L2(RN), we have that div p˜1 ∈ L2(RN). Therefore p˜1 ∈ H(div,RN) with
supp p˜1 ⊂ Ω.
Step 2. Define p˜θi , for i = 1, 2, 3, 4, as p˜
θ
i (x) := p˜i(x/θ), then supp p˜
θ
i ⊂
θΩ ⊂ Ω. Since Cc(Ω) is dense in Lp(Ω) for 1 ≤ p < ∞, we have that p˜θ1
converges in the L2(RN)M -sense to p˜1: Let  > 0 be arbitrary and h ∈
Cc(Ω)
M be such that |p˜1 − h˜|L2(Ω)M ≤  (with h˜ being the extension by
zero of h) so that |p˜θ1 − h˜θ|L2(θΩ)M ≤ θ1/2 with h˜θ(x) = h˜(x/θ). Note that
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by Lebesgue’s dominated convergence theorem, limθ↑1 |h˜θ − h˜|L2(Ω)M = 0.
Therefore, by taking the limit as θ ↑ 1 in
|p˜θ1 − p˜1|L2(RN )M ≤ |p˜1 − h˜|L2(RN )M + |p˜θ1 − h˜θ|L2(RN )M + |h˜θ − h˜|L2(RN )M ,
we observe that limθ↑1 |p˜θ1 − p˜1|L2(RN )M ≤ 2. As  > 0 was arbitrary, the
assertion is proven.
Similarly, div p˜θ1 =
1
θ
div p˜1(·/θ) converges in the L2(RN)-sense to div p˜1
as θ ↑ 1, p˜θ2 converges in the Lp(RN)M -sense to p˜2 (and also p˜θ4 converges in
the Lp(RN)M -sense to p˜4) and∇p˜θ2 = 1θ∇p˜2(·/θ) converges in the Lp(RN)N×M -
sense to ∇p˜2. Also, p˜θ3 and p˜3 have compact support, and it follows that
p˜θ3 → p˜3 uniformly on RN and p˜θ3 → p uniformly on Ω as θ ↑ 1. Summarizing,
p˜θi
θ↑1−−→ˆ
Xi
p˜i and p˜
θ
i
θ↑1−−→
Xi
pi, for i = 1, 2, 3, 4, (20)
where Xˆ1 := H0(div;RN), Xˆ2 = W
1,p
0 (R
N)M , Xˆ3 = C0(RN)M and Xˆ4 =
Lp(RN)M .
Step 3. We have divSn(p1) = div(ρn ∗ p˜θn1 ) = ρn ∗ div p˜θn1 and that
∇Sn(p2) = ∇(ρn ∗ p˜θn2 ) = ρn ∗∇p˜θn2 (see the proof of Lemma 3.16 in Adams
and Fournier (2003) for this property of the convolution). It is known (see
Adams and Fournier (2003, Theorem 2.29)) that ρn ∗ v → v in Lp(Ω)M for
all v ∈ Lp(Ω)M as n→∞ and |ρn ∗v|Lp(Ω)M ≤ C|v|Lp(Ω)M for some constant
C independent of v and M for all n ∈ N. Additionally, since p˜3 ∈ C(Ω)N it
follows that ρn∗p˜3 → p3 uniformly on Ω (see Adams and Fournier (2003), for
example). Therefore, by the triangle inequality and (20), it is straightforward
to observe that
Sn(pi)
n→∞−−−→
Xi
pi, for i = 1, 2, 3, 4. (21)
Remark. We note that in the proof of Lemma 2 more effort is devoted
to the case H0(div,Ω) than to the other the cases, which is due to the type
of boundary condition incorporated in H0(div,Ω).
We are now ready to prove our main result. The proof consists in scaling
the sequence {Sn(p)}, based on the constraint |p(x)| ≤ α(x) a.e. x ∈ Ω,
in order for it to satisfy the same constraint while retaining the convergence
properties of the previous lemma.
Proof (of Theorem 1). Again we split the proof into several steps.
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Step 1. Suppose that Ω is strictly star-shaped, i.e., there exists a point x
in Ω such that the domain is star-shaped with respect to x. For convenience
we translate the origin to that point. Then, for pi ∈ K(Xi) we have that
Sn(pi,Ω) is well defined (with i = 1, 2, 3, 4), and Sn(pi,Ω) ∈ D(Ω)M with
suppSn(pi,Ω) ⊂ Ω. Further, (21) holds true.
Let D be a bounded open subset of RN such that Ω ⊂ D and d(Ω,RN \
D) > 0, where d(A,B) := infx∈A,y∈B |x−y| denotes the distance between two
sets in RN . Then, by Urysohn’s lemma, there exists a continuous function
f : RN → [0, 1] such that f(Ω) = 1 and f(RN \D) = 0. Aditionally, by the
Tietze extension theorem there exists an extension αˆ ∈ C(RN) of α ∈ C(Ω)
such that supx∈Ω |α(x)| = supx∈RN |αˆ(x)|. We extend α to the entire RN
by α˜ = f max(αˆ, 0). Then, we have α˜ ∈ Cc(RN), α˜(x) = α(x) for x ∈ Ω,
α˜(x) = 0 for x ∈ RN \D and α˜(x) ≥ 0 for all x ∈ RN .
Let i ∈ {1, . . . , 4}. Since |pi(x)| ≤ α(x) on Ω, the extension by zero of pi
outside Ω satisfies |p˜i(x)| ≤ α˜(x) over RN . Given that Sn(pi,Ω) = ρn ∗ p˜θni ,
we observe
|Sn(pi,Ω)(x)| ≤
∫
RN
α˜(y/θn)ρn(x− y)dy =: α˜n(x), x ∈ RN . (22)
We now prove that α˜n → α˜ uniformly on RN . Since α˜ has compact support
(supp α˜ ⊂ D), it is uniformly continuous. Moreover, for all  > 0 there exists
a δ() > 0 such that |α˜(y/θn) − α˜(y)| <  for all y ∈ RN if | 1θn − 1| < δ().
Then,
|(α˜n − ρn ∗ α˜)(x)| ≤
∫
RN
|α˜(y/θn)− α˜(y)|ρn(x− y)dy ≤ sup
y∈RN
|α˜(y/θn)− α˜(y)|,
which implies that supx∈RN |α˜n(x) − (ρn ∗ α˜)(x)| → 0 as n → ∞. However,
since α˜ is continuous with compact support, it is known (see Adams and
Fournier (2003) or Attouch et al. (2006)) that ρn ∗ α˜ → α˜ uniformly on RN
as n→∞. Therefore, we have α˜n → α˜ uniformly on RN .
Define,
βn :=
(
1 +
supx∈RN |α˜n(x)− α˜(x)|
α
)−1
, (23)
where α := minx∈Ω α(x) > 0. We have that βn → 1 as n → ∞ and it is
straightforward to see that βnα˜n(x) ≤ α˜(x) for any x ∈ Ω by noting that
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α˜|Ω = α ≥ α. Then, for i = 1, 2, 3, 4, it follows that βnSn(pi,Ω) ∈ D(Ω)N ,
βnSn(pi,Ω)
n→∞−−−→
Xi
pi and |βnSn(pi,Ω)(x)| ≤ α(x), x ∈ Ω. (24)
Since pi ∈ K(Xi) was arbitrary the result is proven in the case of a strictly
star-shape domain since βnSn(pi,Ω) ∈ K(D(Ω)M).
Step 2. If Ω is not strictly start-shaped, then since Ω is bounded with
Lipschitz boundary, it can be covered by a finite number of strictly star-
shaped open sets with Lipschitz boundary {Ωj}Jj=1 such that Ω = ∪Jj=1Ωj.
Let {σj}Jj=1 be a partition of the unity subordinated to this covering, i.e.,
σj ∈ D(Ωj), 0 ≤ σj(x) ≤ 1 and
∑J
j=1 σj(x) = 1, x ∈ Ω. The proof
of the existence of {σj}Jj=1 can be found in (Yosida, 1968, I. 12. The Parti-
tion of Unity). Then, p˜i =
∑J
j=1 σjp˜i, on R
N . Since each Ωj is strictly
star-shaped, we can apply the argument of step 1 using the approximating se-
quence Sn(σjpi,Ωj) and the proof follows by the application of the argument
for each j ∈ J .
It should be noted that since the W 1,p-norm is equivalent to the W 1,p0 -
norm on W 1,p0 (Ω) and the H(div)-norm is exactly the H0(div)-norm, the
density results above for W 1,p0 (Ω) and H0(div) also read
K(D(Ω)M)
H(div)
= K(H0(div)) and K(D(Ω)M)
W 1,p(Ω)
= K(W 1,p0 (Ω)).
Additionally, note that since D(Ω) ⊂ Ck0 (Ω) and Ck0 (Ω) is a subset of H0(div)
and W 1,p0 (Ω), we have the following corollary.
Corollary 3. Under the assumptions of Theorem 1, for each k = 0, 1, 2, . . .,
we have that
K(Ck0 (Ω)
M)
H(div)
= K(H0(div)) and K(Ck0 (Ω)
M)
W 1,p(Ω)
= K(W 1,p0 (Ω)).
4. Extensions
The proof of Theorem 1 can be extended to handle more complicated sets
than the one (11). In fact, it can be used to prove the density of sets with
pointwise constraints on the gradient or the divergence.
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Theorem 4. Suppose that X is either X1 := H0(div,Ω), or X2 := W
1,p
0 (Ω)
M ,
α is defined as in Theorem 1 and consider an operator Gi given by G1 = div
or G2 = ∇. Define the sets
KG(X) := {p ∈ X(Ω) : |(Gp)(x)| ≤ α(x) a.e., x ∈ Ω}.
Then,
KGi(X0)
Xi
= KGi(Xi), for i = 1, 2, (25)
with X0 = D(Ω)M .
Proof. If Ω is star-shaped with respect to some point, we translate the
origin into that point and Sn(pi,Ω) ∈ D(Ω)M with suppSn(pi,Ω) ⊂ Ω
is well-defined for pi ∈ KG(Xi), with i = 1, 2 and satisfies (17). Since
Sn(pi,Ω) = ρn ∗ p˜θni , we have GSn(pi) = ρn ∗ (Gp˜θni ) by the properties of the
convolution and given that Gp˜θni = G(p˜i(·/θn)) = 1θn (Gp˜i)(·/θn). Then, the
analogous inequality to (22) is given by
|GSn(pi,Ω)(x)| ≤
∫
RN
1
θn
α˜(y/θn)ρn(x− y)dy =: α˜n(x), x ∈ RN , (26)
where α˜ is the one defined in the proof of Theorem 1. A slight modification
of the argument there shows also that α˜n → α˜ uniformly on RN . Then, for
βn defined in (23) and i = 1, 2, it follows that βnSn(pi,Ω) ∈ D(Ω)M ,
βnSn(pi,Ω)
n→∞−−−→
Xi
p and |G(βnSn(pi,Ω))(x)| ≤ α(x), a.e., (27)
with x ∈ Ω. Since pi ∈ K(Xi) was arbitrary and since βnSn(pi,Ω) ∈
KG(D(Ω)N), the result is proven in the case of a strictly star-shape domain.
If Ω is not strictly-star shaped, then step 2 in the proof of Theorem 1 can
be applied as it is and the initial statement follows.
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