Optimization techniques in coal markets: a global cost minimization and a multi-stage procurement strategy by Arigoni, Ashley
OPTIMZATION TECHNIQUES IN COAL MARKETS: A GLOBAL




c© Copyright by Ashley Arigoni, 2016
All Rights Reserved
A thesis submitted to the Faculty and the Board of Trustees of the Colorado School
of Mines in partial fulfillment of the requirements for the degree of Doctor of Philosophy
















Department of Mechanical Engineering
ii
ABSTRACT
Thermal coal is a prominent resource from which electricity is produced. In recent
years, the price of this widely used commodity has declined, largely due to increases in envi-
ronmental regulations, incentives for renewable resources, and technological advances in the
production of natural gas, which is a cleaner-burning alternative fuel. As such, coal markets
have drastically changed. We develop optimization models to help understand the current
climate on a global scale and to help a domestic utility reevaluate its forward purchase strat-
egy given depressed coal prices. We first develop a global thermal coal optimization model
that minimize the cost to ship coal from countries that are net exporters to those that are net
importers, taking into account coal quality specifications and shipping constraints, such as
port and vessel capacity. Using this model, we explore the global effects of price variability,
changes in operation from large market players such as China and India, and the impact of
the Panama Canal expansion. We next develop a methodology for determining an optimal
purchase strategy for a U.S. utility; using historical observations, we build a regression model
to forecast prices, then select representative scenarios to include in a multi-stage stochastic
program that minimizes the expected value and conditional value-at-risk (CVaR) of coal
procurement. We formulate a time-consistent nested CVaR minimization model, compare
its performance to an expected CVaR model, and show that the expected CVaR model
may be better suited to minimizing risk in a multi-stage setting. We conduct out-of-sample
testing to assess our solution performance under new price realizations. Finally, we apply
an expected CVaR model to determine a utility’s procurement strategy and recommend a
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Thermal coal is the most significant global energy resource; over 40% of global elec-
tricity is produced from coal [1]. It is inexpensive, easy to transport and store, and a reliable
fuel for power generation, making it appealing. Similarly, in the United States, coal is an
important component of domestic power generation, accounting for 33% of electricity pro-
duction [1].
In recent years, coal prices have dropped significantly, which can be attributed to
environmental requirements on emissions, emphasis on incorporating renewable resources
into generation portfolios, and technological advances that have lowered the cost of cleaner-
burning natural gas power plants. As such, the global coal market has seen drastic changes,
and utilities in the U.S. have begun to reconsider their fuel planning strategies.
Our work is motivated by these fundamental changes to coal as a commodity, and
the impacts these changes have on global markets as well as domestic energy consumers. We
first seek to understand how price declines affect the international movement of coal from
countries that are net exporters to those that are net importers. We then shift our focus
and determine how a domestic electrical utility and its customers can economically benefit
from this changing environment.
This dissertation is comprised of three chapters that study the changes resulting
from recent coal price developments and provide the groundwork for a consumers to adjust
their market position as commodity prices evolve. We construct formulations that model
international shipping patterns and determine purchase decisions for a utility. In doing so,
we develop a general method for incorporating risk measures in forward decisions under price
uncertainty.
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In Chapter 2, we present a model that minimizes the cost of shipping global thermal
coal. We develop a deterministic, mixed integer program that optimizes movement from
net exporting counties to net importing countries. We account for the volume and quality
specifications required by importers as well as the physical constraints associated with import
and export ports and vessels transporting the resource. Our input data are deterministic
and include coal prices that are defined by product quality and shipping route costs, which
are based on vessel size. We solve for the minimum cost solution for serving global demand
and compare our results to observed coal flows. Using our model, we conduct case studies
to understand the effects of sub-optimal policies, such as inefficient government mandates
on the source from which China receives its coal, and the impacts of the Panama Canal
expansion on global shipping patterns. This model provides a framework that can be used
to more completely understand the global coal market.
In Chapter 3, we develop a methodology to determine an optimal forward purchase
strategy for a coal consumer under price uncertainty. This includes a price regression model,
a facility location model, and a multi-stage stochastic program. The price regression model
consists of a linear trend to capture the downward movement of coal prices and their depen-
dency on natural gas prices, a periodic trend to model seasonality, and a vector autoregressive
lag-one model to account for autocorrelation. We generate future price realizations and use
a facility location model to reduce the number of scenarios to keep our optimization model
tractable, while maintaining the statistical properties of the sampled prices. We formulate
a multi-stage stochastic program that minimizes the expected cost of coal procurement and
the conditional value-at-risk (CVaR). We develop a general and notationally compact nested
formulation that is time consistent and implement our model to determine optimal coal pur-
chase strategy under price uncertainty. We compare the results to those obtained by solving
an expected CVaR (E-CVaR) model [2], which is an accepted time consistent risk measure
in a multi-stage environment and show that E-CVaR may be better model for minimizing
risk in a multi-stage setting. Additionally, we develop an out-of-sample testing methodology
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that allows us to determine the cost of our multi-stage program solution under new price
realizations to assess model performance.
In Chapter 4, we apply the E-CVaR model to assess the coal procurement strategy
for a utility in the United States (to which we refer as the Utility) that has the option
to engage in forward purchases with delivery scheduled for future years. The Utility faces
similar physical requirements those discussed in Chapter 1, including supply and demand
obligations and coal quality specifications. Currently, the Utility has an accepted purchase
plan that outlines a strategy for hedging against future coal price with forward purchases.
Using the E-CVaR model, we show that such a plan is not optimal given the forecast we
produce using our regression model, and that the Utility can significantly decrease both its
expected coal procurement cost and CVaR by reducing its volume of forward purchases. We
anticipate that the Utility will use our solution when purchasing coal in April, 2017.




OPTIMIZING GLOBAL THERMAL COAL SHIPMENTS
This paper has been submitted to Omega. We have received referee responses, and have
revised and resubmitted the paper on November 26, 2016. It is coauthored by Dr.
Alexandra Newman, Dr. Cameron Turner, and Casey Kaptur of RungePincockMinarco.
2.1 Abstract
Thermal coal is used to produce energy; with changing emissions standards and advents
in renewable technology, the thermal coal market has seen significant transformation over the
past decade. We develop a mixed-integer optimization problem that seeks to minimize ship-
ment costs while meeting demand for thermal coal, and which respects quality constraints,
supply limits, and port capacity; we use this model to analyze the following scenarios: (i)
a counterfactual setting in which we compare historical shipping patterns to model results
using a 2012 base year; (ii) the explicit effect of Chinese mandates on coal shipments; (iii) the
impact on our shipping patterns of reduced Chinese and Indian demand; (iv) the effects of
the Baltic Dry Index and oil prices; and (v) a comparison of shipments prior and subsequent
to Panama Canal expansion. Our work can be used to inform policy, study responses to vari-
able price and demand scenarios, and provide insight to both coal producers and consumers
about the international coal market. For example, removal of mandates set by the Chinese
government to fill its own demand decreases coal flows from Northern to Southern China by
56%, which has a spill-over effect on European and American markets; and, expansion of
the Panama Canal leads to only modest shipping increases through the canal (6.7%), with
more coal originating from Colombia serving Asian demand.
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2.2 Introduction and Background
Coal is mined for two main purposes: energy production and steel making. Thermal
coal is lower in both quality and price and is used in energy production. Metallurgical (or
coking) coal is higher in quality and price, and is used in steel making. This paper focuses
on the transportation of thermal coal; over 6.3 billion tonnes were burned in 2010, which
represents a 70% increase from consumption levels of 3.7 billion tonnes in 2000 [3]. As
of 2013, coal accounted for 41% of global electricity production [4]. Despite the recession
in 2009, global thermal coal demand levels have resisted abatement. In fact, consumption
has increased annually for the past decade [5]. As a resource, thermal coal is cheap and
dependable; extraction and transportation procedures are well-established and economically
viable. According to the International Energy Agency (IEA), electricity will continue to be
the fastest growing component of the global energy mix over the next two decades and coal
is forecast to remain the predominant fuel for electricity generation ([1], [5]). IEA predicts
thermal coal production growth to range between 0.08% per year to 1.75% per year (56
million (MM) to 132 MM tonnes per year) over the 2012-2035 period, and expects thermal
coal consumption to range between 7.4 billion tonnes per year and 9.2 billion tonnes per year
by 2035 [1].
Most increases in thermal coal consumption are driven by significant demand growth
over the past decade in developing countries such as China and India. In 2011, coal produced
47% of energy in Organization of Economic Cooperation and Development countries, while
80% of China’s energy and 74% of India’s energy was supplied by thermal coal. Though
recent thermal coal consumption forecasts tend to be less bullish about growth in consump-
tion (the EIA reports that Chinese coal consumption growth fell to 1% in 2013 and was
essentially flat in 2014 [6]), both IEA and BP continue to forecast significant coal demand
globally. Even less aggressive forecasts predict continued growth in Chinese coal consump-
tion through the end of the decade before leveling off [7]. In fact, data released by the
Chinese government at the end of 2015 showed that previous consumption levels and growth
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forecasts had been underestimated by about 11% [8].
Demand for thermal coal in countries that are members of the Organization of
Economic Cooperation and Development has remained relatively stagnant or has declined
slightly over the past decade due in large part to emissions regulations and a push for al-
ternative energy sources (which are better hedged with more flexible and responsive natural
gas generators than coal generators). Additionally, technological advances in fracking in
North America have made natural gas costs competitive with and, in many cases, cheaper
than, coal, which has encouraged consumers to displace coal-fired resources with cleaner
burning gas. Demand reduction in Organization of Economic Cooperation and Development
countries, coupled with demand growth in countries that are both net importers and large
coal consumers (such as China and India), highlight the importance of an international coal
market; net importers must rely on this growing global market to meet their needs [3]. In
fact, growth rates in inter-regional thermal coal trade are expected to be higher than growth
rates in consumption; the IEA predicts thermal trade to grow by between 1.4% and 2.7%
per annum, reaching between 1,320 MM and 1,827 MM tonnes by 2035 (up from 960 MM
tonnes in 2012) [1].
The global market has typically been divided into the Atlantic and the Pacific spheres.
Historically, the Pacific market consisted of Japanese, Korean, Chinese, and Indian demand,
supplied by Australian and Indonesian coal, while the Atlantic market consisted of Ameri-
can and European demand, supplied by North and South American, European, and South
African coal. However, with increasing demand from China and India and stagnant or de-
creasing demand in North America and Europe, the distinction between these two markets
has blurred as opportunities arise to supply coal to the growing Asian markets. As these two
spheres blend into a single, global marketplace, coal is undergoing commoditization; its price
is less defined by where it comes from and increasingly by its quality measurements (such as
heat content, ash content, and sulfur content). Consequently, considering a minimum-cost
solution to coal demand differentiated by quality measurements is a natural evolution of the
6
market ([9], [3]).
In general, the global thermal coal trade is a complex and volatile business. These
complexities include:
1. Coal supply specifications: coal is not a homogeneous substance. Different coals from
different regions have different coal qualities, including varying heat (energy), ash, and
sulfur contents.
2. Coal demand specifications: each coal consumer has its own specifications, defined by
local government regulations or generator capabilities.
3. Blending capability: some coal consumers can blend coals with different qualities to
meet specifications. Others cannot or choose not to blend.
4. Coal pricing: as a result of different coal specifications and regional market conditions,
different coals have different prices.
5. Export terminal capacities and other parameters: each export terminal has finite ca-
pacity as well as draft restrictions that may preclude receiving vessels of certain sizes.
6. Import terminal capacities and other parameters: each import terminal has parallel
restrictions regarding, e.g., capacity, draft, and vessel compatibility.
7. Export terminal product mix: many coal terminals handle both thermal and metal-
lurgical coal. Higher value metallurgical coal generally receives priority from these
terminals, thereby restricting thermal coal capacity. This is particularly important in
western Canada, Queensland (Australia), the US East Coast, and the US Gulf Coast.
8. Coal availability: only certain coals with their own specifications and availabilities can
be shipped from a particular export terminal. Moreover, the availability of these coals
may not equal the terminal capacity.
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9. Vessel types and rates: a variety of different types of bulk carriers are used in the coal
trade. Vessel rates vary by ship category and distance traveled.
10. Price volatility: coal prices and vessel costs vary significantly over time.
This research develops a minimum cost solution to supplying global thermal coal
demand. Our formulation assumes that all inputs are known with certainty, and includes
coal availability, quality requirements, prices, and shipping costs. We allow for blending
different types of coal at demand nodes to achieve required coal qualities, and are constrained
by port capacities and total supply of different coal types. We compare our cost-minimizing,
international coal shipment plan against that from an historic year (2012). We can neither
turn back time nor can we act as a global decision maker, enforcing our shipment plan
along the trade routes included in our model. However, our work has implications for policy
makers as well as coal suppliers and purchasers in that it can be used to study macro-
scale, international coal markets and to assess trade agreements, shipping legislation and
environmental regulation, inter alia, and the effects these have on coal trade. Additionally,
examining our optimal shipment plans can aid in economic decision making: investment
banks have expressed interest in using this tool to evaluate financial decisions associated
with port expansion and mining operations. Coal suppliers find this work useful in assessing
where their likely clients reside in order to best focus their resources; results from this
model have been applied to confirm producer marketing efforts. Similarly, coal consumers
can leverage this research to determine their best purchase strategy based on international
market conditions.
This research develops a minimum cost solution to supplying global thermal coal
demand. Our formulation assumes that all inputs are known with certainty, and includes
coal availability, quality requirements, prices, and shipping costs. We acknowledge that
this simplification does not capture uncertainty implicit in model inputs, and point the
interested reader to an application of stochastic programming to coal procurement under
price uncertainty for a United States utility [10]. The implementation of such a technique
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requires significant data collection and modeling efforts, and is beyond the scope and interest
of our industry partner (RungePincockMinarco). Furthermore, as shown in [10], not all
applications benefit from the conclusions provided by a stochastic program. In this paper,
we restrict ourselves to the examination of various scenarios, e.g., the effects of high and low
Baltic Dry Index and oil prices, as well as the impacts of high and low Chinese demand (see
Section 2.6).
We allow for blending different types of coal at demand nodes to achieve required coal
qualities, and are constrained by port capacities and total supply of different coal types. We
compare our cost-minimizing, international coal shipment plan against that from an historic
year (2012). We can neither turn back time nor can we act as a global decision maker,
enforcing our shipment plan along the trade routes included in our model. However, our
work has implications for policy makers as well as coal suppliers and purchasers in that it
can be used to study macro-scale, international coal markets and to assess trade agreements,
shipping legislation and environmental regulation, inter alia, and the effects these have on
coal trade. Additionally, examining our optimal shipment plans can aid in economic decision
making: investment banks have expressed interest in using this tool to evaluate financial
decisions associated with port expansion and mining operations. Coal suppliers find this
work useful in assessing where their likely clients reside in order to best focus their resources;
results from this model have been applied to confirm producer marketing efforts. Similarly,
coal consumers can leverage this research to determine their best purchase strategy based
on international market conditions.
The remainder of this paper is organized as follows: Section 2.3 provides a litera-
ture review with a focus on transportation networks with blending. Section 2.4 describes
the data collected to populate the parameters; Section 2.5 follows with a discussion of our




Studying the global thermal coal market is not new; the International Energy Agency
has conducted large-scale supply-demand balancing (including future supply and demand
forecasting) [3], tantamount to solving an accounting problem. Additional work focuses more
heavily on producer decisions regarding whether to sell locally or to export, and on annual
decisions regarding whether or not to invest in mining technologies, making simplifying
assumptions about the nature of importer activity and neglecting import and export port
capacity constraints [11].
In a seminal paper, Samuelson [12] discusses the application of linear programming
to the economic equilibrium problem introduced by Enke [13] in which geographically sepa-
rate markets have their own domestic supply and demand curves and between which trans-
portation of products is allowed. The resulting solution determines which markets are net
importers and exporters, how much product is shipped to serve demand, and prices at equi-
librium. We incorporate more detail through the use of integer variables that allow us to
include the fixed cost of ships transporting coal, as well as to bound blending capabilities
at demand nodes; we address the complications that arise if we relax integrality in detail in
Section 2.6.
Gabriel et al. [14] address bi-level models for hierarchical decision making and equi-
librium models for decision-maker interaction. We assume that all agents are price-takers,
i.e., that costs are not influenced by trade flows, that all agents are symmetric in their abil-
ity to produce and consume coal, and that no single agent is sufficiently large to influence
market conditions, e.g., prices based on global supply and demand. We also assume that
supplies and demands are given for our year-long timeframe. That is, we are interested in
efficient coal shipping patterns for a set of static conditions, rather than in the evolution of
the market with agents sufficiently influential to change supplies, demands, and prices that
other agents face.
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Papageorgiou et al. [15] minimize the fixed and variable costs to ship raw materials
that are blended into homogenous final products. The problem of moving and blending
coal has been studied on a smaller scale (Lai and Chen [16], Shih [17] and Liu and Sherali
[18]); however, these authors focus on a single utility in Taiwan while our research attempts
to understand the global thermal coal market. Problems with similar considerations are
relevant to commodities other than coal; for example, Bilgen and Ozkarahan [19] solve a
mixed-integer program to determine optimal blending and shipping of grain across multiple
time periods.
Some network design optimization models develop both routes and schedules for
container ships; our model assumes routes are predetermined and instead chooses how to
ship coal to meet demand and specification requirements. Work on routing and scheduling
over the past two decades is summarized in survey papers by Christiansen et al. ([20], [21]).
Mudrageda et al. build an economic-equilibrium model to inform business strategies for a
petroleum shipping company operating in the Eastern United States marine transportation
market [22]. Perakis and Papadakis minimize the cost to operate a fleet that must transport
a given capacity of cargo over a trade route in a specified amount of time by varying the
speeds at which fully loaded and unloaded ships travel ([23], [24]); they consider both the
fixed cost to operate vessels and the variable cost incurred per ton of cargo, and note that
when fleet composition is allowed to change, fixed costs have a larger impact on the optimal
solution. In our work, we allow selection of different-sized vessels over shipping routes, so
we must include fixed costs in our objective.
Our research combines elements from much of this past work; we use available data on
global coal markets to populate our parameters, and formulate a global cost-minimization
model with underlying network structure which focuses on consumer decisions regarding
sourcing coal to satisfy demand and quality constraints by allowing for blending of multiple
coal types at demand nodes. We do not take into account domestic activity or producer
investment decisions, and we predefine available routes based on port and passage capacities
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as well as based on regional coal qualities.
2.4 Data
Our research combines elements from much of this past work; we use available data on
global coal markets to populate our parameters, and formulate a global cost-minimization
model with underlying network structure which focuses on consumer decisions regarding
sourcing coal to satisfy demand and quality constraints by allowing for blending of multiple
coal types at demand nodes. We do not take into account domestic activity or producer
investment decisions, and we predefine available routes based on port and passage capacities
as well as based on regional coal qualities.
Port capacities are used in the model in two ways. Viable paths from source to
sink rely on the maximum vessel size that can access both import and export ports, which
we define as the smaller of the two largest vessel capacities that can be accommodated at
each port. Data on the largest ship size that can access a port originate from publicly
available information at the World Port Source website [25], which provides channel width
and anchorage depth.
The second relevant measure of port capacity is annual throughput, defined by the
number of operational berths dedicated to shipping or receiving coal, as well as the amount of
thermal versus metallurgical coal a port either ships or receives. In some cases, port through-
put is given by external constraints, such as rail operations. For example, the Richards Bay
Terminal in the Republic of South Africa has a nominal capacity of about 90 MM tonnes
per year, but the South African National Railroad, Transnet, struggles to deliver more than
75 MM tonnes per year. News sources such as Platts Coal Trader [26], Argus Coal Daily
International [27], and Coal Export Services International [28] provide data regarding how
much coal has historically flowed through a port in a given year. Our model includes about
180 import coal facilities with a total capacity of 1.5 billion tonnes per year, and 75 coal
export terminals (or generic export regions as in the case of Indonesia where off-shore barge
terminals make it difficult to determine specific port data), totaling an export capacity of
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2.0 billion tonnes per year.
Coal specifications define the price of a specific type of coal, as well as dictate whether
a consumer is able to accept and burn a coal. This research focuses specifically on heat
content (measured in MMBTU, or million BTU, per pound), sulfur, and ash content (both
measured as a percent of total weight). Coal is a commodity that has characteristics that
depend on where the coal is mined. For example, coal from Appalachia tends to have a
high heat content which burns more efficiently (i.e., more energy is released per unit of
coal burned). However, some Appalachian coal is high in ash and sulfur content, which
is less attractive from an environmental perspective. Coal from the Powder River Basin
in Wyoming has lower heat, sulfur, and ash content than Appalachian coal, which makes
it less efficient but cleaner to burn. Data on regional coal quality stems from multiple
sources, including Platts [26] and Argus [27] [29], which define coal prices. In the United
States, sources such as the Burlington Northern Santa Fe Railroad [30] and the Union Pacific
Railroad [31] provide detailed specifications of coal produced at mines served by railroads. In
our model, we define 39 available coal types based on regional specifications and availabilities.
For example, we account for two coal types originating in the Powder River Basin, one in
the Illinois Basin, and two in Appalachia. All coal types have predefined specifications. We
also define which export ports are able to supply which coal types based on deliverability.
For example, Powder River Basin coal can ship from both West and Gulf Coast ports while
Appalachian coal is available from East and Gulf Coast ports. More than one port can
export a given coal type.
Cost data include coal prices (based on coal quality), freight rates for shipping, and
tariffs associated with using canals. Coal prices are a product of a proprietary calculation
in which data from various sources are combined and are determined at each export facility
(implying that the same coal type may have different prices based on the export facility
from which it is shipped). Freight rates are calculated using the Baltic Dry Index, which is
a measure of the cost to ship dry goods by sea, and are specific to ship type, oil prices, and
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route distance. A single, shortest route is calculated between every export port and import
port for each ship type using routing tools such as the World Port Source [25] and a global
ports database [32]. Tariff rates for the Panama Canal [33], Suez Canal, and Turkish Straits
are determined for different ship sizes. These data are combined to determine a price per
ship sailing from each export port to each import port carrying a single type of coal.
In addition to the above sources, data is verified and supplemented by industry
experience, client insight, and proprietary information.
2.5 Model Formulation
Our global thermal coal optimization model minimizes transportation costs, and
possesses an underlying network structure with supply and demand nodes (where coal enters
and exits the model, respectively), transshipment nodes (our ports), and arcs (the permissible
paths over which coal can be shipped). The model hass supply and demand capacities, arc
costs (defined to be the cost to procure and ship coal from supply to demand node), and
arc capacities (which are defined by the capacities of the ships traveling along a path from
source to sink). Our formulation relies on the construction of permissible shipping paths,
which are defined as quintuplet sets of export port, import port, demand node, ship size,
and coal type. The existence of these permissible paths is dependent on maximum vessel
size accommodated at import and export ports and coal types available at supply nodes.
We employ positive, continuous variables, xeidθs, that represent the tonnes of coal type θ
that are shipped from export port e to demand node d through import port i on ship size s.
Network model construction, properties, and algorithms are discussed in detail in standard
operations research texts, including Rardin [34] and Bazaraa et al. [35].
However, our model violates a pure network structure because our arc capacities
are functions of a discrete number of ships traversing a path; if no ships are sent from a
supply node to a demand node (which is a model decision), that arc has a capacity of 0.
We use positive, integer variables, yeidθs, which determine the number of ships traveling
along permissible shipping paths. Sending under-filled ships is discouraged because of the
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corresponding fixed charge, which we include because, in our application, spot charters can
be used to ship coal, especially in Japanese and Korean markets. That is, we cannot assume
long-term shipping contracts, which might obviate the need for such fixed costs via a “cost
smoothing” argument, nor can we claim that fractional ships are to be interpreted as load
that is consumed over multiple time periods; doing so ignores potential holding and re-
handling costs incurred from one time period to the next, inventory capacity constraints at
demand nodes, as well as coal quality degradation, which may result in violation of our coal
quality requirements. Simple rounding heuristics to construct an integer solution from the
linear programming relaxation prove to be elusive (see Section 2.6). Similar simplifications
regarding the elimination of blending coal types are also invalid; our model captures the flow
of different quality coals from various sources, a fundamental aspect of the international coal
market.
In a pure network model, units of flow are not distinguished from one another. Multi-
commodity flow models allow distinct type of units to be maintained on each arc. Our model
resembles a multi-commodity flow model in that we track different coal types flowing over
each arc; we deviate from a traditional multi-commodity flow model in that we allow blended
coal types to serve a single demand at each node in a way that meets coal specification
requirements. We use binary variables, zdθ, to ensure that at most a pre-defined maximum
number of coal types, ud, which is defined by individual capabilities at coal-fired plants,
are blended at each demand node (a construct whose inclusion is dictated by real-world
practice). The sources from which these coal types are received and the type of ships which
carry the coal from source to demand node are not restricted as long as the number of coal
types used to fill demand is not violated. To this end, the binary variables z used to limit
coal types are indexed only by demand node and coal type.
Figure 2.1 and Figure 2.2 illustrate viable flows. The example contains two export
ports (e = {1, 2}), two import ports (i = {1, 2}), two demand nodes (d = {1, 2}), and two
coal types (θ = {1, 2}). In Figure 2.1, demand node 1 is receiving coal type 1 and coal type
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Figure 2.1: Demand node 1 draws from one source, using two coal types.
Figure 2.2: Demand node 1 draws from an additional source, and uses the same number of
coal types.
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2 from export port 1, while demand node 2 is receiving coal type 1 from both export ports
1 and 2. Though different sources are supplying coal, demand node 2 is only receiving a
one coal type, while demand node 1 is receiving two types of coal from a single source (on
multiple ships). In this example, both demand nodes are currently receiving the maximum
number of coal types which they are capable of blending.
Demand node 2 can increase the amount of coal type 1 that it is receiving from any
source because it is already consuming that coal type. However, in order to additionally
accept coal type 2, z22 would also have to assume value 1, which it cannot because the
maximum coal types constraint is already binding. Demand node 1 can accept either coal
type 1 or 2 from either source as it is already receiving both types. As such, in the second
solution (Figure 2.2), demand node 1 can additionally source coal type 1 from export port
2 without violating the maximum coal types constraint.
We now state the notation and mathematical expressions for our optimization model,
which we solve for a one-year time horizon; correspondingly, supplies, demands, and capac-
ities are defined on an annual basis.
Sets
• s ∈ S: Set of all ship types; s ∈ {c = capesize, p = panamax, h = handysize}
• e ∈ E : Set of all export ports
• i ∈ I: Set of all import ports
• d ∈ D: Set of all demand nodes
• θ ∈ Θ: Set of all coal types
• ŝ ∈ Ŝe: Set of all ship types that can leave export port e
• ŝ ∈ Ŝi: Set of all ship types that can enter import port i
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• d̂ ∈ D̂i: Set of all demand nodes accessed through import port i
• θ̂ ∈ Θ̂e: Set of all coal types that can be exported from export port e
• P : Set of all eligible paths, where each path is given as an export port, import port,
demand node, coal type, ship type quintuplet: (e, i, d̂, θ̂, ŝ)
Parameters
• δd: Demand at node d (tonnes)
• σθ: Supply of coal type θ (tonnes)
• γs: Capacity of ship type s (tonnes)
• veidθs: Variable cost of coal type θ traveling to demand node d from export port e
through import port i on ship type s ($/tonne)
• ceidθs: Fixed cost per ship type s carrying coal type θ to demand node d from export
port e through import port i ($/ship)
• κ̂e: Capacity of export port e (tonnes)
• κ̃i: Capacity of import port i (tonnes)
• hθ: Heat content of coal type θ (MMBtu/lb)
• fθ: Sulfur content of coal type θ (% sulfur)
• aθ: Ash content of coal type θ (% ash)
• hd: Minimum heat content requirement for demand node d (MMBtu/lb)
• ād: Maximum sulfur content requirement for demand node d (% ash)
• f̄d: Maximum ash content requirement for demand node d (% sulfur)
18
• ud: Maximum number of sources from which demand node d can receive coal
• M A sufficiently large number
Variables
• xeidθs: Amount of coal type θ from export port e through import port i on ship type
s serving demand at node d (tonnes)
• yeidθs: Number of ships of type s carrying coal type θ traveling from export port e



















The objective sums the product of the fixed cost per ship journey (specific to ship type,
coal type, and shipping path) and the integer number of ships designated on each path
with the product of the variable cost per tonne of coal (specific to ship type, coal type, and





xeidθs ≤ σθ ∀θ ∈ Θ (2.1)
Constraint (2.1) ensures that the sum over all paths on which coal shipments occur must




xeidθs ≤ κ̂e ∀e ∈ E (2.2)
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Constraint (2.2) ensures that the sum over all paths on which export port capacity is used
does not exceed a maximum amount of throughput. Maximum vessel size at each export




xeidθs ≤ κ̃i ∀i ∈ I (2.3)
Constraint (2.3) ensures that import port capacity is not violated. A constraint for





xeidθs ≥ δd ∀d ∈ D (2.4)
Constraint (2.4) ensures that the total tonnes of coal from all paths terminating at a
























xeidθs ∀d ∈ D (2.7)
Constraints (2.5) - (2.7) ensure that a linearized weighted averages of the coal quality
specifications are met at each demand node. Specifically, constraint (2.5) ensures minimum
heat content is met, constraint (2.6) ensures maximum sulfur content is not violated, and
constraint (2.7) ensures that maximum ash content is upheld for every demand node.
xeidθs ≤ γsyeidθs ∀(e, i, d, θ, s) ∈ P (2.8)
Constraint (2.8) allows a maximum number of tonnes of coal to be shipped over a path if
there are ships using that path (i.e., the yeidθs variables are not zero). Otherwise, the tonnes
20




yeidθs ≤ Mzdθ ∀d ∈ D, θ ∈ Θ (2.9)
Constraint (2.9) only allows a variable zdθ to assume a value of 1 if the coal type by which
it is indexed is either: (i) already being used at the demand node by which it is also indexed
or if (ii) the maximum number of coal types used at the demand node is not yet reached
(this is controlled by constraint (2.10)). If a zdθ variable assumes a value of 1, then the yeidθs
indexed by the same coal type and demand node can assume a positive value, i.e., we can
send ships carrying coal type θ to demand node d.
∑
θ∈Θ
zdθ ≤ ud ∀d ∈ D (2.10)
Constraint (2.10) ensures that a single demand node cannot receive its coal from more
than a maximum number of sources, regardless of demand node.
xeidθs ≥ 0 ∀e, i, d, θ, s
yeidθs ≥ 0, integer ∀e, i, d, θ, s
zdθ ≥ 0, binary ∀d, θ
All x variables are non-negative; all y variables are non-negative and integer; and all
z variables are binary.
2.6 Results
We code our formulation in AMPL version 20140908 and run instances in CPLEX 12.6.0.1
on a Dell PowerEdge R410 with 12 GB of RAM, a 160 GB hard drive, and 16 processors
with 2.72 GHz each. Model instances contain more than 133,000 variables and 70,000 con-
straints, many of which can be removed with presolve, and the result of which is a constraint
set primarily dominated by a network structure. Average solution time is 12 seconds to
obtain a 0.15% optimality gap, obviating the need for special decomposition procedures or
other means to expedite solutions. For larger scenarios, this network structure could be ex-
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ploited by solving the linear programming relaxation and developing sophisticated rounding
heuristics for the ship movement (y) and coal sourcing (z) variables. However, heuristics
can be difficult to construct [36], and this has been our experience here. Specifically, for
the base case (i), presented directly below, we solve our model with integrality requirements
relaxed for our ship movement variables, y. We then (i) round each variable up or down to
the nearest integer or (ii) round each variable up to the next whole number. With neither
scheme when we resolve our model with this rounded solution fixed (and optimize over all
other variables) do we obtain a feasible solution. (Generally, there exist violations of demand
and/or port capacity.)
We present several case studies: (i) a counterfactual scenario in which we compare
historical shipping patterns to model results using a 2012 base year; (ii) the explicit effect
of Chinese mandates on coal shipments; (iii) the impact on our shipping patterns of reduced
Chinese and Indian demand; (iv) the effect of variation in the Baltic Dry Index and oil prices;
and (v) a comparison of shipments prior and subsequent to Panama Canal expansion. We
do not include specific costs or other sensitive data to maintain the confidentiality required
by our industry sponsor, RungePincockMinarco.
2.6.1 Historical shipping patterns using 2012 as the base year
We define higher quality coal to be lower in ash and sulfur content and higher in heat
content, and, therefore, more expensive. We highlight differences between our model output
(Figure 2.4) and actual 2012 coal flows (Figure 2.3) from 2012 (using IEA data). The width
of each path is proportional to the amount of coal flowing from source to sink. Figure 2.3
shows more coal moving from Northern to Southern China in accordance with government
requirements favoring Chinese coal consumption; Figure 2.4 depicts the case in which we do
not force Chinese demand nodes to purchase Chinese coal. Hence, it it is more economical for
Chinese demand to be served with additional Indonesian and Australian coal. The model
also offsets lower quality Indonesian coal in India with higher quality South African coal
whose displacement from Europe forces more European demand to be satisfied with coal
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from North and South America.
Figure 2.3: 2012 actual coal flows. Line widths are proportional to the amount of coal
shipped between origin and destination.
Figure 2.4: Model output using 2012 inputs. The model is unconstrained in its purchases
and shipments of coal, i.e., the flow is not subject to government requirements.
Figure 2.5 and Figure 2.6 highlight Asian coal flows from Figure 2.3 and Figure 2.4,
respectively, to enable us to more closely examine the effects of Chinese mandates; in Fig-
ure 2.5, Chinese demand is mainly served by Northern Chinese coal. More coal is shipped
from Indonesia to India than our model results show is optimal, while in Figure 2.6, though
some Chinese demand is served by coal from Northern China, a more significant amount is
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served by Indonesian and Australian coal. We additionally see a small percentage of Asian
demand served by sources in the Baltic Sea.
Figure 2.5: Highlighted 2012 actual Asian coal flows from Figure 2.3.
Figure 2.6: Highlighted model output Asian coal flows from Figure 2.4.
2.6.2 The explicit effect of Chinese mandates
In 2012, 230MM tonnes of coal shipped from Northern to Southern China, while our
model only indicates about 100MM tonnes by giving preference to different coal types based
on price and quality specifications. The mandates that cause this discrepancy encourage
consumption of Chinese coal and are understood in the industry to be implemented by some
combination of price subsidy and quantity requirements; exact data on Chinese domestic coal
markets is not entirely transparent. We now further examine the impact of these mandates
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δdc ∀θ ∈ Θ (2.11)
where ec and dc are Chinese export port and demand nodes, respectively. The parameter c is
the percentage of Chinese demand that must be met by Chinese coal, and the product on the
right-hand side is equal to difference between total Chinese-reported coal consumption and
net imports to reflect historical government mandates; we set c accordingly. Running our
optimization model with and without this constraint allows us to understand the impacts of
requiring Chinese demand centers to purchase coal from Chinese producers.
Figure 2.7 and Figure 2.8 show these impacts. For the case in which Chinese demand
is required to be filled by Chinese coal, Chinese sources account for almost half of the coal
consumed in China. Removal of this requirement produces a solution that demonstrates
that it is much more economical to purchase coal from Australia and Indonesia; Chinese
coal serves less than a quarter of Chinese demand. This reduction has a cascading effect on
global shipping patterns.
Figure 2.7: 2012 Chinese coal sources with government mandates in place. Almost half of
Chinese demand is served by Chinese sources.
As coal from Indonesia and Australia is sent to China, its displacement from other
demand nodes must be remedied. Our model still shows Australian coal serving Japanese
demand, but we see Japan also sourcing from Indonesia, Russia, Alaska, Canada, and even
Europe. (The higher quality coals offset the cheaper, lower quality coal from Indonesia.)
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Figure 2.8: 2012 Chinese coal sources when the model may source coal most economically.
Less than a quarter of Chinese demand is served by Chinese sources.
South Korea and Malaysia still source coal from both Australia and Indonesia, but India is
much less dependent on Indonesian coal in our model, obtaining a higher volume from South
Africa. In turn, the displacement of South African coal from Europe means that our model
serves European demand with North and South American coal, and we see larger volumes
shipped across the Atlantic.
2.6.3 Impact of reduced Chinese and Indian demand
In recent years, China, committed to reducing overall emissions, has worked on in-
creasing its renewable resource portfolio, and has also faced an economic slow-down. Ad-
ditionally, the country has improved its infrastructure, allowing Northern Chinese coal to
serve Southern Chinese demand at economically viable prices, providing us with an example
in which land transportation influences shipments. As such, there has been a decrease in net
imports to China, with volumes falling from around 250M tonnes in 2012 to 200M tonnes in
2015 [37]. As a result, coal exports in Australia and Indonesia have decreased in both price
and export volumes. This is partially due to the fact that China has been a large consumer
of both Australian and Indonesian coal. Figure 2.9 shows the decrease in overall Australian
exports as Chinese volumes are reduced.
While Figure 2.9 shows a major decrease in Australian exports, Indonesian exports
remain stable, largely due to Indian demand and loose emissions requirements in both India
and China, which allow both countries to continue to burn relatively cheap and low quality
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Figure 2.9: Australian and Indonesian total exports under falling Chinese demand.
Indonesian coal.
2.6.4 Impact of Baltic Dry Index and oil prices
The freight rates that our model uses to establish the fixed cost of ships depend both
on the Baltic Dry Index (BDI) and on oil prices. Because we use 2012 as a base year, the
BDI and oil prices we include are higher than their present values, and, in fact, have seen
a significant amount of volatility over the past five years. Figure 2.10 shows the results of
three model runs: (i) a base case with 2012 observed BDI and oil prices; (ii) a case in which
we increase BDI and oil prices by about 50% to reflect high 2011 prices; and (iii) a case in
which we decrease BDI and oil prices to today’s levels.
For simplicity, Figure 2.10 only includes the highest importers and exporters. Varying
BDI and oil prices results in small fluctuations in total imported tonnes, stemming from an
importer receiving coal from a source that is not included as a top exporter, and resulting
from a reallocation of sources from which coal is received. This shifting of sources is not
so apparent in Chinese consumers as coal is procured from nearby sources such as China,
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Figure 2.10: 2012 coal consumption by source under varying Baltic Dry Index and oil prices.
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Indonesia, and Australia, and so is not significantly impacted by changing freight rates. We
see large swings in sources from which Europe and India receive coal. Most notably, when
BDI and oil prices decrease (resulting in cheaper shipping), Europe tends to source more
coal from Colombia, and India leans more heavily on South African coal. When BDI and
oil prices increase, India imports more Indonesian coal as it is cheaper to ship. In this case,
Europe decreases the coal it receives from Colombia and increases the volumes it imports
from South Africa. Similarly, though we do not see large changes in Chinese sources, the
rest of Asia shifts to import coal from the United States instead of Colombia, as the United
States West Coast is closer, resulting in reduced transportation costs. This same pattern
holds for the United States; rather than importing Colombian coal in the high BDI case, the
US instead sources coal domestically to save on shipping costs.
2.6.5 Panama Canal prior and subsequent to its expansion
We compare model output before and after Panama Canal expansion. Prior to ex-
pansion, the largest vessels that could traverse the Panama Canal were panamax ships, with
a capacity of 70,000 tonnes. Following expansion of the canal, the post-panamax vessel with
nominal capacity of 130,000 tonnes can now pass through. Atlantic Basin coal refers to
coal sourced from countries on the shores of the Atlantic Ocean (including the Caribbean
and Baltic Seas). This includes the US East Coast and Gulf Coast, Europe, Colombia
and Venezuela, the Baltic (Poland, Ukraine, western Russia) and the Canadian East Coast.
Pacific Basin coal is generated by countries in the Pacific Ocean and includes the US and
Canadian West Coasts, Australia, Indonesia, China, and eastern Russia. Analysts have sug-
gested that the canal expansion, combined with presumably lower freight rates for the larger
post-panamax vessels, will facilitate a substantial penetration of Atlantic Basin coal into
Pacific Basin markets previously served only by coal originating from the Pacific Basin.
We relax the maximum vessel capacity which can traverse the Panama Canal from
70,000 tonnes to 130,000 tonnes. We develop freight rates for these new vessels by interpo-
lating between the rates for the traditional panamax class vessels and the rates for larger
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capesize vessels. Further, we change the fee structure for the canal, with larger vessels paying
higher tolls. In order to isolate the impact of canal expansion, we make no other changes
to the model, e.g., supply and demand volumes, port capabilities and capacities, coal avail-
ability, and coal pricing. Under these circumstances, this analysis is a zero-sum game: any
gains by Atlantic Basin suppliers must be exactly offset with losses from traditional Pacific
Basin suppliers.
Before any expansion, the model shows total coal volume through the Panama Canal
is 18.45 MM tonnes. Once post-panamax vessels use the passage, total coal volumes through
the canal increase a relatively modest 6.7%, to 19.675 MM tonnes. The canal expansion does
not seem to lead to a significant increase in thermal coal throughput volume.
This relatively modest increase camouflages major changes in origins and destinations.
Post expansion, exports from the US Gulf Coast and Venezuelan sources traveling through
the canal decrease and are replaced by exports from Colombia. While this outcome may
appear to indicate that the Panama Canal expansion would be adverse to the U.S. coal
export industry, the actual impact is far more muted, with U.S. Gulf exports remaining
relatively stagnant. Rather, the displaced U.S. coal supplants Colombian coals on east-bound
movements; because post-expansion Colombian coals shipped through the canal are no longer
available to traditional northwest Europe and Mediterranean markets, those markets need
to secure their coal requirements from alternative sources, which turn out to be the U.S.
Gulf Coast ports that had lost volume through the expanded canal. Similarly, pre-expansion
Colombian volumes being delivered to South American destinations are replaced by U.S.
Gulf Coast and Venezuelan coals.
Because total demand is unchanged in the two cases, the increased shipments of
Colombian coals to the northeast Asian markets must displace coals from other origins.
These reductions come primarily from Australian, Indonesian, and U.S. sources. Colombian
origins are much closer to the canal than U.S. origins and, hence, have less sailing time and
expense. Displaced U.S. coal is redirected to serve demand in Europe and the Mediterranean.
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The total impact is again more muted for Australian and Indonesian origins, as the model
reassigns these relatively competitive coals to other destinations.
2.7 Conclusions and Implications
We solve a deterministic problem for optimal coal shipping patterns such that global
demand is met while coal quality constraints are respected, coal supply is not violated, and
port capacities are upheld at minimum cost. Our model results mimic historical reality with
exceptions for uneconomical government mandates, which have spill-over effects to other
shipping patterns.
Our output can provide suggestions regarding trade route decisions for suppliers
and consumers, as well as insights concerning economic viability of port expansion and
construction projects and impacts of policies such as environmental regulation of coal-fired
power. We consider cases of imposing Chinese trade mandates, and decreasing Chinese and
Indian demand on Australian and Indonesian coal markets; we explore the effects of varying
Baltic Dry Index and oil prices on international coal trade. Finally, we conduct a case study
on the expansion of the Panama Canal, and have shown that while volumes passing through
the canal only slightly increase after the expansion, large changes in sources and destinations
of shipping routes are apparent.
Our findings are of interest to many players in the international coal market. Pol-
icy makers will see value in the economic benefit of reducing government intervention in
free market operation, and environmentalists will be able to assess the impacts of cleaner
technology, global emissions agreements, and improved domestic infrastructure. Along with
yielding a macro-level view of coal trade, our model can help both consumers and producers
understand their role in the global coal market, and focus their strategies and marketing
efforts. Finally, our model estimates the value of prospective projects, such as the Panama
Canal expansion, by demonstrating the effects these may have on optimal shipping patterns
and coal flows; these results interest project financiers and managers.
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CHAPTER 3
A MULTI-STAGE STOCHASTIC PROGRAM FOR FUTURE COMMODITY
PROCUREMENT
In Chapter 2, we modeled the global thermal coal market and resulting shipping
patterns. We now shift our focus to the purchase decisions a domestic coal consumer must
make given future price uncertainty. We develop a methodology in which we use observed
price data to forecast future scenarios and select representative realizations to include in a
multi-stage stochastic program. Our multistage model minimizes the cost to procure coal
along with the conditional value-at-risk. We formulate and solve a nested model that is time
consistent, and compare our results to those found solving an expected CVaR model. This
paper will be submitted to the European Journal of Operational Research and is co-authored
by Dr. Amanda Hering and Dr. David Morton.
3.1 Abstract
Fuel prices are a significant cost to electric utilities. With recent decreases in coal
prices, a utility may seek to reevaluate its coal procurement strategy while protecting itself
against future price uncertainty. In this paper, we develop a methodology that can be used
to inform purchase decisions of physical goods for delivery both now and in the future under
price uncertainty. Specifically, we develop a time consistent multi-stage stochastic program
that minimizes both the expected cost to procure coal and the conditional value-at-risk in
order to establish a purchase plan that is robust to coal price variability. To do this, we first
construct a time series model using historical data to generate stochastic price forecasts. We
then use a facility location model to reduce the number of scenarios in each stage to improve
the tractability of our optimization model. We implement both a nested conditional value-
at-risk (CVaR) model and an expected CVaR (E-CVaR) model, analyze the results of both,
and show that the E-CVaR model may be a better choice for a multi-stage problem. Finally,
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we develop a method for out-of-sample testing to assess the performance of our model under
new price scenario realizations.
3.2 Introduction
The costs incurred by many industries in today’s economy, such as oil and gas,
farming, electrical utilities, and airlines, depend heavily on commodity prices. Resource and
fuel purchases often constitute a substantial portion of operating costs for such organizations
and are therefore at risk to price fluctuations. For example, over half of residential and
industrial customers’ electricity bills [38] and about 35% of airline costs [39] relate to coal,
gas, and oil prices; as these prices rise, consumer burden and airline ticket prices also increase,
while a drop in prices likely yields a corresponding decrease. As such, companies with a large
amount of price exposure can greatly benefit from making decisions to hedge against price
fluctuations and minimize expected costs for resources when the underlying prices are subject
to significant uncertainty.
Resource purchases are often long-term decisions; for example, a soy farm may con-
tract a crop for purchase before a season, or an airline may purchase fuel for years in advance.
Similarly, an electrical utility may engage in long-term fuel contracts, with scheduled deliv-
eries in subsequent years. It is common practice for these long-term decisions to be made
before future prices are known. Companies engage in hedging strategies to both reduce the
effect of future price uncertainty and attempt to minimize present and future costs by ex-
ecuting contracts at a price that they believe to be most favorable. For a purchaser, this
means trying to secure contracts for future time periods at today’s price if there is evidence
that prices will likely increase. By contrast, sellers try to engage in sales for future deliv-
ery at today’s prices when prices are likely to decrease in the future. This behavior is an
attempt to hedge against future price volatility. Once contracts are established at known
prices, contract holders are no longer exposed to unfavorable price movements. At the same
time, hedging against unfavorable future price movements reduces upside exposure as well;
if a buyer locks in today’s price for a future delivery and the price continues to drop, the
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buyer ends up overpaying.
Traditionally, electric utilities in the United States have enjoyed relatively stable and
therefore predictable fuel prices. Because fuel prices have been consistent, planning for the
purchase and delivery of coal has been a straightforward decision in which a policy that
has been implemented historically is carried forward to future years with small adjustments.
Recently, coal prices have been more volatile in response to increases in volumes of renewable
resources such as wind and solar, technological advances in fracking that have made natural
gas cost-competitive with coal, and reductions in global coal demand. In response, electri-
cal utilities have been forced to reassess their coal purchasing strategy in order to protect
themselves against increasing fuel price volatility.
In this chapter, we build a multi-stage stochastic program that minimizes the con-
ditional value-at-risk of future purchases to help inform today’s decisions and to provide a
minimum cost solution that is robust to future price uncertainty. We use a utility’s coal
procurement decisions over the next five years, though this process is applicable to any se-
quential purchase decision to satisfy demand over time under price uncertainty. The utility
makes annual fuel purchase decisions and can procure coal for delivery in the current year or
for future years. We first build a stochastic model to generate future price scenarios, which
are realized weekly. Annual purchase decisions are made using the weekly price available at
the time of the purchase.
We next solve a facility location model to select and assign probabilities to a smaller
number of scenarios that are representative of the Monte Carlo samples generated for each
stage in which we need to make purchase decisions. We then formulate and solve two versions
of a multi-stage stochastic program to determine how much coal to purchase in each year
for physical delivery in both current and future years with the goal of minimizing expected
cost and the conditional value-at-risk. Finally, we discuss our results and compare the
performance of the two models using out-of-sample testing. Through the work presented in
this paper, we contribute the following:
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1. An methodology to determine optimal purchase decisions over multiple time periods
in which future costs are subject to uncertainty.
2. A generalized and notationally compact multi-stage nested CVaR implementation.
3. A comparison of the performance of a nested CVaR model formulation to that of an
expected CVaR model.
4. A methodology for out-of-sample solution performance testing in a multi-stage envi-
ronment.
This chapter is organized as follows: we first describe the forecasting model for fu-
ture price scenarios in Section 3.3. In Section 3.4, we discuss our strategy for selecting
representative scenarios from a larger number of scenarios that we generate using Monte
Carlo simulation and our forecasting model. The result of the scenario-reduction scheme are
tractable multi-stage, nested and expected CVaR models, the formulations of which are de-
tailed in Sections 3.5 and 3.6. Finally, we discuss the data we use to construct these models
and present our results in Section 3.7.
3.3 Price model
We construct a stochastic model for future coal prices using regression and vector
autoregressive time series models. We first construct a regression model using historical
data to predict future coal prices. We build models for seven different coal types from which
the utility can choose to source its supply. These coal types are differentiated by quality
specifications involving heat, ash, sulfur, and moisture content. Coals that have high heat
content and low ash, sulfur, and moisture content are higher quality because they are cleaner-
burning and more efficient, and are therefore more expensive. All of the coal prices in our
model are derived from two underlying weekly index prices, denoted Pit, where i ∈ {1, 2}
denotes the index and t ∈ {1, . . . , 219} denotes the week. We build a regression model using
time and natural gas prices as dependent variables, then transform the resulting forecasted
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values to obtain predictions for the specific type of coal using the linear transformation in
Equation (3.1). We index coal types by θ ∈ {1, . . . , 7}; these differ from the index prices by
the inclusion of transportation costs, premiums for purchases made in advance of delivery,
and quality adjustments. These additions are unique to each supply and demand node
location, purchase and delivery date, and coal type. We use Equation (3.1) to transform
index price, pkit′ , to coal type price, c
k
sdθt′t; the cost to procure coal type θ from supply node
s in the year beginning with week t′ for delivery in year beginning with week t at demand






it′ + qiθ) + rsd + at′t, (3.1)
where
• Iiθ is a binary indicator that is 1 if price index i is used to derive the cost of coal θ.
The price of each coal type depends on a single index price.
• pkit′ is the price of index coal i in time t
′ under realization k ($ per ton)
• qiθ is a quality adjustment made to price index i to yield the cost of coal θ if price
index i is used to derive the cost of coal θ. The magnitude and direction of the quality
adjustment is made based on the difference in coal quality specifications. ($ per ton)
• rsd is the transportation cost of sending coal from supply node s to demand node d ($
per ton)
• at′t is added to reflect the premium paid in time t
′ for delivery in a future time period,
t ($ per ton)
To obtain the cost in Equation (3.1), we need realizations of the price indices, pkit′ .
We follow a multi-step approach in which we remove linear and seasonal trends in the price
indices and then use a vector autoregressive lag-one (VAR(1)) model for their residuals.
The methodology that we use for the linear and seasonal trends is detailed in [40], and the
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VAR lag-one model is discussed in [41]. The utility provides us four years of daily historical
coal price data that we use to build the forecast model. As price data are not available for
weekends or holidays, we average the daily data to obtain a weekly price, Pt = (P1t, P2t)
T
where Pit is the price for index i at week t. The regression method that we now describe
models Pt as a function of gas prices (gt), weekly time indices (t), and month into which
time t falls (mt).
3.3.1 Linear trend
We first remove any trends from the price by fitting a multiple linear regression model.
Because coal prices display a downward trend over time and are dependent on natural gas
prices, we fit the linear trend:
Pt = α+ β1t+ β2gt + ǫt, (3.2)
where
• t is the week of the observation
• Pt is the observed vector of the price indices at week t; Pt = (P1t, P2t)
′
• β1 is a 2× 1 vector of time coefficients for the linear trend; β1 = (β11, β12)
′
• β2 is a 2× 1 vector of gas coefficients for the linear trend; β2 = (β21, β22)
′
• gt is the price of natural gas at time t
• α = (α1, α2)
′ is the intercept for the linear trend
• ǫt = (ǫ1t, ǫ2t)
′ is an error term at time t, whose additional structure is discussed in
Section 3.3.2
We remove the effect of natural gas prices and the downward trend by forming resid-
uals, Prt , of the linear regression model:
Prt = P̂t −Pt, (3.3)
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where P̂t is the price predicted by Model (3.2) at time t and Pt is the observed price index
at time t.
3.3.2 Seasonality
We next remove the effects of seasonality from the price index residuals by fitting a
periodic trend (3.4) to the residuals of the linear Model (3.2), Prt :
Prt = α
r + βr1 sin(m̃t) + β
r












• αr = (αr1, α
r
2): the intercept of the periodic trend

























2t): an error term at time t whose structure is discussed in Section 3.3.3
We remove the effect of seasonality from our price observations by taking the residuals,






where P̂rt is the detrended price predicted by the periodic trend at time t, and P
r
t is the
detrended price observation at time t.
3.3.3 Vector autoregressive lag-one model
We then fit a vector autoregressive model of lag one (VAR(1)) in Equation (3.6) to
the residuals of the periodic Model (3.4) to account for autocorrelation and the interaction
between the two indices:







• P rrt : a vector of detrended and deseasonalized price indices at week t
• a0: a 2×1 vector of constants
• A1: a 2×2 matrix of coefficients





T : an error term at time t. The ǫrrt are independently and normally
distributed, N(0,Σ), where Σ is the 2× 2 covariance matrix
We confirm that the residuals from this model are approximately normal by producing
histograms in Figure 3.1. We ensure that we have removed all dependence and trends
from the price index data by plotting the auto-correlation function (ACF) and partial auto-
correclation function (PACF) plots of the periodic trend model and VAR(1) error terms in
Figure 3.2 and Figure 3.3. Visual inspection of the histograms suggests that the residuals
approximately follow a normal distribution. The reduction of strongly significant values at
all lags in both the ACF and PACF plots once the VAR(1) model has been applied to the
period trend model error terms suggests that the temporal dependence has been removed.
Figure 3.1: Histogram of VAR(1) residuals from Equation (3.6).
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Figure 3.2: ACF and PACF plots of periodic trend residuals (Equation (3.4)) and VAR(1)
residuals (Equation (3.6)) for price 1.
Figure 3.3: ACF and PACF plots of periodic trend residuals (Equation (3.4)) and VAR(1)
residuals (Equation (3.6)) for price 2.
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The model fits are given in Table 3.1. The overall R2 values of 92.3% and 93.1%
demonstrate that the modeling approach explains a large percentage of the variance in the
observed prices. The majority of the variance for both index prices is explained by the linear
model and VAR(1) model; the periodic model explains a much smaller percentage of the
observed price variance. This is not unexpected as coal contracts are typically longer term
contracts, and coal can easily be stored in inventory, which reduces the effect of seasonality
on prices.
Table 3.1: Percentage of variation in price index explained by regression model.
Model (Equation)
R2
Price 1 Price 2
Linear trend (4.2) 62.4% 63.7%
Periodic trend (4.3) 3.4% 4.2%
VAR(1) (4.4) 26.5% 25.2%
Overall 92.3% 93.1%
Figure 3.4 shows observed versus predicted historical values for index prices one
and two. Visual inspection suggests our model is a good predictor of the historical price
movements.
3.3.4 Scenario sampling
We use Monte Carlo sampling from the stochastic model in Equations (3.2)-(3.6) to
generate price inputs to our stochastic programming model. We build future price scenarios





2t ), for k = 1, . . . , n, where Σ̂ is the estimated value ofΣ based on the residuals
of Equation (3.6). We in turn pass the realizations of ǫrrkt through the autoregressive Model
(3.6), our periodic trend Model (3.4), and our linear trend Model (3.2) to include the effects
of seasonality, gas prices, and the linear trend. We do this for each year in our study horizon,
which results in n forecasted price index scenarios for each year. If the resulting index price
is below a given value, we replace it with a price floor, which is set to a level below which coal
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Figure 3.4: Historical observed and predicted prices for price index 1 (left) and 2 (right).
mines would not be able to produce. We then apply the linear transformation from Equation
(3.1), which yields the per ton cost for each coal type, at each supply-demand node pair,
both for delivery in the current time period and for delivery in future time periods.
We calculate the coefficient of variation for the historical prices as well as for our
generated prices to check how well our model captures the behavior of both price indices
1 and 2. Over the past four years, price index 1 has a coefficient of variation of about
8%, and price index 2 has a coefficient of variation of about 9%. For the generated price
distributions, the coefficients of variation are just over 6% for both price indices 1 and 2. The
coefficients of variation for our generated prices are slightly lower than those of the historic
price indices because we include a price floor below which we would expect producers to
stop production and historically, coal has not been cheap enough to see the effects of a price
floor. As coal prices have fallen to historical lows, it is necessary to include this floor in our
forecast to prevent unrealistically low coal prices. The next section discusses how we reduce
the n = 1000 scenarios per year to a representative set of smaller size, n̄ < n.
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3.4 Scenario reduction
Multi-stage stochastic programs can become intractable quickly due to exponential
growth in scenarios by time period. For this reason, we reduce the n sampled realizations
to a representative n̄ scenarios while preserving the characteristics of the original n samples.
The approach we use to reduce the set of scenarios at each stage from n to n̄ is based on
minimizing a distance between the two probability distributions (one with n samples and
one with n̄), while also accounting for first and second moments of each distribution. The
distance we use is known as the Wasserstein metric, and our approach is based on ideas in
Dupačová et al. [42] and in Hochreiter and Pflug [43]. See Dupačová et al. [44] for further
discussions on scenario generation.
We formulate and solve a facility location problem to select the representative n̄
samples that we use as input to our stochastic optimization model. We select a representative
subset of size n̄ from the n = 1000 Monte Carlo samples by minimizing the probability-
weighted sum of Euclidean distances between each scenario in the n-sample and n̄-sample
distributions. We further incorporate distances between the first two moments from the two
distributions. Because we are minimizing CVaR, which focuses on the (1−α) most extreme
realizations, we require that the facility location model choose scenarios from the tails of the
distribution with n = 1, 000 scenarios.
We generate realizations and choose representative scenarios at each point at which
a new purchase decision is to be made. In Section 3.3, we generate weekly prices while coal
purchase decisions are made annually using the prices available at the start of the purchase
year; we solve the facility location problem for each period of our multi-stage stochastic
program independently, with predicted prices from the first week of each year as input. The
representative scenarios and associated probabilities provide the predicted prices that we
use in our multi-stage stochastic optimization problem. We discuss this in greater detail in
Section 3.5.1. Figure 3.5 depicts the points at which we are selecting representative samples,
as well as our purchase and delivery timing. We produce a five-year purchase plan using
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prices and probabilities from our sampling, regression, and facility location models that are
performed with the price information we currently possess. In 2017, we will be able to update
our forecasting models with additional observed data and repeat our scenario selection and
stochastic optimization for subsequent years.
Figure 3.5: Timing of forecasting, scenario selection, and purchases in our approach
We formulate the facility location model we use to select representative scenarios.
Because this method applies separately for each stage, we suppress the time index, t for
notation simplicity.
Sets
• k ∈ K: Monte Carlo samples for one stage; K = {1, 2, . . . , n}




: distance between scenarios k and k′; see Equation (3.7)
44
• ǫrrki : VAR(1) residual for price index i under scenario k; see Model (3.6)
• n: number of realizations
• n̄: number of representative scenarios
• µ̂i: mean of VAR(1) residuals for price index i
• σ̂2i : variance of VAR(1) residuals for price index i
• σ̂ij: covariance of VAR(1) residuals for price indices i and j
• α: probability level defining the tails of a distribution
















1 if index price residual i in realization k is in the upper 1− α tail
of the n = 1000 scenario distribution
0 otherwise































1 if realization k′ is assigned to representative scenario k
0 otherwise
• zk: number of realizations assigned to representative scenario k
• eµi : difference between the mean of VAR(1) residuals for price index i from the
distribution with n̄ scenarios and the mean of the VAR(1) residuals for price index i




i : difference between the variance of VAR(1) residuals for price index i from the
distribution with
• n̄: scenarios and the variance of the VAR(1) residuals for price index i from the dis-
tribution with n scenarios
• eσij: difference between the covariance of the VAR(1) residuals for price indices i and
j from the distribution with n̄ scenarios and the covariance of the VAR(1) residuals
for price indices i and j from the distribution with n scenarios
We solve the following facility location model to select the representative scenarios for
each stage, again with the t-index suppressed. We only consider the prices for the week we
make purchase decisions in our facility location model; however, our regression model informs
how the prices evolve over the year between decision points. While purchase decisions are
currently made once a year, including weekly prices allows the decision maker the capability
to use this model to make more frequent purchases. Using this model, we reduce the n = 1000


























′k ≤ yk ∀k, k′ ∈ K : k 6= k′ (3.8b)
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k ≥ 1 ∀i ∈ I (3.8i)
zk ≥ 0; yk, xk
′k ∈ {0, 1} ∀k, k′ ∈ K
Our objective function in (3.8a) consists of two parts. Through the first term we min-
imize the Wasserstein distance between the probability distribution with n scenarios and the
probability distribution with n̄ selected scenarios, and with the remaining terms, we mini-
mize the distances between the distributions’ first and second moments. Constraint (3.8b)
allows a scenario k′ to be assigned to scenario k only if scenario k is selected as a repre-
sentative scenario. Constraint (3.8c) defines the number of representative scenarios that we
choose. Constraint (3.8d) ensures that every realization is assigned to one representative
scenario. Constraint (3.8e) establishes the number of realizations assigned to each repre-
sentative scenario. Constraints (3.8f)-(3.8h) compute deviations of the first two moments
of the n̄-sample distribution from the sample price index mean, variance, and covariance of
the n-sample distribution. Constraint (3.8i) ensures that we select representative scenarios
from the upper tail of the distribution with 1,000 scenarios. Constraints (3.8f)-(3.8h) are
linearized in our implementation. Non-negativity and binary variable requirements must
hold.
To improve computational tractability of Model (3.8), we employ strategies outlined
by Klotz and Newman [36], such as solving the dual when subject to primal degeneracy,
explicitly employing Devex pricing to determine the outgoing variable in iteration of the
Simplex method at the root node, and rounding our calculated distances to three decimal
places to avoid storing excessive digits. These actions yield reasonable run times (given in
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Table 3.2), which allow us to solve Model (3.8). In Section 2.6 we investigate the stability
of solutions from our multi-stage stochastic program using these distributions. We solve
Model (3.8) in AMPL, using CPLEX version 12.6.2.0 to a 0.05% relative tolerance on a Dell
Power Edge R430 server with a 1TB hard drive and 32GB of RAM. Table 3.3 shows the
mean, variance, and covariance of the optimized probability distribution of the distribution
with 1000 price realizations and the same measures for the distribution resulting from the
reduction to six representative scenarios at each purchase decision point. We specify that
Model (3.8) must select at least one scenario from the (1− α) = 10% tails.
Table 3.2: Run times required to choose six representative scenarios and assign probabilities
to each using Model (3.8).





Table 3.3: Mean, variance, and covariance for price samples in scenario one and those re-
sulting from solving Model (3.8).
Samples in distribution Statistic 2017 2018 2019 2020
1000 µ1 0.009 0.004 -0.003 -0.001
6 µ1 0.017 0.004 0.001 0.006
1000 µ2 0.025 0.010 -0.007 -0.007
6 µ2 0.003 0.010 -0.009 0.004
1000 σ21 0.220 0.223 0.219 0.226
6 σ21 0.189 0.203 0.194 0.206
1000 σ22 0.297 0.305 0.295 0.304
6 σ22 0.275 0.283 0.265 0.279
1000 σ12 0.055 0.058 0.055 0.059
6 σ12 0.052 0.057 0.051 0.057
Figure 3.6 and Figure 3.7 show the realizations that Model (3.8) selects as repre-
sentative scenarios relative to a histogram showing the frequency of all realizations in each
year. Figure 3.6 shows the realizations selected for price index 1, and Figure 3.7 shows those
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selected for price index 2. The representative scenarios are shown in black. Figure 3.8 shows
all realizations of price indices 1 and 2 with selected representative scenarios overlaid. From
these figures, we can see that while Model (3.8) selects scenarios that are evenly distributed
over all price index residuals, we capture distribution upper tail behavior, which we need
when minimizing CVaR.
Figure 3.6: Representative scenarios for price index residuals 1
Figure 3.7: Representative scenarios for price index residuals 2
Once we select the representative error terms for each stage from Model (3.8), ǫrrkt =
(ǫrrk1t , ǫ
rrk
2t ), k = 1, . . . , n̄, t ∈ {2, . . . , T}, we apply our VAR(1) Model (3.6) to generate the




2t ), k = 1, . . . , n̄, t ∈ {2, . . . , T}. We then apply our periodic trend
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Figure 3.8: Representative scenarios for price index residuals 1 and 2




2t ), k =
1, . . . , n̄, t ∈ {2, . . . , T}. We next apply our linear trend (3.2) to generate prices, Pkt =
(P k1t, P
k
2t), k = 1, . . . , n̄. We transform the resulting index prices using Equation (3.1) to
generate the coal prices for each supply node, demand node, coal type, purchase and delivery
years, and scenario in our multi-stage program. This results in a tractable number of location,
quality, and date-of-delivery specific coal prices that are representative of a larger number
of price realizations to be used as input to our coal procurement problem.
3.5 Multi-stage stochastic programming model
Stochastic programming is a powerful branch of operations research that allows for
decisions to be made under uncertainty. Multi-stage stochastic optimization allows for these
decisions to be made over multiple time periods. Stochastic optimization methodology (in-
cluding multi-stage) are discussed by Shapiro [45] and Birge [46]. Birge [47] outlines different
stochastic programming algorithms and methodologies, and highlights their various applica-
tions including finance, manufacturing, telecommunications, and transportation.
The goal of our multi-stage stochastic program is to minimize the expected cost and
conditional value-at-risk to fill coal demand over multiple time periods in which purchase
decisions can be made. In Sections 3.3 and 3.4, prices evolve weekly. In this section, purchases
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decisions are made annually using the weekly prices available at the start of each period.
For simplicity of notation, we refer to t by year in the section; however, it is understood
that t is first week of the annual decision stage. We use the representative scenarios selected
with Model (3.8) in each time period to construct a scenario tree to model outcomes of price
uncertainty in each year of our multi-stage stochastic program horizon. The root node of our
tree contains today’s known prices, and each subsequent node contains prices under different
scenarios. Each node level represents future decision making points, which in our model
occur once a year, and each branch represents a different scenario path that is defined by
price realizations over the time periods in our model horizon. This scenario tree branches
six times in each time period, yielding a total of 1,296 paths by 2020, as can be seen in
Figure 3.9.
Figure 3.9: Scenario tree with six scenarios each year.
Under each of these realizations, every coal type considered in Models (3.16) and (3.17)
has a price that results from a transformation of the underlying index prices from Equation
(3.1), which makes coal type-specific adjustments for transportation, quality differences, and
premiums for future delivery. We note that Model (3.8) refers to scenario k, while Models
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(3.16) and (3.17) refer to scenario ωt. Scenario k is the weekly realization that is used in
determining how prices evolve over each year, while scenario ωt is the weekly price scenario,
k, that is realized at the time that purchases are made in each stage of our multi-stage
stochastic problem, which in our case is annually.
We use the probability distributions generated by solving Model (3.8), as we describe
in Section 3.4, coupled with models (3.1), (3.2), (3.4), and (3.6) as input to our facility
location model. The output of Model (3.8) yields the probability of each of the representative







where zkt is the number of scenarios assigned to representative scenario k in time t, and n is the
total number of scenarios each time period. If k is the scenario realized when purchase deci-
sions are made in our multi-stage stochastic program then K = Ωt, we define the probability
of each scenario ωt in Models (3.16) and (3.17) as:
pωt = pk, (3.10)




In Section 3.6 we develop two formulations to minimize the conditional value-at-risk.
However, we also have requirements on the physical delivery and consumption of coal that
must be met. We now present these coal procurement constraints, we we use to characterize
the region in which our set of feasible purchase decisions, X , is defined. In Section 3.6, we
require our decisions to belong to X .
We must fill demand in each time period, and can do so with coal delivered or
from inventory. At each demand node, we must meet certain fuel quality specifications,
both because not every generator can burn every type of coal and because we must meet
various emissions regulations. At certain demand nodes, we can satisfy these requirements
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by blending various types of coal in order to obtain a satisfactory final product that will
be burned. We separate coals into groups based on their qualities; those that have similar
characteristics are viewed as the same type at a plant. The use of two similar coals to serve
demand at the same node is therefore not considered to be blended. Instead, maximum
blending constraints are only enforced for dissimilar coals.
We allow for stockpiling at each demand node as each plant we consider has a coal pile
for inventory storage. The utility has policies in place regarding the minimum and maximum
inventory levels they must carry. Additionally, we account for coal that is already contracted
to be delivered before the start of the model horizon.
3.5.1 Multi-stage stochastic program formulation
Sets
• s ∈ S: set of all supply nodes
• d ∈ D: set of all demand nodes
• θ ∈ Θ: set of all coal types
• β ∈ B: set of all coal type groups
• π ∈ Π: set of all coal characteristics; Π ={heat content, sulfur content, ash content,
moisture content}
• s ∈ Sd: subset of supply nodes that can send coal to demand node d
• d ∈ Ds: subset of demand nodes that can receive coal from supply node s
• θ ∈ Θs: subset of coal types available at supply node s
• θ ∈ Θλ: subset of coal types available in coal type group λ
• t ∈ T : set of all time periods: t ∈ {1, 2, . . . , |T |}
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• ωt ∈ Ωt: set of all scenarios at time t
• ωt−1 ∈ a(ωt): ancestor scenarios in time t of scenario ωt in time t
Parameters
• δdt: demand at node d in time t (tons/period)
• σsθt: supply of coal type θ at node s in time t (tons/period)
• cωtsdθt′t: time-discounted cost per ton of coal type θ purchased in time t
′ for delivery in
time t (t′ ≤ t), traveling from supply node s to demand node d under scenario ωt ($/ton)
• κπθ: quantity of characteristic π in coal type θ (heat content in MMBtu/ton, sulfur,
ash and moisture contents in % of total weight)
• lπdt: minimum quantity of characteristic π for demand node d in the year beginning
with week t (heat content in MMBtu/ton, sulfur, ash and moisture contents in % of
total weight)
• uπdt: maximum quantity of characteristic π for demand node d in the year beginning
with week t (heat content in MMBtu/ton, sulfur, ash and moisture contents in % of
total weight)
• µdt : maximum number of coal type groups that can serve demand at node d in the
year beginning with week t
• M : a sufficiently large number
• Idθt: minimum inventory level of coal type θ at demand node d in the year beginning
with week t (tons)
• Idθt: maximum inventory level of coal type θ at demand node d in t (tons)
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• Îdθ0: initial inventory level of coal type θ at demand node d (tons)
• pω: probability of scenario ωt
• φsdθt: tons of coal type θ already purchased from supply node s for demand node d
for delivery in the year beginning with week t (tons)
Variables
• xωsdθt′t: tons of coal type θ purchased in the year beginning with week t
′ for delivery in
the year beginning with week t at demand node d: from supply node s under scenario
ω (t′ ≤ t) (tons)
• νωdθt: tons of coal type θ burned at demand node d in the year beginning with week









1 if coal type group λ serves demand at node d under scenario ω in time t
0 otherwise
• Iωdθt: inventory of coal type θ at demand node d at the end of the year beginning
with week t under scenario ω
We define X to be in the feasible region defined by the following constraints.
∑
θ∈Θ





























dλt ∀d ∈ D, λ ∈ Λ, t ∈ T , ωt ∈ Ωt (3.12d)
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λ∈Λ















∀d ∈ D, θ ∈ Θ, t ∈ T , ωt ∈ Ωt (3.12f)









dθt ≥ 0, γ
ωt
dλt binary
∀s ∈ S, d ∈ D, θ ∈ Θs, t ∈ T , t
′ ∈ T : t ≤ t, t′′ ∈ T : t′′ < t′, ωt ∈ Ωt
In the following discussion, each constraint must hold for every time period and under
all scenarios. Constraint (3.12a) ensures that all demand is met and constraint (3.12b)
enforces coal supply limits for each coal type. Constraint (3.12c) ensures that minimum
and maximum coal specification requirements are met at each demand node and for each
specification. Constraint (3.12d) only allows coal from a specific coal group to fill demand if
the binary variable zωtdλt assumes value one with a Big-M constraint. Constraint (3.12e) limits
the number of coal groups that can be blended at each demand node. Constraint (3.12f)
balances inventory at each demand node. Constraint (3.12g) defines initial inventory for
each coal type at each plant at the start of the model time horizon, and constraint (3.12h)
enforces inventory levels at each plant. Non-negativity and binary variable requirements
must hold.
3.6 CVaR Formulations for Multi-Stage Models
We seek to minimize expected cost as well as the conditional value-at-risk, or CVaRα,
or the expected loss given losses exceed the value-at-risk (VaRα). VaRα is defined to be the
threshold which losses will not exceed with probability α, and is a common risk measure
in investment decisions. However, VaRα is neither convex nor coherent, while CVaRα is
both. We favor a convex risk measure when solving optimization problems because the
mathematical properties of convex problems allow us to quickly find and draw conclusions
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about our solution. A coherent risk measure is preferred because it satisfies the following
criteria, as defined by Artzner et al. [48] (ρ is a risk measure and X and Y are random
outcome):
1. Translation invariance:
ρ(X + γ · r) = ρ(X)− γ
which ensures that the addition of an amount γ to a risk-free investment in a portfolio
will decrease the risk measure by γ.
2. Subadditivity:
ρ(X1 +X2) ≤ ρ(X1) + ρ(X2)
which provides for the diversification of a portfolio; the risk of a composite holding is
at most equal to the sum of the risk measures of the individual components.
3. Positive homogeneity:
ρ(λ,X) = λρ(X)
which ensures that increasing the portfolio size by a factor will increase the risk by the
same factor.
4. Monotonicity:
∀X ≤ Y, ρ(Y ) ≤ ρ(X)
which states that if Y outperforms X in all scenarios, Y will have a lower risk measure
These properties favor portfolios that demonstrate investment practices such as diver-
sification by determining them to be less risky, which make coherent risk measures preferable
to non-coherent ones. In our model we calculate VaRα and minimize CVaRα, as introduced
in [49]. Philpott et al. show in [50] that by doing so, results in minimum values for both
CVaRα and VaRα.
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When minimizing risk in a multi-stage setting, we need ensure our measure is time
consistent. Specifically, we need to make certain that we properly categorize risk in future
time periods; the characteristics that qualify a coherent risk measure must hold for all stages
and decisions cannot depend on information from future time periods. Shapiro discusses the
time consistency of risk measures in [51]. We now explore two time consistent formulations of
a multi-period model that minimizes both the expected cost and conditional value-at-risk of
procuring coal to serve future demand under price uncertainty. In each, we use the following
parameters:
Parameters
• Zωtt : arbitrary random variable in time t under scenario ωt
• α: specified probability level
• λ: weight on risk term
Additionally, we suppress all indices but the time and scenario for costs, cωtt , and
decisions xωtt to simplify notation in this discussion. The risk measure in each time period














The expected value and the CVaR terms are weighted by λ and (1− λ), respectively,
and the CVaR is indexed by the probability level, α. In each time period, both the expected
value and risk term are conditioned on the outcome of the previous stage. We can write this
as a time consistent nested model, with the risk term defined recursively as:
min
x1,...,xT
c1x1 + ρ2[c2x2 + ρ3[c3x3 + · · ·+ ρT [cTxT ]]] (3.14)
While this is time consistent, implementing in a multi-stage setting is non-trivial
and can be cumbersome. As an alternative, Dupačová and Kozmik [2] develop a second
multi-period CVaR model, which is also referred to as expected conditional value-at-risk, or
E-CVaR by Homem-de-Mello and Pagnoncelli [52]. Compared to a nested CVaR formulation,
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E-CVaR is also time consistent but can be easier to implement as it averages the risk in future
stages, rather than defining it recursively. The objective function of our E-CVaR problem












In both (3.14) and (3.15), the risk term in time t is dependent on the outcome in
time t− 1, though (3.14) defines this dependency in a recursive nature while (3.15) employs
a conditional expectation.
In addition to the parameters needed to formulate our multi-stage risk models, we
define the following variables for the implementation of both a nested multi-stage CVaR
model and E-CVaR model to minimize expected cost and conditional value-at-risk for our
coal procurement problem:
Variables
• zωtt : arbitrary random variable in time t under scenario ωt
• yωtt : auxiliary variable used to calculate nested CVaR in time t under scenario ωt
• ζωtt : α-level quantile of a cost term in time t under scenario ωt ($)
3.6.1 Nested CVaR minimization model for coal procurement
We develop a notationally compact way to implement a nested CVaR model by
capturing the recursion implicit in a nested formulation with auxiliary variables yωtt . We do


















































































∀t ∈ T \{1}, ωt ∈ ∆(ωt−1), ωt−1 ∈ Ωt−1 (3.16c)
yωTT ≡ 0 ∀ωT ∈ ΩT (3.16d)
xωtsdθ,t,t′ ∈ X ∀s ∈ S, d ∈ Ds, θ ∈ Θs, t ∈ T : t











dθt ≥ 0, γ
ωt
dλt binary
∀s ∈ S, d ∈ D, θ ∈ Θs, t ∈ T , t
′ ∈ T : t ≤ t, t′′ ∈ T : t′′ < t′, ωt ∈ Ωt
Our objective function minimizes both the cost of present day coal purchases, the price
of which are known with certainty, as well as the auxiliary variable y11, which characterizes
the expected cost and risk terms of coal procurement in later stages that are subject to
uncertainty. Constraint (3.16b) captures the recursive structure of the nested CVaR model
by defining each auxiliary variable yωtt to be conditional on both the expected cost and the
risk term of the subsequent stage. We use constraint (3.16b) to simplify the complex notation
that results from the recursive nature of a multi-stage nested problem. Constraint (3.16c)
and the variables zωtt are used to linearize the positive part operator that is used to define
CVaR. Constraint (3.16d) establishes boundary conditions for auxiliary variables yωTT and
constraint (3.16e) ensures that all of the coal procurement constraints from (3.12) hold, as
do non-negativity and binary variable requirements.
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3.6.2 E-CVaR minimization model for coal procurement
An E-CVaR formulation can be simpler to implement than that of the nested model
because rather than defining the risk for subsequent time periods recursively, it instead
averages later-stage uncertainty with a conditional expectation. We construct this for our




































































− ζt−1 − z
ωt
t ≤ 0 ∀t ∈ T : t ≥ 2, ωt ∈ Ωt (3.17c)
xωtsdθ,t,t′ ∈ X ∀s ∈ S, d ∈ Ds, θ ∈ Θs, t ∈ T : t






∀s ∈ S, d ∈ D, θ ∈ Θs, t ∈ T , t
′ ∈ T : t′ ≤ t, t′′ ∈ T : t′′ < t′, ωt ∈ Ωt
In our objective, we minimize the expected coal to procure coal as well as the expected
conditional value-at-risk. Because the CVaR term in the objective results in a non-linearity
due to the positive part operator, we replace the nonlinear term with auxiliary variable in-
clude and constraint (3.17c) to linearize the objective. All of the coal procurement constraints
from (3.12) hold, as do non-negativity and binary variable requirements.
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3.7 Data and results
Model input data are provided by a public utility in the United States that operates
service territory in multiple states and whose generation portfolio includes coal, natural gas,
nuclear, and renewable resources. We are given annual fuel demand at coal-fired power plants
for the next five years, as well as suppliers (mines) that can reach each plant via rail transport
and the quality specifications of coals originating at each mine. The quality specifications of
interest to the utility are heat content (given in MMBtu per ton), ash content, sulfur content,
and moisture content (all given as a percent by weight). Each plant can burn coal whose
qualities fall within a range for the specifications included in the model. The utility provides
information about the number of different coal types that can be blended to meet demand,
as well as minimum and maximum inventory that can be held at each plant. Finally, we are
provided details about the amounts of coal that have already been purchased for delivery
over the horizon. The prices and scenario probabilities are outputs from our regression model
and scenario selection model. Because we use historical data to develop our price scenarios,
we will rerun this model each year when we need to make the next set of purchasing decisions
as additional price data is available and can better inform our models.
We solve both the multi-stage expected CVaR Model (3.17) and the nested CVaR
Model (3.16), using prices from our scenario generation and selection procedure. We generate
1,000 scenarios for the first week of each future time period (2017, 2018, 2019, and 2020).
We then use Model (3.8) to form probability distributions comprised of six selected scenarios
with first and second moments that most closely match those of the distributions with 1,000
scenarios that we are trying to approximate. We use the output of Model (3.8), together
with our price models, (3.1), (3.2), (3.4), and (3.6) to construct coal prices and corresponding
probabilities for each chosen scenario.
When solving our model, we need to choose λ (the weight on the risk term in the
objective function) and α (the probability level used to define the value-at-risk and the
conditional value-at-risk). Our selection of both parameters can greatly affect our solution:
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λ close to one weights the objective function to minimize the risk term exclusively. If α is
defined to be close to one, the value-at-risk is going to be higher because the it is unlikely a
large loss will occur. Because CVaR is the expected value of losses given that the value-at-
risk is exceeded, a higher value-at-risk implies that only higher loss values are considered in
the calculation of CVaR. This necessitates that an α near one will produce a larger CVaR.
Additionally, in Model (3.16), the effects of choosing proper λ and α are compounded by
the nested nature of the formulation. Specifically, we are concerned with the term λ
1−α
; if
this value is larger than one, over multiple stages the risk term in the objective function is
multiplied by a very large number, which can affect our solution. Likewise, if this value is
much smaller than one, the risk term reduces to almost zero, and the objective function only
minimizes the expected cost, It is therefore in our best interests to keep λ
1−α
≈ 1 to ensure
we do not either over or understate the weight of the risk term.
We first solve Models (3.16) and (3.17) with λ set to zero; in this case we are ignoring
the risk term and only minimizing the expected cost to procure coal. We expect both models
to produce the same value because they differ in how they calculate risk, but not expected
cost. Confirming this, we next choose different values of α and λ, solve both models, then
calculate the expected costs and CVaR terms. The expected cost terms from both Models
(3.16) and (3.17) are shown Figure 3.10 and Figure 3.11, respectively, while the risk terms
are shown in Figure 3.12 and Figure 3.13.
In both models, we observe that as the objective function weight is shifted from the
expected cost term to the risk term, the expected cost increases and the risk term decreases.
The overall objective function is better served by minimizing the more heavily-weighted
term; i.e., when the risk term carries the most weight, we are willing to face higher expected
costs to reduce CVaR. Additionally, we note that as α increases, the value of the risk term
increases; as the probability level used to define CVaR increases, the expected value of the
losses exceeding the value-at-risk is larger because more extreme tail losses are included in
the calculation of the conditional expectation.
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Figure 3.10: Expected cost term from Model (3.16) for varying values of α and λ.
Figure 3.11: Expected cost term from Model (3.17) for varying values of α and λ.
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Figure 3.12: Risk term from Model (3.16) for varying values of α and λ.
Figure 3.13: Risk term from Model (3.17) for varying values of α and λ.
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Model (3.16) produces expected cost terms that do not show much movement until
almost all objective function weight is placed on the risk term. Likewise, the risk term
does not show much variation as λ increases. This may be due to the nested nature of the
(3.16) skewing the weight the risk term carries in the objective function, as addressed in our
discussion of selecting λ and α.
To better understand the effects that introducing the risk term has on the model
behavior, we next consider values of λ that are very close to zero. Figure 3.14, Figure 3.15,
Figure 3.16, and Figure 3.17 show the expected cost and risk terms from both Models (3.16)
and (3.17) for λ less than .1.
Figure 3.14: Expected cost term from Model (3.16) for varying values of α and λ near 0.
Figure 3.14 and Figure 3.15 show the expected cost term for Models (3.16) and (3.17),
respectively. Model (3.16) grows in expected cost as λ increases to .05, then flattens, while
Model (3.17) shows a much more gradual rise in expected cost. We see this same behavior
in the risk term in Figure 3.16 and Figure 3.17, with Model (3.16) producing a CVaR which
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Figure 3.15: Expected cost term from Model (3.17) for varying values of α and λ near 0.
Figure 3.16: Risk term from Model (3.16) for varying values of α and λ near 0.
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Figure 3.17: Risk term from Model (3.17) for varying values of α and λ near 0.
shows only very slight reductions as λ increases and Model (3.17) generating a CVaR that
decreases gradually but more significantly than in Model (3.16). Furthermore, the risk term
from Model (3.16) remains larger than that from Model (3.17), while the expected cost
from Model (3.16) remains lower than that from Model (3.17), which may be a result of the
disproportional effects of the λ
1−α
factor in the nested model. This indicates that an expected
CVaR model may be better suited to solving a multi-stage stochastic program seeking to
minimize risk; the E-CVaR model incurs an increase in expected cost in order to drive down
the risk term, which we do not see in the nested model. If the risk term calculation is overly
sensitive to λ
1−α
in the nested model, increasing the expected cost may not serve to reduce
the risk term in order to decrease the overall objective.
In both Models (3.16) and (3.17), we note that we do not see significant variation in
either expected cost or risk term as we vary α and λ. In fact, we see less than a 1% change
in cost over the parameter values we choose. This suggests that solving a stochastic program
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may not be necessary for coal prices, as they do not exhibit a large amount of uncertainty
over the time horizon we consider. We discuss this further in Section 3.8.
We next extract the solution from each model and fix the recommended procurement
decision variables in the other to further understand model behavior. We compare the results
of the following cases: (1) we solve Model (3.16) to optimality; (2) we solve Model (3.17) to
optimality; (3) we fix the solution from Model (3.17) in Model (3.16) and determine expected
cost and risk terms; and finally (4) we fix the solution from Model (3.16) in Model (3.17) and
determine expected cost and risk terms. The results are given in Table 3.4 and Table 3.5.
Table 3.4: Expected cost terms for Models (3.16) and (3.17) ($MM). Each model is solved
to optimality, then the purchase decisions from one model are fixed in the other.
α
λ
Model (3.16) Model (3.16) expected Model (3.17) Model (3.17) expected
expected cost cost with Model (3.17) expected cost with Model cost(3.16)
solution fixed solution fixed
0.5
0 2,404.79 2,404.79 2,404.79 2,404.79
0.25 2,404.82 2,405.65 2,405.65 2,404.82
0.5 2,404.82 2,406.20 2,406.20 2,404.82
0.75 2,404.82 2,406.21 2,406.21 2,404.82
1 2,415.39 2,408.81 2,408.81 2,415.20
0.75
0 2,404.79 2,404.79 2,404.79 2,404.79
0.25 2,404.82 2,406.21 2,406.21 2,404.82
0.5 2,404.83 2,406.23 2,406.23 2,404.83
0.75 2,404.83 2,406.25 2,406.25 2,404.83
1 2,426.35 2,411.34 2,411.34 2,426.35
0.9
0 2,404.79 2,404.79 2,404.79 2,404.79
0.25 2,404.83 2,406.22 2,406.22 2,404.83
0.5 2,404.83 2,406.25 2,406.25 2,404.83
0.75 2,404.91 2,406.26 2,406.26 2,404.91
1 2,434.60 2,415.28 2,415.28 2,434.60
Fixing the solution from one model in the the other produces the same expected cost,
which we anticipate because this term is calculated in the same manner in both models;
i.e., both formulations reduce to the same problem when λ is one and all objective function
weight is placed on the cost term. However, we do see differences in the risk terms, specifically
when we fix the solution from Model (3.16) in Model (3.17). When we do this, we see a
much higher risk term than that found when we solve Model (3.17) outright. In contrast,
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Table 3.5: Risk terms for Models (3.16) and (3.17) ($MM). Each model is solved to optimal-
ity, then the purchase decisions from one model are fixed in the other.
α
λ
Model (3.16) Model (3.16) expected Model (3.17) Model (3.17) expected
expected cost cost with Model (3.17) expected cost with Model cost(3.16)
solution fixed solution fixed
0.5
0 2,425.17 2,425.17 2,425.09 2,425.09
0.25 2,424.52 2,424.84 2,413.68 2,424.46
0.5 2,424.52 2,424.27 2,413.20 2,424.45
0.75 2,424.52 2,424.27 2,412.20 2,424.45
1 2,424.52 2,424.27 2,412.20 2,431.20
0.75
0 2,439.94 2,439.94 2,439.94 2,439.79
0.25 2,439.18 2,439.48 2,416.70 2,438.98
0.5 2,439.18 2,439.48 2,416.65 2,438.98
0.75 2,439.18 2,439.48 2,416.63 2,439.47
1 2,439.18 2,439.48 2,416.63 2,525.03
0.9
0 2,445.72 2,445.72 2,445.49 2,445.49
0.25 2,444.96 2,445.04 2,418.33 2,444.61
0.5 2,444.96 2,445.04 2,418.28 2,444.61
0.75 2,444.96 2,445.04 2,418.27 2,443.49
1 2,444.96 2,445.04 2,418.27 2,611.04
we do not see a significant difference in the risk term when we fix the solution from Model
(3.17) in Model (3.16). From this, we can infer that using a nested model to calculate CVaR
produces such a large value that adjusting purchase strategy does not decrease the overall
objective function sufficiently to warrant increasing expected cost. Again, this may be due
to the compounding effect the nested problem has on the factor λ
1−α
, and suggests that using
E-CVaR may produce results that will better hedge against future price uncertainty.
3.7.1 Out-of-sample testing
We now conduct out-of-sample testing to compare Models (3.16) and (3.17) solution
performance. To do this, we develop a methodology which seeks to assess the cost associated
with implementing our solutions under new price realizations. We do so by “matching” new
price scenarios to those used to solve Models (3.16) and (3.17) and determining the cost to
procure coal under these additional samples. The process by which we match price scenarios
is as follows:
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1. After obtaining the solutions to the multi-stage stochastic programs, Models (3.16)
and (3.17), we extract the optimal purchase strategies.
2. We next generate 100 paths, which consist of weekly price index realizations in each
time period in which we make purchases.
3. In each time period, we next match the new, generated price index scenarios, pk̂i to











4. We then match the new realizations to the scenarios in each time period of Models
(3.16) and (3.17); because the set of weekly price scenarios realized at the time purchase
decisions are made define ωt, and we can use p
k̂
i to define c
k̂
sdθt′t, which we can map to
cωtsdθt′t (because there exists ωt = k when purchases are made), so long as the structure
of our scenario tree holds in the matched scenarios.
The new scenarios are thus assigned to those used to solve Models (3.16) and (3.17).
We assume that if we implement the purchase decisions suggested by solutions, and future
prices differ from those we use as input, we would adjust our decisions to match those under
the scenario that is most similar to our observations. We calculate the coal type specific
costs with Equation (3.1), and use these costs to determine the total cost to procure coal
under each new price scenario. Finally, we average the total cost across all 100 additional
price realizations to arrive at the expected cost to procure coal under out-of-sample testing,
which is given in Table 3.6.
We use our out-of-sample methodology to calculate the expected cost of coal procure-
ment under new realizations for solutions obtained by solving Models (3.16) and (3.17) for
α = .9 and λ = .5, i.e., CVaR defined with probability 90% and equal weight placed on
the objective function terms. Both Models (3.16) and (3.17) produce a higher expected coal
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Table 3.6: Cost to procure coal under out-of-sample scenarios using the purchase plan rec-
ommended by Models (3.16) and (3.17) ($MM)
Expected cost from model Out-of-sample expected cost
Model (3.16) 2,404.83 2,469.60
Model (3.17) 2,406.25 2,471.39
procurement cost under new scenarios, which is expected given that these additional realiza-
tions were not used to solve our multi-stage stochastic program. We note that both models
show similar behavior under new prices, with expected costs within 1% of one another.
3.8 Conclusion
We develop a methodology for coal procurement for a public utility that must make
large purchase decisions in the face of price uncertainty. We first build a regression model
that incorporates a linear trend as a function of both time and gas prices, a periodic trend
to describe the effects of seasonality, and a VAR(1) model to capture autocorrelation and
the interaction between the two price indices. We next generate and select scenarios to best
represent future price outcomes while maintaining tractability of our multi-stage stochastic
program. We select representative scenarios such that the first and second moments of the
approximating distribution they comprise very closely match the first and second moments
of the distribution from which we sample.
We next minimize the expected cost to procure coal and the conditional value-at-risk.
We develop a simplified, nested formulation for minimizing CVaR in a multi-stage stochastic
environment that is time consistent and formulate our multi-stage coal procurement problem
using this nested CVaR model, as well as using an expected CVaR model. We compare the
the results of these two implementations, and show that the nested model seems to be more
sensitive to the choice of parameters λ and α. This suggests that E-CVaR may be a better
method to use in order to hedge against future price uncertainty. Finally, we develop an
out-of-sample testing methodology and evaluate the performance of our model under new
price realizations.
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We note that we see very little change in the expected coal procurement cost and
CVaR term, suggesting that a stochastic program, even one incorporating a risk measure,
may not be necessary for coal procurement planning due to the high confidence with which we
can construct price forecasts. It may be beneficial to work to incorporate a larger number
of scenarios to better capture marginal cases; to do this, we will focus future work on
speeding up our facility location model using indexed sets to help restrict the number of
decision variables that assign realizations to representative scenarios. Specifically, we suggest
a scheme that only considers assignment variables that fall below a threshold distance. This
will allow us to select more than six representative scenarios each year to better approximate
all generated scenarios and potentially increase the value of solving a stochastic program.
Additionally, we may work to increase the price uncertainty by considering the variability
associated with gas prices or transportation costs. Currently, we assume these are known
with certainty but in reality, these two elements demonstrate significant variation. Finally,
it may be a valuable exercise to extend this work to other commodities that can be procured
through forward purchases, such as natural gas.
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CHAPTER 4
DEVELOPING A COAL PURCHASE STRATEGY UNDER PRICE UNCERTAINTY
FOR A MAJOR UTILITY
In Chapter 3, we develop a methodology for determining a coal procurement strategy
under price uncertainty. We now apply our methodology to a public utility in the United
States to assess its five-year coal purchase plan, and expect the Utility to implement our
recommendations when it purchases coal in April, 2017. This paper will be submitted to
Interfaces and is co-authored by Alexandra Newman and David Morton.
4.1 Abstract
A major electrical utility produces power for residential and commercial customers in
the United States and is seeking to reevaluate its coal procurement strategy to reduce its
fuel costs. The Utility currently practices a forward purchase strategy, which it has been
questioning given historically low coal prices. We propose a new policy for the Utility by
developing a multi-stage stochastic program to minimize the expected cost and conditional
value-at-risk of purchasing coal to serve demand over five years while meeting physical con-
straints such as supply and demand, plant inventory coal quality, and blending capabilities.
Our findings include adapting current demand hedging practices to purchase coal closer to
the time of delivery instead of requiring forward purchases; we show that doing so yields a
significant decrease in expected cost. We demonstrate that these results hold under out-of-
sample testing and conclude with a discussion of the effects of increased price variability on
our solution. We project that implementation of our purchase plan will save the Utility $151
million in coal procurement costs over five years.
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4.2 Introduction
We develop a coal procurement strategy considering a five-year time horizon for a
major utility (to which we refer as the Utility) in the United States that is faced with
future price uncertainty. The Utility is a publicly traded company that serves customers in
multiple states, is comprised of different operating subsidiaries, functions as both a regulated
electric and natural gas utility, provides transmission service, and includes a marketing
group that trades both electricity and commodities. As a participant in multiple energy
markets operated by independent system operators (ISOs), the Utility is subject to oversight
by the Federal Energy Regulatory Commission (FERC), the North American Reliability
Corporation (NERC), and numerous state Public Utility Commisions (PUCs). The Utility
employs over 6,000 people and prides itself on its environmental and community involvement
initiatives.
The Utility owns and operates generation facilities to serve electricity and gas demand
in multiple states. At its instantaneous peak, the Utility has the capacity to produce more
than 17,000 MW of power for over 3.5 million electricity customers, and its generation
portfolio includes multiple resource types, including coal, gas, nuclear, and renewables, such
as wind and solar (Figure 4.1 and Table 4.1).
Figure 4.1: The Utility’s generation by fuel type. Coal is the largest resource, contributing
to 46.1% of the Utility’s capacity.
While the Utility employs a diverse resource mix, coal-fired generation constitutes
the largest share of its portfolio, accounting for over 7,400 MW, or 43.5%, of its capacity.
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Table 4.1: The Utility’s generation resources by fuel type, separated into thermal, renewable,
and other resources. *Wind generation is based on installed capacity and is an intermittent
resource that is available when conditions exist to support generation.
Type Plants Units Net Dependable Capacity (MW)
Coal 12 23 7,409
Natural Gas 25 70 6,877
Nuclear 2 3 1,594
Hydro 26 79 377
Wind 3 238 327*
Solar 4 4 0.1
Other 4 19 435
Total 76 438 17,019
Its coal plants range in size from a single generator that is capable of producing 500 MW
to multiple generators with a combined capacity of over 2,000 MW. The Utility purchases
coal on an annual basis from multiple sources (mines) and transports the coal to its plants
by train. As such, a mine is only a viable option to supply a plant if the two are connected
by rail.
As a primary producer of an essential good, the Utility is faced with two main goals:
it is expected to provide reliable, uninterrupted power, and it is required to do so as cheaply
as possible to its consumers. The Utility has a responsibility to keep costs at reasonable
levels for its customers because it essentially operates as a monopoly. As such, it consistently
seeks strategies to reduce its power production costs, which are derived from multiple factors,
including building and maintaining power plants and the transmission system, power grid
operation, and fuel. Fuel, including purchase and transportation, has the largest impact
on customer bills; between 2004 and 2014, according to figures provided by the US Energy
Information Agency (EIA), fuel procurement accounts for between 75-80% of coal production
and 35-79% of total power costs [38]. Our objective is to minimize the amount the Utility
spends buying coal by optimizing its purchase strategy; reducing the financial burden of coal
procurement will have a significant impact on overall power generation.
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The Utility contracts coal from mines that are accessible from its plants by rail;
generators must be approved to receive different coal types through test burns. Typically,
generators are engineered for certain quality specification targets (though newer generators
have more flexibility in this respect) and utilities tend to adhere to recommended operation.
The Utility burns sub-bituminous coal at most of its plants (though some have the capac-
ity to burn higher-quality bituminous coal), which ranges from 8,500 - 13,000 BTu/lb with
15-45% moisture content, and low sulfur and ash content (less than 2% and less than 10%,
respectively), depending on the coal’s origin [53]. Once a coal type is approved for consump-
tion at a plant, the Utility can engage in variable-length purchase contracts with mines and
can negotiate with railroad companies to transport coal from mine to plant; however, our
work is primarily concerned with fuel procurement and assumes that transportation costs
are known and enduring.
Though it has the flexibility to buy coal at any time, the Utility typically makes large
procurement decisions once a year, choosing to purchase coal for delivery in the current
year or to contract volumes for delivery in future time periods, though it pays a premium
to do so. At present, the Utility follows a long-term procurement strategy that seeks to
fill specific percentages of demand at each plant in advance (Table 4.2). Today’s price of
coal for delivery in future years is known with certainty. Making purchases now limits the
Utility’s exposure to commodity market volatility; purchasing coal for delivery in future time
periods is a hedge against price uncertainty. In this sense, the premium that the Utility pays
for future deliveries is a measure of its risk aversion. This policy, a standard in strategic
planning, shields customers from unforeseen fluctuations resulting from increased fuel prices.
While its current purchase plan protects the Utility and its customers against price
increases, it necessarily results in forgone savings opportunities afforded by potential future
price drops. This strategy is a product of previous experience and has been approved by
upper-level management because it has historically provided sought-after risk abatement for
the Utility. However, in recent years, coal prices in the United States have dropped drastically
77
Table 4.2: The Utility’s current purchase strategy. Annual demand is filled using the given
hedging scheme, with advance purchases defined by the percentage of demand they comprise.
For example, by 2016, the Utility needs to have purchased enough coal to serve between 70%
and 90% of its 2017 demand.
Purchase 2016 2017 2018 2019 2020
year (Current year) (1-year hedge) (2-year hedge) (3-year hedge) (4-year hedge)
2016 100% 70-90% 40-65% 15-35% 0%
([38]) which has affected the financial impact of the Utility’s purchases on its overall cost of
operation. With this decline in coal prices, the Utility is reassessing the appropriateness of
its future purchase strategy.
Coal price movements have significant financial impact on the Utility and its cus-
tomers. Because coal is the largest resource in electricity production, fluctuations greatly
affect customer bills. A discussion of the United States coal market trends and factors in-
fluencing prices can be found in [14] and [54]. Since these works have been published, the
U.S. market has seen a drastic evolution; Figure 4.2 shows the historical movements over
the past four years of the prices of two index coals against which the Utility benchmarks its
resources.
This recent decline in coal prices can be attributed to multiple factors, including a
drastic reduction in gas prices, decreases in coal production and transportation costs, and
environmental regulations that have reduced coal demand. Price decreases are expected to
continue because many of these factors represent fundamental shifts in United States coal
production and power generation. As such, the Utility is seeking to reevaluate its forward
procurement strategy because it is less concerned with risks resulting from exposure to future
price spikes, and instead is interested in the potential savings that adjusting its purchase
strategy may afford its customers due to the decreasing nature of coal prices.
When determining the financial burden of future decisions, it is useful to consider a risk
measure to help capture the effects of future price uncertainty. We incorporate conditional
value-at-risk (CVaR) into our model to give weight to this variability. CVaR is defined to
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Figure 4.2: Historical coal price movement from January 2012 through March 2016. Visual
inspection reveals a downward price trend.
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be the expected portfolio losses given they exceed some predefined value; in this sense, it
is a measure of the most extreme outcomes. Additionally, it is convex and coherent [48],
which is especially valuable in financial planning because it naturally encourages investment
practices such as diversification and investment in options that are overall less risky. We
implement a multi-stage nested model that minimizes both the expected cost to procure
coal and CVaR [10]. Minimizing CVaR is appealing to a risk-averse provider of an essential
good, such as the Utility, because, in addition to minimizing costs, it reduces exposure to
unfavorable price movements.
We develop a multi-stage stochastic optimization model to determine a five-year coal
strategy for the Utility by minimizing the expected cost and conditional value-at-risk of
purchasing coal. We use a regression model to predict future coal prices and a facility
location model to select representative price scenarios to include in our optimization model.
We minimize the expected cost and conditional value-at-risk to procure coal by making
purchase decisions over a five-year horizon. We are faced with the same physical constraints
described in [10] such as supply and demand, inventory balance, coal quality specifications,
and coal blending. Figure 4.3 shows our methodology and how information moves between
models, which we refer to as (P PR), (P FL) and (P SP ).
This chapter is organized as follows: we first outline the scenario-generation and
selection techniques we use to develop our model input. We then present our multi-stage
stochastic model formulation, and describe the data used to define our parameters. We
present our results, including a discussion of the benefits of our proposed coal-purchase
strategy compared to the Utility’s current plan and a recommendation for implementation.
We assess the performance of our solution under simulated future price scenarios using a
technique for out-of-sample testing and discuss the effects of increased price variation on our
results. The mathematical structure of our models can be found in Sections 4.9, 4.10, and
4.11.
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Figure 4.3: Process diagram for models (P PR), (P FL), and (P SP ) and corresponding infor-
mation flow.
4.3 Price regression and scenario generation
As we are minimizing cost subject to future price uncertainty, we use a regression
model to generate different price scenarios, the mathematical details of which can be found
in Section 4.9. The coal prices we include in our stochastic program (P SP ) are determined
by their quality specifications and are a result of a linear transformation of underlying index
prices, the historical movements of which are shown in Figure 4.2. Our regression model
(P PR) predicts the value of these indices, which we then use to derive the price of each
of the coal types our model uses. The transformation from index to coal price includes
transportation from mine to plant, a quality adjustment to account for differences in coal
specifications between the index and the coal type price, and a premium to purchase coal for
delivery in a future year. To this end, high-quality coal that is purchased for future delivery
and which must be transported a long distance is the most expensive coal the utility can
procure.
Our regression model (P PR), the mathematical structure of which is discussed in
[10], uses historical price data ranging from January 2012 to March 2016 (Figure 4.4). With
this model, we systematically remove various trends which explain portions of the price
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variability, yielding random residuals that are independent and are identically and normally
distributed. At this point, we can sample new error terms and add back the trends to
generate coal price forecasts that follow historical behavior. To do this, we remove the
downward trend and dependency on natural gas prices, as well as the effects of seasonality
from the residuals of our linear fit (Figure 4.5). We then fit a vector autoregressive lag-one
model (VAR(1)) to the remaining residuals to remove autocorrelation and dependencies of
the price indices on one another (Figure 4.6). Removing the effects of the VAR(1) model
produces price residuals that follow a normal distribution from which we can generate future
price realizations. Model (P PR) is based on time series analysis and regression modeling
found in [40] and [41].
Figure 4.4: Historical coal index prices used to build our regression model.
Once the effect of correlated prices is removed, we are left with price residuals that are
independent and identically and normally distributed. From this, we can sample new price
residuals and apply the trends we have modeled with (P PR) to produce coal price forecasts.
The fit and appropriateness of this model are discussed in detail in [10].
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Figure 4.5: Price residuals once the downward trend, dependency on natural gas prices, and
effects of seasonality have been removed.
Figure 4.6: Price residuals once autocorrelation has been removed. We are left with an




After we use our regression model (P PR) to generate scenarios, we choose the price
realizations to include in our stochastic optimization model (P SP ) that best represent all
sampled values. The mathematical formulation for our scenario selection problem (P FL)
can be found in Section 4.10.
Using model (P PR), we generate 1,000 realizations for each time period in which
a purchase decision must be made [10]. Because of the exponential nature of multi-stage
stochastic optimization problems, we reduce the number of realizations to improve tractabil-
ity while maintaining characteristics of the 1,000-scenario distribution. A facility location
model (P FL) is used to choose a small number of representative scenarios at each point at
which a new purchase decision must be made. The remaining realizations are assigned to a
chosen scenario such that the Euclidean distance is minimized, which is an approximation for
scenario proximity. The probability of each selected scenario is determined by the number of
realizations it is assigned. The resulting distribution, which consists of the selected scenarios
and their probabilities, approximates the original 1,000-scenario distribution in its first and
second moments. We require that scenarios are selected from the tails of the 1,000-scenario
distribution because CVaR focuses on extreme values. This methodology is discussed in
detail in [44] and [43]. We apply our regression models and linear price transformation from
(P PR) to the selected price scenarios to generate price inputs for our multi-stage stochastic
program (P SP ).
4.5 Literature Review
To determine the optimal coal purchase strategy under future price uncertainty, we
solve a multi-stage stochastic program. Discussions of stochastic programming and its appli-
cations can be found in [45], [46], and [47]. Electrical utility planning offers opportunities for
the application of multi-stage optimization as the majority of decisions must be made using
forecast data as input. Wallace and Fleten [55] outline energy optimization models that in-
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clude uncertainty. Other examples in the literature include Ahmed et al.[56] and Shuna and
Birge [57], both of whom develop models for capacity expansion under uncertainty. Fleten
and Kristofferson [58] examine hydroelectric production planning in a day-ahead market.
Swaroop et al. [59] formulate and solve a stochastic unit commitment and dispatch model
subject to wind and load uncertainty. Most closely related to our work is that of Ni et al.
[60], who discuss the problem of uncertainty in future commodity prices; while they focus on
the problem of portfolio re-balancing to develop a generalized optimal hedging strategy in
the face of volatile commodity prices, we examine specific physical applications and include
practical constraints such as blending to meet quality specifications and stockpiling.
4.6 Model formulation
We now present a discussion of our multi-stage stochastic programming formulation
(P SP ), which determines a purchase strategy such that we minimize the cost to procure coal
and the conditional value-at-risk. The mathematical structure of (P SP ) can be found in
Section 4.11. (P SP ) uses price scenarios generated by our regression model and selected by
our facility location model at input.
We seek to minimize the cost and conditional value-at-risk to procure coal for a
five-year time horizon. Coal purchases are made once a year using available price data.
Sets in our model consist of demand nodes (plants), supply nodes (mines), time-indexed
stages, and scenarios. We consider the following time periods: (1) the period in which
coal is purchased, (2) the period in which it is delivered and (3) the period in which it is
burned. We define different coal types and groups in order to enforce quality constraints and
blending capabilities at each plant. Our types are differentiated by source, by price, and by
characteristic, and the groups consist of coal types that are similar in quality (as specified
by the Utility). Coal blending is a process that combines drastically different types such
that the final product is homogeneous. We define viable paths between supply nodes and
the demand nodes that can be reached by rail. As we are solving a multi-stage stochastic
program, we also need to specify ancestor and descendant scenarios in order to define how
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scenarios are related between time periods.
We require that demand is met every year in which coal is burned, at every plant,
and under every scenario. In our model, we do not include plants that are co-owned and
operated or scheduled for imminent retirement. Demand may be met by coal purchased
prior to the development of this model, purchased in the current year at known prices, or
purchased in future years, and the supply of each coal type cannot be violated. We require
that purchases in a given year cover at least a minimum percentage of demand in a future
year, according to the Utility’s purchase strategy. We eliminate this constraint to determine
the effects the relaxation of such a policy has on the Utility’s coal costs.
The coals that the Utility can purchase are defined by source as well as quality, given
by energy content, sulfur content, ash content, and moisture content. Each of the Utility’s
plants has coal specifications resulting from generator capability or emissions requirements.
We allow for blending of coals at each plant to meet these requirements. The coal quality
at each plant is thus a weighted average of the qualities of the coals that are blended to
serve demand. We require minimum and maximum quality measurements to be met at each
demand node, in each period in which coal is burned, and under every scenario. We also
restrict blending capabilities at each plant as most plants cannot blend more than two coals
to serve demand. We enforce blending restrictions with a Big-M constraint; so long as a coal
group is used, we allow any coal type from that group to serve demand at the plant. We
limit the number of coal groups that can be burned with a knapsack constraint that enforces
an upper bound at each demand node, in each period in which coal is burned, and under
every scenario.
We account for coal arriving and being consumed at each plant through inventory
balance constraints. At each demand node, coal can be held between time periods in a
stockpile from which the plant draws to burn. At the beginning of our model run, we are
given initial inventory levels at each plant. At the end of each subsequent time period, the
amount of coal stored is the sum of the inventory from the previous time period and the
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deliveries that occur less the coal burned in that time period. Stockpiles must stay between
a minimum and maximum level at each plant. We index our inventory by coal type as coals
are blended and burned once they leave the pile. Figure 4.7 shows the process by which coal
moves from supply nodes to the plant where it is burned.
Figure 4.7: Coal is purchased for delivery either immediately or in future years. When it is
scheduled for delivery, it is transported from the source, where it is mined, to a power plant,
where it is blended with other coal types and stored in a stockpile. When it is needed, coal
is removed from the stockpile and burned.
4.7 Model results
We first include a constraint enforcing the Utility’s current purchase strategy by re-
quiring coal to be procured in advance of the delivery year, using the pre-defined percentages
in ??. We refer to this version of (P SP ) as (P SP1 ). The Utility’s current purchase plan is
similar to what we find by solving (P SP1 ) in that it is required to follow the procurement
strategy we capture with our demand-hedge constraint. The Utility is not currently solving
an optimization model to determine its purchases; we can use the solution to represent the
cost of the Utility’s current plan, though our solution may actually have a lower overall cost.
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We next remove the demand hedge constraint and determine the optimal purchase
strategy for the Utility without any forward purchase obligations; we refer to this model as
(P SP2 ) and show that it is in the Utility’s best interest to adjust its demand hedging strategy.
We next generate additional scenarios to determine how well our optimal solutions behave
under out-of-sample scenarios; again, we compare the performance of our solutions from
models (P SP1 ) and (P
SP
2 ). Finally, we explore how the Utility’s purchase plan would change
in the face of increased price volatility.
We run our multi-stage stochastic program (P SP ) coded in AMPL, using CPLEX
Version 12.6.2.0 on a Dell Power Edge R430 server with a 1TB hard drive, two internal Xeon
processors, and 32GB of RAM.
Our model produces a procurement plan that minimizes both the expected cost of
coal and CVarR. Our results show that the Utility’s current purchase strategy must be
suboptimal; the expected cost to procure coal over five years is about 6% lower in (P SP2 )
than it is in (P SP1 ). Table 4.3 shows the objective function value in each case.
Table 4.3: Expected cost to procure coal ($MM)
(P SP1 ) (P
SP
2 ) Savings ($) Savings (%)
Expected coal cost 2,557 2,406 151 6.3%
Removing the requirement to procure a certain percentage of coal for future delivery
produces an expected savings for the Utility of $151 million over a five year period. Coal
prices are not expected to undergo any significant increases over the next five years, so the
Utility can wait to purchase coal until the year in which it is to be delivered. Doing so
allows the Utility to realize expected savings generated by price decreases as well as avoid
premiums for purchasing coal for delivery in future years. Figure 4.8 shows the difference in
purchase strategy with and without the demand hedge constraint included.
(P SP1 ) approximates the Utility’s current strategy, in which purchases are made mul-
tiple years in advance. The results from (P SP2 ) indicate that the Utility should wait to buy
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Figure 4.8: Forward purchases in (P SP1 ) and (P
SP
2 ). With the demand hedge constraint
removed, the optimal solution is to wait to purchase coal until the year of delivery.
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coal until the year in which it must be delivered in order to minimize both expected costs
and CVaR. However, it is unlikely that the Utility would delay all coal purchases until the
year in which coal is needed to serve load. As a provider of a necessary good, the Utility
prefers to incur a higher cost to protect itself against overexposure to price volatility; though
forecasts show that coal prices are unlikely to increase, the Utility’s policy is to make de-
cisions to protect its customers against relatively unlikely events. As such, we assume that
the Utility will not completely forgo a coal procurement strategy, but may instead choose to
reduce the requirement for forward purchase volumes. Figure 4.9 and Figure 4.10 show how
the expected cost to procure coal and CVaR terms decrease as we relax the percentage of
demand that must be met in advance.
Figure 4.9: Expected coal procurement costs as the demand hedge requirement is relaxed.
There is an approximately linear dependence of both the expected cost to procure
coal and CVaR terms over a five-year horizon on the percent of demand the Utility requires
to be filled in advance of delivery. Though the Utility is unlikely to commit to foregoing all
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Figure 4.10: CVaR term as the demand hedge requirement is relaxed.
forward purchases, it can still realize significant savings by reducing the amount of coal it
currently purchases for future years. We next assess how both solutions perform under new
price realizations.
4.7.1 Model validation
We perform out-of-sample testing to determine how our solution performs given prices
that differ from those we use to solve our multi-stage stochastic program. This methodology
assumes that the Utility chooses to follow the purchase strategy determined by our multi-
stage stochastic program for the next five years, and that upon seeing future coal price
realizations, it purchases coal as recommended under the price scenario to which reality is
most similar; i.e., the scenarios whose price components are closest in Euclidean distance
[10]. To simulate this, we generate fifty new, independent price scenarios over the horizon
to evaluate the performance of the model solutions from (P SP1 ) and (P
SP
2 ). We match each
new realization to one of the scenarios used to solve (P SP ) and implement the decision
91
recommended in that scenario. We then average the expected cost of coal procurement
across all fifty new price scenarios. Our out-of-sample testing results are given in Table 4.4.
Table 4.4: Out-of-sample coal procurement cost ($MM)
(P SP1 ) (P
SP
2 ) Savings ($) Savings (%)
2,609 2,471 137 5.6%
Under new price scenarios, our recommendation to curtail forward purchases results
in a lower expected coal procurement cost. When implemented under price realizations that
are not used as model input, we see a 5.6% savings when we remove the demand hedge
constraint compared to the coal procurement cost found when adhering to the Utility’s
current purchase plan. The expected cost using out-of-sample testing is similar to those
we find solving (P SP ), which shows that our model yields stable results; the Utility can
expect that implementing our solution will not result in large fluctuations in procurement
costs due to different price realizations. We acknowledge that as we move forward and have
additional historical data with which we can refine our price model, we will resolve our multi-
stage stochastic optimization model to inform and potentially restructure coal purchases in
future years. However, our out-of-sample testing methodology provides insight as to how
our proposed solution will perform as future prices are realized.
We next discuss the performance of (P SP1 ) and (P
SP
2 ) under greater price volatility.
The behavior under heightened price volatility is valuable because the Utility tends to be
risk averse and therefore wants to understand the effects of increased uncertainty.
4.7.2 Increased price volatility
Using our price forecast, our coefficient of variation is about 6%. To help inform future
purchase decisions, we increase the coefficient of variation to determine how the forward
purchase strategy changes. We see that both objective function and the conditional value-
at-risk are larger as the coefficient of variation grows. Figure 4.11 shows the expected cost to
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purchase coal and Figure 4.12 shows the conditional value-at-risk (CVaR) as price variability
increases..
Figure 4.11: Cost to procure coal as price uncertainty (as measured by the coefficient of
variation) increases.
The CVaR increases and the expected coal procurement cost initially decreases, then
increases as the coefficient of variation increases. We expect that the CVaR increases as
price uncertainty increases; if volatility is higher, we expect that a risk measure is also
higher. Figure 4.11 shows a decrease in expected cost to procure coal until the coefficient of
variation is about 25%, then a large increase beyond that point. This is likely due to arbitrage
opportunities that can be exploited given modest price uncertainty. However, when price
uncertainty increases to a more significant level, these opportunities are offset by the need
to spend more to protect the Utility against future price volatility.
As price uncertainty increases, the Utility is likely to purchase coal further in advance
of delivery to protect itself against future price fluctuations. Figure 4.13 shows this explicitly;
as the coefficient of variation increases, the optimal solution is to begin to engage in future
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Figure 4.12: Conditional value-at-risk as price uncertainty (as measured by the coefficient
of variation) increases.
purchases..
Figure 4.13 shows that the minimum-cost solution includes forward purchases when
price uncertainty increases significantly. Even under inflated volatility, the solution does not
include a significant number of purchases more than a year in advance; the economic benefits
from hedging against future price variability are offset by the premiums suppliers charge for
future deliveries.
4.8 Conclusion
At present, the Utility is operating in a sub-optimal manner by requiring that it fill
a specified percentage of annual demand in advance of the delivery year; it can improve
the economic impact of its purchase decisions by adjusting its purchase strategy. This work
shows that it is in the Utility’s best interest to remove its self-imposed demand hedging
scheme and to allow purchases to be made closer to the time of delivery. This is a result of
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Figure 4.13: Forward purchase strategy as coefficient of correlation is increased.
depressed coal prices, which are expected to remain low for the foreseeable future. Even if
the Utility is hesitant to wait to fill 100% of its demand in the same year in which coal is
to be delivered, we have shown that it can benefit economically from altering its purchase
strategy to be more heavily weighted towards purchasing coal closer to time of delivery. We
have shown that this strategy holds under new price realizations, and that it only becomes
optimal to engage in forward purchases when price volatility increases significantly. As such,
we recommend that the Utility redefine its purchase strategy and aim to purchase more coal
at the time it is needed.
4.9 Appendix A
Appendix A details the price regression model developed in [10] and is derived using
linear and seasonal trends, which are discussed in [40] and a vector autoregressive model,
which is discussed in [41]. We forecast coal prices and develop the realizations from which
we choose representative scenarios. This model develops forecasts for two index prices, and
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consists of a linear trend which defines dependency on time and gas prices (4.2), a periodic
trend which explains the seasonality of price movements (4.3), and a vector autoregressive
model, which determines the effects of prices on one another from one time period to the
next (4.4). We then use the linear transformation, (4.1), to develop coal prices that are
adjusted for location, quality, and the timing of delivery.






it′ + qiθ) + rsd + at′t, (4.1)
where
• pkit′ : the price of index coal i in time t
′ under realization k ($ per ton)
• Iiθ: a binary indicator that is 1 if price index i is used to derive the cost of coal θ
• qiθ: a quality adjustment made to price index i to yield the cost of coal θ. The
magnitude and direction of the quality adjustment is made based on the difference in
coal quality specifications ($ per ton)
• rsd: is the transportation cost of sending coal from supply node s to demand node
d ($ per ton)
• at′t: is added to reflect the premium paid in time t
′ for delivery in a future time
period, t ($ per ton)
Linear trend:
Pt = α+ β1t+ β2gt + ǫt, (4.2)
where
• t: the week of the observation
• Pt: the observed vector of the price indices at week t; Pt = (P1t, P2t)
′
• β1: a 2× 1 vector of time coefficients for the linear trend; β1 = (β11, β12)
′
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• β2: a 2× 1 vector of gas coefficients for the linear trend; β2 = (β21, β22)
′
• gt: the price of natural gas at time t
• α = (α1, α2)
′: the intercept for the linear trend
• ǫt = (ǫ1t, ǫ2t)




r + βr1 sin(m̃t) + β
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• αr = (αr1, α
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2): the intercept of the periodic trend

























2t): an error term at time t whose structure is explained by Model (4.4)
Vector autoregressive lag-one model






• P rrt : a vector of detrended and deseasonalized price indices at week t
• a0: a 2×1 vector of constants
• A1: a 2×2 matrix of coefficients





T : an error term at time t. The ǫrrt are independently and normally
distributed, N(0,Σ), where Σ is the 2× 2 correlation matrix
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4.10 Appendix B
In Appendix B, we present the formulation for the facility location model that we
use to reduce the number of sampled scenarios to include in our multi-stage stochastic pro-
gram. We minimize both (i) the Wasserstein distance between the probability distribution
consisting of all the sampled scenarios and that of the the selected representative scenarios
and (ii) the differences between the first and second moments. We require that at least one
representative scenario is selected from the upper tail of the distribution because we are




• k ∈ K: Monte Carlo samples for one stage; K = {1, 2, . . . , n}




: distance between scenarios k and k′; see Equation (??)
• ǫrrki : VAR(1) residuals for price index i under scenario k; see Model (4.4)
• n: number of realizations
• n̄: number of representative scenarios
• µ̂i: mean of VAR(1) residuals for price index i
• σ̂2i : variance of VAR(1) residuals for price index i
• σ̂ij: covariance of VAR(1) residuals for price indices i and j
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1 if index price residual i in realization k is in the 1− α tail






















1 if realization k′ is assigned to representative scenario k
0 otherwise
• zk: number of realizations assigned to representative scenario k
• eµi : deviation of the mean of VAR(1) residuals for price index i from the distribution
with
• n̂: scenarios and the mean of the VAR(1) residuals for price index i from the distribu-
tion with n scenarios
• eσ
2
i : deviation of the variance of VAR(1) residuals for price index i from the distri-
bution with
• n̂: scenarios and the variance of the VAR(1) residuals for price index i from the dis-
tribution with n scenarios
• eσij: deviation of the covariance of the VAR(1) residuals for price indices i and j from
the distribution with n̂: scenarios and the covariance of the VAR(1) residuals for price
indices i and j from the distribution with n scenarios
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We solve the following facility location model to select the representative scenarios for




























k = 1 ∀i ∈ I (4.5b)
xk
′k ≤ yk ∀k, k′ ∈ K : k 6= k′ (4.5c)
∑
k∈Kt




































































≤ eσij ∀i, j ∈ I : i 6= j (4.5i)
zk ≥ 0; yk, xk
′k ∈ {0, 1} ∀k, k′ ∈ K
We are selecting representative scenarios and assigning remaining realizations to them
by minimizing the Wasserstein distance between a probability distribution with n scenarios
and one with n̄ chosen scenarios as well as the differences between the first and second
moments of both distributions. Because our multi-stage stochastic program is minimizing
CVaR, constraint (4.5b) ensures that we select representative scenarios from the distribution
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tails. Constraint (4.5c) assigns remaining realizations to a scenario if the scenario is selected.
Constraint (4.5d) requires n̄ selected scenarios and constraint (4.5e) ensures every scenario is
assigned to a representative scenario. Constraint (4.5f) accounts for the number of scenarios
assigned to each chosen scenario. Constraints (4.5g) - (4.5i) define the differences between
the first and second moments of the distribution with n scenarios and that with n̄ scenarios.
Finally, we have non-negativity and binary constraints on our variables.
We run this model coded in AMPL, using CPLEX Version 12.6.2.0 on a Dell Power
Edge R430 server with a 1TB hard drive, two internal Xeon processors, and 32GB of RAM.
4.11 Appendix C
We now present our multi-stage stochastic program in which we minimize the ex-
pected coal and CVaR to procure coal. In our formulation, we include constraints to ensure
that supply and demand are met in each time period, as well as ensuring that inventory
balance constraints must hold. We allowing blending of different coals to meet coal qual-
ity specifications at each plant, but cap the number of coals that can be blended to reflect
plant capabilities. We include constraint (4.6l) which imposes bounds on the percentage of
demand to be purchased for delivery in future years which follows with the Utility’s current
strategy. In our implementation we solve both with and without this constraint to assess
the economic viability of this strategy.
Multi-stage coal procurement cost and CVaR minimization model
Sets
• s ∈ S: set of all supply nodes
• d ∈ D: set of all demand nodes
• θ ∈ Θ: set of all coal types
• β ∈ B: set of all coal type groups
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• π ∈ Π: set of all coal characteristics; Π ={heat content, sulfur content, ash content,
moisture content}
• s ∈ Sd: subset of supply nodes that can send coal to demand node d
• d ∈ Ds: subset of demand nodes that can receive coal from supply node s
• θ ∈ Θs: subset of coal types available at supply node s
• θ ∈ Θλ: subset of coal types available in coal type group λ
• t ∈ T : set of all time periods: t ∈ {1, 2, . . . , |T |}
• ωt ∈ Ωt: set of all scenarios in time t
• ωt ∈ ∆(ωt−1): descendant scenarios in time t of scenario ωt−1 in time t− 1
• ωt−1 ∈ a(ωt) : ancestor scenarios in time t of scenario ωt in time t
Parameters
• δdt: demand at node d in time t (tons/period)
• σsθt: supply of coal type θ at node s in time t (tons/period)
• cωtsdθt′t: cost per ton of coal type θ purchased in time t
′ for delivery in time t (t′ ≤ t),
traveling from supply node s to demand node d under scenario ω ($/ton)
• κπθ: quantity of characteristic π in coal type θ (heat content in mmBTU/lb, sulfur,
ash and moisture contents in % of total weight)
• lπdt: minimum quantity of characteristic π for demand node d in the year beginning
with week t (units as given in κ definition)
• ūπdt: maximum quantity of characteristic π for demand node d in the year beginning
with week t (units as given in κ definition
102
• µdt: maximum number of coal type groups that can serve demand at node d in the
year beginning with week t
• M: a sufficiently large number
• Idθt: minimum inventory level of coal type θ at demand node d in the year beginning
with week t (tons)
• Īdθt: maximum inventory level of coal type θ at demand node d in t (tons)
• Îdθ0: initial inventory level of coal type θ at demand node d (tons)
• pωt : probability of scenario ω in time t
• ψdt′t: fraction of total demand in time t at node d that must be filled by the year
beginning with week t′
• ρsdθt: tons of coal type θ already purchased from supply node s for demand node d
for delivery in the year beginning with week t (tons)
• Zωtt arbitrary random variable in time t under scenario ωt
• α : specified probability level
• λ : weight on risk term
Variables
• xωtsdθt′t: tons of coal type θ purchased in the year beginning with week t
′ for delivery
in the year beginning with week t at demand node d from supply node s under scenario
ωt (t
′ ≤ t) (tons)
• νωtdθt: tons of coal type θ burned at demand node d in the year beginning with week










1 if coal type group λ serves demand at node d under scenario ωt in time t
0 otherwise
• Iωtdθt: inventory of coal type θ at demand node d at the end of the year beginning
with week t under scenario ωt
• zωtt : arbitrary random variable in time t under scenario ωt




































































− ζt−1 − z
ωt
t ≤ 0 ∀t ∈ T : t ≥ 2, ωt ∈ Ωt (4.6c)
∑
θ∈Θ





























dλt ∀d ∈ D, λ ∈ Λ, t ∈ T , ωt ∈ Ωt (4.6g)
∑
λ∈Λ















∀d ∈ D, θ ∈ Θ, t ∈ T , ωt ∈ Ωt (4.6i)
















sdθt′′t + ρsdθt) ≥ ψdt′tδdt ∀d ∈ D, t ∈ T , t









t ≥ 0, γ
ωt
dλt binary
∀s ∈ S, d ∈ D, θ ∈ Θs, t ∈ T , t
′ ∈ T : t ≤ t, t′′ ∈ T : t′′ < t′, ωt ∈ Ωt
We are minimizing the expected cost and the conditional value-at-risk to procure
coal. Constraint (4.6c) linearizes the positive part operator that is used to define CVaR.
Constraint (4.6d) ensures that demand is met at each plant and constraint (4.6e) enforces
supply limits at each mine. Constraint (4.6f) maintains coal quality requirements over coal
blends that are used to serve demand. Constraints (4.6g) and (4.6h) together ensure that
at most a maximum number of different coals can be blended at a plant. Constraints (4.6i)
- (4.6k) are inventory balance constraints, define initial inventory, and bound the size of
the stockpile at each plant. Constraint (4.6l) is our hedging constraint that defines the
percentage of demand that must be filled a specified number of years in advance according
to the Utility’s purchase strategy; we solve the model both with this included and removed.
Finally, we have non-negativity and binary requirements on our variables.
We run this model coded in AMPL, using CPLEX Version 12.6.2.0 on a Dell Power
Edge R430 server with a 1TB hard drive, two internal Xeon processors, and 32GB of RAM.
105
CHAPTER 5
CONCLUSIONS AND FUTURE WORK
In this chapter, we summarize the major contributions of our work and recommend
future work.
The first contribution of our research is a mixed-integer optimization model that solves
for optimal thermal coal shipping patterns given deterministic price data, global supply,
demand, and quality requirements, and shipping constraints. The results of this model
provide insight to responses to various scenarios, which include variations in price and import
and export volume requirements, and can be used to inform policy and understand market
position for both coal consumers and producers.
Our second contribution is a methodology that can be used to determine purchase
strategy for future delivery of physical commodities. This methodology consists of a price
regression model, a scenario reduction technique, and a multi-stage stochastic program that
together provide a forward purchase strategy under uncertainty. The price regression model
includes (i) a linear trend to model dependencies on time and other factors (which, in our
case, includes natural gas prices); (ii) a periodic trend to model the effects of seasonality;
and (iii) a vector auto-regressive lag-one model to capture autocorrelation. This regression
model is used to generate future price scenarios. We use a facility location model to reduce
the number of scenarios to provide input to our stochastic program while keeping the model
tractable and capturing the properties of the distribution consisting of generated prices. The
resulting scenarios are included in a multi-stage stochastic program that seeks to minimize
the expected cost and conditional value-at-risk of forward purchases.
Our third contribution is a generalized and notationally compact multi-stage stochas-
tic program for minimizing CVaR. We develop a nested model that is time consistent, cap-
turing the conditional nature of the risk measure in each time period on that of previous
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time periods. This formulation can be written succinctly for multiple time periods and is
therefore more straightforward to implement than models that require explicit notation for
the risk term in every stage.
A fourth contribution is our comparison of an expected conditional value-at-risk (E-
CVaR) and our nested model formulation. We show that E-CVaR seems to be a better option
for minimizing risk over a multi-stage problem as it is less sensitive to input parameters λ
and α then the nested model.
A fourth contribution is a methodology for out-of-sample testing that can be used in
a multi-stage environment. This includes generating new price realizations which we match
to the scenarios that were used to solve the model, and implementing the purchase decision
recommended. We can then determine the cost of following our model solution under new
price realizations, and can use this as a method for assessing model performance.
Finally, we implement an E-CVaR model for an electric utility that is reassessing
its procurement strategy given changing coal market conditions. Specifically, we reevaluate
the benefit of a demand hedging program when future coal prices are not expected to see
large increases. We apply our end-to-end methodology as follows: (i) we use our price
regression model to forecast future coal prices given historical observations; (ii) we select
representative scenarios from the generated realizations using our facility location model;
(iii) we run an E-CVaR model to minimize both the cost to purchase coal and CVaR and
determine that it is economically beneficial to reduce the Utility’s requirement for forward
coal purchases. We observe the effects on our solution if we increase price uncertainty and
conclude that significantly greater volatility, relative to our forecast, would be necessary to
encourage substantial forward purchases.
There are several natural extensions for our work. First, we recommend implementing
our methodology for a commodity that faces greater future price volatility than coal, such
as oil or gold. While our solution is beneficial and informative to a risk averse company
such as a public utility, coal prices may not face enough price volatility to justify solving a
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stochastic program. However, there is significant incentive to quantifying and minimizing the
risk associated with building contracts for commodities that do face large price uncertainty.
This could be very valuable for mining companies that need to make investment decisions
that are highly impacted by price variation.
In developing our coal procurement model, we assume that the only stochastic input is
the price of coal. In reality, a utility making fuel purchase decisions faces multiple uncertain
elements, including transportation costs, demand, and prices of competing resources. We
may find larger benefit to solving a stochastic program if we incorporate the uncertainties
associated with some of these factors.
Other extensions include varying the number of representative scenarios selected with
the facility location model to understand the behavior of the stochastic program and the
additional computational efforts required. In Chapter 3, we suggest a scheme which would
allow us to produce a larger number of representative scenarios to better approximate possible
realized prices.
Finally, we acknolwedge that while the global thermal optimization model we discuss
in Chapter 2 is sufficient for the needs of RungePincockMinarco, we necessarily ignore real
aspects of the international coal market by assuming a deterministic problem. There is
likely value to be found in extending this to a stochastic program by incorporating variable
elements such as coal prices, shipping costs, and foreign exchange rates.
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