ABSTRACT A sentiment analysis has received a lot of attention from researchers working in the fields of natural language processing and text mining. However, there is a lack of annotated data sets that can be used to train a model for all domains, which is hampering the accuracy of sentiment analysis. Many research studies have attempted to tackle this issue and to improve cross-domain sentiment classification. In this paper, we present the results of a comprehensive systematic literature review of the methods and techniques employed in a cross-domain sentiment analysis. We focus on studies published during the period of 2010-2016. From our analysis of those works, it is clear that there is no perfect solution. Hence, one of the aims of this review is to create a resource in the form of an overview of the techniques, methods, and approaches that have been used to attempt to solve the problem of cross-domain sentiment analysis in order to assist researchers in developing new and more accurate techniques in the future.
I. INTRODUCTION
Sentiment analysis is the computational study of people's attitudes, appraisals, and opinions about individuals, issues, entities, topics, events, and products as well as their attributes [1] - [9] . This type of analysis is very useful in a whole range of practical applications, but it is technically challenging. Due to the expansion in the types and uses of social media (e.g., blogs, forum discussions, reviews, and social networks), individuals can freely share their opinions in many domains [10] - [15] . However, capturing all of these opinions involves a huge computational cost because the training data for such an endeavor needs to be annotated for a large number of domains. This challenge prevents the exploitation of a plethora of information that is shared across domains.
Indeed, one of the main issues in cross-domain sentiment analysis is the lack of annotated data, which is crucial for accurate sentiment classification. Moreover, customer reviews, for example, can cover several types of services or products for which the usage of terminology varies, which further complicates the process of classification. Therefore, in recent years, research efforts have shifted toward developing cross-domain techniques to solve this issue. Given the multitude of approaches and techniques that now exist, this study aims to survey only the most recent and therefore focuses on works published during the period 2010-2016.
The remainder of this paper is organized as follows: The next section provides the basic terminology used in research on sentiment analysis. Then the following section presents the aims and criteria of this systematic review of the literature on cross-domain sentiment analysis. This is followed by a section that explains the data extraction and analysis process and a further section that discusses the dominant crossdomain sentiment analysis techniques. This is followed by a section that concludes the paper.
II. BASIC TERMINOLOGY
First, it would be useful to define the key terminology related to our research focus:
A. SENTIMENT ANALYSIS
The web has become the most important place for expressing opinions about products and services, as well as for commenting on social issues and government policies. The explosive growth in user-generated content, or ''what people think?,'' is now an extremely important source of information. For businesses, identifying and analyzing helpful reviews efficiently and accurately can help them to satisfy both current and potential customer needs, and the need to do so has become a critical challenge for market-driven product design.
B. DOMAIN
There are several definitions for domain, but in this context a domain is a class that contains different entities. For instance, products, such as electronics, software, and DVDs are considered different domains in the field of sentiment analysis.
C. DOMAIN ADAPTATION
Also known as cross-domain learning, domain adaptation uses annotated data from the source domain either alone or in conjunction with some from the target domain to learn a model in order to predict the unannotated occurrences in the target domain. The ease or complexity of domain adaptation depends on how closely related or otherwise the source and target domains are to each other. Therefore, cross-domain learning can influence the quality of the knowledge learned from the source domain and the understanding of the target domain.
III. SYSTEMATIC LITERATURE REVIEW
In order to survey the current state-of-the-art on and around the topic of cross-domain sentiment analysis, we undertook a systematic literature review following the procedures in [16] . Based on that work, we formulated the following research questions:
Question 1: For a given source-target domain, are the cross-domain approaches able to perform as well as they do in in-domain sentiment analysis?
Question 2: Are the cross-domain algorithms sensitive to variations in data representation?
Question 3: Does the cross-domain result depend on whether the source and target domains are heterogeneous or homogeneous?
A. SEARCH PROCESS
We started our survey by searching for relevant research studies on internet websites and in the online library of Universiti Kebangsaan Malaysia. The internet search was conducted by using search engines to trawl the digital libraries and databases illustrated in Figure 1 .
The key terms or search strings that we used were ''cross domain sentiment analysis,'' ''cross domain opinion mining,'' ''multi domain sentiment analysis,'' ''cross domain sentiment classification,'' and ''domain adaptation for sentiment analysis''. In fact, these five key terms are mainly used to search for cross domain sentiment analysis articles. More articles also identified through scanning the reference list of each one of these articles
B. INCLUSION AND EXCLUSION CRITERIA
There is a lot of literature on sentiment analysis. Therefore, to ensure that the search would be manageable and focused we defined some inclusion and exclusion criteria to select the papers for review as follows:
Studies published during the period 2010-2016 related to cross-domain sentiment analysis and studies on tools and techniques related to cross-domain sentiment analysis. If studies had been published in more than one journal or conference proceeding, we chose the most complete version for inclusion.
2) EXCLUSION CRITERIA
Informal studies (unknown conferences or journals); papers irrelevant to the above research questions. 
C. BIBLIOGRAPHY MANAGEMENT AND DOCUMENT RETRIEVAL
We used Mendeley Desktop 1.12.1 to manage all the bibliographic details and citations. The studies that were identified by the above-described search process were scanned by title and abstract according to the inclusion and exclusion criteria. Then, all the papers that were identified as relevant to our research were then downloaded for data extraction and FIGURE 2. PRISMA flowchart adopted from [91] .
further study. Table 1 provide details on the number of research studies that were discovered by the search of the digital libraries and databases in Figure 1 above and Figure 2 illustrates the search process in the form of a PRISMA flowchart.
IV. DATA EXTRACTION AND ANALYSIS
The 28 papers that were selected for more detailed study are summarized in Table 2. This table shows the main information extracted from the selected papers, which are presented in order of most recent year of publication.
A. CHALLENGES IN CROSS-DOMAIN SENTIMENT ANALYSIS
The key technical challenge in sentiment analysis is that it is highly domain-dependent. In other words, a method that performs well in one domain might underperform in another. This issue is especially challenging because machine learning for cross-domain classification performs well only with labeled documents and hence is highly domain-sensitive. The extent of the similarity between training data and test data determines the performance capability of machine learning techniques, implying that source-target domain pairs highly influence the results of cross-domain sentiment analysis. Complementing the sentiment scale with two or more sentiment classes results in a severe decrease in sentiment analysis performance. Although interclass differentiation is expected to be harder than binary classification and lead to a certain loss of performance, a sharp dip in performance is not acceptable. Moreover, a mismatch between review ratings and review text for ratings that are not fully binary also results in a drop in performance [17] , [18] . Furthermore, a sentiment classifier may perform below par if it has been trained on labeled data from a source domain that has a rich corpora but is later used to classify sentiments from a target domain with a poor corpora. This inconsistent performance tends to occur because some words in the rich corpora (source) might not be used at all in the poor corpora (target), or they might be used in a different context and thus have a different meaning. Clearly, cross-domain sentiment analysis poses many challenges. The main ones in respect of natural language processing (NLP) are shown in Figure 3 below and can be summarized as follows:
1) SPARSITY
The sparsity problem arises when the target domain contains words or phrases that do not appear or rarely appear in the source domain. 
2) POLYSEMY
There is polysemy when the meaning of a word that appears in both the target and source domains changes due to the context of the respective domain. This makes it harder to test the accuracy of the feature representations.
3) FEATURE DIVERGENCE
Also known as feature mismatch or domain mismatch [19] , [20] , feature divergence refers to the mismatch between the domain-specific features being classified and the knowledge of the classifier if it has been trained on data containing many source-specific features. If this occurs, the classifier trained on domain X may not perform well when applied to domain Y.
4) POLARITY DIVERGENCE
All features have polarity (i.e. they are either positive or negative) and this may differ in the source and the target domain. For instance, ''easy'' could be positive in domain A but negative in domain B. The problem of polarity divergence is present among independent features.
V. PROFILE OF SELECTED STUDIES A. RESEARCH FOCUS
The research studies on cross-domain sentiment analysis have tried to solve the above problems and issues in relation to the abovementioned three research questions. Some of them focus on evaluating new techniques for cross-domain sentiment analysis. Others try to study the effect of different data representations and also try to map the features of the source and target domains to discover the domainindependent features that can be used for cross-domain classification. Table 3 shows which of the 28 selected research studies attempt to answer the abovementioned research questions.
B. LANGUAGES AND DATASETS
Among the selected research studies on cross-domain sentiment analysis the vast majority (22 out of 28) are in the English language (K1, K2, K3, K4, K5, K7, K8, K9, K11, K12, K13, K14, K15, K16, K17, K18, K19, K20, K21, K22, K23, K24, K26, K27, K28). The other studies are in the Chinese language (K10, K25) and Norwegian language (K6).
Also, most of these works (17 out of 28) use an Amazon multi-domain dataset as a benchmark dataset. The Amazon dataset was created by [20] and is described in Table 4 below. The Amazon multi-domain dataset includes reviews from four different domains: DVDs (D), Books (B), Kitchen (K) appliances and Electronics (E), and each one contains 1,000 negative and 1,000 positive labeled reviews.
The other research studies (11 out of 28) use a range of publicly available datasets from different domains, as shown in Table 5 . Some researchers have manually annotated their own datasets (K10, K11).
C. BASELINE METHODS AND EARLY RESEARCH
In this section, we give an overview of the early works on cross-domain sentiment analysis. In the early days of domain adaptation, groups of classifiers were trained on different source domains [48] . For instance, Transfer Probabilistic Latent Semantic Analysis (TPLSA) was developed by [49] to consider both unlabeled and labeled data. In TPLSA the learning is done via a joint probabilistic model and the documents in the training and test domains are bridged by using hidden variables. The idea behind TPLSA is that the concurrent decomposition of contingency tables related with information on the occurrence of terms in documents in both the training and test domains leads to the identification of prime topics in both the training and the test domains. This work was followed by the introduction of a heterogeneous transfer learning approach that was proposed by [50] . In this method, learning performance is improved if data can be denoted in feature spaces where there is no communication between the data in these spaces. Next, Collaborative Dual-PLSA was developed by [51] to capture domain distinction and commonality among multiple domains at the same time. The two latent aspects of this model are the word concept and the document class. Table 6 summarizes these and some of the other early research studies in the field of cross-domain sentiment analysis.
The selected studies use many baseline methods to evaluate their proposed methods, techniques, algorithms, and approaches. The most common baseline methods are Structured Correspondence Learning (SCL) [61] , SFA [19] , and Structured Correspondence Learning-Mutual Information (SCL-MI) [20] . Table 7 shows the baseline methods used by the selected studies.
VI. TECHNIQUES FOR CROSS-DOMAIN SENTIMENT ANALYSIS
In the last few years several techniques have been used for cross-domain sentiment analysis. In this section, we attempt to group these techniques according to the following: i) the type of learning model used, for example, topic learning and deep learning; ii) the feature representation method used, such as feature-based reasoning and case-based reasoning (CBR); iii) the resources used by the techniques, which mainly depends on whether they are automatically or manually developed (e.g. the lexicon, such as the sensitivesentiment thesaurus and the meta-combination of lexicalenhanced classifiers). However, it should be noted that there is some overlapping of these groups and some of the techniques therefore could be classified under more than one group. Nevertheless, generally, these techniques can be categorized into the main groups shown in Figure 4 . The key techniques in this figure are explained below.
A. SPECTRAL FEATURE ALIGNMENT (SFA) ALGORITHM
The SFA algorithm was proposed by [19] as a way to align the words from a range of domains into a unified cluster for a specific domain by utilizing knowledge on domain-independent words. The SFA algorithm does several things: it identifies the source and target domains, recognizes the domain-independent and domain-specific features, constructs a bipartite graph, and performs co-clustering and alignment to achieve successful sentiment classification. Pan et al. (2010) first constructed a bipartite graph to model the co-occurrence between domain-specific and domainindependent words into a set of clusters, with the aim of VOLUME 5, 2017 reducing any mismatch between the domain-specific words of the source and target domains. This cluster was then utilized to train a classifier for sentiment classification. The proposed SFA algorithm collates the domain-specific words originating from the source and target domains into expressive groups, and the domain-independent words are utilized as a channel to assist in this process. In this way the distance between the domain-specific words of the two domains is reduced. The algorithm is also used to train the sentiment classifier in the target domain. Later, [29] tested an ensemble algorithm consisting of a Support Vector Machine (SVM) and the SFA algorithm on an Amazon dataset. The authors enhanced SFA by the addition of words in shorthand notation and in n-gram form. Next, a SVM-based binary classifier was trained on positive and negative examples of customer reviews. The model takes the tree information and the similarity between domains into account during sentiment classification. In addition, the closest related models in terms of target node, model weight, and model application are selected by using two strategies, the cosine function and a taxonomybased regression model.
B. STRUCTURED CORRESPONDENCE LEARNING (SCL) ALGORITHM
The SCL algorithm was proposed by [61] as a method for learning the features of a variety of domains. Essentially, the algorithm adapts the source domain to the target domain. The authors state in their work, which focuses on developing an effective binary classifier, that: ''A domain is a pair consisting of a distribution D on X and a labeling function f : X [0,1]'' [61] . To develop the model, they measured the distance between two distributions, one in the source and one in the target domain, by using hypothesized distance measures based on divergence. Also, features from different domains were discovered by modeling their correlations with pivot features. It should be noted that the pivot feature is particularly useful in semi-supervised machine learning. In the SCL algorithm, the non-pivot features are correlated with similar pivot features. Then a discriminative learner is used in training the classifier. In the SCL methodology, labeled training data is not used in testing, so it is important to be able to model and utilize correlations between features in different domains. The work in [61] was extended the following year by [20] , who proposed a new model named the Structured Correspondence Learning-Mutual Information or SCI-MI model. The extension was necessary because SCL depends on the choice of pivot features, and if they are not well-chosen this can adversely affect performance. To address this issue, in SCL-MI [20] , the top pivot features are selected by using the mutual information between a feature (unigram or bigram) and a domain label. After the necessary features have been selected, the binary classifier is trained by the SCL algorithm. More recently, [76] drew on the concept of SCL to develop a method that utilizes two auxiliary tasks to help induce sentence embedding because the authors expected the embedding technique to perform well across the sentiment classification domains. They also suggested that the sentence embedding step take place while the sentiment classifier is itself in the learning phase.
C. JOINT SENTIMENT-TOPIC (JST) MODEL
The JST model proposed by [46] is a probabilistic modeling framework based on Latent Dirichlet Allocation (LDA). Several machine learning approaches for sentiment classification require labeled corpora in order to train the classifier. In contrast, the JST model is totally unsupervised. The JST model is based on the authors' research on polarity-bearing topics, which they used to enhance the original feature space. Learning in the JST model is based on prior information about the domain-independent polarity words. The JST model is an extension of the LDA model proposed by [77] that was developed to detect a sentiment and a topic simultaneously from text. In the JST model, discriminative classifiers are used to search for a decision boundary that maximizes a certain measure of separation between classes. The posterior distribution is calculated by applying sequential sampling for each variable (known as Gibbs sampling). The JST method can cluster different terms that exhibit a similar sentiment. Information gain criteria are used to augment and select the features for cross-domain classification. The JST model was later improved upon by [37] , who developed the Dynamic Joint Sentiment-Topic Model (DJST). As the name implies, the DJST model can be used to identify and track interests and shifts in topic and sentiment over time. Both the topic and sentiment are captured dynamically by assuming that the current sentiment-topic-specific word distributions are dependent on earlier word distributions. The authors looked at three different ways to acquire information on these dependencies: the sliding window, a skip model and a multiscale model. In the sliding window the current sentiment-topic word distributions are dependent on the previous sentimenttopic-specific word distributions in the last S epochs. However, in the skip model the sentiment-topic-word distributions are considered by skipping some of the earlier epochs that fall between the current and a selected previous epoch. Lastly, in the multiscale model a range of previous long-and short-timescale distributions are taken into consideration.
D. ACTIVE LEARNING AND DEEP LEARNING
To be effective, the active and deep learning methods need to choose the data from which they will learn in order to perform well with less training [78] . In other words: ''Active learning is a special case of semi-supervised machine learning in which a learning algorithm is able to interactively query the user (or some other information source) to obtain the desired outputs at new data points'' [79] , [80] . In essence, this method uses the source domain information to get additional labeled target data. The challenge to overcome when designing an active learning model is the size of the labeled data both in the source domain and the target domain. The three types of scenario and the related query strategies that are used in active learning are illustrated in Figures 5 and 6 while Table 8 gives the pros and cons of the three active learning scenarios.
Very few research studies have used an active learning approach to address the problems encountered in crossdomain sentiment classification. One such study that attempts to do so is that of [38] , who proposed an active learning approach that incorporates a Query-by-Committee (QBC) method for sample selection and a two-classifier combination for classification. In their proposed method, a source classifier is trained on labeled data from the source domain and likewise a target classifier is trained on labeled data from the target domain. The two classifiers are trained by fully exploiting the unlabeled data in the target domain with the label propagation (LP) algorithm. Then, the two classifiers each select informative samples by using QBC. Lastly, the two classifiers are combined to make the final classification decision. Another work, that of [30] , also uses QBC for active learning in order to identify opinion words. Controlled amounts of data are selected from the new domain for manual annotation to complement and supplement the annotated data of the pre-existing domain. The authors found that the utilization of QBC was able to generate good results after the addition of 1,000 annotated sentences from the new domain to the existing annotated data, and the system attained approximate accuracy when it was trained on 10,000 annotated sentences.
On the other hand, in deep learning, the aim is to obtain a meaningful representation of a sentiment. The deep learning approach is unsupervised and it aims to extract high-level features from unlabeled data. To be successful, a deep learning algorithm has to discover the intermediate concepts that are common to both source and target domains. For example, product quality, product price, and customer service would be intermediate concepts in the case of product reviews. The features that are identified by the algorithm are then used to train the classifiers. In [47] , unsupervised feature extraction is performed by using stacked denoising auto-encoders with sparse rectifier units for deep learning in a two-step process to classify sentiments across different domains. First, the highlevel features are extracted by using a Stacked Denoising Auto-encoder (SDA) with rectifier units. The SDA is taught by using stochastic gradient descent in a greedy layer-wise manner. Second, the classifier is taught by using the transformed labeled data from the source domain.
Lately, [81] proposed a potential solution to the issue of domain adaptation in sentiment classification that utilizes both deep learning and ensemble methods, where the former is used for cross-domain high-level feature representation and the latter for reducing the amount of generalization errors across domains. When tested, the proposed method showed a significant improvement in terms of generalization compared to the state of the art, implying that the combined usage of deep learning techniques and ensemble methods could be a fruitful research direction for the task of domain adaptation.
Also in relation to deep learning, [82] demonstrated that, while deep neural networks can learn to undertake the task of abstract feature representation and thereby reduce the incidence of cross-domain discrepancy, such networks cannot entirely overcome the problem. In an attempt to address this, the authors decided to try to improve the invariance of deep representation and make it more transferable across domains by developing a unified framework for deep adaptation that consists of a method to learn transferable representation and a classifier to enable scalable domain adaptation. The framework draws on the advantages that are inherent in deep learning and in optimal two-sample matching. Specifically, the framework consists of (1) a method for unsupervised pretraining for the effective training of deep models that uses deep denoising autoencoders and (2) a method for supervised fine-tuning for effective exploitation of discriminative information using deep neural networks. These two methods are interdependent and both learn by embedding deep representations of reproducing kernel Hilbert spaces (RKHSs) and optimally matching different domain distributions. Also, to enable scalable learning, the authors developed a linear-time algorithm that uses the unbiased estimate to linearly scale large samples.
E. TOPIC MODELING
Topic modeling approaches are based on the concept of latent semantic indexing, the aim of which is to reduce high dimensionality in a term-document matrix into low dimensions that are denoted as latent topics. Topic modeling uses clustering techniques that do not require label information. The four main approaches that fall under this category are as follows:
1) TOPICAL CORRESPONDENCE TRANSFER (TCT)
Developed by [27] , the TCT algorithm learns domain-specific information from several domains and creates unified topics with the help of knowledge about shared topics in all those domains. In TCT, the documents in each domain are represented in a term-document matrix. The term-document matrix is the approximated product of two specific matrices. One contains the domain-specific topics and the shared topics. The other contains a representation of the document(s) based on those topics. The TCT algorithm is essentially an optimization technique that uses joint non-negative matrix factorization. A document's sentiment labels are incorporated VOLUME 5, 2017 by applying a least squares penalty based on a specific linear model. An objective function learns to represent the topics at the same time because it learns to predict the document's sentiment. The optimization of the objective function enables topics to be identified automatically and the sentiment to be classified according to the topic representation. Thus the hidden correspondence between the shared topics can be used to reduce the gap between the source and target domains, and can thus be described as a bridging technique.
2) BRIDGED TOPIC MODEL
The goal of transfer learning is to identify and exploit shared common structures and properties that reside in different domains in order to achieve knowledge transformation. However, if a cross-domain document classification method only focuses on the data within the source and target domains, it might fail to capture commonalities in the domains that are, in fact, indirectly connected. To address this issue, a LinkBridged Topic (LBT) model was proposed in [33] . The LBT model uses an auxiliary link network to find direct and indirect co-citation relationships among documents. It does this by embedding background knowledge in a graph kernel. The identified co-citation relationships are then used to bridge the gap between domains. In addition, the LBT approach combines content information and link structures into a unified latent topic model. Other work on bridged topic models includes that of [38] , who proposed a framework for crossdomain sentiment transfer that starts by ''building a bridge'' between source and target domains by using the SentiRank algorithm [75] to get the sentiment scores for the targetdomain documents. The model then utilizes these sentiment VOLUME 5, 2017 scores to identify a small number of the best-labeled documents that are employed to represent the intrinsic structure of the target domain. Next, by ''following the structure'' of this target domain, a manifold-ranking algorithm is applied and the resultant manifold-ranking scores are used to label the target-domain data.
3) LATENT DIRICHLET ANALYSIS (LDA)
This type of approach has already been mentioned above in the relation to the JST model. In relation to topic modeling more generally, [44] proposed a cross-domain real-time transfer learning framework based on LDA named SocialTransfer. It has a topic space that is learned in real time from social streams via Online Streaming LDA, also known as OSLDA. It also uses real-time cross-domain graph spectra analysis based on a transfer learning method that incorporates the topic models learned from social streams into its transfer learning framework.
4) PROBABILITY LATENT SEMANTIC ANALYSIS (PLSA)
This is a widely used probabilistic topic modeling approach for text mining [83] . This idea was extended by [28] , who proposed the Supervised Adaptive-transfer PLSA (SAtPLSA) algorithm for cross-domain text classification. In that work, by making the latent variable the observable variable, the authors were able to modify the PLSA to make it a supervised learning algorithm. By doing this the latent topic becomes the category to which the document belongs. To train the algorithm on documents in the source domain, the classconditional probability of a specific word conditioned on a class is estimated directly during initialization and is then fixed in the model fitting step. To test the algorithm on documents from the target domain, the word-category probabilities are assigned randomly and learned during the whole process. The classification tasks in the source and target domains are the same, so the class label sets of the two domains are also the same. Consequently, the wordcategory probabilities serve as a bridge to connect the two domains. Later on, [22] developed a latent sentiment factorization (LSF) algorithm that is based on probabilistic matrix factorization. The proposed method is suitable for use in sentiment classification when only labeled data exist in the source domain and only unlabeled data are present in the target domain. The LSF algorithm is able overcome the gap between the two domains by exploiting sentiment correlations between domain-shared and domain-specific words in a two-dimensional sentiment space.
F. THESAURUS-BASED APPROACHES
Another approach to cross-domain sentiment classification involves the use of a thesaurus. For instance, [34] created an automatic classifier based on a sentiment-sensitive thesaurus in order to avoid feature mismatches. The authors utilized labeled data from several source domains and unlabeled data from the source and target domains to calculate the relatedness of characteristics and to conceptualize the thesaurus.
Then it was used to extend the feature vectors for a binary classifier that was applied to training and test data. In order to find the word co-occurrences, they used the pointwise mutual information approach, where each lexical element is either a unigram or bigram connected to a list of related lexical elements that appear most frequently in a sentence. To expand the feature vectors, they used their sentiment-sensitive thesaurus of related elements in the training step to overcome the feature mismatch problem. The relatedness measure was used to measure the neighbors for a particular lexical element from the list of different lexical elements. The suggested approach was found to be considerably better than numerous baselines. Moreover, its performance was analogous with other comparable cross-domain sentiment classification procedures when applied to a standard dataset. Furthermore, the sentiment-sensitive thesaurus exactly assembles words that express comparable sentiments after comparing them against SentiWordNet. Later, [84] developed an enhanced sentimentsensitive thesaurus using Wiktionary. The thesaurus in that work aligns different words that express the same sentiment from reviews in different domains and from Wiktionary to improve classification performance in the target domain.
Recently, [85] proposed two methods for the domain adaptation of a polarity lexicon that are both corpus based and language independent. Moreover, both of the methods are suitable for any domain. One is based on term frequency (TF) and needs a corpus that has already been tagged with the polarity of the documents. The other is based on a bootstrapping (BS) algorithm and does not need an annotated corpus; instead, it just requires a set of patterns and a seed sentiment lexicon. The proposed TF approach was found to achieve very promising results, but to the authors' surprise, the BS approach did not result in a lot of improvement. They therefore combined the two methods to try to gain benefit from the best aspects of each and found that the combined approach was able to get results that were much better than those that could be obtained by the separate application of the individual methods.
On the other hand, [21] chose to model the problem of cross-domain sentiment classification as one of embedded learning. They constructed three objective functions that they applied together and insolation: (a) distributional properties of pivots (common features in both the source and target domains), (b) label constraints in source domain documents, and (c) geometric properties in source and target domain unlabeled documents. In contrast to earlier related works in which a lower-dimensional embedding is learned first, then the source domain sentiment labels are learned, and next a sentiment classifier is used in the embedding, the authors developed a joint optimization method that learns embeddings that are sensitive to sentiment classification. The results of some experiments revealed that by jointly optimizing the three objective functions better performance can be achieved than by optimizing each one individually. Their results clearly demonstrate the benefit of using task-specific embedding learning in cross-domain sentiment classification. As regards the best performance of an individual objective function, this is achieved by objective function (c). In a similar vein, [23] proposed a method that uses feature learning and feature subspace mapping, i.e. word embeddings and canonical correlation analysis (CCA), to address vocabulary mismatches that can occur between source and target domains. The authors showed that by using what are essentially quite simple, generic methods, it is still possible to obtain very competitive results compared to those produced by more complicated methods that have been designed to solve the same problem. A particular advantage of using word embeddings and CCA is that they can be accessed out-of-thebox, which is a key benefit with respect to the applicability of the proposed method.
G. CASE-BASED REASONING (CBR) APPROACHES
The idea behind CBR [86] is to draw on knowledge about similar past examples to predict the outcome of a new unseen one. This approach was applied to sentiment classification by [40] , who developed a case base from a training set of labeled out-of-domain opinion documents. The case base consists of two key parts. One is a case description, which is a feature vector based on a document's statistics and acts as document signature that is used for retrieval purposes. The case description attempts to broadly capture a document's characteristics as a set of features; it does not focus on potential domain-specific aspects, such as specific terminology. The other part of the case base is a case solution, which stores information about successful predictions made during training. The case solution is comprised of all the lexicons that made accurate forecasts during training. The authors assessed their proposed CBR method by testing it on usercreated reviews in six distinct domains. They found that the performance of their method was competitive when equated to a benchmark by means of the paramount outcome from a single-lexicon classifier; generating more solid results by removing the necessity to fix a lexicon preceding making forecasts. From the successful result reported in [40] , it is clear that CBR approaches can play an important role in improving unsupervised sentiment classification. Indeed, other researchers have utilized sentiment dictionaries/ lexicons for sentiment analysis. For instance, [26] developed a process to build a domain-explicit sentiment dictionary by taking an undefined amount of data from a particular domain and combining it with information from numerous pre-existing sentiment dictionaries. Prior to their work, the combining of sources of information had rarely been investigated. To deal with domain-explicit variations, the authors adopted a stochastically formulated sentiment score assignment rather than a deterministic formulation. As a result, the authors were able to reduce the expected loss of a loss function that penalizes variations from the scores of the source sentiment dictionaries and the inhomogeneity of the sentiment scores for the same review.
H. FEATURE-BASED APPROACHES
As stated in [28] , feature representation-transfer methods aim to obtain a good feature representation in order to improve the performance of classification in the target domain. In [35] , a comprehensive approach is proposed named Feature Ensemble plus Sample Selection (SS-FE). The authors take both types of adaptation into account: (i) a Feature Ensemble (FE) model is first adopted to learn a new labeling function in a feature re-weighting manner and (ii) a Principal Component Analysis (PCA)-based sample selection method named PCA-SS is then used to help the FE. However, a deficiency in their approach concerns the way in which training samples are selected because the method uses unweighted training samples or a hard sampling approach, which results in occasional randomness. In [31] , to tackle the domain-dependence issue, a range of representations, namely text-based representation, feature-based representation, lexicon-based representation, and combined representation, are all used to create an ensemble algorithm that consists of several classifiers where each one is trained by using one of these distinct feature representation methods. On the other hand, in [24] , a novel approach is proposed named Transferring the Polarity of Features (TPF), which addresses the issue of not only feature divergence, but also polarity divergence. The TPF approach deals with these two issues first by selecting the independent features with higher polarities in both domains and creating a set of these highpolarity independent features. Then the algorithm transfers the polarity of the features from the source domain to the target domain by using these independent features as a bridge.
I. GRAPH-BASED APPROACHES
Graph-based algorithms are ideal for data that can be represented in the form of a weighted graph. In such a graph, the vertices are data instances and the edge weights denote the similarity between those instances. However, the data have to be available in the form of a manifold structure because this means that the instances are often strongly connected and belong to the same class. If the data do not form a graph in this way, then it is necessary to find a similarity function that can approximate the similarity between graph vertices as accurately as possible and thus enable the construction of a graph from such data [87] . The construction of a good graph that provides an appropriate estimation of the similarity between data instances is essential to the success of a graphbased algorithm [87] . The LP algorithm was one of the first graph-based algorithms to be developed [88] and it remains one of the most popular. It involves an iterative process that propagates information from labeled to unlabeled nodes, which in the case of sentiment classification are documents. This process continues until convergence is reached. The LP approach is, in effect, a weighted averaging of labels in the neighborhood of a node where the influence of neighbors is defined by the edge weights. In the context of sentiment classification, the edge weights indicate the closeness of VOLUME 5, 2017 document ratings. In another work, [39] explores LP and some modifications with the aim of improving sentiment classification. Specifically, the authors investigate the effect of adopting modified graph structures and varying the parameters in order to compare the performance of a range of graphbased algorithms for cross-domain and semi-supervised classification.
In [43] , the performance of two previously proposed graphbased algorithms, OPTIM [89] and RANK [77] , is compared in terms of effectiveness for cross-domain sentiment classification. The OPTIM algorithm deals with sentiments as an optimization problem, whereas the RANK algorithm uses a ranking to assign sentiment scores. As document similarity is key to the success of graph-based algorithms, [43] also investigate a range of sentiment similarity measures to determine which perform better. As the term implies, sentiment similarity compares documents with respect to the sentiment they convey. Finally, the authors determine how domain properties influence the values of algorithm parameters, and conclude that there are no universal parameter values that can be used for all domain pairs. Later, [36] suggested an original method to enhance the capacity of domain adaptation for sentiment categorization by using some emotion word groups. Initially, they utilized a few emotion keywords to mine an automatically tagged model from the target domain with a high level of accuracy. Then, using LP they ran a semi-supervised learning process to find the sentiment arrangement.
J. DOMAIN SIMILARITY AND COMPLEXITY APPROACHES
Domain similarity is a method that can also be used in domain adaptation. It is based on selecting the instances from a training set of a source domain that are the most similar to those in a target domain. The factor by which the original sourcedomain training set size is reduced is determined automatically by measuring domain similarity between source and target domains as well as the variance in the complexity of the domains. In a related work, [41] tried to find training data that are similar to those in the test domain because it is essential that there is as much similarity as possible in order for crossdomain sentiment analysis to achieve a high level of accuracy. The authors suggested that the domain complexity of a dataset can be ascertained by (i) the percentage of rare words, i.e. words occurring less than three times in the domain, (ii) the type/token-ratio of the domain, and (iii) the relative entropy of the domain, where the entropy normalized by the entropy of the uniform distribution. Among the three methods, they found that the percentage of rare words correlates best with in-domain accuracy in document-level polarity classification. In addition, they presented several measures for domain similarity and showed that domain complexity is an independent vector that can influence performance loss. In [42] , domain similarity is measured as divergence between the term and unigram distribution, where domain complexity is measured as homogeneity (domain self-similarity). The authors showed the performance loss that can occur in various data groups. Determining this loss can help in the selection of data that are the most comparable to existing test data. Initially, they presented measures for domain complexity and similarity and then ascertained their effect on the performance loss of a cross-domain classifier. Then, by means of these measures, they developed a linear regression model that they used to validate the measures and then performed experiments using various parameters.
K. KNOWLEDGE-ENHANCED META-CLASSIFIER METHOD
The penultimate method discussed here is that proposed by [25] , namely the Knowledge-enhanced meta-learning (KE-Meta) algorithm, which is used to combine and enrich bag-of-words n-grams or lexical resource-based classifiers by adding other knowledge features. The authors used a semantic network for Word Sense Disambiguation (WSD). Then, using the disambiguated terms, the semantic network was able to obtain a vocabulary expansion-based classifier. In another work [90] , Babelnet was used as a multilingual semantic network to generate features from WSD and vocabulary expansion. The authors combined a range of established classifiers, namely the bag-of-words classifier, word n-gram classifier, lexical resources-based classifier, WSD-based classifier, and vocabulary expansion-based classifier, by using a meta-learning stacking method.
L. DISTANCE-BASED MODEL
Lastly, [32] adapted a distance-based predictive model for sentiment classification of review documents. The model consists of three main steps. First the training corpus and distance metric are defined. Second, a new review is classified and the distance metric is used to identify it in the training corpus. Third, an unlabeled review is tagged according to a majority-rule strategy.
VII. DISCUSSION
The aim of the vast majority of studies in the area of sentiment classification has been to reduce the distribution difference between the source and target domains. However, this a difficult task because most of the techniques suffer from a domain dependency problem and their efficiency falls if there is a feature-space distribution discrepancy between the source and target domains. In addition, the performance of some techniques is affected by the availability or otherwise of labeled data. Moreover, cross-domain approaches perform poorly when there is a large disparity between the training and test data. Studies on sentiment classification still mostly deal with binary classification, which unfortunately does not provide practically feasible results. Although manual effort is not required in cross-domain learning, there is an overreliance on similarity between the source and target domains. Therefore, improving the accuracy of sentiment classification techniques requires the application of novel feature representation methods, further testing, and the investigation of the potential of a variety of combined or ensemble methods. There is also a need to develop methods that take into consideration the problems of feature deviation and polarity divergence. Moreover, a way needs to be found to reduce if not totally remove the need for external resources or human intervention. There also needs to be greater stability in the results across a wide range of source and target domains. Table 9 presents the pros and cons of the most commonly used methods in cross-domain sentiment analysis to date. Based on our review of the methods that have been developed thus far for cross-domain sentiment analysis, it is clear that the majority of these methods can be classified into two main approaches (see Figure 7) . The first is based on the transfer of source-domain features (training domain) to the target domain (test domain). Feature-based methods and thesaurus-based methods fall under this heading. The second is based on the transfer of some complete documents from the target domain to the source domain that then become part of the training documents for the source domain. Active learning methods fall into this group. Bearing in mind the advantages and disadvantages of all the above-discussed methods as well as their results, we need to propose a new method based on the benefits of the previous methods and that can make the most of the common features of both the source domain and the target domain to obtain the best sentiment classification possible.
There a still quite a few difficult challenges to overcome in the field of cross-domain sentiment classification. For instance, where there are different data distributions among domains and data sources this can lead to is domain and data discrepancy. Also, a solution has yet to be developed that can be used successfully on real-world industrial datasets that contain numerous domains. There are also cultural factors, linguistic variations, and noises in data and differing contexts that make it very difficult to perform cross-domain sentiment classification with a high level of accuracy. Such factors can lead to training data from the same domain (e.g. movie reviews) yielding completely different results.
VIII. CONCLUSION
Over the years, sentiment analysis has received a lot of attention from researchers working in the fields of natural language processing and text mining. However, there is a lack of annotated datasets that can be used to train a model for all domains, which is hampering the accuracy of sentiment analysis. Any research studies have been carried out to tackle this issue and to improve cross-domain sentiment classification. To aid researchers in their endeavors, we undertook a systematic literature review to highlight the main crossdomain challenges and techniques. From our review, it is clear that while there is no perfect solution as yet, much has been done to improve the accuracy of cross-domain sentiment analysis, which will pave the way for further enhancement in the future. A unified performance evaluation method could be designed to analyze these methods in as a future work of this research. VOLUME 5, 2017 There are several potentially fruitful paths of research that could be followed by researchers in the coming years. The first path worthy of attention is that of multi-view learning in which some semi-supervised methods are utilized in combination to exploit various views of the same input data. The second concerns the use of models that can learn domainindependent features from the datasets of multiple source domains. A third avenue to follow would be to develop models that are able to adapt and use a domain-independent subjectivity lexicon by propagating polarity through the pivot domain, rather than from the source to the target domain. Fourthly, there is scope to further develop models that use new word embeddings and feature transfer techniques. Moreover, deep learning methods should be explored, as well as the use of heterogeneous feature spaces and multiple data sources. Finally, there is an emerging trend of combining word embedding techniques with deep neural learning, which, from the findings published thus far, seem to offer promising results. Great benefits could potentially be derived from investigating, designing, and implementing new models that combine word embedding with deep neural learning.
To conclude, when seeking solutions to the learning problems encountered in cross-domain sentiment analysis, we recommend that researchers:
• Develop methods for learning that consider the structure and nature of the reviews in the different domains from which data comes from (e.g., Twitter, YouTube, and Facebook) to gain a better understanding of the nature of the learning problem to be overcome;
• Develop methods for learning that take into account the distributional similarity (relatedness) between domains;
• Develop methods for learning that focus on improving the representation of pivot features and feature expansion; and
• Develop methods for learning that can overcome the reduced modeling accuracy that occurs due to domain discrepancy and find ways to better predict the best source domains. 
