Abstract The combination of aerial images acquired in the visible and near infrared spectral ranges is particularly relevant for agricultural and environmental survey. In unmanned aerial vehicle imagery, such a combination can be achieved using a set of several embedded cameras mounted close to each other, followed by an image registration step. However, due to the different nature of source images, usual registration techniques based on feature point matching are limited when dealing with blended vegetation and bare soil patterns. Here, another approach is proposed based on image spatial frequency analysis. This approach, which relies on the Fourier-Mellin transform, has been adapted to homographic registration and distortion issues. It has been successfully tested on various aerial image sets, and has proved to be particularly robust and accurate, providing a registration error below 0.3 pixels in most cases.
Introduction
In the context of aerial imagery for agricultural and environmental monitoring purposes, the acquisition of radiance data in the near-infrared domain is particularly important. This is due to the spectral response of green vegetation material, which is characterized by a very sharp transition between low reflectance in the visible domain (typically 10-20 %), and high reflectance in the near-infrared domain (typically 50-80 %). Indeed, since the early times of remote sensing (RS), observation satellites (such as Landsat and SPOT) have been equipped with multi-spectral sensors including a near-infrared band (typically around 800 nm) associated with visible ones.
One of the most popular usages of this multi-spectral combination is the computation of the normalized difference vegetation index or NDVI, introduced by Rouse et al. (1973) . NDVI is defined as the ratio (NIR-R)/(NIR ? R), where NIR and R are respectively the near-infrared and red bands. As far as the radiance measurements are corrected for lighting and atmospheric effects (reflectance correction), the NDVI can be considered as a quantitative index for crop assessment (Myneni et al. 1995) . In other cases, it remains a robust tool for the discrimination of vegetation areas in various lighting conditions (TorresSanchez et al. 2013; Rabatel et al. 2014) .
Other vegetation indices have also been proposed in various soil and vegetation conditions, with respect to their relationship to agronomic indices such as biomass and leaf area index (LAI) (Huete et al. 1997; Jindong et al. 2007; Zhengwei et al. 2009 ). However, it is important to notice that most of these indices (such as ratio normalized difference vegetation index (RNDVI), soil-adjusted vegetation index (SAVI) and transformed normalized difference vegetation index (TNDVI)) rely on the same red and near-infrared bands.
In satellite and airborne technologies, image acquisition is usually based on push-broom sensors, combined with the regular motion of the vehicle to build 2D images. Separate spectral bands can thus be collected using parallel line sensors (Petrie 2005) . It is quite different with UAV, for which the cost of an accurate inertial unit to control the motion regularity is rarely affordable. Therefore UAV imagery generally relies on 2D image sensors. While Color Filter Arrays (CFA) are nearly universally employed for standard color cameras, CFA including a near-infrared band are presently not available. As an alternative, some camera manufacturers have proposed multi-CCD devices including a near-infrared channel, e.g. the MS-4100 (Geospatial Systems Inc., West Henrietta, NY, USA), or the AD-080 (JAI AS, Copenhagen, Denmark). However, such devices are characterized by high cost and limited image resolution.
On the other hand, UAV applications to agricultural monitoring are currently increasing dramatically, thanks to their specific advantages compared to aerial or satellite approaches: ease of use, flexibility, low cost, and very short revisit time. Also, the low flight elevation of UAV provides now access to imagery with centimetric spatial resolution, opening the door to new kinds of applications (e.g. plant counting or adventice detection). However, such applications require low cost acquisition devices to fit with the overall system cost, with high image resolution (typically more than 10 million pixels) in order to compensate for their limited flight duration (low energy autonomy). As a consequence, despite increasing demand, there is still no commercial multi-spectral solution that entirely fulfills the UAV requirements, i.e. combining low cost, low footprint, low weight and high image resolution. Operators usually implement general use still color cameras, either accepting limitation to standard color acquisition, or trying to adapt these cameras to their particular needs. Hunt et al. (2010) proposed the use of a standard color camera where the internal nearinfrared-blocking has been removed and replaced by an external red-light-blocking filter, in order to get the G, B and NIR bands instead of R,G,B. Similarly, Rabatel et al. (2014) obtained R and NIR bands using an external red long-pass filter and a linear combination of the resulting raw channels. However, in both cases, the original color image of the scene is no longer available, and the spectral quality of the bands obtained is limited.
An alternative solution consists in coupling two still cameras, one providing a standard color image, the other being devoted to the near-infrared band. For this purpose, the internal near-infrared-blocking filter of the second camera is replaced with an external near-infrared band-pass filter (Lebourgeois et al. 2008) . Despite the payload increase due to the implementation of two cameras, this approach remains particularly attractive, as being able to provide a full four-channel multi-spectral image including R,G, B and NIR bands. This kind of solution is also currently proposed by some camera manufacturers or UAV service companies involved in agricultural survey applications. They propose multispectral cameras based on 4-12 image sensors mounted close to each other, at the price of lower image resolution (Micro-MCA, Tetracam Inc. Chatworth, CA, US; Agrosensor, Airinov, Paris, France). However, multi-camera approaches require a post-processing step to accurately establish the relationship between the pixel co-ordinates of every camera. As detailed in the following, this processing step, known as image registration, remains a challenge in the case of near-infrared and visible image pairs (Dare 2008; Hunt et al. 2010) .
Indeed, image registration has been widely studied in the literature. Basically, it consists in finding local correspondences between two images, in order to identify an image transformation model. According to Zitova and Flusser (2003) , there are two main approaches to find these local correspondences: (i) feature-based methods, which search for salient characteristics in both images (such as edges, lines and corners) and then try to match them in a separate matching step, (ii) area-based methods, which directly attempt to estimate the correspondence between predefined windows (or the entire images) using integrative characteristics (such as correlation, Fourier spectrum and mutual information).
The choice between these two approaches mainly depends on the nature of the images. For unimodal registration (i.e. when images are obtained from the same sensor with different viewpoints), very efficient algorithms like the scale invariant feature transform (SIFT) (Lowe 1999) , or the more recent speeded up robust features (SURF) (Bay et al. 2008) , have now definitely established the pre-eminence of the feature-based methods: Fig. 1 Example of SIFT point matching on a wheat crop scene. Top Original visible and NIR images. Bottom matching result using VLFeat SIFT tool (www.vlfeat.org/applications/sift-mosaic-code.html) these algorithms are known for their robustness with respect to scale and luminosity changes between images, and are widely used in image mosaicking, photogrammetry, stitching, or mobile robotics.
On the other hand, multimodal registration deals with the registration of images captured from sensors with different characteristics. A typical area is medical imagery, where images are captured from sensors using very different physical principles (magnetic resonance, ultrasonic echoes, positron emission tomography (PET)) can be combined (Oliveira and Tavares 2014) . Moreover, multi-temporal image acquisition and non-rigid transformations often add supplementary issues. Therefore, multimodal image registration remains an open field for research. While some authors have attempted to adapt feature point methods (Sargent et al. 2009; Zhi et al. 2009 ), area-based methods associated with various similarity measures have been widely investigated. Mutual information (MI), a measure derived from joint entropy computation, is popularly used in medical imagery (Pluim et al. 2003) . It can be combined with variational approaches, well adapted to nonrigid transformations (Hermosillo et al. 2002) .
Registration of visible and NIR images is a kind of multimodal registration. By the way, in the case of vegetation scenes, the feature point matching is no longer reliable, due to contrast inversion in the pixel digital counts (see next section for more detail). Figure 1 shows an illustration of this concern, when using a standard SIFT matching tool (VLFeat, available at www.vlfeat.org/applications/sift-mosaic-code.html; last accessed 29 April 2015) on a typical field scene. Clearly, matching links are limited to bare soil areas, indicating a problem when vegetation is mixed with other material.
Some authors have proposed a SIFT descriptor variant where the sign of image gradients is not taken into account (Firmenich et al. 2011) . However the corresponding improvement did not appear to be sufficient for high resolution aerial images.
A more robust solution could be to investigate some of the numerous multimodal registration algorithms mentioned above. However, the complexity of such algorithms, mainly driven by medical imagery, is not well adapted to the specific context of UAV imagery, for which the availability of user friendly and fully automated software tools is a priority. Indeed, such a requirement for user-friendly tools is currently met in the field of photogrammetry (mosaicking and 3D reconstruction based on unimodal registration): numerous commercial or open source tools based on SIFT point matching (Photoscan, 1 ERDAS Imagine, 2 MicMac, 3 VisualSFM 4 ) are able to process automatically hundreds of UAV images in a couple of hours. Therefore, most UAV users dealing with multi-spectral image registration still try to use the same photogrammetric tools for multimodal registration as well either by: (i) registering directly the different bands using the embedded feature point registration algorithm with more or less success and accuracy depending on the image content or by: (ii) computing a geo-referenced and ortho-rectified mosaic for both sets of images and then overlaying them based on their geographic co-ordinates, leading to a very limited registration quality.
The objective of the present paper is to propose an intermediate approach for the registration of visible and near-infrared images in the context of UAV imagery, able to provide robust and high quality registration of vegetation scenes while remaining fast and fully automated. The proposed approach involves spatial frequency analysis through the Fourier-Mellin transform (FMT). FMT is a well-known tool that has been widely used for image registration before the emergence of the SIFT algorithm (Reddy and Chatterji 1996; Marcel et al. 1997) . Because Fourier analysis integrates spatially characteristic features over the whole image, it is robust to contrast inversion (see Fig. 3 ), and efficiently registers images of very different kinds. Recently, Jaud et al. (2013) , for instance, have successfully used the FMT to match radar maps with aerial images in the visible domain.
As a counterpart, the main drawback of the FMT approach is that it is only applicable to register images linked through a transformation limited to translation, rotation and scale change. However, as shown further, it remains usable in aerial imaging, as long as the distance between the cameras is negligible compared to the scene distance, and the camera optical axis is nearly vertical. For this purpose, the initial method has been adapted to large size images and homographic transformations, using an iterative implementation based on image partitioning. Lens distortion aspects have been taken into account as well.
Theory of operation Rotation-translation-scale identification
This sub-section addresses the problem of registering images that are linked by a similarity transformation, i.e. a transformation that exclusively includes translation, rotation and homothetic scaling. Extension to homographic transformation will be considered further.
Translation identification by Fourier transform
Consider two grey-level images I 1 (x,y) and I 2 (x,y) where I 2 is an image obtained from I 1 through a translation (T x , T y ). Formally, it can be written:
where * is the convolution operator and d(T x -x, T y -y) is the Dirac distribution centered on (T x , T y ). The 2D Fourier Transforms (FT) of the two images are thus linked by the relation: F 1 (u,v) and F 2 (u,v) only differ through a complex multiplicative term which is the FT of the Dirac distribution d (T x -x, T y -y). Thus, d(T x -x, T y -y) can be directly recovered through the inverse Fourier transform of the ratio F 2 (u,v)/F 1 (u,v), i.e. by computing the image:
As illustrated in Fig. 2 , the computed image ImT(x, y) appears as a black image with a unique amplitude peak at (T x , T y ). The position of this peak can be retrieved by searching for the maximum amplitude in the image, and completely identifies the translation between I 1 and I 2 .
Notice that Eq. (2) also indicates that F 1 (u, v) and F 2 (u, v) have the same modulus, as the modulus of the multiplicative term e À2ipðTxÁuþTyÁvÞ is equal to one. This property will be used further.
Fourier transform versus feature point in vegetation scenes
As stated above, feature point approaches like SIFT are largely used for registering images of the same nature. Now, let consider visible and NIR images of a vegetation scene. As already mentioned, in the NIR band, vegetation reflects almost all the incident light. Thus, vegetation appears much brighter than bare soil in the NIR image, while it will often appear darker in the visible one. A direct consequence, illustrated in Fig. 3 , is that the direction of grey level gradients will be inverted from one image to the other at the boundaries between vegetation and soil, while remaining the same within one kind of object.
SIFT descriptors are based on gradient direction histograms collected over a large neighborhood around the feature point (16 9 16 pixels). If the vegetation and soil are so blended that most feature point neighborhoods include both of them, gradient inversions will occur within these neighborhoods, and the descriptors will not match between visible and NIR images.
On the other side, the FT identification approach proceeds by enhancing the spatial frequency shifts that are coherent all over the image area (i.e. that correspond to the same translation). In that sense, it accumulates area-extended information. Within a given kind of object (vegetation or soil), the Fourier transform F 2 (u, v) in the second image will be affected by a multiplicative factor compared to F 1 (u, v), due to a different brightness, but Visible NIR the phase shift information will be preserved. Finally, both kinds of objects will contribute to the translation identification peak, proportionally to their area. Only edges between them will introduce some perturbation in the Fourier spectra, but this edge contribution will remain limited compared to the image area (1D versus 2D accumulation), and should not jeopardize the translation identification.
Rotation and scale identification by Fourier-Mellin transform
The Fourier-Mellin Transform (FMT) was first introduced by Casasent and Psaltis (1977) in the context of optical image processing. The idea was to combine the Fourier Transform and the Mellin Transform (MT, which can be assimilated to a Fourier transform after logarithmic co-ordinate scaling), in order to get both rotation and scaling invariance. FT and MT are known to have their modulus invariant respectively to translation and scale. By considering a polar representation f(r, h) of an image and by applying respectively FT on the h axis and MT on the r axis, the FMT is obtained, which is formally defined as:
Mfðk; ivÞ ¼ 1 2p
The FMT is an invertible transform. Its module is invariant to h shift and to r scaling, i.e.:
FMT was initially designed to compare images that differ by scaling and rotation, looking at their FMT module, but not to identify this difference. In a registration context, it is important to notice that FMT can be assimilated to the TF of a log-polar representation of the image, as illustrated in Fig. 4 . Now, consider two images I 1 (r, h) and I 2 (r, h) in polar representation, which only differ by a centered rotation Dh and a scaling factor k. When considering the log-polar representation, the rotation corresponds to an image shift equal to Dh along the h axis, and the scaling factor k corresponds to an image shift equal to Log(k) along the Logr axis. So the two log-polar images will only differ by a 2D translation (Dh, Log(k)). In that sense, the same approach that was described for translation identification can be applied: it consists in computing the ratio of the FT of the two log-polar representations, i.e. the ratio of the FMT of images I 1 (r, h) and I 2 (r, h), and then in searching for the maximum of its inverse Fourier Transform.
Notice that this approach implicitly supposes that the image scaling is isotropic, i.e. that the scaling factor k is independent of the angle h (in other words, the same scaling factor is applied on x and y axes in the original images).
General scheme
Comparing the polar representations of two images through FMT supposes that these polar representations refer to the same image center, which is not the case when a translation is involved. Fortunately, original images can be replaced by the modulus of their Fourier transform, centered on frequency (0, 0). As seen above, the FT modulus is invariant to translation. On the other hand, it preserves rotation and scaling information: a rotation h and a scaling factor k applied to a given image generate a rotation h and a scaling factor 1/k of its FT spectrum.
According to this modification, already proposed by Casasent and Psaltis (1977) , the general computing scheme illustrated in Fig. 5 is obtained, allowing recovering completely the similarity transform between two images: rotation and scaling factor are recovered first using the FMT of the FT modulus, and are used to reverse rotate and scale the second image so that only the translation is remaining. This translation is then recovered.
Homographic registration of large size images

Homographic transformation
Homographic transformation is of primary importance in computer vision calibration issues, because it is directly related to the perspective projection associated with image acquisition. Consider two cameras observing the same planar scene, and providing respectively images I 1 (x, y) and I 2 (x, y) of this scene (Fig. 6) . It can be shown that the coordinates (x 1 , y 1 ) and (x 2 , y 2 ) of the same point in both images are related by the homographic relation:
where H is a 3 9 3 matrix, and u is a non-null scalar.
Taking the left member of Eq. (6), (x 2 , y 2 ) co-ordinates can be recovered by dividing the two first vector components by the 3rd one. The actual value of u has no importance, which means that the matrix H can be defined up to a multiplicative factor.
Homographic transformation versus similarity transformation
Because the homographic matrix can be defined up to a scale factor, consider the following equations, where H is constrained to have its term H 33 equal to 1:
Now, consider the matrix S obtained from H by setting e x and e y equal to zero: 
In that case, the u term of Eq. (6) is always equal to one, so that S corresponds to a simple similarity, transforming (x 1 , y 1 ) co-ordinates in (x 2 , y 2 ) S co-ordinates defined as:
where RS = [RS ij ] is a rotation and scaling 2D sub-matrix, and (T x , T y ) is a translation vector. Thus, applying the homographic transformation H to (x 1 , y 1 ):
As a conclusion, a homographic transformation can be considered as an extension of a similarity transformation where a supplementary scale factor 1=u ¼ 1=ð1 þ e x Á x 1 þ e y Á y 1 Þ is applied, which depends on the position (x 1 , y 1 ) in the initial image.
Application to homographic transformation identification
At this stage, some hypotheses must be introduced concerning the homographic transformation to identify:
-The values of terms e x and e y are small compared to 1, which means that the homographic transformation is close to a similarity transformation. -The similarity scaling factor is nearly isotropic (same homothetic factors on x and y axes). -The image translation is small compared to the image size, in terms of pixels.
Fortunately, all these hypotheses are compatible with usual aerial imaging. More precisely, the first two hypotheses are both related to the angle between the camera optical axis and the vertical. The more the camera orientation will be close to the nadir, the more they will be matched. Of course, it also requires that the viewed scene is nearly planar (compared to the camera-scene distance), otherwise homographic transformations are not applicable at all. Once again, it will be usually verified except in the case of very low flight altitude or very rough or mountainous terrain. The last hypothesis about translation amplitude will be usually matched in a multi-spectral acquisition context where coupled cameras are mounted close to each other. The first hypothesis e x \\1 and e y \\1 implies that the homographic factor 1=ð1 þ e x Á x 1 þ e y Á y 1 Þ will be slowly varying across the images, so that simple similarity transformations can be considered over large image sub-portions. The second isotropic hypothesis implies that in such sub-portions, the rotation-translation-scale identification scheme described earlier can be applied. Finally, the hypothesis on limited translation amplitude means that matching sub-portions between the two images can be easily defined.
As a consequence, the following scheme can be implemented for complete large size image registration (Fig. 7): -Image partitioning in a set of p small rectangular regions Ri -Rotation-translation-scale identification on each region Ri -Definition of a set of p matching points (C 1i , C 2i ), where C 1i and C 2i are respectively the center of region Ri in image I 1 , and the corresponding point in image I 2 using the rotation-translation-scale transformation model obtained for this region Ri. -Identification of the global homographic matrix H from the set of points (C 1i , C 2i ).
Distortion correction
Image acquisition by means of a still camera does not match exactly the projective projection model mentioned above. The image projection on the plane CCD sensor through the camera lens induces a non-linear deformation referred as ''lens distortion''. In most cases, lens distortion can be modeled as a radial distortion, where the (x*, y*) co-ordinates on the sensor can be obtained from the theoretical perspective projection model co-ordinates (x, y) as follows:
where r and r* are respectively the radius of the polar representation of initial and corrected co-ordinates (x, y) and (x*, y*), centered on the optical axis of the camera. Thus, radial distortion can be identified using n ? 2 parameters:
• cx, cy: optical center co-ordinates on the CDD sensor (pixels)
• a 1 , …, a n : distortion coefficients
In order to identify both camera distortions and to refine homographic coefficients accordingly, a set of parameters P = (D 1 , H, D 2 ) is considered, which represent respectively the distortion parameters for image I 1 , the homographic matrix and the distortion parameters for image I 2 . A cost function involving all the p matching points (C 1i , C 2i ) is then defined as: 
where CEst 2i is the estimated position in image I 2 computed from C 1i using the set of parameters P (Fig. 8) . The cost function CF(P) is minimized iteratively using the GaussNewton method, starting from the initial homographic matrix H issued from the previous identification step.
Materials and methods
Image acquisition
Aerial images of wheat were acquired using a couple of Sigma DP2 Merril still cameras (Sigma, Kawasaki, Japan) mounted on a UAV AR 200 (AirRobot Ò GmbH, Arnsberg, Germany) (see Fig. 9 ). The images were acquired in Arganda, Madrid, May 2013 (40.315421°N, 3.483774°E). Late wheat was specially prepared to be at early stage at this period, for experimentation purposes. One of the cameras was modified for NIR acquisition, i.e. internal NIR blocking filter was removed and replaced by an external NIR bandpass filter. Image size was 4704 9 3136 pixels. Two kinds of flight have been considered: 60 and 120 m altitudes, leading respectively to spatial resolutions of 10 mm per pixel and 20 mm per pixel.
Images were shot in manual exposure mode with the following parameters:
-Speed 1/800, aperture F5.0, 100 ISO for visible images -Speed 1/800, aperture F7.1, 100 ISO for NIR images Images were then converted from raw image format X3F to TIFF Adobe RGB 16 bits, using Sigma proprietary software (SIGMA Photo Pro 5.0). Green channel of the visible TIFF image and red channel of the near infrared TIFF image were respectively selected as 16 bits grey level images for registration input.
For practical reasons, all image pairs are referred to in the following according to the original names of images I 1 and I 2 . As an example, SDIM0861_C2__SDIM0989_C1 indicates the 2nd channel (green) of the visible image SDIM0861.tif and the 1st channel (red) of the NIR image SDIM0989.tif.
Image registration
All the registration processes have been implemented according to the theory of operation described above with the following features:
-Before each image matching, the NIR image was rotated by 180°(to compensate for the opposite mounting of the cameras as shown in Fig. 9 ). -Before every Fourier transform, a hanning window (Blackman and Tukey 1959) was applied to both images, in order to remove image edge artefacts. -Before every inverse Fourier transform for maximum peak search, a Gaussian filtering envelop was introduced in order to smooth the peak and allow its sub-pixel location. -For every peak search, the peak amplitude was compared to the average amplitude of the whole spectrum, and rejected if the ratio was lower than a threshold (set equal to 10). -In order to overcome sub-image identification failures due to large initial translations in the images (typically more than 100 pixels), the identification process was organized in three steps:
(i) an initial FMT registration applied to entire images, after reducing them by a factor of 10, leading to a rough similarity transformation, (ii) an initial partitioning in sub-regions of 600 9 600 pixels, leading to a first set of about 40 matching points, according to the procedure described in the previous section (iii) a second partitioning in sub-regions of 200 9 200 pixels, leading to a second set of about 300-340 matching points, according to the procedure described in the previous section
In the 2nd and 3rd steps, the partitioning was made according to the transformation model obtained in the previous step: centers of sub-regions in image I 1 were regularly distributed, and centers of the sub-regions in image I 2 , were defined as the transformation of centers of the sub-regions in image I 1 .
-In the 2nd and 3rd steps, the homographic matrix was computed from the set of matching points using a RANSAC algorithm (Fischler and Bolles 1981) with 5000 iterations and an error tolerance of respectively 20 pixels on the 2nd step and 5 pixels on the 3rd step. Images with a number of inliers less than 50 % of the number of matching points were rejected. -The distortion model was limited to one distortion parameter (n = 1), and a loop of 10 iterations of the Gauss-Newton minimization was systematically applied.
As the final result of the whole process, a complete transformation model P = (D 1 , H, D 2 ) was provided (see previous section). This model was then used to geometrically transform the original NIR image, so that it can be exactly matched with the visible one as a new layer.
CUDA implementation
All computations related to Fourier transform and spatial spectrum analyses have been implemented on NVIDIA Ò GPU using CUDA (Compute Unified Device Architecture) C?? extension language, and the FFT computation library provided in the CUDA package.
Results and discussion
The procedure described above has been successfully applied to the two sets of wheat crop images: 39 image pairs with 10 mm spatial resolution (60 m elevation), and 20 image couples with 20 mm spatial resolution (120 m elevation). No parameter tuning has been made from one set to the other, or within a given set. For illustration, the detailed results obtained on a typical pair of visible and NIR images are first presented. More general results for all image pairs are then provided. Finally, a different example with a stronger homographic transformation is also presented.
Detailed results for one image pair
The first image pair of the 10 mm resolution image set is considered here, referred to as SDIM0861_C2__SDIM0989_C1, in order to examine some details of the registration process.
Matching point determination
The first fundamental concern in applying the Fourier-Mellin approach for registration was its ability to deal with images of different nature, i.e. visible and near-infrared. As an illustration, Fig. 10 shows an example of translation identification, on a pair of 200 9 200 windows extracted from the pair under study (after transforming the NIR image according to the results of registration, in order to limit this example to translation). The translation peak is much less sharp than in Fig. 1 , but is still usable for a robust identification.
As explained above, the identification procedure has been applied in three steps. In the second step, the image partitioning in 40 windows of size 600 9 600 has allowed determination of a first homographic matrix H, with translation terms (T x , T y ) = (133.267, -14.3521) (pixels). Large translations limit the number of windows in the visible image that have a counterpart entirely included in the NIR image. In the present case, 308 matching windows of size 200 9 200 have been determined for the third step. Among those 308 matching windows, no identification procedure has failed, leading to 308 pairs of matching points. Figure 11 shows the repartition of these matching points in the visible image, as well as the disparity of their co-ordinate translations in the NIR image. It visually confirms that the transformation between visible and NIR images is not a simple translation, and that the radial distortions play an important part in it.
Transformation model computation
In the 3rd step, using the 308 pairs of matching points, a new homographic matrix has been computed by the RANSAC algorithm with a 5 pixel tolerance, giving no outliers. Then the distortion parameters have been adjusted as described earlier.
For each couple (C 1i , C 2i ), where C 1i and C 2i are matching points respectively in visible and NIR images, the error of a transformation model TM has been defined as the distance in the NIR image between C 2i and its estimated position CEst 2i = TM(C 1i ). In the present case, the following error figures have been obtained:
Number of links RMS error Maximal error
Step 2 (200 9 200 windows) 308 1.2626 3.1953
Step 3 (distortion adjustment) 308 0.205765 1.01606
As expected from Fig. 11 , the distortion adjustment dramatically reduces the root mean square (RMS) error. In Fig. 12 , the residual error for every matching point has been plotted as a function of the distance to the image center. It shows that the largest errors only concern a few points at the borders of the image, while for others the error remains below 0.4 pixels. Distance to image center (pixels) model adjustement error (pixels) Fig. 12 Final registration error repartition for image pair SDIM0861_C2__SDIM0989_C1 Distortion parameters (center: cx, cy; radial distortion: ). However, according to the image size, they lead to a scale variation of about 1.7 % from top-left to bottom-right of the image.
Finally, Fig. 13 shows a general view of the original images, as well as the registration result in false color (NIR, R, B), on which the translation between images can be observed (black margins). Detail in false color shows the quality of registration, compatible with NDVI computation at 10 mm spatial resolution.
Comparison with a feature-based approach
For comparison purposes, the registration result obtained for the same image pair with a commercial registration tool is presented here: Imagine AutoSync (ERDAS Imagine), which is based on feature point matching. Figure 14 shows the matching points that have been retained by the software. As already discussed, most of them are concentrated in homogeneous zones in terms of material content, i.e. the bare soil pathway and the dense vegetation area in the top of the picture. Because of a lack of matching points, registration inaccuracy can be expected in the sparse vegetation zone.
In Fig. 15 , a detail of the resulting false color image reconstruction in the sparse vegetation zone is presented. A slight blurring effect can be observed compared to the same reconstruction using FMT registration, which is due to a less accurate correspondence between NIR and visible radiometric values at a given spatial position. Such a positioning error, with an order of magnitude of about one pixel, could be considered as visually negligible. However, it becomes important in the case of multi-spectral processing. In Fig. 16 , the results for a simple NDVI computation are compared: NDVI has been computed from the NIR and R components after inverse gamma correction (according to the Adobe RGB standard) and then linearly converted from [-1, 1] range to [0, 255] range for image representation. An automatic thresholding based on the Otsu algorithm (Otsu 1979) has then been applied to simulate vegetation segmentation (Fig. 17) . It can be Finally, a quantitative comparison has been made using the tri-dimensional histograms of sub-images in Fig. 15a , b, and computing in each case the mutual information MI (Pluim et al. 2003 ) between R and NIR channels. The results are given in Table 1 .
The MI obtained with FMT registration is nearly the double of the one obtained using the feature point approach, confirming the previous visual assessment (Figs. 15, 16, 17) .
General results for all image pairs
The more significant figures obtained for the two sets of images are reported in Tables 2  and 3 The set of images at 10 mm resolution provides particularly good results. Only two subwindow identifications have failed (for SDIM0873_C2__SDIM1001_C1 and SDIM0898_C2__SDIM1025_C1) over about 12000 (39 image pairs). RMS error remains between 0.2 and 0.44 pixels. Maximal error is up to 1.81 pixel (as seen before, it corresponds to the borders of the images).
It is worth noticing that translation values T x and T y are very different from one image pair to the other. It means that most of the translations observed are due to random shooting latency of the two cameras combined with UAV attitude instability, rather than to their mechanical positioning.
The set of images at 20 mm resolution provides comparable results except in two cases (pairs SDIM0904_C2__SDIM1031_C1 and SDIM0907_C2__SDIM1034_C1) where respectively 53 and 59 sub-window identifications have failed. For these pairs, maximal errors are up to 5 pixels. When examining the corresponding images, it can be observed that these images are blurred due to camera motion (Fig. 18) .
Moreover, these large error values are not limited to image borders, as indicated by Fig. 19 .
Thanks to the GPU implementation, the processing time has been reduced from about 3 min with a conventional CPU implementation (Intel Xeon CPU, 3.19 GHz, 8 Go RAM) to 30 s per image pair, even using a low-end NVIDIA Quadro 400 graphic card with 500 Mbytes of memory. Example of stronger homographic transformation
In the image sets presented previously, the homographic transformation models were close to affine transformation, due to a rigorous image acquisition protocol and camera alignment. Indeed, the first processing step (initial registration on reduced images) was optional. The registration result for a pair of images acquired with the same sensors in a different Fig. 20 . Visible and NIR images were captured during successive flights. Due to the time delay between images (tree shadow is different in both images), the registration has a lower accuracy. However, it illustrates the ability of the registration procedure to deal with stronger homographic transformations. In the present case, the three successive steps were mandatory. 
Conclusion
The assembly of several cameras close to each other is a relevant solution for multispectral image acquisition with a UAV. However, it requires a very accurate registration between bands to further compute multi-spectral indices such as NDVI. In this context, the visible-NIR registration procedure proposed here has proved to be particularly efficient for agricultural scenes in which vegetation and bare soil areas are deeply nested. Moreover, this procedure is very robust: for the set of data under study, no parameter tuning was necessary from one image pair to another, and (though it was no presented in this study), it has been also observed that the choice of the visible band (blue, green or red) had no influence. An error below 0.3 pixels was obtained in most cases, except at the image borders. Error at the image border is due to an incomplete modeling of the sensor distortion. Starting from the set of matching points obtained from sub-window processing, a more sophisticated camera modeling, e.g. issued from laboratory calibration, could probably lead to still better results. However, this issue is not specific to the Fourier-Mellin approach, and would be similar with a registration process based on feature points. Another possible way of improvement could be to introduce a last step of local refinement, e.g. using mutual information minimization on each sub-region (associated with a flexible transformation model).
The main limitation, compared to feature point approaches, is related to some geometric assumptions that are mandatory, i.e. large camera-scene distance and camera orientation close to the nadir. Nevertheless, these assumptions are usually reached in the context of aerial imagery.
Because it is well adapted to images of different nature, beyond the acquisition of high quality NDVI data, the proposed approach could certainly be used in many other registration problem involving several image acquisitions in different optical bands, either simultaneously (multi-sensor cameras) or sequentially (multiple flights).
The registration of thermal and optical images is a particular case that could also be investigated. It would require some software adaptations, in order to deal with images of different native size and resolution.
