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Introduction
Let $1<N\in N$ , and let $\Omega\subset \mathbb{R}^{N}$ be a bounded domain with a smooth boundary $\partial\Omega,$
and let $\nu_{\partial\Omega}$ be the unit outer normal on $\partial\Omega$ . Besides, let us set $Q:=(0, \infty)\cross\Omega$ and
$\Sigma:=(0, \infty)\cross\partial\Omega.$
Let $\nu>0$ be a xed constant. In this paper, the following parabolic type system,
denoted by (S), is considered.
(S):
$\{\begin{array}{l}\partial_{t}(u-L\eta)-\Delta u=f(t, x) , (t, x)\in Q,u(t, x)=0, (t,x)\in\Sigma,u(O, x)=u_{0}(x) , x\in\Omega;\end{array}$ (0.1)
$\{\begin{array}{l}\partial_{t}\eta-\Delta\eta+\partial I_{[0,1]}(\eta)-(\eta-u-\frac{1}{2})+\alpha'(\eta)|\nabla\theta|+\nu\beta'(\eta)|\nabla\theta|^{2}\ni 0 in Q,\nabla\eta\cdot\nu_{\partial\Omega}=0 on \Sigma,\eta(0,x)=\eta_{0}(x) , x\in\Omega;\end{array}$ (0.2)
$\{\begin{array}{l}\alpha_{0}(\eta)\partial_{t}\theta-div(\alpha(\eta)\frac{\nabla\theta}{|\nabla\theta|}+2\nu\beta(\eta)\nabla\theta)=0inQ,(\alpha(\eta)\frac{\nabla\theta}{|\nabla\theta|}+2\nu\beta(\eta)\nabla\theta)\cdot v_{\partial\Omega}=0 on \Sigma,\theta(0, x)=\theta_{0}(x) , x\in\Omega.\end{array}$ (0.3)
The system (S) is based on a non-isothermal model of grain boundary motion, proposed
by Warren Kobayashi Lobkovsky-Carter [25]. In the context, $u=u(t, x)$ is the relative
temperature with the zero-critical degree, $\eta=\eta(t, x)$ is an order parameter which indicates
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the solidication degree of grains in a polycrystal, and $\theta=\theta(t, x)$ is an order parameter
which indicates the orientation angle of grain. In particular, the value of $\eta$ is supposed to
be constrained on the closed interval $[0$ , 1$]$ . Then, the cases when ( $\eta=1^{\rangle}$ and $(\eta=0$" are
assigned to \completely solidifying phase"' and $(\{$completely melting phase respectively,
and also, the solidication degree is supposed to link to the orientation degree of grain,
directly. The term $\partial I_{[0,1]}$ as in (0.1) is the subdierential of the indicator function $I_{[0,1]}$
on the closed interval $[O$ , 1$]$ , i.e.:
$r\in \mathbb{R}\mapsto I_{\{0,1]}(r):=\{\begin{array}{ll}0_{\dagger} if r\in[O, 1 ],\infty, otherwise;\end{array}$
and one of roles of this term is to constrain the value of $\eta$ onto the required range $[0$ , 1 $].$
$L>0$ is a constant of the latent heat. $f=f(t, x)$ is a given heat source. $0<\alpha_{0}=\alpha_{0}(\eta)$ ,
$0\leq\alpha=\alpha(\eta)$ and $0<\beta=\beta(\eta)$ are given mobility functions, and $\alpha'$ and $\beta'$ denote the
dierentials $\frac{d\alpha}{d\eta}$ and $d1d\eta$ of $a$ and $\beta$ , respectively.
The initial-boundary value problem (O. 1) is to reproduce the process of heat exchanges,
and the term $u-L\eta$ denotes the enthalpy, as in the weak formulation ofthe Stefan problem
(cf. [24]).
On the other hand, the remaining coupling system $\{(0.2),(0.3)\}$ is derived as a gradient
ow of the following function, called free-energy:
$[ \eta, \theta]\in H^{\lambda}(\Omega)^{2}\mapsto \mathscr{F}_{u}(\eta, \theta):=\frac{1}{2}\int_{\Omega}|\nabla\eta|^{2}dx+\int_{\Omega}I_{[0,1]}(\eta)dx$
$- \frac{1}{2}\int_{\Omega}(\eta-u-\frac{1}{2}\rangle^{2}dx+\int_{\Omega}\alpha(\eta)|\nabla\theta|dx+\nu\int_{\Omega}\beta(\eta)|\nabla\theta|^{2}dx$ , (0.4)
with given $u\in L^{2}(\Omega)$ .
More precisely, (0.2) is an initial-boundary value problem of an Allen-Cahn type equation,
which is governed by the following double-well function (cf. [24]):
$\eta\in \mathbb{R}\mapsto I_{[0,1]}(\eta)-\frac{1}{2}(\eta-u-\frac{1}{2})^{2}\in(-\infty, \infty]$ , with $u\in \mathbb{R}$ ;
and the role of (0.3) is to reproduce the crystalline orientation process by means of the
singular type diusion $- div(\alpha(\eta)\frac{\nabla\theta}{|\nabla\theta|}+2\nu\beta(\eta)\nabla\theta)$ (cf. $[\downarrow 2,1\angle l,$ $1_{\backslash 3}^{\check{t}}$ , 25 Besides, the term
$\alpha'(\eta)|\nabla\theta|+v\beta'(\eta)|\nabla\theta|^{2}$ in (0.2) is an additional perturbation to reproduce the interactions
between solidications and crystalline orientations.
Under the isothermal settings, i.e. the constant settings of temperature $u$ , there are a
number of relevant studies, e.g. $[$4, 5, 6, 7, 11, 12, 13, 14, 15, 16, 19, 20, 21, 22, $26_{\}}27],$
which worked on mathematical analysis for some simplied versions of the system (S).
The line of the previous results can be summarized as follows.
(Ref.1) $[$4, 12, 13, $P4$ , 3.5$]$ : the modellings and auxiliary studies.
(Ref.2) $[\tilde{j^{1})}$ , 6, 7, 1,.6, 20, 21, 22, 27$]$ : the existence of solutions to isothermal systems.
(Ref.3) [11, 19, $2\xi$ the energy-dissipations and asymptotic behavior for solutions to
isothermal systems.
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Now, the objective of this paper is to expand the applicable scope of the mathematical
methods developed in (Ref. $1$ )$-(Ref.3)$ , to the non-isothermal system (S). For this purpose,
we set the goal in this paper to prove the following two Main Theorems.
Main Theorem 1; to show the existence of solution $[u, \eta, \theta]$ to (S), which reproduce the
energy-dissipation, appropriately.
Main Theorem 2: to show the association between the steady-state problem for (S),
and the asymptotic behavior of the orbit $[u(t), \eta(t), \theta(t)]$ as $tarrow\infty.$
The statements of Main Theorems are presented in Section 2, on the basis of the pre-
liminaries outlined in Section 1. These two Main Theorems are proved in the following
Sections 3 and 4, respectively.
1 Preliminaries
In this Section, we outline some basic notations and known facts, as preliminaries of
the study.
Notation 1 (Notations in real analysis) Let $d\in N$ be any xed number. Then, we
simply denote by $|x|$ and $x\cdot y$ the Euclidean norm of $x\in \mathbb{R}^{d}$ and the standard scalar
product of $x,$ $y\in \mathbb{R}^{d}$ , respectively, i.e,:
$|x|:=\sqrt{x_{1}^{2}++x_{d}^{2}}$ and $x\cdot y:=x_{1}y_{1}+\cdots+x_{d}y_{d},$
for all $x=[x_{1}, \cdot\cdot \cdot, x_{d}],$ $y=[y_{1}, \cdots, y_{d}]\in \mathbb{R}^{d}.$
The $d$-dimensional Lebesgue measure is denoted by $\mathscr{L}^{d}$ . Also, unless otherwise spec-
ied, the measure theoretical phrases, such as ($a.e.$", $dt^{i}$ ' and $(\langle dx$", and so on, are with
respect to the Lebesgue measure in each corresponding dimension.
Notation 2 (Notations of functional analysis) For an abstract Banach space $X$ , we
denote by $|$ $|_{X}$ the norm of $X$ , and when $X$ is a Hilbert space, we denote by $(\cdot, \cdot)_{X}$ its
inner product.
Let Id: $\grave{L}^{2}(\Omega)arrow L^{2}(\Omega)$ be the identity map on $L^{2}(\Omega)$ . Let $F_{0}:H_{0}^{1}(\Omega)arrow H^{-1}(\Omega)$
and $F:H^{1}(\Omega)arrow H^{1}(\Omega)^{*}$ be the duality maps, dened as:
$\langle F_{0}z,$ $w \rangle_{H^{-1}(\Omega),H_{0}^{1}(\Omega)}:=\int_{\Omega}\nabla z\cdot\nabla wdx$ , for $[z, w]\in H_{0}^{1}(\Omega)^{2},$
and
$\langle Fz,$ $w \rangle_{H^{1}(\Omega)^{*},H^{1}(\Omega)}:=\int_{\Omega}\nabla z\cdot\nabla wdx+\int_{\Omega}zwdx$ , for $[z, w]\in H^{1}(\Omega)^{2},$
respectively.
In this paper, we simply put $V_{0}$ $:=H_{0}^{1}(\Omega)$ , and we prescribe the dual space $V_{0}^{*}=$
$H^{-1}(\Omega)$ as a Hilbert space endowed with the following inner product:
$(z, w)_{V_{0}^{l}}:=\langle z,$ $F_{0}^{-1}w\rangle_{H^{-1}(\Omega),H_{0}^{1}\langle\Omega)}$ , for all $[z, w]\in[V_{0}^{*}]^{2}(=V_{\mathfrak{o}}^{*}\cross V_{0}^{*})$ .
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Besides, we denote by $P_{0}>0$ the constant of Poincar\'e's inequality. More precisely, $P_{0}$ is
the constant of continuous embedding $V_{0}\subset L^{2}(\Omega)$ , such that:
$|v|_{L^{2}(\Omega)}\leq P_{0}|v|_{V_{0}}$ , for any $v\in V_{0}$ . (1.1)
We dene the operator of Laplacian $\Delta_{0}$ , subject to the Dirichlet-zero boundary con-
dition, by letting:
$\Delta_{0}:v\epsilon W_{0} V_{0}\cap H^{2}(\Omega)\subset L^{2}(\Omega)\mapsto\Delta v\in L^{2}(\Omega)$ .
Also, we dene the operator of Laplacian $\Delta_{N}$ , subject to the Neurnann-zero boundary
condition, by letting:
$\Delta_{N}:v\in W_{N}:=\{z\in H^{2}(\Omega)|\nabla z\cdot\nu_{\partial\Omega}=0in H^{\frac{1}{2}}(\partial\Omega)\}\subseteq L^{2}(\Omega)\mapsto\Delta v\in L^{2}(\Omega)$ .
By the denitions, it is easily checked that:
$-\Delta_{0}=F_{0}|_{H^{2}(\Omega)}$ and $-\Delta_{N}=(F-1d)|w_{N}$ . (1.2)
Notation 3 (Notations in convex analysis) For any proper lower semi continuous
(l.s. $c$ . from now on) and convex function $\Psi$ dened on a Hilbert space $X$ , we denote
by $D(\Psi)$ its eective domain, and denote by $\partial\Psi$ its subdierential. The subdierential
$\partial\Psi$ is a set valued map corresponding to a weak dierential of $\Psi$ , and it has a maximal
monotone graph in the product space $X^{2}$ . More precisely, for each $z_{0}\in X$ , the value
$\partial\Psi(z_{0})$ is dened as a set of all elements $z_{0}^{*}\in X$ which satisfy the following variational
inequality:
$(z_{0}^{*}, z-z_{0})_{X}\leq\Psi(z)-\Psi(z_{0})$ for any $z\in D(\Psi)$ .
The set $D(\partial\Psi)$ $:=\{z\in X|\partial\Psi(z)\neq\emptyset\}$ is called the domain of $\partial\Psi$ . We often use the
notation $\iota[Z_{0}, z_{0}^{*}]\in\partial\Psi$ in $X^{2}$ to mean that $z_{0}^{*}\in\partial\Psi(z_{0})$ in $X$ with $z_{0}\in D(\partial\Psi)$
" , by
identifying the operator $\partial\Psi$ with its graph in $X^{2}.$
Remark 1.1 Let $X_{0}CH^{1}(\Omega)$ be a closed linear subspace in $H^{1}$ (St), and let $\Psi_{0}$ be a
proper 1, $s.c$ . and convex function on $L^{2}(\Omega\rangle$ , dened as:
$z\in L^{2}(\Omega)\mapsto\Psi_{0}(z):=\{\begin{array}{l}\frac{1}{2}\int_{\Omega}|\nabla z|^{2}dx, if z\in X_{0},\infty, otherwise.\end{array}$
Then, the subdierential $\partial\Psi_{0}$ of this convex function is directly associated with the op-
erator of Laplacian.
For instance (cf. [1, 2 if $X_{0}=V_{0}$ , then:
$\partial\Psi_{0}(z)=\{-\Delta_{0}z\}=\{F_{0}z\}$ , for $z\in W_{0}.$
As well as, if $X_{0}=H^{1}(\Omega)$ , then:
$\partial\Psi_{0}(z)=\{-\Delta_{N}z\}=\{Fz-z\}$ , for $z\in W_{N}.$
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As another example, we mention about the subdierential $\partial\Psi_{[0,1]}\subseteq L^{2}(\Omega)^{2}$ of a proper
l.s. $c$ . and convex function $\Psi_{|0,1]}$ : $L^{2}(\Omega)arrow[0, \infty]$ , dened as:
$z\in L^{2}(\Omega)\mapsto\Psi_{[0,1]}(z):=\{\begin{array}{l}\frac{1}{2}\int_{\Omega}|\nabla z|^{2}dx+\int_{\Omega}I_{[0,1]}(z)dx,if z\in H^{1}(\Omega) ,\infty, otherwise.\end{array}$
In this example, it is known that (cf. [2, 10
$\{\begin{array}{l}D(\Psi_{|0,1]})=\{z\in H^{1}(\Omega)|0\leq z\leq 1a.e. in \Omega\},D(\partial\Psi_{[0,1]})=D(\Psi_{[0,1|})\cap W_{N},\end{array}$
and for any $z\in D(\partial\Psi_{[0,1]})$ ,
$\partial\Psi_{[0,1]}(z) = -\Delta_{N}z+\{\xi\in L^{2}(\Omega)|\xi(x)\in\partialI_{[0,1\}}(z(x)) a.e. x\in\Omega\}$
$= \{w+\xi|_{fora.ex\in\Omega adany\sigma\in[0,1]}^{w=-.\Delta_{N}zinL(\Omega),and\xi(x)(\sigma-z(x))\leq 0}\}.$
Remark 1.2 (Time-dependent subdierentials) It is often useful to consider the
subdierentials under time-dependent settings of convex functions. With regard to this
topic, certain general theories were established by a number of researchers $(e.g$ . Kenmochi
[8] and \^Otani [18]). So, referring to some of these (e.g. [8, Chapter 2 we can see the
following fact.
(Fact O) Let $E_{0}$ be a convex subset in a Hilbert space $X$ , let $I\subseteq[O, \infty$ ) be a $timarrow$interval,
and for any $t\in I$ , let $\Psi^{t}$ : $Xarrow(-\infty, \infty$ ] be a proper l.s. $c$ . and convex function,
such that $D(\Psi^{t})=E_{0}$ for all $t\in I$ . Based on this, let us dene a convex function
$\hat{\Psi}^{I}:L^{2}(I;X)arrow(-oo, \infty]$ , by putting:
$\zeta\in L^{2}(I;X)\mapsto\hat{\Psi}^{I}(\zeta):=\{\begin{array}{l}l\Psi^{t}(\zeta(t))dt, if \Psi^{(\cdot)}(\zeta)\in L^{1}(1) ,\infty, otherwise.\end{array}$
Here, if $E_{0}\subset D(\hat{\Psi}^{I})$ , i.e. if the function $t\in I\mapsto\Psi^{t}(z)$ is integrable for any $z\in E_{0},$
then it holds that:
$[\zeta, \zeta^{*}]\in\partial\hat{\Psi}^{I}$ in $L^{2}(I;X)^{2}$ , i.
$\zeta\in D(\hat{\Psi}^{I})$ and $[\zeta(i), \zeta^{*}(t)]\in\partial\Psi^{t}$ in $X^{2}$ , a.e. $t\in I.$
Finally, we mention about the Mosco convergence, that is known as a representative
notion of the functional-convergence.
Denition 1.1 (Mosco convergence: cf. [17]) Let $X$ be an abstract Hilbert space.
Let $\Psi$ : $Xarrow(-\infty, \infty]$ be a proper l.s. $c$ . and convex function, and let $\{\Psi_{n}\}_{n=1}^{\infty}$ be a
sequence of proper l.s. $c$ . and convex functions $\Psi_{n}$ : $Xarrow(-\infty, \infty$], $n\in N$ . Then, it is
said that $\Psi_{n}arrow\Psi$ on $X$ , in the sense of Mosco [17], as $narrow\infty$ , i. the following two'
conditions are fullled.
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$1^{o}$ The condition of lower-bound: $\lim_{narrow}\inf_{\infty}\Psi_{n}(z_{n}^{\dagger})\geq\Psi(z^{\dagger})$ , if $z\dagger\in X,$ $\{z_{n}\dagger\}_{n=1}^{\infty}CX,$
and $z_{n}\daggerarrow z^{\uparrow}$ weakly in $X$ as $narrow\infty.$
$2^{0}$ The condition of optimality: for $ar\iota yz^{t}$ $\in$ $D(\Psi)$ , there exists a sequence
$\{z_{n}\ddagger\}_{n=1}^{\infty}\subset X$ such that $z_{n}^{i}arrow z^{\ddagger}$ in $X$ and $\Psi_{n}(z_{n}^{i})arrow\Psi(z^{i})$ , as $narrow\infty.$
Remark 1.3 As a basic matter of the Mosco-convergence, we can see the following fact
(see [8, Chapter 2], for example).
(Fact 1) Let $X,$ $\Psi$ and $\{\Psi_{n}\}_{n=1}^{\infty}$ be as in Denition 1.1. Besides, let us assume that:
$\Psi_{n}arrow\Psi$ on $X$ , in the sense of Mosco, as $narrow\infty,$
and
$\{\begin{array}{l}[z, z^{*}]\in X^{2}, [z_{n}, z_{n}^{*}]\in\partial\Psi_{n} in X^{2}, n\in N,z_{n}arrow z in X and z_{n}^{*}arrow z^{*} weakly in X, as narrow\infty.\end{array}$
Then, it holds that:
$[z, z^{*}]\in\partial\Psi$ in $X^{2}$ , and $\Psi_{n}(z_{n})arrow\Psi(z\rangle$ , as $narrow\infty.$
2.Statements of Main Theorems
We begin with prescribing the assumptions in our study.
(AO) $\nu>0$ and $L>0$ are given positive constants, and $f\in L_{1oc}^{2}([0, \infty);L^{2}(\Omega))$ is a given
function.
(A1) $0<\alpha_{0}\in W_{1oc}^{1,\infty}(\mathbb{R})$ , $0\leq\alpha\in C^{2}(\mathbb{R})$ and $0<\beta\in C^{2}(\mathbb{R})$ are given functions, such
that $a$ and $\beta$ are convex functions, $\alpha'(0)=\beta^{J}(0)=0$ , and
$\delta_{*}:=\inf(\alpha_{0}(\mathbb{R})\cup\beta(\mathbb{R}))>0.$
(A2) $[u_{0}, \eta_{0}, \theta_{0}]$ is a triplet of initial data, and this is taken from a class $D_{*}\subset L^{2}(\Omega)^{3},$
prescribed as:
$D_{*}:=V_{0}\cross D(\Psi_{[0,1\}})\cross(H^{1}\langle\Omega)\cap L^{\infty}(\Omega))$ .
Note that $D_{*}$ is a subset of the domain of free-energy $\mathscr{F}_{u}$ , given in (0.4).
Under these assumptions, we dene the solution to (S) as follows.
Denition 2.1 (Denition of solution) A triplet of functions $[u, \eta, \theta]\in L_{1oc}^{2}([0, \infty$ );
$L^{2}(\Omega)^{3})$ is called a solution to (S), iif. $[u, \eta, \theta]$ fullls the following conditions.
(SO) $u\in W_{loc}^{1,2}([O, \infty\rangle;L^{2}(\Omega\rangle)\cap L_{ioc}^{\infty}([O, \infty);V_{0})$ with $u(0)=u_{0}$ in $L^{2}(\Omega)$ ;
$\eta\in W_{loc}^{I,2}([0, \infty);L^{2}(\Omega))\cap L_{1oc}^{\infty}([0, \infty);H^{1}(\Omega)\rangle$ with $\eta(0)=\eta_{0}$ in $L^{2}(\Omega)$ ;
$\theta\in W_{1\circ c}^{1,2}([0, \infty);L^{2}(\Omega))\cap L_{1\circ c}^{\infty}([O, \infty);H^{1}(\Omega))$ with $\theta(0)=\theta_{0}$ in $L^{2}(\Omega)$ ;
$[u(t), \eta(t), \theta(t)]\in D_{*}(\theta_{0}):=\{[\tilde{u}, \tilde{\eta}_{)}\tilde{\theta}]\in D_{*}||\tilde{\theta}|_{L(\Omega)}\infty\leq|\theta_{0}|_{L}\infty(\Omega)\},$
for ae. $t>0.$
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(S1) $u$ solves (0.1) in the following variational sense:
$\int_{\Omega}\partial_{t}(u-L\eta)(t)zdx+\int_{\Omega}\nabla u(t)\cdot\nabla zdx=\int_{\Omega}f(t)zdx$ ,
(2.1)
for any $z\in V_{0}$ , a.e. $t>0.$





for any $\varphi\in D(\Psi_{[0,1)})$ , and a.e. $t>0.$




for any $\omega\in H^{1}(\Omega)$ , a.e. $t>0.$
Next, for simplicities of descriptions, we add some specic notations in our study.
Notation 4 (Specic notations) For any function $\tilde{\eta}\in L^{\infty}(\Omega)$ , we denote by $\Phi(\tilde{\eta}|)a$
proper l.s. $c$ . and convex function on $L^{2}(\Omega)$ , dened as:
$z\in L^{2}(\Omega)\mapsto\Phi(\tilde{\eta};z):=\{\begin{array}{l}\int_{\Omega}\alpha(\tilde{\eta})|\nabla z|dx+\nu\int_{\Omega}\beta(\tilde{\eta})|\nabla z|^{2}dx,if z\in H^{1}(\Omega) ,\infty, otherwise,\end{array}$
and we denote by $\partial\Phi(\tilde{\eta};'\cdot)$ the subdierential of $\Phi(\tilde{\eta};\cdot)$ in the topology of $L^{2}(\Omega)$ .
Next, we dene a functional $\mathscr{F}_{0}$ on $L^{2}(\Omega)^{2}$ , by letting:
$[ \eta, \theta]\in L^{2}(\Omega)^{2}\mapsto \mathscr{F}_{0}(\eta, \theta):=\Psi_{[0,1]}(\eta)-\frac{1}{2}\int_{\Omega}(\eta-\frac{1}{2})^{2}dx+\Phi(\eta;\theta)\in(0, \infty].$ (2.4)
Note that $\mathscr{F}_{0}$ corresponds to the free-energy $\mathscr{F}_{u}$ , given in (0.4), in the case of $u\equiv 0.$
Finally, we set the following two key-constants:
$A_{0}:= \frac{1}{2(1+L^{2})}$ and $B_{0}:=A_{0}+ \frac{P_{0}^{2}}{L}$ , (2.5)
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by using the constant $P_{0}>0$ as in (1.1), and for any $\varpi\in V_{0}$ , we dene a functional $\mathscr{G}_{\varpi}$
on $L^{2}(\Omega)^{3}$ , by letting:
$|u, \eta, \theta]\in L^{2}(\Omega)^{3} \mapsto \mathscr{G}_{\varpi}(u, \eta, \theta):=\frac{1}{2L}|u-\varpi|_{L^{2}(\Omega)}^{2}+(\eta, \varpi)_{L^{2}(\Omega)}$
(2.6)
$+ \frac{A_{0}}{2}|u-\varpi|_{y_{0}}^{2}+\mathscr{F}_{0}(\eta_{)}\theta)\in(-\infty, \infty].$
Remark 2.1 By using the notations in Notation 4, the variational inequalities (2.]) and
(2.3) can be reformulated to the following forms of evolution equations:
$\partial_{t}(u-L\eta)(t\rangle-\Delta_{0}u(t)=f(t)inL^{2}(\Omega)$ , ae. $t>0,$
and
$\alpha_{0}(\eta(t))\partial_{t}\theta(t)+\partial\Phi(\eta(t);\theta(t)\rangle\ni 0$ in $L^{2}(\Omega)$ , a.e. $t>0,$
respectively. However, it must be noted that the reformulation by $L^{2}$-subdierential is not
available for $(2.2)_{2}$ due to the $L^{1}$ -perturbation term $v\beta'(\eta)|\nabla\theta|^{2}(\in L_{1oc}^{\infty}([0, \infty);L^{1}(\Omega)))$ .
Now, our two Main Theorems are stated as follows.
Main Theorem 1 (Existence of solution with energy-dissipation) Under the as-
sumptions $(AO)-(A2)$, let $\mathcal{A}_{0}$ and $\mathcal{B}_{0}$ be the constants given in (2.5). $Then_{f}$ the system
(S) admits at least one solution $[u, \eta, \theta]$ which fullls the following condition.
$(S4)$ (Energy-dissipation) For any $\rho\in L^{2}(\Omega)$ with $\varpi$ $:=F_{0}^{-1}\rho\in W_{0}$ , the function
$t \in[0, \infty)\mapsto \mathscr{J}_{\rho}(\iota):=\frac{A_{0}}{2}\int_{0}^{i}|\partial_{t}u(\tau\rangle|_{L^{2}(\Omega)}^{2}d\tau+\frac{1}{4}\int_{0}^{t}|\partial_{t}\eta(\tau)|_{L^{2}(\Omega)}^{2}d\tau$
$+ \prime_{0^{t}}|(\sqrt{\alpha_{0}(\eta)}\partial_{t}\theta)(\tau\rangle|_{L^{2}(\Omega)}^{2}d\tau+\frac{1}{2L}\int_{0}^{t}|u(\tau)-\varpi|_{V_{0}}^{2}d\tau$
$+ \mathscr{G}_{\varpi}(u(t), \eta(t), \theta(t))-\frac{B_{0}}{2}\int_{0}^{t}|f(\tau)-\rho|_{L^{2}(\Omega)}^{2}d\tau\in IR,$
satises the following dissipation property:
$\mathscr{J}_{\rho}(t)\leq \mathscr{J}_{\rho}(s)$ for $a.e.$ $s>0$ and any $t\geq s,$
and in particular,
$\mathscr{J}_{\rho}(t)\leq \mathscr{J}_{\rho}(O)$ for any $t\geq 0$ . (2.7)
Main Theorem 2 (Asymptotic behavior) In addition to $(A O)-(A2)$, let us assume
the following condition.
$(A3)$ There exists a function $f_{\infty}\in L^{2}(\Omega)$ such that $f-f_{\infty}\in L^{2}(0, \infty;L^{2}(\Omega))..$
Also, let $[u,$ $\eta,$ $\theta$} be the solution to (S) obtained in Main Theorem 1, and let $\omega_{\infty}(u,\eta, \theta)\subset$
$L^{2}(\Omega)^{3}$ be the $\omega$ -limit set of the orbit $[u(t), \eta(t), \theta(\ell)],$ $(j>0,$ $i.e.$ :
$\omega_{\infty}(u,\eta,\theta):=\{[u_{\infty}, \eta_{\infty}, \theta_{\infty}]\in L^{2}(\Omega)^{3}|_{inL^{2}(\Omega)^{3}asr\iotaarrow\infty}^{lhereexistsasequenceof\lim e0<}t_{1}<t_{2}<t_{3}<\cdots<t_{n}\uparrow\infty and..$
$Then_{Z}$ the following three items hold.
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(O) $\omega_{\infty}(u, \eta, \theta)$ is nonempty and compact in $L^{2}(\Omega)^{3}.$
(I) Any $\omega$ -limit point $[u_{\infty}, \eta_{\infty}, \theta_{\infty}]\in\omega_{\infty}(u, \eta, \theta)$ fullls that:
(i-a) $u_{\infty}=F_{0}^{-1}f_{\infty}$ in $V_{0},$ $i.e.$ $u_{\infty}\in W_{0}$ and $-\Delta_{0}u_{\infty}=f_{\infty}$ in $L^{2}(\Omega)$ .
(i-b) $\eta_{\infty}$ is a solution to
$( \nabla\eta_{\infty}, \nabla(\eta_{\infty}-\varphi))_{L^{2}(\Omega)^{N}}-(\eta_{\infty}-u_{\infty}-\frac{1}{2},\eta_{\infty}-\varphi)_{L^{2}(\Omega)}\leq0,$
(2.8)
for any $\varphi\in D(\Psi_{[0,1]})_{f}$
$i.e.$ $\eta_{\infty}\in D(\partial\Psi_{[0,1]})$ and $\partial\Psi_{[0,1|}(\eta_{\infty})-(\eta_{\infty}-u_{\infty}-\frac{1}{2})\ni 0$ in $L^{2}(\Omega)$ .
(i-c) $\theta_{\infty}$ is a constant on $\Omega,$ $i,e.$ $\partial\Phi(\eta_{\infty};\theta_{\infty})\ni 0$ in. $L^{2}(\Omega)$ , and moreover, the
constant $\theta_{\infty}$ fullls that $|\theta_{\infty}|\leq|\theta_{0}|_{L}\infty(\Omega)$ .
3 Proof of Main Theorem 1
The Main Theorem 1 is proved by means of the time-discretization method. To this
end, we denote by $h\in(0,1$ ] the argument of time-step, and we set the following time-
discretization scheme, denoted by $(AP)_{h}$ , as the approximating problem for (S).
$(AP)_{h}$ :
$\frac{u_{\iota'}^{h}-u_{i-1}^{h}}{h}-L\frac{\eta_{\mathfrak{i}}^{h}-\eta_{i-1}^{h}}{h}-\Delta_{0}u_{i}^{h}=f_{i}^{h}$ in $L^{2}(\Omega)$ ,
$\frac{\eta_{i}^{h}-\eta_{i-1}^{h}}{h}-\Delta_{N}\eta_{i}^{h}+\partial I_{|0,1]}(\eta_{i}^{h})-(\eta_{i}^{h}-u_{\grave{t}}^{h}-\frac{1}{2})$
$+\alpha'(\eta_{l}^{h}\prime)|\nabla\theta_{i-1}^{h}|+\nu\beta'(\eta_{\mathfrak{i}}^{h})|\nabla\theta_{\dot{|}-1}^{h}|^{2}\ni 0$ in a weak variational sense,
$\alpha_{0}(\eta_{i}^{h})\frac{\theta_{i}^{h}-\theta_{i-1}^{h}}{h}+\partial\Phi(\eta_{i}^{h};\theta_{i}^{h})\ni 0$ in $L^{2}(\Omega)$ ,
where
$f_{t}^{h}:= \frac{1}{h}\int_{(i-1)h}^{ih}f(\tau)d\tau$ in $L^{2}(\Omega)$ , for $i=1$ , 2, 3, . . .. (3.1)
Denition 3.1 For any $h\in(O, 1], a$ sequence $\{[u_{\iota'}^{h}, \eta_{\mathfrak{i}}^{h},\theta_{i}^{h}]\}_{i=0}^{\infty}\subseteq L^{2}(\Omega)^{3}$ is called a solu-
tion to $(AP)_{h}$ , i. $\{[u_{i}^{h}, \eta_{i}^{h}, \theta_{i}^{h}]\}_{i=1}^{\infty}\subset D_{*\rangle}[u_{0}^{h}, \eta_{0}^{h}, \theta_{0}^{h}]=[_{1}u_{0},\eta_{0}$ ), $\theta_{0}$] in $L^{2}(\Omega)^{3}$ , and for any
$i\in \mathbb{N}$ , the following variational inequalities are fullled,
$\frac{1}{h}\int_{\Omega}(u^{h}-u_{i-1}^{h})zdx-\frac{L}{h}\int_{\Omega}(\eta_{i}^{h}-\eta_{i-1}^{h})zdx+\int_{\Omega}\nabla u_{i}^{h}\cdot\nabla zdx$
(3.2)










for any $\omega\in H^{1}(\Omega)$ .
Now, let us set our rst task to prove the following Proposition.
Proposition 3.1 There exists a positive constant $h_{0}\in(0,1]_{z}$ such that for any $h\in$
$(0, h_{0}], the$ problem $(AP)_{h}$ admits a unique solution $\{[u_{i}^{h}, \eta_{e')}^{h}\theta_{i}^{h}]\}_{i=0}^{\infty}\subset L^{2}(\Omega)^{3}$ , such that
$[u_{i}^{h},\eta_{i}^{h}, \theta_{i}^{h}]\in D_{*}(\theta_{0})\}$ for $i=0$ , 1, 2, . . . . (3.5)
For the proof of the above Proposition, we prepare some additional notations. In the
problem $(AP)_{h}$ , we simply put
$e_{i}^{h}:=u_{i}^{h}-L\eta_{\mathfrak{i}}^{h}$ for $i=0$ , 1, 2, 3, . . . .
Then, the system $\{(3.2),(3.3)\}$ can be reformulated to a minimization problem for the
following proper l.s. $c$ . (however possibly non-convex) functional:
$[e, \eta] \in V_{0}^{*}\cross L^{2}(\Omega)\mapsto\prime r_{h}(e,\eta)$
$:=$
$\{\begin{array}{l}\frac{1}{2Lh}|e-e_{i-1}^{h}|_{y_{\theta}*}^{2}+\frac{1}{2h}I_{\Omega}|\eta-\eta_{i-1}^{h}|^{2}dx+\frac{1}{2L}I_{\Omega}|e+L\eta|^{2}dx+\Psi_{[0,1]}(\eta\rangle+\int_{\Omega}\alpha(\eta)|\nabla\theta_{i-1}^{h}|dx+\nu\int_{\Omega}\beta(\eta)|\nabla\theta_{i-1}^{h}|^{2}dx-\frac{1}{2}\int_{\Omega}(\eta-\frac{1}{2})^{2}dx-\frac{1}{L}(f_{i}^{h},e)_{V_{0}^{*}},if [e,\eta]\in L^{2}(\Omega)\cross H^{1}(\Omega))\infty, otherwise,\end{array}$
with $i\in \mathbb{N}$ and the given data $f_{l^{\backslash }}^{h}\in L^{2}(\Omega)(\subset V_{0}^{*})$ and $[e_{l-1}^{h}\prime, \eta_{i-1}^{h}, \theta_{i-1}^{h}]\in D_{*}.$
The following lemma is to verify the validity of this reformulation.
Lemma 3.1 Let us assume $i\in \mathbb{N}$ and $[u_{i-1}^{h}, \eta_{i-1}^{h}, \theta_{i-1}^{h}]\in D_{*}.$ Then, there exists a positive
constant $h_{0}\in(0,1], such that for any h\in(O, h_{0}], the$ solving $pair [u_{i}^{h}, \eta_{i}^{h}]\in V_{0}\cross D(\Psi_{[0,1]})$
to (3.2) $-(3.3)$ coincides with the unique minimizer of $\Upsilon_{h}.$
Proof. The non-convex part in $\wedge f_{h}$ :
$[e, \eta]\in L^{2}(\Omega)^{2}rightarrow-\frac{1}{2}\int_{\Omega}(\eta-\frac{1}{2})^{2}dx\in \mathbb{R},$
is independent of the variable $e\in V_{0}^{*}$ , and has a quadratic growth order for the variable
$\eta\in L^{2}(\Omega)$ . So, there will be a small constant $h_{0}\in(O, 1$ ] such that for any $h\in(0, h_{0}$],
$\Upsilon_{h}$ forms a proper l.s.c and strictly convex function on $V_{0}^{*}\cross L^{2}(\Omega)$ , and hence $\Upsilon_{h}$ has a
unique minimizer in $D(\Upsilon_{h})=L^{2}(\Omega)\cross D(\Psi_{[0,1]})$ .
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Now, let us suppose $h\in(0, h_{0}$ ]. Then, applying the standard methods of convex
analysis $(cf. [3, 9, 24 it is$ inferred that $[e_{*},\eta_{*}]\in L^{2}(\Omega)\cross D(\Psi_{[0,1]})$ is the minimizer of
$\Upsilon_{h}$ i.:





for any $\varphi\in D(\Psi_{[0,1\}})$ .
Thus, we can take the minimizer $[u_{*}, \eta_{*}]$ $:=[e_{*}+L\eta_{*}, \eta_{*}]\in V_{0}\cross D(\Psi_{[0,1]})$ as the approxi-
mation data $[u_{i}^{h}, \eta_{i}^{h}]$ at the i-th step. $\blacksquare$
On the other hand, for the inclusion (3.4), we can see the following lemma, by referring
to the previous studies [21, 22].
Lemma 3.2 Let $i\in N$ , and let $h_{0}\in(0,1$ ] be the constant as in Lemma 3.1. Let us
assume $h\in(0, h_{0}], \theta_{i-1}^{h}\in H^{1}\langle\Omega)$ $\cap L^{\infty}(\Omega)$ is given, and $[u_{i}^{h}, \eta_{\mathfrak{i}}^{h}]\in V_{0}\cross D(\Psi_{[0,1]})$ is the
solution pair to $\{(3.2),(3.3)\}$ obtained in Lemma 3.1. Then, the variational inequality
(3.4) admits a unique solution $\theta_{i}^{h}\in H^{1}(\Omega)$ , such that:
$|\theta_{i}^{h}|_{L^{\infty}(\Omega)}\leq|\theta_{i-1}^{h}|_{L\infty(\Omega\rangle}. (3.6\rangle$
Proof. This lemma can be proved by applying similar analytic methods as in [21, 22].
In fact, the inclusion (3.4) is equivalent to the minimization problem for the following
proper l.s. $c$ . and strictly convex function:
$\theta\in L^{2}(\Omega)\mapsto\frac{1}{2h}|\sqrt{\alpha_{0}(\eta_{i}^{h})}(\theta-\theta_{\mathfrak{i}-1}^{h}\rangle|_{L^{2}(\Omega)}^{2}+\Phi(\eta_{i}^{h}|\theta) , (3.7\rangle$
namely the variational inequality (3.4) corresponds to the Euler-Lagrange equation for
this convex function.
Therefore, the existence and uniqueness for (3.4) will be straightforward consequence
of the coercivity and strictly convexity of the functional given in (3.7). Also, the inequality
(3.6) is obtained by applying the result of comparison principle for (3.4), discussed in [21,
Lemma 3.5] and [22, Lemma 4.4]. $\blacksquare$
Proof of Proposition 3.1. On the basis of the previous lemmas 3.1-3.2, we can prove
Proposition 3.1 through the following iteration steps.
(Step O) Put $i=1$ , and set $[u_{0}, \eta_{0}, \theta_{0}]\in D_{*}(\theta_{0})$ as the initial value $[u_{\mathfrak{o}}^{h}, \eta_{0}^{h}, \theta_{0}^{h}]_{:}$
(Step 1) Obtain the data $[u_{i}^{h}, \eta_{i}^{h}]\in V_{0}\cross D(\Psi_{[0,1]})$ by applying Lemma 3.].
(Step2) Obtain the data $\theta_{i}^{h}\in H^{1}(\Omega)$ with (3.6) by applying Lemma 3.2.
(Step 3) Advance the value of $i$ , i.e. $iarrow\cdot i+1$ , and return to (Stcp 1).
74
Here, note that in the above iterations, the property (3.5) can be obtained, inductively,
through the process of (Step 1) (Step2). $\blacksquare$
Next, we verify the following lemma, concerned with the energy-estimate for approxi-
mating solutions.
Lemma 3.3 Let $h_{0}\in(0,1$ ] be the constant as in Lemma 3.1, and for any $h\in(0, h_{0}$],
let $\{[u_{i}^{h}, \eta_{i}^{h}, \theta_{i}^{h}]\}_{i=0}^{\infty}\subseteq D_{*}(\theta_{0})$ be the solution to $(\mathcal{A}P)_{h}$ obtained in Proposition 3.1. Let
us take any $\rho\in L^{2}(\Omega)$ , and let us put $\varpi=F_{0}^{-1}\rho\in W_{0}$ . Then, there exists a small





$+\mathscr{G}_{\varpi}(u_{i}^{h}, \eta_{i}^{h}, \theta_{i}^{h})\leq \mathscr{G}_{\varpi}(u_{\iota'-1}^{h},\eta_{i-1}^{h}, \theta_{i-\lambda}^{h})$ , $i=1$ , 2, 3, . . . .
Proof. With (1.2) and the relation $\rho=F_{0}\varpi=-\Delta_{0}\varpi$ in $L^{2}(\Omega)$ in mind, we can see from
(3.2) that:
$\frac{1}{h}(u_{i}^{h}-u_{i-1}^{h})-\Delta_{0}(u_{i}^{h}-\varpi)=(f_{i}^{h}-\rho)+\frac{L}{h}(\eta_{i}^{h}-\eta_{i-1}^{h})inL^{2}(\Omega)$ , $i=1$ , 2, 3, . . . (3.9)










$+(u_{i}^{h},\eta_{i}^{h}-\eta_{i-1}^{h})_{L^{2}(\Omega)\}}i=1$ , 2, 3, . .. .
Also, we multiply the both sides of (3.9) by $u_{i}^{h}-u_{i-1}^{h}$ . Then, by using (1.2) and Schwarz's
inequality, it is computed that:
$\frac{1}{h}|u_{i}^{h}-u_{i-1}^{h}|_{L^{2}(\Omega)}^{2}+\frac{1}{2}|u_{\dot{{\}}}^{h}-\varpi|_{y_{0}}^{2}-\frac{1}{2}|u_{i-1}^{h}-\varpi|_{V_{0}}^{2}$
$\leq\frac{1}{2h}|u_{i}^{h}-u_{i-1}^{h}|_{L^{2}(\Omega)}^{2}+h|f_{i}^{h}-\rho|_{L^{2}(\Omega)}^{2}+\frac{L^{2}}{h}|\eta_{i}^{h}-\eta_{i-1}^{h}|_{L^{2}(\Omega)}^{2},$ $i=1$ , 2, 3, . . . .
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$+ \frac{A_{0}}{2}|u_{i}^{h}-\varpi|_{V_{0}}^{2}\leq\frac{A_{0}}{2}|u_{i-1}^{h}-\varpi|_{y_{0}}^{2},$ $i=1$ , 2, 3, . . . .
Next, let us take $\eta_{i-1}^{h}$ as the test function in (3.3). Besides, with the convexities of $\alpha$






$+(u_{\iota'}^{h},\eta_{i}^{h}-\eta_{i-1}^{h})_{L^{2}(\Omega)}\leq 0,$ $i=1$ , 2, 3, . .. .




$+ \nu\int_{\Omega}\prime.\int_{\Omega}\beta(\eta_{i}^{h})|\nabla\theta_{i-1}^{h}|^{2}d_{X}\leq 0,$ $i=1$ , 2, 3, . .. .
Now, let us set $h_{*}:= \min\{h_{0}, \frac{1}{2}\}$ . Then, for any $h\in(O, h_{*}$ ], we can see that:
$\frac{1}{2h}-\frac{1}{2}=\frac{1}{2h}(1-h)\geq\frac{1}{4h})$
and hence, we can obtain the energy-inequality (3.8) by taking the sum of $(3.10)-(3.13)$ .
$\blacksquare$
Hereafter, let $h_{*}$ be the constants as in Lemma 3.3, and for any $h\in(O, h_{*}$ ] $(\subset(0,$ $h_{0}$
let $\{[u_{i}^{h}, \eta_{i}^{h}, \theta_{i}^{h}]\}_{i=0}^{\infty}$ be the solution to $(AP)_{h}$ obtained in Proposition 3.1. On this basis,
we dene three dierent kinds of time-interpolations $[\overline{u}_{h}, \overline{\eta}_{h}, \overline{\theta}_{h}]\in L_{1oc}^{\infty}([0, \infty);L^{2}(\Omega)^{3})$ ,
$[\underline{u}_{h},\underline{\eta}_{h},\underline{\theta}_{h}]\in L_{1oc}^{\infty}([0, \infty);L^{2}(\Omega)^{3})$ and $[\hat{u}_{h},\hat{\eta}_{h}, \hat{\theta}_{h}]\in W_{1oc}^{1,\infty}([0, \infty);L^{2}(\Omega)^{3})$ , by letting
$\{\begin{array}{l}[\overline{u}_{h}(t),\overline{\eta}_{h}(t), \overline{\theta}_{h}(t)]:=[u_{i}^{h}, \eta_{i}^{h}, \theta_{1}^{h}],for any t\geq 0 and any 0\leq i\in \mathbb{Z} satisfying t\in((i-1)h, ih],{[}\underline{u}_{h}(t),\underline{\eta}_{h}(t),\underline{\theta}_{h}(t)]:=[u_{i-1}^{h},\eta_{j-1)}^{h}\theta_{i-1}^{h}],for any t\geq 0 and any i\in N satisfying t\in[(i-1)h, ih),{[}\hat{u}_{h}(t), \hat{\eta}_{h}(t), \hat{\theta}_{h}(t)] \frac{ih-t}{h}[u_{i-1}^{h}, \eta_{t-1}^{h}\prime, \theta_{-1}^{h}]+\frac{t-(i-1)h}{h}[u_{\mathfrak{i}}^{h},.\eta_{i}^{h}, \theta_{i}^{h}],for any t\geq 0 and any i\in N satisfying t\in[(i-1\cdot)h, ih).\end{array}$
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Then, from Proposition 3.1, it immediately follows that:
$[\overline{u}_{h}(t),\overline{\eta}_{h}(t),\overline{\theta}_{h}(t)]\epsilon D_{*}(\theta_{0})$ ,
$[\underline{u}_{h}(t),\underline{\eta}_{h}(t),\underline{\theta}_{h}(t)]\in D_{*}(\theta_{0})$ , for all $t\geq 0andh\in(0, h_{*}].$ (3.14)
$[\hat{u}_{h}(t), \hat{\eta}_{h}(t), \hat{\theta}_{h}(t)]\in D_{*}(\theta_{0})$ ,
Also, from (3.8) in Lemma 3.3, we can see that:
$\frac{A_{0}}{2}\int_{s}|\partial_{t}\hat{u}_{h}(\tau)|_{L^{2}(\Omega\rangle}^{2}d\tau+\frac{1}{4}\ell|\partial_{t}\hat{\eta}_{h}(\tau)|_{L^{2}(\zeta l)}^{2^{煬}}d\tau+\int_{s}^{t}|(\sqrt{\alpha_{0}(\overline{\eta}_{h})}\partial_{t}\hat{\theta}_{h}\rangle(\mathcal{T})|_{L^{2}(\Omega)}^{2}d\tau$
$+ \frac{1}{2L}\ell^{t}|\overline{u}_{h}(\tau)-\varpi|_{V_{0}}^{2}d\tau-\frac{B_{0}}{2}l^{t}|f_{h}(\tau)-\rho|_{L^{2}(\Omega)}^{2}d\tau (3.1_{t}^{r_{)}})$
$+\mathscr{G}_{a},(\overline{u}_{h}(t), \overline{\eta}_{h}(t),\overline{\theta}_{h}(t))\leq^{c}\fbox{Error::0x0000}(\underline{u}_{h}(s), \underline{ \eta}_{h}(s)_{7}\underline{ \theta}_{h}(s))$ ,
for all $0\leq s\leq t<\infty$ , anc: any $[\rho, \varpi]=[\rho, F_{0}^{-1}\rho]\in L^{2}\prime(\Omega)\cross W_{0}.$
where
$f_{h}(t):=f_{i}^{h}$ in $L^{2}(\Omega)$ , for any $t\geq 0$ and any $i\in N$ satisfying $t\in[(i-1)h, ih$).
Note that the assumption (AO) and (3.1) imply:
$f_{h}arrow f$ in $L_{ioc}^{2}([0, \infty);L^{2}(\Omega))$ , as $h\downarrow 0$ . (3.16)
The above $(3.34)-(3.16)$ enable us to say that:
(#1-a) $\{[\hat{u}_{h}, \hat{\eta}_{h}, \hat{\theta}_{h}]\}_{h\in(0,h_{*}]}$ is a bounded sequence in the space $W_{1oc}^{1,2}([0, \infty);L^{2}\prime(\Omega)^{3})\cap$
$L_{1oc}^{\infty}([0, \infty);V_{0}\cross H^{1}(\Omega)^{2}))$
(#f-b) $\{[\overline{u}_{h},\overline{\eta}_{h},\overline{\theta}_{h}]\}_{h\in(0,h_{*}]}$ and $\{|\underline{u}_{h},\underline{\eta}_{h},\underline{\theta}_{h}]\}_{h\in(0,h*]}$ are bounded sequences in the space
$L_{1oc}^{\infty}([0, \infty);V_{0}\cross H^{1}(\Omega)^{2})$ .
Therefore, by applying the compactness theory of Aubin's type [23], we nd a sequence
$h_{*}>h_{1}>h_{2}>h_{3}>\cdots>h_{n}\downarrow 0$ as $narrow\infty$ , and a triplet of functions $[u, \eta, \theta]\in$
$L_{loc}^{2}\langle[O, \infty);L^{2}(\Omega)^{3})$ , such that the sequences:
$\{\begin{array}{l}\{[\overline{u}_{n},\overline{\eta}_{n},\overline{\theta}_{n}]\}_{n=1}^{\infty}:=\{[\overline{u}_{h_{n}},\overline{\eta}_{h_{n}},\overline{\theta}_{h_{n}}]\}_{n=1}^{\infty},\{[\underline{u}_{n}, \underline{\eta}_{n})\underline{\theta}_{n}]\}_{n=1}^{\infty}:=\{[\underline{u}_{h_{n}},\underline{\eta}_{h_{n}},\underline{\theta}_{h_{n}}]\}_{n=1}^{\infty},\{[\hat{u}_{n\rangle}\hat{\eta}_{n},\hat{\theta_{r\iota}}]\}_{n=1}^{\infty}:=\{[\hat{u}_{h_{n}}, \hat{\eta}_{h_{n}}, \hat{\theta}_{h_{n}}]\}_{n=1}^{\infty},\end{array}$
fulll the following properties:
$\{\begin{array}{l}\bullet[u, \eta, \theta]\in W_{1oc}^{1,2}([0, \infty);L^{2}(\Omega)^{3})\cap L_{1oc}^{\infty}([(J, \infty V_{0}\cross H^{1}(\Omega)^{2}) ,\bullet [u(t), \eta(i), \theta(t)]\epsilon D_{*}(\theta_{0}) , for any t\geq 0,\bullet[u(O), \eta(O), \theta(0)]=[\hat{u}_{n}(0), \hat{\eta}_{n}(0)_{\}}\hat{\theta}_{n}(0)]=[u_{0}, \eta_{0)}\theta_{0}] in L^{2}(\Omega)^{3},for any n\in N_{1}.\end{array}$ (3.17)
$[\hat{u}_{n},\hat{\eta}_{n}, \hat{\theta}_{n}]arrow[u, \eta, \theta]$ in $C_{1oc}([0, \infty);L^{2}\langle\Omega)^{2})$ , weakly in $W_{1oc}^{1,2}([O, \infty);L^{2}\prime(\Omega)^{3})$ (3.18)
and $weakly-*inL_{1oc}^{\infty}([0, \infty);V_{0}\cross H^{1}(\Omega)^{2})$ , as $narrow\infty$ ;
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$[\overline{u}_{n\rangle}\overline{\eta}_{n)}\overline{\theta}_{n}]arrow[u, \eta, \theta]$ and $[\underline{u}_{n},\underline{\eta}_{n},\underline{\theta}_{n}]arrow[u, \eta, \theta]$ in $L_{1\circ c}^{\infty}([0, \infty);L^{2}(\Omega)^{2})$ (3.19)
and $weakly-*inL_{1oc}^{\infty}([0, \infty);V_{0}\cross H^{1}(\Omega)^{2})$ , as $narrow\infty_{\rangle}$
$\{\begin{array}{ll}\overline{u}_{n}(t)arrow u(t) , \underline{u}_{n}(t)arrow u(l) and \hat{u}_{n}(t)arrow u(i) weakly in V_{0}, \overline{\eta}_{n}(t)arrow\eta(t) , \underline{\eta}_{n}(t)arrow\eta(t) and \hat{\eta}_{n}(t)arrow\eta(t) weakly in H^{1}(\Omega) , (3.20)\overline{\theta}_{n}(t)arrow\theta(t) , \underline{\theta}_{n}(t)arrow\theta(t)and \hat{\theta}_{n}(t)arrow\theta(t) weakly in H^{\lambda}(\Omega) , \end{array}$
as $narrow\infty$ , for any $t\in I$ ;
$(\alpha(\underline{\eta}_{n})\nabla\underline{\theta}_{n})(t)arrow(\alpha(\eta)\nabla\theta)(t) , (\sqrt{\beta(\underline{\eta}_{n})}\nabla\underline{\theta}_{n})(t)arrow(\sqrt{\beta(\eta)}\nabla\theta)(t)$ ,
(3.21)
weakly in $L^{2}(\Omega)^{N}$ , as $narrow\infty$ , for any $t\in I$ ;
and in particular,
$\{\begin{array}{ll}0\leq\overline{\eta}_{n}(t)\leq 1, 0\leq\underline{\eta}_{n}(t)\leq 1, 0\leq\hat{\eta}_{n}(t)\leq 1, 0\leq\eta(t)\leq 1, |\overline{\theta}_{n}(t)|\leq|\theta_{0}|_{L\infty(\Omega))}|\underline{\theta}_{n}(t)|\leq|\theta_{0}|_{L}\infty(\Omega) , |\hat{\theta}_{n}(t)|\leq|\theta_{0}|_{L}\infty(\Omega) , |\theta(t)|\leq|\theta_{0}|_{L}\infty(\Omega) , (3.22)\end{array}$
a.e. in $\Omega$ , for any $t\geq 0$ and any $n\in N.$
Based on these, we can refer to the previous study [21], to check the following lemma.
Lemma 3.4 Let $I\subset(0,T)$ be any open interval. Let $\hat{\Phi}^{I}$ : $L^{2}(I, L^{2}(\Omega))arrow[0,\infty]$ and
$\hat{\Phi}_{n}^{I}$ : $L^{2}(I;L^{2}(\Omega))arrow[0, \infty],$ $n\in N$ , be functionals, dened as:
$\{\begin{array}{l}\zeta\in L^{2}(I, L^{2}(\Omega))\mapsto\hat{\Phi}^{I}(\zeta) :=l\Phi(\eta(t);\zeta(t))dt,\zeta\in L^{2}(I;L^{2}(\Omega))\mapsto\hat{\Phi}_{n}^{I}(\zeta):=\int_{I}\Phi(\overline{\eta}_{n}(t);\zeta(t))dt, forn\in N,\end{array}$
by using $\eta\in L^{2}(0,T;L^{2}(\Omega))$ and $\overline{\eta}_{n}\in L^{2}(0,T;L^{2}(\Omega))$ , $n\in N$ , as in $(f.l7)-(3.22)$ . Then,
the following items hold.
(A) $\hat{\Phi}^{I}$ and $\hat{\Phi}_{n}^{I},$ $n\in N$ , are proper $l.s.c$ and convex functions on $L^{2}(I, L^{2}(\Omega))$ , such that
$D(\hat{\Phi}^{l})=D(\hat{\Phi}_{n}^{I})=L^{2}(I;H^{1}(\Omega))$ , for all $n\in N.$
(B) $\hat{\Phi}_{n^{c}}^{I}arrow\hat{\Phi}^{I}$ on $L^{2}(I;L^{2}(\Omega))$ , in the sense of Mosco, as $narrow\infty.$
(C) If $\theta^{\uparrow}\in L^{2}(I_{1}H^{1}(\Omega))_{f}\{\theta_{n}\dagger\}_{n=1}^{\infty}\subseteq L^{2}(I, H^{1}(\Omega))$ , $\theta_{n}^{1}arrow\theta\dagger$ in $L^{2}(I;L^{2}(\Omega))$ and
$\Phi_{n}^{I}\wedge(\theta_{n}\dagger)arrow\Phi^{I}\wedge(\theta\dagger)$ , as $narrow\infty$ , then $\theta_{n}\daggerarrow\theta\dagger$ in $L^{2}(I, H^{1}(\Omega))$ as n $arrow$ o科．
Proof. We omit to show the detailed proof, because the demonstration scenario is just a
slight modications of those as in [21, Lemmas 4.1-4.2]. $\blacksquare$
Now, the Main Theorem 1 is proved as follows.
Proof of Main Theorem 1. First, the condition (SO) can be obtained, immediately, as
a straightforward consequence of (3.17).
Next, we verify conditions $(S1)-(S3)$ . Let us x any bounded open interval $I\subset(0, \infty)$ .
Then, due to $(3.2)-(3.4)$ and Remark 1.2 (Fact O), the functions $[\overline{u}_{n}, \overline{\eta}_{n}, \overline{\theta}_{n}],$ $[\underline{u}_{h},\underline{\eta}_{n},\underline{\theta}_{n}]$
and $[\hat{u}_{n}, \hat{\eta}_{n}, \hat{\theta}_{n}]$ , for $n\in \mathbb{N}$ , must satisfy
$l(\partial_{t}(\hat{u}_{n}-L\hat{\eta}_{n})(t), z)_{L^{2}(\Omega)}dt+l(\overline{u}_{n}(t), z)_{V_{0}}dt=l(f_{h_{n}}(t), z)_{L^{2}(\Omega)}dt$
(3.23)







for any $\psi\in L^{2}(I;H^{1}(\Omega)\rangle$ with $\psi(t)\in D(\Psi_{[0,1]})$ a.e. $t\in I$ , and any $n\in l\aleph,$
and
$\ulcorner\theta_{n},$ $-\alpha_{0}(\overline{\eta}_{n})\partial_{t}\hat{\theta}_{n}]\in\partial\Phi_{n}^{I}$ in $L^{2}(f;L^{2}(\Omega))^{2}$ , for any $n\in \mathbb{N}.$ $\langle$3.25)
By virtue of $(3.17)-(3.19)$ , $\langle$3.25), Lemma 3.4 $(A)-(B)$ and Remark 1.3 $(Fact_{\iota}1)$ , it is
deduced that:
$[\theta, -\alpha_{0}(\eta)\partial_{t}\theta]\in\partial\Phi^{I}$ in $L^{2}(I;L^{2}(\Omega\rangle)^{2},$ $(3.26\rangle$
a訟$d$
$\Phi_{n}^{I}(\overline{\theta}_{n})arrow\Phi^{I}(\theta)$ a$s$ $narrow\infty$ . (3.27)
Here, on account of (3.26), Lemma 3.4 (A) and Remark 1.2 (Fact O), we can show the
compatibility of the pair $[\eta, \theta]$ with (S3).
In the meantime, from $(3.17)-(3.19)$ , (3.27) and Lemma $3_{r}4(C)$ , we infer that
$\{\begin{array}{l}\overline{\theta}_{n}arrow\theta in L^{2}(I;H^{1}(\Omega)) as narrow\infty, and hence,\underline{\theta}_{n}arrow\theta and \hat{\theta}_{n}arrow\theta in L^{2}(I;H^{1}(\Omega)) as narrow\infty.\end{array}$
So, invoking $(A1\rangle$ and (3.22), we further have:
$\alpha'(\overline{\eta}_{n})\nabla\underline{\theta}_{n}arrow\alpha'(\eta)\nabla\theta$ and $\sqrt{\beta'(\overline{\eta}_{n})}\nabla\underline{\theta}_{n}arrow\sqrt{\beta'(\eta)}\nabla\theta$
(3.28)
in $L^{2}(I;L^{2}(\Omega)^{N})$ as $narrow\infty.$
Besides, taking a subsequence if necessary, it will be seen that:
$\overline{\theta}_{n}(s)arrow\theta(s)$ , $\underline{\theta}_{n}(s)arrow\theta(s)$ and $\hat{\theta}_{n}(s)arrow\theta(s)$




in $L^{2}(\Omega)^{N},$ $xnarrow\infty$ , for a.e. $s\in I.$ $\cdot$
By virtue of $(3.16)-(3.19)$ , (3.22) and (3.28), letting $narrow\infty$ in (3.23) and (3.24) yield
that:
$\int_{I}(\partial_{t}(u-L\eta)(t), z)_{L^{2}(\Omega)}dt+l(u(t), z)_{V_{0}}dt=l(f(t), z)_{L^{2}(\Omega)}dt$






for any $\psi\in L^{2}(I, H^{1}(\Omega))$ with $\psi(t)\in D(\Psi_{[0,1]})$ a.e. $t\in I,$
respectively.
We thus obtain the compatibility of $[u, \eta, \theta]$ with $(S1)-(S2.)$ , because the choice of the
bounded open interval $I\subset(O, \infty)$ is arbitrary.
Finally, we verify the condition (S4). For this purpose, let us put $\psi=\eta$ in (3.24)
to see the limiting situation as $narrow\infty$ . Thcn, having in mind $(ii.16)-(3.1^{\langle}J)$ , $(\backslash 1.22)$ and
(3.28), we observe from (3.23) and (3.24) that:
$\lim_{narrow}\sup_{\infty}\int_{I}|u_{n}(t)|_{V_{0}}^{2}dt\leq\lim_{narrow\infty}\int_{I}(\overline{u}_{n}(t), u(t))_{V_{0}}dt$
$+ \lim_{narrow\infty}\int_{I}(-\partial_{t}(\hat{u}_{n}-L\hat{\eta}_{n})(t)+f_{n}(t).'(\overline{u}_{n}-u)(t))_{L^{2}(\Omega)}dt$






$= l|\nabla\eta(t)|_{L^{2}(\Omega)^{N}}^{2}dt$ , (3.31)
respectively.
From (3.19), $(3.30)-(3.31)$ and the uniform convexities of $L^{2}$-base topologies, it follows
that:
$\overline{u}_{n}arrow u$ in $L^{2}(I, V_{0})$ and $\overline{\eta}_{n}arrow\eta$ in $L^{2}(I;H^{1}(\Omega)\rangle$ , as $narrow\infty,$
and hence,
$\{\begin{array}{l}\underline{u}_{n}arrow u and \hat{u}_{n}arrow u in L^{2}(I;V_{0}) \}\underline{\eta}_{n}arrow\eta and \hat{\eta}_{n}arrow\eta in L^{2}(I;H^{1}(\Omega)) ,\end{array}$ as $narrow\infty.$
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Besides, taking a subsequence if necessary, it is further seen that:
$\{\begin{array}{ll}\overline{u}_{n}(s)arrow u(s) , \underline{u}(s)arrow u(s) and \hat{u}_{n}(s)arrow u(s) in V_{0}, \overline{\eta}_{n}(s)arrow\eta(s) , \underline{\eta}(s)arrow\eta(s) and \hat{\eta}_{n}(s)arrow\eta(s) in H^{1}\langle\Omega), (3.32)\end{array}$
as $narrow\infty$ , for a.e. $s\in I.$
Now, the condition (S4) can be veried by putting $h=h_{n}$ in (3.15), letting $narrow\infty,$
and taking into account $(3.\lambda 7)-(3.22)$ , (3.29) and (3.32). $\blacksquare$
4 Proof of Main Theorem 2
In the proof of Main Theorem 2, the key-point is in the energy-inequality (2.7) obtained
in the previous Main Theorem 1.
Let $[u, \eta, \theta]\in W_{loc}^{1,2}([O, \infty);L^{2}(\Omega)^{3}\rangle\cap L_{1oc}^{\infty}([0, \infty);V_{0}\cross H^{1}(\zeta\lambda)^{2})$ be the solution to (S)
obtained in Main Theorem 1, and let $f_{\infty}\in L^{2}(\Omega\rangle$ be the function as in (A3). Besides, in
the energy inequality (2.7), let us put:
$\rho=f_{\infty}$ and $w=w_{\infty}$ $:=F_{0}^{-1}f_{\infty}$ in $V_{0}(w_{\infty}\in W_{0}\rangle.$
Then, with (2.4) and (2.6) in mind, we can see from (2.7) that:




$+ \langle\eta_{0}-\eta(t) , w_{\infty})_{L^{2}(\Omega)}+\frac{B_{0}}{2}\int_{0}^{t}|f(\tau)-f_{\infty}|_{L^{2}(\Omega)}^{2}d\tau$
$\leq \frac{B_{0}}{2}(|u_{0}-w_{\infty}|_{L^{2}(\Omega)}^{2}+|f-f_{\infty}|_{L^{2}(0,\infty;L^{2}(\Omega))}^{2})$
$+\mathscr{F}_{0}(\eta_{0}, \theta_{0}\rangle+\mathscr{L}^{N}(\Omega)^{\frac{1}{2}}|w_{\infty}|_{L^{2}(\Omega)}$
$=$ : $\mathscr{J}_{\infty}<\infty$ , for any $t\geq 0$ . (4.1)
By using the above estimate, the Main Theorem 2 is proved as follows.
Proof of Main Theorem 2. First, we verify (O). From (4.1), it is observed that:
(82-a) $[\partial_{t}u, \partial_{t}\eta, \partial_{t}\theta]\in L^{2}(0, \infty, L^{2}(\Omega)^{3})$ , and $u-w_{\infty}\in L^{2}(0, \infty;V_{0})\cap L^{\infty}(O, \infty, V_{0})$ ;
$( \int 2-b)$ the orbit $\{[u(t), \eta(t), \theta(t)]|t\geq 0\}$ is containeci in a class $\mathcal{K}_{\infty}$ , dened as
$\mathcal{K}_{\infty}:=\{[\tilde{u}, \tilde{\eta}, \tilde{\theta}]\in D_{*}(\theta_{0})|\frac{\mathcal{A}_{0}}{2}|\tilde{u}-w_{\infty}|_{L^{2}(\Omega)}^{2}\dotplus \mathscr{F}_{0}(\tilde{\eta},\tilde{\theta})\leq \mathscr{J}_{\infty}\})$
$( \int 2-c)$ the class $\mathcal{K}_{\infty}$ is a compact set in $L^{2}(\Omega)^{3}.$
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Therefore, we nd a triplet $[u_{\infty}, \eta_{\infty}, \theta_{\infty}]\in L^{2}(\Omega)^{3}$ and a sequence of times $0<t_{1}<t_{2}<$
$t_{3}<\cdots<t_{n}\uparrow\infty$ as $narrow\infty$ , such that:
$[u(t_{n}), \eta(t_{n}), \theta(t_{n})]arrow[u_{\infty}, \eta_{\infty}, \theta_{\infty}]$ in $L^{2}(\Omega)^{3}$ , as $narrow\infty$ . (4.2)
This implies that $\omega(u, \eta, \theta)\neq\emptyset$ . Also, the compactness of $\omega(u,\eta, \theta)$ is obtained by taking
into account (#2-b) and the fact that:
$\omega(u,\eta, \theta)=\bigcap_{s\geq 0}\{[u(t), \eta(t), \theta(t)]|t\geq s\}\subset\overline{\mathcal{K}_{\infty}}=\mathcal{K}_{\infty}.$
Thus, the item (O) holds.
Next, we verify (I). Let us take any $[u_{\infty}, \eta_{\infty}, \theta_{\infty}]\in\omega(u,\eta, \theta)$ with a sequence $0<$
$t_{1}<t_{2}<t_{3}<\cdots<t_{n}\uparrow\infty$ as $narrow\infty$ , such that (4.2) holds. In this situation, we can
see from $(_{-}'2-a$)$-(\# 2-c)$ that:
(#2-d) $\{u_{n}\}_{n=1}^{\infty}$ $:=\{u(\cdot+t_{n})\}_{n=1}^{\infty}$ is a bounded sequence in $W^{1,2}(0,1;L^{2}(\Omega))\cap L^{\infty}(O, 1;V_{0})$ ;
(#2-e) $\{\eta_{n}\}_{n=1}^{\infty}$ $:=\{\eta(\cdot+t_{n})\}_{n=1}^{\infty}$ and $\{\theta_{n}\}_{n=1}^{\infty}$ $:=\{\theta(\cdot+t_{n})\}_{n=1}^{\infty}$ are bounded sequences in
$W^{1,2}(0,1;L^{2}(\Omega))\cap L^{\infty}(0,1;H^{1}(\Omega))$ ;
(#2-f) $\{[u_{n}(t), \eta_{n}(t), \theta_{n}(t)]|t\in[0, 1], n\in N\}\subset \mathcal{K}_{\infty}$ , and in particular, $0\leq\eta_{n}(t)\leq 1$ and
$|\theta_{n}(t)|\leq|\theta_{0}|_{L(\Omega)}\infty$ a.e. in $\Omega$ , for any $t\geq 0$ and any $n\in N.$
Owing to (A1), $(',2-a$)$-(\# 2-f)$ and the compactness theory of Aubin's type [23], we infer
that:
$\{\begin{array}{l}\partial_{t}u_{n}arrow 0 in L^{2}(0,1;L^{2}(\Omega)) ,u_{n}arrow w_{\infty} in L^{2}(0,1;V_{0}) ,in C([O, 1];L^{2}(\Omega)) andweakly-*inL^{\infty}(O, 1_{1}V_{0}) ,\end{array}$ as $narrow\infty$ , (4.3)
$\{\begin{array}{l}\partial_{t}\eta_{n}arrow 0 and \partial_{t}\theta_{n}arrow 0 in L^{2}(0,1;L^{2}(\Omega)) ,\eta_{n}arrow\eta_{\infty} and \theta_{n}arrow\theta_{\infty} in C([O, 1L^{2}(\Omega) ) andweakly-*inL^{\infty}(O, 1;H^{1}(\Omega)) ,\end{array}$ as $narrow\infty$ , (4.4)
$\alpha(\eta_{n})\nabla\theta_{n}arrow\alpha(\eta_{\infty})\nabla\theta_{\infty}$ and $\sqrt{\beta(\eta_{n})}\nabla\theta_{n}arrow\sqrt{\beta(\eta_{\infty})}\nabla\theta_{\infty)}$
(4.5)
weakly in $L^{2}(0,1;L^{2}(\Omega)^{N})$ , as $narrow\infty,$
and
$0\leq\eta_{\infty}\leq 1$ and $|\theta_{\infty}|\leq|\theta_{0}|_{L\infty(\Omega)}$ a.e. in $\Omega$ . (4.6)
Now, by the uniqueness of limit, the convergences $(4.2)-(4.3)$ lead to:
$u_{\infty}=w_{\infty}=F_{0}^{-1}f_{\infty}$ in $V_{0}$ . (4.7)
It implies the validity of (i-a).
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$\leq\prime_{0^{1}}\Phi(\eta(t);O)dt=0$ , for any $n\in N.$




$\leq -\lim_{narrow\infty}\int_{0}^{1} ((\alpha_{\zeta)}(\eta_{n})\partial_{t}\theta_{n})(t), \theta_{n}(i))_{L^{2}(\Omega)}dt=0,$
and it implies that:
$| \nabla\theta_{\infty}|_{L^{2}(\Omega)^{N}}^{2}=\lim_{narrow\infty}|\nabla\theta_{n}|_{L^{2}(\Omega)^{N}}^{2}=0$ . (4.10)
The item (i-c) will be obtained as a consequence of (4.6) and (4.10).




$arrow$ $0$ as $narrow oo$ , for any $\varphi\in D(\Psi_{[0,1]})$ .
With $(4.3)-(4.7)$ and (4.11) in mind, letting $narrow\infty$ in (4.8) yields the variational in-
equality (2.8) asserted in $(i-1_{J)}.$ $\blacksquare$
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