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PSEUDO-LOOP CONDITIONS
PIERRE GILLIBERT, JULIUS JONUSˇAS, AND MICHAEL PINSKER
Abstract. We initiate the systematic study of loop conditions of arbitrary finite width.
Each loop condition is a finite set of identities of a particular shape, and satisfaction of these
identities in an algebra is characterized by it forcing a constant tuple into certain invariant
relations on powers of the algebra.
By showing the equivalence of various loop conditions, we are able to provide a new
and short proof of the recent celebrated result stating the existence of a weakest non-trivial
idempotent strong Mal’cev condition.
We then consider pseudo-loop conditions, a modification suitable for oligomorphic alge-
bras, and show the equivalence of various pseudo-loop conditions within this context. This
allows us to provide a new and short proof of the fact that the satisfaction of non-trivial
identities of height 1 in a closed oligomorphic core implies the satisfaction of a fixed single
identity.
1. Introduction
In the past few years, the study of Mal’cev conditions in varieties has seen a new fruitful
development, which was to a large extent inspired by applications to Constraint Satisfaction
Problems. Some of the many milestones achieved were the existence of a weak near unanimity
term in locally finite non-trivial varieties [12], the characterization of congruence distributivity
in finitely related algebras by near unanimity terms [1], the existence of cyclic terms in finite
idempotent non-trivial algebras [3], the characterization of locally finite non-trivial varieties
by 6-ary and, subsequently, 4-ary Siggers’ terms [17, 11], and the unveiling of a strong Mal’cev
condition for non-trivial idempotent varieties [14].
1.1. Loop conditions for graphs. Some of these Mal’cev conditions, in particular the
above-mentioned Siggers’ identities and the cyclic identities, are given by a single height 1 (in
short h1) identity
f(x1, . . . , xn) ≈ f(y1, . . . , yn).
It was observed in [17] that the satisfaction of single identities in a variety can be characterized
by the property that algebras of the variety force the existence of a loop in certain invariant
graphs; in the case of locally finite varieties, certain finite graphs. This observation provides
a systematic method for proving that a given single identity holds in a given variety: it is
sufficient to show that the associated graphs indeed always contain a loop, a property which
had already proven useful earlier in the context of Constraint Satisfaction Problems [9]. This
was, for example, exploited in [11] to provide a criterion of non-triviality via 4-ary Siggers’
terms in locally finite varieties. Moreover, the description of single identities via loops in
graphs also allows to compare the relative strength of the identities, an undertaking which was
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started in [13] and culminated in the equivalence of a surprisingly large number of identities
(in particular, the 4-ary and 6-ary Siggers’ identities) in [15].
1.2. Loop conditions of finite width. On the other hand, it is known that some Mal’cev
conditions are not equivalent to a single identity, and thus escape the method of loops in
graphs. This includes, in particular, the Mal’cev condition from [14]
o(x, y, y, y, x, x) ≈ o(y, x, y, x, y, x) ≈ o(y, y, x, x, x, y),
called Olˇsa´k’s identities, which provides a beautiful characterization of non-trivial idempotent
varieties: while M. Olˇsa´k provided the long-sought1 proof of the fact that every non-trivial
idempotent variety satisfies a fixed non-trivial Mal’cev condition (for example, the two iden-
tities above) [14], it has been shown by A. Kazda that no such condition can be given by a
single identity [10]. The proof in [14] therefore had to make use of an ad hoc adaptation of
the loop technique to these identities.
In this article we initiate the systematic study of this type of situation by investigating, in
full generality, sets of h1 identities of the form
f(x11, . . . , x
1
n) ≈ · · · ≈ f(x
m
1 , . . . , x
m
n ) ;
the number m of occurrences of f is called the width of the set. Satisfaction of such sets of
identities in a variety can be characterized by the algebras of the variety forcing a constant
tuple into certain m-ary relations – a straightforward generalization of loops in graphs. Sim-
ilarly to the situation for undirected graphs [13], we prove that for each fixed width m ≥ 2,
there exists a weakest condition of width m.
This approach allows us to provide a short and, compared to the original one in [14],
elementary proof of the existence of a weakest idempotent Mal’cev condition similar to Olˇsa´k’s
identities: we first perform a purely syntactic composition in order to obtain, from a Taylor
term, a term which satisfies some identity of the above form and of width 3; then, we simply
refer to the above-mentioned existence of a weakest condition of width 3.
1.3. Pseudoloop conditions. Another recent development in the area of Mal’cev condi-
tions, inspired by Constraint Satisfaction Problems with ω-categorical templates, occurred in
the realm of oligomorphic algebras. It follows from several theorems in this area [6, 4, 5] that
if a closed oligomorphic algebra satisfies some non-trivial finite set of h1 identities locally (i.e.,
on every finite set), then it satisfies the 6-ary pseudo-Siggers identity
u ◦ s(x, y, x, z, y, z) ≈ v ◦ s(y, x, z, x, z, y) .(1)
For a certain subclass of oligomorphic algebras, in particular those concerned by the di-
chotomy conjecture for infinite-domain Constraint Satisfaction Problems in [8], the converse
implication holds as well [2]. It is well-known that the pseudo-Siggers identity, even in this
restricted setting, does not imply any single non-trivial h1 identity (see e.g. [6]). Moreover,
even if a closed oligomorphic algebra satisfies a non-trivial set of identities of h1 globally,
then this fact cannot be described by a fixed height 1 Mal’cev condition which is always
implied [16], so that it is necessary to consider pseudo-conditions (or other alternatives) in
this context.
1In fact, probably most effort was, in vain of course, directed towards a proof of the negation of this fact.
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1.4. Pseudoloop conditions of finite width. The satisfaction of the pseudo-Siggers iden-
tity in a closed oligomorphic algebra can be described by the existence of a pseudo-loop
in certain graphs invariant under finite powers of the algebra, and the theorem mentioned
above in Section 1.3 which derives the identity (1) has been obtained using this characteri-
zation [5, 6]. Inspired by this fact, we consider the pseudo-variant of the sets of identities of
finite width above: that is, we study sets of identities of the form
u1 ◦ f(x
1
1, . . . , x
1
n) ≈ · · · ≈ um ◦ f(x
m
1 , . . . , x
m
n ) .
Similarly to the case of graphs, satisfaction of such identities is characterized by pseudo-loops
in relations of finite arity. As for h1 identities, we show that certain of these pseudo-identities
are equivalent in closed oligomorphic algebras which are cores.
This approach allows us to identify pseudo-identities which are implied by any pseudo-
Taylor term in a closed oligomorphic core. In particular, there is a specific non-trivial identity
similar to (1) satisfied in any closed oligomorphic algebra which satisfies a non-trivial set of
h1 identities.
While this result is weaker than the one mentioned above in Section 1 (which only requires
local, rather than global, satisfaction of non-trivial h1 identities in order to derive (1)), our
proof is considerably more elementary than the proof of the result in [5]: it consists once
again of simple composition and above equivalence of pseudo-identities. Moreover, our result
might pave the way to a simple proof of that theorem: it would be sufficient to show that local
satisfaction of non-trivial h1 identities implies a pseudo-Taylor term (of arbitrary arity), an
undertaking which could well turn out to be not too involved (although, of course, we do not
currently dispose of such proof). We do achieve this in the case where a closed oligomorphic
algebra satisfies Taylor identities locally, still avoiding the most tedious part of the proof
in [5].
2. Preliminaries
Throughout this paper we use blackboard bold letters, for example A, to denote relational
structures, and we use bold letters, such as A, to denote algebras. In both cases, the same
letter in plain font, in the examples above A, denotes the domain set of a relational structure
or an algebra.
2.1. Function clones. A function clone C is a set of functions (also called operations) of
finite arity on a fixed domain set C which contains for all 1 ≤ i ≤ n the function πni : C
n → C
given by πni (x1, . . . , xn) = xi, called the i-th n-ary projection, and which is moreover closed
under composition: that is, whenever n,m ≥ 1, f ∈ C is n-ary, and g1, . . . , gn ∈ C are m-ary,
then f ◦ (g1, . . . , gn) ∈ C where f ◦ (g1, . . . , gn) is given by
(x1, . . . , xm) 7→ f(g1(x1, . . . , xm), . . . , gn(x1, . . . , xm)).
We reserve the font C to denote function clones, and then write C for their domain. Every
function clone is the set Clo(A) of term functions over some algebra A, and conversely such
sets of term functions always form function clones. For n ≥ 1, we write Cn for the set of all
n-ary function in C .
By Gr(C ) denote the set of all unary bijective functions of C whose inverse is also contained
in C . Then Gr(C ) is the largest permutation group on C contained in C . We say that C is
oligomorphic if Gr(C ) is an oligomorphic permutation group, i.e., its componentwise action
on any finite power of C has only finitely many orbits.
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If I is a set, then C acts on CI by
f((x1i )i∈I , . . . , (x
n
i )i∈I) := (f(x
1
i , . . . , x
n
i ))i∈I .
when n ≥ 1 f ∈ Cn and (x
j
i )i∈I ∈ C
I for all 1 ≤ j ≤ n. The clone C acting on CI can thus
be thought of as a function clone with the domain CI , which we will denote by C I . Similarly,
we define the power AI of an algebra.
2.2. Identities. An identity is a formal expression s(x1, . . . , xn) ≈ t(y1, . . . , ym) where s
and t are abstract terms over some functional signature Ω and x1, . . . , xn, y1, . . . , yn are not
necessarily distinct variables. The identity is satisfied in a function clone C if the function
symbols in Ω can be assigned elements from C so that s(x1, . . . , xn) ≈ t(y1, . . . , ym) be-
comes a true equation between elements of C , that is the equation holds for all choices of
x1, . . . , xn, y1, . . . , yn ∈ C.
A Mal’cev condition is just a set of identities. Satisfaction of a Mal’cev condition is defined
similarly to satisfaction of a single identity.
The identity s(x1, . . . , xn) ≈ t(y1, . . . , ym) is of height 1, in short h1, if s, t are themselves
symbols from Ω, i.e., there is no nesting of functional symbols in s and t. A set of identities
is h1 if all of its identities are.
An identity (or more generally, a Mal’cev condition) is satisfied locally in a function clone
C if for every finite F ⊆ C there is an assignment of elements of C to the symbols in Ω such
that the identity holds for all x1, . . . , xn, y1, . . . , yn ∈ F . A set of identities is non-trivial if
it cannot be satisfied in the clone of projections, that is, the clone which consists only of the
projections on a 2-element set.
We say that an algebra A (globally or locally) satisfies a Mal’cev condition if the function
clone of its term functions does. Note that in this notion of satisfaction, there is no connection
between the signature of the identities and the signature of the algebra – the functions in the
Mal’cev condition are existentially quantified and range over Clo(A).
More generally, a class of algebras over the same signature τ satisfies a Mal’cev condition
over Ω when there is an assignment from the symbols in Ω to the formal terms over τ such
that in every algebra of the class this assignment yields term functions satisfying the identity.
While this is a stronger requirement than all algebras of the class satisfying the identity
(via possibly different terms), the two notions coincide in the case of varieties, i.e., classes
of algebras closed under products, homomorphic images, and subalgebras, thanks to the
existence of a free algebra in the class. We remark that a considerable part of the literature is
formulated in terms of varieties rather than single algebras, we opted to formulate our results
using the latter notion, since oligomorphic algebras never form a variety.
An operation f on a set C is idempotent if f(c, . . . , c) = c for all c ∈ C. A function clone
(or an algebra) is idempotent if all of its functions are. It was shown by Taylor [18] that an
idempotent function clone C satisfies some non-trivial set of identities if and only if there is
n ≥ 1 such that the set of identities
t(x1,1, . . . , x1,n) ≈ t(y1,1, . . . , y1,n)
. . .
t(xn,1, . . . , xn,n) ≈ t(yn,1, . . . , yn,n)
is satisfied in C , where xi,i = x, yi,i = y, and xi,j, yi,j ∈ {x, y} for all 1 ≤ i, j ≤ n. Any
identities of this form are called Taylor identities, and any function satisfying such identities
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is called a Taylor function or, in case C is viewed as the clone of term functions of an algebra,
a Taylor term.
2.3. Relational structures. A first-order formula is primitive positive if it is logically equiv-
alent to an existentially quantified conjunction of atomic formulas. Since we are only going
to consider formulas over relational signatures, the atomic formulas are simply equalities of
variables or relational symbols applied to some variables. We use the usual convention to
write pp as a shortcut for primitive positive.
A relational structure A is ω-categorical if there is an, up to isomorphism, unique countable
model of the first-order theory of A. When A is countable, then this is equivalent to the
automorphism group Aut(A) of A being an oligomorphic group. A structure A is a model-
complete core if every endomorphism of A preserves all first-order formulas over A.
When n,m ≥ 1, R ⊆ Am, and f : An → A, then we say that f preserves R if r1, . . . , rn ∈ R
implies that f(r1), . . . , f(rn), calculated componentwise, is in R. An algebra (or a function
clone) preserves R if all of its operations do. The polymorphism clone of a relational structure
A, denoted Pol(A), is the function clone consisting of all finitary functions on A which preserve
all relations of A.
When a relation has a definition over a structure A via a pp formula, then it is preserved by
all functions in Pol(A). The converse holds when A is at most countable and ω-categorical, or
equivalently, when Pol(A) is oligomorphic. More generally, when I is a set and a relation on
AI (i.e., a subset of (AI)m for some m ≥ 1) is pp-definable in A, then the relation is preserved
by all functions in Pol(A)I . Again, the converse holds when A is ω-categorical and I is finite.
We call any structure on some power AI of A all of whose relations are pp-definable in A a
pp-power of A.
A subuniverse of a function clone C (or an algebra A) is a set S ⊆ C preserved by all
functions in C (or A).
2.4. Topology. A function clone C comes naturally equipped with a topology known as the
pointwise topology. The basic open sets in this topology are of the form
{f ∈ Cn | f(a
i
1, . . . a
i
n) = b
i for all 1 ≤ i ≤ m}
where n,m ≥ 1, bi ∈ C, and (ai1, . . . , a
i
n) ∈ C
n for all 1 ≤ i ≤ m. Equivalently, the topology
on Cn ⊆ C
Cn is the product topology of the discrete topology on C for all n ≥ 1, and then
the topology on C is the disjoint union topology of all Cn.
A function clone C then is (topologically) closed within the clone of all finitary functions
on C if and only if it is the polymorphism clone of a relational structure on C.
Using topology we can also give an alternative definition of a model-complete core for
ω-categorical structures: an ω-categorical relational structure A is a model complete core if
and only if Aut(A) is dense in the endomorphism monoid End(A) of A [7]. It can be shown,
assuming ω-categoricity, that A is a model-complete core if and only if every orbit of Aut(A)
acting on An is pp-definable in A for each n ≥ 1; this is the case if and only if every such
orbit is preserved by Pol(A).
It thus makes sense to call a function clone C a core if Gr(C ) is dense in the unary functions
of C . If C is a core clone, then it is routine to verify that so is C n for every n ≥ 1.
2.5. Pseudoloops. For the purpose of this paper a graph is a relational structure with a
single binary relation. A loop in a graph is an element of its domain which is related to
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itself. More generally, a loop in a relation (of possibly higher arity) is a constant tuple in that
relation.
When G is a permutation group acting on a set A, and R ⊆ Am is a relation on that set,
then a pseudo-loop of R with respect to G is a tuple (a1, . . . , am) ∈ R such that all a1, . . . , am
all lie in the same orbit of G . A pseudo-loop with respect to the trivial group consisting only
of the identity function is called a loop; in other words, a loop is a constant tuple. When A
is a function clone on domain A, then (a1, . . . , am) ∈ R is a pseudo-loop with respect to A if
it is a pseudo-loop with respect to Gr(A ).
For all k,m ≥ 2, we define Kmk to be the relational structure with domain D := {1, . . . , k}
and a single m-ary relation given by
{(x1, . . . , xm) ∈ D
m | xi 6= xj for some 1 ≤ i, j ≤ m} .
In particular, K2k is just a graph which forms a clique of size k.
Let A and B be two relational structures both with a single m-ary relation R and Q
respectively. A homomorphism from A to B, or homomorphism from R to Q, is f : A → B
such that whenever (x1, . . . , xm) ∈ R, then (f(x1), . . . , f(xm)) ∈ Q. We will be interested
in structures A such that some Kmn homomorphically maps into A. Note that when such a
homomorphism is not injective, then A has a loop.
3. A weakest non-trivial idempotent identity
In this section we provide an alternative proof to the main theorem of [14], which states
that there exists a set of non-trivial identities which any idempotent non-trivial algebra must
satisfy. We start by giving a generalization of the definition of a loop condition from [13].
Definition 3.1. A loop condition is a set L of identities which is of the form
f(x1,1, . . . , x1,n) ≈ f(x2,1, . . . , x2,n) ≈ · · · ≈ f(xm,1, . . . , xm,n) ,
where n ≥ 1, m ≥ 2, each xi,j is a variable from some finite set V , and f is an n-ary
function symbol. We call the numbers n and m the arity and the width of the loop condition,
respectively. Then
RL := {(x1,i, . . . , xm,i) | 1 ≤ i ≤ n} ⊆ V
m
is the (m-ary) relation associated with L; it contains n tuples.
Dually, given a relation R ⊆ V m, where V is a finite set and m ≥ 2, we assign to it a loop
condition LR
f(r1,1, . . . , r1,n) ≈ f(r2,1, . . . , r2,n) ≈ · · · ≈ f(rm,1, . . . , rm,n) ,
where (r1,1, . . . , rm,1), . . . , (r1,n, . . . , rm,n) is an enumeration of the tuples in R. The identities
depend on the enumeration, but only up to permutation of the variables of f . Since we are
interested in satisfaction of identities in function clones, and function clones are closed under
permutations of variables of their members, we may ignore this technicality, and speak of the
loop condition LR associated with R.
Observe that a loop condition L is trivial if and only if RL contains a loop, namely the
tuple (x1,i, . . . , xm,i), where 1 ≤ i ≤ n is the coordinate to which the projection satisfying L
projects. The next result exhibits the relation between loop conditions and loops in greater
generality.
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Propostion 3.2 (cf. [13, Proposition 1]). Let L be a loop condition of width m ≥ 2, arity
n ≥ 1, and variable set V , let RL be the associated relation, and let A be an algebra. The
following are equivalent:
(a) A satisfies L;
(b) for every R ⊆ (AA
V
)m preserved by AA
V
, if there is a homomorphism from RL to R,
then R has a loop;
(c) for every R ⊆ (AA
V
)m preserved by AA
V
, if there is an injective homomorphism from
RL to R, then R has a loop.
Proof. The proof is almost identical to Proposition 1 in [13], but we provide it for the conve-
nience of the reader. Let L be the loop condition
f(x1,1, . . . , x1,n) ≈ f(x2,1, . . . , x2,n) ≈ · · · ≈ f(xm,1, . . . , xm,n) .
Assume first that (a) holds, and let f ∈ Clo(A)n witness this fact. Let R as in (b) be given,
and let h : V → AA
V
be a mapping which sends tuples in RL to tuples in R. Recall that the
tuples in RL are precisely the tuples xi := (x1,i, . . . , xm,i), where 1 ≤ i ≤ n. We have that
f(h(x1), . . . , h(xn)) ∈ R since f preserves R; on the other hand, the tuple f(h(x1), . . . , h(xn))
is constant since f satisfies L, proving (b).
The implication from (b) to (c) is trivial.
Finally, suppose that (c) holds. Let h : V → AA
V
be the mapping which sends every
variable v in V to the projection πv in A
AV which projects any tuple in AV onto that same
variable. Let R′ be the image of RL under h; we can thus write R
′ = {r1, . . . , rn}, where
rj = (h(x1,j), . . . , h(xm,j)) for all 1 ≤ j ≤ n. Set
R := {f(r1, . . . , rn) | f ∈ Clo(A)n} .
Then R is preserved by Clo(A), and RL has an injective homomorphism into R
′ ⊆ R. Hence,
by (c) the relation R has a loop, which is by definition of the form f(r1, . . . , rn) for some
f ∈ Clo(A)n. This means that the loop is of the form
f((h(x1,1), . . . , h(xm,1)), . . . , (h(x1,n), . . . , h(xm,n))) ,
so that
f(h(x1,1), . . . , h(x1,n)) = · · · = f(h(xm,1), . . . , h(xm,n)) .
By the definition of h, this yields
f(πx1,1 , . . . , πx1,n) = · · · = f(πxm,1 , . . . , πxm,n) .
This means that f satisfies L. 
Let L,L′ be loop conditions. We say that L implies L′ if every algebra satisfying L also
satisfies L′.
Corollary 3.3. Let L,L′ be loop conditions of the same width m ≥ 2. Suppose that there
exists a homomorphism from RL to RL′ . Then L implies L
′.
Proof. Item (b) in Proposition 3.2 for L clearly implies the same statement for L′ by composing
homomorphisms. 
We remark that the truth of Corollary 3.3 can also be seen by identifying suitable variables
in any function of an algebra satisfying L.
Definition 3.4. For k,m ≥ 2, let Lmk be the loop condition associated with the relation K
m
k .
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Note that Lmk has width m, arity k
m − k, and k variables. Observe also that Olˇsa´k’s
identities
o(x, y, y, y, x, x) ≈ o(y, x, y, x, y, x) ≈ o(y, y, x, x, x, y)
from the introduction are a L32 loop condition.
In our proof of a weakest loop condition for idempotent algebras we will first derive L3ℓ
for some ℓ ≥ 1 in any non-trivial idempotent algebra, by purely syntactic composition of a
Taylor term. We then show that satisfaction of L3ℓ implies satisfaction of L
3
4.
For the first part, we will need the following notation. Let f, g be n-ary and m-ary opera-
tions, respectively, on the same domain. Then f ⋆ g is the mn-ary function given by
f ⋆ g(x1,1, . . . , x1,m, x2,1, . . . , xn,m) := f(g(x1,1, . . . , x1,m), . . . , g(xn,1, . . . , xn,m)).
Lemma 3.5. Let n ≥ 1, and let A be an idempotent algebra which has an n-ary Taylor term.
Then A satisfies L32n.
Proof. Since A satisfies some n-ary idempotent Taylor identities, it also satisfies a set of
identities
t(x1,1, . . . , x1,n) ≈ t(y1,1, . . . , y1,n)
. . .(2)
t(xn,1, . . . , xn,n) ≈ t(yn,1, . . . , yn,n)
such that
• xi,i 6= yi,i for all 1 ≤ i ≤ n;
• each identity contains precisely two variables;
• no variable occurs in two identities.
This is because for each of the n Taylor identities satisfied in A, we can insert different
variables for x and y without changing the fact that they are satisfied by its Taylor term. Let
V be the set of variables occurring in these identities; then |V | = 2n.
Let h := t ⋆ t ⋆ t; so we can write h = t(s1, . . . sn), where
si = t(t(zi,1,1, . . . , zi,1,n), . . . , t(zi,n,1, . . . , zi,n,n))
for all 1 ≤ i ≤ n. The variables of h then are given by (zi,j,k : 1 ≤ i, j, k ≤ n); we will
now insert three different sets of variables from V for them. Define, for all 1 ≤ i, j, k ≤ n,
z1i,j,k := xi,j, z
2
i,j,k := yi,j, and z
3
i,j,k := xj,k.
Since t is idempotent, inserting (z1i,j,k : 1 ≤ i, j, k ≤ n) for the variables (zi,j,k : 1 ≤ i, j, k ≤
n) of h, each si becomes t(xi,1, . . . , xi,n), and hence
h((z1i,j,k : 1 ≤ i, j, k ≤ n)) ≈ t(t(x1,1, . . . , x1,n), . . . , t(xn,1, . . . , xn,n)).
Similarly, we have
h((z2i,j,k : 1 ≤ i, j, k ≤ n)) ≈ t(t(y1,1, . . . , y1,n), . . . , t(yn,1, . . . , yn,n)).
It then follows from (2) that
h((z1i,j,k : 1 ≤ i, j, k ≤ n)) ≈ t(t(x1,1, . . . , x1,n), . . . , t(xn,1, . . . , xn,n))
≈ t(t(y1,1, . . . , y1,n), . . . , t(yn,1, . . . , yn,n))
≈ h((z2i,j,k : 1 ≤ i, j, k ≤ n)) .
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Finally, if we insert (z3i,j,k : 1 ≤ i, j, k ≤ n) for the variables of h, then each si becomes
t(t(x1,1, . . . , x1,n), . . . , t(xn,1, . . . , xn,n)) ,
independently of i. Hence, by the idempotency of t, we obtain again
h((z3i,j,k : 1 ≤ i, j, k ≤ n)) ≈ t(t(x1,1, . . . , x1,n), . . . , t(xn,1, . . . , xn,n)) .
Summarizing, we have that the identities
(3) h((z1i,j,k : 1 ≤ i, j, k ≤ n)) ≈ h((z
2
i,j,k : 1 ≤ i, j, k ≤ n)) ≈ h((z
3
i,j,k : 1 ≤ i, j, k ≤ n))
hold in A.
Next observe that for all 1 ≤ i, j, k ≤ n either i = j, and hence z1i,j,k = xi,i 6= yi,i = z
2
i,j,k;
or i 6= j in which case z1i,j,k = xi,j 6= xj,k = z
3
i,j,k. Thus, the relation associated with the loop
condition (3) is a subset of V 3 \ {(v, v, v) | v ∈ V }, and hence homomorphically maps into
the latter (via the identity function). Hence, A satisfies L32n by Corollary 3.3. 
It follows from Corollary 3.3 that Lmk implies L
m
k+1, for all m,k ≥ 2, so that for a fixed
width m ≥ 2 these conditions could become, in theory, strictly weaker with increasing arity.
We now show that this is almost never the case.
Lemma 3.6. Let A be an algebra, let m ≥ 2, and let k ≥ max(4,m+1). If A satisfies Lmk+1,
then it also satisfies Lmk .
Proof. Set B := AA
k
. Let R ⊆ Bm be such that R is preserved by B and such that Kmk , the
relation associated with Lmk , has an injective homomorphism to R. Let c1, . . . , ck ∈ B be the
elements in the image of that homomorphism. By Proposition 3.2 it is sufficient to show that
R has a loop.
For every ℓ ≥ 1, let φRℓ (z1, . . . , zℓ) be the primitive positive formula∧
1≤i1,...,im≤ℓ, not all equal
R(zi1 , . . . , zim) .
If R contains no loops, then φRℓ (z1, . . . , zℓ) asserts that z1, . . . , zℓ are distinct and induce K
m
ℓ
in R. Define Q ⊆ (B2)m by ((a1, b1), . . . , (am, bm)) ∈ Q if and only if there exist elements
x1, . . . , xk−1 ∈ B such that
(a) φRk+2−m(xm, . . . , xk−1, am, bm) holds;
(b) φR3 (xi, ai, bi) holds for all 1 ≤ i ≤ m− 1;
(c) for all distinct 1 ≤ i, j ≤ k − 1 and all y3, . . . , ym ∈ {x1, . . . , xk−1, a1, b1, . . . , am, bm}
the tuple (xi, xj , y3, . . . , ym), as well as all of its permutations, is in R.
Then (B2, Q) is a pp-power of (B,R), and therefore is preserved by B2.
Let S = {(c1, c2), . . . , (ck−1, ck), (ck, c1), (c1, c3)}. Then |S| = k + 1, and since k ≥ 4, for
all distinct (a, b) and (a′, b′) in S we have that {a, b} 6= {a′, b′}. We will next show that
φ
Q
k+1((c1, c2), . . . , (ck−1, ck), (ck, c1), (c1, c3)) holds. To this end, let (a1, b1), . . . , (am, bm) ∈ S
be not all the same; then (ai, bi) 6= (am, bm) for some 1 ≤ i ≤ m− 1, and we assume without
loss of generality that i = 1. We have to show that Q((a1, b1), . . . , (am, bm)) holds.
Choose x1 ∈ {am, bm} \ {a1, b1}. Next, pick inductively for all 2 ≤ j ≤ m − 1 an el-
ement xj ∈ {c1, . . . , ck} \ {aj , bj , x1, . . . , xj−1}; this is possible since k ≥ m + 1. Then
|{am, bm, x1, . . . , xm−1}| ≤ m as x1 ∈ {am, bm}, and so for each m ≤ j ≤ k − 1, we
can pick a distinct element xj from {c1, . . . , ck} \ {am, bm, x1, . . . , xm−1}. It follows from
the above assignment that x1, . . . , xk−1, a1, b1, . . . , am, bm ∈ {c1, . . . , ck}, and so in order
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for (a) and (b) to hold we only need to observe that the set of variables listed in each of
the conditions contains no repetitions. But this follows from the fact that ai 6= bi for all
1 ≤ i ≤ m and the assignment specified above. Finally, (c) holds as xi 6= xj for all distinct
1 ≤ i, j ≤ k − 1. Hence, Q((a1, b1), . . . , (am, bm)) holds indeed, and so we have shown that
φ
Q
k+1((c1, c2), . . . , (ck−1, ck), (ck, c1), (c1, c3)) holds.
The latter implies that Kmk+1, i.e., the relation associated with the loop condition L
m
k+1,
homomorphically maps into Q. Since Q is preserved by B2, and B2 satisfies Lmk+1 since it is
a power of A, it follows from Proposition 3.2 that Q contains a loop ((a, b), . . . , (a, b)), where
(a, b) ∈ B2. By the definition of Q, this means that there exist x1, . . . , xk−1 ∈ B such that
(a) φRk+2−m(xm, . . . , xk−1, a, b) holds;
(b) φR3 (xi, a, b) holds for all 1 ≤ i ≤ m− 1;
(c) for all distinct 1 ≤ i, j ≤ k − 1 and all y3, . . . , ym ∈ {x1, . . . , xk−1, a, b} the tuple
(xi, xj , y3, . . . , ym), as well as all of its permutations, is in R.
It is routine to verify that under these conditions φRk+1(x1, . . . , xk−1, a, b) holds. This in turn
implies that Kmk+1, the relation associated with the loop condition L
m
k+1, homomorphically
maps into R. Since B satisfies that loop condition, R has a loop by Proposition 3.2. 
It follows from Lemma 3.6 that there is a weakest non-trivial loop condition of every fixed
width.
Corollary 3.7. Let A be an algebra which satisfies some non-trivial loop condition of width
m ≥ 2. Then A satisfies Lmmax(4,m+1).
Proof. Let L be a non-trivial loop condition of width m which is satisfied by A, and denote
its variable set by V . Then RL homomorphically maps into K
m
ℓ , for any ℓ ≥ |V |. Hence, A
satisfies Lmℓ by Proposition 3.2, and whence also L
m
max(4,m+1) by Lemma 3.6. 
Combining this with Lemma 3.5 gives us the desired result.
Theorem 3.8. Let A be an idempotent algebra which satisfies a non-trivial set of identities.
Then A also satisfies L34.
Proof. By Taylor’s theorem, A has a Taylor term of some arity n ≥ 1. By Lemma 3.5, A
then satisfies L32n. By Corollary 3.7, this in turn implies that A satisfies L
3
4. 
We have seen that for a fixed width m ≥ 1, there is a weakest loop condition, namely
Lmm+1 (Corollary 3.7). By repeating the last equation of the loop condition, and applying
Proposition 3.2, it is also easy to see that Lmk implies L
m+1
k for all k ≥ 2. We now show that
the converse it not true, meaning that loop conditions generally become strictly weaker with
increased width.
Lemma 3.9. Let m ≥ 2. Let F be the free algebra, over a countable set V of generators, with
a single (m+1)-ary operation symbol t required to satisfy the weak near unanimity identities2
t(x, y, . . . , y) ≈ t(y, x, y, . . . , y) ≈ · · · ≈ t(y, . . . , y, x) .
Let uki for 1 ≤ i ≤ m+1 and 1 ≤ k ≤ m be in F . If t(u
1
1, . . . , u
1
m+1) = · · · = t(u
m
1 , . . . , u
m
m+1),
then there exists 1 ≤ i ≤ m+ 1 such that u1i = · · · = u
m
i .
2The term weak near unanimity operation is commonly used for operations which satisfy the identities given
here and which are moreover idempotent; we do not require, nor desire, idempotency here.
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Proof. Fix 2 ≤ k ≤ m, and consider the equality t(u11, . . . , u
1
m+1) = t(u
k
1 , . . . , u
k
m+1). By the
definition of equality in the free algebra F, when represented by its action on terms over the
symbol t, we have that there exist 1 ≤ ik, jk ≤ m + 1 such that u
1
ik
= ukjk and such that
u1i = u
k
j for all 1 ≤ i, j ≤ m+ 1 with i 6= ik and j 6= jk.
In particular, there exists u ∈ F such that for every 1 ≤ k ≤ m there exists at most one
index 1 ≤ j ≤ m + 1 such that ukj 6= u. Picking any 1 ≤ i ≤ m + 1 which never appears as
this index proves the lemma. 
Lemma 3.10. Let m ≥ 2. Then the (m+1)-ary weak near unanimity loop condition does not
imply any non-trivial loop condition of width m; that is, the free algebra F as in Lemma 3.9
satisfies no non-trivial loop condition of width m.
Proof. Consider any non-trivial loop condition
(4) f(x1,1, . . . , x1,n) ≈ f(x2,1, . . . , x2,n) ≈ · · · ≈ f(xm,1, . . . , xm,n)
of width m, and suppose it is satisfied in F. We pick a term over the symbol t of smallest
possible depth such that the corresponding term function in Clo(F) satisfies the loop condi-
tion; abusing notation, we denote both the term as well as the term function in Clo(F) which
it induces by f . As the loop condition is not trivial, the term f is not a variable, hence we
can write f = t(u1, . . . , um+1), where u1, . . . , um+1 have all smaller depth than f . In F, we
have
t(u1(x1,1, . . . , x1,n), . . . , um+1(x1,1, . . . , x1,n)) = t(u1(x2,1, . . . , x2,n), . . . , un+1(x2,1, . . . , x2,n))
. . .
= t(u1(xm,1, . . . , xm,n), . . . , un+1(xm,1, . . . , xm,n)) .
Hence it follows from Lemma 3.9 that there exists 1 ≤ i ≤ m+ 1 such that
ui(x1,1, . . . , x1,n) ≈ · · · ≈ ui(xm,1, . . . , xm,n) .
Therefore, ui satisfies the loop condition (4), but is of smaller depth than f ; a contradiction.

Corollary 3.11. Let m ≥ 2. Then Lm+12 does not imply any non-trivial loop condition of
width m, i.e., there exists an algebra which satisfies Lm+12 but no non-trivial loop condition
of width m.
Proof. By Proposition 3.2, the weak near unanimity loop condition of width m + 1 implies
Lm+12 ; on the other hand, by Lemma 3.10 it does not imply any non-trivial loop condition of
width m, and the claim follows. 
4. Pseudo-loop conditions
Definition 4.1. A pseudo-loop condition is a set P of identities which is of the form
u1 ◦ f(x1,1, . . . , x1,n) ≈ u2 ◦ f(x2,1, . . . , x2,n) ≈ · · · ≈ um ◦ f(xm,1, . . . , xm,n) ,
where n ≥ 1, m ≥ 2, each xi,j is a variable from some finite set V , f is an n-ary function
symbol, and u1, . . . , um are unary function symbols.
The width m and arity n of a pseudo-loop condition are defined as for loop conditions, and
so is the relation RP associated with it. For m,k ≥ 2, we define pL
m
k to be the pseudo-variant
of the Lmk loop condition, or in other words, the pseudo-loop condition whose associated
relation is Kmk .
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Note that a loop condition is non-trivial if and only if its pseudo-variant is. The precise
analogue of Proposition 3.2 holds for pseudo-loop conditions in core clones and pseudo-loops
in relations. However, we will in this section be interested in implications between pseudo-loop
conditions which might not hold for arbitrary algebras, but do hold under oligomorphicity
and topological closedness. We therefore formulate a variant for this restricted context where,
thanks to compactness, only relations on finite powers of clones have to be considered.
Propostion 4.2. Let P be a pseudo-loop condition of width m ≥ 2 and arity n ≥ 1, and let
A be a closed oligomorphic core clone. The following are equivalent:
(a) C satisfies P locally;
(b) C satisfies P ;
(c) for every N ≥ 1 and every R ⊆ (CN )m preserved by CN , if there is a homomorphism
from RP to R, then R has a pseudo-loop with respect to C ;
(d) for every N ≥ 1 and every R ⊆ (CN )m preserved by CN , if there is an injective
homomorphism from RP to R, then R has a pseudo-loop with respect to C .
Proof. Suppose that
u1 ◦ f(x1,1, . . . , x1,n) ≈ u2 ◦ f(x2,1, . . . , x2,n) ≈ . . . ≈ um ◦ f(xm,1, . . . , xm,n)
is the pseudo-loop condition P , and write V := {x1,1, . . . , xm,n}; so RP ⊆ V
m.
The argument that (a) implies (b) is analogous to the one in [6, Lemma 4.2].
The proof that (b) implies (c) is basically identical with the corresponding argument that
(a) implies (b) in Proposition 3.2, but we repeat it for the convenience of the reader. Since
P is satisfied in C , it is also satisfied in CN ; we will identify the symbols f, u1, . . . , um with
the functions in CN which witness the satisfaction. Fix a mapping h : V → CN which is a
homomorphism from RP to R. Setting ai := f(h(xi,1), . . . , h(xi,n)) ∈ C
N for all 1 ≤ i ≤ m, we
have u1(a1) = · · · = um(am). Moreover, since h is a homomorphism and since R is preserved
by f it also follows that (a1, . . . , am) ∈ R. Finally, C being a core clone implies that C
N is
also a core clone. Hence there are α1, . . . , αm ∈ Gr(C
N ) such that α1(a1) = α2(a2) = . . . =
αm(am). Therefore (a1, . . . , am) is a pseudo-loop of R with respect to C
N .
It is trivial that (c) implies (d).
To see that (d) implies (a), let F ⊆ C be finite. Let h : V → CF
V
be the mapping which
sends every variable v in V to the projection
πv : F
V → C, t 7→ t(v)
onto v. Let R′ be the image of RL under h; we can thus write R
′ = {r1, . . . , rn}, where
rj = (h(x1,j), . . . , h(xm,j)) for all 1 ≤ j ≤ n. Set
R := {f(r1, . . . , rn) | f ∈ C
FV
n } .
Then R is preserved by C F
V
, and h witnesses that RL has an injective homomorphism into
R′ ⊆ R. Hence, by (c) and since F V is finite, the relation R has a pseudo-loop, which is
by definition of the form f(r1, . . . , rn) for some f ∈ C
FV
n . Expanding, this means that the
pseudo-loop is of the form
f((h(x1,1), . . . , h(xm,1)), . . . , (h(x1,n), . . . , h(xm,n))) ,
so that
f(h(x1,1), . . . , h(x1,n)), . . . , f(h(xm,1), . . . , h(xm,n))
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all belong to the same orbit with respect to the action of Gr(C F
V
). Hence,
u1(f(h(x1,1), . . . , h(x1,n))) = · · · = um(f(h(xm,1), . . . , h(xm,n)))
for some u1, . . . , um ∈ Gr(C
FV ). By the definition of h, this yields
u1(f(πx1,1 , . . . , πx1,n)) = · · · = um(f(πxm,1 , . . . , πxm,n)) .
But this means that u1, . . . , um, f , viewed as functions of C , witness the satisfaction of P on
F . Since F was arbitrary, C satisfies P locally.

It is not clear that the precise analogue of Lemma 3.6 holds for pseudo-loop conditions in
general. Under the additional assumptions of topological closedness and oligomorphicity, it
does hold for core clones. The proof is similar to that of Lemma 3.6, but uses (indirectly)
induction over the number of orbits of the group action. It is also worthwhile remarking that
the proof moreover fails for m > 2; but as we shall see later, there is a satisfactory substitute
showing a stronger statement in this restricted context.
Lemma 4.3. Let C be a closed oligomorphic core clone satisfying pL2k+1, where k ≥ 4. Then
C satisfies pL2k.
Proof. To prove the lemma, by Proposition 4.2 it is sufficient to demonstrate that for allN ≥ 1
and every R ⊆ (CN )2 preserved by CN , if there is an injective homomorphism from K2k to
R, then R has a pseudo-loop. We proceed by contradiction. Suppose therefore that there
exist N ≥ 1 and R ⊆ (CN )2 preserved by CN such that there is an injective homomorphism
from K2k to R, but R has no pseudo-loop. Since C
N is oligomorphic and every subuniverse
of CN is a union of orbits of Gr(CN ), it follows that CN has finitely many subuniverses.
Hence, by restricting CN and R to a subuniverse of CN if necessary, we may assume that no
restriction of R to a subuniverse of CN contains an injective homomorphism from K2k to R.
For notational convenience, we set D := CN , and D := CN .
In the following, the pp formula φRℓ is defined as in the proof of Lemma 3.6. Define
Q ⊆ (D2)2 by ((a1, b1), (a2, b2)) ∈ Q if and only if there exist elements x1, . . . , xk−1 ∈ D such
that
(a) φRk−1(x1, . . . , xk−1) holds;
(b) φRk (x2, . . . , xk−1, a2, b2) holds;
(c) φR3 (x1, a1, b1) holds.
Then (D2, Q) is a pp-power of (D,R), and so is preserved by D2. We proceed exactly as in
Lemma 3.6 in the case where m = 2, and conclude that K2k+1 homomorphically maps into Q.
Recall that K2k+1 is the associated relation of L
2
k+1. Since Q is preserved by D
2, the fact
that D satisfies L2k+1 therefore implies that Q has a pseudo-loop, by Proposition 4.2. Denote
this pseudoloop by ((γ(xk), γ(xk+1)), (xk, xk+1)), where γ ∈ Gr(D), and (xk, xk+1) ∈ D
2. By
the definition of Q, this means that there exist x1, . . . , xk−1 ∈ D such that
(a) φRk−1(x1, . . . , xk−1) holds;
(b) φRk (x2, . . . , xk+1) holds;
(c) φR3 (x1, γ(xk), γ(xk+1)) holds.
Let O be the orbit of x1 with respect to Gr(D), and set O
+ := {d ∈ D | ∃q ∈ O (R(q, d))}.
It follows from (a) and (c) that x2, . . . , xk+1 ∈ O
+. Since D is a core, O is pp-definable by
D , and so is O+ since its definition from O is primitive positive. Hence, O+ is a subuniverse
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of D . By (b), O+ contains a homomorphic image of K2k. Our minimality assumption on the
counterexample then implies D = O+, and in particular, x1 ∈ O
+. Hence, by the definition
of O+, there is β ∈ Gr(D) such that (x1, β(x1)) ∈ R, contradicting the assumption that R
has no pseudo-loops. 
For n ≥ 1, we call sets of identities of the following form pseudo-Taylor identities of arity
n:
u1 ◦ t(x1,1, . . . , x1,n) ≈ v1 ◦ t(y1,1, . . . , y1,n)
. . .(5)
un ◦ t(xn,1, . . . , xn,n) ≈ vn ◦ t(yn,1, . . . , yn,n)
where t is an n-ary functional symbol, xi,i = x, yi,i = y, and xi,j, yi,j ∈ {x, y} for all 1 ≤ i, j ≤
n.
The following is an adaptation, to the oligomorphic context, of an unpublished trick due
to M. Olˇsa´k, which he used in order to provide a new proof of the theorem stating that every
finite idempotent algebra with a Taylor term satisfies L23.
Lemma 4.4. Let C be a closed oligomorphic core clone. Let n ≥ 1, and suppose that C
satisfies a set of n-ary pseudo-Taylor identities. If R ⊆ C2 is a binary relation preserved by
C such that K22n homomorphically maps to R, then R has a pseudo-loop with respect to C .
Proof. Suppose that there exists a counter-example to the statement of the lemma, consisting
of a closed oligomorphic core clone C and a relation R satisfying the assumptions, but without
a pseudo-loop. Since C is oligomorphic and every subuniverse of C is a union of orbits of
Gr(C ), it follows that C has finitely many subuniverses. Hence, by restricting C and R to
a subuniverse of C if necessary, we may assume that no restriction of R to a subuniverse of
C admits a homomorphism from K22n. Let t ∈ Cn be a pseudo-Taylor term, i.e., it witnesses,
together with unary functions u1, . . . un, v1, . . . vn ∈ C , the satisfaction of the identities (5).
Since any homomorphism from K22n to R which is not an embedding would yield a loop in R,
there is a set S := {a1, . . . , an, b1, . . . bn} ⊆ C inducing K
2
2n in R.
Recall that x and y are the variables in (5), and define for all 1 ≤ i ≤ n assignments
φi, ψi : {x, y} → S to these variables defined by φi(x) = ψi(y) := ai and φi(y) = ψi(x) := bi.
By (5), and since Gr(C ) is dense in the unary functions of C , it follows that there exist
α1, . . . , αn ∈ Gr(C ) such that
t(φ1(x1,1), . . . , φ1(x1,n)) = α1 ◦ t(φ1(y1,1), . . . , φ1(y1,n))
. . .(6)
t(φn(xn,1), . . . , φn(xn,n)) = αn ◦ t(φn(yn,1), . . . , φn(yn,n)).
Moreover, any two elements among
t(φ1(x1,1), . . . , φ1(x1,n))
t(ψ1(x1,1), . . . , ψ1(x1,n))
. . .(7)
t(φn(xn,1), . . . , φn(xn,n))
t(ψn(xn,1), . . . , ψn(xn,n))
are related in R. To see this, note that R is preserved by t and that every argument of t
which appears in this list is an element of S, which induces K22n. Hence it is sufficient to show
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that for every 1 ≤ j ≤ n the elements φ1(x1,j), ψ1(x1,j), . . . , φn(xn,j), ψn(xn,j) are pairwise
distinct. This is true for all the pairs φi(xi,j), ψi(xi,j) ∈ {ai, bi}, since φi(xi,j) = ai if and only
if ψi(xi,j) = bi; moreover, the range of φi is disjoint from that of φk and that of ψk whenever
i 6= k, and vice-versa. Since R does not contain any loop, it follows that the elements of (7)
are pairwise distinct and induce K22n in R.
We next claim that t(a1, . . . , an) is related in R to t(ψi(xi,1), . . . , ψi(xi,n)) for all 1 ≤ i ≤ n.
To this end, note that whenever j 6= i, then aj is obviously related to ψi(xi,j) ∈ {ai, bi};
moreover, ai is related to ψi(xi,i) = ψi(x) = bi, so that the claim follows from the preservation
of R by t.
Similarly, t(a1, . . . , an) is related in R to t(φi(yi,1), . . . , φi(yi,n)) for all 1 ≤ i ≤ n; this time,
we use the fact that φi(yi,i) = bi. Hence, by (6), we see that αi(t(a1, . . . , an)) is related to
αi(t(φi(yi,1), . . . , φi(yi,n))) = t(φi(xi,1), . . . , φi(xi,n)) .
It follows that every element listed in (7) is related to an element in the orbit O of
t(a1, . . . , an). Since C is a core clone, O is preserved by C , and hence so is the set of its
neighbors O+ := {c ∈ C | ∃q ∈ O(R(q, c))}, since this definition is primitive positive. Since R
has no pseudo-loop, O+ is a proper subuniverse of C . By the above, the elements in (7) are
contained in O+. Since they induce K22n in R, this contradicts our minimality assumption. 
Although the proof of Lemma 4.3 which reduces the arity of pseudo-loop conditions only
works for width 2, the following lemma implies in particular that we can reduce the width m
of an arbitrary loop condition down to 2, where we can then apply Lemma 4.3.
Lemma 4.5. Let C be a closed oligomorphic core clone, and let n ≥ 1. If C has an n-ary
pseudo-Taylor term, then it satisfies pL22n.
Proof. Let N ≥ 1, let R ⊆ (CN )2 be preserved by CN , and suppose K22n homomorphically
maps into R. Then R has a pseudo-loop by Lemma 4.4. The lemma thus follows from
Proposition 4.2. 
Theorem 4.6. Let C be a closed oligomorphic core clone which has a pseudo-Taylor term.
Then C satisfies pL24.
Proof. This is a direct consequence of Lemmas 4.5 and 4.3. 
Lemma 4.7. Let C be a closed oligomorphic core clone which satisfies a non-trivial set of
h1 identities. Then C has a pseudo-Taylor term.
Proof. Let
f1(x1, . . . , xn) ≈ g1(x1, . . . , xn)
. . .(8)
fm(x1, . . . , xn) ≈ gm(x1, . . . , xn)
be a non-trivial set of h1 identities satisfied by C . Let F ⊆ C be finite. Then there exist
α1, . . . , αm ∈ Gr(C ) such that the functions αi ◦ fi and αi ◦ gi are idempotent on F , for all
1 ≤ i ≤ m; moreover, these functions still satisfy above identities, so that we may assume
that the original functions were idempotent on F . Set t := f1 ⋆ · · · ⋆ fm ⋆ g1 ⋆ · · · ⋆ gm, and let
ℓ := n2m be its arity. Then for all 1 ≤ i ≤ m, we have that
fi(x1, . . . , xn) = u
i,f ◦ t(zi,f1 , . . . , z
i,f
ℓ )(9)
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for some unary function ui,f ∈ C and a suitable choice of variables zi,f1 , . . . , z
i,f
ℓ ∈ {x1, . . . , xn};
a similar statement holds for gi. Hence, we have that the system of identities
u1,f ◦ t(z1,f1 , . . . , z
1,f
ℓ ) ≈ u
1,g ◦ t(z1,g1 , . . . , z
1,g
ℓ )
. . .
um,f ◦ t(zm,f1 , . . . , z
m,f
ℓ ) ≈ u
m,g ◦ t(zm,g1 , . . . , z
m,g
ℓ )
holds in C . This system is non-trivial: if t could be assigned an ℓ-ary projection, and the
unary symbols ui,f , vi,f the identity, so that the identities of the system become true equations,
then also the system (8) would be satisfiable by projections, by virtue of (9). Non-triviality
means that for every 1 ≤ j ≤ ℓ there exists 1 ≤ i ≤ m such that zi,fj 6= z
i,g
j . Pick one such i
for each j, and call it φ(j). By repeating identities (and thus enlarging m), this assignment
φ : {1, . . . , ℓ} → {1, . . . ,m} can be made injective, by deleting identities, it can be made
bijective, so then m = ℓ. The system of identities obtained by replacing, for all 1 ≤ j ≤ ℓ,
all occurrences of the variable z
φ(i),f
j in the φ(i)-th identity by x, and all other variables of
that identity by y, is still satisfied by t in C , and shows that t satisfies a set of pseudo-
Taylor identities on F . Since F was arbitrary, and the shape of the pseudo-Taylor identities
obtained does not depend on F , but only on the shape of the system of h1 identities, the
same pseudo-Taylor identities are satisfied on every finite set (though possibly by different
terms). The proof in [6, Lemma 4.2], already invoked in Proposition 4.2, then shows that
these pseudo-Taylor identities are satisfied in C . 
Theorem 4.8. Let C be a closed oligomorphic core clone which satisfies a non-trivial set of
h1 identities. Then C satisfies pL24.
Proof. This is the direct consequence of Lemma 4.7 and 4.6. 
5. Discussion
5.1. From local to global. While we have derived pL24 from any non-trivial set of h1 identi-
ties for closed oligomorphic core clones, it is known that the local satisfaction of such identities
would already be sufficient to obtain pL23. However, the proof of this fact uses the pseudo-loop
lemma from [6, 5], the proof of which contains a part (precisely, Lemma 3.5 in [6]) which is
still considered non-satisfactory due to its ad hoc nature. The following theorem shows that
in the case of local Taylor identities, which is a stronger assumption, we can derive pL23 while
avoiding that part.
Theorem 5.1. Let C be a closed oligomorphic core clone which satisfies Taylor identities
locally, i.e., for every finite set F ⊆ C there is a function in C satisfying some set of Taylor
identities on F . Then C satisfies pL23.
Proof. Let N ≥ 1, let R ⊆ (CN )2 be preserved by CN , and suppose that R contains a
homomorphic image of K23. By Proposition 4.2, it is sufficient to show that R has a pseudo-
loop. Suppose that this is not the case.
By the same argument as in the Steps 0 – 4 of [6, Lemma 3.1], we may assume that R
contains no diamonds, that is, there are no distinct x1, x2, x3, x4 ∈ C
N such that {x1, x2, x3}
and {x2, x3, x4} both induce K
2
3. Pick a, b, c ∈ C
N inducingK23 in R, and let t be a local Taylor
term on {a, b, c}. Denoting the arity of t by n, we then have that t is a homomorphism from
(K23)
n to R. By [9, Claim 3, Subsection 3.2], the image S of {a, b, c} under t then must induce
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a graph isomorphic to (K23)
m for some 1 ≤ m ≤ n, and so there is a graph homomorphism φ
from this induced graph to the graph K23 induced by {a, b, c}.
Therefore, function φ ◦ t : {a, b, c}n → {a, b, c} preserves the relation R (restricted to
{a, b, c}). Since t satisfies some Taylor identities on {a, b, c}, so does φ ◦ t. It is, however,
well-known that all polymorphisms of K23 depend on only one variable; a contradiction. 
One elegant way to obtain pL24 from the local satisfaction of non-trivial sets of h1 identities
for closed oligomorphic core clones could be to show that this assumption implies a pseudo-
Taylor term of some large arity, and then apply Theorem 4.6. Another way would be to
generalize the proof of Theorem 5.1 to this more general situation, perhaps deriving a loop
condition pLmk of larger width or arity, and then applying Theorem 4.6. We do, however, not
dispose of such proofs, and leave this note as a suggestion for future work.
5.2. Low arity loop conditions. We have seen that for each fixed width m ≥ 1, there
exists a weakest non-trivial loop condition, namely Lmm+1. All loop conditions L
m
k , where
k ≥ m + 1 are equivalent to it; it would be interesting to know how the loop conditions Lmk
for 2 ≤ k ≤ m relate to Lmm+1, and to each other.
5.3. Pseudoloop conditions. We have shown that the pseudo-loop conditions of width 2
corresponding to graphs which are cliques of size at least 4 are all equivalent (in the context
of closed oligomorphic core clones). In the case of loop conditions, M. Olˇsa´k has proven the
equivalence of all conditions corresponding to odd undirected cycles [13], which, together with
the equivalence of conditions corresponding to cliques, then easily yields the equivalence of all
loop conditions whose relation is a non-bipartite undirected graph. The case of undirected odd
cycles remains open for pseudo-loop conditions, and the equivalence of pseudo-loop conditions
whose relations is a non-bipartite undirected graph figures among the most interesting open
problems in this direction.
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