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ABSTRACT
We investigate the evolution of mass-selected early-type field galaxies using a sample
of 28 gravitational lenses spanning the redshift range 0 . z . 1. Based on the redshift-
dependent intercept of the fundamental plane in the rest frame B band, we measure
an evolution rate of d log(M/L)B/dz = −0.56 ± 0.04 (all errors are 1σ unless noted)
if we directly compare to the local intercept measured from the Coma cluster. Re-
fitting the local intercept helps minimize potential systematic errors, and yields an
evolution rate of d log(M/L)B/dz = −0.54 ± 0.09. An evolution analysis of properly-
corrected aperture mass-to-light ratios (defined by the lensed image separations) is
closely related to the Faber-Jackson relation. In rest frame B band we find an evolution
rate of d log(M/L)B/dz = −0.41 ± 0.21, a present-day characteristic magnitude of
M∗0 = −19.70 + 5 log h± 0.29 (assuming a characteristic velocity dispersion of σDM∗ =
225 km s−1), and a Faber-Jackson slope of γFJ = 3.29 ± 0.58. The measured evolution
rates favor old stellar populations (mean formation redshift 〈zf 〉 > 1.8 at 2σ confidence
for a Salpeter initial mass function and a flat Ωm = 0.3 cosmology) among early-type
field galaxies, and argue against significant episodes of star formation at z < 1.
Subject headings: galaxies: elliptical and lenticular, cD – galaxies: evolution – gravita-
tional lensing
1. Introduction
In recent years, enormous progress has been made in tracing the evolution of the formation rate
of massive stars with cosmic epoch (e.g., Madau, Pozzetti & Dickinson 1998 and references therein).
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Although these massive stars initially dominate the luminosity of stellar systems, particularly the
ionizing luminosity, they represent a negligible fraction of the overall stellar mass in galaxies.
Tracing the formation history of the lower mass stars is more difficult, but it is necessary if we are
to have a complete picture of the star-formation history of the universe. One means for tracing
the formation history of these stars is to follow the evolution of the mass-to-light ratios of galaxies
with redshift. Because studying evolution using mass-to-light ratios requires a determination of the
galaxy mass or a surrogate for the mass, this approach has developed slowly due to the difficulty
in measuring the rotation curves (e.g., Vogt et al. 1996; Ziegler et al. 2002) or velocity dispersions
(e.g., van Dokkum & Franx 1996) of galaxies at intermediate redshift.
Most of the progress has been made in studies of early-type galaxies. It has long been known
that the remarkable homogeneity of these galaxies is a powerful constraint on formation models.
First, the population exhibits very uniform colors both locally (e.g., Bower, Lucey & Ellis 1992)
and at z ∼ 1 (e.g., Ellis et al. 1997; Stanford, Eisenhardt & Dickinson 1998). Second, the early-type
galaxies follow a tight correlation among central velocity dispersion, effective (half-light) radius,
and surface brightness known as the fundamental plane (FP; Djorgovski & Davis 1987; Dressler et
al. 1987). The scatter in the FP, which is closely related to the scatter in mass-to-light ratio, is
locally small (e.g., Jorgensen, Franx & Kjaergaard 1996; Pahre, Djorgovski & de Carvalho 1998a;
Bernardi et al. 2001), does not evolve significantly with redshift (e.g., van Dokkum & Franx 1996;
Kelson et al. 1997; Pahre, Djorgovski & de Carvalho 2001), and shows little dependence on the
environment (e.g., van Dokkum et al. 1998, 2001; Kochanek et al. 2000; Treu et al. 2001).
In modern theoretical models of galaxy formation, (e.g., White & Rees 1978; Davis et al. 1985;
Kauffmann, White & Guiderdoni 1993; Cole et al. 1994; Kauffmann 1996), early-type galaxies are
assembled via the mergers of late-type galaxies. Support for the hierarchical clustering model is
provided by the observation that high-redshift clusters exhibit both increased merger rates (e.g.,
Lavery & Henry 1988; Dressler et al. 1994; Couch et al. 1998; van Dokkum et al. 1999, 2000) and
decreased fractions of elliptical galaxies (e.g., Dressler et al. 1997; Couch et al. 1998; van Dokkum
et al. 2000; see Fabricant, Franx & van Dokkum 2000 for insightful criticism) compared to their
present-day counterparts. Semi-analytic CDM models (Baugh, Cole & Frenk 1996; Kauffmann
1996; Kauffman & Charlot 1998) further predict that early-type galaxies in the field should contain
recently-formed (zf < 1) stellar populations, while those in clusters should have significantly older
stellar populations. Local observational studies have difficulty separating the effects of age and
metallicity (e.g., Faber 1973; Worthey 1994; Trager et al. 2000), but such degeneracies can be
broken by measuring the evolution of mass-to-light ratios with redshift.
Morphological evolution can complicate attempts to study the stellar evolution if the number
density of massive early-type galaxies evolves rapidly to redshift unity (e.g., Kauffmann 1996;
van Dokkum & Franx 2001). For example, a paucity of E/S0 galaxies with young blue stars
out to z ∼ 1 may be produced by several different star-formation and merger histories. First,
all early-type galaxies could have been assembled at very high redshift (e.g., z ∼ 3). Here the
stars of z < 1 E/S0 galaxies look old because the galaxies themselves are old. Second, some
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early-type galaxies could have been assembled more recently (e.g., z < 1) from galaxies that
had old stars and no ongoing star-formation prior to the merger (e.g., van Dokkum et al. 1999,
2000). The assembly age of the E/S0 galaxies would be much lower than the stellar age in this
scenario, but the stellar age derived from early-types out to z ∼ 1 would accurately represent the
stellar age among all progenitors of present-day early-type galaxies. Finally, some E/S0s could be
assembled at z < 1 through the mergers of star-forming late-type galaxies. In this case, a range
of assembly times leads to an evolving distribution of stellar formation times for the early-type
population. As one moves to higher redshifts, the younger present-day early-type galaxies have
yet to be assembled from their smaller, star-forming progenitor galaxies and do not appear in the
higher redshift E/S0 samples. Consequently, by considering only early-type galaxies out to z ∼ 1,
the sample will be biased toward the oldest progenitors of the present-day population, leading to
an under-estimate of the luminosity evolution rate and an over-estimate of the mean stellar age.
The possible magnitude of the progenitor bias in clusters is investigated in detail by van Dokkum
& Franx (2001), who demonstrate that the observed evolution may be under-estimated by as much
as ∆ log(M/L)B ∼ 0.1z in cluster environments. The true effect of progenitor bias may be much
smaller, however, if E/S0s are being formed from the mergers of old galaxies without ongoing star-
formation, a scenario suggested by the “red mergers” observed in MS1054–03 (van Dokkum et al.
1999). In addition, it would not be unreasonable to suggest that progenitor bias effects may be
smaller in the field than in high-density environments such as clusters. Recent evidence against
a strong evolution in the number density of luminous early-type field galaxies out to z ∼ 1 (e.g.,
Schade et al. 1999; Im et al. 2002) supports this scenario, and implies that high-redshift early-
type galaxies are indeed the progenitors of the local population. Clearly both photometric and
morphological studies are necessary to obtain a complete picture of early-type galaxy evolution.
For now, we will focus on the former.
Empirical relations such as the FP (Djorgovski & Davis 1987; Dressler et al. 1987; §3) and to
a lesser extent, the Faber-Jackson rule (FJ; 1976; §4), are crucial to the investigation of luminosity
evolution. Each allows for the derivation of a mass-related scale by which to normalize the photo-
metric data, thereby eliminating the ambiguities in evolution studies based on luminosity functions
(e.g., Lilly et al. 1995; Lin et al. 1999; Im et al. 2002). In general, the FP is preferred because its
scatter is much smaller than that of the FJ (e.g., Pahre et al. 1998a). The evolution of both cluster
(e.g., van Dokkum et al. 1998; Jorgensen et al. 1999; Pahre et al. 2001) and field samples (e.g.,
Kochanek et al. 2000; van Dokkum et al. 2001; Treu et al. 2001, 2002) have been investigated within
the framework of the fundamental plane. Recent results in the rest frame B band are as follows.
Compiling data from five clusters (Jorgensen et al. 1996; van Dokkum & Franx 1996; Kelson et al.
1997; van Dokkum et al. 1998) spanning the redshift range of 0.02 < z < 0.83, van Dokkum et
al. (1998) measure an evolution rate of d log(M/L)B/dz = −0.49 ± 0.05 (Ωm = 0.3,ΩΛ = 0.7) for
cluster early-types. Using 18 early-type field galaxies at intermediate redshift (0.15 < z < 0.55),
van Dokkum et al. (2001) find d log(M/L)B/dz = −0.59 ± 0.15. These results favor older stellar
populations for both field (〈zf 〉 > 1.5) and cluster (〈zf 〉 > 2) E/S0s, and argue against the large sys-
tematic age difference predicted by semi-analytic galaxy formation models (e.g., Kauffmann 1996).
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Alternate conclusions are drawn by Treu et al. (2001, 2002), who find d log(M/L)B/dz = −0.72
+0.11
−0.16
using a sample of 30 early-type field galaxies in the redshift range 0.10 < z < 0.66. They interpret
the faster evolution rate as evidence for younger stellar populations among field ellipticals, perhaps
driven by secondary star formation at z < 1. A detection of significant [OII] emission in 22% of
their galaxies is cited in support of these claims.
The greatest potential drawback of the samples of van Dokkum et al. (2001) and Treu et al.
(2001, 2002) is that each is selected on the basis of luminosity-related properties such as total
magnitude, surface brightness or color. At higher redshifts, all such selection functions favor in-
trinsically brighter galaxies, and hence, those with younger stellar populations and faster evolution
rates. Treu et al. (2001) discuss the importance of selection effects, and develop a Bayesian ap-
proach to correct their raw results for Malmquist bias. Even more useful for evolution studies,
however, would be a sample of galaxies selected independently of luminosity-related properties.
Such a sample is provided by gravitational lensing.
Gravitational lenses are the only galaxies selected on the basis of mass rather than light.
Virtually all lenses are early-type galaxies, as their large velocity dispersions mean that they provide
the dominant contribution to the lensing optical depth (e.g., Kochanek 1996). Moreover, most
lens galaxies reside in low-density environments – either the field, or poor groups (e.g., Keeton,
Christlein, & Zabludoff 2000). While multi-color imaging surveys must overcome strong surface
brightness dimming and Malmquist bias effects to extend field galaxy samples beyond z ∼ 0.5,
lensing naturally selects a sample of early-type field galaxies out to z ∼ 1. Lenses offer a number
of additional advantages for evolution studies. First, because the lensing mass distributions of
early-type galaxies have been consistently shown to be very close to isothermal (Kochanek 1995;
Cohn et al. 2001; Mun˜oz, Kochanek & Keeton 2001; Rusin et al. 2002; Treu & Koopmans 2002a;
Koopmans & Treu 2002b), the image separation provides an accurate estimate of the velocity
dispersion. Second, the aperture defined by the lensed images determines the enclosed projected
mass independently of the mass profile (e.g., Schneider, Ehlers & Falco 1992). Third, since the
lensing cross-section is roughly proportional to the mass, the evolution of lens galaxies traces the
mass-averaged evolution of all early-type galaxies.
Much of the framework for using gravitational lenses to statistically probe the optical proper-
ties of galaxies was laid down by Keeton, Kochanek & Falco (1998), particularly with regard to the
FJ relation and aperture mass-to-light ratios. However, their sample was too small to place robust
constraints on evolution. Kochanek et al. (2000) used improved photometric data to show that lens
galaxies can be matched to the present-day fundamental plane for passively evolving stellar popu-
lations with a mean formation redshift of 〈zf 〉 & 2, without explicitly constraining d log(M/L)/dz.
Recent efforts have turned to individual lens systems. The Lens Structure and Dynamics (LSD)
Survey (Koopmans & Treu 2002a, 2002b; Treu & Koopmans 2002a; hereafter collectively “KT”)
has been measuring the velocity dispersions of gravitational lens galaxies, with the aim of providing
additional constraints on the distribution of dark matter. The velocity dispersions can be combined
with photometric data from the Hubble Space Telescope (HST) to constrain the evolution rate.
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KT have thus far published results for two galaxies, finding d log(M/L)B/dz = −0.62 ± 0.08 for
MG2016+112 (Lawrence et al. 1984; z = 1.00) and d log(M/L)B/dz = −0.76 ± 0.12 for 0047–281
(Warren et al. 1996; z = 0.49). In each case the velocity dispersion is consistent with an isothermal
mass distribution.
Ideally one would like to spectroscopically measure the central velocity dispersions σc for all
lens galaxies, but this will likely be accomplished in only a limited number of cases. However, the
nearly isothermal mass distribution in early-type lens galaxies allows us to accurately estimate σc
from image separations (e.g., Kochanek 1994; Kochanek et al. 2000). Direct measurements of σc
in several lens systems (e.g., Foltz et al. 1992; Leha´r et al. 1996; Koopmans & Treu 2002a, 2002b)
have demonstrated that, on average, the velocity dispersions are well predicted by the isothermal
model. Naturally there are limitations for individual lenses: if a galaxy has a mass profile that is
steeper than isothermal, then the isothermal assumption will under-estimate the value of σc for that
particular galaxy, and vice versa. The gravitational lens PG1115+080 may be one such exception,
as its high stellar velocity dispersion suggests a profile significantly steeper than those of other lens
galaxies (Tonry 1998; Treu & Koopmans 2002b). But so long as we understand the mean mass
profile of lensing galaxies, our estimation technique should be adequate for investigating the lens
sample statistically, as scatter in the mass profiles will only lead to scatter in the evolutionary
trends. Therefore, image separations and robust photometry are all we need to construct a large
sample of lens galaxies suitable for evolution studies.
This paper investigates the evolution of mass-selected early-type field galaxies using a sample
of 28 gravitational lenses spanning the redshift range 0 . z . 1. Section 2 describes the sample
and outlines our primary data analysis. Section 3 derives the evolution rate from the fundamental
plane. Section 4 investigates evolution using corrected aperture mass-to-light ratios, a technique
that naturally reduces to a Faber-Jackson formalism. Section 5 places constraints on the mean
star-formation redshift of mass-selected early-type galaxies. Section 6 summarizes our findings
and discusses their implications. An appendix investigates the Faber-Jackson relation in observed
bands, and provides a database for estimating the magnitudes of lens galaxies. We assume a flat
Ωm = 0.3 cosmology, H0 = 100h km s
−1Mpc−1, and h = 0.65 throughout this paper.
2. Inputs and Assumptions
2.1. The Lens Sample
Gravitational lensing naturally selects a galaxy sample dominated by massive E/S0 galaxies, as
the lensing cross-section scales as the fourth power of the velocity dispersion (e.g., Turner, Ostriker
& Gott 1984). This claim has strong observational support, as most lens galaxies have colors (e.g.,
Keeton et al. 1998; Kochanek et al. 2000) and spectra (e.g., Fassnacht & Cohen 1998; Tonry &
Kochanek 1999, 2000; Lubin et al. 2000) that are consistent with early-type morphologies. In fact,
only 5 of the ∼ 70 known arcsecond-scale gravitational lenses have been shown to be spirals based on
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visual morphology, color, spectra or absorption properties. Moreover, when de Vaucouleurs profiles
are fit to the lens galaxies, we find that those with late morphological types exhibit significant
residuals after the subtraction of the photometric model. It is therefore relatively easy to remove
the small number of spiral galaxies from the lens sample. While there may be a few lens galaxies
which cannot be definitively typed using the above methods, signal-to-noise considerations present
yet another barrier for the inclusion of spirals. Because late-type lenses tend to be both smaller
and fainter than early-types, they are far more likely to be dropped from the sample due to poor
photometry or contrast problems. Consequently, gravitational lensing offers a mass-selected sample
of early-type galaxies, with minimal contamination from later morphological types.
Accurate photometry for gravitational lenses is a challenge, as emission from the galaxy must
be measured in the presence of multiple compact quasar components. Space-based imaging is
therefore essential to properly decompose arcsecond-scale lens systems. To this end, the CfA-
Arizona Space Telescope Lens Survey (CASTLES)7 has been using the Hubble Space Telescope
(HST) to observe known gravitational lenses in the F555W=V , F814W=I and F160W=H bands.
This is combined with archival data obtained by other groups, which often includes observations
in additional WFPC2 and NICMOS filters. All data is uniformly analyzed and model-fit according
to the procedures described in detail by Leha´r et al. (2000) and Kochanek et al. (2000). For each
lens galaxy, the intermediate axis effective radius (re) is determined in the filter with the highest
signal-to-noise ratio by fitting a de Vaucouleurs profile convolved with an HST point spread function
model. The effective radius is assumed to be the same in all bands. While local samples suggest
that the effective radius mildly decreases with increasing wavelength (e.g., Pahre, de Carvalho
& Djorgovski et al. 1998b; Scodeggio 2001; Bernardi et al. 2001) due to radial color gradients
(de Vaucouleurs 1961), we cannot pursue this effect in our intermediate redshift sample. Our
signal-to-noise degrades rapidly as one moves from the near-infrared to optical filters, and a robust
measurement of re is rarely possible at V , except for local lenses. In the cases where independent
fits can be performed, we find little evidence for significant wavelength dependence in effective
radius.8 We therefore apply the effective radius measured in the best filter to determine the
enclosed (“effective”) surface brightness µe in all filters. The total magnitudes are then derived
from the above quantities (m = µe−5 log re−2.5 log 2pi). These are corrected for Galactic extinction
using the formulae of Cardelli, Clayton & Mathis (1989), RV = 3.1, and the appropriate E(B−V )
coefficients from Schlegel, Finkbeiner & Davis (1998).
The sample employed in this paper is similar to that analyzed by Kochanek et al. (2000),
which included 30 early-type lens galaxies. As before, lens systems with poor photometry due to
low signal-to-noise (e.g., a faint, or even undetected galaxy) or high contrast between the quasar
images and galaxy emission are removed. We exclude four systems from the Kochanek et al.
7http://cfa-www.harvard.edu/castles/
8One exception is MG2016+112, in which the galaxy has a much smaller scale radius at H than at I (e.g.,
Koopmans & Treu 2002a). NICMOS H-band images show an Airy ring about the compact galaxy core.
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(2000) sample. First, lenses with large non-linear cluster perturbations complicate the relationship
between the image separation and galaxy properties, so we reject Q0957+561 (Walsh, Carswell
& Weymann 1979) and RXJ0911+0551 (Bade et al. 1997). Second, we reject two systems in
which neither the lens nor source redshift is known – B1127+385 (Koopmans et al. 1999) and HST
12531–2914 (Ratnatunga et al. 1995) – as galaxy evolution is difficult to treat in this case. As
before, Q2237+030 (Huchra et al. 1985) is retained because the lensing mass is the ellipsoidal bulge
of a spiral galaxy. Since the publication of Kochanek et al. (2000), additional HST observations
have filled in gaps in the V –I–H photometric coverage for a number of the lenses, allowing for
an improved determination of the lens galaxy properties. The complete updated data set was re-
analyzed and model-fit for this paper. Recently measured redshifts have also been incorporated
into our analysis. Finally, two new lenses are added to the sample: CTQ 414 (Morgan et al. 1999)
and HS0818+1227 (Hagen & Reimers 2000). The total number of lenses used is therefore 28, and
their properties are summarized in Table 1.
2.2. Spectrophotometric Models
As a first analysis step, one must convert data from observed filters into magnitudes in standard
rest frame bands. We use the GISSEL96 version of the Bruzual & Charlot (1993) spectral evolution
models, assuming Ωm = 0.3, ΩΛ = 0.7, and h = 0.65. Given a star-formation history (typically
modeled as a starburst of some duration τ beginning at redshift zf ), an initial mass function
(IMF) and a metallicity Z, the models predict a spectral energy distribution (SED) as a function
of redshift. The SED can then be convolved with filter transmission curves to compute synthetic
colors. We take as a fiducial model an instantaneous (τ = 0) burst at zf = 3 with solar metallicity
Z = Z⊙ and a Salpeter (1955) IMF. The assumed metallicity is broadly consistent with that of
early-type galaxies at 0.3 < z < 0.9 (Ferreras, Charlot & Silk 1999), and the assumed formation
redshift has little effect on our results (see below). We use filter curves appropriate for HST filters
(available from the technical archives of STScI), with zero-points from Holtzman et al. (1995).
The spectrophotometric model allows us to interpolate observed bands to a given rest frame
band. For example, the observed V and I filters bracket rest frame B over most of the redshift range
spanned by the lens galaxies. The interpolation uses synthetic “colors” C(X,Y ) ≡ mmod,X−mmod,Y
between rest frame magnitudes in filterX and directly measurable magnitudes in filter Y , calculated
from the model SED for a galaxy at the appropriate redshift. The rest frame magnitude mX is
then derived from the observed HST magnitudes mobs,Y and colors:
mX =
∑
Y [mobs,Y + C(X,Y )]/(δmobs,Y )
2∑
Y 1/(δmobs,Y )
2
, (1)
where the sum is taken over all filters in which the galaxy has been observed. We find that the
scatter in mobs,Y +C(X,Y ) amongst the various filters tends to be small (. 0.15 mag), indicating
that most lens galaxy colors are consistent with those of our standard spectrophotometric model.
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The specific choice of evolution model has little effect on the derived magnitudes, as only the shape
of the spectrum is relevant for the interpolation, and this does not change dramatically among
reasonable models. For example, averaging over a broad range of stellar models (1 < zf < 5,
0.4Z⊙ < Z < 2.5Z⊙) typically results in a scatter of . 0.1 mag in the interpolated magnitudes,
even if we keep models which fit the observed colors poorly.
Nominal errors on the derived magnitudes tend to be small (. 0.1 mag), as most lens galaxies
in our analysis sample have good photometry in at least one filter. However, to account for the
variation in the rest frame magnitudes due to the ensemble of spectrophotometric models (∼ 0.1
mag) and the rms in filter-to-filter estimates mobs,Y + C(X,Y ) due to slightly discrepant colors
(∼ 0.15 mag), we simply set a uniform uncertainty of δM = 0.2 mag on the derived absolute
magnitudes (at fixed galaxy redshift). The value of the assumed photometric errors has little effect
on either the derived evolution rates or their error bars, as we later rescale all uncertainties to
reflect the observed scatter in the galaxy ensemble (§3.2). For a lens galaxy with an estimated
redshift and a corresponding redshift uncertainty, the correlation between the absolute magnitude
and redshift is taken into account (§2.5).
2.3. Estimating Velocity Dispersions from Image Separations
While the lensed image separation is measured directly, the critical radius that sets the splitting
scale for the lens must be inferred. Fortunately, the critical radius is closely related to the image
separation, and is essentially independent of the chosen mass model (e.g., Schneider et al. 1992).
We therefore crudely fit each lens system with a singular isothermal sphere (SIS) in an external
shear field. The standard image separation parameter is then defined as ∆θ ≡ 2b, where b is the
Einstein radius of the SIS. This method is preferable to simply using the maximum separation
between lensed images or twice their mean distance from the galaxy center. Such estimators can be
strongly affected by large shears and ellipticities, and are inappropriate for certain types of quad
lenses. Note that the scatter in ∆θ introduced by different mass models or fitting techniques is
small (. 2%), and we can safely ignore it in our analysis.9
It has been repeatedly demonstrated that the mass distributions of early-type gravitational lens
galaxies are very close to isothermal (Kochanek 1995; Cohn et al. 2001; Mun˜oz et al. 2001; Rusin et
al. 2002; Treu & Koopmans 2002a; Koopmans & Treu 2002b), consistent with measurements from
stellar dynamics (Rix et al. 1997; Gerhard et al. 2001) and X-ray halos (Fabbiano 1989). An SIS
produces an image separation of ∆θ = 2b = 8pi(Dds/Ds)(σDM/c)
2, where σDM is the dark matter
velocity dispersion, and Dds and Ds are angular diameter distances from the lens to the source,
and from the observer to the source, respectively. Because the mean image separation produced
9Because the velocity dispersion σ ∝ (∆θ)1/2, even a large error of 5% in ∆θ would lead to an error of only ∼ 0.01
in log σ, which is the relevant quantity for evolution studies (§3.1).
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by a given lensing galaxy depends on the lens and source redshifts,10 the redshift dependence must
be removed in order to properly interpret the observed image separation. This is accomplished by
defining a reduced image separation ∆θred ≡ (∆θ/∆θ∗)(Ds/Dds), where ∆θ∗ = 8pi(σDM∗/c)
2 ≃
2.′′91, assuming a characteristic velocity dispersion of σDM∗ ≃ 225 km s
−1 for an L∗ galaxy (e.g.,
Kochanek 1994, 1996). Note that the parameter ∆θred represents a physical property of the lensing
galaxy. The values of ∆θred for each lens are listed in Table 1.
For an isothermal model, σDM is close to the “central” stellar velocity dispersion σc (e.g.,
Kochanek 1994; KT), which is often defined within a standard aperture of 3.′′4 (diameter) at the
distance of the Coma cluster (e.g., Jorgensen et al. 1996). For a given mass and luminosity distri-
bution, σc can be calculated by solving the Jeans equation (e.g., Binney & Tremaine 1987). The
overall mass distribution is assumed to be isothermal, while the luminosity distribution is mod-
eled by a Hernquist (1990) profile with characteristic radius a = 0.551re. We compute σc/σDM ,
integrated inside the “Coma aperture”, assuming isotropic orbits (see, e.g., Kochanek 1993b for
illustrative plots). The choice of anisotropy parameter has little effect on any of the fit results pre-
sented below. Furthermore, there is little difference between using the Coma aperture, a standard
aperture equal to re/8, or simply using σDM , as demonstrated in §3.2.
The distribution of dark matter velocity dispersions (σDM ) for the gravitational lens sample
has a median of 226 km s−1, a mean of 233 km s−1, and a standard deviation of 50 km s−1. The
estimated stellar velocity dispersions (σc) inside the Coma aperture have a median of 215 km s
−1, a
mean of 226 km s−1, and a standard deviation of 55 km s−1. Consequently, our analysis will probe
the evolution of early-type galaxies close to L∗.
2.4. Unmeasured Lens and Source Redshifts
Both lens and source redshifts are needed to properly interpret galaxy magnitudes and image
separations. First, the lens redshift is required to determine the absolute magnitude and consider
its evolution. Second, each redshift is needed to relate the splitting scale to physical properties of
the lensing galaxy (§2.3). Unfortunately, spectroscopic follow-up continues to be a major bottleneck
for strong gravitational lensing. Approximately one third of the 28 lenses meeting our selection
criteria have incomplete redshift information, but with careful consideration, these systems can be
included in the analysis.
For systems with only a measured source redshift zs, we use the FP redshift estimation tech-
nique outlined in Kochanek et al. (2000). Specifically, we determine the lens redshift zd at which the
galaxy must reside in order to most nearly evolve to the local FP: logRe = α log σc + β〈SBe〉+ γ,
where Re is the effective radius in physical units, σc is the central stellar velocity dispersion,
10The splitting is also weakly cosmology-dependent, but we assume a flat Ωm = 0.3 universe throughout this paper.
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and 〈SBe〉 is the mean absolute surface brightness within Re.
11 Our implementation differs from
Kochanek et al. (2000) in that we use the rest frame B-band FP (Bender et al. 1998; see also
§3.1). The extracted redshift varies systematically with the assumed evolution model, since the
comparison must be made at z = 0. Redshift estimation is therefore the one aspect of our
analysis in which choosing a particular SED model can bias later measurements of the evolu-
tion rate. To avoid introducing any significant bias, we consider a broad range of evolution rates,
−0.8 < d log(M/L)B/dz < −0.2, which more than spans the reasonable range of star-formation
epochs (zf & 1). The mean FP redshift is used as the redshift estimate, and the rms as the uncer-
tainty. The FP redshifts of intrinsically high-redshift lens galaxies are very uncertain, as the effect
of the different evolution models is large. Low-redshift galaxies, however, should have robust red-
shift estimates. Finally, for systems with a measured zd but no zs, we simply assume zs = 2.0±1.0,
consistent with the typical range for lensed sources.
2.5. Combining Uncertainties
Propagating the uncertainties in observed and derived quantities becomes increasingly complex
as spectroscopic redshift information is removed. For lenses with a measured zd and zs, our methods
yield effectively no uncertainty on ∆θred, and hence on the inferred σDM and σc. The measurement
uncertainty in the photometric quantity log re − βµe (where β ≃ 0.32; see §3.1) is negligible,
since fitting errors in the individual quantities are highly correlated and nearly cancel. However,
because there is an independent error introduced by converting between the observed magnitudes
and rest frame magnitudes, the quantity entering the FP (ξ ≡ logRe − β〈SBe〉) has an error
δξ ≃ βδM ≃ 0.06.
For lenses with a measured zd and an assumed zs = 2.0 ± 1.0, the photometric errors are the
same as described above, but there are uncertainties in ∆θred and σc that must be determined nu-
merically. This is accomplished by drawing 10000 values from a Gaussian distribution representing
the source redshift (〈zs〉 = 2.0, width 1.0), and calculating the derived quantities. Only trials with
1 ≤ zs ≤ 5 are accepted, as virtually all known lensed sources reside within this redshift range.
The rms scatters of log∆θred and log σc about their zs = 2.0 values are used as their uncertainties.
For lenses with a measured zs and an FP-estimated zd, the uncertainty in zd induces correlated
uncertainties in the absolute magnitude, FP combination ξ, ∆θred and σc. To account for this,
10000 trials are drawn from a Gaussian distribution representing the lens redshift (〈zd〉 = zFP ,
width δzFP ), and all derived parameters are calculated and stored for later use. The quantities
entering the fits to the FP or Faber-Jackson relation (§3 and §4) contain various combinations of
these correlated inputs. We construct realistic tolerances on individual data points by calculating
11Our convention is such that the observed (apparent) quantities are denoted as re and µe, while the physical
(absolute) quantities are denoted as Re and 〈SBe〉.
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the rms scatter of the quantity entering the fits, using the 10000 sets of correlated parameters.
Finally, the error in re induces an uncertainty in σc, as an uncertain fraction of the radial
luminosity profile is probed by the fixed aperture rap. We estimated the uncertainty by drawing
10000 trials from a Gaussian distribution representing the effective radius (mean 〈log re〉, width
δ log re), and calculating log σc for each. We find that the uncertainty in log σc due to δ log re is
negligible, as the dynamical correction is a slowly-varying function of log(rap/re) and the errors on
log re are small (. 0.1) for most of the lens galaxies in our sample (Table 1).
3. Measuring Evolution Using the Fundamental Plane
3.1. Background
The fundamental plane of early-type galaxies (Djorgovski & Davis 1987; Dressler et al. 1987)
describes the correlation among physical effective radius Re, central stellar velocity dispersion σc,
and mean absolute surface brightness 〈SBe〉:
log(Re/ kpc) = α log(σc/ km s
−1) + β(〈SBe〉/mag arcsec
−2) + γ . (2)
The parameters α and γ depend on wavelength (see Pahre et al. 1998b for theoretical motivations),
but β ≃ 0.32 does not (e.g., Scodeggio et al. 1998; Pahre et al. 1998a). There is not yet any
convincing evidence of differences between the field and cluster FP (e.g., Kochanek et al. 2000;
Treu et al. 2001; van Dokkum et al. 2001), but such investigations are still in their formative
stages. Throughout this section we will assume that at a given wavelength, both field and cluster
galaxies fall on an FP with identical slopes.
In the context of evolution studies, the FP allows us to predict the surface brightness that a
galaxy would have at z = 0, given its velocity dispersion and effective radius. As in all previous
FP evolution analyses, we assume that these structural parameters do not evolve. The difference
between the observed surface brightness and the predicted z = 0 value is then directly related to
the luminosity evolution: ∆ logL = −0.4∆〈SBe〉 = ∆γ/(2.5β). Consequently, while we phrase our
evolution results in terms of “mass-to-light” ratios, a “mass” never need explicitly enter. We are
simply using an empirical relation among observables (in this case, the FP) to predict the surface
brightness at z = 0, which is compared to the measured value at zd to yield the evolution rate.
However, if one defines an effective mass ∝ σ2cRe/G, the effective mass-to-light ratio can be written
in terms of FP parameters and observables (see, e.g., Treu et al. 2001 for a complete discussion):
log(M/L) ∝
(
10β − 2α
5β
)
log σc +
(
2− 5β
5β
)
logRe −
γ
2.5β
. (3)
If α and β are constant, then the evolution rate is determined solely by the redshift-dependent
intercept of the FP, d log(M/L)/dz = −(1/2.5β)dγ/dz, as described above. We will assume that
the FP slopes are independent of redshift, as has been done in recent studies of early-type field
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galaxies (van Dokkum et al. 2001; Treu et al. 2001, 2002; KT). The assumption is well motivated.
Currently there is no observational evidence for redshift evolution in β (e.g., Kelson et al. 2000),
while there is some disagreement regarding α. Pahre et al. (2001) have claimed strong α evolution
at K band, but Kelson et al. (2000) find little evolution at V band. A redshift-dependent α
complicates the study of luminosity evolution because galaxies with different velocity dispersions
would evolve at different rates. However, these effects only become important when a wide range of
velocity dispersions are present in the galaxy sample. Like most samples of early-type field galaxies
(e.g., Treu et al. 2001), the lenses span a rather narrow range in velocity dispersion (only ∼ 0.1
dex about 〈σc〉 ∼ 225 km s
−1; see §2.3). Because we are exploring luminosity evolution over a small
range of mass, we may safely ignore dα/dz and parametrize the problem solely in terms of dγ/dz.
We will therefore robustly constrain d log(M/L)/dz at 200 km s−1 . σc . 250 km s
−1, regardless of
any potential evolution in α.
3.2. Calculations and Results
We now investigate the luminosity evolution at rest frame B band, using the redshift-dependent
intercept of the FP. The parameters of the local B-band FP are set to α = 1.25, β = 0.32 and
γ0 = −8.895− log(h/0.5)± 0.01, based on observations of the Coma cluster (Bender et al. 1998).
12
We reiterate that no significant differences in the slope or intercept have been detected between
field and cluster ellipticals (e.g., Kochanek et al. 2000; van Dokkum et al. 2001). Based on the
arguments of §3.1, we assume no redshift dependence of α and β, and parameterize the evolution
solely in terms of the intercept (γ). For each lens galaxy i, we construct
γi = logRe,i − α log σc,i − β〈SBe〉i (4)
from the available data, and compare this to the assumed present-day value (γ0). The corresponding
mass-to-light ratio offset is then modeled as ∆ log(M/L)i = −(γi − γ0)/(2.5β) = az, where a ≡
d log(M/L)/dz ≡ −(1/2.5β)dγ/dz. Note that for passively evolving stellar populations formed at
zf > 1.5, the luminosity evolution at z < 1 is nearly linear in redshift (Fig. 1; see also van Dokkum
& Franx 1996). The evolution rate is then optimized via the goodness-of-fit parameter
χ2FP =
Ngal∑
i=1
[∆ log(M/L)i − azd,i]
2
δ2i
, (5)
where δ2i = δ
2
scaleδ
2[∆ log(M/L)i−azd,i], and δscale is an overall scale factor that is used to estimate
the parameter uncertainties (see below). If the lens redshift is known, δ2i = δ
2
scale{(1/2.5β)
2 [(δξ)2+
α2(δ log σc,i)
2]}. If the lens redshift is estimated, the correlation among all quantities is taken into
account by constructing δ2i via Monte Carlo (§2.5).
12Following Treu et al. (2001, 2002), we assume that these parameters describe a hypothetical z = 0 sample, even
though they are derived at z ∼ 0.02.
– 13 –
Uncertainties on individual fit parameters are estimated from the χ2, bootstrap resampling
and jackknife methods (e.g., Press et al. 1992). For the χ2 method, we uniformly rescale the input
errors by setting δscale so that the best-fit model has χ
2 = NDOF , the number of degrees of freedom.
This does not alter the optimized parameters, but does allow us to compensate for possibly under-
estimated errors in our data and relate the uncertainties to the observed scatter. We then calculate
the one-dimensional parameter ranges with rescaled ∆χ2 ≤ 1 (1σ). To derive the bootstrap errors
we generate 10000 resamplings of the data set, and determine the best-fit model parameters for
each. It is found that all three techniques give consistent estimates of the error bars, and we quote
the χ2 errors as our parameter uncertainties.
The rest frame B-band mass-to-light ratio offsets (versus the FP-predicted present-day values)
are plotted as a function of redshift in Fig. 2. A linear decrease in log(M/L)B with redshift is
clear, indicating that lens galaxies were brighter in the past. From the above analysis, we obtain
an evolution rate among early-type lens galaxies of d log(M/L)B/dz = −0.56 ± 0.04 (1σ). We
find no significant difference between low and high-redshift subsamples of gravitational lenses:
d log(M/L)B/dz = −0.64 ± 0.09 for the 14 galaxies with zd ≤ 0.5, versus d log(M/L)B/dz =
−0.55±0.05 for the 14 galaxies with zd > 0.5. Restricting the sample to only those 22 lens systems
with spectroscopic galaxy redshifts results in d log(M/L)B/dz = −0.58±0.05, so there is little bias
or extra scatter introduced by our redshift estimation scheme. Using the high measured velocity
dispersion of PG1115+080 (Tonry 1998) instead of the isothermal estimate moves the galaxy off the
FP, as discussed by Treu & Koopmans (2002b), but does not affect the derived evolution rate for the
sample as a whole. Furthermore, while we have placed no uncertainties on the estimated velocity
dispersions, including errors comparable to typical measurement errors (e.g., Treu et al. 2001) has
little effect on any results. There is, however, a small systematic effect related to the choice of
aperture in which the stellar velocity dispersion is estimated. Our standard aperture is equal to 3.′′4
(diameter) at the distance of Coma. If we choose apertures with radius re/8, the evolution rate is
d log(M/L)B/dz = −0.50± 0.04. Simply setting σc = σDM yields d log(M/L)B/dz = −0.54± 0.04.
The evolution rate of mass-selected early-type field galaxies is slower than that of the luminosity-
selected sample of Treu et al. (2001, 2002), who find d log(M/L)B/dz = −0.72
+0.11
−0.16. The cluster
(d log(M/L)B/dz = −0.49 ± 0.05) and field (d log(M/L)B/dz = −0.59 ± 0.15) samples of van
Dokkum et al. (1998, 2001) more closely agree with our results.13 The uncertainty in our evolution
rate is smaller than those of previous samples, primarily because the lenses extend deeper in red-
shift (z ∼ 1), providing a longer lever-arm with which to trace the evolution. The unweighted rms
scatter in ∆ log(M/L)B about our best-fit model is 0.13, which corresponds to a scatter of 0.11 in
the FP, slightly larger than the values found in local luminosity-selected samples (e.g., Jorgensen
et al. 1996; Pahre et al. 1998a; Bernardi et al. 2001). The additional scatter may be due to our
13Note that the analysis techniques of van Dokkum et al. (1998, 2001) and Treu et al. (2001, 2002) differ slightly.
Treu et al. compare the inferred FP intercepts with the local intercept derived from the Coma cluster (Bender et al.
1998). van Dokkum et al. appear to re-fit the local intercept.
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velocity dispersion estimation technique, or the broad redshift range of our sample. The scale factor
must be set at δscale ∼ 1.5 for our error bars to properly reflect the observed scatter. Because the
scatter is larger than can be accounted for by measurement errors, some fraction of the scatter may
be intrinsic to the FP (Lucy, Bower & Ellis 1991; Jorgensen et al. 1996).
We can compare our results for MG2016+112 and 0047–281 with those derived by KT, who
have combined archival HST data with direct measurements of the lens velocity dispersion. For
MG2016+112 we find ∆ log(M/L)B = −0.62±0.08 between z = 0 and z = 1.00, versus −0.62±0.08
(Koopmans & Treu 2002a). For 0047–281 we find ∆ log(M/L)B = −0.41± 0.08 between z = 0 and
z = 0.49, versus −0.37 ± 0.06 (Koopmans & Treu 2002b). The agreement is striking, considering
our independent analyses of the HST data, and the use of independent codes and assumptions
for converting between observed and rest frame magnitudes. Furthermore, using estimated stellar
velocity dispersions instead of measured values has little effect. We therefore believe that our
estimate of the evolution rate for the entire lens sample is robust. Finally, it is interesting to point
out that the evolution rates derived from the two KT lenses alone are systematically faster than
the lens sample as a whole, as both galaxies fall below the evolutionary trend lines in Fig. 2.
Next we simultaneously fit for both the evolution rate and the present-day FP intercept.
This technique offers a more realistic estimate of the observed redshift trend, as the fit is no
longer forced through a fixed zero-point. The extracted evolution rate should also be less biased by
possible systematic differences between the FP parameters for luminosity-selected and mass-selected
galaxies, as well as cluster and field populations. In addition to removing the explicit comparison
to a luminosity-selected local intercept derived in a cluster environment, the new fit also minimizes
the effect of small changes in the slopes. For example, there is a degeneracy between α and the
intercept, such that γ0 ∝ −〈log σc〉α. Fixing α at different values (that are close to reality) will
systematically change γ0, but only minimally affect dγ/dz, from which the evolution rate is derived.
Moreover, re-fitting the present-day intercept decreases any systematic effects related to our velocity
dispersion estimation technique. For example, if lens galaxies have mass profiles that are slightly
steeper than isothermal, then the isothermal model will systematically under-estimate the stellar
velocity dispersion, and vice versa. Fractionally changing σc will require an adjustment of the
present-day FP intercept, but will not affect the redshift trend. Consequently, simultaneously re-
fitting the local intercept should lead to an estimate of the evolution rate that is relatively immune
to systematics.
Constraints on the B-band evolution rate and local FP intercept are plotted in Fig. 3. The
two quantities are highly correlated. The best-fit evolution rate (assuming α = 1.25, β = 0.32) is
d log(M/L)B/dz = −0.54 ± 0.09, slower but still consistent with the value derived by fixing the
local FP intercept. The best-fit intercept is γ0 = −8.88 − log(h/0.5) ± 0.04, consistent with the
value of γ0 = −8.895 − log(h/0.5) ± 0.01 derived from Coma (Bender et al. 1998). These results
suggest that by assuming luminosity-selected cluster FP parameters, one does not significantly
bias the evolution rate derived for a mass-selected field galaxy sample. As described above, the α-
dependence of the derived evolution rate is small if the intercept is allowed to vary. For example, we
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find d log(M/L)B/dz = −0.56±0.09 and d log(M/L)B/dz = −0.51±0.09 when we fix α = 1.15 and
1.35, respectively. Finally, if we set σc = σDM , we find d log(M/L)B/dz = −0.58 ± 0.09. Identical
evolution rates are achieved if we use velocity dispersions estimated inside any fixed fraction of
the effective radius, as our simple dynamical model implies that σc/σDM is the same for all lens
galaxies in this case.
Finally, we consider the evolution of the FP mass-to-light ratio at longer rest frame wavelengths.
To accomplish this, we simply interpolate our observed magnitudes to the rest frame equivalents
of the HST V , I and H bands and repeat the analysis. Rest frame V and I are bracketed by
the observed V , I and H filters out to z = 1. Rest frame H is an extrapolation of our data set.
Early-type galaxies in local clusters have been investigated in nearby bands, yielding estimates of
the slopes α and β. Unfortunately, many of these analyses lack robust determinations of γ, so we
will again include the intercept as part of the fit. We fix (α, β) to the representative Coma values
measured by Scodeggio et al. (1998): (1.35, 0.35) at V , (1.70, 0.34) at I, and (1.66, 0.34) at H.
The derived evolution rates will be only weakly sensitive to the particular value of α, as described
above. We find d log(M/L)/dz = −0.46±0.09 at V , −0.31±0.10 at I, and −0.24±0.10 at H. This
confirms the expected trend of slower evolution rates at longer rest frame wavelengths. However,
the above values are not independent, as they are based on the same set of observed magnitudes.
Note that the evolution rate derived from the FP slows with wavelength more dramatically than one
might predict from the model SED. Hence, the band-to-band evolution rates suggest rather large
rest frame color evolution. The result is deceptive, however, as a consistent rest frame color is never
constructed in our analysis. We trace the seemingly anomalous color evolution to a combination of
α increasing with wavelength, and the mean velocity dispersion increasing with redshift (see §4.2
and Fig. 7 for more details).
4. Aperture Mass-to-Light Ratios and the Faber-Jackson Relation
4.1. Background
Gravitational lenses directly measure the projected mass inside the aperture defined by the
Einstein radius b = ∆θ/2,
Map = piΣcrD
2
d
(
∆θ
2
)2
∝
DdDds
Ds
(∆θred)
2 , (6)
where Σcr = c
2Ds/4piGDdsDd is the critical surface mass density (Schneider et al. 1992). This
aperture mass measure is a powerful tool, as it is very precisely determined and does not depend
on the radial mass profile. Because aperture luminosities can be easily derived from the total
magnitudes, gravitational lensing offers a unique mass-to-light ratio for use in evolution studies
(Keeton et al. 1998).
While the aperture technique precisely determines the mass-to-light ratio inside a particular
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radius for a particular galaxy, several corrections are needed to investigate luminosity evolution
using a sample of lenses at various redshifts. Consider a galaxy with a fixed mass distribution and
luminosity, which lenses a background source at redshift zs. As the galaxy is moved to different
redshifts zd, the aperture radius b defined by the lensed images changes, as does the enclosed mass
(due to both b and Σcr). The fraction of the luminosity enclosed by the aperture depends on re/b,
where re is the angular effective radius, so this will also change. A scheme for removing the redshift
effects must therefore satisfy one essential criterion: a non-evolving galaxy must yield the same
mass-to-light ratio regardless of where it is placed in redshift. Because the mass and light will in
general have different profiles, it is necessary to correct each independently. To handle an ensemble
of galaxies with different masses, the mass-to-light ratio must also be normalized to a common
corrected mass scale.
From Eq. 6, a corrected redshift-independent aperture mass is M corrap ≡ MapDs/DdDds ∝
(∆θred)
2. The aperture luminosity must be corrected to a fixed value of re/b (any constant fraction
of the effective radius), and hence, it will be proportional to the total luminosity: Lcorrap ∝ L. Since
we are dealing with an ensemble of galaxies, we include a term (with proportionality constant a2) to
normalize all galaxies to a common corrected mass scale. We therefore define a corrected aperture
mass-to-light ratio Υ as follows:
log Υ ≡ log(M/L)corrap + a2 logM
corr
ap + const , (7)
= 2(1 + a2) log∆θred + 0.4M + const , (8)
where in the second line we have converted luminosity to absolute magnitude usingM = −2.5 log L+
const. We then postulate that the mass-to-light ratio evolves with the simple form
log Υ = Υ0 + γEV z , (9)
where Υ0 is a zero-point and γEV is the rate of evolution. Combining Eq. 8 and 9, we can write
M =M∗0 + 2.5γEV z − 1.25γFJ log∆θred , (10)
where γFJ = 4(1 + a2) and M∗0 is the present-day characteristic magnitude for a galaxy with
σDM∗. This is the lensing Faber-Jackson relation, a relation between absolute magnitude and image
separation, where the image separation serves as a proxy for the velocity dispersion that appears
in the standard Faber-Jackson relation (Keeton et al. 1998). The coefficient γFJ is chosen so that
we have the scaling L ∝ (∆θred)
γFJ/2 ∝ σγFJDM . We fit to Eq. 10 directly, rather than converting the
reduced image separations into stellar velocity dispersions, because the relation between luminosity
and splitting scale is really the fundamental relation for gravitational lens galaxies (as illustrated
by the corrected aperture mass-to-light ratios). However, the isothermality of the lens population,
which implies σDM ∼ σc, does allow for a straightforward comparison between our FJ slope and
those derived for the general population of early-type galaxies.
As with our FP analysis, we are not measuring a true mass-to-light ratio, but rather using an
empirical relation to normalize the galaxy luminosities to a fixed scale (∆θred)
γFJ/2. By minimizing
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the scatter between the predicted and observed magnitudes, we can use the FJ relation to simul-
taneously constrain d log(M/L)/dz, M∗0, and γFJ . Finally, note that the derived value of M∗0 is
degenerate with ∆θ∗. We measure only the composite parameter M∗0 + 1.25γFJ log(∆θ∗/2.
′′91).
4.2. Calculations and Results
The scatter of the lensing FJ relation is minimized via the goodness-of-fit function
χ2FJ =
Ngal∑
i=1
(Mmod,i −Mi)
2
δ2i
, (11)
where δ2i = δ
2
scaleδ
2(Mmod,i −Mi). If the lens redshift has been spectroscopically measured, δ
2
i =
δ2scale[(δMi)
2 + 1.252γ2FJ(δ log ∆θred,i)
2]. If the lens redshift has been estimated, the correlation
among all quantities is taken into account by constructing δ2i via Monte Carlo (§2.5).
At rest frame B band, we find a present-day characteristic magnitude of M∗0 = −19.70 +
5 log h ± 0.29 (for σDM∗ = 225 km s
−1), a Faber-Jackson slope of γFJ = 3.29 ± 0.58, and an
evolution rate of d log(M/L)B/dz = −0.41 ± 0.21. Fig. 4 shows the input B-band magnitudes
versus the predicted magnitudes for the best-fit model parameters. The lensing FJ relation forms
a coherent correlation over ∼ 4 mag, with an unweighted rms scatter of 0.53 mag. We define a
normalized luminosity logLB,norm = −0.4(M −M∗0 + 1.25γFJ log ∆θred) to place all galaxies on a
common splitting scale. The effective FJ mass-to-light ratio log(M/L)B ≡ − logLB,norm is plotted
in Fig. 5. While there is significantly more scatter than in the FP mass-to-light ratios (due to the
intrinsically larger scatter of the FJ relation; e.g., Pahre et al. 1998a), a redshift trend is clear.
Confidence regions among pairs of fit parameters are plotted in Fig. 6. There are correlations
among all three quantities. Of particular interest is the correlation between the evolution rate and
FJ slope. This is the result of the increase in the mean log∆θred with redshift (Fig. 7). Such a trend
is expected from the angular splitting selection function for lenses, as more massive galaxies are
needed to produce a fixed angular image separation as the galaxy redshift is increased. However,
the absence of low-redshift lens galaxies with large log∆θred is puzzling, and this exacerbates the
expected trend. It is easy to see how the observed correlation of the mean log∆θred with redshift
results in correlated values of d log(M/L)B/dz and γFJ . For example, one can make high-redshift
galaxies fainter with either a slower evolution rate (so that they are not much brighter than present-
day), or a smaller γFJ (so that the luminosity does not increase strongly with the splitting scale,
which is characteristically large among high-redshift lenses).
Fits are also performed for the rest frame F555W=V , F814W=I and F160W=H bands. The
results are summarized in Table 2. Nearly identical values of γFJ are found in all bands, and the
evolution rates decrease with increasing wavelength. As with the FP fits in multiple rest frame
bands, the estimates are not independent.
The FJ evolution rate is consistent with the FP values, but has a much larger uncertainty.
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The estimated FJ slope for lenses (γFJ = 3.29± 0.58 at B band) is broadly compatible with recent
measurements (γFJ ≃ 4.0) in the optical (Forbes & Ponman 1999; Bernardi et al. 2001) and near-
infrared (Pahre et al. 1998a). Our scatter of 0.53 mag about the mean FJ relation is somewhat
smaller than found in the above analyses. Still, we must set δscale & 2 for the error bars to reflect
the observed scatter, indicating that much of the scatter is intrinsic to the FJ relation. The B-band
value of M∗0 = −19.70 + 5 log h± 0.29 for gravitational lens galaxies is consistent with luminosity
function measurements (e.g., Efstathiou, Ellis & Peterson 1988; Madgwick et al. 2002). Finally,
our estimates of M∗0 and γFJ are consistent with those of Keeton et al. (1998), who performed an
FJ analysis on a small sample of gravitational lens galaxies. We note that our error bars on these
quantities are larger than they quote, despite our vastly improved galaxy sample. This is easily
explained. First, Keeton et al. (1998) used a fixed (zf = 15) evolutionary model and thus only fit
for two parameters. The significant correlations related to the evolution rate imply that constraints
on individual parameters will be much weaker when the evolution rate is fit simultaneously. Second,
Keeton et al. (1998) individually converted each observed magnitude into a rest frame magnitude,
and used all values in the fit. Therefore, a galaxy was represented by a number of data points equal
to the number of bands in which it was observed. By over-estimating the degrees of freedom, the
uncertainties were under-estimated.
5. Constraints on the Star-formation Redshift
We now constrain the mean star-formation redshift 〈zf 〉 from our sample of 28 gravitational
lens galaxies. This may be accomplished in one of two ways. First, we can approximate the
predicted evolutionary tracks (Fig. 1) with a linear model (d log(M/L)/dz ∼ constant), and map
the results of §3 and §4 into constraints on 〈zf 〉. Second, we can fit the lens data to the predicted
evolutionary tracks directly. Because the linear evolution model becomes a poor approximation
for zf < 1.5, we choose the latter. Note that the derived mean star-formation redshift depends
sensitively on the assumed value of the IMF slope (e.g., van Dokkum & Franx 1996), with steeper
IMFs leading to lower 〈zf 〉. The IMF is still quite uncertain (e.g., Scalo 1998), so we simply fit to
the evolutionary tracks of a Salpeter (1955) IMF to facilitate comparison with other studies. As
demonstrated by Treu et al. (2001), changing to a Scalo (1986) IMF has little effect on the derived
range for the mean star-formation redshift.
The fits are performed using modified versions of Eq. 5 and 11, in which the linear evolution
model is replaced with the detailed evolutionary tracks shown in Fig. 1. Constraints on the typical
star-formation redshift are obtained by evaluating χ2 as a function of 〈zf 〉, assuming solar metallicity
and an instantaneous starburst. Uncertainties are handled as described in §3 and §4, and the χ2 is
renormalized as before. Only B-band results are described in detail.
Two trials are performed for the FP evolution. First, we calculate mass-to-light ratio offsets
using a fixed local FP intercept (Fig. 8). The best-fit mean star-formation redshift is 〈zf 〉 = 2.1,
and the favored 1σ (2σ) range, derived from the χ2 analysis, is 1.9 < 〈zf 〉 < 2.3 (1.8 < 〈zf 〉 < 2.9).
– 19 –
Second, we allow the local FP intercept to vary, which yields a best-fit of 〈zf 〉 = 2.3. The increased
redshift is consistent with the slightly slower evolution rates found in §3 when the intercept was
re-fit. The 1σ (2σ) permitted range is 2.0 < 〈zf 〉 < 3.6 (〈zf 〉 > 1.8). Finally, a similar analysis
using the FJ relation yields a 1σ (2σ) bound of 〈zf 〉 > 2.6 (〈zf 〉 > 1.7). Constraints on 〈zf 〉 are
plotted in Fig. 9. Because the sample of 28 early-type lens galaxies is consistent with old stellar
populations, we have little need to invoke significant episodes of secondary star-formation at z < 1,
as suggested by Treu et al. (2001, 2002).
6. Discussion
Gravitational lenses are the only sample of early-type galaxies selected on the basis of mass,
rather than luminosity-related properties such as color, magnitude or surface brightness. The
lens sample should therefore be much less susceptible to Malmquist bias than luminosity-selected
samples, which will tend to over-represent the brightest, bluest and youngest galaxies. Because such
selection problems grow more severe at higher redshifts, multi-color imaging surveys are not well
suited to extending galaxy samples beyond z ∼ 0.5, where evolution effects are most pronounced.
In contrast, gravitational lensing naturally selects a galaxy sample out to z ∼ 1, providing a long
lever-arm with which to trace evolution. Lenses are therefore excellent tools for investigating the
evolution of stellar populations in early-type field galaxies.
We have constrained the rate of luminosity evolution in a sample of 28 early-type gravitational
lens galaxies spanning the redshift range 0 . z . 1. These galaxies are estimated to have a mean
stellar velocity dispersion of 226 km s−1 inside the Coma aperture, with a standard deviation of
55 km s−1. We reiterate that all evolution results apply specifically to this mass scale. First we
investigated the fundamental plane, comparing the inferred FP intercept for each galaxy with that
of the present-day B-band FP (Bender et al. 1998). The lens sample implies an evolution rate of
d log(M/L)B/dz = −0.56± 0.04 (1σ) in the rest frame B band. By simultaneously fitting both the
evolution rate and the present-day FP intercept, we can minimize possible systematic effects related
to the assumed FP slopes and our technique for estimating stellar velocity dispersions. These fits
yield a slightly slower evolution rate of d log(M/L)B/dz = −0.54±0.09, and a z = 0 FP intercept of
γ0 = −8.88− log(h/0.5)± 0.04. Finally, we investigated evolution using the Faber-Jackson relation
of gravitational lens galaxies, which is closely related to corrected aperture mass-to-light ratios. At
rest frame B band, we find a present-day characteristic magnitude ofM∗0 = −19.70+5 log h±0.29
(for σDM∗ = 225 km s
−1), a Faber-Jackson slope of γFJ = 3.29 ± 0.58, and an evolution rate of
d log(M/L)B/dz = −0.41±0.21. The evolution rates derived from each of the above measurements
are consistent, though the FJ relation offers a rather poor tracer of evolution due to its large
intrinsic scatter, and the necessity of fitting three parameters.
The luminosity evolution of gravitational lenses suggests that the stellar populations of early-
type field galaxies formed at a mean redshift of 〈zf 〉 > 1.8 (2σ), assuming a Salpeter IMF and a flat
Ωm = 0.3 cosmology. Similar conclusions are derived by van Dokkum et al. (2001), who measure an
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evolution rate of d log(M/L)B/dz = −0.59± 0.15 from a luminosity-selected sample of field E/S0s.
These FP evolution results are consistent with a number of recent age estimates (Bernardi et al.
1998; Schade et al. 1999; Im et al. 2002) which favor old, passively-evolving stellar populations for
early-type galaxies in the field, thereby contradicting semi-analytic galaxy formation models (e.g.,
Kauffmann 1996; Kauffmann & Charlot 1998). Alternate conclusions have been drawn by Treu et
al. (2002), who measure an evolution rate of d log(M/L)B/dz = −0.72
+0.11
−0.16 among field E/S0s and
favor 〈zf 〉 ∼ 1 (for a Salpeter or Scalo IMF). We have re-analyzed the Treu et al. (2002) sample, in
part to check our own software, and confirm their claim of rapid luminosity evolution. Interestingly,
we derive an even faster evolution rate from their sample if the local FP intercept is re-fit, rather
than fixed. To explain their rapid evolution, Treu et al. (2001, 2002) suggest that the luminosities
of early-type field galaxies may be boosted by secondary episodes of star formation at z < 1. The
claim is supported by the detection of significant [OII] emission in 22% of their sample, similar to
the findings of Schade et al. (1999) for field ellipticals out to z ∼ 1. Menanteau, Abraham & Ellis
(2001) further argue that internal color variations detected in this galaxy population are consistent
with recent star formation. However, evidence for some recently-formed stellar populations does not
necessarily imply rapid luminosity evolution. For example, Schade et al. (1999) detect copious [OII]
emission, but still measure a slow rate of luminosity evolution out to z ∼ 1. [OII] emission of various
line-width has also been reported in several early-type gravitational lens galaxies (e.g., Myers et al.
1995; Warren et al. 1996; Fassnacht & Cohen 1998; Tonry & Kochanek 2000; Koopmans & Treu
2002a), even though the evolution rate of the lens sample implies a rather high mean star-formation
redshift. Consequently, the presence of [OII] emission does not provide a complete explanation for
the rapid rate of luminosity evolution derived by Treu et al. (2002). Additional data and analysis
will therefore be necessary to determine whether there is a discrepancy among the various samples
of intermediate-redshift early-type field galaxies, and if so, to pinpoint its source.
Our estimates for the luminosity evolution rate and mean star-formation epoch of gravitational
lens galaxies have neglected the role of progenitor bias (e.g., van Dokkum & Franx 2001).14 Because
early-type galaxies are believed to form via mergers of star-forming disk galaxies, the high-redshift
E/S0 sample comprises only a subset of the progenitors of the local sample. To properly constrain
the evolution of stellar populations, one should consider all progenitors of present-day early-type
galaxies. However, while the above analyses have considered only early-type lenses, we expect that
the inclusion of the rare late-type lenses (∼ 5/70) would have little effect on the evolution rate
derived from our sample. Therefore, the absence of a significant population of smaller separation,
blue, star-forming late-type lens galaxies argues against a strong progenitor bias in our estimation
of the evolution rate and star-formation redshift for mass-selected early-type galaxies.
While gravitational lens galaxies are selected on the basis of mass, those entering our analysis
sample did need to satisfy a “secondary selection” based on luminosity-related properties: the
14Note that the field galaxy evolution rates of Treu et al. (2001, 2002) and van Dokkum et al. (2001) were not
corrected for progenitor bias, so our comparison of mass-selected and luminosity-selected samples should be robust.
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lens galaxies must be bright enough (at least relative to the quasar components) to obtain robust
photometry. The effect of the secondary selection is difficult to quantify, but like any luminosity-
related selection, it should lead to the preferential inclusion of brighter galaxies at higher redshifts.
Residual Malmquist bias may therefore result in a slightly over-estimated evolution rate in our
sample. Note, however, that our ability to estimate stellar velocity dispersions should help minimize
the role of Malmquist bias. Velocity dispersions are much more likely to be spectroscopically
measured for brighter galaxies, due to signal-to-noise constraints. Considering only those lens
galaxies with measured (or measurable) velocity dispersions would therefore likely bias the sample
toward faster evolution rates. The first two lenses to be analyzed by the LSD survey (MG2016+112
and 0047–2808; KT) hint at this problem, as each of their implied evolution rates is faster than that
of the overall lens sample. Still, the LSD survey will make a significant contribution to evolution
studies, particularly via its precision tests of the isothermal hypothesis.
There is much work to be done in order to obtain a complete evolutionary picture of the
early-type galaxy population. One obvious improvement would be larger samples of field E/S0s
out to intermediate redshift. Unfortunately, the early-type galaxy sample from the Sloan Digital
Sky Survey (Bernardi et al. 2001) is rather shallow (z < 0.3). The SDSS Luminous Red Galaxy
Survey (e.g., Eisenstein et al. 2001) aims to select a sample out to z ∼ 0.5, which should be more
appropriate for evolution studies. This will be complemented by the DEEP2 (Davis et al. 2001)
galaxy samples at z > 0.7. Gravitational lenses will continue to play an important role due to
their unique status as the only mass-selected galaxies, and newly discovered lenses provide raw
material for expanding the current sample. The primary obstacle will be obtaining the necessary
HST photometry and ground-based spectroscopy to turn these lenses into viable astrophysical tools.
Recent progress on these fronts has, unfortunately, not been commensurate with the discovery rate.
Vastly improved lens samples may one day allow us to pursue more sophisticated analyses of
luminosity evolution, such as its dependence on velocity dispersion or color. Studies of environmen-
tal dependence will be much more limited, however, as there are very few lenses like Q0957+561,
which reside in higher-density environments. Hence, we are unlikely to produce a sample of mass-
selected cluster galaxies comparable to our current field sample. More promising are the clues
that gravitational lensing may offer regarding the morphological history of field galaxies, for which
present knowledge is still rather limited (e.g., Im et al. 1999, 2002). If some high velocity dispersion
E/S0s are formed from the mergers of small velocity dispersion disk galaxies at z < 1, this could
potentially be traced directly by the fraction of late-type lenses at different redshifts, or indirectly
by the redshift dependence of the mean image separation (Mao & Kochanek 1994; Rix et al. 1994).
The current data do not suggest any obvious trends, but the number of spiral lenses is small because
they are very inefficient deflectors (e.g., Kochanek 1996). Significantly larger samples of lenses will
therefore be needed to fully investigate the relationship between the luminosity and morphological
evolution of early-type galaxies in the field.
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operated by AURA, Inc., under NASA contract NAS 5-26555. We acknowledge the support of
HST grants GO-7495, 7887, 8175, 8804, and 9133. We acknowledge the support of the Smithsonian
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A. The Faber-Jackson Relation in Observed Bands
Galaxy emission complicates gravitational lens surveys conducted at optical or near-infrared
wavelengths (e.g., Kochanek 1993a). To properly interpret observed lensing rates, one must un-
derstand the effect of galaxies on both the selection function and completeness. A recent example
of this involves calculations of the lensing rate among color-selected high-redshift quasars in the
Sloan Digital Sky Survey (Wyithe & Loeb 2002). If a foreground galaxy is multiply-imaging a
background quasar, the galaxy emission will affect the derived colors. Hence, a bright lens galaxy
can prevent a high-redshift lensed quasar from meeting the color selection criteria. Such biases
must be removed by estimating the flux that a lensing galaxy will contribute to a gravitational lens
system of a given image separation. This is best accomplished by applying the optical properties
of a known sample of gravitational lens galaxies.
We now provide a simple database for estimating the magnitude of an early-type lensing
galaxy in a wide range of filters. This is done by determining the correlation among the redshift,
the reduced image separation, and the effective absolute magnitude of lensing galaxies in observed
bands: Mobs = mobs−DM , where DM is the distance modulus. The combined effects of evolution
and spectral K-corrections are modeled using a single parameter γE+K , such that the predicted
magnitude is
Mmod =M∗0 + 2.5γE+Kzd − 1.25γFJ log∆θred . (A1)
The fitting function is identical to Eq. 11. If the lens galaxy has not been observed in a given filter,
its magnitude is estimated from the available filters using the spectrophotometric model (§2.2). If
data are available in that filter, the observed magnitude is used directly. The fit parameters are
presented in Table 3 for six HST filters. Despite our crude parameterization of redshift effects, the
rms scatters in the relations are, on average, only slightly larger than those in the rest frame bands.
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Table 1. Lens Galaxy Photometric Data
Lens zd zs EGal ∆θ log ∆θred log(re/
′′) Filter Mag
(mag) (′′)
0047–2808 0.49 3.60 0.016 2.70 +0.101 −0.04 ± 0.04 F555W 20.65 ± 0.05
F814W 18.92 ± 0.27
Q0142–100 0.49 2.72 0.032 2.24 +0.045 −0.29 ± 0.02 F160W 16.63 ± 0.03
F814W 18.72 ± 0.05
F675W 19.35 ± 0.01
F555W 20.81 ± 0.02
CTQ414 0.28 1.29 0.015 1.22 −0.238 −0.18 ± 0.06 F160W 16.67 ± 0.15
±0.02 ±0.017 F814W 18.91 ± 0.37
F555W 20.36 ± 0.18
MG0414+0534 0.96 2.64 0.303 2.38 +0.246 −0.11 ± 0.08 F160W 17.54 ± 0.14
F205W 16.70 ± 0.12
F110W 19.21 ± 0.03
F814W 20.91 ± 0.05
F675W 22.58 ± 0.13
F555W 24.17 ± 0.15
B0712+472 0.41 1.34 0.113 1.42 −0.096 −0.44 ± 0.06 F160W 17.16 ± 0.15
F814W 19.56 ± 0.07
F555W 21.75 ± 0.10
HS0818+1227 0.39 3.12 0.031 2.83 +0.102 −0.05 ± 0.01 F814W 18.76 ± 0.02
F555W 20.78 ± 0.10
FBQ0951+2635 0.20 1.24 0.022 1.11 −0.315 −0.78 ± 0.11 F160W 17.86 ± 0.23
±0.02 ±0.012 F814W 19.67 ± 0.23
F555W 21.02 ± 0.20
BRI0952–0115 0.38 4.50 0.063 1.00 −0.371 −1.00 ± 0.12 F160W 18.95 ± 0.16
±0.03 ±0.008 F814W 21.21 ± 0.04
F675W 22.08 ± 0.03
F555W 23.67 ± 0.08
LBQS1009–0252 0.78 2.74 0.034 1.54 −0.039 −0.75 ± 0.06 F160W 19.30 ± 0.12
±0.10 ±0.032 F814W 21.99 ± 0.04
F555W 24.05 ± 0.25
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Table 1—Continued
Lens zd zs EGal ∆θ log ∆θred log(re/
′′) Filter Mag
(mag) (′′)
Q1017–207 0.86 2.55 0.046 0.85 −0.217 −0.52± 0.01 F160W 19.26 ± 0.06
±0.15 ±0.048 F814W 21.82 ± 0.48
F555W 25.48 ± 0.73
FSC10214+4724 0.96 2.29 0.012 1.59 +0.091 +0.06± 0.19 F814W 20.40 ± 0.39
±0.10 ±0.044 F205W 17.04 ± 0.40
F110W 19.29 ± 0.37
F555W 23.18 ± 0.62
B1030+074 0.60 1.54 0.022 1.56 +0.028 −0.35± 0.06 F814W 20.24 ± 0.13
F160W 17.64 ± 0.15
F555W 22.71 ± 0.12
HE1104–1805 0.73 2.32 0.056 3.19 +0.309 −0.20± 0.13 F160W 17.47 ± 0.27
F814W 20.01 ± 0.10
F555W 23.14 ± 0.58
PG1115+080 0.31 1.72 0.041 2.29 +0.026 −0.33± 0.02 F160W 16.66 ± 0.04
F814W 18.92 ± 0.02
F555W 20.74 ± 0.04
MG1131+0456 0.84 – 0.036 2.10 +0.214 −0.24± 0.05 F160W 18.62 ± 0.08
±0.127 F814W 21.21 ± 0.04
F675W 22.47 ± 0.06
F555W 23.85 ± 0.24
HST14113+5211 0.46 2.81 0.016 1.72 −0.083 −0.33± 0.05 F702W 20.50 ± 0.06
F814W 19.99 ± 0.03
F555W 22.19 ± 0.06
HST14176+5226 0.81 3.40 0.007 2.84 +0.225 −0.15± 0.05 F160W 17.53 ± 0.11
F814W 19.77 ± 0.06
F606W 21.91 ± 0.06
B1422+231 0.34 3.62 0.048 1.56 −0.177 −0.50± 0.13 F160W 17.57 ± 0.20
F791W 19.66 ± 0.25
F555W 21.80 ± 0.17
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Table 1—Continued
Lens zd zs EGal ∆θ log ∆θred log(re/
′′) Filter Mag
(mag) (′′)
SBS1520+530 0.72 1.86 0.016 1.59 +0.047 −0.46± 0.04 F160W 17.84 ± 0.06
F814W 20.16 ± 0.13
F555W 21.96 ± 1.24
MG1549+3047 0.11 – 0.029 2.30 −0.061 −0.09± 0.04 F160W 14.73 ± 0.07
±0.009 F205W 14.00 ± 0.01
F814W 16.70 ± 0.02
F555W 18.19 ± 0.02
B1608+656 0.63 1.39 0.031 2.27 +0.242 −0.19± 0.07 F160W 16.76 ± 0.13
F814W 19.02 ± 0.13
F555W 21.24 ± 0.23
MG1654+1346 0.25 1.74 0.061 2.10 −0.039 −0.05± 0.01 F160W 15.83 ± 0.04
F814W 17.90 ± 0.02
F675W 18.55 ± 0.01
F555W 19.72 ± 0.03
B1938+666 0.88 – 0.121 1.00 −0.088 −0.16± 0.04 F160W 18.67 ± 0.08
±0.154 F814W 21.46 ± 0.08
F555W 24.45 ± 0.84
MG2016+112 1.00 3.27 0.235 3.26 +0.354 −0.66± 0.05 F160W 18.46 ± 0.09
F814W 21.95 ± 0.09
F555W 25.12 ± 1.06
B2045+265 0.87 1.28a 0.232 2.28 +0.265 −0.42± 0.14 F160W 18.25 ± 0.26
±0.145 F814W 21.25 ± 0.19
F555W 23.86 ± 0.22
HE2149–2745 0.50 2.03 0.032 1.70 −0.039 −0.30± 0.04 F160W 17.61 ± 0.10
F814W 19.56 ± 0.03
F555W 21.18 ± 0.09
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Table 1—Continued
Lens zd zs EGal ∆θ log∆θred log(re/
′′) Filter Mag
(mag) (′′)
Q2237+030 0.04 1.69 0.071 1.76 −0.202 +0.59 ± 0.08 F160W 12.22 ± 0.22
F205W 11.88 ± 0.13
F814W 14.15 ± 0.20
F675W 14.66 ± 0.23
F555W 15.49 ± 0.22
B2319+051 0.62 – 0.064 1.36 −0.080 −0.65 ± 0.01 F160W 18.20 ± 0.02
±0.076 F814W 20.71 ± 0.77
F555W 23.43 ± 0.04
Note. — Listed for each lens are the galaxy (zd) and source (zs) redshifts, Galactic extinction
(EGal ≡ E(B−V )) from Schlegel et al. (1998), standard image separation (∆θ), reduced image
separation (log∆θred), intermediate axis effective radius (log(re/
′′)), and magnitudes in each
filter. The first filter listed has the highest signal-to-noise ratio, and the surface brightness (µe)
and effective radius are simultaneously fit using a de Vaucouleurs profile. The effective radius
is then held fixed when determining µe in the remaining filters. The listed magnitudes are
extrapolated from the fit quantities, m = µe − 5 log re − 2.5 log 2pi, and their errors reflect the
fitting technique used in each filter. Magnitudes have not been corrected for Galactic extinction
in this table, but an RV = 3.1 extinction curve is used to correct the magnitudes in all
calculations and figures. The values of log∆θred are calculated assuming ΩM = 0.3, ΩΛ = 0.7.
Galaxy redshift errors indicate lenses on which the FP redshift estimation technique has been
applied (§2.4). For lenses with unmeasured galaxy or source redshifts, errors on log∆θred
are constructed using Monte Carlo methods (§2.5). If zd is estimated, correlation between
zd and log∆θred is important, but here we list the errors obtained by assuming uncorrelated
quantities. a The B2045+265 (Fassnacht et al. 1999) source redshift is currently disputed, as
it implies an uncomfortably large velocity dispersion for the lens galaxy. We therefore treat
it as an unknown, and set zs = 2.0 ± 1.0 as we have done for lenses with unmeasured source
redshifts.
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Table 2. Evolution Estimates from the Faber-Jackson Relation
Rest Band M∗0 − 5 log h γFJ γEV rms
B −19.70 ± 0.29 3.29 ± 0.58 −0.41± 0.21 0.53
F555W = V −20.67 ± 0.29 3.29 ± 0.58 −0.36± 0.21 0.53
F814W = I −21.86 ± 0.29 3.30 ± 0.59 −0.31± 0.21 0.53
F160W = H −23.74 ± 0.29 3.34 ± 0.60 −0.21± 0.22 0.53
Note. — Listed for each rest frame band are the characteristic magnitude at z = 0 (M∗0−5 log h),
FJ slope (γFJ), evolution rate (γEV ≡ d log(M/L)/dz), and unweighted rms scatter about the best-
fit relation.
Table 3. Predicting Observed Lens Galaxy Magnitudes from the Faber-Jackson Relation
Obs Band M∗0 − 5 log h γFJ γE+K rms
F555W = V −20.75 ± 0.37 3.13 ± 0.83 +0.84± 0.28 0.63
F675W = R −21.86 ± 0.30 3.43 ± 0.65 +0.73± 0.22 0.56
F814W = I −21.98 ± 0.30 3.21 ± 0.65 +0.16± 0.23 0.54
F110W = J −22.75 ± 0.28 3.32 ± 0.57 −0.12± 0.20 0.51
F160W = H −23.79 ± 0.28 3.39 ± 0.57 −0.21± 0.21 0.52
F205W = K −24.26 ± 0.27 3.32 ± 0.57 −0.39± 0.20 0.52
Note. — Listed for each observed band are the characteristic magnitude at z = 0 (M∗0−5 log h),
FJ slope (γFJ), combined evolution plus K-correction parameter (γE+K), and unweighted rms
scatter about the best-fit relation.
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Fig. 1.— Pure luminosity evolution at rest frame B band. Plotted is the change in log(M/L)B
from its present-day value. The stellar populations have solar metallicity and were formed in an
instantaneous burst. A Salpeter IMF is assumed. Tracks are computed with the GISSEL96 version
of the Bruzual & Charlot (1993) spectral evolution models, assuming a flat Ωm = 0.3 cosmology
and h = 0.65. The predicted evolutionary tracks for star-formation redshifts of zf = 15.0, 3.0, 1.5
and 1.0 are displayed. Note that later star-formation redshifts result in faster evolution rates. For
zf > 1.5, the evolution rate at z < 1 can be parameterized as linear in redshift.
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Fig. 2.— Evolution of lens galaxies from the FP at rest frame B band. Plotted is the offset in
log(M/L)B derived using the offset from the local FP intercept of γ0 = −8.895− log(h/0.5)± 0.01.
FP slopes of α = 1.25 and β = 0.32 are assumed. Lenses with known galaxy (zd) and source (zs)
redshifts are plotted as filled squares. Lenses with known zd and assumed zs = 2.0±1.0 are plotted
as open squares. Lenses with estimated zd and known zs are plotted as open circles. Vertical and
horizontal error bars are correlated. The solid line depicts the best-fit slope of d log(M/L)B/dz =
−0.56 ± 0.04 when γ0 is fixed. The dashed line depicts the best-fit slope of d log(M/L)B/dz =
−0.54 ± 0.09 when γ0 is simultaneously re-fit.
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Fig. 3.— Simultaneous constraints on the evolution rate and present-day FP intercept γ0 at rest
frame B band. The FP slopes are fixed at α = 1.25 and β = 0.32. The contours enclose the 1σ
(∆χ2 < 2.30) and 2σ (∆χ2 < 6.17) confidence regions. The horizontal dashed line represents the
local (Coma cluster) FP intercept of −8.895 − log(h/0.5).
Fig. 4.— The Faber-Jackson relation for gravitational lenses. Plotted is the B-band galaxy mag-
nitude versus the prediction of the best-fit model. Lenses with different redshift information are
marked as in Fig. 2.
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Fig. 5.— Evolution of the effective Faber-Jackson B-band mass-to-light ratio. The scale is arbitrary.
The best-fit slope is d log(M/L)B/dz = −0.41 ± 0.21. Lenses with different redshift information
are marked as in Fig. 2.
Fig. 6.— Pairwise constraints for the B-band values of M∗0 − 5 log h, γFJ , and d log(M/L)B/dz
from the Faber-Jackson relation. The contours enclose the 1σ (∆χ2 < 2.30) and 2σ (∆χ2 < 6.17)
confidence regions.
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Fig. 7.— The reduced image separation log∆θred as a function of redshift. Dotted lines correspond
to constant angular image separations for a source at zs = 2.0 (bottom to top: ∆θ = 0.
′′5, 1.′′0, 2.′′0).
Lenses with different redshift information are marked as in Fig. 2. The absence of low redshift lens
galaxies with large log∆θred is puzzling.
Fig. 8.— Direct fits to evolutionary tracks for a Salpeter IMF. Results are shown for B-band FP
mass-to-light ratios calculated using a fixed local intercept. Therefore, the plotted data points are
identical to those in Fig. 2. An instantaneous starburst and solar metallicity are assumed. Dotted
lines represent star-formation redshifts of zf = 15.0, 3.0, 1.5 and 1.0 (top to bottom). The solid
line represents the best-fit track of 〈zf 〉 = 2.1.
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Fig. 9.— Constraints on the mean star-formation redshift 〈zf 〉 for a Salpeter IMF. Plotted is the
renormalized ∆χ2 as a function of 〈zf 〉. The solid (dashed) line is derived from the FP analysis in
which the z = 0 intercept γ0 is held fixed (simultaneously re-fit). The dotted line is derived from
the FJ analysis. A mean star-formation redshift of 〈zf 〉 > 1.8 is favored at 2σ confidence.
