Background: Parkinson's disease (PD) is an irreversible neurodegenerative disease. The diagnosis of PD based on neuroimaging is usually with low-level or deep learning features, which results in difficulties in achieving precision classification or interpreting the clinical significance. Herein, we aimed to extract highorder features by using radiomics approach and achieve acceptable diagnosis accuracy in PD.
Introduction
Parkinson's disease (PD) is a common chronic progressive neurodegenerative condition in the elderly caused by early death of dopaminergic neurons in the central nervous system (1, 2) . The destruction of dopaminergic neurons in PD patients produces a variety of motor and non-motor symptoms. Typical motor symptoms include bradykinesia, muscle stiffness, and resting tremor. Major non-motor symptoms include depression, psychosis, falls, genitourinary diseases, and sleep disorders (3) (4) (5) . These motor and nonmotor symptoms seriously affect the quality of life of patients with PD (5) . Moreover, the prevalence of PD is increasing year by year as the population ages, and is expected to cause huge economic and social burden to society (6) . Therefore, accurate early diagnosis of PD is essential for timely treatment and intervention.
Some studies have shown that clinical non-motor symptoms and biomarkers such as cerebrospinal fluid (CSF) have been used as indicators for the early diagnosis of PD (7) (8) (9) . Although these indicators have outstanding diagnostic capabilities, clinical application is often challenging because of the invasive nature and costs incurred. Currently, medical imaging technology mainly including magnetic resonance imaging (MRI), positron emission tomography (PET), and single photon emission computed tomography (SPECT) has drawn attention as an effective tool for early diagnosis of PD (10) . PET is commonly used for imaging to measure brain dysfunction (11) . In particular, the use of 18 F-fluorodeoxyglucose PET ( 18 F-FDG PET) imaging to measure glucose consumption allows us to identify specific brain metabolic patterns in early-stage neurodegenerative disease (12) . Previous studies have reported regional differences and proposed several imaging markers in brain glucose metabolism in PD (13) (14) (15) (16) (17) (18) . In summary, the development of medical imaging technology has made imaging markers a widely used clinical indicator for early diagnosis of PD and promoted the rapid development of computer-aided diagnosis.
At present, with the development of machine learning and deep learning, increasing computer-aided diagnostic categories are used to identify PD or other forms of Parkinson's syndrome based on different brain imaging modalities (19) (20) (21) . Computer-aided PD diagnosis has the advantages of accurate quantification and reproducibility. It can help doctors and patients avoid unnecessary medical examinations, potential side effects, and safety risks (22) . For example, Juh et al. (23) used statistical parametric mapping to determine useful metabolic markers in diagnosing PD. Eckert et al. (24) combined visual assessment of individual scans with blinded computer assessment in the differential diagnosis of PD. Shen et al. (25) improved a framework based on Group Lasso Sparse Deep Belief Network (GLS-DBN) to distinguish between PD and normal controls (NC) subjects based on FDG-PET imaging, and established the computer-aided classifier for PD and NC.
However, most of the markers used in these methods are low-level features that do not accurately reflect the neuropathological heterogeneity of brain tissue associated with PD, and thereby do not provide precise diagnostic results. In contrast, although deep features from deep learning methods can reflect good diagnostic capabilities, it is difficult to explain the clinical correlation between these deep features and the actual disease. Therefore, high-order feature extraction methods are required.
Radiomic approach could be an alternative method to solve above problems. Radiomic approach has ensured the conversion of medical images into mineable, highdimensional data and can quickly extract a large number of high-level advanced features from medical images by using high-throughput calculations (26) (27) (28) (29) . These radiomic features reflect the potential pathophysiological information and contribute to clinical diagnosis (30) . Although widely used in oncology research (31) (32) (33) (34) , it has recently been extended to other medical applications such as neurodegenerative diseases. Some studies have used it to diagnose Alzheimer's disease (AD) and mild cognitive impairment (MCI) (35) (36) (37) . Therefore, we hypothesized that radiomic features may describe the brain tissue heterogeneity in PD to effectively distinguish PD patients from NC.
The present study was designed to determine whether radiomic features extracted from 18 F-FDG PET brain images can be used for computer-assisted diagnosis of PD and NC. We also proposed a new diagnostic method for computer-assisted PD based on radiomics. Figure 1 shows the framework of this study. First, the image was spatially normalized and smoothed. Then, the concerned brain regions were determined based on atlasbased method from literatures (38, 39) . Subsequently, the radiomic features were extracted from the brain regions of interest (ROIs). Thereafter, we used autocorrelation and fisher score algorithms to deduce the correlation between features and to select the most efficient radiomic features for classification. Finally, we completed the classification for PD vs. NC using support vector machine (SVM). The details of this approach are described in subsequent sections.
Methods

Materials
In this retrospective multicohort study, the data used were derived from two cohorts: (I) 182 subjects from Huashan Hospital (Fudan University, Shanghai, China) comprising 91 NC and 91 PD patients. (II) 48 subjects from Wuxi 904 Hospital (Jiangsu, China) comprising 26 NC and 22 PD patients.
In the case of PD patient cohorts, all subjects were screened and clinically examined by two senior investigators of movement disorders prior to being included in the study. Based on the UK Brain Bank criteria (40), a confirmed diagnosis of PD was made in all subjects if the patients had "pure" parkinsonism without a history of known causative factors such as encephalitis or neuroleptic treatment, and did not have dementia, supranuclear gaze abnormalities, or ataxia. Unified Parkinson's Disease Rating Scale (UPDRS) motor examination (items [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] and Hoehn & Yahr scale (H&Y) were assessed at least 12 h after the cessation of oral antiparkinsonian medications (i.e., a practically defined "off" condition) and not more than 2 h before the PET scan.
As for NC subjects, all subjects underwent the same clinical screening procedures as PD patients and showed negatively in these tests. The following exclusion criteria were applied: (I) a history of neurological or psychiatric illness; (II) prior exposure to neuroleptic agents or drug use; (III) an abnormal neurological examination. To control the demographic differences among patients and controls, 91 age-and gender-matched NC (Huashan cohort) together with 26 age-and gender-matched NC (Wuxi cohort) were enrolled in our study.
Image acquisition and preprocessing
Before PET scanning, all participants were required to fast for at least 6 h but had free access to water. PET scans were performed with a Siemens Biograph 64 HD PET/computed tomography (CT) (Siemens, Germany) in 3D mode. Prior to the emission scan, a low-dose CT transmission scan was performed for attenuation correction. The brain emission scan was acquired between 45 and 55 min after intravenous injection of 185 MBq of 18 F-FDG. Data was reconstructed using 3D ordered subset expectation maximization and corrected for random coincidences, scatter, and radioactive decay. As no arterial blood sampling was performed in this clinical imaging protocol, we used radioactivity count images to measure changes in relative regional glucose metabolism. All studies in PD patients and NC were carried For each subject, the scanned PET image was first spatially normalized to the Montreal Neurological Institute (MNI) space (FDG-PET template) with linear and nonlinear 3D transformations, which made the image size and resolution consistent. Next, the normalized PET images were smoothed using a Gaussian smoothing kernel with a full-width at half maximum (FWHM) value of 10× 10×10 mm 3 that could blur image edges and improve the signal-to-noise ratio. As a result, the preprocessed images had a spatial resolution of 79×95×69 with a voxel size of 2×2×2 mm 3 .
Image data were preprocessed using Statistical Parametric Mapping 12 (SPM12, Wellcome Department of Imaging Neuroscience, Institute of Neurology, London, UK, http:// www.fil.ion.ucl.ac.uk/spm/) software implemented in MATLAB R2018a (Mathworks Inc, Sherborn, MA, USA).
Definition of regions-of-interest
According to various previous studies, the morphological and metabolic changes in some brain regions were directly related to the pathology of PD. Metabolic changes in relevant brain regions of PD patients have been detected using 18 F-FDG PET (18, 41) . Therefore, we referred to previous studies to select brain regions with morphological and metabolic changes, including the superior frontal (24, 41, 42) , the middle frontal (24), supplementary motor area (43) , occipital gyrus (24), caudate nucleus (24, 44) , putamen (42) , pallidum (41) , thalamus (24, 41, 42, 44) , inferior temporal (24, 44) , cerebellum (24, 41, 42) , and pons (45) . Figure 2 shows all the brain ROIs (n=95). We selected 90 regions from the anatomical automatic labeling (AAL) template (46) , and 5 other regions where functional imaging studies in PD commonly report altered metabolism, including bilateral cerebellum, bilateral pons and cerebellar vermis.
To verify the effectiveness of above brain ROIs, we further used a two-sample Student's t-test in SPM12 for group comparisons in Huashan cohort. In this step we set the peak threshold to P<0.001 and performed family wise error (FWE) correction throughout the brain region (35, 47) .
Radiomic features extraction
In this section, we extracted features by using the radiomics tool developed by Vallieres et al. (https://github.com/ mvallieres/radiomics). We used "Texture Toolbox" in the radiomics tool to perform texture analysis from each input ROI. All steps were performed in MATLAB R2018a, including wavelet band-pass filtering, isotropic resampling, Lloyd-Max quantization, and feature calculation. Each 18 F-FDG PET image was prepared for intensity analysis, matrix-based texture analysis, and wavelet analysis at a scale of 2 mm. Firstly, the wavelet band-pass filtering was carried out by applying different weights to bandpass sub-bands (LHL, LHH, LLH, HLL, HHL, and HLH) of the volume of interest (VOI), compared to low-and high-frequency sub-bands (LLL and HHH) in the wavelet domain. The ratio of the weight was defined by R, and the values of R were 1/2, 2/3, 1 (no wavelet filtering), 3/2, and 2. Secondly, isotropic resampling was performed at the initial in-plane resolution of every PET image, the Lloyd-Max quantization algorithm was applied to normalize the PET images to 256 gray-level images. Finally, we obtained four types of texture matrices [gray-level co-occurrence matrix (GLCM), graylevel run-length matrix (GLRLM), gray-level size zone matrix (GLSZM), and neighborhood gray-tone difference matrix (NGTDM)] from quantized PET images. Based on above texture matrices, we achieved 43 texture features, 188 wavelet features and 4 intensity features. 43 texture features include 3 histogram-based textures, 9 texture features from the GLCM, 13 texture features from the GLRLM, 13 texture features from the GLSZM, 5 texture features from the NGTDM. Four intensity features include SUV max , SUV peak , SUV mean , auc CSH. Detailed radiomic features are listed in Table 1 .
Features selection
In order to reduce the number of features, we ensured independence among features and only selected those features that make an important contribution for the classification step. In this step, the clinical basic information (age and gender) was also added into the radiomic features. A 5-fold cross-validation algorithm was carried out in this procedure.
The feature selection step was performed through two steps: feature autocorrelation and fisher score algorithm. First, feature autocorrelation was performed to reduce redundancy between high-dimensional features. For each feature, the average absolute correlation based on pairwise correlations was calculated, as defined by the following formula: 
If in a pair-wise correlation, the C i,j value was greater than 0.8, the feature with the higher average absolute correlation was removed.
Next, we used fisher score algorithm to rank the remaining features. Fisher score algorithm is a filter-based method for supervised feature selection. It selects each feature independently according to their scores under the fisher criterion. After computing the fisher score for each feature, the top-m ranked features with large scores could be retained. In this study, we retained the top-30 ranked features. These selected features were used for subsequent classification. Finally, we repeated the above steps in 500 times. All the above-described feature selection steps were implemented in MATLAB R2018a.
SVM classification
To verify the diagnostic capabilities of the selected radiomic features, we used SVM classifiers for classification experiments. The feature normalization was first performed before classification. We used the Min-Max Normalization method on the training and test sets to normalize the selected radiomic features. Then, we performed an NC vs. PD classification using SVM classifier. The SVM is a supervised learning method that has been widely used in statistical classification and regression analysis. It maps the vector to a higher dimensional space in which a maximum interval hyperplane is created. Therefore, these vectors from the higher dimensional space could achieve high classifying performance. In this study, three kernel (linear, sigmoid, and radial basis) functions were used to detect feature generalization ability and classification reliability. The Wuxi cohort was used as an additional test dataset (test 2) to test the model. We calculated the mean [± standard deviation (SD)] accuracy, sensitivity, and specificity of the 500 repetitions as the final result. In addition, we used the receiver operating characteristic (ROC) graph to visualize the experimental results with the test dataset. The area under the curve (AUC) of the ROC was also computed to quantitatively evaluate the classification performance.
In addition, to further validate the classifying efficiency of the radiomic features, we applied another classifier: "random forest (RF)". 30 was set as the number of trees (54, 55) .
Comparative experiment
To verify the superiority of high-level radiomic features in selected brain regions, we deployed the following two comparative experiments.
For the first comparative experiment, we calculated the average voxel value based on each ROI in the brain and obtained 26 average voxel values for each subject. We considered these 26 values as features for the classification of NC and PD. For the second comparative experiment, we combined the radiomic features and the average voxel value of each ROI in the brain as features and performed a classification of NC and PD by the same classifier as above.
In the two comparative experiments, the 5-fold crossvalidation was performed in Huashan cohort, in which 80% data was used as the training set and the remaining 20% data was used as the first test set (test 1). The Wuxi cohort was used as the second test set (test 2). The comparative experiments underwent the same process procedures with 500 repetitions.
Correlation between selected features and clinical scales
To verify the reproducibility of selected radiomic features and their relevance to clinical scales, we selected features with more frequent occurrences and used these features to verify the correlations between them and the clinical scales. We calculated the Pearson correlation coefficient between these features and UPDRS and Spearman correlation coefficient between these features and H&Y.
Furthermore, we calculated the Pearson correlation coefficient between the top three high-frequency features and the average voxel value of the related brain region where they were located in the two test sets.
Decision score
To better describe the discrimination ability of the results, a decision score could be output after the SVM model decision analysis to represent the model score of NC or PD; we used this score to perform the t-test on NC and PD to observe the intergroup differences. In the experiment, we calculated the average scores of NC and PD in the test set (test 2).
Statistical analysis
The clinical and demographic characteristics (age, sex, H&Y, UPDRS) were assessed using two-sample t-test and chi-square test. Morphological differences in brain regions in NC and PD patients were verified using the two-sample two-tailed Student's t-test on all NC and PD patients from the Huashan cohort. High-frequency features associated with clinical scales and the average voxel values were calculated using Pearson correlation coefficients. All statistical analyses were performed using MATLAB R2018a run on a Windows platform. Values were considered significant for P<0.05.
Results
Subjects
The subject demographics and clinical characteristics for the two diagnostic groups in this study are detailed in Table 2 . There were no significant differences in age and sex among the NC and PD patients (all P>0.05; χ 2 test). In addition, the H&Y and UPDRS scores of the Huashan cohort were relatively slightly higher than the Wuxi cohort.
Brain ROIs validation
Brain regions from the Huashan cohort are shown in Table 3 . The results were basically consistent with the selected brain regions based on the atlas-based method. The brain regions after t-test were the frontal lobe regions (Frontal_ Mid, Frontal_Sup, Frontal_Inf_Orb); temporal lobe regions (Temporal_Mid, Temporal_Inf); occipital lobe regions (Occipital_Mid, Occipital_Sup, Occipital_Inf); and cerebellum region (Cerebellum).
Radiomic features extraction and selection
After feature extraction, we got a total of 6,110 features. After the autocorrelation step, 900-1,000 types of uncorrelated features remained. After the fish score test, we retained the top-30 ranked features. Table 4 lists the 10 most frequent features, their occurrence times, and the brain areas of their locations in the 500 repetitions performed during cross-validation with three different kernels. In general, these features showed excellent consistency in repeated experiments and they have good pathological revealing ability.
Classification performance
As shown in Table 5 , using the selected radiomic features with radial basis kernel in the Huashan cohort, the average LGZE, low gray-level zone emphasis; LRHGE, long-run high gray-level emphasis; LZHGE, large zone high-gray-level emphasis; GLV, graylevel variance; LZLGE, large zone low-gray-level emphasis. Figure 3A) . The average AUCs (± SD) of the ROC curve of the radial basis kernel function were 0.85±0.03, 0.78±0.03, and 0.88±0.04 ( Figure 3B) . The average AUCs (± SD) of the ROC curve of the sigmoid kernel function were 0.85±0.03, 0.80±0.02, and 0.87±0.02 ( Figure 3C) .
In the classification experiments with the RF classifier, we also observed that the radiomic features achieved 
Correlation analysis
As shown in Figure 4 , the high-frequency features, including low gray-level zone emphasis (LGZE), long-run high gray-level emphasis (LRHGE), and skewness, were all significantly correlated with clinical scale values in the test dataset.
LGZE in the right of the pons was significantly correlated with UPDRS (r=0.2698, P=0.0039) ( Figure 4A) , and H&Y (r=0.2052, P=0.0292) ( Figure 4B) . The features skewness and LRHGE were also both positively correlated with UPDRS (r=0.2390, P=0.0108 and r=0.3402, P<0.001, respectively) ( Figure 4C,E) , and H&Y (r=0.2284, P=0.0150 and r=0.2539, P=0.0066, respectively) ( Figure 4D,F) . As seen in Figure 5 , there was a correlation between high-frequency radiomic features and the average voxel value of its brain region. We could see that there was a negative correlation between skewness and the average voxel value of the right supper motor area (r=-0.1946, P=0.0389) ( Figure 5B) . The feature LGZE was positively correlated with the average voxel value of the right pons (r=0.2692, P=0.0093) ( Figure 5A) . The feature LRHGE was also positively correlated with the average voxel value of the right cerebellum (r=0.2328, P=0.0131) ( Figure 5C ).
Decision score
In our proposed method, the performance of the SVM output decision scores with different kernels used to classify NC and PD in test 2 are shown in Figure 6 . Decision scores of HC were significantly higher than that of PD (linear: 2.29±1.29 vs. -1.09±1.06, P<0.001 ( Figure 6A) ; radial basis:1.15±0.58 vs. -0.48±0.47, P<0.001 ( Figure 6B) ; sigmoid: 1.20±0.72 vs. -0.45±0.49, P<0.001) ( Figure 6C) . Furthermore, the SVM with different kernel output decision scores could be used as a quantitative imaging biomarker for classification, with significant differences between the NC and PD groups.
Discussion
In this study, we employed statistical analysis and two kinds of classifier to implement a 18 F-FDG-PET imaging-based radiomic method for the diagnosis of PD. To demonstrate the stability and applicability of our proposed radiomic methods, we selected different samples from different PET scanners with different imaging characteristics, including cohorts from Huashan Hospital and Wuxi 904 Hospital. This cross-sample research method could test the generalization ability of the model (26) . Overall, this Additionally, in feature selection, we listed 10 features with frequent occurrences. Among them, we found that "LGZE", "skewness" and "LRHGE" appeared multiple times in different brain areas, indicating that these features have good ability to indicate pathology. LGZE is a textural measure (56) . One 18 F-FDG-PET study in follicular lymphoma found that LGZE could solely predict complete response of chemotherapy (57) . Yet further study is needed to help understand its meaning in PD. Skewness is a textural measure of asymmetry (58) . It has scarcely been investigated in the field of neurological PET (59) . A recent study analyzed textural parameters extracted from amyloid PET in AD and found that histogram-based indices [skewness (15%) and cumulative histogram (AUC: 35%)] were highly correlated with the subject's status and hence strong markers of AD progression, as they reflected the prevalence of highintensity and low-intensity voxels in positive and negative scans, respectively (60) . Thus, combined with our findings, we inferred that the "skewness" feature we found in PD by 18F-FDG-PET might also reflect the specific status of PD and be used as a potential biomarker. The LRHGE feature is expected to be large for images with many long runs and high gray-level values (50) . This feature was mainly found in oncology research (61) (62) (63) (64) . For example, a study on breast cancer showed that LRHGE was associated with risk categories as well as the neoadjuvant chemotherapy response (61) . Another study on cervical cancer found that LRHGE was correlated with the differentiation (62). To our best knowledge, this is the first mention of the LRHGE to feature in the field of neuropathy. Further studies are required to understand whether LRHGE could help to distinguish between the different subtypes of PD or offer other important information.
In clinics, there is a disease-specific anatomical pattern in PD which is characterized by relatively increased metabolism in the Globus pallidus and putamen, thalamus, cerebellum, pons and sensorimotor cortex, and relative decreased metabolism in the lateral frontal and parietooccipital areas (18, (65) (66) (67) . The brain regions involved in the top relative features selected in this study were consistent with this anatomical pattern. In particular, we observed that high-frequency features from this study were mainly located in the pons, supper motor area and cerebellum. As PD is mainly a movement disorder, it was reasonable to find these disease specific features in pons and the super motor area (68) (69) (70) (71) (72) . The cerebellum plays an important role in the pathophysiology of PD, both in terms of symptomology and compensation for the damaged and dysfunctional striato-thalamo-cortical pathway (64) . Indeed, cerebellar dysfunction is considered as the common link between essential tremor and resting tremor in PD (68) . A functional MRI study (69) also identified the role of cerebellar circuitry in PD and underscored the involvement of the cerebello-thalamo-cortical pathways in tremorgenesis. Similar previous research supports the correlations between the features of cerebellum and clinical scales reported in this study. In addition, many studies (70) (71) (72) (73) have suggested that cerebellar activity and changes of functional and effective connectivity within the cerebello-thalamo-cortical pathway activity are possible compensatory mechanisms in PD. Thus, we believed that the high-frequency features we found in the cerebellum of PD patients might help to As shown in Figure 4 , the correlation of statistical results verified that clinical scale is indeed relevant to these highfrequency radiomic features. Moreover, the correlation between these features and the voxel values in the brain region suggested that they may be able to replace traditional voxel values in clinical PD diagnosis. As voxel-based studies have already shown the presence of disease-related metabolic characteristics in PD, the correlation between them showed that our radiomic features could reflect the information provided by voxel-analysis to an extent. Furthermore, the listed brain regions indicate that these regions are significantly different in NC and PD patients. As expected, the radiomic features performed better in the classification than the traditional average voxel values in diagnosis of PD.
In addition, we also compared the classification results between our proposed method and the deep learning method. The results are shown in Table 6 . With the same training and test datasets, Shen et al. (25) proposed a framework based on GLS-DBN to distinguish between PD and NC subjects. The classification accuracy achieved 90.0% in that study. This comparative result means that our proposed radiomic approach achieve a similar result with the deep learning method.
A Multimodal data such as MRI and other imaging features can also be used for classification in the future. Second, the pathobiological mechanisms of the correlation between radiomic features and clinical scales were not explored. In our study, we only selected radiomic features and clinical scales to select radiomic features for classification, indicating that there was indeed a correlation between radiomic features and PD pathology; however, we did not further explore the pathobiological mechanisms. In future research, the mechanism of each feature and disease should be studied in detail. Finally, our study was based only on PD and NC samples, and it would be equally meaningful to further distinguish between different forms of Parkinson's syndrome in the future.
Conclusions
This study proved that high-order radiomic features extracted from 18 F-FDG PET brain images can be used for computer-aided diagnosis of PD, as the radiomic features for diagnosis have higher accuracy than traditional voxel values. Future research can use high-order radiomic features as quantitative biomarkers for early diagnosis of PD, such that patients may benefit from timely intervention. Municipal Science and Technology Major Project (grant number 2017SHZDZX01) and the Open Project Funding of Human Phenome Institute (grant number HUPIKF2018203), Fudan University.
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