We are interested in the numerical solution of stochastic di erential equations with non-negative solutions. Our goal is to construct explicit numerical schemes that preserve positivity, even for super-linear stochastic di erential equations. It is well known that the usual Euler scheme diverges on super-linear problems and the tamed Euler method does not preserve positivity. In that direction, we use the semi-discrete method that the rst author has proposed in two previous papers. We propose a new numerical scheme for a class of stochastic di erential equations which are super-linear with non-negative solution. The Heston /model appearing in nancial mathematics belongs to this class of stochastic di erential equations. For this model we prove, through numerical experiments, the "optimal" order of strong convergence at least / of the semi-discrete method.
Introduction
Throughout, let T > and (Ω, F, {F t } ≤t≤T , ℙ) be a complete probability space, meaning that the ltration {F t } ≤t≤T satis es the usual conditions, i.e. is right continuous and F includes all ℙ-null sets. Let W t,ω : [ , T] × Ω → ℝ be a one-dimensional Wiener process adapted to the ltration {F t } ≤t≤T . Consider the following stochastic di erential equation (SDE):
where the coe cients a, b : [ , T] × ℝ → ℝ are measurable functions such that ( . ) has a unique strong solution and x is independent of all {W t } ≤t≤T . SDE ( . ) has non-autonomous coe cients, i.e. a (t, x), b(t, x) depend explicitly on t.
To be more precise, we assume the existence of a predictable stochastic process x : [ , T] × Ω → ℝ such that [ , De nition . ]
where x is independent of all {W t } t≥ , x > a.s. and the parameters κ, λ, σ are positive. Parameter λ is the level of the interest rate x t where the drift is zero, meaning that when x t is below λ, the drift is positive, whereas in the other case it is negative. As λ grows, the range of the positive drift becomes wider. Parameter κ de nes the slope of the drift. The condition κ > is necessary for the stationarity of the process x t . When κ is negative, the main term of the slope, −κ, is positive, and given the di usion σ x t , the process x t blows up. The condition σ < κλ implied by the Feller test [ , p. , Case (ii)] is necessary and su cient for the process not to reach the boundary zero in nite time.
• The / -model [ ] or the inverse square root process [ ] is used for stochastic modeling and reads
where x is independent of {W t } ≤t≤T , x > a.s. and σ ∈ ℝ. The conditions α > and β > are necessary and su cient for the stationarity of the process x t and such that neither zero nor in nity is attainable in nite time [ , Appendix A] . • The constant elasticity of the variance model [ ] is used for pricing assets and given by the SDE 
or b(x) ≥ |x| β C , a(x) ≤ C|x| α for every |x| ≥ C,
where β > , β > α ≥ , C > .
For some of the aforementioned problems there are methods of simulation [ , ] . However, if a full sample path of the SDE has to be simulated or the SDEs under study are a part of a bigger system of SDEs, then numerical schemes are in general more e ective.
Problems like ( . ), ( . ) and ( . ) are meant for non-negative values, since they represent rates or pricing values. Thus "good" numerical schemes preserve positivity [ , ] . The explicit Euler scheme has not that property, since its increments are conditional Gaussian. For example, the transition probability of the Euler scheme in case of ( . ) reads as
thus, even in the rst step there is an event of negative values with positive probability. We refer (among other papers) to [ ] that considers Euler type schemes, modi cations of them to overcome the above drawback, and the importance of positivity. Thus, for the same problem, the truncated Euler scheme [ ] has been proposed, as well as a modi cation of it [ ], where the numerical scheme may leave ( , ∞) but is forced to come back in the next steps. One more drawback, that appears in case of super-linear problems ( . ) or ( . ), like the special case ( . ), is that the moments of the scheme may explode [ , Theorem ] . A method that overcomes this drawback is the tamed Euler method [ , ( )]. It reads:
The numerical scheme ( . ) is explicit, does not explode and converges strongly to the exact solution x t of SDE ( . ), i.e.,
for some q > , where Y N t := (n + − tN T )Y N n + ( tN T − n)Y N n+ are continuous versions of ( . ) through linear interpolation. A balanced type scheme is also proposed in [ , ( . )], which reads
where also the mean square convergence rate is proved to be / , when the coe cients grow polynomially at in nity and satisfy a one-sided Lipschitz condition [ , Proposition . ] in the sense
where ∆ = T N , ≥ and C does not depend on ∆. The stability properties of general tamed Euler schemes of the form 
where l comes from the polynomial growth of a, a uniform L p -convergence result is obtained [ , Theorem ],
where C is independent of ∆ and q < p. In general, all the above balanced schemes ( . ), ( . ), ( . ) and ( . ) that treat no globally Lipschitz coe cients, as well as the ones suggested in [ ] are half-order mean square convergent schemes. Still all of them do not preserve positivity. See also [ ] where a rst-order mean square convergent scheme is proposed which reads
For the aforementioned reasons there is an interest in the construction of numerical schemes to simulate the corresponding SDEs that have the desired properties. An attempt to this direction has been made by the rst author in [ , ] suggesting the semi-discrete method (where, brie y saying, we discretize a part of the SDE). Using this method in [ ] the author produced a new numerical scheme (but not unique in this situation) for the rst aforementioned problem and proved the strong convergence of the scheme in mean square sense. Later on, in [ ], the author generalized the idea of the semi-discrete method and used this generalization to approximate a class of super-linear problems, suggesting a new numerical scheme that preserves positivity in that case, proving again the strong convergence in the mean square sense.
A basic feature of the semi-discrete method is that it is explicit, compared to other interesting, but implicit methods [ , ] , and converges strongly in the mean square sense to the exact solution of the original SDE. Moreover, the semi-discrete method preserves positivity [ , Section ] and it does not explode in some superlinear problems [ , Section ].
The purpose of this paper is to generalize further the method to include non-autonomous coe cients, a (t, x), b(t, x) in ( . ) and cover cases like that of the Heston / -model. The extension of [ , Theorem ] to time-dependent coe cients is not so di cult, but in order to deal with super-linear di usion coe cients, like for example of the form b(t, x) = β(t) ⋅ x / , we have to use auxiliary functions g that satisfy Assumption A below (cf. [ , Assumption A]).
The Setting and the Main Result
Assumption A. Let f(s, r, x, y), g(s, r, x, y) :
where f, g satisfy the following conditions:
for any R > such that |x | ∨ |x | ∨ |y | ∨ |y | ≤ R, where the constant C R depends on R and x ∨ y denotes the maximum of x, y.
Given the equidistant partition = t < t < ⋅ ⋅ ⋅ < t N = T and ∆ = T N , we propose the semi-discrete numerical scheme
where we assume that for every n ≤ N − , ( . ) has a unique strong solution and y = x a.s. In order to compare with the exact solution x t , which is a continuous time process, we consider the following interpolation process of the semi-discrete approximation, in a compact form:
whereŝ = t n , when s ∈ [t n , t n+ ). The rst and third variable in f and g denote the discretized part of the original SDE. We observe from ( . ) that in order to solve for y t , we have to solve an SDE and not an algebraic equation, thus in this context, we cannot reproduce implicit schemes, but we can reproduce the Euler scheme if we choose f(s, r, x, y) = a(s, x) and g (s, r, x, y) = b(s, x) . The numerical scheme ( . ) converges to the true solution x t of SDE ( . ) and this is stated in the following, which is our main result.
Theorem . . Suppose Assumption A holds and ( . ) has a unique strong solution for every n ≤ N − , where
for some p > and A > . Then the semi-discrete numerical scheme ( . ) converges to the true solution of ( . ) in the mean square sense, that is, lim
Section is devoted to the proof of Theorem . . Section gives applications to super-linear drift and diffusion problems with non-negative solution, one of which includes the Heston / -model. Section shows experimentally the order of convergence of the SD method applied to the Heston / -model. The semi-discrete scheme is strongly convergent in the mean square sense and preserves positivity of the solution.
Proof of Theorem .
We denote the indicator function of a set A by A . The constant C R may vary from line to line and it may depend apart from R on other quantities, like time T for example, which are all constant, in the sense that we do not let them grow to in nity.
. Error Bound for the Explicit Semi-Discrete Scheme
Lemma . . Let the assumptions of Theorem . hold. Let R > , and set the stopping time
Then the following estimate holds:
Proof. Let n s be an integer such that s ∈ [t n s , t n s + ). It holds that
where we have used the Cauchy-Schwarz inequality and Assumption A for the function f . (By the fact that we want the problem ( . ) to be well posed and by the conditions on f and g we get that f, g are bounded on bounded intervals.) Taking expectations in the above inequality gives
where in the rst step we have used Doob's martingale inequality [ , Theorem . . ] on the di usion term, in the second step Assumption A for the function g. Thus,
which justi es the O(∆) notation (see for example [ ]).
. Convergence of the Semi-Discrete Scheme in L Proposition . . Let the assumptions of Theorem . hold. Let R > , and set the stopping time
Then we have 
Applying Itô's formula to the sequence {ϕ m } m∈ℕ , we get
where in the second step we have used Assumption A for the functions f, g and the properties of ϕ m , or
where
Taking expectations in the above inequality yields
where we have used Lemma . and the fact that M t = . (Note that the function
where in the last step we have used the Gronwall inequality [ , ( )] and a R,m = C R + C R m . Taking the supremum over all ≤ t ≤ T implies the statement of Proposition . .
. Convergence of the Semi-Discrete Scheme in L
where in the second step we have applied the Young inequality
In the third step we have used the elementary inequality with n = . Finally, A in ( . ) comes from the moment bound assumption. It holds that
We estimate the di erence |E t∧θ R | . It holds that
where in the second step we have used the Cauchy-Schwarz inequality and Assumption A for f and
Taking the supremum over all t ∈ [ , T] and then expectations, we have
where in the last step we have used Hölder's inequality and Doob's martingale inequality with p = , since M t is an ℝ-valued martingale that belongs to L . It holds that
where we have used Assumption A for g. Relation ( . ) becomes
where we have used Lemma . and Jensen's inequality for the concave function ϕ(x) = x. The integrand of the last term is bounded, from Proposition . , by
Note that, given R > , the quantity C R,∆,m can be arbitrarily small by choosing big enough m and small enough ∆. Relation ( . ) becomes,
Given any ϵ > , we may rst choose δ such that I < ϵ , then choose R such that I < ϵ , then m > and nally ∆ such that I < ϵ concluding sup ≤t≤T |y t − x t | < ϵ as required to verify ( . ).
Superlinear Examples . Example I
We study the numerical approximation of the following SDE:
where ϕ(⋅) is a locally Lipschitz and bounded function with locally Lipschitz constant C ϕ R , bounding con-
, k (⋅) are positive and bounded functions with k ,min > (K ϕ k ,max ) . Model ( . ) has super-linear drift and di usion coe cients.
We propose the following semi-discrete numerical scheme:
for n ≤ T ∆ and y = x a.s., or in a more compact form:
whereŝ = t n , when s ∈ [t n , t n+ ). The linear SDE ( . ) has a solution which, by use of Itô's formula, has the explicit form
where y t = y t (t , x ).
Proposition . . The semi-discrete numerical scheme ( . ) converges to the true solution of ( . ) in the mean square sense, that is, lim
Proof. In order to prove the proposition, we need to verify the assumptions of Theorem . . Let
We verify Assumption A for f . Let R > such that |x | ∨ |x | ∨ |y | ∨ |y | ∨ |s| ∨ |r| ≤ R. We have that
thus, Assumption A holds for f with C R := |k ,max | + |k ,max |R. We verify Assumption A for g. Let R > such that |x | ∨ |x | ∨ |y | ∨ |y | ∨ |s| ∨ |r| ≤ R. We have that
where we have used the fact that the function x is / -Hölder continuous and
Thus, Assumption A holds for g. Lemmata . and . complete the proof.
Lemma . (Positivity of (x t )). In the previous setting it holds that x t > a.s. Proof. Set the stopping time
Taking expectations in the above inequality and using the fact that M t = , we get that
where we have used Gronwall's inequality with C independent of R. (Note that the function
which implies
We conclude that x t > a.s. 
Lemma
where the last inequality is valid for all p such that p ≤ + Using Itô's formula on (x t ) p , with p ≤ k ,min (K ϕ k ,max ) (in order to use Doob's martingale inequality later) we have that
Taking the supremum and then expectations in the above inequality, we get 
where the last inequality is valid for q ≤ + k ,min (k ,max K ϕ ) and
Taking expectations and using that M t = , we get
Application of the Gronwall inequality implies
. Thus taking expectations in the above inequality and using the estimated upper bound for (y t∧θ R ) q , we arrive at (y t ) q (t<θ R ) ≤ (x ) q e qk ,max T , and taking limits in both sides as R → ∞, we get that
. Following the same lines as in Lemma . , i.e. using again Itô's formula on (y t ) p , taking the supremum and then using Doob's martingale inequality on the di usion term, we obtain the desired result. Note that in this last step we need k ,min > (k ,max K ϕ ) .
Remark . . (i) Proposition . implies that our explicit numerical scheme converges in the mean square sense. Moreover, by ( . ) we get that our numerical scheme preserves positivity, which is a desirable modelling property [ , ] . Example ( . ) covers the / -model ( . ) in the case where ϕ(⋅), k (⋅), k (⋅), k (⋅) are constant and super-linear problems both in drift and di usion.
(ii) Moreover, note that in the analysis that we followed, we did not discretize the coe cients k i . In general, by Theorem . , we are free to discretize any of the functions k i (⋅), i = , , , at any degree. Thus, we can fully discretize every k i (⋅), i = , , , meaning that ( . ) will become y t = y t n + t t n k (t n ) − k (t n )y t n y s ds + t t n k (t n ) y t n ϕ(y t n )y s dW s , t ∈ [t n , t n+ ], or semi-discretize every k i (⋅), i = , , , y t = y t n + t t n k (s, t n ) −k (s, t n )y t n y s ds + t t nk (s, t n ) y t n ϕ(y t n )y s dW s , t ∈ [t n , t n+ ],
wherek i (t, t) = k i (t), i = , , . The only di erence in that situation is that we requirek i (⋅, ⋅), i = , , , to be locally Lipschitz in both variables.
(iii) One more point of discussion is the dependence on ω that we can assume on the coe cients k i . Speci cally, we consider the more general SDE
Then, assuming that it admits a unique strong solution, our method seems to work. In the example discussed here, an extra condition on the coe cients k i would be of the form
(iv) We illustrate our method in the case ϕ(x) = sin(x). Then the di usion term b(x) takes positive and negative values and thus the method presented in [ ] does not work since it requires b(x) > in order to use the Lamperti-type transformation; for the same reason the Milstein method [ ] fails since [ , Assumption . ] is violated. The only method that we know and can be used for this situation is the tamed Euler method [ , ] but the drawback is that it does not preserve positivity.
Below, we compare our scheme, in the case where k (⋅), k (⋅), k (⋅) are constant, with the tamed Euler method in [ ]. Figure shows that for "good" data the two methods are close. Choosing di erent data, we see that tamed Euler ( . ) takes negative values, even in the rst step. In particular, we see that by altering the parameters we get the results presented in Table and shown in Figure . Note that if the tamed Euler takes a negative value, it explodes in the next step because of the / -term, while taking the value zero in a step results in zero terms for all the following steps.
. Example II
Consider the following stochastic di erential equation:
and x > a.s., k (⋅), k (⋅), k (⋅) are positive and bounded functions with k ,min > − r r− k ,max and < r < .
Lemma . (Positivity of (x t ) ). In the previous setting it holds that x t > a.s.
Proof. The proof follows the same lines as the proof of Lemma . .
Lemma .
(Uniform bounds of p-moments of (x t )). In the previous setting it holds that sup ≤t≤T (x t ) p < A for some A > and any < p ≤ − r + k ,min (k ,max ) . Proof. The proof follows the same lines as the proof of Lemma . .
Figure .
Di erence between the semi-discrete scheme and the tamed Euler scheme ( . ) for (x , k , k , k , ∆, T) Model ( . ) has super-linear drift and di usion coe cients. We study the numerical approximation of ( . ). We propose the following semi-discrete numerical scheme for the transformed process z t = (x t ) r− of ( . ):
Set of parameters

Time of rst negative step
Value of step
for n ≤ T ∆ and y = x a.s., where
or in a more compact form:
The transformation of ( . ). Application of Itô's formula to the function z(t, x) = x r− implies where K (⋅), K (⋅), K (⋅) are given by ( . ). In order to use Proposition . , we have to verify that
Since < r < , we immediately have K (s) > and K (s) > . Moreover,
and it is easy to see that K ,min > K ,max .
Proposition . . In the previous setting, the following convergence to the true solution of ( . ) in the mean square sense holds:
Proof. In order to prove the proposition, we rst transform the original SDE ( . ) to an SDE of the type ( . ), later on verify the assumptions of Example I to use Proposition . , and in the end make the necessary arrangements for the approximation of the original SDE. Convergence result. We use the following inequality implied by the mean value theorem:
Set the stopping time
for some R > big enough. Taking the supremum and then expectations in the above inequality yields
where in the second step we have applied the Young inequality (For all t < θ R it holds that |x t | ≤ R or |z t | ≤ R.) It holds that
where A is the maximum of the bounding moment constants of (y t ) and (x t ). Moreover, we have that
where we have used again the Young inequality. When < r < we have that − r r− < (r− ) < , thus it su ces to bound the moments of |z t | p and |y t | p . Note that by Lemma . the uniform bound for the moment of (z t ) p holds when
and by Lemma . the uniform bound for the moment of (y t ) p is valid for any
. Example III
where ϕ(⋅) is a locally Lipschitz and bounded function with locally Lipschitz constant C ϕ R , bounding constant K ϕ , x is independent of all {W t } ≤t≤T , x ∈ L p (Ω, ℝ) for every < p, |ln x | < ∞ and x > a.s., k (⋅), k (⋅), k (⋅) are positive and bounded functions and q is odd with q > r − where < r < . The above conditions on the parameters imply the uniform bound of |x t | p as shown in the following result.
Lemma . (Moment bound for original SDE). In the previous setting it holds that sup ≤t≤T |x t | p < A for some A > and every p > .
Proof. The proof follows the same lines as the proof of Lemma . . Model ( . ) has super-linear drift and di usion coe cients. We study the numerical approximation of ( . ). We propose the following semi-discrete numerical scheme for ( . ):
whereŝ = t n , when s ∈ [t n , t n+ ). The linear SDE ( . ) has a solution which, by use of Itô's formula, has the explicit form [ , Chapter . , ( . ) ]
Proposition . . The following convergence to the true solution of ( . ) in the mean square sense holds:
Proof. In order to prove the proposition, we just need to verify the assumptions of Theorem . . Let
We verify Assumption A for f . The conditions on the parameters imply that q > . Let R > such that |x | ∨ |x | ∨ |y | ∨ |y | ∨ |s| ∨ |r| ≤ R. We have that
where we have applied the mean value theorem for the function x q− , thus Assumption A holds for f with
We verify Assumption A for g. Since < r − < , we have that g (x) = x r− is locally / -Hölder continuous in x, i.e.
Let R > such that |x | ∨ |x | ∨ |y | ∨ |y | ∨ |s| ∨ |r| ≤ R. We have that
where we have used ( . ) and
Lemma . (Positivity of (x t )). In the previous setting it holds that x t > a.s. Proof. One can use again the arguments in Lemma . applying Itô's formula on x − t . We present an alternative proof in Appendix B.
Lemma . (Moment bound for semi-discrete approximation). In the previous setting it holds that sup ≤t≤T (y t ) p < A for some A > and for every p > .
Proof. The lemma is proved in much the same way as Lemma . .
Numerical Experiments
where x is independent of all {W t } ≤t≤T , x ∈ L p (Ω, ℝ) for some < p and x > a.s., (x ) − < A, k , k , k are positive constants with k > (k ) . Model ( . ) has super-linear drift and di usion coecients. In Proposition . we have shown that the semi-discrete numerical scheme (in a more general setting with time-varying coe cients)
for n ≤ T ∆ and y = x a.s., or in a more compact form,
Table .
t-test quantiles, batches, level of con dence.
Step ∆ % SD-Error % HMS-Error
Error and step size of SD and HMS approximation of ( . ) with HMS exact solution and digits of accuracy.
Step ∆ % SD-Error % HMS-Error Table . Error and step size of SD and HMS approximation of ( . ) with SD exact solution and digits of accuracy.
converges to the exact solution. We plot in a log -log scale. The results are presented in Tables and , and they are also shown in Figure for the rst experiment (as the situation is quite similar for the other experiment).
The following points of discussion are worth mentioning. • The SD method and the HMS method are very close, with SD performing slightly better, except only for the step size ∆ = − . The same situation appears in both cases, i.e. independently of the choice of the reference solution, which is a positive feature of SD. • A linear regression with the method of least squares t, in the case one considers only the rst four points with steps ∆ = − , − , − , − , produced values consistent with the strong order of convergence equal to for both SD and HMS methods, whereas considering all the seven points, values close to / . Table  presents the exact values of order of convergence. We see that the order of convergence of SD for problem ( . ) is at least / . • The con dence intervals are of such an order that indicates that we do not need to increase the number of batches M. All the above calculations are made evaluating with digits. • For small ∆ it may happen that the global error will begin to increase as ∆ is further decreased [ , p. ] .
This e ect is due to the roundo error which in uences the calculated global error. In practice, that implies the existence of a minimum step size ∆ min , for each initial value problem, below which the accuracy of the approximations through a speci c method cannot be improved. • Convergence of a numerical scheme does not alone guarantee its practical value [ , p. ] . It may be numerical unstable. Moreover, in practice, the computer time consumed to provide a desired level of accuracy is of great importance. As mentioned above, we do not claim that the SD method performs .
( . ) .
( . )
Order of convergence of SD and HMS approximation of ( . ) with HMS (SD) exact solution with digits of accuracy.
well in that aspect because of the exponential calculations involved. However, it seems that it can reach accuracy up to four digits, as fast as the HMS method. • We would like to see the impact of the parameter λ. The SD method seems to work, with the theoretical proof shown in Section . , when λ is over . What happens below that range? The HMS method works for λ over / . Moreover, as noted in Remark . (iv), our method can cover more general cases, in contrast to HMS, by introducing the function ϕ(⋅) in the di usion part, or/and by assuming random coe cients k (⋅), k (⋅), k (⋅).
In the following, we present the situation when we change the parameters of SDE ( . ) in such a way that we are closer to the theoretical acceptable range (by lowering λ to ). The error now is bigger and the rate of convergence drops to a half, for both the SD and HMS method.
To be more precise we present the results in Tables and . Finally, we present the case with λ = . The rate of convergence drops dramatically. To be more precise the order of the SD method becomes . and the order of HMS . . • Regarding the tamed Euler method, a major drawback is that it does not preserve positivity. The proposed method SD and the implicit Milstein scheme HMS behave in a similar way for small values of ∆ and retain this similarity as we lower the parameter λ close to its critical value. Nevertheless, the errors grow and the order of convergence drops as λ changes and the reason for that behavior is the fact that at the critical λ value we have moments explosions of the original process (x t ).
Error and step size of SD and HMS approximation of ( . ) with HMS exact solution and digits of accuracy when λ = .
No Order of SD Order of HMS .
. . .
Order of convergence of SD and HMS approximation of ( . ) with HMS exact solution and digits of accuracy when λ = .
A Existence and Uniqueness of y SD t for Heston / -model where we have used Doob's maximal inequality with p = , since M t is an ℝ-valued martingale that belongs to L . Moreover, we have that Hence, y t =ŷ t for all ≤ t ≤ T a.s., which proves that the solution of SDE ( . ), and in general of SDE ( . ) when it exists, is unique.
