A new far-field closure condition for a CFD-based numerical wave tank that uses a potential wave solution to overlay the outer computational domain of a CFD solution is described. A prescribed potential wave solution covers the region beyond a diameter more than 10 times of floater footprints. The diffracted waves from the body are absorbed by the 'potential-attractor' terms applied in the intermediate CFD domain where the CFD solution for Navier-Stokes equation is gradually blended into far-field potential solution. The proposed model provides an efficient numerical wave tank for the case when incoming wave length is much longer than floater. In this case, the required mesh and domain size for numerical accuracy is mainly affected by the floater geometry and local wave kinematics near the floater and less dependent on the length scale of the incoming waves. The new numerical wave tank is first tested for a diffraction of a truncated cylinder exposed to long regular waves. Comparison with theoretical and experimental results demonstrates accuracy and efficiency of the new method.
INTRODUCTION
A new hybrid numerical method matches a potential solution at far field with a CFD solution near the structure. In the proposed method, a potential wave solution overlays the outer computational domain of CFD solution, which usually covers diameter less than 10 times of floater footprints. The diffracted waves from the body are absorbed by the momentum and mass source terms applied in the intermediate CFD domain where a viscous-flow solution at near field is gradually blended into the far-field potential solution.
The proposed numerical method requires smaller computational domain than the physical wave tank because wave maker and fluid domain near the wave maker do not need to be modeled. The computational domain can be further confined near the floater depending on the required size of intermediate zone where the diffracted waves are absorbed. Previous experience from potential-based numerical wave tank using similar far-field closure condition shows that the required computational domain can be confined near the body when incoming wave length is much longer than the free-surface footprint of the floater [1, 2] . This is due to the fact that diffracted waves are mostly higher-order waves with wave length comparable to the floater dimensions.
The proposed method will provide an efficient CFD tool for air-gap analysis of a floating structure under harsh environment such as Gulf of Mexico and North Sea. Environments in these areas can be characterized by large wave heights and long wave lengths. The design wave condition for air-gap analysis usually provides wave length more than 10 times longer than free-surface foot prints of floaters. Under these circumstances, the diffracted wave based on linear wave theory is negligibly small. However, experimental results shows wave elevation due to diffraction can be as high as two times of the wave amplitude in case of wave run-up on sing-column floater [3, 4] . In case of multi-column floaters, the interaction between diffracted waves from multiple columns and incident wave can generate maximum wave elevation as high as three times of the wave amplitude [5] . Applying the second-order theory improves accuracy of theoretical prediction for moderate wave steepness. However, for the extreme design waves, the second-order theory still under predicts the maximum wave elevation of the diffracted wave [3, 4] .
CFD tools that can consider free-surface nonlinearity and detail body geometry are presenting promising results for free-surface problems [6] . However, because of the large lengthscale difference between wave and floating body, CFD simulation must deal with proper details of body geometry, near-field wave interaction and a computational domain large enough to prevent wave reflection. This demands significant computational resources. Furthermore, in case of CFD codes based on Navier-Stokes solver, computational domain away from the floaters also requires fine mesh near the free-surface to prevent excessive attenuation of incident wave due to numerical damping; this increases the computational requirements.
The above factors make the proposed method more attractive for the air gap analysis of floating structures under the extremely long and high incoming waves. In the proposed method, a potential wave solution overlays the outer computational domain of CFD solution, which usually covers diameter less than 10 times of floater footprints. The diffracted waves from the body are mostly second-and third-order waves with wavelengths four-and nine times shorter than the incoming wave. These waves can be effectively absorbed with small size of intermediate CFD domain where the diffracted waves are absorbed by mass and momentum source distributed in the fluid domain.
In this paper, implementation of the proposed method uses the commercial CFD code AcuSolve, which is based on the Galerkin/Least-Squares formulation and uses Arbitrary Lagrangian Eulerian (ALE) to simulate free-surface effects. The far-field potential solver and source terms to be added to the near-field solver uses a library of user-defined function customized to AcuSolve.
The numerical wave tank model is applied to a twodimensional wave flume simulation to demonstrate validity of far-field closure condition. Then the model is applied to the diffraction of long nonlinear Stokes wave by a truncated vertical cylinder, which is a simplified form of a single-column floater. Two geometries of numerical wave tank, rectangular and circular tank, are tested. Calculated wave run up is compared with first-and second-order potential theory and experimental data. The numerical results show that the new numerical wave tank model provides accurate wave run up with a small computational domain.
METHOD OF SOLUTION
A free-surface flow of an incompressible fluid in the water of constant depth, h, is considered A Cartesian coordinate system Oxyz,where the z-axis directs against gravity and the Oxy-plane is the still water level is used as shown in Fig. 1 At the far field, we assume that the fluid motion is irrotational such that we introduce velocity potential
to describe the fluid motion. The velocity potential is governed by the Laplace equation in the fluid domain with appropriate conditions on the boundaries. In the near field around floater, the Navier-Stokes equations are solved by an Arbitrary-Lagrangian-Eulerian (ALE) formulation [7] . The ALE formulation allows an accurate treatment of material surfaces, i.e., free-surface particle motions. The free-surface physical conditions required on a material surface are: (a) no particles cross it, and (b) tractions must remain continuous across the surface.
The moving ALE mesh solution algorithm has three steps: (i) Solve Navier-Stokes equation for velocity and pressure; (ii) Update the free-surface conditions; and (iii) Adapt the interior mesh and compute ALE mesh velocities. A hyperelastic model problem is solved for unknown fluid mesh nodal displacements and velocities.
The near-field Navier-Stokes solution is matched to the potential solution at the intermediate-field, where "potential attractor" terms are added to the Navier-Stokes equations. The governing equations and boundary conditions in those three subdomains are described as follows: Figure 1 Definition sketches of the computational domain
Navier-Stokes Problem at Near Field
The transient Navier-Stokes equation in the ALE coordinates are given by
where  is the density (which is assumed to be constant 
where q and P f are mass flux and traction on the free surface.
The specific body force b and mass flux q are zero in the near field. Non-zero values of body force and mass flux will be applied in the intermediate field, which will be described later. In particular, on the free surface, we need to satisfy the kinematic boundary condition
whereû denotes ALE velocity, n is the outward unit normal to the fluid domain. This is the only way Navier-Stokes equations affects the ALE equation. The unknown positions of free surfaces are computed by simply imposing the obvious condition that no particle can cross the free surface (because it is a material surface). The mesh position, normal to free surface, is determined from the normal component of the particle velocity and the mesh motion is achieved by solving hyperleastic model for fluid mesh [7] . In summary, the above conditions correspond to the kinematic condition; and the dynamic condition expresses the traction-free situation. The traction-free condition:
is homogenous natural boundary condition and it is directly taken into account by the weak formulation of Navier-Stokes equations with stabilized finite element formulation.
The near field solutions shown herein are produced using the AcuSolve TM finite element Navier-Stokes solver based on the Galerkin/Least-Squares (GLS) formulation [9] . The GLS formulation provides second order accuracy for spatial discretization of all variables and utilizes tightly controlled numerical diffusion operators to obtain stability and maintain accuracy. In addition to satisfying conservation laws globally, the formulation implemented in AcuSolve ensures local conservation for individual elements. Equal-order nodal interpolation is used for all working variables, including pressure and turbulence equations.
The semi-discrete generalized-alpha method is used to integrate the equations in time for transient simulations. The resultant system of equations is solved as a fully coupled pressure/velocity matrix system using a preconditioned iterative linear solver. The iterative solver yields robustness and rapid convergence on large unstructured industrial meshes even when high aspect ratio and badly distorted elements are present. With regard to the ALE free-surface formulation, the underlying Navier-Stokes system (1) is constructed such a way that it satisfies local and global conservation of mass and momentum for moving meshes.
Potential Problem at Far Field
The governing equation in the fluid domain is given by
The bottom of the fluid domain is assumed to be flat and constant depth of h. The normal velocity of the fluid vanishes on the sea bottom:
On the free surface, S f , the kinematic and dynamic conditions can be written as:
where g is gravity. The far-field potential solution is obtained in an infinite domain with uniform depth without floaters.
Matching at Intermediate Field
Since we cannot solve infinite fluid domain, the radiation condition at the far infinity is replaced by numerical matching conditions at the finite truncated boundary S R :
Also applied are "potential-attractor" terms, specific body force inside fluid domain and mass flux on the free-surface, which force the CFD solution to be matched with the potential solution:
The damping function   y x,  changes from zero at the inner area of S f to a constant value at the outer area of S f . More specific shape of the damping function will be provided later in the numerical examples. Similar approach has been successfully applied to match three-dimensional potential solution in the near field with the far-field two-dimensional potential solution [2] .
FAR-FIELD INCOMING WAVE
The far-field wave solution *  can be any nonlinear transient wave solution. In this study, we restricted the solution to the Stokes waves, or the nonlinear progressive waves with permanent form. The same finite-element method and the Newton's method that were used for the solitary wave solution by Bai & Kim [8] has been used here for the numerical solution of Stokes waves. Vertical velocity-potential profile is approximated by Chebychev polynomial and piecewise-linear finite-element has been used for the horizontal interpolation. Figure 2 and 3 show the convergence of a Stokes wave solution used in the numerical wave tank simulation. Np denotes the number of Chebychev polynomials used in the vertical interpolation. Free-surface elevation and velocity profile at wave crest calculated with three different number of vertical interpolation, Np, are compared. Numerical solution with Np = 5 shows quite converged solution. The maximum difference between Np = 5 and Np = 7 is less than 0.0005 % in wave elevation and 0.1 % in the velocity profile. In the numerical wave tank simulation presented in this paper, numerical solution with Np = 7 is used. In horizontal direction, total 800 mesh is used in one wave length, which provides sufficient accuracy for the waves considered. Fig. 5(a) . Fig. 5(b) & (c) compare instantaneous wave and horizontal velocity at t = 0 and t = 6.9 s. Waves are propagating from left to right. The initial condition at t = 0 is identical to the input potential solution. Surface elevation and velocity contour from initial potential solution and CFD solution at t = 6.9 s compare quite well each other with minor local disturbances near the truncation boundaries. Fig. 5(d) compares the computed crest and trough height with the input Stokes waves. Oscillation in the crest height can be used to measure reflection and attenuation of numerical wave. In the present test results, crest height oscillation is less than 3% of the incoming wave crest height. This is less than typical wave reflection coefficient in physical wave tanks, which is generally higher than 5%. Harmonic components of the wave elevations are calculated from the last two periods of simulation and compared with the harmonic components of incoming wave in Fig. 5(e) . The mean and second-harmonic components are nondimensionalized by kA 2 , first harmonic components by A, and the third harmonic compoments by k 2 A 3 , where k and A are defined as wave number and first harmonic component, respectively. All harmonic components from CFD solution agrees well with the input wave components. Largest deviation occurs in the second-order mean component, which contributes increase of mean surface elevation about 2% of the first harmonic component. The Case 1 wave is the same wave system that was tested in the two-dimensional wave-flume simulation. Case 2 waves are with wave length two times longer than Case 1. Three different wave steepness are tested. The simulated results are compared with the model test data and the second-order WAMIT results from [4] . In Fig. 11 , wave run-up, R, which is the wave elevation at x = -0.15 m and y = 0 m, are plotted with the input wave elevation at the same location. Significant amplification of wave elevation can be found. The wave run up reaches its stationary condition soon after one period. Fig. 12 shows the calculated wave run-up for all wave steepness simulated. Comparisons are made with the theoretical values from WAMIT first-and second-order calculation, and model test data by [4] . Good agreements can be found between CFD result and model test data. For the highest wave steepness simulated, kA = 0.233, CFD result slightly over-predicts wave run up. The first-order theory under-predicts wave run up significantly. Because of long wave length, which is about 30 times of the cylinder radius, linear potential theory predicts negligibly small wave diffraction. The second-order theory improves the prediction but still under predicts. Nondimensionalized harmonic components of wave run up is also compared in Fig. 13 . Fourier coefficients of wave run-up are obtained by the numerical integration at the last two periods of simulation. CFD results agrees well with the model test data except for the third-harmonic component for the lower wave steepness of kA = 0.16. CFD simulation has been performed on a Linux Cluster with 43 Opteron-based compute nodes connected by Infiniband switches. Computational time for Case 2 is about 12 s for each time step, which is 1/140 of one wave period. 
