Distances between Random Orthogonal Matrices and Independent Normals by Jiang, Tiefeng & Ma, Yutao
ar
X
iv
:1
70
4.
05
20
5v
1 
 [m
ath
.PR
]  
18
 A
pr
 20
17
DISTANCES BETWEEN RANDOM ORTHOGONAL MATRICES AND
INDEPENDENT NORMALS
TIEFENG JIANG AND YUTAO MA
Abstract. Let Γn be an n× n Haar-invariant orthogonal matrix. Let Zn be the p× q
upper-left submatrix of Γn, where p = pn and q = qn are two positive integers. Let Gn
be a p× q matrix whose pq entries are independent standard normals. In this paper we
consider the distance between
√
nZn and Gn in terms of the total variation distance, the
Kullback-Leibler distance, the Hellinger distance and the Euclidean distance. We prove
that each of the first three distances goes to zero as long as pq/n goes to zero, and not so
if (p, q) sits on the curve pq = σn, where σ is a constant. However, it is different for the
Euclidean distance, which goes to zero provided pq2/n goes to zero, and not so if (p, q)
sits on the curve pq2 = σn. A previous work by Jiang [17] shows that the total variation
distance goes to zero if both p/
√
n and q/
√
n go to zero, and it is not true provided
p = c
√
n and q = d
√
n with c and d being constants. One of the above results confirms
a conjecture that the total variation distance goes to zero as long as pq/n → 0 and the
distance does not go to zero if pq = σn for some constant σ.
Keywords: Haar measure, orthogonal group, random matrix, convergence of probability
measure.
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2 TIEFENG JIANG AND YUTAO MA
1. Introduction
Let O(n) be the orthogonal group consisting of all n × n orthogonal matrices. Let
Γn = (γij)n×n be a random orthogonal matrix which is uniformly distributed on the
orthogonal group O(n), or equivalently, Γn follows the Haar-invariant probability measure
on O(n). We sometimes also say that Γn is an Haar-invariant orthogonal matrix. Let Zn
be the p×q upper-left submatrix of Γn, where p = pn and q = qn are two positive integers.
Let Gn be a p× q matrix from which the pq entries are independent standard normals. In
this paper we will study the distance between
√
nZn andGn in terms of the total variation
distance, the Hellinger distance, the Kullback-Leibler distance and the Euclidean distance
(or equivalently, the trace norm). Throughout this paper, we will frequently encounter the
notations pn, qn. For simplicity, we will use p and q rather than pn and qn, respectively, if
there is no confusion.
It has long been observed that the entries of Γn are roughly independent random vari-
ables with distributionN(0, 1n). Historically, authors show that the distance between
√
nZn
and Gn, say, d(
√
nZn,Gn) goes to zero under condition (p, q) = (1, 1), (p, q) = (
√
n, 1),
(p, q) = (o(n), 1) or (p, q) = (n1/3, n1/3). Readers are referred to, for instance, Maxwell
[27, 28], Poincare´ [31], Stam [33], Diaconis et al. [11] and Collins [7]. A more detailed
recounts can be seen from Diaconis and Freedman [10] and Jiang [17].
Obviously, with more research being done, it is known that the values of p and q become
larger and larger such that d(
√
nZn,Gn) goes to zero. Diaconis [9] then asks the largest
values of pn and qn such that the distance between
√
nZn and Gn goes to zero. Jiang [17]
settles the problem by showing that p = o(n1/2) and q = o(n1/2) are the largest orders
to make the total variation distance go to zero. If the distance is the weak distance, or
equivalently, the maximum norm, Jiang [17] further proves that the largest order of q is
n
logn with p = n. Based on this work some applications are obtained, for example, for
the properties of eigenvalues of the Jacobi ensemble in the random matrix theory [18], the
wireless communications [24, 25, 26] and data storage from Big Data [5].
However, even with the affirmative answer by Jiang [17], a conjecture [(1) below] and a
question [(2) below] still remain.
(1) If pq/n→ 0, and p and q do not have to be in the same scale, does the total variation
distance still go to zero?
(2) What if the total variation distance and weak norm are replaced by other popu-
lar distances, say, the Hellinger distance, the Kullback-Leibler distance or the Euclidean
distance?
Conjecture (1) is natural because it is shown by Diaconis and Freedman [10] that the
total variation distance goes to zero if p = o(n) and q = 1. The work by Jiang [17] proves
that the same holds if p = o(n1/2) and q = o(n1/2). In both occasions, (p, q) satisfies that
pq = o(n).
In this paper we will answer conjecture (1) and question (2). For conjecture (1), we
show that the total variation distance between
√
nZn and Gn goes to zero as long as
p ≥ 1, q ≥ 1 and pqn → 0, and the orders are sharp in the sense that the distance does not
go to zero if pqn → σ > 0, where σ is a constant.
For question (2), we prove that the same answer as that for (1) is also true for the
Hellinger distance and the Kullback-Leibler distance. However, it is different for the
Euclidean distance. We prove that the Euclidean distance between them goes to zero as
long as pq
2
n → 0, and the conclusion no longer holds for any p ≥ 1 and q ≥ 1 satisfying
pq2
n → σ > 0. In order to compare these results clearly, we make Table 1 for some special
cases. One may like to read the table through its caption and the statements of Theorems
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distance d order of (p, q)
total variation (
√
n,
√
n)
Hellinger (
√
n,
√
n)
Kullback-Leibler (
√
n,
√
n)
Euclidean ( 3
√
n, 3
√
n)
weak (n, nlogn)
Table 1. Largest orders of p and q such that d(
√
nZn,Gn)→ 0, where Zn and
Gn are the p×q upper-left submatrix of an n×n Haar-invariant orthogonal matrix
and a p× q matrix whose entries are i.i.d. N(0, 1), respectively.
1 and 2 below.
Before stating our main results, let us review rigorously the distances aforementioned.
Let µ and ν be two probability measures on (Rm,B), where Rm is the m-dimensional
Euclidean space and B is the Borel σ-algebra. Recall the total variation distance between
µ and ν, denoted by ‖µ− ν‖TV, is defined by
‖µ− ν‖TV = 2 · sup
A∈B
|µ(A) − ν(A)| =
∫
Rm
|f(x)− g(x)| dx, (1.1)
provided µ and ν have density functions f and g with respect to the Lebesgue measure,
respectively. The Hellinger distance H(µ, ν) between ν and µ is defined by
H2(µ, ν) =
1
2
∫
Rm
|
√
f(x)−
√
g(x) |2dx.
The Kullback-Leibler distance between µ and ν is defined by
DKL(µ||ν) =
∫
Rm
dµ
dν
log
dµ
dν
dν.
The three distances have the following relationships:
2H2(µ, ν) ≤ ‖µ − ν‖TV ≤ 2
√
2H(µ, ν); (1.2)
‖µ− ν‖2TV ≤ 2DKL(µ||ν). (1.3)
Readers are referred to, for example, [23] and [8] for (1.2) and (1.3), respectively. In
particular, the assertion in (1.3) is called the Pinsker inequality.
Theorem 1. Suppose p = pn and q = qn satisfy 1 ≤ p, q ≤ n. For each n ≥ 1, let Zn
and Gn be the p× q submatrices aforementioned. Let d(
√
nZn,Gn) be the total variation
distance, the Hellinger distance or the Kullback-Leibler distance between the probability
distributions of
√
nZn and Gn. Then
(i) limn→∞ d(
√
nZn,Gn) = 0 for any p ≥ 1 and q ≥ 1 with limn→∞ pqn = 0;
(ii) lim infn→∞ d(
√
nZn,Gn) > 0 if limn→∞ pqn = σ ∈ (0,∞).
When d(·, ·) is the total variation distance, Jiang [17] obtains (i) with p = o(√n) and
q = o(
√
n) and (ii) with p = [x
√
n ] and q = [y
√
n ] where x > 0 and y > 0 are constants.
Theorem 1 confirms a conjecture by the first author.
Now we study the approximation in terms of the Euclidean distance. Let Yn =
(y1, · · · ,yn) = (yij)n×n be an n×nmatrix, where yij’s are i.i.d. random variables with dis-
tribution N(0, 1). Perform the Gram-Schmidt algorithm on the column vectors y1, · · · ,yn
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as follows.
w1 = y1, γ1 =
w1
‖w1‖ ;
wk = yk −
k−1∑
i=1
〈yk,γi〉γi, γk = wk‖wk‖
(1.4)
for k = 2, · · · , n, where 〈yk,γi〉 is the inner product of the two vectors. Then Γn =
(γ1, · · · ,γn) = (γij) is an n×nHaar-invariant orthogonal matrix. Set Γp×q = (γij)1≤i≤p,1≤j≤q
and Yp×q = (yij)1≤i≤p,1≤j≤q for 1 ≤ p, q ≤ n. We consider the Euclidean distance between√
nΓp×q and Yp×q, that is, the Hilbert-Schmidt norm defined by
‖√nΓp×q −Yp×q‖2HS =
p∑
i=1
q∑
j=1
(
√
nγij − yij)2. (1.5)
Throughout the paper the notation ξn
p→ ξ indicates that random variable ξn → ξ in
probability as n→∞.
Theorem 2. Let the notation Γp×q and Yp×q be as in the above. If p = pn, q = qn satisfy
1 ≤ p, q ≤ n and limn→∞ pq
2
n = 0, then ‖
√
nΓp×q −Yp×q‖HS p→ 0 as n → ∞. Further, if
1 ≤ p, q ≤ n satisfy limn→∞ pq
2
n = σ ∈ (0,∞), then
lim inf
n→∞ P (‖
√
nΓp×q −Yp×q‖HS ≥ ǫ) > 0 (1.6)
for every ǫ ∈ (0,
√
σ/2).
We also obtain an upper bound in Proposition 3.1: E‖√nΓp×q−Yp×q‖2HS ≤ 24pq
2
n for any
n ≥ 2 and 1 ≤ p, q ≤ n. Further, we obtain cleaner results than (1.6) for two special cases.
It is proved in Lemma 3.1 that ‖√nΓp×1 − Yp×1‖HS →
√
c
2 · |N(0, 1)| weakly provided
p/n→ c ∈ (0, 1]. In the proof of Theorem 2, we show that ‖√nΓp×q −Yp×q‖HS p→
√
σ/2
if q →∞ and (pq2)/n→ σ > 0.
In order to compare the orders for all different norms, we make Table 1 for the special
case that p and q are of the same scale except for the weak norm. The weak norm is
defined by ‖A − B‖max = max1≤i≤p,1≤j≤q |aij − bij| for A = (aij)p×q and B = (bij)p×q.
The distance ‖√nZn −Gn‖max for the case p = n is studied in [17].
Remarks and future questions
A. Compared to the techniques employed in [17], the proofs of the results in this paper
use the following new elements:
(1) Tricks of calculating the means of monomials of the entries from Γn are used in
Lemmas 2.3 and 2.4.
(2) A subsequence argument is applied to the proofs of both theorems. In particular,
the proof of Theorem 1 is reduced to the case q/p→ 0 and the case q ≡ 1.
(3) A central limit theorem (CLT) on tr[(G′nGn)2] for the case q/p→ 0 is established
in Lemma 2.10. The CLT for the case q/p→ c > 0 is well known; see, for example,
[3] or [22].
(4) Some properties of the largest and the smallest eigenvalues of G′nGn for the case
q/p→ 0 is proved in Lemma 2.9. This is a direct consequence of a recent result by
Jiang and Li [21]. The situation for q/p → c > 0 is well known; see, for example,
[3].
(5) Connections in (1.2) and (1.3) among distances provide an efficient way to use
known properties of Wishart matrices and Haar-invariant orthogonal matrices.
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The Wishart matrices appear in “Proof of (ii) of Theorem 1” and the Haar-
invariant orthogonal matrices occur in “Proof of (i) of Theorem 1.”
B. In this paper we approximate the Haar-invariant orthogonal matrices by independent
normals with various probability measures. It can be proved that similar results also hold
for Haar-invariant unitary and symplectic matrices without difficulty. This can be done
by the method employed here together with those from [18, 20].
C. As mentioned earlier, the work [17] has been applied to other random matrix prob-
lems [18], the wireless communications [24, 25, 26] and a problem from Big Data [5].
In this paper we consider other three probability metrics: the Hellinger distance, the
Kullback-Leibler distance and the Euclidean distance. We expect more applications. In
particular, since Hellinger distance and Kullback-Leibler distance are popular in Statistics
and Information Theory, respectively, we foresee some applications in the two areas.
D. In Theorem 2, the Haar-invariant orthogonal matrices are obtained by the Gram-
Schmidt algorithm. The approximation by independent normals via the Hilbert-Schmidt
norm is valid if pq2 = o(n). There are other ways to generate Haar-invariant orthogonal
matrices; see, for example, [30]. It will be interesting to see the cut-off orders of p and q
such that (1.6) holds under the new couplings.
E. So far five popular probability metrics are applied to study the distance between√
nZn andGn. They are the total variation distance, the Hellinger distance, the Kullback-
Leibler distance, the Euclidean distance in this paper and the weak norm in [17]. Their
corresponding conclusions show different features. There are many other distances of
probability measures which include the Prohorov distance, the Wasserstein distance and
the Kantorovich transport distance. It will be interesting to see the largest orders of p
and q such that these distances go to zero. Of course, applications of the results along
this line are welcomed.
Finally, the structure of the rest paper is organized as follows.
Section 2: Proof of Theorem 1
Section 2.1: Preliminary Results.
Section 2.2: The Proof of Theorem 1.
Section 3: Proof of Theorem 2
Section 3.1: Auxiliary Results.
Section 3.2: The Proof of Theorem 2.
Section 4: Appendix.
2. Proof of Theorem 1
2.1. Preliminary Results. Throughout the paper we will adopt the following notation.
Notation. (a) X ∼ χ2(k) means that random variable X follows the chi-square distribu-
tion with degree of freedom k;
(b) Np(µ,Σ) stands for the p-dimensional normal distribution of mean vector µ and
covariance matrix Σ. We write X ∼ Np(µ,Σ) if random vector X has the distribution
Np(µ,Σ). In particular, we write X ∼ Np(0, I) if the p coordinates of X are independent
N(0, 1)-distributed random variables.
(c) For two sequences of numbers {an; n ≥ 1} and {bn; n ≥ 1}, the notation an = O(bn)
as n→∞ means that lim supn→∞ |an/bn| <∞. The notation an = o(bn) as n→∞ means
that limn→∞ an/bn = 0, and the symbol an ∼ bn stands for limn→∞ an/bn = 1.
(d) Xn = op(an) means
Xn
an
→ 0 in probability as n → ∞. The symbol Xn = Op(an)
means that {Xnan ; n ≥ 1} are stochastically bounded, that is, supn≥1 P (|Xn| ≥ ban) → 0
as b→∞.
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Before proving Theorem 1, we need some preliminary results. They appear in a series
of lemmas.
The following is taken from Proposition 2.1 by Diaconis, Eaton and Lauritzen [11] or
Proposition 7.3 by Eaton [14].
Lemma 2.1. Let Γn be an n × n random matrix which is uniformly distributed on the
orthogonal group O(n) and let Zn be the upper-left p× q submatrix of Γn. If p+ q ≤ n and
q ≤ p then the joint density function of entries of Zn is
f(z) = (
√
2π)−pq
ω(n− p, q)
ω(n, q)
{
det(Iq − z′z)(n−p−q−1)/2
}
I0(z
′z) (2.1)
where I0(z
′z) is the indicator function of the set that all q eigenvalues of z′z are in (0, 1),
and ω(·, ·) is the Wishart constant defined by
1
ω(s, t)
= πt(t−1)/42st/2
t∏
j=1
Γ
(
s− j + 1
2
)
. (2.2)
Here t is a positive integer and s is a real number, s > t− 1. When p < q, the density of
Zn is obtained by interchanging p and q in the above Wishart constant.
The following result is taken from [19]. For any integer a ≥ 1, set (2a − 1)!! = 1 ·
3 · · · (2a− 1) and (−1)!! = 1 by convention.
Lemma 2.2. Suppose m ≥ 2 and ξ1, · · · , ξm are i.i.d. random variables with ξ1 ∼ N(0, 1).
Define Ui =
ξ2i
ξ2
1
+···+ξ2m for 1 ≤ i ≤ m. Let a1, · · · , am be non-negative integers and a =∑m
i=1 ai. Then
E
(
Ua11 · · ·Uamm
)
=
∏m
i=1(2ai − 1)!!∏a
i=1(m+ 2i− 2)
.
The expectations of some monomials of the entries of Haar-orthogonal matrices will
be computed next. Recall Γn = (γij)n×n is an Haar-invariant orthogonal matrix. The
following facts will be repeatedly used later. They follow from the property of the Haar
invariance.
F1) The vector (γ11, · · · , γn1)′ and 1√
ξ2
1
+···+ξ2n
(ξ1, · · · , ξn)′ have the same probability
distribution, where ξ1, · · · , ξn are i.i.d. N(0, 1)-distributed random variables.
F2) By the orthogonal invariance, for any 1 ≤ k ≤ n, any k different rows/columns of
Γn have the same joint distribution as that of the first k rows of Γn.
Lemma 2.3. Let Γn = (γ1, · · · ,γn) = (γij)n×n be an Haar-invariant orthogonal matrix.
Then
(a) E(γ211) =
1
n and E(γ
4
11) =
3
n(n+2) ;
(b) E(γ211γ
2
12) =
1
n(n+2) and E(γ
2
11γ
2
22) =
n+1
n(n−1)(n+2) ;
(c) E(γ11γ12γ21γ22) = − 1n(n−1)(n+2) .
Proof. By Property F1), picking m = n, a1 = 1, a2 = · · · = an = 0 from Lemma 2.2, we
see E(γ211) =
1
n . Choosing a1 = 2, a2 = · · · = an = 0, we obtain E(γ411) = 3n(n+2) . Selecting
a1 = a2 = 1, a3 = · · · = an = 0, we see E(γ211γ212) = 1n(n+2) .
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Now, since ‖γ1‖ = ‖γ2‖ = 1, by F2)
1 = E
(‖γ1‖2‖γ2‖2) = E
( n∑
i=1
γ2i1γ
2
i2 +
∑
1≤i 6=j≤n
γ2i1γ
2
j2
)
= nE(γ211γ
2
12) + n(n− 1)E(γ211γ222)
=
1
n+ 2
+ n(n− 1)E(γ211γ222).
The second conclusion of (b) is yielded. Now we work on conclusion (c). In fact, since the
first two columns of Γn are orthogonal, we know
0 =
( n∑
i=1
γi1γi2
)2
=
n∑
i=1
γ2i1γ
2
i2 +
∑
1≤i 6=j≤n
γi1γi2γj1γj2. (2.3)
By Property F2) again,
E(γi1γi2γj1γj2) = E(γ11γ12γ21γ22)
for any i 6= j. Hence, take expectations of both sides of (2.3) to see
E(γ11γ12γ21γ22) = − n
n(n− 1)E(γ
2
11γ
2
12) = −
1
(n− 1)n(n+ 2) .

In order to understand the trace of the third power of an Haar-invariant orthogonal
matrix, we need the following expectations of monomials of the matrix elements.
Lemma 2.4. Let Γn = (γij)n×n be a random matrix with the uniform distribution on the
orthogonal group O(n), n ≥ 3. The following holds:
(a) E(γ211γ
2
21γ
2
31) =
1
n(n+2)(n+4) .
(b) E(γ11γ12γ21γ22γ
2
23) = − 1(n−1)n(n+2)(n+4) .
(c) E(γ211γ
2
21γ
2
22) =
1
(n−1)n(n+2) − 3(n−1)n(n+2)(n+4) .
(d) E(γ11γ12γ21γ
3
22) = − 3(n−1)n(n+2)(n+4) .
(e) E(γ11γ12γ22γ23γ31γ33) =
2
(n−2)(n−1)n(n+2)(n+4) .
Obviously, Lemma 2.4 is more complex than Lemma 2.3. We postpone its proof in
Appendix from Section 4.
Based on Lemma 2.3, we now present two identities that will be used later.
Lemma 2.5. Let λ1, · · · , λq be the eigenvalues of Z′nZn, where Zn is defined as in Lemma
2.1. Then
E
q∑
i=1
λi =
pq
n
;
E
q∑
i=1
λ2i =
pq
n(n+ 2)
[
p+ q + 1− (p− 1)(q − 1)
n− 1
]
.
Proof. The first equality is trivial since
E
q∑
i=1
λi = Etr(Z
′
nZn) = E
p∑
i=1
q∑
j=1
γ2ij =
pq
n
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since E(γ2ij) = E(γ
2
11) =
1
n for any i, j by (a) of Lemma 2.3. For the second equality, first
q∑
i=1
λ2i = tr(Z
′
nZnZ
′
nZn) =
∑
1≤j,l≤p;1≤i,k≤q
γjiγjkγlkγli
=: A+B + C, (2.4)
where A corresponds to that j = l, i = k; B corresponds to that j = l, i 6= k or
j 6= l, i = k; C corresponds to that j 6= l, i 6= k. It is then easy to see that
A =
∑
1≤j≤p,1≤i≤q
γ4ji; B =
∑
1≤j≤p,1≤i 6=k≤q
γ2jiγ
2
jk +
∑
1≤j 6=l≤p,1≤i≤q
γ2jiγ
2
li;
C =
∑
1≤j 6=l≤p; 1≤i 6=k≤q
γjiγjkγlkγli.
By Properties F1) and F2) and Lemma 2.3, we see
EA = pq ·E(γ411) =
3pq
n(n+ 2)
;
EB = [pq(q − 1) + pq(p− 1)] · E(γ211γ212) =
pq(p+ q − 2)
n(n+ 2)
;
EC = pq(p− 1)(q − 1) · E(γ11γ12γ21γ22) = −pq(p− 1)(q − 1)
(n− 1)n(n + 2) .
Consequently,
E
q∑
i=1
λ2i = EA+ EB + EC
=
3pq
n(n+ 2)
+
pq(p+ q − 2)
n(n+ 2)
− pq(p− 1)(q − 1)
(n− 1)n(n + 2)
=
pq
n(n+ 2)
[
p+ q + 1− (p− 1)(q − 1)
n− 1
]
.
The proof is completed. 
With Lemma 2.4, we are ready to compute the following quantity.
Lemma 2.6. Let λ1, · · · , λq be the eigenvalues of Z′nZn. Then,
E
q∑
i=1
λ3i =
pq
n(n+ 2)(n + 4)
[
p2 + q2 + 3pq + 3(p+ q) + 4
]
+
pq(p− 1)(q − 1)
(n− 1)n(n + 2)(n + 4)
[
2(p − 2)(q − 2)
n− 2 − 3(p + q)
]
.
Proof. By definition,
q∑
i=1
λ3i = tr(Z
′
nZnZ
′
nZnZ
′
nZn) =
∑
1≤i,j,k≤p;1≤l,s,t≤q
γilγisγjsγjtγktγkl
= A1 +A2 +A3, (2.5)
where A1 corresponds to the sum over i = j = k, A2 corresponds to the sum that only
two of {i, j, k} are identical, and A3 corresponds to the sum i 6= j 6= k. We next compute
each term in detail.
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Case 1: i = j = k. Each term in the sum has the expression E(γ2ilγ
2
isγ
2
it). The corre-
sponding sum then becomes
A1 =
p∑
i=1
∑
1≤l,s,t≤q
E(γ2ilγ
2
isγ
2
it)
= pqE(γ611) + 3pq(q − 1)E(γ411γ212) + pq(q − 1)(q − 2)E(γ211γ212γ213)
=
15pq
n(n+ 2)(n + 4)
+
9pq(q − 1)
n(n+ 2)(n + 4)
+
pq(q − 1)(q − 2)
n(n+ 2)(n+ 4)
by F2), Lemmas 2.2, 2.3 and 2.4.
Case 2: only two of {i, j, k} are identical. The corresponding sum is
A2 = 3
∑
1≤i 6=k≤p
∑
1≤l,s,t≤q
E(γilγ
2
isγitγktγkl)
= 3p(p − 1)
∑
1≤l,s,t≤q
E(γ1lγ
2
1sγ1tγ2tγ2l).
By symmetry and F2)
A2
3p(p− 1) =
q∑
l=1
E(γ41lγ
2
2l) +
∑
1≤l 6=s≤q
E(γ1lγ
3
1sγ2sγ2l) +
∑
1≤l 6=s≤q
E(γ21lγ
2
1sγ
2
2l)
+
∑
1≤l 6=s≤q
E(γ31lγ1tγ2tγ2l) +
∑
1≤l 6=s 6=t≤q
E(γ1lγ
2
1sγ1tγ2tγ2l)
= q · E(γ411γ221) + q(q − 1) · E(γ11γ12γ21γ322) + q(q − 1) · E(γ211γ221γ222)
+q(q − 1) · E(γ11γ12γ21γ322) + q(q − 1)(q − 2) · E(γ11γ12γ21γ22γ223)
where the sums in the first equality appearing in order correspond to l = s = t, l 6= s = t,
s 6= l = t, t 6= l = s and l 6= s 6= t, respectively. By Lemmas 2.2 and 2.4,
A2
= 3p(p− 1)
[ 3q
n(n+ 2)(n + 4)
− 6q(q − 1)
(n− 1)n(n + 2)(n+ 4)
+q(q − 1)
( 1
(n− 1)n(n+ 2) −
3
(n− 1)n(n+ 2)(n + 4)
)
− q(q − 1)(q − 2)
(n− 1)n(n + 2)(n + 4)
)]
.
Case 3: i 6= j 6= k. The corresponding sum becomes
A3 = p(p− 1)(p − 2)
∑
1≤l,s,t≤q
Eγ1lγ1sγ2sγ2tγ3lγ3t.
By symmetry and the same classification as that in Case 2,
A3
p(p− 1)(p − 2)
= q · E(γ211γ221γ231) + 3q(q − 1) · E(γ11γ12γ21γ22γ223)
+ q(q − 1)(q − 2) · E(γ11γ12γ22γ23γ31γ33)
=
q
n(n+ 2)(n + 4)
− 3q(q − 1)
(n− 1)n(n+ 2)(n + 4) +
2q(q − 1)(q − 2)
(n− 2)(n − 1)n(n+ 2)(n + 4) .
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Combing (2.5) and the formulas on A1, A2 and A3, we see
E
q∑
i=1
λ3i =
pq
n(n+ 2)(n + 4)
[
p2 + q2 + 6(p + q) + 1
]
+
3pq(p − 1)(q − 1)
(n− 1)n(n+ 2)
− pq(p− 1)(q − 1)
(n− 1)n(n+ 2)(n + 4)
[
15 + 3(p + q)− 2(p − 2)(q − 2)
n− 2
]
.
Now write
3pq(p− 1)(q − 1)
(n− 1)n(n + 2) =
3pq(p− 1)(q − 1)
n(n+ 2)(n + 4)
+
15pq(p − 1)(q − 1)
(n− 1)n(n + 2)(n + 4) .
By making a substitution, we obtain the desired formula. 
The normalizing constant from (2.1) needs to be understood. It is given below.
Lemma 2.7. For 1 ≤ q ≤ p < n, define
Kn :=
(
2
n
)pq/2 q−1∏
j=0
Γ((n− j)/2)
Γ((n− p− j)/2) . (2.6)
If p = pn →∞, lim supn→∞ pn < 1 and pq = O(n), then
logKn = −pq
2
+
q(q + 1)
4
log
(
1 +
p
n− p
)− pq3
12n2
− cnq log
(
1− p
n
)
+ o(1) (2.7)
as n→∞, where cn := 12(n− p− q − 1).
Proof. Recalling the Stirling formula (see, e.g., p. 204 from [1] or p. 368 from [15]),
log Γ(x) =
(
x− 1
2
)
log x− x+ log
√
2π +
1
12x
+O(
1
x3
)
as x→ +∞. Then, we have from the fact q = o(n) that
logKn = −pq
2
log
n
2
+
q−1∑
j=0
[
log Γ
(n− j
2
)− log Γ(n− p− j
2
)]
= −pq
2
log
n
2
+
q−1∑
j=0
[n− j − 1
2
log
n− j
2
− n− p− j − 1
2
log
n− p− j
2
− p
2
]
+o(1).
Now, writing n−j−12 =
n−p−j−1
2 +
p
2 and putting term “−pq2 log n2 ” into “
∑q−1
j=0”, we see
logKn = −pq
2
+
q−1∑
j=0
n− p− j − 1
2
log
n− j
n− p− j +
p
2
q−1∑
j=0
log
n− j
n
+ o(1). (2.8)
It is easy to check
log
n− j
n− p− j = − log
(
1− p
n
)
+ log
[
1 +
pj
n(n− p− j)
]
. (2.9)
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Putting (2.9) back into the expression (2.8), we have
logKn = −pq
2
+
p
2
q−1∑
j=0
log(1− j
n
)
+
q−1∑
j=0
n− p− j − 1
2
[
− log(1− p
n
) + log
(
1 +
pj
n(n− p− j)
)]
+ o(1)
= −pq
2
− log(1 − p
n
)
q−1∑
j=0
n− p− j − 1
2
+
q−1∑
j=0
[p
2
log
(
1− j
n
)
+
n− p− j − 1
2
log
(
1 +
pj
n(n− p− j)
)]
+ o(1)
= −pq
2
−
[
(n− p)q
2
− q(q + 1)
4
]
log(1− p
n
)
+
q−1∑
j=0
[p
2
log
(
1− j
n
)
+
n− p− j − 1
2
log
[
1 +
pj
n(n− p− j)
]
+ o(1).
Since log(1 + x) = x− 12x2 + o(x3) as x→ 0, we have
p
2
log
(
1− j
n
)
+
n− p− j − 1
2
log
[
1 +
pj
n(n− p− j)
]
= − pj
2n
− pj
2
4n2
+
n− p− j − 1
2
· pj
n(n− p− j) +O
(pq3
n3
+
1
n
)
= − pj
2n
− pj
2
4n2
+
pj
2n
− pj
2n(n− p− j) +O
( 1
n
)
= − pj
2
4n2
+O
( 1
n
)
,
uniformly for all 1 ≤ j ≤ q, where we use the fact max1≤j≤q jn = qn , max1≤j≤q pjn(n−p−j) ≤
pq
n(n−p−q) = O(
1
n) and
pq3
n3 = O(
1
n) by the condition p → ∞, q ≤ p and pq = O(n) in the
calculation. Combining the last two assertions, we conclude
logKn = −pq
2
−
[
(n− p)q
2
− q(q + 1)
4
]
log
(
1− p
n
)
− pq
3
12n2
+O
( q
n
)
= −pq
2
− q(q + 1)
4
log
(
1− p
n
)
− pq
3
12n2
− cnq log
(
1− p
n
)
+ o(1)
with cn =
1
2(n− p− q − 1). 
Now we present some properties of the chi-square distribution.
Lemma 2.8. Given integer m ≥ 1, review the random variable χ2m has density function
f(x) =
x
m
2
−1e−
x
2
2
m
2 Γ(m2 )
for any x > 0. Then
E(χ2m)
k =
k−1∏
l=0
(m+ 2l)
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for any positive integer k. In particular, we have
Var(χ2m) = 2m, Var
(
(χ2m −m)2
)
= 8m(m+ 6);
Var
(
(χ2m)
2
)
= 8m(m+ 2)(m+ 3);
E((χ2m −m)3) = 8m, E((χ2m −m)4) = 12m(m + 4).
Proof. Note that
E(χ2m)
k =
1
2
m
2 Γ(m2 )
∫ ∞
0
x
m+2k
2
−1e−
x
2 dx
=
2kΓ(m2 + k)
Γ(m2 )
=
k−1∏
i=0
(m+ 2i)
(2.10)
for any k ≥ 1. Here for the last equality we use the property of the Gamma function that
Γ(l + 1) = lΓ(l) for any l > 0. By (2.10), it is easy to check that
E(χ2m −m)2 = E[(χ2m)2]− 2mE(χ2m) +m2 = 2m;
Var
(
(χ2m)
2
)
= E[(χ2m)
4]− [E(χ2m)2]2
= m(m+ 2)[(m+ 4)(m+ 6)−m(m+ 2)]
= 8m(m+ 2)(m + 3)
and
Var
(
(χ2m −m)2
)
= Var
(
(χ2m)
2
)
+ 4m2Var
(
χ2m
)− 4m · Cov((χ2m)2, χ2m)
= 8m(m+ 2)(m+ 3) + 8m3 − 4m[m(m+ 2)(m+ 4)−m2(m+ 2)]
= 8m(m+ 6),
where we use the formula Cov
(
(χ2m)
2, χ2m
)
= E[(χ2m)
3] − E[(χ2m)2] · E(χ2m). Similarly by
the binomial formula, we have
E
(
(χ2m −m)3
)
= E
[
(χ2m)
3 − 3m(χ2m)2 + 3m2(χ2m)−m3
]
= m(m+ 2)(m+ 4)− 3m2(m+ 2) + 3m3 −m3
= 8m
and
E
(
(χ2m −m)4
)
= E
[
(χ2m)
4 − 4m(χ2m)3 + 6m2(χ2m)2 − 4m3(χ2m) +m4
]
= m(m+ 2)(m+ 4)(m+ 6)− 4m2(m+ 2)(m+ 4) + 6m3(m+ 2)
− 4m4 +m4
= 12m(m+ 4).
The proof is completed. 
The next result is on Wishart matrices. A Wishart matrix is determined by parameters
p and q if it is generated by a random sample from Np(0, Ip) with sample size q. Let
p = pn and q = qn. Most popular work on this matrix has been taken under the condition
limn→∞ qn/pn = c ∈ (0,∞). For instance, the Marchenko-Pastur distribution [29], the
central limit theorem (e.g., [2]) and the large deviations of its eigenvalues (e.g., [16]) are
obtained. The following conclusion is based on the extreme case that qn/pn → 0. It is one
of the key ingredients in the proof of Theorem 1.
Lemma 2.9. Let g1, · · · ,gq be i.i.d. random vectors with distribution Np(0, Ip). Set
Xn = (g1, · · · ,gq). Let λ1, · · · , λq be the eigenvalues of X′nXn. Let p = pn and q = qn
satisfy p→∞, q →∞, qp → 0, then max1≤i≤q |λip − 1|
p→ 0 as n→∞.
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Proof. Review (1.2) from [21]. Take β = 1 and treating n as our “q” in Theorems 2
and 3 from [21]. The rate function I satisfies I(1) = 0 in both Theorems. By the large
deviations in the two Theorems, we see
1
p
max
1≤i≤q
λi
p→ 1 and 1
p
min
1≤i≤q
λi
p→ 1
as n→∞. The conclusion then follows from the inequality
max
1≤i≤q
∣∣∣λi
p
− 1
∣∣∣ ≤ ∣∣∣1
p
max
1≤i≤q
λi − 1
∣∣∣+ ∣∣∣1
p
min
1≤i≤q
λi − 1
∣∣∣.
The proof is completed. 
Lemma 2.10. Let g1, · · · ,gq be i.i.d. random vectors with distribution Np(0, Ip). Assume
p = pn →∞, q = qn →∞ and qp → 0. Then, as n→∞,
1
pq
∑
1≤i 6=j≤q
[
(g′igj)
2 − p] converges weakly to N(0, 4).
The proof of Lemma 2.10 is based on a central limit theorem on martingales. Due to
its length, we put it as an appendix in Section 4. Figure 2, which will be presented later,
simulates the densities of W := 12pq
∑
1≤i 6=j≤q
[
(g′igj)
2 − p] for various values of (p, q).
They indicate that the density of W is closer to the density of N(0, 1) as both p and q are
larger, and qp are smaller.
We would like to make a remark on Lemma 2.10 here. Assume p = 1 instead of the
condition p → ∞ in Lemma 2.10, the conclusion is no longer true. In fact, realizing that
gi’s are real-valued random variables as p = 1, we see∑
1≤i 6=j≤q
[
(g′igj)
2 − 1]
= (g21 + · · ·+ g2q − q)(g21 + · · ·+ g2q + q) + q −
q∑
i=1
g4i .
By the Slutsky lemma, it is readily seen that 1/(pq3/2)
∑
1≤i 6=j≤q
[
(g′igj)
2 − 1] converges
weakly to N(0, 8) as q →∞. The scaling “pq3/2” here is obviously different from “pq”.
We will use the following result to prove Lemma 2.12.
Lemma 2.11. Let X = (gij)p×q where gij’s are independent standard normals. Then
(i) Var(tr[(X′X)2]) = 4p2q2 + 8pq(p+ q)2 + 20pq(p + q + 1);
(ii) Cov
(
tr(X′X), tr[(X′X)2]
)
= 4pq(p+ q + 1).
The assertion (i) corrects an error appeared in (i) of Lemma 2.4 from [17], the correct
coefficient of the term p2q2 is “4.” However, this does not affect the the main conclusions
from [17]. The proof of Lemma 2.11 is postponed in Appendix.
In the proof of Theorem 1, we will need a slightly more general version of a result from
[17] as follows.
Lemma 2.12. Let Zn and Gn be as in Theorem 1. If limn→∞ pn√n = x ∈ (0,∞) and
limn→∞ qn√n = y ∈ (0,∞), then
lim inf
n→∞ ‖L(
√
nZn)− L(Gn)‖TV ≥ E|eξ − 1| > 0,
where ξ ∼ N(−x2y28 , x
2y2
4 ).
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Proof. By inspecting the proof of Theorem 2 from [17], the variable ξ is the limit of
random variable Wn − x
2y2
8 with Wn defined in (2.16) of [17]. Recall
Wn :=
p+ q + 1
2n
h1 − n− p− q − 1
4n2
h2
where hi = tr(X
′X)i − E tr(X′X)i. It is proved in [17] that Wn converges weakly to a
normal random variable with zero mean. What we need to do is to calculate the limit of
Var(Wn). In fact,
Var(Wn) =
(p+ q + 1)2
4n2
Var
(
tr(X′X)
)
+
(n− p− q − 1)2
16n4
Var
(
tr
(
(X′X)2
))
−(p+ q + 1)(n − p− q − 1)
4n3
· Cov (tr(X′X), tr ((X′X)2)) .
Since Var(tr(X′X)) = 2pq, by Lemma 2.11 we have
Var(Wn) =
p2q2
4n2
+ o(1)→ x
2y2
4
as n→∞. Therefore Wn → N(0, x
2y2
4 ). The rest proof is exactly the same as the proof of
Theorem 2 from [17]. 
Let p = pn and q = qn. We often need the following setting later:
q →∞, q
p
→ 0 and pq
n
→ σ ∈ (0,∞) (2.11)
as n→∞. The next result reveals a subtle property of the eigenvalue part in the density
from (2.1) under the “rectangular” case qp → 0. It is also one of the building blocks in the
proof of Theorem 1.
Lemma 2.13. Let p = pn and q = qn satisfy (2.11). Suppose λ1, · · · , λq are the eigenval-
ues of X′nXn where Xn = (gij)p×q and gij ’s are independent standard normals. Define
L′n =
(
1− p
n
)− 1
2
(n−p−q−1)q{ q∏
i=1
(
1− λi
n
)}n−p−q−1
2
exp
(1
2
q∑
i=1
λi
)
.
Then, as n→∞,
logL′n −
pq
2
+
pq(q + 1)
4(n − p) converges weakly to N
(
0,
σ2
4
)
.
Proof. Write
logL′n =
1
2
q∑
i=1
λi +
n− p− q − 1
2
q∑
i=1
log
n− λi
n− p
=
1
2
q∑
i=1
λi +
n− p− q − 1
2
q∑
i=1
log
(
1 +
p− λi
n− p
)
. (2.12)
Let function h(x) be such that log(1 + x) = x− x22 + x3h(x) for all x > −1. We are able
to further write
q∑
i=1
log
(
1 +
p− λi
n− p
)
=
1
n− p
q∑
i=1
(p − λi)− 1
2(n − p)2
q∑
i=1
(p− λi)2 +
q∑
i=1
(p− λi
n− p
)3
h
(p− λi
n− p
)
. (2.13)
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Notice that
n− p− q − 1
2
· 1
n− p
q∑
i=1
(p − λi)
= −1
2
q∑
i=1
λi +
(n− p− q − 1)pq
2(n− p) +
q + 1
2(n − p)
q∑
i=1
λi.
This, (2.12) and (2.13) say that
logL′n
=
(n − p− q − 1)pq
2(n − p) +
q + 1
2(n− p)
q∑
i=1
λi − n− p− q − 1
4(n − p)2
q∑
i=1
(p − λi)2
+
n− p− q − 1
2
q∑
i=1
(p− λi
n− p
)3
h
(p− λi
n− p
)
. (2.14)
We now inspect each term one by one. Since λ1, λ2, · · · , λq are the eigenvalues of X′nXn
and Xn = (gij)p×q, we have
q + 1
2(n − p)
q∑
i=1
λi =
pq(q + 1)
2(n − p) +
q + 1
2(n − p)
p∑
i=1
q∑
j=1
(g2ij − 1)
=
pq(q + 1)
2(n − p) +
q + 1
2(n − p)
√
pq · Op(1)
=
pq(q + 1)
2(n − p) + op(1)
by the central limit theorem on i.i.d. random variables. This together with (2.14) gives
logL′n
=
pq
2
− n− p− q − 1
4(n− p)2
q∑
i=1
(λi − p)2
+
n− p− q − 1
2
q∑
i=1
(p− λi
n− p
)3
h
(p− λi
n− p
)
+ op(1)
(2.15)
as n→∞. Now we study∑qi=1(λi−p)2. To do so, set Xn = (g1, · · · ,gq). Then g1, · · · ,gq
are i.i.d. with distribution Np(0, Ip). So λ1− p, · · · , λq − p are the eigenvalues of the q× q
symmetric matrix X′nXn − pIq = (g′igj)q×q − pIq. Consequently,
q∑
i=1
(λi − p)2 =
∑
1≤i 6=j≤q
(g′igj)
2 +
q∑
i=1
(‖gi‖2 − p)2.
Now, for ‖g1‖2 ∼ χ2(p), by Lemma 2.8 we see
E
q∑
i=1
(‖gi‖2 − p)2 = q · E(‖g1‖2 − p)2 = 2pq;
Var
[ q∑
i=1
(‖gi‖2 − p)2
]
= q · Var
[
(‖g1‖2 − p)2
]
= 8pq(p+ 6).
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By the Chebyshev inequality,
n− p− q − 1
4(n − p)2
q∑
i=1
(‖gi‖2 − p)2
=
(n− p− q − 1)pq
2(n − p)2 +
n− p− q − 1
4(n− p)2
[
− 2pq +
q∑
i=1
(‖gi‖2 − p)2
]
=
(n− p− q − 1)pq
2(n − p)2 + op(1)
by noting n−p−q−1
(n−p)2 ∼ 1n and p
2q
n2
→ 0 as n→∞. This concludes
n− p− q − 1
4(n − p)2
q∑
i=1
(λi − p)2
=
(n − p− q − 1)pq
2(n− p)2 +
n− p− q − 1
4(n− p)2
∑
1≤i 6=j≤q
(g′igj)
2 + op(1)
=
(n − p− q − 1)pq(q + 1)
4(n − p)2 +
n− p− q − 1
4(n− p)2
∑
1≤i 6=j≤q
[
(g′igj)
2 − p]+ op(1).
By splitting (n − p − q − 1)pq(q + 1) = (n − p)pq(q + 1) − pq(q + 1)2 and using the fact
pq3
n2
→ 0, we see
n− p− q − 1
4(n− p)2
q∑
i=1
(λi − p)2 − pq(q + 1)
4(n − p) → N
(
0,
σ2
4
)
(2.16)
weakly, where Lemma 2.10 and the assertion n−p−q−1
4(n−p)2 ∼ 14n ∼ σ4 · 1pq are used. Recalling
(2.15), to finish our proof, it is enough to show
δn :=
n− p− q − 1
2
q∑
i=1
(p− λi
n− p
)3
h
(p− λi
n− p
)
p→ 0. (2.17)
Review log(1 + x) = x− x22 + x3h(x) for all x > −1. Then, τ := sup|x|≤1/2 |h(x)| <∞.
Hence, by the fact pn → 0 from (2.11),
P (|δn| > ǫ) = P
(
|δn| > ǫ, max
1≤i≤q
|p− λi
n− p | ≤
1
2
)
+ P
(
max
1≤i≤q
|p− λi
n− p | >
1
2
)
≤ P
(
|δn| > ǫ, max
1≤i≤q
|p− λi
n− p | ≤
1
2
)
+ P
(
max
1≤i≤q
|λi
p
− 1| > 1
4
)
(2.18)
as n is sufficiently large. Under max1≤i≤q |p−λin−p | ≤ 12 ,
|δn| ≤ (2τ) · max
1≤i≤q
|p− λi
n− p | ·
n− p− q − 1
4(n− p)2
q∑
i=1
(λi − p)2
= (2τ) · max
1≤i≤q
|λi
p
− 1| · p
n− p ·
n− p− q − 1
4(n− p)2
q∑
i=1
(λi − p)2
which goes to zero in probability by Lemma 2.9, (2.16) and the fact pn−p · pq(q+1)4(n−p) = O(1)
from the assumption pq = O(n). This, (2.18) and Lemma 2.9 again conclude (2.17). 
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Lemma 2.14. Let pn satisfy pn/n → c for some c ∈ (0, 1) and qn ≡ 1. Let Zn and Gn
be as in the first paragraph in Section 1. Then lim infn→∞ ‖
√
nZn −Gn‖TV > 0.
Proof. The argument is similar to that of Lemma 2.13. By Lemma 2.1, the density
function of
√
nZn is given by
fn(z) := (
√
2π)−p
( 2
n
)p/2 Γ(n2 )
Γ(n−p2 )
(
1− |z|
2
n
)(n−p−2)/2
I(|z| < √n),
where z ∈ Rp and p = pn. By Lemma 2.7,
log
[( 2
n
)p/2 Γ(n2 )
Γ(n−p2 )
]
= −1
2
log(1− c)− p
2
− cn log
(
1− p
n
)
+ o(1)
as n→∞, where cn := 12(n−p−2). The density function ofGn is gn(z) = (
√
2π)−pe−|z|2/2
for all z ∈ Rp. By a measure transformation,
‖L(√nZn)− L(Gn)‖TV =
∫
Rpq
∣∣∣fn(z)
gn(z)
− 1
∣∣∣gn(z) dz = E∣∣∣fn(Gn)
gn(Gn)
− 1
∣∣∣, (2.19)
where the expectation is taken with respect to random vector Gn. It is easy to see
log
fn(z)
gn(z)
= −1
2
log(1− c) + cn log n− |z|
2
n− p −
p
2
+
1
2
|z|2
if |z| < √n, and it is defined to be −∞ if |z| ≥ √n. Define function h(x) such that
log(1 + x) = x − x22 + x3h(x) for all x > −1 and h(x) = −∞, otherwise. Write n−|z|
2
n−p =
1 + p−|z|
2
n−p = 1 + ηn(z). For convenience, write ηn = ηn(z). It follows that
cn log
n− |z|2
n− p
=
1
2
(n− p− 2)
[p− |z|2
n− p −
1
2
(p− |z|2
n− p
)2
+
(p− |z|2
n− p
)3
h
(p− |z|2
n− p
)]
=
p
2
− |z|
2
2
− 1
4
(p− |z|2√
n− p
)2
+
1
2(n − p)1/2 ·
(p− |z|2√
n− p
)3
h
(p− |z|2
n− p
)
−ηn + 1
2
η2n − η3nh(ηn)
for every |z| < √n by using 12(n− p− 2) = 12(n− p)− 1. The last two assertions imply
log
fn(z)
gn(z)
= −1
2
log(1− c)− 1
4
(p− |z|2√
n− p
)2
+
1
2(n − p)1/2 ·
(p− |z|2√
n− p
)3
h
(p− |z|2
n− p
)
−ηn + 1
2
η2n − η3nh(ηn) (2.20)
for every |z| < √n, and it is identical to −∞ otherwise. Since Gn ∼ Np(0, Ip), we see
‖Gn‖2 ∼ χ2(p), p−‖Gn‖
2
√
n−p → N(0, 2c(1 − c)−1) weakly and ηn(Gn) → 0 in probability.
In particular, this implies h
(p−|Gn|2
n−p
) → 0 in probability. Finally, by the law of large
numbers, P (‖Gn‖ <
√
n)→ 1. Consequently, from (2.20) we conclude
fn(Gn)
gn(Gn)
→ 1√
1− c · exp
{
− c
2(1− c)χ
2(1)
}
weakly as n→∞. This and (2.19) yield the desired conclusion by the Fatou lemma. 
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For a sequence of real numbers {an}∞n=1 and for a set I ⊂ R, the notation limn→∞ an ∈ I
represents that {an} has a limit and the limit is in I. The next result reveals the strategy
about the proof of (ii) of Theorem 1.
Lemma 2.15. For each n ≥ 1, let fn(p, q) : {1, 2, · · · , n}2 → [0,∞) satisfy that fn(p, q)
is non-decreasing in p ∈ {1, 2, · · · , n} and q ∈ {1, 2, · · · , n}, respectively. Suppose
lim inf
n→∞ fn(pn, qn) > 0 (2.21)
for any sequence {(pn, qn); 1 ≤ qn ≤ pn ≤ n}∞n=1 if any of the following conditions holds:
(i) qn ≡ 1 and limn→∞ pn/n ∈ (0, 1);
(ii) qn →∞, limn→∞ qn/pn = 0 and limn→∞(pnqn)/n ∈ (0,∞);
(iii) limn→∞ pn/
√
n ∈ (0,∞) and limn→∞ qn/
√
n ∈ (0,∞).
Then (2.21) holds for any sequence {(pn, qn); 1 ≤ qn ≤ pn ≤ n}∞n=1 satisfying that
limn→∞(pnqn)/n ∈ (0,∞).
Proof. Suppose the conclusion is not true, that is, lim infn→∞ fn(pn, qn) = 0 for some
sequence {(pn, qn); 1 ≤ qn ≤ pn ≤ n}∞n=1 with limn→∞ pnqnn = α, where α ∈ (0,∞) is a
constant. Then there exists a subsequence {nk; k ≥ 1} satisfying 1 ≤ qnk ≤ pnk ≤ nk for
all k ≥ 1, limk→∞(pnkqnk)/nk = α and
lim
k→∞
fnk(pnk , qnk) = 0. (2.22)
There are two possibilities: lim infk→∞ qnk < ∞ and lim infk→∞ qnk = ∞. Let us discuss
the two cases separately.
(a). Assume lim infk→∞ qnk < ∞. Then there exists a further subsequence {nkj}∞j=1
such that qnkj ≡ m ≥ 1. For convenience of notation, write n¯j = nkj for all j ≥ 1.
The condition limn→∞ pnqnn = α implies that limj→∞
pn¯j
n¯j
= αm ∈ (0, 1]. By (2.22) and the
monotonocity,
lim
j→∞
fn¯j(pn¯j , 1) = lim
j→∞
fn¯j(pn¯j , qn¯j ) = 0. (2.23)
Define p˜n¯j = [pn¯j/2] + 1 for all j ≥ 1. Then, limj→∞
p˜n¯j
n¯j
= c := α2m ∈ (0, 12 ]. Construct a
new sequence such that
p˜r =
{
p˜n¯j , if r = n¯j for some j ≥ 1;
[cr] + 1, if not
and q˜r = 1 for r = 1, 2, · · · . It is easy to check 1 ≤ q˜r ≤ p˜r ≤ r for all r ≥ 1 and
limr→∞ p˜r/r = c ∈ (0, 1/2). Moreover, p˜n¯j ≤ pn¯j for each j ≥ 1. So {(p˜r, q˜r); r ≥ 1}
satisfies condition (i), and hence, lim infr→∞ fr(p˜r, q˜r) > 0 by (2.21). This contradicts
(2.23) since fr(p˜r, q˜r) = fn¯j(p˜n¯j , 1) ≤ fn¯j(pn¯j , 1) if r = n¯j for some j ≥ 1 by monotonocity.
(b). Assume lim infk→∞ qnk = ∞. Since {qnk/pnk ; k ≥ 1} ⊂ [0, 1], there is a further
subsequence {nkj}∞j=1 such that qnkj /pnkj → c ∈ [0, 1] as j → ∞. To ease notation,
write n¯j = nkj for all j ≥ 1. Then, limj→∞ qn¯j = ∞, limj→∞ qn¯j/pn¯j = c ∈ [0, 1] and
limj→∞ pn¯jqn¯j/n¯j = α ∈ (0,∞). There are two situations: c = 0 and c ∈ (0, 1]. Let us
discuss these cases, respectively.
(b1). c = 0. Define
p˜r =
{
pn¯j , if r = n¯j for some j ≥ 1;
[r2/3], if not;
q˜r =
{
qn¯j , if r = n¯j for some j ≥ 1;
([αr1/3 ] + 1) ∧ p˜r, if not.
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Trivially, 1 ≤ q˜r ≤ p˜r ≤ r for all r ≥ 1 and condition (ii) holds. Moreover, p˜n¯j = pn¯j and
q˜n¯j = qn¯j for all j ≥ 1. By assumption,
lim inf
j→∞
fn¯j(pn¯j , qn¯j) ≥ lim infn→∞ fn(p˜n, q˜n) > 0.
This contradicts the second equality in (2.23).
(b2). c ∈ (0, 1]. In this scenario, qn¯j/pn¯j → c ∈ (0, 1]. The argument here is similar to
(b1). Define
p˜r =
{
pn¯j , if r = n¯j for some j ≥ 1;
([
√
α
c r] + 1) ∧ r, if not
and
q˜r =
{
qn¯j , if r = n¯j for some j ≥ 1;
[cp˜r] ∨ 1, if not.
Obviously 1 ≤ q˜r ≤ p˜r ≤ r. Since when r is large enough, p˜r ∼
√
α
c
√
r and q˜r ∼
√
αc
√
r,
which means (p˜r, q˜r) satisfies condition (iii). We will also get a contradiction by using the
same discussion as that of (b1).
In conclusion, any of the cases that lim infk→∞ qnk <∞ and lim infk→∞ qnk =∞ results
with a contradiction. So our desired conclusion holds true. 
2.2. The Proof of Theorem 1. The argument is relatively lengthy. We will prove (i)
and (ii) separately.
Proof of (i) of Theorem 1. For simplicity, we will use later p, q to replace pn, qn,
respectively, if there is no confusion. By (1.2) and (1.3), it is enough to show
lim
n→∞DKL
(L(√nZn)||Gn) = 0 (2.24)
where L(√nZn) is the probability distribution of
√
nZn.
We can always take two subsequences of {n}, one of which is such that qn ≤ pn and the
second is qn > pn. By the symmetry of p and q, we only need to prove one of them. So,
without loss of generality, we assume q ≤ p in the rest of the proof. From the assumption
limn→∞ pqn = 0, without loss of generality, we assume p + q < n. By Lemma 2.1, the
density function of
√
nZn is
fn(z) := (
√
2π)−pqn−pq/2
ω(n− p, q)
ω(n, q)
{
det
(
Iq − z
′z
n
)(n−p−q−1)/2}
I0(z
′z/n) (2.25)
where I0(z
′z/n) is the indicator function of the set that all q eigenvalues of z′z/n are in
(0, 1), and ω(s, t) is as in (2.2). Obviously, gn(z) := (
√
2π)−pqe−tr(z′z)/2 is the density
function of Gn.
Let λ1, · · · , λq be the eigenvalues of z′z. Then, det(Iq − z′zn ) =
∏q
i=1(1 − λin ) and
tr(z′z) =
∑q
i=1 λi. Define
Ln =
{
q∏
i=1
(
1− λi
n
)}cn
exp
(
1
2
q∑
i=1
λi
)
(2.26)
if all λi’s are in (0, n), and Ln is zero otherwise, where cn =
1
2(n − p − q − 1). Then one
has
fn(z)
gn(z)
= Kn · Ln (2.27)
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where Kn is defined as in (2.6). The condition pq = o(n) implies that
pq3
n2
→ 0. From
Lemma 2.7,
logKn = −pq
2
+
q(q + 1)
4
log(1 +
p
n− p)− cnq log(1−
p
n
) + o(1) (2.28)
as n→∞. By definition,
DKL
(L(√nZn)||Gn) =
∫
Rpq
[fn(z)
gn(z)
log
fn(z)
gn(z)
]
gn(z) dz
= E log
fn(
√
nZn)
gn(
√
nZn)
= E log[Kn · Ln], (2.29)
where λ1, · · · , λq are the eigenvalues of nZ′nZn since fn(z) is the density function of
√
nZn.
We also define log 0 = 0 since random variable fn(
√
nZn)
gn(
√
nZn)
> 0 a.s. The definition of
I0(z
′z/n) from (2.25) ensures that I0(z′z/n) = 0 if max1≤i≤q λi ≥ n a.s. By Lemma 2.5,
E
∑q
i=1 λi = pq. This and (2.28) imply that the expectation in (2.29) is further equal to
logKn +
1
2
E
q∑
i=1
λi + cnE
q∑
i=1
log
(
1− λi
n
)
=
q(q + 1)
4
log
(
1 +
p
n− p
)
+ cnE
q∑
i=1
log
(
1 +
p− λi
n− p
)
+ o(1) (2.30)
≤ pq
2
4(n − p) + cnE
q∑
i=1
[p− λi
n− p −
(λi − p)2
2(n − p)2 +
(p− λi)3
3(n − p)3
]
+ o(1),
where we combine the term “−cnq log(1− pn)” from (2.28) with “log
(
1− λin
)
” to get the
sum in (2.30), and the last step is due to the elementary inequality
log(1 + x) ≤ x− x
2
2
+
x3
3
for any x > −1. Based on Lemmas 2.5 and 2.6, we know that, under the condition
pq = o(n),
E
q∑
i=1
λi = pq, E
q∑
i=1
λ2i = pq(p+ q) +O(pq),
E
q∑
i=1
λ3i = pq(p
2 + q2 + 3pq) +O(p2q)
(the “λi” here is n times the “λi” from Lemmas 2.5 and 2.6). These imply that
E
q∑
i=1
(p− λi) = pq − E
q∑
i=1
λi = 0;
E
q∑
i=1
(p − λi)2 = p2q − 2pE
q∑
i=1
λi + E
q∑
i=1
λ2i = pq
2 +O(pq);
E
q∑
i=1
(p − λi)3 = p3q − 3p2E
q∑
i=1
λi + 3pE
q∑
i=1
λ2i − E
q∑
i=1
λ3i
= −pq3 +O(p2q).
(2.31)
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Recall that cn =
1
2 (n− p)− 12(q + 1). Plugging (2.31) into (2.30), we get from (2.29) that
DKL
(
L(√nZn)||Gn
)
≤ pq
2
4(n− p) + cn
[
− pq
2 +O(pq)
2(n − p)2 −
pq3 +O(p2q)
3(n − p)3
]
=
pq2
4(n− p) −
pq2
4(n − p) + o(1)→ 0,
where we use the following two limits:
q + 1
2
· pq
2 +O(pq)
2(n − p)2 = O
(pq3 + pq2
n2
)
→ 0;
cn · pq
3 +O(p2q)
(n− p)3 = O
(pq3 + p2q
n2
)
→ 0
by (2.11). This gives (2.24). 
Let (U1, V1)
′ ∈ Rm and (U2, V2)′ ∈ Rm be two random vectors with U1 ∈ Rs, U2 ∈ Rs
and V1 ∈ Rt, V2 ∈ Rt where s ≥ 1, t ≥ 1 and s + t = m. It is easy to see from the first
identity of (1.1) that
‖L(U1, V1)− L(U2, V2)‖TV ≥ ‖L(U1)− L(U2)‖TV (2.32)
by taking (special) rectangular sets in the supremum.
Proof of (ii) of Theorem 1. Remember that our assumption is limn→∞ pnqnn = σ ∈
(0,∞). By the argument at the beginning of the proof of (i) of Theorem 1, without loss
of generality, we assume qn ≤ pn for all n ≥ 3. By (1.2) and (1.3), it suffices to show
lim inf
n→∞ ‖L(
√
nZn)− L(Gn)‖TV > 0. (2.33)
Define fn(p, q) = ‖L(
√
nZn)−L(Gn)‖TV for 1 ≤ q ≤ p ≤ n. Here we slightly abuse the
notation: Zn and Gn are p× q matrices with p and q being arbitrary instead of fixed sizes
pn and qn. From (2.32) it is immediate that fn(p, q) is non-decreasing in p ∈ {1, · · · , n}
and q ∈ {1, · · · , n}, respectively. Then, by Lemmas 2.12, 2.14 and 2.15, it is enough to
prove (2.33) under assumption (2.11). For simplicity, from now on we will write p for pn
and q for qn, respectively. Remember the joint density function of entries of Zn is the
function fn(z) defined in (2.1) and gn(z) := (
√
2π)−pqe−tr(z′z)/2 is the density function of
Gn. Set
L′n =
(
1− p
n
)− 1
2
(n−p−q−1)q
Ln;
K ′n =
(
1− p
n
) 1
2
(n−p−q−1)q
Kn,
where Kn and Ln are defined by (2.6) and (2.26), respectively. Evidently,
K ′n · L′n = Kn · Ln.
By the expression (2.27), we have
fn(z)
gn(z)
= Kn · Ln = K ′n · L′n. (2.34)
Then by definition,
‖L(√nZn)− L(Gn)‖TV =
∫
Rpq
∣∣∣fn(z)
gn(z)
− 1
∣∣∣gn(z) dz = E∣∣∣fn(Gn)
gn(Gn)
− 1
∣∣∣, (2.35)
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where the expectation is taken over random matrix Gn. From (2.34) and (2.35), we have
‖L(√nZn)− L(Gn)‖TV = E|K ′nL′n − 1|, (2.36)
where λ1, · · · , λq are the eigenvalues of the Wishart matrix G′nGn.
First, we know pq
3
n2 → 0 by (2.11). Use (2.7) to see
logK ′n = −
pq
2
+
q(q + 1)
4
log
(
1 +
p
n− p
)
+ o(1)
as n→∞. By Taylor’s expansion,
log
(
1 +
p
n− p
)
=
p
n− p −
p2
2(n− p)2 +O
( p3
n3
)
.
We then get
logK ′n = −
pq
2
+
pq(q + 1)
4(n − p) −
σ2
8
+ o(1)
by (2.11). This and Lemma 2.13 yield
log(K ′nL
′
n)→ N
(− σ2
8
,
σ2
4
)
weakly as n→∞. This implies that K ′nL′n converges weakly to eξ, where ξ ∼ N
(− σ28 , σ24 ).
By (2.36) and the Fatou lemma
lim inf
n→∞ ‖L(
√
nZn)− L(Gn)‖TV ≥ E|eξ − 1| > 0.
The proof is completed. 
3. Proof of Theorem 2
There are two parts in this section. We first need a preparation and then prove Theorem
2.
3.1. Auxiliary Results. Review the Hilbert-Schmidt norm defined in (1.5). A limit
theorem on the norm appeared in Theorem 2 is given for a special case.
Lemma 3.1. Let p = pn satisfy pn/n → c for some c ∈ (0, 1]. Let Γp×1 and Yp×1 be as
in Theorem 2. Then ‖√nΓp×1 −Yp×1‖HS →
√
c
2 · |N(0, 1)| weakly as n→∞.
Proof. Let y = (ξ1, · · · , ξn)′ ∼ Nn(0, In). By the Gram-Schmidt algorithm, (y, y‖y‖ ) and
(Yn×1,Γn×1) have the same distribution. By the definition of the Hilbert-Schmidt norm,
it is enough to show
‖√nΓp×1 −Yp×1‖2HS d=
(√n
‖y‖ − 1
)2
·
p∑
i=1
ξ2i →
c
2
·N(0, 1)2
as n→∞, where ‖y‖2 = ξ21 + · · ·+ ξ2n. In fact, the middle term of the above is equal to
(‖y‖2 − n)2
‖y‖2(‖y‖ +√n)2
p∑
i=1
ξ2i
=
p
n
·
(‖y‖2 − n√
n
)2
·
(‖y‖2
n
)−1
·
[
1 +
(‖y‖2
n
)1/2]−2
· 1
p
p∑
i=1
ξ2i .
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By the classical law of large numbers and the central limit theorem, ‖y‖
2
n → 1 in probability
and ‖y‖
2−n√
n
→ N(0, 2) weakly as n → ∞. By the Slutsky lemma, the above converges
weakly to c2 ·N(0, 1)2. 
Review the notation before the statement of Theorem 2. Set
Σk := (γ1, · · · ,γk)(γ1, · · · ,γk)′ =
k∑
i=1
γiγ
′
i (3.1)
for 1 ≤ k ≤ n. Easily, Σk has rank k almost surely and it is an idempotent matrix, that
is, Σ2k = Σk. It is easy to check that wk = (I−Σk−1)yk for 2 ≤ k ≤ n.
Lemma 3.2. Let 1 ≤ k ≤ n be given. Then, ‖wk‖2 ∼ χ2(n − k + 1) and ‖Σk−1yk‖2 ∼
χ2(k − 1). Further, given y1, · · · ,yk−1, the two conclusions still hold, and ‖wk‖2 and
‖Σk−1yk‖2 are conditionally independent.
Proof. First, let us review the following fact. Suppose y ∼ Nn(0, In) and A is an n × n
symmetric matrix with eigenvalues λ1, · · · , λn. Then
y′Ay and
n∑
i=1
λiξ
2
i have the same distribution. (3.2)
In particular,
Var (y′Ay) =
n∑
i=1
λ2i Var (ξ
2
i ) = 2 tr (A
2). (3.3)
If A is an idempotent matrix with rank r, then all of the nonzero eigenvalues of A are 1
with r-fold. Thus, ‖Ay‖2 = y′Ay ∼ χ2(r). Moreover, the distribution of ‖Ay‖2 depends
only on the rank of A. Therefore, all conclusions follow except the one on conditional
independence. Now we prove it.
Given y1, · · · ,yk−1, we see that wk = (I − Σk−1)yk and Σk−1yk are two Gaussian
random vectors. By using the fact that y1, · · · ,yk are i.i.d. random vectors, we see that
the conditional covariance matrix
E[wk(Σk−1yk)′
∣∣y1, · · · ,yk−1]
= E[(I−Σk−1)yky′kΣk−1
∣∣y1, · · · ,yk−1]
= (I−Σk−1)E(yky′k)Σk−1 = 0
since E(yky
′
k) = In. This implies that wk and Σk−1yk are conditionally independent. 
We next expand the trace of a target matrix in terms of its entries. Then the expectation
of the trace can be computed explicitly via Lemma 2.3.
Lemma 3.3. Let Γn = (γ1, · · · ,γn) = (γij) be an n× n matrix. Set Σk =
∑k
i=1 γiγ
′
i for
1 ≤ k ≤ n. Given 1 ≤ p ≤ n, denote the upper-left p× p submatrix of Σk by (Σk)p. Then
tr[(Σk)
2
p] =
k∑
i=1
p∑
r=1
γ4ri +
k∑
i=1
∑
1≤r 6=s≤p
γ2riγ
2
si +
p∑
r=1
∑
1≤i 6=j≤k
γ2riγ
2
rj
+
∑
1≤i 6=j≤k
∑
1≤r 6=s≤p
γriγsiγrjγsj .
Proof. The argument is similar to that of (2.4). However, the following care has to
be taken additionally. Observe the (r, s)-element of (γiγ
′
i) is γriγsi. Since (Σk)p =∑k
i=1(γiγ
′
i)p, we know the (r, s)-element of the symmetric matrix (Σk)p is
∑k
i=1 γriγsi
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for 1 ≤ r, s ≤ p. Note that tr(U2) =∑1≤r,s≤p u2rs for any symmetric matrix U = (uij)p×p.
We have
tr[(Σk)
2
p] =
∑
1≤r,s≤p
( k∑
i=1
γriγsi
)2
=
∑
1≤i,j≤k
∑
1≤r,s≤p
γriγsiγrjγsj.
Divide the first sum into two sums corresponding to that i = j and that i 6= j, respectively.
Similarly, for the second sum, consider the case r = s and the case r 6= s, respectively.
The conclusion then follows. 
The study of the trace norm appearing in Theorem 2 is essentially reduced to a sum;
see the first statement next. It discloses the behavior of the sum on the “boundary” case.
Lemma 3.4. Let Γn = (γ1, · · · ,γn) = (γij) be the n×n Haar-invariant orthogonal matrix
generated from Yn = (y1, · · · ,yn) as in (1.4). Let Σk be as in (3.1) and (Σk)p denote
the upper-left p× p submatrix of Σk. The following hold.
1) For σ > 0, assume p ≥ 1, q →∞ with pq2n → σ. Then, as n→∞,
q∑
j=2
tr[(Σj−1)p]
p−→ σ
2
.
2) For any q ≥ 2,
q∑
j=2
E tr[(Σj−1)2p] =
pq(q − 1)(p + 2)
2n(n+ 2)
+
pq(q − 1)(q − 2)(n − p)
3n(n− 1)(n + 2) .
Proof. To prove 1), it is enough to show that
E
q∑
j=2
tr[(Σj−1)p] =
pq(q − 1)
2n
and Var
( q∑
j=2
tr[(Σj−1)p]
)
→ 0 (3.4)
as n → ∞. Recall Σj−1 =
∑j−1
k=1 γkγ
′
k and the (r, s)-element of (γkγ
′
k) is γrkγsk. For
convenience, define uk =
∑p
s=1 γ
2
sk for any 1 ≤ k ≤ q. Then,
tr[(Σj−1)p] =
j−1∑
k=1
tr[(γkγ
′
k)p] =
j−1∑
k=1
p∑
s=1
γ2sk =
j−1∑
k=1
uk
for each 2 ≤ j ≤ q. It follows that
q∑
j=2
tr[(Σj−1)p] =
q∑
j=2
j−1∑
k=1
uk =
q−1∑
k=1
(q − k)uk. (3.5)
We claim that
E(uk) =
p
n
, E(u2k) =
p(p+ 2)
n(n+ 2)
, Cov(ui, uk) = − 2p(n− p)
n2(n− 1)(n + 2) (3.6)
for any 1 ≤ i 6= k ≤ q. In fact, by F2) and Lemma 2.3, it is immediate to see E(uk) = pn .
Further, by the same argument,
Eu2k = pE(γ
4
11) + p(p− 1)E(γ211γ212)
=
3p
n(n+ 2)
+
p(p− 1)
n(n+ 2)
=
p(p+ 2)
n(n+ 2)
.
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Now we turn to prove the third conclusion from (3.6). For any i 6= k, by F2) again,
Cov(ui, uk) = E(uiuk)− p
2
n2
=
p∑
s=1
E(γ2siγ
2
sk) +
∑
1≤s 6=t≤p
E(γ2siγ
2
tk)−
p2
n2
= pE(γ211γ
2
12) + p(p− 1)E(γ211γ222)−
p2
n2
=
p
n(n+ 2)
+ p(p− 1) n+ 1
n(n− 1)(n + 2) −
p2
n2
= − 2p(n− p)
n2(n− 1)(n + 2) ,
where we use Lemma 2.3 for the fourth equality. So claim (3.6) follows.
Now, let us go back to the formula in (3.5). By (3.6),
q∑
j=2
Etr[(Σj−1)p] =
q−1∑
k=1
(q − k)Euk = pq(q − 1)
2n
.
The first identity from (3.4) is concluded. Now we work on the second one. It is readily
seen from the first two conclusions of (3.6) that Var(uk) =
2p(n−p)
n2(n+2) . By (3.6) again,
Var
( q∑
j=2
tr[(Σj−1)p]
)
=
q−1∑
k=1
(q − k)2Var(uk) +
∑
1≤i 6=k≤q−1
(q − i)(q − k)Cov(ui, uk)
= A
q−1∑
k=1
(q − k)2 −B
∑
1≤i 6=k≤q−1
(q − i)(q − k)
= (A+B)
q−1∑
r=1
r2 −B
( q−1∑
r=1
r
)2
by setting r = q − k and s = q − i, respectively, where
A =
2p(n− p)
n2(n + 2)
and B =
2p(n − p)
n2(n− 1)(n + 2) .
From an elementary calculation, we get
Var
( q∑
j=2
tr[(Σj−1)p]
)
=
pq(n− p)(q − 1)
3n(n− 1)(n + 2)
(
2q − 1− 3q(q − 1)
2n
)
= O
(pq3
n2
)
= O
( 1
pq
)
→ 0
as n → ∞, where we use the fact 3q(q−1)2n = O(1) under the assumption pq2/n → σ and
q →∞. This gives the second conclusion from (3.4).
Now we prove 2). By F2) and Lemma 3.3,
Etr[(Σj−1)2p]
= p(j − 1)E(γ411) + [(j − 1)p(p − 1) + p(j − 1)(j − 2)]E(γ211γ212)
+ p(p− 1)(j − 1)(j − 2)E(γ11γ12γ21γ22).
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Write
(j − 1)p(p − 1) + p(j − 1)(j − 2) = (j − 1)p(p − 2) + p(j − 1)2;
p(p− 1)(j − 1)(j − 2) = p(p− 1)[(j − 1)2 − (j − 1)].
Then, by computing
∑q
j=1(j − 1) and
∑q
j=1(j − 1)2, we obtain
q∑
j=2
E tr[(Σj−1)2p]
=
1
2
pq(q − 1)E(γ411) +
1
6
pq(q − 1)[3p + 2q − 7]E(γ211γ212)
+
1
3
pq(p− 1)(q − 1)(q − 2)E(γ11γ12γ21γ22).
From Lemma 2.3, it is trivial to get
q∑
j=2
E tr[(Σj−1)2p] =
pq(q − 1)(p + 2)
2n(n + 2)
+
pq(q − 1)(q − 2)(n − p)
3n(n− 1)(n + 2) .
The proof is completed. 
Our target is a submatrix of an Haar-orthogonal matrix. Based on the argument in the
proof of Lemma 3.4, an estimate of the submatrix is provided now.
Proposition 3.1. Let Γp×q and Yp×q be as in (1.5). Then
E‖√nΓp×q −Yp×q‖2HS ≤
24pq2
n
for any n ≥ 2 and 1 ≤ p, q ≤ n.
Proof. Review the notation from (1.4), identity wj = (I −Σj−1)yj and γj = wj/‖wj‖.
We first write
√
nγj − yj =
√
nγj −wj −Σj−1yj = (
√
n− ‖wj‖)γj −Σj−1yj (3.7)
for 1 ≤ j ≤ n, where Σ0 = 0. Define M = Mp×n = (Ip,0) for 1 ≤ p ≤ n − 1 and
Mn×n = In, where Ip is the p × p identity matrix and 0 is the p × (n − p) matrix whose
entries are all equal to zero. Evidently, M(
√
nγj − yj) is the upper p-dimensional vector
of
√
nγj − yj . Hence, by (3.7),
‖√nΓp×q −Yp×q‖2HS =
q∑
j=1
p∑
i=1
(
√
nγij − yij)2
=
q∑
j=1
‖M(√nγj − yj)‖2
=
q∑
j=1
∥∥(√n− ‖wj‖)Mγj −MΣj−1yj∥∥2
≤ 2
q∑
j=1
(
√
n− ‖wj‖)2‖Mγj‖2 + 2
q∑
j=1
‖MΣj−1yj
∥∥2
(3.8)
by the triangle inequality and the formula (a+ b)2 ≤ 2a2 + 2b2 for any a, b ∈ R. Define
Aj =
(√
n− ‖wj‖
)2
; Bj = ‖Mγj‖2; Cj = ‖MΣj−1yj
∥∥2
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for 1 ≤ j ≤ n with C0 = 0. Then,
E‖√nΓp×q −Yp×q‖2HS ≤ 2
q∑
j=1
E(AjBj) + 2
q∑
j=1
ECj. (3.9)
We next bound Aj , Bj and Cj , respectively, in terms of their moments.
The estimate of Aj. Trivially,
A2j =
[ ‖wj‖2 − n
(‖wj‖+
√
n)
]4
≤ 1
n2
· (‖wj‖2 − n)4.
By Lemma 3.1, ‖wj‖2 ∼ χ2(n− j+1). Set cj := n− j+1 and zj = ‖wj‖2− cj. By Lemma
2.8 and the binomial formula, we have
n2E(A2j ) ≤ E
[
(zj − j + 1)4
]
= E(z4j )− 4(j − 1)E(z3j ) + 6(j − 1)2E(z2j )− 4(j − 1)3Ezj + (j − 1)4
= 12cj(cj + 4)− 32(j − 1)cj + 12cj(j − 1)2 + (j − 1)4
≤ 12(cj + 2)2 + 12(cj + 2)(j − 1)2 + 3(j − 1)4
= 12
(
cj + 2 +
(j − 1)2
2
)2
.
This immediately implies that
(EA2j )
1/2 ≤ 2
√
3
n
[
n− j + 3 + (j − 1)
2
2
]
.
The estimate of Bj . Recall (1.4). The vector γj =
wj
‖wj‖ has the same distribution
as γ1 =
y1
‖y1‖ . Note y1 = (y11, · · · , yn1)′, hence ‖Mγ1‖2 = U1 + · · · + Up where Ui =
y2i1/(y
2
11 + · · · y2n1) for 1 ≤ i ≤ n. By Lemma 2.2,
E
(‖Mγ1‖4) = E[(U1 + · · ·+ Up)2]
= pE(U21 ) + p(p− 1)E(U1U2)
=
p(p+ 2)
n(n+ 2)
.
Therefore
EB2j = E
(‖Mγ1‖4) = p(p+ 2)
n(n+ 2)
≤ 3p
2
n2
.
In particular, the two estimates above conclude that
|E(AjBj)| ≤ (EA2j )1/2(EB2j )1/2 ≤
6p
n2
(
n− j + 3 + (j − 1)
2
2
)
,
which guarantees
2
q∑
j=1
E(AjBj) ≤ 12p
n2
q∑
j=1
(
n− j + 3 + (j − 1)
2
2
)
=
12pq
n
(
1 +
2q2 − 9q + 31
12n
)
.
(3.10)
The estimate of Cj. Now, conditioning on y1, · · · ,yj−1, we get from (3.2) that
Cj = ‖MΣj−1yj
∥∥2 = y′jΣj−1
(
Ip 0
0 0
)
Σj−1yj
d
=
n∑
k=1
λkξ
2
k, (3.11)
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where ξ1, · · · , ξn are i.i.d. N(0, 1)-distributed random variables and λ1, · · · , λn are the
eigenvalues of
Aj−1 := Σj−1
(
Ip 0
0 0
)
Σj−1. (3.12)
In particular,
ECj = E tr(Aj−1).
By the fact tr(AB) = tr(BA) for any matrix A,B and the fact that both Σj−1 and(
Ip 0
0 0
)
are idempotent, we see
tr(Aj−1) = tr
[
Σj−1
(
Ip 0
0 0
)(
Ip 0
0 0
)
Σj−1
]
= tr
[(
Ip 0
0 0
)
Σj−1
(
Ip 0
0 0
)]
= tr
(
(Σj−1)p
)
,
(3.13)
where (Σj−1)p is as in the statement of Lemma 3.3. Hence by (3.4), we have
q∑
j=2
ECj =
q∑
j=2
E tr(Aj−1) =
q∑
j=2
E tr((Σj−1)p) =
pq(q − 1)
2n
. (3.14)
Therefore plugging (3.10) and (3.14) into (3.9), we know
E‖√nΓp×q −Yp×q‖2HS ≤ 2
q∑
j=1
E(AjBj) + 2
q∑
j=1
ECj
≤ 12pq
n
(
1 +
2q2 − 9q + 31
12n
)
+
pq(q − 1)
n
=
pq2
n
·
(
1 +
2q2 − 9q + 31 + 11n
nq
)
.
Define f(q) = 2q + 31+11nq − 9 for q > 0. Since f ′′(q) > 0 for all q > 0, we know f(q) is a
convex function. Therefore, max1≤q≤n f(q) = f(1) ∨ f(n). Trivially,
f(1)− f(n) = 24 + 11n−
(
2n+
31
n
+ 2
)
= 22 + 9n− 31
n
≥ 22 + 9− 31 = 0
for all n ≥ 1. We then have max1≤q≤n f(q) = 24 + 11n for any n ≥ 2. Thus,
E‖√nΓp×q −Yp×q‖2HS ≤
pq2
n
(
1 +
24 + 11n
n
)
=
12pq2
n
(
1 +
2
n
)
≤ 24pq
2
n
for any n ≥ 2. The proof is completed. 
Similar to Lemma 2.15, the next result will serve as the framework of the proof of
Theorem 2. The spirit of the proof is close to that of Lemma 2.15. We therefore omit it.
For a sequence of numbers {an; n ≥ 1}, we write limn→∞ an ∈ (0,∞) if limn→∞ an = a
exists and a ∈ (0,∞).
Lemma 3.5. For each n ≥ 1, let fn(p, q) : {1, 2, · · · , n}2 → [0,∞) satisfy that fn(p, q) is
non-decreasing in p ∈ {1, 2, · · · , n} and q ∈ {1, 2, · · · , n}, respectively. Suppose
lim inf
n→∞ fn(pn, qn) > 0 (3.15)
for any sequence {(pn, qn) ∈ {1, 2, · · · , n}2}∞n=1 if any of the next two conditions holds:
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(i) qn ≡ 1 and limn→∞ pn/n ∈ (0, 1);
(ii) limn→∞ qn =∞ and limn→∞(pnq2n)/n ∈ (0,∞).
Then (3.15) holds for any sequence {(pn, qn)}∞n=1 with 1 ≤ pn, qn ≤ n for each n ≥ 1 and
limn→∞(pnq2n)/n ∈ (0,∞).
3.2. The Proof of Theorem 2. After many pieces of understanding, we are now ready
to prove the second main result in this paper.
Proof of Theorem 2. The first part follows immediately from Proposition 3.1. The
second part is given next.
We first prove that
‖√nΓp×q −Yp×q‖HS p→
(σ
2
)1/2
(3.16)
for any 1 ≤ pn, qn ≤ n satisfying qn →∞ and pq
2
n → σ > 0. We claim this implies that
lim inf
n→∞ P (‖
√
nΓp×q −Yp×q‖HS ≥ ǫ) > 0 (3.17)
for any ǫ ∈ (0,
√
σ/2) and any 1 ≤ pn, qn ≤ n with pq
2
n → σ > 0. In fact, for given
ǫ ∈ (0,
√
σ/2), set
fn(p, q) = P (‖
√
nΓp×q −Yp×q‖HS ≥ ǫ)
for all 1 ≤ p, q ≤ n. Here we slightly abuse some notation: Γp×q andYp×q are p×q matrices
with p and q being arbitrary instead of fixed sizes pn and qn. By (1.5), it is obvious that
fn(p, q) is non-decreasing in p and q, respectively, for any n ≥ 1. Assume (3.16) holds, then
lim infn→∞ fn(pn, qn) = 1 for any 1 ≤ pn, qn ≤ n under condition limn→∞ qn = ∞ and
limn→∞ pq
2
n = σ ∈ (0,∞). By Lemma 3.1, lim infn→∞ fn(pn, 1) = P (|N(0, 1)| ≥ ǫ
√
2/c)
for any 1 ≤ pn ≤ n with limn→∞ pn/n = c ∈ (0, 1). Then we obtain (3.17) from Lemma
3.5.
Now we start to prove (3.16). Let us continue to use the notation in the proof of
Proposition 3.1. Review M = Mp×n = (Ip,0) for 1 ≤ p ≤ n − 1 and Mn×n = In, where
Ip is the p× p identity matrix and 0 is the p× (n − p) matrix whose entries are all equal
to zero. By (3.8),
‖√nΓp×q −Yp×q‖2HS =
q∑
j=1
‖(√n− ‖wj‖)Mγj −MΣj−1yj
∥∥2.
Review
Aj = (
√
n− ‖wj‖)2; Bj = ‖Mγj‖2; Cj = ‖MΣj−1yj
∥∥2.
For vectors u,v ∈ Rp, we know ‖u+v‖2 = ‖u‖2+‖v‖2+2〈u,v〉. By the Cauchy-Schwartz
inequality, |〈u,v〉| ≤ ‖u‖ · ‖v‖. So we can write
‖√nΓp×q −Yp×q‖2HS =
q∑
j=1
AjBj +
q∑
j=1
Cj +
q∑
j=1
ǫj
where |ǫj | ≤ 2
√
AjBjCj for 1 ≤ j ≤ q. From (3.10), we see that
E
q∑
j=1
AjBj ≤ 6pq
n
(
1 +
2q2 − 9q + 31
12n
)
= O
(1
q
+
1
pq
)
→ 0
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since q = qn →∞ and pq
2
n → σ > 0 as n→∞. In particular,
q∑
j=1
AjBj
p→ 0 (3.18)
as n→∞. We claim that it suffices to show
q∑
j=1
Cj
p→ σ
2
(3.19)
as n → ∞. In fact, once (3.19) holds, we have by the Cauchy-Schwartz inequality and
(3.18)
(
q∑
j=1
|ǫj|)2 ≤ 4(
q∑
j=1
√
AjBjCj)
2 ≤ 4
( q∑
j=1
AjBj
) q∑
j=1
Cj
p→ 0
as n→∞. Then ∑qj=1 ǫj p→ 0 as n→∞. Now we prove (3.19).
Recall the notation (Σk)p stands for the upper-left p × p submatrix of Σk. Let Fk be
the sigma-algebra generated by y1,y2, · · · ,yk. We first claim
Xj := Cj − tr[(Σj−1)p], j = 2, 3, · · · , q, (3.20)
forms a martingale difference with respect to F2,F3, · · · ,Fq. In fact, as in (3.11), we write
Cj = y
′
jAj−1yj (3.21)
for any 2 ≤ j ≤ q, where the symmetric matrixAj−1 is defined in (3.12) and is independent
of yj. Let µ1, · · · , µn be the eigenvalues of Aj−1. By (3.2), (3.13) and independence,
E(y′jAj−1yj|Fj−1) = E
n∑
i=1
µiξ
2
i = tr (Aj−1) = tr [(Σj−1)p],
where ξ1, · · · , ξn are i.i.d. standard normals. This confirms (3.20).
Obviously,
Bk :=
k∑
j=1
Xj, k = 2, · · · , q
is a martingale relative to {Fk; k = 2, · · · , q}. Therefore,
q∑
j=2
Cj = Bq +
q∑
j=2
tr[(Σj−1)p].
By Lemma 3.4, when pq2/n→ σ,
q∑
j=2
tr[(Σj−1)p]
p−→ σ
2
as n→∞. To get (3.19), it is enough to show
Var(Bq)→ 0 (3.22)
as n→∞. Since (Xi)1≤i≤q is a martingale difference, it entails that
E(XiXj) = E[XiE(Xj |Fj−1)] = 0
for any 2 ≤ i < j ≤ q. Also, recall the conditional variance has the formula
Var(Xj) = EVar (Xj |Fj−1) + Var [E(Xj |Fj−1)]
= EVar (Xj |Fj−1)
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since Xj is a martingale difference, where Var (Xj |Fj−1) = E
[
(Xj − E(Xj|Fj−1))2|Fj−1
]
;
see, for example, [4]. Therefore, by (3.21) and then (3.3)
Var(Bq) =
q∑
j=2
Var(Xj) =
q∑
j=2
EVar(y′jAj−1yj |Fj−1)
= 2
q∑
j=2
E tr(A2j−1).
Repeatedly using the facts
Σ2j−1 = Σj−1,
(
Ip 0
0 0
)2
=
(
Ip 0
0 0
)
, tr (UV) = tr (VU)
for any n × n matrices U and V, it is not difficult to see tr(A2j−1) = tr[(Σj−1)2p]. From
Lemma 3.4,
q∑
j=2
E tr(A2j−1) =
pq(q − 1)(p + 2)
2n(n + 2)
+
pq(q − 1)(q − 2)(n − p)
3n(n − 1)(n + 2)
≤ C ·
(p2q2
n2
+
pq3
n2
)
= O(
1
q2
+
1
pq
)→ 0
as n → ∞ by the assumption q → ∞ and pq2n → σ > 0. We gets (3.22). The proof is
completed. 
4. Appendix
In this section we will prove Lemmas 2.4, 2.10 and 2.11. We start with Lemma 2.4, which
computes the mean values of monomials of the matrix elements from an Haar-orthogonal
matrix.
To make the monomials more intuitive, we make Figure 4. For each plot inside the
graph, the number of circles appearing in a corner means the power of the corresponding
matrix entry appearing in the monomial. For example, plot (d) stands for the monomial
γ11γ12γ21γ
3
22; plot (e) represents γ11γ12γ22γ23γ31γ33.
Proof of Lemma 2.4. Our argument below are based on the unit length of each
row/column, the orthogonality of any two rows/columns and that all row/column ran-
dom vectors are exchangeable. We will first prove conclusions (a) and (c), and then prove
the rest of them.
(a) Recall F1). Take a1 = a2 = a3 = 1 and a3 = · · · = an = 0 in Lemma 2.2, we get
the conclusion.
(c) Since
γ211γ
2
21(
n∑
j=1
γ21j − 1) = 0,
take expectations to get
E(γ411γ
2
21) + (n− 1)E(γ211γ221γ212) = E(γ211γ221).
By using Lemma 2.2, we see
E(γ211γ
2
21) =
1
n(n+ 2)
; E(γ411γ
2
21) =
3
n(n+ 2)(n + 4)
. (4.1)
The conclusion (c) follows.
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(c)                                   
1
2
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1
(e)          
1
2
3
1 2 3
Figure 1.
(b), (d) & (e). Since the first and the second columns of Γn are mutually orthogonal,
we know
0 = E
( n∑
i=1
γi1γi2
n∑
j=1
γj2γj3
n∑
k=1
γk1γk3
)
= nE(γ211γ
2
12γ
2
13) + 3n(n− 1)E(γ211γ12γ13γ22γ23)
+ n(n− 1)(n − 2)E(γ11γ12γ22γ23γ31γ33).
(4.2)
Similarly we have
0 = E
( n∑
i=1
γ2i1γi2γi3
n∑
j=1
γj2γj3
)
= nE(γ211γ
2
12γ
2
13) + n(n− 1)E(γ211γ12γ13γ22γ23)
(4.3)
and
0 = E
( n∑
i=1
γ3i1γi2
n∑
j=1
γj1γj2
)
= nE(γ411γ
2
12) + n(n− 1)E(γ311γ12γ21γ22).
(4.4)
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Combining the expressions (4.2), (4.3) and (4.4) together with conclusion (a) and (4.1),
we arrive at
E(γ211γ12γ13γ22γ23) = −
1
(n− 1)n(n + 2)(n + 4);
E(γ311γ12γ22γ21) = −
3
(n− 1)n(n + 2)(n + 4);
E(γ11γ12γ22γ23γ31γ33) =
2
(n− 2)(n − 1)n(n + 2)(n+ 4) .
By swapping rows and columns and using the invariance, we get
E(γ211γ12γ13γ22γ23) = E(γ11γ12γ21γ22γ
2
23);
E(γ11γ12γ21γ
3
22) = E(γ
3
11γ12γ22γ21).
The proof is completed. 
We will derive the central limit theorem appearing in Lemma 2.10 next. Two prelimi-
nary calculations are needed.
Lemma 4.1. Let y = (ξ1, · · · , ξp)′ ∼ Np(0, Ip). Let a = (α1, · · · , αp)′ ∈ Rp and b =
(β1, · · · , βp)′ ∈ Rp with ‖a‖ = ‖b‖ = 1. Then,
E
[
(a′y)2(b′y)2
]
= 2(a′b)2 + 1.
Proof. Rewrite
a′yb′y = y′ab′y = y′ba′y =
1
2
y′(ab′ + ba′)y.
Define A = 12(ab
′ + ba′). Then, a′yb′y = y′Ay. By (3.2) and (3.3),
E(y′Ay) = tr(A) and Var(y′Ay) = 2 tr(A2).
Note that tr(A) = a′b. Therefore,
E
[
(a′y)2(b′y)2
]
= 2tr(A2) + tr2(A)
=
1
2
tr
(
ab′ab′ + ba′ba′ + ab′ba′ + ba′ab′
)
+ (a′b)2
= 2(a′b)2 + 1
by the assumption ‖a‖ = ‖b‖ = 1. 
Lemma 4.2. Let u = (ξ1, · · · , ξp)′ and v = (η1, · · · , ηp)′ be independent random vectors
with distribution Np(0, Ip). Set w = (u
′v)2 − ‖u‖2. Then
E[w|v] = ‖v‖2 − p; (4.5)
E[w2|u] = 2‖u‖4; (4.6)
E[w2|v] = 3‖v‖4 + (p2 + 2p)− 2(p + 2)‖v‖2. (4.7)
Proof. The assertion (4.5) follows from independence directly. Further,
E
[
w2|u] = E[(u′v)4 − 2‖u‖2(u′v)2 + ‖u‖4|u]
= 3‖u‖4 − 2‖u‖4 + ‖u‖4 = 2‖u‖4.
We then obtain (4.6). Finally, since ‖u‖2 ∼ χ2(p), we have
E[w2|v] = E[((u′v)4 + ‖u‖4 − 2‖u‖2(u′v)2)|v]
= 3‖v‖4 + (p2 + 2p)− 2E
[
‖u‖2( p∑
l=1
ξlηl
)2∣∣v].
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Figure 2. The plots simulate the density of 12pq
∑
1≤i 6=j≤q
[
(g′igj)
2− p] in
Lemma 2.10 for (p, q) = (165, 30), (900, 30), (1600, 40) in the top row, and
(p, q) = (355, 50), (2500, 50), (10000, 100) in the bottom row, respectively.
They match the density curve of N(0, 1) better as both p and q are larger.
Expanding the last sum, we see from independence that
E
[
‖u‖2( p∑
l=1
ξlηl
)2∣∣v] = p∑
l=1
η2l E
[‖u‖2ξ21]+ ∑
1≤k 6=l≤p
ηkηlE
[‖u‖2ξ1ξ2]
=
( p∑
l=1
η2l
)
· 1
p
(
E
p∑
l=1
‖u‖2ξ2l
)
= ‖v‖2 · 1
p
E
(‖u‖4) = (p+ 2)‖v‖2
by the fact E
[‖u‖2ξ1ξ2] = 0 due to the symmetry of normals random variables. The above
two identities imply (4.7). 
Now we prove the second main result in this section.
Proof of Lemma 2.10. Since qp → 0, we assume that, without loss of generality, q < p
for all n ≥ 3. Let
Tn =
1
pq
∑
1≤i 6=j≤q
[
(g′igj)
2 − p],
which can be rewritten by
Tn =
2
pq
q∑
j=2
j−1∑
i=1
[
(g′igj)
2 − p].
Define C0 = 0 and
Cj =
j−1∑
i=1
[
(g′igj)
2 − p]
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for 2 ≤ j ≤ q. It is easy to see
Bj := E[Cj |Fj−1] =
j−1∑
i=1
E[
(
(g′igj)
2 − p)|Fj−1] = j−1∑
i=1
(‖gi‖2 − p) (4.8)
where the sigma algebra Fk = σ
(
g1,g2, · · · ,gk
)
for all 1 ≤ k ≤ q. Thus
Xj := Cj − E[Cj |Fj−1] =
j−1∑
i=1
[
(g′igj)
2 − ‖gi‖2
]
, 2 ≤ j ≤ q, (4.9)
form a martingale difference with respect to the σ-algebra (Fj)2≤j≤q. Therefore Tn can be
further written by
Tn =
2
pq
q∑
j=2
Xj +
2
pq
q∑
j=2
Bj. (4.10)
By using (4.8) and changing sums, one gets
2
pq
q∑
j=2
Bj =
2
pq
q−1∑
i=1
(‖gi‖2 − p)(q − i).
Since ‖gi‖2 ∼ χ2(p) for each 1 ≤ i ≤ q, we know Var(‖gi‖2−p) = Var(‖gi‖2) = 2p. Hence,
Var
( 1
pq
q∑
j=2
Bj
)
=
1
p2q2
q−1∑
i=1
(q − i)2Var(‖gi‖2 − p)
≤ 2p
p2q2
· q3 = 2q
p
→ 0.
This together with the fact E
∑q
j=2Bj = 0 indicates that
1
pq
q∑
j=2
Bj
p→ 0.
By (4.10), to prove the theorem, it suffices to prove
1
pq
q∑
j=2
Xj → N(0, 1)
weakly as n→∞. By the Lindeberg-Feller central limit theorem for martingale differences
(see, for example, p. 414 from [13]), it is enough to verify that
Wn :=
1
p2q2
q∑
j=2
E[X2j |Fj−1]
p→ 1 (4.11)
and
1
p4q4
q∑
j=2
E
(
X4j
)→ 0 (4.12)
as n→∞. To prove (4.11), it suffices to show
E(Wn)→ 1 (4.13)
and
Var(Wn)→ 0 (4.14)
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as n → ∞. In the rest of the proof, due to their lengths we will show the above three
assertions in the order of (4.13), (4.12) and (4.14), respectively. The proof will be finished
then.
The proof of (4.13). For simplicity, given 2 ≤ j ≤ q, define
wi := (g
′
igj)
2 − ‖gi‖2
for any i = 1, · · · , j− 1. Recall that ai := gi‖gi‖ and ‖gi‖ are independent, we have a useful
fact that
wi = ‖gi‖2[(a′igj)2 − 1] = ‖gi‖2(χ− 1) (4.15)
given gi, where χ is a random variable with distribution χ
2(1) and is independent of ‖gi‖.
It is easy to see Xj =
∑j−1
i=1 wi from (4.9). By Lemma 4.2, for any 2 ≤ j ≤ q, we see
E
(
X2j
)
=
j−1∑
i=1
E(w2i ) +
∑
1≤i 6=k≤j−1
E(wiwk)
=
j−1∑
i=1
E
[
E(w2i |gi)
]
+
∑
1≤i 6=k<j
E
(
E[wiwk|gj ]
)
= 2
∑
1≤i<j
E‖gi‖4 +
∑
1≤i 6=k<j
E(‖gj‖2 − p)2
= 2(p2 + 2p)(j − 1) + 2p(j − 1)(j − 2),
where in the third equality we use the fact that wi and wk are conditionally independent
given gj for any j 6= k and E[wi|gj ] = ‖gj‖2 − p. Thereby,
E(Wn) =
1
p2q2
q∑
j=2
E(X2j ) =
(p2 + 2p)q(q − 1) +O(pq3)
p2q2
→ 1
as n→∞. This justifies (4.13). In particular,
q∑
j=2
E(X2j ) ≤ Cp2q2 (4.16)
for all n ≥ 4, which will be used later.
The proof of (4.12). Fix j with 2 ≤ j ≤ q. Observe that (wi)1≤i≤j−1 form again
a martingale difference with respect to the sigma algebra (Fi)1≤i≤j−1. The Burkholder
inequality (see, for example, [32]) says that, for any s > 1,
E
( j−1∑
i=1
wi
)s
≤ C · E
( j−1∑
i=1
w2i
)s/2
,
where C is a universal constant depending on s only. By taking s = 4, we see from
Xj =
∑j−1
i=1 wi that
E(X4j ) ≤ C
j−1∑
i=1
E(w4i ) + C
∑
1≤i 6=k≤j−1
E(w2iw
2
l )
= C
j−1∑
i=1
E[E(w4i |gi)] + C
∑
1≤i 6=k≤j−1
E
[
E(w2i |gj) · E(w2k|gj)
]
(4.17)
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by using the conditional independence. From (4.15),
E
[
E(w4i |gi)
] ≤ E(‖gi‖8) · E[(χ− 1)4]
= E
(
χ2(p)4) · E[(χ− 1)4]
≤ Cp4
by Lemma 2.8. Now, from (4.6), the second sum in (4.17) is bounded by
E
[
3‖gj‖4 + (p2 + 2p)− 2(p+ 2)‖gj‖2
]2
≤ 3[E(χ2(p)4) + (p2 + 2p)2 + 4(p+ 2)2E(χ2(p)2)]
≤ Cp4
by the Minkowski inequality and Lemma 2.8 again. The above two estimates together
with (4.17) imply
E(X4j ) ≤ C ·
[
(j − 1)p4 + (j − 1)(j − 2)p4]
for 2 ≤ j ≤ q, where C is free of n and j. Consequently,
1
p4q4
q∑
j=2
E
(
X4j
) ≤ C
p4q4
q∑
j=2
j2p4 ≤ Cp
4q3
p4q4
→ 0
as n→∞. This concludes (4.12).
The proof of (4.14). We need to prove that
1
p4q4
Var
[ q∑
j=2
E
(
X2j |Fj−1
)]→ 0
as n→∞. Let us first compute E[X2j |Fj−1]. Set αi = gi‖gi‖ for 1 ≤ i ≤ q. Then,
E
(
X2j |Fj−1
)
= E
[( j−1∑
i=1
wi
)2|Fj−1]
=
j−1∑
i=1
E
(
w2i |Fj−1
)
+ I(j ≥ 3) ·
∑
1≤i 6=k≤j−1
E
(
wiwk|Fj−1
)
=
j−1∑
i=1
‖gi‖4 · E[(χ− 1)2] + I(j ≥ 3) ·
∑
1≤i 6=k≤j−1
‖gi‖2‖gk‖2 ·
E
[
(α′igj)
2(α′kgj)
2 − (α′igj)2 − (α′kgj)2 + 1|Fj−1
]
,
where I(j ≥ 3) is the indicator function of the set {j ≥ 3}. Given Fj−1, evidently α′igj ∼
N(0, 1) for 1 ≤ i ≤ j − 1. Therefore, from Lemma 4.1 we have
E
(
X2j |Fj−1
)
= 2
j−1∑
i=1
‖gi‖4 + 2I(j ≥ 3) ·
∑
1≤i 6=k≤j−1
‖gi‖2‖gk‖2(α′iαk)2
= 2
j−1∑
i=1
‖gi‖4 + 2I(j ≥ 3) ·
∑
1≤i 6=k≤j−1
(g′igk)
2.
By changing the order of sums, it is not difficult to verify that
q∑
j=2
E
(
X2j |Fj−1
)
= 2
q−1∑
i=1
‖gi‖4(q − i) + 4
q−2∑
i=1
q−1∑
k=i+1
(g′igk)
2(q − k).
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Therefore,
Var
[ q∑
j=2
E
(
X2j |Fj−1
)]
≤ 8 ·Var
[ q−1∑
i=1
‖gi‖4(q − i)
]
+ 32 · Var
[ q−2∑
i=1
q−1∑
j=i+1
(g′igj)
2(q − j)
]
= 8 ·
q−1∑
i=1
(q − i)2Var(‖gi‖4) + 32 · Var
[ q−1∑
j=2
(q − j)
j−1∑
i=1
(g′igj)
2
]
. (4.18)
On the one hand, by Lemma 2.8 we know
q−1∑
i=1
(q − i)2Var(‖gi‖4) ≤ q3 ·Var
[
χ2(p)2
]
= 8pq3(p+ 2)(p + 3). (4.19)
Moreover, for 2 ≤ j ≤ q fixed, recall the notation
wi := (g
′
igj)
2 − ‖gi‖2, Xj =
j−1∑
i=1
wi.
Then
j−1∑
i=1
(g′igj)
2 =
j−1∑
i=1
(
wi + ‖gi‖2
)
= Xj +
j−1∑
i=1
‖gi‖2,
which implies
q−1∑
j=2
(q − j)
j−1∑
i=1
(g′igj)
2 =
q−1∑
j=2
(q − j)Xj +
q−1∑
j=2
(q − j)
j−1∑
i=1
‖gi‖2
=
q−1∑
j=2
(q − j)Xj +
q−2∑
i=1
‖gi‖2
q−1∑
j=i+1
(q − j)
=
q−1∑
j=2
(q − j)Xj + 1
2
q−2∑
i=1
‖gi‖2(q − i− 1)(q − i).
Consequently we have
Var
[ q−1∑
j=2
(q − j)
j−1∑
i=1
(g′igj)
2
]
≤ 2 ·Var
[ q−1∑
j=2
(q − j)Xj
]
+
1
2
·Var
[ q−2∑
i=1
‖gi‖2(q − i− 1)(q − i)
]
= 2
q−1∑
j=2
(q − j)2Var(Xj) + 1
2
q−2∑
i=1
(q − i− 1)2(q − i)2Var(‖g1‖2) (4.20)
≤ 2q2
q∑
j=2
E(X2j ) + q
5Var
(‖g1‖2) (4.21)
= C
(
p2q4 + pq5), (4.22)
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where we use the fact (Xj)2≤j≤q is a martingale with respect to (Fj)2≤j≤q in (4.20); the
trivial bounds (q − j)2 ≤ q2 and (q − i − 1)2(q − i)2 ≤ q4 are applied in (4.21); the last
step is obtained by (4.16) and the identity Var
(‖g1‖2) = 2p.
Plugging (4.19) and (4.22) into (4.18), we have from the fact q ≤ p that
1
p4q4
Var
( q∑
j=2
E[X2j |Fj−1]
)
≤ Cp
3q3
p4q4
=
C
pq
→ 0
as n→∞. This finishes the verification of (4.14). The proof is completed. 
Now we prove Lemma 2.11.
Proof of Lemma 2.11. Write X = (g1,g2, · · · ,gq) where gi ∼ Np(0, Ip). A repeatedly
used fact is that ‖gi‖2 ∼ χ2(p) for each i. Using this fact, independence, Lemma 2.8 and
(4.15), we have
E(g′1g2)
2 = p, E(g′1g2)
4 = 3E(‖g1‖4) = 3p(p + 2);
E[‖g1‖2 · (g′1g2)2] = p(p+ 2);
E
[
(g′1g2)
2(g′1g3)
2
]
= E(‖g1‖4) = p(p+ 2);
E
[‖g1‖4(g′1g2)2] = E(‖g1‖6) = p(p+ 2)(p + 4).
Easily, tr(X′X) =
∑q
i=1 ‖gi‖2 and
tr[(X′X)2] =
∑
1≤i 6=j≤q
(g′igj)
2 +
q∑
k=1
‖gk‖4. (4.23)
(i) By using the set of formulas right before (4.23), we obtain
Etr[(X′X)2] = q(q − 1)p + qp(p+ 2) = pq(p+ q + 1). (4.24)
From (4.23) we see
tr2[(X′X)2] =
( q∑
k=1
‖gk‖4
)2
+
[ ∑
1≤i 6=j≤q
(g′igj)
2
]2
+ 2
q∑
k=1
‖gk‖4
∑
1≤i 6=j≤q
(g′igj)
2. (4.25)
It is easy to check ( q∑
k=1
‖gk‖4
)2
=
q∑
k=1
‖gk‖8 +
∑
1≤i 6=j≤q
‖gi‖4‖gj‖4 (4.26)
and [ ∑
1≤i 6=j≤q
(g′igj)
2
]2
=
∑
1≤i 6=j 6=k 6=l≤q
(g′igj)
2(g′kgl)
2 + 2
∑
1≤i 6=j≤q
(g′igj)
4
+4
∑
1≤i 6=j 6=k≤q
(g′igj)
2(g′igk)
2 (4.27)
and
2
q∑
k=1
‖gk‖4
∑
1≤i 6=j≤q
(g′igj)
2 = 2
∑
1≤i 6=j 6=k≤q
‖gk‖4(g′igj)2 + 4
∑
1≤i 6=j≤q
‖gi‖4(g′igj)2. (4.28)
By the formulas right before (4.23), Lemma 2.8, (4.26), (4.27) and (4.28), respectively, we
have that
E
( q∑
k=1
‖gk‖4
)2
= qp(p+ 2)(p + 4)(p + 6) + q(q − 1)p2(p+ 2)2
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and
E
[ ∑
1≤i 6=j≤q
(g′igj)
2
]2
= q(q − 1)(q − 2)(q − 3)p2 + 6p(p+ 2)q(q − 1)
+4p(p+ 2)q(q − 1)(q − 2)
and
2E
[ q∑
k=1
‖gk‖4
∑
1≤i 6=j≤q
(g′igj)
2
]
= 2q(q − 1)(q − 2)p2(p + 2)
+4q(q − 1)p(p + 2)(p + 4).
Putting all these three expressions back into (4.25), one gets
Etr2[(X′X)2] = qp(p+ 2)(p + 4)(p + 6) + q(q − 1)p2(p+ 2)2
+q(q − 1)(q − 2)(q − 3)p2 + 6p(p + 2)q(q − 1)
+4p(p+ 2)q(q − 1)(q − 2)
+2q(q − 1)(q − 2)p2(p + 2) + 4q(q − 1)p(p + 2)(p + 4).
This together with (4.24) implies
Var
(
tr[(X′X)2]
)
= 4p2q2 + 8pq(p + q)2 + 20pq(p + q + 1).
(ii) Recall (4.23). By independence,
Cov
(
tr(X′X), tr[(X′X)2]
)
= Cov
( q∑
i=1
‖gi‖2,
q∑
i=1
‖gi‖4 +
∑
1≤i 6=j≤q
(g′igj)
2
)
=
q∑
i=1
Cov
(‖gi‖2, ‖gi‖4)+ 2 ∑
1≤i 6=j≤q
Cov(‖gi‖2, (g′igj)2)
=
q∑
i=1
[
E(‖gi‖6)− E(‖gi‖4) · E(‖gi‖2)
]
+2
∑
1≤i 6=j≤q
(
E[‖gi‖2 · (g′igj)2]− E(‖gi‖2) · E(g′igj)2
)
.
From the formulas right before (4.23) again, we have
Cov
(
tr[X′X], tr[(X′X)2]
)
=
q∑
i=1
[p(p+ 2)(p + 4)− p2(p+ 2)] + 2
∑
1≤i 6=j≤q
[p(p+ 2)− p2]
= 4pq(p + 2) + 4pq(q − 1)
= 4pq(p + q + 1).
The proof is completed now. 
5. This part is for referees only
Proof of Lemma 3.5. Suppose the conclusion is not true, that is, lim infn→∞ fn(pn, qn) =
0 for some sequence {(pn, qn)}∞n=1 with 1 ≤ pn, qn ≤ n for each n ≥ 1 and limn→∞(pnq2n)/n =
α ∈ (0,∞). Then there exists a subsequence {nk; k ≥ 1} satisfying 1 ≤ pnk , qnk ≤ nk for
all k ≥ 1 and limk→∞(pnkq2nk)/nk = α ∈ (0,∞) such that
lim
k→∞
fnk(pnk , qnk) = 0. (5.1)
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There are two possibilities: lim infk→∞ qnk < ∞ and lim infk→∞ qnk = ∞. Let us discuss
the two cases separately.
(a). Assume lim infk→∞ qnk < ∞. Then there exists a further subsequence {nkj}∞j=1
such that qnkj ≡ m ≥ 1. For convenience of notation, write n¯j = nkj for all j ≥ 1.
The condition limn→∞
pnq2n
n = α implies that limj→∞
pn¯j
n¯j
= α
m2
∈ (0, 1]. By (5.1) and the
monotonocity,
lim
j→∞
fn¯j(pn¯j , 1) = lim
j→∞
fn¯j(pn¯j , qn¯j ) = 0. (5.2)
Define p˜n¯j = [pn¯j/2] + 1 for all j ≥ 1. Then, limj→∞
p˜n¯j
n¯j
= c := α2m2 ∈ (0, 12 ]. Construct a
new sequence such that
p˜r =
{
p˜n¯j , if r = n¯j for some j ≥ 1;
[cr] ∨ 1, if not
and q˜r = 1 for r = 1, 2, · · · . Obviously, p˜n¯j ≤ pn¯j for each j ≥ 1. It is easy to check
1 ≤ p˜r, q˜r ≤ r for all r ≥ 1 and limr→∞ p˜r/r = c ∈ (0, 1/2). So {(p˜r, q˜r); r ≥ 1} satisfies
condition (i), and hence lim infr→∞ fr(p˜r, q˜r) > 0 by (3.15). This contradicts (5.2) since
fr(p˜r, q˜r) = fn¯j(p˜n¯j , 1) ≤ fn¯j(pn¯j , 1) if r = n¯j for some j ≥ 1 by monotonocity.
(b). Assume lim infk→∞ qnk =∞. Then limk→∞ qnk =∞. Define
p˜r =
{
pnk , if r = nk for some k ≥ 1;
[r1/3], if not
and
q˜r =
{
qnk , if r = nk for some k ≥ 1;(
[
√
αr1/3] + 1
) ∧ r, if not.
Trivially, 1 ≤ p˜r, q˜r ≤ r for all r ≥ 1, limr→∞ q˜r =∞ and limr→∞ p˜r q˜2r/r = α. By (ii),
lim inf
k→∞
fnk(pnk , qnk) ≥ lim infr→∞ fr(p˜r, q˜r) > 0
since p˜r = pnk and q˜r = qnk if r = nk. This contradicts (5.1).
In summary, each of the cases that lim infk→∞ qnk < ∞ and that lim infk→∞ qnk = ∞
results with a contradiction. Therefore, we obtain our desired conclusion. 
Acknowledgement. We thank Professor Xinmei Shen for very helpful communications.
In particular we thank her for producing Figure 2 for us.
References
[1] Ahlfors, L. V. (1979). Complex Analysis. McGraw-Hill, Inc., 3rd ed.
[2] Bai, Z. and Silverstein, J. (2004). CLT for linear spectral statistics of large-dimensional sample
covariance matrices. Ann. Probab. 32, 553-605.
[3] Bai, Z. and Silverstein, J. (2010). Spectral Analysis of Large Dimensional Random Matrices.
Springer, 2nd ed.
[4] Casella, G. and Berger, R. (2008). Statistical Inference. Cengage Learning, 2nd ed.
[5] Chen, K. and Liu, L. (2011). Geometric data perturbation for privacy preserving outsourced
data mining. Knowl. Inf. Syst. 29, 657-695.
[6] Chow, Y. and Teicher, H. (1988). Probability Theory, Independence, Interchangeability, Mar-
tingales. Springer, 2nd ed.
[7] Collins, B. (2003). Inte´grales Matricielles et Probabilitie´s Non-commutatives. The`se de Doctorat
of Universite´ Paris 6.
[8] Csisza´r, I. (1967). Information-type measures of difference of probability distributions and indi-
rect observations. Studia Scientiarum Mathematicarum Hungarica 2, 299-318.
42 TIEFENG JIANG AND YUTAO MA
[9] Diaconis, P. (2003). Patterns in eigenvalues: The 70th Josiah Willard Gibbs Lecture. Bulletin
of the American Mathematical Society.
[10] Diaconis, P. and Freedman, D. (1987). A dozen de Finetti-style results in search of a theory.
Ann. Inst. Henri Poincare´ 23, 397-423.
[11] Diaconis, P., Eaton, M. and Lauritzen, L. (1992). Finite deFinetti theorems in linear models
and multivariate analysis. Scand. J. Statist. 19(4), 289-315.
[12] Dong, Z., Jiang, T. and Li, D. (2012). Circular law and arc law for truncation of random unitary
matrix. J. Math. Phys. 53, 013301-14.
[13] Durrett, R. (1995). Probability: Theory and Examples. Duxbury Press, 2nd ed.
[14] Eaton, M. (1989). Group-Invariance Applications in Statistics. Regional Conference Series in
Probability and Statistics, Vol.1. IMS, Hayward, California.
[15] Gamelin, T. W. (2001). Complex Analysis. Springer, 1st ed.
[16] Hiai, F. and Petz, D. (1998). Logarithmic energy as entropy functional. In Advances in Differen-
tial Equations and Mathematical Physics (E. Carlen, E. M. Harrell and M. Loss, eds.) 205-221.
Amer. Math. Soc., Providence, RI.
[17] Jiang, T. (2006). How many entries of a typical orthogonal matrix can be approximated by
independent normals? Ann. Probab. 34(4), 1497-1529.
[18] Jiang, T. (2009). Approximation of Haar distributed matrices and limiting distributions of eigen-
values of Jacobi ensembles. Probab. Theor. Relat. Fields 144, 221-246.
[19] Jiang, T. (2009). A variance formula related to quantum conductance. Physics Letters A 373,
2117-2121.
[20] Jiang, T. (2010). The entries of Haar-invariant matrices from the classical compact groups. J.
of Theor. Probab. 23(4), 1227-1243.
[21] Jiang, T. and Li, D. (2015). Approximation of rectangular beta-Laguerre ensembles and large
deviations. J. Theor. Probab. 28, 804-847.
[22] Jonsson, D. (1982). Some limit theorems for the eigenvalues of a sample covariance matrix. J.
Multivariate Anal. 12, 1-38.
[23] Kraft, C. (1955). Some conditions for consistency and uniform consistency of Statistical proce-
dures. Univ. California Publications in Statist. 2, 125-142.
[24] Li, B., Kumar, H. and Petropulu, A. P. (2016). A joint design approach for spectrum sharing
between radar and communication systems. In IEEE International Conference on Acoustics,
Speech and Signal Processing. March 2016, 3306-3310.
[25] Li, Y., Nguyen, H. L. and Woodruff, D. P. (2014). On sketching matrix norms and the top singu-
lar vector. In C. Chekuri (Ed.) Proceedings of the Twenty-Fifth Annual ACM-SIAM Symposium
on Discrete Algorithms, 1562-1581. Philadelphia, PA: SIAM. doi: 10.1137/1.9781611973402.114.
[26] Li, B. and Petropulu, A. (2016). MIMO Radar and Communication Spectrum Sharing with
Clutter Mitigation. In IEEE Radar Conference (RadarConf).
[27] Maxwell, J. C. (1875). Theory of Heat. Longmans, London, 4th ed.
[28] Maxwell, J. C. (1878). On Boltzmann’s theorem on the average distribution of energy in a system
of material points. Cambridge Phil. Soc. Trans. 12, 547.
[29] Marchenko, V. A. and Pastur, L. A. (1967). Distribution of some sets of random matrices. Math.
USSR-sb. 1, 457-483.
[30] Mezzadri, F. (2007). How to generate random matrices from the classical compact groups.
Notices to the AMS 54(5), 592-604.
[31] Poincare´ H. (1912). Calcul des probabilitie´s. Gauthier-Villars, Paris.
[32] Shiryaev, A. N. (1995). Probability (Graduate Texts in Mathematics). Springer, 2nd ed.
[33] Stam, A. J. (1982). Limit theorems for uniform distributions on high dimensional Euclidean
spaces. J. Appl. Prob. 19, 221-228.
Tiefeng JIANG, School of Statistics, University of Minnesota, 224 Church Street SE,
Minneapolis, MN 55455 USA.
E-mail address: jiang040@umn.edu
Yutao MA, School of Mathematical Sciences & Laboratory of Mathematics and Complex
Systems of Ministry of Education, Beijing Normal University, 100875 Beijing, China.
E-mail address: mayt@bnu.edu.cn
