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Multivalued semi-Fredholm type operators with topologically complemented
kernels and ranges are investigated in normed linear spaces. It is shown that reg-
ularisers (generalised inverses) can be constructed for the classes given, and that
the operators considered can be characterised in terms of their regularisers. Conti-
nuity of the inverses is discussed, and dual properties of adjoints are given. © 2001
Academic Press
1. INTRODUCTION
The existence of continuous generalised inverses for unbounded multival-
ued semi-Fredholm type operators in normed linear spaces is considered.
We give characterisation theorems for the classes of multivalued α- and
β-Atkinson operators, which are introduced formally below.
The concept of a generalised inverse may be traced back to early contri-
butions by Fredholm, Hurwitz, Hilbert, and others, in the study of integral
equations, which evolved into the rich theory on Fredholm type operators
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(cf. Atkinson [2], Gohberg and Krein [10], Goldberg [11], Kato [14], Krein
et al. [15], and Yood [32]), and to Moore who introduced in 1920 the notion
of an inverse A for a singular or rectangular matrix M which satisﬁed
MAM = A and AMA =M
(cf. [23] edited by Nashed).
Deﬁnitions 1.1. If X and Y are Banach spaces and T  X → Y is a
closed single-valued operator, then T is said to be a Fredholm operator,
usually denoted T ∈ X	Y , if RT  is closed and αT  = dim NT  <
∞ and βT  = codimRT  < ∞; T is said to be upper semi-Fredholm,
denoted T ∈ +X	Y , if RT  is closed and αT  < ∞	 and T is said
to be lower semi-Fredholm, denoted T ∈ −X	Y , if RT  is closed and
βT  <∞.
If T ∈ X	Y , then the equalities
AT = I − PN
TA = I − PRc
hold, where PN denotes a continuous projection onto NT , PRc denotes
a continuous projection onto a complement of RT , and A is the asso-
ciated continuous generalised inverse satisfying TAT = T and ATA = A
(cf. Schechter [27] and Taylor and Lay [30]).
Atkinson considered the class of relatively regular operators, where a
bounded linear operator T is said to be relatively regular if there exists
a bounded operator A such that TAT = T . This condition is equivalent to
the existence of a continuous generalised inverse. However, we note that
the class of relatively regular operators includes operators for which αT 
and βT  may both be inﬁnite, and it is not closed under compact additive
perturbation (see Goldman [12] and also Goldberg [11]).
Continuous left and right generalised inverses can be constructed for
closed upper and lower semi-Fredholm operators which have topologi-
cally complemented ranges and kernels in Banach spaces. Muller-Horrig
[21] showed that such operators may be characterised in terms of these
inverses (cf. Moore and Nashed [22] and Nashed [23]). Applying well-
known theorems for semi-Fredholm operators, it follows that these sub-
classes of relatively regular operators are stable under small and compact
additive perturbation.
We aim to extend these results to multivalued operators in arbitrary
normed linear spaces. The main results presented, Theorems 2.4 and 2.5,
improve the characterisation theorem given in Muller-Horrig [21] by
extending it to nonclosed multivalued operators (cf. Gonza´lez and
Onieva [13]). We provide properties of adjoints of Atkinson relations.
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We have adhered to the notation and terminology of the book, Cross [5].
Some deﬁnitions and theorems therein are restated for convenience in
Section 2.
2. DEFINITIONS, STATEMENT OF THE MAIN RESULTS,
AND PRELIMINARY PROPERTIES OF MULTIVALUED
LINEAR OPERATORS
Let X and Y be normed linear spaces, and let BX	Y  and LX	Y 
denote the classes of bounded and unbounded linear operators, respec-
tively, from X into Y . A multivalued linear operator T  X → Y is a
set-valued map such that its graph GT  = x	 y ∈ X × Y  y ∈ Tx is a
linear subspace of X × Y . We use the term linear relation or simply rela-
tion, to refer to such a multivalued linear operator denoted T ∈ LRX	Y 
(cf. Arens [1] and Lee and Nashed [19]). A relation T ∈ LRX	Y  is said
to be closed if its graph GT  is a closed subspace. We let X˜ denote the
completion of the normed space X. The closure and completion of a lin-
ear relation T , denoted T and T˜ , respectively, are deﬁned in terms of their
corresponding graphs (in X × Y and X˜ × Y˜ , respectively):
GT  = GT  ⊂ X × Y
GT˜  = GT ˜⊂ X˜ × Y˜ 
The conjugate T ′ (cf. [5, III.1.1]) of a linear relation T ∈ LRX	Y  is
deﬁned by
GT ′ = G−T−1⊥ ⊂ Y ′ ×X ′	
where y	 x	 y ′	 x′ = x	 x′ + y	 y ′ = x′x + y ′y. For y ′	 x′ ∈ GT ′
we have y ′y = x′x whenever x ∈ DT .
Deﬁnitions 2.2. We say a linear relation T ∈ LRX	Y  is upper
semi-Fredholm, denoted T ∈ +X	Y , if there exists a closed ﬁnite-
codimensional subspace M of X such that the restriction T M has a
single-valued continuous inverse. T is said to be lower semi-Fredholm,
denoted T ∈ −X	Y , if its conjugate T ′ is upper semi-Fredholm. We use
the abbreviations + and −, when X and Y are understood. The class of
Fredholm linear relations is deﬁned to be  X	Y  = + ∩ −.
For the case when X and Y are Banach spaces, we extend the classes of
closed single-valued Fredholm type operators given earlier to include closed
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multivalued operators, and note that the deﬁnitions of the classes + and
− are consistent with
+X	Y  =T ∈LRX	Y  T is closed, RT  is closed, and αT <∞
−X	Y  =T ∈LRX	Y  T is closed, RT  is closed, and βT <∞
As in the classic case, the existence of generalised inverses is associated
with the existence of continuous projections onto the kernels and ranges.
Deﬁnitions 2.3. We say a linear relation is an α-Atkinson type relation,
denoted T ∈ αX	Y , if T ∈ + and RT  is topologically complemented
in Y . T is said to be a β-Atkinson type relation, denoted T ∈ βX	Y , if
T ∈ − and NT  is topologically complemented in DT .
We may now state our main result which provides characterisations for
α- and β-Atkinson relations.
Theorem 2.4 (Characterisation of α-Atkinson Relations). Let T ∈ LR×
X	Y . If T 0 is topologically complemented in Y , then the following are
equivalent:
(i) T ∈ αX	Y 
(ii) ∃A ∈ BY	X and a ﬁnite rank projection K ∈ BX such thatA is
deﬁned densely, with NA topologically complemented in Y , RA ⊂ DT ,
RK ⊂ DT , and AT = IDT  −K.
Theorem 2.5 (Characterisation of β-Atkinson Relations). Let T ∈
LRX	Y . If NT  and T 0 are closed relatively in DT  and RT ,
respectively, then the following are equivalent:
(i) T ∈ βX	Y 
(ii) ∃B ∈ LY	X and a ﬁnite rank projection K ∈ BY  such that B is
deﬁned densely, RB is topologically complemented in DT , B′ is continuous
and deﬁned densely, BT and KT are continuous operators, and I −KDB
is a linear selection of TB.
We refer to an operator A ∈ BY	X satisfying Theorem 2.4(ii) above as
a left regulariser or left generalised inverse of T ∈ α, and refer to an oper-
ator B ∈ LY	X satisfying Theorem 2.5(ii) above as a right regulariser or
right generalised inverse of T ∈ β.
The rest of this section is devoted to deﬁnitions and the restatement of
theorems for reference.
We let QE ∈ LX	X/E denote the natural quotient map on X with
kernel E. If T ∈ LRX	Y , then we denote the quotient QY
T 0 ∈
LY	Y/T 0 by QT , or simply Q, when there is no ambiguity about
multivalued fredholm type operators 407
the relation T . Clearly QT is a single-valued linear operator. For x ∈ DT 
we deﬁne
Tx = QTx	
i.e., Tx = dy	 T 0 for all y ∈ Tx. The norm of a multivalued operator
T is deﬁned
T  = QT 	
and thus T  = supx∈BDT  Tx. We note that this quantity is not a true
norm since T  = 0 does not imply T = 0.
A relation T ∈ LRX	Y  from one topological space to another is said
to be continuous if for any neighbourhood V ⊂ RT , the inverse image
T−1V  is a neighbourhood in DT . A relation T ∈ LRX	Y  is said to
be open if its inverse T−1 is continuous.
For linear relations, it can be shown that T is continuous if and only
if T  < ∞ (see Cross [5, II.3.2]). This deﬁnition of a norm agrees with
the standard deﬁnition of the norm of a single-valued operator. It also
agrees with the norm deﬁned for convex processes (see, e.g., Aubin and
Frankowska [4]). We note that the notion for continuity adopted here refers
to the property of lower semi-continuity in set-valued analysis.
A single-valued operator, S, is said to be a linear selection (or single-
valued part) of a linear relation T ∈ LRX	Y  if
T = S + T − T with DS = DT 
Thus, for x ∈ DT  we have Tx = Sx+ T 0. If P is a projection deﬁned
on RT  with kernel T 0, then PT is a linear selection of T (see Cross
[5, I.5.2]). Furthermore, if T has a continuous linear selection S, then T is
continuous with T  ≤ S.
The minimum modulus of T ∈ LRX	Y  is the quantity
γT  = sup λ ∈   Tx ≥ λdx	NT  for x ∈ DT 	
and T is open if and only if γT  > 0 (see Cross [5, II.3.2]). The minimum
modulus and norm quantities are related (see Proposition 2.7). We also
have the following characterisation of γT  (Cross [5, II.2.2]):
γT  =
{
∞ if DT  ⊂ NT 
inf
{
Tx
dx	NT   x ∈ DT \NT 
}
otherwise.
(1)
We include deﬁnitions for some of the classes of multivalued operators
which preserve Fredholm properties when added to Fredholm type opera-
tors (cf. Cross [5]). Let  X denote the class of inﬁnite-dimensional sub-
spaces of a normed linear space X. Perturbation theorems recalled below
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use the following operational quantities (also called measures of compact-
ness, see Cross [5, Chap. IV, 17]):
!T  = infT M   M ∈  DT 
"T  = sup!T M  M ∈  DT 
A linear relation T ∈ LRX	Y  is said to be precompact, compact, or
strictly singular if the analogous property holds for QT , i.e., T is precom-
pact if QTBX is bounded totally, T is compact if QTBX is a compact subset,
and T is strictly singular if there is no inﬁnite-dimensional subspace M of
DT  such that T M is injective and open. As in the single-valued case, if
T is a precompact relation, then T is strictly singular, and T ′ is compact.
In general, it is not the case that T ′ is strictly singular when T is strictly
singular.
The section is completed with statements of known theorems which will
be used in the proof of our main result. Proofs are either direct conse-
quences of deﬁnitions or part of the broader theory on multivalued maps
which can be found in various sources.
Proposition 2.6 [5, III.1.4]. Let T ∈ LRX	Y .
(a) NT ′ = RT ⊥	 and T ′0 = DT ⊥
(b) NT  = RT ′	 and T 0 = DT ′.
Proposition 2.7 [5, II.2.5]. For T ∈ LRX	Y  we have
γT  = T−1−1
Proposition 2.8 [5, Chaps. II and III]. Let T ∈ LRX	Y . Then
(a) T ′ ≤ T 	 γT ′ ≥ γT 
(b) T  ≤ T 	 γT  ≥ γT 
(c) T˜  ≤ T 	 γT˜  ≥ γT .
Proposition 2.9 [5, II.3.7]. Let T ∈ LRX	Y  be open.
Then RT  ∩ T 0 ⊂ TT−10, with equality if NT  is closed in DT .
Theorem 2.10 (The Open Mapping Theorem Cross [5, III.4.2]). Let
T ∈ LRX	Y . Then T˜ is open if and only if RT˜  is closed.
Theorem 2.11 (The Closed Range Theorem Cross [5, III.4.4 ]). Let
T ∈ LRX	Y . Then the following are equivalent
(i) RT˜  is closed
(ii) RT ′ is closed
(iii) RT˜ ′ is weak∗-closed.
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We let M
∗
denote the weak∗-closure of M .
Proposition 2.12 [5, VIII.1.6]. Let T ∈ LRX	Y . If T ′ is open, then
the norm and σX ′	 X˜ closures of RT˜ ′ coincide.
Proposition 2.13 [5, Chap. V]. Let T ∈ LRX	Y . The following equiv-
alences hold:
(a) T ∈ + ⇔ T˜ ∈ +.
(b) T ∈ − ⇔ T˜ ∈ −.
(c) T ∈ + ⇔ T ′ ∈ − ⇔ T ′ ∈ −.
(d) T ∈ − ⇔ T ′ ∈ + ⇔ T ′ ∈ +.
Proposition 2.14. If T ∈ −X	Y  ∪+X	Y , then RT˜ ′
∗
= RT˜ ′ =
RT ′.
Proof. From Theorem 2.13, T ∈ − ∪ + ⇔ T ′ ∈ − ∪ −. Thus,
RT ′ is closed and, applying Theorem 2.10, T ′ is open. By Theorems 2.12
and 2.11, RT ′ = RT ′ = RT˜ ′ = RT˜ ′
∗
.
Theorem 2.15 [5, V.2.6]. T ∈ LRX	Y  is strictly singular if and only if
"T  = 0.
Theorem 2.16 [5 V.2.4., V.5.17]. Let T ∈ LRX	Y .
(a) If dim DT  = ∞, then T ∈ + ⇔ !T  > 0.
(b) If dim Y = ∞ and dim T 0 <∞, then T ∈ − ⇔ !′T  > 0.
Theorem 2.17. Suppose T ∈ +X	Y  with GS ⊂ GT  and
dimDS = ∞. Then S ∈ +.
Proof. Since GS ⊂ GT , we have for x ∈ DS
T DSx = dy	 T 0 for y ∈ Tx ≤ dy	 T 0 for y ∈ Sx
≤ dy	 S0 since S0 ⊂ T 0
= Sx	
i.e., TDS ≤ S. Thus
0 < !T  = inf
M∈ DT 
T M  ≤ inf
M∈ DS
T M 
≤ inf
M∈ DS
SM  = !S
and the result follows.
Theorem 2.18 [5, V.3.2]. Let T	 S ∈ LRX	Y . If !T  > 0, and if S
satisﬁes S0 ⊂ T 0, then "S < !T  implies T + S ∈ +X	Y .
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Corollary 2.19. Let T ∈ +X	Y , and suppose that S satisﬁes S0 ⊂
T 0 for example, if S is single-valued. Then S < γT  implies T + S ∈
+X	Y .
Theorem 2.20 Cross [5, V.2.16]. Let T ∈ LRX	Y . If S ∈ LRY	Z is
continuous with DS ⊃ RT , then ST ∈ + implies T ∈ +.
3. PROOF OF THE CHARACTERISATION THEOREMS
AND PROPERTIES OF ADJOINTS
Characterisations of upper semi-Fredholm relations can be found in
Cross [5, V.10]. We recall two of these results and note that the generalised
inverses are not necessarily continuous, but are partially continuous, i.e.,
continuous on a ﬁnite-codimensional subspace of Y .
Theorem 3.21 [5, V.10.2]. Let T ∈ LRX	Y . The following are
equivalent:
(i) T ∈ +
(ii) ∃ A ∈ LY	X and K ∈ BX such that A is partially continuous,
DA = RT , and K is of ﬁnite rank, and AT = IDT  −K.
Theorem 3.22 [5, V.10.3]. Let T ∈ LRX	Y . If X is complete, then the
following are equivalent:
(i) T ∈ +
(ii) ∃A ∈ BY	X and a ﬁnite rank projection K ∈ BX such that
AT = IDT  −K.
Proof of Theorem 24. (i) ⇒ (ii). Since T ∈ α there exists a closed
ﬁnite-codimensional subspace M ⊂ DT . Letting TM = T M , it follows
that RT M is ﬁnite-codimensional in RT . Let J ⊂ Y be a ﬁnite-
dimensional subspace such that RT  = RTM + J and RTM ∩ J = 0.
Then RTM ⊕ J = RT , which is topologically complemented in Y . Thus
there exists a subspace L ⊃ J such that Y = RTM ⊕ L. Let PR denote a
continuous projection of Y onto RTM with kernel L, and let A = T−1M PR.
We ﬁrst show that DAT  = DT  and that RAT  =M . We have
DA = DT−1M PR = P−1R RTM = RTM + L	
and DAT  = T−1DA = DT . For x ∈ DT  and y ∈ Tx we write
y = r + l where r ∈ RTM and l ∈ L. Then
ATx = Ay + T 0 = T−1M PRy + T 0
= T−1M r + T 0 = m ∈M
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for some m ∈ M . Thus RAT  = M . Now DT  = M +NT  + F where
dim F < ∞ and M ∩ F = 0 = F ∩ NT  = 0 = NT  ∩M . Letting
K denote a continuous ﬁnite rank projection of X onto F + NT  with
complement M , it follows that AT = IDT  −K.
(ii) ⇒ (i). We ﬁrst show that the result holds for the case when T is
single-valued. Since K is compact, "K = 0. By Proposition 2.18 we have
AT = I − KDT  ∈ +X	Y . Since T and A satisfy the conditions of
Proposition 2.20, it follows that T ∈ +. Thus, αT  < ∞. We need to
show that RT  is complemented. Now since RK ⊂ DT , we have
RI −K ∩DT  ⊂ RAT  ⊂ DT  (2)
Since RI − K ∩ DT  is ﬁnite-codimensional in DT , it follows that
RAT  is ﬁnite-codimensional in RA. Hence there exists a ﬁnite-
dimensional subspace N ⊂ X such that RA = RAT  ⊕ N . Let
Ay1	Ay2	    	Ayn be a basis for N . We now show that NA ∩ RT  is
ﬁnite-dimensional. The map
η  NAT /NT  → RT  ∩NA
deﬁned
ηx = Tx
is onto, single-valued, and has a single-valued inverse. Thus we have
dim RT  ∩NA = dim NAT /NT  <∞
Let P1 be a continuous projection onto NA ∩ RT . Thus
RT  = I − P1RT  ⊕ RP1 (3)
Let
V = spanI − P1y1	 I − P1y2	    	 I − P1yn ⊂ A−1N	 (4)
Y1 = I − P1RT  ⊕ V (5)
Then, since DA = A−1RA = RT  + V +NA is dense in Y, and
since NA is topologically complemented, it follows that
Y = Y1 ⊕NA
Hence I − P1RT  is topologically complemented. Since P1 is a ﬁnite
rank operator, RT  is topologically complemented as well.
For the case when T is multivalued, let Q = Q
T 0
∈ LRY	 Y/T 0 
denote the natural quotient, and let AQ = AQ−1 ∈ LRY/T 0	 X.
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For y ∈ Y/T 0	 we have AQy = Ay + T 0 ⊂ Ay +AT 0 = Ay.
Thus AQ is single-valued, and clearly, it is also continuous. Similarly we
may verify that AQQT = AT = IDT  − K. Thus, since AQQ	K and QT
satisfy the hypotheses, it follows from what has been shown that QT ∈
αX	 Y/T 0. Thus T ∈ +X	Y  since QT ∈ +. Since RQT  is topo-
logically complemented in Y/T 0, and T 0 is topologically complemented
in Y , it follows that RT  is topologically complemented in Y , which is what
we needed to show.
Proof of Theorem 25 (i) ⇒ (ii). Let PN be a projection onto NT 
with kernel M . Let I − PRc be a projection of Y onto RT . Let B =
T−1M I − PRc and let K = PRc . Then B is deﬁned densely with RB =
M ⊂ DT  which is topologically complemented DT , and K is ﬁnite
rank. Now B′ ⊃ I − PRc′T−1M ′ is single-valued, partially continuous, and
deﬁned densely. Furthermore, B is also single-valued, partially continuous,
and deﬁned densely. Thus B′ is continuous (see the Inverse Essential State
diagram in Cross [5]).
Next, we have
BT = T−1M I − PRcT = T−1M T = I − PNDT 
which is continuous, and KT = PRcT = 0. Since K has ﬁnite rank, it is
compact. Thus B and K satisfy the ﬁrst part. Now
TB = T T−1M I − PRc = I − PRc + TB − TB
Thus I −K is a linear selection of TB.
(ii)⇒ (i). We ﬁrst show that the result holds for the case when T is single-
valued. Since K is compact, so is K′. Therefore, applying Proposition 2.18,
I −K ∈ +Y  and I −K′ ∈ +Y ′, i.e., TB = I −KDB ∈  Y . Since
B′T ′ ⊂ TB′, it follows from Proposition 2.17 that B′T ′ ∈ + as well.
Therefore, since T ′ and B′ satisfy the conditions of Proposition 2.20, T ′ ∈
+ and T ∈ −.
We need to show that NT  is topologically complemented. Since TB =
I −KDB it follows that
αB ≤ αTB <∞
Now NTB = B−1NT , and, since B is single-valued and αTB <∞,
we have that BNTB = NT  ∩ RB is ﬁnite-dimensional. Let N ⊂
RB denote a complement of NT  ∩ RB in RB. We have RTB =
T RB = T N which is ﬁnite-codimensional in RT  since TB ∈  Y 
and, hence, RTB is ﬁnite-codimensional in Y . Thus, RT  = T N +M
for some ﬁnite-dimensional subspace M ⊂ Y . Now
RT  = T DT  = T RB + L ⊃ T RB + T L = T N + T L
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for any topological complement L of RB in DT . Thus, since T N +
M ⊃ T N + T L for all such L, and since M ⊂ RT  is closed, we may
choose L such that T L ⊂M . Hence, T L is ﬁnite-dimensional.
LetD ⊂ L be a subspace such that L = L∩NT +D and NT  ∩D =
0. Since T L = T D is ﬁnite-dimensional, we must have dim D < ∞.
Since L and NT  are closed, L ∩NT  is topologically complemented in
L by D. Furthermore, D ∩N = 0 since L ∩N = 0. Thus, we have
DT  = RB ⊕ L
= RB ∩NT  ⊕N ⊕ L
= RB ∩NT  ⊕N ⊕ L ∩NT  ⊕D
Thus
NT  = RB ∩NT  ⊕N ⊕ L ∩NT  ⊕D ∩NT 
= RB ∩NT  ⊕ L ∩NT  ⊕N ⊕D ∩NT 
= RB ∩NT  ⊕ L ∩NT  ⊕ N ⊕D ∩NT 
Now, since dim N ∩ NT  = 0 and dim D < ∞, it follows that we
have dim D + N ∩ NT  < ∞. Let PBN denote a projection of DT 
onto RB ∩ NT ; let PL denote a projection of DT  onto L; let PLN
denote a projection of L onto L ∩ NT ; let PD denote a projection of
DT  onto D + N ∩ NT . Then PBN + PLNPL + PD is a projection of
DT  onto NT .
For the case when T is multivalued let Q = Q
T 0
∈ LRY	 Y/T 0 
denote the natural quotient. Since B is single-valued, TB0 = T 0. Let
BQ = BQ−1 ∈ LRY/T 0	 X. Thus, for y ∈ Y/T 0	 we have BQy =
By + T 0 ⊂ By + BT 0 = By Hence BQ is single-valued. Furthermore,
BQ
′ = BQ−1′ = Q−1′B′, which is continuous. Deﬁne KQ ∈ LRY/T 0
as follows: for y ∈ Y/T 0, let KQy = Ky. Clearly KQ is compact.
Thus QTBQ = IDB/T 0 −KQ, and QT	 BQ, and KQ satisfy the hypotheses.
From what has already been shown, it follows that QT ∈ − and NQT 
is topologically complemented. Thus T ∈ − and, since T 0 is closed in
RT , we have that NQT  = NT  (see, e.g., Cross [5, II.3.4]). The result
follows.
Remarks 3.23. In a above, it sufﬁces to consider the proof applying to
the case when IDT  −K ∈ +X	Y  in the place of having K ∈ KX. In
(b) it sufﬁces to have I −K ∈  X	Y .
We may consider the above characterisation for the case when the spaces
are complete and the relation T is closed. The statement of (a) changes
little: since RT  is closed, it is easy to verify that the left regulariser
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A is deﬁned on the whole of Y . For the case of β-Atkinson relations,
the characterisation becomes stronger: in this case, the right regulariser B
is continuous and deﬁned everywhere. Furthermore, a proof of the charac-
terisation (in slightly modiﬁed form) in (b) may be given in terms of the
duality result, Proposition 3.28 below: If TB is a selection of I −K, with B
as we have just remarked, then B′T ′ = TB′ ∈ + and we may describe
B so that B′ and T ′ satisfy the conditions of (a). We have the following
corollary:
Corollary 3.24 (to Theorem 2.4). Let X and Y be complete and let
T ∈ LRX	Y  be closed. If T 0 is topologically complemented, then the
following are equivalent.
(i) T ∈ αX	Y 
(ii) ∃A ∈ BY	X and a ﬁnite rank projection K ∈ BX such thatA is
everywhere deﬁned, NA topologically complemented in Y , RA ⊂ DT ,
RK ⊂ DT , and AT = I −KDT .
Corollary 3.25. (to Theorem 2.5). If NT  is closed in DT , then the
following are equivalent.
(i) T ∈ βX	Y 
(ii) ∃B ∈ BY	X and a ﬁnite rank projection K ∈ BY  such that B is
everywhere deﬁned, RB topologically complemented in DT , BT and KT
are continuous operators, and I −KDB is a selection of TB.
We conclude this section with the duality relationships between
α-Atkinson and β-Atkinson properties. In the deﬁnition for β-Atkinson
relations, we note that NT  is topologically complemented in DT , and
not necessarily in the whole space X. Thus, if P is a projection from
DT  onto NT , P ′ is not single-valued necessarily (Proposition 2.6).
Nevertheless, P ′ is still a multivalued projection, i.e., it is a multivalued
operator T satisfying T 2 = T and RT  ⊂ DT  (see Cross and Wilcox
[8]). Continuous projections have continuous adjoints. Furthermore, as in
the single-valued case, a continuous projection P and its adjoint P ′ give
topological decompositions of X and X ′ provided their multivalued parts
P0 and P ′0, respectively, are topologically complemented.
Proposition 3.26 (Duality). Let T ∈ LRX	Y . Then
(a) T ∈ αX	Y  ⇒ T ′ ∈ βY ′	X ′.
(b) T ∈ βX	Y  ⇒ T ′ ∈ αY ′	X ′.
Proof. (a) Since T ∈ + we have that T˜ ∈ +X˜	 Y˜ . Thus, since
αT  ≤ αT˜  < ∞, NT  is topologically complemented in X. Let P2
denote a continuous projection deﬁned on X with range NT . Thus, P ′2
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is open and RP ′2 = NP2⊥. Furthermore, applying Proposition 2.6 and
Proposition 2.14 we have that
NP ′2 = RP2⊥ = NT ⊥ = RT ′⊥ = RTi
∗ = RT ′
Hence RT ′ is the range of the continuous projection IX ′ − P ′2.
Similary, if PR is the continuous projection from Y onto RT , then P ′R is
a projection deﬁned on Y ′ with RP ′R = NPR⊥ and NP ′R = RPR⊥ =
RT ⊥ = NT ′. Hence NT ′ = RIY ′ − P ′R.
(b) Since T ∈ − ⇔ T ′ ∈ + ⇔ T ′ ∈ + we need only verify that
topological complementation is preserved. Without loss of generality we
assume DT  = X. Let PN denote a continuous projection deﬁned on X
with range NT . Thus P ′N is open and RP ′N = NPN⊥. Furthermore,
applying Proposition 2.6 and Proposition 2.14, we have
NP ′N = RPN⊥ = NT ⊥ = RT ′
Hence, RT ′ is the range of the continuous projection IX ′ − P ′N . As in (a),
NT ′ is the range of the continuous projection IY ′ − P ′R with PR deﬁned
as before.
In general, the reverse implications of Proposition 3.26 do not hold:
Example 3.27. T ′ ∈ α "⇒ T ∈ β. Let X be an inﬁnite-dimensional
Banach space, and let P be an everywhere -deﬁned linear projection with
NP a dense, nonclosed hyperplane. Then NP is not topologically com-
plemented, and P /∈ β. However, P ′ is an open projection with NP ′ =
RP⊥ and RP ′ ⊂ RP ′∗ = NP⊥ = 0. It follows that NP ′ and
RP ′ are topologically complemented, and thus, P ′ ∈ α. Similarly we may
show that T ′ ∈ β "⇒ T ∈ α.
Proposition 3.28. Let X and Y be complete and let T ∈ LRX	Y  be
closed. Then
(a) T ∈ αX	Y  ⇔ T ′ ∈ βY ′	X ′.
(b) T ∈ βX	Y  ⇔ T ′ ∈ αY ′	X ′.
Proof. By Proposition 3.26, we need only establish the reverse
implications.
(a) By Theorem 2.13, T ∈ +, and RT  is closed. Let M denote
some topological complement of NT ′ in Y ′. Now RT  = RT  =
NT ′, and,
RT  ∩M = NT ′ +M = Y ′ = 0	
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and
RT  +M = NT ′ ∩M = 0 = Y
It follows that the projection associated with the pair of subspaces RT 
and M is closed. By the closed graph theorem, such a map is continuous,
so that M is a topological complement of RT .
(b) By Theorem 2.13, T ∈ −. Let N denote a topological comple-
ment of RT ′ in X ′. Since T is closed. NT  = RT ′, and,
NT  ∩N = RT ′ +N = X ′ = 0	
and
NT  +N = RT ′ ∩N = 0 = X
As in (a), it follows that N is a topological complement of NT .
4. CONCLUDING REMARKS AND APPLICATIONS
The characterisation theorem for α-Atkinson relations establishes
the existence of a continuous left regulariser. In the characterisation
of β-Atkinson relations the right regulariser may not be continuous,
unless T is closed, and the spaces X and Y are complete. The state-
ments of Propositions 3.26 and 3.28 summarise the relationships between
the α-Atkinson and β-Atkinson properties of a linear relation T and its
adjoint T ′.
We note that the characterisation theorems have been used in conjunc-
tion with perturbation theorems for Fredholm type relations to establish a
perturbation theory for Atkinson type relations in Cross and Wilcox [9].
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