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CONNECTED COMPONENTS OF CLOSED AFFINE
DELIGNE-LUSZTIG VARIETIES IN AFFINE
GRASSMANNIANS
SIAN NIE
Abstract. We determine the set of connected components of
closed affine Deligne-Lusztig varieties for hyperspecial maximal
parahoric subgroups of unramified connected reductive groups. This
extends the work by Viehmann for split reductive groups, and the
work by Chen-Kisin-Viehmann on minuscule affine Deligne-Lusztig
varieties.
1. Introduction
1.1. Let Fq be a finite field with q elements and let k be an algebraic
closure of Fq. Let k[[t]] (resp. Fq[[t]]) be the ring of formal power series
over k (resp. Fq), whose fractional field is denoted by L (resp. F ). Let
σ be the Frobenius automorphism of L/F .
Let G be a (connected) reductive group over Fq[[t]]. We also de-
note by σ the induced automorphism on G(L). Since G is unramified
and quasi-split over Fq[[t]], there exist a Borel subgroup B ⊆ G and
a maximal torus T ⊆ B (over Fq[[t]]), which split over k[[t]]. Denote
by Y the (absolute) cocharacter group of T and by Y + ⊆ Y the set of
G-dominant cocharacters defined with respect to B. We have Cartan
decomposition G(L) = ⊔µ∈Y +Kt
µK, where K = G(k[[t]]) is hyperspe-
cial maximal parahoric subgroup of G(L).
For λ ∈ Y + and b ∈ G(L), the affine Deligne-Lusztig varietyXGλ (b) =
Xµ(b) is defined as
Xλ(b) = {g ∈ G(L)/K; g
−1bσ(g) ∈ KtλK}.
The closed affine Deligne-Lusztig variety Xλ(b) is defined as
Xλ(b) = ∪λ′λXλ′(b).
Here λ′  λ means Ktλ
′
K/K is contained in the closure of KtλK/K
in G(L)/K. Note that Xλ(b) = Xλ(b) if µ is minuscule.
The main purpose of this paper is to determine the set π0(Xλ(b))
of connected components of Xλ(b). When G is split over Fq[[t]] or λ
is minuscule, this problem has been solved by Viehmann [13] and by
Chen-Kisin-Viehmann [2] respectively. Their description of π0(Xλ(b))
has essential applications on the connected components of unramified
This work is supported in part by the National Natural Science Foundation of
China (No. 11321101).
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Rapoport-Zink spaces (see [1] and [2]) and on Langlands-Rapoport
conjecture for mod p points on Shimura varieties (see [10]). In this
paper, we finish the computation of π0(Xλ(b)) in general case.
1.2. To state our main result, we need more notations. Let
[b] = {g−1bσ(g); g ∈ G(L)}
be the G(L)-conjugacy class of b. Due to Kottwitz, [b] is determined by
two invariants. One is the Kottwitz point κG[b], the image of b under the
natural projection κG : G(L)→ π1(G)σ := π1(G)/(1− σ)(π1(G)). The
other is the Newton point νG[b], the G-dominant cochracter conjugate to
the Newton cocharater of b. By [11] and [3], Xλ(b) 6= ∅ if and only if
κG(b) = κG(t
λ) and λ⋄−νG[b] is a linear combination of coroots occurring
in B with nonnegative rational coefficients. Here λ⋄ is the average of
σ-conjugates of λ.
From now on we assume Xλ(b) 6= ∅. Following [2], we say the pair
(λ, b) is irreducible with respect to the Hodge-Newton decomposition
(HN irreducible for short) if the coefficient of any simple coroot in λ⋄−
νG[b] is strictly positive. Thanks to [2, §2.4 & §2.5], to study π0(Xλ(b)),
it suffices to consider the case that G is simple and adjoint, and (b, λ)
is HN-irreducible. Thus the following main result of the paper, which
is conjectured by Chen-Kisin-Viehmann, completes the computation of
connected components of closed affine Deligne-Lusztig varieties.
Theorem 1.1. Assume G is adjoint and simple. If (λ, b) is HN-
irreducible, then the natural projection ηG : G(L) → π1(G) induces
a bijection
π0(Xλ(b)) ∼= (σ − 1)
−1(ηG(t
λ)− ηG(b)) ⊆ π1(G).
The following is a byproduct of Theorem 1.1, which holds without
any restrictions on G, λ and b.
Theorem 1.2. Let Jb(F ) = {g ∈ G(L); g
−1bσ(g) = b} be the σ-
centralizer of b. Then Jb(F ) acts transitively on π0(Xλ(b)) by left
multiplication.
Remark. Theorem 1.1 and Theorem 1.2 are proved if G splits over k[[t]]
(see [13]) or λ is minuscule (see [2]).
The proofs of the main results follow the strategy of [2]. Firstly, we
prove Theorem 1.1 when b is superbasic, that is, b is not σ-conjugate to
an element of any proper Levi subgroup of G. As a consequence, Jb(F )
acts on π0(Xλ(b)) transitively. Secondly, we find a suitable standard
parabolic subgroup P = MN ⊆ G and a superbasic σ-conjugacy class
[b′]M ⊆ [b] of M(L) with ν
M
[b′]M
= νG[b] such that each connected com-
ponent of Xλ(b
′) contains a point in (Jb′(F ) ∩ N(L))X
M
µ (b
′), where
3M ⊇ T (resp. N) is the Levi subgroup (resp. unipotent radical) of P
and µ ranges over the set
I¯λ,M,b′ = {µ ∈ Y ;µ  λ, µ is M-minuscule and κM(b
′) = κM(t
µ)}.
Thirdly, we show the image of the natural map
ϕµ : π1(M)
σ ∼= π0(X
M
µ (b
′))→ π0(Xλ(b
′))
dose not depend on the choice of µ ∈ I¯λ,M,b′. Here π1(M)
σ is the
set of σ-fixed points on π1(M). From the first three steps, we see
immediately Jb′(F ) acts on π0(Xλ(b
′)) transitively and Theorem 1.2
follows. To deduce Theorem 1.1 (i.e., π0(Xλ(b
′)) ∼= π1(G)
σ), we need
to show, under the assumption that (λ, b) is HN-irreducible, that ϕµ is
surjective, and moreover, any two points P, P ′ ∈ XMµ (b
′) are in the same
connected component of Xλ(b
′) if and only if ηG(P ) − ηG(P
′) lies in
the kernel of the natural surjective homomorphism π1(M)
σ ։ π1(G)
σ.
This is the last step of the whole proof.
The first two steps are already established in [2]. In this paper, we
develop the techniques used in [2] systematically and finish the last two
steps. Based on Deligne-Lusztig reduction methods, we also provide a
new conceptual proof for the first step, avoiding concrete computations
in superbasic case.
Compared to the original proof for the case that λ is minuscule, there
are two main difficulties for the general case. The first lies in the third
step. We need to construct affine lines in Xλ(b
′) connecting XMµ (b
′)
with XMµ′ (b
′) for any µ, µ′ ∈ I¯λ,M,b. When λ is minuscule, the original
construction of affine lines relies on the property that each element of
I¯λ,M,b is conjugate to λ (under the Weyl group of T ). In general case,
I¯λ,M,b becomes much more complicated. To overcome the difficulty, we
introduce a new algorithm for the construction via defining the key set
Θ(µ, µ′, λ) (see §6 for definition). The other difficulty is to prove the
sufficiency direction of the “moreover” part in the last step. There is
a gap in the original proof in [2]. However, this gap can be filled in
(for minuscule λ) by Miaofen Chen via a case-by-case analysis. For
general case, we figure out a conceptual proof using weakly dominant
cocharacters (see §4 for definition), extending Chen’s arguments.
The paper is organized as follows. In §2, we collect basic notations
and properties which are used frequently in the paper. In §3, we prove
Theorem 1.1 for superbasic case. In §4, we show the existence of the
Levi subgroup M as above such that I¯λ,M,b′ contains a weakly domi-
nant cocharacter. In §5, we outline the proof of Theorem 1.1, where the
surjectivity of ϕµ in the fourth step is redundant. In §6 and §7, we in-
troduce the set Θ(µ, µ′, λ) and establish the third step (see Proposition
5.1). In §8 and §9, we finish the last step (see Proposition 5.3).
Acknowledgement. We would like to thank Xuhua He for his preprint
[7]. We are grateful to Miaofen Chen for sharing her essential ideas on
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the proof of Proposition 5.3. Various definitions and arguments, espe-
cially in Section 5, 7, 8 and 9, are inspired or borrowed form the work
of Chen-Kisin-Viehmann [2]. Their work has a foundational influence
on the present paper. Part of the work was done during the author’s
visit to the Institut Mittag-Leffler. We are grateful to the institute for
the excellent working atmosphere.
2. Preliminaries
2.1. LetG ⊇ B ⊇ T be as above. We denote by R = (Y,Φ∨G, X,ΦG,ΠG)
the root datum of G, where X (resp. Y ) is the absolute character (resp.
cocharacter) group of T ; ΦG = Φ ⊆ X (resp. Φ
∨ ⊆ Y ) is the set of
roots (resp. coroots); ΠG = Π0 ⊆ Φ is the set of simple roots occurring
in B. Moreover, there exists a bijection α 7→ α∨ between Φ and Φ∨.
Let NT ⊆ G be the normalizer of T in G. The quotients W0 =
NT (L)/T (L) and W˜ = NT (L)/T (k[[t]]) are called the Weyl group and
the extended affine Weyl group of G respectively. We have
W˜G = W˜ = Y ⋊W0 = {t
µw;µ ∈ Y, w ∈ W0}.
We can embed W˜ into the group of affine transformations of YR, where
the action of w˜ = tµw is given by v 7→ µ + w(v). Here W0 acts on YR
naturally by scalar extension.
Let Φ˜G = Φ˜ = Φ×Z be the set of (real) affine roots. Let a = (α, k) ∈
Φ˜. We can view a as an affine function such that a(v) = −〈α, v〉 + k
for v ∈ YR, where 〈, 〉 : XR × YR → Z is the scalar extension of the
natural pairing between X and Y . The induced action of W˜ on Φ˜ is
given by (w˜(a))(v) = a(w˜−1(v)) for w˜ ∈ W˜ . Let sa = t
kα∨sα ∈ W˜
be the corresponding affine reflection. Then {sa; a ∈ Φ˜} generates the
affine Weyl group
W a = ZΦ∨ ⋊W0 = {t
µw;µ ∈ ZΦ∨, w ∈ W0}.
Let Φ+ = Φ ∩ NΠ0 be the set of positive roots and let Y
+
R = {v ∈
YR; 〈α, v〉 > 0, α ∈ Φ
+} be the set of dominant vectors. For v ∈ YR, we
denote by v¯ the unique dominant vector in the W0-orbit of v. Let
∆ = {v ∈ YR; 0 < 〈α, v〉 < 1, α ∈ Φ
+}
be the base alcove. Note that W˜ = W a⋊Ω, where Ω = {x ∈ W˜ ; x(∆) =
∆}. Set Φ˜+ = {a ∈ Φ˜; a(∆) > 0} and Φ˜− = −Φ˜+. Then Φ˜ =
Φ˜+ ⊔ Φ˜−. The associated length function ℓ : W˜ → N is defined by
ℓ(w˜) = |Φ˜− ∩ w˜(Φ˜+)|. Let Sa = {sa; a ∈ Φ˜, ℓ(sa) = 1} be the set of
simple affine reflections and let S0 = S
a ∩ W0. Then (W
a, Sa) and
(W0, S0) are Coxeter systems.
For w˜, w˜′ ∈ W˜ , we say w˜ ≤ w˜′ if there exists a sequence w˜ =
w˜1, . . . , w˜r = w˜
′ such that ℓ(w˜k) < ℓ(w˜k+1) and w˜kw˜
−1
k+1 is an affine
reflection for k ∈ [1, r − 1]. We call this partial order ≤ the Bruhat
order on W˜ .
5Let J ⊆ Sa. We denote by WJ the parabolic subgroup of W
a gen-
erated by J . Let W ⊇ WJ be a subgroup of W˜ . We set W
J =
{min(w˜WJ); w˜ ∈ W},
JW = (W J)−1 and JW J = JW ∩W J .
2.2. Let σ be the Frobenius automorphism of G(L). We also denote
by σ the induced automorphism on the root datum R. Then σ acts on
YQ as a linear transformation of finite order. For w˜ ∈ W˜ , there exists
n ∈ N such that (w˜σ)n = tξ for some ξ ∈ Y . We define νw˜ = ξ/n,
which dose not depend on the choice of n.
Let ηG : G(L) → π1(G) = Y/ZΦ∨ ∼= Ω be the natural homomor-
phism such that ηG(Kt
µK) = µ ∈ Y/ZΦ∨ for µ ∈ Y . Let κG : G(L)→
π1(G)σ be the Kottwitz map obtained by composing ηG with the quo-
tient map π1(G) → π1(G)σ = π1(G)/(1 − σ)(π1(G)). Since K lies in
the kernel of ηG, we also denote by ηG (resp. κG) the induced map on
W˜ or on G(L)/K.
For b ∈ G(L), we denote by [b] = {g−1bσ(g); g ∈ G(L)} the σ-
conjugacy class of G(L) containing b. It is known that [b]∩NT (L) 6= ∅.
Then the Kottwitz point κG[b] and the Newton point ν
G
[b] of [b] are given by
κ(τ) and ν¯p(τ) respectively for any τ ∈ [b]∩NT (L). Here p : NT (L)→ W˜
is the natural projection. Note that σ(νG[b]) = ν
G
[b] since σ([b]) = [b]. We
say b or [b] is basic if νG[b] is central on Φ, that is, 〈α, ν
G
[b]〉 = 0 for any
α ∈ Φ. We say b or [b] is superbasic if there dose not exists a proper
Levi subgroup M ⊆ G (over Fq[[t]]) such that [b] ∩M(L) 6= ∅.
We say ω ∈ Ω is σ-superbasic in W˜ if each orbit of the action s 7→
ωσ(s)ω−1 on Sa is a union of connected components of the affine Dynkin
diagram of Sa.
Lemma 2.1. Let b ∈ G(L). Then [b] is a superbasic σ-conjugacy of
G(L) if and only if there exits τ ∈ [b] ∩ NT (L) such that p(τ) ∈ Ω is
σ-superbasic in W˜ .
Proof. It follows from [8, Proposition 3.5] and [2, Lemma 3.1.1]. 
2.3. LetM ⊆ G be a Levi subgroup containing T . Replacing the triple
T ⊆ B ⊆ G with T ⊆M ∩B ⊆M , we can define, as in §2.1 and §2.2,
ΠM , ΦM , W˜M , S
a
M , ≤M and so on.
Let J ⊆ S0 with σ(J) = J . We denote byMJ ⊆ G the Levi subgroup
generated by T and the root subgroups Uα such that sα ∈ WJ . We write
ΠJ = ΠMJ , ΦJ = ΦMJ , W˜J = W˜MJ and so on for simplicity. Moreover,
for v ∈ YR, we denote by v¯
J the unique J-dominant elements in the
WJ -orbit of v.
For µ, λ ∈ Y , we write µ 6J λ if λ − µ ∈ NΠ∨J and write µ J λ if
µ¯J 6J λ¯
J . If J = S0, we abbreviate 6J (resp. J ) to 6 (resp. ) for
simplicity. The following two properties will be used frequently in the
paper.
(a) µ  λ if µ J λ;
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(b) Let α ∈ ΦJ . Then µ − α
∨ J µ if 〈α, µ〉 > 1. Moreover,
µ− α∨ ≺J µ if 〈α, µ〉 > 2.
Let KJ = MJ(k[[t]]) = K ∩ MJ(L). Via the natural embedding
MJ(L)/KJ →֒ G(L)/K, we can view X
MJ
Jλ
(b), the closed Deligne-
Lusztig variety define with respect to MJ , as a closed subset of Xλ(b)
for b ∈MJ (L).
2.4. Let J ⊆ S0 with σ(J) = J and b ∈ G(L). We say the pair (J, b)
is admissible if the following two statements holds:
(a) νG[b] is central on ΦJ , that is, 〈α, ν
G
[b]〉 = 0 for any α ∈ ΦJ ;
(b) [b] ∩ MJ(L) contains a (unique) σ-conjugacy class [b]J,dom of
MJ(L) such that ν
MJ
[b]J,dom
= νG[b].
Assume (J, b) is admissible. We define
I¯λ,MJ ,b = I¯λ,J,b = {x ∈ π1(MJ); κJ(x) = κ
MJ
[b]J,dom
, µx  λ}.
Here µx ∈ Y is the unique J-dominant and J-minuscule coweight such
that ηJ(t
µx) = ηMJ (t
µx) = x. Via the bijection x 7→ µx, we also view
I¯λ,J,b as the set of J-dominant J-minuscule cocharacters µ such that
µ  λ and κJ(t
µ) = κJ(b). Furthermore, we say b is superbasic in MJ
if [b]J,dom is a superbasic σ-conjugacy class of MJ(L).
For x ∈ π1(MJ), we denote by bx = t
µxwx ∈ ΩJ the unique element
such that ηJ(bx) = x, where wx = uxwJ and ux (resp. wJ) is the unique
maximal element in parabolic subgroup generated by {s ∈ J ; s(µx) =
µx} (resp. J).
Lemma 2.2. Let J ⊆ S0 with σ(J) = J and b ∈ G(L) such that (J, b)
is admissible. If I¯λ,J,b 6= ∅, then νbx = ν
G
[b] for any x ∈ I¯λ,J,b.
Proof. By definition, there exists τ ∈ [b]J,dom∩NT (L) such that νp(τ) =
νG[b] is central on ΦJ . Let x0 = ηJ(τ) ∈ π1(MJ). Applying [8, Theorem
3.3] to W˜J , we have νbx0 = νp(τ) = ν
G
[b].
Let x ∈ I¯λ,J,b. We show νbx = νbx0 . Note that κJ(x) = κ
MJ
[b]J,dom
=
κJ(x0). We have x = x0 + (1− σ)(x
′) ∈ π1(MJ ) for some x
′ ∈ π1(MJ ).
Then bx = bx′bx0σ(b
−1
x′ ) ∈ ΩJ . Since νbx0 = ν
G
[b] is central on ΦJ , we
have νbx = wx′(νbx0 ) = νbx0 as desired. 
Terminology. Let g, h ∈ G(L) and Z ⊆ G(L). We put gh = ghg−1
(resp. gZ = gZg−1) and gσh = gσ(h)g−1 (resp. gσZ = gσ(Z)g−1).
For λ ∈ Y +, J ⊆ S0 and b ∈ G(L), we write Q ∼λ,J,b P if P and
Q are in the same connected component of XMJJλ(b). If J = S0, we
abbreviate ∼J,λ,b to ∼λ,b for simplicity.
For w˜ ∈ W˜J with J ⊆ S0, we denote by ˙˜w a lift of w˜ in NT (L)∩M(L)
under the natural projection p : NT (L)→ W˜ .
73. The superbasic case
In this section, we use the Deligne-Lusztig reduction method to study
the connected components of unions of affine Deligne-Lusztig varieties
in affine flag varieties. As an application, we obtain a new conceptual
proof of Theorem 1.1 in the superbasic case.
Let B− be the opposite Borel subgroup of B such that B ∩B− = T .
Let I ⊆ G(L) be the pre-image of B−(k) under the natural mod t
projection K = G(k[[t]]) → G(k). We call I an Iwahori subgroup of
G(L). We have Bruhat decomposition G(L) = ⊔w˜∈W˜ I ˙˜wI.
For a = (α, k) ∈ Φ˜ with α ∈ Φ and k ∈ Z, let Ua denote the
corresponding affine root subgroup of the loop group LG. We have
Ua(k) = Uα(kt
k). Here Uα ⊆ G is the root subgroup of α. Then
I = T (k[[t]])
∏
a∈Φ˜+ Ua(k).
For w˜ ∈ W˜ and b ∈ G(L), we define the corresponding affine Deligne-
Lusztig variety (in affine flag variety) by
Xw˜(b) = {gI ∈ G(L)/I; g
−1bσ(g) ∈ I ˙˜wI}.
We say w˜ is reducible (with respect to b) if the following two statements
holds:
(a): Xw˜(b) 6= ∅;
(b): for any Q ∈ Xw˜(b), there exists a morphism φ : P1 → G(L)/I
and an open subset 0 ∈ U ⊆ A1 = P1 − {∞} such that φ(U) ⊆ Xw˜(b),
Q = φ(0) and P = φ(∞) ∈ Xu˜(b) for some u˜ ∈ W˜ such that u˜ < w˜ in
the sense of Bruhat order.
Lemma 3.1. w˜ is reducible if so is σ(w˜).
Lemma 3.2. If w˜ ∈ W˜ is non-reducible, then it is of minimal length
in its σ-conjugacy classes in W˜ .
To prove the lemma, we need some preparation. For w,w′ ∈ W˜ and
s ∈ Sa, we write w
s
−→σ w
′ if w′ = swσ(s) and ℓ(w′) 6 ℓ(w). We write
w →σ w
′ if there is a sequence w = w0, w1, · · · , wn = w
′ of elements in
W˜ such that for each k ∈ [1, n], wk−1
sk−→σ wk for some sk ∈ S
a. We
write w ≈σ w
′ if w →σ w
′ and w′ →σ w.
Theorem 3.3. [8] Let O be a σ-conjugacy class in W˜ and let Omin be
the set of minimal length elements in O. Then for each w ∈ O, there
exists w′ ∈ Omin such that w →σ w
′.
Let Q,P ∈ G(L)/I. Then there exists a unique w˜ ∈ W˜ such that
gQ = I and gP = ˙˜wI for some g ∈ G(L). In this case, we write
P
w˜
→ Q. For example, Q ∈ Xw˜(b) if and only if Q
w˜
→ bσ(Q). Define
Zw˜ = {(Q,P ) ∈ (G(L)/I)
2;Q
w˜
→ P}
Lemma 3.4. Let w˜, w˜1, w˜2 ∈ W˜ . We have the following properties:
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(1) If P
w˜1→ H
w˜2→ Q and Q
w˜′
→ P , then I ˙˜wI ⊆ I ˙˜w1I ˙˜w2I;
(2) If Q
w˜
→ P and w˜ = w˜1w˜2 with ℓ(w˜) = ℓ(w˜1) + ℓ(w˜2), then there
exists a unique H ∈ G(L)/I such that P
w˜1→ H
w˜2→ Q;
(3) Zw˜ = ∪u˜6w˜Zu˜, where Zw˜ denotes the closure of Zw˜ in (G(L)/I)
2.
Proof of Lemma 3.2. Assume w˜ is not of minimal length in its con-
jugacy classes. We show it is reducible. Let b ∈ G(L) such that
Xw˜(b) 6= ∅. By [8, Theorem 1.1], there exist w˜
′ ∈ W˜ with w˜′ ≈σ w˜ and
s ∈ Sa such that sw˜′σ(s) < w˜′. First we show
(a) w˜′ is reducible.
Since w˜′ ≈σ w˜, Xw˜′(b) 6= ∅. We choose Q
′ ∈ Xw˜′(b). Let g
′ ∈ G(L)
such that Q′ = g′I and g′−1bσ(g′) ∈ IsUas(x0) ˙˜w for some x0 ∈ k.
Here as ∈ Φ˜
+ is the positive affine root corresponding to s and Is =
T (k[[t]])
∏
as 6=a∈Φ˜+
Ua(k). Define φ : A1 → G(L) by x 7→ g′U−αs(x)I.
Set U = A1 if x0 = 0 and U = A1 − {−x
−1
0 } otherwise. One checks
that φ(U) ⊆ Xw˜′(b), Q
′ = φ(0) and P ′ := φ(∞) = g′sI. Then
P ′ ∈ Xw˜′σ(s)(b) ∪ Xsw˜′σ(s)(b). Note that w˜
′σ(s), sw˜′σ(s) < w˜′. So
w˜′ is reducible and (a) is proved.
By Theorem 3.3, to finish the proof, it suffices to show the following
statement:
Let s ∈ Sa such that w˜ and w˜′ = sw˜σ(s) are of the same length.
Then w˜ is reducible if so is w˜′.
Without loss of generality, we assume sw˜ < w˜ < w˜σ(s). By Lemma
3.1, it suffices to show that σ(w˜) is reducible. Let Q1 ∈ Xσ(w˜)(b). By
Lemma 3.4(2), there exists unique Q′1 ∈ G(L)/I such that Q1
σ(s)
−→
σ(Q′1)
σ(sw˜)
−→ bσ(Q1). Note that bσ(Q1)
σ2(s)
→ bσ2(Q′1) and ℓ(sw˜σ(s)) =
ℓ(sw˜)+ ℓ(σ(s)), we have σ(Q′1)
σ(sw˜σ(s))
→ bσ2(Q′1) by Lemma 3.4(1), that
is, Q′1 ∈ Xw˜′(σ
−1(b)).
By assumption, there exists φ′ : P1 → G(L)/I and an open subset
0 ∈ U ⊆ A1 such that φ′(U) ⊆ Xw˜′(σ−1(b)), Q′1 = φ
′(0) and P ′1 :=
φ′(∞) ∈ Xu˜′(σ
−1(b)) for some u˜′ < w˜′. Using Lemma 3.4(2), we can
define a morphism φ : U → G(L)/I such that φ′
w˜′σ(s)
−→ σ−1(b)φ
σ(s)
−→
σ−1(b)σ(φ′). One checks that φ
σ(s)
−→ σ(φ′)
σ(w˜′σ(s))
−→ bσ(φ). So φ(U) ⊆
Xσ(w˜)(b) and φ(0) = Q1. Now we extend φ to P1 ⊇ U , which is still
denoted by φ. Let u˜ ∈ W˜ such that P1 := φ(∞) ∈ Xσ(u˜)(b). By Lemma
3.4(3), u˜ 6 w˜. We have to show that u˜ < w˜. Assume otherwise, that
is, u˜ = w˜ and P1
σ(w˜)
−→ bσ(P1). We claim
(b) P1
σ(s)
−→ σ(P ′1).
9Note that φ(x)
σ(s)
−→ σ(φ′(x)) for x ∈ U . So either P1
σ(s)
−→ σ(P ′1)
or P1 = σ(P
′
1) by Lemma 3.4(3). If the latter case occurs, then
P1 = σ(P
′
1) ∈ Xσ(u˜′)(b) and hence u˜
′ = w˜, which is impossible because
ℓ(σ(u˜′)) < ℓ(w˜′) = ℓ(w˜). Therefore, (b) is proved.
Now we have
P1
σ(s)
−→ σ(P ′1)
σ(u˜′)
−→ bσ2(P ′1)
σ2(s)
−→ bσ(P1).(∗)
Therefore, ℓ(u˜′) > ℓ(w˜′)−2 by Lemma 3.4(1). If ℓ(u˜′) = ℓ(w˜′)−2, then
w˜ = su˜′σ(s) and hence w˜σ(s) < w˜, which contradicts our assumption
on w˜. So ℓ(u˜′) = ℓ(w˜′) − 1 and w˜ = su˜′ or w˜ = u˜′σ(s). In the former
case, we have ℓ(su˜′σ(s)) = ℓ(u˜′) + 2, which means, by (∗) and Lemma
3.4(1), w˜ = su˜′σ(s), a contradiction because ℓ(su˜′σ(s)) 6= ℓ(w˜). In
the latter case, we have u˜′ = w˜σ(s) and ℓ(u˜′) > ℓ(w˜′), which is also
impossible. Therefore σ(w˜) is reducible and the proof is finished. 
Let v ∈ YR. Denote by Mv ⊆ G the Levi subgroup (over k[[t]])
generated by T and the root subgroups Uα with 〈α, v〉 = 0. Denote
by Nv ⊆ G the unipotent subgroup (over k[[t]]) generated by the root
subgroups Uβ with 〈β, v〉 > 0. We put IMv = Mv(L) ∩ I and INv =
Nv(L) ∩ I.
Let w˜ = tµw ∈ W˜ with µ ∈ Y and w ∈ W0. We say w˜ is a
(v, σ)-alcove element if wσ(v) = v and
˙˜wσINv ⊆ INv . We say w˜ is
(v, σ)-fundamental if w˜ is a (v, σ)-alcove element and
˙˜wσIMv = IMv .
Theorem 3.5 ([4], [5]). Let v ∈ YR and w˜ ∈ W˜ such that w˜ is a
(v, σ)-alcove elements. Then the inclusion IMvw˜σ(IMv) →֒ Iw˜I induces
a bijection between IMv-σ-conjugacy classes in IMvw˜σ(IMv) and I-σ-
conjugacy classes in Iw˜I.
Theorem 3.6 ([4], [6], [12]). Let w˜ ∈ W˜ . The following are equivalent:
(a) w˜ is (νw˜, σ)-fundamental;
(b) w˜ is σ-fundamental, that is, I ˙˜wI lies in a single I-σ-conjugacy
class;
(c) w˜ is σ-straight, that is, (I ˙˜wσI)n = I( ˙˜wσ)nI for n ∈ N, or equiv-
alently, ℓ(w˜) = 2〈ρ, ν¯w˜〉. Here ρ is the half sum of positive roots.
Proposition 3.7. Let b ∈ G(L) and let C ⊆ W˜ be closed under the
Bruhat order. Then any connected component of ∪u˜∈CXu˜(b) intersects
with Xx(b) for some σ-straight element x ∈ C.
Proof. Let w˜ ∈ C and Q ∈ Xw˜(b). We show the connected component
of ∪u˜∈CXu˜(b) containing Q intersects with Xx(b) for some σ-straight
element x ∈ C. Since C is closed under the Bruhat order, we may
assume, by Lemma 3.2, that w˜ is of minimal length in its σ-conjugacy
class. Thanks to [6, Theorem 3.5], I ˙˜wI lies in a single σ-conjugacy class
of G(L). Therefore, w˜ is a (νw˜, σ)-alcove element by [12, Theorem 5.2].
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Moreover, there exist J ⊆ SaM with WJ finite, x ∈ W˜ which is (νw˜, σ)-
fundamental such that xσ(J)x−1 = J and w˜ = ux for some u ∈ WJ .
Here M = Mνw˜ and S
a
M is the set of simple affine refections in W˜M
defined in §2.3.
Write Q = gI for some g ∈ G(L). Then g−1bσ(g) ∈ I ˙˜wI. By The-
orem 3.5, we can assume g−1bσ(g) ∈ IM ˙˜wσ(IM) since w˜ is a (νw˜, σ)-
alcove element. Let PJ ⊆M(L) be the standard parahoric subgroup of
type J and let UJ ⊆ PJ be its pro-unipotent radical. Since
x˙σIM = IM
and xσ(J)x−1 = J , we see that Lang’s map ψ : PJ → PJ define by
f 7→ f−1x˙σ(f)x˙−1 is surjective. So there exists h0 ∈ PJ such that
h−10 x˙σ(h0) = g
−1bσ(g), which means g = jh0 for some j ∈ G(L) satis-
fying j−1bσ(j) = x˙. For w ∈ WJ , we define
XPJw (x˙) = {hIM ∈ PJ/IM ; h
−1x˙σ(h)x˙−1 ∈ IM w˙IM}
and XPJ≤Mu(x˙) = ∪w∈WJ ,w≤MuX
PJ
w (x˙). Here ≤M is the Bruhat order
on W˜M defined in §2.3. Then the map hIM 7→ jhI induces a natural
morphism ̟w˜,b : X
PJ
≤Mu
(x˙)→ ∪u˜∈CXu˜(b).
Since the image of ∪w∈WJ ,w≤MuIM w˙IM under the natural projection
PJ → PJ/UJ is connected and ψ induces a flat and finite endomorphism
on PJ/UJ , there exists h1 ∈ PJ such that h1IM ∈ X
PJ
id (x˙) and h0IM ∈
XPJu (x˙) are in the same connected component of X
PJ
≤Mu
(x˙). Therefore,
via the morphism ̟w˜,b, we deduce that Q = gI = jh0I and P = jh1I ∈
Xx(b) are connected in ∪u˜∈CXu˜(b). 
Remark. There is an alternative proof of Proposition 3.7 due to Xuhua
He [7]. The main idea is to show the following two facts:
(1) Xw˜(b) is locally quasi-affine;
(2) each irreducible component of Xw˜(b) is of dimension > 1 if w˜ is
not σ-straight.
We say b ∈ G(L) is basic if κG[b] is central on Φ.
Corollary 3.8. Let λ ∈ Y + and b ∈ G(L) which is basic. Then
(i) each connected component of Xλ(b) intersects with Xµ(b), where
µ ∈ Y + is the unique dominant minuscule cocharacter such that µ  λ;
(ii) Jb(F ) = {g ∈ G(L); g
−1bσ(g) = b} acts transitively on π0(Xλ(b));
(iii) if b is superbasic, then the natural projection Xλ(b) → π1(G)
induces an isomorphism π0(Xλ(b)) ∼= (σ − 1)
−1(η(tλ)− η(b)).
Proof. Let π : G(L)/I → G(L)/K be the natural projection. Note
that π−1(Xλ(b)) = ∪u˜∈CXu˜(b), where C = ∪λ′λW0t
λ′W0 is closed
under the Bruhat order. By Lemma 3.7, each connected component of
π−1(Xλ(b)) intersects with Xx(b) for some σ-straight element x ∈ C.
So, we have [x˙] = [b] by [6, Theorem 3.7]. In particular, ν¯x = ν
G
[b] and
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hence ℓ(x) = 2〈ρ, νG[b]〉 = 0. Therefore, x must be the unique element
of Ω ∩ C.
Now (i) follows by noticing that x ∈ tµW0 and π(Xx(b)) ⊆ Xµ(b).
Since x ∈ Ω, each element of Ix˙I is σ-conjugate to x˙ by I. In
particular, the map g 7→ gI induces a surjective map:
Jb,x˙(F ) = {g ∈ G(L); g
−1bσ(g) = x˙}։ Xx(b).
Then (ii) follows by noticing that Jb(F ) acts (by left multiplication) on
Jb,x˙(F ) transitively.
Since [x˙] = [b], we can assume b = x˙ ∈ NT (L). Since x ∈ Ω is
superbasic, Jb(F ) is generated by NT (L)
bσ = Jb(F )∩NT (L) and I
bσ =
Jb(F ) ∩ I. Moreover, by [6, Proposition 5.3], the image of NT (L)
bσ
under the natural projection p : NT (L)→ W˜ is
W˜ xσ = {w˜ ∈ W˜ ; xσ(w˜)x−1 = w˜} = {w˜ ∈ Ω; σ(w˜) = w˜} ∼= π1(G)
σ.
So Jb(F ) = NT (L)
bσIbσ and Jb(F )/I
bσ = W˜ xσ. By (ii), the map g 7→
gK induces a surjection
π1(G)
σ = W˜ xσ = Jb(F )/I
bσ → π0(Xλ(b)).
On the other hand, the map is obviously an injection and hence a
bijection as desired. 
Corollary 3.9. Let λ ∈ Y +, b ∈ G(L) and J ⊆ S0 with σ(J) = J
such that (J, b) is admissible. Assume b ∈ NT (L) ∩ [b]J,dom such that
p(b) ∈ ΩJ . Then each connected component of Xλ(b) contains a point
jQ, where j ∈ Jb(F )∩N(L) and Q ∈ X
MJ
µ (b) for some µ ∈ I¯λ,J,b. Here
N =
∏
α∈Φ+−ΦJ
Uα.
Proof. By [2, Proposition 3.4.1], each connected component of Xλ(b)
contains a point jQ′, where j ∈ Jb(F )∩N(L) andQ
′ ∈ XMJµ′ (b) for some
µ′  λ. Applying Corollary 3.8 (i), there exist a J-minuscule and J-
dominant cocharacter µ J µ
′ and Q ∈ XMJµ (b) such that Q
′ ∼J,µ′,b Q.
Hence we have jQ′ ∼λ,b jQ. SinceX
MJ
µ (b) 6= ∅, we have κJ(t
µ) = κJ(b).
So µ ∈ I¯λ,J,b and the proof is finished. 
4. The choice of J
Let λ ∈ Y + and b ∈ G(L). In view of Corollary 3.9, we are faced
with the question of the existence of J ⊆ S0 such that
(a) σ(J) = J , (J, b) is admissible and b is superbasic in MJ .
It is known such J always exists. However, due to technical reasons
(see Lemma 8.4), we need to add the following additional requirement.
(b) I¯λ,J,b contains a weakly dominant cocharacter. Here we say a
cocharacter µ ∈ Y is weakly dominant if 〈α, µ〉 > −1 for any α ∈ Φ+.
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The main purpose of this section is to show the existence of J that
satisfies (a) and (b), using the different characterizations of σ-straight
elements in Theorem 3.6. Notice that if λ is minuscule, then each
element I¯λ,J,b is minuscule and (b) is a priori satisfied.
For v ∈ Y +Q , we define Jv = {s ∈ S0; s(v) = v}. Let w˜ ∈ W˜ be
a σ-straight element. We set w˜⋄ = zw˜σ(z), where z ∈ Jν¯w˜W0 is the
unique element such that z(νw˜) = ν¯w˜.
Lemma 4.1. Let w˜ ∈ W˜ be σ-straight. Then
(a) w˜⋄ ∈ ΩJν¯w˜ with σ(Jν¯w˜) = Jν¯w˜ ;
(b) w˜⋄ ∈ tχWJν¯w˜ with χ ∈ Y weakly dominant.
Proof. (a) The equality σ(Jν¯w˜) = Jν¯w˜ follows immediately from the fact
that ν¯w˜ is dominant. Note that
z˙IMνw˜ = IMν¯w˜ . By Theorem 3.6(a), we
have
˙˜wσIMνw˜ = IMνw˜ , that is,
˙˜w⋄σIMν¯w˜ = IMν¯w˜ . So w˜
⋄ ∈ ΩJν¯w˜ .
(b) We show that 〈α, χ〉 > −1 for any α ∈ Φ+. If α ∈ ΦJν¯w˜ , then
〈α, χ〉 ∈ {0, 1} since w˜⋄ ∈ ΩJν¯w˜ . Assume α ∈ Φ
+ − ΦJν¯w˜ . Then
〈z−1σ−1(u)−1(α), νw˜〉 = 〈σ
−1(u)−1(α), ν¯w˜〉 = 〈α, ν¯w˜〉 > 0, where u =
t−χw˜⋄ ∈ WJν¯w˜ and z ∈
Jν¯w˜W0 is the unique element such that z(νw˜) =
ν¯w˜. Since w˜ is a (νw˜, σ)-alcove element,
˙˜wσ(Uz−1σ−1(u−1)(α)(L) ∩ I) ⊆ I,
which implies 〈z−1(α), z−1(χ)〉 = 〈α, χ〉 > −1 and the proof is finished.

Lemma 4.2. Let w˜ ∈ W˜ be σ-straight. Then there exist J ⊆ Jν¯w˜ and
z0 ∈ WJν¯w˜ such that
(a) σ(J) = J and w˜0 = z0w˜
⋄σ(z0)
−1 is σ-superbasic in W˜J ;
(b) w˜0 ∈ t
χ0WJ with χ0 ∈ Y weakly dominant;
(c) νw˜0 = νw˜⋄ = ν¯w˜.
Proof. Let Vw˜⋄ = {q ∈ YQ; w˜
⋄σ(q) = q + ν¯w˜}, which is a nonempty
affine subspace. Following [9, Section 3], we set V ′w˜⋄ = {q− e; q ∈ Vw˜⋄},
where e is an arbitrary point of Vw˜⋄. Then V
′
w˜⋄ is the (linear) subspace
parallel to Vw˜⋄ . We choose a point v0 ∈ V
′
w˜⋄ lying in a sufficiently small
neighborhood of νw˜⋄ = ν¯w˜ which is also generic in V
′
w˜⋄, that is, for any
root α ∈ Φ, 〈α, v0〉 = 0 implies that 〈α, v
′〉 = 0 for each v′ ∈ V ′w˜⋄ . Let
J = Jv¯0 and let z0 be the unique element in
Jv¯0W0 such that z0(v0) = v¯0.
Since v0 lies in a sufficient small neighborhood of the dominant vector
ν¯w˜, z0(ν¯w˜) is also dominant. So z0(ν¯w˜) = ν¯w˜ and z0 ∈ WJν¯w˜ .
(a) Note that w˜⋄ ∈ ΩJν¯w˜ . Then (a) follows from [9, Lemma 3.1].
(b) Assume w˜⋄ ∈ tχW0 for some χ ∈ Y . Then w˜0 ∈ t
z0(χ)W0. By
Lemma 4.1, χ is weakly dominant and Jν¯w˜-minuscule. So χ0 = z0(χ)
is weakly dominant as z0 ∈ WJν¯w˜ .
(c) It follows directly from the inclusion z0 ∈ WJν¯w˜ . 
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Corollary 4.3. Let λ ∈ Y + and b ∈ G(L). If Xλ(b) 6= ∅. Then there
exists J ⊆ S0 with σ(J) = J such that
(i) (J, b) is admissible and b is superbasic in MJ ;
(ii) I¯λ,J,b contains a weakly dominant coweight.
Proof. Since Xλ(b) 6= ∅, there exists u˜ ∈ W0t
λ′W0 with λ
′  λ such
that Xu˜(b) 6= ∅. By the proof of [12, Proposition 1.5], there exists a
σ-straight element w˜ ∈ W˜ such that w˜ 6 u˜ and [ ˙˜w] = [b]. Let J ⊆ S0
and w˜0 ∈ ΩJ be defined as in Lemma 4.2 (with respect to w˜). Then
w˜0 is σ-superbasic in WJ with νw˜0 = ν¯w˜ = ν
G
[b]. So [
˙˜w0]J = [b]dom,J and
(i) follows. Let χ0 ∈ Y be such that w˜0 ∈ t
µWJ , which is J-dominant,
J-minuscule and weakly dominant by Lemma 4.2. Moreover, χ0  λ
sinceW0w˜0W0 = W0w˜W0 and w˜ 6 u˜. So χ0 ∈ I¯λ,J,b and (ii) follows. 
5. Proof of Theorem 1.1
The aim of this section is to prove Theorem 1.1. The strategy is the
same as in [2, §4.1]. We rephrase it here for completeness. Throughout
the section, we assume G is adjoint and simple. We fix λ ∈ Y +,
b ∈ G(L) such that Xλ(b) 6= ∅.
5.1. In this subsection, we fix J ⊆ S0 such that σ(J) = J , (J, b) is
admissible and b is superbasic in MJ . By Lemma 2.1, we can assume:
(A) b ∈ NT (L) ∩ [b]J,dom such that νp(b) = ν
G
[b] and p(b) ∈ ΩJ is
σ-superbasic in W˜J .
By lifting the natural projection NMJT (L) → W˜J , we also view, by
(A), ΩσJ = {x ∈ ΩJ ; σ(x) = x} = π1(MJ)
σ as a subset of NMJT (L)
bσ =
JMJb (F ) ∩N
MJ
T (L), where N
MJ
T is the normalizer of T in MJ .
Proposition 5.1. (cf. [2, Theorem 4.1.12]) The image of the natural
map
π0(X
MJ
µx
(b))→ π0(Xλ(b))
induced by the embedding XMJµx (b) →֒ Xλ(b) dose not depend on the
choice of x ∈ I¯λ,J.b.
The proof will be given in Section 7.
For α ∈ Φ, we set yα =
∑
β∈Oα
β∨ ∈ Y/ZΦ∨J = Ω
σ
J = π1(MJ)
σ.
Here Oα = {σ
k(α); k ∈ Z}. Let Aλ,J,b,x be the subset of Φ such that
α ∈ Aλ,J,b,x if and only if there exist Q,P ∈ X
MJ
µx
(b) satisfying Q ∼λ,b P
and ηJ(Q)− ηJ(P ) = yα.
Lemma 5.2. Let x ∈ I¯λ,J,b. Then
(i) Aλ,J,b,x = −Aλ,J,b,x;
(ii) Aλ,J,b,x′ = Aλ,J,b,x for any x
′ ∈ I¯λ,J,b;
(iii) If α ∈ Aλ,J,b,x, then for any Q ∈ X
MJ
µx
(b), there exists P ∈
XMJµx (b) such that Q ∼λ,b P and ηJ(Q)− ηJ(P ) = yα ∈ π1(MJ)
σ.
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Proof. (i) it follows directly by definition.
(ii) By symmetry, it suffices to show Aλ,J,b,x ⊆ Aλ,J,b,x′. Let α ∈
Aλ,J,b,x. Then there exist Q,P ∈ X
MJ
µx
(b) such that Q ∼λ,b P and
ηJ(Q) − ηJ(P ) = yα ∈ π1(MJ)
σ. By Proposition 5.1, there exists
Q′ ∈ XMJµx′ (b) such that Q
′ ∼λ,b Q. Note that y
−1
α Q ∼J,µx,b P by
Corollary 3.8 (iii). Thus Q′ ∼λ,b Q ∼λ,b P ∼J,λ,b y
−1
α Q ∼λ,b y
−1
α Q
′ and
the proof is finished.
(iii) It follows from the fact that the action of JMJb (F ) on π0(X
MJ
µx
(b))
is transitive, see Corollary 3.8 (ii). 
Thanks to Lemma 5.2, we can define Aλ,J,b = Aλ,J,b,x, which is inde-
pendent of the choice x ∈ I¯λ,J,b. Let Lλ,b,J ⊆ π1(MJ)
σ be the sublattice
spanned by yα for α ∈ Aλ,J,b}.
Proposition 5.3. Assume furthermore that (λ, b) is HN-irreducible
(see Introduction) and I¯λ,J,b contains a weakly dominant cocharacter.
Then Lλ,b,J is the kernel of the natural surjective projection π1(MJ )
σ ։
π1(G)
σ.
The proof will be given in Section 8.
5.2. Now we are ready to prove our main result.
Proof of Theorem 1.1. By Corollary 4.3, there exists J with σ(J) =
J such that (J, b) is admissible, b is superbasic in MJ(L) and I¯λ,J,b
contains a weakly dominant cocharacter. Moreover, we can assume
b = b˙x for some x ∈ I¯λ,J,b. So §5.1 (A) holds. Since ηG(b) = ηG(t
λ), it
suffices to show the map g 7→ ηG(g) induces a bijection π0(Xλ(b)) ∼=
π1(G)
σ.
By Corollary 3.8 (iii), the map g 7→ gKJ induces a π1(MJ)
σ-equivariant
surjection
π1(MJ )
σ ∼= JMJb (F )/(J
MJ
b (F ) ∩ IMJ )։ π0(X
MJ
µx
(b)).
Let C be the image of the natural map π0(X
MJ
µx
(b)) → π0(Xλ(b)).
Then we obtain a natural π1(MJ)
σ-equivariant map
ϕx : π1(MJ)
σ ։ π0(X
MJ
µx
(b))։ C.
Since π1(MJ)
σ is an abelian group, the stabilizer stab(ϕx) := ϕ
−1
x (c) is
independent of the choice of c ∈ C. We claim that
(i) stab(ϕx) = ker(π1(MJ)
σ ։ π1(G)
σ).
(ii) C = π0(Xλ(b)).
Assuming (i) and (ii), we see that ϕx induces a bijection from π1(G)
σ =
π1(MJ)
σ/stab(ϕx) to π0(Xλ(b)), as desired.
We prove (i) first. Let Q ∈ XMJµx (b). By Proposition 5.3, it suffices to
show Q ∼λ,b yαQ for each α ∈ Aλ,J,b = Aλ,J,b,x. Applying Lemma 5.2
(iii), there exist P ∈ XMJµx (b) such that Q ∼λ,b P and ηJ(Q)− ηJ(P ) =
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−yα ∈ π1(MJ )
σ. On the other hand, since ηJ(P ) = ηJ(yαQ), we have
yαQ ∼J,µx,b P by Corollary 3.8 (iii). So Q ∼λ,b yαQ and (i) is proved.
Now we show (ii). By Corollary 3.9 and Proposition 5.1, ϕx is sur-
jective modulo the action of Jb(F )∩N(L) on π0(Xλ(b)). So it suffices
to show Q ∼λ,b jQ for any j ∈ Jb(F ) ∩ N(L) and any Q ∈ X
MJ
µx
(b).
Choose δ ∈ ZΦ∨ (depending on j and Q) such that δ is central on ΦJ ,
σ(δ) = δ and tδjt−δQ = Q. Note that δ ∈ ker and tδ ∈ JMJb (F ). Then
we have tδQ ∼λ,b Q by (i). Therefore,
tδjQ = tδjt−δtδQ ∼λ,b t
δjt−δQ = Q ∼λ,J t
δQ,
which means jQ ∼λ,b Q as desired. 
6. The set Θ(µ, µ′, λ)
This section is devoted to the study of the set Θ(µ, µ′, λ) define
below, which plays a crucial role in the proof of Proposition 5.1.
Let µ, µ′ ∈ Y and λ ∈ Y + such that µ, µ′  λ. We Define
Θ(µ, µ′, λ) = {α ∈ Φ; 〈α, µ− µ′〉 > 2, µ− α∨, µ′ + α∨  λ};
Ξ(µ, µ′) = {α ∈ Φ; 〈α, µ〉,−〈α, µ′〉 > 1};
Ξ1(µ, µ
′) = {α ∈ Φ; 〈α, µ〉 = −〈α, µ′〉 = 1}.
Lemma 6.1. We have the following properties:
(a) Ξ(µ, µ′) ⊆ Θ(µ, µ′, λ);
(b) Θ(µ, µ′, λ) = −Θ(µ′, µ, λ);
(c) w(Θ(µ, µ′, λ)) = Θ(w(µ), w(µ′), λ), w(Ξ(µ, µ′)) = Ξ(w(µ), w(µ′))
and w(Ξ1(µ, µ
′)) = Ξ1(w(µ), w(µ
′)), where w ∈ W0.
Lemma 6.2. If Ξ(µ, µ′) = ∅, then there exists w ∈ W0 such that
w(µ), w(µ′) are dominant.
Lemma 6.3. Let δ, δ′ ∈ NΠ∨0 . Then there exists an index set Λ of roots
such that
(1) δ′ − δ =
∑
k∈Λ γ
∨
k ;
(2)
∑
k∈Σ γ
∨
k 6 δ
′ and −
∑
k∈Σ γ
∨
k 6 δ for any subset Σ ⊆ Λ;
(3) 〈γi, γ
∨
j 〉 > 0 for any i, j ∈ Λ.
Proof. We argue by induction on the partial order 6 on NΠ∨0 . By [2,
Lemma 4.2.5], we can write δ = −
∑
i∈Γ α
∨
i (resp. δ
′ =
∑
j∈Γ′ β
∨
j ) such
that αi ∈ Φ
− (resp. βi′ ∈ Φ
+) and 〈αi, α
∨
j 〉 > 0 (resp. 〈βi′ , β
∨
j′〉 > 0) for
any i, j ∈ Γ (resp. i′, j′ ∈ Γ′). If 〈αi, β
∨
i′ 〉 > 0 for any i ∈ Γ and i
′ ∈ Γ′,
we may take Λ = Γ⊔Γ′. Otherwise, there exists i0 ∈ Γ and i
′
0 ∈ Γ
′ such
that 〈αi0 , β
∨
i′0
〉 6 −1. Then θ∨ := α∨i0 + β
∨
i′0
∈ Φ∨ ∪ {0}. Without loss
of generality, we may assume θ∨ > 0. Set δ1 = −
∑
i∈Γ\{i0}
α∨j < δ and
δ′1 = θ
∨+
∑
j′∈Γ′\{i′0}
β∨j′ < δ
′. Note that δ′1−δ1 = δ
′−δ. The statement
now follows from the induction hypothesis on the pair (δ1, δ
′
1). 
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Lemma 6.4. Let µ ∈ Y , λ ∈ Y + and α ∈ Φ. If µ + α∨ 6 λ and
µ + α∨  λ, then there exists γ ∈ Φ+ such that 〈γ, µ + α∨〉 6 −2. If,
moreover, µ ∈ Y +, then 〈γ, µx〉 6 1, 〈γ, α
∨〉 6 −2 and either
(a) γ = −α; or
(b) γ is a long root of Φ and µ+ α∨ + γ∨ 6 λ.
Proof. Set µ0 = µ+ α
∨. We define
Φ+(µ0) = {θ ∈ Φ
+; 〈θ, µ0〉 6 −2}.
Let w ∈ W0 be the unique minimal element satisfying w(µ0) = µ¯0.
Let w = sr · · · s1 be a reduced expression of w with each si ∈ S0. Let
µk = sk · · · s1(µ0). Note that 〈αk, µk−1〉 6 −1 and hence µk−1+α
∨
k 6 µk
for k ∈ [1, r], where αk denotes the simple root corresponding to sk.
Since µ0 6 λ and µr = µ¯0 
 λ, there exists i ∈ [1, r] such that
µi−1 6 λ and µi = si(µi−1) 
 λ. Write λ = µi−1 +
∑
α∈Π nαα
∨, where
each nβ ∈ N. We have nαi > 1 since 〈αi, λ〉 > 0. So µi−1 + α
∨
i 6 λ. If
〈αi, µi−1〉 = −1, then µi = µi−1+α
∨
i 6 λ, which contradicts the choice
of i. Therefore, 〈αi, µi−1〉 6 −2, that is, γ := s1 · · · si−1(αi) ∈ Φ
+(µ0).
Assume, moreover, µ is dominant. We have 〈γ, µ〉 6 1 and 〈γ, α∨〉 6
−2 because 〈γ, α∨〉 > −3. If γ 6= −α, then γ and αi are long roots of
Φ. Therefore,
µ+ α∨ + γ∨ = µ0 + γ
∨
6 µ0 + α
∨
1 + · · ·+ α
∨
i
6 µ1 + α
∨
2 + · · ·+ α
∨
i
6 · · · 6 µi−1 + α
∨
i 6 λ.
The proof is finished. 
Lemma 6.5. [3, Proposition 2.2] Let µ ∈ Y and λ ∈ Y +. If µ 6 λ
and µ is weakly dominant, then µ  λ. In particular, If µ ∈ Y + and
γ ∈ Φ+ is a positive long root such that µ+ γ∨ 6 λ, then µ+ γ∨  λ.
Lemma 6.6. Let µ ∈ Y be a weakly dominant coweight and α ∈ Π0
such that 〈α, µ〉 > 1 (resp. 〈α, µ〉 = −1). Then µ − α∨ (resp. µ+ α∨)
is weakly dominant.
Proof. Assume 〈α, µ〉 > 1. Let β ∈ Φ+. If β = α, then 〈α, µ− α∨〉 >
−1. Otherwise, we have 〈β, µ〉 > −1 and 〈β, sα(µ)〉 = 〈sα(β), µ〉 > −1
since sα(β) ∈ Φ
+ and µ is weakly dominant. Note that µ − α∨ lies
in the convex hull of µ and sα(µ), which means 〈β, µ − α
∨〉 = −1.
Therefore, µ− α∨ is weakly dominant.
The case that 〈α, µ〉 = −1 can be handled similarly. 
Lemma 6.7. Let µ 6= µ′, λ ∈ Y + with µ, µ′  λ. Then Θ(µ, µ′, λ) 6= ∅.
Proof. Let δ, δ′ ∈ NΠ∨0 such that λ = µ + δ = µ
′ + δ′. We write
µ− µ′ = δ′ − δ =
∑
k∈Λ γ
∨
k , where Λ is as in Lemma 6.3. Since µ 6= µ
′,
Λ is nonempty. Choose k0 ∈ Λ and set α = γk0. Then 〈α, δ
′ − δ〉 =
〈α,
∑
k∈Λ γ
∨
k 〉 > 2 and µ− α
∨, µ′ + α∨ 6 λ. If µ− α∨, µ′ + α∨  λ, the
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proof is finished. Otherwise, by symmetry, we may assume µ′+α∨  λ.
Applying Lemma 6.4, there exists γ ∈ Φ+ such that 〈γ, µ′+α∨〉 6 −2.
In particular, 〈γ, α∨〉 6 −2 and 〈γ, µ′〉 6 1. We claim that γ 6= −α.
Otherwise, we have 2 6 〈α, µ − µ′〉 = −〈γ, µ〉 + 〈γ, µ′〉 6 0 + 1 = 1,
which is a contradiction and the claim is proved.
Therefore, by Lemma 6.4 (b), γ is a long coroot of Φ and µ+ α∨ +
γ∨ 6 λ. Define β = sα(γ), which is again a long root. We show that
β ∈ Θ(µ, µ′, λ). First note that
〈β, µ− µ′〉 = 〈γ − 〈γ, α∨〉α, µ− µ′〉 > 〈γ, µ〉 − 〈γ, µ′〉+ 2〈α, µ− µ′〉
> 0− 1 + 4 = 3.
It remains to show µ− β∨, µ′+ β∨  λ. Note that µ′+ β∨ = µ′+α∨+
γ∨ 6 λ and µ − β∨ 6 µ − α∨ 6 λ. Thanks to Lemma 6.5, it suffices
to show µ − β∨, µ′ + β∨ are weakly dominant. Let γ′ ∈ Φ+ − {±β},
then 〈γ′, µ′ − β∨〉 > 0 − 1 = −1 since β is a long root. Similarly,
〈γ′, µ+β∨〉 > −1. Without loss of generality, we may assume −β ∈ Φ+,
the other case can be handled similarly. Then 〈−β, µ−β∨〉 > 0+2 = 2
and 〈−β, µ′ + β∨〉 = 〈−β, µ + β∨〉 + 〈−β, µ′ − µ〉 > −2 + 3 = 1.
So µ − β∨, µ′ + β∨ are weakly dominant as desired. Therefore, β ∈
Θ(µ, µ′, λ). 
Proposition 6.8. Let µ 6= µ′ ∈ Y and λ ∈ Y + such that µ, µ′  λ.
Then Θ(µ, µ′, λ) 6= ∅.
Proof. If Ξ(µ, µ′) 6= ∅, then Θ(µ, µ′, λ) ⊇ Ξ(µ, µ′) is nonempty. Other-
wise, by Lemma 6.2, there exists w ∈ W0 such that w(µ), w(µ
′) ∈ Y +.
Then by Lemma 6.7, Θ(µ, µ′, λ) = w−1(Θ(w(µ), w(µ′), λ)) is again
nonempty. 
Let D ⊆ Φ be a subset. We say D is orthogonal if 〈α, β∨〉 = 0 for
any α 6= β ∈ Dµ.
Lemma 6.9. Assume Φ is simply laced. Let µ ∈ Y be weakly dominant.
Then there exists an orthogonal subset Dµ ⊆ Φ
+ such that
(a) 〈γ, µ〉 = −1 for any γ ∈ Dµ;
(b) µ¯− µ =
∑
α∈Dµ
α∨.
Proof. We argue by induction on µ¯ − µ ∈ NΠ∨0 . If µ¯ − µ = 0, then
Dµ = ∅ and there is nothing to prove. Otherwise, there exists a simple
root α ∈ Π0 such that 〈α, µ〉 6 −1, and hence 〈α, µ〉 = −1 since µ
is weakly dominant. Let υ = sα(µ) = µ + α
∨, which is also weakly
dominant by Lemma 6.6. Noticing that υ¯ − υ < µ¯ − µ. So there
exists, by induction hypothesis, an orthogonal subset Dυ ⊆ Φ
+ with
properties (a) and (b). Let
Dυ,− = {β ∈ Dυ; 〈β, µ〉 = −1} = {β ∈ Dυ; 〈β, α
∨〉 = 0}
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and
Dυ,0 = {β ∈ Dυ; 〈β, µ〉 = 0} = {β ∈ Dυ; 〈β, α
∨〉 = −1}.
Since µ is weakly dominant and Φ is simply laced, we have Dυ =
Dυ,− ∪ Dυ,0. By the orthogonality of Dυ, γ := α +
∑
β∈Dυ,0
β ∈ Φ+.
Now we set Dµ = Dυ,− ∪ {γ}, which satisfies (a) and (b). 
Lemma 6.10. Assume Φ is simply laced. Let µ, υ, λ ∈ Y with µ, υ 
λ. If Θ(µ, υ, λ) = Ξ1(µ, υ), then µ and υ are conjugate under W0.
Moreover, there exists an orthogonal subset ∆µ,υ ⊆ Ξ1(µ, υ) such that
µ− υ =
∑
β∈∆µ,υ
β∨.
Proof. By Lemma 6.1, the lemma dose not change if we replace the pair
(µ, υ) with (w(µ), w(υ)) for any w ∈ W0. So we can assume µ ∈ Y
+
and {α ∈ Φ+; 〈α, υ〉 6 −1} ⊆ Ξ(µ, υ). On the other hand, we have, by
assumption, Ξ(µ, υ) ⊆ Θ(µ, υ, λ) = Ξ1(µ, υ). Therefore,
{α ∈ Φ+; 〈α, υ〉 6 −1} = Ξ1(µ, υ).
In particular, υ is weakly dominant.
We have to show µ = υ¯. Assume otherwise. By lemma 6.9, there
exists an orthogonal subset
Dυ ⊆ {α ∈ Φ
+; 〈α, υ〉 = −1} = Ξ1(µ, υ)
such that υ¯ − υ =
∑
β∈Dυ
β∨.
By Proposition 6.8, Θ(µ, υ¯, λ) 6= ∅. Choose γ ∈ Θ(µ, υ¯, λ). We claim
(a) ±γ /∈ Dυ ⊆ Ξ1(µ, υ).
Indeed, if −γ ∈ Dυ, one computes that
〈−γ, µ− υ〉 = 〈−γ, µ− υ¯〉+ 〈−γ, υ¯ − υ〉
= 〈−γ, µ− υ¯〉+ 〈−γ,
∑
β∈Dυ
β∨〉
= 〈−γ, µ− υ¯〉+ 2 6 −2 + 2 = 0,
contradicting the inclusion γ ∈ Ξ1(µ, υ). If γ ∈ Dυ, one computes
similarly that 〈γ, µ−υ〉 > 2+2 = 4, which also contradicts the inclusion
γ ∈ Ξ1(µ, υ). So (a) is proved.
Thanks to (a) and that Φ is simply laced, we have
Dυ,γ := {β ∈ Dυ; 〈γ, β
∨〉 6 −1} = {β ∈ Dυ; 〈γ, β
∨〉 = −1}.
Moreover, by the orthogonality of Dυ, we have α := γ+
∑
β∈Dυ,γ
β ∈ Φ.
Note that 〈β, α∨〉 > 0 for β ∈ Dυ−Dυ,γ and 〈β
′, α∨〉 = 1 for β ′ ∈ Dυ,γ .
We claim that
(b) υ + α∨, µ− α∨  λ.
We number the roots in Dυ −Dυ,γ as β1, β2, . . . , βr for some r ∈ N.
We set υi = υ + α
∨ +
∑i
k=1 β
∨
k . Note that υr = υ¯ + γ
∨  λ since
γ ∈ Θ(µ, υ¯, λ). To show υ + α∨  λ, it suffices to show υi−1  υi for
i ∈ [1, r], which follows from the observation: 〈βi, υi〉 = 〈βi, υ + α
∨ +
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β∨i 〉 > −1+0+2 = 1. Now we show µ−α
∨  λ. Similarly, we number
the roots in Dυ,γ as β
′
1, β
′
2, . . . , β
′
r′ and set µi = µ − γ
∨ −
∑i
k=1 β
′
k
∨.
Note that µr′ = µ − α
∨ and µ0 = µ − γ
∨  λ. Now it suffices to
show µi−1  µi for i ∈ [1, r
′], which follows from the observation:
〈β ′i, µi−1〉 = 〈β
′
i, µ− γ
∨〉 = 2. The claim (b) is proved.
Now one computes that
〈α, µ− υ〉 = 〈α, µ− υ¯〉+ 〈α, υ¯ − υ〉(c)
= 〈γ, µ− υ¯〉+ ♯Dυ,γ +
∑
β∈Dυ−Dυ,γ
〈α, β∨〉,
where the second equality follow from the fact that 〈β, µ〉 = 〈β, υ¯〉 =
〈β ′, α∨〉 = 1 for any β ∈ Dυ and any β
′ ∈ Dυ,γ. So 〈α, µ − υ〉 >
〈γ, µ − υ¯〉 > 2 and α ∈ Θ(µ, υ, λ) = Ξ1(µ, υ). Thus 〈α, υ〉 = −1
and 〈α, µ − υ〉 = 2. By (c), we deduce that 〈β, γ∨〉 = 0 for any
β ∈ Dυ. Therefore, α = γ and 〈γ, µ〉 = −〈γ, υ〉 = −〈γ, υ¯〉 = 1, which
contradicts that µ, υ¯ ∈ Y +. Therefore, we must have µ = υ¯. Now the
“Moreover” part follows from Lemma 6.9 by noticing that υ is weakly
dominant and that {α ∈ Φ+; 〈α, υ〉 6 −1} = Ξ1(µ, υ). 
7. Proof of Proposition 5.1
The aim of this section is to prove Proposition 5.1. Through out this
section, we assume G is adjoint and simple; the root system Φ of G has
h connected components, on which σ acts transitively.
Lemma 7.1. Let x, x′ ∈ I¯λ,J,b. Then there exist some WJ -conjugates
µ, µ′ ∈ Y of µx and µx′ respectively such that µ− µ
′ ∈ (1− σ)ZΦ∨.
Proof. The proof is the same as that of [2, Proposition 4.3.1], noticing
that we only use the property that µx, µx′ are J-minuscule. 
Let α ∈ Φ, we denote by Oα the σ-orbit of α.
Lemma 7.2. [2, Lemma 4.2.1 & Example 4.2.2] We have the following
properties:
(i) Let α ∈ Φ and β 6= γ ∈ Oα, then 〈β, γ
∨〉 6 0. Moreover, the
equality holds unless each connected component of Φ is of type Am with
m ∈ N even.
(ii) Assume α, β are in the same connected component of Φ and
〈σh(α), α∨〉 = 〈σh(β), β∨〉 = −1. Then 〈α, β∨〉 6= 0.
Lemma 7.3. (cf. [2, Proposition 4.3.2]) Let µ 6= υ ∈ Y and λ ∈ Y +
such that µ− υ ∈ (1− σ)Y and µ, υ  λ. Then there exist α ∈ Φ and
r ∈ [1, h− 1] if ♯Oα = h (resp. r ∈ [1, h] if ♯Oα = 2h and r ∈ [1, 2h− 1]
if ♯Oα = 3h) such that
(a) σr(α) 6= α;
(b) either µ, µ−α∨, µ+σr(α∨), µ−α∨+σr(α∨)  λ or υ, υ+α∨, υ−
σr(α∨), υ + α∨ − σr(α∨)  λ;
(c) µ− υ − α∨ + σr(α∨) ≺ µ− υ.
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Proof. By Proposition 6.8, Θ(µ, υ, λ) 6= ∅. Let γ ∈ Θ(µ, υ, λ). since
µ− υ ∈ (1− σ)Y , we have
∑♯Oγ
k=1〈σ
k(γ), µ− υ〉 = 0. Define
Eγ,µ,υ = {k ∈ [1, ♯Oγ]; 〈σ
k(γ), µ− υ〉 6 −1}.
Since 〈γ, µ− υ〉 > 2, we have Eγ,µ,υ 6= ∅.
Case(1): there exists γ ∈ Θ(µ, υ, λ), j ∈ Eγ,µ,υ such that 〈σ
j(γ), γ∨〉 =
0. Then σj(γ) 6= ±γ. If 〈σj(γ), υ〉 > 1, then 〈σj(γ), υ〉 = 〈σj(γ), υ +
γ∨〉 > 1, which implies υ − σj(γ∨)  υ  λ and υ + γ∨ − σj(γ∨) 
υ + γ∨  λ. Otherwise, we have 〈σj(γ), µ〉 6 −1. Then 〈σj(γ), µ〉 =
〈σj(γ), µ − γ∨〉 6 −1 and we have µ + σj(γ∨)  µ  λ and µ − γ∨ +
σj(γ∨)  µ−γ∨  λ similarly. Moreover, note that 〈σj(γ), µ−υ−γ∨〉 =
〈σj(γ), µ− υ〉 6 −1 and 〈γ, µ− υ〉 > 2. One deduces that
µ− υ − γ∨ + σj(γ∨)  µ− υ − γ∨ ≺ µ− υ.
If ♯Oα = h, then Eγ,µ,υ ⊆ [1, h − 1], and we take α = γ and r = j ∈
[1, h − 1]. If ♯Oγ = 2h (resp. ♯Oγ = 3h). We set α = γ and r = j
if j 6 h (resp. j 6 2h − 1) and set α = −σj(γ) and r = ♯Oγ − j
otherwise. Now one checks that the lemma follows in this case.
Case(2): Case(1) fails. By Lemma 7.2 (i), each connected component
of Φ is of type Am with m even. Moreover, we have Eγ,µ,υ = {h},
♯Oγ = 2h and 〈γ, σ
h(γ)〉 = −1 for any γ ∈ Θ(µ, υ, λ). We take r = h
and choose α from Θ(µ, υ, λ). The precise choice of α depends on the
following subcases. However, (a) always holds since 〈σh(γ), µ − υ〉 6
−〈γ, µ− υ〉 6 −2 for any γ ∈ Θ(µ, υ, λ).
Case(2.1): there exists some γ ∈ Θ(µ, υ, λ) − Ξ1(µ, υ). Note that
〈σh(γ), µ − υ〉 6 −2 since Eγ,µ,υ = {h}. So one of the following two
cases occurs:
(2.1.1): 〈σh(γ), µ〉 6 −2 or 〈σh(γ), υ〉 > 2;
(2.1.2): 〈σh(γ), µ〉 = −〈σh(γ), υ〉 = −1, that is, −σh(γ) ∈ Ξ1(µ, υ).
In (2.1.1), we take α = γ. Without loss of generality, we may assume
〈σh(α), υ〉 > 2. Then 〈σh(α), υ〉, 〈σh(α), υ + α∨〉 > 1 and hence υ −
σh(α∨), υ + α∨ − σh(α∨), υ + α∨  λ. Therefore, (b) holds.
In (2.1.2), we take α = −σh(γ) ∈ Ξ1(µ, υ) ⊆ Θ(µ, υ, λ). Then either
〈σh(α), µ〉 6 −2 or 〈σh(α), υ〉 > 2 since 〈σh(α), µ − υ〉 6 −2 and
−σh(α) = γ /∈ Ξ1(µ, υ). Therefore, (b) follows similarly as in (2.1.1).
Case (2.2): Θ(µ, υ, λ) = Ξ1(µ, υ).
(2.2.1): 〈σi(γ), µ − υ〉 > 1 for some γ ∈ Θ(µ, υ, λ) and some i ∈
[1, 2h − 1] − {h}. Then 〈σh(γ), µ − υ〉 6 −3, which implies either
〈σh(γ), µ〉 6 −2 or 〈σh(γ), υ〉 > 2. Then (b) follows similarly as in
(2.1.1) if we take α = γ.
(2.2.2): 〈σk(γ), µ − υ〉 = 0 for any γ ∈ Θ(µ, υ, λ) and any k ∈
[1, 2h−1]−{h}. We show this case dose not occur. By Corollary 6.10,
there exists an orthogonal subset ∆µ,υ ⊆ Ξ1(µ, υ) such that µ − υ =∑
β∈∆µ,υ
β∨. Since 0 6= µ − υ ∈ (1 − σ)Y , we have ♯∆µ,υ > 2. Choose
γ1 6= γ2 ∈ ∆µ,υ. If γ1, γ2 are in the same connected component of
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Φ, it contradicts Lemma 7.2 (ii) in view of the assumption of Case
(2). So each connected component of Φ contains at most one element
of ∆µ,υ. Now let k0 ∈ [1, 2h − 1] − {h} such that σ
k0(γ1), γ2 are in
the same connected component of Φ. By the assumption of (2.2.2),
〈σk0(γ1), γ
∨
2 〉 = 〈σ
k0(γ1), µ − υ〉 = 0, which again contradicts Lemma
7.2 (ii).
Finally, it remains to show (c) for Case (2). Since α ∈ Θ(µ, υ, λ)
and Eα,µ,υ = {r} (with r = h), we have 〈σ
r(α), µ− υ〉 6 −2 and hence
〈σr(α), µ− υ − α∨〉 6 −1 by (a). Therefore,
µ− υ − α∨ + σr(α∨)  µ− υ − α∨ ≺ µ− υ
and the proof is finished. 
Corollary 7.4. Let µ, υ ∈ Y and λ ∈ Y + such that µ− υ ∈ (1 − σ)Y
and µ, υ  λ. Then there exist µj ∈ Y , αj ∈ Φ, and rj ∈ [1, h − 1]
if ♯Oαj = h (resp. rj ∈ [1, h] if ♯Oαj = 2h and rj ∈ [1, 2h − 1] if
♯Oαj = 3h) such that µ0 = µ, µm = υ, µj+1 − µj = α
∨
j − σ
rj(α∨j ) and
µj, µj + α
∨
j , µj − σ
rj(α∨j ), µj + α
∨
j − σ
rj(α∨j )  λ
for j ∈ [0, m− 1].
Proof. We argue by induction on µ − υ. If µ − υ = 0, then µ = υ
and there is nothing to prove. We assume the lemma holds for any
pair (µ′, υ′) such that µ′, υ′  λ and µ′ − υ′ ≺ µ − υ. We show it also
holds for the pair (µ, υ). Applying Lemma 7.3, there exists α ∈ Φ and
r ∈ [1, h− 1] if ♯Oα = h (resp. r ∈ [1, h] if ♯Oα = 2h and r ∈ [1, 2h− 1]
if ♯Oα = 3h) such that µ − υ + α
∨ − σr(α∨) ≺ µ − υ and one of the
following two statements holds:
(a) µ, µ+ α∨, µ− σr(α∨), µ+ α∨ − σr(α∨)  λ
(b) υ, υ − α∨, υ + σr(α∨), υ − α∨ + σr(α∨)  λ.
We set η = µ+α∨−σr(α∨) (resp. η = υ−α∨+σr(α∨)) if (a) (resp.
(b)) occurs. Then η  λ and η− υ ≺ µ− υ (resp. µ− η ≺ µ− υ). The
lemma then follows by induction hypothesis on the pair (η, υ) (resp.
(µ, η)). 
Inspired by [2, Definition 4.4.8], we introduce the following notations,
which play a crucial role throughout the paper.
Let x, x′ ∈ π(MJ). We write x
(α,r)
→ x′ for some α ∈ Φ−ΦJ and some
r ∈ N if x′ − x = α∨ − σr(α∨) and µx, µx+α∨, µx−σr(α∨), µx′  λ. We
write x
(α,r)
֌ x′ if x
(α,r)
→ x′ and neither
x
(α,i)
→ x+ α∨ − σi(α∨)
(σi(α),r−i)
→ x′
nor
x
(σi(α),r−i)
→ x+ σi(α∨)− σr(α∨)
(α,i)
→ x′
for any i ∈ [1, r − 1].
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Lemma 7.5. Let x, x′ ∈ I¯λ,J,b such that x
(α,r)
→ x′ for some α ∈ Φ−ΦJ
and some r ∈ N. Then there exist xj ∈ I¯λ,J,b, αj ∈ Oα and rj ∈ [1, r]
such that x0 = x, xm = x
′ and xj
(αj ,rj)
֌ xj+1 for j ∈ [0, m − 1].
Moreover, we have
∑r−1
i=0 σ
i(α∨) =
∑m−1
j=0
∑rj−1
k=0 σ
k(α∨j ).
Proof. It follows directly by induction on r. 
Lemma 7.6. (cf. [2, Lemma 4.4.1]) Let J ⊆ S0. Then the following
two statements holds.
(a) For β ∈ Φ − ΦJ , there exists a unique βJ ∈ Φ − ΦJ such that
β∨J − β
∨ ∈ ZΦ∨J and β
∨
J is J-anti-dominant and J-minuscule.
(b) Let λ ∈ Y + and µ ∈ Y be a J-dominant and J-minuscule
coweight. If µ+ β∨  λ, then µ+ β∨J  λ.
Proof. Denote by β ′J the unique J-anti-dominant conjugate of β under
WJ . Then µ + β
′
J
∨  µ + β∨  λ since µ is J-dominant. If β ′J
∨ is
J-minuscule, we set βJ = β
′
J and the proof is finished. Otherwise,
〈γ, β ′J
∨〉 6 −2 for some γ ∈ Φ+J . Since β /∈ ΦJ , β 6= −γ and hence γ is
a long root in Φ. Let α = sβ′
J
(γ). Note that 〈γ, µ+β ′J
∨〉 6 1−2 = −1.
We have µ + α∨ = µ + β ′J
∨ + γ∨  λ. Set βJ = α
′
J . Then β
∨
J is
J-minuscule since α is a long root of Φ. Moreover, we have, we have
µ+ β∨J  λ (since µ+ α
∨  λ) and β∨J − β
∨ ∈ ZΦ∨J , as desired. 
Lemma 7.7. (cf. [2, Proposition 4.4.10]) Let x 6= x′ ∈ I¯λ,J,b. Then
there exist xj ∈ I¯λ,J,b, αj ∈ Φ − ΦJ and rj ∈ N for j ∈ [0, m− 1] such
that
(1) α∨j is J-anti-dominant and J-minuscule;
(2) rj ∈ [1, h] if ♯Oαj ∈ {h, 2h} and rj ∈ [1, 2h− 1] if ♯Oαj = 3h;
(3) x0 = x, xm = x
′ and xj
(αj ,rj)
→ xj+1.
Proof. By Lemma 7.1, there exist some WJ -conjugates µ, υ ∈ Y of
µx, µx′ respectively such that µ− υ ∈ (1− σ)ZΦ∨. Note that µ, υ  λ.
By Corollary 7.4, there exist µj ∈ Y , βj ∈ Φ and tj ∈ [1, h − 1]
if ♯Oβj = h (resp. tj ∈ [1, h] if ♯Oβj = 2h, and tj ∈ [1, 2h − 1] if
♯Oβj = 3h) such that µ0 = µ, µm′ = υ, µj+1 − µj = β
∨
j − σ
tj (β∨j ) and
µj, µj + β
∨
j , µj − σ
tj (β∨j )  λ for j ∈ [0, m
′ − 1].
Set x0 = µ0 ∈ π1(MJ). Assuming xk and αk−1 are already con-
structed for k ∈ [0, j], we now construct xj+1 ∈ π1(MJ) and αj ∈ Φ−ΦJ
such that xj
(αj ,tj)
→ xj+1. If xj = µm′ ∈ π1(MJ ), the construction is fin-
ished. Otherwise, let ij = max{i ∈ [1, m
′];µi = xj ∈ π1(MJ)} and set
xj+1 = µij+1 and αj = (βij )J , where (βij )J is defined (for βij ) as in
Lemma 7.6. In this way, we obtain
x = x0
(α0,t0)
→ x1
(α1,t1)
→ · · ·
(αm−1,tm−1)
→ xm = x
′
such that x0, x1, . . . , xm are distinct elements of π1(MJ). In particular,
αj ∈ Φ− ΦJ for i ∈ [0, m]. By Lemma 7.6 (a), σ
i(αj) = αj if σ
i(βj) =
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βj . Thus either ♯Oαj = ♯Oβj or ♯Oαj = h < ♯Oβj . Define rj = tj if
tj 6 h or ♯Oαj = ♯Oβj and define rj = tj − h otherwise. One checks
that (2) and (3) are satisfied. 
Proposition 7.8. (cf. [2, Proposition 4.5.4]) Let x, x′ ∈ I¯λ,J,b, α ∈
Φ− ΦJ and r ∈ N such that
(1) α∨ is J-anti-dominant and J-minuscule;
(2) r ∈ [1, h] if ♯Oα ∈ {h, 2h} and r ∈ [1, 2h− 1] if ♯Oα = 3h;
(3) x
(α,r)
→ x′.
Then for any P ∈ XMJµx (b), there exists P
′ ∈ XMJµx′ (b) satisfying
P ∼λ,b P
′ and ηJ(P )− ηJ(P
′) =
∑r−1
i=0 σ
i(α∨) ∈ π1(MJ).
Proof of Proposition 5.1. It follows by combining Lemma 7.7 with Propo-
sition 7.8. 
The rest of this section is devoted to the proof of Proposition 7.8.
Lemma 7.9. [2, Lemma 4.4.7] Let x ∈ π1(MJ) and β ∈ Φ − ΦJ such
that β∨ is J-anti-dominant.
(a) 〈w(β), µx〉 6 〈wx(β), µx〉 for any w ∈ WJ ;
(b) wx(β) is the unique minimal element in {w(β);w ∈ WJ , 〈w(β), µx〉 =
〈wx(β), µx〉};
(c) If wx(β) = β, then µx is central on the connected components of
ΦJ on which β
∨ is not central;
(d) in particular, (c) happens if 〈β, µx〉 = 〈wx(β), µx〉.
Here wx ∈ WJ satisfies t
µxwx ∈ ΩJ , see §2.4.
Lemma 7.10. [2, Lemma 4.4.5] Let x ∈ π1(MJ) and δ, δ
′ ∈ Y which
are J-anti-dominant and J-minuscule. Then µx + δ, µx − wx(δ
′) and
µx + δ − wx(δ
′) are J-minuscule. In particular, they are conjugate to
µx+δ,µx−δ′ and µx−δ+δ′ under WJ respectively.
Lemma 7.11. [2, Lemma 4.5.1] Let x ∈ π1(MJ) and β, γ ∈ Φ such
that µx+β∨, µx−γ∨  λ. If α ∈ Φ− ΦJ satisfies
(i) µx+β∨−α∨ , µx+α∨−γ∨  λ;
(ii) neither β nor γ lies in the connected component of Φ containing
α.
Then 〈w(α), µx〉 = 0 for any w ∈ WJ . In particular, wx(α) = α and
〈α, µx〉 = 0.
Corollary 7.12. (cf. [2, Remark 4.5.2]) Let x, x′ ∈ I¯λ,J,b such that
x
(α,r)
֌ x′ for some α ∈ Φ−ΦJ and some r ∈ N. Then wx(σi(α)) = σi(α)
and 〈σi(α), µx〉 = 0 if i ∈ [1, r − 1] and i, i− r /∈ Zh.
Lemma 7.13. Let β ∈ Φ, µ ∈ Y and x ∈ k[[t]]×. Then Uβ(xt
−1)tµ
lies in KtµK if 〈β, µ〉 6 −1 and lies in Ktβ
∨+µK otherwise. Similarly,
tµUβ(xt
−1) lies in KtµK if 〈β, µ〉 > 1 and lies in Ktµ−β
∨
K otherwise.
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Proof. We only need to prove the first statement. If 〈β, µ〉 6 −1, then
Uβ(xt
−1)tµ = tµUβ(xt
−〈β,µ〉−1) ∈ KtK. Otherwise, we have
Uβ(xt
−1)tµ ∈ U−β(x
−1t)sββ
∨(x−1)tβ
∨
U−β(x
−1t)tµK ⊆ Ktµ+β
∨
K
as desired. 
Lemma 7.14. Let µ ∈ Y , λ ∈ Y + and α, β ∈ Φ such that the root
system Φ ∩ (Zα + Zβ) is of type A2 or A1 × A1 or A1, and
µ, µ+ α∨, µ− β∨, µ+ α∨ − β∨  λ.
Then Uα(yt
−1)tµUβ(zt
−1) ∈ ∪λ′λKt
λ′K, where y, z ∈ k[[t]].
Proof. Without loss of generality, we may assume Φ ∩ (Zα + Zβ) is of
type A2. In particular, α 6= ±β.
First, we suppose either 〈α, µ〉 6 −2 or 〈α, µ〉 = −1 and 〈α, β∨〉 > 0.
Note that Φ ∩ (Zα + Zβ) is of type A2. One computes that
Uα(yt
−1)tµUβ(zt
−1)
= tµUα(yt
−1−〈α,µ〉)Uβ(zt
−1)
=
{
tµUβ(zt
−1)Uα(yt
−1−〈α,µ〉), if 〈α, β∨〉 > 0;
tµUβ(zt
−1)Uα(yt
−1−〈α,µ〉)Uα+β(cα,βyzt
−2−〈α,µ〉), otherwise.
⊆ KtµK ∪Ktµ−β
∨
K,
Here cα,β ∈ k[[t]] is some constant and the inclusion follows from
Lemma 7.13.
Now we suppose otherwise, that is, either 〈α, µ〉 > 0 or 〈α, µ〉 = −1
and 〈α, β∨〉 = −1. One checks that
Uα(yt
−1)tµUβ(zt
−1)
= U−α(y
−1t)sαα
∨(y−1)tµ+α
∨
U−α(y
−1t1+〈α,µ〉)Uβ(zt
−1)
∈
{
Ktµ+α
∨
Uβ(zt
−1)U−α(y
−1t1+〈α,µ〉), if 〈α, β∨〉 6 0;
Ktµ+α
∨
Uβ(zt
−1)U−α(y
−1t1+〈α,µ〉)Uβ−α(c−α,βy
−1zt〈α,µ〉), otherwise.
⊆ Ktµ+α
∨
K ∪Ktµ+α
∨−β∨K,
where c−α,β ∈ k[[t]] is some constant and the last inclusion follows from
Lemma 7.13. The proof is finished. 
Lemma 7.15. Let x, x′ ∈ I¯λ,J,b, α ∈ Φ and r ∈ N such that x′ −
x = α∨ − σr(α∨) ∈ π1(MJ). Then the following two statements are
equivalent:
(a) For any P ∈ XMJµx (b), there exists P
′ ∈ XMJµx′ (b) satisfying P ∼λ,b
P ′ and ηJ(P )− ηJ(P
′) =
∑r−1
i=0 σ
i(α∨) ∈ π1(MJ).
(b) There exist P ∈ XMJµx (b) and P
′′ ∈ XMJµ′ (b) such that P ∼λ,b P
′′
and ηJ(P )− ηJ(P
′′) =
∑r−1
i=0 σ
i(α∨) for some µ′ ∈ Y .
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Proof. We only need to show (b)⇒ (a). Since JMJb (F ) acts transitively
on π0(X
MJ
µx
(b)), it suffices to show there exists P ′ ∈ XMJµx′ (b) such that
P ∼λ,b P
′ and ηJ(P )−ηJ(P
′) =
∑r−1
i=0 σ
i(α∨) ∈ π1(MJ ). In view of the
conditions of (b), we have µ′ = µx′ ∈ π1(MJ) and µ
′  λ. By Corollary
3.8 (i), there exists P ′ ∈ XMJµx′ (b) with P
′′ ∼J,µ′,b P
′. Then we have
P ∼λ,b P
′ and ηJ(P )− ηJ(P
′) =
∑r−1
i=0 σ
i(α∨) as desired. 
Now we are ready to prove Proposition 7.8.
Proof of Proposition 7.8. Thanks to Lemma 7.5, we can and do assume
x
(α,r)
֌ x′. Moreover, by Lemma 7.15, it suffices to show
(i) there exist P ∈ XMJµx (b) and P
′′ ∈ XMJµ′ (b) such that P ∼λ,b P
′′
and ηJ(P )− ηJ(P
′′) =
∑r−1
i=0 σ
i(α∨) for some µ′ ∈ Y .
Let gx ∈ MJ(L) such that g
−1
x bσ(gx) = b˙x = t
µxw˙x, where bx =
tµxwx ∈ ΩJ is define in §2.4. By Corollary 7.12, we have
(a) wx(σ
i(α)) = σi(α), 〈σi(α), µx〉 = 0 and hence 〈σ
i(α), β〉 = 0 (by
Lemma 7.9 (c)) if i ∈ [1, r − 1] and i, i− r /∈ Zh.
Case(1): r ∈ [1, h]. Define g : P1 = A1 ∪ {∞} → G(L)/K such that
g(z) = gx Uα(zt
−1) b˙xσUα(zt
−1) · · · (b˙xσ)
r−1
Uα(zt
−1)K.
One computes that
g(z)−1bσg(z)
= K(b˙xσ)
r−1
Uα(−zt
−1)) · · ·Uα(−zt
−1)g−1x bσgxUα(zt
−1) · · · (b˙xσ)
r−1
Uα(zt
−1)K
= K(b˙xσ)
r−1
Uα(−zt
−1) · · ·Uα(−zt
−1)b˙xσUα(zt
−1) · · · (b˙xσ)
r−1
Uα(zt
−1)K
= KUα(−zt
−1) bxσ
(b˙xσ)r−1Uα(zt
−1)K
= KUα(−zt
−1)tµxUwx(σr(α))(cσ
r(z)t−1)w˙xσK
∈ ∪λ′λKt
λ′Kσ ⊆ K\G(L)/K,
where c ∈ k[[t]]× is some constant; the third equality follows from that
α, σi(α) lie in different connected components of Φ for i ∈ [1, r−1]; the
fourth equality follows from (ii); the last inclusion follows from Lemma
7.10 and Lemma 7.14. Moreover, one computes that
P ′′ := g(∞) = lim
z→∞
gx
r−1∏
i=0
U−σi(α)(ciσ
i(z−1)t)t−σ
i(α∨)K
= gx t
−
∑r−1
i=0 σ
i(α∨)K ∈MJ (L)/(MJ(L) ∩K),
where ci ∈ k[[t]]
× is some constant. So P ′′ ∈ XMJµx′ (b), P = g(0) ∼λ,b
g(∞) = P ′′ and ηJ (P )− ηJ(P
′′) =
∑r−1
i=0 σ
i(α∨) as desired.
Case(2): r ∈ [h + 1, 2h − 1]. Then ♯Oα = 3h and each connected
component of Φ is of type D4. Since α
∨ is J-anti-dominant and J-
minuscule, we have either J = ∅ or ΠJ = Oβ , where β is the unique
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simple root in ΠJ such that σ
h(β) = β and β, α are in the same con-
nected component of Φ.
We claim that
(2-a) If 〈β, α∨〉 = −1 and 〈σr(β), µx〉 = 1, then 〈σ
r(β), µx′〉 = 0.
Indeed, if 〈σr(β), µx〉 = 1, then wx(σ
i(α)) = σi(α) + σr(β) for i ∈
r + Zh. Using the relation x′ = x+ α∨ − σr(α∨), we have
〈σr(β), µx′〉 = 〈σ
r(β), sβ(µx + α
∨ − wx(σ
r(α∨)))〉
= 〈σr(β), µx − σ
r(α∨)− σr(β∨)〉 = 0
and (2-a) is verified.
Note that x′
(−α,r)
֌ x is equivalent to x
(α,r)
֌ x′. Therefore, by Lemma
7.15, the proposition dose not change if we exchange the roles of x and
x′. Thus, we may and do assume
(2-b) 〈σr(β), µx〉 = 0 if 〈β, α
∨〉 = −1.
Then we show that
(2-c) 〈σr−h(α), µx〉 = 〈σ
h(α), µx〉 = 0.
Note that 〈β, α∨〉 ∈ {0,−1}. So by (2-b) if it applies, we always have
µx − σ
r(α) = µx − wx(σ
r(α))  λ.
Then 〈σr−h(α), ζ〉 = 〈σr−h(α), µx〉, where ζ ∈ A(x, α, r) := {µx, µx +
α∨, µx−wx(σ
r(α∨)), µx+α
∨−wx(σ
r(α∨))}. By Lemma 7.10, we know
that A(x, α, r)  λ. Thus one checks that
x
(α,r−h)
→ x+ α∨ − σr−h(α∨)
(σr−h(α),h)
→ x′ if 〈σr−h(α), µx〉 > 1;
x
(σr−h(α),h)
→ x+ σr−h(α∨)− σr(α∨)
(α,r−h)
→ x′ if 〈σr−h(α), µx〉 6 −1.
Hence 〈σr−h(α), µx〉 = 0 since x
(α,r)
֌ x′. The equality 〈σh(α), µx〉 = 0
follows similarly and (2-c) is proved.
Case(2.1): 〈β, α∨〉 = −1 and 〈β, µx〉 = 1. To show (i), we define
g : P1 → G(L)/K such that
g(z) = gx
(b˙xσ)r−1Uα(zt
−1) (b˙xσ)
r−2
Uα(zt
−1) · · ·Uα(zt
−1)K.
Let P ′′ = g(∞) ∈ MJ (L)/(K ∩MJ(L)). By computations on on page
45-47 of [2], we have ηJ(P ) − ηJ(P
′) =
∑r−1
i=0 σ
i(α∨) ∈ π1(MJ). In
view of (i), it remains to show g−1bσ(g) ⊆ ∪λ′λKt
λ′K ⊆ K\G(L)/K,
which holds, by (a), (2-b) and (2-c) (see page 45 of [2]), if
(2.1.1) Uα(yt
−1)tµx ∈ ∪λ′λKt
λ′K for y ∈ k[[t]];
(2.1.2) Uσr−h(α)(yt
−1)Uσr(α)+σr(β)(zt
〈σr(α),µx〉)Uσr−h(α)(−yt
−1) ∈ K for
y, z ∈ k[[t]].
Since µx, µx + α
∨  λ, (2.1.1) follows from Lemma 7.14. To verify
(2.1.2), it suffices to show 〈σr(α), µx〉 > 1. Indeed, assume 〈σ
r(α), µx〉 6
0. Then 〈σr(α + β), µx − σ
r(α∨) − σr(β∨) − σr−h(α∨)〉 6 −1, which
implies
µx−σ
r−h(α∨)  µx−σ
r(α∨)−σr(β∨)−σr−h(α∨) = sσr−h(β+α)(µx−σ
r(α∨))  λ,
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where the second equality follows from 〈σr(β)+σr−h(α), µx−σ
r(α∨)〉 =
1. Thus
µx + α
∨ − σr−h(α∨), µx + α
∨ − σr(α∨)− σr(β∨)− σr−h(α∨)  λ
since α, σr(α) are not in the same connected component of Φ. Then
x
(α,r−h)
→ x+ α∨ − σr−h(α∨)
(σr−h(α),h)
→ x′,
contradicting the assumption x
(α,r)
֌ x′. So we have 〈σr(α), µx〉 > 1 as
desired.
Case(2.2): either 〈β, α∨〉 or 〈β, µx〉 = 0. By (2-b) if it applies, wx
fixes σr−h(α) and σh(α). Combining (a) and (2-c), we have 〈σj(α), µx〉 =
0 and wx(σ
j(α)) = σj(α) for j ∈ [1, r−1]. Noticing that 〈σi−h(α), σi(α∨)〉 =
0 for i ∈ Z, the proposition follows similarly as in Case(1). 
8. Proof of Proposition 5.3
The main aim of this section is to prove Proposition 5.3. Through
out this section, we assume G is adjoint and simple; the root system Φ
of G has h connected components, on which σ acts transitively.
For µ, λ ∈ Y , we define Υ+(µ, λ) = {α ∈ Φ+;µ+ α∨  λ}.
Lemma 8.1. (cf. [2, Proposition 4.1.9]) Let J ⊆ S0 with σ(J) = J ,
b ∈ G(L) and λ ∈ Y + such that (J, b) is admissible and (λ, b) is HN-
irreducible. For x ∈ I¯λ,J,b, we define
Cλ,J,b,x = {β ∈ Υ
+(µx, λ); β
∨ is J-minuscule and J-anti-dominant}.
Then the coroot lattice ZΦ∨ is spanned by Φ∨J and ∪β∈Cλ,J,b,xO
∨
β .
If, moreover, Φ is a union root systems of type G2 and J = Πshort,G2 .
Then ZΦ∨ is still generated by Π∨J and ∪α∈Cλ,J,b,x∩Πlong,G2O
∨
α. Here
Πshort,G2 (resp. Πlong,G2) denotes the single σ-orbit of simple short (resp.
long) roots in Π0.
Proof. By Lemma 2.2 and that (λ, b) is HN-irreducible, we have
λ⋄ − νbx = λ
⋄ − νG[b] =
∑
α∈Π0
cαα
∨,
where bx ∈ ΩJ is defined in §2.4 and each cα ∈ Q is strictly positive.
Therefore,
(a) for each α ∈ Π0−ΠJ , there exists θ ∈ Oα such that µx+ θ
∨ 6 λ.
We claim that
(b) ZΦ∨ is generated by Φ∨J and ∪α∈Υ+(µx,λ)O
∨
α.
Assume (b). For α ∈ Υ+(µx, λ)−ΦJ , let αJ be defined as in Lemma
7.6. Then αJ ∈ Cλ,J,b,x and α
∨ − α∨J ∈ ZΦ
∨
J . Therefore, ZΦ
∨ is also
spanned by ZΦ∨J and O
∨
αJ
⊆ ∪β∈Cλ,J,b,xO
∨
β for α ∈ Υ
+(µx, λ), as desired.
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It remains to show (b). Let A be the lattice spanned by Φ∨J and
and ∪α∈Υ+(µx,λ)O
∨
α. Let J0 ⊆ S0 be the maximal subset such that
Φ∨J ⊆ A. Note that J ⊆ J0 and σ(J0) = J0. We have to show that
J0 = S0. Assume otherwise, we choose w ∈ WJ0 such that µ = w(µx)
is J0-dominant.
Case(1): µ /∈ Y +. Then there exists β ∈ Π−ΠJ0 such that 〈β, µ〉 6
−1, which implies w−1(β) ∈ Υ+(µx, λ). Since w ∈ WJ0 and Φ
∨
J0
⊆ A,
we deduce that β∨ ∈ A, contradicting the maximality of J0.
Case(2): µ ∈ Y +. Choose α ∈ Π − ΠJ0. Since µ − µx ∈ ZΦ
∨
J0
and
µ 6 λ, there exists, by (a), θ ∈ Oα such that µ+ θ
∨ 6 λ.
Subcase(2.1): µ + θ∨  λ. Then we have w−1(θ) ∈ Υ+(µx, λ) and
θ∨ ∈ A as in Case(1), a contradiction.
Subcase(2.2): µ+ θ∨  λ. Notice that θ ∈ Φ+. Thus Lemma 6.4 (b)
applies, that is, there exists γ ∈ Φ+ such that µ+γ∨ 6 µ+θ∨+γ∨ 6 λ
and γ∨, sθ(γ
∨) = θ∨ + γ∨ are short positive coroots. By Lemma 6.5,
µ + γ∨, µ + θ∨ + γ∨  λ and hence w−1(γ), w−1(sθ(γ)) ∈ Υ
+(µx, λ).
Therefore, we deduce that θ∨ ∈ A, a contradiction. So (b) is proved.
Now we turn to the “moreover” part. Since ZΦ∨ is spanned by
Π∨short,G2 and Π
∨
long,G2
, it suffices to show
(c) Cλ,J,b,x ∩ Πlong,G2 6= ∅.
If µx /∈ Y
+, (c) follows similarly as in Case(1) above. Assume µx ∈
Y +. By (a), there exists θ ∈ Πlong,G2 such that µx + θ
∨ 6 λ. Hence
µx + θ
∨  λ by Lemma 6.5. So (c) still holds. 
Corollary 8.2. Keep the assumptions of Lemma 8.1. We modify the
definition of Cλ,J,b,x slightly by resetting
Cλ,J,b,x = {α ∈ Πlong,G2;α is J-antidominant and µx + α
∨}
if Φ is a union of root systems of type G2 and ΠJ = Πshort,G2. Then
ZΦ∨ is still generated by Π∨J and ∪α∈Cλ,J,b,xO
∨
α.
This modified definition will be used to prove Proposition 8.3 below.
Proposition 8.3. (cf. [2, Proposition 4.1.10]) Let J ⊆ S0 with σ(J) =
J , b ∈ G(L) and λ ∈ Y + such that (J, b) is admissible. For x ∈ I¯λ,J,b
we have Cλ,J,b,x ⊆ Aλ,J,b, where Aλ,J,b is defined in §5.1.
The proof will be given in Section 9.
Now we are ready to prove Proposition 5.3. The statement (b) and
its usage in the proof below are suggested by Miaofen Chen, which play
a fundamental role in our arguments.
Proof of Proposition 5.3. By [2, Corollary 2.5.12], the kernel of the nat-
ural map π1(MJ)
σ → π1(G)
σ is spanned by yα =
∑
β∈Oα
β∨ ∈ π1(MJ)
σ
for α ∈ Φ. Let J0 = {sα ∈ S0;α ∈ Π0, yα ∈ Lλ,J,b}, where Lλ,J,b is
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the lattice spanned by yα for α ∈ Aλ,J,b. It suffices to show J0 = S0.
Note that σ(J0) = J0 and J ⊆ J0. By assumption of the proposition,
there exists µ ∈ I¯λ,J,b, which is J-dominant, J-minuscule and weakly
dominant.
Since σ acts transitively on the h connected components of Φ, {♯Oγ ; γ ∈
Π0} = {nΦ, mΦ} for some nΦ 6 mΦ ∈ N with mΦ/nΦ ∈ {1, 2, 3}. Let
α ∈ Φ0. Then ♯Oα = h if ♯Oα < mΦα. First we claim
(a) if ♯Oα = mΦ, then α ∈ ΠJ0.
By Corollary 8.2, α∨ lies in the lattice generated by ZΦ∨J and ∪α∈Cλ,J,b,µO
∨
α.
Moreover, since ♯Oα = mΦ, we have yα =
∑r
i=1 yγi ∈ π1(MJ)
σ with
each γi ∈ ±Cλ,J,b,µ. Hence yα ∈ Lλ,J,b by Proposition 8.3. Therefore,
α ∈ ΠJ0 and (a) is proved.
If J0 = S0, there is nothing to prove. Assume J0 6= S0. We show
this assumption will lead to some contradiction, and this complete our
proof. By (a), σ is of order 2h or 3h and each simple root of Π − ΠJ0
is fixed by σh. In particular, Φ is simply laced. We claim that
(b) there exist α ∈ Π0 − ΠJ0 , ϑ ∈ Φ
+ with σh(ϑ) = ϑ such that
ϑ∨ − α∨ ∈ ZΦ∨J0 and either
(b1) ϑ ∈ Cλ,J,b := ∪x∈I¯λ,J,bCλ,J,b,x; or
(b2) x
(β,h)
→ x + β∨ − σh(β∨) and x
(β+ϑ,h)
→ x + β∨ − σh(β∨) for some
β ∈ ΦJ0 and x ∈ I¯λ,J,b.
Assuming (b), we now can finish the proof of the proposition. If
(b1) occurs, we have, by Proposition 8.3, yϑ ∈ Lλ,J,b. Since ϑ
∨ − α∨ ∈
ZΦ∨J0 and ♯Oα = ♯Oϑ = h, we have yα − yϑ ∈ (ZΦ
∨
J0
)σ ⊆ Lλ,J,b,
which means yα ∈ Lλ,J,b and hence α ∈ ΠJ0 , a contradiction. If
(b2) occurs, by Proposition 7.8, there exist Q ∈ XMJµx (b) and P1, P2 ∈
XMJµ
x+β∨−σh(β∨)
(b) such that Q ∼λ,b P1 (resp. Q ∼λ,b P2) and ηJ(Q) −
ηJ(P1) =
∑h−1
i=0 σ
i(β∨) (resp. ηJ(Q) − ηJ(P2) =
∑h−1
i=0 σ
i(ϑ∨ + β∨)).
Therefore, P1 ∼λ,b P2 and ηJ(P1)− ηJ(P2) = yϑ, that is, ϑ ∈ Aλ,J,b and
hence yϑ ∈ Lλ,J,b, which again is a contradiction by the same argument
in the case (b1).
It remains to prove (b).
Case (1): σ is of order 3h. Then each connected component of Φ is
of type D4. We can write S0 = F ⊔ H , where F and H are the two
distinct σ-orbits on S0. Assume σ
h acts trivially on H . Then F = J0
by (a) and the assumption J0 6= S0. Note that (λ, b) is NH-irreducible.
So there exists α ∈ H = Π0 − ΠJ0 such that
(1-a) µ+ α∨ 6 λ.
We remark that
(1-b) Let µ′ ∈ Y such that µ′  λ and µ′ + α∨ 6 λ. Assume
〈α, µ′〉 6 −1 or µ′ is J0-dominant, then µ
′ + α∨  λ.
Indeed, Since µ′  λ, We can assume Φ has only one connected
component. If 〈α, µ′〉 6 −1, the statement is obvious. Now we assume
µ is J0-dominant and 〈α, µ
′〉 > 0, that is, µ′ is dominant (since Φ is
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of type D4). Then the statement follows from Lemma 6.5. So (1-b) is
proved.
Case (1.1): J = F = J0. Then µ is J0-dominant and (b1) follows
from (1-b) by taking ϑ = α.
Case (1.2): J = ∅. Choose β ∈ ΠJ0 such that 〈β, α
∨〉 = −1. We
claim that
(1.2-a) there exists µ0 ∈ I¯λ,J,b such that µ0+α
∨ 6 λ and 〈β+σh(β)+
σ2h(β), µ0〉 > 0.
Let E = {µ′ ∈ I¯λ,J,b;µ
′ is weakly dominant and µ′ + α∨ 6 λ}. Then
µ ∈ E 6= ∅. Let c0 = max{〈β + σ
h(β) + σ2h(β), µ′〉;µ′ ∈ E}. We
have to show c0 > 0. Assume otherwise. Let µ0 ∈ E such that 〈β +
σh(β) + σ2h(β), µ0〉 = c0 6 −1. By Lemma 2.2, νtµ0 =
1
3h
∑3h−1
i=0 σ
i(µ0)
is dominant. In particular,
∑
γ∈Oβ
〈γ, µ0〉 > 0. So there exist γ
′ ∈
{β, σh(β), σ2h(β)} and γ′′ ∈ Oβ−{β, σ
h(β), σ2h(β)} such that 〈γ′, µ0〉 6
−1 and 〈γ′′, µ0〉 > 1. Let µ
′
0 = µ0 + γ
′∨ − γ′′∨ ∈ I¯λ,J,b. Then µ
′
0  λ
is weakly dominant by Lemma 6.6. Moreover, µ′0 + α
∨ 6 λ since
µ0 + α
∨, µ′0 6 λ and α is a simple root. Thus, µ
′
0 ∈ E. However,
〈β+σh(β)+σ2h(β), µ′0〉 = c0+2, a contradiction. So (1.2-a) is proved.
Thanks to (1-b), we can assume, by (1.2-a) and the symmetry among
β, σh(β) and σ2h(β), that 〈µ0, α〉 > 0, 〈β, µ0〉 = −1 and one of the
following cases occurs:
(1.2.1): 〈σ2h(β), µ0〉 = −1 and 〈σ
h(β), µ0〉 > 2;
(1.2.2): 〈σh(β), µ0〉, 〈σ
2h(β), µ0〉 > 0.
Assume (1.2.1) occurs. Then µ′0 := µ0 + σ
2h(β∨) − σh(β∨)  λ.
Note that µ′0 + β
∨  λ is J0-dominant. So µ
′
0 + β
∨ + α∨ 6 λ since
µ0 + α
∨ 6 λ. Therefore, µ′0 + β
∨ + α∨  λ by (1-b). Moreover, we
have µ′0 − σ
2h(β), µ′0 − σ
2h(β) − α∨  λ since 〈σ2h(β), µ′0〉, 〈σ
2h(β) +
α, µ′0〉 > 1. Thus we deduce that µ
′
0 + β
∨ − σ2h(β∨)
(σ2h(β),h)
→ µ′0 and
µ′0 + β
∨ − σ2h(β∨)
(α+σ2h(β),h)
→ µ′0.
Assume (1.2.2) occurs. Again we have µ0 + β
∨ + α∨  λ by (1-b).
If 〈σ2h(β), µ0〉 > 1, then µ0 + β
∨ − σ2h(β∨)
(σ2h(β),h)
→ µ0 and µ0 + β
∨ −
σ2h(β∨)
(α+σ2h(β),h)
→ µ0. If 〈σ
h(β), µ0〉 > 1, then µ0
(β,h)
→ µ0+β
∨−σh(β∨)
and µ0
(α+β,h)
→ µ0 + β
∨ − σh(β∨). So (b) holds when σ is of order 3h.
Case (2): σ is of order 2h. As in the proof of Lemma 8.1, there exists
α ∈ Π− ΠJ0 such that µ¯
J0 + α∨  λ (by using Lemma 6.5 and that Φ
is simply laced when µ¯J0 is dominant). In particular, µ+ α∨ 6 λ. We
claim that
(2-a) There exists an orthogonal subset D ⊆ Φ+J0 satisfying
(2-a-1) 〈γ, µ〉 = 〈γ, α∨〉 = −1 for any γ ∈ D;
(2-a-2) µ+ α∨ +
∑
γ∈D γ
∨  λ.
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Indeed, since µ is weakly dominant, there exists, by Lemma 6.9, an
orthogonal subset Dµ,J0 ⊆ Φ
+
J0
such that µ¯J0 − µ =
∑
β∈Dµ,J0
β∨ and
〈β, µ〉 = −1 for any β ∈ Dµ,J0. Let
D = {β ∈ Dµ,J0; 〈β, α
∨〉 6 −1} = {β ∈ Dµ,J0; 〈β, α
∨〉 = −1}.
Note that Dµ,J0 −D = {β ∈ Dµ,J0 ; 〈β, α
∨〉 > 0}. So
µ+ α∨ +
∑
γ∈D
γ∨  µ+ α∨ +
∑
γ∈D
γ∨ +
∑
β∈Dµ,J0−D
β∨ = µ¯J0 + α∨  λ.
Thus (2-a) is proved.
Now (b) follows, in the case that σ is of order 2h, from (2-a) by
Lemma 8.4 below.
In a word, the proof of (b) is finished. 
Lemma 8.4. Let λ ∈ Y + and J ⊆ J0 ⊆ S0 with σ(J0) = J0. Assume
Φ is simply laced and σ2h = id and there exist µ ∈ I¯λ,J,b which is weakly
dominant, θ ∈ Φ+ − ΦJ0 with σ
h(θ) = θ and an orthogonal subset
D ⊆ Φ+J0 such that
(1) 〈γ, µ〉 = 〈γ, θ∨〉 = −1 for any γ ∈ D;
(2) µ+ θ∨ +
∑
γ∈D γ
∨  λ.
Then there exists ϑ ∈ Φ+ such that σh(ϑ) = ϑ, ϑ∨ − θ∨ ∈ ZΦ∨J0 and
one of the following holds:
(i) either ϑ ∈ Cλ,J,b := ∪x∈I¯λ,J,bCλ,J,b,x or
(ii) x
(α,h)
→ x + α∨ − σh(α∨) and x
(α+ϑ,h)
→ x + α∨ − σh(α∨) for some
α ∈ ΦJ0 and some x ∈ I¯λ,J,b.
Proof. We employ the notation used in Lemma 7.6.
Case(0): σh = id. Let β = (
∏
γ∈D sγ)(θ) and take ϑ = βJ , where βJ
is defined as in Lemma 7.6. Then ϑ ∈ Cλ,J,b,µ as desired.
Case(1): σh is of order 2.
Case(1.0): D = ∅. Then µ + θ∨  λ. Let ϑ = θJ , then σ
h(ϑ) = ϑ
since σh(θ) = θ. Then the lemma follows similarly as in Case(0).
Case(1.1): ♯D = 1. Write D = {γ} for some γ ∈ Φ+J0 . If γ =
σh(γ), then we return to Case(1.0) by replacing θ with θ + γ. Now
assume γ 6= σh(γ). If 〈σh(γ), µ + γ∨〉 6 0, then 〈σh(γ), µ + θ∨ +
γ∨〉 6 〈σh(γ), θ∨〉 = 〈γ, θ∨〉 = −1. Thus θ + γ + σh(γ) ∈ Φ+ and
µ+ θ + γ + σh(γ)  λ. So we return to Case(1.0) by replacing θ with
θ+γ+σh(γ). Assume 〈σh(γ), µ+γ∨〉 > 1. In particular, 〈σh(γ), µ〉 > 1.
We have µ− σh(γ∨)  µ  λ and µ+ γ∨ − σh(γ∨)  µ+ γ∨  µ  λ.
Moreover,
〈σh(θ + γ), µ〉 = 〈θ + σh(γ), µ〉 > 〈θ + γ, µ〉+ 2 > −1 + 2 = 1,
where the last inequality follows from the assumption that µ is weakly
dominant. So µ−σh(θ∨+γ∨)  µ  λ. Therefore, µ
(θ+γ,h)
→ µ+γ−σh(γ)
and µ
(γ,h)
→ µ+ γ − σh(γ). So (ii) is satisfied.
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Case(1.2): ♯D = 2. Write D = {γ1, γ2}. We have σ
h(γi) 6= γj since
otherwise, we would return to Case(1.0) or Case(1.1). As a conse-
quence, ǫi,j := 〈σ
h(γi), γ
∨
j 〉 = 〈σ
h(γj), γ
∨
i 〉 ∈ {−1, 0, 1} for i, j ∈ {1, 2},
and moreover, ǫi,i = 0 since −1 6 〈σ
h(γi), θ
∨ + γ∨i 〉 = −1 + ǫi,i 6 −1.
If ǫ1,2 6 0, then 〈σ
h(θ+ γ1+ γ2), θ
∨ + γ∨1 + γ
∨
2 〉 6 0+ 2(ǫ1,2− 1) 6 −2,
which is impossible. So ǫ1,2 = 1. By symmetry, we may assume
δ := γ1 − σ
h(γ2) ∈ Φ
+. Then θ + γ1 + γ2 = θ + γ2 + σ
h(γ2) + δ
and
〈δ, µ+ θ∨ + γ∨2 + σ
h(γ∨2 ) + δ
∨〉 = 〈δ, µ〉+ 1.
If 〈δ, µ〉 > 0, then 〈δ, µ+ θ∨ + γ∨2 + σ
h(γ∨2 ) + δ
∨〉 > 1 and hence
µ+θ∨+γ∨2 +σ
h(γ∨2 )  µ+θ
∨+γ∨2 +σ
h(γ∨2 )+δ
∨ = µ+θ∨+γ∨1 +γ
∨
2  λ.
So we return to Case(1.0). Assume 〈δ, µ〉 = −1 (since µ is weakly
dominant). We have 〈δ, θ∨ + γ∨2 + σ
h(γ∨2 )〉 = −1 and hence return to
Case(1.1).
Case(1.3): ♯D = 3. Write D = {γ1, γ2, γ3}. As in Case(1.2), we
can assume σh(γi) 6= γj for i, j ∈ {1, 2, 3}. Set ǫi,j = 〈σ
h(γi), γ
∨
j 〉 =
〈σh(γj), γ
∨
i 〉 ∈ {−1, 0, 1} for i, j ∈ {1, 2, 3}. Then ǫi,i = 0 for i ∈
{1, 2, 3} as above. One computes that
〈θ+σh(γi), θ
∨+γ∨1 +γ
∨
2 +γ
∨
3 〉 = −2+〈σ
h(γi), γ
∨
1 +γ
∨
2 +γ
∨
3 〉 ∈ {−1, 0, 1},
which implies ǫi,j > 0 if i 6= j.
If ǫi,j = 0 for any i 6= j ∈ {1, 2, 3}, then 〈θ+γ1+γ2+γ3, θ
∨+γ∨1 +γ
∨
2 +
γ∨3 〉 6 −4, which is impossible. By symmetry, we can assume ǫ1,2 = 1
and δ := γ1−σ
h(γ2) ∈ Φ
+. Then θ+γ1+γ2+γ3 = θ+γ2+σ
h(γ2)+γ3+δ.
Since µ is weakly dominant, we have
(b) 〈δ, µ〉 = −1− 〈σh(γ2), µ〉 6 0 and 〈δ, γ
∨
3 〉 = −ǫ2,3 6 0.
Case(1.3.1): 〈δ, γ∨3 〉 = −ǫ2,3 = 0. One computes that
〈δ, µ+ θ∨ + γ∨2 + σ
h(γ∨2 ) + γ
∨
3 + δ
∨〉 = 〈δ, µ〉+ 1.
We apply the arguments in Case(1.2). If 〈δ, µ〉 > 0, then µ+ θ∨+ γ∨2 +
σh(γ∨2 ) + γ
∨
3  λ and we return to Case(1.1). Otherwise,
〈γ3, θ
∨ + γ2 + σ
h(γ2)〉 = 〈δ, θ
∨ + γ2 + σ
h(γ2)〉 = 〈δ, µ〉 = −1
and we return to Case(1.2).
Case(1.3.2): 〈δ, γ∨3 〉 = −1. Then ǫ2,3 = 1. Since µ is weakly domi-
nant, 〈δ + γ3, µ〉 > −1, which implies 〈δ, µ〉 = 0 by (b). One computes
that 〈γ3 + δ, θ
∨ + γ∨2 + σ
h(γ∨2 )〉 = 〈γ3 + δ, µ〉 = −1 and we return to
Case(1.1).
Case(1.4): ♯D > 4. This case dose not occur since 〈θ+
∑
γ∈D γ, θ
∨〉 6
−2, contradicting the fact that Φ is simply laced. 
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9. Proof of Proposition 8.3
The aim of this section is to prove Proposition 8.3, which completes
the proof of Proposition 5.3. We follow Chen-Kisin-Viehmann [2, §4.7]
closely (but not exactly) and use their ideas and constructions freely.
We will see that most of the results therein can be generalized in our
setting. However, the arguments become more subtle. Throughout
this section, we assume G is adjoint and simple; the root system Φ of
G has h connected components, on which σ acts transitively. We also
fix λ ∈ Y +, b ∈ G(L) and a σ-stable subset J ⊆ S0 such that (J, b) is
admissible and b is superbasic in MJ (L).
For α ∈ Φ − ΦJ , we set ΦJ,α = Φ ∩ Z(ΦJ ∪ Oα). Thanks to [2,
Proposition 4.2.11], the set of simple root of ΦJ,α is ΠJ ∪ Oα if Φ is
simply laced.
Following [2, §4.7], we say Oα is of type I, II, or III (with respect to J)
if ♯Oα is equal to d, 2d or 3d respectively. Here d is the minimal positive
integer such that α, σd(α) are in the same connected component of ΦJ,α.
We define
α˜ =


α, if Oα is of type I;
α + β + σd(α), if Oα is of type II;
α + σd(α) + σ2d(α) + β, if Oα is of type III,
where β is the unique common neighbor (might be zero in type II case)
of Oα in he Dynkin diagram of ΦJ,α. We emphasize that α˜ is root.
Moreover, α˜ is J-anti-dominant and J-minuscule if so is α.
Now we fix x ∈ I¯λ,J,b and α ∈ Cλ,J,b,x. Set n = ♯Oα. To prove
Proposition 8.3, we show α ∈ Aλ,J,b separately according to the type
of Oα.
Lemma 9.1. Let x ∈ I¯λ,J,b and α ∈ Cλ,J,b,x. If there do not exist x
′ ∈
I¯λ,J,b, θ ∈ Oα and j ∈ [1, n− 1] such that x
(θ,j)
→ x′. Then wx(σ
k(α)) =
σk(α) and 〈σk(α), µx〉 = 0 for k ∈ [1, n]− Nd.
Proof. Let k ∈ [1, n] − Nd. Then α, σk(α) are in different connected
components of ΦJ,α. First we claim that
(a) 〈wx(σ
k(α)), µx〉 6 0 for k ∈ [1, n]− Nd.
Indeed, otherwise, 〈wx(σ
k(α)), µx + α
∨〉 = 〈wx(σ
k(α)), µx〉 > 1,
which means x
(α,k)
→ x + α∨ − σk(α∨), contradicting the assumption
of the lemma. So (a) is proved.
Assume 〈α, µx〉 > 0. Then µx−α
∨  λ since µx, µx+α
∨  λ. Thus,
we have 〈σk(α), µx〉 > 0. Indeed, otherwise we would have x
(σk(α),n−k)
→
x + σk(α∨) − α∨, a contradiction. By (a) and Lemma 7.9, we have
〈wx(σ
k(α)), µx〉 = 〈σ
k(α), µx〉 = 0 and wx(σ
k(α)) = σk(α) as desired.
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Now assume 〈α, µx〉 6 −1. We adopt the following argument in [2,
Lemma 4.7.10]. Since νbx ∈ YQ is dominant (see Lemma 2.2), for any
positive m ∈ Nd with (wxσ)m = 1, we have
0 6 m〈α, νbx〉 =
m−1∑
i=0
〈(wxσ)
−i(α), µx〉 =
m−1∑
i=0
〈wi(σ
i(α)), µx〉
for some wi ∈ WJ with w0 = 1. However, by (a), we have 〈wi(σ
i(α))〉 6
〈wx(σ
i(α)), µx〉 = 0 for i ∈ [0, m−1]−Nd. Using Lemma 7.9 (a) again,
we obtain
0 6
∑
i∈[0,m−1]∩Nd
〈wi(α), µx〉 6 〈α, µx〉+(
m
d
−1)〈wx(α), µx〉 6
m
d
〈wx(α), µx〉,
which implies
(b) 〈wx(σ
i(α)), µx〉 > 1 and hence µx − wx(σ
i(α∨))  λ.
By (b), we have x
(σk(α),i−k)
→ x + σk(α∨) − σi(α∨) if k < i and
x
(σk(α),n+i−k)
→ x + σk(α∨) − σi(α∨) if i < k. Now the lemma follows
similarly as in the above paragraph. 
Proof of Proposition 8.3 when Oα is of type I.
Case(1): x
(θ,r)
→ x′ for some x′ ∈ I¯λ,J,b, θ ∈ Oα and r ∈ [1, d− 1]. We
claim that
(1-a) there exist Q ∈ XMJµx (b) and Q
′ ∈ XMJµx′ (b) such that P ∼λ,b Q
and ηJ(P )− ηJ(Q) =
∑r−1
i=0 σ
i(θ∨).
First we show the proposition follows from (1-a). Indeed, by sym-
metry, we have x′
(σr(α),d−r)
→ x. Thus by (1-a) and that JMJb (F ) acts
on π0(X
MJ
µx′
(b)) transitively, there exist P ′ ∈ XMJµx′ (b) and P ∈ X
MJ
µx
(b)
such that Q′ ∼J,λ,b P
′ ∼λ,b P and ηJ(P
′) − ηJ (P ) =
∑d−r−1
i=0 σ
i+r(θ∨).
Therefore, Q ∼λ,b P and ηJ(Q) − ηJ(P ) = yθ = yα ∈ π1(MJ)
σ. So
α ∈ Aλ,J,b as desired.
Now we prove (1-a) by induction on r. If r = 1, then x
(θ,r)
֌ x′ and
the lemma follows from Proposition 7.8. Assume the lemma holds for
r < r0 ∈ [1, d]. We show it holds for r = r0.
Case(1.1): there exist u ∈ WJ and j ∈ [1, r−1] such that 〈u(σ
j(θ)), µx〉 6=
0. Without loss of generality, we may assume that 〈u(σj(θ)), µx〉 6 −1,
the other case can be handled similarly. Let x′′ = x + σj(θ∨) −
σr(θ∨) ∈ π1(MJ). Since Oα is of type I, we have 〈σ
j(θ), wx(σ
r(θ∨))〉 =
〈σj(θ), θ∨〉 = 0 and hence
〈σj(θ), µx + θ
∨ − wx(σ
r(θ∨))〉 = 〈σj(θ), µx〉 6 〈u(σ
j(θ)), µx〉 6 −1,
which means x
(−σj (θ),r−j)
→ x′′
(−θ,j)
→ x′. By induction hypothesis, there
exist P ′′ ∈ XMJµx′′ and P
′ ∈ XMJµx′ such that P ∼λ,b P
′′ ∼λ,b P
′ and
ηJ(P )−ηJ(P
′′) =
∑r−j−1
i=0 σ
i+j(θ∨) and ηJ(P
′′)−ηJ (P
′) =
∑j−1
i=0 σ
i(θ∨).
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Therefore, we deduce that P ∼λ,b P
′ and ηJ(P )−ηJ(P
′) =
∑r−1
i=0 σ
i(θ∨)
as desired.
Case(1.2): 〈u(σi(θ)), µx〉 = 0 for any u ∈ WJ and any i ∈ [1, r − 1].
By Lemma 7.9, wx(σ
i(θ)) = σi(θ) and 〈σi(θ), µx〉 = 0 for any i ∈
[1, r − 1]. Define g : P1 → G(L)/K by
g(z) = gx Uθ(zt
−1) bxσUθ(zt
−1) · · · (bxσ)
r−1
Uθ(zt
−1)K,
where gx ∈MJ (L) such that g
−1
x bσ(gx) = b˙x = t
µxw˙x and bx = t
µxwx ∈
ΩJ is defined in §2.4. Note that θ, σ
i(θ) are not in the same connected
component of ΦJ,α for i ∈ [1, r − 1] since Oα is of type I. One checks
that ηJ(g(0))− ηJ(g(∞)) =
∑r−1
k=0 σ
k(θ∨) and
g(z)−1bσ(g(z)) = KUθ(zt
−1)tµxUwx(σr(θ))(cσ
r(z)t−1)w˙xK,
where c ∈ k[[t]]× is some constant. In view of Lemma 7.15, to show
(1-a), it remains to verify g−1bσ(g) ⊆ ∪λ′λKt
λ′K. By Lemma 7.14, it
suffices to show
(1.2-a) Φ ∩ (Zθ + Zwx(σr(θ))) is of type A1 or A1 ×A1 or A2.
If Φ is simply laced, (1.2-a) follows since all the roots of Φ are of
the same length. Otherwise, (1.2-a) follows since θ, wx(σ
r(θ))) are in
different connected components of Φ.
Therefore, (1-a) is proved.
Case(2): There do not exist x′ ∈ I¯λ,J,b, θ ∈ Oα and r ∈ [1, d − 1]
satisfying x
(θ,r)
→ x′. By Lemma 9.1, we have
(2-a) wx(σ
k(α)) = σk(α) and 〈wx(σ
k(α)), µx〉 = 0 for k ∈ [1, d− 1].
We define g : P1 → G(L)/K by
g(z) = gx Uα(zt
−1) bxσUα(zt
−1) · · · (bxσ)
d−1
Uα(zt
−1)K,
where g−1x bσ(gx) = b˙x = t
µxw˙x as usual. Note that α, σ
i(α) are not in
the same connected component of ΦJ,α for i ∈ [1, r − 1] since Oα is of
type I. As in Case(1.2), we have ηJ(g(0))−ηJ(g(∞)) =
∑r−1
k=0 σ
k(α∨) =
yα ∈ π1(MJ ) and
g(z)−1bσ(g(z)) = KUα(zt
−1)tµxUwx(α)(cσ
d(z)t−1)w˙xK,
where c ∈ k[[t]]× is some constant. Again, it remains to verify g−1bσ(g) ⊆
∪λ′λKt
λ′K ⊆ K\G(L)/K. So it suffices to show
(2-b) Uα(yt
−1)tµxUw−x(α)(zt
−1) ∈ ∪λ′λKt
λ′K for y, z ∈ k[[t]].
Similar to (a) in the proof of Lemma 9.1 (using (2-a)), we have
(2-c) 〈wx(α), µx〉 > 0. Moreover, 〈wx(α), µx〉 > 1 if 〈α, µx〉 6 −1.
Case(2.1): Φ∩(Zα+Zwx(α)) is of type A2 or A1×A1 or A1. Thanks
to Lemma 7.14, to prove (2-b), it suffices to show that µx + α
∨, µx −
wx(α
∨), µx + α
∨ − wx(α
∨)  λ. Indeed, we already know µx + α
∨  λ
(since α ∈ Cλ,J,b,x) and µx + α
∨ − wx(α
∨)  µx  λ (by Lemma 7.10).
If 〈wx(α), µx〉 > 1, we have µx − wx(α
∨)  λ as desired. Otherwise,
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〈wx(α), µx〉 = 〈α, µx〉 = 0 by (2-c). Thus wx(α) = α by Lemma 7.9
and µx − wx(α
∨) = µx − α
∨ = sα(µx + α
∨)  λ as desired.
Case(2.2): Φ ∩ (Zα + Zwx(α)) is of type B2. We show this case
dose not occur. First note that α 6= ±wx(α) and 〈wx(α), α
∨〉 = 0
since α,wx(α) are of the same length. By the assumption of Case(2.2),
we have α − wx(α) ∈ ΦJ . However, 〈wx(α) − α, α
∨〉 = −2, which
contradicts that α∨ is J-minuscule.
Case(2.3): Φ ∩ (Zα + Zwx(α)) is of type G2. We show this case
also dose not occur. First note that Φ∩ (Zα+ Zwx(α)) is a connected
component of Φ. So ΦJ ∩ (Zα + Zwx(α)) = {±ξ} for some ξ ∈ Φ
+
J
such that 〈ξ, α∨〉 6= 0 since wx(α) 6= α. Thus 〈ξ, α
∨〉 = −1 since α∨ is
J-anti-dominant and J-minuscule. If ξ is a long root of Φ, so is α since
〈ξ, α∨〉 = −1. Thus Φ ∩ (Zα⊕ Zwx(α)) is of type A2, a contradiction.
If ξ is a short root of Φ, then α is again a long root by the modified
construction of Cλ,J,b,x (since Φ is a union of root systems of type G2,
see Corollary 8.2), leading the same contradiction. 
Lemma 9.2. (cf. [2, Lemma 4.7.3]) Assume Oα is of type II and
µy+σ
k(α˜∨)  λ for any y ∈ I¯λ,J,b and any k ∈ N. If there exist θ ∈ Oα,
r ∈ [d+ 1, 2d− 1] and x′ ∈ I¯λ,J,b such that x
(θ,r)
֌ x′, then we have
(a) wx(σ
r−d(θ)) = σr−d(θ), 〈σr−d(θ), µx〉 = 〈σ
r(γ), µx〉 = 0 and
wx(σ
r(γ)) = σr(γ);
(b) wx(σ
d(θ)) = σd(θ) + γ and 〈wx(σ
d(θ)), µx〉 = 1;
(c) γ 6= 0 if and only if 〈γ, µx〉 = 1;
(d) wx(σ
i(θ)) = σi(θ), 〈σi(γ), µx〉 = 0 and 〈σ
i(θ), µx〉 = 0 for i ∈
[1, r − 1]− {r − d, d};
(e) 〈wx(σ
r−d(wx(σ
d(θ)))), µx〉 = 〈wx(σ
r(θ)) + σr(γ), µx〉 > 1.
Here γ is the unique common neighbor of θ and σd(θ) in the Dynkin
diagram of ΠJ ∪ Oα.
Proof. (a) Since µy + σ
k(α˜∨)  λ for any y ∈ I¯λ,J,b and any k ∈ N, we
have
(i) 〈σk(α˜), µy〉 > 0 for any y ∈ I¯λ,J,b and any k ∈ N.
We claim that
(ii) 〈wx(σ
r−d(θ)), µx〉 6 0.
If 〈wx(σ
r−d(θ)), µx〉 > 1, then 〈wx(σ
r−d(θ)), µx+θ
∨−wx(σ
r(θ∨))〉 > 1
and
x
(θ,r−d)
→ x+ θ∨ − σr−d(θ∨)
(σr−d(θ),d)
→ x′,
contradicting the assumption of the lemma. So (ii) is proved.
Case(a1): 〈σr−d(θ), µx〉 6 −1.
Then µx+σ
r−d(θ∨), µx+θ
∨+σr−d(θ∨)  λ. Moreover, 〈σr(θ˜), µx〉 > 0
by (i), where θ˜ = θ + γ + σd(θ). So we obtain
(a1.0): 〈σr(θ), µx〉 > 0.
Firstly, we show
37
(a1.1): 〈wx(σ
r(θ)), µx + σ
r−d(θ∨))〉 6 0. Hence 〈wx(σ
r(θ)), µx〉 6 1.
Indeed, otherwise, we have
µx + σ
r−d(θ∨)− wx(σ
r(θ∨))  µx + σ
r−d(θ∨)  λ,
and similarly, µx + θ
∨ + σr−d(θ∨)− wx(σ
r(θ∨))  λ, which implies
µx
(σr−d(θ),d)
→ µx + σ
r−d(θ∨)− σr(θ∨)
(θ,r−d)
→ x′,
contradicting the assumption of the lemma. Thus (a1.1) is proved.
Secondly, we show
(a1.2): 〈wx(σ
r(θ)), µx〉 = 1.
Assume otherwise, then 0 6 〈σr(θ), µx〉 6 〈wx(σ
r(θ)), µx〉 6 0 by
(a1.0) and (a1.1), that is, 〈σr(θ), µx〉 = 〈wx(σ
r(θ)), µx〉 = 0. Applying
Lemma 7.9 (d) and (c), wx(σ
r(θ)) = σr(θ) and 〈σr(γ), µx〉 = 0 since
σr(γ) ∈ ΠJ and 〈σ
r(γ), σr(θ∨)〉 = −1. Thus 〈σr(θ˜), µx〉 6 −1, which
contradicts (i). So (a1.2) is proved.
Thirdly, we show
(a1.3): 〈wx(σ
r(θ)), µx〉 = 〈σ
r(θ) + σr(γ), µx〉 = 1 and wx(σ
r(θ)) ∈
{σr(θ), σr(θ) + σr(γ)}.
If 〈σr(θ), µx〉 = 0, then 〈σ
r(γ), µx〉 = 1 since 〈σ
r(θ˜), µx〉 > 0 and µx is
J-minuscule. Otherwise, we have 〈σr(θ), µx〉 = 1 = 〈wx(σ
r(θ)), µx〉 by
(a1.0) and (a1.2), then 〈σr(γ), µx〉 = 0 by Lemma 7.9 (c). Moreover, If
wx(σ
r(θ)) 6= σr(θ)+σr(γ), then by Lemma 7.9 (b), σr(θ) 6 wx(σ
r(θ)) <
sσr(γ)(σ
r(θ)) = σr(θ) + σr(γ). Hence wx(σ
r(θ)) = σr(θ) since σr(γ) is
a simple root. So (a1.3) is proved.
Now we compute by (a1.3) that
〈σr(θ˜), µx′〉 = 〈σ
r(θ˜), µx − wx(σ
r(θ∨))〉 6 −1,
which is a contradiction. Therefore, Case(a1) dose not occur.
So, by (ii), we have 〈σr−d(θ), µx〉 = 〈wx(σ
r−d(θ)), µx〉 = 0. Now
(a) follows from Lemma 7.9 by noticing that 〈σr−d(θ), σr(γ)〉 = −1 if
γ 6= 0.
(b) If 〈wx(σ
d(θ)), µx〉 > 2, then x
(θ,d)
→ x+ θ∨ − σd(θ∨)
(σd(θ),r−d)
→ x′,
contradicting the assumption of the lemma. So we have
(b1) 〈wx(σ
d(θ)), µx〉 6 1.
We claim that
(b2) 〈σd(θ) + γ, µx + θ
∨〉 > 0.
Otherwise, we have µx + θ˜
∨  µx + θ
∨  λ, which contradicts the
assumption of the lemma. So (b1) is proved.
As a consequence, we have
(b3) 〈σd(θ), µx〉 > 0.
If γ = 0, (b3) follows directly from (b2). Otherwise, 〈γ, θ∨〉 = −1
and 〈γ, µx〉 6 1 since µx is J-minuscule. So (b3) still follows from (b2).
If 〈wx(σ
d(θ)), µx〉 6 0, then 〈σ
d(θ), µx〉 = 〈wx(σ
dθ), µx〉 = 0 by (b3).
Hence 〈γ, µx〉 = 0 by Lemma 7.9 (c). One computes 〈σ
d(θ) + γ, µx +
θ∨〉 6 −1, which contradicts (b2). Therefore, 〈wx(σ
d(θ)), µx〉 = 1
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by (b1). Combining with (b3), we have 0 6 〈σd(θ), µx〉 6 1. If
〈σd(θ), µx〉 = 0, then 〈γ, µx〉 = 1 by (b2). If 〈σ
d(θ), µx〉 = 1 =
〈wx(σ
d(θ)), µx〉, then 〈γ, µx〉 = 0 by Lemma 7.9. In a word, we have
(b4) 〈wx(σ
d(θ)), µx〉 = 〈σ
d(θ) + γ, µx〉 = 1.
It remains to show wx(σ
d(θ)) = σd(θ) + γ. Assume otherwise. Simi-
larly as (a1.3), we deduce that wx(σ
d(θ)) = σd(θ) and 〈γ, µx〉 = 0. So
γ 6= 0 and 〈σd(θ), θ∨〉 = 0. Then 〈wx(σ
d(θ)), µx + θ
∨ − wx(σ
r(θ∨))〉 =
〈wx(σ
d(θ)), µx + θ
∨〉 = 1 by (b4), which implies
x
(θ,d)
→ x+ θ∨ − σd(θ∨)
(σd(θ),r−d)
→ x′,
which is a contradiction and (b) is proved.
(c) Assume 〈γ, µx〉 = 0 and γ 6= 0. Then 〈σ
d(θ), θ∨〉 = 0. By (b), we
have 〈σd(θ), µx〉 = 1, which implies x
(θ,d)
→ x+ θ∨ − σd(θ∨)
(σd(θ),r−d)
→ x′,
a contradiction.
(d) It follows from Corollary 7.12 and Lemma 7.9.
(e) First note that wx(σ
r−d(wx(σ
d(θ)))) = wx(σ
r(θ)) + σr(γ) by (b)
and (a). Assume 〈wx(σ
r−d(wx(σ
d(θ)))), µx〉 = 〈wx(σ
r(θ)), µx〉 6 0. We
claim that µx + σ
r(θ∨)  λ. If 〈σr(θ), µx〉 = 0, then 〈wx(σ
r(θ)), µx〉 =
〈σr(θ), µx〉 = 0, which means, by Lemma 7.9, wx(σ
r(θ)) = σr(θ) and
µx + σ
r(θ∨) = sσr(θ)(µx − wx(σ
r(θ∨)))  λ. If 〈σr(θ), µx〉 6 −1, we
also have µx + σ
r(θ∨)  µx  λ and the claim is proved. By (a),
〈σr−d(γ) + σr−d(θ), µx + σ
r(θ∨)〉 = −1. Thus
µx + σ
r−d(θ˜∨)  µx + σ
r(θ∨)  λ,
which is a contradiction. So we have 〈wx(σ
r(θ)), µx〉 > 1 as desired. 
Lemma 9.3. (cf. [2, Lemma 4.7.12]) Assume Oα is of type II and
µy + σ
k(α˜∨)  λ for any y ∈ I¯λ,J,b and any k ∈ N. If there do not exist
θ ∈ Oα, r ∈ [1, 2d− 1] and x
′ ∈ I¯λ,J,b satisfying x
(θ,r)
→ x′, then
(a) 〈wx(σ
d(α)), µx〉 = 1;
(b) wx(σ
d(α)) = σd(α) + β;
(c) β = 0 if and only if 〈β, µx〉 = 1;
(d) 〈wx(σ
d(α)), α∨〉 = −1.
(e) 〈α, µx〉 > −1.
Here β is the unique common neighborhood of α and σd(α) in the
Dynkin diagram of ΠJ ∪ Oα.
Proof. First we have 〈wx(σ
d(α)), µx〉 6 1 and (i): 〈σ
d(α)+β, µx+α
∨〉 >
0 as in the proof of Lemma 9.2 (b). In particular, 〈σd(α), µx〉 > 0. If
〈wx(σ
d(α)), µx〉 6 0, then 〈σ
d(α), µx〉 = 〈wx(σ
d(α)), µx〉 = 〈β, µx〉 = 0
by Lemma 7.9, which contradicts (i). So we have 〈wx(σ
d(α)), µx〉 = 1
and 0 6 〈σd(α), µx〉 6 1. Now (a), (b) and (c) follow similarly as in
the proof Lemma 9.2 (b). (d) follows from (b). Note that 〈α˜, µx〉 =
〈α, µx〉+ 1 > 0. So (e) follows. 
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Lemma 9.4. (cf. [2, Lemma 4.7.13]) Keep the assumptions of Lemma
9.3. Then 〈wx(α˜), α
∨〉 > −1 and 〈wx(α˜), µx + α
∨〉 > 1.
Proof. First we have 〈wx(α˜), α
∨〉 > −1 since wx(α˜) 6= −α and Φ is
simply laced. Note that α˜ is J-anti-dominant and J-minuscule. By
[2, Lemma 4.6.1], there exists an orthogonal subset D ⊂ Φ+J such that
wx(α˜)−α˜ =
∑
γ∈D γ
∨. Moreover, 〈γ, µx〉 = 1 for each γ ∈ D by Lemma
7.9 (a) (see [2, page 55 of 66]). Note that 〈α˜, µx〉 = 1+ 〈α, µx〉 > 0 (by
Lemma 9.3 (a), (b), (e)) and 〈α˜, α∨〉 = 1. We have
〈wx(α˜), µx + α
∨〉 = 〈α˜+
∑
γ∈D
γ∨, µx + α
∨〉 > 〈α˜, µx + α
∨〉 > 1
as desired. 
Proof of Proposition 8.3 when Oα is of type II. Note that α˜ is J-anti-
dominant and J-minuscule since Φ is simply laced. If µy + σ
k(α˜∨)  λ
for some y ∈ I¯λ,J.b and k ∈ Z, then σk(α˜) ∈ Cλ,J,b,y and Oα˜ is of type I
by noticing that yσk(α˜) = yα ∈ π1(MJ). So the proposition follows from
the type I case. We assume from now on that µy + σ
k(α˜∨)  λ for any
y ∈ I¯λ,J.b and any k ∈ Z.
Case(1): There do not exist θ ∈ Oα, r ∈ [1, 2d − 1] and x
′ ∈ I¯λ,J,b
satisfying x
(θ,r)
→ x′.
Case(1.1): wx(α˜) 6= α˜. Let g : P1 → G(L)/K be defined as in [2,
§4.7.14]. Following the computation in loc. cit, we obtain, by Lemma
9.1, Lemma 9.3 and Lemma 9.4, that ηJ(g(0))− ηJ(g(∞)) = yα and
g(z)−1bσ(g(z)) ∈ KUα(−zt
−1)Uwx(α˜)(−c
′
dσ
d(y)σ2d(y)t〈wx(α˜),µx〉−1)tµxK,
where c′d ∈ k[[t]]
× is some constant. To verify g−1bσ(g) ⊆ ∪λ′λKt
λ′K ⊆
K\G(L)/K, it suffices to show
(a) Uα(yt
−1)Uwx(α˜)(zt
〈wx(α˜),µx〉−1)tµx ∈ ∪λ′λKt
λ′K for y, z ∈ k[[t]].
If 〈wx(α˜), α
∨〉 > 0, then Uwx(α˜) and Uα commutes and
Uα(yt
−1)Uwx(α˜)(zt
〈wx(α˜),µx〉−1)tµx = Uwx(α˜)(zt
〈wx(α˜),µx〉−1)Uα(yt
−1)tµx
∈ KtµxK ∪Ktµx+α
∨
K,
where the inclusion follows from 〈wx(α˜), µx〉 > 1 by Lemma 9.4. Oth-
erwise, we have 〈wx(α˜), α
∨〉 = −1 and 〈wx(α˜), µx〉 > 2 by Lemma 9.4.
One checks that
Uα(yt
−1)Uwx(α˜)(zt
〈wx(α˜),µx〉−1)tµx ∈ KUwx(α˜)+α(cyzt
〈wx(α˜),µx〉−2)Uα(zt
−1)tµx
⊆ KUα(zt
−1)tµx
⊆ KtµxK ∪Ktµx+α
∨
K,
where c ∈ k[[t]] is some constant. Therefore, (a) is proved.
Case(1.2): wx(α˜) = α˜. If 〈α, µx〉 = −1, the proposition follows from
the construction in [2, §4.7.16]. Otherwise, 〈α˜, µx〉 > 1 by Lemma
9.3 (b) (e), and let g : P1 → G(L)/K be defined as in [2, §4.7.14].
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Following the computation in loc. cit, we obtain, by Lemma 9.1 and
Lemma 9.3, that ηJ(g(0))− ηJ(g(∞)) = yα and
g(z)−1bσ(g(z)) = KUα(−zt
−1)Uα˜(−c
′
dσ
d(z)σ2d(z)t〈α˜,µx〉−1)tµxK
= KUα(−zt
−1)tµxK ∈ KtµxK ∪Ktµx+α
∨
K,
where c′d ∈ k[[t]]
× is some constant, and the second equality follows
from that Uα commutes with Uα˜ (since 〈α˜, α
∨〉 = 1).
Case(2): x
(θ,r)
→ x′ for some θ ∈ Oα, r ∈ [1, 2d − 1] and x
′ ∈ I¯λ,J,b.
Similar to the Case(1) in the proof of the type I case, it suffices to show
that
(b) there exist P ∈ XMJµx (b) and Q ∈ X
MJ
µx′
(b) such that P ∼λ,b Q
and ηJ(P )− ηJ(Q) =
∑r−1
i=0 σ
i(θ∨).
By Lemma 7.5, we may assume x
(θ,r)
֌ x′. If r ∈ [1, d], (b) follows
from Proposition 7.8. Assume r ∈ [d+1, 2d−1]. Let g : P1 → G(L)/K
be as in the proof of [2, Lemma 4.7.2]. Following the computation
in [2, §4.7.5], we obtain by Lemma 9.2 that ηJ(g(0)) − ηJ(g(∞)) =∑r−1
i=0 σ
i(θ∨) and
g(z)−1bσ(g(z))
= KUα(−zt
−1)Uσr−d(α)(−cr−dσ
r−d(z)t−1)Uwx(σr(α))+σr(γ)(crt
〈wx(σr(α))+σr(γ),µx〉)
× Uσr−d(α)(cr−dσ
r−d(z)t−1)tµxw˙xK
∈ ∪λ′λKt
λ′K,
where cr−d, cr ∈ k[[t]]
× are some constants and the last inclusion follows
from Lemma 9.2 (e). 
Lemma 9.5. (cf. [2, Lemma 4.7.6]) Assume Oα is of type III and
µy+σ
k(α˜∨)  λ for any y ∈ I¯λ,J,b and any k ∈ N. If there exist θ ∈ Oα,
r ∈ [2d, 3d− 1] and x′ ∈ I¯λ,J,b such that x
(θ,r)
֌ x′, then
(a) If r = 2d, then 〈σd(θ), µx〉 = 0 and 〈σ
2d(θ), µx〉 > 1;
(b) If r ∈ [2d + 1, 3d − 1], then 〈γ, µx〉 = 1, 〈σ
r(γ), µx〉 = 0,
〈σr(θ), µx〉 > 1 and 〈σ
i(θ), µx〉 = 0 for i ∈ {d, 2d, r− d, r − 2d};
(c) wx(σ
i(θ)) = σi(θ) and 〈σi(γ), µx〉 = 〈σ
i(θ), µx〉 = 0 for i ∈
[1, r − 1]− {d, 2d, r− d, r − 2d}.
Here γ ∈ ΠJ is the common neighbor of θ, σ
d(θ) and σ2d(θ).
Proof. Note that Φ = ΦJ,α, whose connected components are of type
D4. Thus {θ, σ
d(θ), σ2d(θ)} is an orthogonal set. We set θ˜ = θ+σd(θ)+
σ2d(θ) + γ.
(a) First we claim that
(i) µx + θ
∨ − σ2d(θ∨)  λ.
Indeed, one checks that µx+θ
∨−σ2d(θ∨) = µx+θ
∨−wx(σ
2d(θ∨))  λ
if 〈γ, µx〉 = 0 and µx + θ
∨ − σ2d(θ∨) = sγ(µx + θ
∨ − wx(σ
2d(θ∨)))  λ
if 〈γ, µx〉 = 1. So (i) is proved.
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If 〈σd(θ), µx〉 6 −2, then x
(σd(θ),d)
→ x+ σd(θ∨)− σ2d(θ∨)
(θ,d)
→ x′,
which contradicts the assumption of the lemma. So 〈σd(θ), µx〉 > −1.
Similarly, using (i) we have 〈σd(θ), µx〉 6 0. Assume 〈σ
d(θ), µx〉 = −1.
If 〈σ2d(θ), µx〉 6 0, then 〈σ
d(θ) + σ2d(θ) + γ, µx + θ
∨〉 6 −1 and
µx + θ˜
∨  µx + θ
∨  λ, a contradiction. So we have 〈σ2d(θ), µx〉 > 1
and µx − σ
2d(θ∨) + σd(θ∨)  µx − σ
2d(θ∨)  λ. Then x
(σd(θ),d)
→
x+ σd(θ∨)− σ2d(θ∨)
(θ,d)
→ x′, a contradiction. Thus 〈σd(θ), µx〉 = 0.
Assume 〈σ2d(θ), µx〉 6 0. Then 〈σ
2d(θ), µx+ θ
∨+σd(θ∨)+ γ∨〉 6 −1
and 〈σd(θ) + σ2d(θ) + γ, µx + θ
∨ − σ2h(θ∨)〉 6 −1, which implies
µx + θ˜
∨  µx + θ
∨ + σd(θ∨) + γ∨  µx + θ
∨ − σ2h(θ∨)  λ,
which is a contradiction. So 〈σ2d(θ), µx〉 > 1 as desired.
(b) Similar to the proof of (a), we have 〈σd(θ), µx〉 = 〈σ
2d(θ), µx〉 = 0.
If 〈γ, µx〉 = 0, then 〈σ
d(θ) + σ2d(θ) + γ, µx + θ
∨〉 = −1, which means
µx + θ˜
∨  µx + θ
∨  λ, a contradiction. So 〈γ, µx〉 = 1.
Assume 〈σr(γ), µx〉 = 1. If 〈σ
r−d(θ), µx〉 > 0, then 〈wx(σ
r−d(θ)), µx〉 =
〈σr−d(θ) + σr(γ), µx〉 > 1 and
µx + θ
∨ − wx(σ
r(θ∨))− wx(σ
r−d(θ∨))  µx + θ
∨ − wx(σ
r(θ∨))  λ,
which implies x
(θ,r−d)
→ x+ θ∨ − σr−d(θ∨)
(σr−d(θ),d)
→ x′, a contradiction.
So 〈σr−d(θ), µx〉 6 −1. Similarly, 〈σ
r−2d(θ), µx〉 6 −1. If 〈σ
r(θ), µx〉 >
1, then one checks that x
(σr−d(θ),d)
→ x+ σr−d(θ∨)− σr(θ∨)
(θ,r−d)
→ x′, a
contradiction. So 〈σr(θ), µx〉 6 0 and 〈µx, σ
r(θ˜)〉 = −1, which is a
contradiction. Therefore, the case 〈σr(γ), µx〉 = 1 dose not occur.
Now we have 〈σr(γ), µx〉 = 0 and wx(σ
i(θ)) = σi(θ) for i ∈ r + Zd.
Then one deduces that 〈σr−d(θ), µx〉 = 〈σ
r−2d(θ), µx〉 = 0 as in the
proof of (a). If 〈σr(θ), µx〉 6 0, then
〈σr(θ˜), µx′〉 = 〈σ
r(θ˜), µx − σ
r(θ∨)〉 6 −1,
a contradiction. So we have 〈σr(θ), µx〉 > 1 as desired.
(c) It follows from Corollary 7.5 and Lemma 7.9. 
Lemma 9.6. (cf. Case 3 in the proof of [2, Lemma 4.7.10]) Assume
Oα is of type III and µy + σ
k(α˜∨)  λ for any y ∈ I¯λ,J,b and any
k ∈ N. If there do not exist θ ∈ Oα, r ∈ [1, 3d − 1] and x′ ∈ I¯λ,J,b
satisfying x
(θ,r)
→ x′, then 〈β, µx〉 = 1, 〈σ
d(α), µx〉 = 〈σ
2d(α), µx〉 = 0
and 〈α, µx〉 > −1. Here β is the common neighborhood of α, σ
d(α)
and σ2d(α) in the Dynkin diagram of ΠJ ∪ Oα.
Proof. As in the proof of Lemma 9.5, we have 〈σd(α), µx〉, 〈σ
2d(α), µx〉 6
0. If 〈σd(α)+σ2d(α), µx〉 6 −1, then 〈σ
d(α)+σ2d(α)+β, µx+α
∨〉 6 −1
and µx + α˜
∨  µx + α
∨  λ, a contradiction. So 〈σd(α), µx〉 =
〈σ2d(α), µx〉 = 0. Again, by the inequality 〈σ
d(α) + σ2d(α) + β, µx +
42 SIAN NIE
α∨〉 > 0, we have 〈β, µx〉 = 1. Finally, we have 〈α, µx〉 > −1 since
〈α˜, µx〉 > 0. 
Proof of Proposition 8.3 when Oα is of type III.
If µy + σ
k(α˜∨)  λ for some y ∈ I¯λ,J,b and k ∈ Z, the proposition
follows similarly as in the type II case. We assume from now on that
µy + σ
k(α˜∨)  λ for any y ∈ I¯λ,J,b and any k ∈ Z.
Case(1): There do not exist θ ∈ Oα, r ∈ [1, 3d − 1] and x
′ ∈ I¯λ,J,b
satisfying x
(θ,r)
→ x′. Let g : P1 → G(L)/K be defined as [2, page 60].
Following the computation in loc. cit., we obtain, by Lemma 9.1 and
Lemma 9.6, that ηJ(g(0))− ηJ(g(∞)) = yα and
g
−1(z)bσ(g(z))
= KUα+β(c3dσ
3d(z)t〈α+β,µx〉)
× Uα+σd(α)+σ2d(α)+2β(−c
′′σd(z)σ2d(z)σ3d(z)t〈α+β,µx〉)
× Uα+σ2d(α)+β(c
′σ2d(z)σ3d(z)t〈α+β,µx〉)Uα(−zt
−1)tµxK
= KUα(−zt
−1)tµxK ∈ ∪λ′λKt
λ′K ⊆ K\G(L)/K,
where c3d, c
′, c′′ ∈ k[[t]] are some constants, and the second inclusion
follows from 〈α+ β, µx〉 > 0 by Lemma 9.6.
Case(2): x
(θ,r)
→ x′ for some θ ∈ Oα, r ∈ [1, 3d− 1] and x
′ ∈ I¯λ,J,b. As
in the type I case, it suffices to show that
(a) there exist P ∈ XMJµx (b) and Q ∈ X
MJ
µx′
(b) such that ηJ(P ) −
ηJ(Q) =
∑r−1
i=0 σ
i(θ∨).
By Lemma 7.5, we may assume x
(θ,r)
֌ x′. If r ∈ [1, 2d − 1], (a)
follows from Proposition 7.8. Now we assume r ∈ [2d, 3d − 1]. Let
g : P1 → G(L)/K be defined by
g(z) = gx
(b˙xσ)r−1Uθ(zt
−1)(b˙xσ)
r−2
Uθ(zt
−1) · · ·Uθ(zt
−1)K,
where gx ∈ MJ(L) satisfying g
−1
x bσ(gx) = b˙x = t
µxw˙x as usual. Then
one computes that ηJ(g(0))− ηJ(g(∞)) =
∑r−1
k=0 σ
k(θ∨). It remains to
show g−1bσ(g) ⊆ ∪λ′λKt
λ′K ⊆ K\G(L)/K.
Case(2.1): r = 2d. If 〈γ, µx〉 = 1, by Lemma 9.1 and Lemma 9.5 (a),
we have
g
−1(z)bσ(g(z))
= KUθ(−zt
−1)Uσ2d(θ)+σd(θ)+γ(cσ
d(z)σ2d(z)t〈σ
2d(θ),µx〉)Uσ2d(θ)(c2dσ
2d(z)t〈σ
2d(θ),µx〉)tµxw˙xK
= KUθ(−zt
−1)tµxK ∈ ∪λ′λKt
λ′K.
If 〈γ, µx〉 = 0, then
g
−1(z)bσ(g(z)) = KUθ(−zt
−1)Uσ2d(θ)(c2dσ
2d(z)t〈σ
2d(θ),µx〉−1)tµxw˙xK
= KUθ(−zt
−1)tµxK ∈ ∪λ′λKt
λ′K.
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Here c, c2d ∈ k[[t]] are some constants; the second equality in both cases
follows from 〈σ2d(θ), µx〉 > 1 by Lemma 9.5 (a).
Case(2.2): r ∈ [2d+ 1, 3d− 1]. Then we have (see [2, page 53])
g
−1(z)bσ(g(z))
= KUθ(−zt
−1)Uσr(θ)+σr−d(θ)+σr−2d(θ)+σr(γ)(c
′′σr(z)σr−d(z)σr−2d(z)t〈σ
r(θ),µx〉−1)
× Uσr(θ)+σr−d(θ)+σr(γ)(c
′σr(z)σr−d(z)t〈σ
r(θ),µx〉)Uσr(θ)(crσ
r(z)t〈σ
r(θ),µx〉)tµxw˙xK
= KUθ(−zt
−1)tµxK ∈ ∪λ′λKt
λ′K,
where c′, c′′, cr ∈ k[[t]] and the second equality follows from 〈σ
r(θ), µx〉 >
1 by Lemma 9.5 (b). 
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