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Menschlicher Fehler
Über den Sinn und die Folgen einer Suche 







Fehler im Alltag Fehler in komplexen 
Arbeitssystemen
Umgang mit Fehlern 
in komplexen Systemen







Wie kann Gestaltung 
Fehler verhindern?







































Unbeabsichtigte Handlungen Beabsichtigte Handlungen
Von einem Fehler (error) spricht man, wenn das erwünschte Ziel nicht erreicht wird 
und dafür kein Zufall verantwortlich ist.




























Wann und warum passieren Fehler?
Beim Ausführen mehrerer Aktivitäten zugleich
Bei Routinehandlungen ohne fokussierte Aufmerksamkeit
In den folgenden 18 Monaten: Reduktion der tödlichen Unfälle




























Wann und warum passieren Fehler?
Zwei Sequenzen enthalten gemeinsame
erste Schritte
Interne Beschreibung ist nicht präzise genug
Automatische Handlungen sind getrieben
durch das Vorhandensein sensorischer Reize
Ausführen einer Reaktion, die in einer ähnlichen
Situation in einer anderen Umgebung korrekt wäre
Zerfallen von Aktivierung (Vergessen)
Die Handlung ist passend in einem Modus, 



































Entkopplung der Repräsentation 



























































































Was ist dazu nötig?
…dass Fehler bekannt sind
…dass es „gutes“ und „schlechtes“ Verhalten gibt
…dass Schaden verhindert werden kann, 
indem das schlechte Verhalten vermieden und 
anstatt dessen das gute Verhalten ausgeführt wird
Fokus auf Vermeidung von Fehlern
 Handlungsmöglichkeiten des Nutzers einschränken
 Sicherstellen, dass nur eine oder einige wenige
RICHTIGE Handlungen ausgeführt werden

























































…Risiken bei fehlervermeidendem Design
Unfall Lufthansa Airbus A 321, Warschau, 1993
Wie gut können „unvollkommene“ Entwickler vorhersehen, wie sich ein automatisiertes 
System in bestimmten Situationen verhalten sollte? 





































„Fehler“ versus absichtliche Abweichungen in komplexen Systemen
In komplexen Systemen ist „menschliches Fehlverhalten“ oft auf absichtlich 
abweichende Handlungen (violations) zurückzuführen
Damit geraten gängige Strategien zur Fehlervermeidung an ihre Grenzen
Abweichungen können sinnvoll sein
Menschliche Stärken:
Anpassung an veränderliche Kontexte, Urteilen, Priorisieren von Zielen, 
Auswählen geeigneter Strategien
“…to set himself up for an unplanned water
landing is unprecedented, nobody would
have been thinking about that“ 
(J.F. Joseph, ehemaliger Pilot)
Hätte ein technisches System 






























Warum können Abweichungen vom vorhergesehenen Verhalten gut sein?
Ist ein Sack 
Murmeln 
komplex?
Dörner (1976). Problemlösen als Informationsverarbeitung; Fischer et al. (2012). The Journal of Problem Solving. 




(verzögertes Feedback, nicht-lineare 
Veränderungen, Eigendynamik)



































Nicht gelöscht als 
es noch klein war
Operator hat den 
Feuerlöscher nicht gefunden
Er war nicht beim 
Sicherheitstraining





























Zurückblicken in der Zeit bis man einen Menschen findet ;-)
Schlussfolgerung: 80 % aller Unfälle sind auf „menschliche Fehler“ zurückzuführen
18
Hollnagel (2012). Nuclear Safety and Simulation; Mach (1905). Knowledge and error: Sketches on the psychology of inquiry.
Dinge gehen ab und zu aus genau den gleichen Gründen schief 
aus denen sie fast immer gut gehen 










“Knowledge and error flow from the same mental sources, only success can tell one from the other.“
(Mach, 1905)
Beispiel: Den eigenen Arbeitsplatz verlassen, 

























































Hollnagel (2014). Introduction to FRAM.
Funktionale Resonanz
Durch situationsspezifische Kombinationen von Einflussfaktoren 











































Nur durch Bewegen im Raum der Möglichkeiten (Ausprobieren) 
können Operators lernen wo die Grenzen sind




























Rasmussen (1997). Safety Science.
Schwerwiegende Folgen
unpassender mentaler Modelle











































































Bennett & Flach (1992). Human Factors.
Beispiel Massenbalance: Sind die Zu- und Abflüsse gleich?
Grafische Eigenschaften 
(emergent features) 







120 Zufluss 1 Zufluss 2 Abfluss
Emergent features
Symmetrie, Parallelität, Vertikalität
 Veränderungen in den Daten
führen zu Störungen dieser Eigenschaften
Eigenschaften 
des Systems




























Umsetzung in der Interface-Gestaltung
Systemzustand und Zusammenhänge verdeutlichen
Information über den Kontext liefern
Verbessertes Verständnis der aktuellen Situation 
sowie Vorhersage von zukünftigen Systemzuständen
Unsicherheit explizit machen





























In einfachen Alltagssystemen kann oft klar definiert werden, 
was richtiges und falsches Verhalten ist
Dies erlaubt eine einfache Analyse und Vermeidung von Fehlern
In komplexen Systemen kommt das Konzept
“menschlicher Fehler” an seine Grenzen
Menschliche Anpassungen und unvorhergesehenes Verhalten
können sinnvoll sein
Interface-Gestaltung sollte den Systemzustand verstehbar
und die Konsequenzen von Anpassungen vorhersagbar machen
