This paper provides a comparative study on four different sensitivity-based damage detection methods for bridges. The methods investigated in this study are approximation approach, semianalytical discrete approach, and analytical discrete approach, which includes direct differential and adjoint variable methods. These sensitivity-based methods utilize finite element model updating procedure and allow a wide choice of physically meaningful parameters leading to vast range of applications in damage detection. The most important difficulty in these methods is calculation of sensitivity matrix. Calculation of this massive matrix is repeated in each iteration and has a significant effect on the efficiency of method. In this study, the acceleration measurements are simulated from the solution to the forward problem using finite element method under moving load with various speeds, along with the addition of artificially produced measurement noise. Various damaged structures with different damage patterns including single, multiple, and random damage are considered and efficiency of four sensitivity methods is compared. Moreover, various possible sources of error such as the effects of measurement noise as well as initial assumption error in stability of the methods are also discussed.
Introduction
Structural health monitoring is the implementation of a damage identification strategy to different types of structures. SHM is vital to evaluate the fitness of a structure, in various disciplines including aerospace, mechanical and civil engineering, to perform its prescribed tasks properly. The necessity of SHM is highlighted when it is recognized that the performance of structures may change due to a gradual or sudden change in states, load conditions, or response mechanisms.
Bridges are truly the flagships of civil engineering, which attract the greatest attention within the engineering community. This is due to their small safety margins and their great exposure to the public [1] .
The main objective of developing the SHM system for bridges is to enhance structural safety. However in bridges, SHM serves other economic benefits such as increased mission reliability, extended life of life-limited components, reduced tests, reduction in "down time, " increased equipment reliability, customization of maintenance actions, and greater awareness of operating personnel, resulting in fewer accidents. SHM also promises to help in reducing maintenance costs [2] .
SHM is an inverse problem wherein the flaws in the structure are characterized using the measured data for some known inputs [3] . Hence, SHM can be thought of as a system identification problem and classified into two categories, namely, the diagnosis and prognosis. Through diagnosis, one can determine the presence of flaws, their locations, and their extents along with the possibility of looking at the delaying the propagation of flaws in the structure. The prognosis part uses the information of the diagnosis part and determines the remaining life of the structure. Therefore the SHM can be broadly divided into five levels as follows [4] : level 1: confirming the presence of damage; level 2: determination of location and orientation of the damage; level 3: evaluation of the severity of the damage; level 4: possibility of controlling or delaying the growth of damage; 2 Shock and Vibration level 5: determining the remaining life in the structure (prognosis).
Dynamics-based SHM techniques assess the state of health of a structural component on the basis of the detection and analysis of its dynamic response. Such techniques can be classified on the basis of the type of response being considered for the investigations, on the frequency or time domain of investigation, and on the modality used to excite the component [5] .
The developments in the field of structural damage detection (DD) using vibration data of civil engineering structures have been recently studied by several authors; some of them are briefly described herein.
Doebling et al. [6, 7] have presented comprehensive review of literature mainly focusing on frequency-domain methods for damage detection in linear structures and declared that sufficient evidence exists to promote the use of measured vibration data for the detection of damage in structures, using both forced-response testing and long-term monitoring of ambient signals and there is a significant need in this field for research on the integration of theoretical algorithms with application-specific knowledge bases and practical experimental constraints. Another discussion on methods of damage detection and location using natural frequency changes has been presented by Salawu [8] and his study showed that damage detection using vibration frequencies is not very reliable. Zou et al. [9] summarized the methods on vibration-based damage detection and health monitoring for composite structures, especially in delamination modeling techniques and delamination detection.
Alampalli and Fu [10] and Alampalli et al. [11] conducted laboratory and field studies on bridge structures to investigate the feasibility of measuring bridge vibration for inspection and evaluation. These studies focused on sensitivity of measured modal parameters to damage. Cross diagnosis using multiple signatures involving natural frequencies, mode shapes, modal assurance criteria, and coordinate modal assurance criteria was shown to be necessary to detect the damage. Casas and Aparicio [12] studied concrete bridge structures and investigated dynamic response as an inspection tool to assess bearing conditions and girder cracking. Their study showed the need to investigate more than one natural frequency and also to determine mode shapes in order that the damage could be successfully detected and located.
Damage detection usually requires a mathematical model on the structure in conjunction with experimental modal parameters of the structure. The identification approaches are mainly based on the change in the natural frequencies [13] [14] [15] , mode shapes [16] [17] [18] , or measured modal flexibility [7, [19] [20] [21] .
The frequency-domain DD algorithms have been more widely developed and applied as the amount of measured data is reduced dramatically after the transform; thus they can be handled easily. Unfortunately, the effects of local damage on the natural frequencies and mode shapes of higher modes are greater than lower ones, but they are usually difficult to measure from experiments. In addition, structural damping properties cannot be identified in frequency domain DD.
The time-domain DD may be an attractive one to overcome the drawbacks of the frequency-domain DD. For timedomain DD, the forced vibration responses of the structure are needed in the identification. However, in some cases it is either impractical or impossible to use artificial inputs to excite the civil engineering structures, so natural excitation must be measured along with the structural responses to assess the dynamic characteristics [22, 23] . In recent years, some researchers have investigated both the problem of load identification (moving load and impact load) and modal parameters identification under operational conditions [24, 25] . In addition, identification of the structural parameters applying a moving load has been considered in many papers. Law et al. [26] presented a novel moving force and prestress identification method based on the finite element and the wavelet-based methods for a bridge-vehicle system. Jiang et al. [27] identified the parameter of a vehicle moving on multispan continuous bridges. Zhu and Law [28] presented a method for damage detection of a simply supported concrete bridge structure in time domain using the interaction forces from the moving vehicles as excitation.
Sensitivity-based methods allow a wide choice of physically meaningful parameters and this advantage has led to their widespread use in damage detection. Calculation of sensitivity matrix has a significant effect on the efficiency of these methods. Despite the high importance of calculation method of sensitivity matrix and optimizing its performance in DD procedure, there is not literature on this regard. In this paper, computational methods for sensitivity matrix are discussed and a novel sensitivity base damage detection method in time-domain referred to as "adjoint variable method" is introduced. Fundamental principles of proposed method are presented and its performance is compared with the conventional methods and it is shown that the numerical cost is considerably reduced by using the concept of adjoint variable.
The outline of the work is as follows: inverse problems along with model updating are briefly introduced in Section 2. Different methods for sensitivity analysis along with introduced method (adjoint variable method) are addressed in Section 3. Numerical simulation is presented in Section 4 and comparison studies are presented in Section 5 with studies on the effect of different factors which may affect the accuracy and efficiency of different methods and finally conclusion will be drawn in the last section.
Finite Element Model Updating and Inverse Problem
A key step in model-based damage identification is the updating of the finite element model of the structure in such a way that the measured responses can be reproduced by the FE model. A general flowchart of this operation is given in Figure 1 . The identification procedure presented in this paper is a sensitivity-based model updating routine. Sensitivity coefficients are the derivatives of the system responses with respect to the physical parameters or input excitation force and are needed in the cost function of the flowchart of Figure 1 . 
Finite Element Modeling of Bridge Vibration under Moving
Loads. For a general finite element model of a linear elastic time-invariant structure, the equation of motion is given by
where M and K are mass and stiffness matrices and C is damping matrix. z , and z , and z are the respective acceleration, velocity, and displacement vectors for the whole structure and f is a vector of applied forces with matrix B mapping these forces to the associated DOFs of the structure. Proportional damping is assumed to show the effect of damping ratio on the dynamic magnification factor. Rayleigh damping, in which the damping matrix is proportional to the combination of the mass and stiffness matrices, is used
where 0 and 1 are constants to be determined from two modal damping ratios. The dynamic responses of the structures can be obtained by direct numerical integration using Newmark method.
Objective Functions.
The approach minimizes the difference between response quantities (acceleration response) of the measured data and model predictions. This problem may be expressed as the minimization of j, where
Here z and z( ) are the measured and computed response vectors, is a vector of all unknown parameters, and is the response residual vector.
Nonlinear Model Updating for Damage Detection.
When the parameters of a model are unknown, they must be estimated using measured data. Since the relationship between the acceleration responsesz and the fractional stiffness parameter is nonlinear, a nonlinear model updating technique, like the Gauss-Newton method, is required. This kind of method has the advantage that the second derivatives, which can be challenging to compute, are not required. The Gauss-Newton method in the damage detection procedure can be described in terms of the acceleration response at the th DOF of the structure as
The superscripts 0, 1, and 2 denote the iteration numbers. Index denotes the initial state or state 0 while index denotes the final damage state.z andz are vectors of the acceleration response at the th DOF of the damaged and intact states, respectively. The damage identification equation for ( + 1)th iteration is
where S and Δz are obtained from the th iteration. The iteration in (5) The acceleration response vectorz from the physical intact structure is computed, in general, from the associated analytical model via dynamic analysis.z is the acceleration response of the model of the damaged structure. In general, the measured acceleration responses (including measurement errors) from the damaged structure are obtained forz .
The iteration is terminated when a preselected criterion is met. The final identified damaged vector becomes [17] 
where is the number of iterations.
Regularization.
Like many other inverse problems, the solution of (5) is often ill-conditioned and regularization techniques are needed to provide bounds to the solution. The aim of regularization in the inverse analysis is to promote certain regions of parameter space where the model realization should exist. The two most widely used regularization methods are Tikhonov regularization [14] and truncated singular value decomposition [29] . In the Tikhonov regularization, the new cost function is defined as
The regularization parameter ≥ 0 controls the extent of contribution of the two errors to the cost function in (7) and the fractional stiffness change increment Δ +1 is obtained by minimizing the cost function in (7) .
The regularized solution from minimizing the function in (7) can be written in the following form as
To express the contribution of the singular values and the corresponding vectors in the solution clearly and to show how the regularization parameter plays the role as the filter factor, the sensitivity matrix is singular value decomposed and singular value decomposition (SVD) applies to the sensitivity matrix S to obtain
where U ∈ × and V ∈ × are orthogonal matrices satisfying U U = I and V V = I , and matrix Σ has the size of × with the singular values ( = 1, 2, . . . , ) on the diagonal arranged in a decreasing order such that 1 ≥ 2 ≥ ⋅ ⋅ ⋅ ≥ ≥ 0 and zeros elsewhere. The regularized solution in (8) can be written as
where 
These two quantities represent the smoothness and goodnessof-fit of the solution and they should be balanced by choosing an appropriate regularization parameter.
Element Damage Index.
In the inverse problem of damage identification, it is assumed that the stiffness matrix of the whole element decreases uniformly with damage, and the flexural rigidity EI of the th finite element of the beam becomes EI , when there is damage. The fractional change in stiffness of an element can be expressed as [30] 
where K andK are the th element stiffness matrices of the undamaged and damaged beam, respectively. ΔK is the stiffness reduction of the element. A positive value of ∈ [0, 1] will indicate a loss in the element stiffness. The th element is undamaged when = 1 and the stiffness of the th element is completely lost when = 0.
The stiffness matrix of the damaged structure is the assemblage of the entire element stiffness matrixK
where A is the extended matrix of element nodal displacement that facilitates assembling of global stiffness matrix from the constituent element stiffness matrix.
Sensitivity Analysis of Transient Dynamic Response
The objective of sensitivity analysis is to quantify the effects of parameter variations on calculated results. Terms such as influence, importance, ranking by importance, and dominance are all related to sensitivity analysis. The simplest and most common procedure for assessing the effects of parameter variations on a model is to vary selected input parameters, rerun the code, and record the corresponding changes in the results or responses, calculated by the code. The model parameters responsible for the largest relative changes in a response are then considered to be the most important for the respective response. For complex models, though, the large amount of computing time needed by such recalculations severely restricts the scope of this sensitivity analysis method; in practice, therefore, the modeler who uses this method can investigate only a few parameters that he judges a priori to be important [32] .
When the parameter variations are small, the traditional way to assess their effects on calculated responses is by using perturbation theory, either directly or indirectly, via variational principles. The basic aim of perturbation theory is to predict the effects of small parameter variations without actually calculating the perturbed configuration but rather by using solely unperturbed quantities.
Methods of Structural Sensitivity Analysis.
Various methods employed in design sensitivity analysis are listed in Figure 2 . Three approaches are used to obtain the design sensitivity: the approximation, discrete, and continuum approaches. In the approximation approach, design sensitivity is obtained by either the forward finite difference or the central finite difference method. In the discrete method, design sensitivity is obtained by taking design derivatives of the discrete governing equation. For this process, it is necessary to take the design derivative of the stiffness matrix. If this derivative is obtained analytically using the explicit expression of the stiffness matrix with respect to the design variable, it is an analytical method, since the analytical expressions of stiffness matrix are used. However, if the derivative is obtained using a finite difference method, the method is called a semianalytical method.
In the continuum approach, the design derivative of the variational equation is taken before it is discretized. If the structural problem and sensitivity equations are solved as a continuum problem, then it is called the continuumcontinuum method. However, only very simple, classical problems can be solved analytically. Thus, the continuum sensitivity equation is solved by discretization in the same way that structural problems are solved. Since differentiation is taken at the continuum domain and is then followed by discretization, this method is called the continuum-discrete method.
Approximation Approach.
The easiest way to compute sensitivity information of the performance measure is by using the finite difference method. Different designs yield different analysis results and, thus, different performance values. The finite difference method actually computes design sensitivity of performance by evaluating performance measures at different stages in the design process. If u is the current design, then the analysis results provide the value of performance measure (u). In addition, if the design is perturbed to u + Δu, where Δu represents a small change in the design, then the sensitivity of (u) can be approximated as
Equation (14) is called the forward difference method since the design is perturbed in the direction of +Δu. If −Δu is substituted in (14) for Δu then the equation is defined as the backward difference method. Additionally, in central difference method, the design is perturbed in both directions and the design sensitivity is approximated by:
Then the equation is defined as the central difference method.
Discrete Approach.
A structural problem is often discretized in finite dimensional space in order to solve complex problems. The discrete method computes the performance design sensitivity of the discretized problem. The design represents a structural parameter that can affect the results of the analysis.
The design sensitivity information of a general performance measure can be computed either with the direct differentiation method or with the adjoint variable method.
Direct Differentiation Method.
The direct differentiation method (DDM) is a general, accurate, and efficient method to compute FE response sensitivities to the model parameters. This method directly solves for the design dependency of a state variable and then computes performance sensitivity using the chain rule of differentiation. This method clearly shows the implicit dependence on the design, and a very simple sensitivity expression can be obtained.
Consider a structure in which the generalized stiffness and mass matrices have been reduced by accounting for boundary conditions. Let the damping force be represented in the form of C( )z , where z , = z/ denotes the velocity vector. Under these conditions, Lagrange's equation of motion becomes the second-order differential equation, as [33] 
With the initial conditions
If design parameters are just related to stiffness matrix, we obtain 
So, by replacing (19a), (19b), and (19c) into (18) we have
Right side of (20) can be considered as an equivalent force, so (20) is similar to (16) and sensitivity vectors can be obtained by Newmark method.
Adjoint Variable Method.
Mirzaee et al. [34] proved that sensitivity analysis can be performed very efficiently by using deterministic methods based on adjoint functions. This method constructs an adjoint problem that solves for the adjoint variable, which contains all implicitly dependent terms. The adjoint variable method yields a terminal-value problem, compared with the initial-value problem of response analysis.
For the dynamic structure, the following form of a general performance measure can be considered:
General form of sensitivity measure relative to the design parameter (b) is as follows [33] :
Note that depends on z and z , at , as well as on z within the integration. Mirzaee et el. [34] showed that while structural vibration responses are used for damage detection, solving (22) in known time is as follows:
in which
It is worth noting that terminal values for different values of are not similar and adjoint equation should be calculated for corresponding , separately.
Mirzaee et al. [34] presented a quite efficient incremental solution for solving (24) which significantly improves the proposed method.
Sensitivity Method Selection.
In this paper four different methods are presented to compute sensitivity information of the performance measure for damage detection procedure. First method is the finite Difference method (FD) which is classified as an approximation approach. Second, it is semianalytical discrete method which uses a finite difference scheme to calculate stiffness matrix in direct differential method (DDMFD) and third and fourth methods are two different analytical discrete methods: direct differential method (DDM) and adjoint variable method (ADM).
The first three methods including FD, DDMFD, and DDM are widely used by other authors [35, 36] and the last method (ADM) is proposed by the authors (Mirzaee et al. [34] ).
Procedure of Iteration for Damage Detection.
The initial analytical model of a structure deviates from the true model and measurement from the initial intact structure is used to update the analytical model. The improved model is then treated as a reference model, and measurement from the damaged structure will be used to update the reference model.
When response measurement from the intact state of the structure is obtained, the sensitivities are computed from presented methods based on the analytical model of the structure and the well knowing input force and velocity. The vector of parameter increments is then obtained using the computed and experimentally obtained responses. The analytical model is then updated and the corresponding response and its sensitivity are again computed for the next iteration. When measurement from the damaged state is obtained, the updated analytical model is used in the iteration in the same way as that using measurement from the intact state. Convergence is considered to be achieved when the following criteria are met:
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The final vector of identified parameter increments corresponds to the changes occurring in between the two states of the structure. The tolerance is set equal to 1 × 10 −5 in this study except otherwise specified.
Numerical Results
In order to evaluate the efficiency and competency of introduced methods, analysis of two FE models with extensive available numerical studies has been carried out. Representative examples are presented to demonstrate the effects of speed of loads, measurement noise level, and initial error on the accuracy and effectiveness of the methods.
The relative percentage error (RPE) in the identified results is calculated from (27) , where ‖ ⋅ ‖ is the norm of matrix and z , identified and z , true are the identified and the true acceleration time history, respectively [26] ;
Since the true value of elastic modulus is unknown, RPE can just be used for evaluating the efficiency of the method. Table 1 . The transverse point load has a constant velocity, V = / , where is the traveling time across the bridge and is the total length of the bridge.
Single-Span
For the forced vibration analysis an implicit time integration method called as "the Newmark integration method" is used with the integration parameters = 1/4 and = 1/2, which leads to constant-average acceleration approximation.
Speed parameter is defined as
in which cr is critical speed ( cr = ( / )√EI/ ), is moving load speed, and is mass per unit length of the beams.
Damage Scenarios.
Six damage scenarios of single, multiple, and random damage along with initial error in the bridge without measurement noise are studied and shown in Table 2 . Local damage is simulated with a reduction in the elastic modulus of material of an element. The sampling rate is 15000 Hz and 250 data of the acceleration response (degree of indeterminacy is 25) collected along the z-direction at nodes 2 and 7 are used in the identification. Tables 3-6 show the results of different detection methods including solution time (ST), number of loops (NL), and RPE. These are the most important parameters to compare the efficiency and accuracy of different methods.
Analysis Results.

Effect of Noise.
Noise is the random fluctuation in the value of measured or input that causes random fluctuation in the output value. Noise at the sensor output is due to either internal noise sources, such as resistors at finite temperatures, or externally generated mechanical and electromagnetic fluctuations [10] .
To evaluate the sensitivity of results to such measurement noise, noise-polluted measurements are simulated by adding to the noise-free acceleration vector a corresponding noise vector whose root-mean-square (RMS) value is equal to a certain percentage of the RMS. value of the noise-free data vector. The components of all the noise vectors are of Gaussian distribution, uncorrelated and with a zero mean and unit standard deviation. Then on the basis of the noise-free acceleration z , nf the noise-polluted acceleration z , np of the bridge at location can be simulated by
where RMS (z , nf ) is the RMS value of the noise-free acceleration vector z , nf × level is the noise level, and unit is a randomly generated noise vector with zero mean and unit standard deviation [36] . In order to study effects of noise in stability of different sensitivity methods, scenario 3 (speed ratio of moving load is considered to be fixed and equal to 0.5) is considered and different levels of noise pollution are investigated, and also RPE change with increasing the number of loops in iterative procedure has been studied. The results are illustrated in Figure 3 for all presented methods.
Effect of Initial Error.
In order to study effects of initial error in stability of sensitivity methods, scenario 6 (speed ratio of moving load is considered to be fixed and equal to 0.5) is considered. This scenario consists of no simulated damage in the structure, but the initial elastic modulus of material of all the elements is underestimated and different levels of initial error are investigated; RPE changes with increasing the number of loops in iterative procedure have been studied. The results are illustrated in Figure 4 for all presented methods.
Plane Grid Model.
A plane grid model of bridge is studied as another numerical example to investigate the efficiency and accuracy of discrete methods. It is notable that according to complexity of this model, approximation and semidiscrete methods are not useable and diverged in all scenarios in all speed ranges.
The structure is modeled by 46 frame elements and 32 nodes with three DOFs at each node for the translation and rotational deformations. Rayleigh damping model is adopted with the damping ratios of the first two modes taken equal to 0.05. The finite element model of the structure is shown in Figure 5 and structural properties are summarized in Table 1 . 
Damage Scenarios.
Six damage scenarios of single, multiple, and random damage in the bridge without measurement noise are studied and shown in Table 7 .
The sampling rate is 14000 Hz and 460 data of the acceleration response (degree of indeterminacy is 20) collected along the z-direction at nodes 4, 11, 21, and 27 are used. Tables 8 and 9 show the results of different detection methods including solution time (ST) and RPE. Using both described methods, including ADM and DDM method, the damage locations and amount are identified correctly in all the scenarios (Figure 6 ).
Analysis Results.
Effect of Noise.
In order to study effects of noise, scenario 3 is considered and different levels of noise pollution are investigated, and also RPE changes with increasing the number of loops for iterative procedure have been studied. The results are presented in Figure 7 . 
Effect of Initial
Error. Scenario 6 (speed ratio of moving load is considered to be fixed and equal to 0.5) is considered to study effects of initial error in stability of sensitivity methods. RPE changes with increasing the number of loops for iterative procedure have been studied. The results are illustrated in Figure 8 .
Comparison of Different Methods
According to the results obtained in the previous section, different sensitivity methods considered in this study are compared in this section. Iteration number, relative percentage of error (RPE), solution time, noise level, and initial error effect in stability of damage detection procedure are effective parameters to compare efficiency and accuracy of the methods.
Iteration
Number. Average number of iterations for different scenarios with respect to the speed parameter is illustrated in Figure 9 .
As seen in Figure 9 (a), the number of iterations in FD and DDMFD methods is considerably larger than those of analytical discrete methods (DDM and ADM). It has been observed that in all cases DDMFD method has fewer iterations than FD method. Average number of iterations is 207.57 and 251.467 for DDMFD and FD methods, respectively. The larger the speed ratio of moving vehicle is the larger the number of iterations in approximation methods is. In FD method, for speed ratios more than 0.5 even by using maximum number of iterations (300) convergence was not achieved, while the ratio used in DDMFD method is 0.9. Figure 9 (b) shows comparison along with analytical discrete methods. It can be seen that DDM has smaller iteration number in all cases. Average number of iterations is 14.6 and 11.167 for ADM and DDM methods, respectively. Both analytical discrete methods converged in all cases with maximum iterations equal to 17 and increment in speed ratio does not affect the number of iterations. 
Relative Percentage of Error (RPE).
Using the same convergence tolerance equal to 1 × 10 −5 relative percentage of error in different methods is illustrated in Figure 10 .
As seen in this figure, with a maximum number of iterations equal to 300, RPE in FD and DDMFD methods are considerably larger than DDM and ADM methods. DDMFD method has lower RPE than FD method in most cases. Average of RPE is 0.26329 for DDMFD compared to 0.27766 in FD method. Again, the larger the speed ratio of moving vehicle is, the larger the relative error percentage in approximation methods is. Figure 10(b) shows that relative error percentage in ADM method is lower than DDM and speed ratio does not affect the relative error.
Average of RPE is 0.000731 and 0.002037 for ADM and DDM methods, respectively. Therefore ADM is nearly 2.8 times more accurate than DDM.
Solution Time.
In order to investigate computational cost of sensitivity methods, using the same amounts of RAM and CPU resources for the presented numerical simulations, solution time of different damaged models is evaluated and shown in Figure 11 .
As seen in Figure 11 (a) solution times in FD and DDMFD methods are considerably larger than analytical discrete methods and the FD method with an average of 200.616 (s) is the most time consuming method. Average time for DDMFD method is 150.849 (s). Figure 11 (b) compares the time spent by DDM and ADM. As illustrated in this figure ADM method has lower solution time than DDM method in all cases and speed ratio does not affect the solution time.
Average of solution time is 2.956 (s) and 7.794 (s) for ADM and DDM methods, respectively; consequently ADM is nearly 2.6 times faster than DDM.
Efficiency Parameter.
In order to compare and quantify the performance of different methods, relative efficiency parameters of methods " " and " " (REP , ) are defined as
in which, ST is the solution time of system identification method that represents the computational cost of the method and RPE is the relative error which represents the accuracy of the method. Figure 12 shows REP adj,ddm changes with respect to speed parameter in different scenarios. Table 10 shows that in different scenarios and for different speed parameters, the efficiency parameter is between 1.9713 and 5.5478 for model 1 and 1.5659 and 2.9893 for model 2 and its average is 2.8948 and 2.2248 for models 1 and 2, respectively. Compared to DDM, the adjoint variable method is more efficient and needs 60.9% less computational effort.
Changes in the average of REP adj,ddm in different scenarios with speed ratio are shown in Figure 13 . As shown in this figure, REP adj,ddm increases with speed ratios lightly. This indicates that efficiency of ADM with respect to DDM increases with speed ratio. Figure 14 shows REP adj,FD and REP adj,DDMFD changes with respect to speed parameter in different scenarios. Table 11 shows the relative efficiency parameter for different speed parameters in different scenarios. It can be seen that the efficiency parameter is between 31.93 and 783.07 for finite difference method and 49.16 and 505.42 for DDMFD method with the average of 167.14 and 145.69 for FD and DDMFD methods, respectively. Therefore the adjoint variable method is extremely successful and the computational cost of this method is just 0.6% and 0.69% of FD and DDMFD methods, respectively.
Relative Efficiency Parameter of Adjoint Variable Method with respect to Approximation and Semianalytical Methods.
Changes in the average of REP adj,fd&ddmfd in different scenarios with speed ratio are shown in Figure 15 . As shown in this figure, REP adj,fd&ddmfd rapidly increases with speed ratio, which indicates the superiority of ADM over FD and DDMFD methods increases with speed ratio. Figure 16 shows REP ddmfd,fd changes with respect to speed parameter in different scenarios. Table 12 shows the relative efficiency parameter for different speed parameters in different scenarios. Again, the efficiency parameter is between 0.343 and 1.726 with the average of 1.044. Thus, compared to FD method, the DDMFD method is slightly more effective.
Relative Efficiency Parameter of DDMFD with respect to FD Method.
Changes in the average of REP ddmfd,fd in different scenarios with speed ratio are shown in Figure 17 . As shown in this figure, REP ddmfd,fd increases with speed ratio. For speed ratio lower than 0.5 efficiency parameter is lower than 1 which means FD method is more effective for this range. Figures 3 and 7 show that all described methods are sensitive to noise and if noise level exceeds the values stated in Table 11 , these methods lose their efficiency and are not able to detect damage properly. Hence, in cases with noise level larger than the values stated in Table 13 , a denoising tool like wavelet transforms should be used along with the sensitivity methods. Wavelet transforms are mainly attractive because of their ability to compress and encode information to reduce noise or to detect any local singular behavior of a signal [37] .
Stability.
Stability comparison of different methods shows that FD is the most stable method and stability of analytical methods is slightly lower than that. Figures 4 and 8 show stability of sensitivity methods with respect to the initial error. Summary of results for stability investigation is presented in Table 13 , which suggests that stability of numerical methods is better than analytical methods. Comparing Figures 3 and 4 shows that divergence type due to initial error is sharp unlike the noise level which occurs gradually.
Conclusion
Different sensitivity-based damage detection methods are presented and acceleration time history data affected by a moving vehicle with specified load is used for damage detection procedure. Newmark method is used to calculate the structural dynamic response and its dynamic response sensitivities are calculated by four different sensitivity methods (finite difference method (FD), semianalytical discrete method (DDMFD), direct differential method (DDM), and adjoint variable method (ADM)).
Different damaged structures including single, multiple, and random damage are considered and efficiency of four aforementioned sensitivity methods is compared and following remarks are made.
(i) The advantage of the finite difference method is obvious. If structural analysis can be performed and the performance measure can be obtained as a result of structural analysis, then FD method is independent of the problem types considered. However, sensitivity computation costs become the main concern in the damage detection process for the large problems.
Comparison of sensitivity methods shows that FD method is the most expensive method among other procedures.
(ii) Semianalytical discrete method (DDMFD) alleviates some disadvantages of FD method and its computational cost is rather lower than FD method.
(iii) The major disadvantage of the finite difference based methods (FD and DDMFD) is the accuracy of their sensitivity results. Depending on perturbation size, sensitivity results are quite different. As a result, it is very difficult to determine design perturbation sizes that work for all problems.
(iv) The computational cost of damage detection procedure using these methods is too expensive and these methods are infeasible for large-scale problems containing many variables, for example, the second case study (model 2).
(v) The DDM is an accurate and efficient method to compute sensitivity matrix. This method directly solves for the design dependency of a state variable and then computes performance sensitivity using the chain rule of differentiation. The comparative study shows this has a very low computational cost method in all cases and is more accurate than finite difference methods.
(vi) ADM calculates each element of sensitivity matrix separately by defining an adjoint variable parameter. The main advantage is in evaluating the dynamic response; an analytical solution exists which significantly increases the speed and accuracy of the solution. The comparative study shows that efficiency parameter of ADM is 2.89, 167.14, and 145.69 compared to DDM, FD, and DDMFD methods, respectively. This result indicates that ADM is extremely successful and can be applied as a powerful tool in SHM.
(vii) Investigations of initial assumption error in stability of methods show that finite difference based methods have more enhanced stability than analytical discrete methods and all sensitivity-based methods have moderate stability against initial assumption error.
(viii) The drawback of all sensitivity-based methods is their low stability against input measurement noise (about 2.5%), which can be improved by using low-pass denoising tools.
