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Abstract.Motivated by solid-solid phase transitions in elastic thin films, we perform a Γ-convergence analysis
for a singularly perturbed energy describing second order phase transitions in a domain of vanishing thickness.
Under a two-wells assumption, we derive a sharp interface model with an interfacial energy depending on the
asymptotic ratio between the characteristic length scale of the phase transition and the thickness of the film.
In each case, the interfacial energy is determined by an explicit optimal profile problem. This asymptotic
problem entails a nontrivial dependance on the thickness direction when the phase transition is created at the
same rate as the thin film, while it shows a separation of scales if the thin film is created at a faster rate than
the phase transition. The last regime, when the phase transition is created at a faster rate than the thin film,
is more involved. Depending on growth conditions of the potential and the compatibility of the two phases,
we either obtain a sharp interface model with scale separation, or a trivial situation driven by rigidity effects.
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1. Introduction
In the last few years, many mathematical efforts have been devoted to variational problems arising
in the modelling of phase transitions in solids, see e.g. [6,16,17,18]. These problems often involve
singularly perturbed functionals of the form
Eε(u,B) =
∫
B
1
ε
W (∇u) + ε|∇2u|2 dx , (1.1)
where u : B ⊂ R3 → R3 represents the displacement of an elastic body B, ε > 0 is a small parameter,
and W is a (nonnegative) free energy density with multiple minima corresponding to martensitic
materials. Due to the multiple well structure, nucleation of phases in a given configuration may
occur without increasing
∫
W (∇u), so that the free energy may admit many (eventually constrained)
minimizers. In order to select preferred configurations, the Van der Waals-Cahn-Hilliard theory adds
higher order terms leading to functionals of the form (1.1). In such functionals a competition occurs
between the two terms: the free energy favors gradients close to a minimum value of W , while |∇2u|2
penalizes transitions from one minima to another.
The Γ-convergence method provides a suitable framework to study the asymptotic behavior of
singularly perturbed energies like Eε (see e.g. [12,19] for a more detailed overview of this subject).
One of the first applications of Γ-convergence was actually obtained in [30,31,35] in the context of
fluid-fluid phase transitions (see e.g. [25]). Here the authors deal with energy functionals of the form
1
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∫
1
ε W (v) + ε|∇v|2 dx where the potential W has a double well structure, i.e., {W = 0} = {α, β}. It
is shown that such family of energies Γ-converges (in a suitable topology) as ε → 0 to a functional
which calculates the area of the interface between the two phases α and β, for limiting BV -functions
v with values in {α, β}. Since then this result has been generalized in many different ways (see
e.g. [1,5,7,10,24,32]), in particular in [23] for an intermediate situation where the singular perturbation
|∇v|2 is replaced by the higher order term |∇2v|2. The first Γ-convergence result for functionals acting
on gradient vector fields has been obtained in [16]. Assuming that {W = 0} = {A,B} for some rank-
one connected matrices A and B (and some additional constitutive conditions on W ), the authors
prove the Γ-convergence of Eε as ε→ 0. Once again the effective functional returns the total area of
the interfaces separating the phases A and B, for limiting functions u satisfying ∇u ∈ {A,B} a.e.
and ∇u ∈ BV . Here the rank-one connection between the wells A and B turns out to be necessary
for the existence of non-affine u’s satisfying ∇u ∈ {A,B}, and the interfaces must be planar and
oriented according to the connection, see [6]. We also mention recent developments on weakening the
condition on the wells of W to allow for frame indifference, i.e., assuming the zero level set of W of
the form SO(3)A ∪ SO(3)B (see [17,18]).
Another topic of increasing interest related to solid mechanics concerns thin elastic films. It is
well known that thin films may have different mechanical properties from bulk materials, specifically
for martensitic ones. Those properties are important for many physical applications (see [9]). In
this context, the Γ-convergence point of view is again suitable to rigorously derive limiting models
starting from 3D nonlinear elasticity. This has been shown in [28,13] for the membrane theory, and
more recently in [21,22] for nonlinear plate models. In the regime of membranes, several studies
have focused their attention on the impact of a higher order perturbation on the behavior of thin
films. The first variational approach has been addressed in [9] where the authors add the singular
perturbation ε2
∫ |∇2u|2 to the free energy ∫ W (∇u) for a domain of small thickness h. They obtain
in the limit h→ 0 a 2D energy density which depends on the deformation gradient of the mid-surface,
and the Cosserat vector b which gives an asymptotic description of the out-of-plane deformation. An
important consequence of the results of [9] is that for many interesting materials the low energy states
in the thin film limit are indeed different from the ones in three dimensional samples. However [9]
does not treat possible correlations between the thickness h and the parameter ε. This issue was first
conducted in [34], and more intensively in [20] to keep track of the Cosserat vector. It is shown in
[20] that the limiting model is determined by the asymptotic ratio h/ε as h → 0 and ε → 0, and it
depends whether h/ε ∼ 0, h/ε ∼ ∞, or h/ε ∼ 1.
The general idea of this paper is to study a simple class of singularly perturbed functionals
describing phase transitions in thin films. In this direction, some models have been recently analyzed,
see [8], and also [15,26] for models without singular perturbation leading to sharp interfaces. Here
we want to carry out an analysis in the spirit of [16] focusing on possible correlations between the
strength of an interfacial energy and the thickness of the film. As in [9,20,34] we consider a “membrane
scaling”, and we introduce the normalized functional Fhε defined for u ∈ H2(Ωh;R3) by
Fhε (u) :=
1
h
∫
Ωh
W (∇u) + ε2|∇2u|2 dx ,
where Ωh := ω × hI ⊂ R3, I := (− 12 , 12 ), and the mid-surface ω ⊂ R2 is a bounded convex open
set (here convexity is assumed for simplicity, and we refer to [16] for more general geometries).
Considering configurations u with energy of order ε, that is Fhε (u) 6 O(ε), and renormalizing by 1/ε
we are led to the energy 1hEε in the thin domain Ωh. We are interested in the variational convergence
of the family { 1hEε(·,Ωh)} as h→ 0 and ε→ 0. To this aim, we introduce the standard rescaling
u(x) = u(x) with (x1, x2, x3) =
(
x1,x2,
x3
h
)
,
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which yields functionals {Fhε } defined for u ∈ H2(Ω;R3) by
Fhε (u) :=
∫
Ω
1
ε
W (∇hu) + ε|∇2hu|2 dx ,
where Ω := Ω1, and ∇h :=
(
∂1, ∂2,
1
h∂3
)
is the rescaled gradient operator.
Our main goal is to perform the Γ-convergence as ε → 0 and h → 0 of the family {Fhε } in
the simplest context where we can illustrate a difference between the behavior of thin films and
bulk materials. The class of models we have in mind involves double-well potentials W of the type
considered in [16]. In other words, W should be structurally similar to
W (ξ) ≈ dist(ξ, {A,B})p = min{|ξ −A|p, |ξ −B|p}. (1.2)
A situation where a qualitatively different behavior from [16] is expected is when A and B are not
rank-one connected, but A′ and B′ are. Here we denote by A′ and B′ the 3 × 2 matrices extracted
by taking the first two columns from A and B, respectively. In this case, sequences with bounded
Eε energy, as in [16], converge to affine maps by the results in [6]. But, as it will be made precise
below, this rigidity effect might not occur for sequences with bounded Fhε energy since A
′ and B′ are
compatible on the mid-surface. Accordingly, we assume that W : R3×3 → [0,∞) is continuous and
satisfies the following first set of assumptions:
(H1) {W = 0} = {A,B} where A = (A′, A3) ∈ R3×2 × R3 and B = (B′, B3) ∈ R3×2 × R3 are
distinct matrices satisfying A′ −B′ = 2a⊗ ν¯ for some a ∈ R3 and ν¯ ∈ S1;
(H2)
1
C1
|ξ|p − C1 6 W (ξ) 6 C1 |ξ|p + C1, for p > 2 and some constant C1 > 0 .
Under the conditions (H1) and (H2), we shall derive compactness properties for sequences with
uniformly bounded energy. In our setting the limiting configurations space turns out to be
C :=
{
(u, b) ∈ W 1,∞(Ω;R3)× L∞(Ω;R3) : (∇′u, b) ∈ BV (Ω; {A,B}) , ∂3u = ∂3b = 0} , (1.3)
where we write ∇′ := (∂1, ∂2). Throughout the paper we identify pairs (u, b) ∈ C with functions
defined on the mid-surface ω, that is u(x) = u(x′), b(x) = b(x′) with x′ := (x1, x2). In particular, for
any (u, b) ∈ C , we can write
(∇′u, b)(x′) = (1− χE(x′))A+ χE(x′)B for L2-a.e. x′ ∈ ω , (1.4)
where E ⊂ ω is a set of finite perimeter in ω, and χE denotes its characteristic function. For A′ 6= B′
the (reduced) boundary of E consists of countably many planar interfaces with normal ν¯, while E is
an arbitrary set of finite perimeter in ω if A′ = B′ (see Theorem 2.1, and [6]). Let us recall that, in
our setting, A and B might not be rank-one connected, so that we shall have to construct recovery
sequences substantially different from [16]. We also emphasize that forA′ = B′, the arbitrary geometry
of the interface is again in sharp contrast with [16], where interfaces must be made by hyperplanes.
The general compactness result is formulated in Theorem 1.1 below. As a matter of fact this
theorem does not provide optimal compactness (only) in the case ε ≪ h. Indeed, in this regime we
may expect a separation of scales to hold and the film to behave like a three dimensional sample.
Thus, if the wells are not compatible in the bulk, i.e., rank(A − B) > 1, it is reasonable to believe
that sequences with bounded energy should converge to trivial limits. This question will be addressed
in the last section with positive results for some particular cases (see Theorems 6.9 and 6.10).
Theorem 1.1 (Compactness). Assume that (H1) − (H2) hold. Let hn → 0+ and εn → 0+ be
arbitrary sequences, and let {un} ⊂ H2(Ω;R3) be such that supn Fhnεn (un) < ∞. Then there ex-
ist a subsequence (not relabeled) and (u, b) ∈ C such that un − −
∫
Ω un dx → u in W 1,p(Ω;R3) and
1
hn
∂3un → b in Lp(Ω;R3).
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To describe our Γ-convergence results we need some additional assumptions on the potential W
(these assumptions will be used only in the construction of recovery sequences). First of all we assume,
without loss of generality, that A = −B and ν¯ = e′1 := (1, 0), so that
A′ = −B′ = a⊗ e′1 , A2 = B2 = 0 , and A3 = −B3 . (1.5)
Indeed, the general case can be reduced to (1.5) by considering a modified bulk energy density Wmod
defined by Wmod(ξ) := W (ξR + C) where C = 1/2(A + B) and R = diag(R
′, 1) with R′ ∈ SO(2)
satisfying R′ν¯ = e′1. This new potentialWmod obviously satisfies hypotheses (H1) and (H2) with (1.5).
Our second set of assumptions requires W to share some structural properties of the prototypical
function defined in (1.2). More precisely, given (1.5), we assume that
(H3) there exist constants ̺ > 0 and C2 > 0 such that
1
C2
dist
(
ξ, {A,B})p 6W (ξ) 6 C2 dist(ξ, {A,B})p if dist(ξ, {A,B}) 6 ̺ ;
(H4) W (ξ1, 0, ξ3) 6W (ξ) for all ξ = (ξ1, ξ2, ξ3) ∈ R3×3;
(H5) if A
′ = B′ = 0, then W (ξ′, ξ3) = V
(|ξ′|, ξ3) for some V : [0,+∞)× R3 → [0,∞).
Here | · | stands for the usual Euclidean norm, ξ′ := (ξ1, ξ2) ∈ R3×2 and |ξ′|2 = |ξ1|2 + |ξ2|2. Observe
that in the case A′ = B′ (so that (1.5) yields A′ = B′ = 0), assumptions (H4) and (H5) require
the function r 7→ V (r, z) to be nondecreasing for every z ∈ R3. Taking (1.5) into account, we
also notice that these assumptions are clearly satisfied for W (ξ) = dist
(
ξ, {A,B})p with V (r, z) :=(
r2 + dist2
(
z, {A3, B3}
))p/2
. Let us finally mention that similar assumptions are already present
in [16]. Condition (H3) is a standard non-degeneracy condition onW near the wells, while (H4) allows
one to construct lower dimensional optimal profiles connecting the two phases A and B. Hypothesis
(H5) is a more technical isotropy condition, that we assume for simplicity.
Let us now consider the family of functionals Fhε : [L1(Ω;R3)]2 → [0,∞] defined by
Fhε (u, b) :=

F
h
ε (u) if u ∈ H2(Ω;R3) and b = 1h∂3u ,
+∞ otherwise .
We will prove that the behavior of Fhε depends, as expected, on the asymptotic ratio hε → γ ∈ [0,∞]
as h and ε tend to 0, and that the family {Fhε } Γ-converges to a functional Fγ : [L1(Ω;R3)]2 → [0,∞]
given by
Fγ(u, b) :=

Kγ Perω(E) if (u, b) ∈ C ,+∞ otherwise , (1.6)
where (∇′u, b)(x) = (1 − χE(x′))A + χE(x′)B as in (1.4), and Perω(E) := H1(∂∗E ∩ ω) denotes the
(measure theoretic) perimeter of E in ω. Here the constant Kγ > 0 is determined by an optimal
profile problem for connecting phase A to phase B. By assumption (H4), we will be able to describe
Kγ through a lower dimensional variational problem. To simplify the notation, we introduce the 2D
energy density W : R3×2 → [0,∞) given by
W(ζ1, ζ2) :=W (ζ1, 0, ζ2) ,
which is a double-well potential with zero level set
{
(A1, A3), (B1, B3)
}
.
Our first convergence result deals with the critical regime where the thickness of the film and the
strength of the interfacial energy are of the same order, that is γ ∈ (0,∞).
Theorem 1.2 (Critical Regime). Assume that (H1) − (H5) hold with (1.5). Let hn → 0+ and
εn → 0+ be arbitrary sequences such that hn/εn → γ for some γ ∈ (0,∞). Then the functionals
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{Fhnεn } Γ-converge for the strong L1-topology to the functional Fγ given by (1.6) with
Kγ := inf
{
1
γ
∫
ℓI×γI
W(∇v) + |∇2v|2 dy : ℓ > 0 , v ∈ C2(ℓI × γI;R3) ,
∇v(y) = (A1, A3) nearby
{
y1 = ℓ/2
}
and ∇v(y) = (B1, B3) nearby
{
y1 = −ℓ/2
}}
. (1.7)
We observe that the formula for Kγ (with γ ∈ (0,∞)) entails a highly nontrivial dependence
on the vertical direction in the asymptotic problem. In fact, in the case A3 = B3, one can find
potentials W for which a nontrivial dependance on x3 still occurs, see [16, Section 8]. Note that in
many second order phase transitions problems, optimal profiles usually have an oscillatory behavior
along the limiting interface, see [16,27] and references therein (see also Theorem 1.4 below).
In contrast with the critical regime, one may expect the case γ = 0 (i.e., h ≪ ε) to lead to a
simpler behavior with respect to the x3-variable by separation of scales. Indeed, the energies formally
behave like two dimensional ones, and optimal transition layers should only depend on the distance
to the interface by assumptions (H4)−(H5). We will illustrate this fact with more details in Section 5
(see Remark 5.9). Our results for this regime give a positive answer to our formal discussion, and
they can be summarized in the following theorem.
Theorem 1.3 (Subcritical Regime). Assume that (H1)− (H5) hold with (1.5). Let hn → 0+ and
εn → 0+ be arbitrary sequences such that hn/εn → 0. Then the functionals {Fhnεn } Γ-converge for the
strong L1-topology to the functional F0 given by (1.6) with
K0 := inf
{∫ ℓ
−ℓ
W(φ(t))+ |φ′1(t)|2 + 2|φ′2(t)|2 dt : ℓ > 0 ,
φ = (φ1, φ2) ∈ C1
(
[−ℓ, ℓ ];R3×2) , φ(ℓ) = (A1, A3) and φ(−ℓ) = (B1, B3)
}
. (1.8)
In the supercritical case γ = +∞ (i.e., ε ≪ h), one may again expect a separation of scales to
hold. In other words, we should be able to recover the limiting functional by taking first the limit
ε→ 0, and then the thin film limit h → 0. Hence, to obtain a nontrivial Γ-limit, it is natural to ask
for A and B to be compatible in the bulk with a non vertical connection (see (1.9) below). As already
mentioned, we have exhibited rigidity effects in the other cases, at least for some particular potentials
(see Theorems 6.9 and 6.10). For this reason we assume in the supercritical regime that A − B is a
rank-one matrix, and that A′ 6= B′. Under the structure (1.5), this assumption is equivalent to the
existence of λ ∈ R such that A3 = −B3 = λa. Then the wells A and B can be written as
A = −B = a⊗ (e1 + λe3) (a 6= 0) . (1.9)
We have obtained partial results for this regime through lower and upper bounds for the Γ-lim inf
and Γ-lim sup, respectively. Fortunately, our estimates turn out to be nearly optimal in the sense that
upper and lower bounds agree whenever λ = 0, p = 2, and W is symmetric with respect to ξ3 (which
is the case for the potential (1.2) assuming (1.9)). In this latter case, it follows that the separation of
scales is indeed true by [16, Theorem 1.4] (see Remark 6.8).
Theorem 1.4 (Supercritical Regime). Assume that (H1)− (H4) and (1.9) hold for some λ ∈ R.
Let hn → 0+ and εn → 0+ be arbitrary sequences such that hn/εn →∞. Then,
cF∞ 6 Γ
(
L1
)− lim inf
n→+∞
Fhnεn and Γ
(
L1
)− lim sup
n→+∞
Fhnεn 6 F∞ ,
6 B. Galva˜o-Sousa & V. Millot
for a constant c > 0, where the functional F∞ is given by (1.6) with
K∞ := (1 + λ2)
1
2 inf
{∫
Q′
λ
ℓW(∇v) + 1
ℓ
|∇2v|2 dy : ℓ > 0 , v ∈ C2(R2;R3) ,
∇v(y) = (A1, A3) nearby
{
y · νλ = ℓ/2
}
, ∇v(y) = (B1, B3) nearby
{
y · νλ = −ℓ/2
}
,
and v is 1-periodic in the direction orthogonal to νλ
}
,
where νλ :=
1√
1+λ2
(1, λ) ∈ S1, and Q′λ denotes the unit cube of R2 centered at the origin with two faces
orthogonal to νλ. Moreover, if p = 2 in (H1), λ = 0 in (1.9), and W satisfies W (ξ
′, ξ3) =W (ξ′,−ξ3)
for all ξ ∈ R3×3, then the functionals {Fhnεn } Γ-converge for the strong L1-topology to F∞.
The paper is organized as follows. We start in Section 2 with a structure result for the class C of
limiting maps, and the compactness theorem is proved in Section 3. The proofs of Theorems 1.2, 1.3,
and 1.4 are given in Sections 4, 5, and 6 respectively. We complete Section 6 with the aforementioned
rigidity results in the supercritical case.
2. Preliminaries
Throughout the paper, Q and Q′ denote the standard open unit cubes centered at the origin of R3
and R2 respectively, while I := (− 12 , 12 ). For simplicity, the differential operators ∂∂xi and ∂
2
∂xi∂xj
are
written ∂i and ∂
2
ij respectively. The rescaled gradient ∇h and rescaled Hessian ∇2h operators are
given by
∇hu =
(
∂1u, ∂2u,
1
h
∂3u
)
and ∇2hu =


∂211u ∂
2
12u
1
h∂
2
13u
∂212u ∂
2
22u
1
h∂
2
23u
1
h∂
2
13u
1
h∂
2
23u
1
h2 ∂
2
33u

 .
For a Borel set B ⊂ R3 and an admissible map u we write
Fhε (u,B) :=
∫
B
1
ε
W (∇hu) + ε|∇2hu|2 dx ,
In the sequel, it will be useful to consider the two reference maps, u0 and b0, defined for x ∈ R3 by
u0(x) := u¯0(x1) and b0(x) := b¯0(x1) , (2.1)
where u¯0 and b¯0 are given by
u¯0(t) := |t|a and b¯0(t) :=

A3 if t > 0 ,B3 if t < 0 . (2.2)
We shall follow [4] for the standard results and notations on functions of bounded variation. We
only recall that, given an open set O ⊂ RN , a Borel set E ⊂ O is said to be of finite perimeter in
O if its characteristic function χE belongs to BV (O). In such a case, the perimeter of E in O, that
we write PerO(E), is the total variation |DχE |(O), and it is equal to HN−1(∂∗E ∩ O) where ∂∗E
denotes the reduced boundary of E, and HN−1 is the (N − 1)-dimensional Hausdorff measure.
We now state a structure result for the class C of limiting configurations (see (1.3)). To this
purpose, let us define
αmin := inf
{
x1 ∈ R : x = (x1, x2) ∈ ω
}
and αmax := sup
{
x1 ∈ R : x = (x1, x2) ∈ ω
}
. (2.3)
We have the following theorem as a consequence of [6,16].
Theorem 2.1. Assume that (1.5) holds. Then for every pair (u, b) ∈ C , (∇′u, b) is of the form(∇′u(x), b(x)) = (1 − χE(x′))A+ χE(x′)B ,
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where E ⊂ ω is a set of finite perimeter in ω. Moreover, if A′ 6= B′ then u is of the form
u(x) = c0 + x1a− 2ψ(x1)a , (2.4)
where c0 ∈ R3, c0 · a = 0, ψ ∈ W 1,∞((αmin, αmax);R) and ψ′ ∈ BVloc((αmin, αmax); {0, 1}). In
particular, if A′ 6= B′ then E is layered perpendicularly to e′1, i.e.,
∂∗E ∩ ω =
⋃
i∈I
{αi} × Ji , (2.5)
where I ⊂ Z is made by successive integers, {αi} ⊂ (αmin, αmax) is locally finite in (αmin, αmax),
αi < αi+1, and the sets Ji := {t ∈ R : (αi, t) ∈ ω} are open bounded intervals.
Proof. Step 1. We start with the case where A′ 6= B′. Given (u, b) ∈ C , we can write
(∇′u, b) = (1− χF )A+ χFB , (2.6)
for some set F ⊂ Ω of finite perimeter in Ω. Since ∂3u = 0, we have ∇u ∈ BV (Ω; {(A′, 0), (B′, 0)}).
Then we observe that (1.5) yields (A′, 0) − (B′, 0) = a ⊗ e1. Thanks to the convexity of ω, we can
apply [16, Theorem 3.3] to deduce that u is of the form (2.4). From (2.4), (2.6), and the convexity
of ω, it readily follows that χF = χE×I L3-a.e. in Ω for some set E ⊂ ω of finite perimeter in ω
satisfying (2.5).
Step 2. We now consider the case A′ = B′. Given (u, b) ∈ C , we have b ∈ BV (Ω; {A3, B3}), so that
b = (1−χF )A3+χFB3 for some set F ⊂ Ω of finite perimeter in Ω. By standard slicing results (see[4,
Section 3.11]), bx
′
:= b(x′, ·) belongs to BV (I;R3) for L2-a.e. x′ ∈ ω, and L2⌊ω ⊗Dbx′ = ∂3b. Since
∂3b = 0, we deduce that Db
x′ = 0 for L2-a.e. x′ ∈ ω. On the other hand, we can find a representative
b∗ of b such that (b∗)x
′
:= b∗(x′, ·) is a good representative of bx′ for L2-a.e. x′ ∈ ω. Since Dbx′ = 0,
we conclude that (b∗)x
′
is constant for L2-a.e. x′ ∈ ω, that is b∗(x) = b∗(x′). Then it follows that
χF = χE×I L3-a.e. in Ω for some set E ⊂ ω of finite perimeter in ω.
3. Compactness
This section is devoted to the proof of Theorem 1.1, and we assume that (H1) and (H2) hold. We
consider arbitrary sequences hn → 0+, εn → 0+ as n → ∞, and {un}n∈N ⊂ H2(Ω;R3) such that
supn F
hn
εn (un) <∞. Throughout this section we write bn := 1hn ∂3un.
Proof of Theorem 1.1. Step 1. We claim that there exist a subsequence {εn} (not relabeled), a
pair (u, b) ∈ W 1,∞(Ω;R3)× L∞(Ω;R3) satisfying ∂3u = 0, and θ ∈ L∞(Ω; [0, 1]) such that
un − −
∫
Ω
un ⇀ u weakly in W
1,p(Ω;R3) , bn ⇀ b weakly in L
p(Ω;R3) as n→∞ , (3.1)
and
(∇′u, b)(x) = (1− θ(x))A+ θ(x)B for L3-a.e. x ∈ Ω . (3.2)
Indeed, we first deduce from the growth assumption (H2) that∫
Ω
(|∇′un|p + |bn|p) dx 6 C
(∫
Ω
W (∇′un, bn) dx + 1
)
6 C
(
εnF
hn
εn (un) + 1
)
6 C .
Therefore {bn} is uniformly bounded in Lp(Ω;R3), and {un − −
∫
Ω un} is uniformly bounded in
W 1,p(Ω;R3), thanks to the Poincare´-Wirtinger Inequality. Hence we may extract a subsequence such
that (3.1) holds for some pair (u, b) ∈W 1,p(Ω;R3)×Lp(Ω;R3). Since ‖∂3un‖Lp(Ω) 6 Chn, we deduce
that ∂3u ≡ 0.
Next we observe that the sequence {(∇′un, bn)} also generates a Young measure {νx}x∈Ω. From
the fundamental theorem on Young measures (see e.g. [33, Theorem 6.11]), we derive∫
Ω
∫
R3×3
W (ξ) dνx(ξ) dx 6 lim
n→+∞
∫
Ω
W
(∇′un, bn) dx = 0 ,
8 B. Galva˜o-Sousa & V. Millot
so that supp νx ⊂ {A,B} for L3-a.e. x ∈ Ω. Hence there exists θ ∈ L1
(
Ω; [0, 1]
)
such that
νx =
(
1− θ(x))δξ=A + θ(x)δξ=B for L3-a.e. x ∈ Ω .
Multiplying this last equality by ξ and integrating with respect to ξ yields (3.2), which completes the
proof of the claim.
Step 2. We claim that (u, b) ∈ C . We shall distinguish two distinct cases.
Case a). We first assume that A′ 6= B′. For M > 0 and ξ′ ∈ R3×2, we define
ϕ(ξ′) := inf
{∫ 1
0
min
(√
W0
(
g(s)
)
,M
)
|g′(s)| ds : g ∈W 1,∞([0, 1];R3×2) ,
g(0) = A′ and g(1) = ξ′
}
,
where W0(ξ
′) := min{W (ξ′, z) : z ∈ R3} is a continuous function of ξ′. One may easily check that ϕ
is Lipchitz continuous, ϕ(ξ′) = 0 if and only if ξ′ = A′, and that
|∇ϕ(ξ′)| 6 min{√W0(ξ′),M} for L3×2-a.e. ξ′ ∈ R3×2 . (3.3)
We claim that
{
ϕ(∇′un)
}
is uniformly bounded in W 1,1(Ω;R). Indeed, estimate first∫
Ω
∣∣∇(ϕ(∇′un))∣∣ dx 6
∫
Ω
√
W0
(∇′un(x)) ∣∣∇(∇′un)∣∣ dx 6 1
2
Fhnεn (un) 6 C ,
and by (3.3), ∫
Ω
∣∣ϕ(∇′un(x))∣∣ dx 6M
∫
Ω
|∇′un(x)| dx+ ϕ(0)L3(Ω) .
Hence, up to a further subsequence (not relabeled),
ϕ(∇′un)→ H in L1(Ω) as n→∞ , (3.4)
for some H ∈ BV (Ω). On the other hand, the Young measure {µx}x∈Ω generated by
{
ϕ(∇′un)
}
is
given by
µx =
(
1− θ(x))δt=ϕ(A′) + θ(x)δt=ϕ(B′) .
Then the strong convergence in (3.4) yields µx = δt=H(x), so that
δt=H(x) =
(
1− θ(x))δt=ϕ(A′) + θ(x)δt=ϕ(B′) .
As a consequence θ(x) ∈ {0, 1} for L3-a.e. x ∈ Ω, and
H(x) =
(
1− θ(x))ϕ(A′) + θ(x)ϕ(B′) = θ(x)ϕ(B′) for L3-a.e. x ∈ Ω .
Since ϕ(B′) 6= 0, it yields θ ∈ BV (Ω; {0, 1}), and we may now write θ = χF for some set F ⊂ Ω
of finite perimeter in Ω. In view of (3.2), we obtain (∇′u, b) = (1 − χF )A + χFB L3-a.e. in Ω, and
thus (∇′u, b) belongs to BV (Ω; {A,B}). Since ∂3u = 0, we have ∇u ∈ BV (Ω; {(A′, 0), (B′, 0)}) and
it follows from [16, Theorem 3.3] that F = E × I for some set E ⊂ ω of finite perimeter in ω, which
in turn implies that ∂3b = 0, and thus (u, b) ∈ C .
Case b). Let us now assume that A′ = B′ and A3 6= B3. For M > 0 and z ∈ R3, we define
ψ(z) := inf
{∫ 1
0
min
(√
W1
(
g(s)
)
,M
)
|g′(s)| ds : g ∈ W 1,∞([0, 1];R3) , g(0) = A3 and g(1) = z
}
,
where W1(z) := min{W (ξ′, z) : ξ′ ∈ R3×2} is a continuous function of z. As previously ψ is Lipschitz
continuous, and ψ(z) = 0 if and only if z = A3. Arguing as in Case a), we obtain that {ψ(bn)} is
uniformly bounded in W 1,1(Ω;R), and
1
hn
∫
Ω
∣∣∂3(ψ(bn))∣∣ dx 6 1
hn
∫
Ω
√
W1(bn) |∂3bn| dx 6 1
2
Fhnεn (un) 6 C .
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Therefore, up to a subsequence,
ψ(bn)→ G in L1(Ω) as n→∞ , (3.5)
for some G ∈ BV (Ω) satisfying ∂3G = 0. Arguing again as in Case a), we deduce from (3.5) that
δt=G(x) = (1 − θ(x))δt=ψ(A3) + θ(x)δt=ψ(B3) ,
which yields θ ∈ BV (Ω; {0, 1}). Since ∂3G = 0 we can argue as in the proof of Theorem 2.1, Step 2, to
deduce that θ(x) = χE(x
′) for some set E ⊂ ω of finite perimeter in ω. In view of (3.2), we conclude
that (∇′u, b) ∈ BV (Ω; {A,B}) and ∂3b = 0, and thus (u, b) ∈ C .
Step 3. In view of the previous steps, we know that (∇un, bn) ⇀ (∇u, b) weakly in Lp(Ω), and that
{(∇′un, bn)}n∈N generates the Young measure {νx}x∈Ω given by
νx(ξ) =
(
1− χE(x′)
)
δξ=A + χE(x
′)δξ=B = δξ=(∇′u,b) .
By standard results on Young measures (see e.g. [33, Proposition 6.12]), it follows that (∇′un, bn)→
(∇′u, b) strongly in Lp(Ω;R3×3), and the proof Theorem 1.1 is complete.
4. Γ-convergence in the critical regime
This section is devoted to the proof of Theorem 1.2. The Γ-liminf and Γ-limsup inequalities are derived
in Theorem 4.6 and Theorem 4.11 respectively, while Corollary 4.10 shows that the lower and upper
inequalities actually coincide. In proving lower inequalities, we partially adopt the approach of [16],
once adapted to the dimension reduction setting. Throughout this section the parameter γ ∈ (0,∞)
is given.
4.1. The Γ-lim inf inequality
We introduce the constant
K⋆γ := inf
{
lim inf
n→∞
Fhnεn (un, Q) : hn → 0+ and εn → 0+ with hn/εn → γ ,
{un} ⊂ H2(Q;R3), (un, 1
hn
∂3un)→ (u0, b0) in [L1(Q;R3)]2
}
, (4.1)
where the functions u0 and b0 are given by (2.1). The constant K
⋆
γ turns out to be finite, as one
may check by considering an admissible sequence {un} made of suitable regularizations of u0 and
b0 (see also the proof of Theorem 4.11). In this subsection we shall prove that under assumptions
(H1) − (H2) and (H5), the lower Γ-limit evaluated at any (u, b) ∈ C is bounded from below by K⋆γ
times the length of the jump set of (∇′u, b). We first prove this statement in the case of an elementary
jump set.
Proposition 4.1. Assume that (H1), (H2) and (1.5) hold. Let hn → 0+ and εn → 0+ be arbitrary
sequences such that hn/εn → γ. Let ρ > 0 and α ∈ R, let J ⊂ R be a bounded open interval, and
consider the cylinder U := (α − ρ, α + ρ) × J × I. Let (u, b) ∈ W 1,∞(U ;R3) × L∞(U ;R3) satisfying
∂3u = ∂3b = 0, and
(∇′u, b) = χ{x1<α}B + χ{x1>α}A or (∇′u, b) = χ{x16α}A+ χ{x1>α}B . (4.2)
Then for any sequence {un} ⊂ H2(U ;R3) satisfying (un, 1hn ∂3un)→ (u, b) in [L1(U ;R3)]2, we have
lim inf
n→∞
Fhnεn (un, U) > K
⋆
γH1(J) .
The proof of Proposition 4.1 relies on scaling properties and the translation invariance of the energy
functional Fhε . To determine the corresponding properties in the limit we introduce the following set
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function. For an open bounded set J ⊂ R and ρ > 0, we write Jρ := ρI × J × I, and we define
Eγ(J, ρ) := inf
{
lim inf
n→∞
Fhnεn (un, Jρ) : hn → 0+ and εn → 0+ with hn/εn → γ,
{un} ⊂ H2(Jρ;R3), (un, 1
hn
∂3un)→ (u0, b0) in [L1(Jρ;R3)]2
}
.
Noticing that K⋆γ = Eγ(I, 1) we now state the following lemma.
Lemma 4.2. Assume that (H1), (H2) and (1.5) hold. Then
(i) Eγ(t+ J, ρ) = Eγ(J, ρ) for all t ∈ R ;
(ii) if J1 ⊂ J2 and ρ1 6 ρ2, then Eγ(J1, ρ1) 6 Eγ(J2, ρ2) ;
(iii) if J1 ∩ J2 = ∅, then Eγ(J1 ∪ J2, ρ) > Eγ(J1, ρ) + Eγ(J2, ρ) ;
(iv) if α > 0, then Eγ(αJ, αρ) = αEγ(J, ρ) ;
(v) if 0 < α < 1, then Eγ(αJ, ρ) > αEγ(J, ρ) ;
(vi) if J is an interval then Eγ(J, ρ) = H1(J) Eγ(I, ρ) ;
(vii) if J is an interval then Eγ(J, ρ) = Eγ(J, δ) for all δ > 0 .
Proof. We first observe that (i) follows from the translation invariance of the functional Fhε . Then
(ii) is due to the fact that any admissible sequence for Eγ(J2, ρ2) yields an admissible sequence for
Eγ(J1, ρ1) whenever J1 ⊂ J2 and ρ1 6 ρ2. The proof of claim (iii) follows a similar argument.
Proof of (iv). Let hn → 0+ and εn → 0+ be such that hn/εn → γ, and let {un} be an admissible
sequence for Eγ(αJ, αρ). We define for x ∈ Jρ, vn(x) := 1αun(αx′, x3), h˜n := hn/α and ε˜n := εn/α . By
homogeneity of u0 and b0, we infer that vn(x)→ 1αu0(αx′, x3) = u0(x) and 1h˜n ∂3vn → b0 in L
1(Jρ;R
3)
as n → ∞. In particular, {vn} with {(h˜n, ε˜n)} is admissible for Eγ(J, ρ). Changing variables then
yields F h˜nε˜n (vn, Jρ) =
1
αF
hn
εn
(
un, (αJ)αρ
)
. Letting n→∞ we deduce that lim infn Fhnεn
(
un, (αJ)αρ
)
>
αEγ(J, ρ). In view of the arbitrariness of {(hn, εn)} and {un}, we conclude that Eγ(αJ, αρ) > αEγ(J, ρ).
The reverse inequality follows from the arbitrariness of α > 0.
Proof of (v). If 0 < α < 1 then (αJ)αρ ⊂ (αJ)ρ, and we derive from (ii) and (iv) that Eγ(αJ, ρ) >
Eγ(αJ, αρ) = αEγ(J, ρ).
Proof of (vi). Write J = Z ∪ (⋃Nk=1 Jk) for some finite set Z and some family {Jk}Nk=1 of mutually
disjoint open intervals of the form Jk = ak + αkI with 0 < αk < 1. In particular, H1(J) =
∑N
k=1 αk.
We infer from (i), (iii) and (v) that Eγ(J, ρ) > (
∑
k αk)Eγ(I, ρ), leading to Eγ(J, ρ) > H1(J)Eγ(I, ρ).
The reverse inequality can be obtained in the same way inverting the roles of I and J .
Proof of (vii). Claim (vii) is a straightforward consequence of (iv) and (vi).
Remark 4.3. As a consequence of (vi) and (vii) in Lemma 4.2, we have Eγ(J, ρ) = K⋆γH1(J) for
every ρ > 0 and every bounded open interval J ⊂ R.
An important consequence of Lemma 4.2 is that the energy of optimal sequences for Eγ(J, ρ) is
concentrated near the limiting interface. We shall make use of Corollary 4.4 in the next subsection in
order to compare the constants K⋆γ and Kγ .
Corollary 4.4. Assume that (H1), (H2) and (1.5) hold. Let 0 < δ < ρ and let J ⊂ R be a bounded
open interval. For any sequences hn → 0+, εn → 0+ and {un} ⊂ H2(Jρ;R3) such that hn/εn → γ,
(un,
1
hn
∂3un)→ (u0, b0) in [L1(Jρ;R3)]2, and limn Fhnεn (un, Jρ) = K⋆γH1(J), we have
lim
n→∞
Fhnεn (un, Jρ \ Jδ) = 0 .
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Proof. Since Jδ ⊂ Jρ, we deduce from Remark 4.3 that lim supn Fhnεn (un, Jδ) 6 Eγ(J, ρ) < ∞. On
the other hand the sequence {un} is admissible for Eγ(J, δ). In view of Lemma 4.2, we infer that
lim inf
n→∞
Fhnεn (un, Jδ) > Eγ(J, δ) = Eγ(J, ρ) = limn→∞F
hn
εn (un, Jρ) .
Therefore limn F
hn
εn (un, Jδ) = limn F
hn
εn (un, Jρ) which clearly implies the announced result.
Proof of Proposition 4.1. By the translation invariance of Fhnεn , we have lim infn F
hn
εn (un, U) =
lim infn F
hn
εn (τun, Jρ), where τun(x) := un(x1 + α, x2, x3). Obviously (τun,
1
hn
∂3τun) → (τu, τb) in
[L1(Jρ;R
3)]2 with τu(x) := u(x1 + α, x2, x3) and τb(x) := b(x1 + α, x2, x3). If the first case in (4.2)
holds, then (τu, τb) = (u0+ c0, b0) for some constant c0 ∈ R3. Subtracting the constant c0, we derive
from the definition of Eγ and Remark 4.3 that
lim inf
n→∞ F
hn
εn (un, U) = lim infn→∞ F
hn
εn (τun − c0, Jρ) > Eγ(J, ρ) = K⋆γ H1(J) .
If the alternative case in (4.2) holds, then (−τu, τb)(−x) = (u0+c0, b0)(x) for some constant c0 ∈ R3.
Observe that Fhnεn (τun, Jρ) = F
hn
εn (vn, Jρ) with vn(x) = −τun(−x)−c0. Then (vn, 1hn ∂3vn)→ (u0, b0)
in [L1(Jρ;R
3)]2. Hence,
lim inf
n→∞
Fhnεn (un, Jρ) = lim infn→∞
Fhnεn (vn, Jρ) > Eγ(J, ρ) = K⋆γ H1(J) ,
and the proof is complete.
Remark 4.5. Setting K⋆∞ to be the constant defined by (4.1) with γ = +∞ (see (6.1)), and assuming
that K⋆∞ <∞, one may check that Proposition 4.1 and Corollary 4.4 still hold in the case γ = +∞
with the same proofs.
We are now ready to prove the main result of this subsection which extends Proposition 4.1 to
the general case. The proof for A′ 6= B′ will be a direct consequence of Proposition 4.1, while the
case A′ = B′ will require an additional analysis based on a blow-up argument.
Theorem 4.6. Assume that (H1)−(H2), (H5) and (1.5) hold. Let hn → 0+ and εn → 0+ be arbitrary
sequences such that hn/εn → γ. Then, for any (u, b) ∈ C and any sequences {un} ⊂ H2(Ω;R3) such
that (un,
1
hn
∂3un)→ (u, b) in [L1(Ω;R3)]2, we have
lim inf
n→∞
Fhnεn (un) > K
⋆
γ Perω(E) ,
where (∇′u, b)(x) = (1− χE(x′))A+ χE(x′)B .
Proof. Step 1. We first assume that A′ 6= B′. Assuming that E is non trivial, by Theorem 2.1
we can write ∂∗E ∩ ω as in (2.5). Then we have H1(∂∗E ∩ ω) = ∑i∈I H1(Ji) < ∞. Consider an
arbitrarily small δ > 0 and choose k− = k−(δ) ∈ I and k+ = k+(δ) ∈ I such that k− 6 k+, and
H1(∂∗E∩ω) 6∑k+i=k− H1(Ji)+δ. For each i = k−, . . . , k+, let J ′i ⊂⊂ Ji be an open interval satisfying
H1(Ji) 6 H1(J ′i) + δk+−k−+1 . Since {αi} × J ′i ⊂⊂ ω and αi < αi+1, we may find ρ > 0 small in such
a way that the sets (αi − ρ, αi + ρ) × J ′i are still compactly contained in ω, and αi + ρ < αi+1 − ρ
for i = k−, . . . , k+. Then we set for each i = k−, . . . , k+, Ui := (αi − ρ, αi + ρ)× J ′i × I ⊂ Ω. Observe
that the Ui’s are pairwise disjoint, and that (∇′u, b) is of the form (4.2) in each Ui.
Let us now fix an arbitrary sequence {un} ⊂ H2
(
Ω;R3
)
such that (un,
1
hn
∂3un) → (u, b)
in [L1(Ω;R3)]2. Using Proposition 4.1, we estimate
lim inf
n→∞
Fhnεn (un) >
k+∑
i=k−
lim inf
n→∞
Fhnεn
(
un, Ui
)
>
k+∑
i=k−
K⋆γH1(J ′i) > K⋆γH1(∂∗E ∩ ω)− 2δK⋆γ ,
and the conclusion follows letting δ → 0.
Step 2. We now consider the case A′ = B′ (= 0 by (1.5)). Then u0 = 0 and u is constant. Without
loss of generality we may assume that u ≡ 0. In the remaining of this proof, we shall identify any
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b ∈ L1(Q′;R3) with its extension to Q given by b(x) = b(x′). With this convention, we introduce for
b ∈ L1(Q′;R3),
Gγ(b) := inf
{
lim inf
n→∞ F
hn
εn
(
un, Q
)
: hn → 0 and εn → 0 with hn/εn → γ,
{un} ⊂ H2
(
Q;R3
)
, (un,
1
hn
∂3un)→ (0, b) in [L1
(
Q;R3
)
]2
}
.
Notice that K⋆γ = Gγ(b0). We shall require the sequential L1-lower semicontinuity of the functional
Gγ stated below. The proof of Lemma 4.7 only involves a standard diagonalization argument, and we
shall omit it.
Lemma 4.7. Gγ is sequentially lower semicontinuous for the strong L1-topology.
Let {un} ⊂ H2(Ω;R3) be an arbitrary sequence satisfying (un, 1hn ∂3un) → (0, b) in [L1(Ω;R3)]2.
Without loss of generality, we may assume that lim infn F
hn
εn (un) = limn F
hn
εn (un) < ∞. By Theo-
rem 2.1 we have b(x) = b(x′) =
(
1 − χE(x′)
)
A3 + χE(x
′)B3 for a set E ⊂ ω of finite perimeter
in ω.
Using Fubini’s theorem, we define a finite nonnegative Radon measure µn on ω by setting
µn :=
(∫ 1
2
− 1
2
1
εn
W (∇hnun) + εn
∣∣∇2hnun∣∣2 dx3
)
L2⌊ω ,
and µn(ω) = F
hn
εn (un). In particular supn µn(ω) <∞, and thus there is a subsequence (not relabeled)
such that µn ⇀ µ weakly* in the sense of measures for some finite nonnegative Radon measure µ
on ω. By lower semicontinuity we have µ(ω) 6 limn µn(ω) = limn F
hn
εn (un). It then suffices to prove
that µ(ω) > K⋆γH1(∂∗E ∩ω). By the Radon-Nikody´m Theorem, we can decompose µ as µ = µ0+µs,
where µ0 and µs are mutually singular nonnegative Radon measures on ω, and µ0 ≪ H1⌊∂∗E ∩ω. It
is enough to show that µ0(ω) > K
⋆
γH1(∂∗E ∩ ω) which can be obtained by proving that
dµ0
dH1⌊∂∗E ∩ ω (x
′
0) > K
⋆
γ for H1-a.e. x′0 ∈ ∂∗E ∩ ω .
For ν ∈ S1 and δ > 0, we denote by Q′ν ⊂ R2 the unit cube centered at the origin with two sides
orthogonal to ν, and Q′ν(x
′
0, δ) := x
′
0 + δQ
′
ν . By a generalization of the Besicovitch Differentiation
Theorem (see [2, Proposition 2.2]), there exists a Borel set Z ⊂ ω such that H1(Z) = 0, the Radon-
Nikody´m derivative of µ0 with respect to H1⌊∂∗E ∩ω exists and is finite at every x′0 ∈ (∂∗E ∩ω)\Z,
and
dµ0
dH1⌊∂∗E ∩ ω (x
′
0) = lim
δ→0+
µ0
(
Q′ν(x
′
0, δ)
)
H1(∂∗E ∩Q′ν(x′0, δ))
for every x′0 ∈ (∂∗E ∩ ω) \ Z and all ν ∈ S1 .
For x′0 ∈ ∂∗E∩ω, let us denote by ν0 ∈ S1 the generalized outer normal to E at x′0. By Theorem 3.59
and Remark 2.82 in [4], we have
lim
δ→0+
H1(∂∗E ∩Q′ν0(x′0, δ))
δ
= 1 for H1-a.e. x′0 ∈ ∂∗E ∩ ω . (4.3)
Moreover, it is well known (see e.g. [4, Example 3.68]) that
lim
δ→0+
1
δ2
∫
Q′ν0(x
′
0
,δ)
|b(x′)− bx0(x′)| dx′ = 0 for H1-a.e. x′0 ∈ ∂∗E ∩ ω , (4.4)
where bx0(x
′) := χ{(x′−x′
0
)·ν0>0}(x
′)A3 + χ{(x′−x′
0
)·ν0<0}(x
′)B3.
Let us now fix a point x′0 ∈ (∂∗E ∩ ω) \ Z satisfying (4.3)-(4.4). We choose a sequence δk → 0+
such that Q′ν0(x
′
0, δk) ⊂ ω and µ
(
∂Q′ν0(x
′
0, δk)
)
= 0 for all k ∈ N. Then
dµ0
dH1⌊∂∗E ∩ ω (x
′
0) = lim
k→∞
1
δk
µ
(
Q′ν0(x
′
0, δk)
)
= lim
k→∞
lim
n→∞
1
δk
µn
(
Q′ν0(x
′
0, δk)
)
= lim
k→∞
lim
n→∞
1
δk
Fhnεn
(
un, Q
′
ν0(x
′
0, δk)× I
)
,
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where we have used Fubini’s theorem in the last equality. Let R ∈ SO(2) be such that Re′1 = ν0,
and define for x ∈ Q, vn,k(x) := 1δk un
(
x′0 + δkRx
′, x3
)
. Observe that bx0(x
′
0 +Rx
′) = b0(x′). We also
have hn,k :=
hn
δk
→ 0, εn,k := εnδk → 0, hn,k/εn,k → γ, and (vn,k, 1hn,k ∂3vn,k)→ (0, bk) in [L1(Q;R3)]2
where bk(x
′) := b
(
x′0 + δkR
′x′
)
. Changing variables, we derive from assumption (H5) that
Fhnεn
(
un, Q
′
ν0(x
′
0, δk)× I
)
= δkF
hn,k
εn,k (vn,k, Q) .
Then it follows from the definition of Gγ that
dµ0
dH1⌊∂∗E ∩ ω (x
′
0) = lim
k→∞
lim
n→∞F
hn,k
εn,k
(
vn,k, Q
)
> lim inf
k→∞
Gγ(bk) .
On the other hand, by (4.4) we have bk → b0 in L1(Q′;R3). In view of Lemma 4.7, we deduce that
dµ0
dH1⌊∂∗E ∩ ω (x
′
0) > lim inf
k→∞
Gγ(bk) > Gγ(b0) = K⋆γ ,
which completes the proof.
4.2. Lower bound on K⋆
γ
In order to compare the constant K⋆γ with Kγ , we prove in this subsection that under the additional
assumptions (H3) − (H4), sequences realizing K⋆γ can be prescribed near the two sides {x1 = ± 12},
and chosen to be independent of the x2-variable. This is the object of Proposition 4.8 below. First
we state some useful facts on potentials W satisfying assumptions (H1) − (H3) that we shall use
throughout the paper. The proof of Lemma 4.8 is elementary and we omit it.
Lemma 4.8. Assume that (H1) holds. Then W satisfies (H2) − (H3) if and only if there exists a
constant C∗ > 1 such that for every ξ ∈ R3×3,
1
C∗
min (|ξ −A|p, |ξ −B|p) 6 W (ξ) 6 C∗min (|ξ −A|p, |ξ −B|p) . (4.5)
In particular, if (H1)− (H3) hold, then
W (ξ) 6 C2∗2
p−1(W (ξ¯) + |ξ − ξ¯|p) ∀ξ, ξ¯ ∈ R3×3 .
We now state the pinning condition described above. It parallels [16, Proposition 6.2] in the
context of dimension reduction.
Proposition 4.9. Assume that (H1) − (H4) and (1.5) hold. Then there exist sequences εn → 0,
{cn} ⊂ R3, {gn} ⊂ C2(Q;R3) such that gn is independent of x2 (i.e., gn(x) =: gˆn(x1, x3)), cn → 0,
gn → u0 in W 1,p(Q;R3), 1γεn ∂3gn → b0 in Lp(Q;R3),
gn = u0 + γεnx3b0 in Q ∩ {x1 > 1/4} , gn = u0 + γεnx3b0 + cn in Q ∩ {x1 < −1/4} ,
and limn F
γεn
εn (gn, Q) = K
⋆
γ .
Proof. Step 1. Let us consider sequences hn → 0, ε˜n → 0 and {u˜n} ⊂ H2(Q;R3) such that
hn/ε˜n → γ, (u˜n, 1hn ∂3u˜n) → (u0, b0) in [L1(Q;R3)]2, and limn F
hn
ε˜n
(u˜n, Q) = K
⋆
γ . Applying stan-
dard regularization techniques if necessary, we may assume that u˜n ∈ C2(Q;R3). By Theorem 1.1,
we have u˜n → u0 in W 1,p(Q;R3), and 1hn ∂3u˜n → b0 in Lp(Q;R3). Setting εn := hn/γ, we claim that
limn F
hn
εn (u˜n, Q) = K
⋆
γ . Indeed, it suffices to notice that∣∣∣Fhnεn (u˜n, Q)− Fhnε˜n (u˜n, Q)
∣∣∣ 6 (∣∣1− γε˜n
hn
∣∣+ ∣∣1− hn
γε˜n
∣∣)Fhnε˜n (u˜n, Q) −→n→∞ 0 . (4.6)
Extracting a further subsequence if necessary, we can find an exceptional set Z ⊂ I of vanishing
H1-measure such that for every x2 ∈ I \ Z, the slices u˜n(·, x2, ·) and 1hn ∂3u˜n(·, x2, ·) converge to u0
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in W 1,p(I × {x2} × I;R3) and b0 in Lp(I × {x2} × I;R3) respectively. We select a level sn ∈ I \ Z
satisfying ∫
I×{sn}×I
1
εn
W (∇hn u˜n) + εn|∇2hn u˜n|2 dH2 6 Fhnεn (u˜n, Q) . (4.7)
From now on we write
un(x) := u˜n(x1, sn, x3) and uˆn(x1, x3) := u˜n(x1, sn, x3) .
By our choice of sn, we have un → u0 inW 1,p(Q;R3), and 1hn ∂3un → b0 in Lp(Q;R3). Since ∂2un ≡ 0,
assumption (H4) together with (4.7) yields
lim sup
n→∞
Fhnεn (un, Q) 6 lim sup
n→∞
∫
I×{sn}×I
1
εn
W (∇hn u˜n) + εn|∇2hn u˜n|2 dH2 6 K⋆γ .
On the other hand, lim infn F
hn
εn (un, Q) > K
⋆
γ by definition of K
⋆
γ . Hence limn F
hn
εn (un, Q) = K
⋆
γ .
Step 2 (first matching). We start partitioning
(
1
12 ,
1
6
) × Q′ into Mn := [ 1εn ] layers of width 112Mn
([·] denotes the integer part). By Corollary 4.4, the energy concentrates near the interface {x1 = 0}.
Therefore we can find a layer Ln :=
(
θn − 112Mn , θn
)×Q′ ⊂ ( 112 , 16)×Q′ for which
Mn
(∫
Ln
|un − u0|p +
∣∣ 1
hn
∂3un − b0
∣∣p + |∇un −∇u0|p dx+ Fhnεn (un, Ln)
)
6∫(
1
12
, 1
6
)
×Q′
|un − u0|p +
∣∣ 1
hn
∂3un − b0
∣∣p + |∇un −∇u0|p dx+ Fhnεn (un, ( 112 , 16)×Q′) =: αn → 0 .
(4.8)
Then select a level tn ∈
(
θn − 112Mn , θn
)
satisfying∫
{tn}×Q′
|un − u0|p +
∣∣ 1
hn
∂3un − b0
∣∣p + |∇un −∇u0|p dH2
+
∫
{tn}×Q′
1
εn
W (∇hnun) + εn|∇2hnun|2 dH2 6 12αn . (4.9)
Let ϕn ∈ C∞(R) be a cut-off function satisfying

0 6 ϕn 6 1 ,
ϕn(t) = 1 for t 6 θn − 112Mn ,
ϕn(t) = 0 for t > θn ,
εn|ϕ′n|+ ε2n|ϕ′′n| 6 C ,
(4.10)
for a constant C independent of n. For x ∈ Ln, we set
vn(x) :=
(
1− ϕn(x1)
)(
u0(x) + hnx3b0(x) + u¯n(x3)
)
+ ϕn(x1)un(x) ,
with
u¯n(x3) := uˆn(tn, x3)− u¯0(tn)− x3
∫
I
∂3uˆn(tn, s) ds .
We claim that ∫
Ln
|vn − u0|p dx→ 0 , (4.11)
1
εn
∫
Ln
∣∣ 1
hn
∂3vn − b0
∣∣p dx→ 0 , (4.12)
1
εn
∫
Ln
|∇′vn −∇′u0|p dx→ 0 , (4.13)
1
εn
∫
Ln
W (∇hnvn) dx→ 0 , (4.14)
εn
∫
Ln
∣∣∇2hnvn∣∣2 dx→ 0 . (4.15)
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Applying Jensen’s inequality, we derive from (4.9) that∫
I
|u¯n|p dx3 6 C
∫
{tn}×Q′
|un − u0|p + |∂3un|p dH2 6 Cαn → 0 . (4.16)
Then (4.11) easily follows from (4.8), (4.9), and (4.16). To prove (4.12), we first estimate for x3 ∈ I,
|u¯′n(x3)| 6
∫
I
|∂233uˆn(tn, s)| ds 6
(∫
{tn}×Q′
|∂233un|2 dH2
)1/2
6 Cα1/2n ε
3/2
n , (4.17)
where we have used Poincare´’s inequality, Ho¨lder’s inequality, and (4.9). We may now infer that
1
εn
∫
Ln
∣∣ 1
hn
∂3vn − b0
∣∣p dx 6 C ( 1
εn
∫
Ln
∣∣ 1
hn
∂3un − b0
∣∣p dx+ 1
εpn
∫
I
|u¯′n|p dx3
)
6 Cαn → 0 ,
thanks to (4.8) and (4.17). Observing that
un − u0 − hnx3b0 − un = x3
∫
{tn}×Q′
(
∂3un − hnb0
)
dH2 on {tn} ×Q′ ,
we can apply Poincare´’s inequality to obtain∫
Ln
|un − u0 − hnx3b0 − u¯n|p dx 6 C
Mn
∫
{tn}×Q′
∣∣∂3un − hnb0∣∣p dH2
+ C
(
1
Mn
)p ∫
Ln
|∂1un − ∂1u0|p dx 6 Cαnεp+1n . (4.18)
Then, using (4.8), (4.9), (4.10), and (4.18) we derive
1
εn
∫
Ln
|∇′vn −∇′u0|p dx 6 C
εn
∫
Ln
(
1
εpn
|un − u0 − hnx3b0 − u¯n|p + |∇′un −∇′u0|p
)
dx 6 Cαn → 0 ,
and (4.13) is proved. In view of (4.5), estimate (4.14) follows from (4.12) and (4.13), i.e.,
1
εn
∫
Ln
W (∇hnvn) dx 6
C⋆
εn
∫
Ln
min (|∇hnvn −A|p, |∇hnvn −B|p) dx
6
C⋆
εn
∫
Ln
|∇hnvn − (∇′u0, b0)|p dx→ 0 . (4.19)
We prove (4.15) in separate parts. In view of (4.10) we have
εn
∫
Ln
|(∇′)2vn|2 dx 6 C
(
εn
∫
Ln
|(∇′)2un|2 dx+ 1
εn
∫
Ln
|∇′un −∇′u0|2 dx
+
1
ε3n
∫
Ln
|un − u0 − hnx3b0 − u¯n|2 dx
)
,
and we shall estimate each term separately. The first term on the right-hand-side of the inequality
converges to 0 by (4.8). For the last two terms, we use (4.8) and (4.18) together with Ho¨lder’s
inequality to obtain
1
εn
∫
Ln
|∇′un −∇′u0|2 dx 6 |Ln|
p−2
p
εn
(∫
Ln
|∇′un −∇′u0|p dx
)2/p
6 Cα2/pn → 0 ,
and
1
ε3n
∫
Ln
|un−u0−hnx3b0−u¯n|2 dx 6 |Ln|
p−2
p
ε3n
(∫
Ln
|un − u0 − hnx3b0 − u¯n|p dx
)2/p
6 Cα2/pn → 0 ,
and we conclude that εn
∫
Ln
|(∇′)2vn|2 dx→ 0. Finally we estimate
εn
∫
Ln
∣∣∇′( 1
hn
∂3vn
)∣∣2 dx 6 C(εn
∫
Ln
∣∣∇′( 1
hn
∂3un
)∣∣2 dx
+
1
εn
∫
Ln
∣∣ 1
hn
∂3un − b0
∣∣2 dx+ 1
ε2n
∫
I
|u¯′n|2 dx3
)
6 C
(
αn + α
2/p
n
)
→ 0 ,
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where we have used again (4.10), Ho¨lder’s inequality, (4.8), and (4.17). Since u¯′′n(x3) = ∂
2
33uˆn(tn, x3),
we infer from (4.8), (4.9), and (4.10) that
εn
∫
Ln
1
h4n
∣∣∂233vn∣∣2 dx 6 C
(
εn
h4n
∫
Ln
∣∣∂233un∣∣2 dx+ ε2nh4n
∫
{tn}×Q′
∣∣∂233un∣∣2 dH2
)
6 Cεnαn → 0 ,
which ends the proof of (4.15).
Step 3 (second matching). Let ψn ∈ C∞(R) be such that 0 6 ψn 6 1, ψn(t) = 1 if t 6 θn, ψn(t) = 0
if t > 1/4, and |ψ′n|+ |ψ′′n| 6 C for a constant C independent of n. For x ∈
(
θn,
1
4
)×Q′, we set
wn(x) := u0(x) + hnx3b0(x) + c
+
n + ψn(x1)
(
un(x3)− c+n
)
,
where c+n :=
∫
I u¯n(x3) dx3 → 0 thanks to (4.16). We claim that∫
(θn,
1
4
)×Q′
|wn − u0|p dx→ 0 , (4.20)
1
εn
∫
(θn,
1
4
)×Q′
∣∣ 1
hn
∂3wn − b0
∣∣p dx→ 0 , (4.21)
1
εn
∫
(θn,
1
4
)×Q′
W (∇hnwn) dx→ 0 , (4.22)
εn
∫
(θn,
1
4
)×Q′
∣∣∇2hnwn∣∣2 dx→ 0 . (4.23)
First, (4.20) and (4.21) are easy consequences of (4.9) and (4.17) respectively. Next we apply
Poincare´’s inequality and (4.17) to derive that
1
εn
∫(
θn,
1
4
)
×Q′
|∇′wn−∇′u0|p dx 6 C
εn
∫
I
|u¯n− c+n |p dx3 6
C
εn
∫
I
|u¯′n|p dx3 6 Cε
3p−2
2
n α
p
2
n → 0 . (4.24)
Then, to prove (4.22) we argue exactly as in (4.19) using (4.21) and (4.24). We finally obtain in a
similar way that
εn
∫(
θn,
1
4
)
×Q′
∣∣∇2hnwn∣∣2 dx 6
C
(
εn
∫(
θn,
1
4
)
×Q′
|u¯n − c+n |2 dx+
1
εn
∫
I
|u¯′n|2 dx3 +
εn
h4n
∫
{tn}×Q′
|∂233un|2 dH2
)
6 Cαn → 0 ,
and (4.23) is proved.
Step 4. To conclude the proof, we first set for x ∈ Q,
g+n (x) :=


un(x) for x1 < θn − 112Mn ,
vn(x) for θn − 112Mn 6 x1 < θn ,
wn(x) for θn 6 x1 <
1
4 ,
u0(x) + hnx3b0(x) + c
+
n for
1
4 6 x1 6
1
2 .
(4.25)
Recalling that hn = γεn, it follows from the previous steps and Corollary 4.4 that g
+
n ∈ C2(Q;R3),
g+n → u0 in W 1,p(Q;R3), 1γεn ∂3g+n → b0 in Lp(Q;R3), and limn F γεnεn (g+n , Q) = limn F γεnεn (un, Q) =
K⋆γ . The sequence {g+n } satisfies the pinning condition g+n = u0 + γεnx3b0 + c+n in Q ∩ {x1 > 1/4}.
Then we repeat construction to modify g+n in (− 12 , 0)×Q′ in order build a new field g−n ∈ C2(Q;R3)
satisfying g−n = u0 + γεnx3b0 + c
−
n in Q ∩ {x1 < −1/4} for some constants c−n → 0. Now it suffices
to set gn := g
−
n − c+n and cn := c−n − c+n . By construction gn does not dependent on x2, that is
gn(x) =: gˆn(x1, x3).
Corollary 4.10. Assume that (H1)− (H4) and (1.5) hold. Then K⋆γ > Kγ .
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Proof. We consider the sequences {εn} and {gn} given by Proposition 4.9. Remind that gn(x) =
gˆn(x1, x3). We set ℓn := 1/εn, and for y = (y1, y2) ∈ ℓnI × γI, vn(y) := 1εn gˆn
(
εny1, y2/γ
)
. Then
straightforward computations yield ∇vn(y) = (u¯′0(y1), b¯0(y1)) nearby {|y1| = ℓn/2}, and
Kγ 6
1
γ
∫
ℓnI×γI
W(∇vn) + |∇2vn|2 dy = F γεnεn (gn, Q) .
By construction of {gn}, the conclusion follows letting n→∞.
4.3. The Γ-lim sup inequality
We conclude this section with the construction of a recovery sequence. Then Theorem 4.11 together
with Corollary 4.10 and Theorem 4.6 concludes the proof of Theorem 1.2.
Theorem 4.11. Assume that (H1) − (H5) and (1.5) hold. Let εn → 0 and hn → 0 be arbitrary
sequences such that hn/εn → γ. Then, for every (u, b) ∈ C , there exists a sequence {un} ⊂ H2(Ω;R3)
such that un → u in W 1,p(Ω;R3), 1hn ∂3un → b in Lp(Ω;R3) and
lim
n→∞
Fhnεn (un) = Kγ Perω(E) , (4.26)
where (∇′u, b)(x) = (1− χE(x′))A+ χE(x′)B.
Proof. Step 1. We first assume that A′ 6= B′, so that ∂∗E ∩ ω is of the form (2.5) by Theorem 2.1.
We also assume that it is made by finitely many interfaces, i.e., I = {1, . . . ,m} in (2.5). In this
case, by Theorem 2.1, we have u(x) = u¯(x1) and b(x) = b¯(x1) where u¯ ∈ W 1,∞((αmin, αmax);R3),
(u¯′, b¯) ∈ BV ((αmin, αmax); {(a,A3), (−a,−A3)}), and (αmin, αmax) is defined by (2.3). Without loss
of generality we may assume that u¯′(x1) = −a for x1 < α1. Then u¯′(t) = a for αi < t < αi+1 if i is
odd, u¯′(t) = −a for αi < t < αi+1 if i is even, and u¯′(t) = a or u¯′(t) = −a for t > αm if m is odd or
even respectively.
Let us consider for each k ∈ N, some ℓk > 0 and vk ∈ C2(ℓkI × γI;R3) such that ∇vk(y) =
(u¯′0, b¯0)(y1) nearby {|y1| = ℓk/2}, and
1
γ
∫
ℓkI×γI
W(∇vk) + |∇2vk|2 dy 6 Kγ + 2−k . (4.27)
Subtracting a constant to vk if necessary, we may assume that
vk(y) =


ay1 +A3y2 + ck nearby {y1 = ℓk/2} ,
−ay1 +B3y2 − ck nearby {y1 = −ℓk/2} ,
(4.28)
for some ck ∈ R3.
Let hn → 0 be an arbitrary sequence, and without loss of generality we can choose εn := hn/γ
(see (4.6)). We fix for each i = 1, . . . ,m, a bounded open interval J ′i ⊂ R such that
Ji ⊂⊂ J ′i and H1(J ′i \ Ji) 6 2−k , (4.29)
and we shall consider integers n large enough in such a way that αi + ℓkεn/2 < αi+1 − ℓkεn/2 for
every i = 1, . . . ,m− 1. We write for each i = 1, . . . ,m,
αni− := αi −
ℓkεn
2
and αni+ := αi +
ℓkεn
2
. (4.30)
Note that by convexity of ω, (
(αni−, α
n
i+)× R
) ∩ ω ⊂ (αni−, αni+)× J ′i (4.31)
whenever n is sufficiently large.
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We define the transition layer near each interface as follows: for each i = 1, . . . ,m, we set for
x ∈ (αni−, αni+)× J ′i × I,
win,k(x) := (−1)i+1vk
(
(−1)i+1x1 − αi
εn
, (−1)i+1γx3
)
+
(
1 + (−1)i)(aℓk
2
+ ck
)
.
Observe that (4.28) yields
wik,n(α
n
i−, x2, x3) = vk
(
(−1)i ℓk
2
, γx3
)
, (4.32)
and
wik,n(α
n
i+, x2, x3) = vk
(
(−1)i+1 ℓk
2
, γx3
)
+ 2
(
1 + (−1)i) ck . (4.33)
Setting
βni :=
i∑
j=1
u¯(αnj+)− u¯(αnj−) and κi := 2
i∑
j=1
(
1 + (−1)j) , (4.34)
with βn0 := 0, κ0 := 0, we finally define for n large enough and x ∈ Ω,
un,k(x) :=


u¯(x1) + εnvk
(
− ℓk
2
, γx3
)
for x1 6 α
n
1− ,
u¯(αni−)− βni−1 + εnwik,n(x) + εnκi−1ck for αni− < x1 < αni+ ,
u¯(x1)− βni + εnvk
(
(−1)i+1 ℓk
2
, γx3
)
+ εnκick for α
n
i+ 6 x1 6 α
n
(i+1)− ,
u¯(x1)− βnm + εnvk
(
(−1)m+1 ℓk
2
, γx3
)
+ εnκmck for x1 > α
n
m+ .
In view of (4.32)-(4.33) we have un,k ∈ H2(Ω;R3). Moreover, un,k does not depend on the x2-variable,
and
(
∂1un,k,
1
hn
∂3un,k
)
(x) =


∇vk
(
(−1)i+1x1 − αi
εn
, (−1)i+1γx3
)
if αni− < x1 < α
n
i+ ,
(u¯′, b¯)(x1) otherwise .
(4.35)
Since u¯ is Lipschitz continuous, we have |βni | 6 Cεn for a constant C independent of n. In addition,
vk and ∇vk are bounded, and we infer that un,k → u in W 1,p(Ω;R3) and 1hn ∂3un,k → b in Lp(Ω;R3)
as n→∞. Using (4.31), (4.35), and changing variables, we estimate
Fhnεn (un,k) 6
m∑
i=1
Fhnεn
(
εnw
i
n,k, (α
n
i−, α
n
i+)× J ′i × I
)
6
m∑
i=1
H1(J ′i)
γ
∫
ℓkI×γI
W(∇vk) + |∇2vk|2 dy
6 Kγ Perω(E) + C02
−k ,
for a constant C0 which only depends on m and Perω(E).
For each k ∈ N, we can now find Nk ∈ N such that
‖un,k − u‖W 1,p(Ω) 6 2−k , ‖
1
hn
∂3un,k − b‖Lp(Ω) 6 2−k , Fhnεn (un,k) 6 Kγ Perω(E) + C02−k
for every n > Nk. Moreover we can assume that the resulting sequence {Nk} satisfies Nk < Nk+1
for every k ∈ N. Then for every n > N0, there exists a unique kn such that Nkn 6 n < Nkn+1, and
kn → +∞ as n→ +∞. We define un := un,kn and it follows that un → u inW 1,p(Ω;R3), 1hn ∂3un → b
in Lp(Ω;R3),
lim sup
n→∞
Fhnεn (un) 6 Kγ Perω(E) . (4.36)
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Finally (4.26) holds by (4.36), Theorem 4.6, and Corollary 4.10.
Step 2. We now consider the case where A′ 6= B′ and ∂∗E ∩ ω is made by infinitely many interfaces,
i.e., ∂∗E ∩ ω is as in (2.5) with I ⊂ Z infinite. We may assume for simplicity that I = N. The
general case can be recovered from the discussion below with the obvious modifications.
By Theorem 2.1, we have limk
∑k
i=0H1(Ji) =
∑
i∈NH1(Ji) = Perω(E), and αk converges to
αmax. For k ∈ N large enough, we define some uk ∈ W 1,∞(Ω;R3) in the following way: we set
uk(x) := u(x) for x ∈ Ω ∩ {x1 < αk+1}, and we extend uk to be affine in the remaining of Ω in
such a way that uk and ∇uk are continuous across the interface {x1 = αk+1}. Similarly we define for
x ∈ Ω ∩ {x1 < αk+1}, bk(x) := b(x), and we extend bk by a suitable constant in the remaining of Ω
so that it remains continuous across {x1 = αk+1}. Then one may check that (uk, bk) ∈ C , and that
(∇′uk, bk) =
(
1 − χEk(x′)
)
A + χEk(x
′)B with ∂∗Ek ∩ ω =
⋃k
i=0{αi} × Ji. Moreover, using the fact
that αk → αmax, we derive that uk → u in W 1,p(Ω;R3) and bk → b in Lp(Ω;R3).
Let hn → 0 and εn → 0 be arbitrary sequences such that hn/εn → γ. Since ∂∗Ek ∩ ω is made by
finitely many interfaces, by Step 1, we can find {un,k} ⊂ H2(Ω;R3) such that un,k → uk inW 1,p(ΩR3),
1
hn
∂3un,k → bk in Lp(Ω;R3), and limn Fhnεn (un,k) = Kγ
∑k
i=0H1(Ji). Then the conclusion follows for
a suitable diagonal sequence un := un,kn as already pursued in Step 1.
Step 3. We finally treat the case A′ = B′ (= 0 by (1.5)). Without loss of generality we may assume
that u = 0. According to Theorem 2.1, we have b(x) = (1 − χE(x′))A3 + χE(x′)B3 where E ⊂ ω is
a set of finite perimeter in ω. By Lemma 4.3 in [3], we can find a sequence {Ek} of bounded open
sets in R2 with smooth boundary such that χEk → χE in L1(ω), and limkH1(∂Ek ∩ ω) = Perω(E).
We define for x ∈ Ω, bk(x) := (1 − χEk(x′))A3 + χEk(x′)B3, so that bk → b in Lp(Ω;R3). Since
Mk := ∂Ek is a smooth submanifold of R2, for every k ∈ N we can find δk > 0 such that the nearest
point projection onto Mk is well defined and smooth in the tubular δk-neighborhood
Uk := {x′ ∈ R2 : dist(x′,Mk) < δk} .
We define the signed distance to Mk as the function dk : R2 → [0,+∞) given by
dk(x
′) :=

−dist(x
′,Mk) if x ∈ Ek ,
dist(x′,Mk) otherwise .
(4.37)
Then dk is smooth in Uk, the level sets {dk = t} =: Mkt are smooth for all t ∈ (−δk, δk), and the
function t ∈ (−δk, δk) 7→ H1(Mkt ∩ ω) is upper semicontinuous (see e.g. [4, Proposition 1.62]). In
particular,
lim sup
t→0
H1(Mkt ∩ ω) 6 H1(Mk ∩ ω) . (4.38)
Next we consider for each k ∈ N, some ℓk > 0 and vk ∈ C2(ℓkI×γI;R3) satisfying∇vk(y) = (0, b¯0(y1))
nearby {|y1| = ℓk/2}, and (4.27).
Let hn → 0 be an arbitrary sequence. Here again we can choose εn := hn/γ. For each k ∈ N and
n ∈ N such that εnℓk < δk, we define for x ∈ Ω,
un,k(x) :=


εnvk
(
dk(x
′)
εn
, γx3
)
if |dk(x′)| < ℓkεn
2
,
εnvk
(
ℓk
2
, γx3
)
if dk(x
′) >
ℓkεn
2
,
εnvk
(
− ℓk
2
, γx3
)
if dk(x
′) 6 − ℓkεn
2
.
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Then un,k ∈ H2(Ω;R3), and
∇hnun(x) =


(
∂1vk
(
dk(x
′)
εn
, γx3
)
⊗∇dk(x′), ∂2vk
(
dk(x
′)
εn
, γx3
))
if |dk(x′)| < ℓkεn
2
,
(0, bk(x)) otherwise .
(4.39)
From the boundedness of vk and ∇vk together with the smoothness of dk in Uk, we infer that un,k → 0
in W 1,p(Ω;R3) and 1hn ∂3un,k → bk in Lp(Ω;R3) as n → ∞. Now it remains to estimate Fhnεn (un,k).
First of all, (4.39) yields Fhnεn
(
un,k,Ω\{|dk(x′)| < ℓkεn/2}
)
= 0. Using the fact that |∇dk| = 1 L2-a.e.
in R2, we infer from (H5) that for x ∈ Ω ∩ {|dk(x′)| < ℓkεn/2},
W
(∇hnun,k(x)) = V (∣∣∂1vk(dk(x′)/εn, γx3)∣∣, ∂2vk(dk(x′)/εn, γx3)) =W(∇vk(dk(x′)/εn, γx3)) .
Next we compute for x ∈ Ω ∩ {|dk(x′)| < ℓkεn/2},
∣∣∇2hnun,k(x)∣∣2 = 1ε2n
∣∣∇2vk(dk(x′)/εn, γx3)∣∣2 + ∣∣∂1vk(dk(x′)/εn, γx3)∣∣2|∇2dk(x′)|2
+
2
εn
(
∂1vk(dk(x
′)/εn, γx3) · ∂21vk(dk(x′)/εn, γx3)
)(
∇2dk(x′) ·
(∇dk(x′)⊗∇dk(x′))
)
,
which yields∣∣∇2hnun,k(x)∣∣2 6 1 + εnε2n
∣∣∇2vk(dk(x′)/εn, γx3)∣∣2 + Ck
εn
∣∣∂1vk(dk(x′)/εn, γx3)∣∣2 ,
for x ∈ Ω ∩ {|dk(x′)| < ℓkεn/2} and some constant Ck independent of n. Therefore,
Fhnεn (un,k) = F
hn
εn
(
un,k,Ω ∩ {|dk(x′)| < ℓkεn/2}
)
6 Ikn + II
k
n , (4.40)
with
Ikn :=
1
εn
∫
Ω∩{|dk|<ℓkεn/2}
W(∇vk(dk(x′)/εn, γx3))+ ∣∣∇2vk(dk(x′)/εn, γx3)∣∣2 dx ,
and
IIkn :=
∫
Ω∩{|dk|<ℓkεn/2}
∣∣∇2vk(dk(x′)/εn, γx3)∣∣2 + Ck ∣∣∂1vk(dk(x′)/εn, γx3)∣∣2 dx .
Using Fubini’s theorem, the Coarea Formula, the fact that |∇dk| = 1, and changing variables we
estimate
Ikn =
1
εn
∫
I
(∫
ω∩{|dk|<ℓkεn/2}
W(∇vk(dk(x′)/εn, γx3))+ ∣∣∇2vk(dk(x′)/εn, γx3)∣∣2dx′
)
dx3
=
1
εn
∫
I
(∫
ℓkεnI
(W(∇vk(t/εn, γx3))+ ∣∣∇2vk(t/εn, γx3)∣∣2)H1(Mkt ∩ ω) dt
)
dx3
=
1
εn
∫
ℓkεnI×I
(
W(∇vk(t/εn, γx3))+ ∣∣∇2vk(t/εn, γx3)∣∣2)H1(Mkt ∩ ω) dtdx3
6
1
γ
∫
ℓkI×γI
(
W(∇vk(y))+ ∣∣∇2vk(y)∣∣2)H1(Mkεny1 ∩ ω) dy .
Then Fatou’s lemma, (4.38), and (4.27) yield
lim sup
n→∞
Ikn 6 (Kγ + 2
−k)H1(Mk ∩ ω) . (4.41)
Arguing in the same way we infer that
lim
n→∞
IIkn = limn→+∞
εn
γ
∫
ℓkI×γI
(∣∣∇2vk(y)∣∣2 + Ck∣∣∂1vk(y)∣∣2)H1(Mεny1 ∩ ω) dy = 0 . (4.42)
Gathering (4.40), (4.41) and (4.42), we derive
lim sup
k→∞
lim sup
n→∞
Fhnεn (un,k) 6 KγPerω(E) .
Since limk limn ‖un,k‖W 1,p(Ω) = 0, and limk limn ‖ 1hn ∂3un,k − b‖Lp(Ω) = limk ‖bk − b‖Lp(Ω) = 0, the
conclusion follows for a suitable diagonal sequence un := un,kn as in Step 1.
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5. Γ-convergence in the subcritical regime
This section is devoted to the proof of Theorem 1.3. The Γ-liminf inequality is obtained through
a slicing argument, and by establishing a lower asymptotic inequality for a reduced 2D functional
(see Proposition 5.1) much in the spirit of Section 4.1. The Γ-lim inf and Γ-lim sup inequalities are
stated in Theorem 5.3 and Theorem 5.7 respectively, and Corollary 5.6 shows that lower and upper
inequalities agree.
5.1. The Γ-lim inf inequality
For a bounded open set A ⊂ R2 and ε > 0, we introduce the localized functional F 0ε (·, ·, A) defined
for a pair (u, b) ∈ H2(A;R3)×H1(A;R3) by
F 0ε (u, b, A) :=
∫
A
1
ε
W (∇′u, b) + ε(|(∇′)2u|2 + 2|∇′b|2) dx′ . (5.1)
Then we consider the constant
K⋆0 := inf
{
lim inf
n→∞ F
0
εn(un, bn, Q
′) : εn → 0+ , {(un, bn)} ⊂ H2(Q′;R3)×H1(Q′;R3) ,
(un, bn)→ (u0, b0) in [L1(Q′;R3)]2
}
. (5.2)
Here again the constantK⋆0 is finite, as one may check by considering an admissible sequence {(un, bn)}
made of suitable (standard) regularizations of u0 and b0. As in the previous section, we first provide a
lower bound in terms of K⋆0 for the lower Γ-limit of the family {F 0ε } in case of an elementary jump set.
Proposition 5.1. Assume that assumptions (H1), (H2) and (1.5) hold. Let εn → 0+ be an arbitrary
sequence. Let ρ > 0 and α ∈ R, let J ⊂ R be a bounded open interval, and consider the cylinder
U ′ := (α − ρ, α + ρ) × J . Let (u, b) ∈ W 1,∞(U ′;R3) × L∞(U ′;R3) satisfying (4.2). Then for any
sequence {(un, bn)} ⊂ H2(U ′;R3)×H1(U ′;R3) such that (un, bn)→ (u, b) in [L1(U ′;R3)]2, we have
lim inf
n→∞
F 0εn(un, bn, U
′) > K⋆0H1(J) .
Proof. Here the proof closely follows the one of Proposition 4.1. The arguments are essentially the
same with the obvious modifications once we consider
E0(J, ρ) := inf
{
lim inf
n→∞
F 0εn(un, bn, J
′
ρ) : εn → 0+ , {(un, bn)} ⊂ H2(J ′ρ;R3)×H1(J ′ρ;R3) ,
(un, bn)→ (u0, b0) in [L1(J ′ρ;R3)]2
}
in place of Eγ(J, ρ) with J ⊂ R a bounded open set, ρ > 0, and J ′ρ := ρI × J . Then one proves the
analogue of Lemma 4.2, in particular that E0(J, ρ) = K⋆0H1(J). We omit any further details.
Remark 5.2. As in Corollary 4.4, the energy of optimal sequences for E0(J, ρ) is concentrated near
the limiting interface, i.e., given 0 < δ < ρ, for any sequences εn → 0+ and {(un, bn)} ⊂ H2(J ′ρ;R3)×
H1(J ′ρ;R
3) such that (un, bn)→ (u0, b0) in [L1(J ′ρ;R3)]2 and limn F 0εn(un, bn, J ′ρ) = E0(J, ρ), we have
limn F
0
εn(un, bn, J
′
ρ \ J ′δ) = 0.
We now prove the lower inequality for the Γ-lim inf of {Fhε } essentially as in Theorem 4.6 together
with a slicing argument involving the functionals {F 0ε }.
Theorem 5.3. Assume that assumptions (H1) − (H2), (H5) and (1.5) hold. Let hn → 0+ and
εn → 0+ be arbitrary sequences such that hn/εn → 0. Then, for any (u, b) ∈ C and any sequence
{un} ⊂ H2(Ω;R3) such that (un, 1hn ∂3un)→ (u, b) in [L1(Ω;R3)]2, we have
lim inf
n→∞
Fhnεn (un) > K
⋆
0 Perω(E) ,
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where (∇′u, b)(x) = (1− χE(x′))A+ χE(x′)B .
Proof. Step 1. First we may assume that lim infn F
hn
εn (un) = limn F
hn
εn (un) < ∞. We set bn :=
1
hn
∂3un ∈ H1(Ω;R3). It is well known that for L1-a.e. x3 ∈ I the slices ux3n (x′) := un(x′, x3) and
bx3n (x
′) := bn(x′, x3) belong to H2(ω;R3) and H1(ω;R3) respectively, and horizontal weak deriva-
tives coincide L3-a.e. in Ω (see e.g. [4, p. 204]). Moreover, up to a subsequence, (ux3n , bx3n ) → (u, b)
in [L1(ω;R3)]2 for L1-a.e. x3 ∈ I. Hence, using Fubini’s theorem we can estimate
Fhnεn (un) =
∫
I
(∫
ω×{x3}
1
εn
W (∇hnun) + εn|∇2hnun|2 dH2
)
dx3 >
∫
I
F 0εn
(
ux3n , b
x3
n , ω
)
dx3 ,
and then infer from Fatou’s lemma that
lim
n→∞
Fhnεn (un) >
∫
I
lim inf
n→+∞
F 0εn
(
ux3n , b
x3
n , ω
)
dx3 .
Now it remains to prove that for L1-a.e. x3 ∈ I,
lim inf
n→∞
F 0εn
(
ux3n , b
x3
n , ω
)
> K⋆0 Perω(E) . (5.3)
The next steps are devoted to the proof of (5.3).
Step 2. First assume that A′ 6= B′. We obtain estimate (5.3) by applying Proposition 5.1 together
with the covering argument used in the proof of Theorem 4.6, Step 1. Further details are left to
the reader.
Step 3. We now consider the case A′ = B′ (= 0 by (1.5)), and we may assume that u ≡ 0. Then
consider an arbitrary sequence {(un, bn)} ⊂ H2(ω;R3) × H1(ω;R3) satisfying (un, bn) → (0, b)
in [L1(ω;R3)]2. We may also assume that lim infn F
0
εn(un, bn) = limn F
0
εn(un, bn) < ∞. By Theo-
rem 2.1 we have b(x′) =
(
1 − χE(x′)
)
A3 + χE(x
′)B3 for a set E ⊂ ω of finite perimeter in ω. We
prove the announced result following the blow-up argument in the proof of Theorem 4.6, Step 3. We
introduce the finite nonnegative Radon measure µn on ω given by
µn :=
(
1
εn
W (∇′un, bn) + εn
(∣∣(∇′)2un∣∣2 + 2 |∇′bn|2)
)
L
2⌊ω .
Then µn(ω) = F
0
εn(un, bn), supn µn(ω) < ∞, and there is a subsequence (not relabeled) such that
µn ⇀ µ weakly* in the sense of measures for some finite nonnegative Radon measure µ on ω. By lower
semicontinuity we have µ(ω) 6 limn F
0
εn(un, bn), and we have to prove that µ(ω) > K
⋆
0H1(∂∗E ∩ ω).
This estimate can be achieved as in the proof of Theorem 4.6, Step 3, with minor modifications.
Remark 5.4. Let εn → 0+ be an arbitrary sequence. By the arguments above, for any (u, b) ∈ C
and any sequence {(un, bn)} ⊂ H2(ω;R3)×H1(ω;R3) satisfying (un, bn)→ (u, b) in [L1(ω;R3)]2, we
have lim infn F
0
εn(un, bn, ω) > K
⋆
0 Perω(E) where (∇′u, b) =
(
1− χE
)
A+ χEB .
5.2. Lower bound on K⋆
0
As in Proposition 4.8, we now prove that sequences realizing K⋆0 can be prescribed near the two sides
{x1 = ± 12}, and chosen to be independent of the x2-variable.
Proposition 5.5. Assume that (H1) − (H4) and (1.5) hold. Then there exist sequences εn → 0+,
{cn} ⊂ R3, and {(gn, dn)} ⊂ C2(Q′;R3) × C1(Q′;R3) such that (gn, dn) is independent of x2 (i.e.,
gn(x
′) =: g¯n(x1) and dn(x′) =: d¯n(x1)), cn → 0, gn → u0 in W 1,p(Q′;R3), dn → b0 in Lp(Q′;R3),
(gn, dn) = (u0, b0) in Q
′ ∩ {x1 > 1/4} , (gn, dn) = (u0 + cn, b0) in Q′ ∩ {x1 < −1/4} ,
and limn F
0
εn(gn, dn, Q
′) = K⋆0 .
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Proof. Step 1. Consider sequences εn → 0+ and {(un, bn)} ⊂ H2(Q′;R3) × H1(Q′;R3) such that
(un, bn)→ (u0, b0) in [L1(Q′;R3)]2, and limn F 0εn(un, bn, Q′) = K⋆0 . Arguing as in the proof of Propo-
sition 4.9, we may assume that (un, bn) ∈ C2(Q′;R3)× C1(Q′;R3), and that (un, bn) is independent
of x2, i.e., (un, bn)(x) =: (u¯n(x1), b¯n(x1)). Moreover, the arguments used in the proof of Theorem 1.1
(with minor modifications) yield un → u0 in W 1,p(Q′;R3), and bn → b0 in Lp(Q′;R3).
Step 2. Here again we consider a partition of
(
1
12 ,
1
6
)
into Mn :=
[
1
εn
]
intervals of length 112Mn . By
Remark 5.2, the energy concentrates near the interface {x1 = 0}, and we can find a suitable interval
In :=
(
θn − 112Mn , θn
) ⊂ ( 112 , 16) for which
Mn
(∫
In
|u¯n − u¯0|p + |b¯n − b¯0|p + |u¯′n − u¯′0|pdx1 + F 0εn(un, bn, In × I)
)
6
∫(
1
12
, 1
6
) |u¯n − u¯0|p + |b¯n − b¯0|p + |u¯′n − u¯′0|pdx1 + F 0εn(un, bn, ( 112 , 16)× I) =: αn → 0 . (5.4)
We select a level tn ∈
(
θn − 112Mn , θn
)
satisfying
|u¯n(tn)− u¯0(tn)|p + |b¯n(tn)− b¯0(tn)|p + |u¯′n(tn)− u¯′0(tn)|p
+
1
εn
W
(
u¯′n(tn), 0, b¯n(tn)
)
+ εn|u¯′′n(tn)|2 + 2εn|b¯′n(tn)|2 6 12αn . (5.5)
Let ϕn ∈ C∞(R) be a cut-off function as in (4.10). For x1 ∈ In we set
vn(x1) :=
(
1− ϕn(x1)
)(
u¯0(x1) + c
+
n
)
+ ϕn(x1)u¯n(x1) ,
with c+n := u¯n(tn)− u¯0(tn)→ 0, and
ζn(x1) :=
(
1− ϕn(x1)
)
b¯0(x1) + ϕn(x1)b¯n(x1) ,
We claim that ∫
In
|vn − u¯0|pdx1 → 0 , (5.6)
1
εn
∫
In
∣∣ζn − b¯0∣∣pdx1 → 0 , (5.7)
1
εn
∫
In
|v′n − u¯′0|pdx1 → 0 , (5.8)
1
εn
∫
In
W (v′n, 0, ζn) dx1 → 0 , (5.9)
εn
∫
In
|v′′n|2 + 2|ζ′n|2 dx1 → 0 . (5.10)
Estimates (5.6) and (5.7) come straightforward from (5.4). We apply Poincare´’s inequality to obtain∫
In
|u¯n − u¯0 − c+n |pdx1 6 C
(
1
Mn
)p ∫
In
|u¯′n − u¯′0|p dx1 6 Cαnεp+1n , (5.11)
and using (5.4), (4.10), and (5.11), we derive
1
εn
∫
In
|v′n − u¯′0|p dx1 6
C
εn
∫
In
(
1
εpn
|u¯n − u¯0 − c+n |p + |u¯′n − u¯′0|p
)
dx1 6 Cαn → 0 ,
so that (5.8) is proved. Now (5.9) follows from (5.7) and (5.8) exactly as (4.19). Finally we obtain
(5.10) arguing as in the proof of Proposition 4.9 with minor modifications. We omit further details.
Step 3. We conclude as in the proof of Proposition 4.9, Step 4. We first define a sequence (g+n , d
+
n ) by
setting for x′ ∈ Q′,
(g+n , d
+
n )(x
′) :=


(
u¯n(x1), b¯n(x1)
)
for x1 < θn − 112Mn ,(
vn(x1), ζn(x1)
)
for θn − 112Mn 6 x1 < θn ,(
u¯0(x1) + c
+
n , b¯0(x1)
)
for θn 6 x1 6
1
2 .
(5.12)
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Then we repeat the procedure above to modify g+n in (− 12 , 0)× I. Again, we omit further details.
Corollary 5.6. Assume that (H1)− (H4) and (1.5) hold. Then K⋆0 > K0.
Proof. Consider the sequences {εn} and {(gn, dn)} given by Proposition 5.5. We set ℓn := εn/2, and
for t ∈ [−ℓn, ℓn], φn(t) := (φ1,n, φ2,n)(t) :=
(
g¯′n(t/εn), d¯n(t/εn)
)
. Then straightforward computations
yield φn = (u¯
′
0, b¯0) nearby {|t| = ℓn}, and∫ ℓn
−ℓn
W(φ1,n(t), φ2,n(t)) + |φ′1,n(t)|2 + 2|φ′2,n(t)|2 dt = F 0εn(gn, dn, Q′) .
By definition of K0 and the construction of {(gn, dn)} we haveK0 6 F 0εn(gn, dn, Q′)→ K⋆0 as n→∞,
and the proof is complete.
5.3. The Γ-lim sup inequality
We now complete the proof of Theorem 1.3 with the construction of recovery sequences.
Theorem 5.7. Assume that (H1) − (H5) and (1.5) hold. Let εn → 0+ and hn → 0+ be arbitrary
sequences such that hn/εn → 0. Then, for every (u, b) ∈ C , there exists a sequence {un} ⊂ H2(Ω;R3)
such that un → u in W 1,p(Ω;R3), 1hn ∂3un → b in Lp(Ω;R3), and
lim
n→∞
Fhnεn (un) = K0 Perω(E) ,
where (∇′u, b)(x) = (1− χE(x′))A+ χE(x′)B .
Proof. The proof parallels the one of Theorem 4.11, and we shall refer to it for the notation.
Step 1. We first assume that A′ 6= B′, and that ∂∗E ∩ ω is made by finitely many interfaces. We also
assume that the pair (u, b) is given by (u, b)(x) = (u¯, b¯)(x1) as in the proof of Theorem 4.11, Step 1.
For k ∈ N arbitrary, we choose some ℓk > 0 and (φ1,k, φ2,k) : R → R3×2 of class C1 such that
(φ1,k, φ2,k) = (u¯
′
0, b¯0) in {|t| > ℓk/2}, and∫ ℓk/2
−ℓk/2
W(φ1,k(t), φ2,k(t)) + |φ′1,k(t)|2 + 2|φ′2,k(t)|2 dt 6 K0 + 2−k . (5.13)
Without loss of generality, we may assume that φ′2,k is Lipschitz continuous. In the remaining of
this step we shall drop the subscript k for simplicity. For each i = 1, . . . ,m we fix some bounded
open interval J ′i ⊂ R satisfying (4.29), and we consider for n large enough the coefficients {αni±} as
in (4.30), and such that (4.31) holds.
Let hn → 0+ and εn → 0+ be arbitrary sequences such that hn/εn → 0, and define
Φ(t) :=
∫ t
−ℓ/2
φ1(s) ds− c with c := 1
2
∫ ℓ/2
−ℓ/2
φ1(s) ds . (5.14)
We set for i = 1, . . . ,m and x ∈ (αni−, αni+)× R× I,
win(x) := (−1)i+1Φ
(
(−1)i+1x1 − αi
εn
)
+
hn
εn
x3φ2
(
(−1)i+1x1 − αi
εn
)
+
(
1 + (−1)i) c .
Then we have
win(α
n
i−, x2, x3) =


Φ(−ℓ/2) + hn
εn
x3φ2(−ℓ/2) if i is odd ,
Φ(ℓ/2) +
hn
εn
x3φ2(ℓ/2) if i is even ,
(5.15)
and
win(α
n
i+, x2, x3) =


Φ(ℓ/2) +
hn
εn
x3φ2(ℓ/2) if i is odd ,
Φ(−ℓ/2) + hn
εn
x3φ2(−ℓ/2) + 4c if i is even .
(5.16)
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Setting βni and κi as in (4.34), we define for x ∈ Ω,
un(x) :=


u(x1) + εnΦ(
−ℓ
2 ) + hnx3φ2
(−ℓ
2
)
for x1 6 α
n
1− ,
u(αni−)− βni−1 + εnwin(x) + εnκi−1c for αni− < x1 < αni+ ,
u(x1)− βni + εnΦ
( (−1)i+1ℓ
2
)
+ hnx3φ2
( (−1)i+1ℓ
2
)
+ εnκic for α
n
i+ 6 x1 6 α
n
(i+1)− ,
u(x1)− βnm + εnΦ
( (−1)m+1ℓ
2
)
+ hnx3φ2
( (−1)m+1ℓ
2
)
+ εnκmc for x1 > α
n
m+ .
In view of (5.15)-(5.16), and since φ′2(±ℓ/2) = 0, we have un ∈ H2(Ω;R3). Moreover un does not
depend on x2,
∂1un(x) =


φ1
(
(−1)i+1x1 − αi
εn
)
+ (−1)i+1hn
εn
x3φ
′
2
(
(−1)i+1x1 − αi
εn
)
for αni− < x1 < α
n
i+ ,
u¯′(x1) otherwise ,
and
1
hn
∂3un(x) =


φ2
(
(−1)i+1x1 − αi
εn
)
for αni− < x1 < α
n
i+ , i = 1, . . . ,m ,
b¯(x1) otherwise .
Arguing as in the proof of Theorem 4.11, Step 1, we derive that un → u in W 1,p(Ω;R3), and
1
hn
∂3un → b in Lp(Ω;R3). Then we estimate
Fhnεn (un) 6
m∑
i=1
Fhnεn
(
εnw
i
n, (α
n
i−, α
n
i+)× J ′i × I
)
.
Changing variables and using Fubini’s theorem, we obtain
Fhnεn (εnw
i
n, (α
n
i−, α
n
i+)× J ′i × I)
= H1(J ′i)
∫ ℓ/2
−ℓ/2
(∫
I
W(φ1(t) + (−1)i+1hn
εn
x3φ
′
2(t), φ2(t)
)
dx3 + |φ′1(t)|2 + 2|φ′2(t)|2
)
dt
+
H1(J ′i)h2n
12ε2n
∫ ℓ/2
−ℓ/2
|φ′′2 (t)|2 dt .
Since W is continuous and hn/εn → 0, we infer that
lim
n→∞
Fhnεn (εnw
i
n, (α
n
i−, α
n
i+)× J ′i × I) = H1(J ′i)
∫ ℓ/2
−ℓ/2
W (φ1(t), φ2(t)) + |φ′1(t)|2 + 2|φ′2(t)|2 dt ,
which leads to
lim sup
n→∞
Fhnεn (un) 6 K0 Perω(E) + C02
−k ,
for a constant C0 which only depends on m and Perω(E). Then the conclusion follows for a suitable
diagonal sequence as already pursued in the proof of Theorem 4.11.
Step 2. In the case where A′ 6= B′ and ∂∗E∩ω is made by infinitely many interfaces, the proof follows
from the previous step through a diagonalization argument as in the proof of Theorem 4.11.
Step 3. We now consider the case A′ = B′ (= 0), and we proceed as in the proof of Theorem 4.11 (we
refer to it for the notation). We may assume that u = 0, and b(x) = (1−χE(x′))A3+χE(x′)B3 where
E ⊂ ω has finite perimeter in ω. We consider a sequence {Ek} of smooth bounded subset of R2 such
that χEk → χE in L1(ω), and limkH1(∂Ek ∩ ω) = Perω(E). We define bk := (1 − χEk)A3 + χEkB3,
and the signed distance dk to Mk := ∂Ek as in (4.37). Here again we shall drop the subscript k for
simplicity.
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For k ∈ N arbitrary, we choose ℓ > 0 and (φ1, φ2) : R→ R3×2 of class C1 satisfying (φ1, φ2)(t) =
(0, b¯0(t)) nearby {|t| = ℓ/2} and (5.13). We may also assume φ′2 to be Lipschitz continuous. Defining
Φ as in (5.14), we set for x ∈ Ω,
un(x) =


εnΦ
(
d(x′)
εn
)
+ hnx3φ2
(
d(x′)
εn
)
if |d(x′)| < ℓεn
2
,
εnΦ
(
ℓ
2
)
+ hnx3φ2
(
ℓ
2
)
if d(x′) >
ℓεn
2
,
εnΦ
(
− ℓ
2
)
+ hnx3φ2
(
− ℓ
2
)
if d(x′) 6 − ℓεn
2
.
Then un ∈ H2(Ω;R3), and we compute
∇′un(x) =


(
φ1
(
d(x′)
εn
)
+
hn
εn
x3φ
′
2
(
d(x′)
εn
))
⊗∇d(x′) if |d(x′)| < ℓεn
2
,
0 otherwise ,
and
1
hn
∂3un(x) =


φ2
(
d(x′)
εn
)
if |d(x′)| < ℓεn
2
,
b(x) otherwise .
Since |∇d| = 1 L2-a.e. in R2, in the set {|d| < ℓεn/2} we have
∣∣∇2hnun∣∣2 = 1ε2n
∣∣φ′1(d/εn) + hnεn x3φ′′2 (d/εn)
∣∣2 + 2∣∣φ′2(d/εn)∣∣2
+
1
εn
(
φ′1(d/εn) +
hn
εn
x3φ
′′
2 (d/εn)
) · (φ1(d/εn)+ hn
εn
x3φ
′
2
(
d/εn
))(∇2d · (∇d⊗∇d))
+
∣∣φ1(d/εn)+ hn
εn
x3φ
′
2
(
d/εn
)∣∣2|∇2d|2 .
As in the proof of Theorem 4.11, Step 3, we derive that un → 0 in W 1,p(Ω;R3), and 1hn ∂3un → bk
in Lp(Ω;R3). Then, using the fact that |∇d| = 1 and assumption (H5), we estimate
Fhnεn (un) = F
hn
εn
(
un,Ω ∩ {|d(x′)| < ℓεn/2}
)
6 In + C(εn + h
2
n/ε
2
n) , (5.17)
with
In :=
1
εn
∫
Ω∩{|d|<ℓεn/2}
W
(
φ1
(
d(x′)/εn
)
+
hn
εn
x3φ
′
2
(
d(x′)/εn
)
, φ2
(
d(x′)/εn
))
dx
+
1
εn
∫
Ω∩{|d|<ℓεn/2}
∣∣φ′1(d(x′)/εn)∣∣2 + 2 ∣∣φ′2(d(x′)/εn)∣∣2 dx ,
and a constant C independent of n. Using the Coarea Formula, we derive as in the proof of Theo-
rem 4.11, Step 3, that
In =
∫ ℓ/2
−ℓ/2
(∫
I
W
(
φ1(t) +
hn
εn
x3φ
′
2(t), φ2(t)
)
dx3 + |φ′1(t)|2 + 2 |φ′2(t)|2
)
H1(Mkεnt ∩ ω) dt .
Since W is continuous and hn/εn → 0, we infer from Fatou’s lemma, (4.38), (5.13) and (5.17) that
lim sup
n→∞
Fhnεn (un) 6 (K0 + 2
−k)H1(Mk ∩ ω) .
Then the conclusion follows for a suitable diagonal sequence as already pursued in the proof of
Theorem 4.11, Step 3.
Remark 5.8. Given εn → 0+, a slight modification of the above arguments yields that for every
(u, b) ∈ C , there is a sequence {(un, bn)} ⊂ H2(ω : R3) × H1(ω;R3) such that (un, bn) → (u, b) in
W 1,p(ω;R3)× Lp(ω;R3) and limn F 0εn(un, bn, ω) = K0 Perω(E) where (∇′u, b) =
(
1− χE
)
A + χEB,
and F 0εn is defined by (5.1).
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Remark 5.9. Let us consider an arbitrary sequence hn → 0+ and ε > 0 fixed. It is well known
(see [9]) that the functionals {Fhnε } Γ-converge for the strong L1-topology to
F
0
ε (u, b) :=

F
0
ε (u, b, ω) if (u, b) ∈ H2(Ω : R3)×H1(Ω;R3) and ∂3u = ∂3b = 0 ,
+∞ otherwise ,
where F 0εn is defined by (5.1), and we have identified functions (u, b) satisfying ∂3u = ∂3b = 0 with
functions defined on the mid-surface ω. Let us now consider an arbitrary sequence εn → 0+. By
Remark 5.4 and Remark 5.8, the functionals {F 0εn} in turn Γ-converge for the strong L1-topology
to F0 (compactness follows as in Theorem 1.1 with minor modifications).
6. Γ-convergence in the supercritical regime
This section is essentially devoted to the proof of Theorem 1.4. The Γ-liminf inequality is a direct
consequence of the results in Section 4.1 once we have proved that under assumption (1.9),K⋆∞ < +∞.
In contrast with the lower inequality, the estimate for the Γ-lim sup requires a more sophisticated
construction based on an homogenization procedure. The Γ-lim inf and Γ-lim sup inequalities are
stated in Theorem 6.2 and Theorem 6.7 respectively, and the conclusion follows from Lemma 6.1.
For p = 2, λ = 0, and under the symmetry assumption on W , we obtain the Γ-convergence of the
functionals through Corollary 6.6. In a last subsection, we consider the situation where the wells A
and B are not compatible, and we illustrate some rigidity phenomena in Theorems 6.9 and 6.10.
6.1. The Γ-lim inf inequality
We define the constant K⋆∞ as in (4.1) with γ = +∞, i.e.,
K⋆∞ := inf
{
lim inf
n→∞
Fhnεn (un, Q) : hn → 0+ and εn → 0+ with hn/εn →∞,
{un} ⊂ H2(Q;R3), (un, 1
hn
∂3un)→ (u0, b0) in [L1(Q;R3)]2
}
. (6.1)
We start by proving that if (1.9) holds, then K⋆∞ is finite and strictly positive.
Lemma 6.1. Assume that (H1)− (H3) and (1.9) hold for some λ ∈ R. Then 0 < K⋆∞ <∞.
Proof. Let us consider arbitrary sequences εn → 0+, hn → 0+ such that hn/εn →∞. Observe that
under assumption (1.9), we have A = −B = (a, 0, λa) so that A−B is rank-1 connected. By the results
in [16], there exists a sequence {wn} ⊂ H2
(
(−1, 1);R3) such that wn → u¯0 in W 1,p((−1, 1);R3), and
sup
n∈N
∫ 1
−1
1
εn
min
{|w′n − a|p, |w′n + a|p}+ εn|w′′n|2 dt <∞ .
For n large enough, we consider the sequence {un} ⊂ H2(Q;R3) defined by un(x) := wn(x1+λhnx3).
Then one may check that (un,
1
hn
∂3un)→ (u0, b0) in [L1(Q;R3)]2. Using Lemma 4.8, we estimate
Fhnεn (un, Q) 6 C
∫ 1
−1
(1 + λ2)p/2
εn
min
{|w′n − a|p, |w′n + a|p}+ εn(1 + λ2)2|w′′n|2 dt ,
which shows that supn F
hn
εn (un, Q) <∞, and thus K∗∞ <∞. On the other hand, we have
K⋆∞ > inf
{
lim inf
n→∞
∫
Q
1
εn
W (∇′un, bn) + εn|(∇′)2un|2 + 2εn|∇′bn|2 dx′ : εn → 0+ ,
{(un, bn)} ⊂ H2(Q;R3)×H1(Q;R3) , (un, bn)→ (u0, b0) in [L1(Q;R3)]2
}
.
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In view of Lemma 4.8 and [16], we easily infer that
K⋆∞ > inf
{
lim inf
n→∞
∫
I
1
C∗εn
min
{|v′n − a|p, |v′n + a|p}+ εn|v′′n|2 dt : εn → 0+ ,
{vn} ⊂ H2(I;R3) , vn → u¯0 in L1(I;R3)
}
> inf
{∫ L
−L
1
C∗
min
{|v(t) − a|p, |v(t) + a|p}+ |v′|2 dt : L > 0 , v piecewise C1 ,
v(L) = v(−L) = a
}
> 0 ,
and the proof is complete.
Thanks to Lemma 6.1 and Remark 4.5, we can now reproduce the first step in the proof of
Theorem 4.6 to obtain the following result.
Theorem 6.2. Assume that (H1)− (H3) and (1.9) hold for some λ ∈ R. Let hn → 0+ and εn → 0+
be arbitrary sequences such that hn/εn → ∞. Then, for any (u, b) ∈ C and any sequences {un} ⊂
H2(Ω;R3) such that (un,
1
hn
∂3un)→ (u, b) in [L1(Ω;R3)]2, we have
lim inf
n→∞
Fhnεn (un) > K
⋆
∞ Perω(E) ,
where (∇′u, b)(x) = (1− χE(x′))A+ χE(x′)B .
6.2. Lower bound on K⋆
∞
in the case λ = 0
As a direct consequence of Lemma 4.8, we have the following elementary property in the case λ = 0.
Lemma 6.3. Assume that (H1)− (H3) and (1.9) hold with λ = 0. Then there is a constant CW > 0
such that W (ξ) > CW |ξ3|p for all ξ = (ξ1, ξ2, ξ3) ∈ R3×3.
In parallel with Proposition 4.9, the next propositions will establish that realizing sequences
forK⋆∞ can be first chosen with lateral boundary conditions, and then periodic in the vertical direction.
Proposition 6.4. Assume that (H1) − (H4) and (1.9) hold with λ = 0. Then there exist sequences
hn → 0+, εn → 0, {cn} ⊂ R3, and {gn} ⊂ C2(Q;R3) such that hn/εn →∞, gn is independent of x2
(i.e., gn(x) =: gˆn(x1, x3)), cn → 0, gn → u0 in W 1,p(Q;R3), 1hn ∂3gn → 0 in Lp(Q;R3),
gn = u0 in Q ∩ {x1 < −1/4} , gn = u0 + cn in Q ∩ {x1 < −1/4} ,
and limn F
hn
εn (gn, Q) = K
⋆
∞.
Proof. Step 1. Since λ = 0 we have b0 = 0, and in view of Lemma 6.1, there exist sequences hn → 0+,
εn → 0+ and {un} ⊂ H2(Q;R3) such that hn/εn → ∞, (un, 1hn ∂3un) → (u0, 0) in [L1(Q;R3)]2,
and limn F
hn
εn (un, Q) = K
⋆
∞ < ∞. Arguing as in the proof of Proposition 4.9, we may assume that
un ∈ C2(Q;R3), and that un is independent of x2, i.e., un(x) =: uˆn(x1, x3). By Theorem 1.1, un → u0
in W 1,p(Q;R3), and 1hn ∂3un → 0 in Lp(Q;R3).
Step 2 (first matching). As in the proof of Proposition 4.9 we consider a partition of ( 112 ,
1
6 )×Q′ into
Mn :=
[
1
εn
]
layers along the x1-direction. By Lemma 6.1 and Remark 4.5, we can find such a layer
Ln := (θn − 112Mn , θn) × Q′ ⊂ ( 112 , 16 ) × Q′ such that (4.8) holds (with b0 = 0). Then select a level
tn ∈
(
θn − 112Mn , θn
)
for which (4.9) holds. We consider a cut-off function ϕn ∈ C∞(R) satisfying
(4.10), and we set for x ∈ Ln,
vn(x) :=
(
1− ϕn(x1)
)(
u¯0(x1) + u¯n(x3)
)
+ ϕn(x1)un(x) ,
with u¯n(x3) := uˆn(tn, x3)− u¯0(tn).
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We claim that estimates (4.11), (4.12), (4.13), (4.14), and (4.15) still hold (with b0 = 0). First note
that (4.11) is an easy consequence of (4.8) and (4.9). In view of Lemma 6.3, we infer from (4.9) that
1
εn
∫
I
1
hpn
|u¯′n(x3)|pdx3 + εn
∫
I
1
h4n
|u¯′′n(x3)|2dx3 6 Cαn . (6.2)
Combining (4.8) and (6.2) yields (4.12). By construction un − u0 − u¯n = 0 on {x1 = tn} ∩ Q, and
applying Poincare´’s inequality we deduce from (4.8),∫
Ln
|un − u0 − u¯n|p dx 6 C
(
1
Mn
)p ∫
Ln
|∂1un − ∂1u0|pdx 6 Cαnεp+1n . (6.3)
Using (4.10), we may now infer that
1
εn
∫
Ln
|∇′vn −∇′u0|pdx 6 C
εn
∫
Ln
|∂1un − ∂1u0|p + 1
εpn
|un − u0 − u¯n|pdx 6 Cαn → 0 . (6.4)
Estimates (4.12) and (4.13) being proved, (4.14) now follows exactly as in (4.19).
Using again (4.10), we estimate
εn
∫
Ln
|∇2hnvn|2 dx 6 C
(
εn
∫
Ln
|∇2hnun|2dx+
1
εn
∫
Ln
|∇′un −∇′u0|2dx
+
1
ε3n
∫
Ln
|un − u0 − u¯n|2dx+ 1
εn
∫
Ln
| 1
hn
∂3un|2dx+
∫
I
1
h2n
|u¯′n(x3)|2dx3 + ε2n
∫
I
1
h4n
|u¯′′n(x3)|2dx3
)
,
Arguing as in the proof of Proposition 4.9, Step 2, (4.15) now follows from (4.8), (6.2), (6.3) and (6.4)
together with Ho¨lder’s inequality.
Step 3 (second matching). Let ψn ∈ C∞(R) be a cut-off function such that 0 6 ψn 6 1, ψn(t) = 1 if
t 6 θn, ψn(t) = 0 if t > 1/4, and satisfying |ψ′n| + |ψ′′n| 6 C for a constant C independent of n. For
x ∈ {θn < x1 < 14} ∩Q, we set
wn(x) := u0(x) + c
+
n + ψn(x1)
(
u¯n(x3)− c+n
)
,
where c+n :=
∫
I u¯n dx3 → 0, thanks to (4.9). We claim that (4.20), (4.21), (4.22), and (4.23) hold.
First (4.20) and (4.21) are direct consequences of (4.9) and (6.2) respectively. Next we apply (6.2)
and Poincare´’s inequality to derive that
1
εn
∫
{θn<x1< 16 }∩Q
|∇′wn −∇′u0|pdx 6 C
εn
∫
I
|u¯n(x3)− c+n |pdx3 6 Chpnαn → 0 . (6.5)
To prove (4.22), we can argue exactly as in (4.19) using (4.21) and (6.5).
We finally obtain in much similar ways that
εn
∫(
θn,
1
4
)
×Q′
∣∣∇2hnwn∣∣2 dx 6 Cεn
∫
I
|un − c+n |2 +
1
h2n
|u¯′n|2 +
1
h4n
|u¯′′n|2 dx3 6 Cαn → 0 ,
and (4.23) is proved.
Step 4. We conclude the proof as in Proposition 4.9, Step 4. We first define g+n as in (4.25) (with
b0 = 0), and then we repeat the procedure to modify g
+
n in (− 12 , 0)×Q′. We omit further details.
We now prove that, in the case where p = 2, λ = 0, and W is symmetric in ξ3, optimal sequences
for K⋆∞ can be modified into 1-periodic functions in the x3-variable without increasing the energy.
Proposition 6.5 (vertical periodicity). Assume that (H1) − (H4) and (1.9) hold with p = 2,
λ = 0, and that W (ξ′, ξ3) = W (ξ′,−ξ3) for every (ξ′, ξ3) ∈ R3×2 × R3. Then there exist sequences
hn → 0+, εn → 0+, and {fn} ⊂ C2(R3;R3) such that hn/εn → ∞, fn is independent of x2 (i.e.,
fn(x) = fˆn(x1, x3)), fn → u0 in H1(Q;R3), 1hn ∂3fn → 0 in L2(Q;R3), fn is 1-periodic in the
x3-variable, ∇fn = ∇u0 in {|x1| > 1/4}, and
lim
n→∞
Fhnεn (fn, Q) = K
⋆
∞ .
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Proof. Step 1. We claim that it suffices to find sequences hn → 0+, εn → 0+, and {g♯n} ⊂ C2(R3;R3)
such that hn/εn →∞, g♯n(x) =: gˆ♯n(x1, x3),∇g♯n = ∇u0 in {|x1| > 1/4}, g♯n is 2-periodic in x3, g♯n → u0
in H1(Q;R3), 1hn ∂3g
♯
n → 0 in L2(Q;R3), and lim supn Fhnεn (g♯n, 2Q) 6 4K⋆∞. Indeed, if the claim holds
we set fn(x) :=
1
2g
♯
n(2x) for x ∈ R3. Then fn → u0 in H1(Q;R3), 1hn ∂3fn → 0 in L2(Q;R3). By
definition of K⋆∞, a change of variables yields
K⋆∞ 6 lim inf
n→∞
Fhnεn
2
(fn, Q) 6 lim sup
n→∞
Fhnεn
2
(fn, Q) = lim sup
n→∞
1
4
Fhnεn (g
♯
n, 2Q) 6 K
⋆
∞ ,
and thus {fn} satisfies the requirements (with εn/2 instead of εn).
Step 2. Let hn → 0+ and εn → 0+ satisfying hn/εn → ∞. Consider an arbitrary sequence {un} ⊂
H2(Q;R3) such that (un,
1
hn
∂3un)→ (u0, b0) in [L1(Q;R3)]2, and limn Fhnεn (un, Q) = K⋆∞. We claim
that for any 0 < δ < 1/2, we have
lim sup
n→∞
Fhnεn
(
un, Q
′ × ((1/2− δ, 1/2)∪ (−1/2,−1/2+ δ))) 6 2δK⋆∞ .
This is of course equivalent to the following inequality,
lim inf
n→∞
Fhnεn (un, Q
′ × (−1/2 + δ, 1/2− δ)) > (1− 2δ)K⋆∞ , (6.6)
that we prove by rescaling. For x ∈ Q, we set vn(x) := un(x′, (1− 2δ)x3) and h˜n := (1− 2δ)hn. Then
h˜n/εn →∞ and (vn, 1h˜n ∂3vn)→ (u0, b0) in [L
1(Q;R3)]2. Therefore,
K⋆∞ 6 lim infn→∞
Fhnεn (vn, Q) = lim infn→∞
1
1− 2δF
hn
εn (un, Q
′ × (−1/2 + δ, 1/2− δ)) ,
and (6.6) follows.
Step 3. Consider the sequences {hn}, {εn}, and {gn} ⊂ C2(Q;R3) given by Proposition 6.4, and let
us fix m ∈ N arbitrarily large. We infer from Step 2 (with δ = 1/m) that
lim sup
n→∞
Fhnεn
(
gn, Q ∩
{
1
2
− 1
m
< |x3| < 1
2
})
6
2
m
K⋆∞ . (6.7)
Next we divide Q′ × (12 − 1m , 12 ) into [hnεn ] thin horizontal strips R
+
m,n,i of width
1
m [
hn
εn
]−1, i.e.,
R+m,n,i := Q
′ ×
(
1
2
− i
m
[
hn
εn
]−1
,
1
2
− i− 1
m
[
hn
εn
]−1)
for i = 1, . . . , [hnεn ]. We proceed symmetrically in the set Q
′× (− 12 ,− 12 + 1m), and we denote by R−m,n,i
the resulting strips. Applying Lemma 6.3, we infer from (6.7) that for n large enough,
[hn
εn
]∑
i=1
∫
R−
m,n,i
∪R+
m,n,i
(
1
εn
W (∇hngn) + εn
∣∣∇2hngn∣∣2 + |∇′gn −∇′u0|2
+
CW
εn
∣∣ 1
hn
∂3gn
∣∣2 + |gn − u0|2
)
dx 6
4
m
K⋆∞ .
where we also have used the fact that ‖gn − u0‖H1(Q) → 0. Now consider a pair of strips
(R−m,n,i0 , R
+
m,n,i0
) with i0 = i0(m,n) satisfying∫
R−
m,n,i0
∪R+
m,n,i0
(
1
εn
W (∇hngn) + εn
∣∣∇2hngn∣∣2 + |∇′gn −∇′u0|2
+
CW
εn
∣∣ 1
hn
∂3gn
∣∣2 + |gn − u0|2
)
dx 6
4
m
[
hn
εn
]−1
K⋆∞ , (6.8)
and we shall write for simplicity R±m,n := R
±
m,n,i0
(respectively). Then we choose a level
tm,n ∈
(
1
2
− i0 − 1/2
m
[
hn
εn
]−1
,
1
2
− i0 − 1
m
[
hn
εn
]−1)
A two-gradient approach for phase transitions in thin films 31
for which∫
Q∩{|x3|=tm,n}
(
1
εn
W (∇hngn) + εn
∣∣∇2hngn∣∣2 + |∇′gn −∇′u0|2
+
CW
εn
∣∣ 1
hn
∂3gn
∣∣2 + |gn − u0|2
)
dH2 6 8K⋆∞ . (6.9)
Let ϕm,n : R→ [0, 1] be a smooth cut-off function such that ϕm,n(t) = 0 for t > tm,n, ϕm,n(t) = 1
for t < tm,n − 12m
[
hn
εn
]−1
, and
εn
mhn
|ϕ′m,n|+
ε2n
m2h2n
|ϕ′′m,n| 6 C , (6.10)
for a constant C independent of m and n. We define for x ∈ Q,
wm,n(x) := ϕm,n(x3)gn(x) +
(
1− ϕm,n(x3)
)
gˆn(x1, tm,n) .
We shall prove in Step 4 below that
lim sup
m→∞
lim sup
n→∞
‖wm,n − u0‖H1(Q) +
∥∥ 1
hn
∂3wm,n
∥∥
L2(Q)
= 0 , (6.11)
and
lim sup
m→∞
lim sup
n→∞
Fhnεn (wm,n, Q) 6 K
⋆
∞ . (6.12)
Assuming for the moment that (6.11) and (6.12) hold, we find a diagonal sequence nm → +∞ such
that setting εm := εnm , hm := hnm , and wm := wm,nm , we have wm → u0 inH1(Q;R3), 1hm ∂3wm → 0
in L2(Q;R3), and lim supm F
hm
εm (wm, Q) 6 K
⋆
∞. We now repeat this construction in the strip R
−
m,n,
and we write w˜m the resulting function.
Since w˜m is independent of x3 in a neighborhood of {|x3| = 1/2} ∩ Q, we may first reflect w˜m
across the hyperplane {x3 = 1/2} setting for 12 6 x3 6 32 , w˜m(x′, x3) := wm(x′, 1− x3), and then we
extend w˜m by periodicity to all values of x3. The resulting function w˜m belongs to C
2(Q′ × R;R3).
Since ∇w˜m = ∇u0 in {|x1| > 1/4}, we can extend linearly w˜m in x1, and constantly in x2. We finally
set for x ∈ R3, g♯m(x) := w˜m
(
x′, x3 − 12
)
. Since W (ξ′,−ξ3) =W (ξ′, ξ3) for all ξ ∈ R3×3, we find that
Fhmεm (g
♯
m, 2Q) = 4F
hm
εm (w˜m, Q) ,
so that the function g♯m satisfies all the requirements of Step 1.
Step 4. We now complete the proof by showing that (6.11) and (6.12) do hold. To this purpose we
shall write
L+m,n := Q
′ ×
(
1
2
− i0
m
[
hn
εn
]−1
,
1
2
)
.
We first estimate
Fhnεn (wm,n, Q) = F
hn
εn (gn, Q \ L+m,n) + Fhnεn (wm,n, R+m,n)
+
∫
L+m,n\R+m,n
1
εn
W
(
∂1gˆn(x1, tm,n), 0, 0
)
+ εn
∣∣∂21 gˆn(x1, tm,n)∣∣2 dx
6 Fhnεn (gn, Q) + F
hn
εn (wm,n, R
+
m,n)
+
1
m
∫ 1/2
−1/2
1
εn
W
(
∂1gˆn(x1, tm,n), 0, 0
)
+ εn
∣∣∂21 gˆn(x1, tm,n)∣∣2 dx1 .
(6.13)
By Lemma 4.8 and Lemma 6.3, we have
W
(
∂1gˆn(x1, tm,n), 0, 0
)
6 C
(
W
(∇hngn(x′, tm,n))+ ∣∣ 1hn ∂3gn(x′, tm,n)
∣∣2) 6 CW (∇hngn(x′, tm,n)) ,
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so that (6.9) yields
1
m
∫ 1/2
−1/2
1
εn
W
(
∂1gˆn(x1, tm,n), 0, 0
)
+ εn
∣∣∂21 gˆn(x1, tm,n)∣∣2 dx1
6
C
m
∫
Q∩{x3=tm,n}
1
εn
W (∇hngn) + εn
∣∣∇2hngn∣∣2 dH2 6 Cm . (6.14)
Similarly, we infer from (6.9) that∫
Q
|wm,n−u0|2 +
∣∣ 1
hn
∂3wm,n
∣∣2 dx
6
∫
Q
|gn − u0|2 +
∣∣ 1
hn
∂3gn
∣∣2 dx+ ∫
R+m,n
|wm,n − u0|2 +
∣∣ 1
hn
∂3wm,n
∣∣2 dx
+
1
m
∫ 1/2
−1/2
|gˆn(x1, tm,n)− u¯0(x1)|2 dx1
6
∫
Q
|gn − u0|2 +
∣∣ 1
hn
∂3gn
∣∣2 dx+ ∫
R+m,n
|wm,n − u0|2 +
∣∣ 1
hn
∂3wm,n
∣∣2 dx+ C
m
. (6.15)
In view of (6.13), (6.14), (6.15), and Theorem 1.1, to prove (6.11) and (6.12) it suffices to show that
for every m ∈ N large enough,
lim
n→∞
∫
R+m,n
|wm,n − u0|2 +
∣∣ 1
hn
∂3wm,n
∣∣2 dx = 0 , (6.16)
and
lim
n→∞
Fhnεn (wm,n, R
+
m,n) = 0 . (6.17)
We start with the proof of (6.17). Writing for x ∈ R+m,n,
∂1wm,n(x) = ∂1gn(x) +
(
1− ϕm,n(x3)
)(
∂1gˆn(x1, tm,n)− ∂1gn(x)
)
,
and
1
hn
∂3wm,n(x) =
1
hn
∂3gn(x) −
(
1− ϕm,n(x3)
) 1
hn
∂3gn(x) +
ϕ′m,n(x3)
hn
(
gn(x) − gˆn(x1, tm,n)
)
,
we derive from Lemma 4.8, Lemma 6.3, and (6.10) that
W
(∇hnwm,n(x)) 6 C
(
W
(∇hng(x))
+ |∂1gn(x) − ∂1gˆn(x1, tm,n)|2 + m
2
ε2n
∣∣gn(x) − gˆn(x1, tm,n)∣∣2
)
. (6.18)
Using Poincare´’s inequality and (6.8), we estimate
m2
ε3n
∫
R+m,n
∣∣gn(x) − gˆn(x1, tm,n)∣∣2 dx 6 C 1
εn
∫
R+m,n
∣∣ 1
hn
∂3gn(x)
∣∣2 dx 6 C
m
εn
hn
, (6.19)
and
1
εn
∫
R+m,n
|∂1g(x)− ∂1gˆn(x1, tm,n)|2 dx 6 C εn
m2h2n
∫
R+m,n
|∂213g(x)|2 dx 6
C
m3
εn
hn
. (6.20)
In view of (6.18), we have thus obtained
1
εn
∫
R+m,n
W (∇hnwm,n) dx 6 C
(
1
εn
∫
R+m,n
W (∇hngn) dx+
εn
hn
)
6 C
εn
hn
−→
n→∞
0 .
Then, straightforward computations using (6.10) yield
∣∣∇2hnwm,n(x)∣∣2 6 C
(∣∣∇2hngn(x)∣∣2 + ∣∣∂21 gˆn(x1, tm,n)∣∣2 + m2ε2n
∣∣∂1gn(x) − ∂1gˆn(x1, tm,n)∣∣2
+
m2
ε2n
∣∣ 1
hn
∂3gn(x)
∣∣2 + m4
ε4n
∣∣gn(x) − gˆn(x1, tm,n)∣∣2
)
.
A two-gradient approach for phase transitions in thin films 33
Combining (6.8), (6.9), (6.19), and (6.20), we deduce that
εn
∫
R+m,n
∣∣∇2hnwm,n∣∣2 dx 6 Cmεnhn −→n→∞ 0 ,
which completes the proof of (6.17).
Using (6.8), (6.9), and (6.19), we finally estimate∫
R+m,n
|wm,n − u0|2 +
∣∣ 1
hn
∂3wm,n
∣∣2 dx 6 C(∫
R+m,n
|gn − u0|2 +
∣∣ 1
hn
∂3gn
∣∣2 dx
+
m2
ε2n
∫
R+m,n
∣∣gn(x) − gˆn(x1, tm,n)∣∣2 dx+ εn
hn
∫
Q∩{x3=tm,n}
|gn − u0|2 dH2
)
6 C
εn
hn
,
and (6.16) is proved.
Corollary 6.6. Assume that (H1) − (H4) and (1.9) hold with p = 2, λ = 0, and that W (ξ′, ξ3) =
W (ξ′,−ξ3) for every ξ = (ξ′, ξ3) ∈ R3×3. Then K⋆∞ > K∞ .
Proof. We consider the sequences hn → 0+, εn → 0+, and {fn} ⊂ C2(R3;R3) given by Propo-
sition 6.5. We define Nn := [
1
hn
], ρn :=
1
Nnhn
, and ℓn :=
1
ρnεn
([·] still denotes the integer part).
Recalling that fn(x) = fˆn(x1, x3), we define for y ∈ R2,
vn(y) := ρnfˆn
(
y1
ρn
,
y2
ρnhn
)
.
Then vn is 1/Nn-periodic in the y2-variable, and ∇vn(y) = (u¯0(y1), 0) in {|y1| > ρn4 }. Since vn is
1/Nn-periodic in y2, and Nn being an integer, we deduce that vn is also 1-periodic in y2. Moreover,
since ρn → 1, we have for n large enough
∇vn(y) = (u¯0(y1), 0) in {|y1| > 1/3} . (6.21)
Hence, ∫
Q′
ℓnW(∇vn) + 1
ℓn
|∇2vn|2 dy > K∞ .
Changing variables, using (6.21) and the 1-periodicity in x3 of fn, we compute∫
Q′
ℓnW(∇vn) + 1
ℓn
|∇2vn|2 dy = ρnhnFhnεn (fn, Q′ ×NnI) = Fhnεn (fn, Q) −→n→∞K
⋆
∞ ,
which completes the proof.
6.3. The Γ-lim sup inequality
The next theorem provides the announced upper bound for the Γ− lim sup of the functionals {Fhε }
when ε≪ h, and thus completing the proof of Theorem 1.4.
Theorem 6.7. Assume that (H1)− (H4) and (1.9) hold for some λ ∈ R. Let εn → 0+ and hn → 0+
be arbitrary sequences such that hn/εn → ∞. Then, for every (u, b) ∈ C , there exists a sequence
{un} ⊂ H2(Ω;R3) such that un → u in W 1,p(Ω;R3), 1hn ∂3un → b in Lp(Ω;R3), and
lim sup
n→∞
Fhnεn (un) 6 K∞ Perω(E) , (6.22)
where (∇′u, b)(x) = (1− χE(x′))A+ χE(x′)B.
Proof. We first introduce some useful notation. For a given a sequence hn → 0+, we define
νn :=
e1 + λhne3√
1 + λ2h2n
∈ S2 and ν⊥n :=
−λhne1 + e3√
1 + λ2h2n
∈ S2 .
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We recall that Q′λ denotes the unit cube of R
2 centered at the origin with two faces orthogonal to
the unit vector νλ =
1√
1+λ2
(1, λ).
By Theorem 2.1 and (1.9), ∂∗E∩ω is of the form (2.5). We assume that ∂∗E∩ω is made by finitely
many interfaces, i.e., I = {1, . . . ,m} in (2.5). The proof for infinitely many interfaces follows from
a diagonalization argument as in the proof of Theorem 4.11. Then u(x) = u¯(x1) for some function u¯
that we may assume to be as in the proof of Theorem 4.11, Step 1 (we refer to it for the notation).
Then (1.9) yields b(x) = λu¯′(x1).
Let us now consider for each k ∈ N, some ℓk > 0 and some function vk ∈ C2(R2;R3) 1-periodic in
the direction ν⊥λ :=
1√
1+λ2
(−λ, 1), satisfying ∇vk(y) = ±(a, λa) nearby {y · νλ = ±1/2} respectively,
and such that ∫
Q′
λ
ℓkW(∇vk) + 1
ℓk
|∇2vk|2 dy 6 K∞ + 2
−k
√
1 + λ2
.
Without loss of generality we may assume that
vk(y) =


√
1 + λ2 (y · νλ)a+ ck nearby {y · νλ = 1/2} ,
−
√
1 + λ2 (y · νλ)a− ck nearby {y · νλ = −1/2} ,
(6.23)
for some constant ck ∈ R3. From now on we drop the subscript k for simplicity.
Let εn → 0+ and hn → 0+ be arbitrary sequences such that hn/εn → +∞. Again we choose for
each index i = 1, . . . ,m, an bounded open interval J ′i ⊂ R such that Ji ⊂⊂ J ′i and H1(J ′i \ Ji) 6 2−k.
We write
αni± :=
1√
1 + λ2h2n
(
αi ± ℓεn
√
1 + λ2
2
)
,
and we consider integers n large enough in such a way that αni+ < α
n
(i+1)− for every i, and for
which (4.31) holds. We define the transition layers as follows: for i = 1, . . . ,m and for x ∈ R3, we set
win(x) := (−1)i+1v
(
(−1)i+1x1 − αi
ℓεn
, (−1)i+1hnx3
ℓεn
)
+
(
1 + (−1)i)(1
2
√
1 + λ2 a+ c
)
.
Then (6.23) yields
win(x) =
1
2
√
1 + λ2 a− (−1)i+1c on {x · νn = αni−} , (6.24)
and
win(x) =
(
1
2
√
1 + λ2 a+ (−1)i+1c
)
+ 2(1 + (−1)i)c on {x · νn = αni+} . (6.25)
Setting
βni :=
i∑
j=1
u¯
(
αnj+
√
1 + λ2h2n
)
− u¯
(
αnj−
√
1 + λ2h2n
)
,
with βn0 := 0 and κi as in (4.34), we define for n large enough and x ∈ Ω,
un(x) :=


u¯(x1 + λhnx3) + ℓεn
(
a
2
√
1 + λ2 − c) for x · νn 6 αn1− ,
u¯
(
αni−
√
1 + λ2h2n
)
− βni−1 + ℓεn
(
win(x) + κi−1c
)
for αni− < x · νn < αni+ ,
u¯(x1 + λhnx3)− βni + ℓεn
(
a
2
√
1 + λ2 + ((−1)i+1 + κi)c
)
for αni+ 6 x · νn 6 αn(i+1)− ,
u¯(x1 + λhnx3)− βnm + ℓεn
(
a
2
√
1 + λ2 + ((−1)m+1 + κm)c
)
for x · νn > αnm+ .
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Using (6.24)-(6.25) one may check that un and∇un are continuous across each interface {x·νn = αni±},
and thus un ∈ H2(Ω;R3). In addition ∂2un ≡ 0, and
(
∂1un,
1
hn
∂3un
)
(x) =


∇v
(
(−1)i+1x1 − αi
ℓεn
, (−1)i+1hnx3
ℓεn
)
for αni− < x · νn < αni+ ,
(
u¯′(x1 + λhnx3), λu¯′(x1 + λhnx3)
)
otherwise .
(6.26)
Then one observes that the maps x ∈ Ω 7→ u¯(x1+λhnx3) and x ∈ Ω 7→ u¯′(x1+λhnx3) converge to u
and b inW 1,p(Ω;R3) and in Lp(Ω;R3) respectively as n→∞ (here we also use the fact that b = λu¯′).
On the other hand, v and ∇v are bounded in {|y · νλ| 6 1/2} by periodicity in the direction ν⊥λ , and
|βni | 6 Cεn for a constant C independent of i and n by the Lipschitz continuity of u¯. Hence un → u
in W 1,p(Ω;R3) and 1hn ∂3un → b in Lp(Ω;R3).
By (4.31) we have for n large,
Ω ∩ {αni− < x · νn < αni+} ⊂ {x ∈ R3 : αni− < x · νn < αni+ , |x3| < 1/2 , x2 ∈ J ′i} =: Ωni ,
Using (6.26) we estimate for n large enough,
Fhnεn (un) 6
m∑
i=1
Fhnεn
(
ℓεnw
i
n,Ω
n
i
)
, (6.27)
and it remains to estimate each term of the sum in the right-hand side of (6.27).
Changing variables, one obtains
Fhnεn
(
ℓεnw
i
n,Ω
n
i
)
=
ℓεn
hn
H1(J ′i)
∫
Θn
i
ℓW(∇v) + 1
ℓ
∣∣∇2v∣∣2 dy , (6.28)
where Θni := {y ∈ R2 : |y · νλ| < 1/2 , |y2| < hn/(2ℓεn)}. Notice that for every t ∈ (− 12 , 12 ), we have
Θni ∩ {y · νλ = t} = {y · νλ = t} ∩
{
|y · ν⊥λ + λt| <
hn
√
1 + λ2
2ℓεn
}
⊂ {y · νλ = t} ∩
{
|y · ν⊥λ + λt| <
Nn
2
}
,
with Nn :=
[
hn
√
1+λ2
ℓεn
]
+ 1. Using Fubini’s theorem and the periodicity of v, we estimate
∫
Θni
ℓW(∇v) + 1
ℓ
∣∣∇2v∣∣2 dy = ∫ 12
− 1
2
(∫
Θni ∩{y·νλ=t}
ℓW(∇v) + 1
ℓ
∣∣∇2v∣∣2 dH1
)
dt
6
∫ 1
2
− 1
2
(∫
{y·νλ=t}∩{|y·ν⊥λ +λt|<Nn2 }
ℓW(∇v) + 1
ℓ
∣∣∇2v∣∣2 dH1
)
dt
6 Nn
∫
Q′
λ
ℓW(∇v) + 1
ℓ
∣∣∇2v∣∣2 dy . (6.29)
Combining (6.28) with (6.29) yields
Fhnεn
(
ℓεnw
i
n,Ω
n
i
)
6
ℓεnNn
hn
√
1 + λ2
(
K∞ + 2−k
)H1(J ′i) .
Summing up over i this last inequality, and passing to the limit n→ +∞ in (6.27) leads to
lim sup
n→∞
Fhnεn (un) 6 K∞ Perω(E) + C02
−k ,
for a constant C0 independent of k. Then the conclusion follows for a suitable diagonal sequence as
already pursued in the proof of Theorem 4.11, Step 3.
Remark 6.8. Let us consider an arbitrary sequence εn → 0+ and h > 0 fixed, and assume for
simplicity that W (ξ) = dist
(
ξ, {A,B})p. If (1.9) holds, we can apply the results in [16] to infer that
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the functionals {Eεn( · ,Ωh)} (defined in (1.1)) Γ-converge for the strong L1(Ωh)-topology to
E0(u,Ωh) :=

K∗PerΩh({∇u = B}) if u ∈ W
1,1(Ωh;R
3), and ∇u ∈ BV (Ωh; {A,B}) ,
+∞ otherwise ,
with K∗ = K∞/
√
1 + λ2 . Let us now consider the rescaling u(x) = u(x1, x2, x3/h), and define the
functional Fh0 : L
1(Ω;R3)→ [0,∞] by
Fh0 (u) :=
1
h
E0(u,Ωh) .
By [6,16] (see also Theorem 2.1), if u has finite energy, then the set F := {∇u = B} is lay-
ered perpendicularly to the vector νλ. Setting E := F ∩ ω, we easily obtain that PerΩh(F ) =
h
√
1 + λ2Perω(E) + o(h), and thus
Fh0 (u) = K∞Perω(E) + o(1) .
It is then straightforward to show that the family {Fh0 } Γ-converges for the strong L1-topology to
F∞ as h→ 0+.
6.4. Some rigidity properties
For ε ≪ h we expect the thin film to behave like a three dimensional sample by separation of
scales, so that sequences with uniformly bounded energy should have trivial limits under suitable
assumptions on A and B. The first situation we consider is when A′ = B′ (so A and B are rank-
one connected). Indeed, in this case if we first perform the asymptotic ε → 0 (see Remark 6.8), the
limiting configurations u with finite energy must satisfy ∇u = χK(x3)A + (1 − χK(x3))B for some
finite set K ⊂ I, and the Γ-limit is proportional to 1hCard(K)L2(ω), see [16]. This latter energy can
be bounded with respect to h only if Card(K) = 0 for h small, and it formally explain the expected
rigidity effect. We have rigorously proved this fact only in the case where ε is sufficiently small relative
to h as stated in the following theorem.
Theorem 6.9. Assume (H1) − (H3) and (1.5) hold with A′ = B′. Let hn → 0+ and εn → 0+
be arbitrary sequences such that supn εn/h
p
n < ∞. Then, for any {un} ⊂ H2(Ω;R3) such that
supn F
hn
εn (un) <∞, there exist a subsequence (not relabeled) and ξ0 ∈ {A,B} such that ∇hnun → ξ0
in Lp(Ω;R3×3).
Proof. By Theorem 1.1, we can find a subsequence such that ∇hnu → (∇′u, b) in Lp(Ω;R3×3) for
some (u, b) ∈ C . Since A′ = B′, ∇′u is constant, and we only have to prove that b is constant.
By (1.5) we have A′ = B′ = 0, and thus Lemma 4.8 yields
W (ξ) >
1
C∗
(|ξ′|p +min{|ξ3 −A3|p, |ξ3 −B3|p}) , ∀ξ ∈ R3×3 ,
Setting vn :=
1
hn
un, we deduce that
sup
n∈N
∫
Ω
hpn
εn
|∇′vn|p + 1
εn
min
{|∂3vn −A3|p, |∂3vn −B3|p} dx <∞ .
Hence {∇vn} is bounded in Lp(Ω;R3). By Poincare´’s inequality, there exists a further subsequence
(not relabeled) such that vn − −
∫
Ω vn ⇀ v weakly in W
1,p(Ω;R3) for some v ∈ W 1,p(Ω;R3). But
since ∂3vn =
1
hn
∂un, we have ∂3vn → b strongly in Lp(Ω;R3). Hence ∂3
(
v(x) − b(x′)x3
)
= 0, and
we can argue as in Theorem 2.1, Step 2, to prove that v(x) = b(x′)x3 + w(x′) for some function
w ∈ BV (ω;R3). Integrating this equality in x3 over the interval I yields w(x′) =
∫
I
v(x′, x3) dx3
a.e. in ω. It obviously implies that w ∈ W 1,p(ω;R3). Since b(x′)x3 = v(x) − w(x′), we conclude that
b ∈ W 1,p(ω; {A3, B3}), and thus b must be constant.
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The other case where one can expect rigidity is when A and B are not rank-one connected, and
thus not compatible in the bulk [6]. We will show that rigidity occurs at least for some particular
potentialsW as a consequence of a two-wells rigidity estimate due to Chaudhuri & Mu¨ller [14] (see [21]
for single well rigidity). The class of double-well potentials we consider is as follows. For simplicity
we will assume that
A = Id , and B = diag(θ1, 1, θ2) , (6.30)
for some θ1, θ2 ∈ R satisfying
θi > 0 i = 1, 2 , and (1− θ1)(1− θ2) > 0 . (6.31)
Here Id denotes the 3× 3 identity matrix. The second assumption in (6.31) corresponds to the strong
incompatibility condition between A and B in the sense of Matos [29] (see also [14,15]). Noticing that
A′ and B′ are rank-one connected, we shall consider continuous potentials W : R3×3 → [0,∞) such
that (H1)− (H3) hold with p = 2.
Using the rigidity estimate of [14] and an argument similar to [15], we have obtained the follow-
ing result.
Theorem 6.10. Assume (H1) − (H3) hold with p = 2, (6.30), and (6.31). Let hn → 0+ and εn →
0+ be arbitrary sequences such that εn/hn → ∞. Then, for any sequence {un} ⊂ H2(Ω;R3) such
that supn F
hn
εn (un) <∞, there exist a subsequence (not relabeled) and ξ0 ∈ {A,B} such that ∇hnun →
ξ0 in L
2(Ω;R3×3).
Proof. By Theorem 1.1, there is a subsequence such that un − −
∫
Ω
un dx → u in H1(Ω;R3) and
1
hn
∂3un → b in L2(Ω;R3) for some (u, b) ∈ C . To prove the announced result, it suffices to prove that
for an arbitrary open set O ⊂ ω, (∇′u, b) is constant in O × I. Without loss of generality we may
assume that O = Q′ the unit cube of R2. We proceed as follows.
Step 1. First we infer from Lemma 4.8 that
W (ξ) >
1
C∗
min
{
min
R∈SO(3)
|ξ −R|2, min
R∈SO(3)
|ξ −RB|2
}
=
1
C∗
dist2
(
ξ,K
) ∀ξ ∈ R3×3 ,
where K := SO(3) ∪ SO(3)B. From this estimate we deduce that
1
hn
∫
Q
dist2
(∇hnun,K) dx 6 C εnhn . (6.32)
Setting Mn := [
2
hn
], we now divide Q′ into M2n squares Sa,n of the form
Sa,n = a+M
−1
n Q
′ with a ∈ A n :=M−1n Z2 ∩Q′ ,
so that Q′ = ∪a∈A nSa,n up to a set of L2-measure zero. Then for each a ∈ A n, we define the rescaled
map van : M
−1
n Q → R3 by van(y) := un
(
a+ y′, y3hn
)
. By [14, Theorem 2], there exists a universal
constant Cuniv such that for each a ∈ A n we can find Ran ∈ K satisfying∫
M−1n Q
|∇van −Ran|2 dy 6 Cuniv
∫
M−1n Q
dist2
(∇van,K) dy .
Scaling back, we derive that∫
Sa,n× 12 I
|∇hnun −Ran|2 dx 6 Cuniv
∫
Sa,n×I
dist2
(∇hnun,K) dx ∀a ∈ A n . (6.33)
Defining the piecewise constant map Rn : Q
′ → K by Rn(x′) := Ran for x′ ∈ Sa,n, and adding the
previous inequalities in (6.33) leads to∫
Q′× 1
2
I
|∇hnun −Rn(x′)|2 dx 6 Cuniv
∫
Q
dist2
(∇hnun,K) dx 6 Cεn −→
n→∞
0 ,
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thanks to (6.32). Since ∇hnun → (∇′u, b) in L2(Ω;R3×3), we conclude that Rn → (∇′u, b) in
L2(Q′;R3×3).
Step 2. Let δ > 0 be a small parameter to be chosen. We divide A n into the following classes,
A
n
0 :=
{
a ∈ A n :
∫
Sa,n×I
dist2
(∇hnun,K) dx > δh2n
}
,
A n1 :=
{
a ∈ A n \ A n0 : Ran ∈ SO(3)
}
, and A n2 :=
{
a ∈ A n \ A n0 : Ran ∈ SO(3)B
}
. We observe
that (6.32) yields
Card(A n0 ) 6
1
δh2n
∫
Q
dist2
(∇hnun,K) dx = o(1/hn) , (6.34)
where Card denotes the counting measure. Next we consider the sets
Gn0 :=
⋃
a∈A n
0
Sa,n , G
n
1 :=
⋃
a∈A n
1
Sa,n , G
n
2 :=
⋃
a∈A n
2
Sa,n ,
so that Q′ = Gn0 ∪Gn1 ∪Gn2 up to a set of L2-measure zero.
Now, we shall enumerate the edges Γja (j = 1, 2, 3, 4) of a square Sa,n according the counterclock-
wise sense, Γ1a being the bottom edge. We observe that each boundary ∂G
n
i is polyhedral and made
by the edges Γja (of length M
−1
n ) of some squares Sa,n with a ∈ A ni , that we call boundary squares.
For i = 0, 1, 2 and j = 1, 2, 3, 4, we set
B
n
i :=
{
a ∈ A ni : Sa,n is a boundary square
}
and E ni,j :=
{
a ∈ Bni : Γja ⊂ ∂Gni ∩Q′
}
.
We claim that if δ > 0 is chosen small enough, then for every n ∈ N large enough, and for i = 1, 2,
j = 1, 2, 3, 4,
Γja ⊂ ∂Gn0 ∀a ∈ E ni,j . (6.35)
We shall prove (6.35) in the next step. Assuming that (6.35) is true, we estimate for i = 1, 2,
H1(∂Gni ∩Q′) =
4∑
j=1
∑
a∈En
i,j
H1(Γja) 6 4hnCard(A n0 ) −→
n→∞
0 ,
thanks to (6.34). Therefore, we can extract a subsequence such that for i = 1, 2, either L2(Q′\Gni )→ 0
or L2(Gni )→ 0. Since L2(Gn0 )→ 0 by (6.34), and Q′ = Gn0 ∪Gn1 ∪Gn2 , we must have L2(Q′ \Gn1 )→ 0
or L2(Q′ \ Gn2 ) → 0. Without loss of generality, we may assume that L2(Q′ \ Gn1 ) → 0. Then we
estimate ∫
Q′
dist2
(
(∇′u, b), SO(3)) dx′ 6 ∫
Q′
∣∣(∇′u, b)−Rn∣∣2 dx+ CL2(Q′ \Gn1 ) −→n→∞ 0 ,
which yields (∇′u, b)(x′) ∈ SO(3)∩ {Id, B} for L2-a.e. x′ ∈ Q′. Since B 6∈ SO(3), we finally conclude
that (∇′u, b) ≡ Id in Q′.
Step 3. It remains to prove (6.35). We argue by contradiction. Without loss of generality, we may
assume that there exists a ∈ E n1,1 such that Γ1a 6⊂ ∂Gn0 . Since Γ1a ⊂ Q′, we have a˜ := a − (0,M−1n ) ∈
M−1n Z
2 ∩ Q′, and a˜ 6∈ A n0 ∪A n1 . Thus a˜ ∈ A n2 . As in Step 1, we can apply [14, Theorem 2] to find
R˜an ∈ K such that
1
h2n
∫
(Sa,n∪Sa˜,n)× 12 I
∣∣∇hnun − R˜an∣∣2 dx 6 C˜univh2n
∫
(Sa,n∪Sa˜,n)×I
dist2
(∇hnun,K) dx
6 2max{Cuniv, C˜univ}δ ,
for some universal constant C˜univ. Then we have
|Ran − R˜an|2 6
16
h2n
∫
(Sa,n)× 12 I
∣∣∇hnun −Ran∣∣2 + ∣∣∇hnun − R˜an∣∣2 dx 6 32max{Cuniv, C˜univ}δ .
We proceed similarly to get |Ra˜n − R˜an|2 6 32max{Cuniv, C˜univ}δ, and we obtain a contradiction
whenever δ < [32max{Cuniv, C˜univ}]−1dist2
(
SO(3), SO(3)B
)
.
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