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The goal of this work is to study a model of the wave equation
with semilinear porous acoustic boundary conditions with non-
linear boundary/interior sources and a nonlinear boundary/interior
damping. First, applying the nonlinear semigroup theory, we show
the existence and uniqueness of local in time solutions. The main
diﬃculty in proving the local existence result is that the Neumann
boundary conditions experience loss of regularity due to bound-
ary sources. Using an approximation method involving truncated
sources and adapting the ideas in Lasiecka and Tataru (1993) [28],
we show that the existence of solutions can still be obtained. Sec-
ond, we prove that under some restrictions on the source terms,
then the local solution can be extended to be global in time.
In addition, it has been shown that the decay rates of the so-
lution are given implicitly as solutions to a ﬁrst order ODE and
depends on the behavior of the damping terms. In several situ-
ations, the obtained ODE can be easily solved and the decay rates
can be given explicitly. Third, we show that under some restrictions
on the initial data and if the interior source dominates the interior
damping term and if the boundary source dominates the bound-
ary damping, then the solution ceases to exists and blows up in
ﬁnite time. Moreover, in either the absence of the interior source
or the boundary source, then we prove that the solution is un-
bounded and grows as an exponential function.
© 2012 Elsevier Inc. All rights reserved.
* Corresponding author.
E-mail addresses: pjg9g@virginia.edu (P.J. Graber), belkacem.saidhouari@kaust.edu.sa (B. Said-Houari).0022-0396/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2012.01.042
P.J. Graber, B. Said-Houari / J. Differential Equations 252 (2012) 4898–4941 48991. Introduction
Let Ω be a bounded domain in RN with a boundary Γ of class C2. Assume that Γ = Γ0 ∪ Γ1
(disjoint). Let ν be the unit normal vector pointing to the exterior of Ω . Consider the following
model of the wave equation with semilinear porous acoustic boundary conditions with nonlinear
boundary/interior sources and a nonlinear boundary/interior damping
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
utt(x, t) − u(x, t) + α(x)u(x, t) + φ(ut) = j1
(
u(x, t)
)
in Ω × (0,∞),
u(x, t) = 0 on Γ0 × (0,∞),
ut(x, t) + f (x)zt(x, t) + g(x)z(x, t) = 0 on Γ1 × (0,∞),
∂u
∂ν
− h(x)η(zt(x, t))+ ρ(ut) = j2(u(x, t)) on Γ1 × (0,∞),
u(x,0) = u0(x), ut(x,0) = u1(x) in Ω,
z(x,0) = z0(x) in Γ1,
(1.1)
where the symbol  denotes the Laplacian operator, α : Ω →R and f , g,h : Γ 1 →R are given func-
tions.
System (1.1) represents a wave equation with acoustic boundary conditions which is a coupling of
hyperbolic/parabolic equations, where the coupling is given on the portion Γ1 of the boundary which
is usually called the interface, while the complement Γ0 of Γ1 in Γ is called the hard wall. The
part Γ1 of the boundary exhibits some porosity and the porosity (variable in space) on the boundary
Γ1 is modeled by the boundary conditions given in the third and the fourth equation in (1.1). See
[17,20] and references therein. The coupling between the equations introduces new phenomena and
the properties of the system depend heavily on this coupling.
Among the physical applications of the above system is the problem of noise suppression in struc-
tural acoustic systems is of great interest in physics and engineering. Also reducing the level of
pressure in a helicopter’s cabin and suppressing the noise in the interior of an acoustic chamber
is based on some special type of boundary conditions like those described in system (1.1).
If h = 1 and η(s) = s in the fourth equation of (1.1), then the resulting equation
∂u
∂ν
= zt(x, t) + j2
(
u(x, t)
)
corresponds to the case of a nonporous boundary with the source term j2.
Questions related to stability/contrability of wave equations with acoustic boundary condi-
tions have attracted considerable attention in recent years (see [2–5,9,13,26,39–41] and references
therein).
Using the semigroup approach, Beale [8] and Beale and Rosencrans [9] proved the global existence
and regularity of solutions in a Hilbert space of the problem
utt = u, x ∈ Ω, t > 0, (1.2)
with the acoustic boundary conditions are prescribed on the whole boundary ∂Ω as
∂u
∂ν
= zt,
ut +m(x)ztt + p(x)zt + q(x)z = 0
⎫⎬
⎭ on ∂Ω × (0,∞), (1.3)
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precisely, the authors in [8,9] showed that the whole system is governed by a C0-semigroup if p = 0
and by unitary group otherwise. See also the paper [16] for a related model.
The physical model giving rise to the boundary conditions (1.3) is that of a gas undergoing small
irrotational perturbations from rest in a domain Ω with smooth compact boundary ∂Ω , where each
point in ∂Ω is assumed to react to the excess pressure of the acoustic wave like a resistive harmonic
oscillator or spring. The boundary is locally reacting in the sense that these springs do not inﬂuence
one another.
In [18] the authors have made a comparison of several boundary conditions, among them the
acoustic boundary conditions.
Very recently, Graber [20,21] proved that, in the absence of sources, that is for j1 = j2 = 0, then
system (1.1) generates a well-posed dynamical system (semigroup), thus settling a question left open
by previous works [17,41]. Both linear (η(s) = s) and nonlinear dynamics were considered. In partic-
ular, the underlying linear dynamics generate a strongly stable contraction semigroup, which is also
exponentially stable under certain geometric conditions on the part of the boundary, here referred to
as the hard wall, where linear damping is not active [21]. The semilinear problem considered in the
present work was also considered under the assumption of small initial data and growth restrictions
on the nonlinear sources j1 and j2. In this case it can be shown using a result of Lasiecka on non-
linearly perturbed hyperbolic systems [25] that solutions are global in time and decay exponentially,
assuming the linear dynamics are exponentially stable [21].
For ji = 0, i = 1,2, the situation is more delicate and globally deﬁned solution should not be
expected for large initial data. This phenomena has been known for the simple wave equation:
utt − u + |ut |m−2ut = |u|p−2u in (0, T ) × Ω, (1.4)
with Dirichlet boundary conditions on ∂Ω . More precisely, in the absence of the damping term
|ut |m−2ut , then the source term |u|p−2u causes ﬁnite-time blow-up of solutions with a large ini-
tial data (negative initial energy) (see [6] and [24]). While, in the absence of the source term, the
solution of (1.4) is global in time and decays exponentially for (m = 2) and polynomially for (m > 2)
for arbitrary initial data in the energy space H10(Ω) × L2(Ω). See [22] for instance. The interaction
between the damping term |ut |m−2ut and the source term |u|p−2u makes the problem more interest-
ing. This situation was ﬁrst considered by Levine [34,35] in the linear damping case (m = 2), where
he showed that solutions with negative initial energy blow up in ﬁnite time. The main tool used
in [34] and [35] is the “concavity method”. This method has been introduced by Levine in 1973 and
it is a widely applicable tool to prove the blow up of solutions in ﬁnite time of some evolution
equations. The basic idea of this method is to construct a positive functional θ(t) depending on cer-
tain norms of the solution and show that for some γ > 0, the function θ−γ (t) is a positive concave
function of t . Thus there exists T ∗ such that limt→T ∗ θ−γ (t) = 0. Consequently, the function θγ (t) is
bounded from below by a function which blows up in ﬁnite time T ∗ = θ(0)/(γ θ ′(0)) provided that
θ ′(0) > 0.
Unfortunately, the concavity method fails in the case of nonlinear damping term (m > 2).
Georgiev and Todorova in [19], extended Levine’s result to the nonlinear damping case (m > 2).
In their work, the authors considered the problem (1.4) and introduced a method different from the
one known as the concavity method. They showed that solutions with negative energy continue to
exist globally ‘in time’ if m  p  2 and blow up in ﬁnite time if p >m  2 and the initial energy is
suﬃciently negative. Their method is based on the constriction of a function L which is a perturbation
of the total energy of the system and satisﬁes the differential inequality
dL(t)
dt
 ξ L1+ν(t) (1.5)
in [0,∞), where ν > 0. Inequality (1.5) leads to a blow up of the solutions in ﬁnite time T ∗ 
L(0)−νξ−1ν−1, provided that L(0) > 0.
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Houari [37] and generalized to an abstract setting and to unbounded domains by Levine and Ser-
rin [33] and Levine and Park [32]. In [33], the authors showed that no solution with negative energy
can be extended on [0,∞) if p > m  2 and proved several noncontinuation theorems. This gen-
eralization allowed them also to apply their result to quasi-linear situations, of which the problem
in [19] is a particular case. Vitillaro in [44] combined the arguments in [19] and [33] to extend these
results to situations where the damping is nonlinear and the solution has positive initial energy.
We also recall the interesting result in [14], where the authors studied the wave equation with two
source terms, one acting in the interior of the domain and the other one on the boundary of the
domain and they showed (among other results) that solutions with large initial data blow up in ﬁnite
time.
Our main goal in this paper is to extend the above results on the wave equation (1.4) to our
system (1.1). The main diﬃculty in the analysis of the model under consideration is the presence of
the double interaction between source and damping terms, both in the interior of the domain Ω and
on the boundary Γ1.
First, in Section 3 and using nonlinear semigroup theory, we are able to prove the existence and
uniqueness of local in time solutions with values deﬁned in the ﬁnite energy space H1Γ0 (Ω)× L2(Ω)×
L2(Γ1). The main diﬃculty is overcoming highly nonlinear sources both in the interior and on the
boundary. It is known that ﬁnite energy solutions to the wave equation with Neumann boundary con-
ditions experience loss of regularity due to boundary sources [30,43,27,29,23]; see Remark 3.2 below.
Lasiecka and Tataru showed that existence of solutions can still be obtained using an approximation
method involving truncated sources and added boundary damping [28] (see also [14]). However, this
method of proof typically does not guarantee uniqueness unless the boundary damping is assumed
strongly monotone. It turns out that the acoustic boundary conditions in system (1.1) have a regu-
larizing effect on ﬁnite energy solutions such that additional boundary damping is not required. We
therefore obtain local existence and uniqueness of solutions using the truncation method on boundary
and interior sources. See the proof of Theorem 3.1 below.
Second, in Section 5, we prove that under certain growth assumptions on the sources and damping
terms – but without restrictions on the damping near the origin – the solutions given by Theorem 3.1
are global in time and decay to zero uniformly in time with respect to the initial energy. The method
of proof used for obtaining decay rates originated for the wave equation in [28] and was presented
in greater generality in [14]. Decay rates are obtained as solutions to a ﬁrst-order ordinary differen-
tial equation (see Eq. (5.3) in Theorem 5.4) and in many cases are explicitly computable (see [14,
Section 8]).
Third, in Section 6 we show that under some restrictions on the initial data and if: (i) the interior
source dominates to interior damping term (i.e. r < p) and (ii) the boundary source dominates the
boundary damping (i.e. q k), then the solution ceases to exists and the norm
∥∥u(t)∥∥p + ∥∥u(t)∥∥k,Γ1 (1.6)
tends to inﬁnity when t approaches a ﬁnite value T ∗ . Our result holds without assuming any polyno-
mial structure on the damping terms. To prove our result, we adapt the method initiated in [19] and
developed in [44] and [37].
Fourth, in Section 7, and for the absence of the interior source, that is for j1 = 0, we show that for
certain class of initial data, and if the interior damping is linear, then the norm (1.6) of the solution is
unbounded and grows as an exponential function. The main ingredient in our proof is the use of an
auxiliary function L˜ (which is a small perturbation of the energy) in order to obtain a linear differ-
ential inequality (see (7.21) below), that we integrate to ﬁnally prove that the energy is exponentially
growing and consequently, the norm (1.6) grows exponentially as well. A similar exponential growth
result has been shown for j2 = 0 in Section 8, where an interpolation and Poincaré’s inequalities have
been used. This later result holds without assuming any polynomial structure on the two damping
terms φ(ut) and ρ(ut).
Finally, we conclude in Section 9 with some comments, and we state some open questions.
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In this section, we present some material that we shall use in order to present our results. We
denote
H1Γ0(Ω) =
{
u ∈ H1(Ω)/u|Γ0 = 0}.
By (·,·) we denote the scalar product in L2(Ω) i.e. (u, v)(t) = ∫
Ω
u(x, t)v(x, t)dx. Also we mean by
‖ · ‖q the Lq(Ω) norm for 1 q∞, and by ‖ · ‖q,Γ1 the Lq(Γ1) norm.
We will also use the embedding (see [1, Theorem 5.8]).
H1Γ0(Ω) ↪→ Lk(Γ1), 2 k k where k =
{ 2(N−1)
N−2 if N  3,
+∞ if N = 1,2, (2.1)
and also
H1Γ0(Ω) ↪→ Lp(Ω), 2 p  p where p =
{ 2N
N−2 if N  3,
+∞ if N = 1,2.
In general we will assume that p  p and k k so that H1Γ0 (Ω) ↪→ Lk(Γ1) and H1Γ0(Ω) ↪→ Lp(Ω).
In order to state the corresponding result we formulate the following assumptions.
Assumption 2.1.
(H0) The functions φ,ρ , and η are continuous, monotone, increasing functions on R equal to zero at
zero.
(H1) We assume that the functions α, f , g,h are essentially bounded such that f , g,h > 0 and α  0.
(In the case where α = 0, we assume that Γ0 has a nonempty interior such that the Poincaré
inequality is applicable.)
(H2) For some ﬁxed 0< η0  η1 we have η0(s − t) η(s) − η(t) η1(s − t) for all s > t .
(H3) We denote η˜(s) = s−η(s), and let η˜1 be the sharpest Lipschitz constant such that |η˜(t)− η˜(s)|
η˜1|t − s| for all s, t ∈R.
In what follows we shall also need the notation deﬁned here:
• γ0 : H1(Ω) → H 12 (Γ ) is the trace map of order zero, i.e. γ0(u) = u|Γ ;
• γ1 : H1(Ω) → H− 12 (Γ ) is the trace map of order one, i.e. γ1(u) = ∂∂ν u|Γ ;• ‖ · ‖∞ denotes the supremum norm.
We deﬁne also the weighted inner product (·,·)α as
(u, v)α =
∫
Ω
∇u(x)∇v(x)dx+
∫
Ω
α(x)u(x)v(x)dx,
with the corresponding norm ‖ · ‖α and
(φ,ψ)gh =
∫
Γ
g(x)h(x)φ(x)ψ(x)dΓ,1
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to the inner products on H1(Ω) and on L2(Γ1), respectively.
The correct energy space (state space) for the system is
H : = H1Γ0(Ω) × L2(Ω) × L2(Γ1)
with norm given by
∥∥(u, v, z)∥∥2H := ‖u‖2α + ‖v‖22 + ‖z‖2gh.
Next, let B1 be the best constant in the embedding H1Γ0 (Ω) ↪→ Lp(Ω) and B2 be the best constants
in the embedding H1Γ0 (Ω) ↪→ Lk(Γ1). That is
B−11 = inf
{‖∇u‖2: u ∈ H1Γ0(Ω): ‖u‖p = 1},
B−12 = inf
{‖∇u‖2: u ∈ H1Γ0(Ω): ‖u‖k,Γ1 = 1}.
Deﬁne the function F as
F (x) = 1
2
x2 − B
p
1
p
xp − B
k
2
k
xk
and let α1 be the ﬁrst positive zero of the function F ′(x). It can be easily checked that α1 is a point
of local maximum. (See [14] for more details.) Accordingly, let us deﬁne α1 as
1 = Bp1αp−21 + Bk2αk−21 , and E1 = F (α1) =
1
2
α21 −
Bp1
p
α
p
1 −
Bk2
k
αk1. (2.2)
2.1. Summary of results
In addition to local well-posedness of solutions, the theorems and remarks of the remaining sec-
tions concern global existence, ﬁnite time blow-up, and decay rates of solutions. Here we present an
outline of results in terms of the parameters which play a central role in the estimates. The following
assumption is reintroduced in Section 6; we give it here in order to state the results in terms of the
parameters.
Assumption 2.2.
(H4) We shall assume that the functions j1 and j2 are of a polynomial structure. That is,
j1(s) = |s|p−2s, j2(s) = |s|k−2s,
where k, p  2 are such that
H1Γ0(Ω) ↪→ Lp(Ω), H1Γ0(Ω) ↪→ Lk(Γ1).
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constants mq , Mq , cr and Cr such that
mq|s|q  ρ(s)s Mq|s|q, ∀s ∈R, (2.3)
and
cr |s|r  φ(s)s Cr |s|r, ∀s ∈R. (2.4)
Given the above parameters, the following rubric summarizes the results:
• for local existence of solutions, we take p − 1< p¯ r−1r and k − 1< k¯ q−1q (see Remark 3.3);
• for global existence of solutions, we take p  r and k q (see the second comment in Section 9);
• for ﬁnite time blow-up of solutions, we take p > r and k > q (see Section 6).
A few more comments are necessary at this point. First, we note that Section 5 focuses on decay rates
for so-called “potential well” solutions where the energy is prevented from blowing up by allowing
the nonlinear part to be bounded by the linear part. Theorem 5.4 is thus a counterpart to Theorem 6.3
in terms of the potential well theory.
Second, we note that the two remaining results of this paper, Theorems 7.2 and 8.2, address the
situation where either j1 = 0 or j2 = 0, i.e. one of the sources is missing. In these situations, there are
still open problems concerning blow-up of the energy. We are currently unable to prove either global
existence or non-existence of solutions; however, we believe that the current exponential growth
results are a step in the direction of blow-up in ﬁnite time.
3. Local well-posedness
In this section, we will prove the local existence and uniqueness of solutions to the problem (1.1).
The general method can be found in several papers, for instance [14,10,11,28]. It proceeds as follows.
In the ﬁrst step, we establish global existence and uniqueness of solutions by truncating the source
terms to globally Lipschitz functions. This step uses nonlinear semigroup theory; hence the solutions
obtained are “generalized” semigroup solutions, which are strong limits of sequences of strong or reg-
ular solutions. (See Corollary 3.5 below.) The second step is to use local a priori bounds to show that
for small enough time, solutions to the problem (1.1) coincide with solutions obtained by truncating
the source terms. Thus local existence and uniqueness of solutions are established.
Our goal in this section is to prove the following:
Theorem 3.1. Suppose the following conditions hold:
1. f , g, and h are essentially bounded and there exist f0, g0,h0 > 0 such that f (x)  f0 , g(x)  g0 ,
h(x) h0 for a.e. x ∈ Γ1 .
2. The sources j1, j2 constitute locally Lipschitz Nemytskii operators from H1Γ0 (Ω) into L
2(Ω), L2(Γ1) re-
spectively.
Then there exists a maximum time Tm > 0 depending on ‖U (0)‖H such that the system (1.1) has a unique
solution U (·) ∈ C([0, Tm);H). Moreover, the solution U = (u,ut , z) has the following additional trace regu-
larity:
ut ∈ L2
(
(0, T ) × Γ1
)
.
Remark 3.2. Instead of the generalized solutions provided by Theorem 3.1, one may wish to deﬁne so-
called weak solutions corresponding to the problem (1.1) by deﬁning an appropriate variational form
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and (ii) weak solutions are unique, then one has equivalence between weak solutions and generalized
solutions. Although we will not rigorously discuss weak solutions here, we refer the reader to [20], in
which this procedure has been done for a similar model. The essence of the procedure lies in showing
that an energy identity holds for weak solutions; see Section 4.
At this point let us contrast the above result with local results for the semilinear wave equation.
It is known that the Neumann boundary conditions do not satisfy the Lopatinski condition (unless
the dimension of Ω is equal to one), and for this reason solutions to wave equations with Neumann
boundary conditions driven by a boundary source experience a “loss of one-third derivative” (see [30,
43,27,29,23] and references therein). Thus for purely Neumann boundary conditions we would need
an added regularization provided by, for instance, strong monotonicity of boundary damping – see e.g.
[14, Theorem 2.1]. For our model, no added regularization is needed to obtain existence and uniqueness
of local solutions.
Remark 3.3. Suppose that the damping terms φ,ρ satisfy φ(s)s  cr |s|r and ρ(s)s  mq|s|q for all
s ∈R; suppose, moreover, that the sources j1, j2 constitute locally Lipschitz Nemytskii operators from
H1−Γ0 (Ω) into L
r
r−1 (Ω), L
q
q−1 (Γ1) respectively. Then, arguing as in [14] we will again obtain local
solutions, in fact with the additional trace regularity
ut ∈ Lr
(
(0, T ) × Ω)∩ Lq((0, T ) × Γ1)∩ L2((0, T ) × Γ1).
In contrast to the assumptions in Theorem 3.1, this set of assumptions allows a greater range of
sources, thus giving a stronger result. The proof of this result would be as follows. First, we would
take the assumptions given in this remark in addition to the assumptions of Theorem 3.1, and show
by energy methods that the life-span of solutions depends only on the constants cr,mq and the size
of the initial data in the energy space. Next, by using appropriately regular approximations of the
sources, we would relax the hypotheses from Theorem 3.1. In fact, this argument would be sim-
pler because no strong monotonicity is needed from the damping terms ρ(ut) and φ(ut). Thus even
uniqueness should not be an issue. While this extension of our result would be meaningful, most of
the work necessary to prove it has already been done in [14] and references therein, and the proof
would provide very little new information concerning the acoustic boundary conditions.
Proof of Theorem 3.1. The proof of Theorem 3.1 will proceed in two steps.
Step 1. First we assume that j1 and j2 are globally Lischitz on R with Lipschitz constants L1 and
L2 respectively. Let A : D(A ) ⊂ H→ H be given by
A
(u
v
z
)
=
⎛
⎝ vu − αu − φ(v) + j1(u)
− 1f γ0v − gf z
⎞
⎠ , (3.1)
with domain D(A ) given by
D(A ) =
{(u
v
z
)
∈ H: −u + φ(v) ∈ L
2(Ω), v ∈ H1Γ0(Ω),
γ1u = −ρ(v) + hη(− 1f γ0v − gf z + j2(u))
}
. (3.2)
Our goal in this ﬁrst step is to prove the following:
Lemma 3.4. Assume the hypotheses of Theorem 3.1. Assume also that j1 and j2 are globally Lischitz onRwith
Lipschitz constants L1 and L2 respectively. Then the operator A generates a strongly continuous semigroup
{S(t)}t0 of Lipschitz continuous operators on H.
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ular”) and generalized solutions. In particular, we may write system (1.1) as an initial value problem:
U ′(t) =A U (t), t > 0; U (0) = U0 ∈ H, (3.3)
where U (t) = (u(t),ut(t), z(t)).
Corollary 3.5 (Semigroup solutions).
1. For initial data U0 ∈ D(A ) the function U (t) = S(t)U0 is a strong solution satisfying U (·) ∈
C([0,∞);H) ∩ Cr([0,∞); D(A )), where Cr([0,∞); X) refers to right-continuous functions with val-
ues in X. Thus U (t) = (u(t),ut(t), z(t)) solves the problem (1.1) in the classical sense.
2. For initial data U0 ∈ D(A ) = H we obtain a solution U (·) ∈ C([0,∞);H) by setting U (t) = S(t)U0 .
We refer to such solutions U as “generalized” solutions. A generalized solution may be obtained from
strong solutions in the following sense: take Un0 ∈ D(A ) converging to U0 in the strong H topology; from
semigroup theory, the corresponding strong solutions Un converge to U uniformly on bounded intervals,
i.e. Un → U in C([0, T ];H) for any T > 0.
Proof of Lemma 3.4. We now proceed to prove Lemma 3.4. It suﬃces to show that (i) A − ωI is
a dissipative operator for some ω > 0 and (ii) the range of A − λI is all of H for some λ > ω,
hence A − ωI is maximal dissipative. First, let us show that A − ωI is a dissipative operator. Let
y1 = (u1, v1, z1)T , y2 = (u2, v2, z2)T ∈ D(A ), y = y1 − y2 = (u, v, z)T . Moreover, let
wi = − 1
f
γ0vi − g
f
zi, i = 1,2
and let w = w1 − w2. Using Green’s formula, then using the fact that φ and ρ are monotone and j1,
j2 are Lipschitz, we have
(A y1 −A y2, y1 − y2)H
= ((v,u))
α
+ (u − αu, v) − (φ(v1) − φ(v2), v)+ ( j1(u1) − j1(u2), v)+ 〈w, z〉gh
= −〈ρ(v1) − ρ(v2), v〉+ 〈η(w1) − η(w2), v〉h + 〈 j2(u1) − j2(u2), v〉− (φ(v1) − φ(v2), v)
+ ( j1(u1) − j1(u2), v)+ 〈w, z〉gh
= −〈ρ(v1) − ρ(v2), v〉− (φ(v1) − φ(v2), v)+ 〈 j2(u1) − j2(u2), v〉
+ ( j1(u1) − j1(u2), v)+ 〈w − η(w1) − η(w2), z〉gh − 〈η(w1) − η(w2),w〉 f h
 L2‖u‖2,Γ ‖v‖2,Γ + L1‖u‖2‖v‖2 + η˜1‖w‖gh‖z‖gh − η0‖w‖2f h. (3.4)
Now recalling the deﬁnition of w , we have
‖w‖2f h =
〈
1
f
v + g
f
z,
1
f
v + g
f
z
〉
f h
 1
f0
(‖v‖2h + 2〈v, gz〉h + |gz‖2h)
 1 ‖v‖2h −
1 ‖gz‖2h,2 f0 f0
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−‖w‖2f h −
h0
2 f0
‖v‖22,Γ +
‖g‖∞
f0
‖z‖2gh.
This allows us to absorb the term ‖v‖2,Γ in Eq. (3.4). The rest of the estimate can be completed just
using Young’s Inequality. We obtain
(A y1 −A y2, y1 − y2)H  L
2
2
h0η0
‖u‖22,Γ +
L21
2
‖u‖22 +
1
2
‖v‖22 +
(η20 + η˜12)‖g‖∞
2 f0η0
‖z‖2gh.
Applying the Trace Theorem and picking ω large enough, we see that A − ωI is dissipative.
Now to prove that A − ωI is maximal dissipative, we show that for λ > 0 large enough, the
equation
(λI −A )
(u
v
z
)
=
( x1
x2
x3
)
has a solution (u, v, z)T ∈D(A ), for any (x1, x2, x3)T ∈ H, i.e.
λu − v = x1,
λv − u + αu + φ(v) − j1(u) = x2,
λz + 1
f
γ0v + g
f
z = x3. (3.5)
Deﬁne Aα : D(Aα) ⊂ L2(Ω) → L2(Ω) by
Aαu = u − αu, D(Aα) =
{
u ∈ L2(Ω): u ∈ L2(Ω), γ1u = 0
}
.
Also deﬁne the Neumann map N : L2(Γ ) → H1(Ω) by letting N φ be the unique solution to the
elliptic boundary value problem
ψ − αψ = 0 in Ω,
∂ψ
∂ν
= φ on Γ1,
ψ = 0 on Γ0.
Then the system (3.5) can be written as a single equation for v ∈ H1Γ0 (Ω):
λv + 1
λ
Aαv +AαN
[
ρ(γ0v) − hη
(
−λγ0v + gx3
λ f + g
)
− j2
(
1
λ
γ0v + 1
λ
γ0x1
)]
+ φ(v) − j1
(
1
λ
v + 1
λ
x1
)
= x2 − 1
λ
Aαx1. (3.6)
Let
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[
ρ(γ0v) − hη
(
−λγ0v + gx3
λ f + g
)
− j2
(
1
λ
γ0v + 1
λ
γ0x1
)]
, (3.7)
C (v) = λ
2
v + φ(v) − j1
(
1
λ
v + 1
λ
x1
)
+ 1
λ
Aαv, (3.8)
B,C : H1Γ0 (Ω) → (H1Γ0 (Ω))′ . Then to solve (3.6) it is suﬃcient to show that B + C is maximal
monotone. For λ large enough, in particular if
λh0η0 > ‖ f ‖∞L2,
then the function
ρ(·) − hη
(
−λ · +gx3
λ f + g
)
− j2
(
1
λ
· +1
λ
γ0x1
)
is increasing, and so B is maximal monotone (it may be written as the subgradient of a convex
integrand on Γ ) (see [12, p. 33]; see also a similar note in [28, p. 514]).
For
λ2 > 2L1,
λ
2
· +φ(v) − j1
(
1
λ
· +1
λ
x1
)
is increasing, and thus C is Lipschitz, monotone, and coercive. Then by standard perturbation re-
sults (e.g. [7, Theorem 1.7, p. 46]), we have that B + C is maximal monotone. Hence (3.6) has a
solution v ∈ H1Γ0 (Ω), and from this we obtain u, v, z which solve (3.5). This completes the proof of
Lemma 3.4. 
We now prove Theorem 3.1. The following argument uses the truncation method employed in
[28,14]. We truncate j1 and j2 to obtain globally Lipschitz functions: in particular, for i = 1,2 let
ji,K (u) =
{
ji(u) if ‖u‖α  K ,
ji(
Ku
‖u‖α ) if ‖u‖α > K .
As shown in [15], j1,K and j2,K are globally Lipschitz with constants L1(K ), L2(K ) respectively; let
L(K ) be the greater of the two.
Consider the problem (1.1) with j1, j2 replaced by their respective truncations; for each T > 0,
this has a unique solution on [0, T ]. Using the Lipschitz bound on j1,K , j2,K , the calculations already
carried out in (3.4) reveal the following energy inequality for strong solutions:
∥∥u(t)∥∥2
α
+ ∥∥ut(t)∥∥22 + ∥∥z(t)∥∥2gh + h0η04 f0
t∫
0
∥∥ut(s)∥∥22,Γ ds

∥∥u(0)∥∥2
α
+ ∥∥ut(0)∥∥22 + ∥∥z(0)∥∥2gh +
t∫
0
(
2L22(K )
h0η0
+ L21(K )
)∥∥u(s)∥∥2
α
+ 1
2
∥∥ut(s)∥∥22
+ (η
2
0 + η˜21)‖g‖∞
f0η0
∥∥z(s)∥∥2gh ds.
Hence there exists a constant M(K ) depending on f , g,h, η, and L(K ) such that
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α
+ ∥∥ut(t)∥∥22 + ∥∥z(t)∥∥2gh + C0
t∫
0
∥∥ut(s)∥∥22,Γ ds

∥∥u(0)∥∥2
α
+ ∥∥ut(0)∥∥22 + ∥∥z(0)∥∥2gh + M(K )
t∫
0
∥∥u(s)∥∥2
α
+ ∥∥ut(s)∥∥22 + ∥∥z(s)∥∥2gh ds,
where C0 := h0η04 f0 . Applying Gronwall’s lemma, one obtains
∥∥u(t)∥∥2
α
+ ∥∥ut(t)∥∥22 + ∥∥z(t)∥∥2gh + C0
t∫
0
∥∥ut(s)∥∥22,Γ ds

(∥∥u(0)∥∥2
α
+ ∥∥ut(0)∥∥22 + ∥∥z(0)∥∥2gh)eM(K )t, (3.9)
for all t  0. This estimate extends to all ﬁnite energy solution by a standard weak lower semiconti-
nuity argument. We now select K large enough that
K >
∥∥u(0)∥∥2
α
+ ∥∥ut(0)∥∥22 + ∥∥z(0)∥∥2gh
and then select
TK = 1
MK
log
(
K
‖u(0)‖2α + ‖ut(0)‖22 + ‖z(0)‖2gh
)
.
It then follows that on [0, TK ] solutions to the original problem and the truncated problem coincide;
hence we obtain a unique solution U (·) ∈ C([0, TK ];H ). We may repeat this procedure incremen-
tally with larger and larger K to obtain a maximum Tm for which there exists a unique solution in
C([0, Tm);H ). From Eq. (3.9) we obtain the added trace regularity, i.e. ut ∈ L2(0, T ; L2(Γ1)). 
4. Energy identity
The total energy associated to the system (1.1) is deﬁned by
E(t,u,ut , z) = E(t) = 1
2
∥∥u(t)∥∥2
α
+ 1
2
∥∥ut(t)∥∥22 + 12∥∥z(t)∥∥2gh
−
∫
Ω
J1
(
u(t)
)
dx−
∫
Γ1
J2
(
u(t)
)
dΓ, (4.1)
where J i(x) =
∫ x
0 ji(s)ds, i = 1,2 is the antiderivative of ji .
In the next lemma, we show that a certain energy identity holds for generalized ﬁnite energy solu-
tions. This identity is crucial in the proof of the blow up in ﬁnite time (Section 6) and the exponential
growth of solutions (Section 7 and Section 8). In particular, although energy inequality is natural for
all ﬁnite energy solutions (via weak lower semicontinuity arguments), this does not suﬃce for prov-
ing blow-up or growth of the energy. Therefore it is necessary to prove the energy identity holds
for ﬁnite energy solutions in order to show that the asymptotic behavior also holds for ﬁnite energy
solutions in addition to strong solutions.
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solutions:
E(0) = E(T ) +
T∫
0
∫
Ω
φ(ut)ut dxdt +
T∫
0
∫
Γ1
ρ(ut)ut + f hz2t + hη˜(zt)ut dΓ dt. (4.2)
Remark 4.2. The nonlinear case in which η is a coupling term creates an obstacle not normally en-
countered for the wave equation. While the other terms can be dealt with using monotone operator
theory, the mixed nonlinear term involving η(zt)ut must be handled using the trace regularity prop-
erties intrinsic to the problem at hand. If η were not a Lipschitz function, we would have very little
hope of obtaining the energy identity for general ﬁnite energy solutions.
Proof of Lemma 4.1. The energy identity is obtained for strong solutions in the following manner.
Multiplying the ﬁrst equation in (1.1) by ut(x, t), integrating over Ω , using integration by parts we get
d
dt
{
1
2
∥∥ut(t)∥∥22 + 12∥∥u(t)∥∥2α −
∫
Ω
J1
(
u(t)
)
dx−
∫
Γ1
J2
(
u(t)
)
dΓ
}
−
∫
Γ1
h(x)η
(
zt(x, t)
)
ut(x, t)dΓ +
∫
Ω
φ(ut)ut dx+
∫
Γ1
ρ(ut)ut dΓ = 0. (4.3)
Next, multiplying the third equation in (1.1) by h(x)zt(x, t), integrating over Γ1, we get
1
2
d
dt
∫
Γ1
g(x)h(x)
∣∣z(x, t)∣∣2 dΓ + ∫
Γ1
h(x)zt(x, t)ut(x, t)dΓ
+
∫
Γ1
f (x)h(x)
∣∣zt(x, t)∣∣2 dΓ = 0. (4.4)
Adding (4.4) to (4.3), then our desired result holds.
To see that the identity holds for generalized solutions, let us ﬁrst consider a solution U (t) to
the system with truncated globally Lipschitz sources j1,K , j2,K . Take a sequence of strong solutions
Un = (un,unt , zn) converging to U in the C([0, T ];H) (supremum) norm. Let En(t) be the energy cor-
responding to Un . Then since Un is a strong solution, the energy identity holds
En(0) = En(T ) +
T∫
0
∫
Ω
φ
(
unt
)
unt dxdt +
T∫
0
∫
Γ1
ρ
(
unt
)
unt + f h
(
znt
)2 + hη˜(znt )ut dΓ dt.
Since Un → U uniformly, we have that En(t) → E(t) on [0, T ]. Passing to the limit on the remaining
terms requires some care.
By the calculations in Eq. (3.4), we have the following estimate:
∥∥Un − Um∥∥2H + ρ0∥∥unt − umt ∥∥22,Γ
 L(K )2
(
1+ 1
ρ
)∥∥un − um∥∥2
α
+ ∥∥unt − umt ∥∥22 + η˜214 f η ∥∥zn − zm∥∥2gh.0 0 0
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unt → ut in L∞(0, T ; L2(Γ1)) and this also implies that znt → zt in the same space (recall that zt =
− 1f γ0ut − gf z). We also obtain from Eq. (3.4) the estimate(
φ
(
unt
)− φ(umt ),unt − umt )+ 〈ρ(unt )− ρ(umt ),unt − umt 〉
 L(K )
∥∥un − um∥∥
α
(∥∥unt − umt ∥∥2,Γ + ∥∥unt − umt ∥∥2)+ η˜214 f0η0
∥∥zn − zm∥∥2gh.
Since φ and ρ are monotone functions, they generate maximal monotone operators on L2(Ω), L2(Γ1),
respectively. By Lemma 1.3 in [7], we infer that
T∫
0
∫
Ω
φ
(
unt
)
unt dxdt →
T∫
0
∫
Ω
φ(ut)ut dxdt,
T∫
0
∫
Γ1
ρ
(
unt
)
unt dΓ dt →
T∫
0
∫
Γ1
ρ(ut)ut dΓ dt.
From what we have shown, and the fact that η˜ is a Lipschitz function, we may substitute solutions
Un into Eq. (4.2), let n → ∞, and see that (4.2) holds for the generalized solution U with truncated
sources. Now by the proof of Theorem 3.1, every generalized solution restricted to a compact interval
[0, T ] coincides with some solution corresponding to truncated sources; hence the energy identity
holds for all generalized solutions. This completes the proof of Lemma 4.1. 
5. Uniform decay rates
The goal of this section is to prove the global existence and the decay rates of the energy of
solutions given by Theorem 3.1. The decay rates will be done implicitly as solutions of a ﬁrst order
ODE (see (5.3)). However, in many situations the decay rates can be explicitly given by solving that
ODE. To do this, we will need some assumptions.
Assumption 5.1. Assume the following growth conditions on φ, ρ , j1 and j2:
1. φ(s)s φ1s2, ρ0s2  ρ(s)s ρ1s2 for |s| 1;
2. j1 ∈ C1(R), j1(0) = 0, and
∣∣ j′1(s)∣∣ C[1+ |s|k1−1], ∀s ∈R, with 1 k1  NN − 2 , N > 2 and 1 k1 < ∞, N = 2;
3. j2 ∈ C1(R), j2(0) = 0, and
∣∣ j′2(s)∣∣ C[1+ |s|k2−1], ∀s ∈R, with 1 k2 < N − 1N − 2 , n > 2 and 1 k2 < ∞, N = 2.
We also need to assume a priori that the energy functional E(t) is monotone decreasing. Recall
the energy identity which holds for all ﬁnite energy (generalized) solutions (Lemma 4.1):
E(0) = E(T ) +
T∫
0
∫
Ω
φ(ut)ut dxdt +
T∫
0
∫
Γ
ρ(ut)ut + f hz2t + hη˜(zt)ut dΓ dt.
1
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This is due to η being nonlinear. To overcome this diﬃculty, we take the following assumption.
Assumption 5.2. Assume that either (i) ρ(s)s  Cηs2, where Cη = |h|∞η˜
2
1
4 f0
; or else (ii) η(s) = s, i.e. the
boundary coupling is linear.
Remark 5.3. Under Assumption 5.2, we have that
T∫
0
∫
Γ1
ρ(ut)ut + f hz2t dΓ dt  c
T∫
0
∫
Γ1
ρ(ut)ut + f hz2t + hη˜(zt)ut dΓ dt (5.1)
for some constant c > 0. Thus the energy identity implies that E(t) is a monotone decreasing function.
Our goal in this section is to prove the following:
Theorem 5.4. Suppose that Assumptions 5.1 and 5.2 hold. In addition, assume the following:
• there exists x0 ∈Rn such thatμ(x) ·ν(x) 0 for x ∈ Γ0 , whereμ(x) = x− x0 and ν(x) is the unit normal
vector;
• there exists c1 < 1/2 such that∫
Ω
J1
(
u(x, t)
)
dx+
∫
Γ1
J2
(
u(x, t)
)
dΓ  c1
∥∥u(t)∥∥2
α
; (5.2)
• the only stationary solutions of (1.1) are trivial solutions.
Then the ﬁnite energy solutions provided by Theorem 3.1 are global in time and satisfy the decay rate drive
by the solution to the following ordinary differential equation:
dR
dt
+ q∗(R) = 0, R(0) = E(0), (5.3)
where q∗ is a continuous, monotone increasing function given by Eq. (5.47). We have that
E(t) R
(
t
T0
− 1
)
for t > T0
and the function R(t) decays uniformly to zero.
Remark 5.5. The behavior near the origin of the function q∗ in Eq. (5.3) depends on the behavior
of the damping near the origin (this is the only relevant region for decay rates). The assumptions
on φ and ρ permit highly nonlinear damping for small values of ut , hence a wide range of possible
decay rates. Since we are treating both interior and boundary damping, the rate of decay ultimately
depends on which of these functions has a more rapid rate of growth near the origin. In our model,
it seems more natural to take the boundary damping ρ as the primary source of energy dissipation,
particularly since Assumption 5.2 is required in order to obtain a priori bounds on the energy. In
this setting the internal damping φ may be more of a hindrance than a help, as without a growth
restriction near the origin it may cause the rate of decay to be worse than if no internal damping
were present.
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ular examples of decay rates obtained by solving Eq. (5.3).
Remark 5.6. Eq. (5.2) is a general assumption which, together with the energy identity (4.1) and As-
sumption 5.2, guarantees the existence of a global in time a priori bound on the energy of solutions
in the energy space H1Γ0 (Ω)× L2(Ω)× L2(Γ1). The generality of these assumptions allows us to avoid
imposing any unnecessary structure on the sources j1 and j2. Suﬃcient conditions under which (5.2)
holds can be established by assuming a polynomial structure on j1 and j2 and applying in a straight-
forward manner the potential well theory for the wave equation, as in [14] (see also [45,46]).
The proof of Theorem 5.4 follows the method established in [28] and generalized in [14]. In fact,
Section 8 in [14] gives an algorithm for explicitly calculating decay rates.
The main idea of the proof is to bound the energy above by a nonlinear monotone function of
the dissipation terms; this implies a uniform decay of the energy. The proof will consist of ﬁve steps.
First, we use a new standard multiplier method to gain energy estimates in terms of boundary data.
In this step we will exploit the geometric condition on the undamped portion of the boundary Γ0 to
ensure that only the terms active on Γ1 are relevant in the energy bounds. (See the ﬁrst assumption
in Theorem 5.4.) Second, we use the growth conditions on j1 and j2 to bound the source terms by
the energy and the dissipation terms. Third, we use a technical result of Lasiecka and Triggiani [31] to
estimate some of the traces. Fourth, we use a nonlinear version of a “compactness-uniqueness” type
argument to get rid of the remaining lower-order terms. Finally, using the growth assumptions on the
damping terms, we will be in a position to estimate the remaining terms by a nonlinear function of
the dissipation.
Before proceeding with the ﬁve main steps of the proof, let us note some preliminary estimates.
We deﬁne the “linear” energy by
E0(t) = 1
2
∥∥ut(t)∥∥22 + 12∥∥u(t)∥∥2α + 12∥∥z(t)∥∥2gh. (5.4)
By the assumptions of Theorem 5.4 we ﬁnd that
E0(t) cE(t),
E(t) E0(t) + Cδ
(
E0(t)
)∥∥u(t)∥∥2H1−δ(Ω),
E(t) C
(
E0(t)
)
, (5.5)
where C(s) is an increasing function which is bounded on bounded sets and δ > 0 is suﬃciently small.
Indeed, the ﬁrst inequality follows from (4.1), (5.2) and (5.4). The second inequality follows from
Sobolev’s embedding theorem and the fact that J i(s)  C[s2 + |s|ki+1], i = 1,2 are locally Lipschitz
maps, J1 from H1−δ(Ω) → L1(Ω) and J2 from H1/2−δ(Ω) → L1(Γ1). The third inequality likewise
follows from Sobolev’s embedding theorem. Hence E(t) and E0(t) are equivalent energies.
In the following and for brevity, we will denote Q := (0, T ) × Ω and Σ := (0, T ) × Γ1.
Step 1. We now proceed with the ﬁrst main step of the proof. By (4.2) and (5.5), the solution
U (t) = (u(t),ut(t), z(t)) possesses the following regularity:
u ∈ C([0,∞); H1Γ0(Ω)),
ut ∈ C
([0,∞); L2(Ω)),
z ∈ C([0,∞); L2(Γ1)),
ut ∈ L2
(
0,∞; L2(Γ1)
)
.
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extend the inequality to all ﬁnite energy solutions by passing to the limit on strong solutions:
T∫
0
∥∥u(t)∥∥2
α
+ ∥∥ut(t)∥∥22 dt  C
[
sup
t∈[0,T ]
(∥∥u(t)∥∥2
α
+ ∥∥ut(t)∥∥22)+
∫
Σ
(
∂
∂ν
u
)2
+ |∇τ u|2 + u2t
+
∫
Q
u2 + φ2(ut) +
∣∣ j1(u)u + j1(u)μ · ∇u∣∣], (5.6)
where C does not depend on T . Here we have used the geometric condition that μ · ν  0 on Γ0 (cf.
[28, Proposition 3.1]).
Step 2. We now need to estimate the nonlinear terms in the above estimate, which are not compact
since we allow critical exponents for j1. We will be able to estimate these terms by the tangential
derivatives, which in turn will be dealt with in Step 3. An integration by parts gives us
∫
Q
j1(u)μ · ∇u =
∫
Σ
J1(u)μ · ν −
∫
Q
J1(u)∇ · μ. (5.7)
Since we have chosen, in particular, μ(x) = x− x0, ∇ · μ is just a constant (namely the dimension of
the space). We also note, as mentioned above, that J1 is locally Lipschitz from H1−δ(Ω) into L1(Ω),
due to the continuous embedding H1−δ(Ω) into Lk1+1(Ω) for δ small enough. Hence there exists
Cδ1 (E(0)) such that
∫
Q
∣∣ J1(u)∣∣ Cδ1(E(0))
T∫
0
∥∥u(t)∥∥2H1−δ1 (Ω) dt. (5.8)
A similar estimate holds for the term j1(u)u, i.e.
∫
Q
∣∣ j1(u)u∣∣ C ∫
Q
u2 + |u|k1+1  Cδ1
(
E(0)
) T∫
0
∥∥u(t)∥∥2H1−δ1 (Ω) dt. (5.9)
It remains to estimate the term
∫
Σ
J1(u). But by Assumption 5.1 we have the continuous (but not
compact) embedding
H1/2(Γ1) ↪→ L 2n−2n−2 (Γ1) ↪→ Lk1+1(Γ1). (5.10)
Hence,
∫
Σ
∣∣ J1(u)∣∣ C ∫
Σ
u2 + |u|k1+1  C
T∫
0
∥∥u(t)∥∥22,Γ + ∥∥u(t)∥∥k1+1H1/2(Γ1) dt. (5.11)
Using interpolation inequalities, we have
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 C
∥∥u(t)∥∥2L2(Γ1) + C∥∥∇τ u(t)∥∥2L2(Γ1).
Thus by Sobolev’s embedding theorem we have
∫
Σ
∣∣ J1(u)∣∣ C
T∫
0
∥∥u(t)∥∥22,Γ dt + C∥∥u(t)∥∥k1−1L∞(0,T ;H1(Ω))
T∫
0
∥∥∇τ u(t)∥∥22,Γ + ∥∥u(t)∥∥22,Γ dt.
Taking into account the fact that ‖u(t)‖22,Γ and ‖u(t)‖22 can be absorbed by ‖u(t)‖2H1−δ1 (Ω) , we now
obtain the following energy estimate:
T∫
0
∥∥u(t)∥∥2
α
+ ∥∥ut(t)∥∥22 dt
 C
[
sup
t∈[0,T ]
(∥∥u(t)∥∥2
α
+ ∥∥ut(t)∥∥22)+
∫
Σ
(
∂
∂ν
u
)2
+ u2t + C
(
E(0)
)|∇τ u|2 + ∫
Q
φ2(ut)
]
+ Cδ1
(
E(0)
) T∫
0
∥∥u(t)∥∥2H1−δ1 (Ω) dt.
Step 3. Now we deal with the tangential derivative term remaining in the above estimate. For this
we cite [31, Lemma 7.2]; for any β,γ > 0 we obtain
T−γ∫
γ
∫
Γ1
|∇τ u|2 dΣ  CT ,β,γ
( ∫
Σ
(
∂
∂ν
u
)2
+ u2t dΣ + ‖u‖2H1/2+β (Q ) +
∥∥ j1(u)∥∥2H−1/2+β (Q )
)
.
On the strength of Assumption 5.1 and Sobolev’s embedding theorem, we have
∥∥ j1(u)∥∥2H−1/2+β (Q )  Cδ2(E(0))
T∫
0
∥∥u(t)∥∥2H1−δ2 (Ω) dt (5.12)
for δ2 > 0 suﬃciently small. Moreover, for  > 0, we have
‖u‖2H1/2+β (Q )  
T∫
0
∥∥ut(t)∥∥22 dt + (C + )
T∫
0
∥∥u(t)∥∥22 dt + 
T∫
0
∥∥u(t)∥∥2
α
dt. (5.13)
Taking  small enough, and keeping in mind that
( γ∫
0
+
T∫
T−γ
)∥∥u(t)∥∥2
α
+ ∥∥ut(t)∥∥22 dt  2cγ E(0), (5.14)
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T−γ∫
γ
∥∥u(t)∥∥2
α
+ ∥∥ut(t)∥∥22 dt  C E(0) + CT ,γ (E(0))
∫
Σ
(
∂
∂ν
u
)2
+ u2t +
∫
Q
φ2(ut)
+ CT ,γ ,δ
(
E(0)
) T∫
0
∥∥u(t)∥∥2H1−δ(Ω) dt. (5.15)
We now add in the term ‖z(t)‖2gh; keeping in mind that gz = −ut − f zt , and again using Eq. (5.14),
we have
T∫
0
E0(t)dt  C E(0) + CT ,γ
(
E(0)
) ∫
Σ
j22(u) + ρ2(ut) + u2t + f hz2t
+
∫
Q
φ2(ut) + CT ,γ ,δ
(
E(0)
) T∫
0
∥∥u(t)∥∥2H1−δ(Ω) dt. (5.16)
Given the subcriticality of j2 from Assumption 5.1, we can absorb the term
∫
Σ
j22(u) into∫ T
0 ‖u(t)‖2H1−δ(Ω) dt for δ > 0 small enough. Moreover, using Eq. (5.5), the energy identity (4.1), and
the monotonicity of E(t), we have
T E(T )
T∫
0
E(t)dt 
T∫
0
E0(t)dt + Cδ
(
E(0)
) T∫
0
∥∥u(t)∥∥2H1−δ(Ω) dt
 C E(T ) + CT ,γ
(
E(0)
) ∫
Σ
ρ2(ut) + u2t + f hz2t
+
∫
Q
φ2(ut) + φ(ut)ut + CT ,γ ,δ
(
E(0)
) T∫
0
∥∥u(t)∥∥2H1−δ(Ω) dt. (5.17)
Taking T large enough, and suppressing the constant γ , we may collect these results in the following
form:
Lemma 5.7. For T suitably large, solutions satisfying the above assumptions satisfy the energy estimate
E(T ) CT
(
E(0)
) ∫
Σ
ρ2(ut) + u2t + f hz2t +
∫
Q
φ2(ut) + φ(ut)ut
+ CT ,δ
(
E(0)
) T∫
0
∥∥u(t)∥∥2H1−δ(Ω) dt. (5.18)
Step 4. It remains to eliminate lower order terms from our estimate in Lemma 5.7. Our goal in this
step is to prove the following lemma.
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T∫
0
∥∥u(t)∥∥2H1−δ(Ω) dt  C(E(0))
( ∫
Σ
ρ2(ut) + u2t + f hz2 +
∫
Q
φ2(ut)
)
. (5.19)
Proof. The proof of Lemma 5.8 is a nonlinear compactness-uniqueness argument which essentially
follows the proof in [28, Lemma 3.1]. We give the main ideas here.
For a solution U = (u,ut , z), we deﬁne
L(U ) =
T∫
0
∥∥u(t)∥∥2H1−δ(Ω) dt, (5.20)
R(U ) =
∫
Σ
ρ2(ut) + u2t + f hz2 +
∫
Q
φ2(ut). (5.21)
Suppose, in order to obtain a contradiction, that there is a sequence of solutions Un with correspond-
ing energy functionals En(t) satisfying
lim
n→∞
L(Un)
R(Un)
= ∞ but En(0) M, (5.22)
the constant M being independent of n.
Part A. Our ﬁrst goal is to show that under this assumption Un converges to zero. Since H1(Ω) ↪→
H1−δ(Ω) we have L(Un) CT En(0); hence L(Un) is bounded and R(Un) → 0. As a result,
un ⇀ u weakly in H
1(Q ), weakly* in L∞
(
0, T ; H1(Ω)), (5.23)
φ(unt) → 0 strongly in L2(Q ), (5.24)
unt,ρ(unt), zn, znt → 0 strongly in L2(Σ). (5.25)
Moreover, by an Aubin’s type compactness result [42] we have that
uˆn → uˆ strongly in L∞
(
0, T ; H1−δ(Ω)). (5.26)
Appealing to Assumption 5.1 yields
j1(un) → j1(u) strongly in L∞
(
0, T ; L2(Ω)), (5.27)
j2(un) → j2(u) strongly in L∞
(
0, T ; L2(Γ1)
)
. (5.28)
Letting n → ∞ shows that (u,ut) solves the following over-determined wave equation in the ﬁnite
energy space H1(Ω) × L2(Ω):
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
utt − u + αu = j1(u) in Ω × (0, T ),
u = 0 on Γ0 × (0, T ),
ut = 0 on Γ1 × (0, T ),
∂u = j2(u) on Γ1 × (0, T ).
(5.29)∂ν
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reveals that ut = 0, i.e. u must be a stationary solution of (5.29). By assumption, such a stationary
solution must be equal to zero.
Part B. We have not yet reached a contradiction; however, it follows from Part A that L(Un) → 0.
We wish to normalize Un to obtain a sequence Uˆn such that L(Uˆn) = 1. Since the problem is nonlin-
ear, we must rescale all the nonlinear functions in the system (1.1). To do this, let cn = (L(Un))1/2, let
Uˆn = 1cn Un , and for each nonlinear function θ = φ,ρ,η, j1, j2 let θˆ (s) = 1cn θ(cns). Then L(Uˆn) = 1 and
Uˆn is a solution to the rescaled system⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
uˆtt − uˆ + αuˆ + φ(uˆt) = j1(uˆ) in Ω × (0, T ),
uˆ = 0 on Γ0 × (0, T ),
uˆt + f zˆt + gzˆ = 0 on Γ1 × (0, T ),
∂ uˆ
∂ν
− hη(zˆt) + ρ(uˆt) = j2(uˆ) on Γ1 × (0, T ).
(5.30)
Setting
Rˆ(U ) =
∫
Σ
ρˆ2(ut) + u2t + f hz2 +
∫
Q
φˆ2(ut), (5.31)
we now have
lim
n→∞
1
Rˆ(Uˆn)
= ∞, (5.32)
or simply Rˆ(Uˆn) → 0.
Now by Lemma 5.7 and energy identity (4.1), note that we have
En(0) CT
(
En(0)
)(
L(Un) + R(Un)
)
. (5.33)
Divide (5.33) by c2n and, using (5.5) and the fact that Rˆ(Uˆn) → 0, we obtain
∥∥Uˆn(t)∥∥H  CT (En(0)), (5.34)
where CT (En(0)) is uniformly bounded in n since En(0) M .
As a result of (5.34) and (5.32), we obtain the following crucial convergence on a subsequence:
uˆn ⇀ uˆ weakly in H
1(Q ), (5.35)
φˆ(uˆnt) → 0 strongly in L2(Q ), (5.36)
uˆnt, ρˆ(uˆnt), zˆn, zˆnt → 0 strongly in L2(Σ). (5.37)
Moreover, by an Aubin’s type compactness result [42] we have that
uˆn → uˆ strongly in L∞
(
0, T ; H1−δ(Ω)). (5.38)
Lasiecka and Tataru [28] proved that
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jˆ2(uˆn) → j′2(0)uˆ in L2(Σ), (5.40)
using the growth conditions given in Assumption 5.1. Therefore, letting n → ∞ we obtain, much as
before,
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
uˆtt − uˆ + αuˆ = j′1(0)uˆ in Ω × (0, T ),
uˆ = 0 on Γ0 × (0, T ),
uˆt = 0 on Γ1 × (0, T ),
∂ uˆ
∂ν
= j′2(0)uˆ on Γ1 × (0, T ).
(5.41)
Differentiating system (5.41) in time once again shows that uˆ is a stationary solution, hence equal to
zero. But this contradicts the fact that L(Uˆn) = 1 for all n. The proof of Lemma 5.8 is complete. 
Combining Lemmas 5.7 and 5.8 yields
Lemma 5.9. For T suitably large, solutions satisfying the above assumptions satisfy the energy estimate
E(T ) CT
(
E(0)
) ∫
Σ
ρ2(ut) + u2t + f hz2t +
∫
Q
φ2(ut) + φ(ut)ut . (5.42)
Step 5. We now ﬁnish exactly as in [28] (see also [14]). We include the details here for the con-
venience of the reader. Let h∗1,h∗2 : [0,∞) → R be concave, strictly increasing functions such that
h∗1(0) = h∗2(0) = 0 and, for some N1 > 0, we have
h∗1
(
ρ(s)s
)
 s2 + ρ2(s), h∗2
(
φ(s)s
)
 φ2(s) for |s| N1. (5.43)
Deﬁne
h˜(x) = h∗1
(
x
|Σ |
)
+ h∗2
(
x
|Q |
)
, x 0 (5.44)
where |Σ |, |Q | denotes the measure of Σ, Q respectively.
Remark 5.10. We here recall what we said in Remark 5.5, that the presence of internal damping φ
may cause the rate of decay to be worse than it otherwise would have been. On the other hand, if φ
were, say, smooth near the origin, then h∗2 could be chosen to be linear, in which case φ would have
no effect on the decay rates.
Set
K = 1
CT (E(0))max{|Σ |, |Q |} and C =
max{ρ−10 + ρ1,1+ φ1}
max{|Σ |, |Q |} , (5.45)
then deﬁne
p(x) = (C I + h˜)−1(Kx). (5.46)
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strictly increasing with p(0) = 0. Then let us deﬁne
q∗(x) = x− (I + p)−1(x), (5.47)
which is strictly increasing, positive for x> 0, and satisﬁes q∗(x) = 0. We conclude that
• p(E(T )) + E(T ) E(0), and therefore, by Lemma 3.3 in [28],
• E(t) R(t), t > T0 where R(t) solves the ODE R ′(t) + q∗(R(t)) = 0.
This concludes the proof of Theorem 5.4.
6. Blow up result
In this section, we prove that under appropriate assumptions on the initial data and on the pa-
rameters k and p, solutions to problem (1.1) blow up in ﬁnite time. For simplicity, we assume that
η(s) = s, and we put the following assumptions:
Assumption 6.1.
(H4) We shall assume that the functions j1 and j2 are of a polynomial structure. That is,
j1(s) = |s|p−2s, j2(s) = |s|k−2s,
where k, p  2 are such that
H1Γ0(Ω) ↪→ Lp(Ω), H1Γ0(Ω) ↪→ Lk(Γ1).
(H5) We assume that the functions ρ and φ are monotone, continuous and there exist four positive
constants mq , Mq , cr and Cr such that
mq|s|q  ρ(s)s Mq|s|q, ∀s ∈R, (6.1)
and
cr |s|r  φ(s)s Cr |s|r, ∀s ∈R. (6.2)
Then the energy functional E deﬁned in (4.1) takes the form
E(t,u,ut , z) = E(t) = 1
2
∥∥ut(t)∥∥22 + 12∥∥u(t)∥∥2α + 12∥∥z(t)∥∥2gh
− 1
p
∥∥u(t)∥∥pp − 1k ∥∥u(t)∥∥kk,Γ1 . (6.3)
By Lemma 4.1 we have the following energy identity, which shows that the above energy is a non-
increasing function along trajectories:
E(0) = E(T ) +
T∫
0
∫
Ω
φ(ut)ut dxdt +
T∫
0
∫
Γ
ρ(ut)ut + f hz2t dΓ dt. (6.4)
1
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by the work in [14] where the authors proved a similar lemma for the wave equation.
First, we deﬁne the function
γ (t) := ∥∥u(t)∥∥2
α
+ ∥∥z(t)∥∥2gh. (6.5)
Then, we have:
Lemma 6.2. Let (u, z) be a weak solution of (1.1). Assume that
E(0) < E1 and ‖∇u0‖2 > α1. (6.6)
Then there exists a constant α2 > α1 such that(
γ (t)
)1/2  α2, ∀t ∈ [0, Tmax) (6.7)
and
1
p
∥∥u(t)∥∥pp + 1k ∥∥u(t)∥∥kk,Γ1  B
p
1
p
α
p
2 +
Bk2
k
αk2, ∀t ∈ [0, Tmax). (6.8)
Proof. We ﬁrst note that, by (6.3), we have
E(t) 1
2
γ (t) − 1
p
∥∥u(t)∥∥pp − 1k ∥∥u(t)∥∥kk,Γ1
 1
2
γ (t) − B
p
1
p
(∥∥∇u(t)∥∥2)p − Bk2k (∥∥∇u(t)∥∥2)k
 1
2
γ (t) − B
p
1
p
(
γ (t)
)p/2 − Bk2
k
(
γ (t)
)k/2
= F (α), (6.9)
where α = (γ (t))1/2. It is not hard to verify that F is increasing for 0< α < α1, decreasing for α > α1,
F (α) → −∞ as α → +∞, and
F (α1) = E1,
where α1 is given in (2.2). Therefore, since E(0) < E1, there exists α2 > α1 such that F (α2) = E(0).
If we set α0 = (γ (0))1/2, then by (6.9) we have
F (α0) E(0) = F (α2),
which implies that α0  α2.
Now to establish (6.7), we suppose by contradiction that
(
γ (t0)
)1/2
< α2,
for some t0 > 0 and by the continuity of γ (·), we can choose t0 such that
(
γ (t0)
)1/2
> α1.
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E(t0) F
(
γ (t0)
1/2)> F (α2) = E(0).
This is impossible since E(t) E(0), for all t > 0. Hence (6.7) is established.
To prove (6.8), we make use of (6.3) to get
1
2
γ (t) E(0) + 1
p
∥∥u(t)∥∥pp + 1k ∥∥u(t)∥∥kk,Γ1 .
Consequently, the use of (6.7) leads to
1
p
∥∥u(t)∥∥pp + 1k ∥∥u(t)∥∥kk,Γ1  12γ (t) − E(0)
 1
2
α22 − E(0)
= 1
2
α22 − F (α2) =
Bp1
p
α
p
2 +
Bk2
k
αk2. (6.10)
Therefore (6.8) holds. Thus the proof of Lemma 6.2 is ﬁnished. 
Our main result in this section reads as follows:
Theorem 6.3. Assume that 2 r < p  p and 2 q < k k. Then, any solution of (1.1) satisfying
E(0) < E2, ‖∇u0‖2  α1, (6.11)
blows up in ﬁnite time T ∗ , where α1 and E2 are deﬁned in (2.2) and (6.12) respectively.
Proof. To prove Theorem 6.3, we implement the so-called Georgiev–Todorova method (see [19,38]
and also [37]). So, we suppose that the solution exists for all time and we reach to a contradiction.
Deﬁne E2 as follows
E2 =
⎧⎨
⎩
(k−2)α21
2p if p > k,
(p−2)α21
2k if k > p.
(6.12)
Then, we have E2 < E1.
Next, we set
H (t) = E2 − E(t). (6.13)
Of course by (6.4) and (6.6), we deduce that H is a non-decreasing function. So, by using (6.3) and,
(6.13) we get
0<H (0)H (t)
= E2 − E(t)
 E1 − 1
∥∥u(t)∥∥2
α
− 1∥∥z(t)∥∥2gh + 1 ∥∥u(t)∥∥pp + 1∥∥u(t)∥∥kk,Γ1 . (6.14)2 2 p k
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E1 − 1
2
∥∥u(t)∥∥2
α
− 1
2
∥∥z(t)∥∥2gh = F (α1) − 12γ (t)
< F (α1) − 1
2
α21 = −
Bp1
p
α
p
1 −
Bk2
k
αk1 < 0, ∀t  0.
Hence we obtain the following inequality:
0<H (0)H (t) 1
p
∥∥u(t)∥∥pp + 1k ∥∥u(t)∥∥kk,Γ1 , ∀t  0. (6.15)
For ε small to be chosen later, we then deﬁne the auxiliary function
L (t) =H 1−σ (t) + ε
∫
Ω
uut(x, t)dx− ε
2
∫
Γ1
f (x)h(x)z2(x, t)dΓ
− ε
∫
Γ1
h(x)u(x, t)z(x, t)dΓ, (6.16)
where
0< σ min
(
p − 2
2p
,
k − 2
2k
,
k − q
k(q − 1) ,
p − r
p(r − 1)
)
. (6.17)
Let us remark that L is a small perturbation of the energy. Our goal is to show that L (t) satisﬁes
the differential inequality
dL (t)
dt
 ξL 1+ν(t) (6.18)
in [0,∞), where ν > 0. Inequality (6.18) leads to a blow up of the solutions in ﬁnite time t 
L (0)−νξ−1ν−1, provided that L (0) > 0.
First, we have the following lemma.
Lemma 6.4. Let (u, z) be a solution of (1.1). Then, under the assumptions in Theorem 6.3, there exists a con-
stant η1 > 0 independent of t, such that
L ′(t) εη1
(
H (t) + ‖ut‖22 +
∥∥u(t)∥∥pp + ∥∥u(t)∥∥kk,Γ1 + ∥∥z(t)∥∥2gh), ∀t  0. (6.19)
On the other hand, there exists  > 0, such that for all 0< ε <  , we have
L (0) =H (0)1−σ + ε
∫
Ω
u0u1(x)dx− ε
2
∫
Γ1
f (x)h(x)z20(x)dΓ
− ε
∫
Γ1
h(x)u0(x)z0(x)dΓ > 0.
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L ′(t) = (1− σ)H −σ (t)H ′(t) + ε‖ut‖22 − ε
∥∥u(t)∥∥2
α
+ ε∥∥u(t)∥∥pp + ε∥∥u(t)∥∥kk,Γ1
+ ε
∫
Γ1
h(x)g(x)
∣∣z(x, t)∣∣2 dΓ − ε ∫
Γ1
ρ(ut)u dΓ − ε
∫
Ω
φ(ut)u dx. (6.20)
Adding and subtracting 2εH (t), we get
L ′(t) = (1− σ)H −σ (t)H ′(t) + 2ε‖ut‖22 + 2εH (t) + ε
(
1− 2
p
)∥∥u(t)∥∥pp
+ ε
(
1− 2
k
)∥∥u(t)∥∥kk,Γ1 − 2εE1 + 2ε∥∥z(t)∥∥2gh − ε
∫
Γ1
ρ(ut)u dΓ
− ε
∫
Ω
φ(ut)u dx. (6.21)
We see that the term 2εE2 has a negative sign. It is obvious that if we assume that our initial energy
E(0) < 0 and for H (t) = −E(t), then this term will be zero. In our case, we use the terms ‖u(t)‖pp
and ‖u(t)‖kk,Γ1 to control the term −2εE2. Indeed, exploiting (6.8), then we get
−2εE2 = −2εE2
(
Bp1
p
α
p
2 +
Bk2
k
αk2
)
.
(
Bp1
p
α
p
2 +
Bk2
k
αk2
)−1
−2εE2
(
1
p
∥∥u(t)∥∥pp + 1k ∥∥u(t)∥∥kk,Γ1
)
.
(
Bp1
p
α
p
2 +
Bk2
k
αk2
)−1
. (6.22)
Consequently, inserting (6.22) into (6.21), then we get
L ′(t) = (1− σ)H −σ (t)H ′(t) + 2ε‖ut‖22 + 2εH (t) + εc1
∥∥u(t)∥∥pp + εc2∥∥u(t)∥∥kk,Γ1
+ 2ε∥∥z(t)∥∥2gh − ε
∫
Γ1
ρ(ut)u dΓ − ε
∫
Ω
φ(ut)u dx, (6.23)
where c1 and c2 are as follows
c1 = 1− 2
p
− 2
p
E2
(
Bp1
p
α
p
2 +
Bk2
k
αk2
)−1
,
c2 = 1− 2
k
− 2
k
E2
(
Bp1
p
α
p
2 +
Bk2
k
αk2
)−1
.
Our next goal is to show that c1 > 0 and c2 > 0. To this end, we distinguish two cases:
Case 1. p  k.
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2
1
2p and it is obvious that c1 > c2. Therefore, since α2 > α1,
then to prove that c2 > 0, it is suﬃces to prove that
(
1− 2
k
)(
Bp1
p
α
p
1 +
Bk2
k
αk1
)
 2
k
E2
= 2
k
(k − 2)α21
2p
. (6.24)
We recall that our parameter α1 is deﬁned through the relation (2.2), then we have
Bp1
p
α
p
1 +
Bk2
k
αk1 
1
p
α21 . (6.25)
Consequently, (6.25) yields (6.24). Moreover, if p  k, we have c1  c2 > 0.
Case p. k p.
In this case, E2 = (p−2)α
2
1
2k and we can show with the same method that c2  c1 > 0.
Our goal now is to estimate the last two terms in (6.23). Indeed, by making use of (6.1), (6.2) and
the following Young’s inequality
XY  λ
α Xα
α
+ λ
−βY β
β
, (6.26)
X, Y  0, λ > 0, α,β ∈R+ such that 1/α + 1/β = 1, then we get
∫
Γ1
ρ(ut)u dΓ  Mq
∫
Γ1
|ut |q−2utu dΓ
 Mq
λq
q
‖u‖qq,Γ1 + Mq
q − 1
q
λ−q/(q−1)‖ut‖qq,Γ1 . (6.27)
Similarly,
∫
Ω
φ(ut)u dx Cr
∫
Ω
|ut |r−2utu dx
 Cr
μr
r
‖u‖rr + Cr
r − 1
r
μ−r/(r−1)‖ut‖rr, μ > 0. (6.28)
Inserting the estimates (6.27) and (6.28) into (6.23), we ﬁnd
L ′(t) (1− σ)H −σ (t)H ′(t) + 2ε‖ut‖22 + 2εH (t) + εc1
∥∥u(t)∥∥pp + εc2∥∥u(t)∥∥kk,Γ1
+ 2ε∥∥z(t)∥∥2gh − εMq λqq ‖u‖qq,Γ1 − εMq q − 1q λ−q/(q−1)‖ut‖qq,Γ1 − εCr μ
r
r
‖u‖rr
− εCr r − 1μ−r/(r−1)‖ut‖rr . (6.29)r
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H ′(t) =
∫
Γ1
f (x)h(x)
∣∣zt(x, t)∣∣2 dΓ + ∫
Γ1
ρ(ut)ut dΓ +
∫
Ω
φ(ut)ut dx

∫
Γ1
ρ(ut)ut dΓ +
∫
Ω
φ(ut)ut dx
mq‖ut‖qq,Γ1 + cr‖ut‖rr . (6.30)
Next, for large positive constants M1 and M2 to be chosen later, we select
λ−q/(q−1) = M1H −σ (t)
and
μ−r/(r−1) = M2H −σ (t),
then using (6.13) together with (6.30), we get from (6.29) that
L ′(t)
(
(1− σ)mq − εM1Mq q − 1
q
)
H −σ (t)
∥∥ut(t)∥∥qq,Γ1
+
(
(1− σ)cr − εM2Cr r − 1
r
)
H −σ (t)
∥∥ut(t)∥∥rr + 2ε∥∥ut(t)∥∥22 + 2εH (t) + εc1∥∥u(t)∥∥pp
+ εc2
∥∥u(t)∥∥kk,Γ1 + 2ε∥∥z(t)∥∥2gh − εMq M
−(q−1)
1
q
H σ (q−1)(t)
∥∥u(t)∥∥qq,Γ1
− εCr M
−(r−1)
2
r
H σ (r−1)(t)
∥∥u(t)∥∥rr . (6.31)
Our objective now is to analyze the last two terms on the right-hand side in (6.31). Indeed, since
k > q, we then use the embedding Lk(Γ1) ↪→ Lq(Γ1) and inequality (6.15) to get
H σ (q−1)
∥∥u(t)∥∥qq,Γ1 
(
1
p
∥∥u(t)∥∥pp + 1k ∥∥u(t)∥∥kk,Γ1
)σ (q−1)∥∥u(t)∥∥qq,Γ1
 C
(
1
p
∥∥u(t)∥∥pp + 1k ∥∥u(t)∥∥kk,Γ1
)σ (q−1)(∥∥u(t)∥∥kk,Γ1)q/k
 C
(
1
p
∥∥u(t)∥∥pp + 1k ∥∥u(t)∥∥kk,Γ1
)σ (q−1)(∥∥u(t)∥∥pp + ∥∥u(t)∥∥kk,Γ1)q/k
 C
(∥∥u(t)∥∥pp + ∥∥u(t)∥∥kk,Γ1)σ (q−1)+q/k (6.32)
where C here and in the sequel is a generic positive constant which might change from line to line.
Exploiting the algebraic inequality
ν  ( + 1) (1+ 1/ω)( + ω), ∀  0, 0< ν  1, ω 0 (6.33)
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kσ(q−1)+q
k , then the condi-
tion (6.17) implies that 0< ν  1 and therefore
(∥∥u(t)∥∥pp + ∥∥u(t)∥∥kk,Γ1)σ (q−1)+q/k  d(∥∥u(t)∥∥pp + ∥∥u(t)∥∥kk,Γ1 +H (0))
 d
(∥∥u(t)∥∥pp + ∥∥u(t)∥∥kk,Γ1 +H (t)). (6.34)
Similarly, by using the embedding Lp(Ω) ↪→ Lr(Ω), we obtain
H σ (r−1)(t)
∥∥u(t)∥∥rr  C
(
1
p
∥∥u(t)∥∥pp + 1k ∥∥u(t)∥∥kk,Γ1
)σ (r−1)+r/p
 Cd
(∥∥u(t)∥∥pp + ∥∥u(t)∥∥kk,Γ1 +H (t)). (6.35)
Plugging (6.34) and (6.35) into (6.31), we may write
L ′(t)
(
(1− σ)mq − εM1Mq q − 1
q
)
H −σ (t)
∥∥ut(t)∥∥qq,Γ1
+
(
(1− σ)cr − εM2Cr r − 1
r
)
H −σ (t)
∥∥ut(t)∥∥rr + 2ε∥∥ut(t)∥∥22
+ ε
(
2− CMq M
−(q−1)
1
q
d − CCr M
−(r−1)
2
r
d
)
H (t) + 2ε∥∥z(t)∥∥2gh
+ ε
(
c1 − CMq M
−(q−1)
1
q
d − CCr M
−(r−1)
2
r
d
)∥∥u(t)∥∥pp
+ ε
(
c2 − MqC M
−(q−1)
1
q
d − CCr M
−(r−1)
2
r
d
)∥∥u(t)∥∥kk,Γ1 . (6.36)
At this point, we take M1 and M2 large enough such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
2− CMq M
−(q−1)
1
q
d − CCr M
−(r−1)
2
r
d > 0,
c1 − CMq M
−(q−1)
1
q
d − CCr M
−(r−1)
2
r
d > 0,
c2 − MqC M
−(q−1)
1
q
d − CCr M
−(r−1)
2
r
d > 0.
Once M1 and M2 are ﬁxed, we may choose ε small enough such that⎧⎪⎪⎨
⎪⎪⎩
(1− σ)mq − εM1Mq q − 1
q
> 0,
(1− σ)cr − εM2Cr r − 1
r
> 0,
and
L (0) > 0.
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the proof of Lemma 6.4. 
Second, we have the next result.
Lemma 6.5. Let (u, z) be a solution of (1.1). Then, under the assumptions in Theorem 6.3, there exists a con-
stant η2 > 0 independent of t, such that
L (t)
1
1−σ  εη2
(
H (t) + ‖ut‖22 +
∥∥u(t)∥∥pp + ∥∥u(t)∥∥kk,Γ1 + ∥∥z(t)∥∥2gh), ∀t  0. (6.37)
Proof. It is clear from the deﬁnition (6.16) and since f ,h > 0, then we have
L (t)H 1−σ (t) + ε
∫
Ω
uut(x, t)dx− ε
∫
Γ1
h(x)u(x, t)z(x, t)dΓ.
Consequently, the above estimate leads to
L
1
1−σ (t) C(ε,σ )
[
H (t) +
( ∫
Ω
ut(x, t)u(x, t)dx
) 1
1−σ
+
( ∫
Γ1
h(x)u(x, t)z(x, t)dΓ
) 1
1−σ ]
. (6.38)
By the Cauchy–Schwarz inequality and Hölder’s inequality, we have
∫
Ω
ut(x, t)u(x, t)dx
( ∫
Ω
u2t (x, t)dx
) 1
2
( ∫
Ω
u2(x, t)dx
) 1
2
 C
( ∫
Ω
u2t (x, t)dx
) 1
2
( ∫
Ω
∣∣u(x, t)∣∣p dx) 1p ,
where C is the positive constant which comes from the embedding Lp(Ω) ↪→ L2(Ω). This inequality
implies that there exists a positive constant C1 > 0 such that
( ∫
Ω
ut(x, t)u(x, t)dx
) 1
1−σ
 C1
[( ∫
Ω
∣∣u(x, t)∣∣p dx) 1(1−σ )p( ∫
Ω
u2t (x, t)dx
) 1
2(1−σ ) ]
.
Applying Young’s inequality to the right-hand side of the preceding inequality, there exists a positive
constant also denoted C > 0 such that
( ∫
Ω
ut(x, t)u(x, t)dx
) 1
1−σ
 C
[( ∫
Ω
∣∣u(x, t)∣∣p dx) τ(1−σ )p +( ∫
Ω
u2t (x, t)dx
) θ
2(1−σ ) ]
, (6.39)
P.J. Graber, B. Said-Houari / J. Differential Equations 252 (2012) 4898–4941 4929for 1/τ + 1/θ = 1. We take θ = 2(1− σ), hence τ = 2(1− σ)/(1− 2σ), to get
( ∫
Ω
ut(x, t)u(x, t)dx
) 1
1−σ
 C
[( ∫
Ω
∣∣u(x, t)∣∣p dx) 2(1−2σ )p + ∫
Ω
u2t (x, t)dx
]
.
By using (6.17) and the algebraic inequality (6.33) with  = ‖u‖pp , d = 1 + 1/H (0), ω = H (0) and
ν = 2p(1−2σ) , the condition (6.17) on σ ensures that 0< ν  1 and we get
ν  d
(
 +H (0)) d( +H (t)).
Therefore, there exists a positive constant denoted C2 such that for all t  0,
( ∫
Ω
ut(x, t)u(x, t)dx
) 1
1−σ
 C2
[
H (t) + ∥∥u(t)∥∥pp + ∥∥ut(t)∥∥22]. (6.40)
On the other hand, by the same method, we have
∣∣∣∣
∫
Γ1
h(x)u(x, t)z(x, t)dΓ
∣∣∣∣=
∣∣∣∣
∫
Γ1
h(x)g(x)
g(x)
u(x, t)z(x, t)dΓ
∣∣∣∣

‖h‖1/2L∞ ‖g‖1/2L∞
g0
( ∫
Γ1
h(x)g(x)z2(x, t)dΓ
)1/2( ∫
Γ1
u2(x, t)dΓ
) 1
2
.
Using the embedding Lk(Γ1) ↪→ L2(Γ1), and Young’s inequality, we get
∣∣∣∣
∫
Γ1
h(x)u(x, t)z(x, t)dΓ
∣∣∣∣ Cˆ ‖h‖1/2L∞ ‖g‖1/2L∞g0
∥∥z(t)∥∥gh
( ∫
Γ1
uk(x, t)dΓ
) 1
k
.
Consequently, there exists a positive constant Cˆ1 = Cˆ1(‖h‖L∞ ,‖g‖L∞ , g0, σ ) such that
( ∫
Γ1
h(x)u(x, t)z(x, t)dΓ
) 1
1−σ
 Cˆ1
∥∥z(t)∥∥ 11−σgh
( ∫
Γ1
uk(x, t)dΓ
) 1
k(1−σ )
.
Using Young’s inequality exactly as in (6.39), we write
( ∫
Γ1
h(x)u(x, t)z(x, t)dΓ
) 1
1−σ
 Cˆ2
[( ∫
Γ1
uk(x, t)dΓ
) 2
(1−2σ )k + ∥∥z(t)∥∥2gh
]
,
where Cˆ2 is a positive constant depending on Cˆ1 and k. Consequently, applying once again the alge-
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same method as above
( ∫
Γ1
h(x)u(x, t)z(x, t)dΓ
) 1
1−σ
 Cˆ3
[
H (t) + ∥∥u(t)∥∥kk,Γ1 + ∥∥z(t)∥∥2gh]. (6.41)
Combining (6.38), (6.40) and (6.41), then our desired result holds. This completes the proof of
Lemma 6.5. 
To complete the proof of Theorem 6.3, we combine (6.19) and (6.37), then, there exists a positive
constant ξ > 0, as small as ε, such that for all t  0,
L ′(t) ξL
1
1−σ (t). (6.42)
Thus, inequality (6.18) holds. Therefore, L (t) blows up in a ﬁnite time T ∗ .
On the other hand, from the deﬁnition of the function L (t) (and for small values of the parame-
ter ε), it follows that
L (t) κ
(∥∥u(t)∥∥pp + ∥∥u(t)∥∥kk,Γ1) (6.43)
where κ is a positive constant. Consequently, from the inequality (6.43) we conclude that the norm
‖u(t)‖pp + ‖u(t)‖kk,Γ1 of the solution (u, z), blows up in the ﬁnite time T ∗ , which implies the desired
result. 
7. Exponential growth for a linear interior damping and for j1 = 0
In this section, we consider problem (1.1) for j1 = 0 and φ(ut) = ut . We prove a result similar to
the one in Theorem 6.3. In this case our energy functional takes the form
E˜(t,u,ut, z) = E˜(t) = 1
2
∥∥ut(t)∥∥22 + 12∥∥u(t)∥∥2α + 12∥∥z(t)∥∥2gh − 1k ∥∥u(t)∥∥kk,Γ1 . (7.1)
Let us deﬁne now the following constants
α˜1 = B−k/(k−2)2 and E˜1 =
(
1
2
− 1
k
)
α˜21 . (7.2)
Therefor, similar to Lemma 6.2, we have
Lemma 7.1. Let (u, z) be a weak solution of (1.1) with j1 = 0. Assume that
E˜(0) < E˜1 and ‖∇u0‖2 > α˜1. (7.3)
Then there exists a constant α˜2 > α˜1 such that
(
γ (t)
)1/2  α˜2, ∀t ∈ [0, Tmax) (7.4)
and
∥∥u(t)∥∥k,Γ1  B2α˜2, ∀t ∈ [0, Tmax). (7.5)
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Theorem 7.2. Assume that 2< k k and 2 q k. Then, any solution of (1.1) with j1 = 0 and satisfying
E˜(0) < E˜1, ‖∇u0‖2  α˜1, (7.6)
grows up exponentially when t tends to inﬁnity.
Proof. The proof is (in some parts) similar to the one of Theorem 6.3, with the necessary modiﬁca-
tions imposed by the nature of our problem.
First, deﬁne the functional H˜ (t) as
H˜ (t) = E˜1 − E˜(t). (7.7)
Similarly to (6.15) and by exploiting (7.4), we have the estimates
0< H˜ (0) H˜ (t) 1
k
∥∥u(t)∥∥kk,Γ1 , ∀t  0. (7.8)
Then, we deﬁne the functional L˜ as follows
L˜ (t) = H˜ (t) + ε
∫
Ω
uut(x, t)dx− ε
2
∫
Γ1
f (x)h(x)z2(x, t)dΓ
− ε
∫
Γ1
h(x)u(x, t)z(x, t)dΓ. (7.9)
Using the same method as in the proof of Theorem 6.3, we can get inequality similar to (6.21) (with
H˜ instead of H and L˜ instead of L ). Indeed, we have
L˜ ′(t) = H˜ ′(t) + 2ε‖ut‖22 + 2εH˜ (t) + ε
(
1− 2
k
)∥∥u(t)∥∥kk,Γ1
− 2ε E˜1 + 2ε
∥∥z(t)∥∥2gh − ε
∫
Γ1
ρ(ut)u dΓ − ε
∫
Ω
utu dx. (7.10)
Now, for any λ˜ > 0, Young’s inequality gives∫
Ω
utu dx λ˜‖u‖22 +
1
4λ˜
‖ut‖22. (7.11)
Plugging (6.27) and (7.11) into (7.10), using (6.4), (7.1), (6.1) and (7.7), we get
L˜ ′(t) ‖ut‖22 +mq‖ut‖qq,Γ1 + 2ε‖ut‖22 + 2εH˜ (t) + ε
(
1− 2
k
)∥∥u(t)∥∥kk,Γ1 − 2ε E˜1
+ 2ε∥∥z(t)∥∥2gh − εMq λqq ‖u‖qq,Γ1 − εMq q − 1q λ−q/(q−1)‖ut‖qq,Γ1 − ελ˜‖u‖22
− ε ‖ut‖22. (7.12)4λ˜
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‖u‖22  C‖u‖2α  C
(‖u‖2α + 2H˜ (t)),
which gives by exploiting (7.7)
‖u‖22  C
(
2E˜1 − ‖ut‖22 −
∥∥z(t)∥∥2gh + 2k ∥∥u(t)∥∥kk,Γ1
)
. (7.13)
Inserting (7.13) into (7.12) gives
L˜ ′(t)
(
1+ ε(2+ λ˜C) − ε
4λ˜
)
‖ut‖22 +mq‖ut‖qq,Γ1 + 2ε
(
H˜ (t) − C λ˜E˜1
)
+ ε
(
1− 2
k
)∥∥u(t)∥∥kk,Γ1 − 2ε E˜1 + ε(2+ λ˜C)∥∥z(t)∥∥2gh − εMq λqq ‖u‖qq,Γ1
− εMq q − 1
q
λ−q/(q−1)‖ut‖qq,Γ1 −
2
k
ελ˜C
∥∥u(t)∥∥kk,Γ1 .
This implies by using (7.5) that
L˜ ′(t)
(
1+ ε(2+ λ˜C) − ε
4λ˜
)
‖ut‖22 +
(
mq − εMq q − 1
q
λ−q/(q−1)
)
‖ut‖qq,Γ1
+ ε
(
1− 2
k
− 2E˜1(B2α˜2)−k︸ ︷︷ ︸
:=c0
−
(
2
k
+ 4E˜1(B2α˜2)−k
)
λ˜C
)∥∥u(t)∥∥kk,Γ1
+ ε(2+ λ˜C)∥∥z(t)∥∥2gh − εMq λqq ‖u‖qq,Γ1 + 2ε(H˜ (t) + C λ˜E˜1). (7.14)
Setting c0 = 1− 2/k − 2E˜1(B2α˜2)−k , we have c0 > 0 since α˜2 > B−k/(k−2)2 .
Since k q, we then use the embedding Lk(Γ1) ↪→ Lq(Γ1) we obtain
‖u‖qq,Γ1  C
(∥∥u(t)∥∥kk,Γ1)q/k
 Cd˜
(∥∥u(t)∥∥kk,Γ1 + H˜ (t)), (7.15)
where we have used the algebraic inequality (6.33) with d˜ = 1 + 1/H˜ (0). Therefore, the inequality
(7.14) becomes
L˜ ′(t)
(
1+ ε(2+ λ˜C) − ε
4λ˜
)
‖ut‖22 +
(
mq − εMq q − 1
q
λ−q/(q−1)
)
‖ut‖qq,Γ1
+ ε
(
c0 −
(
2
k
+ 4E˜1(B2α˜2)−k
)
λ˜C − Mq λ
q
q
d˜C
)∥∥u(t)∥∥kk,Γ1
+ ε(2+ λ˜C)∥∥z(t)∥∥2gh +
(
2− Mq λ
q
q
d˜C
)
εH˜ (t) + 2εC λ˜E˜1. (7.16)
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⎧⎪⎪⎨
⎪⎪⎩
c0 −
(
2
k
+ 4E˜1(B2α˜2)−k
)
λ˜C − Mq λ
q
q
d˜C > 0,
2− Mq λ
q
q
d˜C > 0.
Once λ˜ and λ are ﬁxed, we choose ε small enough such that
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1+ ε(2+ λ˜C) − ε
4λ˜
> 0,
mq − εMq q − 1
q
λ−q/(q−1) > 0,
L˜ (0) > 0.
Therefore, the inequality (7.14) becomes
L˜ ′(t) η˜
(‖ut‖22 +H (t) + ∥∥u(t)∥∥pp + ∥∥z(t)∥∥2gh + E˜1) (7.17)
for some positive constant η˜.
Next, it is clear that, by Young’s inequality and Poincaré’s inequality, we get
H˜ (t) + ε
∣∣∣∣
∫
Ω
uut(x, t)dx
∣∣∣∣ C(H˜ (t) + ‖ut‖22 + ‖u‖2α).
Since H˜ (t) > 0, we have, for all t > 0
1
2
‖u‖2α 
1
k
∥∥u(t)∥∥kk,Γ1 + E˜1,
which implies
H˜ (t) + ε
∣∣∣∣
∫
Ω
uut(x, t)dx
∣∣∣∣ C(H˜ (t) + ‖ut‖22 + ∥∥u(t)∥∥kk,Γ1 + E˜1). (7.18)
On the other hand, we have
∣∣∣∣
∫
Γ1
h(x)u(x, t)z(x, t)dΓ
∣∣∣∣=
∣∣∣∣
∫
Γ1
h(x)g(x)
g(x)
u(x, t)z(x, t)dΓ
∣∣∣∣

‖h‖1/2L∞ ‖g‖1/2L∞
g0
( ∫
Γ1
h(x)g(x)z2(x, t)dΓ
)1/2( ∫
Γ1
u2(x, t)dΓ
) 1
2
.
Using the embedding Lk(Γ1) ↪→ L2(Γ1), and Young’s inequality, we get
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∫
Γ1
h(x)u(x, t)z(x, t)dΓ
∣∣∣∣ Cˆ ‖h‖1/2L∞ ‖g‖1/2L∞g0
∥∥z(t)∥∥gh
( ∫
Γ1
uk(x, t)dΓ
) 1
k
 Cˆ
‖h‖1/2L∞ ‖g‖1/2L∞
g0
(∥∥z(t)∥∥2gh + (∥∥u(t)∥∥kk,Γ1)2/k).
Which ﬁnally gives by applying once again the algebraic inequality (6.33), with  = ‖u(t)‖kk,Γ1 and
ν = 2/k, ∣∣∣∣
∫
Γ1
h(x)u(x, t)z(x, t)dΓ
∣∣∣∣ C3(∥∥z(t)∥∥2gh + ∥∥u(t)∥∥kk,Γ1 + H˜ (t)), (7.19)
with C3 = Cˆ d˜ ‖h‖
1/2
L∞‖g‖
1/2
L∞
g0
. Therefore, we get from (7.18) and (7.19)
L˜ (t) H˜ (t) + ε
∣∣∣∣
∫
Ω
uut(x, t)dx
∣∣∣∣+ ε
∣∣∣∣
∫
Γ1
h(x)u(x, t)z(x, t)dΓ
∣∣∣∣
 C4
(∥∥z(t)∥∥2gh + ∥∥u(t)∥∥kk,Γ1 + H˜ (t) + ‖ut‖22 + E˜1). (7.20)
Consequently, form (7.17) and (7.20), we deduce that there exists ξ˜ > 0, such that for all t  0,
L˜ ′(t) ξ˜L˜ (t). (7.21)
Therefore, integrating the previous differential inequality (7.21) between 0 and t gives the following
estimate for the function L˜ (t)
L˜ (t) L˜ (0)eξ˜t . (7.22)
On the other hand, from the deﬁnition of the function L˜ (t) (and for small values of the parameter ε),
it follows that
L˜ (t) κ
(∥∥u(t)∥∥pp + ∥∥u(t)∥∥kk,Γ1). (7.23)
Combining (7.22) and (7.23), we get the desired result. 
8. Exponential growth for j2 = 0
In this section, we consider problem (1.1) with j2 = 0 and prove an exponential growth result of
the solution. In this case we do not need to put further restrictions on the damping terms φ(ut)
and ρ(ut). In fact we assume that these damping terms are satisfying (6.1) and (6.2).
As in Section 7, we deﬁne the energy of solutions as
Eˆ(t,u,ut, z) = Eˆ(t) = 1
2
∥∥ut(t)∥∥22 + 12∥∥u(t)∥∥2α + 12∥∥z(t)∥∥2gh − 1k ∥∥u(t)∥∥kk,Γ1 . (8.1)
Let us deﬁne now the following constants
αˆ1 = B−p/(p−2)1 , and Eˆ1 =
(
1
2
− 1
p
)
αˆ21 . (8.2)
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Lemma 8.1. Let (u, z) be a weak solution of (1.1) with j2 = 0. Assume that
E(0) < Eˆ1 and ‖∇u0‖2 > αˆ1. (8.3)
Then there exists a constant αˆ2 > αˆ1 such that
(
γ (t)
)1/2  αˆ2, ∀t ∈ [0, Tmax) (8.4)
and
∥∥u(t)∥∥p  B1αˆ2, ∀t ∈ [0, Tmax). (8.5)
As in Section 7, we have the following result:
Theorem 8.2. Assume that 2 < p  p, 2 r  p and 2 q < p. Then, any solution of (1.1) with j2 = 0 and
satisfying
E(0) < Eˆ1, ‖∇u0‖2  αˆ1, (8.6)
grows up exponentially when t tends to inﬁnity.
Proof. We prove Theorem 8.2 with the same method as in the above two sections. Indeed, let us
deﬁne
Hˆ (t) = Eˆ1 − Eˆ(t). (8.7)
Then, we have, by using Lemma 8.1
0< Hˆ (0) Hˆ (t) 1
p
∥∥u(t)∥∥pp, ∀t  0. (8.8)
Then, we deﬁne the functional Lˆ as follows
Lˆ (t) = Hˆ (t) + ε
∫
Ω
uut(x, t)dx− ε
2
∫
Γ1
f (x)h(x)z2(x, t)dΓ
− ε
∫
Γ1
h(x)u(x, t)z(x, t)dΓ. (8.9)
Following the same steps as in the proof of Theorem 7.2, then it is not hard to show the following
identity
Lˆ ′(t) = Hˆ ′(t) + 2ε‖ut‖22 + 2εHˆ (t) + ε
(
1− 2
p
)∥∥u(t)∥∥pp
− 2ε Eˆ1 + 2ε
∥∥z(t)∥∥2gh − ε
∫
Γ
ρ(ut)u dΓ − ε
∫
Ω
φ(ut)u dx. (8.10)1
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Lˆ ′(t) Hˆ ′(t) + 2ε‖ut‖22 + 2εHˆ (t) + ε
(
1− 2
p
)∥∥u(t)∥∥pp − 2ε Eˆ1
+ 2ε∥∥z(t)∥∥2gh − εMq λqq ‖u‖qq,Γ1 − εMq q − 1q λ−q/(q−1)‖ut‖qq,Γ1
− εCr μ
r
r
‖u‖rr − εCr
r − 1
r
μ−r/(r−1)‖ut‖rr . (8.11)
The mean problem here is to estimate the term ‖u‖qq,Γ1 . If j2 = 0, the estimate of this term follows
from the embedding Lk(Γ1) ↪→ Lq(Γ1) as in (7.15). Here and since j2 = 0, we use a different estimate.
Indeed, let us recall the inequality (here and in the sequel, C denotes generic positive constant which
may change from line to line):
‖u‖q,Γ1  C‖u‖Hs(Ω),
which holds for
q 1 and 0< s < 1, s N
2
− N − 1
q
> 0
and the interpolation and Poincaré’s inequalities (see [36])
‖u‖Hs(Ω)  C‖u‖1−s2 ‖∇u‖s2
 C‖u‖1−sp ‖∇u‖s2.
Thus, we have the following inequality:
‖u‖q,Γ1  C‖u‖1−sp ‖∇u‖s2.
If s < 2/q, using again Young’s inequality, we get
‖u‖qq,Γ1  C
[(‖u‖pp) q(1−s)μp + (‖∇u‖22) qsθ2 ] (8.12)
for 1/μ + 1/θ = 1. Here we choose θ = 2/qs, to get μ = 2/(2− qs). Therefore the previous inequality
becomes
‖u‖qq,Γ1  C
[(‖u‖pp) q(1−s)2(2−qs)p + ‖∇u‖22]. (8.13)
Now, choosing s such that
0< s 2(p − q)
q(p − 2) ,
we get
2q(1− s)  1. (8.14)
(2− qs)p
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following estimate:
(‖u‖pp) q(1−s)2(2−qs)p  dˆ(‖u‖pp + Hˆ (0))
 dˆ
(‖u‖pp + Hˆ (t)), ∀t  0 (8.15)
where we have set dˆ = 1+ 1/Hˆ (0).
Inserting the estimate (8.15) into (8.12) we obtain the following important inequality:
‖u‖qq,Γ1  C
[‖u‖pp + ‖∇u‖22 + Hˆ (t)]
 C
[‖u‖pp + ∥∥u(t)∥∥2α + Hˆ (t)]. (8.16)
If we insert the estimate (8.16) into (8.11), then a negative term of ‖u(t)‖2α will appear. Thus, in order
to control this negative term use (as Hˆ (t) > 0), the following estimate:
‖u‖qq,Γ1  C
[‖u‖pp + ∥∥u(t)∥∥2α + 2Hˆ (t)],
which gives ﬁnally
‖u‖qq,Γ1  C
[
2Eˆ1 − ‖ut‖22 −
∥∥z(t)∥∥2gh + 2p ∥∥u(t)∥∥pp
]
. (8.17)
Consequently inserting the inequality (8.17) into the inequality (8.11) we have
Lˆ ′(t) Hˆ ′(t) + ε
(
2+ MqC λ
q
q
)
‖ut‖22 + 2εHˆ (t)
+ ε
(
1− 2
p
− 2MqC λ
q
pq
)∥∥u(t)∥∥pp − 2ε Eˆ1 − ε2MqC λqq Eˆ1
+ ε
(
2+ MqC λ
q
q
)∥∥z(t)∥∥2gh − εMq q − 1q λ−q/(q−1)‖ut‖qq,Γ1
− εCr μ
r
r
‖u‖rr − εCr
r − 1
r
μ−r/(r−1)‖ut‖rr . (8.18)
Recalling (8.5) and keep in mind the estimate
Hˆ ′(t)mq‖ut‖qq,Γ1 + cr‖ut‖rr,
then (8.18) becomes
Lˆ ′(t)
(
mq − εMq q − 1
q
λ−q/(q−1)
)
‖ut‖qq,Γ1 +
(
cr − εCr r − 1
r
μ−r/(r−1)
)
‖ut‖rr
+ ε
(
2+ MqC λ
q
q
)
‖ut‖22 + 2εHˆ (t) + ε
(
2+ MqC λ
q
q
)∥∥z(t)∥∥2gh
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[
1− 2
p
− 2Eˆ1(B1αˆ2)−p︸ ︷︷ ︸
:=cˆ0
−
(
2
p
+ 4Eˆ1(B1αˆ2)−p
)
MqC
λq
q
]∥∥u(t)∥∥pp
+ 2εMqC λ
q
q
Eˆ1 − εCr μ
r
r
‖u‖rr . (8.19)
Setting cˆ0 = 1− 2/p − 2Eˆ1(B1αˆ2)−p , we have cˆ0 > 0 since αˆ2 > B−p/(p−2)1 .
The last term in (8.19) can be estimated as follows: Since p  r, we then use the embedding
Lp(Ω) ↪→ Lr(Ω) we obtain
‖u‖rr  C
(∥∥u(t)∥∥pp)r/p
 Cdˆ
(∥∥u(t)∥∥pp + Hˆ (t)), (8.20)
where we have used the algebraic inequality (6.33). Consequently, plugging (8.20) into (8.19), we infer
that
Lˆ ′(t)
(
mq − εMq q − 1
q
λ−q/(q−1)
)
‖ut‖qq,Γ1 +
(
cr − εCr r − 1
r
μ−r/(r−1)
)
‖ut‖rr
+ ε
(
2+ MqC λ
q
q
)
‖ut‖22 + ε
(
2− εCr μ
r
r
Cdˆ
)
Hˆ (t) + ε
(
2+ MqC λ
q
q
)∥∥z(t)∥∥2gh
+ ε
[
cˆ0 −
(
2
p
+ 4Eˆ1(B1αˆ2)−p
)
MqC
λq
q
− Cr μ
r
r
Cdˆ
]∥∥u(t)∥∥pp
+ 2εMqC λ
q
q
Eˆ1. (8.21)
At this point, we choose our constants in (8.21) as follows: First, we pick λ and μ small enough such
that ⎧⎪⎪⎨
⎪⎪⎩
cˆ0 −
(
2
p
+ 4Eˆ1(B1αˆ2)−p
)
MqC
λq
q
− Cr μ
r
r
Cdˆ > 0,
2− εCr μ
r
r
Cdˆ > 0.
Once λ and μ are ﬁxed, we choose ε small enough such that
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
mq − εMq q − 1
q
λ−q/(q−1) > 0,
cr − εCr r − 1
r
μ−r/(r−1) > 0,
Lˆ (0) > 0.
Therefore, the inequality (8.21) becomes
Lˆ ′(t) ηˆ
(‖ut‖22 +H (t) + ∥∥u(t)∥∥kk,Γ1 + ∥∥z(t)∥∥2gh + E˜1)
for some positive constant ηˆ. The rest of the proof follows directly as in the proof of Theorem 7.2. We
omit its details. 
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There are many interesting questions (most of them are diﬃcult) to be investigated in connection
with the problem we have addressed here. We mention here some of them.
• The local existence obtained in [19] for problem (1.4) relies on the Schauder ﬁxed point theorem
which requires the validity of certain Sobolev embedding theorems. For this reason the authors
in [19] showed their result only for subcritical values of the exponent p (i.e. p < N/(N − 2)).
As far as we know, the ﬁrst attempt to obtain a well-posedness result for a model of the wave
equation with Neumann nonlinear boundary conditions where the source exponents exceeding
the critical Sobolev’s exponents has been recently made by Bociu and Lasiecka [11]. The method
used in [11] relies on monotonicity methods combined with suitable truncations-approximations.
This later method allows the authors to treat supercritical source terms. We believe that this
method could be used successfully to treat system (1.1) for supercritical sources.
• The assumption (5.2) in Theorem 5.4 is to ensure the existence of global solution. The same result
can be obtained by assuming (6.1) and (6.2) instead of (5.2) with 2  p  p¯ and 2  k  k¯ and
the damping terms dominate the source terms, that is p  r and k  q. Indeed, let Φ be the
functional deﬁned by
Φ(t) = 1
2
∥∥u(t)∥∥2
α
+ 1
2
∥∥ut(t)∥∥22 + 12∥∥z(t)∥∥2gh +
∫
Ω
J1
(
u(t)
)
dx+
∫
Γ1
J2
(
u(t)
)
dΓ. (9.1)
Following the same method used in [19], and using Hölder’s inequality and the ﬁrst inequality
in (6.33), we can show that
Φ ′(t) C
(
1+ Φ(t)). (9.2)
Then, Gronwall’s lemma shows that Φ ∈ L∞(0, Tmax). This leads to our global existence result.
• It is obvious from (6.12) that E2 < E1, thus a similar result to the one obtained in Theorem 6.3
could be possible also for E2  E(0) < E1. This has been known for the wave equation (1.4)
(see [44]). This question still an interesting open problem.
• It is also an interesting open problem to prove a blow up result for j1 = 0 or j2 = 0. A reﬁnement
of the method used in Section 7 and Section 8 may help in this direction.
• The survival time of solutions given by Theorem 3.1 does not appear to depend on the strong
monotonicity of η; indeed, if we assume merely that η(s)s  η00s2 for |s|  1, then the sur-
vival time depends only on η00 and not on η0. Presumably one could employ the approximation
methods used in [28,14], this time on the coupling term η(zt) rather than the boundary damp-
ing term ρ(ut), in order to obtain local existence of solutions without the assumption of strong
monotonicity on η. One would not expect, however, to obtain uniqueness of solutions. The results
of this paper would apply only to solutions for which the energy identity holds. See [14] for more
details.
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