Spin models are used in virtually every study of complex systems-be it condensed matter physics [1][2][3][4], neural networks [5] or economics [6, 7] -as they exhibit very rich macroscopic behaviour despite their microscopic simplicity. It has long been known that by coarse-graining the system, the low energy physics of the models can be classified into different universality classes [8] . Here we establish a counterpart to this phenomenon: by "fine-graining" the system, we prove that all the physics of every classical spin model is exactly reproduced in the low energy sector of certain 'universal models'. This means that (i) the low energy spectrum of the universal model is identical to the entire spectrum of the original model, (ii) the corresponding spin configurations are exactly reproduced, and (iii) the partition function is approximated to any desired precision. We prove necessary and sufficient conditions for a spin model to be universal, which show that complexity in the ground state alone is sufficient to reproduce full energy spectra. We use this to show that one of the simplest and most widely studied models, the 2D Ising model with fields, is universal.
The description of systems with many interacting degrees of freedom is a ubiquitous problem across the natural and social sciences. Be it electrons in a material, neurons interacting through synapses, or speculative agents in a market [8] , the challenge is to simplify the system so that it becomes tractable while capturing some of the relevant features of the real system. This challenge is met, among others, by spin models. Originally introduced in condensed matter physics to study magnetic materials-yielding much insight into frustration [2] , disorder [3] and phase transitions [8] -spin models have nowadays permeated many disciplines as a tool to tackle complex systems: In physics, they are used to describe e.g. alloys [8] , gases and liquids using lattice gas models [8] , toy models of matter in discrete models of quantum gravity [9] , error-correcting codes [7] , and percolation theory [8] ; in mathematics, the Potts model-a generalisation of the Ising model-is related to the Tutte polynomial [10] , and to the colouring problem in graph theory [10] ; in artificial intelligence, they have been used to model neural networks [5] , memory models, machine learning, and image restoration [7] ; in biology, they have been used to study prebiotic evolution [6] and protein folding [11] ; and in economics, they are used to model trading in stock markets [12] .
The reason for this success is that, microscopically they are simple, yet their versatile interactions lead to a very rich macroscopic behaviour. More precisely, a spin model is specified by a set of degrees of freedom (with q internal levels), the "spins", and a cost function or Hamiltonian H which specifies the interaction pattern as well as the type and strength of interactions among the spins. Naturally, this definition encompasses a huge class of models, including, e.g., attractive and/or repulsive interactions, regular and irregular interaction patterns, models in different spatial dimensions, with different symmetries (e.g. "conventional" spin models with global symmetries, versus models with local symmetries, such as lattice gauge theories), many-body interactions (as in e.g. vertex models and edge models [13] ), and more. We will use the word "model" to refer to a family of spin Hamiltonians (generally infinite) which are typically related in some natural way-for example, the "2D Ising model with fields" is the family of Ising models with local fields on a 2D square lattice with inhomogeneous couplings and fields.
One of the most important insights of modern theoretical physics is that if one coarse-grains and eliminates the inessential short-range details of a model, the macroscopic features of the model are revealed, and one observes that unrelated physical materials behave in a similar, universal way near a phase transition. This has led to the classification of Hamiltonians into different universality classes [8] .
Here we show a counterpart to this phenomenon: there exist certain models, which we call 'universal', whose low energy sector can reproduce the complete physics of any other spin model. More precisely, we say that a spin model with Hamiltonian H 'simulates' another one H if there exists a choice of parameters of H such that (i) the energy levels of H below a threshold ∆ are identical to the energy levels of H , (ii) there is a fixed subset S of the spins of H whose configuration for each energy level below ∆ is identical to the spin configuration of the corresponding energy level of H , and (iii) the partition function of H equals that of H up to an exponentially small term in ∆ [31] . A spin model is 'universal' if it can simulate any other spin Hamiltonian H , with at most a polynomial overhead in the number of spins and parameters (see the Supplementary Information for more detail). Thus universal models exhibit all possible phases, critical phenomena, complex energy landscape, etc. in some region of its phase diagram, depending on the choice of its parameters (see Fig. 1 ).
This definition of Hamiltonian simulation is very strong, and the ability to simulate any other Hamiltonian seems very demanding. Do any such universal models exist? To show that they do, we will first establish necessary and sufficient This means that there exists a fine-graining procedure from any spin model -including models with many-body interactions, long-range interactions, or defined on high dimensional lattices-that transforms it to the low-energy sector of the universal model. On the other hand, coarse-graining different spin models leads to a classification into different universality classes. b, For any spin Hamiltonian, the parameters of the universal model can be chosen so that its spectrum below a threshold ∆ is identical to the entire spectrum of the target Hamiltonian. Moreover, the spin configuration of each energy level, σ j , is reproduced in a subset of the spins of the universal model. Finally (not shown) the two partition functions are identical up to a rescaling and an exponentially small factor in ∆.
conditions for a model to be universal. With this in hand, we will show that one of the most widely studied spin models, the 2D Ising model with fields, is universal. Our first condition relates to the computational complexity of the ground state energy (GSE) problem of the spin model, which asks whether the ground state energy of the system is below some given value K. It is a classic result that the GSE problem for general spin models is NP-complete [14] . This can be proven by showing that the well-known NP-complete SAT problem [32] can be encoded into the GSE problem (there is a polynomial-time reduction from SAT to GSE). More precisely, given a boolean formula φ, we can construct a spin Hamiltonian H such that φ is satisfiable if and only if there is a spin configuration σ such that H(σ) ≤ K, where H and K are determined by φ, and the number of spins and parameters in H is at most polynomially larger than the number of boolean variables. We will require a slightly stronger condition: a faithful reduction from SAT. This should additionally preserve the structure of the problem solution, in the sense that the values of the variables in the satisfying assignment should be in oneto-one correspondence with the states of a subset of the spins in the ground state configuration of the Hamiltonian.
Our second condition is essentially a minimal requirement for a collection of Hamiltonians to meaningfully form part of the same spin 'model'. We say that a model is closed if, for any pair of Hamiltonians H 
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BC that are in the universal model itself. The faithful reduction part follows from the fact that the universal model must be able to simulate the 2D Ising model with fields, which itself admits a faithful reduction from SAT [14] .
The "if" direction is less obvious. Let us first assume for simplicity that H has single-body terms with tuneable strength, and that both H and the model that is to be simulated, H , have two-level spins. We take one k-body term h in the target Hamiltonian H , and expand it as
where e i is the elementary basis of Boolean functions: e i (y) = 1 if and only if i = y. The idea is to "localise" the information contained in the spin configuration σ in some additional "flag" spins σ b i , whose state indicates whether σ is in configuration i or not. To this end, we consider the boolean formula
where denotes the exclusive-nor operation (i.e. x y = 1 if and only if x = y for boolean variables x, y). We apply the faithful reduction to transform the satisfiability problem of (2) to the GSE problem of a Hamiltonian H i 1 from our model. (Note that we can always rescale and shift the origin of energy so that the ground state has energy 0 and the next lowest energy level is > 1.) H i 1 then has the following properties
where Σ A i is a set of spin configurations of any auxiliary spins A i that are introduced by the reduction, and we choose ∆ > max i E i . Thus, in the spin configurations with energy below ∆, we have σ b i = e i (σ S ). That is σ b i = 1 if and only if σ S = i, and σ b i = 0 otherwise.
Since we are assuming that the model contains single-body terms with arbitrary strength, we now just need to choose the local magnetic field on spin σ b i to have strength E i and construct the Hamiltonian:
The configuration σ S = x, σ b i = e i (σ S ), σ A i ∈ Σ A i for all i, has energy E x for any x, and all other configurations give energy > ∆. Thus the low-energy sector of H exactly reproduces that of h . Finally, to simulate the entire Hamiltonian H , we simulate each term h separately, and combine them using the closure property.
What about the general case, in which we cannot assume that the model has locally tuneable magnetic fields (single-body terms)? The argument in this case is more involved, but applies the same general ideas. We use two more faithful reductions from other boolean formulas, and combine them in such a way as to reproduce the effect of the single-body term in the above construction. Finally, to ensure that the partition functions are the same, we modify the above construction to ensure that each energy level introduces the same degeneracy d of the auxiliary spins. In this way, the partition function is given
), so the partition function approximates that of H up to rescaling, with error exponentially small in ∆. (See the Supplementary Information for full technical details.)
Note that it is a trivial observation that a spin model whose GSE problem is NP-complete can encode the GSE problem of any other spin model, since the latter is in NP. Our result, however, shows that a spin model whose GSE problem is NP-complete is rich enough to reproduce the entire energy spectrum and spin configurations of any other model, which is much stronger. Indeed, it is remarkable that complexity in the ground state alone is a signature of the ability to simulate all the physics of any other model. NP-completeness of the GSE problem is a non-trivial property, so it is interesting to note that for some classes of models a complete complexity classification is known [15] .
We do not need to know the energy levels and configurations of the overall Hamiltonian H in order to simulate it. It is sufficient to know the energy levels and spin configurations of the individual Hamiltonian terms h , and these can always be computed efficiently. It is easily seen from this that the construction is efficient in the number of parameters required to describe the Hamiltonian. Namely, if a target Hamiltonian H on n spins is composed of m separate k-body terms, then H is simulated by a Hamiltonian H on poly(n, m, 2 k ) spins specified by poly(m, 2 k ) parameters, and the required parameters for H can be computed efficiently.
We have succeeded in characterising universal models. But do there exist any spin models that fulfil these two conditions? In fact, the conditions are less stringent than they might appear. A simple but very important example is the 2D Ising model with local fields, whose Hamiltonian has the form:
(where the first sum is over neighboring spins in a 2D square lattice). That it admits a faithful reduction is immediate from chaining together Karp's reduction from SAT to Vertex Cover [16] with Barahona's reduction from Vertex Cover to the GSE problem for the model [14] . (A direct proof of this classic result was also recently given in [17] , who showed that the Ising model can encode any (classical) computation.) The fact that the model is closed follows from the "crossing gadget" used in the reduction from Vertex Cover to Planar Vertex Cover [18] , together with the fact that the ferromagnetic Ising interaction can be used to force the configurations of neighbouring spins to be identical in the ground state. Thus, our result implies that the 2D Ising model with fields is universal. This means that all classical spin physics is reproduced in the phase diagram of this simple model. Our characterisation of universal models implies and explains the recently found "completeness results" (where a model was called "complete" if its partition function can equal (up to a factor) the partition function of any other model [19] ): any universal model is complete by choosing ∆ = ∞. The 2D Ising model with fields with (somewhat unphysical) imaginary coupling strengths and fields [19, 20] , the 3D Ising model only for a restricted class of models [21] , and the four dimensional Ising lattice gauge theory [22] were all shown to be complete in this sense, and similar results were found for φ 4 theories [23] and models with continuous variables [24] . These hitherto ad hoc results are explained by the fact that all of these models satisfy our closure and faithful reduction conditions, hence are universal. Our results prove that the 2D Ising model with physical real-valued coupling strengths and fields is not only complete, but can also reproduce the entire energy spectrum and corresponding spin configurations.
In a sense, the role of universal models for classical spin Hamiltonians is analogous to that of universal Turing Machines for classical computation (see Fig. 2 ). Just as choosing the input to a universal Turing Machine allows it to simulate any other computation, choosing the parameters of a universal model allows it to simulate any other Hamiltonian H . Our proof is constructive: it provides the parameters needed for the universal model to simulate H -indeed, these parameters can be computed efficiently from the description of H .
This suggests a potential application of universal models in experimental studies of complex systems, such as optical lattices and others [25] : if the experimental system is able to implement some universal model-and one can choose whichever universal model is experimentally convenient-then the system is able in principle to reproduce the physics of any classical model, with only polynomial overhead. For example, the physics of a 3D model with many-body interactions on a complex lattice can in principle be simulated using a simpler 2D nearest-neighbour model. Applying this approach in practice would require carefully choosing and optimising a universal model for the specific experimental setup, opening up an promising new line of investigation. It is interesting to ask whether such (efficient) universal models exist for the simulation of quantum Hamiltonians, especially given the substantial interest in experimental simulations of quantum many-body models. The QMA-completeness of various important quantum Hamiltonians [26, 27] and the ability to efficiently simluate Hamiltonian dynamics [28] , together with recent ideas on how to simulate the low-energy spectrum of one QMA-complete Hamiltonian with another [29, 30] could pave the way to quantum generalisations of our results.
Supplementary Information
Here we will prove the main result of this work. Let us start by fixing some notation and definitions. We will call a set of spin Hamiltonians a "spin model" (or simply "model"). Typically, this set will be infinite, and all the Hamiltonians in it will be related in some way. We will also generally assume that the interactions are inhomogeneous. For example, the planar Ising model is the set of all Hamiltonians with 2-body Isingtype interactions between pairs of spins and a planar interaction graph. The 2D Ising model additionally restricts the interaction graph to be a 2D square lattice. Thus, a Hamiltonian in the family of the 2D Ising model with fields is specified by the size of the lattice and the set of coupling strengths.
We will assume without loss of generality that the spins of the target Hamiltonians are 2-level, since a q-level variable can always be embedded into log 2 q 2-level variables. For simplicity, we will also assume that the spins of the universal Hamiltonian are 2-level (this can easily be generalised at the expense of some notation).
We denote by H(σ) the energy of configuration σ under Hamiltonian H. H S denotes a Hamiltonian acting on a set of spins S . If σ is a configuration of all the spins in the set S ∪ A, then σ S denotes the restriction of σ to the set of spins S . Now we are ready to give a precise definition of Hamiltonian simulation. Definition 1 (Hamiltonian Simulation) We say that a spin model can simulate a Hamiltonian H if it satisfies all three of the following: (i). For any ∆ > max σ H (σ ) there exists a Hamiltonian H from the model whose low-lying energy levels {E σ = H(σ) : E k < ∆} are identical to the energy levels {E σ = H (σ )} of H .
(ii). There exists a fixed subset S of the spins of H such that, for all E k < ∆, the configuration σ S of S in the energy E k state of H is identical to the configuration σ in the energy E k = E k state of H . That is, we demand that the overhead incurred by simulating a target Hamiltonian using a universal model is polynomial with respect to the number of parameters required to describe the target Hamiltonian. Note that, in general, a target Hamiltonian H on n spins can be n-body, requiring 2 n parameters to specify it. In this case, any Hamiltonian that simulates it will necessarily have to contain at least 2 n parameters. On the other hand, if the target Hamiltonian is made up of m k-body terms, it can be described by m2 k parameters. In this case, our definition of universality requires that the universal model should only contain poly(m, 2 k ) parameters. Note also that we allow for the partition function to be rescaled by a constant d, since H has generally more degrees of freedom than H , so that its partition function may scale differently. For ∆ = ∞, this amounts to a global energy shift.
Up to now, we have placed no restriction whatsoever on what a spin model can look like; it could consist of an arbitrary collection of completely unrelated Hamiltonians. However, in any reasonable spin model we expect there to be some relationship between different Hamiltonians within the same model. The following definition imposes some additional structure on spin models, such that different Hamiltonians in the same model are at least loosely related. 
BC .
If the model places no constraints on the interaction graph (e.g. it consists of k-body terms that are not geometrically local), then it is trivially closed: simply take the union of the interaction sets. Closure becomes a non-trivial property only for spin models in which the form of the interaction graph is restricted in some way (e.g. to a planar graph, or to a square lattice). Now we consider polynomial-time reductions between decision problems, but we need a reduction which additionally preserves the structure of the witnesses: [4] Definition 4 (Faithful reduction) We say that a reduction from SAT to the Ground State Energy problem of a spin model is faithful if there exists an identification between Boolean variables and a fixed subset S of the spins, such that the ground state configuration of S corresponds to a satisfying assignment of the SAT problem.
An important example of a spin model that is both closed and has a faithful polynomial-time reduction from SAT is the 2D Ising model with local fields. That it admits a faithful reduction is immediate from chaining together the reduction from SAT to Vertex Cover [1] with Barahona's reduction from Vertex Cover to Ground State Energy for the 2D Ising model with fields [2] . The fact that the model is closed follows from the "crossing gadget" used in the reduction from Vertex Cover to Planar Vertex Cover [3] , along with the fact that the ferromagnetic Ising interaction can be used to force the configurations of neighbouring spins to be identical in the ground state. Theorem 5 (Main result) A spin model is universal if and only if it is closed and its Ground State Energy problem admits a polynomial-time faithful reduction from SAT.
Proof The "only if" direction is trivial. The closure part follows immediately from the definition of universality (Definition 2): the model must be able to simulate any H Step 1
Step 2
Step 3
The proof of Theorem 5 for the case k = 2, here for x = 3.
Step 1 introduces auxiliary spins A i and b i , and Steps 2 and 3, B i and C i , respectively, for all i. Note that we do not assume any structure in the interactions of the spins.
the universal model itself. The faithful reduction part follows immediately from the fact that the 2D Ising model with fields admits a faithful reduction from SAT: one Hamiltonian that must be simulatable by the universal model is the 2D Ising Hamiltonian. To prove the "if" direction, it will be sufficient to show that we can simulate a single k-body Hamiltonian term. We will then apply this to each term in the Hamiltonian separately, and use closure of the model to assemble the resulting simulations of the local terms into a simulation of the full Hamiltonian. We therefore focus initially on a k-body target Hamiltonian H . We will first prove that the model satisfies Parts (i) and (ii) of Definition 1, before extending the construction to prove Part (iii).
To achieve the required separation of energy scales (cf. Definition 1), we will use the reduction from SAT three times, and combine the resulting Hamiltonians (see Fig. 1 ). Each use of the reduction will in general introduce new auxiliary spins (see Definition 4) . We assume without loss of generality that the reduction gives a Hamiltonian whose ground state energy is 0, and all excited states have energy at least 1, as this can always be achieved by shifting and rescaling the energy.
Let {e i (x) : Z k 2 → Z 2 } be the elementary basis for Boolean functions on k bits, e i (x) = 1 iff x = i, and expand the target Hamiltonian in terms of this basis: H (x) = Step 1 We apply the reduction to the Boolean formula e i (σ S ) σ b i , for i = 1, . . . , 
for some non-empty sets of configurations Σ b A i of the auxiliary A i spins.
Step 2 We apply the reduction to the Boolean formula which forces the flag spin to be 0: σ b i 0. This gives a Hamiltonian H i 2 acting on spins
where Σ B i is some non-empty set of configurations of the auxiliary B i spins. In particular, choose an arbitrary configuration σ B i and let
Note that computing κ i requires computing an energy level of the Hamiltonian H i 2 . Since H i 2 is constructed by reduction from a formula involving only a single variable, this is a Hamiltonian on a constant number of spins, so κ i can be computed in constant time [5] .
Step 3 We apply the reduction to the Boolean formula which forces the configuration of B i to be σ B i if σ b i = 1, and does nothing if σ b i = 0:
This gives Hamiltonian H i 3 acting on spins
for some non-empty sets of configurations Σ b C i of the auxiliary C i spins.
By rescaling these Hamiltonians and adding them together, we construct the following Hamiltonian (which can be simulated by a Hamiltonian within the same model, since the model is closed by assumption):
From Eqs. (1), (2) and (5), H(σ) evaluated on a configuration with
gives energy E x . For all other configurations, H(σ) ≥ ∆. So H simulates the lowlying energy levels and configurations of H , as required (see Fig. 2 ). This proves that the model satisfies Parts corresponds to a unique configuration σ S of spins S [6] , the construction introduces additional auxiliary spins at various points. There may be multiple possible configurations of these auxiliary spins for the same energy E k , and this degeneracy could be different for different energy levels, in which case H will not reproduce the partition function of H .
Thus, we must modify the construction to ensure that the auxiliary spins introduce the same degeneracy for each energy level below the cut-off ∆. The idea is to introduce additional auxiliary spins and additional terms in the Hamiltonian, which do not change the energy levels or configurations of the physical spins S , but which increase the degeneracy of each energy level in such a way that all the degeneracies are identical.
Step 1' We use the shorthand notation |A i | ≡ |Σ A i |. From Eq. (1), the number of zero-energy configurations of H 1 with σ S = x is given by |A 
, which is independent of x.
More precisely, we introduce 2 The configuration σ S of the physical spins uniquely determines σ i b i . Thus the sets of zero-energy configurations of the A i, j are independent given σ S . Since the sets A i, j are also completely disjoint, the total degeneracy of the zero-energy configurations with σ S = x is given by the product of all the individual degeneracies: (7) which is independent of the configuration σ S = x of the physical spins, as claimed. H 1 will be multiplied by ∆, so all non-zero energy configurations of H 1 have energy ≥ ∆, and their degeneracies do not concern us.
Steps 2' and 3' We leave the Hamiltonians H 2 and H 3 from Eqs. (2) and (5) 
