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Abstract
In this paper we present a Neural Network (NN) architecture for detecting grammatical er-
rors in Statistical Machine Translation (SMT) using monolingual morpho-syntactic word rep-
resentations in combination with surface and syntactic context windows. We test our approach
on two language pairs and two tasks, namely detecting grammatical errors and predicting over-
all post-editing effort. Our results show that this approach is not only able to accurately detect
grammatical errors but it also performs well as a quality estimation system for predicting over-
all post-editing effort, which is characterised by all types of MT errors. Furthermore, we show
that this approach is portable to other languages.
1. Introduction
Despite the recent improvements in machine translation (MT), the task of produc-
ing grammatically correct sentences remains challenging for MT systems and post-
editing is still necessary to obtain high quality translations. Furthermore, Statisti-
cal Machine Translation (SMT) systems seem to suffer more from grammatical er-
rors than Neural Machine Translation (NMT) systems (Bentivogli et al., 2016), which
pushed ahead the state of the art and challenged the dominance of SMT systems in re-
cent (Bojar et al., 2016). The accurate detection of grammatical errors at the word level
can be used as a major component for estimating the quality and post-editing effort
in machine-translated texts. Moreover, such systems can assist post-editors by high-
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lighting errors, can inform MT developers about the strengths and/or weaknesses of
MT systems and can further be developed as Automatic Post-Editing (APE) systems.
In this paperwe present a RecurrentNeuralNetwork (RNN) architecture forword-
level detection of grammatical errors in SMT output by usingword vectors that repre-
sent the PoS,morphology and dependency relation of words within surface and syntactic
contextwindows. We test this approach for the English-Dutch (EN-NL) language pair
and show that it can be used to detect grammatical errors with high accuracy, even
when a relatively small data set is provided. Our results also indicate that, to detect
grammatical errors in MT output, morpho-syntactic word representations are more
informative than word embeddings, which capture precise syntactic and semantic
word relationships (Mikolov et al., 2013). Furthermore, we apply this approach to
predict overall post-editing effort for the EN-NL and English-German (EN-DE) lan-
guage pairs by only relying on monolingual morpho-syntactic word representations,
which do not provide any information about the semantic properties of words.
2. Related Work
Quality Estimation (QE) is the task of providing a quality indicator for machine-
translated textwithout relying on reference translations (Gandrabur and Foster, 2003).
Word-level QE, which can identify and locate problematic text fragments within a
given MT output, has gained more attention in recent years (Bojar et al., 2016).
The detection of grammatical errors in MT output, without relying on reference
translations, can be considered as a QE task that caters for a particular MT error type.
Stymne and Ahrenberg (2010) used a rule-based grammar checker to assess and post-
edit grammatical errors of their English-Swedish SMT system. Ma and McKeown
(2012) decomposed parse trees of Chinese-English MT output into elementary trees
and reconstructed the original parse trees using attribute value matrices that define
the syntactic usage of each node in each tree. They considered reconstruction fail-
ures as indicators of grammatical errors. Recently, Tezcan et al. (2016) obtained de-
pendency parse trees on English-Dutch MT output and queried the sub-trees of each
parse tree against a treebank of correct sentences in the target language. The number
of matching constructions were then used to mark words as grammatically incorrect.
Neural Networks (NNs) have been applied to many tasks in the Natural Language
Processing (NLP) community, with language modelling (Bengio et al., 2003) and MT
(Bahdanau et al., 2014) being two examples. In recent years, NNs have also shown
promising results for sentence andword-level QE in different languages and domains
(Kreutzer et al., 2015; Patel and Sasikumar, 2016). Moreover, focusing on the detec-
tion of grammatical errors from a different perspective, Liu and Liu (2016) proposed
to derive positive and negative samples fromunlabelled data, by generating grammat-
ical errors artificially, and showed that RNNs outperform Support Vector Machines
(SVMs) in judging the grammaticality of each word. All these NN-based systems uti-
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lized distributedword embeddingswithin contextwindows that preserve the original
word sequence of given texts.
3. Morpho-syntactic Word Representations
Our assumption is that syntactic, morphological and dependency-related informa-
tion about words provides useful information for detecting grammatical errors made
byMT systems. Therefore, we have transformed each word in a givenMT output into
a feature vector using multi-hot encoding, which represents three types of information
at the same time: PoS, morphology and dependency relation. These binary vectors are
the same length as the size of the total vocabulary of all three types of information.
In each word vector, all elements are assigned the value of 0, except the elements rep-
resenting the linguistic features of each word, which are assigned 1. As a result, in
this representation, each word is accurately represented with respect to its morpho-
syntactic features, while avoiding the data sparsity issue, given the small vocabulary
sizes of PoS, morphology and dependency labels.
Another approach toword representations is learning a distributed representation
(word embeddings) for each word, which is dense and real-valued. Each dimension
in distributed word representations, which are called word embeddings, represent a
latent feature of a word, hopefully capturing useful syntactic and semantic proper-
ties (Turian et al., 2010). Unlike word embeddings, the morpho-syntactic represen-
tation strips out semantic features from words, which can be considered as unneces-
sary information for the task of detecting grammatical errors in MT output. Figure
1 shows an example source sentence (EN), its machine-translated version (NL) and
the morpho-syntactic representation for the word ‘zijn (are)’. The MT output in this
figure contains a grammatical error in the form of subject-verb agreement in number
between the words ‘zijn (are)’ (plural) and ‘kans (chance)’ (singular). We obtain the
morpho-syntactic features for Dutch using the Alpino parser (Van Noord, 2006).
Figure 1. Binary vector for ‘zijn (are)’ consisting of 1s for its PoS, morphology and
dependency features and 0s for the remaining items in the vocabulary.
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4. Surface and Syntactic N-Grams
Surface n-grams are sequences ofwords as they appear in texts, withn correspond-
ing to the number of words in the sequence. While surface n-grams have been used
effectively in various types of NLP tasks, they primarily rely on local context and are
not informative on a syntactic level. Dependency trees, on the other hand, represent
words in a sentence as nodes and grammatical relations between the words as edges.
Unlike the surface n-grams, syntactic n-grams, which can be constructed by using
paths in dependency trees, offer context windows based on syntactic neighbours of
words and are able to capture long-distance dependencies.
Given each target word in the MT output, we consider four different fixed-sized
context windows, which are based on the following surface and syntactic n-grams:
Surface n-gram (n): Sequence of words as they appear in MT output, centered
around the target word (n=5)
Syntactic n-grams (sn):
• Parents (snp): Vertical sequence of parent nodes in a given dependency tree for
a given target node (n=3)
• Siblings (sns): Horizontal sequence of sibling nodes sharing the same parent
in a given dependency tree, centered around the target node (n=5)
• Children (snc): Sequence of children nodes for a given target node (depth 1),
containing the target node in the centre (n=5)
We include additional placeholder tokens in the vocabulary of the morpho-syn-
tactic features to indicate boundaries (namely ‘<s>’ to indicate a sentence boundary,
‘[ROOT]’ to indicate the root of the dependency tree and ‘[NA]’ to indicate horizon-
tal boundaries in the sub-trees). Moreover, we preserve the original word order in
each syntactic n-gram, with the aim of capturing word ordering errors in machine-
translated texts. The n values for the four n-gram types are chosen as the best values
between 3 up to 5, which maximized the estimation performance when all n-gram
types are used together1. The four different context windows extracted for the word
‘zijn (are)’ are illustrated in Figure 2.
One difficulty of using dependency parsers on MT output is that the syntactic re-
lationships between words can only be accurately captured provided that a correct
dependency parse tree is obtained to start with. This can be illustrated in the exam-
ple in Figures 1 and 2. In this example, the surface 5-gram context window is unable
to capture the dependency relation between the two words generating the grammat-
ical error: ‘zijn (are)’2 (plural) and ‘kans (chance)’ (singular). While the syntactic n-
gram (children) is able to capture it, the disagreement cannot be directly observed
1The 99-percentile for the number of parents (up to the root), siblings and children over all tokens in the
dependency trees generated for the EN-NL data set are observed as 10, 4 and 4, respectively.
2In the example given in Figures 1 and 2, the dependency label body refers to the body of a ver-
bal projection within a WH-phrase, headed by the word ‘wat’, which is marked as ROOT. Detailed in-
formation (in Dutch) about the syntactic annotations used by the Alpino parser can be found at http:
//www.let.rug.nl/vannoord/Lassy/sa-man_lassy.pdf
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Figure 2. A machine-translated sentence (lower left), its dependency parse tree (upper
right) and the four diﬀerent context windows used for the target word ‘zijn (are)’.
in the parse tree since the parser (incorrectly) labels ‘realistische (realistic)’ as the sub-
ject of the sentence. Tezcan et al. (2016) show that dependency parsers can neverthe-
less be useful to detect grammatical errors due to the unusual dependency structures
they produce on MT output that contains errors. Similarly, our motivation for using
syntactic n-grams is to learn such unusual structures by exploiting morpho-syntactic
word representations in combination with dependency structures.
5. Neural Network Architecture
We propose a neural network architecture that uses Gated Recurrent Units (GRUs)
(Cho et al., 2014). Similar to Long Short Term-Memory (LSTM)(Hochreiter and Schmid-
huber, 1997), GRU is a variant of RNNs that are well suited to learn from history to
process time series. Despite their similarities, LSTMs and GRUs have been shown to
outperform each other in particular NLP tasks. LSTMs, for example, seem to be a bet-
ter approach for language modelling (Irie et al., 2016). GRUs, on the other hand, have
been shown to perform better in the task of word-level quality estimation of machine
translation (Patel and Sasikumar, 2016).
We provide four different context vectors (as described in Section 4) as inputs to
fourGRU layers, which are concatenated before they are connected to the output layer,
which consists of two units. The softmax over the activation of these two units is taken
as a score for the two classes OK and BAD, which represent the correct and erroneous
words, respectively. To reduce overfitting, we apply dropout (Srivastava et al., 2014)
within the GRU layers (for the input gates and the recurrent connections) and after
the concatenated hidden units. Figure 3 illustrates the proposed NN architecture.
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Figure 3. The proposed neural network architecture.
In all of our experiments, we have used binary cross-entropy as loss function and
RMSProp (Tieleman and Hinton, 2012) as optimiser. We fixed the mini-batch size
to 50 and trained each model for 50 epochs3. We implemented all models using the
TensorFlow framework (Abadi et al., 2016). We adjusted the sizes of the GRU layers
according to the sizes of the two data sets we used in our experiments, which are
detailed in Section 6.
6. Experiments
We evaluated the proposed method on two tasks: detecting grammatical errors
and predicting post-editing effort in SMT. In the first experiment we evaluate the per-
formance of the proposed method on detecting grammatical errors for EN-NL. The
second experiment aimed to find out if the same method could successfully be ap-
plied to a different language pair (EN-DE) and whether it could be used to predict
overall post-editing effort. In both experiments, we considered F1_MULTI as the pri-
mary evaluation metric, which is the multiplication of F1 scores for the OK and BAD
classes.
6.1. Detecting Grammatical Errors
To evaluate the performance of the proposedmethod in the task of detecting gram-
matical errors, weused the SCATE corpus of SMTerrors (Tezcan et al., in press), which
consists of 2967 sentence pairs. The source sentences in this data set were extracted
from three different text types of the Dutch Parallel Corpus (Macken et al., 2011). The
translations in this data set were obtained from Google Translate4. This corpus con-
tains manual error annotations, which are classified based on the distinction between
3The mini-batch size of 50 has been selected as the best value after training the system with different
sizes from 25 to ‘full batch’. In all out experiments, each network converged to a point of minimal error
after 40 epochs.
4http://translate.google.com (June, 2014)
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fluency and accuracy by referring to the type of information that is needed to de-
tect them. According to this taxonomy, fluency errors are detected on the target text
alone (monolingual level), while to detect both the source and target text need to be
analyzed (bilingual level). The fluency errors are further divided into the following
sub-categories: grammar, lexicon, orthography,multiple errors and other fluency errors. To
evaluate the proposed method we used the annotations of grammar and multiple er-
rors. The label multiple errors was used when different fluency errors occurred at the
same time, e.g. a word order combined with a wrong lexical choice. It is safe to say
that most of the words labelled as multiple errors contain grammatical problems. As a
result, the data set that we used in this experiment consisted of 58002 words, with an
OK to BAD ratio of approx. 3.4:1. All systems in this experimentwere evaluated using
the average 10-fold cross-validation scores. To handle the issue of skewed distribution
of labels, during training, we assigned class weights that are inversely proportional
to their frequency in each training fold. For the EN-NL experiments, we trained the
NN systems with GRU layer sizes of 50. We used the Alpino parser to extract the
morpho-syntactic features for each word in a given MT output. The resulting word
vectors consist of 128 features.
In the first part of this experiment we compared the proposed NN architecture
(NN-MS) and the impact of using different morpho-syntactic features in this archi-
tecture to a baseline system proposed by Tezcan et al. (2016). The baseline system
is based on querying subtrees of the dependency trees obtained on the MT output
against a treebank of dependency trees built from correct sentences5. Considering
their ability to capture syntactic and semantic properties of words, we also compare
the effectiveness of word embeddings (NN-word2vec) to morpho-syntactic features as
alternative word representations. For this purpose, we pre-trained 200-dimensional
word2vecword embeddings (Mikolov et al., 2013) using 328M words from the SoNaR
corpus (Oostdijk et al., 2008)6. In this experiment, we evaluated all NN systems using
the surface 5-gram context windows (n).
The results in Table 1 clearly show that the NN architectures perform better than
a simple frequency-based method (Baseline). We see that using only PoS features
in the NN architecture is enough to beat this baseline system. Moreover, introduc-
ing additional morpho-syntactic features further improves the system. The positive
effect of using dependency labels supports our hypothesis that they provide useful
information for learning grammatical errors, even though the parser makes mistakes
(as shown in Figure 2). Finally, we see that the performance of this NN architec-
ture drastically improves when all three morpho-syntactic features are used instead
5Even though this system is evaluated on a subset of the data set used in this paper, it can safely be
compared to the proposed method, given that it uses the same annotation set (grammar andmultiple errors)
and the assumption that it would achieve similar results on a larger test set because it is not based on
machine-learning methods.
6We replace singleton words in the training data with <unk> to handle unknown words and apply zero
padding to the n-grams containing sentence boundaries
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F1_BAD F1_OK F1_MULTI
Baseline (Tezcan et al., 2016) 0.3811 0.6789 0.2587
NN-MS - PoS (n) 0.4343 0.7493 0.3253
NN-MS - PoS+Morph (n) 0.4561 0.7951 0.3626
NN-MS - PoS+Morph+Dep (n) 0.4729 0.8138 0.3848
NN-word2vec (n) 0.4110 0.7779 0.3204
Table 1. Performance of the baseline system and the NN systems using diﬀerent word
representations.
of word embeddings. This observation suggests that the semantic and syntactic re-
lationships captured by word embeddings are not as informative as the proposed
morpho-syntactic features for this task.
In the second part of this experiment, we analyzed the predictive power of the
surface and syntactic n-grams as context windows. Table 2 provides an overview
of the performance of the different systems using the same three morpho-syntactic
features with different combinations of context windows.
F1_BAD F1_OK F1_MULTI
NN-MS (n) 0.4729 0.8138 0.3848
NN-MS (snp) 0.4053 0.7806 0.3162
NN-MS (sns) 0.4079 0.7861 0.3255
NN-MS (snc) 0.4077 0.7865 0.3203
NN-MS (n + snp + sns + snc) 0.4799 0.8338 0.3998
NN-MS (snp + sns + snc) 0.4383 0.8135 0.3565
Table 2. Performances of the NN systems using the three morpho-syntactic features with
diﬀerent combinations of context windows.
As is evident from the results of the four different context windows in isolation,
the surface n-gram context window provides the most useful information when used
alone. The syntactic n-grams seem to contain extra useful information and maximize
the performance of the system when they are used in combination with the surface
n-gramwindows. Furthermore, removing a specific type of context window from the
combined set reduces the performance in all cases. The largest drop in performance
occurs when the surface n-grams are removed, which confirms the usefulness of the
information provided by this context window.
6.2. Predicting Post-editing Effort
Applying the proposedmethod to a different language requires the use of a differ-
ent set of language-specific NLP tools and/or models. To compare the performance
over different languages, we applied the proposed method to predict post-editing ef-
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fort to two different language pairs, namely to EN-NL and EN-DE. For EN-DE we
tested this method on the WMT’16 data set, which has been used in the shared task
on word-level QE. This data set consists of 15K source-target sentence pairs (279976
words in the target language) in the IT-domainwith target sentences being themachine-
translated version of the source sentences by a phrase-based SMT system. The data
was partitioned into 12K, 1K and 2K sentence pairs as training, tuning and test sets,
respectively. All words in this data set have been automatically annotated for errors
with binary word-labels (OK and BAD) using the alignments between the MT output
and its post-edited version provided by the TER tool7 (Snover et al., 2006). In all three
data sets, the OK to BAD ratio is approx. 4:1. Prior to training the NN, we obtained
PoS, morphology and dependency labels for each German word in the MT output
(in CoNLL-U format), using the Mate tools (Bohnet and Nivre, 2012). The resulting
word vectors consist of 127 features. During training, we assigned class weights that
are inversely proportional to their frequencies in the training set. For the EN-DE ex-
periments, we trained the NN system with GRU layer sizes of 100 (instead of 50) and
increased the complexity of the NN, given the relatively larger data set compared to
the EN-NL language pair. For the EN-NL language pair, we used the same NN archi-
tecture and the data set as detailed in Section 6.1 with one difference: instead of using
the gold-standard error annotations for grammatical errors, for this experiment, we
automatically annotated the words for errors using the same procedure in the shared
task ofQE (WMT’16), by using the TER tool. For this purpose, we used the post-edited
version of the MT output from a Master student in translation studies.
We evaluated the EN-NL system with regard to the average cross-validation re-
sults. The evaluation of the EN-DE system, on the other hand, was conducted on the
test set made available by the organizers. This approach allows us to additionally
compare the performance of the EN-DE system with the competing systems in the
shared task. We trained both systems using the morpho-syntactic features consisting
of PoS, morphology and dependency features and the four context windows consisting
of surface and syntactic n-grams. Table 3 provides an overview of the performance of
the proposed method for the two language pairs.
F1_BAD F1_OK F1_MULTI
EN-NL (SCATE) - avg. cross val. 0.4335 0.8649 0.3749
EN-DE (WMT’16) - held out test set 0.4224 0.8319 0.3514
Table 3. Performance of the NN systems for predicting post-editing eﬀort.
7The settings used are: tokenized, case insensitive, exact matching only. Deletions are not annotated as
they cannot be associated with any word and shifts are disabled, but rather annotated as edits in the form
of deletions and insertions.
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FromTable 3, we can see that, despite the difference between the data sizes and the
tools we used, both systems obtained similar results. Furthermore, by comparing the
results obtained for the EN-NL system on the two tasks, we can see that the proposed
method performs better on detecting grammatical errors (F1_MULTI = 0.3998, as pro-
vided in Figure 2) than predicting overall post-editing effort (F1_MULTI = 0.3749),
which represents all types of MT errors. We can gain a better picture of the perfor-
mance of the proposed method on predicting post-editing effort when we compare
the EN-DE system with the systems that participated in the shared task of word level
QE in WMT’16 (Bojar et al., 2016). Three of these systems (out of 14) are provided in
Table 4.
Rank F1_BAD F1_OK F1_MULTI
UNBABEL/ensemble 1 0.5599 0.8845 0.4952
CDACM/RNN 8 0.4192 0.8421 0.3531
EN-DE (WMT’16) - 0.4224 0.8319 0.3514
BASELINE 11 0.3682 0.8800 0.3240
Table 4. Performances of the proposed NN architecture in comparison to three competing
systems (and the ranks they achieved) in WMT’16 shared task on QE.
The proposed system outperforms the baseline system used in this shared task,
consisting of 22 features representing monolingual and bilingual properties of each
translated text. Moreover, it performs slightly worse than another GRU-based NN
system (CDACM/RNN), which usesword2vecword embeddings within monolingual
context windows of surface n-grams (Patel and Sasikumar, 2016). This observation
shows that the morpho-syntactic features can provide almost as useful information
as word embeddings for learning overall post-editing effort.
7. Conclusion
We have proposed an RNN architecture for word-level detection of grammatical
errors in SMT that utilizes monolingual features in context windows of surface and
syntactic n-grams. Our approach relies on PoS, morphological and dependency in-
formation of the MT output and uses multi-hot encoding to represent the morpho-
syntactic properties of words asword vectors. We showed that this approach achieves
high performance on EN-NL SMT output, even when a relatively small training set
is available. Moreover, our results suggest that word embeddings, despite their in-
formativeness on syntactic and semantic properties of words, should not be consid-
ered as a one-size-fits-all approach in the QE task. For detecting grammatical errors
in SMT output, we achieved a marked improvement in performance by using accu-
rate morpho-syntactic features over word embeddings. By applying the proposed
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approach on the task of predicting post-editing effort, we demonstrated its ability
to learn all MT error types on two language pairs, EN-NL and EN-DE. This obser-
vation shows the applicability of the proposed method across languages and reveals
the amount of valuable monolingual information that can be employed for estimating
overall quality in machine-translated texts.
Building separate error-detection systems that are trained on different types ofMT
errors can be considered as an alternative approach to existing QE systems, which try
tomake a direct estimation of overall quality. By combining such specialized systems,
wewould like to build a singleQE system that does not only achieve high performance
on the QE task, but can be informative about the reasons of the estimated quality and
the types and the location of errors MT systems make. We would also like to adapt
this approach with a view to detecting common errors in NMT systems, which seem
to make fewer grammatical errors compared to SMT systems.
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