We consider an expression for the second-order variation (SOV) of bang-bang controls derived by Agrachev and Gamkrelidze. The SOV plays an important role in both necessary and sufficient second-order optimality conditions for bang-bang controls. These conditions are stronger than the one provided by the first-order Pontryagin maximum principle (PMP). For a bang-bang control with k switching points, the SOV contains k(k + 1)/2 Lie-algebraic terms. We derive a simplification of the SOV by relating k of these terms to the derivative of the switching function, defined in the PMP, evaluated at the switching points. We prove that this simplification can be used to reduce the computational burden associated with applying the SOV to analyze optimal controls. We demonstrate this by using the simplified expression for the SOV to show that the chattering control in Fuller's problem satisfies a second-order sufficient condition for optimality.
Introduction
Consider the control system:
where f , g : R n → R n are smooth vector fields, x : R n + → R n , and U is the set of measurable functions taking values in [−1, 1].
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For a control u ∈ U, a solution of (1) is an absolutely continuous function x(t; u, x 0 ) that satisfies (1) for almost all t. Since the right-hand side of (1) is bounded on every bounded ball in R n , there exists some largest time t max (x 0 ) ∈ (0, ∞] such that all solutions of (1) are defined for t ∈ [0, t max (x 0 )). From here on, we fix some arbitrary final time T ∈ (0, t max (x 0 )).
The reachable set at time T is defined by:
R(T ; U, x 0 ) := {x(T ; u, x 0 ) : u ∈ U}.
This is a closed set [1] , and we use ∂R(T ; U, x 0 ) to denote its boundary. A control u ∈ U is called optimal if it steers the system from x(0) = x 0 to a point on the boundary of the reachable set, that is, x(T ; u, x 0 ) ∈ ∂R(T ; U, x 0 ). The analysis of such optimal controls is of considerable importance. Many control problems can be cast in terms of maximizing (or minimizing) some cost functional. A maximizing control is also an optimal control of some augmented control system. Also, Sussmann [2] showed that the analysis of optimal controls is a key ingredient in proving nice-reachabilitytype results for (1) , that is, results in the form R(T ; U, x 0 ) = R(T ; W, x 0 ), (2) where W ⊂ U is some subset of "regular" controls (e.g., bang-bang controls with a finite number of discontinuities). Nice-reachability results have many theoretical and practical applications, as they imply that any point-topoint control problem (e.g., motion planning, finding maximizing controls) can be reduced to finding a suitable control from the "regular" set W. For example, nicereachability results play an important role in the analysis of switched systems under arbitrary switching laws [3, 4] .
The celebrated Pontryagin maximum principle (PMP) provides a necessary condition for a control u to be optimal [5] . The proof of the PMP (see, e.g., [1, 6] ) is based on introducing a perturbationũ of an optimal control u using needle variations of size > 0, and then analyzing the difference between the corresponding trajectories to first-order in . The PMP is thus a first-order MP.
Typically, analysis using the PMP is not enough to provide a complete characterization of an optimal control [7] . Stronger results can be obtained by considering the effect of the perturbed control with respect to higher-order terms of the parameter defining the perturbation. This yields higher-order MPs (see, e.g., [8, 9, 10] ).
Agrachev and Gamkrelidze [10] derived a secondorder MP for b ang-bang controls. This is based on perturbing the switching times, which is equivalent to adding needle variations parametrized by a variable s, and analyzing the resulting trajectory to first-and second-order in s. The main advantage of this approach, with respect to other high-order MPs, is that it provides an explicit Liealgebraic expression for the second-order variation (SOV). However, the actual computation of the terms appearing in this expression is quite complicated. The SOV plays an important role in both necessary and sufficient conditions for optimality of bang-bang controls.
In this paper, we present a simplification of the SOV by relating some of its terms to the derivative of the switching function defined in the PMP. This provides a new link between the Agrachev-Gamkrelidze maximum principle (AGMP) and the classic PMP. We show that this simplification reduces the computational burden associated with applying the SOV in sufficient conditions for local optimality.
The remainder of the paper is organized as follows. In the next section, we review the SOV and its applications in various second-order MPs. Section 3 presents our main result, which is a simplified expression for the SOV. To demonstrate this simplification, we apply it to analyze the chattering control in the famous Fuller's problem. The final section discusses some directions for further research.
Preliminaries

First-Order Variation
The celebrated PMP provides a necessary condition for the optimality of a control u. For a vector field h(·) : R n → R n , we use Dh(·) : R n → R n×n to denote the differential of h. Theorem 1. (PMP) Suppose that u is an optimal control for (1) and let x(t) = x(t; u, x 0 ) denote the corresponding trajectory. Then there exists an absolutely continuous function λ :
such that
where
We refer to m(·) as the switching function, and to λ(·) as the adjoint vector.
Differentiating the absolutely continuous function m, and using (1) and (3) yieldṡ
is the Lie bracket of the vector fields f and g. Note that (6) implies thatṁ(t) is also absolutely continuous. If the set Z := {t ∈ [0, T ] : m(t) = 0} contains a finite number of points t 1 < t 2 < · · · < t k , then (4) implies that u(t) = v for t ∈ (0, t 1 ), u(t) = −v for t ∈ (t 1 , t 2 ), and so on, with v ∈ {−1, 1}. Such a control is referred to as a bang-bang control, and any t i ∈ Z is referred to as a switching point.
The PMP is based on considering a controlũ that is obtained by adding needle variations, of size > 0, to an optimal control u. The difference between the trajectories corresponding to u andũ is analyzed to first-order in . Stronger results can be obtained by studying higher-order variations.
Agrachev and Gamkrelidze [10] considered variations of bang-bang controls that are based on perturbing the switching times. They derived a second-order expression for the effect of variations that yield a zero first-order variation. This expression for the second-order variation was used for deriving: (1) a second-order necessary condition for optimality; and (2) second-order sufficient conditions for (various forms) of local optimality. We now briefly review these topics.
Second-Order Variation
Let p, q denote two smooth vector fields. Let (exp tp)(x 0 ) denote the solution at time t of the differential equationẋ = p(x), x(0) = x 0 . Note that, by definition, (exp 0p)(x 0 ) = x 0 and
For a fixed t, let (exp tp) * (x 0 ) denote the differential of the mapping x 0 → (exp tp)(x 0 ). Note that (exp tp) * (x 0 ) depends, in general, on both t and x 0 . By definition, (exp 0p) * (x 0 ) = I for all x 0 . Define the adjoint operation by
where y := (exp −tp)(x). Clearly, (exp t ad p)q(x) provides information on the commutativity of the flows corresponding to the vector fields p and q [11, 12] . Note that, by definition, (exp 0 ad p)(q(x)) = q(x), and
It is well-known [12] that
and that for any three smooth vector fields p, q, h:
Necessary Condition for Optimality
We can now state the second-order necessary condition for optimality of a bang-bang control derived in [10] (see also [13] ). Let P k denote the set {α ∈ R k :
Theorem 2. (AGMP) Suppose that u is an optimal bangbang control of (1) with k consecutive switching times 0 < t 1 < t 2 < · · · < t k < T , such that u(t) = v for t ∈ (0, t 1 ), u(t) = −v for t ∈ (t 1 , t 2 ), and so on, with v ∈ {−1, 1}. Let x(t) denote the corresponding trajectory. For notational ease, denote t 0 := 0 and t k+1 := T (note, however, that these are not necessarily switching points). Let p(y) := f (y) + vg(y), q(y) := f (y) − vg(y), and
and so on. Then there exists λ(·) : [0, T ] → R n \ {0} satisfying the properties in Theorem 1 such that
where λ 1 := λ(t 1 ) and x 1 := x(t 1 ). Suppose, furthermore, that Theorem 1 uniquely defines λ(t) (up to a multiplication by a positive constant), and let
Then
The proof of this result, in a more general setting, can be found in [10] (see also [13] ). For the sake of completeness we also include a proof in the Appendix. We refer to r k as the SOV, and to (13) [ (15)] as a first-[second-] order optimality condition (see the proof for an explanation of this terminology).
A typical application of the AGMP [13, 14] is in proving that any bang-bang control with "too many" switches cannot be optimal, by showing that for some k, (15) does not hold. This implies, of course, that any bang-bang control with k or more switches is not optimal. We now describe the calculations involved in detail.
If
T also belongs to P k+1 . Therefore, (13) yields
T . Then (16) implies that
is the matrix whose ith column is h i+1,i (x 1 ). In other words, the optimality of the control u implies that
In particular, if Range(M (τ 1 , . . . , τ k , x 1 )) = R n for all τ i > 0, then any bang-bang control with k switches cannot be optimal. Suppose that there does exist τ
Then the corresponding control satisfies the first-order necessary condition for optimality.
To demonstrate the application of the second-order condition (15) , suppose also that k = n (so that M is a square matrix) and that
Then, (18) shows that λ 1 is defined up to multiplication by a scalar: λ 1 = cw, for some w ∈ R n and c ∈ R. It is possible to deduce the sign of c using (4), so λ 1 is determined uniquely up to a multiplication by a positive scalar. The set Q n+1 can then be determined as follows. Equation (19) implies that there exists β ∈ R n \ {0} such that
that is,
Using this and (19) implies that
Finally, one can try to calculate the sign of the secondorder term (15) and if it turns out to be positive, any bang-bang control with n = k switches cannot be optimal.
The main difficulty in the calculations is determining λ 1 and the structure of the set Q k+1 , as this requires calculating the eigenvectors of the symbolic matrix M . Even for relatively small values of k and n, the calculations may become unwieldy.
Sufficient Conditions for Local Optimality
The expression for the SOV (14) also plays an important role in several results that provide sufficient conditions for local optimality.
In this context, an optimal control is one that minimizes some cost-functional. Local optimality can be defined in various ways. Roughly speaking, the control-trajectory pair (u, x) is locally optimal if there exists either a neighborhood of u(·) (or a neighborhood of x(·)) such that any other control (or trajectory) in this neighborhood does not yield a strictly lower value for the cost-functional.
Sarychev derived an interesting second-order sufficient condition for L 1 optimality [15] . This is motivated by the idea of adding Dirac variations at the switching points, although such variations cannot be realized or even approximated using bounded controls. Agrachev, Stefani, and Pezza [16] derived a second-order sufficient condition for optimality of bang-bang controls using a Hamiltonian approach (see also [17] ). Miliutin and Osmolovskii [18] and Maurer and Osmolovskii [19] developed a rather different second-order optimality condition using an approach that is closely related to the calculus of variations [18, 19] . The form of this condition is suitable for computational applications [20] .
All the sufficient conditions described above state that, under certain regularity assumptions, the negativity of the second variation, estimated along the cone on which the first variation vanishes, implies local optimality. To make this more concrete, we cite here the sufficient optimality condition derived in [17] , specialized for the case of a single-input system. The problem considered is minimumtime control for (1). Given a, b ∈ R n , assume that there exists an admissible control steering (1) from x(0) = a to x(T ) = b for some time T > 0. The corresponding trajectory x(·) is called a state local minimizer if there exists a neighborhood of {x(t) : t ∈ [0, T ]} such that any other trajectoryx of the control system in this neighborhood,
First we define a required regularity condition.
Definition 1. The bang-bang trajectory x(·) is said to satisfy the strict Legendre condition ifṁ(t i ) = 0 for all i ∈ {1, . . . , k}, i.e. the derivative of the switching function does not vanish at the switching points.
The main result in [17] is the following theorem.
Theorem 3. Let (u, x) be a given bang-bang controltrajectory pair satisfying the PMP and the strict Legendre condition such that x(0) = a and x(T ) = b for some T > 0. Suppose also that x is non self-intersecting.
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If the second-order variation (15) is negative, then x is a state local minimizer.
Summarizing, the SOV plays an important role in both necessary and sufficient second-order optimality conditions for bang-bang controls.
Main Result
Since (16) is based on the first-order condition in the AGMP, it is natural to expect that it can be inferred directly from the PMP. Indeed, it follows immediately from the PMP and the absolute continuity of m that the switching function vanishes at the switching points:
and we show below that (16) is equivalent to (22) . Our main result reveals another relationship between the AGMP and the PMP. Namely, we show that some of the terms in the SOV (14) can be expressed using the derivative of the switching function evaluated at the switching points.
We assume from here on that the conditions of Theorem 2 hold. The next result links (16) and the values m(t i ).
Proposition 1. For any
Proof. Consider the case where i is even. Then
and
where the last equation follows from (9) . Thus,
where the first equality follows from (24) and (25); the second from Fact 2 in the Appendix; the third from the definition of p and q; and the fourth from the definition of m(t). This proves (23) for the case where i is even. The proof for the case where i is odd is similar.
Note that Proposition 1 implies that (16) is equivalent to condition (22).
Indeed, taking α = (−1, 0, . . . , 0, 1, 0, . . . , 0) T , with the 1 in coordinate i + 1, in (16) yields m(t i ) = 0. This shows that (16) implies (22) , and the converse implication is immediate.
The next result shows that some of the terms in the SOV (14) can be related to the valuesṁ(t i ). Proposition 2. For any i = 1, . . . , k:
Proof. Consider the case where i is even. Then (24), (25), and (11) yield
This completes the proof for the case where i is even. The proof for the case where i is odd is similar. We can now state our main result.
To prove our main result, we require the following fact.
Fact 1. For any j > i:
It is straightforward to prove this by induction. For the sake of completeness we include the proof in the Appendix.
Proof of Theorem 4. Substituting (29) in (14) yields
Fix an arbitrary z ∈ {1, . . . , k}.
appears in the expression (30) in the following cases. First, when i = z and j = z + 1, z + 2, . . . , k + 1. Second, when i = z − 1 and j = z + 1, z + 2, . . . , k + 1, and so on. Summing up all the corresponding coefficients yields
where we used the fact that α ∈ Q k+1 , so
shows that the sum of the corresponding coefficients is −γ p γ q . Summarizing,
and using (26) completes the proof of Theorem 4.
The usefulness of Theorem 4 stems from the fact that the sign of vṁ(t i ) is known. Indeed, combining (4) with the assumption that Z contains only a finite number of points, and that u(t) = v, for t ∈ (0, t 1 ), yields vm(t) > 0 for t ∈ (0, t 1 )∪(t 2 , t 3 )∪. . . , and vm(t) < 0 for t ∈ (t 1 , t 2 )∪ (t 3 , t 4 ) ∪ . . . , and it follows from the absolute continuity ofṁ that
Thus, each of the terms 2γ (28) is non-positive. If the strong Legendre condition holds, the inequalities in (31) become strict, so 2γ
i+1 vṁ(t i ) < 0 for all i. We thus proved the following result.
k+1 , i.e. the necessary condition for optimality holds. Furthermore, if the strong Legendre condition holds, then c k (α) ≤ 0 for all α ∈ Q k+1 implies that r k (α) < 0 for all α ∈ Q k+1 , i.e. the sufficient condition for local optimality holds.
For easy reference, we explicitly state some special cases of Theorem 4. 
Note that (32) implies that r 1 (α) is always non-positive, i.e. the necessary condition for optimality always holds for bang-bang controls with a single switch.
Theorem 4 implies that r k (α) = γ T Qγ, where γ = (γ 1 , . . . , γ k )
T and Q ∈ R k×k is the matrix with en-
It follows from (31) that q ii ≤ 0 for all i. Thus, the matrix Q is not positive-definite. Furthermore, any condition guaranteeing that Q is negative-definite implies that the sufficient condition for local optimality always holds.
An Example: Fuller's Problem
We now demonstrate an application of our main result in the analysis of the celebrated Fuller problem [21] . It is well-known that this problem admits an optimal bangbang control that is chattering, i.e. a control with an infinite number of switches on a finite time interval. We show that this chattering control satisfies the simplified second-order optimality condition. This is of course what one should expect, but our goal is merely to demonstrate that our main result reduces the computational burden associated with analyzing the SOV.
We begin with a brief review of the problem adapted from the excellent monograph [21] . 
with (x(0), y(0)) = (x 0 , y 0 ) and u ∈ U.
A crucial property of this problem is that it is homogeneous with respect to a certain one-parameter group of transformations.
) is an optimal solution to Problem 1 for (x(0), y(0)) = (x 0 , y 0 ).
Then for any c > 0, the triple (c 2 x * (t/c), cy * (t/c), u * (t/c)) is an optimal solution to Problem 1 with (x(0), y(0)) = (c 2 x 0 , cy 0 ).
Note that if y 0 = 0, then as c varies from 0 to +∞, the point (c 2 x 0 , cy 0 ) varies along a branch of the parabola Lemma 2. The Hamiltonian corresponding to Problem 1 is
Denote
The optimal control u * is a state-dependent bang-bang control such that u * (x, y) = 1 [u * (x, y) = −1] for any point (x, y) that is on the left-hand [right-hand] side of the switching curve Γ := {(x, y) ∈ R 2 : x = −ry 2 sgn(y)} (37) (see Fig. 1 ). Let t i denote the successive switching times. Then
Note that since µ < 1, (39) implies that the bang arcs constitute a converging geometric series and that the trajectory reaches the origin in finite time with an infinite number of switches. Hence the control is indeed chattering.
Note also that here the switching function is m(t) = λ 2 (t), soṁ(t) = −λ 1 (t), and at the switching points: m(t i ) = −r 2 y 3 (t i )/2 = 0, so the strong Legendre condition holds.
We now analyze the optimal control u * using the firstand second-order conditions described above. Consider the control system (1) with n = 3,
and the initial condition x(0) = (x 0 , y 0 , 0) T . Note that x 1 (t) = x(t), x 2 (t) = y(t), and x 3 (t) = − t 0 x 2 (τ )dτ , so any control u * that solves Problem 1 is an optimal control for the system given by (1) and (40). Our goal is to show that the chattering control u * defined in Lemma 2 satisfies the second-order condition for local optimality.
Consider the trajectory depicted in Figure 1 . Here, (x 1 (t 1 ), x 2 (t 1 )) ∈ Γ with x 2 (t 1 ) < 0. Since the trajectories of the system encircle the origin in the clock-wise direction, u * (t) = −1 for t ∈ (0, t 1 ), u * (t) = +1 for t ∈ (t 1 , t 2 ), and so on.
We first analyze the first-and second-order conditions for the particular case of k = 3 switching points. In our
so c 3 (α) < 0. Our main result implies that r 3 (α) < 0, i.e. the second-order condition for local optimality indeed holds. Note that there is no need to compute the entire SOV as we already know that d 3 (α) ≤ 0.
The homogeneity of the problem implies that (x 1 (t 3 ), x 2 (t 3 )) is on the same branch of the optimal switching curve (37) as is (x 1 (t 1 ), x 2 (t 1 )). This implies that the chattering control u * satisfies the second-order local optimality condition for any number of switches.
Discussion
The expression for the SOV developed by Agrachev and Gamkrelidze plays an important role in both sufficient and necessary conditions for optimality of bang-bang controls. These conditions are of second-order and thus provide more information than the first-order PMP.
Yet, evaluating the sign of the second-order variation in practice is quite difficult. Our main result is a simplified expression for the second-order variation in the form: r k (α) = d k (α) + c k (α), where k is the number of switches. The term d k (α) is always non-positive. Thus in order to show that the necessary condition for optimality r k (α) ≤ 0 holds, it is sufficient to show that c k (α) ≤ 0. If the strong Legendre condition holds, then d k (α) < 0. Thus in this case it is enough to show that c k (α) ≤ 0 in order to prove that r k (α) < 0. This provides a simpler sufficient condition for local optimality.
This simplification reduces the complexity involved in using the AGMP in practice. We demonstrated this by showing that the chattering control in Fuller's problem yields c k (α) < 0 for any k, and thus satisfies the secondorder sufficient condition for local optimality.
We now describe several topics for further research. First, let
We showed in Proposition 2 that it is possible to relate λ T 1 [h i , h i+1 ](x 1 ) toṁ(t i ), and that this implies that it is sufficient to know sgn(α i α i+1 ) in order to determine sgn (η(i, 1) ). This circumvents the need for explicitly calculating α i , α i+1 , λ 1 and [h i , h i+1 ](x 1 ). Naturally, this raises the following question. Problem 2. Is it possible to obtain information about sgn(η(i, j)), j > 1, without explicitly calculating it?
Second, the simplified expression for the SOV might be useful in the analysis of control systems with a nilpotent Lie algebra. Consider the system (1) under the assumption that the Lie algebra spanned by f and g is kth-order nilpotent, denoted O({f , g} LA ) = k. In this case, it is sufficient [22] to analyze the reachable set of a single specific control system which is the canonical kth-order nilpotent Hall-Sussmann system [23] . Furthermore, the pull-back formula [11] can be used in order to express [h i , h i+j ](x 1 ) as a finite sum of terms from the Hall basis of the Lie algebra. It is possible that in this context the expression for the SOV can be further simplified.
the Lie bracket yields: 
