This paper presents for the first time a robust exact line-search method based on a full pseudospectral (PS) numerical scheme employing orthogonal polynomials. The proposed method takes on an adaptive search procedure and combines the superior accuracy of Chebyshev PS approximations with the high-order approximations obtained through Chebyshev PS differentiation matrices (CPSDMs). In addition, the method exhibits quadratic convergence rate by enforcing an adaptive Newton search iterative scheme. A rigorous error analysis of the proposed method is presented along with a detailed set of pseudocodes for the established computational algorithms. Several numerical experiments are conducted on one-and multi-dimensional optimization test problems to illustrate the advantages of the proposed strategy.
INTRODUCTION
The area of optimization received enormous attention in recent years due to the rapid progress in computer technology, development of user-friendly software, the advances in scientific computing provided, and most of all, the remarkable interference of mathematical programming in crucial decision-making problems. Onedimensional optimization or simply line search optimization is a branch of optimization that is most indispensable, as it forms the backbone of nonlinear programming algorithms. In particular, it is typical to perform line search optimization in each stage of multivariate algorithms to determine the best length along a certain search direction; thus, the efficiency of multivariate algorithms largely depends on it. Even in constructing high-order numerical quadratures, line search optimization emerges in minimizing their truncation errors; thus boosting their accuracy and allowing to obtain very accurate solutions to intricate boundary-value problems, integral equations, integro-differential equations, and optimal control problems in short times via stable and efficient numerical schemes; cf. [Elgindy et al (2012) , Elgindy and Smith-Miles (2013) , Elgindy and Smith-Miles (2013a) , Elgindy and Smith-Miles (2013b) , , ].
Many line search methods were presented in the literature in the past decades. Some of the most popular line search methods include interpolation methods, Fibonacci's method, golden section search method, secant method, Newton's method, to mention a few; cf. [Pedregal (2006) , Chong and Zak (2013) , Nocedal and Wright (2006) ]. Perhaps Brent's method is considered one of the most popular and widely used line search methods nowadays. It is a robust version of the inverse parabolic interpolation method that makes the best use of both techniques, the inverse parabolic interpolation method and the golden section search method, and can be implemented in MATLAB software, for instance, using the 'fminbnd' optimization solver. The method is a robust optimization algorithm that does not require derivatives; yet it lacks the rapid convergence rate manifested in the derivative methods when they generally converge.
In 2008, [Elgindy and Hedar (2008) ] gave a new approach for constructing an exact line search method using Chebyshev polynomials, which have become increasingly important in scientific computing, from both theoretical and practical points of view. They introduced a fast line search method that is an adaptive version of Newton's method.
In particular, their method forces Newton's iterative scheme to progress only in descent directions. Moreover, the method replaces the classical finite-difference formulas for approximating the derivatives of the objective function by the more accurate step lengths along the Chebyshev pseudospectral (PS) differentiation matrices (CPSDMs); thus getting rid of the dependency of the iterative scheme on the choice of the step-size, which can significantly affect the quality of calculated derivatives approximations. Although the method worked quite well on some test functions, where classical Newton's method fail to converge, the method may still suffer from some drawbacks that we discuss thoroughly later in the next section.
In this article, the question of how to construct an exact line search method based on PS methods is re-investigated and explored. We present for the first time a robust exact line-search method based on a full PS numerical scheme employing Chebyshev polynomials and adopting two global strategies: (i) Approximating the objective function by an accurate fourth-order Chebyshev interpolant based on Chebyshev-Gauss-Lobatto (CGL) points; (ii) approximating the derivatives of the function using CPSDMs. The first strategy actually plays a significant role in capturing a close profile to the objective function from which we can determine a close initial guess to the local minimum, since Chebyshev polynomials as basis functions can represent smooth functions to arbitrarily high accuracy by retaining a finite number of terms. This approach also improves the performance of the adaptive Newton's iterative scheme by starting from a sufficiently close estimate; thus moving in a quadratic convergence rate. The second strategy yields accurate search directions by maintaining very accurate derivative approximations. The proposed method is also adaptive in the sense of searching only along descent directions, and avoids the raised drawbacks pertaining to the [Elgindy and Hedar (2008) ] method.
The rest of the article is organized as follows: In the next section, we revisit the [Elgindy and Hedar (2008) ] method highlighting its strengths aspects and weaknesses. In Section 3, we provide a modified explicit expression for higherorder CPSDMs based on the successive differentiation of the Chebyshev interpolant. We present the novel line search strategy in Section 4 using first-order and/or second-order information, and discuss its integration with multivariate nonlinear optimization algorithms in Section 4.3. Furthermore, we provide a rigorous error and sensitivity analysis in Sections 5 and 6, respectively. Section 7 verifies the accuracy and efficiency of the proposed method through an extensive sets of one-and multi-dimensional optimization test examples followed by some conclusions given in Section 8. Some useful background in addition to some useful pseudocodes for implementing the developed method are presented in Appendices A and B, respectively.
THE [Elgindy and Hedar (2008)] OPTIMIZATION METHOD REVISITED
The [Elgindy and Hedar (2008) ] line search method is an adaptive method that is considered an improvement over the standard Newton's method and the secant method by forcing the iterative scheme to move in descent directions. The developed algorithm is considered unique as it exploits the peculiar convergence properties of spectral methods, the robustness of orthogonal polynomials, and the concept of PS differentiation matrices for the first time in a onedimensional search optimization. In addition, the method avoids the use of classical finite difference formulas for approximating the derivatives of the objective function, which are often sensitive to the values of the step-size.
The success in carrying out the above technique lies very much in the linearity property of the interpolation, differentiation, and evaluation operations. Indeed, since all of these operations are linear, the process of obtaining approximations to the values of the derivative of a function at the interpolation points can be expressed as a matrixvector multiplication. In particular, if we approximate the derivatives of a function f (x) by interpolating the function with an nth-degree polynomial P n (x) at, say, the CGL points defined by Eq. (A.7), then the values of the derivative P ′ n (x) at the same (n + 1) points can be expressed as a fixed linear combination of the given function values, and the whole relationship can be written in the following matrix form:
. . .
T , as the vector consisting of values of f (x) at the (n + 1) interpolation points,
as the values of the derivative at the CGL points, and
as the first-order differentiation matrix mapping F → Ψ, then Formula (2.1) can be written in the following simple
Eq. (2.2) is generally known as the PS differentiation rule, and it generally delivers better accuracy than standard finite-difference rules. We show later in the next section some modified formulas for calculating the elements of a general qth-order CPSDM, D (q) ∀q ≥ 1. Further information on classical explicit expressions of the entries of differentiation matrices can be found in [Weideman and Reddy (2000) , Baltensperger (2000) , Costa and Don (2000) , Elbarbary and El-Sayed (2005) ].
A schematic figure showing the framework of [Elgindy and Hedar (2008) ] line search method is shown in Figure  1 . As can be observed from the figure, the method starts by transforming the uncertainty interval [a, b] into the domain [−1, 1] to exploit the rapid convergence properties provided by Chebyshev polynomials. The method then takes on a global approach in calculating the derivatives of the function at the CGL points, {x i } n i=0 , using CPSDMs. If the optimality conditions are not satisfied at any of these candidate points, the method then endeavors to locate the best point x m that minimizes the function, and decides whether to keep or expand the uncertainty interval. An updatex m is then calculated using the descent direction property followed by updating row m in both matrices D
(1) and D (2) . The iterative scheme proceeds repeatedly until the stopping criterion is satisfied.
Although the method possesses many useful features over classical Newton's method and the secant method; cf. [Elgindy and Hedar (2008) , Section 8], it may still suffer from the following drawbacks: (i) In spite of the fact that, D
(1) and D (2) are constant matrices, the method requires the calculation of their entire elements beforehand. We show later that we can establish rapid convergence rates using only one row from each matrix in each iterate. (ii) The method attempts to calculate the first and second derivatives of the function at each point x i ∈ [−1, 1], i = 0, . . . , n. This could be expensive for large values of n, especially if the local minimum t * is located outside the initial uncertainty interval [a, b] ; cf. [Elgindy and Hedar (2008) , Table 6 ], for instance. (iii) The method takes on a global approach for approximating the derivatives of the objective function using CPSDMs instead of the usual finite-difference formulas that are highly sensitive to the values of the step-size. However, the method locates a starting approximation by distributing the CGL points along the interval [−1, 1] , and finding the point that best minimizes the value of the function among all other candidate points. We show later in Section 4 that we can significantly speed up this process by adopting another global approach based on approximating the function via a fourth-order Chebyshev interpolant, and determining the starting approximation through finding the best root of the interpolant derivative using exact formulas. (iv) During the implementation of the method, the new approximation to the local minimum,x m , may lie outside the interval [−1, 1] in some unpleasant occasions; thus the updated differentiation matrices may produce false approximations to the derivatives of the objective function. (v) To maintain the adaptivity of the method, the authors proposed to flip the sign of the second derivative f ′′ whenever f ′′ < 0, at some point followed by its multiplication with a random positive number β. This operation may not be convenient in practice; therefore, we need a more efficient approach to overcome this difficulty. (vi) Even if f ′′ > 0, at some point, the magnitudes of f ′ and f ′′ may be too small slowing down the convergence rate of the method. This could happen for instance if the function has a multiple local minimum, or has a nearly flat profile about t * . (vii) Suppose that t * belongs to one side of the real line while the initial search interval [a, b] is on the other side. According to the presented method, the search interval must shrink until it converges to the point zero, and the search procedure halts. Such drawbacks motivate us to develop a more robust and efficient line search method.
HIGH-ORDER CPSDMS
In the sequel, we derive a modified explicit expression for higher-order CPSDMs to that stated in [Elgindy and Hedar (2008) ] based on the successive differentiation of the Chebyshev interpolant. The higher derivatives of Chebyshev polynomials are expressed in standard polynomial form rather than as Chebyshev polynomial series expansion. The relation between Chebyshev polynomials and trigonometric functions is used to simplify the expressions obtained, and the periodicity of the cosine function is used to express it in terms of existing nodes.
The following theorem gives rise to a modified useful form for evaluating the mth-derivative of Chebyshev polynomials. are the CGL points, t i = ((b − a)x i + a + b) /2 ∀i, are the corresponding points in [a, b] , f i = f (t i ) ∀i, ε is a relatively small positive number, µ > 1, is a parameter preferably chosen as 1.618 k , where ρ ≈ 1.618 is the golden ratio, and k = 1, 2, . . ., is the iteration counter
Theorem 3.1
The mth-derivative of the Chebyshev polynomials is given by 
so the theorem is true for m = 0 and 1. Now, assume that the theorem is true for m = n, then for m = n + 1, we have
Hence Eq. (3.1d) is true for every positive integer m. Now consider the case k > m ≥ 0 ∧ x = 0. The proof of Eq. (3.1e) for m = 0 is trivial, so consider the case m = 1, where the proof is derived as follows:
Now assume that Eq. (3.1e) is true for m = n. We show that it is also true for m = n + 1. Since
where (3.8) then by the general Leibniz rule,
Eq. (3.7) at x = 0 is reduced to
, which completes the proof.
Introducing the parameters,
replaces formulas (A.9) and (A.10) with
where
The derivatives of the Chebyshev interpolant P n (x) of any order m are then computed at the CGL points by differentiating (3.13) such that
where 15) are the elements of the mth-order CPSDM. With the aid of Theorem 3.1, we can now calculate the elements of the mth-order CPSDM using the following useful formula:
Using the following periodic property of the cosine function
we can further rewrite Eqs. (3.16b) as follows:
To improve the accuracy of Eqs. (3.18), we can use the negative sum trick, computing all the off-diagonal elements then applying the formula 19) to compute the diagonal elements. Applying the last trick gives the formula
(3.20) Hence, the elements of the first-and second-order CPSDMs are given by
is , i = j , (3.22) respectively.
PROPOSED LINE SEARCH METHOD
In this section we present a novel line search method that we shall call the Chebyshev PS line search method (CPSLSM). The key idea behind our new approach is five-fold:
1. express the function as a linear combination of Chebyshev polynomials, 2. find its derivative, 3. find the derivative roots, 4. determine a local minimum in [−1, 1] , and, 5. finally reverse the change of variables to obtain the approximate local minimum of the original function.
To describe the proposed method, let us denote by P n the space of polynomials of degree at most n, and suppose that we want to find a local minimum t * of a twice-continuously differentiable nonlinear single-variable function f (t) on a fixed interval [a, b] to within a certain accuracy ε. Using the change of variable,
we transform the interval [a, b] into [−1, 1] . We shall refer to a point x corresponding to a candidate local minimum point t according to Eq. (4.1) by the translated candidate local minimum point. Now let I 4 f ∈ P 4 , be the fourth-degree Chebyshev interpolant of f at the CGL points such that
We can determine the Chebyshev coefficients {f k } 4 k=0 via the discrete Chebyshev transform
, and
We approximate the derivative of f by the derivative of its interpolant I 4 f (x; a, b),
where the coefficients f (1)
are akin to the coefficients of the original function,f k , by the following recursion 
We can calculate f (1)
efficiently using Algorithm 2. Now we collect the terms involving the same powers of x in Eq. (4.5) to get the cubic algebraic equation
3 , (4.9a)
2 , (4.9b)
3 , (4.9c)
2 .
(4.9d)
Let ε c and ε mach denote a relatively small positive number and the machine precision that is approximately equals 2.2204 × 10 −16 in double precision arithmetic, respectively. To find a local minimum of f , we consider the following three cases:
is linear or nearly linear. Notice also that A 3 cannot be zero, since f is nonlinear and formula (4.2) is exact for all polynomials h n (t) ∈ P 4 . This motivates us to simply calculate the root x = −A 4 /A 3 , and set 
(4.11)
To this end, we construct the row CPSDMs
of length (m + 1), for some m ∈ Z + using the following formulas:
13) respectively. The computation of the derivatives can be carried out easily by multiplying D
(1) and D (2) with the vector of function values; that is,
T . Notice here how the CPSLSM deals adequately with Drawback (i) of [Elgindy and Hedar (2008) ] by calculating only one row from each of the CPSDMs in each iterate. If D (2) F > ε mach , then Newton's direction is a descent direction, and we follow the [Elgindy and Hedar (2008) ] approach by updatingx 1 according to the following formulã
At this stage, we consider the following scenarios:
(i) If the stopping criterion
is fulfilled, we set
and stop.
(ii) If |x 2 | > 1, we repeat the procedure again starting from the construction of a fourth-degree Chebyshev interpolant of f (x; a 1 , b 1 ) using the CGL points.
(iii) If the magnitudes of both D (1) F and D (2) F are too small, which may appear as we mentioned earlier when the profile of the function f is too flat near the current point, or if the function has a multiple local minimum, then the convergence rate of the iterative scheme (4.15) is no longer quadratic, but rather linear. We therefore suggest here to apply Brent's method. To reduce the length of the search interval though, we consider the following two cases:
• Ifx 2 >x 1 , then we carry out Brent's method on the interval [((b 1 − a 1 )x 1 + a 1 + b 1 )/2, b 1 ] . Notice that the direction fromx 1 intox 2 is a descent direction as shown by [Elgindy and Hedar (2008) ].
• Ifx 2 <x 1 , then we carry out Brent's method on the interval
(iv) If none of the above three scenarios occur, we compute the first-and second-order derivatives of the interpolant atx 2 as discussed before, setx 1 :=x 2 , and repeat the iterative formula (4.15).
If D (2) F ≤ ε mach , we repeat the procedure again.
is quadratic such that the second derivative of the derivative interpolant is positive and its graph is concave up (simply convex and shaped like a parabola open upward) if A 2 ≥ ε c ; otherwise, the second derivative of the derivative interpolant is negative and its graph is concave down; that is, shaped like a parabola open downward. For both scenarios, we repeat the steps mentioned in Case 1 starting from the golden section search method. , is a complex number, or the magnitude of any of them is larger than unity, we perform one iteration of the golden section search method on the interval [a, b] to determine a smaller interval [a 1 , b 1 ] with candidate local minimumt. Again, and as we showed before in Case 1, if the length of the new interval is below ε, we set t * ≈t, and stop. Otherwise, we calculate the translated pointx 1 using Eq. (4.11).
Subcase II: If all of the roots are real, distinct, and lie within the interval [−1, 1], we find the root that minimizes the value of f among all three roots; that is, we calculate,
(4.18)
We then update both rows of the CPSDMs
using Eqs. (4.12) and (4.13), and calculate the first-and second-derivatives of the Chebyshev interpolant using Eqs. (4.14). If D (2) F > ε mach , then Newton's direction is a descent direction, and we follow the same procedure presented in Case 1 except when |x 2 | > 1. To update the uncertainty interval [a, b] , we determine the second best root among all three roots; that is, we determine,x 2 = arg min 1≤i≤3 f (x i ; a, b) :x 2 =x 1 .
(4.19)
Now ifx 1 >x 2 , we replace a with ((b − a)x 2 + a + b)/2. Otherwise, we replace b with ((b − a)x 2 + a + b)/2. The method then proceeds repeatedly until it converges to the local minimum t * , or the number of iterations exceeds a preassigned value, say k max .
It is noteworthy to mention that the three roots of the cubic polynomial, I ′ 4 f (x), can be exactly calculated using the trigonometric method due to François Viète; cf. [Nickalls (2006) ]. In particular, let Then the three roots can be easily computed using the following useful formulas
(4.24c)
If the three roots {x i } 3 i=1 are real and distinct, then it can be shown that they satisfy the inequalitiesx 1 >x 2 >x 3 .
Remark 4.1
The tolerance ε x is chosen to satisfy the stopping criterion with respect to the variable t, since
(4.25)
Remark 4.2
To reduce the round-off errors in the calculation ofx 2 through Eq. (4.15), we prefer to scale the vector of function values F if any of its elements is large. That is, we choose a maximum value F max , and set F := F /max 0≤j≤m b1 a1 f j if max 0≤j≤m b1 a1 f j > F max . This procedure does not alter the value ofx 2 , since the scaling of F is canceled out through division.
Remark 4.3
The derivative of the Chebyshev interpolant, I ′ 4 f (x), has all three simple zeros in (−1, 1) if 3 k=0f
(1) k x k , has all its zeros in (−1, 1); cf. [Peherstorfer (1995) ].
Remark 4.4
Notice how the CPSLSM handles Drawback (ii) of [Elgindy and Hedar (2008) ] by simply estimating an initial guess within the uncertainty interval with the aid of a Chebyshev interpolant instead of calculating the first and second derivatives of the objective function at a population of candidate points; thus reducing the required calculations significantly, especially if several uncertainty intervals were encountered during the implementation of the algorithm due to the presence of the local minimum outside the initial uncertainty interval. Moreover, the CPSLSM handles Drawback (iii) of [Elgindy and Hedar (2008) ] by taking advantage of approximate derivative information derived from the constructed Chebyshev interpolant instead of estimating an initial guess by comparing the objective function values at the CGL population points that are distributed along the interval [−1; 1]; thus significantly accelerating the implementation of the algorithm. Drawback (iv) is resolved by constraining all of the translated candidate local minima to lie within the Chebyshev polynomials feasible domain [−1, 1] at all iterations. Drawback (v) is treated efficiently by combining the popular numerical optimization algorithms: the golden-section algorithm and Newton's iterative scheme endowed with CPSDMs. Brent's method is integrated within the CPSLSM to overcome Drawback (vi).
The CPSLSM can be implemented efficiently using Algorithms 1-5 in Appendix B.
Locating an Uncertainty Interval
It is important to mention that the proposed CPSLSM can easily work if the uncertainty interval is not known a priori. In this case the user inputs any initial interval, say ã,b . We can then divide the interval into some l uniform subintervals using (l + 1) equally-spaced nodes {t i } l i=0 . We then evaluate the function f at those points and find the point t j that minimizes f such that t j = arg min 0≤i≤l f (t i ).
Now we have the following three cases:
• If 0 < j < l, then we setã = t j−1 andb = t j+1 , and return.
• If j = 0, then we divideã by ρ k ifã > 0, where ρ ≈ 1.618 is the golden ratio and k is the iteration number as shown by [Elgindy and Hedar (2008) ]. However, to avoid Drawback (vii) in Section 2, we replace the calculated a with −1/ã ifã < 1. Otherwise, we multiplyã by ρ k . In both cases we setb = t 1 , and repeat the search procedure.
• If j = l, then we multiplyb by ρ k ifb > 0. Otherwise, we divideb by ρ k and replace the calculatedb with −1/b ifb > −1. In both cases we setã = t l−1 , and repeat the search procedure.
The above procedure avoids Drawback (vii), and proceeds repeatedly until an uncertainty interval [a, b] is located, or the number of iterations exceeds k max .
The CPSLSM Using First-Order Information Only
Suppose that we want to find a local minimum t * of a differentiable nonlinear single-variable function f (t) on a fixed interval [a, b] to within a certain accuracy ε. Moreover, suppose that the second-order information is not available. We can slightly modify the method presented in Section 4 to work in this case. In particular, in Case 1, we carry out one iteration of the golden section search method on the interval [a, b] to determine a smaller interval [a 1 , b 1 ] with two candidate local minimat 1 andt 2 : f t 2 < f t 1 . If the length of the new interval is below ε, we set t * ≈t 2 , and stop. Otherwise, we calculate the first-order derivatives of f at the two pointsx 1 andx 2 defined by Eqs. (4.25). We then calculate
where D
1 and D
2 are the first-order CPSDMs corresponding to the pointsx 1 andx 2 , respectively. If s 1 > ε mach , we follow [Elgindy and Hedar (2008) ] approach, and calculate the secant search direction Again, we consider the following course of events:
(ii) If |x 3 | > 1, we repeat the procedure again starting from the construction of a fourth-degree Chebyshev interpolant of f (x; a 1 , b 1 ) at the CGL points.
(iii)
The third scenario appears when the magnitudes of both s 2 and 1/s 1 are too small. We then apply Brent's method as described by the following two cases:
• Ifx 3 >x 2 , then we carry out Brent's method on the interval
• Ifx 3 <x 2 , then we carry out Brent's method on the interval
(iv) If none of the above three scenarios appear, we replace D In Case 3 (Subcase I), we apply one iteration of the golden section search method on the interval [a, b] to determine a smaller interval [a 1 , b 1 ] with candidate local minimat 1 andt 2 : f t 2 < f t 1 . If the length of the new interval is below ε, we set t * ≈t 2 , and stop. Otherwise, we calculate the two pointsx 1 andx 2 using Eqs. (4.25). For Subcase II, we find the best root,x 2 , that minimizes the value of f among all three roots. Then suppose thatx 2 =x J , for some J = 1, 2, 3. To calculate the secant search direction, we need another pointx 1 within the interval [−1, 1] . This can be easily resolved by making use of the useful inequalitiesx 1 >x 2 >x 3 . In particular, we proceed as follows:
• If J = 1, then x J > x 2 > x 3 , and we setx 1 =x 2 − (x 2 −x 2 )/ρ 2 .
• If J = 2, then x 1 > x J > x 3 , and we setx 1 =x 2 − (x 2 −x 3 )/ρ 2 .
• If J = 3, then x 1 > x 2 > x J , and we setx 1 =x 2 + (x 2 −x 2 )/ρ 2 .
This procedure is then followed by updating both rows of the CPSDMs, D
1 and D (1) 2 , and calculating the firstorder derivatives of the Chebyshev interpolant at the two points
. We then update s 1 using Eq. (4.26). If s 1 > ε mach , then the secant direction is a descent direction, and we follow the same procedure discussed before. The method then proceeds repeatedly until it converges to the local minimum t * , or the number of iterations exceeds the preassigned value k max . Notice that the convergence rate of the CPSLSM using first-order information only is expected to be slower than its partner using second-order information, since it performs the secant iterative formula as one of its ingredients rather than Newton's iterative scheme; thus the convergence rate degenerates from quadratic to superlinear.
Remark 4.5
It is inadvisable to assign the value ofx 1 to the second best root that minimizes the value of f , since the function profile could be changing rapidly neart 2 ; thus 1/s 1 yields a poor approximation to the second derivative of f . In fact, applying this procedure on the rapidly varying function f 7 (see Section 7) near t = 0 using the CPSLSM gives the poor approximate solution t * ≈ 5.4 with f 7 (t * ) ≈ −0.03.
Integration With Multivariate Nonlinear Optimization Algorithms
The proposed CPSLSM can be integrated easily with multivariate nonlinear optimization algorithms. Consider, for instance, one of the most popular quasi-Newton algorithms for solving unconstrained nonlinear optimization problems widely known as Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. Algorithm 6 implements a modified BFGS method endowed with a line search method, where a scaling of the search direction vector, p k , is applied at each iteration whenever its size exceeds a prescribed value p max . This step is required to avoid multiplication with large numbers; thus maintaining the stability of the numerical optimization scheme. Practically, the initial approximate Hessian matrix B 0 can be initialized with the identity matrix I, so that the first step is equivalent to a gradient descent, but further steps are more and more refined by B k , k = 1, 2, . . .. To update the search direction at each iterate, we can easily calculate the approximate inverse Hessian matrix, B −1 k , for each k = 1, 2, . . ., by applying the Sherman-Morrison formula [Sherman and Morrison (1949) ] giving
instead of typically solving the linear system
Since p k is a descent direction at each iteration, we need to adjust the CPSLSM to search for an approximate local minimum α k in R + . To this end, we choose a relatively small positive number, sayε, and allow the initial uncertainty interval [ε, b] : b >ε, to expand as discussed before, but only rightward the real line of numbers.
ERROR ANALYSIS
A major step in implementing the proposed CPSLSM lies in the interpolation of the objective function f using the CGL points. In fact, the exactness of formula (4.2) for all polynomials h n (t) ∈ P 4 allows for faster convergence rates than the standard quadratic and cubic interpolation methods. From another point of view, the CGL points have a number of pleasing advantages as one of the most commonly used node distribution in spectral methods and numerical discretizations. They include the two endpoints, −1 and 1, so they cover the whole search interval [−1, 1] . Moreover, it is well known that the Lebesgue constant gives an idea of how good the interpolant of a function is in comparison with the best polynomial approximation of the function. Using Theorem 3.4 in ], we can easily deduce that the Lebesgue constant, Λ CGL 4 , for interpolation using the CGL set {x i } 4 i=0 , is uniformly bounded by those obtained using the Gauss nodal set that is close to that of the optimal canonical nodal set. In particular, Λ CGL 4 is bounded by
where γ = 0.57721566 . . ., represents Euler's constant, and 0 < α 3 < π/1152.
Rounding Error Analysis for the Calculation of the CPSDMs
In this section we address the effect of round-off errors encountered in the calculation of the elements d given by
respectively, since they are the major elements with regard to their values. Accordingly, they bear the major error responsibility comparing to other elements. So let δ ≈ 1.11 × 10 −16 , be the round-off unity in the double-precision floating-point system, and assume that {x * k } n k=0 are the exact CGL points, {x k } n k=0 are the computed values, and {δ k } n k=0 are the corresponding round-off errors such that i,j ∀i, j, respectively, then
It is noteworthy to mention here that the round-off error in the calculation of d
01 from the classical Chebyshev differentiation matrix is of order O(n 4 δ); cf. [Canuto et al (1988) , Baltensperger and Trummer (2003) ]. Hence, Formulas (3.21) are better numerically. Moreover, the upper bounds (5.5) and (5.6) are in agreement with those obtained by [Elbarbary and El-Sayed (2005) ].
SENSITIVITY ANALYSIS
The following theorem highlights the conditioning of a given rootx i , i = 1, 2, 3, with respect to a given coefficient A j , j = 1, 2, 3, 4.
Theorem 6.1 Let I ′ 4 f (x) be the cubic polynomial defined by Eq. (4.8) after scaling the coefficients A j , j = 1, 2, 3, 4, such that Condition (4.17) is satisfied. Suppose also thatx i is a simple root of I ′ 4 f (x), for some i = 1, 2, 3. Then the relative condition number, κ i,j , ofx i with respect to A j is given by
Moreover, κ i,j is bounded by the following inequality
A j x 4−j , is perturbed by an infinitesimal quantity δA j , so that the change in the polynomial is δI Then by the mean value theorem
3)
The condition number of findingx i with respect to perturbations in the single coefficient A j is therefore Figure 3 shows the cd n obtained using the CPSLSM and the fminbnd solver for each test function. Clearly, the CPSLSM establishes more accuracy than the fminbnd solver in general with the ability to exceed the required precision in the majority of the tests. Moreover, the CPSLSM was able to find the exact local minimum for f 7 . The experiments conducted on the test functions f 5 and f 11 are even more interesting, because they manifest the adaptivity of the CPSLSM to locate a search interval bracketing the solution when the latter does not lie within the starting uncertainty interval. Moreover, the CPSLSM is able to determine highly accurate approximate solutions even when the starting uncertainty intervals are far away from the desired solutions. The proposed method is therefore recommended as a general purpose line search method. On the other hand, the fminbnd solver was stuck in the starting search intervals, and failed to locate the solutions. For test function f 6 , we observe a gain in accuracy in favor of the fminbnd solver. Notice though that the approximate solutiont * = 0.86053413225062, obtained using the CPSLSM in this case yields the function value 15.8040029302092 that is accurate to 9 significant digits. Both methods yield the same accuracy for the test function f 8 . Figure 4 further shows the number of iterations k required by both methods to locate the approximate minima given the stated tolerance ε. The figure conspicuously shows the power of the novel optimization scheme observed in the rapid convergence rate, as the CPSLSM requires about half the iterations number required by the fminbnd solver for several test functions. The gap is even much wider for test functions f 5 , f 7 , f 9 , and f 10 .
Figures 5 and 6 show the cd n and the number of iterations required by the CPSLSM using only first-order information versus the fminbnd solver. Here we notice that the obtained cd n values using the CPSLSM are almost identical with the values obtained using second-order information with a slight increase in the number of iterations required for some test functions as expected.
Multi-Dimensional Optimization Test Problems
The functions listed below are some of the common functions and data sets used for testing multi-dimensional unconstrained optimization algorithms:
• Sphere Function:
The global minimum function value is f (x * ) = 0, obtained at The global minimum function value is f (x * ) = 0, obtained at
The global minimum function value is f (x * ) = 0, obtained at Figure 6 . The number of iterations required by the CPSLSM using first-order information and the fminbnd solver
• Goldstein-Price Function:
The global minimum function value is f (x * ) = 3, obtained at
The global minimum function value is f (x
Table II shows a comparison between the modified BFGS method endowed with MATLAB "fminbnd" line search solver (MBFGSFMINBND) and the modified BFGS method integrated with the present CPSLSM (MBFGSCPSLSM) for the multi-dimensional test functions f i , i = 1, . . . , 8. The modified BFGS method was performed using Algorithm 6 with B 0 = I, k max = 10 4 , and p max = 10. The gradients of the objective functions were approximated using central difference approximations with step-size 10 −4 . Both fminbnd method and CPSLSM were initiated using the uncertainty interval [ε, 10] withε = 3 ε mach . The maximum number of iterations allowed for each line search method was 100. Each line search method was considered successful at each iterate k if the change in the approximate step length α k is below 10 −6 . The CPSLSM was carried out using m = 6, ε c = ε mach , ε D = 10 −6 , and F max = 100. Moreover, both MBFGSFMINBND and MBFGSCPSLSM were stopped whenever Table II . A comparison between the BFGSFMINBND and the BFGSCPSLSM for the multi-dimensional test functions f i , i = 1, . . . , 8. "NI" denotes the number of iterations required by the modified BFGS algorithm, "fval" denotes the approximate minimum function value, "EN" denotes the Euclidean norm of the error x * −x * , wherex * is the approximate optimal design vector, and "ET" denotes the elapsed time for implementing each method in seconds. The bar over 9 is used to indicate that this digit repeats indefinitely
CONCLUSION
While there is a widespread belief in the optimization community that an exact line search method is unnecessary, as what we may need is a large step-size which can lead to a sufficient descent in the objective function, the current work largely adheres to the use of adaptive PS exact line searches based on Chebyshev polynomials. The presented CPSLSM is a novel exact line search method that enjoys many useful virtues: (i) The initial guesses of the solution in each new search interval are calculated accurately and efficiently using a high-order Chebyshev PS method.
(ii) The function gradient values in each iteration are calculated accurately and efficiently using CPSDMs. On the other hand, typical line search methods in the literature endeavor to approximate such values using finite difference approximations that are highly dependent on the choice of the step-size -a usual step frequently shared by the optimization community. (iii) The method is adaptive in the sense of locating a search interval bracketing the solution when the latter does not lie within the starting uncertainty interval. (iv) It is able to determine highly accurate approximate solutions even when the starting uncertainty intervals are far away from the desired solution. (v) The accurate approximation to the objective function, quadratic convergence rate to the local minimum, and the relatively inexpensive computation of the derivatives of the function using CPSDMs are some of the many useful features possessed by the method. (vi) The CPSLSM can be efficiently integrated with the current state of the art multivariate optimization methods. In addition, the presented numerical comparisons with the popular rival Brent's method verify further the effectiveness of the proposed CPSLSM. In general, the CPSLSM is a new competitive method that adds more power to the arsenal of line search methods by significantly reducing the running time and computational cost of multivariate optimization algorithms.
A. PRELIMINARIES
In this section, we present some useful results from approximation theory. The first kind Chebyshev polynomial (or simply the Chebyshev polynomial) of degree n, T n (x), is given by the explicit formula 
