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Tato diplomová práce se zabývá počítačovými sítěmi, které hrají důležitou  roli 
ve fungování dnešní společnosti. Na tyto sítě jsou dnes kladeny stále větší nároky co se 
týče propustnosti a kvality služeb, a to díky stále rostoucímu využití služeb jako je 
přenos hlasu a videa v reálném čase. Všechny pakety v klasické ethernetové síti jsou si 
svým významem rovny, proto je někdy nemožné dodržet aplikacemi požadované 
přenosové vlastnosti sítě. Z tohoto důvodu je žádoucí se zabývat mechanismy, díky 
kterým je možno rozlišit různé druhy datových přenosů podle předem stanovených 
pravidel a tyto dále priorizovat před ostatními. Mezi nejznámější z nich patří 
mechanismy integrovaných služeb (Integrated Services) a diferencovaných služeb 
(Differentiated Services). Právě implementace mechanismu diferencovaných služeb do 
sítě je cílem této práce.  
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This diploma thesis deals with computer networks which play a key role in present 
society. More and more demands are placed on these networks (especially on quality of 
services and throughput) because of fast-growing developement of services such as 
voice and video real-time transmissions. All the packets in typical Ethernet networks are 
equal. Therefore it is sometimes impossible for the application to maintain required 
throughput speed of a network. For this case it is useful to take some mechanisms into 
the consideration. These mechanisms (sometimes called QoS) are able to distinguish 
different types of transmissions and traffic, analyze them and then prioritize them 
according to some pre-defined set of rules. The most famous mechanisms are Integrated 
Services and Differentiated Services. The implementation of Differentiated Services is 
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Úvod do QoS 
Klasická počítačová síť založená na standartu 802.3 (ethernet) a využívající služeb 
rodiny protokolů IP nerozlišuje druh ani původ paketu a snaží se každý paket doručit v co 
nejkratší době tzv. metodou best effort. Všechny pakety mají stejnou šanci na doručení a 
pokud dojde k zahlcení sítě, tak mají i stejnou šanci k zahození. Takovéto sítě nemají 
žádné mechanismy, jak zaručit kvalitu jakékoliv uživatelské služby. Pokud tedy chceme 
například zvýhodnit více platící zákazníky nebo upřednostnit multimediální služby před 
ostatním provozem, je nutne implementovat do sítě další nadstavbové mechanismy. Proto 
pokud správně nakonfigurujeme mechanismus pro zajištění kvality služeb (QoS - Quality 
of Service), můžeme vybírat jednotlivé datové toky a priorizovat je podle jejich důležitosti 
před ostatními. Preferovanému datovému toku lze s použitím správy zahlcení přiřadit větší 
prioritu pro zpracování, což má následně pozitivní vliv na výkon aplikací a efektivnější 
využití šířky pásma [3]. V této práci bych chtěl popsat výše zmíněné mechanismy, které 
zajišťují potřebnou QoS jako jsou například mechanismus integrovaných služeb 
(Integrated Services) nebo mechanismus diferencovaných služeb (Differentiated Services).  
Dále navrhnout testovací síť, která bude simulovat její přístupovou část. V této síti 






1 Obecně o QoS 
1.1  Historie a původ Internetu 
Počátky internetu můžeme situovat do 70. let minulého století, kdy byla vytvořena 
za podpory agentury DARPA (Defence Advanced Research Project Agency) 
experimentální síť nazývaná ARPANET [1]. V roce 1973 [7] byla zveřejněna první verze 
TCP protokolu. V roce 1981 byl představen IP protokol [12]. Až do poloviny osmdesátých 
let se Internet příliš nerozvíjel a to především díky omezení na vládní a vojenské 
organizace. Poté v roce 1983 došlo k rozdělení ARPANET na ARPANET (výzkum) a 
MILNET (Military Network). Protokoly TCP/IP byly přeneseny do komerční sféry, kde 
začal jejich další rozvoj. Internet byl výzkumné prostředí, které zajišťovalo pouze základní 
přenosovou službu tj. bez zajištění takových přenosových parametrů, jakými jsou 
například zajištění konstantní šířky pásma po celou dobu přenosu dat, doručení paketů 
v určitém čase, atd. Základní pravidla pro provoz byla definována již v počátcích a to [2]: 
• Žádnému provozu nebude odmítnut přístup do sítě. 
• Se všemi provozy se bude zacházet spravedlivě tj. stejně. 
• Jediná garance pro provoz bude taková, že data budou přenesena tím nejlepším 
způsobem tzv. Best Effort v závislosti na dostupných prostředcích. Z toho plyne, 
že tímto způsobem nedochází k umělému vytváření zpoždění nebo umělému 
zvyšování ztrátovosti paketů. 
 
Výsledkem je, že dnešní struktura Internetu není připravena na nároky, které jsou 
na něj dnes vynakládány. Nejvýznamnější problém je nedostatek mechanismů pro 
alokování síťových prostředků a potřebné šířky pásma. A jak roste objem přenášených dat  
a vznikají nové aplikace, které mají rozdílné nároky na síť, dostávají se původní sítě do 
velkých problémů. Jako příklad lze použít multimediální aplikace, jejichž požadavky na  
vlastnosti síťového provozu jsou diametrálně odlišné od čistě datových přenosů jako je 
například elektronická pošta. Multimediální přenosy (IP-telefonie, TV, Video-on-demand) 
vyžadují relativně konstantní šířku pásma a nízkou proměnlivost zpoždění, na kterou jsou 
velmi citlivé. Částečná ztráta informace je do určité míry tolerována a lze ji kompenzovat 
různými opravnými metodami. Oproti tomu, datový přenos je charakteristický 
proměnnými nároky na šířku pásma a na spolehlivost spojení. Tyto nové požadavky na síť 
byly tím hlavním důvodem, proč se začalo mluvit o potřebě zajištění kvality jednotlivým 
službám  (QoS).  
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1.2  Definice QoS 
Termín kvalita služeb (QoS) je dnes využíván v mnoha významech. Poskytovatelé 
internetu tento termín používají jako vyjádření, že služba kterou nabízejí, bude dobrá. 
Běžný uživatel si toto překládá spíše tak, že služba bude dostupná a bude splňovat jeho 
požadavky.  
Podle [1] je základ definice síťové kvality služeb (QoS) založen na jednoduché 
myšlence. Všechny komunikační charakteristiky mohou být změřeny a tak může být 
garantována jejich velikost pro každé jednotlivé spojení.  
Jinými slovy by se také dalo říci, že QoS je termín užívaný k definici schopnosti 
sítě nabídnout různé úrovně zajištění služeb různým druhům provozů. To dovoluje 
síťovým administrátorům přiřadit určitému provozu větší prioritu oproti ostatním. [3] 
QoS je obvykle definována jako souhrn přímo měřitelných parametrů spojení jako 
jsou minimální, maximální a průměrná šířka pásma, dále zpoždění a jeho rozptyl. Dalším 
hlavním parametrem pro popis QoS je parametr ztrátovost paketů (viz. kap. 1.3). [1] 
Dříve byla při nedostatečné kapacitě přenosové linky jediná možnost nápravy a to 
posílení této linky, popřípadě kompletní přebudování trasy na jiné přenosové medium čímž 
se zvýšila kapacita linky. Postupem času na tyto nové požadavky reagoval protokol IP o 
jehož vývoj se stará organizace IETF a který začal jako doplňkové řešení používat značení 
rámců. Jejich řazení do front podle jejich priorit mají na starosti standardy řady 802 
standardizační organizace IEEE. [29] 
Hlavička IP paketu obsahuje položku Type of Service ( ToS viz. Obr. 1-1). Ta se 
ale příliš nevyužívá, protože zvyšuje nároky na zpracování ve směrovačích. Pro přiřazení 
priority se mělo využívat hodnot priorit ( tj. hodnot IP precedence), které pomocí 3 bitů 
položky ToS umožňují zařadit provoz do jedné z 8 tříd. V dnešní době se IP precedence 
nahrazuje hodnotou DSCP (Differentiated Service Code Point ) viz. kap. 2.4, která využívá 
narozdíl od IP precedence 6 bitů položky ToS. Dovoluje tak zařadit provoz do jednoho ze 
64 tříd, které jsou v rámci mechanismu diferencovaných služeb ( DiffServ) definovány. 
 
 




Význam jednotlivých bitů: 
IP precedence: 8 priorit definovaných v RCF 0791, 
D – zpoždění (Delay) : 0 = normální zpoždění, 1 = malé zpoždění, 
T – propustnost (Throughput) : 0 = normální propustnost, 1 = vysoká propustnost, 
R – spolehlivost přenosu (Reliability) : 0 = normální spolehlivost přenosu, 
     1 = vysoká spolehlivost přenosu, 
6. a 7. bit volné pro využití v budoucnu. 
 
QoS je vlastně komplexní nastavení, snažící se zaručit uživateli doručení dat 
v potřebné kvalitě. Nejčastěji se zajišťuje pomocí doplňkových mechanismů jako jsou 
diferencované služby, protokol RSVP (Ressource reSerVation Protocol) a jiné. Kvalita 
služby je ovlivněna všemi komponentami sítě a proto musí být na všech prvcích jistým 
způsobem nakonfigurována její podpora. To také znamená, že výkon celé sítě bude závislý 
na nejslabším prvku této sítě. Výjimku tvoří fyzické spoje, kde si nějaké nastavovaní lze 
jen těžko představit. Jistou výjimku tvoří moderní bezdrátové spoje, kde vhodnou volbou 
typu kódování lze výrazně ovlivnit kvalitu přenosu.  [2]  
 
1.3 Parametry tvořící QoS: 
Parametry, které tvoří základ QoS jsou následující [29]. 
• Šířka pásma neboli bandwitht –  základní jednotkou šířky pásma je 1 Hz stejně tak jako 
u frekvence. Např. běžný telefonním okruh je schopný přenášet frekvence od 300Hz 
až do 3400 Hz. Šířka pásma je tedy 3100 Hz neboli 3,1 kHz. Obecně však platí, že 
čím větší šířku pásma v přenosovém kanálu můžeme použít, tím větší přenosovou 
rychlost v tomto kanálu lze teoreticky dosáhnout. Přesná závislost mezi dostupnou 
šířkou pásma a dosažitelnou přenosovou rychlostí nelze jednoznačně stanovit. Záleží 
totiž na konkrétní situaci. Jsou však známé teoretické poznatky, které poskytují 
dostatečný odhad této závislosti.  Pokud budeme chtít být konkrétnější, lze vypočíst 
maximální teoretickou modulační i přenosovou rychlost pro zadanou šířku pásma 
přenosového kanálu.  
• Jednosměrné zpoždění neboli one-way delay – je čas, který udává dobu, která uplyne 
mezi vyslání paketu a jeho přijetím v cíli [15]. Skládá se z několika částí. Jsou to 
např. doba sestavení aplikačního rámce, která je různá pro různé druhy služeb, kdy 
například při VoIP komunikaci se musí čekat určitou dobu, než účastník hovoru 
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„namluví“ dostatečný počet vzorků. Dále zpoždění způsobené sestavením paketu, 
zpoždění způsobené prokládáním, kdy v obecném případě prokládání s N bity 
potřebujeme N po sobě jdoucích rámců. Dále zpoždění způsobené zabezpečováním 
informací, které je silně závislé na použitém algoritmu, zpoždění způsobené 
vyrovnáním kolísání zpoždění, které se realizuje pomocí vstupních bufferů. 
K nastavení jejich velikosti musíme ovšem přistupovat velice citlivě zvláště 
v aplikacích pracujících reálném čase, protože příliš velké zpoždění má nepříznivý 
vliv na komunikaci. Dále zpoždění způsobené čekáním paketu ve frontě aktivních 
prvků v přenosové cestě. Tato doba může kolísat např. vlivem soutěžení o výstupní 
port. A nakonec doba šíření signálu médiem.  Poslední jmenované je funkce 
přenosové rychlosti linky. Obecně se dá zanedbat a její vliv se většinou pozoruje až 
při komunikaci na větší vzdálenosti. 
• Rozptyl zpoždění neboli jitter – (jinak také kolísání zpoždění, variace zpoždění) je 
definován pro dva pakety téhož toku jako rozdíl mezi jednosměrným zpožděním 
jednoho paketu a jednosměrným zpožděním druhého paketu. Tato vlastnost je pro 
aplikace většinou důležitější než absolutní hodnota zpoždění. Například pro VoIP je 
kolísání této hodnoty velmi kritické, protože při nestejné hodnotě zpoždění musíme 
do přijímače instalovat vyrovnávací paměť, která do celé komunikace zavádí další 
jednosměrné zpoždění (viz. kapitola 1.3 - Jednosměrné zpoždění). Kolísání je 
způsobeno zpožděním při serializaci paketů nebo různou délkou front v jednotlivých 
síťových prvcích po komunikačním kanálu jako např. směrovače. S různou délkou 
front souvisí i míra zahlcení sítě. Důsledkem toho je, že pakety stejné konverzace 
nemusí přijít do cíle se stejným zpožděním.  
• Ztrátovost paketů neboli packet loss – je to vyjádření, kolik procent paketů nedorazí od 
odesílatele k příjemci neboli je to poměr paketů, které nedorazí ke svému příjemci ku 
všem paketům za určitou dobu. Ke ztrátě může dojít v důsledku dočasného přetížení 
nějakého síťového zařízení na komunikační trase. A to například po vyčerpání 
kapacity vyrovnávacích pamětí, přetížení procesoru směrovače nebo jinak. Dále 
může ke ztrátám dojít například vlivem vnějšího rušení, kdy je porušen jeden nebo 
více bitů v paketu. Dále díky kolizím na úrovni linkové vrstvy, což bývá způsobeno 
danou přístupovou metodou. Ztráta paketu může nastat také vlivem nesprávného 
směrování či odstraněním paketu ve směrovači z důvodu ochrany směrovače před 
zahlcením. Paket může být také považován za ztracený i v případě, kdy je pozdržen 
během přenosu na příliš dlouhou dobu a vyprší tak časovač (většinou na straně 
vysílače). Pak přesto, že paket byl nakonec doručen je z hlediska komunikačního 
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protokolu ztracen a často vyslán znovu. Výpadky v toku dat mohou způsobit velmi 
nepříjemné krátké vynechání hlasu nebo „trhání“ obrazu.. 
 
Přenos hlasu a videa v reálném čase vyžaduje dodržet určité maximální zpoždění s 
minimálním rozptylem, což se neobejde bez záruky jisté minimální dohodnuté šířky 
přenosového pásma a zároveň nepotřebuje použití velkých vyrovnávacích pamětí. Oproti 
tomu datové přenosy nemají striktní požadavky na minimální přenosové pásmo, zpoždění 
buněk ani rozptyl. Vyžadují však velké vyrovnávací paměti pro efektivní přenos. Tyto 
různé požadavky byly vyřešeny zavedením a definicí několika tříd služeb (Class of 
Service). V současnosti jsou definované čtyři typy tříd služeb, označované písmeny A, B, 
C a D nebo názvy, vyjadřujícími vztah dané třídy služeb k přenosové rychlosti. Význam 
výše zmíněných parametrů na různé druhy komunikace lze vyjádřit tabulkou 1-1. [30] 
 
 
Tab. 1-1 Citlivost různých druhů komunikace na parametry sítě 
Citlivost na Služba 
šířku pásma ztrátu paketů  zpožděni kolísání 
Hlas velmi nízká střední vysoká vysoká 
Elektronický obchod nízká vysoká vysoká nízká 
Transakce nízká vysoká vysoká nízká 
e-mail nízká vysoká nízká nízká 
telnet nízká vysoká střední nízká 
Občasné prohlížení webu nízká střední střední nízká 
Časté prohlížení webu střední vysoká vysoká nízká 
Přenos souboru vysoká střední nízká nízká 
Videokonference vysoká střední vysoká vysoká 
Skupinové vysílaní vysoká vysoká vysoká vysoká 
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2 Mechanismy pro zajištění kvality služeb v IP sítích 
Abychom mohli v IP sítích zaručit kvalitu služeb lze použít následující 
metody[1],[4]: 
• Rezervace síťových prostředků. Rezervace prostředků probíhá ještě před 
vybudováním vlastního spojení a to tak, že si síťové prvky vyčlení část 
svých prostředků pro dané spojení. Tyto rezervované prostředky již nelze 
využívat pro jiná spojení.  
 
• Přidělování předem definovaných priorit různým druhům služeb. 
Přidělování priorit je možné na základě implementace různých síťových 
prostředků pro zvolené druhy služeb. 
 
Z těchto dvou základních metod také vychází mechanismy pro zajištění QoS v IP 
sítích [1],[8]. Tyto mechanismy jsou založeny na efektivním využívání současných 
síťových prostředků. Neřeší otázky zvýšení přenosové rychlosti linky nebo jiných 
parametrů daných použitým hardwarem jako např. zpoždění zavedené zpracováním 
v přepínači. Pro zajištění kvality služeb IP sítí jsou používány následující mechanismy 
(viz. kap. 2.1, 2.2, 2.3 a 2.4). 
 
2.1 Správa přenosového pásma v podsítích (Subnet Bandwidth 
Management, SBM) 
Tato architektura je určena zejména pro lokální sítě a je zaměřena na spojovou 
vrstvu referenčního modelu OSI. Dochází tu k odklonu od klasické služby best effort 
pomocí přidělování priorit rámcům spojové vrstvy. Přidělování priorit rámcům probíhá 
podle známých požadavků aplikací. Rámce aplikací, jejichž činnost je citlivá na zpoždění 
(VoIP, VoD), jsou přenášeny prioritně vzhledem k rámcům ostatních aplikací. Stejně jako 
u integrovaných služeb (viz. kap. 2.3) se pro rezervaci síťových prostředků používá 
protokol RVSP. Správa přenosového pásma v podsítích je implementována v koncových 
aplikacích i v komunikační síti. [22] 
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2.2 Přepojování paketů s návěštím (Multiprotocol Label Switching, 
MPLS)  
V MPLS síti je přeposílání paketů realizováno úplně jiným způsobem. Na vstupu 
do MPLS sítě je paket vybaven speciální značkou (label) a v rámci sítě se už žádný 
směrovač (přesněji LSR neboli Label Switch Router tj. směšovače, které směrují pouze na 
základě labelu) nezajímá o cílovou IP adresu paketu, ale právě o tuto značku. LSR není 
žádné speciální zařízení. Jde o normální směrovač podporující MPLS. Směrovač příjme 
označkovaný paket, podívá se do své přepínací tabulky a podle jejího obsahu pošle paket 
(stále označkovaný) na příslušné výstupní rozhraní. Může přitom zároveň změnit hodnotu 
značky. Takto je paket transportován celou MPLS sítí až k jejímu okraji, kde je značka 
odejmuta a paket je dále směrován klasickým způsobem, tj. na základě cílové adresy. 
Tímto způsobem dochází ke zrychlení směrovacího procesu. Přepínání paketů je 
prováděno pomocí návěští, které je přiřazeno paketům vstupujícím do sítě s touto 
architekturou. Tato výhoda dnes již přestává platit, protože již existují směrovače 
schopnými přepínat rychlostí média. Tak jako tak, toto byl jeden z důvodů vzniku MPLS. 
V části sítě, která pracuje s přepojováním paketů s návěštím, jsou tak vytvářeny virtuální 
okruhy. Další výhodu lze spatřit v nezávislosti na použitém komunikačním protokolu tj. 
tuto techniku lze použít i pro jiné protokoly než jen pro protokol IP. Tato architektura je 
implementována pouze v uzlových prvcích komunikační sítě. [24], [9] 
 
2.2.1 Hlavička MPLS – složení a poloha v IP paketu  
Hlavička MPLS je 32 bitová viz. obr. 2-1. Skládá se z [9]: 
• 20 bitové značky (labelu),  
• 3 tzv. experimentálních bitů využívaných pro potřeby klasifikace paketu v rámci 
definice QoS,  
• 1 bitu (Bottom of Stack) označujícího, zda se jedná o první MPLS značku 
vloženou do paketu (některé MPLS aplikace potřebují pro svou činnost umístit 
značek několik),  
• 8 bitů TTL se shodným významem jako identické pole v IP hlavičce.  
LABEL EXP S TTL 
20 3  1 8 
Obr. 2-1 Hlavička MPLS 
MPLS hlavička je součástí rámce 2.vrstvy referenčního modelu OSI a je vložena mezi 
hlavičku rámce a hlavičku paketu (viz. obr. 2-2). Jako technologii 2. vrstvy můžeme 
použít např. ethernet, PPP nebo Frame-relay. 
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Obr. 2-2 Umístění MPLS hlavičky v paketu 
 
2.3 Integrované služby (Integrated Services, IS, IntServ)  
U integrovaných služeb nejdříve aplikace oznámí síti své požadavky na přenos, a to 
ještě před započetím vlastní komunikace. Jinými slovy, aplikace si definuje určité 
přenosové parametry (viz. kap. 1.3), které očekává, že budou dodrženy po celou dobu 
navázání spojení. Síť poté ověří, zda požadovaným požadavkům může nebo nemůže 
vyhovět.  Toto musí ověřit všechny síťové uzly na trase mezi zdrojovým a cílovým uzlem. 
Pokud požadavkům vyhovět nelze, aplikace má dvě možnosti. Buď sníží své požadavky na 
kvalitu služeb nebo přenos ukončí. Jestliže jsou požadavky sítí kladně vyhodnoceny, musí 
být každý prvek komunikační cesty informován o požadavcích na spojení, aby bylo možno 
zajistit rezervování přenosových prostředků. Většinou se rezervuje určitá šířka pásma pro 
spojení mezi dvěma síťovými uzly, určitá velikost vyrovnávací paměti, která se využije 
pro vytváření front apod. [1], [13]. Pro rezervaci prostředků je zde využit protokol RSVP. 
Jestliže je nutné na trase překlenout uzly, které nepodporují technologii IntServ, je 
protokol RSVP přes tyto prvky sítě protunelován. Zprávy RSVP PATH a RESV 
REQUEST jsou zapouzdřeny do IP paketů a předávány na další RSVP směrovač. 
Rezervaci síťových prostředků je nutné provádět pro oba směry komunikace zvlášť. Tento 
protokol není příliš vhodný pro využití ve větších sítích ( jako je např. internet) a to 
z důvodu velké režie, kterou sebou přináší a která zatěžuje síťové prvky. Z tohoto důvodu 
není ani příliš vhodné v takto velkých sítích používat metodu IntServ  [4].  Spousta 
aplikací však nepotřebuje přesně zajistit konkrétní průchodnost nebo zaručit minimální 
zpoždění. Stačí, že bude zajištěno nepříliš výrazné zhoršení těchto parametrů a to vlivem 
jiné komunikace probíhající v témže čase ve stejné síti. Jako příklad lze uvést přenos 
velkého souboru, který způsobí nezanedbatelné zpomalení komunikace v reálném čase. 
U tohoto druhu komunikace je takovéto zpomalení vnímáno daleko citlivěji než u přenosu 
dat. Navíc se stále rostoucím objemem přenášených dat je také tlak na minimalizaci 
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přenosu stavových informací jako je například již zmiňovaná rezervace síťových 
prostředků. Tyto informace musí směrovač o jednotlivých spojeních udržovat v paměti. 
Díky tomu se v poslední době obrací pozornost k poslednímu jmenovanému mechanismu 
jak zajistit kvalitu služeb a to k diferencovaným službám [18]. Protokol RSVP využívá pro 
řízení sítě následující strategie [6]: 
 
•  udržování stavu propojení, 
•  hlídání a úprava přenosu, 
•  předcházení zahlcení, 
•  management předcházení nebo odstranění zahlcení, 
•  mechanismus sledování výkonnosti linky. 
 
Integrované služby rozlišují mezi následujícími kategoriemi aplikací: 
•  Elastické aplikace – bez požadavku na doručování. Do této kategorie zapadají 
aplikace nad TCP. Nejsou kladeny požadavky na omezení zpoždění nebo 
kapacitu spojení. Příkladem je el. pošta, http protokol, atd. 
•  Real Time Tolerant (RTT) aplikace – požadují omezení maximálního zpoždění v 
síti. Občasná ztráta paketů je přijatelná. Příkladem jsou video aplikace 
využívající bufferování, které před aplikací skryjí ztrátu paketů. 
•  Real Time Intolerant (RTI) aplikace – tato třída požaduje minimální odezvu 
(latency) a rozptyl zpoždění (jitter). Příkladem jsou videokonference. 
 
 
2.3.1 RSVP Zprávy  
Protokol RSVP používá několik druhů RSVP zpráv (viz. tabulka 2-1), ale 
nejdůležitější pro jeho funkčnost jsou dvě; PATH a RESV zprávy. Jak již bylo řečeno, 
RSVP odesílatel odešle PATH zprávu s rezervačními informacemi. Tato zpráva je 
zpracována v každém uzlu podél cesty datového toku vyžadujícího danou QoS. Poté je v 
uzlu uložen PATH stav. Příjemce RSVP služby následně vygeneruje RESV zprávu a pošle 
ji opačným směrem zpět k odesílateli RSVP služby. Tato zpráva vytváří rezervační stav v 
každém uzlu podél cesty datového toku vyžadujícího QoS. RSVP zpráva je zabalena v IP 
paketu a ten v MAC rámci, jehož formát závisí na použité přenosové technologii. RSVP 
zpráva se skládá ze záhlaví a předmětu (viz. obr. 2-3). Záhlaví je velmi důležité, protože je 
v něm obsažen typ zprávy. Pomocí něj každý uzel může poznat, zda-li se jedná o PATH, 
RESV zprávu nebo chybové hlášení [14], [23]. 
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verze příznaky typ zprávy kontrolní součet 
TTL rezervováno délka 
DATA.. 
Obr. 2-3 Formát RSVP zprávy 
Kde: 
- TTL (Time to Live) – IP TTL hodnota, se kterou byla zpráva odeslána.  
- Délka RSVP zprávy – celková délka RSVP zprávy v bajtech, včetně hlavičky a objektů 
proměnné délky.  
- Data – mají proměnou délku a mohou se skládat z jednoho nebo více objektů. 
 
V následující tabulce 2-1 uvádím možné typy zpráv, které se mohou objevit 
v záhlaví RSVP paketu. 
 
Tab. 2-1 Typy zprávy v záhlaví RSVP paketu 
Číslo Typ zprávy 
1 Path zpráva 
2 Resv zpráva 
3 PathErr zpráva 





Základní RSVP zprávy jsou [14], [5] : 
• PATH zpráva:  tato zpráva je poslaná hostitelem, který chce vytvořit QoS 
rezervaci. Zpráva je (viz. kap. 2.3) zpracována každým směrovačem na cestě 
k příjemci služby. Po zpracování zprávy těmito směrovači je v nich uložen 
PATH stav. PATH stav obsahuje IP adresu předchozího uzlu, aby umožnil 
RESV zprávám najít stejnou cestu zpět k odesílateli služby.  
Pro přesné složení PATH zprávy odkazuji na [14].  Než je PATH zpráva 
poslána do sítě, musí být inicializována síťovým prvkem, který vyžaduje 
danou QoS.  
 
• RESV zpráva :  Když k příjemci služby dojde PATH zpráva, tak se může podle 
jejího obsahu rozhodnout, zda-li danou službu příjme a učiní pro ni rezervaci. 
V opačném případě vygeneruje chybovou zprávu, pro oznámení odmítnutí 
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vysílači služby. V případě, že se rozhodne danou službu přijmout, vygeneruje 
rezervační (RESV) zprávu. Když RESV zprávu příjme směrovač, je 
podstoupena kontrole přístupu, která rozhodne, zda-li muže být datovému 
toku udělena rezervace zdrojů, tak jak je ve zprávě popsána. Rozhodnutí o 
tom, zda-li má směrovač dostatek zdrojů pro poskytnutí rezervace, může být 
učiněno podle stávajících rezervací ve směrovači nebo podle aktuálního stavu 
výstupního rozhraní. Pokud je rezervace přijatá, je klasifikátor paketů nataven 
tak, aby mohl identifikovat a klasifikovat pakety patřící do daného toku. Poté 
je ve směrovači uložen RESV stav a zpráva putuje k dalšímu směrovači. 
Takto je ustanovena rezervace podél celé datové cesty. V případě, že není 
rezervace udělena je vygenerována chybová zpráva pro oznámení této situace 
odesílateli služby. 
• Teardown zprávy : Není nezbytné odstranit poslední rezervaci, ale je doporučené, 
aby všechny koncové uzly poslaly teardown zprávu po ukončení aplikace. 
Existují dva druhy této zprávy:  
- Path Tear – odstranění PATH stavu ve všech směrovačích. 
- Resv Tear – odstranění reservačního stavu ve všech směrovačích. 
Tyto zprávy mohou také být vygenerovány aplikací v koncovém uzlu nebo 
směrovačem v případě, že nepřijde nová RESV nebo PATH zpráva v 
časovém limitu, který je určen podle hodnoty objektu TIME_VALUES 
poslední zprávy [14], [5].  
• Chybové zprávy : Existují dva druhy chybových hlášení:  
- RathErr – je vygenerovaná když se vyskytne chyba v poslání PATH zprávy 
- ResvErr – je vygenerovaná když se vyskytne chyba v poslání RESV zprávy 
 
PathErr je poslána odesílateli s typem chyby a s IP adresou uzlu, který detekoval 
chybu. ResvErr je směřovaný na přijímač služby, který požadoval rezervaci. Tyto zprávy 
nemodifikují PATH stavy v uzlech, přes které prochází. 
2.4 Diferencované služby (Differentiated Services, DS, DiffServ)  
 
Oprávněné obavy ze špatné škálovatelnosti protokolu RSVP vedly vědce k hledání 
dalších alternativ, jak zajistit QoS v datových sítích. Hlavní nebezpečí RSVP protokolu 
viděli v situaci, kdy by mělo dojít k rezervaci napříč celým internetem. Takováto situace 
by měla za následek velké zatížení směrovačů, které by jednak přenášely statisíce toků (to 
dělají i dnes), a to hlavně z důvodu nároků na paměť pro uchovávání stavových dat. Dále 
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by použití RSVP protokolu dále zhoršovalo zatížení sítě neustálým potvrzováním 
rezervace síťových prostředků u všech směrovačů po celou dobu spojení.  U směrovačů na 
páteřních sítích by bylo toto zatížení už skutečně obrovské [18], [29], [5].  
Pracovní skupina pro diferencované služby pod záštitou IETF proto vytvořila 
principiálně jednodušší model zajištění kvality služeb a to model diferencovaných služeb. 
Ten je založen na agregaci datových toků do malého počtu tříd (CoS – Class of service).  
Těmto třídám lze podle pravidel definovaných ve směrovačích přiřadit odpovídající kvalitu 
služeb. Do jaké třídy paket patří je definováno v hlavičce IP protokolu a to buď v osmi 
bitovém poli Typ služby (ToS – Type of Service)  ( v případě použití IP protokolu verze 4) 
(viz. kap. 1.2) nebo v osmibitovém poli Třída provozu (TC - Traffic Class), které je 
definované v IP protokolu verze 6 viz obr. 2-4 a 2-5, [16], [17] a [18]. 
 
Při implementaci rozlišovaných služeb je každému odesílanému paketu přiřazena 
sítí značka, která určuje třídu přenosu. Jakmile přijme síťový prvek takto označkovaný 
paket, určí dle značky metodu jeho zpracování.  Rozlišované služby nevyžadují, aby 
síťové prvky udržovaly informace o parametrech jednotlivých spojení. Udržují se pouze 
informace o třídách přenosu. Tato vlastnost je výhodná oproti integrovaných službám. 
Rozlišované služby jsou implementovány v komunikační síti i v koncových aplikacích, 
což je ovšem méně časté řešení. Architektura rozlišovaných služeb je v současné době díky 







Typ služby ( ToS) 
(8b) 
Celková délka IP datagramu 
(16b) 










CRC IP záhlaví 
(16b) 
IP adresa odesílatele 
(32b) 
IP adresa příjemce 
(32b) 
Volitelné položky záhlaví 
DATA 










Identifikace toku dat (Flow label) 
(20b) 




Počet hopů (TTL) 
(8b) 
 




Destination IP adresa  
(128b) 
 
Volitelné položky (další hlavičky) 
DATA 
Obr. 2-5 Hlavička paketu IPv6  
Jak již bylo zmíněno v úvodu této kapitoly, mechanismus DiffServ sice využívá 
pole ToS, ale ne tak, jak bylo definované v [12]. Toto pole se v rámci DiffServ nazývá DS 
viz. obr. 2-6. To již neobsahuje absolutní prioritu paketu, ale pouze informaci o třídě 
provozu, do které náleží. Mapa, která definuje jaká třída má jakou prioritu, musí být 
nastavená v každém směrovači. Prvních šest bitů pole DS je používáno k označení třídy 
provozu a určení způsobu zacházení s paketem, tak zvaného Per-Hop Behavior (PHB) a to 
pro každý paket vstupující přes okrajový směrovač do sítě využívající mechanismus 




Obr. 2-6 Struktura pole DS 
 
Pomocí 6 bitů pole DSCP můžeme vyjádřit celkem 64 různých hodnot. Konkrétní 
hodnoty jsou v  literatuře označeny výrazem „code point“ (CP).  Odtud potom značka 
DSCP. Rozsah hodnot pole DSCP (6 bitů) bylo rozděleno do třech skupin podle účelu 
přidělování a řízení: 
• blok 32 doporučených CP-ů bylo standardizovaných, 
• blok 16 CP je dostupný pro pokusy nebo pro lokální využití, 
• blok 16 CP je dostupný na výzkum a lokální užití, ale mohou být předmětem 
standardizace, pokud bude 1. kategorie plně obsazena. 
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Mechanismus DiffServ je založen také na existenci tzv. DiffServ domén 
(viz. obr. 2-7). DiffServ doména je část sítě, ve které platí jednotná administrace. Ta 
zajišťuje stejné zacházení s pakety v celé DiffServ doméně [29], [10]. 
 
 
Obr. 2-7 Dělení na DS domény 
 
 
V DiffServ doméně můžeme nalézt  tři typy směrovačů [10], [29], [11]: 
• Okrajový směrovač – je to takový směrovač, který leží na rozhraní mezi DiffServ 
doménou a tou částí sítě, která obsahuje ještě neoznačkované pakety. Tento uzel je 
nejdůležitější, protože provádí klasifikaci vstupních toků – označuje pakety a posílá 
je do své DiffServ domény. Na tento uzel jsou ale také kladeny velké nároky, 
protože musí provádět klasifikaci a značkování vstupních toků na základě vytížení 
sítě apod.  
• Vnitřní směrovač – (core router) nebo také páteřní. Tento směrovač neprovádí 
žádnou klasifikaci paketů. S daným paketem zachází podle jeho značky. 
 
• Hraniční směrovač – (edge router) leží na rozhraní dvou DiffServ domén. Tyto 
domény mohou a nemusí mít shodná klasifikační pravidla.  Způsob jakým se bude 
zacházet s pakety přicházejícími z jiné DiffServ domény zaleží na dohodě mezi 
oběmi DiffServ domény. Většinou se znova provede klasifikace a to na základě 
značky v příchozím paketu a cílové adrese. Poté se paketu přiřadí nová značka.  
 




2.4.1 Hranice důvěryhodnosti 
Hranice důvěryhodnosti (trusted boundaries) je místo (viz. obr. 2-8), kde je 
akceptováno nastavení CoS nebo DSCP značek paketů nebo rámců procházejících těmito 
místy. Z hlediska aplikování QoS je nejlepší pokud je tato hranice co nejblíže koncovému 
zařízení, tedy v přístupové síti [30].   
 
Obr. 2-8 Hranice důvěryhodnosti 
 
Vymezení hranice důvěryhodnosti závisí na schopnostech koncového zařízení. Tři hlavní 
kategorie koncových zařízení z hlediska důvěryhodnosti jsou: 
z důvěryhodné zařízení (trusted endpoint), 
z nedůvěryhodné zařízení (untrusted endpoint), 
z podmíněně důvěryhodné zařízení (conditionally trusted endpoint). 
 
Důvěryhodné zařízení 
Důvěryhodné zařízení má schopnosti a inteligenci pro značkování provozu 
odpovídající značkou CoS nebo DSCP. Dále provádí přeznačkování provozu, které bylo 
značkováno předcházejícím nedůvěryhodným zařízením. Mezi nejběžnější důvěryhodné 
zařízení patří Cisco IP telefony, analogové ústředny, videokonferenční systémy, servery. 
bezdrátové přístupové body a bezdrátové telefony. 
 
Nedůvěryhodné zařízení 





Podmíněně důvěryhodné zařízení 
IP telefony jsou na rozdíl od PC důvěryhodné zařízení. Toto reprezentuje problém 
zajištění důvěryhodných hranic v mobilním prostředí.  Z důvodu mobility se může měnit 
umístění IP telefonu na jednotlivých portech přepínače. Firma Cisco implementovala 
protokol CDP (Cisco Discovery Protocol), který je používán na sdílení informací o jiných 
přímo připojených zařízeních. CDP je nezávislý na přenosovém médiu a protokolu a běží 
na drtivé většině Cisco zařízeních.  
2.4.2 Referenční model technologie DiffServ 
Referenční model technologie DiffServ jak ho ve svých zdrojích uvádí firma Cisco je 
vidět na obrázku 2-9.  Celý model se pro lepší pochopení funkce skládá z několika bloků, 
které popíši v následujícím textu. Jsou to bloky klasifikace, politika, značkování, plánování a 
řazení do front a samotná obsluha výstupních front [25],  [28], [29], [30]. 
 
 
Obr. 2-9 Model technologie DiffServ 
 
 
• Klasifikace: je proces, který zařazuje jednotlivé pakety do určitých skupin, podle 
předem definovaných pravidel. Hlavní rozdíl mezi klasifikací a značkováním je 
takový, ze značka přidělená paketům může být použita pro klasifikaci. 
Klasifikace se provádí na základě dat uložených v hlavičce paketu. Používáme 
dva druhy klasifikace a to: 
x Sdružené zacházení (Behavior Aggregate – BA) tato klasifikace vybírá 
pakety jen podle jednoho identifikátoru a to podle DSCP. Tato klasifikace 
je většinou používána v případech, kdy byl příchozí paket již označen jiným 
síťovým prvkem. 
x Vícepoložková klasifikace (Multifield – MF) tato klasifikace vybírá pakety 
podle jednoho nebo více identifikátoru. To mohou být ostatní položky 
v hlavičce IP paketu, kromě pole DSCP např. zdrojová a cílová adresa, port 
transportního protokolu a jiné. Tyto položky lze mezi sebou kombinovat. 
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Pakety lze také klasifikovat pomocí aplikace, která pakety generuje. Hraniční 
směrovač může této klasifikaci důvěřovat nebo nikoli (viz. kap. 2.4.1) a 
vygenerovat pro tento paket novou značku.  
Pokud přechází paket z jedné DiffServ domény do jiné, mohou nastat tři 
případy zacházení s takovýmto paketem: 
x značka je zachována, 
x značka je změněna na jinou značku, ale význam je zachován, 
x značka je změněna na jinou s jiným významem. 
  
• Politika: porovnává vstupní datový tok s nakonfigurovaným datovým profilem a 
rozhoduje, zda paket do tohoto profilu spadá nebo nikoliv. Datovým profilem 
rozumíme dohodnuté podmínky mezi zákazníkem a poskytovatelem. Na 
základě tohoto rozhodnutí je provoz dále tvarován. V anglické literatuře je tento 
termín označován jako Policing and Shaping. Rozdíl mezi policing a shaping je 
následující. Policing odesílá pakety až do rychlosti linky. Dovoluje shluky, 
nevyhlazuje ani nebufferuje provoz. Pakety může zahazovat až když je 
překročena dovolená hranice. Oproti tomu Shaping uhlazuje provoz a odesílá 
pakety konstantní rychlostí. Používá bufferování pro pakety překračující danou 
rychlost. Pro určité typy přenosů jako je například komunikace v reálném čase 
není ovšem tato možnost příliš žádoucí. 
• Značkování: značkování je (viz. kap. 2.4) přiřazení definované značky paketu, podle 
předem definovaných pravidel. Existují tři typy mechanismů pro diferencované 
zacházení s pakety různých tříd. Ty se označují zkratkou PHB – Per Hop 
Behavior.  
x Expedited forwarding (EF PHB) neboli urychlené předávání. [26] [21]. Tento 
mechanismus je podrobně popsán v doporučeních RFC 2598 a v novějším 
aktualizovaném RFC 3246. V nich je také stanoveno, že doporučená hodnota 
pole DSCP pro EF PHB je „101110“. Tento mechanismus je určen pro 
předávání paketů s nízkým zpožděním, kolísáním i s nízkou ztrátovostí. 
Zajišťuje také garanci určité šířky pásma, aby tyto parametry mohl dodržet. 
Tzn. že jestliže máme ve frontě EF pakety, jsou tyto přednostně posílány před 
ostatními v jiných frontách. Ty jsou v tuto chvíli blokovány. EF PHB je 
vhodný pro využití multimediálními službami. Dá se také s úspěchem použít 
pro emulování okruhů. Tento mechanismus často využívá prioritní frontu. 
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Jisté omezení spočívá v relativně malém počtu spojení, které lze tímto 
způsobem přenášet. To z důvodu potlačení provozů v ostatních frontách.  
x Assured forwarding (AF PHB) - zaručené předávání je definováno ve standardu 
RFC 2597 [5], [20]. Tento mechanismu klade důraz převážně na minimalizaci 
ztráty paketu, než na zaručení ostatních přenosových charakteristik jako jsou 
zpoždění, rozptyl zpoždění a další. Proto není tento mechanismus příliš 
vhodný pro multimediální služby pracující v reálném čase. AF PHB 
poskytuje pro IP pakety čtyři třídy (AF1, AF2, AF3 a AF4) podle úrovně 
záruk a zdrojů (prostor ve vyrovnávacích pamětech a šířka pásma). Tyto třídy 
se ještě dále dělí na tři podtřídy podle pravděpodobnosti zahození. Celkem 
tak dostaneme dvanáct tříd. AF PHB se označují uspořádanou dvojicí AFnm 
kde n je třída a m podtřída. Každé třídě odpovídá příslušná DSCP značka 
(viz. tab. 2-2), kde jsou příslušné AF PHB značky seřazeny sestupně podle 
priority.  
Tab. 2-2 Doporučené hodnoty DSCP pro AF dle RFC 2597 
Třída PHB Podtřída PHB DSCP Pravděpodobnost zahození 
AF41 100010 Nízká 
AF42 100100 Střední AF4 / CS4 
AF43 100110 Velká 
AF31 011010 Nízká 
AF32 011100 Střední AF3 / CS3 
AF33 011110 Velká 
AF21 010010 Nízká 
AF22 010100 Střední AF2 / CS2 
AF23 010110 Velká 
AF11 001010 Nízká 
AF12 001100 Střední AF1/ CS1 
AF13 001110 Velká 
   
Jakou podtřídu pro IP paket zvolit vychází z daného datového profilu. 
Pakety, které jsou mimo tento profil, jsou posílány s vyšší pravděpodobností 
zahození tj. s nižší pravděpodobností doručení. Tato data jsou ale jako 
navíc, protože překročili výše zmíněný profil. V doporučení RFC 2597 není 
definován žádný rozdíl, co se priority provozu týče, mezi AF1, AF2 a AF3. 
Je tu pouze návrh, jak mezi tyto tři třídy rozložit priority resp. např. šířku 
pásma, místo ve vyrovnávací paměti, apod. Konkrétní rozdělení síťových 
prostředků se pak musí provést ručně na straně okrajového a především 
vnitřního směrovače. 
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x Best effort (BE) způsob doručení, který je vhodný pro nenáročné datové 
přenosy. 
 
• Plánování a řazení paketů do front: úzce souvisí s využíváním front, které je 
podrobně popsáno v následující kapitole. Proto zde odkazuji na ni. Velmi 
jednoduše by se dalo říci, že tento blok slouží k rozhodování, do které výstupní 
fronty, na základě QoS značky, paket uloží, ale také jak resp. v jakém pořadí 
z těchto front pakety vyčítá. [29], [30] 
• Fronty: zde jsou předmětem zájmu především mechanismy plánování front paketů 
pro podporu QoS na síťových prvcích uvnitř DiffServ domény. Tato 
problematika je tak obsáhlá, že jí věnuji další kapitolu 2.4.3 [11], [29], [30]. 
2.4.3 Fronty  
• FIFO 
Fronta FIFO neboli First In First Out je jednou z nejstarších typů front, které 
známe a které se stále využívají. Tento typ fronty se využívá hlavně v případě, že 
nemáme implementovaný žádný z následujících speciálních algoritmů pro řízení 
odesílání. Při využití FIFO fronty jsou příchozí pakety postupně řazeny do jedné 
fronty v pořadí, v jakém byly přijaty a v tomto pořadí jsou také vysílány. 
Implementace takovéto fronty je velice snadná. Není tu potřeba žádný algoritmus 
řízení. Použití této fronty je vhodné především pro typ přenosu „best effort“ 
z toho důvodu, že se na všechny pakety aplikuje stejné zacházení. V této 
jednoduchosti je ovšem i největší omezení pro použití pro diferencované služby, 
protože nedokáže priorizovat vybrané pakety. Princip FIFO fronty je znázorněn 
na obrázku 2-10. 
 




• Prioritní fronta (Priority queuing - PQ) 
Tento typ fronty nabízí jednoduchý způsob, jak rozlišit mezi jednotlivými třídami 
provozu. Při použití tohoto mechanismu řízení odesílání dat může existovat až m 
front s různou prioritou. To, jestli bude nebo nebude paket poslán a v jakém 
pořadí je pak dáno právě prioritou fronty, ve které se paket nachází. Prioritně jsou 
odesílány pakety z fronty, která má největší prioritu, a teprve až v takové frontě 
nejsou žádná data k odeslání, je možno odesílat pakety z fronty další. Fronty 
s vyšší prioritou tedy mají absolutní přednost před těmi s nižší prioritou. Toto je 
asi jejich největší nevýhoda, protože se může stát, že dojde k úplnému potlačení 
některé fronty s nízkou prioritou a následnému rozpadu spojení. Jako výhoda by 
se opět dala označit snadná implementace. Tento typ front se musí implementovat 
velice citlivě a jen v případech, kdy data, která chceme priorizovat tvoří jen velmi 
malou část celkového objemu přenášených dat. Princip prioritní fronty je 
znázorněn na obrázku 2-11. 
 
Obr. 2-11 Fronta typu PQ 
 
• Fronta se spravedlivou obsluhou (Fair-queuing – FQ) 
Tento systém odstraňuje nevýhodu předchozího typu obsluhy a to následujícím 
způsobem. Příchozí pakety jsou opět řazeny do obecně m front. Každé frontě je 
přiřazena 1/m šířky pásma. Fronty, které mají nějaká data k odeslání jsou potom 
cyklicky obsluhovány, využívá se tu tzv. round-robin algoritmus (viz. obr. 2-12). 
Z každé fronty je postupně odeslán jeden paket. I tento mechanismus má 
nevýhody. Jednou z nich je pevná šířka pásma, která je přidělena jednotlivým 
frontám. Jednotlivé datové provozy mají různé nároky na šířku pásma, a proto je 
toto pevné rozdělení nevhodné. Další nevýhodou je, že tento algoritmus nijak 
nezohledňuje velikost paketů. Proto jsou-li v jedné frontě větší pakety než ve 
druhé, odešle se z této první fronty za určitý počet cyklů obsluhy větší objem dat. 
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Obr. 2-12 Fronta typu FQ 
 
• Fronta s váženou cyklickou obsluhou (Weighted Round Robin – WRR) 
Tento typ obsluhy dokáže eliminovat jednu z hlavních nevýhod front se 
spravedlivou obsluhou. Tou je pevné rozdělení šířky pásma mezi m front 
v poměru 1/m šířky pásma pro každou frontu. Tento mechanismus umí přiřadit 
každé třídě různou šířku pásma, přičemž každá třída může obsahovat ještě několik 
front. Vážená cyklická obsluha pracuje následujícím způsobem. Každé třídě je 
přiřazena určitá váha wi. Součet všech vah přitom musí být 1. Šířka pásma patřící 
jednotlivým třídám je pak úměrná právě této váze. Odesílání paketů uvnitř třídy je 
řízeno spravedlivou obsluhou viz. FQ kap. 2.4.3. Mechanismus front s váženou 
cyklickou obsluhou používá dvouúrovňové round-robin plánování (viz. obr.        
2-13), kde první úroveň provádí výběr z první až m-té třídy a druhá úroveň se 
využívá pro výběr fronty v rámci konkrétní třídy. Rozdělení šířky pásma lze poté 
realizovat procentuálním přidělením času obsluhy pro danou frontu. 
Obr. 2-13 Fronta typu WRR 
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• Fronta s váženou spravedlivou obsluhou (Weighted Fair Queuing – WFQ) 
Ačkoliv mechanismus WRR odstranil hlavní nedostatky mechanismu FQ, 
neodstranil další jeho nevýhodu a to problém s vlivem délky paketu na výslednou 
využitou šířku pásma. Právě tento nedostatek odstraňuje fronta s váženou 
spravedlivou obsluhou (WFQ). Mechanismus WFQ (viz. obr. 2-14) dělí vstupní 
provoz do m front stejně jako mechanismus FQ. Těmto frontám je stejně jako u 
WRR přiřazena váha wi. Tato váha je procentuální vyjádření velikosti šířky 
pásma, která je každé frontě přiřazená. Stejně jako u mechanismu WRR musí být 
součet všech wi roven jedné neboli 100%. Pro zohlednění délky paketu se pak 
používá celkem složitý proces, který se nazývá vážená bitová cyklická obsluha 
(weighted bit-by-bit round robin scheduler). Ta spočívá v tom, že pakety jsou 
podle přiřazené váhy posílány, ale ne jako celek nýbrž bit po bitu. Tak se 
vypočítá, který paket by měl ve skutečnosti opustit frontu jako první a ten se také 
následně vyšle. Je tedy vidět, že delší pakety budou čekat déle než krátké. 
Praktická realizace přenosu bit po bitu není příliš efektivní, a proto se příliš 
nevyužívá. Systém WFQ jako takový je ovšem docela rozšířený. 
 
 
Obr. 2-14 Fronty s obsluhou WFQ 
 
• Fronta s váženou spravedlivou obsluhou řízenou podle tříd (Class-Based Weighted 
Fair Queuing – CB WFQ) 
Tento mechanismus (viz. obr. 2-15) je v podstatě stejný jako WRR. Vstupní 
datový tok je rozdělen do m tříd s váhami wi, jejichž celkový součet je roven 
jedné. Hlavní rozdíl oproti WRR je ve způsobu obsluhy datových toků uvnitř 




Obr. 2-15 Fronta s váženou spravedlivou obsluhou řízenou podle tříd 
 
2.4.4 Správa front 
Úlohou aktivní správy front je chránit vyrovnávací paměti síťových prvků proti 
celkovému zaplnění, které by mohlo způsobit kolaps sítě. 
• Pasivní – Tail Drop: jedná se o nejstarší a nejjednodušší mechanismus zabezpečení 
front proti zahlcení. Pracuje na principu prostého zahazování paketů, 
pro které už není ve frontě místo. Použití této zprávy má nežádoucí 
vliv hlavně na TCP spojení. Pokud dojde k zahlcení síťového prvku, 
dojde následkem zahazování ke ztrátě paketů všech TCP spojení, 
které v daném okamžiku posílají pakety. TCP na ztrátu paketu reaguje 
tak, že sníží rychlost odesílání, ale zhruba ve stejné době začne znovu 
vysílat dříve zahozené pakety. Protože takto zasažených TCP spojení 
bude pravděpodobně více, dojde také nárazově ke zvýšení provozu. 
To může dojít až tak daleko, že dojde k tzv. oscilaci mezi stavy 
úplného zahlcení a minimálního provozu. Tato situace se nazývá 
globální synchronizace protokolu TCP (global TCP synchronization). 
• Aktivní – Random Early Detection ( RED ): metoda RED detekuje stav, kdy se blíží 
zahlcení síťového prvku a na tento stav reaguje tak, že začne náhodně 
zahazovat pakety, které čekají ve frontě. Tedy ne jen ty na konci 
fronty. Metoda RED se skládá ze dvou hlavních částí a to z algoritmu 
predikce úrovně zahlcení a z  profilu zahození paketů. Existují dvě 
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metody, jak predikovat zahlcení. Jednodušší z nich předikuje zahlcení 
na základě aktuálního zaplnění vyrovnávací paměti. Druhá metoda 
využívá pro predikci časové průměrování zaplnění vyrovnávací 
paměti a tak zohledňuje trend, kterým se zaplnění paměti ubírá. 
Z toho vyplývá, že pokud je sice paměť téměř obsazená, ale 
vyprazdňuje se, není důvod k zbytečnému zahazování. Pokud nastane 
situace, že přeci jen dojde k úplnému zaplnění paměti, začne se 
uplatňovat mechanismus tail-drop. Díky tomu, že náhodné zahození 
paketů zpomalí pouze některé TCP spojení, nedochází k nepříznivému 
jevu globální synchronizace protokolu TCP jako u mechanismu tail-
drop. Toto ale platí pouze pro TCP spojení. Zahození paketu nemá 
žádný vliv na pakety transportního protokolu UDP, a proto není tato 
metoda, z hlediska řízení toku dat, pro tento protokol použitelná. 
 
– Weighted Random Early Detection (WRED): tato metoda je, jak již 
z názvu vyplývá, pouze rozšířením metody předchozí a to o možnost 
využít různých profilů pro každou frontu zvlášť. Navíc umožňuje 
přednostně zahazovat pakety s nižší prioritou (s vyšší 
pravděpodobností zahození viz. tab. 3-1) v rámci jedné fronty. 
 
–  Explicitní signalizace zahlcení (Explicit Congestion Notification – ECN): 
použití ECN je volitelným experimentálním rozšířením protokolu 
TCP. [19] Využívá dvou posledních bitů pole DSCP (viz. obr. 2-6), 
které se Označují jako CE a ECT. Ty nastavuje u náhodně vybraných 
paketů stejným principem jako u metody RED. Tato metoda takto 
vybrané pakety nezahodí, ale pomocí nich informuje koncové uzly o 
možnosti zahlcení. Bit ECT nastavuje pouze koncový uzel. Indikuje 
síťovým prvkům, že metodu ECN využívají. Naopak bit CE nastavují 
směrovače a indikují tak zahlcení. Tento bit lze nastavit pouze tehdy, 
je-li metoda ECN koncovými prvky podporována. Opět se jedná 
pouze o protokol TCP. Pokud je ovšem ve směrovači vyčerpána 
vyrovnávací paměť, jsou všechny ostatní pakety zahozeny stejně jako 
u mechanismu tail-drop. 
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3 Obecný postup pro nastavení QoS 
3.1 Modular QoS Command-Line Interface (MQC) 
 
 Ke zjednodušení nastavení QoS na zařízeních Catalyst, zavedla firma Cisco 
jednotný systém konfigurace QoS nazývaný MQC. Tento modulární sytém rozděluje 
konfiguraci do tří základních komponent jejichž provázanost můžeme vidět na obr. 3-1, 
obecný postup pak na obrázku 4-2: 
 
z class-map – definuje třídy provozu, zároveň slouží pro rozlišení jednotlivých 
datových toků, provoz může být klasifikován podle různých kriterií, viz. dále. 
z policy-map – určíme, jakým způsobem budeme zacházet s jednotlivými třídami 
provozu. Nastavení zahrnuje značkování, přeznačkování, policing, shaping, 
low-latency nebo class-based weighted fair queuing. 
z service-policy – tímto příkazem aplikujeme policy-map na jednotlivé rozhraní 
(interface) v určeném směru (input, output) 
 
 




 Prvním krokem nastavení QoS na zařízeních Cisco je definice třídy provozu tzv. 
class-mapy. Jednoduše řečeno, class-mapa slouží pro oddělení jednotlivých datových 
toků na rozhraní. Tímto klasifikujeme jednotlivé datové toky do různých, námi 
definovaných tříd. Pro každou třídu definujeme soubor kriterií a na základě těchto 





Konfigurace class-mapy se provádí příkazem class-map [jméno_class-mapy] 
 
Příklad 3-1 Možnosti vytvoření class-mapy  
 
Pokud porovnáváme pakety podle více než jednoho kriteria, máme na výběr dva 
způsoby klasifikace, reprezentující logickou operaci OR (match-any) nebo AND 
(match all). 
 Match-any – alespoň jedna z podmínek musí být splněna pro zařazení do třídy. 
 Match-all - všechny podmínky musí být splněny pro zařazení do třídy. 
V konfiguračním režimu class-mapy máme na výběr několik možností. Nás zajímá 
položka match, která určuje podle jakých kriterií se bude provoz porovnávat. Význam 
jednotlivých voleb je vysvětlen v tabulce 3-1 








Tab. 3-1 Přehled parametrů pro konfiguraci class-mapy  
Příkaz Funkce 
match [ip] precedence precedence-value 
[precedence-value] Porovnává s precedencí Ipv4 paketů 
match access-group   access-group | name Porovnává s ACL listem 
match cos cos-value   [cos-value] Porovnává s CoS hodnotu 
match destination-address   mac address Porovnává s cílovou MAC adresou 
match ip dscp ip-dscp-value   [ip-dscp-value] Porovnává s nastavenou dscp značkou 
match source-address   mac address Porovnává se zdrojovou MAC adresou 
R1(config)# class-map ? 
  WORD       class-map name 
  match-all  Logical-AND all matching statements under this classmap 
  match-any  Logical-OR all matching statements under this classmap 
R1(config-cmap)# match ? 
  access-group         Access group 
  any                  Any packets 
  class-map            Class map 
  cos                  IEEE 802.1Q/ISL class of service/user priority 
values 
  destination-address  Destination address 
  ip                   IP specific values 
  source-address       Source address 
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Pro náš případ jsme použili klasifikaci podle Access-group, která umožňuje 
porovnání s vytvořeným access listem (ACL), který ve své rozšířené (extended ACl) 
podobě umožňuje klasifikovat podle: 
 
• protokolu,  
• zdrojové či cílové adresy,  
• IP precedence,  
• type of service (ToS) hodnoty,  
• DSCP hodnoty 
 
Pro zobrazení konfigurace class-map slouží příkaz show class-map, který zobrazí 
všechny vytvořené class-mapy. 










3.1.2 Policy map 
 Na vytvořené class-mapy jsou aplikovány pravidla, která definujeme v policy 
mapě. Stejně jako class-mapa se policy mapa konfiguruje v globálním konfiguračním 
modu (tj. po zadání příkazu configure terminal) zadáním příkazu policy-map 
[jméno_policy-mapy].  








Po vytvoření policy mapy se dostaneme do konfiguračního módu policy-mapy.  





R1# show class-map 
 Class Map match-any class-default (id 0) 
   Match any 
 
 Class Map match-all ACCOUNTING-HTTP (id 2) 
   Match access-group  101 
   Match access-group  103 
R1(config)#policy-map ? 





QoS policy-map configuration commands: 
  class        policy criteria 
  description  Policy-Map description 
  exit         Exit from QoS policy-map configuration mode 
  no           Negate or set default values of a command 
  rename       Rename this policy-map 
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Příkazem class vybereme existující class-mapu, pro kterou budou aplikována 
nastavení policy-mapy. Význam jednotlivých parametrů při tvorbě pravidel policy-
mapy je shrnut v tabulce 3-2. 
 


















Tab. 3-2 Význam parametrů konfigurace policy-map 
Příkaz Funkce 
set Nastavuje IP precedence nebo DSCP hodnotu v záhlaví IP paketu 
bandwidth Rezervuje šířku pásma pro třídu u CBWFQ 
priority Rezervuje šířku pásma a poskytuje Low Latency Queuing s CBWFQ 
shape Tvaruje provoz s definovanou šířkou pásma a velikosti shluku  
police Limituje provoz podle nastavené šířky pásma a velikosti shluku dat 
compress Umožňuje kompresi TCP a RTP záhlaví paketů 
fair-queue Konfigurace WFQ mechanismu 
random-detect Konfigurace WRED mechanismu 
 
Můžeme aplikovat jakýkoli hardwarem podporovaný QoS mechanismus na třídu. 
3.1.3 Service-policy 
Posledním krokem je aplikace politiky na interface, to se provádí příkazem 
service-policy {input | output} policy-map-name. Máme na výběr dvě možnosti, jak 
ukazuje následující příklad 3-7. 
 
R1(config)# policy-map ACCOUNTING-POLICY 
R1(config-pmap)# class class-default 
R1(config-pmap-c)# ? 
QoS policy-map class configuration commands: 
  bandwidth       Bandwidth 
  exit            Exit from QoS class action configuration mode 
  fair-queue      Enable Flow-based Fair Queuing in this Class 
  no              Negate or set default values of a command 
  police          Police 
  priority        Strict Scheduling Priority for this Class 
  queue-limit     Queue Max Threshold for Tail Drop 
  random-detect   Enable Random Early Detection as drop policy 
  service-policy  Configure QoS Service Policy 
  shape           Traffic Shaping 
  set             Set QoS values 
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Volba input znamená, že politika je aplikována na provoz, který vstupuje do 
přepínače skrze toto rozhraní a volba output značí, že politika je aplikována na provoz 
vystupující skrze toto rozhraní. Schopnost aplikovat politiku na vstup nebo výstup 
závisí na tom, jaký mechanismus QoS je použitý v policy mapě. Některé mechanismy 
mohou být aplikovány pouze na výstupní rozhraní (např. traffic shaping). 
Nastavení service-policy můžeme ověřit příkazem show policy-map  









Chceme-li mluvit o implementaci QoS, musíme si nejdříve uvědomit, kde 
chceme popř. kde musíme s implementací začít. Toto rozhodnutí závisí na tzv. hranici 
důvěryhodnosti.  
 
R1(config-if)# service-policy ? 
  history  Keep history of QoS metrics 
  input    Assign policy-map to the input of an interface 
  output   Assign policy-map to the output of an interface 
R1# show policy-map 
policy-map ip_tv_policy 
  class ip_tv_class 
   set dscp af41 
policy-map internet_policy 
  class internet_class 
   set dscp af11 
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4 Ukázkový příklad nastavení QoS 
Všechna nastavení QoS, která jsem dosud popisoval, si názorně předvedeme na 
následujícím příkladu. Mějme testovací síť, která bude zahrnovat tři přepínače, 
(Catalyst 3560, 2950 a 2960), dva IP telefony Cisco 7940, tři počítače a softwarovou 
ústřednu CCM (Cisco Call Manager). Celou síť včetně zobrazení jednotlivých datových 
toků můžeme vidět na obr. 4-1. 
 






4.1 Nastavení Catalyst 2950 
Catalyst 2950 podporuje jen přepínání na 2 vrstvě a používá se především jako 
přístupový přepínač, ke kterému jsou připojeny koncové zařízení. Postup nastavení 
QoS je zhruba následující. Jak bylo zmíněno již dříve, abychom mohli jedny datové 
toky priorizovat před ostatními, musíme si je nějakým způsobem označit a rozdělit do 
tříd (tzv. klasifikovat). Klasifikace je proces rozlišování jednoho typu toku od druhého 
zkoumáním obsahu paketů. Klasifikace je prováděna pouze pokud má přepínač 
zapnutou podporu QoS (ta je implicitně vypnuta). Poté, co je paket klasifikován a 
označen interní DSCP hodnotou, začíná "Policing and Marking" (kontrola pomocí 
hlídače a označkování). Hlídač (Policer) kontroluje nepřekročení nastavené šířky 
pásma. Pokud k tomu dojde jsou dané pakety označeny jako neodpovídající profilu. 
Každý policer pak určí, co bude s paketem provedeno, zda bude zahozen nebo 
přeznačkován novou DSCP hodnotou pomocí policed-DSCP mapy. Celý postup je 
znázorněn na následujícím obrázku 4-2 a obecně platí pro všechna námi použitá 
zařízení. 
 
Obr. 4-2 Postup nastavení QoS 
 
4.1.1 Klasifikace, značkování a mapování 
Na přepínači Cisco 2950 jsou dostupné dvě metody klasifikace. Jedna založená 
na fyzickém rozhraní a druhá na MQC/ACL. Standardně je fyzické rozhraní nastavené 
jako nedůvěryhodné (untrusted), ale můžeme ho nakonfigurovat aby důvěřovalo COS 
nebo DSCP značkám. 2950 nepodporuje všechny DSCP značky. Podporovány jsou jen 
následující hodnoty: 0, 8, 10, 16, 18, 24, 26, 32, 34, 40, 46, 48 a 56. Důvěryhodná 
hranice může být rozšířena IP telefonem, který je připojen na rozhraní. Přepínač 












K nastavení QoS na 2950 je použito MQC. To, jak již bylo zmíněno výše, se 
sestává z vytvoření class-mapy, na kterou se aplikují pravidla QoS. Ta jsou definována 
v policy mapě. Nakonec je vytvořená policy mapa, která se přiřadí na rozhraní 
příkazem service policy. Celý mechanismu zobrazuje příklad 4-2. 
 











Standardní CoS-to-DSCP mapa pro 2950 je zobrazena v tabulce 4-1. Toto 
standardní CoS-to-DSCP mapování používají v současné době všechny Catalyst 
zařízení. 
 
Tab. 4-1 Standardní mapování CoS-to-DSCP 
CoS hodnota 0 1 2 3 4 5 6 7 
DSCP hodnota 0 8 16 24 32 40 48 56 
 
Standardní DSCP-to-CoS mapování pro 2950 je zobrazeno v tabulce 4-2. 
Tab. 4-2 Standardní mapování DSCP-to-CoS 
DSCP hodnota 0 8, 10 16, 18 24, 26 32, 34 40, 46 48 56 
Cos hodnota 0 1 2 3 4 5 6 7 
 
Tyto standardní hodnoty mohou být modifikovány. To se, jak je vidět na 
příkladu  4-3, provádí příkazy mls qos map cos-dscp nebo mls qos map dscp-cos.  





  CAT2950(config)#interface range FastEthernet 0/12 - 24 
  CAT2950(config-if-range)#mls qos trust cos 
  CAT2950(config-if-range)#mls qos trust device cisco-phone 
  CAT2950(config)#access-list 100 permit udp 10.200.200.200 
255.255.255.255 any 
  CAT2950(config)#class-map IPTV 
  CAT2950(config-cmap)#match access-group 100 
  CAT2950(config-cmap)#exit 
  CAT2950(config)#policy-map MARK-IPTV-DSCP-CS4 
  CAT2950(config-pmap)#class IPTV 
  CAT2950(config-pmap-c)#set ip dscp 32 
  CAT2950(config-pmap-c)#interface FastEthernet 0/1 
  CAT2950(config-if)#service-policy input MARK-IPTV-DSCP-CS4 
CAT2950(config)#mls qos map cos-dscp 0 8 16 24 32 46 48 56 
CAT2950(config)#mls qos map dscp-cos 8 to 0 
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4.1.2 Fronty 
Catalyst 2950 podporuje 4 výstupní fronty s pouze jednou prahovou (threshold) 
hodnotou pro zahození paketu (tail-drop). Tyto fronty mohou být konfigurovány 
použitím jednoho ze dvou algoritmů: weighted round robin (WRR) rozvržení (4Q1T) 
nebo striktně-prioritní rozvržení (1P3Q1T). Standardně je použito striktně-prioritní 
rozvržení.   
Váha jednotlivých front se nastavuje příkazem wrr-queue bandwidth weight1 
weight2 weight3 weight4. Přibližná alokace šířky pásma odpovídá váze fronty 
vydělenou sumou všech vah front, tedy např. pro frontu 1 platí: 
weight1/ weight1 + weight2 + weight3 + weight4 
Pokud je váha pro frontu 4 nastavena na 0, plánovač operuje v striktně 
prioritním módu a fronta 4 pracuje v urychleném (expedited) režimu. Nakonec, CoS 
hodnota musí být přiřazena k požadované frontě. Toto přiřazení se provede příkazem 
wrr-queue cos-map 
 









Catalyst 2950 může být nakonfigurován v módu 4Q1T, nebo 1P3Q1T (fronta 4 
je prioritní). Prioritní fronta se konfiguruje příkazem wrr-queue bandwidth nastavením 
parametru weight pro front 4 na 0. Zbývající šířka pásma je alokována zbývajícím 
frontám v závislosti na jejich nastavené váze (weight). Catalyst 2950 podporuje 
mapování hodnoty CoS na výstupní frontu. Pro best-effort (neoznačkovaný) provoz je 
vyhrazena fronta 2 (Q2), jejíž šířka pásma (bandwidth) je nastavena na 25%. Fronta Q3 
je vyhrazena pro preferované aplikace, je tedy vhodná pro transakční data, telefonní 
signalizaci, síťový management a především pro interaktivní a streamované video. 
Šířka pásma pro frontu 3 je nastavena na 70%. Doporučený model pro Catalyst 2950 
který přiřazuje jednotlivé fronty podle značek CoS je zobrazen na obr. 4-3. 
CAT2950(config)#wrr-queue cos-map 4 5      
 ! přiřadí CoS 5 do fronty 4 
CAT2950(config)#wrr-queue cos-map 3 6 7   
 ! přiřadí CoS 6 a 7 do fronty 3 
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Aplikace DSCP CoS 1P3Q1T
Řízení sítě - Cos 7
Řízení hraničních prvků sítě CS6 CoS 6
Hlasová služba EF CoS 5
Interaktivní hlasová služba AF41 CoS 4
Streamované video CS4 CoS 4
Nepostradatelná data DSCP 25 CoS 3 Fronta Q3 (70%)
Signalizační zprávy AF31/CS3 CoS 3
Transakční data AF21 CoS 2
Správa sítě CS2 CoS 2
Bulk Data CS1 CoS 1
Best–Effort 0 0 Fronta Q1 (5%)
Fronta Q2 (25%)









Obr. 4-3 Doporučené nastavení přiřazení hodnoty CoS jednotlivým frontám 
 
Vlastní nastavení prioritní fronty (Q4) a konfigurace šířky pásma pro zbývající 
fronty (Q1, Q2 a Q3) popisuje následující Příklad 4-5. Příkazem show wrr-queue 
bandwidth zobrazíme aktuálně přidělenou kapacitu linky jednotlivým frontám. 
Hodnota 0 značí prioritní frontu (1p3q1t režim). Dále příkazem wrr-queue cos-map 
přiřadíme hodnotu CoS jednotlivým frontám. A příkazem show wrr-queue cos-map 
zobrazíme mapování CoS na jednotlivé fronty a tím zkontrolujeme správnost nastavení. 
 




























CAT2950(config)#wrr-queue bandwidth 5 25 70 0   
 
!Q1 dostala 5%,Q2 dostala 25%,Q3 dostala 70%,Q4 je Primární fronta (PQ) 
CAT2950#show wrr-queue Bandwidth 
WRR Queue  :   1   2   3   4 
Bandwidth  :   5  25  70   0    
!Ostatní provoz (Scavenger/Bulk) je zařazen do fronty Q1 
CAT2950(config)#wrr-queue cos-map 1 1       
!Best Effort je zařazen do fronty Q2 
CAT2950(config)#wrr-queue cos-map 2 0          
!CoS 2,3,4,6,7 jsou zařazeny do fronty Q3 
CAT2950(config)#wrr-queue cos-map 3 2 3 4 6 7 
! VoIP je zařazena do fronty 4 (PQ) 
CAT2950(config)#wrr-queue cos-map 4 5          
CAT2950(config)# 
 
CAT2950#show wrr-queue cos-map 
CoS Value      :  0  1  2  3  4  5  6  7 
Priority Queue :  2  1  3  3  3  4  3  3 
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4.2 Nastavení Catalyst 3560 
Standardně je QoS na všech zařízeních typu Catalyst neaktivní a porty jsou 
nastaveny jako untrusted. Výsledkem je, že se všemi rámci a pakety, které projdou 
přepínačem, je zacházeno tak, že by byly označeny jako Best-Effort bez ohledu na 
obsah paketu či velikost a jsou vysílány z jediné fronty. Pokud příkazem mls qos 
aktivujeme podporu zajištění kvality služeb, všechny porty se přepnou do untrusted 
stavu. Výsledkem je nastavení dscp a cos hodnot všech příchozích paketů na 0 (best 
effort). 
 

















4.2.1 Klasifikace, značkování a mapování 
Na Catalyst 3560 je podporována klasifikace podle portu, Vlan a ACL (IP standard, 
IP extended, MAC ACL). Podobně jako u 2950, 3560 může důvěřovat nastavení CoS, 
nebo DSCP značek, pokud je připojené zařízení klasifikováno jako důvěryhodné. Navíc 
může důvěřovat hodnotě ip-precedence. CoS-to-DSCP mapování je stejné na všech 
modelech Catalyst. Protože 3560 podporuje celý rozsah značek DSCP, je DSCP-to-CoS 
mapování trochu odlišné než u 2950, viz. tab. 4-3. Pokud by jsme chtěli provádět 
přeznačkování provozu popřípadě znovu značkovat nějaký nový neoznačený provoz, 
postupovali bychom stejně jako v předchozí kapitole věnované Catalyst 2960. Pokud 
ne, musíme pouze nastavit velikosti front a nastavit mapovaní hodnot DSCP popř. CoS 




CAT2970#show mls qos 









CAT2970#show mls qos 




Tab. 4-3 Standardní mapování DSCP-to-CoS pro Catalyst 3560 
DSCP hodnota 0-7 8-7 16-23 24-31 32-39 40-47 48-55 56-63 
Cos hodnota 0 1 2 3 4 5 6 7 
 
4.2.2 Fronty 
Catalyst 3560 umí obsluhovat 4 výstupní fronty, které mohou být konfigurovány 
pro každé rozhraní, pracující v režimu 4Q3T (4 fronty a 3 mezní hodnoty pro každou 
frontu), nebo v režimu 1P3Q3T (1 prioritní fronta, 3 fronty a 3 mezní hodnoty pro 
každou frontu). Navíc ještě umožňuje konfiguraci dvou nezávislých nastavení front, 
tzv. queue-set, umožňující konfiguraci více než jednoho způsobu managementu front. 
Například některé rozhraní mohou být konfigurována v režimu 4Q3T, ostatní změnou 
na queue-set 2 v režimu 1P3Q3T.  
Fronta 1 se volitelně konfiguruje jako prioritní. Aktivuje se příkazem priority-
queue out na rozhraní. Zbývající fronty jsou obsluhovány shaped-round-robin (SRR) 
algoritmem, který může pracovat ve dvou režimech, shaped a shared. V režimu shaped, 
je garantována procentuální šířka pásma a je limitována na nastavenou hodnotou. V 
režimu shared je také garantována šířka pásma, ale není limitována tzn. že nevyužitá 
zbývající šířka pásma se dělí mezi zbývající fronty, podle nastavených vah (weight). 
Poměr těchto vah určuje, jak často bude plánovač SRR posílat pakety z každé fronty. 
Ke každé frontě jsou přiřazeny tři mezní hodnoty (threshold) udávající 
procentuální zaplnění fronty, po jejichž překročení začne směrovač další pakety 
zahazovat. Je to mechanismus prevence proti zahlcení fronty. Dvě z nich jsou 
konfigurovatelné, třetí je nastavena na 100% zaplnění fronty. Mezní hodnoty 
nastavujeme příkazem mls qos queue-set output qset-id threshold. Posledním krokem 
je přiřazení CoS nebo DSCP hodnot k definovaným frontám a mezní hodnotě příkazem 







Dscp-to-queue mapování má přednost před CoS-to-queue mapováním. 
Doporučené přiřazení značek k frontám na zařízení Catalyst 3560 je znázorněn na 
obrázku 4-4. Doporučenou konfigurace QoS na Catalyst 3560 ukazuje příklad 4-7. 
Aplikace DSCP CoS 1P3Q1T
Řízení sítě - CoS 7
Řízení hraničních prvků sítě CS6 CoS 6
Hlasová služba EF CoS 5
Interaktivní hlasová služba AF41 CoS 4
Streamované video CS4 CoS 4
Nepostradatelná data DSCP 25 CoS 3
Signalizační zprávy AF31/CS3 CoS 3
Transakční data AF21 CoS 2
Správa sítě CS2 CoS 2
Bulk Data CS1 CoS 1
Best–Effort 0 0 Queue 4 (5%)













CoS 1  
Obr. 4-4 Doporučené nastavení přiřazení hodnoty CoS jednotlivým frontám 
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3560(config)#mls qos srr-queue output cos-map queue 1 threshold 3  5 
  ! Mapuje CoS 5 do fronty 1 s prahem 3 (Voice má celou frontu 1) 
3560(config)#mls qos srr-queue output cos-map queue 2 threshold 1  2 4 
  ! Mapuje CoS 2 a CoS 4 do fronty 2 s prahem 1 
3560(config)#mls qos srr-queue output cos-map queue 2 threshold 2  3 
  ! Mapuje CoS 3 do fronty 2 s prahem 2 
3560(config)#mls qos srr-queue output cos-map queue 2 threshold 3  6 7 
  ! Mapuje CoS 6 a CoS 7 do fronty 2 s prahem 3 
3560(config)#mls qos srr-queue output cos-map queue 3 threshold 3  0 
  ! Mapuje CoS 0 do fronty 3 s prahem 3 (Best Effort má celou frontu 
3) 
3560(config)#mls qos srr-queue output cos-map queue 4 threshold 3  1 
  ! Mapuje CoS1 do fronty 4 práh 3 
3560(config)#mls qos srr-queue output dscp-map queue 1 threshold 3  46 
  ! Mapuje DSCP EF (Voice) do fronty 1 s prahem 3 
3560(config)#mls qos srr-queue output dscp-map queue 2 threshold 1  16 
  ! Mapuje DSCP CS2 (Network Management) do fronty 2 s prahem 1 
3560(config)#mls qos srr-queue output dscp-map queue 2 threshold 1  18 
20 22 
  ! Mapuje DSCP AF21, AF22, AF23 (Transactional Data) do fronty 2    
  ! s prahem 1 
3560(config)#mls qos srr-queue output dscp-map queue 2 threshold 1  25 
  ! Mapuje DSCP 25 (Mission-Critical Data) do fronty 2 s prahem 1 
3560(config)#mls qos srr-queue output dscp-map queue 2 threshold 1  32 
  ! Mapuje DSCP CS4 (Streaming Video) do fronty 2 s prahem 1 
3560(config)#mls qos srr-queue output dscp-map queue 2 threshold 1  34 
36 38 
  ! Mapuje DSCP AF41, AF42, AF43 (Interactive-Video) do fronty 2  
  ! s prahem 1 
3560(config)#mls qos srr-queue output dscp-map queue 2 threshold 2  24 
26 
  ! Mapuje DSCP CS3 a DSCP AF31 (Call-Signaling) do fronty 2 s prahem 
2 
3560(config)#mls qos srr-queue output dscp-map queue 2 threshold 3  48 
56 
  ! Mapuje DSCP CS6 a CS7 (Network/Internetwork) do fronty 2 s prahem 
3 
3560(config)#mls qos srr-queue output dscp-map queue 3 threshold 3  0 
  ! Mapuje DSCP 0 (Best Effort) do fronty 3 s prahem 3 
3560(config)#mls qos srr-queue output dscp-map queue 4 threshold 1  8 
  ! Mapuje DSCP CS1 (Scavenger) do fronty 4 s prahem 1 
3560(config)#mls qos srr-queue output dscp-map queue 4 threshold 3  10 
12 14 
  ! Mapuje DSCP AF11, AF12, AF13 (Bulk Data) do fronty 4 s prahem 3 
3560(config)#mls qos queue-set output 1 threshold 2 70 80 100 100 
  ! Nastaví práh 1 v Q2 na 70% a práh 2 v Q2 na 80% 
3560(config)#mls qos queue-set output 1 threshold 4 40 100 100 100 
  ! Nastaví práh 1 v Q4 na 40% a práh 2 v Q4 na 100% 
3560(config)#interface range GigabitEthernet0/1 - 28 
3560(config-if-range)# queue-set 1 
  ! Přiřadí na rozhraní Gi0/1 až Gi0/28  Queue-Set 1 (default) 
3560(config-if-range)# srr-queue bandwidth share 1 70 25 5 
  ! Q2 má 70% zbývající šířky pásma; Q3 má 25% a Q4 má 5% šířky pásma 
3560(config-if-range)# srr-queue bandwidth shape  30  0  0  0 
  ! Q1 je limitována 30% maximální dostupné šířky pásma 
3560(config-if-range)# priority-queue out 
  ! Q1 je prioritní fronta 
3560(config-if-range)#end 
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Nastavení QoS můžeme ověřit těmito příkazy: 
z show mls qos interface buffers 
z show mls qos interface queuing 
z show mls qos queue-set 
z show mls qos maps cos-output-q 
z show mls qos maps dscp-qouput-q 
 
Příkaz show mls qos queue-set ukazuje nastavení velikosti bufferu a mezních 
hodnot pro každý queue-set. V příkladu 5-8, má každá fronta alokovaný buffer 
standardně na 25%. Všechny mezní hodnoty, kromě fronty 2 threshold 1 (nastavený na 
70 procent), fronta 2 threshold 2 (nastavený na 80 procent) a fronta 4 threshold 1 
(nastavený na 40 procent). 
 













Příkazem show mls qos maps dscp-output-q můžeme zobrazit mapu přiřazení 
DSCP k jednotlivým výstupním frontám, jak ukazuje příklad 4-9. 
 



















3560#show mls qos maps dscp-output-q 
 Dscp-outputq-threshold map: 
  d1 :d2    0     1     2     3     4     5     6     7     8     9 
  ------------------------------------------------------------------ 
  0 :    03-03 02-01 02-01 02-01 02-01 02-01 02-01 02-01 04-01 02-01 
  1 :    04-03 02-01 04-03 02-01 04-03 02-01 02-01 03-01 02-01 03-01 
  2 :    02-01 03-01 02-01 03-01 02-02 02-01 02-02 03-01 03-01 03-01 
  3 :    03-01 03-01 02-01 04-01 02-01 04-01 02-01 04-01 02-01 04-01 
  4 :    01-01 01-01 01-01 01-01 01-01 01-01 01-03 01-01 02-03 04-01 
  5 :    04-01 04-01 04-01 04-01 04-01 04-01 02-03 04-01 04-01 04-01 
  6 :    04-01 04-01 04-01 04-01 
3560#show mls qos queue-set 1 
Queueset: 1 
Queue     :       1       2        3        4 
---------------------------------------------- 
buffers   :      25      25       25       25 
threshold1:     100      70      100       40 
threshold2:     100      80      100      100 
reserved  :      50     100       50      100 
maximum   :     400     100      400      100 
3560# 
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4.3 Nastavení Catalyst 2960 
V naší úloze používáme Catalyst 2960 pouze jako záložní okruh pro případ 
přerušení přímé linky mezi Catalyst 2950 a Catalyst 3560. Jediné co musíme udělat je 
pomocí výše zmíněného příkladu 4-6 zapnout podporu QoS a nastavit příslušné porty 




AutoQos umožňuje nakonfigurovat QoS na Cisco směrovačích a přepínačích 
pomocí několika příkazů. Pomocí auto qos můžeme během chvilky zprovoznit funkční 
qos konfiguraci bez toho, aniž bychom věděli jak QoS funguje. Auto QoS je primárně 
určen pro klasifikaci VoIP provozu. Klasifikuje pakety do těchto tříd: 
z voice rtp pakety, 
z voice signalizace, 
z všechno ostatní. 
Můžeme tedy bez nadsázky psát o Auto QoS VoIP, protože Auto QoS zajišťuje 
dobrou výkonnost pouze pro VoIP provoz. Auto QoS má několik výhod. Automaticky 
klasifikuje provoz a generuje MQC QoS příkazy (viz. tab. 5-1). To nám může usnadnit 
konfiguraci pro celou síť. Auto QoS automaticky přeznačkuje jiný provoz než VoIP, 
který má nastavenou značku DSCP EF, AF31 nebo CS3, na DSCP 0. To jako prevenci 
proti neoprávněnému použití stejného zacházení jako s VoIP pakety. Auto QoS se 
aplikuje na příslušný interface příkazem auto qos voip {cisco-phone | trust} viz. tab.    
5-1. 
Tab. 5-1 Postup pro aktivování Auto QoS 
Příkaz Popis příkazu 
Krok 1 
 configure terminal Vstup do globálního konfiguračního módu. 
Krok 2  
 interface interface-id 
Výběr konkrétního rozhraní (interface), na který je 
připojen Cisto IP telefon. Lze také vybrat Uplink 
interface, který je spojen s dalším „důvěryhodným“ 
přepínačem nebo směšovačem. 
Krok 3  
auto qos voip {cisco-phone | cisco-softphone 
| trust} 
Zapnutí auto-QoS. 
Slova v závorce znamenají: 
• cisco-phone — pokud je rozhraní spojen s Cisco IP 
telefonem, QoS označení příchozích paketů bude 
důvěřováno pouze pokud bude IP telefon detekován. 
• cisco-softphone — port je spojen se zařízením 
chovajícím se jako Cisco SoftPhone. 
Poznámka: příkaz cisco-softphone je podporován 
pouze v Cisco IOS Release 12.2(20)EA2 a novějších. 
• trust — Uplink interface je připojen k 
„důvěryhodnému“ přepínači nebo směrovači a VoIP 
klasifikaci příchozích paketů je důvěřováno. 
Krok 4  
  End Návrat z privilegovaného EXEC módu. 
Krok 5 
  show auto qos interface interface-id 
Kontrola vložených příkazů. Tento příkaz zobrazí auto-
QoS příkaz na zvoleném rozhraní, na kterém bylo auto-
QoS aktivováno. Lze také použít příkaz show 
running-config v privilegovaném EXEC modu.  
Další tabulka 5-2 ukazuje, jaká nastavení síťového prvku se automaticky provedou.  
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Tab. 5-2 Příkazy vygenerované Auto-QoS konfigurací  
Automaticky vygenerované příkazy po zadání 
příkazu auto qos voip Popis příkazu 
Switch(config)# mls qos map cos-dscp 0 8 16 26 
32 46 48 56 
Přepínač automaticky povolí standardní  QoS a 
nakonfiguruje mapování CoS-to-DSCP. (hodnota CoS 
v příchozích paketech se transformuje na DSCP 
hodnotu).  
Switch(config-if)# mls qos trust cos Pokud je vložen příkaz auto qos voip trust 
přepínač automaticky nastaví vstupní klasifikaci na 
rozhraní na důvěřování hodnot CoS v paketech.  
Switch(config-if)# mls qos trust device cisco-
phone 
Pokud vložíte příkaz auto qos voip cisco-phone 
Přepínač automaticky povolí  „trusted boundary 
feature“, která využívá protokol CDP(v.2) pro detekci 
přítomnosti Cisco IP telefonu. Pokud nalezne na 
některém portu Cisco IP telefon, ponechá nastavení 
pole CoS z telefonu na EF. Jestliže ovšem telefon není 
přítomen, automaticky ponechá či přeznačkuje všechen 
příchozí provoz podle aktuálního nastavení QoS 
(standardně je všechen provoz označen jako best 
effort).  
Switch(config)# class-map match-all 
AutoQoS-VoIP-RTP-Trust 
Switch(config-cmap)# match ip dscp 46 
Switch(config)# class-map match-all 
AutoQoS-VoIP-Control-Trust 





Switch(config-pmap-c)# set ip dscp 46 




Switch(config-pmap-c)# set ip dscp 24 
Switch(config-pmap-c)# police 1000000 4096 
exceed-action drop 
Pokud je vložen příkaz auto qos voip cisco-softphone 
přepínač automaticky vytvoří class-mapy a policy 
mapy. 
Switch(config-if)# service-policy input 
AutoQoS-Police-SoftPhone 
Po vytvoření class-mapy a policy mapy přepínač 
automaticky aplikuje policy mapu pojmenovanou 
AutoQoS-Police-SoftPhone na vstupní rozhraní, na 
kterém je povolen auto-QoS s podporou Cisco 
SoftPhone. 
Switch(config)# wrr-queue bandwidth 10 20 70 1 
Switch(config)# no wrr-queue cos-map 
Switch(config)# wrr-queue cos-map 1 0 1 
Switch(config)# wrr-queue cos-map 2 2 4 
Switch(config)# wrr-queue cos-map 3 3 6 7 
Switch(config)# wrr-queue cos-map 4 5 
Přepínač automaticky přiřadí výstupní fronty 
používané na tomto rozhraní. Pokud některý 
z datových toků vyžaduje zacházení „expedited 
forwarding“, je třeba nakonfigurovat frontu Q4 jako 
expedite queue. To se provede tak, že se váha WRR 
fronty (queue) nastaví na 0. Avšak pouze queue 4 může 
být expedite queue.  
Přepínač je konfigurován na mapování CoS-to-egress-
queue: 
• CoS hodnoty 0 a 1 jsou řazeny do fronty 1. 
• CoS hodnoty 2 a 4 jsou řazeny do fronty 2. 
• CoS hodnoty 3, 6, a 7 jsou řazeny do fronty 3. 
• CoS hodnota 5 je řazena do fronty 4. 
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Pro příklad uvádím ještě souhrnnou tabulku s nastavením front viz. tab. 5-3.  
 
Tab. 5-3 Nastavení front při aplikaci Auto-QoS  















DSCP 46 24, 26 48 56 34 



















1) Voip = voice over IP       
2) BPDU = Datová jednotka protokolu mostu (bridge protocol data unit )    
 






Na následujícím obrázku 5-1 ještě pro ilustraci uvádím konfiguraci sítě, ze které 
vychází poznatky pro kapitolu 5.  
 




V rámci měření byla sestavena testovací síť, ta zahrnovala tři přepínače, (Catalyst 
3560, 2950 a 2960), dva IP telefony Cisco 7940, tři PC a softwarovou ústřednu CCM 
(Cisco Call Manager). Celou síť včetně zobrazení jednotlivých datových toků můžeme 
vidět na obr. 4-1.  
Byly vytvořeny tři scénáře. První scénář (no QoS) simuluje síť bez aplikování QoS, 
druhý (Auto QoS) testoval funkci automatického nastavení QoS (Auto QoS), které 
zařízení Cisco podporují viz. kapitola 5. Ve třetím scénáři (Fully QoS) byla provedena 
manuální konfigurace Qos na všech směrovačích. Konfiguraci přitom vycházela z 
doporučení firmy Cisco. V příloze jsou konfigurace jednotlivých přepínačů. Pomocí 
programu Iperf bylo simulováno vytížení linky mezi směrovačem Cisco 3560 a 
přepínačem Cisco 2950, po kterých byla přenášena také data pro IP TV a VoIP. PC 1 a 
2 pracoval zároveň v režimu server i klient, komunikace tedy probíhala obousměrně 
rychlostí 10Mbit/s a 100Mbit/s. Abychom dosáhli co největšího vytížení, byla 
nastavena kapacita linky mezi přepínači na rychlost 10Mbit/s. 
K měření posloužily statistiky kvality hovoru v IP telefonu Cisco 7940, program 
Ethereal (v posledních verzích přejmenován na Wireshark) a program ClearSight 
Analyzer, který je vybaven nástroji pro měření kvality VoIP spojení a umožňuje 




6.1 Výsledky měření: 
6.1.1 VoIP 
Výsledky měření pomocí IP telefonu Cisco 7940 jsou zobrazeny v následující 
tabulce 6-1. 
Tab. 6-1 Výsledky měření VoIP 
Cisco IP Phone 7940 













3) AvgJtr MaxJtr RxLost 
Pozn. 
no QoS 10 10 226 15 2 116 106 Provoz bez IP_TV streamu
no QoS 100 252 264 965 115 124 746 Provoz bez IP_TV streamu
Auto QoS 10 5 130 1 1 3 1 Provoz bez IP_TV streamu
Auto QoS 100 0 145 1 0 5 1 Provoz bez IP_TV streamu
Fully QoS 10 1 9 1 0 3 1 Provoz bez IP_TV streamu
Fully QoS 100 0 9 1 0 3 1 Provoz bez IP_TV streamu
Fully QoS 10 0 9 1 0 4 1 Provoz s IP_TV streamem 
Fully QoS 100 0 8 1 0 5 1 Provoz s IP_TV streamem 
         
1) Průměrný jitter (viz. kapitola 2.3)      
2) Maximální jitter (viz. kapitola 2.3)      
3) Počet ztracených / zahozených 
paketů      
 
Grafy vygenerované programem Ethereal a reporty pdf jsou přiloženy v příloze 
k dokumentu resp. na CD. 
Pro VoIP měření byl zároveň proveden test rozpojení linky během hovoru a 
vyhodnocení, jak rychle dokáže přepínač zareagovat a přepnout na záložní okruh. Díky 
konfiguraci rapid spanning-tree došlo během sekundy k přepojení na záložní okruh a na 
kvalitě hovoru nebylo rozpojení linky poznat. 
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6.1.2 IP TV 
V době testování bohužel nebylo k dispozici žádné zařízení, které by 
vyhodnocovalo statistiku datového toku mpeg2. Proto byla kvalita IP TV hodnocena 
pouze subjektivně, sledováním vysílaného obrazu a pomocí programu Ethereal. Ten 
umožňuje pouze zobrazení datového toku mpeg2. V tabulce 6-2 můžeme vidět 
výsledky měření televizního toku při použití scénáře, ve kterém není vůbec definována 
podpora QoS nebo je využita jen podpora QoS pro hlasové služby. Vliv obou scénářů je 
na přenos IP televize stejný, proto jsou výsledky uvedeny pouze v jediné společné 
tabulce.  
 




















0 493 5,4 5,4 obraz bez artefaktů zvuk bez rušení 
10 419 4,6 5,4    artefakty v obraze, trhaný zvuk 
10  
(Óčko) 
100 98 1 5,4    statický obraz, zvuk žádný 
0 778 8,5 8,5 obraz bez artefaktů zvuk bez rušení 
10 640 6,4 9,9    artefakty v obraze, trhaný zvuk 
5 
(Nova) 
100 430 4,7 9,9    statický obraz, zvuk řádný 
0 683 7,4 7,5 obraz bez artefaktů zvuk bez rušení 














To že se výsledky subjektivního pozorování pro automatickou konfiguraci 
AutoQoS neliší od scénáře, kdy není QoS aplikované vůbec je dáno tím, že AutoQoS 
ve své základní konfiguraci umí rozpoznat pouze pakety od IP telefonů Cisco a ostatní 
provoz klasifikuje jako best effort. Pokud chceme využít QoS i pro jiné provozy, je 
manuální konfigurace QoS nutná. Její vliv na IP televizní tok je uveden v tabulce 6-3. 
Zde je vidět, že ani veliké zatížení linky nemá vliv na kvalitu obrazu ani zvuku, protože 
televiznímu streamu je garantován minimální šířka pásma, která je dostatečná pro 
kvalitní přenos. 
 
Tab. 6-3 Výsledky měření kvality obrazu IP TV pro scénář manuálního nastavení QoS 




















0 493 5,4 5,4 obraz bez artefaktů zvuk bez rušení 
10 494 5,4 5,4 obraz bez artefaktů zvuk bez rušení 10 (Óčko) 
100 494 5,4 5,4 obraz bez artefaktů zvuk bez rušení 
0 734 8,1 8,5 obraz bez artefaktů zvuk bez rušení 
10 779 8,5 8,6 obraz bez artefaktů zvuk bez rušení 5 (Nova) 
100 778 8,5 8,5 obraz bez artefaktů zvuk bez rušení 
0 684 7,4 7,5 obraz bez artefaktů  zvuk bez rušení 








Jedním z cílů diplomové práce, bylo navrhnout a sestavit testovací síť, která 
bude simulovat přístupovou část firemní sítě. Schéma této sítě je uvedeno na obr. 4-1, 
její praktická podoba pak na obrázku v příloze. V rámci měření na této síti bylo 
provedeno testování různých nastaveních kvality služeb QoS. K dispozici byly tři 
počítače, určené pro generování provozu na pozadí a k měření datových toků. Dále dva 
IP telefony Cisco 7940, softwarová ústředna CCM (Cisco Call Manager) a tři přepínače 
Cisco Catalyst 2950, 2960 a 3560, které se svým určením hodí do přístupového 
segmentu sítě, tedy k připojení koncových zařízení. Pro tento segment sítě je typické, 
že se tu provádí konfigurace klasifikace tj. rozlišení jednotlivých datových toků a jejich 
označení značkami a také nastavují hranice důvěryhodnosti. Podle provedeného 
označení se pak dále řídí další zpracování paketů.  
Testovány byly tři scénáře, které postupně simulovali využití sítě bez nastavení 
QoS, s automaticky vygenerovaným QoS a s manuální nastavení QoS. Blíže jsou 
popsány v kapitole 6, manuální nastavení pak ještě podrobněji v příloze. V rámci těchto 
scénářů byly simulovány dvě možné úrovně reálného zatížení sítě a také dva provozy, 
které jsou na zpoždění paketů nejvíce citlivé, a to VoIP a IP televize. Pro VoIP provoz 
byla hranice důvěryhodnosti rozšířena na Cisco IP telefony.  
Z měření vyplývá, že pokud chceme v sítí priorizovat pouze provoz telefonní, 
vystačíme s použitím automatického nastavení QoS, jak je vidět z výsledků měření 
uvedených v tabulce 6-1. Z ní je patrné, že ani velké zatížení nemá vliv na celkovou 
kvalitu hovoru účastníka. 
Chceme-li ovšem klasifikovat více druhů spojení např. spolu s VoIP přenosem 
také IP televizní přenos, musíme použít manuální konfiguraci. Výsledky měření 
s manuálním nastavením jsou v tabulkách 6-2 a 6-3. Protože se ale  pohybujeme 
v přístupové síti, tj. na rozhraní mezi druhou a třetí vrstvou referenčního modelu OSI, 
jsme schopni provoz klasifikovat pouze na základě MAC adresy zdroje a cíle a IP 
adresy zdroje a cíle popřípadě čísla portu. Proto je vhodné se nastavováním QoS 
zabývat i na vyšších vrstvách.  
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|   |-- voip_traffic_100M_fully_qos.pdf 
|   |-- voip_no_traffic_auto_qos.pdf 
|   |-- voip_no_traffic_fully_qos.pdf 
|   ... 
|   |-- voip_traffic_100_fully_qos.pcap 
|   `-- voip_traffic_100_no_qos.pcap 
|-- Skripty a vypisy konfigurace 
|   |-- 2950_postup.TXT 
|   |-- 2950_runconf.TXT 
|   |-- 2950_skript.TXT 
|   |-- 3560_postup.TXT 
|   |-- 3560_runconf.TXT 




Příloha 2: Výpis konfigurace Catalyst 2950  
sh run 
Building configuration... 
Current configuration : 4194 bytes 
version 12.1 
no service pad 
service timestamps debug uptime 




enable password 7 
151F0A140A2F3F7C7D 
! 
wrr-queue bandwidth 5 25 70 0 
wrr-queue cos-map 1 1 
wrr-queue cos-map 2 0 
wrr-queue cos-map 3 2 3 6 7 
wrr-queue cos-map 4 4 5 
! 
class-map match-all internet_class 
  match access-group 50 
class-map match-all ip_tv_class 
  match access-group 40 
! 
policy-map ip_tv_policy 
 class ip_tv_class 
 set dscp af41 
policy-map internet_policy 
 class internet_class 
 set dscp af11 
! 
mls qos map cos-dscp 0 8 16 26 32 46 48 
56 
! 
no ip domain-lookup 
! 
spanning-tree mode rapid-pvst 
! 
vlan 10 
 name Management 
vlan 30 
 name PHONE 
vlan 40 
 name IP_TV 
vlan 50 
 name Internet 
! 
interface FastEthernet0/1 
 spanning-tree portfast 
! 
interface FastEthernet0/2 
 spanning-tree portfast 
! 
interface FastEthernet0/3 
 switchport access vlan 40 
 switchport mode access 
 service-policy input ip_tv_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/4 
 switchport access vlan 40 
 switchport mode access 
 service-policy input ip_tv_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/5 
 switchport access vlan 40 
 switchport mode access 
 service-policy input ip_tv_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/6 
 switchport access vlan 40 
 switchport mode access 
 service-policy input ip_tv_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/7 
 switchport access vlan 3 
 switchport mode access 
 switchport voice vlan 3 
 mls qos trust device cisco-phone 
 mls qos trust cos 
 spanning-tree portfast 
! 
interface FastEthernet0/8 
 switchport access vlan 3 
 switchport mode access 
 switchport voice vlan 3 
 mls qos trust device cisco-phone 
 mls qos trust cos 
 spanning-tree portfast 
! 
interface FastEthernet0/9 
 switchport access vlan 3 
 switchport mode access 
 switchport voice vlan 3 
 mls qos trust device cisco-phone 
 mls qos trust cos 
 spanning-tree portfast 
! 
interface FastEthernet0/10 
 switchport access vlan 3 
 switchport mode access 
 switchport voice vlan 3 
 mls qos trust device cisco-phone 
 mls qos trust cos 




 switchport access vlan 50 
 switchport mode access 
 servce-policy input internet_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/12 
 switchport access vlan 50 
 switchport mode access 
 servce-policy input internet_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/13 
 switchport access vlan 50 
 switchport mode access 
 servce-policy input internet_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/14 
 switchport access vlan 50 
 switchport mode access 
 servce-policy input internet_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/15 
 switchport access vlan 50 
 switchport mode access 
 servce-policy input internet_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/16 
 switchport access vlan 50 
 switchport mode access 
 servce-policy input internet_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/17 
 switchport access vlan 50 
 switchport mode access 
 servce-policy input internet_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/18 
 switchport access vlan 50 
 switchport mode access 
 servce-policy input internet_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/19 
 switchport access vlan 50 
 switchport mode access 
 servce-policy input internet_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/20 
 switchport access vlan 50 
 switchport mode access 
 servce-policy input internet_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/21 
 switchport access vlan 50 
 switchport mode access 
 servce-policy input internet_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/22 
 switchport access vlan 50 
 switchport mode access 
 servce-policy input internet_policy 
 spanning-tree portfast 
! 
interface FastEthernet0/23 
 switchport trunk allowed vlan 1-51 
 switchport mode trunk 
 switchport nonegotiate 
 mls qos trust dscp 
 spanning-tree link-type point-to-point 
! 
interface FastEthernet0/24 
 switchport trunk allowed vlan 1-51 
 switchport mode trunk 
 switchport nonegotiate 
 mls qos trust dscp 







 no ip address 




 ip address 10.20.10.10 255.255.255.0 
 no ip route-cache 
! 
ip http server 
access-list 40 permit any 
access-list 50 permit any 
! 
line con 0 
line vty 0 4 
 password 7 0009121E0A5E1F5E5A 
 login 
! 
monitor session 1 source interface Fa0/3 , 
Fa0/7, Fa0/11 




Příloha 3: Výpis konfigurace Catalyst 3560   
sh run 
Building configuration... 






enable password 7 141A131302013E7371 
! 
username cissco password 7 
03550958525A 
no aaa new-model 
ip routing 
no ip domain-lookup 
ip dhcp excluded-address 10.20.3.50 
ip dhcp pool phone 
   network 10.20.3.0 255.255.255.0 
   default-router 10.20.3.1  
   option 150 ip 10.255.103.11  
! 
mls qos map cos-dscp 0 8 16 26 34 46 48 
56 
mls qos srr-queue output cos-map queue 1 
threshold 3  5 
mls qos srr-queue output cos-map queue 2 
threshold 1  2 4 
mls qos srr-queue output cos-map queue 2 
threshold 2  3 
mls qos srr-queue output cos-map queue 2 
threshold 3  6 7 
mls qos srr-queue output cos-map queue 3 
threshold 3  0 
mls qos srr-queue output cos-map queue 4 
threshold 3  1 
mls qos srr-queue output dscp-map queue 1 
threshold 1  34 
mls qos srr-queue output dscp-map queue 1 
threshold 3  46 
mls qos srr-queue output dscp-map queue 2 
threshold 1  16 18 20 22 25 32 36 38 
mls qos srr-queue output dscp-map queue 2 
threshold 2  24 26 
mls qos srr-queue output dscp-map queue 2 
threshold 3  48 56 
mls qos srr-queue output dscp-map queue 3 
threshold 3  0 
mls qos srr-queue output dscp-map queue 4 
threshold 1  8 
mls qos srr-queue output dscp-map queue 4 
threshold 3  10 12 14 
mls qos queue-set output 1 threshold 1 70 
100 100 100 
mls qos queue-set output 1 threshold 2 70 
80 100 100 
mls qos queue-set output 1 threshold 4 40 
100 100 100 
mls qos 
password encryption aes 
! 
no file verify auto 
! 
spanning-tree mode rapid-pvst 
spanning-tree backbonefast 
! 
class-map match-all internet_class 
  match access-group 50 
class-map match-all ip_tv_class 
  match access-group 40 
! 
policy-map ip_tv_policy 
  class ip_tv_class 
   set dscp af41 
policy-map internet_policy 
  class internet_class 
   set dscp af11 
! 
interface GigabitEthernet0/1 
 switchport access vlan 20 
 switchport mode access 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/2 
 switchport access vlan 50 
 switchport mode access 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/3 
 switchport access vlan 50 
 switchport mode access 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/4 
 switchport access vlan 50 
 switchport mode access 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  




 switchport access vlan 50 
 switchport mode access 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/6 
 switchport access vlan 50 
 switchport mode access 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/7 
 switchport access vlan 50 
 switchport mode access 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/8 
 switchport access vlan 50 
 switchport mode access 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/9 
 switchport access vlan 50 
 switchport mode access 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/10 
 switchport access vlan 50 
 switchport mode access 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/11 
 switchport access vlan 40 
 switchport mode access 
 service-policy input ip_tv_policy 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/12 
 switchport access vlan 40 
 switchport mode access 
 service-policy input ip_tv_policy 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/13 
 switchport access vlan 40 
 switchport mode access 
 service-policy input ip_tv_policy 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/14 
 switchport access vlan 40 
 switchport mode access 
 service-policy input ip_tv_policy 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/15 
 switchport access vlan 40 
 switchport mode access 
 service-policy input ip_tv_policy 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree portfast 
! 
interface GigabitEthernet0/16 
 switchport access vlan 3 
 switchport mode access 
 switchport voice vlan 3 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 mls qos trust device cisco-phone 
 mls qos trust cos 
 spanning-tree portfast 
! 
interface GigabitEthernet0/17 
 switchport access vlan 3 
 switchport mode access 
 switchport voice vlan 3 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 mls qos trust device cisco-phone 
 mls qos trust cos 




 switchport access vlan 3 
 switchport mode access 
 switchport voice vlan 3 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 mls qos trust device cisco-phone 
 mls qos trust cos 
 spanning-tree portfast 
! 
interface GigabitEthernet0/19 
 switchport access vlan 3 
 switchport mode access 
 switchport voice vlan 3 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 mls qos trust device cisco-phone 
 mls qos trust cos 
 spanning-tree portfast 
! 
interface GigabitEthernet0/20 
 switchport access vlan 3 
 switchport mode access 
 switchport voice vlan 3 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 mls qos trust device cisco-phone 
 mls qos trust cos 
 spanning-tree portfast 
! 
interface GigabitEthernet0/21 
 switchport access vlan 3 
 switchport mode access 
 switchport voice vlan 3 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 mls qos trust device cisco-phone 
 mls qos trust cos 
 spanning-tree portfast 
! 
interface GigabitEthernet0/22 
 switchport access vlan 3 
 switchport mode access 
 switchport voice vlan 3 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 mls qos trust device cisco-phone 
 mls qos trust cos 
 spanning-tree portfast 
! 
interface GigabitEthernet0/23 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 1-51 
 switchport mode trunk 
 switchport nonegotiate 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 spanning-tree link-type point-to-point 
! 
interface GigabitEthernet0/24 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 1-51 
 switchport mode trunk 
 switchport nonegotiate 
 srr-queue bandwidth share 1 70 25 5 
 srr-queue bandwidth shape  30  0  0  0  
 priority-queue out  
 mls qos trust dscp 















 ip address 10.20.10.10 255.255.255.0 
interface Vlan20 
 ip address 10.255.103.1 255.255.255.0 
interface Vlan30 
 ip address 10.20.3.1 255.255.255.0 
interface Vlan40 
 ip address 10.20.4.1 255.255.255.0 
interface Vlan50 
 ip address 85.93.103.133 255.255.255.224 
! 
access-list 40 permit any 
access-list 50 permit any 
! 
line con 0 
line vty 0 4 
 password 7 03095A13080A35141B 
 login 
 length 0 
! 
monitor session 1 source interface Gi0/11 











!ZÁKLADNI NASTAVENI PRO 
ZABEZPECENY PRISTUP 
!Pro telnet 




!pro prikazovou radku 




!pro vstup do exec modu 















switch(config)#access-list 40 permit any 































!PRIRAZENI PORTU DO 
JEDNOTLIVÝCH VLAN 
!Vlan ID    Vlan Name           Port          
!10      Management            -       
!30     PHONE     Fa  7 - 10  
!40      IP_TV     Fa  3 - 6   























!KONFIGURACE VLAN INTERFACE 
 
Switch(config)# interface vlan 10 





! KONFIGURACE JEDNOTLIVÝCH 
INTERFACE 
 77
Switch(config)# interface range f0/3-6 
Switch(config-if)#switchport mode access 





Switch(config)# interface range f0/7-10 
Switch(config-if)#switchport mode access 
Switch(config-if)#switchport access vlan 30 
Switch(config-if)#switchport voice vlan 30 
Switch(config-if)#mls qos trust cos 





Switch(config)# interface range f0/11-22 
Switch(config-if)#switchport mode access 





Switch(config)# interface range f0/23-24 
Switch(config-if)#switchport mode trunk 
Switch(config-if)#switchport trunk allowed 
vlan 1-51 
Switch(config-if)#switchport nonegotiate 






!nastaveni sirky pasma pro jednotlive fronty 
v procentech 
!fronta 4 je prirazena 0 = nastavena na 
expedite queue          ---------------??? 
!Q1 dostala 5%,Q2 dostala 25%,Q3 dostala 
70%,Q4 je !Prioritni fronta (PQ) 
Switch(config)#wrr-queue bandwidth 5 25 
70 0 
 
!Configuring CoS Priority Queues 
! 
! přiřadí CoS 1 do fronty 1 
Switch(config)#wrr-queue cos-map 1 1 
! přiřadí CoS 0 do fronty 2 
Switch(config)#wrr-queue cos-map 2 0 
! přiřadí CoS 2,3,6 a 7 do fronty 3 
Switch(config)#wrr-queue cos-map 3 2 3 6 
7 
! přiřadí CoS 4 a 5 do fronty 4 
Switch(config)#wrr-queue cos-map 4 4 5 
 
!standartni mapovani Cos na DSCP 
Switch(config)# mls qos map cos-dscp 0 8 













!ZÁKLADNI NASTAVENI PRO 
ZABEZPECENY PRISTUP 









router(config)#enable secret class 
 
router(config)#ip routing 
router(config)#no ip domain-lookup 
 
router(config)#Service dhcp 







! pronájem adresy na 30 dní, pokud chceme 
zadat menší 
! čas, tak je formát den hodina minuta  
!(tedy třeba 0 0 10 = !10 minut) 
router(dhcp-config)#lease 30                                
 
! můžeme definovat take libovolnou ze 
speciálních 
! vlastností, které může přidělovat DHCP 
server klientovi,  
! zde příklad adresy TFTP serveru pro 
Cisco IP telefonii 
router(dhcp-config)#option 150 ip 
10.255.103.11            
 


















router(config)#access-list 40 permit any 





























! POVOLENI QOS GLOBALNE 
router(config)#mls qos 
 
! NASTAVENI FRONT 
router(config)#mls qos map cos-dscp 0 8 16 
26 34 46 48 56 
router(config)#mls qos srr-queue output 
cos-map queue 1 threshold 3  5 
router(config)#mls qos srr-queue output 
cos-map queue 2 threshold 1  2 4 
router(config)#mls qos srr-queue output 
cos-map queue 2 threshold 2  3 
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router(config)#mls qos srr-queue output 
cos-map queue 2 threshold 3  6 7 
router(config)#mls qos srr-queue output 
cos-map queue 3 threshold 3  0 
router(config)#mls qos srr-queue output 
cos-map queue 4 threshold 3  1 
router(config)#mls qos srr-queue output 
dscp-map queue 1 threshold 1  34 
router(config)#mls qos srr-queue output 
dscp-map queue 1 threshold 3  46 
router(config)#mls qos srr-queue output 
dscp-map queue 2 threshold 1  16 18 20 22 
25 32 36 38 
router(config)#mls qos srr-queue output 
dscp-map queue 2 threshold 2  24 26 
router(config)#mls qos srr-queue output 
dscp-map queue 2 threshold 3  48 56 
router(config)#mls qos srr-queue output 
dscp-map queue 3 threshold 3  0 
router(config)#mls qos srr-queue output 
dscp-map queue 4 threshold 1  8 
router(config)#mls qos srr-queue output 
dscp-map queue 4 threshold 3  10 12 14 
router(config)#mls qos queue-set output 1 
threshold 1 70 100 100 100 
router(config)#mls qos queue-set output 1 
threshold 2 70 80 100 100 
router(config)#mls qos queue-set output 1 
threshold 4 40 100 100 100 
 
!PRIRAZENI PORTU DO 
JEDNOTLIVÝCH VLAN 
!Vlan_ID  Vlan Name     Port           
!10        Management        -     
!20        CCM          Gi  1     
!30        PHONE        Gi 16 - 22     
!40        IP_TV        Gi 11 - 15      





























! KONFIGURACE VLAN INTERFACE 
 
router(config)#interface vlan 10 





router(config)#interface vlan 20 





router(config)#interface vlan 30 





router(config)#interface Vlan 50 






    
 




router(config-if)#switchport access vlan 20 
router(config-if)#switchport mode access 
router(config-if)#srr-queue bandwidth share 
1 70 25 5 
router(config-if)#srr-queue bandwidth 
shape  30  0  0  0  






GigabitEthernet0/2 - 10 
router(config-if)#switchport access vlan 50 
router(config-if)#switchport mode access 
router(config-if)#srr-queue bandwidth share 
1 70 25 5 
router(config-if)#srr-queue bandwidth 
shape  30  0  0  0  





GigabitEthernet0/11 - 15 
router(config-if)#switchport mode access 
router(config-if)#switchport access vlan 40 
router(config-if)#service-policy input 
ip_tv_policy 
router(config-if)#srr-queue bandwidth share 
1 70 25 5 
router(config-if)#srr-queue bandwidth 
shape  30  0  0  0  




GigabitEthernet0/16 - 22 
router(config-if)#switchport mode access 
router(config-if)#switchport access vlan 30 
router(config-if)#switchport voice vlan 30 
router(config-if)#srr-queue bandwidth share 
1 70 25 5 
router(config-if)#srr-queue bandwidth 
shape  30  0  0  0  
router(config-if)#priority-queue out  
router(config-if)#mls qos trust device cisco-
phone 







router(config-if)#switchport trunk allowed 
vlan 1-51  
router(config-if)#switchport mode trunk  
router(config-if)#switchport nonegotiate  
router(config-if)#srr-queue bandwidth share 
1 70 25 5  
router(config-if)#srr-queue bandwidth 
shape  30  0  0  0  









router(config-if)#switchport trunk allowed 
vlan 1-51  
router(config-if)#switchport mode trunk  
router(config-if)#switchport nonegotiate  
router(config-if)#srr-queue bandwidth share 
1 70 25 5  
router(config-if)#srr-queue bandwidth 
shape  30  0  0  0  
router(config-if)#priority-queue out  
router(config-if)#mls qos trust dscp 
router(config-if)#spanning-tree link-type 




! Monitoring portů (přesměrování provozu) 
router(config)#monitor session 1 source 
interface Gi0/11 
router(config)#monitor session 1 











!ZÁKLADNI NASTAVENI PRO 
ZABEZPECENY PRISTUP 








enable secret class 
 
!STP 
Spanning-tree mode rapid-pvst 
 
!PortFast 









access-list 40 permit any 
access-list 50 permit any 
 
!CLASS 
class-map match-all ip_tv_class 
match access-group 40 
exit 
 
class-map match-all internet_class 



















!PRIRAZENI PORTU DO 
JEDNOTLIVÝCH VLAN 
!Vlan ID        !Vlan Name          Port 
!10             !Management           - 
!30             !PHONE          Fa  7 - 10 
!40             !IP_TV          Fa  3 - 6 























!KONFIGURACE VLAN INTERFACE 
 
interface vlan 10 




! KONFIGURACE JEDNOTLIVÝCH 
INTERFACE 
interface range f0/3-6 
switchport mode access 
switchport access vlan 40 
service-policy input ip_tv_policy 
exit 
 
interface range f0/7-10 
switchport mode access 
 82
switchport access vlan 30 
switchport voice vlan 30 
mls qos trust cos 




interface range f0/11-22 
switchport mode access 
switchport access vlan 50 
service-policy input internet_policy 
exit 
 
interface range f0/23-24 
switchport mode trunk 
switchport trunk allowed vlan 1-51 
switchport nonegotiate 
mls qos trust dscp 
spanning-tree link-type point-to-point 
exit 
 
!nastaveni sirky pasma pro jednotlive fronty 
v procentech 
!fronta 4 je prirazena 0 = nastavena na 
expedite queue 
!Q1 dostala 5%,Q2 dostala 25%,Q3 dostala 
70%,Q4 je !Primární fronta (PQ) 
 
wrr-queue bandwidth 5 25 70 0       
!Configuring CoS Priority Queues 
! 
! přiřadí CoS 1 do fronty 1 
wrr-queue cos-map 1 1 
! přiřadí CoS 0 do fronty 2 
wrr-queue cos-map 2 0 
! přiřadí CoS 2,3,6 a 7 do fronty 3 
wrr-queue cos-map 3 2 3 6 7 
! přiřadí CoS 4 a 5 do fronty 4 
wrr-queue cos-map 4 4 5 
 
!standartni mapovani Cos na DSCP 











!ZÁKLADNI NASTAVENI PRO 
ZABEZPECENY PRISTUP 









enable secret class 
 
ip routing 
no ip domain-lookup 
 
Service dhcp 
ip dhcp pool phone 




! pronájem adresy na 30 dní, pokud chceme 
zadat menší 
! čas, tak je formát den hodina minuta  
!(tedy třeba 0 0 10 = !10 minut) 
lease 30                                
 
! můžeme definovat take libovolnou ze 
speciálních 
! vlastností, které může přidělovat DHCP 
server klientovi,  
! zde příklad adresy TFTP serveru pro 
Cisco IP telefonii 
option 150 ip 10.255.103.11            
 
!vylouceni konkterni IP adresy 
ip dhcp excluded-address 10.20.3.50 
 
no file verify auto 
 
!STP 
Spanning-tree mode rapid-pvst 
Spanning-tree backbonefast 
 





access-list 40 permit any 
access-list 50 permit any 
 
!CLASS 
class-map match-all ip_tv_class 
match access-group 40 
exit 
 
class-map match-all internet_class 
















! POVOLENI QOS GLOBALNE 
mls qos 
 
! NASTAVENI FRONT 
mls qos map cos-dscp 0 8 16 26 34 46 48 
56 
mls qos srr-queue output cos-map queue 1 
threshold 3  5 
mls qos srr-queue output cos-map queue 2 
threshold 1  2 4 
mls qos srr-queue output cos-map queue 2 
threshold 2  3 
mls qos srr-queue output cos-map queue 2 
threshold 3  6 7 
mls qos srr-queue output cos-map queue 3 
threshold 3  0 
mls qos srr-queue output cos-map queue 4 
threshold 3  1 
mls qos srr-queue output dscp-map queue 1 
threshold 1  34 
mls qos srr-queue output dscp-map queue 1 
threshold 3  46 
mls qos srr-queue output dscp-map queue 2 
threshold 1  16 18 20 22 25 32 36 38 
mls qos srr-queue output dscp-map queue 2 
threshold 2  24 26 
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mls qos srr-queue output dscp-map queue 2 
threshold 3  48 56 
mls qos srr-queue output dscp-map queue 3 
threshold 3  0 
mls qos srr-queue output dscp-map queue 4 
threshold 1  8 
mls qos srr-queue output dscp-map queue 4 
threshold 3  10 12 14 
mls qos queue-set output 1 threshold 1 70 
100 100 100 
mls qos queue-set output 1 threshold 2 70 
80 100 100 
mls qos queue-set output 1 threshold 4 40 
100 100 100 
 
!PRIRAZENI PORTU DO 
JEDNOTLIVÝCH VLAN 
!Vlan ID Vlan Name          Port           
!10    Management          -     
!20   CCM  Gi  1     
!30    PHONE  Gi 16 - 22     
!40    IP_TV Gi 11 - 15      























! KONFIGURACE VLAN INTERFACE 
 
interface vlan 30 




interface vlan 10 




interface vlan 20 




interface Vlan 50 








switchport access vlan 20 
switchport mode access 
srr-queue bandwidth share 1 70 25 5 
srr-queue bandwidth shape  30  0  0  0  




interface range GigabitEthernet0/2 - 10 
switchport access vlan 50 
switchport mode access 
srr-queue bandwidth share 1 70 25 5 
srr-queue bandwidth shape  30  0  0  0  




interface range GigabitEthernet0/11 - 15 
switchport mode access 
switchport access vlan 40 
service-policy input ip_tv_policy 
srr-queue bandwidth share 1 70 25 5 
srr-queue bandwidth shape  30  0  0  0  
priority-queue out  
exit 
 
interface range GigabitEthernet0/16 - 22 
switchport mode access 
switchport access vlan 30 
switchport voice vlan 30 
srr-queue bandwidth share 1 70 25 5 
srr-queue bandwidth shape  30  0  0  0  
priority-queue out  
mls qos trust device cisco-phone 




switchport trunk encapsulation dot1q 
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switchport trunk allowed vlan 1-51  
switchport mode trunk  
switchport nonegotiate  
srr-queue bandwidth share 1 70 25 5  
srr-queue bandwidth shape  30  0  0  0  
priority-queue out  




switchport trunk encapsulation dot1q 
switchport trunk allowed vlan 1-51  
switchport mode trunk  
switchport nonegotiate  
srr-queue bandwidth share 1 70 25 5  
srr-queue bandwidth shape  30  0  0  0  
priority-queue out  
mls qos trust dscp 




! Monitoring portů (přesměrování provozu) 
monitor session 1 source interface Gi0/11 
monitor session 1 destination interface 
Gi0/2
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Příloha 8: Ukázka pracoviště   
 
 
 
 
 
