In recent years, due to the increasing calculation demands for the massive spatial data analysis, the parallel computing based on high-performance computers has become an inevitable trend of geospatial raster data processing, such as digital terrain analysis (DTA for short), remote sensing interpretation and digital soil mapping. A key problem is how to design a fault-tolerant software to enhance the stability and robustness of scientific application. This paper presents an approach of failure recovery for distributed memory parallel computing. Furthermore, we adopt the master/slave programming model and present a framework of redundant master mode, which the failure occurring on the master node could not lead to a breakdown of the whole system. This approach schedules the failing task by dividing all the failing data into several partitions according to the calculating scale of failure. By means of the Fault-Tolerant Granularity Model, the scheduling algorithm can assign the failing task dynamically. Finally, taking example of digital terrain analysis, two experiments are discussed that based on the data size and the number of failures.
INTRODUCTION
The rapid development of digital photogrammetry and remote sensing technologies has made it possible to obtain a large amount of geospatial raster data generated by various methods [1] , such as digital elevation models (DEMs) and remote sensing images. With increased precision and accuracy, DEMs have gone from 1,000 meter resolutions 5-10 years ago to 1-5 meter resolutions today in many areas. As a result of the increased precision and file sizes, many land surface parameters, such as slope, profile curvature and hydrologic landsurface parameters for lower resolutions and smaller DEMs become prohibitively time-consuming when being applied to high-resolution and largescale data.
Furthermore, the characteristic of parallel digital terrain analysis is computation-intensive and data-intensive. When processing large DEMs, the transfer of data between hard disk and memory, rather than the CPU time, is becoming a performance bottleneck. However, achieving reliable operation has become increasingly difficult with the growing number of processors and data scale in cluster computing environment. It is important for the fault tolerant solution to be diskless, so as to obtain higher reliability and availability. In order to improve these system-level fault tolerant mechanisms, many researchers have been studied diskless checkpointing techniques, which could avoid the excessive overhead associated with stable storage operation [7] .
The rest of the paper is organized as follows. Section 2 reviews the related work of diskless checkpointing techniques and discusses their limitations. Section 3 presents our fault tolerance model and introduces the assumptions of our experiments of parallel terrain analysis. Section 4 presents a scheduling algorithm based on the proposed fault-tolerant granularity model. Section 5 gives the experimental results focusing on different numbers of processor failures and overhead comparisons of different data sizes respectively. Section 6 compares our work with related work, and Section 7 summarizes the paper and gives an outlook for the future work.
RELATED WORK
Checkpoints may be scheduled by either the system or the application programmer. System level checkpointing methods periodically save the program's memory image upon interrupt. Compared with system-level checkpointing, the application-level checkpointing inserts function codes into a program. However, the application level method requires the application programmer to develop the checkpoint and restart mechanism.
Plank and Li presented a system using an additional processor to help perform diskless checkpointing and gave a method how to expand the process to tolerate multiple failures [8] [9] . In this method, the checkpoint data is stored in the memories of remote processors. With the help of additional processors, Plank also extended diskless checkpointing technique for a high performance network of workstations and evaluated several diskless checkpointing variants [10] .
Diskless checkpointing techniques could be classified into three categories: neighbor-based, parity-based ( figure 1 (d) ), and Reed-Solomon code-based. In the neighbor-based approach, each processor saves its checkpoints in the memory of another processor so as to recover the checkpoint data of a failed processor from the corresponding checkpoint processor. There are mainly three different neighbor-based checkpointing schemes: mirroring (figure 1 (a)), pairing (figure 1 (b)), and ring structured (figure 1 (c)).
To solve fault tolerance problems on huge distributed systems, Engelmann adopted diskless checkpointing of FFTs upon super-scale architectures [2] . In the Fault-tolerant FFT, a peer-to-peer diskless checkpointing algorithm was proposed, and this algorithm replicated process state at the memory of neighbor processes based on the consideration of local stable storage and the limited bandwidth to remote stable storage. However, the overall reliability of the system may decrease with the increasing of number of processors.
Chen and Dongarra proposed a different version of highly scalable selfhealing algorithms based on FT-MPI and diskless checkpointing [11] , considering the complexity of implementing the original Reed-Solomon algorithm. This modified technique used weighted checksum schemes and a variation of Reed-Solomon erasure codes over floating-point numbers which is simpler than Galois Field arithmetic. Its applicability is restricted to scientific applications, where round-off errors of recovered data are tolerable. At present, most of the encoding techniques can tolerate only 1 or 2 simultaneous process failures [12] . If more processes fail simultaneously in a system using diskless checkpointing technology, all other correct processes would rollback to their last checkpoint state, according to either a locally maintained copy or the stored backup from the checkpoint processes. Furthermore, all the failed processes would be restarted from their last checkpoint states stored by the checkpoint processes. If there are no spare processors, two or more processes may be assigned to one processor. The approach storing encoded data in main memory may decrease the applications' performance by reducing the available capacity.
Many researches have proposed improved resolution to reduce the recovery overhead of diskless checkpointing [12] [13] . Dealing with high performance Geo-computation of huge spatial data, these methods have two main problems which could be improved: narrow limitation in some specific cases and common architecture for multiple processor failures. In this paper, we provide a low-cost fault tolerance scheme on these problems, which is especially tailored for the needs of scientific computation with large dataset and these algorithms do not require much communication among processors. The solution is based on the checkpoint data of dynamic fault-tolerant granularity model. In this approach, log checkpoint is incorporated into a system to prevent failures and local calculation results are not saved on checkpoint data. A global data management mechanism is established, which is responsible for the data accessing of the parallel computing task on each processor.
PRELIMINARY 3.1. Assumptions
There are two kinds of fault-tolerant technologies, hardware redundancy and software fault tolerance. It is widely agreed that the overhead of hardware redundancy is the dominant cost, while large numbers of computing nodes are wasted and the software error cannot be properly settled in real-time multitasking system.
Software fault-tolerance might be primarily divided into two aspects, one as the system-level fault tolerance and the other as application-level fault tolerance. All the execution content of computation, including space address of threads, information of the register and the communication states, will be periodically stored in a reliable storage in the system-level fault tolerance scheme, as shown in figure 2. Figure 2 presents a scenario with three processes in which only one of them has failed. Furthermore, all the correct processes will roll back to the latest checkpoint if any process fails with enormously resources waste. Application-level fault tolerance technology allows users to specify the setting of checkpoint and save less information. This method is not versatile because users should always have a deep understanding of program execution. Therefore, reducing the cost to improve fault tolerance should be considered as the basic requirement of new faulttolerant technology, in which the computational performance can be ensured as much as possible to improve system reliability.
It should also be pointed out that the availability of spatial data of Geo-Computation depends on the availability of necessary I/O operations even if check-pointing data do not store computing results repeatedly. The probability of I/O operations' failures should be taken into account when evaluating the availability of parallel tasks. In general, computing on processors is much more reliable than on software. However, the software reliability and hardware availability are nearly of the same magnitude when the I/O operations fail. The algorithm presented in this paper considers hardware failures and is focused on task scheduling of the reduplicative computing granularity after error detection. Some common causes for hardware failures are also considered by the achievement of a redundant architecture [3] . Transient errors can also occur when transmitting messages on parallel systems, because most MPI implementations assume that the underlying communication substrate (e.g., TCP/IP or Myrinet [14] ) handles 
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Computational Model and Definitions
To formalize the idea, assume we have a dataset including n data blocks D = {d 1 , d 2 , ... , d n }, where d i is the partition data on each compute node i for 1 ≤ i ≤ n. There is also a collection of log checkpoint L = {l 1 , l 2 , ... , l n }, where l i is the log file of each processor i for 1 ≤ i ≤ n. Definition 1. Minimum fault tolerant granularity:
where FG m is the primary scheduling unit of fault tolerant computing, k denotes the quantization coefficient which is a positive integer (1 ≤ k ≤ N). Here, N is generated by (2) where d is the ratio of FG m to usable memory (0 < d ≤ 0.1), L is the usable physical memory of a processor in the cluster, and S is the volume of DEM data. 4KB is the minimum page size of the virtual address space in the memory management mechanism of Linux and Windows system. Reading data from hard disk, operate system allocate memory into memory pages with different size which is an integral multiple of 4KB. Hence, the atom data granularity could be set a common multiple of 4KB. Definition 2. Composite fault tolerant granularity:
where h is a positive integer in the range [0, H], H is the depth of the quadtree of DEM. On the basis of the Minimum fault tolerant granularity, the composite fault tolerant granularity is defined as a compound processing unit which could be partitioned into several data units once or more times, so as to increase the efficiency of computer processing with less I/O operations. Definition 3. Precedence Relationship:
where data block D i is finished before D i + 1 . In our fault tolerant algorithm, the anterior data block is deemed as correct computing results. These precedence relations will be saved in a global log file, meanwhile some dependent relations may exist between adjacent data. Definition 4. Recovery state:
where s i is the state which is recorded on each compute node i for 1 ≤ i ≤ n. Two states of s i might be used, first execution and non-first execution. The non-first execution is the fault tolerant computing. At the same time, if any precedent task is finished, these tasks would not be calculated again.
To de al with the data granularity relation problem, we define the relational graph of data granularities:
, e j is the data dependence relations between v i and v k (v i , v k V). Therefore, the strategy of data distribution of parallel computing could be achieved by the description of all the relations among data granularity entities. The relation of data granularity entities could be classified into three categories: adjacency relation, inclusion relation and derivative relation.
In the adjacency relation scheme, the adjacent data blocks are sent to various processors. The adjacency relations of different data blocks are reversible because there are no data dependency relationships of terrain analysis algorithm, and the adjacency relation could be classified into eight categories according to the bearing of data blocks ( figure 3 ).
In the inclusion relation scheme, the data block is divided into smaller blocks. The inclusion relation of both data blocks is not reversible. In the derivative relation scheme, a data grannularity is generated by another data granularity after several operations. 
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where D is the data volume of a computing node.
THE SCHEDULING ALGORITHM BASED ON FTGM
The algorithm stores all the execute states and data directories of each processor based on diskless checkpointing. If the program is executed on n processors, then there are two managerial processors called the Master processor with responsibility for the backup of log files [15] . Architecture of the algorithm is shown in figure 4 , Master 2 is a redundancy of Master 1. All the precedence relations, file directories of the processed data block, and the recovery states of each processor are periodically stored in these two master processors. If any processor fails, its state will be modified to the non-first execution and the unfinished data will be divided into n -1 partitions and distributed to the remaining processors. Master 1 is responsible for the failure detection and failure recovery of all the computing nodes. Similar to other fault-tolerant algorithms, the checkpoint data will be saved regularly on another processor under the passive copy mode. The main purpose is to avoid the failure of Master 1 which will give rise to the case of request missing. executes so that traditional fault tolerant strategy eliminates (or at least reduces) plenty of rollback and data redistribution costs. The master processor is responsible for the data distribution of slave processors. Each slave processor will receive a file directory of Net File System (NFS) after the data distribution from master processor. This computing task is based on the FG and all the volume of computing data are essentially equal. Consequently, a load balancing is achieved and the difference of computing time of each processor will not be too wide. As often introduced in the literatures, fault detection is the first step of fault tolerance and hence we should design fault detection algorithms.
As mentioned in the preliminary, the precedence relationship of each spatial data block will be recorded dynamically so as to make sure the correction of calculation. The scheduling algorithm based on FTGM (FTGM-SA) will be started from the initialization of file reading and data distribution. After the initialization, master processor will periodically send an inquiring to each processor and will receive an acknowledgement accordingly. Consequently, this confirmation message can be used as a condition to judge whether the processor fails or not. The fault recovery has five steps, as illustrated in figure 5 : 
Step1: Each slave processor read grid dataset by the file directory of NFS. Meanwhile, master processor records numbers and file directory of failed processors;
Step2: The master processor receives acknowledges periodically from slave processors. Hence, the failure detection could be achieved. All the Recovery state of the global table S = (s 1 , s 2 , …, s n ) will be modified;
Step3
: Update all the precedence relations of each data block if the anterior data has been computed, and establish the relational graph of data granularities which contains all the data entity (v i ) and data dependence relations (e j ) between v i and v k . If the failures have been detected, new tasks should be scheduled from master processor;
Step4: A composite fault tolerant granularity would be calculated by Equation (3) and Equation (7) . All the usable slave processors would read spatial data from NFS again after the local tasks have been done; Sends a flag if succeed.
Deallocate memory in each processor Figure 5 . Flowchart for fault recovery.
In light of the FTGM defined in Section 3.2, the computing tasks based on the same volume of DEM data have been assigned to each processor after this step, and thus, the failure recovery could be finished in the load balancing way. Furthermore, the recovery of each processor and data block should be processed.
Step5: All the updated information will be recorded in the log file on the Master1 processor and backed up on the Master2.
Step6: Master processor would monitor slave processor until all the tasks have been finished.
EXPERIMENTAL RESULTS
The parallel algorithm proposed in this paper has been implemented in C++ using MPI library and tested on a small cluster. A cluster computing environment is created for distributed data organization and parallelized data analysis. Our cluster is constituted by 18 homogeneous computers with the same configuration (CPU, memory, hard disk and operating system) and is connected through an Ethernet network with Gigabit speed (1000 Mbit/s). Two of the 18 PCs are selected as master servers to take charge of sending calculation tasks, receiving and merging results, generating output files and scheduling the progress of other PCs. The SRTM DEM with 89 m resolution of China mainland (46,784 by 74,869 cells) is chosen as study area (figure 6), and three size data is generated by the resampling: small (0.5GB), medium (5GB) and large (14.2GB) . In order to assess the robustness of our algorithm, we have designed the following test. We set up a failure recovery module based on surface roughness algorithm [16] . For the contrast of other algorithms, we establish the rollbackrecovery algorithm (RRA in short) [17] and the interval of checkpoints is set to 10s. Two experiments are described in this section, which focusing on different data sizes and different numbers of failures respectively.
Performance of the Two Algorithms of Different Failures
This study first measures the time required to recovery checkpoints with different number of failures. Figure 7 gives an average overhead of failure recovery of the two algorithms of different failures upon 14.2GB DEM data. This figure also shows the difference of recovery cost between RRA and FTGM-SA algorithms. Sixteen processors are used for the RRA scheme, where eight processors are responsible for the computing and the other processors are in charge of redundant computing. Ten processors are employed for the FTGM-SA scheme, where eight processors are responsible for the computing and two processors is for the management of fault recovery. In the PB-scheme, each failure will be calculated at corresponding computing node so that the recovery times are same due to the same amount of computation and the homogeneous processors. It takes cluster about the same amount of time to deal with different-size failures, whereas only partial computing nodes are used and most of nodes of the cluster are idle, which causes a massive waste of computing resources. As the graph shows, the recovery time of FTGM-SA basically shows upward trend with the increasing of the number of failures, and yet is less than the recovery time of RRA. With rollback recovery algorithm, the system stores information about its past state. When an error is detected, the whole computing state will be restored into a previous error-free state. Therefore, it has two main disadvantages: storage overhead and the higher recovery latency.
As discussed in Section 3, our diskless checkpointing schemes are based on Fault-Tolerant Granularity Model, which introduce executed states into the checkpointing system. Based the experimental results, we recorded the I/O time so as to analysis the majority recovery time. Figure 8 indicates the average recovery time of I/O operation of these two algorithms. Note that if the number of failures increases, the I/O recovery time of PRA will be increased, whereas the time of FTGM-SA is little changed. Therefore, the total computational time of FTGM-SA is less than PRA.
In the FTGM-SA scheme, if a failure occurs before starting the computing procedure, the master process will partition the computing task and spread the recovery load to each processor equally by means of targeted file directory in the NFS database. All the nodes in the cluster will be worked because each node executes the same computation received from master nodes. Consequently, the more failures occur in the cluster, the longer computing time of this algorithm will be cost. 
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Overhead Comparisons of Different Data
In this section, we test the overhead in percentage terms of three different data sizes and assume there is only one failure during the experiment. This percentage is calculated by Equation (6).
where Rec is the recovery time, Com is the computing time of this task. The average overhead of RRA of different dataset is various and shows a trend of increasing in figure 9 . This is because the parallel DTA is mainly used upon the spatial data which is huge with large scale and high resolution. Hence, the increased I/O operation costs the rollback procedure more time. The proportion of I/O will be rised for the increasing computation of large dataset so that the trend of overhead percentage of RRA is rising. In contrast, the overhead of FTGM-SA keeps a low percentage for the sake of load-balanced recovery solution. The overhead of I/O is divided equally to each node because the algorithm stores the computing status rather than all the checkpoints. As presented in figure 9 , we achieve an overhead as low as 11.5%, when processing the large data size. In order to test the overhead of I/O operation in percentage terms of three different data sizes, this percentage is calculated by Equation (9) 
where RecIO is the recovery time of I/O operation, Com is the computing time of this task. Figure 10 illustrates the I/O operation overhead of these two fault-tolerance scheme with different data size. As can be seen from this figure, the recovery time of I/O operation time emerges various trend of these two fault tolerance algorithm. This trend is similar with figure 8 and the FTGM-SA obtain a low percentage overhead of I/O operation.
DISCUSSION
This paper describes a versatile architecture to support fault tolerance of system-level and the primary contributions of this work are two-fold. Compared with other fault tolerant solutions of parallel computing in literature [18] [19] , the contributions of this approach are as follows:
Compared with the fault-tolerant systems proposed in [18] , this work proves that the fault tolerance of parallel computing is based on a load balancing mechanism in a computational cluster without adding any additional hardware. In this approach, the suggested algorithm allows analysis to evaluate the expected performance and reliability of complex fault-tolerant hardwaresoftware system, which consists of nonidentical hardware components. 
384
It considers both reliability of software versions and availability of hardware units without the failure recovery based on load balance. In our paper, an optimal schedule of failing tasks is taken into account, which will be executed absolutely on some other processors in traditional scheme. Spatial data of failing tasks can be divided into small parts which will be recalculated by all normal processors. Secondly, the paper develops an analytical model which based on precedence relation and recovery state. The model can secure the data dependent relations of the proposed scheduling algorithm, and can also be easily used to protect the data relation in any other non-centralized systems. The data dependent relations are always ignored, because the data access from one node to another has to experience the queuing delay and network latency in cluster environment. To maintain the quantized calculation of failure recovery on each slave node, the scheduling algorithm dynamically sends the calculation task to each slave node based on the composite fault tolerant granularity. Simultaneously, all the operational information will be recorded in the log file on both master node and redundant node.
The traditional failure tolerance models assume that failures are independent. However, this is not likely in real systems. The first way is to implement a sample in the system so that expected performance could be verified approximately. The weakness of this method is obvious, because the failures depend on the software, hardware, and configuration of the system. Another way is to study failure patterns of the real world system and attempt to form a failure dependency graph. The scheduling algorithm of this paper could be used to tolerate more than 2 simultaneous process failures after verifying of precedence relationship of DEM data blocks and the recovery states of each computing node.
To compare with other diskless checkpointing schemes for Tolerating Double Faults [20] , our method stores all the executed states and data directories of each thread based on diskless checkpointing. Furthermore, the recovery time of I/O operation could be decreased because all the fault tasks were decomposed and distributed to usable processors.
CONCLUSION AND FUTURE WORK
In this paper, a new diskless checkpointing algorithm has been proposed to support High performance Geo-Computation based on log file which stores all the file directory and execution states. We have demonstrated its effectiveness on an important and real application of great technological significance by taking the example of parallel digital terrain analysis.
Future work will be focused on the mechanism of failure recovery of parallel task including a Task dependencies based on Fault-Tolerant Granularity Model, failure detection control and failure recovery mechanism while multiple failures arise simultaneously. We also hope to investigate the tradeoff when considering fault-tolerant parallel file system.
