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A note on the zero divisor graph of the ring of Lipschitz
integers modulo n
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Abstract. In a recent paper, Grau et al. (2017) studied the zero divisor graphs of
the ring of Lipschitz integers modulo n, and computed the domination number of
the undirected zero divisor graph of the ring of Lipschitz integers modulo n. But
the case n is a power of prime numbers remained open. In this note, this problem is
solved. We also show the automorphism group of the zero divisor graph of the ring
of Lipschitz integers modulo 2s.
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1 Introduction
The zero divisor graph of the ring is a graph that the vertices are the elements
of the ring and two distinct vertices a and b are adjacent if and only if ab = 0. This
concept was first introduced by Beck in [6]. Anderson and Livingston [1] reduced the
vertex set to the set of non-zero zero divisors of the ring, and they also studied the
automorphism group of the zero divisor graph of a finite commutative ring. Later,
Redmond [11] extended the definition of the zero divisor graph to the directed zero
divisor graph and the undirected zero divisor graph. For recent study on the zero
divisor graphs, see the papers [2–5, 8, 9, 14–17].
We use Z∗(R) and U(R) to denote the set of non-zero zero divisors and the
group of units of a ring R, respectively. If a ∈ R, then the annihilator of a is
ann(a) = {b ∈ R|ab = 0}. For a set S, |S| denotes the size of S, S \ T denotes the
set of elements that belong to S and not to set T .
Let R be a ring with identity. The directed zero divisor graph Γ(R) is defined
with vertices Z∗(R), where a → b is an edge between distinct vertices a and b if
and only if ab = 0. The undirected zero divisor graph Γ(R) is defined with vertices
Z∗(R), where distinct vertices a and b are adjacent if and only if ab = 0 or ba = 0.
The ring Z[i, j, k] of Lipschitz integer quaternions is extended by the Gaussian
integers. Let Zn[i, j, k] := {a + bi + cj + dk | a, b, c, d ∈ Zn} be a factor ring of
†Corresponding author. E-mail address: zhhb210@163.com.
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Z[i, j, k], which is called the ring of Lipschitz quaternions modulo n. This article
is motivated by [8], where Grau et al. studied the directed Γ(Zn[i, j, k]) and the
undirected Γ(Zn[i, j, k]). They showed some results on the number of vertices, the
diameter, the girth and the domination number of these graphs. Unfortunately,
they left an open problem: For an odd prime number p and a positive integer s,
what is the domination number of Γ(Zps[i, j, k])? In section two, we solve this open
problem.
For a graph Γ, let V (Γ) be the vertex set of Γ. The graph automorphism f of Γ
is a bijection f : V (Γ)→ V (Γ) such that vertices a and b are adjacent if and only if
f(a) and f(b) are adjacent. The set of all automorphisms of Γ , denoted by Aut(Γ),
forms a group under composition of transformations.
Recall that Zps[i, j, k] is isomorphic to the full matrix ring M2(Zps) [13]. The
automorphisms of the zero divisor graph of M2(Zps) were completely determined in
[16]. Consequently, the automorphisms of the zero divisor graph of Zps[i, j, k] follow
from it. Unfortunately, the automorphisms of the zero divisor graph of Z2s [i, j, k]
are unknown. In section three, we show the automorphism group of Γ(Z2s [i, j, k]).
2 The Domination Number
A dominating set for a graph G is a subset of vertices S with every vertex not
in S is adjacent to at least one vertex of S. The domination number is the number
of vertices in a minimal dominating set. In [8], Grau et al. showed the domination
number of Γ(Zn[i, j, k]) for some cases, but the case n is a power of prime numbers
remained open. In this section, this problem is solved in Theorem 2.4.
We will denote by M1×2(Zps) the set of all 1 × 2 matrices over Zps, and by
αt the transpose of α ∈ M1×2(Zps). Let us denote by M
1
1×2(Zps) the subset of
M1×2(Zps) consisting of the vectors whose first unit component is 1, i.e.,M
1
1×2(Zps) =
{(1 a), (b 1)|a ∈ Zps , b ∈ D(Zps)}.
Lemma 2.1. [16, Lemma 2.3] If α ∈ M11×2(Zps), then there exists a unique β ∈
M11×2(Zps) such that αβ
t = 0.
By [10, Theorem II.9], we know the following lemma.
Lemma 2.2. Every matrix A in Z∗(M2(Zps)) is equivalent to(
pi 0
0 pj
)
,
where i, j ∈ {0, 1, · · · , s− 1}, if pj 6= 0, then j 6= 0, i 6 j. The parameters (i, j) is
uniquely determined by A.
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Note that in Lemma 2.2 for A,B ∈ M2(Zps), A is equivalent to B means that
there exist P,Q ∈ U(M2(Zps)) such that A = PBQ. Let Eij denote the matrix in
M2(Zps) having 1 in its (i, j) entry and zeros elsewhere.
Lemma 2.3. Let A ∈ Z∗(M2(Zps)). Then A has a unique factorization:
A = u1p
iαtβ + u2p
jEmn,
where u1, u2 ∈ U(Zps), α, β ∈M
1
1×2(Zps), m,n ∈ {1, 2}, if p
j 6= 0, then j 6= 0, i 6 j.
(u1, u2, α, β, i, j,m, n) are uniquely determined by A.
Proof. By Lemma 2.2, suppose that A is equivalent to
(
pi 0
0 pj
)
, where i, j ∈
{0, 1, · · · , s− 1}, if pj 6= 0, then j 6= 0, i 6 j.
If pj = 0, then there exist fixed P =
(
a1 ∗
b1 ∗
)
, Q =
(
a2 b2
∗ ∗
)
∈ U(M2(Zps))
such that
A = P
(
pi 0
0 0
)
Q = piP
(
1 0
0 0
)(
1 0
0 0
)
Q = pi
(
a1 0
b1 0
)(
a2 b2
0 0
)
.
Without loss of generality we can assume a1, a2 ∈ U(Zps). Let u1 = a
−1
1 a
−1
2 , α =(
1 a−11 b1
)
and β =
(
1 a−12 b2
)
. Thus A = u1p
iαtβ.
If pj 6= 0, then j 6= 0, i 6 j. Without loss of generality we can assume A =
pi
(
a b
c d
)
, where a ∈ U(Zps). Let P =
(
1 0
−a−1c 1
)
, Q =
(
1 −a−1b
0 1
)
. Then
PAQ = api
(
1 0
0 a−1d
)
. Since A is is equivalent to
(
pi 0
0 pj
)
, we can assume a−1d =
upj−i for some u ∈ U(Zps). Therefore,
A = apiP−1
(
1 0
0 upj−i
)
Q−1 = apiP−1
(
1 0
0 0
)
Q−1 + aupjE22.
Let u1 = a, α =
(
1 a−1c
)
, β =
(
1 a−1b
)
and u2 = au. Thus A = u1p
iαtβ +
u2p
jE22, and the lemma follows.
Theorem 2.4. The domination number of Γ(Zps[i, j, k]) is p+1, where p is an odd
prime number and s ≥ 1.
Proof. We use the fact that Zps [i, j, k] ∼= M2(Zps). Let D = {p
s−1αtα | α ∈
M11×2(Zps)}. We claim that D is a dominating set for Γ(Zps[i, j, k]). Let A ∈
V (Γ(Zps [i, j, k])). By Lemma 2.3, suppose that A = u1p
iαtβ+u2p
jEmn. Then there
exists a γ ∈ M11×2(Zps) such that γα
t = 0. Set B = ps−1γtγ ∈ D. Thus BA = 0,
and D is a dominating set as claimed.
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Our next goal is to show that D is a minimal dominating set for Γ(Zps [i, j, k]).
Suppose that E is a dominating set for Γ(Zps[i, j, k]) and |D| > |E| = e. It is
easy to check that ann(ps−1αtβ) ⊇ ann(piαtβ) ⊇ ann(αtβ) ⊇ ann(αtβ + upjEmn),
where i 6 s − 1 and j 6= 0. Without loss of generality we can assume E =
{ps−1αt1β1, p
s−1αt2β2, · · · , p
s−1αteβe}. Then there exist
ps−1αte+1αe+1 ∈ D \ {p
s−1αt1α1, p
s−1αt2α2, · · · , p
s−1αteαe},
ps−1βte+1βe+1 ∈ D \ {p
s−1βt1β1, p
s−1βt2β2, · · · , p
s−1βteβe}.
Thus, by Lemma 2.1, there exist γ1, γ2 ∈ M
1
1×2(Zps) such that for i ∈ {1, 2, · · · , e},
γ1αi 6= 0, γ2βi 6= 0 but γ1αe+1 = 0, γ2βe+1 = 0. Set B = γ
t
2γ1. Since for any
A ∈ E, AB 6= 0 and BA 6= 0, it follows that E is not a dominating set. An easy
computation shows that |D| = p+ 1, which completes the proof.
Similar to [8, Theorem 11 and 12], we infer the following theorem.
Theorem 2.5. Let n = 2s0ps11 · · · p
sm
m with pl is prime and sl ≥ 1 for every l. Then,
the domination number of Γ(Zn[i, j, k]) is 1 +m+ p1 + · · ·+ pm.
3 Automorphism Group of Γ(Z2s[i, j, k])
We know that Z2s [i, j, k] is reversible, by [8, Proposition 6], this means that
for every α, β ∈ Z2s [i, j, k], αβ = 0 implies that βα = 0. Hence, Γ(Z2s [i, j, k]) =
Γ(Z2s [i, j, k]). In order to obtain the automorphisms of the zero divisor graph of
Z2s [i, j, k], we give some notation. For a direct zero divisor graph Γ and a, b ∈ V (Γ),
we denote by Nr(a) (resp. Nl(a)) the set of vertices b ∈ V (Γ) for which ab = 0 (resp.
ba = 0). We write N(a) = N(b) to denote that Nr(a) = Nr(b) and Nl(a) = Nl(b) for
a, b ∈ V (Γ). If N(a) = N(b), then we will say that a, b are twin points. If a bijection
ϕ on Γ acts in such a way that ϕ(a) = b implies that a, b are twin points, then it
is an automorphism of Γ, which is called a regular automorphism of Γ. The set of
all regular automorphisms of Γ is denoted by Reg(Γ). for a ring R and α, β ∈ R,
if there exists a γ ∈ U(R) such that αγ = β, then we write α ∼ β. Obviously,
relation ∼ is an equivalence relation on R. Let [α] be the equivalence class of α,
that is, [α] = {β ∈ R | β ∼ α}. Let D = D1 ∪ D2, where D1, D2 ⊂ Z2s [i, j, k],
D1 = {1 + i, 1 + j, 1 + k} and D2 = {1 + i+ j + k, 1 + i+ j − k}. If S is a subset of
V (Γ(Z2s[i, j, k])), then we denote N(S) by the set of all neighbors of the vertices of
S in graph Γ(Z2s [i, j, k]).
From [7, Lemma 2.6.5] and [12, Lemma 2(a)], we can conclude the following
lemma.
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Lemma 3.1. Let 0 6= α ∈ Z2s [i, j, k]. Then α has a unique factorization:
α = 2lπα0,
where 0 6 l < s, π ∈ {1, 1 + i, 1 + j, 1 + k, (1 + i)(1 + j), (1 + i)(1 − k)} and
α0 ∈ U(Z2s [i, j, k]).
By Lemma 3.1, it is easy to obtain the following lemma.
Lemma 3.2. Let D = {1 + i, 1 + j, 1 + k, 1+ i+ j + k, 1 + i+ j − k}. Then the set
of the equivalence class of Z2s [i, j, k] is {[2
lα] | α ∈ D, 0 6 l < s}.
Note that 2s−1(1 + i + j + k) = 2s−1(1 + i + j − k). Then a trivial verification
shows the following lemma.
Lemma 3.3. Let D = D1 ∪D2, where D1 = {1 + i, 1 + j, 1 + k} and D2 = {1+ i+
j + k, 1 + i+ j − k}.
(i) Let 1 6 m 6 s− 1. Then
N([2m]) =
⋃
s−m6l6s−1
α∈D∪{1}
[2lα] \ [2m].
(ii) Let α ∈ D1. Then N(α) = [2
s−1α] ∪ [2s−1(1 + i+ j + k)].
(iii) Let 1 6 m 6 s− 1 and α ∈ D1. Then
N([2mα]) =
⋃
s−m6l6s−1
β∈D∪{1}
[2lβ]
⋃
β∈D2∪{α}
[2s−1−mβ] \ [2mα].
(iv) Let α ∈ D2. Then
N(α) =
⋃
β∈D
[2s−1β]
⋃
β∈D2\{α}
[2s−2β].
(v) Let 1 6 m < s− 1 and α ∈ D2. Then
N([2mα]) =
⋃
s−m6l6s−1
[2l]
⋃
s−1−m6l6s−1
β∈D
[2lβ]
⋃
β∈D2\{α}
[2s−2−mβ] \ [2mα].
(vi) Let α ∈ D2. Then
N([2s−1α]) =
⋃
06l6s−1
β∈D
[2lβ] \ [2s−1α].
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By Lemma 3.3, the proof of the following corollary is straightforward.
Corollary 3.4. Let α, β ∈ Z2s [i, j, k].
(i) If s is even, then N(α) = N(β) if and only if α ∼ β.
(ii) If s is odd, then N(α) = N(β) if and only if α ∼ β or α, β ∈ {2
s−1
2 (1 +
i), 2
s−1
2 (1 + j), 2
s−1
2 (1 + k)}.
For a graph Γ and a ∈ V (Γ), let a¯ = {b ∈ V (Γ) | a, b are twin points}. Let ΓE
be the compressed graph of Γ, whose vertices are {a¯ | a ∈ V (Γ)} such that distinct
vertices a¯ and b¯ are adjacent if and only if a and b are adjacent in Γ. For a vertex α¯
in the compressed graph of the zero divisor graph ΓE(Z2s [i, j, k]), we denote NE(α¯)
be the set of all neighbors of α¯ in ΓE(Z2s [i, j, k]). By Lemma 3.3 and Corollary 3.4,
it is easy to obtain the next proposition.
Proposition 3.5. Let D = D1 ∪ D2, where D1 = {1 + i, 1 + j, 1 + k} and D2 =
{1 + i+ j + k, 1 + i+ j − k}.
(i) If s is even, α ∈ D1, β ∈ D2, then
|NE(2m)| =
{
6m− 1, 1 6 m < s
2
6m− 2, s
2
6 m 6 s− 1,
|NE(2mα)| =
{
6m+ 2, 0 6 m < s−1
2
6m+ 1, s−1
2
6 m 6 s− 1,
|NE(2mβ)| =
{
6m+ 5, 0 6 m < s−1
2
6m+ 4, s−1
2
6 m < s− 1.
(ii) If s is odd, α ∈ D1, β ∈ D2, then
|NE(2m)| =
{
6m− 1, 1 6 m < s
2
6m− 4, s
2
6 m 6 s− 1,
|NE(2mα)| =


6m+ 2, 0 6 m < s−1
2
6m+ 1, m = s−1
2
6m− 1, s−1
2
< m 6 s− 1,
|NE(2mβ)| =
{
6m+ 5, 0 6 m < s−1
2
6m+ 2, s−1
2
6 m < s− 1.
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Any graph automorphism preserves adjacency. Let a, b ∈ Γ, f ∈ Aut(Γ) such
that f(a) = b. Then |N(a)| = |N(b)|. Therefore, the next lemma is easy to check
by Proposition 3.5.
Lemma 3.6. Let f ∈ Aut(ΓE(Z2s [i, j, k])), Pm = {2m(1 + i), 2m(1 + j), 2m(1 + k)},
Qn = {2n, 2n−1(1 + i+ j + k), 2n−1(1 + i+ j − k)}, where 0 6 m 6 s − 1, 1 6
n 6 s − 1. Then f stabilizes Pm and Qn. In particular, f(2s−1(1 + i+ j + k)) =
2s−1(1 + i+ j + k); f(2
s
2 ) = 2
s
2 , f(Q s
2
\ {2
s
2}) = Q s
2
\ {2
s
2}, if s is even; |P s−1
2
| = 1,
if s is odd.
Recall that a graph automorphism f of a graph Γ is a bijection f : V (Γ)→ V (Γ)
such that vertices a and b are adjacent if and only if f(a) and f(b) are adjacent. If
|V (Γ)| = n, then it is clear that Aut(Γ) is isomorphic to a subgroup of Sn. By Lemma
3.6, each graph automorphism of the compressed graph ΓE(Z2s [i, j, k]) is determined
by its action on Pm and Qn, where m ∈ {0, · · · , s−1}, n ∈ {1, · · · , s−1}. Therefore,
if s is even, then the group of graph automorphism of ΓE(Z2s [i, j, k]) is isomorphic
to a subgroup of S2s−23 × S2× S
2
1 . If s is odd, then it is isomorphic to a subgroup of
S2s−23 × S
2
1 .
We next define some actions of S3 on Pm and Qn. Let α ∈ {1 + i, 1 + j, 1 + k}
and β ∈ {2, 1 + i + j + k, 1 + i + j − k}. The action of S3 on Pm is given by
(g, 2mα) 7→ 2mg(α). The action of S3 on Qn is given by (h, 2n−1β) 7→ 2n−1h(β).
For h, h′ ∈ S3 with h
′(2n) = 2n, h′(2n−1(1 + i + j + k)) = 2n−1(1 + i+ j − k)) and
h′(2n−1(1 + i+ j − k))) = 2n−1(1 + i+ j + k)), we define h∗ = h′hh′.
Lemma 3.7. Let f ∈ Aut(ΓE(Z2s [i, j, k])). Then f |Pm = f |Ps−1−m, (f |Qn)
∗ =
f |Qs−n. In particular, f |Q s
2
= h′s
2
or e, if s is even; f |P s−1
2
= e, if s is odd.
Proof. Let f ∈ Aut(ΓE(Z2s [i, j, k])). By Lemma 3.6, f |Pm, f |Ps−1−m can be viewed
in the natural way as an element gm, gs−1−m of S3. Let α, β ∈ {1 + i, 1 + j, 1 + k}.
Suppose that gm(2mα) = 2mgm(α) = 2mβ. Since graph automorphism f preserves
adjacency, f(NE(2mα)) = NE(2mβ). From Lemma 3.3 (ii) and (iii), we conclude
that f({2s−1−mα} ∪ ⋆) = {2s−1−mβ} ∪ ⋆. Then f(2s−1−mα) = 2s−1−mβ, by Lemma
3.6, which means that gs−1−m(2s−1−mα) = 2s−1−mgs−1−m(α) = 2s−1−mβ. Therefore,
f |Pm = f |Ps−1−m . Similarly, we infer that (f |Qn)
∗ = f |Qs−n.
Theorem 3.8. Let s > 1 be a positive integer, H = {(h, h∗) | h ∈ S3}. Then
Aut(ΓE(Z2s [i, j, k])) is a finite direct product of symmetric groups. Specifically,
Aut(ΓE(Z2s [i, j, k])) ∼=
{
S
s
2
3 ×H
s
2
−1 × S2 × S
2
1 , s is even,
S
s−1
2
3 ×H
s−1
2 × S21 , s is odd.
Proof. Let H = {(h, h∗) | h ∈ S3}. In fact, by Lemma 3.7, the action of S3 × S3
on Pm × Ps−1−m can be viewed as the action of S3 on Pm × Ps−1−m which is given
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by (g, (2mα, 2s−1−mβ)) 7→ (2mg(α), 2s−1−mg(β)). Similarly, the action of S3 × S3 on
Qn × Qs−n can be viewed as the action of H on Qn × Qs−n. Let s is even. By
Lemma 3.3, a trivial verification shows that if f ∈ S
s
2
3 × H
s
2
−1 × S2 × S
2
1 , then
f ∈ Aut(ΓE(Z2s [i, j, k])). Conversely, suppose that f ∈ Aut(ΓE(Z2s [i, j, k])). Then
f can be viewed as
((f |P0, f |Ps−1), · · · , (f |P s
2
−1
, f |P s
2
), (f |Q1, f |Qs−1), . . . , (f |Q s
2
−1
, f |Q s
2
+1
), k, e, e),
where k ∈ S2 is depending on f |Q s
2
, since Lemma 3.6. Therefore, by Lemma 3.7,
f ∈ S
s
2
3 × H
s
2
−1 × S2 × S
2
1 , which is the desired conclusion. Similar considerations
apply to the case when s is odd, which completes the proof.
Lemma 3.9. Aut(Γ)/Reg(Γ) ∼= Aut(ΓE).
Proof. For ϕ ∈ Aut(Γ), we define ϕ′ from V (ΓE) to itself by ϕ
′(a) = ϕ(a) for any
a ∈ V (ΓE). Let f be a mapping from Aut(Γ) to Aut(ΓE) which is given by f(ϕ) = ϕ
′
for any ϕ ∈ Aut(Γ). Similar to [15, Theorem 2.7], the lemma follows.
By Theorem 3.8, Lemma 3.9 and [15, Lemma 2.3], the following theorem is
obvious.
Theorem 3.10. Aut(Γ(Z2s [i, j, k])) ∼= Reg(Γ(Z2s [i, j, k]))⋊ Aut(ΓE(Z2s [i, j, k])).
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