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VII. 
19. We next study the properties of function vectors which are normal 
at every system, or in the notation of Mahler, are perfect. Perfectness is 
thus a global property. We shall now establish a number of global properties 
of such perfect function vectors. 
Firstly, there is a global analogue of the First Uniqueness Theorem. 
Third Uniqueness Theorem. (Mahler, (8)). If the function vector f 
is perfect, and 
(j,k= l, 2, ... ,m) 
are a non-trivial system of German polynomials and its remainders belonging 
to the system el, e2, ... ' em. then 
(k=l,2, ... ,m); 
2. every system of German polynomials belonging to the system e1. e2, ••• , em 
is a constant multiple of the system 
(k=l,2, ... ,m); 
3. at least one of the remainders 
(j,k=l,2, ... ,m) 
has order equal to a+ l. 
Proof. Firstly, we prove part l. Suppose that, on the contrary, there 
exists an integer l, with l < l ,;;;;; m, such that 
Then the polynomials 
m 
<?i'h = L Ahk(e1 + bu e2 + bz2 · · · em+ bzm) a1c(e1 e2 •.. em) (h=l,2, ... ,m) 
k-1 
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are expressions of the forme( r1 r2 ••• rms ) , with parameter values 
ttl1 ttl2 · · · Wm ~ 
rk=ek+bhk+bzk , Wk=ek+bzk, 
s=a+2 5=a. 
(D) and (0) therefore give the estimates 
l<i&'hl < max {(ek + bhk + b1k- l) +(a- ek- b1k)} <a, 
k=l •... ,m 
j<t&'hl > {a+l,a+l}=a+l, 
so that all of the polynomials <i&' 1, <i&' 2, ... , <i&' m are equal to zero. We have 
then m homogeneous linear equations, with non-zero determinant 
D(el + bn (l2 + b12 •.• em+ blm), for the non-trivial system of polynomials 
(k=l,2, ... ,m). 
But this is impossible, whence the assertion. 
Secondly, by an argument similar to that in the proof of part 2 of the 
First Uniqueness Theorem, part 2 of the present one follows from part l. 
Finally, we prove part 3. Suppose that, on the contrary, 
(j,k=l,2, ... ,m). 
Then 
(k=l,2, ... ,m) 
would be a non-trivial system of German polynomials belonging to the 
system e1 + l, (l2, ... , em, contrary to part l of the theorem. This completes 
the proof. 
20. Secondly, there is also a global analogue of the Second Uniqueness 
Theorem. Before we state this analogue, it is convenient to make the 
following change in convention. From now on we shall assume that the 
degree of the zero polynomial is any negative integer or - oo. 
Fourth Uniqueness Theorem. (Mahler, [8]). If the function vector 
f is perfect, and 
(k=l,2, ... ,m) 
are a non-trivial system of Latin polynomials and its remainder belonging 
to the system (ll, (l2, •.. , em, then 
(k=l,2, ... ,m); 
2. every system of Latin polynomials belonging to the system (lb (l2, ••. , em 
is a constant multiple of the system 
ak(e1e2 .. ·em) (k=l,2, ... ,m); 
3. the remainder r(el (l2 ... em) has order equal to a- l. 
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Proof. We first prove part l. Suppose that, on the contrary, there 
exist an integer l, with l <,l<,m, such that e1 is non-zero and 
But then the system of Latin polynomials 
ak(l21l22 · · · 12m) (k=l,2, ... ,m) 
contradicts the normality of f at the system 121- bn, 122- b12, ... , 12m- btm, 
whence the assertion. 
Part 2 follows from part l as in the proof of the Second Uniqueness 
Theorem. 
Part 3 follows immediately from Criterion 2. This completes the proof. 
The Fourth Uniqueness Theorem implies the following corollary. 
Corollary. If the function vector f is perfect, then it is linearly in-
dependent over the quotient field of w. 
In the light of this corollary, the Normality Zigzag Theorem is even 
more surprising, since it holds for essentially arbitrary function vectors f. 
21. Finally, we give three additional criteria for the function vector f 
to be perfect. These three criteria are global analogues of the definition 
of normality, Criterion l and Criterion 2, respectively. 
Criterion 3. (Mahler, [8]). The function vector fis perfect if and only if 
l. the function fector f vanishes at none of the primes in II; 
2. for every system !21> 122, ... , l]m, there exists a system of Latin polynomials 
(k=l,2, ... ,m) 
such that 
(k=l,2, ... ,m). 
Proof. The sufficiency is obvious. The necessity follows from the 
Fourth Uniqueness Theorem. 
Criterion 4. (Mahler, [8]). The function vector f is perfect if and only if 
l. the function vector vanishes at none of the primes in II; 
2. for every system 1]1, 122, ... , l]m, there exists a system of German 
polynomials 
(k=l,2, ... ,m) 
such that 
(k=l,2, ... ,m). 
Proof. The sufficiency follows from Criterion l. The necessity follows 
from the Third Uniqueness Theorem. 
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Criterion 5. (Mahler, [8]). The function vector f is perfect if and 
only if, for all systems el, e2, ,.., em, there exists no non-trivial system of 
Latin polynomials, which, together with its remainder, satisfies the inequalities 
I ak(e1 ez ... em) I < ek- 1 (k=1,2, ... ,m), 
I r(e1e2 ... em) I > u-L 
Proof. The necessity follows from the Fourth Uniqueness Theorem. 
To prove the sufficiency it suffices, by Criterion 2, to prove that f vanishes 
at none of the primes in II. If, on the contrary, f vanishes at the prime 
Pl Ell, then no remainder could have order equal to A.-1, contrary to 
hypothesis. 
VIII. 
22. To conclude this paper, we apply the general theory to concrete 
rings and function vectors. 
Let F be a field, of arbitrary characteristic, and F[z] the ring of poly-
nomials in the indeterminate z with coefficients in F. If we define the 
valuation-~ -~ on F[z] to be the degree of a polynomial, it is clear that 
F[z] satisfies the conditions for the ring w. Furthermore, F becomes the 
field of constants in § 1, which was also called F. In fact, w will always 
be isomorphic to such a polynomial ring F [ z]. Henceforth we take w = F [ z]. 
The sequence of primes II will now be of the form 
where 
is an arbitrary infinite sequence of equal or distinct elements of F. 
We next give two examples of weld rings of the sequence of primes II. 
Firstly, if all the primes in II are equal, say to z-(;, where Cis some 
fixed element ofF, then the integral domain F(z-C) of all formal power 
series in z-C with coefficients in F is a weld ring of II. 
If the primes in II are not all equal, then the ring of all formal power 
series will no longer be a weld ring of II, because the expansion constants 
are not unique. For example, if we take w=F[z], il=F(z), and 
II: z-1, z, z, ... , 
then 
O=O+(z-1)0=1 + (z-1) (1 +z+z2 + ... ), 
so that the expansion constants for 0 .are not unique. 
However, if the field F has characteristic zero, and is complete under a 
valuation, we can obtain the following important examples of a weld ring. 
A function f(z): F-+ F is said to be analytic at C E F if it has a power 
series development 
f(z)=f(C)+f'(C)(z-C) +/~f) (z-(;)2 + ... 
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which is convergent, with respect to the complete valuation on(;, in some 
neighbourhood of C in the topology on F determined by the complete 
valuation. This function is then said to be analytic on a subset of F if it 
is analytic at every point of this subset. Let 
be an arbitrary infinite sequence of equal or distinct elements of some 
connected open subset of F. Then any ring of functions, which are analytic 
on this connected open subset, is a weld ring of 
For example, such weld rings exist if F=O, the field of complex numbers, 
or F=P, the field of p-adic numbers. 
These are the only examples of welq rings which I know at the moment. 
However, I feel that there are probably further examples of such rings. 
23. We now give some examples of function vectors in these particular 
rings. 
For the following three examples we let F be any field of characteristic 
zero, and we take 
Il0 : z, z, z, ... , 
so that we can choose !J=F(z). We define the formal power series em, 
(1-z)m, and log (1-z} in the usual manner. 
Example 1. If w1o w2, ... , wm are arbitrary distinct elements ofF, 
then the exponential function vector 
is perfect with respect to Ilo, (2}, (3}, (4), (5). 
Example 2. If £01, w2, ... , Wm are arbitrary elements ofF such that, 
for j ¥= k, w1- Wk is not an integral multiple of the unit element of F, 
then the binomial function vector 
(1-z)ml, (1-z)"'~~, ... , (1-z)mm 
is perfect with respect to Ilo, (2), (6). 
These function vectors, and an example to be given shortly, are the 
only examples I know of perfect function vectors. 
Example 3. The logarithmic function vector 
log"'- 1(1-z), log"'- 2(1-z), ... , 1 
is normal with respect to Ilo at every system e1, e2, ... , em such that 
e1 <e2< ... <em. (2}, (9). 
It is not known whether the logarithmic function vector is perfect. 
These three examples are discussed in the references noted with each. 
454 
24. We conclude this paper by proving new results on the exponential 
function vector. Let F=C be the field of complex numbers, and take 
w=O[z]. Let Ih be 
I/1: z, z-1, z-2, .... 
Then the ring of entire analytic functions is a weld ring of I/1. From now 
on, log £X will always denote the principal value of the logarithmic function, 
and we define tXz=ezlog"'· If tX1, tX2, ... , tXm are distinct complex numbers, 
none of which is zero, we shall prove that the power function vector 
(X~' (X~' ... , (X~ 
is perfect with respect to I/1, and we shall also construct the Latin and 
German polynomial systems associated with this function vector. 
We use some simple facts from the calculus of finite differences, which 
can be found in books on the subject (1), (10). It will be convenient to 
express for which system of complex of complex numbers {h, {32, ... , {J"' 
the Latin and German polynomials are formed. Therefore, if t-t is any 
integer, with 1 <t-t<m, and fJ1. {J2, ... , {J"' are distinct non-zero complex 
numbers, let 
(lc= 1, 2, ... ,f-t), 
(j,lc= 1, 2, ... ,f-t) 
be a non-trivial system of Latin polynomials and its remainder, and a 
non-trivial system of German polynomials and its remainders, respectively, 
belonging to the system of non-negative integers e1, e2, ... , e"'· Here the 
trivial case t-t = 1 has been included for convenience. 
Let L1 and {J be the difference and translation operators 
Llf(z) = f(z + 1)-f(z) , bf(z) = f(z + 1 ), 
respectively, so that, if a(z) is a polynomial, and tX#O, 1, 
From the latter identity, it follows that a*(z) is a polynomial of the same 
degree as a(z). If b(tJ) is a polynomial in the operator {J such that b(1)#0, 
the operator b(tJ)-1 is defined for any polynomial a(z) by · 
00 




where 1: fhLJk is the Taylor series for {b(l +LJ)}-1. The sum need not be 
11:=0 
extended past the degree of a(z). Evidently 
b(b)-1 b(b) a(z) =a(z). 
Next, if z is any non-negative integer, and f(z) is a function defined for 
such z, write 
z-1 
Jf(z) = 1: f(t). 
t-o 
The operator J has then the properties 
LJJf(z) = f(z) , J LJf(z) = f(z)- /(0). 
By definition, not all of the polynomials 
(k=l,2, ... ,m) 
( loc:loc:2 · · · 1Xm) are identically zero; so let us suppose say, that a1 z l?l ez ... em 
not vanish identically. For h#l, 
and thus 
In particular, it follows that af(z) is not identically zero. 
does 
It is now easy to prove that the function vector oc:~, oc:~, ... , oc::a is 
perfect with respect to the sequence of primes III. For suppose that, on 
the contrary, 
I ( IOC:lOC:z···OC:m)l r z = a-l+v, el ez ... em 
where v is some positive integer. Then, repeating the previous argument 
( oc:,) ( OC:z) z m- I times, we would obtam a function r z ~ ~ a, z :: (::) 
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satisfying 
Hence, in particula.r, •.(• ;~) is .not identically zero. But since v>O, 
and the function (::r never vanishes, this is impossible, whence the 
assertion. Thus we have proven the following. 
Theorem. If IX!, IX2, ... , IXm are distinct non-zero complex numbers, 
then the power function vector IX~, IX~, ... , IX~ is perfect with respect to 
the sequence of primes 
Il1 : z, z-1, z-2, ... 
The complex numbers IX!, IX2, •.• , IXm are said to be multiplicatively 
independent if there exists no relation of the form IX.ltiXAa ••• IX.l"' = I, where 1 2 m 
Al, A2, ... , Am are arbitrary integers, not all zero. The above theorem 
then has the immediate corollary. 
Corollary. If the complex numbers IX!, IX2, ... , IXm are multiplicatively 
independent, then the functions 
Z, ~' ~' ... , IX:. 
are algebraically independent over the field of complex numbers. 
25. Next, we construct the Latin polynomial system and its remainder 
for IX~, IX~, ... , IX~. Let us normalize constants and suppose that 
r(a-1IIX11X2 ... 1Xm) =I. 
(!I !!2 .. • l!m 
Then, from the general theory of perfect function vectors, 
a,.(z IIXIIX2 ••• 1Xm) and r(z I lXI IX2 ••• 1Xm) 
!!1 !!2 "· l!m !!1 !!2 " · l!m 
are uniquely determined, and hence, in particular r (z IIX1 1X2 • • • 1Xm) is 
!!1 !!2 "' l!m 
symmetric in the pairs (IX!, (!1}, (1X2, (!2), ... , (1Xm, (!m). Further 
(k=1,2, ... ,m, 
[k~h), 
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and a simple computation shows again that 
( I IX1 • • • !Xh-1 !Xh+1 · · · !Xm) r a-1-eh = 1. 
1?1 ... l?h-1 l?h+1 ... em 
We can then repeat this argument with m- 1 instead of m, and so on. 
The Latin polynomial systems so constructed are uniquely determined, 
and their remainders are symmetric in the appropiate pairs. 
It follows that necessarily 
r(zl !Xk) = !X-<ek- 1>( z ) IX~ (k = 1, 2, ... ,m), 
ek ek-1 
and thus 
The Latin polynomial system is therefore given explicitly by the formulae 
(k=1,2, ... ,m). 
These expressions can be written as contour integrals in the following 
m 
manner. The function II (1Xk3--1Xh)-eh can be expanded as a power series 
h-1 
h*k 
m oo II (1Xk3--1Xh)-ek = ~ vik>(3--1)1 (k=1,2, ... ,m), 
h-1 z-o 
h*k 
where, by Cauchy's Integral Formula, 
(k=1,2, ... ,m), 
01 being a positively oriented circle with centre 3"= 1 and sufficiently 
small radius. Now 
(k=1,2, ... ,m), 
(k=1,2, ... ,m) 
(k= 1,2, ... ,m), 
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(k= I, 2, ... ,m) 
is analytic at the point 5-= I. For k= I, 2, ... , m, let Ck be a positively 
oriented circle with centre 5"= I and sufficiently small radius, and let 0 00 
be any positively oriented closed contour, which contains all the points 
lXb lX2, ••• , lXm in its interior, and which does not cross the non-positive 
real axis. Then, by Cauchy's Residue Theorem, 
(k=I,2, ... ,m), 
( llX1lX2 • • • lXm) Evidently r z is a solution of the difference equation 
e1 ez ••• em 
m II (c5-tX11)1lh y(z) =0, 
ll=1 
which, in addition, satisfies the initial conditions 
y(O)=O, Lly(O)=O, ... , LJa-ly(O)=l. 
( llXllX2 • • • lXm) There is a simple expression for the remainder r z when z 
e1e2···em 
ranges over the non-negative integers. For such values of z, 
so that 
z-1 (z-t-I) Now, by a well known result, Jef(z) = L -I f(t) and therefore 
r=O e 
1 •-lm-1 fJ. ( t ) 
• • • e1 -I X tXm ••• lX1 • 
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26. Finally, we construct the German polynomial system and its 
remainders for IX~ , IX~, ... , IX~. Put 
m 
F(3) = II (3-lXz)ez, 1=1 
where, as before, 'lji,.Xz)=z(z-1) ... (z-A.+1). 
Then 
and the German polynomial system and its remainders are given explicitly 
by the formulae 
(k=1,2, ... ,m), 
(j, k= 1, 2, ... ,m), 
provided the integral is defined along a contour which does not intersect 
the non-positive real axis. Further if 9t'(z) < 0, the expressions for the 
German polynomial system can be written as integrals 
Using all these explicit expressions, one can easily determine explicitly 
the matrices 
These matrices have the following properties 
I ( IIX11X2 ... 1Xm)l I ( 1/XllXz···lXm)l m-1 A z = 1p.,(z) , m: z = 1p., (z), !?1 e2 ... em e1 e2 ... em 
( IIX1 lXz · · • 1Xm) ( IIX1IX2 · · · 1Xm) A z m:' z = 1p.,{z) I. e1 e2 ... em e1 e2 ... em 
460 
If ~(z) < 0, this matrix equation leads to a matrix generalization of the 
Beta function. For, in terms of the explicit expressions for the Latin and 
German polynomials, this equation is 
In the special case m = l this functional equation reduces to 
which is a limiting case of the functional equation 
B(x+ l - ) B( -x ) = ~ sin :n:(y-x) 
' Y ,y y sin:n:x · sin:n:y 
for the Beta function. Thus we can regard both the matrices 
A (z I ocl oc2 ... OCm) ' m:(z I OCt oc2 ... ocm) 
(?1 e2 ... em el e2 ... em 
as bei~g generalizations of the Beta function. These matrices have other 
properties in common with the Beta function. For example, by computing 
the transformation matrix, one can easily show that in the special case 
m = l, the matrix equation 
is a limiting case of the functional equation 
for the Beta function. 
x+y B(x,y) =- B(x,y+l) 
y 
As we saw in § 23, the power function vector ocL oc~, ... , oc~ is also 
perfect with respect to the sequence of primes 
Il0 : z, z, .... 
This result leads to a matrix generalization of the Gamma function (5), 
just as our results led to a matrix generalization of the Beta function. 
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This suggests that the Latin and German polynomial systems associated 
with Ilo and II1 are related. The following important question also arises. 
Problem 3. Determine other sequences of primes with respect to which 
the power function vector <X~, <X~, ••• , <X~ is perfect. 
Further results in this direction will undoubtedly be of importance 
in problems of diophantine approximations. 
Note Added in Proof 
Using the results of part IV of these papers, I have recently obtained 
a very general theorem on the perfectness of any system of analytic 
functions which are linearly independent over the field of rational 
functions. Unfortunately, the proof does not allow one to construct the 
Latin and German polynomial systems. Details will appear in a further 
paper in this series. 
Mathematics Department, 
Australian National University, 
Canberra, Australia. 
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