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Abstract
MixUp (Zhang et al. 2017) is a recently proposed data-
augmentation scheme, which linearly interpolates a random
pair of training examples and correspondingly the one-hot
representations of their labels. Training deep neural networks
with such additional data is shown capable of significantly
improving the predictive accuracy of the current art. The
power of MixUp, however, is primarily established empir-
ically and its working and effectiveness have not been ex-
plained in any depth. In this paper, we develop an under-
standing for MixUp as a form of “out-of-manifold regular-
ization”, which imposes certain “local linearity” constraints
on the model’s input space beyond the data manifold. This
analysis enables us to identify a limitation of MixUp, which
we call “manifold intrusion”. In a nutshell, manifold intrusion
in MixUp is a form of under-fitting resulting from conflicts
between the synthetic labels of the mixed-up examples and
the labels of original training data. Such a phenomenon usu-
ally happens when the parameters controlling the generation
of mixing policies are not sufficiently fine-tuned on the train-
ing data. To address this issue, we propose a novel adaptive
version of MixUp, where the mixing policies are automati-
cally learned from the data using an additional network and
objective function designed to avoid manifold intrusion. The
proposed regularizer, AdaMixUp, is empirically evaluated on
several benchmark datasets. Extensive experiments demon-
strate that AdaMixUp improves upon MixUp when applied
to the current art of deep classification models.
Introduction
Deep learning techniques have achieved profound success
in many challenging real-world applications, including im-
age recognition (Krizhevsky, Sutskever, and Hinton 2012;
He et al. 2016), speech recognition (Hinton et al. 2012;
Graves, Mohamed, and Hinton 2013), and ma-
chine translation (Sutskever, Vinyals, and Le 2014;
Bahdanau, Cho, and Bengio 2014), amongst many
others (Goodfellow et al. 2014; Silver et al. 2016;
Kipf and Welling 2016). A recently proposed such tech-
nique, MixUp (Zhang et al. 2017), is a simple and yet
very effective data-augmentation approach to enhance
the performance of deep classification models. Through
linearly interpolating random data sample pairs and their
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training targets, MixUp generates a synthetic set of exam-
ples and use these examples to augment the training set.
In (Zhang et al. 2017), MixUp is shown to dramatically
improve the predictive accuracy of the current art of deep
neural networks.
Despite its demonstrated effectiveness, the power of
MixUp is mostly established empirically. To date, the work-
ing of MixUp has not been well explained. In addition, the
mixing (i.e., interpolation) policies in MixUp are controlled
by a global hyper-parameter α, which needs to be tuned
by trial and error on the data set. This on one hand makes
MixUp inconvenient to use, and on the other hand, adds to
the mystery what role such a parameter controls and how to
tune it properly.
The study of this current paper is motivated by developing
a deeper understanding of MixUp, specifically pertaining to
why it works. To that end, we formulate MixUp as a new
form of regularization. Specifically, we categorize regu-
larization schemes as data-independent regularization and
data-dependent regularization. Data-independent regular-
ization imposes constraints on the model without exploiting
the structure (e.g., the distribution) of data; typical examples
include penalizing various forms of the norm of the network
parameters (e.g., weight decay (Hanson and Pratt 1988))
or dropout (Srivastava et al. 2014). Data-dependent reg-
ularization constrains the parameter space of the model
in a way that depends on the structure of the data;
previous examples of such schemes include, data aug-
mentation schemes (Simard et al. 1998; Lecun et al. 1998;
Simonyan and Zisserman 2014), adversarial training
schemes (e.g., (Goodfellow, Shlens, and Szegedy 2014)),
and some information bottleneck based regularization
schemes (e.g., (Alemi et al. 2016)). In this paper, we show
that MixUp is also a data-dependent regularization scheme
in the sense that the imposed constraints on the model
explicitly exploit the data distribution. But different from
all previous data-dependent regularization schemes, MixUp
imposes its constraints by making use of the regions in
the input space of the model that are outside of the data
manifold. Identifying the constraints imposed by MixUp
with a set of “locally linear” constraints, we call such a
data-dependent regularization scheme a “locally linear
out-of-manifold” regularization scheme.
Under this perspective, we identify an intrinsic problem in
MixUp, which we refer to as “manifold intrusion”. Briefly,
manifold intrusion occurs when a mixed example collides
with a real example in the data manifold, but is given a soft
label that is different from the label of the real example.
Figure 1 (left) shows some examples of manifold intrusion.
In the figure, the mixed images (top row) look close to a
hand-written “8” (which indeed live in the data set) and yet
MixUp assigns a soft-label that is not “8”. For example, the
soft-label of the top-left image is given as the half-half mix
of labels “1” and “5”. We explain in this work that mani-
Figure 1: Left: Linearly interpolated images (top row) from
the original images (bottom two rows). Right: Performance
of MixUp on a reduced Cifar100 data set (reduced to con-
taining 20% of data samples) vs various values of α.
fold intrusion necessarily results in under-fitting and degra-
dation of the model performance. This is confirmed by our
experiments, where we see MixUp with an inappropriate
hyper-parameter α actually deteriorates the model perfor-
mance (Figure 1, right). Indeed, with MixUp, one has to se-
lect hyper-parameter α carefully via trial and error, in order
to enhance the base model.
Built on our understanding and motivated by the potential
manifold intrusion in MixUp, we then propose a generalized
and adaptive version of MixUp, which we call AdaMixUp.
On one hand, AdaMixUp extends the mixing policies in
the standard MixUp from 2-fold to higher-fold; more im-
portantly it adaptively learns good policy regions from the
data and automatically avoids manifold intrusion. Our ex-
periments on several image classification tasks show that
AdaMixUp significantly improves the current art of deep
classification models and outperforms the standard MixUp
by a large margin.
Preliminaries
In a standard classification setting, let X denote the vector
space in which each example x lives. Throughout the paper,
the elements of X will be treated as vectors and all vectors
in this paper are taken as column vectors.
Let Y denote the set of all class labels. The objective of
our classification problem is to develop a classifier which
assigns every example a label in Y .
It is worth noting however that not every x ∈ X is a valid
example. That is, some x cannot be associated to a label in
Y . Specifically, the set of all valid examples is only a subset
of X , which we refer to as the data manifold, or in short, the
manifold, and denote it byM.
The following hypothesis is adopted for nearly every clas-
sification problem.
Hypothesis 1 (Basic Hypothesis) Each x ∈ M has a
unique label in Y . We use g(x) to denote the label of x,
where g is a function mappingM onto Y . We stress that on
X outsideM, g is not defined.
In the classification problem, we are given a subset D ⊂
M as the training examples, where for each x ∈ D, g(x) is
given.
A distribution over a set of m elements will be denoted
by a vector in Rm. It is well known that the set of all such
distributions form the probability simplex in Rm, which we
will denote by Sm. The set of all distributions on Y is ob-
viously a probability simplex, but we will give it a separate
notation P(Y) for distinction. Specifically, each distribution
in P(Y) is regarded as a “soft label”, whereas each distribu-
tion in other probability simplexes potentially serves as a set
of coefficients, which will be used to mix training examples
via a convex combination. For example, a Bernoulli distri-
bution [α, 1− α]T as a distribution in S2 may potentially be
used to mix two examples x, x′ ∈ X by αx + (1 − α)x′.
Thus the distributions in these simplexes will be referred to
as a mixing policy, or simply policy. Any subset Λ of these
probability simplex with non-zero Lebesgue measure will
then be called a policy region. A distribution or policy will
be called degenerate if it is a distribution containing a single
non-zero probability mass.
Let F(X ,Y) denote the space of all functions mapping
X to P(Y). A discriminative classification model (such as a
neural network model) that outputs a predictive distribution
over Y for an example x ∈ X can be characterized as a
subsetH ⊂ F(X ,Y)
Given the modelH, the objective of learning is then find-
ing a member function H ∈ H which hopefully, for each
x ∈ M, returns a predictive distribution that puts highest
probability on g(x). Usually such anH is found by optimiz-
ing a well-defined loss function LD(H) over all H in the
spaceH
Ĥ := arg min
H∈H
LD(H). (1)
We note that we subscript the loss with D to emphasize its
dependency on the training data D.
Regularization
It is well known that when the space H is large (for exam-
ple, high dimensional), or when the model is too complex,
the model tends to overfit and generalize poorly. The main
techniques to cure such a problem is regularization.
Regularization, in our view, may refer to any technique
that effectively reduces the model capacity or reduces the
spaceH. In this paper, we wish to divide regularization into
two categories: data-dependent and data-independent.
Data-independent regularization is the usual notion of
regularization. Typical such techniques directly impose cer-
tain constraint, say, C(H) < A, on the functions H ∈ H.
This turns the optimization problem (1) to a constrained op-
timization problem, which, under the Lagrangian formula-
tion, can be expressed by
Ĥ := arg min
H∈H
{LD(H) + βC(H)} (2)
For example, the weight-decay regularization is a
data-independent regularization, which essentially im-
poses a L2-norm constraint on the model parameters.
Dropout (Srivastava et al. 2014) can be regarded as an-
other example of such a regularizer, which can be un-
derstood as reducing the model capacity in a Bayesian
style (Gal and Ghahramani 2015) and which has an equiv-
alent loss function similar to the form of (2). A key feature
in data-independent regularization is that the training data
do not enter the regularization term C(H) in such a scheme.
Data-dependent regularization imposes constraints or
makes additional assumptions onHwith respect to the train-
ing data D.
The most well known such techniques are data augmen-
tation. Specifically, in a data augmentation scheme, another
set D′ ⊂ X , believed to be insideM but beyond the train-
ing set D, are introduced for training. For example, if D is a
set of images, D′ can be obtained by rotating each image in
D; the label g(x) of an image x in D′ is taken as the label
of the image x before rotation. Data augmentation turns the
optimization problem (1) into
Ĥ := arg min
H∈H
{LD(H) + LD′(H)} (3)
whereLD′ is the same loss function but on dataD
′. Aligning
(3) with (2), one can equivalently regard data augmentation
as imposing a constraint on the spaceH (hence a regulariza-
tion scheme), and such a constraint, depending on the data
set D, is precisely due to the hypothesis that D′ ⊂ M and
g(·) is rotation-invariant.
Another data-dependent regularization
scheme is adversarial training (see, e.g.,
(Goodfellow, Shlens, and Szegedy 2014)). In such a
scheme, for each training example x, an adversarial ex-
ample x′ is found, and it is assumed that x′ has the same
label as x. The adversarial examples are then also used for
training purpose. Although delicate procedures have been
proposed to find adversarial examples, the found adversarial
examples are used in the same way as the additional data set
D′ in data augmentation.
In both data augmentation and adversarial training, the
constraints imposed on the label function g is in the data
manifold; the constraints essentially specify how function
g should behave on additional points in the manifold M.
Next we will argue that MixUp may be viewed as an-
other data-dependent regularization scheme, which intro-
duces constraints on g outside the manifoldM.
Locally Linear Out-of-Manifold
Regularization
For each y ∈ Y , let δy ∈ P(Y) be the single-point-mass
(namely, degenerate) distribution on Y which puts all the
probability mass on y. Now we associate with g a function
G : X → P(Y) satisfying
G(x) := δg(x), for any x ∈M. (4)
Obviously, on the data manifold M, G is simply a repre-
sentation of g in F(X ,Y). Additionally any G satisfying
the above equation is as perfect as g for any valid example.
Thus, any such functionG can be taken as a “ground-truth”
classifier.
Then the classification problem can be reformulated as
constructing a model H ⊂ F(X ,Y) and finding a member
H ∈ H that well approximates a functionG satisfying (4).
Noting that the condition (4) on G is only within M,
and it imposes no condition on the space X outside M.
However, the functions in H are defined on X , well be-
yond M. Thus, if one chooses to regularize the model in
a data-dependent manner, there is a lots of degrees of free-
dom beyond M which one can exploit. We will show that
the MixUp strategy presented in (Zhang et al. 2017) can be
seen as such a technique.
To begin, for any subset Ω ⊆ X , we will use Ω(k) to de-
note the set of all k-column matrices in which each column
is a point (vector) in Ω. This also defines notations M(k)
and D(k); however with these latter two notations, we re-
quire each matrix in M(k) and D(k) satisfy an additional
condition, namely, the labels of the columns of the matrix
must be all distinct.
Let k be a given integer not less than 2. Let Λ ⊆ Sk be a
policy region, and X ∈ X (k). We say that a function F ∈
F(X ,Y) is Λ-linear with respect toX if for any λ ∈ Λ
F (Xλ) = F (X)λ
where F (·), when having its domain extended to matrices,
acts on matrix X column-wise. We also refer to such a no-
tion of linearity as a k-fold local linearity. We note that
if we allow Λ to Rk, then Rk-linearity with respect to all
X ∈ X (k) for every integer k ≥ 1 implies the standard lin-
earity.
Standard MixUp
Hypothesis 2 (Standard MixUp Hypothesis) There exists
a policy region Λ ⊂ S2 such that for any matrixX ∈M(2),
the functionG is Λ-linear with respect to X.
We note that this hypothesis only assumes a fold-2 local
linearity and a global choice of Λ. If Hypothesis 2 holds and
one is given Λ, then one can implementing the hypothesis as
a constraint onH, by imposing on the optimization problem
the following constraint.
Standard MixUp Constraint:
EveryH ∈ H is Λ-linear w.r.t. everyX ∈ D(2),
This gives rise a regularization scheme, which can be im-
plemented by repeating the following process: draw a ran-
dom pair data points1 in D to form X, and draw a random
λ from Λ; take Xλ as an additional training example and
G(X)λ as its training target.
1Although we have required in the definition of D(2) that two
points in matrix X should have different labels, this needs not to
be rigorously followed in implementation. Relaxing this condition
in fact is expected to decrease the chance of manifold intrusion.
Similar comments apply to the AdaMixUp later.
This scheme, generating more training examples, is es-
sentially the standard MixUp scheme (Zhang et al. 2017).
In this paper, we however point out that one needs to cau-
tion with such a regularization scheme.
Lemma 1 Let Λ be a policy region in S2 and X ∈ M
(2).
If there is a non-degenerate λ ∈ Λ with Xλ ∈ M, then
Hypothesis 2 can not hold with this choice Λ2.
Proof: The condition of the lemma, stated more precisely
in Footnote 2 suggests that there is a region Λ′ ⊆ Λ with
non-zero Lebesgue measure such that every λ ∈ Λ′ is non-
degenerate and Xλ ∈ M. The fact thatXλ ∈ M suggests,
by Hypothesis 1, that g(Xλ) ∈ Y , or G(Xλ) is a single-
point-mass distribution for every λ ∈ Λ′.
To induce a contradiction, suppose that Hypothesis 2
holds for Λ, namely, G is Λ-linear with respect to every
X ∈ M(2). Then G(Xλ) = G(X)λ for every λ ∈ Λ′ ⊆ Λ.
Since the two columns (points) in X have different labels,
the two columns of G(X) must be two different one-hot
vectors (degenerate distributions). But every λ ∈ Λ′ is
non-degenerate; as a consequence, every G(X)λ must be
non-degenerate. This contradicts the previous argument that
G(Xλ) is a single-point-mass. Therefore Hypothesis 2 fails
on a region in Λ with non-zero measure. ✷
Geometrically, the failure of Hypothesis 2 in this lemma is
due to that the mixing x1 and x2 by λ causes the mixed point
Xλ to “intrude” intoM and “collide” with a point, say, x′
inM. We call such a phenomenonmanifold intrusion. Note
that in this case, Xλ and x′ are in fact the same point, but
they have different labels. Obviously, when such intrusion
occurs, regularization using X and λ will contradict with
the original training data. This essentially induces a form of
under-fitting.
Figure 2 depicts the effect of MixUp on constraining the
space H, where the region G denotes the space of functions
in F(X ,Y) satisfying (4).
When the spaceH is large, there is a large region ofH sat-
isfying (4). This gives a large intersection of H and G, each
member of which is a perfect classifier on the training set but
performing questionably on the testing set. Thus the model
without MixUp tends to result in large prediction variances
or over-fitting (left figure).
When MixUp is applied and manifold intrusion does not
occur (middle figure), the MixUp constraint effectively re-
duces the space H. Since the MixUp constraint does not
conflict (4) (at least explicitly), the reduced H would con-
tain members compatible with (4). Thus the intersection of
G andH reduces while remaining non-empty. Each member
in the intersection is a perfect classifier on the training set
and the mixed examples. But the significantly reduced inter-
section gives rise to significantly lower prediction variances
on the testing set, thereby serving to regularize the model
and reduce over-fitting.
When the application of MixUp results in manifold in-
trusion (right figure), there is no member in H that satisfies
2More precisely, in order to make the hypothesis fail, instead of
requiring a single non-degenerate λ, we in fact require a subset ofΛ
having non-zero measure. But we abbreviate it here for simplicity.
Similar comments apply to Lemma. 2.
both the MixUp constraint and the condition (4). The inter-
section of H and G then becomes empty. In this case, no
member in H can fit both the original training data and the
(intruding) mixed examples. This gives rise to under-fitting
and high prediction biases.
From the view point of restricting the spaceH, one wishes
to make Λ as large as possible. But this lemma sets a limit
on the possible Λ that makes Hypothesis 2 hold. Due to this
lemma, we need to assure that the Λ we choose does not
cause such an “intrusion”.
Let Λ∗ denote the largest policy region in S2 such that
manifold intrusion does not occur. In the original MixUp,
recall that inappropriate hyper-parameter result in no gain
and only negative impact. We believe that much of this is
due to manifold intrusion. On the other hand, the search of
good hyper-parameter α in the original MixUp can be seen
as searching for Λ∗ by trial and error.
Figure 2: Effect of MixUp on constrainingH
In this paper, we generalize the standard MixUp to regu-
larization with higher-fold local linearities, where Λ∗ (more
precisely its generalization) is learned from the data.
Adaptive MixUp (AdaMixUp)
Hypothesis 3 (Generalized MixUp Hypothesis) For any
integer k not less than 2 and not greater than some kmax,
and for any matrix X ∈ M(k), there exists a policy region
Λ ⊂ Sk such that the function G is Λ-linear w.r.t. X. Note
that here Λ depends onX, which we will denote by Λ(X).
If this hypothesis holds, and if for every k ∈
{2, 3, . . . , kmax} and every X ∈ M
(k), Λ(X) in the hy-
pothesis is given, then the hypothesis can be implemented
as the following constraint onH.
Generalized MixUp Constraint:
For every k ∈ {2, 3, . . . , kmax}, everyX ∈ D
(k) and
every Λ(X), everyH ∈ H is Λ(X)-linear w.r.t.X.
Imposing such a constraint in training provides another
regularization scheme, which will be one ingredient of the
proposed AdaMixUp scheme. We will present AdaMixUp
in the next section, after developing its other ingredients.
Lemma 2 Let k ∈ {2, 3, . . . , kmax} and X ∈ M
(k). Sup-
pose that Λ is a policy region in Sk. If there is a non-
degenerate λ ∈ Λ with Xλ ∈ M, then Hypothesis 3 with
Λ(X) = Λ can not hold.
This lemma parallels Lemma 1 and can be proved sim-
ilarly. Lemma 2 similarly suggests that when the imposed
constraint results in intrusion into the manifoldM, Hypoth-
esis 3 necessarily fails. The lemma also sets a limit for each
Λ(X). For each X, we will denote the largest Λ(X) by
Λ∗(X). The following result immediately follows.
Lemma 3 For anyX ∈ M(2), Λ∗ ⊆ Λ∗(X).
Proof: By the definitions of Λ∗ and Λ∗(X), Λ∗ =⋂
X∈M(2)
Λ∗(X). Thus Λ∗ ⊆ Λ∗(X). ✷
In reality, one expects that Λ∗ is strictly contained in
Λ∗(X). That is, even when we take kmax = 2, the General-
ized MixUp Hypothesis imposes a stronger constraint than
the Standard MixUp Hypothesis, and hence can provide a
stronger regularization without causing under-fitting. When
kmax > 2, the Generalized MixUp Hypothesis imposes ad-
ditional constraints, which further regularizes the model and
improves generalization.
AdaMixUp From here on, we stay in the Generalized
MixUp regime, namely assuming Hypothesis 3 holds. We
now explore the possibility of learning Λ(X) for eachX.
Suppose that each Λ∗(X) ⊂ Sk can be sufficiently
parametrized by πk(X) in some space Π. Then πk(·) can be
regarded as a function mapping M(k) to Π. Then learning
each Λ(X) reduces to learning the function πk(·). We now
consider using a neural network to represent the function πk.
This network will be referred to as a policy region genera-
tor. With a slight abuse of notation, we will use πk(X) to
denote any candidate choice of Λ∗(X) ⊂ Sk generated by
the network πk(·).
To train the networks {πk}, consider the construction of
another network ϕ(·). The network takes any x ∈ X as input
and outputs a predictive distribution on whether the x lies in
manifoldM.
This network, which we refer to as an intrusion discrim-
inator, aims at distinguishing elements inside the manifold
M and those outside. By assuring that the virtual examples
obtained by mixing with the policies in πk(X) are outside
the manifold and the original examples are inside the man-
ifold, the supervising signal trains both the networks {πk}
and ϕ. More details are given below.
For a given x ∈ X , let p(·|x;ϕ) be the predictive distri-
bution on {1, 0} generated by network ϕ, where 1 denotes x
is outsideM. The loss function for training {πk} and ϕ is
given by the following cross-entropy loss, which we call the
“intrusion loss”:
Lintr :=
1
kmax− 1
kmax∑
k=2
EX∼D(k),λ∼pik(X) log p(1|Xλ;ϕ)
+ Ex∼D log p(0|x;ϕ)
(5)
This intrusion loss Lintr, depending on both πk’s and ϕ
will be responsible for providing training signals for πk’s
and ϕ.
Given πk’s, letD
′ be the set of all the virtual examplesXλ
that can be obtained by drawing an X from D(k) for some
k and mixing with some policy λ in region πk(X). Let the
“MixUp Loss” LD′ be the average cross-entropy loss for the
virtual examples Xλ in D′ with respect to their respective
soft labelsG(X)λ. Then we arrive at an overall loss function
Ltotal := LD(H) + LD′(H, {πk}) + Lintr({πk}, ϕ) (6)
Training the networksH , {πk} and ϕ on Ltotal then gives
rise to the proposed AdaMixUp framework. Comparing the
loss in (6) with the objective function in (2), one can equate
LD′(H, {πk}) + Lintr({πk}, ϕ) in (6) with regularization
term βC(H) in (2). Specifically, here LD′(H, {πk}) serves
to regularize the model and Lintr({πk}, ϕ) serves to pre-
vent the model from “over-regularization”, namely, intru-
sion or under-fitting. This justifies AdaMixUp (and the stan-
dard MixUp) as a regularization technique. The difference
between AdaMixUp (6) and the standard regularization (2)
is however two fold: first, unlike the standard regulariza-
tion which is data-independent, AdaMixUp depends on the
dataset; on the other hand, AdaMixUp contains parameters,
which are adaptively learned from the dataset D.
Given that each πk has sufficient capacity and properly
trained, in theory πk(X) can approximateΛ
∗(X)well. Then
if the ϕ also has sufficient capacity, the intrusion loss Lintr
can be driven to near zero. In practice however, one usually
need to reduce the capacities of πk’s and ϕ. Then the in-
trusion loss may be seen as an approximate measure of the
extent to which the data allows for mix up without causing
intrusion under the architectural choices of πk’s and ϕ.
Implementation of AdaMixUp
Implementation of {πk}
Instead of constructing kmax − 1 networks πk’s, we in
fact implement these networks recursively using a single
network π2. For this purpose, we recursively parametrize
Λ(X) ∈ Sk, which we will rewrite as Λk(X) for clarity.
For an X ∈ X (k), we may express it as [X(k−1), xk],
where X(k−1) is the sub-matrix of X containing the first
k − 1 columns. Then for k > 2, we parametrize
Λk(X) :=
{[
γλ
1− γ
]
: λ ∈ Λk−1
(
X
(k−1)
)
,[
γ
1− γ
]
∈ Λ2
(
[λX(k−1), xk]
)} (7)
This then allows the use of single network π2 to express
Λk(X) for allX and all k.
Specifically, a Fold-2 mixing policy is parameterized by a
single number γ. For each input X ∈ X (2), π2 returns two
positive values α and ∆ with α + ∆ ≤ 1, which specifies
Λ(X) as the interval (α, α + ∆) as the range for γ. To this
end, the last layer of the π2 network is implemented as a soft-
max function, which generates a triplet of values (α,∆, α′)
with sum of one, where the third element α′ is discarded.
Using network π2, we generate a set of Fold-2 mixed exam-
ples by repeatedly drawing a pair of samples in D and mix-
ing them using a random policy drawn from policy region
generated by π2 on the pair of samples.
To generate mixed samples with an increased maximum
fold number, we consider the original examples and pre-
viously generated mixed examples as the new training set
Dnew. We then repeat the following process: draw a pair
of samples, one from Dnew and the other from D; submit
the pair to network π2 to generate a policy region; draw a
random policy from the region and obtain a new sample by
mixing the pair of samples using the drawn policy.
x1 x2
Policy
Region
Generator
γ xˆ = γx1 + (1− γ)x2
x1 x2 xˆ
xˆ/+ x1/− x2/− x3/−
Intrusion
Discrimi-
nator
x3
Classifier
Figure 3: Fold-2 AdaMixUp for a single triplet (x1, x2, x3).
Each batch is implemented to contain multiple such triplets.
“+” and “-” indicate positive and negative examples, respec-
tively.
Reparametrization Trick
To allow the gradient signal to back-propagate through the
policy sampler, a reparametrization trick similar to that of
(Kingma and Welling 2013) is used. Specifically, drawing γ
from (α, α+∆) is implemented by drawing ǫ from the uni-
form distribution over (0, 1), then let γ := ∆ · ǫ+ α.
Implementation of ϕ(·)
The network ϕ is a neural network that classifies original
examples from the mixed examples. In our implementation,
ϕ shares with the classifier network all but the final layers.
The final layer of ϕ is a simple logistic regression binary
classifier.
Training
The network ϕ and π2 are trained jointly, where we iter-
ate over minimizing LD + LD′ and minimizing Lintr in (6)
via mini-batched SGD. A Fold-2 AdaMixUp is illustrated in
Figure 3.
Experiments
Data Sets and Experimental Settings
We evaluate AdaMixUp on eight benchmarks.MNIST is the
popular digit (1-10) recognition dataset with 60,000 train-
ing and 10,000 test gray-level, 784-dimensional images.
Fashion is an image recognition dataset having the same
scale as MNIST, containing 10 classes of fashion prod-
uct pictures. SVHN is the Google street view house num-
bers recognition data set with 73,257 digits (1-10) 32x32
color images for training, 26,032 for testing, and 531,131
additional, easier samples. We did not use the additional
images. Cifar10 is an image classification dataset with 10
classes, 50,000 training and 10,000 test samples. Cifar100
is similar to CIFAR10 but with 100 classes and 600 im-
ages each. Cifar10-S and Cifar100-S are respectively Ci-
far10 and Cifar100 reduced to containing only 20% of the
training samples. ImageNet-R is the ImageNet-2012 clas-
sification dataset (Russakovsky et al. 2014) with 1.3 mil-
lion training images, 50,000 validation images, and 1,000
classes. We follow the data processing approaches used
in Mixup (Zhang et al. 2017), except that the crop size is
100x100 instead of 224x224 due to our limited computa-
tional resources. We report both top-1 and top-5 error rates.
In our experiments, the Intrusion Discriminator, Clas-
sifier, and Policy Region Generator have the same net-
work architecture, and the first two share the same set
of parameters. We test AdaMixUp on two types of
baseline networks: a three layers CNN as implemented
in (Wu and others 2016) as the baseline for easier tasks
MNIST and Fashion, and a ResNet-18 as implemented
in (Zagoruyko and Komodakis 2016) for the other six more
difficult tasks. All models examined are trained using mini-
batched backprop, as specified in (Wu and others 2016) and
(Zagoruyko and Komodakis 2016), for 400 epochs. Each re-
ported performance value (accuracy or error rate) is the
median of the performance values obtained in the final 10
epochs.
Predictive Performance
Our first experiment compares Fold-2 AdaMixUp (i.e., mix-
ing image pairs) to two networks: the baseline networks
(i.e., 3-layer CNN for MNIST and Fashion and ResNet-18
for the rest datasets) and MixUp on the baseline networks.
We present the error rates obtained by the Baseline, MixUp,
and AdaMixUp, along with the relative error reduction of
AdaMixUp over the Baseline, in Table 1.
Table 1 indicates that the AdaMixUp outperformsboth the
Baseline and MixUp on all the eight testing datasets. Also,
the relative error reduction of AdaMixUp over the Baseline
is at least 5.7%, and with a large margin in some cases. For
example, for the SVHN and Cifar10 datasets, the relative
error reduction achieved by AdaMixUp are over 30%.
Table 1 also suggests that, with the default α value,
MixUp failed to improve the baseline systems’ accuracy on
four out of the eight datasets, namely the MNIST, Cifar10-S,
Cifar100-S, and Imagenet-R datasets, as underlined in Ta-
ble 1, suggesting over-regularization or under-fitting.
Data Set Baseline MixUp Ada Relative
MixUp Impro. (%)
mnist 0.52 0.57 0.49 5.77
fashion 7.37 6.92 6.21 15.74
svhn 4.50 3.80 3.12 30.67
cifar10 5.53 4.24 3.52 36.35
cifar100 25.6 21.14 20.97 18.09
cifar10-S 7.68 7.88 6.85 10.81
cifar100-S 28.47 29.39 26.72 6.15
ImageNet-R top1 53.00 54.89 49.17 7.22
ImageNet-R top5 29.41 31.02 25.78 12.34
Table 1: Error rates (%) obtained by the testing methods.
In Table 2, we also present the α and ∆ values learned
by the Policy Region Generator, along with the losses of
both the Intrusion Discriminator and the Classifier of the
AdaMixUp method. Results in Table 2 indicate that the val-
ues of α and∆ vary for different datasets; the former ranges
from 0.4 to 0.9 but the range for ∆ is much smaller, with
values between 0.010 and 0.035. Noting that the intrusion
losses are fairly close to 0 on all the datasets, suggesting
that these datasets well support Fold-2 AdaMixUp under the
proposed structure of Policy Region Generator.
Ada values α ∆ Lintr LD + LD′
mnist 0.497 0.010 0.002 0.201
fashion 0.511 0.011 0.003 0.290
svhn 0.924 0.011 0.002 0.116
cifar10 0.484 0.029 0.003 0.371
cifar100 0.484 0.034 0.002 0.679
cifar10-S 0.486 0.027 0.003 0.479
cifar100-S 0.482 0.035 0.007 0.712
ImageNet-R 0.493 0.004 0.038 2.382
Table 2: Fold-2 AdaMixUp: Mean α,∆, and training losses.
Training Characteristics
Figure 4 depicts the behavior of Policy Region Generator
in Fold-2 AdaMixUp over training iterations. It appears that
the Policy Region Generator initially explores a wide range
of policy space before settling down at around 40K iterations
(when the means of α and∆ both stabilize, at 0.48 and 0.03
respectively).
Figure 5 shows the average of the drawn mixing policy
γ in Fold-2 AdaMixUp during training iterations and the
corresponding classification performance of the model. The
range of γ appears to stabilize at around 40K iterations (left
plot), consistent with the observation in Figure 4. Interest-
ingly, also at the same time, the classification error drops
and begins to stabilize (right plot).
Figure 4: The mean of α (left) and the mean of ∆ (right) in
Fold-2 AdaMixUp on Cifar10.
Figure 5: Fold-2 AdaMixUp on Cifar10: Mean of mixing
policy γ (left) and training/testing error rates (right).
Figures 6 shows some typical mixed images in Fold-
2 AdaMixUp and their corresponding original images in
MNIST. We note that these mixed images obviously distin-
guish themselves from the original images. Thus they do not
intrude into the data manifold.
Impact of Mixing Fold
Table 3 presents the error rates obtained by Fold-3 and Fold-
4 AdaMixUp on the seven testing datasets (excluding Ima-
Figure 6: Mixed images (top row) in Fold-2AdaMixUp from
the original images (bottom 2 rows) in MNIST.
geNet due to limited computational resources). We see that
increasing the mixing fold from 2 to higher values, the per-
formance of AdaMixUp improves. This is due to stronger
constraints are imposed to the model and hence results in
stronger regularization. One however expects that imposing
stronger constraints makes the model more difficult to fit and
further increasing mixing fold may eventually lead to dimin-
ishing gain and even under-fitting. This is hinted by Table 4,
where the averages of learned mixing parameters and the
training losses of the Fold-3 AdaMixUp are presented.
In Table 4, we see that the intrusion losses of Fold-
3 AdaMixUp are much higher than those of Fold-2
AdaMixUp (Table 2). This implies that in higher-fold
AdaMixUp, it is more difficult for the Policy Region Gener-
ator to carve a good policy region that is not regarded by the
Intrusion Discriminator as causing intrusion. This difficulty
is also suggested by the high α2 values in Table 4 (often
close to 1). They indicate that in these cases, mixing only
occurs “slightly”.
AdaMixUp Fold-2 Fold-3 Fold-4
mnist 0.49 0.42 0.41
fashion 6.21 5.88 5.71
svhn 3.12 2.98 2.91
cifar10 3.52 3.25 3.21
cifar100 20.97 20.68 20.29
cifar10-S 6.85 6.14 5.96
cifar100-S 26.72 25.72 25.49
Table 3: Error rates (%) of Fold-3 and Fold-4 AdaMixUp.
Fold-3 α1/∆1 α2/∆2 Lintr LD + LD′
mnist 0.533/0.013 0.662/0.013 0.002 0.337
fashion 0.517/0.015 0.678/0.019 0.024 0.327
svhn 0.637/0.011 0.943/0.020 0.028 0.482
cifar10 0.516/0.028 0.938/0.041 0.003 0.403
cifar100 0.121/0.010 0.959/0.015 0.004 0.305
cifar10-S 0.504/0.039 0.849/0.068 0.028 0.505
cifar100-S 0.639/0.011 0.943/0.018 0.023 0.542
Table 4: Fold-3 AdaMixUp: average training losses and pol-
icy region parameters. (α1,∆1): initial Fold-2 mixing pa-
rameter; (α2,∆2): further mixing parameter.
Sensitivity to Model Capacity
We vary the number of filters on each layer of the ResNet-
18 with half quarter, quarter, half, and three-quarter of the
original number of filters (denoted as base filter), and present
the test error rates on Cifar100 in Figure 7 (green curves).
The green curves in Figure 7 indicate that the Fold-2
AdaMixUp benefits from large number of filters deployed:
the accuracy keeps improvingwhile enlarging the number of
filters. On the contrary, the ResNet-18 received dramatically
accuracy improvement before the number of filters is half of
the base but obtained no further improvement after.
Figure 7: Error rates obtained by ResNet-18 and AdaMixUp
on Cifar100, when varying the number of filters (green
curves) and varying the size of the samples (red curves).
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Effect of Data Size
We down sample the Cifar100 data with 20%, 40%, 60% and
80% of the training samples, and present the test error rates
obtained by Fold-2 AdaMixUp in Figure 7 (red curves).
The red curves in Figure 7 indicate that more training
samples help with both the ResNet-18 and AdaMixUp, but
the accuracy gap between the two methods are widening
while increasing the training sample size.
Benefit of the Intrusion Discriminator
Table 5 lists the test error rates obtained by the Fold-2
AdaMixUp with ResNet-18 on the Cifar10 and Cifar100
data, but without the Intrusion Discriminator. Table 5 shows
Data Set Baseline Ada AdaMixUp w/o
ResNet-18 MixUp Intru. Discr.
cifar10 5.53 3.52 3.83
cifar100 25.6 20.97 24.75
Table 5: Error rates obtained by Fold-2 AdaMixUp without
the Intrusion Discriminator on the Cifar10 and Cifar100.
that excluding the Intrusion Discriminator component, the
AdaMixUp method was still able to improve the accuracy
over the baseline, but obtained much lower accuracy than
that of including the Intrusion Discriminator unit.
Interpolating on Hidden Layer
We also evaluate an alternative structure for AdaMixUp,
where mixing happens on the layer before the final softmax
layer in ResNet-18. Our results suggest that the test errors
of the Fold-2 AdaMixUp increased dramatically due to the
high cost of the Intrusion Discriminator. The error rates in-
creased from 20.97% to 22.21% and from 3.52% to 4.94%,
respectively for Cifar100 and Cifar10. Notably, both have
large intrusion loss of around 0.49, which may due to the
fact that perceptual similarity for images in the hidden em-
bedding space may not as distinguishable as that in the input
space. As a result, the Policy Generator failed to find good
mixing policies to avoid colliding into the data manifold.
Related Work
Common data augmentation methods have been designed
based on substantial domain knowledge (Lecun et al. 1998;
Simonyan and Zisserman 2014; Amodei et al. 2015;
Zhong et al. 2017), relied on specific network ar-
chitectures (Gastaldi 2017; Devries and Taylor 2017;
Yamada, Iwamura, and Kise 2018), or leveraged feed-
back signals to search the optimal augmentation
strategies (Lemley, Bazrafkan, and Corcoran 2017;
Cubuk et al. 2018). Our method excludes those require-
ments, and only leverages a simple linear interpolation for
data augmentation.
Our work closely relates to approaches linearly in-
terpolating examples and labels (Zhang et al. 2017;
DeVries and W. Taylor 2017; Verma et al. 2018;
Tokozume, Ushiku, and Harada 2017). Nevertheless,
these approaches depends on the correct user-predefined
mixing policies. Also, their interpolation typically lies along
the lines of sample pairs. On the contrary, our approach
automatically learns the mixing policy regions and benefits
from mixing multiple images.
Conclusions and Outlook
This work justifies the effectiveness of MixUp from the per-
spective of out-of-manifold regularization. We also identify
the inherent problem with standard MixUp in causing man-
ifold intrusion. This motivates us to develop AdaMixUp,
which generalizesMixUp to higher-foldmixing policies and
automatically learns the policy regions that avoid manifold
intrusion.
To us, this work is only the beginning of a rich re-
search theme. The justification of MixUp and AdaMixUp
we provide thus far is primarily qualitative. It is desirable
to quantitatively characterize the generalization capability
of AdaMixUp.Moreover, the out-of-manifold regularization
perspective potentially opens a door to new regularization
techniques. Beyond local linearization, we believe that there
is a rich space of other possibilities.
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