I. INTRODUCTION
If compared to serial robots, parallel robots have several advantages : higher speeds, higher dynamic performances and larger payload-to-weight ratio [1] . One of the disadvantages is that their control is tricky because of the high kinematic coupling, clearance effects in joints and manufacturing errors which deteriorate stability and accuracy.
In order to reduce this stability and accuracy degradation, which is due to the complex kinematic structure of the robot, sensor-based control may be used.
Vision-based control has shown its ability for estimating and controlling the end-effector pose, e.g. by the direct observation of the end-effector pose [2] , [3] , [4] . However, in some cases the direct observation of the end-effector may be impossible or difficult (for instance, with a haptic device where the user could prevent the observability of the endeffector). A good alternative for parallel robots is to observe the robot legs. In this case, by a direct measure of an internal property acquired through an external sensor, i.e. the robot leg configuration observed by vision, this technique allows to estimate the end-effector pose [5] which is an external property.
This method has been applied in [6] for the control of a Gough-Stewart (GS) platform [7] : the visual primitives were This work was supported by the French Federation AtlanSTIC 1 A. Vignolo, S. Briot, and P. Martinet are with the Institut de Recherche en Communications et Cybernétique de Nantes (IRCCyN), UMR CNRS 6597, Nantes, France 2 P. Martinet is also with the Ecole Centrale de Nantes, Nantes, France 3 C. Chen is with Monash University, Clayton, Australia represented by the leg directions and the end-effector pose estimation was obtained from their reconstruction from the image. The same method was then applied to the Adept Quattro and other robots of the same family [8] , [9] .
However, as proven in [6] , the approach cannot be applied to any type of robot family: for instance it was not possible to estimate the pose of a particular family of parallel robots for which the first joints of the legs are prismatic joints whose directions are all parallel [9] that. For example, in the case of the PRRRP 1 robot with parallel P joints (Fig. 1) , the endeffector pose can not be reconstructed by the observation of leg directions u i 2 only as, for the same values of u 1 and u 2 , infinite possible end-effector poses can be found. In order to overcome this problem, a solution would be to use more information contained in the image, such as the Plücker coordinates of the lines passing through the legs. It will be shown in this paper that by observing the leg projection in the camera frame, it is possible to extract not only the leg direction but also the Plücker coordinates of the leg. Using the Plücker coordinates of the lines passing through the legs for the visual servoing is equivalent to use the leg direction plus their distance and position with respect to the camera frame. Thus, the line passing through the legs are fully defined. Estimating the end-effector pose in the case of the PRRRP robot of Fig. 1 is similar to finding the intersection point of the lines L 1 and L 2 passing through the legs. In this paper the new end-effector pose estimation approach based on the use of the Plücker coordinates of the lines passing through the legs is introduced and it is applied to the MEPaM [10] , a haptic device based on a six-degrees-of-freedom (dof ) parallel kinematic machine.
II. MEPAM

A. Architecture description
MEPaM has an innovative design (Fig. 2) . The actuators are mounted on the base instead of the moving limbs, reducing their mass and inertia. It has three legs and can preserve six-dof thanks to planetary-belt systems, which transmit power to the moving legs. There are three planetary-belt systems, and each one provides two-dof in a plane and is driven by two motors: a lower motor drives the lever arm A via a short stiff belt, and a upper motor drives the sun pulley via a long stiff belt. The planetary-belt system ends with the lever arm B, whose end is attached to a cylindrical joint perpendicular to the driving plane of the system. Then, one universal joint links every cylindrical joint to a vertex of the triangular end-effector.
B. Forward kinematics of MEPaM based on the actuator angles and singularities
The forward kinematics model of MEPaM based on the actuator angles and its singularities have been already analyzed in [10] . The serial and parallel singularities can be found from the analysis of the rank deficiency of the serial and parallel kinematic Jacobian matrices, defined through the relation
where J S and J P are the serial and parallel kinematic Jacobian matrices, respectively,Θ is the vector of active joints rates and t is the twist of the moving platform. Matrix J S is rank deficient when there is serial singularity: in such a case for the MEPaM, the arms are fully extended or folded, and, in such a configuration, the triangular end-effector is not able to move in the arms direction, and it loses one-dof.
Concerning the parallel singularities which appear when the matrix J P is rank deficient, in [10] they were determined from geometric conditions derived by Grassmann-Cayley algebra (GCA) [11] . The procedure, omitted for reason of brevity, leads to some geometric conditions for MEPaM's singularities, which are shown in Fig. 3 . An interesting feature of the manipulator is that the parallel singularity is not dependent on the end-effector orientation. Moreover, the design of the device prevents the end-effector from reaching the parallel singularities thanks to the physical limits of the universal joints.
C. Force controller for a haptic device
The force controller [12] was applied to the MEPaM, as shown in Fig. 4 . The symbols in the figure are: virtual environment impedance Z env , penetration of the avatar through the virtual environment X env , desired force
h , inverse Jacobian J T (depending on the robot pose) which maps F d into desired torque commands τ d , which are applied to the haptic device. The torques to resist a given force F are dependent on the robot configuration.
Such type of controller requires the estimation of the endeffector pose X. Usually, it is estimated using the information of the joints (such as in Fig. 4 ), but, in order to overpass the model errors and improve the accuracy, it is better to use vision and to measure the position of some robot elements as close as possible to the end-effector. The most efficient method would be to observe directly the end-effector. However, for an haptic device, the user hand may prevent this observation. To avoid this problem, we propose to observe the cylindrical links which are directly connected to the end-effector. In the next section, we disclose about the end-effector pose estimation based on leg observation.
III. END-EFFECTOR POSE ESTIMATION USING LEG OBSERVATION
A. Line modeling
A line L in 3D may be parameterized by its Binormalized Plücker coordinates [13] :
where c u is a unit vector parameterizing the direction of the line 3 , c n is a unit vector orthogonal to the line interpretation plane L (defined as the plane lying on the line L and passing through the camera frame origin) and c n is a scalar superior or equal to zero.
c n and c n are linked through the relation c n c n = c P × c u where c P is the location of a point P on the line with respect to the camera frame.
The characteristic equation of such a line projected in the image plane is given in the camera frame by [13] :
With the matrix K formed by intrinsic parameters of the camera, one can obtain the line equation in pixel coordinates p n from: In pixel coordinates, the line equation is given by:
Indeed, replacing p p with K c p in this expression yields:
By comparing (3) and (5), one obtains
3 In the following of the paper, the superscript before the vector denotes the frame in which the vector is expressed ("b" for the base frame, "c" for the camera frame and "p" for the prixel frame). If there is no superscript, the vector can be written in any frame. 
B. Cylindrical leg observation
The legs of parallel robots have usually cylindrical crosssections [1] . The edges of cylindrical leg i are given, in the camera frame, by [14] (Figs. 5 and 6):
where
are the Binormalized Plücker coordinates of the cylinder axis and R i is the cylinder radius.
From [14] , the leg orientation can be defined in the camera frame by
It is known that each cylinder edge is a spatial line parameterized by the Plücker coordinates ( (Fig 5) . Moreover, any point A i (of coordinates c A i in the camera frame) located on the axis of the cylinder is at the distance R i from the edge of the cylinder.
Consequently, any edge of a cylinder edge is totally defined by the following relations, valid in any frame: The vector c h i = c h i c h i can be computed using the edges of the cylindrical leg i too, and it is given by
where c D i is the position of the point D i in the camera frame, which is the closest point of the axis of the i-th leg to the camera. It is given by
C. MEPaM kinematics based on Plücker coordinates
The objective of the work is to use the information of the leg Plücker coordinates instead of the joint angles to estimate the MEPaM end-effector pose, therefore the forward kinematic problem has to be solved using them.
The Figs. 7 and 8 are useful to introduce the kinematics of MEPaM. Figure 7 shows the kinematic representation of the MEPaM legs and Fig. 8 shows the frame assignment for the driving planes: three fixed frames,
, are attached to the base in an equilateral triangle formation, while a moving frame Since each cylindrical leg attached to the triangular platform is orthogonal to the plane of the corresponding leg, we have where l i is the length of the i-th cylindrical leg and i A ix and i A iz are the x and z coordinates of the point A i in the local frame F i (Fig. 7) .
In order to estimate MEPaM end-effector pose, we first need to estimate through vision the position of the points A i (Figs. 7 and 8) which are necessary in the relation (15) . We have
The values of i 0 T are given by the robot design, and are equal to:
(19) where r 1 , r 2 and r 3 are the distances between the base frame with respect to the origin of the frames F 1 , F 2 and F 3 respectively, while 0 A i will be estimated through vision as the intersection between the line passing through i-th leg and its corresponding perpendicular plane shown in Fig. 8 . Note that in these equations, S(q) stands for sin q and C(q) stands for cos q.
To compute the positions of points A i , we use the following equations. Given a line expressed in Plücker coordinates as [u, h, h] and a plane expressed in Plücker coordinates too as [N | n] 4 , the general formula which gives the point of intersection between them is [15] 
whereÂ i are the Plücker coordinates of the point A i (equivalent to the homogeneous coordinates of the point A i ).
From the robot design parameters, the transformation matrices between frames F 1 , F 2 and F 3 are given by The position of all the vertices of the platform can be transformed into F 1 ,
for i = 2, 3. The geometric constraints on the device are given by
for i = 1, 2, 3 and j = i+1 (mod 3), where d 3 is the (constant) side length of the platform.
The constraint equations, Eqs. (23), contain only three variables l i , i = 1, 2, 3, and can be written in the form
where D j , E j , F j (j = 0, 1, 2), which are not developed here for brevity, are functions of l 1 , l 2 and l 3 , respectively, as well as d 3 , A ix and A iz (i = 1, 2, 3). By means of dialytic elimination, the system of Eqs. (24), (25), (26) can be reduced to a univariate polynomial of order four in the variable l 1
Once Eq. (27) has been solved for l 1 , substitution of the result into Eqs. (24), (25), (26) will allow for determination of l 2 and l 3 . Solutions of l i for i = 1, 2, 3 are used to estimate the end-effector pose. The position of the end-effector is simply the origin of F 4 , given by
The endeffector orientation is parameterized by 
D. Singularities of the new model
It can be shown that, from [10] , the standard forward kinematic problem (based on the encoder values Θ) have the same inputs as the forward kinematic problem based on the leg pose visual estimation shown in subsection III-C, which are the positions of points A i . Even if the positions of points A i are estimated through different manners (through the encoder positions and the leg geometric parameters in [10] while it is through vision in the current work), the structure of the forward kinematic model remains the same. Therefore, the singularities of the new model based on the Plücker coordinates are the same of the ones shown in [10] (the parallel singularities disclosed in Section II-B). Here, the orientation of the end-effector is described by using the ZY X Euler angles convention (roll-pitch-yaw angles φ, θ and ψ). The trajectories given to the actuators (whose angles are shown in Fig. 7 ) as input are:q 1a = 0.001 sin(t), q 1b = 0.001 sin(t),q 2a = 0.001 sin(t),q 2b = 0.1 sin(t), q 3a = 0.05 sin(t),q 3b = 0.01 sin(t).
We simulated the camera located at the centre of the base frame F 0 (with the camera plane parallel to the x 0 Oy 0 plane) by using a pinhole camera model because it is simple to implement and is a good approximation of real cameras. In the Fig. 9 , a camera with O as center of projection and the principal axis parallel to Z axis is shown. The distance between O and the image plane is the focal length f . The 3D point P = (X, Y, Z) is projected on the image plane at coordinates P c = (u, v). The parameters of the camera used for the simulations are: -focal length with respect to u = 10 3 pixels; -focal length with respect to v = 10 3 pixels; -principle point in image along u = 1024 pixels; -principle point in image along v = 768 pixels.
Without adding any noise, we obtained the results shown in Figs. 10, 11 and 12: the norm of the error between the computed position of the end-effector and the real one is very low (around 10 −10 meters) as well as the norm of the error of the orientation (around 10 −7 radians), therefore the new method for the pose estimation computes the pose in a very good way.
Then, we added a measurement noise that is introduced like thereafter. The extraction of the Plücker coordinates of the leg line is based on the equations of the leg edges. In the simulation, they are projected to the image plane and converted from meter to pixel. Then, the edge line intersections with image boundary are computed: the coordinates of the intersection points have to be rounded due to the pixel accuracy. A new equation of the edge line is then recomputed taking into account the error introduced in the intersection points between norm of orientation error (rad) time (sec.) 7 
Fig. 12.
The error norm between the computed and real end-effector orientations without any noise. 
V. CONCLUSIONS
In this paper a new approach for end-effector pose estimation in the case of a parallel robot has been proposed. This method is based on the extraction of the Plücker coordinates of the leg center line and, unlike the old method based on the leg direction proposed in the previous papers, it is suitable to all the Parallel Kinematic Machines families, including parallel robots whose legs directions are constant even if the endeffector pose changes, like MEPaM. This new method has been applied to MEPaM and some simulation results (without any noise and with measurement noise as well) of the new pose estimator have shown its efficiency.
