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1. Einleitung
Ein zentraler Aspekt der Brunn-Minkowski Theorie, die Ende des 19. Jahrhunderts von H.
Brunn und H. Minkowski begru¨ndet wurde, ist die Verbindung der Minkowski-Addition
mit dem Begriff des Volumens. Ein konvexer Ko¨rper ist eine kompakte, konvexe Menge mit
nichtleerem Inneren im d-dimensionalen euklidischen Raum Rd. Das Volumen V (%1K1 +
· · · + %kKk) einer Minkowski-Summe konvexer Ko¨rper K1, . . . ,Kk mit nichtnegativen
Koeffizienten %1, . . . , %k ist ein Polynom in %1, . . . , %k und die Koeffizienten dieses Polynoms
werden gemischte Volumina V (Ki1 , . . . ,Kid) mit i1, . . . , id ∈ {1, . . . , k} genannt.
Eine ebenfalls grundlegende Klasse von Funktionalen konvexer Ko¨rper erhalten wir
hieraus als Spezialfall. Betrachten wir die Minkowski-Summe eines konvexen Ko¨rpers K
und eines Vielfachen der Einheitskugel Bd, so gelangen wir zur Steinerformel
V (K + %Bd) =
d∑
i=0
%d−i κd−i Vi(K),
wobei % ≥ 0 ist und κd−i das Volumen der (d− i)-dimensionalen Einheitskugel bezeichnet.
Die Koeffizienten V0(K), . . . , Vd(K) der Steinerformel sind die inneren Volumina des kon-
vexen Ko¨rpers K. Sie besitzen einfache geometrische Interpretationen. Insbesondere ist
Vd das Volumen, Vd−1 die halbe Oberfla¨che und V1 ist proportional zur mittleren Breite.
Lokale Varianten dieser Funktionale sind die auf der Einheitsspha¨re Sd−1 definierten Ober-
fla¨chenmaße Ψ0(K, ·), . . . ,Ψd−1(K, ·), die unabha¨ngig voneinander 1937/38 von W. Fenchel
und B. Jessen [27] beziehungsweise A. D. Aleksandrov [1] eingefu¨hrt wurden. Im Jahr 1959
folgten H. Federers Kru¨mmungsmaße auf Rd [25] und spa¨ter die Stu¨tzmaße auf Rd × Sd−1,
die durch R. Schneider [63] erkla¨rt wurden. Die Oberfla¨chen- und Kru¨mmungsmaße liefern
hierbei Informationen u¨ber den Rand des konvexen Ko¨rpers, da sie in gewisser Weise Eigen-
schaften von Randstu¨cken des konvexen Ko¨rpers beschreiben. Eine ausfu¨hrliche Herleitung
und Definition all dieser Maße und Funktionale findet sich in Abschnitt 3.2.
Die Oberfla¨chen- und Kru¨mmungsmaße gehen unter geeigneten Projektionen als Bildmaße
aus den Stu¨tzmaßen hervor. In a¨hnlicher Weise stellen die im ersten Teil dieser Dissertation
betrachteten Fahnenmaße eine Verallgemeinerung der Stu¨tzmaße dar. Im Unterschied zu
den Stu¨tzmaßen beru¨cksichtigen die Fahnenmaße auch noch die den konvexen Ko¨rper
beru¨hrenden, affinen Unterra¨ume des Rd. Zum ersten Mal in Erscheinung getreten sind
Maße dieser Art in einer Arbeit von W. J. Firey [29], in der er eine integralgeometrische
Interpretation der Oberfla¨chenmaße Ψi(K, ·) (i ∈ {0, . . . , d−1}) liefert. Sie ko¨nnen als Maß
aller (d−1− i)-dimensionalen affinen Unterra¨ume des Rd (auch (d−1− i)-Ebenen genannt)
angesehen werden, die den konvexen Ko¨rper K beru¨hren und in einer Stu¨tzhyperebene
von K liegen, deren a¨ußere Normale ein Element der Borelmenge ist, in der das Maß
ausgewertet wird. Eine analoge Interpretation der Kru¨mmungsmaße geht zuru¨ck auf R.
Schneider [62].
Zur Motivation der Fahnenmaße geben wir nun zwei Anwendungsbeispiele an. Ein Ziel
der konvexen Geometrie ist es, lokale Informationen u¨ber konvexe Ko¨rper zu erhalten,
indem eine Verbindung zwischen globalen geometrischen Funktionalen wie zum Beispiel
gemischten Volumina und lokal definierten Gro¨ßen hergestellt wird. Ein bekanntes Beispiel
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hierfu¨r ist die Darstellung
V (K[1],M [d− 1]) = V (K,M, . . . ,M) = 2
d
∫
Sd−1
h(K,u) Ψd−1(M,du)
des gemischten Volumens V (K[1],M [d− 1]) zweier beliebiger konvexer Ko¨rper K und M .
Die Funktion h(K, ·) bezeichnet hierbei die Stu¨tzfunktion des konvexen Ko¨rpers K. Eine
Verallgemeinerung dieser Formel auf gemischte Volumina der Form V (K[m],M [d −m])
fu¨r m ∈ {2, . . . , d− 2} war bisher nur unter geeigneten Voraussetzungen an die konvexen
Ko¨rper mo¨glich. Es handelt sich dabei um Integraldarstellungen, bei denen u¨ber lineare
Graßmann-Mannigfaltigkeiten des Rd integriert wird. Diese Integration macht es notwendig,
dass einer der konvexen Ko¨rper K,M zentralsymmetrisch, das heißt punktsymmetrisch zu
einem Zentrum, und ausreichend oft differenzierbar ist. Mit Hilfe von Fahnenmaßen ist es
D. Hug, J. Rataj und W. Weil [41] gelungen, diese Einschra¨nkung fallen zu lassen. Es wird
nun nur noch beno¨tigt, dass die konvexen Ko¨rper in allgemeiner Lage sind.
Unter a¨hnlichen Voraussetzungen bewies W. Hinderer [35] ebenfalls mit Hilfe von
Fahnenmaßen Integralformeln fu¨r die Projektionsfunktionen L 7→ Vi(K|L), 1 ≤ i ≤ j ≤
d− 1, also fu¨r das i-te innere Volumen der Orthogonalprojektion eines konvexen Ko¨rpers
K auf einen j-dimensionalen linearen Unterraum L.
Diese beiden Beispiele geben Anlass zur Hoffnung, dass auch weitere Funktionale mit-
tels Integration u¨ber Fahnenmannigfaltigkeiten dargestellt werden ko¨nnen. Neben der
Einfu¨hrung von Fahnenmaßen als Projektionsmittel und der Zusammenstellung ihrer Ei-
genschaften besteht ein Ziel dieser Dissertation darin, einen weiteren Beitrag in dieser
Hinsicht zu leisten. So leiten wir zum Beispiel Darstellungen gemischter Maße und der
Stu¨tzfunktion eines konvexen Ko¨rpers durch Fahnen-Oberfla¨chenmaße her.
Nun kommen wir noch einmal zum historischen Hintergrund der Fahnenmaße. Maße,
die direkt auf dem Raum der j-Ebenen (j ∈ {0, . . . , d − 1}) definiert sind, die einen
konvexen Ko¨rper beru¨hren, wurden von W. Weil [77] und von R. Kropp [47] untersucht.
Sie konstruierten Maße auf Paaren von Randpunkten und der Menge der den konvexen
Ko¨rper in diesem Randpunkt beru¨hrenden j-Ebenen beziehungsweise a¨ußeren Normalen
und der Menge der j-Ebenen orthogonal zu diesen Normalenvektoren. Die Kru¨mmungs- be-
ziehungsweise Oberfla¨chenmaße gehen durch Projektionen aus ihnen hervor. R. Kropp [47]
fu¨hrt diese beiden Maße außerdem zusammen und pra¨sentiert erstmals Maße Ξ˜
(k)
d−k−1(K, ·)
(k ∈ {0, . . . , d − 1}) auf Tripeln von Randpunkten des konvexen Ko¨rpers K, a¨ußeren
Normalen und dazu orthogonalen linearen Unterra¨umen. Wie R. Kropp fu¨hren wir die
Fahnenmaße als Projektionsmittel ein. Allerdings leiten wir unsere Darstellung der Fah-
nenmaße aus einer expliziten Formel fu¨r Polytope her und erhalten im Unterschied zu R.
Kropp Fahnenmaße Ξ
(k)
m (K, ·) fu¨r jedes m ∈ {0, . . . , d− k − 1}. Die in dieser Dissertation
betrachteten Fahnenmaße unterscheiden sich außerdem durch eine andere Normierung von
denen in [47].
U¨ber einen anderen Ansatz gelangt W. Hinderer [35] zu den Fahnenmaßen. Sein Start-
punkt sind lokale Parallelmengen, das heißt Mengen von j-Ebenen, deren Abstand zum
konvexen Ko¨rper kleiner als % > 0 ist. Die Fahnenmaße tauchen dann als Koeffizienten
einer lokalen Steinerformel auf. Seine Vorgehensweise wird in Abschnitt 4.1 ausfu¨hrlich
erla¨utert. Wie zuvor erwa¨hnt, ist das Hauptresultat seiner Arbeit eine Integralformel fu¨r
Projektionsfunktionen.
Wiederum einen anderen Weg die Fahnenmaße einzufu¨hren wa¨hlen W. Rother und M.
Za¨hle in [61] (beziehungsweise [83]). Fu¨r Mengen positiver Reichweite fu¨hren sie die Fahnen-
maße auf dem verallgemeinerten Normalenbu¨ndel als Integrale bezu¨glich der zugeho¨rigen
Hausdorffmaße ein. Dieser Zugang verwendet Kru¨mmungen und wird in Abschnitt 4.2
3genauer dargestellt.
Die eingangs erwa¨hnten inneren Volumina spielen auch im zweiten Teil dieser Dissertation
eine wichtige Rolle, wenn wir uns mit der Approximation konvexer Ko¨rper durch zufa¨llige
Polytope bescha¨ftigen. Ein zufa¨lliges Polytop K(n) ist die konvexe Hu¨lle von n unabha¨ngigen,
zufa¨llig in einem konvexen Ko¨rper K gewa¨hlten Punkten. Am einfachsten ist es, von
gleichverteilten Punkten auszugehen. Allgemeiner ist es auch mo¨glich anzunehmen, dass
eine andere Wahrscheinlichkeitsverteilung der Punkte vorliegt. Diesen Fall betrachten wir
in dieser Dissertation.
Wa¨chst die Anzahl n der zufa¨lligen Punkte, so ist plausibel, dass das zufa¨llige Polytop
sich dem konvexen Ko¨rper mit wachsender Genauigkeit anna¨hert. Die Gu¨te dieser Ap-
proximation des konvexen Ko¨rpers durch das zufa¨llige Polytop wollen wir untersuchen.
Der Fehler dieser Approximation kann gemessen werden, indem der Erwartungswert der
Differenz F (K)−F (K(n)) fu¨r ein auf der Menge der konvexen Ko¨rper definiertes Funktional
F betrachtet wird. Da explizite Formeln kaum zu berechnen sind, zeigen wir asymptotische
Formeln fu¨r wachsendes n. Außerdem werden wir die Varianz abscha¨tzen und mit Hilfe
der oberen Abscha¨tzung ein starkes Gesetz der großen Zahlen beweisen. Das betrachte-
te Funktional F wird bei uns entweder das Volumen oder die mittlere Breite sein. Die
Breite eines konvexen Ko¨rpers K in eine Richtung u ∈ Sd−1 ist der Abstand der beiden
Stu¨tzhyperebenen von K orthogonal zu u. Durch Mittelung u¨ber alle Richtungen erhalten
wir die mittlere Breite von K.
Da die Form des konvexen Ko¨rpers und insbesondere die Beschaffenheit des Randes bei
der Approximation durch Polytope eine wichtige Rolle spielt, werden in den Resultaten
und Beweisen die aus dem ersten Teil der Dissertation bekannten Kru¨mmungen auftreten.
Wa¨hrend zufa¨llige Polytope den konvexen Ko¨rper von innen approximieren, ist eine
Approximation von außen durch den Schnitt von zufa¨lligen Halbra¨umen, die den konvexen
Ko¨rper enthalten, mo¨glich. Ein solcher Schnitt von zufa¨lligen Halbra¨umen wird zufa¨llige
polyedrische Menge genannt. Auch mit dieser zu obiger Fragestellung dualen Situation
bescha¨ftigen wir uns in der vorliegenden Arbeit. Als Funktionale betrachten wir in diesem
Fall ebenfalls das Volumen und die mittlere Breite. Wir werden sehen, dass sich asymptoti-
sche Formeln fu¨r Erwartungswerte, Varianzabscha¨tzungen und starke Gesetze der großen
Zahlen fu¨r zufa¨llige polyedrische Mengen mittels Polarita¨t aus denen fu¨r die zufa¨lligen
Polytope herleiten lassen.
Die Dissertation ist folgendermaßen gegliedert: Nachdem wir in Kapitel 2 allgemeine
Grundlagen aus der konvexen Geometrie, multilinearen Algebra und u¨ber Kru¨mmungen,
wie sie zum Beispiel in den Bu¨chern von R. Schneider [67] und H. Federer [26] nachgelesen
werden ko¨nnen, bereitgestellt haben, gliedert sich diese Arbeit in zwei Teile. Im ersten
Teil befassen wir uns mit Fahnenmaßen und somit mit dem lokalen Verhalten konvexer
Ko¨rper. Im zweiten Teil bescha¨ftigen wir uns mit der Approximation konvexer Ko¨rper
durch zufa¨llige Polytope.
Um Fahnenmaße besser verstehen zu ko¨nnen, fu¨hren wir in Kapitel 3 zuna¨chst Stu¨tzmaße
wie in [67] und [82] ein, geben eine U¨bersicht u¨ber ihre Eigenschaften und betrachten die
hiervon abgeleiteten Kru¨mmungsmaße und Oberfla¨chenmaße. Auch der Zusammenhang zu
den inneren Volumina wird hier ausfu¨hrlich erla¨utert. In Kapitel 4 begegnen uns zum ersten
Mal die Fahnenmaße. In den Abschnitten 4.1 und 4.2 werden zuna¨chst die beiden zuvor
erwa¨hnten aus der Literatur bekannten Herleitungen der Fahnenmaße als Koeffizienten
einer lokalen Steinerformel (siehe [35]) und mittels Kru¨mmungen (siehe [41] und [61])
vorgestellt. In Abschnitt 4.3 wird eine dritte Mo¨glichkeit die Fahnenmaße einzufu¨hren
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dargestellt, na¨mlich die Darstellung der Fahnenmaße als Projektionsmittel. In Abschnitt
4.4 werden grundlegende Eigenschaften der Fahnenmaße gezeigt. Zahlreiche dieser Eigen-
schaften werden in den Beweisen in den folgenden Kapiteln beno¨tigt. Aus der in Abschnitt
4.3 hergeleiteten Darstellung der Fahnenmaße geht hervor, dass sie eine Verallgemeinerung
der Stu¨tzmaße sind. Daher ist es nicht verwunderlich, dass hier viele Eigenschaften der
Stu¨tzmaße wieder auftreten. Fu¨r eine spezielle Klasse von konvexen Ko¨rpern, die sogenann-
ten Zonoide, ist bekannt, dass sich die (gemischten) Oberfla¨chenmaße als Integrale bezu¨glich
der erzeugenden Maße der Zonoide darstellen lassen. In Kapitel 5 werden wir sehen, dass
eine solche Darstellung auch fu¨r (gemischte) Fahnen-Oberfla¨chenmaße mo¨glich ist. Die
restlichen Kapitel des ersten Teils dieser Dissertation sind nun wie oben erwa¨hnt dem Ziel
gewidmet, Integraldarstellungen geometrischer Funktionale mit Hilfe der Fahnenmaße zu
beweisen. So betrachten wir in Kapitel 6 gemischte Volumina beziehungsweise allgemeiner
gemischte Maße und zeigen, dass wir diese mit Hilfe von Fahnen-Oberfla¨chenmaßen darstel-
len ko¨nnen. Dies ist auch fu¨r innere Volumina und gemischte Volumina von Projektionen
konvexer Ko¨rper auf einen linearen Unterraum der Fall, wie wir in Abschnitt 6.3 sehen wer-
den. Das abschließende Kapitel des ersten Teils, Kapitel 7, widmet sich der Herleitung einer
Darstellung der Stu¨tzfunktion eines konvexen Ko¨rpers durch Fahnen-Oberfla¨chenmaße.
Der zweite Teil dieser Dissertation befasst sich mit der Approximation konvexer Ko¨rper
durch zufa¨llige Polytope. In Kapitel 8 geben wir eine Einfu¨hrung und einen U¨berblick
u¨ber den aktuellen Stand der Forschung. Wir betrachten zwei unterschiedliche Modelle von
zufa¨lligen Polytopen. Der Unterschied der beiden Modelle besteht darin, dass die zufa¨lligen
Punkte in Kapitel 9 u¨berall in dem konvexen Ko¨rper gewa¨hlt werden ko¨nnen und in Kapitel
10 ausschließlich auf dem Rand des konvexen Ko¨rpers. In Abschnitt 9.1 beweisen wir eine
asymptotische Formel fu¨r den Erwartungswert der gewichteten Differenz der mittleren
Breiten des konvexen Ko¨rpers und des zufa¨lligen Polytops. In Abschnitt 9.2 sehen wir
dann, wie sich mittels Polarita¨t und des Ergebnisses aus Abschnitt 9.1 eine Formel fu¨r den
Erwartungswert der gewichteten Volumendifferenz einer zufa¨lligen polyedrischen Menge und
des konvexen Ko¨rpers ableiten la¨sst. In den restlichen Abschnitten von Kapitel 9 werden
Varianzabscha¨tzungen zu den obigen Gro¨ßen gegeben und daraus mit Hilfe der oberen
Schranken starke Gesetze der großen Zahlen abgeleitet. Im letzten Kapitel dieser Arbeit
gehen wir in a¨hnlicher Weise wie in Kapitel 9 auf das zweite Modell zufa¨lliger Polytope
ein. In diesem Fall beweisen wir eine asymptotische Formel fu¨r den Erwartungswert der
gewichteten Volumendifferenz des konvexen Ko¨rpers und des zufa¨lligen Polytops. Daraus
leiten wir wieder mittels Polarita¨t und des zuvor bewiesenen Resultats eine Formel fu¨r den
Erwartungswert der Differenz der mittleren Breiten einer den konvexen Ko¨rper beru¨hrenden
zufa¨lligen polyedrischen Menge und des konvexen Ko¨rpers selbst ab.
2. Grundlegende Definitionen
In diesem Kapitel soll die verwendete Notation erla¨utert sowie die wichtigsten Definitionen
aus der konvexen Geometrie und der multilinearen Algebra bereitgestellt werden, die
im weiteren Verlauf der Arbeit immer wieder beno¨tigt werden. Abschließend werden
Kru¨mmungen eingefu¨hrt. Soweit nicht anders erwa¨hnt, ko¨nnen alle Informationen im Buch
von Schneider [67] nachgelesen und vertieft werden.
2.1. Allgemeine Grundlagen
Wie u¨blich bezeichnen wir mit N, Z und R die natu¨rlichen, ganzen und reellen Zahlen. Der
Betrag einer Zahl ist | · | und fu¨r ganze Zahlen r, s ∈ Z sei r ∧ s := min{r, s} die kleinere
der beiden Zahlen. Ebenfalls mit | · | bezeichnen wir die Kardinalita¨t einer Teilmenge
der natu¨rlichen Zahlen. Aus dem Kontext wird immer klar sein, was gemeint ist. Das
Komplement einer Menge I ⊂ N ist Ic. Das Inklusionszeichen ⊂ verwenden wir stets in
der Bedeutung ⊆.
Zu einer Aussage C ist 1{C} die Indikatorfunktion. Sie ist genau dann eins, wenn die
Aussage erfu¨llt ist und ansonsten null. Ist E ein topologischer Raum, so ist B(E) die
σ-Algebra der Borelmengen von E.
Wir arbeiten im Folgenden im d-dimensionalen reellen euklidischen Raum Rd mit Ur-
sprung o. Dort bezeichnet 〈·, ·〉 das Standardskalarprodukt und ‖ · ‖ die induzierte Norm.
Die lineare beziehungsweise affine Hu¨lle einer Teilmenge A ⊂ Rd wird mit lin(A) bezie-
hungsweise aff(A) bezeichnet. Weiter sind ∂A und int(A) der Rand und das Innere von
A sowie relbd(A) und relint(A) der relative Rand und das relative Innere, das heißt der
Rand und das Innere bezu¨glich der affinen Hu¨lle. Die Dimension von A bezeichnen wir mit
dim(A). Sie ist die Dimension der affinen Hu¨lle von A.
Die Graßmann-Mannigfaltigkeit der k-dimensionalen linearen Unterra¨ume des Rd fu¨r
k ∈ {0, . . . , d} ist G(d, k) und die Menge der k-dimensionalen affinen Unterra¨ume des Rd
ist A(d, k). Ihre Elemente werden im Folgenden auch lineare (affine) k-Ebenen genannt.
Der Orthogonalraum eines linearen Unterraums L wird mit L⊥ bezeichnet und fu¨r die
Orthogonalprojektion einer Menge A ⊂ Rd auf L schreiben wir A|L. Weiter benutzen
wir die Schreibweise u ⊥ L, falls ein Vektor u ∈ Rd orthogonal zu L ist. Zwei lineare
Unterra¨ume L1 und L2 heißen parallel, wenn L1 ⊂ L2 oder L2 ⊂ L1 und wir schreiben
L1 ‖ L2. In a¨hnlicher Weise heißen zwei affine Unterra¨ume E1 = x1 +L1 und E2 = x2 +L2
mit x1, x2 ∈ Rd parallel, wenn die linearen Unterra¨ume L1 und L2 parallel sind. Ist E eine
affine k-Ebene, so ist L(E) der k-dimensionale lineare Unterraum parallel zu E.
Fu¨r A,B ⊂ Rd und λ ∈ R definieren wir die Minkowski-Summe
A+B := {a+ b : a ∈ A, b ∈ B}
sowie die Mengen
A\B := {a ∈ A : a /∈ B}
und
λA := {λa : a ∈ A}.
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Fu¨r zwei Punkte x, y ∈ Rd ist ‖x − y‖ der Abstand von x und y. Der Abstand eines
Punktes x ∈ Rd zu einer kompakten Menge A ⊂ Rd wird definiert durch
d(A, x) := min{‖x− y‖ : y ∈ A}.
Analog definieren wir den Abstand einer kompakten Menge A zu einer affinen Ebene
E ∈ A(d, k), k ∈ {0, . . . , d}, durch
d(A,E) := min{‖x− y‖ : x ∈ A, y ∈ E}.
Die Menge
B(x, %) := {y ∈ Rd : ‖x− y‖ ≤ %}
ist die abgeschlossene Kugel mit Mittelpunkt x ∈ Rd und Radius % > 0. Die d-dimensionale
Einheitskugel B(o, 1) wird auch mit Bd bezeichnet. Ihr Rand, die Einheitsspha¨re, ist
Sd−1 := {u ∈ Rd : ‖u‖ = 1}.
Mit λj , 0 ≤ j ≤ d, wird das j-dimensionale Lebesguemaß und mit Hj das j-dimensionale
Hausdorffmaß auf Rd bezeichnet sowie mit HjxA die Einschra¨nkung von Hj auf eine
Menge A. Da das Hausdorffmaß Hj(ω) einer Borelteilmenge ω einer affinen j-Ebene
E (j-dimensionalen Spha¨re Sj) in Rd mit dem Lebesguemaß λj von ω berechnet in E
(spha¨rischen Lebesguemaß berechnet in Sj) u¨bereinstimmt, ko¨nnen Integrationen bezu¨glich
des Lebesguemaßes durch das Hausdorffmaß ausgedru¨ckt werden. Dies werden wir in dieser
Arbeit ha¨ufig ausnutzen. Das spha¨rische Lebesguemaß auf Sd−1 bezeichnen wir mit σ.
Insbesondere wird das d-dimensionale Maß, das heißt das Volumen, mit V bezeichnet.
Das Volumen der d-dimensionalen Einheitskugel ist
κd := V (B
d) =
pi
d
2
Γ
(
1 + d2
) = 2pi d2
dΓ
(
d
2
)
und ihre Oberfla¨che ist
ωd := Hd−1(Sd−1) = dκd = 2pi
d
2
Γ
(
d
2
) ,
wobei Γ(·) die Gammafunktion bezeichnet. Fu¨r Berechnungen, in denen diese Konstanten
auftreten, beno¨tigen wir ha¨ufig die Verdopplungsformel von Legendre
Γ
(n
2
)
Γ
(
n+ 1
2
)
=
pi
1
2
2n−1
Γ(n), n ∈ N.
Die Gruppe der eigentlichen Bewegungen in Rd bezeichnen wir mit G(d) und die Gruppe
der eigentlichen Drehungen in Rd ist SO(d). Jede Bewegung kann als Komposition einer
Drehung und einer Translation dargestellt werden. Sowohl diese Mengen als auch A(d, k)
und G(d, k) werden mit ihren u¨blichen Topologien versehen. Im Folgenden bezeichnen
wir mit ν, µ, νk und µk Haarsche Maße auf SO(d), G(d), G(d, k) beziehungsweise A(d, k).
Hierbei sind ν und νk so normiert, dass ν(SO(d)) = 1 und νk(G(d, k)) = 1. Fu¨r die
Normierung der Maße µ und µk verweisen wir auf Abschnitt 4.4 in [67].
2.2. Grundlagen aus der Konvexen Geometrie
Eine Menge A ⊂ Rd heißt konvex, wenn sie mit je zwei Punkten auch deren Verbindungs-
strecke entha¨lt, das heißt genau dann, wenn
(1− λ)x+ λy ∈ A fu¨r x, y ∈ A, λ ∈ [0, 1].
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Hieraus ergibt sich, dass Durchschnitte konvexer Mengen ebenfalls konvex sind genauso
wie die Minkowski-Summe zweier konvexer Mengen.
Ein konvexer Kegel ist eine nichtleere konvexe Menge A ⊂ Rd, fu¨r die mit jedem Punkt
x ∈ A auch der Strahl λx mit λ ≥ 0 in A enthalten ist.
Die konvexe Hu¨lle conv(A) von A ⊂ Rd ist der Durchschnitt aller konvexen Teilmengen
des Rd, die A enthalten. Analog ist die positive Hu¨lle der Durchschnitt aller konvexen
Kegel, die A enthalten.
Eine kompakte und konvexe Menge K mit nichtleerem Inneren heißt konvexer Ko¨rper.
Die Menge aller konvexen Ko¨rper in Rd ist Kd. Zusammen mit der Hausdorffmetrik
δ(K,L) := min{% ≥ 0 : K ⊂ L+ %Bd, L ⊂ K + %Bd}, K, L ∈ Kd,
bildet die Menge Kd einen metrischen Raum. Die Menge K + %Bd nennen wir auch
Parallelmenge von K im Abstand % ≥ 0.
Sei K ein konvexer Ko¨rper in Rd. Fu¨r u ∈ Sd−1 und t ∈ R definieren wir die Hyperebene
H(u, t) := {y ∈ Rd : 〈u, y〉 = t} sowie die zugeho¨rigen abgeschlossenen Halbra¨ume
H+(u, t) := {y ∈ Rd : 〈u, y〉 ≥ t} und H−(u, t) := {y ∈ Rd : 〈u, y〉 ≤ t}. Falls x ∈
K ∩H(u, t) und K ⊂ H+(u, t) oder K ⊂ H−(u, t), so heißt H(u, t) Stu¨tzhyperebene von
K in x ∈ ∂K und der Halbraum, in dem K liegt, wird Stu¨tzhalbraum genannt. Im Fall
K ⊂ H−(u, t) ist u ein a¨ußerer Normalenvektor oder kurz eine a¨ußere Normale von K im
Randpunkt x, andernfalls ist −u eine a¨ußere Normale. Nach Theorem 1.3.2 in [67] besitzt
ein konvexer Ko¨rper in jedem Randpunkt eine Stu¨tzhyperebene und zu jeder Richtung
u ∈ Sd−1 existiert eine Stu¨tzhyperebene mit a¨ußerer Normale u.
Da jeder konvexe Ko¨rper der Durchschnitt seiner Stu¨tzhalbra¨ume ist (siehe [67], Corollary
1.3.5), ist er durch seine Stu¨tzhyperebenen eindeutig bestimmt. Eine Stu¨tzhyperebene
eines konvexen Ko¨rpers K mit a¨ußerer Normale u ∈ Sd−1 ist wiederum eindeutig durch
den Wert der Stu¨tzfunktion hK(u) = h(K,u) bestimmt. Sie ist definiert durch (vergleiche
Abbildung 2.1)
hK(u) := max{〈u, x〉 : x ∈ K}, u ∈ Rd.
Somit ist H(K,u) := H(u, hK(u)) eine Stu¨tzhyperebene mit a¨ußerer Normale u ∈ Rd
K
o
hK(u)
u
Abbildung 2.1.: Stu¨tzfunktion von K in Richtung u
und H−(K,u) := H−(u, hK(u)) ist der zugeho¨rige Stu¨tzhalbraum. Die Menge F (K,u) :=
H(K,u) ∩K heißt Stu¨tzmenge von K. Gilt dim(F (K,u)) = 0 fu¨r alle u ∈ Sd−1, so entha¨lt
der Rand des konvexen Ko¨rpers keine Strecken und K wird strikt konvex genannt. Die
Stu¨tzfunktion ist genau dann differenzierbar in u ∈ Rd\{o}, wenn die Stu¨tzmenge F (K,u)
nur ein Element x entha¨lt (siehe [67], Corollary 1.7.3). In diesem Fall gilt fu¨r den Gradienten
der Stu¨tzfunktion ∇hK(u) = x.
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Die Stu¨tzfunktion hK(u) gibt also den Abstand der Stu¨tzhyperebene mit a¨ußerer Normale
u ∈ Sd−1 zum Ursprung an. Somit ist die Breite wK eines konvexen Ko¨rpers K in Richtung
u ∈ Sd−1 gegeben durch
wK(u) := hK(u) + hK(−u),
das heißt sie ist der Abstand der zwei Stu¨tzhyperebenen von K, die orthogonal zu u sind.
Der Mittelwert der Breite von K u¨ber die Einheitsspha¨re Sd−1 heißt mittlere Breite von
K und ist definiert als
W (K) :=
1
ωd
∫
Sd−1
wK(u)Hd−1(du) = 2
ωd
∫
Sd−1
hK(u)Hd−1(du).
Im Verlauf dieser Arbeit werden wir uns immer wieder mit der Struktur des Randes eines
konvexen Ko¨rpers bescha¨ftigen und versuchen diese zu beschreiben. Daher wollen wir nun
noch auf Randpunkte eingehen, die besondere Eigenschaften haben. Ein konvexer Ko¨rper
K besitzt zwar in jedem Randpunkt x eine Stu¨tzhyperebene, allerdings muss diese nicht
eindeutig sein. Ist die Stu¨tzhyperebene von K in x eindeutig (und somit auch die a¨ußere
Normale), so heißt x ein regula¨rer oder glatter Randpunkt von K. Die Menge aller regula¨ren
Randpunkte von K wird mit reg(K) bezeichnet. Ein konvexer Ko¨rper ist glatt, wenn all
seine Randpunkte regula¨r sind. In diesem Fall ist sein Rand eine C1-Untermannigfaltigkeit
des Rd (siehe [67], Theorem 2.2.4).
Die Menge aller a¨ußeren Einheitsnormalen von K in einem Randpunkt x bildet einen
abgeschlossenen Kegel, den sogenannten Einheitsnormalenkegel
n(K,x) := {u ∈ Sd−1 : x ∈ H(K,u)}.
Da die Menge aller nicht regula¨ren Randpunkte von K eine Nullmenge bezu¨glich des
(d− 1)-dimensionalen Hausdorffmaßes ist (folgt aus Theorem 2.2.5 in [67]), gibt es in Hd−1-
fast allen Randpunkten x einen eindeutigen a¨ußeren Normalenvektor. Die Gauß-Abbildung
σK : reg(K)→ Sd−1 ordnet jedem regula¨ren Randpunkt x von K seine eindeutige a¨ußere
Einheitsnormale σK(x) zu.
Eine besondere Klasse von konvexen Ko¨rpern sind die Polytope mit inneren Punkten.
Daher betrachten wir die Eigenschaften von Polytopen nun genauer.
Ein Polytop P ist definiert als die konvexe Hu¨lle einer endlichen Menge von Punkten des
Rd, also
P := conv({x1, . . . , xk}), x1, . . . , xk ∈ Rd, k ∈ N.
Die Menge aller Polytope in Rd bezeichnen wir mit Pd. Sie ist eine dichte Teilmenge der
Menge der kompakten und konvexen Mengen im Rd (folgt mit Theorem 1.8.16 in [67]).
Diese Tatsache bildet die Grundlage fu¨r eine wichtige Beweismethode. Ist F : K 7→ R
ein Funktional u¨ber Kd, das stetig von K abha¨ngt, so lassen sich Eigenschaften von F
nachweisen, indem sie erst fu¨r Polytope gezeigt werden und dann durch Approximation
auf beliebige konvexe Ko¨rper u¨bertragen werden.
Wie wir vorhin gesehen haben, besitzt ein konvexer Ko¨rper in jedem Randpunkt eine
Stu¨tzhyperebene. Ist H eine Stu¨tzhyperebene des Polytops P = conv({x1, . . . , xk}), so ist
die zugeho¨rige Stu¨tzmenge gegeben durch H ∩ P = conv(H ∩ {x1, . . . , xk}). Insbesondere
zeigt uns das, dass jede Stu¨tzmenge eines Polytops ebenfalls ein Polytop ist.
Die Stu¨tzmengen eines Polytops werden auch Seiten genannt, genauer werden die
k-dimensionalen Stu¨tzmengen fu¨r k ∈ {0, . . . , d} als k-Seiten des Polytops bezeichnet.
Insbesondere werden die 0-Seiten von P Ecken und die (d− 1)-Seiten Facetten genannt.
Die Menge aller k-Seiten eines Polytops P wird mit Fk(P ) bezeichnet. Die eigentlichen
2.3. Grundlagen aus der Multilinearen Algebra 9
Seiten sind alle Seiten außer der leeren Menge und P selbst. Sie sind jeweils in einer Facette
des Polytops enthalten (siehe [67], Theorem 2.4.7).
Ist F eine Facette eines Polytops P ∈ Pd, so gibt es eine Hyperebene H(u, t) mit
geeigneten u ∈ Sd−1 und t ∈ R, sodass F = P ∩H(u, t). In diesem Fall sagen wir, dass
u ∈ Sd−1 die a¨ußere Normale der Facette F ist. Den Einheitsnormalenkegel n(P, F )
einer Seite F von P definieren wir durch n(P, F ) := n(P, x), wobei x ein beliebiger
Punkt aus dem relativen Inneren der Seite F ist. Zwischen den Stu¨tzmengen und den
Einheitsnormalenkegeln la¨sst sich ein Zusammenhang feststellen. Fu¨r v ∈ Rd\{o} gilt
F = F (P, v) ⇐⇒ v ∈ relint(n(P, F )). (2.1)
Alternativ lassen sich Polytope als Durchschnitte von endlich vielen abgeschlossenen
Halbra¨umen charakterisieren (vergleiche [67], Theorem 2.4.3 und Theorem 2.4.6). Insbeson-
dere ist ein Polytop P auch der Durchschnitt seiner Stu¨tzhalbra¨ume (siehe [67], Corollary
2.4.4), das heißt
P =
k⋂
i=1
H−(P, ui),
wobei k die Anzahl der Facetten von P ist und ui, 1 ≤ i ≤ k, die a¨ußeren Facettennormalen
von P sind. Die Werte h(P, u1), . . . , h(P, uk) bestimmen das Polytop P ∈ Pd hierbei
eindeutig.
Wir bezeichnen mit σ(P, β) das spha¨rische Bild, das heißt die Menge aller a¨ußeren
Normaleneinheitsvektoren von P in Punkten aus β in Rd. Zum Schluss definieren wir noch
den a¨ußeren Winkel eines Polytops P ∈ Pd an einer Seite F ∈ Fk(P ), k = 1, . . . , d − 1,
durch
γ(F, P ) :=
1
ωd−k
Hd−k−1(n(P, F )) = 1
ωd−k
Hd−k−1(σ(P, relint(F )))
und
γ(F, P ) := 1 fu¨r k = d.
Besonders zu bemerken ist, dass der a¨ußere Winkel γ(F, P ) den gleichen Wert hat, wenn er
in einem affinen Unterraum berechnet wird, der das Polytop P entha¨lt, falls die Dimension
von P kleiner als d ist.
2.3. Grundlagen aus der Multilinearen Algebra
In diesem Abschnitt wollen wir die in dieser Arbeit beno¨tigten Grundlagen der multilinearen
Algebra einfu¨hren. Diese und mehr Informationen lassen sich zum Beispiel in Kapitel 1 im
Buch von Federer [26] nachlesen.
Fu¨r m ∈ {0, . . . , d} bezeichnet ∧mRd den linearen Raum der m-Vektoren in Rd. Er ist(
d
m
)
-dimensional und ist der Vektorraum, der durch Produkte u1 ∧ · · · ∧ um von Vektoren
u1, . . . , um ∈ Rd aufgespannt wird. Insbesondere gilt
∧
0Rd = R und
∧
1Rd = Rd, das
heißt die reellen Zahlen ko¨nnen als 0-Vektoren und die Elemente des Rd als 1-Vektoren
aufgefasst werden. Bilden die Vektoren u1, . . . , ud eine Orthonormalbasis des Rd, so bilden
die m-Vektoren ui1 ∧ · · · ∧ uim mit 1 ≤ i1 < · · · < im ≤ d eine Orthonormalbasis von∧
mRd.
Ein Element ξ aus
∧
mRd heißt einfach, wenn es das Produkt von m Vektoren u1, . . . , um
aus Rd ist. Also wenn es eine Darstellung ξ = u1 ∧ · · · ∧ um besitzt. Dieses Produkt ist
genau dann null, wenn die Vektoren u1, . . . , um linear abha¨ngig sind.
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Ein enger Zusammenhang besteht zwischen den einfachen m-Vektoren und den m-
dimensionalen linearen Unterra¨umen des Rd, denn jeder einfache m-Vektor ξ repra¨sentiert
eine m-Ebene, die den Ursprung entha¨lt. Genauer gesagt wird mit ξ der lineare Unterraum
T = {x ∈ Rd : x ∧ u1 ∧ · · · ∧ um = o} assoziiert, das heißt der m-dimensionale Unterraum,
der von u1, . . . , um aufgespannt wird. Umgekehrt kann man zu einem m-dimensionalen
linearen Unterraum T eine Orthonormalbasis u1, . . . , um wa¨hlen. Dann ist T der zum
einfachen m-Vektor u1 ∧ · · · ∧ um assoziierte Unterraum.
Die zu zwei einfachen m-Vektoren ξ und η (ξ 6= o 6= η) assoziierten Unterra¨ume sind
genau dann gleich, wenn fu¨r eine reelle Konstante c 6= 0 gilt ξ = c · η.
Ein Skalarprodukt fu¨r einfache m-Vektoren wird definiert durch
〈u1 ∧ · · · ∧ um, v1 ∧ · · · ∧ vm〉 := det
(
(〈ui, vj〉)mi,j=1
)
,
wobei u1, . . . , um, v1, . . . , vm ∈ Rd und det fu¨r die Determinante steht. Durch bilineare
Fortsetzung erhalten wir ein Skalarprodukt auf
∧
mRd. Die hierdurch induzierte Norm auf∧
mRd bezeichnen wir mit ‖ · ‖. Da wir die Elemente des Rd auch als 1-Vektoren ansehen
ko¨nnen, ist diese Notation konsistent mit der Notation fu¨r Elemente des Rd.
Ist einer der Multivektoren ξ ∈ ∧mRd oder η ∈ ∧l Rd einfach, so gilt fu¨r die Norm von
ξ ∧ η die Abscha¨tzung (siehe [26], S. 32)
‖ξ ∧ η‖ ≤ ‖ξ‖ · ‖η‖. (2.2)
Sind beide Multivektoren einfach und ungleich null, so gilt Gleichheit genau dann, wenn
die zu η und ξ assoziierten Unterra¨ume orthogonal sind.
2.4. Kru¨mmungen
In Abschnitt 2.2 haben wir gesehen, dass es sehr einfach ist, den Rand eines Polytops
durch seine Seiten zu beschreiben. In diesem Abschnitt wollen wir die Randstruktur von
beliebigen konvexen Ko¨rpern betrachten und sie mit Hilfe von Kru¨mmungen beschreiben.
Bevor wir uns an allgemeine konvexe Ko¨rper wagen, betrachten wir zuna¨chst konvexe
Ko¨rper, deren Ra¨nder geeignete Differenzierbarkeitseigenschaften erfu¨llen, sodass sie im
Sinne der Differenzialgeometrie regula¨re Untermannigfaltigkeiten des Rd sind.
Was wir unter Kru¨mmung verstehen, wird im Folgenden genauer erla¨utert. Hierzu sei
K ∈ Kd ein konvexer Ko¨rper sowie x ∈ ∂K ein glatter Randpunkt von K, das heißt in x gibt
es eine eindeutige Stu¨tzhyperebene H(K,σK(x)) mit eindeutiger a¨ußerer Einheitsnormale
σK(x). Mit TxK := H(K,σK(x))− x wird der Tangentialraum von K in x bezeichnet. Er
ist der zu σK(x) orthogonale lineare Unterraum des Rd.
Da x ein glatter Randpunkt ist, kann der Rand von K in einer Umgebung U(),  > 0,
um x durch eine nichtnegative konvexe Funktion f : TxK ∩ B(o, ) → R mit f(o) = 0
dargestellt werden, sodass gilt
U() ∩ ∂K := {x+ t− f(t)σK(x) : t ∈ TxK ∩B(o, )}.
Ein konvexer Ko¨rper heißt von der Klasse Ck, k ∈ N, falls seine Randhyperfla¨che k-mal
stetig differenzierbar ist. Aus Theorem 2.2.4 in [67] folgt, dass ein glatter konvexer Ko¨rper
K von der Klasse C1 ist. Ist K von der Klasse C2, so ko¨nnen wir die Gauß-Abbildung
σK auf dem ganzen Rand von K definieren, das heißt sie ordnet jedem Randpunkt x
von K seine eindeutige a¨ußere Einheitsnormale σK(x) zu. Die Gauß-Abbildung ist von
der Klasse C1 (siehe [67], S. 113) und ihre Ableitung, die Weingartenabbildung, Wx :=
2.4. Kru¨mmungen 11
DσK(x) : Tx∂K → TσK(x)Sd−1 ist eine selbstadjungierte, lineare Abbildung mit reellen
Eigenwerten k1(K;x), . . . , kd−1(K;x), den sogenannten Hauptkru¨mmungen von K in x.
Sie ko¨nnen als Funktionen auf ∂K interpretiert werden. Ist f die konvexe Funktion, die
in einer Umgebung von x den Rand von K beschreibt, so sind die Hauptkru¨mmungen in
x gerade die Eigenwerte der Hessematrix von f , woraus mit Theorem 1.5.13 in [67] folgt,
dass sie nichtnegativ sind.
Die j-te normalisierte elementarsymmetrische Funktion der Hauptkru¨mmungen von K
in x ∈ ∂K ist fu¨r j = 1, . . . , d− 1 definiert als (vergleiche [67], Formel (2.36))
H0(K;x) := 1
Hj(K;x) :=
(
d− 1
j
)−1 ∑
1≤i1<···<ij≤d−1
ki1(K;x) · · · kij (K;x)
=
(
d− 1
j
)−1 ∑
I⊂{1,...,d−1}
|I|=j
∏
i∈I
ki(K;x).
Insbesondere wird κ(x) := Hd−1(K;x) =
∏d−1
i=1 ki(K;x) Gauß-Kronecker-Kru¨mmung und
H1(K;x) mittlere Kru¨mmung genannt.
Wir haben die Hauptkru¨mmungen eines konvexen Ko¨rpers K also als Funktionen auf
dem Rand von K definiert. In a¨hnlicher Weise wollen wir nun die sogenannten Haupt-
kru¨mmungsradien als Funktionen der a¨ußeren Einheitsnormalenvektoren von K definieren.
Ein konvexer Ko¨rper K ist von der Klasse Ck+, k ≥ 2, falls K von der Klasse Ck ist und
die Gauß-Kronecker-Kru¨mmung κ positiv ist. Da die Hauptkru¨mmungen nichtnegativ sind,
besagt die letzte Bedingung insbesondere, dass keine der Hauptkru¨mmungen null ist.
Im Folgenden sei K ∈ Kd ein konvexer Ko¨rper von der Klasse C2+. Insbesondere ist dann
die Stu¨tzfunktion von K zweimal stetig differenzierbar (siehe [67], S. 115).
Die Umkehrfunktion der Gauß-Abbildung xK bildet von S
d−1 nach ∂K ab. Der Tangen-
tialraum von Sd−1 in u ∈ Sd−1 ist Tu = u⊥. Nun definieren wir die inverse Weingartenab-
bildung
W u := DxK(u) : Tu → Tu.
Ihre Eigenwerte r1(K;u), . . . , rd−1(K;u) werden Hauptkru¨mmungsradien von K in u ge-
nannt. Sie sind nichtnegativ und ko¨nnen als Funktionen des a¨ußeren Einheitsnormalenvek-
tors, das heißt als Funktionen auf dem spha¨rischen Bild, aufgefasst werden.
Analog zu den elementarsymmetrischen Funktionen der Hauptkru¨mmungen definieren
wir fu¨r j = 1, . . . , d − 1 die j-te normalisierte elementarsymmentrische Funktion der
Hauptkru¨mmungsradien von K in Richtung u ∈ Sd−1 (vergleiche [67], Formel (2.43)) durch
sj(K;u) :=
(
d− 1
j
)−1 ∑
1≤i1<···<ij≤d−1
ri1(K;u) · · · rij (K;u)
=
(
d− 1
j
)−1 ∑
I⊂{1,...,d−1}
|I|=j
∏
i∈I
ri(K;u).
Da wir voraussetzen, dass K von der Klasse C2+ ist, gilt xK(u) = ∇hK(u) und somit fu¨r
jede integrierbare Funktion f : ∂K → R die Gleichung∫
∂K
f(x)Hd−1(dx) =
∫
Sd−1
f(xK(u)) sd−1(K;u)Hd−1(du)
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und fu¨r jede integrierbare Funktion g : Sd−1 → R gilt∫
Sd−1
g(u)Hd−1(du) =
∫
∂K
g(σK(x))κ(x)Hd−1(dx). (2.3)
In Lemma 8.1 in Kapitel 8 werden wir zeigen, dass letztere Gleichung auch unter schwa¨cheren
Differenzierbarkeitsvoraussetzungen an den konvexen Ko¨rper gilt.
Nun nutzen wir die elementarsymmetrischen Funktionen der Hauptkru¨mmungen und
Hauptkru¨mmungsradien, um ein lokales Parallelvolumen zu berechnen, das uns in Abschnitt
3.1 in verallgemeinerter Form wiederbegegnen wird. Fu¨r % > 0 und eine relativ offene
Borelmenge β ⊂ ∂K definieren wir die lokale Parallelmenge A%(K,β) aller Punkte x ∈ Rd,
deren Abstand zu K ho¨chstens % betra¨gt und deren na¨chster Punkt p(K,x) in K in der
Menge β liegt, durch
A%(K,β) := {x ∈ Rd : 0 < d(K,x) ≤ % und p(K,x) ∈ β}.
Zum anderen definieren wir fu¨r eine offene Menge ω ⊂ Sd−1 die lokale Parallelmenge
B%(K,ω) als die Menge aller Punkte x ∈ Rd, deren Abstand zu K ho¨chstens % betra¨gt und
fu¨r die die a¨ußere Einheitsnormale u(K,x) in der Menge ω liegt, das heißt
B%(K,ω) := {x ∈ Rd : 0 < d(K,x) ≤ % und u(K,x) ∈ ω}.
Berechnen wir fu¨r ω = σK(β) oder β = xK(ω) das Lebesgue-Maß obiger Mengen, so
erhalten wir (siehe [67], Formel (2.63))
Hd(A%(K,β)) = Hd(B%(K,ω))
=
1
d
d−1∑
m=0
%d−m
(
d
m
)∫
ω
sm(K;u)Hd−1(du) (2.4)
=
1
d
d−1∑
m=0
%d−m
(
d
m
)∫
β
Hd−1−m(K;x)Hd−1(dx).
Bisher haben wir nur konvexe Ko¨rper mit geeigneten Differenzierbarkeitseigenschaften
betrachtet. Diese Einschra¨nkungen wollen wir nun fallen lassen und uns allgemeinen
konvexen Ko¨rpern zuwenden. Sei daher im Folgenden K ∈ Kd beliebig. Des Weiteren
sei x ein glatter Randpunkt von K und u ∈ Sd−1 die a¨ußere Einheitsnormale an K in
x. Wir sagen K ist im Randpunkt x zweimal differenzierbar im verallgemeinerten Sinn,
falls ein Koordinatensystem gewa¨hlt werden kann, sodass es eine quadratische Form Q
auf Rd−1 gibt, die folgende Eigenschaft hat: Liegt K so, dass x = o gilt und Rd−1 eine
Stu¨tzhyperebene von K in x ist, dann ist ∂K in einer Umgebung von o der Graph einer
konvexen Funktion f , die auf einer (d− 1)-dimensionalen Kugel um o in Rd−1 definiert ist
und
f(z) =
1
2
Q(z) + o(‖z‖2)
fu¨r z → o erfu¨llt. Mit o(·) wird hierbei das Landau-Symbol bezeichnet. In diesem Fall wird x
ein normaler Randpunkt vonK genannt undQ die zweite verallgemeinerte Fundamentalform
von ∂K in x. Sie kann als eine Funktion in TxK beziehungsweise u
⊥ aufgefasst werden.
Ist v1, . . . , vd−1 eine geeignete Orthonormalbasis von TxK, so gilt
Q(z) =
d−1∑
i=1
ki(K;x) z
2
i ,
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wobei zi ∈ R, 1 ≤ i ≤ d− 1, durch die Gleichung z = z1v1 + · · ·+ zd−1vd−1 definiert sind.
Die Menge
D = {z ∈ TxK : Q(z) ≤ 1} (2.5)
wird (Dupinsche) Indikatrix von K in x genannt. Durch diese Darstellung sind die Haupt-
kru¨mmungen k1(K;x), . . . , kd−1(K;x) definiert. Da D stets eine konvexe Menge ist, sind
die Hauptkru¨mmungen nichtnegativ. Weiterhin ist die Gauß-Kronecker-Kru¨mmung fu¨r
normale Randpunkte x definiert und es gilt κ(x) = detQ.
Ein Satz von Aleksandrov (siehe [34], Theorem 5.4 oder [67], Theorem 2.6.1) besagt,
dass Hd−1-fast alle Randpunkte eines konvexen Ko¨rpers normal sind. Trotz dieser Aussage
ko¨nnen wichtige Informationen zur Gestalt eines konvexen Ko¨rpers in den Randpunkten
enthalten sein, die nicht normal sind. Dies ist zum Beispiel bei Polytopen der Fall.
In diesem Abschnitt haben wir die Kru¨mmungen als Funktionen auf dem Rand des kon-
vexen Ko¨rpers definiert. Eine weitere Mo¨glichkeit ist, sie auf dem Einheitsnormalenbu¨ndel
zu definieren. Darauf werden wir in Abschnitt 3.2 genauer eingehen.

Teil I.
Fahnenmaße

3. Stu¨tzmaße
In diesem Kapitel fu¨hren wir die Stu¨tzmaße eines konvexen Ko¨rpers auf zwei verschiedene
Arten ein. Einerseits als Koeffizienten einer lokalen Steinerformel und andererseits mittels
der Kru¨mmungen des konvexen Ko¨rpers. In Kapitel 4 fu¨hren wir dann in analoger Art und
Weise die Fahnenmaße ein.
3.1. Stu¨tzmaße als Koeffizienten einer lokalen Steinerformel
In diesem Abschnitt fu¨hren wir die Stu¨tzmaße eines konvexen Ko¨rpers K in Rd als Koeffizi-
enten einer lokalen Steinerformel ein. Genauer gesagt betrachten wir das Volumen geeigneter
lokaler Parallelmengen, deren Abstand zum konvexen Ko¨rper maximal % > 0 betra¨gt (ver-
gleiche [67], Kapitel 4). Das Wachstum des Volumens dieser Mengen in Abha¨ngigkeit von
% reflektiert dann Kru¨mmungseigenschaften des konvexen Ko¨rpers.
Im Folgenden sei K stets ein konvexer Ko¨rper in Rd. Die metrische Projektion eines
Punktes auf den konvexen Ko¨rper K ist eine Abbildung p(K, ·) : Rd → K. Dabei ist
p(K,x) der eindeutige Punkt y in K, der x ∈ Rd am na¨chsten ist, das heißt fu¨r den
d(K,x) = ‖y − x‖ gilt. Fu¨r x /∈ K sei die Richtung u(K,x) gegeben durch
u(K,x) :=
x− p(K,x)
‖x− p(K,x)‖ .
Da u(K,x) in diesem Fall eine a¨ußere Einheitsnormale an K im Randpunkt p(K,x)
ist, wird das Tupel (p(K,x), u(K,x)) auch ein Stu¨tzelement von K genannt. Die Menge
aller Stu¨tzelemente, das sogenannte Einheitsnormalenbu¨ndel von K, wird mit Nor(K)
bezeichnet.
Obige Definitionen sind in Abbildung 3.1 veranschaulicht. Dort ist außerdem die Paral-
lelmenge K% von K im Abstand % > 0 eingezeichnet.
K
K%
%
p(K,x)
u(K,x)
x
Abbildung 3.1.: Parallelmenge K% und Stu¨tzelement (p(K,x), u(K,x))
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K
K%
β
M%(K, η) ω
Sd−1
Abbildung 3.2.: Lokale Parallelmenge M%(K, η) mit η = β × ω
Fu¨r eine Borelmenge η ∈ B(Rd × Sd−1) und % > 0 wird nun die lokale Parallelmenge
M%(K, η) definiert durch (vergleiche Abbildung 3.2)
M%(K, η) := {x ∈ Rd : 0 < d(K,x) ≤ %, (p(K,x), u(K,x)) ∈ η}. (3.1)
Sie ist eine Borelmenge, da sowohl p(K, ·) als auch u(K, ·) auf Rd\K stetig sind. Außerdem
gilt folgende lokale Steinerformel.
Satz 3.1. Sei K ein konvexer Ko¨rper in Rd. Dann existieren endliche, positive Maße
Ξ0(K, ·), . . . , Ξd−1(K, ·) auf B(Rd × Sd−1) derart, dass
λd(M%(K, η)) =
d−1∑
m=0
%d−mκd−m Ξm(K, η) (3.2)
fu¨r alle η ∈ B(Rd × Sd−1) und % > 0 gilt.
Beweis. Die Aussage entspricht Satz 4.2.1 in [67].
Fu¨r ein Polytop P ∈ Pd lassen sich die Koeffizienten der lokalen Steinerformel (3.2) u¨ber
die Seiten des Polytops darstellen. Fu¨r m = 0, . . . , d− 1 gilt (siehe [67], Formel (4.21))
Ξm(P, ·) = 1
ωd−m
∑
F∈Fm(P )
∫
F
∫
n(P,F )
1{(x, u) ∈ ·}Hd−1−m(du)Hm(dx). (3.3)
Die Maße Ξ0(K, ·), . . . ,Ξd−1(K, ·) heißen Stu¨tzmaße. Ihre wichtigsten Eigenschaften sind
im folgenden Satz zusammengefasst.
Satz 3.2. Sei K ein konvexer Ko¨rper in Rd und m ∈ {0, . . . , d− 1}.
1) Die Abbildung K 7→ Ξm(K, ·) ist schwach stetig, das heißt fu¨r (Kj)j∈N ⊂ Kd mit
Kj → K (j →∞) gilt
lim
j→∞
∫
Rd×Sd−1
f(x, u) Ξm(Kj , d(x, u)) =
∫
Rd×Sd−1
f(x, u) Ξm(K, d(x, u))
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fu¨r alle stetigen und beschra¨nkten Funktionen f : Rd × Sd−1 → R, und additiv, das
heißt
Ξm(K1 ∪K2, ·) + Ξm(K1 ∩K2, ·) = Ξm(K1, ·) + Ξm(K2, ·)
fu¨r konvexe Ko¨rper K1,K2 mit K1 ∪K2 ∈ Kd.
2) Die Abbildung Ξm(·, η) : Kd → R ist fu¨r alle η ∈ B(Rd × Sd−1) messbar.
3) Ξm(K, η) ist konzentriert auf dem Einheitsnormalenbu¨ndel Nor(K) von K, das heißt
Ξm(K, η) = Ξm(K, η ∩Nor(K))
fu¨r η ∈ B(Rd × Sd−1).
4) Ξm(K, ·) ist homogen vom Grad m, das heißt
Ξm(λK, λη) = λ
m Ξm(K, η)
fu¨r λ > 0, η ∈ B(Rd × Sd−1) und λη := {(λx, u) : (x, u) ∈ η}.
5) Ξm(K, ·) ist bewegungskovariant, das heißt
Ξm(σK, ση) = Ξm(K, η)
fu¨r alle Bewegungen σ ∈ G(d), wobei σ0 die zugeho¨rige Rotation ist, η ∈ B(Rd×Sd−1)
und ση := {(σx, σ0u) : (x, u) ∈ η}.
Beweis.
1),2) Siehe Theorem 4.2.1 in [67].
3) Siehe Formel (4.7) in [67].
4),5) Siehe Theorem 14.2.2 in [68].
Nun ko¨nnen wir auch die Namensgebung der Stu¨tzmaße verstehen, denn aus der dritten
Eigenschaft geht hervor, dass sie auf der Menge der Stu¨tzelemente des konvexen Ko¨rpers
konzentriert sind.
Unter singula¨ren Randpunkten eines konvexen Ko¨rpers K verstehen wir Randpunkte, die
nicht regula¨r sind und unter singula¨ren a¨ußeren Normalen verstehen wir Normalenvektoren
u ∈ Sd−1, fu¨r die die Stu¨tzmenge F (K,u) eine Strecke entha¨lt. Da ein konvexer Ko¨rper
sowohl singula¨re Randpunkte als auch singula¨re a¨ußere Normalenvektoren besitzen kann,
ist es nu¨tzlich, auch die Projektion der Stu¨tzmaße auf die erste beziehungsweise zweite
Komponente zu betrachten. Dadurch erhalten wir zum einen Maße, die auf Mengen von
Randpunkten definiert sind, und zum anderen Maße, die auf Mengen von Normalenvek-
toren definiert sind. Fu¨r m = 0, . . . , d − 1 heißt Φm(K, ·) := Ξm(K, · × Sd−1) das m-te
Kru¨mmungsmaß von K und Ψm(K, ·) := Ξm(K,Rd × ·) das m-te Oberfla¨chenmaß von
K. Bei den Kru¨mmungsmaßen ko¨nnen wir diese Definition durch Φd(K, ·) := Hd(K ∩ ·)
erga¨nzen.
Fu¨r Polytope kann aus der Formel (3.3) fu¨r Stu¨tzmaße jeweils eine entsprechende
Darstellung fu¨r Oberfla¨chen- und Kru¨mmungsmaße abgeleitet werden (vergleiche auch [67],
Formeln (4.24) und (4.22)), na¨mlich
Ψm(P, ω) =
1
ωd−m
∑
F∈Fm(P )
Hd−1−m(n(P, F ) ∩ ω)Hm(F ) (3.4)
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und
Φm(P, β) =
∑
F∈Fm(P )
γ(F, P )Hm(F ∩ β) (3.5)
fu¨r P ∈ Pd, β ∈ B(Rd), ω ∈ B(Sd−1) und m = 0, . . . , d. Anhand dieser Darstellung ist
leicht zu erkennen, dass das Kru¨mmungsmaß nur vom Polytop P und der Borelmenge β
abha¨ngt und nicht von der Dimension des umgebenden Raumes, in dem es berechnet wird.
Es kann also in jedem affinen Unterraum berechnet werden, der das Polytop P entha¨lt.
Die Eigenschaften der Stu¨tzmaße aus Satz 3.2 lassen sich natu¨rlich fu¨r die Kru¨mmungs-
und Oberfla¨chenmaße entsprechend ableiten. Die Kru¨mmungsmaße sind außerdem lokal
definiert in dem Sinne, dass fu¨r eine offene Menge β ⊂ Rn und konvexe Ko¨rper K1,K2 ∈ Kd,
die K1 ∩ β = K2 ∩ β erfu¨llen,
Φm(K1, β
′) = Φm(K2, β′)
fu¨r alle Borelmengen β′ ⊂ β gilt (vergleiche [67], S. 215). Fu¨r die Oberfla¨chenmaße gilt
A¨hnliches, nur diesmal in dem Sinne, dass fu¨r eine Borelmenge ω ∈ B(Sd−1) und konvexe
Ko¨rper K1,K2 ∈ Kd, die τ(K1, ω) = τ(K2, ω) erfu¨llen,
Ψm(K1, ω) = Ψm(K2, ω)
gilt, wobei τ(K,ω) die Menge aller Randpunkte von K bezeichnet, in denen eine zu ω
geho¨rige a¨ußere Normale an K existiert (vergleiche [67], S. 215).
In der Literatur (zum Beispiel in [67]) wird teilweise eine andere Normalisierung verwendet.
Dabei sind die Maße Θm(K, ·), Cm(K, ·) und Sm(K, ·) fu¨r m = 0, . . . , d− 1 gegeben durch
dκd−mΞm(K, ·) =
(
d
m
)
Θm(K, ·), (3.6)
dκd−mΦm(K, ·) =
(
d
m
)
Cm(K, ·), (3.7)
dκd−mΨm(K, ·) =
(
d
m
)
Sm(K, ·). (3.8)
Betrachten wir spezielle Kru¨mmungs- oder Oberfla¨chenmaße, so erhalten wir zum Beispiel
Φd−1(K, ·) =
{
1
2 Hd−1(∂K ∩ ·), falls dim(K) 6= d− 1,
Hd−1(∂K ∩ ·), falls dim(K) = d− 1,
und
Ψd−1(K, ·) = 1
2
Hd−1(τ(K, ·)), falls dim(K) 6= d− 1, (3.9)
sowie
Φ0(K, ·) = 1
ωd
Hd−1(σ(K, ·)), Ψ0(K, ·) = 1
ωd
Hd−1(·).
Einen besonderen Stellenwert hat das (d − 1)-te Oberfla¨chenmaß Sd−1(K, ·). Denn Auf-
grund des Existenzsatzes von Minkowski (siehe [67], Theorem 8.5.5) wissen wir, dass
ein volldimensionaler konvexer Ko¨rper durch Sd−1(K, ·) bis auf Translation festgelegt ist.
Neben der Stu¨tzfunktion ist dies also eine weitere Mo¨glichkeit einen konvexen Ko¨rper zu
charakterisieren.
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Anhand von Formel (3.9) sehen wir, dass das (d − 1)-te Oberfla¨chenmaß der halben
Oberfla¨che der Menge τ(K, ·) entspricht. Dadurch ist es zu seinem Namen gekommen. Alle
anderen Maße ergeben sich daraus durch die Steinerformel (siehe [67], Formel (4.27))
Ψd−1(K + %Bd, ·) =
d−1∑
m=0
%d−1−m
ωd−m
2
Ψm(K, ·).
Sei nun K ein konvexer Ko¨rper in Rd, der von der Klasse C2+ ist. Nach (2.4) und (3.1)
gilt dann fu¨r das m-te Kru¨mmungsmaß folgende Darstellung (vergleiche auch [67], Formel
(4.25))
Φm(K,β) =
(
d
m
)
dκd−m
∫
∂K∩β
Hd−1−m(K;x)Hd−1(dx)
und fu¨r das m-te Oberfla¨chenmaß (vergleiche auch [67], Formel (4.26))
Ψm(K,ω) =
(
d
m
)
dκd−m
∫
ω
sm(K;u)Hd−1(du)
fu¨r β ∈ B(Rd), ω ∈ B(Sd−1) und m = 1, . . . , d− 1. Fu¨r beliebige konvexe Ko¨rper ko¨nnen
die Kru¨mmungsmaße als Ersatz fu¨r die elementarsymmetrischen Funktionen der Haupt-
kru¨mmungen betrachtet werden, die nur fu¨r konvexe Ko¨rper der Klasse C2+ definiert sind.
Dies erkla¨rt woher sie ihren Namen erhalten haben.
Nun sei K wieder ein beliebiger konvexer Ko¨rper in Rd. Betrachten wir die totalen Maße,
so erhalten wir einerseits die Quermaßintegrale
Wm(K) :=
1
d
Θd−m(K,Rd × Sd−1), m = 1, . . . , d,
W0(K) := Vd(K)
und andererseits die inneren Volumina
Vm(K) := Φm(K,Rd) = Ψm(K,Sd−1), m = 0, . . . , d,
die unabha¨ngig von der Dimension des umgebenden Raumes sind. Insbesondere gilt
Vm(K) =
(
d
m
)
κd−m
Wd−m(K), m = 0, . . . , d, (3.10)
und wegen (3.5) fu¨r ein Polytop P , dass
Vm(P ) =
∑
F∈Fm(P )
γ(F, P )Hm(F ).
Die inneren Volumina tauchen auch als Koeffizienten der Steinerformel
V (K + %Bd) =
d∑
j=0
%d−j κd−j Vj(K) =
d∑
i=0
%i
(
n
i
)
Wi(K), % ≥ 0,
auf, die besagt, dass das Volumen des Parallelko¨rpers von K im Abstand % als ein Poly-
nom vom Grad d in % dargestellt werden kann. Die inneren Volumina haben außerdem
geometrische Interpretationen. So entspricht zum Beispiel Vd(K) dem Volumen von K und
Vd−1(K) ist die halbe Oberfla¨che. Weiter ist V1(K) bis auf einen von der Dimension von
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K abha¨ngenden Faktor die mittlere Breite von K und V0(K) ist immer eins.
Wie wir gesehen haben, gehen die Stu¨tzmaße aus einer lokalen Betrachtung der Minkowski-
Summe K+%Bd hervor. Daher ist es naheliegend zu vermuten, dass sie auch auf allgemeine
Kombinationen %1K1 + · · ·+ %kKk erweitert werden ko¨nnen, wobei K1, . . . ,Kk ∈ Kd und
%1, . . . , %k ≥ 0 (k ∈ N) sind. Fu¨r die Oberfla¨chen- und die Kru¨mmungsmaße (siehe [46])
ist dies bekannt (siehe auch [31] und [40] fu¨r Spezialfa¨lle). Im folgenden Satz sehen wir,
dass auch eine multilineare Entwicklung des Maßes Ξm(%1K1 + · · ·+ %kKk, ·) mo¨glich ist,
falls die konvexen Ko¨rper K1, . . . ,Kk in allgemeiner Lage sind. Diese Bedingung bedeutet,
dass die Stu¨tzmenge F (K1 + · · ·+Kk, u) = F (K1, u) + · · ·+ F (Kk, u) fu¨r jede Richtung
u ∈ Sd−1 die Gleichung dim(F (K1 + · · ·+Kk, u)) = dim(F (K1, u)) + · · ·+ dim(F (Kk, u))
erfu¨llt. Dies ist zum Beispiel der Fall, wenn K1, . . . ,Kk strikt konvex sind.
Sind K1, . . . ,Kk ∈ Kd in allgemeiner Lage, so ist die Summe β1 + · · · + βk ⊂ Rd
von Borelmengen β1, . . . , βk ⊂ Rd mit βi ⊂ Ki fu¨r i = 1, . . . , k im Allgemeinen keine
Borelmenge. Nach Lemma 3.2 in [46] ist allerdings (β1 + · · ·+ βk) ∩ ∂(K1 + · · ·+Kk) eine
Borelmenge. Da die Stu¨tzmaße auf dem Einheitsnormalenbu¨ndel konzentriert sind und
somit fu¨r einen konvexen Ko¨rper K ∈ Kd die Gleichung Ξm(K, ·) = Ξm(K, ·∩ (∂K×Sd−1))
gilt, ist die linke Seite der unten stehenden Gleichung (3.11) wohldefiniert.
Im Folgenden bedeutet die Notation K[r], dass der Eintrag K in dem Ausdruck r-mal
wiederholt wird, und (A)r bezeichnet das r-fache kartesische Produkt einer Menge A.
Satz 3.3. Fu¨r k ∈ N seien %1, . . . , %k ≥ 0, K1, . . . ,Kk ∈ Kd konvexe Ko¨rper in allgemeiner
Lage sowie β1, . . . , βk ⊂ Rd Borelmengen mit βi ⊂ Ki und γ ⊂ Sd−1 eine Borelmenge.
1) Fu¨r m ∈ {0, . . . , d−1} und i1, . . . , ik ∈ {0, . . . ,m} mit i1 + · · ·+ ik = m gibt es Maße
Ξi1,...,ik(K1, . . . ,Kk, ·) auf (Rd)k×Sd−1, die auf ∂K1×· · ·×∂Kk×Sd−1 konzentriert
sind, sodass
Ξm
(
k∑
i=1
%iKi,
( k∑
i=1
%iβi
)
× γ
)
(3.11)
=
m∑
i1,...,ik=0
(
m
i1, . . . , ik
)
%i11 · · · %ikk Ξi1,...,ik(K1, . . . ,Kk, β1 × · · · × βk × γ).
Das Maß Ξi1,...,ik(K1, . . . ,Kk, ·) ha¨ngt schwach stetig von K1, . . . ,Kk in allgemeiner
Lage ab und ist symmetrisch in dem Sinne, dass
Ξi1,...,ik(K1, . . . ,Kk, β1 × · · · × βk × γ)
= Ξipi(1),...,ipi(k)(Kpi(1), . . . ,Kpi(k), βpi(1) × · · · × βpi(k) × γ)
fu¨r alle Permutationen pi von 1, . . . , k. Fu¨r i1 = 0 gilt
Ξi1,...,ik(K1, . . . ,Kk, ∂K1 × ·) = Ξi2,...,ik(K2, . . . ,Kk, ·).
Fu¨r i1 6= 0 ist Ξi1,...,ik(K1, . . . ,Kk, ·) translationskovariant und homogen vom Grad i1
in der ersten Komponente, das heißt
Ξi1,i2,...,ik(λK1 + x,K2, . . . ,Kk, (λβ1 + x)× β2 × · · · × βk × γ)
= λi1 Ξi1,...,ik(K1, . . . ,Kk, β1 × · · · × βk × γ)
fu¨r λ > 0 und x ∈ Rd. Des Weiteren hat Ξi1,i2,...,ik(·,K2, . . . ,Kk, ·×β2×· · ·×βk×γ)
eine Polynomentwicklung.
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2) Seien m ∈ {1, . . . , d− 1} und i1, . . . , ik ∈ {1, . . . ,m} so, dass i1 + · · ·+ ik = m. Sind
K1, . . . ,Kk ∈ Kd strikt konvexe Ko¨rper, so gilt
Ξi1,...,ik(K1, . . . ,Kk, β1 × · · · × βk × γ)
= Ξ1,...,1(K1[i1], . . . ,Kk[ik], (β1)
i1 × · · · × (βk)ik × γ),
wobei der untere Index 1 auf der rechten Seite m-mal auftritt.
3) Fu¨r m ∈ {0, . . . , d − 1}, r ∈ {0, . . . ,m}, einen konvexen Ko¨rper K ∈ Kd und
Borelmengen β ⊂ K, γ ⊂ Sd−1 gilt
Ξr(K,β × γ) =
(
d
r
)(
d
m
) κd−m
κd−r
Ξr,m−r(K,Bd, β × Sd−1 × γ).
Fu¨r konvexe Ko¨rper K1, . . . ,Ks ∈ Kd in allgemeiner Lage und Borelmengen γ ⊂ Sd−1,
β1, . . . , βs ⊂ Rd mit βi ⊂ Ki gilt außerdem
Ξi1,...,is(K1, . . . ,Ks, β1 × · · · × βs × γ)
=
(
d
r
)(
d
m
) κd−m
κd−r
Ξi1,...,is,m−r(K1, . . . ,Ks, B
d, β1 × · · · × βs × Sd−1 × γ),
wobei i1, . . . , is ∈ {0, . . . , r} mit i1 + · · ·+ is = r.
Beweis.
1) Aus (5.16) in [46] und wegen (3.6) erhalten wir die Polynomentwicklung (3.11) mit
Koeffizienten-Maßen Ξi1,...,ik , die durch diese Entwicklung festgelegt sind. Die weiteren
Eigenschaften dieser gemischten Maße folgen nun aus der Formel auf S. 328 in [46]
sowie aus den Eigenschaften, die in Theorem 5.6 und Corollary 3.6 in [46] angegeben
werden.
2) Seien m ∈ {1, . . . , d − 1} und i1, . . . , ik ∈ {1, . . . ,m} mit m = i1 + · · · + ik. Seien
K1, . . . ,Kk ∈ Kd strikt konvex. Wir betrachten %11, . . . , %1i1 , . . . , %k1, . . . , %kik ≥ 0
sowie Borelmengen βi ⊂ Rd mit βi ⊂ Ki fu¨r i = 1, . . . , k und γ ⊂ Sd−1. Dann ist der
Koeffizient von %11 · · · %kik in der Entwicklung von
Ξm
( k∑
r=1
ir∑
sr=1
%rsrKr,
( k∑
r=1
ir∑
sr=1
%rsrβr
)
× γ
)
(3.12)
nach (3.11)
m! Ξ1,...,1(K1[i1], . . . ,Kk[ik], (β1)
i1 × · · · × (βk)ik × γ).
Der Index 1 im Maß Ξ1,...,1 tritt hier m-mal auf. Nutzen wir andererseits aus, dass
Kr strikt konvex ist und βr ⊂ Kr, so gilt(
k∑
r=1
ir∑
sr=1
%rsrβr
)
∩ ∂
(
k∑
r=1
ir∑
sr=1
%rsrKr
)
=
[
k∑
r=1
(
ir∑
sr=1
%rsr
)
βr
]
∩ ∂
[
k∑
r=1
(
ir∑
sr=1
%rsr
)
Kr
]
.
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Hieraus folgt, dass (3.12) das Gleiche sein muss wie
Ξm((%11 + · · ·+ %1i1)K1 + · · ·+ (%k1 + · · ·+ %kik)Kk,
[(%11 + · · ·+ %1i1)β1 + · · ·+ (%k1 + · · ·+ %kik)βk]× γ).
Entwickeln wir dies mit (3.11), so erhalten wir
m∑
r1,...,rk=0
(
m
r1, . . . , rk
)
(%11 + · · ·+ %1i1)r1 · · · (%k1 + · · ·+ %kik)rk
× Ξr1,...,rk(K1, . . . ,Kk, β1 × · · · × βk × γ).
Entwicklung der k Terme (. . .)rm , m = 1, . . . , k, liefert schließlich ein Polynom in
%11, . . . , %kik , das homogen vom Grad m ist. Das Monom %11 · · · %1i1 · · · %k1 · · · %kik
taucht nur in der Entwicklung von r1 = i1, . . . , rk = ik auf und dort mit Vielfachheit(
i1
1,...,1
) · · · ( ik1,...,1). Daher ist der Koeffizient dieses Monoms(
m
i1, . . . , ik
)(
i1
1, . . . , 1
)
· · ·
(
ik
1, . . . , 1
)
Ξi1,...,ik(K1, . . . ,Kk, β1 × · · · × βk × γ)
= m! Ξi1,...,ik(K1, . . . ,Kk, β1 × · · · × βk × γ).
Ein Koeffizientenvergleich zeigt nun, dass
Ξ1,...,1(K1[i1], . . . ,Kk[ik], (β1)
i1 × · · · × (βk)ik × γ)
= Ξi1,...,ik(K1, . . . ,Kk, β1 × · · · × βk × γ).
3) Fu¨r K ∈ Kd folgt aus 1), dass
Ξm(K + %B
d, (β + %Bd)× γ) =
m∑
r=0
%m−r
(
m
r
)
Ξr,m−r(K,Bd, β × Sd−1 × γ).
Sei T%(x, u) = (x+ %u, u) fu¨r (x, u) ∈ Rd × Sd−1. Wegen
Ξm(K + %B
d, (β + %Bd)× γ) = Ξm(K + %Bd, [(β + %Bd)× γ] ∩Nor(K + %Bd))
= Ξm(K + %B
d, T%(β × γ))
und unter Verwendung der Polynomentwicklung fu¨r Stu¨tzmaße (siehe [67], Theorem
4.2.7)
Ξm(K + %B
d, T%(β × γ)) =
m∑
r=0
%m−r
(
d− r
m− r
)
κd−r
κd−m
Ξr(K,β × γ) (3.13)
folgt durch Koeffizientenvergleich
Ξr(K,β × γ) =
(
d
r
)(
d
m
) κd−m
κd−r
Ξr,m−r(K,Bd, β × Sd−1 × γ).
Ersetzen wir K durch eine Minkowski-Kombination %1K1 + · · ·+ %sKs mit konve-
xen Ko¨rpern K1, . . . ,Ks ∈ Kd in allgemeiner Lage und β durch eine Minkowski-
Kombination %1β1 + · · ·+ %sβs, entwickeln beide Seiten und vergleichen die Koeffizi-
enten, so erhalten wir
Ξi1,...,is(K1, . . . ,Ks, β1 × · · · × βs × γ)
=
(
d
r
)(
d
m
) κd−m
κd−r
Ξi1,...,is,m−r(K1, . . . ,Ks, B
d, β1 × · · · × βs × Sd−1 × γ),
wobei i1 + · · ·+ is = r.
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Bemerkung 3.4.
1) Die strikte Konvexita¨t beno¨tigen wir, da die i1 Kopien von K1 etc. in allgemeiner Lage
sein mu¨ssen. Auf diese Voraussetzung kann verzichtet werden, wenn die Projektion
der gemischten Maße auf die letzte (spha¨rische) Komponente betrachtet wird. In
diesem Fall vereinfacht sich die Darstellung zur klassischen Multilinearita¨t gemischter
Oberfla¨chenmaße (vergleiche [67], Kapitel 5.1).
2) Im Folgenden schreiben wir abku¨rzend Ξ(K1, . . . ,Km, ·) fu¨r Ξ1,...,1(K1, . . . ,Km, ·),
da hier aus dem Kontext hervorgeht, dass der untere Index 1 m-mal auftritt.
3.2. Stu¨tzmaße und Kru¨mmungen
In diesem Abschnitt fu¨hren wir die Stu¨tzmaße mittels der Kru¨mmungen des konvexen
Ko¨rpers ein und erhalten somit eine andere Darstellung fu¨r sie. Zu diesem Zweck betrachten
wir die Kru¨mmungen nicht wie in Abschnitt 2.4 als Funktionen des Randes des konvexen
Ko¨rpers, sondern als Funktionen auf dem Einheitsnormalenbu¨ndel. Was genau damit
gemeint ist, wird nun erla¨utert. Als Referenzen wurden [67], Kapitel 2.6 und [82] genutzt.
Sei K ∈ Kd ein konvexer Ko¨rper in Rd und % > 0. Der Parallelko¨rper K% von K
besitzt nur regula¨re Randpunkte und sein Rand ∂K% ist nach Theorem 2.2.4 in [67] eine
(d− 1)-dimensionale C1,1-Fla¨che, das heißt eine C1-Hyperfla¨che, deren Normalenabbildung
Lipschitz-stetig ist (vergleiche auch [25], Theorem 4.8).
Die Abbildung
∂K% → Nor(K), z 7→ (p(K, z), u(K, z))
ist bijektiv und bi-Lipschitz, da die metrische Projektion nach Theorem 1.2.1 in [67] eine
Kontraktion ist und die Umkehrabbildung
Nor(K)→ ∂K%, (x, u) 7→ x+ %u
lautet. Mit analytischen Argumenten (vergleiche [67]) la¨sst sich zeigen, dass eine Menge
D∗K ⊂ Nor(K) mit Hd−1(Nor(K)\D∗K) = 0 existiert, sodass u(K, ·) fu¨r alle (x, u) ∈ D∗K und
alle % > 0 im Punkt x+%u differenzierbar ist und die Ableitung Du(K,x+%u) : u⊥ → u⊥ in
diesem Punkt reelle Eigenwerte k1(K;x+%u), . . . , kd−1(K;x+%u) ≥ 0 hat. Die zugeho¨rigen
Eigenvektoren a1(K;x, u), . . . , ad−1(K;x, u) werden Hauptkru¨mmungsrichtungen genannt.
Sie sind paarweise orthogonal, bilden eine Orthonormalbasis von u⊥ und ko¨nnen unabha¨ngig
von % gewa¨hlt werden (siehe [82], S. 559 oben).
Die verallgemeinerten Hauptkru¨mmungen sind fu¨r Hd−1-fast alle (x, u) ∈ Nor(K) und
alle % > 0 definiert durch (siehe [82], Formel (3))
ki(K;x, u) := lim
t↘0
ki(K;x+ %u)
1 + (t− %) ki(K;x+ %u)
=
{
ki(K;x+%u)
1−% ki(K;x+%u) , falls ki(K;x+ %u) < %
−1,
∞, falls ki(K;x+ %u) = %−1
fu¨r i ∈ {1, . . . d− 1}. Hieraus erhalten wir fu¨r i ∈ {1, . . . , d− 1} durch Umformen
ki(K;x+ %u) =
{
ki(K;x,u)
1+% ki(K;x,u)
, falls ki(K;x, u) <∞,
%−1, falls ki(K;x, u) =∞.
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Zu den in Abschnitt 2.4 eingefu¨hrten Kru¨mmungen, die auf dem Rand eines konve-
xen Ko¨rpers definiert sind, besteht folgender Zusammenhang. Ist x ein normaler Rand-
punkt von K, so ist x + % σK(x) fu¨r alle % > 0 ein normaler Randpunkt des Paral-
lelko¨rpers K%. Daher entsprechen nach Lemma 3.1 in [39] die verallgemeinerten Haupt-
kru¨mmungen ki(K;x, σK(x)) fu¨r Hd−1-fast alle x ∈ ∂K den Hauptkru¨mmungen ki(K;x)
von K in x, i = 1, . . . , d − 1. Des Weiteren sind nach Lemma 3.4 in [39] die Wer-
te k1(K;xK(u), u)
−1, . . . , kd−1(K;xK(u), u)−1 fu¨r Hd−1-fast alle u ∈ Sd−1 die Haupt-
kru¨mmungsradien von K in u.
Im Folgenden gehen wir davon aus, dass die verallgemeinerten Hauptkru¨mmungen
geordnet sind, das heißt
0 ≤ k1(K;x, u) ≤ · · · ≤ kd−1(K;x, u) ≤ ∞.
Mit Hilfe der Hauptkru¨mmungsrichtungen kann eine spezielle Orthonormalbasis des Tan-
gentialraums von Nor(K) in (x, u) konstruiert werden. Die Basis dieses (d−1)-dimensionalen
Unterraums von Rd × Sd−1 ist dann gegeben durch{(
1√
1 + ki(K;x, u)2
ai(K;x, u),
ki(K;x, u)√
1 + ki(K;x, u)2
ai(K;x, u)
)
: i = 1, . . . , d− 1
}
.
Definieren wir die bijektive bi-Lipschitz Abbildung F durch
F : Nor(K)× (0,∞)→ Rd\K
(x, u, t) 7→ x+ tu,
so gilt fu¨r die lokale Parallelmenge (3.1)
M%(K, η) = {x ∈ K%\K : (p(K,x), u(K,x)) ∈ η}
= F ({(x, u, t) ∈ Nor(K)× (0, %] : (x, u) ∈ η}),
wobei η ∈ B(Rd × Sd−1).
Wie im letzten Abschnitt sind wir nun an dem Lebesgue-Maß dieser Menge interessiert.
Dieses wird in [82] mit Hilfe obiger Orthonormalbasis, der Kofla¨chenformel (siehe [26],
Theorem 3.2.12) und der Jacobi-Determinante der Funktion F , die durch
JF (x, u, t) =
d−1∏
i=1
1 + tki(K;x, u)√
1 + ki(K;x, u)2
=
d−1∑
m=0
td−m−1
∑
I⊂{1,...,d−1}
|I|=d−m−1
∏
i∈I ki(K;x, u)∏d−1
i=1
√
1 + ki(K;x, u)2
gegeben ist, berechnet. Wir beschra¨nken uns hier darauf, das Ergebnis anzugeben. Es gilt
Hd(M%(K, η))
=
∫
Nor(K)× (0,%]
1{(x, u) ∈ η} JF (x, u, t)Hd(d(x, u, t))
=
∫
Nor(K)∩ η
∫ %
0
JF (x, u, t) dtHd−1(d(x, u))
=
d−1∑
m=0
1
d−m %
d−m
∫
Nor(K)∩ η
∑
I⊂{1,...,d−1}
|I|=d−m−1
∏
i∈I ki(K;x, u)∏d−1
i=1
√
1 + ki(K;x, u)2
Hd−1(d(x, u)).
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In obigem Produkt verwenden wir die Konvention ki(K;x,u)√
1+ki(K;x,u)2
= 1 beziehungsweise
1√
1+ki(K;x,u)2
= 0, falls die verallgemeinerte Hauptkru¨mmung ki(K;x, u) den Wert unend-
lich annimmt.
Die Stu¨tzmaße sind dann nach Theorem 3 in [82] fu¨r m ∈ {0, . . . , d− 1} gegeben durch
Ξm(K, η) =
1
ωd−m
∫
Nor(K)∩ η
∑
I⊂{1,...,d−1}
|I|=d−m−1
∏
i∈I ki(K;x, u)∏d−1
i=1
√
1 + ki(K;x, u)2
Hd−1(d(x, u)). (3.14)
Bemerkung 3.5. Satz 3.3 dieses Kapitels ist in der gemeinsamen Vero¨ffentlichung [44]
mit D. Hug und W. Weil enthalten.

4. Fahnenmaße
Dieses Kapitel ist eine ausfu¨hrliche Einfu¨hrung in die Fahnenmaße eines konvexen Ko¨rpers,
die uns schon in der Einleitung begegnet sind. Wir stellen im Folgenden drei Mo¨glichkeiten
vor sie zu definieren. Da die Fahnenmaße eine Verallgemeinerung der Stu¨tzmaße darstellen,
orientieren wir uns an der Reihenfolge des letzten Kapitels und leiten die Fahnenmaße
zuna¨chst wie in [35] als Koeffizienten einer lokalen Steinerformel her. Im darauffolgenden
Abschnitt 4.2 zeigen wir, wie die Fahnenmaße mittels der Kru¨mmungen des konvexen
Ko¨rpers ausgedru¨ckt werden ko¨nnen (vergleiche [41] und [61]). Abschnitt 4.3 entha¨lt die
dritte Mo¨glichkeit Fahnenmaße zu definieren. Hier nutzen wir den Zusammenhang der
Fahnenmaße zu den Stu¨tzmaßen aus, um sie als Projektionsmittel darzustellen. Ausge-
hend von dieser Definition zeigen wir dann in Abschnitt 4.4 zahlreiche Eigenschaften der
Fahnenmaße.
4.1. Fahnenmaße als Koeffizienten einer lokalen Steinerformel
In diesem Abschnitt fu¨hren wir die Fahnenmaße als Koeffizienten einer lokalen Steiner-
formel ein. Erstmals bewiesen wurde diese Darstellung von Hinderer in Kapitel 4 seiner
Dissertation [35]. Das Vorgehen ist dabei sehr a¨hnlich zur Herleitung der im letzten Kapitel
vorgestellten Stu¨tzmaße. In diesem Fall werden allerdings anstatt der lokalen Parallel-
mengen von Punkten in Rd mit Abstand kleiner % > 0 zum konvexen Ko¨rper K lokale
Parallelmengen von k-Ebenen E betrachtet, fu¨r deren Abstand zu K ebenfalls d(K,E) < %
gilt.
Sei K ein konvexer Ko¨rper in Rd, % > 0 und 0 ≤ k < d. Mit l(K,E) ∈ E bezeichnen
wir den eindeutigen na¨chsten Punkt einer affinen k-Ebene E ∈ A(d, k) zu K, falls dieser
existiert. Außerdem bezeichnen wir in diesem Fall mit p(K,E) ∈ K die metrische Projektion
von l(K,E) auf K und somit ist p(K,E) der eindeutige na¨chste Punkt von K zu E, das
heißt es gilt d(K,E) = ‖p(K,E)− l(K,E)‖.
Die Menge aller affinen k-Ebenen E, die einen eindeutigen na¨chsten Punkt zu K haben, K
aber nicht schneiden, nennen wir K(k). Bis auf eine µk-Nullmenge sind darin alle k-Ebenen
enthalten, die K nicht schneiden (siehe [35], Lemma 21).
Fu¨r E ∈ K(k) wird die Richtung u(K,E) des ku¨rzesten Vektors, der K und E bezie-
hungsweise genauer gesagt p(K,E) und l(K,E) verbindet, definiert durch
u(K,E) :=
l(K,E)− p(K,E)
d(K,E)
.
Die hier verwendeten Funktionen p(K, ·), l(K, ·), u(K, ·) : K(k) → Rd sowie d(·, ·) : Kd ×
G(d, k) → Rd sind nach Lemma 23 in [35] alle stetig. Zur Veranschaulichung sind sie in
Abbildung 4.1 graphisch dargestellt.
Nun wird zum einen die Menge K
(k)
% von k-Ebenen, deren Abstand zu K maximal % ist,
durch
K(k)% := {E ∈ K(k) : 0 < d(K,E) ≤ %}
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K
E
l(K,E)
p(K,E)
d(K,E)u(K,E)
Abbildung 4.1.: Na¨chste Punkte von K und E
definiert. Andererseits definieren wir die lokale Parallelmenge von k-Ebenen
M (k)% (K, η) := {E ∈ K(k)% : (p(K,E), u(K,E), L(E)) ∈ η}
fu¨r eine Borelmenge η ∈ B(Rd × Sd−1 ×G(d, k)). Definieren wir außerdem
µ(k)% (K, ·) := µk(M (k)% (K, ·)), (4.1)
so erhalten wir ein endliches Borelmaß auf B(Rd × Sd−1 × G(d, k)), da µ(k)% (K, ·) das
Bildmaß von µk unter der stetigen Abbildung f
(k)
% : K
(k)
% → Rd × Sd−1 × G(d, k), E 7→
(p(K,E), u(K,E), L(E)) ist. Einige Eigenschaften dieses Maßes fassen wir im folgenden
Satz zusammen.
Satz 4.1. Sei K ∈ Kd ein konvexer Ko¨rper und % > 0. Dann gilt:
1) Die Abbildung K 7→ µ(k)% (K, ·) ist schwach stetig und additiv.
2) Die Abbildung µ
(k)
% (·, η) ist messbar fu¨r alle η ∈ B(Rd × Sd−1 ×G(d, k)).
Beweis.
1) Das sind die Aussagen von Lemma 26 und Lemma 28 in [35].
2) Das ist die Aussage von Lemma 27 in [35].
Ist P ∈ Kd ein Polytop, so besitzt das Maß µ(k)% (P, ·) eine Polynomdarstellung in % (siehe
[35], Kapitel 4.2)
µ(k)% (P, ·) =
d−k−1∑
m=0
%d−k−mκd−k−m Ξ(k)m (P, ·). (4.2)
Die Koeffizienten Ξ
(k)
m (P, ·) sind endliche Maße auf B(Rd × Sd−1 ×G(d, k)) und besitzen
fu¨r k ∈ {0, . . . , d− 1}, m ∈ {0, . . . , d− k− 1} und η ∈ B(Rd×Sd−1×G(d, k)) die explizite
Darstellung
Ξ(k)m (P, η) =
1
ωd−k−m
∫
G(d,k)
∑
F∈Fm(P )
∫
F |L⊥
∫
L⊥∩n(P,F )
(4.3)
× 1{(p(F,L+ x), u, L) ∈ η}Hd−k−m−1(du)Hm(dx) νk(dL).
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Nach Theorem 29 in [35] la¨sst sich die Polynomdarstellung (4.2) aufgrund der schwachen
Stetigkeit von µ
(k)
% (P, ·) mit Hilfe von Eigenschaft 1) aus dem folgenden Satz 4.2 auf
beliebige konvexe Ko¨rper K ∈ Kd erweitern. Fu¨r K ∈ Kd, k ∈ {0, . . . , d − 1} und % > 0
erhalten wir
µ(k)% (K, ·) =
d−k−1∑
m=0
%d−k−mκd−k−m Ξ(k)m (K, ·). (4.4)
Die hierdurch definierten Maße Ξ
(k)
m (K, ·), m ∈ {0, . . . , d− k− 1}, heißen Fahnenmaße von
K beziehungsweise genauer Fahnen-Stu¨tzmaße von Typ (k,m). Sie sind nichtnegativ und
die Abbildung K 7→ Ξ(k)m (K, η) ist fu¨r alle η ∈ B(Rd × Sd−1 ×G(d, k)) messbar (vergleiche
[35], Theorem 29). Fu¨r die Fahnenmaße gilt der folgende Satz. Hierbei bezeichnet Nork(K)
fu¨r k ∈ {0, . . . , d− 1} das k-te verallgemeinerte Normalenbu¨ndel von K ∈ Kd
Nork(K) := {(x, u, L) ∈ Rd × Sd−1 ×G(d, k) : (x, u) ∈ Nor(K), L ⊥ u}.
Satz 4.2. Sei k ∈ {0, . . . , d− 1} und m ∈ {0, . . . , d− k − 1}.
1) Die Fahnenmaße Ξ
(k)
m erfu¨llen eine umgekehrte lokale Steinerformel, das heißt fu¨r
K ∈ Kd existiert eine Darstellung
Ξ(k)m (K, ·) =
d−k∑
j=1
c(d, k,m, j)µ
(k)
j (K, ·),
wobei die Konstanten c(d, k,m, j) ∈ R nur von d, k,m und j abha¨ngen.
2) Die Fahnenmaße sind lokal definiert, das heißt es gilt
Ξ(k)m (K1, η) = Ξ
(k)
m (K2, η)
fu¨r alle konvexen Ko¨rper K1,K2 ∈ Kd und alle Borelmengen η ⊂ Rd×Sd−1×G(d, k)
mit η ∩Nork(K1) = η ∩Nork(K2).
Beweis.
1) Sei zuna¨chst P ∈ Pd ein Polytop und η ⊂ Rd× Sd−1×G(d, k) eine feste Borelmenge.
Setzen wir in (4.2) fu¨r % die Werte 1, . . . , d − k ein, so erhalten wir ein lineares
Gleichungssystem fu¨r die Koeffizienten Ξ
(k)
0 (P, η), . . . , Ξ
(k)
d−k−1(P, η). Da die zugeho¨rige
Determinante eine Vandermonde-Determinante ist, ist dieses lineare Gleichungssystem
invertierbar. Also erhalten wir Ξ
(k)
m (P, η) als eine Linearkombination der Werte
µ
(k)
1 (P, η), . . . , µ
(k)
d−k(P, η), das heißt
Ξ(k)m (P, η) =
d−k∑
j=1
c(d, k,m, j)µ
(k)
j (P, η)
mit reellen Konstanten c(d, k,m, j), die von d, k,m und j abha¨ngen, aber nicht von P
und η. Wegen Satz 4.1 1) la¨sst sich dies durch Approximation auf beliebige konvexe
Ko¨rper K ∈ Kd erweitern.
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2) Seien K1,K2 konvexe Ko¨rper in Rd und η ∈ B(Rd×Sd−1×G(d, k)) eine Borelmenge,
fu¨r die η ∩Nork(K1) = η ∩Nork(K2) erfu¨llt ist.
Fu¨r eine affine k-Ebene E ∈M (k)% (K1, η) gilt nach Definition der lokalen Parallelmenge
(p(K1, E), u(K1, E), L(E)) ∈ η ∩ Nork(K1). Wegen η ∩ Nork(K1) = η ∩ Nork(K2)
gilt also auch (p(K1, E), u(K1, E), L(E)) ∈ η ∩ Nork(K2) ⊂ Nork(K2) und somit
insbesondere (p(K1, E), u(K1, E)) ∈ Nor(K2). Also gilt µk-fast sicher p(K1, E) =
p(K2, E) und E ∩ K2 = ∅. Hieraus folgt u(K1, E) = u(K2, E) und somit E ∈
M
(k)
% (K2, η). Durch analoges Vorgehen mit vertauschten Rollen fu¨r K1 und K2
erhalten wir
M (k)% (K1, η) = M
(k)
% (K2, η)
bis auf eine µk-Nullmenge affiner k-Ebenen. Dies impliziert wiederum µ
(k)
% (K1, η) =
µ
(k)
% (K2, η). Durch invertieren der linearen Gleichungssysteme wie in 1) folgt schließlich
Ξ(k)m (K1, η) = Ξ
(k)
m (K2, η).
Bemerkung 4.3. In [44] wird folgende andere Definition der lokalen Definiertheit gewa¨hlt.
Falls es fu¨r konvexe Ko¨rper K1,K2 ∈ Kd eine offene Menge X gibt mit X ∩K1 = X ∩K2,
so wird die Gleichheit der Fahnenmaße auf allen Borelmengen η ∈ B(Rd × Sd−1 ×G(d, k))
mit {x ∈ Rd : (x, u, L) ∈ η} ⊂ X gefordert. Wenn Fahnenmaße im dortigen Sinn lokal
definiert sind, dann sind sie es auch in dem hier betrachteten Sinn. Denn ist X eine offene
Teilmenge des Rd mit X ∩K1 = X ∩K2 und {x ∈ Rd : (x, u, L) ∈ η} ⊂ X, so ist auch
η ∩Nork(K1) = η ∩Nork(K2) erfu¨llt.
4.2. Fahnenmaße und Kru¨mmungen
A¨hnlich wie die Stu¨tzmaße (siehe Abschnitt 3.2) besitzen auch die Fahnenmaße eine
Darstellung als Integral u¨ber das Einheitsnormalenbu¨ndel Nor(K) eines konvexen Ko¨rpers
K. Diese werden wir in diesem Abschnitt wie in [41] beziehungsweise [61] herleiten. Fu¨r k ∈
{0, . . . , d−1} entsprechen die so definierten Maße den Fahnenmaßen Ξ(k)d−k−1(K, ·×G(d, k))
aus dem vorangegangenen Abschnitt. Interpretieren ko¨nnen wir sie als Maße der Menge
der k-Ebenen, die den konvexen Ko¨rper K in einer gegebenen Teilmenge von Rd × Sd−1
beru¨hren.
In Abschnitt 3.2 haben wir gesehen, dass die verallgemeinerten Hauptkru¨mmungen
ki(K;x, u) ∈ [0,∞] von K in (x, u) ∈ Nor(K) sowie die zugeho¨rigen Hauptkru¨mmungsrich-
tungen ai(K;x, u) ∈ Sd−1, i = 1, . . . , d − 1, fu¨r Hd−1-fast alle (x, u) ∈ Nor(K) definiert
sind. Fu¨r sie definieren wir nun zum einen
KI(K;x, u) :=
∏
i∈I ki(K;x, u)∏d−1
i=1
√
1 + ki(K;x, u)2
, (4.5)
wobei ein Produkt u¨ber eine leere Indexmenge 1 ist. Falls ki(K;x, u) = ∞ fu¨r ein
i ∈ {1, . . . , d − 1}, so wird KI(K;x, u) als Grenzwert fu¨r ki(K;x, u) → ∞ berechnet.
Insbesondere bedeutet dies 1√
1+∞2 = 0 und
∞√
1+∞2 = 1. Zum anderen bezeichnen wir mit
AI(K;x, u) := lin({ai(K;x, u) : i ∈ I})
den linearen Unterraum, der von den Hauptkru¨mmungsrichtungen aufgespannt wird.
Teilweise wird es nu¨tzlich sein, ihn als Multivektor aufzufassen, das heißt
AI(K;x, u) =
∧
i∈I ai(K;x, u). (4.6)
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Hierbei gilt AI(K;x, u) = {o} beziehungsweise AI(K;x, u) = 1 ∈
∧
0Rd, falls I = ∅. Fu¨r
die beno¨tigten Grundlagen aus der multilinearen Algebra verweisen wir auf Abschnitt 2.3.
Fu¨r m ∈ N sei m∗ := d−m− 1. Fu¨r das Stu¨tzmaß gilt dann nach (3.14)
Ξm(K, ·) = 1
ωd−m
∫
Nor(K)
1{(x, u) ∈ ·}
∑
I⊂{1,...,d−1}
|I|=m∗
KI(K;x, u)Hd−1(d(x, u)).
Um eine entsprechende Darstellung fu¨r die Fahnenmaße herzuleiten, definieren wir auf
dem k-ten verallgemeinerten Normalenbu¨ndel von K die Projektionsabbildung
f : (x, u, L) 7→ (x|L⊥, L).
Sei k ∈ {0, . . . , d− 1}. Das k-te Fahnenmaß Ξ(k∗)k (K, ·) ist ein Maß auf Rd × {(u, L) ∈
Sd−1 ×G(d, k∗) : u ⊥ L} und als solches definiert durch (vergleiche [41], S. 638)∫
g(x, u, L) Ξ
(k∗)
k (K, d(x, u, L))
=
γ˜(d, k)
c(d, k)
∫
G(d,k∗)
∫
∂(K|L⊥)
 ∑
(x,u,L)∈f−1{(z,L)}
g(x, u, L)
Hk(dz) νk∗(dL),
wobei g eine beliebige messbare und beschra¨nkte Abbildung auf Rd × {(u, L) ∈ Sd−1 ×
G(d, k∗) : u ⊥ L} ist. Die Konstanten γ˜(d, k) und c(d, k) sind hier gegeben durch
γ˜(d, k) :=
1
2
(
d− 1
k
)
Γ(d−k2 ) Γ(
k+1
2 )
Γ(12) Γ(
d
2)
und
c(d, k) :=
Γ(d+12 )
Γ(k+22 )Γ(
d−k+1
2 )
.
Die Menge f−1{(z, L)} ist fu¨r νk∗-fast alle L ∈ G(d, k∗) und Hk-fast alle z ∈ ∂(K|L⊥)
einelementig. Dies folgt aus dem Theorem auf S. 103 in [67] mit s = 1 (vergleiche auch
[81], Theorem B).
Obige Darstellung kann durch mehrmaliges Anwenden der Kofla¨chenformel (siehe [26],
Theorem 3.2.12) und durch Berechnung diverser Jacobi-Determinanten (siehe [61] oder
[41] fu¨r die Details) umgeformt werden zu∫
g(x, u, L) Ξ
(k∗)
k (K, d(x, u, L))
=
γ(d, k)
c(d, k)
∫
Nor(K)
∑
I⊂{1,...,d−1}
|I|=k∗
KI(K;x, u)
∫
Gu⊥ (d−1,k∗)
g(x, u, L)
× 〈L,AI(K;x, u)〉2 νk∗(dL)Hd−1(d(x, u)), (4.7)
wobei
γ(d, k) :=
(
d−1
k
)
Hk∗(Sk∗) =
(
d−1
k
)
ωd−k
und Gu
⊥
(d − 1, k∗) die Graßmann-Mannigfaltigkeit der k∗-dimensionalen linearen Un-
terra¨ume von u⊥, u ∈ Sd−1, bezeichnet. Unter Beachtung der unterschiedlichen Notationen
entspricht dies Formel (5) in [41] beziehungsweise Formel (4) in [61].
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Somit haben wir unser Ziel erreicht, fu¨r das k-te Fahnenmaß eine Darstellung als Integral
u¨ber das Einheitsnormalenbu¨ndel herzuleiten, na¨mlich
Ξ
(k∗)
k (K, ·) =
γ(d, k)
c(d, k)
∫
Nor(K)
∑
I⊂{1,...,d−1}
|I|=k∗
KI(K;x, u)
∫
Gu⊥ (d−1,k∗)
1{(x, u, L) ∈ ·}
× 〈L,AI(K;x, u)〉2 νk∗(dL)Hd−1(d(x, u)).
Hieraus geht auch direkt hervor, dass die Projektion pi : Nork(K)→ Nor(K), (x, u, L) 7→
(x, u) das Fahnenmaß Ξ
(k∗)
k (K, ·) (bis auf eine Konstante) auf das Stu¨tzmaß Ξk(K, ·)
abbildet (vergleiche Proposition 4.11).
4.3. Fahnenmaße als Projektionsmittel
In Abschnitt 4.1 haben wir gesehen, dass das Fahnenmaß eines Polytops P in Rd eine
explizite Darstellung als Summe u¨ber die m-Seiten von P besitzt, die auf Hinderer [35]
zuru¨ckgeht, na¨mlich
Ξ(k)m (P, ·) =
1
ωd−k−m
∫
G(d,k)
∑
F∈Fm(P )
∫
F |L⊥
∫
L⊥∩n(P,F )
(4.8)
× 1{(p(F,L+ x), u, L) ∈ ·}Hd−k−m−1(du)Hm(dx) νk(dL)
fu¨r k ∈ {0, . . . , d− 1} und m ∈ {0, . . . , d− k − 1}.
In diesem Abschnitt zeigen wir einen alternativen Zugang zu den Fahnenmaßen auf. Wir
nehmen obige Formel als Definition des Fahnenmaßes Ξ
(k)
m (P, ·) und zeigen, dass es sich
schwach stetig auf beliebige konvexe Ko¨rper fortsetzen la¨sst und einer lokalen Steinerformel
genu¨gt.
Unser erstes Ziel ist es daher, die rechte Seite von Gleichung (4.8) so umzuformen, dass
wir sie spa¨ter auf allgemeine konvexe Ko¨rper erweitern ko¨nnen. Aus diesem Grund ersetzen
wir zuna¨chst den Ausdruck p(F,L+ x), der fu¨r νk-fast alle Unterra¨ume L ∈ G(d, k) das
eindeutig bestimmte Element der Menge (x+L) ∩ P ist, durch eine allgemeinere Funktion.
Hierzu erkla¨ren wir die Abbildung
g : Rd ×G(d, k)×Kd → Rd, (x, L,K) 7→ c
(
(p(K|L⊥, x) + L) ∩K
)
,
wobei c(M) den Mittelpunkt der Umkugel um einen konvexen Ko¨rper M ∈ Kd bezeichnet.
In Lemma 4.6 werden wir sehen, dass diese Funktion geeignete Stetigkeitseigenschaften
besitzt. Die Abbildungen 4.2 und 4.3 zeigen zwei Beispiele der Abbildung g.
Fu¨r eine Seite F ∈ Fm(P ) gilt dann p(F,L + x) = g(x, L, P ) fu¨r νk-fast alle linearen
Unterra¨ume L ∈ G(d, k) mit L⊥∩n(P, F ) 6= ∅ und alle x ∈ F |L⊥ (vergleiche [67], Corollary
2.3.11) und somit folgt
Ξ(k)m (P, η) =
1
ωd−k−m
∫
G(d,k)
∑
F∈Fm(P )
∫
F |L⊥
∫
L⊥∩n(P,F )
(4.9)
× 1{(g(x, L, P ), u, L) ∈ η}Hd−k−m−1(du)Hm(dx) νk(dL).
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x
c((p(K|L⊥, x) + L) ∩K)
p(K|L⊥, x)
(p(K|L⊥, x) + L) ∩K
p(K|L⊥, x) + L
o L⊥
K
K|L⊥
Abbildung 4.2.: Beispiel 1 fu¨r g(x)
(p(K|L⊥, x)+L)∩K
p(K|L⊥, x)
p(K|L⊥, x) + L
x
o L⊥
K
K|L⊥
Abbildung 4.3.: Beispiel 2 fu¨r g(x)
Nun wollen wir das innere Integral durch das Stu¨tzmaß ΞL
⊥
m (P |L⊥, ·) von P |L⊥ in L⊥,
L ∈ G(d, k), ausdru¨cken. Aus (3.3) erhalten wir fu¨r dieses Stu¨tzmaß die Darstellung
ΞL
⊥
m (P |L⊥, ·) =
1
ωd−k−m
∑
G∈Fm(P |L⊥)
∫
G
∫
n
L⊥ (P |L⊥,G)
(4.10)
× 1{(y, u) ∈ ·}Hd−k−m−1(du)Hm(dy).
Hier und im Folgenden bedeutet der Index L⊥ beziehungsweise ein hochgestelltes L⊥ stets,
dass wir die entsprechende Gro¨ße im Unterraum L⊥ betrachten.
Um den Zusammenhang zwischen dem inneren Teil von Formel (4.9) und Formel (4.10)
einsehen zu ko¨nnen, beno¨tigen wir die folgenden beiden Hilfsaussagen, die Seiten von
P |L⊥ mit Seiten von P in Verbindung bringen. Wir verwenden hierbei die folgenden
Sprechweisen. Zwei lineare Unterra¨ume L1 und L2 des Rd sind in allgemeiner Lage, wenn
lin(L1 ∪ L2) = Rd oder L1 ∩ L2 = {o}. Eine Seite F eines Polytops in Rd und ein linearer
Unterraum L sind in allgemeiner Lage, falls der lineare Unterraum L(F ) parallel zu aff(F )
und L in allgemeiner Lage sind. Schließlich sind ein Polytop P und ein linearer Unterraum
L in allgemeiner Lage, wenn F und L fu¨r jede Seite F von P in allgemeiner Lage sind.
Lemma 4.4. Seien P ein Polytop in Rd, k ∈ {0, . . . , d − 1}, m ∈ {0, . . . , d − k − 1}
sowie F ∈ Fm(P ) und L ∈ G(d, k). Sind F und L in allgemeiner Lage und u ∈ L⊥ ∩
relint(n(P, F )), dann gilt
F |L⊥ ∈ Fm(P |L⊥) und u ∈ relint(nL⊥(P |L⊥, F |L⊥)).
Beweis. Seien P ∈ Pd, F ∈ Fm(P ) in allgemeiner Lage zu L ∈ G(d, k) sowie u ∈
L⊥ ∩ relint(n(P, F )) (vergleiche auch Abbildung 4.4). Wir erinnern daran, dass H(P, u)
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(x+ L) ∩ F
x ∈ F |L⊥
x+ L
o L⊥
F
F |L⊥
P
P |L⊥
n(P, F )
u ∈ L⊥ ∩ n(P, F )
Abbildung 4.4.: Zusammenhang zwischen Seiten und a¨ußeren Normalen des Polytops P
und der Projektion P |L⊥
die Stu¨tzhyperebene von P mit a¨ußerem Einheitsnormalenvektor u bezeichnet und F (P, u)
die zugeho¨rige Stu¨tzmenge. Da u ∈ relint(n(P, F )), gilt nach (2.1), dass F = F (P, u) =
H(P, u)∩P . Wegen u ∈ L⊥ ist H(P, u)∩L⊥ eine Stu¨tzhyperebene von P |L⊥ mit a¨ußerem
Normaleneinheitsvektor u und (P |L⊥) ∩H(P, u) ∩ L⊥ = F |L⊥. Insbesondere ist F |L⊥ =
FL⊥(P |L⊥, u) eine Seite von P |L⊥. Da L und F in allgemeiner Lage sind, gilt L∩L(F ) = {o}
und daher dim(F |L⊥) = m, also ist F |L⊥ ∈ Fm(P |L⊥). Aufgrund von (2.1) haben wir
nun gezeigt, dass u ∈ relint(nL⊥(P |L⊥, F |L⊥)).
Lemma 4.5. Sei P ein Polytop in Rd, k ∈ {0, . . . , d − 1} und L ∈ G(d, k) so, dass
P und L in allgemeiner Lage sind. Ist G ∈ Fm(P |L⊥), m ∈ {0, . . . , d − k − 1}, und
u ∈ relint(nL⊥(P |L⊥, G)), so existiert eine eindeutige Seite F ∈ Fm(P ) mit F |L⊥ = G
und u ∈ relint(n(P, F )).
Beweis. Sei P ∈ Pd in allgemeiner Lage zu L ∈ G(d, k) sowie G ∈ Fm(P |L⊥) und u ∈
relint(nL⊥(P |L⊥, G)) (vergleiche auch Abbildung 4.4). Nach (2.1) gilt FL⊥(P |L⊥, u) = G.
Ferner ist F := F (P, u) eine Seite von P mit F |L⊥ = G und als solche eindeutig. Da P
und L in allgemeiner Lage sind, ist dim(F ) = dim(G) = m, das heißt F ∈ Fm(P ) mit
G = F |L⊥ und u ∈ relint(n(P, F )), wobei zuletzt wieder (2.1) verwendet wurde.
Seien nachfolgend das Polytop P und der Unterraum L ∈ G(d, k) in allgemeiner La-
ge. Da sich nL⊥(P |L⊥, G) und relint(nL⊥(P |L⊥, G)) nur um eine Hd−k−m−1-Nullmenge
unterscheiden, gilt
ΞL
⊥
m (P |L⊥, ·) =
1
ωd−k−m
∑
G∈Fm(P |L⊥)
∫
G
∫
relint(n
L⊥ (P |L⊥,G))
× 1{(y, u) ∈ ·}Hd−k−m−1(du)Hm(dy).
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Mit Hilfe von Lemma 4.4 und Lemma 4.5 folgt nun
ΞL
⊥
m (P |L⊥, ·) =
1
ωd−k−m
∑
F∈Fm(P )
∫
F |L⊥
∫
L⊥∩relint(n(P,F ))
× 1{(y, u) ∈ ·}Hd−k−m−1(du)Hm(dy).
Fu¨r eine (beliebige) Seite F ∈ Fm(P ) von P ist der Einheitsnormalenkegel n(P, F ) der
Durchschnitt der Einheitsspha¨re mit einem (d−m)-dimensionalen polyedrischen Kegel, dem
sogenannten Normalenkegel N(P, F ), dessen relativer Rand in einer endlichen Vereinigung
von (d − m − 1)-dimensionalen Untervektorra¨umen enthalten ist. Indem wir eine νk-
Nullmenge von Unterra¨umen L ∈ G(d, k) ausschließen, ko¨nnen wir voraussetzen, dass L⊥
und jeder der N(P, F ) begrenzenden Unterra¨ume in allgemeiner Lage sind. Dies impliziert
Hd−k−m−1(L⊥ ∩ relbd(n(P, F ))) = 0, und somit ist
ΞL
⊥
m (P |L⊥, ·) =
1
ωd−k−m
∑
F∈Fm(P )
∫
F |L⊥
∫
L⊥∩n(P,F )
× 1{(y, u) ∈ ·}Hd−k−m−1(du)Hm(dy).
Die vorangehenden Argumente zeigen nun
Ξ(k)m (P, ·) =
∫
G(d,k)
1
ωd−k−m
∑
F∈Fm(P )
∫
F |L⊥
∫
L⊥∩n(P,F )
× 1{(g(x, L, P ), u, L) ∈ ·}Hd−k−m−1(du)Hm(dx) νk(dL)
=
∫
G(d,k)
∫
1{(g(x, L, P ), u, L) ∈ ·}ΞL⊥m (P |L⊥, d(x, u)) νk(dL). (4.11)
Das Fahnenmaß kann also als eine Mischung von Stu¨tzmaßen von Projektionen des gege-
benen Polytops ausgedru¨ckt werden. Dies ist unsere angestrebte Umformung von Formel
(4.8).
Sei nun K ∈ Kd ein beliebiger konvexer Ko¨rper und Ξ(k)m (K, ·) fu¨r k ∈ {0, . . . , d− 1} und
m ∈ {0, . . . , d− k − 1} definiert durch (4.11).
Wir sagen L ∈ G(d, k) hat die eindeutige Stu¨tzeigenschaft bezu¨glich K und schreiben,
dass L ∈ USP(K), falls jede zu L parallele k-Ebene, die K stu¨tzt, genau einen Punkt
mit K gemeinsam hat. Fu¨r einen fest gewa¨hlten Unterraum L ∈ G(d, k) schreiben wir
im Folgenden auch gL(x,K) anstelle von g(x, L,K). Die Stetigkeitseigenschaften von gL
untersuchen wir im folgenden Lemma.
Lemma 4.6. Fu¨r i ∈ N0 seien Ki ∈ Kd konvexe Ko¨rper und xi ∈ Rd mit Ki → K0,
xi → x0 fu¨r i→∞. Sei L ∈ G(d, k) ∩USP(K0). Dann gilt
lim
i→∞
gL(xi,Ki) = gL(x0,K0).
Insbesondere gilt:
1) x 7→ gL(x,K0) ist stetig;
2) gL(·,Ki)→ gL(·,K0) konvergiert (fu¨r i→∞) gleichma¨ßig auf kompakten Teilmengen
des Rd.
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Beweis. Seien Ki ∈ Kd, xi ∈ Rd (i ∈ N0) mit Ki → K0, xi → x0 fu¨r i → ∞. Außerdem
sei L ∈ G(d, k)∩USP(K0). Aufgrund der Stetigkeit der metrischen Projektion p(·, ·) (siehe
[67], Lemma 1.8.11), folgt aus Theorem 12.3.5 in [68], dass
p(Ki|L⊥, xi) + L→ p(K0|L⊥, x0) + L
fu¨r i→∞.
Fall 1: p(K0|L⊥, x0) + L und K0 lassen sich nicht durch eine Hyperebene trennen.
Der Beweis von Theorem 1.8.10 in [67] (wobei Theorem 1.8.8 in [67] durch Theorem
12.2.2 in [68] zu ersetzen ist) zeigt, dass in Kd fu¨r i→∞ gilt
(p(Ki|L⊥, xi) + L) ∩Ki → (p(K0|L⊥, x0) + L) ∩K0.
Da die Abbildung c : C′ → Rd nach Lemma 4.1.1 in [68] stetig ist, folgt die Behauptung.
Fall 2: p(K0|L⊥, x0) + L und K0 lassen sich durch eine Hyperebene trennen.
Aus der Voraussetzung L ∈ USP(K0) folgt
(p(K0|L⊥, x0) + L) ∩K0 = {z0}
fu¨r ein z0 ∈ Rd. Wir zeigen nun, dass (p(Ki|L⊥, xi)+L)∩Ki → {z0}, woraus die Behauptung
folgt.
Sei (jk)k∈N eine Teilfolge in Nmit jk →∞ fu¨r k →∞ und yjk ∈ (p(Kjk |L⊥, xjk)+L)∩Kjk
mit yjk → y0 fu¨r k → ∞. Wegen Kjk → K0 und yjk ∈ Kjk folgt mit Theorem 12.2.2 in
[68], dass y0 ∈ K0. Da ferner yjk ∈ p(Kjk |L⊥, xjk) + L→ p(K0|L⊥, x0) + L gilt, folgt nach
Theorem 12.2.2 in [68] auch y0 ∈ p(K0|L⊥, x0) + L. Also y0 ∈ (p(K0|L⊥, x0) + L) ∩K0.
Insbesondere gilt also y0 ∈ {z0}, das heißt y0 = z0.
Wa¨hle nun Punkte yi ∈ (p(Ki|L⊥, xi) + L) ∩ Ki 6= ∅ beliebig. Nach dem vorherigen
Argument muss jede konvergente Teilfolge von yi gegen z0 konvergieren. Da (yi)i∈N be-
schra¨nkt ist, gilt somit yi → z0. Aus Theorem 12.2.2 in [68] erhalten wir so die behauptete
Konvergenzaussage. Die restlichen Aussagen sind klar.
Nun ko¨nnen wir zeigen, dass die Abbildung K 7→ Ξ(k)m (K,·) schwach stetig auf Kd ist.
Satz 4.7. Sei (Ki)i∈N eine Folge konvexer Ko¨rper in Rd und K0 ∈ Kd mit Ki → K0 fu¨r
i→∞. Dann gilt
Ξ(k)m (Ki, ·) w→ Ξ(k)m (K0, ·).
Beweis. Sei F eine nichtnegative, stetige Funktion auf Rd × Sd−1 ×G(d, k). Wir mu¨ssen
zeigen, dass
K 7→
∫
G(d,k)
∫
F (g(x, L,K), u, L) ΞL
⊥
m (K|L⊥, d(x, u)) νk(dL)
stetig auf Kd ist. Seien dafu¨r K0,Ki ∈ Kd, i ∈ N, mit Ki → K0 fu¨r i→∞. Nun zeigen wir
lim
i→∞
∫
F (gL(x,Ki), u, L) Ξ
L⊥
m (Ki|L⊥, d(x, u))
=
∫
F (gL(x,K0), u, L) Ξ
L⊥
m (K0|L⊥, d(x, u))
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fu¨r νk-fast alle L ∈ G(d, k). Die Behauptung folgt dann aus dem Satz von der majorisierten
Konvergenz.
Nach Korollar 2.3.11 in [67] gilt L ∈ ⋂i∈N0 USP(Ki) fu¨r νk-fast alle L ∈ G(d, k). Fu¨r ein
so gewa¨hltes L folgt∣∣∣∣ ∫ F (gL(x,Ki), u, L) ΞL⊥m (Ki|L⊥, d(x, u))− ∫ F (gL(x,K0), u, L) ΞL⊥m (K0|L⊥, d(x, u))∣∣∣∣
=
∣∣∣∣ ∫ F (gL(x,Ki), u, L)− F (gL(x,K0), u, L) ΞL⊥m (Ki|L⊥, d(x, u))
+
∫
F (gL(x,K0), u, L) Ξ
L⊥
m (Ki|L⊥, d(x, u))
−
∫
F (gL(x,K0), u, L) Ξ
L⊥
m (K0|L⊥, d(x, u))
∣∣∣∣
≤
∫ ∣∣∣∣F (gL(x,Ki), u, L)− F (gL(x,K0), u, L)∣∣∣∣ΞL⊥m (Ki|L⊥, d(x, u))
+
∣∣∣∣ ∫ F (gL(x,K0), u, L) ΞL⊥m (Ki|L⊥, d(x, u)) (4.12)
−
∫
F (gL(x,K0), u, L) Ξ
L⊥
m (K0|L⊥, d(x, u))
∣∣∣∣.
Da Ki → K0 und daher Ki|L⊥ → K0|L⊥, ist der Tra¨ger der Maße ΞL⊥m (Ki|L⊥, ·), i ∈ N0
fu¨r ein geeignet großes R > 0 enthalten in RBd× Sd−1. Außerdem gibt es nach Lemma 4.6
zu  > 0 ein i0(), sodass fu¨r i ≥ i0() gilt∣∣F (gL(x,Ki), u, L)− F (gL(x,K0), u, L)∣∣ ≤ 
fu¨r alle (x, u) ∈ RBd × Sd−1. Ferner ist
(
ΞL
⊥
m (Ki|L⊥, L⊥ × (Sd−1 ∩ L⊥))
)
i∈N
beschra¨nkt
und somit kann der erste Summand in (4.12) als kleiner als  abgescha¨tzt werden.
Da ebenfalls nach Lemma 4.6 die Abbildung
(x, u) 7→ F (gL(x,K0), u, L)
stetig und beschra¨nkt auf RBd × Sd−1 ist und nach Satz 3.2 1) fu¨r i→∞ gilt, dass
ΞL
⊥
m (Ki|L⊥, ·) w→ ΞL
⊥
m (K0|L⊥, ·),
gibt es ein i1(), sodass fu¨r i ≥ i1() auch der zweite Summand in (4.12) kleiner gleich 
ist. Somit folgt die Behauptung.
Aufgrund der schwachen Stetigkeit kann Formel (4.11) auf beliebige konvexe Ko¨rper
fortgesetzt werden. Somit haben wir gezeigt, dass das Fahnenmaß eines konvexen Ko¨rpers
K ∈ Kd die Darstellung
Ξ(k)m (K, ·) =
∫
G(d,k)
∫
1{(g(x, L,K), u, L) ∈ ·}ΞL⊥m (K|L⊥, d(x, u)) νk(dL) (4.13)
hat, wobei k ∈ {0, . . . , d − 1}, m ∈ {0, . . . , d − k − 1} und η ⊂ Rd × Sd−1 × G(d, k) eine
Borelmenge ist. Die Projektion dieses Maßes auf die zweite und dritte Komponente hat
dementsprechend eine Darstellung durch das Oberfla¨chenmaß ΨL
⊥
m im Raum L
⊥. Fu¨r
k ∈ {0, . . . , d− 1} und m ∈ {0, . . . , d− k − 1} setzen wir
Ψ(k)m (K, ·) := Ξ(k)m (K,Rd × ·)
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und erhalten so
Ψ(k)m (K,ω) =
∫
G(d,k)
∫
1{(u, L) ∈ ω}ΨL⊥m (K|L⊥, du) νk(dL)
fu¨r ω ∈ B(Sd−1 ×G(d, k)). Die Maße Ψ(k)m (K, ·) werden Fahnen-Oberfla¨chenmaße von Typ
(k,m) genannt. Analog erhalten wir auch Fahnen-Kru¨mmungsmaße Φ
(k)
m (P, ·).
Da die Fahnen-Oberfla¨chenmaße beziehungsweise die Fahnen-Kru¨mmungsmaße Bildmaße
der Fahnen-Stu¨tzmaße sind, ko¨nnen alle im folgenden Abschnitt gezeigten Eigenschaften
auch fu¨r sie hergeleitet werden.
Bevor wir im na¨chsten Abschnitt auf die Eigenschaften der Fahnenmaße eingehen, wollen
wir hier noch zeigen, dass sie die Koeffizienten einer lokalen Steinerformel sind und somit,
dass sie mit den Maßen von Hinderer aus Abschnitt 4.1 u¨bereinstimmen. In (4.1) wurde
das Maß der lokalen Parallelmenge von k-Ebenen definiert, na¨mlich
µ(k)% (K, η) = µk(M
(k)
% (K, η))
fu¨r k ∈ {0, . . . , d−1}, m ∈ {0, . . . , d−k−1} und eine Borelmenge η ⊂ Rd×Sd−1×G(d, k).
Es sei T (L) die Menge aller Punkte x aus L⊥, fu¨r die L+ x in der lokalen Parallelmenge
von k-Ebenen liegt, das heißt
T (L) := {x ∈ L⊥ : L+ x ∈M (k)% (K, η)}.
Nach der Definition des Maßes µk gilt dann
µ(k)% (K, η) =
∫
G(d,k)
Hd−k(T (L)) νk(dL).
Die lokale Parallelmenge von k-Ebenen wurde in Abschnitt 4.1 definiert als
M (k)% (K, η) = {E ∈ K(k) : 0 < d(K,E) ≤ %, (p(K,E), u(K,E), L(E)) ∈ η}.
Deshalb ist die Bedingung L + x ∈ M (k)% (K, η) fu¨r νk-fast alle linearen Unterra¨ume
L ∈ G(d, k) und fu¨r x ∈ L⊥ a¨quivalent zu
0 < d(K|L⊥, x) ≤ % und (g(x, L,K), u(K|L⊥, x), L) ∈ η.
Mit der Bezeichnung
η(L) := {(x|L⊥, u) ∈ L⊥ × (Sd−1 ∩ L⊥) : (x, u, L) ∈ η}
folgt dann
µ(k)% (K, η)
=
∫
G(d,k)
Hd−k(T (L)) νk(dL)
=
∫
G(d,k)
Hd−k({x ∈ L⊥ : 0 < d(K|L⊥, x) ≤ %, (g(x, L,K), u(K|L⊥, x), L) ∈ η}) νk(dL)
=
∫
G(d,k)
∫
L⊥
1{0 < d(K|L⊥, x) ≤ %, (p(K|L⊥, x), u(K|L⊥, x)) ∈ η(L)}Hd−k(dx) νk(dL)
=
∫
G(d,k)
Hd−k(ML⊥% (K|L⊥, η(L))) νk(dL),
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wobei ML
⊥
% (K|L⊥, η(L)) eine lokale Parallelmenge von K|L⊥ in L⊥ bezeichnet (vergleiche
(3.1)). Hierauf ko¨nnen wir wegen Hd−k(ML⊥% (K|L⊥, η(L))) = µ%(K|L⊥, η(L)) die lokale
Steinerformel (3.2) der Stu¨tzmaße anwenden und erhalten
µ(k)% (K, η) =
d−k−1∑
m=0
%d−k−m κd−k−m
∫
G(d,k)
ΞL
⊥
m (K|L⊥, η(L)) νk(dL).
Fu¨r νk-fast alle L ∈ G(d, k), fu¨r x ∈ L⊥ und u ∈ Sd−1 ∩ L⊥ gilt (g(x, L,K), u, L) ∈ η
genau dann, wenn (x, u) ∈ η(L). Also folgt aus (4.13), dass∫
G(d,k)
ΞL
⊥
m (K|L⊥, η(L)) νk(dL) = Ξ(k)m (K, η)
und somit sind die Fahnenmaße Ξ
(k)
m (K, η) die Koeffizienten der lokalen Steinerformel
µ(k)% (K, η) =
d−k−1∑
m=0
%d−k−m κd−k−m Ξ(k)m (K, η).
Ein Vergleich mit Formel (4.2) zeigt, dass die in diesem Abschnitt als Projektionsmittel
definierten Fahnenmaße mit denen aus Abschnitt 4.1 u¨bereinstimmen.
4.4. Eigenschaften der Fahnenmaße
Aufgrund der Darstellung (4.13) der Fahnenmaße, ist es naheliegend zu vermuten, dass sie
a¨hnliche Eigenschaften wie die Stu¨tzmaße besitzen. Dies werden wir in diesem Abschnitt
untersuchen. Außerdem werden wir in Proposition 4.11 zeigen, welcher Zusammenhang
zwischen den Fahnenmaßen und den Stu¨tzmaßen besteht. Auch weitere Darstellungen und
gemischte Maße werden betrachtet.
Im folgenden Satz sind einige wichtige Eigenschaften der Fahnenmaße zusammengefasst.
Satz 4.8. Sei K ∈ Kd ein konvexer Ko¨rper und η ∈ B(Rd × Sd−1 × G(d, k)). Die Fah-
nenmaße Ξ
(k)
m (K, ·) haben fu¨r k ∈ {0, . . . , d − 1} und m ∈ {0, . . . , d − k − 1} folgende
Eigenschaften:
1) Sie sind bewegungskovariant, das heißt
Ξ(k)m (σK, ση) = Ξ
(k)
m (K, η)
fu¨r alle Bewegungen σ ∈ G(d) mit zugeho¨riger Rotation σ0 ∈ SO(d), wobei
ση := {(σx, σ0u, σ0L) ∈ Rd × Sd−1 ×G(d, k) : (x, u, L) ∈ η}.
2) Sie sind homogen vom Grad m, das heißt fu¨r λ > 0 gilt
Ξ(k)m (λK, λη) = λ
m Ξ(k)m (K, η),
wobei λη := {(λx, u, L) ∈ Rd × Sd−1 ×G(d, k) : (x, u, L) ∈ η}.
3) Sie sind konzentriert auf dem k-ten verallgemeinerten Normalenbu¨ndel
Nork(K) = {(x, u, L) ∈ Rd × Sd−1 ×G(d, k) : (x, u) ∈ Nor(K), L ⊥ u}
von K, das heißt
Ξ(k)m (K, η) = Ξ
(k)
m (K, η ∩Nork(K)).
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4) Sie sind additiv, das heißt fu¨r K1,K2 ∈ Kd mit K1 ∪K2 ∈ Kd gilt
Ξ(k)m (K1 ∪K2, ·) + Ξ(k)m (K1 ∩K2, ·) = Ξ(k)m (K1, ·) + Ξ(k)m (K2, ·).
5) Sie sind lokal definiert, das heißt
Ξ(k)m (K1, η) = Ξ
(k)
m (K2, η)
fu¨r alle konvexen Ko¨rper K1,K2 ∈ Kd und alle Borelmengen η ⊂ Rd×Sd−1×G(d, k)
mit η ∩Nork(K1) = η ∩Nork(K2).
Beweis. Sei K ∈ Kd ein konvexer Ko¨rper, k ∈ {0, . . . , d− 1}, m ∈ {0, . . . , d− k − 1} und
η eine Borelmenge in Rd × Sd−1 ×G(d, k).
1) Die Bewegung σ ∈ G(d) sei gegeben durch die Rotation σ0 und die Translation um den
Vektor y ∈ Rd. Dann gilt wegen (4.13) aufgrund von (σK)|L⊥ = (σ0K)|L⊥ + y|L⊥
und der Translationskovarianz der Stu¨tzmaße (siehe Satz 3.2 5))
Ξ(k)m (σK, ση)
=
∫
G(d,k)
∫
1{(g(x, L, σK), u, L) ∈ ση}ΞL⊥m ((σK)|L⊥, d(x, u)) νk(dL)
=
∫
G(d,k)
∫
1{(g(x+ y|L⊥, L, σK), u, L) ∈ ση}ΞL⊥m ((σ0K)|L⊥, d(x, u)) νk(dL)
=
∫
G(d,k)
∫
1{(g(x, L, σ0K) + y, u, L) ∈ ση}ΞL⊥m ((σ0K)|L⊥, d(x, u)) νk(dL).
Die Gleichheit im letzten Schritt gilt, da aufgrund der Translationskovarianz von c(·)
fu¨r die Funktion g gilt
g(x+ y|L⊥, L, σK) = c
(
(p((σK)|L⊥, x+ y|L⊥) + L) ∩ (σK)
)
= c
(
(p((σ0K)|L⊥, x) + y|L⊥ + L) ∩ (σ0K + y)
)
= c
(
[(p((σ0K)|L⊥, x) + L) ∩ (σ0K)] + y
)
= c
(
(p((σ0K)|L⊥, x) + L) ∩ (σ0K)
)
+ y
= g(x, L, σ0K) + y.
Verwenden wir nun nacheinander, dass νk rotationsinvariant ist sowie, dass die
Identita¨t (σ0K)|(σ0L)⊥ = σ0(K|L⊥) gilt, und dass die Stu¨tzmaße nach Satz 3.2 5)
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drehkovariant sind, so folgt weiter
Ξ(k)m (σK, ση)
=
∫
G(d,k)
∫
1{(g(x, σ0L, σ0K) + y, u, σ0L) ∈ ση}Ξ(σ0L)⊥m ((σ0K)|(σ0L)⊥, d(x, u))
× νk(dL)
=
∫
G(d,k)
∫
1{(g(σ0x, σ0L, σ0K) + y, σ0u, σ0L) ∈ ση}ΞL⊥m (K|L⊥, d(x, u)) νk(dL)
=
∫
G(d,k)
∫
1{(σ0g(x, L,K) + y, σ0u, σ0L) ∈ ση}ΞL⊥m (K|L⊥, d(x, u)) νk(dL)
=
∫
G(d,k)
∫
1{(g(x, L,K), u, L) ∈ η}ΞL⊥m (K|L⊥, d(x, u)) νk(dL)
= Ξ(k)m (K, η).
Im drittletzten Schritt haben wir die Gleichheit g(σ0x, σ0L, σ0K) = σ0g(x, L,K)
verwendet. Diese gilt, da
g(σ0x, σ0L, σ0K) = c
(
(p(σ0(K|L⊥), σ0x) + σ0L) ∩ (σ0K)
)
= c
(
(σ0p(K|L⊥, x) + σ0L) ∩ (σ0K)
)
= c
(
σ0((p(K|L⊥, x) + L) ∩K)
)
= σ0c
(
(p(K|L⊥, x) + L) ∩K
)
= σ0g(x, L,K).
2) Fu¨r λ > 0 gilt
Ξ(k)m (λK, λη)
=
∫
G(d,k)
∫
1{(g(x, L, λK), u, L) ∈ λη}ΞL⊥m (λK|L⊥, d(x, u)) νk(dL)
=
∫
G(d,k)
∫
1{(g(x, L, λK), u, L) ∈ λη}ΞL⊥m (λ(K|L⊥), d(x, u)) νk(dL)
=
∫
G(d,k)
∫
1{(g(λx, L, λK), u, L) ∈ λη}λm ΞL⊥m (K|L⊥, d(x, u)) νk(dL)
= λm
∫
G(d,k)
∫
1{(λg(x, L,K), u, L) ∈ λη}ΞL⊥m (K|L⊥, d(x, u)) νk(dL)
= λm
∫
G(d,k)
∫
1{(g(x, L,K), u, L) ∈ η}ΞL⊥m (K|L⊥, d(x, u)) νk(dL)
= λm Ξ(k)m (K, η),
wobei verwendet wurde, dass λK|L⊥ = λ(K|L⊥), das Stu¨tzmaß ΞL⊥m nach Satz 3.2
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4) homogen vom Grad m ist und g(λx, L, λK) = λg(x, L,K). Letzteres gilt wegen
g(λx, L, λK) = c((p(λK|L⊥, λx) + L) ∩ λK)
= c((λp(K|L⊥, x) + L) ∩ λK)
= c(λ((p(K|L⊥, x) + L) ∩K))
= λc((p(K|L⊥, x) + L) ∩K)
= λg(x, L,K).
3) Aufgrund von Gleichung (4.13) gilt
Ξ(k)m (K, ·) =
∫
G(d,k)
∫
1{(g(x, L,K), u, L) ∈ ·}ΞL⊥m (K|L⊥, d(x, u)) νk(dL).
Da außerdem der Tra¨ger eines Stu¨tzmaßes eines konvexen Ko¨rpers im Normalenbu¨ndel
des Ko¨rpers enthalten ist, ist der Tra¨ger von Ξ
(k)
m (K, ·) enthalten in
{(z, u, L) ∈ Rd × Sd−1 ×G(d, k) : z = g(x, L,K), (x, u) ∈ NorL⊥(K|L⊥)}
⊂ {(z, u, L) ∈ Rd × Sd−1 ×G(d, k) : (z, u) ∈ Nor(K), u ∈ L⊥},
was die Behauptung zeigt.
4) Fu¨r den Beweis der Additivita¨t der Fahnenmaße wird zuna¨chst das folgende Lemma
gezeigt:
Lemma 4.9. Seien K1,K2 ∈ Kd mit K1 ∪K2 ∈ Kd und L ∈ G(d, k). Dann gilt
1) (K1 ∪K2)|L⊥ = K1|L⊥ ∪K2|L⊥,
2) (K1 ∩K2)|L⊥ = K1|L⊥ ∩K2|L⊥.
Beweis des Lemmas. Fu¨r eine beliebige Abbildung h : Rd → Rd und Mengen
A,B ⊂ Rd gilt stets h(A∪B) = h(A)∪ h(B) und h(A∩B) ⊂ h(A)∩ h(B). Es bleibt
daher lediglich die Inklusion
”
⊃“ fu¨r 2) zu zeigen.
Sei hierzu x ∈ K1|L⊥ ∩ K2|L⊥. Dann existiert ein y ∈ K1 mit x = y|L⊥ und ein
z ∈ K2 mit x = z|L⊥. Da K1 ∪ K2 nach Voraussetzung konvex ist, gibt es ein
w ∈ conv({y, z}), das heißt w = (1− α)y + αz mit α ∈ [0, 1], und w ∈ K1 ∩K2. Es
folgt w|L⊥ = (1− α)(y|L⊥) + α(z|L⊥) = x. Also gilt x = w|L⊥ ∈ (K1 ∩K2)|L⊥.
Nun wird die Additivita¨t der Fahnenmaße bewiesen. Seien K1,K2 ∈ Kd konvexe
Ko¨rper, deren Vereinigung K1 ∪K2 ebenfalls ein konvexer Ko¨rper ist. Dann gilt mit
(4.13) und Lemma 4.9, dass
Ξ(k)m (K1 ∪K2, η) + Ξ(k)m (K1 ∩K2, η)
=
∫
G(d,k)
∫
1{(g(x, L,K1 ∪K2), u, L) ∈ η}ΞL⊥m ((K1 ∪K2)|L⊥, d(x, u)) νk(dL)
+
∫
G(d,k)
∫
1{(g(x, L,K1 ∩K2), u, L) ∈ η}ΞL⊥m ((K1 ∩K2)|L⊥, d(x, u)) νk(dL)
=
∫
G(d,k)
(∫
1{(g(x, L,K1 ∪K2), u, L) ∈ η}ΞL⊥m (K1|L⊥ ∪K2|L⊥, d(x, u))
+
∫
1{(g(x, L,K1 ∩K2), u, L) ∈ η}ΞL⊥m (K1|L⊥ ∩K2|L⊥, d(x, u))
)
νk(dL).
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Im Folgenden betrachten wir nur die Summe der inneren Integrale und wa¨hlen
L ∈ G(d, k) so, dass L mit K1,K2 und K1 ∪ K2 in allgemeiner Lage ist. Wir
definieren eine Funktion hL : Rd × Sd−1 → Rd durch
hL(x, u) :=

gL(x,K1), (x, u) ∈ NorL⊥(K1|L⊥),
gL(x,K2), (x, u) ∈ NorL⊥(K2|L⊥),
o, sonst.
Die Abha¨ngigkeit von K1,K2 wird durch die Notation nicht angezeigt. Die Funktion
hL ist messbar und eindeutig definiert, da fu¨r (x, u) ∈ NorL⊥(K1|L⊥)∩NorL⊥(K2|L⊥)
aufgrund der vorausgesetzten eindeutigen Stu¨tzeigenschaft g(x, L,K1) = g(x, L,K2)
gilt. Der Beweis von Theorem 4.1.3 in [67] zeigt, dass
Nor(A ∪B) ∪Nor(A ∩B) = Nor(A) ∪Nor(B) (4.14)
fu¨r konvexe Ko¨rper A,B, fu¨r die auch A ∪ B konvex ist. Wegen Lemma 4.9, der
vorausgesetzten eindeutigen Stu¨tzeigenschaft und (4.14) erhalten wir fu¨r (x, u) ∈
NorL⊥((K1|L⊥) ∪ (K2|L⊥)), dass hL(x, u) = g(x, L,K1 ∪K2). Ist dagegen (x, u) ∈
NorL⊥((K1|L⊥) ∩ (K2|L⊥)), so ist hL(x, u) = g(x, L,K1 ∩K2). Hiermit erhalten wir∫
1{(g(x, L,K1 ∪K2), u, L) ∈ η}ΞL⊥m (K1|L⊥ ∪K2|L⊥, d(x, u))
+
∫
1{(g(x, L,K1 ∩K2), u, L) ∈ η}ΞL⊥m (K1|L⊥ ∩K2|L⊥, d(x, u))
=
∫
1{(hL(x, u), u, L) ∈ η}ΞL⊥m (K1|L⊥ ∪K2|L⊥, d(x, u))
+
∫
1{(hL(x, u), u, L) ∈ η}ΞL⊥m (K1|L⊥ ∩K2|L⊥, d(x, u))
=
∫
1{(hL(x, u), u, L) ∈ η}ΞL⊥m (K1|L⊥, d(x, u))
+
∫
1{(hL(x, u), u, L) ∈ η}ΞL⊥m (K2|L⊥, d(x, u))
=
∫
1{(g(x, L,K1), u, L) ∈ η}ΞL⊥m (K1|L⊥, d(x, u))
+
∫
1{(g(x, L,K2), u, L) ∈ η}ΞL⊥m (K2|L⊥, d(x, u)).
Dabei wurde die Additvita¨t der Stu¨tzmaße in L⊥ (siehe Satz 3.2 1)) und dann die
Definition der Funktion hL verwendet. Integration u¨ber L ∈ G(d, k) ergibt schließlich
die Behauptung.
5) Gilt nach Satz 4.2 2).
Bemerkung 4.10. Analoge Aussagen ko¨nnen fu¨r die Fahnen-Oberfla¨chenmaße Ψ
(k)
m (K, ·)
abgeleitet werden. Diese sind konzentriert auf der Fahnenmannigfaltigkeit
F⊥(d, k) := {(u, L) ∈ Sd−1 ×G(d, k) : L ⊥ u}.
In den Voru¨berlegungen zu Satz 3.3 war es wichtig, wann die Summe von Borelmengen
wieder eine Borelmenge ist, da dies im Allgemeinen nicht der Fall ist. Eine a¨hnliche
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U¨berlegung beno¨tigen wir nun fu¨r Projektionen, denn auch die Orthogonalprojektion einer
Borelmenge β ⊂ Rd auf einen Unterraum muss keine Borelmenge sein. Im Fall K ∈ Kd
und β ⊂ K ist allerdings der Durchschnitt (β|L) ∩ ∂L(K|L) fu¨r νk-fast alle L ∈ G(d, k)
eine Borelmenge, wobei ∂L den Rand in L bezeichnet (siehe Beweis von Theorem 6.2.1
in [68]). Diese Tatsache werden wir in der folgenden Proposition und anschließend immer
wieder beno¨tigen. Die na¨chste Proposition zeigt, welcher Zusammenhang zwischen den
Fahnenmaßen und den Stu¨tzmaßen besteht.
Proposition 4.11. Sei K ∈ Kd, k ∈ {0, . . . , d− 1} und m ∈ {0, . . . , d− k− 1}. Dann gilt
Ξ(k)m (K, · ×G(d, k)) = α(d, k,m) Ξm(K, ·)
mit
α(d, k,m) =
Γ(d−k+12 ) Γ(
d−m+1
2 )
Γ(d+12 ) Γ(
d−k−m+1
2 )
.
Beweis. Seien β ∈ B(Rd) und γ ∈ B(Sd−1). Zuna¨chst betrachten wir den Fall k = 0. Hier
gilt
Ξ(0)m (K,β × γ ×G(d, 0))
=
∫
G(d,0)
∫
1{(g(x, L,K), u, L) ∈ β × γ ×G(d, 0)}ΞL⊥m (K|L⊥, d(x, u)) ν0(dL)
=
∫
G(d,0)
1{L ∈ G(d, 0)}ΞL⊥m (K|L⊥, (β|L⊥)× (γ ∩ L⊥)) ν0(dL)
= Ξm(K,β × γ)
sowie α(d, 0,m) = 1. Sei nun k ∈ {1, . . . , d − 1}. Theorem 4.4.10 in [67] liefert (unter
Verwendung der Umrechnung (3.6))∫
G(d,k)
ΞL
⊥
m (K|L⊥, (β|L⊥)× (γ ∩ L⊥)) νk(dL) =
(
d−k
m
)
κd−mκd−k(
d
m
)
κd−k−mκd
Ξm(K,β × γ).
Damit folgt die Behauptung, denn
Ξ(k)m (K,β × γ ×G(d, k))
=
∫
G(d,k)
∫
1{(g(x, L,K), u, L) ∈ β × γ ×G(d, k)}ΞL⊥m (K|L⊥, d(x, u)) νk(dL)
=
∫
G(d,k)
1{L ∈ G(d, k)}ΞL⊥m (K|L⊥, (β|L⊥)× (γ ∩ L⊥)) νk(dL)
=
∫
G(d,k)
ΞL
⊥
m (K|L⊥, (β|L⊥)× (γ ∩ L⊥)) νk(dL)
=
(
d−k
m
)
κd−mκd−k(
d
m
)
κd−k−mκd
Ξm(K,β × γ)
= α(d, k,m) Ξm(K,β × γ).
Bemerkung 4.12. Insbesondere gilt also
Ξ(0)m (K, · ×G(d, 0)) = Ξm(K, ·)
fu¨r K ∈ Kd und m ∈ {0, . . . , d− 1}.
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Wie wir gezeigt haben, sind die Fahnenmaße die Koeffizienten einer lokalen Steinerformel.
Daher liegt die Frage nahe, ob auch fu¨r sie selbst eine Polynomentwicklung mo¨glich ist,
wenn Ξ
(k)
m (K + %Bd, ·) fu¨r % > 0 betrachtet wird. Die folgende Proposition liefert uns eine
Antwort auf diese Frage.
Proposition 4.13. Seien K ein konvexer Ko¨rper in Rd, % > 0, k ∈ {0, . . . , d− 1}, m ∈
{0, . . . , d−k−1} und η ⊂ Rd×Sd−1×G(d, k) eine Borelmenge. Außerdem sei die Abbildung
t% : Rd × Sd−1 ×G(d, k)→ Rd × Sd−1 ×G(d, k) gegeben durch t%(x, u, L) := (x+ %u, u, L).
Dann gilt
Ξ(k)m (K + %B
d, t%η) =
m∑
j=0
%j
(
d− k + j −m
j
)
κd−k+j−m
κd−k−m
Ξ
(k)
m−j(K, η).
Beweis. Seien K ∈ Kd, % > 0, k ∈ {0, . . . , d− 1}, m ∈ {0, . . . , d− k − 1} und η ∈ B(Rd ×
Sd−1 ×G(d, k)). Wie wir sehen werden, leitet sich dieses Resultat von der entsprechenden
Formel fu¨r Stu¨tzmaße (3.13) ab, die wir im Beweis zu Satz 3.3 verwendet haben.
Zuna¨chst verwenden wir, dass (K + %Bd)|L⊥ = K|L⊥ + %Bd|L⊥ fu¨r alle L ∈ G(d, k) gilt
sowie g(x, L,K + %Bd) = g(x− %u, L,K) + %u fu¨r (x, u) in Nor(K + %Bd) und erhalten
Ξ(k)m (K + %B
d, t%η)
=
∫
G(d,k)
∫
1{(g(x, L,K + %Bd), u, L) ∈ t%η}ΞL⊥m ((K + %Bd)|L⊥, d(x, u)) νk(dL)
=
∫
G(d,k)
∫
1{(g(x− %u, L,K) + %u, u, L) ∈ t%η}ΞL⊥m (K|L⊥ + %Bd|L⊥, d(x, u)) νk(dL)
=
∫
G(d,k)
∫
1{(g(x− %u, L,K), u, L) ∈ η}ΞL⊥m (K|L⊥ + %Bd|L⊥, d(x, u)) νk(dL).
Mit Formel (3.13) folgt nun
Ξ(k)m (K + %B
d, t%η)
=
∫
G(d,k)
∫
1{(g(z, L,K), u, L) ∈ η}
×
m∑
j=0
%j
(
d− k + j −m
j
)
κd−k+j−m
κd−k−m
ΞL
⊥
m−j(K|L⊥, d(z, u)) νk(dL)
=
m∑
j=0
%j
(
d− k + j −m
j
)
κd−k+j−m
κd−k−m
Ξ
(k)
m−j(K, η).
Wie fu¨r die Stu¨tzmaße gibt es auch fu¨r die Fahnenmaße eine multilineare Entwicklung,
fu¨r die Proposition 4.13 einen Spezialfall darstellt. Um diese zeigen zu ko¨nnen, mu¨ssen wir
u¨berpru¨fen, ob die Bedingung der allgemeinen Lage unter Projektionen erhalten bleibt.
Dies liefert das folgende Lemma.
Lemma 4.14. Seien K1,K2 konvexe Ko¨rper in allgemeiner Lage im Rd. Sei der lineare Un-
terraum L ∈ G(d, k) fu¨r k ∈ {0, . . . , d−1} so, dass es keine k-dimensionale Stu¨tzhyperebene
von K1 +K2 parallel zu L gibt, die eine 1-dimensionale konvexe Teilmenge von K1 +K2
entha¨lt. Dann sind K1|L⊥ und K2|L⊥ in allgemeiner Lage in L⊥.
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Beweis. Fu¨r k ∈ {0, d− 1} ist nichts zu zeigen. Sei daher L ∈ G(d, k) mit 1 ≤ k ≤ d− 2
ein linearer Unterraum, der die Voraussetzungen des Lemmas erfu¨lle.
Angenommen K1|L⊥ und K2|L⊥ sind nicht in allgemeiner Lage in L⊥. Dann gibt es
einen Einheitsvektor v ∈ L⊥ und parallele Strecken S˜i ⊂ F (Ki|L⊥, v), i = 1, 2. Also gibt
es Strecken Si ⊂ F (Ki, v) mit S˜i = Si|L⊥, i = 1, 2. Da K1 und K2 in allgemeiner Lage
in Rd sind, sind die Strecken S1, S2 nicht parallel, und daher folgt dim(S1 + S2) = 2.
Allerdings entha¨lt dann S1 + S2 eine Strecke S parallel zu L und S + L ⊂ H(K1 +K2, v)
ist eine k-dimensionale Stu¨tzhyperebene von K1 +K2 parallel zu L, die eine 1-dimensionale
Teilmenge von K1 + K2 entha¨lt. Dies steht im Widerspruch zur Wahl von L, also sind
K1|L⊥ und K2|L⊥ in allgemeiner Lage in L⊥.
Nun ko¨nnen wir die multilineare Entwicklung der Fahnenmaße beweisen.
Satz 4.15. Fu¨r l ∈ N seien K1, . . . ,Kl ∈ Kd konvexe Ko¨rper in allgemeiner Lage sowie
%1, . . . , %l ≥ 0 und β1, . . . , βl Borelmengen in Rd mit βi ⊂ Ki. Des Weiteren sei k ∈
{0, . . . , d− 1} und γ ⊂ Sd−1 ×G(d, k) eine Borelmenge.
1) Fu¨r m ∈ {0, . . . , d−k−1} und i1, . . . , il ∈ {0, . . . ,m} mit i1+· · ·+il = m gibt es Maße
Ξ
(k)
i1,...,il
(K1, . . . ,Kl, ·) auf (Rd)l×Sd−1×G(d, k), die auf ∂K1×· · ·×∂Kl×Sd−1×G(d, k)
konzentriert sind, sodass
Ξ(k)m
(
l∑
i=1
%iKi,
( l∑
i=1
%iβi
)
× γ
)
(4.15)
=
m∑
i1,...,il=0
(
m
i1, . . . , il
)
%i11 · · · %ill Ξ(k)i1,...,il(K1, . . . ,Kl, β1 × · · · × βl × γ).
Das Maß Ξ
(k)
i1,...,il
(K1, . . . ,Kl, ·) ha¨ngt schwach stetig von K1, . . . ,Kl in allgemeiner
Lage ab und ist symmetrisch in dem Sinne, dass
Ξ
(k)
i1,...,il
(K1, . . . ,Kl, β1 × · · · × βl × γ)
= Ξ
(k)
ipi(1),...,ipi(l)
(Kpi(1), . . . ,Kpi(l), βpi(1) × · · · × βpi(l) × γ)
fu¨r alle Permutationen pi von 1, . . . , l. Fu¨r i1 = 0 gilt
Ξ
(k)
i1,...,il
(K1, . . . ,Kl, ∂K1 × ·) = Ξ(k)i2,...,il(K2, . . . ,Kl, ·).
Fu¨r i1 6= 0 ist Ξ(k)i1,...,il(K1, . . . ,Kl, ·) translationskovariant und homogen vom Grad i1
in der ersten Komponente, das heißt
Ξ
(k)
i1,i2,...,il
(λK1 + x,K2, . . . ,Kl, (λβ1 + x)× β2 × · · · × βl × γ)
= λi1 Ξ
(k)
i1,...,il
(K1, . . . ,Kl, β1 × · · · × βl × γ)
fu¨r λ > 0 und x ∈ Rd. Des Weiteren hat Ξ(k)i1,i2,...,il(·,K2, . . . ,Kl, · × β2 × · · · × βl × γ)
eine Polynomentwicklung.
2) Seien m ∈ {1, . . . , d − k − 1} und i1, . . . , il ∈ {1, . . . ,m} so, dass i1 + · · ·+ il = m.
Sind K1, . . . ,Kl ∈ Kd strikt konvexe Ko¨rper, so gilt
Ξ
(k)
i1,...,il
(K1, . . . ,Kl, β1 × · · · × βl × γ)
= Ξ
(k)
1,...,1(K1[i1], . . . ,Kl[il], (β1)
i1 × · · · × (βl)il × γ),
wobei der untere Index 1 auf der rechten Seite m-mal auftritt.
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3) Fu¨r m ∈ {0, . . . , d − k − 1}, r ∈ {0, . . . ,m}, einen konvexen Ko¨rper K ∈ Kd und
Borelmengen β ⊂ K, γ ⊂ Sd−1 ×G(d, k) gilt
Ξ(k)r (K,β × γ) =
(
d−k
r
)(
d−k
m
) κd−k−m
κd−k−r
Ξ
(k)
r,m−r(K,B
d, β × Sd−1 × γ).
Fu¨r konvexe Ko¨rper K1, . . . ,Ks ∈ Kd in allgemeiner Lage und Borelmengen γ ⊂
Sd−1 ×G(d, k), β1, . . . , βs ⊂ Rd mit βi ⊂ Ki gilt außerdem
Ξ
(k)
i1,...,is
(K1, . . . ,Ks, β1 × · · · × βs × γ)
=
(
d−k
r
)(
d−k
m
) κd−k−m
κd−k−r
Ξ
(k)
i1,...,is,m−r(K1, . . . ,Ks, B
d, β1 × · · · × βs × Sd−1 × γ),
wobei i1, . . . , is ∈ {0, . . . , r} mit i1 + · · ·+ is = r.
Beweis. Fu¨r l ∈ N seien K1, . . . ,Kl ∈ Kd in allgemeiner Lage sowie %1, . . . , %l ≥ 0 und
β1, . . . , βl Borelmengen in Rd mit βi ⊂ Ki. Des Weiteren sei k ∈ {0, . . . , d − 1} und
γ ⊂ Sd−1 ×G(d, k) eine Borelmenge.
1) Wir ko¨nnen annehmen, dass γ = ω×A mit Borelmengen ω ⊂ Sd−1 und A ⊂ G(d, k).
In unserer Darstellung des Fahnenmaßes als Projektionsmittel (4.13) tritt das
Stu¨tzmaß der Projektion des konvexen Ko¨rpers auf einen Unterraum auf. Daher
mo¨chten wir im Folgenden Satz 3.3 fu¨r Stu¨tzmaße anwenden. Damit dessen Vorausset-
zungen erfu¨llt sind, mu¨ssen wir erst zeigen, dass die Projektionen K1|L⊥, . . . ,Kl|L⊥
der konvexen Ko¨rper auf einen Unterraum fu¨r νk-fast alle L ∈ G(d, k) ebenfalls in
allgemeiner Lage sind. Dazu kombinieren wir Lemma 4.14 mit einem Resultat von
Zalgaller (siehe den Fall s = 1 und r = k des Theorems in
”
Notes for Section 2.3“
in [67], S. 103), um zu zeigen, dass fu¨r zwei konvexe Ko¨rper K1 und K2, die in
allgemeiner Lage in Rd sind, folgt, dass K1|L⊥ und K2|L⊥ fu¨r νk-fast alle L ∈ G(d, k)
in allgemeiner Lage in L⊥ sind. Durch Induktion erhalten wir die Erweiterung dieses
Resultats auf endlich viele konvexe Ko¨rper in allgemeiner Lage.
Aus (4.13) und (3.11) folgt dann
Ξ(k)m
(
l∑
i=1
%iKi,
( l∑
i=1
%iβi
)
× γ
)
=
∫
G(d,k)
∫
1
{
(g
(
x, L,
l∑
i=1
%iKi
)
, u, L) ∈
( l∑
i=1
%iβi
)
× γ
}
× ΞL⊥m
(( l∑
i=1
%iKi
)
|L⊥, d(x, u)
)
νk(dL)
=
∫
G(d,k)
∫
1
{
(g
(
x, L,
l∑
i=1
%iKi
)
, u, L) ∈
( l∑
i=1
%iβi
)
× γ
}
× ΞL⊥m
( l∑
i=1
%i(Ki|L⊥), d(x, u)
)
νk(dL)
=
∫
G(d,k)
1{L ∈ A}ΞL⊥m
(
l∑
i=1
%i(Ki|L⊥),
( l∑
i=1
%i(βi|L⊥)
)
× (ω ∩ L⊥)
)
νk(dL)
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=
m∑
i1,...,il=0
(
m
i1, . . . , il
)
%i11 · · · %ill
∫
G(d,k)
1{L ∈ A}
× ΞL⊥i1,...,il(K1|L⊥, . . . ,Kl|L⊥, (β1|L⊥)× · · · × (βl|L⊥)× (ω ∩ L⊥)) νk(dL)
=
m∑
i1,...,il=0
(
m
i1, . . . , il
)
%i11 · · · %ill Ξ(k)i1,...,il(K1, . . . ,Kl, β1 × · · · × βl × γ).
Das gemischte Stu¨tzmaß der konvexen Ko¨rper K1|L⊥, . . . ,Kl|L⊥ in L⊥ wird hier mit
ΞL
⊥
i1,...,il
(K1|L⊥, . . . ,Kl|L⊥, ·) bezeichnet.
Das gemischte Fahnenmaß Ξ
(k)
i1,...,il
(K1, . . . ,Kl, ·) definieren wir durch
Ξ
(k)
i1,...,il
(K1, . . . ,Kl, β1 × · · · × βl × ω ×A)
:=
∫
G(d,k)
1{L ∈ A} (4.16)
× ΞL⊥i1,...,il(K1|L⊥, . . . ,Kl|L⊥, (β1|L⊥)× · · · × (βl|L⊥)× (ω ∩ L⊥)) νk(dL).
Die restlichen Aussagen von 1) folgen aus (4.15), (4.16) und den entsprechenden
Eigenschaften von gemischten Stu¨tzmaßen in Satz 3.3 1).
2),3) Diese Aussagen folgen aus (4.16) und Satz 3.3 2) und 3).
Bemerkung 4.16.
1) Im Folgenden wird Ξ(k)(K1, . . . ,Km, ·) fu¨r Ξ(k)1,...,1(K1, . . . ,Km, ·) geschrieben, wobei
m ∈ {1, . . . , d− k − 1} und der Index 1 m-mal im Maß Ξ(k)1,...,1 auftritt.
2) Zwei Spezialfa¨lle des vorangegangenen Satzes sind:
Sind m = d− k − 1 und r ∈ {0, . . . , d− k − 1} in Satz 4.15 3), so gilt fu¨r K ∈ Kd
Ξ(k)r (K,β × γ) =
2
(
d−k
r
)
(d− k)κd−k−r Ξ
(k)
r,d−1−k−r(K,B
d, β × Sd−1 × γ).
Seien m = d − k − 1 ≥ 1 und r ∈ {0, . . . , d − k − 1}. Ist K ∈ Kd strikt konvex, so
implizieren Satz 4.15 2) und 3), dass
Ξ(k)r (K,β×γ) =
2
(
d−k
r
)
(d− k)κd−k−r Ξ
(k)
1,...,1(K[r], B
d[d−k−1−r], (β)r×(Sd−1)d−1−k−r×γ).
In Bemerkung 3.4 haben wir gesehen, dass die allgemeine Lage der konvexen Ko¨rper
und somit die strikte Konvexita¨t fu¨r die multilineare Entwicklung der Oberfla¨chenmaße
keine notwendige Bedingung ist. Dies u¨bertra¨gt sich auch auf die Fahnen-Oberfla¨chenmaße.
Einige der Formeln, die somit aus Satz 4.15 fu¨r allgemeine konvexe Ko¨rper folgen, listen
wir nun auf. Die Notation fu¨r die gemischten Fahnen-Oberfla¨chenmaße wa¨hlen wir nach
dem gleichen Prinzip wie fu¨r die gemischten Fahnen-Stu¨tzmaße. Es gilt
Ψ(k)m (%1K1 + · · ·+ %lKl, ·) =
m∑
i1,...,il=0
(
m
i1, . . . , il
)
%i11 · · · %ill Ψ(k)(K1[i1], . . . ,Kl[il], ·)
=
l∑
j1,...,jm=1
%j1 · · · %jmΨ(k)(Kj1 , . . . ,Kjm , ·),
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Ψ(k)m (K, ·) =
2
(
d−k
m
)
(d− k)κd−k−m Ψ
(k)(K[m], Bd[d− 1− k −m], ·) (4.17)
und
Ψ(k)m (K + %B
d, ·) =
m∑
r=0
%r
(
m
r
)
Ψ(k)(K[m− r], Bd[r], ·)
=
m∑
r=0
%r
(
m
r
)
Ψ
(k)
m−r,r(K,B
d, ·)
=
m∑
r=0
%m−r
(
d− k − r
d− k −m
)
κd−k−r
κd−k−m
Ψ(k)r (K, ·).
Die unterste Formel folgt auch direkt aus Proposition 4.13.
Abschließend untersuchen wir in diesem Kapitel Zusammenha¨nge der Fahnenmaße
Ξ
(k)
m (K, ·) mit festemm, aber unterschiedlichen k. Der folgende Satz 4.17 zeigt, dass zwischen
diesen Maßen eine Integralformel gilt. Hierfu¨r bezeichnen wir mit Ξ
L⊥,(r−k)
m (K|L⊥, ·) das
fu¨r k ∈ {0, . . . , d − 1}, r ∈ {k, . . . , d − 1}, m ∈ {0, . . . , d − r − 1} und L ∈ G(d, k) in L⊥
berechnete Fahnen-Stu¨tzmaß von Typ (r − k,m) des konvexen Ko¨rpers K|L⊥. Analog
verfahren wir mit gL
⊥
. Der Spezialfall r = k des folgenden Satzes liefert wieder (4.13).
Satz 4.17. Fu¨r einen konvexen Ko¨rper K in Rd, k ∈ {0, . . . , d − 1}, r ∈ {k, . . . , d − 1}
und m ∈ {0, . . . , d− r − 1} gilt
Ξ(r)m (K, ·) =
∫
G(d,k)
∫
1{(g(x, L,K), u, V + L) ∈ ·}ΞL⊥,(r−k)m (K|L⊥, d(x, u, V )) νk(dL).
(4.18)
Beweis. Sei K ∈ Kd, k ∈ {0, . . . , d−1}, r ∈ {k, . . . , d−1} und m ∈ {0, . . . , d−r−1}. Fu¨r
einen Unterraum V ∈ G(d, k) des Rd bezeichnen wir im Folgenden mit G(V, l) die Menge
der linearen Unterra¨ume W ∈ G(d, l) mit W ⊂ V , falls l ∈ {0, . . . , k}. Gilt l ∈ {k, . . . , d},
so ist G(V, l) die Menge aller W ∈ G(d, l) mit V ⊂W . In beiden Fa¨llen wird das Haarsche
Wahrscheinlichkeitsmaß auf G(V, l) mit νVl bezeichnet. Sei f : Rd×Sd−1×G(d, k)→ [0,∞)
messbar. Wird (4.13) in L⊥ angewendet, so gilt∫
G(d,k)
∫
f(g(x, L,K), u, V + L) ΞL
⊥,(r−k)
m (K|L⊥, d(x, u, V )) νk(dL)
=
∫
G(d,k)
∫
G(L⊥,r−k)
∫
f
(
g
(
gL
⊥
(z,W,K|L⊥), L,K
)
, w,W + L
)
× ΞL⊥∩W⊥m
(
(K|L⊥)|(L⊥ ∩W⊥), d(z, w)
)
νL
⊥
r−k(dW ) νk(dL)
=
∫
G(d,k)
∫
G(L⊥,r−k)
∫
f(g(z,W + L,K), w,W + L)
× Ξ(W+L)⊥m
(
K|(W + L)⊥, d(z, w)
)
νL
⊥
r−k(dW ) νk(dL)
=
∫
G(d,k)
∫
G(L,r)
∫
f(g(z, U,K), w, U) ΞU
⊥
m
(
K|U⊥, d(z, w)
)
νLr (dU) νk(dL),
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wobei U := W + L gesetzt wird. Mit Theorem 7.1.1 aus [68] und nochmaliger Anwendung
von (4.13) folgt schließlich∫
G(d,k)
∫
f(g(x, L,K), u, V + L) ΞL
⊥,(r−k)
m (K|L⊥, d(x, u, V )) νk(dL)
=
∫
G(d,r)
∫
f(g(z, U,K), u, U) ΞU
⊥
m (K|U⊥, d(z, u)) νr(dU)
=
∫
f(z, u, U) Ξ(r)m (K, d(z, u, U)).
Hieraus ko¨nnen wir durch das gleiche Vorgehen wie im Beweis zu Satz 4.15 eine Erweite-
rung auf gemischte Maße erhalten.
Satz 4.18. Fu¨r l ∈ N seien K1, . . . ,Kl ∈ Kd konvexe Ko¨rper in allgemeiner Lage und
β1, . . . , βl ⊂ Rd Borelmengen mit βi ⊂ Ki, i = 1, . . . , l. Zusa¨tzlich seien k ∈ {0, . . . , d− 1},
r ∈ {k, . . . , d−1} und m ∈ {0, . . . , d−r−1} sowie ω ⊂ Sd−1 und A ⊂ G(d, r) Borelmengen.
Fu¨r i1, . . . , il ∈ {0, . . . ,m} mit i1 + · · ·+ il = m gilt dann
Ξ
(r)
i1,...,il
(K1, . . . ,Kl, β1 × · · · × βl × ω ×A)
=
∫
G(d,k)
∫
1{V + L ∈ A}
× ΞL⊥,(r−k)i1,...,il (K1|L⊥, . . . ,Kl|L⊥, (β1|L⊥)× · · · × (βl|L⊥)× (ω ∩ L⊥)× dV ) νk(dL).
Beweis. Fu¨r l ∈ N seien K1, . . . ,Kl ∈ Kd in allgemeiner Lage und β1, . . . , βl ∈ B(Rd) mit
βi ⊂ Ki, i = 1, . . . , l. Seien k ∈ {0, . . . , d−1}, r ∈ {k, . . . , d−1} und m ∈ {0, . . . , d− r−1}
sowie γ ⊂ Sd−1 und A ⊂ G(d, r) Borelmengen. Des Weiteren seien %1, . . . , %l ≥ 0 und
i1, . . . , il ∈ {0, . . . ,m} mit i1 + · · ·+ il = m.
Nach Satz 4.15 1) (Formel (4.15)) gilt zum einen
Ξ(r)m
( l∑
i=1
%iKi,
( l∑
i=1
%iβi
)
× ω ×A
)
=
m∑
i1,...,il=0
(
m
i1, . . . , il
)
%i11 · · · %ill Ξ(r)i1,...,il(K1, . . . ,Kl, β1 × · · · × βl × ω ×A).
Andererseits gilt mit Satz 4.17 und wiederum Satz 4.15 1), dass
Ξ(r)m
( l∑
i=1
%iKi,
( l∑
i=1
%iβi
)
× ω ×A
)
=
∫
G(d,k)
∫
1
{
(g
(
x, L,
l∑
i=1
%iKi
)
, u, V + L) ∈
( l∑
i=1
%iβi
)
× ω ×A
}
× ΞL⊥,(r−k)m
(( l∑
i=1
%iKi
)∣∣∣L⊥, d(x, u, V )) νk(dL)
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=
∫
G(d,k)
∫
1
{
(g
(
x, L,
l∑
i=1
%iKi
)
, u, V + L) ∈
( l∑
i=1
%iβi
)
× ω ×A
}
× ΞL⊥,(r−k)m
( l∑
i=1
%i(Ki|L⊥), d(x, u, V )
)
νk(dL)
=
∫
G(d,k)
∫
1{V + L ∈ A}
× ΞL⊥,(r−k)m
( l∑
i=1
%i(Ki|L⊥),
l∑
i=1
%i(βi|L⊥)× (ω ∩ L⊥)× dV
)
νk(dL)
=
∫
G(d,k)
∫
1{V + L ∈ A}
m∑
i1,...,il=0
(
m
i1, . . . , il
)
%i11 · · · %ill
× ΞL⊥,(r−k)i1,...,il (K1|L⊥, . . . ,Kl|L⊥, (β1|L⊥)× · · · × (βl|L⊥)× (ω ∩ L⊥)× dV ) νk(dL).
Demnach gilt also
m∑
i1,...,il=0
(
m
i1, . . . , il
)
%i11 · · · %ill Ξ(r)i1,...,il(K1, . . . ,Kl, β1 × · · · × βl × ω ×A)
=
∫
G(d,k)
∫
1{V + L ∈ A}
m∑
i1,...,il=0
(
m
i1, . . . , il
)
%i11 · · · %ill
× ΞL⊥,(r−k)i1,...,il (K1|L⊥, . . . ,Kl|L⊥, (β1|L⊥)× · · · × (βl|L⊥)× (ω ∩ L⊥)× dV ) νk(dL).
Ein Koeffizientenvergleich fu¨hrt letztlich zu
Ξ
(r)
i1,...,il
(K1, . . . ,Kl, β1 × · · · × βl × ω ×A)
=
∫
G(d,k)
∫
1{V + L ∈ A}
× ΞL⊥,(r−k)i1,...,il (K1|L⊥, . . . ,Kl|L⊥, (β1|L⊥)× · · · × (βl|L⊥)× (ω ∩ L⊥)× dV ) νk(dL).
Bemerkung 4.19. Bis auf Abschnitt 4.2 und Satz 4.18 sind sa¨mtliche Resultate die-
ses Kapitels (teilweise ohne beziehungsweise mit anderem Beweis) in der gemeinsamen
Vero¨ffentlichung [44] mit D. Hug und W. Weil enthalten.

5. Fahnenmaße fu¨r Zonoide
Eine besondere Klasse von konvexen Ko¨rpern sind die Zonoide, da sie (in der Hausdorffme-
trik) durch endliche Summen von Strecken, sogenannte Zonotope, approximiert werden
ko¨nnen. Ein konvexer Ko¨rper K heißt (zentriertes) Zonoid, wenn es ein gerades Borelmaß
ρ(K, ·) auf Sd−1 gibt, sodass die Stu¨tzfunktion von K in der Form
h(K,u) =
∫
Sd−1
|〈u, v〉| ρ(K, dv), u ∈ Rn, (5.1)
dargestellt werden kann (siehe [67], Theorem 3.5.3). Ein verallgemeinertes Zonoid ist ein
konvexer Ko¨rper Z ∈ Kd (oder eine Parallelverschiebung von Z), dessen Stu¨tzfunktion die
Darstellung (5.1) mit einem geraden signierten Borelmaß auf Sd−1 hat. Das Maß ρ(Z, ·)
wird erzeugendes Maß von Z genannt.
Da wir das signierte Maß ρ(Z, ·) mit Hilfe der Hahn-Jordan-Zerlegung als Differenz
zweier Maße schreiben ko¨nnen, gibt es zwei Zonoide K1 und K2, sodass Z +K1 = K2. Gilt
andersherum eine solche Gleichung fu¨r Z ∈ Kd, so ist Z ein verallgemeinertes Zonoid.
Aufgrund der Translationsinvarianz der Fahnenmaße wird im Folgenden angenommen,
dass das Zentrum des verallgemeinerten Zonoids Z im Ursprung liegt. Das Maß ρ(Z, ·) ist
dann durch Z eindeutig bestimmt (siehe [67], Theorem 3.5.4).
Sind Z,Z1, . . . , Zd verallgemeinerte Zonoide, so ko¨nnen mittels ihrer erzeugenden Ma-
ße die inneren Volumina Vj(Z) (j = 0, . . . , d), die gemischten Volumina V (Z1, . . . , Zd),
die Oberfla¨chenmaße Ψj(Z, ·) (j = 1, . . . , d − 1) sowie die gemischten Oberfla¨chenmaße
Ψ(Z1, . . . , Zd−1, ·) ausgedru¨ckt werden (siehe Satz 5.2). Fu¨r Kru¨mmungsmaße sind keine
solchen Formeln bekannt. In diesem Kapitel leiten wir entsprechende Resultate fu¨r Fahnen-
Oberfla¨chenmaße her.
Mit E(u1, . . . , uk) bezeichnen wir die lineare Hu¨lle der Vektoren u1, . . . , uk 6= o, insofern
diese k-dimensional ist. Andernfalls setzen wir E(u1, . . . , uk) = E0 mit einem festen
Unterraum E0 ∈ G(d, k). Mit Dk(u1, . . . , uk), k = 1, . . . , d − 1, wird das k-dimensionale
Volumen des von u1, . . . , uk ∈ Sd−1 aufgespannten Parallelepipeds bezeichnet, das heißt
Dk(u1, . . . , uk) = Vk(conv({o, u1}) + · · ·+ conv({o, uk})) = |det(u1, . . . , uk)|,
falls Dk(u1, . . . , uk) ≥ 0. Fu¨r einen Unterraum M ∈ G(d,m) und k + m ≤ d definie-
ren wir Dk+m(u1, . . . , uk,M) durch Dk+m(u1, . . . , uk, v1, . . . , vm), wobei v1, . . . , vm eine
Orthonormalbasis von M ist. Diese Bezeichnung ist unabha¨ngig von der Wahl der Basis.
Wir mo¨chten noch einmal daran erinnern, dass in der Literatur (zum Beispiel in [67])
manchmal eine andere Normalisierung der (gemischten) Oberfla¨chenmaße verwendet wird.
Der Zusammenhang zu der in dieser Arbeit verwendeten Normalisierung besteht durch
2Ψ(K1, . . . ,Kd−1, ·) = S(K1, . . . ,Kd−1, ·)
und (siehe (3.8))
Ψj(K, ·) =
(
d
j
)
dκd−j
Sj(K, ·).
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Aufgrund von Sj(K) = S(K[j], B
d[d− 1− j], ·) erhalten wir außerdem (vergleiche (4.17))
Ψj(K, ·) =
2
(
d
j
)
dκd−j
Ψ(K[j], Bd[d− 1− j], ·).
Fu¨r einen spa¨teren Beweis wird zuna¨chst folgende Darstellung des gemischten Ober-
fla¨chenmaßes von verallgemeinerten Zonoiden und konvexen Ko¨rpern bereitgestellt.
Satz 5.1. Fu¨r k ∈ {1, . . . , d− 2} seien Z1, . . . , Zk verallgemeinerte Zonoide mit erzeugen-
den Maßen ρ(Z1, ·), . . . , ρ(Zk, ·) sowie Kk+1, . . . ,Kd−1 ∈ Kd konvexe Ko¨rper. Dann gilt fu¨r
ω ∈ B(Sd−1), dass
Ψ(Z1, . . . , Zk,Kk+1, . . . ,Kd−1, ω)
=
2k
k!
(
d−1
k
) ∫
Sd−1
· · ·
∫
Sd−1
Dk(u1, . . . , uk)
×ΨE⊥(Kk+1|E⊥, . . . ,Kd−1|E⊥, ω ∩ E⊥) ρ(Z1, du1) . . . ρ(Zk, duk)
mit E = E(u1, . . . , uk).
Ist die Dimension des Unterraumes E kleiner als k, so ist ΨE
⊥
(· · · ) nicht definiert.
Allerdings ist in diesem Fall Dk(u1, . . . , uk) = 0 und somit ist es konsistent, den Integranden
als null zu definieren. A¨hnliche Konventionen werden auch im Folgenden u¨bernommen.
Beweis. Die Beweisidee ist analog zu der von Proposition 3.7 aus [65].
Fu¨r eine Borelmenge ω ⊂ Sd−1 definieren wir ein Maß µ durch
µ(ω) :=
2k
k!
(
d−1
k
) ∫
Sd−1
· · ·
∫
Sd−1
Dk(u1, . . . , uk)
×ΨE⊥(Kk+1|E⊥, . . . ,Kd−1|E⊥, ω ∩ E⊥) ρ(Z1, du1) . . . ρ(Zk, duk).
Sei M ∈ Kd beliebig. Mit Theorem 5.1.7 in [67] und Formel (31) aus [66] folgt dann∫
Sd−1
h(M, v)µ(dv)
=
2k
k!
(
d−1
k
) ∫
Sd−1
· · ·
∫
Sd−1
∫
Sd−1∩E⊥
Dk(u1, . . . , uk)h(M, v)
×ΨE⊥(Kk+1|E⊥, . . . ,Kd−1|E⊥, dv) ρ(Z1, du1) . . . ρ(Zk, duk)
=
2k(d− k)
2k!
(
d−1
k
) ∫
Sd−1
· · ·
∫
Sd−1
Dk(u1, . . . , uk)
× V E⊥(Kk+1|E⊥, . . . ,Kd−1|E⊥,M |E⊥) ρ(Z1, du1) . . . ρ(Zk, duk)
=
2k(d− k)
2k!
(
d−1
k
) k!(dk)
2k
V (Kk+1, . . . ,Kd−1,M,Z1, . . . , Zk)
=
d
2
V (M,Kk+1, . . . ,Kd−1, Z1, . . . , Zk)
=
∫
Sd−1
h(M,v) Ψ(Z1, . . . , Zk,Kk+1, . . . ,Kd−1, dv).
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Da M ein beliebiger konvexer Ko¨rper war und Differenzen von Stu¨tzfunktionen dicht im
Banachraum der stetigen Funktionen auf Sd−1 liegen, folgt daraus schließlich
µ(·) = Ψ(Z1, . . . , Zk,Kk+1, . . . ,Kd−1, ·).
Fu¨r k = d−1 gehen in obigen Satz keine konvexen Ko¨rper Kk+1, . . . ,Kd−1 ein. In diesem
Fall interpretieren wir ΨE
⊥
(Kk+1|E⊥, . . . ,Kd−1|E⊥, ·) als 12H0x(E⊥ ∩ Sd−1). Der Beweis
geht dann ebenso und es folgt
Ψ(Z1, . . . , Zd−1, ω) =
2d−1
(d− 1)!
∫
Sd−1
· · ·
∫
Sd−1
Dd−1(u1, . . . , ud−1) (5.2)
× 1
2
H0(ω ∩ E⊥) ρ(Z1, du1) . . . ρ(Zd−1, dud−1)
mit E = E(u1, . . . , ud−1).
Diese Formel wurde in anderer Darstellung schon von Weil in [76] bewiesen. Um dies
einzusehen, sei eine messbare Abbildung T gegeben durch
T : (Sd−1)d−1 → Sd−1
T (u1, . . . , ud−1) = ud,
wobei die Vektoren u1, . . . , ud−1 linear unabha¨ngig sind, ud ∈ E(u1, . . . , ud−1)⊥ und
u1, . . . , ud−1, ud bezu¨glich einer festen Vergleichsbasis positiv orientiert sind. Fu¨r line-
ar abha¨ngige u1, . . . , ud−1 wird ud := u0 gewa¨hlt mit u0 ∈ Sd−1 fest. Mit Tρ bezeichnen wir
nun das Bildmaß auf Sd−1 eines (signierten) Maßes ρ auf (Sd−1)d−1 unter T . Insbesondere
ist dann das Bildmaß des uneigentlichen Integrals
∫
Dd−1 dρ unter T wohldefiniert durch
T
[∫
Dd−1 dρ
]
(ω) :=
∫
T−1(ω)
Dd−1 dρ, ω ∈ B(Sd−1),
und fu¨r eine stetige, reelle Funktion f auf Sd−1 gilt nach [67], dass∫
Sd−1
f(u)T
[∫
Dd−1 dρ
]
(du)
=
∫
(Sd−1)d−1
f(T (u1, . . . , ud−1))Dd−1(u1, . . . , ud−1) ρ(d(u1, . . . , ud−1)). (5.3)
Der Integrand in dieser Formel ist stetig auf (Sd−1)d−1.
Ist L ∈ G(d, k) ein linearer Unterraum, so wird mit TL die entsprechende Abbildung TL :
(Sd−1 ∩ L)k−1 → Sd−1 ∩ L bezeichnet. In diesem Fall verbinden wir mit jedem L ∈ G(d, k)
auf messbare Weise eine Orientierung. Des Weiteren werden die Abbildungen T und TL in
Verbindung mit einem Unterraum M ∈ G(d,m) benutzt, mit dem wir auf messbare Weise
eine Orientierung verbinden und im Fall von TL voraussetzen, dassM ⊂ L,M 6= L. Genauer
ist T (u1, . . . , ud−m−1,M) fu¨r linear unabha¨ngige Einheitsvektoren u1, . . . , ud−m−1 definiert
als T (u1, . . . , ud−m−1, v1, . . . , vm), wobei die Vektoren v1, . . . , vm eine positiv orientierte
Orthonormalbasis von M bilden. Ebenso ist TL(u1, . . . , uk−m−1,M) definiert. Da wir nur
bezu¨glich gerader Maße integrieren, ist die genaue Wahl der Orientierung nicht von Belang.
Formel (5.2) la¨sst sich nun umformen zur ersten Aussage des folgenden Satzes. Es handelt
sich hierbei um einen Spezialfall von Satz 5.1. Der folgende Satz entspricht den Sa¨tzen 3, 4
und 6 in [76].
58 5. Fahnenmaße fu¨r Zonoide
Satz 5.2. Seien Z,Z1, . . . , Zd verallgemeinerte Zonoide mit erzeugenden Maßen ρ(Z, ·),
ρ(Z1, ·), . . . , ρ(Zd, ·). Dann gilt fu¨r das gemischte Oberfla¨chenmaß
Ψ(Z1, . . . , Zd−1, ·) = 2
d−1
(d− 1)! T
[∫
(·)
Dd−1 d(ρ(Z1, ·)× · · · × ρ(Zd−1, ·))
]
.
Fu¨r das j-te Oberfla¨chenmaß, j = 1, . . . , d− 1, gilt
Ψj(Z, ·) =
2j+1
(
d
j
)
d!κd−j−1d−1 κd−j
T
[∫
(·)
Dd−1 d(ρ(Z, ·)j × (Hd−1)d−j−1)
]
.
Des Weiteren gilt fu¨r das gemischte Volumen und die inneren Volumina
V (Z1, . . . , Zd) =
2d
d!
∫
Sd−1
· · ·
∫
Sd−1
Dd(u1, . . . , ud) ρ(Z1, du1) · · · ρ(Zd, dud)
und
Vj(Z) =
2j
j!
∫
Sd−1
· · ·
∫
Sd−1
Dj(u1, . . . , uj) ρ(Z, du1) · · · ρ(Z, duj)
fu¨r j = 0, . . . , d.
Die erste Formel ist wie erwa¨hnt eine Umformung von Formel (5.2). Die zweite folgt aus
der ersten, da die Einheitskugel Bd ein verallgemeinertes Zonoid ist mit erzeugendem Maß
(siehe [76], Satz 3)
ρ(Bd, ·) = 1
2κd−1
Hd−1xSd−1.
Das Resultat fu¨r das gemischte Volumen folgt wegen (siehe [67], Formel (5.19))
V (K1, . . . ,Kd) =
2
d
∫
Sd−1
h(Kd, u) Ψ(K1, . . . ,Kd−1, du)
fu¨r K1, . . . ,Kd ∈ Kd.
Da die Orthogonalprojektion Z|L⊥ eines verallgemeinerten Zonoids Z auf einen Unter-
raum L⊥, L ∈ G(d, k), nach Satz 4.1 in [78] wiederum ein verallgemeinertes Zonoid (in
L⊥) ist, lassen sich a¨hnliche Darstellungen wie in Satz 5.2 auch fu¨r gemischte Fahnen-
Oberfla¨chenmaße herleiten. Hierzu wenden wir einen Spezialfall der Projektionsformel
(4.16) an, na¨mlich
Ψ(k)(K1, . . . ,Kd−k−1, ·) (5.4)
=
∫
G(d,k)
∫
Sd−1∩L⊥
1{(u, L) ∈ ·}ΨL⊥(K1|L⊥, . . . ,Kd−k−1|L⊥, du) νk(dL)
fu¨r k ∈ {0, . . . , d− 2} und konvexe Ko¨rper K1, . . . ,Kd−k−1 ∈ Kd.
Das erzeugende Maß von Z|L⊥ ko¨nnen wir mittels der spha¨rischen Projektion ΠL⊥
beschreiben. Diese ist fu¨r einen linearen Unterraum L ∈ G(d, k) gegeben durch
ΠL⊥ : S
d−1\L→ Sd−1 ∩ L⊥
u 7→ u|L
⊥
‖u|L⊥‖ .
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Fu¨r das erzeugende Maß von Z|L⊥ gilt dann nach Satz 4.1 in [78]
ρ(Z|L⊥, ·) =
∫
Sd−1\L
1{ΠL⊥u ∈ ·} ‖u|L⊥‖ ρ(Z, du).
Der Integrationsbereich Sd−1\L kann hier auf Sd−1 erweitert werden, da ‖u|L⊥‖ = 0 fu¨r
u ∈ L gilt, woraufhin der Integrand null ist.
Fu¨r eine nichtnegative, messbare Funktion f auf Sd−1 ∩ L⊥ gilt somit∫
Sd−1∩L⊥
f(u) ρ(Z|L⊥, du) =
∫
Sd−1
f(ΠL⊥u) ‖u|L⊥‖ ρ(Z, du). (5.5)
Aufgrund der Definition der spha¨rischen Projektion gilt außerdem
Dd−k−1 (ΠL⊥u1, . . . ,ΠL⊥um, um+1, . . . , ud−k−1)
= Dd−k−1
(
u1|L⊥
‖u1|L⊥‖ , . . . ,
um|L⊥
‖um|L⊥‖ , um+1, . . . , ud−k−1
)
=
1
‖u1|L⊥‖ · · · ‖um|L⊥‖ Dd−k−1(u1|L
⊥, . . . , um|L⊥, um+1, . . . , ud−k−1). (5.6)
Nun ko¨nnen wir Satz 5.1 auf gemischte Fahnen-Oberfla¨chenmaße erweitern.
Satz 5.3. Fu¨r k ∈ {0, . . . , d − 3} und l ∈ {1, . . . , d − k − 2} seien Z1, . . . , Zl verall-
gemeinerte Zonoide mit erzeugenden Maßen ρ(Z1, ·), . . . , ρ(Zl, ·). Des Weiteren seien
Kl+1, . . . ,Kd−k−1 ∈ Kd konvexe Ko¨rper. Dann gilt
Ψ(k)(Z1, . . . , Zl,Kl+1, . . . ,Kd−k−1, ·)
=
2l
l!
(
d−k−1
l
) ∫
Sd−1
. . .
∫
Sd−1
∫
G(d,k)
∫
Sd−1∩E⊥∩L⊥
Dl(v1|L⊥, . . . , vl|L⊥)1{(u, L) ∈ ·}
×ΨE⊥∩L⊥(Kl+1|(E⊥ ∩ L⊥), . . . ,Kd−k−1|(E⊥ ∩ L⊥), du)
× νk(dL) ρ(Z1, dv1) . . . ρ(Zl, dvl)
mit E = E(v1|L⊥, . . . , vl|L⊥) .
Beweis. Aus (5.4) und mit Satz 5.1 angewendet in L⊥ folgt
Ψ(k)(Z1, . . . , Zl,Kl+1, . . . ,Kd−k−1, ·)
=
∫
G(d,k)
∫
Sd−1∩L⊥
1{(u, L) ∈ ·}
×ΨL⊥(Z1|L⊥, . . . , Zl|L⊥,Kl+1|L⊥, . . . ,Kd−k−1|L⊥, du) νk(dL)
=
∫
G(d,k)
2l
l!
(
d−k−1
l
) ∫
Sd−1∩L⊥
. . .
∫
Sd−1∩L⊥
∫
(Sd−1∩L⊥)∩E⊥∩L⊥
Dl(v1, . . . , vl)1{(u, L) ∈ ·}
×ΨE⊥∩L⊥((Kl+1|L⊥)|(E⊥ ∩ L⊥), . . . , (Kd−k−1|L⊥)|(E⊥ ∩ L⊥), du)
× ρ(Z1|L⊥, dv1) . . . ρ(Zl|L⊥, dvl) νk(dL)
=
2l
l!
(
d−k−1
l
) ∫
G(d,k)
∫
Sd−1∩L⊥
. . .
∫
Sd−1∩L⊥
∫
Sd−1∩E⊥∩L⊥
Dl(v1, . . . , vl)1{(u, L) ∈ ·}
×ΨE⊥∩L⊥(Kl+1|(E⊥ ∩ L⊥), . . . ,Kd−k−1|(E⊥ ∩ L⊥), du)
× ρ(Z1|L⊥, dv1) . . . ρ(Zl|L⊥, dvl) νk(dL)
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mit E = E(v1, . . . , vl). Mit (5.5), (5.6) und dem Satz von Fubini gilt dann
Ψ(k)(Z1, . . . , Zl,Kl+1, . . . ,Kd−k−1, ·)
=
2l
l!
(
d−k−1
l
) ∫
G(d,k)
∫
Sd−1
. . .
∫
Sd−1
∫
Sd−1∩E⊥∩L⊥
Dl(ΠL⊥v1, . . . ,ΠL⊥vl)
× 1{(u, L) ∈ ·} ‖v1|L⊥‖ · · · ‖vl|L⊥‖
×ΨE⊥∩L⊥(Kl+1|(E⊥ ∩ L⊥), . . . ,Kd−k−1|(E⊥ ∩ L⊥), du)
× ρ(Z1, dv1) . . . ρ(Zl, dvl) νk(dL)
=
2l
l!
(
d−k−1
l
) ∫
G(d,k)
∫
Sd−1
. . .
∫
Sd−1
∫
Sd−1∩E⊥∩L⊥
Dl(v1|L⊥, . . . , vl|L⊥)1{(u, L) ∈ ·}
×ΨE⊥∩L⊥(Kl+1|(E⊥ ∩ L⊥), . . . ,Kd−k−1|(E⊥ ∩ L⊥), du)
× ρ(Z1, dv1) . . . ρ(Zl, dvl) νk(dL)
=
2l
l!
(
d−k−1
l
) ∫
Sd−1
. . .
∫
Sd−1
∫
G(d,k)
∫
Sd−1∩E⊥∩L⊥
Dl(v1|L⊥, . . . , vl|L⊥)1{(u, L) ∈ ·}
×ΨE⊥∩L⊥(Kl+1|(E⊥ ∩ L⊥), . . . ,Kd−k−1|(E⊥ ∩ L⊥), du)
× νk(dL) ρ(Z1, dv1) . . . ρ(Zl, dvl)
mit E = E(v1|L⊥, . . . , vl|L⊥).
Der Fall k ∈ {0, . . . , d − 2} und l = d − k − 1, bei dem keine konvexen Ko¨rper
Kl+1, . . . ,Kd−k−1 auftreten, kann genauso bewiesen werden, wenn Satz 5.2 anstatt von
Satz 5.1 verwendet wird. Dadurch erhalten wir
Korollar 5.4. Fu¨r k ∈ {0, . . . , d− 2} seien Z1, . . . , Zd−k−1 verallgemeinerte Zonoide mit
erzeugenden Maßen ρ(Z1, ·), . . . , ρ(Zd−k−1, ·). Dann gilt
Ψ(k)(Z1, . . . , Zd−k−1, ·)
=
2d−k−1
(d− k − 1)!
∫
Sd−1
. . .
∫
Sd−1
∫
G(d,k)
Dd−k−1(u1|L⊥, . . . , ud−k−1|L⊥)
× 1{(TL⊥(ΠL⊥u1, . . . ,ΠL⊥ud−k−1), L) ∈ ·} νk(dL) ρ(Z1, du1) . . . ρ(Zd−k−1, dud−k−1)
=
2d−k−1
(d− k − 1)!
∫
Sd−1
. . .
∫
Sd−1
∫
G(d,d−k)
Dd−k−1(u1|L, . . . , ud−k−1|L)
× 1{(TL(ΠLu1, . . . ,ΠLud−k−1), L⊥) ∈ ·} νd−k(dL) ρ(Z1, du1) . . . ρ(Zd−k−1, dud−k−1).
Beweis. Aus (5.4) und mit Satz 5.2 angewendet in L⊥ folgt
Ψ(k)(Z1, . . . , Zd−k−1, ·)
=
∫
G(d,k)
∫
Sd−1∩L⊥
1{(u, L) ∈ ·}ΨL⊥(Z1|L⊥, . . . , Zd−k−1|L⊥, du) νk(dL)
=
∫
G(d,k)
∫
Sd−1∩L⊥
1{(u, L) ∈ ·} 2
d−k−1
(d− k − 1)!
× TL⊥
[∫
Dd−k−1 d(ρ(Z1|L⊥, ·)× · · · × ρ(Zd−k−1|L⊥, ·))
]
(du) νk(dL).
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Aus (5.3), (5.5) und (5.6) und mit dem Satz von Fubini folgt dann
Ψ(k)(Z1, . . . , Zd−k−1, ·)
=
2d−k−1
(d− k − 1)!
∫
G(d,k)
∫
Sd−1∩L⊥
. . .
∫
Sd−1∩L⊥
Dd−k−1(u1, . . . , ud−k−1)
× 1{(TL⊥(u1, . . . , ud−k−1), L) ∈ ·} ρ(Z1|L⊥, du1) . . . ρ(Zd−k−1|L⊥, dud−k−1) νk(dL)
=
2d−k−1
(d− k − 1)!
∫
G(d,k)
∫
Sd−1
. . .
∫
Sd−1
Dd−k−1(ΠL⊥u1, . . . ,ΠL⊥ud−k−1)
× 1{(TL⊥(ΠL⊥u1, . . . ,ΠL⊥ud−k−1), L) ∈ ·} ‖u1|L⊥‖ · · · ‖ud−k−1|L⊥‖
× ρ(Z1, du1) . . . ρ(Zd−k−1, dud−k−1) νk(dL)
=
2d−k−1
(d− k − 1)!
∫
G(d,k)
∫
Sd−1
. . .
∫
Sd−1
Dd−k−1(u1|L⊥, . . . , ud−k−1|L⊥)
× 1{(TL⊥(ΠL⊥u1, . . . ,ΠL⊥ud−k−1), L) ∈ ·} ρ(Z1, du1) . . . ρ(Zd−k−1, dud−k−1) νk(dL)
=
2d−k−1
(d− k − 1)!
∫
Sd−1
. . .
∫
Sd−1
∫
G(d,k)
Dd−k−1(u1|L⊥, . . . , ud−k−1|L⊥)
× 1{(TL⊥(ΠL⊥u1, . . . ,ΠL⊥ud−k−1), L) ∈ ·} νk(dL) ρ(Z1, du1) . . . ρ(Zd−k−1, dud−k−1).
Bemerkung 5.5. Eine andere Formel fu¨r Ψ(k)(Z1, . . . , Zd−k−1, ·), k ∈ {0, . . . , d − 3},
erhalten wir, wenn die konvexen Ko¨rper Kl+1, . . . ,Kd−k−1, l ∈ {1, . . . , d− k − 2}, in Satz
5.3 ebenfalls Zonoide Zi mit erzeugenden Maßen ρ(Zi, ·), i = l + 1, . . . , d− k − 1, sind. In
diesem Fall gilt
Ψ(k)(Z1, . . . , Zd−k−1, ·)
=
2l
l!
(
d−k−1
l
) ∫
Sd−1
. . .
∫
Sd−1
∫
G(d,k)
∫
Sd−1∩E⊥∩L⊥
Dl(v1|L⊥, . . . , vl|L⊥)1{(u, L) ∈ ·}
×ΨE⊥∩L⊥(Zl+1|(E⊥ ∩ L⊥), . . . , Zd−k−1|(E⊥ ∩ L⊥), du)
× νk(dL) ρ(Z1, dv1) . . . ρ(Zl, dvl)
mit E = E(v1|L⊥, . . . , vl|L⊥).
Einen weiteren interessanten Spezialfall erhalten wir, wenn es sich bei einigen der
verallgemeinerten Zonoide um die Einheitskugel handelt, das heißt Zl+1 = . . . = Zd−k−1 =
Bd. In diesem Fall ko¨nnen wir folgendes Resultat zeigen.
Satz 5.6. Fu¨r k ∈ {1, . . . , d−2} und l ∈ {1, . . . , d−k−1} seien Z1, . . . , Zl verallgemeinerte
Zonoide mit erzeugenden Maßen ρ(Z1, ·), . . . , ρ(Zl, ·). Dann gilt
Ψ(k)(Z1, . . . , Zl, B
d[d− k − l − 1], ·)
= c(d, k, l)
∫
Sd−1
. . .
∫
Sd−1
∫
G(d,d−k)
∫
G(L,d−k−l−1)
Dd−k−1(u1|L, . . . , ul|L,U)
×1{(TL(ΠLu1, . . . ,ΠLul, U), L⊥) ∈ ·} νLd−k−l−1(dU) νd−k(dL) ρ(Z1, du1) . . . ρ(Zl, dul)
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mit
c(d, k, l) :=
2d−k−1
(d− k − 1)! pi
d−k−l−1 ωl+2
ωd−k+1
.
Beweis. Fu¨r l = d−k−1 folgt die Behauptung aus Korollar 5.4. Daher wird im Folgenden
k ≤ d− 3 und l < d− k − 1 angenommen. Sei L ∈ G(d, d− k). Wegen
ρ(Bd|L, ·) = 1
2κd−k−1
Hd−k−1x(Sd−1 ∩ L)
gilt fu¨r eine nichtnegative, messbare Funktion f auf Sd−1 ∩ L, dass∫
Sd−1∩L
f(u) ρ(Bd|L, du) = 1
2κd−k−1
∫
Sd−1∩L
f(u)Hd−k−1(du).
Andererseits gilt nach (5.5), dass∫
Sd−1∩L
f(u) ρ(Bd|L, du) =
∫
Sd−1
f(ΠLu) ‖u|L‖ ρ(Bd, du)
und somit ∫
Sd−1
f(ΠLu) ‖u|L‖ ρ(Bd, du) = 1
2κd−k−1
∫
Sd−1∩L
f(u)Hd−k−1(du). (5.7)
Aus Korollar 5.4 und mit (5.7) erhalten wir
Ψ(k)(Z1, . . . , Zl, B
d[d− k − l − 1], ·)
=
2d−k−1
(d− k − 1)!
∫
G(d,d−k)
∫
Sd−1
. . .
∫
Sd−1
Dd−k−1(u1|L, . . . , ud−k−1|L)
× 1{(TL(ΠLu1, . . . ,ΠLud−k−1), L⊥) ∈ ·}
× ρ(Z1, du1) . . . ρ(Zl, dul) ρ(Bd, dul+1) . . . ρ(Bd, dud−k−1) νd−k(dL)
= a(d, k, l)
∫
G(d,d−k)
∫
Sd−1∩L
. . .
∫
Sd−1∩L
∫
Sd−1
. . .
∫
Sd−1
×Dd−k−1(u1|L, . . . , ul|L, ul+1, . . . , ud−k−1)
× 1{(TL(ΠLu1, . . . ,ΠLul, ul+1, . . . , ud−k−1), L⊥) ∈ ·}
× ρ(Z1, du1) . . . ρ(Zl, dul)Hd−k−1(dul+1) . . .Hd−k−1(dud−k−1) νd−k(dL),
wobei a(d, k, l) := 2
d−k−1
(d−k−1)!
(
1
2κd−k−1
)d−k−l−1
.
Sind ul+1, . . . , ud−k−1 linear unabha¨ngig, so spannen sie einen (d−k−l−1)-dimensionalen
linearen Unterraum U ⊂ L auf und es gilt
Dd−k−1(u1|L, . . . , ul|L, ul+1, . . . , ud−k−1)
= Dd−k−1(u1|L, . . . , ul|L,U) ·Dd−k−l−1(ul+1, . . . , ud−k−1).
Durch Anwenden eines Spezialfalls von Theorem 1 in [2] auf das (d − k − l − 1)-fache
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Integral u¨ber Sd−1 ∩ L erhalten wir
Ψ(k)(Z1, . . . , Zl, B
d[d− k − l − 1], ·)
= a(d, k, l)H(l+1)(d−k−l−1)(G(L, d− k − l − 1))
×
∫
G(d,d−k)
∫
G(L,d−k−l−1)
∫
Sd−1∩U
. . .
∫
Sd−1∩U
∫
Sd−1
. . .
∫
Sd−1
×Dd−k−1(u1|L, . . . , ul|L,U)Dd−k−l−1(v1, . . . , vd−k−l−1)l+2
× 1{(TL(ΠLu1, . . . ,ΠLul, U), L⊥) ∈ ·} ρ(Z1, du1) . . . ρ(Zl, dul)
×Hd−k−l−2(dv1) . . .Hd−k−l−2(dvd−k−l−1) νLd−k−l−1(dU) νd−k(dL).
Einige der Integrale ko¨nnen wir nun durch Einfu¨hren von Polarkoordinaten berechnen.
Denn aus Theorem 8.2.2 in [68] folgt
b(d, k, l) :=
∫
Sd−1∩U
. . .
∫
Sd−1∩U
Dd−k−l−1(v1, . . . , vd−k−l−1)l+2
×Hd−k−l−2(dv1) . . .Hd−k−l−2(dvd−k−l−1)
= ωd−k−l−1d−k+1
d−k−l−2∏
j=0
ωd−k−l−1−j
ωd−k+1−j
.
Also gilt
Ψ(k)(Z1, . . . , Zl, B
d[d− k − l − 1], ·)
= c(d, k, l)
∫
G(d,d−k)
∫
G(L,d−k−l−1)
∫
Sd−1
. . .
∫
Sd−1
Dd−k−1(u1|L, . . . , ul|L,U)
× 1{(TL(ΠLu1, . . . ,ΠLul, U), L⊥) ∈ ·}
× ρ(Z1, du1) . . . ρ(Zl, dul) νLd−k−l−1(dU) νd−k(dL),
wobei
c(d, k, l) = a(d, k, l) · H(l+1)(d−k−l−1)(G(L, d− k − l − 1)) · b(d, k, l)
=
2d−k−1
(d− k − 1)! pi
d−k−l−1ωd−k · · ·ωd−k−l
ω1 · · ·ωl+1
d−k−l−2∏
j=0
ωd−k−l−1−j
ωd−k+1−j
=
2d−k−1
(d− k − 1)! pi
d−k−l−1 ωl+2
ωd−k+1
.
Dies folgt, da fu¨r das Hausdorffmaß der Graßmann-Mannigfaltigkeit gilt (siehe [26], S. 267),
dass
Hm(n−m)(G(n,m)) = Γ
(
1
2
)m(n−m) m∏
j=1
Γ( j2)
Γ(n−j+12 )
mit m = l + 1 und n = d− k.
Die Wahl Z1 = . . . = Zl = Z fu¨hrt mit (4.17) und Satz 5.6 schließlich auf eine Formel
fu¨r das Fahnen-Oberfla¨chenmaß Ψ
(k)
l (Z, ·) eines verallgemeinerten Zonoids Z.
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Korollar 5.7. Sei Z ein verallgemeinertes Zonoid mit erzeugendem Maß ρ(Z, ·). Seien
k ∈ {1, . . . , d− 2} und l ∈ {1, . . . , d− k − 1}. Dann gilt
Ψ
(k)
l (Z, ·) =
2
(
d−k
l
)
(d− k)κd−k−l · c(d, k, l)
∫
Sd−1
. . .
∫
Sd−1
∫
G(d,d−k)
∫
G(L,d−k−l−1)
×Dd−k−1(u1|L, . . . , ul|L,U)1{(TL(ΠLu1, . . . ,ΠLul, U), L⊥) ∈ ·}
× νLd−k−l−1(dU) νd−k(dL) ρ(Z, du1) . . . ρ(Z, dul),
wobei c(d, k, l) = 2
d−k−1
(d−k−1)! pi
d−k−l−1 ωl+2
ωd−k+1 .
Aus Formel (4.17) und Korollar 5.4 erhalten wir folgendes Korollar.
Korollar 5.8. Sei Z ein verallgemeinertes Zonoid mit erzeugendem Maß ρ(Z, ·) und sei
k ∈ {0, . . . , d− 2}. Dann gilt
Ψ
(d−k−1)
k (Z, ·) =
2k
k!
∫
Sd−1
. . .
∫
Sd−1
∫
G(d,k+1)
Dk(u1|L, . . . , uk|L)
× 1{(TL(ΠLu1, . . . ,ΠLuk), L⊥) ∈ ·} νk+1(dL) ρ(Z, du1) . . . ρ(Z, duk).
Aus Proposition 4.11 erhalten wir
Ψk(Z, ·) = α(d, d− k − 1, k)−1 Ψ(d−k−1)k (Z, · ×G(d, d− k − 1)).
Bemerkung 5.8 impliziert dann
Ψk(Z, ·) = α(d, d− k − 1, k)−1 2
k
k!
∫
Sd−1
. . .
∫
Sd−1
∫
G(d,k+1)
Dk(u1|L, . . . , uk|L)
× 1{TL(ΠLu1, . . . ,ΠLuk) ∈ ·} νk+1(dL) ρ(Z, du1) . . . ρ(Z, duk). (5.8)
Diese Formel scheint in der Literatur noch nicht vorhanden zu sein, allerdings ko¨nnten wir
sie auch auf einem direkteren Weg erhalten.
Berechnen wir hiervon das totale Maß, so erhalten wir eine bekannte Formel (siehe
Satz 5.2) fu¨r die inneren Volumina beziehungsweise wegen (3.10) fu¨r die Quermaßintegrale
verallgemeinerter Zonoide, na¨mlich
Wd−k(Z) =
2k(d− k)!κd−k
d!
∫
Sd−1
. . .
∫
Sd−1
Dk(u1, . . . , uk) ρ(Z, du1) . . . ρ(Z, duk).
Um diese Formel aus (5.8) zu erhalten, nutzen wir aus, dass
Dk(u1|L, . . . , uk|L) = Dk(u1, . . . , uk) ·Dk(ξ1|L, . . . , ξk|L),
wobei ξ1, . . . , ξk ein beliebiges Orthonormalsystem mit derselben linearen Hu¨lle wie der
von (den als linear unabha¨ngig angenommenen) u1, . . . , uk ist. Außerdem wenden wir die
Formel in der Mitte von S. 139 in [26] (mit t = 1, m = k und k = d− k − 1) an, um∫
G(d,k+1)
Dk(ξ1|L, . . . , ξk|L) νk+1(dL) = β1(d, k)
β1(k + 1, k)
= α(d, d− k − 1, k)
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zu erhalten, wobei die Konstante
β1(n,m) =
Γ
(
m+1
2
)
Γ
(
n−m+1
2
)
Γ
(
n+1
2
)
Γ
(
1
2
) fu¨r 1 ≤ m ≤ n
aus Abschnitt 3.2.13 in [26] stammt.
Bemerkung 5.9. Sa¨mtliche Resultate dieses Kapitels sind (teilweise ohne Beweis) in der
gemeinsamen Vero¨ffentlichung [44] mit D. Hug und W. Weil enthalten.

6. Gemischte Maße und gemischte Volumina
In diesem Kapitel bescha¨ftigen wir uns mit gemischten Maßen der translativen Integralgeo-
metrie, die in einem engen Zusammenhang mit den gemischten Volumina stehen. Nachdem
wir die gemischten Maße eingefu¨hrt haben, verallgemeinern wir ein Resultat von Hug et al.
[41] fu¨r die totalen gemischten Maße von zwei auf endlich viele konvexe Ko¨rper. Im An-
schluss leiten wir eine lokale Version dieses Resultats her. Im letzten Abschnitt bescha¨ftigen
wir uns dann mit gemischten Volumina von Projektionen von konvexen Ko¨rpern.
Die in diesem Kapitel beno¨tigten Grundlagen aus der multilinearen Algebra wurden in
Abschnitt 2.3 eingefu¨hrt. Die Notation wurde gro¨ßtenteils aus [41] u¨bernommen.
Seien K, L konvexe Ko¨rper in Rd und 1 ≤ k, l ≤ d− 1 mit k + l = d. Mit Φk,l(K,L, ·)
werden die gemischten Maße der translativen Integralgeometrie bezeichnet (siehe [50] oder
[79]). Diese sind endliche Borelmaße auf Rd ×Rd und fu¨r Polytope P , Q und Borelmengen
α, β ∈ B(Rd) definiert durch (siehe [68], Theorem 5.2.2)
Φk,l(P,Q, α× β) :=
∑
F∈Fk(P )
∑
G∈Fl(Q)
γ(F, P ;G,Q) [F,G]λk(α)λl(β).
Hierbei ist γ(F, P ;G,Q) der gemeinsame a¨ußere Winkel
γ(F, P ;G,Q) :=
H2d−1−k−l(n(F ∩ (G+ x), P ∩ (Q+ x)))
ω2d−k−l
,
wobei x ∈ Rd so gewa¨hlt ist, dass relint(F )∩relint(G+x) 6= ∅ ist. Mit [F,G] bezeichnen wir
die Unterraumdeterminante (vergleiche [68], Section 14.1). Wa¨hlen wir in L(aff(F )) und
in L(aff(G)) je eine Orthonormalbasis, so ist [F,G] := [L(aff(F )), L(aff(G))] das Volumen
des Parallelepipeds, das von der Vereinigung dieser Basisvektoren aufgespannt wird.
Ein Zusammenhang zu den Kru¨mmungsmaßen besteht fu¨r j ∈ {0, . . . , d} durch (siehe
[68], Theorem 5.2.3 oder [50], Formel (3))∫
Rd
Φj(K ∩ (L+ x), α ∩ (β + x))λd(dx) =
∑
k+l=d+j
k,l≥0
Φk,l(K,L, α× β).
Fu¨r k ∈ N sei k∗ := d− k − 1. Die Konstanten γ(d, k) und c(d, k) sind fu¨r d, k ∈ N wie
in Abschnitt 4.2 gegeben durch
γ(d, k) =
(
d−1
k
)
Hk∗(Sk∗) =
(
d−1
k
)
ωd−k
(6.1)
und
c(d, k) =
Γ(d+12 )
Γ(k+22 )Γ(
d−k+1
2 )
. (6.2)
Insbesondere gilt also
c(d, 1) =
2 Γ(d+12 )
pi
1
2 Γ(d2)
und c(d, d− 1) = 1.
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Fu¨r einen Winkel Θ ∈ [0, pi) sei
Fk,l(Θ) :=
1
ω2d−k−l
Θ
sin Θ
∫ 1
0
(
sin tΘ
sin Θ
)k∗ (sin(1− t)Θ
sin Θ
)l∗
dt.
Wenn Θ gegen pi strebt, geht Fk,l(Θ) gegen unendlich. Daher wurde in [41] die beschra¨nkte
Approximation
F
()
k,l (Θ) := Fk,l(Θ)1{0 ≤ Θ ≤ pi − },  > 0, (6.3)
eingefu¨hrt. Fu¨r sie gilt F
()
k,l ↗ Fk,l fu¨r ↘ 0, wobei die Pfeile andeuten, ob der Grenzwert
durch eine wachsende oder fallende Folge erreicht wird.
Der kleinere Winkel zwischen zwei Einheitsvektoren u, v ∈ Sd−1 wird mit ∠(u, v) ∈ [0, pi]
bezeichnet. Insbesondere gilt fu¨r ∠(u, v) ∈ [0, pi) die Gleichung
F1,d−1(∠(u, v)) =
1
ωd
∠(u, v)
sind−1∠(u, v)
∫ 1
0
(sin t∠(u, v))d−2 dt.
6.1. Totale gemischte Maße
Wie wir in Abschnitt 3.1 gesehen haben, sind die totalen Kru¨mmungsmaße die inneren
Volumina. Ein a¨hnlicher Zusammenhang besteht auch zwischen den gemischten Maßen
und den gemischten Volumina
Vk,l(K,L) :=
(
d
k
)
V (K[k],−L[l]) = Φk,l(K,L,R2d) (6.4)
fu¨r konvexe Ko¨rper K, L in Rd und k, l ∈ N mit k + l = d.
In [41] zeigten Hug et al., dass sich das gemischte Volumen Vk,l(K,L) unter gewissen
Voraussetzungen an K und L durch Fahnen-Oberfla¨chenmaße darstellen la¨sst (siehe Satz
6.1). Ausgehend von diesem Resultat zeigen wir nun, dass diese Darstellung nicht auf zwei
konvexe Ko¨rper beschra¨nkt ist, sondern auf mehrere konvexe Ko¨rper erweitert werden kann.
Im na¨chsten Abschnitt wird dann außerdem eine lokale Version dieses Satzes bewiesen.
In [41] wird eine andere Normierung der Fahnen-Oberfla¨chenmaße verwendet. Der
Zusammenhang mit den Fahnen-Oberfla¨chenmaße in der vorliegenden Arbeit ist
Ωk(K, ·) = c(d, k) Ψ(k
∗)
k (K, ·), K ∈ Kd,
wobei c(d, k) die Konstante aus (6.2) ist. Die Fahnenmannigfaltigkeit F⊥(d, k) = {(u, L) ∈
Sd−1×G(d, k) : L ⊥ u} wurde in Bemerkung 4.10 definiert. Theorem 2 in [41] lautet dann
folgendermaßen.
Satz 6.1. Seien K und L konvexe Ko¨rper in Rd sowie k, l ∈ {1, . . . , d− 1} mit k + l = d.
Dann existiert eine stetige Funktion ϕk,l auf F⊥(d, k∗)× F⊥(d, l∗), sodass
Vk,l(K,L) = c(d, k) c(d, l)
∫
F⊥(d,k∗)
∫
F⊥(d,l∗)
Fk,l(∠(u, v))
× ϕk,l(u, U, v, V ) Ψ(l∗)l (L, d(v, V )) Ψ(k
∗)
k (K, d(u, U))
gilt,
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(a) falls K und L Polytope in allgemeiner Lage sind, das heißt L(aff(F )) ∩ L(aff(G)) =
{o}, wenn F ∈ Fi(K), G ∈ Fj(L) und i, j ∈ {1, . . . , d− 1} mit i+ j = d;
(b) falls die Stu¨tzfunktion von K oder L von der Klasse C1,1 ist;
(c) fu¨r K und ρL fu¨r νd-fast alle ρ ∈ O(d).
Nach (17) in [41] ist die Funktion ϕk,l definiert durch
ϕk,l =
k∧k∗∑
p=0
l∧l∗∑
q=0
αp,q ϕ
k,l
p,q (6.5)
mit Koeffizienten αp,q ∈ R, die explizit berechnet werden ko¨nnen. Die Funktionen ϕk,lp,q auf
F⊥(d, k∗) × F⊥(d, l∗) sind hierbei fu¨r 0 ≤ p ≤ k ∧ k∗ und 0 ≤ q ≤ l ∧ l∗ gegeben durch
(siehe [41], S. 651)
ϕk,lp,q(u, U, v, V ) =
∑
|I|=k∗
|I∩I0|=k∗−p
∑
|J |=l∗
|J∩J0|=l∗−q
∥∥∥∧
i∈I ui ∧ u ∧
∧
j∈J vj ∧ v
∥∥∥2 , (6.6)
wobei u1, . . . , ud sowie v1, . . . , vd Orthonormalbasen des Rd sind mit ud = u und vd = v.
Die linearen Unterra¨ume U und V sind die linearen Hu¨llen U = lin({ui : i ∈ I0}) und
V = lin({vj : j ∈ J0}), wobei die Mengen I0 und J0 feste k∗- beziehungsweise l∗-elementige
Teilmengen von {1, . . . , d − 1} sind. Summiert wird hier und im Folgenden u¨ber alle
Teilmengen I, J ⊂ {1, . . . , d− 1} mit der entsprechenden Kardinalita¨t.
Ausgehend von Satz 6.1 zeigen wir nun
Satz 6.2. Fu¨r k ∈ {1, . . . , d − 1} und r, s ∈ N mit 1 ≤ r ≤ k, 1 ≤ s ≤ d − k seien
K1, . . . ,Kr, L1, . . . , Ls konvexe Ko¨rper in Rd. Des Weiteren seien i1, . . . , ir, j1, . . . , js ≥ 0
mit
∑r
q=1 iq = k und
∑s
q=1 jq = d − k. Außerdem definieren wir die Konstanten k∗ :=
d− 1− k und cd,k :=
(
d
k
)−1 pi(d−k)!k!
2d Γ( d+1
2
)2
. Dann gilt
V (K1[i1], . . . ,Kr[ir],−L1[j1], . . . ,−Ls[js])
= cd,k
∫
F⊥(d,k∗)
∫
F⊥(d,(d−k)∗)
Fk,d−k(∠(u, v))ϕk,d−k(u, U, v, V )
×Ψ((d−k)∗)(L1[j1], . . . , Ls[js], d(v, V )) Ψ(k∗)(K1[i1], . . . ,Kr[ir], d(u, U)),
falls
(a) K1, . . . ,Kr, L1, . . . , Ls Polytope sind, fu¨r die die Polytope
∑r
i=1Ki und
∑s
j=1 Lj in
allgemeiner Lage sind, oder
(b) falls die Stu¨tzfunktionen von K1, . . . ,Kr oder von L1, . . . , Ls von der Klasse C1,1 sind
oder
(c) fu¨r K1, . . . ,Kr und ρL1, . . . , ρLs fu¨r νd-fast alle ρ ∈ O(d).
Beweis. Zu k ∈ {1, . . . , d − 1} seien r ∈ {1, . . . , k} und s ∈ {1, . . . , d − k}. Weiter seien
K1, . . . ,Kr, L1, . . . , Ls konvexe Ko¨rper in Rd, %1, . . . , %r, σ1, . . . , σs > 0 sowie i1, . . . , ir,
j1, . . . , js ≥ 0 mit
∑r
q=1 iq = k und
∑s
q=1 jq = d− k.
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Wir zeigen zuna¨chst, dass fu¨r K =
∑r
i=1 %iKi und L =
∑s
j=1 σjLj eine der Vorausset-
zungen (a)− (c) aus Satz 6.1 erfu¨llt ist und wir diesen somit anwenden ko¨nnen.
Sei zuna¨chst Voraussetzung (a) dieses Satzes erfu¨llt, das heißt seienK1, . . . ,Kr, L1, . . . , Ls
Polytope, fu¨r die die Polytope
∑r
i=1Ki und
∑s
j=1 Lj in allgemeiner Lage sind. Dann sind
auch K und L Polytope. Durch Skalierung a¨ndert sich der lineare Unterraum, der parallel
zu einer Seite eines Polytops ist, nicht. Außerdem gilt fu¨r die Dimension einer Stu¨tzmenge
von K (beziehungsweise L), dass
dim(F (K, ·)) = dim(F (
r∑
i=1
%iKi, ·)) = dim(F (
r∑
i=1
Ki, ·)).
Da die Stu¨tzmengen eines Polytops seine Seiten sind, folgt daher, dass K und L in
allgemeiner Lage sind und in diesem Fall Voraussetzung (a) von Satz 6.1 erfu¨llt ist.
Gilt Voraussetzung (b) dieses Satzes, das heißt sind zum Beispiel die Stu¨tzfunktionen
von K1, . . . ,Kr von der Klasse C1,1, so ist auch die Stu¨tzfunktion von K von der Klasse
C1,1, denn: Fu¨r die Stu¨tzfunktion von K gilt
h(K, ·) = h(
r∑
i=1
%iKi, ·) = %1 h(K1, ·) + · · ·+ %r h(Kr, ·).
Als Summe von differenzierbaren Funktionen ist die Stu¨tzfunktion von K also ebenfalls
differenzierbar. A¨hnliches gilt fu¨r den Gradienten, der als Summe von Lipschitz-Abbildungen
ebenfalls eine Lipschitz-Abbildung ist.
Wegen ρL = ρ
(∑s
j=1 σjLj
)
=
∑s
j=1 σj(ρLj) ko¨nnen wir auch im Fall von Voraussetzung
(c) Satz 6.1 anwenden.
Wegen (6.4) und Satz 6.1 gilt nun einerseits
V (K[k],−L[d− k])
= V
(( r∑
i=1
%iKi
)
[k],
(
−
s∑
j=1
σjLj
)
[d− k]
)
=
(
d
k
)−1
c(d, k) c(d, d− k)
∫
F⊥(d,k∗)
∫
F⊥(d,(d−k)∗)
Fk,d−k(∠(u, v))ϕk,d−k(u, U, v, V )
×Ψ((d−k)∗)d−k
( s∑
j=1
σjLj , d(v, V )
)
Ψ
(k∗)
k
( r∑
i=1
%iKi, d(u, U)
)
.
Mit der Verdopplungsformel von Legendre berechnen wir die Konstante
cd,k :=
(
d
k
)−1
c(d, k) c(d, d− k) =
(
d
k
)−1pi(d− k)!k!
2d Γ(d+12 )
2
.
6.1. Totale gemischte Maße 71
Mit (4.15) erhalten wir
V (K[k],−L[d− k])
= cd,k
∫
F⊥(d,k∗)
∫
F⊥(d,(d−k)∗)
Fk,d−k(∠(u, v))ϕk,d−k(u, U, v, V )
×
d−k∑
j1,...,js=0
(
d− k
j1, . . . , js
)
σj11 . . . σ
js
s Ψ
((d−k)∗)(L1[j1], . . . , Ls[js], d(v, V ))
×
k∑
i1,...,ir=0
(
k
i1, . . . , ir
)
%i11 . . . %
ir
r Ψ
(k∗)(K1[i1], . . . ,Kr[ir], d(u, U)).
Andererseits gilt nach (5.29), (5.26) und wiederum (5.29) in [67], dass
V (K[k],−L[d− k])
= V
(( r∑
i=1
%iKi
)
[k],
(
−
s∑
j=1
σjLj
)
[d− k]
)
=
k∑
i1,...,ir=0
(
k
i1, . . . , ir
)
%i11 . . . %
ir
r V
(
K1[i1], . . . ,Kr[ir],
(
−
s∑
j=1
σjLj
)
[d− k]
)
=
k∑
i1,...,ir=0
(
k
i1, . . . , ir
)
%i11 . . . %
ir
r V
(
K1[i1], . . . ,Kr[ir],
( s∑
j=1
σj(−Lj)
)
[d− k]
)
=
k∑
i1,...,ir=0
(
k
i1, . . . , ir
)
%i11 . . . %
ir
r
d−k∑
j1,...,js=0
(
d− k
j1, . . . , js
)
σj11 . . . σ
js
s
× V (K1[i1], . . . ,Kr[ir],−L1[j1], . . . ,−Ls[js]).
Also gilt
d−k∑
j1,...,js=0
(
d− k
j1, . . . , js
)
σj11 . . . σ
js
s
k∑
i1,...,ir=0
(
k
i1, . . . , ir
)
%i11 . . . %
ir
r
× cd,k
∫
F⊥(d,k∗)
∫
F⊥(d,(d−k)∗)
Fk,d−k(∠(u, v))ϕk,d−k(u, U, v, V )
×Ψ((d−k)∗)(L1[j1], . . . , Ls[js], d(v, V )) Ψ(k∗)(K1[i1], . . . ,Kr[ir], d(u, U))
=
k∑
i1,...,ir=0
(
k
i1, . . . , ir
)
%i11 . . . %
ir
r
d−k∑
j1,...,js=0
(
d− k
j1, . . . , js
)
σj11 . . . σ
js
s
× V (K1[i1], . . . ,Kr[ir],−L1[j1], . . . ,−Ls[js]).
Durch Koeffizientenvergleich erhalten wir schließlich
V (K1[i1], . . . ,Kr[ir],−L1[j1], . . . ,−Ls[js])
= cd,k
∫
F⊥(d,k∗)
∫
F⊥(d,(d−k)∗)
Fk,d−k(∠(u, v))ϕk,d−k(u, U, v, V )
×Ψ((d−k)∗)(L1[j1], . . . , Ls[js], d(v, V )) Ψ(k∗)(K1[i1], . . . ,Kr[ir], d(u, U))
mit
∑r
q=1 iq = k und
∑s
q=1 jq = d− k.
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6.2. Gemischte Maße
In diesem Abschnitt wird eine Darstellung der gemischten Maße Φk,l(K,L, ·) durch Fah-
nenmaße hergeleitet. Die Herleitung basiert auf der in Abschnitt 6.1 erwa¨hnten Arbeit von
Hug et al. [41]. Allerdings wurden dort nur die totalen Maße Vk,l(K,L) = Φk,l(K,L,R2d)
fu¨r k, l ∈ N mit k + l = d und konvexe Ko¨rper K, L betrachtet.
Nach Theorem 2 in [50] gilt fu¨r jede Borelmenge η ∈ B(R2d), dass
Φk,l(K,L, η)
=
∫
Nor(K)×Nor(L)
1{(x, y) ∈ η}Fk,l(∠(u, v))
∑
|I|=k∗
∑
|J |=l∗
∏
i∈I ki(K;x, u)∏d−1
i=1
√
1 + ki(K;x, u)2
×
∏
j∈J kj(L; y, v)∏d−1
j=1
√
1 + kj(L; y, v)2
[
∧
i∈Icai(K;x, u),
∧
j∈Jcaj(L; y, v)]
2H2d−2(d(x, u, y, v)),
wobei [·, ·] fu¨r Multivektoren in Rd wie in [50] definiert ist. Diese Notation ist konsistent
mit der der Unterraumdeterminante, wenn wir anstatt der Multivektoren die zu ihnen
assoziierten Unterra¨ume betrachten. Wir erinnern daran, dass die Summation u¨ber alle
Teilmengen I, J ⊂ {1, . . . , d− 1} der entsprechenden Kardinalita¨t erfolgt.
Mit den Definitionen von KI(·) in (4.5) und AI(·) in (4.6) la¨sst sich die Schreibweise der
rechten Seite erheblich verku¨rzen. Außerdem wenden wir Lemma 1 in [50] an und erhalten
Φk,l(K,L, η)
=
∫
Nor(K)×Nor(L)
1{(x, y) ∈ η}Fk,l(∠(u, v))
∑
|I|=k∗
∑
|J |=l∗
KI(K;x, u)KJ(L; y, v)
× [AIc(K;x, u), AJc(L; y, v)]2H2d−2(d(x, u, y, v))
=
∫
Nor(K)×Nor(L)
1{(x, y) ∈ η}Fk,l(∠(u, v))
∑
|I|=k∗
∑
|J |=l∗
KI(K;x, u)KJ(L; y, v)
× [AI(K;x, u) ∧ u,AJ(L; y, v) ∧ v]2H2d−2(d(x, u, y, v))
=
∫
Nor(L)
∫
Nor(K)
1{(x, y) ∈ η}Fk,l(∠(u, v))
∑
|I|=k∗
∑
|J |=l∗
KI(K;x, u)KJ(L; y, v)
× ‖AI(K;x, u) ∧ u ∧AJ(L; y, v) ∧ v‖2Hd−1(d(x, u))Hd−1(d(y, v)).
Den Fall ∠(u, v) = pi, das heißt u = −v, mu¨ssen wir nicht gesondert betrachten, da in
diesem Fall ‖AI(K;x, u) ∧ u ∧AJ(L; y, v) ∧ v‖2 = 0 gilt und somit der Integrand null ist.
Mittels der beschra¨nkten Approximation F
()
k,l (∠(u, v)) fu¨hren wir nun
Φ
()
k,l(K,L, ·)
:=
∫
Nor(L)
∫
Nor(K)
1{(x, y) ∈ ·}F ()k,l (∠(u, v))
∑
|I|=k∗
∑
|J |=l∗
KI(K;x, u)KJ(L; y, v)
× ‖AI(K;x, u) ∧ u ∧AJ(L; y, v) ∧ v‖2Hd−1(d(x, u))Hd−1(d(y, v))
ein. Es gilt Φ
()
k,l(K,L, ·)↗ Φk,l(K,L, ·) fu¨r ↘ 0.
Der folgende Satz liefert eine Darstellung von Φ
()
k,l(K,L, ·) durch Fahnenmaße. Die
Funktion ϕk,l auf F⊥(d, k∗)× F⊥(d, l∗) ist in (6.5) definiert.
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Satz 6.3. Seien K, L konvexe Ko¨rper in Rd,  > 0 sowie 1 ≤ k, l ≤ d− 1 mit k + l = d.
Fu¨r jede Borelmenge η ∈ B(R2d) gilt dann
Φ
()
k,l(K,L, η)
=
Γ(d+12 )
2
Γ(k+22 )Γ(
d−k+1
2 )Γ(
l+2
2 )Γ(
d−l+1
2 )
∫ ∫
1{(x, y) ∈ η}F ()k,l (∠(u, v))
× ϕk,l(u, U, v, V ) Ξ(k∗)k (K, d(x, u, U)) Ξ(l
∗)
l (L, d(y, v, V )) (6.7)
=
pi(d− k)!k!
2d Γ(d+12 )
2
∫ ∫
1{(x, y) ∈ η}F ()k,d−k(∠(u, v))ϕk,d−k(u, U, v, V )
× Ξ(k∗)k (K, d(x, u, U)) Ξ(k−1)d−k (L, d(y, v, V )).
Beweis. MitGu
⊥
(d−1, j) bezeichnen wir die Graßmann-Mannigfaltigkeit der j-dimensiona-
len linearen Unterra¨ume von u⊥, u ∈ Sd−1. Nach Proposition 2 in [41] gilt, dass
Φ
()
k,l(K,L, η)
=
∫
Nor(L)
∫
Nor(K)
1{(x, y) ∈ η}F ()k,l (∠(u, v))
∑
|I|=k∗
∑
|J |=l∗
KI(K;x, u)KJ(L; y, v)
× ‖AI(K;x, u) ∧ u ∧AJ(L; y, v) ∧ v‖2Hd−1(d(x, u))Hd−1(d(y, v))
=
∫
Nor(L)
∫
Nor(K)
1{(x, y) ∈ η}F ()k,l (∠(u, v))
∑
|I|=k∗
∑
|J |=l∗
KI(K;x, u)KJ(L; y, v)
× γ(d, k) γ(d, l)
∫
Gu
⊥
(d−1,k∗)
∫
Gv
⊥
(d−1,l∗)
〈AI(K;x, u), U〉2 ϕk,l(u, U, v, V )
× 〈V,AJ(L; y, v)〉2 νl∗(dV ) νk∗(dU)Hd−1(d(x, u))Hd−1(d(y, v)).
Durch zweimaliges Anwenden von Formel (4.7) erhalten wir
Φ
()
k,l(K,L, η)
= c(d, l)
∫ ∫
Nor(K)
1{(x, y) ∈ η}F ()k,l (∠(u, v))
∑
|I|=k∗
KI(K;x, u) γ(d, k)
∫
Gu⊥ (d−1,k∗)
× 〈AI(K;x, u), U〉2 ϕk,l(u, U, v, V ) νk∗(dU)Hd−1(d(x, u)) Ξ(l
∗)
l (L, d(y, v, V ))
= c(d, k) c(d, l)
∫ ∫
1{(x, y) ∈ η}F ()k,l (∠(u, v))ϕk,l(u, U, v, V )
× Ξ(k∗)k (K, d(x, u, U)) Ξ(l
∗)
l (L, d(y, v, V )).
Nach (6.2) gilt fu¨r die Konstante
c(d, k) c(d, l) =
Γ(d+12 )
2
Γ(k+22 )Γ(
d−k+1
2 )Γ(
l+2
2 )Γ(
d−l+1
2 )
.
Formen wir die Voraussetzung k+ l = d um zu l = d− k und setzen dies in obige Formel
ein, so erhalten wir
Φ
()
k,l(K,L, η) =
pi(d− k)!k!
2d Γ(d+12 )
2
∫ ∫
1{(x, y) ∈ η}F ()k,d−k(∠(u, v))ϕk,d−k(u, U, v, V )
× Ξ(k∗)k (K, d(x, u, U)) Ξ(k−1)d−k (L, d(y, v, V )),
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wobei bei der Berechnung der Konstanten die Verdopplungsformel von Legendre angewendet
wurde.
Satz 6.3 impliziert
Φk,l(K,L, η) = lim
↘0
Φ
()
k,l(K,L, η)
= lim
↘0
Γ(d+12 )
2
Γ(k+22 )Γ(
d−k+1
2 )Γ(
l+2
2 )Γ(
d−l+1
2 )
∫ ∫
1{(x, y) ∈ η}F ()k,l (∠(u, v))
× ϕk,l(u, U, v, V ) Ξ(k∗)k (K, d(x, u, U)) Ξ(l
∗)
l (L, d(y, v, V )). (6.8)
Wie in [41] stellt sich uns nun die Frage, ob beziehungsweise in welchen Fa¨llen Integration
und Grenzwertbildung vertauscht werden ko¨nnen.
Satz 6.4. Seien K, L konvexe Ko¨rper in Rd sowie 1 ≤ k, l ≤ d − 1 mit k + l = d und
η ∈ B(R2d) eine Borelmenge. Dann gilt
Φk,l(K,L, η) =
Γ(d+12 )
2
Γ(k+22 )Γ(
d−k+1
2 )Γ(
l+2
2 )Γ(
d−l+1
2 )
∫ ∫
1{(x, y) ∈ η}Fk,l(∠(u, v))
× ϕk,l(u, U, v, V ) Ξ(k∗)k (K, d(x, u, U)) Ξ(l
∗)
l (L, d(y, v, V )),
(a) fu¨r K und ρL fu¨r νd-fast alle ρ ∈ O(d),
(b) wenn die Stu¨tzfunktion von K oder L von der Klasse C1,1 ist,
(c) wenn K und L Polytope in allgemeiner Lage sind.
Beweis. Der Beweis erfolgt analog zum Beweis von Theorem 2 in [41].
Seien K,L ∈ Kd sowie k, l ∈ {1, . . . , d− 1} mit k + l = d und η ∈ B(R2d). Des Weiteren
seien Θ ∈ [0, pi),  > 0 und (u, U, v, V ) ∈ F⊥(d, k∗)×F⊥(d, l∗). Im Folgenden werden mit c
stets nicht genauer angegebene positive, endliche Konstanten bezeichnet, die unter anderem
auch von K und L abha¨ngen ko¨nnen. Fu¨r den Winkel Θ gilt
0 ≤ F ()k,l (Θ) ≤ Fk,l(Θ) = sin1−d Θ
Θ
ωd
∫ 1
0
(sin tΘ)k
∗
(sin(1− t)Θ)k−1 dt
≤ c · sin1−d Θ.
Aufgrund der Definitionen (6.5) und (6.6) von ϕk,l und ϕk,lp,q erhalten wir außerdem
|ϕk,l(u, U, v, V )| =
k∧k∗∑
p=0
l∧l∗∑
q=0
|αp,q ϕk,lp,q(u, U, v, V )|
=
k∧k∗∑
p=0
l∧l∗∑
q=0
∣∣∣∣αp,q ∑
|I|=k∗
|I∩I0|=k∗−p
∑
|J |=l∗
|J∩J0|=l∗−q
∥∥∥∧
i∈I ui ∧ u ∧
∧
j∈J vj ∧ v
∥∥∥2 ∣∣∣∣
=
k∧k∗∑
p=0
l∧l∗∑
q=0
∣∣∣∣αp,q ∑
|I|=k∗
|I∩I0|=k∗−p
∑
|J |=l∗
|J∩J0|=l∗−q
∥∥∥∧
i∈I ui ∧
∧
j∈J vj ∧ u ∧ v
∥∥∥2 ∣∣∣∣
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≤
k∧k∗∑
p=0
l∧l∗∑
q=0
∣∣∣∣αp,q ∑
|I|=k∗
|I∩I0|=k∗−p
∑
|J |=l∗
|J∩J0|=l∗−q
∥∥∥∧
i∈I ui ∧
∧
j∈J vj
∥∥∥2 · ‖u ∧ v‖2∣∣∣∣
≤ c · ‖u ∧ v‖2
= c · | sin∠(u, v)|2,
wobei verwendet wurde, dass fu¨r einfache Multivektoren ξ und η Abscha¨tzung (2.2) gilt,
das heißt ‖ξ ∧ η‖ ≤ ‖ξ‖ · ‖η‖.
Zusammengefasst folgt
F
()
k,l (∠(u, v)) |ϕk,l(u, U, v, V )| ≤ c · sin1−d∠(u, v) · | sin∠(u, v)|2
= c · sin3−d∠(u, v). (6.9)
Im Folgenden werden wir zeigen, dass in den drei Fa¨llen (a)-(c) der Satz von der
majorisierten Konvergenz anwendbar ist. Die Behauptung folgt dann wegen F
()
k,l (∠(u, v))↗
Fk,l(∠(u, v)) fu¨r ↘ 0 aus (6.8).
(a) Sei ρ ∈ O(d). Wegen (6.9) bleibt zu zeigen, dass fu¨r νd-fast alle ρ ∈ O(d) gilt, dass∫ ∫
1{(x, y) ∈ η} sin3−d∠(u, v) Ξ(k∗)k (K, d(x, u, U)) Ξ(l
∗)
l (ρL, d(y, v, V )) <∞.
Die Stu¨tzmaße beziehungsweise Oberfla¨chenmaße sind bis auf eine Konstante Bildma-
ße der Fahnenmaße beziehungsweise Stu¨tzmaße (siehe Proposition 4.11 bzw. Kapitel
3.1). Somit folgt mit dem Satz von Fubini und aufgrund der O(d)-Kovarianz der
Stu¨tzmaße (siehe Satz 3.2 5)), dass∫
SO(d)
∫ ∫
1{(x, y) ∈ η} sin3−d∠(u, v) Ξ(k∗)k (K, d(x, u, U))
× Ξ(l∗)l (ρL, d(y, v, V )) νd(dρ)
≤ c ·
∫
SO(d)
∫ ∫
sin3−d∠(u, v) Ξk(K, d(x, u)) Ξl(ρL, d(y, v)) νd(dρ)
≤ c ·
∫ ∫ ∫
SO(d)
sin3−d∠(u, ρv) νd(dρ) Ξk(K, d(x, u)) Ξl(L, d(y, v))
= c ·
∫ ∫ ∫
Sd−1
sin3−d∠(u,w)Hd−1(dw) Ξk(K, d(x, u)) Ξl(L, d(y, v))
≤ c ·
∫ ∫ ∫
Sd−1
sin3−d∠(u,w)Hd−1(dw) Ψk(K, du) Ψl(L, dv).
Fu¨r das innere Integral gilt∫
Sd−1
sin3−d∠(u,w)Hd−1(dw) = Hd−2(Sd−2) ·
∫ pi
0
sinαdα = 2ωd−1.
Da dies eine von u ∈ Sd−1 unabha¨ngige endliche Konstante ist, folgt
c ·
∫ ∫ ∫
Sd−1
sin3−d∠(u,w)Hd−1(dw) Ψk(K, du) Ψl(L, dv)
≤ c ·
∫ ∫
2ωd−1 Ψk(K, du) Ψl(L, dv)
≤ c · S(K)S(L)
<∞,
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wobei mit S(K) und S(L) die Oberfla¨che von K beziehungsweise L bezeichnet wird.
Hiermit ist gezeigt, dass der Satz von der majorisierten Konvergenz angewendet
werden kann.
(b) Ohne Beschra¨nkung der Allgemeinheit sei die Stu¨tzfunktion von K von der Klasse
C1,1. Dann sind alle Oberfla¨chenmaße von K absolut stetig mit beschra¨nkter Dichte
(siehe [41], Lemma 1 und [75], Satz 4.7), das heißt
Ψk(K, ·) ≤ c · Hd−1xSd−1, k = 1, . . . , d− 1.
Wegen (6.9) zeigt die zu Fall (a) teilweise analoge Abscha¨tzung∫ ∫
1{(x, y) ∈ η} sin3−d∠(u, v) Ξ(k∗)k (K, d(x, u, U)) Ξ(l
∗)
l (L, d(y, v, V ))
≤ c ·
∫ ∫
1{(x, y) ∈ η} sin3−d∠(u, v) Ξk(K, d(x, u)) Ξl(L, d(y, v))
≤ c ·
∫ ∫
sin3−d∠(u, v) Ξk(K, d(x, u)) Ξl(L, d(y, v))
≤ c ·
∫ ∫
sin3−d∠(u, v) Ψk(K, du) Ψl(L, dv)
≤ c ·
∫ ∫
Sd−1
sin3−d∠(u, v)Hd−1(du) Ψl(L, dv)
≤ c · S(L)
<∞,
dass wieder der Satz von der majorisierten Konvergenz angewendet werden kann.
(c) Seien K und L Polytope in allgemeiner Lage. Des Weiteren sei F eine k-Seite von K
und G eine l-Seite des Polytops L. Außerdem definieren wir N(F ) := L(F )⊥ sowie
N(G) := L(G)⊥. Wegen
(L(F ) ∩ L(G))⊥ = (L(F )⊥ + L(G)⊥)⊥⊥ = N(F ) +N(G)
und k + l = d folgt
dim(N(F ) ∩N(G)) = dim(N(F )) + dim(N(G))− (d− dim(L(F ) ∩ L(G)))
= dim(L(F ) ∩ L(G))
= 0,
woraus wiederum n(K,F ) ∩ ±n(L,G) = ∅ folgt.
Fu¨r die Oberfla¨chenmaße eines Polytops K gilt nach (3.4), dass
Ψk(K, ·) = ω−1d−k
∑
F∈Fk(K)
Hk(F )Hd−k−1(n(K,F ) ∩ ·)
fu¨r k = 0, . . . , d− 1.
Mittels eines Kompaktheitsarguments folgt nun, dass ∠(u, v) ∈ [δ, pi − δ] fu¨r eine
Konstante δ ∈ (0, pi) und alle Einheitsvektoren u, v ∈ Sd−1 aus dem Tra¨ger von
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Ψk(K, ·) beziehungsweise Ψl(L, ·). Somit ist | sin∠(u, v)| fu¨r alle betrachteten u, v
von unten durch eine positive Konstante beschra¨nkt. Also gilt∫ ∫
1{(x, y) ∈ η} sin3−d∠(u, v) Ξ(k∗)k (K, d(x, u, U)) Ξ(l
∗)
l (L, d(y, v, V ))
≤ c ·
∫ ∫
1{(x, y) ∈ η} sin3−d∠(u, v) Ξk(K, d(x, u)) Ξl(L, d(y, v))
≤ c ·
∫ ∫
sin3−d∠(u, v) Ξk(K, d(x, u)) Ξl(L, d(y, v))
≤ c ·
∫ ∫
sin3−d∠(u, v) Ψk(K, du) Ψl(L, dv)
<∞.
Die Behauptung folgt nun wiederum aus (6.9) und mit dem Satz von der majorisierten
Konvergenz.
6.3. Gemischte Volumina von Projektionen
Am Ende dieses Kapitels wollen wir noch einmal auf die gemischten Volumina zuru¨ckkommen.
In seiner Dissertation [35] zeigte Hinderer, dass sich das j-te innere Volumen der Projektion
eines konvexen Ko¨rpers K auf einen linearen Unterraum L ∈ G(d, k) (0 ≤ j < k ≤ d− 1)
mit Hilfe von Fahnen-Oberfla¨chenmaßen berechnen la¨sst.
Nach Theorem 58 in [35] existiert fu¨r νk-fast alle L ∈ G(d, k) eine messbare Funktion
g : G(d, k)× Sd−1 ×G(d, d− k − 1)→ R, sodass gilt
Vj(K|L) =
(
k
j
)
κk−j
∫
Sd−1×G(d,d−k−1)
g(L, u, U)S
(d−k−1)
j (K, d(u, U))
=
ωk−j+1
κk−j
∫
Sd−1×G(d,d−k−1)
g(L, u, U) Ψ
(d−k−1)
j (K, d(u, U)). (6.10)
Diese Formel gilt insbesondere fu¨r alle Polytope K in allgemeiner Lage zu L.
Wir werden ein entsprechendes Resultat zuna¨chst fu¨r gemischte Volumina von Projek-
tionen beweisen und danach aus obigem Satz von Hinderer noch eine weitere Formel fu¨r
gemischte Volumina von Projektionen herleiten.
Satz 6.5. Seien K1, . . . ,Kl konvexe Ko¨rper in Rd. Außerdem seien i1, . . . , il ≥ 0 gegeben
mit
∑l
q=1 iq = j fu¨r 0 ≤ j ≤ k ≤ d − 1. Dann existiert eine messbare Funktion g auf
G(d, k)× Sd−1 ×G(d, d− k − 1), sodass fu¨r νk-fast alle L ∈ G(d, k) gilt
V (K1|L[i1], . . . ,Kl|L[il], Bd|L[k − j])
=
ωk−j+1(
k
j
) ∫
Sd−1×G(d,d−k−1)
g(L, u, U) Ψ(d−k−1)(K1[i1], . . . ,Kl[il], d(u, U)).
Beweis. Seien K1, . . . ,Kl ∈ Kd sowie K =
∑l
i=1 %iKi mit %1, . . . , %l ≥ 0. Nach Theorem
58 in [35] existiert eine messbare Funktion g auf G(d, k)× Sd−1 ×G(d, d− k − 1), sodass
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mit Satz 4.15 1) fu¨r νk-fast alle L ∈ G(d, k) gilt
Vj(K|L) = Vj((
l∑
i=1
%iKi)|L)
=
ωk−j+1
κk−j
∫
Sd−1×G(d,d−k−1)
g(L, u, U) Ψ
(d−k−1)
j (
l∑
i=1
%iKi, d(u, U))
=
ωk−j+1
κk−j
∫
Sd−1×G(d,d−k−1)
g(L, u, U)
j∑
i1,...,il=0
(
j
i1, . . . , il
)
%i11 · · · %ill
×Ψ(d−k−1)(K1[i1], . . . ,Kl[il], d(u, U)).
Andererseits gilt nach den Formeln (4.9), (5.53) und (5.29) in [67], dass
Vj(K|L) =
(
k
j
)
κk−j
V (K|L[j], . . . , Bd|L[k − j])
=
(
k
j
)
κk−j
V ((
l∑
i=1
%iKi)|L[j], . . . , Bd|L[k − j])
=
(
k
j
)
κk−j
V (
l∑
i=1
%i(Ki|L)[j], . . . , Bd|L[k − j])
=
(
k
j
)
κk−j
j∑
i1,...,il=0
(
j
i1, . . . , il
)
%i11 · · · %ill V (K1|L[i1], . . . ,Kl|L[il], Bd|L[k − j]).
Zusammengefasst gilt also
ωk−j+1
κk−j
∫
Sd−1×G(d,d−k−1)
g(L, u, U)
j∑
i1,...,il=0
(
j
i1, . . . , il
)
%i11 · · · %ill
×Ψ(d−k−1)(K1[i1], . . . ,Kl[il], d(u, U))
=
(
k
j
)
κk−j
j∑
i1,...,il=0
(
j
i1, . . . , il
)
%i11 · · · %ill V (K1|L[i1], . . . ,Kl|L[il], Bd|L[k − j]).
Durch Koeffizientenvergleich erhalten wir schließlich
V (K1|L[i1], . . . ,Kl|L[il], Bd|L[k − j])
=
ωk−j+1(
k
j
) ∫
Sd−1×G(d,d−k−1)
g(L, u, U) Ψ(d−k−1)(K1[i1], . . . ,Kl[il], d(u, U)).
Bemerkung 6.6.
1) Im Spezialfall k = l = j gilt i1 = . . . = il = 1 und somit folgt
V (K1|L, . . . ,Kk|L)
= 2
∫
Sd−1×G(d,d−k−1)
g(L, u, U) Ψ(d−k−1)(K1, . . . ,Kk, d(u, U)). (6.11)
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2) Im Fall k = j = d− 1 gilt zum einen nach (6.10), dass
Vd−1(K|L) =
∫
Sd−1×G(d,0)
g(L, u, U)S
(0)
d−1(K, d(u, U))
=
∫
Sd−1
g(L, u, {o})Sd−1(K, du)
und zum anderen
Vd−1(K|L) = 1
2
∫
Sd−1
|〈x, L⊥〉|Sd−1(K, dx).
Also folgt, dass in diesem Fall g(L, u, {o}) = 12 |〈u, L⊥〉| eine Mo¨glichkeit zur Definition
der Funktion g ist.
Mit Hilfe von Kubotas Integralrekursion ko¨nnen wir aus (6.10) eine Formel fu¨r die
inneren Volumina eines konvexen Ko¨rpers herleiten.
Proposition 6.7. Seien K ∈ Kd und 0 ≤ j < k ≤ d − 1. Dann existiert eine messbare
Funktion g auf G(d, k)× Sd−1 ×G(d, d− k − 1), sodass∫
G(d,k)
∫
Sd−1×G(d,d−k−1)
g(L, u, U) Ψ
(d−k−1)
j (K, d(u, U)) νk(dL) = βdjk Vj(K),
wobei βdjk =
(kj)κkκd−j
(dj)κdωk−j+1
.
Beweis. Mit der Integralrekursion von Kubota (siehe [67], Formel (5.72) zusammen
mit [67], Formel (4.9)) und nach Formel (6.10) existiert eine messbare Funktion g auf
G(d, k)× Sd−1 ×G(d, d− k − 1), sodass(
k
j
)
κkκd−j(
d
j
)
κdκk−j
Vj(K)
=
∫
G(d,k)
Vj(K|L) νk(dL)
=
∫
G(d,k)
ωk−j+1
κk−j
∫
Sd−1×G(d,d−k−1)
g(L, u, U) Ψ
(d−k−1)
j (K, d(u, U)) νk(dL).
Durch Umformen folgt hieraus die Behauptung.
Fu¨r gemischte Volumina gilt außerdem folgende Proposition.
Proposition 6.8. Seien K1, . . . ,Kl ∈ Kd und 0 ≤ j < k ≤ d − 1. Außerdem seien
i1, . . . , il ≥ 0 gegeben mit
∑l
q=1 iq = j. Dann gilt∫
G(d,k)
V (K1|L[i1], . . . ,Kl|L[il], Bd|L[k−j]) νk(dL) = κkκd−j(d
j
)
κd
V (K1[i1], . . . ,Kl[il], B
d[d−j]).
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Beweis. Seien 0 ≤ j < k ≤ d − 1 und K1, . . . ,Kl ∈ Kd sowie %1, . . . , %l ≥ 0 mit K =∑l
i=1 %iKi. Einerseits gilt (vergleiche Beweis zu Satz 6.5)∫
G(d,k)
Vj(K|L) νk(dL)
=
(
k
j
)
κk−j
∫
G(d,k)
j∑
i1,...,il=0
(
j
i1, . . . , il
)
%i11 · · · %ill V (K1|L[i1], . . . ,Kl|L[il], Bd|L[k − j]) νk(dL).
Andererseits erhalten wir mit der Integralrekursion von Kubota (siehe [67], Formel (5.72)
zusammen mit [67], Formel (4.9)), dass∫
G(d,k)
Vj(K|L) νk(dL)
=
(
k
j
)
κkκd−j(
d
j
)
κdκk−j
Vj(
l∑
i=1
%iKi)
=
(
k
j
)
κkκd−j(
d
j
)
κdκk−j
j∑
i1,...,il=0
(
j
i1, . . . , il
)
%i11 · · · %ill V (K1[i1], . . . ,Kl[il], Bd[d− j]).
Durch Koeffizientenvergleich folgt die Behauptung.
Bemerkung 6.9. Insbesondere folgt fu¨r l = k = j, dass i1 = . . . = il = 1 und somit∫
G(d,k)
V (K1|L, . . . ,Kk|L) νk(dL) = κkκd−k(d
k
)
κd
V (K1, . . . ,Kk, B
d[d− k]).
Zusammen mit Formel (6.11) folgt hiermit, dass eine messbare Funktion g auf G(d, k)×
Sd−1 ×G(d, d− k − 1) existiert, sodass
κkκd−k(
d
k
)
κd
V (K1, . . . ,Kk, B
d[d− k])
=
∫
G(d,k)
V (K1|L, . . . ,Kk|L) νk(dL)
=
∫
G(d,k)
2
∫
Sd−1×G(d,d−k−1)
g(L, u, U) Ψ(d−k−1)(K1, . . . ,Kk, d(u, U)) νk(dL).
Dies fu¨hrt schließlich zu
V (K1, . . . ,Kk, B
d[d− k])
=
2
(
d
k
)
κd
κkκd−k
∫
G(d,k)
∫
Sd−1×G(d,d−k−1)
g(L, u, U) Ψ(d−k−1)(K1, . . . ,Kk, d(u, U)) νk(dL).
7. Die Stu¨tzfunktion
In diesem Kapitel wollen wir zeigen, dass die Stu¨tzfunktion eines konvexen Ko¨rpers eine
Darstellung durch Fahnen-Oberfla¨chenmaße besitzt. Dies geschieht im folgenden Abschnitt.
Fu¨r die Herleitung ist es notwendig, die Funktion ϕ1,d−1 aus Kapitel 6 explizit zu berechnen.
Da diese Berechnung relativ lang ist, wird sie in Abschnitt 7.2 durchgefu¨hrt.
7.1. Darstellung der Stu¨tzfunktion durch Fahnenmaße
Unser Ziel ist es, die Stu¨tzfunktion h(K, ·) eines konvexen Ko¨rpers K durch Fahnen-
Oberfla¨chenmaße darzustellen. Eine Mo¨glichkeit, dies zu tun, ist auszunutzen, dass fu¨r
zentrierte Funktionen f, g ∈ C(Sd−1) aus∫
Sd−1
f(u)Sd−1(L, du) =
∫
Sd−1
g(u)Sd−1(L, du) fu¨r alle L ∈ Kd
die Gleichheit
f = g (7.1)
folgt (siehe [79], S. 93).
Eine stetige Funktion f ∈ C(Sd−1) heißt zentriert, wenn∫
Sd−1
uf(u)Hd−1(du) = 0
erfu¨llt ist. Insbesondere ist die zentrierte Stu¨tzfunktion h∗(K, ·) gegeben durch
h∗(K, ·) = h(K − s(K), ·) = h(K, ·)− 〈s(K), ·〉,
wobei s(K) := 1κd
∫
Sd−1 h(K,u)uHd−1(du) den Steinerpunkt bezeichnet.
Lemma 7.1. Die zentrierte Stu¨tzfunktion h∗(K, ·) eines konvexen Ko¨rpers K ∈ Kd ist
zentriert.
Beweis. Wir mu¨ssen zeigen, dass
∫
Sd−1 uh
∗(K,u)Hd−1(du) = 0.
Nach den Definitionen der zentrierten Stu¨tzfunktion und des Steinerpunktes sowie Formel
(1.33) in [67] gilt ∫
Sd−1
uh∗(K,u)Hd−1(du)
=
∫
Sd−1
uh(K − s(K), u)Hd−1(du)
=
∫
Sd−1
uh(K,u)− u〈s(K), u〉Hd−1(du)
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= κds(K)−
∫
Sd−1
u〈s(K), u〉Hd−1(du)
= κds(K)− κds(K)
= 0.
Seien K und L konvexe Ko¨rper in Rd, d ≥ 3, fu¨r die Satz 6.1 gilt. Dies ist zum Beispiel
der Fall,
(a) falls K und L Polytope in allgemeiner Lage sind oder
(b) falls die Stu¨tzfunktion von K oder L von der Klasse C1,1 ist oder
(c) fu¨r K und ρL fu¨r νd-fast alle ρ ∈ O(d).
Aufgrund der Bewegungskovarianz des Oberfla¨chenmaßes sowie Formel (5.19) in [67] gilt∫
Sd−1
h(K,−v)Sd−1(L, dv) =
∫
Sd−1
h(K, v)Sd−1(−L, dv)
= d V (K,−L[d− 1])
= V1,d−1(K,L).
Nach Satz 6.1 existiert eine stetige Funktion ϕ1,d−1 auf F⊥(d, d− 2)× F⊥(d, 0), sodass
V1,d−1(K,L)
= c(d, 1) c(d, d− 1)
∫
F⊥(d,0)
∫
F⊥(d,d−2)
F1,d−1(∠(u, v))ϕ1,d−1(u, U, v, V )
×Ψ(d−2)1 (K, d(u, U)) Ψ(0)d−1(L, d(v, V ))
=
c(d, 1)
2
∫
Sd−1
∫
F⊥(d,d−2)
F1,d−1(∠(u, v))ϕ1,d−1(u, U, v, {o})
×Ψ(d−2)1 (K, d(u, U))Sd−1(L, dv),
wobei im letzten Schritt verwendet wurde, dass nach Bemerkung 4.12 fu¨r eine messbare
Funktion g gilt∫
F⊥(d,0)
g(v, V ) Ψ
(0)
d−1(K, d(v, V )) =
∫
Sd−1
g(v, {o}) Ψd−1(K, dv)
=
1
2
∫
Sd−1
g(v, {o})Sd−1(K, dv).
Um eine explizite Darstellung von V1,d−1(K,L) zu erhalten, mu¨ssen wir die Funkti-
on ϕ1,d−1 berechnen. Da diese Berechnung relativ lang ist, wird sie hier nicht direkt
durchgefu¨hrt, sondern in den na¨chsten Abschnitt 7.2 ausgelagert.
Das Ergebnis dort liefert uns
ϕ1,d−1(u, U, v, {o}) = 2 Γ(
1
2)
d−1
Γ(d−12 )
(
d− (d+ 1)‖v|U‖2 − d〈u, v〉2) . (7.2)
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Das heißt∫
Sd−1
h(K,−v)Sd−1(L, dv)
=
c(d, 1)
2
∫
Sd−1
∫
F⊥(d,d−2)
F1,d−1(∠(u, v))ϕ1,d−1(u, U, v, {o})
×Ψ(d−2)1 (K, d(u, U))Sd−1(L, dv)
=
(d− 1) Γ(12)d−2
Γ(d2)
∫
Sd−1
∫
F⊥(d,d−2)
F1,d−1(∠(u, v))
(
d− (d+ 1)‖v|U‖2 − d〈u, v〉2)
×Ψ(d−2)1 (K, d(u, U))Sd−1(L, dv).
Wollen wir nun mit Hilfe der am Anfang des Abschnitts beschriebenen Vorgehensweise
(7.1) die Darstellung der Stu¨tzfunktion ableiten, mu¨ssen wir zeigen, dass die Funktion
g(v) :=
c(d, 1)
2
∫
F⊥(d,d−2)
F1,d−1(∠(u, v))ϕ1,d−1(u, U, v, {o}) Ψ(d−2)1 (K, d(u, U)) (7.3)
zentriert und stetig auf Sd−1 ist. Dies ist aufgrund der in der Funktion g vorkommenden
Winkel bisher nicht auf direktem Wege gelungen und wir mu¨ssen daher einen Umweg
wa¨hlen. Auch in der Literatur finden sich Beispiele, die zeigen, dass es kompliziert sein kann,
die Zentriertheit einer Funktion zu beweisen. Zum Beispiel lieferte Weil in [79] zuna¨chst
einen unvollsta¨ndigen Beweis, der dann acht Jahre spa¨ter von Goodey und Weil in [32]
vervollsta¨ndigt wurde.
Im Folgenden bestimmen wir zuna¨chst die zentrierte Stu¨tzfunktion eines konvexen
Ko¨rpers K u¨ber die gemischten Maße und leiten davon die Darstellung der Stu¨tzfunktion
ab.
Satz 7.2. Sind K ein konvexer Ko¨rper im Rd, d ≥ 3 und w ∈ Sd−1, so gilt fu¨r die
zentrierte Stu¨tzfunktion
h∗(K,−w) = (d− 1) Γ(
1
2)
d−2
Γ(d2)
lim
↘0
∫
F⊥(d,d−2)
F
()
1,d−1(∠(u,w))
× (d− (d+ 1)‖w|U‖2 − d〈u,w〉2) Ψ(d−2)1 (K, d(u, U)),
wobei F
()
1,d−1(·) in (6.3) definiert ist.
Beweis. Zu einer Richtung w ∈ Sd−1 seien die abgeschlossenen Halbra¨ume
w− := {x ∈ Rd : 〈x,w〉 ≤ 0} und w+ := {x ∈ Rd : 〈x,w〉 ≥ 0} = (−w)−
gegeben sowie ihr Rand, das heißt die Hyperebene
w⊥ := {x ∈ Rd : 〈x,w〉 = 0}.
Des Weiteren sei β(w) eine Borelmenge in w⊥ mit Hd−1(β(w)) = 1.
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Nach (2.3) in [32] und Theorem 2 in [50] gilt fu¨r die zentrierte Stu¨tzfunktion
h∗(K,−w)
= Φ1,d−1(K,w−,Rd × β(w))
=
∫
Nor(K)×Nor(w−)
1{(x, y) ∈ Rd × β(w)}F1,d−1(∠(u, v))
∑
|I|=d−2
∑
|J |=0
KI(K;x, u)
×KJ(w−; y, v) ‖AI(K;x, u) ∧ u ∧AJ(w−; y, v) ∧ v‖2H2d−2(d(x, u, y, v)).
Da die Indexmenge J leer ist, gilt AJ(w
−; y, v) = 1. Außerdem folgt
KJ(w−; y, v) =
1∏d−1
j=1
√
1 + kj(w−; y, v)2
= 1,
da die verallgemeinerten Hauptkru¨mmungen eines Halbraumes null sind. Somit gilt mit
‖AI(K;x, u) ∧ u ∧ 1 ∧ v‖2 = ‖AI(K;x, u) ∧ u ∧ v‖2, dass
h∗(K,−w)
=
∫
Nor(w−)
∫
Nor(K)
1{(x, y) ∈ Rd × β(w)}F1,d−1(∠(u, v))
∑
|I|=d−2
KI(K;x, u)
× 1∏d−1
j=1
√
1 + kj(w−; y, v)2
‖AI(K;x, u) ∧ u ∧ 1 ∧ v‖2Hd−1(d(x, u))Hd−1(d(y, v))
=
∫
Nor(w−)
∫
Nor(K)
1{y ∈ β(w)}F1,d−1(∠(u, v))
∑
|I|=d−2
KI(K;x, u)
× ‖AI(K;x, u) ∧ u ∧ v‖2Hd−1(d(x, u))Hd−1(d(y, v)).
Das Normalenbu¨ndel von w− ist die Menge
Nor(w−) = {(y, v) ∈ Rd × Sd−1 : y ∈ w⊥ = ∂w−, v = w} = {(y, w) : y ∈ w⊥}.
Weiteres Umformen ergibt
h∗(K,−w)
=
∫
β(w)
∫
Nor(K)
F1,d−1(∠(u,w))
∑
|I|=d−2
KI(K;x, u)
× ‖AI(K;x, u) ∧ u ∧ w‖2Hd−1(d(x, u))Hd−1(dy)
=
∫
Nor(K)
F1,d−1(∠(u,w))
∑
|I|=d−2
KI(K;x, u) ‖AI(K;x, u) ∧ u ∧ w‖2Hd−1(d(x, u))
×Hd−1(β(w))
=
∫
Nor(K)
F1,d−1(∠(u,w))
∑
|I|=d−2
KI(K;x, u) ‖AI(K;x, u) ∧ u ∧ w‖2Hd−1(d(x, u)),
wobei die Voraussetzung Hd−1(β(w)) = 1 verwendet wurde.
Wie in Abschnitt 6.2 betrachten wir nun die beschra¨nkte Approximation F
()
1,d−1(∠(u,w)).
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Mit Proposition 2 aus [41] und (4.7) sowie der Formel fu¨r ϕ1,d−1 (siehe (7.2)) folgt dann
h∗(K,−w)
= lim
↘0
∫
Nor(K)
F
()
1,d−1(∠(u,w))
∑
|I|=d−2
KI(K;x, u)
γ(d, 1)
2
×
∫
Gu⊥ (d−1,d−2)
〈AI(K;x, u), U〉2 ϕ1,d−1(u, U,w, {o}) νd−2(dU)Hd−1(d(x, u))
=
c(d, 1)
2
lim
↘0
∫
F
()
1,d−1(∠(u,w))ϕ
1,d−1(u, U,w, {o}) Ξ(d−2)1 (K, d(x, u, U))
=
c(d, 1)
2
lim
↘0
∫
F⊥(d,d−2)
F
()
1,d−1(∠(u,w))ϕ
1,d−1(u, U,w, {o}) Ψ(d−2)1 (K, d(u, U))
=
(d− 1) Γ(12)d−2
Γ(d2)
lim
↘0
∫
F⊥(d,d−2)
F
()
1,d−1(∠(u,w))
× (d− (d+ 1)‖w|U‖2 − d〈u,w〉2) Ψ(d−2)1 (K, d(u, U)).
Bemerkung 7.3. Eine weitere Darstellung der zentrierten Stu¨tzfunktion u¨ber Kru¨m-
mungen erhalten wir, wenn wir anstatt Proposition 2 aus [41] und (4.7) zu verwenden, die
Norm ‖AI(K;x, u)∧u∧w‖2 direkt berechnen. Wir nutzen die Definition des Skalarprodukts
fu¨r einfache k-Vektoren und entwickeln die entstehende Determinante, um
‖AI(K;x, u) ∧ u ∧ w‖2 =
∑
i∈Ic
〈w, ai(K;x, u)〉2
zu erhalten. Setzen wir dies ein, so erhalten wir schließlich
h∗(K,−w)
=
∫
Nor(K)
F1,d−1(∠(u,w))
∑
|I|=d−2
KI(K;x, u) ‖AI(K;x, u) ∧ u ∧ w‖2Hd−1(d(x, u))
=
∫
Nor(K)
F1,d−1(∠(u,w))
∑
|I|=d−2
KI(K;x, u)
∑
i∈Ic
〈w, ai(K;x, u)〉2Hd−1(d(x, u)).
Fu¨r konvexe Ko¨rper in der Ebene erhalten wir folgende Darstellung der zentrierten
Stu¨tzfunktion.
Proposition 7.4. Sind K ein konvexer Ko¨rper im R2 und w ∈ Sd−1, so gilt fu¨r die
zentrierte Stu¨tzfunktion
h∗(K,−w) = 1
pi
∫
Sd−1
∠(u,w) · sin∠(u,w) Ψ1(K, du).
Beweis. Im Beweis von Satz 7.2 geht die Bedingung d ≥ 3 erst ein, wenn die Funktion
ϕ1,d−1 eingesetzt wird. Daher gilt die Formel aus Bemerkung 7.3 auch fu¨r d = 2 und wir
erhalten
h∗(K,−w) =
∫
Nor(K)
F1,1(∠(u,w))
∑
|I|=0
KI(K;x, u) ‖AI(K;x, u) ∧ u ∧ w‖2H1(d(x, u)).
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Die Indexmenge I ist also die leere Menge. Nutzen wir dies aus, setzen die Formel fu¨r F1,1
(siehe Kapitel 6) ein und berechnen die Norm, so vereinfacht sich obige Formel zu
h∗(K,−w) = 1
2pi
∫
Nor(K)
∠(u,w) · sin∠(u,w)(
√
1 + k1(K;x, u)2)
−1H1(d(x, u))
=
1
pi
∫
∠(u,w) · sin∠(u,w) Ξ1(K, d(x, u))
=
1
pi
∫
S1
∠(u,w) · sin∠(u,w) Ψ1(K, du),
wobei in den letzten beiden Schritten zum einen Formel (3.14) verwendet wurde und zum
anderen, dass die Oberfla¨chenmaße Bildmaße der Stu¨tzmaße sind.
Bemerkung 7.5.
1) Diese Darstellung der zentrierten Stu¨tzfunktion ist gleich der Formel von Berg [9]
(vergleiche auch [67], Formel (8.35)). Er zeigte, dass
h∗(K,−w) =
∫
S1
g2(〈u,−w〉) Ψ1(K, du),
wobei
g2(t) :=
1
pi
(pi − arccos(t))
√
1− t2 − 1
2pi
t, t ∈ [−1, 1].
2) Die Darstellung der zentrierten Stu¨tzfunktion aus dem folgenden Satz 7.6 ist fu¨r
d = 2 gleich der Formel aus Proposition 7.4.
In welchen Fa¨llen in Satz 7.2 Grenzwertbildung und Integration vertauscht werden kann,
zeigt der folgende Satz.
Satz 7.6. Sind K ein konvexer Ko¨rper im Rd, d ≥ 3 und w ∈ Sd−1, so gilt fu¨r die
zentrierte Stu¨tzfunktion
h∗(K,−w) = (d− 1) Γ(
1
2)
d−2
Γ(d2)
∫
F⊥(d,d−2)
F1,d−1(∠(u,w))
× (d− (d+ 1)‖w|U‖2 − d〈u,w〉2) Ψ(d−2)1 (K, d(u, U)),
(a) fu¨r w und ρK fu¨r νd-fast alle ρ ∈ O(d),
(b) wenn die Stu¨tzfunktion von K von der Klasse C1,1 ist,
(c) wenn K ein Polytop ist und keine Seite von K parallel zu w⊥ ist.
Beweis. Wir ko¨nnen wie im Beweis zu Satz 6.4 vorgehen.
Im Folgenden werden mit c stets nicht genauer angegebene positive, endliche Konstanten
bezeichnet, die unter anderem von K abha¨ngen ko¨nnen. Fu¨r  > 0, (u, U) ∈ F⊥(d, d− 2)
und w ∈ Sd−1 erhalten wir wie im Beweis zu Satz 6.4, dass
F
()
1,d−1(∠(u,w)) |ϕ1,d−1(u, U,w, {o})| ≤ c · sin3−d∠(u,w).
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Im Folgenden werden wir zeigen, dass in den drei Fa¨llen (a)-(c) der Satz von der
majorisierten Konvergenz anwendbar ist. Die Behauptung folgt dann wegen F
()
k,l (∠(u,w))↗
Fk,l(∠(u,w)) fu¨r ↘ 0 aus Satz 7.2.
Wir zeigen zuna¨chst Fall (a). Sei ρ ∈ O(d). Wegen obiger Abscha¨tzung bleibt zu zeigen,
dass fu¨r νd-fast alle ρ ∈ O(d) gilt, dass∫
F⊥(d,d−2)
sin3−d∠(u,w) Ψ(d−2)1 (ρK, d(u, U)) <∞.
Da die Oberfla¨chenmaße bis auf eine Konstante Bildmaße der Fahnen-Oberfla¨chenmaße
sind, folgt mit dem Satz von Fubini und aufgrund der O(d)-Kovarianz der Stu¨tzmaße (siehe
Satz 3.2 5)), dass∫
SO(d)
∫
F⊥(d,d−2)
sin3−d∠(u,w) Ψ(d−2)1 (ρK, d(u, U)) νd(dρ)
≤ c ·
∫ ∫
SO(d)
sin3−d∠(ρu,w) νd(dρ) Ψ1(K, du)
= c ·
∫ ∫
Sd−1
sin3−d∠(z, w)Hd−1(dz) Ψ1(K, du)
≤ c ·
∫
2ωd−1 Ψ1(K, du)
≤ c · S(K)
<∞,
wobei wir verwendet haben, dass fu¨r das innere Integral die Identita¨t∫
Sd−1
sin3−d∠(z, w)Hd−1(dz) = Hd−2(Sd−2) ·
∫ pi
0
sinαdα = 2ωd−1
gilt und mit S(K) die Oberfla¨che von K bezeichnet wird.
Hiermit ist gezeigt, dass der Satz von der majorisierten Konvergenz angewendet werden
kann.
In den Fa¨llen (b) und (c) kann ebenfalls analog zum Beweis von Satz 6.4 gezeigt werden,
dass der Satz von der majorisierten Konvergenz angewendet werden kann.
Unsere Darstellung der zentrierten Stu¨tzfunktion aus Satz 7.6 stimmt mit der Funktion g
aus (7.3) u¨berein. Da die zentrierte Stu¨tzfunktion nach Lemma 7.1 zentriert ist, ist dies also
auch fu¨r g der Fall. Ha¨tten wir die Eigenschaft der Zentriertheit fu¨r g direkt nachweisen
ko¨nnen, so ha¨tten wir Satz 7.6 mittels des Arguments (7.1) beweisen ko¨nnen.
Da die zentrierte Stu¨tzfunktion eines konvexen Ko¨rpers K gegeben ist durch h∗(K, ·) =
h(K, ·) − 〈s(K), ·〉, folgt schließlich aus Satz 7.6 folgende Darstellung der Stu¨tzfunktion
von K.
Korollar 7.7. Sind K ein konvexer Ko¨rper im Rd, d ≥ 3 und w ∈ Sd−1, so gilt fu¨r die
Stu¨tzfunktion
h(K,−w) = (d− 1)
2pi
∫
F⊥(d,d−2)
∠(u,w)
sind−1∠(u,w)
∫ 1
0
(sin t∠(u,w))d−2 dt
× (d− (d+ 1)‖w|U‖2 − d〈u,w〉2)Ψ(d−2)1 (K, d(u, U)) + 〈s(K),−w〉,
88 7. Die Stu¨tzfunktion
(a) fu¨r w und ρK fu¨r νd-fast alle ρ ∈ O(d),
(b) wenn die Stu¨tzfunktion von K von der Klasse C1,1 ist,
(c) wenn K ein Polytop ist und keine Seite von K parallel zu w⊥ ist.
Bemerkung 7.8. Formen wir dies mit der Formel auf S. 639 in [41] weiter um, so erhalten
wir mit γ˜(d,1)c(d,1) =
1
2 außerdem die Formel
h(K,−w) = (d− 1)
4pi
∫
G(d,d−2)
∫
Sd−1∩U⊥
∠(u,w)
sind−1∠(u,w)
∫ 1
0
(sin t∠(u,w))d−2 dt
× (d− (d+ 1)‖w|U‖2 − d〈u,w〉2)SU⊥1 (K|U⊥, du) νd−2(dU) + 〈s(K),−w〉.
7.2. Berechnung der Funktion ϕ1,d−1(u, U, v, {o})
In diesem Abschnitt berechnen wir die Funktion ϕ1,d−1(u, U, v, {o}) aus dem vorangegan-
genen Unterkapitel. Das Ergebnis dieser Berechnung wurde dort schon zur Berechnung der
Stu¨tzfunktion verwendet.
Seien u, v ∈ Sd−1 und U ∈ G(d, d− 2) mit d ≥ 3. Nach (6.5) gilt
ϕ1,d−1(u, U, v, {o}) =
1∧(d−2)∑
p=0
(d−1)∧0∑
q=0
αp,q ϕ
1,d−1
p,q (u, U, v, {o})
= α0,0 ϕ
1,d−1
0,0 (u, U, v, {o}) + α1,0 ϕ1,d−11,0 (u, U, v, {o}).
Berechnung von α0,0 und α1,0
Nach [41] erhalten wir die Konstanten α0,0 und α1,0 aus
(α0,0, α1,0) (D(d− 1, d− 2)⊗D(d− 1, 0)) = ((γ(d, 1)γ(d, d− 1))−1, 0)
⇐⇒ (α0,0, α1,0) = ((γ(d, 1)γ(d, d− 1))−1, 0) (D(d− 1, d− 2)⊗D(d− 1, 0))−1.
Hierbei sind die Konstanten γ(d, 1) und γ(d, d− 1) gegeben durch (vergleiche (6.1))
γ(d, 1) =
1
2
(
d− 1
1
)
Γ(d−12 )
Γ(12)
d−1 =
1
2
(d− 1) Γ(
d−1
2 )
Γ(12)
d−1
sowie
γ(d, d− 1) = 1
2
(
d− 1
d− 1
)
Γ(12)
Γ(12)
=
1
2
,
das heißt
(γ(d, 1)γ(d, d− 1))−1 = 4
d− 1
Γ(12)
d−1
Γ(d−12 )
.
Weiter gilt nach der Bemerkung auf S. 649 in [41], dass
D(d− 1, k) =
(
dd−1,ki,j
)k∧(d−1−k)
i,j=0
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mit
dd−1,ki,j =
k∧(d−1−k)∑
m=0
cd−1k,m
k∑
l=0
(
k − j
l
)(
j
k − i− l
)(
j
k −m− l
)(
d− 1− k − j
m+ l + i− k
)
.
In unserem Fall gilt somit
D(d− 1, 0) = dd−1,00,0 =
0∑
m=0
cd−10,m
0∑
l=0
(
0
l
)(
0
−l
)(
0
−m− l
)(
d− 1
m+ l
)
= cd−10,0
sowie
D(d− 1, d− 2) =
(
dd−1,d−20,0 d
d−1,d−2
0,1
dd−1,d−21,0 d
d−1,d−2
1,1
)
=
(
cd−1d−2,0 c
d−1
d−2,1
(d− 2)cd−1d−2,1 cd−1d−2,0 + (d− 3)cd−1d−2,1
)
.
Um α0,0 und α1,0 zu erhalten, mu¨ssen also noch die Konstanten c
d−1
0,0 , c
d−1
d−2,0 und c
d−1
d−2,1
berechnet werden. Dies geschieht im Folgenden.
Nach Lemma 3 in [41] existiert eine positive Konstante cd−10,0 , sodass fu¨r lineare Unterra¨ume
A,B ∈ G(d− 1, 0) gilt, dass∫
G(d−1,0)
〈A, V 〉2〈V,B〉2 νd−10 (dV ) = cd−10,0 〈A,B〉2. (7.4)
Wegen 〈A,B〉2 = 1 fu¨r A,B ∈ G(d− 1, 0), folgt∫
G(d−1,0)
〈A, V 〉2〈V,B〉2 νd−10 (dV ) =
∫
G(d−1,0)
1 νd−10 (dV ) = 1
und somit aus (7.4), dass
cd−10,0 = 1.
Fu¨r die anderen Konstanten gilt A¨hnliches:
Nach Lemma 3 in [41] existieren positive Konstanten cd−1d−2,0 und c
d−1
d−2,1, sodass fu¨r
A,B ∈ G(d− 1, d− 2) gilt∫
G(d−1,d−2)
〈A, V 〉2〈V,B〉2 νd−1d−2(dV ) = cd−1d−2,0 〈A,B〉2 + cd−1d−2,1 〈A,B〉21.
Andererseits gilt∫
G(d−1,d−2)
〈A, V 〉2〈V,B〉2 νd−1d−2(dV ) =
1
ωd−1
∫
Sd−2
〈a, v〉2〈v, b〉2Hd−2(dv)
mit a, b ∈ Sd−2.
Gilt A = B, so folgt daraus∫
G(d−1,d−2)
〈A, V 〉4 νd−1d−2(dV ) = cd−1d−2,0 〈A,A〉2 + cd−1d−2,1 〈A,A〉21
=
1
ωd−1
∫
Sd−2
〈a, v〉4Hd−2(dv). (7.5)
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Wegen 〈A,A〉1 = 0 und 〈A,A〉 = 1, gilt somit
cd−1d−2,0 =
1
ωd−1
∫
Sd−2
〈a, v〉4Hd−2(dv)
=
1
ωd−1
∫
Sd−2∩v⊥
∫ 1
−1
(1− t2) d−42 t4 dtHd−3(dv)
=
ωd−2
ωd−1
2
∫ 1
0
(1− t2) d−42 t4 dt.
Die Substitution t2 = s sowie die Definition der Betafunktion
B(x, y) =
∫ 1
0
(1− s)x−1 sy−1ds = Γ(x)Γ(y)
Γ(x+ y)
fu¨hren zu
cd−1d−2,0 =
ωd−2
ωd−1
2
∫ 1
0
(1− s) d−42 s2 1
2s
1
2
ds
=
ωd−2
ωd−1
∫ 1
0
(1− s) d−22 −1s 52−1 ds
=
ωd−2
ωd−1
Γ(d−22 )Γ(
5
2)
Γ(d+32 )
=
3
(d− 1)(d+ 1) .
Durch Einsetzen in (7.5) erhalten wir∫
G(d−1,d−2)
〈A, V 〉2〈V,B〉2 νd−1d−2(dV ) =
3
(d− 1)(d+ 1) 〈A,B〉
2 + cd−1d−2,1 〈A,B〉21
=
1
ωd−1
∫
Sd−2
〈a, v〉2〈v, b〉2Hd−2(dv).
Sei nun A 6= B. Dann gilt∫
G(d−1,d−2)
〈A, V 〉2〈V,B〉2 νd−1d−2(dV )
=
1
ωd−1
∫
Sd−2
〈a, v〉2〈v, b〉2Hd−2(dv)
=
1
ωd−1
∫
Sd−2
〈a, v〉2 1
d− 1
d−1∑
i=1
〈v, bi〉2Hd−2(dv).
Da die bi eine Orthonormalbasis des Rd−1 bilden gilt
∑d−1
i=1 〈v, bi〉2 = ‖v‖2 = 1. Außerdem
kann mit [67], S. 50 (oder durch Berechnung wie oben) vereinfacht werden zu∫
G(d−1,d−2)
〈A, V 〉2〈V,B〉2 νd−1d−2(dV )
=
1
(d− 1)ωd−1
∫
Sd−2
〈a, v〉2Hd−2(dv)
=
1
(d− 1)2 .
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Andererseits gilt
3
(d− 1)(d+ 1)〈a, b〉
2 + cd−1d−2,1〈a, b〉21
=
3
(d− 1)2(d+ 1)
d−1∑
i=1
〈a, bi〉2 + cd−1d−2,1
1
d− 1
d−1∑
i=1
〈a, bi〉21
=
3
(d− 1)2(d+ 1)
d−1∑
i=1
〈a, bi〉2 + cd−1d−2,1
1
d− 1
d−1∑
i=1
(1− 〈a, bi〉2)
=
3
(d− 1)2(d+ 1) + c
d−1
d−2,1
d− 2
d− 1 .
Durch Zusammenfu¨gen beider Identita¨ten, erhalten wir
3
(d− 1)2(d+ 1) + c
d−1
d−2,1
d− 2
d− 1 =
1
(d− 1)2
⇐⇒ 3
(d− 1)(d+ 1) + c
d−1
d−2,1 (d− 2) =
1
d− 1
und somit
cd−1d−2,1 =
(
1
d− 1 −
3
(d− 1)(d+ 1)
)
1
(d− 2)
=
1
(d− 1)(d+ 1) .
Insgesamt bedeutet das
D(d− 1, d− 2) = 1
(d− 1)(d+ 1)
(
3 1
d− 2 d
)
und
D(d− 1, d− 2)⊗D(d− 1, 0) = 1
(d− 1)(d+ 1)
(
3 1
d− 2 d
)
sowie
(D(d− 1, d− 2)⊗D(d− 1, 0))−1 = (d− 1)(d+ 1)
2(d+ 1)
(
d −1
−(d− 2) 3
)
=
(d− 1)
2
(
d −1
−(d− 2) 3
)
.
Damit folgt
(α0,0, α1,0) = ((γ(d, 1)γ(d, d− 1))−1, 0) (D(d− 1, d− 2)⊗D(d− 1, 0))−1
= (
4
d− 1
Γ(12)
d−1
Γ(d−12 )
, 0)
(d− 1)
2
(
d −1
−(d− 2) 3
)
= (
2dΓ(12)
d−1
Γ(d−12 )
,
−2 Γ(12)d−1
Γ(d−12 )
).
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Berechnung von ϕ1,d−10,0 und ϕ
1,d−1
1,0
Nach der Definition (6.6) von ϕ1,d−1p,q gilt fu¨r 0 ≤ p ≤ 1 und q = 0, dass
ϕ1,d−1p,0 (u, U, v, V ) =
∑
|I|=d−2
|I∩I0|=d−2−p
∑
|J|=0
|J∩J0|=0
∥∥∥∧
i∈I ui ∧ u ∧
∧
j∈J vj ∧ v
∥∥∥2 .
Hierbei gilt |I0| = d− 2 sowie |J0| = 0, das heißt J0 = ∅ und daher V = {o}.
Wa¨hle Einheitsvektoren u1, . . . , ud−1 und v1, . . . , vd−1 so, dass u1, . . . , ud−1, u beziehungs-
weise v1, . . . , vd−1, v Orthonormalbasen des Rd sind und U = lin({u1, . . . , ud−2}), das heißt
I0 = {1, . . . , d− 2}.
Dann gilt nach obiger Formel
ϕ1,d−10,0 (u, U, v, {o}) =
∥∥∥∥∧i∈{1,...,d−2} ui ∧ u ∧ 1 ∧ v
∥∥∥∥2 = ‖U ∧ u ∧ 1 ∧ v‖2
und
ϕ1,d−11,0 (u, U, v, {o}) =
∑
|I|=d−2
|I∩I0|=d−3
∥∥∥∧
i∈I ui ∧ u ∧ 1 ∧ v
∥∥∥2
=
d−2∑
j=1
∥∥∥∥∧i∈{1,...,d−1}\j ui ∧ u ∧ 1 ∧ v
∥∥∥∥2
=
d−2∑
j=1
‖u1 ∧ · · · ∧ uj−1 ∧ uj+1 ∧ · · · ∧ ud−2 ∧ ud−1 ∧ u ∧ 1 ∧ v‖2.
Also gilt
ϕ1,d−10,0 (u, U, v, {o}) + ϕ1,d−11,0 (u, U, v, {o}) =
d−1∑
j=1
∥∥∥∥∧i∈{1,...,d−1}\j ui ∧ u ∧ 1 ∧ v
∥∥∥∥2
=
d−1∑
j=1
∥∥∥∥∧i∈{1,...,d−1}\j ui ∧ u ∧ v
∥∥∥∥2 .
Nach der Definition des Skalarprodukts fu¨r einfache k-Vektoren gilt
ϕ1,d−10,0 (u, U, v, {o})
=
∥∥∥∥∧i∈{1,...,d−2} ui ∧ u ∧ v
∥∥∥∥2
= 〈
∧
i∈{1,...,d−2} ui ∧ u ∧ v,
∧
i∈{1,...,d−2} ui ∧ u ∧ v〉
= det

1 0 . . . 0 0 〈u1, v〉
0 1 0 0 〈u2, v〉
...
...
. . .
...
...
...
0 0 1 0 〈ud−2, v〉
0 0 . . . 0 1 〈u, v〉
〈v, u1〉 〈v, u2〉 . . . 〈v, ud−2〉 〈v, u〉 1

,
da u1, . . . , ud−1, u = ud eine Orthonormalbasis des Rd bilden und somit 〈ui, uj〉 = δij gilt.
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Durch Entwicklung dieser Determinante erhalten wir
ϕ1,d−10,0 (u, U, v, {o}) = 1− 〈v, u〉2 − (−1)4d−8〈v, u1〉2 − (−1)4d−12〈v, u2〉2
− (−1)4d−16〈v, u3〉2 − · · · − (−1)4〈v, ud−2〉2
= 1−
d−2∑
i=1
〈v, ui〉2 − 〈v, u〉2
= 1− ‖v|U‖2 − 〈v, u〉2,
da U = lin({u1, . . . , ud−2}).
Fu¨r ϕ1,d−11,0 (u, U, v, {o}) ergibt sich analog zur vorherigen Rechnung, dass
ϕ1,d−11,0 (u, U, v, {o}) =
d−2∑
j=1
∥∥∥∥∧i∈{1,...,d−1}\j ui ∧ u ∧ 1 ∧ v
∥∥∥∥2
=
d−2∑
j=1
〈v, uj〉2
= ‖v|U‖2.
Insgesamt gilt also
ϕ1,d−1(u, U, v, {o})
= α0,0 ϕ
1,d−1
0,0 (u, U, v, {o}) + α1,0 ϕ1,d−11,0 (u, U, v, {o})
=
2dΓ(12)
d−1
Γ(d−12 )
(1− ‖v|U‖2 − 〈v, u〉2)− 2 Γ(
1
2)
d−1
Γ(d−12 )
‖v|U‖2
=
2 Γ(12)
d−1
Γ(d−12 )
(
d− (d+ 1)‖v|U‖2 − d〈u, v〉2) .

Teil II.
Zufa¨llige Polytope

8. Einfu¨hrung
Spa¨testens seit J. J. Sylvester im Jahr 1864 sein bekanntes Vier-Punkte-Problem (siehe
[72]) formulierte, werden zufa¨llige Polytope, das heißt die konvexe Hu¨lle von unabha¨ngigen
zufa¨lligen Punkten in einem konvexen Ko¨rper, ausgiebig erforscht. Sylvester fragte damals
nach der Wahrscheinlichkeit, dass die konvexe Hu¨lle von vier zufa¨lligen unabha¨ngigen
gleichverteilten Punkten in einem ebenen konvexen Ko¨rper ein Dreieck bildet. Schon
bei dieser einfach anmutenden Fragestellung zeigt sich, dass die Antwort von der Form
des konvexen Ko¨rpers, besonders der Beschaffenheit des Randes, abha¨ngt. So ist die
Wahrscheinlichkeit minimal, wenn die Punkte in einer Ellipse gewa¨hlt werden und maximal,
wenn der konvexe Ko¨rper selbst ein Dreieck ist (siehe [11]).
Mo¨chte man Sylvesters Problem in ho¨heren Dimensionen betrachten, kann man zum
Beispiel nach der mittleren Eckenzahl des zufa¨lligen Polytops K(n) fragen, das als konvexe
Hu¨lle von n zufa¨lligen Punkten in einem konvexen Ko¨rper K entsteht. Noch allgemeiner
ist die Frage nach der erwarteten Anzahl an k-dimensionalen Seiten fk (k = 0, . . . , d− 1)
des zufa¨lligen Polytops K(n). Erste Ergebnisse in dieser Hinsicht lieferten Re´nyi und
Sulanke [57], allerdings nach wie vor im R2. Danach folgten zwar auch Resultate fu¨r den
d-dimensionalen Raum, lange Zeit beschra¨nkten sie sich jedoch auf die erwartete Ecken-
und Facettenzahl (teils mit unterschiedlichen Fehlertermen) fu¨r konvexe Ko¨rper K von
der Klasse C3+ und in K gleichverteilte Punkte (siehe [80], [3], [4], [70]). Schließlich gelang
es Reitzner [56] fu¨r den Erwartungswert der Anzahl der k-Seiten, genauer gesagt fu¨r den
Erwartungswert des f -Vektors f(K(n)) = (f0(K(n)), . . . , fd−1(K(n))), die Formel
Ef(K(n)) = c1(d)n
d−1
d+1
∫
∂K
κ(x)
1
d+1 Hd−1(dx) + o(n d−1d+1 )
fu¨r n→∞ zu zeigen und die Varianz abzuscha¨tzen
Var(fk(K(n))) ≤ c1(d, k,K)n
d−1
d+1 , k = 0, . . . , d− 1.
Hieraus leitete er ab, dass
f(K(n))n
− d−1
d+1 → c1(d)
∫
∂K
κ(x)
1
d+1 Hd−1(dx)
in Wahrscheinlichkeit fu¨r n→∞ gilt. Hierbei ist K ein konvexer Ko¨rper von der Klasse
C2+ und die zufa¨lligen Punkte sind gleichverteilt in K. Die exakten Eintra¨ge des konstanten
Vektors c1(d) ∈ Rd und die Werte der Konstanten c1(d, k,K) konnten von Reitzner nicht
berechnet werden. Hier und im Folgenden bezeichnet ci(·) stets positive Konstanten, die nur
von den Gro¨ßen in der Klammer abha¨ngen. Ebenso verfahren wir mit Vektoren ci(·) ∈ Rd.
Handelt es sich bei dem konvexen Ko¨rper K selbst auch um ein Polytop, so nimmt
Reitzners Ergebnis eine andere Form an. Dann gilt
E(f(K(n)))(lnn)−(d−1) → c2(d)T (K) fu¨r n→∞,
wobei T (K) die Anzahl der Fahnen des Polytops K bezeichnet. Hierbei wird ein Tupel
(F0, . . . , Fd−1) aus Seiten Fk ∈ Fk(K), 0 ≤ k ≤ d − 1, als Fahne von K bezeichnet, falls
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F0 ⊂ F1 ⊂ · · · ⊂ Fd−1 gilt. Die zugeho¨rigen Varianzabscha¨tzungen lieferten Ba´ra´ny und
Reitzner [7]
Var(fk(K(n))) ≤ c2(d,K) (log n)d−1, k = 0, . . . , d− 1.
Aus diesen Abscha¨tzungen folgen starke Gesetze der großen Zahlen. Außerdem zeigten
Ba´ra´ny und Reitzner, dass es fu¨r die Varianz untere Schranken von gleicher Ordnung gibt.
Neben diesen kombinatorischen Funktionalen wird auch die Gu¨te der Approximation
des konvexen Ko¨rpers durch das zufa¨llige Polytop untersucht. Wa¨chst die Anzahl n der
zufa¨lligen Punkte, so ist plausibel, dass das zufa¨llige Polytop sich dem konvexen Ko¨rper mit
wachsender Genauigkeit anna¨hert. Der Fehler dieser Approximation kann gemessen werden,
indem der Erwartungswert der Differenz F (K)−F (K(n)) fu¨r ein auf der Menge der konvexen
Ko¨rper definiertes Funktional F betrachtet wird. Explizite Formeln hierfu¨r sind kaum zu
berechnen, daher werden scharfe Schranken, zum Beispiel durch asymptotische Formeln fu¨r
wachsendes n, gesucht. Als das Funktional F werden ha¨ufig das Volumen, die Oberfla¨che
oder die mittlere Breite gewa¨hlt, da die Berechnungen hier einfacher durchfu¨hrbar sind
als beispielsweise bei anderen der inneren Volumina. Von diesen dreien ist das Volumen
besonders interessant, da das erwartete Volumen von K ohne K(n) gleich der symmetrischen
Differenz, einer Metrik auf Kd, ist. Sie ist gegeben durch (vergleiche [67], S. 71)
δS(K,L) := Hd((K\L) ∪ (L\K)) fu¨r K,L ∈ Kd.
Die meisten bekannten Resultate behandeln das asymptotische Verhalten der konvexen
Hu¨lle gleichverteilter Punkte in K. Auch im Folgenden ist hiervon auszugehen, insofern
nicht explizit auf eine andere Verteilung hingewiesen wird. Die ersten Ergebnisse zu
Fla¨cheninhalt und La¨nge des Umfangs in der Ebene stammen abermals von Re´nyi und
Sulanke [58]. Sie berechneten explizite Formeln fu¨r den Erwartungswert des Fla¨cheninhalts
und der La¨nge des Umfangs fu¨r konvexe Ko¨rper der Klasse C2+ und fu¨r Quadrate. Weitere
asymptotische Formeln fu¨r die Volumendifferenz wurden von Ba´ra´ny [4], Reitzner [54] und
Schu¨tt [70] vero¨ffentlicht. Die allgemeinste jedoch ist die von Bo¨ro¨czky et al. [12], da keine
Voraussetzungen an den konvexen Ko¨rper K gestellt werden,
lim
n→∞n
2
d+1 E%
(∫
K\K(n)
λ(x)Hd(dx)
)
= c3(d)
∫
∂K
%(x)−
2
d+1 λ(x)κ(x)
1
d+1 Hd−1(dx), (8.1)
wobei % eine geeignete Wahrscheinlichkeitsdichtefunktion auf K ist und λ eine geeignete
integrierbare Funktion. Wa¨hlt man die Gewichtungsfunktion λ ≡ 1, so erha¨lt man die
Volumendifferenz, und ist % konstant, so betrachtet man gleichverteilte zufa¨llige Punkte
in K. Die Konstante c3(d) wird in [12] explizit angegeben. Im Fall von gleichverteilten
zufa¨lligen Punkten in einem konvexen Ko¨rper K von der Klasse C2+ gelangen Reitzner in
[53, 55] Varianzabscha¨tzungen der Form
c4(K)n
− d+3
d+1 ≤ Var(V (K(n))) ≤ c′4(K)n−
d+3
d+1 .
Eine asymptotische Formel fu¨r die Varianz lieferten Calka und Yukich [22]. Es gilt
lim
n→∞n
d+3
d+1 Var(V (K(n))) = c5(d, V (K))
∫
∂K
κ(x)
1
d+1 Hd−1(dx),
wobei die zufa¨lligen Punkte gleichverteilt in einem konvexen Ko¨rper K der Klasse Cd+6+
sind.
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Mit Hilfe des Zusammenhangs zwischen Eckenzahl und Volumen
E%
(
f0(K(n))
)
= nE%
(∫
K\K(n−1)
%(x)Hd(dx)
)
,
der auf Efron (siehe [24], Dimension d = 2, 3) zuru¨ckgeht, wird in [12] aus (8.1) gefolgert,
dass fu¨r die erwartete Eckenzahl gilt
lim
n→∞n
− d−1
d+1 E%
(
f0(K(n))
)
= c3(d)
∫
∂K
%(x)
d−1
d+1 κ(x)
1
d+1 Hd−1(dx).
Sind die zufa¨lligen Punkte gleichverteilt in einem Polytop K, so zeigten Ba´ra´ny und
Buchta [5], dass die Volumendifferenz
V (K)− E(V (K(n))) = T (K)
n−1(lnn)d−1
(d+ 1)d−1(d− 1)! +O(n
−1(lnn)d−2 ln lnn)
erfu¨llt. Ba´ra´ny und Reitzner [7] scha¨tzten die Varianz unter der Voraussetzung V (K) = 1
ab
Var(V (K(n))) ≤ c6(d,K)
(log n)d−1
n2
und folgerten daraus ein starkes Gesetz der großen Zahlen. Eine untere Schranke fu¨r die
Varianz von gleicher Ordnung existiert ebenfalls.
Befasst man sich mit dem Volumenfunktional, so liegt die Frage nahe, ob a¨hnliche
Resultate fu¨r die anderen inneren Volumina gelten. Bo¨ro¨czky et al. [15] verallgemeinerten
Ba´ra´nys [4] und Reitzners [54] Resultate zu
lim
n→∞
(
n
V (K)
) 2
d+1
(Vi(K)− E(Vi(K(n)))) = c7(d, i)
∫
∂K
κ(x)
1
d+1 Hd−i(x)Hd−1(dx),
i = 1, . . . , d− 1, fu¨r konvexe Ko¨rper, in denen eine Kugel frei rollt. Varianzabscha¨tzungen
gibt es bisher nur fu¨r konvexe Ko¨rper von der Klasse C2+. Den Beweis fu¨hrten Ba´ra´ny et al.
[6] zwar nur fu¨r den Fall einer Kugel mit Hilfe einer Kappenu¨berdeckungstechnik durch,
geben aber die Idee an, wie sich der Beweis auf glatte konvexe Ko¨rper verallgemeinern
la¨sst. Aus ihrer Abscha¨tzung
c8(K)n
− d+3
d+1 < Var(Vi(K(n))) < c
′
8(K)n
− d+3
d+1
fu¨r die Varianz folgerten Ba´ra´ny et al. [6] dann ein starkes Gesetz der großen Zahlen.
Die asymptotische Formel
lim
λ→∞
λ
d+3
d+1 Var(Vi(Kλ)) = σ
2
Vi
fu¨r die Varianz stammt in diesem Fall von Calka et al. [21]. Hierbei ist Kλ die konvexe Hu¨lle
von Punkten eines Poissonpunktprozesses im Rd mit Intensita¨t λ, die in einem konvexen
Ko¨rper der Klasse C3+ liegen, und σ2Vi wird mit Hilfe von zwei bestimmten Prozessen in
Rd−1 × R+ beschrieben (siehe [21] fu¨r Details).
Da wir uns im Folgenden mit der mittleren Breite befassen werden, wollen wir die hierzu
bekannten Resultate genauer betrachten. In [14] zeigen Bo¨ro¨czky et al. die asymptotische
Formel
lim
n→∞n
2
d+1 (W (K)− E(W (K(n)))) =
2 Γ
(
2
d+1
)
(d+ 1)
d−1
d+1ωdκ
2
d+1
d−1
∫
∂K
κ(x)
d+2
d+1 Hd−1(dx) (8.2)
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fu¨r alle konvexen Ko¨rper K mit Volumen eins, in denen eine Kugel frei rollt. Ihr Beweis
entha¨lt eine Lu¨cke, die wir mit dem spa¨ter folgenden Lemma 8.1 schließen. Schon vor
Bo¨ro¨czky et al. bewiesen Schneider und Wieacker [69] und Reitzner [54] dieses Resultat
unter sta¨rkeren Voraussetzungen an den konvexen Ko¨rper K. In der Arbeit [14] wird
außerdem die Varianz abgescha¨tzt. Es gilt
c9(K)n
− d+3
d+1 < Var(W
(
K(n)
)
) < c′9(K)n
− d+3
d+1 .
Mit Hilfe der Abscha¨tzung nach oben, der Tschebyscheff-Ungleichung und dem Borel-
Cantelli-Lemma wird dann schließlich ein starkes Gesetz der großen Zahlen fu¨r die Differenz
der mittleren Breiten von K und K(n) hergeleitet.
Ein entsprechendes Resultat fu¨r ein Polytop K bewies Schneider [64]. Es gilt
lim
n→∞(W (K)− E(W (K(n))))n
1
d = c10(K),
wobei die von Schneider angegebene Konstante c10(K) nur von der Form des Polytops K
in der Na¨he seiner Ecken abha¨ngt.
Die ersten zentralen Grenzwertsa¨tze stammen von Groeneboom [33] (siehe auch Finch
und Hueter [28]) und Hsing [36] (siehe auch Buchta [19]), sie gelten allerdings nur in der
Ebene. Ein Durchbruch in ho¨heren Dimensionen gelang wiederum Reitzner [55], der einen
zentralen Grenzwertsatz fu¨r die Anzahl der k-Seiten fk(Πn), k = 0, . . . , d − 1, und das
Volumen V (Πn) bewies. Das zufa¨llige Polytop Πn ist hier die konvexe Hu¨lle von Punkten
eines Poissonpunktprozesses der Intensita¨t n, die in einem konvexen Ko¨rpers K der Klasse
C2+ liegen. Analoge zentrale Grenzwertsa¨tze fu¨r den Fall, dass K selbst ein Polytop ist,
bewiesen Ba´ra´ny und Reitzner [8]. Vu [74] gelang es, Reitzners [55] Resultate auf zufa¨llige
Polytope K(n) zu u¨bertragen. Vu merkt an, dass seine Methode auch anwendbar ist, wenn
K ein Polytop ist. Der zentrale Grenzwertsatz von Ba´ra´ny und Reitzner [8] stand ihm
damals allerdings noch nicht zur Verfu¨gung.
Vereinzelt wurden auch andere Funktionale wie der Hausdorffabstand von K und K(n)
(siehe [10] und [23]) oder der Unterschied der Durchmesser (siehe [49] und [48]) betrachtet.
In einer ju¨ngeren Arbeit betrachten Hug und Schneider [42] den Hausdorffabstand bei
einer Approximation eines konvexen Ko¨rpers K von außen durch eine zufa¨llige polyedrische
Menge. Diese ist der Schnitt von abgeschlossenen Halbra¨umen, die durch Hyperebenen
eines stationa¨ren Poisson-Hyperebenen-Prozesses begrenzt sind und K enthalten.
Im folgenden Kapitel 9 verallgemeinern wir die asymptotische Formel (8.2) der erwarteten
Differenz der mittleren Breiten. In der Diplomarbeit der Autorin [73] wurde ein entspre-
chendes Resultat fu¨r die gewichtete mittlere Breite erzielt. Ausgehend davon betrachten
wir nun die konvexe Hu¨lle von Punkten, die gema¨ß einer Wahrscheinlichkeitsdichtefunk-
tion % in K gewa¨hlt werden. Das heißt die zufa¨lligen Punkte sind nun nicht wie in [14]
gleichverteilt in K. Außerdem werden wir obere und untere Abscha¨tzungen fu¨r die Varianz
beweisen, die ein starkes Gesetz der großen Zahlen implizieren. In Kapitel 10 betrachten
wir dann ein weiteres Modell eines zufa¨lligen Polytops, das als konvexe Hu¨lle von zufa¨lligen
Punkten auf dem Rand eines konvexen Ko¨rpers entsteht. In diesem Fall betrachten wir die
Volumendifferenz und beweisen eine analoge Formel zu (8.1). In beiden Kapiteln nutzen
wir Dualita¨t aus, um Resultate fu¨r zufa¨llige polyedrische Mengen, das heißt Schnitte von
zufa¨lligen Halbra¨umen, die einen konvexen Ko¨rper enthalten, herzuleiten. Die konkret
betrachteten Modelle werden in den Abschnitten eingefu¨hrt, in denen sie beno¨tigt werden.
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Zusa¨tzlich zu der schon bekannten Notation aus den vorangegangenen Kapiteln, werden
wir noch einige weitere Bezeichnungen beno¨tigen.
Mit K wird weiterhin ein konvexer Ko¨rper in Rd bezeichnet. Entgegen der Notation in
den vorangegangenen Kapiteln wird die konvexe Hu¨lle von Teilmengen X1, . . . , Xr ⊂ Rd
und Punkten x1, . . . , xs ∈ Rd nun mit [X1, . . . , Xr, x1, . . . , xs] bezeichnet.
Wir werden im Folgenden voraussetzen, dass eine Kugel vom Radius r(K) > 0 frei
in K rollt, das heißt, dass jeder Randpunkt x ∈ ∂K auf dem Rand einer Kugel B ⊂ K
vom Radius r(K) liegt (vergleiche Abbildung 8.1). In diesem Fall ist K also glatt, da
alle Stu¨tzhyperebenen an K eindeutig sind. Das Vorhandensein einer rollenden Kugel ist
K
x
r(K)
Abbildung 8.1.: Kugel mit Radius r(K) > 0 rollt frei in K
a¨quivalent dazu, dass die Gauß-Abbildung σK eine Lipschitzfunktion auf ∂K ist (vergleiche
[40] oder [43], Lemma 3.3).
Des Weiteren definieren wir die Mengen
DK := {(t, u) ∈ [0,∞)× Sd−1 : t = hK(u)}
und
C(u, t) := K ∩H+(u, t).
Seien x ∈ ∂K und t ∈ (0, hK(σK(x)). Dann nennen wir C(σK(x), hK(σK(x)) − t) eine
Kappe der Ho¨he t in x ∈ ∂K (vergleiche Abbildung 8.2).
K
u = σK(x)
o
x
C(u, hK(u)− t)
hK(u)− t
Abbildung 8.2.: Kappe von K
Ist f : Sd−1 → R eine messbare Funktion, so kann ein Integral u¨ber die Spha¨re mit Hilfe
der Kofla¨chenformel von Federer (siehe [26], Theorem 3.2.12) und der Gauß-Abbildung
σK in ein Integral u¨ber den Rand eines konvexen Ko¨rpers K, in dem eine Kugel frei rollt,
umgewandelt werden. Dies sehen wir im na¨chsten Lemma, das somit auch eine Lu¨cke im
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Beweis zu Theorem 1.1 in [14] (vergleiche Formel (8.2)) schließt. In dem Beweis in [14]
wurde die uns aus Abschnitt 2.4 bekannte Formel (2.3) angewendet, die allerdings nur fu¨r
konvexe Ko¨rper der Klasse C2+ gilt.
Lemma 8.1. Sei K ein konvexer Ko¨rper Rd, in dem eine Kugel frei rollt, und f eine
messbare Funktion auf Sd−1. Dann gilt∫
Sd−1
f(u)Hd−1(du) =
∫
∂K
f(σK(x))κ(x)Hd−1(dx).
Beweis. Da eine Kugel in K frei rollt, ist die Gauß-Abbildung σK u¨berall auf ∂K definiert
und Lipschitz-stetig (siehe [43], Lemma 3.3). Des Weiteren liefert Lemma 2.3 in [37], dass
die (approximative) Jacobi-Determinante von σK fu¨r Hd−1-fast alle x ∈ ∂K gegeben ist
durch
apJd−1σK(x) = κ(x).
Mit der Kofla¨chenformel von Federer (siehe [26], Theorem 3.2.12) erhalten wir∫
∂K
f(σK(x))κ(x)Hd−1(dx) =
∫
∂K
f(σK(x)) apJd−1σK(x)Hd−1(dx)
=
∫
Sd−1
∫
σ−1K ({u})
f(σK(x))H0(dx)Hd−1(du)
=
∫
Sd−1
f(u)Hd−1(du),
wobei wir ausnutzen, dass es fu¨r Hd−1-fast alle u ∈ Sd−1 genau ein x ∈ ∂K gibt mit
u = σK(x) (siehe [67], Theorem 2.2.11).
Seien f und g reelle Funktionen, die auf demselben Raum I ⊂ R definiert sind. Wir
schreiben f  g oder f = O(g), falls es eine positive Konstante γ gibt, die von K, % und q
abha¨ngen kann, sodass |f | ≤ γ · g auf I. Des Weiteren schreiben wir f ∼ g, falls I = N und
f(n)/g(n)→ 1 fu¨r n→∞, n ∈ I.
Schließlich zitieren wir noch ein Lemma, das urspru¨nglich aus [14] stammt. In den folgen-
den Beweisen werden wir es mehrfach beno¨tigen, allerdings teilweise in einer allgemeineren
Form. Daher formulieren wir es etwas anders als in [14].
Lemma 8.2. Seien β ≥ 0, ω > 0 und α = 2(β+1)d+1 . Sei µ : (0,∞)→ R mit limt→0+ µ(t) = 1.
Falls g(n)→ 0 fu¨r n→∞ und g(n) ≥
(
2(α+1)
ω
lnn
n
) 2
d+1
fu¨r große n, so gilt
∫ g(n)
0
tβ(1− µ(t)ωt d+12 )n dt ∼ 2
(d+ 1)ω
2(β+1)
d+1
· Γ
(
2(β + 1)
d+ 1
)
n−
2(β+1)
d+1 .
Bemerkung 8.3. Lemma 8.1 dieses Kapitels ist in der gemeinsamen Arbeit [30] mit F.
Fodor und D. Hug enthalten.
9. Konvexe Hu¨llen von Punkten in einem
konvexen Ko¨rper
In diesem Kapitel betrachten wir zuna¨chst das bekannteste Modell eines zufa¨lligen Polytops,
na¨mlich die konvexe Hu¨lle von zufa¨lligen identisch verteilten Punkten in einem gegebenen
konvexen Ko¨rper K. Da K konvex ist, ist das zufa¨llige Polytop komplett in K enthalten.
Die Eckpunkte des Polytops mu¨ssen hierbei aber nicht wie spa¨ter in Kapitel 10 auf dem
Rand des konvexen Ko¨rpers liegen.
Das zugrunde liegende Wahrscheinlichkeitsmodell wird im Folgenden beschrieben (ver-
gleiche auch [12]). Sei % eine beschra¨nkte nichtnegative messbare Funktion auf K und∫
K %(x)Hd(dx) = 1. Nun wa¨hlen wir zufa¨llige Punkte aus K gema¨ß dem Wahrscheinlich-
keitsmaß P%,K , das die Dichte % bezu¨glich HdxK hat. Den Erwartungswert bezu¨glich P%,K
bezeichnen wir mit E%,K . Falls K klar aus dem Kontext hervorgeht, verwenden wir die
Abku¨rzungen P% und E%. Außerdem verwenden wir ha¨ufig die vereinfachte Notation P%
anstelle von P⊗n% .
Sei Xn := {x1, . . . , xn} eine zufa¨llige Stichprobe von n unabha¨ngigen zufa¨lligen Punkten
aus K, die gema¨ß der Wahrscheinlichkeitsverteilung P%,K gewa¨hlt wurden. Ihre konvexe
Hu¨lle
K(n) := [Xn] = [x1, . . . , xn]
ist dann ein zufa¨lliges Polytop in K.
K
K(n)
Abbildung 9.1.: Zufa¨lliges Polytop K(n)
9.1. Gewichtete Differenz der mittleren Breiten
In diesem Abschnitt beweisen wir eine asymptotische Formel fu¨r die erwartete Differenz
der gewichteten mittleren Breite eines konvexen Ko¨rpers K und eines zufa¨lligen Polytops
K(n). Ein erster Beweisansatz ist in der Diplomarbeit der Autorin [73] zu finden. In
der vorliegenden Arbeit fu¨hren wir nun einen vollsta¨ndigen Beweis. Im Vergleich zum
entsprechenden Resultat in [73] beweisen wir die Formel in gro¨ßerer Allgemeinheit.
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Mit Hilfe einer messbaren Gewichtsfunktion q : R × Sd−1 → [0,∞) definieren wir die
gewichtete mittlere Breite von K als
Wq(K) :=
2
ωd
∫
Sd−1
∫ hK(u)
0
q(s, u) dsHd−1(du).
Zudem nennen wir q lokal integrierbar, falls das Integral∫
Sd−1
∫
C
q(s, u) dsHd−1(du)
fu¨r alle kompakten Teilmengen C in R endlich ist.
Satz 9.1. Sei K ⊂ Rd ein konvexer Ko¨rper mit o ∈ int(K), in dem eine Kugel frei rollt.
Sei % eine Wahrscheinlichkeitsdichtefunktion auf K und q : R× Sd−1 → [0,∞) eine lokal
integrierbare Funktion. Ist % positiv und stetig in jedem Randpunkt von K und q stetig in
jedem Punkt der Menge DK , dann gilt
lim
n→∞n
2
d+1 E%
(
Wq(K)−Wq(K(n))
)
=
2 Γ
(
2
d+1
)
(d+ 1)
d−1
d+1ωdκ
2
d+1
d−1
∫
∂K
κ(x)
d+2
d+1 q(hK(σK(x)), σK(x)) %(x)
− 2
d+1 Hd−1(dx).
Bemerkung 9.2. Aufgrund der Voraussetzung, dass eine Kugel vom Radius r(K) > 0
in K frei rollt, ist die Gauß-Kronecker-Kru¨mmung κ(x) fu¨r Hd−1-fast alle x ∈ ∂K durch
r(K)−(d−1) von oben beschra¨nkt. Dadurch ist die Endlichkeit des Integrals auf der rechten
Seite obiger Gleichung gewa¨hrleistet.
Beweis von Satz 9.1. Wir beginnen den Beweis von Satz 9.1 damit, auf das Ereignis zu
“bedingen”, dass der Ursprung in K(n) enthalten ist. Also
E%
(
Wq(K)−Wq(K(n))
)
= E%
(
2
ωd
∫
Sd−1
∫ hK(u)
hK(n) (u)
q(s, u) dsHd−1(du)
)
=
2
ωd
∫
Kn
∫
Sd−1
∫ hK(u)
hK(n) (u)
q(s, u) dsHd−1(du)P⊗n% (d(x1, . . . , xn))
=
2
ωd
∫
Kn
∫
Sd−1
∫ hK(u)
hK(n) (u)
q(s, u)1{o ∈ K(n)} dsHd−1(du)P⊗n% (d(x1, . . . , xn))
+
2
ωd
∫
Kn
∫
Sd−1
∫ hK(u)
hK(n) (u)
q(s, u)1{o /∈ K(n)} dsHd−1(du)P⊗n% (d(x1, . . . , xn)).
Im na¨chsten Schritt zeigen wir, dass der zweite Summand in obiger Formel vernachla¨ssigbar
ist. Dafu¨r beno¨tigen wir folgendes Lemma.
Lemma 9.3. Es gibt eine Konstante 0 < γ1 < 1, die nur von K und % abha¨ngt, sodass
P%
(
o /∈ K(n)
) ≤ 2d(1− γ1)n.
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Beweis. Es sei eine feste Orthonormalbasis des Rd gegeben. Dieser wird durch die zu-
geho¨rigen (d− 1)-dimensionalen Koordinaten-Hyperebenen in 2d konvexe Kegel geteilt, die
sogenannten Koordinatenkegel Θi, i = 1, . . . , 2
d. Gilt o 6∈ K(n), so werden die zufa¨lligen
Punkte x1, . . . , xn durch eine Hyperebene H strikt von o getrennt. Also existiert ein Koor-
dinatenkegel, zum Beispiel Θj , der strikt von den zufa¨lligen Punkten x1, . . . , xn getrennt ist.
Der minimale Wahrscheinlichkeitsinhalt eines Koordinatenkegels sei mit γ1 > 0 bezeichnet.
Dann gilt
P%
(
o /∈ K(n)
) ≤ 2d(1− γ1)n.
Hiermit folgt wegen hK(n)(u) ≥ −hK(−u) fu¨r alle u ∈ Sd−1 und der lokalen Integrierbar-
keit von q, dass
2
ωd
∫
Kn
∫
Sd−1
∫ hK(u)
hK(n) (u)
q(s, u)1{o /∈ K(n)} dsHd−1(du)P⊗n% (d(x1, . . . , xn))
≤ 2
ωd
∫
Kn
∫
Sd−1
∫ hK(u)
−hK(−u)
q(s, u)1{o /∈ K(n)} dsHd−1(du)P⊗n% (d(x1, . . . , xn))
=
2
ωd
∫
Sd−1
∫ hK(u)
−hK(−u)
q(s, u)P%
(
o /∈ K(n)
)
dsHd−1(du)
≤ 2
d+1
ωd
(1− γ1)n
∫
Sd−1
∫ hK(u)
−hK(−u)
q(s, u) dsHd−1(du)
= O(e−γ1n).
Daher werden wir im Folgenden den Term, der zum Ereignis o 6∈ K(n) geho¨rt, ver-
nachla¨ssigen.
Mit r(K) bezeichnen wir den Radius der Kugel, die in K frei rollt. Ohne Beschra¨nkung
der Allgemeinheit ko¨nnen wir r(K) < 1 annehmen. Nach Vorraussetzung ist % stetig
und positiv in jedem Randpunkt x von K. Also existiert um jedes x ∈ ∂K eine offene
Umgebung U(x), in der % positiv ist, und diese Umgebungen u¨berdecken ∂K. Da der Rand
des konvexen Ko¨rpers K kompakt ist, entha¨lt diese offene U¨berdeckung nach dem Satz
von Heine-Borel eine endliche Teilu¨berdeckung. Also gibt es ein 0 > 0, sodass % in der
0-Umgebung U von ∂K positiv sowie durch die positiven Konstanten c0 := infx∈U %(x)
und supx∈U %(x) von unten und von oben beschra¨nkt ist. Sei γ2 := (
3d
c0κd−1 )
1
d und n0 ∈ N
groß genug, sodass fu¨r alle n > n0 die folgenden Bedingungen gelten:
a) r(K) ≥ γ2
(
lnn
n
) 1
d ,
b) % ≥ c0 in C
(
u, hK(u)− γ2
(
lnn
n
) 1
d
)
fu¨r alle u ∈ Sd−1,
c)
(
3(d+2)
2c0κd−1r(K)
d−1
2
lnn
n
) 2
d+1
≤ γ2
(
lnn
n
) 1
d .
(9.1)
Von nun an nehmen wir n > n0 an. Mit dem Satz von Fubini und Lemma 9.3 erhalten
wir
2
ωd
∫
Kn
∫
Sd−1
∫ hK(u)
hK(n) (u)
q(s, u)1{o ∈ K(n)} dsHd−1(du)P⊗n% (d(x1, . . . , xn))
=
2
ωd
∫
Sd−1
∫ hK(u)
0
q(s, u)
×
∫
Kn
1{hK(n)(u) < s}1{o ∈ K(n)}P⊗n% (d(x1, . . . , xn)) dsHd−1(du)
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=
2
ωd
∫
Sd−1
∫ hK(u)
0
q(s, u)
×
∫
Kn
1{Xn ⊂ K\C (u, s)} (1− 1{o /∈ K(n)})P⊗n% (d(x1, . . . , xn)) dsHd−1(du)
=
2
ωd
∫
Sd−1
∫ hK(u)
0
q(s, u)P%(Xn ⊂ K\C (u, s)}) dsHd−1(du) +O(e−γ1n)
=
2
ωd
∫
Sd−1
∫ hK(u)
0
q(s, u) (1− P% (x1 ∈ C (u, s)))n dsHd−1(du) +O(e−γ1n).
Wir zerlegen das innere Integral und erhalten
2
ωd
∫
Sd−1
∫ hK(u)
0
q(s, u) (1− P% (x1 ∈ C (u, s)))n dsHd−1(du)
=
2
ωd
∫
Sd−1
∫ hK(u)−γ2( lnnn ) 1d
0
q(s, u) (1− P% (x1 ∈ C (u, s)))n dsHd−1(du)
+
2
ωd
∫
Sd−1
∫ hK(u)
hK(u)−γ2( lnnn )
1
d
q(s, u) (1− P% (x1 ∈ C (u, s)))n dsHd−1(du).
Der erste Summand kann vernachla¨ssigt werden. Um dies zu zeigen, scha¨tzen wir zuna¨chst
den Integranden ab. Wegen (9.1a) ist der Radius r(K) der in K frei rollenden Kugel gro¨ßer
als die Ho¨he der Kappe C
(
u, hK(u)− γ2
(
lnn
n
) 1
d
)
. Somit ko¨nnen wir deren Volumen gegen
das eines Kreiskegels der Ho¨he γ2
(
lnn
n
) 1
d abscha¨tzen (vergleiche Abbildung 9.2). Bezeichnet
K
o
u
C(u, hK(u)− t) t
r(K)
Abbildung 9.2.: Skizze zur Abscha¨tzung des Kappenvolumens
A(t) einen Kreiskegel mit Ho¨he t und Radius t, der in einer Halbkugel mit Radius r(K)
enthalten ist, so gilt fu¨r t ≤ r(K), dass
V (C(u, hK(u)− t)) ≥ V (A(t)) = 1
d
κd−1td.
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Aus (9.1b) und der Wahl von γ2 folgt dann
P%
(
x1 ∈ C
(
u, hK(u)− γ2
(
lnn
n
) 1
d
))
=
∫
C
(
u,hK(u)−γ2( lnnn )
1
d
) % (x) Hd(dx)
≥ c0V
(
C
(
u, hK(u)− γ2
(
lnn
n
) 1
d
))
≥ c0 1
d
κd−1γd2
lnn
n
=
3 lnn
n
. (9.2)
Diese Ungleichung gilt auch fu¨r gro¨ßere Kappen C(u, s) mit s ∈ [0, hK(u) − γ2
(
lnn
n
) 1
d ].
Unter Verwendung der Ungleichung
(
1− 3 lnnn
)n ≤ e−3 lnn = n−3 erhalten wir nun
2
ωd
∫
Sd−1
∫ hK(u)−γ2( lnnn ) 1d
0
q(s, u) (1− P% (x1 ∈ C (u, s)))n dsHd−1(du)
≤ 2
ωd
∫
Sd−1
∫ hK(u)−γ2( lnnn ) 1d
0
q(s, u)
(
1− 3 lnn
n
)n
dsHd−1(du)
≤ 2
ωd
∫
Sd−1
∫ hK(u)−γ2( lnnn ) 1d
0
q(s, u)n−3 dsHd−1(du)
 n−3.
Wir definieren C˜ (u, t) := C (u, hK(u)− t) und substituieren s = hK(u)− t. Dann gilt fu¨r
den zweiten Summanden
2
ωd
∫
Sd−1
∫ hK(u)
hK(u)−γ2( lnnn )
1
d
q(s, u) (1− P% (x1 ∈ C (u, s)))n dsHd−1(du)
=
2
ωd
∫
Sd−1
∫ γ2( lnnn ) 1d
0
q(hK(u)− t, u)
(
1− P%
(
x1 ∈ C˜ (u, t)
))n
dtHd−1(du)
=
2
ωd
∫
Sd−1
∫ γ2( lnnn ) 1d
0
q(hK(u), u)
(
1− P%
(
x1 ∈ C˜ (u, t)
))n
dtHd−1(du)
+
2
ωd
∫
Sd−1
∫ γ2( lnnn ) 1d
0
{q(hK(u)− t, u)− q(hK(u), u)}
×
(
1− P%
(
x1 ∈ C˜ (u, t)
))n
dtHd−1(du).
Auch in diesem Fall ist der zweite Summand vernachla¨ssigbar. Dies zeigen wir im Folgenden.
Sei ε > 0 fest gewa¨hlt. Nach Voraussetzung ist q in jedem Punkt der Menge DK stetig.
Daher gilt fu¨r ausreichend großes n die Ungleichung
|q(hK(u)− t, u)− q(hK(u), u)| ≤ ε
fu¨r alle t ∈
[
0, γ2
(
lnn
n
) 1
d
]
und fu¨r alle u ∈ Sd−1, denn: Sei (ti)i∈N ⊂ [0,∞) eine Nullfolge.
Angenommen die Ungleichung ist nicht fu¨r alle u ∈ Sd−1 erfu¨llt. Dann existiert fu¨r alle
i ∈ N ein ui ∈ Sd−1, sodass
|q(hK(ui)− ti, ui)− q(hK(ui), ui)| > ε. (9.3)
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Da die Einheitsspha¨re Sd−1 kompakt ist, sei ohne Beschra¨nkung der Allgemeinheit (ui)i∈N ⊂
Sd−1 konvergent mit Grenzwert u0 ∈ Sd−1. Dann gilt aber
|q(hK(ui)− ti, ui)− q(hK(ui), ui)|
≤ |q(hK(ui)− ti, ui)− q(hK(u0), u0)|+ |q(hK(u0), u0)− q(hK(ui), ui)|.
Wegen der Stetigkeit von q auf DK konvergiert dies fu¨r i → ∞ gegen null, was im
Widerspruch zu (9.3) steht.
Somit gilt, falls n groß genug ist, die Ungleichung
2
ωd
∫
Sd−1
∫ γ2( lnnn ) 1d
0
|q(hK(u)− t, u)− q(hK(u), u)|
×
(
1− P%
(
x1 ∈ C˜ (u, t)
))n
dtHd−1(du)
≤ ε 2
ωd
∫
Sd−1
∫ γ2( lnnn ) 1d
0
(
1− P%
(
x1 ∈ C˜ (u, t)
))n
dtHd−1(du).
Aus (9.1a) und (9.1b) folgt fu¨r ausreichend großes n, dass
P%
(
x1 ∈ C˜ (u, t)
)
=
∫
C(u,hK(u)−t)
%(x)Hd(dx)
≥ c0V (C (u, hK(u)− t))
≥ 2c0κd−1r(K)
d−1
2 t
d+1
2
d+ 1
. (9.4)
In diesem Fall wurde das Volumen der Kappe durch das der in ihr enthaltenen Kugelkappe
der Ho¨he t wie folgt abgescha¨tzt (vergleiche Abbildungen 9.3 und 9.4). Bezeichnet Cr(K)(t)
die Kappe der Ho¨he t einer Kugel mit Radius r(K), so gilt fu¨r 0 ≤ t ≤ r(K), dass
V (C(u, hK(u)− t)) ≥ V (Cr(K)(t)) =
∫ t
0
κd−1R(s)d−1 ds =
∫ t
0
κd−1
√
s(2r(K)− s)d−1 ds,
wobei R(s) wie in Abbildung 9.4 eingezeichnet definiert ist und verwendet wurde, dass nach
dem Ho¨hensatz R(s)2 = s(2r(K)−s) gilt. Fu¨r s ∈ [0, r(K)] ist außerdem 2r(K)−s ≥ r(K)
und somit
V (C(u, hK(u)− t)) ≥
∫ t
0
κd−1
√
s r(K)
d−1
ds = κd−1r(K)
d−1
2
2
d+ 1
t
d+1
2 .
Fu¨r jedes feste u ∈ Sd−1 erhalten wir nun mit Hilfe von Lemma 8.2 mit β = 0 und (9.1c),
dass ∫ γ2( lnnn ) 1d
0
(
1− P%
(
x1 ∈ C˜ (u, t)
))n
dt
≤
∫ γ2( lnnn ) 1d
0
(
1− 2c0κd−1r(K)
d−1
2
d+ 1
t
d+1
2
)n
dt
 2
d−1
d+1
(d+ 1)
d−1
d+1 c
2
d+1
0 κ
2
d+1
d−1r(K)
d−1
d+1
Γ
(
2
d+ 1
)
n−
2
d+1 (9.5)
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K
o
u
s
C(u, hK(u)− t) t
Abbildung 9.3.: Skizze zur Abscha¨tzung des
Kappenvolumens
R(s)
s
2r(K)
Abbildung 9.4.: Ausschnitt aus Abb. 9.3
und somit
2
ωd
∫
Sd−1
∫ γ2( lnnn ) 1d
0
|q(hK(u)− t, u)− q(hK(u), u)|
×
(
1− P%
(
x1 ∈ C˜ (u, t)
))n
dtHd−1(du)
 ε 2
ωd
∫
Sd−1
2
d−1
d+1
(d+ 1)
d−1
d+1 c
2
d+1
0 κ
2
d+1
d−1r(K)
d−1
d+1
Γ
(
2
d+ 1
)
n−
2
d+1 Hd−1(du)
 ε n− 2d+1 .
Insgesamt gilt also
E%
(
Wq(K)−Wq(K(n))
)
=
2
ωd
∫
Sd−1
∫ γ2( lnnn ) 1d
0
q(hK(u), u)
(
1− P%
(
x1 ∈ C˜ (u, t)
))n
dtHd−1(du)
+O
(
ε n−
2
d+1
)
+O
(
n−3
)
+O(e−γ1n).
Fu¨r u ∈ Sd−1 sei
Θn(u) := n
2
d+1
2
ωd
q(hK(u), u)
∫ γ2( lnnn ) 1d
0
(
1− P%
(
x1 ∈ C˜ (u, t)
))n
dt.
Aus (9.5) folgt dann
Θn(u) 2
ωd
q(hK(u), u)
2
d−1
d+1
(d+ 1)
d−1
d+1 c
2
d+1
0 κ
2
d+1
d−1r(K)
d−1
d+1
Γ
(
2
d+ 1
)
.
Das heißt, es gilt Θn(u) < γ fu¨r alle u ∈ Sd−1 und eine geeignete Konstante γ > 0. Des
Weiteren ist die Gauss-Kronecker-Kru¨mmung κ(x) fu¨r Hd−1-fast alle x ∈ ∂K ebenfalls von
oben beschra¨nkt durch die Konstante r(K)−(d−1). Deswegen folgt aus Lemma 8.1 und dem
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Satz von der majorisierten Konvergenz, dass
lim
n→∞n
2
d+1 E%
(
Wq(K)−Wq(K(n))
)
= lim
n→∞
∫
Sd−1
Θn(u)Hd−1(du)
= lim
n→∞
∫
∂K
Θn(σK(x))κ(x)Hd−1(dx)
=
∫
∂K
lim
n→∞Θn(σK(x))κ(x)H
d−1(dx).
Es bleibt also der Grenzwert
lim
n→∞Θn(σK(x)) =
2
ωd
q(hK(σK(x)), σK(x))
× lim
n→∞n
2
d+1
∫ γ2( lnnn ) 1d
0
(1− P% (x1 ∈ C (σK(x), hK(σK(x))− t)))n dt
fu¨r Hd−1-fast alle x ∈ ∂K zu berechnen. Nach Aleksandrov sind fast alle Randpunkte
normal (siehe [67], Theorem 2.6.1), daher genu¨gt es, diese zu betrachten.
Lemma 9.4. Sei x ∈ ∂K ein normaler Randpunkt von K mit κ(x) = 0 und u = σK(x).
Dann gilt
lim
n→∞Θn(u) = 0.
Beweis. Es genu¨gt zu zeigen, dass fu¨r jedes gegebene ε > 0 die Abscha¨tzung
n
2
d+1
∫ γ2( lnnn ) 1d
0
(
1− P%
(
x1 ∈ C˜ (u, t)
))n
dt ε (9.6)
fu¨r ausreichend großes n erfu¨llt ist. Da % in einer Umgebung von x positiv ist (siehe (9.1b)),
gilt
P%
(
x1 ∈ C˜ (u, t)
)
=
∫
C˜(u,t)
%(y)Hd(dy) V
(
C˜ (u, t)
)
fu¨r ausreichend großes n und t ∈
(
0, γ2
(
lnn
n
) 1
d
)
.
Nach der Voraussetzung κ(x) = 0 ist eine Hauptkru¨mmung von ∂K in x null und daher
insbesondere kleiner als εd+1r(K)d−2. Da x ein normaler Randpunkt ist, gilt daher
Hd−1(K ∩H(u, hK(u)− t))
√
tε−(d+1)r(K)−(d−2) ·
√
tr(K)
d−2
.
Dies impliziert
V (C˜ (u, t)) ε− d+12 t d+12 .
Die Behauptung (9.6) folgt nun aus Lemma 8.2 mit β = 0.
Als na¨chstes betrachten wir den Fall, dass x ∈ ∂K ein normaler Randpunkt mit κ(x) > 0
ist. Zur Vereinfachung der Notation setzen wir wieder u = σK(x). Mit Q bezeichnen wir
die zweite Fundamentalform von ∂K aufgefasst als eine Funktion im Orthogonalraum u⊥
von u in Rd. Sei
D = {z ∈ u⊥ : Q(z) ≤ 1}
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die Indikatrix von ∂K im normalen Randpunkt x (vergleiche (2.5)). Sind die Vektoren
v1, . . . , vd−1 eine Orthonormalbasis von u⊥ aus Hauptkru¨mmungsrichtungen von ∂K in x,
so ist bekannt, dass Q(z) berechnet werden kann durch
Q(z) =
d−1∑
i=1
ki(K;x)z
2
i ,
wobei zi ∈ R mit z = z1v1 + · · ·+zd−1vd−1. Es gibt eine nichtfallende Funktion µ : (0,∞)→
R mit limr→0+ µ(r) = 1, sodass
µ(r)−1√
2r
(K˜(u, r) + ru− x) ⊂ D ⊂ µ(r)√
2r
(K˜(u, r) + ru− x), (9.7)
wobei K˜(u, r) := K ∩H(u, hK(u)− r).
Da fu¨r das (d− 1)-dimensionale Volumen von D gilt
Vd−1(D) = κd−1
(
d−1∏
i=1
ki(x)
)− 1
2
= κd−1κ(x)−
1
2 ,
folgt aus (9.7), dass
V (C(u, hK(u)− r)) = V (K ∩H+(u, hK(u)− r)) =
∫ r
0
Vd−1(K˜(u, s)) ds
≤
∫ r
0
(√
2sµ(s)
)d−1
Vd−1(D) ds =
2
d−1
2 κd−1
κ(x)
1
2
∫ r
0
s
d−1
2 µ(s)d−1 ds.
Da µ monoton wachsend ist, la¨sst sich dies weiter abscha¨tzen zu
V (C(u, hK(u)− r)) ≤ 2
d−1
2 κd−1
κ(x)
1
2
µ(r)d−1
∫ r
0
s
d−1
2 ds =
2
d+1
2 κd−1
(d+ 1)κ(x)
1
2
µ(r)d−1 r
d+1
2 .
Durch eine analoge Vorgehensweise erhalten wir die Abscha¨tzung
V (C(u, hK(u)− r)) ≥ 2
d+1
2 κd−1
(d+ 1)κ(x)
1
2
µ(r)−(d−1) r
d+1
2 .
Zusammengefasst gilt also
V (C(u, hK(u)− r)) = µ1(r)(2r)
d+1
2
d+ 1
κd−1 κ(x)−
1
2 ,
wobei µ1 : (0,∞) → R eine Funktion mit limr→0+ µ1(r) = 1 bezeichnet. Aufgrund der
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Stetigkeit von % in x und mit Hilfe von Lemma 8.2 mit β = 0 erhalten wir damit
lim
n→∞Θn(σK(x))
=
2
ωd
q(hK(σK(x)), σK(x))
× lim
n→∞n
2
d+1
∫ γ2( lnnn ) 1d
0
(1− P% (x1 ∈ C (σK(x), hK(σK(x))− t)))n dt
=
2
ωd
q(hK(σK(x)), σK(x))
× lim
n→∞n
2
d+1
∫ γ2( lnnn ) 1d
0
(
1− µ1(t)(2t)
d+1
2
d+ 1
κd−1 κ(x)−
1
2 %(x)
)n
dt
=
2 Γ
(
2
d+1
)
ωd(d+ 1)
d−1
d+1κ
2
d+1
d−1
q(hK(σK(x)), σK(x))κ(x)
1
d+1 %(x)−
2
d+1
und daher schließlich
lim
n→∞n
2
d+1 E%
(
Wq(K)−Wq(K(n))
)
=
∫
∂K
lim
n→∞Θn(σK(x))κ(x)H
d−1(dx)
=
2 Γ
(
2
d+1
)
ωd(d+ 1)
d−1
d+1κ
2
d+1
d−1
∫
∂K
q(hK(σK(x)), σK(x))κ(x)
d+2
d+1 %(x)−
2
d+1 Hd−1(dx),
was den Beweis von Satz 9.1 beendet.
9.2. Polarita¨t und zufa¨llige polyedrische Mengen
In diesem Abschnitt werden wir die Dualita¨t zwischen Punkten und Hyperebenen, sowie
konvexen Hu¨llen und Durchschnitten von Halbra¨umen ausnutzen, um mit Satz 9.1 eine
asymptotische Formel fu¨r die erwartete Volumendifferenz einer zufa¨lligen polyedrischen
Menge K(n) und eines in dieser enthaltenen konvexen Ko¨rpers K zu zeigen. Wir ko¨nnen also
die mittlere Breite von zufa¨lligen Polytopen mit dem Volumen von zufa¨lligen polyedrischen
Mengen in Zusammenhang bringen. Dabei folgen wir einer a¨hnlichen Argumentationsweise
wie in [12].
Zufa¨llige polyedrische Mengen wurden in der Vergangenheit nicht so intensiv untersucht
wie zufa¨llige Polytope, obwohl die gleichen kombinatorischen und asymptotischen Gro¨ßen
betrachtet werden ko¨nnen. Die Anfa¨nge gehen abermals zuru¨ck auf Re´nyi und Sulanke [59],
die das asymptotische Verhalten der erwarteten Eckenzahl einer zufa¨lligen polyedrischen
Menge in der Ebene unter verschiedenen Voraussetzungen an den konvexen Ko¨rper K
bestimmten. Kaltenbach [45] zeigte, dass fu¨r einen konvexen Ko¨rper K von der Klasse C3+
gilt
E(V (K(n) ∩K1))− V (K) = c(d,K)n−
2
d+1 + o(n−
2
d+1 ).
Hierbei (und auch im Folgenden) ist es no¨tig, den Schnitt von K(n) mit dem Parallelko¨rper
K1 von K im Abstand eins zu betrachten, da der Schnitt von zufa¨lligen Halbra¨umen und
somit die zufa¨llige polyedrische Menge unbeschra¨nkt sein kann. Anstatt des Parallelko¨rpers
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ko¨nnten wir auch einen anderen konvexen Ko¨rper benutzen, der K entha¨lt. Dies wu¨rde
nur das Anpassen einiger Konstanten erfordern.
Ist K selbst ein Polytop, so zeigte Kaltenbach
E(V (K(n) ∩K1))− V (K) = c(d,K)n− 1d + o(n− 1d ).
U¨ber die Dualita¨t konnten Bo¨ro¨czky et al. [12] aus (8.1) folgende asymptotische Formel
fu¨r die erwartete Differenz der mittleren Breiten von K(n) und K herleiten
lim
n→∞n
2
d+1 Eµq
(
W (K(n) ∩K1)−W (K)
)
= c(d)
∫
∂K
q(hK(σK(x)), σK(x))
− 2
d+1 κ(x)
d
d+1 Hd−1(dx).
Hierbei wird vorausgesetzt, dass K den Ursprung entha¨lt, und die Wahrscheinlichkeitsver-
teilung µq sowie die Funktion q sind wie im Anschluss folgend definiert.
Fu¨r die erwartete Facettenzahl der zufa¨lligen polyedrischen Menge ergibt sich hieraus
lim
n→∞n
− d−1
d+1 Eµq
(
fd−1(K(n))
)
= c(d)
∫
∂K
q(hK(σK(x)), σK(x))
d−1
d+1 κ(x)
d
d+1 Hd−1(dx).
Nun fu¨hren wir das Wahrscheinlichkeitsmodell, mit dem die polyedrische Menge K(n)
konstruiert wird, ein und geben die verwendete Notation an.
Ein wichtiges Werkzeug im Beweis wird der Polarko¨rper K∗ eines konvexen Ko¨rpers K
sein. Er ist gegeben durch
K∗ = {y ∈ Rd : 〈x, y〉 ≤ 1 fu¨r alle x ∈ K}.
Ist o ∈ int(K), so ist K∗ ebenfalls ein konvexer Ko¨rper mit o ∈ int(K∗) und K∗∗ = K
(siehe [67], Theorem 1.6.1). Außerdem folgt aus Lemma 2.4.5 in [67], dass der Polarko¨rper
eines Polytops ebenfalls ein Polytop ist.
Zusa¨tzlich beno¨tigen wir die Radiusfunktion ρ(K, ·) eines konvexen Ko¨rpers K, der den
Ursprung im Inneren entha¨lt. Sie ist gegeben durch
ρ(K,x) := max{r ≥ 0 : rx ∈ K}, x ∈ Rd\{o}.
Von besonderem Interesse ist fu¨r uns der Zusammenhang zwischen Radiusfunktion und
Stu¨tzfunktion des Polarko¨rpers. Es gilt (vergleiche [67], Formel (1.52))
ρ(K, ·) = h−1K∗ .
Der Parallelko¨rper von K im Abstand eins wird mit K1 := K + B
d bezeichnet. Ist
H := A(d, d− 1) der Raum der Hyperebenen in Rd, so bezeichnet HK die Teilmenge von
H, deren Elemente K1 schneiden, aber nicht das Innere von K. Fu¨r H ∈ HK sei H− der
abgeschlossene Halbraum, der K entha¨lt. Mit µ wird das (eindeutige) bewegungsinvariante
Borelmaß auf H bezeichnet, das so normalisiert ist, dass µ{H ∈ H : H ∩M 6= ∅} fu¨r alle
konvexen Ko¨rper M in Rd die mittlere Breite von M ist. Sei 2µK die Einschra¨nkung des
Maßes µ auf HK . Dann ist µK wegen
µ(HK) = W (K +Bd)−W (K) = W (Bd) = 2
ein Wahrscheinlichkeitsmaß auf HK . Seien H1, . . . ,Hn unabha¨ngige zufa¨llige Hyperebenen
in Rd, das heißt unabha¨ngige H-wertige Zufallsvariablen mit Verteilung µK auf einem
geeigneten Wahrscheinlichkeitsraum. Der Durchschnitt
K(n) :=
n⋂
i=1
H−i
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mit Hi ∈ HK fu¨r i = 1, . . . , n ist eine zufa¨llige polyedrische Menge, die K entha¨lt. Zu
beachten ist, dass K(n) unbeschra¨nkt sein kann.
K(n)
o
Abbildung 9.5.: Zufa¨llige polyedrische Menge K(n)
Dieses Modell wollen wir nun noch etwas allgemeiner angeben. Dazu sei ein konvexer
Ko¨rper K mit o ∈ int(K) fest gewa¨hlt. Wie in [12] sei q : [0,∞)×Sd−1 → [0,∞) eine lokal
integrierbare Funktion und
µq :=
1
ωd
∫
Sd−1
∫ ∞
0
1{H(u, t) ∈ ·} q(t, u) dtHd−1(du). (9.8)
Die Funktion q habe zusa¨tzlich die folgenden Eigenschaften:
i) Sie ist konzentriert auf der Menge D1K := {(t, u) ∈ [0,∞) × Sd−1 :
hK(u) ≤ t ≤ hK1(u)};
ii) sie ist positiv und stetig in jedem Punkt der Menge DK in D
1
K ;
iii) µq(HK) = 1.
(9.9)
Dann ist µq eine Wahrscheinlichkeitsverteilung auf dem Raum der Hyperebenen, die
auf HK konzentriert ist. Wie oben seien H1, . . . ,Hn unabha¨ngige zufa¨llige Hyperebenen
mit Verteilung µq und der Durchschnitt der Halbra¨ume, die K enthalten, wird mit K
(n)
bezeichnet.
Wir sagen, dass ein konvexer Ko¨rper K frei in einer Kugel B rollt, wenn es zu jedem
Randpunkt x der Kugel einen Translationsvektor t ∈ Rd gibt, sodass x ∈ K + t und
K + t ⊂ B (vergleiche [67], S. 156).
Schließlich definieren wir das gewichtete Volumen von K mit o ∈ int(K) wie folgt
Vλ(K) :=
∫
Sd−1
∫ ρ(K,u)
0
td−1 λ(t, u) dtHd−1(du),
wobei λ : R× Sd−1 → [0,∞) eine messbare Funktion ist. Fu¨r λ ≡ 1 entspricht dies dem
Volumen von K, denn dann gilt
Vλ(K) =
∫
Sd−1
∫ ρ(K,u)
0
td−1 dtHd−1(du) = 1
d
∫
Sd−1
ρ(K,u)dHd−1(du) = V (K).
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Wir nennen die Funktion λ lokal integrierbar, falls sa¨mtliche gewichtete Volumina von
konvexen Ko¨rpern, die den Ursprung im Inneren enthalten, endlich sind.
Der folgende Satz stellt eine Verallgemeinerung eines Satzes in [73] dar, in dem das
Volumen eines konvexen Ko¨rpers, das heißt der Fall λ ≡ 1, betrachtet wird. Der Beweis
erfolgt analog.
Satz 9.5. Sei K ⊂ Rd ein konvexer Ko¨rper mit o ∈ int(K), der frei in einer Kugel rollt.
Die Funktion q : [0,∞)× Sd−1 → [0,∞) erfu¨lle die Eigenschaften i), ii) und iii) aus (9.9).
Sei λ : R× Sd−1 → [0,∞) eine lokal integrierbare Funktion, die in jedem Punkt der Menge
{(ρ(K,u), u) : u ∈ Sd−1} stetig ist. Dann gilt
lim
n→∞n
2
d+1 Eµq(Vλ(K(n) ∩K1)− Vλ(K))
= cd
∫
∂K
q(hK(σK(x)), σK(x))
− 2
d+1 λ(‖x‖, ‖x‖−1 x)κ(x)− 1d+1 Hd−1(dx),
wobei
cd :=
(ωd)
2
d+1Γ( 2d+1)
(d+ 1)
d−1
d+1κ
2
d+1
d−1
.
Bemerkung 9.6. Aufgrund der Voraussetzung, dass der konvexe Ko¨rper K frei in einer
Kugel vom Radius R(K) > 0 rollt, ist die Gauß-Kronecker-Kru¨mmung κ(x) fu¨r Hd−1-fast
alle x ∈ ∂K durch R(K)−(d−1) von unten beschra¨nkt (siehe Formel (9.11) im Beweis fu¨r
weitere Details). Dadurch ist die Endlichkeit des Integrals auf der rechten Seite obiger
Gleichung gewa¨hrleistet.
Beweis von Satz 9.5. Fu¨r polyedrische Mengen P in Rd definieren wir das nichtnegative
messbare Funktional
Fλ(P ) := 1{P ⊂ K1}(Vλ(P )− Vλ(K)).
Fu¨r x1, . . . , xn ∈ K∗\(K1)∗ gilt K ⊂ [x1, . . . , xn]∗ ⊂ K1. Deshalb folgt aus o ∈ int(K),
dass o ∈ int([x1, . . . , xn]). Durch die Substitution s = 1t erhalten wir dann
Fλ([x1, . . . , xn]
∗)
= 1{[x1, . . . , xn]∗ ⊂ K1}(Vλ([x1, . . . , xn]∗)− Vλ(K))
= 1{[x1, . . . , xn]∗ ⊂ K1}
∫
Sd−1
∫ ρ([x1,...,xn]∗,u)
ρ(K,u)
td−1 λ(t, u) dtHd−1(du)
= 1{[x1, . . . , xn]∗ ⊂ K1}
∫
Sd−1
∫ h[x1,...,xn](u)−1
hK∗ (u)−1
td−1 λ(t, u) dtHd−1(du)
= 1{[x1, . . . , xn]∗ ⊂ K1}
∫
Sd−1
∫ hK∗ (u)
h[x1,...,xn](u)
λ˜(s, u) dsHd−1(du),
wobei
λ˜(s, u) :=
{
1{s ≥ h(K1)∗(u)} s−(d+1) λ(s−1, u), s > 0,
0, sonst.
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In [17] wird gezeigt, dass Pµq(K(n) 6⊂ K1) αn fu¨r eine reelle Konstante α ∈ (0, 1), die
nur von K und der Dichte q abha¨ngt. Da außerdem die zufa¨lligen polyedrischen Mengen
K(n) (basierend auf Hyperebenen um K mit Verteilung µq) und (K
∗
(n))
∗ := ((K∗)(n))∗
(basierend auf zufa¨lligen Punkten in K∗ mit Dichte %) in Verteilung gleich sind (siehe [12],
Proposition 5.1), folgt
Eµq(Vλ(K(n) ∩K1)− Vλ(K))
= Eµq(1{K(n) ⊂ K1}(Vλ(K(n))− Vλ(K))) +O(αn)
= E%,K∗(1{(K∗(n))∗ ⊂ K1}(Vλ((K∗(n))∗)− Vλ(K))) +O(αn)
= E%,K∗
(∫
Sd−1
∫ hK∗ (u)
h[x1,...,xn](u)
λ˜(s, u) dsHd−1(du)
)
+O(αn),
wobei % wie in [12] auf S. 516 definiert ist, das heißt
%(x) :=
{
ω−1d q˜(x) ‖x‖−(d+1), x ∈ K∗\(K1)∗,
0, x ∈ (K1)∗
und
q˜(x) := q(‖x‖−1, ‖x‖−1 x), x ∈ K∗\{o}.
Nun pru¨fen wir, ob die Voraussetzungen von Satz 9.1 erfu¨llt sind, um diesen anwenden
zu ko¨nnen. Nach Proposition 5.3 in [30] rollt in K∗ eine Kugel frei. Dass oben definierte
Funktion % eine Wahrscheinlichkeitsdichte auf K∗ ist, sehen wir unter Verwendung von
Polarkoordinaten und der Substitution t = 1s ein. Es gilt∫
K∗
%(x)Hd(dx) = 1
ωd
∫
K∗\(K1)∗
q(‖x‖−1, ‖x‖−1 x) ‖x‖−(d+1)Hd(dx)
=
1
ωd
∫
Sd−1
∫ ρ(K∗,u)
ρ((K1)∗,u)
s−2 q(s−1, u) dsHd−1(du)
=
1
ωd
∫
Sd−1
∫ hK1 (u)
hK(u)
q(t, u) dtHd−1(du)
= µq(HK) = 1.
Auch dass % positiv und stetig in jedem Randpunkt von K∗ ist, kann auf die Eigenschaften
der Funktion q zuru¨ckgefu¨hrt werden. Fu¨r einen Randpunkt x von K∗ gilt na¨mlich wegen
o ∈ int(K∗), dass
‖x‖−1 = ρ(K∗, ‖x‖−1 x)−1 = hK(‖x‖−1 x)
und somit
q(‖x‖−1, ‖x‖−1 x) = q(hK(‖x‖−1 x), ‖x‖−1 x).
Da (hK(‖x‖−1 x), ‖x‖−1 x) ein Element der Menge DK ist, folgen die behaupteten Eigen-
schaften von %. Sei nun u ∈ Sd−1. Dann gilt wegen o ∈ int(K∗) fu¨r (hK∗(u), u) ∈ DK∗ ,
dass
λ˜(hK∗(u), u) = hK∗(u)
−(d+1) λ(ρ(K,u), u).
Da λ nach Voraussetzung stetig in jedem Punkt der Menge {(ρ(K,u), u) : u ∈ Sd−1} ist,
folgt daraus, dass λ˜ stetig in jedem Punkt der Menge DK∗ ist. Schließlich ko¨nnen wir durch
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Abscha¨tzen aus der lokalen Integrierbarkeit von λ auf die lokale Integrierbarkeit von λ˜
schließen. Also ko¨nnen wir Satz 9.1 anwenden und es folgt
lim
n→∞n
2
d+1 Eµq(Vλ(K(n) ∩K1)− Vλ(K))
= lim
n→∞n
2
d+1 E%,K∗
(∫
Sd−1
∫ hK∗ (u)
h[x1,...,xn](u)
λ˜(s, u) dsHd−1(du)
)
= cd(ωd)
− 2
d+1
∫
∂K∗
λ˜(hK∗(σK∗(x)), σK∗(x)) %(x)
− 2
d+1 κ∗(x)
d+2
d+1 Hd−1(dx)
= cd
∫
∂K∗
(hK∗(σK∗(x)))
−(d+1)λ(hK∗(σK∗(x))−1, σK∗(x)) q˜(x)−
2
d+1 ‖x‖2
× κ∗(x) d+2d+1 Hd−1(dx),
wobei κ∗(x) die Gauß-Kronecker-Kru¨mmung des Polarko¨rpers K∗ in x bezeichnet. Mit
Lemma 6.1 aus [12] erhalten wir nun
lim
n→∞n
2
d+1 Eµq(Vλ(K(n) ∩K1)− Vλ(K))
= cd
∫
Sd−1
ρ(K,σK∗(∇hK∗(u)))d+1 q˜(∇hK∗(u))−
2
d+1 ‖∇hK∗(u)‖2
× λ(ρ(K,σK∗(∇hK∗(u))), σK∗(∇hK∗(u)))κ∗(∇hK∗(u))Dd−1hK∗(u)
d
d+1 Hd−1(du).
Fu¨r Hd−1-fast alle u ∈ Sd−1 bezeichnet Dd−1hK∗(u) hierbei das Produkt der Haupt-
kru¨mmungsradien von K∗ in Richtung u. Dieses ist aufgrund der in K∗ frei rollenden
Kugel vom Radius r(K∗) > 0 von unten durch r(K∗)d−1 beschra¨nkt.
Da eine Kugel frei in K∗ rollt, gilt fu¨r Hd−1-fast alle u ∈ Sd−1, dass σK∗(∇hK∗(u)) = u.
Außerdem ist die Stu¨tzfunktion hK∗ von K
∗ nach Lemma 2.6 in [37] fu¨r Hd−1-fast alle
u ∈ Sd−1 zweimal differenzierbar in u, der Gradient ∇hK∗(u) von hK∗ ist ein normaler
Randpunkt von K∗ und es gilt κ∗(∇hK∗(u))Dd−1hK∗(u) = 1. Nach Lemma 3.1 und Lemma
3.4 in [39] sind die betreffenden Hauptkru¨mmungen und Hauptkru¨mmungsradien fu¨r diese
u endlich und ≥ 0. Somit folgt
κ∗(∇hK∗(u)) = Dd−1hK∗(u)−1 ∈ (0,∞)
und damit
lim
n→∞n
2
d+1 Eµq(Vλ(K(n) ∩K1)− Vλ(K))
= cd
∫
Sd−1
ρ(K,u)d+1 q˜(∇hK∗(u))−
2
d+1 λ(ρ(K,u), u) ‖∇hK∗(u)‖2
×Dd−1hK∗(u)−
1
d+1 Hd−1(du).
Nach Theorem 2.2 in [38] gilt fu¨r Hd−1-fast alle u ∈ Sd−1, dass die Stu¨tzfunktion von K∗
in u zweimal differenzierbar ist und der Punkt x = ρ(K,u)u ∈ ∂K ein normaler Randpunkt
von K ist. Des Weiteren gilt nach Theorem 2.2 in [38] fu¨r diese u ∈ Sd−1
Dd−1hK∗(u)
1
d+1 〈u, σK(x)〉 = κ(x)
1
d+1 . (9.10)
Da Dd−1hK∗(u) fu¨r Hd−1-fast alle u ∈ Sd−1 von unten durch r(K∗)d−1 beschra¨nkt ist,
ko¨nnen wir aus Gleichung (9.10) folgern, dass die Gauß-Kronecker-Kru¨mmung κ(x) fu¨r
Hd−1-fast alle x ∈ ∂K von unten beschra¨nkt ist. Denn es gilt
κ(x) ≥ 〈u, σK(x)〉d+1 r(K∗)d−1 ≥ rd+10 r(K∗)d−1 > 0, (9.11)
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wobei wir ausgenutzt haben, dass 〈u, σK(x)〉 = hK(σK(x)) ≥ r0 fu¨r ein r0 > 0 gilt.
Bezeichnet R(K) den Radius der Kugel, in der K frei rollt, so wissen wir wegen Proposition
5.3 in [30] außerdem, dass r(K∗) = R(K)−1 gilt.
Mit (9.10) erhalten wir
lim
n→∞n
2
d+1 Eµq(Vλ(K(n) ∩K1)− Vλ(K))
= cd
∫
Sd−1
ρ(K,u)d+1 q˜(∇hK∗(u))−
2
d+1 λ(ρ(K,u), u) ‖∇hK∗(u)‖2 κ(ρ(K,u)u)−
1
d+1
× 〈u, σK(ρ(K,u)u)〉Hd−1(du).
Die Funktion T : Sd−1 → ∂K, u → ρ(K,u)u ist bijektiv und bi-Lipschitz und ihre
Jacobi-Determinante ist fu¨r Hd−1-fast alle u ∈ Sd−1 (vergleiche [38], Beweis zu Lemma
2.4) gegeben durch
JT (u) =
‖∇hK∗(u)‖
hK∗(u)d
.
Damit folgt unter Verwendung der Homogenita¨t der einzelnen Funktionen und der Definition
von q˜, dass
lim
n→∞n
2
d+1 Eµq(Vλ(K(n) ∩K1)− Vλ(K))
= cd
∫
∂K
ρ(K, ‖x‖−1 x)d+1 q˜(∇hK∗(‖x‖−1 x))−
2
d+1 λ(ρ(K, ‖x‖−1 x), ‖x‖−1 x)
× ‖∇hK∗(‖x‖−1 x)‖κ(x)−
1
d+1 〈‖x‖−1 x, σK(x)〉hK∗(‖x‖−1 x)dHd−1(dx)
= cd
∫
∂K
q˜(∇hK∗(x))−
2
d+1 λ(‖x‖, ‖x‖−1 x) ‖∇hK∗(x)‖κ(x)−
1
d+1 〈x, σK(x)〉Hd−1(dx)
= cd
∫
∂K
q(‖∇hK∗(x)‖−1, ‖∇hK∗(x)‖−1∇hK∗(x))−
2
d+1 λ(‖x‖, ‖x‖−1 x) ‖∇hK∗(x)‖
× κ(x)− 1d+1 〈x, σK(x)〉Hd−1(dx).
Nach Lemma 2.6 in [37] ist ∇hK∗(x) fu¨r Hd−1-fast alle x ∈ ∂K ein normaler Randpunkt
von K∗, das heißt der eindeutige Randpunkt von K∗ mit a¨ußerer Normale x. Hieraus folgt,
dass
‖∇hK∗(x)‖−1 = 〈x, σK(x)〉
sowie ∇hK∗(x)
‖∇hK∗(x)‖ = σK(x)
fu¨r Hd−1-fast alle x ∈ ∂K gilt und wir erhalten schließlich
lim
n→∞n
2
d+1 Eµq(Vλ(K(n) ∩K1)− Vλ(K))
= cd
∫
∂K
q(hK(σK(x)), σK(x))
− 2
d+1 λ(‖x‖, ‖x‖−1 x)κ(x)− 1d+1 Hd−1(dx).
9.3. Varianzabscha¨tzungen
In diesem Abschnitt zeigen wir zuna¨chst asymptotische Schranken fu¨r die Varianz der
gewichteten mittleren Breite des zufa¨lligen Polytops K(n) in K, das heißt Var%Wq(K(n)).
Anschließend folgern wir hieraus wieder mittels Polarita¨t eine obere Schranke fu¨r die
Varianz des gewichteten Volumens Varµq(Vλ(K
(n) ∩K1)).
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Satz 9.7. Sei K ⊂ Rd ein konvexer Ko¨rper mit o ∈ int(K), in dem eine Kugel frei rollt.
Ist % eine Wahrscheinlichkeitsdichtefunktion auf K und q : R× Sd−1 → [0,∞) eine lokal
integrierbare Funktion, sodass % positiv und stetig in jedem Randpunkt von K ist und q
stetig in jedem Punkt der Menge DK ist, dann gilt
c1 · n−
d+3
d+1 < Var%(Wq(K(n))) < c2 · n−
d+3
d+1 ,
wobei die positiven Konstanten c1, c2 nur von K, q und % abha¨ngen.
Beweis. Die untere Schranke kann mit der gleichen Argumentation wie bei Bo¨ro¨czky et
al. in [14] erhalten werden. Daher fu¨hren wir diesen Beweis hier nicht aus. Die Idee des
Beweises besteht darin, dass die Varianz der gewichteten mittleren Breite mindestens die
Summe der Varianzen in geeignet konstruierten unabha¨ngigen Kappen ist.
Um die obere Schranke zu zeigen, ist unser Vorgehen ebenfalls a¨hnlich zu dem aus [14].
Das Hauptwerkzeug ist die Efron-Stein-Jackknife-Ungleichung (siehe Reitzner [53]), die
besagt, dass
Var%Wq(K(n)) ≤ (n+ 1)E%(Wq(K(n+1))−Wq(K(n)))2. (9.12)
Mit (9.12) und dem Satz von Fubini folgt
Var%(Wq(K(n)))
 n
∫
Kn+1
(∫
Sd−1
∫ hK(n+1) (u)
hK(n) (u)
q(s, u) dsHd−1(du)
)
×
(∫
Sd−1
∫ hK(n+1) (v)
hK(n) (v)
q(t, v) dtHd−1(dv)
)
P⊗(n+1)% (dXn+1)
= n
∫
Sd−1
∫
Sd−1
∫ hK(u)
0
∫ hK(v)
0
q(s, u) q(t, v)
∫
Kn+1
1{hK(n)(u) ≤ s ≤ hK(n+1)(u)}
× 1{hK(n)(v) ≤ t ≤ hK(n+1)(v)}1{o ∈ K(n)}
× P⊗(n+1)% (dXn+1) dt dsHd−1(dv)Hd−1(du) +O(ne−γ1n).
Hierbei wird der Erwartungswert in zwei Summanden zerlegt und der Summand, der den
Term 1{o /∈ K(n)} entha¨lt, aufgrund der lokalen Integrierbarkeit der Funktion q und mit
Hilfe von Lemma 9.3 abgescha¨tzt. Dabei wird ausgenutzt, dass wegen o ∈ int(K) die
Ungleichungen hK(u) ≥ hK(n+1)(u) ≥ hK(n)(u) ≥ −hk(−u) fu¨r alle u ∈ Sd−1 erfu¨llt sind.
Durch weiteres Umformen erhalten wir
Var%(Wq(K(n)))
= n
∫
Sd−1
∫
Sd−1
∫ hK(u)
0
∫ hK(v)
0
q(s, u) q(t, v)
∫
Kn+1
1{xn+1 ∈ C(u, s) ∩ C(v, t)}
× 1{Xn ⊂ K \ (C(u, s) ∪ C(v, t))} (1− 1{o /∈ K(n)})
× P⊗(n+1)% (dXn+1) dt dsHd−1(dv)Hd−1(du) +O(ne−γ1n)
= n
∫
Sd−1
∫
Sd−1
∫ hK(u)
0
∫ hK(v)
0
q(s, u) q(t, v)P%(xn+1 ∈ C(u, s) ∩ C(v, t))
× (1− P%(x1 ∈ C(u, s) ∪ C(v, t)))n dt dsHd−1(dv)Hd−1(du) +O(ne−γ1n),
wobei der Summand, der den Term 1{o /∈ K(n)} entha¨lt, wieder aufgrund der lokalen
Integrierbarkeit der Funktion q und mit Hilfe von Lemma 9.3 abgescha¨tzt wird.
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Nun definieren wir fu¨r b ≥ 0, 0 ≤ s ≤ hK(u) und u ∈ Sd−1 die Menge
Σ(u, s; b) = {v ∈ Sd−1 : C(u, s) ∩ C˜(v, b) 6= ∅}
und fu¨r v ∈ Σ(u, s; b) sei
P+% (u, s; v, b) = max{P%(x1 ∈ C(u, s)),P%(x1 ∈ C˜(v, b))}.
Sei γ2 definiert wie im Beweis zu Satz 9.1. Aufgrund der Symmetrie ko¨nnen wir s ≤ t
annehmen. Dann erhalten wir durch die Substitution b = hK(v)− t und durch Zerlegen
des Integrals u¨ber s, dass
Var%(Wq(K(n)))
 n
∫
Sd−1
∫
Sd−1
∫ hK(u)
0
∫ hK(v)
s
q(s, u) q(t, v)P%(xn+1 ∈ C(u, s) ∩ C(v, t))
× (1− P%(x1 ∈ C(u, s) ∪ C(v, t)))n dt dsHd−1(dv)Hd−1(du) +O(ne−γ1n)
 n
∫
Sd−1
∫ hK(u)
0
∫ hK(u)−s
0
∫
Σ(u,s;b)
q(s, u) q(hK(v)− b, v)P+% (u, s; v, b)
× (1− P+% (u, s; v, b))nHd−1(dv) db dsHd−1(du) +O(ne−γ1n)
= n
∫
Sd−1
∫ hK(u)−γ2( lnnn ) 1d
0
∫ hK(u)−s
0
∫
Σ(u,s;b)
q(s, u) q(hK(v)− b, v)P+% (u, s; v, b)
× (1− P+% (u, s; v, b))nHd−1(dv) db dsHd−1(du)
+ n
∫
Sd−1
∫ hK(u)
hK(u)−γ2( lnnn )
1
d
∫ hK(u)−s
0
∫
Σ(u,s;b)
q(s, u) q(hK(v)− b, v)P+% (u, s; v, b)
× (1− P+% (u, s; v, b))nHd−1(dv) db dsHd−1(du) +O(ne−γ1n).
Im Folgenden scha¨tzen wir zuna¨chst den ersten Summanden mit Hilfe folgender Abscha¨t-
zung ab. Ist α ∈ [0, 1], dann gilt
(1− 2α3 )n
(1− α)n ≥
(
1 +
α
3
)n ≥ αn
3
,
woraus
α(1− α)n ≤ 3
n
(
1− 2α
3
)n
(9.13)
folgt. Aus (9.13) und (9.2) folgt dann, dass
n
∫
Sd−1
∫ hK(u)−γ2( lnnn ) 1d
0
∫ hK(u)−s
0
∫
Σ(u,s;b)
q(s, u) q(hK(v)− b, v)P+% (u, s; v, b)
× (1− P+% (u, s; v, b))nHd−1(dv) db dsHd−1(du)
≤ n
∫
Sd−1
∫ hK(u)−γ2( lnnn ) 1d
0
∫ hK(u)−s
0
∫
Σ(u,s;b)
q(s, u) q(hK(v)− b, v)
× 3
n
(
1− 2
3
P+% (u, s; v, b)
)n
Hd−1(dv) db dsHd−1(du)
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≤
∫
Sd−1
∫ hK(u)−γ2( lnnn ) 1d
0
∫ hK(u)−s
0
∫
Σ(u,s;b)
q(s, u) q(hK(v)− b, v)
× 3
(
1− 2
3
3 lnn
n
)n
Hd−1(dv) db dsHd−1(du)
 n−2.
Dies, zusammen mit (9.13) und der Substitution a = hK(u)− s impliziert
Var%(Wq(K(n)))
 n
∫
Sd−1
∫ hK(u)
hK(u)−γ2( lnnn )
1
d
∫ hK(u)−s
0
∫
Σ(u,s;b)
q(s, u) q(hK(v)− b, v)P+% (u, s; v, b)
× (1− P+% (u, s; v, b))nHd−1(dv) db dsHd−1(du) +O(ne−γ1n) +O (n−2)
≤ n
∫
Sd−1
∫ hK(u)
hK(u)−γ2( lnnn )
1
d
∫ hK(u)−s
0
∫
Σ(u,s;b)
q(s, u) q(hK(v)− b, v)
× 3
n
(
1− 2
3
P+% (u, s; v, b)
)n
Hd−1(dv) db dsHd−1(du) +O(ne−γ1n) +O (n−2)

∫
Sd−1
∫ γ2( lnnn ) 1d
0
∫ a
0
∫
Σ(u,hK(u)−a;b)
q(hK(u)− a, u) q(hK(v)− b, v)
×
(
1− 2
3
P+% (u, hK(u)− a; v, b)
)n
Hd−1(dv) db daHd−1(du)
+O(ne−γ1n) +O
(
n−2
)
.
Aufgrund der Stetigkeit von q in jedem Punkt von DK ko¨nnen wir annehmen, dass
q(hK(u) − a, u) fu¨r ausreichend großes n fu¨r alle a ∈ [0, γ2( lnnn )
1
d ] und fu¨r alle u ∈ Sd−1
beschra¨nkt ist. Aus [14] (siehe Beweis der oberen Schranke in Theorem 1.2, S. 2291) folgt,
dass das (d−1)-dimensionale Hausdorffmaß von Σ(u, hK(u)−a; b) ho¨chstens γa d−12 betra¨gt,
wobei die Konstante γ > 0 von d abha¨ngt. Daher erhalten wir unter Verwendung von (9.4)
und Lemma 8.2 mit β = d+12 , dass
Var%(Wq(K(n)))

∫
Sd−1
∫ γ2( lnnn ) 1d
0
∫ a
0
∫
Σ(u,hK(u)−a;b)
(
1− 2
3
P+% (u, hK(u)− a; v, b)
)n
Hd−1(dv)
× db daHd−1(du) +O(ne−γ1n) +O (n−2)

∫
Sd−1
∫ γ2( lnnn ) 1d
0
∫ a
0
a
d−1
2
(
1− 4c0κd−1r(K)
d−1
2
3(d+ 1)
a
d+1
2
)n
db
× daHd−1(du) +O(ne−γ1n) +O (n−2)
=
∫
Sd−1
∫ γ2( lnnn ) 1d
0
a
d+1
2
(
1− 4c0κd−1r(K)
d−1
2
3(d+ 1)
a
d+1
2
)n
daHd−1(du)
+O(ne−γ1n) +O
(
n−2
)

∫
Sd−1
n−
d+3
d+1 Hd−1(du) +O(ne−γ1n) +O (n−2)
 n− d+3d+1 .
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Somit ist die asymptotische obere Schranke in Satz 9.7 gezeigt.
Aus der oberen Abscha¨tzung fu¨r die Varianz der gewichteten mittleren Breite eines
zufa¨lligen Polytops K(n) in K folgern wir nun mit Hilfe des Polarko¨rpers eine obere
Abscha¨tzung fu¨r die Varianz Varµq(Vλ(K
(n) ∩K1)).
Satz 9.8. Sei K ein kovexer Ko¨rper in Rd mit o ∈ int(K), der frei in einer Kugel rollt.
Die Funktion q : [0,∞)× Sd−1 → [0,∞) erfu¨lle die Eigenschaften i), ii) und iii) aus (9.9).
Sei λ : R× Sd−1 → [0,∞) eine lokal integrierbare Funktion, die in jedem Punkt der Menge
{(ρ(K,u), u) : u ∈ Sd−1} stetig ist. Dann gilt
Varµq(Vλ(K
(n) ∩K1)) < c3 · n−
d+3
d+1 ,
wobei die positive Konstante c3 nur von K, λ und q abha¨ngt.
Beweis. Wegen der Efron-Stein-Jackknife-Ungleichung (vergleiche [53]) gilt
Varµq(Vλ(K
(n) ∩K1))
≤ (n+ 1)Eµq
(
Vλ(K
(n) ∩K1)− Vλ(K(n+1) ∩K1)
)2
 nEµq
(
Vλ(K
(n) ∩K1)− Vλ(K(n+1) ∩K1)
)2
.
Wir gehen nun genauso vor wie im Beweis zu Satz 9.5. Da Pµq(K(n) 6⊂ K1)  αn fu¨r
ein von K und q abha¨ngiges α ∈ (0, 1) gilt (vergleiche [17]) und aufgrund der Verteilungs-
gleichheit der zufa¨lligen polyedrischen Mengen K(n) und (K∗(n))
∗ (siehe [12], Proposition
5.1), folgt
Varµq(Vλ(K
(n) ∩K1))
 n
(
Eµq
(
1{K(n) ⊂ K1}(Vλ(K(n))− Vλ(K(n+1)))2
)
+O(αn)
)
= n
(
E%,K∗
(
1{(K∗(n))∗ ⊂ K1}(Vλ((K∗(n))∗)− Vλ((K∗(n+1))∗))2
)
+O(αn)
)
= n
E%,K∗ (∫
Sd−1
∫ h[x1,...,xn+1](u)
h[x1,...,xn](u)
λ˜(s, u) dsHd−1(du)
)2
+O(αn)

 n
(
E%,K∗
(
W
λ˜
(K∗(n+1))−Wλ˜(K∗(n))
)2
+O(αn)
)
,
wobei x1, . . . , xn+1 ∈ K∗\K∗1 unabha¨ngig identisch verteilte Zufallspunkte mit Verteilung
% sind. Die Funktion λ˜ ist gegeben durch
λ˜(s, u) :=
{
1{s ≥ h(K1)∗(u)} s−(d+1) λ(s−1, u), s > 0,
0, sonst.
Die Funktion λ˜ ist also wie im Beweis von Satz 9.5 definiert.
Nach Proposition 5.3 in [30] rollt in K∗ eine Kugel frei. Somit liefert Satz 9.7 die obere
Schranke der Varianz.
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9.4. Starke Gesetze der großen Zahlen
Die oberen Schranken fu¨r die Varianzen implizieren starke Gesetze der großen Zahlen fu¨r
Wq(K(n)) und Vλ(K
(n) ∩K1).
Satz 9.9. Sei K ⊂ Rd ein konvexer Ko¨rper mit o ∈ int(K), in dem eine Kugel frei rollt.
Ist % eine Wahrscheinlichkeitsdichtefunktion auf K und q : R× Sd−1 → [0,∞) eine lokal
integrierbare Funktion, sodass % positiv und stetig in jedem Randpunkt von K ist und q
stetig in jedem Punkt der Menge DK , dann gilt
lim
n→∞
(
Wq(K)−Wq(K(n))
) · n 2d+1
=
2 Γ
(
2
d+1
)
(d+ 1)
d−1
d+1ωdκ
2
d+1
d−1
∫
∂K
κ(x)
d+2
d+1 q(hK(σK(x)), σK(x)) %(x)
− 2
d+1 Hd−1(dx)
mit Wahrscheinlichkeit 1.
Beweis. Dieser Beweis folgt der Argumentation von Theorem 1.3 in [14].
Fu¨r ε > 0 gilt mit der Tschebyscheff-Ungleichung und Satz 9.7, dass
P%
(∣∣Wq(K)−Wq(K(n))− E% (Wq(K)−Wq(K(n)))∣∣ · n 2d+1 ≥ ε)
≤
(
εn−
2
d+1
)−2
Var%(Wq(K(n)))
 ε−2 n 4d+1 n− d+3d+1
 n− d−1d+1 .
Die Summe
∑∞
k=2 n
− d−1
d+1
k ist fu¨r nk = k
4 endlich. Daher ist auch die Summe der Wahr-
scheinlichkeiten
∞∑
k=2
P%
(∣∣Wq(K)−Wq(K(nk))− E% (Wq(K)−Wq(K(nk)))∣∣ · n 2d+1k ≥ ε)
endlich.
Aus dem Borel-Cantelli-Lemma und Satz 9.1 folgt, dass
lim
n→∞
(
Wq(K)−Wq(K(nk))
) · n 2d+1k
=
2 Γ
(
2
d+1
)
(d+ 1)
d−1
d+1ωdκ
2
d+1
d−1
∫
∂K
κ(x)
d+2
d+1 q(hK(σK(x)), σK(x)) %(x)
− 2
d+1 Hd−1(dx)
(9.14)
mit Wahrscheinlichkeit 1.
Da Wq(K)−Wq(K(n)) monoton fallend in n ist, gilt fu¨r nk−1 ≤ n ≤ nk, dass
(Wq(K)−Wq(K(nk−1))n
2
d+1
k−1 ≤ (Wq(K)−Wq(K(n)))n
2
d+1 ≤ (Wq(K)−Wq(K(nk))n
2
d+1
k .
Der Grenzwert von nknk−1 fu¨r k gegen unendlich ist eins, daher folgt die Behauptung aus
dem Grenzwert der Teilfolge (9.14).
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Analog zu diesem Beweis kann man auch folgendes starke Gesetz der großen Zahlen fu¨r das
gewichtete Volumen zeigen. In diesem Fall wird die Monotonie von Vλ(K
(n) ∩K1)− Vλ(K)
bezu¨glich n ausgenutzt.
Satz 9.10. Sei K ⊂ Rd ein konvexer Ko¨rper mit o ∈ int(K), der frei in einer Kugel rollt.
Die Funktion q : [0,∞)× Sd−1 → [0,∞) erfu¨lle die Eigenschaften i), ii) und iii) aus (9.9).
Sei λ : R× Sd−1 → [0,∞) eine lokal integrierbare Funktion, die in jedem Punkt der Menge
{(ρ(K,u), u) : u ∈ Sd−1} stetig ist. Dann gilt
lim
n→∞
(
Vλ(K
(n) ∩K1)− Vλ(K)
)
· n 2d+1
= cd
∫
∂K
q(hK(σK(x)), σK(x))
− 2
d+1 λ(‖x‖, ‖x‖−1 x)κ(x)− 1d+1 Hd−1(dx)
mit Wahrscheinlichkeit 1.
Hierbei ist die Konstante cd definiert wie in Satz 9.5.
Bemerkung 9.11. Die Sa¨tze dieses Kapitels sind in der gemeinsamen Arbeit [30] mit F.
Fodor und D. Hug enthalten.
10. Konvexe Hu¨llen von Punkten auf dem
Rand eines konvexen Ko¨rpers
In diesem Kapitel betrachten wir im Unterschied zu den vorangegangenen Kapiteln ein an-
deres Wahrscheinlichkeitsmodell. Die Punkte x1, . . . , xn werden nun gema¨ß einer gegebenen
Wahrscheinlichkeitsverteilung zufa¨llig und identisch auf dem Rand eines konvexen Ko¨rpers
K gewa¨hlt. Die konvexe Hu¨lle K(n) = [x1, . . . , xn] dieser Punkte ist dann wiederum ein in
K enthaltenes zufa¨lliges Polytop. Alle in diesem Abschnitt verwendeten Definitionen und
Bezeichnungen werden aus den vorangegangenen Kapiteln entsprechend u¨bernommen.
K
K(n)
Abbildung 10.1.: Zufa¨lliges Polytop K(n)
Obwohl sich die Approximation des konvexen Ko¨rpers K durch zufa¨llige Polytope
verbessert, wenn die Punkte auf dem Rand von K anstatt im Inneren gewa¨hlt werden,
da fast jeder Punkt ein Eckpunkt der konvexen Hu¨lle ist, wurde dieses Modell bisher
vergleichsweise wenig untersucht. Zwar berechneten Buchta et al. [20] 1985 explizite
Formeln fu¨r die erwartete Oberfla¨che, mittlere Breite und Facettenzahl, wobei die Punkte
gleichverteilt auf dem Rand der Einheitskugel gewa¨hlt wurden beziehungsweise im Fall
der erwarteten mittleren Breite auf dem Rand eines konvexen Ko¨rpers von der Klasse
C3+, Verallgemeinerungen dieser Resultate oder Formeln fu¨r andere Funktionale blieben
zuna¨chst jedoch aus. Erst im Jahre 2002 bewies Reitzner [51] asymptotische Formeln fu¨r
die erwartete Differenz der inneren Volumina von K und K(n) von der Form
lim
n→∞n
2
d−1 (Vi(K)− E%(Vi(K(n)))) = c(i,d)
∫
∂K
%(x)−
2
d−1 κ(x)
1
d−1 Hd−i(x)Hd−1(dx)
fu¨r i = 1, . . . , d unter der Annahme, dass der konvexe Ko¨rper K von der Klasse C2+ ist. Die
Konstante c(i,d) ha¨ngt nur von i und der Dimension d ab. Er betrachtete dabei Verteilungen
der Punkte, die eine stetige positive Dichte % besitzen. Im Fall des Volumenfunktionals
gelang es Schu¨tt und Werner [71] die Voraussetzungen dahingehend abzuschwa¨chen, dass
der konvexe Ko¨rper in einer Kugel frei rollt und außerdem eine Kugel im konvexen Ko¨rper
frei rollt. Des Weiteren berechneten sie die auch im folgenden Satz vorkommende Konstante
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c(d,d) explizit. In [13] wurde Reitzners Resultat von Bo¨ro¨czky et al. schließlich fu¨r alle
konvexen Ko¨rper, in denen eine Kugel frei rollt, bewiesen.
Eine obere Abscha¨tzung fu¨r die Varianz des Volumens wurde von Reitzner [53] gezeigt.
Die untere Abscha¨tzung der gleichen Ordnung bewiesen Richardson et al. [60]. Ist der
konvexe Ko¨rper K von der Klasse C2+ und werden die zufa¨lligen Punkte gleichverteilt (in
[60]) beziehungsweise gema¨ß einer positiven stetigen Wahrscheinlichkeitsdichtefunktion %
(in [53]) auf dem Rand von K gewa¨hlt, so gilt
c(K)n−
d+3
d−1 < Var(V (K(n))) < c
′(K, %)n−
d+3
d−1 ,
wobei die positiven Konstanten c(K) und c′(K, %) von K beziehungsweise von K und %
abha¨ngen.
Die Methoden, die Reitzner in [56] benutzt, um die erwarteten Seitenanzahlen, das heißt
den f -Vektor, zu bestimmen, ko¨nnen auch fu¨r dieses Wahrscheinlichkeitsmodell angewendet
werden. Insofern stellen sie also eine Verallgemeinerung der Formeln von Buchta et al. auf
alle konvexen Ko¨rper von der Klasse C2+ dar.
10.1. Gewichtete Volumendifferenz
Bisher wurden noch keine Gewichtungsfunktionen betrachtet. Daher berechnen wir nun
aufbauend auf der Arbeit von Bo¨ro¨czky et al. [13] die erwartete gewichtete Volumendifferenz
von K und K(n). Die Voraussetzungen an die Wahrscheinlichkeitsdichtefunktion % konnten
hierbei abgeschwa¨cht werden. Entsprechende Resultate fu¨r das in Kapitel 9 betrachtete
Modell eines zufa¨lligen Polytops wurden von Bo¨ro¨czky et al. in [12] bewiesen.
Satz 10.1. Sei K ⊂ Rd ein konvexer Ko¨rper mit o ∈ int(K), in dem eine Kugel frei rollt.
Seien λ : K → R eine lokal integrierbare Funktion sowie % eine Wahrscheinlichkeitsdichte
auf ∂K. Sind λ und % in jedem Randpunkt von K stetig und ist % positiv, so gilt
lim
n→∞n
2
d−1 E%
(∫
K\K(n)
λ(x)Hd(dx)
)
= c(d,d)
∫
∂K
%(x)−
2
d−1 κ(x)
1
d−1 λ(x)Hd−1(dx),
wobei
c(d,d) :=
(d− 1) d+1d−1 Γ(d+ 1 + 2d−1)
2(d+ 1)!ω
2
d−1
d−1
.
Beweis. Der Beweis folgt der Idee des Beweises von Theorem 1.2 in [13]. Fu¨r t ∈ (0, 1)
sei K[t] := (1− t)K und fu¨r x ∈ ∂K sei x[t] := (1− t)x. Insbesondere sei tn := n−
1
d−1 . Mit
dem Satz von Fubini gilt
E%
(∫
K\K(n)
λ(x)Hd(dx)
)
=
∫
(∂K)n
∫
K\K(n)
λ(x)
n∏
i=1
%(xi)Hd(dx)Hd−1(d(x1, . . . , xn))
=
∫
K
P%(x /∈ K(n))λ(x)Hd(dx)
=
∫
K\K[tn]
P%(x /∈ K(n))λ(x)Hd(dx) +
∫
K[tn]
P%(x /∈ K(n))λ(x)Hd(dx).
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Diese beiden Summanden scha¨tzen wir nun einzeln ab. Hierfu¨r sei δ > 0 so gewa¨hlt,
dass es die Voraussetzungen von Lemma 2.1 in [13] erfu¨llt. Wir nehmen im Folgenden an,
dass n so groß ist, dass tn < δ erfu¨llt ist. Nach Lemma 2.2 in [13] gilt dann fu¨r den ersten
Summanden∫
K\K[tn]
P%(x /∈ K(n))λ(x)Hd(dx)
=
∫
∂K
∫ tn
0
P%(x[t] /∈ K(n))λ(x[t]) (1− t)d−1 〈x, σK(x)〉 dtHd−1(dx).
Da wir spa¨ter den Satz von der majorisierten Konvergenz anwenden wollen, scha¨tzen
wir das innere Integral weiter ab. Hierzu beno¨tigen wir folgendes Hilfsmittel. Fu¨r c > 0 mit
c δ
d−1
2 < 1 folgt durch die Substitution s = c t
d−1
2 und wegen (1− s)n ≤ e−ns fu¨r s ∈ [0, 1]
und n ∈ N, dass
∫ δ
0
(1− c t d−12 )n dt = 2
d− 1 c
− 2
d−1
∫ c δ d−12
0
s
2
d−1−1 (1− s)n ds
≤ 2
d− 1 c
− 2
d−1
∫ c δ d−12
0
s
2
d−1−1 e−ns ds
 c− 2d−1 n− 2d−1 . (10.1)
Wir ko¨nnen fu¨r den Rest des Beweises davon ausgehen, dass λ eine nichtnegative lokal
integrierbare Funktion ist, da wir sie in ihren positiven und negativen Teil zerlegen ko¨nnen.
Da λ in jedem Randpunkt von K stetig ist, ist λ fu¨r hinreichend kleines t beschra¨nkt in
x[t]. Nach Lemma 2.1 in [13] existiert außerdem eine von K und % abha¨ngige Konstante
γ1 ∈ (0, 1), sodass mit (10.1) fu¨r ausreichend großes n folgt, dass
n
2
d−1
∫ tn
0
P%(x[t] /∈ K(n))λ(x[t]) (1− t)d−1 〈x, σK(x)〉 dt
 n 2d−1
∫ tn
0
(
1− γ1t
d−1
2
)n
λ(x[t]) (1− t)d−1 〈x, σK(x)〉 dt
 n 2d−1 γ n− 2d−1
= γ,
wobei die Konstante γ > 0 abha¨ngig von K, λ und % ist. Diese Abscha¨tzung werden wir
spa¨ter beno¨tigen, um den Satz von der majorisierten Konvergenz anwenden zu ko¨nnen.
Der zweite Summand kann wie folgt abgescha¨tzt werden. Sei zuna¨chst x ∈ K[δ]. Dann
gilt
P%(x /∈ K(n)) ≤ 2d(1− γ2)n
fu¨r ein γ2 > 0. Dies sieht man analog zum Beweis von Lemma 9.3 wie folgt ein: Es sei
eine feste Orthonormalbasis des Rd gegeben. Dieser wird durch die zugeho¨rigen (d− 1)-
dimensionalen Koordinaten-Hyperebenen in 2d konvexe Kegel geteilt, die sogenannten
Koordinatenkegel Θi, i = 1, . . . , 2
d. Mit Θ′i := x+Θi, i = 1, . . . , 2
d, bezeichnen wir die nach
x verschobenen Koordinatenkegel. Wegen x ∈ K[δ] mit δ > 0 folgt x ∈ int(K) und aufgrund
der Konvexita¨t von K entha¨lt jeder Koordinatenkegel Θ′i einen Teil des Randes von K.
Die Konstante γ2 sei der minimale Wahrscheinlichkeitsinhalt eines Teilstu¨cks des Randes
von K, das in einem Koordinatenkegel Θ′i enthalten ist. Gilt x /∈ K(n), so kann x durch
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eine Hyperebene H strikt von K(n) getrennt werden. Also gibt es einen Koordinatenkegel
Θ′i, der durch H strikt von K(n) getrennt ist. Hieraus folgt die Behauptung.
Sei nun x ∈ ∂K und t ∈ (tn, δ). Nach Lemma 2.1 in [13] existiert ein γ3 ∈ (0, 1), sodass
P%(x[t] /∈ K(n)) (1− γ3t
d−1
2 )n.
Mit diesen beiden Abscha¨tzungen sowie mit Lemma 2.2 aus [13] gilt∫
K[tn]
P%(x /∈ K(n))λ(x)Hd(dx)
=
∫
K[tn]\K[δ]
P%(x /∈ K(n))λ(x)Hd(dx) +
∫
K[δ]
P%(x /∈ K(n))λ(x)Hd(dx)
≤
∫
∂K
∫ δ
tn
P%(x[t] /∈ K(n))λ(x[t]) (1− t)d−1 〈x, σK(x)〉 dtHd−1(dx)
+
∫
K[δ]
2d(1− γ2)n λ(x)Hd(dx)

∫
∂K
∫ δ
tn
(1− γ3t
d−1
2 )n λ(x[t]) (1− t)d−1 〈x, σK(x)〉 dtHd−1(dx)
+ 2d(1− γ2)n
∫
K[δ]
λ(x)Hd(dx).
Fu¨r t ∈ (tn, δ) gilt
(1− γ3t
d−1
2 )n ≤ (1− γ3n− 12 )n < e−γ3n
1
2  n− 3d−1 .
Da λ lokal integrierbar ist, folgt somit, dass∫
K[tn]
P%(x /∈ K(n))λ(x)Hd(dx) = o
(
n−
2
d−1
)
.
Zusammengefasst folgt also mit dem Satz von der majorisierten Konvergenz und der
Stetigkeit von λ fu¨r den Erwartungswert
lim
n→∞n
2
d−1 E%
(∫
K\K(n)
λ(x)Hd(dx)
)
= lim
n→∞n
2
d−1
(∫
K\K[tn]
P%(x /∈ K(n))λ(x)Hd(dx) +
∫
K[tn]
P%(x /∈ K(n))λ(x)Hd(dx)
)
= lim
n→∞n
2
d−1
(∫
∂K
∫ tn
0
P%(x[t] /∈ K(n))λ(x[t]) (1− t)d−1 〈x, σK(x)〉 dtHd−1(dx)
+ o
(
n−
2
d−1
))
=
∫
∂K
lim
n→∞
∫ tn
0
n
2
d−1 P%(x[t] /∈ K(n))λ(x[t]) (1− t)d−1 〈x, σK(x)〉 dtHd−1(dx)
=
∫
∂K
λ(x) lim
n→∞
∫ tn
0
n
2
d−1 P%(x[t] /∈ K(n)) 〈x, σK(x)〉 dtHd−1(dx)
=
∫
∂K
λ(x) J%(x)Hd−1(dx),
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wobei
J%(x) := lim
n→∞
∫ tn
0
n
2
d−1 P%(x[t] /∈ K(n)) 〈x, σK(x)〉 dt.
Wie im Beweis zu Satz 9.1 genu¨gt es, aufgrund eines Satzes von Aleksandrov (siehe
[67], Theorem 2.6.1), den Grenzwert fu¨r normale Randpunkte zu bestimmen. Nach Lemma
2.4 und der Formel auf Seite 806 in [13] gilt fu¨r einen normalen Randpunkt x ∈ ∂K mit
nichtnegativer Gauß-Kronecker-Kru¨mmung, dass
J%(x) = %(x)
− 2
d−1 κ(x)
1
d−1 c(d,d).
Hiermit folgt schließlich
lim
n→∞n
2
d−1 E%
(∫
K\K(n)
λ(x)Hd(dx)
)
=
∫
∂K
λ(x) J%(x)Hd−1(dx)
= c(d,d)
∫
∂K
λ(x) %(x)−
2
d−1 κ(x)
1
d−1 Hd−1(dx)
und die Behauptung ist gezeigt.
Bemerkung 10.2. In [13] wird die Differenz aller inneren Volumina betrachtet. Das
Problem einer Verallgemeinerung des obigen Satzes auf die gewichtete Differenz aller
inneren Volumina liegt darin, dass die Definition eines gewichteten inneren Volumens im
Allgemeinen nicht klar ist.
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In diesem Abschnitt wird in a¨hnlicher Weise wie in Abschnitt 9.2 mit Hilfe des Polarko¨rpers
und der Dualita¨t zwischen polyedrischen Mengen und Polytopen die erwartete Differenz
der mittleren Breite der zufa¨lligen polyedrischen Menge K(n) und eines konvexen Ko¨rpers
K mit o ∈ int(K) berechnet. Im Unterschied zum vorangegangenen Kapitel werden
die Hyperebenen nun so gewa¨hlt, dass sie K beru¨hren und das Innere von K nicht
schneiden, das heißt es handelt sich um Stu¨tzhyperebenen. Wie im vorangegangenen
Kapitel ist H der Raum der Hyperebenen in Rd. Mit HK,s bezeichnen wir die Teilmenge der
Stu¨tzhyperebenen von K. Die zufa¨llige polyedrische Menge K(n) entsteht als Durchschnitt
von n Halbra¨umen H−i , die den Ursprung o enthalten und von n zufa¨lligen, unabha¨ngig
gewa¨hlten Stu¨tzhyperebenen Hi ∈ HK,s von K berandet werden, also
K(n) =
n⋂
i=1
H−i .
Wie im vorangegangenen Abschnitt erwa¨hnt, wurde dieses Modell bisher wenig erforscht.
Bekannte Resultate gibt es von Buchta [18], der die erwartete Eckenzahl des Durchschnitts
von Halbra¨umen berechnete, die die Einheitskugel beru¨hren. Bo¨ro¨czky und Reitzner [16]
betrachteten die erwartete Differenz des Volumens, der Oberfla¨che und der mittleren
Breite fu¨r einen konvexen Ko¨rper von der Klasse C2. Fu¨r die Volumendifferenz gelang es
Reitzner [52] die Varianz abzuscha¨tzen und dadurch ein starkes Gesetz der großen Zahlen
zu beweisen.
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Bevor wir unseren Satz formulieren und beweisen, beno¨tigen wir einige Grundlagen.
Analog zu Abschnitt 9.2 definieren wir µq fu¨r eine lokal integrierbare Funktion q : [0,∞)×
Sd−1 → [0,∞) durch
µq :=
1
ωd
∫
Sd−1
1{H(u, hK(u)) ∈ ·} q(hK(u), u)Hd−1(du).
Zusa¨tzlich soll die Funktion q folgende Eigenschaften erfu¨llen:
i) Sie ist konzentriert auf der Menge DK ;
ii) sie ist positiv und stetig in jedem Punkt der Menge DK ;
iii) µq(HK,s) = 1.
(10.2)
Dann ist µq eine Wahrscheinlichkeitsverteilung auf dem Raum der Hyperebenen, die auf
HK,s konzentriert ist. Die zufa¨lligen Hyperebenen, die wie oben beschrieben die zufa¨llige
polyedrische Menge K(n) erzeugen, sollen nun die Verteilung µq haben.
Das folgende Lemma stellt einen Zusammenhang zwischen den polyedrischen Mengen
K(n) und (K∗(n))
∗ = ((K∗)(n))∗ her und wird spa¨ter im Beweis ein wichtiges Werkzeug sein.
Lemma 10.3. Sei K ein konvexer Ko¨rper in Rd mit o ∈ int(K), der frei in einer Kugel
rollt. Sei q eine lokal integrierbare Funktion, die die Eigenschaften i), ii) und iii) aus (10.2)
erfu¨lle, sowie % gegeben durch
%(x) :=
1
ωd
q(‖x‖−1, ‖x‖−1 x) ‖x‖−d 〈x, σK∗(x)〉, x ∈ ∂K∗.
Dann sind die zufa¨lligen polyedrischen Mengen K(n) (basierend auf Stu¨tzhyperebenen von
K mit Verteilung µq) und (K
∗
(n))
∗ (basierend auf zufa¨lligen Punkten aus ∂K∗ mit Dichte
%) in Verteilung gleich.
Beweis. Sei F ein nichtnegatives messbares Funktional konvexer polyedrischer Mengen
im Rd. Nach der Definition von µq und wegen
n⋂
i=1
H−i (ui, hK(ui)) = [hK(u1)
−1u1, . . . , hK(un)−1un]∗
gilt
Eµq
(
F (K(n))
)
=
1
ωnd
∫
(Sd−1)n
F
(
n⋂
i=1
H−i (ui, hK(ui))
)
n∏
i=1
q(hK(ui), ui)Hd−1(d(u1, . . . , un))
=
1
ωnd
∫
(Sd−1)n
F
(
[hK(u1)
−1u1, . . . , hK(un)−1un]∗
) n∏
i=1
q(hK(ui), ui)Hd−1(d(u1, . . . , un))
=
1
ωnd
∫
(Sd−1)n
F ([ρ(K∗, u1)u1, . . . , ρ(K∗, un)un]∗)
n∏
i=1
q(hK(ui), ui)Hd−1(d(u1, . . . , un)).
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Wie im Beweis zu Satz 9.5 nutzen wir nun die bijektive bi-Lipschitz Funktion T : Sd−1 →
∂K∗, u 7→ ρ(K∗, u)u und ihre Jacobi-Determinante (vergleiche [38], Beweis zu Lemma 2.4)
JT (u) =
‖∇hK(u)‖
hK(u)d
und erhalten wegen der Homogenita¨t der Stu¨tzfunktion und ihres Gradienten, dass
Eµq
(
F (K(n))
)
=
1
ωnd
∫
(∂K∗)n
F ([x1, . . . , xn]
∗)
×
n∏
i=1
[
q(hK(‖xi‖−1 xi), ‖xi‖−1 xi) hK
∗(‖xi‖−1 xi)d
‖∇hK∗(‖xi‖−1 xi)‖
]
Hd−1(d(x1, . . . , xn))
=
1
ωnd
∫
(∂K∗)n
F ([x1, . . . , xn]
∗)
×
n∏
i=1
[
q(‖xi‖−1 hK(xi), ‖xi‖−1 xi) ‖xi‖
−d
‖∇hK∗(xi)‖
]
Hd−1(d(x1, . . . , xn)).
Die Abbildung Nor(K∗) → Nor(K), (x, u) 7→ ( u〈x,u〉 , x‖x‖) ist bijektiv. Ist (x, u) ∈
Nor(K∗), so ist also u〈x,u〉 ein Randpunkt von K mit a¨ußerer Normale x. Da K in ei-
ner Kugel frei rollt, ist K strikt konvex und somit gilt ∇hK(x) = u〈x,u〉 . Also folgt fu¨r fast
alle x ∈ ∂K∗ die Identita¨t ‖∇hK(x)‖−1 = 〈x, σK∗(x)〉 und obige Formel vereinfacht sich zu
Eµq
(
F (K(n))
)
=
1
ωnd
∫
(∂K∗)n
F ([x1, . . . , xn]
∗)
×
n∏
i=1
[
q(‖xi‖−1, ‖xi‖−1 xi) ‖xi‖−d 〈xi, σK∗(xi)〉
]
Hd−1(d(x1, . . . , xn)).
Fu¨r n = 1 und F ≡ 1 gilt daher
1 =
1
ωd
∫
∂K∗
q(‖x‖−1, ‖x‖−1 x) ‖x‖−d 〈x, σK∗(x)〉Hd−1(dx).
Also ist
%(x) :=
1
ωd
q(‖x‖−1, ‖x‖−1 x) ‖x‖−d 〈x, σK∗(x)〉, x ∈ ∂K∗,
eine Wahrscheinlichkeitsdichte bezu¨glich Hdx∂K∗. Außerdem ist % positiv und stetig in
jedem Randpunkt von K∗. Dies folgt aus den Eigenschaften von q: Ist x ein Randpunkt
von K∗, so gilt
‖x‖−1 = ρ(K∗, ‖x‖−1 x)−1 = hK(‖x‖−1 x)
und somit
q(‖x‖−1, ‖x‖−1 x) = q(hK(‖x‖−1 x), ‖x‖−1 x).
Da (hK(‖x‖−1 x), ‖x‖−1 x) ein Element der Menge DK ist, ist q nach (10.2 ii)) positiv und
stetig.
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Mit dieser Definition von % erhalten wir schließlich
Eµq
(
F (K(n))
)
=
∫
(∂K∗)n
F ([x1, . . . , xn]
∗)
n∏
i=1
%(xi)Hd−1(d(x1, . . . , xn))
= E%,K∗
(
F
(
(K∗(n))
∗
))
.
Also sind K(n) und (K∗(n))
∗ in Verteilung gleich.
Nun ko¨nnen wir eine asymptotische Formel fu¨r die erwartete Differenz der mittleren
Breiten der polyedrischen Menge K(n) und K beweisen.
Satz 10.4. Sei K ein konvexer Ko¨rper in Rd mit o ∈ int(K), der frei in einer Kugel rollt.
Sei q eine lokal integrierbare Funktion, die die Eigenschaften i), ii) und iii) aus (10.2)
erfu¨llt. Dann gilt
lim
n→∞n
2
d−1 Eµq
(
W (K(n) ∩K1)−W (K)
)
=
2 c(d,d)
ω
d−3
d−1
d
∫
∂K
q(hK(σK(x)), σK(x))
− 2
d−1 κ(x)
d−2
d−1 Hd−1(dx),
wobei c(d,d) die in Satz 10.1 definierte Konstante ist.
Beweis. Das Vorgehen im Beweis ist a¨hnlich zu dem im Beweis von Satz 9.5. Fu¨r eine
polyedrische Menge P ⊂ Rd sei
F (P ) := 1{P ⊂ K1} (W (P )−W (K)).
Fu¨r x1, . . . , xn ∈ ∂K∗ gilt K ⊂ [x1, . . . , xn]∗. Also gilt o ∈ int([x1, . . . , xn]), da o ∈ int(K)
ist. Durch die Substitution s = 1t und mit Polarkoordinaten erhalten wir
F ([x1, . . . , xn]
∗)
= 1{[x1, . . . , xn]∗ ⊂ K1} (W ([x1, . . . , xn]∗)−W (K))
= 1{[x1, . . . , xn]∗ ⊂ K1}
(
2
ωd
∫
Sd−1
h[x1,...,xn]∗(u)− hK(u)Hd−1(du)
)
= 1{[x1, . . . , xn]∗ ⊂ K1}
(
2
ωd
∫
Sd−1
∫ ρ([x1,...,xn],u)−1
ρ(K∗,u)−1
1 dtHd−1(du)
)
= 2 · 1{[x1, . . . , xn]∗ ⊂ K1}
∫
K∗\[x1,...,xn]
1
ωd
‖x‖−(d+1)Hd(dx)
= 2 · 1{[x1, . . . , xn]∗ ⊂ K1}
∫
K∗\[x1,...,xn]
λ(x)Hd(dx),
wobei λ(x) :=
{
ω−1d ‖x‖−(d+1), x ∈ K∗\{o},
0, sonst.
Aufgrund von Pµq(K(n) 6⊂ K1) αn fu¨r ein α ∈ (0, 1), das von K und q abha¨ngt (siehe
[17]), und der in Lemma 10.3 gezeigten Verteilungsgleichheit der Mengen K(n) und (K∗(n))
∗
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folgt
Eµq
(
W (K(n) ∩K1)−W (K)
)
= Eµq
(
1{K(n) ⊂ K1}(W (K(n))−W (K))
)
+ Eµq
(
1{K(n) 6⊂ K1}(W (K(n) ∩K1)−W (K))
)
= Eµq
(
1{K(n) ⊂ K1}(W (K(n))−W (K))
)
+O(αn)
= E%,K∗
(
1{(K∗(n))∗ ⊂ K1}(W ((K∗(n))∗)−W (K))
)
+O(αn)
= E%,K∗
(
2 · 1{(K∗(n))∗ ⊂ K1}
∫
K∗\K∗
(n)
λ(x)Hd(dx)
)
+O(αn)
= 2 · E%,K∗
(∫
K∗\K∗
(n)
λ(x)Hd(dx)
)
+O(αn).
Da K frei in einer Kugel rollt, rollt nach Proposition 5.3 in [30] eine Kugel frei in K∗ und
wegen o ∈ int(K) gilt auch o ∈ int(K∗). Aus dem Beweis von Lemma 10.3 geht hervor, dass
% eine Wahrscheinlichkeitsdichte auf ∂K∗ ist, die positiv und stetig in jedem Randpunkt
ist. Außerdem ist die oben definierte Funktion λ stetig in jedem Randpunkt von K∗ und
aufgrund der Kompaktheit von K∗ integrierbar. Also gilt mit Satz 10.1 fu¨r den Grenzwert
lim
n→∞n
2
d−1 Eµq
(
W (K(n) ∩K1)−W (K)
)
= lim
n→∞n
2
d−1
(
2 · E%,K∗
(∫
K∗\K∗
(n)
λ(x)Hd(dx)
)
+O(αn)
)
= 2 · lim
n→∞n
2
d−1 E%,K∗
(∫
K∗\K∗
(n)
λ(x)Hd(dx)
)
= 2 c(d,d)
∫
∂K∗
%(x)−
2
d−1 κ∗(x)
1
d−1 λ(x)Hd−1(dx),
wobei κ∗(x) wieder die Gauß-Kronecker-Kru¨mmung des Polarko¨rpers K∗ in x bezeichnet.
Setzen wir obige Definitionen von % und λ ein und nutzen fu¨r x ∈ ∂K∗ die Gleichungen
〈x, σK∗(x)〉 = hK∗(σK∗(x)) = ρ(K,σK∗(x))−1,
so erhalten wir mit Lemma 6.1 aus [12], dass
lim
n→∞n
2
d−1 Eµq
(
W (K(n) ∩K1)−W (K)
)
=
2 c(d,d)
ω
d−3
d−1
d
∫
∂K∗
q(‖x‖−1, ‖x‖−1 x)− 2d−1 〈x, σK∗(x)〉−
2
d−1 κ∗(x)
1
d−1 ‖x‖ 2dd−1−(d+1)Hd−1(dx)
=
2 c(d,d)
ω
d−3
d−1
d
∫
∂K∗
q(‖x‖−1, ‖x‖−1 x)− 2d−1 ρ(K,σK∗(x))
2
d−1 ‖x‖ 2dd−1−(d+1)
× κ∗(x) 2d2−1 κ∗(x) 1d+1 Hd−1(dx)
=
2 c(d,d)
ω
d−3
d−1
d
∫
Sd−1
q
(
‖∇hK∗(u)‖−1, ∇hK
∗(u)
‖∇hK∗(u)‖
)− 2
d−1
ρ(K,u)
2
d−1 ‖∇hK∗(u)‖
2d
d−1−(d+1)
× κ∗(∇hK∗(u))
2
d2−1 Dd−1hK∗(u)
d
d+1 Hd−1(du),
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wobei σK∗(∇hK∗(u)) = u fu¨r fast alle u ∈ Sd−1 verwendet wurde.
Wie im Beweis zu Satz 9.5 bezeichnet Dd−1hK∗(u) fu¨r Hd−1-fast alle u ∈ Sd−1 das
Produkt der Hauptkru¨mmungsradien von K∗ in Richtung u. Dieses ist aufgrund der in K∗
frei rollenden Kugel vom Radius r(K∗) > 0 von unten durch r(K∗)d−1 beschra¨nkt.
Da eine Kugel frei in K∗ rollt, folgt ebenso wie im Beweis zu Satz 9.5 aus Lemma 2.6 in
[37] sowie Lemma 3.1 und Lemma 3.4 in [39], dass
κ∗(∇hK∗(u)) = Dd−1hK∗(u)−1 ∈ (0,∞).
Außerdem gilt nach Theorem 2.2 in [38] fu¨r Hd−1-fast alle u ∈ Sd−1, dass die Stu¨tzfunktion
von K∗ in u zweimal differenzierbar ist und der Punkt x = ρ(K,u)u ∈ ∂K ein normaler
Randpunkt von K ist. Fu¨r solch ein u ∈ Sd−1 gilt dann
Dd−1hK∗(u) 〈u, σK(x)〉d+1 = κ(x).
Hiermit folgt
lim
n→∞n
2
d−1 Eµq
(
W (K(n) ∩K1)−W (K)
)
=
2 c(d,d)
ω
d−3
d−1
d
∫
Sd−1
q
(
‖∇hK∗(u)‖−1, ∇hK
∗(u)
‖∇hK∗(u)‖
)− 2
d−1
‖∇hK∗(u)‖
2d
d−1−(d+1) ρ(K,u)
2
d−1
×Dd−1hK∗(u)
d−2
d−1 Hd−1(du)
=
2 c(d,d)
ω
d−3
d−1
d
∫
Sd−1
q
(
‖∇hK∗(u)‖−1, ∇hK
∗(u)
‖∇hK∗(u)‖
)− 2
d−1
‖∇hK∗(u)‖
2d
d−1−(d+1) ρ(K,u)
2
d−1
× κ(ρ(K,u)u) d−2d−1 〈u, σK(ρ(K,u)u)〉−
(d+1)(d−2)
d−1 Hd−1(du).
Wie im vorangegangenen Beweis nutzen wir die Funktion T : Sd−1 → ∂K, u 7→ ρ(K,u)u
und deren Jacobi-Determinante (vergleiche [38], Beweis zu Lemma 2.4)
JT (u) =
‖∇hK∗(u)‖
hK∗(u)d
.
Da außerdem
‖∇hK∗(x)‖−1 = 〈x, σK(x)〉 = hK(σK(x))
sowie
∇hK∗(x)
‖∇hK∗(x)‖ = σK(x)
fu¨r Hd−1-fast alle x ∈ ∂K gilt, erhalten wir schließlich aufgrund der Homogenita¨t der
einzelnen Funktionen
lim
n→∞n
2
d−1 Eµq
(
W (K(n) ∩K1)−W (K)
)
=
2 c(d,d)
ω
d−3
d−1
d
∫
∂K
q
(
‖∇hK∗(‖x‖−1 x)‖−1, ∇hK
∗(‖x‖−1 x)
‖∇hK∗(‖x‖−1 x)‖
)− 2
d−1
‖∇hK∗(‖x‖−1 x)‖
2d
d−1−(d+1)
× ρ(K, ‖x‖−1 x) 2d−1 κ(x) d−2d−1 〈‖x‖−1 x, σK(x)〉−
(d+1)(d−2)
d−1
hK∗(‖x‖−1 x)d
‖∇hK∗(‖x‖−1 x)‖ H
d−1(dx)
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=
2 c(d,d)
ω
d−3
d−1
d
∫
∂K
q
(
‖∇hK∗(x)‖−1, ∇hK
∗(x)
‖∇hK∗(x)‖
)− 2
d−1
‖∇hK∗(x)‖
2d
d−1−(d+1) ‖x‖ 2d−1
× ρ(K,x) 2d−1 κ(x) d−2d−1 ‖x‖ (d+1)(d−2)d−1 〈x, σK(x)〉−
(d+1)(d−2)
d−1
‖x‖−d ρ(K,x)−d
‖∇hK∗(x)‖ H
d−1(dx)
=
2 c(d,d)
ω
d−3
d−1
d
∫
∂K
q
(
‖∇hK∗(x)‖−1, ∇hK
∗(x)
‖∇hK∗(x)‖
)− 2
d−1
‖∇hK∗(x)‖
2d
d−1−(d+2) κ(x)
d−2
d−1
× 〈x, σK(x)〉−
(d+1)(d−2)
d−1 Hd−1(dx)
=
2 c(d,d)
ω
d−3
d−1
d
∫
∂K
q(hK(σK(x)), σK(x))
− 2
d−1 hK(σK(x))
− 2d
d−1+(d+2) κ(x)
d−2
d−1
× hK(σK(x))−
(d+1)(d−2)
d−1 Hd−1(dx)
=
2 c(d,d)
ω
d−3
d−1
d
∫
∂K
q(hK(σK(x)), σK(x))
− 2
d−1 κ(x)
d−2
d−1 Hd−1(dx).
Somit ist die Behauptung gezeigt.
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