We prove a uniqueness result of the unbounded solution for a quadratic backward stochastic differential equation whose terminal condition is unbounded and whose generator g may be non-Lipschitz continuous in the state variable y, non-convex (non-concave) in the state variable z, and instead satisfies a strictly quadratic condition and an additional assumption. The key observation is that if the generator is strictly quadratic, then the quadratic variation of the first component of the solution admits an exponential moment. Typically, a Lipschitz perturbation of some convex (concave) function satisfies the additional assumption mentioned above. This generalizes some results obtained in [1] and [2] .
Introduction
Since the nonlinear backward stochastic differential equation (BSDE in short) was initially introduced in [7] , a lot of efforts have been made to study the well posedness, and many applications have been found in various fields such as mathematical finance, stochastic control and PDEs etc. In particular, quadratic BSDEs were first investigated in [6] for bounded terminal conditions, which have attracted much attention in recent years and it is the subject of this article.
We consider the following quadratic BSDE:
where the terminal value ξ is an unbounded random variable, and the generator g has a quadratic growth in the variable z. In [1] , the authors obtained the first existence result for this kind of BSDEs, when the terminal value has a certain exponential moment. The uniqueness results were established in [2] , [4] and [5] when the generator g is Lipschitz continuous in y, and either convex or concave in z. The case of a non-convex generator g was tackled in [8] and [3] , but more assumptions are imposed on the terminal value ξ than the exponential integrability. In this paper, we prove a uniqueness result for the unbounded solution of quadratic BSDEs, where the generator g may be non-Lipschitz and has a general growth in y, and non-convex (non-concave) in z, and no additional assumption is required on the terminal value.
We suppose instead that the generator g satisfies an additional assumption which holds typically for a (locally) Lipschitz perturbation of some convex (concave) function (see (H4) and Proposition 2.3 for details), and is strictly quadratic, i.e., either
holds for two constantsγ > 0, β ≥ 0 and a nonnegative process α · . Under this condition, we can prove
Let us close this introduction by introducing some notations that will be used later. Fix the terminal time T > 0 and a positive integer d, and let x·y denote the Euclidean inner product for x, y ∈ R d . Suppose
Brownian motion defined on some complete probability space
(Ω, F , P). Let (F t ) t∈[0,T ] be the natural filtration generated by B · and augmented by all P-null sets of 
and M p the set of all progressively measurable
As mentioned before, we will study BSDEs of type (1.1). The terminal condition ξ is real-valued and F T -measurable, and the process g(·, ·, y, z) : 
Main result
We define the following function, for any non-negative integrable function f (·) : [0, T ] → [0, +∞) and any constants κ ≥ 0 and λ > 0:
It is easy to verify that ψ(·, ·; f · , κ, λ) belongs to
where and hereafter, ψ s (·, ·; f · , κ, λ) denotes the first-order partial derivative with respect to time, and ψ x (·, ·; f · , κ, λ) and ψ xx (·, ·; f · , κ, λ) are the first-order and second-order partial derivatives with respect to space of the time-space function ψ(·, ·; f · , κ, λ).
In the whole paper, we always fix a progressively measurable non-negative process (α t ) t∈[0,T ] and several real constants β ≥ 0, 0 <γ ≤ γ, k ≥ 0,k ≥ 0 and δ ∈ [0, 1). Let us first introduce the following two assumptions on the generator g.
(H2) There exists a deterministic nondecreasing continuous function φ(·) : [0, +∞) → [0, +∞) with
The following proposition gives a slight generalization of the existence result of [2] for quadratic BSDEs with unbounded terminal conditions. Proposition 2.1. Suppose that the function ψ is defined in (2.1) and that ξ is a terminal condition and g is a generator which is continuous in (y, z) and satisfies assumptions (H1) and (H2).
and
gives, in view of assumption (H1),
Then, by virtue of (2.2) and (2.3) together with the fact that
Let us denote, for each t ∈ [0, T ] and each integer m ≥ 1, the following stopping time
with the convention inf Φ = +∞. It follows from (2.6) and the definition of τ t m that for each m ≥ 1,
Thus, since (ψ(s, |Y s |; α · , β, pγ)) s∈[0,T ] belongs to class (D), the desired inequality (2.4) follows by letting m → ∞ and using Fatou's lemma in the last inequality.
(ii) Thanks to (i), proceeding as in the proof of Proposition 3 in [2] with a localization argument, we that Z · ∈ M 2 . Since (2.4) holds for p = 1, we apply Doob's maximal inequality to get (2.5). Finally, the conclusion that Z · ∈ M p for p > 2 has been given in Corollary 4 of [2] .
To obtain a stronger integrability with respect to the process Z · , we need the following assumption, called strictly quadratic condition:
Proposition 2.2. Let ψ be defined in (2.1), ξ be a terminal condition, g be a generator satisfing (H3),
12+6βT , we have
In particular, for each p > 0 and δ
Proof. We only consider the case that (2.7) holds. The other case is similar. Since (Y · , Z · ) is a solution to BSDE (ξ, g) and (2.7) holds, we have for each n ≥ 1,
where
α s ds, and
Then, for each ε > 0 such that 3ε(2 + βT ) ≤ p 0 , we have
Observe that the process
is a positive martingale with H(0) = 1. By taking mathematical expectation in the last inequality and applying Hölder's inequality, we obtain
Consequently, for ε ≤γ/9, we have
which yields the inequality (2.9) immediately from Fatou's lemma. Finally, for each p > 0, δ ∈ [0, 1),
x ≥ 0 and ε ∈ (0, ε 0 ], it follows from Young's inequality that
Thus, the desired conclusion follows from (2.9). The proof is complete.
In what follows, the following assumption on the generator g will be used.
(H4) dP × dt − a.e., for each (y i , z i ) ∈ R × R d , i = 1, 2 and each θ ∈ (0, 1), it holds that
One typical example of (H4) is
where (i) dP × dt − a.e., g(ω, t, ·, ·) is convex or concave;
(ii) g is Lipschitz in the variable y and δ-locally Lipschitz in the variable z, i.e., dP × dt − a.e., for each
is Lipschitz, and g(ω, t, y, ·) is convex or concave;
is convex or concave, and g(ω, t, y, ·) is δ-locally Lipschitz, i.e., (2.12) holds with y 1 = y 2 = y.
Before giving the proof of this proposition, we first make the following important remark. Proof of Proposition 2.3. Given (y i , z i ) ∈ R × R d , i = 1, 2 and θ ∈ (0, 1).
(i) Assume that dP × dt − a.e., g(ω, t, ·, ·) is convex. In view of (H1), if δ θ y > 0, then
Thus, the inequality (2.10) holds with γ/2 instead of γ, k = 0 andk = 0. The concave case is similar.
(ii) Let the inequality (2.12) holds. Note by (H1) that |g(ω, t, 0, 0)| ≤ α t (ω). Then, in view of the fact that 2δ < 1 + δ and by virtue of Young's inequality we can deduce that for each ε > 0,
where c is a constant depending only on (γ, δ, ε). Thus, the inequality (2.10) holds with ε, α · + c, 2β and c instead of γ, α · , k andk respectively.
(iii) Assume that dP × dt − a.e., for each (y, z) ∈ R × R d , g(ω, t, ·, z) is Lipschitz, and g(ω, t, y, ·) is convex. Then, noticing by (H1) that |g(ω, t, 0, z)| ≤ α t + γ|z| 2 /2, we have g(ω, t, y 1 , z 1 ) − θg(ω, t, y 2 , z 2 )
≤ |g(ω, t, y 1 , z 1 ) − g(ω, t, y 2 , z 1 )| + g(ω, t, y 2 , z 1 ) − θg(ω, t, y 2 , z 2 )
Thus, (2.10) holds with γ/2 instead of γ, 2β instead of k, andk = 0 . The concave case is similar.
(iv) We only consider the case that dP × dt − a.e., for each (y, z) ∈ R × R d , g(ω, t, ·, z) is convex, and g(ω, t, y, ·) is δ-locally Lipschitz. In view of (H1) and the fact that 2δ < 1 + δ, we can apply Young's inequality to get that if δ θ y > 0, then for each ε > 0,
where c is a constant depending only on (γ, δ, ε). Thus, the inequality (2.10) holds with ε, α · + c, β and c instead of γ, α · , k andk respectively. The proposition is then proved.
Remark 2.5. (i) Letting y 1 = y 2 = y and z 1 = z 2 = z in (2.10) and (2.11) respectively yields that
whose combination implies assumption (H1).
(ii) Letting first z 1 = z 2 = z in (2.10) and (2.11) and then letting θ → 1 yields that
which means that g satisfies the monotonicity condition in the state variable y.
The main result of this paper is stated as follows.
Theorem 2.6. Suppose that the function ψ is defined in (2.1) and that ξ is a terminal condition, g is a generator which is continuous in the state variables (y, z) and satisfies assumptions (H1) and (H2), and
(ii) If g also satisfies assumptions (H3) and (H4), then BSDE (ξ, g) admits a unique solution
Proof. The existence is a direct consequence of Propositions 2.1 and 2.2. We now show the uniqueness part. Let us assume that (2.10) in (H4) holds.
Let both (Y
We use the θ-difference technique developed in [2] . For each fixed θ ∈ (0, 1), define
Then, the pair (δ θ U · , δ θ V · ) solves the following BSDE: (i) Letk = 0. In view of (2.13), from Hölder's inequality it is not hard to verify that Then, in view of (2.13), from Hölder's inequality we can conclude that (2.16) still holds. Thus, the same computation as above yields the uniqueness result.
Finally, another case that (2.11) holds can be proved in the same way. The proof is then complete.
