Large-amplitude internal solitary waves in a stratification comprising a thick, lower, homogeneous layer separated from a thin, upper, homogeneous layer by a broad gradient region are studied using simultaneous measurements of the density and velocity fields. Density field measurements are achieved through synthetic schlieren, operating in an absolute mode to allow efficient and accurate measurements of density in systems with strong curvatures and large perturbations to the density field. The images used for these density measurements are interleaved with images used for particle image velocimetry by phase locking two video cameras (one configured for the density measurements and the other for the velocity measurements) with a computer-driven LCD monitor, allowing the background texture required for synthetic schlieren to be turned off for the particle image velocimetry measurements on the mid-plane of the experimental tank. The simultaneous measurements of both density and velocity fields not only allow greater insight into the internal wave dynamics, but also allow the velocity measurements to be corrected for the normal errors associated with the refractive index variations. As an illustration of the power of this technique, we determine for the first time in an internal solitary wave the spatial structure of the local gradient Richardson number, finding regions where this falls below the limit for linear stability.
Introduction
Synthetic schlieren (SS; Dalziel et al 1998 , Sutherland et al 1999 was initially developed to study the internal gravity wave field produced by a cylinder oscillating in a continuously density-stratified fluid. Like conventional schlieren, SS is sensitive to gradients in the refractive index field (an almost inevitable consequence of density stratification) causing light rays passing through the region being studied to deflect. Whereas conventional schlieren registers the deflection of these light rays with reference to a 'knife edge' or other similar optical device, SS tags the light rays by passing them through a strongly textured mask and then uses image processing techniques to register the deflection of the tagged rays; the deflection is seen as an apparent movement of the textured mask. Typically, this apparent movement is quantified through either pattern matching techniques (Dalziel et al , 2000 or by direct inspection of the gradients in the image that is formed 0957-0233/07/030533+15$30.00 © 2007 IOP Publishing Ltd Printed in the UK (Sutherland et al 1999) using algorithms similar to those that have been employed for a long time in 'optical flow' (e.g., Aggarwal and Nandhakumar (1988) ). Although the need to tag the light rays with a textured mask reduces the ultimate spatial resolution of SS below that of its conventional counterpart, the simplicity, scalability and relatively low cost of the optical setup, combined with a direct route to quantitative information, offer many advantages.
Previous studies employing SS have concentrated on the relatively small amplitude waves produced by oscillating cylinders or spheres (Sutherland et al 1999) , towed obstacles or free-falling particles (Yick et al 2007) .
While the earliest studies were confined to two-dimensional geometries, quantitative results have also been obtained from threedimensional sources such as oscillating spheres (Flynn et al 2003, Peacock and Weidman 2005) and towed obstacles (Scase and Dalziel 2006) where the flow has a relatively simple structure along the line of sight. Synthetic schlieren has proven less valuable for flows with very strong (localized) density gradients such as the interfaces between nominally homogeneous layers. While the internal gravity waves generated by a patch of turbulent fluid can be measured by SS (Dohan and Sutherland 2003) , the severe disruption of the pattern imposed by the texture mask currently precludes quantification of the density field within the turbulent patch.
The flow considered in the present study differs from those where SS has been used previously in that the basic state contains much stronger gradients and curvatures in the refractive index field, plus substantially larger perturbations to the density field due to the passage of the internal solitary wave. Whereas previous studies have had to detect apparent movements of the textured mask of only a few pixels-and relatively little distortion of the imaged pattern-here the apparent movement is substantially greater (in excess of 40 pixels) than the desired spatial resolution and there is a major disruption of the pattern as the internal solitary wave passes. The present experimental set-up, in which a relatively wide tank is used to minimize wall effects on the internal solitary waves, further exaggerates the problem. These characteristics require that a different approach to the processing is adopted in order to maximize the coverage of the density field.
Advances in image and computer hardware combined with a continual algorithmic development have allowed particle image velocimetry (PIV) to become the most widely used experimental technique for extracting velocity information from laboratory experiments. The basic approach and limitations are covered by an extensive literature (e.g., Raffel et al (1998) and Sveen and Cowen (2004) ), and so a complete description is not necessary to understand the present study. However, when working in stratified fluids the accuracy of PIV (including particle tracking velocimetry) suffers as a result of the instantaneous variation in the refractive index field making the particles appear in a different location to where they actually are. The error this introduces is often overlooked, yet can be of a similar order to the velocity being studied, particularly when dealing with flows containing discrete layers. While it is possible to match refractive indices in water-based experiments using solutions of alcohol (e.g., Dalziel (1993) ) or glycerine (e.g., Alahyari and Longmire (1994) ), this potentially introduces new phenomena associated with the difference in diffusivity compared with the stratifying salt or heat. Moreover, for strong stratifications both cost and safety (in the case of alcohol) or changes in the fluid properties (particularly for glycerine) render this approach impractical.
There are, therefore, two reasons why it is desirable to undertake both density and velocity measurements in the same experiment. Foremost is the greater insight into the physical dynamics present in the flow: large-amplitude internal solitary waves are strongly nonlinear, with a complex coupling between the density and velocity fields. However, in order to obtain reliable velocity measurements, a detailed knowledge of the density field is also needed in order to correct for the associated distortion of the particle positions-or at least to assess whether such a correction is needed. Sveen and Dalziel (2005a) pioneered the combination of SS and PIV in a study of internal gravity waves generated by a simple oscillating cylinder in a linear stratification. Using a standard liquid crystal display (LCD) monitor phase locked with a single camera, they captured alternate frames with a textured background (for SS) and a uniform background (for PIV). Their flow was seeded with particles that appeared as dark spots against the uniform background, allowing PIV to be applied in a cross-tank averaged sense. The need to have the same camera resolving both the textured mask and the particles required the particles to be substantially larger than are typically used for PIV and so the particles remained visible when the LCD monitor was displaying the textured mask. Sveen and Dalziel (2005a) demonstrated that the accuracy of the SS measurements could be improved substantially by removing those pixels in the synthetic schlieren image contaminated by particles identified in the PIV image. Unfortunately, due to the width of the apparatus used for the internal solitary wave experiments described here, Sveen and Dalziel's approach could not be used due to the size of the particles that would have been required.
There has been a growing interest in strongly nonlinear internal waves in recent years. This interest has been spurred by an increasing realization of their importance in the mixing and dynamics of both oceanographic and atmospheric flows. Here, the interest is in the behaviour of so-called internal solitary waves, which are common in coastal and marginal seas (e.g., Vlasenko et al (2005) and Ostrovsky and Stepanyants (1989) ) and the atmospheric boundary layer (e.g., Christie (1989) ). Theoretical models (e.g., Grue et al (1997) ) have relied heavily on experimental verification (e.g., Grue et al (1999) ). However, to date such models have assumed simple two-layer stratifications separated by a sharp interface. The more realistic problem with a broad gradient region separating the two layers has posed more of a challenge both theoretically and experimentally. The experiments of Grue et al (2000) have investigated some of the basic dynamics for a related flow with a deep homogeneous layer beneath a gradient region, but lack the detailed synoptic density measurements necessary to fully understand the flow. This paper does not aim to disentangle the dynamics, but rather to develop the experimental tools necessary to do so.
In section 2, the experimental and optical set-ups are described, along with the modifications to SS and PIV required to obtain reliable results. A case study illustrating the use of this novel approach for internal solitary waves is given in section 3, while in section 4 the benefits, limitations and other possible extensions to the approach are discussed.
Experimental method

Physical set-up
The experimental facility is identical to that employed by Carr and Davies (2006) in a previous study of internal solitary waves. It consists of a glass channel supported by a steel framework with length 6.4 m, width 0.4 m and depth 0.6 m. The stratification within the channel comprised two homogeneous layers with a broad interface (having a linear stratification) between. The channel was filled to a depth of 290 mm with a homogeneous layer of density ρ 1 = 1045 kg m −3
, before the linearly stratified transition layer (approximately 60 mm deep) was added through a foam float using a double-bucket system. Finally, a further thin layer (approximately 20 mm deep) of nominal density ρ 3 = 1032 kg m −3 was added to the surface. The density of the stratified layer varied continuously from that of bottom layer to that of the top layers. The resulting density stratification (see figure 1 ) was measured by the traverse of a conductivity probe just prior to the start of the experiment; reliable measurements were only possible to within 15 mm of the free surface. Note that the inevitable (and necessary) mixing that occurs during the filling process meant that the depth of the bottom layer ended up slightly shallower than its initial 290 mm. Additionally, although the upward mixing during filling tended to accentuate the bottom of the gradient region, keeping it well defined and separate from the homogenous bottom layer, upward mixing while adding the top layer caused the density in that layer to be less uniform, an effect visible in figure 1.
The internal solitary wave was initiated using the 'step pool technique' (Kao et al 1985) . A lock gate, with a small gap at the bottom, was positioned about 600 mm from one end of the tank to provide conditions favourable for a single solitary wave of depression to be produced (Kao et al 1985) . This allowed a deeper top layer to be established behind the lock gate whilst maintaining the same pressure within the homogeneous layer. The experiment was then initiated by the rapid removal of this lock gate. Details of the initial development and properties of the internal solitary wave that results may be found in Grue et al (1999) .
For some of the experiments a floating expanded foam 'lid' was added to the top of the tank in order to minimize the disturbances induced by free surface modes excited by the removal of the lock gate.
The lower layer was seeded with 150-300 µm Pliolite S5E particles (density ∼1050 kg m −3 ) before the upper layer was added. While a fraction of these sedimented from the lower layer before the start of the experiment, a sufficient number particles remained in suspension to obtain highquality velocity fields. Seeding of the upper layer was more problematic due to the need to disperse particles throughout the gradient region as well. Here, Pliolite VTAC particles were used. These particles, which were added just before the start of the experiment, sedimented slowly through the upper layer and into the gradient region. The settling velocity of the largest particles was about 0.8 mm s −1 in the upper layer, falling to 0.2 mm s −1 in the lower layer, approximately two orders of magnitude below the vertical velocities associated with the internal solitary waves. Consequently, it was more difficult to obtain a good seeding density for the upper layer, particularly when the floating lid was used as this precluded further particles being added just before the experiment. For logistical reasons, only the portion of the tank close to the measurement volume was seeded.
Optical set-up
The basic optical set-up comprised two Jai CVM4+CL digital video cameras (1320 × 1024 pixels; here only 8 of the 10 bits were recorded) viewing the same region of the flow, approximately 3.8 m from the lock gate. The camera for SS was fitted with a 12.5-75 mm f1.8 Cosmicar zoom lens and was located as far back from the tank as the maximum 75 mm zoom lens allowed whilst still imaging the flow. The lens aperture was set to the minimum possible whilst maintaining unit gain (approximately f11) to maximize the depth of field. This camera was focused on the plane of the textured mask (see below), leaving the PIV particles in the tank effectively invisible due to their small size in the finite depth of field of the lens. The second camera was fitted with a 50 mm f0.95 Vortex lens to image the particles in the central plane of the tank. The particles just saturated the camera image (again with unit gain) with an aperture of approximately 1.8. The light sheet illuminating the PIV particles, with a thickness of around 10 mm, was generated by two linear halogen lamps. The relatively large thickness of this light sheet allowed a lower seeding density of particles for the PIV, thus minimizing any disruption to the appearance of the textured mask. While in general a thin light sheet is preferred for PIV, here the flow is sufficiently close to two dimensional for this relatively thick light sheet not to cause a problem.
The two cameras were positioned so that they imaged the same volume of the tank whilst each remaining out of the view of the other. Due to its shorter lens, the PIV camera had to be located closer to the tank than the SS camera. While the two cameras could have been located most closely together if staggered in a vertical direction, the sensitivity of the SS optics to the thermal signal produced by the PIV camera (see Dalziel et al (2000) ) made such an arrangement undesirable. Instead, the SS camera was located square on to the tank (since it was sensitive to flow structure over the entire width of the tank) with the PIV camera located slightly in front and to one side. Additionally, the PIV camera was fitted with a baffle to further isolate the thermal currents produced by it from the field of view of the SS camera. Unfortunately, the SS camera suffered some parallax viewing through the entire width of the tank, which has some effect on the interpretation of the results. Although the parallax could in principle have been reduced through the use of a longer lens, the layout of the laboratory precluded the camera being placed any further back from the tank. Further baffling was installed near the SS camera to help isolate it from other sources of thermal noise within the laboratory. While the residual thermal noise was readily measurable with the SS system, the signal was nearly three orders of magnitude below that produced by the passage of the internal solitary wave and so could be safely ignored.
Both cameras viewed a Samsung SyncMaster 940BF LCD monitor positioned 290 mm behind the tank (although the monitor was out of focus for the PIV camera, it nevertheless provided the 'black' background against which the particles were imaged). This monitor, with a spatial resolution of 1280 × 1024 pixels, was selected due to its exceptionally fast 2 ms response time (the earlier work by Sveen and Dalziel (2005a) had suffered a little due to the slower response time of most LCD monitors), high contrast and good brightness. The 19 inch (370 × 300 mm 2 viewable) size allowed a region measuring approximately 330 × 240 mm 2 at the centre plane of the tank to be visualized. Although a larger LCD monitor would have allowed more of the tank to be visualized, most such monitors have much slower response times, which would have severely limited the sampling rate for the measurements.
The left-hand edge of the monitor was located approximately 3.8 m from the lock gate and the height of the monitor was set so that the flow could be visualized up to the free surface but only down to approximately 130 mm above the base of the tank. This was nevertheless sufficient to capture all the dynamics of the upper layer and stratified region as well as most of the lower layer.
The LCD monitor was connected to a standard 2.4 GHz PC fitted with a dual-head graphics card (ATI Radion Saphire). Using Microsoft's DirectX 9.0 interface, the DigiFlow image processing system (Dalziel 2006) continually switched the display on the LCD monitor between a random dot pattern (for SS) and a blank screen (for PIV). This computer was also fitted with a BitFlow R3 framegrabber card that DigiFlow used to control and capture images from the SS camera. A cable linked this computer with a second identical machine, also fitted with a BitFlow R3 framegrabber and running DigiFlow to handle the PIV camera.
The two cameras were operated in an asynchronous edgetriggered mode to allow their synchronization with the LCD monitor. Figure 2 illustrates the basic timing cycle. The 60 Hz refresh rate of the LCD monitor provided the overall system clock for the process. DigiFlow was set up to wait for the start of the vertical blanking period (VBlank) of the LCD monitor before changing the image displayed, a process achieved by switching (flipping) frame buffers. Immediately after switching buffers, one of the framegrabber's general purpose outputs (GPOut) was raised. This signal was connected to the external acquisition start triggers on the framegrabbers on both computers, a signal that was passed on to the two cameras to initiate their integration. At the end of the 1/50 s integration (shutter) period set-up on the cameras, data transfer (Data) from the cameras to the computers commenced across their CameraLink interface. This transfer triggered a software interrupt (IRQ) that caused DigiFlow to lower GPOut. The data transfer continued through the next VBlank period, when Figure 3 . Sketch of the optical path for SS. The density perturbation (with ∂ρ /∂z assumed negative) makes the origin of a light ray reaching a given pixel in the camera move from R to R . Here, R has been adjusted to take into account the effect the ray passing through the air/glass/water interfaces. The dashed line indicates the path that would have been taken by a light ray from R if there had been no density perturbation. The y and z axes are to the right and vertically upwards, as indicated, while the x axis is out of the page.
the image displayed on the LCD monitor was again changed, but was completed before the end of the settling time.
Within the computer, the data were transferred to a large buffer and subsequently written out to the disk subsystem. This second level of buffering allowed some asynchronous reformatting of the images and the writing to disk to be achieved with a lower priority. The disk system was capable of around twice the bandwidth required in these experiments.
The DirectX function to wait for the next VBlank period appears to poll the video hardware status rather than being driven by a VBlank event, making the function computationally very expensive. Consequently, a combination of the DirectX function and operating system timers was used to construct the basic VBlank cycle. The accuracy of this cycle was critical. The IRQ signal, marking the end of integration and start of data transfer from the camera, was managed through events generated by the framegrabber card that were handled at a reduced priority as it was believed the timing was less critical.
The timing loop described above achieves 15 frames per second (four of the 60 Hz VBlanks for each frame) captured into both cameras. However, in the experiments described here a slightly more sophisticated timing loop was used that interspersed cycles of three and four VBlank periods whilst maintaining a constant image spacing to yield 16 frames per second, the most that could be sustained by the camera running in an asynchronous mode.
From the 16 frames per second captured on each camera, 8 frames per second of SS data were recovered, interleaved with 8 frames per second of PIV data. While this frame rate could in principle have been increased further by alternating the capture between the two cameras, tests showed that reducing the settling time for the LCD monitor could only have been reduced by one VBlank period while still producing a stable image. The benefits of doing so would have been minimal.
Note that the light sheet for the PIV particles remained on throughout the acquisition sequence. However, due to the small size of the particles and the much brighter image used for the textured mask this had negligible effect on the quality of the SS images.
Standard synthetic schlieren
As noted in the introduction, SS is sensitive to the gradients in the refractive index field. While the basic ideas are presented in Dalziel et al (2000) , these are reviewed briefly here, both as an aid to understanding their application to this paper and to correct an error in that earlier paper.
The path taken by a ray of light through a medium containing refractive index gradients (see figure 3) may be analysed either from application of Snell's law or by considering the equivalent variational principle. Here, we consider what is seen in the (x, z) plane and assume the light rays always have a component directed in the cross-tank y direction. The position (ξ , ζ ) of the ray in the (x, z) plane is governed by
where n = n(x, y, z) is the refractive index of the medium. When the array is approximately parallel to the y axis then the quadratic terms in the square brackets can be neglected, showing that the ray will follow a parabolic path through a two-dimensional medium in which n = n(x, z). In particular, 
where ξ i , ζ i describe the incident location and tan φ ξ = dξ /dy (y = y 0 ) and tan φ ζ = dζ /dy (y = y 0 ) describe the horizontal and vertical components (respectively) of the angle the ray has where it first enters the medium (measured relative to the y direction). Care must be exercised here, however, as there will often be strong refractive index contrasts between the medium within the experimental facility (n = n 0 + n , where n 0 is the nominal value and n n 0 is the perturbations about it), the bounding 'tank' (n t ) and the laboratory 'air' (n a ). Application of Snell's law, for a light ray close to normal to the medium/tank and tank/air interfaces, shows that the angle taken by the light ray changes by a factor of n 0 /n t at the first and n t /n a at the second interface. Following these through reveals the apparent excursion of the texture mask as seen by the camera in response to a two-dimension perturbation to the refractive index field is
in the plane of the textured mask. In most cases it is convenient to project this onto the coordinate system for the mid-plane of the tank. Dalziel et al (2000) showed that the magnification is the simple geometric ratio 5 ,
which is valid for a 'thin' experiment where W L. Here, however, this thin approximation may not be valid, and so the magnification is calculated taking into account the refractive index changes due to the different media as
. 5 The definition of B in Dalziel et al (2000) is equivalent to B + T in the present paper.
For the present set-up, despite the relatively thick tank, the difference is only of the order of 1%. Finally, the refractive index gradient is related to the density gradient through
where
for salt water (Weast 1981) , and ρ 0 is the nominal reference density (998 kg m −3 ). Thus, referring to the 'density gradient' is equivalent to referring to the 'refractive index gradient'.
The SS algorithm then reduces to finding how the light rays appear to have moved due to the perturbations n . The use of a strongly textured mask then allows pattern matching algorithms-similar to those employed in PIV-to be used to compute ξ and ζ , and hence the perturbations to the density gradient.
Particle image velocimetry
Like the SS, PIV measurements were obtained using DigiFlow on the interleaved image sequences. While the pattern matching algorithm incorporated a number of novel features to improve the accuracy, these are not relevant to the present study and so will not be discussed here. The basic algorithm used is discussed in Dalziel et al (2000) ; (see also Sveen and Dalziel (2005a) ) and has been used previously for internal solitary waves (e.g., Carr and Davies (2006) ).
For the experiments described here, both layers and the gradient region were seeded with particles. In practice, the seeding of the lower layer was of much better quality than that of the upper layer as it was easier to keep the particles suspended in the uniform density of that layer. However, for the purpose of this present study, the primary interest is in the behaviour of the gradient region where it is possible to measure both the density gradient and the velocity. and as the wave crest passes through the measurement volume ( figure 4(b) ). In both cases, an increased concentration of particles marks the lower boundary of the gradient region. Note the relatively poor seeding quality before the passage of the wave deteriorates further during the wave's passage. Consequently, the spatial resolution of these measurements is somewhat limited, although close inspection of the images shows there is still sufficient texture to obtain acceptable estimates of the velocity except very close to the upper boundary.
Of particular interest here, however, is the manner in which the refractive index variations which allow the SS measurements affect the velocity measurements. With the present experimental set-up, the light rays used for the PIV light sheet were directed vertically upwards through the tank and the experiment remained approximately two dimensional. Consequently, it is reasonable to assume the illumination remained on the central plane of the tank and its intensity was only weakly affected by the density perturbations. In contrast, light rays scattered from the PIV particles and imaged by the PIV camera will be deflected in the same manner as the light rays used for SS measurements, although over a shorter path. This situation is illustrated in figure 5 . In particular, if there is a particle located in the light sheet at x p , z p in a coordinate system established in a homogeneous fluid, the particle will appear to be located at
(using the same coordinate system) if the fluid is stratified. This apparent movement of the PIV particle due to stratification contributes two sources of error to PIV measurements. First, if the stratification is changing with time, then the particle will have an apparent velocity of
where u p , w p is the actual velocity of the particle. Second, the velocity vector attributed by normal PIV to the point x a , y a really applies to the point x p , y p . Since the SS measurements effectively determine ∂n/∂x and ∂n/∂z (or equivalently ∂ρ/∂x and ∂ρ/∂z) for the entire time series, then these may be used to correct the PIV velocity measurements.
Absolute and differential modes
In most previous uses of SS, the 'reference image', defining n 0 , is obtained from the initial conditions (typically stratified) of the flow and while the perturbations n shift and distort the reference image, the reference image remains recognizable throughout. For the present study, the choice of reference image is less clear. First, knowledge is required about ∂n/∂x and ∂n/∂z across the entire image plane, rather than just ∂n /∂x and ∂n /∂z, so that the correct location for each of the velocity measurements can be determined. This suggests that homogeneous conditions in the experimental tank should be used for the reference image. An enlarged image of the mask (with homogeneous conditions) at two locations (indicated in figure 4 ) is shown in figures 6(a) and (b). The pattern in figure 6(a) is very strongly distorted by the density stratification associated with the initial conditions, as can be seen in figure 6(c) which shows the same region as figure 6(a) , spanning from the top of the upper layer to a little below the gradient region. By comparing these figures, the stretching of the pattern at the bottom of the gradient region due to the high curvature at this point can be seen clearly. Parts of the image just above this seem little distorted, but are displaced upwards by the near-constant gradient in the gradient region. At the top of the gradient region, the image appears compressed in the vertical direction, corresponding to the relatively gentle transition between the gradient region and the upper layer. Within the upper layer there is again little distortion and, since the gradients are week, little vertical shift in the dot pattern, ensuring the patterns in figures 6(a) and (c) are nearly identical at the top. Unlike earlier studies, the magnitude of the change in the stratification during the experiment itself is also very large, as can be seen by comparing figures 6(b) and (d). These show an enlargement of the mask around the location of the crest of the internal solitary wave. While figure 6(b) is taken from homogeneous conditions, the comparable image from initial conditions is virtually indistinguishable. However, at the crest of the wave there is a clear and pronounced distortion of the pattern at the base of the gradient region, with some additional structure higher up visible within it.
Choosing the initial conditions as the reference image is undesirable as the strong distortion due to the interface renders that part of the pattern of no value in later calculations, leaving a significant undesirable 'hole' in the data. Figure 7 illustrates this by reconstructing the vertical density gradient at the crest of the wave. Figure 7(a) shows the relative mode calculation (with the reference taken as an image of the initial conditions), with the magnitude of the density gradient decreasing near the top of the tank where the gradient region was found in the initial conditions. Figure 7(b) shows the initial vertical density gradient, calculated using absolute mode (with the reference taken as an image of the tank filled with fresh water). These two gradient fields can then be combined to determine the total density gradient at the wave crest, as shown in figure 7(c). Finally, for comparison, the total density gradient at the wave crest calculated using absolute mode is shown in figure 7(d) . By comparing figures 7(c) and (d), the 'hole' in the data, produced by having insufficient information available at the height of the base of the initial gradient region, may be seen as the horizontal bands near the top of figure 7(c) (indicated by a 'brace').
The apparent movement of the pattern between an image of homogeneous conditions (the tank filled with fresh water) and the initial conditions used in the experiments is around 40 pixels for the gradient region. This does not itself represent a problem, as can be demonstrated by the comparison between the density field from conductivity probe measurements and calculated by integrating ∂ρ/∂z calculated with SS shown in figure 1. In the latter case, the constant of integration was obtained from a hydrometer measurement of the density of the lower layer. The small differences between the two measurements of the density profile are due to a combination of parallax in the SS measurements and small errors in the conductivity measurements due to thermal effects. A third option, that might initially seem to minimize the information lost through the distortion of the pattern by using 'differential mode', should be explored briefly. In this mode, the rate of change of the density gradient is calculated, rather than the density gradient (or its perturbation) itself. Effectively, consecutive images from the sequence are used in the pattern matching, much as is done for PIV. Recovering the density gradient (if that is what is desired) then requires that this rate of change is integrated through time.
On the surface, differential mode seems very attractive. The present experimental set-up was designed to allow an adequate sampling rate for PIV, and so the spacing between the SS images is small in the sense that there will be relatively little apparent movement and distortion of the textured mask between consecutive images. It should be possible, therefore, to obtain good quality estimates of the rate of change of the density gradient everywhere in the image plane over the entire experiment. Indeed, this is the case over most of the viewed region. The difficulty arises in integrating ∂ 2 ρ/∂x∂t and ∂ 2 ρ/∂z∂t. The simplest approach is to use the mid-point rule to recover ∂ρ/∂z (say) at some time t m = m t where t is the spacing of the images used to calculate [∂ 2 ρ/∂z∂t] i at time t i . Thus,
A problem arises, however, due to the structure of the errors in [∂ 2 ρ/∂x∂t] i . For PIV, the error in determining the velocity at a given point has three main contributions. First, the population of particles generating the image for the associated interrogation region can change between time t i and t i+1 due to particles entering and leaving the light sheet. Second, the image of the particles will contain a component of noise, both due to random electronic noise in the imaging system and due to thermal and noise in the laboratory. Finally, the pattern matching process at the heart of PIV has errors associated with it. For SS, the first of these sources of errors is effectively absent as the textured mask being imaged does not change with time, and it is hoped that the equipment and laboratory environment does not introduce any systematic bias through the second so that any suitable mean of the error associated with the noise tends towards zero. Instead, it is necessary to concentrate on the third source of error which is both to the algorithm being used and the configuration of the features in the pair of images being analysed.
A well known but often ignored artefact of most subpixel accurate pattern matching algorithms used in PIV and SS is that the displacement field computed from two identical images is unlikely to be zero. Rather, it will have random errors ε, typically of between 0.01 and 0.05 pixels, associated with the precise configuration of the pattern being diagnosed. If (8) were to be applied to a sequence of n such identical images, then the resulting ∂ρ/∂x at t = t m would diverge monotonically (linearly) from zero as m increases. For a sequence of real images, the errors associated with the pattern matching algorithm will normally vary through the sequence and will not necessarily remain of the same sign for a given point. However, there will be a degree of correlation in the error between one time step and the next, making it likely that the errors will accumulate when calculating ∂ρ/∂x at t = t m with (8) rather than the errors cancelling. A comparison of the gradient field calculated with (8) against that calculated with absolute mode confirms a gradual divergence with small errors accumulating in smooth parts of the flow as a result of the summation over longer integration periods. However, the most significant error introduced by (8) is due to the vertical motion of the region of extreme curvature at the base of the gradient region. Figure 8 illustrates the passage of this region of extreme curvature. As this region passes over a given part of the pattern there is a step-like apparent upward movement of the pattern, with typical displacements in the region of around 40 pixels (normal to the base of the gradient region) in the 1/8 s interval between two frames, indicating ∂ 2 ρ/∂z∂t has close to a delta function response to the passage of the base of the gradient region. The complete disruption of the pattern within the region of high curvature leads to very unreliable displacement (and hence gradient) measurements within this region ( figure 8(c) ), although reliable data are recovered from elsewhere in the gradient region. Consequently, the sum (8) misses its dominant delta function contribution. While figure 8 clearly illustrates the dangers in using differential mode for extracting the density gradient field, differential mode of SS still offers some advantages when calculating the refractive index contribution due to the apparent velocity of the PIV particles. Since the deformation to the textured mask will generally be less between two consecutive images than between either of the images and the reference image, then the error introduced by the configuration of the pattern will also be less. Thus, the error in calculating ∂ 2 n/∂x∂t and ∂ 2 n/∂z∂t, which are needed to use (7) to correct the PIV data for refractive index effects, is in general less when ∂ 2 n/∂z∂t is calculated using differential mode than when performing a finite difference calculation from either absolute or relative modes. The exception to this is adjacent to the base of the gradient region where the pattern loses its coherence. These differences can be seen in figure 9 where differential mode (figure 9(a)) appears to be more reliable (or at least smoother) over most of the field of view than a finite difference on absolute mode results ( figure 9(b) ). However, at the base of the gradient region the differential mode results in break down, yielding ∂ 2 n/∂z∂t with the wrong sign, as was seen in figure 8 . In contrast, although noisy, the finite difference result in figure 9(b) is more robust. The best results can therefore be obtained by combining the two approaches. the wave reaches the measurement station, as can be seen from the disturbances at the top of the upper layer. These disturbances are surface waves, modified by the presence of the floating foam lid, and travel much faster than the internal waves. The primary solitary wave reaches the measurement station at about t = 45 s, causing a rapid downward acceleration of the base of the gradient region which is characterized by a concentration of particles significantly higher than the upper layer or elsewhere in the gradient region. The amplitude of this wave is approximately 2.7 times the initial depth of the fluid above the base of the gradient region. A smaller, slower, solitary wave follows the primary wave due to the precise details of the initial conditions. In a longer tank these would have separated more than is seen here. The second large wave seen near the end of the time series is the primary wave having been reflected from the 'downstream' end of the tank reappearing at the measurement station, but propagating in the opposite direction. The amplitude of this reflected wave is a little lower than that of the primary wave due to dissipation, primarily during the reflection process.
Internal solitary waves
A similar picture is seen in the time series of the images seen by the SS camera. Here, the individual elements of the textured mask that are visible at the 4 m measuring station show up. The pattern produced remains unbroken below the gradient region as there are no refractive index variations. The strong distortion and consequent blurring of the pattern at the base of the gradient region disrupt the image of the elements of the pattern as it passes. Within the main body of the gradient region the dominant component of the refractive index gradient is vertical, allowing the same elements of the textured mask to remain visible over most of the flow. Some small perturbations due to the surface/floating lid waves are visible before the arrival of the internal solitary wave. In the upper one-third of the flow, the passage of the internal solitary wave is clearly marked by the rapid downward motion of the individual elements of the pattern as the gradient region moves downward to be replaced by homogeneous upper layer fluid, thus removing the refractive index gradients. Deeper in the wave some apparent upward movement of the individual elements can be seen as the gradient region passes.
The structure of the density field is clearly more complex on the backside of the solitary wave, as can be seen by finer scale structure appearing in the image of the SS pattern and some defocusing of the individual elements due to cross-tank variations in the density. This is particularly noticeable a little above the base of the gradient region after the passage of the secondary wave. Figure 11 shows a more quantitative view of the flow from the same measurement station. The vertical gradient of the density, calculated using absolute mode and shown as a false colour image in figure 11(a) , is sharpened by the passage of the primary wave, but partially recovers before the secondary wave. Additional structure begins to be seen at the back of the wave, with this becoming more pronounced after the passage of the secondary wave. The corresponding velocity components from the PIV measurements are also shown as false colour images in figure 11 . The horizontal component ( figure 11(b) ) clearly shows the forward flow within the primary wave and corresponding return flow beneath. Unfortunately, the distribution of particles in the upper layer led to an inadequate seeding for the secondary wave, so its velocity field is less well characterized above the gradient region, but remains clearly visible in the gradient region, with again a return flow below. Note that the return flow shows very little vertical structure outside the gradient region. This picture is reversed during the passage of the reflected wave, with somewhat smaller velocities and a general upward displacement of the zero velocity contour than in the primary wave. The vertical component of the velocity ( figure 11(c) ) is significantly weaker than the horizontal component, as, although the wave is of large amplitude, the maximum angle of the interface is only around 16
• . As with the return flow, the vertical component of the velocity shows very little variation with depth. Care has to be exercised when relating the velocity and density time series shown in figure 11 , however, as the effects of refractive index variations on the PIV measurements have not yet been taken into account. As shown in section 2.4, the SS measurements may be used to calculate this effect on the PIV data. While the SS measurements could be used to remap the particle images into a refractive index free space using (6) prior to performing the PIV calculations, the errors in this process would be relatively large and significantly decrease the accuracy of the PIV measurements. Instead, the error in the velocity of a particle due to (∂ 2 n/∂x∂t, ∂ 2 n/∂z∂t) is taken into account separately from the distortion of the mean particle position between the two contributing images.
This sequence of steps is shown in figure 12 for the backside of the wave. The velocity field, initially obtained by the PIV, is plotted in figure 12(a) , superimposed on the vorticity field. Note that due to inadequate seeding near the top of the tank by this time velocity vectors could not be computed very close to the floating lid. The strong band of 'vorticity' at the top of the field of view is an artefact of this problem combined with the static image of where the floating lid meets the side of the tank (visible in figure 12(c) ; note that the vorticity calculated is comparable with what should be present at the very top of the field of view due to the no-slip boundary condition on the floating lid). In this case, for a robust result at the base of the gradient region, the correction to the velocity field (shown in figure 12(b) ) has been calculated from a finite difference calculation on the gradient fields from absolute mode. Away from the base of the gradient region, the correction is negligible relative to the PIV velocities. This is not the case in the region of very strong optical distortion at the base of the gradient region. Unfortunately, in the present set-up, the pattern matching algorithm could not adequately capture (∂ 2 n/∂x∂t, ∂ 2 n/∂z∂t) at this point. Figure 12(c) shows the relationship between the apparent and actual locations of the particles due to refractive index effects. Finally, figure 12(d) shows the corrected velocity field superimposed on the density field, obtained by integrating ∂ρ/∂z downward from the upper layer.
As might be expected, the vorticity in the flow is largely confined to the gradient region, suggesting viscous effects are negligible. Indeed, on the leading face of the wave no significant vorticity is found outside the gradient region. On the rear face shown here, the flow is beginning to go unstable with some three-dimensional motion not only thickening the gradient region (relative to the same location on the leading face of the wave), but also allowing turbulent processes to diffuse the vorticity out of the gradient region. The vertical density gradient (see figures 7(d) and 9) also carries the signature of instability and mixing. The potential for such instabilities is highlighted by the gradient Richardson number, defined by
is the local instantaneous buoyancy frequency and ω is the vorticity. It is well known that a stratified shear flow is unstable when Ri < 1/4. Although the PIV results are somewhat noisy due to the poor seeding in the present experiment (a situation exaggerated in the calculation of ω 2 , particularly in the upper layer where both ω and N are small), figure 13 shows a clear spatial structure to Ri. To aid interpretation, contours of the density (magenta) and Ri = 1/4 (white) have been superimposed on this plot. The Richardson number attains its minimum value near the top of the gradient region, falling below 1/4 and so allowing growth of the instability. As noted earlier, the density structure above the gradient region shows evidence of vorticity and mixing, contributing to the somewhat patchy value for the Richardson number in the middle of the nominally homogeneous upper layer. (The band of low Ri at the top of the upper layer is a consequence of spurious vorticity associated with the inadequate seeding and floating lid, as noted earlier.) Within the gradient region, the Richardson number increases towards the bottom (due in part to a steepening of the density gradient), although remains less than unity until the very bottom edge of the gradient region, increasing rapidly beneath in evidence that the lower layer has remained essentially irrotational. Of course, the Richardson number is not defined in the homogeneous layer beneath the wave (where both N and ω tend to zero), and here we have artificially set Ri to a high value wherever ρ > 1044.5 to avoid division by zero.
Discussion and conclusions
Laboratory experiments have undergone something of a renaissance in recent years with the advent of a new generation of measurement techniques, many of which are based on imaging technology. While the improvements in the scope and accuracy of the measurements have undoubtedly been a good thing, there has been an unfortunate tendency to concentrate on preferentially on velocity measurements whereas in many real flows they represent only one of a number of coupled components of the flow. While some authors have successfully combined measurements using other techniques with velocity measurements for many years (e.g., Sakakibara et al (1993) ) or have combined results from nominally identical experiments, this has remained a niche area.
In the case of density-stratified and buoyant flows, velocity field measurements in isolation miss key aspects of the dynamics, but the presence of the stratification will often affect the accuracy of the measurements made. Refractive index variations within the fluid medium are an almost inevitable consequence of the density differences in the flow, and these refractive index variations inevitably lead to a distortion and/or disruption of images of the flow. While it is sometimes possible to match refractive indices in the initial stratification through the introduction of an additional species (e.g. alcohol), the dynamics or stability may be affected through differences in molecular diffusivities between two (or more) components that are contributing to the stratification.
In this paper, density field measurements using synthetic schlieren are used for the first time not only to determine the stratification, but also how this affects simultaneous velocity measurements. Here the flow was essentially two dimensional, allowing velocity measurements on a single plane to be combined with the width-averaged density measurements. The density measurements also provided the information necessary to correct the velocity measurements for errors introduced through the refractive index variations within the medium.
A comparison between the raw PIV measurements of the velocity and the velocity measurements corrected using the SS density field shows that in the present case the apparent movement of the particles due to refractive index variations has a negligible effect on the magnitude and orientation of the velocity vectors, except in regions of extreme curvature in the density field, where the correction is around 7% of the measured vertical velocity near the crest of the wave, increasing to over 10% near the maximum slope. Unfortunately, in the present experiments, the degree of disruption to the SS textured mask limits the accuracy of the measurements in those regions. Hence, while the correction to the PIV results is not negligible, it is subject to a greater than optimal level of noise. The correction is primarily normal to the isopycnals, whereas the velocity field is primarily parallel to the isopycnals. The effect of refractive index variations on the location of the vectors is again relatively small but still significant when considering the interaction between stratification and velocity. In a flow containing smaller length scales comparable with the apparent displacement, correcting for the refractive index variations is likely to be significant. Dalziel et al (2000) explored a variety of techniques for obtaining SS measurements, introducing not only pattern matching, but also interpolation and tracking techniques for obtaining the apparent displacement of masks with different textures. While they considered lines and regular arrays of 'dots', only the random dot variant is of use in the present experiments; the randomness is a key component in allowing pattern matching to avoid aliasing errors when the apparent movement of the features on the mask exceeds the spacing between the features. The large apparent displacements of the pattern in these experiments pose some challenges for the pattern matching algorithm, but as the algorithm used here utilises shifted windows rather than a Fourier method to determine the correlation function with unshifted windows, the limiting displacement of half the window size often applied to PIV is not rigid. The very strong distortion of the pattern near the base of the gradient region is much more challenging.
It is not the purpose of this paper to analyse the behaviour of the internal solitary wave in any detail. However, as an illustration of what this new technique can achieve, we have calculated the local gradient Richardson number and have demonstrated that it falls below the linear stability boundary of Ri ∼ O(1); indeed, it falls below the linear stability boundary of Ri = 1/4 relevant to normal modes in parallel flow. This finding is contrary to the suggestion by Grue et al (2000) , who were not able to directly measure the details within the gradient region. It is worth noting that the wave analysed in the present experiment was close to limiting amplitude, and we might expect the Richardson number to remain above 1/4 for smaller amplitude waves.
The particular equipment employed here has imposed limitations that are not fundamental to the concept. Although the video camera used is capable of 24 frames per second in a self-triggering mode, image integration and readout cannot be overlapped in the asynchronous mode necessary to lock it into the refresh rate of the LCD monitor, reducing the maximum frame rate to around 16 frames per second. Other makes and models of cameras do not necessarily have this limitation and may be capable of much higher base frame rates. With a different camera it is likely that the response time of the LCD monitor will become a limiting factor. The 2 ms response used here is significantly faster than most monitors currently available. While such speeds may become more common in the future, the relatively slow response of the human eye means faster monitors are unlikely to be developed for the mass market. Other imaging technologies offer the potential of much higher switching rates. For example, Texas Instruments' Digital Light Processor (DLP), used increasingly in video projectors, consists of a dense array of electronically switchable micro mirrors. These mirrors are capable of being individually switched thousands of times per second (the intensity of a projected image is controlled by varying the ratio of on to off times for each mirror). Although there may not yet be any commercial projection devices capable of being explicitly controlled at these high frequencies, the technology shows that there is no insurmountable barrier to combining SS and PIV at sampling frequencies of hundreds or thousands of frames per second.
For the present experiment, the same number of images were captured for PIV as for SS. Of course, a different sequence of images could have been displayed on the LCD monitor. For example, the relatively low 16 frames per second of the camera meant that each of the PIV images was separated by 1/8 s. If the aim had been to achieve a higher spatial resolution by using a thinner light sheet and smaller field of view then this would not have been adequate. To overcome this, two PIV images could have been recorded between each of the SS images. Similarly, to increase the accuracy of the SS measurements, the approach of Munro et al (2004) could have been adopted and more than one different textured mask pattern used, with the patterns displayed as consecutive images on the LCD monitor, perhaps adopting a sequence of two PIV then two SS images. Other visualization techniques could also have been incorporated in the timing sequence. For example, images of dye against a uniform illumination (e.g., Holford and Dalziel (1996) , Hacker et al (1996) and Cenedese and Dalziel (1998) ) could have been interspersed with PIV and SS images (using the dye images to remove the spurious signal due to the dye from the SS images).
