advertising guidelines for the industry in 1955 which prohibited cigarette companies from making any unsubstantiated health claims about tobacco products.2 The Commission hoped these guidelines would improve industry advertising practices without the long delays created when advertising cases were brought to court.
However, these guidelines also reduced competition between cigarette companies to produce 'safer' cigarettes. When cigarette sales dropped in 1953 after the Sloan-Kettering report which linked cigarette smoking with lung cancer, cigarette advertising continued to emphasize brands which were healthier due to filters and lower tar and nicotine. This approach led Business Week to ask: "Why has the industry persisted in this negative form of advertising even when, as tobacco growers and others complain, it hurts the trade by making people conscious that cigarettes can be harmful?"3 But the voluntary guidelines provided an opportunity for the cigarette manufacturers to stop this self-destructive competition without fears of an antitrust suit. The guidelines prohibited any advertising which contained unsubstantiated health claims, and the industry happily obliged.
In 1960, however, the FTC decided to apply these guidelines to advertisements about tar and nicotine content, and the Commission informed cigarette producers that it would consider any claims about tar and nicotine content or filter efficiency as health claims. This meant that if a cigarette company advertised that its brand had lower tar and nicotine or had a more effective filter than other brands, the FTC would view the ad as a health claim and a violation of the 1955 industry advertising guidelines. Furthermore, the FTC stated that even if the claims were true, the Commission would litigate and force the company to prove that the product was significantly different (physiologically) from other brands.4 As a result of this pressure from the Commission, the cigarette producers and the FTC reached an 'informal agreement' in 1960 where the cigarette companies agreed to: 1) end all tar and nicotine claims in their advertising, 2) end all claims about the comparative efficiency of their filters, and 3) end all explicit and implicit health claims in their advertising.5
With this agreement, the FTC hoped to end what was called the 'tar derby'-the growing competition between cigarette companies over filters and tar and nicotine content-and it signaled a new and more aggressive commission policy toward cigarette advertising. Since the Surgeon General did not state that low tar or filtered cigarettes were safer to health, the FTC did not feel advertising could mention any health claims. 6 The Commission argued that the informal agreement simply reaffirmed the 1955 advertising guidelines adopted by the industry. But the FTC's requirement that brands must have significant physiological differences and its interpretation of all filter and tar and nicotine advertising as health claims revealed a more aggressive policy than in the past; a policy which caused changes in both industry and consumer behavior.
Advertising Age criticized the agreement at the time because it prevented the cigarette companies from describing important product attributes, and argued that the agreement would cause the sales of safer brands (those with filters and lower tar and nicotine) to decline.' Two years later, the cigarette companies stated that the FTC's informal agreement had increased consumption of cigarettes with high levels of tar and nicotine while it discouraged consumption of low tar brands and research on improved filters.8 A report from the British Royal College of Physicians in 1962 further embarrassed the FTC, emphasizing that while cigarette smoking was dangerous, filtered cigarettes were safer to consume. 9 Was the FTC's policy effective? Certainly the Commission hindered the growth and development of cigarettes which might have been 'safer' due to advanced filters and lower tar and nicotine content. The data graphed in Figure 1 show the market shares of filter and non-filter cigarettes from 1951 to 1970. The market share growth of filter cigarettes clearly leveled off in 1960 when the FTC reached its informal agreement with the cigarette producers, although the growth of filter brands had declined somewhat in 1959. Filter cigarettes resumed their growth two years later as a result of the health scare and the Surgeon General's report, but this change in consumption had nothing to do with the FTC's policy. In retrospect, the FTC's informal agreement which prohibited cigarette producers from advertising the comparative benefits of filter-tip and low-tar and nicotine brands is quite remarkable and certainly did not encourage the consumption of safer cigarettes. Even if this policy had no effects on cigarette consumption, it may have hindered the development of safer cigarettes. Newer filters and lower tar and nicotine brands might have been developed had the FTC allowed cigarette companies to advertise the advantages of these new products, and the public would have benefited from consuming safer cigarettes. Unfortunately, these opportunity costs cannot be accurately measured--even though they may be large-and perhaps because they defy easy measure, regulatory agencies and public policymakers continue to ignore them.
Under the weight of new health information, such as the 1964 Surgeon General's report on smoking, and mounting criticism, the Commission reversed itself in 1966 and argued that it would no longer consider tar and nicotine statements to be health claims. In fact, in 1967 the FTC standardized tests for tar and nicotine content and recommended legislation to Congress which would require cigarette producers to state the tar and nicotine content of their brands on the package. In 1970 the FTC proposed a rule which would require tar and nicotine labeling and faced with this, the cigarette industry volunteered to provide this information. After the FTC's policy reversal, competition between tobacco manufacturers intensified. The number of new brands increased substantially as marketers tried to segment consumers into various product classes, such as menthol, filter, and nonfilter categories. These efforts significantly increased the costs of introducing new brands as the market became more and more fragmented, and the marketing divisions of these companies faced a growing challenge to maintain market share for their brands.10 This was especially difficult since new brands, such as a filter version of an old brand, would often reduce sales of the old brand with little increase in new sales. Brand proliferation and marketing tactics soon became very defensive in the industry.
After the Surgeon General's report in 1964, the FTC proposed a trade regulation which required a health warning on cigarette packages and in cigarette advertising, leading to the 1965 Federal Cigarette Labeling and Advertising Act which mandated these health warnings. Unfortunately, the law required labels only on cigarette packages and did not require them on cigarette advertising as the FTC wanted. Worse yet, the law prohibited the FTC, the FCC, and state and local governments from taking any additional action on cigarette labeling or advertising for the next three years. As Elizabeth Drew described it, the 1965 Cigarette Labeling Act was a clear victory for the cigarette industry."
With the support of the FTC, Congress later strengthened the health warning labels in 1970 (see section two). In 1969, the FTC announced a procedure for stronger health warnings and indicated to Congress that it would suspend the proposed rule if a ban on cigarette advertising on radio and television were enacted. This eventually led to the broadcast ban that became effective in 1971 (discussed in section three of this paper).
The Effectiveness of the Cigarette Labeling Acts
The effects of the 1965 labeling requirement and the strengthened warnings in 1970 were recently investigated by Abernethy and Teel [1986] . They argued that the advertising regulations (the labeling requirements and the 1971 broadcast ban) decreased U.S. cigarette consumption. Abernethy and Teel used dummy variables to estimate the effects of the 1965 and 1970 labeling requirements, and they also included dummy variables to account for the anti-smoking commercials which ran from 1967-1970, and the 1971 broadcast ban. To determine whether the labeling requirements were effective, they regressed per capita tobacco consumption against broadcast and print advertising variables, the price per 1000 cigarettes, lagged consumption, and the dummy variables. Although Abernethy and Teel found that the advertising regulations appeared to reduce cigarette consumption, the results from their study are biased because these authors used ordinary least squares to estimate the demand equation for tobacco. Demand equations cannot be consistently estimated by ordinary least squares except under very restrictive and unusual circumstances.12 It is unlikely that the market for cigarettes satisfies this requirement, and even if it did, the demand curve is not identified in their model.'3 Unfortunately, as we will see in the next section, most of the empirical research investigating the effects of government regulation in the cigarette industry has employed the biased ordinary least squares technique to estimate cigarette demand and has failed to identify the demand curve for cigarettes as well. Since the results of the study by Abernethy and Teel are biased, the effects of the labeling acts and the Fairness Doctrine period are still unclear and will be evaluated in section four.
The identification problem is sufficiently important to merit additional discussion. The data used by economists and marketers on prices and quantities are determined by the forces of supply and demand in the market. The crucial point to realize is that price and quantity data reflect elements of both supply and demand. If researchers simply regress quantity against price and other variables, how do they know that the fitted equation represents a demand curve rather than supply? When there are shifts in both demand and supply, the price and quantity data will reflect the shifts in both curves and additional information is needed to determine whether the fitted equation represents a demand curve or a supply curve. For example, if we knew that there had been no shifts in the supply of cigarettes during the sample period but the demand curve did shift (due to the Surgeon General's report or the cigarette labeling requirement), then the shifts in demand would trace out the supply curve and the price and quantity data would reflect cigarette supply during this period. However, in this case we would not be able to identify the demand curve for cigarettes. To accomplish this objective, it is necessary to include variables which shift only the supply curve so that we know the resulting price and quantity data trace out the demand for cigarettes. Since Abernethy and Teel and the other researchers whose work is reviewed below failed to do this, their estimates do not identify the demand for cigarettes.
Another controversial aspect of the labeling act which Abernethy and Teel did not discuss has recently become an important issue in the judicial system. Once the health effects of cigarette smoking became clear, a long series of lawsuits by consumers who had smoking-related diseases threatened the tobacco industry. But recently a Boston court ruled in favor of the tobacco companies arguing that he warning labels on cigarettes protected the tobacco companies from product liability claims.14 This is why the tobacco lobby supported the labeling bill which was passed by Congress. Without the labeling act, the tobacco companies may not have been protected from these lawsuits, and the publicity and possible losses from these suits could have seriously damaged the industry-an outcome smoking opponents would prefer. Instead, the very legislation established to protect the consumer from the health effects of smoking now protects the industry.
A final point should be made regarding the study by Abernethy and Teel. These authors included dummy variables for the 1965 labeling act, the 1967-1970 period of anti-smoking commercials, and the 1971 broadcast advertising ban. The periods covered by the dummy variables overlap at several points and this makes. it likely that these variables are highly collinear. Perhaps more important, however, is the possibility that these variables may reflect other factors which affect the demand for tobacco. For example, the 1964 Surgeon General's report on smoking has been cited as an important development which reduced cigarette and tobacco consumption in the United States.1" The dummy variables used by Abernethy and Teel to reflect the effects of the 1965 and 1970 labeling requirements could simply reveal the impact of the Surgeon General's report. Some care is required in modeling the various factors which affected cigarette and tobacco consumption during this period; dummy variables cannot be used indiscriminately.
The Effects of the 1971 Broadcast Advertising Ban
The Federal Communications Commission (FCC) brought additional pressure on the cigarette industry when it decided to apply the Fairness Doctrine to cigarette commercials. Under the FCC's ruling, television and radio stations that aired cigarette advertisements were also required to provide free air time for antismoking commercials. All broadcast advertising for cigarettes was banned by the Public Health Cigarette Smoking Act in 1971 and the warning labels on cigarette packages were also strengthened. Unfortunately, the broadcast ban also ended the equal time requirement for anti-smoking commercials and the number of these messages declined significantly. 16 The effects of the advertising ban were first analyzed in a well-known study by . He argued that the anti-smoking commercials and the 1964 report of the Surgeon General had created "health scare effects" which reduced cigarette consumption more than the increase caused by cigarette advertising. He contended that the anti-smoking commercials were particularly effective in reducing cigarette consumption, and when the ban caused the number of these messages to decline, cigarette consumption increased. Hamilton did not directly estimate the demand for cigarettes, however, he used cross-section estimates of the price and income coefficients for cigarette demand. The estimated coefficients for the dummy variables during the Fairness doctrine period were larger than those for the advertising variable, and this supported Hamilton's argument that the anti-smoking commercials were more effective in reducing cigarette consumption than cigarette advertisements were in promoting consumption.
These conclusions were also reached by in his study of cigarette regulations. He found that the industry was better off after the ban: advertising costs had been reduced and the number of anti-smoking commercials had declined. But the estimates obtained by Doron are unreliable for several reasons. First, he constructed an "effective price" variable to measure cigarette prices: per capita disposable income divided by a weighted average of cigarette prices. There is no theoretical justification for combining the income and price variables this way, and any estimates obtained cannot be easily interpreted: What does the coefficient for income divided by price mean in terms of cigarette demand? More problematic is the fact that Doron used ordinary least squares to estimate the demand for cigarettes, and this procedure is biased when price and quantity are determined by supply and demand. This problem also arises with the estimates obtained by Schneider, Klein, and Murphy. They argued that the demand for cigarettes has been misspecified because researchers have used the number of cigarettes consumed as the dependent variable, yet cigarette technology has changed over time. When the public became aware of the health effects of cigarette smoking, "safer" cigarettes were demanded and produced. As improved filters and lower tar and nicotine brands were introduced, each cigarette smoked became safer than before. Therefore, even if Americans were smoking the same number of cigarettes today as before the Surgeon General's report, this would not mean that the report had no effects on consumption since the cigarettes consumed today are safer. Improved filters and lower tar and nicotine reduce the total amount of tobacco in a cigarette, so Schneider, Klein, and Murphy conclude that researchers must estimate tobacco consumption directly or include a variable such as the pounds of tobacco per cigarette to correct for this change in cigarette technology. When they made these corrections, these authors found that the 1953 report of the American Cancer Society and the 1964 Surgeon General's report were quite effective in reducing cigarette consumption in the United States: tobacco consumption per capita peaked in 1953 and cigarette consumption per capita peaked in 1963. Unfortunately, these authors also used ordinary least squares to obtain their estimates, and they did not identify the demand curve in their study. Once again, the estimates are biased and unreliable, although their argument concerning cigarette technology is quite valid. Holak and Reddy [1986] used the 1971 advertising ban as a 'natural experiment' to examine brand and industry trends before and after the ban. They found that the price and advertising elasticities of demand were significantly different after the advertising ban. The advertising elasticity of demand was lower in the post-ban period while the price elasticity was higher after the ban, and Holak and Reddy recommended policies for managers based upon these results. However, they also used biased procedures to obtain their results: a maximum likelihood method (which is equivalent to ordinary least squares in their model) was employed which did not correct for simultaneous equations bias and did not identify the demand curve for cigarettes. Thus, their findings and recommendations, both for public policy and for managerial policy, are also suspect.
Three studies which have used consistent methods to estimate and identify the demand for cigarettes are those by Bishop where Qt is the number of cigarettes consumed (all variables are in logs except the dummy variables and error terms), Pt is the relative retail price index per cigarette, DIt is an index of real disposable income (not per capita), ADt is an index of total industry advertising, D4 is a dummy variable for the 1964 Surgeon General's report, and elt is an error term for the demand curve.
Bishop and Yoo argued that the 1971 broadcast advertising ban raised the costs of advertising and thus had a greater impact on cigarette supply than on cigarette demand. Therefore the supply curve includes a dummy variable for the broadcast advertising ban, D71, total federal and state taxes per cigarette, TXt, an index of cigarette costs, FPIt, and an error term in the supply curve, e2t. Note that the inclusion of the tax variable, cigarette costs, and the 1971 dummy variable in the supply equation shift the supply curve and thus serve to identify the demand for cigarettes-an important issue overlooked in all the studies reviewed above.
These authors estimated the supply and demand equations for cigarettes both individually and as a complete system. They found that the demand for cigarettes was inelastic, that advertising had a very small but significant effect on cigarette demand, and that the 1964 Surgeon General's report significantly reduced cigarette consumption in the U.S. The estimated elasticity of supply was significantly positive with values between 1 and 2.2. This implies that the price and quantity of cigarettes are determined by both supply and demand and so simultaneous equations methods must be used to estimate cigarette demand.
Although the Bishop and Yoo study is the most careful and reliable of those reviewed thus far, several issues were not considered in their study. For example, many researchers have argued that advertising expenditures are simultaneously determined with sales, yet Bishop and Yoo treat these expenditures as if they were independent of sales in their model.18 Also, the model they estimate does not consider the changes in cigarette technology noted by Schneider, Klein, and Murphy. Finally, Bishop and Yoo use a retail price index for the price variable in their cigarette demand equation, yet demand theory specifies that the relative price is the appropriate price in the demand curve.
These problems with the Bishop and Yoo study were recently corrected by , and the relevant policy questions raised in this paper will be examined using an updated version of that model in the next section.
Robert Porter [1986] also employed consistent estimation procedures in his study of the cigarette industry. He argued that the response of both consumers and producers must be examined to determine the effectiveness of government policies toward the cigarette industry. For example, the 1971 broadcast advertising ban may have caused producers to lower prices and this reaction must be included with the effects on demand when evaluating the success of the government's policy.
In his review of previous research, Porter criticized the studies by Lewit, Coate and Grossman [1981] and Schneider, Klein and Murphy [1981] because both studies used ordinary least squares. As mentioned above, this procedure is biased when market prices and quantities are determined by both supply and demand. In addition, Porter found that the model estimated by Schneider, Klein, and Murphy did not perform well when he extended the sample period. For these reasons, he estimated a similar model using twostage least squares to eliminate simultaneous equations bias. Several variables were included to shift the supply curve and ensure that the demand for cigarettes was identified in his study. Porter regressed the log of the per capita demand for cigarettes against the log of relative cigarette prices, the log of per capita real income, the log of the percentage of tobacco consumed as cigarettes, the log of advertising expenditures, and the market shares of filter-tip and low-tar cigarettes for the period from 1947-1982. He found that the estimated elasticity of demand was smaller than that obtained by other researchers (his estimates ranged from -.26 to -.29); advertising expenditures had a small but significant positive effect on cigarette demand; and the variable pounds of tobacco per cigarette was not significant. Dummy variables were included for the 1953 American Cancer Society report and the Fairness Doctrine period and they had small but significantly negative effects on per capita cigarette demand. Although Porter's study is carefully executed, there are some difficulties with his estimates as well. Like Bishop and Yoo [1985], Porter used advertising expenditures which were deflated by the CPI and not by the cost per million viewers. Therefore his measure of advertising does not reflect the number of potential consumers who see the advertising messages. The variables he used in his regressions also exhibit considerable trend (as he himself admitted). Therefore it is possible that his results simply reflect the effects of trend and not changes in demand responding to government policies.'9 Finally, he excluded the dummy variable for the 1964 Surgeon General report in many of the regressions, yet that report may have significantly changed cigarette demand.
Advertising Regulations and Cigarette Demand
The basic demand equation estimated by Bishop and Yoo [1985] was changed by in three important ways: advertising expenditures were not considered to be independent of sales, the retail price index for cigarettes was divided by the consumer price index to reflect relative cigarette prices, and a variable to measure changes in cigarette technology-pounds of tobacco per cigarette-was added to the demand equation. That model is extended here with data from 1957 to 1985, and the effects of the 1964 Surgeon General's report, the Fairness Doctrine, and the 1971 broadcast ban on the demand for cigarettes can be tested to determine whether these policies were effective in changing cigarette demand. As noted in , the demand for cigarettes showed strong trend effects in log-level form, so it was necessary to difference all the variables (except the dummy terms). Estimates of the demand equation were very unstable when the data were not differenced, and it is possible that the results obtained by earlier researchers are biased by trend effects. The fact that the demand for cigarettes is not stable for the log of cigarettes consumed is not surprising given the length of time (three decades) over which the demand curve was estimated.
To 1986] are consistent with the data. Equation (3) was estimated by twostage least squares over the period 1957-1985. The instrumental variables used to eliminate simultaneous equations bias and identify the demand curve were: the difference of the log of real disposable income, a time trend, the inflation rate, the difference of the log of tobacco per cigarette, the difference of the log of total tobacco consumed, D64, D67, D71, and the difference of the log of total wage and salary costs per cigarette. Cigarette and tobacco consumption data were obtained from Agricultural Statistics of the United States; cigarette price data were obtained from the Handbook of Labor Statistics, "The Consumer Price Index for Selected Items and Groups Other Than Food"; and advertising data were compiled from the annual survey of advertisers by Advertising Age and summed over the six cigarette companies. The advertising series was deflated by an advertising cost index for each of the media to obtain a measure of real advertising expenditures.21 Data for real disposable income, total wage and salary costs in the cigarette industry, and the consumer price index were obtained from Citibase.
The estimates of cigarette demand appear in Table 1 . To test each hypothesis, the dummy variables were added one at a time. Thus in equation one in Table  1 , the price elasticity of cigarette demand is significantly negative and inelastic and the coefficient for the 1964 Surgeon General's report is also significantly negative. The estimated price elasticity of demand is very close to the estimates obtained by those who have used consistent procedures to estimate the demand function.22 Although there was no evidence of autocorrelation in the error terms (which might occur if there were lags in the response of cigarette consumption), a lagged consumption term was included. The lagged variable was not significant, Standard errors are in parentheses. Instrumental variables are: time, the inflation rate, D64, D67, D71, DDIt, DTPCt, total wage and salary costs per cigarette, and the difference of the log of total tobacco consumed.
and this result is consistent with the estimates obtained by Bishop and Yoo [1985] and Porter [1986] . The real disposable income and advertising variables are not statistically significant, which contradicts some earlier work.23 However, the results of previous research were often biased, as mentioned in section three, and even in those studies where advertising was found to have significant effects, the estimated coefficients were frequently small. For example, Porter [1986] found that per capita real income had no significant effect on cigarette demand, and the effect of advertising was very small and positive. Since real advertising expenditures are not significant, the results reported here suggest--as many cigarette ad men have argued in the past-that advertising may be effective in changing market shares between companies but it has little effect on total cigarette demand.
The real difference between the results in Table 1 and those obtained elsewhere is the fact that real disposable income is not significant. Since the data in this study are differenced, spurious trend effects with the disposable income variable may have been eliminated here which are present in other studies (as with Porter [1986] and Bishop and Yoo [1985] ). Recent work suggests that disposable income per capita has a strong trend and that differencing may be required.24 Intuitively, it is hard to imagine strong income effects for cigarette consumption given the health effects of the product. Most consumers would be likely to enjoy an increase in income by increasing their consumption of other goods rather than smoking more frequently. Finally, the variable pounds of tobacco per cigarette is not significant but it has the expected negative sign; as the tobacco content of cigarettes falls, the number of cigarettes demanded should rise, all else equal. Porter obtained a similar result; the estimated coefficient for this variable was insignificantly negative in his study.
The dummy variable for the Fairness Doctrine period was then added to the estimated equation to determine if the anti-smoking commercials had any additional effects on cigarette demand. These results are presented in equation two of [1986] , the anti-smoking commercials did not appear to significantly affect cigarette demand. This result is due to the fact that a dummy variable for the effects of the 1964 Surgeon General's report was included here, and this variable picks up the effects that other researchers have attributed to the Fairness Doctrine and/or the 1971 broadcast advertising ban. Since the Surgeon General's report received wide publicity, and since per capita cigarette consumption peaked in 1963 just before this report, it seems quite reasonable to include a dummy variable for this event.
Finally, the dummy variable for the 1971 broadcast advertising ban was added to the original equation (with the Fairness Doctrine variable removed). The estimated coefficient is not statistically significant, so it appears that the broadcast advertising ban also had little effect on cigarette consumption. Holak and Reddy argued that the ban changed cigarette demand, but their conclusion is rejected here. Since they also contended that the broadcast ban changed the elasticity of demand with respect to advertising and price, interaction terms between the dummy variable for the broadcast ban and the price and advertising variables were also included in the equations. The interaction terms were never significant, and multi-collinearity between these variables and others in the model caused the results to deteriorate badly. In all cases, the hypothesis that the broadcast ban caused significant changes in either the price or advertising elasticities was rejected, so the conclusions reached by Holak and Reddy are not supported here. Equation four in Table 1 presents the results when all three dummy variables are included, and the general fit of the model declined. We conclude that the Fairness Doctrine period and the 1971 broadcast ban had no significant effects on cigarette demand in the United States.
The results from estimating the per capita demand for cigarettes appear in Table 2 , and the basic approach of including the dummy variables sequentially is repeated here with little change in the findings. The price variable is significantly negative and inelastic, as before, and the dummy variable for the Surgeon General's report remains significantly negative. The estimate of the price elasticity of demand (-.29) reported here is almost identical to those obtained by Porter [1986] . However, the Fairness Doctrine and broadcast ban variables were not significant, nor were the coefficients for the difference of the log of the real disposable income per capita and advertising expenditures. The variable for the change in cigarette technology, the difference of the log of pounds of tobacco per cq, became significant in the per capita cigarette demand equations, however. Schneider, Klein, and Murphy argued that this variable was needed when modelling the per capita demand for cigarettes, and its significance in these equations supports their reasoning.25 They also concluded that the 1964 Surgeon General's report had a significant, negative effect on per capita cigarette consumption, and that result is supported by these estimates. Apparently the voluntary changes in cigarette consumption after the report reflected an adjustment by the market to new information about the health effects of cigarettes which was far more effective in reducing cigarette demand than subsequent federal regulatory actions.
It is possible that the significance of the dummy variable for the Surgeon Conclusions The policies implemented by the federal government and by the FTC toward cigarette advertising over the last three decades have not generally had the effects which were intended. The 1955 advertising guidelines and the informal agreement in 1960 which banned advertisements of filter efficiency and the benefits of lower tar and nicotine appear to have reduced the growth in the market share of filter cigarettes. Since filter cigarettes were known to be safer at the time, this policy hindered the development and consumption of safer cigarettes. Contrary to recent research, the cigarette labeling act which the FTC supported does not appear to have had a significant independent effect on cigarette demand, and ironically, a recent court decision cited this act in dismissing a product liability suit against a cigarette manufacturer. The 1971 broadcast advertising ban on cigarettes did not significantly affect cigarette consumption according to the estimates in section IV. argued that the ban was ineffective because it brought an end to the free time for anti-smoking commercials which aired from the middle of 1967 until the end of 1970. Although the results from this study did not show that the Fairness Doctrine had significant effects on cigarette demand, it is possible that better measures of the Fairness Doctrine period, such as the number of anti-smoking messages aired, would find that these messages were successful. High collinearity between the dummy variable for the Surgeon General's report and the Fairness Doctrine variable could also explain the absence of any effects from the antismoking campaign. The broadcast advertising ban certainly made it more difficult for new firms to enter the U.S. cigarette market, and as Equation (6) shows the bias from using OLS estimators in a simultaneous equations situation. The first term is the estimator of a2 which we want, but the second term must equal zero if the OLS estimate of a2 is to be unbiased. Unfortunately, our solution for Price in equation (3) above shows that Price will vary with e, and ed. Therefore the covariance between Price and the error term, ed, in equation (6) will not be zero. This means OLS estimators of a2 will be biased, and the extent of the bias will depend upon the size of the last term in (6). This bias may not be large, that will depend on the specific case, but we know the OLS procedure will not be appropriate when price and output are determined simultaneously. When this problem is coupled with the fact that most researchers have not identified the demand curve at all, little faith can be placed in their estimates even if the bias were small. In the example presented here, neither the demand nor the supply curve can be identified without additional information.
The twostage least squares procedure corrects this bias by constructing fitted values for the Price variable which are not correlated with the error term. Since the estimates obtained apply to the fitted values for Price (and not Price itself), the benefits of twostage least squares apply in large samples (but OLS estimates are still biased even in large samples). Although the sample size is small in this study, the results are consistent with previous work which has employed unbiased procedures. The estimates of the price elasticity of demand, for example, are close to those obtained by Sullivan [1985] in cross-section estimation.
