Abstract : In this paper, for a new Stekloff eigenvalue problem which is nonselfadjoint and not H 1 -elliptic, we establish and analyze two kinds of two-grid discretization scheme and a local finite element scheme. We present the error estimates of approximations of two-grid discretizations. We also prove a local error estimate which is suitable for the case that the local refined region contains singular points lying on the boundary of domain. Numerical experiments are reported finally to show the efficiency of our schemes.
Introduction
Numerical methods for solving Stekloff eigenvalue problems have attracted the attention of academia for their important physical background and wide applications. Till now, systematical and profound studies on the finite element approximations are mainly for selfadjoint Stekloff eigenvalue problems, for example, see [1, 2, 3, 4, 5, 10, 15, 17, 22, 27, 28, 29, 34, 38] , etc.
Recently the study for Stekloff eigenvalues in inverse scattering has aroused researchers' interest (see [13, 30] ). The differential operator corresponding to this problem is non-selfadjoint and the associated weak formulation does not satisfy H 1 -elliptic condition, which are the main differences from those studied before. [13] studies the mathematical properties of this problem and its conforming finite element approximation, later [30] proves the error estimate of eigenvalues. In this paper we study further the finite element method for the problem, and the features of our work are as follows.
(1) The existing work analyzes that the discrete solution operator T h converges to T , the solution operator of source problem, in L 2 (∂Ω). In this paper, to devise and analyze efficient schemes, we prove that T h converges to T in "negative" space H − 1 2 (∂Ω), then we give the error estimates of eigenfunctions and eigenvalues. We also give the local a priori error estimates. With the local error estimates we establish and analyze a local computational scheme.
(2) The two-grid discretization introduced by Xu [39, 40] is an efficient method for reducing the computational costs and maintaining the accuracy of approximation at the same time. This powerful computing technique has been used and developed by many scholars later (see, e.g., [12, 18, 26, 32, 42, 43, 46] ). In this paper we establish two kinds of two-grid discretization scheme for the Stekloff eigenvalue problem, in particular, the second scheme performs better because the matrices are constructed to be symmetric and definite in solving linear systems. We provide the error analysis and numerical experiments to show the efficiency of our schemes.
(3) For elliptic boundary value problems, Xu and Zhou [41] combine the twogrid finite element discretizations with the local defect-correction technique to propose a local and parallel finite element algorithm, and this computing technique has been applied successfully to other problems (see, e.g., [8, 20, 23, 24] ). For the eigenfunctions with local low smoothness, or singularity, based on the two-grid discretizations we present a local computational scheme. Theoretical analysis and numerical experiment all indicate that the local correction does work as we expected.
The rest of this paper is organized as follows. In the next section, some preliminary materials are presented. Local a priori error estimates for conforming finite elements approximations for the Stekloff eigenvalue problem are analyzed in Section 3. In Section 4, two kinds of two-grid discretization scheme for the Stekloff eigenvalue problem are established and analyzed. In Section 5, a local finite element scheme is presented and its error estimates are proved. Numerical experiments are provided in Section 6 to show the efficiency of our schemes.
We refer to [7, 9, 11, 19, 33, 36] as regards the basic theory of finite element methods in this paper.
Throughout this paper, C denotes a generic positive constant independent of mesh diameters, which may not be the same at each occurrence. For simplicity, we use the symbol a b to mean that a ≤ Cb.
Preliminaries
Let Ω ⊂ R 2 be a bounded polygon with Lipshitz boundary ∂Ω and ν be the unit outward normal to ∂Ω. Let H t (Ω) denote the usual Sobolev space with real order t on Ω and H 0 (Ω) = L 2 (Ω). · t,Ω is the norm on H t (Ω). Let H t (∂Ω) denote the Sobolev space with real order t on ∂Ω with the norm · t,∂Ω .
Consider the following Stekloff eigenvalue problem to find λ ∈ C and a nontrivial function u ∈ H 1 (Ω) such that
where k is the wavenumber and n(x) is the index of refraction. Assume that n = n(x) is a bounded complex valued function given by
where i = √ −1, n 1 (x) > 0 and n 2 (x) ≥ 0 are bounded smooth functions.
and define the continuous sesquilinear form
For any g ∈ H 1 (Ω), f, g has a continuous extension to
The weak form of (2.1) is to find (λ, u)
From [30] we know that a(·, ·) satisfies Gårding's inequality, i.e., there exist constants K < ∞ and α 0 > 0 such that
Let K be a positive constant which is large enough, and define the sesquilinear form
then it is easy to verify that a(·, ·) is H 1 (Ω)-elliptic (see [30] ).
Let π h = {τ } be a mesh of Ω, h(x) be the diameter of the element τ containing x, h G = max x∈G h(x), and h Ω = h be the mesh diameter of π h . Let
We assume that the finite element spaces in this paper satisfy the following condition (see, e.g., [41] ):
(C0) Approximation. There exists m ≥ 1 such that for ψ ∈ H 1+s (Ω),
The finite element approximation of (2.2) is to find (
Consider the following source problem (2.4) associated with (2.2), and the approximate source problem (2.5) associated with (2.3):
Introduce the following Neumann eigenvalue problem:
When k 2 is not a Neumann eigenvalue of (2.6), from Fredholm Alternative (see, e.g., Section 5.3 of [25] ) we can prove that for g ∈ H − 1 2 (∂Ω), there exists a unique solution φ ∈ H 1 (Ω) to (2.4) satisfying
Thus, one can define the operator A : 8) and the Neumann-to-Dirichlet map 9) where denotes the restriction to ∂Ω, namely, T g = Ag| ∂Ω . Then, (2.2) has the equivalent operator form as follows:
Similarly, (2.5) defines a discrete operator
Then, (2.3) has the equivalent operator form as follows:
In this paper, we always assume that k 2 is not a Neumann eigenvalue of (2.6).
Consider the dual problem of (2.2): Find (λ * , u
The primal and dual eigenvalues are connected via λ = λ * . The discrete variational formulation associated with (2.13) is to find (λ *
14)
The primal and dual eigenvalues are connected via λ h = λ * h . Similarly, from the source problem corresponding to (2.13) and (2.14) we can define the operator A * , T * and A * h , T * h , respectively.
For (2.4), there holds the following regular estimates which will be used in the sequel.
Lemma 2.1. Let φ be the solution of (2.
(Ω) and
Here r = 1 when the largest inner angle θ of Ω satisfying θ < π, and r < π θ which can be arbitrarily close to π θ when θ > π. Proof. According to [21] and Proposition 4.1 in [1] we can prove the desired results.
Lemma 2.1 guarantees that the eigenfunction of (2.2) u ∈ H 1+r (Ω).
Thus, for any
Since the above equation admits a unique solution, we have
Lemma 2.2. Let φ be the solution of (2.4). If φ ∈ H 1+t (Ω) (t ≥ r), then 19) where σ = min{m, t} and the principle to determine r see Lemma 2.1. Proof. From Theorem 3.1 in [30] and the interpolation error estimates we can immediately get (2.18).
Next we use Aubin-Nitsche technique to prove (2.19) . According to the definition of A we deduce that for any v ∈ V h (Ω),
where the last inequality is valid because of the interpolation estimate and (2.16). Substituting (2.18) into the above inequality we obtain (2.19). The proof is completed.
Since we also need the error estimate φ − P h φ 0,Ω , now we consider an auxiliary problem:
From Theorem 2.1 and Remark 3 in [6] we have the following regularity result. (2.20) , and 21) where the principle to determine r see Lemma 2.1.
Lemma 2.4. For any φ ∈ H 1 (Ω), there holds
Taking f = φ − P h φ and v = φ − P h φ in (2.20) , and by using Aubin-Nitsche's technique we get
From the above deduction we can easily get (2.23) . This ends the proof.
From (2.22) we can get the following property of the projection P h which is obvious in the case that a(·, ·) is coercive. But, unfortunately a(·, ·) in this paper is not coercive.
Lemma 2.5. For any φ ∈ H 1 (Ω), there holds
Proof. Since
we derive that
so we have
Noting that P h φ 0,Ω ≤ P h φ − φ 0,Ω + φ 0,Ω , we just need to prove P h φ − φ 0,Ω φ 1,Ω , which follows from (2.22).
(2.7) can be expressed as
With the error estimates of boundary value problem, (2.18), (2.19) and (2.23), we can get the error estimates of eigenvalue problem according to the classical spectral approximation theory (see [7] ) as long as we prove that T −
→ 0 as h → 0 and T is a compact operator. Proof. From the definitions of A, A h , T and T h we have
thus, from (2.7) we deduce
Note that T h is a finite rank operator, thus, T is a compact operator. The proof is completed.
In this paper, we suppose that {λ p } and {λ p,h } are enumerations of the eigenvalues of (2.2) and (2.3) respectively according to the same sort rule, each repeated as many times as its multiplicity, and λ = λ j is the jth eigenvalue with the algebraic multiplicity q and the ascent α, λ = λ j = λ j+1 = · · · = λ j+q−1 . Since T h converges to T , q eigenvalues λ j,h , λ j+1,h , · · · , λ j+q−1,h of (2.3) will converge to λ. Let M (λ) be the space spanned by all eigenfunctions corresponding to the eigenvalue λ, and M h (λ) be the space spanned by all generalized eigenfunctions of (2.3) corresponding to the eigenvalues λ p,h (p = j, j+1, · · · , j+q−1).
In view of the dual problem (2.13) and (2.14), the definitions of M * (λ * ) and M * h (λ * ) are analogous to those of M (λ) and M h (λ). Theorem 2.1. Let λ and λ h be the jth eigenvalue of (2.2) and (2.3), respec- 25) suppose that u h is an eigenfunction corresponding to λ h , then there exists an eigenfunction u corresponding to λ such that
where σ = min{m, t} and the principle to determine r see Lemma 2.1.
→ 0, from Theorem 7.3 and Theorem 7.4 in [7] we know that there exists an eigenfunction u corresponding to λ and
where ϕ j , · · · , ϕ j+q−1 are any basis for M (λ) and ϕ * j , · · · , ϕ * j+q−1 are the dual basis in M * (λ * ). From the definitions of A * and A h , we deduce that
It is easy to know that the second term on the right-hand side of (2.29) is a quantity of higher order than h 2σ , then substituting (2.31) into (2.29) we get (2.25). From (2.19) we obtain
Substituting (2.32) into (2.30) we get (2.28). By calculation, we have 
The proof is completed.
For the dual problem (2.13) and (2.14), we have the corresponding conclusion as Theorem 2.1.
Local a priori error estimates
In this section, we will discuss local a priori error estimates which are a basic issue in finite element method and a basic tool for analyzing the local computational algorithm we will talk about later.
For D ⊂ G ⊂ Ω, we use the notation D ⊂⊂ G to mean that dist(∂D\∂Ω, ∂G\∂Ω) > 0 (see Fig. 1 ). Given G ⊂ Ω, we define π h (G) and V h (G) to be the restriction of π h (Ω) and V h (Ω) to G, respectively. Denote supp v = {x : v(x) = 0}, and
Let Ω 0 ⊂ Ω. We assume that the meshes and finite element spaces in this paper satisfy the following conditions (see [41] ):
(C1) There exists γ ≥ 1 such that
From [14, 35] we know that (C0), (C2) and (C3) also hold for conforming spectral element.
For some G ⊂⊂ Ω, we consider the following mixed boundary value problem:
The weak form of (3.1) is given by:
For (3.1) we need the following assumption.
Here, since G is a local domain, we can easily control the shape of G to make the intersection angle of two boundary parts is less than π, even less than or equal to π 2 . Thus, from Theorem 2.1 and Remark 3 in [6] , or [31, 37] we know that the above assumption R(G) is reasonable. Let
From [41, 44] , after a minor modification, we have the following technical result.
Proof. By calculating, ∀ψ ∈ H 1 (Ω), we have
and
Noting that ω is a real valued function and comparing the above two relations, we have
where K is a positive constant that is large enough.
which together with (3.4) yields (3.3). The proof is completed.
Using the proof method in [41, 44] we prove the following conclusions. Lemma 3.2. Suppose that D ⊂⊂ Ω 0 and (C1), (C2) and (C3) hold. If
Proof. Let p ≥ 2γ − 1 be an integer, and let
and from the trace theorem we get
It follows from (3.3), (3.9), (3.7) and (3.8) that
Similarly, we can get
By using (3.10) and (3.11), we get from (C1) and (C2) that
This completes the proof.
Similar to (2.24) we can prove that P
Thus, from Lemma 3.2, we have
then, we derive
Using Theorem 3.1 and the proof method of Theorems 3.4-3.5 in [44] we can prove the following local estimates.
and (C3) hold. Then
Theorem 3.3. Under the assumptions of Theorem 3.2, let (λ h , u h ) be the jth eigenpair of (2.3), and λ be the jth eigenvalue of (2.2). Then there exists an eigenfunction u corresponding to λ such that the following error estimate holds:
4 Two-grid discretizations for the Stekloff eigenvalue problem
In this section, we present two kinds of two-grid discretizations for the Stekloff eigenvalue problem (2.1). Scheme 1.(Two-grid scheme I)
Step 1. Solve (2.3) on a coarse grid π H :
Let λ * H = λ H , and find u *
H | has a positive lower bound uniformly with respect to H.
Step 2. Solve two linear boundary value problems on a fine grid π w (w < H):
Step 3. Compute the generalized Rayleigh quotient
u w , u w * .
Scheme 2.(Two-grid scheme II)
Step 1. The same as Step 1 of Scheme 1.
Step 2. Solve two linear boundary value problems on a fine grid π w : Find
Remark. Let u −
H be the orthogonal projection of u H to M * H (λ * ) in the sense of the inner product ·, · , and u *
, then when H is small enough | u H , u * H | has a positive lower bound uniformly with respect to H. One can refer to [45] for the proof of this conclusion. Therefore, u * H in Step 1 of Schemes 1 and 2 can be obtained in this way.
Lemma 4.1. Let (λ, u) and (λ * , u * ) be the eigenpair of (2.2) and (2.13), respectively. Then, for any v, v * ∈ H 1 (Ω), v, v * = 0, the generalized Rayleigh quotient satisfies
Proof. From (2.2) and (2.13), and by a simple calculation, we have
dividing both sides by v, v * we obtain the desired result.
w , u w * , and λ w be obtained by
, then there exists an eigenfunction u ∈ M (λ) and an eigenfunction u * ∈ M * (λ * ) such that
2)
further, assume that the ascent of λ is equal to 1, then
where σ = min{m, t}. Proof. Let u ∈ M (λ) such that u H − u and λ H − λ satisfy Theorem 2.1. From (2.10) we get u = −λAu, and from the definition of A w and Step 2 of Scheme 1 we get u w = −λ H A w u H . Then,
Therefore, from Lemma 2.2, Theorem 2.1 and Lemma 2.4 we get
Similarly we can prove (4.3) and (4.5).
From Lemma 4.1 we have
Note that u H and u w just approximate the same eigenfunction u, u * H and u w * approximate the same eigenfunction u * , and u H , u * H has a positive lower bound uniformly with respect to H. Hence, from
H , we know that | u w , u w * | has a positive lower bound uniformly. Therefore, from (4.7) we get
Substituting (4.2) and (4.3) with α = 1 into (4.8) we get (4.6). The proof is completed.
where σ = min{m, t}. Proof. We write (2.2) as follows:
We regard λ and u on the right-hand side of (4.12) as fixed, and due to the ellipticity of the left-hand side of (4.12) we can define Ritz projection P w u of u onto V w (Ω), namely, (4.13) then, the first equation in Step 2 of Scheme 2 minus (4.13) and taking v = u w − P w u in the resulting equation we derive
thus we get
Hence, from the triangle inequality, Theorem 2.1 and the error estimate of Ritz projection we deduce that
Similarly, we can prove (4.10). And from the proof of (4.6) we can obtain (4.11).
A local finite element scheme and the its error estimate
In this section, base on the two-grid discretizations and referring to Algorithm B0 in [20] we establish a local computational scheme as follows. Let π H (Ω) be a shape-regular grid of size H ∈ (0, 1), D ⊂ Ω be a subdomain which contains a singular point, and Ω 0 be a slightly larger subdomain containing D (namely D ⊂⊂ Ω 0 ). Let π w (Ω) be a refined mesoscopic shape-regular grid (from π H (Ω)) and π h (Ω 0 ) a locally refined grid (from π w (Ω))) that satisfy h w H. In our discussion, we shall use an auxiliary fine grid π h (Ω) which is globally defined. Scheme 3.(A local scheme)
Step 2. Solve two linear boundary value problems on a globally mesoscopic grid π w (Ω): Find u w ∈ V w (Ω) such that
Step 3. Solve two linear boundary value problems on a locally fine grid π h (Ω 0 ):
Step 4. Set
and compute the generalized Rayleigh quotient
Next, we shall analyze the error estimation of Scheme 3. Theorem 5.1 Assume that u w,h , u w,h * and λ w,h are obtained by Scheme 3 and the assumption R(
, then there exists an eigenfunction u corresponding to λ and an eigenfunction u * corresponding to λ * such that
where the principle to determine r see Lemma 2.1.
and Lemma 2.2, we only need to estimate
1,G\D , and P h u − u w,h 1,Ω\G one by one. For these purpose, we take F ⊂ Ω such that D ⊂⊂ F ⊂⊂ G ⊂⊂ Ω 0 . First, from the equation
we have by using the H 1 -coerciveness ofã(·, ·) that
Step 3 of Scheme 3 we have the following identity
then, from (5.4) and Lemma 3.2 we can derive
which together with (5.5) and (5.7) we get
Next, we will use Aubin-Nitsche duality argument to estimate
From the error estimate of finite element and the local regularity assumption R(Ω 0 ) we have
Thus, we get the estimation for any ζ ∈ L 2 (Ω 0 ) that
From (5.5) and the triangle inequality
we obtain
From Aubin-Nitsche duality argument we can easily get the estimation
Substituting the above estimate and (5.9) into (5.8) we obtain
which together with Theorem 2.1, Lemma 2.2, Lemma 2.4 and Theorem 4.1 yields
Similarly, by using the same argument for (G \ D) ⊂⊂ Ω 0 we can obtain the estimation
Now, the remainder is to analyze P h u − u w,h 1,Ω\G . From the definition of u w,h we see that
From the fact that
and Lemma 3.2 we derive that
we then arrive at
we get
Thus, substituting the above inequality and (5.9) into (5.14) we conclude that
, we obtain by using Theorem 3.2 that In the first two steps of Scheme 3 we actually use Scheme 1 to compute. We can also use the second kind of two-grid scheme, Scheme 2, to devise the local computational scheme. When the number of isolated singular points is larger than 1, we can design the parallel version of Scheme 3.
Numerical experiments
In this section, we shall report some numerical experiments to show the efficiency of our schemes. Consider the problem (2.1) with k = 1 on the test domain
2 , y = 0}. We use Matlab 2012a to solve (2.1) on a Lenovo ideaPad PC with 1.8GHZ CPU and 8GB RAM. Our program is compiled under the package of iFEM [16] . In our computation, we adopt a uniform isosceles right triangulation and the triangle linear element (m = 1), and take n(x) = 4 or n(x) = 4+4i. For simplicity we use the following notations in our tables :
S, L, and Slit stand for the domain Ω S , Ω L and Ω SL , respectively. λ j,H is the jth approximate eigenvalue derived from Step 1 of our schemes. Here we use the sparse solver eigs(A, B, j, sm ) to get the first j eigenvalues. λ w j is the jth approximate eigenvalue obtained by Step 2 of Schemes 1 and 2.
Here we use Matlab solver \ to solve j equations at the same time to get the first j eigenvalues. λ w,h j is the jth approximate eigenvalue obtained by Scheme 3. dof H is the number of degrees of freedom for solving the eigenvalue problem directly on π H (Ω).
dof w is the number of degrees of freedom for solving the boundary problem on mesoscopic grid π w (Ω).
dof h is the number of degrees of freedom for solving the boundary problem on locally fine mesh π h (Ω 0 ). t(s) is the CPU time from the program starting to the current calculating results appearing.
The symbol '-' means that the calculation cannot proceed since the computer runs out of memory.
According to the regularity results, we have r = 1 on Ω S , r = Tables 5 and 6 we can see that under the same accuracy, the two-grid discretization Schemes 1 and 2 take less time to get the asymptotically optimal approximations. Especially, Scheme 2 works more efficiently than directly solving and Scheme 1 since the matrices are constructed to be symmetric and definite in solving linear systems.
From numerical experiments we find that the eigenfunction corresponding to the second eigenvalue is singular near the origin on Ω L and Ω SL . We compute the second approximate eigenvalue by Scheme 3 on Ω L and Ω SL , and the results are listed in Tables 7 and 8 from which we can see that the local correction does work. 
