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We study a relativistic two-dimensional free electron gas in the presence of a uniform external
magnetic field and a random static scalar potential. We compute the expectation values of the charge
density and the conductivity tensor, averaged over the random potential in first order perturbation
theory. We discuss the effect of a zero vs. finite range correlation length of the random potential.
I. INTRODUCTION
The free two-dimensional electron gas (2DEG) (without electron-electron interactions) in the presence of a uniform
external magnetic field has become a system of great interest. From a field theoretical point of view, it is the starting
point for a non-perturbative treatment of QED2+1 [1,2], while in condensed matter it is the basic framework for the
discussion of the (integer-) Quantized Hall Effect (QHE) [3]. One of the salient features of the system is its discrete
density of states consisting of equally degenerate Landau levels. They give rise to some of the key features of the
2DEG, but are also responsible for much of the technical difficulties.
Both in field theory and in the applications to the QHE, it is widely believed that the spreading of the energy levels
into Landau bands of finite width may have profound physical consequences, through the coexistence of localized and
delocalized states. In this context, it is expected that the effect of disorder due to impurities or fluctuations of the
magnetic field background might play an essential role. At the same time, however, it is necessary to preserve some
universal features such as the precise unit of quantization of the Hall conductivity.
In this paper, we analyze the effects of disorder introduced by a random “scalar” potential (as opposed to disorder
due to random fluctuations in the background magnetic field). We compute the expectation values of the charge
density 〈j0〉 and of the conductivity tensor 〈σij〉 averaged over the random potential. Although one can put forward
general arguments that suggest that the effect of disorder is essentially non-perturbative, we perform our calculation
in a first order perturbation expansion. There are several reasons to do so. First, to the best of our knowledge, a
direct field theoretic calculation from first principles has not been done. Second, whatever is or is not obtained in a
perturbative calculation may shed some light as to what must be sought in subsequent non-perturbative treatments.
Third, we find that even a perturbative calculation gives non-trivial results when one studies the effect of different
correlation lenghts of the random field.
The paper is organized as follows. In section II, we summarize the results for the charge density and the conductivity
of the free 2DEG in the absence of disorder. Those are well known results but we take the opportunity to fix our
notation and to discuss some important aspects of their physical interpretation which, in our opinion, are somewhat
confusing in the literature. Next, in section III, we present the perturbative calculation of the effects due to a
scalar random potential with a Gaussian distribution of zero correlation length. Somewhat surprisingly, we find that,
although the relation between the conductivity and the charge density remains unchanged, their quantization units in
terms of the magnetic field is modified. Then, in section IV, we discuss the modification of the preceeding calculation
in the case of a finite correlation length, showing that, at least in this perturbative approach, the disorder has no
observable effects for any finite value of its correlation length. Finally, in section V, we summarize our results and
discuss their implications.
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II. CHARGE DENSITY AND CONDUCTIVITY IN THE ABSENCE OF DISORDER
We shall study an electronic gas in (2 + 1) dimensions in the presence of a uniform magnetic field and a random
(scalar) potential. Its Lagrangian is given by
L = ψ (i∂/+ eA/−m+ µγ0)ψ . (1)
Here the field Aµ stands for Aµ = (V,A), where the vector potential A accounts for the uniform magnetic field
B (= ∂1A
2 − ∂2A1), and V is a static random potential, describing quenched disorder. µ is the chemical potential,
and the γ-matrices are Pauli matrices: γ0 = σ3, γ1,2 = iσ1,2, satisfying {γµ, γν} = 2ηµν1, with ηµν = diag(1,−1,−1).
The charge density j0(x) is given by
j0(x) = ieTr [γ0 S(x, x)] , (2)
where S(x, y) is the Feynman propagator of the theory, satisfying
(i∂/x + eA/(x)−m+ µγ0)S(x, y) = δ3(x− y) . (3)
If a perturbing electric field E is turned on, a current Ji will be induced which, in the linear response regime, is
given by
Ji(x) =
∫
d3yΠiν(x, y)Aν(y) , (4)
where Πµν(x, y) = −ie2Tr [γµ S(x, y) γν S(y, x)] is the polarization tensor and A0(x) = −E · x, Ai(x) = 0. Thus, the
D.C. conductivity tensor, defined as σij(x) = limE→0 ∂J
i(x)/∂Ej , is given by
σij(x) =
∫
d3yΠi0(x, y) y
j . (5)
The charge density and the transverse conductivity of the system without disorder (V = 0) are well known [4–7].
They are given by (here m and eB are assumed positive; h¯ = c = 1)
j0(V = 0) = −e
2B
2π
{
1
2
− θ(−µ−m) +
∞∑
n=1
[θ(µ− ǫn)− θ(−µ− ǫn)]
}
, (6)
σ21(V = 0) =
e2
2π
{
1
2
− θ(−µ−m) +
∞∑
n=1
[θ(µ− ǫn)− θ(−µ− ǫn)]
}
, (7)
where ǫn ≡
√
m2 + 2neB are the relativistic Landau levels. Aside from an asymmetry, which is characteristic of the
relativistic theory, Eq. (7) exhibits an integer quantization of the transverse conductivity in units of e2/h. Indeed,
restoring Planck’s constant we have, for µ > 0,
σ21(V = 0) =
e2
2h
+ n
e2
h
(n = 0, 1, 2, . . .) . (8)
Furthermore, if we identify the chemical potential µ with the Fermi energy EF , the conductivity jumps from one
plateau to the next each time EF crosses a Landau level. As a function of EF , in the non-relativistic limit, the
plateaux have a fixed width of h¯ωc (ωc = eB/mc being the cyclotron frequency). These features are characteristic
of the integer QHE, but are far from being the integer QHE. Indeed, as shown by Eq. (6), the charge density as a
function of µ is also quantized, with integer filling factor. What is happening is that, due to the zero width of the
Landau levels, by varying the chemical potential one can only adjust the number of Landau levels which are occupied;
but they are always fully occupied. In this way, what Eqs. (6-7) show is that the transverse conductivity and the
electron concentration ρ ( here ρ = −j0/e) satisfy the classical relation
σ21 =
e
B
ρ ; (9)
however, as just mentioned, varying µ only allows us to reach those points which satisfy ρ = neB/h, with n an integer.
The situation is best described in graphical terms (see Figure 1).
2
III. UNCORRELATED DISORDER
To investigate the effect of disorder on the system, we must average physical observables over all possible (static)
configurations of V (x), with a suitable weight. In this section we choose an uncorrelated Gaussian probability
distribution:
P [V ] = exp
{
− 1
2g
∫
d2xV 2(x)
}
, (10)
for which
〈V (x)〉 = 0 , 〈V (x)V (y)〉 = g δ2(x − y) . (11)
Since the charge density j0 and the conductivity tensor σij , given in Eqs. (2,5) are highly non-local functionals of
V , we shall perform the averaging perturbatively. This is done by expanding the propagator S in a power series in V
and using Eq. (11). In matrix notation (Γ1(x, x
′) ≡ eγ0V (x) δ3(x− x′)):
S = S0 − S0Γ1S0 + S0Γ1S0Γ1S0 + . . . (12)
The Feynman diagrams up to first order in g for 〈j0(x)〉 and 〈Πµν(x, x′)〉 are depicted in Figure 2. Here S0 is the
unperturbed Feynman propagator, satisfying Eq. (3) with V = 0. In regularized form, it can be written as
S0(x, y) = M(x, y)
∫
dp0 e−ip
0(x0−y0) Σ(p0,x− y) , (13)
where Σ ≡ Σ0γ0 +Σ1γ1 +Σ2γ2 +Σ31, with (ξ ≡ eB (x− y)2/2)
Σ0(p
0,x− y) = eB
8π2
e−ξ/2
∞∑
n=0
[
p0 + µ+m
(p0 + µ)2 − ǫ2n+1
+
p0 + µ−m
(p0 + µ)2 − ǫ2n
]
L0n(ξ) e
−αn , (14a)
Σ1(p
0,x− y) = − ie
2B2
4π2
(x1 − y1) e−ξ/2
∞∑
n=0
L1n(ξ) e
−αn
(p0 + µ)2 − ǫ2n+1
, (14b)
Σ2(p
0,x− y) = − ie
2B2
4π2
(x2 − y2) e−ξ/2
∞∑
n=0
L1n(ξ) e
−αn
(p0 + µ)2 − ǫ2n+1
, (14c)
Σ3(p
0,x− y) = eB
8π2
e−ξ/2
∞∑
n=0
[
p0 + µ+m
(p0 + µ)2 − ǫ2n+1
− p
0 + µ−m
(p0 + µ)2 − ǫ2n
]
L0n(ξ) e
−αn ; (14d)
M(x, y) is a gauge dependent factor, given by
M(x, y) = exp
{
ie
∫ x
y
Aµ(z) dz
µ
}
, (15)
where the integral must be performed along a straight line connecting y to x, and Lan(z) (a = 0, 1) are Laguerre
polynomials [8]. The integral over p0 in Eq. (13) must be performed along the contour depicted in Figure 3 [2,9].
(Without the regulator e−αn, the sums in Eq. (14) are logarithmically divergent when x = y. Thus, to avoid
ambiguities, the limit α→ 0+ must be taken only at the end of the calculation.)
Now, we turn to the computation of the first order perturbative correction to the charge density due to disorder.
It is given by
〈j0(x)〉(1) = ie3
∫
d3y d3zTr [γ0 S0(x, y) γ0 S0(y, z) γ0 S0(z, x)] 〈V (y)V (z)〉
= ie3g
∫
d3y d3z M(x, y)M(y, z)M(z, x)
∫
dp0 dq0 dk0 e−ip
0(x0−y0)−iq0(y0−z0)−ik0(z0−x0)
× Tr [γ0Σ(p0,x− y) γ0 Σ(q0,y − z) γ0 Σ(k0, z− x)] δ2(y − z) . (16)
Integrating over z, y0, z0, q0 and k0, this simplifies to
3
〈j0(x)〉(1) = i4π2e3g
∫
d2y
∫
dp0Tr [γ0Σ(p
0,x− y) γ0 Σ(p0,0) γ0Σ(p0,y − x)] . (17)
Evaluating the trace and performing the integral over y, one finds (ω ≡ p0 + µ)
〈j0〉(1) = ie
5gB2
8π3
lim
α→0+
∞∑
ℓ=0
∞∑
n=0
e−α(ℓ+2n)
×
∫
dp0
{
(ω +m)3 f(ℓ+ 1, n+ 1;ω) + (ω −m)3 f(ℓ, n;ω)
+ 2(n+ 1) eB
[
(ω +m) f(ℓ+ 1, n+ 1;ω) + (ω −m) f(ℓ, n+ 1;ω)]} ; (18)
f(ℓ, n;ω) ≡ (ω2 − ǫ2ℓ)−1(ω2 − ǫ2n)−2 . (19)
Since the integrand goes to zero at infinity at least as fast as (p0)−3, one can close the contour depicted in Figure 3
with a semicircle of infinite radius in the upper half-plane (see Figure 4), and evaluate the integral using residues.
The complete evaluation is very tedious, but, because of the analytic structure of the integrand, the result can be
written as
〈j0〉(1) = Ivac + I0 θ(−µ−m) +
∞∑
n=1
[In θ(µ− ǫn) + I−n θ(−µ− ǫn)] . (20)
Here we shall evaluate I0 explicitly; the other I
′s can be evaluated similarly. I0 results from the contribution of the
pole in p0 = −µ−m to the integral in Eq. (18). The terms containing such poles are:∫
dp0 (ω −m)3 f(0, 0;ω) = 0 ; (21a)∫
dp0 (ω −m)3 f(ℓ 6= 0, 0;ω) = 2πi
[
− 1
2ℓeB
− m
2
ℓ2e2B2
]
θ(µ+m) + . . . ; (21b)∫
dp0 (ω −m)3 f(0, n 6= 0;ω) = 2πim
2
n2e2B2
θ(µ+m) + . . . ; (21c)∫
dp0 (ω −m) f(0, n+ 1;ω) = 2πi
4(n+ 1)2e2B2
θ(µ+m) + . . . (21d)
(In order to give a nonvanishing contribution to the integrals above, −µ −m must be negative, a condition assured
by the factor θ(µ +m). The dots denote the contribution of other poles.) The total contribution from this pole to
〈j0〉(1) is
〈j0〉(1)−µ−m = −
e5gB2
4π2
lim
α→0+
∞∑
n=1
[
− e
−αn
2neB
− m
2e−αn
n2e2B2
+
m2e−2αn
n2e2B2
+
e−2α(n−1)
2neB
]
θ(µ+m)
= −e
4gB
8π2
lim
α→0+
[
ln(1− e−α)− e2α ln(1 − e−2α) + 2m
2
eB
∞∑
n=1
e−2αn − e−αn
n2
]
θ(µ+m) . (22)
Taking the limit α→ 0+, the first two terms combine to yield
〈j0〉(1)−µ−m =
e4gB ln 2
8π2
[1− θ(−µ−m)] , (23)
whereas the third term vanishes (one can take the limit inside the sum because the latter is uniformly convergent for
α ≥ 0). It follows that
I0 = −e
4gB ln 2
8π2
. (24)
Performing an analogous calculation for the poles in p0 = −µ± ǫn (n = 1, 2, . . .), one finally finds
〈j0〉(1) = e
4gB ln 2
8π2
{
1
2
− θ(−µ−m) +
∞∑
n=1
[θ(µ− ǫn)− θ(−µ− ǫn)]
}
. (25)
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(The condition that the pole in −µ − ǫn (n = 0, 1, 2, . . .) must be negative to contribute to the integral in Eq. (18)
gives rise to a factor θ(µ+ ǫn) = 1− θ(−µ− ǫn). Thus, such a pole contributes to I−n and to Ivac.)
The first order term in the perturbative expansion of 〈σ21(x)〉 can be obtained with the help of the following
identity [5,6], valid with the proviso that the chemical potential is in an energy gap:
〈σ21〉 = − ∂
∂B
〈j0〉 . (26)
(The reader is invited to check that Eq. (26) is satisfied for V = 0.) From Eqs. (25) and (26) one immediately obtains
〈σ21〉(1) = −e
4g ln 2
8π2
{
1
2
− θ(−µ−m) +
∞∑
n=1
[θ(µ− ǫn)− θ(−µ− ǫn)]
}
. (27)
This result agrees with the (much harder) direct computation of 〈σ21〉(1).
IV. CORRELATED DISORDER
Now, let us repeat the calculation of the previous section with a modified probability distribution for V :
P [V ] = exp
{
− 1
2gM2
∫
d2x
[
(∇V )2 +M2V 2]} , (28)
for which
〈V (x)V (y)〉 = gM2
∫
d2p
(2π)2
eip·(x−y)
p2 +M2
=
gM2
4π
∫ ∞
0
ds
s
e−M
2s−(x−y)2/4s . (29)
Substituting the expression above into the first line of Eq. (16), integrating over y0, z0, q0 and k0, and defining new
integration variables u = x− y and v = z− x, one obtains
〈j0〉(1) = iπe3gM2
∫ ∞
0
ds
s
e−M
2s
∫
d2u d2v
∫
dp0 exp
{
− ieB
2
ǫiju
ivj − (u+ v)
2
4s
}
× Tr [γ0Σ(p0,u) γ0Σ(p0,−(u+ v)) γ0 Σ(p0,v)] . (30)
Evaluating the trace and performing the integrals over u and v (see Appendix A), one finds (z = 2eBs)
〈j0〉(1) = ie
4gBM2
16π3
lim
α→0+
∫ ∞
0
dz e−M
2z/2eB
∞∑
ℓ=0
∞∑
n=0
e−α(ℓ+2n)
×
∫
dp0
{
φ(ℓ, n, n; z)
[
(ω +m)3f(ℓ+ 1, n+ 1;ω) + (ω −m)3f(ℓ, n;ω)]
+ 4(n+ 1) eBz φ(ℓ, n, n+ 1; z)
[
(ω +m) + e−α (ω −m)] f(ℓ+ 1, n+ 1;ω)
+ 2(n+ 1) eB [φ(ℓ, n, n; z) (ω +m) f(ℓ+ 1, n+ 1;ω) + φ(ℓ, n+ 1, n+ 1; z) (ω −m) f(ℓ, n+ 1;ω)]
}
, (31)
where
φ(ℓ,m, n; z) ≡
m∑
k=0
(
m
k
)(
ℓ− k + n
n
)
(z − 1)k
(z + 1)ℓ−k+n+1
, (32)
and f(ℓ, n;ω) is defined in Eq. (19).
Here, too, the analytic structure of the integrand in Eq. (31) implies that 〈j0〉(1) has the form shown in Eq. (20).
As in the previous section, we shall evaluate only I0. The terms containing a pole in p
0 = −µ−m are the same as in
Eq. (21); substituting those results into Eq. (31), one obtains
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〈j0〉(1)−µ−m = −
e4gBM2
8π2
lim
α→0+
∫ ∞
0
dz
∞∑
n=1
e−M
2z/2eB
(z + 1)n+1
[
− e
−αn
2neB
− m
2e−αn
n2e2B2
+
m2e−2αn
n2e2B2
+
e−2α(n−1)
2neB
]
θ(µ+m)
= −e
3gM2
16π2
lim
α→0+
∫ ∞
0
dz
e−M
2z/2eB
z + 1
[
ln
(
1− e
−α
z + 1
)
− e2α ln
(
1− e
−2α
z + 1
)
+
2m2
eB
∞∑
n=1
e−2αn − e−αn
n2(z + 1)n
]
θ(µ+m) . (33)
The expression above (and, therefore, I0) vanishes for any finite M in the limit α→ 0+ (see Appendix B for a proof).
On the other hand, if the limit M → ∞ is taken first, then the result of the previous section is recovered: in fact, if
f(z) is a function continuous at the origin, then
lim
M→∞
M2
∫ ∞
0
dz e−M
2z/2eB f(z) = 2eB lim
M→∞
∫ ∞
0
dx e−x f(2eBx/M2) = 2eB f(0) . (34)
Using this result in Eq. (33), one recovers Eq. (22).
V. CONCLUSIONS
The results of the two preceding sections represent a first attempt at a systematic study of the effects of disorder
on the 2DEG in a uniform magnetic field.
The perturbative treatment adopted, suitable for weak disorder, is incapable of generating the plateaux which
appear in the (integer-) Quantized Hall Effect, when one plots transverse conductivity versus charge density. In fact,
for both correlated and uncorrelated disorder, one still obtains a sequence of points lying along a straight line that
satisfies the classical relation of Eq. (9).
A comparison between the cases of uncorrelated and correlated disorder shows that, in the former, both charge
density and transverse conductivity are altered by perturbative corrections, whereas in the latter (more physical)
situation, this does not seem to occur (at least in a first order calculation). Based on our explicit calculation of I0
and I±1 (not shown here), we conjecture that this feature will hold for all Landau levels (i.e., In = 0 for all n). This
would indicate that the values of transverse conductivity and charge density would be indistinguishable from those in
the absence of disorder.
It is important to note that our perturbative results show that the Landau levels remain degenerate, the weak
disorder being unable to break this degeneracy and broaden them into bands. Also, no localized states appear in the
spectrum. As these are often claimed to be essential ingredients for plateaux formation, it should not be surprising
that our results reproduce the classical behavior.
In closing, we would like to mention that such features may be present if one sums up the contribution of an infinite
subclass of graphs in the perturbative expansion. This will induce non-perturbative corrections to the electron
propagator and lead to a broadening of the Landau levels into bands and to the appearance of interband states. We
have obtained preliminary results in this direction, which make us hope that this might lead to qualitative changes
in the graph of transverse conductivity versus charge density. We hope to report on that work shortly.
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APPENDIX A:
The integrals over u and v in Eq. (30) have the form∫
d2u d2v e−F (u,v) P (ui, vj)Lαℓ
(eB
2
u2
)
Lβm
(eB
2
(u+ v)2
)
Lγn
(eB
2
v2
)
, (A1)
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where
F (u,v) =
ieB
2
ǫiju
ivj +
1
4s
(u+ v)2 +
eB
2
(u2 + u · v + v2) , (A2)
P (ui, vj) is some polynomial in ui, vj , and Lαℓ (x) is a Laguerre polynomial. Here we show how to evaluate such
integrals.
With the help of the generating function of the Laguerre polynomials [8],
(1− t)−1−α exp
(
tx
t− 1
)
=
∞∑
n=0
Lαn(x) t
n (|t| < 1) , (A3)
we define another generating function,
Z(x, y, z;p,q) ≡
∞∑
ℓ=0
∞∑
m=0
∞∑
n=0
∫
d2u d2v ep·u+q·v−F (u,v)Lαℓ
(eB
2
u2
)
Lβm
(eB
2
(u+ v)2
)
Lγn
(eB
2
v2
)
xℓymzn
=
4π2S−1
(1− x)α(1− y)β(1− z)γ exp
{
(1− x)(1 − y)(1 − z)
S
[
ap2 + bq2 + cp · q+ d ǫijpiqj
]}
, (A4)
where
a =
1
4s
+
eB
2
(1 − yz)
(1− y)(1− z) , (A5a)
b =
1
4s
+
eB
2
(1 − xy)
(1− x)(1 − y) , (A5b)
c = − 1
2s
− eB
2
(
1 + y
1− y
)
, (A5c)
d = − ieB
2
, (A5d)
S = e2B2(1 − xyz) + eB
2s
(1 − y)(1− xz) (0 ≤ x, y, z < 1) . (A5e)
Now, the integrals in Eq. (A1) can be obtained by expanding the following expression in a power series in x, y and z:
P
( ∂
∂pi
,
∂
∂qj
)Z(x, y, z;p,q)∣∣
p=q=0
. (A6)
APPENDIX B:
Here we show that 〈j0〉(1)−µ−m = 0, for any finite M . To prove this, it is convenient separate the integral in Eq. (33)
in three pieces. The first one we consider is
I1 ≡ −e
2gM2m2
8π2B
lim
α→0+
∫ ∞
0
dz e−M
2z/2eB
∞∑
n=1
e−2αn − e−αn
n2(z + 1)n+1
≤ e
2gM2m2
8π2B
lim
α→0+
∫ ∞
0
dz
∞∑
n=1
e−αn − e−2αn
n2(z + 1)n+1
=
e2gM2m2
8π2B
lim
α→0+
∞∑
n=1
e−αn − e−2αn
n3
= 0 . (B1)
Since I1 ≥ 0, it follows that I1 = 0. The next piece we consider is
7
I2 ≡ −e
3gM2
16π2
lim
α→0+
∫ ∞
0
dz
e−M
2z/2eB
z + 1
[
ln
(
1− e
−α
z + 1
)
− ln
(
1− e
−2α
z + 1
)]
=
e3gM2
16π2
lim
α→0+
(∫ c
0
+
∫ ∞
c
)
dz
e−M
2z/2eB
z + 1
ln
(
z + 1− e−2α
z + 1− e−α
)
≡ I12 + I22 ; (B2)
I12 ≤
e3gM2
16π2
lim
α→0+
c ln
(
1− e−2α
1− e−α
)
=
e3gM2
16π2
c ln 2 ; (B3)
I22 ≤
e3gM2
16π2
lim
α→0+
1
c+ 1
ln
(
c+ 1− e−2α
c+ 1− e−α
)∫ ∞
c
dz e−M
2z/2eB
=
e4gB
8π2
lim
α→0+
e−M
2c/2eB
c+ 1
ln
(
c+ 1− e−2α
c+ 1− e−α
)
= 0 . (B4)
Since c can be chosen arbitrarily small, it follows that I2 = 0. The remaining piece is
I3 ≡ −e
3gM2
16π2
lim
α→0+
∫ ∞
0
dz e−M
2z/2eB e
2α − 1
z + 1
ln
(
1− e
−2α
z + 1
)
≤ −e
4gB
8π2
lim
α→0+
(e2α − 1) ln (1 − e−2α) = 0 . (B5)
This completes the proof.
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Figure Captions:
Figure 1: Transverse conductivity σ (in units of e2/h) vs. electron density ρ (in units of eB/h) in the absence of
disorder. The dashed line is the classical relation, while the dots correspond to fully occupied Landau levels, the only
values attainable by varying the chemical potential when the levels have zero width. The shift of both axes by half a
unit is characteristic of the relativistic theory.
Figure 2: (a) Feynman diagrams for 〈j0(x)〉 up to first order in g; (b) the same for 〈Πµν (x, y)〉. A fermion propagator
is associated with each solid line; a two-point correlation function of the random potentials with each dashed line; a
factor eγ0 with each vertex connecting two solid and one dashed lines; a factor eγµ with each cross.
Figure 3: Integration contour in the complex p0-plane used in the definition of the Feynman propagator.
Figure 4: Integration contour in the complex p0-plane used in the computation of the integral in Eq. (18).
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