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ABSTRACT
There is significant interannual variability in the atmospheric concentration of carbon dioxide (CO 2) even
when the effect of anthropogenic sources has been accounted for. This variability is well correlated with the El
Nin˜o–Southern Oscillation (ENSO) cycle. This behavior of the natural carbon cycle provides a valuable mech-
anism for validating carbon cycle models. The model in turn is a valuable tool for examining the processes
involved in the relationship between ENSO and the carbon cycle.
A GCM coupled climate–carbon cycle model is used to study the mechanisms involved. The model simulates
the observed temperature, precipitation, and CO2 response of the climate to the ENSO cycle. Climatic changes
over land during El Nin˜o events lead to decreased gross primary productivity and increased plant and soil
respiration, and hence the terrestrial biosphere becomes a source of CO2 to the atmosphere. Conversely, during
El Nin˜o events, the ocean becomes a sink of CO2 because of reduction of equatorial Pacific outgassing as a
result of decreased upwelling of carbon-rich deep water. During La Nin˜a events the opposite occurs; the land
becomes a sink and the ocean a source of CO2.
The magnitude of the model’s response is such that the terrestrial biosphere releases about 1.8 GtC yr 21 for
an El Nin˜o with a Nin˜o-3 index of magnitude 1 8C, and the oceans take up about 0.5 GtC yr21. (1 GtC 5 1015
g of carbon). The net global response is thus an increase in atmospheric CO2 of about 0.6 ppmv yr21. This is
in close agreement with the sensitivity of the observed CO2 record to ENSO events.
1. Introduction
Records of atmospheric carbon dioxide (CO2) con-
centration have been kept for Mauna Loa, Hawaii, and
the South Pole since 1958 and are described in detail
in Keeling et al. (1989). These records show a clear
seasonal cycle with a long-term upward trend attributed
to the burning of fossil fuel. However, once the long-
term trend and the seasonal cycle have been removed
(Keeling et al. 1989), the data shows interannual vari-
ability that cannot be readily explained by changes in
fossil fuel burning.
The correlation between these anomalous changes in
atmospheric CO2 and the El Nin˜o–Southern Oscillation
(ENSO) cycle was first reported in the 1970s (Bacastow
1976; Bacastow et al. 1980). It was noticed that during
El Nin˜o events, atmospheric CO2 concentrations in-
creased at four monitoring stations (Mauna Loa 198N,
South Pole 908S, Fanning Island 48N, Ocean Station P
508N), and was thus assumed to be a signal of global
extent. Conversely, during La Nin˜a events, atmospheric
CO2 was reduced at each station. The magnitude of the
response to ENSO was found to be 60.5–1 ppmv.
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In this study we use observational data of atmospheric
CO2 concentration and the ENSO cycle to validate a
coupled climate–carbon cycle, ocean–atmosphere gen-
eral circulation model (GCM). The comparison of model
and data gives us confidence that the model is capturing
the important responses of the carbon cycle to ENSO.
We subsequently use the model to examine the behavior
of the terrestrial biosphere and the ocean carbon cycle
in more detail and to try to explain the mechanisms
linking ENSO and the response of the carbon cycle.
Similar studies of the ocean or terrestrial carbon cycle
have been performed before, but the ability of our model
to include both as interactive elements of a GCM, allows
them to be compared within a consistent framework.
Another motivation for studying the impact of the
ENSO cycle on the carbon cycle is that several studies
have found that the pattern of anthropogenic climate
change over the next century in some GCM simulations
resembles an El Nin˜o–like warming pattern (Roeckner
et al. 1999; Meehl et al. 2000; Boer et al. 2000). Hence
an understanding of how the carbon cycle responds to
ENSO forcing may provide valuable insight into how
it may respond to future climate change.
The observational record is described further in sec-
tion 2 along with a discussion of published theories
regarding the mechanisms linking ENSO and the carbon
cycle. In section 3 the model configuration is described
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FIG. 1. Time series of the observed Nin˜o-3 index (8C) (dashed line)
and the natural changes in atmospheric CO2 (ppmv) (solid line). (scale
for both quantities is the same). The eruptions of El Chicho´n and
Mount Pinatubo are indicated by the vertical dotted lines.
along with the model’s simulation of El Nin˜o events.
Sections 4 and 5 look closer at the terrestrial and ocean
components of the model’s carbon cycle to see how each
responds to ENSO forcing. Our conclusions are sum-
marized in section 6.
2. Observed signal
To determine natural carbon cycle variability it is first
necessary to remove the major man-made influence
from the record, namely anthropogenic CO2 emissions.
Annual anthropogenic emissions are of the order of 1%
of the total atmospheric store of CO2 and so have a
significant cumulative effect on the concentration of
CO2 in the atmosphere. Keeling et al. (1995) show that
from 1959 to 1979, a nearly constant fraction (56%) of
these emissions remained in the atmosphere with the
remainder being absorbed by the oceans and terrestrial
biosphere.
The observed record of atmospheric CO2 concentra-
tion is available from the Carbon Dioxide Information
Analysis Center (CDIAC, available online at http://
cdiac.esd.ornl.gov/, dataset number NDP001). Annual
mean concentrations from the Mauna Loa observatory
in Hawaii are available from 1958 up to 1998, but due
to missing data in 1964 we only consider the record
from 1965 to 1998. Gammon et al. (1985) show that
Mauna Loa CO2 concentration can be used as a proxy
for global mean concentration, including a correction
by a constant 0.2 ppm. Hence from the Mauna Loa
record we infer annual mean changes in global mean
atmospheric CO2.
Anthropogenic emissions are also available online
from the CDIAC Website (dataset number NDP030).
Using the assumption that 56% of these emissions re-
mains airborne (Keeling et al. 1995) we calculate in-
terannual changes of atmospheric CO2 due to the emis-
sions. This contribution is then subtracted from the pre-
vious calculated annual mean changes to leave the ‘‘nat-
ural’’ component of atmospheric CO2 changes. Note that
the emissions data obtained from CDIAC only goes up
to 1996, so for the years 1997–99 the anthropogenic
contribution to atmospheric CO2 changes is taken from
the IS92a scenario (available online at the CDIAC Web
site, dataset number DB1009). Other methods of re-
moving the anthropogenic signal were also tried, such
as spline fitting (Enting 1987), locally weighted re-
gression (Cleveland et al. 1983), or simply subtracting
a linear trend from the data. The results obtained were
very similar to our chosen method of subtracting 56%
of emissions, and the results discussed below were ro-
bust to the choice of processing.
The interannual variability in atmospheric CO2,
which remains (the ‘‘natural DCO2’’), is highly corre-
lated with the ENSO cycle. The measure of El Nin˜o
used here is the Nin˜o-3 index: the mean SST anomaly
in the region 58N–58S, 1508–908W that is derived from
the climatological SST dataset, ‘‘HadISST1.1’’ (Rayner
et al. 2000). A positive Nin˜o-3 index indicates an El
Nin˜o event, and a negative one indicates a La Nin˜a
event. Figure 1 shows the time series of the historical
Nin˜o-3 index and the natural changes in atmospheric
CO2. The correlation of increased CO2 during El Nin˜o
events is clear. The correlation coefficient for annual
means from 1966 to 1996 is 0.44, which is significant
at the 95% level. Correlations with 1-yr lag of CO2
changes showed significantly lower values. There are
periods when the relationship does not hold, namely,
1982–84 and 1991–93. These periods coincide with
times when the troposphere was cooled by the impact
of volcanic eruptions (El Chicho´n, Mexico, in 1982 and
Mount Pinatubo, the Phillipines, in 1991, shown by ver-
tical dotted lines in Fig. 1) and may have lead to de-
creased respiration from plants and soil, causing a net
uptake by the terrestrial biosphere. The impact of a ma-
jor volcanic eruption on the natural carbon cycle is de-
scribed in more detail in Jones and Cox (2001).
The reasons for the correlation of carbon cycle var-
iability and ENSO have received a lot of attention in
the literature in recent years. As pointed out by Naka-
zawa et al. (1997) it is important to understand the nat-
ural carbon cycle before we can have confidence in our
predictions of future levels of CO2, and the associated
climate change.
When the correlation between interannual changes in
CO2 and ENSO was first noticed it was thought that the
reason lay in the ocean’s behavior, with a net outgassing
of CO2 from the ocean during El Nin˜o events, and a
net uptake under La Nin˜a conditions. Bacastow (1976)
postulated that increased winds, especially in the South-
ern Ocean, during La Nin˜a events could lead to higher
gas exchange between the atmosphere and ocean and
hence oceanic uptake. Bacastow et al. (1980) suggested
that increased upwelling of nutrients in the equatorial
Pacific during La Nin˜a years could increase biological
activity and hence increase uptake, and also that in-
1 NOVEMBER 2001 4115J O N E S E T A L .
creased SSTs during El Nin˜a years would serve to in-
crease outgassing during these periods by reducing the
solubility of CO2. However, Feely (1987) argued that
the most important El Nin˜o impact on the equatorial
Pacific is by reduced upwelling of dissolved inorganic
carbon (DIC), which lowers the partial pressure of CO2
dissolved in surface water (pCO2), and hence reduces
the outgassing during El Nin˜o years, leading to a net
uptake of CO2 by the world’s oceans. Feely (1987) also
suggest that under El Nin˜o conditions reduced winds in
the equatorial Pacific result in reduced outgassing.
Winguth et al. (1994) used an ocean modeling ap-
proach to estimate that the ocean had a net uptake of
about 0.6 GtC yr21 during the El Nin˜o event of 1982/
83 (1 GtC 5 1015 g of carbon). They concluded therefore
that the terrestrial biosphere must have been a source
of about 2 GtC yr21 during that period. Le Quere et al.
(2000) also found strong correlation between air–sea
fluxes and ENSO, with anomalous ocean uptake during
El Nin˜os and anomalous release during La Nin˜as. Their
results were dominated by the behavior in the equatorial
Pacific. More recently it has become established that the
ocean and terrestrial carbon cycles respond in opposite
senses to ENSO forcing. Keeling et al. (1995) and Fran-
cey et al. (1995) both describe how El Nin˜o events cause
the oceans to become a net sink for CO2 due to decreased
upwelling of DIC in the equatorial Pacific, and the ter-
restrial biosphere to become a net source, possibly due
to increased respiration or increased incidence of natural
fires and biomass burning.
Using inverse tracer transport models and isotopic
data such as d13C measurements, several studies have
been able to try to recreate patterns of CO2 sources and
sinks and estimate regional contributions to global to-
tals. Ciais et al. (1995) identify a net sink of 3.1 GtC
yr21 into the world’s oceans, and 1.5 GtC yr21 into the
terrestrial biosphere during 1992/93. However, it is pos-
sible that this period was anomalous as it was then that
tropospheric cooling following the eruption of Pinatubo
in 1991 was at its peak. Nakazawa et al. (1997) use the
fact that d13C observations decrease in El Nin˜o years
while CO2 concentrations increase to argue that the
dominant response must come from the terrestrial bio-
sphere rather than the oceans, and Bousquet et al. (2000)
deduce that the tropical biomes are responsible for the
majority of this ENSO-driven variability. However Ray-
ner and Law (1999) point out that however successful
inversion studies are for identifying or locating sources
and sinks of CO2, they cannot be used to explain the
behavior. For this, process-based models are required.
Various studies have attempted to explain the oceanic
and terrestrial response to the ENSO cycle. In the case
of the ocean at least, a fair degree of consensus has been
reached. Most studies (e.g., Feely 1987; Winguth et al.
1994; Francey et al. 1995) agree that the dominant cause
of oceanic net uptake in El Nin˜o years is reduced up-
welling of DIC in the equatorial Pacific resulting in
reduced outgassing there (this region is the largest nat-
ural source of CO2 to the atmosphere in the world).
However other effects may also be important:
R Bacastow et al. (1980) suggest that increased SSTs in
this region will reduce the solubility of CO2 and en-
hance the outgassing. However Wong et al. (1993)
claim that this will be countered by the influence of
temperature on air–sea gas exchange: increased tem-
peratures decrease the transfer velocity and so reduce
the fluxes.
R Several studies (e.g., Wong et al. 1993; Feely 1987)
have found that reduced equatorial Pacific winds dur-
ing El Nin˜o events play a part in reducing the out-
gassing of CO2 in that region.
R Wong et al. (1993) find that the peak of nutrient ob-
served in the equatorial Pacific in non–El Nin˜o years
is not found in El Nin˜o years, implying that the re-
duced upwelling of nutrient may cause biological ac-
tivity in this region to be nutrient limited in El Nin˜o
years. However Archer et al. (1996) find that biolog-
ical changes are not responsible for changing surface
pCO2 values in the equatorial Pacific: these can be
explained solely by the changes in upwelled DIC.
R Karl et al. (1995) find that primary production in the
northern Pacific subtropical gyre does increase (by
65%) in El Nin˜o years, although it is not known what
effect this has on oceanic CO2 uptake.
There is general agreement that the terrestrial bio-
sphere is a net source of CO2 to the atmosphere in El
Nin˜o years (e.g., Francey et al. 1995; Keeling et al.
1995). Also, Myneni et al. (1998) see a response in the
normalized difference vegetation index power spectrum
at the same frequency as the ENSO cycle. However, the
mechanisms behind this response are less well under-
stood. The reason for this may be that any response of
the terrestrial carbon cycle to El Nin˜o events will be a
result of changing atmospheric conditions induced by
the El Nin˜o, whereas in the case of the ocean the main
impact on the carbon cycle is driven directly by the
same mechanism that causes the anomalous SSTs:
namely the reduced upwelling of colder, carbon-rich
deep water. Understanding the link between El Nin˜o
events and global weather patterns, and then the effect
of these on the terrestrial biosphere is more complex.
Nicholls (1991) describes how levels of precipitation
in Australia are well correlated with ENSO activity: El
Nin˜o events are often accompanied by drought and La
Nin˜a events by flooding. Such changes in precipitation
affect the growth of vegetation in Australia with above-
average growth, and therefore uptake of atmospheric
CO2, in the wet periods associated with La Nin˜a con-
ditions. Nicholls (1991) also suggests that increased
winds during the warmer, drier El Nin˜o periods increase
the incidence of natural fires, causing a net source of
CO2 to the atmosphere. Keeling et al. (1995) also sug-
gest that increased fire activity during El Nin˜o periods
contributes to a net outgassing from the terrestrial bio-
sphere, and Liew et al. (1998) estimate the CO2 emis-
4116 VOLUME 14J O U R N A L O F C L I M A T E
sions from the Southeast Asian fires in Sumatra and
Borneo in 1997 that were aggravated by the El Nin˜o–
induced drought there. However, there is no clear agree-
ment on whether changing growth and respiration rates
of vegetation are driven by temperature or precipitation
changes. Craig (1998) used a modeling study to con-
clude that changing precipitation patterns were the dom-
inant cause, in particular the changes seen in monsoon
conditions during El Nin˜o years. However, Kindermann
et al. (1996) and Gerard et al. (1999) found that when
they forced their models with both temperature and pre-
cipitation changes and with temperature changes alone,
then temperature changes alone were sufficient to pro-
duce the observed changes in terrestrial carbon uptake
and release. To further complicate the picture, Gerard
et al. (1999) noted that different vegetation types could
produce a similar net response to changing conditions
through different mechanisms: savannah-type vegeta-
tion regions tended to see larger changes in Gross Pri-
mary Productivity (GPP) and only small changes to res-
piration rates, whereas tropical forests that were not
water stressed experienced larger changes in respiration
rates and smaller changes in GPP.
3. Model description and validation
a. Model setup
The model used here (‘‘HadCM3LC’’) is a coupled
ocean–atmosphere GCM with an interactive carbon cy-
cle representing both terrestrial and oceanic carbon cy-
cles. The GCM is a version of the third Hadley Centre
coupled ocean–atmosphere model, HadCM3 (Gordon et
al. 2000), but with a lower ocean resolution of 2.58 3
3.758 and the use of flux adjustments. The carbon cycle
component comprises an ocean carbon cycle model and
a dynamic global vegetation model.
The Hadley Centre’s Ocean Carbon Cycle model
(‘‘HadOCC’’) accounts for the atmosphere–ocean sur-
face exchange of CO2, and the transfer of CO2 to depth
through both the solubility pump (Taylor 1995) and the
biological pump. The inorganic component has been
extensively tested as part of the Ocean Carbon Cycle
Intercomparison Project, by which it was found to re-
produce tracer distributions to an accuracy consistent
with other ocean GCMs (Orr 1996). The biological com-
ponent treats four additional ocean fields: nutrient, phy-
toplankton, zooplankton, and detritus (Palmer and Tot-
terdell 2001).
The terrestrial carbon cycle model, ‘‘TRIFFID’’ (Cox
2001), simulates the state of the terrestrial biosphere in
terms of the soil carbon, and the structure and coverage
of five plant functional types within each model gridbox
(broadleaf tree, needleleaf tree, C3 grass, C4 grass, and
shrub). Carbon fluxes for each type are calculated every
30 min as a function of climate and atmospheric CO2
concentration, from a coupled photosynthesis–stomatal
conductance scheme (Cox et al. 1998, 1999), which
utilizes existing models of leaf-level photosynthesis in
C3 and C4 plants (Collatz et al. 1991, 1992). Plant res-
piration is broken down into a growth component that
is proportional to the photosynthetic rate and a main-
tenance component that is assumed to increase expo-
nentially with temperature (q 5 2.0). The accumulated10y
fluxes are used to update the vegetation and soil carbon
every 10 days. The natural land cover evolves dynam-
ically based on competition between the types, which
is modeled using a Lotka–Volterra approach (Hunting-
ford et al. 2000) and a (tree–shrub–grass) dominance
hierarchy. Agricultural regions are prescribed, in which
grasslands are assumed to be dominant. Carbon lost
from the vegetation as a result of local litterfall or large-
scale disturbance, is transferred into a soil carbon pool,
where it is broken down by microorganisms that return
CO2 to the atmosphere. The soil respiration rate is de-
pendent on the soil moisture content in the manner sug-
gested by McGuire et al. (1992), and is assumed to
double for every 10 K of warming (i.e., q 5 2.0),10s
which represents a central estimate of the temperature
sensitivity based on observations (Raich and Schlesin-
ger 1992). The long-term response of TRIFFID to CO2-
induced climate change has been analyzed as part of an
offline comparison of dynamic global vegetation models
(Cramer et al. 2001).
In this paper we focus on shorter-term variability in
the carbon cycle as simulated ‘‘online’’ within the GCM.
HadCM3LC was brought to equilibrium with a ‘‘pre-
industrial’’ atmospheric CO2 concentration of 290
ppmv, starting from an observed land cover dataset
(Wilson and Henderson-Sellers 1985). From the result-
ing state, a long control run of the model was performed,
which was stable, with negligible net land–atmosphere
and ocean–atmosphere carbon fluxes in the long-term
mean, and no discernible drift in atmospheric CO2. This
simulation produces the locations of the major land bi-
omes, and estimates of the major carbon pools and flux-
es. The control experiment and results are described in
detail in Cox et al. (2000, 2001).
b. El Nin˜o–Southern Oscillation
It was described above how the natural carbon cycle
is strongly modulated by ENSO and hence any model
simulation of this modulation is limited by the model’s
ability to simulate the ENSO phenomenon. ENSO is an
inherently coupled mode of variability and models with
coarse ocean resolution (of the order of that used in
HadCM3LC) often simulate an ENSO that is either too
weak (e.g., Meehl et al. 1993; Knutson et al. 1997) or
that has a pattern of variability that is shifted to the
central Pacific from its observed eastern Pacific position
(e.g., Collins 2000). Models with higher ocean resolu-
tion (e.g., Timmermann et al. 1999; Collins et al. 2001)
are beginning to have more realistic ENSO simulations,
although there are still improvements to be made.
Figure 2 shows the interannual standard deviation of
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FIG. 2. The std dev of interannual SST anomalies in the tropical
Pacific region for (a) the HadISST1.1 observed SSTs and (b) 300 yr
of the HadCM3LC simulation. The contour interval is 0.2 K.
FIG. 3. Estimated power spectra of Nin˜o-3 SST anomalies for the
HadISST1.1 observations (solid line) and for the HadCM3LC sim-
ulation (dashed line). Power spectra were smoothed using a Tukey–
Hanning window of width 14 yr.
SST in the tropical Pacific for the observations
(HadISST1.1; Rayner et al. 2000) and for HadCM3LC.
As is the case for other coupled models with similar
ocean resolution, HadCM3LC has a region of variability
that is similar to the observations, but that extends
slightly too far into the central to west Pacific—although
this misplacement of the variability is not as pronounced
as that seen, for example, in HadCM2 (Collins 2000;
Fig. 2). Also, the model simulates more realistic vari-
ability in the eastern Pacific along the coast of South
America that was not simulated in HadCM2. The am-
plitude of the SST variability is similar to that observed,
being slightly larger than seen in the HadISST data. The
method used to construct the HadISST observations
smoothes the raw data somewhat and hence the ob-
served SST standard deviation may be a slight under-
estimation of the real standard deviation (Rayner et al.
2000). Hence the model simulates the ocean component
of ENSO with an amplitude than is similar to that ob-
served.
ENSO has a well-known timescale of 2–8 yr that can
be characterized by a broad peak in the spectra at these
periods. We use the Nin˜o-3 index for ENSO and com-
pute the power spectra by taking the Fourier transform
of the autocovariance function of the time series and
then applying a Tukey–Hanning window of width 14 yr
(e.g., Chatfield 1984). HadCM3LC has a broad peak in
the spectra at periods of 2–8 yr similar to that seen in
the power spectra of the observed Nin˜o-3 index (Fig.
3), with a peak at a slightly longer period than observed
and rather more power at subannual timescales that is
seen in the observations. Thus the model ENSO has a
timescale that is similar to that observed.
To study the teleconnection patterns we follow Tett
et al. (1997) and perform a regression analysis between
the annually averaged surface temperatures and the tem-
perature anomalies averaged in the Nin˜o-3 region. The
regression coefficients (b) are shown in Fig. 4 for the
observations (UEA-MOHHST temperature dataset;
Parker et al. 1995) and HadCM3LC. In the observations,
there are large regression coefficients in the tropical
regions over the Pacific, over the Indian Ocean, and to
a lesser extent over the tropical Atlantic. There are also
positive coefficients to the north and south of the trop-
ical Pacific showing the main midlatitude response to
ENSO. The regression coefficients of HadCM3LC are
broadly similar to those of the observations, showing
the same key features. HadCM3LC has teleconnections
that are slightly too strong in the western tropical Pa-
cific, and much too strong over Africa and the Indian
Ocean.
Another well-known feature of ENSO is the tendency
for the oscillation to reach its maximum or minimum
during Northern Hemisphere winter. The Nin˜o-3 time
series shown in Fig. 5 highlights this tendency for both
the model and the observations, although this ‘‘phase
locking’’ is perhaps not so obvious for the model series.
The enhanced subannual timescale variability in com-
parison with the observations (Fig. 4) complicates the
diagnosis of the phase locking; however, it appears that
for the major ENSO events in the model the maximum
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FIG. 4. Regression coefficients of (a) annual averaged surface air
temperature from the UEA-MOHSST dataset regressed against
HadISST1.1 Nin˜o-3 anomalies and (b) annual averaged HadCM3LC
1.5-m air temperature regressed against Nin˜o-3 SST anomalies. The
contour interval is 0.2 and values less than 20.4 are indicated by the
light shading and values greater than 0.4 are indicated by the dark
shading. (Rectangular box in both panels shows area covered by the
Nin˜o-3 index region).
amplitude of Nin˜o-3 anomaly occurs during northern
winter.
c. Temperature and precipitation response to ENSO
It was mentioned earlier that the response of the ter-
restrial carbon cycle to ENSO forcing must be through
the response of the atmospheric climate, in particular,
temperature and precipitation. Here we compare the re-
sponse of the model’s temperature and precipitation over
land to ENSO forcing with the response of observed
temperature and precipitation.
Figures 6a,c show the regression of observed tem-
perature onto the observed Nin˜o-3 index, and the re-
gression of the model’s 1.5-m air temperature onto the
model’s Nin˜o-3 index. The data have been masked to
land points. The model’s temperature response over land
is in broad agreement with the observations, although
the regression coefficients tend to be higher for the mod-
el than the observations. There is a positive correlation
between Nin˜o-3 index and temperature throughout trop-
ical land in both model and observations. The model
recreates the dipole of positive correlation in northwest
North America, and negative correlation in the southeast
and also the positive correlation over Australia. The
model however is not so good in northern Asia, where
it has a positive correlation in Siberia compared with a
negative correlation in the observations. There is also
a patch of positive correlation in the observations in
central Asia that the model does not capture.
For precipitation we use the Climatic Research Unit
(CRU) precipitation data of Hulme (1994). It should be
noted that some regions have only sparse data coverage,
which means that the data that is available may not be
representative of regional averages (Myneni et al.
(1996)). The regression coefficients of observed pre-
cipitation onto observed Nin˜o-3 index and modeled pre-
cipitation onto modeled Nin˜o-3 index are shown in Figs.
6b,d. The model data have been masked to the same
points as the observations. The model is again in broad
agreement with the observations. It captures the nega-
tive correlation in northern South America and positive
correlation in the south, and it recreates the negative
correlations in Australia and India and the positive cor-
relations in the United States and Eurasia. The main
disagreement however is in North Africa where the ob-
servations show a negative correlation and the model a
positive one. This error in the model precipitation re-
sponse to ENSO is however of little consequence for
the results of this paper as North Africa does not play
a significant role in the carbon cycle’s response to ENSO
(see Figs. 9 and 6).
The response to ENSO of the temperature and pre-
cipitation fields over land is generally well captured by
the model. There are some regions where the modeled
response is at odds with observations. These differences
are likely a result of limitations of the model, but limited
numbers of observations may also be a factor. These
areas where model and data disagree are discussed when
the response of the terrestrial ecosystem to the ENSO
forcing is examined in depth in section 4.
d. Carbon cycle response to ENSO
1) GLOBAL ATMOSPHERIC CO2 CONCENTRATION
The model’s net CO2 flux can be compared with ob-
served changes in CO2 concentration (observed large-
scale fluxes themselves are not available). Figure 7
shows observed changes in annual mean CO2 concen-
tration after the anthropogenic influence has been re-
moved (as described in section 2) plotted against ob-
served Nin˜o-3 index from the HadISST dataset.
The period from 1967 to 1981 inclusive is free from
any volcanic influence, and the two data series show a
very good correlation during this period (correlation
coefficient is 0.92; significant at the 99% level). A linear
regression has been performed to calculate a line of best
fit to the data from this period (solid line in Fig. 7). The
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FIG. 5. Time series of interannual Nin˜o-3 SST anomalies (monthly means with the annual cycle
removed) for (a) the HadISST1.1 observations and (b) the HadCM3LC simulation. The diamonds
show the Dec mean values of Nin˜o-3 indicating the phase locking of ENSO to the annual cycle,
i.e., ENSO peaks during northern winter.
slope of the line is 0.63 6 0.16 ppm yr21 8C21, that is,
atmospheric CO2 rises by 0.63 ppm yr21 for each degree
of positive temperature anomaly in the Nin˜o-3 region.
The error is calculated as the 95% confidence interval
of the regression and is shown in the figure as dotted
lines.
Data from years following a major volcanic eruption
are likely to be contaminated by the signal of the vol-
canic cooling (Jones and Cox 2001). The regression
calculation was repeated for data from the entire period
except the years 1983, 1992, 1993 (which were strongly
affected by the eruptions of El Chicho´n in 1982 and
Mount Pinatubo in 1991; these points are plotted as open
triangles in Fig. 7). The effect of the volcanic influence
is to reduce the slope slightly; the slope calculated for
this period (not shown) is 0.51 6 0.16 ppm yr21 8C21.
Figure 8a shows an equivalent plot to Fig. 7, for the
model run. The pattern is very similar to the observed
pattern (again the correlation is significant at the 99%
level), and the slope of the best-fit line is 0.60 6 0.1
ppm yr21 8C21. This is very close to the value calculated
from the observations, showing that the model’s carbon
cycle has about the right level of sensitivity to ENSO
forcing. As noted earlier, the model’s ENSO has slightly
too high a magnitude. This is evident again in Fig. 8,
where values of Nin˜o-3 index above 1.0 8C are more
common than in the observations. Therefore, even
though the model’s carbon cycle has realistic sensitivity
to ENSO, the variability in the carbon fluxes will be of
a slightly greater magnitude than observed.
Figure 9 shows the distribution of anomalous fluxes
for mean El Nin˜o conditions and La Nin˜a conditions.
The mean flux from the ocean during El Nin˜o years is
negative, with the main area of anomalous flux being
the net uptake (relative to the long-term mean) of the
equatorial Pacific. Over land, the terrestrial biosphere
becomes a net source of CO2 to the atmosphere during
El Nin˜o years. The largest response is seen in the Trop-
ics, in particular in South America. The reverse is true
in La Nin˜a years. This behavior of the terrestrial and
ocean carbon cycles responding in opposite senses to
ENSO forcing is in agreement with the findings of Keel-
ing et al. (1995) and Francey et al. (1995). Figures 8b,c
show scatterplots of the ocean and terrestrial carbon
fluxes respectively against the Nin˜o-3 index. The dif-
ference in their behavior is clear. The lines of best fit
show that for each degree of positive temperature anom-
aly in the Nin˜o-3 region, the ocean absorbs 0.49 6 0.04
GtC yr21 and the terrestrial biosphere releases 1.76 6
0.23 GtC yr21. The net is a release to the atmosphere
of 1.27 GtC yr21, or an increase of 0.60 ppm yr21. These
values are larger than that calculated by Winguth et al.
(1994) of 0.6 GtC uptake by the ocean and 2 GtC re-
leased by the land for the 1982/83 El Nin˜o that had a
Nin˜o-3 index of about 28C. However these observations
coincide with the eruption of El Chicho´n in 1982 that
cooled the troposphere and may have produced a re-
duction in the impact of the El Nin˜o on the carbon fluxes
(Jones and Cox 2001).
The sensitivity of the ocean (0.49 6 0.04 GtC yr21
8C21) compares well with Le Quere et al. (2000) who
forced an ocean GCM with observed atmospheric con-
ditions and saw variations of 60.4 GtC yr21 in ocean
fluxes during a period where the annual mean variations
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FIG. 6. Regression coefficients of (a) UEA-MOHSST temperature observations, (b) CRU precipitation observations
onto observed Nin˜o-3 index, (c) HadCM3LC temperature, and (d) precipitation onto HadCM3LC Nin˜o-3 index.
FIG. 7. Observed changes in annual mean CO2 concentration after
the anthropogenic influence has been removed (as described in the
text) plotted against observed Nin˜o-3 index. Years strongly affected
by major volcanic eruptions are denoted by open triangles. The solid
line shows a linear regression using data from 1967 to 1981 as de-
scribed in the text. The dotted lines show the 95% confidence limits
of the regression.
in the Nin˜o-3 index were 60.7 8C. In that study, the
difference between fluxes in the equatorial Pacific (be-
tween 158N and 158S) during El Nin˜o and La Nin˜a
events is 0.8 GtC yr21, or 15 gC m22 yr21. In this study,
the difference is 20 gC m22 yr21. The modeled terrestrial
biosphere is about 3.5 times more sensitive than the
ocean. Bousquet et al. (2000) see terrestrial sensitivity
double that of the ocean, but this estimate may be low
due to unaccounted for volcanic activity during the pe-
riod of that study. It can be seen in Fig. 9 that the
majority of the sensitivity lies in the Tropics. This is
the case for both the ocean and terrestrial carbon cycle.
This agrees with Le Quere et al. (2000) and Bousquet
et al. (2000). Le Quere et al. (2000) also note a region
of outgassing during La Nin˜a events in the Southern
Ocean near the Drake Passage.1 Their value of 0.8 mol
m22 yr21 (10 gC m22 yr21) is the same size as the patch
visible just to the west of the Drake Passage in Fig. 9.
For the ocean there have been some estimates from
observations of the change in outgassing of CO2 in the
equatorial Pacific associated with ENSO. As can be seen
in Fig. 9, the dominant ENSO signal from the modeled
ocean occurs in the equatorial Pacific, so any validation
of CO2 fluxes in the equatorial Pacific is valuable when
considering the global flux. Chavez et al. (1999) esti-
mate the change in the flux of CO2 from the equatorial
Pacific Ocean between non–El Nin˜o conditions in 1995/
96 and El Nin˜o conditions in 1997/98. To compare to
the model, a period of the control simulation was chosen
with a similar evolution of the Nin˜o-3 index to that
found in the 1996–99 period. The comparison of the
1 Waterway connecting Atlantic and Pacific Oceans between South
America and Antarctica.
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FIG. 8. As in Fig. 7 but for HadCM3LC: (a) global mean CO2 flux
to the atmosphere (ppm yr21) for comparison with Fig. 7; (b) ocean
and (c) terrestrial biosphere fluxes to the atmosphere (GtC yr21).
FIG. 9. Distribution of anomalous fluxes (gC m22 yr21) for (a)
mean El Nin˜o conditions and (b) mean La Nin˜a conditions in
HadCM3LC.
Nin˜o-3 index is shown in Fig. 10a. The change in the
flux of CO2 to the atmosphere for this period in the
model, moving from non–El Nin˜o conditions to El Nin˜o
conditions, is around 0.8 GtC yr21 (see Fig. 10b), com-
parable to the 0.7 GtC yr21 change calculated by Chavez
et al. (1999). However the biology in the model shows
little reaction. The background level of upwelling on
which the ENSO signal is superimposed is too high in
the model and levels of nutrient do not generally reach
limiting levels. Also more complex biological limita-
tions such as iron limitation are not included. The mech-
anisms behind the reaction of the modeled ocean to
ENSO are investigated in section 5.
2) LOCAL ATMOSPHERIC CO2 CONCENTRATIONS
When Bacastow (1976) first noted the correlation be-
tween ENSO and atmospheric CO2 changes, it was not-
ed that the correlation was lagged by a number of
months and that the lag depended on the location of the
measuring station. Bacastow (1976) found the lag be-
tween the El Nin˜o cycle and the CO2 concentration
changes to be 2½ months at Mauna Loa and 6 months
at the South Pole. Bacastow et al. (1980) also found a
lag of 7 months at Ocean Station P (508N).
Monthly CO2 concentration data for three stations,
Mauna Loa, South Pole, and Point Barrow, are available
from the CDIAC Web site. The correlation of these with
Nin˜o-3 index data from the HadISST3 dataset was stud-
ied. First the observations were processed as follows:
R A constant fraction (56%) of anthropogenic emissions
was assumed to remain in the atmosphere. This was
subtracted from the concentration records to give an
anthropogenic-free record.
R A mean seasonal cycle was calculated from the data,
and this was used to interpolate any gaps in the data.
This was necessary for February, March, and April
1965 for the Mauna Loa data and May 1983 for the
South Pole data.
R The mean seasonal cycle was then subtracted from
the time series to give the deseasonalized data in much
the same way as Elliot et al. (1991). The Nin˜o-3 data
are relative to the 1961–90 climatology and so have
already been deseasonalized in this manner.
4122 VOLUME 14J O U R N A L O F C L I M A T E
FIG. 10. (a) The Nin˜o-3 index for the period around the 1997/98
El Nin˜o calculated using the HadISST1.1 SST dataset (solid line).
Also shown is the Nin˜o-3 index from a portion of the control run
exhibiting a similar pattern of Nin˜o-3 index to the 1997/98 obser-
vational period (dashed line). (b) The air–sea flux of CO2 for the
period of the control run shown by the dashed line in (a) summed
over the region 108S–108N, 808W–1358E. The thin dashed line is
monthly data, and the thick dashed line is the 12-month running mean
of the monthly data.
FIG. 11. Variation with lag of the correlation coefficient of the rate
of change of atmospheric CO2 with Nin˜o-3 index for three flask
measurement stations: Point Barrow (thick dashed line), Mauna Loa
(thin dashed line), and the South Pole (starred dashed line). Model
results for the three stations are the solid lines–thick, thin, and starred
lines, respectively. A positive lag implies that the Nin˜o-3 index leads
the CO2 signal.
TABLE 1. Correlation coefficients and lags between atmospheric CO2 concentration at various flask measurement stations and the Nin˜o-3
index. ‘‘Obs’’ are observed values from CDIAC Web site, ‘‘model’’ is results from HadCM3LC, and ‘‘Bacastow’’ represents data presented
by Bacastow et al. (1980).
Station Latitude
Correlation coefficient
Obs Model Bacastow
Lag (months)
Obs Model Bacastow
Point Barrow
Ocean Station P
Mauna Loa
Fanning Island
South Pole
718N
508N
198N
48N
908S
0.40
0.52
0.50
0.29
0.37
0.35
0.50
0.42
0.66
0.52
0.80
0.69
8
3
4
6–8
6–7
4
4
4–5
7
3
1
6
R A time series of DCO2 was calculated from the CO2
concentration data.
R The data (both DCO2 and Nin˜o-3) were filtered with
a low-pass Chebyshev filter of half-width 10 months
to remove frequency components of period 12 months
or less.
The resulting time series of monthly DCO2 values
were correlated with the Nin˜o-3 data with a varying lag
from 0 to 24 months. Although there was a large vol-
canic eruption (Mount Pinatubo) in 1991 that had a
significant effect on global CO2 concentrations (Jones
and Cox 2001), it was found here that the correlations
were not significantly affected by inclusion of post-1991
data, and so the whole data series up to 1998 was used.
Equivalent time series of monthly CO2 concentration
data were extracted from the model for the three mea-
surement flask stations and also for Ocean Station P and
Fanning Island, and similar deseasonalizations, filtering,
and correlations were performed. The results are plotted
in Fig. 11, which shows how the correlation coefficient
varies with lag for the three stations. Table 1 shows how
the magnitude and lag of the maximum correlation
varies with observing station for the observations and
model data. The values presented in Bacastow et al.
(1980) are shown for comparison, although the data used
in that study were for a shorter period, and correlations
were performed against the Southern Oscillation index
rather than Nin˜o-3.
There is good agreement between the lagged corre-
lation behavior in the model and in the observations, in
particular between the lags at which the peaks occur.
The main difference between the observations and the
model is how the correlation drops off with increasing
lag as shown in Fig. 11. The model has a tendency to
remain more highly correlated for longer lags. The least
good fit of the three stations shown in Fig. 11 is for
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Mauna Loa. One possible reason for this is that there
is no land in the model at that point; the lack of any
contribution to local CO2 concentrations from the ter-
restrial biosphere may alter the magnitude and timing
of the correlations. There is also general agreement with
the results of Bacastow et al. (1980), although in that
study the peak correlations tended to be higher and occur
at shorter lags. Given the similarity between the model
and observations when the same data processing is per-
formed, it is possible that this difference is due to the
use of slightly different data series and processing tech-
niques.
There are two possible mechanisms that could cause
these lags. The rate of change of CO2 at a point will
have two components: one due to local fluxes and one
due to advection. The lag could be in either or both of
these components. For example, at Point Barrow the lag
could be due to a delay in the response of the local
climatic conditions to the ENSO cycle forcing, or due
to a delay in the advection of atmospheric CO2 from
the Tropics. The sign of CO2 response at Point Barrow
makes it likely that the dominant cause is due to the
delay of CO2 advected from the Tropics. This is because
the response at Point Barrow is a net increase of CO2
during El Nin˜o events. However, as shown in Fig. 9,
the local fluxes in Alaska would cause a net decrease
in CO2 if they alone were responsible for the signal.
Therefore, the increase seen at Point Barrow is likely
to come from the large tropical terrestrial sources. Sim-
ilarly at the South Pole, there are no major local sources
or sinks of CO2 and so any signal seen here must have
been advected from elsewhere. Again, the sign of the
response indicates that the tropical terrestrial source may
be responsible.
In conclusion, we can say that the model accurately
represents both the ENSO cycle, and the climate’s re-
sponse to it, and so we are justified in examining the
model’s carbon cycle response to ENSO. The global
mean CO2 response is in close agreement to the ob-
served sensitivity to ENSO forcing. Ocean and land
carbon fluxes respond in opposite sense to the forcing
with the land becoming a net source and the ocean a
net sink during El Nin˜o events. The magnitude of the
land response dominates.
On the local scale, the model simulates the response
of atmospheric CO2 at different monitoring stations
quite well. Both the strength of the correlation with
ENSO, and the time lag are well captured.
4. Response of terrestrial carbon cycle
Previous studies have forced terrestrial biosphere
models using observed climatic anomalies (e.g., Kin-
dermann et al. 1996; Craig 1998; Gerard et al. 1999).
These have yielded conflicting conclusions regarding
the dominant mechanism for ENSO-driven variability
in the carbon cycle. Kindermann et al. (1996) and Ge-
rard et al. (1999) carried out ‘‘offline’’ experiments,
which suggested that temperature anomalies were most
important. By contrast, Craig (1998) used an atmo-
sphere–land model with prescribed sea surface temper-
atures to demonstrate the importance of precipitation
variability. Here we analyze the online response of the
terrestrial biosphere to internally generated ENSO var-
iability in the HadCM3LC coupled climate–carbon cy-
cle model.
The net atmosphere to land CO2 flux, or ‘‘Net Eco-
system Productivity (NEP)’’ is the residual of three large
fluxes:
NEP 5 GPP 2 R 2 R .p s (1)
Gross Primary Productivity (GPP) is the result of pho-
tosynthesis and is dependent on incident photosynthet-
ically active radiation, atmospheric CO2 concentration,
soil moisture, leaf temperature, and atmospheric hu-
midity deficit (Cox et al. 1998). About one-half of GPP
is returned to the atmosphere by plant respiration (Rp),
which is made up of a maintenance component that
increases exponentially with temperature and a
‘‘growth’’ component, proportional to the remaining
carbon available for growth. The litterfall from vege-
tation is broken down by microbes, which return CO2
to the atmosphere as the flux from ‘‘soil respiration’’
(Rs). In TRIFFID, soil respiration is assumed to have
q10 5 2, which means that this flux doubles for every
10-K warming (all else being equal). There is also a
weaker dependence on soil moisture with maximum soil
respiration rates at intermediate values of moisture.
Figure 12 shows how the modeled Nin˜o-3 index cor-
relates with NEP and each of these components. During
an El Nin˜o event the coupled model produces a net
global land to atmosphere CO2 flux, owing largely to
negative NEP anomalies in Amazonia, tropical Africa,
India, and Australia, which are only partially counter-
acted by net uptake in the United States and in south-
ernmost South America. The pattern of GPP correlation
with Nin˜o-3 shows a resemblance to the modeled cor-
relation between precipitation and Nin˜o-3 (Fig. 6d), sug-
gesting that ENSO-driven GPP changes are as a result
of changes in soil water availability. This is especially
true in the regions where plants are likely to be water
limited, such as India and Australia (strong negative
correlations of both GPP and rainfall with Nin˜o-3) and
the southwest United States (strong positive correlations
of both GPP and rainfall with Nin˜o-3). The correlation
between Nin˜o-3 and the plant and soil respiration rates
is much more dependent on the temperature changes
associated with ENSO. The regions in which annual
mean temperature is most tightly tied to ENSO (Ama-
zonia and tropical Africa), are also the regions in which
the respiration rates are most highly correlated with
Nin˜o-3 (see Figs. 6 and 12).
These correlation maps indicate the extent to which
variability in each of the land–atmosphere fluxes is as-
sociated with ENSO. It is also useful to look at the
magnitude of the response to a given ENSO event. Table
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FIG. 12. Correlation of HadCM3LC variables with modeled Nin˜o-3 index: (a) GPP, (b) RP, (c) RS, and (d) NEP.
TABLE 2. Modeled sensitivity to ENSO by region, for annual mean values of 1.5-m air temperature (T ), precipitation (P), GPP, plant
respiration (RP), soil respiration (RS), and NEP. The magnitude of each response has been scaled by the Nin˜o-3 index in kelvin. All values
are positive for fluxes from the atmosphere to the biosphere.
Climate
T (K K21) P (mm day21 K21)
Terrestrial carbon cycle (gC m22 yr21 K21)
GPP 2Rp 2Rs NEP
Northern Amazonia
Southern South America
Tropical Africa
Tropical Asia
Australia
Southern United States
Global
0.48
20.03
0.28
0.06
0.07
20.05
0.13
20.10
0.05
0.03
20.33
20.23
0.07
0.01
235
55
21
260
244
40
24
212
219
211
15
9
211
23
231
28
220
10
3
25
25
277
29
232
235
232
24
212
2 lists the sensitivity of temperature, precipitation, GPP,
plant respiration, soil respiration, and NEP for six re-
gions of the world that show significant NEP correla-
tions with Nin˜o-3 (see Table 3). Note that the sign con-
vention used in the model is such that GPP and NEP
are positive for flux from the atmosphere and respiration
rates are positive for flux to the atmosphere. However
Table 2 lists values for 2Rp and 2Rs so that all fluxes
in the table are positive for flux from the atmosphere
to the biosphere. The response of NEP in each region
is described in more detail below.
The largest sensitivity of NEP to ENSO is seen in
northern Amazonia, where El Nin˜o is associated with a
warmer and dryer climate (see Table 2). The negative
NEP anomaly is the result of both a reduction in GPP,
as well as increases in soil and plant respiration. The
reduction in precipitation will tend to reduce GPP
through reduced soil water availability. Climatological
temperatures in the Tropics are almost optimal for pho-
tosynthesis, so the warming may also suppress produc-
tivity. Soil respiration responds primarily to tempera-
ture, and therefore increases during El Nin˜o. The same
is true for the maintenance component of plant respi-
ration, but this increase is balanced by reductions in the
growth component (which is proportional to GPP),
yielding a much smaller increase in total plant respi-
ration. The result is a large net land to atmosphere CO2
flux during El Nin˜o, primarily as a result of reduced
GPP and increased soil respiration.
The response mechanisms are different in other out-
gassing regions. The dominant climatological change in
tropical Asia and Australia is a reduction in rainfall
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TABLE 3. Coordinates used to define the regions described in the
text and used in Table 2.
West South East North
Northern Amazonia
Southern South America
Tropical Africa
Tropical Asia
Australia
Southern United States
908W
808W
208W
708E
1108E
1308W
258S
608S
208S
108S
408S
208N
308W
408W
608E
1508E
1608E
708W
158N
308S
108N
358N
108S
508N
under El Nin˜o, which acts to reduce GPP in these water-
limited areas. In both regions there are slight decreases
in soil and plant respiration despite small increases in
annual mean temperature. The reduction in total plant
respiration can be attributed to a decrease in the growth
component, which dominates any increase in mainte-
nance respiration. The small decrease in soil respiration
is probably due to its dependence on soil moisture,
which implies reducing respiration as the soil dries in
semiarid regions.
The ecosystems of tropical Africa are also a signifi-
cant CO2 source during El Nin˜o, but here yet another
balance of flux anomalies is seen. Whereas the outgas-
sing from Australia and tropical Asia is the result of
reduced GPP, increased soil and plant respiration is the
dominant response in tropical Africa. A negligible
change in annual mean precipitation under El Nin˜o
yields a negligible change in GPP. The warming (of 0.28
K in the annual mean) enhances both soil and plant
maintenance respiration.
The largest CO2 sinks during El Nin˜o are in the south-
ern parts of North and South America. Both areas ex-
perience a slightly wetter and cooler climate, which
yields large increases in GPP. There are counteracting
increases in plant respiration (due to increases in the
growth component), and soil respiration (probably due
to the moister soils). In these regions the mechanisms
appear to be similar to those in Australia and tropical
Asia, but the El Nin˜o perturbations have the opposite
sign.
Globally the land is a CO2 source during an El Nin˜o,
with GPP decreasing and soil and plant respiration both
increasing. The resulting sensitivity of global mean NEP
is equivalent to a global carbon anomaly of 1.76 GtC
yr21 per degree of Nin˜o-3 anomaly.
5. Response of ocean carbon cycle
It is clear from Fig. 9 showing the distribution of
anomalous fluxes of CO2 to the atmosphere for El Nin˜o
and La Nin˜a conditions that the dominant signal from
the ocean occurs in the equatorial Pacific.
By averaging over the 10 strongest El Nin˜o and the
10 strongest La Nin˜a events for a 100-yr section of the
control run, the equatorial Pacific Ocean state can be
compared for El Nin˜o conditions, La Nin˜a conditions,
and for mean conditions. This analysis is performed for
a region in the equatorial Pacific covering the dominant
anomalous fluxes shown in Fig. 9. Under El Nin˜o con-
ditions the outgassing of CO2 is suppressed, as com-
pared with an enhancement of outgassing of CO2 under
La Nin˜a conditions. This is illustrated by the mean air–
sea flux of CO2 in the first column of Fig. 13a. For the
strong El Nin˜o years the air–sea flux of CO2 is reduced
by one-third in comparison with the mean, whereas for
the strong La Nin˜a years, the air–sea flux of CO2 is
increased by one-third.
To determine the driving process behind ENSO var-
iability in the air–sea flux of CO2, the formula for cal-
culating the air–sea flux is considered. The air–sea flux
of CO2 (denoted F) is the product of three quantities,
the solubility of CO2 (K0), the piston velocity (y), which
has a strong dependency on wind speed, and the dif-
ference in partial pressure of CO2 between the atmo-
sphere and ocean (DpCO2), that is,
F 5 K yDpCO .0 2 (2)
It is found that the fluctuations in DpCO2, K0 and y
over periods less than a month are unimportant in the
model at longer timescales, and that the monthly mean
air–sea flux of CO2 can be reconstructed from monthly
mean values for DpCO2, K0 and y. Hence monthly mean
data are considered in the following analysis.
To examine the differences between El Nin˜o, La Nin˜a,
and mean conditions, monthly climatologies of DpCO2,
K0, and y were constructed for the strong El Nin˜o years,
the strong La Nin˜a years, and the entire control period.
These climatologies were used to reconstruct the spatial
fields of air–sea flux of CO2. The resulting reconstructed
fields were found to be very close to the spatial cli-
matologies of air–sea flux of CO2 for the given periods,
which is illustrated by comparing the spatial and tem-
poral mean of the reconstructed air–sea flux fields (col-
umn 2 in Fig. 13a) with the mean climatological air–
sea flux (column 1 in Fig. 13a).
Because using climatological fields of DpCO2, K0,
and y in Eq. (2) can reproduce the air–sea CO2 flux so
well for El Nin˜o conditions, La Nin˜a conditions, and
the entire period, sensitivity experiments can be per-
formed using the climatological fields in Eq. (2) to in-
vestigate which process dominates the ENSO variability
for the air–sea flux of CO2. To test which quantities
cause the air–sea flux of CO2 to differ from the mean
under El Nin˜o and La Nin˜a conditions, the air–sea flux
of CO2 is reconstructed for El Nin˜o and La Nin˜a con-
ditions, but with either the solubility, the piston velocity,
or the DpCO2 fields reverting to the climatology for the
entire control period. Results from these sensitivity tests
are shown in the final three columns of Fig. 13a. By
comparing the mean air–sea flux of CO2 for the sen-
sitivity experiment with the reconstructed value in col-
umn 2 of Fig. 13a, and examining whether any deviation
is toward or away from the mean value, the dominant
sensitivity of the air–sea flux of CO2 can be determined.
The sensitivity of the air–sea flux to the solubility
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FIG. 13. (a) The mean air–sea flux of CO2 in the equatorial Pacific averaged over 100 yr of
the control run (solid lines), the 10 strongest El Nin˜os (dash–dotted lines), and the 10 strongest
La Nin˜as (dashed lines). ‘‘Online’’ is from the model run, ‘‘Reconstructed’’ is calculated offline
from model climatologies of solubility, piston velocity, and DpCO2. The final three columns are
sensitivity tests (see text for details). (b) As in (a) but for ocean pCO2. This is reconstructed from
model climatological fields of the equilibrium constants, dissolved inorganic carbon (tCO2), and
alkalinity as described in the text.
and piston velocity is found to be small when compared
with the sensitivity to the DpCO2. Under El Nin˜o or La
Nin˜a conditions, if the DpCO2 is replaced by the mean
climatological field, the air–sea flux of CO2 reverts 80%
of the way back toward the mean climatology. This is
saying that under El Nin˜o conditions, the majority of
the reduction in outgassing is due to a reduction in the
DpCO2. There is a smaller contribution to the reduction
of outgassing from reduced winds reducing the piston
velocity and from lower solubility due to warmer sea
surface temperatures. There is a similar argument for
the increase in outgassing under La Nin˜a conditions.
In the equatorial Pacific region, the atmospheric pCO2
varies little at the interannual timescale (order 5 ppm)
when compared with the variability in the ocean pCO2
(order 100 ppm). Hence the ENSO variability in out-
gassing in the equatorial Pacific is driven by changes
in DpCO2 that are dominated by changes in the ocean
pCO2. In order to determine the driving process behind
the ENSO variability in ocean pCO2, a similar analysis
to that described above is performed for the ocean
pCO2.
The ocean pCO2 depends on the following: the con-
centration of dissolved inorganic carbon (known as
tCO2 or DIC); the partitioning of tCO2 between chem-
ical species; and the alkalinity. Climatologies for tCO2,
alkalinity, and the equilibrium constants determining the
chemical partitioning of tCO2 (which are dependent on
temperature and salinity) are calculated for El Nin˜o, La
Nin˜a, and mean conditions. As with the air–sea flux of
CO2, the ocean pCO2 can be reconstructed from the
climatologies (see columns 1 and 2 of Fig. 13b) and
similar sensitivity experiments can be performed.
The sensitivity experiments show that the greatest
sensitivity of the ocean pCO2 is to the surface tCO2
concentration (see the final four columns in Fig. 13b).
For example, under El Nin˜o conditions, if the tCO2 field
is replaced by the mean climatology, the mean pCO2
increases from 347.4 to 402.9 matm. In fact the other
factors influencing the ocean pCO2, that is, the equilib-
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rium constants and the alkalinity, act in the opposite
sense to the tCO2, offsetting some of the effect of chang-
es in tCO2. For example, under El Nin˜o conditions, the
reduced surface tCO2 concentration would reduce out-
gassing even further than observed in the model, were
it not for compensating changes in alkalinity and the
equilibrium constants.
With the ocean pCO2, and hence outgassing, found
to be most dependent on the tCO2 concentration, there
remains the question as to what drives the ENSO var-
iability in equatorial Pacific tCO2. Nutrient in the sur-
face equatorial Pacific is supplied by strong upwelling
and is consumed by phytoplankton growth. The mod-
eled interannual variability of phytoplankton growth is
minimal in the equatorial Pacific, with a maximum in-
fluence on nutrient of 1 mmol N m23. The interannual
variability in nutrient is of greater magnitude than this,
as it is dominated by variability in upwelling. There is
a strong correlation between the variability in nutrient
and the variability in tCO2 (correlation coefficient of
0.97). This shows that in the model, it is the ENSO
variability in upwelling that controls the surface tCO2
concentration.
It can be concluded that in the model it is variability
in the upwelling of carbon-rich deep water in the equa-
torial Pacific that is the major cause of the ENSO-in-
duced variability in the air–sea flux of CO2. This agrees
with the findings of previous studies (e.g., Winguth et
al. 1994; Feely 1987). However, as has been shown in
the sensitivity experiments, the magnitude of the vari-
ability in the air–sea flux is reduced by the upwelled
waters being higher in alkalinity and also by the effect
of temperature and salinity on the chemical partitioning
of tCO2. The magnitude of the variability of the air–
sea flux is enhanced by the effect of temperature on the
solubility of CO2 and also by the ENSO variability in
the wind speed.
6. Conclusions
When a constant fraction of the anthropogenic carbon
emissions to the atmosphere is subtracted from the in-
terannual changes in atmospheric CO2 concentration,
significant interannual variability remains. In the ab-
sence of any volcanic forcing, most of this remaining
variability can be explained by the natural carbon cycle’s
response to the El Nin˜o–Southern Oscillation (ENSO)
cycle. This response of the natural carbon cycle provides
a valuable means of validating carbon cycle models.
We have used a GCM with an interactive carbon cycle
to model the response of the natural carbon cycle to
ENSO forcing. The model’s ENSO cycle and its related
climatic response are realistic, and the model’s carbon
cycle response to this forcing agrees with observations.
The response of the terrestrial biosphere and the ocean
carbon cycle are in opposite senses, with the land be-
coming a net source and the ocean a net sink of CO2
during El Nin˜o events. This behavior also agrees with
observations. The model has been used to study in more
detail the mechanisms involved.
It is the ENSO-induced variability in upwelling of
carbon-rich deep water that is the dominant cause of the
ocean becoming a net sink of CO2 during an El Nin˜o
event. During an El Nin˜o event, the upwelling in the
equatorial Pacific is much reduced, thus reducing the
amount of cold, carbon-rich deep water reaching the
surface. This results not just in the familiar El Nin˜o SST
warming pattern, but also in a reduction of surface pCO2
in that region, and hence a reduction in the normally
large outgassing of CO2 to the atmosphere. The reduced
winds in this region also play a role in reducing the air–
sea flux. The reduced solubility of CO2 in the warmer
waters acts to increase the outgassing slightly, but this
effect is small when compared with the reduced DpCO2.
The opposite occurs during La Nin˜a events; increased
upwelling leads to elevated surface pCO2 values and
hence enhanced outgassing. This results in the ocean
becoming a net source during La Nin˜a years.
There are limitations in the model in representing all
the important oceanic processes for the carbon cycle in
the equatorial Pacific. At the present coarse ocean res-
olution, the complex current system in the equatorial
Pacific is not sufficiently resolved. For the ocean bi-
ology, the reaction to ENSO is minimal, likely due to
excessive equatorial upwelling of nitrate in the model
and structural limitations of the ecosystem model; for
example, iron limitation of phytoplankton growth is not
included. However the response of the flux of carbon
to the atmosphere related to the ENSO variability is
generally captured by the ocean model.
The terrestrial biosphere becomes a net source of CO2
to the atmosphere during El Nin˜o events. This response
is mainly tropical in origin, where GPP is reduced by
the warmer temperatures and decreased precipitation
caused by the El Nin˜o, and respiration rates are in-
creased by the warmer temperatures. These effects com-
bine to produce a negative NEP anomaly, and thus the
tropical biosphere becomes a significant source of CO2.
Other parts of the world have varying responses to
ENSO, either through different responses of local veg-
etation to climatic forcing, or through the different re-
sponse of local climate to the ENSO forcing. Again, the
opposite happens in La Nin˜a years; generally decreased
temperatures lead to increased GPP and decreased res-
piration and hence a net uptake by the biosphere.
Overall the land response is of a larger magnitude
than the ocean response and so the net response of the
global carbon cycle to ENSO forcing is that atmospheric
CO2 increases during El Nin˜o events and decreases dur-
ing La Nin˜a events.
Understanding the natural carbon cycle’s response to
climate anomalies such as ENSO will help to reduce
uncertainties in predictions of its response to anthro-
pogenic climate change, such as those presented by Cox
et al. (2000). This is especially true if, as was described
earlier, the pattern of climate change in the next century
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is ‘‘El Nin˜o–like’’ (Roeckner et al. 1999; Meehl et al.
2000; Boer et al. 2000). A realistic response to internal
climate variability is also important if a carbon cycle
model is to be coupled to a GCM for climate change
predictions. The model, HadCM3LC, is able to capture
the behavior of the individual components of the carbon
cycle due to ENSO forcing, and it recreates the global
mean response accurately.
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