Abstract-We consider a cooperative non-orthogonal multiple access system with radio frequency energy harvesting, in which a user with good channel harvests energy from its received signal and serves as a decodeand-forward relay for enhancing the performance of a user with poor channel. We here aim at maximizing the weighted sum rate of the system by optimizing the power allocation coefficient used at the source and the power splitting coefficient used at the user with good channel. By exploiting the specific structure of the considered problem, we propose a low-complexity one-dimensional search algorithm, which can provide optimal solution to the problem. As a benchmark comparison, we derive analytic expressions and simple high signal-to-noise ratio (SNR) approximations of the ergodic rates achieved at the two users and their weighted sum with fixed values of the power allocation and the power splitting coefficients, from which the scaling of the weighted sum in the high SNR region is revealed. Finally, we provide representative numerical results to demonstrate the validity of our results.
Recently, radio frequency energy harvesting (RF-EH) has become an efficient solution to prolong the lifetime of energy-constraint wireless communication systems [7] . The advantage of RF-EH is from the fact that RF signals carry both information and energy at the same time, i.e. RF-EH allows limited-power nodes to scavenge energy and process information simultaneously [8] . There exist two main RF-EH techniques, namely, time switching (TS) and power splitting (PS). With TS, a receiver switches between energy harvester and data decoder. With PS, a receiver separates the RF signals into two parts (one for EH and the other for decoding) by a PS coefficient. Here, we mainly focus on PS, since PS is considered to be more general compared to TS [9] .
In C-NOMA systems, in some cases due to the limited energy at good users, i.e. in sensors and internet-of-things contexts, it may not be possible for good users to relay signals toward poor users. To alleviate this issue, RF-EH is introduced to C-NOMA systems. Representative examples for this approach are [10] [11] [12] . Particularly, Liu et al. [10] - [11] proposed user-pair selection schemes and analyze the performance in terms of outage probability. In addition, Xu et al. [12] investigated the problem aiming at maximizing the achievable rate of a good user while guaranteeing the quality-of-service requirement of a poor user.
Different from [10] [11] [12] , in this work, we focus on maximizing weighted sum rate of an RF-EH C-NOMA system which has been still relatively open. It is worth mentioning that the problem of weighted sum rate allows to prioritize users, and thus, finds many applications in wireless communications [13] , [14] . For examples, the weights can be chosen by the controller (i.e. scheduler) based on the state of the packet queues following the max-stability policy (please refer to [14] for detail discussion); or the controller determines the weights based on the throughput for the users in the previous time slots for, e.g. proportional fairness [15] . Also, the weighted sum rate problem is encountered in network utility maximization and cross-player control policies [16] . It should be noted that the results presented in [12] cannot be directly applied to our problem due to the different structures of the two problems. Specifically, our main contributions are as follows.
r We consider an RF-EH C-NOMA system having a source and two users. We formulate the problem of weighted sum rate maximization in which power allocation (PA) and PS coefficients are the design parameters. The problem is non-convex whose optimal solution can be found by the exhaustive two-dimensional (2D) search. Towards a more efficient solution, we develop an one-dimensional (1D) search algorithm by exploiting the specific structure of the problem.
r For a comparison benchmark, we derive closed-form expressions and high signal-to-noise ratio (SNR) approximations of the ergodic rates achieved at the two users and their weighted sum with fixed PA and PS coefficients.
r We numerically demonstrate that optimized PA and PS coefficients can significantly improves the system performance in terms of weighted sum rate, i.e. 37.5% enhancement when the average SNR is 30 dB and the weight ratio is 5. On the other hand, the analysis results reveal that the scaling of the weighted sum rate is w 1 2 log 2 (SNR), where w 1 is the priority weight of the good user.
II. SYSTEM MODEL
We consider a wireless communication system consisting of a source, denoted by S, and two users which are associated with We focus on the transmission from S to the users. The transmission protocol includes two phases, each of length T in time unit. In particular, let x i , i ∈ {1, 2}, be the normalized complex signal for U i , and P S be the transmit power at S. In the first phase, S generates a superimposed signal given by x S = √ αP S x 1 + (1 − α)P S x 2 , where α denotes the PA coefficient, and broadcasts x S to the users. The received signal at U i during this phase is
where n i is the additive white Gaussian noise (AWGN) with variance N 0 at the note U i . 
where η denotes the energy conversion efficiency. U 1 decodes x 2 based on y ip 1 , then applies successive interference cancellation (SIC) before decoding x 1 . Therefore, the signal-to-interference-plus-noise ratios (SINRs) for decoding x 2 and x 1 at U 1 are as follows
respectively. Here, the last term in the denominator of γ x 2 1 (α, ρ) and γ x 1 1 (α, ρ) are due to the conversion noise which is assumed to be AWGN with variance μN 0 [17] .
In the second phase, U 1 uses the harvested energy E 1 to transmit x 2 to U 2 . The signal received at U 2 during this phase is
where we, following recent related works, have assumed that the harvested energy is used for information forwarding only, while the energy for maintaining circuit and signal processing is neglected [10] [11] [12] . We suppose that the maximal ratio combining (MRC) receiver is used at U 2 [18] . Then the SINR for decoding
In summary, the instantaneous achieved rates at U 1 and
III. WEIGHTED SUM RATE OPTIMIZATION
Our aim is to maximize the weighted sum rate of the system. Particularly, the optimization problem is formulated as
where w 1 > 0 and w 2 > 0 are the priority weights. 1 Here we focus on the case w 2 > w 1 since the optimal solution for the case w 2 ≤ w 1 is trivial, i.e. it is not difficult to justify that the optimal solution for this case is (α = 1, ρ = 0). A practical example for the considered scenario is that in cellular network, the user at cell-edge suffering bad channel conditions for a long time will be assigned a larger weight compared to the one in near base station area for fairness and/or stability [13] , [14] .
Objective function (7a) is non-convex with respect to the related variables. For achieving an optimal solution, an exhaustive 2D search procedure (over α and ρ) can be used. Clearly, doing this is highly complex and inefficient. In the following, by looking inside the problem, we develop a low-complexity 1D search algorithm which solves (7) optimally.
We start with an useful result stated as follows. Lemma 1: Let (α * , ρ * ) be an optimal of (7), then
Proof: The lemma can be proved by contradiction, i.e. we first assume that there is an optimal point such that (8) does not hold then we show that such the point does not exist. More specifically, suppose that there exists an optimal point (α * , ρ * ) such that
Clearly, it must be ρ * > 0 due to the assumption g 1 ≥ g 2 . Now, we observe that γ M RC 2 (α, ρ) and γ x 2 1 (α, ρ) are increasing and decreasing functions of ρ, respectively. And γ
Consequently, we always can find ρ > 0 such that ρ * − ρ ≥ 0, and γ
. This means the point (α * , ρ * − ρ) achieves a better objective value compared to (α * , ρ * ), which contradicts the assumption at the beginning of the proof that (α * , ρ * ) is an optimal. This implies that, at the optimal, we always have log 2 (1 + γ
). This completes the proof.
From Lemma 1 and the monotonicity of the logarithmic function, we can rewrite (7) as
where
(α, ρ))w 2 , andw 2 = w 2 /w 1 . As a further step, we equivalently rewrite (10) as
. The equivalence can be proved as follows. We first note that the left hand-side (LHS) of (10b) monotonically Algorithm 1: The 1D Search for Solving (7) Optimally.
1: For each α ∈ (0, 1), calculateρ(α) and θ(α).
increases while the right hand-side (RHS) of (10b) monotonically decreases with ρ. In addition, when ρ = 0, the RHS is larger than the LHS due to the assumption g 1 ≥ g 2 . Moreover, the RHS → 0 when ρ → 1. Thus, given α ∈ (0, 1), there exists an uniqueρ(α) ∈ (0, 1) such that (10b) is satisfied if and only if ρ ∈ [0,ρ(α)). It is noting that (10b) can be written as aρ 2 − bρ + c ≥ 0, from which we yieldρ(α). The new boundρ(α) in (11b) plays the important role in developing the proposed algorithm.
We now focus on objective function (11a). For a given α, (11a) reduces to a function of ρ given as
. We also introduce a function of α given as θ (α) = β 2 − qw 2 e (dp − ept + qw 2 td)
where β(α) = 0.5qd(w 2 − 1) + 0.5qet(w 2 + 1). We have an useful property of f α (ρ) stated as follows.
The proof of the proposition can be easily obtained via the gradient of f α (ρ) given as
The algebraic steps are skipped for the sake of brevity. The property allows us to find the optimal value of ρ when the optimal value α * is given as follows.
. In summary, we outline the proposed 1D search procedure in Algorithm 1 which outputs the optimal solution of (7).
IV. ERGODIC RATE ANALYSIS
In this section, we derive the ergodic rates achieved at the users (and their weighted sum) with fixed values of α and ρ, which can be used as a benchmark in evaluating the Algorithm 1.
Before going into detail, it is important to note that the cumulative distributed function (CDF) of the ordered variables g 1 and g 2 are given by 
A. Ergodic Rate of U 1
The ergodic rate of the U 1 is expressed as follows [18] 
where X = (1−ρ )αγ g 1 1−ρ + μ , and F X (x) is given by (16) into (15) gives
where ψ(1) = 1, ψ(2) = 1, ψ(12) = −1, and Γ(x, y) is the incomplete upper Gamma function.
B. Ergodic Rate of U 2
Similar to (15), we have
where Z = min{γ
where the correlation between Y and W is ignored. It can be readily verified that the correlation between Y and W vanishes in the high SNR region implying that the approximation is tight when the average SNR goes large. The probability term Pr[Y > z] is first derived as
Secondly, Pr[W > z] can be approximated as follows
, and
where B = (1 + μ)/ρηγδ 2 3 and K n (x) denotes the modified Bessel function of the second kind of order nth [19] . (20) is obtained by ignoring the correlation between W 1 and W 2 which is vanished in the high SNR region. We note that (z − y) is always less than
Base on this fact, we can further extend (21) as follows
Plugging (24) and (20) into (19) and (18), we obtain
which can be readily evaluated by using Matlab or Mathematica. From (17) and (26), we can straightforwardly obtain the system weighted sum rate, i.e. C 
C. High SNR Analysis
To gain novel insights from our afore-presented analytic results, we now investigate the ergodic rates in the high SNR region.
Proposition 2: In the high SNR region, the ergodic rates of U 1 and U 2 can be approximated as follows
where χ denote the Euler constant.
Proof: For C 
Then, in the high region ofγ, we can readily show that γ
, from which (28) can be obtained. Proposition 2 implies that as the average SNRγ increases, the ergodic rate of U 1 monotonically increases, however, that of U 2 is saturated. This is reasonable because asγ increases, the SNR used for decoding x 1 at U 1 also increases, and thus, the ergodic rate of U 1 increases. On the other hand, the actual SINR used for decoding x 2 is limited by the minimum of the SINRs used for decoding x 2 at U 1 and U 2 . In addition, whenγ increases, the SINR used for decoding x 2 at U 1 quickly converges to 1−α α and limits the actual SINR used for decoding x 2 , which makes the ergodic rate of U 2 saturated.
From Proposition 2, we have
which reveals that whenγ → ∞, the scaling of the system weighted sum rate is w 1 2 log 2 (γ). In other words, (29) shows that the weighted sum rate increases log-linearly with the increase of the average SNRγ.
V. NUMERICAL RESULTS AND DISCUSSIONS
We now provide representative simulated results to validate our analysis and demonstrate the enhancement of the system performance achieved by the proposed 1D algorithm. In our simulations, we set η = 0.7, i = 3, T = 1, and the coordinates of source, good user, and poor user are (0, 0), (1, 1), and (3, 0), respectively. Fig. 1 plots the ergodic rates of the considered system with fixed values of α and ρ. The first observation is that the analytic curve of C e 1 follows the corresponding simulated one excellently, while the analytic curves of C e 2 and C e su m quickly converge to the corresponding simulated curves in the medium and high SNR regions. This result implies that our analyses on the system's ergodic rates are valid. Secondly, the figure confirms our finding on the scaling of the weighted sum rate in the high SNR region. The other interesting observation is that the ergodic rate of U 2 is saturated as the average SNR gets large, revealing that increasing the average SNR (or equally increasing the transmit power P S ) cannot enhance the performance of the user with poor channel. Fig. 2 plots the system weighted sum rates with optimal and fixed values of α and ρ as functions of the average SNR. We takẽ w 2 = {2, 5}. The figure clearly shows that using the Algorithm 1 remarkably enhances the weighted sum rate of the system. Particularly, atγ = 30 dB, optimal values of α and ρ provides 37.5% and 18.4% weighted sum rate enhancements withw 2 = 5 andw 2 = 2. Thus, the results strongly suggest that the parameters α and ρ should be optimized.
In Fig. 3 , we illustrate the average of the optimal values of α and ρ (i.e. E{a * } and E{ρ * }, respectively) versusw 2 . An interesting observation is that asw 2 increases, E{a * } reduces and approaches zero. This is due to the fact that whenw 2 enlarges, U 2 has a higher priority compared to U 1 , and thus, more power should be allocated to the transmission of x 2 . On the other hand, we can also observe that E{ρ * } increases and tends to a certain value. This is because the rate of U 2 provided in Lemma 1 is an increasing function with ρ, and ρ * should be small enough so that the constraint (10b) is satisfied.
VI. CONCLUSION
We considered a C-NOMA system with RF-EH including a source and two users. We first developed a 1D search algorithm to optimally solve the problem of weighted sum rate maximization respect to the power allocation α and the power splitting coefficient ρ. Then, we derived closed-form expressions and high SNR approximations of the ergodic rates achieved at the two users with fixed values of α and ρ. The numerical results demonstrated that using the optimal values of α and ρ significantly enlarges the system weighted sum rate, i.e. 37.5% enhancement when the average SNR is 30 dB and the weight ratio is 5. In addition, we revealed that the scaling of the weighted sum rate with fixed value of α and ρ is w 1 2 log 2 (γ) in the high SNR region.
