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Résumé
Cette thèse étudie la possibilité d’appliquer les techniques de modulations multipor-
teuses de type OFDM dans les futurs systèmes de communications par satellite. Elle
traite notamment du problème de synchronisation au niveau récepteur pour les sys-
tèmes de diffusion par satellite en bande Ka. L’objectif est de proposer une structure
de réception ayant besoin du moins de ressources possibles pour synchroniser afin
d’optimiser l’efficacité spectrale du système et obtenir un gain par rapport à un sys-
tème monoporteuse. Une première partie du travail consiste à proposer et valider la
structure de synchronisation. Ses performances en termes d’efficacité spectrale sont
ensuite évaluées et comparées avec celles du DVB-S et du DVB-S2. Pour finir une
étude de la complexité calculatoire de la structure proposée est menée.
Les sources d’erreurs de synchronisation ayant été identifiées et leur impact sur les per-
formances du système évalué, il s’avère que, mis à part l’erreur de fréquence horloge,
les autres erreurs de synchronisation doivent être estimées et corrigées. La transmis-
sion en mode continu dans un système de diffusion par satellite permet l’utilisation
d’une structure bouclée de type Non-Data-Aided en réception pour corriger les er-
reurs de synchronisation. Ceci évite l’utilisation de pilotes et permet ainsi d’améliorer
l’efficacité spectrale du système. Cependant, cette structure de type aveugle nécessite
une première étape de synchronisation grossière afin de limiter les interférences inter-
symboles et inter-porteuses pouvant conduire à une non convergence des boucles. Le
procédé de synchronisation global s’effectue donc en deux étapes : une étape de syn-
chronisation grossière utilisant l’intervalle de garde et quelques pilotes, suivie d’une
étape de synchronisation plus fine utilisant des boucles de type Non-Data-Aided.
L’étape de synchronisation grossière est dimensionnée (durée de l’intervalle de garde
et nombre de pilotes) pour atteindre les performances d’estimation nécessaires à la
convergence des boucles de la structure de synchronisation fine, tout en optimisant
l’efficacité spectrale. L’efficacité spectrale obtenue est comparée avec celle des sys-
tèmes DVB-S et DVB-S2.
Les performances de l’étape de synchronisation fine, en termes de dégradation du taux
d’erreur binaire due aux erreurs de synchronisation, sont évaluées en l’absence puis
en présence de bruit de phase. Les points de fonctionnement de la structure proposée
sont donnés en utilisant les gabarits de bruit de phase des normes DVB-S2 et DVB-SH.
Un gabarit de bruit de phase de Wiener conduisant aux gigues acceptées par le DVB-
S2 à l’entrée du décodeur est établi. Le temps d’accrochage, ainsi que la complexité
calculatoire, de la structure proposée sont également évalués.
Abstract
This thesis studies the applicability of OFDM techniques for future satellite tele-
communications systems. In particular, he treats the synchronization problem at the
receiver for satellite broadcasting systems in Ka band. The system uses QAM modula-
tion with M phase stages and works in continuous mode, at small signal to noise ratio
(typically at Eb/N0 = 0dB). The main objective of this thesis is to propose a recei-
ver synchronization structure using as least resources as possible in order to optimize
spectral efficiency. Two studies are carried out. The first study consists of proposing
and validating a synchronization structure in the aim of optimizing spectral efficiency.
The second study evaluates the performance of this structure then, compares it with
existing standards such as DVB-S and DVB-S2 in terms of spectral efficiency.
For first study, synchronization errors have been identified and their impact on sys-
tem performance evaluated. These results prove that excepting clock frequency error,
other synchronization errors have to be estimed and corrected. The transmission in
continuous mode for fixed satellite broadcasting system allows the use of NDA (Non-
Data-Aided) loop structure in order to avoid the use of pilots, then improve spectral
efficiency. However, these algorithms need a coarse synchronization stage in order to
limit interference terms. So, the synchronization includes a coarse stage in order to
limit interference terms and a finer stage in order to improve system performance. For
coarse synchronization stage, simulation results prove that algorithms using guard in-
terval give better performance than whom using pilots.
The second study evaluates performance of the proposed structure. In coarse syn-
chronization stage, this evaluation allows to specify guard interval length then, calcu-
late and compare system performance in terms of spectral efficiency with its in DVB-S
and DVB-S2 standards. Then, performance evaluation of fine synchronization stage al-
lows to calculate degradations of the proposed structure in the absence and in presence
of phase noise models, one of important parameters in a telecommunications system.
This stage allows not only to define operating points of the proposed structure in pre-
sence of phase noise models in existing standards but also to define phase noise mask
of Wiener model supported by this structure.
Finally, a study on the hanging time of the proposed structure allows to evaluate
the time neccesary to this structure, based on blind algorithms, to be converged. Ano-
ther study also evaluates the complexity of this structure. This study shows that the
synchronization structure proposed in this thesis uses little resources both in terms of
spectral efficiency and number of calculations.
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Chapitre 1
Contexte et spécifications du système
Ce premier chapitre introduit le contexte actuel des systèmes par satellite. Les
normes de communications par satellite sont ensuite présentées, puis, nous exposons
les caractéristiques du canal de transmission et en particulier le bruit de phase spéci-
fique au système étudié. Enfin, nous introduisons le principe de base de la modulation
multiporteuse OFDM.
1.1 Contexte actuel des systèmes par satellite
Les systèmes par satellite ont beaucoup évolué ces dernières années, avec notam-
ment le passage de l’analogique au numérique et l’apparition des services multimédia
comme l’accès à l’internet et la vidéoconférence. Cette évolution coïncide avec celle
de la norme DVB-S vers le DVB-S2 et l’apparition de la norme DVB-RCS pour la voie
retour.
D’un autre côté, les progrès technologiques ont permis l’exploitation de la bande
Ka pour une transmission en voie montante à 30 GHz et en voie descendante à 20
GHz. L’utilisation de la bande Ka présente des avantages par rapport aux bandes de
fréquence inférieures. Elle permet une bande passante plus large et donc un débit à
transmettre plus important. De plus, la technologie multifaisceaux permet une large
réutilisation des fréquences réduisant ainsi de façon significative le coût du spectre.
Plusieurs systèmes utilisant la bande Ka existent, parmi lesquels les systèmes amé-
ricains Spaceway et Wildblue, le satellite Anik F2 de Telesat au Canada et le satel-
lite thaïlandais Ipstar pour l’Australie et l’Asie du Sud-Est. En europe, en dehors des
systèmes proposés par Ses-Astra, Eutelsat et Viasat ont récemment lancé le service
ToowayTM [1] pour les accès internet haut débit grand public, par l’intermédiaire du
satellite HOT BIRD 6. Eutelsat prévoit aussi de lancer le satellite KA-SAT en 2010,
couvrant l’Europe et le bassin méditerranéen, afin de compléter sa gamme de services
en bande Ka [2].
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1.2. Les normes DVB-S, DVB-S2, et DVB-SH
Ces systèmes utilisent les satellites géostationnaires avec des couvertures de type
multifaisceaux. Le satellite ne joue qu’un rôle de relais entre l’émetteur et le récepteur.
Les transmissions dans les systèmes par satellite actuels sont basées sur la norme DVB-
S2 pour la voie aller et DVB-RCS pour la voie retour.
En ce qui concerne l’OFDM, contrairement au cas terrestre où plusieurs systèmes
l’utilisent, seul Ipstar [3] propose des modulations de type OFDM pour transmettre
les données par le lien satellitaire. La forme d’onde OFDM proposée comporte 16
porteuses avec une porteuse centrale servant à la synchronisation. Dans ce système,
l’OFDM est combinée avec la technologie TDM (Time Division Multiplex) en voie
aller afin d’optimiser la bande passante et d’augmenter les performances.
La recherche d’autres schémas de modulation reposant sur l’OFDM pour les sys-
tèmes par satellite s’avère donc intéressante du fait qu’elle est encore très peu utili-
sée pour cette transmission alors qu’elle présente plusieurs avantages par rapport aux
systèmes monoporteuses. Elle permettra également de faciliter l’hybridation entre les
systèmes satellites et terrestres, comme spécifie la nouvelle norme DVB-SH.
1.2 Les normes DVB-S, DVB-S2, et DVB-SH
Les normes DVB-S, DVB-S2 et DVB-SH ont été standardisées par l’ETSI. Dans
cette partie, nous résumons les caractéristiques de la couche physique de ces normes.
Elles devront être prises en compte lors de la réception du signal.
1.2.1 La norme DVB-S
Achevée en 1995, la norme DVB-S est la première norme conçue en Europe pour
les transmissions par satellite. Une modulation QPSK est considérée dans cette norme.
Un codage convolutif suivi d’un entrelaceur et d’un code de Reed-Solomon est utilisé
afin de garantir une transmission efficace à faible rapport signal à bruit [4].
Principalement utilisée dans les bandes 12-14 GHz et compatible avec le MPEG-2
système, cette norme est utilisée notamment par Astra et Eutelsat en Europe, Globecast
aux États Unis et Bell TV au Canada pour proposer des services de télévision par
satellite.
1.2.2 La norme DVB-S2
Achevée en 2004, la norme DVB-S2 [5], [6] est une évolution de la norme DVB-S
pour la voie aller par satellite. C’est le standard le plus récent en matière de diffusion
de la vidéo numérique par satellite. Il bénéficie d’un certain nombre d’améliorations
par rapport à la norme DVB-S et est conçu pour couvrir une large gamme de services
par satellite (efficacité spectrale, QoS ...).
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1.2. Les normes DVB-S, DVB-S2, et DVB-SH
Afin de garantir la qualité de service requise par les différentes applications et
d’exploiter de façon plus efficace les ressources spectrales, la norme DVB-S2 adopte
à la fois un codage et une modulation adaptatifs. Elle inclut un schéma de codage
canal de type LDPC avec un code BCH de rendement proche de 1 (pour éliminer les
erreurs résiduelles), beaucoup plus puissant que celui proposé dans la norme DVB-S
qui concaténait un code convolutif et un code de Reed-Solomon.
De plus, contrairement au DVB-S qui ne propose qu’un schéma de modulation de
type QPSK, la norme DVB-S2 en propose une palette plus large (QPSK, 8PSK, 16-
APSK, 32-APSK) permettant d’augmenter l’efficacité spectrale du système. La combi-
naison des choix de la modulation et du rendement du codage dans la norme DVB-S2
permet d’obtenir une large gamme d’efficacités spectrales.
Considérons un canal de transmission de type AWGN, une synchronisation parfaite
à la réception et une absence de bruit de phase, le tableau 1.1 donne l’Es/N0 requis
pour atteindre un taux d’erreur paquet (TEP) de 10−7. Des simulations constituées de
50 itérations de trames codées de longueur de 64800 bits sont considérées.
Modulation et rendement du code Efficacité spectrale ES/N0 requis
QPSK, R = 1/4 0.5 bit/s/Hz -2.35 dB
QPSK, R = 1/3 0.7 bit/s/Hz -1.24 dB
QPSK, R = 2/5 0.8 bit/s/Hz -0.30 dB
QPSK, R = 1/2 1.0 bit/s/Hz 1.00 dB
QPSK, R = 2/3 1.3 bit/s/Hz 3.10 dB
QPSK, R = 3/4 1.5 bit/s/Hz 4.03 dB
QPSK, R = 5/6 1.7 bit/s/Hz 5.18 dB
QPSK, R = 9/10 1.8 bit/s/Hz 6.42 dB
16APSK, R = 2/3 2.64 bit/s/Hz 8.97 dB
16APSK, R = 3/4 2.97 bit/s/Hz 10.21 dB
16APSK, R = 4/5 3.17 bit/s/Hz 11.03 dB
16APSK, R = 5/6 3.30 bit/s/Hz 11.61 dB
16APSK, R = 9/10 3.57 bit/s/Hz 13.13 dB
TAB. 1.1 – Efficacité spectrale proposée dans la norme DVB-S2, rapport Es/N0 requis
pour garantir un TEP de 10−7.
1.2.3 La norme DVB-SH
La norme DVB-SH [7], [8] est une évolution du DVB-H, norme destinée aux équi-
pements mobiles, qui fournit une efficacité spectrale accrue en faisant appel à une dif-
fusion en bande S utilisée pour les communications satellites. Ce standard est au cœur
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du projet "Télévision Mobile Sans Limite" piloté par Thales, qui vise à créer une large
couverture pour la Télévision Mobile à l’aide d’une diffusion par satellite associée à
des stations-relais terrestres.
L’avantage de cette solution réside dans sa couverture ainsi que dans le fait que
la bande S soit largement disponible en Europe pour les télécommunications. Son dé-
ploiement pourra être complémentaire du DVB-H. En effet, les répéteurs DVB-H pour-
ront être déployés en environnement urbain et les répéteurs DVB-SH en zone rurale.
L’ébauche finale du DVB-SH a été diffusée par l’ETSI en Janvier 2008 et ce stan-
dard est actuellement en phase de test. Afin de couvrir une large gamme d’applications
dans le futur, le DVB-SH inclut un schéma de codage de type turbo code et déjà utilisé
dans le DVB-T. En ce qui concerne la modulation, elle comprend notamment un mo-
dulateur de type OFDM en QPSK et 16QAM avec plusieurs schémas de configurations
possibles.
Dans cette étude, nous nous intéressons particulièrement aux paramètres de la
couche physique proposés dans la norme DVB-SH car il s’agit du seul standard pro-
posé pour les communications par satellite qui propose une forme d’onde multipor-
teuse de type OFDM. En particulier nous extrairons le modèle de bruit de phase spé-
cifié dans cette norme afin d’évaluer son impact sur la structure de synchronisation
proposée dans cette étude.
1.3 Le canal de transmission
1.3.1 Modèle du canal
Pour un système de diffusion fixe par satellite, le canal de transmission est non sé-
lectif en fréquence. Il n’y a pas (ou très peu) de multitrajets. En voie aller, une gateway
envoie le signal directement à un satellite géostationnaire. Le satellite reçoit le signal,
l’amplifie puis l’envoie aux utilisateurs. Le schéma de principe d’une telle transmission
est représenté sur la figure 1.1.
Dans le cas d’une transmission par satellite, l’amplificateur à bord du satellite tra-
vaille souvent à pleine charge, le problème de non linéarité est présent entraînant une
distorsion du signal transmis. Il existe dans la littérature plusieurs travaux permettant
de résoudre ce problème [9], [10], [11]. Dans le cadre de cette étude, nous considé-
rons que le signal est correctement mis en forme après passage dans l’amplificateur.
Le satellite joue donc un rôle totalement transparent. Le canal de transmission peut
alors être modélisé par un simple bruit blanc additif gaussien (canal de type AWGN :
Additive White Gaussian Noise).
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FIG. 1.1 – Principe d’une transmission par satellite.
1.3.2 Erreurs de synchronisation
Dans un système de communication en général et par satellite en particulier, les
erreurs de synchronisation sont nombreuses et proviennent de sources différentes [12],
[13].
Elle peuvent apparaître en temporel, du fait du décalage entre l’horloge locale et
celle du signal reçu (erreur de phase et de fréquence horloge) ou en fréquentiel, du fait
du décalage entre la phase et la fréquence de la porteuse générée par l’oscillateur local
et celles du signal reçu (erreur de phase et de fréquence porteuse).
L’impact de ces erreurs de synchronisation sur les performances d’un système
OFDM sera détaillé dans le chapitre 2. Comme nous le verrons alors, cet impact est
beaucoup plus fort que pour un système monoporteuse. Une stratégie d’estimation et
de correction de ces erreurs de synchronisation sera définie et analysée.
1.3.3 Bruit de phase
1.3.3.1 Définition
Le bruit de phase dans les systèmes de communications est dû aux imperfections
des oscillateurs locaux. Théoriquement, le spectre des oscillateurs locaux est une raie
à la fréquence porteuse fos. Mais en pratique, cette raie est perturbée latéralement par
des fluctuations de fréquence, formant ainsi le bruit de phase.
Le bruit de phase est généralement défini en dB/Hz à la fréquence fel . Cela corres-
pond à l’atténuation en décibels par hertz du spectre de l’oscillateur, éloigné de fel par
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rapport à la fréquence porteuse fos [14]. La figure 1.2 illustre la définition du bruit de
phase.
FIG. 1.2 – Définition du bruit de phase.
Les standards actuels définissent un gabarit du bruit de phase accepté par le stan-
dard, où l’atténuation du spectre de l’oscillateur est donnée en fonction de fel , l’éloi-
gnement par rapport à la fréquence porteuse fos.
Le bruit de phase provoque un déphasage du signal transmis variant dans le temps.
Il est modélisé par une composante additive ϕ(t) sur la phase porteuse du signal trans-
mis.
Une partie de cette thèse sera consacrée à l’étude de l’impact du bruit de phase sur
le récepteur proposé. Trois modèles de bruit de phase seront considérés.
1.3.3.2 Bruit de phase du DVB-S2
Le gabarit en fréquence du modèle de bruit de phase proposé dans le DVB-S2 est
donné par le tableau 1.2, pour une transmission à 25MBauds.
La modélisation de ce bruit consiste à générer une séquence aléatoire dont la den-
sité spectrale de puissance doit être conforme au gabarit donné par le tableau 1.2. Pour
cela, on somme les sorties de deux filtres à réponse impulsionnelle infinie sur lesquels
on applique en entrée un bruit AWGN de variance unitaire [15], [16], [17] (voir figure
1.3). Les fonctions de transfert de ces filtres sont les suivantes :
H1(z) =
1√
2Ts
−4,7.10−11
(z−0,999975)2 (1.1)
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Fréquence Pente du gabarit
100 Hz -25 dBc/Hz
1 kHz -50 dBc/Hz
10 kHz -73 dBc/Hz
100 kHz -93 dBc/Hz
1 MHz -103 dBc/Hz
> 10 MHz -114 dBc/Hz
TAB. 1.2 – Gabarit du bruit de phase, norme DVB-S2.
FIG. 1.3 – Modèle du bruit de phase, norme DVB-S2.
H2(z) =
1√
2Ts
2,8.10−6(z−0.992015)(z−1,103181)
(z−0,991725)(z−0,9999985)(z−0,563507) (1.2)
La figure 1.4 compare la densité spectrale de puissance du bruit synthétisé avec le
gabarit proposé dans la norme DVB-S2.
1.3.3.3 Bruit de phase du DVB-SH
Le deuxième modèle de bruit de phase considéré dans cette étude est celui proposé
dans la norme DVB-SH [7], [8]. Le gabarit en fréquence de ce modèle de bruit de
phase est donné par le tableau 1.3.
La modélisation de ce bruit consiste à générer un bruit dont la densité spectrale
de puissance est conforme au gabarit donné ci-dessus. Nous avons considéré ici un
modèle fondé sur un filtre à réponse impulsionnelle finie synthétisé selon la méthode
de la fenêtre.
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FIG. 1.4 – Densité spectrale de puissance du bruit de phase synthétisé comparé au
gabarit DVB-S2.
Fréquence Pente du gabarit
10 Hz -29 dB/Hz
100 Hz -59 dB/Hz
1 kHz -69 dB/Hz
10 kHz -74 dB/Hz
100 kHz -83 dB/Hz
1 MHz -95 dB/Hz
> 10 MHz -101 dB/Hz
TAB. 1.3 – Gabarit du bruit de phase, norme DVB-SH.
La figure 1.5 compare la densité spectrale de puissance du bruit de phase synthétisé
avec le gabarit proposé dans le DVB-SH.
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FIG. 1.5 – Comparaison de la densité spectrale de puissance du bruit synthétisé com-
paré avec le gabarit du DVB-SH.
1.3.3.4 Bruit de phase de Wiener
Le troisième et dernier bruit de phase considéré est celui défini par N. Wiener [18].
C’est un modèle de bruit de phase simplifié mais paramétrable qui est défini de la façon
suivante :
– n(0) = 0
– E[n(i0 + i)−n(i0)]2 = iσ2w , ∀i, i0 > 0
où σ2w est la variance d’un bruit blanc gaussien de moyenne nulle.
Une des méthodes simples pour générer ce bruit est de faire passer un bruit blanc
gaussien de variance σ2w et de moyenne nulle dans un intégrateur d’ordre 1. La figure
1.6 illustre le principe de cette méthode.
La figure 1.7 nous donne la densité spectrale de puissance du bruit de Wiener gé-
néré avec une variance qui varie entre 10−5 et 10−7.
La structure du récepteur proposée dans la thèse sera évaluée en présence des bruits
de phase spécifiés dans le DVB-S2 et le DVB-SH. On déterminera également la puis-
sance maximale du bruit de phase de Wiener supportée par cette structure.
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FIG. 1.6 – Principe de génération d’un bruit de phase de Wiener.
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FIG. 1.7 – Densité spectrale de puissance du bruit de phase de Wiener synthétisé.
1.3.3.5 Critère de performances : gigue de phase
Dans cette étude, le codage de canal n’est pas considéré. Les performances du
système seront alors évaluées par l’intermédiaire des performances obtenues sur la
synchronisation de phase porteuse.
En effet, la qualité de la synchronisation de phase porteuse a un impact important
sur les performances du décodeur de canal, et donc du système. La gigue de l’erreur
de synchronisation doit être limitée à un seuil donné afin de garantir une dégradation
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acceptable par rapport aux performances d’un décodage optimal.
Pour la norme DVB-S2, A. Ginesi s’est basé sur des simulations pour donner dans
[17] l’écart-type de la phase porteuse requis en entrée du décodeur afin de limiter les
dégradations à 0,2 dB en sortie du décodeur. Les codes LDPC définis dans la norme
DVB-S2 et un décodeur développé par l’ESA sont considérés et les résultats obtenus
sont regroupés dans le tableau 1.4 pour les modulations QPSK et 16APSK/16QAM.
Modulation σ(φ)max en degré
QPSK 8
16APSK/16QAM 2,6
TAB. 1.4 – L’écart-type de la phase porteuse requis pour limiter les dégradations sur
les performances du récepteur DVB-S2 à 0,2dB.
Ces valeurs seront considérées afin d’évaluer les performances de la structure de
synchronisation proposée dans cette étude.
1.4 Modulation multiporteuse
1.4.1 Principe
Contrairement aux systèmes monoporteuses qui modulent sur une porteuse unique
à un débit de Rs, le principe de la modulation multiporteuse de type OFDM consiste à
transmettre les données de manière simultanée sur N porteuses modulées à un débit de
Rs
N .Le débit global reste inchangé mais chaque porteuse est moins sensible à l’étalement
des trajets sur le canal de propagation.
La figure 1.8 décrit le schéma de principe d’un modulateur OFDM en bande de
base : après un codage Bit/Symboles des bits à transmettre, les symboles complexes
{Xl}l=1,2,... sont successivement regroupés par blocs de N (conversion série/parallèle),
mis en forme sur une durée T (forme d’onde g(t)) puis envoyés sur les N porteuses
{ fn}n=−N/2...N/2−1 afin de former le signal de sortie.
Durant l’intervalle du temps [iT,(i+1)T [, le signal OFDM généré s’écrit :
si(t) =
N/2−1
∑
n=−N/2
Xi,ng(t− iT −T/2)e j2pi fnt (1.3)
Il représente le iie`me symbole OFDM, tandis que les {Xi,n}n=−N/2...N/2−1 repré-
sentent les N symboles complexes {Xl} qu’il transporte.
Le signal reçu s’écrit de façon suivante :
11
1.4. Modulation multiporteuse
FIG. 1.8 – Schéma de principe d’un modulateur OFDM.
y(t) =
∞
∑
i=1
N/2−1
∑
n=−N/2
Xi,ng(t− iT −T/2)e j2pi fnt +nn(t) (1.4)
où nn(t) est le bruit blanc additif gaussien introduit par le canal sur la nie`me porteuse.
Les symboles transmis peuvent être retrouvés en réception à l’aide d’un filtre
adapté suivi d’un échantillonneur. La figure 1.9 illustre le schéma de principe d’un
récepteur OFDM.
1.4.2 Porteuses orthogonales
Nous définissons l’efficacité spectrale comme étant le débit binaire transmis par
unité de fréquence. Dans une transmission de type OFDM, le choix de l’écartement
entre les porteuses va influer sur cette efficacité spectrale.
Plus l’espacement entre porteuses est grand, plus nous avons besoin de bande pas-
sante pour transmettre un même débit, plus l’efficacité spectrale diminue.
Pour garantir une efficacité spectrale optimale, il faut que les fréquences des por-
teuses soient les plus proches possibles, tout en garantissant une absence d’interférence
entre les informations qu’elles transportent afin que le récepteur soit capable de les re-
trouver.
Cette condition est vérifiée :
– dans le domaine temporel si les fonctions ψi,n(t) = g(t− iT −T/2)e j2pi fnt sont
orthogonales.
– dans le domaine fréquentiel si le spectre de chaque porteuse est nul aux fré-
quences des autres porteuses. Ce spectre dépend de G( f ) = T F[g(t)].
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FIG. 1.9 – Schéma de principe d’un démodulateur OFDM.
On parle de condition d’orthogonalité des porteuses.
L’orthogonalité temporelle des fonctions ψi,n(t) est indispensable dans la mise en
œuvre d’un signal OFDM.
En 1966, les travaux de R. W. Chang [19] ont permis de démontrer que l’ortho-
gonalité des fonctions ψi,n(t) se traduit par des conditions sur le module et la phase
de g(t). Parmi les fonctions disponibles, celle qui est la plus utilisée est la fonction
porte : g(t) = Rect[0,T [. Supposons que les symboles émis sont de moyenne nulle et de
variance σ2, le spectre du signal modulé sur la porteuse n s’écrit de la façon suivante :
Sn( f ) = σ
2
T
sinc2[pi( f − fn)T ] (1.5)
Ce spectre s’annule aux fréquences { f = fn + k/T} pour tout entier k. 1/T est
donc l’espacement interporteuse minimal qui garantit à la fois l’orthogonalité entre les
porteuses et une efficacité spectrale optimale.
Les spectres des différentes porteuses sont présentés sur la figure 1.10. Le spectre
d’un signal OFDM est la somme de tous ces spectres.
Notons que lorsque la mise en forme est une fonction rectangulaire de longueur T ,
les filtres adaptés en réception sont des intégrateurs sur la durée T .
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FIG. 1.10 – Spectre du signal en sortie du modulateur OFDM, décomposé sur chaque
porteuse.
1.4.3 Intervalle de garde
L’intervalle de garde, délai introduit entre la transmission de deux symboles OFDM
consécutifs, est utilisé dans les systèmes terrestres afin d’absorber l’étalement des re-
tards dus aux multitrajets. A des fins de synchronisation plus simples, on place dans cet
intervalle de garde une copie de la fin du symbole OFDM à transmettre. On le nomme
alors le préfixe cyclique.
Du fait du canal gaussien caractérisant une transmission fixe par satellite, l’inter-
valle de garde ne servira qu’à effectuer l’opération de synchronisation. Sa longueur
peut alors être beaucoup plus faible que dans les systèmes terrestres et doit être opti-
misée dans le but d’améliorer l’efficacité spectrale du système étudié par rapport aux
systèmes monoporteuses.
L’optimisation de la taille de l’intervalle de garde conduisant à la comparaison
de performances en termes d’efficacité spectrale entre les systèmes multiporteuse et
monoporteuse sera détaillée dans le chapitre 3.
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1.4.4 Implantation numérique
La réalisation analogique d’un modulateur OFDM est très complexe car il faut
utiliser un banc de modulateurs/démodulateurs synchronisés et un banc de filtres de
mise en forme/filtres adaptés avec un grand nombre de voies. C’est la raison pour
laquelle l’OFDM a été proposée pour la première fois dans les années 50 mais très peu
utilisée par la suite. Avec les progrès dans les domaines du traitement numérique du
signal, ce problème s’est simplifié conduisant à une explosion de l’utilisation de cette
technique.
En effet, lorsque les porteuses sont orthogonales et que : fn = n/T pour n =
−N/2...N/2−1, le signal généré en bande de base dans l’intervalle de temps [iT,(i+
1)T [ peut s’écrire de la façon suivante :
si(t) =
N/2−1
∑
n=−N/2
Xi,ne j2pi
nt
T (1.6)
En le discrétisant, nous obtenons :
si(k) =
N/2−1
∑
n=−N/2
Xi,ne j2pi
nk
N , k =−N/2...N/2−1 (1.7)
{si(k)}k=−N/2...N/2−1 correspond aux N échantillons du iie`me symbole OFDM. Nous
les noterons {si,k}k=−N/2...N/2−1. Ils peuvent être obtenus grâce à une transformée de
Fourier discrète inverse des symboles {Xi,n}n=−N/2...N/2−1 à transmettre. En choisis-
sant N = 2m, l’algorithme de calcul rapide de la transformée de Fourier inverse (iFFT)
peut être utilisé. Le schéma numérique d’un modulateur OFDM est alors décrit par la
figure 1.11.
FIG. 1.11 – Schéma de principe du modulateur OFDM numérique.
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A la réception, la procédure inverse est appliquée. La démodulation consiste à ef-
fectuer une transformée de Fourier discrète directe des symboles reçus. Ceci peut être
réalisé à l’aide de l’algorithme de la FFT. La figure 1.12 décrit le schéma d’un démodu-
lateur OFDM numérique. Nous notons {Yi,n}n=−N/2...N/2−1 les symboles reçus après la
FFT du récepteur, correspondant aux symboles émis {Xi,n}n=−N/2...N/2−1 placés avant
l’iFFT de l’émetteur.
FIG. 1.12 – Schéma de principe d’un démodulateur OFDM numérique.
1.4.5 Avantages et inconvénients de l’OFDM
En choisissant une durée de l’intervalle de garde appropriée, l’OFDM permet de
supprimer très simplement l’influence des multitrajets qui est un des problèmes ma-
jeurs des systèmes monoporteuses lorsque le débit de transmission augmente. D’autre
part, sa simplicité de mise en œuvre par iFFT/FFT a conduit à son utilisation massive
dans les standards terrestres.
Sur un canal de transmission fixe par satellite où le multitrajet est absent, l’inté-
rêt de la forme d’onde OFDM ne provient pas. Cependant, nous savons que dans les
systèmes de communications radiomobiles, la durée de l’intervalle de garde est grande
à cause de l’étalement des retards du canal de transmission. Le fait qu’il n’y ait pas
de multitrajets dans un canal satellite permet de diminuer considérablement la taille
de l’intervalle de garde qui ne sert plus qu’à des fins de synchronisation. L’efficacité
spectrale ainsi obtenue peut s’avérer meilleure que celle d’un système monoporteuse.
Cependant, le problème de synchronisation est un des problèmes majeurs lors
d’une transmission en OFDM. Ce point est beaucoup plus critique que pour une trans-
mission monoporteuse. L’objectif de cette thèse est de proposer une structure de syn-
chronisation adaptée à une transmission sur la voie aller d’un système par satellite. Les
ressources utilisées pour effectuer cette opération devront être optimisées afin d’obtenir
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la meilleure efficacité spectrale possible. Une comparaison avec l’efficacité spectrale
des systèmes monoporteuses actuels sera établie.
1.5 Paramètres du système
Nous présentons dans ce paragraphe les paramètres à considérer pour le système
étudié.
1.5.1 Modulation
En monoporteuse dans une transmission par satellite, les modulations de type PSK
sont préférées aux modulations de type QAM car elles ne provoquent pas de fluctuation
d’enveloppe du signal.
En multiporteuse, le problème de la fluctuation d’enveloppe est toujours présent
après l’opération de la FFT quelle que soit la modulation utilisée. De ce fait et étant
donné que l’efficacité en puissance d’une modulation M-QAM est plus grande que
celle d’une modulation PSK, nous utiliserons des porteuses modulées en QAM dans la
transmission OFDM par satellite considérée.
Nous considérons plus particulièrement dans cette étude deux types de modula-
tions, QPSK et 16QAM, pour l’évaluation des performances du système proposé.
1.5.2 Nombre de porteuses N
Dans cette étude, afin de couvrir une large gamme d’applications, nous proposons
de travailler avec plusieurs valeurs du nombre de porteuses N.
Les performances du système seront évaluées avec des valeurs de N variant de 16
à 1024 porteuses.
Le choix de la valeur du nombre de porteuses sera discuté dans le paragraphe 5.3.3
après l’analyse des performances du système en fonction de N.
1.5.3 Point de fonctionnement
Les performances du système sont évaluées dans cette étude hors codage canal.
Nous considérons les points de fonctionnement les plus faibles associés à ces modula-
tions avant codage dans les standards DVB-S et DVB-S2 [4], [5], [6].
Les rapports signal sur bruit par bit, Eb/N0, considéré à l’entrée du récepteur, sont
alors autour de 0dB pour la modulation QPSK et de 6dB pour la modulation 16QAM.
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Chapitre 2
Synchronisation en OFDM
Ce chapitre décrit, dans un premier temps, les sources d’erreurs de synchronisation
dans une transmission de type OFDM en évaluant leur impact sur les performances
du système. Il présente ensuite les algorithmes de synchronisation existants dans la
littérature. Enfin, en se basant sur ces algorithmes, une structure de synchronisation
adaptée au problème étudié est proposée.
2.1 Sources d’erreurs de synchronisation
Les erreurs de synchronisation dans un système OFDM, présentées par la figure
2.1, sont dues aux décalages en temps et en fréquence entre le signal reçu à l’entrée du
récepteur et les horloges et oscillateurs locaux en réception.
FIG. 2.1 – Sources d’erreurs de synchronisation.
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Ces erreurs de synchronisation perturbent le signal reçu et conduisent à des dé-
gradations plus ou moins importantes des performances du système. Ce paragraphe
détaille l’origine de ces erreurs et évalue leur impact sur les performances du système.
2.1.1 Erreur de phase horloge
2.1.1.1 Définition
L’erreur de phase horloge est le décalage entre l’instant d’échantillonnage du début
des symboles OFDM, après suppression de l’intervalle de garde (IG) sur le signal reçu,
et celui considéré par l’horloge d’échantillonnage du récepteur. Elle est définie par :
τ = T0hl −T0 (2.1)
où T0 désigne l’instant d’échantillonnage du début des symboles OFDM reçus et
T0hl celui considéré par l’horloge locale. T0hl est donné par un estimateur ou une boucle
de phase horloge à la réception.
La figure 2.2 illustre la définition de l’erreur de phase horloge τ qui se traduit par
un mauvais calage de la fenêtre FFT en réception.
FIG. 2.2 – Définition de l’erreur de phase horloge.
2.1.1.2 Impact de l’erreur de phase horloge
En présence du préfixe cyclique (voir paragraphe 1.4.3) placé au début du symbole
OFDM, deux cas d’erreur de phase horloge se présentent :
- L’erreur de phase horloge τ est telle que T0hl est inclu dans le préfixe cyclique. Elle
provoque alors simplement une rotation de phase fonction de l’indice de la porteuse.
Les symboles reçus en sortie de la FFT sont exprimés par [20] :
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Yi,n = e j2pin
τ
T Xi,n +nn (2.2)
où nn est le bruit thermique introduit par le canal de transmission, T est la durÃ©e
totale du symbole OFDM et n τT la rotation de phase générée sur la porteuse numéro n.
- L’erreur de phase horloge est telle que T0hl est en dehors du préfixe cyclique.
Dans ce cas, il y a, d’une part, apparition d’interférence entre symboles IES (venant
des symboles précédent ou suivant) et, d’autre part, rupture de l’orthogonalité entre
porteuses entraînant de l’interférence entre porteuses IEP. Les calculs (voir annexe A)
conduisent aux expressions suivantes des symboles reçus en sortie de la FFT :
Yi,n =
{
(1− τT )e j2pin
τ
T Xi,n + In +nn si le signal reçu est en avance(
1− τ−TgT
)
e j2pin
τ
T Xi,n + In +nn si le signal reçu est en retard
le placement du signal reçu (avance/retard) est défini par rapport à la fenêtre consi-
dérée pour la FFT en réception. In est l’interférence globale (IES+IEP) due à l’erreur
de phase horloge. Elle est gaussienne (voir annexe A) de puissance :
Pn(τ) =
( τ
T
)2
Es
[
1+2
N
∑
k=1¬k
sinc2
(
pi(k−n) τ
T
)]
, (2.3)
si le signal reçu est en avance,
Pn(τ) =
(
τ−Tg
T
)2
Es
[
1+2
N
∑
k=1¬n
sinc2
(
pi(k−n)τ−Tg
T
)]
, (2.4)
si le signal reçu est en retard. Es est l’énergie symbole.
En supposant que la rotation de phase due à l’erreur de phase horloge τ est par-
faitement corrigée, le taux d’erreur binaire (TEB) du système sur chaque porteuse
en présence de τ est donnée par l’expression suivante, pour une modulation M-QAM
transportée (voir annexe A) :
T EB′n(τ) =
2(
√
M−1)
log2(M)
√
M
erfc
√(3log2(M)
2(M−1)
Eb
N0
)
[α(τ)]2
(
1+ Pn(τ)
N0
)−1 (2.5)
où M est la taille de la constellation et :
α(τ) =
{
1− τT , quand le signal reçu est en avance
1− τ−TgT , quand le signal reçu est en retard.
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Les TEB sont évalués théoriquement et par simulation ( dans le cas où la rotation de
phase due à l’erreur de phase horloge est parfaitement corrigée) en fonction de Eb/N0
pour différentes valeurs de τ, données en pourcentage de T . Ils sont tracés sur la figure
2.3 pour une modulation QPSK et sur la figure 2.4 pour une modulation 16QAM.
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FIG. 2.3 – TEB théoriques et simulés, modulation QPSK.
En les comparant avec le TEB théorique en l’absence d’erreur de phase horloge,
nous en déduisons les dégradations des performances du système en présence d’une
erreur τ. La figure 2.5 donne les dégradations théoriques et simulées à T EB = 10−4
pour des modulations QPSK et 16QAM transportées en fonction de l’erreur de phase
horloge.
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FIG. 2.4 – TEB théoriques et simulés, modulation 16QAM.
2.1.2 Erreur de fréquence horloge
L’erreur de fréquence horloge vient du fait que la fréquence d’échantillonnage du
signal OFDM reçu est différente de la fréquence de l’horloge d’échantillonnage du
récepteur. Elle est définie de manière normalisée par :
β = T
′
ech−Tech
Tech
(2.6)
où Tech et T
′
ech sont, respectivement, la période d’échantillonnage du signal reçu et
la période de l’horloge locale de réception.
Cette erreur de fréquence horloge provoque un glissement de l’instant d’échan-
tillonnage du début du symbole OFDM et crée de l’interférence entre porteuses (IEP),
en plus d’une atténuation et d’un déphasage du signal utile. Le symbole reçu en sortie
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FIG. 2.5 – Dégradations des performances système à TEB=10−4.
de la FFT est exprimé par [20] :
Yi,n = e j2piinβsinc(nβ)Xi,n +nn + Iβ(n) (2.7)
où nn est le bruit blanc additif gaussien introduit par le canal et Iβ(n) est l’interfé-
rence due à l’erreur de fréquence horloge dont la variance est :
var
[
Iβ(n)
]
=
pi2
3 (nβ)
2 (2.8)
Notons que le déphasage dû à β dépend à la fois de l’indice du symbole OFDM i
et de l’indice de la porteuse n.
Dans une transmission par satellite, les horloges de réception sont généralement
beaucoup plus stables que celles utilisées dans les systèmes terrestres. Nous prendrons
comme hypothèse que l’erreur de fréquence horloge est généralement entre 10−4 et
10−5. Pour des soucis de la rapidité de calculs de la FFT (la taille d’une FFT est une
puissance de 2 afin de diminuer son temps de calculs) et du temps de simulations, nous
considérons deux cas de l’erreur de fréquence horloge dans cette étude : β = 1,2.10−4
et β = 6.10−5.
Dans ces conditions, l’interférence due à β, pour le nombre de porteuses N allant de
16 à 1024, peut être considérée comme faible et les dégradations engendrées comme
négligeables. Il n’est donc pas nécessaire de corriger cette erreur, à condition que le
glissement de l’instant d’échantillonnage qu’elle provoque soit corrigé régulièrement,
à la réception de chaque nouveau symbole OFDM par exemple.
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2.1.3 Erreur de fréquence porteuse
2.1.3.1 Définition
L’erreur de fréquence porteuse vient du fait que la fréquence porteuse du signal
reçu est différente de celle de l’oscillateur local de réception. Elle est définie de manière
normalisée par :
∆ f = f
′
p− fp
∆ fp (2.9)
où fp est la fréquence porteuse du signal reçu, f ′p est la fréquence porteuse de
l’oscillateur local en réception et ∆ fp est l’espacement interporteuse.
2.1.3.2 Impact de l’erreur de fréquence porteuse
En présence d’une erreur ∆ f , le signal utile est déphasé et atténué. De plus, l’or-
thogonalité des porteuses est rompue introduisant ainsi de l’IEP. Le symbole reçu à la
sortie de la FFT est exprimé par (voir annexe B) :
Yi,n = e jpi(2i+1)∆ f T sinc(pi∆ f T)Xi,n + IEPn (2.10)
où l’IEPn désigne l’interférence due à ∆ f sur la porteuse numéro n. Elle est gaus-
sienne et sa puissance est donnée par (voir annexe B) :
Pn(∆ f ) = Es
(
N/2−1
∑
k=−N/26=n
sinc2
[
pi
(
k−n
T
+∆ f
)
T
])
(2.11)
En supposant que la rotation de phase due à l’erreur de fréquence porteuse est
parfaitement corrigée, le TEB du système sur chaque sous porteuse en présence de ∆ f
est donnée par l’expression suivante pour une modulation M-QAM transportée (voir
annexe B) :
T EB′n(∆ f ) =
2(
√
M−1)
log2(M)
√
M
erfc
√3log2(M)Eb
2(M−1)N0 sinc
2 (pi∆ f T)
(
1+ Pn
N0
)−1
(2.12)
Les TEB sont évalués théoriquement et par simulation en fonction de Eb/N0 pour
différentes valeurs de ∆ f , données en pourcentage de ∆ fp. Ils sont tracés sur la figure
2.6 pour une modulation QPSK et sur la figure 2.7 pour une modulation 16QAM.
En les comparant avec le TEB théorique en l’absence d’erreur de fréquence por-
teuse, nous en déduisons les dégradations de performances du système dues à une
erreur ∆ f . La figure 2.8 donne les dégradations théoriques et simulées pour un T EB =
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FIG. 2.6 – TEB théoriques et simulés, modulation QPSK.
10−4 pour les modulations QPSK et 16QAM en fonction de l’erreur de fréquence por-
teuse.
2.1.4 Erreur de phase porteuse
L’erreur de phase porteuse φ est due à la différence de phase initiale entre le signal
reçu et l’oscillateur local de réception. Cette erreur crée un déphasage du signal utile
mais n’introduit pas d’interférence.
En présence de φ, le symbole reçu à la sortie de la FFT s’exprime par :
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FIG. 2.7 – TEB théoriques et simulés, modulation 16QAM.
Yi,n = e jφXi,n +nn (2.13)
A la réception, il faut corriger ce déphasage afin de pouvoir démoduler correcte-
ment le signal reçu.
2.1.5 Conclusion
Les erreurs de synchronisation dans une transmission de type OFDM sont diverses
et influent fortement sur la qualité de la transmission. En modulation QPSK, une er-
reur de phase horloge de 1% de la durée du symbole OFDM dégrade de 1,5 dB les
performances du système tandis qu’une erreur de fréquence porteuse de 1% de l’es-
pacement interporteuse les dégrade de 0,1 dB. En modulation 16QAM, une erreur de
phase horloge de 0,5% de la durée du symbole OFDM dégrade déjà de plus de 4 dB
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FIG. 2.8 – Dégradations du système à TEB=10−4.
les performances du système tandis qu’une erreur de fréquence porteuse de 1% de
l’espacement interporteuse les dégrade d’environ 0,4 dB.
Il est donc nécessaire de corriger ces différentes erreurs de synchronisation afin de
limiter les dégradations engendrées sur les performances du système à celles dues à
des erreurs résiduelles de synchronisation.
2.2 Algorithmes de synchronisation
Une fois les sources d’erreurs de synchronisation identifiées et leur impact sur les
performances du système évalué, il s’avère nécessaire d’estimer et de corriger ces er-
reurs afin de permettre la démodulation du signal reçu. Dans un premier temps, nous
exposons les algorithmes de synchronisation proposés dans la littérature. Puis, basé
sur ces algorithmes, une structure de synchronisation adaptée au contexte considéré
est proposée et validée.
Depuis que l’OFDM est utilisée dans les standards terrestres, tous les acteurs du
monde des télécommunications s’intéressent à cette modulation. Le problème de syn-
chronisation est un des points les plus délicats et on trouve dans la littérature de nom-
breux travaux qui s’y intéressent [21], [22].
La plupart de ces contributions a pour objectif de résoudre le problème de synchro-
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nisation dans un canal sélectif en fréquence où les multitrajets sont présents [23], [24],
[25]. Les algorithmes sont alors proposés, non seulement pour la synchronisation, mais
également pour résoudre le problème d’estimation du canal et se basent sur l’utilisation
de porteuses pilotes.
Dans le cadre d’une transmission fixe par satellite, les multitrajets sont négligeables
et le canal de transmission est non sélectif en fréquence. Il n’est donc pas nécessaire
de l’estimer. Pour cette raison, les algorithmes exploitant les porteuses pilotes ne sont
pas les mieux adaptés.
D’autres types d’algorithme proposés dans la littérature semblent plus intéressants
dans le cas qui nous intéresse. Ils sont classés en trois catégories :
– Algorithmes exploitant l’intervalle de garde.
– Algorithmes utilisant des symboles pilotes.
– Algorithmes de type aveugle.
Ces algorithmes de correction des erreurs de synchronisation sont analysés dans
les paragraphes qui suivent en détaillant leurs avantages et inconvénients.
La récupération de la phase porteuse, quant à elle, est incluse dans l’étape d’es-
timation du canal pour les systèmes terrestres. Sur un canal satellite non sélectif en
fréquence qui ne nécessite pas d’estimation de canal, on corrigera l’erreur de phase
porteuse après avoir corrigé les autres erreurs de synchronisation. En effet cette erreur
n’introduisant pas d’interférence, elle pourra être corrigée derrière la FFT de réception.
2.2.1 Algorithmes exploitant l’intervalle de garde
L’introduction d’un intervalle de garde a été proposée pour la première fois par
A.Peled [26]. Le principe est de placer un intervalle de garde au début de chaque
symbole OFDM pour absorber les multitrajets provoqués par le canal de transmission.
En 1997, Van de Beek a montré dans [27], [28] que cette information pourrait être
utilisée pour effectuer l’opération de synchronisation à la réception. L’intervalle de
garde utilisé, appelé alors préfixe cyclique, est une recopie de la fin du symbole OFDM.
En exploitant cette redondance dans le symbole OFDM, l’erreur de phase horloge τ et
l’erreur de fréquence porteuse ∆ f peuvent être estimées et corrigées.
En présence du préfixe cyclique, le signal reçu s’écrit comme suit :
r(k) = s(k− τ)e j2pi ∆ f kN +n(k) (2.14)
où N est le nombre de porteuses, s(k) est le signal émis et n(k) est le bruit gaussien
introduit dans le canal.
La fonction log-vraisemblance de τ et ∆ f s’écrit :
Λ(τ,∆ f ) = f (r/τ,∆ f ) (2.15)
où :
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– r = [r(1), ...,r(2N +Np)] est le vecteur d’observation.
– f est la densité de probabilité de r sachant τ et ∆ f .
– Np est la longueur de l’intervalle de garde en nombre d’échantillons.
En supposant que r suit une loi gaussienne, il est montré dans [27] que Λ(τ,∆ f )
peut s’écrire :
Λ(τ,∆ f ) =| γ(τ) | cos[2pi∆ f +Arg(γ(τ))]−ρΦ(τ) (2.16)
où : ρ = Eb/N0Eb/N0+1
γ(m) =
m+Np−1
∑
k=m
r(k)r∗(k +N)
Φ(m) = 12
m+Np−1
∑
k=m
| r(k) |2 + | r(k +N) |2
Les estimées de τ et∆ f sont alors données par :
τ̂ = Argmax
τ
(| γ(τ) | −ρΦ(τ)) (2.17)
∆̂ f =− 1
2pi
ArgΦ(τ̂) (2.18)
où Arg(x) représente l’argument de x.
Par la suite, d’autres travaux basés sur cette méthode mais utilisant d’autres formes
de la fonction de vraisemblance [29], [30], [31], [32], [33] ont été publiés. Dans [31],
Rosati a comparé leurs performances pour un canal AWGN et un canal présentant des
trajets multiples. Elles se revèlent être assez proches.
L’avantage des algorithmes basés sur l’utilisation d’un préfixe cyclique est qu’ils
utilisent les informations, servant à absorber l’étalement des retards, Ã des fins de
synchronisation. De plus, ils ne nécessitent pas de connaissance sur le signal reçu en
réception.
L’inconvénient de ces algorithmes réside dans l’estimation de l’erreur de fréquence
porteuse. En effet, ils ne permettent de corriger que des erreurs inférieures à l’espace-
ment interporteuse ∆ fp. Pour les erreurs supérieures à cette valeur, l’erreur résiduelle
après correction présente une ambiguïté égale à un multiple de ∆ fp qu’il faudra corri-
ger ultérieurement.
2.2.2 Algorithmes exploitant les symboles pilotes
Le principe de ces algorithmes est d’utiliser des symboles OFDM spécifiques, ap-
pelés symboles pilotes, afin d’estimer et de corriger les erreurs de synchronisation. Ces
pilotes peuvent être connus ou inconnus à la réception et peuvent être exploités avant
ou après la FFT.
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Ces algorithmes permettent d’estimer et de corriger l’erreur de fréquence porteuse
[34], [35] et l’erreur de phase horloge [36], [37], [38], [39] en utilisant la fonction de
corrélation. Les estimateurs s’améliorent progressivement en termes de performances
et permettent de corriger une erreur de fréquence porteuse de plus en plus grande.
Un des premiers à utiliser les symbole pilotes pour résoudre le problème de syn-
chronisation en OFDM était Moose en 1994 [35]. Il propose d’utiliser deux symboles
OFDM consécutifs identiques, dans le domaine fréquentiel, pour corriger l’erreur de
fréquence porteuse. La phase horloge est supposée corrigée au préalable. L’estimation
et la correction sont effectuées après la FFT. L’estimation est effectuée en comparant la
phase des symboles reçus sur les mêmes porteuses de ces deux symboles OFDM. Les
symboles pilotes ne doivent pas obligatoirement être connus du récepteur. La plage
de fonctionnement de cet algorithme est de ±12 de l’espacement interporteuse et il ne
permet pas de lever l’ambiguïté sur l’erreur de fréquence porteuse. Si l’erreur initiale
est plus importante, il propose de réduire la taille de la FFT du symbole pilote pour
augmenter l’espacement interporteuse et donc la plage de fonctionnement.
Schmidl et Cox [38] reprennent cette idée en proposant d’utiliser deux symboles
pilotes de structure particulière, permettant à la fois d’estimer la phase horloge et la
fréquence porteuse ainsi que de lever l’ambiguïté sur la fréquence porteuse. Le pre-
mier symbole, constitué de deux parties identiques de longueur N2 dans le domaine
temporel, permet d’estimer la phase horloge et de corriger la fréquence porteuse avec
une ambiguïté de 2∆ fp, en utilisant une fonction de corrélation. Le deuxième symbole
permet de lever l’ambiguïté sur la fréquence porteuse en comparant les symboles reçus
avec ceux émis sur l’ensemble des porteuses. L’estimation des erreurs de synchroni-
sation est effectuée avant la FFT alors que la levée de l’ambiguïté sur la fréquence
porteuse se fait après la FFT avec l’obligation de connaissance du symbole pilote au
niveau du récepteur.
Morelli et Mengali [37] ont amélioré cet algorithme en utilisant un seul symbole
pilote pour corriger en même temps les erreurs de phase horloge et de fréquence por-
teuse. Ce symbole pilote est formé de L parties identiques dans le domaine temporel.
L’estimation de phase horloge est effectuée grâce à la redondance de l’information pré-
sente dans ces L parties. L’estimation de fréquence porteuse, quant à elle, est effectuée
en exploitant la rotation de phase due à l’erreur de fréquence porteuse. Les estimations
sont effectuées dans le domaine temporel, avant la FFT. La plage de fonctionnement
de l’estimateur de fréquence porteuse est de ±L2 fois l’espacement interporteuse 2∆ fp.
Cela permet de s’affranchir de l’utilisation d’un deuxième symbole pour lever l’ambi-
guïté sur la fréquence porteuse.
Des améliorations de la méthode de Morelli et Mengali ont été proposées dans
[36] et [39]. Ils proposent d’utiliser un symbole pilote contenant L parties identiques
au signe près et modifient les estimateurs pour en améliorer les performances. Des
comparaisons avec les autres algorithmes, notamment celui proposé dans [38], sont
données.
31
2.2. Algorithmes de synchronisation
Dans [40], Gault propose de corriger l’erreur de fréquence horloge en utilisant un
symbole pilote dédié. Après une correction grossière en exploitant la structure particu-
lière du symbole pilote, l’erreur de fréquence horloge est corrigée de façon plus fine
en utilisant un estimateur de type DD (pour Decision-Directed).
L’avantage de ces algorithmes est qu’ils ne nécessitent pas d’informations sur tous
les symboles OFDM, améliorant ainsi l’efficacité spectrale. Leur principal inconvé-
nient réside dans les performances à faible rapport signal sur bruit, surtout pour l’es-
timation de la phase horloge. De plus, des connaissances sur le signal transmis sont
nécessaires afin de lever l’ambiguïté sur la fréquence porteuse.
2.2.3 Algorithmes utilisant les boucles
Le principe d’une boucle de synchronisation dans un système OFDM est présenté
par la figure 2.9.
FIG. 2.9 – Principe d’une boucle de synchronisation dans un système OFDM.
où yn est le paramètre à estimer et ŷn est l’estimée de ce paramètre.
L’estimée du paramètre permet de corriger l’erreur de synchronisation considérée
avant l’opération de la FFT.
L’un des premiers à proposer cette méthode de synchronisation était Daffara [41]
pour corriger l’erreur de fréquence porteuse, en supposant que la phase et la fréquence
horloge avaient été préalablement corrigées. Il s’agit en fait d’une généralisation à
l’OFDM du détecteur à maximum de vraisemblance développé pour les systèmes mo-
noporteuses dans un canal gaussien. Ce type de détecteur n’est pas adapté aux canaux
mobiles car les porteuses sont affectés par des évanouissements indépendants, mais il
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peut s’avérer intéressant dans le cas d’une transmission fixe par satellite où le canal est
non sélectif en fréquence.
Le détecteur proposé dans cet algorithme a été amélioré par le même auteur dans
[42]. Il permet le fonctionnement dans les canaux radio-mobiles et donne de meilleures
performances en termes de gigue de l’erreur résiduelle de fréquence porteuse après
correction.
D’autres algorithmes ont été proposés dans la littérature pour corriger l’erreur de
fréquence porteuse, soit en exploitant d’autres formes de la fonction de vraisemblance
[43], [44] [45], [46] soit en exploitant la rotation de phase due à l’erreur de fréquence
porteuse [47], [48], [49].
Yang [20] propose quant à lui une boucle de correction de fréquence horloge en
supposant que la fréquence porteuse a été corrigée au préalable. Cet algorithme ex-
ploite le fait que l’erreur de fréquence horloge se traduit à la sortie de la FFT par une
rotation de phase qui est fonction du numéro de la porteuse. La récupération de l’hor-
loge est effectuée en deux étapes : une étape grossière qui estime la phase horloge
en utilisant l’estimateur proposé dans [27] suivie d’une étape fine effectuée en deux
temps :
– détermination du trajet d’énergie maximale : permet de placer la fenêtre FFT à
±1 échantillon près (plage de fonctionnement de la boucle qui suit).
– utilisation d’une boucle de fréquence : permet à la fois d’obtenir le début du
symbole OFDM avec une meilleure précision et de suivre le décalage dû à l’er-
reur de fréquence horloge de celui-ci.
Dans [50], une structure de correction jointe des erreurs de fréquence horloge et de
fréquence porteuse est proposée. Les détecteurs sont basés sur la rotation de phase, en
fonction de l’indice de la porteuse n et de l’indice i du symbole OFDM, en présence
de ces erreurs de synchronisation.
En ce qui concerne l’erreur de phase horloge, Lee propose dans [51] un détecteur
basé sur la rotation de phase en fonction des indices i et n. Un pré-moyennage est
utilisé afin d’augmenter les performances du détecteur. Al-Dweik propose quant à lui
[52], [53] un détecteur de phase horloge de type avance-retard. La comparaison des
signaux en avance et en retard par rapport à la phase horloge recherchée lui permet de
l’estimer puis de la corriger.
Des détecteurs conjoints de phase horloge et de fréquence porteuse ont été propo-
sés dans la littérature [29], [54]. Ils sont basés sur la rotation de phase en fonction des
indices i et n.
L’intérêt de ces nombreux algorithmes utilisant des boucles est qu’ils évitent l’utili-
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sation des pilotes et donc permettent d’augmenter l’efficacité spectrale du système. De
plus, ils présentent de meilleures performances que ceux utilisant les estimateurs. Ce-
pendant, ils nécessitent une étape de synchronisation grossière préalable afin de limiter
les interférences introduites par l’opération de FFT.
2.2.4 Récupération de phase porteuse
Dans une transmission fixe par satellite où l’estimation du canal n’est pas néces-
saire, après avoir corrigé les autres erreurs de synchronisation, il faut encore corriger
l’erreur de phase porteuse avant de démoduler le signal reçu. Dans le but d’optimiser
l’efficacité spectrale, les algorithmes de récupération de phase porteuse de type bouclé
sont utilisés afin d’éviter l’utilisation des pilotes.
Le principe des algorithmes de récupération de phase porteuse de type bouclé est
illustré sur la figure 2.10
FIG. 2.10 – Principe d’une boucle de récupération de phase.
où yn est le signal dont on veut corriger la phase porteuse, zn est le signal après
correction et ε est la fonction d’erreur du détecteur.
L’un des premiers détecteurs pour les modulations QAM a été proposé dans [55],
[56]. Ce détecteur est basé sur la méthode DD (Decision Directed). La fonction d’er-
reur en sortie du détecteur est définie de la façon suivante :
ε = ℜ(zi,n)ℑ(ẑi,n)−ℑ(zi,n)ℜ(ẑi,n) (2.19)
où ẑi,n est le signal quantifié à partir de zi,n, ℜ(x) est la partie réelle de x et ℑ(x) est
la partie imaginaire de x.
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Une autre forme de détecteur pour les modulations QAM a été proposée dans [57],
basée sur le méthode NDA (pour Non-Data-Aided). La fonction d’erreur est définie
par :
ε = ℜ(zi,n)sgn[ℑ(zi,n)]−ℑ(zi,n)sgn[ℜ(zi,n)] (2.20)
où sgn(x) est la fonction signe de x.
Leclert et Moridi ont résumé les détecteurs proposés [58], [59], [55], [57], [56],
[60] dans [61], [62] tandis que Mottier compare leurs performances pour différents
scénarios dans [63]. La conclusion de cette comparaison est que l’un d’eux est optimal
pour les modulations QAM. La fonction d’erreur correspondante est donnée par :
ε = sign[ℑ(zn)] [ℜ(ẑn)−ℜ(zn)]− sign[ℜ(zn)] [ℑ(ẑn)−ℑ(zn)] (2.21)
Un des inconvénients majeurs de ces détecteurs est que leur plage de fonctionne-
ment est petite pour les modulation QAM d’ordre supérieur à 4, en l’occurrence pour
la 16QAM dans cette étude. Pour résoudre ce problème, plusieurs techniques ont été
proposées [64], [65], [66], [67]. Le signal d’erreur du détecteur est légèrement modifié
afin de permettre l’augmentation de la plage de fonctionnement.
Mais c’est A. Metref qui a proposé dans [68] une nouvelle méthode permettant
une augmentation significative de cette plage pour les modulations QAM. Il a proposé
de modifier complètement la fonction de quantification du détecteur optimal validé
précédemment en proposant les zones de décision différentes.
L’estimée des symboles reçus reste classique en QPSK. En 16QAM, quatre zones
sont définies afin de prendre des décisions (ẑn) sur les symboles reçus (zn) (voir figure
2.11). La zone 1 est délimitée par ℜ(zn) = ±2 et ℑ(zn) = ±2. La zone 2 est la zone
hachurée avec des carrés. La zone 3 est la zone hachurée de manière zébrée. La zone 4
est la zone restante.
Lorsque zn appartient à la zone 1, on affecte ẑn au point le plus proche parmi A1,
B1, C1, D1. Lorsque zn appartient à la zone 2, on affecte ẑn au point le plus proche
parmi A2, B2, C2, D2. Lorsque zn appartient à la zone 3, on affecte ẑn au point le plus
proche parmi A3, B3, C3, D3. Lorsque zn appartient à la zone 4, on affecte ẑn au point
le plus proche parmi A4, B4, C4, D4.
Afin d’optimiser la plage de fonctionnement du détecteur, les paramètres délimitant
les zones de décision sont fixés aux valeurs suivantes [68] : α = 0,7, ζ = 2, α2 = 0,23
et α3 = 0,25.
Cette modification permet d’élargir la plage de fonctionnement en 16QAM jusqu’à
[−pi,pi] avec une ambiguïté de pi2 (au lieu de [−0,12pi,0,12pi] pour le détecteur initial
proposé dans [61] en 16QAM).
C’est ce détecteur que nous allons considérer pour la récupération de phase por-
teuse dans cette étude.
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FIG. 2.11 – Zones de décision en 16QAM.
2.3 Structure de synchronisation proposée
Dans un système de diffusion par satellite, le canal est non sélectif en fréquence. Il
n’y a pas de multitrajets. De plus, l’objectif du dimensionnement du système proposé
est d’optimiser l’efficacité spectrale. Il est donc préférable d’utiliser les boucles de
type aveugle car elles n’utilisent pas de ressources inutiles et leurs performances sont
meilleures que les algorithmes de type d’estimateur.
Cependant, les détecteurs étant situés après la FFT, une première estimation des
erreurs de synchronisation est nécessaire afin de limiter les interférences IES et IEP
générées par la FFT pour permettre aux boucles de converger. La structure proposée
comprend donc deux étapes : une étape de synchronisation grossière et une étape de
synchronisation fine.
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L’étape de synchronisation grossière a pour objectif de :
– Retrouver les sous porteuses dans le bon ordre à la sortie de la FFT.
– Réduire les termes d’interférence dus aux erreurs de synchronisation.
Plus clairement, elle permet de corriger les erreurs de phase horloge et de fréquence
porteuse et de lever l’ambiguïté sur la fréquence porteuse afin de permettre l’opération
FFT puis la convergence des boucles utilisées dans l’étape suivante.
Basée sur les performances de la première étape, l’étape de synchronisation fine
corrige les erreurs résiduelles de synchronisation en utilisant une structure bouclée de
type NDA. Elle permet d’améliorer les performances du système et d’éviter l’utilisa-
tion de pilotes, ce qui conduit à augmenter l’efficacité spectrale.
Dans une transmission par satellite, l’erreur de fréquence horloge β est très faible
du fait que les horloges sont très stables. De plus, les dégradations due à cette erreur
β sont négligeables (voir section 1.3.2). Il est donc inutile de corriger cette erreur de
synchronisation.
L’étape de synchronisation fine comprend deux boucles imbriquées de phase hor-
loge et de fréquence porteuse, suivie d’une boucle de phase porteuse. Le schéma gé-
néral de la structure de synchronisation proposée est donné par la figure 2.12.
La synchronisation des erreurs de phase horloge et de fréquence porteuse est pré-
sentée au chapitre 3. Des algorithmes de synchronisation optimisés sont proposés et
leurs performances évaluées. La récupération de phase porteuse est présentée au cha-
pitre 4. Le chapitre 5 est consacré à l’évaluation des performances de la structure com-
plète ainsi que la comparaison de performances en termes d’efficacité spectrale entre
la structure proposée et les systèmes monoporteuses. Une étude de la complexité de la
structure proposée est également présentée.
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FIG. 2.12 – Structure générale de synchronisation.
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Chapitre 3
Synchronisation de fréquence porteuse
et de phase horloge
Dans le paragraphe 2.1.2, nous avons vu que l’erreur de fréquence horloge pour
le système considéré est faible. La dégradation sur les performances du système due à
celle-ci est négligeable. Il n’est donc pas nécessaire de corriger cette erreur de synchro-
nisation. Il reste alors à corriger les erreurs de phase horloge et de fréquence porteuse.
Dans le paragraphe 2.3, nous avons proposé d’effectuer la correction de fréquence
porteuse et de phase horloge en deux étapes. La première étape consiste à corriger
grossièrement ces erreurs avant la FFT afin de limiter les interférences et de permettre
de corriger ces erreurs de façon plus fine pour améliorer les performances du système
dans une deuxième étape.
L’étape de synchronisation fine est basée sur une structure bouclée. Les valeurs
des erreurs résiduelles (en sortie de l’étape de synchronisation grossière) tolérées dé-
pendent des paramètres de boucles utilisées dans l’étape de synchronisation fine.
Nous commencerons donc par introduire les algorithmes de synchronisation fine
afin de déterminer les erreurs résiduelles tolérables sur la fréquence porteuse et la phase
horloge en sortie de l’étape de synchronisation grossière. L’étape de synchronisation
grossière sera alors définie pour satisfaire ces conditions.
3.1 Étape de synchronisation fine
L’étape de synchronisation fine de fréquence porteuse et de phase horloge com-
prend deux boucles imbriquées. Le schéma synoptique de cette étape est illustré par la
figure 3.1.
Les détecteurs de fréquence porteuse et de phase horloge sont basés sur la rotation
de phase porteuse sur les symboles reçus due aux erreurs de synchronisation. En effet,
en présence de ces erreurs de synchronisation, les symboles reçus sont déphasés, atté-
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FIG. 3.1 – Schéma synoptique de l’étape de synchronisation fine de fréquence porteuse
et de phase horloge.
nués et un terme d’interférence apparaît. L’expression du symbole reçu en sortie de la
FFT s’écrit comme suit :
Yi,n = Ae jθi,nXi,n + Ii,n +ni,n, (3.1)
où A désigne l’atténuation globale du signal utile, θi,n désigne la rotation globale de
phase sur la nie`me porteuse du iie`me symbole OFDM, Ii,n désigne l’interférence globale
et ni,n est le bruit thermique.
En se basant sur la rotation de phase due à chacune de ces erreurs de synchronisa-
tion (voir chapitre 2) et en supposant que ces rotations sont indépendantes, l’expression
de la rotation globale de phase porteuse peut être exprimée par l’équation suivante :
θi,n = φ+2pinτ+pi(2i+1)∆ f T +2piinβ (3.2)
La figure 3.2 trace la rotation théorique et la rotation de la phase porteuse obtenue
par simulation, en l’absence de bruit thermique pour N = 256, φ = pi/4, ∆ f = 5%∆ fp,
β = 6.10−5 et τ = 4 échantillons.
Le bruit sur la phase simulée est dû aux interférences résultant des erreurs de fré-
quence horloge et de fréquence porteuse.
Basée sur cette expression de la rotation de phase en fonction de i, de n et des
erreurs de synchronisation, les détecteurs de fréquence porteuse et de phase horloge
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FIG. 3.2 – Rotation de phase due aux erreurs de synchronisation.
sont définis.
3.1.1 Boucle de fréquence porteuse
3.1.1.1 Détecteur de fréquence porteuse
Dans le paragraphe 2.2.3, plusieurs types de détecteurs de fréquence porteuse exis-
tant dans la littérature ont été présentés. Dans cette étude, nous proposons un nouveau
détecteur de fréquence porteuse basé sur la rotation de phase.
En effet, à partir de l’équation 3.2, nous déduisons :
ϕi,n = θi,n−θi−1,n = 2pi∆ f +2pinβ (3.3)
Pour une valeur de i fixée, l’ensemble {ϕi,n}n=−N2 ,..., N2 −1 constitue alors une droite
de pente égale à 2piβ et d’ordonnée à l’origine égale à 2pi∆ f . Étant donné que la pente
est très faible devant l’ordonnée à l’origine, la valeur de ∆ f peut donc être estimée par
le moyennage sur les N valeurs de ϕi,n.
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Le détecteur basé sur la rotation de phase en fonction des indices i et n est alors
défini par :
Di = Arg
[
N/2+1
∑
n=−N/2
(
Yi,nY ∗i−1,n
)4] (3.4)
L’élévation à la puissance 4 permet de supprimer la modulation M-QAM. Ce dé-
tecteur est noté DBRP (Détecteur Basé sur Rotation de Phase) par la suite.
3.1.1.2 Plage de fonctionnement
La plage de fonctionnement de la boucle de fréquence porteuse est la plage de
fréquence pour laquelle la boucle converge. Cette plage de fonctionnement est calculée
à partir de la caractéristique du détecteur de fréquence porteuse. Celle-ci est tracée
sur la figure 3.3 en fonction de l’erreur de fréquence porteuse ∆ f (en pourcentage de
l’espacement interporteuse ∆ fp) pour plusieurs valeurs de Eb/N0 et pour N = 256. Les
modulations QPSK et 16QAM sont considérées.
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FIG. 3.3 – Caractéristique de la boucle de fréquence porteuse.
Les mesures de la largeur de cette plage montrent qu’elle ne dépend pas du rap-
port Eb/N0. Pour N = 256, elle est égale à [−∆ fmax,∆ fmax] avec, ∆ fmax = 11,5% de
l’espacement interporteuse pour les deux modulations QPSK et 16QAM.
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La figure 3.4 trace la valeur de ∆ fmax mesurée en fonction du nombre de porteuses
N, pour les deux modulations QPSK et 16QAM. Le rapport Eb/N0 est fixé à 0dB.
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FIG. 3.4 – Valeurs de ∆ fmax en fonction de N.
La valeur de ∆ fmax ne dépend ni de la modulation, ni du nombre de porteuses N,
elle est égale à 11,5% de l’espacement interporteuse. En sortie de l’étape de synchroni-
sation grossière, l’erreur résiduelle de fréquence porteuse doit donc être comprise dans
l’intervalle [−∆ fmax,∆ fmax] afin d’assurer la convergence de la boucle de fréquence
porteuse.
3.1.1.3 Comparaison avec d’autres détecteurs
Les performances de ce détecteur sont comparées avec celles de trois détecteurs
proposés dans la littérature. Ils sont proposés par Morelli [37], Lottici [43], et Roh [45]
et seront ici respectivement appelés détecteurs de LAM, RCP et MAM, en utilisant les
initiales des auteurs qui les proposent.
La figure 3.5 évalue l’écart-type de l’erreur résiduelle de fréquence porteuse en
sortie de la boucle en fonction du rapport Eb/N0. Les paramètres sont : N = 512, β = 0,
τ = 0, une modulation QPSK sur chaque porteuse et une bande de bruit BlT = 10−2.
Nous constatons qu’en l’absence d’erreur de fréquence horloge, le détecteur DBRP
présente des performances légèrement supérieures à celles du détecteur LAM et leurs
performances sont meilleures que celles des deux autres détecteurs.
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FIG. 3.5 – Écart-type de l’erreur résiduelle de fréquence porteuse en fonction du rap-
port Eb/N0, pour différents détecteurs, β = 0.
Nous allons également évaluer leurs performances en présence d’une erreur non
nulle de fréquence horloge. Ces résultats sont présentés par la figure 3.6 pour β =
6.10−5.
Dans ce cas, le détecteur DBRP présente des performances meilleures que celles
des autres détecteurs. Ceci est dû au fait que dans le cas où β est non nul, la construc-
tion du détecteur DBRP prend en compte l’impact de β sur les performances grâce
à un moyennage de phase sur toutes les porteuses. De plus, la faible dégradation des
performances en présence de β justifie le choix de ne pas corriger β.
Notons aussi que le détecteur DBRP utilisant deux symboles OFDM consécutifs
pour estimer l’erreur de fréquence porteuse, celle-ci est corrigée tous les 2 symboles
OFDM.
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FIG. 3.6 – Écart-type de l’erreur résiduelle de fréquence porteuse en fonction du rap-
port Eb/N0, pour différents détecteurs, β = 6.10−5.
3.1.1.4 Performances de la boucle
Dans l’annexe C, la variance théorique de l’erreur résiduelle de fréquence porteuse
en sortie de la boucle de fréquence porteuse est calculée. Elle est donnée par :
var(∆ f ) = BlT32pi2N(Es/N0)
(
2+ 9
Es/N0
+
12
(Es/N0)2
+
3
(Es/N0)3
)
×
(
19+ 244
Es/N0
+
966
(Es/N0)2
+
1068
(Es/N0)3
+
267
(Es/N0)4
) (3.5)
La figure 3.7 compare les variances théorique et simulée de l’erreur de fréquence
porteuse pour un nombre de porteuses N = 512, une modulation QPSK transportée sur
chaque porteuse et deux valeurs de la bande de bruit : BlT = 10−2 et BlT = 10−3.
Les figures 3.8 et 3.9 présentent l’écart-type de l’erreur résiduelle de fréquence por-
teuse obtenu pour différentes valeurs de la bande de bruit, en fonction de Eb/N0, dans
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FIG. 3.7 – Performances théoriques et simulées de la boucle de fréquence porteuse.
le cas d’une modulation QPSK (figure 3.8) et dans le cas d’une modulation 16QAM
(figure 3.9) sur chaque porteuse. Le nombre de porteuses est N = 512.
En sortie de la boucle de fréquence porteuse, l’erreur résiduelle présente un écart-
type inférieur à 1,5% de l’espacement interporteuse pour une modulation QPSK et
inférieur à 0,7% en 16QAM. Les dégradations de performances dues à ces erreurs
résiduelles sont inférieures à 0,2dB (voir paragraphe 2.1.3.2).
Notons que cette erreur se traduit par un bruit de phase sur chaque porteuse qu’il
faudra prendre en compte lors de l’étude de la boucle de phase porteuse.
3.1.2 Boucle de phase horloge
Rappelons que la phase horloge correspond à la position du début de la fenêtre sur
laquelle on va faire la FFT.
3.1.2.1 Choix du détecteur
A partir de l’équation 3.2, nous constatons que pour une valeur de i fixée et pour
une valeur normalisée de β négligeable devant τ, l’ensemble des rotations de phase
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FIG. 3.8 – Performance de la boucle de fréquence porteuse, modulation QPSK.
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FIG. 3.9 – Performance de la boucle de fréquence porteuse, modulation 16QAM.
47
3.1. Étape de synchronisation fine
{θi,n}n=−N/2...N/2−1 du iie`me symbole OFDM constitue une droite de pente proportion-
nelle à τ. Ainsi, τ peut être estimé à partir de cette pente. Ce détecteur est proposé dans
[51] :
uτ(i) = Arg
[
N/2−2
∑
n=−N/2
(
Yi,n+1Y ∗i,n
)4] (3.6)
L’élévation à la puissance 4 permet de supprimer la modulation QAM.
Dans le but d’améliorer les performances de ce détecteur, une pré-sommation sur
w symboles consécutifs est effectuée :
Qp = 1
w
w−1
∑
n=0
Y 4i,n−N/2+pw (3.7)
L’expression du nouveau détecteur devient [51] :
uτ(i) =
1
w
Arg
[
N/w
∑
p=2
QpQ∗p−1
]
(3.8)
La figure 3.10 en illustre le principe.
FIG. 3.10 – Principe du détecteur de phase horloge.
Le paramètre w est ajustable. Quand w augmente, les performances du détecteur
s’améliorent car la pré-sommation permet d’augmenter le rapport signal sur bruit. Mais
la plage de fonctionnement de la boucle de phase horloge diminue (voir paragraphe
suivant).
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3.1.2.2 Plage de fonctionnement
La plage de fonctionnement de la boucle de phase horloge est la plage dans laquelle
la phase horloge après correction (par l’étape de synchronisation grossière) doit être
comprise au démarrage de la boucle afin de permettre l’accrochage de celle-ci.
Sa largeur excède celle de l’intervalle de garde. En effet, le détecteur de la boucle
de phase horloge peut supporter une certaine interférence du fait que le début considéré
pour la fenêtre FFT de réception se trouve en dehors de l’intervalle de garde à cause
de l’erreur de phase horloge (voir paragraphe 2.1.1.2).
La plage excédentaire (par rapport à l’intervalle de garde) supportée est donnée par
la plage de fonctionnement de la boucle de phase horloge en l’absence de l’intervalle de
garde. On peut constater sur les figures 3.11 (modulation QPSK sur chaque porteuse)
et 3.12 (modulation 16QAM sur chaque porteuse) qu’elle est indépendante de Eb/N0.
La figure 3.13 trace la largeur de cette plage excédentaire en fonction du paramètre w,
pour des modulations QPSK et 16QAM transportées et pour différentes valeurs de N.
La largeur de cette plage ne dépend ni de N ni du rapport Eb/N0. Elle ne dépend que
de w.
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FIG. 3.11 – Caractéristique du détecteur de phase horloge, modulation QPSK.
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FIG. 3.12 – Caractéristique du détecteur de phase horloge, modulation 16QAM.
Le tableau 3.1 donne la largeur obtenue par simulation de la plage de fonction-
nement de la boucle de phase horloge (intervalle de garde + plage excédentaire) en
fonction de w, de la durée T du symbole OFDM et de la durée Tg de l’intervalle de
garde.
L’erreur résiduelle de phase horloge en sortie de l’étape de synchronisation gros-
sière devra être incluse dans cette plage de fonctionnement pour que la boucle de phase
horloge converge.
3.1.2.3 Bruit de quantification
La figure 3.14 évalue l’écart-type de l’erreur résiduelle de phase horloge en sortie
de la boucle en fonction du rapport Eb/N0 et pour différentes valeurs de la bande de
bruit BlT . Les paramètres utilisés sont : w = 4, N = 512 et une modulation QPSK sur
chaque porteuse.
La valeur du plancher observée est due à l’erreur de quantification sur la phase
horloge car la synchronisation de phase horloge est faite sur le signal échantillonné
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FIG. 3.13 – Plage d’erreur tolérée par le détecteur de la boucle de phase horloge, en
dehors de l’intervalle de garde.
Valeur de w Largeur de la plage de fonctionnement
1 0.1242 T + Tg
2 0.0619 T + Tg
4 0.031 T + Tg
6 0.0208 T + Tg
8 0.0156 T + Tg
10 0.0125 T + Tg
12 0.0103 T + Tg
15 0.0083 T + Tg
20 0.0063 T + Tg
30 0.0041 T + Tg
TAB. 3.1 – Largeur de la plage de fonctionnement de la boucle de phase horloge en
fonction du paramètre w.
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FIG. 3.14 – Écart-type de l’erreur résiduelle de phase horloge en fonction du rapport
Eb/N0.
à ROFDM/N, où ROFDM est le rythme symbole OFDM. En effet, si N est le nombre
d’échantillons par symbole OFDM, le pas de quantification q est égal à 1N et la puis-
sance du bruit de quantification est donnée par :
σ2 =
q2
12
(3.9)
D’où :
σ =
q
2
√
3
=
1
2
√
3N
, soit 5,6.10−4 pour N=512. (3.10)
Si la phase horloge est corrigée de façon plus fine (par exemple en utilisant un
suréchantillonnage), ce plateau peut être réduit, comme nous le montrent les résultats
de la figure 3.15 pour un facteur de suréchantillonnage de 32.
3.1.2.4 Performances de la boucle de phase horloge en fonction du paramètre w
La variance théorique de l’erreur résiduelle de phase horloge en sortie de la boucle
de phase horloge est donnée par (annexe D) :
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FIG. 3.15 – Écart-type de l’erreur résiduelle de phase horloge en fonction du rapport
Eb/N0, facteur de suréchantillonnage égal à 32.
var(τ) =
N2(BlT )
32pi2(N−w)w(Es/N0)
(
2+ 9
Es/N0
+
12
(Es/N0)2
+
3
(Es/N0)3
)
×
(
19+ 244
Es/N0
+
966
(Es/N0)2
+
1068
(Es/N0)3
+
267
(Es/N0)4
) (3.11)
Elle atteint une valeur minimale pour w = N2 .
Nous avons également constaté (paragraphe 3.1.2.2) que la plage de fonctionne-
ment de la boucle de phase horloge diminuait quand w augmentait.
L’étape de synchronisation grossière devra donc être dimensionnée en prenant en
compte ces deux facteurs. Cependant, d’autres facteurs seront à considérer pour déter-
miner la valeur optimale de w (wopt ), notamment l’optimisation de l’efficacité spectrale
du système.
3.1.2.5 Performances de la boucle de phase horloge en fonction de N
En considérant que le paramètre w a été optimisé, en prenant en compte les contraintes
de la boucle de phase horloge précédemment citées mais également celle de la synchro-
nisation grossière (voir plus loin), les performances de la boucle de phase horloge sont
évaluées en fonction du rapport signal sur bruit pour différentes valeurs de N. L’erreur
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de fréquence horloge est fixée à β = 6.10−5 et la bande de bruit de la boucle de phase
horloge est fixée à BlT = 10−2.
L’écart-type de l’erreur résiduelle de phase horloge est donné par la figure 3.16
pour une modulation QPSK et par la figure 3.17 pour une modulation 16QAM.
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FIG. 3.16 – Performances de la boucle de phase horloge, modulation QPSK.
Notons que ces performances tendent vers un plancher dû au bruit de quantification.
Le facteur de sur-échantillonnage est choisi de telle façon que le produit entre N et
celui-ci soit constant. C’est pourquoi les courbes dans les figure 3.16 et 3.17 tendent
vers le même plateau.
Après correction, l’erreur résiduelle de phase horloge présente un écart-type al-
lant jusqu’à 1% de la durée du symbole OFDM en QPSK et jusqu’à 0,3% de la du-
rée du symbole OFDM en 16QAM. En l’absence de l’intervalle de garde, ces erreurs
provoquent une dégradation d’environ 1,5dB sur les performances du système (voir
paragraphe 2.1.1.2).
Cette dégradation est excessive et doit être réduite. Pour cela, on utilisera un inter-
valle de garde suffisamment grand qui assure qu’après correction, l’erreur résiduelle
de phase horloge n’amène pas le début de la fenêtre FFT de réception en dehors de
l’intervalle de garde. Le choix de la longueur de l’intervalle de garde satisfaisant cette
condition sera discuté dans le paragraphe 3.2.1.5.
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FIG. 3.17 – Performances de la boucle de phase horloge, modulation 16QAM.
3.1.3 Interaction entre les boucles imbriquées
3.1.3.1 Impact de la boucle de fréquence porteuse sur la boucle de phase horloge
Une erreur résiduelle de fréquence porteuse est toujours présente en entrée de la
boucle de phase horloge. Cette erreur se traduit par une rotation de phase sur les sym-
boles modulés. Le détecteur de la boucle de phase horloge étant basé sur la rotation
de phase des symboles modulés, ses performances sont donc affectées par la boucle de
fréquence porteuse.
Considérons une erreur résiduelle de fréquence porteuse d’écart-type σ∆ f . Les
performances de la boucle de phase horloge sont comparées, par l’intermédiaire de
l’écart-type de l’erreur résiduelle στ, pour différentes valeurs de σ∆ f . Les résultats
sont données par la figure 3.18 pour une modulation QPSK et par la figure 3.19 pour
une modulation 16QAM. La bande de bruit de la boucle de phase horloge est fixée à
BlT = 10−2.
On constate que pour un écart-type de l’erreur résiduelle de fréquence porteuse
inférieur à 2% de l’espacement interporteuse, les dégradations de performances de la
boucle de phase horloge dues à l’erreur résiduelle de fréquence porteuse sont négli-
geables.
Or il a été montré dans le paragraphe 2.1.1.2 que l’on se trouve toujours dans ce
cas-là. L’impact de la boucle de fréquence porteuse sur la boucle de phase horloge est
donc négligeable.
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FIG. 3.18 – Impact de l’erreur résiduelle de fréquence porteuse sur la boucle de phase
horloge, modulation QPSK.
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FIG. 3.19 – Impact de l’erreur résiduelle de fréquence porteuse sur la boucle de phase
horloge, modulation 16QAM.
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3.1.3.2 Impact de la boucle de phase horloge sur la boucle de fréquence porteuse
Quand l’erreur résiduelle à la sortie de la boucle de phase horloge, τ, est telle que
le début de la fenêtre FFT de réception est comprise dans l’intervalle de garde, il n’y a
pas apparition d’interférence.
Cette erreur se traduit alors simplement par une rotation de phase sur les symboles
reçus en sortie de la FFT, rotation qui est fonction de l’indice de la porteuse mais qui est
indépendante de l’indice du symbole OFDM. Le détecteur de la boucle de fréquence
porteuse est basé sur le déphasage entre deux symboles OFDM consécutifs. La rotation
de phase sur les symboles reçus en sortie de la FFT due à l’erreur résiduelle à la sortie
de la boucle de phase horloge est alors compensée. Dans ce cas, l’erreur résiduelle de
phase horloge n’a aucun impact sur la boucle de fréquence porteuse.
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FIG. 3.20 – Impact de l’erreur résiduelle de phase horloge sur la boucle de fréquence
porteuse, modulation QPSK.
Pour confirmer cette hypothèse, nous évaluons les performances de la boucle de
fréquence porteuse en fonction de l’erreur résiduelle de phase horloge. Les figures
3.20 et 3.21 tracent l’écart-type de l’erreur résiduelle de fréquence porteuse dans le cas
où l’écart-type de l’erreur résiduelle de phase horloge στ est nul (correction parfaite
de phase horloge) et dans le cas où il est de 1 échantillon (correction non parfaite de
phase horloge). Des modulations QPSK et 16QAM sont considérées et des valeurs de
10−2 et 10−3 pour BlT .
La similitude entre les courbes permet en effet de valider l’absence d’influence de
la boucle de phase horloge sur la boucle de fréquence porteuse.
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FIG. 3.21 – Impact de l’erreur résiduelle de phase horloge sur la boucle de fréquence
porteuse, modulation 16QAM.
3.2 Étape de Synchronisation grossière
L’objectif de cette étape est d’obtenir des erreurs résiduelles de synchronisation
suffisamment faibles afin de permettre la convergence des boucles de l’étape de syn-
chronisation fine.
Pour cela, les erreurs résiduelles de phase horloge et de fréquence porteuse doivent
être comprises dans les plages de fonctionnement des boucles de phase horloge et de
fréquence porteuse définies dans les paragraphes 3.1.2.2 et 3.1.1.2.
Nous supposons qu’à l’entrée du récepteur, aucune information sur les erreurs de
synchronisation n’est connue. Concernant l’erreur de fréquence porteuse, elle peut être
supérieure à l’espacement interporteuse ∆ fp. Une ambiguïté égale à un multiple de ∆ fp
existe et il faut la lever.
Deux stratégies de correction sont abordées dans ce chapitre. La première utilise es-
sentiellement l’intervalle de garde tandis que la deuxième utilise des symboles pilotes.
Les performances de ces deux stratégies sont évaluées et comparées afin de trouver le
meilleur algorithme pour la structure proposée.
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3.2.1 Stratégie utilisant l’intervalle de garde
L’intervalle de garde peut être utilisé pour effectuer une synchronisation grossière
de la phase horloge et de la fréquence porteuse. Cette méthode nécessite que l’inter-
valle de garde soit un préfixe cyclique. On notera Tg sa longueur et Ng son nombre
d’échantillons.
3.2.1.1 Estimation des erreurs de synchronisation
De nombreux estimateurs ont été proposés dans la littérature dont un certain nombre
sont basés sur le calcul d’une fonction de corrélation (voir paragraphe 2.2.1).
Compte tenu de leur simplicité de mise en œuvre et de leurs performances proches
de celles des autres estimateurs pour un canal de type AWGN [31], les estimateurs
définis dans [27] ont été retenus. Ils utilisent la fonction de corrélation suivante :
R(n) =
n+Ng−1
∑
k=n
r(k)∗r(k +N) (3.12)
où r(n) est le nie`me échantillon reçu. Nous avons :
R(n+1) = R(n)+ r(n+Ng)∗r(n+Ng +N)− r(n)∗r(n+N) (3.13)
Afin d’augmenter les performances des estimateurs basés sur R(n), une moyenne
sur L symboles OFDM consécutifs est utilisée. La nouvelle fonction de corrélation
associée est :
RL(n) =
L
∑
l=1
n+Ng−1
∑
k=n
r(k +(l−1)(N +Ng))∗r(k +(l−1)(N +Ng)+N) (3.14)
Le canal étudié est un canal gaussien non sélectif en fréquence, il n’y a pas de
multitrajets. La fonction de vraisemblance peut être simplifiée par rapport à celle qui a
été définie dans [27] :
Λ(n,∆ f ) =| RL(n) | (3.15)
Les estimateurs du début de la fenêtre FFT en réception et de l’erreur de fréquence
porteuse sont donnés par :
n̂ = Argmax
n
[Λ(n,∆ f )] (3.16)
∆̂ f =− 1
2pi
Arg [RL(n̂)] (3.17)
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Les erreurs résiduelles de phase horloge et de fréquence porteuse en sortie de
l’étape de synchronisation grossière sont définies par :
τ = n0− n̂ (3.18)
∆ f = ∆ f0− ∆̂ f (3.19)
où n0 est l’indice du premier échantillon de la partie utile du symbole OFDM reçu
et ∆ f0 est l’erreur de fréquence porteuse.
3.2.1.2 Levée d’ambiguïté sur la fréquence porteuse
L’estimateur de fréquence porteuse défini dans le paragraphe précédent ne permet
pas de lever l’ambiguïté sur l’erreur de fréquence porteuse. Il faut utiliser un symbole
pilote de structure particulière [38].
En éteignant les porteuses impaires et en envoyant une séquence pseudo-aléatoire
particulière sur les porteuses paires, on génère un symbole pilote constitué de deux
parties identiques de longueur N2 dans le domaine temporel [38].
Ce symbole pilote sera détecté à la réception en utilisant la fonction de corrélation
suivante :
R2(i) =
n̂+N/2−1
∑
k=n̂
r(k + iNi)∗r(k +N/2+ iNi) , pour i=0,1... (3.20)
Une fois le symbole pilote détecté (maximisation de la fonction de corrélation R2),
la comparaison circulaire après la FFT des symboles reçus sur ses porteuses paires
avec les symboles émis permet d’estimer et de corriger l’ambiguïté sur la fréquence
porteuse.
On définit pour cela la fonction de corrélation suivante :
R(z) =
N/2−2
∑
n=−N/2,n pair
| Y ∗i,n+zXi,n |
| Xi,n |2 (3.21)
où z représente l’ambiguïté sur l’erreur de fréquence porteuse. Son estimée est
donnée par :
ẑ = max
z∈Z
R(z) (3.22)
Les simulations montrent que cette méthode permet de lever l’ambiguïté sur la
fréquence porteuse à Eb/N0 = 0dB [38].
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3.2.1.3 Performances de la synchronisation de phase horloge
Nous avons défini dans le paragraphe 3.1.2.2 la plage de fonctionnement de la
boucle de phase horloge dans laquelle l’erreur résiduelle de phase horloge à l’issue de
l’étape de synchronisation grossière doit être comprise.
Nous rappelons que cette plage de fonctionnement, notée Pph, comprend l’inter-
valle de garde et un intervalle en dehors de l’intervalle de garde dépendant du para-
mètre w de la boucle de phase horloge (voir paragraphe 3.1.2.2 et figure 3.22).
FIG. 3.22 – Plage de fonctionnement de la boucle de phase horloge.
Nous allons, dans un premier temps, évaluer les performances de la synchronisation
grossière pour une valeur du paramètre w égale à 4. Dans ce cas, l’erreur résiduelle
de phase horloge doit être comprise dans une plage de longueur Tg + 3,1%T , où T
représente la durée totale du symbole OFDM et Tg celle de l’intervalle de garde (voir
paragraphe 3.1.2.2).
Nous avons vu dans le paragraphe 3.2.1.1 que le moyennage de la fonction de cor-
rélation sur L symboles OFDM consécutifs permettait d’améliorer les performances de
l’estimateur. Néanmoins, en présence d’une erreur de fréquence horloge β, le nombre
de symboles L sur lequel on moyenne devra être limité de manière à réduire l’interfé-
rence générée par β.
La figure 3.23 évalue la longueur de l’intervalle de garde nécessaire (en pourcen-
tage de N) pour obtenir une probabilité de 10−6 que l’erreur résiduelle de phase horloge
soit en dehors de la plage souhaitée. Elle est tracée en fonction de L pour N = 256 et
N = 512 et dans les deux cas suivants :
– pas d’erreur de fréquence horloge : β = 0
– une erreur de fréquence horloge : β = 1,2.10−4.
Les estimations sont effectuées dans le domaine temporel avant la FFT de récep-
tion. Le type de modulation n’intervient pas dans l’évaluation des performances, nous
considérons alors le pire cas, c’est à dire un point de fonctionnement Es/N0 de 0dB
afin de satisfaire ceux définis pour les modulations QPSK et 16QAM.
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FIG. 3.23 – Performances de la synchronisation grossière de phase horloge, β = 0 et
β = 1,2.10−4.
Nous remarquons que lorsque la fonction de corrélation est moyennée sur un nombre
restreint de symboles OFDM, l’interférence due à β est faible et n’a pas d’impact sur
les performances de l’estimateur de phase horloge. Les performances de l’estimateur
en l’absence et en présence de β sont alors proches. Lorsque L est grand, l’impact
de β devient non négligeable et l’interférence générée importante. Les performances
de l’estimateur se dégradent alors considérablement. La durée de l’intervalle de garde
nécessaire pour conserver les mêmes performances commence à augmenter.
Il existe donc, en présence d’une erreur de fréquence horloge, une valeur optimale
de L, appelée Lopt , pour laquelle la longueur de l’intervalle de garde atteint un mi-
nimum, noté Ngmin . Dans le cas de β = 1,2.10−4 et N = 256, nous avons Lopt = 60
et Ngmin = 4 échantillons (1,25% de N). Pour β = 1,2.10−4 et N = 512, nous avons
Lopt = 40 et Ngmin = 5 échantillons (0,9% de N). Rappelons que le paramètre w de
la boucle de phase horloge a été fixé à w = 4. Cependant, la valeur optimale de L va
dépendre de N et β, mais également de w.
Les valeurs de Lopt et Ngmin ont été évaluées par simulation en fonction de N et w
pour des valeurs de β de 1,2.10−4 et 6.10−5 afin d’obtenir une probabilité inférieure
à 10−6 pour que l’erreur de phase horloge ne soit pas comprise dans la plage Pph
souhaitée. Les résultats sont présentés dans les tableaux 3.2 et 3.3.
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N w Pph Lopt Ngmin
128 1 0.124T +Tg 80 2
- 2 0.0619T +Tg 80 3
- 4 0.0310T +Tg 80 3
- 6 0.0208T +Tg 80 3
- 8 0.0156T +Tg 80 4
- 10 0.0125T +Tg 80 4
- 15 0.0083T +Tg 80 4
- 20 0.0061T +Tg 80 4
256 1 0.124T +Tg 60 4
- 4 0.0310T +Tg 60 4
- 8 0.0156T +Tg 60 4
- 10 0.0125T +Tg 60 4
- 15 0.0083T +Tg 60 5
- 20 0.0061T +Tg 60 5
- 30 0.0041T +Tg 60 6
- 40 0.0029T +Tg 60 6
512 1 0.1242T +Tg 40 5
- 4 0.0310T +Tg 40 5
- 8 0.0156T +Tg 40 5
- 12 0.0103T +Tg 40 5
- 15 0.0083T +Tg 40 5
- 20 0.0061T +Tg 40 6
- 30 0.0041T +Tg 40 6
- 40 0.0029T +Tg 40 6
- 60 0.0020T +Tg 40 7
1024 1 0.1242T +Tg 30 6
- 4 0.0310T +Tg 30 6
- 8 0.0156T +Tg 30 6
- 12 0.0103T +Tg 30 6
- 20 0.0061T +Tg 30 6
- 30 0.0041T +Tg 30 7
- 40 0.0029T +Tg 30 7
- 60 0.0020T +Tg 40 8
- 80 0.0015T +Tg 40 8
TAB. 3.2 – Valeurs de Lopt et de Ngmin , synchronisation grossière de phase horloge,β = 1,2.10−4.
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N w Pph Lopt Ngmin
128 1 0.1242T +Tg 100 2
- 2 0.0619T +Tg 100 2
- 4 0.0310T +Tg 100 2
- 6 0.0208T +Tg 100 2
- 8 0.0156T +Tg 100 2
- 10 0.0125T +Tg 100 2
- 15 0.0083T +Tg 100 3
- 20 0.0061T +Tg 100 3
256 1 0.1242T +Tg 80 3
- 4 0.0310T +Tg 80 3
- 8 0.0156T +Tg 80 3
- 10 0.0125T +Tg 80 3
- 12 0.0103T +Tg 80 3
- 15 0.0083T +Tg 80 3
- 20 0.0061T +Tg 80 4
- 30 0.0041T +Tg 80 4
512 1 0.1242T +Tg 60 3
- 4 0.0310T +Tg 60 3
- 8 0.0156T +Tg 60 4
- 12 0.0103T +Tg 60 4
- 20 0.0061T +Tg 60 4
- 30 0.0041T +Tg 60 5
- 40 0.0029T +Tg 60 5
- 60 0.0020T +Tg 60 5
1024 1 0.1242T +Tg 40 4
- 4 0.0310T +Tg 40 5
- 8 0.0156T +Tg 40 5
- 12 0.0103T +Tg 40 5
- 20 0.0061T +Tg 40 5
- 30 0.0041T +Tg 40 5
- 40 0.0029T +Tg 40 6
- 60 0.0020T +Tg 40 6
- 80 0.0015T +Tg 40 6
TAB. 3.3 – Valeurs de Lopt et de Ngmin , synchronisation grossière de phase horloge,β = 6.10−5.
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3.2.1.4 Performances de la synchronisation de fréquence porteuse
La synchronisation grossière de fréquence porteuse a pour but de garantir une er-
reur résiduelle incluse dans la plage de fonctionnement de la boucle de fréquence por-
teuse définie dans le paragraphe 3.1.1.2. Cette plage est égale à [−∆ fmax,∆ fmax], avec
∆ fmax = 11,5% (voir paragraphe 3.1.1.2). Elle ne dépend pas de la modulation, ni du
nombre de porteuses N.
De la même manière que précédemment, on peut définir les valeurs optimales de
L et Ng. Celles-ci dépendent de la valeur de N et sont données dans les tableaux 3.4 et
3.5 pour deux valeurs de β : β = 1,2.10−4 et β = 6.10−5, à Es/N0 = 0dB. L’objectif
étant toujours d’obtenir une probabilité inférieure à 10−6 que l’erreur résiduelle de
fréquence porteuse ne soit pas incluse dans la plage souhaitée.
N Lopt Ngmin
16 120 2
32 110 2
64 100 3
128 80 3
256 60 4
512 40 5
1024 30 6
TAB. 3.4 – Valeurs de Lopt et de Ngmin , synchronisation grossière de fréquence porteuse,β = 1,2.10−4.
N Lopt Ngmin
16 130 1
32 120 2
64 110 2
128 100 2
256 80 3
512 60 4
1024 40 5
TAB. 3.5 – Valeurs de Lopt et de Ngmin , synchronisation grossière de fréquence porteuse,β = 6.10−5.
En supposant que cette erreur résiduelle est gaussienne de moyenne nulle. Sa va-
riance est donnée par la relation suivante [69] :
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σ2(∆̂ f ) = 1
4pi2
1
LoptNgmin
Es
N0
(3.23)
La figure 3.24 donne l’écart-type de l’erreur résiduelle de fréquence porteuse ob-
tenu de façon théorique (équation 3.23) et par simulation pour deux cas : β = 0 et
β = 6.10−5. Les paramètres suivants sont considérés : N = 512, Lopt = 60, Npmin = 4,
modulation QPSK.
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FIG. 3.24 – Performances de la synchronisation grossière de fréquence porteuse.
3.2.1.5 Dimensionnement de l’intervalle de garde
Pour chaque valeur de N et de β, les tableaux 3.2 et 3.3 donnent la longueur néces-
saire de l’intervalle de garde pour que la probabilité que l’estimée de la phase horloge
soit en dehors de la plage de fonctionnement définie dans le paragraphe 3.1.2.2 soit
inférieure à 10−6.
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Les tableaux 3.4 et 3.5 donnent la longueur nécessaire de l’intervalle de garde pour
que la probabilité que l’estimée de la fréquence porteuse soit en dehors de la plage de
fonctionnement définie dans le paragraphe 3.1.1.2 soit inférieure à 10−6.
L’objectif de l’étape de synchronisation grossière est d’obtenir en même temps
ces deux performances, tout en minimisant la longueur de l’intervalle de garde afin
d’optimiser l’efficacité spectrale. La longueur nécessaire de l’intervalle de garde pour
effectuer la synchronisation grossière est donc la plus grande des deux valeurs.
Pour une valeur de N et de β donnée, les résultats dans les tableaux 3.2 et 3.3
montrent que Ngmin diminue quand w diminue. Cependant, cette valeur de Ngmin ne
peut pas être inférieure à celle donnée dans les tableaux 3.4 et 3.5 afin de garantir les
performances demandées sur l’estimation de la fréquence porteuse. La valeur de Ngmin
est donc obtenue à partir des tableaux 3.4 et 3.5 tandis que la valeur optimale de w
(wopt ) est la valeur maximale correspondante dans les tableaux 3.2 et 3.3.
Cela garantit à la fois l’optimisation de la longueur de l’intervalle de garde (et donc
de l’efficacité spectrale) et la maximisation des performances des estimateurs.
Les tableaux 3.6 et 3.7 donnent la longueur de l’intervalle de garde minimale né-
cessaire en nombre d’échantillons Ngmin , la valeur optimale du paramètre w (wopt ) de
la boucle de phase horloge et le nombre optimal Lopt de symboles OFDM sur lequel
la fonction de corrélation est moyennée, respectivement dans les cas β = 1,2.10−4 et
β = 6.10−5. Le nombre de porteuses considéré N varie de 16 à 1024.
N Ngmin wopt Lopt
16 2 3 120
32 2 4 110
64 3 5 100
128 3 6 80
256 4 10 60
512 5 15 40
1024 6 20 30
TAB. 3.6 – Valeurs de Ngmin , wopt et
Lopt , β = 1,2.10−4.
N Ngmin wopt Lopt
16 1 4 130
32 2 6 120
64 2 8 110
128 2 10 100
256 3 15 80
512 4 20 60
1024 5 30 40
TAB. 3.7 – Valeurs de Ngmin , wopt et
Lopt , β = 6.10−5.
Notons que la longueur de l’intervalle de garde satisfait la condition donnée dans
le paragraphe 3.1.2.5 : après correction de l’erreur de phase horloge, le début de la
fenêtre FFT de réception est comprise dans l’intervalle de garde. L’interférence due à
l’erreur résiduelle de phase horloge a ainsi disparu.
Pour une étude système globale, ces valeurs permettent de dimensionner et d’éva-
luer les performances la boucle de phase horloge à travers le paramètre w. De plus, elles
permettent de calculer les performances en termes d’efficacité spectrale de la structure
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proposée et de les comparer avec les performances données dans les standards actuels
(voir chapitre 5).
3.2.2 Stratégie utilisant les pilotes
Dans le paragraphe 2.2.2, nous avons présenté des généralités sur les algorithmes
de synchronisation utilisant les symboles pilotes.
Dans cette section, deux algorithmes sont retenus. Le premier est celui proposé
par Schmidl et Cox [38] et le deuxième est celui proposé par Minn et al. [36]. Les
estimateurs utilisés seront par la suite respectivement appelés estimateurs SC et MBL.
Leurs performances seront évaluées et comparées avec celles de l’algorithme de Van
de Beek décrit dans le paragraphe 3.2.1 qui sera appelé estimateur VdB.
3.2.2.1 Estimateur de Schmidl et Cox (SC)
Deux symboles pilotes de structure particulière sont utilisés pour corriger les er-
reurs de phase horloge et de fréquence porteuse et pour lever l’ambiguïté sur la fré-
quence porteuse. La structure des deux symboles pilotes est la suivante [38] :
– Premier symbole : les porteuses impaires sont éteintes, les porteuses paires sont
constituées d’une séquence pseudo-aléatoire.
– Deuxième symbole : les porteuses paires et impaires sont constituées de deux
séquences pseudo-aléatoires différentes.
Le premier symbole est utilisé pour corriger les erreurs de phase horloge et de
fréquence porteuse car il possède deux parties identiques de longueur N/2 dans le
domaine temporel. La fonction de corrélation utilisée est définie par :
R(n) =
n+N/2−1
∑
k=n
r(k)∗r(k +N/2) (3.24)
La fonction de vraisemblance associée est :
Λ(n,∆ f ) = | R(n) |
2[
∑n+N/2−1k=n | r(k) |2
]2 (3.25)
Les estimateurs de phase horloge et de fréquence porteuse sont définis de façon
suivante :
n̂ = Argmax
n
[Λ(n,∆ f )] (3.26)
∆̂ f =− 1
2pi
Arg [R(n̂)] (3.27)
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L’estimation de l’erreur fréquence porteuse proposée permet de corriger une erreur
maximale égale à l’espacement interporteuse. Une ambiguïté sur la fréquence porteuse
égale au multiple de l’espacement interporteuse est donc présente.
Le second symbole pilote est utilisé pour lever cette ambiguïté sur la fréquence
porteuse. La méthode de détection et de correction est la même que celle utilisée dans
la stratégie utilisant l’intervalle de garde (voir paragraphe 3.2.1.2).
3.2.2.2 Estimateur de Minn, Bhargava et Letaief (MBL)
Un seul symbole pilote est utilisé pour corriger l’erreur de phase horloge et de
fréquence porteuse [36]. Ce symbole est composé de D parties identiques au signe près
dans le domaine temporel. Il est caractérisé par le vecteur de signe S = [s0,s1...sD−1]
où si =±1,∀i = 0, ...D−1 et un vecteur X de longueur ND , où D = 2d . La structure de
ce symbole dans le domaine temporel est :
[s0X ,s1X , ...sD−1X ]
La fonction de corrélation utilisée pour estimer la phase horloge est définie par :
R(n) =
D−1
∑
k=0
sksk+1
N/D−1
∑
m=0
r∗(d + kN
D
+m)r(d +(k +1)N
D
+m) (3.28)
La fonction de vraisemblance associée est :
Λ(n) =
(
D
D−1
| R(n) |
P(n)
)2
, (3.29)
où :
P(n) =
n+N−1
∑
k=n
| r(n) |2 (3.30)
L’estimée du début du symbole OFDM est définie par :
n̂ = Argmax
n
[Λ(n)] (3.31)
En considérant l’ensemble des échantillons du symbole OFDM reçu, {r(n̂+k)}k=0,N−1,
l’estimée de la fréquence porteuse est donnée par :
∆̂ f = D
2pi
D/2
∑
m=1
ρ(m)χ(m), (3.32)
avec :
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ρ(m) = 6(D−m)(D−m+1)−D
2/4
D(D2−1) , (3.33)
χ(m) = [Arg(Ry(m))−Arg(Ry(m−1))]2pi . (3.34)
Où [x]2pi désigne x modulo 2pi et :
Ry(m) =
1
N−mND
N−1
∑
k=m ND
r∗(n̂+ k−mN
D
)r(n̂+ k). (3.35)
Cet estimateur de fréquence porteuse permet de corriger une erreur pouvant at-
teindre ±D∆ fp2 , où ∆ fp désigne l’espacement interporteuse.
Les performances de l’estimateur SC et de l’estimateur MBL (pour D = 4 et D = 8)
seront évaluées et comparées dans le prochain paragraphe avec celles de l’estimateur
VdB basé sur l’utilisation de l’intervalle de garde.
3.2.3 Comparaison des performances des estimateurs
Afin de comparer les performances des estimateurs utilisant des symboles pilotes
avec celui exploitant l’intervalle de garde, nous considérons les paramètres suivants :
– N= { 128, 256, 512, 1024 }.
– β = 1,2.10−4 et β = 6.10−5.
– ∆ f < ∆ fp.
– Es/N0 de 0 à 10 dB.
De plus, on suppose que les erreurs de phase horloge et de fréquence porteuse sont
inconnues à la réception.
Le type de modulation n’affecte pas les performances de ces estimateurs car ils
sont effectués dans le domaine temporel avant la FFT. La longueur considérée pour
l’intervalle de garde (Ngmin) et le nombre de symboles OFDM sur lequel est moyen-
née la fonction de corrélation (Lopt ) dépendent de N et sont donnés par les tableaux
3.6 et 3.7 (voir paragraphe 3.2.1.5) pour chaque valeur de N considérée. Notons que
l’algorithme de VdB est dimensionné dans le cas le plus défavorable, c’est à dire à
Es/N0 = 0dB. Les performances obtenues pour Es/N0 > 0dB ne sont pas tout à fait
optimales.
On en déduit le nombre d’échantillons utilisés pour la calcul de la fonction de
corrélation de l’estimateur VdB utilisant l’intervalle de garde : Nechan = Lopt ×Ngmin .
Les tableaux 3.8 et 3.9 récapitulent les valeurs de Ngmin , Lopt et Nechan pour les valeurs
de N et β considérées.
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N Ngmin Lopt Nechan
128 3 80 240
256 4 60 240
512 5 40 200
1024 6 30 180
TAB. 3.8 – Valeurs de Ngmin , Lopt et
Nechan, β = 1,2.10−4, estimateur VdB.
N Ngmin Lopt Nechan
128 2 100 200
256 3 80 240
512 4 60 240
1024 5 40 200
TAB. 3.9 – Valeurs de Ngmin , Lopt et
Nechan, β = 6.10−5, estimateur VdB.
De leur côté, les estimateurs SC et MBL utilisent des symboles pilotes de N échan-
tillons pour estimer les erreurs de synchronisation. Les performances de ces estima-
teurs doivent être comparées avec celle de l’estimateur VdB à efficacité spectrale égale.
Nous en déduisons le nombre de symboles pilotes à moyenner pour les estimateurs SC
et MBL : Lmoy = NechanN . Les tableaux 3.10 et 3.11 récapitulent les valeurs de Nechan et
Lmoy.
N Nechan Lmoy
128 240 1.87
256 240 0.94
512 200 0.4
1024 180 0.18
TAB. 3.10 – Tableau des valeurs de
Nechan et Lmoy, β = 1,2.10−4, estima-
teurs SC et MBL.
N Nechan Lmoy
128 200 1.56
256 240 0.94
512 240 0.48
1024 200 0.2
TAB. 3.11 – Tableau des valeurs de
Nechan et Lmoy, β = 6.10−5, estimateurs
SC et MBL.
La valeur de Lmoy variant autour de 1, nous décidons alors d’utiliser un symbole
pilote pour évaluer les performances des estimateurs SC et MBL. Les comparaisons
des performances de ces estimateurs avec celles de l’estimateur VdB s’effectuent à
efficacité spectrale "presque" égale.
3.2.3.1 Performances des estimateurs de phase horloge
Les performances des estimateurs de phase horloge sont évaluées, par l’intermé-
diaire de l’écart-type de la phase horloge résiduelle, sur la figure 3.25 pour β = 1,2.10−4
et sur la figure 3.26 pour β = 6.10−5.
Nous constatons que l’estimateur VdB présente des performances nettement meilleures
que les autres estimateurs considérés.
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FIG. 3.25 – Performances des estimateurs de phase horloge à efficacité spectrale équi-
valente, β = 1,2.10−4.
3.2.3.2 Performances des estimateurs de fréquence porteuse
Les performances des estimateurs de fréquence porteuse sont évaluées, par l’in-
termédiaire de l’écart-type de la fréquence porteuse résiduelle, sur la figure 3.27 pour
β = 1,2.10−4 et sur la figure 3.28 pour β = 6.10−5.
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FIG. 3.26 – Performances des estimateurs de phase horloge à efficacité spectrale équi-
valente, β = 6.10−5.
L’estimateur VdB présente toujours de meilleures performances que les autres es-
timateurs, notamment à faible valeurs de N.
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FIG. 3.27 – Performances des estimateurs de fréquence porteuse à efficacité spectrale
équivalente, β = 1,2.10−4.
3.2.4 Choix de l’estimateur pour la synchronisation grossière
Dans une transmission par satellite, le rapport signal sur bruit est souvent très faible
(de l’ordre de 0dB pour une modulation QPSK, voir paragraphe 1.5.3). Les algorithmes
efficaces dans cette plage de fonctionnement sont alors privilégiés. Or, il a été montré
dans les paragraphes précédents que l’estimateur utilisant l’intervalle de garde présente
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FIG. 3.28 – Performances des estimateurs de fréquence porteuse à efficacité spectrale
équivalente, β = 6.10−5.
des performances supérieures à ceux utilisant des symboles pilotes.
De plus, l’algorithme utilisant l’intervalle de garde nécessite peu de ressources
(voir le paragraphe 3.2.1.5) pour effectuer l’étape de synchronisation grossière et at-
teindre les performances requises.
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Nous avons aussi montré dans le chapitre 2 que pour limiter les dégradations de
performances à moins de 0,2dB, l’erreur de phase horloge doit être inférieure à 0,2%
de la durée du symbole OFDM en QPSK et à 0,05% de la durée du symbole OFDM
en 16QAM.
Or, la gigue minimale en sortie de la boucle de phase horloge est de 1% de la
durée du symbole OFDM en QPSK et de 0,3% en 16QAM (voir paragraphe 3.1.2.5),
la présence d’un intervalle de garde est donc indispensable pour éviter l’apparition
d’interférence qui dégradent les performances de système au delà de 0,2dB.
L’algorithme utilisant un intervalle de garde de petite durée est donc retenu pour
l’étape de synchronisation grossière. Les performances en termes d’efficacité spectrale
du système seront évaluées et comparées avec celles d’un système monoporteuse dans
le chapitre 5.
3.3 Conclusion et mise en œuvre
La synchronisation de phase horloge et de fréquence porteuse se fait en deux
étapes. La première étape de synchronisation grossière utilise l’intervalle de garde afin
d’assurer la convergence de l’étape de synchronisation plus fine. Cette étape assure
aussi la levée de l’ambiguïté sur la fréquence porteuse en utilisant un symbole pilote.
L’étape de synchronisation fine de phase horloge et de fréquence porteuse utilise
des boucles de type NDA pour corriger de façon plus fine les erreurs de synchronisa-
tion.
La mise en place de cette structure de synchronisation nécessite l’utilisation de
deux interrupteurs afin de séparer les différentes tâches. Son schéma synoptique est
donné par la figure 3.29.
Au démarrage de la procédure, les interrupteurs I1 et I2 sont respectivement placés
sur les positions (1) et (3) afin de permettre la correction des erreurs de phase horloge
et de fréquence porteuse. La détection du symbole pilote est activée.
Une fois le symbole pilote détecté, l’interrupteur I2 passe en position (4) pour
permettre la levée de l’ambiguïté sur la fréquence porteuse.
Les interrupteurs I1 et I2 sont ensuite ramenés sur les positions (2) et (5) afin de
permettre la correction fine des erreurs de phase horloge et de fréquence porteuse par
l’intermédiaire des boucles de type NDA.
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FIG. 3.29 – Mise en œuvre de la structure de synchronisation de phase horloge et de
fréquence porteuse.
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Chapitre 4
Boucle de phase porteuse
Ce chapitre est consacré à l’étude de la boucle de phase porteuse qui se trouve en
aval des boucles imbriquées de phase horloge et de fréquence porteuse.
Nous y présentons tout d’abord le détecteur utilisé. Puis, nous introduisons une
technique de compensation de phase nécessaire pour éviter les sauts de phase porteuse
dus aux corrections de la phase horloge. Nous montrons ensuite que les performances
de la boucle de phase porteuse en présence de l’erreur résiduelle de fréquence porteuse
sont mauvaises à cause du bruit de phase introduit par cette dernière. Nous propo-
sons donc une autre compensation de phase due à l’erreur de fréquence porteuse afin
d’améliorer les performances de la boucle. Enfin, les performances de la boucle en
présence du bruit de phase sont évaluées. Trois modèles différents du bruit de phase
sont considérés.
4.1 Détecteur de phase porteuse
Dans le paragraphe 2.2.4, différents détecteurs d’erreur de phase porteuse ont été
présentés. Nous avons sélectionné le détecteur proposé dans [68] pour cette étude.
Le schéma synoptique de la boucle de phase porteuse est illustré sur la figure 4.1.
Yi,n y désigne le symbole présent sur la nie`me porteuse du iie`me symbole OFDM en
sortie de la FFT de réception, Zi,n est le symbole après correction de phase, ε représente
le signal d’erreur du détecteur de phase porteuse et φ̂ la phase porteuse estimée.
Le détecteur a besoin de l’estimée ẑi,n du symbole zi,n. Pour cela, la décision est
prise de manière classique dans le cas de la modulation QPSK. Notons cependant que
concernant la modulation 16QAM, la fonction de décision est modifiée (voir para-
graphe 2.2.4).
La sortie du détecteur est définie par :
ε = sgn[ℑ(Zi,n)]
[
ℜ(Ẑi,n)−ℜ(Zi,n)
]
− sgn[ℜ(Zi,n)]
[
ℑ(Ẑi,n)−ℑ(Zi,n)
]
(4.1)
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FIG. 4.1 – Schéma synoptique de la boucle de phase porteuse.
où sgn(x) est la fonction signe de x et ℜ(.) et ℑ(.) représentent, respectivement,
les parties réelles et imaginaires.
4.1.1 Caractéristique du détecteur
L’expression théorique de la courbe caractéristique de ce détecteur peut être cal-
culée. En posant : Zi,n = ai,n + jbi,n +nri,n + jnii,n et Ẑi,n = âi,n + jb̂i,n, cette expression
est donnée pour une modulation QAM, en fonction de l’erreur de phase en entrée de la
boucle ouverte ϕ, par [68] :
ε(ϕ) = 1
M ∑
ai,n,bi,n
{1−2Q[(ai,nsin(ϕ)+bi,ncos(ϕ))∆]}
.{Er(âi,n | ai,n)−ai,ncos(ϕ)+bi,nsin(ϕ)}
−{1−2Q[(ai,ncos(ϕ)−bi,nsin(ϕ))∆]}
.{Ei(b̂i,n | bi,n)−ai,nsin(ϕ)−bi,ncos(ϕ)}
(4.2)
où :
M = 2m est l’ordre de la modulation, ai,n,bi,n, âi,n, b̂i,n = {±1, ...,±
√
M−1} pour
une modulation M-QAM,
Q(x) = 1√2pi
∫
∞
x e
− y22 dy,
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∆ =
√
2
σ avec σ
2 = M−13log2(
√
M)(Eb/N0)
,
et où l’on reprend les notations de Er(âi,n | ai,n) et Ei(b̂i,n | bi,n) utilisées dans [68].
4.1.2 Plage de fonctionnement
La caractéristique du détecteur de phase porteuse est tracée sur la figure 4.2 pour
une modulation QPSK sur chaque porteuse et sur la figure 4.3 pour une modulation
16QAM sur chaque porteuse. Plusieurs valeurs de Eb/N0 sont considérées.
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FIG. 4.2 – Caractéristique du détecteur de phase porteuse, modulation QPSK.
On constate que la plage de fonctionnement de la boucle de phase porteuse est
indépendante du rapport Eb/N0 et est comprise entre −pi et pi, avec une ambiguïté de
pi
2 .
Notons cependant que le gain du détecteur et donc le dimensionnement de la boucle
de phase porteuse dépend de Eb/N0. Cette propriété doit être prise en compte dans
l’évaluation des performances de la boucle.
4.2 Compensation du déphasage introduit par la cor-
rection de phase horloge
Dans le paragraphe 2.1.1, il a été montré qu’une erreur de phase horloge incluse
dans l’intervalle de garde générait une rotation de phase en sortie de la FFT de ré-
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FIG. 4.3 – Caractéristique du détecteur de phase porteuse, modulation 16QAM.
ception dépendant du numéro de la porteuse. La correction de la phase horloge étant
quantifiée (K échantillons tous les B symboles OFDM, B dépendant de la valeur de
l’erreur de fréquence horloge β), elle introduit un saut de phase sur chaque porteuse
égal à 2piKnN (équation 3.2), n étant le numéro de la porteuse qui est comprise entre
−N/2 et N/2−1.
Afin de pouvoir garantir et maintenir l’accrochage de la boucle de phase porteuse, il
est nécessaire de compenser les sauts périodiques de phase porteuse dus à la correction
de phase horloge.Pour cela, on ajoute une rotation de 2piKnN sur la porteuse numéro n en
sortie de la FFT, en entrée de la boucle de phase porteuse (figure 4.4).
La figure 4.5(a) trace un exemple d’évolution de la phase horloge après correction
en fonction de l’indice du symbole OFDM pour une erreur de fréquence horloge β =
6.10−5 et un nombre de porteuse N = 256. On corrige la phase horloge tous les B=60
symboles OFDM et on peut constater les sauts de phase porteuse engendrés sur la
figure 4.5(b), que représente l’évolution de la phase porteuse sur la porteuse d’indice
-108 (valeur des sauts égal à environ −150 degré).
Après compensation, on peut constater sur la figure 4.5(c) la continuïté de la phase
porteuse à l’entrée de la boucle de phase porteuse.
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FIG. 4.4 – Compensation de phase porteuse dûe à la correction de phase horloge.
4.3 Impact de l’erreur résiduelle de fréquence porteuse
sur la boucle de phase porteuse
4.3.1 Performances de la boucle de phase porteuse en présence
d’une erreur résiduelle de fréquence porteuse
Nous évaluons les performances de la boucle de phase porteuse en présence de la
boucle de fréquence porteuse afin d’étudier l’impact de l’erreur résiduelle de fréquence
porteuse sur la boucle de phase porteuse.
Pour cela, nous considérons N = 256, une modulation QPSK sur chaque porteuse,
Eb/N0 = 10dB et Eb/N0 = 5dB. La figure 4.6 donne l’écart-type de l’erreur résiduelle
de phase porteuse en fonction de la bande de bruit de la boucle de phase porteuse, pour
deux valeurs de la bande de bruit de la boucle de fréquence porteuse : BlT = 10−2 et
BlT = 10−3.
Après correction de la fréquence porteuse, une erreur résiduelle subsiste. Elle se
traduit par un bruit de fréquence en entrée de la FFT et par un bruit de phase en sortie
de la FFT, soit en entrée de la boucle de phase pour chaque porteuse.
Pour n’importe quelle boucle de phase, la gigue en sortie due au bruit thermique
augmente avec la bande de bruit, tandis que celle due au bruit de phase diminue avec
la bande de bruit [70]. Il existe donc une valeur optimale de la bande de bruit de la
boucle. C’est également le cas ici (figure 4.6), même si le bruit de phase à l’entrée de
la boucle est dû à l’erreur résiduelle de fréquence porteuse.
Comme on le constate sur la figure 4.6, le bruit de phase due à l’erreur résiduelle
de fréquence porteuse est très pénalisant. L’écart-type de l’erreur résiduelle de phase
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FIG. 4.5 – Phase porteuse avant et après compensation, porteuse numéro -108.
porteuse est égal à près de 8Â° pour un rapport Eb/N0 = 5dB. Il est donc indispensable
de limiter autant que possible le bruit de phase dû à la correction de fréquence porteuse
afin d’améliorer les performances du système. Cela fait l’objet du paragraphe suivant.
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FIG. 4.6 – Performances de la boucle de phase porteuse.
4.3.2 Compensation du bruit de phase dû à l’erreur résiduelle de
fréquence porteuse
L’erreur résiduelle de fréquence porteuse δ f = ∆ f −∆̂ f (figure 4.7) apparaît comme
un bruit de phase à la sortie de la FFT et donc à l’entrée de la boucle de phase porteuse.
Afin de supprimer ce bruit de phase, nous proposons de compenser la rotation de phase
associée à ∆̂ f avant d’entrer dans la boucle de phase porteuse (figure 4.7).
La figure 4.8 donne l’écart-type de l’erreur résiduelle de phase porteuse sans et
avec compensation de phase, en fonction de la bande de bruit de la boucle de phase
porteuse. Le rapport Eb/N0 est égal à 5dB, N = 256, une modulation QPSK sur chaque
porteuse est considérée et la bande de bruit de la boucle de fréquence porteuse est fixée
à 10−3.
Nous constatons que le bruit de phase dû à la correction de fréquence porteuse est
supprimé : la gigue de phase augmente avec la bande de bruit, ce qui est le cas lorsqu’il
n’y a que du bruit thermique. Les performances de la boucle de phase porteuse sont
nettement améliorées, même s’il existe une dégradation par rapport au cas où l’erreur
de fréquence porteuse est absente due à l’interférence générée par δ f après la FFT.
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FIG. 4.7 – Compensation de phase porteuse due à la correction de fréquence porteuse.
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FIG. 4.8 – Performances de la boucle de phase porteuse après amélioration.
4.4 Temps d’accrochage
La rotation de phase due à la correction de fréquence porteuse et de phase hor-
loge est compensée en aval des boucles imbriquées. La rotation de phase subsistant en
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sortie de cette compensation, c’est à dire en entrée de la boucle de phase porteuse est
exprimée par (voir équation 3.2) :
θi,n = φ+pi∆ f T +2pinτ+2pii(∆ f T +nβ) (4.3)
où ∆ f représente l’erreur de fréquence porteuse, β l’erreur de fréquence horloge,
τ l’erreur de phase horloge, φ l’erreur de phase porteuse et T la durée du symbole
OFDM.
L’évolution de la phase porteuse en fonction de l’indice des symboles OFDM est,
pour chaque porteuse, une droite de pente pn = 2pi(∆ f T +nβ).
Cette pente (équivalente à un écart de fréquence) ainsi que la valeur de la bande
de bruit influencent fortement le temps d’accrochage de la boucle de phase porteuse.
Dans [71], une approximation du temps d’accrochage de la boucle de phase porteuse
est donnée par :
Tac ≈ T M
2pi2(4ς2 +1)
256ς4
p2n
BlT 3
(4.4)
où M est l’ordre de la modulation et ς est le facteur d’amortissement de la boucle.
Dans nos simulations, nous considérons ς =
√
2
2 .
Notons que pn est différent sur chaque porteuse et donc que le temps d’accrochage
est différent sur chaque porteuse. Le temps d’accrochage des porteuses centrales est
inférieur à celui des porteuses qui se trouvent sur les bords.
En considérant, par exemple, les paramètres suivants :
– N=256,
– Modulation QPSK (M=4) sur chaque porteuse,
– Erreur de fréquence porteuse : ∆ f = 1% de ∆ fp,
– Erreur de fréquence horloge : β = 6.10−5 de T ,
le tableau 4.1 donne les temps d’accrochage Tac pour les porteuses 0 (porteuse
centrale) et 128 (porteuse du bord) en fonction de la bande de bruit de la boucle de
phase porteuse.
BlT Tac porteuse 0 Tac porteuse 128
10−2 3.104T 9,4.104T
5.10−3 2,4.105T 7,5.105T
2.10−3 3,7.106T 1,1.107T
10−3 3.107T 9,4.107T
TAB. 4.1 – Temps d’accrochage de la boucle de phase porteuse.
Si l’on suppose une transmission à 25Mbauds et N = 256, la durée d’un symbole
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OFDM est : T = 25625.106 ≈ 10−5 (s). Si BlT = 10−2, il faut alors une durée d’environ
0,3 seconde pour que la boucle de phase porteuse s’accroche.
4.5 Performances de la boucle de phase porteuse
Cette partie est consacrée à l’étude des performances de la boucle de phase por-
teuse. Tout d’abord, nous évaluons les performances de la boucle en l’absence de bruit
de phase. Puis nous étudions l’impact du bruit de phase en considérant les trois mo-
dèles définis dans le chapitre 1.
Dans le paragraphe 4.4, il a été montré que la phase porteuse varie de façon linéaire
sur chaque porteuse. Nous utilisont alors des boucles d’ordre 2, capables de suivre une
dérive de phase constante.
4.5.1 Bornes de Cramer-Rao
La variance de l’erreur d’estimation d’un paramètre est bornée inférieurement par
la borne de Cramer-Rao (BCR) [72]. La BCR sur la variance de l’erreur résiduelle
de phase porteuse est difficile à établir analytiquement. C’est pourquoi des expres-
sions plus simples sont généralement données. Dans [73], M. Moeneclaey a proposé
une borne inférieure de la gigue pour l’estimation de la phase porteuse et du rythme
symbole. Puis, Andrea et al. ont proposé une autre borne dite "borne de Cramer-Rao
modifiée" (BCRM) [74]. Ces propositions sont toujours inférieures à une "véritable"
borne de Cramer-Rao. Pour une boucle de phase porteuse, la BCRM s’exprime de
façon simple en fonction de la bande de bruit de la boucle BlT et de Es/N0 :
BCRMφ =
BlT
Es/N0
(4.5)
Par la suite, la variance de l’erreur résiduelle de phase porteuse est évaluée en
fonction de la bande de bruit de la boucle BlT et du rapport signal sur bruit par bit
Eb/N0 pour être comparée à la BCRM définie ci-dessus.
4.5.2 Performances en l’absence de bruit de phase
4.5.2.1 Performances en fonction de Eb/N0
La variance de l’erreur résiduelle de phase porteuse est tracée en fonction de Eb/N0
pour plusieurs valeurs de BlT sur la figure 4.9, dans le cas d’une modulation QPSK sur
chaque porteuse et sur la figure 4.10 dans le cas d’une modulation 16QAM sur chaque
porteuse.
Nous notons que les performances de la boucle de phase porteuse tendent vers la
BCRM. Ces résultats coïncident avec les conclusions obtenues dans [75].
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Notons aussi que la variance de l’erreur résiduelle de phase porteuse est propor-
tionnelle au rapport signal sur bruit Eb/N0, et donc à Es/N0.
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FIG. 4.9 – Performances de la boucle de phase porteuse en fonction de Eb/N0, modu-
lation QPSK.
4.5.2.2 Performances en fonction de la bande de bruit
La variance de l’erreur résiduelle de phase porteuse est évaluée en fonction de la
bande de bruit de la boucle BlT pour plusieurs valeurs de Eb/N0 sur la figure 4.11 pour
une modulation QPSK et sur la figure 4.12 pour une modulation 16QAM.
Nous retrouvons un résultat classique sur les performances de la boucle de phase
porteuse. La variance de l’erreur résiduelle de phase porteuse est proportionnelle à la
bande de bruit BlT .
4.5.3 Performances en présence du bruit de phase
4.5.3.1 Bruit de phase du DVB-S2
Le gabarit du bruit de phase spécifié dans la norme DVB-S2, ainsi que sa modéli-
sation, sont décrits dans le paragraphe 1.3.3.2.
En présence de bruit thermique, pour Eb/N0 = 0dB, la boucle de phase porteuse
ne peut fonctionner que si BlT < 10−2. D’autre part, nous avons montré dans le pa-
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FIG. 4.10 – Performances de la boucle de phase porteuse en fonction de Eb/N0, mo-
dulation 16QAM.
10−3 10−2
10−5
10−4
10−3
10−2
BlT
σ
2 (φ
) [e
n r
ad
2 ]
 
 
Simulation, EbN0=6dB
BCRM, EbN0=6dB
Simulation, EbN0=10dB
BCRM, EbN0=10dB
FIG. 4.11 – Performances de la boucle de phase porteuse en fonction de BlT , modula-
tion QPSK.
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FIG. 4.12 – Performances de la boucle de phase porteuse en fonction de BlT , modula-
tion 16QAM.
ragraphe 1.3.3.5 que l’écart-type maximum tolérable pour l’erreur résiduelle de phase
porteuse était de 8Â° dans le cas où une modulation QPSK était transportée sur chaque
porteuse.
La figure 4.13 trace l’écart-type de l’erreur résiduelle de phase porteuse en fonction
de la bande de bruit de la boucle, pour une modulation QPSK sur chaque porteuse en
présence du bruit de phase spécifié dans le DVB-S2 et en l’absence de bruit thermique.
On constate que la valeur de l’écart-type de l’erreur résiduelle de phase porteuse
augmente lorsque BlT diminue et qu’il atteint la valeur de 10,5Â° pour BlT = 10−2,
alors même qu’il n’y a pas de bruit thermique.
Il est donc impossible que la boucle de phase porteuse proposée puisse fonctionner
en présence du bruit de phase dont le gabarit est spécifié dans le standard DVB-S2.
Ceci peut s’expliquer par le fait que le bruit de phase est N fois plus rapide par rapport
au rythme symbole sur une porteuse donnée en OFDM qu’en monoporteuse [76].
4.5.3.2 Bruit de phase du DVB-SH
Le gabarit du bruit de phase spécifié dans la norme DVB-SH ainsi que sa modéli-
sation sont décrits dans le paragraphe 1.3.3.3.
Les performances de la boucle de phase porteuse sont données en fonction de la
bande de bruit dans la figure 4.14 pour plusieurs valeurs de Eb/N0, une modulation
QPSK transportée sur chaque porteuse et un nombre de porteuses N = 256.
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FIG. 4.13 – Performances de la boucle de phase porteuse en présence du bruit de phase
du DVB-S2, sans bruit thermique.
10−5 10−4 10−3 10−2
2
3
4
5
6
7
8
9
10
11
12
BlT
σ
(φ)
 [d
eg
]
 
 
Eb/N0=2dB
Eb/N0=0dB
Eb/N0=−2dB
Eb/N0=−4dB
FIG. 4.14 – Performances de la boucle de phase porteuse en présence du bruit de phase
du DVB-SH, modulation QPSK.
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Nous retrouvons le compromis classique sur l’écart-type de l’erreur résiduelle de
phase porteuse en fonction de la bande de bruit. L’écart-type de l’erreur résiduelle
de phase porteuse due au bruit de phase diminue avec BlT alors que l’écart-type de
l’erreur résiduelle de phase porteuse due au bruit thermique augmente avec BlT .
Il existe donc une valeur optimale de la bande de bruit pour laquelle l’écart-type de
l’erreur résiduelle de la phase porteuse atteint un minimum.
Par exemple à partir des résultats présentés sur la figure 4.14, nous obtenons le
minimum souhaité de 8 degré pour Eb/N0 = −3,7dB dans le cas d’une modulation
QPSK sur chaque porteuse et pour N = 256. Les résultats complets de la structure de
synchronisation proposée seront présentés dans le chapitre 5.
4.5.3.3 Bruit de phase de Wiener
La modélisation d’un bruit de phase de Wiener est décrite dans le paragraphe
1.3.3.4.
L’écart-type de l’erreur résiduelle de la boucle de phase porteuse est évalué en
fonction de la bande de bruit BlT pour plusieurs valeurs de la puissance du bruit de
phase de Wiener (σ2w). Il est donné sur la figure 4.15 pour une modulation QPSK sur
chaque porteuse et un nombre de porteuses N = 256. Le rapport signal sur bruit Eb/N0
est fixé à 0dB.
Ces résultats nous permettent de définir la puissance maximale σ2w du bruit de phase
Wiener admissible par la boucle de phase porteuse pour un point de fonctionnement
donné.
Par exemple, afin d’atteindre un écart-type inférieure à 8Â° (voir paragraphe 1.3.3.5)
pour une modulation QPSK, pour N = 256 et à Eb/N0 = 0dB, il faut un bruit de phase
de Wiener de puissance inférieure ou égale à 5.10−7.
En conclusion, la structure proposÃ©e dans cette Ã©tude fonctionne avec le modÃ¨le
de bruit de phase spÃ©cifiÃ© dans la norme DVB-SH et celui de Wierner d’une cer-
taine puissance. Mais elle ne fonctionne pas en prÃ©sence de celui spÃ©cifiÃ© dans
la norme DVB-S2. Nous considÃ©rons alors le modÃ¨le de bruit de phase spÃ©cifiÃ©
dans la norme DVB-SH et celui de Wierner afin d’Ã©valuer les performances de la
structure proposÃ©e. Ces résultats sont présentés dans le chapitre 5.
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FIG. 4.15 – Performances de la boucle de phase porteuse en présence du bruit de phase
de Wiener, modulation QPSK.
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Chapitre 5
Structure proposée : performances et
complexité
Ce chapitre évalue les performances de la structure de synchronisation proposée et
les compare à celles d’un système monoporteuse en termes d’efficacité spectrale. Une
discussion sur la complexité du système proposé est également présentée.
5.1 Schéma synoptique et mise en œuvre
La schéma synoptique de la structure de synchronisation proposée est donné par la
figure 5.1.
La mise en œuvre de la partie récupération de phase horloge et de fréquence por-
teuse est décrite dans le chapitre 3. La variation de phase porteuse qui subsiste en sortie
est différente sur chaque porteuse et une boucle de phase distincte est donc utilisée sur
chacune d’elle (chapitre 4).
5.2 Performances de la structure proposée
Nous avons vu dans le paragraphe 4.5.3.1 que la boucle de phase porteuse ne fonc-
tionne pas en présence du gabarit de bruit de phase spécifié dans la norme DVB-S2.
Cette partie sera donc consacrée à l’évaluation des performances de la structure glo-
bale proposée en présence du bruit de phase spécifié dans la norme DVB-SH et celui
modélisé selon un processus de Wiener.
Elles sont présentées en fonction de la bande de bruit de la boucle de phase porteuse
et du rapport signal sur bruit Eb/N0.
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FIG. 5.1 – Schéma synoptique de la structure proposée.
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5.2.1 Performances en présence du bruit de phase de Wiener
5.2.1.1 Performances aux points de fonctionnement considérés
La figure 5.2 présente l’écart-type de l’erreur résiduelle de phase porteuse en sortie
de la structure proposée en fonction de la bande de bruit de la boucle de phase porteuse
pour plusieurs valeurs de la puissance du bruit de phase de Wiener (σ2w), en considérant
un nombre de porteuses N = 256 modulés en QPSK. Un rapport signal bit sur bruit
Eb/N0 au point de fonctionnement spécifié dans le paragraphe 1.5.3, c’est à dire à
0dB, est considéré.
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FIG. 5.2 – Performances de la boucle de phase porteuse en présence du bruit de phase
de Wiener.
La gigue de phase due au bruit thermique diminue avec la bande de bruit tandis
que la gigue de phase due au bruit de phase augmente avec la bande de bruit, c’est
pourquoi il existe un écart-type minimal, noté ϕmin, et une bande de bruit optimale,
notée BlTopt , pour chaque valeur de la puissance du bruit de phase. Le tableau 5.1
regroupe les valeurs de ϕmin et de BlTopt pour une modulation QPSK, en fonction de
N et de σ2w.
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N σ2w = 10−8 σ2w = 10−7 σ2w = 10−6
ϕmin BlTopt ϕmin BlTopt ϕmin BlTopt
16 1,4◦ 10−4 2,2◦ 3.10−4 4,5◦ 8.10−4
32 1,6◦ 2.10−4 2,6◦ 5.10−4 5,3◦ 1,5.10−3
64 1,9◦ 3.10−4 3,35◦ 8.10−4 6◦ 2.10−3
128 2,1◦ 3,5.10−4 4◦ 10−3 8◦ 3.10−3
256 2,4◦ 4.10−4 5◦ 1,5.10−3 9,8◦ 5.10−3
512 2,9◦ 6.10−4 5,8◦ 2.10−3 > 10◦ -
1024 3,7◦ 8.10−4 7◦ 2,5.10−3 > 10◦ -
TAB. 5.1 – Valeurs minimales de l’écart-type de l’erreur de phase porteuse et bandes de
bruit optimales de la boucle de phase porteuse, modulation QPSK sur chaque porteuse
pour obtenir un Ã©cart-type infÃ©rieur Ã 8◦.
Nous notons que plus N augmente, plus les performances de la structure complète
diminue.
De la même façon, on évalue les performances de la structure de synchronisation
proposée pour une modulation 16QAM transportée sur chaque porteuse. Le rapport
Eb/N0 = 6dB est considéré (voir paragraphe 1.5.3). La figure 5.3 présente l’écart-type
de l’erreur résiduelle de phase porteuse en sortie de la structure proposée en fonction
de la bande de bruit de la boucle de phase porteuse pour plusieurs valeurs de σ2w, en
considérant N = 256.
Comme le cas précédent pour chaque valeur de N et de σ2w, on obtient une valeur
minimale de ϕ, noté ϕmin, et une valeur optimale correspondante de BlT , notée BlTopt .
Le tableau 5.2 regroupe les résultats obtenus pour différentes valeurs de N et de σ2w.
N σ2w = 10−8 σ2w = 10−7 σ2w = 10−6
ϕmin BlTopt ϕmin BlTopt ϕmin BlTopt
16 1◦ 2.10−4 1,7◦ 5.10−4 3◦ 2.10−3
32 1,1◦ 3.10−4 2◦ 7.10−4 3,6◦ 3.10−3
64 1,25◦ 4.10−4 2,45◦ 9.10−4 4,4◦ 4.10−3
128 1,5◦ 6.10−4 2,85◦ 2.10−3 5,4◦ 6.10−3
256 1,9◦ 8.10−4 3,4◦ 3.10−3 > 6◦ -
512 2,2◦ 10−3 3,9◦ 4.10−3 > 6◦ -
1024 2,55◦ 1,5.10−3 4,7◦ 5.10−3 > 6◦ -
TAB. 5.2 – Valeurs minimales de l’écart-type de l’erreur de phase porteuse et bandes
de bruit optimales de la boucle de phase porteuse, modulation 16QAM sur chaque
porteuse pour obtenir un Ã©cart-type infÃ©rieur Ã 2,6◦.
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FIG. 5.3 – Performances de la boucle de phase porteuse en présence du bruit de phase
de Wiener.
En considérant un codeur/décodeur en sortie de l’étape de synchronisation, ces ré-
sultats nous permettent d’en déduire les dégradations sur les performances du système.
5.2.1.2 Performances avec le critère de performances sur la gigue de phase
Maintenant, considérons les gigues de phase définies dans le paragraphe 1.3.3.5
afin de garantir une dégradation de performances du système à moins de 0.2dB en
sortie du décodage canal, nous évaluons la puissance maximale admissible du bruit de
phase de Wiener afin de satisfaire ces conditions, en fonction de N et pour différentes
valeurs de Eb/N0.
Les performances de la structure proposée sont présentées par la figure 5.4 pour
différentes valeurs de la puissance du bruit de phase de Wiener (σ2w), en considérant
une modulation QPSK, Eb/N0 = 0dB et N = 256.
Pour chaque valeur de Eb/N0 et de N, on peut déduire la puissance du bruit de
Wiener maximale admissible, notée σ2max, et la bande de bruit optimale BlTopt , afin
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FIG. 5.4 – Performances de la boucle de phase porteuse en présence du bruit de phase
de Wiener, modulation QPSK.
d’obtenir un écart-type inférieur à 8◦ (voir paragraphe 1.3.3.5) pour une modulation
QPSK transportée sur chaque porteuse.
Pour Eb/N0 = 0dB, les résultats de la figure 5.4 montrent que la puissance du bruit
de phase modélisé selon un processus de Wiener doit être inférieure à 6.10−7 afin
d’atteindre ces performances. La bande de bruit optimale normalisée de la boucle de
phase porteuse correspondant à cette valeur est de 3.10−3.
Le tableau 5.3 donne la puissance maximale admissible du bruit de phase de Wie-
ner, σ2max, et la bande de bruit optimale BlTopt de la boucle de phase porteuse corres-
pondante en fonction de Eb/N0 et de N pour une modulation QPSK.
De la même façon, on évalue les performances de la structure de synchronisation
proposée pour une modulation 16QAM transportée sur chaque porteuse. L’écart-type
de l’erreur résiduelle de phase porteuse est tracée en fonction de la bande de bruit
de la boucle de phase porteuse sur la figure 5.5, pour Eb/N0 = 4dB et un nombre de
porteuses N = 256 modulées en 16QAM.
De la même manière que pour la modulation QPSK, pour chaque valeur de Eb/N0,
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N Eb/N0 = 0dB Eb/N0 =−1dB Eb/N0 =−2dB
σ2max BlTopt σ2max BlTopt σ2max BlTopt
16 9,4.10−6 2,8.10−3 5,1.10−6 1,2.10−3 2.10−6 9.10−4
32 4,2.10−6 2,7.10−3 2,8.10−6 1,6.10−3 9.10−7 1,1.10−3
64 2.10−6 3.10−3 1,2.10−6 1,5.10−3 6.10−7 10−3
128 1,1.10−6 2,8.10−3 7.10−7 1,6.10−3 3,5.10−7 9,5.10−4
256 6.10−7 3.10−3 3,5.10−7 1,5.10−3 1,5.10−7 8.10−4
512 2,8.10−7 3,2.10−3 1,4.10−7 1,4.10−3 7.10−8 9.10−4
1024 1,2.10−7 2,9.10−3 8.10−8 1,3.10−3 4.10−8 8.10−4
TAB. 5.3 – Valeurs des variances maximales du bruit de phase de Wiener et bandes de
bruit optimales de la boucle de phase porteuse, modulation QPSK sur chaque porteuse
pour obtenir un Ã©cart-type infÃ©rieur Ã 8◦.
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FIG. 5.5 – Performances de la boucle de phase porteuse en présence du bruit de phase
du DVB-SH, modulation 16QAM.
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nous obtenons la puissance maximale admissible du bruit de phase Wiener et la bande
de bruit optimale de la boucle de phase porteuse correspondant afin d’obtenir les per-
formances spécifiées dans le paragraphe 1.3.3.5. Le tableau 5.4 regroupe les résultats
obtenus pour différentes valeurs de Eb/N0 et de N.
N Eb/N0 = 6dB Eb/N0 = 5dB Eb/N0 = 4dB
σ2max BlTopt σ2max BlTopt σ2max BlTopt
16 5,6.10−7 1,5.10−3 3,1.10−7 8,2.10−4 2,1.10−7 5,9.10−4
32 2,9.10−7 1,2.10−3 1,7.10−7 7,5.10−4 10−7 6,1.10−4
64 1,6.10−7 10−3 10−7 8,1.10−4 7.10−8 6,7.10−4
128 6,5.10−8 1,3.10−3 7.10−7 8,4.10−4 3,3.10−8 6,4.10−4
256 3,2.10−8 1,4.10−3 3,5.10−7 7,9.10−4 1,5.10−8 6.10−4
512 1,8.10−8 1,2.10−3 1,3.10−8 8,5.10−4 9,5.10−9 5,5.10−4
1024 9.10−9 1,1.10−3 6,1.10−9 8.10−4 3,5.10−9 5.10−4
TAB. 5.4 – Valeurs des variances maximales du bruit de phase de Wiener et bandes
de bruit optimales de la boucle de phase porteuse, modulation 16QAM sur chaque
porteuse pour obtenir un Ã©cart-type infÃ©rieur Ã 2,6◦.
Ces résultats nous permettent de spécifier la puissance du bruit de phase de Wie-
ner maximale admissible en entrée du système afin de satisfaire le fonctionnement de
la structure de réception proposée dans cette étude et ce, pour différentes valeurs de
Eb/N0 et de N.
5.2.2 Performances en présence d’un bruit de phase conforme au
gabarit du DVB-SH
5.2.2.1 Performances aux points de fonctionnement considérés
La figure 5.6 présente l’écart-type de l’erreur résiduelle de phase porteuse en sortie
de la structure proposée en fonction de la bande de bruit de la boucle de phase porteuse
pour plusieurs valeurs de Eb/N0 autour du point de fonctionnement à 0dB. N = 256 et
une modulation QPSK sont considérés.
Nous retrouvons encore une fois le compromis sur la gigue de phase porteuse en
présence du bruit de phase du DVB-SH. Pour chaque valeur de Eb/N0 et de N, il existe
une valeur minimale de l’écart-type de l’erreur de phase porteuse, notée ϕmin, et une
valeur optimale de la bande de bruit, notée BlTopt , correspondant à cette minimisation.
Le tableau 5.5 donne les valeurs de ϕmin, et de BlTopt pour différentes valeurs de
Eb/N0, en fonction de Eb/N0 et de N.
De la même façon, nous obtenons les résultats similaires pour une modulation
16QAM modulée sur chaque porteuse. Ils sont présentés dans le tableau 5.6.
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FIG. 5.6 – Performances de la boucle de phase porteuse en présence du bruit de phase
du DVB-SH, modulation QPSK.
N Eb/N0 = 0dB Eb/N0 =−1dB Eb/N0 =−2dB
ϕmin BlTopt ϕmin BlTopt ϕmin BlTopt
16 2,5◦ 8.10−5 2,6◦ 6.10−5 2.8◦ 5.10−5
32 2,7◦ 9.10−5 3,2◦ 7.10−5 3,6◦ 5,5.10−5
64 3◦ 10−4 3,9◦ 8.10−5 4,5◦ 6.10−5
128 3.3◦ 1,5.10−4 4,6◦ 10−4 5,6◦ 8.10−5
256 3,5◦ 2.10−4 5,4◦ 1,5.10−4 6,6◦ 9.10−5
512 4,2◦ 3.10−4 6◦ 2.10−4 7,4◦ 10−4
1024 5◦ 4.10−4 6,9◦ 2,5.10−4 8,3◦ 1,2.10−4
TAB. 5.5 – Valeurs minimales de l’écart-type de l’erreur de phase porteuse et bandes de
bruit optimales de la boucle de phase porteuse, modulation QPSK sur chaque porteuse.
Ces résultats permettent d’en déduire les dégradations sur les performances du sys-
tème en sortie du décodeur de réception, en présence du bruit de phase spécifié dans la
norme DVB-SH.
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N Eb/N0 = 8dB Eb/N0 = 7dB Eb/N0 = 6dB
ϕmin BlTopt ϕmin BlTopt ϕmin BlTopt
16 2,36◦ 10−3 2,45◦ 9.10−4 2.56◦ 7,8.10−4
32 2,4◦ 1,2.10−3 2,5◦ 10−3 2.63◦ 8,2.10−4
64 2,45◦ 1,5.10−4 2,58◦ 1,2.10−3 2,7◦ 9.10−4
128 2,5◦ 2.10−3 2,65◦ 1,2.10−3 2,76◦ 10−3
256 2,57◦ 2,5.10−3 2,7◦ 1,5.10−3 2,86◦ 1,2.10−3
512 2,65◦ 2,5.10−3 2,85◦ 2.10−3 3◦ 1,6.10−3
1024 2.75◦ 3.10−3 3◦ 2,5.10−3 3,2◦ 2.10−3
TAB. 5.6 – Valeurs minimales de l’écart-type de l’erreur de phase porteuse et bandes
de bruit optimales de la boucle de phase porteuse, modulation 16QAM sur chaque
porteuse.
5.2.2.2 Performances avec le critère de performances sur la gigue de phase
Maintenant, nous considérons les gigues de phase tolérées par la norme DVB-S2,
définies dans le paragraphe 1.3.3.5.
La figure 5.7 présente l’écart-type de l’erreur résiduelle de phase porteuse en sortie
de la structure complète en fonction de la bande de bruit de la boucle de phase porteuse
pour plusieurs valeurs de Eb/N0. N = 256 et une modulation QPSK sont considérés.
Pour chaque valeur de Eb/N0, il existe une valeur minimale de l’écart-type de l’erreur
de phase porteuse.
Pour chaque valeur de N, il existe une valeur minimale de Eb/N0 pour laquelle la
valeur minimale correspondante de l’écart-type de l’erreur résiduelle de phase porteuse
est égale à 8◦ (modulation QPSK). Il existe également une valeur optimale de la bande
de bruit correspondant à cette minimisation de l’écart-type de l’erreur résiduelle de
phase porteuse.
Lorsque N = 256 les résultats présentés par la figure 5.7 montrent qu’une valeur
minimale de Eb/N0 d’environ −3dB permet d’atteindre les performances demandées.
La bande de bruit optimale correspondante est égale à 6.10−5.
Le tableau 5.7 donne la valeur minimale de Eb/N0, notée Eb/N0min et la valeur
optimale correspondant de la bande de bruit, BlTopt , en fonction de N.
De la même façon, nous évaluons les performances du système pour la modulation
16QAM transportée sur chaque porteuse. La figure 5.8 présente l’écart-type de l’erreur
résiduelle de phase porteuse en sortie de la structure complète en fonction de la bande
de bruit de la boucle de phase porteuse pour plusieurs valeurs de Eb/N0. N = 256 et
une modulation 16QAM sur chaque porteuse sont considérés.
Pour N=256, nous obtenons alors un écart-type de 2,6◦ (voir paragraphe 1.3.3.5)
pour Eb/N0 = 7,8dB. La bande de bruit optimale correspondante est égal à 2.10−3. Le
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FIG. 5.7 – Performances de la boucle de phase porteuse en présence du bruit de phase
du DVB-SH, modulation QPSK.
N Eb/N0min (dB) BlTopt
16 -4,1 2,5.10−5
32 -3,8 3.10−5
64 -3,6 3,8.10−5
128 -3,3 4,8.10−5
256 -3 6.10−5
512 -2,3 9.10−5
1024 -1,8 1,5.10−4
TAB. 5.7 – Valeurs de Eb/N0 minimale et des bandes de bruit optimales de la boucle
de phase porteuse, modulation QPSK sur chaque porteuse.
tableau 5.8 regroupe les résultats obtenus pour différentes valeurs de N.
Notons que plus N augmente, plus les performances du système diminuent. Cela
est dû au fait que les dégradations de performances dues au bruit de phase augmentent
avec N [76].
Ces résultats permettent de définir les points de fonctionnement de la structure
proposée en présence d’un bruit de phase conforme au gabarit défini dans le standard
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FIG. 5.8 – Performances de la boucle de phase porteuse en présence du bruit de phase
du DVB-SH, modulation 16QAM.
N Eb/N0min (dB) BlTopt
16 5,7 7,5.10−4
32 6,2 8,5.10−4
64 6,8 10−3
128 7,3 1,5.10−3
256 7,8 2.10−3
512 8,2 2,5.10−3
1024 8,5 3,2.10−3
TAB. 5.8 – Valeurs de Eb/N0 minimale et des bandes de bruit optimales de la boucle
de phase porteuse, modulation 16QAM sur chaque porteuse.
DVB-SH.
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5.3 Comparaison de performances en termes d’effica-
cité spectrale
5.3.1 Dimensionnement de l’intervalle de garde
Comme nous avons vu dans le chapitre 3, la taille de l’intervalle de garde dépend
du nombre de porteuses N et de la valeur de l’erreur de fréquence horloge en entrée
du récepteur. Les tableaux 5.9 et 5.10 rappellent les longueurs minimales, en nombre
d’échantillons, qui ont été établies en fonction de N pour l’intervalle de garde.
N Ngmin
16 2
32 2
64 3
128 3
256 4
512 5
1024 6
TAB. 5.9 – Taille nécessaire de l’inter-
valle de garde, β = 1,2.10−4.
N Ngmin
16 1
32 2
64 2
128 2
256 3
512 4
1024 5
TAB. 5.10 – Taille nécessaire de l’in-
tervalle de garde, β = 6.10−5.
Ces résultats permettent d’évaluer les performances de la structure proposée en
termes d’efficacité spectrale et de les comparer avec les systèmes monoporteuses. Cette
étude fait l’objet du prochain paragraphe.
5.3.2 Comparaison de performances en termes d’efficacité spec-
trale
Afin de comparer les performances entre le système multiporteuse proposé dans
cette étude et un système monoporteuse, nous considérons un même débit symbole
utile noté Rs.
Dans la structure de synchronisation proposée, deux paramètres influent sur le débit
total : la longueur de l’intervalle de garde Ngmin et le nombre de lobes secondaires
considérés dans le spectre d’un signal OFDM.
En prenant en compte 2 lobes secondaires de chaque côté du spectre et en négli-
geant la perte d’efficacité spectrale due à l’utilisation d’un symbole pilote par trame
à des fins de synchronisation (levée d’ambiguïté sur la fréquence porteuse), la bande
passante d’une transmission multiporteuse avec la structure proposée est approchée
par :
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Bm ≈
(
1+
Ngmin
N
)(
1+ 5
N
)
Rs (5.1)
En notant α le facteur de roll-off du filtre en cosinus surélevé, la bande passante
d’une transmission en monoporteuse est égale à :
Bs = (1+α)Rs (5.2)
α est égal à 0,35 dans le cas du standard DVB-S et le α minimal est de 0,2 dans le
cas du standard DVB-S2.
Le gain en bande passante entre les systèmes multiporteuse et monoporteuse est
défini par :
G = Bs−Bm
Bs
, (5.3)
soit :
G = 1−
(
1+ NgminN
)(
1+ 5N
)
(1+α)
(5.4)
Le gain en bande passante par rapport au standard DVB-S est donné par le tableau
5.11 et par le tableau 5.12 par rapport au standard DVB-S2.
N β = 1,2.10−4 β = 6.10−5
G G
16 -9,8% -3,3%
32 9% 9%
64 16,4% 17,6%
128 21,2% 21,8%
256 23,3% 23,6%
512 24,5% 24,6%
1024 25,1% 25,2%
TAB. 5.11 – Gain en bande passante par rapport au standard DVB-S.
Avec la structure de synchronisation proposée, nous avons donc une perte d’effi-
cacité spectrale par rapport à la norme DVB-S si N < 32 et par rapport à la norme
DVB-S2 si N < 64. Dans les autres cas, nous obtenons un gain en efficacité spectrale
par rapport à ces standards.
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N β = 1,2.10−4 β = 6.10−5
G G
16 -23,1% -16,2%
32 -2,4% -2,4%
64 5,9% 7,6%
128 11,4% 12,1%
256 13,7% 14%
512 15% 15,2%
1024 15,8% 15,9%
TAB. 5.12 – Gain en bande passante par rapport au standard DVB-S2.
5.3.3 Choix du paramètre N
Dans le paragraphe 5.2, nous avons vu que les performances du système en termes
d’efficacité en puissance diminuent lorsque N augmente. Cela est dû au fait que les
dégradations de performances dues au bruit de phase sont proportionnelles à N.
Dans le paragraphe 5.3.2, nous avons vu que les performances en termes d’effica-
cité spectrale augmentent avec N car plus N est grand, moins nous avons besoin de
ressources pour effectuer l’opération de synchronisation.
Le choix de N dépendra donc de l’objectif visé : si l’on souhaite optimiser les
performances du système en termes d’efficacité en puissance on travaillera avec un
petit nombre de porteuses tandis que si l’on souhaite privilégier l’efficacité spectrale
on en utilisera un nombre élevé.
5.4 Complexité du système
Ce paragraphe a pour but d’évaluer la complexité du système au niveau du ré-
cepteur. Cela consiste à évaluer le nombre d’additions et de multiplications néces-
saires pour réaliser les opérations de synchronisation. Pour cela, la figure 5.9 détaille
le schéma synoptique de la structure de synchronisation proposée. L’étape de synchro-
nisation grossière n’est effectuée qu’une fois avant le déclenchement de l’étape de syn-
chronisation fine. Elle n’est donc pas prise en compte dans le calcul de la complexité
du système. Le bloc de quantification n’est également pas pris en compte.
Notons que les blocs 1 à 6 manipulent des nombres réels tandis que les autres blocs
manipulent des nombres complexes. Notons également que les blocs (3), (6) et (10)
travaillent au rythme symbole OFDM (ROFDM) tandis que les autres blocs travaillent
à 2 fois le rythme symbole OFDM (2.ROFDM). Le tableau 5.13 récapitule le nombre
d’opérations nécessaires pour chaque bloc ainsi que sa période de mise à jour (en
nombre de symboles OFDM).
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FIG. 5.9 – Schéma synoptique détaillé de la structure proposée.
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bloc Nombre Nombre de Période de mise à jour
d’additions multiplications [en ROFDM]
1 1 0 2
2 1 0 2
3 1 0 1
4 2 2 2
5 2 2 2
6 2 2 1
7 13N 16N 2
8 10w 12w 2
9 4Nw
4N
w 2
10 3 2 1
11 [77] 2Nlog2(N) 2Nlog2(N) 1
TAB. 5.13 – Nombre d’opérations nécessaires pour chaque bloc.
En prenant en compte le fait que les calculs des blocs (3), (6) et (10) sont effectués
pour chaque porteuse, le nombre total d’opérations pour la durée d’un symbole OFDM
est : (2Nlog2(N)+12,5N +5w+ 2Nw +3) additions et (2Nlog2(N)+12N +6w+
2N
w
+
2) multiplications, où w est le paramètre de la boucle de phase horloge optimisé en
fonction de l’erreur de fréquence horloge β.
Les nombres d’opérations nécessaires, pendant la durée d’un symbole OFDM, pour
la structure proposée et pour l’opération de la FFT sont donnés pour comparaison par
le tableau 5.14 pour β = 6.10−5 et par le tableau 5.15 pour β = 1,2.10−4.
N w Nombre d’additions Nombre de multiplications
FFT Structure proposée FFT Structure proposée
16 4 128 352 128 346
32 6 320 746 320 735
64 8 768 1585 768 1560
128 10 1792 3372 1792 3317
256 15 4096 7182 4096 7076
512 20 9216 15259 9216 15022
1024 30 20480 32314 20480 31822
TAB. 5.14 – Nombre de calculs nécessaires par symbole OFDM, β = 6.10−5.
Le nombre d’opérations nécessaire pour la structure proposée est donc égal à envi-
ron deux fois celui d’une FFT. Les calculs nécessaires pour la structure de synchroni-
sation proposée sont équivalents à la mise en œuvre d’une FFT supplémentaire.
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N w Nombre d’additions Nombre de multiplications
FFT Structure proposée FFT Structure proposée
16 3 128 357 128 354
32 4 320 759 320 746
64 5 768 1623 768 1594
128 6 1792 3468 1792 3409
256 10 4096 7400 4096 7281
512 15 9216 15762 9216 15520
1024 20 20480 33485 20480 32991
TAB. 5.15 – Nombre de calculs nécessaires par symbole OFDM, β = 1,2.10−4.
En supposons un débit symbole Rs = 25Mbauds, le nombre de calculs à effectuer
par seconde est donné par le tableau 5.16 pour β = 6.10−5 et par le tableau 5.17 pour
β = 1,2.10−4. Nse est le nombre de symboles OFDM par seconde.
N w Nse Nombre d’additions Nombre de multiplications
16 4 1,56.106 5,57.108 5,48.108
32 6 7,81.105 5,93.108 5,83.108
64 8 3,91.105 6,33.108 6,23.108
128 10 1,95.105 6,77.108 6,67.108
256 15 9,77.104 7,23.108 7,11.108
512 20 2,88.104 7,70.108 7,58.108
1024 30 1,44.104 8,18.108 8,06.108
TAB. 5.16 – Nombre de calculs nécessaires par seconde, β = 6.10−5.
N w Nse Nombre d’additions Nombre de multiplications
16 3 1,56.106 5,61.108 5,53.108
32 4 7,81.105 5,97.108 5,88.108
64 5 3,91.105 6,36.108 6,26.108
128 6 1,95.105 6,78.108 6,67.108
256 10 9,77.104 7,23.108 7,12.108
512 15 2,88.104 7,70.108 7,59.108
1024 20 1,44.104 8,18.108 8,06.108
TAB. 5.17 – Nombre de calculs nécessaires par seconde, β = 1,2.10−4.
Notons que le nombre de calculs par seconde augmente avec N. Il est presque
doublé entre N = 16 et N = 1024.
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Conclusions
Le travail mené dans cette thèse a permis d’évaluer le potentiel de l’utilisation des
techniques multiporteuses OFDM dans le cadre de la mise en œuvre d’une structure de
synchronisation pour une transmission de type diffusion par satellite.
La première partie de ce document a été consacrée à la description du contexte sys-
tème, décrivant notamment les sources d’erreur de synchronisation et leur impact sur
les performances du système. Cette étude a montré que cet impact est beaucoup plus
important dans une transmission de type OFDM que dans un système monoporteuse.
A titre d’exemple, pour une modulation QPSK transportée sur chaque porteuse, une
erreur de phase horloge de 1% de la durée du symbole OFDM dégrade de 1.5dB les
performances du système, tandis qu’une erreur de fréquence porteuse de 1% de l’espa-
cement inter-porteuse les dégrade de 0.1dB. Pour une modulation 16QAM transportée
sur chaque porteuse, une erreur de phase horloge de 0.5% de la durée du symbole
OFDM dégrade de plus de 4dB les performances du système tandis qu’une erreur de
fréquence porteuse de 1% de l’espacement inter-porteuse les dégrade d’environ 0.4dB.
Il est donc absolument nécessaire de corriger ces différentes erreurs de synchronisa-
tion.
Dans la deuxième partie de ce document, une structure de synchronisation a été
proposée et évaluée, l’un des objectifs étant d’optimiser l’efficacité spectrale du sys-
tème. Elle comprend deux étapes : une étape de synchronisation grossière basée sur
des estimateurs des erreurs de synchronisation, suivie d’une étape de synchronisation
fine basée sur des boucles de correction des erreurs résiduelles.
Il a été montré que les performances de la structure proposée en termes d’efficacité
en puissance diminuent avec le nombre de porteuses N en présence de bruit de phase.
La structure proposée peut tolérer un bruit de phase de Wiener de puissance 9,4.10−6
pour N = 16 et 1,2.10−7 pour N = 1024, pour une modulation QPSK transportée sur
chaque porteuse à Eb/N0 = 0dB. Pour une modulation 16QAM transportée sur chaque
porteuse à Eb/N0 = 6dB, cette valeur est de 5,6.10−7 pour N = 16 et de 6.10−9 pour
N = 1024. En présence du bruit de phase tel qu’il est spécifié dans le standard DVB-
SH, notre structure fonctionne jusqu’à un niveau de Eb/N0 égal à −4,1dB pour N =
16 et à −1,8dB pour N = 1024, lorsqu’on utilise une modulation QPSK sur chaque
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porteuse. Les niveaux de Eb/N0 minimum tolérés sont de 5,7dB pour N = 16 et de
8,5dB pour N = 1024, lorsqu’on utilise une modulation 16QAM sur chaque porteuse.
En termes d’efficacité spectrale, les performances de la structure proposée aug-
mentent avec le nombre N de sous porteuses. Elle présente de meilleures performances
que celles du standard DVB-S quand N est supérieur à 16 et que celles du standard
DVB-S2 quand N est supérieur à 32.
Le choix de N dépendra donc de l’objectif visé : si l’on souhaite optimiser les
performances du système en termes d’efficacité en puissance on travaillera avec un
petit nombre de porteuses tandis que si l’on souhaite privilégier l’efficacité spectrale
on en utilisera un nombre élevé.
Enfin, l’étude de la complexité du système a montré que les calculs nécessaires
pour la structure de synchronisation proposée étaient équivalents à la mise en œuvre
d’une FFT supplémentaire.
Perspectives
Plusieurs perspectives peuvent être envisagées suite aux travaux menés dans cette
thèse.
En premier lieu, notons que les performances du système ont été évaluées avant le
décodage canal et basées sur les résultats présentés dans [17] pour limiter à 0.2dB la
dégradation sur les performances d’un récepteur DVB-S2. Les valeurs données dans
[17] sont basées sur des simulations impliquant un algorithme de décodage particulier
et ne conviennent pas nécessairement pour d’autres décodeurs. La mise en œuvre d’un
système de codage et de décodage canal (par exemple un turbo-code) serait intéres-
sante dans le but d’évaluer les performances d’un système complet en termes de taux
d’erreur binaire. Cela permettrait également d’évaluer l’impact des erreurs résiduelles
de synchronisation sur le TEB dans un système complet.
D’autre part, la comparaison de performances entre la structure proposée dans cette
étude et les systèmes monoporteuses a été une simple comparaison en termes de bande
passante. Plusieurs paramètres, dont le nombre de pilotes dans les standards, n’ont
pas été pris en compte. Les prendre en compte, en plus de la mise en œuvre d’un
codage/décodage canal permettrait de réaliser une étude complète du système proposé
et d’effectuer une comparaison plus approfondie entre les systèmes multiporteuse et
monoporteuse.
Une autre piste pourrait être d’étudier les performances des algorithmes permettant
de réduire le bruit de phase que l’on trouve dans le littérature, afin de les appliquer, le
cas échéant, à notre récepteur pour en améliorer les performances.
Enfin, nous avons évalué les performances du système proposé en considérant des
modulations QPSK et 16QAM sur chaque porteuse, en supposant que la fluctuation
d’enveloppe était essentiellement due à la modulation multiporteuse. Une étude de
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l’impact de la modulation transportée sur chaque porteuse sur la fluctuation d’enve-
loppe du signal émis serait intéressante à mener pour confirmer notre hypothèse.
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Annexe A
Impact de l’erreur de phase horloge
Afin d’exprimer l’expression du symbole reçu et quantifier les dégradations dues
à l’erreur de phase horloge, il faut revenir au schéma de base d’un récepteur de type
OFDM. A la réception, le signal reçu avec une erreur de phase horloge τ est ramené
en bande de base sur chaque porteuse en utilisant le filtre adapté à la mise en forme.
puis l’échantillonneur afin de retrouver les symboles émis. Pour mettre en évidence le
déphasage du à τ, il faut se baser sur la chaîne d’une transmission continue. Le principe
de ce récepteur est illustré par la figure A.1 pour la nie`me sous-porteuse du iie`me symbole
OFDM. Le filtre adapté à la mise en forme rectangulaire est un intégrateur.
FIG. A.1 – Principe du récepteur OFDM en présence de l’erreur de phase horloge.
En absence de bruit introduit par le canal, l’expression du signal reçu est exprimée
par :
y(t) =
∞
∑
l=1
N/2−1
∑
k=−N/2
Xl,kh(t− lT −T/2)e j2pi fkt (A.1)
Où h(t) est le filtre de mise en forme rectangulaire de durée T .
En présence d’une erreur de phase horloge τ, le signal reçu s’écrit comme suit :
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y′(t) =
∞
∑
l=1
N/2−1
∑
k=−N/2
Xl,kh(t− lT −T/2+ τ)e j2pi fk(t+τ) (A.2)
D’où :
yn(t) =
∞
∑
l=1
N/2−1
∑
k=−N/2
Xl,kh(t− lT −T/2+ τ)e j2pi fk(t+τ)e− j2pi fnt (A.3)
Le filtre de mise en forme est rectangulaire, le signal à la sortie de l’intégrateur est
alors exprimé par :
Yi,n =
1
T
∫ (i+1)T
iT
∞
∑
l=1
N/2−1
∑
k=−N/2
Xl,kh(t− lT −T/2+ τ)e j2pi fk(t+τ)e− j2pi fntdt (A.4)
Trois cas sont à considérer concernant l’erreur de phase horloge τ par rapport à la
fenêtre d’intégration :
– Le signal reçu est en avance.
– Le signal est en retard d’une durée inférieure à Tg.
– Le signal est en retard d’une durée supérieure à Tg.
Cas 1 : Le signal reçu est en avance
Dans ce cas, la fenêtre FFT est en chevauchement entre le symbole considéré et le
symbole suivant. La figure A.2 illustre ce chevauchement.
FIG. A.2 – Placement de la fenêtre FFT, cas 1.
118
L’intégrale sur la durée T de la fenêtre FFT se fait alors sur une durée (T − τ) du
iie`me symbole OFDM et sur une durée τ du (i + 1)ie`me symbole OFDM. Dans ce cas,
il y a non seulement de l’IES venant du symbole suivant mais également de l’IEP. Les
symbole reçu est décomposé comme suit :
Yi,n =
1
T
∫ (i+1)T−τ
iT
N/2−1
∑
k=−N/2
Xi,ke j2pi fk(t+τ)e− j2pi fntdt
+
1
T
∫ (i+1)T
(i+1)T−τ
N/2−1
∑
k=−N/2
e j2pi fk(t+T+τ)Xi+1,ke− j2pi fntdt
(A.5)
Le symbole reçu est réécrit de façon suivante :
Yi,n =
1
T
N/2−1
∑
k=−N/2
e j2pi fkτXi,k
∫ (i+1)T−τ
iT
e j2pi( fk− fn)tdt
+
1
T
N/2−1
∑
k=−N/2
e j2pi fkτXi+1,k
∫ (i+1)T
(i+1)T−τ
e j2pi( fk− fn)tdt
(A.6)
En simplifiant et en posant fn = n/T (l’orthogonalité des porteuses) :
Yi,n = e j2pin
τ
T
(
1− τ
T
)
Xi,n + IEPn + IESn (A.7)
Où IEPn et IESn sont les termes d’interférences qui sont définis par :
IEPn =
1
T
N/2−1
∑
k=−N/26=n
e j2pi fkτXi,k
∫ (i+1)T−τ
iT
e j2pi( fk− fn)tdt (A.8)
et
IESn =
1
T
N/2−1
∑
k=−N/2
e j2pi fkτXi+1,k
∫ (i+1)T
(i+1)T−τ
e j2pi( fk− fn)tdt (A.9)
Le calcul des intégrales nous donne :
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∫ (i+1)T−τ
iT
e j2pi( fk− fn)tdt = e
j2pi( fk− fn)[(i+1)T−τ]− e j2pi( fk− fn)iT
j2pi( fk− fn) (A.10)
=
e j2pi( fk− fn)[iT+
T−τ
2 ]
j2pi( fk− fn)
[
e j2pi( fk− fn)
T−τ
2 − e− j2pi( fk− fn) T−τ2
]
(A.11)
= 2 j e
j2pi( fk− fn)[iT+ T−τ2 ]
j2pi( fk− fn) sin[pi( fk− fn)(T − τ)] (A.12)
En remplaçant fn = n/T :
∫ (i+1)T−τ
iT
e j2pi( fk− fn)tdt = 2 j e
j2pi k−nT [iT+ T−τ2 ]
j2pi k−nT
sin[pi
k−n
T
(T − τ)] (A.13)
=
e jpi(k−n)[(2i+1)+
−τ
T ]
pi k−nT
sin[pi(k−n)(1− τ
T
)] (A.14)
=
(−1)k−ne− jpi(k−n) τT
pi k−nT
(−1)k−nsin[−pi(k−n) τ
T
] (A.15)
=−τe− jpi(k−n) τT sinc
[
pi(k−n) τ
T
]
(A.16)
De même, nous avons :∫ (i+1)T
(i+1)T−τ
e j2pi( fk− fn)tdt = τe− jpi(k−n)
τ
T sinc
[
pi(k−n) τ
T
]
(A.17)
Ce qui donne la nouvelle expression de l’interférence totale :
In = IEPn + IESn =− τT
N/2−1
∑
k=−N/26=n
e j2pik
τ
T e− jpi(k−n)
τ
T sinc
[
pi(k−n) τ
T
]
Xi,k
+
τ
T
N/2−1
∑
k=−N/2
e j2pik
τ
T e− jpi(k−n)
τ
T sinc
[
pi(k−n) τ
T
]
Xi+1,k
(A.18)
La puissance de l’interférence totale est donnée pour une valeur de τ par :
Pn(τ) = E[| In |2] = E[InI∗n ] (A.19)
En supposant que les symboles {Xi,k} et {Xi+1,k} sont indépendants. Nous avons :
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E[Xi1,k1X∗i2,k2] = E[Xi1,k1]E[X
∗
i2,k2] = 0 , ∀{i1,k1} 6= {i2,k2} (A.20)
La puissance de l’interférence est alors exprimée par :
Pn(τ) =
τ2
T 2
N/2−1
∑
k=−N/26=n
sinc2
[
pi(k−n) τ
T
]
E
[| Xi,k |2]
+
τ2
T 2
N/2−1
∑
k=−N/2
sinc2
[
pi(k−n) τ
T
]
E
[| Xi+1,k |2]
(A.21)
En appelant E
[| Xi,k |2]= E [| Xi+1,k |2]= Es, nous avons :
Pn(τ) =
τ2
T 2
Es
[
1+2
N/2−1
∑
k=−N/26=n
sinc2
(
pi(k−n) τ
T
)]
(A.22)
Cas 2 : Le signal reçu est en retard d’une durée inférieure à Tg
Dans ce cas, l’instant d’échantillonnage du début du symbole OFDM est inclus
dans l’intervalle de garde, il n’y a pas de chevauchement entre symboles OFDM. La
figure A.3 illustre ce cas.
FIG. A.3 – Placement de la fenêtre FFT, cas 2.
L’intégrale sur la durée T de la fenêtre FFT se fait entièrement dans le iie`me symbole
OFDM. Dans ce cas, l’interférence est éliminé. L’erreur de phase horloge correspond
simplement à une rotation de phase porteuse et le signal reçu est exprimé par [20] :
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Yi,n = e− j2pin
τ
T Xi,n (A.23)
Cas 3 : Le signal reçu est en retard d’une durée supérieure à Tg
Dans ce cas, la fenêtre FFT est en chevauchement entre le symbole considéré et le
symbole précédent. Il y a non seulement de l’IES venant du symbole précédent mais
également de l’IEP. La figure A.4 illustre ce chevauchement.
FIG. A.4 – Placement de la fenêtre FFT, cas 3.
L’intégrale sur la durée T de la fenêtre FFT se fait alors sur le (i−1)ie`me symbole
OFDM sur (τ−Tg) sur le iie`me symbole OFDM sur (1− τ+Tg).
Les symbole reçu est décomposé comme suit :
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Yi,n =
1
T
∫ iT+τ−Tg
iT
N/2−1
∑
k=−N/2
Xi−1,ke j2pi( fk+Tg+τ)te− j2pi fntdt
+
1
T
∫ iT+τ
iT+τ−Tg
N/2−1
∑
k=−N/2
Xi,ke j2pi( fk+T−τ)te− j2pi fntdt
+
1
T
∫ (i+1)T
iT+τ
N/2−1
∑
k=−N/2
Xi,ke j2pi( fk−τ)te− j2pi fntdt
=
1
T
∫ iT+τ−Tg
iT
N/2−1
∑
k=−N/2
Xi−1,ke j2pi( fk+Tg−τ)te− j2pi fntdt
+
1
T
∫ (i+1)T
iT+τ−Tg
N/2−1
∑
k=−N/2
Xi,ke j2pi( fk−τ)te− j2pi fntdt
(A.24)
En simplifiant et en remplaçant fn = n/T :
Yi,n =
(
1− τ−Tg
T
)
e− j2pin
τ
T Xi,n + IEPn + IESn (A.25)
Le signal reçu est atténué et les termes d’interférences IEP et IES apparaissent, qui
sont définis par :
IEPn =
1
T
∫ (i+1)T
iT+τ−Tg
N/2−1
∑
k=−N/26=n
Xi,ke j2pi( fk−τ)te− j2pi fntdt (A.26)
et
IESn =
1
T
∫ iT+τ−Tg
iT
N/2−1
∑
k=−N/2
Xi−1,ke j2pi( fk+Tg−τ)te− j2pi fntdt (A.27)
Même calcul que le cas τ > 0, la puissance de l’interférence totale sur la sous-
porteuse n est donnée par :
Pn(τ) =
(τ−Tg)2
T 2
Es
[
1+2
N
∑
k=16=n
sinc2
(
pi(k−n)τ−Tg
T
)]
(A.28)
La puissance de l’interférence totale due à l’erreur de phase horloge est donc résu-
mée ci-dessous :
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Pn(τ) =

τ2
T 2 Es
[
1+2∑N/2−1k=−N/26=n sinc2
(
pi(k−n) τT
)]
signal reçu en avance
0 signal reçu en retard <Tg
(τ−Tg)2
T 2 Es
[
1+2∑Nk=16=n sinc2
(
pi(k−n) τ−TgT
)]
signal reçu en retard >Tg
Vérification du caractère gaussien
Afin de vérifier le caractère gaussien de l’interférence, nous considérons : τ =
0.78% de la durée T du symbole OFDM (dans le cas où le signal reçu est en avance),
N = 16 et une modulation BQSK (pour simplifier le calcul).
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FIG. A.5 – Histogramme de l’interférence due à l’erreur de phase horloge.
La figure A.5 nous montre l’histogramme de l’interférence In de cette interférence
ainsi que le gaussien de puissance Pn(τ) correspondant. La similitude entre ces deux
courbes nous permet de conclure que l’interférence due à l’erreur de phase horloge est
gaussienne.
Les simulations montrent aussi que cette hypothèse est vraie dans le cas où le
signal reçu est en retarde d’un durée supérieure à Tg. Nous pouvons donc considérer
cette interférence comme un bruit AWGN.
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Calcul du TEB
Le TEB du système en présence d’un AWGN introduit par le canal de transmission,
pour une modulation QAM avec un codage de Gray, est défini par :
T EB = 2 (
√
M−1)
log2(M)
√
M
erfc
(√
3log2(M)Eb
2(M−1)N0
)
(A.29)
Où M est l’ordre de la modulation.
En présence de l’erreur de phase horloge, en assimilant l’interférence due à τ à
un bruit gaussien et en supposant que la rotation de la constellation est corrigée, nous
pouvons évaluer le TES théorique du système sur la porteuse n comme suit :
T EB′n(τ) =
2(
√
M−1)
log2(M)
√
M
erfc
(√
3log2(M)E ′b
2(M−1)N′0
)
(A.30)
Ou encore :
T EB′n(τ) =
2(
√
M−1)
log2(M)
√
M
erfc
(√
3log2(M)
2(M−1)
√
E ′b
Eb
Eb
N0
N0
N′0
)
(A.31)
Cas 1 : Le signal reçu est en avance
Nous avons :
E ′b =
(
1− τ
T
)2
Eb ; et : N′0 = N0 +Pn(τ) (A.32)
Ce qui donne :
T EB′n(τ) =
2(
√
M−1)
log2(M)
√
M
erfc
√(3log2(M)
2(M−1)
Eb
N0
)(
1− τ
T
)2(
1+ Pn(τ)
N0
)−1
(A.33)
Cas 3 : Le signal reçu est en retard d’une durée supérieure à Tg
Nous avons :
E ′b =
(
1− τ−Tg
T
)2
Eb ; et : N′0 = N0 +Pn(τ) (A.34)
Ce qui donne :
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T EB′n(τ) =
2(
√
M−1)
log2(M)
√
M
erfc
√(3log2(M)
2(M−1)
Eb
N0
)(
1− τ−Tg
T
)2(
1+ Pn(τ)
N0
)−1
(A.35)
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Annexe B
Impact de l’erreur de fréquence
porteuse
Comme dans le cas de la phase horloge, il faut analyser l’impact de l’erreur de
fréquence porteuse sur les performances su système. Nous allons pour cela utiliser le
schéma de base d’un récepteur OFDM. Il est représenté sur la figure B.1 pour la nie`me
porteuse du iie`me symbole OFDM dans le cas où le signal reçu est ramené en bande de
base avec une erreur de fréquence ∆ f .
FIG. B.1 – Principe du récepteur OFDM en présence de l’erreur de fréquence porteuse
∆ f .
En absence de bruit introduit par le canal et en supposant qu’il n’y a pas d’erreur de
synchronisation horloge, l’expression du signal reçu après suppression de l’intervalle
de garde est donnée par :
y(t) =
∞
∑
l=1
N/2−1
∑
k=−N/2
Xl,kh(t− lT −T/2)e j2pi fkt (B.1)
Où h(t) est le filtre de mise en forme rectangulaire.
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Après avoir ramené en bande de base avec une erreur de fréquence ∆ f , il est ex-
primé par :
yn(t) =
∞
∑
i=1
N/2−1
∑
k=−N/2
Xi,kh(t− iT −T/2)e j2pi( fk− fn+∆ f )t (B.2)
Le filtre adapté est un intégrateur sur la durée T du symbole OFDM :
Yi,n =
1
T
∫ (i+1)T
iT
∞
∑
i=1
N/2−1
∑
k=−N/2
Xi,ke j2pi( fk− fn+∆ f )tdt (B.3)
Ou encore :
Yi,n =
1
T
N/2−1
∑
k=−N/2
Xi,k
∫ (i+1)T
iT
e j2pi( fk− fn+∆ f )tdt (B.4)
Ce qui donne après calculs et en considérant f k = kT :
Yi,n = e jpi(2i+1)∆ f T sinc(pi∆ f T)Xi,n + IEPn (B.5)
Où IEPn est l’interférence interporteuse due à ∆ f qui est exprimée par :
IEPn =
1
T
N/2−1
∑
k=−N/26=n
Xi,k
∫ (i+1)T
iT
e j2pi( fk− fn+∆ f )tdt (B.6)
Le calcul de l’intégrale nous donne :
∫ (i+1)T
iT
e j2pi( fk− fn+∆ f )tdt = 1j2pi( fk− fn +∆ f )
[
e j2pi( fk− fn+∆ f )(i+1)T − e j2pi( fk− fn+∆ f )iT
]
(B.7)
=
e j2pi( fk− fn+∆ f )(i+ 12 )T
j2pi( fk− fn +∆ f )
[
e jpi( fk− fn+∆ f )T − e− jpi( fk− fn+∆ f )T
]
(B.8)
= 2 j e
j2pi( fk− fn+∆ f )(i+ 12 )T
j2pi( fk− fn +∆ f ) sin[pi( fk− fn +∆ f )T ] (B.9)
En remplaçant fn par n/T :
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∫ (i+1)T
iT
e j2pi( fk− fn+∆ f )tdt = e
j2pi( k−nT +∆ f )(i+ 12 )T
pi( k−nT +∆ f )
sin[pi(
k−n
T
+∆ f )T ] (B.10)
= (−1)k−nTe j2pi(i+ 12 )∆ f T sinc
[
pi(
k−n
T
+∆ f )T
]
(B.11)
L’expression de ’interférence est réécrite alors comme suit :
IEPn =
N/2−1
∑
k=−N/26=n
(−1)k−nTe j2pi(i+ 12 )∆ f T sinc
[
pi(
k−n
T
+∆ f )T
]
Xi,k (B.12)
La puissance de l’interférence est écrite comme suit :
Pn(∆ f ) = E[| IEPn |2] = E[IEPn× IEP∗n ] (B.13)
En supposant que les symboles {Xi,k} sont indépendants. Nous avons :
E[Xi,k1X∗i,k2] = E[Xi,k1]E[X
∗
i,k2] = 0 , ∀k1 6= k2 (B.14)
La puissance de l’interférence est alors exprimée par :
Pn(∆ f ) =
N/2−1
∑
k=−N/26=n
sinc2
[
pi
(
k−n
T
+∆ f
)
T
]
E
[| Xi,k |2] (B.15)
En appelant E
[| Xi,k |2]= Es, nous avons :
Pn(∆ f ) = Es
(
N/2−1
∑
k=−N/26=n
sinc2
[
pi
(
k−n
T
+∆ f
)
T
])
(B.16)
Vérification du caractère gaussien
Afin de vérifier le caractère gaussien de IEPn, nous considérons une erreur de fré-
quence porteuse ∆ f = 5% de l’espacement interporteuse, N = 16 et une modulation
BQSK (pour simplifier le calcul).
La figure B.2 trace l’histogramme de l’interférence IEPn et le bruit blanc gaussien
de puissance Pn(∆ f ) correspondant. La similitude entre ces deux courbes nous permet
de conclure que l’interférence dûe à ∆ f est gaussienne. Nous pouvons donc l’assimiler
à un bruit de type AWGN.
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FIG. B.2 – Critère gaussien de l’interférence due à l’erreur de phase horloge.
Calcul du TEB
Le TEB du système en présence d’un AWGN introduit par le canal de transmission,
pour une modulation QAM, est défini par :
T EB = 2
(
√
M−1)
log2(M)
√
M
erfc
(√
3log2(M)Eb
2(M−1)N0
)
(B.17)
En présence de l’erreur de fréquence porteuse ∆ f , en assimilant l’interférence dûe à
∆ f à un bruit gaussien et en supposant que la rotation de constellation est parfaitement
corrigée, le TEB théorique du système sur la porteuse n est exprimé comme suit :
T EB′n(∆ f ) =
2(
√
M−1)
log2(M)
√
M
erfc
(√
3log2(M)E ′b
2(M−1)N′0
)
(B.18)
Ou encore :
T EB′n(∆ f ) =
2(
√
M−1)
log2(M)
√
M
erfc
(√
3log2(M)
2(M−1)
√
E ′b
Eb
Eb
N0
N0
N′0
)
(B.19)
Nous avons :
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E ′b = sinc
2(pi∆ f T)Eb et N′0 = N0 +Pn (B.20)
Ce qui donne :
T EB′n(∆ f ) =
2(
√
M−1)
log2(M)
√
M
erfc
√3log2(M)Eb
2(M−1)N0 sinc
2 (pi∆ f T)
(
1+ Pn
N0
)−1
(B.21)
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Annexe C
Performance théorique de la boucle de
fréquence porteuse
Le schéma détaillé de la boucle de correction de fréquence porteuse est donné sur
la figure C.1.
FIG. C.1 – Schéma de la boucle de fréquence porteuse.
Après correction, l’erreur résiduelle de fréquence porteuse devient :
δ f = ∆ f − ∆̂ f (C.1)
Les symboles en sortie de la FFT, en présence de l’erreur de fréquence porteuse
et en supposant que les autres erreurs de synchronisation sont parfaitement corrigées,
sont exprimés par :
133
Yi−1,n = Xi−1,ne j2piδ fi−1 +ni−1,n
et :
Yi,n = Xi,ne j2piδ fi +ni,n
Où δ fi désigne l’erreur résiduelle de fréquence porteuse après correction à l’instant
i du symbole OFDM, normalisée par rapport à la durée T du symbole OFDM.
La fonction d’erreur ε est donnée par :
ε =
1
8piarg [A] (C.2)
avec :
A =
N/2−1
∑
n=−N/2
(
Yi,nY ∗i−1,n
)4 (C.3)
L’erreur résiduelle δ f est petite, nous pouvons utiliser l’approximation suivante
[?] :
var[ε] =
1
64pi2 E
[
(arg(A))2
]≈ 164pi2 E
[
(ℑ(A))2
]
[E(ℜ(A))]2
(C.4)
En supposant que les symboles sont normalisés (Es = 1) :
E [ℜ(A)] = E
[
N/2−1
∑
n=−N/2
(
Yi,nY ∗i−1,n
)4]
=
N/2−1
∑
n=−N/2
E
[(
Yi,nY ∗i−1,n
)4]
≈
N/2−1
∑
n=−N/2
E
[(
Xi,nX∗i−1,n
)4]
= NE4s = N
(C.5)
La variance de ε devient :
var[ε] =
E
[
ℑ2(A)
]
64pi2N2 (C.6)
Nous avons :
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E
[
ℑ2(A)
]
= E
[
ℑ2
(
N/2−1
∑
n=−N/2
(
Yi,nY ∗i−1,n
)4)] (C.7)
= E
( N/2−1∑
n=−N/2
ℑ
[
(Yi,nY ∗i−1,n)4
])2 (C.8)
=
N/2−1
∑
n=−N/2
E
(
ℑ2
[
(Yi,nY ∗i−1,n)
4]) (C.9)
+2
N/2−1
∑
n1 6=n2=−N/2
E
(
ℑ
[
(Yi,n1Y
∗
i−1,n1)
4])E (ℑ[(Yi,n2Y ∗i−1,n2)4]) (C.10)
Posons : Xi,n = XRi,n + jX Ii,n et ni,n = nRi,n + jnIi,n et appelons N0 la puissance du bruit
BBGA introduit dans le canal, nous avons :
E(XRi,n) = E(X
I
i,n) = E(n
R
i,n) = E(n
I
i,n) = 0 (C.11)
et :
E
[
(XRi,n)
2]= E [(X Ii,n)2]= Es2 = 12 (C.12)
E
[
(nRi,n)
2]= E [(nIi,n)2]= N02 (C.13)
δ f étant petite, nous avons :
Yi,n ≈ Xi,n +ni,n = Ri,n + jIi,n (C.14)
avec : Ri,n = XRi,n +nRi,n ,et : Ii,n = X Ii,n +nIi,n.
A partir des équations C.11, C.12 et C.13, nous avons :
E[(Ri,n)2m+1] = E[(Ii,n)2m+1] = 0 , pour tout m entier.
E[(Ri,n)2] = E[(Ii,n)2] =
Es +N0
2
E[(Ri,n)4] = E[(Ii,n)4] =
E2s +6EsN0 +3N20
4
E[(Ri,n)6] = E[(Ii,n)6] =
E3s +15E2s N0 +45EsN20 +15N3o
8
E[(Ri,n)8] = E[(Ii,n)8] =
E4s +28E3s N0 +210E2s N20 +420EsN3o +105N40
16
(C.15)
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Dans ce cas, nous avons :
ℑ
[(
Yi,nY ∗i−1,n
)4]
= ℑ
[
(Ri,n + jIi,n)4 (Ri−1,n + jIi−1,n)4
]
= (R4i,n−6R2i,nI2i,n + I4i,n)(−4R3i−1,nIi−1,n +4Ri−1,nI3i−1,n)
+(4R3i,nIi,n−4Ri,nI3i,n)(R4i−1,n +6R2i−1,nI2i−1,n + I4i−1,n)
(C.16)
Basée sur les équations données dans C.15 en supposant que Ri,n et Ii,n sont indé-
pendants, nous avons :
E
(
ℑ
[(
Yi,nY ∗i−1,n
)4])
= 0. (C.17)
L’équation C.7 est alors simplifiée comme suit :
E
[
ℑ2(A)
]
=
N/2−1
∑
n=−N/2
E
(
ℑ2
[
(Yi,nY ∗i−1,n)
4]) (C.18)
E
(
ℑ2
[
(Yi,nY ∗i−1,n)
4])= E[16(−R4i,nR3i−1,nIi−1,n +R4i,nRi−1,nI3i−1,n
+6R2i,nI2i,nR3i−1,nIi−1,n−6R2i,nI2i,nRi−1,nI3i−1,n− I4i,nR3i−1,nIi−1,n + I4i,nRi−1,nI3i−1,n
+R4i−1,nR
3
i,nIi,n−R4i−1,nRi,nI3i,n +6R2i−1,nI2i−1,nR3i,nIi,n−6R2i−1,nI2i−1,nRi,nI3i,n
+I4i−1,nR
3
i,nIi,n− I4i−1,nRi,nI3i,n)2]
(C.19)
En appliquant C.15 dans C.19 et en supposant que Ri,n et Ii,n sont indépendants, la
plupart des termes croisés dans C.19 s’annule et C.19 est simplifiée comme suit :
E
(
ℑ2
[
(Yi,nY ∗i−1,n)
4])= 16[8E(R8i,n)E(R6i−1,n)E(I2i−1,n)
+4×36E(R4i,n)E(I4i,n)E(R6i−1,n)E(I2i−1,n)−8E(R8i,n)E(R4i−1,n)E(I4i−1,n)
−4×36E(R4i,n)E(I4i,n)E(R4i−1,n)E(I4i−1,n)]
= 16×8[E(R8i,n)+18E(R4i,n)E(I4i,n)][E(R6i−1,n)E(I2i−1,n)−E(R4i−1,n)E(I4i−1,n)]
(C.20)
En remplaçant C.15 dans C.20, nous avons :
E
(
ℑ2
[
(Yi,nY ∗i−1,n)
4])= 16×8
×
[
E4s +28E3s N0 +210E2s N20 +420EsN3o +105N40
16 +18
(
E2s +6EsN0 +3N20
4
)2]
×
[
Es +N0
2
E3s +15E2s N0 +45EsN20 +15N3o
8 −
(
E2s +6EsN0 +3N20
4
)2]
(C.21)
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En simplifiant pour Es = 1, nous avons :
E
(
ℑ2
[
(Yi,nY ∗i−1,n)
4])= 1
Es/N0
(
2+
9
Es/N0
+
12
(Es/N0)2
+
3
(Es/N0)3
)
×
(
19+ 244
Es/N0
+
966
(Es/N0)2
+
1068
(Es/N0)3
+
267
(Es/N0)4
) (C.22)
pour tout n = [−N/2,N/2−1]. Ce qui donne finalement :
var(ε) =
1
64pi2N(Es/N0)
(
2+ 9
Es/N0
+
12
(Es/N0)2
+
3
(Es/N0)3
)
×
(
19+ 244
Es/N0
+
966
(Es/N0)2
+
1068
(Es/N0)3
+
267
(Es/N0)4
) (C.23)
Après le passage dans le filtre de boucle de bande de bruit BlT et dans l’intégrateur,
la variance de l’erreur résiduelle de fréquence porteuse est donnée par :
var[δ f ]∼ BlT × var[ε] (C.24)
Une des approximations souvent données dans la littérature est [78], [45] :
var[δ f ]≈ 2BlT × var[ε] (C.25)
Où encore :
var(δ f ) = BlT32pi2N(Es/N0)
(
2+
9
Es/N0
+
12
(Es/N0)2
+
3
(Es/N0)3
)
×
(
19+ 244
Es/N0
+
966
(Es/N0)2
+
1068
(Es/N0)3
+
267
(Es/N0)4
) (C.26)
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Annexe D
Performance théorique de la boucle de
phase horloge
Le schéma détaillé de la boucle de correction de phase horloge est donné sur la
figure D.1.
FIG. D.1 – Schéma de la boucle de phase horloge.
Après correction, l’erreur résiduelle de phase horloge devient :
δτ = τ− τ̂ (D.1)
Les symboles en sortie de la FFT, en présence de l’erreur de phase horloge et en
supposant que les autres erreurs de synchronisation sont parfaitement corrigées, sont
exprimés par :
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Yi,n = Xi,ne j2pin
δτ
N +ni,n
Où δτ désigne l’erreur résiduelle de phase horloge. La fonction d’erreur est donnée
par :
ε =
N
8piwarg
(
N/w−2
∑
p=0
Qp+1Q∗p
)
(D.2)
Où :
Qp =
−N/2+(p+1)w−1
∑
n=−N/2+pw
Y 4i,n (D.3)
L’erreur résiduelle de phase horloge est petite, nous avons l’approximation suivante
[?] :
var[ε] =
N2
64pi2w2 E
[
(arg(
N/w−2
∑
p=0
Qp+1Q∗p))2
]
≈ N
2
64pi2w2
E
[
(ℑ(∑N/w−2p=0 Qp+1Q∗p))2
]
[
E(ℜ(∑N/w−2p=0 Qp+1Q∗p))
]2
(D.4)
En supposant Es = 1 et pour δτ petite, nous avons :
E(ℜ(
N/w−2
∑
p=0
Qp+1Q∗p)) =
N/w−2
∑
p=0
E
[
ℜ
(−N/2+(p+2)w−1
∑
n=−N/2+(p+1)w
Y 4i,n
−N/2+(p+1)w−1
∑
n=−N/2+pw
(Y ∗i,n)4
)]
≈
N/w−2
∑
p=0
E
[
ℜ
(−N/2+(p+2)w−1
∑
n=−N/2+(p+1)w
X4i,n
−N/2+(p+1)w−1
∑
n=−N/2+pw
(X∗i,n)
4
)]
= (N/w−1)w2
(D.5)
L’équation D.4 devient :
var[ε] =
N2×E
[
(ℑ(∑N/w−2p=0 Qp+1Q∗p))2
]
64pi2(N/w−1)2w4 (D.6)
Nous avons :
E
[
(ℑ(
N/w−2
∑
p=0
Qp+1Q∗p))2
]
=
N/w−2
∑
p=0
E
[
(ℑ(Qp+1Q∗p))2
]
+2
N/w−2
∑
p1=0
N/w−2
∑
p2=06=p1
E
[
ℑ(Qp1+1Q∗p1)
]
E
[
ℑ(Qp2+1Q∗p2)
] (D.7)
140
De la même manière que dans l’annexe C, nous posons : Xi,n = XRi,n + jX Ii,n, ni,n =
nRi,n + jnIi,n et appelons N0 la puissance du bruit BBGA introduit dans le canal. Nous
avons :
E(XRi,n) = E(X Ii,n) = E(nRi,n) = E(nIi,n) = 0 (D.8)
E
[
(XRi,n)
2]= E [(X Ii,n)2]= Es2 = 12 (D.9)
E
[
(nRi,n)
2]= E [(nIi,n)2]= N02 (D.10)
δτ étant petite, nous avons :
Yi,n ≈ Xi,n +ni,n = Ri,n + jIi,n (D.11)
avec : Ri,n = XRi,n +nRi,n ,et : Ii,n = X Ii,n +nIi,n.
A partir des équations D.8, D.9 et D.10, nous avons :
E[(Ri,n)2m+1] = E[(Ii,n)2m+1] = 0 , pour tout m entier.
E[(Ri,n)2] = E[(Ii,n)2] =
Es +N0
2
E[(Ri,n)4] = E[(Ii,n)4] =
E2s +6EsN0 +3N20
4
E[(Ri,n)6] = E[(Ii,n)6] =
E3s +15E2s N0 +45EsN20 +15N3o
8
E[(Ri,n)8] = E[(Ii,n)8] =
E4s +28E3s N0 +210E2s N20 +420EsN3o +105N40
16
(D.12)
Dans ce cas :
Qp =
−N/2+(p+1)w−1
∑
n=−N/2+pw
(Ri,n + jIi,n)4 (D.13)
Ce qui donne :
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ℑ(Qp+1Q∗p) = ℑ
[(−N/2+(p+2)w−1
∑
n=−N/2+(p+1)w
(Ri,n + jIi,n)4
)(−N/2+(p+1)w−1
∑
n=−N/2+pw
(Ri,n− jIi,n)4
)]
=
(−N/2+(p+2)w−1
∑
n=−N/2+(p+1)w
(R4i,n−6R2i,nI2i,n + I4i,n)
)(−N/2+(p+1)w−1
∑
n=−N/2+pw
(−4R3i,nIi,n +4Ri,nI3i,n)
)
+
(−N/2+(p+2)w−1
∑
n=−N/2+(p+1)w
(4R3i,nIi,n−4Ri,nI3i,n)
)(−N/2+(p+1)w−1
∑
n=−N/2+pw
(R4i,n +6R2i,nI2i,n + I4i,n)
)
(D.14)
Basée sur les équations D.12 en supposant que Ri,n et Ii,n sont indépendants, nous
en déduisons :
E
[
ℑ(Qp+1Q∗p)
]
= 0 (D.15)
L’équation D.7 devient :
E
[
(ℑ(
N/w−2
∑
p=0
Qp+1Q∗p))2
]
=
N/w−2
∑
p=0
E
[
(ℑ(Qp+1Q∗p))2
] (D.16)
A partir des équations D.12, D.14 et de la même manière que dans l’annexe C, nous
avons :
E
[
ℑ(Qp+1Q∗p)
]
= 32[4w2E(R8i,n)E(I6i,n)E(R2i,n)+72w2E(R4i,n)E(I4i,n)E(R6i,n)E(I2i,n)
−4w2E(R8i,n)E(I4i,n)E(R4i,n)−72w2E(R4i,n)E(I4i,n)E(R4i,n)E(I4i,n)]
= 128w2[E(I6i,n)E(R2i,n)−E(R4i,n)E(I4i,n)][E(R8i,n)+18E(R4i,n)E(I4i,n)]
= 128w2
[
Es +N0
2
E3s +15E2s N0 +45EsN20 +15N3o
8
−
(
E2s +6EsN0 +3N20
4
)2]
×
[
E4s +28E3s N0 +210E2s N20 +420EsN3o +105N40
16 +18
(
E2s +6EsN0 +3N20
4
)2]
=
w2
Es/N0
(
2+ 9
Es/N0
+
12
(Es/N0)2
+
3
(Es/N0)3
)
×
(
19+ 244
Es/N0
+
966
(Es/N0)2
+
1068
(Es/N0)3
+
267
(Es/N0)4
)
(D.17)
pour tout p = [0,N/w−2]. Ce qui donne finalement :
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var[ε] =
N2(N/w−1)w2
64pi2(N/w−1)2w4(Es/N0)
(
2+
9
Es/N0
+
12
(Es/N0)2
+
3
(Es/N0)3
)
×
(
19+ 244
Es/N0
+
966
(Es/N0)2
+
1068
(Es/N0)3
+
267
(Es/N0)4
) (D.18)
Après le passage dans le filtre de boucle de bande de bruit BlT et dans l’intégrateur,
la variance de l’erreur résiduelle de phase horloge est donnée par :
var(δτ)∼ BlT × var[ε] (D.19)
Une des approximations souvent données dans la littérature est [78], [45] :
var(δτ)≈ 2BlT × var[ε] (D.20)
Où encore :
var(δτ) = N
2(BlT )
32pi2(N−w)w(Es/N0)
(
2+ 9
Es/N0
+
12
(Es/N0)2
+
3
(Es/N0)3
)
×
(
19+ 244
Es/N0
+
966
(Es/N0)2
+
1068
(Es/N0)3
+
267
(Es/N0)4
) (D.21)
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