[1] The detection of a trend in a time series and the evaluation of its magnitude and statistical significance is an important task in geophysical research. This importance is amplified in climate change contexts, since trends are often used to characterize long-term climate variability and to quantify the magnitude and the statistical significance of changes in climate time series, both at global and local scales. Recent studies have demonstrated that the stochastic behavior of a time series can change the statistical significance of a trend, especially if the time series exhibits long-range dependence. The present study examines the trends in time series of daily average temperature recorded in 26 stations in the Tuscany region (Italy). In this study a new framework for trend detection is proposed. First two parametric statistical tests, the Phillips-Perron test and the Kwiatkowski-Phillips-Schmidt-Shin test, are applied in order to test for trend stationary and difference stationary behavior in the temperature time series. Then long-range dependence is assessed using different approaches, including wavelet analysis, heuristic methods and by fitting fractionally integrated autoregressive moving average models. The trend detection results are further compared with the results obtained using nonparametric trend detection methods: Mann-Kendall, Cox-Stuart and Spearman's r tests. This study confirms an increase in uncertainty when pronounced stochastic behaviors are present in the data. Nevertheless, for approximately one third of the analyzed records, the stochastic behavior itself cannot explain the long-term features of the time series, and a deterministic positive trend is the most likely explanation.
Introduction
[2] The evaluation of trends in hydro-climatic time series has always received a noticeable interest from the scientific community and even from professionals and companies involved in risk analysis and long-term design of infrastructures. The presence of deterministic trends in the analyzed time series may, in fact, provide information about the future evolution of the process or at least on the modifications occurred. In practical engineering the knowledge of the trend for a given variable of interest may help to forecast future realizations and to design future scenarios. Nowadays, with the growing importance of climate change assessment, trend detection and evaluation is a subject of intensive scientific research [Brunetti et al., 2001; Burn et al., 2002; Groisman et al., 2004; Cohn and Lins, 2005; Barbosa et al., 2008] , as also testified in the recent fourth assessment report of the Intergovernmental Panel on Climate Change (IPCC) [IPCC, 2007] . One branch of climate change science is devoted to analyzing the past climate events and inside this branch trend detection and statistical significance testing assume an important role [Trenberth et al., 2007] .
[3] Notwithstanding this major attention to the topic, deriving a clear conclusion about the existence of a trend in a time series is far from a trivial task. The definition of trend is in someway a thorny problem as underlined by the tautological definition of Cairncross [1971] : ''a trend is a trend is a trend.'' As already proposed by Barbosa et al. [2008] we prefer to consider the opposite and more robust concept of stationarity for which the statistical and mathematical properties are well defined [Bras and RodriguezIturbe, 1994; Beran, 1994] . The trend detection problem is thus transformed into a nonstationarity identification problem. The identification of a trend in a time series, may not be a direct consequence of a deterministic process, since other statistical behaviors such as Long-Range Dependence (LRD) (also called long memory or long-term persistence), may induce trend-like behaviors, that influence trend detection tests, providing a false rejection of the null hypothesis of stationarity. Some authors argue that the concept of nonstationarity, even if well defined for the theory of stochastic processes, applies poorly to observed time series of climate realizations, because of their intrinsic limitations [Koutsoyiannis, 2006] . The effect of long-range dependence in trend analysis has been the source of a recent challenging scientific discussion. The role of long-range dependence in the ''famous trend'' detected in the instrumental temperature time series of the Northern Hemisphere [Mann et al., 1999; McIntyre and McKitrick, 2003; Moberg et al., 2005] has been analyzed by Cohn and Lins [2005] and Rybski et al. [2006] . The two research groups have shown that the LRD hypothesis is compatible with both the instrumental records and the reconstructed time series of global temperature. To account for LRD in statistical tests they have suggested some modifications of the common statistical tests for the significance of a linear trend. Their conclusions about the statistical significance of the increasing trend in the time series of temperature are rather different, but both show a modification of the statistical significance due to LRD. Cohn and Lins [2005] show for example that orders of magnitude of significance can be lost in the statistical tests when LRD is present. Starting from this idea, a recent work of Koutsoyiannis and Montanari [2007] explains theoretically and numerically the implications of LRD in hydroclimatic research. They underline that the statistical uncertainty is dramatically increased in the presence of serial dependence, especially if the latter is LRD. Regarding this discussion the importance of reducing the uncertainty in trend detection appears once more, as well as the recognition of the important effect of the dependence structure, since the consequences may extend far beyond a statistical or scientific discussion with implications for policy makers and society.
[4] Here several issues related to trend identification, starting from the concept of trend itself, are discussed in the scope of the analysis of 26 temperature time series from the Tuscany region (Italy). The analyzed time series are tested for non stationarity through two parametric statistical tests: the Phillips-Perron (PP) test [Phillips and Perron, 1988] and the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test [Kwiatkowski et al., 1992] . The Phillips-Perron (PP) test has been designed to test the null hypothesis of a unit root against a trend stationary alternative, while the KPSS test complements unit root tests by testing the null hypothesis of trend stationarity against the alternative hypothesis of difference stationarity.
[5] The scaling properties of the time series are then analyzed in order to assess long-range dependence features. The analysis is carried out in different ways: in the wavelet domain, through heuristic methods, in the frequency domain with the Geweke and Porter-Hudak's Method and by fitting a fractionally integrated autoregressive moving average model ARFIMA to the time series. This framework together with the comparison of the results with nonparametric trend detection methods allows to draw conclusions about the possible presence of a deterministic trend. This is a more reliable alternative for trend detection than simply verifying the presence of a trend through linear regression or nonparametric statistical tests and provides further insights on nonstationarity analysis. The proposed approach may be a little more laborious but the large uncertainties present and the growing importance of trend significance justify the prudence in asserting a deterministic trend.
Data Description and Deseasonalization
[6] The time series considered here are the daily average temperature records from 26 stations in the region of Tuscany (Italy). The stations, as illustrated in Figure 1 , are widespread throughout the whole of the region. The time series cover a period varying from 15 to 47 years in the second half of the 20th century. The data set is extracted from the record of the Italian National Hydrographic Service, including only the time series longer than 15 years and without relevant gaps. A complete overview of the data is provided in Table 1 . Having a homogeneous data set with few gaps is important when the long-range dependency characteristic is considered [Rust et al., 2008] .
[7] The daily temperature time series are obviously affected by seasonality, thus the variation of the sample mean, variance as well as of other statistics may be periodical. The seasonality should be removed before analyzing the scaling behavior of the time series [Montanari et al., 1997] . In order to remove periodicity, transformations or specific procedures like the STL procedure based on loess smoothing [Cleveland et al., 1990] are often necessary. In this study we prefer to avoid transforming the data [Montanari et al., 2000] and we use a classical approach consisting of estimating and subtracting a periodic deterministic component from the series. Operatively, only the mean and the variance of the seasonal cycle are removed, because their components are usually more meaningful than other higher-order statistics. This technique consists in dividing an observed time series X t in 365 subseries, created with the available data for every day of the year. For every subseries, mean and variance are estimated, yielding 365 values of mean and 365 values of variance function of the Julian day [Grimaldi, 2004] . The seasonality in each value of X t is then removed by subtracting the mean and dividing by the standard deviation of the correspondent day of the year. Such a procedure does not allow, in general, a complete removal of the seasonality. Nevertheless, in many cases the deseasonalization of the two first order statistics is enough to eliminate any significant periodicity from the autocorrelation function of the data, in order to consider the time series deseasonalized for the proposed analysis [Montanari et al., 1997] .
Nonstationarity Assessment
[8] The hypothesis of nonstationarity is tested with two parametric statistical tests borrowed from econometrics and aimed at discriminating between stationarity, a deterministic trend and non stationarity in the form of a unit root (including random walk). Difference stationarity and trend stationarity are two specific forms of nonstationarity. A process X t is difference stationary or integrated if its dth backward difference (1 À B d )X t is stationary and invertible, where B is the backshift operator and d is a integer. In the particular and frequent case of d = 1, a process is described as a unit root or integrated of order 1. The distinction between a unit root and a stationary process is important to avoid on one hand over differencing (differencing a stationary process) leading to difficulties in estimation and forecasting due to noninvertibility, and on the other hand to avoid spurious time regressions and overoptimistic forecasts at long lead times by failing to difference a nonstationary process. A process X t is trend stationary if it is a combination of a deterministic trend with a stationary and zero mean uncorrelated process. Thus, a trend stationary process is not difference stationary since its dth backward difference is not invertible. Statistical tests have been developed to assess these two specific forms of nonstationarity. The PhillipsPerron (PP) test [Phillips and Perron, 1988] has been designed to test the null hypothesis of a unit root against a trend stationary alternative. The Kwiatkowski-PhillipsSchmidt-Shin test (KPSS) [Kwiatkowski et al., 1992] test complements unit root tests by testing the null hypothesis of trend stationarity (in the form of a constant level or a deterministic trend plus a stationary stochastic noise) against the alternative hypothesis of difference stationarity.
[9] The Phillips-Perron (PP) test is based on the model:
where h and b are the parameters of a first-order polynomial regression and the stationary process y t is not assumed to be white noise, with serial correlation and heteroscedasticity in the y t term being handled directly in the test statistic. The unit root null hypothesis is expressed by H 0 :p = 1 versus H 1 :p < 1.
[10] The Kwiatkowski-Phillips-Schmidt-Shin test (KPSS) test is based on the model:
where r t is a random walk, r t = r tÀ1 + e t , e t $ N (0, s e 2 ) and n t is a stationary process. The hypothesis for the KPSS test are H 0 :s e 2 = 0 (and b = 0) versus H 1 :s e 2 6 ¼ 0 (for the particular case of trend stationarity in the form of a constant level) and H 0 :s e 2 = 0 (and b 6 ¼ 0) versus H 1 :s e 2 6 ¼ 0 in the general case of trend stationarity.
[11] These tests are complementary and should be jointly employed. If both null hypotheses are rejected alternative parameterizations like LRD should be considered. If both tests fail to reject the null hypothesis, then the time series (or the tests) are not sufficiently informative for discriminating the kind of stationary behavior. Rejection of the unit root hypothesis in the PP test and no rejection of the KPSS test null hypothesis does not preclude a deterministic trend, while no rejection of the unit root null hypothesis in the PP test and rejection of KPSS's null hypothesis indicates a unit root process.
[12] The results of the PP and KPSS tests for the time series analyzed are summarized in Table 2 . From the PP test results one can conclude that the unit root (random walk) hypothesis is rejected for all the analyzed time series; this is not surprising since in contrast with economic time series, hydro-climatic time series rarely exhibit a random walk behavior [Barbosa et al., 2008] . The KPSS test rejects the hypothesis of a deterministic trend in 12 of the 26 analyzed stations. Thus trend-like features in these time series should be considered a result of stochastic behavior, rather than resulting from a deterministic trend. This outcome of the stationarity tests limits the possibility of a deterministic trend to a subsample of only 14 stations. Given the small number of stations analyzed, 26, we expect that the results are not affected by the multiple site testing issue [Ventura et al., 2004] .
Long-Range Dependence Assessment
[13] When time series exhibit a slow decay of autocorrelation function for large lags their behavior is called LongRange Dependence (LRD) or long memory, or long-term persistence [Beran, 1994; Taqqu and Teverovsky, 1997; Koutsoyiannis, 2003; Doukhan et al., 2003; Robinson, 2003; Sibbertsen, 2003; Diebolt and Guiraud, 2005] . LRD behavior may be represented both in the time domain and in the frequency domain. In the time domain, the autocorrelation function of the long-memory process is characterized by a hyperbolical decay:
where r(k) is the autocorrelation function at lag k, c is a constant and d is the long-memory parameter (or fractional differencing parameter). It can be shown [Granger and Joyeux, 1980] that with a long-memory d parameter in the range 0 < d < 0.5, the time series is stationary and exhibits long memory with intensity d.
[14] The pioneering studies on long-memory processes came from the famous English hydrologist Hurst [1951] . The famous Hurst parameter H is related to d: H = d + 0.5. After him it was found in several fields and applications that time series may exhibit the phenomenon of long-range dependence [Haslett and Raftery, 1989; Montanari et al., 1997; Stephenson et al., 2000; Syroka and Toumi, 2001; Caballero et al., 2002; Koutsoyiannis, 2002] . The physical explanation for observed behaviors characterized by LRD and the quantification of LRD are open discussions in the scientific literature [Koutsoyiannis, 2005] . Nevertheless the aim of this study is not to deal with the physical explanation of this observed behavior that has animated the scientific community in the last decades (references may be found in the works of Klemeš [1974] , Beran [1994] , Montanari et al. [1997] , Koutsoyiannis [2003 Koutsoyiannis [ , 2005 , Mudelsee [2007] , and Rust et al. [2008] ), but to provide an evaluation of the longrange dependence (or long memory) d parameter used to characterize LRD. Among the existent methods proposed in the last three decades [Mandelbrot and Ness, 1968; Bras and Rodriguez-Iturbe, 1994; Beran, 1994; Taqqu et al., 1995] , multiple approaches are applied herein. First the time series are analyzed in the wavelet domain, then with three different heuristic methods in the time domain and with the Geweke and Porter-Hudak's method in the frequency domain, finally with a parametric approach by fitting the series with a fractionally integrated autoregressive moving average model (ARFIMA).
Wavelet Analysis
[15] The discrete wavelet transform is a powerful tool for the analysis of geophysical time series (see Percival [2008] for a review) and specifically for assessing the long-range dependent behavior of a geophysical time series [Percival and Walden, 2000; Barbosa et al., 2006a Barbosa et al., , 2006b ]. The maximal overlap discrete wavelet transform (MODWT) yields a decomposition of the ''energy'' of a time series as a scale-by-scale wavelet variance analysis [Percival, 1995] . The wavelet spectrum (the log-log plot of wavelet variance versus scale) provides an estimate of the spectral density function, and its slope yields an estimate of the scaling exponent for a power law process. The wavelet approach is quite robust to smooth, polynomial trends [e.g., Jach and Kokoszka, 2008] and it is able to act as a decorrelating transform, converting long-range dependence in the time domain into shorter-range dependence in the wavelet domain, rendering it particularly appealing for the analysis of long-range dependent behavior in geophysical time series. The wavelet spectra based on a MODWT with a Daubechies filter of length 4 and periodic boundary conditions are shown in Figure 2 for the temperature time series at two sample stations (Firenze [ID = 25] and Livorno [ID = 26] ). The spectra show a linear decay approximately for scales larger than 10 days. The slope of the wavelet spectrum is therefore computed only for scales longer than 10 days by weighted least squares [Abry et al., 2003] . The results of the wavelet analysis are shown in Figure 3a . The value of the long-memory parameter d does not suggest strong long-range dependence: only for six stations (ID = 6, 7, 8, 18, 22, 26) we found a value of d larger than 0.2. In order to assess uncertainties for the estimated wavelet slopes, a simple ordinary nonparametric bootstrap is applied [e.g., Davison and Hinkley, 1997] . Bootstrapping on the regression coefficient has been performed by considering 1000 bootstrap samples, each obtained by drawing a sample, with replacement, from the wavelet variance values. A linear regression model was then estimated from each bootstrap sample, yielding an estimate of the corresponding slope coefficient. Uncertainty bounds were obtained from the standard error of the slope estimates from the different replicates (Figure 3a) .
Heuristic Methods and GPH
[16] Heuristic or semiparametric approaches do not require a complete parametrization of the process. Instead they use only asymptotic relationships to evaluate d. Many methods have been discussed in the literature [Beran, 1994; Taqqu et al., 1995] , for instance Koutsoyiannis [2002] recommends the use of the aggregated variance method. In climatic research many authors [Kiràly and Janosi, 2005 [17] The results obtained for the long-memory parameter d are displayed in Figures 3c -3f for the different methods including confidence intervals at the fixed nominal level of 95%. The confidence intervals for the parameter d from heuristic methods must be obtained with bootstrap techniques. Confidence intervals for GPH method can be obtained also directly [Vyushin and Kushner, 2009] . Bootstrap methods for time-dependent data are not as well understood as methods for independent random samples [Buhlmann, 2002; Härdle et al., 2003] and there is a considerable undergoing research on the subject [Härdle et al., 2003; Franco and Reisen, 2004; Silva et al., 2006; Franco and Reisen, 2007] . A bootstrap in the residuals of the regression equation is applied as proposed by Reisen [2004, 2007] for RRS, AVM, DFA and GPH methods. This technique is based on resampling the residuals of the regression equations used to estimate d.
[18] The DFA method provides similar results to the wavelet analysis and indicates globally weak long memory with the larger values on the stations ID = 6, 7, 8, 14, 18, 21, 22, mostly the same stations indicated by the wavelet method. The GPH method confirms the results of DFA and wavelet methods in terms of the stations that exhibit the stronger long-range dependency but all the values of d are shifted toward higher values. More contrasting are the results obtained with the RRS and AVM methods, where there are larger differences between the d values for different stations. Nevertheless it is not surprising having quite different results from different long-memory assessment methods, given the different nature of the methods and the uncertainty present. In fact, when a short-memory process such as an ARMA model is superimposed to longmemory processes, the capability of these methods in detecting the right value of d decreases [Franco and Reisen, 2004] . Moreover, the heuristic methods, in contrast with the wavelet analysis, are less robust to the presence of deterministic trends that may distort the results, though if some discordant opinions on DFA exist [Hu et al., 2001] .
ARFIMA Models
[19] The fractionally integrated autoregressive moving average model [Granger and Joyeux, 1980; Hosking, 1981; Beran, 1994; Reisen, 1994] , denoted by ARFIMA(p, d, q) is defined by the follow expression:
where X t with t = 1, 2, . . . n is the time series; B is the backshift operator, that means BX t = X tÀ1 ;
, and Q(B) = 1 + Q 1 B + . . . + Q q B q are the ordinary autoregressive and moving average polynomials respectively, e t is a white noise process. The expression (1 À B)
d can be formally expanded as a power series:
The presence of autoregressive and moving average components allows these models to also capture the short-memory high-frequency behavior, in contrast with the Fractional Gaussian Noise FGN [Beran, 1994] . The identification of the ARFIMA models is carried out using the procedure proposed by Montanari et al. [1997] . First an initial value of the long-memory d parameter is proposed, in this case the average d from the other methods. Then the time series of temperature X t is filtered with the chosen value of d to remove the long-memory component Y t = (1 À B) d X t . A traditional short-memory estimation technique is applied to the new series Y t . In this study the Akaike Final Prediction Error is adopted to estimate the orders p and q of the short-memory ARMA model and an iterative search algorithm [Ljung, 1999] is used to find the ARMA model parameters F and Q. The order of the ARMA model together with a initial set of the parameters q = (F, Q, d) is, thus, available. This initial set of parameters is used to identify the ARFIMA (p, d, q) model for each time series. Starting from this first trial parameter vector q, the estimation of the ARFIMA model may be achieved with different techniques of maximization of likelihood [Beran, 1994; Diebolt and Guiraud, 2005] . We evaluated the ARFIMA parameters by minimizing the Whittle Estimator W(q) [Whittle, 1953; Montanari and Toth, 2007; Rust et al., 2008] .
where l j = 2p j/N are the Fourier frequencies; J is the periodogram (which is an estimate for the spectral density) of the time series of temperature and J m is the spectral density of the ARFIMA model that depends on the parameter vector q. The Whittle Estimator W(q), as stated from Montanari et al. [1997] and Rust et al. [2008] , has good statistical properties and shares the desired properties of consistency and asymptotic normality with the maximum likelihood estimator, while being faster.
[20] The results of the ARFIMA model fits (Figure 3b ) are more spread than those obtained with DFA and wavelet analysis, and they show a stronger long-range dependency. The confidence intervals at the fixed nominal level of 95% are obtained with the nonparametric bootstrap in the residuals as described by Franco and Reisen [2004] . The uncertainty in the estimation of d with this technique is larger than for the other methods. This is probably due to the contemporary estimation of the complete ARFIMA vector parameters q = (F, Q, d) . The time series with the highest d are the stations ID = 6, 8, 14, 17, 18, 21, 22, 23 , thus mainly the same stations also highlighted by the other methods.
Nonparametric Trend Detection
[21] Usually common nonparametric tests are applied to investigate time series of hydro-climatic variables, the most popular is the Mann-Kendall test [Mann, 1945; Kendall, 1975; Lettenmaier et al., 1994; Burn et al., 2002; Yue et al., 2002a] . We used this test together with other two tests, the Cox-Stuart test [Cox and Stuart, 1955] and the Spearman's r test [Daniels, 1950; Yue et al., 2002a; Khaliq et al., 2009] to compare the results obtained in the proposed framework and to provide further explanation on the reasons of trend detection. As stated previously for KPSS and PP tests, since the stations analyzed are only 26 we think the multiple site testing issue [Benjamini and Yekutieli, 2001; Ventura et al., 2004] is not relevant in this study.
[22] The nonparametric Mann-Kendall statistical test allows searching for trends in the data without assuming any particular distribution. The null hypothesis for the Mann-Kendall test is that the data are independent and randomly ordered. The Cox-Stuart test allows to verify if a variable has a monotonically tendency (reject of null hypothesis of trend absence), and the test is very close to the sign test for two independent samples. More details may be found in Conover [1999] . Spearman's r test verifies if a variable changes monotonically in time against the null hypothesis of tendency absence. Spearman's r test has similar power to the Mann-Kendall test even if it is much less popular [Yue et al., 2002a] . In all the tests the occurrence of a trend is suggested when the null hypothesis of trend absence is rejected, i.e., when the p value is below a given level of significance.
[23] Most trend detection studies using the Mann-Kendall test implicitly assume that the sample data are serially independent, although hydro-climatic variables often display statistically significant serial correlation. It has been shown that the impact of positive/negative serial correlation on the Mann-Kendall test is to increase/decrease the rejection rate of the null hypothesis [Hamed and Rao, 1998; Yue and Wang, 2002; Yue et al., 2002b] . Thus the presence of positive correlation increases the possibility to reject by chance the null hypothesis of trend absence even if it is true, first type error in the hypothesis testing, while the presence of negative correlation increases the possibility to accept the null hypothesis, when it is false (second type error), reducing the power of the test.
[24] Several techniques have been proposed to remove the influence of serial correlation in the data such as removing the lag-1 autoregressive [AR(1)] process from the time series prior to applying the test. This operation is called ''prewhitening,'' but it has been demonstrated by Yue and Wang [2002] that ''prewhitening'' may seriously distort the possibility of the test to detect a trend. Another approach uses the effective or Equivalent Sample Size (ESS), that allows to modify the variance of the Mann-Kendall statistic in order to reduce the influence of autocorrelation [Yue and Wang, 2004] . Among the ESS techniques we use the modification to the variance of the Mann-Kendall test proposed by Hamed and Rao [1998] , even if some concern regarding this method has arisen [Yue and Wang, 2004] . In the case of the analyzed temperature time series, a certain number of first type errors in the hypothesis testing is expected, due to the positive autocorrelation structure of the time series. Recently Hamed [2008] proposed a modified version of the Mann-Kendall test to account directly for the effect of long memory in the data. He highlighted once more a decrease in the significance of trends when long memory is present. Koutsoyiannis and Montanari [2007] also show that the equivalent sample size n 0 of the independent identically distributed IID classical statistic of a LRD process is:
where n is the real length of the sample and H is the Hurst coefficient. Significance is thus reduced as H tends to 1.
[25] Figure 4 shows the p value obtained for all the stations using the different tests. If a common a level of significance equal to 0.05 is adopted, the original MannKendall test detects a positive trend in 23 stations and only in the stations ID = 13, 18, 22 the trends are not significant. The Spearman's r test confirms this result since it excludes a trend only for two stations ID = 18, 22. The Cox-Stuart test instead identifies a significant trend, i.e., reject the null hypothesis with a = 0.05 only for 12 stations. Considering the autocorrelation in the data, using the modified test of Mann-Kendall provides interesting results (Figure 4d ) generally reducing the significance of the trends, since with a = 0.05 trends are identified only in 16 stations. From this analysis emerges that the identification of 7 trends by the original Mann-Kendall test seems induced by autocorrelation in the time series, thus altering the performance of the test itself, specifically this takes place for the stations ID = 7, 8, 9, 10, 12, 16, 24 , as shown in Figure 4 .
Deterministic Trends Discussion
[26] The results of the trend detection analysis for all the temperature time series are summarized in Figure 5 , along with the corresponding linear slope coefficients estimated by ordinary least squares.
[27] Starting from 26 time series, the first discrimination is based on the common Mann-Kendall nonparametric test where a trend identification is rejected for three stations ID = 13, 18, 22. Then on the basis of the Mann-Kendall test modified to take into account the autocorrelation of the process, the short memory appears to affect the test inducing a trend identification in 7 stations ID = 7, 8, 9, 10, 12, 16, 24. Regarding the remaining 16 stations a deterministic trend is not rejected (KPSS test) only for 9 stations ID = 1, 3, 4, 5, 6, 15, 17, 20, 25 , for those stations thus a deterministic trend appears the most probable explanation of the tendency identified in the time series. Concerning the further 7 stations the trend identification may be induced by a long-range dependence behavior. This appears more probable for the stations ID = 14, 21 where the long-memory coefficient d is high, for the other stations this possibility cannot be excluded, but the evidence is weaker. As a matter of fact given the variability on the value of d obtained with the different methods (Figure 3 ) it does not seem appropriate to set a threshold to discriminate between time series that exhibit or not a long-memory behavior. Thus a definitive conclusion may not be drawn for the time series ID = 2, 11, 19, 23, 26. Some doubt also emerges for the time series ID = 4, 6, 17 where a deterministic trend is not rejected but the high values of d may be the reason why the nonparametric test results provide rejections of the null hypothesis.
[28] Finally a very simple experiment is carried out to assess the results obtained. Using the 26 ARFIMA(p, d, q) models estimated in section 4.3, we generate 100 times 26 time series of the same length of the analyzed records. The ARFIMA models are able to reproduce very well the autocorrelation structure and the probability density function of the analyzed time series, as shown in Figures 6a and 6b for Firenze Ximeniano, but it applies equally well to all the time series.
[29] From the generated time series, stationary and without trends, we estimated the number of stations with trend detected by means of the original and modified MannKendall tests (a level of significance equal to 0.05). This experiment gives an estimate of how the correlation structure (long and short memory) influences a trend identification. The average number of stations with detected trend is 9.47 with the original Mann-Kendall test, which does not account for short memory, and 2.45 when short memory is taken into account. This experiment supports our results since we found almost the same number of trends identified because of short and long memory (7 and 2), corroborating the fact that deterministic trends may be a very likely explanation for the behavior of several temperature time series in the region of Tuscany.
Conclusions
[30] Trend assessment is a challenging task, since the stochastic behavior of a time series can induce trend-like features in the data, causing pure stochastic behavior to appear as a deterministic trend. This is particularly critical in the analysis of climate time series, since climate change is often identified by the existence of trends in the time series of climate observations. In this study we address the issues of trend identification, with a major focus on deterministic vs stochastic trends. Considering the impact of the stochastic behavior of a time series in trend detection, it is necessary to carefully assess the temporal dependence structure of the data, and specifically its long-range dependence characteristics. The comprehensive approach applied here shows how the application of complementary methods of trend detection allows to obtain further insights on the long-term variability of the time series.
[31] From the analysis of the 26 temperature time series in the Tuscany region, only for a subset of 9 stations a deterministic linear trend can be regarded as the most probable explanation for the rejection of the null hypothesis of the nonparametric tests. For the remaining records mixed conclusions are drawn, from no trend whatsoever to the influence of stochastic behavior in trends detection, especially long-range dependency. These findings are supported by the numerical experiment performed. This simple experiment cannot account separately for the influence of long memory, autoregressive model, moving average model and sample length on trend detection, for which more extensive Monte Carlo simulations would be necessary, but provides a robust validation of our findings concerning the analyzed time series. The results obtained may be affected by the length of the available records, that for most stations is limited, but the implications of the procedure discussed continue to hold and can be applied to different hydroclimatic data.
[32] It is confirmed in this work that the stochastic behavior of the time series, as already remarked by several authors [Cohn and Lins, 2005; Kallache et al., 2005; Koutsoyiannis and Montanari, 2007; Hamed, 2008] , may strongly influence trend detection and induce statistically significant trends even in stationary time series. In particular the application of the original Mann-Kendall test or Spearman's r test may produce misleading results if the time series exhibit a strong memory dependence. As illustrated in this study, different methods can give different answers concerning the existence of long-range dependence and the specific value of the parameter d characterizing its strength. This issue requires particular attention and further investigation.
[33] The present study emphasizes the relevance of applying trend detection procedures before computing a deterministic linear trend and characterizing long-term climate features by the corresponding slope coefficient, particularly in climate change contexts.
