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iKurzfassung
Die vorliegende Arbeit hat die Reduktion von Strukturmodellen, wie sie bei der Simulation
von Werkzeugmaschinen zum Einsatz kommt, zum Thema. Dabei steht die Entwicklung neuer
mathematischer Reduktionsverfahren, die auf Krylov-Unterra¨umen basieren und sich durch eine
Automatisierbarkeit auszeichnen im Fokus der Arbeit. Daneben soll jedoch auch die Bedeutung
der Modellreduktion als wichtiges Hilfsmittel zur Gewa¨hrleistung einer effizienten Simulation im
Gesamtentwicklungsprozess von Werkzeugmaschinen dargestellt werden.
Moderne Werkzeugmaschinen sind heute komplexe mechatronische Produktionssysteme, deren
Entwicklung unter großem Innovations-, Zeit- und Kostendruck stattfindet. Aus diesem Grund
erlangen Techniken, die den Entwicklungsprozess unterstu¨tzen, zunehmend an Bedeutung. Da-
bei ist der Einsatz solcher Techniken umso effektiver, je fru¨her im Produktentwicklungsprozess
wichtige Erkenntnisse u¨ber das Verhalten eines Gesamtsystems gewonnen werden ko¨nnen. Dabei
besteht das Ziel die Realisierbarkeit neuer Funktionen und die Erreichbarkeit der Qualita¨ts- und
Leistungsanforderungen bereits in der Entwurfsphase sicherstellen zu ko¨nnen. Die Simulations-
technik stellt in diesem Zusammenhang eine Schlu¨sseltechnologie zur fru¨hzeitigen U¨berpru¨fung
des Verhaltens von Produktionsanlagen zur Verfu¨gung.
Ein besonders effizienter und fru¨hzeitig anwendbarer Ansatz zur Abscha¨tzung der erzielba-
ren Leistungsfa¨higkeit und Genauigkeit von Maschinenentwu¨rfen ist die Kopplung von Finite-
Elemente-Modellen der mechanischen Struktur mit der regelungstechnischen Simulation der
elektrischen Antriebssysteme. Dabei werden erste Entwurfsmodelle der mechanischen und elek-
trischen Konstruktion sowie der Steuerungstechnik mit geringfu¨gigem Zusatzaufwand fu¨r die
Modelldatenverarbeitung in ein mechatronisches Gesamtmodell integriert.
Soll das Verhalten einer Maschine mit einer guten Auflo¨sung simuliert werden, fu¨hrt dies zu sehr
hochdimensionalen Modellen. Fu¨r eine effiziente Berechnung des Gesamtsystems, insbesondere
fu¨r die Zeitbereichssimulation, ist es dann notwendig, dass die Anzahl der Freiheitsgrade, die
durch die Diskretisierung der Finite-Elemente-Methode bestimmt wird, deutlich reduziert wird.
Hierfu¨r wurden bislang die sogenannten modalen Verfahren verwendet, die auf der Lo¨sung des
Eigenwertproblems beruhen, um damit das Originalsystem mit Hilfe der Modalmatrix auf einen
deutlich kleineren, modalen Raum zu projizieren.
Da mit diesen Verfahren eine optimale Approximation lediglich durch die Berechnung sa¨mtlicher
Eigenwerte erreicht werden kann, was zu sehr langen Berechnungszeiten fu¨hrt, werden lediglich
vom Anwender gewa¨hlte oder die niederfrequenten Eigenwerte fu¨r die Ordnungsreduktion ver-
wendet. Dies hat zur Folge, dass die entstehenden reduzierten Modelle zum Teil erhebliche Fehler
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im statischen Bereich aufweisen. Die modalen Verfahren beru¨cksichtigen lediglich das System
alleinstehend, es erfolgt demnach keine Beachtung der Systemein- bzw. -ausga¨nge, die vor al-
lem fu¨r die gekoppelte Simulation mit Modellen der regelungstechnischen Komponenten einer
Werkzeugmaschine von Bedeutung sind. Zudem existieren keine Schranken fu¨r den Approxima-
tionsfehler, wodurch die Modellreduktion mit diesen Verfahren schwer zu automatisieren ist.
Neue Ansa¨tze zur Modellreduktion mit Hilfe mathematischer Verfahren, welche gegenu¨ber den
konventionellen Methoden zahlreiche Vorteile aufweisen, lassen ein erhebliches Potenzial erken-
nen das Originalsystem besser approximieren zu ko¨nnen. Zudem lassen sich diese automatisieren
und weisen u¨ber ein breiteres Frequenzband sehr gute Approximationseigenschaften auf. Diese
Verfahren weisen auch die no¨tige Effizienz auf, um zuku¨nftige Maschinengenerationen bereits
am virtuellen Prototypen zuverla¨ssig testen zu ko¨nnen. Neben dem erkennbaren Potential die-
ser Verfahren treten bei ihrer praktischen Anwendung jedoch Fragen bezu¨glich der optimalen
Auslegung der zu wa¨hlenden Parameter der Algorithmen auf.
Im Fokus der vorliegenden Arbeit liegt die Betrachtung neuer Ansa¨tze zur Modellreduktion,
die auf Krylov-Unterra¨umen basieren. Dabei besteht das Ziel dieser Arbeit in der Entwick-
lung neuer Reduktionsverfahren, die auf der Grundlage mathematischer Verfahren zur Modell-
reduktion aufbauen und eine Automatisierung des Modellreduktionsprozesses ermo¨glichen. Dazu
werden neue Reduktionsverfahren vorgestellt und auf ihre Prozesstauglichkeit hinsichtlich der
modellreduzierten Simulation vom Werkzeugmaschinen validiert, die eine auf die besonderen
Strukturmodelle von Werkzeugmaschinen angepasste und automatisierte Modellreduktion der
Finite-Elemente-Modelle ermo¨glichen, die aus einer Modellierung rotatorischer Antriebssysteme
mit Kugelgewindetrieb im Verbund mit dem Maschinengestell resultieren.
Die neu entwickelten Verfahren basieren dabei auf einer angepassten iterativen und adaptiven
Auswahl der fu¨r die Verfahren beno¨tigten Parameter. Zudem basieren diese Verfahren auf globale
Krylov-Unterra¨ume und der Verwendung der globalen Arnoldi-Methode, die sich durch eine hohe
Effizienz bei der Berechnung der Reduktion von Systemen mit mehreren Ein- und Ausga¨ngen
auszeichnet. Mit Hilfe einer geeigneten Methode zur Abscha¨tzung des Approximationsfehlers des
reduzierten Systems erlauben die neu entwickelten Verfahren eine automatische Modellreduktion
ohne Benutzerinteraktion wa¨hrend des Reduktionsprozesses.
Die Ergebnisse der vorliegenden Arbeit basieren auf Ergebnissen, die im Rahmen eines von der
Deutschen Forschungs Gemeinschaft gefo¨rderten Projektes mit der Bezeichnung WAZorFEM:
Integrierte Simulation des Systems “Werkzeugmaschine-Antrieb-Zerspanprozess” auf Grundlage
ordnungsreduzierter FEM-Strukturmodelle erarbeitet wurden. Dieses Projekt hatte unter ande-
ren Arbeitspunkten die Untersuchung der Anwendbarkeit von Krylov-Unterraum-Verfahren zur
Reduktion von Modellen mechanischer Strukturen, wie sie bei der Simulation von Werkzeugma-
schinen auftreten, als Bestandteil.
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Abstract
The subject of the present work is the reduction of structural models, as used in the simulation
of machine tools. The focus of the work is the development of new mathematical reduction
methods, based on Krylov-subspaces and distinguished by a feasible automation. In addition,
however, the importance of model reduction as an important tool for an efficient simulation in
the overall development process of machine tools is presented.
Modern machine tools are complex mechatronic production systems. Their development takes
place under innovation, time, place and cost pressures. Hence, techniques to support the deve-
lopment process, become increasingly important.
The use of such techniques is more effective the earlier in the development process the behaviour
of the production systems can be obtained. Ideally, the feasibility of new features and the
accessibility of quality and performance standards are guaranteed at the design phase. The
simulation technique in this context is a key technology for early verification of the behavior of
production systems.
A particularly effective and applicable approach to early obtain achievable productivity and
accuracy of NC machines is the coupling of finite element models of the mechanical structure
with the control engineering simulation of electric drive systems. For this, first draft models
of the mechanical structure, the electrical construction and the control were integrated into a
mechatronic model with slight additional effort for the model data processing.
If the behavior of a machine is simulated with a good resolution, this results in very high-
dimensional models. For an efficient calculation of the integrated system, particularly for time
domain simulation, it is necessary that the number of degrees of freedom, which is determined by
the discretization of the finite element method, is significantly reduced. For this purpose usually
the so-called modal method based on the solution of the eigenvalue problem is used to project
the original system using the modalmatrix to a significantly smaller modal space.
With the modal method an optimal approximation can only achieved by calculation of all eigen-
values which leads to very long calculation times. Hence, only user specified or the low eigenvalues
are used for the order reduction. As a result, the resulting reduced models have considerable
errors in the static area.
Moreover the modal method considers the system only with no notice of the system in- and
outputs and there are no bounds for the approximation error.
New mathematical approaches to model order reduction which offer many advantages, compared
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to modal reduction indicate a significant potential approximating the original system better. In
addition, methods based on this approaches can be automated and have better approximation
properties on a wider band of frequencies. These methods also have the necessary efficiency, to
test the virtual prototypes of future generations of machines.
In this work, adapted mathematical procedures for automated model reduction of finite element
models, obtained by the modeling of the rotary drive systems with ball screw in association with
the machine frame, are developed and validated.
The procedures are based on global Krylov-subspaces and the global Arnoldi-method characte-
rized by high efficiency in the calculation of the reduction of systems with multiple inputs and
outputs. Moreover, these methods allow a model reduction without user interaction.
The present work is based on results in the framework of a project supported by the German
Research Community (DFG). Subjekt of the project was to investigate the applicability of Krylov
subspace methods for the reduction of very large models of mechanical structures, specifically
for machine tools.
vVorwort
Die vorliegende Arbeit entstand wa¨hrend meiner Ta¨tigkeit als wissenschaftlicher Mitarbeiter der
Arbeitsgruppe Numerik am Institut Computational Mathematics der Technischen Universita¨t
Braunschweig.
Mein besonderer Dank gilt der Institutsleiterin Frau Prof. Dr. Heike Faßbender fu¨r ihre vielfa¨ltige
und wohlwollende Unterstu¨tzung als Mentorin dieser Arbeit.
Mein herzlicher Dank gilt auch Herrn Prof. Dr. Michael Za¨h und Herrn Prof. Dr. Kemnitz fu¨r
das Interesse an meiner Arbeit.
Danken mo¨chte ich auch der Deutschen Forschungs Gemeinschaft fu¨r die finanzielle Fo¨rderung
des Projektes WAZorFEM aus dem wesentliche Ergebnisse in diese Arbeit eingeflossen sind.
In diesem Zusammenhang mo¨chte ich mich herzlich bei Herrn Thomas Bonin vom Institut fu¨r
Werkzeugmaschinen und Betriebswissenschaften der TU Mu¨nchen fu¨r die konstruktive Zusam-
menarbeit wa¨hrend und nach der Projektphase bedanken. Der enge Kontakt zu diesem Institut
war fu¨r mich sehr wertvoll.
Meine Zeit am Institut wurde auch wesentlich durch meine Kollegen, namentlich Andre´ Boden-
dieck, Juan Pablo Amorocho Duran, Andre´ Eppler, Peter Stange und Alexander Vendl, gepra¨gt.
Fu¨r die angenehme Arbeitsatmospha¨re sowie die vielen fachlichen und nichtfachlichen Diskus-
sionen mo¨chte ich mich an dieser Stelle herzlich bedanken.
Braunschweig, im Juni 2011 Andreas Soppa
vi
INHALTSVERZEICHNIS vii
Inhaltsverzeichnis
Inhaltsverzeichnis vii
Abbildungsverzeichnis xiii
Tabellenverzeichnis xvii
1 Einleitung 1
1.1 Stand der Technik und Literaturu¨bersicht . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1 Werkzeugmaschinen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.2 Modellbildung und Simulation von Werkzeugmaschinen . . . . . . . . . . 7
1.1.3 Modellreduktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Ziel und Vorgehen der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.1 Zielsetzung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.2 Vorgehen der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.3 Aufbau der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
I Grundlagen 17
2 Hilfsmittel der linearen Algebra 19
2.1 Eigen- und Singula¨rwertzerlegung . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Normen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Matrix-Zerlegungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4 Krylov-Unterra¨ume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 Projektionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3 Systemtheoretische Grundlagen 29
3.1 Darstellung von Systemen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 U¨bertragungsverhalten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.1 U¨bertragungsfunktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
viii INHALTSVERZEICHNIS
3.2.2 Impulsantwort . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.3 Momente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.3.1 Momente Systeme erster Ordnung . . . . . . . . . . . . . . . . . 38
3.2.3.2 Momente Systeme zweiter Ordnung . . . . . . . . . . . . . . . . 41
3.2.3.3 Markov Parameter . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Stabilita¨t und Passivita¨t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.1 Stabilita¨t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.2 Passivita¨t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Steuer- und Beobachtbarkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.1 Steuerbarkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.2 Beobachtbarkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4.3 Gramsche Matrizen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.4 Hankel-Singula¨rwerte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5 Zeit- und Frequenzbereichsra¨ume und Normen . . . . . . . . . . . . . . . . . . . 53
3.5.1 Signalnormen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5.1.1 Normen und Ra¨ume des Zeitbereichs . . . . . . . . . . . . . . . 53
3.5.1.2 Normen und Ra¨ume des Frequenzbereichs . . . . . . . . . . . . . 54
3.5.2 Systemnormen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4 Grundlagen der Strukturdynamik 59
4.1 Strukturmodelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2 Die Modaltransformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Da¨mpfung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.1 Modaler Da¨mpfungsansatz . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.2 Proportionaler Da¨mpfungsansatz . . . . . . . . . . . . . . . . . . . . . . . 65
4.4 U¨bertragungsfunktionen von Strukturmodellen . . . . . . . . . . . . . . . . . . . 65
5 Grundlagen der Modellreduktion 67
5.1 Problemstellung der Modellreduktion . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.1.1 Problemstellung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.1.2 Anspruch an das Reduktionsverfahren . . . . . . . . . . . . . . . . . . . . 69
5.2 Modellreduktion durch Projektion . . . . . . . . . . . . . . . . . . . . . . . . . . 70
II Werkzeugmaschinen 75
6 Aufbau und Funktionsweise von Werkzeugmaschinen 77
6.1 Aufbau und Funktionsweise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
INHALTSVERZEICHNIS ix
6.2 Vorschubantriebe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2.1 Grundaufbau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2.2 Elektrische Antriebe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2.3 Mechanische U¨bertragungssysteme . . . . . . . . . . . . . . . . . . . . . . 81
6.2.4 Linear-Direktantriebe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.3 Antriebsregelung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.4 Dynamisches Verhalten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
7 Simulation von Werkzeugmaschinen 87
7.1 Regelungssimulation von Werkzeugmaschinen . . . . . . . . . . . . . . . . . . . . 88
7.1.1 Regelungstechnische Systeme . . . . . . . . . . . . . . . . . . . . . . . . . 88
7.1.2 Grundstruktur des mechatronischen Systems . . . . . . . . . . . . . . . . 90
7.2 Modellbildung der Regelung und der elektrischen Antriebe . . . . . . . . . . . . . 91
7.2.1 Modellbildung der Regelung . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7.2.1.1 P- und PI-Regler . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7.2.1.2 Fu¨hrungsgro¨ßenfilter . . . . . . . . . . . . . . . . . . . . . . . . . 93
7.2.2 Modellbildung der elektrischen Antriebe . . . . . . . . . . . . . . . . . . . 94
7.2.2.1 Servomotor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.2.2.2 Transistorsteller . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.2.3 Gleichungssystem der Regelung und der elektrischen Antriebe . . . . . . . 96
7.3 Modellbildung des mechanischen Systems . . . . . . . . . . . . . . . . . . . . . . 98
7.3.1 Modellierungsansa¨tze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.3.1.1 Starrko¨rpersysteme . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.3.1.2 Finite-Elemente-Methode . . . . . . . . . . . . . . . . . . . . . . 101
7.3.1.3 Elastische Mehrko¨rpersysteme . . . . . . . . . . . . . . . . . . . 101
7.3.2 FEM-Modellierung des mechanischen Systems . . . . . . . . . . . . . . . . 102
7.3.2.1 Netzunabha¨ngige Kopplung . . . . . . . . . . . . . . . . . . . . . 103
7.3.2.2 Parametrische FEM-Modellbausteine . . . . . . . . . . . . . . . 105
7.3.2.3 Datenmodell fu¨r parametrische FEM-Modellbausteine . . . . . . 106
7.3.3 Bewegungsgleichungen im Zustandsraum . . . . . . . . . . . . . . . . . . . 108
7.4 Modellordnungsreduktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.5 Kopplung der Gleichungssysteme . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
III Modellreduktion in der Simulation von Werkzeugmaschinen 115
8 U¨bersicht bekannter Reduktionsmethoden 117
8.1 Proper Orthogonal Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . 118
x INHALTSVERZEICHNIS
8.2 Balanciertes Abschneiden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.3 Modale Reduktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
8.4 Krylov-Unterraum-Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
8.4.1 Momentenabgleich . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.4.2 Expliziter Momentenabgleich . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.4.3 Krylov-Unterraum-Verfahren erster Ordnung . . . . . . . . . . . . . . . . 129
8.4.3.1 Verfahren mit s0 = 0 . . . . . . . . . . . . . . . . . . . . . . . . 130
8.4.3.2 Verfahren mit s0 ∈ C . . . . . . . . . . . . . . . . . . . . . . . . 131
8.4.3.3 Verfahren mit mehr als einer Entwicklungsstelle . . . . . . . . . 133
8.4.3.4 Numerische Aspekte . . . . . . . . . . . . . . . . . . . . . . . . . 135
8.4.3.5 Rationale Krylov-Verfahren . . . . . . . . . . . . . . . . . . . . . 136
8.4.3.6 Erzielung reellwertiger Systeme . . . . . . . . . . . . . . . . . . . 139
8.4.4 Verfahren fu¨r Systeme zweiter Ordnung . . . . . . . . . . . . . . . . . . . 139
8.4.4.1 Verfahren mit s0 = 0 . . . . . . . . . . . . . . . . . . . . . . . . 142
8.4.4.2 Verfahren mit si ∈ C . . . . . . . . . . . . . . . . . . . . . . . . 144
8.4.4.3 Verfahren mit mehr als einer Entwicklungsstelle . . . . . . . . . 145
8.4.4.4 Numerische Aspekte . . . . . . . . . . . . . . . . . . . . . . . . . 146
8.4.4.5 Erzielung reellwertiger Systeme . . . . . . . . . . . . . . . . . . . 149
8.4.4.6 Ungeda¨mpfte und proportional geda¨mpfte Systeme . . . . . . . 151
8.4.5 Diskussion der Krylov-Unterraum-Verfahren . . . . . . . . . . . . . . . . . 152
8.4.5.1 Passivita¨ts- und Stabilita¨tserhaltung . . . . . . . . . . . . . . . . 153
8.4.5.2 Die Wahl geeigneter Entwicklungsstellen . . . . . . . . . . . . . 154
8.4.5.3 Die Wahl der geeigneten Stufen der verwendeten Krylov-
Unterra¨ume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
8.4.5.4 Globale Fehlerschranke . . . . . . . . . . . . . . . . . . . . . . . 155
8.4.5.5 Adaptive Methoden . . . . . . . . . . . . . . . . . . . . . . . . . 155
8.4.5.6 Systeme mit vielen Ein- und Ausga¨ngen . . . . . . . . . . . . . . 156
8.5 H2-optimale Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.5.1 IRKA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
8.5.2 Tangentiale Hermite-Interpolationsverfahren . . . . . . . . . . . . . . . . . 158
8.5.3 MIRIAm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
9 Fehlerbestimmung und adaptive Methoden 161
9.1 Analytische Methoden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
9.1.1 Lokale Fehlerbestimmung . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
9.1.1.1 Fehlerbestimmung der U¨bertragungsfunktion . . . . . . . . . . . 162
INHALTSVERZEICHNIS xi
9.1.1.2 Fehlerbestimmung des k-ten Momentes der U¨bertragungsfunktion163
9.1.2 Globale Fehlerbestimmung . . . . . . . . . . . . . . . . . . . . . . . . . . 164
9.2 Heuristische Methoden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
9.2.1 Lokale Fehlerscha¨tzer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
9.2.1.1 Heuristische Methoden . . . . . . . . . . . . . . . . . . . . . . . 165
9.2.1.2 Fehlerscha¨tzer nach Grimme . . . . . . . . . . . . . . . . . . . . 166
9.2.2 Ein globaler Fehlerscha¨tzer . . . . . . . . . . . . . . . . . . . . . . . . . . 167
9.3 Adaptive Methoden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
9.3.1 Adaptive Auswahl von Entwicklungsstellen . . . . . . . . . . . . . . . . . 168
9.3.2 Adaptiver rationaler Arnoldi-Algorithmus (AORA) . . . . . . . . 170
10 Modellreduktion von Werkzeugmaschinen 175
10.1 Anwendungsbeispiele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
10.1.1 Fehlerbestimmung reduzierter Systeme . . . . . . . . . . . . . . . . . . . . 177
10.1.1.1 Fehlerbestimmung im Frequenzbereich . . . . . . . . . . . . . . . 177
10.1.1.2 Fehlerbestimmung im Zeitbereich . . . . . . . . . . . . . . . . . 179
10.1.2 Verwendete Beispielmodelle . . . . . . . . . . . . . . . . . . . . . . . . . . 179
10.1.2.1 Erstes Beispielmodell . . . . . . . . . . . . . . . . . . . . . . . . 180
10.1.2.2 Zweites Beispielmodell . . . . . . . . . . . . . . . . . . . . . . . . 180
10.2 Spezielle Anforderungen an die Reduktionsverfahren . . . . . . . . . . . . . . . . 180
10.3 Verfahren basierend auf dem Block-Arnoldi-Algorithmus . . . . . . . . . . . . . . 184
10.3.1 Der Block-Arnoldi-Algorithmus . . . . . . . . . . . . . . . . . . . . . . . . 184
10.3.2 Ein modifizierter iterativer rationaler Krylov-Algorithmus (MIRKA) . . . 186
10.3.2.1 Auswahlprozess der Entwicklungsstellen . . . . . . . . . . . . . . 188
10.3.2.2 Auswahl der Entwicklungsstellen zur Stabilisierung . . . . . . . 189
10.3.2.3 Auswahl der Entwicklungsstellen des Verfahrens MIRKA . . . . 189
10.3.2.4 Konvergenzkriterium . . . . . . . . . . . . . . . . . . . . . . . . 192
10.3.3 Anwendung auf Systeme zweiter Ordnung . . . . . . . . . . . . . . . . . . 194
10.3.4 Diskussion der Approximationseigenschaften . . . . . . . . . . . . . . . . 196
10.3.5 Zusammenfassung der Resultate . . . . . . . . . . . . . . . . . . . . . . . 201
10.4 Verfahren basierend auf dem globalen Arnoldi-Algorithmus . . . . . . . . . . . . 202
10.4.1 Der Globale Arnoldi-Algorithmus . . . . . . . . . . . . . . . . . . . . . . . 202
10.4.1.1 Notationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
10.4.1.2 Der globale Arnoldi-Algorithmus . . . . . . . . . . . . . . . . . . 203
10.4.1.3 Eigenschaften des globalen Arnoldi-Algorithmus . . . . . . . . . 204
10.4.2 Der iterative rationale globale Arnoldi-Algorithmus (IRGA) . . . . . . . . 206
xii INHALTSVERZEICHNIS
10.4.2.1 Der globale Arnoldi-Algorithmus fu¨r Systeme erster Ordnung . . 206
10.4.2.2 Der globale Arnoldi-Algorithmus fu¨r Systeme zweiter Ordnung . 208
10.4.2.3 IRGA fu¨r Systeme zweiter Ordnung . . . . . . . . . . . . . . . . 209
10.4.3 Untersuchung der beno¨tigten Berechnungszeit . . . . . . . . . . . . . . . . 209
10.4.4 Adaptive Modellreduktion . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
10.4.4.1 Adaptive Wahl der Stufe der Krylov-Unterra¨ume fu¨r Systeme
erster Ordnung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
10.4.4.2 Adaptive Wahl der Stufe der Krylov-Unterra¨ume fu¨r Systeme
zweiter Ordnung . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
10.4.4.3 Der adaptive iterative rationale globale Arnoldi-Algorithmus fu¨r
Systeme zweiter Ordnung (AIRGA 2o) . . . . . . . . . . . . . . 217
10.4.4.4 Der vollsta¨ndige adaptive iterative rationale globale Arnoldi-
Algorithmus fu¨r Systeme zweiter Ordnung (VAIRGA 2o) . . . . 218
10.4.4.5 Diskussion der Approximationseigenschaften . . . . . . . . . . . 221
10.4.5 Zusammenfassung der Resultate . . . . . . . . . . . . . . . . . . . . . . . 229
10.5 Automatische Modellreduktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
10.5.1 Abscha¨tzung des Approximationsfehlers . . . . . . . . . . . . . . . . . . . 234
10.5.2 Automatische Reduktionsverfahren . . . . . . . . . . . . . . . . . . . . . . 235
10.5.2.1 VAIRGA MM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
10.5.2.2 Weitere automatische Reduktionsverfahren . . . . . . . . . . . . 237
10.5.3 Diskussion der automatischen Reduktion . . . . . . . . . . . . . . . . . . . 238
10.5.4 Zusammenfassung der Resultate . . . . . . . . . . . . . . . . . . . . . . . 241
11 Modellreduzierte Simulation von Werkzeugmaschinen 243
11.1 Untersuchung von Lastfa¨llen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
11.2 Gekoppelte Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
12 Zusammenfassung und Ausblick 253
A Anhang 257
A.1 Erstes Beispielmodell reduziert auf die Dimensionen 16, 24, 32 und 40 . . . . . . 257
A.2 Zweites Beispielmodell reduziert auf die Dimensionen 32, 40, 48 und 56 . . . . . 265
Literaturverzeichnis 273
ABBILDUNGSVERZEICHNIS xiii
Abbildungsverzeichnis
1.1 Strukturmechanische Berechnung und Regelungssimulation von Werkzeugmaschi-
nen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Schematische Darstellung einer orthogonalen und einer schiefen Projektion . . . . 28
5.1 Einsatz der Modellreduktion bei der Simulation von Werkzeugmaschinen . . . . . 68
5.2 Reduktion eines Systems erster Ordnung durch Projektion . . . . . . . . . . . . . 71
5.3 Reduktion eines Systems zweiter Ordnung durch Projektion . . . . . . . . . . . . 73
6.1 Werkzeugmaschine mit serieller Achskinematik . . . . . . . . . . . . . . . . . . . 78
6.2 Wirkprinzip von CNC-gesteuerten Werkzeugmaschinen . . . . . . . . . . . . . . . 79
6.3 Aufbau eines CNC-gesteuerten elektromechanischen Vorschubantriebes . . . . . . 80
6.4 Funktionsprinzip eines Synchron-Linearmotors . . . . . . . . . . . . . . . . . . . 82
6.5 Kaskadierte Lageregelung fu¨r Vorschubantriebe von Werkzeugmaschinen . . . . . 83
7.1 Blockorientierte Modellierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.2 Mechatronisches Gesamtmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.3 Vereinfachtes Modell einer kaskadierten Lageregelung . . . . . . . . . . . . . . . . 92
7.4 Blockschaltbild des PI-Reglers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
7.5 Tiefpassfilter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
7.6 Elektrische Ersatzschaltbilder des Synchron- und des Gleichstrommotors . . . . . 95
7.7 Blockschaltbild eines Servomotors . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
7.8 Blockschaltbild des Transistorstellers mit PT1-Verhalten . . . . . . . . . . . . . . 96
7.9 Regelungs- und elektrotechnischer Teil eines mechatronischen Gesamtsystems . . 97
7.10 Reglermodell mit Schaltern zum De- und Aktivieren der Regelkreise sowie Vn und
VI zur Aufschaltung von Vorsteuergro¨ßen . . . . . . . . . . . . . . . . . . . . . . 98
7.11 Blockschaltbild des regelungs- und des elektrotechnischen Gleichungssystems in
Zustandsdarstellung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.12 Modellierungsverfahren einer mechanischen Struktur . . . . . . . . . . . . . . . . 100
7.13 Netzunabha¨ngige Kopplung von FE-Strukturen . . . . . . . . . . . . . . . . . . . 104
xiv ABBILDUNGSVERZEICHNIS
7.14 Explizite und interpolierende Starrko¨rperelemente . . . . . . . . . . . . . . . . . 105
7.15 Arbeit mit Modellbausteinen in Verbindung mit konventionellen FEM-
Programmsystemen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.16 Blockschaltbild der Bewegungsgleichungen in Zustandsdarstellung . . . . . . . . 110
7.17 Blockschaltbild des regelungs- und elektrotechnischen sowie des reduzierten me-
chanischen Gleichungssystems im Zustandsraum . . . . . . . . . . . . . . . . . . 112
7.18 Zustandsraumdarstellung des geregelten mechatronischen Gesamtsystems . . . . 114
9.1 Schema zur Kategorisierung von Fehlerbestimmungsmethoden . . . . . . . . . . . 161
10.1 FEM-Modell einer Werkzeugmaschine mit 4983 Freiheitsgraden - Erstes Bei-
spielmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
10.2 Frequenzgang des MIMO-Systems - Erstes Beispielmodell . . . . . . . . . . . . . 182
10.3 FEM-Modell einer Werkzeugmaschine mit 54.885 Freiheitsgraden - Zweites Bei-
spielmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
10.4 Frequenzgang des MIMO-Systems - Zweites Beispielmodell . . . . . . . . . . . . 184
10.5 (Vereinfachtes) Ablaufdiagramm des Algorithmus Stellenauswahl zur Auswahl
neuer Entwicklungsstellen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
10.6 (Vereinfachtes) Ablaufdiagramm des Modifizierten iterativen rationalen Krylov-
Algorithmus (MIRKA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
10.7 Relative Approximationsfehler der mit den Verfahren MODAL 2o, MIRIAm und
MIRA 2o reduzierten Systeme - erstes Beispielmodell . . . . . . . . . . . . . . . . 199
10.8 Relative Approximationsfehler der mit den Verfahren MIRIAm und MIRA 2o
reduzierten Systeme bis 10000 Hz. - erstes Beispielmodell . . . . . . . . . . . . . 200
10.9 Beno¨tigte Berechnungszeiten der Verfahren MIRA 2o und IRGA 2o - erstes Bei-
spielmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
10.10Ablaufdiagramm des Adaptiven iterativen rationalen globalen Arnoldi-
Algorithmus fu¨r Systeme zweiter Ordnung (AIRGA 2o) . . . . . . . . . . . . . . . 219
10.11 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND,
AIRGA ND und VAIRGA ND - erstes Beispielmodell . . . . . . . . . . . . . . . 223
10.12 Relative Fehler der reduzierten Systeme MODAL 2o, AIRGA ND und VAIR-
GA ND - erstes Beispielmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
10.13 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD,
AIRGA PD und VAIRGA PD - erstes Beispielmodell . . . . . . . . . . . . . . . . 225
10.14 Relative Fehler der reduzierten Systeme MODAL 2o, AIRGA PD und VAIR-
GA PD - erstes Beispielmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
10.15 Relative Approximationsfehler der reduzierten Systeme MODAL 2o, MIRA ND,
IRGA ND, AIRGA ND und VAIRGA ND - zweites Beispielmodell . . . . . . . . 229
ABBILDUNGSVERZEICHNIS xv
10.16 Relative Fehler der reduzierten Systeme MODAL 2o, AIRGA ND und VAIR-
GA ND - erstes Beispielmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
10.17 Relative Approximationsfehler der reduzierten Systeme MODAL 2o, MIRA PD,
IRGA PD, AIRGA PD und VAIRGA PD - zweites Beispielmodell . . . . . . . . 231
10.18 Relative Fehler der reduzierten Systeme MODAL 2o, AIRGA PD und VAIR-
GA PD - erstes Beispielmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
10.19 Schema einer automatischen Reduktion mit Fehlerscha¨tzer . . . . . . . . . . . . 233
10.20 Ablaufdiagramm des automatisierten Reduktionsverfahrens VAIRGA 2o . . . . 236
10.21 Gewa¨hlte Fehlerschranken ǫS und exakter Approximationsfehler des automatisch
reduzierten Systems - erstes Beispielmodell . . . . . . . . . . . . . . . . . . . . . 239
10.22 Gewa¨hlte Fehlerschranken ǫS und exakter Approximationsfehler des automatisch
reduzierten Systems - zweites Beispielmodell . . . . . . . . . . . . . . . . . . . . . 240
11.1 Verwendete Funktionen zur Simulation eines statischen bzw. eines dynamischen
Lastfa¨lles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244
11.2 Absoluter Approximationsfehler der Simulationsergebnisse eines statischen und
eines dynamischen Lastfalles - erstes Beispielmodell . . . . . . . . . . . . . . . . . 246
11.3 Absoluter Approximationsfehler der Simulationsergebnisse eines statischen und
eines dynamischen Lastfalles - erstes Beispielmodell . . . . . . . . . . . . . . . . . 247
11.4 Absoluter Approximationsfehler der Simulationsergebnisse eines statischen und
eines dynamischen Lastfalles - erstes Beispielmodell . . . . . . . . . . . . . . . . . 248
11.5 Oberste Hierarchieebene der kaskadierten Lageregelung2 in der Simulationsum-
gebung MATLAB/SimulinkR© . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
11.6 Absoluter Approximationsfehler δabs(t, 1, 4) des Simulationsergebnisses der ver-
schiedenen reduzierten Systeme in Kopplung mit einem kaskadierten Regelkreis. . 251
A.1 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND, AIR-
GA ND und VAIRGA ND der Dimension 16 - erstes Beispielmodell . . . . . . . 258
A.2 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD, AIR-
GA PD und VAIRGA PD der Dimension 16 - erstes Beispielmodell . . . . . . . . 259
A.3 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND, AIR-
GA ND und VAIRGA ND der Dimension 24 - erstes Beispielmodell . . . . . . . 260
A.4 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD, AIR-
GA PD und VAIRGA PD der Dimension 24 - erstes Beispielmodell . . . . . . . . 261
A.5 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND, AIR-
GA ND und VAIRGA ND der Dimension 32 - erstes Beispielmodell . . . . . . . 262
A.6 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD, AIR-
GA PD und VAIRGA PD der Dimension 32 - erstes Beispielmodell . . . . . . . . 262
xvi ABBILDUNGSVERZEICHNIS
A.7 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND, AIR-
GA ND und VAIRGA ND der Dimension 40 - erstes Beispielmodell . . . . . . . 263
A.8 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD, AIR-
GA PD und VAIRGA PD der Dimension 40 - erstes Beispielmodell . . . . . . . . 264
A.9 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND, AIR-
GA ND und VAIRGA ND der Dimension 32 - zweites Beispielmodell . . . . . . . 266
A.10 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD, AIR-
GA PD und VAIRGA PD der Dimension 32 - zweites Beispielmodell . . . . . . . 267
A.11 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND, AIR-
GA ND und VAIRGA ND der Dimension 40 - zweites Beispielmodell . . . . . . . 268
A.12 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD, AIR-
GA PD und VAIRGA PD der Dimension 40 - zweites Beispielmodell . . . . . . . 268
A.13 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND, AIR-
GA ND und VAIRGA ND der Dimension 48 - zweites Beispielmodell . . . . . . . 269
A.14 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD, AIR-
GA PD und VAIRGA PD der Dimension 48 - zweites Beispielmodell . . . . . . . 270
A.15 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND, AIR-
GA ND und VAIRGA ND der Dimension 56 - zweites Beispielmodell . . . . . . . 271
A.16 Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD, AIR-
GA PD und VAIRGA PD der Dimension 56 - zweites Beispielmodell . . . . . . . 271
TABELLENVERZEICHNIS xvii
Tabellenverzeichnis
7.1 Komponentenklassen fu¨r Gestell und Antriebsstrukturen sowie die entsprechen-
den Diskretisierungsansa¨tze fu¨r deren Modellbausteine . . . . . . . . . . . . . . . 106
10.1 Ergebnisse der verwendeten Verfahren . . . . . . . . . . . . . . . . . . . . . . . . 198
10.2 Aufwand des Block-Arnoldi bzw. des globalen Arnoldi-Algorithmus zur Berech-
nung von k Iterationen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
10.3 Ergebnisse der untersuchten Reduktionsverfahren - erstes Beispielmodell . . . . . 222
10.4 Entwicklungsstellen der letzten Iteration der untersuchten Reduktionsverfahren -
erstes Beispielmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
10.5 Reihenfolge der Verwendung der Entwicklungsstellen in der letzten Iteration der
untersuchten Reduktionsverfahren - erstes Beispielmodell . . . . . . . . . . . . . 223
10.6 Ergebnisse der untersuchten Reduktionsverfahren - zweites Beispielmodell . . . . 227
10.7 Entwicklungsstellen der letzten Iteration der untersuchten Reduktionsverfahren -
zweites Beispielmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
10.8 Reihenfolge der Verwendung der Entwicklungsstellen in der letzten Iteration der
untersuchten Reduktionsverfahren - zweites Beispielmodell . . . . . . . . . . . . . 228
10.9 Verwendete Fehlermaße zur Bestimmung der Entwicklungsstellen und zur
Abscha¨tzung des Approximationsfehlers des reduzierten Systems der beschrie-
benen Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
10.10Ergebnisse der verwendeten automatischen Verfahren - erstes Beipielmodell . . . 239
10.11Ergebnisse der verwendeten automatischen Verfahren - zweites Beispielmodell . . 240
A.1 Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 16 258
A.2 Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 24 260
A.3 Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 32 261
A.4 Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 40 263
A.5 Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 32 266
A.6 Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 40 267
A.7 Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 48 269
xviii TABELLENVERZEICHNIS
A.8 Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 56 270
xix
Formelzeichen, Schreibweisen und
Abku¨rzungen
Schreibweisen
Vektoren und Matrizen werden in dieser Arbeit durch fettgedruckte Klein- bzw. Großbuchstaben
bezeichnet.
Formelzeichen
Mathematische Ausdru¨cke
R Ko¨rper der reellen Zahlen
C Ko¨rper der komplexen Zahlen
K Ko¨rper der reellen oder der komplexen Zahlen
Lp(I) Banachraum der auf dem Intervall I p mal Lebesgue-integrierbaren
Funktionen
Z Zustandsraum eines Systems
U Eingangsraum eines Systems
Y Ausgangsraum eines Systems
K
n Menge aller Vektoren der Dimension n mit Eintra¨gen aus K
K
n×m Menge aller Matrizen der Dimension n×m mit Eintra¨gen aus K
Kk(. , .) Krylov-Unterraum der Stufe k
Gk(. , . , .) Krylov-Unterraum zweiter Ordnung der Stufe k
V ,W Projektionsmatrizen
ı imagina¨re Einheit (
√−1)
Re(s) Realteil von s
Im(s) Imagina¨rteil von s
xx
R+ Menge der positiven reellen Zahlen (s ∈ R+ : s > 0)
R− Menge der negativen reellen Zahlen (s ∈ R− : s < 0)
C+ rechte Halbebene der komplexen Ebene (s ∈ C+ : Re(s) > 0)
C− linke Halbebene der komplexen Ebene (s ∈ C− : Re(s) < 0)
s¯ komplex-konjugierte von s
I Einheitsmatrix (mit geeigneter Dimension)
0 Nullmatrix (mit geeigneter Dimension)
Σ Diagonalmatrix mit Singula¨rwerten auf der Diagonalen
AT Transponierte der Matrix A
A∗ komplex konjugiert Transponierte der Matrix A, wenn A ∈ Cn×m
Transponierte der Matrix A, wenn A ∈ Rn×m
A > 0 A ist positiv definit
A < 0 A ist negativ definit
A ≥ 0 A ist positiv semidefinit
A ≤ 0 A ist negativ semidefinit
[A]∗ i i-te Spalte der Matrix A
[A]i ∗ i-te Zeile der Matrix A
[A]ij Eintrag in der i-te Zeile und der j-ten Spalte der Matrix A
[v]i i-te Komponente eines Vektors v
(B)ij Matrix in der i-te (Block-) Zeile und der j-ten (Block-) Spalte
einer Block-Matrix B
λi(A) i-ter Eigenwert der Matrix A
σi(A) i-test gro¨ßter Hankel-Singula¨rwert der Matrix A
span{v1, . . . ,vn} Der durch die n Vektoren v1, . . . ,vn aufgespannte Raum
colspan{v1, . . . ,vn} Der durch die n Spaltenvektoren v1, . . . ,vn aufgespannte Raum
colspan(A) Der durch die Spaltenvektoren der Matrix A aufgespannte Raum
B(A) Bild von A
N (A) Kern von A
V ⊕W Direkte Summe der beiden Ra¨ume V und W
diag(a1, . . . , an) Diagonalmatrix mit den Diagonaleintra¨gen a1, . . . , an
rang(A) der Rang der Matrix A
rang(A, τ) numerischer Rang der Matrix A zum Parameterwert τ
det(A) die Determinante der Matrix A
spur(A) Spur der Matrix A
xxi
A⊗B Kronecker-Produkt der Matrizen A und B
|s| Betrag von s
||x||p p-Vektornorm von x
||x|| 2-Vektornorm von x
||A||p durch die p-Vektornorm induzierte Matrixnorm von A
||A|| durch die 2-Vektornorm induzierte Matrixnorm von A
||A||F Frobenius-Norm von A
||H(s)||Hp Hp-Norm einer matrixwertigen Funktion H(s)
||H(s)||H2 H2-Norm einer matrixwertigen Funktion H(s)
||Σ||H Hankel-Norm eines Systems Σ
Bezeichnungen verwendeter Systeme
Σ2o Kurzschreibweise eines Systems zweiter Ordnung
Σ1o Kurzschreibweise eines Systems erster Ordnung
M ,D,K,f , cTp , c
T
v Matrizen eines SISO-Systems zweiter Ordnung
M ,D,K,F ,Cp,Cv Matrizen eines MIMO-Systems zweiter Ordnung
Mˆ , Dˆ, Kˆ, fˆ , cˆTp , cˆ
T
v reduzierte Matrizen eines MIMO-Systems zweiter Ordnung
Mˆ , Dˆ, Kˆ, Fˆ , Cˆp, Cˆv reduzierte Matrizen eines MIMO-Systems zweiter Ordnung
E,A, b, cT Matrizen eines SISO-Systems erster Ordnung
E,A,B,C Matrizen eines MIMO-Systems erster Ordnung
Eˆ, Aˆ, bˆ, cˆT reduzierte Matrizen eines SISO-Systems erster Ordnung
Eˆ, Aˆ, Bˆ, Cˆ reduzierte Matrizen eines MIMO-Systems erster Ordnung
n Dimension des Systems zweiter Ordnung
r Dimension des reduzierten Systems
m Anzahl der Einga¨nge eines Systems
m˜ Anzahl der linear unabha¨ngigen Einga¨nge eines Systems
q Anzahl der Ausga¨nge eines Systems
z Zustandsvektor eines Systems erster Ordnung
x Zustandsvektor eines Systems zweiter Ordnung
zˆ Zustandsvektor eines reduzierten Systems erster Ordnung
xˆ Zustandsvektor eines reduzierten Systems zweiter Ordnung
u Eingangsfunktion eines SISO-Systems
u Vektor der Eingangsfunktionen eines MIMO-Systems
xxii
y Ausgangsfunktion eines SISO-Systems
y Vektor der Ausgangsfunktionen eines MIMO-Systems
yˆ Ausgangsfunktion eines reduzierten SISO-Systems
yˆ Ausgangsfunktionenvektor eines reduzierten MIMO-Systems
FS Vektor der a¨ußeren Sto¨rkra¨fte
uA,uS Separierte Eingangsvektoren eines mechanischen Systems
yM ,yS Separierte Ausgangsvektoren eines mechanischen Systems
FA,F S Eingriffsmatrizen eines mechanischen Systems
BA,BS Separierte Eingangsmatrizen eines mechanischen Systems
Cp,M ,Bv,M Messgro¨ßenausgaa¨nge eines mechanischen Systems
Cp,S,Bv,S Sto¨rstellenausgaa¨nge eines mechanischen Systems
ER,AR, bR, c
T
R Matrizen eines regelungs-/elektrotechnischen SISO-Systems
ER,AR,BR,CR Matrizen eines regelungs-/elektrotechnischen MIMO-Systems
BR,s,BR,i Separierte Eingangsmatrizen eines regelungs-/elektrotechnischen
Systems
zR Zustandsvektor eines regelungs-/elektrotechnischen Systems
zDR Zusta¨nde der Drehzahlregler eines regelungs-/elektrotechnischen
Systems
zSR Zusta¨nde der Stromahlregler eines regelungs-/elektrotechnischen
Systems
zTR Zusta¨nde der Transistorsteller eines regelungs-/elektrotechnischen
Systems
zSM Zusta¨nde der Servomotoren eines regelungs-/elektrotechnischen
Systems
uR,s,uR,i Separierte Eingangsvektoren eines regelungs-/elektrotechnischen
Systems
yR Ausgangsfunktion eines regelungs-/elektrotechnischen Systems
EG,AG, bG, c
T
G Matrizen eines mechatronischen SISO-Gesamtsystems
EG,AG,BG,CG Matrizen eines mechatronischen MIMO-Gesamtsystems
EA,ES Eingriffsmatrizen zur Einleitung von Kra¨ften und Momenten ins
mechanische System
zG Zustandsvektor eines mechatronischen MIMO-Gesamtsystems
uG Eingangsvektor eines mechatronischen MIMO-Gesamtsystems
yG Ausgangsvektor eines mechatronischen MIMO-Gesamtsystems
hj j-tes Moment der U¨bertragungsfunktion eines SISO-Systems
xxiii
Hj j-tes Moment der U¨bertragungsfunktion eines MIMO-Systems
∠(H(s)) Winkel von H(s) Mechatronik
I Stromsta¨rke
U Spannung
R Ohmscher Widerstand
L Induktivita¨t
MM Motormoment
KM Drehmomentkonstante eines Servomotors
n Drehmoment eines Motors
Regelungstechnik
KP ,KA, TN Proportionalbeiwert, Anpassungsfaktor und Nachstellzeit
eines Reglers
KV Proportionalbeiwert eines Lagereglers
TR, fw, pT Rechenzeit, Schaltfrequenz und Rechenzeit eines Transistorstellers
TT Totzeit eines Transistorstellers
Abku¨rzungen
API Englisch: Application Programming Interface
BTA Approximation durch balanciertes Abschneiden (In Englisch: Balanced
Truncation Approximation)
CAD Englisch: Computer-Aided Design
CNC Englisch: Computerized Numerical Control
DGL Differenzialgleichung
DAE Algebro-Differenzialgleichung (Englisch: Differential Algebraic
Equation)
FE Finite-Elemente
FEM Finite-Elemente-Methode
LTI linear zeitinvariant (In Englisch: Linear Time Invariant)
MIMO Multiple Input Multiple Output
MPC Englisch: Multipoint Constraints
xxiv
RBE Englisch: Rigid Body Element
SISO Single Input Single Output
TCP Englisch: Tool Center Point
UML Englisch: Unified Modelling Language
VLSI Very-Large-Scale Integration
Abku¨rzungen fu¨r Krylov-Unterraum-Verfahren
SOAR Englisch: Second Order Arnoldi Algorithm
IRKA iterativer rationaler Krylov-Algorithmus (In Englisch: Iterative
Rational Krylov Algorithm)
MIRIAm MIMO iterativer rationaler Interpolations-Algorithmus (In Englisch:
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Rational Arnoldi Algorithm)
AORGA adaptiver rationaler globaler Arnoldi-Algorithmus (In Englisch:
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VAIRGA vollsta¨ndig adaptiver iterativer rationaler globaler Arnoldi-Algorithmus)
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Kapitel 1
Einleitung
Die Herstellung von Werkzeugmaschinen steht durch den wachsenden weltweiten Konkurrenz-
druck vor großen Herausforderungen. In den letzten Jahren entwickelte sich der Einsatz und die
Produktion von Werkzeugmaschinen in Asien mit einer deutlich ho¨heren Dynamik als in Europa
und Amerika [99]. Angetrieben wurde diese Entwicklung durch die Vorteile der Wettbewerber aus
Schwellenla¨ndern durch deren gu¨nstige Lohnkostenstruktur. Dabei wurde der Gewinn an Markt-
anteilen vorwiegend durch den Produktionszuwachs im wachstumsstarken Niedrigpreissegment
erzielt [2]. Europa¨ische und amerikanische Anbieter bedienen dagegen vorwiegend die Nachfrage
nach hochentwickelter Produktionstechnik. Nach einer Sa¨ttigung des Marktes im Niedrigpreis-
segment ist in zunehmenden Maße ein Gewinn an Marktanteilen asiatischer Wettbewerber auch
in anderen Preissegmenten zu beobachten. Damit werden diese Anbieter zu Konkurrenten auf
dem Markt der hochentwickelten Produktionstechnik. Um ihre Marktanteile in diesem Segment
aufrecht zu erhalten, sind die Hersteller von Werkzeugmaschinen gezwungen in immer ku¨rzeren
Zyklen neue Produkte, die sich durch einen erho¨hten Anwendernutzen und geringeren Herstel-
lungskosten auszeichnen, auf den Markt zu bringen.
Ein erho¨hter Nutzen fu¨r den Anwender ist dabei in einer ho¨heren Produktivita¨t und Flexibilita¨t
der am Markt angebotenen Werkzeugmaschinen zu sehen. Um Anwendern von Werkzeugmaschi-
nen Produkte mit diesen erho¨hten Anwendernutzen bieten zu ko¨nnen, werden unterschiedliche
Ansa¨tze verfolgt. In den vergangenen Jahren geho¨rten beispielsweise die informationstechnische
Vernetzung von Maschinen, die Entwicklung neuer Werkstoffe und aktiver Strukturen, die De-
zentralisierung von Maschinenfunktionen oder die Digitalisierung von Maschinenfunktionen [186]
dazu. Dabei gewinnt bei der Funktionserweiterung und der Leistungssteigerung neuer Werkzeug-
maschinen die Automatisierungstechnik zunehmend an Bedeutung.
Die wichtigsten Beurteilungskriterien fu¨r Werkzeugmaschinen sind das dynamische Verhalten
und die Genauigkeit des Bearbeitungsprozesses. Die Prozesstechnik hat durch die Entwicklung
neuer Technologien zu hohen Leistungssteigerungen gefu¨hrt. Die beno¨tigten Beitra¨ge zur Stei-
gerung der Vorschubgeschwindigkeiten hat dabei die Antriebstechnik geliefert. Dies ist darauf
zuru¨ck zu fu¨hren, dass im Bereich der Antriebstechnik heute leistungsstarke Servoantriebe zur
Verfu¨gung stehen, die durch digitale Steuerungs- und Regelungsmodule u¨ber weite Drehzahl-
bereiche regelbar sind. Zudem sind zur dynamisch genauen Positionsregelung hochauflo¨sende
2optische Messgera¨te verwendbar, die eine schnelle und exakte Positions- und Winkelbestimmung
gewa¨hrleisten [138].
Die Grenzen bei der Dynamik und der Genauigkeit von Werkzeugmaschinen ergeben sich aus
regelungstechnischer Sicht durch die Schwingungen der Maschinenstruktur. Durch die Signale
der Positionsmessgera¨te und der Drehgeber in die Antriebsregelkreise werden diese ru¨ckgekop-
pelt, was bei zu hohen Reglerversta¨rkungen zu Instabilita¨ten fu¨hren kann [138]. Hierin liegt die
Ursache dafu¨r, dass die Antriebsregelungen nur mit begrenzten Bandbreiten betrieben werden
ko¨nnen [1].
Durch Erweitern der Regelungsalgorithmen, indem das Verhalten der Regelung z.B. mit Filtern
oder aktiver Da¨mpfung optimal an die Eigenschaften der Regelstrecke angepasst wird, la¨sst sich
die dynamische Genauigkeit einer Werkzeugmaschine verbessern. Um eine maximale Leistungs-
steigerung zu erreichen, ist jedoch die optimale Auslegung der mechanischen Konstruktion im
Hinblick auf ihr Zusammenspiel mit der Antriebsregelung und dem Bearbeitungsprozess ent-
scheidend. Diese Auslegungsaufgaben stellen die Produktentwicklung vor große Aufgaben, da es
sich bei Werkzeugmaschinen um komplexe mechatronische Systeme handelt, die aus mechani-
schen, elektrotechnischen und informationstechnischen Komponenten bestehen [138].
Zur U¨berpru¨fung und Absicherung der Systemeigenschaften sind bei einer konventionellen Vor-
gehensweise aufwendige Experimente und Versuchsreihen notwendig. Der dadurch entstehende
finanzielle und zeitliche Aufwand kann jedoch durch den Einsatz rechnergestu¨tzter Methoden
deutlich reduziert werden. Ein hilfreiches Mittel zur Unterstu¨tzung des Produktentwicklungspro-
zesses ist in der Computersimulation zu sehen, da Maschinenentwu¨rfe damit vor einer Investition
in Prototypen analysiert und optimiert werden ko¨nnen.
Durch die Leistungssteigerungen in den letzten Jahren stehen heute im Bereich der Hard- und
Software numerische Berechnungswerkzeuge zur Verfu¨gung, mit deren Einsatz sich die Simula-
tion auch sehr komplexer technischer Systeme anhand von digitalen Modellen effizient und ko-
stengu¨nstig durchfu¨hren lassen. Deshalb stellen Computersimulationen ein wichtiges Instrument
dar, um das Verhalten von Werkzeugmaschinen mo¨glichst fru¨h wa¨hrend des Entwicklungspro-
zesses analysieren zu ko¨nnen [138].
Da Werkzeugmaschinen heutzutage komplexe mechatronische Gebilde sind, die als System be-
trachtet werden mu¨ssen, gewinnt die gesamtheitliche Simulation von Komponenten verschiedener
Fachdisziplinen dabei zunehmends an Bedeutung. So fließt in eine gesamtheitliche Simulation
neben der Beschreibung der mechanischen Struktur auch die Beschreibung der Antriebstechnik,
der Hydraulik oder der Regelungstechnik mit ein [138].
Strukturmechanische Berechnungen mit Hilfe der Finite-Elemente-Methode (FEM) sind bereits
ein fester Bestandteil des Produktionsentwicklungsprozesses geworden. Dabei wird diese Me-
thode vorwiegend zur Auslegung der Gestellstrukturen durchgefu¨hrt. Eine Simulation und re-
gelungstechnische Analyse erfolgt in der Regel in getrennten Betrachtungen. In [138] wird ein
Verfahren zur strukturmechanischen Berechnung und Regelsimulation von Werkzeugmaschinen
auf einem Computermodell des Maschinengestells, der Antriebsstra¨nge, der elektrischen Antriebe
und der Antriebsregelung vorgeschlagen. Dabei erfolgt die Modellbildung des Maschinengestells
und der Antriebssysteme anhand parametrischer Modellbausteine.
Kapitel 1: Einleitung 3
Da die Modellbildung mit der FEM bei einem Strukturmodell mit einem hohen Detaillierungs-
grad zu sehr hochdimensionalen Gleichungssystemen fu¨hrt, ist eine Simulation mit diesen Sy-
stemen praktisch nicht durchfu¨hrbar. Aus diesem Grund wird vor der Zusammenfu¨hrung des
elektro- und des informationstechnischen Modells eine Modellreduktion des mechanischen Mo-
dells durchgefu¨hrt.
In dieser Arbeit werden angepasste mathematische Verfahren zur automatisierten Modellre-
duktion der Finite-Elemente-Modelle, die durch die Modellierung rotatorischer Antriebssysteme
mit Kugelgewindetrieb im Verbund mit dem Maschinengestell resultieren, entwickelt und auf
die Prozesstauglichkeit hinsichtlich der modellreduzierten Simulation von Werkzeugmaschinen
validiert.
Bei den in dieser Arbeit betrachteten Reduktionsverfahren handelt es sich um Projektions-
verfahren mit Moment-Matching-Eigenschaft, die auf der Verwendung von Krylov-Unterra¨umen
basieren. Das Prinzip des Moment-Matching basiert auf der Interpolation der U¨bertragungsfunk-
tion des Modells mit Hilfe eines Abgleichs der Koeffizienten der Potenzreihenentwicklung der
U¨bertragungsfunktion um eine oder mehrere Entwicklungsstellen in der komplexen Zahlenebene.
Um diese Moment-Matching-Eigenschaften zu erfu¨llen, werden bei Krylov-Unterraum-Verfahren
an den Entwicklungsstellen Basen von geeigneten Krylov-Unterra¨umen berechnet. Die in dieser
Arbeit entwickelten Verfahren verwenden dazu die globale Arnoldi-Methode, die sich durch hohe
Effizienz bei der Berechnung der Reduktion von Systemen mit mehreren Ein- und Ausga¨ngen
auszeichnet.
Des weiteren wird in dieser Arbeit eine mo¨gliche Automatisierung des Reduktionsprozesses vor-
gestellt. Fu¨r Krylov-Unterraum-Verfahren existieren zwar Ansa¨tze zur Wahl der Entwicklungs-
stellen und zur adaptiven Wahl der Stufe des zu jeder Entwicklungsstelle generierten Krylov-
Unterraumes, jedoch existieren nach Kenntnis des Autors noch keine Verfahren, die die Wahl
der Entwicklungsstellen mit einer adaptiven Bestimmung der Stufe des zugeho¨rigen Krylov-
Unterra¨ume kombinieren. In dieser Arbeit wird deshalb durch Modifikationen und Erweiterun-
gen bestehender adaptiver Methoden ein Verfahren vorgestellt, das eine Automatisierung des
Reduktionsprozesses ermo¨glicht.
Im Hinblick darauf wird im folgenden Abschnitt zuna¨chst der derzeitige Stand der Wissenschaft
und der Technik beleuchtet und das Ziel sowie der weitere Aufbau der vorliegenden Arbeit
erla¨utert.
1.1 Stand der Technik und Literaturu¨bersicht
In der vorliegenden Arbeit ko¨nnen mit dem Aufbau von Werkzeugmaschinen, der effizienten Si-
mulation von mechatronischen Systemen und der linearen Modellreduktion drei Themengebiete
identifiziert werden. Das erste Themengebiet umfaßt den Aufbau, die Funktionsweise und den
Entwurfsprozess von Werkzeugmaschinen, das zweite Themengebiet deckt die effiziente Modell-
bildung und die Simulation von Werkzeugmaschinen ab und das dritte Themengebiet befaßt
sich mit Themen der effizienten Reduktion von FEM-Modellen. Verbunden werden diese The-
mengebiete durch die Notwendigkeit modellierte FEM-Modelle in der Dimension zu reduzieren,
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um Werkzeugsimulationen effizient durchfu¨hren zu ko¨nnen und damit den Entwurfprozess von
Werkzeugmaschinen zu optimieren.
Der Fokus der vorliegenden Arbeit liegt auf der automatisierten und effizienten Reduktion von
FEM-Modellen von Werkzeumaschinen, wohingegen der Entwurfsprozess und die Simulation
von Werkzeugmaschinen hier nur in ihren Grundzu¨gen dargestellt werden ko¨nnen. Um den
Entwicklungsprozess von Werkzeugmaschinen gesamtheitlich darzustellen, werden hier deshalb
nur die Grundlagen des Aufbaus und der Simulation von Werkzeugmaschinen dargestellt. Diese
orientieren sich dabei auf den Darstellungen in [138].
Zu allen drei Themengebieten existieren zahlreiche Vero¨ffentlichungen, auf die in dieser Ar-
beit Bezug genommen wird. Dabei sollen diese Arbeit und die zitierten Vero¨ffentlichungen eine
U¨bersicht der Verzahnung der Themengebiete zur Zielerreichung einer effizienten Simulation von
Werkzeugmaschinen geben. In den folgenden Abschnitten erfolgt eine Darstellung des derzeiti-
gen Standes der Technik und der Wissenschaft, mit den Angaben der, im Bezug zum jeweiligen
Themengebiet, wichtigsten Referenzen. Erga¨nzt wird die U¨bersicht durch eine ausfu¨hrliche Dar-
stellung der Grundlagen der verschiedenen Themengebiete in den Kapiteln 4 bis 7 und zahlreiche
zusa¨tzliche Literaturhinweise.
1.1.1 Werkzeugmaschinen
Werkzeugmaschinen in heutiger Erscheinungsform sind mechatronische Systeme. Unter einem
mechatronischen System wird hier ein System verstanden, das aus einem mechanischen Teil (dem
Maschinengestell) und einem regelungstechnischen Teil (elektronische Antriebe und Regelung)
besteht. Zur Darstellung der Grundlagen des Aufbaus von Werkzeugmaschinen werden in dieser
Arbeit Maschinen mit serieller Achskinematik betrachtet. Bei diesen Werkzeugmaschinen kann
das Werkzeug bzw. das Werkstu¨ck je nach Kombination translatorischer und rotatorischer Vor-
schubachsen auf ra¨umlichen Bahnkurven relativ zueinander bewegt werden. Die Beschreibung
dieser Werkzeugmaschinen orientiert sich dabei an [138]. Die Achsbewegungen werden unter
den Vorgaben einer numerischen Steuerung (CNC)1 durch positionsgeregelte elektromechani-
sche Vorschubantriebe, die aus einem elektrischen Antrieb und einem mechanischem U¨bertra-
gungssystem bestehen, erzeugt. Die von der CNC erzeugten Fu¨hrungsgro¨ßen werden mit Hilfe
einer informatonstechnisch verzweigten U¨bertragungsstrecke mit regelungstechnischen, elektri-
schen und mechanischen Teilstrecken auf die Prozessebene (Bearbeitungsstelle des Werkstu¨cks)
geleitet. Durch Ru¨ckfu¨hrungen von Messgro¨ßen liegt ein mehrfach ru¨ckgekoppeltes System vor,
das ein komplexes Verhalten vorweist.
Als Antriebe elektromechanischer Vorschubantriebe werden heute vorwiegend permanenterregte
Servo-Drehstrommotoren verwendet, die sich durch eine einfache Regelbarkeit und einer ho-
hen Dynamik auszeichnen, siehe [29, 120, 159]. Die Versorgung der elektrischen Antriebe mit
der beno¨tigten elektrischen Energie erfolgt u¨ber Transistorsteller. Diese beziehen die beno¨tigte
elektrische Energie aus dem dreiphasigen Versorgungsnetz und stellen sie den Antrieben in der
beno¨tigten Form zur Verfu¨gung.
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Das heute bei Werkzeugmaschinen am weitesten verbreitete Wirkprinzip zur Realisierung linea-
rer Vorschubbewegungen ist der Kugelgewindetrieb [138]. Als Alternative zum Kugelgewinde-
trieb wird bei Großwerkzeugen das Zahnstange-Ritzel-System verwendet [30].
Als leistungsfa¨hige Alternative zu elektromechanischen Vorschubsystemen hat sich in den
letzten Jahren der Linear-Direktantrieb entwickelt. Bei dieser Antriebsart erfolgt eine direk-
te Kraftu¨bertragung am Vorschubschlitten, wodurch kein mechanisches U¨bertragungssystem
beno¨tigt wird und somit sto¨rende Elastizita¨ten bei der Kraftu¨bertragung vom Motor auf den
Vorschubschlitten entfallen. Als Nachteil dieser Antriebsart ist der niedrige Wirkungsgrad zu
sehen, der hohe Verlustleistungen der Maschinenstruktur als auch der Motorwicklungen verur-
sacht.
Heute verbreitete Systeme zur Positionsregelung der elektrischen Vorschubantriebe von Werk-
zeugmaschinen verwenden u¨berwiegend eine kaskadierte Regelkreisstruktur [1, 160]. Bei dieser
Regelkreistruktur wird der auf der obersten Kaskadenebene angesiedelte Lageregler durch zwei
Hilfsregelkreisen zur Drehzahl- und Stromregelung unterstu¨tzt.
Durch schnelle Positioniervorga¨nge mit hohen Beschleunigungen und hohem Ruck ergeben sich
hohe statische und dynamische Belastungen fu¨r Werkzeugmaschinen. Die Bearbeitung eines
Werkstu¨cks mit hohen Leistungen erfordert deshalb eine steife Maschinenkonstruktion, um ge-
naue und mo¨glichst ebene Oberfla¨chen zu erzeugen. Treten bei Bearbeitungsprozessen Schwin-
gungen des Werkzeugs auf, wird eine wellige Oberfla¨che des Werkstu¨cks erzeugt. Die Ru¨ckkopp-
lung modulierter Kraftanteile auf die Maschine kann zur Entda¨mpfung der Schwingungen bis
hin zur Instabilita¨t fu¨hren, was sich akustisch durch Rattern der Maschine und am Werkstu¨ck
durch Rattermarken bemerkbar macht [138].
Um die Positioniervorga¨nge zu beschleunigen, ist es no¨tig die Beschleunigung der Massen der
Maschine zu erho¨hen, die bewegt werden mu¨ssen. Um dieses Ziel zu erreichen, muss die bewegte
Masse reduziert werden. Mit der weiterhin bestehenden Steifigkeitsanforderung an die Massen
ergibt sich ein Problem, das nur durch Kompromisse gelo¨st werden kann. Optimale Lo¨sun-
gen dieses Problems ergeben sich durch die Verwendung von Leichtbaukonstruktionen. Wegen
der bei Leichtbaukonstruktionen zunehmend zu beobachtenden strukturdynamischen Wechsel-
wirkungen der Gestell- und Antriebsstrukturen mu¨ssen die Konstruktionen jedoch hinsichtlich
ihrer dynamischen U¨bertragungseigenschaften im Regelkreis optimiert werden [138].
Aufgrund der gegenseitigen Abha¨ngigkeit mechanischer, elektro- und informationstechnischer
Funktionstra¨ger in Aufbau, Funktionsweise und Verhalten stellen diese Auslegungsaufgaben den
Entwurfprozess von Werkzeugmaschinen vor große Aufgaben [138]. Zur Unterstu¨tzung dieses
Auslegungprozesses ist eine gesamtheitliche Simulation der Werkzeugmaschine als mechatroni-
sches System erforderlich, dessen Eigenschaften vom Zusammenspiel der Maschinenstruktur und
den Einflu¨ssen der Regelung [26, 138] sowie des Bearbeitungsprozesses [182] bestimmt werden.
Aus diesem Grund ru¨ckt die integrierte Simulation des Gesamtsystems, d.h. die Abbildung von
Maschinenstruktur, Regelung und Prozess in einem Modell immer sta¨rker in den Mittelpunkt.
Die Abbildung 1.1 gibt den Ablauf der Modellierungs- und Berechnungsschritte fu¨r die struktur-
mechanischen Analysen und Regelungssimulationen im Entwurfsprozess von Werkzeugmaschi-
nen wieder. Ein umfassender U¨berblick zur integrierten Modellbildung der Maschinenstruktur,
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der Regelung und des Prozesses von Werkzeugmaschinen wird in [8] gegeben. Dabei werden
sowohl die Finite-Elemente-Methode (FEM) als auch Mehrko¨rpersysteme (MKS) fu¨r struktu-
relle und kinematische Untersuchungen betrachtet. In der ersten Phase des Entwurfsprozesses
Abbildung 1.1: Strukturmechanische Berechnung und Regelungssimulation von Werkzeugma-
schinen nach [138]
kann mit dem integrierten (und ggf. reduzierten) FEM-Modell der Maschine die mechanische
Konstruktion nach rein strukturmechanischen Kriterien optimiert werden. Durch die Integra-
tion des FEM-Modells in das Blockmodell des mechatronischen Gesamtsystems u¨ber den Weg
der Modellreduktion werden die Regelstrecken der Antriebsregelkreise beschrieben. Mit Hilfe
der Regelungssimulation ko¨nnen nun die Parameter der Regelung optimiert werden, wobei die
bandbreitenbegrenzenden Eigenfrequenzen sichtbar werden und Aufschluss u¨ber konstruktive
Ursachen geben [138].
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1.1.2 Modellbildung und Simulation von Werkzeugmaschinen
Die Genauigkeit des dynamischen Verhaltens von Werkzeugmaschinen la¨sst sich durch erweiter-
te Regelalgorithmen verbessern. Bei dieser Vorgehensweise sind der Steigerung der Genauigkeit
allerdings Grenzen gesetzt. Soll das maximale Leistungspotentials einer Werkzeugmaschine aus-
gescho¨pft werden, so ist die optimale Auslegung der mechanischen Konstruktion im Hinblick auf
ihr Zusammenspiel mit der Antriebsregelung entscheidend. Betrachtet man ein mechatronisches
System in Bezug auf seinen Aufbau und seine Funktionsweise, kann es als regelungstechnisches
System betrachtet werden. Bei Werkzeugmaschinen ergibt sich dabei eine Aufteilung des Regel-
kreises in ein informationstechnisches, ein elektrotechnisches und ein mechanisches Teilsystem.
Die Modellbildung des informations- und elektrotechnischen Teils erfolgt in der Regel durch
Blockschaltbilder. Die Beschreibung eines Modellblockes erfolgt anhand der Gegebenheiten des
zu modellierenden Teilsystems, wobei das U¨bertragungsverhalten des Teilsystems durch eine
Gleichung bzw. ein Gleichungssystem abgebildet wird [138]. Bei Werkzeugmaschienen sind die
Wirkstrukturen der Regelungen inklusive der Stelleinrichtungen durch die verbreiteten antrieb-
stechnischen Lo¨sungen mit kaskadierter Lageregelung weitgehend festgelegt [97, 98]. Fu¨r die
Modellbildung dieser Teilsysteme bedeutet dies, dass die Modellblo¨cke einmalig konfiguriert
und zur Simulation einer Maschine nur noch parametrisiert werden mu¨ssen [138].
Die Modellbildung des mechanischen Teils erfolgt durch Strukturmodelle, wobei man bei der
Betrachtung von Werkzeugmaschinen von Systemen gelenkig verbundener fester Ko¨rper aus-
geht. In der Festko¨rpermechanik kommen zur Modellierung der mechanischen Struktur deshalb
verschiedene Verfahren zum Einsatz, die Bewegungsgleichungen in Form von gewo¨hnlichen Dif-
ferenzialgleichungen liefern. Im wesentlichen kommen dabei drei Verfahrensarten zum Einsatz.
Bei den Verfahren handelt es sich um Starrko¨rperansa¨tze, um die Finite-Elemente-Methode und
um Kombinationen dieser zwei Verfahren den sogenannten elastischen Mehrko¨rpersystemen. Die
Verfahren unterscheiden sich durch die Dimension und der Art der erzeugten Gleichungssysteme.
Grundsa¨tzlich lassen sich die Verfahren in solche unterteilen, die nur kleine lineare Bewegungen
und solche, die auch große nichtlineare Bewegungen beru¨cksichtigen. Die numerische Qualita¨t
der erzeugten Simulationsmodelle werden durch den gewa¨hlten Ansatz des Verfahrens bestimmt,
wobei einer durch hohe Systemordnung und der Beru¨cksichtigung von Nichtlinearita¨ten erreich-
ten hohen Abbildungsgenauigkeit entsprechend lange Berechnungszeiten gegenu¨berstehen [8].
Bei den Starrko¨rperansa¨tzen erfolgt die Modellierung einer mechanischen Struktur als
Mehrko¨rpersystem (MKS), wobei das Mehrko¨rpersystem durch starre Ko¨rper mit tensorischen
Tra¨gheitseigenschaften idealisiert wird [184]. Die Modellierung einer Maschine mit einem Ver-
fahren mit Starrko¨rperansatz ist nur fu¨r solche Maschinen eine geeignete Beschreibungsform,
deren Baugruppen, zumindest in dem betrachteten Frequenzbereich, als ideal starr angenom-
men werden ko¨nnen.
Die FEM stellt heute im gesamten Maschinenbau ein Standardverfahren fu¨r strukturmechanische
Berechnungen dar. Sie wird bei Werkzeugmaschinen erfolgreich zur Auslegung und Optimierung
der Gestellstruktur eingesetzt [138]. Das Vorgehen der FEM besteht in der Unterteilung einer
kontinuierlichen Struktur in eine hohe Anzahl von finiten Elementen (FE) mit regelma¨ßiger Geo-
metrie. Eine kontinuierliche Struktur wird mit dieser Methode in eine raumdiskrete Darstellung
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u¨berfu¨hrt. Der Diskretisierungsgrad der Struktur wird dabei durch die Anzahl der verwendeten
finiten Elemente bestimmt. Wa¨hrend ein hoher Diskretisierungsgrad mit einer Erho¨hung der
Qualita¨t der Na¨herungslo¨sung einhergeht, wird allerdings zugleich auch die Anzahl der Freiheit-
grade und damit die Gro¨ße des entstehenden Gleichungssystems dadurch erho¨ht.
Das elastische MKS stellt die umfassendste Beschreibungsform fu¨r das dynamische Verhalten
von Werkzeugmaschinen dar. Allerdings ist die Erzeugung der Simulationsmodelle im Vergleich
mit der FEM erheblich aufwendiger, da zusa¨tzlich zur Modellierung der FEM-Substrukturen
der Maschine weitere Arbeitsschritte zur vollsta¨ndigen Erzeugung eines MKS-Modells vonno¨ten
sind. Die meisten elastischen MKS basieren auf der Synthese von geometrisch nichtlinearen Re-
ferenzbewegungen ko¨rperfester Bezugssysteme und linear-elastischen Verformungen der Ko¨rper
[145]. Dies fu¨hrt zu MKS und FEM kombinierten Modellen. Die elastischen Ko¨rper werden dabei
als FEM-Substrukturen modelliert und entweder direkt oder u¨ber einen Rayleigh-Ritz-Ansatz
in das MKS eingebunden [161].
Bei regelungstechnischen Analysen werden im Allgemeinen nur lineare Bewegungen um einen Be-
triebspunkt betrachtet, da bei einer funktionerenden und im linearen Bereich arbeitenden Rege-
lung die Regeldifferenzen klein sind [138]. Fu¨r eine Regelsimulation genu¨gt daher die Berechnung
der im Vergleich zu den Fu¨hrungsbewegungen kleinen Regeldifferenzen mit linear-elastischen Mo-
dellen. Aus diesem Grund ist die Verwendung der FEM zur Simulation des Strukturverhaltens in
Verbindung mit einer Regelung bereits in verschiedenen Arbeiten gegenu¨ber anderen Ansa¨tzen
bevorzugt worden, siehe dazu [26, 27, 56, 187] und wird auch in Hinblick auf die industrielle
Anwendung als geeigneteres Verfahren erachtet [83].
Darauf aufbauend wird in [138] zur Untersuchung der Einflu¨sse der Reglerdynamik auf die
strukturmechanischen Komponenten und zur Optimierung des mechatronischen Gesamtsystems
ein integriertes Verfahren zur Simulation des dynamischen Verhaltens von Werkzeugmaschinen
mit elektromechanischen Antriebssystemen entwickelt. Das Verfahren dient der Analyse von
Maschinenentwu¨rfen nach strukturmechanischen und regelungstechnischen Kriterien. In einem
ersten Schritt erfolgt dabei die FEM-Modellierung des mechanischen Systems zur Beschreibung
der statischen und dynamischen U¨bertragungseigenschaften sowie der elastischen Verformungen.
Die mechanischen Komponenten der Antriebe, d.h. die Rotoren und Statoren im Motorgeha¨use
werden dabei detailliert im FEM-Modell abgebildet. Wechselwirkungen der Gestell- und An-
triebstrukturen werden dabei durch ein integriertes strukturelastisches Modell repra¨sentiert.
In einem zweiten Schritt erfolgt die Modellbildung in blockorientierter Darstellungsform. Das
elektro-dynamische U¨bertragungsverhalten der Servomotoren kann durch einfache Ersatzmodel-
le mit PT1-Verhalten zusammen mit dem Modell des Transistorstellers im regelungstechnischen
Teil des Gesamtmodells beru¨cksichtigt werden. Das nach der Kopplung resultierende Gleichungs-
system beschreibt das Verhalten der Regelung unter Beru¨cksichtigung der strukturdynamischen
Eigenschaften sowohl der Antriebsstra¨nge als auch des Maschinengestells. Dieses kann zur Si-
mulation des mechatronischen Gesamtsystems und damit zur Analyse der mit den Antrieben
realisierbaren Reglerbandbreiten und der Ursachen von Bandbreitenbegrenzungen verwendet
werden [138].
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1.1.3 Modellreduktion
Die klassischen Verfahren zur Modellreduktion wurden bereits 1965 vorgestellt. Diese basieren
auf einer Kondensation der Steifigkeitsmatrix oder der U¨berlagerung von Eigenmoden. Die Mo-
dellreduktion nach Guyan [88] erweitert die statische Kondensation auf dynamische Systeme,
wobei das statische Verhalten der Struktur in einer reduzierten Steifigkeitmatrix exakt abgebil-
det wird. Bei diesem Verfahren werden allerdings in der Massenmatrix gemischte Massen- und
Steifigkeitsterme erzeugt, wodurch die Eigenwerte und Eigenvektoren des dynamischen Systems
mit großen nicht quantifizierbaren Fehlern belegt werden.
Um eine geeignete Approximation des dynamischen Verhaltens durch ein reduziertes Modell
zu erzielen, bieten sich die modalen Verfahren an. Diese Verfahren fu¨hren eine Reduktion von
Freiheitsgraden im modalen Koordinatenraum nach der Lo¨sung des Eigenwertproblems durch.
Dabei werden die orthonormierten Eigenvektoren der Originalstruktur berechnet und als ra¨um-
liche Deformationskoordinaten verwendet. Die Strukturverformungen der Gesamtstruktur ent-
stehen somit durch U¨berlagerungen von Eigenvektoren, dieses Vorgehen wird modale Synthese
genannt. In Abschnitt 8.3 wird dieses Verfahren detaillierter dargestellt. Da fu¨r die verallgemei-
nerte Koordinatenbasis nur eine beschra¨nkte Anzahl der dynamischen Moden verwendet wird,
kann das statische Verhalten des reduzierten Systems mit einem signifikanten Fehler behaftet
sein, der den statischen Residuen der nicht beru¨cksichtigten Moden entspricht. Um diesen Fehler
zu minimieren, wird in [47] ein Verfahren vorgestellt, das der verallgemeinerten Basis zusa¨tzliche
dynamische Korrekturmoden hinzufu¨gt, die durch Rekonstruktion der vernachla¨ssigten Moden
berechnet werden. Allerdings ist auch mit Hilfe dieser Methode keine vollsta¨ndige Kompensation
des statischen Fehlers mo¨glich, da hierfu¨r sa¨mtliche Eigenwerte und Eigenvektoren des Original-
systems berechnet werden mu¨ssten. Aus dem gleichen Grund ist auch eine Angabe des durch
die Modellreduktion erzeugten Fehlers nicht mo¨glich.
Aus der Regelungstechnik und der Kontrolltheorie wurden in den letzten Jahren verschiedene
Ansa¨tze zur Modellreduktion bekannt, welche auf der Singula¨rwertzerlegung und balancierten
Abschneiden oder dem Momentenabgleich der U¨bertragungsfunktion des Modells basieren. Diese
Verfahren haben den Vorteil, dass sowohl die statischen als auch die dynamischen Eigenschaften
des reduzierten Systems gut approximiert werden ko¨nnen und die Bewertung auf einer mathe-
matischen Grundlage geschieht, wodurch eine Automatisierbarkeit der Reduktion ermo¨glicht
wird. Die Verfahren, die auf der Singula¨rwertzerlegung und balancierten Abschneiden basieren,
beruhen darauf, Zusta¨nde zu vernachla¨ssigen, die einerseits viel Energie beno¨tigen, um angeregt
zu werden und andererseits nur wenig Ausgangsenergie erzeugen [133]. Die Wahl der reduzierten
Dimension des Systems in Zustandsdarstellung kann bei diesen Verfahren anhand der Norm der
Hankel-Singula¨rwerte des reduzierten Systems erfolgen. Ein weiterer Vorteil dieser Verfahren
liegt in der Mo¨glichkeit eine a priori berechenbare obere Schranke fu¨r den Approximationsfehler
des reduzierten Systems angeben zu ko¨nnen. Eine U¨bersicht der verschiedenen Auspra¨gungsfor-
men dieser Verfahren findet man u. a. in [10, 86, 65, 188]. Allerdings sind die Verfahren in den
Standard-Implementationen fu¨r sehr große Systeme numerisch aufwendig, weshalb sie u¨blicher-
weise nur fu¨r Systeme mit einigen tausend Freiheitsgraden verwendet werden ko¨nnen. Werden
Systeme ho¨herer Dimension betrachtet, muß auf Implementationen dieser Verfahren zuru¨ckge-
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griffen werden, die bezu¨glich der Reduzierung der Berechnungszeit und der Ausnutzung des zur
Verfu¨gung stehenden Speicherplatzes optimiert sind. Zudem wurden diese Verfahren fu¨r Systeme
erster Ordnung entwickelt, die nicht direkt auf Systeme zweiter Ordnung anwendbar sind. In
[132] werden erstmals Verfahren vorgestellt, die die Idee des balancierten Abschneidens verwen-
den, um Systeme zweiter Ordnung direkt zu reduzieren. Dieser Ansatz wurde in [172] erweitert,
wobei fu¨r diese Verfahren die Stabilita¨t des reduzierten Systems nicht garantiert und keine Feh-
lerschranke angegeben werden kann. Eine effiziente Erweiterung dieses Verfahrens ist in [25] zu
finden. Eine Methode, die auf der Verwendung von Gramscher Matrizen basiert und sowohl die
Erhaltung der Stabilita¨t garantiert als auch die Mo¨glichkeit der Angabe eines Approximations-
fehlers erlaubt, ist in [24] zu finden. Dieses Verfahren wurde in [119] um eine frequenzgewichtete
Variante erweitert.
Mit den Verfahren, die auf einem Momentenabgleich basieren, ko¨nnen auch sehr hochdimen-
sionale Systeme reduziert werden. Bei diesen Verfahren wird die Potenzreihenentwicklung der
U¨bertragungsfunktion um eine oder mehrere Entwicklungsstellen in der komplexen Zahlenebene
betrachtet. Die matrixwertigen Koeffizienten dieser Reihe werden als Momente bezeichnet. Die
Approximationsidee dieser Verfahren besteht nun darin, das reduzierte System so zu wa¨hlen,
dass die ersten Momente des reduzierten Systems mit denen des Originalsystems u¨bereinstim-
men, wobei die die Approximationsgu¨te des reduzierten Systems im starken Maße von den
gewa¨hlten Entwicklungsstellen abha¨ngt. Eine fru¨he Projektionsmethode zur Realisierung dieser
Idee wurde in [49] vorgeschlagen. Numerisch stabilere Verfahren findet man in [67, 81]. Aller-
dings ist es bei diesen Verfahren im Allgemeinen nicht mo¨glich a priori eine obere Schranke
fu¨r den Approximationsfehler zu berechnen. Es existieren jedoch Ansa¨tze zur Abscha¨tzung des
Approximationsfehlers, die man u.a. in [16, 21, 81] findet.
Da auch diese Verfahren fu¨r die Anwendung im Bereich der Kontrolltheorie entwickelt wurden,
wird meist von einem System erster Ordnung in Zustandsdarstellung ausgegangen. In [173] wird
gezeigt, dass die spezielle Struktur der Krylov-Unterra¨ume, die aus einem System zweiter Ord-
nung resultieren, ausgenutzt werden kann, um direkt auf Systeme zweiter Ordnung anwendbare
Verfahren zu erhalten. Weiterentwicklungen die auf diesem Ansatz beruhen, findet man in [15].
Verfahren, die dabei auf einem sogenannten Krylov-Unterraum zweiter Ordnung zuru¨ckgreifen,
findet man in [155].
Als neuer Ansatz zur Reduktion von Systemen erster Ordnung auf Basis von Krylov-Unterra¨um-
en wurde eine, fu¨r die hier betrachtete Problemstellung relevante, Methode vorgestellt, die stabile
Single-Input-Single-Output-Systeme (SISO-Systeme) bezu¨glich der H2-Norm optimal reduziert
[87]. Eine Erweiterung dieses Ansatzes stellt ein auf tangentialer Interpolation basiertes Reduk-
tionsverfahren dar [51]. Dieses Verfahren ist mit Krylov-Unterraum-Methoden realisierbar und
reduziert Systeme mit mehreren Einga¨ngen und Ausga¨ngen (MIMO-Systeme)2 erster Ordnung
bezu¨glich der H2-Norm optimal. Mit dem Verfahren das in [111] vorgestellt wird, ist eine op-
timale Reduktion unstabiler Systeme erster Ordnung mo¨glich. Optimal reduziert bedeutet im
Fall von unstabilen Systemen das Auffinden jenes reduzierten Systems, das den Fehler bezu¨glich
des, um einen Shift-Parameter verschobenen, Originalsystems in der H2-Norm minimiert.
2Englisch: Multiple-Input-Multiple-Output-Systeme
Kapitel 1: Einleitung 11
Im Anwendungsbereich des VLSI3-Design existieren Verfahren zur effizienten Reduktion von
MIMO-Systemen erster Ordnung, die auf einer Variante des Arnoldi-Algorithmus basieren
[42, 113]. Diese Variante wird globaler Arnoldi-Algorithmus genannt und zeichnet sich bei An-
wendung auf Systeme mit vielen Ein- und Ausga¨ngen gegenu¨ber seiner Block-Version durch eine
ho¨here Effizienz aus. Neben einer effektiven Berechnung eines reduzierten Modells erlauben es
Verfahren, die auf dieser Variante des Arnoldi-Algorithmus basieren, zudem spezielle Eigenschaf-
ten der Reduktionsverfahren fu¨r SISO-Systeme auf MIMO-Systeme zu u¨bertragen [43].
1.2 Ziel und Vorgehen der Arbeit
1.2.1 Zielsetzung
Das Ziel dieser Arbeit besteht in der Entwicklung und Validierung automatisierter Verfahren
zur Reduktion von strukturmechanischen FEM-Modellen, die fu¨r die Simulation von Werkzeug-
maschinen ausgelegt werden.
Dabei sollen die mit den entwickelten Verfahren reduzierten Modelle in ihren Eigenschaften so
beschaffen sein, dass eine anschließende gekoppelte Simulation mit dem regelungs- und elektro-
technischen Modell der Werkzeugmaschine innerhalb eines Simulationsprogramms mo¨glich ist.
Weiterhin werden die folgenden Anforderungen an das Reduktionsverfahren gestellt:
1) Der Reduktionsprozess soll automatisch ablaufen. Die Interaktion mit dem Benutzer soll
sich auf die Festlegung eines Frequenzintervalls beschra¨nken, in dem die U¨bertragungs-
funktion gut approximiert werden soll.
2) Modelle, die durch unstabile Systeme beschrieben werden, sollen nach Anwendung der
Verfahren in reduzierte Modelle resultieren, die durch stabile Systeme beschrieben werden.
3) Nach der erfolgreichen Reduktion eines Systems soll eine Abscha¨tzung des Approximati-
onsfehlers des reduzierten Systems ausgegeben werden.
4) Die Reduktion soll auf das strukturmechanische Modell in Form einer Differenzialgleichung
zweiter Ordnung anwendbar sein. Dabei soll die Beschreibung des Modells anhand eines
Differenzialgleichungssystems zweiter Ordnung erhalten bleiben.
Das Aufstellen der FEM-Modelle erfolgt dabei mit parametrischen FEM-Modellbausteinen, wie
sie in [138] vorgestellt werden. Dabei sind die betrachteten Systemmatrizen, die diese Modelle
beschreiben, in der Regel hochdimensional und du¨nn besetzt. Zur Validierung der Reduktions-
ergebnisse der entwickelten Verfahren wurden diese FEM-Modelle herangezogen.
1.2.2 Vorgehen der Arbeit
Das Vorgehen der vorliegenden Arbeit la¨sst sich in die zwei Teilschritte untergliedern:
I) Entwicklung geeigneter Reduktionsverfahren
3Englisch: Very-Large-Scale Integration-Design
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II) Validierung der entwickelten Verfahren im Vergleich mit klassischen Reduktionsverfahren
durch Simulation verschiedener mechatronischer Systeme.
Das Vorgehen in Teilschritt I) la¨sst sich in weitere vier Teilschritte untergliedern:
1) Entwicklung von Verfahren zur Reduktion von MIMO-Systemen erster und zweiter Ord-
nung mit einer geeigneten Methode zur iterativen Entwicklungsstellenwahl basierend auf
dem Block-Arnoldi-Algorithmus.
2) Entwicklung eines Verfahrens zur effizienten Reduktion von MIMO-Systemen zweiter Ord-
nung basierend auf dem globalen Arnoldi-Algorithmus.
3) Erweiterung der entwickelten Verfahren zur Reduktion von MIMO-Systemen zweiter Ord-
nung um eine adaptive Bestimmung der Stufe des Krylov-Unterraumes zu jeder Entwick-
lungsstelle.
4) Entwicklung eines automatisierten Verfahrens mit Hilfe einer geeigneten Methode zur
Abscha¨tzung des Approximationsfehlers.
Im ersten Schritt erfolgt die Entwicklung einer Methode zur Bestimmung von geeigneten Ent-
wicklungsstellen zur Approximation der U¨bertragungsfunktionen der in dieser Arbeit betrach-
teten speziellen Systeme. Dazu wird in dieser Arbeit ein modifiziertes Verfahren, das auf [87]
basiert und geeignete Entwicklungsstellen iterativ optimiert, vorgestellt.
Der globale Arnoldi-Algorithmus ist eine Variante des Arnoldi-Algorithmus, der sich im Vergleich
mit der Blockversion des Arnoldi-Algorithmus bei der Reduktion von MIMO-Systemen durch ei-
ne ho¨here Effizienz auszeichnet. Im zweiten Schritt werden deshalb Verfahren vorgestellt, die auf
dem globalen Arnoldi-Algorithmus basieren, um die Effizienz der in dieser Arbeit entwickelten
automatisierten Reduktionsverfahren bei Anwendung auf MIMO-Systeme zu erho¨hen.
Fu¨r Systeme erster Ordnung wurden in den letzten Jahren Verfahren vero¨ffentlicht, die auf
dem globalen Arnoldi-Algorithmus basieren und die Stufe der Krylov-Unterra¨ume zu jeder Ent-
wicklungsstelle adaptiv bestimmen. Aufbauend auf diesen Verfahren werden im dritten Schritt
Verfahren zur Reduktion von Systemen zweiter Ordnung entwickelt, die die Stufe des Krylov-
Unterraumes an jeder Entwicklungsstelle adaptiv bestimmen.
Nachdem im vierten Schritt eine mo¨gliche Methode zur Abscha¨tzung des Approximationsfehlers
des reduzierten Systems dargestellt wird, erfolgt darauf aufbauend die Entwicklung eines au-
tomatisierten Verfahrens zur Reduktion von Systemen zweiter Ordnung, das auf dem globalen
Arnoldi-Algorithmus basiert.
Das Vorgehen in Teilschritt II) la¨sst sich in weitere vier Teilschritte untergliedern:
1) Modellbildung verschiedener Maschinenstrukturen.
2) Modellreduktion des mechanischen Modells, basierend auf MIMO-Systemen zweiter Ord-
nung, mit den in I) entwickelten Reduktionsverfahren und der modalen Reduktion.
3) Modellbildung des regelungs- und elektrotechnischen Teilsystems.
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4) Analyse der Approximationsergebnisse im Frequenzbereich, Untersuchung von Lastfa¨llen
und gekoppelte Regelungssimulation der mechatronischen Gesamtsysteme.
Im ersten Schritt werden Gestell- und Antriebsstrukturen durch ein integriertes strukturelasti-
sches Modell repra¨sentiert, um die strukturdynamischen Wechselwirkungen dieser Teilsysteme
zu simulieren. Fu¨r die Modellbildung wird die Finite-Elemente-Methode verwendet, da diese
zur strukturmechanischen Berechnung bereits weit verbreitet ist. Nichtlineare Bewegungen wer-
den nicht beru¨cksichtigt, da die zur Systemoptimierung erforderlichen strukturmechanischen
Berechnungen und Regelungssimulationen u¨berwiegend im Frequenzbereich durchgefu¨hrt oder
nur kleine Bewegungen im Zeitbereich betrachtet werden. Fu¨r diese Anwendungen sind lineare
Formulierungen der Bewegungsgleichungen ausreichend. Zur Erstellung des strukturmechani-
schen FEM-Gesamtmodells werden die in [138] entwickelten parametrischen Modellbausteine
verwendet.
Im zweiten Schritt werden die mechanischen FEM-Modelle, die in der Gestalt von linearen
zeitinvarianten Systemen zweiter Ordnung vorliegen zu Systemen erster oder zweiter Ordnung
mit kleinerer Dimension reduziert.
Im dritten Schritt erfolgt die Modellbildung des regelungs- und elektrotechnischen Teilsystems.
Dafu¨r wurde die fu¨r regelungstechnische Systeme u¨bliche blockorientierte Darstellungsform
gewa¨hlt. Die Wirkstrukturen der Regelung und der elektrischen Antriebe werden dazu als Block-
schaltbilder modelliert.
Im vierten Schritt erfolgt eine Validierung der Simulationsergebnisse, die mit den neu entwickel-
ten Verfahren erzielt werden. Dazu werden die Approximationsergebnisse im Frequenzbereich
analysiert und spezielle Lastfa¨lle untersucht. Schließlich erfolgt eine gekoppelte Regelungssimu-
lation des reduzierten mechanischen Modells und des regelungs- und elektrotechnischen Modells
in der Simulationsumgebung MATLAB/SimulinkR©,4. Die Regelungssimulation stellt eine Erwei-
terung der strukturmechanischen Berechnungen dar und verwendet die dazu erzeugten FEM-
Modelle zur Beschreibung der Regelstrecke. Dazu werden die mit der FEM erzeugten und in
der Dimension reduzierten Systeme in eine regelungstechnische Darstellungsform transformiert
und Systemen, die mit den im Maschinenbau u¨blicherweise verwendeten Verfahren der modalen
Reduktion reduziert wurden, gegenu¨ber gestellt.
Da die Modellbildung und die Simulation nicht im Fokus dieser Arbeit liegen, wurde zur Validie-
rung der Reduktionsergebnisse auf FEM-Modelle von Werkzeugmaschinen und deren Modell des
regelungs- und elektrotechnischen Teilsystems zuru¨ckgegriffen, die am Institut fu¨r Werkzeugma-
schinen und Betriebswissenschaften (iwb) der TU Mu¨nchen5 modelliert und erstellt wurden.
1.2.3 Aufbau der Arbeit
Im ersten Teil der Arbeit, der die Kapitel zwei bis fu¨nf umfaßt, werden die Grundlagen, die fu¨r das
Versta¨ndnis der Strukturmechanik, der Systemtheorie und der Modellreduktion beno¨tigt werden,
4MATLAB/Simulink ist eine kommerzielle, plattformunabha¨ngige Software des Unternehmens The Ma-
thWorks, Inc.
5Institut fu¨r Werkzeugmaschinen und Betriebswissenschaften (iwb), Technische Universita¨t Mu¨nchen, Boltz-
mannstr. 15, 85747 Garching
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dargestellt. Der zweite Teil, der die Kapitel sechs und sieben umfaßt, stellt den Aufbau und die
Funktionsweise sowie die Simulation der in dieser Arbeit betrachteten Werkzeugmaschinen dar.
Im dritten Teil, der die Kapitel acht bis elf umfaßt, wird die Entwicklung und Validierung des
fu¨r die Simulation von Werkzeugmaschienen entwickelte Reduktionsverfahrens beschrieben.
In Kapitel 2 wird eine U¨bersicht, der zum Versta¨ndnis dieser Arbeit beno¨tigten Grundlagen der
Linearen Algebra gegeben.
Die Beschreibung der Modelle der regelungs- und elektrotechnischen sowie der mechanischen
Teilsysteme erfolgt in Form von Differenzialgleichungsystemen erster oder zweiter Ordnung. In
Kapitel 3 erfolgt deshalb eine Darstellung wichtiger systemtheoretischer Grundlagen, die zum
Versta¨ndnis der Reduktionsverfahren beno¨tigt werden.
In Kapitel 4 werden daraufhin die Grundlagen der Strukturdynamik, wie sie zum Versta¨ndnis
der in dieser Arbeit verwendeten mechanischen Strukturen beno¨tigt werden, dargestellt.
Die Reduktion von mechanischen Strukturmodellen stellt den zentralen Aspekt der vorliegenden
Arbeit dar. In Kapitel 5 erfolgt dazu eine Einfu¨hrung in die Grundlagen der Modellreduktion
von Systemen erster und zweiter Ordnung.
In Kapitel 6 wird die Auspra¨gung der in dieser Arbeit betrachteten Werkzeugmaschinen dar-
gestellt. Dabei wird auf den Aufbau und die Funktionsweise der elektrischen Antriebe, der me-
chanischen U¨bertragungssysteme und der Antriebsregelung von Werkzeugmaschinen na¨her ein-
gegangen. Zum Abschluß des Kapitels wird das dynamische Verhalten von Werkzeugmaschinen
na¨her betrachtet.
Die Modellreduktion dient der effizienten Simulation von Werkzeugmaschinen. In Kapitel 7
wird daher das Vorgehen bei der Simulation von Werkzeugmaschinen dargestellt. Dazu wird
nach einem U¨berblick die Modellbildung der Regelung und der elektrischen Antriebe sowie die
Modellbildung des mechanischen Systems beschrieben. Darauf folgt die Beschreibung der An-
forderungen, die ein Modellreduktionsverfahren im Hinblick auf die Reduktion mechanischer
Modelle fu¨r die Simulation von Werkzeugmaschinen erfu¨llen muss. Das Kapitel wird schließlich
mit der Beschreibung der Kopplung der Gleichungssysteme des regelungs- und des elektrotech-
nischen Modells und des mechanischen Modells abgeschlossen.
Kapitel 8 gibt eine U¨bersicht vorhandener Verfahren zur Modellreduktion. An dieser Stelle wer-
den die klassischen Reduktionsverfahren wie die modale Reduktion genauso erwa¨hnt wie neuere
Verfahren, die Systeme bezu¨glich der H2-Norm optimal reduzieren. Neben den Reduktionsver-
fahren basierend auf Gramschen Matrizen und auf Krylov-Unterra¨umen wird auch auf Verfahren
basierend auf der Proper Orthogonal Decomposition (POD) eingegangen.
Die in dieser Arbeit entwickelten Verfahren basieren auf Moment-Matching. Da fu¨r diese Verfah-
ren keine a priori Fehlerschranken angegeben werden ko¨nnen, werden in Kapitel 9 Methoden zur
Fehlerscha¨tzung dargestellt. Daru¨ber hinaus werden adaptive Methoden fu¨r Krylov-Unterraum-
Verfahren beschrieben. Mit Hilfe dieser Fehlerscha¨tzer und der beschriebenen adaptiven Metho-
den ko¨nnen daraufhin adaptive Verfahren basierend auf Krylov-Unterra¨umen entwickelt werden.
Die Modellreduktion von strukturmechanischen Modellen stellt den Hauptaspekt dieser Arbeit
dar. In Kapitel 10 erfolgt die Entwicklung iterativer Verfahren zur Modellreduktion der speziellen
strukturmechanischen Modelle, die bei der Werzeugmaschinensimulation verwendet werden. Im
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darauf folgenden Kapitel 11 werden die entwickelten Verfahren anhand von zwei Beispielmodellen
von Werkzeugmaschinen validiert.
Eine abschließende Zusammenfassung der wesentlichen Aspekte dieser Arbeit wird in Kapitel
12 gegeben.
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Kapitel 2
Hilfsmittel der linearen Algebra
Verfahren zur Modellreduktion verwenden vielfach Methoden und Konzepte aus der linearen
Algebra. In diesem Kapitel soll deshalb eine Auswahl der fu¨r das Versta¨ndnis dieser Arbeit
relevanten Grundlagen der linearen Algebra dargestellt werden.
In vielen Verfahren der Modellreduktion kommen die Eigen- und die Singula¨rwertzerlegung zur
Anwendung. Deshalb werden diese in Abschnitt 2.1 vorgestellt.
Zur Abscha¨tzung des Approximationsfehlers von reduzierten Modellen ist die Bestimmung der
Gro¨ße von Elementen von Vektorra¨umen notwendig. Im zweiten Abschnitt 2.2 erfolgt deshalb
eine kurze Zusammenfassung wichtiger Normen fu¨r Vektoren und Matrizen. Diese dienen als
Grundlage fu¨r die in Abschnitt 3.5 betrachteten Normen auf Funktionsra¨umen.
Im Abschnitt 2.3 erfolgt die Definition unterschiedlicher Matrix-Zerlegungen, die in Algorithmen
von Reduktionsverfahren verwendet werden.
In den abschließenden Abschnitten 2.4 und 2.5 erfolgen die Definitionen von Krylov-Unterra¨umen
und von Projektionen, die bei der Modellreduktion eine wichtige Rolle spielen.
Die in diesem Kapitel vorgestellten Begriffe, Definitionen und Konzepte basieren vorwiegend
auf [77, 169]. Da es sich hierbei um grundlegende Konzepte der linearen Algebra handelt exi-
stieren zahlreiche weitere Vero¨ffentlichungen, die sich zu einer weitergehenden Vertiefung der
dargestellten Konzepte anbieten.
2.1 Eigen- und Singula¨rwertzerlegung
Ein Eigenwertproblem besteht darin, zu einer gegebenen Matrix A ∈ Kn×n Vektoren xi ∈ Cn
und zugeho¨rige Parameter λi ∈ C zu finden, so dass gilt:
A · xi = λi · xi fu¨r i = 1, . . . , n. (2.1)
Definition 2.1 (Klassisches Eigenwertproblem) λ ∈ C heißt Eigenwert der Matrix A, falls
ein Vektor 0 6= x ∈ C existiert, so dass
Ax = λx (2.2)
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gilt.
Der Vektor x wird Eigenvektor der Matrix A zum Eigenwert λ und die Suche nach geeigneten
Paaren von λ und x zu einer gegebenen Matrix A wird klassisches Eigenwertproblem genannt.
Die nichttrivialen Lo¨sungen dieses Eigenwertproblems erha¨lt man durch die Eigenwerte λi, i =
1, . . . n, die sich als die Nullstellen des charakteristischen Polynoms p(λ) ergeben:
p(λ) = det (A− λI). (2.3)
Korollar 2.1 λ ∈ C ist genau dann ein Eigenwert von A− sI, wenn
det(A− sI) = 0. (2.4)
Einsetzen der Werte λi in Gleichung (2.1) liefert zu jedem Eigenwert λi den korrespondierenden
Eigenvektor xi, i = 1, . . . n, der die Gleichung erfu¨llt. Der i-te Vektor xi wird i-ter Eigenvektor
genannt.
Existieren n linear unabha¨ngige Vektoren xi, i = 1, 2, . . . , n und werden diese spaltenweise zu
einer Matrix X = [x1 x2 · · · xn ] ∈ Kn×n zusammengefu¨gt, so erha¨lt man eine A¨hnlichkeit-
stransformation
X−1 ·A ·X = Σ = diag(λi, . . . , λn), (2.5)
wobei die Matrix X Transformationsmatrix genannt wird und Σ = diag(λi, . . . , λn) eine Dia-
gonalmatrix mit den Eigenwerten auf der Diagonalen bezeichnet. Sind nur k < n der n Vekto-
ren linear unabha¨ngig, kann mit den so genannten Hauptvektoren eine Transformation auf die
Jordansche Normalform erreicht werden. Fu¨r eine weitergehende Darstellung der Vorgehensweise
in diesem Fall sei auf [77] verwiesen.
Nach Multiplikation der Gleichung (2.5) mit X von links und X−1 von rechts erha¨lt man die
sogenannte Eigenwertzerlegung der Matrix A:
A =X ·Σ ·X−1. (2.6)
Das klassische Eigenwertproblem (2.1) la¨sst sich zum sogenannten verallgemeinerten Eigenwert-
problem erweitern. Zu zwei gegebenen Matrizen A,B ∈ Kn×n werden dabei Vektoren xi ∈ Cn
und zugeho¨rige Parameter λi ∈ C gesucht, so dass gilt:
Axi = λiBxi, fu¨r i = 1, . . . , n. (2.7)
Definition 2.2 (Verallgemeinertes Eigenwertproblem) λ ∈ C heißt endlicher Eigenwert
des Matrizenbu¨schels A− sB mit s ∈ C, falls ein Vektor x 6= 0 existiert, so dass
Ax = λBx (2.8)
gilt. Man spricht davon, dass das Matrizenbu¨schel A − sB den unendlichen Eigenwert λ = ∞
besitzt, wenn fu¨r einen Vektor x 6= 0 gilt:
Bx = 0. (2.9)
Der Vektor wird in beiden Fa¨llen Eigenvektor von A − sB zum Eigenwert λ genannt. Die Su-
che nach geeigneten λ,x zu gegebenen Matrizen A,B wird verallgemeinertes Eigenwertproblem
genannt.
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Die nicht-trivialen Lo¨sungen dieses Eigenwertproblems erha¨lt man durch die Eigenwerte λi, i =
1, . . . n, die sich als die Nullstellen des charakteristischen Polynoms p(λ) ergeben:
p(λ) = det (A− λB). (2.10)
Korollar 2.2 λ ∈ C ist genau dann ein endlicher Eigenwert von A− sB, wenn
det(A− sB) = 0. (2.11)
λ =∞ ist genau dann Eigenwert von A− sB, wenn B singula¨r ist. Die zugeho¨rigen Eigenvek-
toren liegen dann im Nullraum von B.
Sind die MatrizenA undB hermitesch (symmetrisch im Reellen) undB zusa¨tzlich positiv definit
so folgt, dass alle Eigenwerte λi reell sind und eine Basis aus n linear unabha¨ngigen Eigenvektoren
xi, i = 1, . . . , n existiert. Sind die Matrizen A und B reell, so sind die Eigenvektoren ebenfalls
reell. Ist die Matrix A daru¨ber hinaus ebenfalls positiv definit oder semidefinit, so sind die
Eigenwerte positiv bzw. nicht negativ.
Geht man wie im Fall eines Eigenwertproblemes (2.1) vor und fu¨gt die n linear unabha¨ngigen
Vektoren xi, i = 1, 2, . . . , n spaltenweise zu einer Matrix X = [x1 x2 · · · xn ] ∈ Kn×n
zusammen, so erha¨lt man eine A¨hnlichkeitstransformation der Form
X−1 ·A ·X = diag(λi), (2.12)
X−1 ·B ·X = I. (2.13)
Eine Erweiterung des Eigenwertproblems stellt das quadratische Eigenwertproblem dar.
Definition 2.3 (Quadratisches Eigenwertproblem) λ ∈ C heißt endlicher Eigenwert des
Matrizenbu¨schels A+ sB + s2C mit s ∈ C, falls ein Vektor x 6= 0 existiert, so dass
(A+ λB + λ2C)x = 0 (2.14)
gilt. Die Suche nach geeigneten λ,x zu gegebenen Matrizen A,B,C wird quadratisches Eigen-
wertproblem genannt.
Korollar 2.3 λ ∈ C ist genau dann ein endlicher Eigenwert von A+ sB + s2C, wenn
det(A+ λB + λ2C) = 0 (2.15)
gilt.
Anmerkung 2.1 Zur Bestimmung der Eigenwerte werden in der Praxis spezielle numerische
Verfahren verwendet, da diese stabiler und effizienter sind als die Bestimmung der Eigenwerte
durch Berechnen der Lo¨sungen der Gleichungen (2.4), (2.11) bzw. (2.15).
Ein dem Eigenwertproblem verwandtes Problem ist das Singula¨rwertproblem. Im Gegensatz
zum Eigenwertproblem ist das Singula¨rwertproblem auch fu¨r rechteckige Matrizen definiert. Zu
jeder Matrix S ∈ Kn×m existieren unita¨re Matrizen U ∈ Cn×n und V ∈ Cm×m, so dass
S = U ·Σ · V ∗ (2.16)
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mit der Diagonalmatrix
Σ :=


σ1
. . . 0
σk
0 0

 ∈ Rn×m (2.17)
gilt, siehe [10, 188]. Dabei werden die reellen Eintra¨ge der Matrix Σ
σ1 ≥ σ2 ≥ · · · ≥ σk ≥ 0, k = min{n,m} (2.18)
als Singula¨rwerte bezeichnet.
Jedem Singula¨rwert σi sind ein Links- und ein Rechtssingula¨rvektor zugeordnet. Diese entspre-
chen dem i-ten Spaltenvektor der Matrix U bzw. der Matrix V . Liegt eine reelle Matrix A vor,
so sind die Matrizen U und V ebenfalls reell und orthogonal. Aus der Zerlegung folgt, dass
S · vi = σi ui, (2.19)
S∗ · ui = σi vi (2.20)
gilt. Mit den Gleichungen (2.19) und (2.20) erha¨lt man den folgenden Zusammenhang zwischen
der Sigula¨rwertzerlegung und dem Eigenwertproblem (2.1):
(S∗ · S)︸ ︷︷ ︸
A
· vi︸︷︷︸
xi
= σ2i︸︷︷︸
λi
· vi︸︷︷︸
xi
, (2.21)
(S · S∗)︸ ︷︷ ︸
A∗
· ui︸︷︷︸
xi
= σ2i︸︷︷︸
λi
· ui︸︷︷︸
xi
. (2.22)
Die Singula¨rwertzerlegung bietet viele Interpretationsmo¨glichkeiten bei der numerischen Analyse
von Problemen aus der linearen Algebra. Fu¨r die in dieser Arbeit vorgestellten Verfahren zur
Modellreduktion ist die folgende Approximationseigenschaft von Bedeutung. Schreibt man eine
Matrix A mit Hilfe der Singula¨rwertzerlegung als Summe dyadischer Produkte
A =
k∑
i=1
σi ui vi, (2.23)
dann erha¨lt man, durch Abbruch dieser Reihe nach dem s-ten Glied, eine Approximation
A˜ =
s∑
i=1
σi ui vi (2.24)
mit Rang s = rang(A˜).
2.2 Normen
Die Darstellung der Definitionen und Sa¨tze dieses Abschnittes beruht auf Darstellungen, wie sie
in [10, 77] zu finden sind. Die Norm eines linearen Raumes V ist als eine reellwertige Funktion
|| · || auf V definiert, die besondere Eigenschaften erfu¨llt.
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Definition 2.4 (Norm) Sei V ein Vektorraum u¨ber dem Ko¨rper K der reellen oder komplexen
Zahlen. Eine reellwertige Funktion || · || : V → R≥0 in die nichtnegativen reellen Zahlen heißt
Norm auf V, wenn fu¨r alle Vektoren x,y ∈ V und α ∈ K die Eigenschaften
i) ||x|| ≥ 0 und ||x|| = 0 genau dann, wenn x = 0,
ii) ||αx|| = |α| ||x||,
iii) ||x+ y|| ≤ ||x||+ ||y||
(2.25)
erfu¨llt sind.
Fu¨r Vektoren x ∈ Kn werden ha¨ufig die Ho¨lder- oder p-Normen verwendet.
Satz 2.1 (p-Norm) Sei x ∈ Kn und p ∈ [1,∞]. Die Ho¨lder- oder p-Normen sind definiert als
||x||p =


(
n∑
i=1
| [x]i |p
) 1
p
, fu¨r 1 ≤ p <∞
max
i∈{1···n}
| [x]i |, fu¨r p =∞.
(2.26)
Fu¨r den Fall p = 2 erha¨lt man die bekannte Euklidische Norm
||x||2 :=
(
n∑
i=1
| [x]i |2
) 1
2
. (2.27)
Liegen Normen von Matrizen vor, so wird neben den Bedingungen (2.25) zusa¨tzlich die Submul-
tiplikativita¨t:
||A ·B|| ≤ ||A|| · ||B|| (2.28)
fu¨r alle A,B∗ ∈ Kn×m gefordert. Solche Normen sind z.B. die induzierten oder den Vektornor-
men zugeordnete Matrixnormen, die mit
||A|| := sup
x 6=0
||Ax||
||x|| (2.29)
definiert sind. Aus dieser Definition folgt die Beziehung
||A · x|| ≤ ||A|| · ||x||. (2.30)
Kombinationen von Matrix- und Vektornormen, die diese Bedingung erfu¨llen, heißen kompatibel
oder vertra¨glich.
Die Matrixnormen, die den p-Normen (2.26) zugeordnet werden, werden mit || · ||p bezeichnet.
Fu¨r die Spezialfa¨lle p = 1, 2 und ∞ erha¨lt man:
||A||1 := max
1≤j≤m
n∑
i=1
| [A]ij | (Spaltensummennorm), (2.31)
||A||2 :=
√
λmax(A
∗A) (Spektralnorm), (2.32)
||A||∞ := max
1≤i≤n
m∑
j=1
| [A]ij | (Zeilensummennorm), (2.33)
wobei A∗ die Adjungierte der Matrix A ∈ Kn×m darstellt. Neben den induzierten Normen gibt
es weitere Matrixnormen. Als Beispiel soll hier die Schatten-p-Norm vorgestellt werden.
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Definition 2.5 (Schatten-p -Norm) Seien σk(A), k = 1, . . . ,min {n,m} die Singula¨rwerte
der Matrix A ∈ Kn×m. Dann wird
||A||S,p =


(
min{n,m}∑
k=1
σpk(A)
) 1
p
, fu¨r 1 ≤ p <∞
max
1≤k≤min{n,m}
σk(A), fu¨r p =∞
(2.34)
die Schatten-p-Norm von A genannt.
Die Schatten-2-Norm ||A||S,2 der Matrix A ist auch als Frobenius- oder Hilbert-Schmidt-Norm
bekannt:
||A||F := ||A||S,2 =

min {n,m}∑
k=1
σ2k(A)


1
2
=
√
spur(A∗A). (2.35)
Dabei wird
spur(X) :=
n∑
i=1
[X]ii (2.36)
die Spur der Matrix X ∈ Km×m genannt.
Satz 2.2 (Frobenius-Norm) Sei A ∈ Kn×m. Die reellwertige Funktion
||A||F :=

 n∑
i=1
m∑
j=1
| [A]ij |2


1
2
=
√
spur(A∗A) (2.37)
ist eine Norm auf Kn×m.
Anmerkung 2.2 Die Frobenius-Norm ist keiner Vektornorm zugeordnet, d.h. sie wird durch
keine Vektornorm induziert [36]. 2
Mit Hilfe der Singula¨rwertzerlegung lassen sich die Spektralnorm und die Frobenius-Norm als
||A||2 = σmax, (2.38)
||A||F =

min (n,m)∑
i=1
σ2i


1
2
(2.39)
angeben. Daraus folgt die Beziehung
||A||F ≤
√
min (n,m) ||A||2. (2.40)
Anmerkung 2.3 Die Approximation (2.24) ist optimal im Sinne der Lo¨sung des Minimie-
rungsproblemes
min
rang(A˜)=s
||A− A˜||2 = σs+1 (2.41)
oder
min
rang(A˜)=s
||A− A˜||F =
(
r∑
i=s+1
σ2i
) 1
2
, (2.42)
siehe z. B. [10]. 2
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2.3 Matrix-Zerlegungen
Ein wichtiges Hilfsmittel bei der Modellreduktion ist die Zerlegung einer Matrix in das Produkt
von Teilmatrizen, die spezielle Eigenschaften besitzen. In dieser Arbeit werden Verfahren vorge-
stellt und entwickelt, die eine LU -Zerlegungung und verschiedene Versionen der QR-Zerlegung
verwenden. Hier erfolgen ausschließlich die Definitionen der verwendeten Matrix-Zerlegungen,
fu¨r eine vertiefte Darstellung und fu¨r Darstellungen von Algorithmen zur Berechnung der Zer-
legungen sei auf [77, 169] verwiesen. Die folgenden Definitionen folgen der Darstellung in [77].
Eine wichtige Matrix-Zerlegung, die bei der Lo¨sung von Gleichungsystemen verwendet wird,
ist die LU -Zerlegung einer Matrix A ∈ Kn×n in eine untere Dreieckmatrix L und eine obere
Dreiecksmatrix U .
Definition 2.6 (LU-Zerlegung) Gegeben sei eine Matrix A ∈ Kn×n. Die Zerlegung der Ma-
trix A der Form
A = LU (2.43)
in das Produkt einer linken unteren Dreiecksmatrix L ∈ Kn×n und einer rechten oberen Drei-
ecksmatrix U ∈ Kn×n wird LU -Zerlegung der Matrix A genannt.
Nach der LU -Zerlegung der Matrix A eines Gleichungssystems Ax = b mit b ∈ Kn ist, wegen
der Struktur der Matrizen L und U , die Lo¨sung des Gleichungssystems mit einer Ru¨ckwa¨rts-
und einer Vorwa¨rtssubstitution effizient zu berechnen.
Anmerkung 2.4 Der Gesamtaufwand zur Berechnung einer Lo¨sung eines Gleichungssystems
Ax = b setzt sich aus der Berechnung der LU -Zerlegung, der Ru¨ckwa¨rts- und der Vorwa¨rts-
substitution zusammen. Bei der Berechnung der Lo¨sung eines Gleichungssystemes ist dieser
Gesamtaufwand mit dem Aufwand einer direkten Berechnung der Lo¨sung zu vergleichen.
Eine weitere wichtige Matrix-Zerlegung ist die QR-Zerlegung einer Matrix in eine orthogonale
Matrix Q und eine rechte obere Dreiecksmatrix R.
Definition 2.7 (QR-Zerlegung) Gegeben sei eine Matrix A ∈ Kn×n. Die Zerlegung der Ma-
trix A der Form
A = QR (2.44)
in das Produkt einer orthogonalen Matrix Q (Q∗Q = In) und einer rechten oberen Dreiecks-
matrix R wird QR-Zerlegung der Matrix A genannt.
In der vorliegenden Arbeit wird neben der LU - und der QR-Zerlegung die sogenannte redu-
zierte oder economy size QR-Zerlegung und die Rank-Revealing1-QR-Zerlegung verwendet, die
Modifikationen der QR-Zerlegung darstellen.
Ist eine Matrix A ∈ Kn×s mit s < n gegeben. Dann bricht die reduzierte QR-Zerlegung nach s
berechneten Spalten der Matrix Q und R ab.
1Englisch: Rang aufdeckend. Diese Matrix-Zerlegung wird so genannt, da sie den Rang der zerlegten Matrix
offen legt.
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Definition 2.8 (reduzierte QR-Zerlegung) Sei A ∈ Kn×s mit s < n eine Matrix. Die Zer-
legung der Matrix A der Form
A = QR (2.45)
in das Produkt einer orthogonalen Matrix Q ∈ Kn×s (Q∗Q = Is) und einer oberen Dreiecks-
matrix R ∈ Ks×s wird reduzierte QR-Zerlegung der Matrix A genannt.
Bei der Rank-Revealing-QR-Zerlegung erfolgt die Berechnung der QR-Zerlegung mit einer
zusa¨tzlichen Spaltenpermutation der Matrix A. Dabei erfolgt die Permutation nach dem Abso-
lutbetrag der Diagonaleintra¨ge der Matrix R. Die Permutation kann dabei mit der vollsta¨ndige
oder mit der reduzierten QR-Zerlegung kombiniert angewendet werden.
Definition 2.9 (Rank-Revealing-QR-Zerlegung) Sei A ∈ Kn×s eine Matrix mit s ≤ n
und rang(A) = ℓ. Die Zerlegung der Matrix A der Form
A = QRP ∗ (2.46)
mit
R =
[
R11 R12
0 0
]
∈ Ks×s (2.47)
in eine orthogonale Matrix Q ∈ Kn×s (Q∗Q = Is), eine Permutationsmatrix P ∈ Ks×s, eine
obere Dreiecksmatrix R11 ∈ Kℓ×ℓ mit |r1,1| > · · · > |rℓ,ℓ| und eine Matrix R12 ∈ Kℓ×(s−ℓ) wird
Rank-Revealing-QR-Zerlegung der Matrix A genannt.
2.4 Krylov-Unterra¨ume
Eines der wichtigen Konzepte der Modellreduktion basiert auf der Verwendung von geeigneten
Krylov-Unterra¨umen. An dieser Stelle sollen deshalb die Krylov-Unterra¨ume, die in dieser Arbeit
verwendet werden, definiert werden.
Definition 2.10 (Krylov-Unterraum) Der Krylov-Unterraum der Stufe k zu einer Matrix
P ∈ Kn×n und eines (Start-) Vektors q ∈ Kn ist definiert als
Kk(P ,q) = span{q,Pq,P 2q, · · · ,P k−1q}. (2.48)
Die linear unabha¨ngigen Vektoren der Sequenz
{q, Pq, P 2q, · · · ,P k−1q } (2.49)
werden Basisvektoren des Krylov-Unterraumes genannt.
Wenn der i-te Vektor (i < k) der Sequenz (2.49) eine Linearkombination der vorhergehenden
Vektoren ist, dann ko¨nnen alle folgenden Vektoren als Linearkombination der ersten (i − 1)
Vektoren geschrieben werden. Aus diesem Grund ko¨nnen die ersten i unabha¨ngigen Vektoren
als Basis des Krylov-Unterraumes Kk(P ,q) angesehen werden.
Existieren mehr als ein (Start-) Vektor q, verwendet man die Blockversion des oben definierten
Krylov-Unterraumes.
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Definition 2.11 (Block-Krylov-Unterraum) Der Block-Krylov-Unterraum der Stufe k zu
einer Matrix P ∈ Kn×n und einer (Start-) Matrix Q ∈ Kn×m ist definiert als
Kk(P ,Q) = colspan{Q,PQ,P 2Q, · · · ,P k−1Q}. (2.50)
Die linear unabha¨ngigen Vektoren der Sequenz
{Q, PQ, P 2Q, · · · ,P k−1Q } (2.51)
werden Basisvektoren des Block-Krylov-Unterraumes genannt.
Der Block-Krylov-Unterraum Kk(P ,Q) mit m (Start-) Vektoren kann als Vereinigung vom m
Krylov-Unterra¨umen der Form (2.48) fu¨r jeden (Start-) Vektor angesehen werden [77, 153, 169].
Bei der Reduktion von Systemen zweiter Art haben sich die sogenannten Krylov-Unterra¨ume
zweiter Ordnung als hilfreich erwiesen, siehe [15, 155].
Definition 2.12 (Block-Krylov-Unterraum zweiter Ordnung) Der Block-Krylov-Unter-
raum zweiter Ordnung der Stufe k zweier Matrizen P 1 ∈ Kn×n, P 2 ∈ Kn×n und einer (Start-)
Matrix Q ∈ Kn×m ist definiert als
Gk(P 1,P 2,Q) = colspan{X0,X1,X2, · · · ,Xk−1 }, (2.52)
wobei
X0 = Q, (2.53)
X1 = P 1X0, (2.54)
Xi = P 1Xi−1 + P 2Xi−2, i = 2, 3, . . . , k − 1. (2.55)
Die linear unabha¨ngigen Vektoren der Sequenz
{X0,X1,X2, · · · ,Xk−1 } (2.56)
werden Basisvektoren des Block-Krylov-Unterraumes zweiter Ordnung genannt.
2.5 Projektionen
Eine Matrix P ∈ Kn×n wird Projektor auf den Unterraum V ⊆ Kn genannt, wenn diese die
Gleichungen
B(P ) = V und P 2 = P . (2.57)
erfu¨llt.
Mit dieser Definition eines Projektors kann jedes Element x ∈ Kn als
x = Px+ (I − P )x (2.58)
geschrieben werden. Dies erlaubt eine Zerlegung von Kn in zwei Unterra¨ume V und W
K
n = span(V ⊕W), (2.59)
wobei B(P ) = V und N (P ) = W. Der Projektor P teilt somit den Raum Kn in die zwei
Unterra¨ume V und W, siehe [152].
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Definition 2.13 [152] Ein orthogonaler Projektor P ∈ Kn×n ist ein Projektor, der auf einen
Unterraum V entlang eines Unterraumes W abbildet, wobei die beiden Unterra¨ume V und W
orthogonal zueinander sind. Fu¨r diesen Projektor gilt P ∗ = P . Fu¨r x ∈ Kn gilt dann Px ∈ V
und (I − P )x ∈ W.
Wegen dieser Zerlegung in zwei Unterra¨ume werden zwei Basen beno¨tigt, um eine Matrixdar-
stellung eines Projektors zu erhalten: eine Basis V = [v1, v2, . . . ,vr ] fu¨r den Unterraum V
und eine Basis W = [w1, w2, . . . ,wr ] fu¨r den Unterraum W.
Sind diese Basen biorthogonal, d.h.W ∗V = I, dann gilt fu¨r die Matrix des Projektors:
P = VW ∗. (2.60)
Ansonsten gilt fu¨r die Matrix des Projektors:
P = V (W ∗V )−1W ∗. (2.61)
Werden zwei unterschiedliche Matrizen V und W verwendet, spricht man von einer schiefen
Projektion oder Petrov-Galerkin-Projektion. Wird hingegen W = V mit V ∗V = I verwendet,
so spricht man von einer orthogonalen Projektion oder Galerkin Projektion. In Abbildung 2.1
ist die orthogonale und die schiefe Projektion schematisch dargestellt, siehe [10, 81, 152].
(a) Orthogonale Projektion (b) Schiefe Projektion
Abbildung 2.1: Schematische Darstellung einer orthogonalen und einer schiefen Projektion, wobei
V = span{v1, . . . ,vr} und W = span{w1, . . . ,wr}
Liegt bei einer Projektion die Matrix V = [V 0 V 1 . . . V k−1 ] mit V j ∈ Kn×s in F -orthonormaler
Form vor, d. h. gilt:
〈V i,V j〉F := spur(V ∗i V j) =

0, fu¨r i, j = 0, 1, . . . , k − 1 mit i 6= j1, fu¨r i = j, (2.62)
dann muss anstatt V ∗ die Pseudo-Inverse
V † = (V ∗V )−1V ∗ (2.63)
verwendet werden, damit V †V = I gilt. Damit erha¨lt man in diesem Fall fu¨r die Matrix des
Projektors:
P = V V † = V (V ∗V )−1V ∗. (2.64)
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Kapitel 3
Systemtheoretische Grundlagen
In diesem Abschnitt werden wichtige Konzepte der Systemtheorie dargestellt. Diese Kenntnisse
sind fu¨r das Versta¨ndnis, der im folgenden Kapitel beschriebenen regelungstechnischen und
mechanischen Systeme als auch der Verfahren zur Modellreduktion, notwendig.
Die meisten in diesem Kapitel zusammengefassten Grundlagen der Systemtheorie orientieren sich
an den Darstellungen in einer Vielzahl von Lehrbu¨chern, wie z.B. [10, 34, 92, 150, 165, 166, 188].
Fu¨r eine detailiertere Darstellung dieser Grundlagen sei auf diese Literatur verwiesen.
Nach der Definition linearer zeitinvarianter Systeme und deren Darstellungsformen in Abschnitt
3.1, erfolgt in Abschnitt 3.2 eine Darstellung der Mo¨glichkeiten, das U¨bertragungsverhalten eines
Systems zu beschreiben.
In den folgenden Abschnitten erfolgt daraufhin die Darstellung weiterer wichtiger Eigenschaften
von Systemen. Dazu werden in Abschnitt 3.3 die Begriffe der Stabilita¨t und der Passivita¨t von
Systemen und in Abschnitt 3.4 das Konzept der Steuerbarkeit und Beobachtbarkeit vorgestellt.
Zum Abschluss des Kapitels erfolgt schließlich in Abschnitt 3.5 eine Einfu¨hrung wichtiger Signal-
und Systemnormen.
3.1 Darstellung von Systemen
In diesem Abschnitt wird die Darstellungsform von Strukturmodellen in Form von Systemen
definiert. In der Strukturmechanik wird dabei vorwiegend die Darstellungsform eines Systems
zweiter Ordnung verwendet, da bei dieser Darstellungsform die physikalischen Eigenschaften der
Struktur durch das System repra¨sentiert werden.
In der Regelungstechnik hat sich hingegen die Darstellungsform als System erster Ordnung
(Zustandsraumdarstellung) durchgesetzt.
Man betrachte die drei linearen Ra¨ume: den Raum X = {x : R → Kn}, den Raum U = {u :
R → Km} der Einga¨nge und den Raum Y = {y : R → Kq} der Ausga¨nge, wobei wir uns in
dieser Arbeit auf die komplexen (K = C) und reellen (K = R) Ra¨ume beschra¨nken.
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Definition 3.1 (LTI System zweiter Ordnung) Ein lineares zeitinvariantes (LTI)1 System
zweiter Ordnung ist gegeben durch:
Σ2o :=
{
Mx¨(t) +Dx˙(t) +Kx(t) = Fu(t),
y(t) = Cpx(t) +Cvx˙(t).
(3.1)
wobei M ,D,K ∈ Kn×n, F ∈ Kn×m und Cp,Cv ∈ Kq×n.
Hierbei ist t ∈ R+ die Zeitvariable und man nennt x(t) ∈ Kn die Position oder den inneren
Zustand des Systems, u(t) ∈ Km den Eingang und y(t) ∈ Kq den Ausgang des Systems zum
Zeitpunkt t.
Anmerkung 3.1 Die Zeitinvarianz des Systems a¨ußert sich dadurch, dass die Systemmatrizen
M ,D,K,F ,Cp und Cv unabha¨ngig von der Zeitvariablen t sind.
Als Eingangsfunktionen werden stu¨ckweise glatte Funktionen u : R → Km mit u(t) = 0, ∀t < t0
betrachtet, die fu¨r gewisse C,α, t0 ∈ R der Wachstumsbedingung
||u(t)||2 < Ceαt, ∀t ∈ [ t0,+∞ ] (3.2)
unterliegen. Im Fall von beschra¨nkten Funktionen ist α = 0.
Im Falle einer regula¨ren Massenmatrix M handelt es sich bei der ersten Gleichung in (3.1) um
ein gewo¨hnliches lineares Differenzialgleichungssystem (DGL) zweiter Ordnung. In diesem Fall
fu¨hrt die Multiplikation der ersten Gleichung in (3.1) von rechts mit M−1 auf ein sogenanntes
klassisches lineares Differenzialgleichungssystem zweiter Ordnung:
Σˇ2o :=

x¨(t) = Dˇx˙(t) + Kˇx(t) + Fˇ u(t),y(t) = Cpx(t) +Cvx˙(t) (3.3)
mit Dˇ = −M−1D, Kˇ = −M−1K und Fˇ = M−1F . Ist die Massenmatrix M hingegen
singula¨r, handelt es sich bei der ersten Gleichung in (3.1) um ein gewo¨hnliches lineares Algebro-
Differenzialgleichungssystem (DAE)2 zweiter Ordnung.
Wird das Modell in der sogenannten Zustandsraumdarstellung beno¨tigt, betrachten wir den
Zustandsraum Z = {z : R → K2n} mit (K = C) oder (K = R). Der Zustandsvektor z wird aus
der Position x und deren Ableitung, der Geschwindigkeit x˙, definiert als z = [xT x˙T ]T , gebildet.
Mit diesem Zustandsvektor la¨sst sich das (LTI) System zweiter Ordnung in ein (LTI) System
erster Ordnung, der sogenannten verallgemeinerten Zustandsraumdarstellung transformieren:
Σ1o :=
{
Ez˙(t) = Az(t) +Bu(t),
y(t) = Cz(t)
(3.4)
mit
A =

 0 N
−K −D

 ∈ K2n×2n, B =
[
0
F
]
∈ K2n×m,
C = [Cp Cv ] ∈ Kq×2n, E =

 N 0
0 M

 ∈ K2n×2n
(3.5)
1Englisch: linear time invariant
2Englisch: Differential Algebraic Equation
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oder
A =

 −K 0
0 N

 ∈ K2n×2n, B =
[
F
0
]
∈ K2n×m,
C = [Cp Cv ] ∈ Kq×2n, E =

 D M
N 0

 ∈ K2n×2n.
(3.6)
Dabei ist N eine n × n Matrix, an die nur die Forderung gestellt wird, dass sie nicht singula¨r
ist, die aber oft mit der n× n-Einheitsmatrix In identifiziert wird, 0 ist eine Nullmatrix jeweils
geeigneter Dimension und D im Fall eines ungeda¨mpften Systems gleich Null. Es sind auch
andere Linearisierungen mo¨glich, siehe [91, 127, 177]. So fu¨hrt die Ersetzung der N -Blo¨cke in
den Gleichungen (3.5) jeweils durch −K auf symmetrische Systemmatrizen A und E, wennM
und K symmetrisch sind.
Anmerkung 3.2 Die verallgemeinerte Zustandsraumdarstellung (3.4) wird als regula¨r bezeich-
net, wenn dessen Systemmatrix E invertierbar ist. Im Falle einer singula¨ren Systemmatrix E
wird auch das System als singula¨r bezeichnet.
Anmerkung 3.3 Fu¨r ein gegebenes lineares System sind die Systemmatrizen E,A,B,C bzw.
M ,D,K,F ,Cp,Cv und der Zustandsvektor z(t) bzw. x(t) nicht eindeutig bestimmt. D. h. es
ist mo¨glich einen neuen Zustandsvektor x˜(t) einzufu¨hren, so dass gilt:
z(t) = R z˜(t) bzw. x(t) = Rx˜(t), (3.7)
wobei R eine nicht-singula¨re Transformationsmatrix entsprechender Dimension ist.
Mit diesem neuen Zustandsvektor erha¨lt man ein System mit dem gleichen Eingangs- und Aus-
gangsverha¨ltnis der Form:
Σ˜1o :=
{
E˜ ˙˜z(t) = A˜z˜(t) + B˜u(t),
y(t) = C˜z˜(t)
(3.8)
mit
E˜ = R−1ER, A˜ = R−1AR, B˜ = R−1B, und C˜ = CR (3.9)
bzw.
M˜ ¨˜x(t) + D˜ ˙˜x(t) + K˜x˜(t) = F˜ u(t),
y(t) = C˜pz˜(t) + C˜v ˙˜z(t)
(3.10)
mit
M˜ = R−1MR, D˜ = R−1DR, K˜ = R−1KR,
F˜ = R−1F , C˜p = CpR, C˜v = CcR.
(3.11)
Dies bedeutet, dass die Systeme algebraisch a¨quivalent sind, siehe z.B. [10, 155].
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Ist die Matrix E invertierbar, so folgt aus (3.4) die klassische Zustandsraumdarstellung des
Systems (3.4):
Σˇ1o :=
{
z˙(t) = Aˇz(t) + Bˇu(t),
y(t) = Cz(t)
(3.12)
mit Aˇ = E−1A und Bˇ = E−1B.
In den meisten praktischen Anwendungen ist die Anzahl der Einga¨nge m und die Anzahl der
Ausga¨nge q bedeutend kleiner als die Dimension des Systems n bzw. 2n. Gilt m > 1 und q > 1,
dann handelt es sich um ein sogenanntes MIMO-System3. Im Fall m = q = 1 handelt es sich um
ein SISO-System4 und die Systemmatrizen F ,Cp,Cv oder B,C ko¨nnen als Vektoren f , c
T
p , c
T
v
bzw. b, cT geschrieben werden.
Definition 3.2 (Dimension eines Systems) Die Dimension der Systemmatrizen E und A
eines Systems erster Ordnung bzw. M , D und K eines Systems zweiter Ordnung wird Dimen-
sion des Systems genannt.
Die Darstellung eines Systems durch die Gleichungen der Form (3.1) oder der Form (3.4) mit ge-
eigneten Systemmatrizen M ,D,K,F ,Cp,Cv bzw. E,A,B,C und durch den Zustandsvektor
x(t) bzw. z(t) wird als Realisierung des Systems bezeichnet.
Wegen Anmerkung 3.3 ist die Realisierung eines Systems nicht eindeutig. Aus diesem Grund
kann es fu¨r ein System mehrere Realisierungen geben, deren Dimension beliebig groß sein kann.
Im Gegensatz dazu existiert fu¨r die Dimension eines Systems eine untere Grenze, die McMillan-
Grad des Systems genannt wird. Eine Realisierung mit minimaler Dimension wird Minimalrea-
lisierung5 genannt [10].
Definition 3.3 (Minimalrealisierung) Sei ein System der Form (3.1),(3.3), (3.4) oder
(3.12) mit McMillan-Grad nm gegeben. Dann wird die (nicht eindeutige) Realisierung des Sy-
stems der Ordnung nm Minimalrealisierung genannt.
Aus der Theorie der gewo¨hnlichen Differenzialgleichungen gilt, dass fu¨r ein gegebenen Anfangs-
wert z(0) = z0 und einen zula¨ssigen Wert u ∈ U des Einganges, die Lo¨sung z(t) der ersten
Gleichung in (3.12) durch
z(t) = eAˇtz0 +
t∫
0
eAˇ(t−s)Bˇu(s) ds (3.13)
fu¨r t ≥ 0 eindeutig bestimmt wird, siehe z.B. [108]. Nach Einsetzen dieser Lo¨sung in die zweite
Gleichung von (3.12) erha¨lt man fu¨r t ≥ 0 als Ausgang des Systems den Wert
y(t) = CeAˇtz0 +C
t∫
0
eAˇ(t−s)Bˇu(s) ds. (3.14)
3Englisch: Multiple-Input-Multiple-Output-System
4Englisch: Single-Input-Single-Output-System
5In Englisch: minimal realization
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Im Fall einer verallgemeinerten Zustandsraumdarstellung der Form (3.4) mit singula¨rer Matrix
E liegt bei der ersten Gleichung von (3.4) ein Algebro-Differenzialgleichungssystem vor. Dieses
la¨sst sich mit Hilfe einer Weierstrass-Kronecker-Transformation in zwei entkoppelte Systeme
zerlegen:
z˙1 = Jz1 +B1u (3.15)
Xz˙2 = z2 +B2u (3.16)
y = C1z1 +C2z2. (3.17)
Die Matrizen J undX besitzen dabei eine aus Jordanblo¨cken bestehende Diagonalstruktur, siehe
[72]. In der Matrix J sind diese regula¨r. Das erste System bildet somit ein regula¨res System, zu
dem das Anfangswertproblem fu¨r jeden Anfangswert z1(0) = z0,1 gema¨ß (3.13) lo¨sbar ist.
Die Hauptdiagonale der Matrix X besteht ausschließlich aus Nullen. Das bedeutet, dass die
Matrix X nilpotent und das zweite System folglich singula¨r ist. Durch die Anzahl und die
Gro¨ße der Jordanblo¨cke in X wird dann eine gewisse Zahl von Freiheitsgraden fu¨r die Wahl des
Anfangswertes z2(0) = z0,2 festgelegt. Die zugeho¨rigen Lo¨sungen der Systeme bestehen dann aus
einer Linearkombination von Dirac-Distributionen und ihren Ableitungen. Demnach muss das
Anfangswertproblem fu¨r singula¨re Systeme nicht mehr fu¨r jeden Anfangswert z(0) = z0 ∈ K2n
eine Lo¨sung besitzen, siehe [78, 109].
3.2 U¨bertragungsverhalten
Bei vielen Anwendungen ist ausschließlich der Effekt, den die Einga¨nge auf die Ausga¨nge be-
wirken, von Interesse. Aus diesem Grund werden viele physikalische Systeme nicht durch ihren
Zustand beschrieben, sondern durch das U¨bertragungsverhalten der Einga¨nge auf die Ausga¨nge
des Systems. In diesem Abschnitt werden deshalb wichtige Konzepte zur Analyse des U¨bertra-
gungsverhaltens von LTI Systemen beschrieben.
3.2.1 U¨bertragungsfunktion
Ein Ansatz zur Analyse von LTI Systemen ist der U¨bergang vom Zeitbereich zum Bild- oder
Frequenzbereich. Eine Mo¨glichkeit, die Lo¨sung einer Differenzialgleichung zu bestimmen, besteht
in der Verwendung der Laplace-Transformation, siehe [52].
Definition 3.4 (Laplace-Transformation) [52] Fu¨r eine Funktion f : R → Kn und ein
s ∈ C wird bei Existenz
F (s) := L[f(t)](s) =
∞∫
0
f(t)e−st dt (3.18)
als Laplace-Transformation von f(t) bezeichnet. Bei exponentiell abklingenden Funktionen ist
F (s) auch fu¨r s = ıω, ω ∈ R definiert und F (ıω) entspricht der Fourier-Transformierten von f .
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Satz 3.1 (Inverse Laplace-Transformation) [52] Fu¨r eine Funktion f : R → Kn und fu¨r
deren Laplace-Transformation F (s) := L[f(t)](s) wird bei Existenz
L−1{F (s)} =
x+ı∞∫
x−ı∞
F (s)est ds (3.19)
als inverse Laplace-Transformation von F (s) bezeichnet. Dabei wird u¨ber einen beliebigen Strahl
{x+ ı∞, x− ı∞} parallel zur imagina¨ren Achse mit x > α integriert.
Werden homogene Anfangsbedingungen (x = x˙ = 0) vorausgesetzt, so erha¨lt man aus der
Darstellung des Systems zweiter Ordnung im Zeitbereich (3.1) durch das algebraische Glei-
chungsystem
s2MX(s) + sDX(s) +KX(s) = FU (s),
Y (s) = CpX(s) + sCvX(s)
(3.20)
die Darstellung im Frequenzbereich mit dem komplexwertigen Parameter s und
X(s) = L[x(t)](s), (3.21)
U(s) = L[u(t)](s), (3.22)
Y (s) = L[y(t)](s) (3.23)
als den Laplace-Transformierten von x(t), u(t) und y(t). Die Elimination von X(s) in (3.20)
fu¨hrt auf
Y (s) = (Cp + sCv) (s
2M + sD +K)−1 F · U(s) =H(s) ·U (s). (3.24)
Die (q ×m)-wertige Funktion
H(s) = (Cp + sCv) (s
2M + sD +K)−1 F (3.25)
wird U¨bertragungsfunktion des Systems zweiter Ordnung genannt [156]. Anhand dieser Dar-
stellung erkennt man, dass die U¨bertragungsfunktion H(s) die Laplace-Transformierten der
Einga¨nge auf die Laplace-Transformierten der Ausga¨nge abbildet. Man erha¨lt die gleiche U¨ber-
tragungsfunktion auch mit Hilfe der Darstellung (3.3):
H(s) = (Cp + sCv) (s
2I − sDˇ − Kˇ)−1 Fˇ , (3.26)
sowie mit der allgemeinen Zustandsdarstellung (3.4):
H(s) = C (sE −A)−1B, (3.27)
oder mit der Zustandsdarstellung (3.12):
H(s) = C (sI − Aˇ)−1 Bˇ, (3.28)
siehe [10].
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Anmerkung 3.4 Zur Auswertung von H(s) ist fu¨r jede Stelle s je nach Darstellungsform des
Systems ein lineares Gleichungssystem der Form (s2I−sDˇ−Kˇ)·x = Fˇ , (s2M−sD−K)·x = F ,
(sI − Aˇ) · x = Bˇ oder (sE −A) · x = B mit m Spaltenvektoren auf der rechten Seite zu lo¨sen.
Anmerkung 3.5 Bei der Simulation von Systemen ist oft der sogenannte Frequenzgang von
Interesse. Dabei handelt es sich um den Absolutbetrag der U¨bertragungsfunktion fu¨r s = 2πfı
mit der Frequenz f ∈ [ fmin, fmax ]. Ferner wird der u¨ber f abgetragene Winkel ∠(H(2πfı))
Phasengang genannt.
Anmerkung 3.6 Besitzen die bei einer Simulation auftretenden Eingangssignale ein auf das
Intervall [ fmin, fmax ] beschra¨nktes Frequenzspektrum, d.h. ist U (2πfı) = 0 fu¨r f /∈ [ fmin, fmax ],
so folgt aus Y (s) =H(s)·U (s), dass auch das Ausgangssignal ein beschra¨nktes Spektrum besitzt.
Daher ist es erstrebenswert, ein System mit kleinerer Dimension zu erzeugen, dessen Frequenz-
und Phasengang im gewu¨nschten Frequenzbereich den des Originalsystems gut approximiert, aber
numerisch weniger aufwendig zu berechnen ist.
Das folgende Lemma zeigt die A¨quivalenz des auf ein System erster Ordnung transformierten
Systems mit dem Origialsystem auf.
Lemma 3.1 Die U¨bertragungsfunktion des durch die Transformation (3.5) oder (3.6) erzeugten
Systems erster Ordnung (3.4) ist identisch mit der des Systems zweiter Ordnung (3.1).
Beweis Siehe [10, 109, 155]. 2
Anmerkung 3.7 Mit den Beziehungen aus (3.5) oder (3.6) ist (sE − A) genau dann inver-
tierbar, wenn (s2M + sD +K) invertierbar ist, siehe z.B. [155].
Im weiteren werden einige wichtige Eigenschaften der U¨bertragungsfunktion von LTI-Systemen
dargestellt. Die in diesem Kapitel festgestellte A¨quivalenz von Systemen erster und zweiter Ord-
nung gestattet dabei eine Beschra¨nkung der folgenden Definitionen und Aussagen auf Systeme
erster Ordnung.
Definition 3.5 (Pole der U¨bertragungsfunktion eines Systems) [166] Die Eigenwerte
des Matrixbu¨schels (sE −A) eines in Minimalrealisierung gegebenen Systems der Form (3.4)
bzw. der Matrix Aˇ eines in Minimalrealisierung gegebenen Systems der Form (3.12) werden Pole
der U¨bertragungsfunktion H(s) des Systems genannt.
Die U¨bertragungsfunktionen linearer zeitinvarianter MIMO-Systeme sind matrixwertige Funk-
tionen, die fu¨r alle ω ∈ C außer in den Eigenwerten definiert sind. Ist die U¨bertragunggsfunktion
H(s) eines Systems in Minimalrealisierung gegeben, so ist jeder Pol vonH(s) ein Eigenwert des
Matrixbu¨schels (sE−A) bzw. der Matrix Aˇ. In diesem Fall la¨sst sich die Stabilita¨t des Systems
mit den Polen der U¨bertragungsfunktion in Verbindung bringen. Liegt keine Minimalrealisierung
des Systems vor, ist zwar jeder Pol vonH(s) ein Eigenwert des Matrixbu¨schels sE−A bzw. der
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Matrix Aˇ, durch entsprechende Wahl der Eingangs- bzw. Ausgangsmatrizen B,C ist es jedoch
mo¨glich, zu verhindern, dass bestimmte Eigenwerte als Pole von H(s) in Erscheinung treten.
Ein weiterer wichtiger Begriff sind die Residuen einer U¨bertragungsfunktion. In [129] werden die
Residuen einer U¨bertragungsfunktion H(s) wie folgt definiert.
Definition 3.6 (Residuen) Sei H(s) die U¨bertragungsfunktion des SISO-Systems der Form
(3.12) mit einer nicht hebbaren isolierten Singularita¨t an der Stelle λ. Dann hat H(s) die
eindeutige Laurentreihen-Entwicklung
H(s) =
∞∑
k=−∞
γk(s− λ)k (3.29)
fu¨r alle s in einer Umgebung DR(λ) := {s ∈ C : 0 < ||s− λ|| < R}. Der Koeffizient
γ−1 = res (H(s), s = λ) (3.30)
von 1s−λ wird Residuum von H(s) an der Stelle s = λ genannt.
Hat H(s) an der Stelle λ eine hebbare Singularita¨t, dann ist res (H(s), s = λ) = γ−1 = 0.
Die Bestimmung der Residuen mit Hilfe der Laurentreihen-Entwicklung ist oft sehr aufwendig.
Der folgende Satz 3.2 liefert hilfreiche Aussagen zur praktischen Bestimmung der Residuen.
Satz 3.2 (Bestimmung von Residuen)
1. Hat H(s) an der Stelle λ einen einfachen Pol, dann gilt
res (H(s), s = λ) = lim
s→λ
(s− λ)H(s). (3.31)
2. Hat H(s) an der Stelle λ einen k-fachen Pol, dann gilt
res (H(s), s = λ) =
1
(k − 1)! lims→λ
dk−1
dsk−1
((s − λ)kH(s)). (3.32)
Beweis: Siehe [129]. 2
Seien λk, k = 1, . . . , 2n die paarweise eindeutigen Pole des Systems (3.12) und seien φk die dazu
geho¨renden Residuen von H(s) an den Stellen λk, φk = res (H(s), s = λk). Dann erha¨lt man
die Darstellung der U¨bertragungsfunktion H(s) in der Form:
H(s) =
2n∑
k=1
φk
s− λk . (3.33)
Betrachtet man ein MIMO-System der Form (3.12) mit ausschließlich einfachen (paarweise ein-
deutigen) Polen, dann liegt die Matrix Aˇ in Diagonalgestalt vor, d.h. Aˇ = diag(λ1, . . . , λ2n),
wobei λi 6= λj fu¨r i 6= j.
Andernfalls kann die Matrix Aˇ mit einer Transformation z = T x˜ in die Diagonalgestalt A˜
gebracht werden, wobei die Spalten der Matrix T die Eigenvektoren der Matrix Aˇ sind. Man
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erha¨lt damit das transformierte System mit den Systemmatrizen A˜ = T−1AˇT , B˜ = T−1Bˇ und
C˜ = CˇT , wobei A˜ diagonal ist.
Die Eingangs- bzw. Ausgangsmatrizen seien mit
Bˇ = [bˇ1 · · · bˇm] und C =


c1
...
cq

 (3.34)
bezeichnet. Hier sei angemerkt, dass der Spaltenvektor bl = Bˇel ∈ K2n den l-ten Eingang
und der Zeilenvektor cp = e
T
pC ∈ K2n den p-ten Ausgang des Systems fu¨r l = 1, . . . m bzw.
p = 1, . . . q repra¨sentiert, wenn ej fu¨r den j-ten Spalteneinheitsvektor entsprechender Dimension
steht. Die U¨bertragungsfunktionH(s) ist eine (q×m)-dimensionale matrixwertige Funktion mit
den skalarwertigen Komponenten Hpl(s) = [H(s)]pl:
H(s) =


H11(s) · · · H1m(s)
...
. . .
...
Hq1(s) · · · Hqm(s)

 , wobei Hpl(s) = eTpC(sI2n − Aˇ)−1Bˇel (3.35)
fu¨r l = 1, . . . ,m und p = 1, . . . , q. Jedes Hpl(s) kann dabei als SISO-U¨bertragungsfunktion mit
Eingang bl = Bˇel und Ausgang cp = e
T
pC angesehen werden.
Die Darstellung der einzelnen U¨bertragungsfunktionen der Ein- und Ausga¨nge Hpl(s) in der
Form (3.33) fu¨hrt zu
Hpl(s) =
2n∑
k=1
φplk
s− λk , fu¨r l = 1, . . . ,m und p = 1, . . . , q. (3.36)
Ein Vergleich der Koeffizienten in den Gleichungen (3.35) und (3.36) fu¨hrt mit
φplk = [cp]k[bˇl]k, fu¨r l = 1, . . . ,m, p = 1, . . . , q und k = 1, . . . , 2n (3.37)
schließlich zur einfachen Darstellung der Residuen res (Hpl(s), s = λk) der einzelnen skalarwer-
tigen U¨bertragungsfunktionen Hpl(s).
3.2.2 Impulsantwort
Eine wichtige Rolle bei der Analyse von LTI Systemen spielt neben der U¨bertragungsfunktion die
Impulsantwort eines Systems. Zum Bestimmen der Impulsantwort wird die Dirac-Deltafunktion
(Impulsfunktion) verwendet, siehe [181].
Definition 3.7 (Impulsfunktion) Eine Funktion δ mit
δ(x) =

0, fu¨r x 6= 0undefiniert, fu¨r x = 0, (3.38)
die die Bedingung
−∞∫
∞
δ(x) dx = 1 (3.39)
erfu¨llt, wird Dirac-Deltafunktion oder Impulsfunktion genannt.
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Unter der Impulsantwort ist dabei die Antwort des Systems auf alle Eingangsfunktionen u(t)
zu verstehen, so dass fu¨r eine gegebene Eingangsfunktion mit Hilfe der Impulsantwort die Aus-
gangsfunktion bestimmt werden kann.
Definition 3.8 (Impulsantwort) Die (q ×m)-wertige Matrixfunktion
h(t) :=

0, fu¨r t < 0CeAˇtBˇ, fu¨r t ≥ 0 (3.40)
wird Impulsantwort des Systems (3.12) mit Anfangswert x(0) = 0 auf den Impuls δ genannt.
Zwischen der Impulsantwort und der Antwort des Systems im Frequenzbereich besteht eine
direkte Verbindung. Wird fu¨r die Eingangsfunktion U(s) = 1 angenommen, so entspricht
H(ωı), ω ∈ R der Fourier-Transformierten der Ausgangsfunktion y(t). Die inverse Laplace-
Transformierte von 1 ist die (komponentenweise verstandene) δ-Distribution. Fu¨r die Impul-
santwort gilt deshalb:
h(t) = L−1{h(s)}(t). (3.41)
3.2.3 Momente
Eine wichtige Gruppe von Reduktionsverfahren bilden die Verfahren basierend auf dem Momen-
tenabgleich der U¨bertragungsfunktion an geeigneten Entwicklungsstellen. Deshalb soll an dieser
Stelle der Begriff der Momente einer U¨bertragungsfunktion definiert werden. Die Darstellung
der Momente der U¨bertragungsfunktion von Systemen erster Ordnung orientiert sich dabei an
[10] und die Darstellung der Momente der U¨bertragungsfunktion von Systemen zweiter Ordnung
an [174].
3.2.3.1 Momente Systeme erster Ordnung
Die U¨bertragungsfunktion (3.27) eines Systems der Form (3.4) ist eine (q ×m)-wertige Matrix-
funktion, die nach Umformung auch als
H(s) = −C · (I − sA−1E)−1 ·A−1B (3.42)
geschrieben werden kann. Unter der Annahme, dass die Matrizen (I − sA−1E) und A des
Systems nicht singula¨r sind und ||sA−1E|| < 1 fu¨r eine geeignete Matrixnorm gilt, kann mit
Anwendung der Neumann-Reihenentwicklung
(I − sA−1E)−1 =
∞∑
j=0
(A−1E)j sj (3.43)
die U¨bertragungsfunktion H(s) in eine Potenzreihe
H(s) =
∞∑
j=0
−C(A−1E)jA−1Bsj =
∞∑
j=0
Hj(0) s
j (3.44)
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um die Entwicklungsstelle s0 = 0, wobei
Hj(0) = −C(A−1E)jA−1B = 1
j!
∂jH(s)
∂sj
∣∣∣∣
s=s0=0
(3.45)
als Momente bezeichnet werden, entwickelt werden [81].
Betrachtet man ein System erster Ordnung der Form (3.12) erha¨lt man mit Hilfe der Neumann-
Reihenentwicklung analog die Potenzreihe zur U¨bertragungsfunktionH(s) = −C ·(I−sAˇ−1)−1 ·
Aˇ
−1
Bˇ des Systems um die Entwicklungsstelle s0 = 0.
Definition 3.9 (Momente Systeme erster Ordnung an der Stelle s0 = 0)
1. Sei ein System erster Ordnung der Form (3.4) mit regula¨rer Matrix A gegeben. Der j-te
Koeffizient
Hj(0) = −C(A−1E)jA−1B = 1
j!
∂jH(s)
∂sj
∣∣∣∣
s=0
, j = 0, 1, . . . (3.46)
der Potenzreihenentwicklung
H(s) =
∞∑
j=0
Hj(0) s
j (3.47)
der U¨bertragungsfunktion
H(s) = C(sE −A)−1B (3.48)
um die Entwicklungsstelle s0 = 0 wird das j-te Moment der U¨bertragungsfunktion des
Systems (an der Entwicklungsstelle 0) genannt.
2. Sei ein System erster Ordnung der Form (3.12) mit regula¨rer Matrix Aˇ gegeben. Der j-te
Koeffizient
Hj(0) = −CAˇ−jAˇ−1Bˇ − 1
j!
∂jH(s)
∂sj
∣∣∣∣
s=0
, j = 0, 1, . . . (3.49)
der Potenzreihenentwicklung
H(s) =
∞∑
j=0
Hj(0) s
j (3.50)
der U¨bertragungsfunktion
H(s) = C(sI − Aˇ)−1Bˇ (3.51)
um die Entwicklungsstelle s0 = 0 wird das j-te Moment der U¨bertragungsfunktion des
Systems (an der Entwicklungsstelle 0) genannt.
Der Vorgang zur Bestimmung der Potenzreihe der U¨bertragungsfunktion um die Entwicklungs-
stelle s0 = 0 kann auf beliebige Punkte s0 ∈ C erweitert werden. Dazu sei die Entwicklungsstelle
s0 so gewa¨hlt, dass die Matrix (A− s0E)−1 existiert, dann ergibt sich eine zu (3.27) a¨quivalente
Darstellung als geshiftete6 U¨bertragungsfunktion an der Stelle s:
H(s) = C((s − s0)E − (A− s0E))−1B. (3.52)
6Dieser Begriff stammt vom englischen Verb to shift, welches sich mit verschieben u¨bersetzen la¨sst. In der nu-
merischen Mathematik wird diese Sprechweise mangels einer treffenderen U¨bersetzung auch im deutschen Sprach-
gebrauch verwendet.
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Mit Hilfe der geshifteten U¨bertragungsfunktion (3.52) kann die Entwicklung von H(s) in der
ungeshifteten Form (3.27) um die Entwicklungsstelle s0 ∈ C auch als Entwicklung von H(s) in
der geshifteten Form um die Entwicklungsstelle 0 formuliert werden. Dazu wird die Gleichung
(3.52) der geshifteten U¨bertragungsfunktion zu
H(s) = −C(I − (s− s0)(A− s0E)−1E)−1(A− s0E)−1B (3.53)
= −C(I − T )−1(A− s0E)−1B (3.54)
umgeformt. Ist die Matrix (I−T ) in Gleichung (3.54) nicht singula¨r und gilt ||T || < 1 bezu¨glich
einer geeigneten Matrixnorm, dann erha¨lt man mit Hilfe der Neumann-Reihenentwicklung analog
zu (3.44) die Potenzreihenentwicklung um die Entwicklungsstelle s0:
H(s) =
∞∑
j=0
−C((A− s0E)−1E)j(A− s0E)−1B (s− s0)j
=
∞∑
j=0
Hj(s0) (s − s0)j ,
(3.55)
wobei
Hj(s0) = −C((A− s0E)−1E)j(A− s0E)−1B = 1
j!
∂jH(s)
∂sj
∣∣∣∣
s=s0
. (3.56)
Definition 3.10 (Momente Systeme erster Ordnung an einer Stelle s0 ∈ C)
1. Sei ein System erster Ordnung der Form (3.4) mit regula¨rer Matrix (A−s0E) und s0 ∈ C
gegeben. Der j-te Koeffizient
Hj(s0) = −C((A− s0E)−1E)j(A− s0E)−1B = 1
j!
∂jH(s)
∂sj
∣∣∣∣
s=s0
, j = 0, 1, . . . (3.57)
der Potenzreihenentwicklung
H(s) =
∞∑
j=0
Hj(s0) (s − s0)j (3.58)
der U¨bertragungsfunktion
H(s) = C(sE −A)−1B (3.59)
um die Entwicklungsstelle s0 ∈ C wird das j-te Moment der U¨bertragungsfunktion des
Systems (an der Entwicklungsstelle s0) genannt.
2. Sei ein System erster Ordnung der Form (3.12) mit regula¨rer Matrix (Aˇ−s0I) und s0 ∈ C
gegeben. Der j-te Koeffizient
Hj(sk) = −C(Aˇ− s0I)−j(Aˇ− s0I)−1Bˇ = 1
j!
∂jH(s)
∂sj
∣∣∣∣
s=s0
, j = 0, 1, . . . (3.60)
der Potenzreihenentwicklung
H(s) =
∞∑
j=0
Hj(s0) (s − s0)j (3.61)
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der U¨bertragungsfunktion
H(s) = C(sI − Aˇ)−1Bˇ (3.62)
um die Entwicklungsstelle s0 ∈ C wird das j-te Moment der U¨bertragungsfunktion des
Systems (an der Entwicklungsstelle s0) genannt.
3.2.3.2 Momente Systeme zweiter Ordnung
Liegt ein System zweiter Ordnung der Form (3.1) vor, so ist die Bestimmung der Momente der
U¨bertragungsfunktion u¨ber das a¨quivalente Systems erster Ordnung mo¨glich. Alternativ lassen
sich die Momente auch direkt u¨ber die U¨bertragungsfunktion der Form (3.25) bestimmen. Durch
Umformen der Gleichung (3.25) erha¨lt man
H(s) = (Cp + sCv) (s
2K−1M + sK−1D + I)−1K−1F . (3.63)
Nach der Substitution (s2K−1M + sK−1D) = −T in Gleichung (3.63) erha¨lt man
H(s) = (Cp + sCv) (I − T )−1K−1F . (3.64)
Unter der Annahme, dass die Matrix (I − T ) nicht singula¨r ist und ||T || < 1 fu¨r eine geeignete
Matrixnorm gilt, kann mit Anwendung der Neumann-Reihenentwicklung
(I − T )−1 =
∞∑
j=0
T j (3.65)
um die Entwicklungsstelle s0 = 0 die U¨bertragungsfunktion H(s) in eine Potenzreihe
H(s) =
∞∑
j=0
Hj(0)s
j , (3.66)
wobei
Hj(0) =

CpΘj(0), fu¨r j = 0CvΘj−1(0) +CpΘj(0), fu¨r j = 1, 2, . . . (3.67)
mit
Θj(0) =


K−1 F , fu¨r j = 0
K−1 (−DΘ0(0)), fu¨r j = 1
K−1 (−DΘj−1(0)−M Θj−2(0)), fu¨r j = 2, 3, . . .
(3.68)
entwickelt werden, siehe [174].
Definition 3.11 (Momente Systeme zweiter Ordnung an der Stelle s0 = 0) Sei ein
System zweiter Ordnung der Form (3.1) mit regula¨rer Matrix K gegeben. Der j-te Koeffizient
Hj(0) =
1
j!
∂jH(s)
∂sj
∣∣∣∣
s=0
, j = 0, 1, 2, . . . (3.69)
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mit
Hj(0) =

CpΘj(0), fu¨r j = 0CvΘj−1(0) +CpΘj(0), fu¨r j = 1, 2, · · · (3.70)
und
Θj(0) =


K−1F , fu¨r j = 0
K−1 (−DΘ0(0)), fu¨r j = 1
K−1 (−DΘj−1(0) −M Θj−2(0)), fu¨r j = 2, 3, . . .
(3.71)
der Potenzreihenentwicklung
H(s) =
∞∑
j=0
Hj(0) s
j (3.72)
der U¨bertragungsfunktion
H(s) = (Cp + sCv) (s
2M + sD +K)−1 F (3.73)
um die Entwicklungsstelle s0 = 0 wird das j-te Moment der U¨bertragungsfunktion des Systems
zweiter Ordnung (an der Entwicklungsstelle 0) genannt.
In Analogie zur Bestimmung der Momente ausgehend von einem System erster Ordnung kann der
Vorgang zur Bestimmung der Potenzreihe der U¨bertragungsfunktion um die Entwicklungsstelle
s0 = 0 auf beliebige Entwicklungsstellen s0 ∈ C erweitert werden. Dazu sei die Entwicklungsstelle
s0 so gewa¨hlt, dass die Matrix (s
2
0M + s0D +K)
−1 existiert, dann ergibt sich eine zu (3.25)
a¨quivalente Darstellung als geshiftete U¨bertragungsfunktion an der Stelle s:
H(s) = (C˜p + (s− s0)Cv) ((s − s0)2M + (s− s0)D˜ + K˜)−1F (3.74)
wobei
D˜ = 2 s0M +D
K˜ = s20M + s0D +K
C˜p = Cp + s0Cv.
(3.75)
Mit Hilfe der geshifteten U¨bertragungsfunktion (3.74) kann die Entwicklung von H(s) in der
ungeshifteten Form (3.25) um die Entwicklungsstelle s0 ∈ C auch als Entwicklung von H(s) in
der geshifteten Form um die Entwicklungsstelle 0 formuliert werden. Dazu wird die Gleichung
(3.74) der geshifteten U¨bertragungsfunktion zu
H(s) = (C˜p + s˜Cv) ((s − s0)2K˜−1M + (s− s0)K˜−1D˜ + I)−1 K˜−1F (3.76)
umgeformt. Nach der Substitution ((s−s0)2K˜−1M+(s−s0)K˜−1D˜) = −T in Gleichung (3.76)
erha¨lt man
H(s) = (C˜p + s˜Cv) (I − T )−1 K˜−1F . (3.77)
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Unter der Annahme, dass die Matrix (I − T ) nicht singula¨r ist und ||T || < 1 fu¨r eine geeignete
Matrixnorm gilt, kann mit Anwendung der Neumann-Reihenentwicklung
(I − T )−1 =
∞∑
j=0
T j (3.78)
die U¨bertragungsfunktionH(s) um eine beliebige Entwicklungsstelle s0 ∈ C in eine Potenzreihe
H(s) =
∞∑
j=0
Hj(s0)(s − s0)j , (3.79)
wobei
Hj(s0) =

C˜pΘj(s0), fu¨r j = 0CvΘj−1(s0) + C˜pΘj(s0), fu¨r j = 1, 2, . . . (3.80)
mit
Θj(s0) =


K˜
−1
F , fu¨r j = 0
K˜
−1
(−D˜Θ0(s0)), fu¨r j = 1
K˜
−1
(−D˜Θj−1(s0)−M Θj−2(s0)), fu¨r j = 2, 3, . . .
(3.81)
entwickelt werden.
Definition 3.12 (Momente Systeme zweiter Ordnung an einer Stelle s0 ∈ C) Sei ein
System zweiter Ordnung der Form (3.1) mit regula¨rer Matrix K gegeben. Der j-te Koeffizient
Hj(s0) =
1
j!
∂jH(s)
∂sj
∣∣∣∣
s=s0
, j = 0, 1, . . . (3.82)
mit
Hj(s0) =

C˜pΘj(s0), fu¨r j = 0CvΘj−1(s0) + C˜pΘj(s0), fu¨r j = 1, 2, . . . (3.83)
und
Θj(s0) =


K˜
−1
F , fu¨r j = 0
K˜
−1
(−D˜Θ0(s0)), fu¨r j = 1
K˜
−1
(−D˜Θj−1(s0)−M Θj−2(s0)), fu¨r j = 2, 3, . . .
(3.84)
der Potenzreihenentwicklung
H(s) =
∞∑
j=0
Hj(s0) (s − so)j (3.85)
der U¨bertragungsfunktion
H(s) = (Cp + sCv) (s
2M + sD +K)−1 F (3.86)
um die Entwicklungsstelle s0 ∈ C wird das j-te Moment der U¨bertragungsfunktion des Systems
(an der Entwicklungsstelle s0) genannt.
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3.2.3.3 Markov Parameter
Die Momente an der Entwicklungsstelle s0 =∞ werden Markov Parameter genannt, siehe [10].
Die Potenzreihenentwicklung von H(s) = C(sE −A)−1B fu¨r s0 →∞ ist dabei definiert als
H(s) =
∞∑
j=0
Hj(s0) s
−j−1, (3.87)
wobei
Hj(s0) = C(E
−1A)jE−1B, j = 0, 1, . . . . (3.88)
Definition 3.13 (Markov Parameter)
1. Sei ein System erster Ordnung der Form (3.4) mit nichtsingula¨rer Matrix E gegeben. Der
j-te Koeffizient
Hj = C(E
−1A)jE−1B, j = 0, 1 . . . (3.89)
der Potenzreihenentwicklung
H(s) =
∞∑
j=0
Hj s
−j−1 (3.90)
der U¨bertragungsfunktion
H(s) = C(sE −A)−1B (3.91)
um die Entwicklungsstelle s =∞ wird der j-te Markov-Parameter der U¨bertragungsgunk-
tion des Systems genannt.
2. Sei ein System erster Ordnung der Form (3.12) mit nicht singula¨rer Matrix Aˇ gegeben.
Der j-te Koeffizient
Hj = C(Aˇ
−1
)jBˇ, j = 0, 1 . . . (3.92)
der Potenzreihenentwicklung
H(s) =
∞∑
j=0
Hj s
−j−1 (3.93)
der U¨bertragungsfunktion
H(s) = C(sI − Aˇ)1Bˇ (3.94)
um die Entwicklungsstelle s = ∞ wird der j-te Markov-Parameter der U¨bertragungsfunk-
tion des Systems genannt.
Der j-te Markov-Parameter kann auch mit der j-ten Ableitung der Impuls-Antwort zur Zeit
t = 0 identifiziert werden [104]. Der erste Markov-Parameter H0 ist somit die Impulsantwort
zum Zeitpunkt t = 0.
Eine wichtige Rolle in der Systemtheorie spielt die sogenannte Hankel-Matrix.
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Definition 3.14 (Hankel-Matrix) [10] Die Matrix H der Markov-Parameter eines LTI-
Systems der Form
H =


H0 H1 H2 · · ·
H1 H2 H3 · · ·
H2 H3 H4 · · ·
...
...
...
. . .

 (3.95)
wird Hankel-Matrix genannt. Diese Matrix hat die Struktur einer symmetrischen Blockmatrix,
d.h. (H)ij =H i+j−2 ∈ Kq×m, fu¨r i, j > 0 mit einer unendlichen Anzahl an Zeilen und Spalten.
3.3 Stabilita¨t und Passivita¨t
3.3.1 Stabilita¨t
Eine wichtige Eigenschaft eines Systems ist die Stabilita¨t. Betrachtet man das System (3.12),
ist dazu das Anfangswertproblem
z˙(t) = Aˇz(t), z(0) = z0 (3.96)
zu untersuchen. Stabilita¨t bedeutet dann, dass zu jeder beschra¨nkten Anfangsbedingung z0 eine
fu¨r alle t ≥ 0 beschra¨nkte Lo¨sung z(t) des Anfangswertproblems (3.96) existiert, siehe dazu
[104, 135]. Wenn zusa¨tzlich gilt
lim
t→∞
z(t) = 0, (3.97)
so spricht man von asymptotischer Stabilita¨t.
Definition 3.15 (Stabilita¨t) [104, 135] Das System (3.4) ist stabil, wenn fu¨r u(t) ≡ 0 und
jeden zula¨ssigen Anfangswert z(0) = z0 ∈ R2n alle Lo¨sungen z(t) fu¨r t → ∞ beschra¨nkt sind.
Wenn alle Lo¨sungen z(t) dieser Anfangswertprobleme sogar fu¨r t → ∞ verschwinden, nennt
man das System asymptotisch stabil.
Eine entscheidende Bedeutung fu¨r die Stabilita¨t eines Systems haben die Eigenwerte des Systems.
Satz 3.3 (Stabilita¨t eines Systems) Ein System der Form (3.4) ist
• stabil (grenzstabil) genau dann, wenn kein endlicher Eigenwert des Matrizenbu¨schels (sE−
A) einen positiven Realteil und zusa¨tzlich alle rein imagina¨ren endlichen Eigenwerte die
Vielfachheit 1 besitzen.
• asymptotisch stabil genau dann, wenn alle endlichen Eigenwerte des Matrizenbu¨schels
(sE −A) negative Realteile besitzen.
Beweis: Siehe [79]. 2
Fu¨r weitergehende Analysen der Stabilita¨t sei auf [10, 164] verwiesen. Kriterien mit deren Hilfe
die Stabilita¨t eines Systems ohne direkte Bestimmung der Eigenwerte analysiert werden kann,
sind in [135] zu finden.
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Liegt ein System zweiter Ordnung vor, la¨sst sich eine Analyse der Stabilita¨t nach Transforma-
tion des Systems in ein System erster Ordnung durchfu¨hren. Alternativ la¨sst sich das Resultat
des Satzes 3.3 direkt auf Systeme zweiter Ordnung der Form (3.1) anwenden. Dazu setzt man
den Zustandvektor z = [xT x˙T ]T und die Matrizen E und A aus (3.5) bzw. (3.6) in die Ei-
genwertgleichung (λE − A)z = 0 ein und erha¨lt nach Elimination von x˙ das quadratische
Eigenwertproblem der Dimension n:
(λ2M + λD +K)x = 0. (3.98)
Mit der Definition 2.14 des quadratischen Eigenwertproblems und dem Korollar 2.3 kann das
Resultat des Satzes 3.3 auf Systeme zweiter Ordnung u¨bertragen werden.
Korollar 3.1 Das System zweiter Ordnung der Form (3.1) ist genau dann stabil, wenn fu¨r alle
Nullstellen λ ∈ C des Polynoms p(λ) := det(λ2M + λD +K) gilt:
1. Re(λ) < 0
2. Re(λ) = 0⇒ λ ist einfach.
Das System zweiter Ordnung der Form (3.1) ist genau dann asymptotisch stabil, wenn die Null-
stellen λ ∈ C von p(λ) vollsta¨ndig in der offenen linken Halbebene von C liegen, d.h. Re(λ) < 0.
Anmerkung 3.8 Fu¨r den Spezialfall D = 0 ergibt sich mit der Substitution λ˜ = λ2 wieder ein
verallgemeinertes Eigenwertproblem. Falls D = αM + βK fu¨r α, β ∈ C erha¨lt man das gleiche
Resultat mit der Substitution λ˜ = (λ2 + λα)/(λβ + 1).
In der Mechanik oder der Schwingungslehre bezeichnet man den letzteren Fall als Bequemlich-
keitshypothese.
Als weitere Alternative werden in [134, 135] Stabilita¨tskriterien fu¨r Systeme zweiter Ordnung
anhand der Struktur der Systemmatrizen abgeleitet, auf die hier nur hingewiesen werden soll.
3.3.2 Passivita¨t
Nach [125] werden Systeme als passiv bezeichnet, wenn sie keine Energie erzeugen, d.h. wenn
die dissipierende Energie zu keiner Zeit gro¨ßer als die erzeugte Energie des Systems ist.
Definition 3.16 (Passivita¨t) [125] Ein System mit gleicher Anzahl an Ein- und Ausga¨ngen
heißt passiv, wenn eine Konstante β existiert, so dass fu¨r beliebige T ≥ 0, Anfangswerte x(0) =
x0, Eingangsfunktionen u(t) und zugeho¨rige Ausgangsfunktionen y(t) gilt:
T∫
0
(u(t))Ty(t) dt ≥ β. (3.99)
Korollar 3.2 Ein System ist passiv, wenn eine nichtnegative Funktion S : Rn → R+ existiert
mit S(0) = 0, so dass fu¨r beliebige T ≥ 0, Anfangswerte x(0) = x0 und Eingangsfunktionen u(t)
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zugeho¨rige Lo¨sungen x(t) des Anfangwertproblems und die zugeho¨rigen Ausgangsfunktionen y(t)
gilt:
S(x(T )) ≤ S(x(0)) +
T∫
0
(u(t))Ty(t) dt. (3.100)
Beweis: Die Bedingung ist fu¨r β := −S(x(0)) in trivialer Weise erfu¨llt. 2
Eine derartige Funktion S wird Speicherfunktion genannt. Mit ihr ist es mo¨glich, zu beschreiben
wieviel Energie das System zu einem Zeitpunkt T gespeichert hat. Passivita¨t la¨sst sich demnach
so interpretieren, dass das System keine Energie erzeugen kann, da im Falle eines passiven
Systems nach dem obigen Korollar die zum Zeitpunkt T gespeicherte Energie niemals gro¨ßer als
die Summe aus der zum Zeitpunkt t = 0 gespeicherten Energie S(x(0)) und im Zeitraum [ 0, T ]
zugefu¨hrter Energie ist.
Die Passivita¨t eines Systems ist eng verbunden mit dem Konzept der positiven Reellwertigkeit
[125].
Definition 3.17 (Positive Reellwertigkeit) Eine matrixwertige Funktion H : C → (C ∪
∞)m×m ist positiv reell, wenn sie folgende Eigenschaften besitzt:
1. H(s) ist analytisch fu¨r alle s in { s ∈ C |Re(s) > 0 }.
2. H(s¯) = H¯(s) fu¨r alle s ∈ C.
3. Re(w∗H(s)w) ≥ 0 fu¨r alle s ∈ C mit Re(s) > 0 und alle w ∈ Cm.
Speziell fu¨r lineare Systeme gilt die folgende A¨quivalenz.
Satz 3.4 Das System (3.4) ist genau dann passiv, wenn die zugeho¨rige U¨bertragungsfunktion
(3.27) positiv reell ist.
Beweis: Siehe [125]. 2
3.4 Steuer- und Beobachtbarkeit
An dieser Stelle sollen die zwei wichtigen Eigenschaften linearer Systeme der Steuerbarkeit und
der Beobachtbarkeit dargestellt werden. Die Darstellungen dieses Abschnittes stu¨tzen sich dabei
auf [10].
3.4.1 Steuerbarkeit
Das Konzept der Steuerbarkeit bescha¨ftigt sich mit der Frage, inwiefern die Zusta¨nde z(t) eines
Systems (3.12) durch die Einga¨nge u(t) beeinflußt werden ko¨nnen. Nach [188] heißt ein lineares
System dann steuerbar, wenn zu jedem Anfangszustand z(0) = z0, jedem Zeitpunkt T > 0 und
jedem Endzustand zT eine stu¨ckweise stetige Steuerfunktion u(t) exitiert, so dass z(T ) = zT
gilt.
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Definition 3.18 (Steuerbarkeit)
i) Ein Zustand z¯ ∈ Z ist aus der Ruhelage des Systems ansteuerbar, wenn eine Eingangs-
funktion u(t) ∈ U endlicher Energie (d.h. ||u||22 <∞), und eine endliche Zeit T¯ existiert,
so dass
z¯ = z(T¯ ) =
T¯∫
0
eAˇ(T¯−s)Bˇu(s) ds (3.101)
gilt.
ii) Der Unterraum der ansteuerbaren Zusta¨nde Zanst ⊂ Z des Systems (3.12) ist die Menge
aller ansteuerbaren Zusta¨nde des Systems.
iii) Das System (3.12) ist (vollsta¨ndig) steuerbar, wenn Zanst = Z, d.h. jeder Zustand kann
mit einer geeigneten Steuerung aus der Ruhelage des Systems erreicht werden.
iv) Die Matrix
R(Aˇ, Bˇ) = [ Bˇ AˇBˇ Aˇ
2
Bˇ · · · Aˇ2n−1Bˇ · · · ] (3.102)
wird unendliche Steuerbarkeitsmatrix des Systems (3.12) genannt.
Man kann zeigen, dass der Rang der Steuerbarkeitsmatrix R und die Dimension des von ihren
Spaltenvektoren aufgespannten Raumes maximal 2n ist. D.h. fu¨r die praktische Anwendung ist
die folgende (endliche) Steuerbarkeitsmatrix
R2n(Aˇ, Bˇ) = [ Bˇ AˇBˇ Aˇ
2
Bˇ · · · Aˇ2n−1Bˇ ] (3.103)
von Interesse.
Die U¨berpru¨fung der Steuerbarkeit kann fu¨r Systeme der Form (3.12) mit Hilfe des Steuer-
barkeitskriteriums nach Kalman oder mit dem Hautus-Test vorgenommen werden. Nach dem
Kalman-Kriterium ist ein Paar (Aˇ, Bˇ) steuerbar, wenn
rang
( [
Bˇ AˇBˇ · · · Aˇℓ−1Bˇ
] )
= 2n (3.104)
gilt, wobei ℓ die Dimension des Zustandsraumes darstellt. Der Hautus-Test besagt, dass ein Paar
(Aˇ, Bˇ) genau dann steuerbar ist, wenn es der Bedingung
rang
( [
Aˇ− µI Bˇ ] ) = 2n, ∀µ ∈ C (3.105)
genu¨gt.
3.4.2 Beobachtbarkeit
Das Konzept der Beobachtbarkeit untersucht die Kopplung zwischen dem Zustand des Systems
z(t) und seinem Ausgang y(t). Ein lineares zeitinvariantes System heißt beobachtbar, wenn fu¨r
jeden Zeitpunkt T > 0 der Anfangszustand z0 aus dem Zeitverlauf des Ausganges y(t) und der
Steuerfunktion u(t) im Intervall [0, T ] bestimmt werden kann [188].
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Definition 3.19 (Beobachtbarkeit)
i) Ein Zustand z¯ 6= 0 wird beobachtbar genannt, wenn z¯ aus der Ruhelage des Systems
bestimmt werden kann, d.h. fu¨r u(t) ≡ 0 existiert ein t ≥ 0 so, dass
y(t) = CeAˇtz¯ 6= 0 (3.106)
gilt.
ii) Der Unterraum der beobachtbaren Zusta¨nde Zbeo ⊂ Z des Systems (3.12) ist die Menge
aller beobachtbaren Zusta¨nde des Systems.
iii) Das System (3.12) ist (vollsta¨ndig) beobachtbar, wenn Zbeo = Z, d.h. jeder Zustand kann
aus dem Zeitverlauf des Ausganges y(t) und der Steuerfunktion u(t) bestimmt werden.
iv) Die Matrix
O(C, Aˇ) = [C∗ Aˇ
∗
C∗ (Aˇ
2
)∗C∗ · · · (Aˇ2n−1)∗C∗ · · · ]∗ (3.107)
wird unendliche Beobachtbarkeitsmatrix des Systems (3.12) genannt.
Man kann zeigen, dass der Rang der Beobachtbarkeitsmatrix O und die Dimension des von ihren
Spaltenvektoren aufgespannten Raumes maximal 2n ist. D.h. fu¨r die praktische Anwendung ist
die folgende (endliche) Beobachtbarkeitsmatrix
O2n(C, Aˇ) = [C
∗ Aˇ
∗
C∗ (Aˇ
2
)∗C∗ · · · (Aˇ2n−1)∗C∗ ]∗ (3.108)
von Interesse.
Die U¨berpru¨fung der Steuerbarkeit kann auf die Untersuchung der Steuerbarkeit des zu (3.12)
dualen oder adjungierten Systems
z˙∗(t) = Aˇ
∗
z∗(t) +C∗u∗(t),
y∗(t) = Bˇ
∗
z∗(t),
(3.109)
zuru¨ckgefu¨hrt werden [10, 44].
Damit ist analog zu (3.104) ein Paar (C, Aˇ) genau dann beobachtbar, wenn
rang




C
CAˇ
...
CAˇ
2n−1



 = 2n (3.110)
gilt. Das Hautus-Kriterium fu¨r Beobachtbarkeit ist dann analog zu (3.105) mit
rang
([
Aˇ− µI
C
])
= 2n, ∀µ ∈ C (3.111)
gegeben.
Satz 3.5 Sei (3.12) eine Realisierung des Systems (3.4). Diese Realisierung ist eine Minimal-
realisierung genau dann, wenn sie steuerbar und beobachtbar ist.
Beweis: Siehe [165]. 2
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3.4.3 Gramsche Matrizen
Eine weitere wichtige Charakterisierungsmo¨glichkeit der Steuer- und Beobachtbarkeit eines li-
nearen zeitinvarianten Systems der Form (3.12) stellen die Gramschen Matrizen dar. Dazu wird
die lineare Abbildung
L : L2[0, T ]→ R2n,z(T ) = Lu(T ) =
T∫
0
eAˇ(T−t)Bˇu(t) dt (3.112)
betrachtet. Steuerbarkeit auf dem Intervall [0, T ] bedeutet dann, dass es zu jedem Zustand
z ∈ K2n mindestens eine Steuerfunktion u(t) ∈ L2[0, T ] gibt, so dass dieser Zustand, ausgehend
von der Ruhelage des Systems, erreicht werden kann. Der Operator L muss also surjektiv sein.
Da der Bildraum B(L) von L endlichdimensional und damit abgeschlossen ist, kommt dies der
Forderung gleich, dass das orthogonale Komplement des Bildraumes die leere Menge ist, d.h.
B(L)⊥ = ∅. Weiterhin gilt nach [126] die Beziehung N (L∗) = B(L)⊥, mit N (L∗) = kern(L∗)
und dem sogenannten adjungierten Operator
L∗ : K2n → L2[0, T ], L∗z = Bˇ∗eAˇ
∗
(T−t)z. (3.113)
Beru¨cksichtigt man weiter, dass N (L∗) = N (LL∗) gilt, so kann die Untersuchung der Steu-
erbarkeit auf eine Ranguntersuchung einer positiv semidefiniten Matrix zuru¨ckgefu¨hrt werden
[166].
Definition 3.20 (Endliche Gramsche Steuerbarkeitsmatrix) Die endliche Gramsche
Steuerbarkeitsmatrix P(T ) fu¨r den Zeitpunkt T < ∞ des linearen Systems (3.12) ist definiert
durch
P(T ) := LL∗ =
T∫
0
eAˇ(T−t)BˇBˇ
∗
eAˇ
∗
(T−t) dt
=
T∫
0
eAˇtBˇBˇ
∗
eAˇ
∗
t dt.
(3.114)
Mit Verwendung des Kalman-Kriteriums ist ein Matrizen-Paar (Aˇ, Bˇ) somit genau dann auf
dem Intervall [0, T ] steuerbar, wenn P(T ) ∈ K2n×2n regula¨r und damit positiv definit ist.
Mit Hilfe von P(T ) kann auch eine Steuerfunktion u¯(t) angegeben werden, um das betrach-
tete System aus der Ruhelage des Systems z(0) = 0 im Intervall [0, T ] in den Zustand z zu
u¨berfu¨hren:
u¯(t) = L∗(LL∗)−1z = Bˇ
∗
eAˇ
∗
(T−t)P−1(T )z, (3.115)
siehe z.B. [166, 188].
Analog erha¨lt man mit Hilfe des dualen Systems (3.109) die positiv semidefinite Gramsche
Beobachtbarkeitsmatrix.
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Definition 3.21 (Endliche Gramsche Beobachtbarkeitsmatrix) Die endliche Gramsche
Beobachtbarkeitsmatrix Q(T ) fu¨r den Zeitpunkt T <∞ des linearen Systems (3.12) ist definiert
durch
Q(T ) =
T∫
0
eAˇ
∗
tC∗CeAˇt dt. (3.116)
Ein Matrix-Paar (C, Aˇ) ist genau dann im Intervall [0, T ] beobachtbar, wenn Q(T ) ∈ K2n×2n
regula¨r und damit positiv definit ist. Mit Hilfe der Gramschen Beobachtbarkeitsmatrix Q(T )
kann ermittelt werden, in welchem Maße die einzelnen Zusta¨nde zur beobachtbaren Energie
beitragen. Fu¨r die hier ausschließlich betrachteten linearen zeitinvarianten Systeme gilt nach
[10] außerdem, dass Steuer- und Beobachtbarkeit genau dann vorliegt, wenn P(T ) > 0 bzw.
Q(T ) > 0 fu¨r ein beliebiges T gezeigt werden kann.
Betrachtet man ein stabiles System der Form (3.12), dann sind die Gramsche Steuerbarkeits-
und Beobachtbarkeitsmatrix P(T ) bzw. Q(T ) auch fu¨r T → ∞ definiert. Die unendlichen
Gramschen Matrizen
P := P(∞), (3.117)
Q := Q(∞), (3.118)
geho¨ren zu den wichtigsten Matrizen in der LTI-Systemtheorie. Diese Matrizen sind von beson-
derer Bedeutung, da sich diese fu¨r asymptotisch stabile Aˇ mit Hilfe der Lyapunov-Gleichungen
berechnen lassen [10, 188].
Satz 3.6 Gegeben sei das (asymptotisch) stabile System (3.12). Die zugeho¨rige unendlichen
Gramschen Matrizen P und Q erfu¨llen dann die Lyapunov-Gleichungen
Aˇ · P + P · Aˇ∗ + Bˇ · Bˇ∗ = 0, (3.119)
Aˇ
∗ ·Q+Q · Aˇ+C∗ ·C = 0. (3.120)
Liegt das System in der Form (3.4) vor, verwendet man alternativ die verallgemeinerten
Lyapunov-Gleichungen
A · PG ·E∗ +E · PG ·A∗ +B ·B∗ = 0, (3.121)
A∗ ·QG ·E +E∗ ·QG ·A+C∗ ·C = 0. (3.122)
Dabei gilt der Zusammenhang:
P = PG, (3.123)
Q = E∗ ·QG ·E. (3.124)
Liegt ein System zweiter Ordnung vor, so kann mit Hilfe der Gleichungen (3.5) oder (3.6) ein
System erster Ordnung der Form (3.4) definiert werden. Die Gramschen Steuerbarkeits- und
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Beobachtbarkeitsmatrizen lassen sich dann unter Verwendung der verallgemeinerten Lyapunov-
Gleichungen (3.121) und (3.122) bestimmen. Liegt daru¨ber hinaus der Sonderfall eines sym-
metrischen Systems erster Ordnung (d.h. C = B∗) vor, so sind die beiden verallgemeinerten
Lyapunov-Gleichungen identisch und es genu¨gt eine der beiden Gleichungen zu lo¨sen.
Die Hankel-Matrix (3.14) kann als Produkt der unendlichen Beobachtbarkeitsmatrix O(C, Aˇ)
(3.107) und der unendlichen Steuerbarkeitsmatrix R(Aˇ, Bˇ) (3.102) zerlegt werden. Fu¨r ein
System der Form (3.12) erha¨lt man die Zerlegung:
H =


CBˇ CAˇBˇ CAˇ
2
Bˇ · · ·
CAˇBˇ CAˇ
2
Bˇ CAˇ
3
Bˇ · · ·
CAˇ
2
Bˇ CAˇ
3
Bˇ CAˇ
4
Bˇ · · ·
...
...
...
. . .

 (3.125)
=


C
CAˇ
CAˇ
2
CAˇ
3
...


︸ ︷︷ ︸
O(C,Aˇ)
[
Bˇ AˇBˇ Aˇ
2
Bˇ Aˇ
3
Bˇ · · ·
]
︸ ︷︷ ︸
R(Aˇ,Bˇ)
. (3.126)
Die Matrizen O(C, Aˇ) und R(Aˇ, Bˇ) ko¨nnen durch die endlichen Matrizen O2n(C, Aˇ) (3.108)
und R2n(Aˇ, Bˇ) (3.103) ausgetauscht werden. Da die Matrizen O2n(C, Aˇ) und R2n(Aˇ, Bˇ) je-
weils maximal den Rang 2n besitzen, hat die Hankel-Matrix (3.95) ebenfalls maximal den Rang
2n.
3.4.4 Hankel-Singula¨rwerte
An dieser Stelle wird der sogenannte Hankel-Operator definiert, der in der Systemtheorie und
bei einigen Reduktionsverfahren von Bedeutung ist.
Definition 3.22 (Hankel-Operator) Es sei ein stabiles, minimal realisiertes LTI-System ge-
geben. Betrachtet man den Eingang u : (−∞,∞)→ Km mit u(t) = 0 fu¨r t ≥ 0 und den Ausgang
y(t) fu¨r t ≥ 0, dann erha¨lt man
y(t) =
0∫
−∞
h(t− τ)u(τ) dτ, fu¨r t ≥ 0, (3.127)
wobei h(t) die Impulsantwort (3.40) des Systems bezeichnet. Der Operator
H : L2(R−)→ L2(R+), u− 7→ y+, fu¨r t ≥ 0, (3.128)
wobei
y+(t) = H(u−)(t) =
0∫
−∞
h(t− τ)u−(τ), fu¨r t ≥ 0, (3.129)
welcher die zuru¨ckliegenden Einga¨ngszusta¨nde u− : (−∞, 0 ] → Rm auf zuku¨nftige Ausga¨nge
y+ : [ 0,∞)→ Rq abbildet, wird Hankel-Operator des Systems genannt.
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In Matrixschreibweise la¨ßt sich der Operator so schreiben:

y0
y1
y2
...

 =


H0 H1 H2 · · ·
H1 H2 H3 · · ·
H2 H3 H4 · · ·
...
...
...
. . .


︸ ︷︷ ︸
H
·


u−1
u−2
u−3
...

 (3.130)
wobei Hk, k = 0, 1, . . . , 2n die Markov-Parameter (3.89) bzw. (3.92) sind. Es ist somit ersicht-
lich, dass H die selbe Matrix wie die Hankel-Matrix (3.95) ist.
Definition 3.23 (Hankel-Singula¨rwerte) Fu¨r ein stabiles LTI-System werden die positiven
Wurzeln der Eigenwerte des Produktes der Gramschen Steuerbarkeitsmatrix (3.117) und der
Gramschen Beobachtbarkeitsmatrix (3.118)
σk(H) =
√
λk(PQ), k = 1, . . . , 2n (3.131)
Hankel-Singula¨rwerte genannt.
3.5 Zeit- und Frequenzbereichsra¨ume und Normen
An dieser Stelle sollen die in dieser Arbeit verwendeten Signal- und Systemnormen eingefu¨hrt
werden. Mit Hilfe der definierten Normen werden daraufhin Funktionsra¨ume definiert, die in der
Systemtheorie von großer Bedeutung sind. Hier ko¨nnen nur elementare Grundlagen dargestellt
werden, die zum Versta¨ndnis der vorliegenden Arbeit notwendig sind. Detailiertere Informatio-
nen sind z.B. in [10, 53, 92, 94, 110, 148, 149] zu finden.
3.5.1 Signalnormen
3.5.1.1 Normen und Ra¨ume des Zeitbereichs
Eine Mo¨glichkeit, um die Norm von Signalen im Zeitbereich zu berechnen, besteht in der Ver-
wendung der sogenannten p-Normen. Nach [188] erha¨lt man diese fu¨r eine stetige Funktion
f : I → R auf I = R, I = R+, I = R− oder einem Intervall I ⊂ R mit
||f ||p =


( ∫
t∈I
|f(t)|p dt
)1
p
, fu¨r 1 ≤ p <∞
ess sup
t∈I
|f(t)|, fu¨r p =∞,
(3.132)
wobei ess sup
t∈I
|f(t)| das Supremum von f(t) fast u¨berall, d. h. bis auf eine Menge mit Maß 0
bezeichnet. Werden matrix- oder vektorwertige Funktionen f(t) betrachtet, so ko¨nnen entspre-
chende Normen dadurch definiert werden, dass der Betrag | . | in (3.132) durch eine geeignete
Matrix- oder Vektornorm ersetzt wird.
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Definition 3.24 (p -Norm) Sei I = R,I = R+,I = R− oder ein Intervall I ⊂ R und f : I →
R
n eine stetige vektorwertige Funktion. Fu¨r 1 ≤ p ≤ ∞ wird mit
||f ||p =


( ∫
t∈I
||f(t)||pp dt
)1
p
, fu¨r 1 ≤ p <∞
ess sup
t∈I
||f(t)||p, fu¨r p =∞
(3.133)
die p-Norm definiert. Dabei bezeichnet ||f(t)||p die p-Norm (2.26) von f(t) ∈ Rn.
Anmerkung 3.9 Die Aussage ||f ||∞ = γ bedeutet, dass γ der kleinste Wert ist, der von f(t)
auf dem Intervall I nur auf Mengen vom Maß Null u¨berschritten wird, fu¨r weitergehende Erla¨ute-
rungen sei auf [7] verwiesen.
Mit Hilfe dieser Normen lassen sich die zugeho¨rigen Banachra¨ume der Lebesgue-integrierbaren
Funktionen definieren. Diese Ra¨ume werden oft auch Zeitbereich genannt, da die Elemente dieser
Ra¨ume Funktionen einer reellen Variablen sind, bei der es sich in physikalischen Anwendungen
oft um die Zeit handelt.
Definition 3.25 (Banachraum der Lebesgue-integrierbaren Funktionen)
Sei I = R, I = R+, I = R− oder einem Intervall I ⊂ R. Fu¨r 1 ≤ p ≤ ∞ wird mit
Lnp (I) = {f : I → Rn : ||f ||p <∞}, fu¨r 1 ≤ p ≤ ∞ (3.134)
der Banachraum der Lebesgue-integrierbaren Funktionen definiert, wobei ||f ||p die p-Norm einer
vektorwertigen Funktion f bezeichnet.
3.5.1.2 Normen und Ra¨ume des Frequenzbereichs
Um Analysen im Frequenzbereich durchfu¨hren zu ko¨nnen, werden Normen von Funktionen einer
komplexen Variablen beno¨tigt.
Dazu werden matrixwertige Funktionen F : C → Cq×m betrachtet, die in der offenen rechten
Halbebene C+ ⊂ C (s = β + ıω ∈ C, β > 0) der komplexen Ebene analytisch sind, wobei
analytisch bedeutet, dass die Funktion in jedem Punkt von C+ in eine Taylorreihe entwickelt
werden kann.
Definition 3.26 (Hp -Normen) Sei F : C → Cq×m eine q ×m komplexwertige Funktion, die
in C+ analytisch ist. Fu¨r 1 ≤ p ≤ ∞ wird mit
||F ||Hp =


(
1
2π sup
β>0
∞∫
−∞
||F (β + ıω)||pS,p dω
) 1
p
, fu¨r 1 ≤ p <∞
sup
s∈C+
||F (s)||S,p, fu¨r p =∞
(3.135)
die Hp-Norm definiert.
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Dabei bezeichnet ||F (s)||S,p die Schatten-p-Norm (2.34) von F an der Stelle s = β + ıω ∈ C.
Mit Hilfe dieser Normen lassen sich die sogenannten Hardy-Ra¨ume (Hp-Ra¨ume) definieren.
Definition 3.27 (Hardy-Ra¨ume (Hp)) Fu¨r 1 ≤ p ≤ ∞ wird mit Hq×mp (C+) der Raum aller
in C+ analytischen Funktionen F : C → Cq×m mit ||F ||Hp <∞ bezeichnet. D.h.
Hq×mp (C+) = {F : C → Cq×m : ||F ||Hp <∞}, fu¨r 1 ≤ p ≤ ∞. (3.136)
Anmerkung 3.10 Die Hardy-Ra¨ume Hq×mp (C−) aller in C− analytischen Funktionen F : C →
C
q×m ko¨nnen analog zu den Definition 3.26 und 3.27 definiert werden.
In dieser Arbeit werden nur Normen mit p = 2 und p =∞ verwendet. In diesen Fa¨llen ergeben
sich mit (2.34) und (2.35) fu¨r die H2- und die H∞-Norm vereinfachte Schreibweisen. Die H2-
Norm ist damit gegeben durch:
||F ||H2 =

 1
2π
sup
β>0
∞∫
−∞
spur(F ∗(β − ıω) · F (β + ıω)) dω


1
2
=

 1
2π
sup
β>0
∞∫
−∞
spur(F (β + ıω) · F ∗(β − ıω)) dω


1
2
=

 1
2π
sup
x>0
∞∫
−∞
||F (β + ıω)||2F dω


1
2
.
(3.137)
Die H∞-Norm ist damit gegeben durch:
||F ||H∞ = sup
s∈C+
σmax(F (s)). (3.138)
Der H∞-Raum beinhaltet somit alle in C+ analytischen und beschra¨nkten matrixwertigen Funk-
tionen F [188].
Die Bestimmung der Suprema in den obigen Gleichungen ko¨nnen vereinfacht werden, indem
das Maximum-Modulus-Theorem angewendet wird. Dieses besagt, dass eine Funktion f , die auf
einem Bereich D ∈ C und auf dem Rand ∂D stetig sowie auf D analytisch ist, ihr Maximum auf
dem Rand ∂D von D annimmt. Wendet man dieses Theorem auf die Gleichungen (3.137) und
(3.138) an erha¨lt man
||F ||H2 =

 1
2π
∞∫
−∞
spur(F ∗(−ıω) · F (ıω)) dω


1
2
(3.139)
und
||F ||H∞ = sup
ω∈R
σmax(F (ıω)). (3.140)
Hat die Funktion F : C → Cq×m keine Singularita¨ten (Pole) auf der imagina¨ren Achse und ist
weder in der offenen rechten Halbebene C+ noch der offenen linken Halbebene C− der komplexen
Ebene analytisch, dann ist die Hp-Norm nicht definiert. In diesem Fall ko¨nnen die folgend
definierten Lp-Normen fu¨r den Frequenzbereich verwendet werden.
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Definition 3.28 (Lp -Normen fu¨r den Frequenzbereich) Sei F : C → Cq×m eine q × m
komplexwertige Funktion. Fu¨r 1 ≤ p ≤ ∞ wird mit
||F ||Lp =


(
sup
β∈R
∞∫
−∞
||F (ıω)||pp dω
) 1
p
, fu¨r 1 ≤ p <∞
sup
ω∈R
σmax(F (ıω)), fu¨r p =∞
(3.141)
die Lp-Norm fu¨r den Frequenzbereich definiert.
Mit Hilfe dieser Normen lassen sich die Lp-Ra¨ume fu¨r den Frequenzbereich definieren.
Definition 3.29 (Lp -Ra¨ume fu¨r den Frequenzbereich) Fu¨r 1 ≤ p ≤ ∞ wird mit Lp(ıR)
der Raum aller F : C → Cq×m mit ||F ||Lp <∞ bezeichnet. D.h.
Lp(ıR) = {F : C → Cq×m : ||F ||Lp <∞}, fu¨r 1 ≤ p ≤ ∞. (3.142)
3.5.2 Systemnormen
Zur Definition von Systemnormen werden LTI Systeme der Form (3.12) betrachtet. Eine wichtige
Norm zur Analyse von Systemen ist die Hankel-Norm, die mit Hilfe der Hankel-Singula¨rwerte
des Systems bestimmt werden kann.
Definition 3.30 (Hankel-Norm) Die Hankel-Norm eines stabilen LTI-Systems Σˇ1o ist durch
||Σˇ1o||H = sup
u∈L2(−∞,0)
||y||2
||u||2 (3.143)
definiert, wobei L2(−∞, 0) den Banachraum der auf dem Intervall [−∞, 0] zweifach Lebesgue-
integrierbaren Funktionen bezeichnet.
Die Hankel-Norm entspricht dem betragsgro¨ßtem Hankel-Singula¨rwert des Systems Σˇ1o [76].
Daraus la¨sst sich mit (3.131) schließen, dass gilt
||Σˇ1o||H = σmax = max
1≤k≤2n
{σk(H)} = max
1≤k≤2n
{
√
λ(PQ)}. (3.144)
Weiterhin gilt fu¨r die Hankel-Norm der U¨bertragungsfunktion H(s) = C(sI − Aˇ)−1Bˇ:
||Σˇ1o||H = ||H(s)||H = σmax. (3.145)
Eine weitere Norm zur Analyse von Systemen ist die H2-Norm, die als die L2-Norm der Impuls-
antwort im Zeitbereich definiert ist:
||Σˇ1o||H2 = ||h||L2 . (3.146)
Diese Norm ist nur fu¨r stabile Systeme beschra¨nkt [10]. In diesem Fall gilt mit (3.139):
||Σˇ1o||2H2 =
∞∫
0
spur((h(t))∗ · h(t)) dt = 1
2π
∞∫
−∞
spur((H(−ıω))∗ ·H(ıω)) dω. (3.147)
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Die zweite Gleichung folgt dabei durch Verwendung des Satzes von Parseval. Mit der Gleichung
(3.116) fu¨r T =∞ erha¨lt man:
||Σˇ1o||2H2 =
∞∫
0
spur
(
BeAˇ
∗
tC∗CeAˇtB
)
dt = spur(Bˇ
∗
QBˇ). (3.148)
Da gilt spur(h∗(t)h(t)) = spur(h(t)h∗(t)), folgt mit (3.114) fu¨r T = ∞, dass ebenfalls die
Gleichung
||Σˇ1o||2H2 = spur(CPC∗) (3.149)
gilt.
Definition 3.31 (H2-Norm) Die H2-Norm eines LTI-Systems Σˇ1o ist durch
||Σˇ1o||H2 =
√
spur(Bˇ
∗
QBˇ) =
√
spur(CPC∗) (3.150)
definiert, wobei P die unendliche Gramsche Steuerbarkeitsmatrix (3.117) und Q die unendliche
Gramsche Beobachtbarkeitsmatrix (3.118) des Systems sind.
Da nach [36] die Frobenius-Norm, von der sich die H2-Norm ableitet, keine induzierte Norm ist,
aber in [37] gezeigt wird, dass
√
λmax(CPC
∗) eine induzierte Norm ist, folgt, dass die H2-Norm
nur im Fall eines SISO-Systems eine induzierte Norm ist [10].
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Kapitel 4
Grundlagen der Strukturdynamik
In diesem Kapitel sollen zuna¨chst die zum Versta¨ndnis des weiteren Vorgehens wichtigen Grund-
lagen der Strukturdynamik dargestellt werden. Die Darstellungen dieses Kapitels orientieren sich
dabei an den Darstellungen in [75].
Eine Struktur ist als ein lineares System definiert, welches folgende Eigenschaften aufweist:
• Es ist endlich dimensional.
• Es ist steuerbar und beobachtbar.
• Seine Pole sind komplex mit kleinem Realteil.
• Die Pole treten nicht geha¨uft auf.
Des weiteren zeichnen sich mechanische Strukturen zusa¨tzlich durch die folgenden Eigenschaften
aus:
• Das dynamische Verhalten einer mechanischen Struktur kann durch unabha¨ngige Koordi-
naten beschrieben werden, die Moden genannt werden.
• Vorhandene Pole treten konjugiert komplex auf. Dabei ist der Realteil typischerweise klein.
• Die Impulsantwort einer mechanischen Struktur besteht aus harmonischen Komponenten,
die mit komplexen Polen in Verbindung stehen.
• Jedes konjugiert komplexe Polpaar repra¨sentiert eine Strukturmode.
• Der Realteil eines Poles repra¨sentiert die Da¨mpfung einer Mode.
• Der Absolutbetrag eines Poles repra¨sentiert die Eigenfrequenz einer Mode.
Strukturmodelle ko¨nnen entweder mit Hilfe physikalischer Gesetze, wie z. B. mit den Newton-
schen Bewegungsgesetzen, den Bewegungsgleichungen nach Lagrange, mit dem Prinzip nach
D’Alembert [130] oder mit der Methode der Finiten Elemente (FE) [189] gewonnen werden. Da-
bei ko¨nnen die Modelle entweder im Zeitbereich, durch ein System von Differenzialgleichungen
(DGL), oder im Frequenzbereich, durch eine U¨bertragungsfunktion, dargestellt werden.
Fu¨r die strukturmechanischen Berechnungen werden in dieser Arbeit Finite-Elemente-Modelle
verwendet. In Abschnitt 7.3 wird na¨her dargestellt, dass hierbei auf einen umfangreihen Kennt-
nisstand aufgebaut werden kann.
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Im ersten Abschnitt 4.1 dieses Kapitels erfolgt zuna¨chst die Beschreibung der in dieser Arbeit ver-
wendeten Darstellung von Strukturmodellen durch lineare zeitinvariante Differenzialgleichungs-
systeme. Darauf erfolgt im Abschnitt 4.2 die Beschreibung der Methode der Modaltransforma-
tion dieser Systeme. Abschnitt 4.3 widmet sich dem Problem der Da¨mpfung eines mechanischen
Systems. Im abschließenden Anschnitt 4.4 dieses Kapitels erfolgt die spezielle Beschreibung von
Strukturmodellen durch ihre U¨bertragungsfunktionen.
4.1 Strukturmodelle
Das Verhalten mechanischer Systeme wird u¨blicherweise mit Differenzialgleichungen zweiter
Ordnung beschrieben. In dieser Arbeit wird dabei der wichtige Spezialfall einer Beschreibung
mit Hilfe eines Systems linearer zeitinvarianter Differenzialgleichungen zweiter Ordnung betrach-
tet. Bei diesen Differenzialgleichungssystemen dienen die Freiheitsgrade des zugrunde liegenden
Strukturmodells zur Beschreibung der Dynamik des mechanischen Systems.
Die Modellierung einer mechanischen Struktur erfolgt u¨blicherweise mit der FEM. Eine ausfu¨hr-
lichere Beschreibung der Anwendung der Methode der finite Elemente zur Modellierung von
Werkzeugmaschinen erfolgt in Abschnitt 7.3.2. Die FEM liefert, unter der Annahme eines li-
nearen Verhaltens der Sto¨rbewegungen x(t), ein Differenzialgleichungssystem zweiter Ordnung
(Bewegungsgleichungssystem) der Form:
Mx¨(t) +Kx(t) = Fu(t)
y(t) = Cp x(t) +Cv x˙(t),
(4.1)
wobei M ,K ∈ Rn×n, F ∈ Rn×m und Cp,Cv ∈ Rq×n. M stellt in dieser Darstellung die
Massenmatrix undK die Steifigkeitsmatrix des Systems dar. Die Matrizen F sowie Cp und Cv
werden Eingangs- bzw. Ausgangsmatrizen genannt. Man nennt x(t) ∈ Rn die Position oder den
Zustand des Systems, u(t) ∈ Rm den Eingang und y(t) ∈ Rq den Ausgang des Systems.
Bei der Modellierung der Werkzeugmaschinenstruktur mit finiten Elementen wird zuna¨chst
auf die Modellierung der Da¨mpfung verzichtet. Diese kann in Form einer Da¨mpfungsmatrix
D ∈ Rn×n hinzugefu¨gt werden. In Abschnitt 4.3 wird das Problem der Da¨mpfung von Struk-
turmodellen durch die Wahl einer geeigneten Da¨mpfungsmatrix na¨her betrachtet. Es ergibt sich
somit die Beschreibung des geda¨mpften Gesamtsystems zu:
Mx¨(t) +Dx˙(t) +Kx(t) = Fu(t)
y(t) = Cp x(t) +Cv x˙(t).
(4.2)
Werden bei der Modellierung der mechanischen Struktur mit der FEM nicht-massebehaftete
Federelemente zur Verbindung von Maschinenteilen und Schalenelemente eingesetzt, ist die
Massenmatrix im Allgemeinen singula¨r. Man erha¨lt in diesem Fall ein System von Algebro-
Differenzialgleichungen (DAE) zweiter Ordnung der Form (4.2).
Unter Vernachla¨ssigung gyroskopischer Kra¨fte (Kreiseleffekte) und nichtkonservativer Lagekra¨fte
(z.B. Reib- oder zirkulatorische Kra¨fte) sind die Koeffizientenmatrizen symmetrisch mit
M =MT > 0, D =DT ≥ 0, und K =KT ≥ 0. (4.3)
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Im Fall des ha¨ufig verwendeten konzentrierten Massenansatzes ist die Massenmatrix sogar dia-
gonal.
Definition 4.1 Ein System der Form (4.1) heißt
• konservativ, wenn fu¨r die Da¨mpfungsmatrix D ≡ 0 gilt.
• dissipativ, wenn fu¨r die Da¨mpfungsmatrix D 6≡ 0 gilt.
Das erhaltene System beschreibt das Verhalten der mechanischen Struktur. Es ko¨nnen nun
Kra¨fte und Momente auf das Modell der Struktur gegeben werden, um Analysen bezu¨glich des
Verhaltens der Struktur anstellen zu ko¨nnen.
4.2 Die Modaltransformation
Die Dimension und die Bandbreite1 der Systemmatrizen der Bewegungsgleichungen werden
durch den Diskretisierungsgrad und die Topologie des erzeugten Strukturmodells bestimmt.
Da die Bandbreite den Kopplungsgrad der Gleichungen bestimmt und der Rechenaufwand mit
der Zahl der Kopplungen zunimmt, wird ha¨ufig eine Reduktion der Bandbreite angestrebt.
Wa¨hrend durch Permutation der Zeilen- und Spalten der Systemmatrizen lediglich eine Mi-
nimierung der Bandbreite erreichbar ist, kann, wenn die Bedingungen (4.3) vorliegen, durch
U¨bergang auf generalisierte Koordinaten eine Diagonalstruktur der Matrizen erzielt werden,
wodurch das Gleichungssystem vollsta¨ndig entkoppelt wird [145].
Hierzu wird ein A¨hnlichkeitsoperator Φ gesucht, mit dessen Hilfe die Knotenverschiebungen x
in Abha¨ngigkeit der generalisierten Verschiebungen q(t) angegeben werden ko¨nnen:
x(t) = Φq(t). (4.4)
Zur Berechnung eines Operators Φ wird die homogene Systemgleichung
Mx¨(t) +Dx˙(t) +Kx(t) = 0 (4.5)
des Systems zweiter Ordnung der Form (4.2) betrachtet. Einsetzen des Ansatzes x = eλitφi mit
λi ∈ C und φi ∈ Cn fu¨hrt auf das quadratische Eigenwertproblem
(λ2iM + λiD +K) · φi = 0, (4.6)
siehe [3]. Sind die Eigenschaften (4.3) erfu¨llt, dann besitzt das quadratische Eigenwertproblem
(4.6) 2n reelle oder paarweise komplex konjugierte Eigenwerte λi, i = 1, . . . , n. Jeder Rechtsei-
genvektor φi zu λi ist dann auch gleichzeitig ein Linkseigenvektor φ¯i zum konjugiert komplexen
Eigenvektor λ¯i mit
φ¯i · (λ¯2iM + λ¯iD +K) = 0, (4.7)
1Als Bandbreite einer Matrix wird in der numerischen Mathematik die Anzahl der Hauptdiagonalen plus der
Anzahl der Nebendiagonalen, deren Elementen ungleich Null sind, bezeichnet.
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siehe [177]. Die Eigenvektoren sind dabei reell oder der Linkseigenvektor liegt als das komplex
konjugierte des Rechtseigenvektors vor.
Besitzt das System keine oder eine proportionale Da¨mpfungsmatrix, so la¨sst sich anstelle der
Gleichung (4.5) das Eigenwertproblem des konservativen Systems betrachten, da dessen Eigen-
vektoren mit denen des geda¨mpften Systems u¨bereinstimmen. Beispielsweise la¨sst sich dazu die
freie Schwingung des konservativen Systems betrachten. An Stelle der Gleichung (4.5) wird in
diesem Fall die homogene Gleichung (4.1) des Systems
Mx¨(t) +Kx(t) = 0 (4.8)
betrachtet. Einsetzen von x = eλitφi mit λi ∈ C und φi ∈ Cn in Gleichung (4.8) ergibt das
Eigenwertproblem:
(K + ω2iM )φi = 0. (4.9)
Bei der Gleichung (4.9) handelt es sich um ein verallgemeinertes Eigenwertproblem der Form
(2.8), das in Abschnitt 2.1 bereits beschrieben wurde. Die nichttrivialen Lo¨sungen dieses Eigen-
wertproblems sind durch die Eigenwerte ω2i , i = 1, . . . n gegeben, wobei der Wert ωi die i-te
Eigenfrequenz genannt wird. Einsetzen der Werte ωi in Gleichung (4.9) liefert zu jedem Eigen-
wert ω2i den korrespondierenden Eigenvektor φi, i = 1, . . . n, der die Gleichung erfu¨llt. Der i-te
Vektor φi wird i-te Eigenmode genannt. Die Eigenwerte λi sind, bei symmetrischer und positiv
definiter Matrix M und symmetrischer Matrix K, negativ und reell und ko¨nnen als −λi = ω2i
mit der Eigenfrequenz ωi ∈ R geschrieben werden.
Die Gleichung (4.9) gewa¨hrleistet zwar die Bestimmbarkeit linear unabha¨ngiger Eigenvektoren,
allerdings sind diese nicht eindeutig definiert und bedu¨rfen der Normierung. Die Eigenvektoren
bilden eine Basis, wobei deren Orthogonalita¨t hinsichtlich der Entkopplung des Systems eine
wichtige Eigenschaft darstellt. Es ist u¨blich, als weitere Bedingung fu¨r die Eindeutigkeit der
Eigenvektoren die Massen-Orthonormalita¨t einzufu¨hren:
φTi Mφj = δi j , (4.10)
wobei δi j das Kronecker-Symbol mit
δi j =
{
1, fu¨r i = j
0, fu¨r i 6= j (4.11)
darstellt. Durch diese Normierung beschreiben die generalisierten Verschiebungen q(t) = ΦTx(t)
die Bewegungen von Einheitsmassen.
Die Eigenvektoren φi ko¨nnen nun spaltenweise zur Eigenvektormatrix Φ und die Eigenwerte ω
2
i
zur diagonalen Eigenwertmatrix Ω2 zusammengefasst werden:
Φ = [φ1, . . . ,φn ] und Ω
2 = diag(ω2i ). (4.12)
Damit lautet die Lo¨sung des Eigenwertproblems: (4.9)
KΦ+MΦΩ2 = 0. (4.13)
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Nach Multiplikation mit ΦT von links, gilt wegen der Massen-Orthonormalita¨t (4.10):
ΦTMΦ = I und ΦTKΦ = Ω2. (4.14)
Die Gleichungen (4.14) machen deutlich, dass die Eigenvektormatrix Φ als A¨hnlichkeitsopera-
tor zur Diagonalisierung der Systemmatrizen M und K aus Gleichung (4.1) verwendet werden
kann. Da die Eigenlo¨sungen jeweils eine Schwingungsmode der Struktur beschreiben, bezeich-
net man den Operator Φ als Modalmatrix oder Modalbasis und die Transformation (4.4) als
Modaltransformation. Letztere beschreibt die Knotenverschiebung x durch Linearkombination
der Eigenvektoren φi mit den generalisierten (modalen) Verschiebungen q(t) als Linearfaktoren.
Ein Eigenvektor φi stellt dabei die Schwingungsform einer Mode mit der Eigenkreisfrequenz ωi
dar.
Wendet man die so bestimmte Modaltransformation (4.4) auf das gekoppelte Gleichungssystem
(4.2) an, so erha¨lt man nach linksseitiger Multiplikation mit ΦT die entkoppelten Bewegungs-
gleichungen in den modalen Koordinaten q(t):
M¯q¨(t) + D¯q˙(t) + K¯q(t) = F¯ u(t)
y(t) = C¯p q(t) + C¯v q˙(t)
(4.15)
mit
M¯ = ΦTMΦ = I, D¯ = ΦTDΦ, K¯ = ΦTKΦ = Ω2,
F¯ = ΦTF , C¯p = CpΦ, C¯v = CvΦ.
(4.16)
Die Darstellungsform (4.16) wird Modaldarstellung des Modells genannt.
Wa¨hrend die Diagonalform der modalen Massenmatrix M¯ und der modalen Steifigkeitsmatrix
K¯ durch die Bestimmung der Modalmatrix Φ u¨ber das reelle Eigenwertproblem (4.9) des kon-
servativen Systems (4.8) gewa¨hrleistet wird, gelingt die Diagonalisierung der Da¨mpfungsmatrix
nur fu¨r den Sonderfall einer zur Massen- und Steifigkeitsmatrix proportionalen Da¨mpfung, siehe
dazu Abschnitt 4.3.
4.3 Da¨mpfung
Grundsa¨tzlich kann die Da¨mpfungsmatrix D in Gleichung (4.3), ebenso wie die Massen- und
Steifigkeitsmatrizen, aus elementweisen Beitra¨gen zusammengesetzt werden, siehe dazu [18, 190].
Die Bestimmung physikalischer Da¨mpfungsparameter ist jedoch schwierig und mit großen Streu-
ungen behaftet, da die Da¨mpfungsverha¨ltnisse in mechanischen Systemen einer Vielzahl von
Einflu¨ssen unterliegen. Die Da¨mpfungsmatrix D kann daher im Allgemeinen und besonders bei
FE-Modellen komplexer modellierter mechanischer Strukturen nicht in der gleichen Weise wie die
Massen- und Steifigkeitsmatrix durch Elemente mit diskreten Da¨mpfungseigenschaften konstru-
iert werden. In der praktischen Anwendung muss die dissipierende Energie somit na¨herungsweise
mit einem globalen Ansatz erfasst werden.
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Ist die Da¨mpfungsmatrix D positiv definit, so spricht man von vollsta¨ndiger Da¨mpfung. Ist D
nur semidefinit, wird jedoch die Bedingung
detK 6= 0,
rang
([
M−1D (M−1K)M−1D · · · (M−1K)n−1M−1D ]) = n (4.17)
erfu¨llt, liegt durchdringende Da¨mpfung vor [117].
Anmerkung 4.1 Fu¨r strukturmechanische Probleme ist die Da¨mpfungsmatrix gewo¨hnlich sym-
metrisch und aus physikalischen Gru¨nden auch positiv definit, siehe [3, 128].
Fu¨r Werkzeugmaschinen haben sich, da die Da¨mpfung typischerweise niedrig und im System
verteilt ist, sowohl der modale als auch der proportionale Da¨mpfungsansatz als gute Na¨herungen
erwiesen [56, 107, 175].
4.3.1 Modaler Da¨mpfungsansatz
Der modalen Da¨mpfung liegt die Annahme zu Grunde, dass jede Eigenfrequenz fu¨r sich geda¨mpft
wird, wobei die Kopplung zwischen den Eigenfrequenzen infolge der Da¨mpfung vernachla¨ssigt
wird. Somit gilt
ΦTi ·D ·Φj =
{
0, fu¨r i 6= j
2ωiDL,i, fu¨r i = j
(4.18)
mit der i-ten Eigenmode Φi, der Eigenkreisfrequenz ωi und dem Lehrschen Da¨mpfungsmaß DL,i
der i-ten Eigenfrequenz des ungeda¨mpften Systems [18].
In vielen Fa¨llen, in welchen Erfahrung mit spezifischen mechanischen Strukturen vorhanden sind,
sind die Lehrschen Da¨mpfungsmaße DL,i bekannt oder ko¨nnen gescha¨tzt werden. Diese Lehr-
schen Da¨mpfungsmaße ko¨nnen in den entkoppelten Bewegungsgleichungen (4.15) beru¨cksichtigt
werden, indem sie in eine Lehr’sche Da¨mpfungsmatrix der Form
DL = diag(DL,i ) (4.19)
eingebracht werden.
Die fu¨r die modale Darstellung der Bewegungsgleichungen (4.15) geforderte Diagonalform der
Da¨mpfungsmatrix D¯ in (4.16) wird somit mit
D¯ = ΦTDΦ = 2ΩDL = diag(2ωiDL,i) (4.20)
unmittelbar erfu¨llt.
Wegen der Diagonalgestalt der Matrix Ω kann das Gleichungssystem (4.16) auch als
q¨(t) + diag(2ωiDL,i) q˙(t) + diag(ω
2
i ) q(t) = F¯ u(t)
y(t) = C¯p q(t) + C¯v q(t),
(4.21)
mit F¯ , C¯p und C¯v wie in (4.16), geschrieben werden.
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4.3.2 Proportionaler Da¨mpfungsansatz
Allgemein la¨sst sich eine Da¨mpfungsmatrix durch eine Reihenentwicklung nach Caughey als
D =M ·
r−1∑
k=0
ak(M
−1 ·K)k (4.22)
konstruieren [35]. Die Koeffizienten ak ko¨nnen beispielsweise anhand von Messwerten festgelegt
werden, siehe [18, 3].
Soll das Gleichungssystem ohne vorherige Reduktion der Dimension gelo¨st werden oder sind die
Moden des Systems nicht bekannt, la¨sst sich aus der Gleichung (4.22) mit r = 2 der ha¨ufig
verwendete Sonderfall der Rayleigh-Da¨mpfung, eines proportionalen Ansatzes aus einer Linear-
kombination der Massen- und Steifigkeitsmatrix mit Da¨mpfungsparametern α, β < 1 verwenden:
D = αM + βK. (4.23)
Die fu¨r die Darstellung der Bewegungsgleichungen (4.15) geforderte Diagonalform der Da¨mp-
fungsmatrix D¯ in (4.16) wird dann durch die Gleichung
D¯ = ΦT (αM + βK)Φ = αI + βΩ2 = diag( di ), (4.24)
wobei di = α+ βω
2
i gilt, erfu¨llt.
Damit kann das Gleichungssystem (4.16) auch als
q¨(t) + diag(α+ βω2i ) q˙(t) + diag(ω
2
i )q(t) = F¯ u(t)
y(t) = C¯p q(t) + C¯v q(t),
(4.25)
mit F¯ , C¯p und C¯v wie in (4.16), geschrieben werden.
Durch Gleichsetzen von (4.20) und (4.24) erha¨lt man eine Vorschrift zur Berechnung des i-ten
Lehr’schen Da¨mpfungsmaßes DL,i fu¨r den Fall einer proportionalen Da¨mpfung des Systems:
α+ βω2i = 2ωiDL,i ⇒ DL,i = α ·
1
2ωi
+ β · ωi
2
, fu¨r i = 1, . . . , n. (4.26)
4.4 U¨bertragungsfunktionen von Strukturmodellen
Um globale Aussagen u¨ber das dynamische Verhalten von mechanischen Strukturen treffen zu
ko¨nnen, ist neben der Darstellung im Zeitbereich die Darstellung im Frequenzbereich u¨blich. Da-
zu werden die U¨bertragungsfunktionen zwischen den Orten der Krafteinleitung (Systemeingang)
und des Abgriffs von Systemantworten (Systemausgang) berechnet [175].
Dazu wird das U¨bertragungsverhalten von u(s) nach y(s) an den Stelle s des Frequenzbereiches
betrachtet:
Y (s) =H(s)U (s), (4.27)
wobei U(s) und Y (s) die Laplace-Transformierten des Eingangs u(t) und des Ausgangs y(t)
des linearen Systems darstellen.
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Wendet man die Laplace-Transformation auf die Gleichungen (4.2) eines Systems zweiter Ord-
nung um den Punkt x(0) = 0 an, erha¨lt man die U¨bertragungsfunktion:
H(s) = (Cp + sCv)(s
2M + sD +K)−1F , (4.28)
siehe Gleichung (3.25) aus Abschnitt 3.2.1.
Anmerkung 4.2 Mit Hilfe der Anmerkung 3.3 aus Abschnitt 3.1 ergibt sich, dass die U¨bertra-
gungsfunktion unter der Koordinaten-Transformation invariant ist, d. h. es gilt
(C˜p + s C˜v)(s
2M˜ + sD˜ + K˜)−1F˜ = (Cp + sCv)(s
2M + sD +K)−1F , (4.29)
fu¨r M˜ , D˜, K˜, F˜ , C˜p, C˜v wie in (3.10).
Mit Verwendung von (4.21) bzw. (4.25) in (4.28) kann die U¨bertragungsfunktion einer einzelnen
Eigenmode wie in der folgenden Definition angegeben werden.
Definition 4.2 (U¨bertragungsfunktion einer einzelnen Eigenmode) Die U¨bertragungs-
funktion der i-ten Eigenmode ist definiert durch
Hi(s) =
[C¯p + s C¯v]∗ i · [F¯ ]i ∗
ω2i − ω2 + 2 s ωiDL,i
, (4.30)
wobei [C¯p+s C¯v]∗ i ·[F¯ ]i ∗ das dyadische Produkt der i-ten Spalte der Matrix (C¯p+s C¯v) und der i-
ten Zeile von F¯ i sowie ωi und DL,i die i-te Eigenfrequenz bzw. das i-te Lehrsche Da¨mpfungsmaß
bezeichnet.
Die U¨bertragungsfunktion erha¨lt man als Summe der Anteile der einzelnen Eigenmoden
H(s) =
n∑
i=1
Hi(s) =
n∑
i=1
[C¯p + s C¯v]∗ i · [F¯ ]i ∗
ω2i − ω2 + 2 s ωiDL,i
. (4.31)
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Kapitel 5
Grundlagen der Modellreduktion
Dieses Kapitel stellt die Grundlagen fu¨r die Methoden und Konzepte der Verfahren zur Modell-
reduktion vor. In Abschnitt 5.1 erfolgt die Problemdefinition der Modellreduktion, wobei auch
ausfu¨hrlich auf die Anspru¨che an ein reduziertes Modell eingegangen wird. Da in dieser Arbeit
Reduktionsverfahren, die auf Projektion basieren betrachtet werden, erfolgt im darauf folgenden
Abschnitt 5.2 die Beschreibung der Modellreduktion durch Projektion.
5.1 Problemstellung der Modellreduktion
In diesem Abschnitt wird die Problemstellung der Modellreduktion beschrieben. Dazu wird
zuna¨chst das Problem der Modellreduktion na¨her erla¨utert. In einem weiteren Abschnitt werden
die grundsa¨tzlichen Anspru¨che, die an ein Reduktionsverfahren gestellt werden, dargestellt.
5.1.1 Problemstellung
Eine Modellreduktion ist u¨berall dort von No¨ten, wo sehr große Modelle zur Anwendung kom-
men. Große Modelle entstehen in vielen Anwendungsgebieten wie z.B beim Entwurf von inte-
grierten Schaltungen, in der Mikrosystemtechnik, der Luft und Raumfahrt, der Erdbebenfor-
schung oder bei der Untersuchung von Schwingungsproblemen. Die Modelle dienen dabei der
Analyse, dem Entwurf, der Optimierung von Systemen oder dem Reglerentwurf.
Sollen oder mu¨ssen bestimmte Eigenschaften einer komplexen physikalischen Struktur durch ein
Modell mit einem hohen Detaillierungsgrad abgebildet werden, resultiert dies u¨blicherweise in
Differenzialgleichungssysteme, die sehr große Dimensionen aufweisen. Trotz gestiegener Rechen-
leistung der Computertechnik ist eine Simulation mit diesen Systemen meist nicht praktikabel.
Vor einer weiteren Verwendung der Modelle ist somit eine Reduktion der Dimension der zugrun-
de liegenden Systeme meist unumga¨nglich.
Ein Anwendungsgebiet, in dem die Reduzierung von Modellen unumga¨nglich ist, ist die Si-
mulation von Werkzeugmaschinen. Wie in Abbildung 5.1 dargestellt, wird die Reduktion nach
Aufstellen eines hochdimensionalen Modells des mechanischen Systems durchgefu¨hrt.
Bei der Modellreduktion eines Systems wird ein System mit kleinerer Dimension gesucht, das eine
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Abbildung 5.1: Einsatz der Modellreduktion bei der Simulation von Werkzeugmaschinen
Berechnung einer Lo¨sung des Systems mit geringerem Zeit- und Speicheraufwand ermo¨glicht und
dabei die Eigenschaften des Originalsystems mo¨glichst gut approximiert. Die Eigenschaften des
Originalsystems wie Stabilita¨t, Steuerbarkeit und Beobachtbarkeit sollen dabei erhalten bleiben.
Das Ziel des Reduktionsprozesses besteht darin, ein reduziertes System Σˆ mit Ausgang yˆ(t) zu
ermitteln, so dass ‖y(t)− yˆ(t)‖ fu¨r alle zula¨ssigen Eingangssignale u(t), bezu¨glich einer geeignet
gewa¨hlten Norm || · ||, klein ist. Fu¨r die in dieser Arbeit betrachteten Systeme bedeutet dies
die Reduzierung der originalen Systemmatrizen auf eine Dimension r < 100 bei mo¨glichst guter
Approximation der U¨bertragungsfunktion im unteren Frequenzband bis 500 Hz. Weiterhin soll
die Impulsantwort bis zu einer Zeit von 0, 5 Sekunden gut approximiert werden.
Neben dieser Anforderung soll ein reduziertes System ggf. weitere spezielle Anforderungen
erfu¨llen, die durch das Anwendungsgebiet, fu¨r die die Reduktion durchgefu¨hrt wird, bestimmt
werden. Die speziellen Anforderungen an reduzierte Systeme im Bereich der Simulation von
Werkzeugmaschinen, werden in Abschnitt 10.2 na¨her dargestellt.
Mit diesen Vorgaben la¨sst sich das Problem der Modellreduktion wie folgt formulieren:
Problem 5.1 Gegeben sei das lineare zeitinvariante (LTI) System in der Zustandsraumdarstel-
lung:
Σ1o :=
{
Ez˙(t) = Az(t) +Bu(t),
y(t) = Cz(t),
(5.1)
mit E,A ∈ R2n×2n, B ∈ R2n×m und C ∈ Rq×2n. Bei der Reduktion eines Systems erster
Ordnung der Form (5.1) wird ein System mit r≪ 2n gesucht, das folgende Form aufweist:
Σˆ1o :=
{
Eˆ ˙ˆz(t) = Aˆzˆ(t) + Bˆu(t),
yˆ(t) = Cˆzˆ(t),
(5.2)
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wobei Eˆ, Aˆ ∈ Rr×r, Bˆ ∈ Rr×m und Cˆ ∈ Rq×r. Die reduzierten Systemmatrizen und der Zustand
zˆ(t) hat im reduzierten System die Dimension r. Der Eingang u(t) bleibt unvera¨ndert und der
Ausgang yˆ(t) stellt eine Approximation an den Ausgang y(t) des Originalsystems dar.
Neben der Reduktion des Systems in Form eines Systems erster Ordnung ist auch die Reduktion
des Systems in Form eines Systems zweiter Ordnung mo¨glich.
Problem 5.2 Gegeben sei das lineare zeitinvariante (LTI) dynamische System in der Darstel-
lung als System zweiter Ordnung:
Σ2o :=
{
Mx¨(t) +Dx˙(t) +Kx(t) = Fu(t),
y(t) = Cpx(t) +Cvx˙(t)
(5.3)
mit M ,D,K ∈ Rn×n, F ∈ Rn×m und Cp,Cv ∈ Rq×n. Bei der Reduktion eines Systems zweiter
Ordnung der Form (5.3) wird ein System mit r≪ n gesucht, das folgende Form aufweist:
Σˆ2o :=
{
Mˆ ¨ˆx(t) + Dˆ ˙ˆx(t) + Kˆxˆ(t) = Fˆ u(t),
yˆ(t) = Cˆpxˆ(t) + Cˆv ˙ˆx(t)
(5.4)
wobei Mˆ , Dˆ, Kˆ ∈ Rr×r, Fˆ ∈ Rr×m und Cˆp, Cˆv ∈ Rq×r. Die reduzierten Systemmatrizen
Mˆ , Dˆ, Kˆ und die Zusta¨nde xˆ(t) haben im reduzierten System die Dimension r ≪ n. Der Ein-
gang u(t) bleibt unvera¨ndert und der Ausgang yˆ(t) stellt eine Approximation an den Ausgang
y(t) des Originalsystems dar.
Der Vorteil der Reduktion eines Systems zweiter Ordnung und nachfolgender Transformation
in ein System erster Ordnung liegt darin, dass die Dimension des Systems zweiter Ordnung nur
halb so groß ist wie die Dimension des Systems erster Ordnung, wodurch die Berechnung eines
reduzierten Systems und die Transformation in ein System erster Ordnung weniger Speicher-
platz in Anspruch nehmen. Zudem ist es mo¨glich, das System erst ohne Da¨mpfung zu reduzieren
und anschließend mit einer proportionalen Da¨mpfung als Linearkombination (4.23) der reduzier-
ten Massen- und Steifigkeitsmatrix oder mit einer modalen Da¨mpfung zu versehen. Bei einer
A¨nderung der Da¨mpfungsparameter ist somit keine erneute Reduktion des Systems notwendig.
5.1.2 Anspruch an das Reduktionsverfahren
Soll ein Reduktionsverfahren auf die hier betrachteten Strukturmodelle angewendet werden, die
zur Simulation des Verhaltens von Werkzeugmaschinen dienen, so muss dieses einige besondere
Bedingungen erfu¨llen. Um detailierte Aussagen u¨ber das Verhalten der Strukturmodelle machen
zu ko¨nnen, sind Vernetzungen mit einer hohen Anzahl an Gitterpunkten notwendig. Dies fu¨hrt
zu Modellen mit einer hohen Anzahl an Freiheitsgraden. Dies spiegelt sich wiederum in einer
hohen Anzahl an Systemgleichungen wider. Die zu reduzierenden Systeme besitzen deshalb hoch-
dimensionale aber du¨nnbesetzte Systemmatrizen. Um ein solches System effizient reduzieren zu
ko¨nnen, muss das Reduktionsverfahren die besondere Struktur der Systemmatrizen ausnutzen.
Neben einem automatischen Reduktionsprozeß werden weitere Anforderungen an das Reduk-
tionsverfahren gestellt, so sollen z. B. wichtige Struktureigenschaften, wie die Stabilita¨t des
Originalsystems, auf das reduzierte System u¨bertragen werden.
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Durch die Verwendung kommerzielle Simulationsumgebungen zur Simulation von Werkzeugma-
schinen werden an das reduzierte System spezielle Bedingungen geknu¨pft. Zur Simulation von
Werkzeugmaschinen werden u¨blicherweise kommerzielle Simulationsumgebungen verwendet, die
ausschließlich mit reellen Systemmatrizen operieren. Deshalb muss das Reduktionsverfahren re-
elle Projektionsmatrizen generieren ko¨nnen, um mit deren Hilfe ein reelles reduziertes System
zu erhalten.
In der Theorie fu¨hrt die in dieser Arbeit beschriebene FEM-Modellierung der Teilkomponenten
einer Werkzeugmaschine zu Modellen, die durch ein stabiles System beschrieben werden. Durch
numerische Rundungsfehler kann jedoch nicht ausgeschlossen werden, dass in der Praxis Modelle
generiert werden, die durch unstabile Systeme beschrieben werden.
In solchen Fa¨llen ist es mo¨glich, das Originalsystem in ein unstabiles reduziertes System zu
reduzieren und anschließend mit Methoden wie z.B. [81, 101], die unstabilen Subsysteme aus
dem reduzierten System eliminieren, in ein stabiles System zu u¨berfu¨hren. Allerdings ist ein
Reduktionsverfahren, das unstabile Systeme zu stabilen reduzierten Systemen reduziert vom
Vorteil.
5.2 Modellreduktion durch Projektion
Die Verfahren, die in dieser Arbeit verwendet werden, basieren auf einer Reduktion durch Pro-
jektion. Die Vorgehensweise um ein reduziertes Modell durch ein Verfahren, das auf Projektion
basiert, zu berechnen, wird hier zuna¨chst am Beispiel eines Systems erster Ordnung der Form
(3.4) dargestellt. Dabei orientiert sich die Darstellung der Vorgehensweise an [111].
Dazu seien V,W ⊆ K2n zwei gegebene Unterra¨ume der Dimension r. Im ersten Schritt wird
die Lo¨sung des Systems z(t) ∈ K2n im Unterraum V der Dimension r approximiert. Dieser
Unterraum wird durch die Matrix V r ∈ K2n×r mit colspan(V r) = V dargestellt, wobei gilt
z(t) ≈ V r zˆ(t). (5.5)
Das Einsetzen von (5.5) in das System (3.4) fu¨hrt auf das u¨berbestimmte System
EV r ˙ˆz(t) = AV r zˆ(t) +Bu(t) + ǫ(t),
y(t) ≈ CV r zˆ(t).
(5.6)
Ist z(t) = V r zˆ(t) die exakte Lo¨sung des Systems (3.4), dann ist ǫ(t) = 0 fu¨r alle t. Da aber im
Allgemeinen die exakte Lo¨sung z(t) kein Element des Unterraumes V ist, bleibt ein Residuum
ǫ 6= 0 bestehen. Um eine eindeutige Lo¨sung des Systems (5.6) zu erhalten, werden r Nebenbedin-
gungen an das Residuum gestellt. Diese werden u¨blicherweise als Orthogonalita¨tsbedingungen
des Residuums bezu¨glich des zweiten UnterraumesW formuliert und Petrov-Galerkin-Bedingung
genannt:
EV r ˙ˆz(t)−AV r zˆ(t)−Bu(t) ⊥ W, fu¨r alle t. (5.7)
Sei Wr eine Matrix, dessen Spalten eine Basis des Unterraumes W aufspannen, d.h.
colspan(Wr) =W, dann kann die Petrov-Galerkin-Bedingung in der Form
W ∗r (EV r
˙ˆz(t)−AV r zˆ(t)−Bu(t)) = 0, fu¨r alle t (5.8)
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geschrieben werden. Unter der Annahme, dass W ∗r V r nicht singula¨r ist, erha¨lt man nach einer
Multiplikation der Gleichung (5.8) von links mit (W ∗r V r)
−1:
(W ∗r V r)
−1W ∗rEV r
˙ˆz(t)− (W ∗r V r)−1W ∗rAV r zˆ(t)− (W ∗r V r)−1W ∗rBu(t) = 0, (5.9)
fu¨r alle t.
Dies liefert das reduzierte System erster Ordnung (5.2) mit den Systemmatrizen
Eˆ =W ∗EV , Aˆ =W ∗AV ,
Bˆ =W ∗B, Cˆ = CV
(5.10)
mit
V = V r und W
∗ = (W ∗r V r)
−1W ∗r . (5.11)
Sind die beiden Matrizen V r undWr biorthogonal, d.h. giltW
∗
r V r = I, dann vereinfachen sich
die Gleichungen (5.11) zu:
V = V r und W
∗ =W ∗r . (5.12)
In Abbildung 5.2 ist die Reduktion durch Projektion eines Systems erster Ordnung grafisch
dargestellt.
Abbildung 5.2: Reduktion eines Systems erster Ordnung durch Projektion
Der folgende Satz zeigt, dass die Wahl der Basen der Unterra¨ume V und W fu¨r die Berechnung
des reduzierten Systems nicht von Bedeutung ist.
Satz 5.1 (A¨quivalenz reduzierter Systeme) Bilden die Spaltenvektoren der Matrizen V˜
und W˜ ebenfalls eine Basis der Vektorra¨ume V bzw. W, dann ist das mit diesen Matrizen
reduzierte System a¨quivalent mit dem durch die Matrizen V und W reduzierten System (5.10).
Beweis: Siehe z. B. [81, 121]. 2
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Werden in den Gleichungen (5.10) zwei unterschiedliche Matrizen V r und Wr zu den entspre-
chenden Unterra¨umen V bzw.W verwendet, handelt es sich um eine Petrov-Galerkin-Projektion.
Wird hingegenWr = V r mit V
∗
r V r = I verwendet, handelt es sich um eine Galerkin-Projektion,
siehe Abschnitt 2.5. Die anhand von Systemen erster Ordnung beschriebene Vorgehensweise
kann auf Systeme zweiter Ordnung u¨bertragen werden. Dazu seien V,W ⊆ Kn zwei gegebene
Unterra¨ume der Dimension r. Betrachtet man ein System zweiter Ordnung der Form (3.1) und
setzt fu¨r den Lo¨sungsvektor x(t) ∈ Kn
x(t) ≈ V r xˆ(t), (5.13)
wobei V r ∈ Kn×r, dann erha¨lt man durch Einsetzen von (5.13) in das System (3.1) das u¨berbe-
stimmte System
MV r ¨ˆx(t) +DV r ˙ˆx(t) +KV r xˆ(t) = F u(t) + ǫ(t),
y(t) ≈ CpV r xˆ(t) +CpV r ˙ˆx(t).
(5.14)
Dies fu¨hrt mit einer Matrix Wr ∈ Kn, so dassW ∗r V r nicht singula¨r ist, zu der Petrov-Galerkin-
Bedingung
(W ∗r V r)
−1W ∗rMV r
¨ˆz(t) + (W ∗r V r)
−1W ∗rDV r
˙ˆz(t) + (W ∗r V r)
−1W ∗rKV r zˆ(t)
− (W ∗r V r)−1W ∗r F u(t) = 0, (5.15)
fu¨r alle t.
Dies liefert das reduzierte System zweiter Ordnung (5.4) mit den Systemmatrizen
Mˆ =W ∗MV , Dˆ =W ∗DV , Kˆ =W ∗KV ,
Fˆ =W ∗F , Cˆp =W
∗CpV , Cˆv =W
∗CvV
(5.16)
mit
V = V r und W
∗ = (W ∗r V r)
−1W ∗r . (5.17)
Sind die beiden Matrizen V r undWr biorthogonal, d.h. giltW
∗
r V r = I, dann vereinfachen sich
die Gleichungen (5.17) zu:
W ∗ =W ∗r und V = V r. (5.18)
In Abbildung 5.3 ist die Reduktion durch Projektion eines Systems zweiter Ordnung grafisch
dargestellt.
Wird ein Projektionsverfahren auf ein System erster Ordnung in der Form einer verallgemeiner-
ten Zustandsdarstellung der Form (3.4) angewendet, das aus der Transformation eines Systems
zweiter Ordnung der Form (3.1) entstanden ist, dann kann im Allgemeinen nicht davon ausge-
gangen werden, dass die spezielle Struktur der Systemmatrizen E und A der Zustandsdarstel-
lung, im reduzierten System (5.10) erhalten bleibt. Eine hinreichende Bedingung dafu¨r ist die
Verwendung blockdiagonaler Projektionsmatrizen
V =

 V r 0
0 V r

 ∈ K2n×2r, W =

 Wr 0
0 Wr

 ∈ K2n×2r, (5.19)
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Abbildung 5.3: Reduktion eines Systems zweiter Ordnung durch Projektion
mit V r,Wr ∈ Kn×r in (5.11).
Ist daru¨ber hinaus das Produkt W ∗r V r = I regula¨r und liegt nach der Transformation des
Systems zweiter Ordnung der Form (3.1) ein System erster Ordnung in allgemeiner Form mit
den Systemmatrizen (3.5) undN = I vor, so kann das erhaltene reduzierte System wieder direkt
als System zweiter Ordnung mit den reduzierten Systemmatrizen
Mˆ =W ∗rMV r, Dˆ =W
∗
rDV r, Kˆ =W
∗
rKV r,
Fˆ =W ∗r F , Cˆp = CpV r, Cˆv = CvV r.
(5.20)
geschrieben werden.
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Kapitel 6
Aufbau und Funktionsweise von
Werkzeugmaschinen
Im Werkzeugmaschinenbau haben sich mechatronische Systeme den rein mechanischen Kon-
struktionen zunehmend als u¨berlegen erweisen. In modernen Werkzeugmaschinen werden des-
halb bereits neben den Regeleinrichtungen auch die Komponenten zur Ansteuerung der Lei-
stungselektronik in zunehmenden Maße digital realisiert. Diese Entwicklung wurde und wird
weiterhin durch die Leistungszunahme von Mikroprozessoren und den Fortschritten in den Be-
reichen der Informations- und Elektrotechnik vorangetrieben. Aus diesem Grund stellen moderne
Werkzeugmaschinen in ihrer heutigen Auspra¨gung Beispiele fu¨r mechatronische Systeme dar.
In diesem Kapitel wird die Auspra¨gung der in dieser Arbeit betrachteten Werkzeugmaschinen
dargestellt, wobei die Beschreibung des Aufbaus und der Funktionsweise moderner Werkzeug-
maschinen im Mittelpunkt steht. Die zur Unterstu¨tzung der Auslegung von Werkzeugmaschinen
no¨tige Simulation wird im folgenden Kapitel na¨her dargestellt.
Die Themengebiete der beiden folgenden Kapitel stehen nicht im Fokus dieser Arbeit, weshalb an
dieser Stelle der Arbeit nur auf die Grundlagen des Aufbaus und der Funktionsweise von Werk-
zeugmaschinen eingegangen werden kann, deren Kenntnis zum Versta¨ndnis der nachfolgenden
Kapitel beitragen sollen. Zu diesem Zweck werden in den beiden folgenden Kapitel Beschreibun-
gen und Darstellungen verwendet, die den Beschreibungen und Darstellungen des Aufbaus und
der Funktionsweise von Werkzeugmaschinen in [138] entlehnt sind.
6.1 Aufbau und Funktionsweise
Die Grundlage einer Werkzeugmaschine bildet immer ein mechanisches Grundsystem, das soge-
nannte Maschinengestell. Dabei handelt es sich um einen kinematischen Bewegungsapparat der
spezifische Freiheitsgrade aufweist. Als Beispiel fu¨r ein solches Grundgestell ist in Abbildung
6.1 das Maschinengestell eines Bearbeitungszentrum mit fu¨nf Vorschubachsen dargestellt [138].
Dabei handelt es sich um eine Maschine mit serieller Achskinematik, d.h. die Vorschubachsen
(X,Y,Z,B,C) bilden eine kinematische Kette. Bei der Bewegung einer Vorschubachse werden die
in der Kette nachgelagerten Schlitten als auch das Werkzeug bzw. das Werkstu¨ck mitgefu¨hrt.
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(a) Fu¨nf-achsiges Bearbeitungszentrum (b) Kinematische Achsanord-
nung
Abbildung 6.1: Werkzeugmaschine mit serieller Achskinematik nach [138]
Neben den seriellen Achsanordnungen sind die parallel gefu¨hrten Kinematiken zu benennen.
Bei diesen Maschinen wirken mehrere Stellantriebe auf das bewegte Maschinenelement (z.B.
Werkzeugaufnahme, Maschinentisch) ein. Die Koordination der Antriebe zur Erzeugung gerich-
teter Bewegungen erfordert spezielle Algorithmen, wodurch erweiterte Anforderungen an die
Steuerungstechnik gestellt werden. Parallelkinetische Antriebskonzepte fu¨hren damit zu anders
gearteten Bewegungsapparaten, deren Entwurf und Analyse nach eigenen Kriterien erfolgt. In
dieser Arbeit werden deshalb nur Maschinen mit klassischer Achskinematik betrachtet.
In Abha¨ngigkeit von der Kombination translatorischer und rotatorischer Vorschubachsen besit-
zen das Werkzeug bzw. das Werkstu¨ck spezifische Freiheitsgrade und ko¨nnen u¨ber die Vorschub-
antriebe auf ra¨umlichen Bahnkurven relativ zueinander bewegt werden. Die Trajektorien des
Werkzeugs relativ zum Werkstu¨ck entstehen dabei durch die U¨berlagerung von interpolierten,
geregelten Achsbewegungen, welche unter den Vorgaben der numerischen Steuerung (CNC1)
durch die positionsgeregelten elektrischen Vorschubantriebe erzeugt werden.
Die Werkzeugposition einer Werkzeugmaschine wird u¨ber den sogenannten Tool Center Point
(TCP) beschrieben. Dies ist ein Punkt, der sich an geeigneter Stelle am Werkzeug befindet
und auf den sich Berechnungen oder Messungen beziehen. Um zu beschreiben, welche Lage
das Werkzeug einnehmen soll, genu¨gt es, die Position und Orientierung des TCP im Raum zu
definieren.
Die Abbildung 6.2 stellt das technologische Wirkprinzip von CNC-Maschinen anhand eines drei-
achsigen Systems dar. Wie dargestellt la¨sst sich das Wirkprinzip von CNC-gesteuerten Werk-
zeugmaschinen in die fu¨nf Ebenen der Prozesstechnik, der Mechanik, der Elektrotechnik, der
1Englisch: Computerized Numerical Control
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Abbildung 6.2: Wirkprinzip von CNC-gesteuerten Werkzeugmaschinen mit serieller Kinematik
und lagegeregelten elektrischen Antrieben nach [138]
Regelungstechnik und der Steuerungstechnik gliedern. Auf der Ebene der Mechanik ist die ki-
nematische Kette mit Z- und Y-Schlitten, Maschinenbett und X-Schlitten sowie die meist dreh-
zahlgefu¨hrte (ns,HS) Hauptspindel (HS) zu sehen. Die Hauptspindel fu¨hrt das Werkzeug und
der Schlitten am gegenu¨ber liegenden Ende der kinematischen Kette das Werkstu¨ck. Ein in der
Steuerung integrierter Interpolator berechnet anhand der programmierten Bewegungsanweisun-
gen die Lagesollwerte xs,k fu¨r die einzelnen Achsantriebe (k = X,Y,Z). Fu¨r die bahngetreue
Bewegung der Vorschubachsen auf den gewu¨nschten Bahnkurven werden Antriebsregelungen
mit geeigneten Algorithmen, die auf Messungen und Soll-Ist-Vergleichen der Schlittenposition
xi,k, Motordrehzahlen ni,k und Motorstro¨me Ii,k basieren, verwendet. Die erforderlichen Mo-
tormomente MM,k bzw. Vorschubkra¨fte FV,k werden von Servomotoren (M) erzeugt, die die
dazu beno¨tigte elektrische Leistung durch spannungsgefu¨hrte (Us,k) Leistungsversta¨rker erhal-
ten. Die linearen Vorschubbewegungen werden durch Kugelgewindetriebe (KGT) indirekt durch
elektromechanische Antriebe, wie der Y- und Z-Schlitten in Abbildung 6.2, oder direkt durch
Linearmotoren, wie der X-Schlitten in Abbildung 6.2, realisiert.
In den folgenden Abschnitten 6.2 und 6.3 wird auf den Aufbau und die Funktionsweise der
elektrischen Vorschubantriebe bzw. der Antriebsregelung na¨her eingegangen. Zum Abschluss
des Kapitels wird in Abschnitt 6.4 das dynamische Verhalten von Werkzeugmaschinen na¨her
betrachtet.
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6.2 Vorschubantriebe
6.2.1 Grundaufbau
Der Grundaufbau eines CNC-gesteuerten elektromechanischen Vorschubantriebes besteht in der
CNC, der Achsregelmodule, der Leistungsbaugruppe und dem Antriebsbus. In Abbildung 6.3 ist
der Aufbau eines CNC-gesteuerten elektromechanischen Vorschubantriebes mit Kugelgewinde-
trieb schematisch dargestellt. Der Antriebsbus dient der Kommunikation von Fu¨hrungs-, Stell-
Abbildung 6.3: Aufbau eines CNC-gesteuerten elektromechanischen Vorschubantriebes (Kugel-
gewindetrieb) nach [138]
und Messgro¨ßen. Die Leistungsbaugruppe besteht aus einem Ein- und Ru¨ckspeisemodul mit
Gleichspannungszwischenkreis und Transistorstellern fu¨r die einzelnen Antriebsregelkreise. Die-
se Baugruppe versorgt die elektrischen Antriebe mit der beno¨tigten elektrischen Energie und
geho¨rt mit dem Servomotor zu den elektrotechnischen Funktionselementen des Antriebssystems.
Bei elektromechanischen Vorschubantrieben schließt sich dem Servomotor ein mechanisches U¨-
bertragungssystem an, dieses dient der U¨bertragung des vom Motor abgegebenen Momentes
an den Vorschubschlitten, das durch ein mechanisches Prinzip in eine Vorschubkraft gewandelt
wird.
6.2.2 Elektrische Antriebe
Als elektrische Antriebe werden heute vorwiegend permanenterregte Synchron-
Drehstrommotoren eingesetzt [29]. Durch die Verwendung von Permanentmagneten am
Rotor und der Ankerwicklungen im Stator entfa¨llt beim Synchronmotor die mechanische
Kommutierung. Dies fu¨hrt zu einem Wegfall des mechanischen Verschleißes und zu einem
verbesserten thermischen und dynamischen Verhalten. Dabei erfolgt die Kommutierung des
permanenterregten Servomotor elektronisch. Durch die Verwendung moderner Regelungen,
kann der Synchronmotor nach dem gleichen Prinzip wie der Gleichstrommotor angesteuert
werden, wodurch er ein vergleichbares Regelverhalten aufweist [120, 159].
Das durch den Motor erzeugte Antriebsmoment wird durch das mechanische U¨bertragungs-
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system u¨bertragen und in eine Vorschubkraft gewandelt. Als Elemente zur Kraft-Momenten-
Umsetzung kommen neben den typischen U¨bertragungselementen im Kraftfluss zwischen Motor
und Schlitten wie Kupplungen, Getriebe, Lager und Fu¨hrungen beispielsweise auch Kugelgewin-
detriebe oder Zahnstange-Ritzel-Systeme in Frage. Allgemeine Anforderungen, die im Hinblick
auf ein gutes statisches und dynamisches U¨bertragungsverhalten an die Elemente von mechani-
schen U¨bertragungssystemen gestellt werden, sind eine hohe Steifigkeit, Spielfreiheit und geringe
Tra¨gheit [182].
6.2.3 Mechanische U¨bertragungssysteme
Bei Werkzeugmaschinen ist fu¨r die Realisierung von linearen Vorschubbewegungen der Kugelge-
windetrieb am weitesten verbreitet, siehe Abbildung 6.3. Bei diesem Maschinenelement erfolgt
die Umsetzung der Rotation in eine Linearbewegung durch die Gewindesteigung. Die in der
Gewinderille umlaufenden Kugeln werden nach dem Austritt aus dem Eingriffsgebiet mittels
eines Kugelumlenksystems durch die Mutter hindurch zuru¨ckgefu¨hrt, so dass sich in Bezug auf
den Kugelumlauf ein unbegrenzter Verfahrweg ergibt. Kugelgewindetriebe weisen einen hohen
Wirkungsgrad (0,95-0,98) und eine hohe Lebensdauer auf [30].
Als Alternative zu Kugelgewindetrieben ist der Zahnstange-Ritzel-Antrieb zu nennen. Dieses
System zeichnet sich dadurch aus, dass die Gesamtsteifigkeit des Systems unabha¨ngig vom Ar-
beitsraum der Vorschubachse ist. Dieses System wird auf Grund dieser Eigenschaft bei Groß-
werkzeugen mit niedrigen Drehzahlen und hohen Drehmomenten eingesetzt [30].
Die heute verwendeten modernen Servomotoren sind leistungstark und u¨ber weite Drehzahlberei-
che elektronisch steuerbar. Dies erlaubt ha¨ufig einen vollsta¨ndigen Verzicht auf ein Getriebe zur
Drehzahl- und Momentenanpassung. In diesem Fall wird die Kugelgewindespindel direkt u¨ber
eine Kupplung angetrieben. Kann auf ein Getriebe nicht verzichtet werden, so sind heute neben
Stirnradgetrieben auch Zahnriemengetriebe weit verbreitet, die sich durch gute Da¨mpfungs- und
Gera¨uscheigenschaften auszeichnen.
Um die Momente und Kra¨fte u¨bertragenden Wellen zu fu¨hren und die in radialer und axialer
Richtung auftretenden Kra¨fte aufzunehmen dienen Lager. Dabei werden hinsichtlich der axialen
Lagerung die Fest-Fest-, die Fest-Los- und die angestellte Lagerung als grundsa¨tzliche Lageran-
ordnungen unterschieden. Bei Kugellagern wird die ho¨chste Gesamtsteifigkeit durch Fest-Fest-
Lagerung und Vorspannung der Spindel mit Axial-Radial-Lagern erreicht.
6.2.4 Linear-Direktantriebe
Als Alternative zu den oben vorgestellten elektromechanischen Antriebsystemen hat sich in den
letzten Jahren die Linear-Direktantriebstechnik erwiesen. Im Gegensatz zu den elektromecha-
nischen Antriebsystemen mit rotatorischem Elektromotor und nachgeschaltetem mechanischem
U¨bertragungssystem erfolgt bei diesen Antrieben die Krafterzeugung direkt am Vorschubschlit-
ten, wodurch auf ein mechanisches U¨bertragungssystem verzichtet werden kann. Damit entfallen
sto¨rende Elastizita¨ten bei der Kraftu¨bertragung vom Motor auf den Schlitten, wodurch sich Vor-
teile hinsichtlich der Dynamik und der Regelung des Antriebes ergeben. Im Vergleich zu einem
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elektromechanischem Antrieb ermo¨glicht ein Linear-Direktantrieb im Allgemeinen den Betrieb
der Antriebsregelung mit deutlich ho¨heren Proportionalversta¨rkungen, wodurch sich auch bei
hohen Verfahrgeschwindigkeiten ho¨here Positionier- unnd Bahngenauigkeiten realisieren lassen
[138]. Die Abbildung 6.4 zeigt das Funktionsprinzip eines Synchron-Linearmotors. Dieser ent-
Abbildung 6.4: Funktionsprinzip eines Synchron-Linearmotors nach [147]
spricht einem um den Umfang abgewickelten Drehstrommotors. Dabei geht das Prima¨rteil aus
dem Stator der Drehstrommaschine hervor und beinhaltet die Phasenwicklungen. Neben den
Vorteilen weist diese Antriebstechnik auch eine Reihe von Nachteile auf. So sind die geringen
Wirkungsgrade mit einhergehenden thermischen Belastungen der Maschinenstruktur und der
Motorwicklungen, die Linearfu¨hrung belastenden hohen permanentmagnetischen Anziehungs-
kra¨fte und die Begrenzung der Vorschubkra¨fte durch den Bauraum zu nennen. Aus den genann-
ten Gru¨nden sind die elektromechanischen Servoantriebssysteme mit Kugelgewindetrieb auch bei
zunehmender Verbreitung von Linear-Direktantrieben nach wie vor die in Werkzeugmaschinen
u¨berwiegend eingesetzte Technik.
6.3 Antriebsregelung
Zur Positionsregelung der elektrischen Vorschubantriebe werden heute kaskadierte Regelkreis-
strukturen verwendet [1, 160]. In Abbildung 6.5 ist eine solche kaskadierte Regelkreisstruktur
dargestellt. Regelungen werden heute durchgehend digital realisiert. Dabei werden die Algorith-
men der Regelung in Software implementiert und auf einer Recheneinheit eines Mikroprozessors
des digitalen Regelungssystems abgearbeitet [97, 98]. Eine kaskadierte Regelkreisstruktur be-
steht dabei aus mehrereren kaskadierten Regelkreisen, die auch Kaskadenebenen genannt wer-
den. Bei der hier betrachteten Regelkreisstruktur handelt es sich um einen Lageregler, der auf
der obersten Kaskadenebene angeordnet ist und durch zwei weitere untergelagerte Hilfsregel-
kreise zur Drehzahl- und Stromregelung unterstu¨tzt wird. Die schnelle und genaue Erfassung
der Schlittenpositionen und Motorwinkellagen wird heute durch hochauflo¨sende, optische Mess-
gera¨te erreicht. Ein Drehgeber an der Motorwelle erfasst dazu die Winkellage ϕi des Motors,
die anhand der U¨bersetzungsverha¨ltnisse im Antriebsstrang in eine Schlittenposition xi umge-
rechnet werden kann. Ho¨here Positioniergenauigkeiten werden mit direkt am Vorschubschlitten
montierten La¨ngenmessgera¨ten erreicht.
Der Regelkreis der obersten Ebene mit der Lageregelung berechnet anhand der Differenz zwi-
schen den Sollwerten xs der Positionsvorgaben, die durch den Interpolator vorgegeben werden
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Abbildung 6.5: Kaskadierte Lageregelung fu¨r Vorschubantriebe von Werkzeugmaschinen nach
[160]
und den entsprechenden Istwerten xi des Positionsmesssystems die Drehzahlsollwerte ns fu¨r
den auf der eine Kaskadenebene darunter liegenden Drehzahlregler. Dieser berechnet wiederum
nach einer Differenzbildung mit den gemessenen Motordrehzahlen ni die Stromsollwerte Is fu¨r
den eine Kaskadenebene darunter liegenden Stromregler. Dieser gibt dann in Abha¨ngigkeit der
Soll-Ist-Differenz die Stellgro¨ßen fu¨r das Antriebssystem aus.
Der Lageregler wird in Vorschubantrieben von Werkzeugmaschinen u¨blicherweise als Proportio-
nalregler (P-Regler) ausgefu¨hrt. Dabei handelt es sich um einen Regler, der verzo¨gerungsfrei auf
eine Regeldifferenz regiert und den Drehzahlstellwert u¨ber den Geschwindigkeitsversta¨rkungs-
faktor KV , der Proportionalbeiwert genannt wird, und einen Umrechnungsfaktor, bei dem es
sich um eine U¨bersetzungskonstante des mechanischen U¨bertragungssystem handelt, anpasst.
Der P-Regler besitzt keine Nachstelleigenschaften, wodurch er im Ergebnis eine bleibende Re-
geldifferenz aufweist. Dies a¨ußert sich bei Betrachtung einer einzelnen Vorschubachse in einem
Schleppfehler. Wird eine interpolierte, mehrachsige Bewegung betrachtet, a¨ußert sich dies in
einem Bahnfehler. Durch eine Anhebung des Geschwindigkeitsversta¨rkungsfaktors ist eine Mini-
mierung dieses Fehlers erreichbar. Durch Erho¨hung des Proportionalbeiwertes wird eine Erwei-
terung der Reglerbandbreite bewirkt, wodurch sich eine verbesserte dynamische Genauigkeit bei
ho¨heren Geschwindigkeiten ergibt. Allerdings entda¨mpft ein hoher Reglerbeiwert den Regelkreis,
so dass der erreichbaren Dynamik eine Grenze gesetzt ist. Es ist u¨blich, dass der KV -Wert des
Lagereglers gerade so hoch eingestellt wird, dass in keiner Betriebssituation ein U¨berschwingen
auftreten kann.
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Zur Drehzahl- und Stromregelung wird im kaskadierten Lageregelkreis jeweils ein Regler mit
Proportional- und Integralanteil (PI-Regler) verwendet. Bei diesem Regler bestimmt der Pro-
portionalbeiwert KP die Dynamik, wa¨hrend der Integralanteil gewa¨hrleistet, dass die Regel-
differenz vollsta¨ndig zu Null geregelt wird. Eine kurze Nachstellzeit TN bewirkt eine schnelle
Kompensation von Sto¨rungen, allerdings auch eine Entda¨mpfung des Regelkreises. Hinsichtlich
der Reglereinstellung la¨sst sich der Stromregler unabha¨ngig von den Maschineneigenschaften
parametrisieren, da sich nur der elektrische Teil des Antriebes im Stromregelkreis befindet. Der
Drehzahlregler verarbeitet dagegen am mechanischen System gemessene Gro¨ßen. In den Dreh-
gebersignalen sichtbare Sto¨rbewegungen (Schwingungen) der Maschinenstruktur werden daher
u¨ber den Drehzahlregler ru¨ckgekoppelt und begrenzen dessen Proportionalbeiwert.
Zur regelungstechnischen Beda¨mpfung von mechanischen Resonanzen werden Fu¨hrungsgro¨ßen-
filter eingesetzt. Durch die selektive Filterung krritischer Frequenzba¨nder wird deren Anregung
unterdru¨ckt und eine weitere Anhebung der Reglerbeiwerte mo¨glich. Ein Ruckfilter am Eingang
des Lagereglers gla¨ttet bereits die vom Interpolator augegebenen Fu¨hrungsgro¨ßen und reduziert
so die Anregung mechanischer Eigenfrequenzen durch zu hohen Ruck [1].
Zum Schutz der Leistung fu¨hrenden Bauteile vor elektrischer oder mechanischer U¨berlastung
dienen Begrenzungsglieder in den Regelkreisen.
6.4 Dynamisches Verhalten
Die Entwicklungen im Bereich der Prozesstechnik haben drastische Steigerungen der Leistung
von Werkzeugmaschinen ermo¨glicht. Besonders im Bereich der spanenden Werkzeugmaschinen
ermo¨glichte diese Entwicklung eine drastische Steigerung der Zerspanleistung. Die Zerspanung
mit hohen Leistungen erfordert eine steife Auslegung der Maschinenkonstruktion. Bei Schwin-
gungen der Schneide wird eine wellige Oberfla¨che erzeugt, die bei entsprechender Phasenlage
der nachfolgenden Schneide zu einer dynamischen Modulation der Schnitttiefen und damit der
Spanungsdicken und damit einhergehend auch mit den Zerspankra¨ften fu¨hrt. Die Ru¨ckkopplung
der modulierten Zerspankraftanteile auf die Maschine kann zur Entda¨mpfung der Schwingun-
gen bis hin zur Instabilita¨t fu¨hren. Ein instabiles Verhalten der Maschine macht sich akustisch
durch Rattern und am Werkstu¨ck durch Rattermarken bemerkbar. Im Extremfall fu¨hren die
durch Instabilita¨t verursachten Kra¨fte zu Scha¨den am Werkzeug oder an der Maschine.
Eine Erho¨hung der Schnittgeschwindigkeiten moderner spanender Werkzeugmaschinen la¨sst sich
auf begrenzten Verfahrwegen nur mit hohen Beschleunigungen und hohem Ruck realisieren. Da-
mit ergeben sich hinsichtlich der Bewegungsdynamik neue Anforderungen und vera¨nderte Aus-
legungskriterien der Werkzeugmaschinen, da sich durch schnelle Positioniervorga¨nge mit hoher
Geschwindigkeit und hohem Ruck statische und dynamische Belastungen der Werkzeugmaschine
ergeben.
Um ho¨here Beschleunigungen zu erreichen, muss die bewegte Masse reduziert werden. Mit der
weiterhin bestehenden Steifigkeitsanforderung ergibt sich fu¨r die Konstruktion ein Verbund kon-
kurrierender Teilziele, der durch Kompromisse gelo¨st werden muss. Als optimale Lo¨sung dieses
Problems bieten sich Leichtbaukonstruktionen an, die die geforderte hohe Steifigkeit bei minima-
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ler Masse erreichen. Der beno¨tigte hohe Ruck fu¨hrt zur Erregung von Eigenfrequenzen in einem
breiten Frequenzband. Da Schwingungen die Stabilita¨t der Regelung beeinflußen, mu¨ssen die
Konstruktionen auch hinsichtlich ihrer dynamischen U¨bertragungseigenschaften im Regelkreis
optimiert werden.
Bei heutigen Werkzeugmaschinen werden bestimmte Eigenfrequenzen durch strukturelastisches
Verhalten sowohl der Antriebsstra¨nge als auch des Maschinengestells verursacht. Aus diesem
Grund stellt die optimale strukturmechanische Auslegung des Maschinengestells und der An-
triebsstra¨nge sowie der regelungstechnischen Eigenschaften des mechatronischen Gesamtsystems
auf Grund der vielen Einflussfaktoren eine komplexe Entwicklungsaufgabe dar, die nur mit Hilfe
von numerischen Simulationsverfahren gelo¨st werden kann.
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Simulation von Werkzeugmaschinen
Eine Mo¨glichkeit die Genauigkeit des dynamischen Verhaltens von Werkzeugmaschinen in ge-
wissen Grenzen zu verbessern, ergibt sich durch die Verwendung erweiterter Regelalgorithmen.
Das Verhalten der Regelung wird dabei mit Filtern und bzw. oder aktiver Da¨mpfung optimal
an die Eigenschaften der Regelstrecke angepasst [1].
Um das maximale Leistungspotential einer Werkzeugmaschine auszuscho¨pfen, ist allerdings die
optimale Auslegung der mechanischen Konstruktion im Hinblick auf ihr Zusammenspiel mit der
Antriebsregelung entscheidend. Auf Grund der engen Integration mechanischer, elektro- und
informationstechnischer Funktionstra¨ger in Aufbau, Funktionsweise und Verhalten stellen die-
se Auslegungsaufgaben die Produkentwicklung vor große Herausforderungen. Um diesen Aus-
legungprozess zu unterstu¨tzen, ist eine gesamtheitliche Simulation der Werkzeugmaschine als
mechatronisches System erforderlich. Aus diesem Grund werden in diesem Kapitel die grundle-
genden Vorgehensweisen bei der Simulation von Werkzeugmaschinen beschrieben.
Die Simulation und regelungstechnische Analyse der Antriebssysteme erfolgt oft in einer getrenn-
ten Betrachtung. Auf Grund der bekannten dynamischen Wechselwirkungen der Teilsysteme ist
allerdings oft eine gesamtheitliche Simulation der Werkzeugmaschinen als mechatronische Sy-
steme erwu¨nscht. Hierfu¨r ist die Computersimulation als hilfreiches Mittel zu sehen. Die großen
Leistungszuwa¨chse im Bereich der Hard- und Software in den letzten Jahren ermo¨glichen heute
den wirtschaftlichen Einsatz numerischer Berechnungswerkzeuge, welche die Simulation komple-
xer technischer Systeme anhand von digitalen Modellen erlauben. Damit ko¨nnen Entwu¨rfe von
Maschinen bereits vor der Investition in Prototypen analysiert und optimiert werden.
Dieses Kapitel stellt die Grundlagen der Simulation von Werkzeugmaschienen dar. Das darin
dargestellte Themengebiet steht nicht im Fokus der vorliegenden Arbeit, vielmehr sollen die Dar-
stellungungen zum Versta¨ndnis der nachfolgenden Kapitel beitragen. Die Darstellungen dieses
Kapitels stu¨tzen sich dabei auf [138].
In Abschnitt 7.1 wird die grundlegende Vorgehensweise zur strukturmechanischen Berechnung
der Regelsimulation von Werkzeugmaschinen auf Basis eines integrierten Computermodells der
Antriebsstra¨nge, der elektrischen Antriebe und der Antriebsregelung beschrieben. In den darauf
folgenden Abschnitten 7.2 und 7.3 wird die Modellbildung der Regelung und der elektrischen An-
triebe sowie die verschiedenen Ansa¨tze zur Modellbildung mechanischer Strukturen dargestellt.
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In diesem Zusammenhang wird auf die Modellierung der Gestell- und Antriebsstrukturen mit der
Finiten-Elemente-Methode na¨her eingegangen. In Abschnitt 7.4 wird die Modellordnungredukti-
on als Anwendung in der Simulation von Werkzeugmaschinen betrachtet. Im abschließenden Ab-
schnitt 7.5 erfolgt die Darstellung einer Kopplung des regelungs- und elektrotechnischen Modells
mit dem Modell der mechanischen Struktur einer Werkzeugmaschine zu einem mechatronischen
Gesamtsystems.
7.1 Regelungssimulation von Werkzeugmaschinen
Werkzeugmaschinen sind in ihrer Auspra¨gung als mechatronische Systeme komplexe Systeme
mit heterogener physikalischer Beschreibungsform. Fu¨r die Modellbildung und Simulation derar-
tiger Systeme existiert bis heute keine einheitliche und allgemeingu¨ltige Systematik. Eine in der
Praxis u¨bliche Vorgehensweise besteht in der Zerlegung des betrachteten heterogenen Systems
in Teilsysteme, deren Verhaltensweisen jeweils separat mathematisch geschlossen beschreib- und
lo¨sbar sind. Die Teilsysteme besitzen dabei Randbedingungen (Kra¨fte, Verschiebungen, Span-
nungen, Stro¨me), die durch das Verhalten der jeweils benachbarten Teilsysteme vorgegeben
werden. Durch Einfu¨hrung geeigneter Koppelbedingungen kann eine Lo¨sung des Gesamtystems
berechnet werden. In der praktischen Anwendung erfolgt die Formulierung, Kopplung und die
Berechnung einer Lo¨sung der Teilsysteme entweder in einer einzigen Simulationsumgebung oder
durch die Kopplung der Solver1 verschiedener Simulationssysteme in einer so genannten Co-
Simulation.
Eine Werkzeugmaschine kann mit den Eigenschaften eines mechatronischen Systems als rege-
lungstechnisches System betrachtet werden. In den folgenden Abschnitten wird die fu¨r regelungs-
technische Systeme u¨bliche Darstellung der Wirkstruktur durch Blockschaltbilder dargestellt.
7.1.1 Regelungstechnische Systeme
Der grundsa¨tzliche Aufbau eines Regelkreises besteht aus der Regelung, dem Stellglied und der
Regelstrecke. Wird eine Werkzeugmaschine als Regelkreis aufgefasst, ergibt sich durch diese Auf-
teilung ein informationstechnisches, ein elektrotechnisches und ein mechanisches Teilsystem, wie
in Abbildung 7.1 dargestellt. Fu¨r die Simulation beno¨tigte Modellbildung des Regelkreises bietet
sich die Beschreibung der informations- und elektrotechnischen Teile durch regelungstechnische
Darstellungsformen und der Regelstrecke mittels mechanischer Verfahren an.
Die Methoden der Mechanik beschreiben dabei die Bewegung fester Ko¨rper unter Zwangsbedin-
gungen und der Einwirkung von a¨ußeren Kra¨ften, wa¨hrend die Algorithmen der Regelungstech-
nik die Kra¨fte definieren, die erforderlich sind, um einen Ko¨rper mit Hilfe des Stellgliedes eine
gewu¨nschte Bewegung aufzupra¨gen.
Zur Modellierung und zur Darstellung von Regelungssystemen sind Blockschaltbilder, wie sie
in Abbildung 7.1 verwendet wurden, u¨blich. Ein Modellblock bildet dabei das U¨bertragungs-
verhalten eines Teilsystems durch eine Gleichung oder ein Gleichungsystem ab. Die einzelnen
1Englisch: Gleichungslo¨ser
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Abbildung 7.1: Blockorientierte Modellierung nach [63]
Modellblo¨cke werden im Regelkreis so angeordnet, dass die Ausgangsgro¨ße eines Teilsystems der
Eingangsgro¨ße des nachfolgenden Teilsystems entspricht. Eine Kopplung der Gleichungen bzw.
der Gleichungssysteme wird durch die signaltechnische Verknu¨pfung der entsprechenden Ein-
und Ausgangsgro¨ßen erreicht [63].
Mit Hilfe der elementaren Blockschaltbilder lassen sich somit Wirkstrukturen mit beliebi-
ger Komplexita¨t und vielschichtiger Verknu¨pfung modellieren. Nichtlineare Gleichungssysteme
ko¨nnen direkt in geschlossener Form aufgestellt, linearisiert und im Zeit- oder Frequenzbereich
gelo¨st werden. Auf diese Weise ist es mo¨glich, sowohl lineare als auch nichtlineare Systeme zu
modellieren. Dabei werden im Falle einer Simulation von nichtlinearen Verhaltensweisen im Zeit-
bereich die Gleichungen der einzelnen Modellblo¨cke durch Zeitbereichsintegration separat gelo¨st
und die Randbedingungen an diskreten Zeitpunkten ausgetauscht.
Moderne Simulationsprogramme wie z.B. MATLAB/SimulinkR© basieren auf grafisch blockorien-
tierten Editoren fu¨r die Modellerstellung. Diese ermo¨glichen neben einer relativ leicht handhab-
baren Modellierung durch Kapselung von Teilmodellen auch eine hierarchische Strukturierung
der Modelle, womit selbst komplexe Systeme in u¨bersichtlicher Form beschrieben werden ko¨nnen.
Einzelne Modellblo¨cke ko¨nnen demnach beliebig komplexe Algorithmen enthalten, auf der ober-
sten Reglerhierarchie ergibt sich dennoch ein u¨bersichtlicher Regelkreis. In Abbildung 7.1 wird
dies am Beispiel eines mechatronischen Systems verdeutlicht.
Grundsa¨tzlich orientiert sich die Beschreibung der Modellblo¨cke an den spezifischen Gegebenhei-
ten der Teilsysteme. Da bei Werkzeugmaschinen die antriebstechnische Lo¨sung mit kaskadierter
Lageregelung verbreitet ist, sind die Wirkstrukturen der Regelungen und der Stelleinrichtungen
weitestgehend festgelegt, siehe Abschnitt 6.3. Aus diesem Grund kann die Modellbildung der
informations- und der elektrotechnischen Teilsysteme einmalig konfiguriert werden. Zur Simu-
lation einer Maschine ist dann lediglich eine Parametrisierung no¨tig, die an das Verhalten der
Regelstrecke angepasst wird.
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7.1.2 Grundstruktur des mechatronischen Systems
Wird eine Werkzeugmaschine als mechatronisches Gesamtsystem modelliert, wird die fu¨r re-
gelungstechnische Systeme u¨bliche Darstellung der Wirkstruktur durch Blockschaltbilder ver-
wendet. Dabei wird das dynamische Verhalten der dabei betrachteten Systeme im wesentlichen
durch die U¨bertragungseigenschaften der Lageregelung, der elektrischen Antriebe und des me-
chanischen Systems sowie durch die Wechselwirkungen dieser Teilsysteme im Regelkreis bewirkt.
Fu¨r die Modellbildung einer Werkzeugmaschine als mechatronisches Gesamtsystems wird dieses
in Teilsysteme der Achsen und des Gestells sowie der Antriebsstra¨nge zerlegt und ein Block-
schaltbild, wie es in Abbildung 7.2 dargestellt ist, als Grundstruktur des Modells definiert. Der
Abbildung 7.2: Mechatronisches Gesamtmodell nach [138]
Modellblock der Regelung berechnet mit der am Eingang anliegenden Soll- und Istwerte der
Lagen x, der Drehzahlen n und der Motorstro¨me I die Sollwerte Us der zur Ansteuerung der
elektrischen Antriebe notwendigen Motorspannungen. Das nachfolgende Modell der elektrischen
Antriebe ermittelt daraus die Motormomente MM , die dann am Eingang des mechanischen Sy-
stems anliegen. Die zur Erzeugung der Motormomente notwendigen Motorstro¨me Ii werden an
den Eingang der Regelung zuru¨ckgegeben.
Die Aufgabe des mechanischen Modells besteht in der Simulation der durch die Motormomen-
te hervorgerufenen Bewegungen der Maschine. Die mit Hilfe der simulierten Bewegungen der
Maschine berechneten Schlittenlagen und Motordrehzahlen werden an die Regelung zuru¨ck-
gefu¨hrt. U¨ber eine Sto¨rgro¨ßenschnittstelle ko¨nen dabei auch Sto¨rkra¨fte FP , wie zum Beispiel
Zerspankra¨fte am Tool Center Point (TCP), eingeleitet und die resultierenden Bewegungen xP
der Sto¨rfreiheitsgrade, wie zum Beispiel Relativbewegungen zwischen Werkzeug und Werkstu¨ck,
ausgegeben werden. Bei einer vektoriellen Darstellung beschreiben die Modellblo¨cke der Rege-
lung und der elektrischen Antriebe das Verhalten beliebig vieler gleich strukturierter Achsen, in
diesem Fall sind die ausgetauschten Signale ebenfalls Vektoren.
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Das in Abbildung 7.2 dargestellt Blockschaltbild stellt die oberste Hierarchieebene des mecha-
tronischen Gesamtsystems dar. In den folgenden Abschnitten wird auf die Modellbildung der
Teilsysteme detaillierter eingegangen. Die Wirkstrukturen der Regelung und der elektrischen An-
triebe ko¨nnen mit elementaren U¨bertragungsgliedern modelliert werden. Im Abschnitt 7.2 wird
dies na¨her dargestellt. Das Modell des mechanischen Systems muss das Schwingungsverhalten
der Maschine mo¨glichst genau abbilden und alle Effekte, welche die Reglerdynamik beeinflußen,
enthalten. Zu diesem Zweck wird in Abschnitt 7.3 eine Methode vorgestellt, mit der geeigne-
te FEM-Modelle generiert werden ko¨nnen. Diese beschreiben das Strukturverhalten sowohl des
Maschinengestells als auch der Antriebsstra¨nge detailliert und in geschlossener Form. Da die-
se Modelle einen hohen Detaillierungsgrad aufweisen, mu¨ssen diese in der Ordnung reduziert
werden, um akzeptable Rechenzeiten zu ermo¨glichen. Das ordnungsreduzierte Gleichungssystem
des FEM-Modells kann anschließend in das mechatronische Gesamtmodell integriert werden, wo-
durch eine Kopplung des regelungs/elektrotechnischen und des mechanischen Gleichungssystems
erzielt wird.
Auf Basis des mechatronischen Gesamtmodells kann daraufhin das Verhalten der Vorschuban-
triebe innerhalb der Maschine simuliert und nach regelungstechnischen Gesichtspunkten im Zeit-
und Frequenzbereich analysiert werden.
7.2 Modellbildung der Regelung und der elektrischen Antriebe
Wie bereits im vorhergehenden Abschnitt 6.3 erla¨utert, wird zur Regelung der Antriebsstra¨nge
einer Werkzeugmaschine kaskadierte Regelkreise verwendet. In diesem Abschnitt erfolgt die Dar-
stellung der Modellbildung solcher Regelkreise sowie der elektrischen Antriebe mit der fu¨r rege-
lungstechnische Systeme u¨blichen Darstellung durch Blockschaltbilder.
7.2.1 Modellbildung der Regelung
Das Modell der Regelung dient der Abbildung des fu¨r das dynamische Verhalten der Maschine
wesentlichen Aufbaus der eingesetzten Antriebsregelung. In Abschnitt 6.3 wurde bereits darge-
stellt, dass bei Werkzeugmaschinen eine Kaskadenregelung u¨blich ist. Die Abbildung 7.3 zeigt
ein auf viele Anwendungsfa¨lle u¨bertragbares Reglermodell. Dieses kann, wie dargestellt, neben
den Regelgliedern auch Sollwertfilter beru¨cksichtigen. Wie aus der Darstellung des Modells er-
sichtlich muss das Modell prima¨r den proportional versta¨rkenden Lageregler (P-Regler) und
die unterlagerten Drehzahl- und Stromregler mit Proportional- und Integralanteil (PI-Regler)
beinhalten.
7.2.1.1 P- und PI-Regler
Die Abbildung 7.4 zeigt das Blockschaltbild des PI-Reglers. Dieser Regler zeichnet sich durch
ein verzo¨gerungsfreies Ansprechen des Proportionalanteils (P-Anteil), der von den Parametern
KP und KA abha¨ngt, auf die Regeldifferenz (Eingangsgro¨ße u) aus, wa¨hrend der Integralan-
teil (I-Anteil) gewa¨hrleistet, dass diese in einer endlichen Zeit, die vom Parameter TN abha¨ngt,
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Abbildung 7.3: Vereinfachtes Modell einer kaskadierten Lageregelung nach [160]
zu Null geregelt wird. Der Parameter KP wird Proportionalbeiwert, der Parameter KA wird
Anpassungsfaktor und der Parameter TN Nachstellzeit genannt. Die Normierung des Proportio-
nalbeiwertes KP durch einen Anpassungsfaktor KA ist u¨blich, um die Reglerparameter unter-
schiedlicher Antriebskonfigurationen, z.B. mit verschiedenen Getriebeu¨bersetzungen, Spindel-
steigungen, Drehmomentkonstanten oder Massen, vergleichbar zu machen. Der Integrator (1/s)
Abbildung 7.4: Blockschaltbild des PI-Reglers nach [63]
erzeugt eine Zustandsvariable z im Gleichungsystem der Regelung. Das Verhalten des PI-Reglers
mit der Eingangsgro¨ße u (der Regeldifferenz) und der Ausgangsgro¨ße y (Stellgro¨ße) kann in der
Form einer Zustandsdifferenzial- und einer Ausgangsgleichung angegeben werden:
z˙ =
KPKA
TN
· u (7.1)
y = z +KPKA · u. (7.2)
PI-Regler werden bei Werkzeugmaschinen nur in den unterlagerten Regelkreisen zur Regelung
der Drehzahlen und der Motorstro¨me eingesetzt, da durch den Integralanteil die Gefahr des
U¨berschwingens besteht. Bei der Positionsregelung muss dieses Verhalten aus Gru¨nden der Ar-
beitsgenauigkeit ausgeschlossen werden. Deshalb wird die Lageregelung als Regelung mit ei-
nem reinen P-Regler ausgefu¨hrt. Die Gleichung dieses Reglers beschra¨nkt sich deshalb auf den
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proportionalen Zusammenhang zwischen der Eingangsgro¨ße u (Lagedifferenz) und y (Drehzahl-
Sollwert):
y = KVKA · u. (7.3)
Hierbei wird fu¨r den Proportionalbeiwert des Lagereglers die bei Werkzeugmaschinen gebra¨uchli-
che Bezeichnung KV verwendet, der in diesem Fall Geschwindigkeitsversta¨rkungsfaktor genannt
wird. Der Anpassungsfaktor KA rechnet in diesem Fall den Geschwindigkeits-Sollwert in eine
Motordrehzahl um.
7.2.1.2 Fu¨hrungsgro¨ßenfilter
Die Beru¨cksichtigung von Filtern im Rahmen einer Simulation orientiert sich am Anwendungs-
fall. Bei bereits bestehenden Systemen, die konstruktiv nicht mehr angepasst werden ko¨nnen,
mu¨ssen sie beru¨cksichtigt werden, um das gegebene U¨bertragungsverhalten realistisch abzubil-
den. Zur Vorherbestimmung und Optimierung von mechatronischen Systemeigenschaften in der
Konstruktionsphase sind Filter weniger zweckma¨ßig, da Filter auf das Verhalten des mecha-
nischen Systems angepasst sind und Resonanzpha¨nomene und die U¨bertragungseigenschaften
somit vor dem Filterentwurf analysiert werden mu¨ssen. Da Filter das Leistungspotential von
Systementwu¨rfen nicht erweitern, sollten mechanische Resonanzen zuna¨chst durch konstruktive
Maßnahmen behandelt werden.
In der Signalverarbeitung werden verschiedene Filtertypen verwendet. Hier seien nur die Tief-
passfilter mit PT1- oder PT2-Verhalten betrachtet, die in den Antriebsregelkreisen von Werk-
zeugmaschinen sehr ha¨ufig zum Einsatz kommen, um hochfrequente Sto¨rungen zu unterdru¨cken.
In der Abbildung 7.5 sind die Blockschaltbilder dieser Filter dargestellt. Das Verhalten des PT1-
(a) PT1-Filter
(b) PT2-Filter
Abbildung 7.5: Tiefpassfilter nach [63]
Filters mit der Grenzfrequenz ω0 der Eingangsgro¨ße u und der Ausgangsgro¨ße y wird durch eine
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Differenzialgleichung erster Ordnung beschrieben:
z˙PT1 = (u− zPT1) · ω0 (7.4)
y = zPT1. (7.5)
Nach einer Laplace-Transformation erha¨lt man die U¨bertragungsfunktionHPT1 des PT1-Filters:
HPT1(s) =
ω0
s+ ω0
. (7.6)
PT2-Filter mit der Grenzfrequenz ω0 und dem Da¨mpfungsmaß D werden durch Differenzialglei-
chungen zweiter Ordnung beschrieben. Mit den Zustandsvariablen z˙PT2 und zPT2 ko¨nnen diese
in Zustandsraumdarstellung dargestellt werden:[
z¨PT2
z˙PT2
]
=
[
−2Dω0 −ω20
1 0
][
z˙PT2
zPT2
]
+
[
ω20
0
]
u (7.7)
y = [ 0 1]
[
z˙PT2
zPT2
]
. (7.8)
Wie die U¨berfu¨hrung in den Bildbereich zeigt, hat die U¨bertragungsfunktion des PT2-Filters
die folgende Form:
HPT2(s) =
ω20
s+ 2Dω0s+ ω
2
0
. (7.9)
7.2.2 Modellbildung der elektrischen Antriebe
Die Darstellung der Modellbildung der elektrische Antriebe erfolgt hier anhand des bei Werk-
zeugmaschinen u¨berwiegend verwendeten Servomotors und anhand eines Transistorstellers.
7.2.2.1 Servomotor
Der Servomotor dient der Umwandlung von elektrischer Energie in ein Drehmoment, das an der
Motorwelle abgegeben wird. In Werkzeugmaschinen werden heute u¨berwiegend feldorientierte
und geregelte Synchron-Drehstrommotoren eingesetzt. Die mechanischen Eigenschaften des Mo-
tors werden dem mechanischen Modell zugeordnet. Deshalb ist beim Aufstellen des Modells des
Servomotors lediglich noch das elektrodynamische U¨bertragungsverhalten mit der angelegten
Motorspannung als Eingangsgro¨ße und dem Motormoment als Ausgangsgro¨ße zu beru¨cksichti-
gen. Der Motorstrom ist als Regelgro¨ße an den Eingang des Stromreglers zuru¨ckzufu¨hren und
wird daher als zweite Ausgangsgro¨ße ausgeleitet.
Anhand einer blockorientierten Darstellung kann das Ein- und Ausgabeverhalten prinzipiell mit
dem Modell der einer Gleichstrommaschine angena¨hert werden. Dabei sind die Parameter so zu
wa¨hlen, dass das zeitliche Verhalten der Ersatzschaltung durch den Gleichstrommotor dem der
am Servo-Umrichter betriebenen permanenterregten Synchronmaschine gleicht. In Abbildung 7.6
sind die elektrischen Ersatzschaltbilder fu¨r die Ankerwicklungen der Synchronmaschine und der
Gleichstrom-Nebenschlussmaschine dargestellt. Die Motorspannung UA liegt am Widerstand R
und an der Induktivita¨t L der Spulenwicklungen an. Unter der Vernachla¨ssigung der induzierten
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(a) Synchronmotor (b) Gleichstrommotor
Abbildung 7.6: Elektrische Ersatzschaltbilder des Synchron- und des Gleichstrommotors
Gegenspannung, die im linearen Betrieb des Stromregelkreises im Vergleich zur Soll-Spannung
sehr klein ist und sich innerhalb der Stromanstiegs- und Stromabfallzeiten nur unwesentlich
a¨ndert, gilt fu¨r die Spannungen im Ankerkreis:
UA = R · I + L · I˙ . (7.10)
Mit dieser Gleichung in der Form einer Zustandsdifferenzialgleichung und einer Ausgangsglei-
chung, wobei der Motorstrom I einer Zustandsvariable zSM entspricht, erha¨lt man:
z˙SM =
1
L
· UA − R
L
· zSM (7.11)
I = zSM . (7.12)
Das Motormoment MM wird durch eine zweite Ausgangsgleichung angegeben:
MM = KM · zSM , (7.13)
wobei KM die Drehmomentkonstante des Motors genannt wird. Die Abbildung 7.7 stellt das
Blockschaltbild eines Servomotors dar. Mit dieser Modellierung liegt fu¨r den Servomotor ein
einfaches Ersatzmodell mit einfachem PT1-Verhalten vor, dessen U¨bertragungsfunktion HM
man durch die Laplace-Transformation der Gleichung (7.10) erha¨lt:
HM (s) =
1/R
1 + (L/R) · s . (7.14)
7.2.2.2 Transistorsteller
Die Aufgabe des Transistorstellers ist die als Gleichspannung zwischengespeicherte elektrische
Energie gema¨ß der vom Stromregler berechneten Spannungsvorgaben in pulsweitenmodulier-
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Abbildung 7.7: Blockschaltbild eines Servomotors nach [138]
ter Form auf die Wicklungen des Servomotors zu schalten, um einen gegla¨tteten sinusfo¨rmi-
gen Verlauf der Phasenstro¨me zu erhalten. Das dynamische Verhalten des Transistorstellers
ha¨ngt im wesentlichen von den Verzo¨gerungszeiten ab, die durch die Schaltzeiten der Transi-
storen zuzu¨glich der durch die digitalen Signalprozessoren zur Berechnung der Schaltzeitpunkte
beno¨tigten Rechenzeit ergeben [33].
Aus der regelungstechnischen Sichtweise stellt der Transistorsteller wegen der zeitlichen Ver-
schiebung des Ausgangssignals na¨herungsweise ein Totzeitglied dar, siehe [31, 120]. Die Totzeit
TT resultiert aus der gera¨tetechnischen Rechenzeit TR sowie aus der halben Periodendauer des
Transistorstellers, die sich aus der Schaltfrequenz fW und der Rechenzeit pT ergibt. Die Pulszahl
gibt an, wie viele Strompulse in einer Schaltperiode abgegeben werden [163, 183]:
TT = TR +
1
2 · fW · pT . (7.15)
Aus systemtechnischer Sicht stellt der Transistorsteller ein nichtlineares U¨bertragungsglied dar.
Fu¨r lineare Analysen im Frequenzbereich kann das Totzeitglied durch ein Verzo¨gerungsglied
erster Ordnung approximiert werden [56]. In Abbildung 7.8 ist ein solches Verzo¨gerungsglied
dargestellt. Mit der Zustandsvariablen zTR fu¨r die Ankerspannung UA lautet die Gleichung des
Abbildung 7.8: Blockschaltbild des Transistorstellers mit PT1-Verhalten nach [138]
Transistorstellers in Zustandsraumdarstellung:
z˙TR =
1
TT
(Us − zTR) (7.16)
UA = zTR. (7.17)
7.2.3 Gleichungssystem der Regelung und der elektrischen Antriebe
In diesem Abschnitt wird der aus der Modellbildung der Regelung und der Modellbildung der
elektrischen Antriebe hervorgehende Teil des mechatronischen Systems (Abbildung 7.9) und
des daraus resultierenden Gleichungssystems betrachtet. Die Blockschaltglieder, die in den Ab-
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Abbildung 7.9: Regelungs- und elektrotechnischer Teil eines mechatronischen Gesamtsystems
nach [138]
schnitten 7.2.1 und 7.2.2 beschrieben wurden, werden durch Differenzialgleichungen beschrieben.
Durch die Verknu¨pfung der Glieder wird ein Differenzialgleichungssystem definiert:
z˙R = AR zR + [BR,s −BR,i ]
[
uR,s
uR,i
]
yR = CR zR,
(7.18)
wobei AR die Systemmatrix und zR den Vektor der regelungs- und der elektrotechnischen Sy-
stemzusta¨nde darstellt. Die Zustandsvariablen, die durch die Integratoren der P- und PI-Regler
sowie der PT1- und PT2-Glieder erzeugt werden, werden im Zustandsvektor zR zusammenge-
fasst. Fu¨r ein einfaches Antriebssytem mit Kaskadenregelung sind dies die Zusta¨nde der Dreh-
zahlregler zDR, der Stromregler zSR, der Transistorsteller zTR und der Servomotoren zSM :
z˙R := [z
T
DR z
T
SR z
T
TR z
T
SM ]
T . (7.19)
Werden weitere integrierende Glieder, wie zum Beispiel Filter, im Modell verwendet, kommen
entsprechend weitere Zustandsvariablen hinzu. Am Eingang der Regelung liegen die Soll- (xs)
und Istwerte (xi,ni) der Lagen und Geschwindigkeiten an. Zur u¨bersichtlichen Darstellung der
Messgro¨ßenru¨ckfu¨hrung bei der Kopplung mit dem mechanischen System werden die Soll- und
Istwerte u¨ber separierte Einzelmatrizen BR,s und BR,i getrennt eingeleitet. Entsprechend teilen
sich auch die Eingangsgro¨ßen auf zwei Eingangsvektoren uR,s und uR,i auf:
uR,s := [x
T
s n
T
s I
T
s ]
T und uR,i := [x
T
i n
T
i ]
T . (7.20)
Die gegenu¨ber den vorhergehenden Darstellungen zusa¨tzlich eingefu¨hrten Einga¨nge fu¨r Drehzahl-
und Stromsollwerte ns bzw. Is, ermo¨glichen Analysen der unterlagerten Regelkreise durch De-
aktivierung des Lage- und/oder Drehzahlreglers. In Abbildung 7.10 ist ein Reglermodell mit
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Schaltern S1 und S2 zum Aktivieren und Deaktivieren vor den unterlagerten Reglern, darge-
stellt. Die Einga¨nge ns und Is dienen zudem zur Einleitung von Vorsteuergro¨ßen, die u¨ber die
Schalter Vn bzw. VI an den jeweiligen Reglereinga¨ngen aufschaltbar sind. Der Ausgangsvektor
Abbildung 7.10: Reglermodell mit Schaltern S1, S2 zum De- und Aktivieren der Regelkreise
sowie Vn und VI zur Aufschaltung von Vorsteuergro¨ßen nach [138]
yR entha¨lt die Motormomente MM , die u¨ber die Ausgangsmatrix CR ausgeleitet werden:
yR := [MM ]. (7.21)
Die Abbildung 7.11 zeigt die Zustandsraumdarstellung der regelungs- und elektrotechnischen
Systemgleichungen (7.18) und (7.19) als Blockschaltbild.
Abbildung 7.11: Blockschaltbild des regelungs- und des elektrotechnischen Gleichungssystems
in Zustandsdarstellung nach [138]
7.3 Modellbildung des mechanischen Systems
7.3.1 Modellierungsansa¨tze
Wa¨hrend die Modellbildung der informations- und der elektrotechnischen Teilsysteme weitge-
hend durch deren festgelegte Wirkstrukturen der Regelungen festgelegt sind, erfordert die Mo-
dellbildung des mechanischen Systems eine individuelle Betrachtung des konstruktiven Aufbaus
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der betrachteten Maschine. Die Ursache dafu¨r liegt in der Beeinflussung des Regelbetriebes durch
die Eigenfrequenzen der Maschine, die durch die Struktur der Maschine bestimmt werden.
Bei der Beschreibung der Bewegung fester Ko¨rper ist zwischen Starrko¨rperbewegungen, bei de-
nen es sich um Verschiebungen und Drehungen der Ko¨rper ohne innere Verzerrungen handelt und
elastische und plastische Verformungen zu unterscheiden. Grundsa¨tzlich unterliegen physikali-
sche Ko¨rper immer einem U¨berlagerungszustand dieser Bewegungsanteile. Bei der Beschreibung
des Verhaltens von Werkzeugmaschinen sind allerdings nur die Starrko¨rperbewegungen und die
elastischen Verformungen relevant, da u¨blicherweise keine Versagensfa¨lle, wie sie zum Beispiel
bei Plastizita¨t bei einem Bruch auftreten, betrachtet werden.
Bei der Betrachtung von Werkzeugmaschinen geht man von Systemen gelenkig verbundener fe-
ster Ko¨rper aus, wobei im Allgemeinen weder die Ko¨rper als ideal starr noch die Gelenke als ideal
kinematisch angesehen werden und die Fu¨hrungsbewegungen der Baugruppen von elastischen
Verformungen u¨berlagert werden.
Bei den Gestellko¨rpern von Werkzeugmaschinen handelt es sich um elastische Kontinua. Eine Be-
schreibung der elastischen Verformungen nach den Grundlagen der Kontinuumsmechanik fu¨hrt
zu nichtlinearen partiellen Differenzialgleichungen zweiter Ordnung, die nur fu¨r einfache Struktu-
ren effizient berechenbare Lo¨sungen besitzen. Fu¨r die Durchfu¨hrung von effizienten numerischen
Simulationen werden deshalb diskrete Formulierungen beno¨tigt. Aus diesem Grund kommen in
der Festko¨rpermechanik verschiedene Na¨herungsverfahren zum Einsatz. Diese liefern, ausgehend
vom Konstruktionsdatensatz, Bewegungsgleichungen in Form von gewo¨hnlichen Differenzialglei-
chungen erster Ordnung. Im wesentlichen kommen drei Verfahrensarten zum Einsatz, die in
Abbildung 7.12 dargestellt sind. Bei diesen Verfahren handelt es sich um Starrko¨rperansa¨tze,
um die Finite-Elemente-Methode (FEM) und um Kombinationen dieser zwei Verfahren den soge-
nannten elastischen Mehrko¨rpersystemen (MKS). Diese Verfahren unterscheiden sich durch die
Ordnung und der Art der erzeugten Gleichungssysteme. Grundsa¨tzlich stehen sich Verfahren, die
nur kleine lineare Bewegungen beru¨cksichtigen, Verfahren gegenu¨ber, die auch große nichtlinea-
re Bewegungen beru¨cksichtigen. Diese Einflußfaktoren bestimmen die numerische Qualita¨t und
Effizienz der erzeugten Simulationsmodelle, wobei einer durch hohe Systemordnung und der
Beru¨cksichtigung von Nichtlinearita¨ten erreichten hohen Abbildungsgenauigkeit entsprechend
lange Berechnungszeiten gegenu¨berstehen.
7.3.1.1 Starrko¨rpersysteme
Die Betrachtung einer mechanischen Struktur als System starrer Ko¨rper oder Massen fu¨hrt
direkt zu einer diskreten Darstellung der Bewegungsgleichungen.
Zur Diskretisierung von schwingungsfa¨higen Systemen mit wenigen starren Massen oder
Tra¨gheitsmomenten werden meist einfache Starrko¨rperansa¨tze verwendet. Die Bewegungen die-
ser sogenannten Mehrmassensysteme werden durch einen entkoppelten und reduzierten Satz der
Ko¨rperfreiheitsgrade und unter Vernachla¨ssigung der Relativkinetik dargestellt. Mehrmassensy-
steme sind einfach zu beschreiben und werden ha¨ufig zur Berechnung von Torsionsschwingungen
in rotatorischen Antriebssystemen verwendet, siehe [112, 115].
Die umfassendere Modellierung als Mehrko¨rpersystem (MKS) idealisiert das Festko¨rpersystem
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Abbildung 7.12: Modellierungsverfahren einer mechanischen Struktur nach [138]
durch starre Ko¨rper mit tensorischen Tra¨gheitseigenschaften [184]. Bindungen zwischen den
Ko¨rpern werden als masselos angenommen und greifen an diskreten Koppelpunkten der Ko¨rper
an, wobei neben ideal-kinematischen Gelenken auch elastische und da¨mpfende Bindungen mo-
delliert werden ko¨nnen. Die Angabe der Ko¨rperschwerpunkte, Tra¨gheitssensoren und Bindungs-
knoten erfolgt in ko¨rperfesten Koordinatensystemen. Die ra¨umlichen Bewegungen der Ko¨rper
werden durch absolute Koordinaten direkt im Inertialsystem oder durch Relativkoordinaten
zwischen den gelenkig verbundenen Ko¨rpern beschrieben.
Die mathematische Beschreibung der Bewegungsgleichungen eines MKS erfolgt unter Beru¨ck-
sichtigung der Relativkinematik mit den Prinzipien der virtuellen Arbeit nach d’Alembert bzw.
der virtuellen Leistung nach Jourdain oder dem Verfahren nach Lagrange u¨ber das Aufstellen
von Energiebilanzen [145]. Die mit starren MKS erzeugten Bewegungsgleichungen bilden so-
wohl die geometrisch nichtlinearen Verschiebungen der Massen und Bindungsknoten als auch
die linearen Verschiebungen der Ko¨rper infolge der elastischen Verformungen der Bindungen
ab. Da starre Ko¨rper betrachtet werden, besitzen diese keine Verformungsfreiheitsgrade, was in
der Regel in Modelle mit geringer Dimension resultiert. Aus diesem Grund ist die numerische
Berechnung solcher Modelle sehr effizient. Die Modellierung einer Maschine als starres MKS ist
nur fu¨r solche Maschinen eine geeignete Beschreibungsform, deren Baugruppen, zumindest in
dem betrachteten Frequenzbereich, als ideal starr angenommen werden ko¨nnen.
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7.3.1.2 Finite-Elemente-Methode
Fu¨r die Beschreibung elastischer Strukturen liefert die Kontinuumsmechanik Ansa¨tze in Form
von partiellen Differenzialgleichungen. Diese Gleichungen sind allerdings nur lo¨sbar, wenn die
Ra¨nder und Randbedingungen der Struktur analytisch beschreibbar sind, was nur fu¨r einfa-
che Randgeometrien mo¨glich ist. Um koninuierliche Verformungsansa¨tze auf beliebig komplexe
Strukturen zu u¨bertragen, wurde die Finite-Elemente-Methode (FEM) entwickelt. Das Vorge-
hen der FEM besteht in der Unterteilung einer kontinuierlichen Struktur in eine hohe Anzahl
von finiten Elementen (FE) mit regelma¨ßiger Geometrie. Mit dieser Methode wird die konti-
nuierliche Struktur in eine raumdiskrete Darstellung u¨berfu¨hrt. Die finiten Elemente sind an
diskreten Knotenpunkten mit ihren jeweiligen Nachbarelementen verbunden. Die Bewegungen
der Strukur werden durch die Freiheitsgrade der FE-Knoten repra¨sentiert. Die Verbindung dieser
Punkte bildet das sogenannte FE-Netz. Die Anzahl der verwendeten finiten Elemente bestimmt
den Diskretisierungsgrad der Struktur. Ein hoher Diskretisierungsgrad geht mit einer Erho¨hung
der Qualita¨t der Na¨herungslo¨sung einher, zugleich wird aber auch die Anzahl der Freiheitgrade
und damit die Gro¨ße des entstehenden Gleichungssystems bestimmt.
Als Elementtypen, die zur Approximation der Struktur verwendet werden, existieren verschiede-
ne Typen. Diese unterscheiden sich insbesondere durch die ra¨umliche Dimension (0D - 3D), die
Anzahl der Knoten, die Knotenfreiheitsgrade und der Art der Elementansatzfunktion, die das
kontinuierliche Verschiebungsfeld im Inneren des Elementes in Abha¨ngigkeit von den diskreten
Knotenfreiheitsgraden beschreibt. Die Elementansatzfunktion sind oft linearer oder polynomi-
eller Ordnung. Die verwendeten Elementtypen und Werkstoffparameter definieren die Massen-
und Steifigkeitseigenschaften der FEM-Struktur, die im folgenden auch Strukturko¨rper oder
mechanisches Strukturmodell genannt wird.
Mit den Materialparametern (Schubmodul, Querkontraktionszahl, Dichte) und den Knotenko-
ordinaten liefern die Verschiebungssa¨tze nach dem Prinzip der virtuellen Arbeit die Steifigkeits-,
Da¨mpfungs- und Massenmatrizen der Elemente, aus welchen anschließend die Koeffizientenma-
trizen fu¨r die Bewegungsgleichungen der Gesamtstruktur erzeugt werden, die als gewo¨hnliches
Differenzialgleichungssystem vorliegen.
Die FEM stellt heute im gesamten Maschinenbau ein Standardverfahren fu¨r strukturmechanische
Berechnungen dar. Sie wird bei Werkzeugmaschinen erfolgreich zur Auslegung und Optimierung
der Gestellstruktur eingesetzt.
7.3.1.3 Elastische Mehrko¨rpersysteme
Zur Simulation von Mehrko¨rpersystemen mit nichtlinearen Bewegungen und elastischen Ko¨rpern
existieren verschiedene Ansa¨tze. Die meisten Ansa¨tze basieren auf der Synthese von geome-
trisch nichtlinearen Referenzbewegungen ko¨rperfester Bezugssysteme und linear-elastischen Ver-
formungen der Ko¨rper. Dies fu¨hrt zu MKS und FEM kombinierten Modellen. Die elastischen
Ko¨rper werden dabei als FEM-Substrukturen modelliert und entweder direkt oder u¨ber einen
Rayleigh-Ritz-Ansatz in das MKS eingebunden.
Bei der direkten Einbindung von FEM-Substrukturen werden die Knotenverschiebungen in kar-
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tesischen Koordinaten relativ zum bewegten Bezugssystem angegeben. Die mit der FEM erzeug-
te Massen-, Steifigkeits- und Da¨mpfungsmatrix der elastischen Ko¨rper werden auf diese Weise
direkt in die Bewegungsgleichungen der MKS integriert. Bei diesem Vorgehen wird die hohe
Anzahl an Freiheitsgraden der FEM auf die MKS u¨bertragen. Dies fu¨hrt in Verbindung mit
der nichtlinearen Darstellung der MKS jedoch zu sehr hohen Rechenzeiten, was die Anwendung
dieser Methode nur auf Systeme mit einer kleinen Anzahl an Ko¨rpern praktikabel erscheinen
la¨sst.
Ein effizienterer Ansatz liefert die Linearisierung der elastischen Verformungen entsprechend
dem Rayleigh-Ritz-Ansatz. Dabei werden verallgemeinerte Koordinaten eingefu¨hrt, welche die
elastischen Verformungen durch ortsabha¨ngige Ansatzfunktionen beschreiben. Im Allgemeinen
genu¨gt eine im Vergleich zu den kartesischen Koordinaten der FEM-Struktur sehr kleine An-
zahl verallgemeinerter Koordinaten, um die elastischen Verformungen zu approximieren, was zu
numerisch erheblich effizienteren Darstellungsformen fu¨hrt.
7.3.2 FEM-Modellierung des mechanischen Systems
Das elastische MKS stellt die umfassendste und vollsta¨ndigste Beschreibungsform fu¨r das dy-
namische Verhalten von Werkzeugmaschinen dar. Allerdings ist die Erzeugung der Simulations-
modelle im Vergleich mit der FEM erheblich aufwendiger, da zusa¨tzlich zur Modellierung der
FEM-Substrukturen der Maschine weitere Arbeitsschritte bis zur Erzeugung eines MKS-Modells
vonno¨ten sind.
Bei regelungstechnischen Analysen werden zudem im Allgemeinen nur lineare Bewegungen um
einen Betriebspunkt betrachtet, da bei einer funktionierenden und im linearen Bereich arbei-
tenden Regelung die Regeldifferenzen klein sind. Fu¨r eine Regelsimulation genu¨gt daher die
Berechnung der im Vergleich zu den Fu¨hrungsbewegungen kleinen Regeldifferenzen mit linear-
elastischen Modellen. Aus diesem Grund ist die Verwendung der FEM zur Simulation des Struk-
turverhaltens in Verbindung mit einer Regelung bereits in verschiedenen Arbeiten gegenu¨ber
anderen Ansa¨tzen bevorzugt worden, siehe dazu [26, 27, 56, 187] und wird auch in Hinblick auf
die industrielle Anwendung als geeigneteres Verfahren erachtet [83].
Bei der FEM-Darstellung einer Werkzeugmaschine werden die mit Volumen- oder Schalenele-
menten vernetzten Gestellbausteine, wie zum Beispiel das Maschinenbett oder der Vorschub-
schlitten, Strukturko¨rper genannt. Aber auch die mit eindimensionalen Balkenelementen ver-
netzten Bausteine, wie die U¨bertragungswellen der Antriebsstra¨nge einer Gewindespindel werden
mit diesem Begriff bezeichnet. Innerhalb einer Baugruppe einer Maschine sind die Strukturko¨rper
durch Verbindungselemente mit spezifischen Gelenkeigenschaften miteinander gekoppelt. Diese
Maschinenelemente werden im FEM-Modell auf ihre elastischen Bindungseigenschaften abstra-
hiert und durch Federelemente abgebildet.
Der Erstellungsaufwand nimmt mit der konstruktiven Komplexita¨t der einzelnen Strukturko¨rper
und der Anzahl der Verbindungselemente zu. Dabei bietet der heutige Stand der Technik die
Mo¨glichkeit, die Strukturko¨rper CAD-gestu¨tzt zu modellieren und mit Hilfe von Netzgeneratoren
automatisiert zu diskretisieren. Dem gegenu¨ber erfordert die Modellierung der Verbindungsele-
mente zur Erzeugung von Baugruppenmodellen u¨blicherweise umfangreiche Benutzereingaben
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im FEM-Pra¨prozessor. Dieser Aufwand kommt zustande, da die Kontaktknoten an den Struk-
turko¨rpern ausgewa¨hlt, die Federelemente definiert und diesen Steifigkeitswerte zugewiesen wer-
den mu¨ssen. Bei jeder Modifikation des Strukturko¨rpers mu¨ssen die Verbindungselemente wieder
gelo¨st und neu erzeugt werden.
Um den manuellen Aufwand bei der Modellierung von Gestellbaugruppen zu reduzieren, wur-
den in [158] Modellbausteine entwickelt, mit deren Hilfe Kontaktfla¨chen und Stetigkeitspara-
meter fu¨r Verbindungselemente mit einem Minimum an Benutzerinteraktion definiert und die
Federverbindung automatisiert erzeugt werden kann. Dazu ist eine eindeutige netzunabha¨ngige
Identifikation der Kontaktfla¨chen zwischen den Komponenten erforderlich. Ein Lo¨sungsansatz
hierfu¨r liefert der in [158] eingefu¨hrte Ansatz der netzunabha¨ngigen Kopplung.
7.3.2.1 Netzunabha¨ngige Kopplung
Verbindungselemente werden im FEM-Modell in abstrahierter Form durch Federelemente mo-
delliert. Dabei wird ihre Gesamtsteifigkeit auf die diskreten Federsteifigkeiten konzentriert. Da
die Spannungskonzentration bzw. die lokale Unstetigkeit in der Steifigkeitsmatrix an den Verbin-
dungsknoten zu schwer abscha¨tzbaren numerischen Fehlern fu¨hren, empfiehlt es sich, eine Feder
nicht direkt an einen einzelnen Knotenpunkt einer FEM-Struktur anzukoppeln. Numerisch und
vernetzungstechnisch praktikabler ist eine netzunabha¨ngige Anbindung des Federelements u¨ber
ein Starrko¨rperelement (RBE2), wie in Abbildung 7.13 dargestellt. Ein RBE stellt dabei eine
besondere Form von inneren Zwangsbedingungen (MPCs3) dar.
Die MPCs stellen kinematische Abha¨ngigkeiten zwischen mehreren Freiheitsgraden her. Dazu
werden die betrachteten Freiheitsgrade in unabha¨ngige und abha¨ngige Freiheitsgrade unterteilt.
Die MPCs ko¨nnen dann in der Form eines Skalarproduktes angegeben werden:
[
aUN
aAB
]T
·
[
uUN
uAB
]
= 0. (7.22)
Dabei sind uUN und uAB die Verschiebungen der unabha¨ngigen bzw. der abha¨ngigen Freiheits-
grade mit den Linearkoeffizienten aUN bzw. aAB.
Fu¨r ein RBE errechnen sich die Linearkoeffizienten aus den Knotenkoordinaten in dem Sinne,
dass sich die Knoten des RBEs relativ zueinander nicht bewegen, sich also wie Punkte eines
starren Ko¨rpers verhalten. Die sechs Starrko¨rperfreiheitsgrade (Referenzfreiheitsgrade) des RBE
werden einem strukturfremden Knoten, dem sogenannten Referenzknoten, zugeordnet, der, wie
in Abbildung 7.13 dargestellt, als Koppelknoten fu¨r die Feder dient.
Je nachdem, ob der Koordinatensatz des Referenzknotens gema¨ß Gleichung (7.22) den un-
abha¨ngigen oder den abha¨ngigen Freiheitsgraden (uUN bzw. uAB) entspricht, sind zwei Typen
von RBEs zu unterscheiden. Ein RBE vom Typ 1 besitzt einen unabha¨ngigen Referenzknoten
und gibt somit die Verschiebungen der verbundenen (abha¨ngigen) Strukturknoten explizit vor.
Die Kontaktfla¨che des Strukturko¨rpers kann sich deshalb nicht mehr elastisch verformen.
2In Englisch: Rigid Body Element
3Englisch: Multipoint Constraints
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(a) Zusammenbauansicht (b) Explosionsansicht
Abbildung 7.13: Netzunabha¨ngige Kopplung von FE-Strukturen nach [138]
Bei einem RBE vom Typ 2 ist der Referenzknoten abha¨ngig von den (unabha¨ngigen) Struk-
turknoten der Kontaktfla¨che. Die Kontaktfla¨che des Strukturko¨rpers beha¨lt in diesem Fall die
durch das FEM-Netz gegebene Elastizita¨t, wa¨hrend der Referenzknoten eine aus den unabha¨ngi-
gen Knotenverschiebungen interpolierte Verschiebung erfa¨hrt. Diese Knotenverschiebung ist im
Allgemeinen etwas gro¨ßer als im Fall eines RBE vom Typ 1. Abbildung 7.14 stellt die beiden
Typen von RBEs graphisch dar.
Zur Erzeugung einer RBE-Verbindung im FEM-Modell mu¨ssen die Kontaktknoten am Struk-
turko¨rper identifiziert werden. In [158] wird dafu¨r ein Kopplungsautomatismus entwickelt. Dabei
werden die Kontaktknoten nicht explizit ausgewa¨hlt, sondern die Kontaktfla¨che durch ein geo-
metrisches Fla¨chenelement gekennzeichnet, das als Fangelement dient, zur Veranschaulichung
siehe Abbildung 7.13. Ein Algorithmus wa¨hlt Strukturknoten innerhalb des Fla¨chenelementes
als Kontaktknoten aus. Sind die Kontaktfla¨chen eines Verbindungselementes durch Fla¨chenele-
mente gekennzeichnet und die Federsteifigkeit definiert, ko¨nnen die Referenzknoten, die RBEs
und die Federelemente, d.h. ein gesamtes Verbindungselement, automatisch erzeugt werden.
Die einzige Schnittstelleninformation einer netzunabha¨ngigen Kopplung dieser Art ist das Fan-
gelement an der Kontaktfla¨che des Strukturko¨rpers. Da die Kontaktknoten eindeutig mit den
Fangelementen assoziierbar sind, ko¨nnen die Fu¨gepartner durch Lo¨schen des RBEs jederzeit ge-
trennt, beliebig modifiziert und anschließend der Kontakt automatisch wiederhergestellt werden.
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(a) RBE Typ 1
(b) RBE Typ 2
Abbildung 7.14: Explizite und interpolierende Starrko¨rperelemente (Typ 1 bzw. Typ 2) nach
[158]
7.3.2.2 Parametrische FEM-Modellbausteine
Die Strukturko¨rper in Antriebsstra¨ngen sind vornehmlich Wellen (Motorwelle, Getriebewellen,
Gewindespindel u.a.), die durch eindimensionale Netze mit Balkenelementen dargestellt werden.
Im Gegensatz zu Strukturen, die durch Volumen- und Schalenelementen dargestellt werden,
existieren keine automatischen Diskretisierungsverfahren. Die Wellenstrukturen mu¨ssen deshalb
explizit im FEM-Pra¨prozessor modelliert und unter Verwendung von Querschnittsbibliotheken
und -editoren parametrisiert werden. Daru¨ber hinaus beinhalten Antriebsstrukturen zusa¨tzliche
Verbindungselemente unterschiedlicher Komplexita¨t (Lager, Kupplung, Getriebestufe u.a.).
Da die Erzeugung der Wellenstrukturen weitgehend manuell erfolgt, ist zur Erweiterung bereits
vorhandener FEM-Modelle von Gestellbaugruppen um detaillierte Antriebsstrukturen ein erheb-
licher zusa¨tzlicher Zeitaufwand erforderlich. Fu¨r die Modellierung von Werkzeugmaschinen mit
hohem Detaillierungsgrad sind deshalb effiziente Modellierungswerkzeuge notwendig. Auf diese
Vorgehensweise aufbauend wurden in [138] problemorientierte Modellbausteine zum Erzeugen
und Editieren von FEM-Srukturen fu¨r Werkzeugmaschienen, insbesondere der Antriebsstra¨nge,
entwickelt. Tabelle 7.1 gibt eine U¨bersicht u¨ber die wichtigsten Komponentenklassen fu¨r Gestell-
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und Antriebsstrukturen und die entsprechenden Diskretisierungsansa¨tze fu¨r deren Modellbau-
steine. Eine ausfu¨hrliche Beschreibung der verschiedenen Komponentenklassen ist in [138] zu
finden. Die in [158, 138] vorgestellten Modellbausteine gehen u¨ber das reine Erzeugen von FEM-
Tabelle 7.1: Komponentenklassen fu¨r Gestell und Antriebsstrukturen sowie die entsprechenden
Diskretisierungsansa¨tze fu¨r deren Modellbausteine nach [138]
Komponentenklasse Diskretisierungsansatz
3D-Strukturko¨rper Strukturko¨rper mit frei vernetzter 3D-Geometrie
(z.B. Maschinenbett, Vorschubschlitten) (Volumen und Schaltenelementen)
Allgemeines Verbindungselement Verbindungselement mit frei belegbaren elastischen
Bindungen in allen sechs Raumrichtungen
Welle Strukturko¨rper aus Balkenelementen
(Motorwelle, Vorschubspindel u.a.)
Lager Verbindungselement mit elastischen Bindungen
in den Radialrichtungen und ggf. in axialer Richtung
Kupplung Verbindungselement mit elastischer
Bindung im Torsionsfreiheitsgrad
Linearfu¨hrung Verbindungselement mit elastischen Bindungen
in lateraler und vertikaler Richtung
Kugelgewindetrieb Verbindungselement mit Schraubfreiheitsgrad und
elastischen Bindungen in den sechs Raumfreiheitsgraden
Getriebestufe Verbindungselement mit kinematischer und
(Zahnriemen, Zahnrad) elastischer Kopplung der An- und Abtriebsknoten
Strukturen hinaus. Da mit diesen Modellbausteinen auch deren nachtra¨gliche Vera¨nderbarkeit
anhand der Eingabeparameter realisiert werden kann, wird der Aufbau parametrischer FEM-
Modelle ermo¨glicht. Die FEM-Netze der einzelnen Komponenten ko¨nnen damit effizient editiert
werden, ohne dass die jeweiligen Teilstrukturen durch manuelles Lo¨schen von Kopplungen aus
den Baugruppenmodell herausgetrennt werden mu¨ssen. Diese A¨nderungsprozesse lassen sich
durch Modellbausteine mit parametrischer Funktionalita¨t automatisieren. Dazu muss voraus-
gesetzt werden ko¨nnen, dass die Modellbausteine nach der Aktualisierung der FEM-Netze die
zuvor definierten Kopplungen automatisch wiederherstellen ko¨nnen, wozu eine eindeutige netz-
unabha¨ngige Identifikation der Kontaktfla¨chen zwischen den Komponenten erforderlich ist.
7.3.2.3 Datenmodell fu¨r parametrische FEM-Modellbausteine
Die Grundlage parametrischer FEM-Modelle bildet ein objektorientiertes Datenmodell, das die
Datenstruktur von FEM-Strukturmodellen beschreibt. Dazu werden fu¨r die Komponenten der
Maschine (Strukturko¨rper und die Verbindungselemente) Modellbausteine entwickelt, welche
die klassenspezifischen FEM-Strukturmodelle anhand vorgegebener Eingabeparameter erzeugen
und mit Hilfe der netzunabha¨ngigen Kopplung in die Baugruppe einfu¨gen.
Zur Beschreibung der Modellbausteine werden objektorientierte Datenmodelle verwendet, die
mit Hilfe der graphischen Modellierungssprache UML4 dargestellt werden, siehe [139]. Dabei
4Englisch: Unified Modelling Language
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handelt es sich bei der UML um einen Sprachstandard zur Modellierung von Systemen und
Prozessen, der auch bei komplexen Datenstrukturen anschauliche und widerspruchsfreie Dar-
stellungen ermo¨glicht.
Ein weiterer Vorteil dieser Sprache liegt in der Neutralita¨t in Bezug auf die Syntax spezifi-
scher Programmiersprachen, was eine U¨bertragbarkeit der entwickelten Datenmodelle auf jedes
Softwaresystem das u¨ber eine Programmierschnittstelle (API)5 verfu¨gt, garantiert. In Abbil-
dung 7.15 ist die Anwendung der Modellbausteine in Verbindung mit einem konventionellen
FEM-Programmmsystem dargestellt. Mit Hilfe des API wird in diesem Fall ein anwendungsspe-
Abbildung 7.15: Arbeit mit Modellbausteinen in Verbindung mit konventionellen FEM-
Programmsystemen nach [138]
zifisches Hilfsprogramm (Parametrischer Modelleditor) zur Kommunikation mit dem Benutzer
und der FEM-Datenbasis verwendet. Die API dient dazu, die erforderlichen Werkzeuge zur Pro-
grammierung von graphischen Benutzeroberfla¨chen und zur Manipulation des FEM-Modells zur
Verfu¨gung zu stellen. Mit dem parametrischen Modelleditor werden die Modellbausteine benut-
zeraktiv ausgewa¨hlt, parametrisiert und instantiiert. Dabei werden die Konnektivita¨tsreferen-
zen (die Kontaktstellen der angrenzenden Strukturen) fu¨r den zu erzeugenden Modellbaustein
graphisch-interaktiv im FEM-Pra¨prozessor selektiert. Beim Initiieren erzeugt der parametrische
Modelleditor eine klassenspezifische FEM-Struktur, koppelt diese mit dem im FEM-Pra¨prozes-
sor bereits vorhandenen FEM-Modell und speichert alle Erzeugungsinformationen, so dass die
Modellobjekte zu jedem spa¨teren Zeitpunkt wieder vera¨ndert werden ko¨nnen. Die Realisierung
5Englisch: Application Programming Interface
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des parametrischen Modelleditors orientiert sich an den spezifischen Gegebenheiten des jeweils
verwendeten Simulationssystems sowie dessen API.
7.3.3 Bewegungsgleichungen im Zustandsraum
Zur Modellierung des mechanischen Systems wird ein FEM-Modell mit den in den vorhergehen-
den Abschnitten beschriebenen Eigenschaften verwendet. Somit liegt ein System zweiter Ord-
nung der Form (4.1) mit Massen- und Steifigkeitsmatrix M bzw. K vor, das alle unabha¨ngigen
und ansprechbaren Freiheitsgrade beinhaltet.
Bei der Modellierung von Werkzeugmaschinen werden Schalenelemente und zur Verbindung von
Maschinenteilen Federelemente verwendet. Da die Federelemente nicht massebehaftet sind und
bei den Schalenelementen die Masse nur auf die translatorischen Freiheitsgrade verteilt werden,
ist die MassenmatrixM im Allgemeinen singula¨r, so dass das System unter der Annahme eines
linearen Verhaltens der Sto¨rbewegungen zuna¨chst als ein zwangserregtes, lineares, zeitinvariantes
und gewo¨hnliches Algebro-Differenzialgleichungssystem zweiter Ordnung vorliegt.
Bei der Modellierung der Werkzeugmaschinenstruktur mit finiten Elementen wird zuna¨chst auf
die Modellierung der Da¨mpfung verzichtet. Diese kann in Form einer Da¨mpfungsmatrix D hin-
zugefu¨gt werden, siehe dazu Abschnitt 4.3. Weiterhin werden, im Hinblick auf die Kopplung
des Gleichungssystems mit dem des regelungs- und elektrotechnischen Gleichungssystems, die
seitens der Antriebe anliegenden Motormomente MM und a¨ußere Sto¨rkra¨fte F P , die auf einen
Punkt P der Maschine wirken, u¨ber die Eingangsvektoren uA und uS getrennt eingeleitet, wobei
uA := [MM ] und uS := [F P ] (7.23)
gilt. Dabei ist es u¨blich, den Tool Center Point (TCP) der Maschine als Punkt P zu betrachten.
Analog werden am Ausgang des mechanischen Systems die an die Regelung zuru¨ckgefu¨hrten
Messgro¨ßen der Lagen xi und Drehzahlen ni und die Bewegungen xP am Punkt P in zwei
separate Ausgangsvektoren yM und yS ausgeleitet:
yM :=
[
xi
ni
]
und yS := [xP ]. (7.24)
Mit den Abgriffsmatrizen Cp,M , Cv,M (Messgro¨ßenausga¨nge) und Cp,S, Cv,S (Sto¨rstellen-
ausga¨nge) zur Ausleitung der Messgro¨ßen bzw. der Bewegungen an den Sto¨rstellen stellt sich
die Ausgangsgleichung des Systems mit zwei Partitionen dar:
[
yM
yS
]
=
[
Cp,M
Cp,S
]
x+
[
Cv,M
Cv,S
]
x˙. (7.25)
Mit den Eingriffsmatrizen FA und F S zur formalen Aufspaltung der Antriebs- bzw. der
Sto¨rkra¨fte auf die betreffenden mechanischen Knotenfreiheitsgrade ergibt sich die Beschrei-
bung des geda¨mpften Gesamtsystems zu einem Differenzialgleichungssystem zweiter Ordnung
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der Form:
Mx¨+Dx˙+Kx = [FA F S ]
[
uA
uS
]
y =
[
yM
yS
]
=
[
Cp,M
Cp,S
]
x+
[
Cv,M
Cv,S
]
x˙.
(7.26)
Das erhaltene System beschreibt die Maschinenstruktur inklusive aller modellierter Vorschub-
achsen. Durch Ansprechen der entsprechenden rotatorischen Freiheitsgrade der Antriebe u¨ber
die Eingangsvektoren uA und uS ko¨nnen nun Motormomente bzw. a¨ußere Sto¨rkra¨fte auf die
Struktur bzw. auf die gewu¨nschte Vorschubachse gegeben werden, um somit beispielsweise eine
Analyse bezu¨glich der Positioniergenauigkeit und der Regelkreisdynamik durchfu¨hren zu ko¨nnen.
Fu¨r die Einbindung der Bewegungsgleichungen des mechanischen Systems in das mechatronische
Gesamtmodell und die gemeinsame Lo¨sung des gekoppelten Gleichungssystems wird die Dar-
stellung der Gleichungen im Zustandsraum verwendet. Hierzu werden fu¨r die Lagen x und die
Geschwindigkeiten x˙ die Zustandsvariablen z1 und z2 eingefu¨hrt und das Differenzialgleichungs-
system zweiter Ordnung in ein System erster Ordnung u¨berfu¨hrt. Dazu wird der Zustandsvektor
z als
z =
[
z1
z2
]
=
[
x
x˙
]
(7.27)
definiert. Mit diesem Zustandsvektor la¨sst sich das Differenzialgleichungsystem zweiter Ordnung
in ein Differenzialgleichungssystem erster Ordnung der Form
Ez˙ = Az +Bu
y = Cz
(7.28)
transformieren, wobei
A =

 0 In
−K −D

 , B = [BA BS ] =
[
0 0
FA F S
]
E =

 In 0
0 M

 , C =
[
CM
CS
]
=
[
Cp,M Cv,M
Cp,S Cv,S
] (7.29)
gilt. Fu¨r den Eingang und den Ausgang gilt dabei die Partionierung:
u =
[
uA
uS
]
bzw. y =
[
yM
yS
]
. (7.30)
Dabei ist In die n× n-Einheitsmatrix, 0 eine Nullmatrix jeweils geeigneter Dimension, und D
im ungeda¨mpften Fall gleich Null, siehe dazu auch Abschnitt 3.1, in dem auf die Transformation
von Systemen zweiter Ordnung in Systeme erster Ordnung na¨her eingegangen wird. Ist die
Massenmatrix M nicht singula¨r, la¨sst sich das System (7.28) auch schreiben als
z˙ = Aˇz + Bˇu,
y = Cz,
(7.31)
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wobei
Aˇ =

 0 In
−M−1K −M−1D


Bˇ = [ BˇA BˇS ] =
[
0 0
M−1FA M
−1F S
]
.
(7.32)
In Abbildung 7.16 ist das Blockschaltbild der in Zustandsdarstellung transformierten Bewe-
gungsgleichungen (7.31) dargestellt. Mit Hilfe dieser Darstellung ist es nun mo¨glich, das me-
chanische Modell mit dem regelungs- und elektrotechnischem Modell, wie es in Abbildung 7.6
dargestellt ist, beziehungsweise dessen Gleichungssystem (7.18) u¨ber den Antriebsstrang uA und
den Messgro¨ßenausgang yM zu koppeln. Der Sto¨rstellenein- (uS) und -ausgang (yS) kann zur
Abbildung 7.16: Blockschaltbild der Bewegungsgleichungen in Zustandsdarstellung nach [138]
Analyse des Sto¨ru¨bertragungsverhaltens der Regelkreise oder der dynamischen Relativnachgie-
bigkeit zwischen Werkzeug und Werkstu¨ck verwendet werden. U¨ber diese Schnittstelle ko¨nnen
daru¨ber hinaus auch nichtlineare Reibkraftmodelle mit Ru¨ckkopplungseffekten angeschlossen
und damit zum Beispiel das Verhalten der Maschine unter betriebsa¨hnlichen Lasten abgescha¨tzt
werden.
7.4 Modellordnungsreduktion
Die Modellierung elastischer Strukturen mit der FEM fu¨hrt zu sehr großen Gleichungssystemen,
deren Lo¨sung viel Rechenzeit in Anspruch nehmen. Diese Zeiten vervielfachen sich noch, wenn
iterative Optimierungsrechnungen oder Simulationen im Zeitbereich durchgefu¨hrt werden. Dies
stellt sich bei der Verwendung von FEM-Modellen zur Beschreibung elastischer Mehrko¨rpersy-
steme oder der Regelstrecken von Regelsystemen als problematisch dar. Ausgehend von diesem
Sachverhalt wurden auf dem Gebiet der Mehrko¨rpermechanik und der Regelungstechnik Verfah-
ren entwickelt, die große Modelle reduzieren. Dabei werden ausgehend vom gegebenen System
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von Bewegungsgleichungen hoher Dimension ein Gleichungssystem bestimmt, dessen Systemma-
trizen eine deutlich geringere Dimension aufweisen. Dadurch wird meist eine erheblich schnellere
Lo¨sung des Gleichungssystems erreicht. Bei einer Ordnungsreduktion sollten zudem wichtige Ei-
genschaften des Systems erhalten bleiben.
Ziel der Modellreduktion ist dabei, dass die Differenz der Ausga¨nge des originalen und des
reduzierten Systems ‖y − yˆ‖ fu¨r alle zula¨ssigen Eingangssignale u, bezu¨glich einer geeignet
gewa¨hlten Norm || · ||, klein ist.
Bei der Reduktion eines Systems erster Ordnung der Form (7.28) wird ein System mit r ≪ 2n
gesucht, das folgende Form aufweist:
E˜ ˙ˆz = A˜zˆ + B˜u,
yˆ = Cˆzˆ,
(7.33)
wobei die Matrizen E˜, A˜ ∈ Rr×r regula¨r sind und
B˜ = [ B˜A B˜S ] ∈ Rr×m, Cˆ =
[
CˆM
CˆS
]
∈ Rq×r (7.34)
gilt. Die reduzierten Systemmatrizen und der Zustand zˆ(t) hat im reduzierten System die Di-
mension r. Der Eingang u bleibt unvera¨ndert und der Ausgang yˆ = [ yˆM yˆS ]
T stellt, wie oben
gefordert, eine Approximation an den Ausgang des Originalsystems dar.
Ist die reduzierte Systemmatrix E˜ regula¨r, la¨sst sich das System (7.33) auch schreiben als
˙ˆz = Aˆzˆ + Bˆu,
yˆ = Cˆzˆ,
(7.35)
wobei
Aˆ = E˜
−1
A˜ (7.36)
und
Bˆ = [ BˆA BˆS ] = [ E˜
−1
B˜A E˜
−1
B˜S ] (7.37)
gilt.
Alternativ la¨ßt sich ein reduziertes System zweiter Ordnung der Form (7.26) vor der Trans-
formation in ein System erster Ordnung der Form (7.28) reduzieren. Bei der Reduktion eines
Systems zweiter Ordnung wird ein System mit r ≪ n gesucht, das folgende Form aufweist:
Mˆ ¨ˆx+ Dˆ ˙ˆx+ Kˆxˆ = Fˆ u
yˆ = Cˆpxˆ+ Cˆv ˙ˆx,
(7.38)
wobei die Systemmatrizen Mˆ , Dˆ, Kˆ ∈ Rr×r regula¨r sind und
Fˆ = [ FˆA Fˆ S ] ∈ Rr×m, Cˆp =
[
Cˆp,M
Cˆp,S
]
∈ Rq×r, Cˆv =
[
Cˆv,M
Cˆv,S
]
∈ Rq×r (7.39)
gilt. Die reduzierten Systemmatrizen und der Zustand xˆ haben im reduzierten System die Di-
mension r. Der Eingang u bleibt unvera¨ndert und der Ausgang yˆ = [ yˆM yˆS ]
T stellt, wie oben
gefordert, eine Approximation an den Ausgang des Originalsystems dar.
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Ist die reduzierte Massenmatrix Mˆ regula¨r, la¨sst sich das reduzierte System zweiter Ordnung als
reduziertes System erster Ordnung der Form (7.35) mit zˆ ∈ R2r und einer reduzierten Dimension
2r schreiben, wobei
Aˆ =

 0 In
−Mˆ−1Kˆ −Mˆ−1Dˆ

 , (7.40)
Bˆ = [ BˆA BˆS ] =
[
0 0
Mˆ
−1
FˆA Mˆ
−1
Fˆ S
]
(7.41)
und
Cˆ =
[
CˆM
CˆS
]
=
[
Cˆp,M Cˆv,M
Cˆp,S Cˆv,S
]
. (7.42)
In Kapitel 5 werden die Grundlagen der Modellordnungsreduktion ausfu¨rlich dargestellt und in
Kapitel 10 werden speziell fu¨r die Simulation von Werkzeugmaschinen neu entwickelte Modell-
ordnungsreduktionsverfahren vorgestellt.
7.5 Kopplung der Gleichungssysteme
Fu¨r die Analyse des mechatronischen Gesamtsystems lassen sich das regelungs- und elektrotech-
nische (7.18) sowie das reduzierte mechanische Gleichungssystem (7.23) koppeln. In Abbildung
7.17 ist das Blockschaltbild der zusammengefu¨hrten Gleichungssysteme im Zustandsraum dar-
gestellt. Die aus dem regelungs- und elektrotechnischen System mit Hilfe des Ausgangsvektors
Abbildung 7.17: Blockschaltbild des regelungs- und elektrotechnischen sowie des reduzierten
mechanischen Gleichungssystems im Zustandsraum nach [138]
yR ausgeleiteten Motormomente MM werden an die Einga¨nge des mechanischen Systems u¨ber-
tragen. Dann ist
uA = yR := [MM ]. (7.43)
Kapitel 7: Simulation von Werkzeugmaschinen 113
Die in den Ausgangsvektor yˆM des reduzierten mechanischen Systems ausgeleiteten approxi-
mierten Messgro¨ßen der Lagen xˆi und der Drehzahlen nˆi werden an den Istgro¨ßen-Eingang uR,i
der Regelung zuru¨ckgefu¨hrt, wa¨hrend die approximierten Bewegungen xˆP an den Sto¨rstellen in
den Sto¨rstellenausgang yˆS ausgegeben werden:
uR,i = yˆM :=
[
xˆi
nˆi
]
, yˆS := [ xˆP ]. (7.44)
Einsetzen der Koppelbedingungen (7.43) und (7.44) in die Differenzialgleichungsysteme in Zu-
standsdarstellung (7.18) und (7.33) liefert:
z˙R = AR zR +BR,s uR,s −BR,i CˆM zˆ (7.45)
˙ˆz = Aˆ zˆ + BˆACR zR + BˆS uS (7.46)
Durch Sortieren der Terme nach Zustands- und Eingangsgro¨ßen und Zusammenfassen der
Zusta¨nde des regelungs- und elektrotechnischen sowie des reduzierten mechanischen Systems
zR bzw. zˆ erha¨lt man den Zustandsvektor des Gesamtsystems
zG :=
[
zR
zˆ
]
(7.47)
und die Systemmatrix AG u¨ber:
AG :=
[
AR −BR,i CˆM
BˆACR Aˆ
]
. (7.48)
Die Eingangsgro¨ßen werden in der gleichen Weise im Eingangsvektor
uG :=
[
uR,s
uˆS
]
(7.49)
zusammengefasst und die Eingangsmatrix
BG :=
[
BR,s 0
0 BˆS
]
(7.50)
gebildet. Damit kann das Differenzialgleichungssystem des mechatronischen Gesamtsystems in
der Zustandsdarstellung angegeben werden:
z˙G = AG zG +BG uG
yG = CG zG,
(7.51)
mit
yG :=
[
yˆM
yˆS
]
und CG :=
[
0 CˆM
0 CˆS
]
. (7.52)
Damit ergibt sich fu¨r die Systemgleichungen des geregelten mechatronischen Gesamtsystems das
in Abbildung 7.18 dargestellte Blockschaltbild. Die Ein- und Ausgangsvektoren uG und yG ent-
halten neben den Fu¨hrungsgro¨ßen und den Regelgro¨ßen auch Ein- und Ausga¨nge zur Darstellung
114 7.5 Kopplung der Gleichungssysteme
Abbildung 7.18: Zustandsraumdarstellung des geregelten mechatronischen Gesamtsystems nach
[138]
des U¨bertragungsverhaltens in Bezug auf a¨ußere Sto¨reinflu¨sse. Die Sto¨rgro¨ßenschnittstellen F P
bzw. xˆP dienen der Ein- und Ausleitung von Sto¨rkra¨ften bzw. Systemantworten an Orten außer-
halb der Regelkreise. U¨ber diese kann das Verhalten des mechatronischen Systems in Bezug auf
a¨ußere Sto¨rkra¨fte berechnet werden. Dabei mu¨ssen fu¨r jeden zu beru¨cksichtigenden Sto¨reffekt
entsprechende Ein- und Ausga¨nge an den jeweiligen Orten des mechanischen Systems vorgesehen
werden.
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Kapitel 8
U¨bersicht bekannter
Reduktionsmethoden
Die Approximation von Modellen hoher Dimension durch Modelle kleinerer Dimension ist in der
Strukturmechanik unverzichtbar. Auch in der Regelungstechnik und der Kontrolltheorie ru¨ckte,
durch das Anwachsen der behandelten Modelle, die Modellreduktion ins Blickfeld.
In der Vergangenheit hat sich die modale Reduktion und deren Modifikationen als Methode zur
Approximation großer Modelle etabliert. In der Strukturmechanik und der Mehrko¨rperdynamik
werden die auf modaler Reduktion basierenden Methoden am ha¨ufigsten verwendet. Diese sind
meist auch in kommerziellen FEM-Programmen implementiert, z.B. MSC.Patran/NastranR©,1
oder AdamsR©,2. Diese Methoden sind sowohl auf Systeme in Zustandsraumdarstellung als auch
auf Systeme zweiter Ordnung der Form (4.1) anwendbar. In Abschnitt 8.3 erfolgt die Darstellung
der Methode der modalen Reduktion anhand eines Systems zweiter Ordnung.
Die in Abschnitt 8.1 vorgestellte Methode der Proper Orthogonal Decomposition (POD) ist un-
abha¨ngig vom Typ des zu reduzierenden Systems. Dies macht diese Methode auch fu¨r nichtlinea-
re Systeme anwendbar, z.B. bei der Modellreduktion von Stro¨mungsmodellen oder nichtlinearer
Mehrgro¨ßensysteme. Eine U¨bersicht zur Anwendung der POD auf mechanische Systeme ist u.
a. in [106] zu finden.
Aus der Regelungstechnik wurden in ju¨ngerer Zeit verschiedene Ansa¨tze zur Modellreduktion
bekannt, welche auf Approximationen von Funktionen mit Hilfe der Singula¨rwertzerlegung oder
dem Momentenabgleich der U¨bertragungsfunktion basieren. Die ersten Ansa¨tze zur Approxima-
tion von Funktionen sind bereits mehr als 200 Jahre alt. Eine fu¨r die Modellreduktion wichtige
Methode, die Pade´-Approximation, geht auf das Jahr 1892 zuru¨ck [142]. Zwei weitere fu¨r die
Modellreduktion durch Momentenabgleich wichtige Algorithmen, der Lanczos- [114] und der
Arnoldi-Algorithmus [11] wurden in den 1950-ger Jahren vero¨ffentlicht.
Die neuen Verfahren haben den Vorteil, dass sowohl die statischen als auch die dynamischen
Eigenschaften des reduzierten Systems gut approximiert werden ko¨nnen. Da die Bewertung auf
1MSC.Software, Nastran, Kurzform fu¨r Nasa Structural Analysis System, von der US-Raumfahrtbeho¨rde NA-
SA entwickeltes Finite-Elemente-Programm.
2Adams/Flex. Mechanical Dynamics Inc.
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einer mathematischen Grundlage geschieht, bieten sich zudem Ansa¨tze, die eine Automatisier-
barkeit des Reduktionsprozesses ermo¨glichen.
In Abschnitt 8.2 wird die Methode des balancierten Abschneidens, die als erstes in [133] beschrie-
ben wurde, dargestellt. Die auf dieser Methode basierenden Verfahren generieren reduzierte Sy-
steme mit guten Approximationseigenschaften. Ein großer Vorteil gegenu¨ber anderen Verfahren
ist die leichte Bestimmung des Approximationsfehlers des reduzierten Modells. In Hinsicht auf
einer automatisierten Modellreduktion stellen die Verfahren basierend auf dieser Methode ideale
Reduktionsverfahren dar. Diese Methode wurde urspru¨nglich fu¨r die Reduktion von Modellen in
der Zustandsraumdarstellung (3.12) entwickelt [23]. In der letzten Zeit konnte die Anwendung
dieser Methode auf Systeme erster Ordnung der Form (3.4) und Systeme zweiter Ordnung der
Form (3.1) erweitert werden [170, 171]. Wegen einem hohem Speicherbedarf und aufwendigen
Berechnungen ist das Grundverfahren allerdings auf sehr große Modelle nur bedingt anwendbar.
In Abschnitt 8.4 erfolgt eine Darstellung der Methode des Momentenabgleichs. Bei Verfahren
mit Momentenabgleich ist es das Ziel, die Eigenschaften der U¨bertragungsfunktion des Origi-
nalsystems durch die Eigenschaften der U¨bertragungsfunktion des reduzierten Systems zu ap-
proximieren. Die wichtigsten Methoden dieser Gruppe sind die Krylov-Unterraum-Methoden,
die auch zur Lo¨sung großer Eigenwertprobleme [169] oder zur iterativen Lo¨sung linearer Glei-
chungssysteme eingesetzt werden, siehe [77, 152]. Diese liefern einen numerisch stabilen Ansatz
zur Realisierung des Momentenabgleichs der U¨bertragungsfunktion eines Systems. Verfahren, die
auf diesen Methoden basieren, sind zur Reduktion sehr großer und du¨nnbesetzter Systeme geeig-
net und wurden anfa¨nglich fu¨r Systeme im Anwendungsbereich der Simulation von elektrischen
Schaltkreisen oder mikroelektronischen Systemen (MEMS)3 entwickelt [21, 60, 61, 66, 68]. Die
Anwendung dieser Methode auf mechanische Systeme zweiter Ordnung wurden beispielsweise in
[155] und [123] beschrieben.
Aufbauend auf den Methoden des vorhergehenden Abschnittes werden in Abschnitt 8.5 Metho-
den beschrieben, die Systeme in der H2-Norm optimal reduzieren. Dazu wird die Methode der
iterativen Krylov-Unterraum-Verfahren und die Approximation durch tangentiale Interpolation
beschrieben.
8.1 Proper Orthogonal Decomposition
Eine Methode, die in vielen Anwendungsbereichen zur Anwendung kommt ist die Methode
der Proper Orthogonal Decomposition (POD). Diese Methode steht nicht im Mittelpunkt der
vorliegenden Arbeit, deshalb sollen an dieser Stelle nur die Grundzu¨ge dieser Methode erla¨utert
werden. Eine detailliertere U¨bersicht verschiedener Verfahren, die auf dieser Methode basieren,
ist beispielsweise in [106] zu finden.
Bei der Proper Orthogonal Decomposition (POD) wird ein Satz von Vektoren xi ∈ Rn mit
i = 1, . . . , s betrachtet, die spaltenweise in einer Matrix
X = [x1 · · · xs ] (8.1)
3Englisch: Micro-Electro-Mechanical Systems
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vom Rang r ≤ min (n, s) zusammengefasst sind.
Wird die POD zur Analyse einer Gro¨ße x(t,w) mit t ∈ R und w ∈ Rn verwendet, so ko¨nnen
die Vektoren xi als
xi =


x(ti, [w]1)
...
x(ti, [w]n)

 (8.2)
definiert werden, wobei die Gro¨ßen x(ti, [w]j), mit i = 1, . . . , s und j = 1, . . . , n einer end-
lichen Anzahl von Stichproben s des Feldes x(t,w) entsprechen, siehe [10]. Die Vektoren xi
werden Snapshots genannt. Die Freiheit bei der Wahl der Snapshots macht die POD zu einem
Verfahren mit einem breiten Anwendungsspektrum. Fu¨r Systeme in der Zustandsraumdarstel-
lung (3.4) bzw. (3.12) lassen sich Snapshots sowohl im Zeitbereich mit xi = z(ti) als auch im
Frequenzbereich mit xi = Z(ıωi) definieren.
Das Ziel der POD besteht nun darin, die wesentliche Information, die in der MatrixX enthalten
ist, mit Hilfe eines reduzierten Satzes von Basisvektoren darzustellen. In mathematischer Form
wird dieses Ziel durch die Lo¨sung eines Optimierungsproblems erreicht. Dieses Optimierungs-
problem besteht darin, einen Satz von Vektoren ui ∈ Rn, mit i = 1, . . . , ℓ und ℓ ∈ [1, s] zu
finden, der eine Lo¨sung von
max
u1,...,uℓ
ℓ∑
j=1
s∑
i=1
(xi · uj)2 mit uTi · uj = δij , fu¨r 1 ≤ i, j ≤ ℓ (8.3)
darstellt. Theoretisch erha¨lt man die gesuchten Vektoren mit Hilfe des Eigenwertproblems
XXTui = λi ui, (8.4)
siehe [179]. Da die Matrix (XXT ) ∈ Rn×n, die auch als POD-Kernel (KPOD) bezeichnet
wird, aufgrund ihrer Konstruktion positiv semidefinit und symmetrisch ist, besitzt sie nur nicht
negative Eigenwerte λ1 ≥ λ2 ≥ . . . ≥ λn ≥ 0 sowie n reellwertige Eigenvektoren ui, welche sich
so normieren lassen, dass sie der Orthogonalita¨tsbedingung aus (8.3) genu¨gen. Die Eigenvektoren
werden auch als Proper Orthogonal Modes (POM) und die normierten Eigenwerte
λ˜i =
λi
s
(8.5)
als Proper Orthogonal Values (POV) bezeichnet, siehe [106].
Es besteht ein direkter Zusammenhang zwischen dem Eigenwertproblem (8.4) und der in Ab-
schnitt 2.1 beschriebenen Singula¨rwertzerlegung. Die POM ui entsprechen demnach den Links-
singula¨rvektoren und die POV λi den Quadraten der Singula¨rwerte σi der Matrix X dividiert
durch die Ma¨chtigkeit s des betrachteten Datensatzes.
Bei der praktischen Anwendung der POD wird deshalb eine Singula¨rwertzerlegung der Matrix
X der Form (2.16) angewendet, mit der man die Matrizen U ∈ Rn×n, V ∈ Rs×s und Σ ∈ Rn×s
erha¨lt.
Werden die ersten ℓ POM in einer Matrix
U ℓ = [u1 · · ·uℓ ] (8.6)
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zusammengefasst, so kann mit Hilfe von (2.24) eine ApproximationXℓ vonX angegeben werden:
Xℓ =
ℓ∑
i=1
σi ui vi = U ℓ ·Σℓ · (V ℓ)T︸ ︷︷ ︸
Bℓ
, (8.7)
wobei
V ℓ = [v1 · · · vℓ ] (8.8)
und
Σℓ = diag(σ1, . . . σℓ). (8.9)
Dabei ergibt sich mit (2.35) der in der Frobenius-Norm gemessene Fehler zu
||X −U ℓ ·Bℓ||2F =
r∑
i=ℓ+1
σ2i =
r∑
i=ℓ+1
λi. (8.10)
Werden fu¨r Systeme in der Zustandsraumdarstellung (3.4) bzw. (3.12) Snapshots im Zeitbereich
xi = z(ti) oder im Frequenzbereich xi = Z(ıωi) verwendet, so la¨sst sich mit den Matrizen
V = U ℓ ∈ Rn undW = V eine Projektion Π = VW ∗ definieren, um ein System mit (5.10) zu
reduzieren.
8.2 Balanciertes Abschneiden
Die Approximationsidee bei der Methode des balancierten Abschneidens ist es, diejenigen
Zusta¨nde zu entfernen, die einerseits viel Steuerenergie beno¨tigen, um angeregt zu werden, und
andererseits nur wenig Ausgangsenergie erzeugen.
Deshalb besteht der Ansatz dieser Methode darin, mit Hilfe einer linearen Zustandstransforma-
tion eine spezielle Realisierung des Systems zu bestimmen, in der schlecht steuerbare Zusta¨nde
zugleich schlecht beobachtbare Zusta¨nde sind. Diese Realisierung wird balancierte Realisierung
genannt. Anschließend ko¨nnen diejenigen Zusta¨nde entfernt werden, die einerseits viel Steuer-
energie beno¨tigen, um angeregt zu werden und andererseits wenig Ausgangsenergie erzeugen.
Die hier wiedergegebene Darstellung der Methode des balancierten Abschneidens orientiert sich
an den Darstellungen der Methode in [10, 117].
Definition 8.1 Die Zustandsraumdarstellung eines steuerbaren, beobachtbaren und stabilen Sy-
stems wird balancierte Realisierung genannt, wenn die Gramsche Steuerbarkeitsmatrix (3.117)
und die Gramsche Beobachtbarkeitsmatrix (3.118) beide gleich und beide diagonal sind, d.h. wenn
gilt
P = Q = Σ =


σ1
. . .
σ2n

 (8.11)
wobei σk reelle und positive Werte mit
σ1 ≥ σ2 ≥ . . . ≥ σ2n > 0 (8.12)
die Hankel-Singula¨rwerte (3.131) des Systems sind.
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Um die balancierte Realisierung eines Systems der Form (3.12) zu erhalten, wird eine lineare Zu-
standsraumtransformation z = T ·z˜ durchgefu¨hrt, wobei T ∈ K2n×2n eine regula¨re zeitinvariante
Matrix ist. Das transformierte System ergibt sich dann zu
˙˜z(t) = A˜z˜(t) + B˜u(t),
y(t) = C˜z˜(t),
(8.13)
wobei
A˜ = T−1AˇT , B˜ = T−1Bˇ und C˜ = CˇT . (8.14)
Fu¨r die Gramschen Matrizen in den neuen Koordinaten ergibt sich
P˜ = T−1P T−∗ und Q˜ = T ∗QT . (8.15)
Unter der linearen Koordinatentransformation (8.15) sind die Eigenwerte der Matrizen P und
Q also nicht invariant. Allerdings folgt fu¨r die Eigenwerte λi des Produktes der beiden Matrizen
λi(P Q) = λi(T
−1 P QT ) = λi(P˜ Q˜), (8.16)
so dass diese unabha¨ngig von der Wahl des Zustandes sind und als Invarianten des Ein- und
Ausgangsverhalten angesehen werden ko¨nnen [10, 188].
Sind die symmetrischen und positiv definiten Matrizen P und Q die eindeutigen Lo¨sungen der
Gleichungen (3.119) bzw. (3.120), dann sind die transformierten, symmetrischen und positiv
definiten Gramschen Matrizen P˜ = T−1P T−∗ und Q˜ = T ∗QT die eindeutigen Lo¨sungen der
Lyapunov-Gleichungen
A˜ P˜ + P˜ A˜
∗
+ B˜ B˜
∗
= 0, (8.17)
A˜
∗
Q˜+ Q˜ A˜+ C˜
∗
C˜ = 0, (8.18)
siehe [10].
In [10, 188] wird gezeigt, dass es die Transformationseigenschaften (8.15) erlauben, fu¨r ein asym-
ptotisch stabiles, steuerbares und beobachtbares System der Form (3.12) eine Zustandstransfor-
mation anzugeben, so dass in den neuen Koordinaten gilt
P˜ = Q˜ = Σ (8.19)
wobei Σ := diag(σi).
Lemma 8.1 (Zustandsraumtransformation T ) Gegeben sei das steuerbare, beobachtbare
und stabile System der Form (3.12) sowie die entsprechenden Gramschen Matrizen P und Q.
Dann ist durch
T = Σ1/2K∗U−1 und T−1 = U KΣ−1/2, (8.20)
wobei U die Faktor-Matrix der Cholesky-Zerlegung
P = U U∗ (8.21)
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ist und die Matrizen K und Σ = diag(σ1, . . . , σ2n) aus der Eigenwertwertzerlegung der positiv
definiten Matrix U∗QU
U∗QU =KΣ2K∗ (8.22)
resultieren, eine balancierende Zustandstransformation gegeben.
Beweis: Siehe [10]. 2
Diese Darstellung wird balancierte Realisierung bezeichnet. Die entsprechende Zustandstrans-
formation T kann mit Algorithmus 1 berechnet werden [10].
Algorithmus 1 Algorithmus zur Balancierung von Systemen [10]
Eingabe: Matrizen P und Q
Ausgabe: Zustandstransformation T und T−1
1: function [T ,T−1] = Balancierung(P , Q)
2: Cholesky-Zerlegung P = U U∗
3: Eigenwertzerlegung: U∗QU =KΣ2K∗
4: Transformationsmatrizen: T = Σ1/2K∗U−1 und T−1 = U KΣ−1/2
In der balancierten Realisierung des Systems sind die schlecht steuerbaren Zusta¨nde nun zugleich
auch schlecht beobachtbare Zusta¨nde.
Ist T als eine, das System (3.12) balancierende, Transformation mit
σ1 ≥ σ2 ≥ · · · ≥ σr > σr+1 ≥ · · · ≥ σ2n > 0 (8.23)
gegeben, dann kann die Gramsche Matrix Σ in (8.20) entsprechend partitioniert werden:
Σ =
[
Σ1 0
0 Σ2
]
, (8.24)
wobei Σ1 ∈ Kr×r.
Das bedeutet, dass das System in zwei Subsysteme partitioniert werden kann, wobei ein Subsy-
stem die gro¨ßten und das andere die kleinen Hankel-Singula¨rwerte entha¨lt.
Partitioniert man die Systemmatrizen entsprechend
A˜ =
[
A˜11 A˜12
A˜21 A˜22
]
, B˜ =
[
B˜1
B˜2
]
, und C =
[
C˜1 C˜2
]
, (8.25)
so kann das System in die Subsysteme (A˜ii, B˜i, C˜i), i = 1, 2 aufgeteilt werden, wobei A˜11 ∈
K
r×r, B˜1 ∈ Kr×m und C˜1 ∈ Kq×r.
Man erha¨lt ein reduziertes System, indem man die Matrizen des zweiten Subsystems ver-
nachla¨ssigt. Mit dem Originalsystem sind auch die beiden Subsysteme asymptotisch stabil, sowie
steuer- und beobachtbar. Fu¨r das System (A˜11, B˜1, C˜1) gilt zudem die Fehlerabscha¨tzung
||H˜ − H˜1||H∞ ≤ 2 (σr+1 + · · ·+ σ2n), (8.26)
wobei H˜ die U¨bertragungsfunktion des balancierten Originalsystems und H˜1 die U¨bertragungs-
funktion des reduzierten Systems darstellen [10].
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Definition 8.2 (Balanciertes Abschneiden) Ist (8.25) ein stabiles, steuerbares und beob-
achtbares System in balancierter Realisierung, dann wird das Subsystem (A˜11, B˜1, C˜1) mit
A˜11 ∈ Kr×r, B˜1 ∈ Kr×m und C˜1 ∈ Kq×r durch balanciertes Abschneiden reduziertes System der
Ordnung r genannt.
Um das Subsystem (A˜11, B˜1, C˜1) zu bestimmen, ist es nicht notwendig, das gesamte System zu
balancieren. In [86] wird auf das in Abschnitt 5.2 beschriebene Projektionsverfahren zuru¨ckzu-
greifen, um ein Verfahren mit weniger Rechenaufwand zu erhalten. Dabei wird das reduzierte
System durch Anwendung einer schiefen Projektion mit Hilfe zweier Matrizen V und W gene-
riert. Dieses Verfahren wird durch den Algorithmus 2 angegeben.
Algorithmus 2 Square Root Algorithmus mit Abschneiden [10, 86]
Eingabe: Matrizen P und Q
Ausgabe: Projektionsmatrizen V undW
1: function [V ,W ] = Balanciertes Abschneiden(P , Q)
2: Cholesky-Zerlegung P = U U∗
3: Eigenwertzerlegung: U∗QU =KΣ2K∗
4: Partitionierung: K = [K1 K2], Σ = diag(Σ1 Σ2),
5: Transformationsmatrizen: T = Σ
1/2
1 K
∗
1U
−1 und T−1 = U K1Σ
−1/2
1
Mit dem Originalsystem sind auch die beiden Subsysteme asymptotisch stabil, sowie steuer-
und beobachtbar. Fu¨r das System (A˜11, B˜1, C˜1) kann zudem eine Fehlerabscha¨tzung angegeben
werden [10].
Satz 8.1 Sei ein asymptotisch stabiles, steuerbares und beobachtbares LTI System Σˇ1o der Form
(3.12) gegeben. Das durch balanciertes Abschneiden bestimmte reduzierte System Σˆ1o hat die
folgenden Eigenschaften:
1. Das reduzierte System Σˆ1o ist balanciert und asymptotisch stabil.
2. Seien σi, i = 1, . . . , 2n die Singula¨rwerte von Σˇ1o mit Vielfachheiten mi und habe Σˆ1o die
Singula¨rwerte σi, i = 1, . . . , r mit r < 2n und Vielfachheiten mi. Der Approximationsfehler
in der H∞-Norm des reduzierten Systems ist dann gegeben durch:
|| Σˇ1o − Σˆ1o ||H∞ ≤ 2 (σr+1 + · · ·+ σ2n). (8.27)
Beweis: Siehe [10]. 2
Das hier dargestellte Verfahren fu¨r Systeme erster Ordnung der Form (3.12) kann fu¨r die Re-
duktion von Systemen in anderen Darstellungsformen angepasst werden. Fu¨r die Reduktion
von Systemen erster Ordnung in der allgemeinen Zustandsdarstellung der Form (3.4) sei auf
[170, 171] verwiesen. In [146] wird eine Methode vorgestellt, die Systeme zweiter Ordnung der
Form (3.1) mit der Methode des balancierten Abschneidens reduziert.
Die Methode des balancierten Abschneidens ist in Hinsicht auf die Stabilita¨tserhaltung und die
globale Fehlerbestimmung des reduzierten Systems ein ideales Reduktionsverfahren. Allerdings
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sind die bisher entwickelten Verfahren des balancierten Abschneidens in der Praxis noch nicht
auf sehr große Modelle anwendbar, da die Lo¨sung von zwei Lyapunov-Gleichungen und zusa¨tzlich
eine Singula¨rwertzerlegung zur Bestimmung des reduzierten Systems beno¨tigt werden, wodurch
ein hoher Speicher- und Berechnungsaufwand notwendig ist. Um diese Methode auch auf große
Modelle anwenden zu ko¨nnen, wird deshalb auf Approximationsverfahren zuru¨ckgegriffen, siehe
dazu [10, 19, 23, 24, 100, 143, 144].
8.3 Modale Reduktion
Der Ausgangspunkt bei der modalen Reduktion ist die Reihendarstellung der U¨bertragungsfunk-
tion (4.31) des modal transformierten Systems (4.15). Die Approximationsidee besteht darin,
die nach der Eigenfrequenz geordnete (ω1 ≤ ω2 ≤ · · · ≤ ωn) Reihe (4.31) nach dem r-ten Glied
abzubrechen:
Hˆ(ıω) =
r∑
i=1
[C¯p + ıωC¯v]∗ i · [F¯ ]i ∗
ω2i − ω2 + 2 ı ω ωiDL,i
. (8.28)
Die Anzahl r der Glieder wird dabei so groß gewa¨hlt, dass die Eigenfrequenz ωr+1 genu¨gend
weit von der Erregerfrequenz ω entfernt liegt. In der Literatur findet man dazu verschiedene
Empfehlungen, bis zu welchem Wert der Erregerfrequenz die Eigenmoden beru¨cksichtigt werden
sollten. In [73] findet man beispielsweise die Empfehlung, alle Eigenmoden bis zum doppelten
Wert der maximal auftretenden Erregerfrequenz zu beru¨cksichtigen.
Aus der Reihendarstellung (4.31) ist zu ersehen, dass die Gro¨ße der einzelnen Reihenglieder
nicht nur von den Eigenwerten des Systems, sondern auch von C¯p, C¯v und F¯ abha¨ngen. Somit
kann eine Eigenmode einen großen Einfluss auf das U¨bertragungsverhalten haben, obwohl deren
Eigenfrequenz relativ weit von der Erregerfrequenz entfernt liegt.
Wird durch die Vernachla¨ssigung des i-ten Gliedes der Reihe (4.31) das U¨bertragungsverhalten
des Systems stark beeinflußt, bezeichnet man die Eigenfrequenz und die zugeho¨rige Eigenmode
als dominant. Aus diesem Grund besteht das Hauptproblem der modalen Reduktion darin, die
dominanten Eigenmoden zu bestimmen.
In [74] wird gezeigt, dass proportional geda¨mpfte Systeme mit kleiner Da¨mpfung na¨herungsweise
balanciert sind und es somit mo¨glich ist, zur i-ten Eigenmode mit
σ˜i =
||[C¯p + ıωC¯v]∗ i||2 · ||[F¯ i ∗]||2
4ωiDL,i
(8.29)
einen entsprechenden approximierten Hankel-Singula¨rwert σ˜i anzugeben. Auf diese Weise ist es
mo¨glich, den einzelnen Eigenmoden Beitra¨ge zur H∞-Norm (8.27) zuzuordnen, wodurch sich
dann eine Approximation des Abschneidefehlers fu¨r das reduzierte System bezu¨glich dieser Nor-
men angeben la¨sst. Mit dieser Methode lassen sich Eigenmoden auswa¨hlen, die einen wichtigen
Einfluss auf das U¨bertragungsverhalten des Systems haben, doch werden ha¨ufig viele Momente
beno¨tigt, um eine zufriedenstellende Approximation zu erhalten. Die Ursache dafu¨r liegt darin,
dass in den Eigenmoden keine Information bezu¨glich der ra¨umlichen Verteilung der wirkenden
Kra¨fte enthalten ist, siehe dazu [73, 131, 185]. Die Approximationsgu¨te kann erho¨ht werden, in-
dem in der Reihe (4.31) nur Anteile von Eigenmoden verwendet werden, von denen ein wichtiger
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Beitrag zur U¨bertragungsfunktion erwartet wird. Zusa¨tzlich werden die nicht beru¨cksichtigten
Moden mit Hilfe eines Durchgriffsterms R na¨herungsweise erfasst. Damit erha¨lt man die appro-
ximierte U¨bertragungsfunktion:
Hˆ(ıω) =
r∑
i=1
[C¯p + ıωC¯v]∗ i · [F¯ ]i ∗
ω2i − ω2 + 2 ı ω ωiDL,i
+R. (8.30)
Bei der sogenannten Mode Acceleration Methode [45, 46, 3] wird der Term R so gewa¨hlt, dass
die stationa¨re Lo¨sung korrekt abgebildet wird, d.h. Hˆ(0) =H(0).
Durch eine Erga¨nzung der modalen Basis um Korrekturmoden, die es erlauben, bestimmte Ei-
genschaften des Originalmodells im reduzierten Modell zu erhalten, kann eine Verbesserung der
Approximation erreicht werden. In der Strukturmechanik werden solche Ansa¨tze bei der Kopp-
lung von Substrukturen verwendet. Mit der Verwendung von Attachment Modes oder Constraint
Modes wird z. B. der statische Einfluss von Lasten beru¨cksichtigt [46, 93].
Sogenannte Inertia Relief Attachment Modes [46, 93] werden verwendet, wenn eine elastische
Struktur auch Starrko¨rpermoden beinhaltet.
Die Verwendung von Frequency Response Modes stellt eine Verallgemeinerung dieser Verfahren
dar [50]. Hierbei wird die Amplitude der stationa¨ren Lo¨sung eines harmonisch erregten mecha-
nischen Systems als Korrekturmoden verwendet, die sich fu¨r die Erregerfrequenzen ωFRM bei
vernachla¨ssigter Da¨mpfung zu
ΦFRM := (−ω2FRMM +K)−1 · F , (8.31)
ergibt, siehe z. B. [3]. Die Frequency Response Modes gehen fu¨r eine Anregungsfrequenz ωFRM =
0 im Falle einer statisch gelagerten Struktur in die Attachment Modes u¨ber. Liegen ungelagerte
Strukturen vor, so sind nur Werte ωFRM 6= 0 zula¨ssig. Fu¨r kleine Werte von ωFRM besteht
jedoch ein enger Zusammenhang mit den Inertia Relief Attachment Modes [50].
Bei der Verwendung von Eigen- und Korrekturmoden besteht ein kritischer Punkt darin, dass
die durch ggf. linear abha¨ngige Spaltenvektoren erweiterte Matrix (numerisch) nicht vollen Spal-
tenrang besitzt. Eine Methode dies zu verhindern, besteht in der Transformation der Korrektur-
moden [46, 50, 185], so dass die resultierenden Moden nur noch Anteile aus den vernachla¨ssigten
Eigenmoden enthalten und massenorthogonal bezu¨glich der beru¨cksichtigten Eigenmoden sind.
Diese Moden werden als Residual Attachment Modes bezeichnet.
Der Aspekt linear abha¨ngiger Spaltenvektoren deutet auf einen Defizit dieser Verfahren hin.
Ein nicht voller Spaltenrang der Projektionsmatrix bedeutet, dass nicht alle Korrekturmoden
zur Verbesserung der Approximation beitragen. Bei Verwendung der Frequency Response Mo-
des stellt sich zudem die Frage, wie viele und welche Anregungskreisfrequenzen ωFRM fu¨r ein
bestimmtes Anregungsspektrum sinnvoll sind.
8.4 Krylov-Unterraum-Verfahren
Bei der Modellreduktion mit Krylov-Unterra¨umen handelt es sich um Projektionsverfahren, die
auf einer Interpolation der U¨bertragungsfunktion mit Hilfe eines Momentenabgleiches basieren.
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Die Methoden des Momentenabgleiches werden auch Moment-Matching4-Methoden genannt. Bei
diesen Methoden wird gefordert, dass eine bestimmte Anzahl an Momenten des Originalsystems
mit den Momenten des reduzierten Systems u¨bereinstimmen.
Im ersten Abschnitt dieses Kapitels wird das grundlegende Prinzip des Momentenabgleich na¨her
dargestellt. Im darauf folgenden Abschnitt 8.4.2 wird zuna¨chst auf die Methode des expliziten
Momentenabgleiches eingegangen. Die Methoden zum expliziten Momentenabgleich sind nur
fu¨r kleine reduzierte Systeme numerisch stabil zu berechnen, was deren Verwendung in vielen
Anwendungsgebieten einschra¨nkt.
Ein numerisch stabiler Ansatz reduzierte Modelle, die den Anforderungen des Momentenabglei-
ches genu¨gen, zu erzeugen, ist die Verwendung von Projektionsmatrizen, deren Spaltenvektoren
Basen von geeigneten Krylov-Unterra¨umen darstellen. Mit der Verwendung dieser Projektions-
matrizen ist es mo¨glich, die geforderte Eigenschaft des Momentenabgleiches implizit zu erhalten.
In Abschnitt 8.4.3 wird deshalb auf den Zusammenhang der Eigenschaft des Momentenabgleiches
der U¨bertragungsfunktion eines reduzierten Systems erster Ordnung und Krylov-Unterra¨umen
eingegangen. Anschließend werden Mo¨glichkeiten vorgestellt, wie Basen fu¨r geeignete Krylov-
Unterra¨ume numerisch stabil generiert werden ko¨nnen.
Im darauf folgenden Abschnitt 8.4.4 werden Verfahren zur Modellreduktion von Systemen zwei-
ter Ordnung auf Basis von Krylov-Unterra¨umen vorgestellt und die Sonderfa¨lle von ungeda¨mpf-
ten und geda¨mpften Systemen diskutiert.
Ein System in Zustandsdarstellung, das durch Transformation eines Systems zweiter Ordnung
entstanden ist, besitzt nach Abschnitt 3.1 eine charakteristische Blockstruktur. Wird eine geeig-
nete Krylov-Unterraummethode auf das Modell in Zustandsdarstellung angewendet, so u¨bertra¨gt
sich diese Struktur in gewisser Weise auf die Blo¨cke der Krylov-Sequenz. Das Ausnutzen dieser
Eigenschaft erlaubt es, eine direkte Methode fu¨r Systeme zweiter Ordnung zu entwickeln. Dazu
werden in [14, 24, 68, 122, 123, 155] geeignete Verfahren vorgestellt und diskutiert. Fu¨r das
Anwendungsgebiet der Strukturmechanik sind die Verfahren, die in [14, 122, 155] vorgeschla-
gen werden, am besten geeignet, da mit diesen die Struktur des Systems als System zweiter
Ordnung erhalten bleibt. Bei diesen Verfahren werden die Projektionsra¨ume durch sogenannte
Krylov-Unterra¨ume zweiter Ordnung beschrieben. Geeignete Methoden zur stabilen Berechnung
der Basen dieser Ra¨ume findet man in [15, 123, 155].
Mechanische Systeme liegen ha¨ufig als ungeda¨mpfte oder als proportional geda¨mpfte Systeme
vor. Es ist daher sinnvoll, die daraus resultierenden Auswirkungen auf die Krylov-Unterraum-
Verfahren zu untersuchen. Zu diesem Zweck ko¨nnen die Arbeiten [54, 20] herangezogen werden,
die die Auswirkungen einer Rayleigh-Da¨mpfung auf die Krylov-Unterraum-Verfahren als Son-
derfall der proportionalen Da¨mpfung untersuchen.
Die Darstellungen in diesem Abschnitt orientieren sich an [10, 111, 117, 155].
4Dieser Begriff ist in der englischen Fachliteratur fu¨r den Begriff Momentenabgleich gebra¨uchlich.
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8.4.1 Momentenabgleich
Da das Prinzip des Momentenabgleiches auf Systeme anderer Darstellungsformen und auf Syste-
me zweiter Ordnung u¨bertragen werden kann, wird das grundlegende Konzept des Momenten-
abgleiches hier ausschließlich anhand eines Systems erster Ordnung der Form (3.4) dargestellt.
Die Potenzreihenentwicklung um die Entwicklungsstelle s0 ∈ C der U¨bertragungsfunktion eines
Systems der Form (3.4) ist durch
H(s) =
∞∑
j=0
−C((A− s0E)−1E)j(A− s0E)−1B (s− s0)j =
∞∑
j=0
Hj(s0) (s − s0)j (8.32)
gegeben. Die Koeffizienten Hj(s0) bezeichnen dabei die Momente der U¨bertragungsfunktion,
siehe dazu auch die Definition 3.10 in Abschnitt 3.2.3. Bei den Methoden basierend auf Momen-
tenabgleich wird nun gefordert, dass eine bestimmte Anzahl der ersten Momente der U¨bertra-
gungsfunktion Hˆ(s) des reduzierten Systems mit den ersten Momenten der U¨bertragungsfunkti-
on des Originalsystems H(s) u¨bereinstimmen. Bei den mit diesen Methoden reduzierten Model-
len handelt es sich um sogenannte Pade´-Modelle. Man sagt auch, dass die U¨bertragungsfunktion
des reduzierten Systems Hˆ(s) eine Pade´-Approximation der U¨bertragungsfunktionH(s) an der
Entwicklungsstelle s0 ist.
Definition 8.3 (Pade´-Modell) Ein reduziertes Modell der Dimension r wird r-tes Pade´ Mo-
dell an der Entwicklungsstelle s0 genannt, wenn die Potenzreihenentwicklung an der Stelle s0
der U¨bertragungsfunktion H(s) mit der Potenzreihenentwicklung der U¨bertragungsfunktion des
reduzierten Systems Hˆ(s) an mo¨glichst vielen fu¨hrenden Termen u¨bereinstimmt, d.h. wenn gilt
H(s) = Hˆ(s) +O((s − s0)p(r)), (8.33)
wobei p(r) so groß wie mo¨glich ist.
8.4.2 Expliziter Momentenabgleich
Die folgende Herleitung der Methode des expliziten Momentenabgleiches, basiert auf der Dar-
stellung in [38], wobei zur einfacheren Darstellung ein SISO-System betrachtet wird. In diesem
Fall handelt es sich bei der U¨bertragungsfunktion H(s) um eine skalarwertige Funktion. Das
grundlegende Konzept des expliziten Momentenabgleiches kann auf allgemeine MIMO-Systeme
u¨bertragen werden. Bei der r-ten Pade´-Approximation Hˆ(s) um die Entwicklungsstelle s0, fu¨r
die die Gleichung (8.33) mit p = 2r gilt, handelt es sich um eine skalarwertige rationale Funk-
tion mit Polynomen Φ und Ψ im Za¨hler bzw. Nenner, die einen maximalen Grad r − 1 bzw. r
aufweisen:
Hˆ(s) =
Φr−1(s − s0)
Ψr(s− s0) =
φr−1(s− s0)r−1 + · · · + φ1(s− s0) + φ0
ψr(s− s0)r + ψr−1(s− s0)r−1 + · · ·+ ψ1(s− s0) + 1 , (8.34)
wobei ψ0 = 1 gewa¨hlt wurde.
Bei der Betrachtung eines SISO-Systems erha¨lt man nach Multiplikation beider Seiten der Glei-
chung (8.33) von rechts mit Ψr(s− s0) die skalarwertige Funktion
H(s)Ψr(s− s0) = Φn−1(s− s0) +O((s − s0)2r)Ψr(s − s0). (8.35)
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Nach der Definition 3.10 kann die U¨bertragungsfunktion H(s) an der Stelle s als Potenzreihe
um die Entwicklungsstelle s0 geschrieben werden:
H(s) =
∞∑
j=0
Hj · (s − s0)j. (8.36)
Mit den Gleichungen (8.35) und (8.36) erha¨lt man die Gleichung
2r−1∑
j=0
Hj · (s− s0)j +
∞∑
j=2r
Hj · (s− s0)j



 r∑
j=1
ψj(s − s0)j + 1

 =
=
r−1∑
j=0
φj(s− s0)j +O((s− s0)2r)

 r∑
j=1
ψj(s− s0)j + 1

 ,
(8.37)
die auch als
H0 + (H0ψ1 +H1)(s − s0) + (H0ψ2 +H1ψ1 +H2)(s − s0)2 + · · ·
+ (H0ψr−1 +H1ψr−2 + · · · +Hr−2ψ1 +Hr−1)(s− s0)r−1
+ (H0ψr +H1ψr−1 + · · ·+Hr−1ψ1 +Hr)(s − s0)r
+ (H1ψr +H2ψr−1 + · · ·+Hrψ1 +Hr+1)(s − s0)r+1 + · · ·
+ (Hr−1ψr +Hrψr−1 + · · · +H2r−2ψ1 +H2r−1)(s − s0)2r−1 =
φ0 + φ1(s− s0) + φ2(s− s0)2 + · · ·+ φr−1(s − s0)r−1
+

O((s− s0)2r)− ∞∑
j=2r
Hr(s− s0)j



 r∑
j=1
ψj(s− s0)j + 1


(8.38)
geschrieben werden kann.
Durch Vergleich der Terme (s − s0)j , j = r, . . . , 2r − 1 der Gleichung (8.38) ko¨nnen die Koeffi-
zienten {ψj} des Polynoms Ψr(s− s0) als Gleichungssystem geschrieben werden:

H0 H1 · · · Hr−2 Hr−1
H1 H2 · · · Hr−1 Hr
...
...
...
...
...
Hr−2 Hr−1 · · · H2r−4 H2r−3
Hr−1 Hr · · · H2r−3 H2r−2




ψr
ψr−1
...
ψ2
ψ1


= −


Hr
Hr+1
...
H2r−2
H2r−1


. (8.39)
Die Koeffizienten {φj} ko¨nnen durch den Vergleich der (s − s0)j , j = 1, . . . , r − 1 Terme der
Gleichung (8.38) bestimmt werden:
φ0 = H0
φ1 = H0ψ1 +H1
...
φr−1 = H0ψr−1 +H1ψr−2 + · · ·+Hr−2ψ1 +Hr−1.
(8.40)
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Mit (8.39) und (8.40) ist es also mo¨glich, die 2r freien Parameter ψ1, · · · , ψr und φ0, · · · , φr−1
von Hˆ(s) so zu bestimmen, dass die ersten 2r Momente um die Entwicklungsstelle s0 u¨berein-
stimmen. Dieser Ansatz wird asymptotic waveform evaluation (AWE) genannt [38]. Allerdings
ist dieses Verfahren zur Bestimmung von Pade´-Approximationen wegen der expliziten Berech-
nung der Momente nur fu¨r sehr kleine (r ≤ 10) reduzierte Modelle numerisch stabil verwendbar,
siehe [67, 81].
Um eine explizite Berechnung der Momente zu umgehen, werden deshalb implizite Verfahren zur
Berechnung von Pade´-Approximationen verwendet. Dabei sind die Krylov-Unterraum-Verfahren
die wichtigsten Vertreter dieser Verfahren.
8.4.3 Krylov-Unterraum-Verfahren erster Ordnung
Die Potenzreihenentwicklung (8.32) der U¨bertragungsfunktion H(s) um die Entwicklungsstelle
s0 = 0 eines Systems der Form (3.4) kann mit A˜ = A
−1E und B˜ = −A−1B auch geschrieben
werden als
H(s) = C(I + sA˜+ s2A˜
2
+ . . .)B˜ =
∞∑
j=0
Hj(0) s
j , (8.41)
wobei Hj(0) = CA˜
j
B˜ = C(A−1E)j(−A−1)B, j = 0, 1, . . . den Momenten (3.46) der U¨bertra-
gungsfunktion H(s) des Systems entsprechen.
Alternativ kann die Potenzreihenentwicklung der U¨bertragungsfunktion auch mit A˜ = EA−1
und C˜ = −CA−1 geschrieben werden als
H(s) = C˜(I + sA˜+ s2A˜
2
+ . . .)B =
∞∑
j=0
Hj(0) s
j , (8.42)
wobei Hj(0) = C˜A˜
j
B = −CA−1(EA−1)jB, j = 0, 1, . . . den Momenten (3.46) der U¨bertra-
gungsfunktion H(s) des Systems entsprechen.
Betrachtet man die Potenzreihenentwicklungen der Form (8.41) oder (8.42), so wird die Verbin-
dung zwischen Krylov-Unterra¨umen und den Momenten der U¨bertragungsfunktion eines Systems
deutlich. Die Elemente der Krylov-Sequenz sind mit den Eingangs- oder Ausgangs-Momenten
der U¨bertragungsfunktion identisch, wobei die Eingangsmomente als HEj (0) = A˜
j
B˜ und die
Ausgangsmomente als HAj (0) = (A˜
∗)jC˜
∗
mit C˜ = −A−∗C∗ definiert sind. Dadurch ko¨nnen
durch die Verwendung von Krylov-Unterraum-Methoden die Momente der U¨bertragungsfunkti-
on eines reduzierten Systems mit den Momenten der U¨bertragungsfunktion des Originalsystems
implizit zur U¨bereinstimmung gebracht werden.
Damit das reduzierte System bestimmte gewu¨nschte Eigenschaften des Momentenabgleiches
erfu¨llt, ist eine geeignete Wahl der Matrizen zur Erzeugung einer Basis des Krylov-Unterraumes
entscheidend. Die gewu¨nschten Eigenschaften des Momentenabgleiches werden bei einem SISO-
System erster Ordnung durch die Wahl der Matrizen P und q in (2.48) bzw. bei einem MIMO-
System durch P und Q in (2.50) festgelegt. Werden die Matrizen dabei so gewa¨hlt, dass die
EingangsmomenteHEj (0) zur Erzeugung einer Basis des Krylov-Unterraumes verwendet werden,
so spricht man von einem Eingangs-Krylov-Unterraum. Werden hingegen die Ausgangsmomente
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HAj (0) zur Erzeugung einer Basis des Krylov-Unterraumes verwendet werden, so spricht man
von einem Ausgangs-Krylov-Unterraum.
Die Krylov-Unterraum-Verfahren lassen sich somit in die zwei Gruppen der einseitigen und
zweiseitigen Verfahren unterteilen.
Definition 8.4 (Ein- oder zweiseitige Verfahren) Krylov-Unterraum-Verfahren, bei de-
nen entweder der Eingangs- oder der Ausgangs-Krylov-Unterraum verwendet wird, werden ein-
seitige Verfahren genannt.
Krylov-Unterraum-Verfahren, bei denen sowohl der Eingangs- als auch der Ausgangs-Krylov-
Unterraum verwendet wird, werden zweiseitige Verfahren genannt.
Die Wahl geeigneter Matrizen P und q bzw. Q wird im folgenden fu¨r unterschiedlich gewa¨hlte
Entwicklungsstellen dargestellt. Die Darstellung der folgenden Sa¨tze stu¨tzt sich dabei auf die
entsprechenden Sa¨tze in [71, 81, 155, 176].
8.4.3.1 Verfahren mit s0 = 0
Fu¨r Verfahren, die eine Entwicklungsstelle s0 = 0 verwenden, werden die Projektionsmatrizen
V und W so bestimmt, dass die Momente um die Entwicklungsstelle s0 = 0 des reduzierten
Systems mit den ersten Momenten der U¨bertragungsfunktion des originalen Systems u¨berein-
stimmen. Liegt das System in der Form (3.12) vor, erha¨lt man die zu den folgenden Darstellungen
a¨quivalenten Aussagen durch Austausch der Matrix E durch die Einheitsmatrix I.
Wa¨hlt man die Projektionsmatrizen V ,W ∈ K2n×r fu¨r das Projektionsverfahren (5.10) aus
Abschnitt 5.2 mit
P = A−1E und
q = −A−1 b bzw. Q = −A−1B
(8.43)
in (2.48) bzw. (2.50) so, dass gilt
Kk(A−1E,−A−1 b) ⊆ V = colspan(V ) bzw.
Kk(A−1E,−A−1B) ⊆ V = colspan(V ),
W = V
(8.44)
und die Matrix W ∗AV regula¨r ist, dann erha¨lt man ein einseitiges Verfahren, das auf der
Berechnung einer Basis des sogenannten (SISO-) Eingangs-Krylov-Unterraumes bzw. des so-
genannten (MIMO-) Eingangs-Krylov-Unterraum basiert. Alternativ kann auch der Ausgangs-
Krylov-Unterraum zum Bestimmen geeigneter Spaltenvektoren der Projektionsmatrizen V und
W verwendet werden. Dazu wa¨hlt man die Projektionsmatrizen V ,W ∈ K2n×r fu¨r das Projek-
tionsverfahren (5.10) aus Abschnitt 5.2 mit
P = A−∗E∗ und
q = −A−∗ c∗ bzw. Q = −A−∗C∗
(8.45)
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in (2.48) bzw. (2.50) so, dass gilt
Kk(A−∗E∗,−A−∗ c∗) ⊆ W = colspan(W ) bzw.
Kk(A−∗E∗,−A−∗C∗) ⊆ W = colspan(W ),
V =W
(8.46)
und die Matrix W ∗AV regula¨r ist, dann erha¨lt man ein einseitiges Verfahren, das auf der
Berechnung einer Basis des sogenannten (SISO-) Ausgangs-Krylov-Unterraumes bzw. des soge-
nannten (MIMO-) Ausgangs-Krylov-Unterraum basiert.
Anmerkung 8.1 In (8.44) bzw. (8.46) wird V = W verwendet, wobei W ∗AV regula¨r ist.
Um die Eigenschaften des Momentenabgleiches zu erfu¨llen ko¨nnen jedoch beliebige Matrizen V
bzw. W verwendet werden, fu¨r die gilt, dass W ∗AV regula¨r ist.
Fu¨r den Momentenabgleich reduzierter Systeme, die mit diesen einseitigen Verfahren erzeugt
werden, gilt die Aussage des folgenden Satzes,
Satz 8.2 (Einseitiger Momentenabgleich an der Stelle s0 = 0) Sei ein System erster
Ordnung der Form (3.4) gegeben. Bilden die Spaltenvektoren einer Projektionsmatrix V ∈ K2n×r
bzw. einer Projektionsmatrix W ∈ K2n×r eine Basis des Krylov-Unterraumes Kk(P ,q) mit P
und q bzw. Q wie in (8.43) bzw. wie in (8.45), und wird die Projektionsmatrix W bzw. V so
gewa¨hlt, dass die Matrix W ∗AV regula¨r ist, dann stimmen mindestens die ersten ⌊r/m⌋ bzw.
die ersten ⌊r/q⌋ Momente der U¨bertragungsfunktion des mit der Projektion Π = V W ∗ erzeug-
ten reduzierten Systems und des originalen Systems an der Entwicklungsstelle s0 = 0 u¨berein.
Beweis: Siehe z. B. [81, 155, 176]. 2
Wa¨hlt man fu¨r das Projektionsverfahren die Projektionsmatrix V wie in (8.44) und die Projek-
tionsmatrix W wie in (8.46), so erha¨lt man ein zweiseitiges Verfahren. Der folgende Satz macht
eine Aussage bezu¨glich des Momentenabgleiches eines mit Hilfe dieses Verfahrens reduzierten
Systems.
Satz 8.3 (Zweiseitiger Momentenabgleich an der Stelle s0 = 0) Sei ein System erster
Ordnung der Form (3.4) gegeben. Bilden die Spaltenvektoren einer Projektionsmatrix V ∈ K2n×r
eine Basis des Krylov-Unterraumes Kk(P ,q) mit P und q bzw. Q wie in (8.43) bzw. des Block-
Krylov-Unterraumes Kk(P ,Q) und bilden die Spaltenvektoren einer Projektionsmatrix W ∈
K
2n×r eine Basis des Krylov-Unterraumes Kk(P ,q) mit P und q bzw. Q wie in (8.45) und ist
die Matrix W ∗AV regula¨r, dann stimmen mindestens die ersten ⌊r/m⌋+ ⌊r/q⌋ Momente der
U¨bertragungsfunktion des mit der Projektion Π = V W ∗ erzeugten reduzierten Systems und des
originalen Systems an der Entwicklungsstelle s0 = 0 u¨berein.
Beweis: Siehe z. B. [71, 81, 155, 176]. 2
8.4.3.2 Verfahren mit s0 ∈ C
Die Methode des Momentenabgleiches kann auf eine beliebige Entwicklungsstelle s0 ∈ C erwei-
tert werden. Dazu werden die Projektionsmatrizen V und W so bestimmt, dass die Momente
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um eine beliebige Entwicklungsstelle s0 ∈ C nach Definition 3.10 des reduzierten Systems mit
den ersten Momenten der U¨bertragungsfunktion des originalen Systems u¨bereinstimmen. Liegt
das System in der Form (3.12) vor, erha¨lt man die zu den folgenden Darstellungen a¨quivalenten
Aussagen durch Austausch der Matrix E durch die Einheitsmatrix I.
Bei Verfahren, die den Eingangs-Krylov-Unterraum verwenden, werden die Projektionsmatrizen
V und W fu¨r das Projektionsverfahren (5.10) aus Abschnitt 5.2 mit
P = (A− s0E)−1E und
q = −(A− s0E)−1 b bzw. Q = −(A− s0E)−1B
(8.47)
in (2.48) bzw. (2.50) so gewa¨hlt, dass gilt
Kk((A− s0E)−1E,−(A− s0E)−1 b) ⊆ V = colspan(V ) bzw.
Kk((A− s0E)−1E,−(A− s0E)−1B) ⊆ V = colspan(V ),
W = V
(8.48)
und die Matrix W ∗AV regula¨r ist.
Bei Verfahren, die den Ausgangs-Krylov-Unterraum verwenden, werden die Projektionsmatrizen
V und W fu¨r das Projektionsverfahren (5.10) aus Abschnitt 5.2 mit
P = (A− s0E)−∗E∗ und
q = −(A− s0E)−∗ c∗ bzw. Q = −(A− s0E)−∗C∗
(8.49)
in (2.48) bzw. (2.50) so gewa¨hlt, dass gilt
Kk((A− s0E)−∗E∗,−(A− s0E)−∗ c∗) ⊆ W = colspan(W ) bzw.
Kk((A− s0E)−∗E∗,−(A− s0E)−∗C∗) ⊆ W = colspan(W ),
V =W
(8.50)
und die Matrix W ∗AV regula¨r ist.
Fu¨r den Momentenabgleich eines mit einem einseitigen Verfahren reduzierten Systems mit Ent-
wicklungsstelle s0 ∈ C gilt die Aussage des folgenden Satzes.
Satz 8.4 (Einseitiger Momentenabgleich an der Stelle s0 ∈ C) Sei ein System erster
Ordnung der Form (3.4) gegeben. Bilden die Spaltenvektoren einer Projektionsmatrix V ∈ K2n×r
oder W ∈ K2n×r eine Basis des Krylov-Unterraumes Kk(P ,q) mit P und q bzw. Q wie in
(8.47) bzw. wie in (8.49) und wird die Projektionsmatrix W bzw. V so gewa¨hlt, dass die Matrix
W ∗AV regula¨r ist, dann stimmen mindestens die ersten ⌊r/m⌋ bzw. die ersten ⌊r/q⌋ Momente
der U¨bertragungsfunktion des mit der Projektion Π = V W ∗ erzeugten reduzierten Systems und
des originalen Systems an der Entwicklungsstelle s0 ∈ C u¨berein.
Beweis: Siehe z. B. [81, 155, 176]. 2
Wa¨hlt man fu¨r das Projektionsverfahren die Projektionsmatrix V wie in (8.48) und die Projek-
tionsmatrizxW wie in (8.50), so erha¨lt man ein zweiseitiges Verfahren. Der folgende Satz macht
eine Aussage bezu¨glich des Momentenabgleiches eines mit Hilfe dieses Verfahrens reduzierten
Systems.
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Satz 8.5 (Zweiseitiger Momentenabgeich an der Stelle s0 ∈ C) Sei ein System erster
Ordnung der Form (3.4) gegeben. Bilden die Spaltenvektoren einer Projektionsmatrix V ∈ K2n×r
eine Basis des Krylov-Unterraumes Kk(P ,q) mit P und q bzw. Q wie in (8.47) und bilden
die Spaltenvektoren einer Projektionsmatrix W ∈ K2n×r eine Basis des Krylov-Unterraumes
Kk(P ,q) mit P und q bzw. Q wie in (8.49) und ist die Matrix W ∗AV regula¨r, dann stimmen
mindestens die ersten ⌊r/m⌋+ ⌊r/q⌋ Momente der U¨bertragungsfunktion des mit der Projektion
Π = V W ∗ erzeugten reduzierten Systems und des originalen Systems an der Entwicklungsstelle
s0 ∈ C u¨berein.
Beweis: Siehe [71, 81, 155, 176]. 2
8.4.3.3 Verfahren mit mehr als einer Entwicklungsstelle
Die Anwendung von Verfahren, die eine Entwicklungsstelle verwenden, fu¨hrt zu reduzierten Sys-
temen, deren U¨bertragungsfunktion die U¨bertragungsfunktion des originalen Systems in der
Umgebung der Entwicklungsstelle gut approximieren. Soll ein breiter Frequenzbereich gut ap-
proximiert werden, kann die beschriebene Methode des Momentenabgleiches auf mehrere Ent-
wicklungsstellen si ∈ C, i = 1, 2, . . . , iˆ erweitert werden.
Bei Verfahren, die den Eingangs-Krylov-Unterraum verwenden, werden die Projektionsmatrizen
V und W fu¨r das Projektionsverfahren (5.10) aus Abschnitt 5.2 fu¨r i = 1, . . . , iˆ mit
P = P i = (A− siE)−1E und
q = qi = −(A− siE)−1 b bzw. Q = Qi = −(A− siE)−1B
(8.51)
in (2.48) bzw. (2.50) so gewa¨hlt, dass gilt
iˆ⋃
i=1
Kk((A− siE)−1E,−(A− siE)−1 b) ⊆ V = colspan(V ) bzw.
iˆ⋃
i=1
Kk((A− siE)−1E,−(A− siE)−1B) ⊆ V = colspan(V ),
W = V
(8.52)
und die Matrix W ∗AV regula¨r ist. Bei Verfahren, die den Ausgangs-Krylov-Unterraum ver-
wenden, werden die Projektionsmatrizen V und W fu¨r das Projektionsverfahren (5.10) aus
Abschnitt 5.2 fu¨r i = 1, . . . , iˆ mit
P = P i = (A− siE)−∗E∗ und
q = qi = −(A− siE)−∗ c∗ bzw. Q = Qi = −(A− siE)−∗C∗
(8.53)
in (2.48) bzw. (2.50) so gewa¨hlt, dass gilt
iˆ⋃
i=1
Kk(A− siE)−∗E∗,−(A− siE)−∗ c∗) ⊆ W = colspan(W ) bzw.
iˆ⋃
i=1
Kk((A− siE)−∗E∗,−(A− siE)−∗C∗) ⊆ W = colspan(W ),
V =W
(8.54)
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und die Matrix W ∗AV regula¨r ist.
Satz 8.6 (Einseitiger Momentenabgleich an einer Stelle si ∈ C) Sei ein System erster
Ordnung der Form (3.4) gegeben. Bilden die Spaltenvektoren einer Projektionsmatrix V ∈
K
2n×r oder einer Projektionsmatrix W ∈ K2n×r eine Basis von ⋃iˆi=1Kk(P i,qi) bzw. von⋃iˆ
i=1Kk(P i,Qi) mit P i und qi bzw. Qi wie in (8.51) bzw. wie in (8.53) und wird die Pro-
jektionsmatrix W bzw. V so gewa¨hlt, dass die Matrix W ∗AV regula¨r ist, dann stimmen min-
destens die ersten ⌊r/(m iˆ)⌋ bzw. die ersten ⌊r/(q iˆ)⌋ Momente der U¨bertragungsfunktion des mit
der Projektion Π = V W ∗ erzeugten reduzierten Systems und des originalen Systems an der
Entwicklungsstelle si ∈ C, i = 1, 2, . . . , iˆ u¨berein.
Beweis: Siehe z. B. [81, 155, 176]. 2
Wa¨hlt man fu¨r das Projektionsverfahren die Projektionsmatrix V wie in (8.52) und die Pro-
jektionsmatrix W wie in (8.54), so erha¨lt man ein zweiseitiges Verfahren mit mehreren Ent-
wicklungsstellen si ∈ C, i = 1, 2, . . . , iˆ. Der folgende Satz macht eine Aussage bezu¨glich des
Momentenabgleiches eines mit einem zweiseitigen Verfahren reduzierten Systems.
Satz 8.7 (Zweiseitiger Momentenabgleich an einer Stelle s0 ∈ C) Sei ein System er-
ster Ordnung der Form (3.4) gegeben. Bilden die Spaltenvektoren einer Projektionsmatrix
V ∈ K2n×r eine Basis von ⋃iˆi=1Kk(P i,qi) bzw. von ⋃iˆi=1Kk(P i,Qi) mit P i und qi bzw. Qi
wie in (8.51) und bilden die Spaltenvektoren einer Projektionsmatrix W ∈ K2n×r eine Basis
von
⋃iˆ
i=1Kk(P i,qi) bzw. von
⋃iˆ
i=1Kk(P i,Qi) mit P i und qi bzw. Qi wie in (8.53) und ist die
Matrix W ∗AV regula¨r, dann stimmen mindestens die ersten ⌊r/(m · iˆ)⌋+ ⌊r/(q · iˆ)⌋ Momente
der U¨bertragungsfunktion des mit der Projektion Π = V W ∗ erzeugten reduzierten Systems und
des originalen Systems an der Entwicklungsstelle si ∈ C, i = 1, 2, . . . , iˆ u¨berein.
Beweis: Siehe z. B. [71, 81, 155, 176]. 2
In einigen Anwendungsgebieten ist es notwendig, bestimmte Eigenschaften wie z. B. die Stabilita¨t
oder die Passivita¨t des Originalsystems auf das reduzierte System zu u¨bertragen. In [66, 68, 70]
werden Krylov-Unterraum-Verfahren vorgestellt, die dies garantieren.
Um die Basis eines Krylov-Unterraumes berechnen zu ko¨nnen, wird ein numerisch stabiler Al-
gorithmus beno¨tigt. Zu diesem Zweck stehen verschiedene Algorithmen zur Auswahl, die unter-
schiedliche Basen des betrachteten Krylov-Unterraumes konstruieren. Der folgende Satz besagt,
dass die Wahl der Basis des verwendeten Krylov-Unterraumes dabei keine Auswirkungen auf
die U¨bertragungsfunktion des reduzierten Systems hat.
Satz 8.8 (Invarianz der U¨bertragungsfunktion bzgl. der Krylov-Basen) Die U¨bertra-
gungsfunktion Hˆ(s) eines reduzierten Systems, dass durch ein zweiseitiges Verfahren oder durch
ein einseitiges Verfahren mit Projektionsmatrizen V undW fu¨r dieW = V gilt, erzeugt wurde,
ist unabha¨ngig von der Wahl der Basis des Eingangs- bzw. Ausgangs-Krylov-Unterraumes.
Beweis: Siehe [155]. 2
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8.4.3.4 Numerische Aspekte
Reduktionsverfahren, die auf Krylov-Unterra¨umen basieren, sind fu¨r Berechnungen mit sehr
großen Systemen gut geeignet, da diese zur Berechnung der Spaltenvektoren der Projektions-
matrizen V und W nur innere Produkte und Matrix-Vektor-Multiplikationen beno¨tigen.
Bei der Implementierung der Krylov-Unterraum-Verfahren ist zur Berechnung der Spaltenvek-
toren der Projektionsmatrizen V und W die direkte Berechnung der Krylov-Sequenz nach der
Definition des Krylov-Unterraumes (2.48) bzw. (2.50) mit geeignetem Matrizen P und Q nicht
ratsam. In [67] wird gezeigt, dass die Blo¨cke der Krylov-Sequenz
{
Q, P Q, P 2Q, · · · , P r−1Q} (8.55)
sehr schnell gegen den Unterraum der dominanten Eigenwerte der Matrix P konvergieren. Bei
endlicher Genauigkeit enthalten die Blo¨cke dann nur noch Informationen u¨ber diese Unterra¨ume.
Aus diesem Grund werden Algorithmen beno¨tigt, die die Basen der Krylov-Unterra¨ume nume-
risch robust erzeugen.
Ein solcher Algorithmus ist der (unsymmetrische) Block-Lanczos-Algorithmus, der simultan zwei
Basen V undW erzeugt, die der Biorthogonalita¨tsbedingung W ∗ V = I genu¨gen. Die Dimen-
sion r der mit Hilfe dieses Algorithmus erzeugten Basen V und W wird durch die Anzahl m˜
und der Anzahl q˜ der linear unabha¨ngigen Spalten der Eingabematrizen Q und Q˘ sowie der
gewa¨hlten Stufe des Krylov-Unterraumes k mit r = max{m˜, q˜} · k festgelegt.
Ein weiterer wichtiger Algorithmus ist der Block-Arnoldi-Algorithmus, der eine Basis V erzeugt,
die der Orthogonalita¨tsbedingung V ∗ V = I genu¨gt. Werden zwei Basen V und W beno¨tigt,
so ko¨nnen diese mit diesem Algorithmus unabha¨ngig voneinander erzeugt werden. Die Dimen-
sion r der mit Hilfe dieses Algorithmus erzeugten Basis wird durch die Anzahl m˜ der linear
unabha¨ngigen Spalten der Eingangsmatrix Q und der gewa¨hlten Stufe des Krylov-Unterraumes
k mit r = m˜ · k festgelegt.
Ein Aspekt, der bei der Erzeugung von Block-Krylov-Unterra¨umen beru¨cksichtigt werden muss,
ist die lineare Abha¨ngigkeit von Spaltenvektoren des k-ten Blockes P k−1Q der Krylov-Sequenz
(8.55) von Spaltenvektoren in Blo¨cken, die vorher erzeugt wurden. Ein linear abha¨ngiger Spalten-
vektor in einem Block der Krylov-Sequenz fu¨hrt dazu, dass alle weiteren Vektoren in den Blo¨cken
der Krylov-Sequenz, die mit dem linear abha¨ngigen Spaltenvektor berechnet werden, ebenfalls
linear abha¨ngig zu bereits berechneten Basisvektoren sind. Wa¨hrend eine Krylov-Sequenz mit
nur einem Startvektor q an der Stelle abgebrochen werden kann, an der die lineare Abha¨ngigkeit
auftritt, ist dies bei der Block-Version nicht mo¨glich. Da nicht zu erwarten ist, dass die lineare
Abha¨ngigkeit fu¨r alle Spalten des k-ten Blockes gleichzeitig auftritt, wu¨rde so auch die Krylov-
Sequenz fu¨r nicht linear abha¨ngige Spaltenvektoren des Blockes abgebrochen. Wu¨nschenswert ist
somit eine Methode, die die Berechnung der Krylov-Sequenz fu¨r alle bis auf die linear abha¨ngigen
Spaltenvektoren weiter durchfu¨hrt.
In [6] wird dazu vorgeschlagen, anstelle der Krylov-Sequenz (8.55) die Sequenz
{
Q1, P Q2, P
2Q3, · · · , P r−1Qr
}
(8.56)
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zu verwenden, wobei Q1 = Q und Qk fu¨r jedes k = 2, . . . , r eine Submatrix von Qk−1 ist, die
man durch Streichen derjenigen Spalten von Qk−1 erha¨lt, aus denen bei der Auswertung von
P k−2Qk−1 linear abha¨ngige Eintra¨ge resultieren. Dieser Vorgang wird exakte Deflation genannt.
Bei numerischen Berechnungen ist es zusa¨tzlich notwendig, zu bereits berechneten Basisvektoren
anna¨hernd linear abha¨ngige Basisvektoren zu entfernen, was durch eine sogenannte inexakte
Deflation erreicht wird [6]. Lanczos-Algorithmen zur Erzeugung von Basen von Block-Krylov-
Unterra¨umen unter Beru¨cksichtigung von Deflation werden z. B. in [6, 155] vorgestellt. Dem
entsprechende Arnoldi-Algorithmen ko¨nnen z. B. [67, 155] entnommen werden.
Algorithmus 3 gibt den Ablauf des Arnoldi-Algorithmus und Algorithmus 4 gibt den Ablauf des
Lanczos-Algorithmus in Pseudocode wieder. Die Algorithmen basieren auf dem unsymmetrischen
Lanczos-Algorithmus, und dem Arnoldi-Algorithmus, wie sie in [10] dargestellt werden. Die
Algorithmen werden hier mit Deflation mit Deflationstoleranz τ wie in [155] wiedergegeben.
Algorithmus 3 Arnoldi-Algorithmus nach [10, 155]
Eingabe: Matrizen P ,Q; Stufe des Block-Krylov-Unterraumes k; Deflationstoleranz τ
Ausgabe: Basis V
1: function V = Arnoldi(P ,Q, k, τ )
2: Entfernung aller linear abha¨ngigen Spaltenvektoren der Matrix Q  Initialisierungen
3: V = [ ]
4: for j = 1 : k
5: if (j == 1)
6: Rj = Q  Berechnung des ersten Blockes
7: else
8: Rj = PRj−1  Berechnung der folgenden Blo¨cke
9: end if
10: for i = 1 : Spaltenanzahl(Rj)  Orthonormalisierung
11: for t = 1 : Spaltenanzahl(V )  Orthogonalisierung
12: hj+1,j = [Rj ]
∗
:,i [V ]:,t
13: [Rj ]:,i = [Rj ]:,i − h[V ]:,t
14: end for
15: hj,j = || [Rj ]:,i ||2
16: if hj,j ≥ τ
17: vi =
1
hj,j
[Rj ]:,i  Normierung
18: V = [V vi ]
19: else
20: Deflation
21: end if
22: end for
23: end for
8.4.3.5 Rationale Krylov-Verfahren
Bei der Modellreduktion mit den sogenannten rationalen Krylov-Verfahren werden mehr als eine
Entwicklungsstelle verwendet. Aus diesem Grund werden Basen fu¨r die Vereinigung mehrerer
Eingangs- bzw. Ausgangs-Block-Krylov-Unterra¨ume beno¨tigt. Diese lassen sich durch Erweite-
rungen der Block-Versionen des Lanczos- oder des Arnoldi-Algorithmus numerisch stabil erzeu-
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Algorithmus 4 (unsymmetrischer) Block-Lanczos-Algorithmus mit Deflation nach [10, 155]
Eingabe: Matrizen P , P˘ ,Q, Q˘; Stufe des Block-Krylov-Unterraumes k; Deflationstoleranz τ
Ausgabe: Basen V und W
1: function [V ,W ] = Lanczos(P , P˘ ,Q, Q˘, k, τ )
2: Entfernung aller linear abha¨ngigen Spaltenvektoren der Matrizen Q und Q˘  Initialisierungen
3: m˜ = Spaltenanzahl(Q); q˜ = Spaltenanzahl(Q˘)
4: kˆ = k ·max {m˜, q˜}
5: j = 1
6: v1 =
[Q]:,1q
|[Q˘]∗
:,1
[Q]:,1|
; w1 =
[Q˘]:,1
sign([Q˘]∗
:,1
[Q]:,1)
q
|[Q˘]∗
:,1
[Q]:,1|
 Berechnung der ersten Basisvektoren
7: while j ≤ kˆ  Berechnung der folgenden Basisvektoren
8: if j ≤ m˜
9: rj = [Q]:,j  Folgender Basisvektor fu¨r V
10: else
11: rj = Pvj−m˜
12: end if
13: if j ≤ q˜
14: lj = [Q˘]:,j  Folgender Basisvektor fu¨r W
15: else
16: lj = P˘ wj−q˜
17: end if
18: for i = 1 : j − 1  Biorthogonalisierung
19: δi,j−1 = l
∗
jvi; ǫi,j−1 = r
∗
jwi
20: rj = rj − ǫi,j−1vi; lj = lj − δi,j−1wi
21: end for
22: if r∗j lj ≥ τ
23: vj =
rj√
|l∗
j
rj |
; wj =
lj
sign(l∗
j
rj)
√
|l∗
j
rj |
; j = j + 1  Normierung
24: else
25: if ||rj ||2 < ||lj ||2  Deflation
26: if j ≤ m˜
27: Q = [ [Q]:,1:j−1 [Q]:,j+1:m˜ ]  Lo¨schen des j-ten Spaltenvektors der Matrix Q
28: end if
29: m˜ = m˜− 1  Spaltenanzahl der Matrix Q um 1 reduziert
30: if m˜ == 0
31: Abbruch der Schleife
32: end if
33: else
34: if j ≤ q˜
35: Q˘ = [ [Q˘]:,1:j−1 [Q˘]:,j+1:q˜ ]  Lo¨schen des j-ten Spaltenvektors der Matrix Q˘
36: end if
37: q˜ = q˜ − 1  Spaltenanzahl der Matrix Q˘ um 1 reduziert
38: if q˜ == 0
39: Abbruch der Schleife
40: end if
41: end if
42: end if
43: end while
44: V = [ v1,v2, · · · ,vkˆ ]; W = [w1,w2, · · · ,wkˆ ]
45: W = (W ∗ V )−1W ∗  Biorthogonalisierung
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gen. Fu¨r SISO-Systeme werden in [81] entsprechende rationale Lanczos- und rationale Arnoldi-
Verfahren fu¨r SISO-Systeme vorgeschlagen. Verfahren mit der Erweiterung fu¨r MIMO-Systeme
ohne Deflation sind in [55, 136] zu finden. In [141] wird ein zweiseitiges rationales Arnoldi-
Verfahren fu¨r MIMO-Systeme mit Deflation vorgestellt.
Allgemein gilt, dass der Arnoldi-Algorithmus einfacher zu implementieren und numerisch sta-
biler als der Lanczos-Algorithmus ist [81, 155]. Deshalb wird in dieser Arbeit fu¨r Verfahren zur
Modellreduktion von MIMO-Systemen die Blockversion des rationalen Arnoldi-Algorithmus im-
plementiert. Der Ablauf dieses Algorithmus orientiert sich an [141] und ist hier in Pseudocode als
Algorithmus 5 wiedergegeben. Aufgrund von Deflation und/oder einer unterschiedlichen Anzahl
Algorithmus 5 Zweiseitiges rationales Arnoldi-Verfahren
Eingabe: Matrizen E,A,B,C ; Vektor mit Stufen der Krylov-Unterra¨ume s; Vektoren mit Stufen der Block-
Krylov-Unterra¨ume kb und kc; Deflationstoleranz τ
Ausgabe: Basen V und W
1: function [V ,W ] = Rationaler Arnoldi(E,A,B,C , s,kb,kc, τ )
2: V = [ ], W = [ ]  Initialisierungen
3: iˆ = length(s)
4: for i = 1 : iˆ
5: Berechne die LU -Zerlegung: LU = (A − [s]iE)
6: P = U\(L\E)
7: Q = −U\(L\B)
8: Berechne [V i ] = Arnoldi(P ,Q, [kb]i, τ ); Algorithmus 3 so modifiziert, dass V i orthogonal zu V ist
9: P = L∗\(U ∗\E∗)
10: Q = −L∗\(U ∗\C∗)
11: Berechne [Wi ] = Arnoldi(P ,Q, [kc]i, τ ); Algorithmus 3 so modifiziert, dass Wi orthogonal zu W ist
12: V = [V V i ], W = [W Wi ]
13: if Spaltenanzahl(V ) 6= Spaltenanzahl(W )
14: Erga¨nzung von V oder W , um identische Anzahl an Basisvektoren zu erhalten
15: end if
16: end for
an Einga¨ngen und Ausga¨ngen ist es mo¨glich, dass die Dimensionen der Basen V und W nicht
u¨bereinstimmen. Die Basis mit niedrigerer Dimension muss deshalb um weitere Basisvektoren
erga¨nzt werden. Da die LU -Zerlegung zur letzten Entwicklungsstelle noch verfu¨gbar ist, wird in
[140] vorgeschlagen weitere Elemente des Block-Krylov-Unterraumes dieser Entwicklungsstelle
zu verwenden. Eine alternative Strategie besteht darin, die fehlenden Basisvektoren eines jeden
Blockes V i bzw. Wi zu einer Entwicklungsstelle durch zusa¨tzlich generierte Spaltenvektoren
zu erga¨nzen. Kann mit diesen Methoden der Unterraum aufgrund von Deflation nicht weiter
vergro¨ßert werden, so wird die Verwendung von zufa¨llig generierten Vektoren als zusa¨tzliche
Basisvektoren empfohlen.
Die Dimension r der mit Hilfe dieses Algorithmus erzeugten Basen V und W wird, wenn
wa¨hrend des Ablaufs des Algorithmus keine Deflation auftritt, durch die Anzahl m˜ und der
Anzahl q˜ der linear unabha¨ngigen Spalten der Eingangsmatrix B bzw. der Ausgangsmatrix C
und der gewa¨hlten Stufe des Krylov-Unterraumes k mit r = max{m˜, q˜} · k festgelegt.
Fu¨r die numerische Stabilita¨t des Arnoldi-Verfahrens ist die Art der Orthogonalisierung ent-
scheidend. In [152] wird dargelegt, dass sich die klassische Gram-Schmidt-Orthogonalisierung
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als wenig geeignet erweist. In der Praxis zeigt sich, dass die Orthogonalita¨t der berechneten
Spaltenvektoren mit diesem Verfahren wegen numerischer Rundungsfehler sehr schnell verloren
gehen kann. Eine numerisch stabilere Methode ist das modifizierte Gram-Schmidt-Verfahren
mit Reorthogonalisierung, das hier in Algorithmus 4 zur Orthogonalisierung der Basisvektoren
verwendet wird. In [140, 152] werden zur weiteren Effizienzsteigerung Kriterien vorgeschlagen,
mit denen entschieden werden kann, ob eine Reorthogonalisierung fu¨r den aktuellen Basisvektor
notwendig ist.
8.4.3.6 Erzielung reellwertiger Systeme
Werden die Verfahren mit komplexen Entwicklungsstellen (si ∈ C mit Im(si) 6= 0) verwendet,
so ist eine ggf. gewu¨nschte Reellwertigkeit der erzeugten Projektionsmatrizen im allgemeinen
nicht gegeben. Diese Eigenschaft kann jedoch durch Anwendung geeigneter Methoden sicher-
gestellt werden. In [151] wird eine Methode vorgeschlagen, die darauf beruht, dass neben den
Entwicklungsstellen si, i = 1, . . . , iˆ auch implizit die konjugiert komplexen Entwicklungsstellen
s¯i, i = 1, . . . , iˆ verwendet werden. In der Theorie kann damit eine reellwertige Projektionsmatrix
V generiert werden, jedoch zeigt sich in der praktischen Berechnung, dass die Reellwertigkeit
der Projektionsmatrix, wegen numerischer Berechnungsfehler, nicht garantiert werden kann. Eine
weitere Mo¨glichkeit, eine reellwertige Projektionsmatrix V zu erhalten, besteht in der Aufteilung
der komplexen Projektionsmatrix V ∈ C2n×r in ihren Real- und Imagina¨rteil
V real = [Re([V ]∗1) · · · Re([V ]∗r) ] und V imag = [ Im([V ]∗1) · · · Im([V ]∗r) ] (8.57)
und anschließender Reorthogonalisierung der Spaltenvektoren der Matrizen V real und V imag z.
B. mit einer reduzierten QR-Zerlegung
V = qr([V real V imag ]), (8.58)
die nach der Berechnung von 2r orthogonalen Spalten der Matrix V abbricht. Bei einem zwei-
seitigen Verfahren erha¨lt man eine reellwertige Projektionsmatrix W durch analoges Vorgehen.
Bei Anwendung dieser Methode ist zu beachten, dass sich die Dimension des reduzierten Systems
verdoppelt, ohne dass die Anzahl der Momente, die mit den Momenten der U¨bertragungsfunktion
des Originalsystems u¨bereinstimmen, erho¨ht wird.
8.4.4 Verfahren fu¨r Systeme zweiter Ordnung
Um die Grundidee der Verfahren fu¨r Systeme zweiter Ordnung basierend auf Krylov-Unterra¨um-
en zweiter Ordnung zu erla¨utern, wird das System zweiter Ordnung (3.1) in die verallgemeinerte
Zustandsraumdarstellung (3.4) u¨berfu¨hrt. In dieser Darstellungsform wird analog zu den Krylov-
Unterra¨umen aus Abschnitt 8.4.3 die Bestimmung geeigneter Basen fu¨r Krylov-Unterra¨ume zwei-
ter Ordnung anhand des Momentenabgleiches erla¨utert. Fu¨r die Transformation in die verallge-
meinerte Zustandsraumdarstellung wird dabei die Darstellung (3.6) mit N = −K verwendet.
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Fu¨r den Eingangs-Krylov-Unterraum Kk wie in (8.44) erha¨lt man dann
Kk(A−1E,−A−1 b) =
Kk



 −K 0
0 −K

−1 ·

 D M
−K 0

 ,

 K 0
0 K

−1 ·
[
f
0
] =
Kk



 −K−1D −K−1M
I 0

 ,
[
K−1 f
0
]
(8.59)
bzw.
Kk(A−1E,−A−1B) =
Kk



 −K 0
0 −K

−1 ·

 D M
−K 0

 ,

 K 0
0 K

−1 ·
[
F
0
] =
Kk



 −K−1D −K−1M
I 0

 ,
[
K−1F
0
] .
(8.60)
Die Krylov-Unterra¨ume (8.59) und (8.60) besitzen die allgemeine Struktur
Kk



 P 1 P 2
I 0

 ,
[
Q
0
] , (8.61)
wodurch sich eine Krylov-Sequenz der Form
[
X0 X1 · · · Xk−1
0 X0 · · · Xk−2
]
=
[
Zo
Zu
]
(8.62)
mit
X0 =K
−1 F = Q,
X1 = −K−1DX0 = P 1X0,
Xi = −K−1DX i−1 −K−1MX i−2 = P 1Xi−1 +P 2Xi−2, fu¨r i = 2, . . . , k − 1
(8.63)
ergibt. Aus (8.62) ist ersichtlich, dass
colspan(Zu) ⊆ colspan(Zo). (8.64)
Durch Zo wird somit bereits die gesamte Krylov-Sequenz festgelegt.
Analog zu Systemen erster Ordnung la¨sst sich auch fu¨r Systeme zweiter Ordnung der Ausgangs-
Krylov-Unterraum Kk wie in (8.46) bestimmen. Fu¨r Systeme zweiter Ordnung der Form (3.1)
weisen die Matrix P und q bzw. Q in (2.48) bzw. (2.50) jedoch eine kompliziertere Struktur
auf. Geht man wieder von der Transformation in die verallgemeinerte Zustandsraumdarstellung
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der Form (3.6) aus, dann gilt zuna¨chst nur
Kk(A−∗E∗,−A−∗ c∗) =
Kk



 −K∗ 0
0 N ∗

−1 ·

 D∗ N ∗
M∗ 0

 ,

 K∗ 0
0 −N ∗

−1 ·
[
c∗p
c∗v
] =
Kk



 −K−∗D∗ −K−∗N∗
N−∗M ∗ 0

 ,
[
K−∗ c∗p
−N−∗ c∗v
]
(8.65)
bzw.
Kk(A−∗E∗,−A−∗C∗) =
Kk



 −K∗ 0
0 N ∗

−1 ·

 D∗ N ∗
M∗ 0

 ,

 K∗ 0
0 −N ∗

−1 ·
[
C∗p
C∗v
] =
Kk



 −K−∗D∗ −K−∗N∗
N−∗M ∗ 0

 ,
[
K−∗C∗p
−N−∗C∗v
] .
(8.66)
Setzt man jedoch voraus, dass die Matrix M invertierbar ist und setzt N = M , besitzen die
Krylov-Unterra¨ume (8.65) und (8.66) die Struktur
Kk



 P 1 P 2
I 0

 ,
[
Q1
Q2
] , (8.67)
wodurch sich eine zu (8.62) a¨hnliche Krylov-Sequenz der Form[
X0 X1 · · · Xk−1
X−1 X0 · · · Xk−2
]
=
[
Zo
Zu
]
(8.68)
mit
X−1 = −M−∗C∗v = Q2,
X0 =K
−∗C∗p = Q1,
Xi = −K−∗D∗Xi−1 −K−∗M∗Xi−2 = P 1Xi−1 +P 2Xi−2, fu¨r i = 1, . . . , k − 1
(8.69)
ergibt.
Betrachtet man ein System zweiter Ordnung der Form (3.1) mit Cv = 0, weisen die Krylov-
Unterra¨ume (8.67) die selbe Struktur (8.61), wie die Eingangs-Krylov-Unterra¨ume (8.59) bzw.
(8.60) auf, wodurch sich eine Krylov-Sequenz der Form (8.62) mit
X0 =K
−∗Cp = Q,
X1 = −K−∗ (D∗X0) = P 1X0,
X i = −K−∗D∗X i−1 −K−∗M∗Xi−2 = P 1Xi−1 + P 2Xi−2, fu¨r i = 2, . . . , k − 1
(8.70)
ergibt.
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Mit der Definition des Krylov-Unterraumes zweiter Ordnung (2.52) und der Rekursion (8.63)
bzw. (8.70) erha¨lt man den Krylov-Unterraum zweiter Ordnung der Form
Gk(P 1,P 2,Q) = colspan{X0,X1,X2, · · · ,Xk−1} = colspan(Zo). (8.71)
Die Basis dieses Krylov-Unterraum zweiter Ordnung (8.71) spannt somit den gleichen Raum
auf, wie die Basis der oberen Ha¨lfte des Krylov-Unterraumes (8.61).
Es folgt, dass eine Matrix
Z˜ =
[
Zo 0
0 Zo
]
(8.72)
mit der Eigenschaft
Kk



 P 1 P 2
I 0

 ,
[
Q
0
] ⊆ colspan(Z˜) (8.73)
existiert.
Mit geeigneter Wahl von P 1, P 2 und Q in (8.71) kann demnach die Projektionsmatrix
V˜ =

 V o 0
0 V o

 , bzw. W˜ =

 W o 0
0 W o

 (8.74)
definiert werden, wobei die Matrizen V o und W o Basen des Eingangs- bzw. des Ausgangs-
Krylov-Unterraumes zweiter Ordnung (8.71) darstellen.
Damit la¨sst sich die Reduktion von Systemen zweiter Ordnung mit Hilfe von zwei unterschied-
lichen Methoden durchfu¨hren:
a) Transformation des Systems zweiter Ordnung in die verallgemeinerte Zustandsraumdar-
stellung (3.4) und anschliessender Projektion mit Matrizen V˜ und W˜ der Form (8.74).
b) Direkte Projektion des Systems zweiter Ordnung mit Hilfe der Matrizen V = V o und
W =W o, die Basen eines Eingangs- bzw. Ausgangs-Krylov-Unterra¨umes zweiter Ordnung
darstellen.
Dabei ist die direkte Anwendung der Projektion auf das System zweiter Ordnung unter Ver-
wendung der Projektionsmatrizen V o und W o a¨quivalent zu der Projektion des a¨quivalenten
Systems erster Ordnung mit den blockdiagonalen Matrizen V˜ und W˜ , siehe (5.19) in Abschnitt
5.2. Die Eigenschaften des Momentenabgleiches des reduzierten Systems folgen aufgrund von
(8.73) dann aus den Approximationseigenschaften von V˜ und W˜ .
8.4.4.1 Verfahren mit s0 = 0
Wa¨hlt man die Projektionsmatrizen V ,W ∈ Kn×r fu¨r das Projektionsverfahren (5.16) aus
Abschnitt 5.2 mit
P 1 = −K−1D,
P 2 = −K−1M und
q =K−1 f bzw. Q =K−1F
(8.75)
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in (2.52) so, dass gilt
Gk(−K−1D,−K−1M ,K−1 f) ⊆ V = colspan(V ) bzw.
Gk(−K−1D,−K−1M ,K−1F ) ⊆ V = colspan(V ),
W = V
(8.76)
und die Matrix W ∗AV regula¨r ist, dann erha¨lt man ein einseitiges Verfahren, das auf der
Berechnung des sogenannten (SISO-) Eingangs-Krylov-Unterraumes zweiter Ordnung bzw. des
sogenannten (MIMO-) Eingangs-Krylov-Unterraum zweiter Ordnung basiert.
Satz 8.9 ((Eingangs-) Momentenabgleich an der Stelle s0 = 0) Sei ein System zweiter
Ordnung der Form (3.1) gegeben. Bilden die Spaltenvektoren einer Projektionsmatrix V ∈
Kn×r eine Basis des Krylov-Unterraumes Gk(P 1,P 2,q) bzw. des Block-Krylov-Unterraumes
Gk(P 1,P 2,Q), mit P 1, P 2 und q bzw. Q wie in (8.75) und wird die Projektionsmatrix
W ∈ Kn×r so gewa¨hlt, dass die Matrix W ∗AV regula¨r ist, dann stimmen mindestens die
ersten ⌊r/m⌋ Momente der U¨bertragungsfunktion des mit der Projektion Π = V W ∗ erzeugten
reduzierten Systems und des originalen Systems an der Entwicklungsstelle s0 = 0 u¨berein.
Beweis: Siehe z. B. [155, 156]. 2
Alternativ kann fu¨r Systeme zweiter Ordnung der Form (3.1) mit Cv = 0 auch der Ausgangs-
Krylov-Unterraum zweiter Ordnung zum Bestimmen geeigneter Spaltenvektoren der Projekti-
onsmatrix W verwendet werden. Dazu wa¨hlt man die Projektionsmatrizen V ,W ∈ Kn×r fu¨r
das Projektionsverfahren (5.16) aus Abschnitt 5.2 mit
P 1 = −K−∗D∗,
P 2 = −K−∗M∗ und
q =K−∗ c∗p bzw. Q =K
−∗C∗p
(8.77)
in (2.52) so, dass gilt
Gk(−K−∗D,−K−∗M ,K−∗ c∗p) ⊆ W = colspan(W ) bzw.
Gk(−K−∗D,−K−∗M ,K−∗C∗p) ⊆ W = colspan(W ),
V =W
(8.78)
und die Matrix W ∗AV regula¨r ist, dann erha¨lt man ein einseitiges Verfahren, das auf der
Berechnung des sogenannten (SISO-) Ausgangs-Krylov-Unterraumes zweiter Ordnung bzw. des
sogenannten (MIMO-) Ausgangs-Krylov-Unterraumes zweiter Ordnung basiert.
Fu¨r den Momentenabgleich reduzierter Systeme, die mit diesen einseitigen Verfahren erzeugt
werden, gilt die Aussage des folgenden Satzes, siehe [155, 156].
Satz 8.10 ((Ausgangs-) Momentenabgleich an der Stelle s0 = 0) Sei ein System zwei-
ter Ordnung der Form (3.1) mit Cv = 0 gegeben. Bilden die Spaltenvektoren einer Projekti-
onsmatrix V ∈ Kn×r eine Basis des Krylov-Unterraumes Gk(P 1,P 2,q) bzw. des Block-Krylov-
Unterraumes Gk(P 1,P 2,Q), mit P 1, P 2 und q bzw. Q wie in (8.77) und wird die Projektions-
matrixW ∈ Kn×r so gewa¨hlt, dass die MatrixW ∗AV regula¨r ist, dann stimmen mindestens die
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ersten die ersten ⌊r/q⌋ Momente der U¨bertragungsfunktion des mit der Projektion Π = V W ∗
erzeugten reduzierten Systems und des originalen Systems an der Entwicklungsstelle s0 = 0 u¨be-
rein.
Beweis: Siehe z. B. [155]. 2
Wa¨hlt man fu¨r das Projektionsverfahren die Projektionsmatrix V wie in (8.76) und die Pro-
jektionsmatrix W wie in (8.78), so erha¨lt man zweiseitige Verfahren. Der folgende Satz macht
Aussagen bezu¨glich des Momentenabgleiches der reduzierten Systeme, die mit Hilfe dieser Ver-
fahren erzeugt werden, siehe [155].
Satz 8.11 ((Zweiseitiger) Momentenabgleich an der Stelle s0 = 0) Sei ein System
zweiter Ordnung der Form (3.1) mit Cv = 0 gegeben. Wird die Projektionsmatrix V ∈ Kn×r
wie in Satz 8.9 und die Projektionsmatrix W ∈ Kn×r wie in Satz 8.10 mit W ∗KV regula¨r
gebildet, dann stimmen mindestens die ersten ⌊r/m⌋+⌊r/q⌋ Momente der U¨bertragungsfunktion
des mit der Projektion Π = V W ∗ erzeugten reduzierten Systems und des originalen Systems
an der Entwicklungsstelle s0 = 0 u¨berein.
Beweis: Siehe [155]. 2
8.4.4.2 Verfahren mit si ∈ C
In Analogie zu den Systemen erster Ordnung kann die Methode des Momentenabgleichs auch
fu¨r Systeme zweiter Ordnung auf beliebige Entwicklungsstellen si ∈ C erweitert werden.
Dazu betrachtet man die geshiftete U¨bertragungsfunktion (3.74) des Systems zweiter Ordnung
der Form (3.1):
H(s) = (C˜p,i + s˜Cv) · (s˜2M + s˜D˜i + K˜i)−1 · F , (8.79)
wobei
s˜ = (s− si),
D˜i = 2 siM +D,
K˜i = s
2
i M + siD +K und
C˜p,i = Cp + siCv
(8.80)
gilt [15, 122, 155].
Damit ist die Potenzreihenentwicklung der U¨bertragungsfunktionH(s) an der Entwicklungsstel-
le si demnach a¨quivalent zu einer Entwicklung der geshifteten U¨bertragungsfunktion (8.79) am
Nullpunkt. Durch Ersetzen der Systemmatrizen D,K,Cp in (8.59), (8.60), (8.65) und (8.66)
durch die Matrizen D˜i, K˜i, C˜p,i kann somit Momentenabgleich an einer beliebigen Entwick-
lungsstelle si ∈ C realisiert werden.
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8.4.4.3 Verfahren mit mehr als einer Entwicklungsstelle
Bei Verfahren, die den Eingangs-Krylov-Unterraum verwenden, werden die Projektionsmatrizen
V und W fu¨r das Projektionsverfahren (5.16) aus Abschnitt 5.2 fu¨r i = 1, . . . , iˆ mit
P 1 = P 1,i = −K˜−1i D˜i,
P 2 = P 2,i = −K˜−1i M , und
q = qi = K˜
−1
i f bzw. Q = Qi = K˜
−1
i F
(8.81)
in (2.52) so gewa¨hlt, dass gilt
iˆ⋃
i=1
Gk(i)(−K˜−1i D˜i,−K˜
−1
i M , K˜
−1
i f) ⊆ V = colspan(V ) bzw.
iˆ⋃
i=1
Gk(i)(−K˜−1i D˜i,−K˜
−1
i M , K˜
−1
i F ) ⊆ V = colspan(V ),
W = V
(8.82)
und die Matrix W ∗AV regula¨r ist.
Satz 8.12 ((Eingangs-) Momentabgleich an einer Stelle si ∈ C) Sei ein System zweiter
Ordnung der Form (3.1) gegeben. Bilden die Spaltenvektoren einer Projektionsmatrix V ∈ Kn×r
eine Basis des Krylov-Unterraumes
⋃iˆ
i=1 Gk(i)(P 1,i,P 2,i,qi) bzw. des Block-Krylov-Unterraumes⋃iˆ
i=1 Gk(i)(P 1,i,P 2,i,Qi) mit P 1,i, P 2,i und qi bzw. Qi wie in (8.81) und wird die Projek-
tionsmatrix W ∈ Kn×r so gewa¨hlt, dass die Matrix W ∗AV regula¨r ist, dann stimmen
mindestens die ersten ⌊r/(m · iˆ)⌋ Momente der U¨bertragungsfunktion des mit der Projektion
Π = V W ∗ erzeugten reduzierten Systems und des originalen Systems an der Entwicklungsstel-
le si ∈ C, i = 1, 2, . . . , iˆ u¨berein.
Beweis: Siehe z. B. [155]. 2
Bei Verfahren, die den Ausgangs-Krylov-Unterraum verwenden, werden die Projektionsmatrizen
V und W fu¨r das Projektionsverfahren (5.16) aus Abschnitt 5.2 fu¨r i = 1, . . . , iˆ mit
P 1 = P 1,i = −K˜−∗i D˜
∗
i ,
P 2 = P 2,i = −K˜−∗i M∗, und
q = qi = K˜
−∗
i c
∗
p bzw. Q = Qi = K˜
−∗
i C
∗
p
(8.83)
in (2.52) so gewa¨hlt, dass gilt
iˆ⋃
i=1
Gk(i)(−K˜−∗i D˜
∗
i ,−K˜
−∗
i M
∗, K˜
−∗
i c
∗
p) ⊆ W = colspan(W ) bzw.
iˆ⋃
i=1
Gk(i)(−K˜−∗i D˜
∗
i ,−K˜
−∗
i M
∗, K˜
−∗
i C
∗
p) ⊆ W = colspan(W ),
V =W
(8.84)
und die Matrix W ∗AV regula¨r ist.
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Satz 8.13 ((Ausgangs-) Momentabgleich an einer Stelle si ∈ C) Sei ein System zwei-
ter Ordnung der Form (3.1) mit Cv = 0 gegeben. Bilden die Spaltenvektoren einer Projek-
tionsmatrix V ∈ Kn×r eine Basis des Krylov-Unterraumes ⋃iˆi=1 Gk(i)(P 1,i,P 2,i,qi) bzw. des
Block-Krylov-Unterraumes
⋃iˆ
i=1 Gk(i)(P 1,i,P 2,i,Qi) mit P 1,i, P 2,i und qi bzw. Qi wie in (8.83)
und wird die Projektionsmatrix W ∈ Kn×r so gewa¨hlt, dass die Matrix W ∗AV regula¨r ist,
dann stimmen mindestens die ersten ⌊r/(q · iˆ)⌋ Momente der U¨bertragungsfunktion des mit der
Projektion Π = V W ∗ erzeugten reduzierten Systems und des originalen Systems an der Ent-
wicklungsstelle si ∈ C, i = 1, 2, . . . , iˆ u¨berein.
Beweis: Siehe z. B. [155]. 2
Wa¨hlt man fu¨r das Projektionsverfahren die Projektionsmatrizen V wie in (8.82) und die Pro-
jektionsmatrizen W wie in (8.84), so erha¨lt man zweiseitige Verfahren mit mehreren Entwick-
lungsstellen si ∈ C, i = 1, 2, . . . , iˆ. Der folgende Satz macht Aussagen bezu¨glich des Momenten-
abgleiches der reduzierten Systeme, die mit Hilfe dieser Verfahren erzeugt werden.
Satz 8.14 ((Zweiseitiger) Momentenabgleich an einer Stelle si ∈ C) Sei ein System
zweiter Ordnung der Form (3.1) mit Cv = 0 gegeben. Wird die Projektionsmatrix V ∈ Kn×r
wie in Satz 8.12 und die Projektionsmatrix W ∈ Kn×r wie in Satz 8.13 mit W ∗KV regula¨r
gebildet, dann stimmen mindestens die ersten ⌊r/(m · iˆ)⌋+⌊r/(q · iˆ)⌋ Momente der U¨bertragungs-
funktion des mit der Projektion Π = V W ∗ erzeugten reduzierten Systems und des originalen
Systems an der Entwicklungsstelle si ∈ C, i = 1, 2, . . . , iˆ u¨berein.
Beweis: Siehe [155]. 2
Anmerkung 8.2 Fu¨r den wichtigen Sonderfall, dass ein reelles System mit symmetrischen
Systemmatrizen M ,D, K und mit Cv = 0, Cp = F
∗ vorliegt und Im(si) = 0 ist, entspricht der
Ausgangs-Krylov-Unterraum W dem Eingangs-Krylov-Unterraum V. Damit kann anstelle einer
schiefen Projektion eine orthogonale Projektion mit W = V und V ∗ V = I verwendet werden,
um mindestens die ersten 2 · ⌊r/(m · iˆ)⌋ Momente an den Entwicklungsstellen si ∈ C, i =
1, 2, . . . , iˆ zur U¨bereinstimmung zu bringen. Auch fu¨r den Fall Im(si) 6= 0 ist zum Erreichen
dieses Zieles eine orthogonale Projektion anwendbar, indem fu¨r den Ausgangs-Krylov-Unterraum
W die konjugiert komplexen Entwicklungsstellen s¯i verwendet werden.
8.4.4.4 Numerische Aspekte
Um die fu¨r die Verfahren zur Modellreduktion von Systemen zweiter Ordnung beno¨tigten Basen
der Krylov-Unterra¨ume zweiter Ordnung numerisch stabil zu berechnen, sind spezielle Metho-
den entwickelt worden. Als Beispiele solcher Methoden seien hier das Second-Order-Arnoldi-
Verfahren (SOAR-Verfahren) nach [15, 155] und das Second-Order-Lanczos-Verfahren nach [155]
genannt. Diese Verfahren, die auf [173] zuru¨ckgehen, erzeugen orthogonale Basen fu¨r Krylov-
Unterra¨ume zweiter Ordnung der Struktur (8.71), indem sie die spezielle Struktur des Krylov-
Unterraumes (8.61) ausnutzen, um die beno¨tigte orthonormale Basis V (und W ) zu erzeugen.
Bei diesen Verfahren ist die Orthogonalisierung der Basisvektoren des klassischen Arnoldi- oder
Lanczos-Verfahrens so modifiziert, dass anstelle des gesamten Blocks der neu erzeugten Basisvek-
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toren [V To ,V
T
u ]
T (und [W To ,W
T
u ]
T ) lediglich die obere Ha¨lfte V o (und Wo) die gewu¨nschten
Orthogonalisierungsbedingungen erfu¨llt. Der Algorithmus des Second Order Arnoldi-Verfahrens
ist als Algorithmus 6 und der Algorithmus des Second Order Lanczos-Verfahrens ist als Algorith-
mus 7 in Pseudocode wiedergegeben. Bei diesen Verfahren bringt der Orthogonalisierungsprozess
Algorithmus 6 Second Order Arnoldi-Verfahren (SOAR) nach [15, 155]
Eingabe: Matrizen P 1,P 2,Q; Stufe des Block-Krylov-Unterraumes k; Deflationstoleranz τ
Ausgabe: Basis V
1: function V = SOAR(P 1,P 2,Q, k, τ )
2: Entfernung aller linear abha¨ngigen Spaltenvektoren der Matrix Q
3: V o = [ ]; V u = [ ]
4: for j = 1 : k
5: if (j == 1)
6: Ro = Q; Ru = 0  Startblo¨cke
7: else if (j == 2)
8: Ru = Ro; Ro = P 1Ro  Berechnung weiterer Blo¨cke
9: else
10: Rold = Ro  Berechnung weiterer Blo¨cke
11: Ro = P 1Ro + P 2Ru; Ru = Rold
12: end if
13: for i = 1 : Spaltenanzahl(Ro)
14: for t = 1 : Spaltenanzahl(V o)
15: h = [Ro]
∗
:,i [V o]:,t  Skalarprodukt
16: [Ro]:,i = [Ro]:,i − h [Vo]:,t; [Ru]:,i = [Ru]:,i − h [Vu]:,t
17: end for
18: ho = || [Ro]:,i ||2; hu = || [Ru]:,i ||2
19: if (ho > τ )  Deflation des Vektors?
20: vo =
1
ho
[Ro]:,i; vu =
1
ho
[Ru]:,i  Normierungen
21: V o = [V o vo]; Vu = [Vu vu]  Hinzufu¨gen des Vektors
22: else if (hu > τ )
23: vo = 0; vu = [Ru]:,i
24: V o = [V o vo]; Vu = [Vu vu]  Hinzufu¨gen des Vektors
25: else
26: Deflation
27: end if
28: end for
29: end for
30: Lo¨schen von Nullspalten in V o
31: V = V o
Schwierigkeiten bezu¨glich des Deflationskriteriums mit sich. Das Kriterium ho < τ beim SOAR
bzw. δo < τ und ǫo < τ beim Second Order Lanczos-Verfahren ist als alleiniges Kriterium fu¨r
eine Deflation geeignet. Der Grund dafu¨r liegt darin, dass bei Betrachtung von ho < τ bzw.
δo < τ und ǫo < τ auschließlich eine Aussage bezu¨glich des oberen Teils der zu betrachten-
den Krylov-Sequenz (8.62) gemacht werden kann. Als Deflationskriterium sollte aber die lineare
Abha¨ngigkeit der gesamten Sequenz dienen, siehe dazu [15, 109]. In den Algorithmen 6 und 7
wird deshalb zusa¨tzlich das Kriterium hu bzw. δu < τ und ǫu < τ verwendet, um ein geeig-
netes Deflationskriterium zu erhalten. Das in den hier dargestellten Algorithmen verwendete
Deflationskriterium entspricht dem Vorgehen aus [155].
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Algorithmus 7 Second Order Lanczos-Verfahren nach [155]
Eingabe: Matrizen P 1,P 2, P˘ 1, P˘ 2,Q, Q˘; Stufe des Block-Krylov-Unterraumes k; Deflationstoleranz τ
Ausgabe: Basen V und W
1: function [V ,W ] = Lanczos 2o(P 1,P 2, P˘ 1, P˘ 2,Q, Q˘, k, τ )
2: Entfernung aller linear abha¨ngigen Spaltenvektoren der Matrizen Q und Q˘
3: V o = [ ]; V u = [ ]; W o = [ ]; W u = [ ]
4: for j = 1 : k
5: if (j == 1)
6: Ro = Q; Ru = 0; So = Q˘; Su = 0  Startblo¨cke
7: else if (j == 2)
8: Ru = Ro; Ro = P 1Ro  Berechnung weiterer Blo¨cke
9: Su = So; So = P˘ 1 So
10: else
11: Rold = Ro; Sold = So  Berechnung weiterer Blo¨cke
12: Ro = P 1Ro + P 2Ru; Ru = Rold; So = P˘ 1 So + P˘ 2 Su; Su = Sold
13: end if
14: for i = 1 : Spaltenanzahl(Ro)  Biorthonormalisierung
15: for t = 1 : Spaltenanzahl(V o)  Biorthogonalisierung
16: δ = [V o]
∗
:,t [So]:,i; ǫ = [Wo]
∗
:,t [Ro]:,i  Skalarprodukte
17: [Ro]:,i = [Ro]:,i − δ [Vo]:,t; [Ru]:,i = [Ru]:,i − δ [Vu]:,t
18: [So]:,i = [So]:,i − ǫ [Wo]:,t; [Su]:,i = [Su]:,i − ǫ [Wu]:,t
19: end for
20: δo = || [Ro]:,i ||; δu = || [Ru]:,i ||
21: ǫo = || [So]:,i ||; ǫu = || [Su]:,i ||
22: if (δo > τ )  Deflation des Vektors der Matrix V o?
23: vo =
1
δo
[Ro]:,i; vu =
1
δo
[Ru]:,i  Normierungen
24: V o = [V o vo]; Vu = [Vu vu]  Hinzufu¨gen der Vektoren
25: else if (δu > τ )
26: vo = 0; vu = [Ru]:,i
27: V o = [V o vo]; Vu = [Vu vu]  Hinzufu¨gen der Vektoren
28: else
29: Deflation
30: end if
31: if (ǫo > τ )  Deflation des Vektors der Matrix Wo?
32: wo =
1
ǫo
[So]:,i; wu =
1
ǫo
[Su]:,i  Normierungen
33: Wo = [Wowo]; Wu = [Wuwu]  Hinzufu¨gen der Vektoren
34: else if (ǫu > τ )
35: wo = 0; wu = [Su]:,i
36: Wo = [Wowo]; Wu = [Wuwu]  Hinzufu¨gen der Vektoren
37: else
38: Deflation
39: end if
40: end for
41: Lo¨schen von Nullspalten der Matrizen V o und Wo
42: if Spaltenanzahl(V o) 6= Spaltenanzahl(Wo)
43: Erga¨nzung von V o oder Wo  Um eine identische Anzahl an Basisvektoren zu erhalten
44: end if
45: end for
46: V = V o; W = (W
∗
o V o)
−1W ∗o  Damit gilt: W
∗ V = I
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Ein Verfahren zur Reduktion von Systemen zweiter Ordnung, das auf der Berechnung einer Basis
V eines Krylov-Unterraumes zweiter Ordnung basiert, wird in [122] vorgeschlagen. Hierbei wird
ein Algorithmus angegeben, der auf dem Block-Anoldi-Algorithmus (Algorithmus 3) fu¨r Systeme
erster Ordnung basiert, um eine Basis V˜ des Systems erster Ordnung zu generieren. Anschlies-
send wird eine Basis des Krylov-Unterraumes zweiter Ordnung mit Hilfe von (8.74) definiert.
Dabei erfolgt die Orthogonalisierung der Spalten der Spaltenvektoren der Matrix V in einer
nachgelagerten Berechnung mit Hilfe einer QR-Zerlegung. Der Algorithmus dieses Verfahrens
mit einer Entwicklungsstelle s ist in Pseudocode als Algorithmus 8 angegeben. In [15, 155] wer-
Algorithmus 8 Arnoldi-Verfahren fu¨r Krylov-Unterra¨ume zweiter Ordnung
Eingabe: Matrizen M ,D,K ,F ; Entwicklungsstelle s; Stufe des Block-Krylov-Unterrraumes k;
Deflationstoleranz τ
Ausgabe: Basis V
1: function [V ] = Arnoldi 2o(M ,D,K ,F , s, k, τ )
2: n = size(M)
3: Erzeuge die Matrizen E,A,B eines Systems erster Ordnung der Form (3.5) oder (3.6)
4: Berechne die LU -Zerlegung: LU = (A − sE)
5: P = U\(L\E)
6: Q = −U\(L\B)
7: V˜ = Arnoldi(P ,Q, k, τ ); Algorithmus 3
8: Partitioniere V o = V˜ (1 : n, :)
9: Berechne die QR-Zerlegung: V o = V R
den Verfahren vorgeschlagen, die die Transformation in ein System erster Ordnung umgehen und
mit Hilfe des Second Order Arnoldi- bzw. den Second Order Lanczos-Algorithmus orthogonale
Basen von Krylov-Unterra¨umen zweiter Ordnung der Form (8.71) direkt erzeugen. Algorithmus
9 stellt den Ablauf des Second Order Arnoldi-Verfahrens anhand eines zweiseitigen Verfahrens
zur Reduktion eines Systems zweiter Ordnung der Form (3.1) mit Cv = 0 in Pseudocode dar.
Einen U¨berblick und ein Vergleich verschiedener Verfahren zur Modellreduktion von Systemen
zweiter Ordnung kann [109] entnommen werden.
8.4.4.5 Erzielung reellwertiger Systeme
Wie bei Verfahren zur Reduktion von Systemen erster Ordnung ist eine gewu¨nschte Reellwer-
tigkeit der erzeugten Projektionsmatrizen bei Verfahren fu¨r Systeme zweiter Ordnung, die mit
komplexen Entwicklungsstellen (si ∈ C mit Im(si) 6= 0) verwendet werden, im allgemeinen nicht
gegeben. Diese Eigenschaft erha¨lt man, wie bei den Verfahren fu¨r Systeme erster Ordnung bereits
dargestellt wurde, erst durch Anwendung geeigneter Methoden.
Die Methode fu¨r Systeme erster Ordnung, die darauf beruht, dass neben den Entwicklungsstel-
len si, i = 1, . . . , iˆ auch implizit die konjugiert komplexen Entwicklungsstellen s¯i, i = 1, . . . , iˆ
verwendet werden, kann auf Systeme zweiter Ordnung u¨bertragen werden. Man betrachtet dazu
den mit K˜ und D˜ wie in (8.80) erhaltenen Block-Krylov-Unterraum fu¨r die Entwicklungsstelle
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Algorithmus 9 Zweiseitiges Rational Second Order Arnoldi-Verfahren
Eingabe: Matrizen M ,D,K ,F ,Cp; Vektor der Entwicklungsstellen s; Vektoren mit Stufen der Block-Krylov-
Unterra¨ume kb und kc; Deflationstoleranz τ
Ausgabe: Basen V und W
1: function [V ,W ] = Rational Arnoldi 2o(M ,D,K ,F ,Cp, s, kb,kc, τ )
2: iˆ = length(s)
3: V = [ ], W = [ ]
4: for i = 1 : iˆ
5: Berechne die LU -Zerlegung: LU = ( [s]2i M + [s]iD +K )
6: D˜ = (2 [s]iM +D)
7: P 1 = −U\(L\D˜)
8: P 2 = −U\(L\M )
9: Q = U\(L\F )
10: [V i ] = SOAR(P 1,P 2,Q, [kb]i, τ ); Algorithmus 6 so modifiziert, dass V i orthogonal zu V ist
11: P 1 = −L∗\(U ∗\D˜∗)
12: P 2 = −L∗\(U ∗\M ∗)
13: Q = L∗\(U ∗\C∗p)
14: [Wi ] = SOAR(P 1,P 2,Q, [kc]i, τ ); Algorithmus 6 so modifiziert, dass Wi orthogonal zu W ist
15: V = [V V i ], W = [W Wi ]
16: if Spaltenanzahl(V ) 6= Spaltenanzahl(W )
17: Erga¨nzung von V oder W , um identische Anzahl an Basisvektoren zu erhalten
18: end if
19: end for
si ∈ C. Mit (8.60) erha¨lt man diesen mit
K˜k



 −K˜−1i D˜i −K˜−1i M
I 0


︸ ︷︷ ︸
Θ(si)
,
[
−K˜−1i F
0
]

 = colspan(V ). (8.85)
Liegt wa¨hrend der Berechnung der Projektionsmatrix V diese reellwertig vor, dann sind wegen
Θ¯(si) = Θ(s¯i) in (8.85) die Beziehungen
Re(Θ(si) · V ) = 1
2
((Θ(si) +Θ(s¯i)) · V ) ,
Im(Θ(si) · V ) = 1
2ı
((Θ(si)−Θ(s¯i)) · V )
(8.86)
gu¨ltig. Es sind also zwei komplexwertige Basisvektoren durch zwei reellwertige Basisvektoren
ersetztbar, ohne den aufgespannten Krylov-Unterraum zu vera¨ndern. In Analogie erha¨lt man
die gleiche Aussage fu¨r den Ausgangs-Krylov-Unterraum (8.67), a¨hnliche Methoden sind auch
in [81, 140] zu finden.
Eine weitere Mo¨glichkeit, eine reellwertige Projektionsmatrix zu erhalten, besteht in der Auftei-
lung der komplexen Projektionsmatrix V ∈ Cn×r in ihren Real- und Imagina¨rteil
V real = [Re([V ]∗1) · · · Re([V ]∗r) ] und V imag = [ Im([V ]∗1) · · · Im([V ]∗r) ] (8.87)
und anschließender Reorthogonalisierung der Spaltenvektoren der Matrizen V real und V imag
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z.B. mit einer reduzierten QR-Zerlegung
V = qr([V real V imag ]). (8.88)
die nach der Berechnung von 2r orthogonalen Spalten der Matrix Q abbricht. Bei einem zwei-
seitigen Verfahren erha¨lt man eine reellwertige Projektionsmatrix W durch analoges Vorgehen.
Bei Anwendung dieser Methode ist zu beachten, dass sich die Dimension des reduzierten Systems
verdoppelt, ohne dass sich die Anzahl der Momente, die mit den Momenten der U¨bertragungs-
funktion des Originalsystems u¨bereinstimmen, a¨ndert.
8.4.4.6 Ungeda¨mpfte und proportional geda¨mpfte Systeme
In diesem Abschnitt werden die Spezialfa¨lle ungeda¨mpfter und proportional geda¨mpfter Syste-
me diskutiert. Wie in [54, 20] wird die Diskussion anhand von Eingangs-Krylov-Unterra¨umen
durchgefu¨hrt, sie la¨sst sich in gleicher Weise jedoch auch auf den Ausgangs-Krylov-Unterraum
u¨bertragen. Die Darstellungen dieses Abschnittes orientieren sich dabei an [117].
In [54] wird gezeigt, das im Fall eines ungeda¨mpften Systems und unter der Voraussetzung,
dass die Stufe k des Krylov-Unterraumes zweiter Ordnung ohne Rest halbierbar ist, man fu¨r die
Entwicklungsstelle si = 0 den Eingangs-Krylov-Unterraum
Gk(0,−K−1M ,K−1F ) = colspan{K−1F ,0,−K−1MK−1F , · · · ,0, (−K−1M)k−1K−1F }
= Kk/2(−K−1M ,K−1F ) (8.89)
erha¨lt.
Betrachtet man beliebige Entwicklungsstellen si ∈ C, so folgt fu¨r ein ungeda¨mpftes System kein
direkter Zusammenhang zwischen dem Krylov-Unterraum zweiter Ordnung und den klassischen
Krylov-Unterra¨umen wie in (8.89). In [54, 118] wird jedoch gezeigt, dass in diesem Fall mit der
Gleichung
Gk(−(s2iM +K)−1 (2siM ),−(s2iM +K)−1M , (s2iM +K)−1 F ) =
Kk(−(s2iM +K)−1M , (s2iM +K)−1 F ) (8.90)
eine a¨hnliche Beziehung besteht. Aus der Gleichung (8.90) ist nun ersichtlich, das bei ungeda¨mpf-
ten Systemen anstelle eines Krylov-Unterraumes zweiter Ordnung auch ein Krylov-Unterraum
erster Ordnung verwendet werden kann. Werden zudem rein imagina¨re Entwicklungsstellen si
verwendet, so kann daru¨ber hinaus vollsta¨ndig auf komplexe Arithmetik verzichtet werden, da
auf der rechten Seite der Gleichung ausschließlich s2i auftritt.
Wie in Abschnitt 4.3 bereits dargestellt, ist im Falle der Rayleigh-Da¨mpfung die Da¨mpfungs-
matrix als
D = αM + βK (8.91)
definiert. In [54] wird gezeigt, dass der Eingangs-Krylov-Unterraum zweiter Ordnung fu¨r die
Entwicklungsstelle si = 0 unabha¨ngig von den Koeffizienten α und β ist. Daher kann dieser
durch den Krylov-Unterraum des zugeho¨rigen ungeda¨mpften Systems ausgedru¨ckt werden. Man
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erha¨lt analog zu (8.89) fu¨r α = 0 und gerader Stufe k des Krylov-Unterraumes zweiter Ordnung,
die Beziehung
Gk(−K˜−1 (βK),−K˜−1M , K˜−1F ) = Kk/2(−K˜−1M , K˜−1F ) (8.92)
und fu¨r α 6= 0 die Beziehung
Gk(−K˜−1 (αM + βK),−K˜−1M , K˜−1 F ) = Kk(−K˜−1M , K˜−1F ). (8.93)
Betrachtet man den Momentenableich um eine Entwicklungsstelle si 6= 0, so ist der Eingangs-
Krylov-Unterraum nicht mehr invariant gegenu¨ber der Parametrisierung der Da¨mpfungsmatrix
(8.91). Dennoch ist es immer noch mo¨glich, anstelle eines Krylov-Unterraumes zweiter Ord-
nung einen klassischen Krylov-Unterraum zu verwenden. Die Matrizen D˜ und K˜ aus (8.80) der
geshifteten U¨bertragungsfunktion (8.79) ergeben sich fu¨r den Fall der Rayleigh-Da¨mpfung zu
D˜ = (2 si + α)M + βK und K˜ = s
2
i + si αM + (si β + 1)K . (8.94)
Durch eine Umformung der Matrix D˜ erha¨lt man
D˜ = α˜M + β˜K, (8.95)
wobei α˜ = 2 si + α − (β(s2i + si α))/(si β + 1) und α˜ = β/(si β + 1), siehe [118]. Damit kann
das System zweiter Ordnung wieder als System mit Rayleigh-Da¨mpfung interpretiert werden,
so dass mit (8.93) gilt
Gk(−K˜−1 D˜,−K˜−1M , K˜−1F ) = Kk(−K˜−1M , K˜−1 F ), (8.96)
siehe auch [54, 20].
Mit den Darstellungen dieses Abschnittes kann zusammenfassend festgestellt werden, dass fu¨r
Systeme ohne Da¨mpfung oder mit Rayleigh Da¨mpfung auf das Konzept der Krylov-Unterra¨ume
zweiter Ordnung verzichtet werden kann, da sich die entsprechenden Unterra¨ume auch mit Hil-
fe klassischer Krylov-Unterra¨ume beschreiben lassen. Das bedeutet, dass zur Berechnung der
beno¨tigten Projektionsmatrizen auf Methoden, die auf klassischen Krylov-Unterra¨umen basie-
ren, zuru¨ck gegriffen werden kann. Dies ist fu¨r die Verfahren, die in dieser Arbeit entwickelt
werden, von Bedeutung, da die Methoden, die auf klassischen Krylov-Unterra¨umen basieren,
Vorteile gegenu¨ber den Methoden, die auf Krylov-Unterra¨umen zweiter Ordnung basieren, auf-
weisen. Diese Vorteile liegen in der weniger aufwendigen Berechnung der Projektionsmatrizen.
Zudem sind die Verfahren numerisch robuster und besser untersucht.
8.4.5 Diskussion der Krylov-Unterraum-Verfahren
Verfahren basierend auf Momentenabgleich und der Verwendung von Krylov-Unterra¨umen ha-
ben sich zur Reduktion von sehr großen Modellen als geeignet erwiesen. Allerdings bestehen
bei der Anwendung dieser Verfahren noch Probleme, die bislang noch nicht theoretisch fundiert
beantwortet werden konnten.
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8.4.5.1 Passivita¨ts- und Stabilita¨tserhaltung
Wichtige Eigenschaften eines Systems sind die Passivita¨t und die Stabilita¨t. Deshalb sollte,
bevor die Approximationseigenschaften eines Reduktionsverfahrens diskutiert wird, dessen Ei-
genschaften bezu¨glich der Stabilita¨ts- und der Passivita¨tserhaltung diskutiert werden.
Die Eigenschaft der Erhaltung der Stabilita¨t kann bei Krylov-Unteraum-Verfahren im allgemei-
nen nicht garantiert werden. Eine einfache und intuitive Herangehensweise dieses Problem zu
lo¨sen, besteht in der schrittweisen Erho¨hung der Dimension des reduzierten Systems, bis ein
stabiles reduziertes System erzeugt wird.
Nach Kenntnis des Autors wurde in der Literatur bis heute keine Methode vero¨ffentlicht, die
das Problem der Passivita¨ts- und Stabilita¨tserhaltung allgemein gu¨ltig und nur mit der Vor-
aussetzung, das ein passsives und stabiles Originalsystem vorliegt, lo¨st. Dennoch werden in der
Literatur verschiedene Ansa¨tze verfolgt, um sich einer Lo¨sung dieses Problems mit verschiedenen
Ansa¨tzen zu na¨hern. Die drei wichtigsten Ansa¨tze sollen hier kurz beschrieben werden.
Als erstes sind die passivita¨tserhaltenden Methoden [68, 123, 137] zu nennen. Bei den Verfahren
basierend auf diesen Methoden handelt es sich um einseitige Verfahren, die Passivita¨tserhaltung
und damit einhergehend auch Stabilita¨tserhaltung des reduzierten Systems garantieren, indem
die Projektionsmatrix eine Basis eines speziellen Block-Krylov-Unterraumes darstellt. Um eine
efiziente Berechnung des reduzierten Systems zu gewa¨hrleisten, nutzen diese Verfahren oft die
speziellen Strukturen der Systemmatrizen des Originalsystems aus, wodurch deren Anwendungs-
gebiet eingeschra¨nkt wird.
Einen weiterer Ansatz ist in Methoden zu sehen, die unstabile Pole eines reduzierten Systems
eliminieren. Bei diesen Methoden werden entweder mit einem nachgelagerten Prozess die unsta-
bilen Pole des reduzierten Systems eliminiert oder es werden sogenannte restarted Algorithmen,
wie der implizit oder explizit restarted Arnoldi- oder restarted Lanczos-Algorithmus verwendet
[12, 82, 101], um ein unstabil reduziertes System in ein stabiles System zu transformieren.
Die dritte Gruppe sind die auf Interpolation basierenden Methoden, die die Passivita¨t des Ori-
ginalsystems durch die Interpolation der sogenannten spectral zeros erhalten [4, 5, 9, 96, 167].
Als Nachteile der passivita¨tserhaltenden Methoden ko¨nnen deren Anwendbarkeit auf eine nur
beschra¨nkte Menge von Systemen und ihre Anwendungsmo¨glichkeit auf ausschließlich einseitige
Verfahren gesehen werden.
Der Nachteil der Methoden, die auf restarted Algorithmen basieren liegt darin, dass der Aufwand
der Implementierung des Algorithmus relativ hoch ist, so dass diese zumeist nur fu¨r Verfahren
zur Reduktion von SISO-Systemen implementiert werden. Zudem kann bei dieser Methode nach
der Entfernung von unstabilen Polen die Eigenschaft des Momentenabgleiches und das Auffinden
eines stabilen reduzierten Systems nach einer endlichen Anzahl von restarts nicht garantiert wer-
den. Die Methoden basierend auf der Interpolation weisen keine dieser Nachteile auf, beno¨tigen
allerdings einen ho¨heren numerischen Aufwand als die Krylov-Unterraum-Verfahren.
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8.4.5.2 Die Wahl geeigneter Entwicklungsstellen
Eine gute Approximation des Originalsystems ist im hohen Maße abha¨ngig von der Wahl der
verwendeten Entwicklungsstellen. Dabei ist die Wahl der Anzahl als auch die Lage der Entwick-
lungsstellen von Bedeutung.
Eine ausfu¨hrliche Beschreibung der Auswirkungen der Wahl der Entwicklungsstellen ist in
[81, 80] nachzulesen. Hinsichtlich der Wahl der Entwicklungsstellen ko¨nnen die folgenden Grund-
aussagen gemacht werden, die fu¨r alle Rational-Krylov-Verfahren zutreffen:
• Die Verwendung einer Entwicklungsstelle s0 mit einem kleinem Betrag des Imagina¨rteils
resultiert in einer guten Approximation des unteren Frequenzbandes durch das reduzierte
System.
• Die Verwendung einer Entwicklungsstelle s0 mit einem großen Betrag des Imagina¨ranteils
resultiert in einer guten Approximation des oberen Frequenzbandes durch das reduzierte
System.
• Mit der Verwendung ausschließlich rein imagina¨rer Entwicklungsstellen ko¨nnen sehr gu-
te Approximationen des Frequenzbereiches in der Umgebung der Entwicklungsstellen er-
reicht werden. Allerdings kann die Konvergenz der reduzierten Modelle gegen das exakte
U¨bertragungsverhalten des Originalsystems fu¨r weit von den Entwicklungsstellen entfernte
Frequenzbereiche sehr langsam sein.
• Die Verwendung ausschließlich reeller Entwicklungsstellen ermo¨glicht eine gute Approxi-
mation eines gro¨ßeren Frequenzbereiches als bei Verwendung rein imagina¨rer Entwick-
lungsstellen. Die Approximation in der Na¨he der Entwicklungsstelle ist allerdings weniger
genau als bei der Verwendung einer rein imagina¨ren oder komplexen Entwicklungsstelle.
• Die Verwendung mehrer Entwicklungsstellen si, i = 1, . . . , iˆ resultiert in einer guten Ap-
proximation eines breiteren Frequenzbandes durch das reduzierte System.
Diese Informationen u¨ber die Auswirkungen der Wahl der Entwicklungsstellen kann nur als
Ansatz zur Bestimmung guter Entwicklungsstellen dienen, exakte Werte fu¨r die optimale Wahl
der Entwicklungsstellen sind daraus nicht abzuleiten.
In [81] wird die Wahl der Entwicklungsstellen als Approximation der Eigenwerte des Original-
system aufgefaßt. Aus den Untersuchungen schla¨gt der Autor eine Kombination aus rein reellen
und imagina¨ren Entwicklungsstellen vor, die linear oder logarithmisch auf der reellen und ima-
gina¨ren Achse der komplexen Ebene verteilt liegen. Mit diesem Ansatz sind mit ausreichend
vielen Entwicklungsstellen gute Approximationsergebnisse erzielbar. Allerdings ko¨nnen a priori
keine Aussagen u¨ber die Anzahl der beno¨tigten Entwicklungsstellen getroffen werden.
In [48] wird eine Methode vorgeschlagen, die den Arnoldi-Algorithmus verwendet, um geeignete
Entwicklungsstellen zu finden. Der Arnoldi-Algorithmus wird verwendet, um zu jeder Entwick-
lungsstelle einer gegebenen Menge von Entwicklungsstellen si, i = 1, . . . , iˆ jeweils ein reduziertes
System der Dimension ri zu bestimmen. Anschließend wird aus der Menge, die aus den Polen der
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U¨bertragungsfunktionen der reduzierten Modelle besteht, eine Teilmenge verwendet, deren Ele-
mente zur Bestimmung der Entwicklungsstellen fu¨r das Rational-Krylov-Unterraum-Verfahren
dienen.
8.4.5.3 Die Wahl der geeigneten Stufen der verwendeten Krylov-Unterra¨ume
Neben der optimalen Wahl der Entwicklungsstellen ist auch die Wahl der geeigneten Sufen der
verwendeten Krylov-Unterra¨ume zu den gewa¨hlten Entwicklungsstellen fu¨r die Erzielung eines
optimalen Approximationsergebnisses auschlaggebend.
In Abschnitt 9.3 werden Verfahren zur Automatisierung des Reduktionsprozesses, die auf ei-
ner adaptiven Wahl der Entwicklungsstellen aus einer gegebenen Menge von potenziellen Ent-
wicklungsstellen und der Stufen der dazu korrespondierenden Krylov-Unterra¨ume basieren, dis-
kutiert. Nach Kenntnis des Autors existiert bislang jedoch kein Verfahren, das eine optimale
Wahl der Entwicklungsstellen mit einer adaptiven Wahl der Stufen der verwendeten Krylov-
Unterra¨ume kombiniert.
8.4.5.4 Globale Fehlerschranke
Im Gegensatz zu Verfahren, die auf Gramschen Matrizen basieren, existiert fu¨r Reduktionsver-
fahren, die auf Moment Matching basieren, keine allgemeine, numerisch effizient berechenbare
und theoretisch fundierte Schranke fu¨r den Approximationsfehler des reduzierten Systems. In
[13] wird fu¨r das Pade´-via-Lanczos-Verfahren eine Fehlerschranke hergeleitet. Allerdings mu¨ssen
die Systemmatrizen des Originalsystems spezielle Voraussetzungen erfu¨llen, damit diese Feh-
lerschranke in der Praxis anwendbar ist. In der Praxis bieten sich daher heuristische Methoden
zur Bestimmung des Approximationsfehlers an. In [21] werden zwei unterschiedliche heuristische
Methoden vorgestellt, fu¨r die allerdings keine theoretischen Beweise angegeben werden ko¨nnen.
Die erste Methode nutzt die Erkenntnis, dass der Fehler zwischen dem originalen System und
dem reduzierten System anna¨hernd dem Approximationsfehler zwischen zwei reduzierten Syste-
men der Dimension r und r + 1 entspricht. Die zweite Methode basiert auf der Beobachtung,
dass sich die Hankel-Singula¨rwerte des reduzierten Systems mit Erho¨hung der Dimension des
reduzierten Systems denen des Originalsystems anna¨hern.
8.4.5.5 Adaptive Methoden
Ein weiteres offenes Problem, das mit dem Fehlen einer geeigneten Fehlerschranke zusammen
ha¨ngt, stellt die Wahl der optimalen Dimension des reduzierten Systems dar.
Eine Methode, die in [154] vorgestellt wird, nutzt die lineare Abha¨ngigkeit der durch den Arnoldi-
oder den Lanczos-Algorithmus generierten Vektoren, um ein Abbruchkriterium fu¨r die Erzeu-
gung der Projektionsmatrizen herzuleiten.
Weitere Methoden nutzen den Approximationsfehler des reduzierten Systems, um die Ordnung
des reduzierten Systems zu erho¨hen oder den Reduktionsprozess abzubrechen. In Ermangelung
einer theoretisch fundierten globalen Fehlerschranke, die eine solche adaptive Anpassung der
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Dimension des reduzierten Systems ermo¨glichen wu¨rde, ko¨nnen in der Praxis heuristische Feh-
lerscha¨tzmethoden herangezogen werden.
8.4.5.6 Systeme mit vielen Ein- und Ausga¨ngen
Bei der Reduktion von Systemen mit einer geringen Anzahl an Ein- und Ausga¨ngen sind durch
die Verwendung von Krylov-Unterraum-Verfahren gute Approximationen mit einem verha¨lt-
nisma¨ßig geringem numerischem Aufwand erzielbar. Bei der Reduktion von Systemen mit sehr
vielen Ein- und Ausga¨ngen stellt sich die Situation anders dar. Hier erweisen sich die Verfahren
als kaum anwendbar.
Das Problem liegt dabei in der Art der Berechnung der Projektionsmatrizen V und W und
damit einhergehend in der Ordnung des reduzierten Systems. In jeder Iteration eines Krylov-
Unterraum-Verfahrens werden max(
∑iˆ
i=1 q ·k(i),
∑iˆ
i=1m·k(i)) neue Spaltenvektoren der Projek-
tionsmatrix generiert, wenn q die Anzahl der Einga¨nge,m die Anzahl der Ausga¨nge, iˆ die Anzahl
der Entwicklungsstellen und k(i) die Stufe des Krylov-Unterraumes zu jeder Entwicklungsstelle
darstellen. Dies fu¨hrt bei einer großen Anzahl an Ein- bzw. Ausga¨ngen zu einem schnellen An-
wachsen der Ordnung des reduzierten Systems. Erste Verfahren, die fu¨r eine effiziente Reduktion
solcher Systeme entwickelt wurden, werden in [59, 62] vorgestellt.
8.5 H2-optimale Verfahren
Das Problem, reduzierte Systeme mit minimalem Approximationsfehler bezu¨glich der H2-Norm
zu finden, ist eines der am weitesten zuru¨ck liegenden Probleme in der Modellreduktion, siehe
[17, 69, 89, 157, 168]. Dabei stellt sich das Problem ein globales Optimum zu finden wie folgt
dar:
Problem 8.1 Gegeben sei ein asymptotisch stabiles LTI System Σ der Dimension n mit U¨ber-
tragungsfunktion H. Gesucht wird ein stabiles reduziertes System Σˆ der Dimension r ≪ n,
welches die H2-Norm des Fehlersystems Σ − Σˆ minimiert. Es ist somit die Lo¨sung des Mini-
mierungsproblems
min J (Hˆ) = ||H − Hˆ ||2H2 , (8.97)
zu finden, d. h. es wird das stabil reduzierte System Hˆ der Dimension r gesucht, dessen Appro-
ximationsfehler H − Hˆ bezu¨glich der H2-Norm minimal ist.
Bei den im folgenden dargestellten H2-optimalen Verfahren handelt es sich um spezielle Krylov-
Unterraum-Verfahren, bei denen die Wahl der Entwicklungsstellen durch eine spezielle iterative
Methode erfolgt. Bis auf die Wahl der Entwicklungsstellen und der Wahl der Dimensionen der
dazu korrespondieren Krylov-Unterra¨ume treffen somit die generellen, im vorhergehenden Ab-
schnitt diskutierten, Eigenschaften der Krylov-Unterraum-Verfahren auch auf diese Verfahren
zu.
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8.5.1 IRKA
Ein effizientes Verfahren zur Reduktion von SISO-Systemen erster Ordnung ist der sogenannte
iterative rationale Krylov-Algorithmus5 (IRKA), der hier als Algorithmus 10 in Pseudocode
dargestellt ist. Mit diesem Algorithmus erha¨lt man bei Konvergenz ein H2-optimales reduziertes
System [87].
Im Falle eines SISO-Systems erster Ordnung erzeugt dieses Verfahren bei Konvergenz ein re-
duziertes Verfahren, dass die Interpolations-basierten H2-Optimalita¨tsbedingungen erster Art
erfu¨llt. Diese Bedingungen wurden von Meier und Luenberger bereits 1967 hergeleitet [124].
Satz 8.15 (Meier-Luenberger-Bedingungen fu¨r SISO-Systeme) Sei ein asymptotisch
stabiles SISO LTI-System mit U¨bertragungsfunktion H(s) gegeben. Sei Hˆ(s) eine lokale Lo¨sung
des Minimierungsproblems (8.97) unter der Annahme, dass Hˆ(s) einfache Polstellen λk, k =
1, . . . , r hat. Dann interpoliert Hˆ(s) sowohl H(s) als auch dessen erste Ableitung an der Stelle
−λ¯k, k = 1, . . . , r, d. h. es gilt:
H(−λ¯k) = Hˆ(−λ¯k),
H ′(−λ¯k) = Hˆ ′(−λ¯k),
(8.98)
fu¨r k = 1, . . . , r.
Beweis: Siehe [124]. 2
Algorithmus 10 Iterativer rationaler Krylov-Algorithmus (IRKA) nach [87]
Eingabe: Matrizen E,A, b, c ; Vektor mit Anfangsentwicklungsstellen s
Ausgabe: Basen V und W
1: function [V ,W ] = IRKA(E,A, b, c, s)
2: r = length(s)
3: Wa¨hle V und W so, dass W ∗V = I und
colspan(V ) = span{([s]1E −A)−1 b, . . . , ([s]rE −A)−1 b}
colspan(W ) = span{([s]1E∗ −A∗)−1 c∗, . . . , ([s]rE∗ −A∗)−1 c∗}
4: while keine Konvergenz
5: Eˆ =W ∗EV und Aˆ =W ∗AV
6: Lo¨sung des Eigenwertproblems λEˆ x = Aˆx
7: [s]i ← −λ¯i fu¨r i = 1, . . . , r
8: Biorthonormalisiere V und W so, dass W ∗V = I und
colspan(V ) = span{([s]1E −A)−1 b, . . . , ([s]rE −A)−1 b}
colspan(W ) = span{([s]1E∗ −A∗)−1 c∗, . . . , ([s]rE∗ −A∗)−1 c∗}
9: end while
Da die H2-Norm fu¨r unstabile Systeme nicht definiert ist, sind die Meier-Luenberger-
Bedingungen und die H2-optimalen Verfahren nur auf stabile SISO-Systeme mit einfachen Polen
anwendbar.
5In Englisch: Iterative Rational Krylov Algorithm
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8.5.2 Tangentiale Hermite-Interpolationsverfahren
Betrachtet man MIMO-Systeme fu¨hrt die Methode des Moment-Matching zu großen und auf-
wendig zu berechnenden reduzierten Systemen, da sich die Dimension des reduzierten Systems
fu¨r jedes Moment um die Anzahl der U¨bertragungspfade des Systems erho¨ht.
Aus diesem Grund wurden Verfahren entwickelt, die auf einer tangential hermiten Interpo-
lation der U¨bertragungsfunktion des Systems basieren und tangentiales rationales Hermite-
Interpolationsverfahren genannt werden [178]. Anstelle die Momente der reduzierten U¨bertra-
gungsfunktion Hˆ an verschiedenen Entwicklungsstellen si der komplexen Ebene mit den Mo-
menten der originalen U¨bertragungsfunktion H(s) zur U¨bereinstimmung zu bringen, wird bei
diesen Verfahren ein reduziertes System ermittelt, dessen links und rechts tangentiale Rich-
tungen der U¨bertragungsfunktion an den Entwicklungsstellen mit denen des Originalsystems
u¨bereinstimmen.
Im Gegensatz zu Verfahren, die auf Moment-Matching basieren, wird auf die Eigenschaft des
Moment-Matching der U¨bertragungsfunktion des reduzierten Systems verzichtet. Bei diesen Ver-
fahren reicht aus, dass die U¨bertragungsfunktion Hˆ(s) des reduzierten Systems eine linksseitig
tangential Interpolierende in die Richtungen ℓi, eine rechtsseitig tangential Interpolierende in die
Richtungen ri, und eine zweiseitig tangential Interpolierende der Ableitung in die Richtungen ℓi
und ri der U¨bertragungsfunktion H(s) des Originalsystems an den Entwicklungsstellen si fu¨r
i = 1, 2, . . . , r ist:
H(si) ri = Hˆ(si) ri,
ℓiH(si) = ℓi Hˆ(si),
ℓiH
′(si) ri = ℓi Hˆ
′
(si) ri.
(8.99)
Die durch (8.99) gegebenen Bedingungen an das reduzierte System sind zwar schwa¨cher als
die Moment-Matching-Eigenschaften, doch werden bei der praktischen Anwendung dieser Me-
thode neben geeigneten Entwicklungsstellen zusa¨tzlich geeignete tangentiale Richtungen an den
Entwicklungsstellen beno¨tigt.
Lemma 8.2 Seien V ,W ∈ Kn×r Matrizen mit vollem Rang r so, dass W ∗ V = I. Sei si ∈ K,
ℓi ∈ K1×q und ri ∈ Km×1 fu¨r i = 1, . . . , r eine gegebene Menge an Entwicklungsstellen sowie
linken und rechten tangentialen Richtungsvektoren. Angenommen die Entwicklungsstellen si sind
so gewa¨hlt, dass die Matrizen (A− siI) invertierbar sind und fu¨r alle i = 1, . . . , r gilt:
(siI −A)−1Bri ∈ colspan(V ),
(s¯iI −A∗)−1C∗ℓ∗i ∈ colspan(W ),
(8.100)
dann erfu¨llt das mit Hilfe der Matrizen V undW reduzierte System der Form (5.10) mit E = I
die Bedingungen (8.99).
Beweis: Siehe z. B. [178]. 2
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8.5.3 MIRIAm
Wie im vorhergehenden Abschnitt dargestellt wurde, kann das reduzierte System durch die
Eigenschaften (8.99) festgelegt werden. Wie im Fall von Verfahren, die auf Moment-Matching
basieren, ist die explizite Berechnung der Momente 0-ter Ordnung an den Entwicklungsstellen
numerisch unstabil. Um diese Momente mit den geforderten Eigenschaften der tangential hermi-
ten Interpolation der U¨bertragungsfunktion numerisch stabil zu berechnen, werden diese deshalb
implizit mit Krylov-Unterraum-Verfahren erzeugt.
Da die optimalen Entwicklungsstellen und dazu tangentialen Richtungsvektoren a priori nicht
bekannt sind, werden in [32, 87, 180] Methoden vorgestellt, die auf der tangentialen hermiten
Interpolation basieren und die Entwicklungsstellen sowie die tangentialen Richtungsvektoren
iterativ bestimmen. In [32, 111] wird ein effizientes iteratives Verfahren fu¨r MIMO-Systeme, der
MIMO iterative rationale Interpolations-Algorithmus6 (MIRIAm) genannt wird und als Erwei-
terung von IRKA fu¨r MIMO-Systeme angesehen werden kann, vorgestellt. Der Ablauf dieses
Verfahrens ist als Algorithmus 11 dargestellt, wobei der hier angegebene Algorithmus einen zur
Reduktion von MIMO-Systemen in allgemeiner Zustandsdarstellung angepassten Ablauf des
Verfahren darstellt.
Algorithmus 11 MIMO iterativer rationaler Interpolations-Algorithmus (MIRIAm) nach [32,
111]
Eingabe: Matrizen E,A,B,C ; Vektor mit Anfangsentwicklungsstellen s = {s1, . . . , sr}; Anfangsrichtungsvek-
toren ℓ = {ℓ1, . . . , ℓr} und r = {r1, . . . , rr}
Ausgabe: Basen V und W
1: function [V ,W ] = MIRIAm(E,A,B,C , s, ℓ, r)
2: while keine Konvergenz
3: V = [ ], W = [ ]
4: for k = 1 : r
5: vk = (skE −A)−1Br∗k, V = [V vk ]
6: wk = (s¯kE
∗ −A∗)−1C∗ℓk, W = [W wk ]
7: end for
8: W = (W ∗V )−1W ∗, damit W ∗V = I
9: Eˆ =W ∗E V ; Aˆ =W ∗AV ; Bˆ =W ∗B; Cˆ = C V
10: Lo¨sung des Eigenwertproblems λEˆ x = Aˆx mit den Eigenwerten {s1, . . . , sr}, der Matrix Y der linken
Eigenvektoren Y = [y1 · · · yr ] und der Matrix X der rechten Eigenvektoren X = [x1 · · · xr ]
11: Wa¨hle neue Entwicklungsstellen si ← −λ¯i fu¨r i = 1, . . . , r, neue linke Richtungsvektoren mit ℓk als k-te
Spalte von (CˆY )∗ und neue rechte Richtungsvektoren mit rk als k-te Spalte von (XBˆ)
∗
12: end while
6In Englisch: MIMO Iterative Rational Interpolation Algorithm
160 8.5 H2-optimale Verfahren
Kapitel 9: Fehlerbestimmung und adaptive Methoden 161
Kapitel 9
Fehlerbestimmung und adaptive
Methoden
Dieses Kapitel soll eine U¨bersicht und eine kurze Abwa¨gung der Vor- bzw. Nachteile bestehender
Methoden zur Fehlerbestimmung Krylov-Unterraum-reduzierter Systeme geben, die fu¨r die wei-
teren U¨berlegungen in dieser Arbeit relevant sind. Im Fokus der Betrachtungen liegt dabei die
Bestimmung des Approximationsfehlers eines reduzierten Systems, der bei adaptiven Methoden
als Entscheidungskriterium zur Anpassung der Parameter von Reduktionsverfahren verwendet
werden kann und damit eine Automatisierung des Reduktionsprozesses ermo¨glicht.
Die verschiedenen Methoden zur Fehlerbestimmung eines reduzierten Modells lassen sich in die
zwei Hauptgruppen der analytischen und der heuristischen Methoden unterteilen. Diese sind
wiederum in lokale und globale Methoden gliedern. Im folgenden Schema sind diese Gliederung,
der Methoden und die Abschnitte in denen bestehende Methoden na¨her beschrieben werden,
dargestellt. Die verschiedenen Methoden zur Bestimmung des Approximationsfehlers werden
Fehler-
bestimmung
(Kapitel 9)
Analytische
Methoden
(Abschnitt 9.1)
Heuristische
Methoden
(Abschnitt 9.2)
Lokale Fehler-
bestimmung
(Abschnitt 9.1.1)
Globale Fehler-
bestimmung
(Abschnitt 9.1.2)
Lokale
Fehlerscha¨tzer
(Abschnitt 9.2.1)
Globale
Fehlerscha¨tzer
(Abschnitt 9.2.2)
Abbildung 9.1: Schema zur Kategorisierung von Fehlerbestimmungsmethoden
hier ausschließlich anhand von Systemen erster Ordnung dargestellt, da die Bestimmung des
Approximationsfehlers fu¨r Systeme zweiter Ordnung nach einer Transformation des Systems
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zweiter Ordnung in ein System erster Ordnung mo¨glich ist.
Im abschließenden Abschnitt (9.3) dieses Kapitels wird eine bestehende Methode zur adaptiven
Auswahl der Entwicklungsstellen aus einer vorgegebenen Menge von potenziellen Entwicklungs-
stellen und eine Methode zur adaptiven Bestimmung der Stufen der zu den Entwicklungsstellen
korrespondierenden Krylov-Unterra¨umen vorgestellt.
9.1 Analytische Methoden
In diesem Abschnitt werden existierende Methoden zur analytischen Bestimmung von Fehler-
schranken dargestellt. Zu Beginn erfolgt eine Beschreibung einer Methode zur lokalen Fehler-
bestimmung. Darauf folgt ein Abschnitt, in dem eine globale Fehlerbestimmung zwischen dem
reduzierten und dem Originalsystems diskutiert wird.
9.1.1 Lokale Fehlerbestimmung
Bei der lokalen Fehlerbestimmung lassen sich unterschiedliche Fehlermaße betrachten. In dieser
Arbeit werden dazu zwei Fehlermaße na¨her dargestellt. Dabei handelt es sich zum einen um den
Approximationsfehler der U¨bertragungsfunktion und zum anderen um den Approximationsfehler
des k-ten Momentes der U¨bertragungsfunktion an einer Stelle s0.
Bei der Verwendung des Approximationsfehler der U¨bertragungsfunktion eines reduzierten
(MIMO-) Systems als Fehlermaß wird der absolute Approximationsfehler ǫabs(s0) = ||ε(s0)|| =
||H(s0) − Hˆ(s0)|| eines reduzierten Systems der Dimension r an der Stelle s0 bezu¨glich einer
geeeigneten Norm || · || betrachtet.
Wird der der Approximationsfehler des k-ten Momentes der U¨bertragungsfunktion als Fehlermaß
verwendet, so wird der (absolute) Approximationsfehler ǫk(s0) = ||εk(s0)|| = ||Hk(s0)−Hˆk(s0)||
eines reduzierten Systems der Dimension r an der Stelle s0 bezu¨glich einer geeeigneten Norm
|| · || betrachtet.
9.1.1.1 Fehlerbestimmung der U¨bertragungsfunktion
In [81] wird eine Berechnung des Approximationsfehlers eines reduzierten SISO-Systems er-
ster Ordnung (3.4) u¨ber die Berechnung des Residuums an einer Stelle s im Frequenzgang
beschrieben. Dabei wird eine mo¨gliche Bestimmung des skalaren Approximationsfehlers ε(s0) =
H(s0)− Hˆ(s0) eines reduzierten SISO-Systems der Dimension r an der Stelle s0 durch den den
folgenden Satz motiviert.
Satz 9.1 (Fehler der U¨bertragungsfunktion eines reduzierten SISO-Systems) Der
Fehler der U¨bertragungsfunktion ε(s0) = H(s0)− Hˆ(s0) eines SISO-Systems erster Ordnung an
der Stelle s0 ist durch
ε(s0) = r
∗
c(s0)(A− s0E)−1rb(s0) (9.1)
gegeben, wobei rb(s0) = (A − s0E)x˜ − b und rc(s0) = (A − s0E)z˜ − c∗. Dabei sind x˜ =
V (Aˆ− s0Eˆ)−1bˆ und z˜ =W (Aˆ− s0Eˆ)−∗cˆ∗ die durch Projektion erhaltenen Approximationen
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der Residuen x = (A− s0E)−1b bzw. z = (A− s0E)−Tc∗.
Beweis: Siehe [80]. 2
Um den Fehler an einer Stelle s0 auszuwerten, muss die rechte Seite der Gleichung
ε(s0) = rc(s0)
∗(A− s0E)−1rb(s0) (9.2)
mit
rb(s0) = (A− s0E)V (Aˆ− s0Eˆ)−1bˆ− b (9.3)
und
rc(s0) = (A− s0E)∗W (Aˆ− s0Eˆ)−∗cˆ∗ − c∗ (9.4)
berechnet werden.
Anmerkung 9.1 Da in dieser Arbeit MIMO-Systeme betrachtet werden, wird hier die Aussage
des Satzes 9.1 auf MIMO-Systeme u¨bertragen. Um den Fehler an einer Stelle s0 auszuwerten,
muss die rechte Seite der Gleichung
ǫ(s0) = ||RC(s0)∗(A− s0E)−1RB(s0)|| (9.5)
mit
RB(s0) = (A− s0E)V (Aˆ− s0Eˆ)−1Bˆ −B (9.6)
und
RC(s0) = (A− s0E)∗W (Aˆ− s0Eˆ)−∗Cˆ∗ −C∗ (9.7)
berechnet werden, wobei || · || eine geeignete Norm darstellt. 2
Die Ermittlung des Approximationsfehlers eines reduzierten Systems mit dieser Methode ist
aufwendig zu berechnen, da zur Berechnung des Fehlers an jeder Stelle s0 ein Gleichungssy-
stem bzw. ein Gleichungssystem mit mehreren rechten Seiten der Dimension des Systems zu
lo¨sen ist. Die Berechnung des Fehlers innerhalb eines großen Frequenzintervalls ist mit dieser
Methode deshalb kaum durchfu¨hrbar, da zur Berechnung eines aussagefa¨higen Fehlerverlaufes
zwangsweise die Fehler an zahlreichen Stellen ausgewertet werden mu¨ssen.
9.1.1.2 Fehlerbestimmung des k-ten Momentes der U¨bertragungsfunktion
Neben dem Approximationsfehler der U¨bertragungsfunktion kann auch der Approximationsfeh-
ler des k-ten Momentes der U¨bertragungsfunktion als Fehlermaß betrachtet werden, siehe z.B.
[80].
Definition 9.1 (k-ter Momentenfehler eines reduzierten SISO-Systems) Der Fehler
εk(s0) des k-ten Momentes der U¨bertragungsfunktion Hˆ(s) eines reduzierten SISO-Systems an
der Entwicklungsstelle s0 ist durch
εk(s0) := Hk(s0)− Hˆk(s0) (9.8)
= −c((A− s0E)−1E)j(A− s0E)−1b−
[
−cˆ((Aˆ− s0Eˆ)−1Eˆ)j(Aˆ− s0Eˆ)−1bˆ
]
(9.9)
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gegeben, wobei Hk(s0) und Hˆk(s0) die k-ten Momente der U¨bertragungsfunktionen des unredu-
zierten bzw. des reduzierten SISO-Systems bezeichnen.
Da in dieser Arbeit MIMO-Systeme betrachtet werden, wird hier zudem der k-te Momentenfehler
der U¨bertragungsfunktion fu¨r reduzierte MIMO-Systeme definiert.
Definition 9.2 (k-ter Momentenfehler eines reduzierten MIMO-Systems) Der Fehler
εk(s0) des k-ten Momentes der U¨bertragungsfunktion Hˆ(s) eines reduzierten MIMO-Systems an
der Entwicklungsstelle s0 ist durch
εk(s0) := Hk(s0)− Hˆk(s0) (9.10)
= −C((A− s0E)−1E)j(A− s0E)−1B −
[
−Cˆ((Aˆ− s0Eˆ)−1Eˆ)j(Aˆ− s0Eˆ)−1Bˆ
]
(9.11)
gegeben, wobei Hk(s0) und Hˆk(s0) die k-ten Momente der U¨bertragungsfunktionen des unredu-
zierten bzw. des reduzierten MIMO-Systems bezeichnen.
Auch die Ermittlung dieses Fehlermaßes ist aufwendig zu berechnen, da zu dessen Berechnung
an jeder Stelle s0 ein Gleichungssystem bzw. ein Gleichungssystem mit mehreren rechten Seiten
der Dimension des Systems zu lo¨sen ist.
9.1.2 Globale Fehlerbestimmung
In [10] wird eine mo¨gliche globale Fehlerbestimmung eines durch balancierten Abschneidens
reduzierten Systems vorgestellt. Dazu werden die Hankel-Singula¨rwerte σi, i = 1, . . . , 2n des
Originalsystems betrachtet. Der Fehler, gemessen in der H∞-Norm, ist dann u¨ber die Gleichung
||H − Hˆ ||H∞ ≤ 2(σr+1 + · · ·+ σ2n), (9.12)
wobei H die U¨bertragungsfunktion des originalen und Hˆ die U¨bertragungsfunktionen des re-
duzierten Systems der Dimension r darstellen, ermittelbar.
Der Vorteil dieser Methode ist die Bestimmung des exakten Approximationsfehlers des reduzier-
ten Systems. Allerdings ist diese Methode zur Fehlerbestimmung nur fu¨r reduzierte Systeme,
die mit Verfahren des balancierten Abschneidens erzeugt wurden, verwendbar.
H2-Fehlerbestimmung
In [87] wird eine Methode vorgestellt, um den H2-Fehler eines reduzierten SISO-Systems zu
bestimmen. Diese Methode ist fu¨r reduzierte Modelle gu¨ltig, deren Momente mit den ersten 2r
Momenten des Originalsystems u¨bereinstimmen.
Seien dazu H(s) und Hˆ(s) die U¨bertragungsfunktionen des Original- bzw. des reduzierten SISO-
Systems. Weiterhin seien Φi und Φˆi die Residuen der U¨bertragungsfunktionen H(s) und Hˆ(s)
an den Polstellen λi und λˆi des Originalsystems bzw. des reduzierten Systems:
Φi = res (H(s), λi) = H(s− λi)|s=λi , i = 1, . . . , 2n und (9.13)
Φˆj = res (Hˆ(s), λˆj) = Hˆ(s− λˆj)|s=λˆj , j = 1, . . . , r. (9.14)
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Mit dem folgendes Satz, der in [87] zu finden ist, und eine Verallgemeinerung der Resultate aus
[84, 85] darstellt, la¨ßt sich der Fehler des reduzierten Systems bezu¨glich derH2-Norm bestimmen.
Satz 9.2 (Approximationsfehler bezu¨glich der H2-Norm) Gegeben seien die U¨bertra-
gungsfunktionen eines unreduzierten SISO-Systems erster Ordnung H(s) und eines reduzier-
ten Systems Hˆ(s) der Dimension r. Seien λi und λˆi die Pole von H(s) bzw. Hˆ(s) mit der
zusa¨tzlichen Annahme, dass die Pole von Hˆ(s) einfach sind. Seien Φi und Φˆj die Residuen der
U¨bertragungsfunktionen H(s) bzw. Hˆ(s) an den Stellen ihrer Pole λi (9.13) bzw. λˆi (9.14). Dann
ist die H2-Norm des Fehlersystems He(s) = H(s)− Hˆ(s) durch
||He||2H2 =
2n∑
i=1
Φi
(
H(−λi)− Hˆ(−λi)
)
−
r∑
j=1
Φˆj
(
H(−λˆj)− Hˆ(−λˆj)
)
(9.15)
gegeben.
Beweis: Siehe [87]. 2
Diese Methode hat den Vorteil, eine globale Fehlerbestimmung in der H2-Norm zu ermo¨glichen.
Allerdings ist die Anwendung dieser Methode fu¨r große Modelle praktisch kaum anwendbar, da
die 2n Eigenwerte des Originalsystems bekannt sein mu¨ssen.
9.2 Heuristische Methoden
In diesem Abschnitt werden existierende Methoden zur Abscha¨tzung des Approximationsfehlers
eines reduzierten Systems mit heuristischen Methoden vorgestellt.
Im ersten Abschnitt erfolgt eine Beschreibung der Methoden zur lokalen Fehlerbestimmung.
9.2.1 Lokale Fehlerscha¨tzer
In diesem Abschnitt werden heuristische Methoden vorgestellt, die den Approximationsfehler
Krylov-Unterraum reduzierter Modelle lokal bestimmen.
9.2.1.1 Heuristische Methoden
Die hier beschriebene heuristische Methode dient der lokalen Fehlerscha¨tzung eines reduzierten
Modells an einer Stelle des Frequenz- oder des Zeitbereiches. Eine ausfu¨hrliche Darstellung der
Methode ist in [21, 22] zu finden.
Als Fehlerscha¨tzung dient die Differenz zwischen zwei reduzierten Systemen zunehmender Di-
mension. Dazu werden die reduzierten Systeme mit der Dimension r und rneu = r+ℓ betrachtet,
wobei ℓ ∈ N die Zunahme der reduzierten Dimension nach einer Iteration des Reduktionsver-
fahrens bezeichnet.
Im Frequenzbereich la¨ßt sich der relative Fehler an der Stelle s0 u¨ber die Gleichung
ǫrel(s0, r) =
||H(s0)− Hˆr(s0)||
||H(s0)|| (9.16)
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bestimmen, wobei H(s0) und Hˆr(s0) die U¨bertragungsfunktionen des originalen bzw. des re-
duzierten Systems der Dimension r an der Entwicklungsstelle s0 und || · || eine geeignete Norm
darstellen. Wird das reduzierte Modell sukzessive berechnet, wobei sich die Dimension des re-
duzierten Systems nach jeder Iteration um ℓ erho¨ht, dann la¨ßt sich ein Scha¨tzer des relativen
Fehlers mit Hilfe des relativen Fehlers zweier aufeinander folgender reduzierter Systeme r und
rneu = r + ℓ bestimmen:
ǫˆrel(s0, rneu) =
||Hˆr(s0)− Hˆrneu(s0)||
||Hˆr(s0)||
. (9.17)
Dieser Ansatz ist auch auf den Zeitbereich anwendbar. Dazu betrachtet man den relativen qua-
dratischen Fehler im Zeitbereich:
ε(T, r) =
√√√√∑T=N ·∆tt=0 (Y (t)−Yˆ r(t)Y (t) )2
N
, (9.18)
wobei Y (t) und Yˆ r(t) den Ausgang des Originalsystems bzw. des reduzierten Systems der
Dimension r in N diskreten Zeitpunkten t und einer Schrittweite von ∆t darstellen.
Hier erha¨lt man als Scha¨tzer des absoluten Fehlers des reduzierten Systems:
εˆ(T, r) =
√√√√∑T=N ·∆tt=0 ( Yˆ r(t)−Yˆ r+ℓ(t)Yˆ r(t)
)2
N
. (9.19)
Die Berechnung des Fehlerscha¨tzers im Zeitbereich ist aufwendiger als im Frequenzbereich. Die
Funktionen (9.18) und (9.19) sind keine Funktionen, die von der Zeit abha¨ngen, sondern von
der Dimension r des reduzierten Systems. Dabei muss der Fehler fu¨r jeden Wert von r u¨ber das
gesamte relevante Zeitintervall hinweg ausgewertet werden.
Der Vorteil dieser heuristischen Methode liegt im relativ geringen Aufwand der Bestimmung des
Fehlerscha¨tzer. Dem steht die nur lokale Gu¨ltigkeit der Fehlersscha¨tzung gegenu¨ber. In der Na¨he
einer Entwicklungsstelle konvergiert der Fehler gegen den exakten Approximationsfehler, der
auch mit reduzierten Modellen ho¨herer Dimension nicht weiter verringert werden kann. Wird der
Fehler hingegen an einer Stelle ausgewertet, der sich nicht in der Na¨he einer Entwicklungsstelle
befindet, oszilliert der Fehlerverlauf in Abha¨ngigkeit von der Dimension des reduzierten Systems.
9.2.1.2 Fehlerscha¨tzer nach Grimme
Auch der Fehlerscha¨tzer
ǫˆrel(s0, jˆ) =
jˆ∑
j=1
2j−jˆ
||Hˆj(s0)− Hˆj−1(s0)||
||Hˆj(s0)||
. (9.20)
basiert auf der Berechnung der Differenzen aufeinander folgender reduzierter Systeme Hˆj−1(s0)
und Hˆj(s0) an der Stelle s0, wobei die relativen Differenzen zwischen den U¨bertragungsfunkti-
onen nach jˆ Iterationen eines Krylov-Unterraum-Verfahrens mit Hilfe des Faktors 2j−jˆ gewichtet
werden. Dabei stellen Hˆj−1 und Hˆj die U¨bertragungsfunktionen der nach der j − 1-ten bzw.
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j-ten Iteration des Krylov-Unterraum-Verfahrens reduzierten Systeme und || · || eine geeignete
Norm dar. Fu¨r eine ausfu¨hrlichere Darstellung sei auf [80] verwiesen. Diese Methode der Feh-
lerscha¨tzung hat den Vorteil, dass dazu nur die Fehler aufeinander folgender reduzierter Systeme,
die eine geringe Dimension aufweisen, berechnet werden mu¨ssen.
9.2.2 Ein globaler Fehlerscha¨tzer
Liegen die Hankel-Singula¨rwerte des originalen und eines reduzierten Systems in der Form (3.12)
vor, ist mit der Abscha¨tzung
||H − Hˆr||H∞ ≤ 2(σr+1 + · · · + σ2n) (9.21)
eine globale Fehlerschranke gegeben [10]. Hierbei stelltH und Hˆr die U¨bertragungsfunktion des
originalen bzw. des reduzierten Systems der Dimension r und σj den j-ten Hankel-Singula¨rwert
der geordneten Menge σ1 ≥ σ2 ≥ · · · ≥ σ2n des originalen Systems dar.
Da die Bestimmung der Hankel-Singula¨rwerte, wegen des großen Aufwandes bei großen Systemen
unpraktikabel ist, wird in [21, 22] eine Methode vorgeschlagen, die nur auf der Bestimmung der
Hankel-Singula¨rwerte reduzierter Systeme basiert.
Liegen die reduzierten Modelle als Systeme der Form (3.12) vor, erha¨lt man nach i Iterationen,
wobei sich die Dimension des reduzierten Systems nach jeder Iteration um ℓ erho¨ht, eine Matrix-
Struktur der Hankel-Singula¨rwerte:
Σi =


σˆ1,1 0 · · · 0
σˆ2,1 σˆ2,2
. . . 0
...
...
. . .
...
σˆi,1 σˆi,2 · · · σˆi,iℓ

 , (9.22)
wobei σˆi,j der j-te Hankel-Singula¨rwert nach der i-ten Iteration des reduzierten Systems der
Dimension r = i · ℓ ist.
Nach einigen Iterationen konvergieren die gro¨ßten Hankel-Singula¨rwerte des reduzierten Sy-
stems gegen die Hankel-Singula¨rwerte des Originalsystems. Nach einer geringen Anzahl von
Iterationen werden somit die gro¨ßten Hankel-Singula¨rwerte des Originalsystems gut approxi-
miert. Sind nach der i-ten Iteration auf diese Weise die ersten k Hankel-Singula¨rwerte des Ori-
ginalsystems σˆi,j , j = 1, . . . , k approximativ bestimmt und wird davon ausgegangen, dass alle
Hankel-Singula¨rwerte σi,j, j = k + 1, . . . , 2n des Originalsystems den gleichen Wert wie der
Hankel-Singula¨rwert σˆi,k aufweisen, dann kann die Gleichung (9.21) herangezogen werden, um
den globalen Fehler abzuscha¨tzen:
||H − Hˆr||H∞ ≤ 2(σi,k+1 + · · ·+ σi,2n) ≤ (2n − k) · σˆi,k. (9.23)
Da mit der Annahme σi,j = σˆi,k fu¨r j = k + 1, . . . , 2n die bis hierher beschriebene Methode
zu einer sehr groben Scha¨tzung fu¨hrt, muss die rechte Seite der Gleichung (9.23) durch eine
Abscha¨tzung des Abfalls der Hankel-Singula¨rwerte σi,j fu¨r j = k + 1, . . . , 2n verbessert werden.
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Dazu wird in [21] zum Abscha¨tzen der oberen Schranken fu¨r die Hankel-Singula¨rwerte σˆi,j mit
j = k + 1, . . . , 2n die Abscha¨tzung
σ˜i,j ≤
(
j−1∏
s=0
κ(Aˇ)(2s+1)/(2j) − 1
κ(Aˇ)(2s+1)/(2j) + 1
)2
· σˆ1,1 (9.24)
angegeben, wobei κ(Aˇ) die Konditionszahl einer symmetrischen Systemmatrix Aˇ ist. Die Werte
σ˜i,j, j = k + 1, . . . , 2n ko¨nnen damit als Scha¨tzer fu¨r die Hankel-Singula¨rwerte σi,j, j = k +
1, . . . , 2n in der Gleichung (9.23) angesehen werden.
Der Vorteil dieser Methode liegt im relativ geringen Aufwand der Fehlerbestimmung, da nur
die Hankel-Singula¨rwerte reduzierter Systeme bestimmt werden mu¨ssen. Da jedoch der ermit-
telte Fehler ohne Abscha¨tzungen der oberen Schranken fu¨r die Hankel-Singula¨rwerte σi,j, j =
k + 1, . . . , 2n sehr grob sein kann und die Abscha¨tzungen dieser Hankel-Singula¨rwerte nur fu¨r
symmetrische Systeme effizient bestimmt werden ko¨nnen, beschra¨nkt sich die Anwendbarkeit
dieser Methode auschließlich auf symmetrische Systeme.
9.3 Adaptive Methoden
Wie im Abschnitt (8.4) bereits dargestellt wurde, tritt bei der praktischen Anwendung von
Krylov-Unterraum-Verfahren die Frage nach der Wahl der Entwicklungsstellen und der Stufen
der dazu korrespondierenden Krylov-Unterra¨ume auf. Gewonnene Informationen u¨ber den Ver-
lauf des Approximationsfehlers des reduzierten Systems ko¨nnen verwendet werden, um aus einer
Menge von gegebenen Stellen die optimalen Entwicklungsstellen auszuwa¨hlen [64, 81, 80] oder
die Stufen der dazu korrespondierenden Krylov-Unterra¨ume zu bestimmen [71, 116].
In [105, 154] werden Methoden, die den Reduktionsprozess automatisch abbrechen, vorgestellt.
Diese basieren darauf, dass die Konvergenz der Hankel-Singula¨rwerte einer Folge reduzierter
Systeme mit zunehmender Dimension als Abbruchkriterium verwendet wird.
Im folgenden werden zwei Verfahren, die adaptive Methoden zur Bestimmung der Stufen der
verwendeten Krylov-Unterra¨ume zu einer gegebenen Menge von Entwicklungsstellen verwenden,
na¨her vorgestellt.
9.3.1 Adaptive Auswahl von Entwicklungsstellen
In [80, 81] wird eine Methode zur optimalen Auswahl der Entwicklungsstellen aus einer Menge
fest vorgegebener Stellen si, i = 1, . . . , iˆ fu¨r ein Verfahren zur Reduktion von SISO-Systemen
erster Ordnung mit dem rationalem Lanczos-Verfahren vorgeschlagen.
Algorithmus 12 gibt den Ablauf dieser Methode zur adaptiven Auswahl fest vorgegebener Ent-
wicklungsstellen wieder. Der dargestellte Algorithmus basiert dabei auf Algorithmus 2 in [80],
der hier fu¨r Krylov-Unterraum-Verfahren zur Reduktion von SISO-Systemen erster Ordnung,
die auf dem Arnoldi- oder dem Lanczos-Algorithmus basieren, angepasst dargestellt wird.
In Zeile 11 des Algorithmus 12 wird der (relative) Approximationsfehler
ǫˆrel,k =
||Hˆk − Hˆk−1||
||Hˆk||
(9.25)
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Algorithmus 12 Krylov-Unterraum-Verfahren mit adaptiver Entwicklungsstellenauswahl nach
Algorithmus 2 in [80]
Eingabe: Systemmatrizen E,A, b, c; fest vorgegebene Entwicklungsstellen si, i = 1, . . . , iˆ; ǫmin < 1; α
Ausgabe: Reduzierte Systemmatrizen Eˆ, Aˆ, bˆ, cˆ
1: function [Eˆ , Aˆ, bˆ, cˆ] = Adapt Krylov(E,A, b, c; ǫmin;α)
2: ǫˆ1 = 1; σ1 = σ2 = s1; k = j = 1
3: Berechne V und W mit einem Krylov-Unteraum-Verfahren und der Entwicklungsstelle σ1
4: Berechne Hˆk mit den durch V und W reduzierten Systemmatrizen Eˆ, Aˆ, bˆ
5: while ǫˆk > ǫmin  Solange der Fehler gro¨ßer als ǫmin
6: k = k + 1
7: Berechne V k und W k mit einem Krylov-Unteraum-Verfahren und Entwicklungsstelle σk so modifiziert,
dass V k gegen V und W k gegen W orthogonalisiert wird
8: V = [V V k], W = [W W k]
9: Berechne Hˆk mit den durch V und W reduzierten Systemmatrizen Eˆ, Aˆ, bˆ
10: ǫˆk = 0.5 (ǫˆk−1 + ||Hˆk − Hˆk−1||/||Hˆk||)  Fehlerberechnung
11: if ||Hˆk − Hˆk−1||/||Hˆk || < (1 + ǫˆk α j) · ǫmin  Stagnation des Fehlers
12: σk+1 = argmaxsi, i=1,...,ˆi{ rb(si) }  neue Entwicklungsstelle
13: j = 0
14: else
15: σk+1 = σk
16: end if
17: j = j + 1
18: end while
19: Berechne mit V und W die reduzierten Systemmatrizen Eˆ, Aˆ, bˆ, cˆ
zwischen dem reduzierten System der k-ten und der (k−1)-ten Iteration als Kriterium zur Wahl
der Stufe des zur Entwicklungsstelle σk korrespondierenden Krylov-Unterraumes verwendet.
Dazu wird der Fehler an iˆ Stellen si, i = 1, . . . , iˆ mit einer geeigneten Norm || · || berechnet. Zur
Abscha¨tzung des Fehlers wird in [80] der Fehlerscha¨tzer (9.20) vorgeschlagen.
Eine Stelle si wird solange als Entwicklungsstelle σk in der k-ten Iteration ausgewa¨hlt, bis der
Fehler ǫˆk stagniert. In Zeile 11 des Algorithmus wird dazu die Stagnation des Fehlers beobachtet.
Der Fehler ǫˆrel,k stagniert an der Entwicklungsstelle σk, wenn gilt:
ǫˆrel,k < (1 + ǫˆk α j) · ǫmin, (9.26)
wobei j die Anzahl der Iterationen mit der aktuellen Entwicklungsstelle, k die Anzahl der Ite-
rationen des Algorithmus und α eine nichtnegative ganze Zahl darstellen.
In Zeile 12 des Algorithmus wird, falls der Fehler stagnierte, eine neue Entwicklungsstelle be-
stimmt. Dazu wird das Residuum rb(σi) fu¨r die iˆ potenziellen Entwicklungsstellen σi, i = 1, . . . , iˆ
berechnet. Die Berechnung von rb(σi) kann dabei mit der Gleichung (9.3) erfolgen. Die Entwick-
lungsstelle, die mit dem gro¨ßtem Residuum korrespondiert, wird dann als neue Entwicklungs-
stelle verwendet.
Um die Rolle des Parameters α in der Gleichung (9.26) besser zu verstehen, ko¨nnen folgende
Betrachtungen angestellt werden. Man erwartet eine schnelle Stagnation des Fehlers, wenn α
groß gewa¨hlt wird. Der Nachteil eines groß gewa¨hlten α ist jedoch in der hohen Anzahl von
verwendeten Entwicklungsstellen zu sehen, welches zu einer langen Berechnungszeit fu¨hren kann.
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Die Konvergenz des Verfahrens ist relativ unabha¨ngig von der Wahl von α, allerdings wirkt sich
α auf die Konvergenzrate aus.
Anmerkung 9.2 Mit der Verwendung der Gleichungen (9.5), (9.6) und (9.7) anstatt der Glei-
chungen (9.2), (9.3) und (9.4) zur Bestimmung des Approximationsfehlers ǫˆk ist diese Methode
auch auf MIMO-Systemen anwendbar.
Die Vorteile dieser adaptiven Methode zur Bestimmung der Entwicklungsstellen liegt in der re-
lativ einfachen Berechnung des Residuums rb(s) und des Fehlers ǫˆk.
Die Nachteile dieser Methode liegen in der Einfu¨hrung des Parameters α, dessen optimale Wahl
ein offenes Problem darstellt. Zudem ko¨nnen a priori keine Aussagen u¨ber die Anzahl der beno¨tig-
ten Entwicklungsstellen und der Dimension r des reduzierten Systems getroffen werden.
9.3.2 Adaptiver rationaler Arnoldi-Algorithmus (AORA)
Wie bereits im Abschnitt 8.4.5 erla¨utert wurde, stellt neben der Wahl der Entwicklungsstellen
auch die Wahl der geeigneten Stufe der Krylov-Unterra¨ume zu jeder Entwicklungsstelle bei den
Krylov-Unterraum-Verfahren ein Problem dar. In diesem Abschnitt wird ein Verfahren vorge-
stellt, das eine adaptive Methode verwendet, um die Stufen der beno¨tigten Krylov-Unterra¨ume
zu bestimmen.
Das Verfahren wird adaptiver rationaler Arnoldi-Algorithmus1 (AORA) genannt, basiert auf
dem rationalem Arnoldi-Algorithmus zur Reduktion von SISO-Systemen und bestimmt zu jeder
Entwicklungsstelle aus einer Menge fest vorgegebener Entwicklungsstellen si, i = 1, . . . , iˆ und
fest vorgegebener Dimension des reduzierten Systems r, die Stufe des Krylov-Unterraumes ki zu
jeder Entwicklungsstelle si. Das Verfahren berechnet ein reduziertes SISO-System der Dimension
r, welches in r Iterationen erzeugt wird. Dazu werden in jeder Iteration die Momentenfehler
(9.8) an den potenziellen Entwicklungsstellen si berechnet und die Stelle mit dem betragsma¨ßig
gro¨ßten Momentenfehler als Entwicklungsstelle in dieser Iteration verwendet. Dabei kann eine
Stelle si mehrfach oder auch gar nicht ausgewa¨hlt werden. Die hier gegebene Darstellung des
Verfahrens basiert auf [116]. Fu¨r eine ausfu¨hrlichere Darstellung dieses Verfahren sei auf diese
Arbeit verwiesen.
Stimmen in der j-ten Iteration des Verfahrens bereits die ersten ji − 1 Momente der U¨bertra-
gungsfunktion an den Stellen si mit denen des Originalsystems u¨berein, dann werden in dieser
Iteration die ji-ten Momentenfehler ǫji(si) der U¨bertragungsfunktion des reduzierten Systems,
an allen Stellen si aus dem gegebenen Satz von potenziellen Entwicklungsstellen, berechnet.
Die grundlegende Idee des Verfahrens besteht nun in der Auswahl der Stelle si als Entwick-
lungsstelle in der j-ten Iteration, an der sich der betragsma¨ßig gro¨ßte Momentenfehler ǫji(si)
befindet. Dabei wird durch diese Auswahl der Entwicklungsstelle die gro¨ßte Reduzierung des
Approximationsfehlers erwartet.
Diese Auswahlmethode hat zur Folge, dass eine Stelle, an der die U¨bertragungsfunktion schwer
zu approximieren ist und die dadurch in mehreren Iterationen den gro¨ßten Momentenfeh-
ler aufweist, mehrfach als Entwicklungsstellen ausgewa¨hlt wird, wohingegen Stellen, an denen
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die U¨bertragungsfunktion des reduzierten Systems nur kleine Momentenfehler besitzen, unter
Umsta¨nden kein einziges mal als Entwicklungsstelle verwendet werden. Diese Auswahl der Ent-
wicklungsstellen fu¨hrt demnach im Ablauf des Reduktionsprozesses zu einer adaptiven Bestim-
mung der Stufen der Krylov-Unterra¨ume, die zu den jeweiligen Entwicklungsstellen korrespon-
dieren.
In [116] wird mit Hilfe des folgenden Satzes der exakte Fehler des k-ten Momentes der U¨bertra-
gungsfunktion eines reduzierten Systems erster Ordnung an einer Entwicklungsstelle s0 analy-
tisch hergeleitet.
Satz 9.3 (Bestimmung des k-ten Momentenfehlers - reduziertes SISO-System)
Resultiert ein reduziertes SISO-System erster Ordnung aus der Anwendung der Projektion
(5.10) mit W = V , wobei die ersten j = 0, 1, . . . , k − 1 Momente des reduzierten Systems
mit den ersten Momenten des Originalsystems an der Entwicklungsstelle s0 zur U¨bereinstim-
mung gebracht werden und die Matrix V = [v1 v2 · · · vk ] mit Hilfe des Arnoldi-Algorithmus
(Algorithmus 5) generiert wurde, dann gilt fu¨r den k-ten Momentenfehler εk(s0) an der
Entwicklungsstelle s0:
εk(s0) := Hk(s0)− Hˆk(s0) = c

 k∏
j=0
hj+1,j

 vk+1, (9.27)
wobei Hk(s0) und Hˆk(s0) die k-ten Momente der U¨bertragungsfunktionen des unreduzierten bzw.
des reduzierten Systems bezeichnen und h1,0 = ||(siE −A)−1b|| ist. Die Werte hj+1,j fu¨r j =
1, . . . , k werden dabei durch den Arnoldi-Algorithmus berechnet (Zeile 12, Algorithmus 3).
Beweis: Siehe [42]. 2
Basierend auf Satz 9.3 wird in [42] der folgende Satz bewiesen, dessen Aussage zur effizienten
Bestimmung der ji-ten Momentenfehler ǫji(si) an den Entwicklungsstellen si, i = 1, . . . , iˆ im
Ablauf des Verfahrens AORA verwendet wird.
Satz 9.4 (Berechnung der ji-ten Momentenfehler beim Verfahren AORA)
Angenommen die ersten ji Momente eines SISO-Systems und eines reduzierten SISO-
Systems der Dimension j − 1 = ∑iˆi=1 ji stimmen an den Entwicklungsstellen si u¨berein,
d.h. es gilt Hℓ(si) = Hˆℓ(si) mit ℓ = 0, 1, . . . , ji − 1 fu¨r i = 1, . . . , iˆ. Die Systemmatrizen des
reduzierten Systems seien dabei durch die Projektion (5.10) mit der Matrix V (und W = V )
generiert worden, die mit dem AORA-Algorithmus (Algorithmus 13) berechnet wurde. Der ji-te
Momentenfehler ǫji(si) der U¨bertragungsfunktion Hˆji(si) des reduzierten Systems nach der
j-ten Iteration des Algorithmus an der Entwicklungsstelle si, kann dann u¨ber die Gleichung
ǫji(si) = |Hji(si)− Hˆji(si)| = |hπ(si) c r(j−1)(si)| (9.28)
ausgedru¨ckt werden. Dabei ist hπ(si) =
j−1∏
t=1
Γt, mit
Γt =

||r
(t)(si)||, falls si Entwicklungsstelle in der t-ten Iteration
1, sonst
(9.29)
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und r(j−1)(si) der Wert, der in Zeile 19 des Algorithmus 13 in der vorhergehenden (j − 1)-ten
Iteration berechnet wurde.
Beweis: Siehe [116]. 2
Diese Berechnung des (exakten) Momentenfehlers wird verwendet, um in Zeile 7 des Algorithmus
des Verfahrens AORA (Algorithmus 13) in der j-ten Iteration die Entwicklungsstelle mit dem
maximalen Momentenfehler
σj = argmax
si
|hπ(si) c r(j−1)(si)| (9.30)
zu bestimmen. Der Wert hπ(si) wird in Zeile 4 mit 1 initialisiert und in jeder Iteration, in der
die Stelle si als Entwicklungsstelle ausgewa¨hlt wird, mit
hπ(si) = hπ(si) · ||r(j−1)(si)||2 (9.31)
aktualisiert (Zeile 10).
Die Vorteile des Verfahrens liegen in den verbesserten Approximationseigenschaften gegenu¨ber
dem rationalem Arnoldi-Algorithmus insbesondere bei einem gut gewa¨hlten Satz von Entwick-
lungsstellen. Als problematisch ist die Abha¨ngigkeit der Approximationseigenschaften von der
Wahl der Entwicklungsstellen und der Gro¨ße der Dimension des reduzierten Systems r anzuse-
hen.
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Algorithmus 13 Adaptiver rationaler Arnoldi-Algorithmus (AORA) nach [116]
Eingabe: Systemmatrizen E,A, b, c; Entwickungsstellen si, i = 1, . . . , iˆ; reduzierte Dimension r
Ausgabe: Reduzierte Systemmatrizen Eˆ, Aˆ, bˆ, cˆ
1: function [Eˆ , Aˆ, bˆ, cˆ] = AORA(E,A, b, c; si; r)
2: for i = 1 : iˆ
3: r(0)(si) := (siE −A)−1b  Initialisierung
4: hπ(si) := 1
5: end for
6: for j = 1 : r  AORA-Iterationen
7: σj = argmaxsi |hπ(si) c r(j−1)(si)|  Wa¨hle Stelle mit maximalen Momentenfehler
8: hj,j−1(σj) := ||r(j−1)(σj)||2  Generiere orthogonalen Vektor an der Stelle sj
9: vj := r
(j−1)(σj)/hj,j−1(σj)
10: hπ(σj) := hπ(σj) · hj,j−1(σj)
11: for i = 1 : iˆ  Berechne r(j)(si) fu¨r die na¨chste Iteration
12: if (si == σj)
13: r(j)(si) := (siE −A)−1Evj
14: else
15: r(j)(si) := r
(j−1)(si)
16: end if
17: for t = 1 : j
18: ht,j(si) := v
∗
t r
(j)(si)
19: r(j)(si) := r
(j)(si)− ht,j(si)vt
20: end for
21: end for
22: end for
23: V˜ = [v1v2 · · · vr]
24: if (ein si nicht reell)  Generiere eine reelle Projektionsmatrix V
25: V re = Re(V˜ ), V im = Im(V˜ )
26: Berechne die reduzierte QR-Zerlegung: V R = ([V re V im])
27: end if
28: Berechne Eˆ = V ∗EV , Aˆ = V ∗AV , bˆ = V ∗b und cˆ = cV  Reduzierte Systemmatrizen
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Kapitel 10
Modellreduktion von
Werkzeugmaschinen
Wie bereits in Kapitel 4 dargestellt wurde, werden mechanische Strukturen als lineare
Differenzialgleichungssysteme zweiter Ordnung beschrieben, die das dynamische Verhalten der
betrachteten Struktur widerspiegeln. Da diese Systeme meist eine sehr hohe Dimension aufwei-
sen, mu¨ssen diese vor ihrer Verwendung in Simulationen in der Dimension reduziert werden.
Dazu haben sich in der Vergangenheit Verfahren, die auf der Methode der modalen Reduktion
basieren, als geeignete Reduktionsverfahren etabliert. In diesem Kapitel werden Reduktions-
verfahren vorgestellt, die als Alternative zu den etablierten Verfahren der modalen Reduktion
angewendet werden ko¨nnen. Diese Verfahren basieren auf den Methoden, die in Kapitel 8 vor-
gestellt wurden und lassen sich direkt auf mechanische Strukturen anwenden.
Im ersten Abschnitt werden zuna¨chst geeignete Strukturmodelle vorgestellt, die zur Untersu-
chung der Eigenschaften der vorgeschlagenen Reduktionsverfahren dienen. Nach dieser Darstel-
lung in Abschnitt 10.1, werden in Abschnitt 10.2 die speziellen Anforderungen an die reduzierten
Modelle diskutiert, die zur Simulation von Werkzeugmaschinen eingesetzt werden sollen.
Da die mechanischen Strukturen von Werkzeugmaschinen gewo¨hnlich durch sehr hochdimen-
sionale Systeme beschrieben werden, stehen in dieser Arbeit die Krylov-Unterraummethoden,
welche sich zur Reduktion von großen Systeme anbieten, im Fokus der Betrachtungen.
Nach Kenntnis des Autors existieren bislang keine H2-optimalen Verfahren zur Reduktion von
Systemen zweiter Ordnung. In Abschnitt 10.3 wird deshalb ein neues Verfahren vorgestellt,
das als Modifikation der H2-optimalen Verfahren IRKA und MIRIAm, die bereits in Abschnitt
8.5 beschrieben wurden, angesehen werden kann und modifizierter iterativer rationaler Krylov-
Algorithmus1 (MIRKA) genannt wird. Dieses Verfahren ist speziell auf die Reduktion von Mo-
dellen von Werkzeugmaschinen angepasst und pra¨sentiert eine modifizierte iterative Methode
zur Entwicklungsstellenwahl. Dabei ist es mit diesen Verfahren mo¨glich sowohl Systeme erster
Ordnung als auch Systeme zweiter Ordnung zu reduzieren.
Das Verfahren MIRKA wird hier verwendet, um die im Anwendungsgebiet der Strukturme-
chanik auftretenden Systeme zweiter Ordnung zu reduzieren. Dabei verwendet das Verfah-
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ren den Arnoldi-Algorithmus zur Bestimmung einer geeigneten Basis des verwendeten Krylov-
Unterraumes. Diese Ausfu¨hrung des Verfahrens MIRKA wird hier modifizierter iterativer ratio-
naler Arnoldi-Algorithmus fu¨r Systeme zweiter Ordnung2 (MIRA 2o) genannt. Das vorgestellte
Verfahren MIRA 2o ist speziell auf die Reduktion von Strukturmodellen von Werkzeugmaschi-
nen angepasst, die in Form von eines ungeda¨mpften oder proportional geda¨mpften Systemen
zweiter Ordnung vorliegen und pra¨sentiert eine iterative Methode zur Entwicklungsstellenwahl.
Die Darstellung dieses Verfahrens baut auf den Darstellungen in den Vero¨ffentlichungen [57] und
[58] des Autors auf, in denen verschiedene Ausfu¨hrungen dieses Verfahrens basierend auf dem
Lanczos- und dem Arnoldi-Algorithmus untersucht werden.
In Abschnitt 10.4 wird ein neues Verfahren vorgestellt, das auf dem Verfahren MIRKA auf-
baut und auf einer Kombination der Methode der modifizierten iterativen Entwicklungsstel-
lenwahl mit dem globalen Arnoldi-Algorithmus basiert. Der globale Arnoldi-Algorithmus stellt
eine Version des Block-Arnoldi-Algorithmus dar, der dazu verwendet werden kann, eine Basis
des Block-Krylov-Unterraumes effizient zu berechnen. Dieses Verfahren ist direkt auf Systeme
zweiter Ordnung anwendbar und zeichnet sich durch eine erho¨hte Effizienz bei der Reduktion
von MIMO-Systemen aus. Zudem dient dieser Algorithmus als Grundlage, der in den folgenden
Abschnitten dargestellten automatisierten Verfahren.
Im darauf folgenden Abschnitt 10.4.4 wird ein Verfahren vorgestellt, das das vorhergehende
Verfahren um eine adaptive Bestimmung der Stufe des Krylov-Unterraumes zu jeder Entwick-
lungsstelle erga¨nzt.
In Abschnitt 10.5 wird aufbauend auf den Verfahren der vorhergehenden Abschnitte eine Vorge-
hensweise zur automatischen Modellreduktion von mechanischen Strukturmodellen vorgeschla-
gen.
Die Approximationseigenschaften der mit den vorgestellten Verfahren reduzierten Modelle wer-
den in den jeweiligen Abschnitten analysiert und diskutiert. Dabei werden die im Abschnitt
10.1.2 vorgestellten Strukturmodelle verwendet. Eine Diskussion der Ergebnisse bei Verwen-
dung der reduzierten Systeme in einer Simulationsumgebung erfolgt im nachfolgenden Kapitel
11.
10.1 Anwendungsbeispiele
Die Approximationseigenschaften der mit den vorgestellten Verfahren reduzierten Systeme wer-
den anhand von zwei Beispielen von FEM-Strukturmodellen verdeutlicht. Das erste Modell,
einer abstrahierten Struktur einer Werkzeugmaschine mit 4 983 Freiheitsgraden, dient dazu die
grundsa¨tzlichen Eigenschaften der neu entwickelten Verfahren zu untersuchen und mit bekann-
ten Reduktionsverfahren zu vergleichen.
Beim zweiten Modell handelt es sich um das Modell einer Werkzeugeinheit einer Werkzeug-
maschine mit 54 885 Freiheitsgraden. Diese Modelldimension ist bereits von einer Gro¨ße, die
bezu¨glich des entstehenden numerischen Aufwandes fu¨r einige Reduktionsverfahren als proble-
matisch anzusehen ist. Die Wahl eines Modells dieser Gro¨ße dient zur Verdeutlichung, dass die
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Eigenschaften der in dieser Arbeit vorgeschlagenen Verfahren auch auf hochdimensionale und
komplex modellierte Strukturmodelle u¨bertragbar sind.
Alle Berechnungen zur Modellreduktion und der Fehlerbestimmung in dieser Arbeit erfolgten
auf einem Rechner mit Intel(R) Corel(TM)2 CPU, 1.87 GHz und 2 GB RAM Arbeitsspeicher.
Die Implementierung der verschiedenen Algorithmen der Reduktionsverfahren und die Auswer-
tung der Reduktionsergebnisse erfolgte mit der Berechnungssoftware MATLAB/SimulinkR© in
der Version 7.06, Release R2008a (64-bit-Version). Das Generieren der Originalsysteme und de-
ren modal reduzierter Systeme erfolgte mit Hilfe des FEM-Programms MSC.Patran/NastranR©,3.
10.1.1 Fehlerbestimmung reduzierter Systeme
Um die in dieser Arbeit vorgestellten Reduktionsverfahren validieren zu ko¨nnen, werden Feh-
lermaße beno¨tigt, die eine Aussage bezu¨glich der Approximationsgu¨te der mit diesen Verfahren
reduzierten Systeme erlauben.
In diesem Abschnitt werden die in dieser Arbeit verwendeten Fehlermaße dargestellt. Dabei
wird eine Fehlerbestimmung der reduzierten Systeme sowohl im Frequenzbereich als auch im
Zeitbereich beno¨tigt. Da hierzu im Gegensatz zu den im Kapitel 9 dargestellten Methoden die
Bestimmung des Approximationsfehlers nicht im Zuge des Reduktionsprozesses durchgefu¨hrt
wird, ko¨nnen dazu Methoden verwendet werden, die den Approximationsfehler mo¨glichst exakt
wiedergeben.
10.1.1.1 Fehlerbestimmung im Frequenzbereich
Um den Approximationsfehler der U¨bertragungsfunktion Hˆ eines reduzierten Systems anzu-
geben, existieren mehrere Mo¨glichkeiten. Als Kriterium zur Beurteilung des Fehlers sind die
Gro¨ßen
ǫabs,∞ := ||H(s)− Hˆ(s)||H∞ und ǫrel,∞ :=
||H(s)− Hˆ(s)||H∞
||H(s)||H∞
(10.1)
oder
ǫabs,2 := ||H(s)− Hˆ(s)||H2 und ǫrel,2 :=
||H(s)− Hˆ(s)||H2
||H(s)||H2
(10.2)
u¨blich, wobei ǫabs,∞ und ǫrel,∞ absoluter bzw. relativer H∞-Fehler und ǫabs,2 und ǫrel,2 absoluter
bzw. relativer H2-Fehler genannt wird, siehe z. B. [10]. Dabei handelt es sich bei || · ||H∞ und
|| · ||2 um die Hardy-Normen H∞ bzw. H2, die in Abschnitt 3.5 bereits na¨her vorgestellt wurden.
Fu¨r stabile Systeme erster Ordnung ist es mo¨glich, die Hardy-Normen mit Methoden der linearen
Algebra zu berechnen. Die Verwendung dieser Normen bietet sich jedoch nur zur Bestimmung
des Approximationsfehlers von Systemen kleiner Dimension an, da fu¨r Modelle mit großen Di-
mensionen die Berechnungen sehr rechenintensiv werden ko¨nnen. Aus diesem Grund erfolgt
zur Bestimmung des Approximationsfehlers von hochdimensionalen Systemen eine punktweise
Auswertung der U¨bertragungsfunktion. Dabei wird fu¨r eine Folge {fk}kmaxk=0 von linear oder lo-
garithmisch verteilten Stellen innerhalb eines betrachteten Frequenzbereiches [fmin, fmax] durch
3MSC.Software, Nastran, Kurzform fu¨r Nasa Structural Analysis System, von der US-Raumfahrtbeho¨rde NA-
SA entwickeltes Finite-Elemente-Programm.
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Berechnen der entsprechenden Matrixgleichungen (3.24) bzw. (3.27) oder (3.28) die Werte der
U¨bertragungsfunktion des Originalsystems H(2πıfk) bzw. die U¨bertragungsfunktion des redu-
zierten Systems Hˆ(2πıfk) bestimmt.
Um Aussagen u¨ber die Approximationsgu¨te der reduzierten Systeme in einem, fu¨r den Anwender
interessanten Frequenzintervall [fmin, fmax] machen zu ko¨nnen, wurden folgende Fehlergro¨ßen
verwendet. Betrachtet man eine Menge von Indexmengen I ⊆ {1, . . . , q} × {1, . . . ,m}, wobei m
die Anzahl der Einga¨nge und q die Anzahl der Ausga¨nge bezeichnet, dann lassen sich nach [109]
folgende Fehler definieren:
ǫrel(f,I) := max
{
| [H(2πıf) ]ij − [ Hˆ(2πıf)]ij |
| [H(2πıf) ]ij | : (i, j) ∈ I
}
(10.3)
und
ǫmax(I) := max {ǫrel(fk,I) : k = 0, 1, . . . , kmax} . (10.4)
Mit ǫmax(I) erha¨lt man eine Art gro¨ßten relativen Fehler des Frequenzganges fu¨r die mit I selek-
tierten Eingang-Ausgang-Paare. Mit diesem Fehlermaß la¨sst sich beru¨cksichtigen, dass fu¨r man-
che Modelle der Aproximationsfehler des Frequenzganges nur fu¨r bestimmte Eingang-Ausgang-
Paare von Interesse ist. In der vorliegenden Arbeit wurden stets alle Eingang-Ausgang-Paare
betrachtet.
Um die Approximationsgu¨te der reduzierten Modelle fu¨r alle Eingang-Ausgang-Paare beurteilen
zu ko¨nnen, kann als weiteres Kriterium der Verlauf des relativen Approximationsfehlers an der
Stelle f :
ǫrel(f) :=
||H(2πıf)− Hˆ(2πıf)||F
||H(2πıf)||F (10.5)
und
ǫmax := max {ǫrel(fk) : k = 0, 1, . . . , kmax} , (10.6)
wobei H und Hˆ die U¨bertragungsfunktionen des originalen bzw. des reduzierten Systems und
|| · ||F die Frobenius-Norm darstellen, verwendet werden, siehe z. B. [117].
Die Betrachtung der Fehlergro¨ßen (10.3) bis (10.6) zur Beurteilung der Approximationsgu¨te kann
als problematisch angesehen werden. Da ǫrel nur in endlich vielen Punkten ausgewertet wird,
bleibt die Gro¨ße des Fehlers außerhalb der lokalen Umgebung dieser Punkte unberu¨cksichtigt.
Es ist somit mo¨glich, dass man keinen Unterschied zwischen verschiedenen reduzierten Systemen
feststellt, da im untersuchten Frequenzbereich alle Verfahren nahezu konvergent sind. Dennoch
ko¨nnen, vor allem bei hohen Frequenzen, außerhalb dieses Bereiches wesentliche Unterschiede
bestehen.
Zieht man allerdings in Betracht, dass in der praktischen Anwendung von strukturmechanischen
Modellen der Fehler nur in einem bestimmten niederen Frequenzbereich von Interesse ist, dann
ist dieser Nachteil hinnehmbar.
Bei Modellen, deren Gro¨ße eine Berechnung der relativen H2-Norm zulassen, wird zudem der
integrale Ausdruck
ǫrel :=
(∫ fmax
fmin
||H(2πıf) − Hˆ(2πıf)||F d f
)1/2
(∫ fmax
fmin
||H(2πıf)||F d f
)1/2 (10.7)
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als skalares Maß fu¨r den relativen Approximationsfehler herangezogen [117]. Die Definition von
ǫrel erfolgt dabei in Anlehnung an dieH2-Norm (3.137). Im Gegensatz zurH2-Norm sind mit Hil-
fe dieser Gro¨ße jedoch Aussagen bezu¨glich eines Frequenzintervalls [fmin, fmax] mo¨glich, dessen
Approximation fu¨r das in dieser Arbeit betrachtete Anwendungsgebiet von Interesse ist.
10.1.1.2 Fehlerbestimmung im Zeitbereich
Um Aussagen u¨ber die Approximationsgu¨te der reduzierten Systeme zu Zeitpunkten tk, k =
0, . . . , kmax innerhalb eines fu¨r den Anwender interessanten Zeitbereiches [tmin, tmax] machen zu
ko¨nnen, wird, analog zur Fehlerbestimmung im Frequenzbereich, die Menge I ⊆ {1, . . . , q} ×
{1, . . . ,m} von Indexmengen, wobei m die Anzahl der Einga¨nge und q die Anzahl der Ausga¨nge
bezeichnet, betrachtet. Damit la¨sst sich der folgende Fehler definieren:
δabs(t,I) := max {| [y(t)]ij − [yˆ(t)]ij |, : (i, j) ∈ I, t ∈ [tmin, tmax]} und (10.8)
δmax := max {δabs(tk,I) : k = 0, 1, . . . , kmax} , (10.9)
wobei [y(t)]ij und [yˆ(t)]ij die Lo¨sung des Systems vom j-ten Eingang zum i-ten Ausgang des
originalen bzw. des reduzierten Systems zum Zeitpunkt t ∈ [tmin, tmax] darstellen.
10.1.2 Verwendete Beispielmodelle
Die Validierung der Reduktionsergebnisse, der in dieser Arbeit entwickelten Verfahren, erfolgt
anhand von zwei Testmodellen. Bei beiden Testmodellen handelt es sich um abstrahierte Struk-
turen einer Werkzeugmaschine, die mit Hilfe von parametrischen Modellbausteinen, wie sie in
Abschnitt 7.3.2.2 vorgestellt wurden, erstellt werden. Da die Modellierung nicht Teil der vor-
liegenden Arbeit ist, wird auf Modelle zuru¨ckgegriffen, die am Institut fu¨r Werkzeugmaschinen
und Betriebswissenschaften4 (iwb) der Technischen Universita¨t Mu¨nchen erstellt wurden. Die
Erstellung der Modelle erfolgte durch die Vorgehensweise, wie sie in Abschnitt 7.3 beschrieben
wurde.
Die Massenmatrizen M und die Steifigkeitsmatrizen K der Modelle wurden dabei mit Hilfe
des kommerziellen FEM-Programms MSC.Patran/NastranR© erzeugt. Nach Fertigstellung des
FEM-Modells wurden die Koeffizientenmatrizen (Massen- und Steifigkeitsmatrix) der Bewe-
gungsgleichungen vom FEM-Programm aufgestellt und mit Hilfe eines Makros ausgeleitet. Da-
bei wurden diejenigen Freiheitsgrade, welche bestimmten Zwangbedingungen unterliegen, sei es
aufgrund von Einspannungen oder aufgrund linearer Abha¨ngigkeiten durch bestimmte Element-
typen (Multi Point Constraints, MPCs), aus den Matrizen entfernt. Die Modelle liegen also
als Massen- und Steifigkeitsmatrix mit allen unabha¨ngigen, ansprechbaren Freiheitsgraden vor.
Die Massenmatrix M der Modelle ist dabei im Allgemeinen singula¨r und die Da¨mpfungsma-
trix steht nicht direkt zur Verfu¨gung, deshalb werden die ungeda¨mpften Strukturen mit einer
proportionalen Da¨mpfung beaufschlagt.
4Institut fu¨r Werkzeugmaschinen und Betriebswissenschaften, Technische Universita¨t Mu¨nchen, Boltzmannstr.
15, 85747 Garching
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10.1.2.1 Erstes Beispielmodell: Werkzeugmaschine mit 4 983 Freiheitsgraden
In Abbildung 10.1(a) ist das FEM-Modell einer abstrahierten Struktur einer Werkzeugmaschine
dargestellt, das als erstes Beispielmodell verwendet wurde. Dieses wurde zum Testen der Ap-
proximationseigenschaften der verschiedenen Reduktionsverfahren verwendet. Das entstandene
Modell entha¨lt nach Abzug aller linear abha¨ngigen Freiheitsgrade, die aufgrund von Zwangsbe-
dingungen nicht frei ansprechbar sind, 4 983 Freiheitsgrade.
Das Modell besteht aus den Hauptkomponenten Maschinenbett, Sta¨nder, einem vereinfachten
Support und der daran montierten Spindel, die in einer offenen C-Struktur aufgebaut sind, wie
sie auch bei Bettfra¨smaschinen vorkommt. Zusa¨tzlich ist zwischen dem Bett und dem Sta¨nder
eine Vorschubachse mit Kugelgewindetrieb und Linearfu¨hrungen modelliert, um in der Mecha-
troniksimulation auch kleine Verfahrbewegungen des Fahrsta¨nders in y-Richtung realisieren zu
ko¨nnen. Das Testmodell hat vier Einga¨nge (y-Rotation der Motorwelle, x-, y-, z-Translation des
TCP) und sechs Ausga¨nge (y-Rotation Motorwelle, y-Rotation Spindelende, y-Translation am
Fu¨hrungsschuh, x-, y-, z-Verlagerung am TCP).
Die ungeda¨mpfte Struktur wurde mit einer proportionalen Da¨mpfung mit α = 0.02 und
β = α/1500 beaufschlagt. Das entstandene Modell entha¨lt nach Abzug aller linear abha¨ngi-
gen Freiheitsgrade, die aufgrund von Zwangsbedingungen nicht frei sind, 4 983 Freiheitsgrade.
Die Abbildungen 10.1(b) und 10.1(c) stellen die Strukturen der Massen- bzw. der Steifigkeitsma-
trix des Modells dar. Der Frequenzgang des MIMO-Systems kann der Abbildung 10.2 entnommen
werden.
10.1.2.2 Zweites Beispielmodell: Werkzeugmaschine mit 54 885 Freiheitsgraden
Als zweites Beispiel dient das FEM-Modell einer Fra¨seinheit eines Bearbeitungszentrums einer
modernen Werkzeugmaschine. Modelliert sind zwei Schlitten inklusive der Vorschubachsen, die
fu¨r eine Vorschubbewegungen der Fra¨sspindel beno¨tigt werden. Das Testmodell hat vier Einga¨nge
(y-Rotation der Motorwelle, x-, y-, z-Translation des TCP) und vier Ausga¨nge (y-Rotation
Motorwelle, x-, y-, z-Verlagerung am TCP).
Die ungeda¨mpfte Struktur wurde mit einer proportionalen Da¨mpfung mit α = 0.001 und
β = α/1500 beaufschlagt. Das entstandene Modell entha¨lt nach Abzug aller linear abha¨ngi-
gen Freiheitsgrade, die aufgrund von Zwangsbedingungen nicht frei ansprechbar sind, 54 885
Freiheitsgrade. Die Abbildung 10.3(a) stellt die modellierte Fra¨seinheit und die Abbildungen
10.3(b) und 10.3(c) stellen die Strukturen der Massen- bzw. der Steifigkeitsmatrix des Modells
dar. Der Frequenzgang des MIMO-Systems kann der Abbildung 10.4 entnommen werden.
10.2 Spezielle Anforderungen an die Reduktionsverfahren
Soll ein Reduktionsverfahren auf die hier betrachteten Strukturmodelle angewendet werden,
die zur Simulation des Verhaltens von Werkzeugmaschinen dienen, so muss dieses einige be-
sondere Bedingungen erfu¨llen. Der Grund dafu¨r ist in der Einbettung der reduzierten Modelle
in Simulationsumgebungen zu sehen. Da zur Simulation von Werkzeugmaschinen u¨blicherwei-
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(a) FEM-Modell (Erstellt von T. Bonin, iwb, Technische Universita¨t Mu¨nchen.)
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Abbildung 10.1: FEM-Modell einer Werkzeugmaschine mit 4983 Freiheitsgraden - Erstes Bei-
spielmodell
se kommerzielle Simulationsumgebungen zum Einsatz kommen, werden neben den generellen
Anforderungen an reduzierte Systeme, wie sie in Abschnitt 5.1.2 bereits dargestellt wurden, wei-
tere spezielle Anforderungen gestellt. Diese Anforderungen sollen im weiteren na¨her dargestellt
werden. Um detailierte Aussagen u¨ber das Verhalten der Strukturmodelle machen zu ko¨nnen,
sind Vernetzungen mit einer hohen Anzahl an Gitterpunkten notwendig. Dies fu¨hrt zu Modellen
mit einer hohen Anzahl an Freiheitsgraden. Dies spiegelt sich wiederum in einer hohen Anzahl
an Systemgleichungen wider. Die zu reduzierenden Systeme besitzen deshalb hochdimensiona-
le aber du¨nn besetzte Systemmatrizen. Eine Bedingung an die Reduktionsverfahren ist somit
die Beru¨cksichtigung der du¨nn besetzten Struktur der Systemmatrizen. Die Implementierung
der entwickelten Verfahren erfolgte in dieser Arbeit mit Rechenoperationen fu¨r du¨nn besetzte
Matrizen und Vektoren. Dabei wurden die in MATLABR© vorhandenen Funktionen verwendet.
Du¨nn besetzte Matrizen und Vektoren wurden in MATLABR© im Dateiformat fu¨r du¨nn besetzte
Matrizen abgespeichert.
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Abbildung 10.2: Frequenzgang des MIMO-Systems - Erstes Beispielmodell
Die bei der Modellierung der mechanischen Struktur resultierenden Systeme besitzen u¨blicher-
weise mehrere Ein- und Ausga¨nge, deren Anzahl mit der Komplexita¨t der modellierten mecha-
nischen Struktur zunimmt. Fu¨r ein Reduktionsverfahren bedeutet dies, dass MIMO-Systeme
mo¨glichst effizient berechnet werden mu¨ssen.
Sollen reduzierte Systeme von Modellen mechanischer Strukturen fu¨r eine Regelsimulation mit
einer Regelstrecke gekoppelt werden, liegen die zugrunde liegenden Originalsysteme der mecha-
nischen Struktur als Systeme zweiter Ordnung mit Ausgangsmatrizen Cp und Cv vor. Diese
Systeme weisen somit die Form (3.1) mit Cv 6= 0 auf. Diese Darstellungsform soll nach einer
Reduktion des Systems zweiter Ordnung erhalten bleiben.
In der Praxis werden zudem zunehmend Verfahren verlangt, die die Reduktion automatisch
durchfu¨hren. Darunter werden hier Verfahren bezeichnet, die vom Anwender nur die Eingaben
eines Frequenzintervalls, das approximiert werden soll, und einer Fehlerschranke, die der Ap-
proximationsfehler des reduzierten Systems nicht u¨berschreiten soll, beno¨tigen. Weiter soll die
Dimension des reduzierten Systems durch Vorgabe einer maximalen reduzierten Dimension be-
grenzt werden ko¨nnen. Bezogen auf Reduktionsverfahren basierend auf Krylov-Unterra¨umen,
werden dazu Verfahren beno¨tigt, die die Wahl der Entwickungsstellen und die Stufen des zu
jeder Entwicklungsstelle generierten Krylov-Unterraumes adaptiv bestimmen.
Wie in Abschnitt 8.4.5 bereits dargestellt wurde, existieren zwar Ansa¨tze zur Wahl der Ent-
wicklungsstellen und zur adaptiven Wahl der Stufe des zu jeder Entwicklungsstelle generierten
Krylov-Unterraumes. Es existiert nach Kenntnis des Autors jedoch noch kein Verfahren, das
eine Methode zur optimalen Wahl der Entwicklungsstellen mit einer adaptiven Bestimmung der
Stufen der zugeho¨rigen Krylov-Unterra¨ume kombiniert. In dieser Arbeit wird deshalb durch Mo-
difikationen und Erweiterungen bestehender adaptiver Methoden eine mo¨gliche Automatisierung
des Reduktionsprozesses vorgestellt.
Neben einem automatischen Reduktionsprozess werden weitere Anforderungen an das Redukti-
onsverfahren gestellt, so sollen zum Beispiel wichtige Struktureigenschaften, wie die Stabilita¨t
des Originalsystems, auf das reduzierte System u¨bertragen werden. Zur Simulation von Werk-
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(a) FEM-Modell (Erstellt von T. Bonin, iwb, Technische Universita¨t Mu¨nchen.)
(b) Struktur der Massenmatrix (c) Struktur der Steifigkeitsmatrix
Abbildung 10.3: FEM-Modell einer Werkzeugmaschine mit 54.885 Freiheitsgraden - Zweites
Beispielmodell
zeugmaschinen werden u¨blicherweise kommerzielle Simulationsumgebungen verwendet, die aus-
schließlich mit reellwertigen Systemmatrizen operieren. Deshalb muss das Reduktionsverfahren
reellwertige Projektionsmatrizen generieren ko¨nnen, um ein reellwertiges reduziertes System zu
erhalten.
Bei den in dieser Arbeit entwickelten Reduktionsverfahren wird zudem sichergestellt, dass das
reduzierte System stabil ist.
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Abbildung 10.4: Frequenzgang des MIMO-Systems - Zweites Beispielmodell
10.3 Verfahren basierend auf dem Block-Arnoldi-Algorithmus
Bei der Reduktion von Strukturmodellen in Form von Systemen zweiter Ordnung werden vorwie-
gend einseitige Krylov-Unterraum-Verfahren verwendet, da diese die Eigenschaft der Passivita¨ts-
und Stabilita¨tserhaltung aufweisen [155].
Da der Arnoldi-Algorithmus zudem einfacher zu implementieren und numerisch stabiler als der
Lanczos-Algorithmus ist, stehen im weiteren Vorgehen dieser Arbeit einseitige Verfahren auf
Basis des Rational-Arnoldi-Algorithmus im Vordergrund, um die in Form von MIMO-Systemen
zweiter Ordnung vorliegenden Strukturmodelle passivita¨ts- und stabilita¨tserhaltend zu reduzie-
ren.
Nach einer Darstellung des Block-Arnoldi-Algorithmus, auf dem die in diesem Abschnitt vorge-
stellten Reduktionsverfahren basieren, wird ein neues Verfahren vorgestellt, das fu¨r die Anwen-
dung auf Strukturmodelle geeignete Entwicklungsstellen iterativ bestimmt.
10.3.1 Der Block-Arnoldi-Algorithmus
Die Implementierung von Verfahren fu¨r die Reduktion von MIMO-Systemen kann auf zwei un-
terschiedliche Arten erfolgen. Bei Verfahren der ersten Art, erfolgt die Berechnung der Basisvek-
toren des zugrundeliegenden Krylov-Unterraumes spaltenweise. Diese Art der Implementierung
der Krylov-Unterraum-Verfahren wurde bereits mit den Algorithmen in Kapitel 8.4 dargestellt.
Bei der zweiten Art der Implementierung erfolgt die Berechnung der Basisvektoren blockweise.
Der Algorithmus 14 gibt diese Art der Implementierung in Pseudocode wieder. Der dargestellte
Algorithmus basiert dabei auf der Blockversion des klassischen Arnoldi-Algorithmus, wie er in
[153] dargestellt wird. Die Berechnung der Matrix W in Zeile 7 des Algorithmus kann zu einer
Matrix mit linear abha¨ngigen Spaltenvektoren fu¨hren. Um dies zu vermeiden, wird der hier
dargestellte Algorithmus um eine Rank-Revealing-QR-Zerlegung und einer Elimination linear
abha¨ngiger Spaltenvektoren erga¨nzt (Zeilen 12 und 16).
Sei P ∈ Ks×s und Q ∈ Ks×m mit m˜ ≤ m unabha¨ngigen Spaltenvektoren. Die Spalten der
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Algorithmus 14 Block-Arnoldi-Algorithmus
Eingabe: Matrizen P ,Q; Stufe des Block-Krylov-Unterraumes k; Deflationstoleranz τ
Ausgabe: Basis V des Block-Krylov-Unterraumes
1: function V = Block Arnoldi(P ,Q, k, τ )
2: Entfernung aller linear abha¨ngigen Spaltenvektoren der Matrix Q  Initialisierungen
3: m˜ = Spaltenanzahl(Q)
4: Berechne die reduzierte QR-Zerlegung: V 0H1,0 = Q  Berechnung des ersten Blockes
5: V = [V 0]
6: for j = 1 : k − 1  Fu¨r k − 1 weitere Blo¨cke
7: W = PV j−1
8: for i = 1 : j  Orthogonalisierung
9: H i,j = V
∗
i−1W
10: W =W − V i−1H i,j
11: end for
12: Berechne die Rank-Revealing-QR-Zerlegung: V jHj+1,j =W ; t = rang(W , τ )
13: if t = 0
14: STOP  Abbruch
15: else
16: V j = V j(:, 1 : t)
17: end if
18: V = [V V j ]
19: end for
Matrix V [k] = [V 0 V 1 · · · V k−1 ] mit V j ∈ Ks×m˜, j = 0, 1, . . . , k − 1 bilden dann eine ortho-
gonale Basis des Block-Krylov-Unterraumes (2.50), wenn alle oberen Dreiecksmatizen Hj+1,j,
die im Ablauf des Algorithmus 14 berechnet werden, vollen Spaltenrang besitzen. Wie beim
Arnoldi-Algorithmus in seiner Standardversion ist eine Reorthogonalisierung notwendig, da-
mit die berechneten Spaltenvektoren der Matrix V [k] orthogonal zueinander bleiben. Wird der
Block-Anoldi-Algorithmus mit einer Eingabematrix Q, die m linear unabha¨ngige Spaltenvekto-
ren besitzt, verwendet, so erzeugt dieser eine Basis des Block-Krylov-Unterraumes Kk(P ,Q).
Dieser kann als Vereinigung der m Krylov-Unterra¨ume der Form (2.48) fu¨r jeden Spaltenvektor
der Matrix Q angesehen werden, siehe dazu auch Abschnitt 2.4. Die Berechnung der Basen
der m Krylov-Unterra¨ume erfolgt dabei auf dieselbe Weise, wie bei der Standardversion des
Arnoldi-Algorithmus.
Fu¨r den Block-Arnoldi-Algorithmus besteht die Beziehung:
PV [k] = V [k]H [k] + [0, . . . ,0,V kHk+1,k], (10.10)
wobei H [k] eine obere Block-Hessenbergmatrix der Form
H [k] =


H1,1 H1,2 H1,3 · · · H1,k
H2,1 H2,2 H2,3 · · · H2,k
0 H3,2 H3,3 · · ·
...
...
. . .
. . .
. . .
...
0 · · · 0 Hk,k−1 Hk,k


∈ K(k·m˜)×(k·m˜) (10.11)
mit Hi,j ∈ Km˜×m˜ ist.
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10.3.2 Ein modifizierter iterativer rationaler Krylov-Algorithmus (MIRKA)
Wie in Abschnitt 8.4.5 bereits dargestellt wurde, stellt bei den Krylov-Unterraum-Verfahren die
optimale Wahl der Entwicklungsstellen und die Wahl der Stufe der dazu korrespondierenden
Krylov-Unterra¨ume ein offenes Problem dar. Die in Abschnitt 8.5 vorgestellten H2-optimalen
Verfahren IRKA und MIRIAm basieren auf einer iterativen Methode zum Auffinden optimaler
Entwicklungsstellen. Die mathematisch fundierten Aussagen zur H2-Optimalita¨t ko¨nnen aller-
dings nur fu¨r Systeme erster Ordnung garantiert werden.
Zudem werden bei diesen Verfahren nur die Momente der Ordnung Null an den Entwicklungs-
stellen (entspricht der U¨bertragungsfunktion an den Entwicklungsstellen) berechnet, wodurch
die Anzahl der in jeder Iteration des Verfahrens zu lo¨senden Gleichungssysteme gleich der Di-
mension des reduzierten Systems ist.
Da das Lo¨sen dieser Gleichungssysteme die meiste Rechenzeit des gesamten Reduktionsprozesses
in Anspruch nimmt, beno¨tigen diese Verfahren deshalb bereits bei der Berechnung von Systemen
mit moderater reduzierter Dimension viel Rechenzeit.
Das la¨sst die Anwendung dieser Verfahren auf Modelle, die fu¨r eine ada¨quate Approximation ein
hinreichend großes reduziertes System (r > 30) beno¨tigen, um die U¨bertragungsfunktion gut zu
approximieren, als problematisch erscheinen.
Im folgenden Abschnitt wird eine neue Methode vorgestellt, die die Lage einer Anzahl von An-
fangsentwicklungsstellen si, i = 1, . . . , iˆ mit iˆ < r iterativ optimiert. Im Unterschied zu den oben
genannten Verfahren verwendet ein Reduktionsverfahren, das diese Methode zur Bestimmung
der Entwicklungsstellen verwendet, neben den Momenten der nullten Ordnung noch Momente
ho¨herer Ordnung an den iterativ bestimmten Entwicklungsstellen.
Dadurch beno¨tigt das Verfahren weniger Rechenzeit als die H2-optimalen Verfahren. Zudem
erfolgt die Bestimmung der beno¨tigten Entwicklungsstellen, deren Anzahl iˆ durch die Anzahl
der Anfangsentwicklungsstellen festgelegt wird, aus der Menge der r ≥ iˆ Eigenwerte des in der
vorhergehenden Iteration reduzierten Systems, deren Imagina¨ranteile in einem Frequenzbereich
mit hoher Priorita¨t liegen, um so eine gute Approximation der U¨bertragungsfunktion in diesem
Frequenzbereich zu erhalten.
In [85] wird die Wahl einer fest vorgegebenen Anzahl von Entwicklungsstellen si, i = 1, . . . , r
bei Krylov-Unterraummethoden anhand der Reduktion eines SISO-Systems erster Ordnung dis-
kutiert.
Ausgehend von der Fehlerbestimmung bezu¨glich der H2-Norm nach Satz 9.2 wird die folgende
Wahl der Entwicklungsstellen empfohlen: Beginnend mit einem Satz Anfangsentwicklungsstel-
len si, i = 1, . . . , r wird ein reduziertes System bestimmt. Darauf folgend wird ein neuer Satz
Entwicklungsstellen fu¨r die Berechnung des reduzierten Systems der folgenden Iteration mittels
si = −λi, i = 1, . . . , r ermittelt, wobei |λ1| ≥ |λ2| ≥ · · · ≥ |λr| die geordneten Eigenwerte von
Eˆ − λAˆ und Eˆ, Aˆ die Systemmatrizen des reduzierten Systems erster Ordnung sind.
Diese Methode zur Wahl neuer Entwicklungsstellen dient als Grundlage des Verfahrens IRKA
(Algorithmus 10), das in Abschnitt 8.5 vorgestellt wurde und bei Konvergenz eine H2-optimale
Reduktion von Systemen erster Ordnung garantiert.
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Das Verfahren MIRIAm (Algorithmus 11) stellt eine Erweiterung des Verfahrens IRKA fu¨r
MIMO-Systeme dar, das auf tangentialer Interpolation basiert und bei Konvergenz eine H2-
optimale Reduktion von MIMO-Systemen erster Ordnung garantiert.
Aufbauend auf der Idee der iterativen Wahl neuer Entwicklungsstellen auf Basis der Eigenwerte
bereits reduzierter Systeme wird hier ein modifiziertes Verfahren vorgeschlagen. Der hier wie-
dergegebenen Darstellung dieses Verfahrens dient ein Verfahren als Grundlage, das bereits in
[57] und [58] vero¨ffentlicht und modifizierter iterativer rationaler Krylov-Algorithmus5 (MIRKA)
genannt wird.
In der ersten Iteration des Verfahrens MIRKA wird ausgehend von einem Satz Anfangswerte fu¨r
iˆ Entwicklungsstellen si, i = 1, . . . , iˆ ein reduziertes System bestimmt. In den darauf folgenden
Iterationen des Verfahrens wird ein neuer Satz Entwicklungsstellen mittels si = −λi, i = 1, . . . , iˆ
ermittelt, wobei die iˆ neuen Entwicklungsstellen aus der geordneten Menge der Eigenwerte
|Im(λ1)| ≤ |Im(λ2)| ≤ · · · ≤ |Im(λr)| des reduzierten Systems ausgewa¨hlt werden.
Der Unterschied zwischen den Verfahren IRKA bzw. MIRIAm und dem modifizierten Verfahren
MIRKA besteht demzufolge darin, dass fu¨r das modifizierte Verfahren anstatt alle r nur iˆ speziell
ausgewa¨hlte Eigenwerte aus der Menge aller Eigenwerte des reduzierten Systems verwendet
werden.
Dies verringert die Berechnungszeit des reduzierten Systems und erlaubt zudem eine Auswahl
der fu¨r die Approximation eines bestimmten Frequenzintervalls besonders wichtigen Entwick-
lungsstellen zu treffen.
Das modifizierte Verfahren berechnet mit Hilfe jeder neu ausgewa¨hlten Entwicklungsstelle
mehrere Spalten der Projektionsmatrizen V und W , die die Basis eines geeigneten Krylov-
Unterraumes bilden.
Im Gegensatz zu IRKA bzw. MIRIAm wird so ein reduziertes System generiert, das nicht nur
die Funktionswerte der U¨bertragungsfunktion (Momente 0-ter Ordnung), sondern auch Momente
ho¨herer Ordnung an den iˆ Entwicklungsstellen zur U¨bereinstimmung bringt.
Da das Lo¨sen der Gleichungssysteme fu¨r zwei unterschiedliche Entwicklungsstellen neu erfolgen
muss und dies die meiste Rechenzeit des gesamten Reduktionsprozesses in Anspruch nimmt,
beno¨tigt das modifizierte Verfahren deshalb bereits bei reduzierten Systemen mit moderater
reduzierter Dimension bedeutend weniger Rechenzeit als die Verfahren IRKA und MIRIAm.
Zudem kann durch die Auswahl geeigneter neuer Entwicklungsstellen si, i = 1, . . . , iˆ die Appro-
ximation in einem Frequenzintervall [0, fmax] optimiert werden.
Eine geeignete Auswahl der Entwicklungsstellen in Bezug auf die Reduktion von Strukturmo-
dellen wird im folgenden dargestellt, wobei der, in den Vero¨ffentlichungen des Autors [57] und
[58] dargestellte, Auswahlprozess neuer Entwicklungsstellen in dieser Arbeit um eine Auswahl
der, nach der Dominanz geordneten, Eigenwerte des reduzierten Systems erweitert wird.
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10.3.2.1 Auswahlprozess der Entwicklungsstellen
Die Auswahl geeigneter Entwicklungsstellen fu¨r eine folgende Iteration des hier vorgeschlagenen
Verfahrens MIRKA erfolgt mit Hilfe der folgenden Schritte:
1. Die berechneten Eigenwerte des reduzierten Systems werden so geordnet, dass |Im(λ1)| ≤
|Im(λ2)| ≤ · · · ≤ |Im(λr)| gilt, wobei mehrfach auftretende Eigenwerte nur einfach ver-
wendet werden. Alle Eigenwerte, fu¨r die |Im(λj)| ≤ 2π·fmax gilt, werden in den folgenden
Schritten als potenzielle Entwicklungsstellen betrachtet.
2. Gilt fu¨r die Anzahl k der potenziellen Entwicklungsstellen k < iˆ, werden fehlende Eigen-
werte aus der Menge der vorhandenen berechneten Eigenwerte hinzugenommen, fu¨r deren
Imagina¨ranteil |Im(λj)| > 2π ·fmax und j > k gilt.
3. Um die Auswahl der Entwicklungsstellen nach der Dominanz zu erreichen, werden die
Eigenwerte λj , j = 2, . . . , k − 1 jeweils u¨ber das gewichtete Residuum
R(λj) =
(Cp + λjCv)F
λj
(10.12)
und mit Hilfe der Frobenius-Norm geordnet:
||R(λ2)||F ≥ ||R(λ3)||F ≥ · · · ≥ ||R(λk−1)||F . (10.13)
4. Um eine Ha¨ufung von Entwicklungsstellen zu vermeiden und eine bessere Approximation
in einem weiten Frequenzband zu erhalten, werden nur Eigenwerte als Entwicklungsstel-
len ausgewa¨hlt, deren Imagina¨ranteile einen Mindestabstand ∆ zueinander aufweisen. Zur
Erzielung einer guten Approximation an den Intervallgrenzen wird zuna¨chst s1 = λ1 und
s2 = λk gewa¨hlt. Die folgenden Entwicklungsstellen si, i = 3, 4, . . . mit |si−1 − si| > ∆
werden daraufhin aus der Menge der Eigenwerte λj , j = 2, . . . , k − 1 bestimmt. Werden
dabei ks < iˆ neue Entwicklungsstellen gefunden, beginnt eine neue Auswahl der Entwick-
lungsstellen si, i = 3, 4, . . . aus der Menge der Eigenwerte λj , j = 2, . . . , k − 1 mit dem
halbierten Wert des Mindestabstandes (∆ = ∆/2).
Zu Schritt 1: Bei den in dieser Arbeit entwickelten Verfahren werden die berechneten Eigen-
werte mit |Im(λj)| ≤ 2π ·fmax als potenzielle Entwicklungsstellen verwendet, damit wird eine
gute Approximation des unteren Frequenzbereichs erwartet, der in der praktischen Anwendung
strukturmechanischer Modelle von besonderem Interesse ist.
Zu Schritt 3: Die Ordnung nach der Frobenius-Norm der gewichteten Residuen R(λj) der Ei-
genwerte λj , j = 2, . . . , k−1 dient dazu, die dominanten Eigenwerte des Systems zu betrachten.
Zu Schritt 4: Mit ∆ wird auf die Verteilung der ausgewa¨hlten Entwicklungsstellen im ausgewa¨hl-
tem Frequenzbereich Einfluß genommen. D.h. wenn gilt |s3 − s2| < ∆ mit s3 = Im(λ2), erfolgt
eine weitere Suche nach s3 mit s3 = Im(λ3). Dieser Vorgang wird solange weitergefu¨hrt, bis eine
Entwicklungsstelle mit |s3 − s2| > ∆ gefunden wurde. Alle weiteren noch beno¨tigten Entwick-
lungsstellen werden auf die gleiche Weise ermittelt. Fu¨r die Distanz wird in den Verfahren der
Anfangswert ∆ = (2π ·fmax)/(ˆi − 1) verwendet.
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Sind durch den Auswahlprozess der vorhergehenden Schritte weniger neue Entwicklungsstel-
len als Anfangsentwicklungsstellen ermittelt worden (ks < iˆ), wird der Wert fu¨r ∆ sukzessive
halbiert, um die Anzahl ks der ausgewa¨hlten Entwicklungsstellen auf ks ≥ iˆ zu erho¨hen.
Wird durch dieses Vorgehen fu¨r ∆ der Wert 1 unterschritten, erfolgt eine Wiederholung des
Auswahlprozesses ab Schritt 2, wobei die Menge der nach Schritt 1 ermittelten k potenziellen
Entwicklungsstellen um die Anzahl der fehlenden Entwicklungsstellen (ˆi− ks) erho¨ht wird. Dies
wird durch die Hinzunahme von vorhandenen Eigenwerten mit |Im(λj)| > 2π ·fmax und j > k
aus der nach dem Imagina¨ranteil geordneten Menge der berechneten Eigenwerten erreicht.
Werden nach Durchlauf des gesamten Auswahlprozesses weniger neue Entwicklungsstellen als
Anfangsentwicklungsstellen bestimmt (ks < iˆ), so bricht der Auswahlprozess der Entwicklungs-
stellen mit der Warnung, dass nicht genu¨gend Entwicklungsstellen ausgewa¨hlt werden konnten,
den Reduktionsprozess ab.
10.3.2.2 Auswahl der Entwicklungsstellen zur Stabilisierung
Ein weiteres Problem bei der Reduktion von Systemen mit Krylov-Unterraum-Verfahren be-
steht darin, dass die Stabilita¨t des reduzierten Systems nicht garantiert werden kann. In Ver-
o¨ffentlichungen wird in solchen Fa¨llen vorgeschlagen, eine so genannte implizit neugestartete 6
Krylov-Unterraum-Methode zu verwenden [82]. Allerdings sind diese Verfahren schwer zu im-
plementieren und numerisch aufwendig. Als Alternative werden hier, wie es in [70, 81, 87] vorge-
schlagen wird, Entwicklungsstellen gewa¨hlt, die weiter von der imagina¨ren Achse entfernt liegen.
Dies kann bei dem hier vorgeschlagenen Verfahren bereits bei der iterativen Auswahl der Ent-
wicklungsstellen beru¨cksichtigt werden. Fu¨hrt die Reduktion mit einem Satz Entwicklungsstellen
s1, . . . , siˆ mit Re(si) < Re(si+1), i = 1, . . . , iˆ−1 zu einem unstabilen reduzierten System, so wird
eine untere Schranke R = Re(s1) fu¨r die Auswahl neuer Entwicklungsstellen definiert. Mit dieser
Methode wird sichergestellt, dass ab der na¨chsten Iteration keine Eigenwerte λk mit Re(λk) ≤ R
als neue Entwicklungsstellen verwendet werden. Eigenwerte mit kleinem Realteil werden somit
mit zunehmender Anzahl an Iterationen des Verfahrens verworfen, bis nur noch Eigenwerte mit
so großem Realteil verwendet werden, dass das System stabil reduziert wird. Wird die Schranke
R fu¨r die Auswahl neuer Entwicklungsstellen im Ablauf der Entwicklungsstellenauswahl so ge-
setzt, dass ab der na¨chsten Iteration nicht mehr genug Eigenwerte λj mit Re(λj) ≥ R vorhanden
sind, dann ist das System mit diesem Verfahren nicht stabil reduzierbar.
10.3.2.3 Auswahl der Entwicklungsstellen des Verfahrens MIRKA
Die beiden Auswahlmethoden lassen sich kombinieren und es ergibt sich der in Abbildung 10.5
als Ablaufdiagramm dargestellte und als Algorithmus 15 in Pseudocode wiedergegebene Algo-
rithmus Stellenauswahl. Der dargestellte Algorithmus gibt alle geeigneten Eigenwerte aus, die
als mo¨gliche neue Entwicklungsstellen verwendet werden ko¨nnen. Der modifizierte iterative ra-
tionale Krylov-Algorithmus (MIRKA) verwendet dann aus den ausgewa¨hlten Eigenwerten die
ersten iˆ Eigenwerte als neue Entwicklungsstellen.
6In Englisch: implizite restarted
190 10.3 Verfahren basierend auf dem Block-Arnoldi-Algorithmus
Abbildung 10.5: (Vereinfachtes) Ablaufdiagramm des Algorithmus Stellenauswahl zur Auswahl
neuer Entwicklungsstellen
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Algorithmus 15 Stellenauswahl
Eingabe: Reduziertes System Σˆ der Dimension rˆ; Vektor mit Entwicklungsstellen s; Stabilita¨tsschranke R;
Distanzparameter ∆; maximale Frequenz fmax
Ausgabe: neue Entwicklungsstellen s; neue Stabilita¨tsschranke Rneu
1: function [ s, R ] = stellenauswahl( Σˆ, s, R,∆, fmax )
2: u = 0; i = 0; ℓ = 1; iˆ = length(s); ks = 0; k = 0; s = [ ]  Initialisierungen
3: Berechne die Eigenwerte λj , j = 1, . . . , rˆ des reduzierten Systems Σˆ
4: Entferne alle mehrfachen Eigenwerte; r = #(λj)
5: Ordne die Eigenwerte in folgender Weise: |Re(λ1)| ≤ |Re(λ2)| ≤ . . . ≤ |Re(λr)|
6: if Σˆ unstabil  Stabilisierung
7: while Re(λℓ) ≤ R, ℓ = ℓ+ 1, end while
8: R = |Re(λℓ)|  Aktualisierung von R
9: end if
10: Verwerfe alle λj mit |Re(λj)| ≤ R
11: u = argmaxj=1,...,r{Re(λj) ≤ R}; r = r − u
12: for j = 1 : r, λj = λj+u, end for
13: Ordne die Eigenwerte in folgender Weise: |Im(λ1)| ≤ |Im(λ2)| ≤ . . . ≤ |Im(λr)|
14: for j = 1 : r  Auswahl nach der Frequenz
15: if |Im(λj)| ≤ 2π ·fmax
16: k = k + 1; σk = λj
17: end if
18: end for
19: if k < iˆ  Wenn nicht genug Eigenwerte λj mit |Im(λj)| ≤ 2π ·fmax
20: a = max{0, iˆ− k}; n = min{r − k, a}  Bestimmung von n (Stellen mit |Im(λj)| > 2π ·fmax)
21: for t = 1 : n  Hinzunahme von n Stellen mit |Im(λj)| > 2π ·fmax
22: k = k + 1; σk = λk
23: end for
24: else
25: n = k
26: end if
27: while n > 0  Solange neue Eigenwerte als potenzielle Entwicklungsstellen
28: Ordne die σj , j = 2 . . . , k − 1 gema¨ß: ||R(σ2)||F ≥ ||R(σ3)||F ≥ · · · ≥ ||R(σk−1)||F
29: while ks < iˆ  Wenn zu wenig Entwicklungsstellen im relevanten Intervall
30: s = [ ]; [s]1 = σ1; [s]2 = σk; i = 0
31: for ℓ = 2 : k − 1
32: if |Im(σℓ)− Im([s]2+i)| > ∆  Auswahl nach Distanz des Imagina¨ranteils
33: i = i+ 1; [s]2+i = σℓ  Hinzunahme von neuen Entwicklungsstellen
34: end if
35: end for
36: ks = length(s)
37: Reduziere ∆ (∆ = ∆/2)
38: if ∆ < 1  Wenn Distanz ∆ zu klein geworden ist
39: a = max{0, iˆ− ks}; n = min{r − k, a}  Bestimmung von n (Stellen mit |Im(λj)| > 2π ·fmax)
40: for t = 1 : n  Hinzunahme von n Stellen mit |Im(λj)| > 2π ·fmax
41: k = k + 1; σk = λk
42: end for
43: break  Abbruch der while-Schleife: while ks < iˆ
44: end if
45: end while
46: end while
47: if ks < iˆ, STOP, end if  ABBRUCH: Nicht genug Entwicklungsstellen gefunden
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10.3.2.4 Konvergenzkriterium
Als Abbruchkriterium der iterativen Entwicklungsstellenwahl wird die Differenz zweier aufeinan-
der folgender reduzierter Systeme betrachtet. Dazu wird in der n-ten Iteration nach der Reduk-
tion des Originalsystems die Differenz δ zum (n− 1)-ten reduzierten System in einer geeigneten
Norm
δ = ||Σˆn−1 − Σˆn|| (10.14)
betrachtet. Als geeignete Normen ko¨nnen die H∞-Norm oder die H2-Norm, wie sie in Abschnitt
3.5 vorgestellt wurden, verwendet werden. Fu¨r das Abbruchkriterium der implementierten Ver-
fahren dieser Arbeit wird dazu die H2-Norm verwendet. Soll ein vorgegebener Frequenzbereich
[fmin, fmax] approximiert werden, dann kommt als Alternative die Berechnung
δ =
(∫ fmax
fmin
||H(2πıf)− Hˆ(2πıf)||F df
)1/2
(10.15)
in Betracht. Die Bestimmung des Abruchkriteriums mit dieser Methode ist dabei effizient
durchfu¨hrbar, weil dazu nur die Norm der Differenz zwischen zwei reduzierten Systemen be-
rechnet werden muss.
Der Algorithmus 16 gibt den Algorithmus des Verfahrens MIRKA in Pseudocode wieder und die
Abbildung 10.6 stellt den Ablauf des Algorithmus in der Form eines Ablaufdiagrammes dar. Zur
Berechnung der Matrizen V und W in Zeile 6 des Algorithmus 16 ko¨nnen wahlweise Krylov-
Unterraum-Verfahren, die auf dem Lanczos- oder dem Arnoldi-Algorithmus basieren und im
Abschnitt 8.4.3 beschrieben wurden, verwendet werden.
Die Dimension des reduzierten Systems r ergibt sich in der Ausfu¨hrung des Verfahrens als
einseitiges Verfahren und wenn es zu keiner Elimination von Vektoren bei der Berechnung der
Projektionsmatrizen V und W im Ablauf des Block-Arnoldi-Algorithmus kommt, durch die
Anzahl der Anfangsentwicklungsstellen iˆ, der Stufe des Krylov-Unterraumes ki = [k]i an jeder
Entwicklungsstelle si = [s]i, i = 1, . . . , iˆ, sowie der Anzahl der (linear unabha¨ngigen) Einga¨nge
m˜ und Ausga¨nge q˜ zu r = m˜·∑iˆi=1 ki bzw. zu r = q˜ ·∑iˆi=1 ki. Wird das Verfahren als zweiseitiges
Verfahren implementiert, ergibt sich fu¨r die Dimension des reduzierten Systems r = max{m˜, q˜} ·∑iˆ
i=1 ki.
Die Anzahl der Momente der U¨bertragungsfunktion des reduzierten Systems, die mit den Mo-
menten der U¨bertragungsfunktion des Originalsystems an jeder Entwicklungsstelle mindestens
u¨bereinstimmen, ergibt sich bei einem einseitigen Verfahren zu r/(m˜ · iˆ) bzw. zu r/(q˜ · iˆ) und
bei einem zweiseitigen Verfahren zu ⌊r/(m · iˆ)⌋+ ⌊r/(q · iˆ)⌋.
Da im Gegensatz zu den H2-optimalen Verfahren die hier vorgeschlagene Methode zur Bestim-
mung neuer Entwicklungsstellen nicht alle iterativ bestimmten Eigenwerte verwendet, sind die
theoretischen Bedingungen fu¨r eineH2-Optimalita¨t des Verfahrens nicht gegeben. Somit kann im
Gegensatz zum Verfahren MIRIAm die H2-Optimalita¨t des Verfahrens nicht garantiert werden.
Mit diesem Verfahren ist es jedoch mo¨glich, reduzierte Systeme zu berechnen, die im unteren
Frequenzbereich bessere Approximationen an das Originalsystem darstellen als mit dem Ver-
fahren MIRIAm. Zudem zeigte sich im Vergleich mit MIRIAm eine schnellere Konvergenz der
Kapitel 10: Modellreduktion von Werkzeugmaschinen 193
Eigenwerte des reduzierten Systems und damit einhergehend eine ku¨rzere Berechnungszeit des
reduzierten Systems.
Der Vorteil des hier beschriebenen Verfahrens, basierend auf der oben beschriebenen Auswahlme-
thode neuer Entwicklungsstellen, liegt in der Konvergenz der Entwicklungsstellen gegen Eigen-
frequenzen des Systems, die im unteren Frequenzgang liegen, wodurch eine gute Approximation
dieses Frequenzbereiches erzielt wird.
Diese Konvergenz der Entwicklungsstellen gegen die Eigenwerte im unteren Frequenzgang kann
bei den H2-optimalen Verfahren nicht garantiert werden, da die Eigenwerte, die als optima-
le Entwicklungsstellen identifiziert werden, in einem sehr hochdimensionalen Frequenzbereich
liegen ko¨nnen. In diesem Fall erha¨lt man eine gute Approximation des Frequenzganges in ei-
nem Frequenzbereich, der jedoch ausserhalb des Bereiches liegt, der fu¨r die hier betrachteten
Anwendungen von Interesse ist.
Das Verfahren MIRKA kann fu¨r die Reduktion von Systemen erster Ordnung als modifi-
zierter iterativer rationaler Arnoldi-Algorithmus7 (MIRA), siehe Algorithmus 17, oder in der
Ausfu¨hrung als modifizierter iterativer rationaler Lanczos-Algorithmus8 (MIRL), siehe Algorith-
mus 18, implementiert werden. Dazu kann in der Ausfu¨hrung als MIRL der unsymmetrische
(Block-) Lanczos-Algorithmus (Algorithmus 3) und in der Ausfu¨hrung als MIRA der ein- oder
(zwei-) seitige (Block-) Rational-Arnoldi-Algorithmus (Algorithmus 5) verwendet werden, um
die Projektionsmatrizen V und W zu erzeugen.
Algorithmus 16 Modifizierter iterativer rationaler Krylov-Algorithmus (MIRKA)
Eingabe: System Σ1o mit Systemmatrizen E,A,B,C ; Vektor mit Anfangsentwicklungsstellen s; Vektor mit
Stufen der Krylov-Unterra¨ume k; Deflationstoleranz τ ; Toleranz tol < 1; Distanzparameter ∆; maximale
relevante Frequenz fmax
Ausgabe: Reduziertes System Σˆ1o mit Systemmatrizen Eˆ, Aˆ, Bˆ, Cˆ der Dimension r =
max{columns(B), columns(C)} · Plength(s)
i=1 [k]i
1: function [ Eˆ, Aˆ, Bˆ, Cˆ ] = MIRKA(E,A,B,C , s,k, τ, tol,∆, fmax )
2: δ = 1; R = 0; iter = 0; iˆ = length(s)
3: while δ > tol
4: iter = iter + 1
5: V = [ ]; W = [ ]
6: Berechne V und W mit einem Krylov-Unterraum-Verfahren
7: Berechne das reduzierte System Σˆ1o mit der Kongruenztransformation (5.10)
8: [ s, R ] = stellenauswahl( Σˆ1o, s, R,∆, fmax ); Algorithmus 15  Neue Entwicklungsstellen
9: s = s(1 : iˆ)
10: Σˆ1o,alt ← Σˆ1o
11: if iter > 1
12: Berechne δ = ||Σˆ1o,alt − Σˆ1o|| mit einer geeigneten Norm || · ||.
13: end if
14: end while
7In Englisch: Modified Iterative Rational Arnoldi Algorithm
8In Englisch: Modified Iterative Rational Lanczos Algorithm
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Abbildung 10.6: (Vereinfachtes) Ablaufdiagramm desModifizierten iterativen rationalen Krylov-
Algorithmus (MIRKA)
10.3.3 Anwendung auf Systeme zweiter Ordnung
Wie in den vorhergehenden Abschnitten schon dargestellt wurde, hat eine direkte Reduktion von
Systemen zweiter Ordnung Vorteile bei der Verwendung des reduzierter Systeme zur Simulation
von mechanischen Strukturen.
Die Verfahren IRKA und MIRIAm garantieren eine H2-optimale Reduktion bislang nur fu¨r
Systeme erster Ordnung. Im Gegensatz zu diesen beiden Verfahren la¨sst sich der im vorherge-
henden Abschnitt vorgestellte Algorithmus durch leichte Anpassungen auch zur Reduktion von
Systemen zweiter Ordnung anwenden. Dazu ist es nur no¨tig, in Algorithmus 16 Systemmatrizen
eines Systems zweiter Ordnung zu verwenden, in Zeile 6 die Matrizen V und W mit Krylov-
Unterraum-Verfahren fu¨r Systeme zweiter Ordnung durchzufu¨hren und in Zeile 7 die Projektion
mit (5.16) anstatt mit (5.10) durchzufu¨hren.
Zur Erzeugung der Matrizen V undW ko¨nnen prinzipiell alle Krylov-Unterraum-Verfahren fu¨r
Systeme zweiter Ordnung, wie sie in Abschnitt 8.4.4 dargestellt wurden, verwendet werden. Da in
dieser Arbeit eine Anwendung der Algorithmen auschließlich auf ungeda¨mpfte oder proportional
geda¨mpfte Systeme erfolgt, kann jedoch auf die Verwendung von Krylov-Unterraum-Verfahren,
die auf Krylov-Unterra¨ume zweiter Ordnung basieren, verzichtet werden. Die Berechnung der
Kapitel 10: Modellreduktion von Werkzeugmaschinen 195
Algorithmus 17 Modifizierter iterativer rationaler Arnoldi-Algorithmus (MIRA)
Eingabe: System Σ1o mit Systemmatrizen E,A,B,C ; Vektor mit Anfangsentwicklungsstellen s; Vektor mit
Stufen der Krylov-Unterra¨ume k; Deflationstoleranz τ ; Toleranz tol < 1; Distanzparameter ∆; maximale
relevante Frequenz fmax
Ausgabe: Reduziertes System Σˆ1o mit Systemmatrizen Eˆ, Aˆ, Bˆ, Cˆ der Dimension r =
max{columns(B), columns(C)} · Plength(s)
i=1 [k]i
1: function [ Eˆ, Aˆ, Bˆ, Cˆ ] = MIRA(E,A,B,C , s,k, τ, tol,∆, fmax )
2: δ = 1; R = 0; iter = 0  Initialisierungen
3: while δ > tol  Solange keine Konvergenz
4: iter = iter + 1
5: V = [ ], W = [ ]
6: [V ,W ] = Rational Arnoldi(E,A,B,C , s,k,k, τ ); Algorithmus 5
7: Berechne das reduzierte System Σˆ1o mit der Projektion (5.10)
8: [ s, R ] = stellenauswahl( Σˆ1o, s, R,∆, fmax ); Algorithmus 15  Neue Entwicklungsstellen
9: s = s(1 : iˆ)
10: Σˆ1o,alt ← Σˆ1o
11: if iter > 1
12: Berechne δ = ||Σˆ1o,alt − Σˆ1o|| mit einer geeigneten Norm || · ||.
13: end if
14: end while
Matrizen V und W orientiert sich deshalb an der Vorgehensweise, wie sie in [20] und [54]
dargestellt wird. Dazu werden zur Berechnung der Matrizen V undW Algorithmen verwendet,
die auf Krylov-Unterra¨umen erster Ordnung basieren. Im Falle eines ungeda¨mpften Systems
zweiter Ordnung werden dazu
P = −(s2iM +K)−1M und Q = (s2iM +K)−1 F (10.16)
in (2.50) zur Bestimmung von Basisvektoren des Krylov-Unterraumes
Kk(−(s2iM +K)−1M , (s2iM +K)−1 F ) =
Gk(−(s2iM +K)−1 (2siM),−(s2iM +K)−1M , (s2iM +K)−1 F ) (10.17)
und im Falle eines proportional geda¨mpften Systems zweiter Ordnung werden dazu
P = −(s2iM + siD +K)−1M und Q = (s2iM + siD +K)−1 F (10.18)
in (2.50) zur Bestimmung von Basisvektoren des Krylov-Unterraumes
Kk(−K˜−1M , K˜−1F ) = Gk(−K˜−1 (αM + βK),−K˜−1M , K˜−1F ) (10.19)
verwendet, siehe dazu auch Abschnitt 8.4.4.6.
Algorithmus 19 gibt das zur Reduktion von ungeda¨mpften oder proportional geda¨mpften Sy-
stemen zweiter Ordnung angepasste und implementierte Verfahren MIRA 2o in Pseudocode
wieder.
Die Dimension des reduzierten Systems r ergibt sich, wenn es zu keiner Elimination linear
abha¨ngiger Spaltenvektoren wa¨hrend des Ablaufes des (Block )Arnoldi-Algorithmus kommt,
durch die Anzahl der Anfangsentwicklungsstellen iˆ, der Stufe des Krylov-Unterraumes ki = [k]i
an jeder Entwicklungsstelle si = [s]i, i = 1, . . . , iˆ und der Anzahl der (linear unabha¨ngigen)
Einga¨nge m˜ zu r = m˜ ·∑iˆi=1 ki.
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Algorithmus 18 Modifizierter iterativer rationaler Lanczos-Algorithmus (MIRL)
Eingabe: System Σ1o mit Systemmatrizen E,A,B,C ; Vektor mit Anfangsentwicklungsstellen s; Vektor mit
Stufen der Krylov-Unterra¨ume k; Deflationstoleranz τ ; Toleranz tol < 1; Distanzparameter ∆; maximale
relevante Frequenz fmax
Ausgabe: Reduziertes System Σˆ1o mit Systemmatrizen Eˆ, Aˆ, Bˆ, Cˆ der Dimension r =
max{columns(B), columns(C)} · Plength(s)
i=1 [k]i
1: function [ Eˆ, Aˆ, Bˆ, Cˆ ] = MIRL(E,A,B,C , s, kˆ, τ, tol,∆, fmax )
2: δ = 1; R = 0; iter = 0; iˆ = length(s)  Initialisierungen
3: while δ > tol  Solange keine Konvergenz
4: iter = iter + 1
5: V = [ ]; W = [ ]
6: for i = 1 : iˆ  Fu¨r jede Entwicklungsstelle
7: Berechne die LU -Zerlegung: LU = (A − [s]iE)
8: P = U\(L\E)
9: Q = U\(L\B)
10: P˜ = L∗\(U ∗\E∗)
11: Q˜ = L∗\(U ∗\C∗)
12: [V i,Wi ] = Lanczos (P , P˜ ,Q, Q˜, [k]i, τ ); Algorithmus 4
13: V = [V V i ] und W = [W Wi ]  Erweiterung der Projektionsmatrizen
14: W = (W ∗V )−1W ∗  Biorthogonalisierung
15: end for
16: Berechne das reduzierte System Σˆ1o mit der Projektion (5.10)
17: [ s, R ] = stellenauswahl( Σˆ2o, s, R,∆, fmax ); Algorithmus 15  Neue Entwicklungsstellen
18: s = s(1 : iˆ)
19: Σˆ1o,alt ← Σˆ1o
20: if iter > 1
21: Berechne δ = ||Σˆ1o,alt − Σˆ1o|| mit einer geeigneten Norm || · ||
22: end if
23: end while
10.3.4 Diskussion der Approximationseigenschaften
Um die Approximationseigenschaften der reduzierten System, die mit Hilfe der in diesem Ka-
pitel vorgestellen Verfahren generiert wurden, zu demonstrieren, wird das erste Beispielmodell
herangezogen, das in Abschnitt 10.1.2.1 beschrieben wurde. Dazu wird als Frequenzbereich das
Intervall [ 0 Hz, 500 Hz ] betrachtet.
Um zu untersuchen, welche Vorteile bzw. Nachteile die Verfahren basierend auf der oben be-
schriebenen Auswahlmethode neuer Entwicklungsstellen gegenu¨ber dem Verfahren MIRIAm auf-
weisen, wird das erste Testmodell, das vier Einga¨nge und sechs Ausga¨nge besitzt, mit dem Ver-
fahren MIRA 2o reduziert und zum einen mit einem Modell, das mit Hilfe eines H2-optimalen
Verfahrens reduziert wurde und zum anderen mit einem modal reduzierten Modell der glei-
chen Dimension, verglichen. Da in dem Anwendungsgebiet, das in dieser Arbeit betrachtet wird,
MIMO-Systeme reduziert werden mu¨ssen, wird als H2-optimales Verfahren MIRIAm (Algorith-
mus 11) verwendet.
Der Algorithmus des Verfahrens MIRA 2o (Algorithmus 19) wird mit den iˆ = 3 Anfangsent-
wicklungsstellen ı · 2π, 250ı · 2π und 500ı · 2π sowie τ = 10−30, tol = 10−5, fmax = 500 und
∆ = (500/2) · 2π verwendet. Zudem wird an jeder Entwicklungsstelle si, i = 1, . . . , iˆ fu¨r die
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Algorithmus 19 Modifizierter iterativer rationaler Arnoldi-Algorithmus fu¨r Systeme zweiter
Ordnung (MIRA 2o)
Eingabe: System Σ2o mit SystemmatrizenM ,D,K ,F ,Cp,Cv; Vektor mit Anfangsentwicklungsstellen s; Vek-
tor mit Stufen der Krylov-Unterra¨ume k; Deflationstoleranz τ ; Toleranz tol < 1; Distanzparameter ∆; maxi-
male relevante Frequenz fmax
Ausgabe: Reduziertes System Σˆ2o mit Systemmatrizen Mˆ , Dˆ, Kˆ , Fˆ , Cˆp, Cˆv der Dimension r
1: function [Mˆ , Dˆ, Kˆ , Fˆ , Cˆp, Cˆv ] = MIRA 2o(M ,D,K ,F ,Cp,Cv, s,k, τ, tol,∆, fmax )
2: δ = 1; R = 0; iter = 0; iˆ = length(s)  Initialisierungen
3: Entfernung aller linear abha¨ngigen Spaltenvektoren der Matrix F
4: while δ > tol  Solange keine Konvergenz
5: iter = iter + 1
6: V = [ ]
7: for i = 1 : iˆ  Fu¨r jede Entwicklungsstelle
8: Berechne die LU -Zerlegung: LU = ([s]2iM +K) bzw. LU = ([s]
2
iM + [s]iD +K)
9: P = −U\(L\M )
10: Q = U\(L\F )
11: V i = (Block )Arnoldi(P ,Q, [k]i, τ ); Algorithmus 3 (oder Algorithmus 14)
12: end for
13: V˜ = [V 1 V 2 · · · V iˆ ]  (Re-) Orthonormalisierung
14: Berechne die Rank-Revealing-QR-Zerlegung: V R = V˜ , t = rang(V˜ , τ )
15: V = V (:, 1 : t)
16: W = V
17: Berechne das reduzierte System Σˆ2o mit der Projektion (5.16)
18: [ s, R ] = stellenauswahl( Σˆ2o, s, R,∆, fmax ); Algorithmus 15  Neue Entwicklungsstellen
19: s = s(1 : iˆ)
20: Σˆ2o,alt ← Σˆ2o
21: if iter > 1
22: Berechne δ = ||Σˆ2o,alt − Σˆ2o|| mit einer geeigneten Norm || · ||.
23: end if
24: end while
Stufe des Krylov-Unterraumes [k]i = kˆ = 2 fu¨r i = 1, . . . , iˆ gewa¨hlt. Dadurch erha¨lt man ein
reduziertes System zweiter Ordnung der Dimension r = m · iˆ · kˆ = 4 · 3 · 2 = 24. Die Mo-
mente der U¨bertragungsfunktion des reduzierten Systems mit dieser Dimension stimmen dann
mit mindestens den ersten r/(m · iˆ) = 24/(4 · 3) = 2 Momenten der U¨bertragungsfunktion des
Originalsystems an den Entwicklungsstellen u¨berein.
Das reduzierte Modell, das aus der Anwendung des Verfahren MIRA 2o auf das ungeda¨mpfte
System des Modells und anschließender proportionaler Da¨mpfung mit den reduzierten System-
matrizen resultiert, wird hier MIRA ND genannt, das reduzierte Modell das aus der direkten
Anwendung auf das proportional geda¨mpfte System des Modells resultiert, wird hingegen als
MIRA PD bezeichnet.
Da die H2-optimalen Verfahren fu¨r Systeme erster Ordnung entwickelt wurden, erfolgt ein Ver-
gleich des mit den verschiedenen Verfahren reduzierten Testmodells anhand des a¨qivalenten
Systems erster Ordnung. Um die Krylov-Unterraum reduzierten Modelle zweiter Ordnung mit
reduzierter Dimension 24 mit dem Verfahren MIRIAm vergleichen zu ko¨nnen, werden die mit den
Verfahren MIRA ND und MIRA PD reduzierten Modelle mit Hilfe der Transformation (3.6) auf
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ein System erster Ordnung der Dimension 48 transformiert. Die Krylov-Unterraum-Verfahren
werden zudem einem modal reduzierten Modell gegenu¨ber gestellt. Das modal reduzierte System
wird dazu zuna¨chst mit Hilfe der FEM-Berechnungssoftware MSC.NastranR© als reduziertes Sy-
stem zweiter Ordnung der Dimension 24 generiert, welches der Anzahl der Eigenfrequenzen im
Intervall [ 0 Hz, 1023.4 Hz ] entspricht, und anschließend in ein System erster Ordnung (MO-
DAL 1o) der Dimension 48 transformiert.
Um ein mit dem Verfahren MIRIAm reduziertes System erster Ordnung der selben Dimension
zu erhalten, beno¨tigt der Algorithmus des Verfahrens MIRIAm 48 Anfangsentwicklungsstellen
sowie 48 rechte und linke Anfangsrichtungsvektoren. Diese werden durch die Anwendung einer
vorhergehenden Iteration des Rational-Arnoldi-Verfahrens auf das zuvor auf ein System erster
Ordnung transformierte Originalsystem bestimmt. Dabei wird das Originalsystem auf ein System
erster Ordnung der Dimension 48 reduziert. Dieses reduzierte System erster Ordnung besitzt die
beno¨tigte Anzahl an Eigenwerten sowie linken und rechten Eigenvektoren, die daraufhin als
Anfangsentwicklungsstellen bzw. als rechte und linke Anfangsrichtungsvektoren des Verfahrens
MIRIAm verwendet werden.
Das Verfahren MIRIAm beno¨tigt 9 Iterationen und verwendet 48 Entwicklungsstellen, deren
Imagina¨ranteil innerhalb des Intervalls [ 0.11, 18.68 · 103 ] liegen. Die Verfahren MIRA ND und
MIRA PD beno¨tigten 2 Iterationen und verwenden in der zweiten Iteration 1.59 · 10−3 + 0.11ı,
0.24 + 75.68ı und 10.38 + 497.59ı als Entwicklungsstellen.
Die beno¨tigten Iterationen und Berechnungszeiten der verschiedenen Reduktionsverfahren und
die Approximationsfehler der reduzierten Systeme sind in der Tabelle 10.1 zusammengefasst. Da
die Berechnung des modal reduzierten Systems mit des FEM-Programms MSC.NastranR© erfolgt,
die bezu¨glich der Berechnungszeit und des Speicherbedarfs optimale Algorithmen verwendet,
wird hier auf den Vergleich der Berechnungszeit des modal reduzierten Systems mit den u¨brigen
reduzierten Systemen verzichtet.
Die Abbildung 10.7(a) gibt den Verlauf des relativen Fehlers ǫrel(f,I) (10.3) und die Abbildung
10.7(b) gibt den Verlauf des relativen Fehlers ǫrel(f) (10.5) der verschiedenen reduzierten Modelle
im Intervall [ 0 Hz, 750 Hz ] wieder. In Abbildung 10.8 sind die Verla¨ufe dieser relativen Fehler
der verschiedenen reduzierten Modelle im Intervall [ 0 Hz, 10 000 Hz ] wiedergegeben.
Tabelle 10.1: Ergebnisse der verwendeten Verfahren
Verfahren Moden Zeit Anzahl Fehler Fehler Fehler
[s] Iterationen ǫmax(I) (10.4) ǫmax (10.6) ǫrel (10.4)
MODAL 1o 24 – – 71.81 4.20 · 10−3 15 · 10−3
MIRIAm – 1742 9 9.04 · 104 0.10 33.5 · 10−3
MIRA ND – 4.95 2 2.22 0.11 · 10−3 8.7 · 10−3
MIRA PD – 6.53 2 2.21 0.11 · 10−3 8.8 · 10−3
Aus den Ergebnissen ist ersichtlich, dass mit Krylov-Unterraum-Verfahren gute Approximatio-
nen des Frequenzganges im gewa¨hlten Frequenzintervall erzielt werden ko¨nnen.
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Abbildung 10.7: Relative Approximationsfehler der mit den Verfahren MODAL 2o, MIRIAm
und MIRA 2o reduzierten Systeme - erstes Beispielmodell
Zudem zeigt der Vergleich, das das Verfahren MIRA 2o bei Anwendung auf ungeda¨mpfte (MI-
RA ND) bzw. proportional geda¨mpfte Systeme (MIRA PD) zu reduzierten Systemen fu¨hrt, die
bezu¨glich des Aproximationsfehlers fast identisch sind. Die mit diesem Verfahren reduzierten
Systeme weisen eine gute Approximation des Fequenzganges in der Umgebung der Entwick-
lungsstellen auf, wobei das reduzierte System MIRA ND einen besonders geringen Fehler an
den Entwicklungsstellen aufweist. Die Approximation kann allerdings fu¨r Frequenzen, die fern
von den Entwicklungsstellen liegen, schnell schlechter werden.
Im Vergleich zum H2-optimalen Verfahren MIRIAm fu¨hrt die Anwendung des Verfahrens zu ei-
ner durchgehend besseren Approximation des gesamten gewa¨hlten Frequenzbereiches. Das Ver-
fahren MIRIAm weist im gewa¨hlten Frequenzbereich bezu¨glich der hier verwendeten relativen
Fehlermaße nicht mehr akzeptable Fehler auf.
In Abbildung 10.8(b) ist ersichtlich, dass das mit dem Verfahrens MIRIAm reduzierte System
ab einer Frequenz, die außerhalb des relevanten Frequenzintervalls von 500 Hz liegt, eine bessere
Approximation bezu¨glich des relativen Approximationsfehlers ǫrel(f) als die mit dem Verfahren
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Abbildung 10.8: Relative Approximationsfehler der mit den Verfahren MIRIAm und MIRA 2o
reduzierten Systeme bis 10000 Hz. - erstes Beispielmodell
MIRKA 2o reduzierten Systeme des Originalsystems darstellt. Bei Betrachtung der Abbildung
10.8(b) ist zu erkennen, dass das mit dem Verfahrens MIRIAm reduzierte System im gesam-
ten Frequenzbereich bis 10000 Hz das Originalsystem schlechter approximiert als die mit dem
Verfahren MIRKA 2o reduzierten Systeme.
Die Ursache fu¨r diese Beobachtungen liegt in der Konvergenz der Entwicklungsstellen gegen die
Eigenwerte im unteren Frequenzbereich beim Verfahren MIRKA 2o. Bei dem H2-optimalen Ver-
fahren MIRIAm wird dies nicht erzielt, da die Eigenwerte, die als optimale Entwicklungsstellen
identifiziert werden, im hochdimensionalen Frequenzbereich liegen.
Neben der besseren Approximation im gewa¨hlten Frequenzintervall beno¨tigt das Verfahren mit
der modifizierten Entwicklungsstellenwahl zudem bedeutend weniger Iterationen um zu konver-
gieren. Fu¨r die gewa¨hlte Dimension 48 werden beim Verfahren MIRIAm in jeder Iteration 48
Gleichungssysteme der Dimension 2n gelo¨st. Das Verfahren MIRA 2o beno¨tigt hingegen nur 4
Berechnungen von Lo¨sungen von Gleichungssystemen der Dimension n. In Verbindung mit einer
ho¨heren Anzahl an beno¨tigten Iterationen, beno¨tigt das Verfahren MIRIAm deshalb bedeutend
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mehr Berechnungszeit als das Verfahren MIRA 2o.
Vergleicht man die Ergebnisse bezu¨glich des relativen Fehlers ǫrel(f,I), weisen die reduzierten
Systeme MIRA ND und MIRA PD im Vergleich zum modal reduzierten Modell der gleichen
Dimension im unteren Frequenzbereich deutlich bessere Approximationsergebnisse auf.
Vergleicht man die Ergebnisse bezu¨glich des relativen Fehlers ǫrel(f), weisen die mit den modifi-
zierten Verfahren reduzierten Systeme (MIRA ND, MIRA PD) im betrachteten Frequenzbereich
deutlich bessere Aproximationsergebnisse als das modal reduzierte System auf.
Eine Ausnahme besteht bei der Frequenz 96 Hz, hier zeigen die Approximationen, der durch
die Krylov-Unterraum-Verfahren reduzierten Modelle, ein wenig schlechtere Ergebnisse als das
modal reduzierte System. Die Ursache dafu¨r liegt darin begru¨ndet, dass an dieser Stelle eine
Eigenmode des Systems liegt, die im Gegensatz zu den mit Krylov-Unterraum-Verfahren redu-
zierten Modellen im modal reduzierten Modell enthalten ist. Ein reduziertes Modell, das diese
Stelle des Frequenzganges besser approximiert, wa¨re durch eine Erho¨hung der Stufen der korre-
spondierenden Krylov-Unterra¨ume zu den bestimmten Entwicklungsstellen in der Umgebung der
Eigenfrequenz bei 96 Hz bestimmbar. Da bei den Verfahren MIRA 2o die Anzahl der Entwick-
lungsstellen und die Anzahl der Entwicklungen an jeder Entwicklungsstelle fest gewa¨hlt sind,
erzielen diese Verfahren an besonders schwer zu approximierende Stellen des Frequenzganges
schlechtere Ergebnisse.
10.3.5 Zusammenfassung der Resultate
Zusammenfassend kann festgestellt werden, dass mit MIRKA ein neues Reduktionsverfahren
fu¨r Systeme erster und zweiter Ordnung entwickelt wurde, welches auf dem Lanczos- oder dem
Arnoldi-Algorithmus zur Generierung der beno¨tigten Projektionsmatrizen und auf einer spezi-
ellen Entwicklungsstellenwahl basiert. Die Entwicklungsstellenwahl ist dabei so ausgelegt, dass
die Systeme, die im Anwendungsgebiet der Simulation von Werkzeugmaschinen auftreten, im
unteren Frequenzbereich gut approximiert werden.
Ein Vergleich verschiedener Ausfu¨hrungen dieses Verfahrens ist in den Vero¨ffentlichungen [57]
und [58] des Autors zu finden. Fu¨r das Anwendungsgebiet der Simulation von Werkzeugma-
schinen bietet sich eine Reduktion des Originalsystems anhand eines Systems zweiter Ordnung
an. In dieser Arbeit erfolgt deshalb eine Untersuchung des Verfahrens MIRKA in der Version
als einseitiges Verfahrens zur Reduktion von Systemen zweiter Ordnung, das auf dem Arnoldi-
Algorithmus basiert. Dieses Verfahren wird hier MIRA 2o genannt und fu¨hrt bei Anwendung auf
die speziellen Systeme, die bei der Simulation von Werkzeugmaschinen auftreten, zu reduzierten
Systemen, die das Originalsystem im relevanten unteren Frequenzbereich gut approximieren.
Die Anwendung von Verfahren mit der in dieser Arbeit betrachteten Methode der Entwicklungs-
stellenwahl fu¨hrt zu reduzierten Systemen, die die U¨bertragungsfunktion des Originalsystems im
relevanten Frequenzbereich besser approximieren als modal oder mit H2-optimalen Verfahren
reduzierten Systemen.
Die erzielten Resultate besta¨tigen den Vorteil des hier beschriebenen Verfahrens, basierend auf
der Methode zur Auswahl neuer Entwicklungsstellen, der in der Konvergenz der Entwicklungs-
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stellen gegen Eigenfrequenzen des Systems, die im unteren Frequenzgang liegen, besteht. Damit
erzielt man mit diesen Verfahren eine gute Approximation des Frequenzganges in einem Fre-
quenzbereich, der fu¨r die hier betrachteten Anwendungen von Interesse ist.
Diese Konvergenz der Entwicklungsstellen gegen die Eigenwerte im unteren Frequenzgang wird
bei dem H2-optimalen Verfahren MIRIAm nicht erzielt, da die Eigenwerte, die als optimale Ent-
wicklungsstellen identifiziert werden, in einem sehr hochdimensionalen Frequenzbereich liegen.
Man erha¨lt eine gute Approximation des Frequenzganges in einem Frequenzbereich, der jedoch
ausserhalb des Bereiches liegt, der fu¨r die hier betrachteten Anwendungen von Interesse ist, siehe
dazu Abbildung 10.8(b). Durch die Verwendung einer geringeren Anzahl an Entwicklungsstellen
als die H2-optimalen Verfahren ist der Berechnungsaufwand des Verfahrens MIRA 2o zudem
geringer als bei den H2-optimalen Verfahren.
10.4 Verfahren basierend auf dem globalen Arnoldi-Algorith-
mus
Die im Anwendungsbereich der Simulation von Werkzeugmaschinen aus der FEM-Modellierung
resultierenden Systeme besitzen in der Regel mehrere Ein- und Ausga¨nge. Da mit zunehmender
Komplexita¨t der modellierten Strukturen die Anzahl der Ein- bzw. Ausga¨nge zunimmt, sind
Reduktionsverfahren, die MIMO-Systeme effizient reduzieren ko¨nnen, von Vorteil. Zur Lo¨sung
dieses Problems wird hier der sogenannte globale Arnoldi-Algorithmus herangezogen, der eine
effiziente Version des Standard-Arnoldi-Agorithmus bei Anwendung auf MIMO-Systeme dar-
stellt.
In diesem Abschnitt erfolgt deshalb die Herleitung eines Verfahrens, das auf einer Kombination
der im vorhergehenden Kapitel beschriebenen Verfahren mit dem globalen Arnoldi-Algorithmus
basiert.
Der globale Arnoldi-Algorithmus wurde als erstes in [90, 102] vorgestellt. Dabei waren die ersten
Anwendungen dieses Algorithmus die Lo¨sung linearer Gleichungen mit mehrfachen rechten Sei-
ten und das Auffinden der Lo¨sungen von Lyapunovgleichungen. Ein weiterer Anwendungsbereich
ergab sich bei der Lo¨sung von sehr großen Lyapunov-Matrixgleichungen [103]. Die Verwendung
dieses Algorithmus im Kontext der Modellreduktion erfolgte in [39, 40, 41, 42] zur Reduktion
von MIMO-Systemen erster Ordnung.
Auf diesen Arbeiten aufbauend wird in diesem Kapitel ein neues Verfahren zur Reduktion von
MIMO-Systemen zweiter Ordnung, basierend auf dem globalen Arnoldi-Algorithmus, vorgestellt.
10.4.1 Der Globale Arnoldi-Algorithmus
10.4.1.1 Notationen
Zur weiteren Beschreibung des globalen Arnoldi-Algorithmus werden die folgenden Notationen
und Definitionen beno¨tigt. Das innere Produkt 〈Ψ,Υ〉F zweier Vektoren (Matrizen) mit Ψ,Υ ∈
K
n×s ist durch 〈Ψ,Υ〉F = spur(Ψ∗Υ) gegeben. Die durch dieses innere Produkt induzierte
Norm ist die Frobenius-Norm, die mit || · ||F bezeichnet wird.
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Eine Menge bestehend aus Vektoren (Matrizen) aus Kn×s wird als F -orthonormal bezeichnet,
wenn die Vektoren (Matrizen) orthonormal bezu¨glich des inneren Produktes 〈·, ·〉F sind.
Definition 10.1 (vec-Funktion) Fu¨r eine Matrix Υ ∈ Kn×s wird mit
vec (Υ) = ( [Υ]∗∗1 [Υ]
∗
∗2 · · · [Υ]∗∗s )T ∈ Kns (10.20)
die vector stacking Operation oder vec-Funktion definiert [95], wobei Υ =
[ [Υ]∗1 [Υ]∗2 · · · [Υ]∗s ] ∈ Kn×s und [Υ]∗j ∈ Kn fu¨r j = 1, . . . , s.
Definition 10.2 (Kronecker-Produkt) Fu¨r zwei Matrizen Υ ∈ Ks×s und Ψ ∈ Kt×t wird
mit ⊗ das Kronecker-Produkt
Υ⊗Ψ =


[Υ]11Ψ [Υ]12Ψ · · · [Υ]1sΨ
[Υ]21Ψ [Υ]22Ψ · · · [Υ]2sΨ
...
...
...
...
[Υ]s1Ψ [Υ]s2Ψ · · · [Υ]ssΨ

 = [ [Υ]ijΨ ]si,j=1 ∈ Kst×st (10.21)
bezeichnet.
Anmerkung 10.1 Mit den obigen Definitionen lassen sich folgende Beziehungen ableiten:
a) vec (ΥΨΩ) = (Ω∗ ⊗Υ) vec (Ψ)
b) vec (Υ)∗vec (Ψ) = spur(Υ∗Ψ)
c) (Υ⊗Ψ)∗ = Υ∗ ⊗Ψ∗
d) (Υ⊗Ψ)j = Υj ⊗Ψj
Beweis: Siehe z. B. [77].
10.4.1.2 Der globale Arnoldi-Algorithmus
Der globale Arnoldi-Algorithmus ist eine Modifikation des klassischen (Block-) Arnoldi-
Algorithmus. Der hauptsa¨chliche Unterschied zwischen beiden Varianten liegt darin, dass beim
globalen Arnoldi-Algorithmus das innere Produkt zweier Vektoren (Matrizen) 〈P ,Q〉 = P ∗Q
mit P ,Q ∈ Kn×s durch 〈P ,Q〉F = spur(P ∗Q) ersetzt ist und die dadurch induzierte Frobenius-
Norm verwendet wird. Wenn s = 1 gilt, sind der globale Arnoldi-Algorithmus und der klassische
Arnoldi-Algorithmus identisch.
Der globale Arnoldi-Algorithmus [102], der hier leicht modifiziert als Algorithmus 20 dargestellt
ist, generiert eine F -orthonormale Basis V = [V 0 V 1 . . . V k−1 ], wobei V j ∈ Kn×s, des Krylov-
Unterraumes Kk(P ,Q) mit P ∈ Kn×n und Q ∈ Kn×s, d.h. es gilt:
〈V i,V j〉F = 0, fu¨r i, j = 0, 1, . . . , k − 1 mit i 6= j
〈V i,V j〉F = 1, fu¨r i = j.
(10.22)
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Wie bereits bei der Blockversion des Arnoldi-Algorithmus dargestellt wurde, kann die Berech-
nung der Matrix Z in Zeile 6 des Algorithmus zu einer Matrix mit linear abha¨ngigen Spaltenvek-
toren fu¨hren. Um dies zu vermeiden wird der hier dargestellte globale Arnoldi-Algorithmus um
eine Rank-Revealing-QR-Zerlegung und einer Elimination linear abha¨ngiger Spaltenvektoren
erga¨nzt (Zeilen 7 und 8). Ist die Frobenius-Norm der Matrix W kleiner als die Maschinenge-
nauigkeit ǫM , dann bricht der Algorithmus in Zeile 15 ab.
Algorithmus 20 Globaler Arnoldi-Algorithmus nach [102]
Eingabe: Matrizen P ,Q; Stufe des Block-Krylov-Unterraumes k; Deflationstoleranz τ
Ausgabe: Basis V des (globalen) Krylov-Unterraumes
1: function [V ] = Globaler Arnoldi(P ,Q, k, τ )
2: Entfernung aller linear abha¨ngigen Spaltenvektoren der Matrix Q  Initialisierungen
3: h1,0 = ||Q||F ; V 0 = Q/||Q||F  Normierung
4: V = [V 0]
5: for j = 1 : k − 1
6: Z = PV j−1
7: Berechne die Rank-Revealing-QR-Zerlegung: WR = Z; t = rang(Z , τ )
8: W =W (:, 1 : t)
9: for i = 1 : j  F -Orthogonalisierung
10: hi,j = spur((V i−1(:, 1 : t))
∗W )
11: W =W − hi,jV i−1(:, 1 : t)
12: end for
13: hj+1,j = ||W ||F
14: if hj+1,j ≤ ǫM
15: STOP  Abbruch
16: end if
17: V j =W /hj+1,j  Normierung von W
18: V = [V V j ]  Erweiterung der Matrix V
19: end for
10.4.1.3 Eigenschaften des globalen Arnoldi-Algorithmus
Sei V (k) = [V 0 V 1 . . . V k−1 ] ∈ Kn×r, r = k · s und H(k) die korrespondierende k × k obere
Hessenberg-Matrix. Dann gilt die folgende Beziehung
PV (k) = V (k)(H(k) ⊗ Is) + hk+1,kV kETk , (10.23)
mit
H(k) =


h1,1 h1,2 h1,3 · · · h1,k
h2,1 h2,2 h2,3 · · · h2,k
0 h3,2 h3,3 · · ·
...
...
. . .
. . .
. . .
...
0 · · · 0 hk,k−1 hk,k


∈ Kk×k (10.24)
und Ek = ek ⊗ Is wobei ek den (k)-ten Einheitsvektor mit geeigneter Dimension bezeichnet.
Man beachte, dass die Hessenberg-Matrix H(k), die durch den globalen Arnoldi-Algorithmus
generiert wird, die Dimension k × k hat. Im Gegensatz dazu ist die Matrix H [k] in Gleichung
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(10.10), die durch den Block-Arnoldi-Algorithmus erzeugt wird, eine Block-Hessenberg-Matrix
der Dimension k · m˜× k · m˜. Daru¨ber hinaus haben lineare Abha¨ngigkeiten zwischen den Spal-
tenvektoren der generierten Matrizen V i, i = 0, 1 . . . , k−1 keine Auswirkungen auf den globalen
Arnoldi-Algorithmus, siehe [102].
Der gro¨ßte Unterschied zwischen dem globalen und dem Block-Arnoldi-Algorithmus liegt in
der berechneten Basis des Krylov-Unterraumes. Der globale Arnoldi-Algorithmus generiert eine
F -orthonormale Basis des Matrix-Krylov-Unterraumes Kk(P ,Q) ⊂ Kn×s, wa¨hrend der Block-
Arnoldi-Algorithmus eine orthonormale Basis des Block-Krylov-Unterraumes Kk(P ,Q) ⊂ Kn
generiert. Die Matrizen, die mit dem Block-Arnoldi-Algorithmus berechnet werden, besitzen
orthogonale Spaltenvektoren, wa¨hrend die Matrizen, die mit dem globalen Arnoldi-Algorithmus
berechnet werden, eine F -orthonormale Basis besitzen.
Anmerkung 10.2 Der globale Arnoldi-Algorithmus bricht in der j-ten Iteration in Zeile 15
genau dann ab, wenn hj+1,j = 0 (oder kleiner als die Maschinengenauigkeit ǫM ) in Zeile 13
des Algorithmus 20 gilt. In diesem Fall wird ein invarianter Unterraum erzeugt. Man spricht in
diesem Fall von einem lucky breakdown. Bei der Block-Version des Arnoldi-Algorithmus ko¨nnen
sogenannte serious breakdowns auftreten. In diesem Fall bricht der Algorithmus ab, ohne das ein
invarianter Unterraum erzeugt wurde. Dadurch sind bei der Implementierung der Block-Version
des Arnoldi-Algorithmus Deflationstechniken notwendig, siehe [102].
Im Vergleich zur Block-Version des Arnoldi-Algorithmus ist der globale Arnold-Algorithmus
effizienter. Vergleicht man beide Algorithmen beno¨tigt der Block-Arnoldi-Algorithmus in je-
der Iteration eine QR-Zerlegung der Matrix Q bzw. W (Zeilen 4 und 14), wa¨hrend der glo-
bale Arnoldi-Algorithmus in Zeile 17 nur die Division durch die Frobenius-Norm der Matrix
W beno¨tigt. Daru¨ber hinaus beno¨tigt die Block-Version die Berechnung von V ∗iW in Zeile
11, wa¨hrend der globale Arnoldi-Algorithmus in Zeile 10 nur die Berechnung von spur(V TW )
beno¨tigt. Schließlich beno¨tigt die Block-Version in Zeile 12 ein Matrix-Matrix-Produkt, wa¨hrend
die globale Variante in Zeile 11 nur ein Skalar-Matrix-Produkt beno¨tigt.
In der folgenden Tabelle 10.2 ist der numerische Aufwand des Block-Arnoldi und des globalen
Arnoldi-Algorithmus vergleichend dargestellt. Dazu werden die Anzahl der beno¨tigten Rechen-
operationen beider Verfahren, die zur Berechnung von k Iterationen fu¨r den numerischen Auf-
wand hauptsa¨chlich verantwortlich sind, gegenu¨bergestellt. Die Berechnung des Block-Arnoldi-
Algorithmus wird aufwendig, wenn die Anzahl k der Iterationen ansteigt, da der Block-Arnoldi-
Algorithmus zur Orthogonalisierung der Spaltenvektoren den modifizierten Gram-Schmidt-
Algorithmus mit Matrizen der Dimension n ×m durchfu¨hrt. Der globale Arnoldi-Algorithmus
ist deshalb im Vorteil gegenu¨ber der Blockversion des Arnoldi-Algorithmus, wenn die Anzahl
der Iterationen k hoch ist und gleichzeitig der numerische Aufwand zur Berechnung der Matrix-
Vektor-Operationen mit der Matrix Q hoch ist [103].
Werden der globale Arnoldi-Algorithmus und der Block-Arnoldi-Algorithmus auf das selbe Ma-
trixpaar (P ,Q) angewendet, spannen die resultierenden Matrizen V (k) und V [k] beide den
selben Krylov-Unterraum Kk(P ,Q) auf. Die Art der Orthonormierung der Basisvektoren von
Kk(P ,Q) ist der einzige Unterschied in dem sich die durch den Block-Arnoldi-Algorithmus und
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Tabelle 10.2: Aufwand des Block-Arnoldi bzw. des globalen Arnoldi-Algorithmus zur Berechnung
von k Iterationen
Kosten (Operationen) Block-Arnoldi globaler Arnoldi
Matrix-Matrix-Multiplikation, 2 · k · n2 ·m 2 · k · n2 ·m
n× n mit n×m Matrizen [Zeile 7] [Zeile 6]
Matrix-Matrix-Multiplikation, bzw. k(k+1)2 · 2 · n ·m2 k(k+1)2 (2 · n ·m+m)
die Spur von m× n und n×m Matrizen [Zeile 11] [Zeile 10]
Matrix-Matrix-Multiplikation
n×m mit m×m Matrizen, bzw. k(k+1)2 · 2 · n ·m2 k(k+1)2 (n ·m)
Matrix-Multiplikation, n×m Matrix [Zeile 12] [Zeile 11]
QR-Zerlegung einer n×m Matrix, bzw. 3(k + 1) ·m3 · (n− m3 ) (k + 1) · (2 · n ·m+m)
Frobenius-Norm einer n×m Matrix [Zeilen 4 und 14] [Zeilen 3 und 13]
dem globalen Arnoldi-Algorithmus berechnete Basis unterscheidet.
In [81, Kapitel 3] und darauf aufbauend in Kapitel 8 der vorliegenden Arbeit wird gezeigt, dass
die Eigenschaft des Momentenabgleiches (8.33) nur von der Tatsache abha¨ngt, ob die Spalten von
V = V [k] bzw. V = V (k) einen geeigneten Krylov-Unterraum Kk(P ,Q) mit geeigneten Matri-
zenpaaren (P ,Q) aufspannen. Dabei ist die Art der Berechnung von V oder ob dessen Spalten-
vektoren weitere Bedingungen erfu¨llen unerheblich. Der globale Arnoldi-Algorithmus la¨sst sich
somit in gleicher Weise wie der Block-Arnoldi-Algorithmus zur numerisch stabilen Berechnung
geeigneter Projektionsmatrizen V und W verwenden.
10.4.2 Der iterative rationale globale Arnoldi-Algorithmus (IRGA)
Da die Herleitung eines Reduktionsverfahrens, das auf dem globalen Arnoldi-Algorithmus ba-
siert, anhand von Systemen erster Ordnung anschaulicher herzuleiten ist, erfolgt in diesem Ab-
schnitt zuna¨chst die Herleitung eines Reduktionsverfahrens fu¨r Systeme erster Ordnung. Die
Herleitung orientiert sich dabei an die Darstellung in [39]. Anschließend erfolgt die Herleitung
eines neuen Verfahrens, mit dem sich Systeme zweiter Ordnung reduzieren lassen und das auf
dem globalen Arnoldi-Algorithmus basiert.
10.4.2.1 Der globale Arnoldi-Algorithmus fu¨r Systeme erster Ordnung
Fu¨r vec (P j,Q) erha¨lt man mit Anmerkung 10.1, a) das
vec (P j ,Q) = (I ⊗ P j) vec (Q) (10.25)
gilt. Mit einer geeigneten Wahl der Matrizen P und Q, wie sie in Abschnitt 8.4.3 beschrieben
wurde, ko¨nnen die (Eingangs- bzw. Ausgangs-) Momente eines Systems erster Ordnung (3.56)
somit als vec-Funktion aufgefasst werden.
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Der globale Arnoldi-Algorithmus kann damit als klassischer Arnoldi-Algorithmus angewandt auf
das Paar ((I ⊗ P ), vec (Q)) = (Γ,θ) mit Γ ∈ K2nm×2nm und θ ∈ K2nm angesehen werden, der
eine Basis V ∈ K2nm×k des Krylov-Unterraumes
Kk((I ⊗ P ), vec (Q)) = colspan{vec (Q), (I ⊗ P )vec (Q), · · · , (I ⊗ P )k−1vec (Q)} (10.26)
berechnet und dabei das innere Produkt 〈P ,Q〉F = vec (P )Tvec (Q) verwendet.
Anstatt diese Berechnungen mit Hilfe der vec-Funktion tatsa¨chlich durchzufu¨hren, werden, wie
bei der Blockversion des Arnoldi-Algorithmus, die Spaltenvektoren blockweise berechnet. Durch
Ersetzen des inneren Produktes 〈P ,Q〉F nach Anmerkung 10.1, b) durch
〈P ,Q〉F = vec (P )∗vec (Q) = spur(P ∗Q) (10.27)
erzeugt der Algorithmus eine Basis V ∈ K2n×k·m, die einen Krylov-Unterraum aufspannt, der
mit dem Krylov-Unterraum identisch ist, der durch die Basis aufgespannt wird, die durch den
Block-Arnoldi-Algorithmus erzeugt wird. Somit gilt die Eigenschaft des Momentenabgleiches
sowohl fu¨r Reduktionsmethoden, die auf dem globalen Arnoldi-Algorithmus basieren ebenso wie
fu¨r die Reduktionsmethoden, die auf dem Block-Arnoldi-Algorithmus basieren. Anhand dieser
Eigenschaft kann ein Reduktionsverfahren fu¨r Systeme erster Ordnung angegeben werden, das
auf dem globalen Arnoldi-Algorithmus basiert.
Sei V (k) eine F -orthogonale Basis des Krylov-Unterraumes Kk(P ,Q), die mit dem globalen
Arnoldi-Algorithmus generiert wurde, wobei P und Q Matrizen sind, die wie in Abschnitt 8.4.3
gewa¨hlt werden, um die Eigenschaft des Momentenabgleiches zu erfu¨llen. Dann fu¨hrt die An-
wendung der Projektion Π = V (k)V
†
(k) auf das System erster Ordnung der Form (3.4) zu einem
reduziertem System erster Ordnung der Form (5.2) mit
Eˆ = V †(k)EV (k), Aˆ = V
†
(k)AV (k), Bˆ = V
†
(k)B, und Cˆ = CV (k). (10.28)
Da V (k) F -orthonormal ist, muss anstatt V
∗
(k) die Pseudo-Inverse
V
†
(k) = (V
∗
(k)V (k))
−1V ∗(k) (10.29)
fu¨r die obige Projektion benutzt werden, siehe Abschnitt 2.5.
Die Berechnung der Pseudoinversen V †(k) kann numerisch unstabil sein, aus diesem Grund wird in
den hier vorgestellten Verfahren vor der Projektion des Systems eine QR-Zerlegung V (k) = V R
berechnet, so dass V ∗V = Ir gilt. Theoretisch erha¨lt man damit
V
†
(k) = (V
∗
(k)V (k))
−1V ∗(k) = ((V R)
∗V R)−1(V R)∗ = R−1V ∗. (10.30)
Damit fu¨hrt die Projektion Π = V (k)V
†
(k) zu einem reduzierten System der Form (5.2) mit
Eˆ = R−1V ∗EV , Aˆ = R−1V ∗AV , Bˆ = R−1V ∗B, und Cˆ = CV . (10.31)
Nach Multiplikation der ersten Gleichung in (5.2) von links mit R erha¨lt man somit das redu-
zierte System erster Ordnung der Form
Eˆ = V ∗EV , Aˆ = V ∗AV , Bˆ = V ∗B, und Cˆ = CV . (10.32)
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In der Praxis fu¨hrt somit die Projektion Π = V V ∗ zu einem reduzierten System, das zu dem
mit der Projektion Π = V (k)V
†
(k) reduzierten System a¨quivalent ist, ohne dass die Matrix R
−1
beno¨tigt wird.
Wird der globale Arnoldi-Algorithmus auf ein geeignetes Matrixpaar (P ,Q) angewendet, dann
beha¨lt die Eigenschaft des Momentenabgleiches, wie sie fu¨r den Block-Arnoldi-Algorithmus in
Abschnitt 8.4.3 diskutiert wurde, ihre Gu¨ltigkeit. Die ersten Momente Hˆj der U¨bertragungs-
funktion des reduzierten Systems (10.28) sind dann die selben wie die ersten Momente Hj der
U¨bertragungsfunktion des Originalsystems (3.4). Der folgende Satz gibt diese enge Verbindung
des Block-Arnoldi-Algorithmus und des globalen Arnoldi-Algorithmus bezu¨glich des reduzierten
Systems wieder.
Satz 10.1 Werden beim Block-Arnoldi-Algorithmus und beim globalen Arnoldi-Algorithmus die
selben Matrizen zur Generierung von Basen der Krylov-Unterru¨me verwendet, dann sind die
U¨bertragungsfunktionen der reduzierten Systeme, die durch die beiden Verfahren erzeugt werden,
identisch.
Beweis: Siehe [39]. 2
10.4.2.2 Der globale Arnoldi-Algorithmus fu¨r Systeme zweiter Ordnung
Nachdem im vorhergehenden Abschnitt ein globaler Arnoldi-Algorithmus fu¨r Systeme erster
Ordnung und sein Zusammenhang mit dem Block-Arnoldi-Algorithmus dargestellt wurden, las-
sen sich die gewonnenen Erkenntnisse auf Verfahren zur Reduktion von Systemen zweiter Ord-
nung u¨bertragen. Damit kann ein neues Verfahren zur Reduktion von Systemen zweiter Ordnung
basierend auf dem globalen Arnoldi-Algorithmus angegeben werden.
Angenommen V (k) sei eine F -orthogonale Basis des Krylov-Unterraumes Kk(P ,Q), die mit
dem globalen Arnoldi-Algorithmus generiert wurde, wobei P und Q Matrizen sind, die wie in
Abschnitt 8.4.4 gewa¨hlt werden. Dann fu¨hrt die Anwendung der Projektion Π = V (k)V
†
(k) auf
das System zweiter Ordnung (3.1) zu einem reduziertem System zweiter Ordnung der Form (5.4)
mit
Mˆ = V †(k)MV (k), Dˆ = V
†
(k)DV (k), Kˆ = V
†
(k)KV (k),
Fˆ = V †(k)F , Cˆp = CpV (k), und Cˆv = CvV (k).
(10.33)
Analog zum Vorgehen bei Verfahren fu¨r Systeme erster Ordnung la¨sst sich die Berechnung der
Pseudoinversen vermeiden. Wird eine QR-Zerlegung V (k) = V R berechnet, so dass V
∗V = Ir
kann die Projektion Π = V V ∗ angewendet werden, um ein reduziertes System zweiter Ordnung
der Form
Mˆ = V ∗MV , Dˆ = V ∗DV , Kˆ = V ∗KV ,
Fˆ = V ∗F , Cˆp = V
∗CpV , Cˆv = V
∗CvV
(10.34)
zu erhalten.
Werden der globale Arnoldi-Algorithmus mit einer geeigneten Wahl des Matrixpaares (P ,Q),
wie sie in Abschnitt 8.4.4 beschrieben wurde, angewendet, dann beha¨lt die Eigenschaft des Mo-
mentenabgleiches, wie sie fu¨r den Block-Arnoldi-Algorithmus diskutiert wurde, ihre Gu¨ltigkeit.
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Die ersten Momente Hˆj der U¨bertragungsfunktion des reduzierten Systems (10.33) sind dann
die selben wie die ersten Momente Hj der U¨bertragungsfunktion des Originalsystems (3.1).
10.4.2.3 Der iterative rationale globale Arnoldi-Algorithmus fu¨r Systeme zweiter
Ordnung (IRGA 2o)
Der im vorhergehenden Kapitel 10.3.2 beschriebene modifizierte iterative rationale Krylov-
Algorithmus (MIRKA) kann mit dem globalen Arnoldi-Algorithmus zu einem effizienten Ver-
fahren zur Reduktion von MIMO-Systemen kombiniert werden. Dadurch erha¨lt man ein neues
Verfahren, das die Reduktion eines MIMO-System zweiter Ordnung effizient berechnet und dabei
die beno¨tigten Entwicklungsstellen iterativ bestimmt. Dazu wird zur Berechnung der Projekti-
onsmatrizen V und ggf. W in Zeile 6 in Algorithmus 16 der globale Arnoldi-Algorithmus als
Krylov-Unterraum-Verfahren und die Projektion (10.34) verwendet, um das reduzierte System
zweiter Ordnung zu erhalten.
Das aus der Kombination des modifizierten iterativen rationalen Arnoldi-Algorithmus fu¨r Sy-
steme zweiter Ordnung (Algorithmus 19) und dem globalen Arnoldi-Algorithmus (Algorithmus
20) hervorgehende Verfahren, wird iterativer rationaler globaler Arnoldi-Algorithmus fu¨r Syste-
me zweiter Ordnung9 (IRGA 2o) genannt. Algorithmus 21 gibt das implementierte Verfahren in
Pseudocode wieder.
Auch bei diesem Verfahren ko¨nnen prinzipiell alle Krylov-Unterraum-Verfahren fu¨r Systeme
zweiter Ordnung verwendet werden. Wie beim Verfahren MIRKA 2o bereits dargestellt wurde,
kann hier jedoch auf Verfahren basierend auf Krylov-Unterra¨umen zweiter Ordnung verzichtet
werden, da in dieser Arbeit nur die Spezialfa¨lle von ungeda¨mpften und proportional geda¨mpften
Systemen zweiter Ordnung betrachtet werden.
10.4.3 Untersuchung der beno¨tigten Berechnungszeit
An dieser Stelle erfolgt ein Vergleiches der beno¨tigten Berechnungszeiten der Verfahren MIRA 2o
und IRGA 2o. Dazu wird das erste Beispielmodell mit dem Verfahren IRGA 2o und dem Verfah-
ren MIRA 2o reduziert. Um die Zunahme der Berechnungskosten bei zunehmender Anzahl von
Einga¨ngen des Systems zu untersuchen, wird die Berechnungszeit der verschiedenen Reduktions-
verfahren anhand des ersten Beispielmodells mit zunehmender Anzahl von Einga¨ngen verglichen.
Dazu wird das erste Beispielmodell mit einer minimalen Anzahl von 2 Einga¨ngen und einer ma-
ximalen Anzahl von 10 Einga¨ngen sowie einer konstanten Anzahl von 6 Ausga¨ngen verwendet.
Da das erste Beispielmodell eine Eingangsmatrix B mit lediglich vier Eingangsvektoren besitzt,
die fu¨r die Untersuchung zur Verfu¨gung stehen, wird die Eingangsmatrix B des Modells um bis
zu sechs zufa¨llig generierte Vektoren erga¨nzt. Das Verfahren MIRA 2o wird dabei in der Version
mit einer blockweisen (MIRA ND, MIRA PD) (Algorithmus 19 mit Algorithmus 14 in Zeile 11)
und in der Version mit einer spaltenweisen (MIRA ND sp, MIRA PD sp) (Algorithmus 19 mit
Algorithmus 3 in Zeile 11) Berechnung der Projektionsmatrix V durch den Arnoldi-Algorithmus
verwendet und verglichen.
9In Englisch: Iterative Rational Global Arnoldi Algorithm
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Algorithmus 21 Iterativer rationaler globaler Arnoldi-Algorithmus fu¨r Systeme zweiter Ord-
nung (IRGA 2o)
Eingabe: System Σ2o mit SystemmatrizenM ,D,K ,F ,Cp,Cv; Vektor mit Anfangsentwicklungsstellen s; Vek-
tor mit Stufen der Krylov-Unterra¨ume k; Deflationstoleranz τ ; Toleranz tol < 1; Distanzparameter ∆; maxi-
male relevante Frequenz fmax
Ausgabe: Reduziertes System Σˆ2o mit Systemmatrizen Mˆ , Dˆ, Kˆ , Fˆ , Cˆp, Cˆv der Dimension r = columns(F ) ·
Plength
i=1 (s)[k]i
1: function [Mˆ , Dˆ, Kˆ , Fˆ , Cˆp, Cˆv ] = IRGA 2o(M ,D,K ,F ,Cp,Cv, s,k, τ, tol,∆, fmax )
2: δ = 1; R = 0; iter = 0; iˆ = length(s)  Initialisierungen
3: Entfernung aller linear abha¨ngigen Spaltenvektoren der Matrix F
4: while δ > tol  Solange keine Konvergenz
5: iter = iter + 1
6: V = [ ]; W = [ ]
7: for i = 1 : iˆ  Fu¨r jede Entwicklungsstelle
8: Berechne die LU -Zerlegung: LU = ([s]2iM +K) bzw. LU = ([s]
2
iM + [s]iD +K)
9: P = −U\(L\M )
10: Q = U\(L\F )
11: V i = Globaler Arnoldi(P ,Q, [k]i − 1); Algorithmus 20
12: end for
13: Vˇ = [V 1 V 2 · · · V iˆ ]
14: Berechne die Rank-Revealing-QR-Zerlegung: V R = Vˇ , t = rang(Vˇ , τ )  (Re-) Orthonormalisierung
15: V = V (:, 1 : t)
16: W = V
17: Berechne Σˆ2o mit Mˆ , Dˆ, Kˆ , Fˆ , Cˆp, Cˆv wie in (5.17)  Generiere reduziertes System Σˆ2o
18: [ s, R ] = stellenauswahl( Σˆ2o, s, R,∆, fmax ); Algorithmus 15  Neue Entwicklungsstellen
19: s = s(1 : iˆ)
20: Σˆ2o,alt ← Σˆ2o
21: if iter > 1
22: Berechne δ = ||Σˆ2o,alt − Σˆ2o|| mit einer geeigneten Norm || · ||.
23: end if
24: end while
Die Algorithmen der Reduktionsverfahren MIRA 2o (Algorithmus 19) und IRGA 2o (Algorith-
mus 21) werden mit den iˆ = 6 Anfangsentwicklungsstellen ı · 2π, 100ı · 2π, 200ı · 2π 300ı · 2π,
400ı · 2π und 500ı · 2π sowie τ = 10−30, tol = 10−5 und ∆ = (500/5) · 2π verwendet.
Fu¨r die Algorithmen der Verfahren wird zudem [k]i = kˆ = 2 fu¨r i = 1, . . . , iˆ verwendet, womit
man reduzierte Systeme der Dimension r = m · iˆ · kˆ erha¨lt. Die fu¨r den Vergleich reduzierten
Systeme weisen somit eine Dimension auf, die zwischen 24 (Originalsystem mit zwei Einga¨ngen)
und 120 (Originalsystem mit zehn Einga¨ngen) liegt. Unabha¨ngig von der Anzahl der Einga¨nge
konvergieren alle drei Varianten der Verfahren nach zwei Iterationen, wobei die Entwicklungsstel-
len aller drei Verfahren identisch sind. In Abbildung 10.9 sind die beno¨tigten Berechnungszeiten
graphisch dargestellt.
Der Vergleich der Berechnungszeiten der Verfahren basierend auf dem Block-Arnoldi und dem
globalen Arnoldi-Algorithmus besta¨tigt die Aussagen der theoretischen Analyse der beiden Al-
gorithmen. Der Block-Arnoldi-Algorithmus mit spaltenweiser Berechnung der Matrix V verur-
sacht die gro¨ßten numerischen Kosten aller hier betrachteten Varianten des rationalen Arnoldi-
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Abbildung 10.9: Beno¨tigte Berechnungszeiten der Verfahren MIRA 2o und IRGA 2o - erstes
Beispielmodell
Verfahrens. Bedeutend kleiner ist der Unterschied der numerischen Kosten bei einem Ver-
gleich der Verfahren basierend auf dem Block-Arnoldi-Algorithmus mit blockweiser Berechnung
der Spaltenvektoren der Matrix V und dem Verfahren basierend auf dem globalen Arnoldi-
Algorithmus. Dennoch zeigt sich, besonders bei zunehmender Anzahl an Einga¨ngen, ein Vorteil
zu Gunsten des globalen Arnoldi-Algorithmus.
10.4.4 Adaptive Modellreduktion
In den vorhergehenden Verfahren wurde die Stufe der Krylov-Unterra¨ume zu jeder Entwicklungs-
stelle si mit kˆ = 2 fest gewa¨hlt. Mit dieser Wahl wurde erreicht, dass an jeder Entwicklungsstelle
mindestens die ersten kˆ Momente des reduzierten Systems mit den ersten Momenten des Origi-
nalsystems u¨bereinstimmen.
Anstatt diesen Ansatz weiter zu verfolgen, wird in diesem Abschnitt ein Verfahren entwickelt,
das eine adaptive Methode zur Wahl der Stufe ki des Krylov-Unterraumes zur jeweiligen Ent-
wicklungsstelle si verwendet.
Die Erweiterung der Verfahren mit der iterativen Auswahl der Entwicklungsstellen, die im vor-
hergehenden Abschnitt vorgestellt wurden, resultiert in ein neues Reduktionsverfahren fu¨r Syste-
me zweiter Ordnung, das potenzielle Entwicklungsstellen iterativ und die Stufen der jeweiligen
Krylov-Unterra¨ume zu diesen Entwicklungsstellen adaptiv bestimmt.
10.4.4.1 Adaptive Wahl der Stufe der Krylov-Unterra¨ume fu¨r Systeme erster Ord-
nung
In [39, 113] wurden Reduktionsverfahren entwickelt, die Systeme erster Ordnung mit adaptiver
Wahl der Stufe ki der Krylov-Unterra¨ume zu jeder Entwicklungsstelle si reduzieren.
Das Verfahren, das in [39] vorgestellt wird, basiert auf dem in Abschnitt 9.3.2 vorgestellten Ver-
fahren AORA und stellt eine Weiterentwicklung des Verfahrens fu¨r die Reduktion von MIMO-
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Systemen erster Ordnung dar. Da das Verfahren zudem auf dem globalen Arnoldi-Algorithmus
basiert, wurde das Verfahren adaptiver rationaler globaler Arnoldi-Algorithmus10 (AORGA) ge-
nannt.
Wie das Verfahren AORA bestimmt das Verfahren AORGA bei einer vorgegebenen Dimension
des reduzierten Systems r die Stufen der Krylov-Unterra¨ume ki zu jeder Entwicklungsstelle si
einer fest vorgegebeben Menge von potenziellen Entwicklungsstellen si, i = 1, . . . iˆ adaptiv. Die-
se Bestimmung der Stufen der Krylov-Unterra¨ume ki erfolgt durch die sukzessive Auswahl der
Entwicklungsstellen si, mit deren Hilfe neue Spaltenvektoren, die zur Erweiterung der Projekti-
onsmatrix V dienen, berechnet werden. Dabei erfolgt die Auswahl der Entwicklungsstellen mit
Hilfe des betragsma¨ßig gro¨ßten j-ten Momentenfehlers (9.8) an den mo¨glichen Entwicklungsstel-
len si.
Das mit diesem Algorithmus reduzierte System erzielt somit an den vorgegebenen Entwicklungs-
stellen die Reduzierung des gro¨ßten Momentenfehlers aller mo¨glichen reduzierten Systeme der
gleichen Dimension, die auf Momentenabgleich basieren und die gleichen Entwicklungsstellen
verwenden.
Diese Auswahlmethode fu¨hrt dazu, dass Stellen, an denen die U¨bertragungsfunktion schwer zu
approximieren ist und dadurch fu¨r viele Stufen der Krylov-Unterra¨ume einen großen Momenten-
fehler besitzen, oft als Entwicklungsstellen verwendet werden, wohingegen Stellen, an denen die
U¨bertragungsfunktion bereits gut approximiert wird und somit kleine Momentenfehler besitzen,
kein einziges mal als Entwicklungsstelle verwendet werden. Wie beim Verfahren AORA fu¨hrt
diese Auswahl der Entwicklungsstellen im Ablauf des Reduktionsprozesses zu einer adaptiven
Bestimmung der Stufen der Krylov-Unterra¨ume, die zu den Entwicklungsstellen korrespondieren.
Da das Verfahren auf dem globalen Arnoldi-Algorithmus basiert, erfolgt die Berechnung der
Projektionsmatrix V blockweise, d.h. besitzt die Eingangsmatrix des Systems B m˜ unabha¨ngige
Spaltenvektoren, werden der Projektionsmatrix V nach jeder Iteration des Algorithmus, falls
keine linear abha¨ngigen Vektoren wa¨hrend des Ablaufes des Algorithmus ausgelo¨scht werden, m˜
Spaltenvektoren hinzugefu¨gt.
Mit der adaptiven Bestimmung der Stufe des Krylov-Unterraumes zu einer Entwicklungsstelle
wird somit auch dessen Dimension bestimmt. Die Dimension des reduzierten Systems sollte
demnach mit r als dem Vielfachen der Anzahl der linear unabha¨ngigen Einga¨nge m˜ vorgegeben
werden, damit keine bereits berechneten Spaltenvektoren verworfen werden mu¨ssen.
Der Algorithmus berechnet nach J = r/m˜ Iterationen eine Projektionsbasis mit V =
[V 1 V 2 · · ·VJ ]. In der j-ten Iteration des Algorithmus wird zur Berechnung der Matrix V j
eine Entwicklungsstelle aus der Menge der potenziellen Entwicklungsstellen gewa¨hlt, an der der
maximale Momentenfehler vorhanden ist.
Mit Hilfe eines an den globalen Arnoldi-Algorithmus angepassten Satzes 9.3 aus Abschnitt 9.3.2
wird in [39, 42] der exakte Fehler des k-ten Momentes der U¨bertragungsfunktion eines mit
dem globalen Arnoldi-Algorithmus und einer Entwicklungsstelle s0 reduzierten Systems erster
Ordnung analytisch hergeleitet.
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Satz 10.2 (k-ter Momentenfehler fu¨r Systeme erster Ordnung) Resultiert ein redu-
ziertes MIMO-System erster Ordnung aus der Anwendung der Projektion (10.28), wobei die
ersten j = 0, 1, . . . , k − 1 Momente des reduzierten Systems mit den ersten Momenten des Ori-
ginalsystems an der Entwicklungsstelle s0 zur U¨bereinstimmung gebracht werden und die Matrix
V (k) = [V 0 V 1 · · · V k−1 ] mit Hilfe des globalen Arnoldi-Algorithmus generiert wurde, dann
kann der k-te Momentenfehler εk(s0) an der Entwicklungsstelle s0 als
εk(s0) :=Hk(s0)− Hˆk(s0) = C
(
k∏
i=0
hi+1,i
)
V k, (10.35)
angegeben werden, wobeiHk(s0) und Hˆk(s0) die k-ten Momente der U¨bertragungsfunktionen des
unreduzierten bzw. des reduzierten Systems, h1,0 = ||(s0E−A)−1B||F und hi+1,i fu¨r i = 1, . . . , k
das (i+ 1, i)-te Element der globalen Hessenbergmatrix H(k) (siehe (10.24)) bezeichnet.
Beweis: Siehe [42]. 2
Basierend auf Satz 10.2 lassen sich die Aussagen des Satzes 9.4 bezu¨glich der Berechnung der ji-
ten Momentenfehler εji(si) an den Entwicklungsstellen si, i = 1, . . . , iˆ eines reduzierten Systems,
das aus der Anwendung des Verfahrens AORA resultiert, auf reduzierte Systeme anwenden, die
mit dem globalen Arnoldi-Algorithmus reduziert werden. Diese Vorgehensweise resultiert in den
adaptiven rationalen globalen Arnoldi-Algorithmus11 (AORGA), der in [39] na¨her dargestellt
wird.
Fu¨r dieses Verfahren kann analog zu den Aussagen des Satzes 9.4 in der j-ten Iteration eine effi-
ziente Berechnung der ji-ten Momentenfehler ǫji(si) an den Entwicklungsstellen si, i = 1, . . . , iˆ
bezu¨glich der F -Norm angegeben werden:
ǫji(si) = ||Hji(si)− Hˆji(si)||F = ||hπ(si)CR(j−1)(si)||F , (10.36)
siehe dazu [39]. Dabei ist hπ(si) =
j−1∏
t=1
Γt, mit
Γt =

||R
(t)(si)||, falls si Entwicklungsstelle in der t-ten Iteration
1, sonst
(10.37)
und R(j−1)(si) Werte, die in der vorhergehenden (j − 1)-ten Iteration des Verfahrens AORGA,
berechnet wurden.
Die Bestimmung der Momentenfehler an den potenziellen Entwicklungsstellen dient in der j-ten
Iteration des Verfahrens dazu, die Entwicklungsstelle σj mit dem maximalen Momentenfehler
σj = argmax
si
||hπ(si)CR(j−1)(si)||F (10.38)
zu bestimmen. Demnach muss fu¨r jede vorgegebene Entwicklungsstelle si der Wert hπ(si) und
der Wert CR(j−1)(si) bestimmt werden, wobei der Wert hπ(si) mit dem Wert 1 initialisiert und
und in jeder Iteration, in der die Entwicklungsstelle si ausgewa¨hlt wird mit
hπ(si) = hπ(si) · ||R(j−1)(si)||F (10.39)
aktualisiert wird.
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10.4.4.2 Adaptive Wahl der Stufe der Krylov-Unterra¨ume fu¨r Systeme zweiter
Ordnung
Die beschriebene Methode zur Bestimmung der Entwicklungsstelle mit dem maximalen Mo-
mentenfehler wird hier auf Verfahren zur Reduktion von Systemen zweiter Ordnung u¨bertragen.
Dazu wird analog zu Satz 10.2 eine Gleichung fu¨r den k-ten Momentenfehler (k ≥ 1) fu¨r Systeme
zweiter Ordnung hergeleitet werden. Der Beweis des folgenden Satzes orientiert sich dabei an
der Vorgehensweise wie sie zum Beweis von Satz 2 in [42] dargestellt wird.
Satz 10.3 (k-ter Momentenfehler fu¨r Systeme zweiter Ordnung) Wird ein MIMO-
System zweiter Ordnung der Form (3.1) durch die Projektion (10.33) reduziert, wobei die
ersten j = 0, 1, 2, . . . , k − 1 Momente des reduzierten Systems an der Entwicklungsstelle s0
mit den ersten Momenten des Originalsystems zur U¨bereinstimmung gebracht werden und die
Matrix V (k) = [V 0 V 1 · · · V k−1 ] mit Hilfe des globalen Arnoldi-Algorithmus generiert wurde,
dann kann der k-te Momentenfehler εk(s0) des reduzierten Systems zweiter Ordnung an der
Entwicklungsstelle s0 mit der Gleichung
εk(s0) :=Hk(s0)− Hˆk(s0) = Cv
(
k−1∏
i=0
hi+1,i
)
V k−1 + (Cp + s0Cv)
(
k∏
i=0
hi+1,i
)
V k (10.40)
ausgedru¨ckt werden, wobei Hk(s0) und Hˆk(s0) die k-ten Momente der U¨bertragungsfunktionen
des unreduzierten bzw. des reduzierten Systems, h1,0 = ||(s20M + s0D +K)−1F ||F und hi+1,i
fu¨r i = 1, . . . , k das (i+ 1, i)-te Element der globalen Hessenbergmatrix H(k) bezeichnet.
Beweis: Seien P ∈ Kn×n und Q ∈ Kn×s die Matrizen, die mit dem globalen Arnoldi-
Algorithmus zur Erzeugung der Projektionsmatrix V (k) verwendet werden, wobei die Matrix Q
nur linear unabha¨ngige Spaltenvektoren besitzt. Sei zudem H˜(k) =H(k) ⊗ Im˜, wobei m˜ die An-
zahl der linear unabha¨ngigen Spaltenvektoren der Matrix Q bezeichnet. Dann kann die Gleichung
(10.23) auch als
PV (k) = V (k)H˜(k) + hk+1,kV kE
T
k , (10.41)
mit Ek = ek ⊗ Im˜ geschrieben werden, wobei ek den k-ten Einheitsvektor geeigneter Dimension
bezeichnet. Multipliziert man die Gleichung (10.41) von rechts mit V †(k), dann erha¨lt man die
Gleichung
P = V (k)H˜(k)V
†
(k) + hk+1,kV kE
T
kV
†
(k), (10.42)
Multipliziert man die Gleichung (10.41) (k − 1)-mal von links mit P und mit E1 von rechts
erha¨lt man
P kV (k)E1 = P
k−1V (k)H˜(k)E1 + P
k−1hk+1,kV kE
T
kE1
= V (k)H˜(k)
V
†
(k)V (k)H˜(k)

V
†
(k)V (k)H˜(k) · · · H˜(k)

V
†
(k)V (k)H˜(k)E1 +
hk+1,kV kE
T
k H˜
k−1
(k) E1 + Phk+1,kV kE
T
k H˜
k−2
(k) E1 + P
2hk+1,kV kE
T
k H˜
k−3
(k) E1 +
· · · + P k−2hk+1,kV kETk H˜(k)E1 +P k−1hk+1,kV kETkE1 (10.43)
= V (k)H˜
k
(k)E1 +
k∑
i=1
P i−1hk+1,kV kE
T
k H˜
k−i
(k) E1. (10.44)
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Da H(k) eine obere Hessenbergmatrix ist, gilt E
T
k H˜
ℓ
(k)E1 = 0 fu¨r ℓ = 0, 1, 2, . . . , k − 2 und
ETk H˜
ℓ
(k)E1 =
∏k−1
i=1 hi+1,i fu¨r ℓ = k − 1. Durch Einsetzen in die Gleichung (10.43) erha¨lt man
somit
P kV (k)E1 = V (k)H˜
k
(k)E1 +
hk+1,kV kE
T
k H˜
k−1
(k) E1︸ ︷︷ ︸
hk+1,kV k
Qk−1
i=1 hi+1,i
+
(
(
(
(
(
(
(
(
(
(
((
Phk+1,kV kE
T
k H˜
k−2
(k) E1︸ ︷︷ ︸
0
+
(
(
(
(
(
(
(
(
(
(
((
P 2hk+1,kV kE
T
k H˜
k−3
(k) E1︸ ︷︷ ︸
0
+
· · · +
(
(
(
(
(
(
(
(
(
(
(
((
P k−2hk+1,kV kE
T
k H˜(k)E1︸ ︷︷ ︸
0
+
(
(
(
(
(
(
(
(
(
(
P k−1hk+1,kV kE
T
kE1︸ ︷︷ ︸
0
(10.45)
= V (k)H˜
k
(k)E1 +
(
k∏
i=1
hi+1,i
)
V k. (10.46)
Mit Hilfe der Definition 3.12 der Momente von Systemen zweiter Ordnung an einer Entwick-
lungsstelle s0 ∈ C in Abschnitt 3.2 und mit der Projektion (10.33) kann der k-te (k ≥ 1)
Momentenfehler mit
εk(s0) := Hk(s0)− Hˆk(s0)
=
[
Cv · P k−1Q+ (Cp + s0Cv) · P kQ
]
−
[
CvV (k−1) · V †(k−1)P k−1V (k−1) · V †(k−1)Q
+ (Cp + s0Cv)V (k) · V †(k)P kV (k) · V †(k−1)Q
]
(10.47)
angegeben werden. Da Q = V (k−1)E1h1,0 gilt, kann der Momentenfehler εk(s0) auch als
εk(s0) =
[
Cv · P k−1V (k−1)E1h1,0 + (Cp + s0Cv) · P kV (k)E1h1,0
]
−[
CvV (k−1) · V †(k−1)PV (k−1) · V †(k−1)Q+ (Cp + s0Cv)V (k) · V †(k)PV (k) · V †(k)Q
]
(10.48)
geschrieben werden. Nach Umsortieren der Terme erha¨lt man
εk(s0) = Cv
[
(P k−1V (k−1)E1)h1,0 − V (k−1)V †(k−1)PV (k−1)V †(k−1)Q
]
+(Cp + s0Cv)
[
(P kV (k)E1)h1,0 − V (k)V †(k)PV (k)V †(k)Q
]
. (10.49)
Durch Ersetzen von P k−1V (k)E1 und P
kV (k)E1 in Gleichung (10.48) durch den Ausdruck
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(10.45) erha¨lt man:
εk(s0) = Cv
[(
V (k−1)H˜
k−1
(k−1)E1 +
k−1∏
i=1
hi+1,iV k−1
)
h1,0 − V (k−1)V †(k−1)PV (k−1)V †(k−1)Q
]
+ (Cp + s0Cv)
[(
V (k)H˜
k
(k)E1 +
k∏
i=1
hi+1,iV k
)
h1,0 − V (k)V †(k)PV (k)V †(k)Q
]
(10.50)
= CvV (k−1)H˜
k−1
(k−1)E1h1,0 +Cv
(
k−1∏
i=1
hi+1,iV k−1
)
h1,0
− CvV (k−1)V †(k−1)PV (k−1)V †(k−1)Q+ (Cp + s0Cv)V (k)H˜
k
(k)E1h1,0
+ (Cp + s0Cv)
(
k∏
i=1
hi+1,iV k
)
h1,0 − (Cp + s0Cv)V (k)V †(k)PV (k)V †(k)Q. (10.51)
Da nach Voraussetzung das k − 1-te und das k-te Moment des reduzierten Systems mit denen
des Originalsystems u¨bereinstimmen, erha¨lt man durch Ku¨rzen des ersten und dritten sowie des
vierten und sechsten Terms:
εk(s0) =
(
(
(
(
(
(
(
(
(
(
((
CvV (k−1)H˜
k−1
(k−1)E1h1,0 +Cv
(
k−1∏
i=1
hi+1,iV k−1
)
h1,0
−
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
((
CvV (k−1)V
†
(k−1)PV (k−1)V
†
(k−1)Q+
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(Cp + s0Cv)V (k)H˜
k
(k)E1h1,0
+ (Cp + s0Cv)
(
k∏
i=1
hi+1,iV k
)
h1,0 −
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(Cp + s0Cv)V (k)V
†
(k)PV (k)V
†
(k)Q
(10.52)
= Cv
(
k−1∏
i=1
hi+1,i
)
V k−1 h1,0 + (Cp + s0Cv)
(
k∏
i=1
hi+1,i
)
V k h1,0 (10.53)
= Cv
(
k−1∏
i=0
hi+1,i
)
V k−1 + (Cp + s0Cv)
(
k∏
i=0
hi+1,i
)
V k. (10.54)
2
Die Auswahl neuer Entwicklungsstellen erfolgt, dies wie beim Verfahren AORGA fu¨r Systeme
erster Ordnung bereits beschrieben wurde, durch die Bestimmung der maximalen Momenten-
fehler. Die Berechnung der maximalen Momentenfehler erfolgt dabei analog dem Vorgehen bei
Verfahren zur Reduktion von Systemen erster Ordnung mit den Aussagen, die der Satz 9.4 in
Abschnitt 9.3 liefert. Demnach ist der ji-ten Momentenfehler ǫji(si) der U¨bertragungsfunktion
des reduzierten Systems an den potenziellen Entwicklungsstellen si, i = 1, . . . , iˆ bezu¨glich der
F -Norm in der j-ten Iteration des Verfahrens zur Reduktion von Systemen zweiter Ordnung
u¨ber die Gleichung
ǫji(si) := ||Hji(si)− Hˆji(si)||F
= ||h(j−2)π (si)CvR(j−2)(si) + h(j−1)π (si)(Cp + siCv)R(j−1)(si)||F (10.55)
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zu bestimmen, wobei Hji(si) und Hˆji(si) die ji-ten Momente der U¨bertragungsfunktion des
originalen bzw. des reduzierten Systems zweiter Ordnung bezeichnen. Die Werte R(j−1)(si) und
R(j−2)(si) werden in der (j − 1)-ten bzw. (j − 2)-ten Iteration des Verfahrens und die Werte
h
(j−2)
π (si) =
j−2∏
t=1
Γt sowie h
(j−1)
π (si) =
j−1∏
t=1
Γt, werden mit
Γt =

||R
(t)(si)||F , falls si Entwicklungsstelle in der t-ten Iteration
1, sonst
(10.56)
berechnet.
10.4.4.3 Der adaptive iterative rationale globale Arnoldi-Algorithmus fu¨r Systeme
zweiter Ordnung (AIRGA 2o)
In diesem Abschnitt wird ein neues Verfahren zur Reduktion von Systemen zweiter Ordnung der
Form (3.1) vorgestellt, das auf einer iterativen Wahl potenzieller Entwicklungsstellen in Kom-
bination mit einer adaptiven Wahl der Stufe der dazu korrespondierenden Krylov-Unterra¨ume
basiert.
Das neu entwickelte Verfahren geht dabei aus dem Verfahren IRGA 2o, der Methode zur ite-
rativen Bestimmung der Entwicklungstellen, wie sie im Verfahren MIRA 2o und der adaptiven
Bestimmung der Stufe der Krylov-Unterra¨ume zu den Entwicklungsstellen, wie sie im Verfahren
AORGA verwendet wird, hervor.
Das kombinierte Verfahren wird im weiteren als adaptiver iterativer rationaler globaler Arnoldi-
Algorithmus12 fu¨r Systeme zweiter Ordnung (AIRGA 2o) genannt und zeichnet sich dadurch
aus, dass es auf dem globalen Arnoldi-Algorithmus basiert und ein reduziertes System zwei-
ter Ordnung durch iterative Bestimmung potenzieller Entwicklungsstellen in Verbindung mit
einer adaptiven Bestimmung der Stufe der Krylov-Unterra¨ume zu diesen Entwicklungsstellen
berechnet.
Der Vorteil, der sich durch dieses Verfahrens gegenu¨ber existierenden Verfahren ergibt, besteht
somit darin, dass der Anwender von der Eingabe von Entwicklungsstellen und der Festlegung
der Anzahl der Entwicklungen an den Entwicklungsstellen enthoben werden kann.
Dazu erfolgt im Algorithmus 22 des Verfahrens AIRGA 2o die Berechnung der Projektionsmatrix
V durch eine, zur Anwendung auf Systeme zweiter Ordnung angepasste, modifizierte Version
der adaptiven Methode zur Bestimmung der Stufe der verwendeten Krylov-Unterra¨ume des
Verfahrens AORGA.
In der j-ten Iteration des Verfahrens AIRGA 2o wird in Zeile 14 des Algorithmus 22 die rech-
te Seite der Gleichung (10.55) verwendet, um die Entwicklungsstelle σj mit dem maximalen
Momentenfehler
σj = argmax
si
||h(j−2)π (si)CvR(j−2)(si) + h(j−1)π (si)(Cp + siCv)R(j−1)(si)||F (10.57)
des reduzierten Systems zweiter Ordnung zu bestimmen. Dabei werden die Werte R(j−2)(si)
und R(j−1)(si) in Zeile 28 bzw. 27 der vorhergehenden (j−1)-ten Iteration berechnet. Der Wert
12In Englisch: Adaptive Order Iterative Rational Global Arnoldi Algorithmus
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h
(0)
π (si) wird mit 1 initialisiert und bei jeder Iteration, in der die Stelle si als Entwicklungsstelle
ausgewa¨hlt wird, mit
h(j)π (si) = h
(j−1)
π (si) · ||R(j−1)(si)||F (10.58)
aktualisiert (Zeile 20).
Da die Wahl der Stufe des Krylov-Unterraumes an jeder Entwicklungsstelle si durch eine ad-
aptive Methode stattfindet, ist die Anzahl der Momente des reduzierten Systems, die mit den
ersten Momenten der U¨bertragungsfunktion des originalen Systems an den Entwicklungstellen
zur U¨bereinstimmung gebracht werden, unterschiedlich hoch.
Im Gegensatz zu den vorhergehenden Verfahren ko¨nnen somit a priori keine Aussagen u¨ber die
Anzahl der Momente, die an jeder Entwicklungsstelle zur U¨bereinstimmung gebracht werden,
gemacht werden.
Der Algorithmus des entwickelten Verfahrens ist als Algorithmus 22 in Pseudocode dargestellt
und die Abbildung 10.10 gibt den Ablauf dieses Algorithmus in einem Ablaufdiagramm wieder.
10.4.4.4 Der vollsta¨ndige adaptive iterative rationale globale Arnoldi-Algorithmus
fu¨r Systeme zweiter Ordnung (VAIRGA 2o)
Das Verfahren AIRGA 2o verwendet die im vorhergehenden Abschnitt 10.3.2 vorgestellte Me-
thode zur Bestimmung der Entwicklungsstellen. Bei dieser Methode werden die Eigenwerte des
reduzierten Systems in einem vorgegebenen Frequenzbereich zur iterativen Bestimmung neuer
Entwicklungsstellen herangezogen. Um eine Ha¨ufung von Entwicklungsstellen an einer Stelle des
Frequenzbereiches zu vermeiden wurde ein Parameter ∆ verwendet, der es ermo¨glicht nur sol-
che Eigenwerte zu betrachten, die eine bestimmte Distanz voneinender aufweisen. Dadurch wird
sicher gestellt, dass die neuen Entwicklungsstellen u¨ber den Frequenzbereich verteilt liegen.
Da die Wahl des Wertes des Parameters mit ∆ = (maximale relevante Frequenz ·
2π)/(Anzahl Anfangsentwicklungsstellen − 1) = (2π ·fmax)/(ˆi − 1) intuitiv erfolgt, wird an die-
ser Stelle eine Variante des Verfahrens AIRGA 2o vorgestellt, die auf die Verwendung einer
festgelegten minimalen Distanz verzichtet.
Bei dieser Variante des Verfahren AIRGA 2o wird der Parameter ∆ in Algorithmus 22 mit
∆ = 0 gewa¨hlt, was zur Folge hat, dass der Algorithmus Stellenauswahl (Algorithmus 15) fu¨r
die folgende Reduktions-Iteration alle Eigenwerte des reduzierten Systems im vorgegebenen Fre-
quenzbereich zur Bestimmung neuer Entwicklungsstellen verwendet.
Zudem wird die Anzahl der potenziellen Entwicklungsstellen der folgenden Reduktions-Iteration
nicht auf iˆ Stellen beschra¨nkt (Algorithmus 22, Zeile 38 entfa¨llt), wodurch der folgenden
Reduktions-Iteration, wenn genu¨gend Eigenwerte vorhanden sind, somit ks ≥ iˆ potenzielle Ent-
wicklungsstellen der adaptiven Bestimmung der Stufen der dazu korrespondierenden Krylov-
Unterra¨ume zur Verfu¨gung stehen. Dadurch ist es mo¨glich, dass die Anzahl der potenziellen
Entwicklungsstellen mit zunehmender Anzahl der Reduktions-Iterationen ansteigt.
Das Verfahren wird wegen der Verwendung der vollsta¨ndigen Menge der im vorgegebenen Fre-
quenzbereich liegenden Eigenwerte zur Bestimmung der Entwicklungsstellen der folgenden Itera-
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Abbildung 10.10: Ablaufdiagramm des Adaptiven iterativen rationalen globalen Arnoldi-
Algorithmus fu¨r Systeme zweiter Ordnung (AIRGA 2o)
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Algorithmus 22 Adaptiver iterativer rationaler globaler Arnoldi-Algorithmus fu¨r Systeme zwei-
ter Ordnung (AIRGA 2o)
Eingabe: System Σ2o mit Matrizen M ,D,K ,F ,Cp,Cv; Vektor mit Anfangsentwicklungsstellen s; reduzierte
Dimension r; Deflationstoleranz τ ; Toleranz tol < 1; Distanzparameter ∆; maximale relevante Frequenz fmax
Ausgabe: Reduziertes System Σˆ2o mit Systemmatrizen Mˆ , Dˆ, Kˆ , Fˆ , Cˆp, Cˆv; Sequenz der verwendeten Ent-
wicklungsstellen σj , j = 1, . . . , ⌈r/m⌉
1: function [Mˆ , Dˆ, Kˆ , Fˆ , Cˆp, Cˆv, ki, σi ] = AIRGA 2o(M ,D,K ,F ,Cp,Cv, s, r, τ, tol,∆, fmax )
2: δ = 1; iter = 0; iˆ = length(s); R = 0; ∆ = 1  Initialisierungen
3: Entferne alle linear abha¨ngigen Spaltenvektoren der Matrix F
4: m˜ = Spaltenanzahl(F )
5: J := ⌈r/m˜⌉  Anzahl der Global-Arnoldi-Iterationen
6: while δ > tol  Reduktions-Iterationen
7: iter = iter + 1
8: V = [ ]  (Re-)Initialisierung
9: for i = 1 : length(s)
10: R−1(si) = 0; h
(−1)
π (si) = 0
11: R(0)(si) := (s
2
iM + siD +K)
−1F ; h
(0)
π (si) := 1  Residuum des 0. Momentes bei si
12: end for
13: for j = 1, 2, . . . , J  Global-Arnoldi-Iterationen
14: σj = argmaxsi ||h(j−2)π (si)CvR(j−2)(si) + h(j−1)π (si)(Cp + siCv)R(j−1)(si)||F  Auswahl von σj
15: hj,j−1(σj) := ||R(j−1)(σj)||F
16: V j := R
(j−1)(σj)/hj,j−1(σj)  F -Orthonormalisierung der Spalten von V j
17: for i = 1 : length(s)  Berechne die Residuen R(j)(si) fu¨r die na¨chste Iteration
18: if (si == σj)
19: Z = −(s2iM + siD +K)−1MV j
20: h
(j)
π (si) = h
(j−1)
π (si) · hj,j−1(σj)
21: Berechne die Rank-Revealing-QR-Zerlegung: WR = Z ; t = rang(Z, τ )
22: R(j)(si) =W (:, 1 : t)
23: else
24: R(j)(si) = R
(j−1)(si); h
(j)
π (si) = h
(j−1)
π (si)
25: end if
26: for t = 1, 2, . . . , j  F -Orthogonalisierung
27: u = columns(R(j)(si)); γt,j(si) = spur((V t(:, 1 : u))
∗R(j)(si))
28: v = columns(R(j−1)(si)); δt,j(si) = spur((V t(:, 1 : v))
∗R(j−1)(si))
29: R(j)(si) = R
(j)(si)− γt,j(si)V t(:, 1 : u); R(j−1)(si) = R(j−1)(si)− δt,j(si)V t(:, 1 : v)
30: end for
31: end for
32: end for
33: Vˇ = [V 1V 2 · · ·V J ]  Erstellen der Matrix V
34: Berechne die Rank-Revealing-QR-Zerlegung: V˜ R = Vˇ ; t = rang(Vˇ , τ )
35: V = V˜ (:, 1 : min{r, t})  Dimensionsanpassung, wenn r kein Vielfaches von m
36: Berechne Σˆ2o mit Mˆ , Dˆ, Kˆ , Fˆ , Cˆp, Cˆv wie in (5.17)  Generiere reduziertes System Σˆ2o
37: [ s, R ] = stellenauswahl( Σˆ2o, s, R,∆, fmax ); Algorithmus 15
38: s = s(1 : iˆ)
39: Σˆ2o,alt ← Σˆ2o
40: if iter > 1
41: Berechne δ = ||Σˆ2o,alt − Σˆ2o|| mit einer geeigneten Norm || · ||
42: end if
43: end while
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tion vollsta¨ndiger adaptiver iterativer rationaler globaler Arnoldi-Algorithmus fu¨r Systeme zwei-
ter Ordnung (VAIRGA 2o) genannt.
10.4.4.5 Diskussion der Approximationseigenschaften
Um die Eigenschaften des in diesem Kapitel entwickelten adaptiven Verfahren AIRGA 2o und
VAIRGA 2o mit den beiden bereits vorgestellten Verfahren MIRA 2o und IRGA 2o zu untersu-
chen, werden die vier Verfahren auf die beiden vorgestellten Beispielmodelle angewendet.
Der Vergleich erfolgt bezu¨glich der relativen Approximationsfehler (10.3) und (10.5), wobei das
Frequenzintervall [ 0 Hz, 500 Hz ] als relevantes Intervall betrachtet wird.
Dabei werden die Kylov-Unterraum-Verfahren, wie bereits im vorhergehenden Abschnitt, auch
auf Unterschiede in den Approximationsergebnissen bei Anwendung auf ungeda¨mpfte Syste-
me mit anschließender proportionaler Da¨mpfung mit den reduzierten Systemmatrizen und der
direkten Anwendung auf proportional geda¨mpfte Systeme untersucht.
Die reduzierten Systeme bei Anwendung der Krylov-Unterraum-Verfahren auf ungeda¨mpfte
Systeme werden MIRA ND, IRGA ND, AIRGA ND und VAIRGA ND genannt, wohingegen
die reduzierten Systeme bei Anwendung der Krylov-Unterraum-Algorithmen auf proportional
geda¨mpfte Systeme MIRA PD, IRGA PD, AIRGA PD und VAIRGA PD genannt werden.
Erstes Beispielmodell
Zuna¨chst erfolgt die Betrachtung der Approximationsergebnisse der reduzierten Systeme anhand
des ersten Beispielmodells der Dimension 4 983, das vier Einga¨nge und sechs Ausga¨nge besitzt.
Dazu erfolgt ein Vergleich der Approximationsergebnisse der mit den verschiedenen Verfahren
reduzierten Systeme.
In Anhang A.1 sind die Approximationsfehler des mit den verschiedenen Verfahren reduzierten
ersten Beispielmodells der Dimension 16, 24, 32 und 40 dargestellt. Zur ausfu¨hrlichen Darstellung
der Approximationsergebnisse wird hier die reduzierte Dimension 32 gewa¨hlt, da diese Dimension
mit den Dimensionen reduzierter Systeme, die aus der Anwendung etablierter Reduktionsverfah-
ren auf Modelle dieser Gro¨ßenordnung resultieren, vergleichbar ist und die reduzierten Systeme
mit dieser Dimension im gewa¨hlten Frequenzbereich bereits sehr gute Approximationsergebnisse
liefern.
Die Krylov-Unterraum reduzierten Modelle mit reduzierter Dimension 32 werden dazu einem
modal reduzierten Modell der gleichen Dimension (MODAL 2o) gegenu¨bergestellt, welches mit
dem FEM-Programm MSC.NastranR© generiert wird. Diese Dimension des modal reduzierten
Systems entspricht dabei der Anzahl der Eigenmoden im Intervall [ 0 Hz, 1464.1 Hz ].
Die Algorithmen der Reduktionsverfahren (Algorithmus 19, Algorithmus 21 und Algorithmus
22) werden mit den Anfangsentwicklungsstellen ı · 2π, 166ı · 2π, 332ı · 2π und 500ı · 2π sowie
τ = 10−30, tol = 10−5, fmax = 500 und ∆ = (500/3) ·2π (AIRGA 2o) bzw. ∆ = 0 (VAIRGA 2o)
verwendet. Die Algorithmen des Verfahrens MIRA 2o (Algorithmus 19) und des Verfahrens
IRGA 2o (Algorithmus 21) verwenden fu¨r die Stufe des Krylov-Unterraumes ki = [k]i = 2 an
jeder Entwicklungsstelle si = [s]i, i = 1, . . . , iˆ. Die Dimension der reduzierten Systeme r ergibt
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sich durch die Anzahl der Anfangsentwicklungsstellen iˆ, der Stufe des Krylov-Unterraumes ki
an jeder Entwicklungsstelle si und der Anzahl der (linear unabha¨ngigen) Einga¨nge m˜ = 4 damit
zu r = m˜ · iˆ · kˆ = 4 · 4 · 2 = 32.
Die Ergebnisse der verschiedenen Reduktionsverfahren sind in der Tabelle 10.3 und die ver-
wendeten Entwicklungsstellen in der letzten Iteration der Verfahren und deren Verwendungs-
reihenfolge sind in der Tabelle 10.4 bzw. Tabelle 10.5 zusammengefasst. Da die Berechnung
des modal reduzierten Systems mit des FEM-Programms MSC.NastranR© erfolgt, die bezu¨glich
der Berechnungszeit und des Speicherbedarfs optimale Algorithmen verwendet, wird hier auf
den Vergleich der Berechnungszeit des modal reduzierten Systems mit den u¨brigen reduzierten
Systemen verzichtet.
Die Abbildungen 10.11 und 10.13 geben den Verlauf der relativen Fehler (10.3) und (10.5) der
verschiedenen reduzierten Modelle wieder. In den Abbildungen 10.12 und 10.14 ist ein Vergleich
der Verfahren AIRGA ND und VAIRGA ND bzw. AIRGA PD und VAIRGA PD dargestellt.
Tabelle 10.3: Ergebnisse der untersuchten Reduktionsverfahren - erstes Beispielmodell
Verfahren Moden Zeit Anzahl Fehler Fehler Fehler
[s] Iterationen ǫmax(I) (10.4) ǫmax (10.6) ǫrel (10.7)
MODAL 2o 32 – 2 20.56 3.84 · 10−3 14.5 · 10−3
Verfahren mit Anwendung auf das ungeda¨mpfte System
MIRA ND – 6.25 2 11.82 · 10−3 0.86 · 10−6 11.9 · 10−3
IRGA ND – 5.64 2 0.24 · 10−3 17.06 · 10−6 10.8 · 10−3
AIRGA ND – 9.97 2 10.89 · 10−3 9.73 · 10−6 14 · 10−3
VAIRGA ND – 23.13 2 3.63 · 10−3 2.44 · 10−6 13.1 · 10−3
Verfahren mit Anwendung auf das proportional geda¨mpfte System
MIRA PD – 9.05 2 6.14 · 10−3 2.13 · 10−6 9.4 · 10−3
IRGA PD – 8.25 2 0.47 · 10−3 10.69 · 10−6 9.5 · 10−3
AIRGA PD – 14.61 2 24.73 · 10−3 21.81 · 10−6 12.1 · 10−3
VAIRGA PD – 27.95 2 0.67 · 10−3 2.86 · 10−6 12.1 · 10−3
Tabelle 10.4: Entwicklungsstellen der letzten Iteration der untersuchten Reduktionsverfahren -
erstes Beispielmodell
Nr. Entwicklungsstelle Nr. Entwicklungsstelle Nr. Entwicklungsstelle
1 1.59 · 10−3 + 0.11 ı 2 0.24 + 75.68 ı 3 0.38 + 95.50 ı
4 0.39 + 95.81 ı 5 0.39 + 96.00 ı 6 1.19 + 168.28 ı
7 1.29 + 175.09 ı 8 2.70 + 253.68 ı 9 10.38 + 497.59 ı
Beim Vergleich der Fehlerverla¨ufe in Abbildung 10.11 und Abbildung 10.13 mit dem modal re-
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Tabelle 10.5: Reihenfolge der Verwendung der Entwicklungsstellen in der letzten Iteration der
untersuchten Reduktionsverfahren - erstes Beispielmodell
Verfahren Reihenfolge der verwendeten Enwicklungsstellen
MIRA ND, IRGA ND 1, 1, 9, 9, 2, 2, 8, 8
MIRA PD, IRGA PD
AIRGA ND, AIRGA PD 1, 9, 2, 1, 8, 2, 8, 1
VAIRGA ND 1, 9, 5, 3, 2, 6, 4, 7
VAIRGA PD 1, 9, 5, 3, 2, 6, 7, 8
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Abbildung 10.11: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND,
AIRGA ND und VAIRGA ND - erstes Beispielmodell
duzierten Modell MODAL 2o, zeigt sich fu¨r alle Krylov-Unterraum-Verfahren eine durchgehend
deutlich bessere Approximation des relevanten Frequenzbereiches bis 500 Hz. Das Verfahren
AIRGA 2o weist sogar im gesamten relevanten Frequenzbereich eine bessere Approximation als
das modal reduzierte Modell auf.
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Abbildung 10.12: Relative Fehler der reduzierten Systeme MODAL 2o, AIRGA ND und VAIR-
GA ND mit verwendeten Entwicklungsstellen in der letzten Iteration der Krylov-Unterraum-
Verfahren (gru¨n: Entwicklungsstelle des Verfahrens AIRGA ND, magenta: Entwicklungsstellen
des Verfahrens VAIRGA ND, schwarz: Entwicklungsstellen beider Verfahren) - erstes Beispiel-
modell
Bei einem Vergleich der Ergebnisse der vier in dieser Arbeit vorgestellten Krylov-Unterraum-
Verfahren bezu¨glich des relativen Fehlers εrel(f) zeigt sich ein Vorteil des Verfahrens VAIRGA 2o
gegenu¨ber den u¨brigen Verfahren.
Die mit den Verfahren MIRA 2o, IRGA 2o und AIRGA 2o reduzierten Systeme zeigen ab 96
Hz eine deutliche Verringerung der Approximationsgu¨te, wohingegen die reduzierten Systeme
VAIRGA ND und VAIRGA PD das Originalsystem bis zu einer Frequenz von 235 Hz besser
approximieren.
Der Grund dafu¨r ist in der Verwendung aller Eigenwerte des in der vorhergehenden Iteration
reduzierten Systems im relevanten Frequenzbereich zur Bestimmung potenzieller Entwicklungs-
stellen in der aktuellen Iteration und der adaptiven Bestimmung geeigneter Entwicklungsstellen
aus der Menge dieser Eigenwerte zu sehen. Allerdings steigt der Approximationsfehler der mit
diesem Verfahren reduzierten Systeme bei ho¨heren Frequenzen schnell an, was durch die Konzen-
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Abbildung 10.13: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD,
AIRGA PD und VAIRGA PD - erstes Beispielmodell
tration der adaptiv ausgewa¨hlten Entwicklungsstellen im niederfrequenten Bereich zu erkla¨ren
ist. Zudem beno¨tigt das Verfahren VAIRGA 2o wegen der ho¨heren Anzahl von potenziellen
Entwicklungsstellen und der durchzufu¨hrenden adaptiven Bestimmung neuer Entwicklungsstel-
len deutlich mehr Berechnungszeit als die u¨brigen Verfahren, die nur eine beschra¨nkte Anzahl
von Eigenwerten im relevanten Frequenzintervall zur Bestimmung neuer potenzieller Entwick-
lungsstellen verwenden.
Bei einem Vergleich der Ergebnisse der reduzierten Systeme, die aus der Anwendung der Verfah-
ren MIRA und IRGA auf das ungeda¨mpfte bzw. das proportional geda¨mpfte System resultieren,
zeigen sich, bis auf eine etwas bessere Approximation an den Entwicklungsstellen der reduzierten
Systeme MIRA ND und IRGA ND, anna¨hernd identische Approximationsergebnisse.
Bei Betrachtung der reduzierten Systeme AIRGA ND und AIRGA PD sowie VAIRGA ND und
VAIRGA PD, die aus der Anwendung des Verfahrens AIRGA 2o bzw. VAIRGA 2o auf das un-
geda¨mpfte bzw. das proportional geda¨mpfte System erzielt werden, zeigt das aus der Anwendung
auf das proportional geda¨mpfte System resultierende reduzierte System AIRGA PD bessere Ap-
proximationsergebnisse als das aus der Anwendung auf das ungeda¨mpfte System resultierende
226 10.4 Verfahren basierend auf dem globalen Arnoldi-Algorithmus
0 100 200 300 400 500 600 700
10−10
10−5
100
f [Hz]
ε r
el
( f
, I 
)
MODAL_2o
AIRGA_PD
VAIRGA_PD
(a) Relativer Fehler ǫrel(f, I)
0 100 200 300 400 500 600 700
10−10
10−5
100
f [Hz]
ε r
el
( f
 )
MODAL_2o
AIRGA_PD
VAIRGA_PD
(b) Relativer Fehler ǫrel(f)
Abbildung 10.14: Relative Fehler der reduzierten Systeme MODAL 2o, AIRGA PD und VAIR-
GA PD mit verwendeten Entwicklungsstellen in der letzten Iteration der Krylov-Unterraum-
Verfahren (magenta: Entwicklungsstellen des Verfahrens VAIRGA PD, schwarz: Entwicklungs-
stellen beider Verfahren) - erstes Beispielmodell
reduzierte System AIRGA ND. Das reduzierte System VAIRGA 2o erzielt auch im Vergleich
mit den reduzierten Systemen MIRA PD und IRGA PD die besten Approximationsergebnisse
bezu¨glich der hier betrachteten Fehlermaße.
Zweites Beispielmodell
Die Beurteilung der Approximationsergebnisse der Krylov-Unterraum reduzierten Systeme des
zweiten Beispielmodells der Dimension 54 885, das vier Einga¨nge und vier Ausga¨nge besitzt,
erfolgt anhand reduzierter Systeme der Dimension 48, die einem modal reduzierten Modell der
gleichen Dimension (MODAL 2o) gegenu¨bergestellt und verglichen werden, welches mit dem
FEM-Programm MSC.NastranR© generiert wird. Die Dimension des modal reduzierten Systems
entspricht dabei der Anzahl der Eigenmoden im Intervall [ 0 Hz, 1264.5 Hz ].
In Anhang A.2 sind die Approximationsfehler des mit den verschiedenen Verfahren reduzier-
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ten zweiten Beispielmodells der Dimension 32, 40, 48 und 56 dargestellt. Zur ausfu¨hrlichen
Darstellung der Approximationsergebnisse wird die reduzierte Dimension 48 gewa¨hlt, da diese
Dimension mit den Dimensionen reduzierter Systeme, die aus der Anwendung etablierter Reduk-
tionsverfahren auf Modelle dieser Gro¨ßenordnung resultieren, vergleichbar ist und die reduzierten
Systeme mit dieser Dimension im gewa¨hlten Frequenzbereich bereits gute Approximationsergeb-
nisse liefern.
Die Algorithmen der Reduktionsverfahren (Algorithmus 19, Algorithmus 21 und Algorithmus
22) werden dazu mit den Anfangsentwicklungsstellen ı ·2π, 100ı ·2π, 200ı ·2π, 300ı ·2π, 400ı ·2π
und 500ı · 2π sowie τ = 10−30, tol = 10−5, fmax = 500 und ∆ = (500/5) · 2π (AIRGA 2o) bzw.
∆ = 0 (VAIRGA 2o) verwendet. Fu¨r die Algorithmen des Verfahrens MIRA 2o (Algorithmus
19) und des Verfahrens IRGA 2o (Algorithmus 21) werden fu¨r die Anzahl der Entwicklungen
pro Entwicklungsstelle kˆ = 2 verwendet. Die Dimension der reduzierten Systeme r = 48 ergibt
sich durch die Anzahl der Anfangsentwicklungsstellen iˆ, der Stufe des Krylov-Unterraumes ki
an jeder Entwicklungsstelle si und der Anzahl der (linear unabha¨ngigen) Einga¨nge m˜ damit zu
r = m˜ · iˆ · kˆ = 6 · 4 · 2 = 48.
Die Ergebnisse der verschiedenen Reduktionsverfahren sind in der Tabelle 10.6 und die verwende-
ten Entwicklungsstellen in der letzten Iteration der Verfahren und deren Verwendungsreihenfolge
sind in der Tabelle 10.7 bzw. 10.8 zusammengefasst. Da die Berechnung des modal reduzierten
Systems mit des FEM-Programms MSC.NastranR© erfolgt, die bezu¨glich der Berechnungszeit
und des Speicherbedarfs optimale Algorithmen verwendet, wird hier auf den Vergleich der Be-
rechnungszeit des modal reduzierten Systems mit den u¨brigen reduzierten Systemen verzichtet.
Die Abbildungen 10.15 und 10.17 geben den Verlauf der relativen Fehler (10.3) und (10.5) der
verschiedenen reduzierten Modelle wieder. In den Abbildungen 10.16 und 10.18 ist ein Vergleich
der Verfahren AIRGA ND und VAIRGA ND bzw. AIRGA PD und VAIRGA PD dargestellt.
Tabelle 10.6: Ergebnisse der untersuchten Reduktionsverfahren - zweites Beispielmodell
Verfahren Moden Zeit Anzahl Fehler Fehler
[s] Iterationen ǫmax(I) (10.4) ǫmax (10.6)
MODAL 2o 48 – – 39.74 0.82
Verfahren mit Anwendung auf das ungeda¨mpftes System
MIRA ND – 251.85 2 19.30 · 10−6 1.14 · 10−6
IRGA ND – 343.67 2 1.18 · 10−6 61.69 · 10−9
AIRGA ND – 786.98 2 13.36 · 10−3 28.77 · 10−6
VAIRGA ND – 1349.10 2 14.22 · 10−6 0.52 · 10−6
Verfahren mit Anwendung auf das proportional geda¨mpfte System
MIRA PD – 337.05 2 22.10 · 10−6 1.20 · 10−6
IRGA PD – 455.61 2 1.05 · 10−6 57.98 · 10−9
AIRGA PD – 1065.90 2 1.44 · 10−3 2.31 · 10−6
VAIRGA PD – 1629.90 2 8.30 · 10−6 0.41 · 10−6
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Tabelle 10.7: Entwicklungsstellen der letzten Iteration der untersuchten Reduktionsverfahren -
zweites Beispielmodell
Nr. Entwicklungsstelle Nr. Entwicklungsstelle Nr. Entwicklungsstelle
1 4.92 · 10−3 + 48.07 ı 2 8.83 · 10−3 + 64.62 ı 3 2.31 · 10−2 + 104.74 ı
4 2.78 · 10−2 + 115 ı 5 5.30 · 10−2 + 158.91 ı 6 7.83 · 10−2 + 193.26 ı
7 8.26 · 10−2 + 198.5 ı 8 0.18 + 290.00 ı 9 0.22 + 322.24 ı
10 0.31 + 386.44 ı 11 0.34 + 402.57 ı 12 0.38 + 428.30 ı
13 0.44 + 459.32 ı 14 0.52 + 497.59 ı
Tabelle 10.8: Reihenfolge der Verwendung der Entwicklungsstellen in der letzten Iteration der
untersuchten Reduktionsverfahren - zweites Beispielmodell
Verfahren Reihenfolge der verwendeten Enwicklungsstellen
MIRA ND, MIRA PD 1, 1, 14, 14, 2, 2, 6, 6, 9, 9, 12, 12
IRGA ND, IRGA PD
AIRGA ND 1, 14, 2, 6, 9, 12, 12, 12, 1, 2, 9, 6
AIRGA PD 1, 14, 2, 6, 9, 12, 12, 12, 1, 2, 9, 12
VAIRGA ND, VAIRGA PD 1, 14, 2, 3, 4, 5, 6, 7, 8, 10, 11, 13
Beim Vergleich der Fehlerverla¨ufe in Abbildung 10.15 und Abbildung 10.17 ist ersichtlich, dass
Krylov-Unterraum-Verfahren auch bei der Reduktion von großen und umfangreichen Modellen
verwendet werden ko¨nnen. Mit allen hier vorgestellten Krylov-Unterraum-Verfahren konnten
gute Approximationen des Frequenzganges im gewa¨hlten Frequenzintervall erzielt werden.
Die Approximationsergebnisse der Verfahren sind im Vergleich zu dem modal reduzierten Modell
der gleichen Dimension durchgehend deutlich besser.
Auch bei diesem Beispielmodell wird die innerhalb eines vorgegebenen Frequenzintervalls erziel-
bare hohe Genauigkeit der reduzierten Modelle, die mit den in dieser Arbeit vorgeschlagenen
Krylov-Unterraum-Verfahren reduziert wurden, deutlich.
Bei diesem Modellbeispiel sind die erzielten Approximationsergebnisse der mit den entwickel-
ten Verfahren bei Anwendung auf ein ungeda¨mpftes System und anschließender proportiona-
ler Da¨mpfung oder bei direkter Anwendung auf ein proportional geda¨mpftes System, beinahe
identisch. Alle reduzierten Modelle, die aus der Anwendung der Krylov-Unterraum-Verfahren
resultieren, besitzen dabei maximale relative Fehler ǫ(f,I) und ǫ(f), die im gewa¨hlten Frequen-
zintervall kleiner als 2.2 · 10−5 sind.
Im Vergleich mit den Ergebnissen des ersten Beispielmodells zeigen sich bessere Approximationen
des Originalsystems durch die reduzierten Systeme aller Verfahren. Hierbei ist zu beachten,
dass bei der Anwendung der Reduktionsverfahren auf das System des zweiten Beispielmodells
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Abbildung 10.15: Relative Approximationsfehler der reduzierten Systeme MODAL 2o, MI-
RA ND, IRGA ND, AIRGA ND und VAIRGA ND - zweites Beispielmodell
sechs statt vier Anfangsentwicklungsstellen verwendet werden, was zu reduzierten Systemen
mit einer ho¨heren Dimension als bei der Anwendung der Verfahren auf das Systems des ersten
Beispielmodells fu¨hrt und dadurch eine bessere Approximation der U¨bertragungsfunktion des
Originalsystems erwarten la¨sst.
10.4.5 Zusammenfassung der Resultate
Zusammenfassend la¨sst sich feststellen, dass mit dem Verfahren AIRGA 2o ein Verfahren ba-
sierend auf dem globalen Arnoldi-Algorithmus zur Reduktion von Systemen zweiter Ordnung
vorgestellt wird, das die Entwicklungsstellen iterativ und die Stufen der dazu korrespondie-
renden Krylov-Unterra¨ume adaptiv bestimmt. Werden zudem auf dem Intervall 2πı · [1, fmax]
a¨quidistant verteilte Anfangsentwicklungsstellen verwendet, werden als Eingabeparameter ledig-
lich die Dimension des reduzierten Systems r, die Toleranz tol, ein Wert fu¨r die Distanz zweier
Entwicklungsstellen und die maximal relevante Frequenz fmax als Informationen vom Anwender
beno¨tigt.
In der Version VAIRGA 2o des Verfahrens ist der Anwender zudem von der Eingabe einer Di-
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Abbildung 10.16: Relative Fehler der reduzierten Systeme MODAL 2o, AIRGA ND und VAIR-
GA ND mit verwendeten Entwicklungsstellen in der letzten Iteration der Krylov-Unterraum-
Verfahren (gru¨n: Entwicklungsstelle des Verfahrens AIRGA ND, magenta: Entwicklungsstel-
len des Verfahrens VAIRGA ND, schwarz: Entwicklungsstellen beider Verfahren) - zweites Bei-
spielmodell
stanz zweier Entwicklungsstellen enthoben, womit der Anwender dieses Verfahrens weder Kennt-
nisse noch Erfahrungen bezu¨glich der Wahl der Entwicklungsstellen und der Stufen der dazu
korrespondierenden Krylov-Unterra¨ume beno¨tigt. Damit bildet dieses Verfahren die notwendige
Basis fu¨r ein weiterfu¨hrendes automatisiertes Verfahren zur Reduktion von Systemen zweiter
Ordnung.
Die aus der Anwendung der Krylov-Unterraum-Verfahren resultierenden reduzierten Systeme
zeigen gute Approximation des unteren Frequenzbereiches, dessen Betrachtung bezu¨glich einer
Anwendung der reduzierten Modelle in der Simulation von Werkzeugmaschinen von besonderer
Relevanz ist.
Im Vergleich mit den in der Strukturmechanik etablierten Verfahren basierend auf der Methode
der modalen Reduktion wird durch die guten Approximationsergebnisse anhand der beiden
Beispielmodelle deutlich, dass sich die Krylov-Unterraum-Verfahren als alternative Verfahren
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Abbildung 10.17: Relative Approximationsfehler der reduzierten Systeme MODAL 2o, MI-
RA PD, IRGA PD, AIRGA PD und VAIRGA PD - zweites Beispielmodell
zur Reduktion von Strukturmodellen gut eignen.
Bei dem Vergleich der Ergebnisse der vier in dieser Arbeit vorgestellten Krylov-Unterraum-
Verfahren zeigt sich ein besonderer Vorteil des Verfahrens VAIRGA 2o in Hinblick auf eine
Automatisierung des Reduktionsprozesses. Dieser Vorteil liegt in der Verwendung aller potenzi-
ellen Entwicklungsstellen auf Grundlage aller Eigenwerte des in der vorhergehenden Reduktions-
Iteration berechneten reduzierten Systems im relevanten Frequenzbereich in Kombination mit
der adaptiven Bestimmung der Stufen der dazu korrespondierenden Krylov-Unterra¨umen.
Die Kombination der iterativen Bestimmung der potenziellen Entwicklungsstellen mit Hilfe der
im relevanten Frequenzbereich liegenden Eigenwerte des zuvor reduzierten Systems und der
Auswahl der Entwicklungsstellen zur sukzessiven Berechnung der Projektionsmatrix V mit Hil-
fe der Momentenfehler an den potenziellen Entwicklungsstellen fu¨hrt zu einer Reduktion der
Momentenfehler an den Polstellen der U¨bertragungsfunktion im betrachteten Frequenzintervall.
Allerdings steigt der Approximationsfehler der mit diesem Verfahren reduzierten Systeme bei
ho¨heren Frequenzen schnell an, wenn der niederfrequente Bereich schwer zu approximieren ist.
Die Ursache dafu¨r liegt in der Konzentration der bestimmten Entwicklungsstellen in diesem
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Abbildung 10.18: Relative Fehler der reduzierten Systeme MODAL 2o, AIRGA PD und VAIR-
GA PD mit verwendeten Entwicklungsstellen in der letzten Iteration der Krylov-Unterraum-
Verfahren (gru¨n: Entwicklungsstelle des Verfahrens AIRGA PD, magenta: Entwicklungsstellen
des Verfahrens VAIRGA PD, schwarz: Entwicklungsstellen beider Verfahren) - zweites Bei-
spielmodell
Bereich. Zudem fu¨hrt die ho¨heren Anzahl von potenziellen Entwicklungsstellen bei der adapti-
ven Bestimmung neuer Entwicklungsstellen zu einem ho¨heren Aufwand, wodurch das Verfahren
deutlich mehr Berechnungszeit als die u¨brigen Verfahren mit einer beschra¨nkten Anzahl an
potenziellen Entwicklungsstellen beno¨tigt.
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10.5 Automatische Modellreduktion
In den vorhergehenden Abschnitten konnte gezeigt werden, dass ein Verfahren mit iterativer
Bestimmung der potenziellen Entwicklungsstellen und adaptiver Bestimmung der Stufen der
verwendeten Krylov-Unterra¨ume zur Reduktion von strukturmechanischen Modellen verwendet
werden kann.
Dem Anwender dieses Verfahrens stehen in der Regel jedoch a priori keine Informationen zur
optimalen Wahl der Dimension bei einer vorgegebenen Genauigkeit des reduzierten Systems zur
Verfu¨gung. In der Praxis ist der Anwender deshalb gezwungen, die Dimension des reduzierten
Systems durch die Bestimmung des Approximationsfehlers des reduzierten Systems sukzessi-
ve anzupassen, bis eine geforderte Fehlergrenze im gewu¨nschten Frequenzbereich unterschritten
wird. Ein Ausweg, diese Prozedur zu automatisieren, besteht in der Verwendung eines geeigneten
Fehlerscha¨tzers, der den Approximationsfehler des reduzierten Systems wa¨hrend des Reduktions-
prozesses abscha¨tzt und bei Unterschreiten einer vorgegebenen Fehlerschranke den Reduktions-
prozess automatisch abbricht. Diese automatische Prozedur ist in Abbildung 10.19 schematisch
dargestellt. In diesem Abschnitt wird, aufbauend auf den vorhergehenden Abschnitten, ein neues
Abbildung 10.19: Schema einer automatischen Reduktion mit Fehlerscha¨tzer - Der Anwender
wird der sukzessiven Anpassung der Dimension des reduzierten Systems enthoben
Verfahren zur automatischen Reduktion von Strukturmodellen vorgestellt.
Die grundlegende Bedingung zur Automatisierung des Reduktionsprozesses ist die Existenz ei-
nes effizient berechenbaren Fehlerscha¨tzers. In Abschnitt 10.5.1 wird deshalb auf Grundlage
des Verfahren VAIRGA 2o zuvor eine effiziente Methode vorgestellt, um den Fehler eines re-
duzierten Systems abscha¨tzen zu ko¨nnen. Diese Abscha¨tzung basiert auf der Auswertung der
U¨bertragungsfunktion des originalen und des reduzierten Systems an den potenziellen Entwick-
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lungsstellen.
Die vorgeschlagene Methode zur Fehlerscha¨tzung kann verwendet werden, um den Reduktions-
prozess so zu automatisieren, dass sich die vom Anwender verlangten Eingaben auf ein Frequenz-
intervall, auf dem das Originalsystem durch das reduzierte System gut approximiert werden soll,
der Anzahl der Anfangsentwicklungsstellen sowie einer maximalen Dimension und einem maxi-
malen Approximationsfehler des reduzierten Systems beschra¨nken.
In der Literatur existieren weitere Methoden der Fehlerscha¨tzung reduzierter Systeme, die an-
statt der hier vorgeschlagenen Methode zur Automatisierung des Reduktionsprozesses herange-
zogen werden ko¨nnen. Die wichtigsten dieser Methoden wurden bereits in Kapitel 9 vorgestellt.
In dieser Arbeit wird die oben beschriebene Methode der Fehlerscha¨tzung verwendet, weil sich
diese in Kombination mit der iterativen Bestimmung der potenziellen Entwicklungsstellen mit
dem geringsten zusa¨tzlichen numerischen Aufwand realisieren la¨sst.
10.5.1 Abscha¨tzung des Approximationsfehlers
Als Ausgangspunkt bei der Entwicklung des hier vorgeschlagenen Fehlerscha¨tzers dient die Be-
obachtung, dass die gro¨ßten Approximationsfehler des reduzierten Systems in der Umgebung
der Pole der U¨bertragungsfunktion des Originalsystems liegen. Da diese Pole Eigenwerte des
Originalsystems darstellen und die iterativ bestimmten Entwicklungsstellen der Reduktionver-
fahren gegen diese Eigenwerte des Originalsystems konvergieren, wird in deren Umgebung eine
gute Approximation der U¨bertragungsfunktion erzielt.
Auf dieser Erkenntnis aufbauend kann die Betrachtung der Fehler an den Entwicklungsstellen
wa¨hrend einer Reduktions-Iteration des Verfahrens VAIRGA 2o verwendet werden, um den Feh-
ler des reduzierten Systems abzuscha¨tzen. Diese Methode der Fehlerscha¨tzung besitzt den Vor-
teil, dass sie effizient zu berechnen ist. Ein weiterer Vorteil dieser Methode zur Fehlerscha¨tzung
liegt in der Mo¨glichkeit verschiedene Normen zur Angabe des lokalen Fehlers zu verwenden. Als
geeignete Normen fu¨r den lokalen Fehler lassen sich z.B die in Abschnitt 10.1.1 betrachteten
Normen verwenden.
Im Ablauf des Verfahrens VAIRGA 2o (Algorithmus 22) wird in Zeile 11 zu jeder Entwicklungs-
stelle si, der im betrachteten Frequenzbereich liegt, das Residuum
R(0)(si) = (s
2
iM + siD +K)
−1F (10.59)
berechnet. Mit Hilfe der bereits berechneten Residuen (10.59) kann deshalb die U¨bertragungs-
funktion an den Entwicklungsstellen si des unreduzierten Systems H(si) durch
H(si) = (Cp + siCv)R
(0)(si) (10.60)
effizient berechnet werden. Die fu¨r die Berechnung des Fehlers no¨tige U¨bertragungsfunktion
an der Entwicklungsstelle si des reduzierten Systems ist ebenfalls effizient durchfu¨hrbar, da
hierzu nur ein Gleichungssystem der reduzierten Dimension gelo¨st werden muss. Dazu wird das
reduzierte System Σˆ2o durch die Projektion (5.17) ermittelt und die U¨bertragungsfunktion des
reduzierten Systems Hˆ(si) an der Entwicklungsstelle si berechnet. Als Fehlerabscha¨tzung kann
dann beispielsweise das Fehlermaß (10.4) oder (10.6) verwendet werden.
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10.5.2 Automatische Reduktionsverfahren
Mit Hilfe der im vorhergehenden Abschnitt vorgeschlagenen Fehlerabscha¨tzung werden in diesem
Abschnitt Verfahren vorgeschlagen, die den Reduktionsprozess automatisch durchfu¨hren.
Als Basis der automatisierten Verfahren dient das Verfahren VAIRGA 2o, das durch die Verwen-
dung der oben beschriebenen Fehlerbestimmung automatisch abbricht, wenn eine vorgegebene
Fehlerschranke unterschritten wird. Wird in der j-ten Iteration die vorgegebene maximale Di-
mension des reduzierten Systems erreicht und die Fehlerschranke nicht unterschritten, erfolgt
eine weitere Iteration des Verfahrens mit neu bestimmten potenziellen Entwicklungsstellen. Als
Abbruchkriterium des Verfahrens dient wie beim Verfahren VAIRGA 2o die H2-Norm der Diffe-
renz zweier aufeinander folgender reduzierter Systeme. Wird diese Differenz unterschritten, fu¨hrt
dies zum Abbruch des Verfahrens und zur Ausgabe des maximalen Appromimationsfehlers des
reduzierten Systems.
Um die Fehlerabscha¨tzung und die Approximation in einem weiteren Frequenzbereich zu
erho¨hen, werden die automatisierten Verfahren auf Basis des Verfahrens VAIRGA 2o entwickelt.
Bei den automatisierten Verfahren werden somit alle potenziellen Entwicklungsstellen verwendet,
die durch die in Abschnitt 10.3.2.1 beschriebene Methode der Stellenauswahl ermittelt werden.
Um das Verfahren VAIRGA 2o zu automatisieren wird der Algorithmus des Verfahrens (Algo-
rithmus 22) wie folgt modifiziert:
1. Die Parameter fu¨r die Deflationstoleranz und die Toleranz werden mit den Werten τ =
10−30 bzw. tol = 10−5 festgelegt.
2. Fu¨r die Anzahl der zu verwendenden Anfangsentwicklungsstellen wird der Eingangspara-
meter iˆ eingefu¨hrt.
3. Die iˆ Anfangsentwicklungsstellen werden a¨quidistant auf dem Intervall 2πı · [1, fmax] be-
stimmt.
4. In Zeile 11 wird neben der Berechnung des Wertes von R(0)(si) zusa¨tzlich mit Hilfe der
Gleichung (10.60) der Wert der U¨bertragungsfunktion des unreduzierten Systems an der
Stelle si berechnet und gespeichert.
5. Die for-Schleife in Zeile 13 wird durch eine while-Schleife ersetzt, die sicher stellt, dass
die Matrix V solange sukzessive um Submatrizen V j erweitert wird, bis eine vorgegebene
maximale Dimension u¨berschritten und eine Fehlerschranke unterschritten ist.
6. Nach jeder Iteration der while-Schleife in Zeile 13 wird der (exakte) Fehler des reduzier-
ten Systems berechnet. Dazu wird in der j-ten Iteration der Schleife das mit der Matrix
V = [V 1 · · ·V j ] reduzierte System ermittelt und der Approximationsfehler mit den ge-
speicherten Daten der U¨bertragungsfunktion des unreduzierten Systems bezu¨glich eines
geeigneten Fehlermaßes berechnet.
Mit diesen Modifikatonen ergibt sich das automatisierte Reduktionsverfahren VAIRGA 2o, des-
sen Ablauf in Abbildung 10.20 als Ablaufdiagramm dargestellt ist.
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Abbildung 10.20: Ablaufdiagramm des automatisierten Verfahrens VAIRGA 2o (VAIRGA MM)
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10.5.2.1 VAIRGA MM
Als Basis des hier vorgestellten automatisierten Verfahrens dient das Verfahren VAIRGA 2o
mit der in Abschnitt 10.4.4.2 beschriebenen iterativen Entwicklungsstellenwahl. Das durch die
Verwendung der oben beschriebenen Fehlerscha¨tzung automatisierte Verfahren bestimmt die
Entwicklungsstelle σj in der j-ten Iteration des Verfahrens durch Berechnung der ji-ten Mo-
mentenfehler ǫji(si) an den potenziellen Entwicklungsstellen si, i = 1, . . . , ks mit (10.55) oder
des maximalen Momentenfehlers mit der Gleichung (10.57), wohingegen die maximalen relativen
Fehler ǫmax(I) (10.4) oder ǫmax (10.6) als Approximationsfehlerscha¨tzer des reduzierten Systems
dienen.
Da eine korrekte Fehlerabscha¨tzung des reduzierten Systems nur mit Kenntnis der verwendeten
Da¨mpfung des Systems berechnet werden kann, wird das Verfahren fu¨r die Anwendung auf
proportional geda¨mpfte Originalsysteme zweiter Ordnung der Form (3.1) mit D 6= 0 entwickelt.
Das mit Hilfe der oben beschriebenen Modifikationen erzielte automatisierte Reduktionsverfah-
ren wird hier VAIRGA MM genannt, wobei der Anhang MM fu¨r maximaler Momentenfehler
steht. Das Verfahren, das den Fehler ǫmax(I) als Fehlerscha¨tzer des reduzierten Systems ver-
wendet, wird VAIRGA MM MT und das Verfahren, das den Fehler ǫmax als Fehlerscha¨tzer des
reduzierten Systems verwendet, wird hier VAIRGA MM MF genannt.
Als Eingabeparameter der automatisierten Verfahren werden nur die Vorgabe des zu appro-
ximierenden Frequenzbereichs, die Anzahl der Anfangsentwicklungsstellen und die maximale
Dimension des reduzierten Modells beno¨tigt. Der Anwender erha¨lt als Ausgabeinformation den
gescha¨tzten maximalen Approximationsfehler des reduzierten Systems. Bei zusa¨tzlicher Eingabe
einer Fehlerschranke berechnet das Verfahren ein reduziertes Modell das einen gescha¨tzten Ap-
proximationsfehler besitzt der unter der angegebenen Fehlerschranke liegt. Ist eine Reduktion
mit der vorgegebenen reduzierten Dimension und des vorgegebenen Approximationsfehlers nicht
mo¨glich, wird ein reduziertes Modell mit maximaler reduzierter Dimension berechnet und dessen
gescha¨tzter maximaler relativer Approximationsfehler ausgegeben.
10.5.2.2 Weitere automatische Reduktionsverfahren
Wie bei dem zuvor dargestellten automatisierten Reduktionsverfahren VAIRGA MM dient das
Verfahren VAIRGA 2o als Basis zweier weiterer automatisierter Verfahren, die hier vorgestellt
und analysiert werden sollen. Diese Verfahren unterscheiden sich gegenu¨ber dem Verfahren
VAIRGA MM in der Auswahl neuer Entwicklungsstellen. Anstatt die in Abschnitt 10.4.4.2
beschriebene Entwicklungsstellenwahl mit Hilfe des Momentenfehlers an den potenziellen Ent-
wicklungsstellen si als Auswahlkriterium weiter zu verfolgen, dient bei diesen Verfahren der
relative Approximationsfehler ǫmax(si,I) (10.3) oder ǫmax(si) (10.5) als Kriterium zur Auswahl
der Entwicklungsstelle σj in der j-ten Iteration der Verfahren mit Hilfe von
σj = argmax {ǫmax(si,I) : i = 1, . . . , ks} (10.61)
bzw.
σj = argmax {ǫmax(si) : i = 1, . . . , ks} . (10.62)
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Als Fehlerscha¨tzer des reduzierten Systems dient wiederum der relative Approximationsfehler
ǫmax(I) (10.4) oder ǫmax (10.6).
Da die Bestimmung des Approximationsfehlers als Fehlerscha¨tzer in der (j − 1)-ten Iteration
bereits berechnet wurde, sind keine weiteren Berechnungen fu¨r den Auswahlprozess notwendig.
Es ist lediglich notwendig, die Entwicklungsstelle mit dem maximalen relativen Approximati-
onsfehler zu speichern und in der folgenden Iteration als Entwicklungsstelle zu verwenden.
Das Verfahren, das den Fehler ǫmax(I) als Fehlerscha¨tzer des reduzierten Systems verwendet,
wird VAIRGA MT und das Verfahren, das den Fehler ǫmax als Fehlerscha¨tzer des reduzierten
Systems verwendet, wird VAIRGA MF genannt.
Die Tabelle 10.9 faßt nochmals die verwendeten Fehlermaße, die zur Bestimmung der Ent-
wicklungsstellen und zur Abscha¨tzung des Approximationsfehlers der beschriebenen Verfahren
verwendet wurden, zusammen.
Tabelle 10.9: Verwendete Fehlermaße zur Bestimmung der Entwicklungsstellen und zur
Abscha¨tzung des Approximationsfehlers des reduzierten Systems der beschriebenen Verfahren
Fehlermaß Gleichung Gleichung Fehlermaß Gleichung
Verfahren zur Bestimm- des Fehler- zur Bestimm- zur Abscha¨tz- des Fehler-
ung von σj maßes ung von σj Approximations- maßes
fehlers
VAIRGA MT ǫrel(si, I) (10.3) (10.61) ǫmax(I) (10.4)
VAIRGA MM MT ǫji(si) (10.55) (10.57) ǫmax(I) (10.4)
VAIRGA MF ǫrel(si) (10.5) (10.62) ǫmax (10.6)
VAIRGA MM MF ǫji(si) (10.55) (10.57) ǫmax (10.6)
10.5.3 Diskussion der automatischen Reduktion
Im folgenden sollen zwei Beispiele fu¨r die automatische Durchfu¨hrung des Reduktionsprozesses
angegeben werden. Dazu werden die zwei Beispielmodelle herangezogen. Das hier betrachte-
te Frequenzintervall ist [ 0 Hz, 500 Hz ]. Da eine effizient berechnete Fehlerscha¨tzung nur mit
vorhergehender Kenntnis der verwendeten proportionaler Da¨mpfung erzielt wird, werden zur
Diskussion des automatischen Verfahrens auschließlich die Verfahren mit Anwendung auf Syste-
me betrachtet, die bereits mit D 6= 0 in proportional geda¨mpfter Form (3.1) vorliegen.
Erstes Beispielmodell
Zur Validierung der Reduktionsergebnisse wird das erste Beispielmodell, das die Dimension
4 983 sowie vier Einga¨nge und sechs Ausga¨nge besitzt, jeweils mit den vier automatisierten
Verfahren VAIRGA MM MT, VAIRGA MM MF, VAIRGA MT und VAIRGA MF reduziert.
Als Vergleich wird den Approximationsergebnissen der reduzierten Systeme das Approxima-
tionsergebnis eines modal reduzierten Systems der Dimension 32 gegenu¨ber gestellt, welches
mit dem FEM-Programm MSC.NastranR© generiert wurde. Dazu werden die Verfahren mit der
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Eingabe einer maximalen reduzierten Dimension rmax = 50 einer Anzahl der Anfangsentwick-
lungsstellen iˆ = 4 und einer maximalen relevanten Frequenz fmax = 500 verwendet. Da das
Originalsystem bezu¨glich des Fehlermaßes ǫmax(I) schwer zu approximieren ist, werden die Ver-
fahren VAIRGA MM MT und VAIRGA MT, die dieses Fehlermaß zur Abscha¨tzung des Appro-
ximationsfehlers verwenden, mit der Fehlerschranke ǫS = 10
−2 verwendet. Fu¨r die Verfahren
VAIRGA MM MF und VAIRGA MF, die das Fehlermaß ǫmax zur Abscha¨tzung des Approxi-
mationsfehlers verwenden, wird hingegen eine Fehlerschranke ǫS = 10
−4 verwendet.
Zur Verifikation des gescha¨tzten Fehlers wird der exakte Fehler im Frequenzintervall [ 0 Hz, 500
Hz ] bestimmt und mit den gescha¨tzten maximalen Approximationsfehlern verglichen. Die Ta-
belle 10.10 und Abbildung 10.21 geben die Ergebnisse des Vergleichs wieder. Alle automatischen
Verfahren konvergierten nach zwei Iterationen. Die Ergebnisse der verschiedenen Reduktionsver-
fahren sind in der Tabelle 10.10 zusammengefasst. Die Abbildung 10.21(a) gibt den Verlauf des
relativen Fehlers ǫrel(f,I) (10.3) der reduzierten Systeme VAIRGA MT und VAIRGA MM MT
und die Abbildung 10.21(b) gibt den Verlauf des relativen Fehlers ǫrel(f) (10.5) der reduzierten
Systeme VAIRGA MF und VAIRGA MM MF wieder.
Tabelle 10.10: Ergebnisse der verwendeten automatischen Verfahren - erstes Beipielmodell
Verfahren Zeit reduzierte Fehler Fehler Fehler Fehler
[s] Dimension ǫmax(I), ǫmax(I), ǫmax, ǫmax,
gescha¨tzt exakt gescha¨tzt exakt
VAIRGA MT 16.33 24 16.13 · 10−3 0.78 – –
VAIRGA MM MT 19.92 28 3.01 · 10−3 0.05 – –
VAIRGA MF 15.56 24 – – 37.51 · 10−6 37.51 · 10−6
VAIRGA MM MF 21.61 32 – – 65.52 · 10−6 7.13 · 10−6
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Abbildung 10.21: Gewa¨hlte Fehlerschranken ǫS und exakter Approximationsfehler des automa-
tisch reduzierten Systems - erstes Beispielmodell
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Zweites Beispielmodell
Mit den selben Verfahren wird zusa¨tzlich eine Reduktion des zweiten Modells, das die Dimension
54 885 sowie vier Einga¨nge und vier Ausga¨nge besitzt, durchgefu¨hrt, wobei als Eingabeparameter
eine maximale reduzierte Dimension rmax = 50, eine Fehlerschranke von ǫS = 10
−4, eine An-
zahl der Anfangsentwicklungsstellen iˆ = 5 und eine maximale relevanten Frequenz fmax = 500
gewa¨hlt werden. Zur Verifikation des gescha¨tzten Fehlers wird der exakte Fehler im Frequenz-
intervall [ 0 Hz, 500 Hz ] bestimmt und mit den gescha¨tzten maximalen Approximationsfehlern
verglichen, siehe Tabelle 10.11 und Abbildung 10.22. Als Vergleich wird den Approximationser-
gebnissen der reduzierten Systeme das Approximationsergebnis eines modal reduzierten Systems
der Dimension 48 gegenu¨ber gestellt, welches mit dem FEM-Programm MSC.NastranR© gene-
riert wurde. Alle automatischen Verfahren konvergierten nach zwei Iterationen. Die Ergebnisse
der verschiedenen Reduktionsverfahren sind in der Tabelle 10.11 zusammengefasst. Die Abbil-
dung 10.22(a) gibt den Verlauf des relativen Fehlers ǫrel(f,I) (10.3) der reduzierten Systeme
VAIRGA MT und VAIRGA MM MT und die Abbildung 10.22(b) gibt den Verlauf des relativen
Fehlers ǫrel(f) (10.5) der reduzierten Systeme VAIRGA MF und VAIRGA MM MF wieder.
Tabelle 10.11: Ergebnisse der verwendeten automatischen Verfahren - zweites Beispielmodell
Verfahren Zeit red. Fehler Fehler Fehler Fehler
[s] Dimen- ǫmax(I), ǫmax(I), ǫmax, ǫmax,
sion gescha¨tzt exakt gescha¨tzt exakt
VAIRGA MT 837.09 32 0.15 · 10−3 4.82 · 10−3 – –
VAIRGA MM MT 1333.5 44 25.24 · 10−6 0.18 · 10−3 – –
VAIRGA MF 832.97 32 – – 93.63 · 10−6 0.19 · 10−3
VAIRGA MM MF 1146.6 40 – – 90.31 · 10−6 1.16 · 10−3
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Abbildung 10.22: Gewa¨hlte Fehlerschranken ǫS und exakter Approximationsfehler des automa-
tisch reduzierten Systems - zweites Beispielmodell
Kapitel 10: Modellreduktion von Werkzeugmaschinen 241
Die Approximationsergebnisse der automatisch reduzierten Modelle machen deutlich, dass die
Fehlerbestimmung an den potenziellen Entwicklungsstellen zur Automatisierung des Redukti-
onsprozesses verwendet werden kann.
Bei der Betrachtung der Approximationsergebnisse der reduzierten Systeme zeigen sich aller-
dings Unterschiede bei den Fehlerverla¨ufen und den Scha¨tzungen des maximalen Approxima-
tionsfehlers der reduzierten Systeme. Die Anwendung der Verfahren VAIRGA MM MT und
VAIRGA MM MF resultiert in reduzierten Systemen mit gro¨ßerer Dimension und genauerer
Approximation des reduzierten Systems als die Anwendung der Verfahren VAIRGA MF und
VAIRGA MT. Dabei ist eine besonders gute Approximation im unteren Frequenzbereich zu
beobachten. Die Ursache dafu¨r liegt in der Auswahl der Entwicklungsstellen u¨ber den Momen-
tenfehler bezu¨glich der F -Norm, was zu einer ha¨ufigeren Auswahl von Entwicklungsstellen im
unteren Frequenzbereich ohne Verbesserung der Approximation im ho¨heren Frequenzbereich und
damit zu einer ho¨heren Dimension der mit diesem Verfahren reduzierten Systeme fu¨hrt.
10.5.4 Zusammenfassung der Resultate
Bei einem Vergleich der reduzierten Systeme der Verfahren, die den maximalen Fehler der U¨bert-
ragungsfunktion (VAIRGA MT, VAIRGA MM MT) bzw. den maximalen Fehler bzgl. der F-
Norm der U¨bertragungsfunktion (VAIRGA MF, VAIRGA MM MF) verwenden, ist eine bessere
Einhaltung der Fehlerschranke des reduzierten Systems zu beobachten. Die Ursache darin ist
in der Verwendung der F-Norm zu sehen, die den Fehler aller U¨bertragungspfade gemittelt
in die Abscha¨tzung des relativen Approximationsfehlers mit einbezieht. Der maximale relati-
ve Approximationsfehlers aller U¨bertragungspfade weist eine ho¨here Volatilita¨t auf, wodurch
die Verfahren, die diese Art der Fehlerbestimmung verwenden, eine schlechtere Scha¨tzung des
tatsa¨chlichen Fehlers ausgeben. Dies liegt an der nur lokalen Gu¨ltigkeit der Fehlerscha¨tzung an
den Entwicklungsstellen. Besonders deutlich wird dies anhand von reduzierten Systemen geringer
Dimension, die aus der Anwendung des Verfahrens VAIRGA MT resultieren, siehe Abbildung
10.21(a) bei der Frequenz von 450 Hz.
Nach Betrachtung der Approximationsergebnisse der reduzierten Systeme, die mit den Metho-
den zur Automatisierung des Verfahrens VAIRGA 2o erzielt wurden, la¨sst sich zusammenfassend
feststellen, dass die Verfahren, die eine Auswahl der Entwicklungsstellen mit Hilfe des Momen-
tenfehlers durchfu¨hren zur Automatisierung des Reduktionsprozesses besser geeignet sind als
die Verfahren, die eine Auswahl der Entwicklungsstellen mit Hilfe des maximalen Fehler der
U¨bertragungsfunktion durchfu¨hren.
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Kapitel 11
Modellreduzierte Simulation von
Werkzeugmaschinen
Bei den Untersuchungen der Krylov-Unterraum reduzierten Modelle steht neben der Untersu-
chung der Approximationsergebnisse im Frequenzbereich auch die Untersuchung der Approxi-
mationseigenschaften der reduzierten Modelle bei der Simulation von Werkzeugmaschinen im
Vordergrund.
Deshalb werden an dieser Stelle die Approximationsergebnisse der reduzierten Modelle der Ver-
fahren MIRKA 2o, IRGA 2o, AIRGA 2o und VAIRGA 2o sowie der automatisierten Verfahren
VAIRGA MM MT, VAIRGA MM MF, VAIRGA MT und VAIRGA MF bei der Simulation von
Lastfa¨llen und nach Kopplung mit einem Bearbeitungsprozessmodell untersucht und mit den
Approximationsergebnissen eines modal reduzierten Systems derselben Dimension verglichen.
Da das Originalsystems des zweiten Beispielmodells eine so hohe Dimension aufweist, dass eine
Verifikation der Simulationsergebnisse nicht mehr durchfu¨hrbar ist, wird als Beispielmodell zur
Untersuchung der Simulationsergebnisse das erste Beispielmodell der abstrahierten Werkzeug-
maschine herangezogen.
In Abschnitt 11.1 erfolgt die Untersuchung der mit den verschiedenen Krylov-Unterraum-
Verfahren reduzierten Modelle erzielten Simulationsergebnisse anhand eines statischen und eines
dynamischen Lastfalls. Im darauf folgenden Abschnitt 11.2 erfolgt die Untersuchung der Appro-
ximationsergebnisse nach Einbringung der mit den verschiedenen Krylov-Unterraum-Verfahren
reduzierten Modelle in die Simulation eines Lageregelkreises. Die Einbindung der reduzier-
ten Modelle erfolgt dabei in die Simulationsumgebung MATLAB/SimulinkR©. In den jeweili-
gen Abschnitten werden die Approximationseigenschaften der mit den verschiedenen Krylov-
Unterraum-Verfahren reduzierten Modelle mit den Approximationsergebnissen eines modal re-
duzierten Modells verglichen und diskutiert.
11.1 Untersuchung von Lastfa¨llen
Bei der Simulation und der Reglerauslegung von Werkzeugmaschinen ist die Simulation von
schnellen Verfahrbewegungen unter hoher Last, den sogenannten Lastfa¨llen, von besonderem
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Interesse und sollten durch ein reduziertes Modell gut approximiert werden. Deshalb sind neben
den Untersuchungen der Approximationsergebnisse der reduzierten Modelle im Frequenzbereich
auch die Approximationsergebnisse im Zeitbereich von Bedeutung.
Als Beispiele von Lastfa¨llen werden hier jeweils ein statischer und ein dynamischer Last-
fall betrachtet. In beiden Fa¨llen handelt es sich um das Aufbringen einer Last auf einen
Punkt der mechanischen Struktur, die durch eine (zeitabha¨ngige) Eingangsfunktion u(t) si-
muliert wird. Bei dem hier betrachteten ersten Beispielmodell wird das zeitabha¨ngige Ver-
halten an den sechs Ausga¨ngen der Struktur (y-Rotation Motorwelle, y-Rotation Spindelen-
de, y-Translation am Fu¨hrungsschuh, x-, y-, z-Verlagerung am TCP) nach Aufbringen einer
Last untersucht, die durch eine Lastfunktion beschrieben wird, die auf den ersten Eingang
(y-Rotation der Motorwelle) wirkt. Dabei wird als statischer Lastfall eine zeitabha¨ngige Last,
die durch die Eingangsfunktion ustat(t) = 1000 · arctan(1000 · t2) beschrieben wird, verwen-
det. Beim dynamischen Lastfall wird eine zeitabha¨ngige Last, die durch die Eingangsfunktion
udyn(t) = 1000 · arctan(100t) + 100 · sin(16πt) beschrieben verwendet. Die Abbildung 11.1 stellt
die Lastfunktionen ustat(t) und udyn(t) graphisch dar.
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Abbildung 11.1: Verwendete Funktionen zur Simulation eines statischen bzw. eines dynamischen
Lastfa¨lles
Die Bewertung der Approximationsgu¨te im Zeitbereich ist erheblich schwerer vorzunehmen als
im Frequenzbereich, da die Wahl des Gleichungssystemlo¨sers (Solver1), der zur Bestimmung der
Lo¨sung des dem Modell zu Grund liegenden Systems verwendet wird, und die Wahl der verwen-
deten Parameter des Solvers einen nicht unerheblichen Einfluß auf die Ergebnisse haben ko¨nnen.
Um die Appoximationsergebnisse der reduzierten Systeme unter den gleichen Bedingungen ver-
gleichen zu ko¨nnen wird deshalb zur Lo¨sung aller Gleichungen des Zeitbereichs der selbe Solver
und die selben Zeitpunkte, an denen die Gleichungen ausgewertet werden, verwendet.
Da das Originalsystem als ein System differenzial-algebraischer Gleichungen (DAE) vorliegt,
wird zur Berechnung einer Lo¨sung des Gleichungssystems der in MATLABR© implementier-
1Englisch: Lo¨ser, dieser Ausdruck ist auch im deutschen Sprachgebrauch als Kurzform fu¨r den Ausdruck
Gleichungssystemlo¨ser gebra¨uchlich.
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te Differenzialgleichungslo¨ser ode23t verwendet. Neben dem Differenzialgleichungslo¨ser ode15s
ermo¨glicht dieser Solver die Berechnung einer Lo¨sung der auftretenden Gleichungssysteme, ohne
die Simulationsumgebung MATLAB/SimulinkR© verlassen zu mu¨ssen. Die Implementierung des
Solvers ode23t basiert auf der Trapezregel und ist zur Lo¨sung von DAE-Systemen mit Index 1
verwendbar, fu¨r na¨here Informationen zur optimalen Wahl eines geeigneten Solvers zur Lo¨sung
von Systemen differenzial-algebraischer Gleichungen sei auf [162] verwiesen.
Zur Untersuchung der Ergebnisse bei Simulationen der oben beschriebenen Lastfa¨lle mit Hilfe re-
duzierter Modelle, werden die Modelle MIRA ND, IRGA ND, AIRGA ND und VAIRGA ND so-
wie MIRA PD, IRGA PD, AIRGA PD und VAIRGA PD mit der reduzierten Dimension r = 32
verwendet, die aus der Reduktion des ersten Beispielmodells einer abstrahierten Werkzeugma-
schine hervorgehen. Die mit Krylov-Unterraum-Verfahren reduzierten Modelle werden dabei ei-
nem modal reduziertem Modell der gleichen Dimension gegenu¨bergestellt und verglichen, welches
mit dem FEM-Programm MSC.NastranR© generiert wird. Diese Dimension des modal reduzierten
Systems entspricht dabei der Anzahl der Eigenmoden im Intervall [ 0 Hz, 1464.1 Hz ].
Fu¨r die Berechnung der reduzierten Systeme werden die Algorithmen der Verfahren MIRA 2o,
IRGA 2o, AIRGA 2o und VAIRGA 2o (Algorithmus 19, Algorithmus 21 und Algorithmus 22)
mit den Anfangsentwicklungsstellen ı · 2π, 166ı · 2π, 332ı · 2π und 500ı · 2π sowie τ = 10−30,
tol = 10−5 und ε = (500/3) · 2π (AIRGA 2o) bzw. ∆ = 0 (VAIRGA 2o) verwendet.
Zur Untersuchung der Ergebnisse bei Verwendung von automatisierten Verfahren werden die
reduzierten Modelle VAIRGA MT, VAIRGA MF, VAIRGA MM MT und VAIRGA MM MF
verwendet, die aus der Anwendung der automatischen Reduktionsverfahren resultieren und die
reduzierte Dimension r = 32 besitzen. Damit alle automatisch reduzierten Systeme die Dimen-
sion r = 32 aufweisen, wird die Fehlerschranke ǫS so klein gewa¨hlt, dass die Verfahren bei
Erreichen der maximalen reduzierten Dimension, die mit rmax = 32 gewa¨hlt wird, abbrechen.
Bei den Krylov-Unterraum-Verfahren ist zu beachten, dass man komplexwertige Projektions-
matrizen V erha¨lt, da die Verfahren komplexe Entwicklungsstellen verwenden. Um reellwerti-
ge Projektionsmatrizen zu erhalten, werden die komplexwertigen Projektionsmatrizen mit der
Methode, die in Abschnitt 8.4.3 bzw. 8.4.4 beschrieben wird, reellwertig gemacht. Dazu er-
folgt eine Aufspaltung der Projektionsmatrizen wie in (8.57) bzw. (8.87) und nachfolgend eine
Rank-Revealing-QR-Zerlegung (8.58) bzw. (8.88), wodurch sich die Spaltenanzahl der Projekti-
onsmatrizen verdoppelt. Durch Anwendung dieser Methode auf die mit den Krylov-Unterraum-
Verfahren generierten Projektionsmatrizen V erha¨lt man somit reduzierte Systeme zweiter Ord-
nung der Dimension r = 64.
Zur Beurteilung des Approximationsfehlers im Zeitbereich wird das Fehlermaß δabs(t,I) (10.8)
mit I = {1, . . . , q = 6}×{1} verwendet, das bedeutet, dass der maximale Approximationsfehler
aller U¨bertragungspfade vom ersten Eingang zu allen sechs Ausga¨ngen betrachtet wird.
In den Abbildungugen 11.2, 11.3 und 11.4 sind die Ergebnisse im Zeitbereich dargestellt. Die
Abbildung gibt den Verlauf des absoluten Fehlers δabs(t,I) (10.8) der verschiedenen reduzierten
Modelle wieder. (Im Falle des dynamischen Lastfalles liegen alle dargestellten Kurven u¨berein-
ander, so dass diese nicht unterscheidbar sind.)
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Abbildung 11.2: Absoluter Approximationsfehler δabs(t,I) der Simulationsergebnisse fu¨r Bei-
spiele eines statischen und eines dynamischen Lastfalles des ersten Beispielmodells, mit den
Verfahren angewendet auf das ungeda¨mpfte System.
Resultate
Die durch die in dieser Arbeit entwickelten Verfahren reduzierten Modelle besitzen anna¨hernd
den gleichen Approximationsfehler, wie das modal reduzierte System der selben Dimension.
Dabei ist bei den hier gezeigten Ergebnissen zu beachten, dass das modal reduzierte System alle
dominanten Moden im betrachteten Intervall [ 0 Hz, 1464.1 Hz ] entha¨lt. Bei der Verwendung
einer Projektionsmatrix, die auf einer zufa¨lligen Auswahl von Moden basiert, kann im allge-
meinen die hier getroffene optimale Auswahl der Moden nicht garantiert werden. Somit erzielt
man mit dem hier verwendeten modal reduzierten System die bestmo¨gliche Approximation des
Zetbereiches aller modal reduzierten Systeme auf dem betrachteten Zeitintervall.
Unter Beachtung dieser Tatsache sowie unter Beachtung des anna¨hernd identischen Fehlerver-
laufs der Krylov-Unterraum reduzierten Systeme mit dem Fehlerverlauf des modal reduzierten
Systems, la¨sst sich feststellen, dass die hier verwendeten Krylov-Unterraum-Verfahren geeignete
Verfahren darstellen, um reduzierte Systeme zu realisieren, die zur Simulation von Lastfa¨llen
geeignet sind.
Daru¨ber hinaus weisen diese Verfahren gegenu¨ber Verfahren der modalen Reduktion zudem den
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Abbildung 11.3: Absoluter Approximationsfehler δabs(t,I) der Simulationsergebnisse fu¨r Bei-
spiele eines statischen und eines dynamischen Lastfalles des ersten Beispielmodells, mit den
Verfahren angewendet auf das proportional geda¨mpfte System.
Vorteil auf, dass von Seiten des Anwenders keinerlei Kentnisse zur optimalen Auswahl geeigneter
Moden vorhanden sein mu¨ssen.
11.2 Gekoppelte Simulation
Wie bereits im Kapitel 7 dargestellt wurde, ist neben der Simulation von Lastfa¨llen die Rege-
lungssimulation ein wichtiges Hilfsmittel zur Optimierung von Werkzeugmaschinen.
Um die Approximationseigenschaften der, mit den in dieser Arbeit entwickelten Verfahren, re-
duzierten Systeme in einer Regelsimulation beurteilen zu ko¨nnen, wird hier die Lageregelung
als Beispiel einer Regelsimulation betrachtet. Als Modell einer Werkzeugmaschine dient dazu
das erste Beispielmodell einer abstrahierten Struktur einer Werkzeugmaschine (siehe Abschnitt
10.1.2.1). Als Vergleichskriterium im Zeitbereich wird dabei der sogenannte Lagesollsprung her-
angezogen.
Die reduzierten Modelle des mechanischen Systems werden hierfu¨r mit einer kaskadierten La-
geregelung, wie sie in Werkzeugmaschinensteuerungen u¨blich ist und in Abschnitt 7.1 be-
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Abbildung 11.4: Absoluter Approximationsfehler δabs(t,I) der Simulationsergebnisse fu¨r Bei-
spiele eines statischen und eines dynamischen Lastfalles des ersten Beispielmodells, mit den
automatischen Verfahren.
schrieben wird, in einer Simulationsumgebung gekoppelt. Als Simulationsumgebung wird dabei
MATLAB/SimulinkR© verwendet. Als Sollwert wird der Lagereglung ein 1-mm-Sprung vorgege-
ben, den die Maschine in mo¨glichst kurzer Zeit erreichen soll, wobei der U¨bertragungspfad vom
ersten Eingang (y-Rotation der Motorwelle) zum zum vierten Ausgang (x-Verlagerung am TCP)
betrachtet wird.
Der Entwurf und die Erstellung des kaskadierten Lageregelkreises steht nicht im Fokus dieser
Arbeit. Fu¨r die Regelsimulation wird deshalb auf eine bereits entwickelte kaskadierte Lagerege-
lung, die am Institut fu¨r Werkzeugmaschinen und Betriebswissenschaften (iwb) der Technischen
Universita¨t Mu¨nchen erstellt wurde, zuru¨ckgegriffen. Die Abbildung 11.5 stellt die oberste Hier-
archieebene dieser kaskadierten Lageregelung fu¨r eine einachsige Werkzeugmaschine in der Si-
mulationsumgebung MATLAB/SimulinkR© dar. Bei einer Regelsimulation im Zeitbereich steigt
die Rechenzeit aufgrund der Ru¨ckkopplung im Regelkreis stark an, so dass eine Lo¨sung fu¨r das
unreduzierte System bei dieser Gro¨ßenordnung bereits nicht mehr berechnet werden kann. Als
Referenzmodell wird deshalb ein modal reduziertes System der Dimension 400 (MODAL 400)
verwendet, das diese Darstellungsform aufweist.
Im Folgenden werden die Ergebnisse des mittels der verschiedenen Krylov-Unterraum-Verfahren
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Abbildung 11.5: Oberste Hierarchieebene der kaskadierten Lageregelung2 in der Simulationsum-
gebung MATLAB/SimulinkR©
reduzierten Systems dargestellt. Dazu wird das Originalsystem als System zweiter Ordnung
mit den Verfahren MIRA 2o, IRGA 2o, AIRGA 2o und VAIRGA 2o jeweils auf die Dimension
r = 32 als System zweiter Ordnung reduziert.
Fu¨r die Berechnung der reduzierten Systeme werden die Algorithmen der Verfahren (Algorithmus
19, Algorithmus 21 und Algorithmus 22) mit den Anfangsentwicklungsstellen ı · 2π, 166ı · 2π,
332ı · 2π und 500ı · 2π sowie τ = 10−30, tol = 10−5 und ε = (500/3) · 2π (AIRGA 2o) bzw.
∆ = 1 (VAIRGA 2o) verwendet. Die reduzierten Systeme zweiter Ordnung besitzen mit dieser
Wahl der Parameter der Reduktionsverfahren die reduzierte Dimension r = m˜ · iˆ · kˆ = 4 · 4 · 2 =
32. Um die Approximationsergebnisse der Verfahren mit den Approximationsergebnissen der
automatisierten Verfahren vergleichen zu ko¨nnen, wird wie im vorhergehenden Abschnitt bereits
dargestellt wurde, bei der Reduktion mit den automatischen Verfahren durch die geeignete Wahl
von ǫS und der maximalen reduzierten Dimension das Originalsystem auf Systeme mit der
Dimension r = 32 reduziert.
Wie bei der Betrachtung von Lastfa¨llen im vorhergehenden Abschnitt, ist bei Krylov-Unterraum-
Verfahren zu beachten, dass komplexwertige Projektionsmatrizen V vorliegen, da die Redukti-
2Mit freundlicher Genehmigung des Instituts fu¨r Werkzeugmaschinen und Betriebswissenschaften (iwb) der
TU Mu¨nchen
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onsverfahren komplexe Entwicklungspunkte verwenden. Um reellwertige Projektionsmatrizen V
zu erhalten, werden die mit den Krylov-Unterraum-Verfahren generierten Matrizen mit der Me-
thode, die in Abschnitt 8.4.4 beschrieben wird, reellwertig gemacht. Die ersten 32 orthogonalen
Spaltenvektoren, die mit Hilfe dieser Methode generiert werden, bilden reellwertige Matrizen,
die als Projektionsmatrizen V verwendet werden, um reelle reduzierte Systeme zweiter Ordnung
der Dimension r = 32 zu erhalten.
Da die Simulationsumgebung MATLAB/SimulinkR© ausschließlich mit Systemen erster Ordnung
in der Form einer klassischen Zustandsraumdarstellung (3.12) operiert, werden die reellwertigen
reduzierten Systeme zweiter Ordnung mit Hilfe der Transformation (3.5) aus Abschnitt 3.1 in
Systeme erster Ordnung transformiert, wodurch sich die Dimension der reduzierten Systeme auf
r = 64 verdoppelt.
Um die Ergebnisse mit den etablierten Reduktionsmethoden zu vergleichen, werden die mit Hilfe
von Krylov-Unterraum-Verfahren reduzierten Systeme einem modal reduzierten System zweiter
Ordnung der Dimension 32 (MODAL 2o), welches mit dem FEM-Programm MSC.NastranR©
generiert und mit Hilfe der Transformation (3.5) in ein System erster Ordnung der Dimension
r = 64 transformiert wird, sowie dem Referenzmodell der Dimension 400 gegenu¨bergestellt.
Die Dimension des modal reduzierten Systems entspricht dabei der Anzahl der Eigenmoden im
Intervall [ 0 Hz, 1464.1 Hz ].
Die Abbildung 11.6 zeigt die absoluten Fehler δabs(t, {1, 4}) der Simulationsergebnisse des be-
schriebenen Lagesollsprungs der mit den verschiedenen Verfahren reduzierten Systeme.
Resultate
Das Beispiel der Regelsimulation einer Lageregelung zeigt, dass die reduzierten Systeme, die mit
den in dieser Arbeit entwickelten Verfahren reduziert werden, gute Approximationsergebnisse
liefern. Im Vergleich zum modal reduzierten System zeigt sich ein geringerer absoluter Fehler
(1.5 · 10−4). Der beobachtete Fehlerverlauf zeigt dabei allerdings ein langsameres Einschwingen
des Fehlers gegen den Wert 0.
Bei einem Vergleich der Krylov-Unterraum-Verfahren, die auf ungeda¨mpfte bzw. auf proportio-
nal geda¨mpfte Systeme angewendet werden, sind keine Unterschiede im Fehlerverlauf zu erken-
nen. Beim Vergleich der automatisch reduzierten Systeme ist ein deutlicher Unterschied zwischen
den reduzierten Systemen, die die Entwicklungsstellen mit Hilfe des Momentenfehlers (VAIR-
GA MM MT und VAIRGA MM MF) und den Verfahren, die die Entwicklungsstellen mit Hilfe
des maximalen relativen Fehlers (VAIRGA MT und VAIRGA MF) bestimmen, zu erkennen.
Die reduzierten Systeme VAIRGA MM MT und VAIRGA MM MF weisen anna¨hernd den glei-
chen Fehlergang wie die mit den Verfahren MIRA 2o, IRGA 2o, AIRGA 2o und VAIRGA 2o
reduzierten Systeme auf. Die reduzierten Systeme VAIRGA MT und VAIRGA MF besitzen hin-
gegen einen ho¨heren maximalen Approximationsfehler, der bei einem Wert von ca. 2.5·10−4 bzw.
3·10−4 liegt und weisen einen Fehlergang, der sich bei einem Fehler von ca. 2·10−4 bzw. 2.5·10−4
einschwingt, auf.
Die Ursache dafu¨r ist in den ausgewa¨hlten Entwicklungsstellen zu sehen, die bei diesen Verfah-
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Abbildung 11.6: Absoluter Approximationsfehler δabs(t, 1, 4) des Simulationsergebnisses der ver-
schiedenen reduzierten Systeme in Kopplung mit einem kaskadierten Regelkreis.
ren gleichma¨ßiger u¨ber das gewa¨hlte Frequenzintervall verteilt ausgewa¨hlt werden als dies bei
den Verfahren mit Entwicklungsstellenauswahl u¨ber die Momentenfehler geschieht. Dieses fu¨hrt
zu einer schlechteren Approximation der Eigenwerte mit betragsma¨ßig kleinem Realanteil und
damit zu einer schlechteren Approximation des Zeitbereichs.
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Kapitel 12
Zusammenfassung und Ausblick
Da moderneWerkzeugmaschinen komplexe mechatronische Produktionssysteme sind, deren Ent-
wicklung unter großem Innovations-, Zeit- und Kostendruck stattfindet, erlangen Techniken, die
den Entwicklungsprozess unterstu¨tzen, zunehmend an Bedeutung.
Zur Absicherung der Realisierbarkeit neuer Funktionen und zur U¨berpru¨fung der Erreichbarkeit
von Qualita¨ts- und Leistungsanforderungen einer Werkzeugmaschine kommen heutzutage neue
Techniken zum Einsatz. Die Simulationstechnik stellt in diesem Zusammenhang eine Schlu¨ssel-
technologie zur fru¨hzeitigen Verifikation des Verhaltens von Produktionsanlagen dar.
Ein wichtiger Ansatz zur Abscha¨tzung der erreichbaren Leistungsfa¨higkeit und Genauigkeit von
NC-Maschinenentwu¨rfen ist die Kopplung von FEM-Modellen der mechanischen Struktur mit
der regelungstechnischen Simulation der elektrischen Antriebssysteme. Dabei werden Entwurfs-
modelle der mechanischen und elektrischen Konstruktion sowie der Steuerungstechnik mit ge-
ringfu¨gigem Zusatzaufwand fu¨r die Modelldatenverarbeitung in ein mechatronisches Gesamtmo-
dell integriert.
Fu¨r die Simulation des Verhaltens einer Maschine mit einer guten Auflo¨sung mu¨ssen sehr hoch-
dimensionale Modelle verwendet werden. Fu¨r eine effiziente Berechnung des Gesamtsystems,
ist es dann notwendig, dass die Anzahl der Freiheitsgrade, die durch die Diskretisierung der
Finite-Elemente-Methode bestimmt wird, deutlich reduziert wird. Hierfu¨r werden Verfahren der
sogenannten modalen Reduktion verwendet, die auf der Lo¨sung des Eigenwertproblems beruhen,
um damit das Originalsystem mit Hilfe der Modalmatrix auf einen deutlich kleineren, modalen
Raum zu projizieren.
Da mit diesen Verfahren eine optimale Approximation lediglich durch die Berechnung sa¨mtlicher
Eigenwerte erreicht werden kann, was zu sehr langen Berechnungszeiten fu¨hrt, werden lediglich
vom Anwender gewa¨hlte oder die niederfrequenten Eigenwerte fu¨r die Ordnungsreduktion ver-
wendet. Dies hat zur Folge, dass die entstehenden reduzierten Modelle zum Teil erhebliche Fehler
im statischen Bereich aufweisen. Zudem beru¨cksichtigen die modalen Verfahren lediglich das Sy-
stem alleinstehend, es erfolgt demnach keine Beachtung der Systemein- bzw. -ausga¨nge und es
existieren keine Schranken fu¨r den Approximationsfehler.
Neue mathematische Ansa¨tze zur Modellreduktion, welche gegenu¨ber den konventionellen Me-
thoden zahlreiche Vorteile aufweisen, lassen ein erhebliches Potenzial erkennen das Originalsy-
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stem besser approximieren zu ko¨nnen. Zudem lassen sich diese automatisieren und weisen u¨ber
ein breiteres Frequenzband sehr gute Approximationseigenschaften auf. Diese Verfahren wei-
sen auch die no¨tige Effizienz auf, um zuku¨nftige Maschinengenerationen bereits am virtuellen
Prototypen zuverla¨ssig testen zu ko¨nnen.
Neben dem erkennbaren Potential der mathematischen Verfahren weisen diese jedoch noch Pro-
bleme bei der optimalen Auslegung der Algorithmen auf. Dazu geho¨rt die Wahl der verwendeten
Entwicklungsstellen und der Stufen der verwendeten Krylov-Unterra¨ume, die Implementierung
einer praktisch anwendbaren Methode zur Fehlerscha¨tzung des reduzierten Systems sowie einer
Methode zur Automatisierung des Reduktionsprozesses.
In dieser Arbeit wurden angepasste mathematische Verfahren zur automatisierten Modellre-
duktion der Finite-Elemente-Modelle, die durch die Modellierung rotatorischer Antriebssysteme
mit Kugelgewindetrieb im Verbund mit dem Maschinengestell resultieren, entwickelt und auf die
Prozesstauglichkeit hinsichtlich der Kopplung mit einem Bearbeitungsprozessmodell validiert.
Da das reduzierte System zur weiteren Verwendung in der Simulation von Werkzeugmaschinen
spezielle Anforderungen zu erfu¨llen hat, wurden in der vorliegenden Arbeit verschiedene Reduk-
tionsverfahren entwickelt, die reduzierte Systeme generieren, die diesen Anforderungen genu¨gen.
Dazu wurden zum einen neue Methoden entwickelt und zum anderen bestehende Methoden
angepasst.
Dazu wird ein Verfahren vorgestellt, das vom Autor in seinen Grundzu¨gen bereits in [57, 58]
vero¨ffentlich wurde undmodifizierter iterativer rationaler Krylov-Algorithmus (MIRKA) genannt
wird. Dieses Verfahren basiert auf einer iterativen Bestimmung der Entwicklungsstellen, die an
die speziellen hier betrachteten Modelle rotatorischer Antriebssysteme mit Kugelgewindetrieb
angepasst ist. Dieses Verfahren kann sowohl auf Systeme erster Ordnung als auch auf Systeme
zweiter Ordnung angewendet werden und basiert auf dem Lanczos-Algorithmus (MIRL) oder
auf dem Arnoldi-Algorithmus (MIRA).
Das Verfahren MIRKA dient als Grundlage zur Entwicklung eines effizienten Verfahrens zur
Berechnung von MIMO-Systemen. Dazu wird in dieser Arbeit ein neues Verfahren vorgestellt,
das auf globalen Krylov-Unterra¨umen basiert und die globale Arnoldi-Methode verwendet, die
sich durch hohe Effizienz bei der Berechnung der Reduktion von Systemen mit mehreren Ein-
und Ausga¨ngen auszeichnet. Dieses Verfahren wird hier zur Reduktion von Systemen zweiter
Ordnung verwendet und iterativer rationaler globaler Arnoldi-Algorithmus fu¨r Systeme zweiter
Ordnung (IRGA 2o) genannt.
Um eine optimale Wahl der Krylov-Unterra¨ume zu den iterativ bestimmten Entwicklungsstel-
len zu gewa¨hrleisten, wurde das Verfahren IRGA 2o um eine adaptive Bestimmung der Stufen
der Krylov-Unterra¨ume zu den korrespondierenden Entwicklungsstellen erweitert. Die adapti-
ve Bestimmung der Stufen der Krylov-Unterra¨ume zu den jeweiligen Entwicklungsstellen ba-
siert dabei auf der Methode, die in [39] vorgestellt wurde und die hier angepasst auf Systeme
zweiter Ordnung zur Anwendung kommt. Das aus der Kombination des Verfahrens IRGA 2o
und der adaptiven Bestimmung der Stufen der Krylov-Unterra¨ume resultierende Verfahren wird
hier adaptiver iterativer rationaler globaler Arnoldi-Algorithmus fu¨r Systeme zweiter Ordnung
(AIRGA 2o) bzw. vollsta¨ndiger adaptiver iterativer rationaler globaler Arnoldi-Algorithmus fu¨r
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Systeme zweiter Ordnung (VAIRGA 2o) genannt.
Im weiteren wurde das Verfahren VAIRGA 2o um eine Methode zur Fehlerscha¨tzung erweitert.
Die hier verwendete Methode basiert dabei auf der Auswertung des Approximationsfehlers an
den iterativ bestimmten Entwicklungsstellen. Mit dieser Methode ist die Fehlerscha¨tzung effizient
berechenbar und an keine Fehlernorm gebunden.
Mit Hilfe der Fehlerscha¨tzung ist es mo¨glich, eine Automatisierung des Reduktionsprozesses mit
Hilfe des Verfahrens VAIRGA 2o zu verwirklichen. Als Eingabeparameter der automatisierten
Verfahren, werden nur die Vorgabe des zu approximierenden Frequenzbereichs, die Anzahl der
Anfangsentwicklungsstellen und die maximale Dimension des reduzierten Modells beno¨tigt. Der
Anwender erha¨lt als Ausgabeinformation den gescha¨tzten maximalen Approximationsfehler des
reduzierten Systems. Zudem erlauben diese Verfahren eine Modellreduktion ohne Benutzerin-
teraktion wa¨hrend des Reduktionsprozesses.
Die in dieser Arbeit entwickelten Verfahren wurden anhand von zwei Modellen validiert. Dabei
zeigte die Validierung der verschiedenen Verfahren die Anwendbarkeit der entwickelten Verfah-
ren zur Reduktion der in der Arbeit betrachteten Modelle von Werkzeugmaschinen. Bei der
Validierung der automatisierten Verfahren konnten mit den Verfahren, die die Auswahl der
Entwicklungsstellen u¨ber die Auswertung des maximalen Momentenfehlers treffen, gute Reduk-
tionsergebnisse erzielt werden.
In [28] werden die Verfahren auf ein Beispielmodell der Dimension 187.026 angewendet. Dabei
zeigt sich, dass die dargestellten Reduktionsergebnisse der in dieser Arbeit entwickelten Verfah-
ren auch auf Modelle mit ho¨heren Freiheitsgraden u¨bertragen werden ko¨nnen. Diese Ergebnisse
wurden zudem auf der VDI-Mechatroniktagung 2011 in Dresden pra¨sentiert.
Zusammenfassend konnten in dieser Arbeit somit durch die Entwicklung neuer Verfahren, die
auf Krylov-Unterra¨umen basieren, die folgenden Ziele erreicht werden:
1. Mit Hilfe des globalen Arnoldi Algorithmus konnte ein effizientes Krylov-Unterraum-
Verfahren auf MIMO-Systeme zweiter Ordnung angewendet werden.
2. Die Anwendbarkeit mathematischer Verfahren zur Modellreduktion von Strukturmodellen
konnte gezeigt und mit modal reduzierten Modellen verglichen werden.
3. Die Prozesstauglichkeit hinsichtlich der Kopplung mit einem Bearbeitungsprozessmodell
konnte gezeigt werden.
4. Mit den Verfahren AIRGA 2o und VAIRGA 2o wurde ein Krylov-Unterraum-Verfahren
vorgestellt, das eine Reduktion von Systemen zweiter Ordnung durch eine iterative Be-
stimmung der Entwicklungsstellen und einer adaptiven Wahl der Stufe der verwendeten
Krylov-Unterra¨ume an diesen Stellen durchfu¨hrt. Der Anwender dieses Verfahrens wird
somit der Entscheidungen bezu¨glich der optimalen Entwicklungsstellenwahl und der Be-
stimmung der optimalen Stufen der Krylov-Unterra¨ume an diesen Stellen enthoben.
5. Mit Hilfe eines an das Verfahren VAIRGA 2o angepassten Fehlerscha¨tzers konnten auto-
matische Modellreduktionsverfahren entwickelt werden. Als Eingabeparameter der auto-
matisierten Verfahren, werden nur die Vorgabe des zu approximierenden Frequenzbereichs,
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die Anzahl der Anfangsentwicklungsstellen und die maximale Dimension des reduzierten
Modells beno¨tigt. Der Anwender erha¨lt als Ausgabeinformation den gescha¨tzten maxima-
len Approximationsfehler des reduzierten Systems.
Die in der Praxis verwendeten Modelle von Werkzeugmaschinen weisen gewo¨hnlich ho¨here Frei-
heitsgrade auf, als die zur Validierung der entwickelten Verfahren verwendeten Beispielmodelle.
Deshalb dienen die in dieser Arbeit vorgeschlagenen Verfahren als theoretische Grundlage fu¨r
eine automatische Reduktion von Strukturmodellen. Fu¨r eine Anwendung in der Praxis sind die
Algorithmen der vorgestellten Verfahren jedoch noch nicht ausgereift, um ihr volles Potential
ausscho¨pfen zu ko¨nnen.
Zur Ausscho¨pfung des vollen Potentials der Verfahren kann und sollte u¨ber weitere Optimie-
rungen speziell bei der Implementierung der Verfahren nachgedacht werden, auf die im Rahmen
dieser Arbeit nicht weiter eingegangen werden konnte.
Folgende Ansatzpunkte bieten sich zur weiteren Optimierung der vorgeschlagenen Verfahren an:
1. Die Verfahren wurden in MATLABR© implementiert. Weitere Effizienzsteigerungen sollten
sich durch eine Implementierung in C, C++ oder Fortran ergeben.
2. Die ho¨chsten numerischen Kosten der Reduktionsverfahren auf Basis von Krylov-
Unterra¨umen verursacht das Lo¨sen der auftretenden Gleichungssysteme. An dieser Stelle
muss die Verwendung von iterativen Gleichungslo¨sern noch weiter untersucht werden.
3. Mit den vorgeschlagenen Verfahren sollten sich durch Parallelisierung der Algorithmen
deutliche Effizienzsteigerungen ergeben.
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Anhang
Im vorliegenden Anhang werden die Approximationsfehler der reduzierten Beispielmodelle unter-
schiedlicher Dimensionen dargestellt. Im ersten Teil des Anhanges (A.1) erfolgt die Darstellung
der Approximationsfehler des ersten Beispielmodells, das auf die Dimensionen 16, 24, 32 und
40 reduziert wurde. Im zweiten Teil des Anhanges (A.2) erfolgt die Darstellung der Approxi-
mationsfehler des zweiten Beispielmodells, das auf die Dimensionen 32, 40, 48 und 56 reduziert
wurde.
A.1 Erstes Beispielmodell reduziert auf die Dimensionen 16, 24,
32 und 40
Im folgenden sind die Approximationsergebnisse im Frequenzbereich des mit den verschiedenen
Verfahren reduzierten ersten Beispielmodells der Dimension 16, 24, 32 und 40 dargestellt.
Die Algorithmen des Verfahrens MIRA ND (Algorithmus 19) und des Verfahrens IRGA ND
(Algorithmus 21) verwenden fu¨r die Stufe des Krylov-Unterraumes ki = [k]i = 2 an jeder
Entwicklungsstelle si = [s]i, i = 1, . . . , iˆ. Die Dimension der reduzierten Systeme r ergibt sich
durch die Anzahl der Anfangsentwicklungsstellen iˆ, der Stufe des Krylov-Unterraumes ki an jeder
Entwicklungsstelle si und der Anzahl der (linear unabha¨ngigen) Einga¨nge m˜ damit zu r = m˜·iˆ·kˆ.
Zudem wird fu¨r alle Verfahren zur Berechnung der reduzerten Systeme mit unterschiedlichen
Dimensionen tol = 10−5 und fmax = 500 verwendet.
Approximationsfehler reduzierter Systeme der Dimension 16
Die Algorithmen der Reduktionsverfahren (Algorithmus 19, Algorithmus 21 und Algorithmus
22) werden mit den Anfangsentwicklungsstellen ı·2π und 500ı·2π sowie ∆ = 500·2π (AIRGA 2o)
bzw. ∆ = 0 (VAIRGA 2o) verwendet. Durch die Anzahl der Anfangsentwicklungsstellen iˆ = 2,
der Stufe des Krylov-Unterraumes ki = 2 an jeder Entwicklungsstelle si und der Anzahl der
(linear unabha¨ngigen) Einga¨nge m˜ = 4, ergibt sich die Dimension der reduzierten Systeme
damit zu r = m˜ · iˆ · kˆ = 4 · 2 · 2 = 16.
Bei der Betrachtung der Approximationsergebnisse der reduzierten Systeme werden die Krylov-
Unterraum reduzierten Modelle mit reduzierter Dimension 16 einem modal reduzierten Modell
der gleichen Dimension (MODAL 2o) gegenu¨ber gestellt. Die Dimension des modal reduzierten
Systems entspricht der Anzahl der Eigenmoden im Intervall [ 0 Hz, 685.91 Hz ].
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Die Ergebnisse der verschiedenen Reduktionsverfahren sind in der Tabelle A.1 zusammengefasst.
Die Abbildungen A.1 und A.2 geben den Verlauf der relativen Fehler (10.3) und (10.5) der
verschiedenen reduzierten Modelle wieder.
Tabelle A.1: Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 16
Verfahren Moden Zeit Anzahl Fehler Fehler
[s] Iterationen ǫmax(I) ǫmax
MODAL 2o 16 – – 163.15 7.36 · 10−3
Verfahren mit Anwendung auf das ungeda¨mpftes System
MIRA ND – 3.56 2 34.61 1.66
IRGA ND – 2.64 2 34.61 1.66
AIRGA ND – 3.30 2 188.06 6.12
VAIRGA ND – 11.99 2 41.38 1.07
Verfahren mit Anwendung auf das proportional geda¨mpfte System
MIRA PD – 4.00 2 34.36 1.62
IRGA PD – 3.84 2 34.36 1.62
AIRGA PD – 4.78 2 183.55 5.76
VAIRGA PD – 14.09 2 40.88 1.06
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Abbildung A.1: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND,
AIRGA ND und VAIRGA ND der Dimension 16, angewendet auf das ungeda¨mpfte erste Bei-
spielmodell
Approximationsfehler reduzierter Systeme der Dimension 24
Die Algorithmen der Reduktionsverfahren (Algorithmus 19, Algorithmus 21 und Algorithmus
22) werden mit den Anfangsentwicklungsstellen ı ·2π, 250.5ı ·2π und 500ı ·2π sowie ∆ = 500 ·2π
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Abbildung A.2: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD,
AIRGA PD und VAIRGA PD der Dimension 16, angewendet auf das proportional geda¨mpfte
erste Beispielmodell
(AIRGA 2o) bzw. ∆ = 0 (VAIRGA 2o) verwendet. Durch die Anzahl der Anfangsentwicklungs-
stellen iˆ = 3, der Stufe des Krylov-Unterraumes ki = 2 an jeder Entwicklungsstelle si und der
Anzahl der (linear unabha¨ngigen) Einga¨nge m˜ = 4, ergibt sich die Dimension der reduzierten
Systeme damit zu r = m˜ · iˆ · kˆ = 4 · 3 · 2 = 24.
Bei der Betrachtung der Approximationsergebnisse der reduzierten Systeme werden die Krylov-
Unterraum reduzierten Modelle mit reduzierter Dimension 24 einem modal reduzierten Modell
der gleichen Dimension (MODAL 2o) gegenu¨ber gestellt. Die Dimension des modal reduzierten
Systems entspricht der Anzahl der Eigenmoden im Intervall [ 0 Hz, 1023.4 Hz ].
Die Ergebnisse der verschiedenen Reduktionsverfahren sind in der Tabelle A.2 zusammengefasst.
Die Abbildungen A.3 und A.4 geben den Verlauf der relativen Fehler (10.3) und (10.5) der
verschiedenen reduzierten Modelle wieder.
Approximationsfehler reduzierter Systeme der Dimension 32
Die Algorithmen der Reduktionsverfahren (Algorithmus 19, Algorithmus 21 und Algorithmus
22) werden mit den Anfangsentwicklungsstellen ı·2π, 166ı·2π, 332ı·2π und 500ı·2π (AIRGA 2o)
bzw. ∆ = 0 (VAIRGA 2o) verwendet. Durch die Anzahl der Anfangsentwicklungsstellen iˆ = 4,
der Stufe des Krylov-Unterraumes ki = 2 an jeder Entwicklungsstelle si und der Anzahl der
(linear unabha¨ngigen) Einga¨nge m˜ = 4, ergibt sich die Dimension der reduzierten Systeme
damit zu r = m˜ · iˆ · kˆ = 4 · 4 · 2 = 32.
Bei der Betrachtung der Approximationsergebnisse der reduzierten Systeme werden die Krylov-
Unterraum reduzierten Modelle mit reduzierter Dimension 32 einem modal reduzierten Modell
der gleichen Dimension (MODAL 2o) gegenu¨ber gestellt. Die Dimension des modal reduzierten
Systems entspricht der Anzahl der Eigenmoden im Intervall [ 0 Hz, 1464.1 Hz ].
Die Ergebnisse der verschiedenen Reduktionsverfahren sind in der Tabelle A.3 zusammengefasst.
Die Abbildungen A.5 und A.6 geben den Verlauf der relativen Fehler (10.3) und (10.5) der
260 A.1 Erstes Beispielmodell reduziert auf die Dimensionen 16, 24, 32 und 40
Tabelle A.2: Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 24
Verfahren Moden Zeit Anzahl Fehler Fehler
[s] Iterationen ǫmax(I) ǫmax
MODAL 2o 24 – – 71.81 4.20 · 10−3
Verfahren mit Anwendung auf das ungeda¨mpftes System
MIRA ND – 4.36 2 2.22 0.11 · 10−3
IRGA ND – 4.03 2 1.52 1.22 · 10−3
AIRGA ND – 5.76 2 1.28 1.44 · 10−3
VAIRGA ND – 17.80 2 2.09 0.20 · 10−3
Verfahren mit Anwendung auf das proportional geda¨mpfte System
MIRA PD – 6.45 2 2.21 0.11 · 10−3
IRGA PD – 5.95 2 2.12 0.24 · 10−3
AIRGA PD – 8.33 2 1.18 2.92 · 10−3
VAIRGA PD – 20.42 2 2.23 0.44 · 10−3
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Abbildung A.3: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND,
AIRGA ND und VAIRGA ND der Dimension 24, angewendet auf das ungeda¨mpfte erste Bei-
spielmodell
verschiedenen reduzierten Modelle wieder.
Approximationsfehler reduzierter Systeme der Dimension 40
Die Algorithmen der Reduktionsverfahren (Algorithmus 19, Algorithmus 21 und Algorithmus
22) werden mit den Anfangsentwicklungsstellen ı · 2π, 125.75ı · 2π, 250.5ı · 2π, 375.25ı · 2π und
500ı · 2π sowie ∆ = 500 · 2π (AIRGA 2o) bzw. ∆ = 0 (VAIRGA 2o) verwendet. Durch die
Anzahl der Anfangsentwicklungsstellen iˆ = 5, der Stufe des Krylov-Unterraumes ki = 2 an jeder
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Abbildung A.4: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD,
AIRGA PD und VAIRGA PD der Dimension 24, angewendet auf das proportional geda¨mpfte
erste Beispielmodell
Tabelle A.3: Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 32
Verfahren Moden Zeit Anzahl Fehler Fehler
[s] Iterationen ǫmax(I) ǫmax
MODAL 2o 32 – 2 20.56 3.84 · 10−3
Verfahren mit Anwendung auf das ungeda¨mpfte System
MIRA ND 6.25 2 11.82 · 10−3 0.86 · 10−6
IRGA ND – 5.64 2 0.24 · 10−3 17.06 · 10−6
AIRGA ND – 9.97 2 10.89 · 10−3 9.73 · 10−6
VAIRGA ND – 23.13 2 3.63 · 10−3 2.44 · 10−6
Verfahren mit Anwendung auf das proportional geda¨mpfte System
MIRA PD – 9.05 2 6.14 · 10−3 2.13 · 10−6
IRGA PD – 8.25 2 0.47 · 10−3 10.69 · 10−6
AIRGA PD – 14.61 2 24.73 · 10−3 21.81 · 10−6
VAIRGA PD – 27.95 2 0.67 · 10−3 2.86 · 10−6
Entwicklungsstelle si und der Anzahl der (linear unabha¨ngigen) Einga¨nge m˜ = 4, ergibt sich die
Dimension der reduzierten Systeme damit zu r = m˜ · iˆ · kˆ = 4 · 5 · 2 = 40.
Bei der Betrachtung der Approximationsergebnisse der reduzierten Systeme werden die Krylov-
Unterraum reduzierten Modelle mit reduzierter Dimension 40 einem modal reduzierten Modell
der gleichen Dimension (MODAL 2o) gegenu¨ber gestellt. Die Dimension des modal reduzierten
Systems entspricht der Anzahl der Eigenmoden im Intervall [ 0 Hz, 1839.7 Hz ].
Die Ergebnisse der verschiedenen Reduktionsverfahren sind in der Tabelle A.4 zusammengefasst.
Die Abbildungen A.7 und A.8 geben den Verlauf der relativen Fehler (10.3) und (10.5) der
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Abbildung A.5: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND,
AIRGA ND und VAIRGA ND der Dimension 32, angewendet auf das ungeda¨mpfte erste Bei-
spielmodell
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Abbildung A.6: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD,
AIRGA PD und VAIRGA PD der Dimension 32, angewendet auf das proportional geda¨mpfte
erste Beispielmodell
verschiedenen reduzierten Modelle wieder.
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Tabelle A.4: Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 40
Verfahren Moden Zeit Anzahl Fehler Fehler
[s] Iterationen ǫmax(I) ǫmax
MODAL 2o 40 – – 2129.80 4.57 · 10−3
Verfahren mit Anwendung auf das ungeda¨mpftes System
MIRA ND – 8.45 2 1.51 · 10−3 4.83 · 10−6
IRGA ND – 7.38 2 0.76 · 10−3 1.25 · 10−6
AIRGA ND – 13.08 2 0.75 · 10−3 0.21 · 10−6
VAIRGA ND – 29.89 2 0.75 · 10−3 0.21 · 10−6
Verfahren mit Anwendung auf das proportional geda¨mpfte System
MIRA PD – 12.34 2 0.26 · 10−3 4.57 · 10−6
IRGA PD – 10.77 2 0.81 · 10−3 16.07 · 10−6
AIRGA PD – 19.63 2 0.43 · 10−3 5.98 · 10−6
VAIRGA PD – 36.09 2 0.43 · 10−3 5.98 · 10−6
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Abbildung A.7: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND,
AIRGA ND und VAIRGA ND der Dimension 40, angewendet auf das ungeda¨mpfte erste Bei-
spielmodell
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Abbildung A.8: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD,
AIRGA PD und VAIRGA PD der Dimension 40, angewendet auf das proportional geda¨mpfte
erste Beispielmodell
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A.2 Zweites Beispielmodell reduziert auf die Dimensionen 32,
40, 48 und 56
Im folgenden sind die Approximationsergebnisse im Frequenzbereich des mit den verschiedenen
Verfahren reduzierten zweiten Beispielmodells der Dimension 32, 40, 48 und 56 dargestellt.
Die Algorithmen des Verfahrens MIRA ND (Algorithmus 19) und des Verfahrens IRGA ND
(Algorithmus 21) verwenden fu¨r die Stufe des Krylov-Unterraumes ki = [k]i = 2 an jeder
Entwicklungsstelle si = [s]i, i = 1, . . . , iˆ. Die Dimension der reduzierten Systeme r ergibt sich
durch die Anzahl der Anfangsentwicklungsstellen iˆ, der Stufe des Krylov-Unterraumes ki an jeder
Entwicklungsstelle si und der Anzahl der (linear unabha¨ngigen) Einga¨nge m˜ damit zu r = m˜·iˆ·kˆ.
Zudem wird fu¨r alle Verfahren zur Berechnung der reduzerten Systeme mit unterschiedlichen
Dimensionen tol = 10−5 und fmax = 500 verwendet.
Approximationsfehler reduzierter Systeme der Dimension 32
Die Algorithmen der Reduktionsverfahren (Algorithmus 19, Algorithmus 21 und Algorithmus
22) werden mit den Anfangsentwicklungsstellen ı · 2π, 167ı · 2π, 332ı · 2π und 500ı · 2π sowie
∆ = 500 ·2π (AIRGA 2o) bzw. ∆ = 0 (VAIRGA 2o) verwendet. Durch die Anzahl der Anfangs-
entwicklungsstellen iˆ = 4, der Stufe des Krylov-Unterraumes ki = 2 an jeder Entwicklungsstelle
si und der Anzahl der (linear unabha¨ngigen) Einga¨nge m˜ = 4, ergibt sich die Dimension der
reduzierten Systeme damit zu r = m˜ · iˆ · kˆ = 4 · 4 · 2 = 32.
Bei der Betrachtung der Approximationsergebnisse der reduzierten Systeme werden die Krylov-
Unterraum reduzierten Modelle mit reduzierter Dimension 32 einem modal reduzierten Modell
der gleichen Dimension (MODAL 2o) gegenu¨ber gestellt. Die Dimension des modal reduzierten
Systems entspricht der Anzahl der Eigenmoden im Intervall [ 0 Hz, 962.86 Hz ].
Die Ergebnisse der verschiedenen Reduktionsverfahren sind in der Tabelle A.5 zusammengefasst.
Die Abbildungen A.9 und A.10 geben den Verlauf der relativen Fehler (10.3) und (10.5) der
verschiedenen reduzierten Modelle wieder.
Approximationsfehler reduzierter Systeme der Dimension 40
Die Algorithmen der Reduktionsverfahren (Algorithmus 19, Algorithmus 21 und Algorithmus
22) werden mit den Anfangsentwicklungsstellen ı · 2π, 125.75ı · 2π, 250.5ı · 2π 375.25ı · 2π und
500ı · 2π sowie ∆ = 500 · 2π (AIRGA 2o) bzw. ∆ = 0 (VAIRGA 2o) verwendet. Durch die
Anzahl der Anfangsentwicklungsstellen iˆ = 5, der Stufe des Krylov-Unterraumes ki = 2 an jeder
Entwicklungsstelle si und der Anzahl der (linear unabha¨ngigen) Einga¨nge m˜ = 4, ergibt sich die
Dimension der reduzierten Systeme damit zu r = m˜ · iˆ · kˆ = 4 · 5 · 2 = 40.
Bei der Betrachtung der Approximationsergebnisse der reduzierten Systeme werden die Krylov-
Unterraum reduzierten Modelle mit reduzierter Dimension 40 einem modal reduzierten Modell
der gleichen Dimension (MODAL 2o) gegenu¨ber gestellt. Die Dimension des modal reduzierten
Systems entspricht der Anzahl der Eigenmoden im Intervall [ 0 Hz, 1122.2 Hz ].
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Tabelle A.5: Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 32
Verfahren Moden Zeit Anzahl Fehler Fehler
[s] Iterationen ǫmax(I) ǫmax
MODAL 2o 32 – – 73.22 1.68
Verfahren mit Anwendung auf das ungeda¨mpftes System
MIRA ND – 150.66 2 34.32 · 10−3 4.60 · 10−3
IRGA ND – 231.01 2 0.35 0.16
AIRGA ND – 431.95 2 376.45 50.48
VAIRGA ND – 863.92 2 6.57 · 10−3 0.57 · 10−3
Verfahren mit Anwendung auf das proportional geda¨mpfte System
MIRA PD – 212.47 2 34.32 · 10−3 4.59 · 10−3
IRGA PD – 300.51 2 0.35 0.16
AIRGA PD – 562.43 2 496.00 79.48
VAIRGA PD – 1023.30 2 84.83 · 10−3 79.52 · 10−3
0 100 200 300 400 500 600 700
10−15
10−10
10−5
100
f [Hz]
ε r
el
( f
, I 
)
MODAL_2o
MIRA_ND
IRGA_ND
AIRGA_ND
VAIRGA_ND
(a) Relativer Fehler ǫrel(f, I)
0 100 200 300 400 500 600 700
10−15
10−10
10−5
100
f [Hz]
ε r
el
( f
 )
MODAL_2o
MIRA_ND
IRGA_ND
AIRGA_ND
VAIRGA_ND
(b) Relativer Fehler ǫrel(f)
Abbildung A.9: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND,
AIRGA ND und VAIRGA ND der Dimension 32, angewendet auf das ungeda¨mpfte zweite Bei-
spielmodell
Die Ergebnisse der verschiedenen Reduktionsverfahren sind in der Tabelle A.6 zusammengefasst.
Die Abbildungen A.11 und A.12 geben den Verlauf der relativen Fehler (10.3) und (10.5) der
verschiedenen reduzierten Modelle wieder.
Approximationsfehler reduzierter Systeme der Dimension 48
Die Algorithmen der Reduktionsverfahren (Algorithmus 19, Algorithmus 21 und Algorithmus
22) werden mit den Anfangsentwicklungsstellen ı · 2π, 100ı · 2π, 200ı · 2π, 300ı · 2π, 400ı · 2π und
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Abbildung A.10: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD,
AIRGA PD und VAIRGA PD der Dimension 32, angewendet auf das proportional geda¨mpfte
zweite Beispielmodell
Tabelle A.6: Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 40
Verfahren Moden Zeit Anzahl Fehler Fehler
[s] Iterationen ǫmax(I) ǫmax
MODAL 2o 40 – – 40.50 0.88
Verfahren mit Anwendung auf das ungeda¨mpftes System
MIRA ND – 194.40 2 1.42 · 10−3 0.21 · 10−3
IRGA ND – 283.55 2 2.08 · 10−3 0.25 · 10−3
AIRGA ND – 582.42 2 0.24 80.38 · 10−3
VAIRGA ND – 1093.70 2 0.84 · 10−3 0.13 · 10−3
Verfahren mit Anwendung auf das proportional geda¨mpfte System
MIRA PD – 272.60 2 1.75 · 10−3 0.15 · 10−3
IRGA PD – 379.74 2 1.35 · 10−3 0.21 · 10−3
AIRGA PD – 791.59 2 0.26 56.54 · 10−3
VAIRGA PD – 1284.10 2 1.02 · 10−3 79.09 · 10−6
500ı · 2π (AIRGA 2o) bzw. ∆ = 0 (VAIRGA 2o) verwendet. Durch die Anzahl der Anfangsent-
wicklungsstellen iˆ = 6, der Stufe des Krylov-Unterraumes ki = 2 an jeder Entwicklungsstelle
si und der Anzahl der (linear unabha¨ngigen) Einga¨nge m˜ = 4, ergibt sich die Dimension der
reduzierten Systeme damit zu r = m˜ · iˆ · kˆ = 4 · 6 · 2 = 48.
Bei der Betrachtung der Approximationsergebnisse der reduzierten Systeme werden die Krylov-
Unterraum reduzierten Modelle mit reduzierter Dimension 48 einem modal reduzierten Modell
der gleichen Dimension (MODAL 2o) gegenu¨ber gestellt. Die Dimension des modal reduzierten
Systems entspricht der Anzahl der Eigenmoden im Intervall [ 0 Hz, 1264.5 Hz ].
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Abbildung A.11: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND,
AIRGA ND und VAIRGA ND der Dimension 40, angewendet auf das ungeda¨mpfte zweite Bei-
spielmodell
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Abbildung A.12: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD,
AIRGA PD und VAIRGA PD der Dimension 40, angewendet auf das proportional geda¨mpfte
zweite Beispielmodell
Die Ergebnisse der verschiedenen Reduktionsverfahren sind in der Tabelle A.7 zusammengefasst.
Die Abbildungen A.13 und A.14 geben den Verlauf der relativen Fehler (10.3) und (10.5) der
verschiedenen reduzierten Modelle wieder.
Approximationsfehler reduzierter Systeme der Dimension 56
Die Algorithmen der Reduktionsverfahren (Algorithmus 19, Algorithmus 21 und Algorithmus
22) werden mit den Anfangsentwicklungsstellen ı·2π, 84ı·2π, 167ı·2π, 250.5ı·2π, 332ı·2π, 417ı·2π
und 500ı · 2π sowie ∆ = 500 · 2π (AIRGA 2o) bzw. ∆ = 0 (VAIRGA 2o) verwendet. Durch die
Anzahl der Anfangsentwicklungsstellen iˆ = 7, der Stufe des Krylov-Unterraumes ki = 2 an jeder
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Tabelle A.7: Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 48
Verfahren Moden Zeit Anzahl Fehler Fehler
[s] Iterationen ǫmax(I) ǫmax
MODAL 2o 48 – – 39.74 0.82
Verfahren mit Anwendung auf das ungeda¨mpftes System
MIRA ND – 251.85 2 19.30 · 10−6 1.14 · 10−6
IRGA ND – 343.67 2 1.18 · 10−6 61.69 · 10−9
AIRGA ND – 786.98 2 13.36 · 10−3 28.77 · 10−6
VAIRGA ND – 1349.10 2 14.22 · 10−6 0.52 · 10−6
Verfahren mit Anwendung auf das proportional geda¨mpfte System
MIRA PD – 337.05 2 22.10 · 10−6 1.20 · 10−6
IRGA PD – 455.61 2 1.05 · 10−6 57.98 · 10−9
AIRGA PD – 1065.90 2 1.44 · 10−3 2.31 · 10−6
VAIRGA PD – 1629.90 2 8.30 · 10−6 0.41 · 10−6
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Abbildung A.13: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND,
AIRGA ND und VAIRGA ND der Dimension 48, angewendet auf das ungeda¨mpfte zweite Bei-
spielmodell
Entwicklungsstelle si und der Anzahl der (linear unabha¨ngigen) Einga¨nge m˜ = 4, ergibt sich die
Dimension der reduzierten Systeme damit zu r = m˜ · iˆ · kˆ = 4 · 7 · 2 = 56.
Bei der Betrachtung der Approximationsergebnisse der reduzierten Systeme werden die Krylov-
Unterraum reduzierten Modelle mit reduzierter Dimension 56 einem modal reduzierten Modell
der gleichen Dimension (MODAL 2o) gegenu¨ber gestellt. Die Dimension des modal reduzierten
Systems entspricht der Anzahl der Eigenmoden im Intervall [ 0 Hz, 1469.7 Hz ].
Die Ergebnisse der verschiedenen Reduktionsverfahren sind in der Tabelle A.8 zusammengefasst.
Die Abbildungen A.15 und A.16 geben den Verlauf der relativen Fehler (10.3) und (10.5) der
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Abbildung A.14: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD,
AIRGA PD und VAIRGA PD der Dimension 48, angewendet auf das proportional geda¨mpfte
zweite Beispielmodell
verschiedenen reduzierten Modelle wieder.
Tabelle A.8: Ergebnisse der untersuchten Reduktionsverfahren - Reduktion auf Dimension 56
Verfahren Moden Zeit Anzahl Fehler Fehler
[s] Iterationen ǫmax(I) ǫmax
MODAL 2o 56 – – 39.67 0.81
Verfahren mit Anwendung auf das ungeda¨mpftes System
MIRA ND – 300.27 2 65.46 · 10−6 8.34 · 10−6
IRGA ND – 400.47 2 2.71 · 10−6 0.49 · 10−6
AIRGA ND – 1038.20 2 3.09 · 10−6 65.69 · 10−6
VAIRGA ND – 1663.20 2 27.71 · 10−9 4.76 · 10−9
Verfahren mit Anwendung auf das proportional geda¨mpfte System
MIRA PD – 413.15 2 31.99 · 10−6 3.73 · 10−6
IRGA PD – 537.01 2 5.89 · 10−6 0.36 · 10−6
AIRGA PD – 1404.40 2 6.31 · 10−3 66.19 · 10−6
VAIRGA PD – 2051.40 2 32.21 · 10−9 4.15 · 10−9
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Abbildung A.15: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA ND, IRGA ND,
AIRGA ND und VAIRGA ND der Dimension 56, angewendet auf das ungeda¨mpfte zweite Bei-
spielmodell
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Abbildung A.16: Relative Fehler der reduzierten Systeme MODAL 2o, MIRA PD, IRGA PD,
AIRGA PD und VAIRGA PD der Dimension 56, angewendet auf das proportional geda¨mpfte
zweite Beispielmodell
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