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Abstract
In this paper, we introduce the notion of Koszul-Vinberg-Nijenhuis structures on a left-
symmetric algebroid as analogues of Poisson-Nijenhuis structures on a Lie algebroid, and
show that a Koszul-Vinberg-Nijenhuis structure gives rise to a hierarchy of Koszul-Vinberg
structures. We introduce the notions of KVΩ-structures, pseudo-Hessian-Nijenhuis structures
and complementary symmetric 2-tensors for Koszul-Vinberg structures on left-symmetric al-
gebroids, which are analogues of PΩ-structures, symplectic-Nijenhuis structures and comple-
mentary 2-forms for Poisson structures. We also study the relationships between these various
structures.
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1
1 Introduction
Left-symmetric algebras (or pre-Lie algebras) arose from the study of convex homogeneous cones
([27]), affine manifolds and affine structures on Lie groups ([10]), deformation and cohomology
theory of associative algebras ([6]) and then appear in many fields in mathematics and mathemat-
ical physics. See the survey article [3] and the references therein. In particular, there are close
relations between left-symmetric algebras and certain important left-invariant structures on Lie
groups ([7, 11, 19, 20, 21]).
A left-symmetric algebroid is a geometric generalization of a left-symmetric algebra. See
[12, 22, 23] for more details and applications. The notion of a Nijenhuis operator on a left-symmetric
algebroid was introduced in [13], which could generate a trivial deformation. See [29] for more de-
tails of deformations of left-symmetric algebras. In [14], Motivated by the theory of Lie biagebroids
([17]), the notion of a left-symmetric bialgebroid was introduced as a geometric generalization of a
left-symmetric bialgebra ([1]). The double of a left-symmetric bialgebroid is not a left-symmetric
algebroid anymore, but a pre-symplectic algebroid ([13]). This result is parallel to the fact that
the double of a Lie bialgebroid is a Courant algebroid ([15]). As a Poisson structure π on a mani-
fold gives rise to a Lie bialgebroid, a symmetric 2-tensor H on a flat manifold satisfying a certain
condition gives rise to a left-symmetric bialgebroid. In this paper, we call this symmetric 2-tensor
H a Koszul-Vinberg structure. In particular, if the Koszul-Vinberg structure H is nondegenerate,
the inverse of H is a pseudo-Hessian structure on a flat manifold. See [24, 25, 26] for more in-
formation about pseudo-Hessian Lie algebras and Hessian geometry. Therefore, Koszul-Vinberg
structures and pseudo-Hessian structures are symmetric analogues of Poisson structures and sym-
plectic structures, respectively. In [2], the authors recovered the Koszul-Vinberg structure (they
called it a contravariant pseudo-Hessian structure) from a different point of view and built an
analogue of Darboux-Weinstein theorem near a regular point for this structure.
In this paper, we add some compatibility conditions between a Koszul-Vinberg structure and
a Nijenhuis operator on a left-symmetric algebroid to introduce the notion of a Koszul-Vinberg-
Nijenhuis structure. Koszul-Vinberg-Nijenhuis structures on left-symmetric algebroids enjoy many
properties that parallel to Poisson-Nijenhuis structures on Lie algebroids ([8, 9, 18]). Furthermore,
we introduce the notions of KVΩ-structures, pseudo-Hessian-Nijenhuis structures and complemen-
tary symmetric 2-tensors for Koszul-Vinberg structures on left-symmetric algebroids, which are
analogues of PΩ-structures ([9, 18]), symplectic-Nijenhuis structures ([4, 9, 18]) and complemen-
tary 2-forms for Poisson structures ([9, 28]).
The paper is organized as follows. In Section 2, we recall the notions and properties of Lie
algebroids and left-symmetric algebroids. In Section 3, we add some compatibility conditions
between a Koszul-Vinberg structure H and a Nijenhuis operator N to introduce the notion of
a Koszul-Vinberg-Nijenhuis structure (KVN-structure) on a left-symmetric algebroid. In Section
4, we study compatible Koszul-Vinberg structures on left-symmetric algebroids. We show that a
KVN-structure (H,N) gives rise to a hierarchy of Koszul-Vinberg structures. In Section 5, we
introduce the notion of a KVΩ-structure on a left-symmetric algebroid, which consists of a Koszul-
Vinberg structure H and a 2-cocycle B ∈ Sym2(A∗) satisfying some compatibility conditions. The
relations between KVΩ-structures and KVN-structures are studied. In Section 6, we introduce
the notion of a pseudo-Hessian-Nijenhuis structure (HN-structure) on a left-symmetric algebroid
A, which consists of a pseudo-Hessian structure B ∈ Sym2(A∗) and a Nijenhuis operator N on A
satisfying some compatibility conditions. The relations among KVN-structures, KVΩ-structures
and HN-structures are discussed. Moreover, various examples are given.
2
2 Preliminaries
2.1 Lie algebroids
The notion of a Lie algebroid was introduced by Pradines in 1967, as a generalization of Lie algebras
and tangent bundles. See [16] for the general theory about Lie algebroids.
Definition 2.1. A Lie algebroid structure on a vector bundle A −→ M is a pair that consists
of a Lie algebra structure [−,−]A on the section space Γ(A) and a bundle map aA : A −→ TM ,
called the anchor, such that the following relation is satisfied:
[x, fy]A = f [x, y]A + aA(x)(f)y, ∀ x, y ∈ Γ(A), f ∈ C
∞(M).
For a vector bundle E −→M , we denote by D(E) the gauge Lie algebroid of the frame bundle
F(E), which is also called the covariant differential operator bundle of E.
Let (A, [−,−]A, aA) and (B, [−,−]B, aB) be two Lie algebroids (with the same base), a base-
preserving morphism from A to B is a bundle map σ : A −→ B over the identity such that
aB ◦ σ = aA, σ[x, y]A = [σ(x), σ(y)]B .
A representation of a Lie algebroid A on a vector bundle E is a base-preserving morphism ρ
from A to the Lie algebroid D(E). Let (E; ρ) be a representation. The dual representation of
a Lie algebroid A on E∗ is the bundle map ρ∗ : A −→ D(E∗) given by
〈ρ∗(x)(α), u〉 = aA(x)〈α, u〉 − 〈α, ρ(x)(u)〉, ∀x ∈ Γ(A), α ∈ Γ(E
∗), u ∈ Γ(E).
For all x ∈ Γ(A), the Lie derivation Lx : Γ(A
∗) −→ Γ(A∗) of the Lie algebroid A is given by
〈Lxα, y〉 = aA(x)〈α, y〉 − 〈α, [x, y]A〉, ∀y ∈ Γ(A), α ∈ Γ(A
∗). (1)
A Lie algebroid (A, [−,−]A, aA) naturally represents on the trivial line bundle E =M ×R via the
anchor map aA : A −→ TM . The coboundary operator dA : Γ(∧
kA∗) −→ Γ(∧k+1A∗) is given by
dA̟(x1, · · · , xk+1) =
k+1∑
i=1
(−1)i+1aA(xi)̟(x1 · · · , x̂i, · · · , xk+1)
+
∑
i<j
(−1)i+j̟([xi, xj ]A, x1 · · · , x̂i, · · · , x̂j , · · · , xk+1).
2.2 Left-symmetric algebroids
Definition 2.2. A left-symmetric algebra is a pair (g, ·g), where g is a vector space, and
·g : g⊗ g −→ g is a bilinear operation such that for all x, y, z ∈ g, the associator
(x, y, z) , x ·g (y ·g z)− (x ·g y) ·g z (2)
is symmetric in x, y, i.e.
(x, y, z) = (y, x, z), or equivalently, x ·g (y ·g z)− (x ·g y) ·g z = y ·g (x ·g z)− (y ·g x) ·g z.
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Definition 2.3. ([12, 22]) A left-symmetric algebroid structure on a vector bundle A −→ M
is a pair that consists of a left-symmetric algebra structure ·A on the section space Γ(A) and a
vector bundle morphism aA : A −→ TM , called the anchor, such that for all f ∈ C
∞(M) and
x, y ∈ Γ(A), the following conditions are satisfied:
(i) x ·A (fy) = f(x ·A y) + aA(x)(f)y,
(ii) (fx) ·A y = f(x ·A y).
We usually denote a left-symmetric algebroid by (A, ·A, aA). Any left-symmetric algebra is a
left-symmetric algebroid over a point.
For any x ∈ Γ(A), we define Lx : Γ(A) −→ Γ(A) and Rx : Γ(A) −→ Γ(A) by
Lxy = x ·A y, Rxy = y ·A x. (3)
Condition (i) in the above definition means that Lx ∈ D(A). Condition (ii) means that the map
x 7−→ Lx is C
∞(M)-linear. Thus, L : A −→ D(A) is a bundle map. With the same notations,
there is two maps Lx, Rx : Γ(A
∗) −→ Γ(A∗) given by
〈Lxξ, y〉 = aA(x)〈ξ, y〉 − 〈ξ, Lxy〉, 〈Rxξ, y〉 = −〈ξ, Rxy〉, ∀x, y ∈ Γ(A), ξ ∈ Γ(A
∗). (4)
Proposition 2.4. ([12]) Let (A, ·A, aA) be a left-symmetric algebroid. Define a skew-symmetric
bilinear bracket operation [−,−]A on Γ(A) by
[x, y]A = x ·A y − y ·A x, ∀ x, y ∈ Γ(A).
Then (A, [−,−]A, aA) is a Lie algebroid, and denoted by A
c, called the sub-adjacent Lie alge-
broid of (A, ·A, aA). Furthermore, L : A −→ D(A) gives a representation of the Lie algebroid
Ac.
Recall that a connection ∇ on M is said to be flat if the torsion tensor and curvature tensor of
∇ vanish identically. A manifold M endowed with a flat connection ∇ is called a flat manifold.
The following results for flat manifolds are well known. See [25] for more details.
Proposition 2.5. Let (M,∇) be a flat manifold. Then there exists local coordinate system
{x1, · · · , xn} on M such that ∇ ∂
∂xi
∂
∂xj
= 0, i, j = 1, . . . , n. We call this local coordinate system an
affine coordinate system with respect to ∇.
Example 2.6. Let Rn be the affine space with the affine coordinate system {x1, x2, . . . , xn}. Then
there is a natural flat connection ∇ on Rn defined by ∇ ∂
∂xi
∂
∂xj
= 0, i, j = 1, . . . , n. We call this
connection the standard flat connection on Rn.
Example 2.7. Let (M,∇) be a flat manifold. Then (TM,∇, id) is a left-symmetric algebroid
whose sub-adjacent Lie algebroid is exactly the tangent Lie algebroid. We denote this left-symmetric
algebroid by T∇M .
In the following, we recall the definition of a Nijenhuis operator on a left-symmetric algebroid,
which could generate a trivial deformation of the left-symmetric algebroid.
Definition 2.8. ([12]) A bundle map N : A −→ A is called a Nijenhuis operator on a left-
symmetric algebroid (A, ·A, aA) if the Nijenhuis condition holds:
N(x) ·A N(y)−N(x ·A N(y) +N(x) ·A y +N(x ·A y)) = 0, ∀x, y ∈ Γ(A). (5)
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Obviously, any Nijenhuis operator on a left-symmetric algebroid is also a Nijenhuis operator
on the corresponding sub-adjacent Lie algebroid.
Let N be a Nijenhuis operator on a left-symmetric algebroid (A, ·A, aA). We denote by ·N :
A⊗A −→ A the deformed multiplication. More precisely,
x ·N y = N(x) ·A y + x ·A N(y)−N(x ·A y). (6)
Then (A, ·N , aN = aA ◦ N) is a left-symmetric algebroid, and N is a left-symmetric algebroid
morphism between (A, ·N , aN = aA ◦ N) and (A, ·A, aA). We denote by [−,−]N the commutator
bracket of ·N . More precisely,
[x, y]N = x ·N y − y ·N x, ∀ x, y ∈ Γ(A). (7)
Then (A, [−,−]N , aN) is a Lie algebroid andN is a Lie algebroid morphism between (A, [−,−]N , aN =
aA ◦N) and (A, [−,−]A, aA).
By direct calculations, we have
Lemma 2.9. Let (A, ·A, aA) be a left-symmetric algebroid and N a Nijenhuis operator.
(i) For all k ∈ N, (A, ·Nk , aNk = aA ◦N
k) is a left-symmetric algebroid;
(ii) For all l ∈ N, N l is a Nijenhuis operator on the left-symmetric algebroid (A, ·Nk , aNk);
(iii) The left-symmetric algebroids (A, (·Nk)N l , aNk+l) and (A, ·Nk+l , aNk+l) are the same;
(iv) N l is a left-symmetric algebroid homomorphism from (A, ·Nk+l , aNk+l) to (A, ·Nk , aNk).
Let (A, ·A, aA) be a left-symmetric algebroid and E a vector bundle. A representation of
A on E consists of a pair (ρ, µ), where ρ : A −→ D(E) is a representation of Ac on E and
µ : A −→ End(E) is a bundle map, such that for all x, y ∈ Γ(A), e ∈ Γ(E), we have
ρ(x)µ(y)e− µ(y)ρ(x)e = µ(x ·A y)e− µ(y)µ(x)e. (8)
Denote a representation by (E; ρ, µ).
Let us recall the cochain complex with the coefficient in the trivial representation, i.e. ρ = aA
and µ = 0. See [5, 12] for general theory of cohomologies of right-symmetric algebras and left-
symmetric algebroids respectively. The set of (n+ 1)-cochains is given by
Cn+1(A) = Γ(∧nA∗ ⊗A∗), n ≥ 0.
For all ϕ ∈ Cn(A) and xi ∈ Γ(A), i = 1, · · · , n+ 1, the coboundary operator δA is given by
δAϕ(x1, · · · , xn+1) =
n∑
i=1
(−1)i+1aA(xi)ϕ(x1, · · · , xˆi, · · · , xn+1)
−
n∑
i=1
(−1)i+1ϕ(x1, · · · , xˆi, · · · , xn, xi ·A xn+1)
+
∑
1≤i<j≤n
(−1)i+jϕ([xi, xj ]A, x1, · · · , xˆi, · · · , xˆj , · · · , xn+1). (9)
Let (A, ·A, aA) be a left-symmetric algebroid. Define
Sym2(A) = {H ∈ A⊗A|H(α, β) = H(β, α), ∀α, β ∈ Γ(A∗)}.
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For any H ∈ Sym2(A), the bundle map H♯ : A∗ −→ A is given by H♯(α)(β) = H(α, β). We
introduce JH,HKA ∈ Γ(∧
2A⊗A) as follows:
JH,HKA(α1, α2, α3) = aA(H
♯(α1))〈H
♯(α2), α3〉 − aA(H
♯(α2))〈H
♯(α1), α3〉
+〈α1, H
♯(α2) ·A H
♯(α3)〉 − 〈α2, H
♯(α1) ·A H
♯(α3)〉 − 〈α3, [H
♯(α1), H
♯(α2)]A〉. (10)
Suppose that H♯ : A∗ −→ A is nondegenerate. Then (H♯)−1 : A −→ A∗ is also a symmetric bundle
map, which gives rise to an element, denoted by H−1, in Sym2(A∗).
Proposition 2.10. ([14]) Let (A, ·A, aA) be a left-symmetric algebroid and H ∈ Sym
2(A). If H
is nondegenerate, then JH,HKA = 0 if and only if δA(H
−1) = 0, i.e. H−1 is a 2-cocycle on the
left-symmetric algebroid A.
Let (A, ·A, aA) be a left-symmetric algebroid, and H ∈ Sym
2(A). Define
α ·H
♯
β = LH♯(α)β −RH♯(β)α− dA(H(α, β)), ∀α, β ∈ Γ(A
∗), (11)
where R is given by (4), L and dA are the Lie derivation and the coboundary operator on the
sub-adjacent Lie algebroid Ac respectively.
Proposition 2.11. ([14]) With the above notations, for all α, β ∈ Γ(A∗), we have
H♯(α ·H
♯
β) −H♯(α) ·A H
♯(β) = JH,HKA(α,−, β). (12)
Theorem 2.12. ([14]) With the above notations, if JH,HKA = 0, then (A
∗, ·H
♯
, aA∗ = aA ◦H
♯) is
a left-symmetric algebroid, and H♯ is a left-symmetric algebroid homomorphism from (A∗, ·H
♯
, aA∗)
to (A, ·A, aA). Furthermore, (A,A
∗) is a left-symmetric bialgebroid.
Recall that a pseudo-Hessian metric g is a pseudo-Riemannian metric g on a flat manifold
(M,∇) such that g can be locally expressed by gij =
∂2ϕ
∂xi∂xj
, where ϕ ∈ C∞(M) and {x1, · · · , xn}
is an affine coordinate system with respect to ∇. Then the pair (∇, g) is called a pseudo-Hessian
structure onM . A manifoldM with a pseudo-Hessian structure (∇, g) is called a pseudo-Hessian
manifold. See [26] for more details about pseudo-Hessian manifolds.
Proposition 2.13. ([26]) Let (M,∇) be a flat manifold and g a pseudo-Riemannian metric on M .
Then g is a pseudo-Hessian metric if and only if for all x, y, z ∈ Γ(TM), there holds ∇xg(y, z) =
∇yg(x, z), where ∇xg(y, z) is given by
∇xg(y, z) = xg(y, z)− g(∇xy, z)− g(y,∇xz).
Thus we have
Proposition 2.14. Let (M,∇) be a flat manifold and g a pseudo-Riemannian metric on M . Then
(M,∇, g) is a pseudo-Hessian manifold if and only if δT∇Mg = 0, where δT∇M is the coboundary
operator given by (9) associated to the left-symmetric algebroid T∇M given in Example 2.7.
Now we give the main structure studied in this paper.
Definition 2.15. Let (A, ·A, aA) be a left-symmetric algebroid.
(i) If H ∈ Sym2(A) satisfies JH,HKA = 0, then H is called a Koszul-Vinberg structure on
the left-symmetric algebroid A;
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(ii) If B ∈ Sym2(A∗) satisfies δAB = 0, then B is called a pseudo-Hessian structure on the
left-symmetric algebroid A.
By Proposition 2.10, if a Koszul-Vinberg structure H ∈ Sym2(A) is nondegenerate, then H−1
is a pseudo-Hessian structure.
Now we extend the equation (10) to any two elements H1, H2 ∈ Sym
2(A) as follows:
JH1, H2KA(α1, α2, α3)
=
1
2
(
aA(H
♯
1(α1))〈H
♯
2(α2), α3〉+ aA(H
♯
2(α1))〈H
♯
1(α2), α3〉 − aA(H
♯
1(α2))〈H
♯
2(α1), α3〉
−aA(H
♯
2(α2))〈H
♯
1(α1), α3〉+ 〈α1, H
♯
1(α2) ·A H
♯
2(α3)〉+ 〈α1, H
♯
2(α2) ·A H
♯
1(α3)〉
−〈α2, H
♯
1(α1) ·A H
♯
2(α3)〉 − 〈α2, H
♯
2(α1) ·A H
♯
1(α3)〉 − 〈α3, [H
♯
1(α1), H
♯
2(α2)]A〉
−〈α3, [H
♯
2(α1), H
♯
1(α2)]A〉
)
, ∀α1, α2, α3 ∈ Γ(A
∗). (13)
It is easy to see that JH1, H2KA ∈ Γ(∧
2A⊗A) and JH1, H2KA = JH2, H1KA.
Definition 2.16. Two Koszul-Vinberg structures H1, H2 are called compatible if JH1, H2KA = 0.
It is obvious that H1 and H2 are compatible if and only if for all t1, t2 ∈ K, t1H1 + t2H2 are
Koszul-Vinberg structures.
3 Koszul-Vinberg-Nijenhuis structures on left-symmetric al-
gebroids
Let N be a Nijenhuis operator on a left-symmetric algebroid (A, ·A, aA). For all x ∈ Γ(A), we
denote by LNx : Γ(A) −→ Γ(A) and R
N
x : Γ(A) −→ Γ(A) the left multiplication and the right
multiplication for the left-symmetric algebroid (A, ·N , aN ) respectively, i.e.,
LNx y = x ·N y, R
N
x y = y ·N x.
By direct calculations, for all α ∈ Γ(A∗), we have
LNx α = LN(x)α+N
∗(Lxα)− LxN
∗(α), (14)
RNx α = RN(x)α+N
∗(Rxα)−RxN
∗(α). (15)
For all x ∈ Γ(A), the Lie derivation for the Lie algebroid (A, [−,−]N , aN) is denoted by L
N
x , i.e.,
〈LNx α, y〉 = aN (x)〈α, y〉 − 〈α, [x, y]N 〉.
By direct calculations, we have
LNx α = LN(x)α+N
∗(Lxα)− LxN
∗(α). (16)
Let H ∈ Sym2(A) be a Koszul-Vinberg structure. We define the multiplication ·H
♯
N∗ : Γ(A
∗) ⊗
Γ(A∗) −→ Γ(A∗) to be the deformed multiplication of ·H
♯
by N∗. More precisely,
α ·H
♯
N∗ β = N
∗(α) ·H
♯
β + α ·H
♯
N∗(β) −N∗(α ·H
♯
β), ∀ α, β ∈ Γ(A∗). (17)
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Define the multiplication ⋆H
♯
: Γ(A∗)⊗ Γ(A∗) −→ Γ(A∗) similar as (11) by
α ⋆H
♯
β = LNH♯(α)β −R
N
H♯(β)α− d
N
A (H(α, β)), (18)
where LN is given by (16), RN is given by (15), and dNA is the coboundary operator associated to
the Lie algebroid (A, [−,−]N , aN).
Lemma 3.1. With the above notations, if N ◦H♯ = H♯ ◦N∗, we have
α ⋆H
♯
β + α ·H
♯
N∗ β = 2α ·
N◦H♯ β, α, β ∈ Γ(A∗). (19)
Proof. Since N ◦H♯ = H♯ ◦N∗, by direct calculations, we have
α ⋆H
♯
β + α ·H
♯
N∗ β = LN◦H♯(α)β +N
∗(LH♯(α)β)− LH♯(α)N
∗(β) −RN◦H♯(β)α
−N∗(RH♯(β)α) +RH♯(β)N
∗(α) −N∗dAH(α, β) + LH♯◦N∗(α)β
−RH♯(β)N
∗(α)− dAH(N
∗(α), β) + LH♯(α)N
∗(β) −RH♯◦N∗(β)α
−dAH(α,N
∗(β))−N∗
(
LH♯(α)β −RH♯(β)α− dAH(α, β)
)
= LN◦H♯(α)β + LH♯◦N∗(α)β −RN◦H♯(β)α−RH♯◦N∗(β)α
−dAH(N
∗(α), β) − dAH(α,N
∗(β))
= 2α ·N◦H
♯
β.
We finish the proof.
We denote the commutators of the operations ⋆H
♯
and ·H
♯
N∗ by {−,−}
H♯ and [−,−]H
♯
N∗ respec-
tively:
{α, β}H
♯
= α ⋆H
♯
β − β ⋆H
♯
α = LNH♯(α)β − L
N
H♯(β)α, (20)
[α, β]H
♯
N∗ = α ·
H♯
N∗ β − β ·
H♯
N∗ α = [N
∗(α), β]H
♯
+ [α,N∗(β)]H
♯
−N∗([α, β]H
♯
), (21)
where [−,−]H
♯
is the commutator of the operation ·H
♯
, i.e.
[α, β]H
♯
= LH♯(α)β − LH♯(β)α, ∀ α, β ∈ Γ(A
∗). (22)
In the following, we introduce the definition of a Koszul-Vinberg-Nijenhuis structure on a left-
symmetric algebroid.
Definition 3.2. Let H be a Koszul-Vinberg structure and N : A −→ A a Nijenhuis operator on
a left-symmetric algebroid (A, ·A, aA) . A pair (H,N) is called a Koszul-Vinberg-Nijenhuis
structure (or KVN-structure) on the left-symmetric algebroid A if for any α, β ∈ Γ(A∗),
N ◦H♯ = H♯ ◦N∗, (23)
α ⋆H
♯
β = α ·H
♯
N∗ β. (24)
By Lemma 3.1, if (H,N) is a KVN-structure, we have
α ⋆H
♯
β = α ·H
♯
N∗ β = α ·
N◦H♯ β. (25)
Theorem 3.3. Let (H,N) be a KVN-structure on a left-symmetric algebroid (A, ·A, aA). Then
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(i) N∗ is a Nijenhuis operator on the left-symmetric algebroid (A∗, ·H
♯
, aA∗ = aA ◦ H
♯). Con-
sequently, (A∗, ·H
♯
N∗ , aNH = aA ◦ N ◦ H
♯) is also a left-symmetric algebroid and N∗ is a
left-symmetric algebroid morphism from (A∗, ·H
♯
N∗ , aNH) to (A
∗, ·H
♯
, aA∗);
(ii) H♯ is a left-symmetric algebroid morphism from (A∗, ·H
♯
N∗ , aNH) to (A, ·N , aN );
(iii) N ◦H♯ is a left-symmetric algebroid morphism from (A∗, ·H
♯
N∗ , aNH) to (A, ·A, aA);
(iv) HN ∈ Sym
2(A), which is defined by (HN )
♯ = N ◦H♯, satisfies JHN , HN KA = 0 and H is also
a Koszul-Vinberg structure for the deformed left-symmetric algebroid (A, ·N , aN );
(v) JH,HN KA = 0.
Proof. (i) By (24), we have
RH♯(β)N
∗(α) = LH♯(α)N
∗(β)−N∗LH♯(α)β +N
∗RH♯(β)α+N
∗dAH(α, β)− dAH(N
∗(α), β). (26)
Replacing α by N∗(α) in (26), and by (23), we have
RH♯(β)(N
∗)2(α) = LNH♯(α)N
∗(β)−N∗LNH♯(α)β +N
∗RH♯(β)N
∗(α)
+N∗dAH(N
∗(α), β)− dAH((N
∗)2(α), β). (27)
Let N∗ act both sides of (26), we have
N∗RH♯(β)N
∗(α) = N∗LH♯(α)N
∗(β) − (N∗)2LH♯(α)β + (N
∗)2RH♯(β)α
+(N∗)2dAH(α, β)−N
∗dAH(N
∗(α), β). (28)
Since N is a Nijenhuis operator on the left-symmetric algebroid A, we have
RH♯(β)(N
∗)2(α) −N∗RH♯(β)N
∗(α) −RH♯N∗(β)α+N
∗RH♯N∗(β)α = 0. (29)
By (23) and (27)-(29), we have
N∗(α) ·H
♯
N∗(β)−N∗(α ·H
♯
N∗ β)
= LNH♯(α)N
∗(β)−N∗LNH♯(α)β +N
∗RH♯(β)N
∗(α) +N∗dAH(N
∗(α), β)
−dAH((N
∗)2(α), β) + (N∗)2LH(α)β −N
∗LH(α)N
∗(β) − (N∗)2RH(β)α
−(N∗)2dAH(α, β) +N
∗dAH(N
∗(α), β) −RNH♯(β)N
∗(α) +N∗RNH♯(β)α
= RH♯(β)(N
∗)2(α) −N∗RH♯(β)N
∗(α)−RNH♯(β)N
∗(α) +N∗RNH♯(β)α = 0.
Thus N∗ is a Nijenhuis operator on the left-symmetric algebroid (A∗, ·H
♯
, aA∗ = aA ◦ H
♯). The
rest follows from the properties of Nijenhuis operators.
(ii) By (23) and Theorem 2.12, we have
H♯(α ·H
♯
N∗ β) = H
♯
(
N∗(α) ·H
♯
β + α ·H
♯
N∗(β)−N∗(α ·H
♯
β)
)
= H♯N∗(α) ·A H
♯(β) +H♯(α) ·A H
♯N∗(β)−H♯N∗(α ·H
♯
β)
= NH♯(α) ·A H
♯(β) +H♯(α) ·A NH
♯(β) −N(H♯(α) ·A H
♯(β))
= H♯(α) ·N H
♯(β).
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Also, aNH = aN ◦ H
♯, thus H♯ is a left-symmetric algebroid morphism from (A, ·HN∗ , aNH) to
(A, ·N , aN ).
(iii) By (ii) and N is a Nijenhuis operator, we have
NH♯(α ·H
♯
N∗ β) = N(H
♯(α) ·N H
♯(β)) = NH♯(α) ·A NH
♯(β).
Also, aNH = aA ◦N ◦H
♯, thus N ◦H♯ is a left-symmetric algebroid morphism from (A∗, ·H
♯
N∗ , aNH)
to (A, ·A, aA).
(iv) By (iii) and (25), we have
NH♯(α ·N◦H
♯
β) = NH♯(α ·H
♯
N∗ β) = NH
♯(α) ·A NH
♯(β).
By Proposition 2.11, we have JHN , HN KA = 0.
By (ii) and (25), we have
H♯(α ⋆H
♯
β) = H♯(α ·H
♯
N∗ β) = H
♯(α) ·N H
♯(β).
Also, by Proposition 2.11, H is a Koszul-Vinberg structure for the deformed left-symmetric alge-
broid (A, ·N , aN ).
(v) First, we notice that
α ·H
♯+N◦H♯ β = α ·H
♯
β + α ·N◦H
♯
β = α ·H
♯
β + α ·N
∗
H♯ β.
Then we have
(H +HN )
♯(α ·(H+HN )
♯
β)
= (H♯ +N ◦H♯)(α ·H
♯+N◦H♯ β)
= H♯(α ·H
♯
β) +H♯(α ·H
♯
N∗ β) +NH
♯(α ·H
♯
β) +NH♯(α ·H
♯
N∗ β)
= H♯(α ·H
♯
β) +H♯
(
N∗(α) ·H
♯
β + α ·H
♯
N∗(β) −N∗(α ·H
♯
β)
)
+NH♯(α ·H
♯
β) +NH♯(α ·H
♯
N∗ β)
= H♯(α ·H
♯
β) +H♯(N∗(α) ·H
♯
β) +H♯(α ·H
♯
N∗(β)) +NH♯(α ·H
♯
N∗ β)
= H♯(α) ·A H
♯(β) +NH♯(α) ·A H
♯(β) +H♯(α) ·A NH
♯(β) +NH♯(α) ·A NH
♯(β)
= (H♯ +N ◦H♯)(α) ·A (H
♯ +N ◦H♯)(β)
= (H +HN )
♯(α) ·A (H +HN )
♯(β).
Thus, by Proposition 2.11, we have JH +HN , H +HN KA = 0 and then JH,HN KA = 0.
Corollary 3.4. Let (H,N) be a KVN-structure on a left-symmetric algebroid (A, ·A, aA). Then
(i) N∗ is a Nijenhuis operator on the Lie algebroid (A∗, [−,−]H
♯
, aA∗ = aA ◦H
♯). Consequently,
(A∗, [−,−]H
♯
N∗ , aNH = aA ◦ N ◦ H
♯) is a Lie algebroid and N∗ is a Lie algebroid morphism
from (A∗, [−,−]H
♯
N∗ , aNH) to (A
∗, [−,−]H
♯
, aA∗);
(ii) H♯ is a Lie algebroid morphism from (A∗, [−,−]H
♯
N∗ , aNH) to (A, [−,−]N , aN );
(iii) N ◦H♯ is a Lie algebroid morphism from (A∗, [−,−]H
♯
N∗ , aNH) to (A, [−,−]A, aA).
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4 Hierarchy of Koszul-Vinberg structures
Given a KVN-structure (H,N), by Theorem 3.3, H and HN are Koszul-Vinberg structures and
they are compatible. In the following, we construct a hierarchy of Koszul-Vinberg structures from
a KVN-structure. We first give two useful lemmas. Define HNk ∈ Sym
2(A) by (HNk)
♯ = Nk ◦H♯
for all k ∈ N.
Lemma 4.1. Let (H,N) be a KVN-structure on a left-symmetric algebroid (A, ·A, aA). Then for
all k, i ∈ N, we have
(HNk)
♯(α ·H
♯
(N∗)k+i
β) = (HNk)
♯(α) ·Ni (HNk)
♯(β), ∀α, β ∈ Γ(A∗). (30)
Proof. Since H is a Koszul-Vinberg structure and H♯ ◦N∗ = N ◦H♯, we have
H♯(α ·H
♯
(N∗)i
β) = H♯
(
(N∗)
i
(α) ·H
♯
β + α ·H
♯
(N∗)
i
(β) − (N∗)
i
(α ·H
♯
β)
)
= N i(H♯(α)) ·A H
♯(β) +H♯(α) ·A N
i(H♯(β)) −N i(H♯(α) ·A H
♯(β))
= H♯(α) ·Ni H
♯(β). (31)
Since N∗ is a Nijenhuis operator on the left-symmetric algebroid (A∗, ·H
♯
, aA∗ = aA ◦ H
♯), by
Lemma 2.9, we have
(N∗)
k
(α ·H
♯
(N∗)k+i
β) = (N∗)
k
(α) ·H
♯
(N∗)i
(N∗)
k
(β). (32)
By (31) and (32), we have
(HNk)
♯(α ·H
♯
(N∗)k+i
β) = H♯ ◦ (N∗)k(α ·H
♯
(N∗)k+i
β)
= H♯
(
(N∗)
k
(α) ·H
♯
(N∗)i
(N∗)
k
(β)
)
= H♯((N∗)
k
(α)) ·Ni H
♯((N∗)
k
(β)),
= (HNk)
♯(α) ·Ni (HNk)
♯(β).
The proof is finished.
Lemma 4.2. Let (H,N) be a KVN-structure on a left-symmetric algebroid (A, ·A, aA). Then for
all k, i ∈ N such that i ≤ k,
α ·(HNk )
♯
β = α ·H
♯
(N∗)k
β = (N∗)k−i(α ·(HNi )
♯
β). (33)
Proof. Since N and H are compatible, the relation α ·(HNk )
♯
β = α ·H
♯
(N∗)k
β is valid for k = 0 and
k = 1. Let us assume that this relation is valid for all integers less than or equal to k ≥ 1. By
direct calculation, we have
α ·(HNk+1 )
♯
β − α ·
(H
Nk
)♯
N∗ β −
(
N∗(α ·(HNk )
♯
β)−N∗(α) ·(HNk−1 )
♯
N∗(β)
)
= 0.
By (32), we have
N∗(α ·(HNk )
♯
β)−N∗(α) ·(HNk−1 )
♯
N∗(β) = N∗(α ·H
♯
(N∗)k
β)−N∗(α) ·H
♯
(N∗)k−1
N∗(β) = 0.
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Thus
α ·(HNk+1 )
♯
β = α ·
(H
Nk
)♯
N∗ β = N
∗(α ·(HNk )
♯
β) = N∗(α ·H
♯
(N∗)k
β) = α ·H
♯
(N∗)k+1
β.
The relation α ·(HNk )
♯
β = α ·H
♯
(N∗)k
β is proved by induction on k. The second equality in (33)
follows from the relations α ·(HNk )
♯
β = α ·H
♯
(N∗)k
β and α ·
(H
Nk
)♯
N∗ β = N
∗(α ·(HNk )
♯
β). We finish
the proof.
With above preparations, we give the main result in this section.
Theorem 4.3. Let (H,N) be a KVN-structure on a left-symmetric algebroid (A, ·A, aA). Then
for all k ∈ N, HNk are Koszul-Vinberg structures. Furthermore, for all k, l ∈ N, HNk and HN l are
compatible.
Proof. By (30) and (33) with k = 0, we have
(HNk)
♯(α ·(HNk )
♯
β) = (HNk)
♯(α) ·A (HNk)
♯(β),
which implies that HNk is a Koszul-Vinberg structure. For the second conclusion, we need to prove
that HNk +HNk+i are Koszul-Vinberg structures for all k, i ∈ N. By (33), we have
α ·(HNk )
♯+(H
Nk+i
)♯ β = α ·(HNk )
♯
β + α ·(HNk+i )
♯
β = α ·(HNk )
♯
β + α ·
(H
Nk
)♯
(N∗)i
β.
Thus, we have
((HNk)
♯ + (HNk+i)
♯)(α ·(HNk )
♯+(H
Nk+i
)♯ β)
= (HNk)
♯(α ·(HNk )
♯
β) + (HNk)
♯(α ·
(H
Nk
)♯
(N∗)i
β) + (HNk+i)
♯(α ·(HNk )
♯
β) + (HNk+i)
♯(α ·
(H
Nk
)♯
(N∗)i
β)
= (HNk)
♯(α ·(HNk )
♯
β) + (HNk+i)
♯(α ·(HNk )
♯
β) + (HNk+i)
♯(α ·
(H
Nk
)♯
(N∗)i
β)
+(HNk)
♯
(
(N∗)
i
(α) ·(HNk )
♯
β + α ·(HNk )
♯
(N∗)
i
(β) − (N∗)
i
(α ·(HNk )
♯
β)
)
= (HNk)
♯(α ·(HNk )
♯
β) + (HNk+i)
♯(α ·
(H
Nk
)♯
(N∗)i
β) + (HNk)
♯
(
(N∗)i(α) ·(HNk )
♯
β + α ·(HNk )
♯
(N∗)i(β)
)
= (HNk)
♯(α) ·A (HNk)
♯(β) + (HNk+i)
♯(α) ·A (HNk+i)
♯(β) + (HNk+i)
♯(α) ·A (HNk)
♯(β)
+(HNk)
♯(α) ·A (HNk+i)
♯(β)
= ((HNk)
♯ + (HNk+i)
♯)(α) ·A ((HNk)
♯ + (HNk+i)
♯)(β).
Thus HNk +HNk+i is a KVN-structure. We finish the proof.
Compatible Koszul-Vinberg structures can give rise to KVN-structures.
Theorem 4.4. Let H and H1 be two Koszul-Vinberg structures on a left-symmetric algebroid
(A, ·A, aA). Suppose that H is nondegenerate. If H and H1 are compatible, then
(i) N = H♯1 ◦ (H
♯)−1 is a Nijenhuis operator on the left-symmetric algebroid (A, ·A, aA);
(ii) (H,N) is a KVN-structure;
(iii) (H1, N) is a KVN-structure.
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Proof. (i) For all x, y ∈ Γ(A), there exists α, β ∈ Γ(A∗) such that H♯(α) = x,H♯(β) = y. Hence
N = H♯1 ◦ (H
♯)−1 is a Nijenhuis operator if and only if the following equation holds:
NH♯(α) ·A NH
♯(β) = N
(
NH♯(α) ·A H
♯(β) +H♯(α) ·A NH
♯(β)
)
−N2(H♯(α) ·A H
♯(β)).
Since H1 is a Koszul-Vinberg structure with H
♯
1 = N ◦H
♯, the left hand side of the above equation
is
NH♯(LNH♯(α)β −RNH♯(β)α− dA〈NH
♯(α), β〉).
Since H and H1 are compatible Koszul-Vinberg structures, we have
NH♯(α) ·A H
♯(β) +H♯(α) ·A NH
♯(β)
= NH♯
(
LH♯(α)β −RH♯(β)α− dA〈H
♯(α), β〉
)
+H♯
(
LNH♯(α)β −RNH♯(β)α− dA〈NH
♯(α), β〉
)
= N(H♯(α) ·A H
♯(β)) +H♯
(
LNH♯(α)β −RNH♯(β)α− dA〈NH
♯(α), β〉
)
.
Let N act on both sides, we get the conclusion.
(ii) On the one hand, since H and H1 are compatible Koszul-Vinberg structures with H
♯
1 =
N ◦H♯,
NH♯(α) ·A H
♯(β) +H♯(α) ·A NH
♯(β) = NH♯
(
LH♯(α)β −RH♯(β)α− dA〈H
♯(α), β〉
)
+H♯
(
LNH♯(α)β −RNH♯(β)α− dA〈NH
♯(α), β〉
)
.
On the other hand, since H1 is a Koszul-Vinberg structure, we have
NH♯(α) ·A H
♯(β) +H♯(α) ·A NH
♯(β)
= H♯N∗(α) ·A H
♯(β) +H♯(α) ·A H
♯N∗(β)
= H♯
(
LH♯N∗(α)β −RH♯(β)N
∗(α) − dA〈H
♯N∗(α), β〉 + LH♯(α)N
∗(β)−RH♯N∗(β)α
−dA〈H
♯(α), N∗(β)〉
)
Compare the two equalities above with H nondegenerate, we have
N∗
(
LH♯(α)β −RH♯(β)α− dA〈H
♯(α), β〉
)
= LH♯(α)N
∗(β)−RH♯(β)N
∗(α)− dA〈H
♯(α), N∗(β)〉. (34)
By direct calculations, we have
α ⋆H
♯
β − α ·H
♯
N∗ β = N
∗LH♯(α)β − LH♯(α)N
∗(β) −N∗RH♯(β)α
+RH♯(β)N
∗(α)−N∗dAH(α, β) + dAH(N
∗(α), β),
which is just the equality (34). Thus, (H,N) is a KVN-structure.
(iii) By direct calculations, we have
α ⋆H
♯
1 β − α ·
H
♯
1
N∗ β
= N∗L
H
♯
1
(α)β − LH♯
1
(α)N
∗(β)−N∗R
H
♯
1
(β)α+RH♯
1
(β)N
∗(α)−N∗dAH1(α, β)
+dAH1(N
∗(α), β)
= N∗LNH♯(α)β − LNH♯(α)N
∗(β)−N∗RNH♯(β)α+RNH♯(β)N
∗(α) −N∗dA〈NH
♯(α), β〉
+dA〈N
2H♯(α), β〉
= N∗(α ·N◦H
♯
β)−N∗(α) ·H
♯
N∗(β) = 0,
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which implies that (H1, N) is a KVN-structure.
The above theorem admits a converse.
Theorem 4.5. Let H and H1 be nondegenerate Koszul-Vinberg structures on a left-symmetric
algebroid (A, ·A, aA). If N = H
♯
1 ◦ (H
♯)−1 is a Nijenhuis operator on A, then H and H1 are
compatible.
Proof. Since N is a Nijenhuis operator on A, we have
NH♯(α) ·A NH
♯(β) = N
(
NH♯(α) ·A H
♯(β) +H♯(α) ·A NH
♯(β)
)
−N2(H♯(α) ·A H
♯(β)).
By the assumption that H and H1 are Koszul-Vinberg structures,
H♯(α) ·A H
♯(β) = H♯(LH♯(α)β −RH♯(β)α− dA〈H
♯(α), β〉),
NH♯(α) ·A NH
♯(β) = NH♯(LNH♯(α)β −RNH♯(β)α− dA〈NH
♯(α), β〉).
Thus we obtain
0 = NH♯(α) ·A NH
♯(β) −N
(
NH♯(α) ·A H
♯(β) +H♯(α) ·A NH
♯(β)
)
+N2(H♯(α) ·A H
♯(β))
= NH♯(LNH♯(α)β −RNH♯(β)α− dA〈NH
♯(α), β〉) −N
(
NH♯(α) ·A H
♯(β)
+H♯(α) ·A NH
♯(β)
)
+N2H♯(LH♯(α)β −RH♯(β)α− dA〈H
♯(α), β〉)
= N
(
H♯(LNH♯(α)β −RNH♯(β)α− dA〈NH
♯(α), β〉) +NH♯(LH♯(α)β −RH♯(β)α
−dA〈H
♯(α), β〉) −NH♯(α) ·A H
♯(β)−H♯(α) ·A NH
♯(β)
)
.
Because N is nondegenerate,
NH♯(α) ·A H
♯(β) +H♯(α) ·A NH
♯(β)
= H♯(LNH♯(α)β − RNH♯(β)α− dA〈NH
♯(α), β〉) +NH♯(LH♯(α)β −RH♯(β)α− dA〈H
♯(α), β〉),
which implies that H and H1 are compatible.
The following proposition gives a local expression of Koszul-Vinberg structures, which will be
used in the following examples.
Proposition 4.6. Let (M,∇) be a flat manifold and {x1, · · · , xn} be an affine coordinate system
with respect to ∇. Then H =
∑n
i,j=1 hi,j
∂
∂xi
⊗ ∂
∂xj
∈ Sym2(TM) is a Koszul-Vinberg structure on
M if and only if
n∑
l=1
(hjl
∂hik
∂xl
− hil
∂hjk
∂xl
) = 0.
Example 4.7. For R2 with the affine coordinate system {x, y}. Then, by a direct calculation in
coordinates, H and H1 given by respectively
H =
∂
∂x
⊗
∂
∂x
+
∂
∂y
⊗
∂
∂y
and
H1 =
x2 + y2
2
∂
∂x
⊗
∂
∂x
+ xy
∂
∂x
⊗
∂
∂y
++xy
∂
∂y
⊗
∂
∂x
+
x2 + y2
2
∂
∂y
⊗
∂
∂y
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are Koszul-Vinberg structures and they are compatible. It is obvious that H is nondegenerate. By
Theorem 4.4, N = H♯1 ◦ (H
♯)−1 given by
N =
[
x2+y2
2 xy
xy x
2+y2
2
]
is a Nijenhuis operator on the left-symmetric algebroid T∇R
2. Furthermore, (H,N) and (H1, N)
are KVN-structures on R2.
Example 4.8. Consider the domain Ω = {(x, y) ∈ R2 | x > 0, y > 0} with the affine coordinate
system {x, y}. Then the Koszul-Vinberg structures H and H1 given by respectively
H = x
∂
∂x
⊗
∂
∂x
+ y
∂
∂y
⊗
∂
∂y
and
H1 =
x2 + y2
2
∂
∂x
⊗
∂
∂x
+ xy
∂
∂x
⊗
∂
∂y
+ xy
∂
∂y
⊗
∂
∂x
+
x2 + y2
2
∂
∂y
⊗
∂
∂y
are nondegenerate on Ω. It is not hard to check that H and H1 are not compatible. By Theorem
4.5, N = H♯1 ◦ (H
♯)−1 given by
N =
[
x2+y2
2x x
y x
2+y2
2y
]
is not a Nijenhuis operator on the left-symmetric algebroid T∇Ω.
Proposition 4.9. Let (H,N) be a KVN-structure on a left-symmetric algebroid (A, ·A, aA). If H
is nondegenerate, then
(i) (H,Nk) is a KVN-structure;
(ii) (HNk , N
k) is a KVN-structure, where (HNk)
♯ = Nk ◦H♯.
Proof. Since (H,N) is a KVN-structure on the left-symmetric algebroid (A, ·A, aA), by Theorem
4.3, H and HNk are compatible KVN-structures. Then by the condition that H is nondegenerate
and Theorem 4.4, the conclusions follow immediately.
5 KVΩ-structures and complementary symmetric 2-tensors
In this section, we introduce the notion of a KVΩ-structure on a left-symmetric algebroid, which
consists of a Koszul-Vinberg structure and a symmetric 2-cocycle such that some compatibility
conditions hold. For any B ∈ Sym2(A∗), the bundle map B♮ : A −→ A∗ is defined by B♮(x)(y) =
B(x, y) for all x, y ∈ Γ(A).
Definition 5.1. Let H ∈ Sym2(A) be a Koszul-Vinberg structure and B ∈ Sym2(A∗) a 2-cocycle
on a left-symmetric algebroid (A, ·A, aA). Then (H,B) is called a KVΩ-structure if BN is also
a 2-cocycle, where N = H♯ ◦B♮ and BN ∈ Sym
2(A∗) is defined by BN (x, y) = B(Nx, y) for all
x, y ∈ Γ(A).
By the proof of Proposition 2.1 in [26], we have
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Proposition 5.2. Let (M,∇) be a flat manifold with {x1, · · · , xn} an affine coordinate system
with respect to ∇ and B ∈ Sym2(T ∗M). Then the following conditions are equivalent:
(i) B is a 2-cocycle on the left-symmetric algebroid T∇M ;
(ii)
∂Bij
∂xk
=
∂Bkj
∂xi
;
(iii) There exists a function ϕ ∈ C∞(M) such that B can be locally expressed by Bij =
∂2ϕ
∂xi∂xj
.
Example 5.3. For R3 with the affine coordinate system {x, y, z}. Define H and B by
H =
∂
∂x
⊗
∂
∂x
+
∂
∂y
⊗
∂
∂y
, B = xdx⊗ dx+ ydy ⊗ dy + zdz ⊗ dz.
It is easy to check that H is a Koszul-Vinberg structure and B is a symmetric 2-cocycle on T∇R
3
with the function ϕ = 16 (x
3 + y3 + z3). Furthermore, BN given by
BN = x
2dx⊗ dx + y2dy ⊗ dy
is also a 2-cocycle on T∇R
3 with the function ϕ = 112 (x
4 + y4). Thus (H,B) is a KVΩ-structure.
Definition 5.4. Let H ∈ Sym2(A) be a Koszul-Vinberg structure on a left-symmetric algebroid
(A, ·A, aA). A 2-tensor B ∈ Sym
2(A∗) is called a complementary symmetric 2-tensor for H
if
JB,BKA∗ = 0,
where J−,−KA∗ is given by (10) and the left-symmetric algebroid structure on A
∗ induced by H is
given by Theorem 2.12.
Proposition 5.5. Let H ∈ Sym2(A) be a Koszul-Vinberg structure on a left-symmetric algebroid
(A, ·A, aA). Then B ∈ Sym
2(A∗) is a complementary symmetric 2-tensor for H if and only if
aA(H
♯B♮(y))B(x, z)− aA(H
♯B♮(x))B(y, z)− aA(x)B(H
♯B♮(y), z)
+aA(y)B(H
♯B♮(x), z)−B(H♯B♮(y) ·A z, x)−B(y ·A H
♯B♮(z), x)
+B(H♯B♮(x) ·A z, y) +B(x ·A H
♯B♮(z), y) +B([H♯B♮(x), y]A, z)
−B([H♯B♮(y), x]A, z) = 0 (35)
for all x, y, z ∈ Γ(A).
Proof. It follows from
JB,BKA∗ (x, y, z) = aA(H
♯B♮(y))B(x, z)− aA(H
♯B♮(x))B(y, z)− aA(x)B(H
♯B♮(y), z)
+aA(y)B(H
♯B♮(x), z)−B(H♯B♮(y) ·A z, x)−B(y ·A H
♯B♮(z), x)
+B(H♯B♮(x) ·A z, y) +B(x ·A H
♯B♮(z), y) +B([H♯B♮(x), y]A, z)
−B([H♯B♮(y), x]A, z)
for all x, y, z ∈ Γ(A).
Theorem 5.6. Let H ∈ Sym2(A) be a Koszul-Vinberg structure on a left-symmetric algebroid
(A, ·A, aA) and B ∈ Sym
2(A∗). Then (H,B) is a KVΩ-structure if and only if B is a 2-cocycle
that complementary to H.
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Proof. Assume that (H,B) is a KVΩ-structure. Let N = H♯ ◦B♮. Since B is δA-closed, we have
aA(N(x))B(y, z) − aA(y)B(N(x), z)−B(y,N(x) ·A z) +B(N(x), y ·A z)−B([N(x), y]A, z) = 0;
aA(x)B(N(y), z) − aA(N(y))B(x, z)−B(N(y), x ·A z) +B(x,N(y) ·A z)−B([x,N(y)]A, z) = 0;
aA(x)B(y,N(z)) − aA(y)B(x,N(z))−B(y, x ·A N(z)) +B(x, y ·A N(z))−B([x, y]A, N(z)) = 0,
which implies that
aA(N(x))B(y, z) + aA(x)B(N(y), z)− aA(N(y))B(x, z) − aA(y)B(N(x), z)
+aA(x)B(y,N(z))− aA(y)B(x,N(z)) −B(y,N(x) ·A z)−B(N(y), x ·A z)
−B(y, x ·A N(z)) +B(N(x), y ·A z) +B(x,N(y) ·A z) +B(x, y ·A N(z))
−B([N(x), y]A, z)−B([x,N(y)]A, z)−B([x, y]A, N(z)) = 0.
Since BN is also δA-closed, we have
aA(x)B(N(y), z) − aA(y)B(N(x), z)−B(N(y), x ·A z) +B(N(x), y ·A z)−B([x, y]A, N(z)) = 0.
Thus
aA(N(x))B(y, z)− aA(N(y))B(x, z) + aA(x)B(N(y), z)
−aA(y)B(N(x), z) −B(y, x ·A N(z)) +B(x, y ·A N(z))
−B(y,N(x) ·A z) +B(x,N(y) ·A z)−B(z, [N(x), y]A)−B(z, [x,N(y)]A) = 0,
which is (35) with N = H♯ ◦B♮ and thus B is a complementary symmetric 2-tensor for H .
The converse part can be proved similarly. We finish the proof.
In the following, we will study the relation between KVN-structures and KVΩ-structures. Now
we give a useful lemma.
Lemma 5.7. Let H be a Koszul-Vinberg structure on a left-symmetric algebroid (A, ·A, aA). Then
B ∈ Sym2(A∗) is a symmetric 2-cocycle that complementary to H if and only if
B♮(x ·A y) = LxB
♮(y)−RyB
♮(x) − dAB(x, y), (36)
B♮(x) ·H
♯
B♮(y) = B♮
(
H♯B♮(x) ·A y + x ·A H
♯B♮(y)−H♯B♮(x ·A y)
)
. (37)
Proof. Since B is δA-closed, we have δAB(x, z, y) = 0, which is equivalent to
〈LxB
♮(y)−RyB
♮(x) − dAB(x, y)−B
♮(x ·A y), z〉 = 0.
This is just (36).
Since JB,BKA∗ = 0, we have
B♮(x) ·H
♯
B♮(y) = B♮(LB♮(x)y −RB♮(y)x− dA∗B(x, y)), ∀ x, y ∈ Γ(A). (38)
Also, we have
〈LB♮(x)y −RB♮(y)x− dA∗B(x, y), α〉
= aA∗(B
♮(x))〈y, α〉 − 〈B♮(x) ·H
♯
α, y〉+ 〈x, α ·H
♯
B♮(x)〉 − aA∗(α)B(x, y)
= aA(H
♯(α))B(x, y) − aA(x)B(H
♯(α), y)−B(x,H♯(α) ·A y)−B([H
♯(α), x]A, y)
+〈H♯B♮(x) ·A y, α〉+ 〈x ·A H
♯B♮(y), α〉
= −〈H♯B♮(x ·A y), α〉+ 〈H
♯B♮(x) ·A y, α〉+ 〈x ·A H
♯B♮(y), α〉
= 〈H♯B♮(x) ·A y + x ·A H
♯B♮(y)−H♯B♮(x ·A y), α〉,
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where in the third equality we use the fact that δAB(x,H
♯(α), y) = 0. Thus, (38) implies (37).
The converse part can be proved similarly. We finish the proof.
Proposition 5.8. If (H,B) is a KVΩ-structure on a left-symmetric algebroid (A, ·A, aA), then
(H,N = H♯ ◦B♮) is a KVN-structure.
Conversely, if (H,N) is a KVN-structure and H is nondegenerate, then (H,B) is KVΩ-
structure, where B is given by B♮ = (H♯)−1 ◦N .
Proof. Now we assume that (H,B) is a KVΩ-structure on a left-symmetric algebroid (A, ·A, aA).
First, applying H♯ to both hands of (37), we obtain
H♯B♮(x) ·A H
♯B♮(y) = H♯B♮(H♯B♮(x) ·A y + x ·A H
♯B♮(y)−H♯B♮(x ·A y)), (39)
which implies that N = H♯ ◦B♮ is a Nijenhuis operator on the left-symmetric algebroid A.
It is obvious that N ◦H♯ = H♯ ◦B♮ ◦H♯ = H♯ ◦N∗. By a direct calculation, we have
α ⋆H
♯
β − α ·H
♯
N∗ β
= N∗(α ·H
♯
β)− LH♯(α)N
∗(β) +RH♯(β)N
∗(α) + dAH(N
∗(α), β)
= B♮ ◦H♯(α ·H
♯
β)− LH♯(α)B
♮H♯(β) +RH♯(β)B
♮H♯(α) + dAH(B
♮H♯(α), β)
= B♮(H♯(α) ·A H
♯(β)) − LH♯(α)B
♮H♯(β) +RH♯(β)B
♮H♯(α) + dAB(H
♯(α), H♯(β)).
Therefore, (36) implies that
α ⋆H
♯
β = α ·H
♯
N∗ β.
Thus (H,N = H♯ ◦B♮) is a KVN-structure.
Conversely, sinceN = H♯◦B♮ is a Nijenhuis operator on the left-symmetric algebroid (A, ·A, aA),
(39) holds and
H♯
(
B♮(x) ·H
♯
B♮(y)
)
= H♯B♮(x) ·A H
♯B♮(y)
= H♯B♮(H♯B♮(x) ·A y + x ·A H
♯B♮(y)−H♯B♮(x ·A y)).
Because H♯ is nondegenerate, this implies (37).
Since α ⋆H
♯
β = α ·HN∗ β, we have
B♮(H♯(α) ·A H
♯(β)) − LH♯(α)B
♮ ◦H♯(β) +RH♯(β)B
♮ ◦H♯(α) + dAB(H
♯(α), H♯(β)) = 0.
Also, H♯ is nondegenerate, this implies (36).
By Theorem 5.6, (H,B) is a KVΩ-structure. We finish the proof.
Example 5.9. Consider the KVΩ-structure (H,B) on R3 given by the Example 4.7. Then by
Theorem 5.8, (H,N) given by
H =
∂
∂x
⊗
∂
∂x
+
∂
∂y
⊗
∂
∂y
, N =
x 0 00 y 0
0 0 0

is a KVN-structure on R3.
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6 Pseudo-Hessian-Nijenhuis structures
Definition 6.1. Let B ∈ Sym2(A∗) be a pseudo-Hessian structure and N a Nijenhuis operator
on a left-symmetric algebroid (A, ·A, aA). Then (B, N) is called a pseudo-Hessian-Nijenhuis
structure(or HN-structure) on the left-symmetric algebroid A if
B(N(x), y) = B(x,N(y)), ∀ x, y ∈ Γ(A) (40)
and δABN = 0, where BN ∈ Sym
2(A∗) is defined by BN (x, y) = B(N(x), y).
Theorem 6.2. Let (B, N) be a HN-structure on a left-symmetric algebroid (A, ·A, aA). Then
(H,N), where H♯ = (B♮)−1, is a KVN-structure on the left-symmetric algebroid A.
Conversely, if (H,N) is a KVN-structure and H is nondegenerate, then (B, N), where B♮ =
(H♯)−1, is a HN-structure.
Proof. By Proposition 2.10, H given by (H♯)−1 = B♮ is a Koszul-Vinberg structure on A.
By (40), (23) follows immediately. Now we prove (24). First, by δABN (x, z, y) = 0, we have
aA(x)B(N(z), y) −B(N(z), x ·A y) = aA(z)B(N(x), y)−B(N(x), z ·A y) +B(N [x, z]A, y). (41)
Similarly, by δAB(x,N(z), y) = 0, we have
aA(x)B(N(z), y)−B(N(z), x ·A y) = aA(N(z))B(x, y)−B(x,N(z) ·A y) +B([x,N(z)]A, y). (42)
By (42), (41) is equivalent to
aA(z)B(N(x), y) −B(N(x), z ·A y) +B(N [x, z]A, y)− aA(N(z))B(x, y)
+B(x,N(z) ·A y)−B([x,N(z)]A, y) = 0. (43)
Let α = B♮(x), β = B♮(y), by (43), we have
〈α ⋆H
♯
β − α ·H
♯
N∗ β, z〉
= 〈N∗LxB
♮(y)− LxN
∗B♮(y)−N∗RyB
♮(x) +RyN
∗B♮(x)−N∗dAB
♮(x, y)
+dAB
♮(N(x), y), z〉
= aA(z)B(N(x), y) −B(N(x), z ·A y) +B(N [x, z]A, y)− aA(N(z))B(x, y)
+B(x,N(z) ·A y)−B([x,N(z)]A)
= 0,
which implies that (24) holds for all α, β ∈ Γ(A∗). Thus, (H,N) is a KVN-structure.
The converse part can be proved similarly. We finish the proof.
Corollary 6.3. Let (B, N) be a HN-structure on a left-symmetric algebroid (A, ·A, aA). Then
(H, N), where H♯ = N ◦ (B♮)−1, is a KVN-structure on the left-symmetric algebroid A.
Proof. Since (B, N) is a HN-structure on the left-symmetric algebroid A, then by Theorem 6.2,
(H,N), where H♯ = (B♮)−1, is a KVN-structure on the left-symmetric algebroid A. Furthermore,
by Theorem 3.3, H and H are compatible. Since H is nondegenerate, by Theorem 4.4, (H, N) is
a KVN-structure on the left-symmetric algebroid A. We finish the proof.
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Example 6.4. Consider the KVN-structures (H,N) and (H1, N) on R
2 given by the Example 4.7.
Then by Theorem 6.2, (B, N) given by
B = dx⊗ dx+ dy ⊗ dy, N =
[
x2+y2
2 xy
xy x
2+y2
2
]
is a HN-structure on R2. Since H1 restricted to the domain Ω = {(x, y) ∈ R
2 | x2 − y2 > 0} is
nondegenerate, by Theorem 6.2, (B1, N) given by
B1 =
2x2 + 2y2
(x2 − y2)2
dx⊗ dx−
4xy
(x2 − y2)2
dx⊗ dy −
4xy
(x2 − y2)2
dy ⊗ dx+
2x2 + 2y2
(x2 − y2)2
dy ⊗ dy
and
N =
[
x2+y2
2 xy
xy x
2+y2
2
]
is a HN-structure on Ω. Note that B1 can be locally expressed by the function ϕ = ln(x
2 − y2).
Theorem 6.5. If (H,B) is a KVΩ-structure on a left-symmetric algebroid (A, ·A, aA) and B is
nondegenerate, then (B, N), where N = H♯ ◦B♮, is a HN-structure.
Conversely, if (B, N) is a HN-structure on a left-symmetric algebroid (A, ·A, aA), then (H,B),
where H♯ = N ◦ (B♮)−1, is a KVΩ-structure.
Proof. Since (H,B) is a KVΩ-structure on the left-symmetric algebroid (A, ·A, aA), N = H
♯ ◦B♮
is a Nijenhuis operator on A. By the definition of KVΩ-structure, we have δABN = 0. Thus
(B, N) is a HN-structure.
Conversely, since (B, N) is a HN-structure on A, by Theorem 6.2, (H,N), where H♯ = (B♮)−1,
is a KVN-structure. Thus H given by H♯ = N ◦(B♮)−1 is a Koszul-Vinberg structure. It is obvious
that δABN = 0. Therefore, (H,B) is a KVΩ-structure. We finish the proof.
Proposition 6.6. Let (B, N) be a HN-structure on a left-symmetric algebroid (A, ·A, aA) . Then
for all k ∈ N, BNk defined by (BNk)
♮ = B♮ ◦ Nk are pseudo-Hessian structures and for any
k, l ∈ N, BNk and BN l are compatible in the sense that any linear combination of Bk and Bl are
still pseudo-Hessian structures.
Proof. By Theorem 6.2, (H,N), where H♯ = (B♮)−1, is a KVN-structure on the left-symmetric
algebroid A. By the fact that H is nondegenerate and Proposition 4.9, for any k ∈ N, (H,Nk) is
a KVN-structure. Also, by Theorem 6.2, (B, Nk) is a HN-structure on A. Thus for any k ∈ N,
BNk is a pseudo-Hessian structure. The rest is direct. We finish the proof.
Corollary 6.7. Let N : A → A be a bundle map and B a pseudo-Hessian structure on the
left-symmetric algebroid A such that (40) holds. Then (B, N) is a HN-structure if and only if
δABN = δABN2 = 0, (44)
where BNi(x, y) = B(N
i(x), y) for i = 1, 2 and x, y ∈ Γ(A).
Proof. If (B, N) is a HN-structure, by Proposition 6.6, we have
δABN = δABN2 = 0.
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Conversely, let H♯ = (B♮)−1 and B = BN and note that N = H
♯ ◦ B♮, then BN = BN2 . By
hypothesis, (H,B) is a KVΩ-structure and thus N is a Nijenhuis operator on A. Therefore, (B, N)
is a HN-structure. We finish the proof.
We can relate the notion of a HN-structure to that of a complementary symmetric 2-tensor.
The following proposition is a consequence of Theorem 5.6 and Theorem 6.5.
Proposition 6.8. Let (A, ·A, aA) be a left-symmetric algebroid. If B ∈ Sym
2(A∗) is a nondegener-
ate 2-cocycle that complementary to a Koszul-Vinberg structureH, then (B, N), where N = H♯◦B♮,
is a HN-structure.
Conversely, if (B, N) is a HN-structure, then H given by H♯ = N ◦ (B♮)−1 is a Koszul-Vinberg
structure and B is a 2-cocycle that complementary to H.
Example 6.9. Let (Rn,∇) be the standard flat manifold and {x1, · · · , xn} be an affine coordinate
system with respect to ∇. Let B ∈ Sym2(T ∗Rn) be defined by B =
∑n
i=1 dx
i ⊗ dxi. Then B is a
pseudo-Hessian structure on Rn. Now consider the bundle map N : TM → TM by describing its
conjugate operator N∗ : Ω1(Rn)→ Ω1(Rn) and put
N∗dxi = fi(x
i)dxi, i = 1, 2, · · · , n,
where fi(x
i) is a smooth function on Rn depending on the variable xi. Note that N is a Nijenhuis
operator on T∇R
n. In fact, it can be easily checked that
B(N(X), Y ) = B(X,N(Y )), ∀ X,Y ∈ X(Rn).
For the formulas BN (X,Y ) = B(N(X), Y ) and BN2(X,Y ) = B(N
2(X), Y ), we have
BN =
n∑
i=1
fi(x
i)dxi ⊗ dxi, BN2 =
n∑
i=1
(fi(x
i))2dxi ⊗ dxi,
and therefore BN and BN2 are 2-cocycles on T∇R
n. Applying the result of Corollary 6.7, we find
that (B, N) is a HN-structure.
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