











     
 
Copyright and moral rights for this work are retained by the author 
A copy can be downloaded for personal non-commercial research or study, 
without prior permission or charge 
This work cannot be reproduced or quoted extensively from without first 
obtaining permission in writing from the author 
The content must not be changed in any way or sold commercially in any 
format or medium without the formal permission of the author 
When referring to this work, full bibliographic details including the author, 










The Quantum Optics of Metamaterials
Anette Messinger
Submitted in fullment of the requirements for the
Degree of Doctor of Philosophy
School of Physics and Astronomy




The interaction of light and matter is a widely studied eld in physics:
Both quantum mechanical and classical eects have been treated to a
large extent in theoretical studies but also in a wide range of experi-
ments. One particularly interesting manifestation of such interactions
are macroscopic materials with a linear response to the light eld. This
can be either a response due to the electric or due to the magnetic eld,
depending on the internal structure of the medium. However, the mag-
netic response is typically much weaker than the electric response and
magnetic eects have been neglected in the majority of theoretical con-
siderations.
The recently emerging eld of metamaterials brings new possibilities
of tailoring the electromagnetic properties of a medium, which gives rise
to a class of materials with both electric and magnetic responses that
have not been observed in naturally occurring materials - hence the name
metamaterial.
For such materials the theories developed for purely dielectric media,
materials with no magnetic response, do not hold anymore. The main
goal of this thesis is to generalize electromagnetic theory, especially for
the interaction of the light eld with electric and magnetic dipoles, to
arbitrary magneto-dielectric media. In particular, this includes lossy
i
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magnetic materials and biaxial anisotropic media, but also a general in-
vestigation of the nature of light-matter interactions from the magnetic
point of view. Magnetic and electric eects are often treated very dif-
ferently. It is my aim to show the similarities, and immense symmetry
between them, and therefore always treat electric and magnetic eects
side by side whenever possible, and wherever a theory is only prop-
erly derived for the electric quantities, I shall complement the magnetic
analogies to ll these gaps.
The second part of this thesis covers another important aspect of
light-matter interaction, the transfer of coherence between atoms and
the electromagnetic eld inside a cavity, which is of particular impor-
tance in the context of quantum thermodynamics and the resource the-
ory of coherence. This work is not directly linked to the main body of
the thesis, but builds on the same theoretical framework of light-matter
interaction in the Jaynes-Cummings model. We examine the catalytic
nature of quantum optical coherence, in particular, the degradation of a
coherent state in the cavity as coherence is transferred to a sequence of
atoms through a Jaynes-Cummings interaction. In comparison with an
earlier, rather articial proposal of the catalytic creation of coherence,
we investigate the role of correlations and the robustness of this more
natural protocol of coherence transfer.
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1.1 Fundamentals of electromagnetism
The basis of all studies of electromagnetism, and with that, the one thing we postulate
without proof, are Maxwell's equations. They tell us how electric and magnetic
elds inuence each other, and how they are both inuenced by electric charges and
currents as the fundamental sources of the elds. The dierential form of Maxwell's
equations is
∇ ·E = ρ
ε0
(1.1)







+ µ0J , (1.4)
where ρ is the charge density and J the current density satisfying
∂ρ
∂t
+∇ · J = 0. (1.5)
This continuity equation describing the conservation of charge is not an additional
condition but can be deduced from Maxwell's equations alone: If we apply the di-
2
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vergence on both sides of equation 1.4, we get
0 = ε0µ0∇ ·
∂E
∂t
+ µ0∇ · J (1.6)
which, using equation 1.1 reduces to the continuity equation. In principle we could
also require charge conservation as a basic principle and the rst of Maxwell's equa-
tions then follows as a consequence. Similarly, equation 1.2 is equivalent to the
statement that there are no direct sources of the magnetic eld, i.e. no magnetic
monopoles.
We can obtain the charge and current density from discrete particles of charge









which gives the connection from the eld equations to the equations of motion of
charged particles. This connection builds the foundation of all light-matter interac-
tion and shows the codependency of mechanical variables with the electromagnetic
eld variables.
1.1.1 Electromagnetic waves
In the absence of any charges or currents, the solution to equations 1.1 to 1.4 can be
easily found: Taking the curl of equation 1.3, in combination with equation 1.4 gives







In free space we also have ∇ ·E = 0 so that the left side of equation 1.7 reduces to
∇× (∇×E) = ∇(∇ ·E)−∇2E
= −∇2E, (1.8)
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with c being the speed of light, c = 1√
ε0µ0
. Similarly, we can derive the equivalent






from the curl of equation 1.4. Both the electric and the magnetic elds can thus be
written in terms of plane waves,
E(k, ω) = Eke
i(kr−ωt) +E∗ke
−i(kr−ωt) (1.11)
B(k, ω) = Bke
i(kr−ωt) +B∗ke
−i(kr−ωt) (1.12)
where any linear combination of such waves is a solution as well. Plugging a specic
solution into the Helmholtz equation, we see that the frequency ω and the wave





so for a xed k, the frequency ω is determined by ω = kc.
1.1.2 Scalar and vector potential
Instead of describing the electromagnetic eld by six degrees of freedom, i.e. the
three spatial components of both E and B, we can reduce some of the redundancy
in Maxwell's equations by introducing a scalar potential φ and a vector potential A
and thereby reducing the problem to four unknowns. From ∇ ·B = 0 we know that
the magnetic eld must be completely transverse, and we therefore can express it as
the curl of another eld,
B ≡ ∇×A. (1.14)
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The rst part is to satisfy equation 1.3, where an additional gradient eld ∇φ has
to be added to simultaneously satisfy equation 1.1 in the existence of charges. Now
A and φ are not uniquely dened, as dierent choices can lead to the same electric
and magnetic elds. The choice that we will be using in this work is the Coulomb
gauge, which is dened by the additional constraint that ∇ ·A = 0. In this gauge,











∇φ = µ0JL (1.17)
where the superscripts L and T denote the longitudinal and transverse parts of the
current density (note that ∇·JL = −∂ρ
∂t
). This is particularly helpful in electro- and
magneto-statics to deduce the elds caused by charge or current distributions. The














As we have seen, the only necessary ingredients to describe the sources of the electro-
magnetic elds are charges and currents. In principle, even charged particles alone,
like for example electrons or protons are sucient, as we can describe currents as
moving (or rotating) charges. Here, we now want to introduce the concept of dipoles
as an additional and extremely helpful way to describe charge distributions and their
eect on the electromagnetic eld.
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1.2.1 Electric dipole moment
An electric dipole describes the set of two charges, +q and −q which are located at a
small distance l. If we are interested in elds suciently far from the dipole, or with
suciently large wavelength, it is helpful to take the limit of innitesimally small
separation between the charges, l → 0 while keeping the product d = ql constant.
The vector quantity
d = ql = qlê (1.20)
is called the dipole moment, where ê is the unit vector pointing from the negative
to the positive charge. The dipole moment of any continuous charge distribution is




which, for a distribution made by two discrete point charges, simplies to equation
1.20 again.
The dipole moment has a particularly important role: Together with the total
charge Q =

ρ(r)d3r , knowing the dipole moment is often sucient to describe
the eect of any arbitrary charge distribution on the electric eld at a point far from
the distribution. Let us have a look at the general expression for the potential at a








For arbitrary charge distributions this may be a rather messy integral. If the charge
distribution is conned within a region small compared to the distance to the point
of interest r, we can make the approximation r′  r to simplify the situation. We























which we know is
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small whenever r′  r:
(1 + ∆)−
1








































where we have introduced the normalized vector r̂ = r/|r|. Now we can see that
the rst term, the most dominant one at far distances, is the potential due to the
total charge Q. The second term, which becomes dominant for electrically neutral







with d being the dipole moment of the distribution. Hence, the total charge and
dipole moment are sucient to describe the eld caused by any localized charge dis-
tribution up to second order in the inverse distance to the object. The corresponding
electric eld of such a dipole follows as
E(r) =
3r̂(r̂ · d)− d
4πε0r3
. (1.28)
In fact, for a simple point dipole this is exactly its electric eld, as all other terms
in the expansion vanish1.
If there is a large number of dipoles in a medium, we can dene a polarization
1Two things should be mentioned at this point. First, this expression is not valid at r = 0, in
fact it diverges. Second, for oscillating dipoles the electric eld has an additional term proportional
to 1r2 . In general, the given expression can be used whenever l  r  λ for l being the size of the
charge distribution, r the distance from it and λ the wavelength of interest. This is the regime we
will need in this work. For a generalization to other situations, see for example Chapter 9 in [1].
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In dielectrics, external electric elds can displace the average positions of electrons
relative to their nuclei and thereby invoke such polarizations, even where no dipole
was present before. This is why the polarization is often directly proportional to
the electric eld, but we will come to that later. Now let us consider a polarization
which is homogeneous over a certain volume, for example within a dielectric slab in a
constant electric eld. One might wonder what the corresponding charge distribution
looks like. If the material was electrically neutral before, the total charge should still
be zero. Furthermore, inside the material, the number of electrons and protons is
still the same, so the average charge density inside the material should also be zero.
Only on the surface can we expect to see a dierence, as on one side there will be
a higher electron density, while on the other side the nuclei will be slightly closer to
the surface. In fact, one can easily verify that the charge density per surface element











From this, we can calculate the (volume) charge density induced by the polarization:




P · ndA (1.32)
with n being the outward normal of the surface. Hence, the volume charge density,
which is dened via Q =

ρdV can be related to the polarization as
ρdip = −∇ · P . (1.33)
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Now a few remarks are in order. First, we must not forget that in a general situation
there can be single charges that are not part of any dipoles, and therefore the total
charge distribution should rather be





















































































Figure 1.1: A slab of dielectric in which a polarization P has been induced by an electric eld. The
surface charge density σ is the total charge which is displaced from the dielectric divided by the
surface area of the unit volume, i.e. it can be understood as the charge of exactly one dipole divided
by its area. The right hand side depicts the same situation, when the medium charges are paired
up to a dierent set of dipoles. This in fact leads to an opposite polarization, but together with
the now unbound charges at the sides, describes the same physical situation when looked at from a
distance. It also makes the intuition of surface charges easier as inside the medium all charges can
be paired up, making it electrically neutral, while the surface charges remain unpaired.
Second, the polarization, or in general the dipole distribution is not uniquely
dened. Consider the situation of gure 1.1 for example. If we have a distribution of
positive charges mixed with another distribution of negative charges, it is up to us
to decide which charges to pair up to a dipole (as long as the distances between the
charges remains suciently small). The resulting physical situation is not changed,
as changing the declaration of dipoles thereby also changes which charges remain
free, and where surface charges will build up. However, in most situations occurring
in nature, the displacements of electrons with respect to their nuclei will be small
compared to the interatomic distance and the choice of dipoles therefore always clear.
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1.2.2 Magnetic dipole moment
The magnetic dipole is a bit less straightforward as we cannot simply construct it
from two magnetic monopoles2. If we want to describe a magnetic dipole in terms of
electric quantities, we can do so by introducing an innitesimally small current loop.
As we will see, this produces the same magnetic (far) eld as the electric eld from
the electric dipole. Naturally, such a dipole could be formed for example by the spin
or orbital angular momentum of an electron.
The magnetic dipole moment, or just magnetic moment, is then dened as the
product of the current I in the loop and the area S it surrounds. The direction of
the moment points orthogonal to the surrounded surface, consistent with the right
hand rule with respect to the current direction:
m = ISn (1.35)
For an arbitrary current distribution, conned to a relatively small object around
the origin, we can get the magnetic moment through
m =

r × J(r)dV (1.36)
which reduces to equation 1.35 for a discrete current loop. For an arbitrary but dense
distribution of magnetic dipoles we can again introduce a macroscopic quantity, the













2We could, but we are assuming a world without magnetic monopoles so this construction would
be pointless.
3We are not troubling ourselves with time-varying elds yet and thus simply write the total
current in the following, noting that the longitudinal part is zero in magnetostatics.
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The rst term vanishes in the case of a closed current loop, or in general whenever
there is no net current owing through the volume of interest. The second term can
be rewritten using Stokes's theorem, for a single current loop this gives

(r̂ · r′)J(r′) d3r′ =
z




= m× r̂ (1.40)



































where in the last step we used the vector identity ∇ × (φF ) = ∇φ × F + φ∇ × F










4The same limitations to the validity as in the electric case apply.
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vanishes for nitely localized magnetization distributions. Hence, we can identify the
eective current which causes the vector potential of a magnetic dipole distribution
M as
JM = ∇×M . (1.45)
We now have a similar situation with currents as we had with charges before.
Inside a bulk medium with a constant, homogeneous magnetization, there will be no
net currents present as the currents from two neighbouring parallel dipoles will be
opposite to each other and cancel out. Again, only the edge contributions matter, in
this case this is an eective surface current around the whole medium5.
Finally, we need to make a quick detour to electrodynamics to include the eect
of oscillating electric dipoles on the vector potential. We noted earlier that the rst
term in equation 1.39 vanishes in electrostatics. This is no longer the case if we allow




r′(∇′ · J(r′))d3r′ (1.46)
which, using the continuity equation∇·J = −∂ρ
∂t
turns out to be simply the derivative















1.3 Electromagnetic waves in macroscopic media
Let us now come to a more macroscopic treatment of matter. With the use of
the relations derived in the previous section, Maxwell's equations can be adapted
to include the averaged eect of electric and magnetic dipole densities in media
5One should not imagine this as electrons actually travelling all around the material, but more
like a conveyor system made out of many small wheels or rollers, each of which moves in the same
direction at the surface, without necessarily moving as a whole.
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without explicitly having to account for every charge in the medium separately. We
rst express all charge and current densities that are attributed to dipoles in terms
of the corresponding polarization and magnetization,




The total charge and current densities thus are split up into the contributions from
the medium dipoles and additional free, unbound charges or currents:
ρ = ρfree + ρdip (1.51)
J = J free + Jdip (1.52)
With this, we can rewrite Maxwell's equations 1.1 to 1.4 in terms of polarization
and magnetization so that only free charges and currents remain explicitly in the
equations,
∇ · (ε0E + P ) = ρfree (1.53)




∇× (µ−10 B −M ) =
∂
∂t
(ε0E + P ) + J free. (1.56)
This suggests a new denition of macroscopic elds D = ε0E+P andH = µ−10 B−
M with which the equations take their original form again, but with dierent eld
variables:
∇ ·D = ρfree (1.57)






+ J free. (1.60)
CHAPTER 1. INTRODUCTION 14
In linear and isotropic media the polarization and magnetization depend linearly on
the corresponding elds, P = χeE andM = χmH , with χe = εr−1 and χm = µr−1
being the electric and magnetic susceptibility. The relationships between the new
and the old elds are therefore also linear,
D = ε0εrE = εE (1.61)
and
B = µ0µrH = µH (1.62)
where ε(r) and µ(r) are called the (relative) permittivity and permeability, respec-
tively. To be more exact, this linear relationship is valid only for a certain frequency
















In a medium without any excitable dipoles present, χ = 0 and εr = 1 = µr for all
frequencies. In that case the elds are related by the (constant) vacuum permittivity
and permeability ε0 and µ0.
We have thus introduced new elds which intrinsically contain the eect of the
dipoles but still satisfy a set of equations in the same structure. In the absence
of free charges and currents, we can derive in analogy to the rst section, the new








ω2Bω = 0. (1.66)
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and describes how the wave vector of a plane wave solution of equations 1.57-1.60
is altered compared to a wave in vacuum of the same frequency6, k = nk0. All the
medium does here is introduce the additional factor of n in the wave equation, and

















This is called the phase velocity, as it describes the speed with which points of
constant phase move in a propagating wave.
Most common media have a refractive index bigger than or equal to 1, which
means light usually doesn't travel faster then c7. However, values below 1 or even
negative values are possible in special cases. Furthermore, since the response of a
medium usually depends on the frequency of the wave, the refractive index is also in
general a function of frequency. Free space without any dipoles can be interpreted
in the same framework as a medium of refractive index 1.
Complex refractive indices describe lossy media, where part of the electromagnetic
eld is absorbed by some of the dipoles which do not decay into the electromagnetic
eld again but rather into other, mechanical degrees of freedom. Consider a plane
wave8 E = E0ei(k0x−ωt) entering a medium with complex refractive index




Thus, the real part of the refractive index nR changes the eective wavelength and
wavevector, whereas the imaginary part leads to an exponential decay of the ampli-
tude. The rst eect is called dispersion, the second describes absorption.
Special care needs to be taken for so-called negative index materials. In most
materials, the ratio between the wave vectors in vacuum and in the medium is the
6Actually, the refractive index just alters the relation between k and ω, but when a wave enters
the medium, the energy needs to be preserved, so ω stays constant and k will change accordingly.
7The term travel should be interpreted carefully here, as the refractive index describes the
travelling speed of individual nodes and antinodes of a light wave, and not that of photons or wave
envelopes.
8One should not be confused by the complex conjugate missing, as we can in principle describe
the elds as complex quantities. However, as measurements always reveal the real part of such a
complex eld one often writes the real part directly. Here we have simply left it out for simplicity.
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positive solution of the square root in equation 1.67 and by convention, the refractive
index is therefore dened to be positive as well. However, whenever both ε and µ
have negative real parts, the refractive index needs be chosen to be the negative
solution so that E = E0ei(nk0x−ωt) is still a solution of the wave equations. More
details about negative refractive indices will follow in section 1.8.1.
1.4 Electromagnetic eld quantization
A quantized description of the electromagnetic eld can be obtained by expressing
the energy of the eld in terms of harmonic oscillators and introducing the usual
bosonic eld operators by comparison with a quantum harmonic oscillator. This is a
rather credulous method, trusting that the operators obtained by such a replacement
indeed represent the correct quantum behaviour. Most importantly, the correct form
of the energy in terms of canonical variables must be known. We skip the derivation
of the Hamiltonian here as it is well known and not relevant to our problems, but
the interested reader can nd a proper Lagrangian derivation for example in Ref. [2]
or [3].
In this shorter quantization procedure, we already anticipate that the electro-
magnetic eld can be described as a harmonic oscillator. We thus rst write the
eld operators as plane wave solutions and derive the eld energy in terms of the
wave amplitudes. We will then compare this expression to the Hamiltonian of the
quantum harmonic oscillator and make the corresponding replacements of the wave
amplitudes to bosonic creation and annihilation operators so that the Hamiltonian
of the electromagnetic eld takes the expected form.
We rst attempt to nd solutions to Maxwell's equations by solving the wave























with ωk = c|k| and orthonormal unit vectors ekλ·ekλ′ = δλλ′ that satisfy ekλ·k = 0 for
polarizations λ = 1, 2. This is the most general solution fullling the wave equations.
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In principal we could have an arbitrary polarization vector ek. However, the rst
Maxwell equation restricts the allowed polarizations to the plane orthogonal to k, so
we only need a basis of two orthogonal vectors (which we can choose arbitrarily) to
represent all allowed polarizations.
The allowed wavevectors k depend on the boundary conditions: For a box of
dimensions V = L × L × L with periodic boundaries we must have ki = ni 2πL for
i = x, y, z and integer numbers ni = 0,±1,±2, .... With that, we can calculate the
























(n−n′)rdr = Lδnn′ (1.73)
for n, n′ ∈ Z and
(k × ekλ) · (k × ekλ′) = k2ekλ̃ · ekλ̃′ = k
2δλλ′ (1.74)
(with λ̃=λ+ 1 mod 2).
We now compare our Hamiltonian to the energy of a quantum mechanical har-


























In order to write the electromagnetic energy in this form, with a frequency ωi = ωk,










From what we know about quantum mechanics, we now also have to impose the
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= δkk′δλλ′ . (1.77)





























The same method can be used in environments dierent from free space, as long as
there is no absorption. The spatial mode functions and the allowed wave vectors
need to be modied according to the environment. It can be easily veried that in a
homogeneous isotropic medium these modications are equivalent to simply making
the replacements ε0 → ε, µ0 → µ and c→ c/n.
For waves in open space, i.e. without boundary conditions, we can push the














































= δ(k − k′)δλλ′ (1.83)
now following a continuous delta-distribution for the wave-vector. The nal quan-


































1.5 Atom-photon interactions: Dipole radiation
The main concern of this thesis is with the interaction of the electromagnetic eld
with single (oscillating) dipoles, in particular with the impact of medium permeability
and permittivity on the rate of spontaneous emission. This is, if we treat the dipole
as a quantum mechanical object with two distinct energy states, the rate at which
it decays from the excited state to the ground state. Spontaneous emission is purely
mediated by the vacuum uctuations of the electromagnetic eld, in contrast to
stimulated emission which is due to interaction with excited eld modes.
The spontaneous emission rate can be derived from the quantized electromagnetic
eld to a very good accuracy using perturbation theory, i.e. treating the interaction
of the dipole with the eld modes as a small perturbation (see for example [5, 6])
which leads to the well-known Fermi golden rule [7]. The total Hamiltonian, without






kλâkλ + h̄ωA |e〉 〈e|+ d̂ · Ê (1.86)
where the rst term is the electromagnetic eld energy, the second the energy of
the dipole, described as a two-level system with energy dierence h̄ωA, and the last
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term describes the interaction, which we will treat as a small perturbation. We have
chosen the energy levels so that zero energy coincides with the ground state of the
dipole and the eld. d̂ = dσ̂x = d(|e〉 〈g| + |g〉 〈e|) is the dipole operator with d
being the classical transition dipole moment of the system of interest (for example
an atom). The dipole operator can also be described by raising/lowering operators
π̂+/− for the atomic levels |e〉 and |g〉 as d̂ = d(π̂+ + π̂−), so the coupling between
dipole and eld modes can be understood as an exchange of a single excitation.




















being the coupling strength in vacuum. We will assume the system to be initially
in the state |e〉 |0〉 = |e, 0〉, the atom is excited and the eld is in the vacuum state.
After a time t, we describe the state of the evolved system by the eigenstates of the






The coecients cn(t) can be found in rst order time-dependent perturbation theory
by





dτ 〈n| ĤI(τ) |e, 0〉 . (1.90)
We are interested in the decay of the atomic excitation into a single eld excitation
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The spontaneous emission rate is determined by the transition probability of the

















To get the contribution of all allowed modes in an innite space we have to approach
the limit V →∞ rst, so instead of summing over discrete modes we again integrate,

































For suciently large timescales we can approximate the square sinc-function by a
delta-distribution which picks only the value ω = ωA and we thus replace ω3 in the










This is the spontaneous emission rate of a dipole in vacuum.
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1.5.1 Generalized considerations
As has been suggested already in 1946 by Purcell [8], the existence of a medium can
change the local density of electromagnetic eld modes and therefore have an eect
on the spontaneous emission rate of atoms embedded in such a medium. Therefore
it makes sense to derive a general formula for the spontaneous emission rate valid for
arbitrary environmental congurations. We start with equation 1.90 but now leave








dτ 〈g,kλ| d̂ · Êei(ωk−ωA)τ |e, 0〉
= − i
h̄










where we use the time-independent representations of the eld and dipole operators.
Note that the electric eld still has a spatial dependence (on the position of the

































| 〈kλ| Ê‖ |0〉 |2δ(ωk − ωA) (1.100)
where Ê‖ = 1dÊ · d is the component of the electric eld parallel to the dipole
axis. This is the most commonly used form of Fermi's golden rule for spontaneous
emission [7].
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We note that the states |kλ〉 build an orthogonal basis of the single-photon space,∑
kλ
|kλ〉 〈kλ| = 1. (1.101)




























〈0| Ê‖eiĤt/h̄ |kλ〉 〈kλ| Ê‖ |0〉 e−iωAt
where in the last step we used the fact that h̄ωk is the eigenvalue of the eld Hamilto-
nian Ĥ for the state vector |kλ〉, in order to replace the dependence on the wavevector















〈0| Ê‖eiĤt/h̄Ê‖e−iĤt/h̄eiĤt/h̄ |0〉 e−iωAt (1.103)
and applying the Hamiltonian operators to the eld operator and state vectors,
eiĤt/h̄Ê‖e







〈0| Ê‖(0)Ê‖(t) |0〉 e−iωAt. (1.104)
Hence, the spontaneous emission rate in a medium is entirely determined by vac-
uum uctuations of the electric eld operator. These can be obtained from quantizing
the electromagnetic eld as shown above, however, this is not always easy. Another
method for obtaining these eld uctuations is using Green's functions, as will be
described in section 1.6. We will nish with a quick example of a case when it is
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indeed easy to quantize the electromagnetic eld and use equation 1.100 to calculate
the medium modications to the spontaneous emission rate.
1.5.2 Example: Magnetodielectrics
Let us consider a medium with a homogeneous, real permittivity ε and permeability
µ. Following the same quantization procedure as introduced in section 1.4 for the
















with a dispersion relation of












d3k| 〈kλ| Ê‖ |0〉 |2δ(ωk − ωA). (1.107)
Now the meaning of the delta-distribution becomes obvious, we thus change the

























sin θdθ| 〈kλ| Ê‖ |0〉 |2 (1.108)













We can always choose angular coordinates such that |1
d
d · ekλ|2 = cos2 θ, and we can
do this for each polarization separately as they both appear in two separate integrals
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2 or, equivalently, nµ comes from the changed
density of modes dk
dω
together with the dierent form of the quantized eld operator.












which is often interpreted as a modication to the vacuum rate of n =
√
εr. Here
we see the dangers of such terminology as one might be tempted to infer from this
a modication for magnetodielectrics of n =
√
µrεr, but the magnetic permeability
does not come into the formula with the same power as the permittivity.
1.6 Method of Green's functions
Green's functions are powerful tools in a wide range of mathematical and physical
applications. They were developed as a means for dealing with inhomogeneous dif-
ferential equations but can be used in a broad spectrum of situations. In physics,
they are extensively used to describe the linear response of a system to an external
perturbation like for example the scattering of a light beam in a complex medium.
Together with the uctuation dissipation theorem [9], one can also obtain eld uc-
tuations of a quantum operator as in our case, the electric eld uctuations. We
will start by giving a general denition of the mathematical framework of Green's
functions and then show the applications for quantum electromagnetism.
1.6.1 Mathematical denition
A Green's function in its most general form is the solution of a dierential equation
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DG(t− t′) = δ(t− t′) (1.112)
together with corresponding boundary conditions, where D can be any dierential
operator. With this function G(t), one can reconstruct the solution to any inhomo-
geneous dierential equation of the form





We can interpret this intuitively as solving the dynamics of a system f(t) for a single
point-source, and then using this to derive the solutions for arbitrary systems by just
summing up or, in fact, integrating over all sources that are actually present, giving
each of them the solution of the initial point source.













Now equation 1.114 can be written in frequency space in the simple form
f(ω) = G(ω)g(ω) (1.117)
where G(ω) =

dt eiωtG(t) is the Fourier transform of the Green's function. In other
words, the Green's function in frequency space relates one frequency-component of
the solution f(ω) to the same frequency-component of the source g(ω).
This formalism can be generalized to more than one dimension. The most general
form then reads
DikGkj(t− t′) = δij(t− t′) (1.118)
CHAPTER 1. INTRODUCTION 27




⇒ Dijfj(t) = gi(t), (1.120)
or in Fourier space
fi(ω) = Gij(ω)gj(ω) (1.121)
where the summation convention is implied whenever an index repeats.
1.6.2 Green's Functions in quantum physics: Kubo Formula
In physics we can nd a relation between Green's functions and the linear response
of a system of interest. Consider a perturbation to a system given by a Hamiltonian
in the interaction picture of the form
Ĥsource(t) = −φj(t)Ôj(t). (1.122)







































































This expectation value can in principle be with respect to any quantum state of the






with β = 1/kBT . With this, we can describe the response of the physical quantity〈
Ô(t)
〉
, i.e. the expectation value, or the classical average of the operator Ô, to any
linear perturbation φ(t).
1.6.3 Example: Green's function of the vector potential
We are now interested in the response of the vector potential to an external current




d3r ji(t, r)Âi(t, r). (1.129)
As we are in the interaction picture, the time dependency of the eld operators
Âi(t, r) is still given by the free Hamiltonian of equation 1.81 and thus the operators
have the same form as derived above. In addition to the sum over indices we also
have a continuous integration over space here. This however does not change the














′, r′), Âi(t, r)
]〉
(1.130)















dt eiωtGij(t, r, r
′). (1.132)
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with summation convention implied. At the same time, we know that Maxwell's
equations can be used to describe the dynamics of the classical vector potential. Since
the change in expectation value indeed represents the classical value (the averaged
eld absence of sources is always zero, and both the operators and the classical
elds follow the same equations of motion), we should be able to obtain this Green's
function directly from solving the corresponding classical wave equations where the
electrical current takes the role of the source term and is replaced by a Dirac delta-
function. This can also be veried by showing that the Greens function as dened
in expression 1.131 still satises the same equation as the corresponding classical
Greens function.
1.6.4 Application to spontaneous emission rates
We can use the framework developed above to calculate the eld uctuations from
equation 1.104 in terms of the Green's function. We start by rewriting the decay
rate in terms of the vector potential, considering only the transverse part for now,





where Sji(ω, r, r′) =

dt eiωtSij(t, r, r














(1− e−βω)Sij(ω, r, r′) (1.135)
at zero temperature, i.e. e−βω = 0, which corresponds to expectation values with
respect to the vacuum state, to relate the decay rate to the imaginary part of the





ImGij(ωA, r, r). (1.136)
The main idea behind the uctuation dissipation theorem is that due to the causality
of the Green's function, the imaginary part of its spectrum can be written as (for














and the remaining commutator can be reduced to a simple expectation value: If
we look at the rst part of the commutator for a thermal state we see that we can
























































nally leading to the result of equation 1.135.
We have thus replaced the quantum vacuum uctuations by an expression con-
taining the Green's function which, even though still quantum, can be easily obtained
from classical Maxwell's equations.
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1.7 Local elds
Let us come back to macroscopic media again which shall be the main concern of this
work. We must make ourselves aware of some of the peculiarities one can run into
when working with this rather phenomenological theory. In fact, no medium is truly
macroscopic, there are no continuous homogeneous polarization or magnetization
densities. Usually approximating the distributions to be homogeneous over larger
scales is ne, but when dealing with the emission properties of single dipoles or other
microscopic bodies we need to be a bit more careful.
Whenever we are treating such objects in macroscopic electromagnetic elds, we
need to take into account the fact that the microscopic elements do not see the
averaged macroscopic eld but rather the actual microscopic eld at the particular
position. This microscopic eld will still be the sum of the external eld and the
contributions from the dipoles that make the medium, but we can no longer just
do a volume average of all those dipoles. Or at least, the volume over which we
could average without introducing inaccuracies is much smaller than the typical
dimensions of the material structure. Practically, of course, treating every medium
dipole individually is computationally impossible. Luckily however, there are still
some assumptions and simplications which can be made to get an insight on the
actual locally acting eld. The most intuitive and straightforward model is the
Clausius-Mossotti model, sometimes also named after Lorentz and Lorenz who both
derived an equivalent formula [11,12].
In this model, the vicinity of the body of interest is treated microscopically, while
the rest of the medium is described as a macroscopic homogeneous medium. This
can be understood equivalently as dening a virtual cavity around our body, the
inside of which we treat as vacuum (ε = ε0) lled with a discrete array of dipoles.
This cavity has no eect on the macroscopic elds outside as it is purely a theoretical
construct (and on average it has the same dipole density as the rest of the medium),
which is why this model is also referred to as the virtual cavity model.
In the following we shall see two dierent but mathematically equivalent deriva-
tions of this virtual cavity model.

















Figure 1.2: Macroscopic local eld model: The eld at the dipole position is the sum of the
average macroscopic eld Eavg, the eld due to the surface charges induced by the macroscopic
medium at the boundary to the cavity ES , and the contributions from the dipoles inside the cavity
taken into account microscopically.
Macroscopic derivation Let us rst come to the textbook derivation of the
Clausius-Mossotti local eld (see for example [1315]). We start by separating the
medium into two regions. A spherical region around the dipole which forms the
virtual cavity in which we treat the medium microscopically, and the region around
that sphere which we shall treat macroscopically. This means we describe the region
in the cavity not as a homogeneous medium but as a region of vacuum, lled with
dipoles at discrete positions.
The electric eld at the centre of the sphere can be described by the sum of three
dierent elds, as shown in gure 1.2: The average eld in the medium Eavg, the
eld due to surface charges building up at the cavity boundary ES and the eld from
the dipoles inside the sphere Enear. Note that there are no real unbound surface
charges accumulating anywhere. However, as we are treating the dipoles inside the
sphere separately, we cannot use them to neutralize the charges at the boundary
(if we would, then some of the discrete dipoles would remain as unpaired charges
and we'd have the same surface contribution again, just somewhere else).
The average eldEavg is by denition the macroscopic eldE in the medium. The
eld ES due to surface contributions can be calculated using the charge distribution
ρS = −∇ · P caused by the inhomogenity of the polarization eld at the virtual
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boundary,


















with P (r) = PΘ(r − R) being the macroscopic polarization of the medium around
the virtual cavity of radius R. Using either the derivative of the Heaviside-theta or









with r̂ being the outward normal unit vector. We are interested in the eld at the


























where the dipole positions ri are given relative to the centre of the sphere. For
suciently symmetric dipole orderings it can be shown by explicitly summing up all
dipoles in a shell that this contribution is exactly zero at the position of the dipole
in the centre of the sphere:
Enear(0) = 0 (1.141)
With this, the total acting eld at the centre of the sphere is simply
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Microscopic derivation The previous derivation can seem a bit unintuitive, so
I will briey present a more simple, rather fundamental approach to the problem
(see [14] for more details about the two dierent approaches) as depicted in gure
1.3. First we note, that if we were to apply an external eld, then every dipole within
a symmetric conguration of dipoles would feel only this external eld, since as we
have shown before, the elds of the other dipoles in the vicinity cancel out. So the
local eld is indeed exactly equal to the externally applied eld. All we need to do
is simply relate the externally applied eld to the average macroscopic eld in the
medium. This can be done by averaging over a suciently large volume, for example
the sphere we have already introduced above:


























We can in fact interpret the averaging of the dipole elds as analogously to calcu-
lating the eld due to surface charges/currents as it has been done in the previous
derivation, only now we calculated the surface contributions due to the polarization
inside the sphere and not outside of it.
Some additional remarks In principal this way of deriving the local eld is valid
in a broad range of materials. However, one must be careful in some cases. First
of all, we have assumed here that the dipole of interest is part of the medium, and
thus has the same polarizability as the surrounding dipoles. If the dipole itself is


















Figure 1.3: Microscopic local eld model: The eld at the dipole position is equal to the externally
applied electric eld Eext. The macroscopic eld Eavg inside the medium is the sum of the external
eld and the average of the elds from the induced dipoles Edip. This average can be calculated
from the surface charges of a spherical cavity, i.e. the charges due to dipoles inside the cavity. The
local eld can hence be calculated from the average eld Eavg by subtracting the dipole contribution
Edip.
an impurity in the medium, its dierent polarizability can have an eect on the
surrounding elds and one must use dierent methods, like for example the Onsager
model [16,17] which considers a tiny empty cavity, or even more general models [18].
Furthermore, the assumption that the elds of the surrounding dipoles cancel out can
only be made in suciently symmetric congurations. In anisotropic media, to which
we will come shortly, this must be taken into account as well and the model must be
adjusted [1822]. In absorbing media the model in principle remains valid, however,
only in the classical realm. If we are dealing with a quantized description of the eld
one must make sure to include the noise uctuations of the polarization appropriately
[23, 24]. A generalization of this in the magnetic media will be addressed in chapter
4.3.
1.8 (Meta)materials
The main focus of this thesis is to generalize some aspects of the theory of light-
matter interactions to more general kinds of media. The recently emerging eld of
metamaterials [2532] gives rise to numerous new medium properties and thereby
physical eects that have been ignored for the most part of history. This section
shall give a general introduction to metamaterials and the novel properties they can
exhibit, with a special focus on magnetodielectric and anisotropic media.
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In contrast to normal materials, the fundamental building unit of metamaterials
are not atoms but larger, specically engineered objects which give the material their
desired properties. In principal, this can be done as long as the desired wavelength is
large compared to the dimensions of the fundamental building blocks. In that case,
we can infer the macroscopic properties of the medium from the individual building
blocks just like they are inferred from the atoms or molecules in a conventional ma-
terial. This makes it possible to engineer novel electromagnetic properties which are
otherwise hard or impossible to obtain, ranging from strong magnetic permeabilities
to the famous example of negative refractive indices.
The basic idea in engineering specic metamaterials is often to arrange compo-
nents of dierent electromagnetic properties in periodic structures to get the desired
combination when taken in the macroscopic average. These objects can simply be
alternating slices of bulk media, or more elaborate structures like tiny electric circuit
elements. In the following we will give an overview of the specic materials which
will be treated in this thesis: magnetodielectric media and anisotropic media.
1.8.1 Magnetodielectric media
Strong magnetodielectric media are something that is found only very rarely in na-
ture. Conventional materials usually do not possess high permeabilities as atoms
have extremely weak magnetic dipole moments, their magnetic polarizability is two
orders of magnitude smaller than the electric polarizability. This is understandable
in the context of the complications of making a magnetic dipole out of purely electric
material. The magnetic permeability is often simply approximated by the vacuum
permeability µ0. This makes it very hard to determine how magnetic media actually
impact on physical eects. Part of this thesis is to rigorously derive formulas for the
spontaneous emission rate for magnetodielectric media without making any approx-
imations about the permeability. In particular, we allow the permeability to have
large, but also complex or negative values.
With metamaterials, one is not limited to the polarizability of atoms or molecules
anymore, and using more complex structures, arbitrary permeabilities can be engi-
neered. Custom magnetic materials can be extremely useful for optical data pro-
cessing and quantum information technologies, most notably is the potential in mag-
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netic resonance imaging [29, 33, 34]. The most famous example of customization of
the magnetic permeability is the split ring resonator [35], which is composed of two
concentric rings in a plane, each with a gap. Every ring can be understood as the
minimal example of an LC resonator which still exhibits a notable inductive element,
namely one loop of a coil. With these resonators, one can reach an eective negative
permeability, which is an essential ingredient for negative refractive index materials.
Negative refractive index materials In the 1960s, Veselago rst considered the
possibility of the refractive index of a medium being negative [36, 37]. A negative
refractive index would be obtained when both the permeability µ and the permittivity
ε are negative. In such a case, the negative root of n =
√
µrεr has to be chosen to
describe the eect of the medium properly.9In conventional materials, even though
materials with negative µ, and materials with negative ε are known, these do not
occur at the same time. Silver and gold for example have negative ε even at the
visible spectrum, but positive µ. Combining materials of negative ε with negative
µ materials can lead to eective materials of simultaneous negative ε and µ. The
split ring resonators introduced above are among the earliest articial realizations
to exhibit negative µ. Combined with a lattice of conducting wires for the negative
permittivity, one can obtain a composite material with a frequency band in which
both ε and µ and thus the refractive index n are indeed negative [25].
The applications are wide: Negative index materials have been proposed to be
used for sub-wavelength imaging or cloaking devices. In both cases, the advantage
lies in the way that light beams are deected in the material. From Snell's law
sin θin = n sin θout (1.146)
it follows that in a material with n < 0, the light beam is deected to the opposite
side of the surface normal. Figure 1.4 shows how a slab of negative index material
eectively acts like negative space in the optical sense, which opens completely new
paths to focusing. In theory, this could be used as a perfectly focussing lens [38]
9In principle the sign of n is arbitrary. It has by convention been set to be the positive root
in usual materials so that the imaginary part is positive when describing a lossy medium. For
consistency with this convention, in the case that both ε and µ are negative, n must be chosen as
the negative root as well.
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Figure 1.4: Light beams entering a negative refractive index material. The red dashed arrows show
typical deection in positive index materials. A material of refractive index −1 of length l eectively
removes a free-space distance of equal length: At position B behind the metamaterial, the light
beams have exactly the same position and momentum as at a point A, which is at a distance l from
the material. One could also understand this as negative optical path length inside the material.
which removes the restrictions to the resolution know from usual lenses as it deects
all parts of a beam at the interface.
The simultaneous negativity of ε and µ has more consequences. Electromagnetic
waves in negative refractive index materials are said to be left-handed, as the elds
E, H and the wavevector k form a left-handed system instead of the usual right-
handed relation. Hence, the Poynting vector points in the opposite direction from
the wavevector, and the directions of energy propagation (phase velocity) and in-
formation propagation (group velocity) are opposed10. This opens questions in the
framework of quantum information and communication, one example is the sponta-
neous emission rate of a dipole embedded in a negative-index medium. The form
often used in literature of γ = nγfree [39] would suggest a negative value for the emis-
sion rate. This can only be resolved by re-deriving the spontaneous emission rate for
magnetodielectrics, with which the formula correctly reads γ = nµrγfree [40,41]. The
negative permeability now makes up for the negative value of the refractive index,
10Note that negative refractive index alone does not necessarily lead to opposite signs of phase
and group velocity. There have been rare cases reported [28] where both the group and the phase
velocity had negative signs (this is the case when both n < 0 and n+ ω dndω < 0).
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therefore leading to a positive rate again.
The possibility for losses in the medium, which will inevitably be present in any
realistic materials, calls for an even more rigorous treatment, which will be the basis
of chapter 4.
1.8.2 Anisotropic media
Anisotropic media have dierent properties in dierent directions. In particular, in
the case of optical anisotropy, or birefringence, electromagnetic elds feel a dierent
refractive index depending on which direction they are pointed. This can be the re-
sult of a certain kind of metamaterial construction, but also occurs naturally in many
crystals with non-cubic lattice structure or in certain materials under stress. Com-
mon naturally occurring birefringent crystals are for example quartz or calcite, but
also anthracene which has current applications in quantum optics [42,43]. Metamate-
rials can often have anisotropies as unintended side-eects, especially when stacking
together lower-dimensional structures like metal strips, cylinders, or the split ring
resonator described earlier [25].
The most famous eect of anisotropy is double-refraction: When a light beam
enters the medium, it is split into two polarization components, each being deected
to a dierent angle due to the dierent refractive index they feel. Double-refraction
has already been observed in 1669 [44] in calcite crystal, even though it took until
the 19th century for it to be theoretically explained with dierent polarizations.
Mathematically, anisotropic media can be described by a matrix-valued permit-
tivity ε or permeability µ. For dielectrics for example, this means the permittivity ε
takes the form of a tensor εij such that Di = εijEj, or in matrix form
D = εE. (1.147)
It can be shown that one can always nd an orthogonal basis in which the permittivity
matrix is diagonal, these basis vectors are called the principal axes of the crystal. In
the following we will refer to the permittivity matrix ε as this diagonal matrix in the
basis of the principal axes.
As we can see from equation 1.147, the electric eld and the displacement eld are
no longer parallel in general, and the electric eld is not necessarily divergence-free
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anymore, even in the absence of free charges.
For a propagating wave, the electric eld is in general not orthogonal to the
wavevector, nor are two dierent polarization vectors orthogonal to each other, as
will be shown later. Instead, the corresponding orthogonality constrains can now be
understood to be under a dierent metric obtained by multiplying ε in between the
two vectors. The wavevector is thus orthogonal to the displacement eld k ·D =
kTεE = 0 and for two quantum-mechanically orthogonal polarization states, the
displacement eld of one is orthogonal to the electric eld of the other, E1 ·D2 =
ET1 εE2 = 0 and vice versa. Hence, no orthogonal basis can be formed with any three
of the vectors Ei, Di, and k. Figure 1.5 illustrates the alignment of the dierent






Figure 1.5: Electric and displacement eld polarization vectors of a wave with wave vector k in
an anisotropic medium. Both D1 and D2 are orthogonal to k, but not orthogonal to each other.
Instead, D1⊥E2 and D2⊥E1. The blue plane depicts the plane orthogonal to k, or equivalently
the plane formed by D1 and D2 .
Uniaxial media A special but very common case of anisotropy is the uniaxial
medium, in which two of the three entries of the diagonal permittivity matrix are
equal 12. The third entry marks the optic axis of the medium, rotation around this
axis keeps the optical properties invariant. Electromagnetic waves with wavevector
parallel to the optic axis propagate just like in an isotropic medium: The displace-
11One must be careful when talking about propagation as in fact, the Poynting vector and the
wave vector are not aligned either, hence the direction of energy transport and signal transport are
dierent as well. The Poynting vector is not even unique as it is dierent for the two polarizations
(double-refraction!).
12Anisotropic magnetodielectrics are rather rare but can exist, in that case by uniaxial we mean
a medium in which permittivity and permeability tensors have the same symmetry.
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ment eld will always be in the plane orthogonal to the special axis, so the refractive
index is the same for any polarization. In this case, also the electric eld will be in
the same plane and parallel to the corresponding displacement eld.
For arbitrary wavevectors, one can always nd one polarization which is in the
plane orthogonal to the optic axis. For this polarization, again, the electric and the
displacement eld are parallel and the wave behaves like in an isotropic medium.
Therefore, this polarization mode is also called the ordinary wave. The polarization
orthogonal to the ordinary wave is called the extraordinary wave, for such waves
the medium eect is completely anisotropically, i.e. these waves experience all the
anisotropic eects described above.
Biaxial media The term biaxial itself might be a bit misleading at rst, as biaxial
media actually describe the most general case with three dierent values in the
permittivity tensor. One can however always nd two unique axes which have a
special role, similar to the single optic axis of the uniaxial medium. There is now
exactly two directions of k for which all polarizations feel the same refractive index.
These are called the wave-normal optic axes [45], they always lie in the plane of
the two principal axes with the largest and the smallest permittivity. Apart from
those two special cases, wave propagation in a biaxial medium is rather complicated,
and always depends both on the polarization and the direction of propagation. In
general, there are no ordinary waves in biaxial media.
Anisotropic media, both biaxial and uniaxial, have a lot of applications in op-
tics and quantum information technologies. Polarizers for example have stronger
absorption for certain directions of the elds and thereby only let light of a certain
polarization pass unaected. They can be made in a metamaterial fashion as for
example a simple grid of parallel wires, but also exist on the atomic scale in some
anisotropic crystals. By aligning polymer chains in one direction one can enforce
that valence electrons only move freely in this direction but not orthogonal to it.
Polarizers are present in all branches of technology. They are used in a lot of medical
applications for diagnostics, in quantum information and communication for polar-
ization measurements, but also in every day objects such as LCD displays, sunglasses
or photographic lters. The other big application in quantum optics is the polarizing
beam splitter, which makes use of the double-refraction property of birefringent crys-
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tals and thereby separates the two polarizations of a beam or even a single photon.
This can be used for example to entangle path and polarization degrees of freedom
of photonic qubits.
Apart from the intended applications, birefringence also appears in a lot of situa-
tions as a side eect, as certain materials wanted for other applications happen to be
anisotropic. Most importantly, nonlinear crystals used for the generation of second
harmonics are almost always anisotropic [46, 47]. Furthermore, some materials used
as host crystals for single impurities in quantum computing or communication appli-
cations are strongly anisotropic. It is especially these unintended anisotropies that
have often been ignored so far, which calls for a deeper investigation of the eects,
especially quantum mechanical eects which are aected by the anisotropy. Chapter
3 aims to solve some of the open questions related to anisotropic materials, especially
the form of the quantized eld operators and the case of emitting atoms embedded
in such media.
Chapter 2
The B vs. H debate
The unhappy term `magnetic eld' for H should be avoided as far as
possible. It seems that this term has led into error none less than Maxwell
himself
A. Sommerfeld
For the most part in literature, the magnetic elds1 B and H are used almost
interchangeably. This is due to the fact that almost all materials we nd in nature
are purely dielectric or at least only very weakly magnetic. In non-magnetic media
the two elds are related only by a constant factor and it does not make any dierence
which eld is used to describe physical eects. However, when magnetic responses
become stronger, we need to clearly distinguish between the two elds, just like
we do for the electric elds, in order to specify whether and how the macroscopic
magnetization of the medium contributes to certain eects and interactions. There
is great dispute in the eld already about which eld to actually call the magnetic
eld (e.g. [1] vs. [48]), but more importantly, about which eld a magnetic dipole
couples to [49,50].
Maxwell's equations are only of limited help here as they do not explicitly state
the form of the interaction of elds and matter. A Lagrangian or Hamiltonian formal-
ism can give more information, however, any derivation of the Hamiltonian is based
on initial assumptions which are only veried by comparing the resulting equations
1I will make no choice of which eld to call the magnetic eld, but instead just call them B- or
H- eld and refer to them both as magnetic elds.
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of motion to Maxwell's equations. Hence, in principle, dierent versions of the in-
teraction energy can be derived, using dierent macroscopic elds.
Nevertheless, there are a few clues on which we can base some basic statements.
In the following I aim to answer two questions. First, the question of which is
the fundamental eld, as compared to the non-fundamental eld which is to be
understood as the eld loaded by the magnetizations/polarizations of the medium.
Second, which elds do electric and magnetic dipoles couple to? For electric dipoles,
after similar discussions [51], there is now a wide consensus that both these elds
are the E-eld [2, 3], for the magnetic elds there are some arguments for both B
and H . In the following we shall see how dierent arguments for either eld arise
depending on which fundamental physical principal we base the discussion on. We
will also present a potential solution to the coupling of magnetic dipoles which does
not violate any of the arguments that favour a particular eld.
2.1 What is the fundamental eld?
Before we come to this question, we should make ourselves aware that the term funda-
mental is no physically rigorous denition, but merely an intuition, and interpretation
for our understanding of the world. Deciding which eld is more fundamental would
have no actual physical implication on anything we could measure or observe. This
is maybe already the rst part of the answer: All elds, E, D, H , B are in some
sense fundamental and we can in principle describe the world in any combination of
magnetic and electric elds. Especially, in free space, there is no dierence between
those quantities. Once we introduce charges and currents, and thereby electric and
magnetic dipoles we simply dene a relationship between E and D, and between B
and H so that we can write Maxwell's equations in a macroscopic manner without
explicitly having to include all the dipoles in the equations. But of course these
elds have a slightly dierent character, which can be readily observed for example
at their behaviour across interfaces. In the following, I will present dierent argu-
ments showing how both the elds B and H can be seen as fundamental in some
sense and why, in my personal opinion, the B-eld is the truly fundamental one.
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2.1.1 Duality arguments
It was shown by Heaviside and Larmor that in the absence of free charges or cur-
rents, Maxwell's equations are completely symmetric between the electric and mag-
netic elds [52, 53]. More specically, if we introduce new elds according to the
transformation




H sin θ (2.1)




E sin θ (2.2)
and




B sin θ (2.3)




D sin θ (2.4)
these elds follow the same set of equations as the original elds. Not only Maxwell's
equations, but in fact any physical property, like for example the energy density
1
2
(E ·D +B ·H) or the Poynting vector E ×H are invariant under this transfor-
mation. Just like the macroscopic elds transform, we must transform the dipole
moments, polarization / magnetization and permeability/permittivity accordingly.
One particularly interesting transformation is the case of θ = π/2 which transforms
the elds into their dual counterparts
E ↔H (2.5)
D ↔ B (2.6)
(apart from a constant factor which is really just a question of denition).
This symmetry can be seen directly in Maxwell's equations, for example the elds
D andB are divergence-free while E andH are not. In a similar manner, in electro-
/magnetostatics, E and H are curl-free while D and B are not. Consequently, at
an interface to a macroscopic medium, the perpendicular components D⊥ and B⊥
are continuous while the eld strengths of E⊥ and H⊥ are lower inside the medium
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as the dipoles act to screen part of the eld.
Arguing by the duality of the electromagnetic elds, it becomes apparent that if
we understand E as the fundamental electric eld, the fundamental magnetic eld
should be its dual, H .
2.1.2 Experimental accessibility
In the laboratory, people usually talk about H and E, i.e. experiments are usually
designed in terms of those elds, and measurements reveal exactly these, indepen-
dent of the materials in play. This seems to t well with the duality argument.
However, the reason for this is more of a practical nature and has not much to do
with duality [48]. Magnetic elds are created by building up a current in a loop
or coil. The quantity readily accessible to the experimentalist is the current, which
directly determines H . The eld B in turn, would depend on the permeability of
the medium in which we want to create the eld.
When creating electric elds, for example at a capacitor, the easiest way to quan-
tify the eld strength is to read the voltage of the electricity source, which is related
to the eld E between the two plates. If one were to measure the more fundamental
quantity of the charge on the plates, then the medium-independent quantity one
could determine from this information would be indeed the displacement eld D.
So if we study this situation carefully we see that indeed D and H are the
elds which purely depend on free charges and currents but not on the macroscopic
quantities of magnetization or polarization of a medium. In the next argument we
will look a little deeper into this connection between D and H or, equivalently,
between E and B.
2.1.3 No magnetic monopoles
There is a reason why we all learnt about E and B long before even knowing that
there are more elds than these two. Before making the transition to macroscopic
electrodynamics, Maxwell's equations are usually written in terms of E and B only,
even though any other choice would work just as well. This is because it is the only
combination of elds with which we can introduce magnetic and electric dipoles and
with them, polarization and magnetization in terms of electric charges and currents
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E B
∇ ⋅ 𝐸 = 𝜌 − ∇ ⋅ 𝑃
∇ ⋅ 𝐵 = 0
∇ × 𝐸 = − ሶ𝐵
∇ × 𝐵 = ሶ𝐸 + 𝑱 + ሶ𝑃 + ∇ ×𝑀
H D
∇ ⋅ 𝐷 = 𝜌
∇ ⋅ 𝐻 = −∇ ⋅ 𝑀
∇ × 𝐷 = − ሶ𝐻 − ሶ𝑀 − ∇ × 𝑃
∇ × 𝐻 = ሶ𝐷 + 𝑱
∇ ⋅ 𝐸 = 𝜌 − ∇ ⋅ 𝑃
∇ ⋅ 𝐻 = −∇ ⋅ 𝑀
∇ × 𝐸 = − ሶ𝐻 − ሶ𝑀
∇ × 𝐻 = ሶ𝐸 + 𝑱 + ሶ𝑃
∇ ⋅ 𝐷 = 𝜌
∇ ⋅ 𝐵 = 0
∇ × 𝐷 = − ሶ𝐵 − ∇ × 𝑃
∇ × 𝐵 = ሶ𝐷 + 𝑱 + ∇ ×𝑀
𝜌𝑃




Figure 2.1: Maxwell's equations, written in terms of either possible pair of electric and magnetic
elds, with ρ and J being the free charges and currents. In representation I., all matter terms can
be accounted for as electric charges and currents, while in II., we would need magnetic charges and
currents to describe the matter terms in a similar manner. For better visibility, natural units of
c = ε0 = 1 are used in this diagram.
and thereby reduce all macroscopic considerations to the bare fundamental quan-
tities. Let us have a look at gure 2.1, which shows Maxwell's equations written
in all of the four possible pairs of electric and magnetic elds. We see that in any
other combination of elds, the polarization or magnetization appears in places which
usually do not contain any contributions from matter.
It turns out that if we were to include magnetic monopoles/charges into the
equations, those occurrences could be easily described as dipole moments formed by
magnetic charges in the same manner as we usually describe all dipoles to be formed
by electric charges: So in analogy of the correspondence between dipole moments to
electric charge and current
∇ · P = −ρP , Ṗ = JP , ∇×M = JM (2.7)
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we could as well describe them as formed by magnetic charges ρ̃ and currents J̃ :
∇ ·M = −ρ̃M , Ṁ = J̃M , ∇× P = J̃P (2.8)
Just like the set of equations I. is written in terms of electric charges and currents,
the dual version of them, II. now look as if all polarization and magnetization came
from magnetic charges and currents.
Of course none of these equations actually require the existence of magnetic
(monopole) charges, as they all occur in the form of dipoles. But it tells us that
there is something very fundamental about the elds E and B, at least if we deny
the existence of magnetic monopoles. Then these are exactly the two elds we
need to write Maxwell's equations without even needing to introduce the concept
of polarization or magnetization, as we can express everything in terms or electric
charges and currents.
In principle we can use any combination of elds to write any of the four equations.
The combination used usually in macroscopic electrodynamics, a mix of all four elds,
does not even require to include any (bound) currents or charges:
∇ ·D = 0 (2.9)







However, we again see that the elds D and H carry a special role: They appear
exactly in those equations in which we would include the matter contributions due to
electric monopoles, so we can indeed understand them as those elds which contain
the polarizations and magnetizations caused by electric charges and currents2. So
with this in mind, we make the nal conclusion:
2At the same time we could say that E and B can in principle contain polarizations and
magnetizations caused by magnetic monopoles.
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In the absence of magnetic monopoles, the magnetic eld B is fundamental in the
sense that only in a formulation of Maxwell's equations in E andB, we can account
for all matter contributions in terms of electric currents and charges.
Coming back to the dual symmetry of the elds, this conclusion is not necessarily
in contradiction with duality: While the dual symmetry connects the elds E and
H , and D and B, this same symmetry thereby also naturally pairs up the elds
E and B, as compared to their dual counterparts H and D. In a world with
only electric monopoles, E and B are fundamental just like in a world with only
magnetic monopoles (which would be its dual), D and H would be fundamental.
It is in fact exactly this circumstance of no magnetic monopoles that breaks the
symmetry between the elds and makes one pair more workable than the other. Just
imagine how beautifully symmetric Maxwell's equations would be in a world with
both magnetic and electric monopoles.
2.1.4 Lorentz transformation
Another argument supporting our choice of E and B as the natural, fundamental
couple comes from a completely dierent point of view:
The Lorentz transformation of the electromagnetic eld tensor F µν couples ex-
actly the two elds E and B, which we just declared fundamental, with each other,
whileD couples toH [54]. A Lorentz-boost of velocity v transforms the components
of the eld parallel (B‖ and E‖) and orthogonal (B⊥ and E⊥) to the translation axis
according to
B′‖ = B‖, (2.13)










(E + v ×B)⊥ (2.16)
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and the elds D and H similarly as
H ′‖ = H‖, (2.17)










(D + v ×H)⊥ . (2.20)
This is a nice reassurance as it comes from a rather dierent theoretical background
and yet still results in the same natural pairing of eld variables.
2.2 Which eld does a dipole interact with?
The more important question is that of the coupling between magnetic matter to the
electromagnetic eld, most fundamentally, the magnetic dipole coupling. A quick
comparison of units shows that m ·H can't be correct as it does not describe an
energy, the options with the correct units would be eitherm ·µ0H orm ·B. At rst
glance one might be tempted to think that the correct coupling term thus must be
m ·B. First, there is no additional constants in the electric coupling, and second, if
we follow the usual procedure of replacing every occurrence of µ0 by µ of the medium,
we get m · µH = m ·B again.
On the other hand, duality tells us that, if we assume the coupling of electric
dipoles d ·E to be correct, the magnetic dipole must couple to the eld H , and in
order to keep the units correct, tom·µ0H . In fact, this additional factor µ0 is purely
historically originated, due to a dierent denition of the magnetic dipole moment as
compared to the electric dipole. So in a duality transform, the corresponding dipole
moment to d would be µ0m. In refs. [55, 56] a coupling Hamiltonian of the form
d · E + µ0m ·H is indicated which supports the duality argument, while in other
sources [49] a coupling to the eld B is implied.
As it seems impossible to make fully justied arguments about the coupling of a
dipole to either one of the macroscopic elds, we present in the following a dierent
CHAPTER 2. THE B VS. H DEBATE 51
solution or even circumvention of the problem:
It appears that a point dipole should never be treated within a purely macroscopic
formalism in the rst place, as the dimensions of the dipole if treated as a point-
source (even with a position-uncertainty) are clearly not signicantly larger than, if
at all compatible with, the atomic lattice spacing of the medium. Therefore we must
treat the dipole as being in the vacuum it really is in, and describe its environment
microscopically. If we do that, the question of the coupling to the electromagnetic
eld in fact becomes redundant as both elds B and µ0H are equal in vacuum.
For obvious reasons we can't calculate the coupling of our dipole to every single
other dipole in the medium. However, it turns out that the local eld as introduced
in section 1.7 is a perfect candidate for a description in terms of macroscopic elds
while keeping the dipole itself in vacuum.
The only fully justiable answer to the question which eld a dipole couples to will
thus be the local eld.
In the electric case, equation 1.143, it can be directly seen that the elds Eloc
and Dloc at the dipole position indeed only dier by ε0 (they must, as we imposed a
vacuum at the dipole position) and thus are both equally valid candidates. According
to the Clausius-Mossotti local eld approximation, the dipole actually couples to a











In the following we will derive an analogous relationship for the magnetic elds which
similarly lets us answer the question of the coupling of magnetic dipoles by the local
magnetic eld.
2.2.1 Derivation of the local magnetic eld
The derivation of the local magnetic eld follows a similar approach as in section
1.7: We describe the medium microscopically in a spherical cavity around the dipole
of interest and divide the locally acting eld into macroscopic contributions Bavg,
boundary contributions BS and contributions from the magnetic dipoles inside the
cavity Bnear. Instead of surface charges we now have to include surface currents
JM = ∇× (MΘ(r)) going around the sphere to compensate for the discontinuity of
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macroscopic permeability at the virtual cavity boundary. Their contribution to the
magnetic eld in the centre can be calculated as





































The contributions from local dipoles inside the sphere cancel out just like the electric
dipoles. With this, we have












which, since we treated the dipole as in vacuum, can also be written in a dual











We arrive at the same conclusion as for the electric eld, the magnetic dipole couples
neither purely to one of the macroscopic elds B or H , but to the local eld, which
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is a mixture of both3:










When comparing this to the electric coupling we note that this is exactly the dual
version of the electric dipole coupling. We should stress here the universality of
this approach: Even though in the derivation we used the magnetic eld B, which
appears fundamental but not dual to E, we nally arrived at an expression which is
exactly the dual version of the electric local eld. This is reassuring in that the local
eld is indeed a solution which does not rely on any assumptions to the dierent
nature of the two magnetic elds or their coupling.
2.2.2 Weak-permeability approximation
Just like in the case of an electric dipole, which is often taken to couple to the
(macroscopic) electric eld E, we can make a similar approximation for the magnetic
dipole. If we take µ to be similar to but not exactly µ0, the magnetic dipole coupling
can be approximated by
m ·Bloc = µ0m ·H loc ≈m · µ0H (2.28)
rather than m ·B. Of course, this is a very rough and bold approximation as for
the same justication we could as well set B ≈ µ0H which then would remove
any distinction of which eld the dipole couples to. The only reason for favouring
m ·µ0H tom ·B is that this term appears with a larger factor of 2/3, som ·µ0H is
a slightly less bad approximation thanm ·B. The main point of this approximation
is merely to show the connection to the electric dipole coupling for which local eld
eects are often not taken into account but instead, the dipole is taken to couple to
the eld E. So in the same framework, one then would have to say that the magnetic
dipole couples to the eld H . This again agrees perfectly with the dual symmetry
of electromagnetic elds in which H is indeed the dual correspondence of E.
3Note that the derivation could equivalently be carried out in terms of the magnetic eld H.
We have simply chosen to use B so that the magnetization of the medium can be straightforwardly
described by electric currents in the most familiar way.
Chapter 3
Dipole emission in anisotropic media
Optical anisotropy is a very common phenomenon not only in metamaterials but also
in nature, and makes the generalization of macroscopic media descriptions [57,58] to
take into account a direction-dependency of the medium responses to external elds.
The optical properties of anisotropic media have been widely studied for dielectric
materials [45,5868], given that many quantum technologies and optics experiments
rely on the use of uniaxial or biaxial crystals [42, 43, 46, 47]. However, spontaneous
emission of atoms embedded in an anisotropic host medium has not been the focus of
research as in most cases, the anisotropy is rather a side product of the experimental
setup than an intended property1. In the following we will present a derivation of
the spontaneous emission properties of an electric dipole in a uniaxial host crystal
and propose a numerical model to approximate the emission rate in general biaxial
media. This work has been published in [70]2. Furthermore we generalize the formula
for uniaxial media to magnetodielectrics and show that the emission rate of magnetic
dipoles in such a medium takes the dual form of the electric dipole expression.
1In the appendix of [69], an expression for the spontaneous emission rate in a uniaxial medium
has been derived from a classical approach, however, a quick check of the derivation shows an error
along the calculation which leads to an incorrect nal result.
2Material reprinted with permission from A. Messinger, N. Westerberg, and S. M. Barnett, Phys.
Rev. A, vol. 102, p. 013721, 2020. Copyright 2020 by the American Physical Society.
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3.1 Quantization of the electromagnetic eld
We can calculate the spontaneous emission rate using Fermi's golden rule, equation
1.100, so we rst need the form of the quantized electric eld operators. We thus
start with the wave equation from equations 1.57-1.60 for the electric eld,
∇×∇×E = −µ0D̈ = −µ0εË. (3.1)
In an anisotropic dielectric, the electric eld is no longer divergence-free, so we cannot
replace the double curl by a Laplacian as we did in section 1.4 to nd the usual wave
equation. However, we can still introduce a decomposition of the (complex3) electric





and try to nd solutions for Ek. Equation 3.1 in the reciprocal space now reads
k × k ×Ek = −ω2kµ0εEk (3.3)





k2Ek − k(k ·Ek)
)
= ω2kEk. (3.4)
This is nothing but an eigenvalue problem with Ek and ω2k being the eigenvectors











If we choose our coordinate system so that the permittivity tensor is diagonal, its
inverse is also diagonal, ε−1ij = δij
1
εij








3Again, the complex conjugate of each frequency component is omitted for simplicity here.
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Note that in this notation the doubly occurring index i is not summed over. From
the structure of M we can infer some properties of the solutions already, which will
prove helpful later:
Theorem 1
1. There are no more than two non-trivial solutions (with eigenvalues 6= 0).
2. All solutions λ satisfy ωk,λ = ω−k,λ and Ek,λ‖E−k,λ and
3. k · (εEk,λ) = 0.
4. Ek,λ · (εEk,λ′) = 0 for dierent solutions ωk,λ 6= ωk,λ′ .
5. 1
µ0
(k ×Ek,λ) · (k ×Ek,λ′) = −ωk,λωk,λ′Ek,λ · (εEk,λ′).
Proof:
1. This can be seen by explicitly checking that Rank(M) ≤ 2.
2. Equality of forward and backward frequencies follows from the symmetry of
equation 3.3. The Eigenvectors are identical apart from an arbitrary pre-factor.
3. This can be seen in equation 3.3, where the left side is clearly orthogonal to k,
and the right side parallel to εEk,λ:
k · (εEk,λ) =
1
−ω2kµ0
k · (k × k ×Ek) = 0 (3.7)
4. This proof is best understood as a variation of the well-known proof of eigen-
vector orthogonality of real symmetric matrices: The matrixM is a product of






a xed k (we ignore the index in the following as it is not relevant) and two
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⇔ NE1 = ω21εE1 (3.9)
⇔ (NE1) ·E2 = ω21(εE1) ·E2 (3.10)
⇔ E1 · (NE2) = ω21E1 · (εE2) (3.11)
where in the last step we made use of the fact that both N and ε are symmetric.
For the second solution E2, we also know that NE2 = ω22εE2. Plugging this
in the left side of equation 3.11 gives





E1 · (εE2) = 0 (3.13)
So for two dierent frequencies ω1 6= ω2 we must have E1 · (εE2) = 0.
5. We know that −ω2k,λµ0εEk,λ = k × k × Ek,λ for solutions Ek,λ and ωk,λ.
Multiplying a second solution Ek,λ′ from the left, we get
−ω2k,λµ0Ek,λ′ · (εEk,λ) = Ek,λ′ · (k × k ×Ek,λ) (3.14)
= (k ×Ek,λ) · (k ×Ek,λ′). (3.15)
This is nearly what we wanted to show apart from the pre-factor ω2k,λ. For
λ = λ′, we have ωk,λ′ = ωk,λ and we are done. In the case that ωk,λ′ 6= ωk,λ,
we have shown that Ek,λ · (εEk,λ′) = 0, so the whole left side is zero and the
pre-factor does not matter.
We can interpret these observations the following way: The rst statement simply
states the fact that the waves can have two dierent polarizations as the third degree
of freedom is taken away by ∇ ·D = 0. We can also go a bit deeper and say that
we indeed only have exactly two choices now, as linear combinations of those two
solutions are not eigenvectors. Physically, this means that even though electromag-
netic waves in linear combinations of the two polarization modes can exist, such a
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state could not be described by one unique frequency or dispersion because the two
polarization modes are aected dierently by the medium. This is exactly what the
eect of double-refraction describes.
Observation (2.) is simply describing the reciprocity of the medium. (3.) tells
us that in the medium, it is D = εE and not E that is orthogonal to the wave
vector. This naturally fulls the rst Maxwell equation. Similarly, (4.) means
that for dierent polarizations, Ek,λ⊥Dk,λ′ , i.e. the electric eld polarization of
one mode is orthogonal to the displacement eld polarization of the other. This
comes in handy when calculating the energy stored in the electric eld which requires
knowledge of the term E ·D. Finally, (5.) draws the connection to the magnetic
eld, i.e. Hk,λ ·Bk,λ′ = Ek,λ ·Dk,λ′ . In particular, for dierent polarizations we have
Hk,λ⊥Bk,λ′ , although in this case we could as well write Bk,λ⊥Bk,λ′ orHk,λ⊥Hk,λ′
because we still treat the permeability µ as a scalar and H and B are parallel.





















































with ekλ = Ek,λ/|Ek,λ| the normalized eigenvectors and Akλ the eld amplitudes,













ekλ · εekλ′ +
1
µ0ωω′











ekλ · εekλ′ −
1
µ0ωω′







where we have used the integral representation of the Dirac delta function to elimi-
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nate integration over k′ and written ω(′) short for ωk,λ(′) . Using (5.) we see that the
pre-factors in the rst line cancel out,
ekλ · εekλ′ ±
1
µ0ωω′
(k × ekλ) · (k × ekλ′) = ekλ · εekλ′ ∓ ekλ · εekλ′ (3.20)






ekλ · εekλ (AkλA∗kλ + A∗kλAkλ) . (3.21)
Comparing this to the Hamiltonian of a quantum harmonic oscillator, we see that
we must introduce ladder operators âkλ and â
†





= δ(k − k′)δλλ′ (3.22)








































(k × ekλ) ûk,λ(r, t) (3.27)












Note that the biggest dierence from the quantized eld in an isotropic medium is
the potential dependency of the frequency on the polarization and on the full vector
k instead of its length only. Furthermore, the pre-factor of ûk,λ(r, t) introduced for
the quantization, and with this inevitably also the vacuum uctuations of the elds,
have an additional dependency on the alignment of the polarization vectors with
respect to the crystal axes, ekλ · εekλ.
3.2 Spontaneous emission of electric dipoles
We now have everything we need to calculate the spontaneous emission rate in such
a medium. We simply plug the eld operator into Fermi's golden rule, and then have














ωkλ |d · ekλ|2
ekλ · εekλ
δ(ωkλ − ωA). (3.30)
The problem is, in general anisotropic media, even though solutions can be found,
the form of the polarization vectors and frequencies is a complicated function of the
wave vector orientation. Nevertheless, we can make a few general steps towards the
solution already without explicitly knowing the eigenvectors and eigenvalues of M .
Just like in the isotropic case, we need to convert the k-integral into a frequency
integral to apply the delta-distribution. We thus make the substitution k → ωkλ












ωkλ |d · ekλ|2
ekλ · εekλ
δ(ωkλ − ωA) (3.31)
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)3 |d · ekλ|2
ekλ · εekλ
(3.32)
where the k index now is to be understood as the wavevector corresponding to the
atomic frequency ωA with the orientation given by the angles θ and ϕ. All we are
left with now is an integral over the angular degrees of freedom of the wavevector.
These integrals are not straightforward to solve for general anisotropic media4. This
is why we will start with the more symmetric case of uniaxial media, in which the
solutions have a more simple form and we can solve the integral analytically.
3.2.1 Uniaxial dielectrics
We dene our medium to have a permittivity tensor ε = diag(ε1, ε2, ε2). The wave






























where κ = k/k is the normalized wave vector. We call no and ne the ordinary
and extraordinary refractive indices, they describe the eective dispersion that a
wave of a certain electromagnetic eld mode feels. The rst solution corresponds to
the ordinary wave. Its polarisation vector eko is orthogonal to the wavevector, and
the frequency ωo does not depend on the orientation of k, just like it is the case
in an isotropic medium. The extraordinary wave, eke, exhibits more complicated
4To the best of our knowledge, there is no analytical solution.
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behaviour as it feels the full anisotropy of the medium. In particular, as can be seen
from equation 3.35, the extraordinary refractive index depends on the orientation of
the wave vector with respect to the crystal axes.
Using these solutions, we can now write down an explicit expression for the
spontaneous emission rate of an atomic dipole. We dene the dipole moment as d =
(d1, d2 cosφ, d2 sinφ) according to the symmetry of the medium. As there is nothing
distinguishing the y-axis and z-axis, we choose φ = 0 for the dipole orientation
without loss of generality, but note that for any other angle the result will be the
same. We furthermore choose spherical coordinates to match the same symmetry,
k = k(cos θ, sin θ cosϕ, sin θ sinϕ)T. (3.36)
The expression in equation 3.32 is now most easily solved by considering the two
polarization modes separately, and summing them up at the end.








)3 |d · eko|2
eko · εeko
(3.37)
which describes the rate of transition into an ordinary wave excitation. The com-
ponent d1 of the dipole does not contribute to this rate, as ordinary waves have
polarisations in the plane with permittivity ε2 only. The emission rate due to ordi-
































The result has a dependency on the ordinary refractive index no =
√
ε2/ε0 only.
This is in agreement with our expectations of the ordinary waves behaving like in
an isotropic medium of permittivity ε2. Note however the factor of 34 as compared
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to the total emission rate of such an isotropic medium. We can understand this in
the isotropic limit as the ordinary waves contributing to three quarters of the total
emission rate for a dipole in the y-z plane.
Contributions from extraordinary waves: Extraordinary waves can have eld
components in any direction, so we cannot omit any parts of d for this calculation and
have to include the whole term |d · ekλ|2. However, products of two dierent spatial
components of the polarization vector, e(i)kee
(j)
ke can be omitted due to its structure:
The products are always anti-symmetric in ki and kj and therefore will cancel in














ke ∝ k1k2k1k3 = k
2
1k2k3. (3.41)






























































anymore, which is in stark contrast with both the contribution from the ordinary
wave, and the emission rate in isotropic media. The dierence is in the fact that
there are now two dipole orientations which both contribute with dierent factors to
the rate as well as that the extraordinary refractive index itself is a function of the
emission direction.
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1=    =32 0
1=    =32 0
Figure 3.1: Angular distribution f(θ) of the spontaneous emission rate (in units of the vacuum
emission rate) to a xed polar angle ϕ, for various congurations εo,e ∈ {1, 7} of a uniaxial medium
with xed εo (left) and xed εe (right). A change in εo only changes the sides of the distribution,
leaving the emission to an angle θ = π/2 constant, while a change in εe impacts on the relative
distribution, leaving the total rate (integrated over all angles) constant.
Total emission rate: The total emission rate can now be calculated from the sum
of extraordinary and ordinary rates,


















We note that for a dipole oriented parallel to the ε1-axis, the emission rate is that of
an isotropic medium with permittivity ε2. This is surprising as one intuitively might
expect that the dipole will couple most strongly to the electric eld components
which are parallel to the dipole axis, i.e. in this case to the x-component E(1). This
eld component feels only the permittivity ε1, so we would expect a very strong
dependency of the emission rate to ε1 and not ε2.
To resolve this paradox, we must take into account variations of the angular
emission distribution. The typical donut-shaped emission pattern only occurs in an
isotropic medium, where the angular dependency in the integrand is simply the cos2 θ
term describing the overlap between the dipole and the emission direction. In our
case we have additional dependencies from the anisotropy. Consider the emission
per unit angle by a dipole d = (d1, 0, 0). Extraordinary waves are the only modes
that contribute to the emission for such a dipole. The emission rate for this case is
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2 θ + ε1 cos2 θ)5/2
sin θ (3.46)



































dθ f(θ) sin θ. (3.48)
If we look at the case θ = π/2 we see that the emission towards directions orthogonal
to the dipole indeed solely depends on ε1, just like we expected. The dependency of
the total rate on ε2 must therefore come from the other possible emission directions,
which we deemed less dominant. Figure 3.1 shows the angular dependency of the






The shape of the angular distribution arises from an interplay between the pre-
ferred emission angle orthogonal to the dipole axis (that is the
∣∣d‖ · eke∣∣2 ∝ cos2 θ
term), and the preferred direction of wave propagation, which is determined by the
eective refractive index ne. Hence, for a large enough ratio ε2/ε1, the emission will
peak towards two azimuthal angles θmax = π/2±∆θ. The shift of the emission peak




⇔ sin θ cos θ
(
2(ε2 sin
2 θ + ε1 cos
2 θ)− 5(ε2 − ε1) sin2 θ
)
= 0. (3.50)
We see that according to the cos θ term, in the centre of the distribution, orthogonal
to the dipole axis there is always an extremum, but we do not know yet if it is a
minimum or a maximum. As we know the emission towards the dipole axis is always
zero, the nature of the extremum is determined by the existence of further extrema
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in the interval [0, π]. We thus set
(
2(ε2 sin
2 θ + ε1 cos
2 θ)− 5(ε2 − ε1) sin2 θ
)
= 0 (3.51)
to nd additional minima, which simplies to
2ε1 + 3 sin













5. Hence, whenever these additional solutions exist, the extremum
at the centre of the distribution is a minimum while these additional two angles are








further increases with the larger ratios ε2/ε1, while the emission towards an angle
θ = π/2 is xed only by ε1. In fact, the relative angular distribution with respect to




indeed only depends on the ratio r = ε2/ε1.
It is this interplay of angular distributions which in the end leads to a cancelling of
the dependencies on ε1 in the total rate.
Random dipole orientation The lack of an appearance of ε1 in the emission
of a dipole d = (d1, 0, 0) also has consequences for another scenario. If we average
equation 3.45 for random dipole alignments, one might expect ε1 to appear at least
with a factor of 1
3




















5One might argue that the spherical nature of the coordinates play a role as well and we should
indeed consider the function f̃(θ) = f(θ) sin θ (i.e. the total emission towards a certain azimuthal
angle instead of xing a polar angle φ as well). This does not lead to any qualitative dierences,
and merely changes the condition for two maxima to ε2ε1 >
5
2 .
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We see that indeed ε1 only appears in one of six parts and the total rate is by no
means an average of the permittivities in the three directions. This should be kept
in mind as it can lead to unexpectedly strong impacts of ε2 in uniaxial media.
3.2.2 Biaxial dielectrics
The wave equation of a medium with three dierent permittivity values,
ε = diag(εx, εy, εz) is far more complicated than a uniaxial medium as there are no
more symmetries present. The eigenvectors and eigenvalues can still be found, from
solving an eigenvalue equation quadratic in ω2 [60] we can write them as
ek± =
















for tk = κ·ε(Tr(ε)I−ε)κ, sk =
√
t2k − 4εxεyεzκ · εκ and κ = k/k. This specic form
of writing the eigenvectors can lead to singularities for certain congurations of εi.
This should not concern us as it is only a feature of the unnormalized eigenvectors
as we express them here and we should simply note that one can always nd an
alternative expression with nite entries (for example by multiplying the whole vector
by (εi − εk)).
The integral arising from Fermi's golden rule with these solutions appears to be
beyond analytic solvability. However, as the dispersion is still linear in k and the
polarization vectors (apart from normalization) also do not depend on the length
of k but only its directionality, we can perform the integration over k in a similar










3/2 sin θdθdϕ (3.59)
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µ0εk and applied the delta-distribution
over the frequency. The remaining integral can only be solved numerically. In the
following we propose a model to approximate the solution of this integral with an
analytic expression based on the results from uniaxial media:
We choose a dipole orientated along the z-axis to start with, and explore the
limits where εy takes the same value as either of the other two permittivities. For
instance, we know that if εy = εx, the dipole points along the extraordinary axis,
so we can identify εx = εy with ε2 and εz with ε3 of a uniaxial medium, and from








Likewise, if εy = εz the dipole points along the ordinary axis and we identify εy = εz











Now we are interested in the behaviour of the emission rate with εy in between and
beyond these two known points. We do this by studying the numerical solutions of
equation 3.59 which are calculated using Wolfram Mathematica.
If we x εx and εz, we nd nearly linear behaviour with εy (see Fig. 3.2, crosses).
This suggests that we try a linear interpolation in εy between the two known values
from the uniaxial cases,
γ(εy) = γ























which is drawn in Fig. 3.2, blue line. The result is already close to the numerical
solution but not perfect, especially as the expression 3.63 puts εy in a special role
even though our choice of xing εx and εz was arbitrary.
As there is nothing distinguishing εx and εy from each other (εz is special because
of the dipole alignment we chose), we can derive an equivalent formula to be linear
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Figure 3.2: Dependency of the spontaneous emission rate in units of the vacuum emission rate on
the relative permittivity εy/ε0 with xed values of εx = 1.5ε0 and εz = 5ε0 for a dipole aligned
with the εz-axis. Analytical models obtained from linear interpolation with εx, linear interpolation
with εy and an average of both (solid lines) are compared to numerical results (crosses).













































As can be seen in Fig. 3.2 (orange curve), this now perfectly ts the numerical data.
To check the range in which this model is valid, various congurations for εx and
εz are shown in Figure 3.3. We note that the permittivity parallel to the dipole
orientation has the weakest impact on the emission rate, as variations in εz barely
change the graph unless there is a large dierence between εx and εy, for example
the blue curve on the left which has large εx but small εy and similarly the right end
of the green curve.
To simplify the expression a bit we can also introduce new variables, n+ =
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Figure 3.3: Comparison of the averaged model (solid lines) with numerical results (crosses) for
various dierent congurations of εx/ε0 = 6, 3, 1 (blue, red, green group of graphs) and εz/ε0 = 4,
2, 1.2 (light, medium, dark graph from each group) for a dipole aligned with εz. The corresponding





















(n+ + n‖)2 − n2−
γvac. (3.67)






εz) as they are often done are not always advisable as the parallel permittivity
εz indeed has a very dierent role compared to the other two. In the limit of small n−
for example the easiest approximation would be γ = n+γvac, i.e. an average without
εz.
Arbitrary dipole alignment So far we have only considered a dipole which points
exactly along one of the principal axes of the medium. In order to get a general
expression we rst need to deal with the term |d · ekλ|2, which may include cross-
terms. If we take a closer look at the polarization vectors in Eq. (3.56), we see
that, again, the product of two dierent components i and j of an eigenvector is
antisymmetric in both ki and kj: ek1 does not have any asymmetric parts, ek2 ∝ k1k2
and ek3 ∝ k1k3 for both modes. Therefore, all cross-terms cancel out over symmetric
integration domains and we can simply write the emission rate for arbitrary dipole
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with γ‖εi being the emission rate for the same dipole if it was aligned to the principal
axis of εi.
3.2.3 Local Field eects
So far we derived a purely macroscopic theory. However, as we have seen in section
1.7, microscopic elements like dipoles indeed feel the locally acting microscopic eld
rather than the averaged macroscopic eld. In isotropic media for example, the local
eld correction to the spontaneous emission rate is given by
γloc = L
2γ (3.69)
where L is the local eld factor dened by Eloc = LE, the form of which depends
on the model used.
In anisotropic media, we must assume that the correction will also depend on the
direction of the electric eld. Independently of the local eld model, a general ansatz
would be a correction tensor of the form
Eloc = LE. (3.70)
We will not focus on the model to use and on the exact form of the correction here,
as other works have covered this topic already, see for example [16,2022,71] to name
a few.
We will instead show how any local eld correction can be incorporated into the
expressions for the spontaneous emission rate, as long as the eects are linear in the
electric eld:
For a tensor-valued correction, the |d ·E|2 term in the integral needs to be re-
placed by |d · LE|2 = |
∑
diLijEj|2. Instead of solving the integral again for this
new corrected eld, we let L act on the dipole vector to its left, |(dTL)E|2 ≡ |d̃ ·E|2
and plug the adjusted dipole vector d̃ = LTd into the previously obtained solutions.
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For a local eld correction represented by a diagonal matrix Lij = δijLi which does









































in biaxial media. As in this case the correction is a scalar factor for every dipole
component, we don't expect any qualitative dierence in the eciency or accuracy
of our model.
To conclude, we have developed a model to approximate the emission rate of an
electric dipole in a biaxial dielectric medium with a closed analytic expression which
holds for a wide range of medium congurations and is easily adjustable according to
local eld models. The advantage of our analytic form is that it is not only a better
approximation than the average refractive index, but also holds the potential for
qualitative studies of the dependency of the emission rate on each of the permittivities
and the interplay between them. We expect that this will prove useful in designing
novel media or choosing tailored materials for specic applications.
3.3 Magnetic generalization
We now want to include magnetic eects into our treatment of anisotropic media.
First we extend the general theory to anisotropic magnetodielectrics, that is, mate-
rials for which both the permeability and the permittivity are described by a matrix
quantity which is not the identity. Later we will calculate an expression for the emis-
sion rate of magnetic dipoles in a special uniaxial magnetodielectric medium and
compare it to the electric dipole.
3.3.1 Waves in general anisotropic magnetodielectrics
The wave equation to solve for the electric eld now reads
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k × µ−1(k ×Ek) = −ω2kεEk, (3.73)





Despite it being more complicated we can still formulate the wave equation as an
eigenvalue problem of a new matrix M which represents the operation
M · = ε−1
(
k × µ−1(k × · )
)
. (3.75)
For a medium in which ε and µ are diagonal in the same basis (this is not necessarily










with |µ| = detµ = µ1µ2µ3 and µi(εi) being the diagonal entries µii(εii). Even if
the electric and magnetic principal axes are not the same, M still has well-dened
entries which can be found by inverting the permeability or permittivity matrix.
The solutions of this problem have similar properties as for the purely dielectric
medium. In section 3.1, we have already shown that (1.) there are no more than two
non-trivial solutions (with eigenvalues 6= 0), (2.) the problem is entirely symmetric
between forward and backward propagation of waves, ωk,λ = ω−k,λ, Ek,λ‖E−k,λ, and
(3.) all eigenvectors, including the trivial solution k, are mutually orthogonal with
respect to the metric given by an inner product with ε, i.e. Ek,λ · (εEk,λ′) = 0 for
ωk,λ 6= ωk,λ′ . These are still valid in the magnetodielectric case, the proofs follow
exactly the same line. Furthermore we now add the modied statement (4.)
(k ×Ek,λ) · µ−1(k ×Ek,λ′) = −ωk,λωk,λ′Ek,λ · (εEk,λ′), (3.77)
which is the correct form to representHk,λ·Bk,λ′ = Ek,λ·Dk,λ′ in a magnetodielectric
medium. The proof of this can be deduced from the dielectric case using Ek,λ′ · (k×
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µ−1(k×Ek,λ)) = (k×Ek,λ)·µ−1(k×Ek,λ′). With this, the electric eld quantization
introduced in section 3.1 for dielectric media remains valid, and the quantized version
of the magnetic elds follows straightforwardly from Maxwell's equations. We thus




























µ−1 (k × ekλ) ûk,λ(r, t) (3.81)


































again. Note that the dependency of the pre-factor of ûk,λ on the projection of ε onto
the electric eld direction is an arbitrary choice, and could equivalently be written
as the projection of µ to the direction of the magnetic eld H , keeping in mind that
Hk,λ ·Bk,λ = Ek,λ ·Dk,λ.
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3.3.2 Solutions in uniaxial magnetodielectrics
We now consider a uniaxial medium in which the magnetic and electric anisotropy
axes are aligned, so that we can write ε = diag(ε1, ε2, ε2) and µ = diag(µ1, µ2, µ2).
Interestingly, the electric polarization vectors are the same as in the dielectric, the













To compare, the magnetic eld polarization vectors hk,λ = µ−1(k×ek,λ) (apart from






























with κ = k/k. We can see that, in contrast to uniaxial dielectrics, we do not
have an ordinary and an extraordinary wave anymore, as the frequency now always
depends on the propagation direction. Instead, we can identify a transverse electric
(TE) mode, for which only the electric eld is orthogonal to the wavevector, and a
transverse magnetic (TM) mode, in which only the magnetic eld is. Similarly, for
the TE mode, the dispersion relation depends only on the alignment of k with respect
to µ, while the TM mode has the equivalent dependency on ε. In the dielectric limit
the TE mode reduces to an ordinary wave just like for a purely magnetic material the
TM mode would behave like an ordinary wave. We note that this is fully symmetric
with respect to the electromagnetic duality.
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3.3.3 Electric dipole radiation
We can now calculate the spontaneous emission rate of an electric dipole










)3 |d · ekλ|2
ekλ · εekλ
. (3.90)






















For the TM waves the result is the same as for a scalar permeability of µ2, as there
are only magnetic elds in the (y,z) plane involved. Hence, the emission rate of a
dipole aligned with the anisotropy axis still only depends on the medium properties
in the plane orthogonal to that axis, γ‖ ∝ µ3/22 ε
1/2





































has terms depending on µ1 with a relative factor of 1/2 while ε1 occurs only with a
weight of 1/6.
3.3.4 Magnetic dipole radiation
We now calculate the spontaneous emission rate for a magnetic dipolem = (m1,m2, 0)
in the anisotropic magnetodielectric, using Fermi's golden rule, assuming an interac-
tion energy µ0m̂ · Ĥ . We note that indeed this might not be the exact form of the
coupling of the dipole to the eld, but in analogy to the electric coupling, this would
be the basis for calculations taking local eld eects into account. The spontaneous
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∣∣∣∣m · µ−1(ekλ × k)∣∣∣∣2
ωk,λekλ · εekλ
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sin θdϕdθ. (3.96)
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hkλ · µhkλ
sin θdϕdθ (3.97)
We see that this is in complete analogy to the electric dipole emission rate, and by
































which corresponds to a Purcell enhancement of nε. For the case of a weakly magnetic





















of a magnetic dipole embedded in a dielectric host.
In comparison of the emission rates of magnetic and electric dipoles, these results
conrm the duality of the elds E and H , with replacements of ε to µ, and of d
to µ0m being made. Just like for the electric dipole, the results vary signicantly
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from the rate obtained when considering an isotropic medium of averaged refractive
index. This is true even for magnetic dipoles in purely dielectric media.
Chapter 4
Dipole emission in absorbing
magnetodielectrics
In this chapter, we explore the emission properties of electric and magnetic dipoles in
absorbing media, i.e. we derive the spontaneous emission rate for materials in which
both the permittivity ε and the permeability µ may take non-vanishing complex
values. As there are losses to other degrees of freedom in the system, we cannot
simply use a quantized eld description as in chapter 3, such operators would not
be valid quantum operators anymore. This becomes very clear when considering the
Hamiltonian of the electromagnetic eld in such a situation. The energy stored in
the eld alone is not conserved, and such a Hamiltonian would not be Hermitian
and would lead to a non-unitary time evolution. In order to fully quantize the eld
variables in a lossy medium one must also include the medium excitations to restore
overall energy conservation [72]. One could in principle use these new operators
for the coupled system and calculate the rate of spontaneous emission to such joint
excitations. However, we instead choose the more straightforward approach of using
the Green's function method introduced in section 1.6 to obtain the emission rate
from the classically derived Green's function of the system. With this method, the
emission properties of electric dipoles in absorbing dielectrics have been successfully
derived in previous works [39,73,74].
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4.1 Electric Dipoles
While the Green's function in dielectric media has received a lot of attention in
research, the more general case of magnetodielectric media has been less investigated.
Especially the case of absorbing materials has so far not been covered in sucient
detail. In the following we give the most general expression for the Green's function of
media with arbitrary, complex values of both the permittivity ε and the permeability
µ.
We could in principle derive the emission rate of electric dipoles from the Greens
function of the vector potential A as sketched in section 1.6.3. However, as we
later want to make a connection to the magnetic eld and its Green's function, it is
preferable to use the Green's function of the electric eld E here which, as is shown
in appendix A, diers from the vector potential Green's function only by a factor of
−ω2.
We rst split the displacement eld into two components,
D = εE + PN (4.1)
where PN is the noise polarization which includes any part of the polarization eld
which is not proportional to E. It has been shown [72] that in a quantum theory
of absorbing media the displacement eld D can no longer be exactly proportional
to E while satisfying the uctuation-dissipation theorem, and introducing the noise
polarization is a way of including these additional uctuations.
In our case the noise polarization simply takes the role of the dipole of interest,
i.e. the source of the electric eld. The wave equation in frequency space then reads
∇×∇×E = −µεω2E + µω2PN . (4.2)




ET = µω2P TN . (4.3)
The longitudinal part has been studied in detail for dielectrics for example in [73]. As
it has no dependency on µ even in magnetodielectric media, no new results will arise
by a more general treatment and therefore we restrict this work to the transverse
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elds.
We treat the noise polarization PN as the source of the electric eld E, so want





′) = µω2δTij(r − r′) (4.4)
where δTij(r) is the transverse delta-function which ensures we pick only the transverse
component of PN . With this Green's function, the averaged electric eld arising from




by Ei is valid here since the classical Maxwell's equations in media already describe
macroscopic averaged eld variables, and the mean value without any sources is
always zero [10].
We can solve equation 4.4 in Fourier space by using the integral representation























One should mention that due to the symmetry of the problem, the Green's function
does not depend on the individual positions but only on the vector translating be-
tween them, Gij(ω, r, r′) = Gij(ω, r− r′). We thus calculate the Green's function of












Solving the resulting integral is a rather tricky task. We closely follow the procedure
used in [73] for dielectrics for the following derivation. We express equation 4.8 in
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where in the last step we are omitting higher-order terms in R as we are only inter-
ested in the solution at R = 0.
For real values of ε and µ, the calculation of the spontaneous emission rate of
electric dipoles from equation 4.12 is straightforward as we only need to take into
account the rst, explicitly imaginary term,























Comparing with equation 1.98, we see that this diers from the free-space emission
rate by the constant factor γ = n
3
εr
γvac = nµrγvac which is in agreement with literature
[40,41] and the rate we derived in section 1.5.2 using Fermi's golden rule.
If we want to allow values for ε or µ with non-vanishing imaginary parts, greater
1In comparison to section 1.6.4 we note the missing −ω2 as this is the Green's function for the








which is compensated by
the dierent form of the Green's function.
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care needs to be taken. In particular, complex values of µ will give rise to a divergency
of the imaginary part of the Green's function at R = 0 due to the second term in
equation 4.12. This is a result of the macroscopic model being used in combination
with a microscopic point dipole, rather than an actual physical phenomenon. A
similar problem appears in the calculation of longitudinal emission rates already
for imaginary values of ε [39, 73]. One way of avoiding the singularities and at
least obtaining a qualitative expression is to introduce a high-frequency cuto, or
equivalently, averaging the Green's function over a small area around R = 0. We do

































where we have used the the k-space representation of the Green's function, equation
4.8. This way, we can perform the volume integration already without even having















We are now left with































where in the second step we have used the fact that the integral is anti-symmetric
for ki and kj if i 6= j. We want the width of the Gaussian to be small compared to
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the wavelength, so we solve the last integral in the limit εµω2ρ2  1 which gives2
























The sign in the second line depends on the arguments of ε and µ, for positive imagi-
nary parts of the refractive index, the square root is positive as well. The spontaneous











The rst term of this result is equal to the already known emission rate in lossless
media, the second term can be understood as an additional correction due to the
medium absorption. It should be noted that there is still an undetermined factor ρ
in this which describes the width of the Gaussian and which, if set to zero, leads to
a divergence again.
However, this can still be used as a qualitative result from which we can deduce
the scaling of the correction term with εr and µr. As a rst point, we see that
the correction only depends on magnetic losses and one might think that electric
losses therefore have no eect on the emission rate. However, this is only true if
Imµr = 0 for which the calculation for the lossless medium gives the correct result
again. For complex µr, the eect of electric losses comes into play in the rst term
as the imaginary parts of εr and µr in combination can still lead to a change of the
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4.2 Magnetic Dipoles
In order to calculate the emission rate of magnetic dipoles we need to nd the Green's
function of the magnetic eld. Like before, we assume a coupling of the magnetic
dipole to the eldH to calculate the emission rate to have the best possible approx-
imation and allow for later treatment of local eld models equivalent to the electric
case.
In a similar manner to the noise polarization discussed earlier, we separate the
noise magnetization as3
B = µH + µ0MN (4.18)
and can now write the wave equation as
∇×∇×H = −µεω2H + ω2εµ0MN . (4.19)







in perfect analogy to the electric eld. We can therefore see that the spontaneous
emission rate in absorbing media is indeed invariant under dual transformations and
the magnetic dipole emission rate is simply obtained from the electric case by making
the appropriate replacements, or simply identifying the corresponding elements of
each wave equation with each other. We thereby follow the Green's function of the
magnetic eld H ,
G
(H)






















3There is some discussion about whether to include the noise magnetization in B or H, which
determines the prefactor of MN . However, this is not expected to make any dierence in the nal
result as a dierent factor should be compensated by the Green's function, so we will keep to the
given form here.
4Just like for the electric eld, there can be longitudinal magnetic elds as well in specic
circumstances. We will not focus on that case in this work, but a quick comparison shows that the
longitudinal emission rate can be deduced from the electric case with the same dual symmetry.
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Note that the pre-factor µ0 has been kept together with the magnetization/dipole
moment, i.e. the whole expression µ0MTN makes the source term, and in the nal
expression for the emission rate we need µ20mimj in the place of the dipole moment
again. Thereby no additional changes are necessary in the Green's function itself,
and we have somewhat covered up the historical dierent denition of the magnetic
dipole moment.
Just like the electric dipole emission can be equivalently derived from the vector
potential A, in which case the electric current is understood as the source of the
eld, we can also derive the magnetic emission rate from the same vector potential or
alternatively, one can even directly derive the Green's function for the magnetic eld
(B) from the Green's function of the vector potential. Using the Green's function
of the B-eld for the derivation leads to the same result in lossless media, but
runs into great trouble when losses come into play, as in that case extra care needs
to be taken when choosing the eld variables and sources so they still satisfy the
uctuation-dissipation relation. The main dierence in the result is the phase of the
permeability µ 5. A derivation of the magnetic Green's function from the vector
potential together with further discussion of the arising problems can be found in
Appendix A.
4.3 Local eld eects
In section 2.2 we claim that the dipoles in fact couple to the microscopic, local elds
instead of the macroscopic, averaged electric or magnetic elds, so we have to adjust
our results to a local eld theory for absorbing media as well.
It has been shown in [23] that in absorbing media it is no longer sucient to
5This is work in progress.
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to the spontaneous emission rate as would follow from a classical picture. The reason
is that this formalism does not take into account the uctuations of the eld operators
that are due to the medium absorptions. Instead, one needs to explicitly include the
noise polarization or magnetization as part of the total polarization or magnetization,
P̂ = χeÊ + P̂N (4.23)
M̂ = χmĤ + M̂N , (4.24)
and start with the local eld expression in its original form,






Separating the noise term then yields
Êloc = Ê +
1
3






















for the magnetic eld. This means, if we replace the eld operators by their local eld
equivalent, the spontaneous emission rate for an electric dipole6 now is composed of
6We restrict calculations to the electric eld from here, noting that the local magnetic eld is
indeed dual to the electric eld and thus all results will be.
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the commutators 〈
0























∣∣∣P̂N,i(r, ω)Ê†j (r′, ω′)∣∣∣ 0〉 .
(4.28)
The calculation of these additional commutators for magnetodielectrics is the same
as in Ref. [23] which was conducted for pure dielectric materials and leads to
γloc =
∣∣∣∣εr + 23









where the bars indicate the (unphysical) limit of ρ→ 0. Just like before, we run into
singularities at this point and therefore a small volume average has to be taken.
Even though the form of the equation is the same as in Ref. [23], the result
is not the same for magnetodielectrics. The dierence to the dielectric lies in the
dierent Green's function of this problem7 which we shall study in the following.








































Again, we only consider the transverse part, as the longitudinal part does not depend
on the magnetic permeability and thus remains unchanged. As we see, even in the
local eld corrections of the electric eld we nd an indirect inuence of the magnetic
permeability, as it changes the vacuum uctuations of all elds.
Due to the symmetry of the problem, the results for magnetic dipoles follow
7On comparison to Ref. [23] one should also note that the Green's function is dened as that of
the vector potential, so dierent pre-factors occur.
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exactly analogously with the appropriate replacements. The corrected spontaneous



























































if we assume our initial model of the noise magnetization to be correct.
Chapter 5
Conclusion and outlook
In this part of the thesis, we have studied the interaction of electric and magnetic
dipoles with the electromagnetic eld in various dierent situations with a special
focus on the magnetic elds in macroscopic media.
We have presented a canonical quantization of the macroscopic eld in a general
magneto-dielectric anisotropic medium, and from that derived explicit formulas for
the spontaneous emission rate of both electric and magnetic dipoles in uniaxial media.
In comparison of these two, our results conrm the duality of the elds E and
H , with replacements of ε to µ, and of d to µ0m being made. The results vary
signicantly from the emission rate obtained from considering the approximation of
an isotropic medium of averaged refractive index. We furthermore presented a model
to describe the emission rate of an electric dipole in a biaxial dielectric medium with
an analytic form. The advantage is that it is not only a better approximation than
the average refractive index, but also bears the potential for qualitative studies of
the dependency of the emission rate on each of the permittivities and the interplay
between them. This can prove particulary useful in designing novel media or choosing
tailored materials for specic applications.
We have furthermore generalized the theory of spontaneous emission including
local eld eects for both electric and magnetic dipoles using the Green's functions of
the elds E andH . We have used a Gaussian averaging to obtain qualitative results
in the regimes where the regular Green's function diverges due to an incompatibility
between macroscopic and microscopic models in absorbing media.
We have shown that all our results are fully symmetric with respect to the electro-
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magnetic duality and independent of our interpretations of the nature of the dierent
elds E, D, B and H if we assume a coupling of the dipoles to the respective local
elds. However, in the magnetic case, we also observed that dierent results can be
obtained depending on which magnetic eld is used to derive the emission rate. This
dierence stresses the importance of the question which elds and sources must be
used for a correct and justied treatment. This goes even beyond the calculation
of the spontaneous emission rate, questions like the magnetization being a function
of B or H and the relationship of the noise magnetization to the bosonic polariton
operators still need a sound and rigorous investigation. This is the matter of ongoing
research and will hopefully lead to a deeper insight into the nature of the dierent
eld variables in absorbing magnetic media in the future.
Part II





Coherence [75, 76], the property of a system to be in a superposition of dierent
energy eigenstates, is one of the crucial elements of quantum physics. Together
with entanglement, it marks the dierence from states that can be described by
classical theories. Recently, especially the role of coherence in quantum thermody-
namics [77, 78] has sparked increasing interest. In the resource theory approach,
coherence is described as a resource [7982] which can enable (at least approxi-
mately) non-energy conserving operations which would otherwise be forbidden [81].
The extraction of work using quantum coherence [83] is an idea that has particularly
attracted attention.
Even though coherence cannot be created from strictly energy conserving oper-
ations, it can be transferred between two systems when they interact, i.e. it can be
created in one system at the cost of using it up in another. It was shown in 2014
by Åberg [84] that under certain circumstances, a coherent reservoir can enable a
coherence-creating operation on an external system with an accuracy that does not
degrade upon use: An observation, which leads to the paradox of the catalytic use
of coherence, which is only resolved by taking correlations between the systems into
account [85].
While the suggested setup of [84] is in principle physically possible, it requires
very articial conditions, both in terms of the reservoir state and the nature of the
interaction. In the work presented in this chapter, which was published in [86], we
present an analysis of Åberg's idea in a more realistic framework: We study the
catalytic capacity of the sequential interaction of a coherent state with a series of
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two-level atoms through a Jaynes-Cummings Hamiltonian. Being one of the most
important models for the interaction of light with atoms, the Jaynes-Cummings in-
teraction presents itself as a natural choice. It allows for a fully quantum mechanical
treatment whilst at the same time remaining exactly solvable [8789], and it is easy
to realize experimentally using techniques from cavity quantum electrodynamics [90].
Coherent states are the natural choice for the resource state in such a cavity, given
their classical limit and intrinsic robustness. Furthermore, the quantum optical prop-
erties of coherent states have been extensively studied, and in the sense of enabling
operations, lasers are routinely used to induce quantum operations on the electronic
states of trapped atoms and ions [91].
6.1 Coherence as a resource
Let us start with a short introduction of the concept of coherence and its relevance
as a resource in the framework of quantum thermodynamics. The key idea is that
since coherence can be described as a thermodynamic resource it must be consumed
as it is used. The word coherence is used in a lot of dierent contexts, in this
work by coherence we mean specically the property of a state being in a quantum
superposition of dierent energy eigenstates, as opposed to a single eigenstate, or a
statistical mixture thereof. A good measure [79, 80] of how much coherence a state
exhibits is the o-diagonal entries of its density matrix in the energy eigenbasis,





A "classical" mixed state would only have entries on the diagonal, so with this
denition in mind, we can think of coherence as non-classicality of a state. Another
measure, which also remains tractable in innitely large Hilbert spaces is given by
the relative entropy of coherence,
Cent(ρ̂) = S(ρ̂diag)− S(ρ̂) (6.2)
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where S(ρ̂) = −Tr(ρ̂ log ρ̂) is the von-Neumann entropy and ρ̂diag =
∑
i ρii |i〉 〈i|
is the density matrix which contains only the diagonal entries of ρ̂. The relative
entropy of coherence thus is the dierence in entropy between a quantum state and
the corresponding decohered classical state: Reducing the entropy of a classical state
without changing its classically obtainable statistics (the diagonal elements) is thus
equivalent to increasing its coherence. The further away a state is from a classical
mixture, the more coherence it exhibits, with the maximal possible coherence always
corresponding to a state of zero entropy. Both denitions, although not giving the
same number for the same state, work equally well, at least for nite dimensional
Hilbert spaces. To properly describe coherence as resource we need the following
basic ingredients of resource theories:
Free states These are states without any resource value, which should be easy to
create. In our case this is incoherent states (energy eigenstates or classical
mixtures thereof).
Free operations Operations which do not increase the resource, here those are
incoherent operations. It can be shown that these are exactly the strictly
energy preserving operations, that is, operations that commute with the system
Hamiltonian.
Maximal states Maximally coherent states, in our case, should be able to allow
for the creation of any other quantum state of same dimension with the use
of incoherent operations only. A maximal coherent state of dimension d is for




Both coherence measures we have introduced allow for a treatment as a resource1 in
this framework: They do not increase under incoherent operations, they are zero for
incoherent states, and both have their maximal value for maximally coherent states,
which are equally weighted coherent superpositions of arbitrary phase.
Now let us see how coherence can enrich the landscape of thermodynamics, which
traditionally only deals with statistical mixtures of energy eigenstates. Taking co-
1One must be careful not to confuse the resource theory of coherence with the thermodynamic
resource theory in which coherence is only one type of resource. While in thermodynamics, only
Gibbs (thermal) states are considered free, in coherence resource theory all incoherent states, in-
cluding pure energy eigenstates, are free.
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Figure 6.1: Possible energy transfer protocol between two identical reservoirs using coherence. a:
The initial state, with both baths having the same energy distributions. b: One atom from each
bath is chosen randomly, and allowed to interact via equation 6.3. c: If the atoms are initially in
coherent superpositions, then an interaction time can be chosen such that the atom from the right
reservoir ends up with more energy than the left, so that the average energy in the right reservoir
increases while it decreases on the left. If the atoms are instead described by a statistical mixture,
no energy transfer between the reservoirs is possible.
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herence into the picture fundamentally changes some of its basic principles, indeed
it may fairly be stated that the inclusion of superposition is the principal dening
feature of quantum thermodynamics [78,92]. In particular, it can be shown that more
work can be extracted from a system that exhibits coherence than from an incoher-
ent system with exactly the same energy probability distribution. Let us illustrate
this with a simple example. Suppose we have two identical baths of two-level atoms
at equal temperature, as shown in Figure 6.1a. One atom from each bath is chosen
randomly and interacts with the other via the unitary interaction
V̂ = ih̄λ(σ̂+ ⊗ σ̂− − σ̂− ⊗ σ̂+), (6.3)
as illustrated in Figure 6.1b. Here, σ̂+ = |e〉 〈g| and σ̂− = |g〉 〈e| are the atomic rais-
ing and lowering operators, respectively, so that the interaction mediates an energy
exchange between the atoms. If the atoms are in a statistical mixture, as described
by the thermal density matrix
ρ =
|g〉 〈g|+ e−βω |e〉 〈e|
1 + e−βω
, (6.4)
then no energy will ow on average, as predicted by classical thermodynamics. If
the atoms are returned to their reservoirs and the process is repeated then there will
be no net energy exchanged between the reservoirs.
Now let us consider what happens if the atoms are instead in a coherent super-
position. We replace the thermal mixture (equation 6.4) with the coherent quantum
state




for each atom in both baths. This system has the same energy probability distribu-
tion as the classical thermal states. However, under time evolution of the interaction
Hamiltonian V̂ , the two atoms in contact now perform coherent oscillations, so that
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Knowing the phase of the initial atoms, we can choose an interaction time λtmax = π4





2e−βω/2 |g〉 |e〉+ e−βω |e〉 |e〉
1 + e−βω
. (6.7)
Thus the second atom ends up with more energy than the rst. When the atoms are
returned to their respective reservoirs, the right reservoir gains energy on average
(Figure 6.1c). As this process is repeated, energy is steadily extracted from the
rst reservoir and deposited in the second. Such a setup could then be used, for
example, to drive a heat pump, and in this way, work is extracted from the system.
This simple example illustrates that the presence of coherence enables operations that
would otherwise be thermodynamically forbidden, so that coherence can be exploited
as a source of work. In a sense, this is not surprising, as coherence is just another
form of knowledge about the system which we can use to extract energy: although
the coherent bath has the same energy probability distribution as the incoherent one,
it has zero entropy.
As we have seen, coherence fundamentally changes how we have to think about
thermodynamics. Its function as a thermodynamic resource from which one can
extract work [81, 83, 93, 94] means it is of great importance to study how coherence
can be distributed amongst systems, or generated under given constraints.
6.2 Catalytic Coherence: Åberg's proposal
In the following, we will briey discuss the idea of catalytic coherence proposed by
Åberg [84]. The original claim in this proposal was that a specic resource state could
be used to build up coherence in an unlimited set of two-level atoms (or in general,
qubits) in a catalytic manner, that is without degradation of the resource state. The
resource state considered in [84] is an innite-dimensional quantum system in an






eilθ |l0 + l〉 , (6.8)
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which we will call a Ladder state. For simplicity and without loss of generality we
can choose the relative phase θ = 0. The interaction of an atom with this reservoir
shall perform the operation
|e〉 → Û |e〉 = 1√
2
(|e〉+ |g〉) (6.9)
on the atom at least approximately, thereby bringing it from an incoherent to a




|n〉 〈n| Û |n′〉 〈n′| ⊗∆n′−n (6.10)
where the rst part acts on the Hilbert space of the atom and ∆k =
∑
j |j + k〉 〈j| is
a shift operator of the reservoir. This interaction will leave the joint atom-reservoir
system in the state
|Ψ1〉 = V (U) |e〉 ⊗ |ηL,l0〉 =
1√
2
(|g〉 ⊗∆ |ηL,l0〉+ |e〉 ⊗ |ηL,l0〉) . (6.11)
At rst glance this looks like a highly entangled state, however, the two states of the
reservoir, ∆ |ηL,l0〉 = |ηL,l0+1〉 and |ηL,l0〉 have a large overlap given that the size of the
"ladder" L is large and thus there is not much actual entanglement (i.e. dependence
of the atomic state on the state of the cavity or vice versa) present. The reduced
density matrix of the atom
ρA = TrB |Ψ〉 〈Ψ| (6.12)








|−〉 〈−| . (6.13)
For large L, this is approximately describing the desired (pure) state |+〉: When
measured, the atom will be found in |+〉 with a probability of
P (+) = 1− 1
2L
(6.14)
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Similarly, the reservoir is now described by a mixture of the initial state and another





|ηL,l0〉 〈ηL,l0|+ ∆ |ηL,l0〉 〈ηL,l0|∆−1
)
. (6.15)
The claims of [84] stating a catalytic process are based on the observation that
although this is not the same as the initial state, both parts of this mixture work
equally well for a subsequent interaction round with another atom, so no knowledge
is required of which of the two states the reservoir is in. Thus, without needing to
reset the reservoir into its initial state again, one can repeat the interaction with new
atoms and therby (approximately) transform an arbitrary number of them into the
desired superposition state.
6.3 Correlations
It has been shown [85] that this argument does no longer hold when taking correla-
tions into account. Considering only the reduced density matrices of the atom and
the reservoir separately ignores a crucial piece of information: The reservoir after
the rst interaction is not randomly in one of two Ladder states but rather entan-
gled with the atom. Let us have a closer look at this entanglement: Two physical
systems are separable, i.e. without entanglement, if we can write their state vector
as a product of the two subsystem state vectors
|Ψtot〉 = |ψ1〉 |ψ2〉 , (6.16)
and thus both systems have a clearly dened state, inependent of each other. In
terms of the density matrix this means that the reduced density matrix of each
subsystem represents a pure state which can be written as a projector,
ρi = |ψi〉 〈ψi| . (6.17)
After the interaction of the resource with the atom in the above protocol, the two
systems are no longer separable. However, the entanglement is very weak which we
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can see by writing
|Ψ〉 = 1√
2

















All terms apart from the two edge contributions l = l0 and l = l0 + L in the two



















For large L, the sum in the second term is much larger than the two individual terms,
which is the reason why in [84] the assumption is made that the state is indeed
approximately separable with the atom approximately in the state 1√
2
(|g〉 + |e〉).
However, it is exactely this non-separability which is important here. Even when
taking into account the possibility for the atom to be not in the desired state as
is done with the reduced density matrix in equation 6.13, one ignores the reson
for this possibility and its connection to the resource state: Describing a quantum
system as a mixed state usually is a means of describing the system despite some
lack of information about it. Here, however we do have that information, it is the
information about how the atom is entangled to the cavity. If the atom was later
measured, this would also have an eect on the reservoir (and all atoms that have
interacted with that reservoir afterwards). In particular, if the atom was found in
the state |−〉, the reservoir would no longer be in a Ladder state at all but become




(|l0〉 − |l0 + L+ 1〉) (6.19)
as all states which were overlapping between the initial and the shifted ladder can-
cel out now. Such a state has much less coherence left and can't be used for the
protocol anymore. The probability for this to happen is very small for big enough
CHAPTER 6. INTRODUCTION 102
Ladder states but never zero. One further point to note is that our interpretation of
the entangelment depends very much on the basis we choose. In equation 6.15 for
example, the cavity state is described as a mixture between the cavity state if the
atom was in the state |g〉 and the cavity if the atom was in the state |e〉. In this
basis, it indeed appears like it does not matter which state the cavity actually is in.
In other words, if one were to measure the atomic state in its energy basis, the cavity











with |Ψ±〉 being the state the cavity would be projected to when meauring the atom
in the basis of |±〉. And then we would see that, while |Ψ+〉 is still approximately a
ladder state, the state 〈Ψ−| is far from being a good resource.
It is important to note that it does not matter when the atoms are measured, or
even if they are measured at all. Due to the entanglement between all atoms and the
reservoir, measuring one of the atoms at any time in the wrong state will corrupt the
whole system. And if they are not measured, they are still not in the exact individual
superposition states we desired, but in a largely entangled system (the possibility of
what would happen if one were to meausre is enough to change the nature of the
whole system).
If we calculate the coherence of the whole system we also note that the total
coherence is not increasing, only the coherence of the subsystems is. We thus see
that coherence is not additive between subsystems, at least not if they are entangled
with each other. Therefore, the apparent paradox of catalytic coherence is no paradox
at all but just a manifestation of this non-additiveness, i.e. Åberg has successfully
shown that one can indeed create an arbitrary number of copies of states which
exhibit a xed amount of coherence from one single nite resource, but not that the
total coherence of the whole system can be increased to arbitrary values.
Instead of using Ladder states and the idealized interaction described above, in
the following we want to investigate the behaviour and robustness of coherent states
in a Jaynes-Cummings interaction for the same task.
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6.4 Variations to the initial protocol
6.4.1 Coherent states
Let us rst recap the basic properties of coherent states, for more detail or proofs
see for example Refs. [95,96].










where α can be any complex number and |n〉 are the energy eigenstates of a har-
monic oscillator. In the limit of large average photon number |α| → ∞ such a state
resembles a classical state, while for α→ 0 it becomes identical to the vacuum state.





|α〉 = D̂(α) |0〉 . (6.23)
It is easy to show that coherent states are eigenstates of the photonic annihilation
operator,
â |α〉 = α |α〉 (6.24)
which gives them some intrinsic robustness to photon losses. The average photon
number of a state |α〉 is n̄ = |α|2 and the photon number probability





follows a Poissonian distribution with width ∆n = |α| =
√
n̄. Even though the set
of all coherent states form a (over)complete basis, they are not mutually orthogonal,
as
| 〈β|α〉 |2 = e−|α−β|2 (6.26)
vanishes only in the limit |α− β|  1.
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Coherent states in phase space A good way of representing coherent states and
getting an intuitive picture of them is by looking at quasi-probability distributions
in phase space, a two-dimensional space where the two axes correspond to the two
quadratures q̂ = 1
2
(â† + â) and p̂ = 1
2
i(â† − â). For a coherent state, the expectation
values of these quadratures are
〈α| q̂ |α〉 = Im (α) (6.27)
and
〈α| p̂ |α〉 = Re (α) , (6.28)
and we will always nd a coherent state to be centred around the position in phase
space which corresponds to these coordinates, i.e. we can actually understand the
two axes as giving the real and imaginary part of a coherent state. An example
representation of a coherent state is shown in Figure 6.2.
As the two quadrature operators are not commuting, a proper probability distri-
bution over both quadratures at the same time is impossible (just like it is impossible
to measure both simultaneously with full accuracy). However, there are some distri-
butions which at least give the right distribution of one quadrature when integrating
over the other. One such distribution is the Husimi Q-function, which represents
a quantum state ρ̂ at the phase-space position (q, p) by how much it overlaps to a
coherent state of the corresponding quadratures |α〉 = |q + ip〉,
Q(α) = Q(q + ip) =
1
π
〈α| ρ̂ |α〉 (6.29)














Hence, instead of using the two coordinates q and p one can intuitively also use the
complex coordinate α = q+ ip to denote a position in phase space. A density matrix
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Figure 6.2: Phase space representation of a coherent state (left) and a squeezed state (right). The
center of the coherent state distribution is at the phase-space coordinate p = 0, q = 3, corresponding
to a state |α〉 with α = 3. The squeezed state has the same average quadratures, but a reduced
variance in q at the cost of a higher variance in p.
centred around the point α = β, or in terms of quadrature coordinates, p = Reβ and
q = Imβ. Keep in mind that coherent states are not mutually orthogonal and hence
even the distribution of a perfect coherent state has a nite width as it has non-
vanishing overlap with other coherent states. In fact, coherent states are minimal
uncertainty states and their uncertainty in both variances is




and therefore also all valid phase-space distributions must have nite width. A
related class of states to coherent states are squeezed states, which can for exam-
ple arise from coherent states after non-linear interactions. Squeezed states still
have minimum uncertainty as well, but have it weighted dierently between the two
quadratures2. In phase space this literally looks like squeezing an initially round blob
in one direction and thereby making it longer, as can be seen in Figure 6.2.
Using the number state decomposition, the coherence of a coherent state as de-
2It is also possible to squeeze a coherent state with respect to its photon number and phase
distribution (leading for example to a banana-like shape in phase space), but for large photon
numbers and weak squeezing this is almost identical to quadrature squeezing.
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6.4.2 The Jaynes Cummings Model
The Jaynes-Cummings model [8789,97] describes the interaction of a two-level sys-
tem, such as two levels of an atom, resonantly coupled with a bosonic mode, for







where â and â† are the usual bosonic ladder operators of the eld and σ̂± the atomic
lowering and raising operators. If we bring the Hamiltonian of the dipole interaction,
as introduced in equation 1.87 back to our mind, we see that the Jaynes-Cummings
Hamiltonian indeed describes the same interaction in the rotating wave approxi-
mation, i.e. fast rotating terms like âσ̂−e−i(ω+ωA)t and their complex conjugate are
omitted due to their weak impact on measurable outcomes3. Furthermore we only
take into account one discrete mode of the cavity and ignore all the details about the
nature of the eld or the two-level system, as we are only interested in the general
dynamics. All underlying physical information are compacted within the coupling
strength g. In the rotating wave approximation as we have it here, the total num-
ber of excitations is a constant of the motion, and the eect of the interaction is
to induce a unitary operation within subspaces of constant total energy, giving an
exactly solvable model for atom-light interaction. Note that as this is a strictly
energy-conserving operation it is an incoherent operation in the context of coherence
resource theory.





Gn |g〉 |n〉+ En |e〉 |n〉 (6.35)
3In the calculation of spontaneous emission rates with rst order perturbation theory they also
vanish as they correspond to the creation or annihilation of two excitations simultaneously (atomic
and photonic) instead of an exchange of excitations.
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The evolution of an initially excited atom interacting with an arbitrary cavity state,
|Ψ(0)〉 =
∑

















Note that the frequency of this oscillation is dierent in each constant energy sub-
space, and depends on the total excitation number n + 1: thus as time progresses
the oscillations for dierent total energy drift in and out of phase, giving rise to the
famous collapses and revivals of the Jaynes-Cummings model [87, 89, 97, 98]. Our
interest, however, is in interaction times that are much shorter than the collapse and
revival times. A key feature of the evolution is that at any given time t > 0 the
atom and eld mode will be in an entangled state and it is this entanglement that
encapsulates the back action on the state of the eld mode.
We will be primarily interested with the cavity mode being in a coherent state,


















After a quarter rotation the atom can be found in a coherent superposition state
with high probability and very weak entanglement to the cavity. Just like in Åberg's
proposal we can thus approximately rotate an atom from an initially incoherent
state into the desired coherent superposition. For simplicity and without loss of
generality we restrict ourselves to real values of α so that with the given interaction,
we can indeed rotate the atomic state into the superposition |+〉 = 1√
2
(|g〉+ |e〉),
other values will only lead to dierent phases of the superposition state that can be
reached.
In the following chapter we are going to explore the interaction of a sequence of
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atoms with the same coherent state under such an operation and study the coherence
transfer, the building up of correlations and the robustness of the resource state with
repetitive interactions.
Chapter 7
Coherence catalysis in the
Jaynes-Cummings model
As has been shown already [85], no process can create coherence fully catalytically,
degradation is always hidden in the emerging correlations between subsystems. How-
ever, it is still important to know how much coherence can be practically extracted
from a reservoir, and how many subsystems could in principle be put in a coher-
ent superposition before the entanglement becomes too strong and the protocol too
unreliable. In quantum computing applications, this is an important information as
superpositions of computational states are usually created by exactly these coherence
transferring interactions. In this chapter, we investigate in particular the catalyticity
of a coherent state resource, and study the trade-o between the state's accuracy
in preparing exact atomic superposition states and its ability in performing many
interactions without degradation under the natural interaction between atoms and
the electromagnetic eld in the rotating-wave approximation, i.e. the interaction
described by the Jaynes-Cummings model.
109
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7.1 Successive interactions with the same cavity
We start by rewriting equation 6.39 in the basis of |±〉 and shifting the second term









































We want to maximize the probability of the atom ending up in the state |+〉. A
good approximation of the ideal interaction time for this is obtained by maximizing






which is not the exact maximum but a good enough approximation for large photon
















which tends to zero in the limit of large n̄. A detailed derivation of this approximation
can be found in Appendix B. There are two main conditions that determine how well
our protocol will work. The rst is that the spread in Rabi frequencies
√
n+ 1g is
small compared to the central frequency, or in other words, the spread in photon
number is small compared to the mean photon number, so that it is possible to
choose t1 satisfying
√
n+ 1gt1 ' π/4 for all n with appreciable amplitude in the














4 instead for similar arguments without changing
the probabilities in rst order approximation. The exact interaction time minimizing the failing
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initial state so that the atom and the cavity are not too entangled after the process2.
There is a tension or complementarity between these two conditions: a narrower
distribution means the former condition is readily satised, but requires a sharper
change in the coecients cn, making the second more dicult to meet.
Comparing this interaction to the one described in section 6.2 we note two main
dierences: First, the operation V (U) did not make a distinction between the energy
levels of the reservoir. The atom would lose half a quantum of energy no matter which
state the reservoir is in. In the Jaynes-Cummings interaction on the other hand, each
energy level of the cavity causes a dierent strength of rotation of the atomic state
and the interaction time needs to be chosen according to the mean photon number
in the cavity. Secondly, as a consequence of this, the success probability does not
only depend on the size of the resource state as was the case in Åberg's proposal [84]
but also on the oset, i.e. the mean photon number. For a coherent state these two
are linked together as there is only one parameter α. However, for a more general
case like squeezed states this indeed makes a dierence.

























Without information on the atomic state, the cavity must be described as a mixed
state with the density matrix
ρ = P+ |Ψcav〉+ 〈Ψcav|+ + P− |Ψcav〉− 〈Ψcav|− (7.5)
where P± =± 〈Ψcav|Ψcav〉± is the probability of the respective measurement outcome
(if it were measured).
For large α, as P+ → 1, the system can be understood as approximately in the
state |Ψcav〉+ |+〉 , where the states of the eld at the atom are independent of each
other.
This cavity state shall now be used again to bring another initially excited atom
2To help picture this reasoning, consider a general state |Ψ〉A |e〉+ |Ψ〉B |g〉. If 〈ΨA|ΨB〉 = 1 the
two systems are not entangled at all as we can just write |Ψ〉A (|e〉+ |g〉) instead. If 〈ΨA|ΨB〉 = 0
then the system is maximally entangled.
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to a coherent superposition, i.e. we now start with the state
∣∣Ψ(2)(0)〉 = |Ψcav〉± |e〉












































As the cavity is not in the exact same state as in the rst round, an adjustment of
the interaction time might be necessary according to the new mean photon number.
This process can be arbitrarily repeated and the evolution of the cavity state after N
rounds can be found iteratively. The coecients of the joint state 〈ΨN |, as dened
by
























with f0(n) = 1 and tN being the interaction time chosen for the corresponding round.
This can be calculated for any combination of atomic states {±} = {±1,±2, ...}, the
sign determining fN,{±} is always dened by the state of the last atom the cavity
interacted with, ±N .
The state of the cavity depends on the measurement outcome of all the atoms it
interacted with and therefore we expect the success probability of following rounds
to depend on these, too. In the case of not measuring the atoms, we thus expect the
atoms to be correlated both with each other and with the cavity after the interaction.
For all theoretical considerations it is sucient to calculate the dynamics separately
for an outcome |Ψcav〉+ and |Ψcav〉−after each round (and therefore to calculate 2N
possible cavity states) as if we always measured the atomic state. Even if the atoms
are not actually measured, the true state of the joint system can always be obtained
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In any practical application, one would probably not directly measure the atoms
after the protocol (if we could measure them in the basis of |±〉, we wouldn't need
the protocol in the rst place)3. However, as analyzing the complete state of the
increasingly large quantum system does not reveal very much insight, we instead
focus on the special cases of having measured something particular, which is nothing
but an analysis of the corresponding parts of the superposition we are interested in.
7.2 Evolution of the cavity eld
In each round, one atom is brought from the excited state to approximately the
state |+〉, we therefore expect the mean photon number in the cavity to increase by
half a photon per round. Numerical results obtained for an initial coherent state of
α = 10 conrm that the mean photon number after a successful interaction is indeed
increased to n̄+ = 100.502. However, after an unsuccessful round in which the atom
was measured in the state |−〉, the mean photon number in the cavity decreases to
n̄− = 99.812. This is not in contradiction with energy conservation as a measurement
in the {|+〉 , |−〉}-basis can change the energy of the system. As the original goal
of the protocol is to use coherence of the resource state to create coherent atomic
states we want to avoid the necessity of measurement during the protocol. For this
reason, we seek to adjust the interaction times of future rounds only according to an
assumed increase of half a photon per round in all numeric calculations throughout
this work instead of using the actual number obtained from measuring the atom.
Figure 7.1 shows the photon number distribution of the cavity eld after the atom
3A measurement is a not an incoherent operation. Take for example a measurement in the |±〉
basis of an atom in an energy eigenstate. After the measurement the atom will be in a maximally
coherent state. The coherence in this case comes from the measurement device itself which needs
to use a coherent reference to determine the measurement outcome. In fact, in most cases such a
measurement is actually performed by rotating the atom rst and then measuring in the compu-
tational basis, i.e. coherence is actively created in the atom by interaction with another coherence
reservoir.
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Figure 7.1: Photon number distribution of the cavity eld after one successful (blue) or failed
(orange) interaction.
has been measured in the state |+〉 or |−〉 after the rst round. It appears that the
atomic state |−〉 is mostly correlated with the low and high photon number sides of
the distribution after interaction. Thus, the possibility of ending up in |−〉 removes
the wings of the distribution from the cavity state |Ψcav〉+, suggesting that success
in producing the desired state |+〉 acts to reduce the amplitude uncertainty in the
cavity, i.e. squeeze the state of the eld. This is conrmed in our numerical example
of α = 10. The variance of the photon number distribution P+(n) is given by
(∆n+)
2 = 〈n̂2+〉 − 〈n̂+〉2 = 100.211. (7.9)
The width of the distribution is increased with respect to the initial coherent state
with average photon number n̄0 = 100, but is smaller than that of the coherent state
with average photon number n̄0 + 1/2.






ei(m−n)φ 〈n|ψ〉 〈ψ|m〉 (7.10)
increases similar to the decrease of the number variance, leaving the product un-
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changed. Only when considering the mixed cavity state without measurement of
the atom, both the phase and number variances increase and the total uncertainty
(∆ntot)
2(∆φtot)
2 increases by around 2% in our example.
We further note that the photon number distribution of the cavity after a failed
round is very dierent from the corresponding cavity state in [84]: While in the ladder
state, all terms in the superposition have equal probability amplitudes, and therefore
in the failed cavity state 〈Ψ−|, most of the terms exactly cancel out and leave the
cavity in a state of very low coherence, when using coherent states this does not
happen. Here, the poissonian photon number distribution of the initial state makes
sure that in a superposition of that state with a shifted-photon-number version of
it, no term cancels out completely, so we are still left with a large superposition of
states and therefore with a signicant amount of coherence.
The evolution of the number and phase uncertainty during the rst three rounds
of interactions can be seen in Figure 7.2. The photon number variance seems to in-
crease linearly with the number of rounds by the same amount the phase uncertainty
decreases when taking into account only successful rounds. Without the information
of the atomic states after interaction, both phase and number uncertainties increase,
there is no squeezing present in that case, as the uncertainty due to entanglement
apparently overweights the eects of the squeezing.
To help intuition about what is happening to the resource state, Figures 7.4-7.6
show the Husimi Q-function in phase-space for successful and unsuccessful inter-
actions. Each failing round pushes the cavity state further towards a (squeezed)
vacuum. Furthermore, we see that successful rounds can still somewhat compensate
for unsuccessful rounds as they bring the cavity closer to a coherent state and further
push up the photon number. If we omit knowledge of the outcomes, the mixed cavity
state does not exhibit any squeezing below the original width.


































Figure 7.2: Evolution of the number (orange) and phase (blue) uncertainties of the cavity state
after several iterations. The lines show the variance of exact coherent states when assuming an
increase of half a photon per round, lled circles show the variance of the cavity state after all
atoms have been found in |+〉, empty circles show the variance of the mixed cavity state without
any information on the atomic states.


















































Figure 7.3: Q-function of the cavity state before the interactions and after 3,6 and 9 rounds of
interactions in the case of all atoms being found in the intended state.
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Figure 7.6: Q-function of the (mixed) cavity state before the interactions and after 3,6 and 9 rounds
of interactions without knowledge of the atomic state.


















































Figure 7.4: Q-function of the cavity state before the interactions and after 3,6 and 9 rounds of
interactions in the case of all atoms being found in the undesired state.


















































Figure 7.5: Q-function of the cavity state after 1,3,6 and 9 rounds of interactions in a mixed sequence
with the rst atom being found in the undesired state but all following rounds being successful.
7.3 Catalyticity and Robustness
In the following we want to investigate the performance of coherent states in the
presented scheme. As the nature of the cavity eld changes with each round we
expect the success probabilities to change, too.
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Figure 7.7 shows the conditional success probabilities in the r-th round after r−1
consequent successful or unsuccessful rounds. For the rst case we see an increase
of the success probability with rounds that goes even beyond what can be expected
due to the increase of the mean photon number in the cavity. This suggests that the
deformation or squeezing of the coherent state must have a further positive eect
on the success. We therefore want to know if a squeezed coherent state has any
advantage to a regular coherent state in the given interaction.
constant t
adjusted t




















Figure 7.7: Left: Probability for the last (r-th) qubit to be found in the |+〉 state after all previous
were measured in |+〉 with (orange) or without (blue) adjustment of interaction times according
to an increase of half a photon in the cavity per round. The dashed line shows the probability
for obtaining the state |+〉 when the cavity eld starts in a new coherent state with an increased
photon number of 1/2 per each step. Right: Probability for the r-th qubit to end up in the state
|+〉 after all previous were measured in |−〉.
7.3.1 The eect of squeezing
An analysis of the success probabilities for squeezed initial states shows that reducing
the variance of the number distribution can indeed lead to higher success probabilities
up to a certain squeezing strength. Figure 7.8 shows the probability of the atom
ending in the state |+〉 when the cavity is in a quadrature-squeezed state4
|α, ζ〉 = D(α)S(ζ) |0〉 (7.11)
with D(α) = eαâ




squeezing operator. For a mean photon number of 100.5, the maximal success prob-
4For high photon numbers and weak squeezing, this is approximately equivalent to squeezing in
the photon number.
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Figure 7.8: Probability of measuring the qubit in the state |+〉 after one round with the cavity
initially being in a q-quadrature squeezed state with mean photon number n̄ = 100.5, as a function
of the squeezing parameter ζ. The dashed line shows the probability without squeezing.
ability with such a squeezed state is P+,max = 0.99613: This is far above the value
obtained when the the cavity eld is re-used in the second interaction step. The
eect of squeezing, together with growing photon numbers, would therefore suce
to explain the observed increase of success probabilities as discussed in 7.3. How-
ever, we can also observe something else: After reaching its maximum at a certain
squeezing strength ζ, the success probability rapidly starts decreasing again and we
expect the same to happen for the evolved cavity state once it reaches a certain level
of squeezing. Due to the increasing complexity of the system, this point has not
been reached in the numeric simulations. At the limit of small squeezing parameter
ζ, we can approximate the photon distribution of an amplitude squeezed state by a
















Following this, the analytic approximation of the success probability using this
squeezed state is given by
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which has a maximum of 1− π
8n̄




This study of squeezed states is a clear manifestation of the trade-o between
the width of the distribution and the overlap with the shifted state we mentioned
earlier. If the state is squeezed too much, the distribution of the photon number is
very narrow and thus the interaction time chosen will lead to a very exact rotation
for the biggest part of the superposition and only to small errors overall. However,
the overlap of such a strongly squeezed state with the state shifted in photon number
(that is, the overlap between the two possible cavity states after interaction), will be
smaller than for a wider distribution and therefore the approximation of the atomic
state being separable from the cavity starts to fail. On the other hand, if the state
is not squeezed enough, the distribution is wide enough to ensure a good separation
between atom and cavity but the rotation of the atom is less exact. This is why we
see the success probability decreasing in both directions of the squeezing strength in
gure 7.8.
7.3.2 Correlations
The second graph in gure 7.7 shows that after failure the success probability for
the next round is only slightly reduced which is in contrast to the abrupt breakdown
of the performance when using ladder states in the scheme proposed by [84].5 This
eect does not change signicantly when more unsuccessful rounds occur. However,
we see that there must still be correlations between the operation performed by the
resource and the state of the atoms from previous interactions.
Comparing conditional probabilities after two rounds, we see that the probabil-
ities after the second round of interaction strongly depend on the outcome of the
rst round: The failing probability given that the rst atom ended up in the state
|−〉 is more than twice as large as after a successful rst round. However, as it is
very unlikely to actually nd the rst atom in the state |−〉, the overall probability
of success in the second round P (+2) (without any information on the rst round) is
5One has to be careful here: This is a feature of the interaction used in [84] and not of the
Ladder states per se. When using Ladder states in a Jaynes-Cummings interaction, they show
similar behaviour as coherent states: After a failed round, the photon numbers are distributed
on two peaks around the ladder boundaries and the remaining coherence can be used for another
round.
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still higher than that of the rst round. A comparison of probabilities can be found
in Table 7.1.
Table 7.1: Probability amplitudes after two rounds for |α| = 10 with adjustment of interaction
times after the rst cycle. Bold ciphers show the deviation from the corresponding single-atom
probabilities for easier comparison.
P (+1) P (+2) P (+2|+1) P (+2)P (+1) P (+2 ∩+1)
0.995909 0.995915 0.995932 0.991841 0.991858
P (−1) P (−2) P (+2|−1) P (+2)P (−1) P (+2 ∩ −1)
0.004091 0.004085 0.991631 0.004074 0.004056
Analytical expressions for the joint probabilities in terms of the scaling param-
eter of our problem, 1/n̄, up to second order, are given in Table 7.2. Again, we see
that the state of the two atomic qubits after the interaction is non-separable, since
the joint probabilities show (weak) correlations. This correlation is not evident if
we consider only the rst order of the approximation. Comparing our results to the
scheme proposed by Åberg [84] we see that although the single-atom probabilities





Jaynes-Cummings model using coherent states is much more robust against multiple
failures: The probability for ending up in the state |−〉 for two consecutive atoms in
this case scales as 1
n̄2
compared to being still 1
L
in Åberg's scheme.
To allow for comparison of the scaling with the number of rounds, a plot of the
failure probability as a function of α is shown in Figure 7.9, for the rst ve rounds
of ending up in the state |−〉. Alongside these plots are shown trend lines, which
allow us to roughly estimate the dependence of the worst-case probability P (−r) on
n̄ as




This ∼ 1/n̄r dependence on n̄ conrms the analytical results and reinforces our
suspicion that coherent states are indeed more robust to the extraction of coherence
than Ladder states in Åberg's scheme [85], as the probability of failure in all rounds
decreases exponentially with the number of rounds r.
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Table 7.2: Comparison of probabilities and joint probabilities obtained from using coherent states
in a Jaynes-Cummings interaction and using Ladder states in the scheme proposed by Åberg [84].
The product of single-atom probabilities are calculated from rst-round probabilities only. Using
the total probability after the second round P (±2) = P (± ∩ +) + P (± ∩ −) would only lead to





. Interaction times are kept constant for simplicity,
giving a lower bound to success probabilities. In this table, we set the interaction time such that
gt
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As was shown in [85], the scheme proposed by Åberg does not describe a catalytic
process, i.e. coherent superpositions can not be created an arbitrary amount of times
with constant eciency. The reason for this is the fact that the possibility of ending
up in the wrong state, no matter how small it may be, has an eect on the resource
state. This eect is strong enough to lead to an eective breakdown of the protocol
once an atom is found in that state. Consequently, probabilities of multiple failed
rounds don't scale like the the product of single-round probabilities and therefore
exponential with rounds but rather similar to the probability of one single failure.
This can be understood intuitively: If one qubit is measured in the undesired state
|−〉, the probability of measuring the next qubit in |−〉 as well is in the order of O(1)
and does not depend on the original size of the resource state anymore. Therefore,
also the probability of multiple failures does not scale any better (qualitatively) than






For the Jaynes-Cummings interaction proposed in this work we have seen that,
even though we still nd correlation between the atoms and a decrease of eciency


















Figure 7.9: Double-logarithmic plot of the probability for all atoms to end up in the state |−〉 during
one to ve rounds as a function of α. The graphs were obtained from numeric calculations with
adjustment of interaction times. The dotted lines show power series 0.3667α−1.954, 0.2693α−3.899,
0.3064α−5.847, 0.4884α−7.805 and 1.0225α−9.772 (top to bottom) obtained from tting the numerical
data for α > 3.
after failure, the interaction is much more robust against multiple failure. In partic-
ular, both numerical and analytical estimations suggest that the failure probability
indeed is exponential in the number of (unsuccessful) rounds. This is due to the fact
that even after measuring an atom in the state |−〉, the cavity does not instanta-
neously lose all its coherence but is transformed to a dierent state which still has
a high degree of coherence and can still be used for the interaction to some degree.
It can be shown [86] that a coherent state |α〉 can produce approximately O(α2)
copies of coherent atoms before the resource is degraded too much. If one compares
the coherence contained in such an amount of atoms with the coherence of the re-
source, this suggests that the extraction of coherence through the Jaynes-Cummings
interaction is in fact close to optimal.
On the other hand, it should be noted that even in the case of success, the cavity
undergoes a slight change of its state. For the repetition rates that were investigated
in this work we only saw an improvement due to these cavity changes. Nevertheless,
we have to assume that this improvement will not last for an innite amount of
repetitions and at some point will turn into a decrease of success probabilities, espe-
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cially if we explain the improvement with the squeezing of the cavity state. So, even
though coherent states in a Jaynes-Cummings interaction show more robust features
with regard to failure, they have a trade-o in terms of stability in the successful
case when compared to Ladder states in Åberg's scheme.
Chapter 8
Conclusion
In the second part of this work, we have investigated the nature of coherence as a
resource within the coherent state JaynesCummings model. We have explored the
extent to which a sequence of atoms, prepared initially in their excited state, could
be prepared in a state close to a desired coherent superposition by interacting with
a single cavity mode which is initially in a coherent state. We have shown that in
such a protocol, the probability with which the atoms are transformed to the de-
sired superposition state scales linearly with the inverse mean photon number of the
cavity and that in repeated interactions, the probability of nding r atoms in the
undesired, orthogonal state scales exponentially with the number of failed rounds
r. We have compared our results with the original proposal of [84] and concluded
that, in contrast to the strong correlations that build up between the ladder states,
in the implementation presented here, subsequent atoms are almost independent af-
ter interacting with the resource state. We have furthermore studied the phase and
photon number statistics of the cavity state and the changes thereof associated with
the repeated interactions. We have found that, even though a successful interaction
has some eect of degrading the cavity state, for the same reason an unsuccessful
interaction does not destroy all coherence and therefore does not lead to an instanta-
neous breakdown of the eciency. We have studied the relation between the cavity
statistics and the eciency of the protocol and found that slightly squeezed coherent
states indeed have the highest probability in obtaining the desired atomic states after
interaction.
Our results are reassuring in light of the extensive use of coherent states in the-
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oretical and experimental quantum optics, and also illustrative of the limitations of
using coherence as a thermodynamic resource.
Appendix A
Green's functions derived from the
vector potential
The Green's function for the vector potential can be derived in exact analogy to the
electric eld Green's function as derived in chapter 4 by comparing the dierential




ET = µω2P TN (A.1)




A = −µJT (A.2)
where P TN and J
T are the respective sources of the eld according to choices of
writing the Hamiltonian as H = d · E or H = J · A. Hence, the only dierence
between the Green's function of the electric eld and that of the vector potential are
a factor of −ω2. The Green's function of the vector potential G(A)ij can be written as
G
(A)
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in Fourier space, or
G
(A)



































with the same Gaussian averaging to be performed for absorbing magnetic media.







ij (ωA, r, r). (A.6)
Now, just like the Green's function for the electric eld E can be obtained from
G
(A)
ij by multiplying −ω2 as E = iωA, we can also obtain a Green's function for the















we know that the Green's functions must full
G
(B)





ln (ω, r, r
′) (A.8)
with εijk being the Levi-Civita tensor and ∂′m being the derivative with respect to
r′. As we already know Gln(ω, r, r′) = Gln(ω, r − r′), we can replace the second
dierential operator ∂′m by −∂m and rewrite equation A.8 in terms of the relative
coordinate R = r − r′,
G
(B)
ij (ω,R) = −εikl∂kεjmn∂mGln(ω,R). (A.9)
We start with the vector potential Green's function as expressed in equation A.4 and
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so that the magnetic Green's function takes the form
G
(B)














These derivatives are not well dened in the limit R→ 0 and lead to singularities in
the form of Dirac delta-functions. However, for real values of ε and µ, the imaginary
part remains well dened,
ImG
(B)
















If we want to consider absorbing media we can use a similar Gaussian averaging
method as in section 3.3.3. For this we rst have to take one step back and write
equation A.11 as a Fourier decomposition again,
G
(B)
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Let us see what happens if we wanted to use this Green's function to calculate the
spontaneous emission rate of a magnetic dipole. We still assume a coupling of the










〈0| B̂iB̂j |0〉 δ(ω − ωA)

















where now indeed the full rate is included, not only the transverse part (the lon-
gitudinal part is the term proportional to 1/ρ3). This is not the same rate as the
one calculated in section 3.3.4 with the Green's function of the eld H , and only
coincides in the case of µ = |µ|, i.e. a medium without magnetic losses. In fact,
this result could be obtained from that in section 3.3.4 by multiplying the argument
of the real and imaginary parts with µ
2
|µ|2 . The reason for the dierences lies in the
choice of the sources and corresponding elds: In this calculation, the nal result has
a pre-factor of 1|µr|2 because theH eld is rewritten in terms of B in the commutator
and hence only the absolute value of the permittivity comes into play. In the other
case one has a pre-factor of 1
µ2r
inside the Green's function as the Green's function
itself is that of the H eld. It is still not entirely clear how to fully justify a certain
approach over another, which is the topic of ongoing research, however, the choice
as described in the main body appears to be the more reasonable, especially due
to its agreement with duality. We furthermore note that the general technique of
retrieving the Greens function from the vector potential is still valid, we could for














We evaluate the analytical expressions of the probability P (−) up to the order of
O (1/n̄2), setting the optimal interaction time to satisfy gt1
√
n̄+ µ = π/4. We

















dn. As the centre
of the Gaussian is far away from the origin, the integration limit can be extended
from 0→∞ to−∞→∞ without eecting the result. Following this, the probability
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where ξ = n− n̄− 1/2. The second term can be approximated by Taylor expansion












; n > 0, (B.2)
leading to
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