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ABSTRACT
This work investigates the evolution of indirectly-encoded neural
networks through a hypernetwork approach. We find that for some
Atari games, a hypernetwork with over 14 times fewer parameters,
can compete or even outperform directly-encoded policy networks.
While hypernetworks perform worse than directly encoded net-
works in the game Frostbite, in the game Gravitar, the approach
reaches a higher score than any other evolutionary method and
outperforms complicated deep reinforcement learning setups such
as Rainbow.
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1 INTRODUCTION
Evolving deep neural networks (i.e. deep neuroevolution) has re-
cently shown to be a competitive alternative to deep reinforcement
learning in a variety of different domains [6, 8]. Interestingly, recent
breakthroughs in this area came from pairing a very simple genetic
algorithm (GA) with a deep neural network where the network’s
weights are all mutated at the same time through additive Gaussian
noise [5, 8]. It is an open question how more advanced neuroevolu-
tion algorithms, such as indirect encodings, could further improve
on the performance of these simple GAs. In an indirect encoding,
not every parameter is encoded separately in the genotype but a
genotypic bottleneck forces reuse of information in the decoding
from genotype to phenotype.
A particularly promising indirect encoding is HyperNEAT [7], in
which the connectivity pattern of a policy network is described by
an evolved function that takes as input the geometry of a network
and outputs theweights of a policy network. However, one potential
drawback of HyperNEAT is that the location of nodes need to be
decided by an experimenter or require extensions such as evolvable-
substrate HyperNEAT [4]. While the placement of the network’s
inputs and outputs might be straightforward in a domain such as
robot locomotion, in which it is easy to correlate sensors with their
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position in space, it is less obvious how the geometry of a network
for games such as Atari should look like.
In this workwe investigate amethodwithout the aforementioned
limitation. Hypernetworks [1], a recent HyperNEAT-inspired en-
coding that does not require nodes to have locations in space, has
shown promise when being optimized end-to-end through back-
propagation for supervised learning tasks. However, it is currently
not clear how evolvable hypernetworks are, which is the focus of
this paper.
2 EVOLVING HYPERNETWORKS
A hypernetwork [1] is an indirect encoding that generates the
parameters for a policy network using a smaller network, the "hy-
pernetwork", and a set of learned parameters called "embeddings"
(Fig. 1). In a typical policy network, the parameters of each layer
are represented by a tensor 𝐾 𝑗 of arbitrary size and shape, for each
layer 𝑗 = 1, ..., 𝐷 . Following Ha et al. [1] for each layer 𝑗 the hyper-
network receives an embedding 𝑧 𝑗 ∈ 𝐼𝑅𝑁𝑧 as input and generates
the weights for that particular layer 𝐾 𝑗 : 𝐾 𝑗 = 𝑔(𝑧 𝑗 ),∀𝑗 = 1, ..., 𝐷.
To limit the number of hypernetwork parameters and its number
of outputs, the hypernetwork generates a small set of weights at a
time, called "tile", one for each z vector. The number of tiles needed
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The policy network in this paper is a deep convolutional network
with a dense head and ReLU non-linearity, based on the original
DQN architecture [3]. The hypernetwork is a simple dense network
with a single hidden layer with 8 neurons and ReLU non-linearity.
The embedding size is 32, with a total number of 1199 embeddings.
3 EXPERIMENTS
We compare the hypernetwork setup (43240 trainable parameters)
with a directly-encoded network with the traditional DQN architec-
ture (612018 parameters) and against a version where all the inner
layers have been scaled down by a constant factor of 0.25 (41658
parameters). For the hypernetwork approach, Gaussian noise is
either applied to the hypernetwork weights or the embeddings,
with 50/50 probability. In the case of embeddings, a layer in the
policy network is randomly chosen and only those embeddings are
mutated. For the direct encoding, Gaussian noise is added to all the
parameters of the policy network [8].
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Figure 1: Hypernetwork Architecture. The hypernetwork pro-
duces the weights for each layer in the policy network, conditioned
on different layer embeddings.
Experimental details. The GA evolves a population of 1000
individuals, evaluating them on one episode capped at 20K frames.
The best 20 individuals are evaluated 30 more times to find the
true elite. We experimented with two different parent selection
strategies, where a parent is either: (1) uniform randomly selected
from the best 20 individuals of the previous generation (top), or
(2) the best of two randomly selected individuals determined via
tournament selection (2way). The mutation operator applies addi-
tive Gaussian noise drawn from N(0, 0.002). The directly encoded
individuals are initialized using the Xavier initialization for the
weights and zero biases. Indirectly encoded networks are initialized
with Kaiming normal initialization for the weights and zero for the
biases, while the initial 𝑧 vector is drawn from a normal distribution
N(0, 0.1).
4 RESULTS & DISCUSSION
On the three games tested (Amidar, Frostbite, Gravitar), the hyper-
network approach performs equally well to a direct encoding in
one game, reaches a lower performance in another, and outper-
forms evolutionary methods and state-of-the-art RL methods such
as Rainbow in the game Gravitar (Table 1). Interestingly, 2-way
tournament selection works better for indirectly encoded networks
but penalizes the direct encodings in most cases.
The small-sized direct encoding did perform slightly worse than
the full-sized version on all three games. The indirect encoding
performed worse than the normal and small direct encoding on
Frostbite but managed to outperform the small directly encoded
network (which has around the same number of parameters as
the hypernetwork) in two out of three tests. Importantly, it also
outperformed the full-sized network, which has over 14 times the
number of parameters, in Gravitar and performed as well in Amidar.
Fig. 2 shows evolved and generated weights for the kernels of the
last convolutional layer (conv3) in the champion agent for Gravitar.
The kernels, concatenated in row-major order, can be recognized
as groups of 3×3 pixels in the images. In the indirect encoding,
the hypernetwork generates multiple "tiles" that are concatenated
together, reshaped, and eventually cut to fit the appropriate layer.
While it is difficult to distinguish particular features in these kernels,
it is interesting how the hypernetwork-encoded kernels show a
greater regularity and structure than the directly encoded ones.
This work opens interesting future research directions in indirect
encodings, which include studying in more depth what types of
Rainbow[2] Direct Direct small Hypernet
Frames 200M 500M 500M 500M
Selection top 2way top 2way top 2way
Amidar 5,131.2 372 263 270 244 270 364
Frostbite 9,590.5 5,926 3,456 5,880 1,178 2,520 3,719
Gravitar 1,419.3 732 476 590 875 2,009
Table 1: Testing Performance. We take the best agent found
during three independent evolutionary runs and report its average
performance across 200 episodes.
tasks they excel in and how compression through a genotypic
bottleneck can hurt or improve performance in different settings.
(a) Conv3 direct (b) Conv3 HN
Figure 2: Weight Patterns. Comparison of the kernels of the last
convolutional layer of the direct encoding (a) and encoded by an
evolved hypernetwork (b).
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