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Abstract
We continue the study of the 8-dimensional real division algebras whose derivation algebra is
large (of type G2, A2, 2A1, or A1) begun by Benkart and Osborn in the early 1980s. For some of the
families of real algebras that they constructed, we find necessary and sufficient conditions for them
to be division algebras, determine when two division algebras in such a family are isomorphic or
determine the automorphism group of such an algebra.
We use one of these families to prove that every 2-dimensional real division algebra embeds in a
4-dimensional and in an 8-dimensional real division algebra.
A new family, F6, of non-isomorphic real 8-dimensional algebras, parametrized by the Euclidean
space R6, is constructed and studied in detail. The division algebras in F6 correspond to a non-
empty open subset of the parameter space. We also introduce an interesting 2-parameter subfamily
F2 ⊂ F6, which contains the generalized pseudo-octonion algebras. We obtain necessary and
sufficient conditions for (A,µ) ∈ F2 to be a division algebra. In the generic case, the algebras in
F6 are 1-generated and have SO(3) as the automorphism group. We also determine all (1-, 2-, and
4-dimensional) subalgebras of the division algebras in F6.
We show that there exist 8-dimensional (and 4-dimensional) real division algebras having a 1-di-
mensional subalgebra not contained in any 2-dimensional subalgebra. We also construct 8-dimen-
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1. Introduction
An algebra, over a field F , is an ordered pair (A,µ), where A is a finite-dimensional
F -vector space and µ : A × A → A a bilinear multiplication. When there is no danger of
confusion, we shall write the product µ(x, y) as xy . We refer to an algebra over the field
of real numbers, R, as a real algebra. A real division algebra is a real algebra (A,µ) in
which µ(x, y) = 0 holds if and only if x = 0 or y = 0. For the history of the problem of
construction and description of real division algebras we refer the interested reader to [10,
Chapters 8, 11].
The problem of classification of real division algebras (A,µ) is very hard, see, e.g., the
paper [7] where a 49-parameter family of non-isomorphic real division algebras (of special
type) is constructed. There is a rough classification, due to Benkart and Osborn [2,3], based
on the isomorphism type of the derivation algebra Der(A,µ) and the structure of A as a
Der(A,µ)-module.
The automorphism group G = Aut(A,µ) is a real algebraic group and so it is a Lie
group having only finitely many connected components. The identity component, G0, of
G is a connected compact Lie group. We define the type of (A,µ) to be the Cartan type
of G0. By Tk we denote the type of a k-dimensional torus. Thus (A,µ) has type Tk if and
only if Der(A,µ) is abelian of dimension k, and it is of type Ak if and only if Der(A,µ)
is isomorphic to su(k + 1), etc. In particular, (A,µ) has type T0 if and only if G is a finite
group.
Using this terminology, we can restate the main result of [2] as follows.
Theorem 1.1. The possible types of finite-dimensional real division algebras (A,µ) are:
(i) T0 if dim(A) = 1 or 2.
(ii) T0, T1, or A1 if dim(A)= 4.
(iii) T0, T1, T2, A1, A1 + T1, A2, 2A1, or G2 if dim(A)= 8.
Several cases (with large automorphism group) are described in more detail in [3],
but the authors did not consider the question of isomorphism of the algebras constructed
there. We have solved this isomorphism problem in the following cases: for 4-dimensional
division algebras of type A1 [8, Proposition 4.3], for the 8-dimensional division algebras
of type G2 [8, Proposition 4.5], type 2A1 (Proposition 3.2), type A2 (Proposition 4.4),
generalized pseudo-octonion algebras (Proposition 5.2), and for the division algebras in
the family F6 to be mentioned below (Proposition 5.10).
In the very brief Section 2 we recall the (not well-known) result of B. Segre which
asserts that a real algebra, in which x2 = 0 implies x = 0, has at least one nonzero
idempotent. We give a new short proof of this result by using the Lefschetz–Hopf fixed
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infinite-dimensional) can contain at most three nonzero idempotents.
In Section 3 we study the real division algebras of type 2A1. From the work of Benkart
and Osborn [3] it is known that these algebras belong to an explicit 9-parameter family
of algebras. First, we give a precise conditions for these algebras to be division algebras,
then solve the isomorphism problem for them, and finally, determine their automorphism
groups.
In Section 4 we analyze the real division algebras of type A2 in a similar fashion (leaving
aside one subcase, the generalized pseudo-octonion algebras, for the next section). These
algebras are now included in a 16-parameter family of real 8-dimensional algebras. In this
case we obtain only a set of necessary conditions for these algebras to be division algebras
but the exact conditions for this are lacking.
In the rather long Section 5, we study 8-dimensional real division algebras of type A1
with a further restriction that, as a module for the derivation algebra, the algebra is a sum of
two simple modules of dimensions 3 and 5, respectively. Such algebras admit an action of
SO(3) which is equivalent to the action of this group on the Lie algebra of SL(3,R). We use
this realization to construct a new 8-parameter family F8 of real 8-dimensional algebras,
with R8 as the parameter space. The division algebras of type A1 form a nonempty open
subset of this parameter space. Again we find several necessary conditions for the algebras
in F8 to be division algebras.
We introduce a 6-parameter subfamily F6 of F8 by specifying the values of two of
the parameters (δ = 1 and θ = −1). Every division algebra in F8 is isomorphic to a
unique algebra in F6. We solve the isomorphism problem for the division algebras in
the family F6: different division algebras belonging to F6 are non-isomorphic. For the
division algebras in F6, we also determine the automorphism groups and describe their
subalgebras. In particular, we have given an affirmative answer to a question raised in [3,
Remark, p. 291].
We also introduce an interesting 2-parameter subfamily F2 ⊂ F6, which contains the
generalized pseudo-octonion algebras as a subfamily. We obtain necessary and sufficient
conditions for (A,µ) ∈ F2 to be a division algebra. Our Proposition 5.2, which solves
the isomorphism problem for the generalized pseudo-octonion algebras, has been proved
independently by Erik Darpö in his thesis [5, Proposition 5.8].
In the last section we raise some open problems. Many of the results in the main body
of the paper were motivated by these open problems.
In Appendix A we display two multiplication tables: Table 2 (taken from [3]) for the
family studied in Section 4, and Table 3 for the new family F8 that we have constructed
in Section 5. We also display the matrix of the right multiplication of an arbitrary algebra
(A,µ) ∈F8.
The following definitions will be used in some of the proofs. Let (A,µ) be a real algebra
and B and C its subspaces such that A= B ⊕ C. Define the map µC : B ×B → B by
µC(x, y)= π
(
µ(x, y)
)
,
where π : A → B is the projection map with kernel C. We say that the algebra (B,µC) is
obtained from (A,µ) by truncation. (We warn the reader that, in general, (B,µC) is not
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ϕ(B) = B and ϕ(C) = C, then the restriction of ϕ to B is an automorphism of (B,µC).
Moreover, the restriction map from the centralizer, ZG(π), of π in G = Aut(A,µ) to
Aut(B,µC) is a homomorphism.
We shall say that a truncation (B,µC) of (A,µ) is strict if BC ⊂ B , CB ⊂ B , and C is
a subalgebra of A, i.e., CC ⊂ C.
2. Existence of idempotents
Recall the famous result proved independently by Milnor and Bott [13] and Kervaire
[12] which asserts that a finite-dimensional real division algebra has dimension 1, 2, 4, or 8.
Another famous result, due to Hopf [11], asserts that a commutative finite-dimensional real
division algebra has dimension 1 or 2.
In the 1950s, B. Segre [15, Theorem 1] proved the following theorem.
Theorem 2.1. Consider a real or complex algebra (of finite positive dimension) in which
x2 = 0 implies x = 0. Such an algebra has at least one nonzero idempotent.
Note that it suffices to prove this theorem in the real case only. Segre’s proof makes
use of the Bézout theorem from algebraic geometry. Following Hopf (see [11] and [10,
Chapters 8, 11]), we use topology to give another proof of Segre’s theorem.
Proof. Let (A,µ) be a real algebra of finite positive dimension, and write xy = µ(x, y),
for simplicity. By hypothesis, x2 = 0 is valid only for x = 0. Fix an inner product on A and
denote by |x| the norm of x ∈ A. Let Sn−1 be the unit sphere (centered at the origin) of A.
We claim that the map ϕ : Sn−1 → Sn−1 defined by
ϕ(x) = x
2
|x2|
has a fixed point. Clearly, ϕ is smooth and, by Sard’s theorem, it has a regular value, say
b ∈ Sn−1. The set ϕ−1(b) is finite and stable under the antipodal map x → −x of Sn−1.
Hence ϕ−1(b) has an even number of points. As each point of ϕ−1(b) contributes ±1 to the
degree of ϕ, we conclude that this degree is an even integer. Now our claim follows from
the Lefschetz–Hopf fixed point theorem [4, Theorem 23.4, Corollary 23.7]. It remains to
observe that if ϕ(a) = a, then a/|a2| is a nonzero idempotent. 
In the special case of real division algebras of dimension 2, Segre showed that the
number of nonzero idempotents is 1, 2, or 3. (All three cases actually occur.) We shall
need the following related result.
Proposition 2.2. Consider an algebra (over any field) such that x2 = 0 implies x = 0. Then
a 2-dimensional subspace of this algebra contains at most three nonzero idempotents.
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Assume that there are distinct scalars s, s′ /∈ {0,1} such that x+sy and x+s′y are scalar
multiples of idempotents. Thus (x + sy)2 = t (x + sy) for some scalar t . After expanding,
this gives
xy + yx = t − 1
s
x + (t − s)y.
Similarly,
xy + yx = t
′ − 1
s′
x + (t ′ − s′)y
for some scalar t ′. It follows that s′ = s + t ′ − t and (t ′ − t)(1 + s − t) = 0. As
s = s′, we must have t = t ′ and t = 1 + s. Hence xy + yx = x + y . Then (x − y)2 =
x + y − (xy + yx)= 0 gives a contradiction. 
We mention that there exist 3-dimensional subspaces of real division algebras which
contain infinitely many idempotents (see Theorem 5.12, part (iii)).
3. Real division algebras of type 2A1
In this section we study 8-dimensional real division algebras (A,µ) of type 2A1. Recall
that this means that Der(A,µ) is isomorphic to su(2) × su(2). Our starting point is [3,
Theorem 5.1] which shows that if the derivation algebra of a real division algebra (A,µ)
contains a subalgebra of type 2A1, then such an algebra has a basis
{u,x1, x2, x3, y1, y2, y3, y4} (3.1)
in which µ is given by Table 1. This table defines a 9-parameter family of 8-dimensional
real algebras, which are not necessarily division algebras. In fact our first goal is to obtain
the necessary and sufficient conditions for this algebra to be a division algebra.
We remark that there is a misprint in [3, Table (5.2)]: the product µ(y3, x3) is recorded
there as ηy1 but it should be −ηy1, as written in our Table 1.
Table 1
u x1 x2 x3 y1 y2 y3 y4
u u ζx1 ζ x2 ζ x3 ρy1 ρy2 ρy3 ρy4
x1 θx1 βu x3 −x2 εy4 εy3 −εy2 −εy1
x2 θx2 −x3 βu x1 εy2 −εy1 εy4 −εy3
x3 θx3 x2 −x1 βu −εy3 εy4 εy1 −εy2
y1 σy1 −ηy4 −ηy2 ηy3 δu γ x2 −γ x3 γ x1
y2 σy2 −ηy3 ηy1 −ηy4 −γ x2 δu γ x1 γ x3
y3 σy3 ηy2 −ηy4 −ηy1 γ x3 −γ x1 δu γ x2
y4 σy4 ηy1 ηy3 ηy2 −γ x1 −γ x3 −γ x2 δu
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respectively. From the theorem cited above we deduce the following important information
about the subgroup, say H , of G = Aut(A,µ) that corresponds to the subalgebra su(2) ×
su(2) of Der(A). This subgroup H is isomorphic to SO(4), which is the central product of
two copies of SU(2), and acts on A as follows: it fixes the vector u, acts transitively on the
unit sphere S2 ⊂ X, and its subgroup that fixes all vectors in X is isomorphic to SU(2) and
acts transitively on the unit sphere S3 ⊂ Y .
We are interested in finding the necessary and sufficient conditions on the parameters
β, . . . , σ for (A,µ) to be a division algebra. Clearly, it suffices to ensure that the left
multiplication operators Lz, are invertible for nonzero z ∈ A. By using the action of H ,
it suffices to consider the nonzero elements z = ru + sx1 + ty1 only. We find that
det(Lz) = PQ, where
P = ε2s4 + γ 2η2t4 + ζ 2ρ2r4 + 2γ εηs2t2 + 2γ ηζρr2t2 + (ρ2 + ε2ζ 2)r2s2,
Q = −βθε2s4 − γ δησ t4 + ζρ2r4 − ε(δηθ + βγ σ)s2t2 + ρ(γ η − δζσ )r2t2
+ (ζ ε2 − βθρ2)r2s2.
By setting r = 0, we obtain that
P = (εs2 + γ ηt2)2, Q = −(εθs2 + γ σ t2)(βεs2 + δηt2).
As (A,µ) is assumed to be a division algebra, it follows that
γ εη > 0, γ εθσ > 0, βδεη > 0.
Similarly, by setting s = 0, we obtain the inequalities
γ ζηρ > 0, δρσ < 0.
When the displayed inequalities hold, it is easy to verify that all coefficients of the
monomials in s, t , and r in P and ζQ are positive. Hence we obtain the following theorem.
Theorem 3.1. Let (A,µ) be an 8-dimensional real algebra with µ given by Table 1.
(Hence, Der(A,µ) contains a subalgebra of type 2A1.) Then (A,µ) is a division algebra
if and only if the following five inequalities hold:
βζθ < 0, δρσ < 0, γ εη > 0, εζρ > 0, ηθσ > 0.
Proof. It suffices to verify that the 5 inequalities found above are equivalent to the 5
inequalities listed in the theorem. 
We remark that the inequalities in the theorem imply that all 9 parameters are nonzero.
Moreover, the signs of, say, the parameters ζ , ρ, θ , and σ can be chosen arbitrarily, while
the signs of the remaining 5 parameters are then uniquely determined by the 5 inequalities.
764 D.Ž. Ðokovic´, K. Zhao / Journal of Algebra 282 (2004) 758–796The division algebras of Theorem 3.1 are either of type 2A1 or type G2. The latter case
holds (see [3, Theorem 5.1]) if and only if
ε = η = 1, βγ = δ, ζ = ρ, θ = σ, γ > 0, βρσ < 0.
Proposition 3.2. Let A be an 8-dimensional real division algebra whose multiplication is
given by Table 1. Let A′ be defined similarly but using the parameters β ′, . . . , σ ′ instead
of β, . . . , σ . Then A and A′ are isomorphic if and only if
(β ′, ε′, η′, ζ ′, θ ′, ρ′, σ ′) = (β, ε, η, ζ, θ, ρ,σ ), γ δ′ = γ ′δ, δδ′ > 0.
Proof. To prove the sufficiency of the above conditions replace the original basis (3.1) of
A by the basis
{u,x1, x2, x3, λy1, λy2, λy3, λy4},
where λ is any nonzero real number, and compute the new structure constants.
We shall now prove the necessity. If Der(A,µ) is of type G2, then the necessity follows
form [8, Proposition 4.5]. For the remaining part of the proof, we assume that Der(A,µ) is
of type 2A1. Assume that the two algebras A and A′ are isomorphic and let ϕ : A → A′ be
an isomorphism. Since U , X, and Y are simple modules for Der(A) and Der(A′), ϕ maps
each of these three subspaces onto itself. As u is idempotent in both A and A′, it follows
that ϕ(u) = u.
The sum U + X is a subalgebra of both A and A′ and ϕ induces an isomorphism of
these two subalgebras. By [8, Proposition 4.5], we have β ′ = β , θ ′ = θ , and ζ ′ = ζ . For
x ∈ X we have x2 = β|x|2u in A and x2 = β ′|x|2u in A′. Since ϕ(u) = u and β ′ = β , we
infer that |ϕ(x)|2 = |x|2 for all x ∈ X. As every automorphism of A′ fixes u and Aut(A′)
acts transitively on the unit sphere S2 ⊂ X, we may (and we do) assume that ϕ fixes also
the vector x1.
For any z ∈ A, the right multiplication operators by z (in A) and by ϕ(z) (in A′)
have equal traces. By computing these traces when z = u, we find that 1 + 3θ ′ + 4σ ′ =
1 + 3θ + 4σ . As θ ′ = θ , we conclude that also σ ′ = σ . A similar argument, using the left
multiplications, gives that ρ′ = ρ.
For x ∈ X and y ∈ Y , we have x(xy) = −ε2y in A and x(xy) = −(ε′)2y in A′. By
applying ϕ, we deduce that (ε′)2 = ε2. Similarly, by using the equality (yx)x = −η2y
valid in A, one can show that (η′)2 = η2. By the remark following Theorem 3.1, we have
ε′ε > 0 and η′η > 0. Hence we can conclude that ε′ = ε and η′ = η.
We have ϕ(y1) = ay1 + by2 + cy3 + dy4 for some real numbers a, b, c, and d . Hence,
in A′, we have ϕ(y1)2 = δ′(a2 + b2 + c2 + d2)u. On the other hand, by applying ϕ to the
equality (y1)2 = δu in A, we obtain that ϕ(y1)2 = δu. It follows that a2 + b2 + c2 + d2 =
δ/δ′. In particular, δδ′ > 0.
The equality y1(y1x1) = −ηγ x1 holds in A, and a simple computation shows that the
equality
ϕ(y1)(ϕ(y1)x1) = −η′γ ′
(
a2 + b2 + c2 + d2)x1 = −η′γ ′ δ x1δ′
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one, we conclude that η′γ ′δ = ηγ δ′. Since we have shown that η′ = η, we deduce that
γ ′δ = γ δ′. 
Hence, after normalization γ = ±1, this 9-parameter family of 8-dimensional real
division algebras, gives an 8-parameter family of non-isomorphic division algebras with
Der(A) of type 2A1.
Proposition 3.3. If (A,µ) is an 8-dimensional real division algebra of type 2A1, then
Aut(A,µ) ∼= SO(4).
Proof. We may assume that µ is given by Table 1, where the 9 parameters satisfy the
5 inequalities of Theorem 3.1. Recall the subgroup H of G = Aut(A,µ) isomorphic to
SO(4). We have to show that H = G.
Let ϕ ∈ G be arbitrary. We know that ϕ(u) = u and that X and Y are stable under ϕ. For
x ∈ X respectively y ∈ Y we have x2 = β|x|2u respectively y2 = δ|y|2u. Consequently,
ϕ induces an orthogonal linear transformation in X and in Y . By [8, Proposition 4.5], there
exists ϕ1 ∈ H such that ϕ1ϕ fixes the vectors x1, x2, and x3. Since the subgroup of H ,
which fixes X pointwise, acts on the unit sphere of Y transitively, there exists ϕ2 ∈ H
such that ϕ2ϕ1ϕ also fixes the vector y1. It follows now that ϕ2ϕ1ϕ is the identity and so
ϕ ∈ H . 
4. Real division algebras of type A2
Let (A,µ) be an 8-dimensional real division algebra of type A2. This means that
Der(A,µ) is isomorphic to su(3). As shown in [3], A is either the simple (adjoint)
Der(A,µ)-module or the direct sum of the simple 6-dimensional module and the trivial 2-
dimensional module. In the former case, the algebras are known as the generalized pseudo-
octonions and will be discussed in the next section. In this section we consider only the
latter case. Then Benkart and Osborn have shown [3, Theorem 4.1] that there exists a basis
{u,v, z1, z2, z3, z4, z5, z6}
such that µ is given by Table 2 (see Appendix A). This table defines a 16-parameter family
of real algebras (A,µ). Moreover, they have shown that the derivation algebra of (A,µ) is
isomorphic to su(3) except when the parameters satisfy
η2 = η3 = θ1 = θ4 = σ2 = σ3 = τ2 = τ3 = 0 and (4.1)
θ2 = σ1, θ3 = τ1, σ4 = 1, η4 = τ4 = −1. (4.2)
In the exceptional case Der(A,µ) is of type G2.
Assume now that (A,µ) is any real 8-dimensional algebra whose multiplication is given
by Table 2. There is an action of SU(3) on this algebra (by algebra automorphisms) such
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basis vectors is a simple SU(3)-module. Since this action is faithful, we may and we will
consider SU(3) as a subgroup of Aut(A,µ).
We are interested in finding necessary and sufficient conditions for (A,µ) to be a
division algebra. Denote by U the subalgebra of (A,µ) spanned by u and v. Then UZ ⊂ Z,
ZU ⊂ Z, and the subgroup SU(3) permutes transitively the 1-dimensional subspaces of Z.
Consequently, (A,µ) is a division algebra if and only if the left multiplication Lx by
any nonzero element x = su + tv + rz1 is an invertible operator. Since the basis vectors
u, v, z1, and z3 span a subalgebra of (A,µ), we re-order the basis vectors by switching z2
and z3. Then the matrix of Lx is the direct sum of the following two matrices:


η1s + η3t η2s + η4t −r 0
θ1s + θ3t θ2s + θ4t 0 r
τ1r τ3r σ1s + σ3t −σ2s − σ4t
τ2r τ4r σ2s + σ4t σ1s + σ3t

 ,


σ1s + σ3t −r 0 −σ2s − σ4t
r σ1s + σ3t −σ2s − σ4t 0
0 σ2s + σ4t σ1s + σ3t −r
σ2s + σ4t 0 r σ1s + σ3t

 .
By using Maple, we find that det(Lx) = PQ2, where
P = r4 ·
∣∣∣∣ τ2 τ1τ4 τ3
∣∣∣∣+ r2 · [(σ1s + σ3t) · ((θ2τ1 + η2τ2 − θ1τ3 − η1τ4)s
+ (θ4τ1 + η4τ2 − θ3τ3 − η3τ4)t
)
+ (σ2s + σ4t) ·
(
(−η2τ1 + θ2τ2 + η1τ3 − θ1τ4)s
+ (−η4τ1 + θ4τ2 + η3τ3 − θ3τ4)t
)]
+ [(σ1s + σ3t)2 + (σ2s + σ4t)2] ·
∣∣∣∣η1s + η3t η2s + η4tθ1s + θ3t θ2s + θ4t
∣∣∣∣ ,
Q = r2 + (σ1s + σ3t)2 + (σ2s + σ4t)2.
We are not able to obtain explicit necessary and sufficient conditions for (A,µ) to be a
division algebra. We give three necessary conditions. By computing the coefficients of r4
and s4 in P , we deduce that ∣∣∣∣ τ2 τ1τ4 τ3
∣∣∣∣ ·
∣∣∣∣η1 η2θ1 θ2
∣∣∣∣> 0. (4.3)
By a similar argument, using the right multiplication by x , we obtain the inequality
∣∣∣∣σ1 σ2σ σ
∣∣∣∣ ·
∣∣∣∣η1 η3θ θ
∣∣∣∣> 0. (4.4)3 4 1 3
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4
∣∣∣∣η1 θ1η2 θ2
∣∣∣∣ ·
∣∣∣∣η3 θ3η4 θ4
∣∣∣∣>
(∣∣∣∣η1 θ1η4 θ4
∣∣∣∣−
∣∣∣∣η2 θ2η3 θ3
∣∣∣∣
)2
,
which is equivalent to
4
∣∣∣∣η1 θ1η3 θ3
∣∣∣∣ ·
∣∣∣∣η2 θ2η4 θ4
∣∣∣∣>
(∣∣∣∣η1 θ1η4 θ4
∣∣∣∣+
∣∣∣∣η2 θ2η3 θ3
∣∣∣∣
)2
.
One can show that these three necessary conditions are not sufficient for (A,µ) to be a
division algebra. The following partial result may be of interest.
Proposition 4.1. The 8-dimensional real algebra defined by Table 2 is a division algebra
if and only if its 4-dimensional subalgebra 〈u,v, z1, z3〉 is a division algebra.
Proof. The assertion is an easy consequence of the above formulae for P and Q, taking
into account that P is the determinant of the restriction of Lx to the 4-dimensional
subalgebra mentioned in the proposition. 
We use this family to prove the following embedding property.
Theorem 4.2. Every 2-dimensional real division algebra can be embedded (as a
subalgebra) into a 4-dimensional and a 8-dimensional real division algebra.
Proof. Let (B, ν) be a 2-dimensional real division algebra. By Segre’s theorem, B has a
nonzero idempotent, say, u. Choose v ∈ B such that {u,v} is a basis of B and let ν be given
by u2 = u, uv = cu+dv, vu = eu+fv, and v2 = gu+hv, where c, d, e, f, g,h are some
scalars. By [9, Proposition 2.1],
4d(eh− fg) > (h + de − cf )2, 4f (ch− dg) > (h+ cf − de)2.
In particular, we have df = 0.
Let (A,µ) be the real 8-dimensional algebra defined by Table 2 where we specify the
parameters as follows:
η1 = 1, η2 = c, η3 = e, η4 = g;
θ1 = 0, θ2 = d, θ3 = f, θ4 = h;
σ1 = 1, σ2 = σ3 = 0, σ4 = f + e2/f ;
τ1 > 0, τ2 = τ3 = 0, τ4 = −1.
Only the parameter τ1 is not yet completely specified.
Note that the subalgebra U = 〈u,v〉 of (A,µ) is isomorphic to (B, ν), and U is
contained in the 4-dimensional subalgebra 〈u,v, z1, z3〉. Hence, in order to prove the
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algebra. For that purpose we consider again the operator Lx for x = su + tv + rz1. As
before, we have det(Lx) = PQ2 where Q is a positive definite quadratic form in the
variables r, s, t and P = P0r4 + P1r2 + P2 with
P0 = dτ1,
P1 = (1 + τ1)ds2 +
(
de + τ1
(
h− cf − ce2/f ))st + (e2 + f 2)(d − τ1g/f )t2,
P2 =
(
s2 + (f + e2/f )2t2)(ds2 + (h + de − cf )st + (eh− fg)t2).
Note that dP2 is the product of two positive definite quadratic forms in s and t and
dP0 = d2τ1 > 0.
It suffices to show that for small τ1 > 0 the quadratic form dP1 is also positive definite.
This is indeed so since df = 0 and for τ1 = 0 we have
dP1 = d2
(
s2 + est + e2t2 + f 2t2). 
An alternative and simpler proof of this theorem, due to a referee, can be given by
using the fact that every 2-dimensional real division algebra is an isotope of the complex
numbers.
Next we determine the automorphism groups of the division algebras (A,µ).
Proposition 4.3. If (A,µ) is an 8-dimensional real division algebra, with µ given by
Table 2, then
(a) Aut(A,µ) ∼= G2 if (4.1) and (4.2) hold;
(b) Aut(A,µ) ∼= SU(3)Z2 (the semidirect product of SU(3) and a cyclic group Z2 of
order 2) if (4.1) holds and (4.2) fails;
(c) Aut(A,µ) ∼= SU(3) if (4.1) fails.
Proof. (a) follows from [8, Propositions 4.5 and 3.2].
Next suppose that (A,µ) is of type A2 and so SU(3) is the identity component of
Aut(A,µ). We shall now make use of the strictly truncated algebra (Z,µU). Since any
derivation of A acts trivially on U , we can identify Der(A,µ) with Der(Z,µU).
Besides SU(3), we have an additional automorphism χ of (Z,µU) given by: z1 → z1,
z2 → z2, z4 → z4, z3 → −z3, z5 → −z5, z6 → −z6.
Suppose α ∈ Aut(A,µ). We know that α(Z) = Z and α(U) = U . The restriction of α
to Z is an automorphism of (Z,µU). There exists ϕ ∈ SU(3) such that ϕα|Z is identity
or χ . In the latter case ϕα is an extension of χ and ϕα must map u → u and v → −v.
By considering the products uu,vv,uv, vu, z1u, z1v,uz1, uz2, we deduce that each of η2,
= η3, θ1, θ4, σ2, σ3, τ2, τ3 must vanish. Conversely, under these restrictions, the map
defined above is indeed an automorphism of (A,µ). Thus (b) and (c) follow. 
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and µ′ given by Table 2 in terms of parameters ηi, θi, σi , τi and η′i , θ ′i , σ ′i , τ ′i , respectively.
Then (A,µ) ∼= (A,µ′) if and only if either µ′ = µ or
(
η′2, η′3, θ ′1, θ ′4, σ ′2, σ ′3, τ ′2, τ ′3
)= −(η2, η3, θ1, θ4, σ2, σ3, τ2, τ3),
and the other corresponding parameters are equal.
Proof. To prove the sufficiency, we may assume that µ′ = µ. Then observe that the
linear map α : (A,µ) → (A,µ′) which is 1 on the subspace 〈u, z1, z2, z4〉 and −1 on
〈v, z3, z5, z6〉 is an algebra isomorphism.
Next we consider the necessity. By [8, Proposition 4.5], we may assume that (A,µ) is
of type A2. Suppose α : (A,µ) → (A,µ′) is an algebra isomorphism.
We know that α(U) = U , α(Z) = Z. By [8, Proposition 3.1], there exists ϕ ∈ SU(3)
such that ϕα|Z is identity or χ , where χ is defined as in the proof of the previous
proposition. In the former case, ϕα = 1 and, as Z generates (A,µ), we have µ′ = µ.
In the latter case, χ can be extended to an isomorphism χ ′ : (A,µ) → (A,µ′) such that
u → u, v → v. We can now finish the proof by considering the products uu,vv,uv, vu,
z1u, z1v,uz1, uz2. 
5. Eight-dimensional real division algebras of type A1
It was shown in [3] that if (A,µ) is an 8-dimensional real division algebra of type A1,
then, as a module for Der(A,µ) ∼= so(3), A breaks up into direct sum of simple modules
whose dimensions are given by the following formal sums: 3 + 5, 1 + 1 + 3 + 3, 1 + 3 + 4,
and 1 + 1 + 1 + 1 + 4. They showed that the last decomposition indeed arises from such an
algebra, but in the first three cases this question was left open. Subsequently it was shown
by Rochdi [14] that the decomposition 1 + 1 + 3 + 3 also arises. We are going to establish
the same fact for the decomposition 3 + 5. In fact, we shall construct a 6-parameter family
of non-isomorphic such algebras and we study in detail their properties.
5.1. Construction of the algebras (A,µ)
We construct first a new 8-parameter family, F8, of 8-dimensional real algebras (A,µ)
such that G = Aut(A,µ) contains SO(3) as a subgroup and, as a module for this SO(3),
A is a direct sum of two simple modules (necessarily of dimension 3 and 5). We can
identify A, as a module for SO(3), with the real Lie algebra sl(3,R) consisting of real
3 by 3 matrices of trace 0. We write X for the subspace so(3) of A, consisting of skew
symmetric matrices, and Y for the subspace of symmetric matrices of trace 0.
The multiplication map µ induces a module homomorphism A ⊗ A → A. Each of the
tensor products X⊗X, X⊗Y , Y ⊗X, and Y ⊗Y contains exactly one copy of X and one
copy of Y . Hence, µ is given by a linear combination of the 8 resulting projection maps.
This leads to the following formula for µ:
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+ ε
(
{x, x ′} − 2
3
tr(xx ′) · I3
)
+ ζ {x, y ′}
+ η{y, x ′} + θ
(
{y, y ′} − 2
3
tr(yy ′) · I3
)
, (5.1)
where I3 denotes the identity matrix, x, x ′ ∈ X and y, y ′ ∈ Y and α, . . . , θ are real
parameters which are not yet specified and to which we refer as the structure constants
of the algebra. As usual, for any two matrices u and v, we write [u,v] = uv − vu for their
Lie product and {u,v} = uv + vu for their Jordan product.
We shall denote by F8 this 8-parameter family of real 8-dimensional algebras. We
point out that F8 is a generalization of the 2-parameter family introduced by Benkart and
Osborn [3]. Namely, if our structure constants are chosen so that
α = β = γ = −δ, ζ = η = θ = −ε, (5.2)
then we obtain a 2-parameter family of algebras isomorphic to their family (see the next
paragraph for more details). We recall that the algebras in this 2-parameter family are
division algebras if and only if αζ = 0 (see [3]), in which case they are known as the
generalized pseudo-octonion algebras.
The generalized pseudo-octonion algebras are defined in [1] by using the Lie algebra
su(3) as the underlying vector space, i.e., su(3) = X ⊕ iY . We prefer to use the real
form sl(3,R) instead of the compact real form su(3) of sl(3,C). The obvious map,
x + y → x + iy , x ∈ X, y ∈ Y , provides an isomorphism of our 2-parameter family,
specified by (5.2), with the family of generalized pseudo-octonion algebras.
It is easy to determine the automorphism group of the generalized pseudo-octonion
algebra (A,µ). For that purpose we identify the vector space A with the compact real Lie
algebra su(3) consisting of 3 × 3 complex skew-hermitian matrices. The multiplication µ
(see [1]) is given by
µ(x, y)= α[x, y] + i
2
(
{x, y}− 2
3
tr(xy) · I3
)
,
where α is a nonzero real constant. (One of the parameters has been fixed to obtain a family
of non-isomorphic algebras.)
Proposition 5.1. The automorphism group of a generalized pseudo-octonion algebra,
(A,µ), is isomorphic to PSU(3).
Proof. Observe that the Lie multiplication in su(3) can be expressed, using µ, as follows:
[x, y] = 1 (µ(x, y)−µ(y, x)).
2α
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Der(A,µ) = su(3) and Aut(su(3)) ∼= PSU(3)Z2, where Z2 is generated by the outer
automorphism sending x to x¯ (complex conjugation), it suffices to verify that x → x¯ is
not an automorphism of (A,µ). 
Proposition 5.2. Let (A,µ) be a generalized pseudo-octonion algebra, where µ is defined
by the above formula, and let (A,µ′) be defined similarly by using the nonzero scalar α′
instead of α. These algebras are isomorphic if and only if α′ = ±α.
Proof. Let ϕ : (A,µ) → (A,µ′) be an isomorphism. These two algebras have a common
2-dimensional commutative subalgebra, say H , consisting of the diagonal matrices. H has
exactly three idempotents, namely the diagonal matrices
e1 = diag(−2i, i, i), e2 = diag(i,−2i, i), e3 = diag(i, i,−2i).
The monomial matrices in SO(3) permute these three idempotents in all possible ways.
The element ϕ(e1) is an idempotent of (A,µ′). We can choose ψ1 ∈ Aut(A,µ′) such
that ψ1ϕ(e1) ∈ H . It follows that ψ1ϕ(e1) ∈ {e1, e2, e3}. As explained above, there is an
element ψ2 ∈ SO(3) such that ψ2ψ1ϕ(e1) = e1. For simplicity, let us write θ = ψ2ψ1ϕ.
For arbitrary x, y ∈ su(3) we have
[θ(x), θ(y)] = 1
2α′
(
µ′
(
θ(x), θ(y)
)−µ′(θ(y), θ(x)))
= 1
2α′
θ
(
µ(x, y)−µ(y, x))= α
α′
θ
([x, y]).
Hence the map x → α′α−1θ(x) is an automorphism of su(3). Since each automorphism
of su(3) preserves the inner product (x|y) = − tr(xy) and θ(e1) = e1, we conclude that
α′ = ±α.
It remains to observe that if α′ = −α then the map x → −x¯ is an isomorphism from
(A,µ) to (A,µ′). 
From now on, in this section, (A,µ) will denote the 8-dimensional algebra whose
product µ is given by (5.1), i.e., (A,µ) ∈ F8. For computational needs we introduce the
following bases for the subspaces X and Y :
x1 =
[0 −1 0
1 0 0
0 0 0
]
, x2 =
[0 0 0
0 0 −1
0 1 0
]
, x3 =
[ 0 0 1
0 0 0
−1 0 0
]
;
and
y1 =
[0 1 0
1 0 0
]
, y2 =
[0 0 0
0 0 1
]
, y3 =
[0 0 1
0 0 0
]
,0 0 0 0 1 0 1 0 0
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[1 0 0
0 −1 0
0 0 0
]
, y5 =
[0 0 0
0 1 0
0 0 −1
]
.
The multiplication table of (A,µ), using this basis, is given in Table 3 in Appendix A.
The orthogonal group SO(3) acts on (A,µ) by algebra automorphisms: the action on
X is the adjoint action and on Y it is the isotropy action of the noncompact Riemannian
symmetric space SL3(R)/SO(3). In particular, every element of Y can be moved by SO(3)
to the Cartan subspace 〈y4, y5〉.
The division algebras in F8 do not have the identity element and so they cannot be
power associative (see [6]). We consider in the next proposition a weaker property.
Proposition 5.3. An algebra (A,µ) ∈F8 satisfies the identity v(v2) = (v2)v if and only if
one of the following cases holds:
(i) αζ = δε, β = γ , ζ = η = θ ;
(ii) αζ = δε, β = γ = 0, ζ = η;
(iii) α = β + γ = δ = 0, ζ = η;
(iv) β + γ = δ = ζ = η = 0;
(v) β = γ , ε = ζ + η = θ = 0;
(vi) β + γ = ε = ζ + η + θ = 0, α = 0, ζ = η, and
γ = α ζ + η
ζ − η , δ =
(ζ − η)2
12α
.
Proof. It is easy to check that these conditions are sufficient.
The necessity is proved by carrying out some computations. For v = x1, the identity
v(v2) = (v2)v gives that ε(ζ − η) = 0.
Case 1. ζ = η. By taking v = x1 + y3 the identity implies that
β2 = γ 2, αζ = δε, δ(β − γ ) = 0, (β + γ )(ζ − θ) = 0.
Subcase (a). β = γ . Then also β(ζ − θ) = 0. If ζ = θ , then (i) holds and if β = 0, then
(ii) holds.
Subcase (b). β = −γ = 0. Then also δ = αζ = 0. If α = 0, then (iii) holds and if ζ = 0,
then (iv) holds.
Case 2. ζ = η. Then ε = 0. By taking v = x1 + y1, we obtain that β2 = γ 2.
Subcase (a). β = γ . Then v = x1 + y1 gives θ(ζ − η) = 0 and so θ = 0. By taking
v = x1 + y3, we obtain that ζ 2 = η2. Hence ζ + η = 0 and (v) holds.
Subcase (b). β = −γ = 0. Then v = x1 + y2 gives
γ = α ζ + η
ζ − η , α = 0, ζ + η = 0, δ =
(ζ − η)2
12α(ζ + η)(3ζ + 3η + 2θ)
and v = x2 + y2 gives θ = −ζ − η. Hence (vi) holds. 
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Proposition 5.4. An algebra (A,µ) ∈F8 is flexible if and only if one of the following cases
holds:
(a) α = β = γ , αζ = δε, ζ = η = θ ;
(b) α = β + γ = δ = 0, ζ = η;
(c) β = γ , ε = ζ + η = θ = 0;
(d) β = γ = δ = ε = ζ = η = 0.
Proof. It is easy to check that the algebra is flexible in each of these five cases.
Assume that the algebra is flexible. In particular, the identity v(v2) = (v2)v holds and
we can use the previous proposition. We analyze each of the possibilities (i)–(vi) of that
proposition.
Case (i). By taking v = x1 and w = x2, the identity v(wv) = (vw)v implies that
ε(α − β) = 0. If we set w = y2, we obtain that ζ(α − β) = 0. If α = β , then (a) holds.
Otherwise ε = ζ = 0 and (c) holds.
Case (ii). From v = y1 and w = y2 we obtain that δ(ζ − θ) = 0. Now let v = x3. When
w = y1 we obtain that αζ = 0 and, when w = x1, αε = 0.
Assume first that α = 0. Then (b) holds if δ = 0. Otherwise we have δ = 0, θ = ζ , and
by taking v = x1 + y5 and w = x3, we deduce that δε = 0, i.e., ε = 0. Hence (a) holds.
Now let α = 0. Then ε = ζ = δθ = 0. If δ = 0, then (d) holds and if θ = 0, then (c) holds.
Case (iii). This is identical to (b).
Case (iv). By taking v = x1 and w = x2, we obtain that αε = 0. If α = 0, then (b) holds.
Otherwise α = 0 and ε = 0. For v = x1 + y1 and w = x2, we obtain that αβ = 0, and so
β = 0. Hence (d) holds.
Case (v). This is identical to (c).
Case (vi). By taking v = y1 and w = x1, we obtain that ζ 2 = η2. As ζ = η, we have
η = −ζ . Hence (c) holds. 
5.2. When is (A,µ) a division algebra?
The set of all points (α, . . . , θ) ∈ R8 for which (A,µ) is a division algebra is an
open set Ω . We have seen above that this set is nonempty (it contains the generalized
pseudo-octonion algebras). Hence we indeed obtain an 8-parameter family of real division
algebras. The problem of obtaining an explicit description of Ω remains open. We shall
give only some necessary conditions that points in Ω must satisfy.
The algebra (A,µ) is a division algebra if and only if the right multiplication operators,
Rz, by nonzero elements z ∈ A are all invertible, i.e., the form P(z) of degree 8 defined by
P(z) = det(Rz) vanishes only for z = 0. As the subspace X is SO(3)-invariant and each
y ∈ Y can be transformed into the subspace spanned by y4 and y5, without any loss of
generality, we may assume that
z = ax1 + bx2 + cx3 + dy4 + ey5, a, b, c, d, e ∈ R. (5.3)
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can write it as
P(z) =
∑
0m8
Pm(z),
where Pm is a homogeneous polynomial of degree m in the variables a, b, c and of degree
8 − m in the variables d, e. The computation was performed by using Maple and shows
that in fact P1 = P7 = 0. Moreover, if
(βη − δε)(αθ − βη + γ ζ − δε) = 0, (5.4)
then also P3 = P5 = 0.
Proposition 5.5. Let (A,µ) ∈F8. If (A,µ) is a division algebra, then
γ δηθ < 0, βγ εθ < 0, βδζ θ < 0,
4(αγ − εη)(ζ θ − βδ) > (αθ − βη + γ ζ − δε)2.
The first three inequalities hold if and only if the subalgebra S = 〈x1, y1, y4, y5〉 of (A,µ)
is a division algebra.
Proof. By setting a = b = c = 0, we obtain z = dy4 + ey5 ∈ S and
P(z) = 4
3
θ2
(
d2 − de + e2)(βδ(d − 2e)2 − ζ θd2) · (βδ(e − 2d)2 − ζ θe2)
· (βδ(d + e)2 − ζ θ(d − e)2)
wherefrom we deduce that βδζ θ < 0.
By setting b = c = e = 0, we obtain z = ax1 + dy4 ∈ S and
P(z) = 16
3
(
γ ηa2 − δθd2)(βθd2 − γ εa2)
· ((εη − αγ )a2 + (βη − γ ζ − αθ + δε)ad + (βδ − ζ θ)d2)
· ((αγ − εη)a2 + (βη − γ ζ − αθ + δε)ad + (ζ θ − βδ)d2).
Since each of these quadratic forms in a and d has to be definite, the remaining three
inequalities of the proposition must hold.
Assume that S is a division algebra. Then the first three inequalities of the proposition
must hold. This can be proved easily by identifying which factors in the two factorizations
above come from the determinant of the restriction R′z of Rz to S.
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det(R′z) vanishes only when z = 0. The circle subgroup[
cos t − sin t 0
sin t cos t 0
0 0 1
]
, t ∈ R,
of SO(3) acts on A and leaves S invariant. By using this action, an arbitrary z ∈ S can
be moved to the 3-dimensional subspace V = 〈x1, y4, y5〉. Hence, without any loss of
generality we may assume that z = ax1 + dy4 + ey5 ∈ V . Then a computation shows that
3
4
det
(
R′z
)= (θ2βδ(d2 − de + e2)− γ θ (βη + δε) a2)(2d − e)2
− ζ θ(3γ 2a2 + θ2(d2 − de + e2))e2 + εη(4γ 2a2 + θ2e2)a2.
By inspecting the signs of the coefficients in this expression and by using the first three
inequalities of the proposition, we see that βδ det(R′z) is a positive definite polynomial.
Hence S is a division algebra. 
We remark that the first three inequalities of the proposition imply that
∆ = (βγ − εθ)(γ δ − ηθ)(δβ − ζ θ) > 0,
and so they guarantee that the quadratic polynomial
(tθ − βη + γ ζ − δε)2 − 4(tγ − εη)(ζ θ − βδ)
in t has two distinct real roots. Hence the last inequality of the proposition simply says that
the parameter α must lie in the open interval having these two roots as its end-points, i.e.,∣∣α − (βη + γ ζ + δε)θ−1 + 2βγ δθ−2∣∣< 2θ−2√∆.
The necessary condition listed in this proposition are not sufficient. One can obtain
additional necessary conditions by taking z = rx1 + sy1 + ty5. Then a Maple computation
gives P = 4QR/3 where
Q = 4γ 2εηr4 + 4βδθ2s4 + θ2 (βδ − ζ θ) t4 − 4γ θ (βη + δε) r2s2
− θ(βγ η + γ δε + 3γ 2ζ − εηθ)r2t2 + θ2 (5βδ − ζ θ) s2t2
and
R = (αγ − εη)2r4 + (βδ − ζ θ)2s4 + 4βδ(βδ − ζ θ)t4 − 4βδ(βδ + 3ζ θ)s2t2
+ (2(αβ − εζ )(ηθ − γ δ)− (αθ − δε)2 − (βη − γ ζ )2)r2s2
+ 2(β2η2 + 2αβγ δ + δ2ε2 + (αθ + γ ζ )(βη + δε))r2t2.
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variables r, s, t) is positive definite. This is not so for the quartic form R. Hence the
condition that R be positive definite is an additional necessary condition.
By analogy with Proposition 4.1, we make the following conjecture.
Conjecture 5.6. An algebra (A,µ) ∈ F8 is a division algebra if and only if γ δηθ < 0,
βγ εθ < 0, βδζ θ < 0 and the quartic form R defined above is positive definite.
Let (A,µ) ∈ F8 be a division algebra. The first three inequalities of Proposition 5.5
imply that all structure constants, except perhaps α, are nonzero. If we pass to a new basis
of A by multiplying the first three basis vectors x1, x2, x3 by a nonzero scalar s and the
remaining five basis vectors y1, . . . , y5 by a nonzero scalar t , then the structure constants
are modified as follows:
α → sα, β → sβ, γ → sγ, δ → s−1t2δ, ε → s2t−1ε, ζ → tζ,
η → tη, θ → tθ.
Thus if (A,µ) is a division algebra, without any loss of generality we may assume that
δ = 1 and θ = −1. (Similarly, the generalized pseudo-octonion family depends only on
one essential parameter.)
We shall denote by F6 the 6-parameter subfamily of F8 obtained by setting δ = 1 and
θ = −1.
For algebras in F6, the inequalities of Proposition 5.5 take the simpler form:
γ η > 0, βγ ε > 0, βζ > 0,
4(β + ζ )(εη − αγ ) > (α + ε + βη − γ ζ )2. (5.5)
The strongest evidence that we have in support of the above conjecture is provided
by the following theorem which shows that the conjecture is true for the 2-parameter
subfamily F2 of F6 defined by the conditions α = −ε, β = γ , ζ = η = −1. In this case,
the necessary conditions of Proposition 5.5 reduce to just two conditions: β < 0 and ε > 0.
We now prove that these conditions are also sufficient.
Theorem 5.7. An algebra (A,µ) ∈F2 is a division algebra if and only if β < 0 and ε > 0.
Proof. We have already observed that these conditions are necessary.
The proof of sufficiency uses Maple to perform some important computations. If z ∈ A
is given by (5.3), then
det(Rz) = −43 ·
(
ε
(
a2 + b2 + c2)+ d2 − de + e2) · P,
where P is a form of degree 6 in the five variables a, b, c, d, e. Since the parameter β is
negative, we set p = −β . The polynomial
D.Ž. Ðokovic´, K. Zhao / Journal of Algebra 282 (2004) 758–796 777Q = 12p5a2b2(d + e)2 + 4p4εa2b2(d + e)2 + 4p4a2(a2ε + d2 − de − 2e2)2
+ 4p4b2(b2ε − 2d2 − de + e2)2 + 4p4c2(εc2 − 2d2 − 2e2 + 5de)2
+ p3((d + e)(d − 2e)(2d − e)− εe(a2 + c2 − 2b2)− εd(b2 + c2 − 2a2))2
+ 16p3εd2(b2 − c2)2 + 16p3εe2(a2 − c2)2 − 16p3εde(a2 + b2 − c2)2
+ 4p2c2(εc2 + 2de)2 +p2d2(7e2 − 2εc2)2 + p2d2(3εc2 + 4de)2
+ p2e2(3εc2 + 4de)2 +pε2(a2d + b2e)2 + 4pε2c2(d2 − e2)2
+ (d2e − e2d + ε(a2e − b2d + c2d − c2e))2
takes only nonnegative values when de 0 and P − Q can be written as R − Sde, where
R and S are polynomials in a2, . . . , e2 with positive coefficients. (The main difficulty in
this proof was to construct the polynomial Q with these properties.)
The polynomial P is invariant under the action of the finite subgroup of SO(3)
consisting of the 24 monomial matrices. In particular, we have
P(a, b, c, d, e)= P(b, c, a, e− d,−d) = P(c, a, b,−e, d − e).
At least one of the products de, (e − d)(−d), (−e)(d − e) is  0. Hence, without any loss
of generality, we may assume that de  0. As P = Q + R − Sde, it follows that P is a
positive definite polynomial. 
Further evidence in support of our conjecture is provided by the following four
examples:
(i) α = 0, β = γ = δ = ε = ζ = η = 1, and θ = −1;
(ii) α = 0, β = δ = ζ = 1, and γ = ε = η = θ = −1;
(iii) α = 0, β = ε = ζ = θ = −1, and γ = δ = η = 1;
(iv) α = 5/48, β = 175/48, γ = 15/16, ε = 175/96, ζ = 4, and η = 1/2.
The structure constants of the last (more complicated) example have been chosen so to
satisfy the conditions required for the exceptional case of Theorem 5.19.
In all four cases, the condition (5.4) is satisfied and a computation shows that det(Rz) =
P −Qde, where P and Q are polynomials in a2, . . . , e2 with positive coefficients. By using
the invariance of det(Rz), it follows that this determinant vanishes only if all variables are 0.
Hence the algebras (A,µ) with the structure constants given above are division algebras.
The signs of β and γ determine uniquely the signs of the other three parameters ε,
ζ , and η. We have given above examples of division algebras (A,µ) ∈ F6 with all four
combinations (±,±) for the signs of (β, γ ).
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In this section we begin the detailed study of the family F6 and in particular of the
division algebras in F6. It follows from [3] that a division algebra (A,µ) ∈ F6 is either
of type A1 or a generalized pseudo-octonion algebra (in particular, of type A2). The latter
case occurs if and only if the equalities (5.2) hold (with δ = 1 and θ = −1).
Let us introduce the SO(3)-invariant nondegenerate symmetric bilinear form on A by
(x|y)= − 12 tr(xy), where xy is the ordinary matrix product. Note that X ⊥ Y and that the
restriction of this form to X (respectively Y ) is positive (respectively negative) definite.
Denote by S2 ⊂ X the unit sphere in X. We have normalized our form (x|y) so that
{x1, x2, x3} is an orthonormal basis of X.
The 2-dimensional subalgebra 〈y4, y5〉 is commutative and has exactly three nonzero
idempotents:
e1 = 12 (y4 + 2y5), e2 =
−1
2
(2y4 + y5), e3 = 12 (y4 − y5). (5.6)
We also have
x2i =
−4ε
3
ei , i = 1,2,3.
Proposition 5.8. The map f : S2 → Y defined by f (x) = −3x2/4ε maps S2 onto the set
of nonzero idempotents in Y .
Proof. Let e ∈ Y be a nonzero idempotent. By applying a suitable element of SO(3), we
may assume that e belongs to the subalgebra 〈y4, y5〉. Hence e = ei for some i ∈ {1,2,3},
and so e = f (xi). 
We can now determine the automorphism group of (A,µ).
Proposition 5.9. If a division algebra (A,µ) ∈ F6 is not a generalized pseudo-octonion
algebra, then its automorphism group, G, is SO3.
Proof. Let ϕ ∈ G be arbitrary. Assume that (A,µ) is of type A1. Then X and Y are ϕ-
invariant. Since, for nonzero x ∈ X,
−3x2
4ε|x|2 and
−3ϕ(x)2
4ε|ϕ(x)|2
are idempotents, by applying ϕ to the first of these idempotents, we conclude that
|ϕ(x)| = |x|, i.e., ϕ induces an orthogonal transformation in X. Therefore, we can choose
ϕ1 ∈ SO(3) such that ϕ1ϕ fixes x1 and x2. As these two vectors generate A, we infer that
ϕ = ϕ−11 ∈ SO(3). 
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Table 3, and let µ′ be defined similarly but using the parameters α′, . . . , θ ′ instead of
α, . . . , θ . (By definition of F6, we have δ = δ′ = 1 and ε = ε′ = −1.) Then (A,µ) and
(A,µ′) are isomorphic if and only if µ′ = µ.
Proof. If (A,µ) is a generalized pseudo-octonion algebra, then the assertion follows from
Proposition 5.2.
We now assume that (A,µ) is of type A1. Let ϕ : (A,µ) → (A,µ′) be an isomorphism.
Since X and Y are simple modules for both Der(A,µ) and Der(A,µ′), the subspaces X
and Y must be ϕ-invariant. For nonzero x ∈ X the elements
−3x2
4ε|x|2 and
−3ϕ(x)2
4ε′|ϕ(x)|2
are idempotents. By applying ϕ to the first of these idempotents, we conclude that
|ϕ(x)| = λ|x| for x ∈ X, where λ = √ε/ε′. We remark that this equality for the norms
is valid for any isomorphism from (A,µ) to (A,µ′).
Thus λ−1ϕ induces in X an orthogonal transformation. Consequently, there exists an
automorphism ψ of (A,µ′) such that λ−1ψϕ fixes the vectors x1 and x2.
For brevity, set ϕ′ = ψϕ. By applying ϕ′ to µ(x1, x2) = αx3 + εy3, we ob-
tain λ2µ′(x1, x2) = αϕ′(x3) + εϕ′(y3). By comparing this equality with µ′(x1, x2) =
α′x3 + ε′y3, we deduce that ϕ′(y3) = y3.
By applying ϕ′ to µ(x1, x1) = −2ε(y4 + 2y5)/3 and comparing it with µ′(x1, x1) =
−2ε′(y4 + 2y5)/3, we obtain ϕ′(y4 + 2y5) = y4 + 2y5. Similarly, by using x2 instead
of x1, we obtain ϕ′(2y4 + y5) = 2y4 + y5. Hence ϕ′(y4) = y4 and ϕ′(y5) = y5.
Since x3 belongs to the subalgebra of (A,µ) generated by y3, y4 and y5, we conclude
that ϕ′(x3) = x3. On the other hand, we know that λ|ϕ′(x3)| = |x3|. It follows that λ = 1,
and so ϕ′ fixes also the vectors x1 and x2. Since x1 and x2 generate each of the algebras
(A,µ) and (A,µ′), it follows that ϕ′ is the identity map on the space A. Consequently, the
two algebras must have the same structure constants. 
A division algebra (A,µ) ∈ F6 is (isomorphic to) a generalized pseudo-octonion
algebra if and only if its parameters satisfy
α = β = γ = −ε < 0, ζ = η = −1. (5.7)
In particular, when ε = 1/3 we obtain the Okubo’s pseudo-octonion algebra.
Let us define the quadratic form N : A → R by
N(ax1 + bx2 + cx3 +py1 + qy2 + ry3 + sy4 + ty5)
= 4
3
(−ε(1 + ζ + η)(a2 + b2 + c2)+ p2 + q2 + r2 + s2 − st + t2).
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hold:
N(x)2 = (1 + ζ + η)2N(x2), ∀x ∈ X; N(y)2 = N(y2), ∀y ∈ Y.
If ε = −α = 1/3 and ζ + η = −2, then the following stronger identities are valid:
N(xx ′) = N(x)N(x ′), ∀x, x ′ ∈ X; N(yy ′) = N(y)N(y ′), ∀y, y ′ ∈ Y.
The equality N(zz′) = N(z)N(z′) is valid for all z, z′ ∈ A if and only if (A,µ) is the
algebra of Okubo’s pseudo-octonions, i.e., the structure constants are given by (5.7) with
ε = 1/3.
Proof. This follows by a straightforward (but tedious) computation. We used Maple to
make this computation easy and avoid making computational errors. 
A 1-dimensional subspace of A is a subalgebra if and only if it contains a nonzero
idempotent. Hence the following proposition describes all 1-dimensional subalgebras.
Theorem 5.12. Let (A,µ) ∈ F6 be a division algebra and let G = Aut(A,µ). If (A,µ)
is a generalized pseudo-octonion algebra, then every nonzero idempotent is G-conjugate
to e1 = y4/2 + y5. If (A,µ) has a nonzero idempotent, z, which is not G-conjugate to e1,
then one of the following two mutually exclusive cases occurs:
(i) ζ + η = 0, ε(1 − ζ − η) > 0, and z is G-conjugate to the idempotent
λx1 + e1
ζ + η
(
λ =√3(1 − ζ − η)/4ε ).
(ii) β = γ , ζ + η = −2, and z is G-conjugate to exactly one member of the following
1-parameter family of idempotents:
ax1 + dy4 − 12y5
(
a =√(1 + d)(1 − 2d)/2ε ),
where −1 < d < 1/2. (As β = γ , the second inequality in (5.5) implies that ε > 0.)
Proof. Let z ∈ A be a nonzero idempotent. If z ∈ Y then, by Proposition 5.8, z is G-
conjugate to e1. If (A,µ) is a generalized pseudo-octonion algebra, then every element is
G-conjugate to an element in Y and so the first assertion is proved.
Assume now that z is not G-conjugate to e1. In particular, z /∈ Y . Without any loss of
generality, we may assume that
z = ax1 + bx2 + cx3 + dy4 + ey5,
where a, b, c, d, e are some real numbers and at least one of a, b, c is not zero. The equation
z2 = z is equivalent to the following system of equations:
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1 − (ζ + η)e)a = 0,(
1 + (ζ + η)d)b = 0,(
1 + (ζ + η)(e − d))c = 0,
a(2d − e)(β − γ )+ 2εbc = 0,
b(2e − d)(β − γ )+ 2εac = 0,
c(d + e)(β − γ )− 2εab = 0,
2ε
(
a2 − 2b2 + c2)+ 4de+ 2d2 − 4e2 + 3d = 0,
2ε
(−2a2 + b2 + c2)+ 4de − 4d2 + 2e2 − 3e = 0.
The first three equations imply that abc = 0, and then the next three equations imply
that exactly one of a, b, c is not zero.
The monomial matrices in SO(3) leave invariant the 2-dimensional subspace 〈y4, y5〉
and permute transitively the 1-dimensional subspaces 〈x1〉, 〈x2〉, and 〈x3〉. Hence, without
any loss of generality, we may assume that a = 0 and b = c = 0. Then the first equation of
the above system implies that ζ + η = 0 and
e = 1
ζ + η ,
the fourth one gives
(2d − e)(β − γ ) = 0,
and the last two equations can be replaced with
2εa2 = (d − 2e)2 − 3d(d + 1),
(2d − e)(2e + 1) = 0.
The other equations of the system are trivially satisfied.
If e = 2d , then
d = e
2
= 1
2(ζ + η) , 2εa
2 = 3d(2d − 1) = 3(1 − ζ − η)
2(ζ + η)2 .
Hence ε(1 − ζ − η) > 0 and
a = ±λ
ζ + η , z =
e1 ± λx1
ζ + η .
This is the idempotent given (up to G-conjugacy) in (i).
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2εa2 = (1 + d)(1 − 2d).
Thus, if the structure constants satisfy the stated conditions and a and d satisfy the last
equation, then the element z = ax1 + dy4 − y5/2 is an idempotent. As β = γ , we must
have ε > 0 and (since a = 0) −1 < d < 1/2. The idempotents corresponding to the pairs
(a, d) and (−a, d) are G-conjugate and so we impose the condition that a > 0. These
idempotents are given by (ii). 
5.4. Two-dimensional subalgebras of (A,µ)
Every 2-dimensional subalgebra S of a division algebra (A,µ) ∈F6 contains a nonzero
idempotent, say z. Hence, in order to find all 2-dimensional subalgebras, it suffices to
find only those that contain a given nonzero idempotent z. Clearly, we may choose z to
be a representative of a G-conjugacy class. We shall use the representatives provided by
Theorem 5.12.
The results are stated in the next three propositions, each one deals with one of the three
types of idempotents. The proofs of these three propositions are of similar nature (tedious
and computational).
Proposition 5.13. Let (A,µ) ∈ F6 be a division algebra. The 2-dimensional subalgebras
containing the idempotent e1 are the subalgebras S = 〈e1, v〉 where:
(i) v = x1 or v ∈ 〈y1, y4〉 and v = 0.
(ii) v ∈ 〈x1, y1, y4〉 and v = 0. In this case it is assumed that β = γ and ζ = η = −1.
(iii) v ∈ 〈x2 − λy2, x3 + λy3〉 and v = 0. In this case it is assumed that
β = λ2 + λ(1 + ζ )/3, γ = λ2 − λ(1 + η)/3, ε = λ2(ζ + η − 1)/3.
Proof. We first make some general comments about this proof, which apply also to some
later proofs. In order to understand this proof, the reader is advised to use some computing
device which is programmed to calculate the products of two arbitrary elements in the
algebra. (We have used Maple for this purpose.)
Let S = 〈e1, v〉 be a 2-dimensional subspace containing the idempotent e1. We may
assume that
v = ax1 + bx2 + cx3 + py1 + qy2 + ry3 + sy4,
where a, . . . , s are some scalars. To ensure that S is a subalgebra, it suffices to force the
vectors e1v, ve1, and v2 to be in S.
After computing a vector which should belong to S, we subtract a suitable linear
combination of e1 and v to obtain a new vector which should vanish. Then we inspect its
coordinates and equate some of them to 0. In that way we obtain equations that the above
unknown scalars (the coordinates of v) must satisfy. We often use the vectors e1v + ve1
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After obtaining some new information about the coordinates of v, we update our vector v
and repeat some of the previous computations.
It is easy to verify that the 2-dimensional subspaces listed in (i)–(iv) are indeed
subalgebras.
If a = b = c = 0, then e1v − ve1 ∈ S implies that q = r = 0. Hence S occurs in (i). We
assume from now on that at least one of a, b, c is not 0.
If p = q = r = s = 0, then v2 ∈ S implies that ab = bc = ca = 0 and b2 = c2. It follows
that b = c = 0 and so S = 〈x1, e1〉. We now assume that at least one of p,q, r, s is not 0.
We distinguish three cases.
Case 1. a = 0. We may assume that a = 1. From e1v + ve1 ∈ S we obtain the equations:
(ζ + η)b = 0, (ζ + η + 2)p = 0, 3(β − γ )b = 2(ζ + η − 1)q,
(ζ + η)c = 0, (ζ + η + 2)s = 0, 3(β − γ )c = −2(ζ + η − 1)r,
and from e1v − ve1 ∈ S the equations:
(ζ − η)s = 0, (ζ − η)b = 2q, 3(β + γ )b = 2(ζ − η)q,
(ζ − η)p = 0, (ζ − η)c = −2r, 3(β + γ )c = −2(ζ − η)r.
If ζ = η, then from these equations we deduce the following conclusions: p = s = 0,
q or r is not 0, γ = −β , b or c is not 0, η = −ζ , γ = β , q = bζ , r = −cζ , and the four
equations:
b(3β − 3γ + 2ζ )= 0, c(3β − 3γ + 2ζ )= 0,
b(3β + 3γ − 4ζ 2) = 0, c(3β + 3γ − 4ζ 2) = 0,
which give β−γ = −2ζ/3 and β+γ = 4ζ 2/3. Thus 3β = ζ(2ζ −1) and 3γ = ζ(2ζ +1).
As βζ > 0 and γ η > 0, we have a contradiction.
Hence we must have ζ = η. Then we obtain in turn that b = c = q = r = 0, p or s is
not 0, ζ + η + 2 = 0, and so ζ = η = −1. From v2 ∈ S it follows that (β − γ )p = 0 and
(β − γ )s = 0. Hence, β = γ . We conclude that S is one of the algebras described in (ii).
Case 2. a = 0 and b = 0. We may assume that b = 1. From e1v − ve1 ∈ S we deduce that
r = −cq . Next, from e1v + ve1 ∈ S we obtain the equations
(ζ + η − 4)p = (ζ + η − 4)s = 0, (ζ + η + 2)q = 3(γ − β),
from e1v − ve1 ∈ S the equations
(ζ − η − 6q)p = (ζ − η − 6q)s = 0, (ζ − η − 6q)q = −3(β + γ ),
784 D.Ž. Ðokovic´, K. Zhao / Journal of Algebra 282 (2004) 758–796and from v2 ∈ S the equations
(ζ + η)(2cs + c2p − p) = 0, (β − γ )(s + cp) = 0.
Since βγ = 0, these equations imply that q = 0. We now claim that p = s = 0. This is
obvious if ζ + η = 4. Otherwise, the above system of equations gives β − γ = −2q = 0,
s = −cp, and now the equation 2cs + c2p − p = 0 implies that p = 0, and so s = 0. This
proves our claim. We now update our vector v by setting p = s = 0.
From v2 ∈ S we now deduce that ε + (β − γ )q + q2 = 0. It follows that β = γ . From
the above equations we now obtain that (ζ + η + 2)q = 0 and
q = 3(γ − β)
ζ + η + 2 = −λ.
The equalities listed in (iii) now follow easily.
Case 3. a = b = 0 and c = 0. There is a monomial matrix in SO(3) which (under the
adjoint action) fixes the idempotent e1 and switches the vectors x2 − λy2 and x3 + λy3.
Hence this case reduces to the previous case. 
Proposition 5.14. Let (A,µ) ∈ F6 be a division algebra such that ζ + η = 0 and
ε(1 − ζ − η) > 0. Define λ as in Theorem 5.12(i) and let z = (λx1 + e1)/(ζ + η)
be the corresponding idempotent. Then 〈x1, e1〉 is the unique 2-dimensional subalgebra
containing z except when (A,µ) ∈ F2. In the exceptional case there are infinitely many
additional such subalgebras S = 〈z, v〉, where v is an arbitrary nonzero vector from the
three-dimensional subspace
〈e1,2λx2 + 3y3,2λx3 + 3y2〉.
Proof. Let S = 〈z, v〉 be a 2-dimensional subspace containing the idempotent z. We may
assume that
v = px2 + qx3 + ay1 + by2 + cy3 + dy4 + ey5,
where p,q, a, . . . , e are some scalars.
First of all we use the definition of λ to express ε in terms of ζ, η, and λ:
ε = 3(1 − ζ − η)
4λ2
.
We now distinguish three cases.
Case 1. p = 0. We may, as well, assume that p = 1. From zv + vz ∈ S we deduce that
b = cq . After updating v, zv − vz ∈ S implies that c = −2αλ/3.
Next from zv + vz ∈ S we obtain the equations
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(4αλ2 − 9)[(2αλ2(ζ + η)+ 3(ζ + η − 1))+ 3λ(β − γ )q]= 0.
It follows that either
α = 9
4λ2
or β = γ and α = 2ε
ζ + η .
In the former case, zv + vz ∈ S gives e = 0. Then from zv − vz ∈ S we obtain the
equations λ(β + γ ) = (ζ − η)q and λ(β + γ )q = η − ζ . Hence ζ = η and γ = −β . From
zv + vz ∈ S it follows now that a = d = 0. Finally, v2 ∈ S implies that ζ = 1/2. Then
ζ + η − 1 = 0, which is a contradiction.
Thus the latter case must occur. Then from zv − vz ∈ S we obtain the equations
(ζ − η)(ζ + η − 1)(ζ + η − 2)q = 2βλ(ζ + η)(ζ + η + 2),
(ζ − η)(ζ + η − 1)(ζ + η − 2) = −2βλ(ζ + η)(ζ + η + 2)q.
Since ζ + η = 0 and ζ + η − 1 = 0, it follows that ζ + η = −2 and ζ = η = −1. Now
zv + vz ∈ S gives that a = 0 and e = 2d . Thus we obtain the exceptional case.
Case 2. p = 0, q = 0. Without any loss of generality, let q = 1. From zv + vz ∈ S we
deduce that c = 0. From zv− vz ∈ S we obtain that b = −2αλ/3. Now v2 ∈ S gives a = 0.
Next, zv + vz ∈ S gives (β − γ )(2d − e) = 0 and zv − vz ∈ S gives (β + γ )(2d − e) = 0.
Hence e = 2d .
Now zv + vz ∈ S gives (β − γ )(9 − 4αλ2) = 0 while zv − vz ∈ S gives (β + γ )(9 +
4αλ2) = 0 and α(ζ − η)(3 + 4αλ2) = 0. We deduce that α = ±9/4λ2 and ζ = η. Now
v2 ∈ S gives that β = γ , and so α = −9/4λ2. Finally, zv + vz ∈ S gives ζ = −1. Hence
again we have the exceptional case.
Case 3. p = q = 0. From zv + vz ∈ S we deduce that b = c = 0. Assume now that a = 0.
We can set a = 1. Then v2 ∈ S gives that 2e2 +de−d2 = 1 and so e = 0. Next, zv+vz ∈ S
gives λ(β − γ )(e − 2d) = ζ + η − 4 and zv − vz ∈ S gives λ(β + γ )(e − 2d) = ζ − η.
Hence we have e = 2d + (ζ − 2)/λβ . From zv ∈ S we now obtain 4λ2β2 + (ζ − 2)2 = 0,
i.e., we have a contradiction.
Next assume that a = 0. Then zv + vz ∈ S gives (β − γ )(2d − e) = 0 and zv − vz ∈ S
gives (β + γ )(2d − e) = 0. We deduce that e = 2d and so 〈z, v〉 = 〈x1, e1〉. 
Proposition 5.15. Let (A,µ) ∈F6 be a division algebra such that β = γ and ζ + η = −2.
Define the idempotent z = ax1 + dy4 − y5/2 as in Theorem 5.12(ii). (Recall that a > 0,
−1 < d < 1/2 and a is uniquely determined by d .) The 2-dimensional subalgebras
containing the idempotent z are the subalgebras S = 〈z, v〉 where:
(i) v is any nonzero vector from the 3-dimensional subspace
V = 〈e1, ax2 − (1 + d)y3, (1 + d)x3 − aεy2〉.
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(ii) v = ax2 − (1 + d)y3 if α = −ε and d = −1/2 (and, consequently, a = 1/
√
2ε ).
(iii) v = (1 + d)x3 − aεy2 if α = −ε and d = 0 (and, consequently, a = 1/
√
2ε ).
(iv) v = (1 + d)(α + ε)(ax2 − (1 + d)y3) + (1 + 2d)(1 + ζ )((1 + d)x3 − aεy2) = 0 and
d is a solution of the equation
(
(α + ε)2 + 4ε(1 + ζ )2)(4d + 1)2 = 9(α + ε)2 + 4ε(1 + ζ )2.
(v) v = e1 if ζ = −1 or d = −1/4 (and, consequently, a = 3/4√ε ).
Proof. We may assume that v = bx2 + cx3 + py1 + qy2 + ry3 + sy4 + ty5 where b, . . . , t
are some scalars.
Case 1. b = 0. We may assume that b = 1. From zv + vz ∈ S we obtain that εc = qr and
2aε = r(1 + 4d + 2ar). Hence, c = qr/ε and r = 0. Next, v2 ∈ S gives pr(ε + q2) = 0.
As β = γ , we have ε > 0 and we conclude that p = 0. By updating v and recomputing v2,
we find first that t = 2s and then that r = −(1 + d)/a.
Next, zv − vz ∈ S implies that
(α + ε)qs = 0, (1 + 4d)(1 + ζ )s = 0.
If ζ = −1, then zv − vz ∈ S gives the equations (α + ε)q = 0 and
2(1 + d)2(α + ε)q2 + ε2(1 − d − 2d2 + 2a2α)= 0.
Thus 1 − d − 2d2 + 2a2α = 0 and, since 1 − d − 2d2 = 2a2ε, we conclude that α = −ε.
As v ∈ V , S is of the form specified by (i). From now on we assume that ζ = −1.
If d = −1/4, then a = 3/4√ε and zv − vz ∈ S gives that α = −ε and ζ = −1,
a contradiction. From now on we assume that d = −1/4.
It remains to consider the possibility s = 0. Then zv − vz ∈ S gives the equations
q
(
(1 + d)(α + ε)q + (1 + 2d)(1 + ζ )ε)= 0,
(α + ε)((1 + d)2q2 + a2ε2)+ ε(1 + d)(1 + 4d)(1 + ζ )q = 0.
Thus α = −ε if and only if q = 0. In that case we also obtain that d = −1/2 and so the
subalgebra is given by (ii). Otherwise, d = −1/2 and
q = −ε(1 + 2d)(1 + ζ )
(1 + d)(α + ε) .
Now zv − vz ∈ S gives the equation from (iv) and so S is the subalgebra described in (iv).
Case 2. b = 0 and c = 0. We may assume that c = 1. From zv+vz ∈ S we obtain that r = 0
and 2aε + q(1 + 4d − 2aq) = 0, and so q = 0. Now v2 ∈ S gives p = 0. After updating
the vector v, we deduce from the same condition that t = 2s and q = (2d − 1)/2a. From
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ζ = −1, then S is one of the algebras in (i). Otherwise d = s = 0 and S is given by (iii).
Case 3. b = c = 0. From zv + vz ∈ S we obtain that q = r = 0. Assume first that p = 0.
We may set p = 1. Then zv + vz ∈ S gives that 2t (d − 2) = s(4d + 1). As d = 2, we can
express t in terms of s and then v2 ∈ S gives the equation 9(1 + d)(2d − 1)s2 = 2(d − 2)2
which is contradictory since −1 < d < 1/2.
Now let p = 0. Then zv − vz ∈ S implies that t = 2s. Since v = 0, we have s = 0 and
we may assume that v = e1. Now ze1 − e1z ∈ S implies that (1 + 4d)(1 + ζ ) = 0. Hence
S is one of the subalgebras in (v). 
We now give examples of 4-dimensional and 8-dimensional real division algebras hav-
ing a 1-dimensional subalgebra which is not contained in any 2-dimensional subalgebra.
Corollary 5.16. Let (A,µ) ∈ F6 be a division algebra with β = γ , ζ + η = −2, and
α = −ε and ζ = −1. Then the idempotents described in Theorem 5.12(ii) do not belong
to any 2-dimensional subalgebra. On the other hand, they belong to the 4-dimensional
subalgebra 〈x1, y1, y4, y5〉.
Proof. This follows immediately from the proposition. 
Note that division algebras mentioned in this corollary indeed exist: we can start with a
generalized pseudo-octonion algebra and slightly change the structure constants ζ, η, and α
so that ζ = −1, α = −ε while ζ + η = −2.
5.5. Four-dimensional subalgebras of (A,µ)
In this subsection we classify the 4-dimensional subalgebras of a division algebra
(A,µ) ∈F6. We denote by G the automorphism group of (A,µ).
Proposition 5.17. If (A,µ) is a generalized pseudo-octonion algebra, then every 4-
dimensional subalgebra S is G-conjugate to 〈x1, y1, y4, y5〉.
Proof. By Proposition 2.2, there is a y ∈ S such that y2 /∈ Ry . By replacing S by a suitable
G-conjugate, we may assume that y ∈ 〈y4, y5〉. It follows that S ⊃ 〈y4, y5〉. We can choose
a nonzero element u ∈ S of the form u = ax1 + bx2 + cx3 + a′y1 + b′y2 + c′y3. By using
the action by monomial matrices from SO(3), we may assume that a or a′ is nonzero. Then
the vector v = −(y5u+uy5)/2 ∈ S and we have v = ax1 −cx3 +a′y1 −c′y3. Similarly, the
vector w = v − (y5v + vy5)/2 ∈ S and we have w = 2(ax1 + a′y1). We can now conclude
that S = 〈x1, y1, y4, y5〉. 
Lemma 5.18. If (A,µ) has a 4-dimensional subalgebra S such that S∩X = 0, then (A,µ)
is a generalized pseudo-octonion algebra.
Proof. Set SX = S ∩ X and SY = S ∩ Y . Since dim(S) = 4 and dim(Y ) = 5, we have
dim(SY ) 1.
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a subalgebra. By using the action of G, we may assume that y ∈ 〈y4, y5〉. It follows that
SY ⊃ 〈y4, y5〉. For any z ∈ SY , say,
z = ay1 + by2 + cy3 + dy4 + ey5,
we have e1z − ze1 = 3(cx3 − bx2) and e2z − ze2 = 3(ax1 − cx3). As SX = 0, we have
a = b = c = 0. It follows that SY = 〈y4, y5〉. By using the action of the monomial matrices
in SO(3), we may assume that S = 〈u,v, y4, y5〉, where
u = x1 + rx3 + ay1 + by2 + cy3,
and v ≡ x2 (mod 〈x3, y1, y2, y3〉). By computing uy4 + y4u, we deduce that β = γ and
b = c = 0. Now
uy4 − y4u− 4au= r(ζ − η − 4a)x3 + 4
(
β − a2)y1 − 2rβy3 ∈ S
implies that r = 0 and β = a2 > 0. Since
ue3 + e3u+ 12 (ζ + η)u =
1
2
a(ζ + η + 2)y1 ∈ S,
we deduce that ζ + η = −2. It follows that βζ < 0 or γ η < 0 which contradicts (5.5).
Hence we have shown that dim(SY ) = 1 and we may assume that e1 ∈ SY . There is a
unique basis {u,v,w, e1} of S such that
u = x1 + ay1 + by2 + cy3 + dy4, v = x2 + a′y1 + b′y2 + c′y3 + d ′y4,
w = x3 + a′′y1 + b′′y2 + c′′y3 + d ′′y4.
Since ue1 − e1u = (ζ − η)x1 + 3(bx2 − cx3) and S ∩ X = 0, we obtain that ζ = η and
b = c = 0. Now from ue1 + e1u + 2u = (ζ + η + 2)x1, we obtain that ζ = η = −1. As
3u2 + 4(ε + a2 + d2)e1 = 6(β − γ )(dy1 − ay4) and a = 0 or d = 0, we must have β = γ .
Next, ve1 + e1v − v = −3(a′y1 + d ′y4) gives a′ = d ′ = 0. Since
ve1 − e1v − 3b′v + 3c′w = 3c′
(
a′′y1 + (c′′ − b′)y3 + d ′′y4
)+ 3(β − (b′)2 + b′′c′)y2,
we deduce that c′a′′ = c′d ′′ = c′(b′ − c′′) = 0 and β = (b′)2 − b′′c′. Since ζ = −1, we
have β < 0 and so b′′c′ > 0. We deduce that a′′ = d ′′ = 0, c′′ = b′ and b′′ = ((b′)2 −β)/c′.
From v2 ∈ S we now deduce that b′ = −a and d = (ε+a2 − (c′)2)/2c′. Next, from w2 ∈ S
we deduce that β = −ε and from uv − vu ∈ S that α = −ε. Hence (A,µ) is a generalized
pseudo-octonion algebra. 
Theorem 5.19. Let (A,µ) ∈ F6 be a division algebra and G = Aut(A,µ). Any 4-dimen-
sional subalgebra is G-conjugate to 〈x1, y1, y4, y5〉 except when the structure constants
α,β, γ , and ε can be expressed in terms of ζ , η, and the additional parameter λ as
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ε = λ2(ζ + η − 1)/3.
In the exceptional case there is another conjugacy class with a representative
〈x1, e1, x2 − λy2, x3 + λy3〉.
(Note that, in the exceptional case, β = γ , ζ + η = −2, and λ = 3(β − γ )/(ζ + η + 2).)
Proof. By Proposition 5.17, we may assume that (A,µ) is not a generalized pseudo-
octonion algebra. We also remark that it is straightforward to verify that the 4-dimensional
subspace given above in the exceptional case is indeed a subalgebra.
Let S be a 4-dimensional subalgebra and set SX = S ∩ X and SY = S ∩ Y . Since any
2-dimensional subspace of X generates A, we have dim(SX) 1. By the previous lemma,
SX = 0. Hence SX has dimension 1 and we may assume that SX = 〈x1〉. It follows that
e1 ∈ SY .
Let y ∈ SY be arbitrary and write y = ay1 + by2 + cy3 + dy4 + ey5. Since e1y − ye1 =
3(cx3 − bx2), we have b = c = 0. If a = 0 for some y ∈ SY , then S = 〈x1, y1, y4, y5〉.
From now on we may assume that SY = 〈e1〉. We can choose vectors
u = x2 + ay1 + by2 + cy3 + dy4, v = x3 + py1 + qy2 + ry3 + sy4
such that S = 〈x1, e1, u, v〉.
Since e1u+ ue1 and e1v + ve1 belong to S, we must have
a(ζ + η − 4) = d(ζ + η − 4) = c(ζ + η + 2) = 0, b(ζ + η + 2)= 3(γ − β),
p(ζ + η − 4) = s(ζ + η − 4) = q(ζ + η + 2) = 0, r(ζ + η + 2) = 3(β − γ ).
We now distinguish three cases.
Case (i). ζ + η = 4. Then c = q = 0 and r = −b = (β − γ )/2. From ue1 ∈ S we obtain
that
12β = (β − γ )(2(1 + ζ )+ 3(β − γ )),
which implies that β = γ . From x1u + ux1 ∈ S we deduce that ε = (β − γ )2/4 and so
β = γ . Then u2 ∈ S gives the equation ζ(β−γ ) = 3β−2α−γ . Hence S is the exceptional
subalgebra.
Case (ii). ζ + η = −2. Then a = d = p = s = 0 and β = γ . Consequently, ε > 0. Since
u2 ∈ S, we obtain that bc = 0 and ε = c2 − b2. It follows that b = 0 and c = ±√ε.
Similarly, v2 ∈ S gives r = 0 and q = ±√ε. From uv ∈ S we obtain that c = q and from
x1u ∈ S we obtain α = β and ζ = −1. Finally, e1v ∈ S gives β = −ε. This contradicts our
assumption that (A,µ) is not a generalized pseudo-octonion algebra.
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defined in the theorem. The expressions for α,β, γ and ε in terms of ζ, η and λ now follow
from the facts that ue1, u2 and x1u−ux1 belong to S. The first one implies that β = γ . 
We remark that the exceptional case in the above theorem indeed occurs. An example
is provided by the division algebra whose structure constants are specified in example (iv)
given after the proof of Proposition 5.7. (It corresponds to λ = 5/4.)
We give examples of 8-dimensional real division algebras having a 2-dimensional
subalgebra which is not contained in any 4-dimensional subalgebra.
Corollary 5.20. Let (A,µ) ∈F2 be a division algebra with α = β . Then the 2-dimensional
subalgebras S = 〈z, v〉 described in Proposition 5.14, with v and e1 linearly independent,
are not contained in any 4-dimensional subalgebra.
Proof. The condition imposed on v implies that S ∩ Y = 0. As α = β , (A,µ) is
not a generalized pseudo-octonion algebra and so (see Propositions 3.3 and 5.9) its
automorphism group is G = SO(3). Since β = γ , any 4-dimensional subalgebra, say B ,
is G-conjugate to 〈x1, y1, y4, y5〉. Consequently, any 2-dimensional subspace of B has a
nonzero intersection with Y . Hence S cannot be contained in B . 
5.6. When is (A,µ) 1-generated?
The main result of this subsection is Theorem 5.23 which asserts, roughly speaking, that
the generic algebras (A,µ) ∈F6 are 1-generated.
In real flexible division algebras every element generates a subalgebra of dimension
 2 (see [1]). In particular, this is true in generalized pseudo-octonion algebras. We now
ask: Which division algebras in F6 have this property? It turns out that such algebras form
a 2-parameter family (which contains the 1-parameter subfamily of generalized pseudo-
octonion algebras).
Proposition 5.21. Let (A,µ) ∈ F6 be a division algebra. Then every z ∈ A generates a
subalgebra of dimension  2 if and only if (A,µ) ∈F2.
Proof. If (A,µ) ∈ F2 one has to verify that, for every z ∈ A, the subspace spanned by
z, z2, z · z2, z2 · z, and z2 · z2 has dimension  2. This can be done by a straightforward
computation. In fact, without any loss of generality, one can assume that z is given by (5.3).
To prove the converse, we first take z = x1 + y2 and compute
z2 = −(ζ + η)x3 + (γ − β)y3 + 23 (2 − ε)y4 +
2
3
(1 − 2ε)y5. (5.8)
Since the last two coordinates of z · z2 are 0, this vector must be a scalar multiple of z. We
deduce that
3β = γ (1 − ζ − η), 2ε = α(ζ + η)+ (β − γ )ζ.
D.Ž. Ðokovic´, K. Zhao / Journal of Algebra 282 (2004) 758–796 791Similarly, by using z2 · z, we obtain the equations
3γ = β(1 − ζ − η), 2ε = α(ζ + η)+ (γ − β)η.
It follows that
(β − γ )(ζ + η) = 0, (β − γ )(ζ + η − 4) = 0.
Hence β = γ , ζ + η = −2, and α = −ε.
Finally, we make use of the vectors z, z2, and z · z2, where z is given by (5.3). By
expressing these vectors as linear combinations of the basis vectors and by computing the
determinant of the 3×3 submatrix on the left-hand side of the coefficient matrix, we obtain
the expression
8abc(2e− d)(e − 2d)(d + e)(1 + ζ ).
As this has to be 0 for all such vectors z, we infer that ζ = −1. Hence, (A,µ) ∈F2. 
Our next goal is to prove a similar result when the bound 2 in condition (i) is replaced
by 4. We need a lemma.
Lemma 5.22. Assume that a division algebra (A,µ) ∈ F6 is not 1-generated, i.e., every
z ∈ A generates a subalgebra of dimension  4. Then
(i) ζ + η = 0.
(ii) If β = γ , then α = −ε and ζ = η = −1, i.e., (A,µ) ∈F2.
Proof. Let S be the 7×8 matrix whose consecutive rows are the coordinates of the vectors:
z, z2, z · z2, z2 · z, z2 · z2, z · (z · z2), (z · z2) · z,
where z = x1 + ay2 and a is a parameter. Denote by D(I ;J ) the determinant of the
5 × 5 submatrix of S whose row respectively column indices are given by the sequence
I respectively J . If (A,µ) is not 1-generated, all of these determinants must vanish.
We prove (i) by contradiction. Thus assume that η = −ζ . Then we find that
D(1, . . . ,5;1,2,4,6,7)= 8
3
a6(β − γ )2(4ε − (β − γ )2) · (2ε − ζ(β − γ )).
Since ζη < 0, it follows from (5.5) that βγ < 0 and ε < 0. Hence, the above determinant
is nonzero for a = 0, a contradiction.
To prove (ii), we compute the following determinant:
D(1, . . . ,5;1,3,4,5,7)= −2
27
a4β(ζ + η)(ζ + η + 2)3 · (2ε + (3ζ + 3η − 4)a2)
× (4a4 + ε(3ζ + 3η − 4)a2 − 2ε2).
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deduce that η = −2 − ζ . Using this, we now obtain that
D(1,2,4,6,7;1,3,5,6,8)= −64
81
a3(1 + ζ )(2a2 − ε)S,
where S is a polynomial in a of degree 6 with leading coefficient 16β(1 + ζ )2. We thus
conclude that ζ = −1 (and also η = −1).
An additional computation gives
D(1,2,4,6,7;2,3,5,6,8)= −32
3
a4ε(α + ε)3((α − 6β)a2 − 2αε).
As this must be 0 for all values of a, we conclude that α = −ε and (ii) is proved. 
It follows from this proposition that if β = γ and at least one of the equalities α = −ε,
ζ = η = −1 fails, then (A,µ) is 1-generated.
We can now decide which division algebras (A,µ) are 1-generated.
Theorem 5.23. A division algebra (A,µ) ∈F6 is 1-generated except when (A,µ) ∈F2. If
β = γ and ζ + η = 0, then it is generated by x1 + y2.
Proof. By Lemma 5.22(ii), it suffices to show that (A,µ) is 1-generated when β = γ . By
Lemma 5.22(i), this is indeed so if ζ + η = 0. Hence it suffices to prove the last assertion
of the theorem. Thus from now on we assume that β = γ and ζ + η = 0.
Let S denote the subalgebra generated by the element z1 = x1 + y2, and let z2 = z21 (see
(5.8)) and
z3 = z1z2 + z2z1 = ax1 + (β − γ )(ζ + η)x2
(
mod 〈y1, . . . , y5〉
)
,
z4 = z22 −
2
3
(1 + ε)(ζ + η)z2 = py3 + qy4 + ry5,
where a,p, q, r are some scalars.
Assume that z4 = 0. Then 1+ε = 0 and a scalar multiple of z2 is a nonzero idempotent.
By Theorem 5.12, z2 must be a linear combination of x3 and e3 = (y4 − y5)/2. As β = γ ,
we have a contradiction. Hence z4 = 0.
By inspecting the coefficients of x1, x2, x3 in the expressions for the vectors z1, . . . , z4,
we deduce that these four vectors are linearly independent.
Now assume that S = A. Then S = 〈z1, . . . , z4〉 and, by Lemma 5.18, there exists a
nonzero z ∈ S ∩ X, say z = a′z1 + b′z2 + c′z3 + d ′z4. By inspecting the coefficients of y1
and y2, we conclude that a′ = c′ = 0, p = 0 and z ∈ 〈x3〉. Consequently, S also contains
the idempotent e3. As the vectors x1 + y2, x3, z3, z4, and e3 are linearly independent and
belong to S, we have a contradiction.
Hence we have shown that S = A. 
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It follows from Theorem 1.1 that, for 8-dimensional real division algebras, the
derivation algebra is always isomorphic to a subalgebra of the derivation algebra of the
octonions (compact G2). The analogous assertion for the automorphism groups of these
algebras is false: The identity component of the automorphism group of the 8-dimensional
real division algebras described in [3, Theorem 3.2] is isomorphic to PSU(3), which does
not occur as a (Lie) subgroup of G2.
There exist 4-dimensional real division algebras which are generated by one element.
For instance, consider the 8-dimensional division algebra given by Theorem 3.1 where
β = γ = δ = ζ = σ = 1 and ε = η = θ = ρ = −1. Then the element x1 + y1 generates
the 4-dimensional subalgebra 〈u,x1, y1, y4〉. There exist also 8-dimensional real division
algebras which are generated by a single element, e.g., see Theorem 5.23.
We list several open problems connected with our investigations. Let m,n ∈ {1,2,4,8}.
Problem 1. Determine all compact Lie (and, in particular, all finite) groups G such that
G ∼= Aut(A,µ) for some real division algebra (A,µ) of dimension m.
For m = 2 the answer is given in Section 2.
We have shown (see Proposition 3.3) that if (A,µ) is of type 2A1, then Aut(A,µ) has
to be isomorphic to SO(4). For instance, the direct product of two copies of SO(3) (or
SU(2)) cannot be the automorphism group of any real division algebra.
Similarly, we have shown that if a real division algebra (A,µ) is of type A2, then its
automorphism group is one of SU(3), SU(3)Z2 or PSU(3).
Problem 2. If m < n, is every m-dimensional real division algebra a subalgebra of an
n-dimensional real division algebra?
The answer is affirmative if m = 1 (trivial) or 2 (see Theorem 4.2). Hence only the case
m = 4, n = 8 remains open.
In connection with Proposition 5.21 we raise the following problem.
Problem 3. Classify the real division algebras (A,µ) such that every z ∈ A generates a
subalgebra of dimension  2.
We conclude with yet another problem directly related to this paper.
Problem 4. Find necessary and sufficient conditions for the algebra (A,µ) given by
Tables 2 or 4 to be a division algebra.
For the algebra defined by Table 2, such conditions were obtained in [8] in the special
case when the equalities (4.1) hold.
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z4 z5 z6
3 σ1z4 + σ2z5 −σ2z4 + σ1z5 −σ2z2 + σ1z6
3 σ3z4 + σ4z5 −σ4z4 + σ3z5 −σ4z2 + σ3z6
−z2 z6 −z5
z1 −z3 v
z6 z2 −z4
−u v z3
−v −u z1
−z3 −z1 −u
y3 y4 y5
−ζ x2 + βy2 2βy1 ζ x1 − βy1
−ζ x1 − βy1 −ζ x2 − βy2 2βy2
2β(y4 + y5) ζ x3 − βy3 −ζ x3 − βy3
−δx2 + θy2 2δx1 −δx1 + θy1
5) δx1 + θy1 −δx2 − θy2 2δx2
2θ
3 (y4 − y5) −δx3 + θy3 −δx3 − θy3
δx3 + θy3 2θ3 (y4 + 2y5) 2θ3 (y4 − y5)
δx3 − θy3 2θ3 (y4 − y5) −2θ3 (2y4 + y5)Table 2
u v z1 z2 z3
u η1u + θ1v η2u + θ2v σ1z1 + σ2z3 σ1z2 + σ2z6 −σ2z1 + σ1z
v η3u + θ3v η4u + θ4v σ3z1 + σ4z3 σ3z2 + σ4z6 −σ4z1 + σ3z
z1 τ1z1 + τ2z3 τ3z1 + τ4z3 −u z4 v
z2 τ1z2 + τ2z6 τ3z2 + τ4z6 −z4 −u z5
z3 −τ2z1 + τ1z3 −τ4z1 + τ3z3 −v −z5 −u
z4 τ1z4 + τ2z5 τ3z4 + τ4z5 z2 −z1 −z6
z5 −τ2z4 + τ1z5 −τ4z4 + τ3z5 −z6 z3 −z2
z6 −τ2z2 + τ1z6 −τ4z2 + τ3z6 z5 −v z4
Table 3
x1 x2 x3 y1 y2
x1
−2ε
3 (y4 + 2y5) αx3 + εy3 −αx2 + εy2 −2βy4 −ζ x3 − βy3
x2 −αx3 + εy3 2ε3 (2y4 + y5) αx1 + εy1 −ζ x3 + βy3 −2βy5
x3 αx2 + εy2 −αx1 + εy1 −2ε3 (y4 − y5) −ζ x2 − βy2 −ζ x1 + βy1
y1 2γy4 −ηx3 − γy3 −ηx2 + γy2 2θ3 (y4 + 2y5) δx3 + θy3
y2 −ηx3 + γy3 2γy5 −ηx1 − γy1 −δx3 + θy3 −2θ3 (2y4 + y
y3 −ηx2 − γy2 −ηx1 + γy1 −2γ (y4 + y5) δx2 + θy2 −δx1 + θy1
y4 −2γy1 −ηx2 + γy2 ηx3 + γy3 −2δx1 δx2 − θy2
y5 ηx1 + γy1 −2γy2 −ηx3 + γy3 δx1 + θy1 −2δx2
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For the convenience of the reader we include here a copy of [3, Table (4.2)] (Table 2).
The significance of this table is that every 8-dimensional real division algebra which admits
a reducible and nontrivial action of SU(3) has such multiplication table. The vectors u
and v are fixed by SU(3) and the subspace spanned by the vectors zi is an irreducible
6-dimensional module. Furthermore, SU(3) acts transitively on the unit sphere of this 6-
dimensional space.
For the convenience of the reader we give the multiplication table for the 8-dimensional
algebras in the family F8, i.e., those defined by (5.1) (Table 3). Every 8-dimensional real
division algebra A which admits an action of SO(3), and A decomposes into direct sum
of a 3-dimensional simple module, say X, and a 5-dimensional simple module, say Y , for
SO(3), has such multiplication table. Every vector y ∈ Y can be transformed by SO(3) to
a vector in the subspace 〈y4, y5〉. Furthermore, SO(3) acts transitively on the unit sphere
of X. To obtain the algebras in the subfamily F6, set δ = 1 and θ = −1.
Let (A,µ) be the 8-dimensional real algebra whose multiplication µ is given by Table 3.
We give here the matrix of the right multiplication by z, where z ∈ A is the vector given by
(5.3). The matrix of Rz:


ζ e αc −αb δ(2d − e) −ηc −ηb 0 ηa
−αc −ζ d αa −ηc δ(2e− d) −ηa −ηb 0
αb −αa ζ(d − e) −ηb −ηa −δ(d + e) ηc −ηc
β(2d − e) εc εb θe −γ c γ b −2γ a γ a
εc β(2e − d) εa γ c −θd −γ a γ b −2γ b
εb εa −β(d + e) −γ b γ a θ(d − e) γ c γ c
−2ε
3 a
4ε
3 b
−2ε
3 c 2γ a 0 −2γ c 2θ3 (d + e) 2θ3 (d − 2e)
−4ε
3 a
2ε
3 b
2ε
3 c 0 2γ b −2γ c 2θ3 (2d − e) −2θ3 (d + e)


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