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Abstract: We construct the characters for the highest weight representations of the 3d
Bondi-Metzner-Sachs (BMS3) algebra. We reproduce our character formula by looking
at singular limits from 2d CFT characters and find that our answers are identical to the
characters obtained for the very different induced representations. We offer an algebraic
explanation to this arising from an automorphism in the parent 2d CFT. We then use
the characters to construct the partition function and show how to use BMS modular
transformations to obtain a density of primary states. The entropy thus obtained accounts
for the principal part of the entropy obtained from the BMS-Cardy formula. This suggests
that BMS primaries capture most of the entropy of Flat Space Cosmologies, which are the
flatspace analogues of BTZ black holes in AdS3.
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1 Introduction
Conformal field theories (CFTs) [1] are a high energy theorist’s dream. Symmetries of
a relativistic conformal theory are constraining enough to determine many quantities of
interest, e.g. the form of the two and three point functions in arbitrary dimensions, even
without requiring the details of the underlying Lagrangian description. Powerful methods
of the conformal bootstrap [3–5] (for a modern introduction see e.g. [6]), which relies on the
crossing symmetry of 4-point functions, constrain the system further and quite severely,
and these are being currently utilised to chart out the allowed parameter space of all
relativistic CFTs. The spectrum of primary operators and the coefficients of the three
point functions (and the central charge) is all the information that is required to specify a
CFT. The bootstrap equation tells us which of these sets of data constitute CFT consistent
with fundamental requirements like crossing symmetry. As is well known, this programme
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of constraining CFTs has far reaching consequences. The modern way of understanding all
relativistically invariant quantum field theories (QFTs) is by renormalisation group flows
away from fixed points governed by CFTs. So a classification of all CFTs in a sense would
lead to the classification of all QFTs.
Conformal field theories and two dimensions
In two spacetime dimensions, CFTs become even more special [7]. The underlying symme-
try algebra is enhanced to two copies of the infinite dimensional Virasoro algebra. When
defined on the 2d plane, methods of complex variables allow us to have tremendous ana-
lytic control on the theory and the 2d theory holomorphically factorises into a chiral and
an anti-chiral sector, which are treated separately. There seems to be no prior restric-
tion to how one should put the chiral and anti-chiral sectors together. 2d CFTs arise in
the context of string theory, as the residual symmetries on the string worldsheet after the
fixing of conformal gauge, and the formulation on the complex plane, or equivalently the
Riemann sphere, corresponds to tree-level string scattering. Loop diagrams are, of course,
an integral part of any scattering computation and the higher loop contributions arise in
string theory by placing 2d CFT on higher genus surfaces. Consistency on higher genus
Riemann surfaces impose further conditions on 2d CFTs. For one loop diagrams, the sur-
face of interest is the torus and these consistency requirements lead to modular invariance
of 2d CFTs. Of late, these consistency requirements have led to what is called the modular
bootstrap and has contributed in further constraining 2d CFTs.
Modular invariance of 2d CFTs not only constrains possible CFT data, but has led
to the famous Cardy formula which computes the entropy of the theory by relating the
high energy regime to the low energy by specifically the modular S-transformation [8]. In
the context of holography, the Cardy formula has been used to great effect in matching up
with the entropy of the BTZ black holes in the bulk dual AdS3 theory [9, 10]. Recently,
these ideas have been generalised to obtain averaged three-point function coefficients of
two heavy and one light operator based on modular properties of 1-point torus amplitudes
[11–15]. It has also been shown that crossing symmetry can be translated to modular
properties, making this another avenue of implementing bootstrap-like techniques [16, 17].
Holography and flatspace
Holography in AdS spacetime suggests that the asymptotic symmetry group of the grav-
itation theory dictates the symmetries of the putative dual boundary theory. A natural
way to extend the notion of holography to non-AdS spacetimes is thus the following: one
should use canonical methods to calculate the asymptotic symmetry group of a bulk theory.
This is the group of allowed diffeomorphisms given a particular set of boundary conditions,
modded out by the trivial diffeos (the ones which lead to zero charge). One should then
attempt to realise this as the symmetry group of a field theory that lives on the asymptotic
boundary of that spacetime.
In particular, we are interested in formulating the dual theory of asymptotically flat
spacetimes. The asymptotic symmetry group of asymptotically Minkowski spacetime at
its null boundary is given by the infinite dimensional Bondi-Metzner-Sachs (BMS) group
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[18, 19]. This flies in the face on conventional wisdom, which would have suggested that
the ASG would be the Poincare group. It has been shown that even though in higher
dimensions (D > 4) using stringent boundary conditions one can restrict to the Poincare
group, in D = 3, 4, the infinite dimensional group is unavoidable. While taken to be mostly
a curiosity after its initial discovery in the 1960’s, it has been released in the recent past
that the BMS symmetries have a fundamental role to play in the physics of the infra-red
and link soft graviton theorems and memory effects in a triangle of relations (for a review
of recent developments, see e.g. [20]).
In this paper, we will be interested in BMS3 [21] and its realisation in field theories
in D = 2, which according to the formulation above, will lead to a dual theory of 3d flat
space, living on its null boundary [22] 1. Specifically, we would be interested in the con-
struction of characters of the theory and the notion of modularity in these field theories.
The calculation of characters help us construct the partition function of the BMS field
theory. In a manner similar to 2d CFTs, the partition functions of 2d theories also admit a
deformed version of modular invariance, which leads to a BMS-Cardy formula [25]. There
are solutions in 3D flatspace which are obtained by quotienting Minkowski spacetime by a
boost and a translation [26]. These are cosmological solutions called Flat Space Cosmolo-
gies, which have a cosmological horizon. The Bekenstein-Hawking entropy of these FSCs
are reproduced by the BMS-Cardy formula [25, 27].
BMS, strings and other things
In connection with the earlier motivation of string theory, it is of interest to note that
the same algebra arises as residual symmetries on the worldsheet of the tensionless bosonic
string [28–30]. So this notion of modularity would be of interest when one considers scatter-
ing of strings in the tensionless limit. In a series of famous papers Gross and Mende [31, 32],
and later Gross [33] found that there was a very large simplification in the behaviour of
string scattering amplitudes in this limit, leading to an infinite number of linear relations
between scattering amplitudes of different string states valid order by order in perturba-
tion theory. This pointed to some higher symmetry structure in this extreme stringy limit.
Modular invariance of BMS would be central to understanding this Gross-Mende regime
from the point of view of the symmetries on the worldsheet.
Intriguingly, it has been recently found that these same BMS3 symmetries arise in the
formulation of the ambi-twistor string [34, 35]. Ambitwistor strings [36] are a variant of
the original twistor string theory that provide a basis for understanding of the Cachazo-
He-Yuan (CHY) formula for scattering of massless fields in quantum field theories [37].
Modular invariance of BMS constructed earlier in [25, 38] would find its uses here as well,
as has been noted in [35].
Finally, BMS3 algebras are isomorphic to 2d Galilean CFTs [22]. In a manner similar to
relativistic CFTs, Galilean CFTs [39, 40] would govern renormalization group flow fixed
points for Galilean invariant quantum field theories. So the bootstrap programme we have
1For higher dimensional putative dual theories to flat space, see discussions in e.g. [23, 24].
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initiated in [41], augmented by constraints arising out of modularity, would help in charting
out the allowed space of GCFTs and thereby Galilean field theories.
A short summary of the paper
In this paper, we formulate the construction of characters of the BMS3 algebra in the
highest weight representations. We show two different ways of arriving at the formula for
the character in these highest weight representation, one of which follows from observations
in the algebra and the other relies on the construction of the Gram matrix of inner products.
As a robust cross-check of our answers, we reproduce the same characters in singular
limits of 2d CFT answers. We then comment at length on the surprising relation of the
characters in the highest weight representations of the BMS3 with those of the very different
induced representations computed earlier in [43] and reproduced by a calculation of 1-loop
determinants in 3d flat space [44]. Through our analysis, we find that the character makes
sense as a quantity that counts the number of possible states at a given level in the 2d
field theory. This is a strong suggestion that the BMS-Cardy formula which accounts for
the entropy of cosmological horizons in 3d flat spacetimes, could have a microscopic origin
along the lines of the Strominger-Vafa construction [42].
Outline of the paper
We start in Sec 2 with a brief review of the building blocks of the holographic correspon-
dence in 3d asymptotically flat space. In Sec 2.1, we discuss the properties of the putative
2d field theory invariant under the BMS3 algebra. The representation of interest, the high-
est weight representation, is introduced and elaborated on. We also touch upon correlation
functions, the construction of the partition function and the BMS-Cardy formula for the
counting of states. In Sec 2.2, we move on to aspects of bulk 3d physics and introduce
Flat Space Cosmologies (FSC) of asymptotically flat spacetime and comment on how the
BMS-Cardy formula captures the entropy of the cosmological horizon of the FSCs.
In Sec 3, we derive the character formula for these highest weight representations, first
from the commutation relations of the underlying algebra alone and then by looking at the
Gram matrix of inner products and constructing the trace of the operator from there. The
Gram matrix for the BMS throws up some interesting structure, the details of which we
delve into in the two appendices at the end of the paper.
In Sec 4, we reproduce the character formula earlier obtained by intrinsically BMS
methods, by singular limits from 2d CFT. We remind the reader of the two limits, the
non-relativistic and the ultra-relativistic, that take one from the two copies of the Virasoro
algebra to the BMS3 algebra. The character formula is reproduced by both these limits.
We point out why this is a big surprise and then go on to offer an explanation based on a
novel automorphism in the parent 2d CFT.
In Sec 5, as an application of the characters obtained, we derive a formula for the
density of primary states, based on the deformed modular properties of the BMS-invariant
field theory. We construct the partition function based on the characters of the highest
weight representations and then impose modularity on this to obtain a BMS-Cardy formula
for just the primaries of the field theory. In the holographic limit, this matches with the
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usual BMS-Cardy formula and thus we can say that the majority of the states contributing
to the entropy of FSCs are BMS primaries. We conclude in Sec 6 with a summary of the
results and a discussion of future directions of work.
2 BMS3 holography: a lightning review
In this section, we briefly review some important aspects of Minkowskian holography in 3d
bulk and 2d boundary case.
2.1 Aspects of dual 2d field theory
The asymptotic symmetry group for Einstein gravity in 3d asymptotically flat spacetimes
at its null boundary is given by the BMS group, the associated algebra of which is given
by [21]
[Ln, Lm] = (n−m)Ln+m + cLδn+m,0(n3 − n)
[Ln,Mm] = (n−m)Mn+m + cMδn+m,0(n3 − n),
[Mn,Mm] = 0. (2.1)
As motivated in the introduction, we would like to construct the notion of 3D flat holog-
raphy by demanding that there exists a putative dual 2D field theory living on the null
boundary that inherits this asymptotic BMS3 algebra as its underlying symmetry [22]. This
2d field theory is then used to reproduce gravitational physics in the 3D asymptotically
flat spacetime. See [23, 45] for a review of important work in this direction.
Highest weight representations
The states of the gravitational theory form representations of the underlying symmetry
algebra. Again taking a cue out of holography in AdS and also its extensions to higher
spins and dS spacetimes, we will consider the highest weight representation of BMS3. We
label the states of the dual 2d theory with the centre of the algebra which turns out to be
L0 and M0.
L0|∆, ξ〉 = ∆|∆, ξ〉, M0|∆, ξ〉 = ξ|∆, ξ〉. (2.2)
We wish to build on our CFT intuition and thus define BMS primary states as the states
|∆, ξ〉 which have the lowest value of ∆ for a given ξ. Since acting Ln and Mn on |∆, ξ〉
lowers the eigenvalue of L0 by n
L0Ln|∆, ξ〉 = (∆− n)Ln|∆, ξ〉, L0Mn|∆, ξ〉 = (∆− n)Mn|∆, ξ〉, (2.3)
we would impose that
Ln|∆, ξ〉 = Mn|∆, ξ〉 = 0 ∀n > 0. (2.4)
It will be particularly convenient (but not essential) to have the BMS analog of the state-
operator correspondence and hence we will demand that the states |∆, ξ〉 are created by
acting the primary field φ∆,ξ on the vacuum
φ∆,ξ(0, 0)|0〉 = |∆, ξ〉. (2.5)
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Here the vacuum is the one which is annihilated by the global sub-algebra {L0,±1,M0,±1},
which is the Poincare sub-algebra iso(2, 1) of BMS3.
We can increase the eigenvalue of L0 by acting the raising operator L−n andM−n on the
BMS primary states. The set of all states obtained from |∆, ξ〉 and their linear combination
is called the BMS module for |∆, ξ〉. We will denote this module by B(cL, cM ,∆, ξ). Then
the Hilbert space of the BMS theory is the direct sum of the BMS module of all primaries
present in the theory
HBMS(cL, cM ) =
⊕
(∆,ξ)
B(cL, cM ,∆, ξ). (2.6)
States in the module has the general form
Lk1−1L
k2−2....L
kl
−lM
q1
−1M
q2
−2....M
qr
−r|∆, ξ〉 ≡ L−→kM−→q |∆, ξ〉, (2.7)
where
−→
k = (k1, k2, ...., kl) and
−→q = (q1, q2, ...., qr) and its L0 eigenvalue is given by
L0L−→kM−→q |∆, ξ〉 = (N + ∆)L−→kM−→q |∆, ξ〉, where N =
∑
i
iki +
∑
j
jqj . (2.8)
N is called the level of the state and states in the BMS module are grouped according to
their level. For example, level 0 consists of the BMS primary |∆, ξ〉 and level 1 consists of
L−1|∆, ξ〉 and M−1|∆, ξ〉. We have given the states upto level 3 in table below.
Level States
N=0 |Ψ1〉 = |∆, ξ〉
N=1 |Ψ1〉 = L−1|∆, ξ〉, |Ψ2〉 = M−1|∆, ξ〉
N=2
|Ψ1〉 = L2−1|∆, ξ〉, |Ψ2〉 = L−2|∆, ξ〉, |Ψ3〉 = L−1M−1|∆, ξ〉, |Ψ4〉 = M−2|∆, ξ〉
|Ψ5〉 = M2−1|∆, ξ〉
N=3
|Ψ1〉 = L3−1|∆, ξ〉, |Ψ2〉 = L−1L−2|∆, ξ〉, |Ψ3〉 = L2−1M−1|∆, ξ〉,
|Ψ4〉 = L−3|∆, ξ〉, |Ψ5〉 = L−2M−1|∆, ξ〉, |Ψ6〉 = L−1M−2|∆, ξ〉,
|Ψ7〉 = M−3|∆, ξ〉, |Ψ8〉 = L−1M2−1|∆, ξ〉, |Ψ9〉 = M−1M−2|∆, ξ〉, |Ψ10〉 = M3−1|∆, ξ〉
Table 1. States in the BMS module upto level 3
We will denote the number of states at level N by d˜imN . This will be equal to the
number of partitioning the integer N using two color (corresponding to the L’s and M ’s).
Correspondingly, given a state at level N , we can separate out the contribution of the L’s
and M ’s to the level as
N = nL + nM , nL = k1 + 2k2 + ....+ lkl, nM = q1 + 2q2 + ...sqs. (2.9)
Then it can be seen that the number of states at level N is
d˜imN =
∑
nL,nM , nL+nM=N
p(nL)p(nM ) =
N∑
m=0
p(N −m)p(m), (2.10)
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where p(n) is the number of ways to partition an integer n. As L−1 and M−1 annihilate
the vacuum, we will not have any states containing these generator in the BMS module of
the vacuum. In this case, the number of states is given by
d˜imN (vac) =
∑
nL,nM , nL+nM=N
(p(nL)− p(nL − 1))(p(nM )− p(nM − 1))
=
N∑
m=0
(p(N −m)− p(N −m− 1))(p(m)− p(m− 1)). (2.11)
Gram matrix of BMS module
We can construct a matrix by taking inner products of the states in the BMS module
Kij = 〈Ψi|Ψj〉. (2.12)
These are the Gram matrices of the BMS module. Here |Ψi〉 are the states of the BMS
module, the first few of which are listed in Table 1. The inner product is defined through
the Hermiticity properties of the generators
L†n = L−n, M
†
n = M−n (2.13)
Since states belonging to different levels are orthogonal to each other, this matrix is block
diagonal. So, we can study them for each level separately and we use the notation K(N)
for the matrix at level N . For level 1 we have two states and the Gram matrix K(1) is a
2× 2 matrix given by
K(1) =
[
〈∆, ξ|L1L−1|∆, ξ〉 〈∆, ξ|L1M−1|∆, ξ〉
〈∆, ξ|M1L−1|∆, ξ〉 〈∆, ξ|M1M−1|∆, ξ〉
]
=
[
2∆ 2ξ
2ξ 0
]
. (2.14)
For level 2 the Gram matrix K(2) is a 5× 5 matrix given by
K(2) =

4∆(2∆ + 1) 6∆ 4ξ(2∆ + 1) 6ξ 8ξ2
6∆ 4∆ + 6cL 6ξ 4ξ + 6cM 0
4ξ(2∆ + 1) 6ξ 4ξ2 0 0
6ξ 4ξ + 6cM 0 0 0
8ξ2 0 0 0 0
 . (2.15)
Note that the matrix K(1) and K(2) has a particular triangular structure i.e., non-zero
anti-diagonal elements and all matrix entries on the right hand side of the anti-diagonal
line are zero. This is due to the particular way we order the basis states in Table 1. It is
helpful to know the structure of the Gram matrix. For example, we can see that due to the
triangular structure we have just mentioned, the determinant of K(1) and K(2) are simply
given by the product of their anti-diagonal elements. We explore in detail the structure
of Gram matrix for general levels in Appendix A. This will in turn be used to find the
character of the BMS module in Sec 3.2.
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Correlation functions, partition function and modular invariance
The BMS3 invariant field theories that we propose as dual field theories to asymptotically
3d flat spacetimes, live on its null boundary. These theories are thus defined on a spacetime
metric that is degenerate:
ds2I+ = 0× du2 + dθ2, (2.16)
where u is the null-direction and θ is the angular co-ordinate at null infinity. The topology
of the boundary is IRu × S1. The vector fields that represent the BMS3 algebra on this
boundary are given by:
Ln = e
inθ (∂θ − inu∂u) , Mn = einθ∂u (2.17)
We can fix the 2 and 3 point correlation functions of BMS primary operators upto con-
stants by considering the action of only the Poincare sub-algebra {L0,±1,M0,±1} [38]. The
expression for the 2-point function for primary operators with weights (∆, ξ) turns out to
be [38]
G
(2)
BMS(θ1, u1, θ2, u2) = C1
(
2 sin
θ12
2
)−2∆
exp
(
−ξu12 cot θ12
2
)
. (2.18)
One can glue together the two ends of the boundary cylinder to define the theory on a
torus and here is where the notion of modular invariance comes in. We will define the
partition function of the BMS field theory by
ZˆBMS(σ, ρ) = Tr e
2piiσL0e2piiρM0 =
∑
∆,ξ
d(∆, ξ) e2piiσ∆e2piiρξ, (2.19)
where d(∆, ξ) denotes the density of states. The BMS version of modular invariance [38]
reads
σ → aσ + b
cσ + d
, ρ→ ρ
(cσ + d)2
. (2.20)
This can be derived as a limit from a parent CFT. We will have more to say about this
later in the paper.
The invariance of the partition function under BMS modular transformations, specif-
ically the S-transformation, leads to the BMS-Cardy formula by relating the low-energy
spectrum to the high energy spectrum. The BMS-Cardy formula is given by [25]:
S
(0)
total = ln d(∆, ξ) = 2pi
(
cL
√
ξ
2cM
+ ∆
√
cM
2ξ
)
. (2.21)
This is the leading contribution to the entropy in the saddle-point approximation of the
integral which gives the density of states. One can also readily compute the next-to-leading
piece, which are logarithmically suppressed. This gives the total entropy to be2:
S = S
(0)
total + S
(1)
total = 2pi
(
cL
√
ξ
2cM
+ ∆
√
cM
2ξ
)
− 3
2
log
(
2ξ
c
1/3
M
)
+ constant (2.22)
Further corrections can be found systematically. Actually, the exact integral giving the
density of states should be computable analytically following [46] 3.
2The computations are done in the microcanonical ensemble
3This observation has been made by Navya Gupta.
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2.2 3d bulk physics
We have already stated that a canonical analysis of 3d Einstein gravity with asymptotically
flat boundary conditions leads to the BMS3 algebra (2.1) on its null boundary. These
asymptotically flat 3d spacetimes are characterised by metrics of the form [47, 48]
ds2 = Θ(φ)du2 − 2dudr + [2Ξ(φ) + u∂φΘ(φ)] dudφ+ r2dφ2 (2.23)
where u = t− r is the retarded time. Θ(φ) and Ξ(φ) are arbitrary functions labelling the
solutions called the mass aspect and angular momentum aspect respectively.
Flat Space Cosmologies
For the zero mode solutions, the above arbitrary functions just become the mass (M) and
the angular momentum (J) upto constants: Θ(φ) = M and Ξ(φ) = J/2 and hence the
metric takes the form:
ds2 = Mdu2 − 2dudr + Jdudφ+ r2dφ2 (2.24)
For non-zero J , these solutions are obtained as orbifolds of 3d Minkowski spacetime quo-
tiented by a boost and a translation. The solutions are called shifted-boost orbifolds [26]
and also flat space cosmologies (FSC) [51]. These are the analogues of non-extremal BTZ
black holes in AdS3. Together with their J = 0 cousins, the boost orbifold, and the
M = 0, J = 0 member, the null orbifold, these form the M ≥ 0 zero mode sector of 3d
asymptotically flat gravity. The solution space is depicted in Fig 1(b). For convenience,
we also give the zero mode solutions in AdS3 in Fig 1(a)
4. In this case, angular deficit is
the region bounded by the two lines `M = −|J | and the parabola `M = − l8G − 2Gl J2, and
the range of J given by |J | ≤ `4G .
 
Flat space 
cosmologies
Angular excess
BTZ Black 
Holes
Angular deficit
(a) (b)
Angular deficit
Angular excess
Figure 1. Phase space of Einstein gravity in asymptotically (a) AdS3 and (b) Mink3.
4We thank an anonymous referee for pointing out errors in a previous version of this figure.
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From the figure above, it seems that FSCs can be understood as a singular limit of
the non-extremal BTZ black hole. To understand this, we start off with the global AdS3
metric:
ds2 = −
(
1 +
r2
`2
)
dt2 +
(
1 +
r2
`2
)−1
dr2 + r2dφ2 (2.25)
Here ` is the AdS radius. To obtain global flat space from AdS, we need to take ` → ∞.
Now consider doing the same on the non-extremal BTZ metric:
ds2 = −(r
2 − r2+)(r2 − r2−)
r2`2
dt2 +
r2`2
(r2 − r2+)(r2 − r2−)
dr2 + r2(dφ− r+r−
r2`
dt)2. (2.26)
Here r± are the outer and inner horizons related to the mass and angular momentum of
the BTZ black hole by
r± =
√
2G`(`M + J)±
√
2G`(`M − J) (2.27)
Figure 2. Penrose diagram for Flat Space Cosmologies.
When we consider the singular flat space limit on the BTZ, we are faced with an
apparent conundrum. There are no black holes in 3d flatspace. But following our nose,
the solution becomes immediate. When we take `→∞, the outer horizon goes to infinity,
while the inner horizon stays put:
r+ →
√
8GM` = rˆ+`, r− →
√
2G
M
J = r0 (2.28)
The resulting metric becomes
ds2FSC = rˆ
2
+dt
2 − r
2
rˆ2+(r
2 − r20)
dr2 + 2rˆ+r0dφdt+ r
2dφ2. (2.29)
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The entire spacetime becomes the inside of the outer horizon of the original BTZ black
hole. The radial and temporal directions switch roles and hence this is a time dependent
cosmological solution. The Penrose diagram of this spacetime is given in Fig. 2. With
appropriate rescaling of coordinates, it is easy to see that (2.29) reduces to (2.24).
These FSCs have many interesting properties, the most striking of which is the creation
of an FSC by a Hawking-Page like phase transition from empty flat spacetime [51]. Another
interesting property, viz. relating FSC on the two separate null boundaries of flat spacetime,
I+ and I−, is explored in [52].
Entropy and bulk-boundary matching
FSCs are time-dependent solutions with cosmological horizons. r = r0 is the location of
the cosmological horizon and one can associate a Bekenstein-Hawking entropy to it:
SFSC =
2pir0
4G
=
piJ√
2GM
(2.30)
For the excited state corresponding to the BTZ blackhole in a 2d CFT, the weights are
given by [49]
h =
1
2
(`M + J) +
c
12
, h¯ =
1
2
(`M − J) + c¯
12
, (2.31)
where c = c¯ = 3`2G is the Brown-Henneaux central charge for the 2d CFT [50]. Similarly,
the BMS weights of the FSC are
ξ = M +
cM
2
,∆ = J +
cL
2
(2.32)
For 3d Einstein gravity, we have cL = 0, cM = 1/4G. In the limit of large weights, we get
ξFSC = M, ∆FSC = J. (2.33)
We plug these values into the BMS-Cardy formula (2.21), and we obtain a perfect matching:
S(0) = 2pi∆FSC
√
cM
2ξFSC
=
piJ√
2GM
= SFSC (2.34)
The logarithmic corrections to this also turn out to be of a form expected from the gravi-
tational analysis. For more details, the reader is referred to [38]. We should also point out
here that the BMS-Cardy formula has also been derived as a limit from the inner horizon
Cardy formula [53] in [54, 55]. This has been further used to compute entanglement en-
tropy [56, 57] in BMS-invariant 2d field theories via the so-called Rindler method in [58].
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3 Highest Weight Characters for BMS
A torus can be obtained by gluing two ends of a cylinder. We can also twist the cylinder
by an angle and then glue the two ends. Then the partition function on a torus twisted by
an angle θ is given by
Tr e−βH+iθP , (3.1)
where H is the Hamiltonian which generate transformation along the length of the torus
and P generate transformation along the circumference of the torus. If we mapped the
cylinder to the plane, we can rewrite H and P in terms of the generator L0 and M0 on the
plane
Tr e−βH+iθP = Tr e2piiσ(L0−cL/2)e2piiρ(M0−cM/2) ≡ ZBMS(σ, ρ). (3.2)
3.1 Formula for character and partition function
Let us first briefly recall the definition of trace of a linear operator Oˆ acting on a vector
space V . If we choose the basis of V to be |Ψi〉, the action of Oˆ on any basis is given by
Oˆ|Ψi〉 =
∑
j
Oij |Ψj〉. (3.3)
Trace of the operator Oˆ over V is defined as sum of the diagonal elements
Tr Oˆ ≡
∑
i
Oii. (3.4)
For the BMS partition function, Oˆ = e2piiσ(L0−cL/2)e2piiρ(M0−cM/2), and V is the Hilbert
space HBMS(cL, cM ) of the BMS theory. As the operator Oˆ does not mix states belonging
to different BMS modules, we can take trace over each module separately. This give us the
character of the module
χ(cL,cM ,∆,ξ)(σ, ρ) = Tr∆,ξ e
2piiσ(L0−cL/2)e2piiρ(M0−cM/2), (3.5)
where Tr∆,ξ means trace over the states belonging to the module B(cL, cM ,∆, ξ). The
partition function is then given by summing over the characters of the primary fields in
the theory
ZBMS(σ, ρ) =
∑
∆,ξ
D(∆, ξ)χ(cL,cM ,∆,ξ)(σ, ρ), (3.6)
where D(∆, ξ) is multiplicity or density of the primaries with weight (∆, ξ).
Trace at level 1
Now, let us try to find an expression for the character χ(cL,cM ,∆,ξ)(σ, ρ). As we just stated
above, Oˆ does not mix states with different levels, and hence we will consider the trace for
each level separately. Let us first look at level 1 which consists of the states L−1|∆, ξ〉 and
M−1|∆, ξ〉. First of all, since all the states in the BMS modules are eigenstates of L0, we
have
L0L−→kM−→q |∆, ξ〉 = (∆ +N)L−→kM−→q |∆, ξ〉 (3.7)
⇒ e2piiσL0L−→
k
M−→q |∆, ξ〉 = e2piiσ(N+∆)L−→kM−→q |∆, ξ〉. (3.8)
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On the other hand, for M0, we have
e2piiρM0M−1|∆, ξ〉 = e2piiρξM−1|∆, ξ〉, (3.9)
e2piiρM0L−1|∆, ξ〉 = (2piiρ)e2piiρξM−1|∆, ξ〉+ e2piiρξL−1|∆, ξ〉. (3.10)
Combining all these we have
Oˆ
(
L−1|∆, ξ〉
M−1|∆, ξ〉
)
= e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(1+∆)e2piiρξ
(
1 2piiρ
0 1
)(
L−1|∆, ξ〉
M−1|∆, ξ〉
)
. (3.11)
So, the trace over level 1 is given by
Tr∆,ξOˆ1 = 2e
−2pii(σ cL
2
+ρ
cM
2
)e2piiσ(1+∆)e2piiρξ. (3.12)
The factor of two is the number of states that we have in the BMS module at the first
level.
Trace at general level
It is straightforward to find the diagonal elements of the operator Oˆ for general level. If
we take any state L−→
k
M−→q |∆, ξ〉 at level N , the action of Oˆ on this state is given by
OˆL−→
k
M−→q |∆, ξ〉 = e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσL0e2piiρM0L−→
k
M−→q |∆, ξ〉
= e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(N+∆)
(
[e2piiρM0 , L−→
k
M−→q ]|∆, ξ〉+ L−→kM−→q e2piiρM0 |∆, ξ〉
)
= e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(N+∆)
(
[e2piiρM0 , L−→
k
M−→q ]|∆, ξ〉+ e2piiρξL−→kM−→q |∆, ξ〉
)
(3.13)
Since commutator of M0 with Ln changes Ln to Mn, i.e. [M0, Ln] = −nMn, the states
[e2piiρM0 , L−→
k
M−→q ]|∆, ξ〉 will not contain L−→kM−→q |∆, ξ〉. Therefore, from (3.13) we have
OˆL−→
k
M−→q |∆, ξ〉 = e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(N+∆) (other states)
+e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(N+∆)e2piiρξL−→
k
M−→q |∆, ξ〉. (3.14)
So, the diagonal elements of Oˆ are all the same and given by e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(N+∆)e2piiρξ.
Then the trace at level N is simply given by
Tr∆,ξ OˆN =
d˜imN∑
i=1
Oii =
d˜imN∑
i=1
e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(N+∆)e2piiρξ
= d˜imN e
−2pii(σ cL
2
+ρ
cM
2
)e2piiσ(N+∆)e2piiρξ, (3.15)
where d˜imN is the number of linearly independent descendant states at level N . Hence
χ(cL,cM ,∆,ξ)(σ, ρ) =
∑
N
Tr∆,ξ OˆN = e
−2pii(σ cL
2
+ρ
cM
2
)e2pii(σ∆+ξρ)
∑
N
d˜imNe
2piiσN .(3.16)
Substituting the expression for d˜imN given by (2.10) in the above formula, we have
χ(cL,cM ,∆,ξ)(σ, ρ) = e
−2pii(σ cL
2
+ρ
cM
2
)e2pii(σ∆+ξρ)
∑
N
∑
nL+nM=N
p(nL)p(nM )e
2piiσ(nL+nM )
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⇒ χ(cL,cM ,∆,ξ) = e−2pii(σ
cL
2
+ρ
cM
2
)e2pii(σ∆+ξρ)
∑
nL
p(nL)e
2piiσnL
∑
nM
p(nM )e
2piiσnM .(3.17)
Using the generating function of partition numbers and the definition of the Dedekind eta
function ∞∏
n=1
1
1− xn =
∞∑
n=0
p(n)xn, η(σ) = e
2piiσ
24
∞∏
n=1
(1− e2piiσn), (3.18)
we can rewrite (3.17) as
χ(cL,cM ,∆,ξ)(σ, ρ) =
e
2piiσ
12 e−2pii(σ
cL
2
+ρ
cM
2
)e2pii(σ∆+ξρ)
η(σ)2
. (3.19)
The above formula is for non-vacuum states. For the vacuum (∆ = 0, ξ = 0), we have to
use (2.11) for number of states giving us
χ(cL,cM ,0,0)(σ, ρ) =
e
2piiσ
12 e−2pii(σ
cL
2
+ρ
cM
2
)
η(σ)2
(1− e2piiσ)2. (3.20)
Finally, the partition function is given by
ZBMS(σ, ρ) =
∑
∆,ξ
D(∆, ξ)χ(cL,cM ,∆,ξ)(σ, ρ) (3.21)
=
e
2piiσ
12 e−2pii(σ
cL
2
+ρ
cM
2
)
η(σ)2
D˜(0, 0)(1− e2piiσ)2 + ∑
∆,ξ 6=0
D(∆, ξ)e2pii(σ∆+ρξ)

where we use the notation D˜(0, 0) for the density of vacuum state. If the vacuum is non-
degenerate we can simply take this to be 1. If we introduce D(0, 0) = D˜(0, 0)(1− e2piiσ)2,
the above formula can be rewritten as
ZBMS(σ, ρ) =
e
2piiσ
12 e−2pii(σ
cL
2
+ρ
cM
2
)
η(σ)2
∑
∆,ξ
D(∆, ξ)e2pii(σ∆+ρξ). (3.22)
3.2 Character in terms of inner product
If a vector space is equipped with an inner product, we can write the trace of an operator
using this inner product. Let Kij be the Gram matrix formed from the inner product of
the basis states |Ψi〉’s
Kij = 〈Ψi|Ψj〉, (3.23)
then trace of an operator Oˆ is given by
Tr Oˆ =
∑
i,j
Kij〈Ψi|Oˆ|Ψj〉, (3.24)
where Kij is the matrix inverse of Kij . It is easy to check that this is independent of the
basis we use.
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Now, let us use (3.24) to express the character of the BMS module B(cL, cM ,∆, ξ).
For the character, the operator Oˆ is once again e2piiσ(L0−cL/2)e2piiρ(M0−cM/2). Since states
in different levels are orthogonal to each other we may write
χ(cL,cM ,∆,ξ)(σ, ρ) =
∑
i,j,N
Kij(N)〈Ψ
(N)
i |Oˆ|Ψ(N)j 〉 ≡
∑
i,j,N
Kij(N)O˜
(N)
ij , (3.25)
where K(N) is the inverse of the level N Gram matrix K
(N) and the |Ψ(N)i 〉’s are basis states
of the BMS module at level N . So, we can calculate the trace for each level separately and
then add everything at the end. We will calculate this for level 1 and level 2 below and
give a general proof for arbitrary level in Appendix B.
For level 1 we have two basis states (see Table (1)) with the Gram matrix K(1) given
in (2.14). The inverse matrix K(1) is given by
K(1) =
[
0 12ξ
1
2ξ − ∆2ξ2
]
. (3.26)
For O˜(1) we have
O˜(1) = e−2pii(σ
cL
2
+ρ
cM
2
)
[
〈L1e2piiσL0e2piiρM0L−1〉 〈L1e2piiσL0e2piiρM0M−1〉
〈M1e2piiσL0e2piiρM0L−1〉 〈M1e2piiσL0e2piiρM0M−1〉
]
where 〈. . .〉 = 〈∆, ξ| . . . |∆, ξ〉. Hence we have
O˜(1) = e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(∆+1)e2piiρξ
[
(2piiρ)2ξ + 2∆ 2ξ
2ξ 0
]
. (3.27)
Then the trace over level 1 is∑
i,j
Kij(1)O˜
(1)
ij = 2e
−2pii(σ cL
2
+ρ
cM
2
)e2piiσ(∆+1)e2piiρξ. (3.28)
Here the pre-factor 2 is the number of states at level 1.
Now let us calculate the trace for level 2. Here we have five descendant states (see Table
(1)) and from (2.15) we can see that K(2) has a triangular structure with non-zero anti-
diagonal elements and all the matrix elements on the right hand side of the anti-diagonal
line being zero. Then we can see that K(2) will have opposite structure
K(2) =

0 0 0 0 1
8ξ2
0 0 0 14ξ+6cM K
25
0 0 1
4ξ2
K34 K35
0 14ξ+6cM K
43 K44 K45
1
8ξ2
K52 K53 K54 K55
 , (3.29)
with all matrix elements on the left hand side of the anti-diagonal line being zero and the
anti-diagonal elements being the inverse of that of K(2)
Kii(2) =
1
K
(2)
ii
. (3.30)
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As for the matrix O˜(2) we have
O˜(2) = e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(∆+2)e2piiρξ

O˜11 O˜12 O˜13 O˜14 8ξ
2
O˜21 O˜22 O˜23 4ξ + 6cM 0
O˜31 O˜22 4ξ
2 0 0
O˜41 4ξ + 6cM 0 0 0
8ξ2 0 0 0 0
 . (3.31)
Note that this matrix is triangular in the same way as the Gram matrix K(2) and its
anti-diagonal elements are proportional to that of K(2) by a common factor
O˜
(2)
ii = e
−2pii(σ cL
2
+ρ
cM
2
)e2piiσ(∆+2)e2piiρξK
(2)
ii . (3.32)
Since the matrix O˜(2) and K(2) are triangular in the opposite way, only the anti-diagonal
elements of both matrix will contribute to the trace
∑
i,jK
ij
(2)O˜
(2)
ij . Using this information
along with (3.30) and (3.32) we have
∑
i,j
Kij(2)O˜
(2)
ij =
5∑
i=1
Kii(2)O˜
(2)
ii = e
−2pii(σ cL
2
+ρ
cM
2
)e2piiσ(∆+2)e2piiρξ
5∑
d=1
1
= 5e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(∆+2)e2piiρξ, (3.33)
where the sum,
∑
d 1, just gave us number of states at level 2 which is 5. So, we can already
guess that for arbitrary level N∑
i,j
Kij(N)O˜
(N)
ij = d˜imN e
−2pii(σ cL
2
+ρ
cM
2
)e2piiσ(∆+N)e2piiρξ, (3.34)
in agreement with (3.15). The upper/lower triangular structure of the above matrices don’t
survive to higher order. But one can systematically organise them to arrive at the above
expression for the trace at a general level. We will prove this in Appendix B. Using the
above formula, the character is the same as (3.16)
χ(cL,cM ,∆,ξ)(σ, ρ) =
∑
i,j,N
Kij(N)O˜
(N)
ij = e
−2pii(σ cL
2
+ρ
cM
2
)e2pii(σ∆+ρξ)
∑
N
d˜imN e
2piiσN . (3.35)
4 Limiting analysis from character of 2d CFT
In this section we will re-derive our formula for BMS character (3.16) by taking limits on
the 2d CFT character.
4.1 The Virasoro character
The holomorphic part of the character for the Virasoro module generated by the primary
field with conformal weight (h, h¯) is given by
χ(c,h)(τ) = Trh q
L0−c/24. (4.1)
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where q = e2piiτ . This is easy to calculate as all the states of the Virasoro module
L−→
k
|h〉 ≡ (L−1)k1(L−2)k2 ...(L−r)kr |h〉 (4.2)
are eigenstates of L0
L0L−→k |h〉 = (n+ h)L−→k |h〉, n =
∑
l
lkl. (4.3)
The number of states with eigenvalue (h + n) (except for h = 0) is given by the partition
number p(n). So we have
χ(c,h)(τ) =
∑
n
p(n)q(n+h)−c/24. (4.4)
We have the same structure for the anti-hlomorphic part. The character for (h, h¯) is then
given by
χ(c,h)(τ)χ(c¯,h¯)(τ¯) = q
−c/24q¯−c¯/24
∑
n
p(n)qn+h
∑
n¯
p(n¯)q¯n¯+h¯. (4.5)
For the vacuum (h = 0, h¯ = 0), we will not have the states containing L−1(L¯−1) as these
generators annihilate the vacuum state. So, the character for this case will be given by
χ(c,0)(τ)χ(c¯,0)(τ¯) = q
−c/24q¯−c¯/24
∑
n
(p(n)− p(n− 1))qn
∑
n¯
(p(n¯)− p(n¯− 1))q¯n¯. (4.6)
4.2 The two limits and the limiting characters
We expect to get the character of the BMS module by taking limit on the Virasoro charac-
ter. We will do this analysis for non-vacuum primaries for both the non-relativistic (NR)
and the ultra-relativistic (UR) limits. We first remind the reader of the two different con-
traction that gets one from the two copies of the Virasoro algebra to the BMS3. The first
one is the non-relativistic contraction:
NR limit: Ln = Ln + L¯n, Mn = −(Ln − L¯n) (4.7)
The name is derived from the fact that if one looks at the generators of the Virasoro
algebra on the cylinder and takes a spacetime contraction where the speed of light is taken
to infinity, these are the linear combination of generators required to give finite answers.
One can also take the Carrollian (c → 0) or the ultra-relativistic limit instead of the NR
limit. In this case, the linear combination of generators are:
UR limit: Ln = Ln − L¯−n, Mn = (Ln + L¯−n) (4.8)
The mappings of the central terms, the weights and the modular parameters from the
relativistic to the NR/UR theory are given in the equations below:
NR limit: (c, c¯) = 6
(
cL ∓ cM

)
; (h, h¯) =
1
2
(
∆∓ ξ

)
; (τ, τ¯) = ±σ − ρ; (4.9a)
UR limit: (c, c¯) = 6
(
±cL + cM

)
; (h, h¯) =
1
2
(
±∆ + ξ

)
; (τ, τ¯) = σ ± ρ. (4.9b)
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In the NR limit, the CFT character (4.5) reduces to
χNR(σ, ρ) = lim
→0
q−c/24q¯−c¯/24
∑
n
p(n)qn+h
∑
n¯
p(n¯)q¯n¯+h¯
= lim
→0
e−2pii(σ−ρ)
6
24
(cL− cM )e−2pii(σ+ρ)
6
24
(cL+
cM

)
×
∑
n
p(n)e2pii(σ−ρ)(n+
1
2
(∆− ξ

))
∑
n¯
p(n¯)e2pii(σ+ρ)(n¯+
1
2
(∆+ ξ

))
=⇒ χNR(σ, ρ) = e−2pii(σ cL2 +ρ cM2 )e2pii(σ∆+ξρ) 1|φ(σ)|2 . (4.10)
where φ(σ) =
∏∞
n=1(1− e2piiσ). Similarly, for the UR limit, we have
χUR(σ, ρ) = lim
→0
q−c/24q¯−c¯/24
∑
n
p(n)qn+h
∑
n¯
p(n¯)q¯n¯+h¯
= lim
→0
e−2pii(σ+ρ)
6
24
(cL+
cM

)e−2pii(σ−ρ)
6
24
(−cL+ cM )
×
∑
n
p(n)e2pii(σ+ρ)(n+
1
2
(∆+ ξ

))
∑
n¯
p(n¯)e2pii(σ−ρ)(−n¯+
1
2
(∆− ξ

))
=⇒ χUR(σ, ρ) = e−2pii(σ cL2 +ρ cM2 )e2pii(σ∆+ξρ) 1|φ(σ)|2 . (4.11)
The characters in the limit, viz. χNR(σ, ρ), χUR(σ, ρ) are the same and are identical to
what we have obtained using intrinsic methods in (3.19) 5.
4.3 Equal limiting characters: the problem
At the outset, the fact that the characters in the two limits are the same and reproduce the
answer in the intrnisic analysis is not surprising given that both limits brought us to the
same algebra from the two copies of the Virasoro. But there is something deeply profound
about the above statements. We shall try to address why the matching of answers in the
two limits is extremely surprising and then go on to give some partial answer to the puzzle.
Characters are properties of the representations of a particular algebra and not the
algebra per se. For finite groups, the characters of a certain representation are the trace
of representative matrix. If two representations have equal characters, we know that these
representations are linked by similarity transformations. The Virasoro characters (4.5) are
constructed for the highest weight representations that are characterised by weights (h, h¯).
As a reminder, highest weight representations of the Virasoro are built on primary states
that defined as
L0|h, h¯〉 = h|h, h¯〉, L¯0|h, h¯〉 = h¯|h, h¯〉; Ln|h, h¯〉 = 0, L¯n|h, h¯〉 = 0 ∀n > 0. (4.12)
The Virasoro modules are built by acting raising operators on these states. What about
the BMS characters? In the first part of the paper, we constructed these in terms of highest
weight representations as well.
5We should point out that (3.19) does not contain the mod-squared as the limiting characters. But the
equality still holds. This is because in the intrinsic character, which is also follows from the NR limit, the
parameter σ is purely imaginary, thus making η(σ) purely real. The UR limit is more subtle and the reader
is referred to [43] for further details on this.
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So far, there seems to be no trouble. But let’s look at the two limits. The NR limit
(4.7) maps Virasoro highest weight states to BMS highest weight states.
(4.12)→ L0|∆, ξ〉 = ∆|∆, ξ〉,M0|∆, ξ〉 = ξ|∆, ξ〉; Ln|∆, ξ〉 = 0 = Mn|∆, ξ〉 ∀n > 0. (4.13)
Hence the fact that we reproduced the BMS highest weight characters as a NR limit of the
Virasoro characters in (4.10) is very natural, and is a robust check of our previous analysis.
On the other hand, due to the mixing of positive and negative modes in the linear
combination, the UR limit (4.8) definitely does not take the Virasoro highest weights to
BMS highest weights. This in fact maps to something call the BMS induced representations
[59–62], which are defined by:
(4.12)→ L0|∆, ξ〉 = ∆|∆, ξ〉,M0|∆, ξ〉 = ξ|∆, ξ〉; Mn|∆, ξ〉 = 0 ∀n 6= 0. (4.14)
These representations are clearly different from the highest weight representations that
we have talked about so far. In fact, the characters for these representations have been
computed by group theoretic methods in [43] (see also [63]). The UR limit thus gives us
the character of the induced representation.
The disturbing aspect of the statements made above is the fact that the characters
in the NR and UR limits are one and the same. This means that for the BMS3 algebra,
the highest weight representation and the induced representation have identical characters.
What makes things even more disturbing is the question of unitarity of the representations.
The major advantage of the induced representations is the fact that these are manifestly
unitary [59–62]. The highest weight representations, on the other hand, although extremely
useful in various holographic applications, are explicitly non-unitary. A quick look at the
equivalent of the Kac determinant at level one is enough to convince one of this. The Gram
matrix at the first level is given by (2.14). The determinant is
detK(1) = −4ξ2. (4.15)
This is negative for all real values of ξ and hence the representation is non-unitary for all
ξ > 0. The only chance of unitarity is ξ = 0. It can be shown that this also needs to be
combined with cM = 0 [64]. But one can also show that when one considers the sub-sector
with (ξ = 0, cM = 0), there is a truncation of the algebra from BMS3 to a single copy of the
Virasoro algebra [40]. One of the principle reasons we are interested in the BMS3 because
of the potential connection to holographic physics in flatspace. For that cM 6= 0. Hence
the (ξ = 0, cM = 0) is not a very interesting sub-sector
6.
So, we have seen that in a generic BMS-invariant theory, the highest weight represen-
tation is non-unitary whereas the induced representations are constructed to be unitary.
Their characters are however identical. This is a source of great intrigue.
6If, however, we venture beyond Einstein gravity, there are interesting holographic duals to this theory.
See [65] for the bosonic theory and [66] for a recent fermionic generalisation.
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4.4 Hints of a solution
One might assume that the very unexpected mapping between the two apparently in-
equivalent representations is inherently a property of the BMS3 algebra, and this happens
because of the vagaries of the limiting procedure from the 2d CFT. It has been argued that
the reason that the NR and the UR limits give the same algebra starting out from two
copies of the Virasoro is because there are only two directions in the 2d field theory and
the process of contraction is blind to this.
But there is something more fundamental about this weird NR ↔ UR mapping. This
actually is not a property of the limit, but a strange intrinsic property of 2d CFT itself.
Notice that the following operation:
Ln → −L−n, c→ −c (4.16)
is an automorphism of the Virasoro algebra7. Hence for two copies of the Virasoro algebra,
if we perform the above operation on the anti-holomorphic sector, we get the following
automorphism
Ln + L¯n → Ln − L¯−n, Ln − L¯n → Ln + L¯−n, c± c¯→ c∓ c¯ (4.17)
Without the factors of , this is precisely the NR ↔ UR swapping. This exchanges
L0 + L¯0 → L0 − L¯0 (4.18)
Hence the usual highest weight representation theory of the 2d CFT gets mapped to one
where the h¯ eigenvalue is not bounded from below, but bounded from above. The characters
of these very different representations are the same because of this automorphism. We
believe that the route to understanding the conflicting issues in the BMS representation
theory is to carefully study this particular automorphism in the parent 2d CFT.
5 BMS-Cardy formula for primary states
We have obtained the characters for the BMS3 algebra in the previous sections by a variety
of methods. As we emphasised in the introduction and later in Sec 2, the BMS3 algebra
is central to understanding holography in 3d asymptotically flat spacetimes. Using our
expressions for the characters found in the earlier sections, in this section we will obtain a
Cardy like formula for density of primaries D(∆, ξ) with large ∆ and ξ.
We have in Sec 3 used the characters to write down the partition function of the BMS
invariant field theory. In this section, we will use this and the modular invariance of the
partition function ZBMS(σ, ρ) to arrive at an expression for the entropy of primary states.
From (3.22), we have
ZBMS(σ, ρ) =
e
2piiσ
12 e−2pii(σ
cL
2
+ρ
cM
2
)
η(σ)2
Z˜(σ, ρ) (5.1)
7The automorphism in the Witt algebra (i.e. without the central term) has been noticed before in [62].
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where Z˜(σ, ρ) =
∑
∆,ξD(∆, ξ)e
2pii(σ∆+ρξ). We can invert the above formula to give us the
density of the primary states
D(∆, ξ) =
∫
dσdρe−2pii(σ∆+ρξ)Z˜(σ, ρ). (5.2)
Using the modular properties of the partition function and Dedekind eta function
ZBMS(σ, ρ) = ZBMS
(
− 1
σ
,
ρ
σ2
)
,
√−iσ η(σ) = η
(
− 1
σ
)
, (5.3)
we can deduce that
Z˜
(
− 1
σ
,
ρ
σ2
)
= ZBMS
(
− 1
σ
,
ρ
σ2
)
η
(
− 1
σ
)2
e2pii(−
1
σ
6cL−1
12
+ ρ
σ2
cM
2
)
=⇒ Z˜(σ, ρ) = Z˜
(
− 1
σ
,
ρ
σ2
)(
i
σ
)
e2pii(
1
σ
6cL−1
12
− ρ
σ2
cM
2
+σ
6cL−1
12
+ρ
cM
2
). (5.4)
Substituting this in (5.2), we have
D(∆, ξ) =
∫
dσdρ Z˜
(
− 1
σ
,
ρ
σ2
)(
i
σ
)
ef(σ,ρ), (5.5)
where
f(σ, ρ) = 2pii
(
1
σ
6cL − 1
12
− ρ
σ2
cM
2
+ σ
6cL − 1
12
+ ρ
cM
2
−∆σ − ρξ
)
. (5.6)
For large (∆, ξ), we employ the saddle-point approximation to calculate the integral (5.5):
D(∆, ξ) ≈ Z˜
(
− 1
σc
,
ρc
σ2c
)(
i
σc
)
ef(σc,ρc), (5.7)
where (σc, ρc) is the critical point of the function f(σ, ρ): ∂σf(σc, ρc) = 0, ∂ρf(σc, ρc) = 0.
These are given by
− 6cL − 1
12σ2c
+
1
12
(6cL − 1) + ρccM
σ3c
−∆ = 0, − cM
2σ2c
+
cM
2
− ξ = 0. (5.8)
This has two solutions which we denote by (σ0, ρ0) and (σ˜0, ρ˜0). For large ∆ and ξ, they
are given by
σ0 ≈ i
√
cM
2ξ
, ρ0 ≈ i(6ξcL − 6∆cM − ξ)
6(2ξ)3/2
√
cM
, (5.9)
σ˜0 ≈ −i
√
cM
2ξ
, ρ˜0 ≈ −i(6ξcL − 6∆cM − ξ)
6(2ξ)3/2
√
cM
, (5.10)
and we have to choose as (σc, ρc) whichever solution maximizes f(σ, ρ). We can see that
f(σ0, ρ0) ≈ 2pi
√
ξ
2cM
(
cL − 1
6
)
+ 2pi∆
√
cM
2ξ
,
f(σ˜0, ρ˜0) ≈ −2pi
√
ξ
2cM
(
cL − 1
6
)
− 2pi∆
√
cM
2ξ
. (5.11)
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When taking ∆ and ξ to large values, we assume that, we do it in such a way that
lim
∆,ξ→∞
∆
ξ
= γ, (5.12)
where γ is a finite number. Then we have
f(σ0, ρ0) ≈ 2pi
√
ξ
2cM
(
cL − 1
6
+ γcM
)
, (5.13a)
f(σ˜0, ρ˜0) ≈ −2pi
√
ξ
2cM
(
cL − 1
6
+ γcM
)
. (5.13b)
(σ0, ρ0) will be the maxima if f(σ0, ρ0) > f(σ˜0, ρ˜0). From the above equation, we can see
that this will be the case when
cL − 1
6
+ γcM > 0. (5.14)
Likewise, (σ˜0, ρ˜0) is the maxima when
− cL + 1
6
− γcM > 0. (5.15)
Now, the saddle point approximation (5.7) is valid only when Z˜
(
− 1σc ,
ρc
σ2c
)
is dominated
by the vacuum. We will separately analyse what conditions we have to impose for this to
happen for the two cases mentioned above.
Case 1: (σ0, ρ0) is the maximum
The arguments of the function Z(− 1σ0 ,
ρ0
σ20
) are
− 1
σ0
= i
√
2ξ
cM
,
ρ0
σ20
= i
1
cM
√
ξ
2
[
1
6
− cL + γcM
]
≡ i 1
cM
√
ξ
2
λ. (5.16)
From (5.1) and (3.22), we have
Z˜
(
− 1
σ0
,
ρ0
σ20
)
= D˜(0, 0)
(
1− e−2pi
√
2ξ
cM
)2
+
∑
(∆′,ξ′)6=(0,0)
D(∆′, ξ′) e−2pi
√
2ξ
cM
∆′
e
−2pi 1
cM
√
ξ
2
λξ′
.
(5.17)
We assume that in our theory L0 is bounded from below and hence ∆’s takes only positive
values. So, for large ξ
e
−2pi
√
2ξ
cM
∆′ ≈ 0, (5.18)
and we don’t want e
−2pi 1
cM
√
ξ
2
λξ′
to diverge in this limit. This means that λ has to be either
a finite positive number or zero. In other words
λ =
1
6
− cL + γ cM ≥ 0. (5.19)
If this is satisfied, then Z˜(− 1σ0 ,
ρ0
σ20
) is dominated by the contribution from the vacuum
Z˜
(
− 1
σ0
,
ρ0
σ20
)
≈ D˜(0, 0). (5.20)
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Case 2: (σ˜0, ρ˜0) is the maximum
Now let us look at the conditions we have to impose so that Z(− 1σ˜0 ,
ρ˜0
σ20
) is dominated by
the vacuum. The arguments of the function are
− 1
σ˜0
= −i
√
2ξ
cM
,
ρ˜0
σ˜20
= i
1
cM
√
ξ
2
[
−1
6
+ cL − γcM
]
≡ i 1
cM
√
ξ
2
λ˜. (5.21)
And from (5.1) and (3.22), we have
Z˜
(
− 1
σ˜0
,
ρ˜0
σ˜20
)
= D˜(0, 0)
(
1− e2pi
√
2ξ
cM
)2
+
∑
(∆′,ξ′)6=(0,0)
D(∆′, ξ′) e2pi
√
2ξ
cM
∆′
e
−2pi 1
cM
√
ξ
2
λ˜ξ′
.
(5.22)
Let us look at the second term. We can see that for large ξ, the factor e
2pi
√
2ξ
cM
∆′
diverges.
So, we need at least the other factor, e
−2pi 1
cM
√
ξ
2
λξ′
, to vanish in this limit. In other words,
λ˜ has to be a positive number
− 1
6
+ cL − γcM > 0. (5.23)
We also have
− cL + 1
6
− γcM > 0. (5.24)
The above two inequalities does not have any common overlap. So, we can conclude that
Z(− 1σ˜0 ,
ρ˜0
σ20
) cannot be dominated by the vacuum and thus the saddle point analysis is not
useful for this case.
We conclude that the density of primaries with large ∆ and ξ satisfying cL − 16 + γcM > 0
and 16 − cL + γcM > 0, using (5.7), is given by
D(∆, ξ) ≈ D˜(0, 0) exp
(
2pi
√
ξ
2cM
(
cL − 1
6
)
+ 2pi∆
√
cM
2ξ
+
1
2
log
(
2ξ
cM
))
. (5.25)
Notice that the leading piece of the entropy, which is obtained by taking a logarithm of
the density of states, obtained from (5.25) equals
SPrimary = 2pi
(√
ξ
2cM
(
cL − 1
6
)
+ ∆
√
cM
2ξ
)
. (5.26)
This is the same as (2.21) with a replacement cL → cL − 1/6. The entropy obtained
from primaries is clearly the principle part of the whole entropy and it is clear that these
contribute the largest when one is looking at holographic applications.
To make contact with gravity in asymptotically flatspace, we recall that in 3d flat
Einstein gravity cL = 0. The overlap of the inequalities thus reads
γcM >
1
6
.
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This is a perfectly acceptable range of values and the saddle-point analysis works well in
this regime. Also, the holographic regime is given by the limit of large central charge,
which in this context means large cM . The contribution to the correction piece
S˜ = Stotal − SPrimary = −pi
3
√
ξ
2cM
is clearly subleading in this limit. So the density of these BMS primaries captures the
entropy of the flat space cosmologies rather well.
6 Conclusions
Summary
To summarise, we constructed the characters for the highest weight representations of the
BMS3 algebra in two different ways at the beginning of this paper. Some of the details of
the proof using the BMS Gram matrix are detailed in Appendices A and B.
We then used two singular limits from 2d CFTs to reproduce our character formula from
the well-known Virasoro characters. This led to a conundrum, since one of the limits (the
non-relativistic one) took Virasoro highest representations to BMS highest weight represen-
tations, and the other (the ultra-relativistic one) took the Virasoro highest representations
to the very different BMS induced representation. We attempted to explain this by alluding
to a novel automorphism in the parent 2d CFT.
Finally, we used the form of the characters to construct the partition function and from
there derived the density of BMS primary states in the spectrum. We were able to see,
interestingly, the BMS primaries capture the principle part of the BMS-Cardy entropy, of
e.g. the FSC solutions.
Future directions
As we have already emphasised, we wish to investigate this novel automorphism in the
context of 2d CFTs. This, to the best of our knowledge, is the first time this rather
peculiar automorphism has been noticed in literature 8. This should lead to a deeper
understanding of the rather bizarre duality between non-relativistic and ultra-relativistic
physics, and also should go a long way to understand the representation theory of the
BMS3 algebra. This should also lead to a clarification of which particular representation
to use while constructing the field theory dual to 3d asymptotically flat space. The highest
weight representations are very clearly more useful for computational purposes. It seems
that because of this isomorphism, some answers we get are independent of the underlying
representation. We wish to understand in detail to what extent this feature is true.
We investigate various structure related to the BMS Gram matrix in the two appendices.
A very natural question is to investigate the equivalent of the Kac determinant for the
8A supersymmetric version of this automorphism has been reported in [70] in relation to tensionless
strings, but observation was made in the context of this work earlier.
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BMS3 algebra. We should be able to relate this to the null vectors of the BMS module
investigated e.g. in [40]. This, unfortunately, does not seem as straightforward as it may
seem. Our constructions so far only reproduce the most “singular” null vector (constructed
out of Mn’s alone) for an arbitrary level. We are looking to solve this issue and understand
whether there is a minimal series for the BMS3 algebra like the Virasoro. In this context,
it is interesting to point out that in [67] while generalising the monodromy method of
calculating BMS blocks (beyond the LLLL or Poincare blocks as computed in [41, 68]
and holographically in [69]), some rather strange representations, which are reducible but
indecomposable like logarithmic CFTs, were used. It may be of interest to reconsider these
in the context of the BMS Kac determinant and matching of null states.
There are of course rather straight-forward generalisations of this work that we are inter-
ested in pursuing. We would like to find the characters of higher-spin versions of BMS
[71, 72] (called BMW algebras!), and different supersymmetric versions of BMS3 (e.g. the
“homogeneous” [74–78] and the “inhomogeneous” [76–79] algebras). Some of the above (the
spin-3 case and the “homogeneous” superalgebra) have been computed for the induced rep-
resentations in [80]. It is of interest to see how much of their analysis is reproduced in the
highest weight analysis. It would be even more interesting to see if there are any departures
from the answers of the induced representations. One expects to see some differences in
the higher spin versions.
On a gravitational side, the one loop determinant of the bulk theory equals the character
of the boundary symmetry [81–83]. This has been computed also for flat-spacetime in [44],
where the answer is exactly the character formula we have computed here. A generalisation
of this analysis is the computation of one-loop determinants for higher spin theories in the
asymptotically flat 3d bulk and also the 3d supergravity theory which has the homogeneous
super-BMS algebras as its asymptotic symmetries [74, 75]. This has been performed in [80].
We would like to investigate the inhomogeneous super-algebra [76, 77, 79] arising out of
the “twisted” supergravity construction of [77].
One of the more ambitious programmes is to attempt a microscopic counting of states of
the Flatspace Cosmologies, a´ la Strominger-Vafa [42]. The fact that the character of the
BMS module has a positive integral expansion in terms of the levels and clearly counts the
number of states of the putative dual field theory, gives us hope of a more fundamental
string theoretic understanding of the underlying degrees of freedom. A string/M theory
embedding of the FSC was initially discussed in [84]. We wish to construct the equivalent
of the D1-D5 CFT on the field theory side, and one of the first things to attempt is
a contraction of the superalgebra and this should lead to a better understanding of the
symmetries on the field theoretic side. It should turn out to be one of the different N = 4
Super-BMS algebras that can be constructed in close analogy with the homogeneous and
inhomogeneous algebras discussed above. The systematic limit could also be a way to
understand the brane construction analogue to the D1-D5 system.
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APPENDICES
A Structure of the BMS Gram matrix
In this appendix we will show that the Gram matrix can always be put in the following
form if we order the basis states according to some rules which we will lay out.
K(N=odd) =

K1,1 · · · Ad˜imN
. .
.
0
... . .
. ...
A2
A1 0 · · · 0

, (A.1)
K(N=even) =

K1,1 · · · · · · · · · · · · · · · Ad˜imN
...
. . . . .
.
0
. . . Ak+l
...
D1 0 · · · 0
... 0 D2 · · · 0
...
...
...
...
. . .
...
...
0 0 · · · Dl
Ak 0
... . .
. . . .
...
A1 0 · · · · · · · · · · · · 0

. (A.2)
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We can see from the above figure that the difference between the Gram matrix for odd and
even level is that for even level we have a diagonal matrix at the matrix. The dimension
of this diagonal matrix is p(N/2). With these structure for K(N), the inverse matrix K(N)
will have the form
K(N=odd) =

0 · · · 0 · · · 1A
d˜imN
0 . .
. ...
... . .
. ...
1
A2
1
A1
. .
. · · · K d˜imN ,d˜imN

, (A.3)
K(N=even) =

0 · · · · · · · · · 0 · · · 1A
d˜imN
...
. . . . .
.
. . . 1
Ak+l
...
1
D1
0 · · · 0
... 0 1D2 · · · 0
...
0
...
...
. . .
...
...
0 0 · · · 1Dl
1
Ak
. . .
... . .
. . . .
...
1
A1
· · · · · · · · · · · · K d˜imN ,d˜imN

. (A.4)
A.1 Conditions for Non-zero BMS Inner Products
In order to find the ordering rules, we first have to find the conditions for inner products
of states in the BMS module to be non-zero. In the usual eigenbasis of L0, the linearly
independent descendant states of a primary state |∆, ξ〉 are chosen to be
Ll1−i1L
l2
−i2 . . . L
lr
−irM
m1
−j1M
m2
−j2 . . .M
ms
−js |∆, ξ〉,
where 1 6 i1 < i2 < ... < ir and 1 6 j1 < j2 < ... < js. This is a descendant state at
level N =
∑r
p=1 iplp +
∑s
q=1 jqmq. In this basis, we can readily check the conditions for
non-vanishing inner product between the basis vectors. Let us consider two generic states:
Ll1−i1L
l2
−i2 ...L
lr
−irM
m1
−j1M
m2
−j2 ...M
ms
−js |∆, ξ〉 & L
l′1
−i′1L
l′2
−i′2 ...L
l′
r′
−i′
r′
M
m′1
−j′1M
m′2
−j′2 ...M
m′
s′
−j′
s′
|∆, ξ〉.
There are two basic conditions that are required to be satisfied for non-zero inner products
between these two states:
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1. These two states must be at the same level
r∑
p=1
iplp +
s∑
q=1
jqmq =
r′∑
p=1
i′pl
′
p +
s′∑
q=1
j′qm
′
q. (A.5)
2. Inside the bra-ket of inner product, i.e., in the expression
〈∆, ξ|Mm
′
s′
j′
s′
...M
m′2
j′2
M
m′1
j′1
L
l′
r′
i′
r′
...L
l′2
i′2
L
l′1
i′1
Ll1−i1L
l2
−i2 ...L
lr
−irM
m1
−j1M
m2
−j2 ...M
ms
−js |∆, ξ〉, (A.6)
for every Mj′q (1 6 q 6 s′) we must have combinations of L-operators that give (after
using the commutation relations or just simply summing the L-indices) L−j′q . Similarly,
for every M−jq we must have combinations of L-operators that gives Ljq . Note that if
we have more than one Mj′q we need separate L−j′q for each of them. The same thing
applies for M−jq . The combinations (or sets) of L-operators once used, are not further
considered (all the elements of those sets) to find suitable combinations for remaining
M-operators.
From the above two basic rules and working out some examples, we can derive some
easy-to-work-with conditions for non-zero inner product. Before we give these rules, let us
first introduce some notations and definitions which will makes things simpler. We associate
two numbers α and β for each basis states Ll1−i1L
l2
−i2 ...L
lr
−irM
m1
−j1M
m2
−j2 ...M
ms
−js |∆, ξ〉 which
are given by
α = No. of L-string - No. of M-string =
r∑
p=1
lp −
s∑
q=1
mq,
β = Sum of L-indices - Sum of M-indices =
r∑
p=1
iplp −
s∑
q=1
jpmq. (A.7)
In particular, at level N , the value of α range from N (associated with the basis state
LN−1|∆, ξ〉) to −N (associated with the state MN−1|∆, ξ〉). There will be symmetry in the
sense that the number of states sharing the same value of (α, β) will be equal to the
number of states with same value of (−α,−β). For example at level 5, there are two states
(L2−2M−1|∆, ξ〉, L−1L−3M−1|∆, ξ〉) with (α = 1, β = 3). Similarly there are two states
(L−1M2−2|∆, ξ〉, L−1M−1M−3M−1|∆, ξ〉) with (α = −1, β = −3). It can be seen that these
two sets of states are related by swapping L and M . We will call this operation conjugation
Conjugation, L←→M, (A.8)
and pairs like L2−2M−1|∆, ξ〉 and L−1M2−2|∆, ξ〉 which are related through conjugation to be
a conjugate pair. So, conjugation flips the sign of α and β. We could also have self conjugate
states i.e., states which remain the same under conjugation. The simplest example is
L−1M−1|∆, ξ〉. These kind of states only exists for even level and have (α = 0, β = 0).
Using these notations, the non-zero conditions for the inner product of basis states |Ψ〉 and
|Ψ′〉 are:
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1. Inside the bra-ket of inner product, the total number of L-operators must not be less
than the total number of M-operators. Otherwise, the inner product is zero
〈Ψ|Ψ′〉 = 0, if α+ α′ < 0. (A.9)
2. If the total number of L-operators is greater than that of M, the sum of L-indices
must not be less than the sum of M-indices
If α+ α′ > 0, we require β + β′ > 0. (A.10)
3. The next rule is for the case when the total number of L-operators and M-operators
are the same i.e., when α+ α′ = 0
If α+ α′ = 0, we require i) r = s′, r′ = s,
ii) ip = j
′
p, lp = m
′
p, for 1 6 p 6 r,
iii) i′q = jq, l
′
q = mq, for1 6 q 6 s. (A.11)
This means that whenever the total number of L-operators and M-operators are the
same, the two states must be a conjugate pair.
All other pairs of states not obeying the above rules give vanishing inner product. Using
the above rules, we can readily deduce the conditions (not sufficient but necessary) for a
generic state to have non-zero norms. These are
α ≥ 0, (A.12)
Ifα > 0, then we require β > 0, (A.13)
If α = 0, the state should be self conjugate. (A.14)
We have already mentioned that at odd level we could not have self conjugate states. So,
at odd levels, all the states with equal length of L-string and M-string i.e., α = 0 have
vanishing norm.
A.2 The ordering rules
At a particular level of a generic BMS module, we can now find the pairs of basis states that
have vanishing inner product using the above rules. From this we can guess a method of
arranging the basis states such that the resulting Gram matrix has a structure mentioned
in the beginning of this appendix. These arrangement rules are given by:
1. Arrange the basis states in decreasing order of α, keeping Ln−1|∆, ξ〉 at the beginning
and Mn−1|∆, ξ〉 at the ending of the queue. Keep the states having the same α one after
another as a bunch.
2. For states with the same value of α, ordering is done in decreasing value of β.
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3. If we have r states with the same value of (α, β) 6= (0, 0) and arrange them in the order
(|Φ1〉, |Φ2〉, ...., |Φr−1〉, |Φr〉), then the r conjugate of these states with (−α,−β) must
be arranged in the order (|Φcr〉, |Φcr−1〉, ...., |Φc2〉, |Φc1〉), where c means a conjugation. In
other words, if a state is at position n, then its conjugate state should be at the position
d˜imN − n+ 1, where d˜imN is the number of states at level N. So, every state will pair
up with its conjugate state at the anti-diagonal line of the Gram matrix.
4. For even level N , we could have p(N/2)2 states with (α = 0, β = 0) and p(N/2) of
these are self-conjugate states. We first put the self-conjugate states (in any order) at
the centre and arrange the other states in such way that if a states is at position s,
somewhere on the left side of the centre, its conjugate should be on the right side of the
centre at position p(N/2)2 − s + 1. This arrangement is similar to the preceding rule
where the aim is again to let conjugate pairs meet at the anti-diagonal line in the Gram
matrix.
We have already seen that the above ordering rules for level 1 and level 2 give us a
triangular Gram matrix in (2.14) and (2.15). For level 3, the ordering of the states are
given in Table 1. We shown the states again below along with their values of α and β
β = 3 β = 1 β = −1 β = −3
α = 3 |Ψ1〉 = L3−1|∆, ξ〉
α = 2 |Ψ2〉 = L−1L−2|∆, ξ
α = 1 |Ψ3〉 = L−3|∆, ξ〉 |Ψ4〉 = L2−1M−1|∆, ξ〉
α = 0 |Ψ5〉 = L−2M−1|∆, ξ〉 |Ψ6〉 = L−1M−2|∆, ξ〉
α = −1 |Ψ7〉 = L−1M2−1|∆, ξ〉 |Ψ8〉 = M−3|∆, ξ〉
α = −2 |Ψ9〉 = M−1M−2|∆, ξ〉
α = −3 |Ψ10〉 = M3−1|∆, ξ〉

.
(A.15)
The form of the Gram matrix with this ordering ordering of basis is indeed the one we
expected 
|Ψ1〉 |Ψ2〉 |Ψ3〉 |Ψ4〉 |Ψ5〉 |Ψ6〉 |Ψ7〉 |Ψ8〉 |Ψ9〉 |Ψ10〉
〈Ψ1| K1,1 K1,2 K1,3 K1,4 K1,5 K1,6 K1,7 K1,8 K1,9 K1,10
〈Ψ2| K2,1 K2,2 K2,3 K2,4 K2,5 K2,6 K2,7 K2,8 K2,9 0
〈Ψ3| K3,1 K3,2 K3,3 K3,4 K3,5 K3,6 0 K3,8 0 0
〈Ψ4| K4,1 K4,2 K4,3 K4,4 K4,5 K4,6 K4,7 0 0 0
〈Ψ5| K5,1 K5,2 K5,3 K5,4 0 K5,6 0 0 0 0
〈Ψ6| K6,1 K6,2 K6,3 K6,4 K6,5 0 0 0 0 0
〈Ψ7| K7,1 K7,2 0 K7,4 0 0 0 0 0 0
〈Ψ8| K8,1 K8,2 K8,3 0 0 0 0 0 0 0
〈Ψ9| K9,1 K9,2 0 0 0 0 0 0 0 0
〈Ψ10| K10,1 0 0 0 0 0 0 0 0 0

. (A.16)
For level 4, a possible ordering of the basis states using our arrangement rules is given by
|Ψ1〉 = L4−1|∆, ξ〉, |Ψ2〉 = L2−1L−2|∆, ξ〉, |Ψ3〉 = L2−2|∆, ξ〉, |Ψ4〉 = L−1L−3|∆, ξ〉,
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|Ψ5〉 = L3−1M−1|∆, ξ〉, |Ψ6〉 = L−4|∆, ξ〉, |Ψ7〉 = L−1L−2M−1|∆, ξ〉, |Ψ8〉 = L2−1M−2|∆, ξ〉,
|Ψ9〉 = L−3M−1|∆, ξ〉, |Ψ10〉 = L−2M−2|∆, ξ〉, |Ψ11〉 = L2−1M2−1|∆, ξ〉, |Ψ12〉 = L−1M−3|∆, ξ〉
|Ψ13〉 = L−2M2−1|∆, ξ〉, |Ψ14〉 = L−1M−1M−2|∆, ξ〉, |Ψ15〉 = M−4|∆, ξ〉, |Ψ16〉 = L−1M3−1|∆, ξ〉
|Ψ17〉 = M−1M−3|∆, ξ〉, |Ψ18〉 = M2−2|∆, ξ〉, |Ψ19〉 = M2−1M−2|∆, ξ〉, |Ψ20〉 = M4−1|∆, ξ〉.
(A.17)
Now let us explain why the above rules give us a triangular structure for the Gram
matrix. We first consider the case of odd level. Here we don’t have to deal with self-
conjugate states and our arrangement rules is such that the matrix entries of the anti-
diagonal line are the inner products of a state and its conjugate and is thus non-zero due
to (A.11). Let us look at a particular anti-diagonal element pairing up a state |Ψa〉 with
its conjugate |Ψb〉
Ka,b = 〈Ψa|Ψb〉 6= 0, αa + αb = 0, βa + βb = 0. (A.18)
Any matrix elements on its right side is given by
Ka,b+c = 〈Ψa|Ψb+c〉. (A.19)
Since we are arranging the states in such a that way αb ≥ αb+1, we could have αb = αb+c
or αb > αb+c. For the first case we have
αa + αb+c = 0. (A.20)
From (A.11), for the inner product 〈Ψa|Ψb+c〉 to be non-zero, |Ψb+c〉 should be a conjugate
of |Ψa〉. But this is not possible as |Ψb〉 is the conjugate of |Ψa〉. Therefore
〈Ψa|Ψb+c〉 = 0. (A.21)
For the next case, from (A.9)
〈Ψa|Ψb+c〉 = 0, as αa + αb+c < 0. (A.22)
So all matrix entries on the right side of 〈Ψa|Ψb〉 are zero. In other words, the Gram matrix
is triangular.
For even level N , we have p(N/2) self-conjugate states. These have non-zero norms
and are orthogonal to each other due to (A.11). So, the Gram matrix constructed from
these sub-set of states will be diagonal and this diagonal matrix will sit at the centre
of the Gram matrix due to our arrangement rules of putting self-conjugate states at the
middle while ordering the basis states. Similar arguments made for odd level can be used
to conclude that all matrix elements on the right hand side of this diagonal matrix will be
zero. Just like odd level, all the non self-conjugate states pair up with their conjugate at
the anti-diagonal line outside the diagonal matrix, with all the entries on the right side of
this anti-diagonal line vanishing again due to the same argument. Thus we have proven
that with the use of our arrangement rules the Gram matrix will have the form (A.1) for
odd level and the form (A.2) for even level.
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B Form of
∑
i,jK
ij
(N)O˜
(N)
ij for general level N
In this appendix we will prove the formula for
∑
i,jK
ij
(N)O˜
(N)
ij given in (3.15). For this, we
have to prove that, using our ordering rules for the basis states, the matrix O˜(N) have the
following structure:
O˜(N=odd) = e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(∆+N)e2piiρξ

O˜′1,1 · · · Ad˜imN
. .
.
0
... . .
. ...
A2
A1 0 · · · 0

, (B.1)
O˜(N=even) = e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(∆+N)e2piiρξ

O˜′1,1 · · · · · · · · · · · · · · · Ad˜imN
...
. . . . .
.
0
. . . Ak+l
...
D1 0 · · · 0
... 0 D2 · · · 0
...
...
...
...
. . .
...
...
0 0 · · · Dl
Ak 0
... . .
. . . .
...
A1 0 · · · · · · · · · · · · 0

.
(B.2)
In the above equation, the A’s and D’s are the same as those appearing in (A.1) and (A.2)
for K(N) and K(N). Before we prove the structural property of O˜
(N) given above, let us
first see how it lead to the formula (3.15). For odd level the reasoning is exactly same
as what we did for level 2. More precisely, K(N) and O˜
(N) have the opposite triangular
structure so that when taking the trace, only the anti-diagonal elements will contribute.
The anti-diagonal elements of these matrix are also inverse of each other apart from a
factor of e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(∆+N)e2piiρξ. So we have
∑
i,j
Kij(N)O˜
(N)
ij =
D˜imN∑
i=1
Kii(N)O˜
(N)
ii = e
−2pii(σ cL
2
+ρ
cM
2
)e2piiσ(∆+N)e2piiρξ
D˜imN∑
d=1
1
= D˜imN e
−2pii(σ cL
2
+ρ
cM
2
)e2piiσ(∆+N)e2piiρξ. (B.3)
This reasoning can be easily extended for even level.
Now let us give a proof why O˜(N) have the structure shown above if we use our ordering
rules for the basis states. We know from (3.8) that the factor e−2pii(σ
cL
2
+ρ
cM
2 e2piiσ(∆+N) is
due to e2piiσ(L0−cL/2)e−2piiρcM/2). So, what is left is to see the matrix element of e2piiρM0 .
First let us note that using the commutator
e2piiρM0L−→
k
M−→q |∆, ξ〉 = L−→kM−→q e2piiρM0 |∆, ξ〉+ [e2piiρM0 , L−→kM−→q ]|∆, ξ〉
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= e2piiρξL−→
k
M−→q |∆, ξ〉+
∞∑
n=1
1
n!
(2piiρ)n[Mn0 , L−→kM−→q ]|∆, ξ〉. (B.4)
As an example, we have
[e2piiρM0 , L−1L−1]|∆, ξ〉 = e2piiρξ (4piiρL−1M−1 +M−1M−1) |∆, ξ〉. (B.5)
The point is that since the commutator of M0 with L’s changes L’s to M ’s, all the states
in [e2piiρM0 , L−→
k
M−→q ]|∆, ξ〉 will have less number of L’s, i.e., less value of α, than that of
L−→
k
M−→q |∆, ξ〉. The exception is for states of the form M−→q |∆, ξ〉 which will not be relevant
for our discussion below. Now let us look at a particular anti-diagonal element of O(N) for
odd level which pair up a state |Ψa〉 with its conjugate |Ψb〉 = L−→qM−→k |∆, ξ〉. Using (B.4),
we have
O˜
(N)
ab = e
−2pii(σ cL
2
+ρ
cM
2
)e2piiσ(∆+N)〈Ψa|e2piiρM0L−→qM−→k |∆, ξ〉
= e−2pii(σ
cL
2
+ρ
cM
2
)e2piiσ(∆+N)
(
e2piiρξ〈Ψa|Ψb〉+ 〈Ψa|[e2piiρM0 , L−→qM−→k ]|∆, ξ〉
)
.
(B.6)
Now since |Ψb〉 and |Ψb〉 are conjugate pair we have
αa + αb = 0. (B.7)
As we have argued before, all the states in [e2piiρM0 , L−→qM−→k ]|∆, ξ〉 will have less value of α
than that of αb. So, for these states we will have
αa + α < 0. (B.8)
Therefore the inner products of these states with |Ψa〉 is zero due to (A.9). In other words,
〈Ψa|[e2piiρM0 , L−→qM−→k ]|∆, ξ〉 = 0. (B.9)
Thus we have shown that
O˜
(N)
ab = e
−2pii(σ cL
2
+ρ
cM
2
)e2piiσ(∆+N)e2piiρξK
(N)
ab . (B.10)
for anti-diagonal elements. Now let us look at matrix entries on the right side of the anti-
diagonal element O˜
(N)
ab . Particularly, let us look at O˜
(N)
a(b+c) with |Ψb+c〉 = L−→q′M−→k′ . Using
Ka(b+c) = 〈Ψa|Ψb+c〉 = 0, we have
O˜
(N)
a(b+c) = e
−2pii(σ cL
2
+ρ
cM
2
)e2piiσ(∆+N)〈Ψa|[e2piiρM0 , L−→q′M−→k′ ]|∆, ξ〉. (B.11)
Due to our ordering rule we have αb+c ≤ αb. We can again use the previous argument
to conclude that all the states in [e2piiρM0 , L−→
q′
M−→
k′
]|∆, ξ〉 will have α such that α < αb+c.
Thus
αa + α < 0, (B.12)
which imply that
O˜
(N)
a(b+c) = 0. (B.13)
We can use similar steps for even level to prove our claim.
– 33 –
References
[1] P. Di Francesco, P. Mathieu and D. Senechal, “Conformal Field Theory,”
doi:10.1007/978-1-4612-2256-9
[2] R. Blumenhagen and E. Plauschinn, “Introduction to conformal field theory : with
applications to String theory,” Lect. Notes Phys. 779, 1 (2009).
doi:10.1007/978-3-642-00450-6
[3] S. Ferrara, A. F. Grillo and R. Gatto, “Tensor representations of conformal algebra and
conformally covariant operator product expansion,” Annals Phys. 76, 161 (1973).
doi:10.1016/0003-4916(73)90446-6
[4] A. M. Polyakov, “Nonhamiltonian approach to conformal quantum field theory,” Zh. Eksp.
Teor. Fiz. 66, 23 (1974).
[5] R. Rattazzi, V. S. Rychkov, E. Tonni and A. Vichi, “Bounding scalar operator dimensions
in 4D CFT,” JHEP 0812, 031 (2008) doi:10.1088/1126-6708/2008/12/031 [arXiv:0807.0004
[hep-th]].
[6] D. Simmons-Duffin, “TASI Lectures on the Conformal Bootstrap,” arXiv:1602.07982
[hep-th].
[7] A. A. Belavin, A. M. Polyakov and A. B. Zamolodchikov, “Infinite Conformal Symmetry in
Two-Dimensional Quantum Field Theory,” Nucl. Phys. B 241, 333 (1984).
doi:10.1016/0550-3213(84)90052-X
[8] J. L. Cardy, “Operator Content of Two-Dimensional Conformally Invariant Theories,”
Nucl. Phys. B 270, 186 (1986). doi:10.1016/0550-3213(86)90552-3
[9] A. Strominger, “Black hole entropy from near horizon microstates,” JHEP 9802, 009
(1998) doi:10.1088/1126-6708/1998/02/009 [hep-th/9712251].
[10] S. Carlip, “What we don’t know about BTZ black hole entropy,” Class. Quant. Grav. 15,
3609 (1998) doi:10.1088/0264-9381/15/11/020 [hep-th/9806026].
[11] P. Kraus and A. Maloney, “A cardy formula for three-point coefficients or how the black
hole got its spots,” JHEP 1705, 160 (2017) doi:10.1007/JHEP05(2017)160
[arXiv:1608.03284 [hep-th]].
[12] A. Romero-Bermudez, P. Sabella-Garnier and K. Schalm, “A Cardy formula for off-diagonal
three-point coefficients; or, how the geometry behind the horizon gets disentangled,” JHEP
1809, 005 (2018) doi:10.1007/JHEP09(2018)005 [arXiv:1804.08899 [hep-th]].
[13] Y. Hikida, Y. Kusuki and T. Takayanagi, “Eigenstate thermalization hypothesis and
modular invariance of two-dimensional conformal field theories,” Phys. Rev. D 98, (2018)
026003 doi:10.1103/PhysRevD.98.026003 [arxiv:1804.09658 [hep-th]].
[14] E. M. Brehm, D. Das and S. Datta, “Probing thermality beyond the diagonal,” Phys. Rev.
D 98, (2018) 126015 doi: 10.1103/PhysRevD.98.126015 [arxiv:1804.07924 [hep-th]].
[15] D. Das, S. Datta and S. Pal, “Charged structure constants from modularity,” JHEP 1711,
183 (2017) doi:10.1007/JHEP11(2017)183 [arXiv:1706.04612 [hep-th]].
[16] J. Maldacena, D. Simmons-Duffin and A. Zhiboedov, “Looking for a bulk point,” JHEP
1701, 013 (2017) doi:10.1007/JHEP01(2017)013 [arXiv:1509.03612 [hep-th]].
– 34 –
[17] D. Das, S. Datta and S. Pal, “Universal asymptotics of three-point coefficients from elliptic
representation of Virasoro blocks,” Phys. Rev. D 98, no. 10, 101901 (2018)
doi:10.1103/PhysRevD.98.101901 [arXiv:1712.01842 [hep-th]].
[18] H. Bondi, M. G. J. van der Burg and A. W. K. Metzner, “Gravitational waves in general
relativity. 7. Waves from axisymmetric isolated systems,” Proc. Roy. Soc. Lond. A 269, 21
(1962).
[19] R. Sachs, “Asymptotic symmetries in gravitational theory,” Phys. Rev. 128, 2851 (1962).
[20] A. Strominger, “Lectures on the Infrared Structure of Gravity and Gauge Theory,”
arXiv:1703.05448 [hep-th].
[21] G. Barnich and G. Compere, “Classical central extension for asymptotic symmetries at null
infinity in three spacetime dimensions,” Class. Quant. Grav. 24, F15 (2007) [gr-qc/0610130].
[22] A. Bagchi, “The BMS/GCA correspondence,” Phys. Rev. Lett. 105, 171601 (2010)
[arXiv:1006.3354 [hep-th]].
[23] A. Bagchi, R. Basu, A. Kakkar and A. Mehra, “Flat Holography: Aspects of the dual field
theory,” JHEP 1612, 147 (2016) doi:10.1007/JHEP12(2016)147 [arXiv:1609.06203 [hep-th]].
[24] A. Bagchi, A. Mehra and P. Nandi, “Field Theories with Conformal Carrollian Symmetry,”
arXiv:1901.10147 [hep-th].
[25] A. Bagchi, S. Detournay, R. Fareghbal and J. Simon, “Holography of 3d Flat Cosmological
Horizons,” Phys. Rev. Lett. 110, 141302 (2013) [arXiv:1208.4372 [hep-th]].
[26] L. Cornalba and M. S. Costa, “Time dependent orbifolds and string cosmology,” Fortsch.
Phys. 52, 145 (2004) doi:10.1002/prop.200310123 [hep-th/0310099].
[27] G. Barnich, “Entropy of three-dimensional asymptotically flat cosmological solutions,”
JHEP 1210, 095 (2012) [arXiv:1208.4371 [hep-th]].
[28] J. Isberg, U. Lindstrom, B. Sundborg and G. Theodoridis, “Classical and quantized
tensionless strings,” Nucl. Phys. B 411, 122 (1994) doi:10.1016/0550-3213(94)90056-6
[hep-th/9307108].
[29] A. Bagchi, “Tensionless Strings and Galilean Conformal Algebra,” JHEP 1305, 141 (2013)
[arXiv:1303.0291 [hep-th]].
[30] A. Bagchi, S. Chakrabortty and P. Parekh, “Tensionless Strings from Worldsheet
Symmetries,” JHEP 1601, 158 (2016) doi:10.1007/JHEP01(2016)158 [arXiv:1507.04361
[hep-th]].
[31] D. J. Gross and P. F. Mende, “The High-Energy Behavior of String Scattering
Amplitudes,” Phys. Lett. B 197, 129 (1987). doi:10.1016/0370-2693(87)90355-8
[32] D. J. Gross and P. F. Mende, “String Theory Beyond the Planck Scale,” Nucl. Phys. B
303, 407 (1988). doi:10.1016/0550-3213(88)90390-2
[33] D. J. Gross, “High-Energy Symmetries of String Theory,” Phys. Rev. Lett. 60, 1229 (1988).
doi:10.1103/PhysRevLett.60.1229
[34] E. Casali and P. Tourkine, “On the null origin of the ambitwistor string,” JHEP 1611, 036
(2016) doi:10.1007/JHEP11(2016)036 [arXiv:1606.05636 [hep-th]].
[35] E. Casali, Y. Herfray and P. Tourkine, “The complex null string, Galilean conformal
algebra and scattering equations,” JHEP 1710, 164 (2017) doi:10.1007/JHEP10(2017)164
[arXiv:1707.09900 [hep-th]].
– 35 –
[36] L. Mason and D. Skinner, “Ambitwistor strings and the scattering equations,” JHEP 1407,
048 (2014) doi:10.1007/JHEP07(2014)048 [arXiv:1311.2564 [hep-th]].
[37] F. Cachazo, S. He and E. Y. Yuan, “Scattering of Massless Particles in Arbitrary
Dimensions,” Phys. Rev. Lett. 113, no. 17, 171601 (2014)
doi:10.1103/PhysRevLett.113.171601 [arXiv:1307.2199 [hep-th]].
[38] A. Bagchi and R. Basu, “3D Flat Holography: Entropy and Logarithmic Corrections,”
JHEP 1403, 020 (2014) doi:10.1007/JHEP03(2014)020 [arXiv:1312.5748 [hep-th]].
[39] A. Bagchi and R. Gopakumar, “Galilean Conformal Algebras and AdS/CFT,” JHEP 0907,
037 (2009) [arXiv:0902.1385 [hep-th]].
[40] A. Bagchi, R. Gopakumar, I. Mandal and A. Miwa, “GCA in 2d,” JHEP 1008, 004 (2010)
[arXiv:0912.1090 [hep-th]].
[41] A. Bagchi, M. Gary and Zodinmawia, “Bondi-Metzner-Sachs bootstrap,” Phys. Rev. D 96,
no. 2, 025007 (2017) doi:10.1103/PhysRevD.96.025007 [arXiv:1612.01730 [hep-th]].
[42] A. Strominger and C. Vafa, “Microscopic origin of the Bekenstein-Hawking entropy,” Phys.
Lett. B 379, 99 (1996) doi:10.1016/0370-2693(96)00345-0 [hep-th/9601029].
[43] B. Oblak, “Characters of the BMS Group in Three Dimensions,” Commun. Math. Phys.
340, no. 1, 413 (2015) doi:10.1007/s00220-015-2408-7 [arXiv:1502.03108 [hep-th]].
[44] G. Barnich, H. A. Gonzalez, A. Maloney and B. Oblak, “One-loop partition function of
three-dimensional flat gravity,” JHEP 1504, 178 (2015) doi:10.1007/JHEP04(2015)178
[arXiv:1502.06185 [hep-th]].
[45] M. Riegler, “How General Is Holography?,” arXiv:1609.02733 [hep-th].
[46] F. Loran, M. M. Sheikh-Jabbari and M. Vincon, “Beyond Logarithmic Corrections to
Cardy Formula,” JHEP 1101, 110 (2011) doi:10.1007/JHEP01(2011)110 [arXiv:1010.3561
[hep-th]].
[47] G. Barnich and C. Troessaert, “Aspects of the BMS/CFT correspondence,” JHEP 1005,
062 (2010) doi:10.1007/JHEP05(2010)062 [arXiv:1001.1541 [hep-th]].
[48] G. Barnich, A. Gomberoff and H. A. Gonzalez, “Three-dimensional Bondi-Metzner-Sachs
invariant two-dimensional field theories as the flat limit of Liouville theory,” Phys. Rev. D
87, no. 12, 124032 (2013) doi:10.1103/PhysRevD.87.124032 [arXiv:1210.0731 [hep-th]].
[49] P. Kraus, “Lectures on black holes and the AdS(3) / CFT(2) correspondence,” Lect. Notes
Phys. 755, 193 (2008) [hep-th/0609074].
[50] J. D. Brown and M. Henneaux, “Central Charges in the Canonical Realization of
Asymptotic Symmetries: An Example from Three-Dimensional Gravity,” Commun. Math.
Phys. 104, 207 (1986). doi:10.1007/BF01211590
[51] A. Bagchi, S. Detournay, D. Grumiller and J. Simon, “Cosmic Evolution from Phase
Transition of Three-Dimensional Flat Space,” Phys. Rev. Lett. 111, no. 18, 181301 (2013)
doi:10.1103/PhysRevLett.111.181301 [arXiv:1305.2919 [hep-th]].
[52] S. Prohazka, J. Salzer and F. Schller, “Linking Past and Future Null Infinity in Three
Dimensions,” Phys. Rev. D 95, no. 8, 086011 (2017) doi:10.1103/PhysRevD.95.086011
[arXiv:1701.06573 [hep-th]].
[53] A. Castro and M. J. Rodriguez, “Universal properties and the first law of black hole inner
– 36 –
mechanics,” Phys. Rev. D 86, 024008 (2012) doi:10.1103/PhysRevD.86.024008
[arXiv:1204.1284 [hep-th]].
[54] M. Riegler, “Flat space limit of higher-spin Cardy formula,” Phys. Rev. D 91, no. 2, 024044
(2015) doi:10.1103/PhysRevD.91.024044 [arXiv:1408.6931 [hep-th]].
[55] R. Fareghbal and A. Naseh, “Aspects of Flat/CCFT Correspondence,” Class. Quant. Grav.
32, 135013 (2015) doi:10.1088/0264-9381/32/13/135013 [arXiv:1408.6932 [hep-th]].
[56] A. Bagchi, R. Basu, D. Grumiller and M. Riegler, “Entanglement entropy in Galilean
conformal field theories and flat holography,” Phys. Rev. Lett. 114, no. 11, 111602 (2015)
doi:10.1103/PhysRevLett.114.111602 [arXiv:1410.4089 [hep-th]].
[57] R. Basu and M. Riegler, “Wilson Lines and Holographic Entanglement Entropy in Galilean
Conformal Field Theories,” Phys. Rev. D 93, no. 4, 045003 (2016)
doi:10.1103/PhysRevD.93.045003 [arXiv:1511.08662 [hep-th]].
[58] H. Jiang, W. Song and Q. Wen, “Entanglement Entropy in Flat Holography,” JHEP 1707,
142 (2017) doi:10.1007/JHEP07(2017)142 [arXiv:1706.07552 [hep-th]].
[59] G. Barnich and B. Oblak, “Notes on the BMS group in three dimensions: I. Induced
representations,” JHEP 1406, 129 (2014) doi:10.1007/JHEP06(2014)129 [arXiv:1403.5803
[hep-th]].
[60] G. Barnich and B. Oblak, “Notes on the BMS group in three dimensions: II. Coadjoint
representation,” JHEP 1503, 033 (2015) doi:10.1007/JHEP03(2015)033 [arXiv:1502.00010
[hep-th]].
[61] A. Campoleoni, H. A. Gonzalez, B. Oblak and M. Riegler, “BMS Modules in Three
Dimensions,” Int. J. Mod. Phys. A 31, no. 12, 1650068 (2016)
doi:10.1142/S0217751X16500688 [arXiv:1603.03812 [hep-th]].
[62] B. Oblak, “BMS Particles in Three Dimensions,” doi:10.1007/978-3-319-61878-4
arXiv:1610.08526 [hep-th].
[63] A. Garbarz and M. Leston, “Quantization of BMS3 orbits: a perturbative approach,” Nucl.
Phys. B 906, 133 (2016) doi:10.1016/j.nuclphysb.2016.02.038 [arXiv:1507.00339 [hep-th]].
[64] D. Grumiller, M. Riegler and J. Rosseel, “Unitarity in three-dimensional flat space higher
spin theories,” JHEP 1407, 015 (2014) doi:10.1007/JHEP07(2014)015 [arXiv:1403.5297
[hep-th]].
[65] A. Bagchi, S. Detournay and D. Grumiller, “Flat-Space Chiral Gravity,” Phys. Rev. Lett.
109, 151301 (2012) [arXiv:1208.1658 [hep-th]].
[66] A. Bagchi, R. Basu, S. Detournay and P. Parekh, “Flatspace Chiral Supergravity,” Phys.
Rev. D 97, no. 10, 106020 (2018) doi:10.1103/PhysRevD.97.106020 [arXiv:1801.03245
[hep-th]].
[67] E. Hijano, “Semi-classical BMS3 blocks and flat holography,” JHEP 1810, 044 (2018)
doi:10.1007/JHEP10(2018)044 [arXiv:1805.00949 [hep-th]].
[68] A. Bagchi, M. Gary and Zodinmawia, “The nuts and bolts of the BMS Bootstrap,” Class.
Quant. Grav. 34, no. 17, 174002 (2017) doi:10.1088/1361-6382/aa8003 [arXiv:1705.05890
[hep-th]].
[69] E. Hijano and C. Rabideau, “Holographic entanglement and Poincar blocks in
– 37 –
three-dimensional flat space,” JHEP 1805, 068 (2018) doi:10.1007/JHEP05(2018)068
[arXiv:1712.07131 [hep-th]].
[70] A. Bagchi, A. Banerjee, S. Chakrabortty and P. Parekh, “Exotic Origins of Tensionless
Superstrings,” arXiv:1811.10877 [hep-th].
[71] H. Afshar, A. Bagchi, R. Fareghbal, D. Grumiller and J. Rosseel, “Spin-3 Gravity in
Three-Dimensional Flat Space,” Phys. Rev. Lett. 111, no. 12, 121603 (2013)
doi:10.1103/PhysRevLett.111.121603 [arXiv:1307.4768 [hep-th]].
[72] H. A. Gonzalez, J. Matulich, M. Pino and R. Troncoso, “Asymptotically flat spacetimes in
three-dimensional higher spin gravity,” JHEP 1309, 016 (2013)
doi:10.1007/JHEP09(2013)016 [arXiv:1307.5651 [hep-th]].
[73] A. Bagchi and I. Mandal, “On Representations and Correlation Functions of Galilean
Conformal Algebras,” Phys. Lett. B 675, 393 (2009) doi:10.1016/j.physletb.2009.04.030
[arXiv:0903.4524 [hep-th]].
[74] G. Barnich, L. Donnay, J. Matulich and R. Troncoso, “Asymptotic symmetries and
dynamics of three-dimensional flat supergravity,” JHEP 1408, 071 (2014)
doi:10.1007/JHEP08(2014)071 [arXiv:1407.4275 [hep-th]].
[75] G. Barnich, L. Donnay, J. Matulich and R. Troncoso, “Super-BMS3 invariant boundary
theory from three-dimensional flat supergravity,” JHEP 1701, 029 (2017)
doi:10.1007/JHEP01(2017)029 [arXiv:1510.08824 [hep-th]].
[76] A. Bagchi, S. Chakrabortty and P. Parekh, “Tensionless Superstrings: View from the
Worldsheet,” JHEP 1610, 113 (2016) doi:10.1007/JHEP10(2016)113 [arXiv:1606.09628
[hep-th]].
[77] I. Lodato and W. Merbis, “Super-BMS3 algebras from N = 2 flat supergravities,” JHEP
1611, 150 (2016) doi:10.1007/JHEP11(2016)150 [arXiv:1610.07506 [hep-th]].
[78] I. Lodato, W. Merbis and Zodinmawia, “Supersymmetric Galilean conformal blocks,”
JHEP 1809, 086 (2018) doi:10.1007/JHEP09(2018)086 [arXiv:1807.02031 [hep-th]].
[79] A. Bagchi, A. Banerjee, S. Chakrabortty and P. Parekh, “Inhomogeneous Tensionless
Superstrings,” JHEP 1802, 065 (2018) doi:10.1007/JHEP02(2018)065 [arXiv:1710.03482
[hep-th]].
[80] A. Campoleoni, H. A. Gonzalez, B. Oblak and M. Riegler, “Rotating Higher Spin Partition
Functions and Extended BMS Symmetries,” JHEP 1604, 034 (2016)
doi:10.1007/JHEP04(2016)034 [arXiv:1512.03353 [hep-th]].
[81] A. Maloney and E. Witten, “Quantum Gravity Partition Functions in Three Dimensions,”
JHEP 1002, 029 (2010) doi:10.1007/JHEP02(2010)029 [arXiv:0712.0155 [hep-th]].
[82] S. Giombi, A. Maloney and X. Yin, “One-loop Partition Functions of 3D Gravity,” JHEP
0808, 007 (2008) doi:10.1088/1126-6708/2008/08/007 [arXiv:0804.1773 [hep-th]].
[83] J. R. David, M. R. Gaberdiel and R. Gopakumar, “The Heat Kernel on AdS(3) and its
Applications,” JHEP 1004, 125 (2010) doi:10.1007/JHEP04(2010)125 [arXiv:0911.5085
[hep-th]].
[84] L. Cornalba and M. S. Costa, “A New cosmological scenario in string theory,” Phys. Rev. D
66, 066001 (2002) doi:10.1103/PhysRevD.66.066001 [hep-th/0203031].
– 38 –
