Biometric based person identity verification is gaining more and more attention. Several studies have shown that multimodal biometric identification systems improve the recognition accuracy and reliability compared with recognition using a single biometric. The present paper introduces a new personal identification framework that is based on the fusion of face and fingerprint biometrics. The proposed framework overcomes the limitations of face recognition systems as well as fingerprint verification systems. The gray-level co-occurrence matrix and the minutiae extraction are used to represent the features of face and fingerprint image respectively. This framework uses the correlation coefficient as a similarity measure to retrieve the closest face and the corresponding fingerprint images with a query image. Experimental results performed on a given database of face and fingerprint images show that the proposed framework improved greatly the security and recognition rate.
INTRODUCTION
Biometric identification has the potential of becoming an increasingly powerful tool for public safety. Many techniques have looked at the fusion of multiple biometric modalities. Multi-modal biometric fusion, where the recognition is performed on multiple biometric samples acquired from different biometric sources of a subject (e.g., face and fingerprint), has received increasing interest and is demonstrated to be more accurate and reliable compared with recognition performed on a single biometric modality [1] [2] . Fingerprint verification has been widely accepted as a key biometric identification technique in many applications such as physical access control, information system security, law enforcement and health care etc. [3] . A fingerprint recognition system involves several phases. The acquisition phase, where the fingerprint is scanned using a fingerprint sensor. The feature extraction phase, which involves calculation of the directional field, enhancement and segmentation of the fingerprint, and extraction of the appropriate feature. Finally, the matching phase, where the features of the tested fingerprint are compared with a template that is found in the fingerprint database [4] . The effectiveness of a feature extraction depends greatly on the quality of the images. Consequently, fingerprint image enhancement has become a necessary and common step after image acquisition and before feature extraction in most fingerprint identification systems [5] . Therefore, preprocessing is an essential step to reduce the noises and increase the contrast between ridges and valleys. Many methods have been proposed to enhance the quality of fingerprint images. In practice, there are three methods to enhance the fingerprint images: Gabor filter [6] [7] , anisotropic filter [8] [9] and topographic analysis [10] . Generally, methods for extracting fingerprint features can be classified into two primary categories. The first category is the ridges pattern based feature extraction and the second category is the minutiae based features extraction. Several methods have been developed to extract useful information from fingerprint ridges. Some of these methods examine the frequency and orientation of the ridges, while others develop mathematical models to represent the structure of the ridges [11] . Most fingerprint recognition systems utilize minutiae points as features. The location and angle information of ridge endings and bifurcations extracted from gray-scale or thinned binary fingerprint images are determined [12] [13] [14] . A minutiae-based approach is generally accepted by a majority of developers since it outperforms other approaches in terms of reliability and matching accuracies [3] . The accuracy of the system is determined by computing the False Acceptance Rate (FAR) and False Rejection Rate (FRR) of the system. If a registered user of a system is wrongly recognized as an imposter, the corresponding error rate is called the False Rejection Rate (FRR). An imposter could be also mistakenly recognized as genuine person, the corresponding error rate is called the False Acceptance Rate (FAR) [15] . Face recognition has been attracting the attention of the researchers as one of the most important techniques for human identification. Face recognition technique extracts low-level features which are inbuilt in the images to present the contents of images. The low level features are classified into three main classes: color [16] , texture [17] and shape [18] features. Texture is an important visual property that characterizes a wide range of natural and artificial images which makes it a useful feature for retrieving images. A variety of techniques have been used for measuring texture such as gray level cooccurrence matrix (GLCM) [19] , markov random fields (MRF) [20] , two dimensional autoregressive (2D-AR) [21] , gabor filters (GF) [22] , fractals [23] , texture spectrum (TS) [24] , wavelet transform [25] , complexity curve [26] , run length matrices [27] , and cross diagonal texture matrix [28] . However, the most common way to extract texture features for face recognition is the use of gray level co-occurrence matrices. The GLCM functions characterize the texture of an image by calculating how often pairs of pixel with specific values and in a specified spatial relationship occur in an image, creating a GLCM, and then extracting statistical measures from this matrix [29] .
The present paper introduces a new framework based on multi-modal biometric fusion (face and fingerprint) for improving the performance of the personal verification. Each face image and the corresponding fingerprint are represented by a GLCM and the moments respectively. During the testing process, the features of the query face image and the corresponding fingerprint query image are extracted and matched against the features stored in the database. The correlation coefficients are used for similarity measure. The rest of this paper is structured as follows. Section 2 briefly summarizes the related works. Section 3 introduces the feature extraction from the personal face image. Section 4 presents the feature extraction from fingerprint image. The matching strategy is described in section 5. Section 6 reports the experiments and analyzes the results. Finally, section 7 concludes the paper.
RELATED WORKS
There are many multi-biometric system approaches through various biometric modalities. For example, an identification model based on face and fingerprint is introduced, where fingerprint matching is applied after pruning the database through face matching [30] . While Frischholz and Dieckmann [31] present a model based on the face, lip movement and voice. The features are dynamic and collected from video image. Then, through using ranking approach, the decision is made by collecting the percentage of recognition of each biometrics. In addition, Ross and Jain [32] introduced a model that integrates face, fingerprint, and hand geometry biometrics with sum rule, decision tree, and linear discriminant-based methods. Multimodal approach that combines a face verification system based on a global appearance representation scheme, a minutiae-based fingerprint verification system, and an online signature verification system based on HMM modeling of temporal functions with fusion methods was presented by [33] . Kumar et al. [34] introduced a multimodal approach for palmprint and hand geometry, with fusion methods at the feature level through collecting by concatenation, and the matching score level by using max rule. Toh et al. [35] presented a model that utilizes hand geometry, fingerprint, and voice biometric with weighted sum rule-based match-score-level fusion. They dealt with the multimodal biometric decision fusion problem as a two-stage problem that includes learning and decision. While, face and palmprint were combined by Feng et al. [36] through concatenated the features extracted by using PCA and ICA with the nearest neighbour classifier (nnc) and SVM as the classifier. Snelick et al. [37] proposed a multimodal approach for face and fingerprint, with fusion methods at the score level through employing three fingerprint recognition commercial systems and one face recognition commercial system. Kumar et al. [38] developed multimodal personal verification system utilizing hand images through combining hand geometry and palm image using directional convolution masks to extract the palm futures from normalized palm image, whereas, finger length and width were extracted for hand geometry palm. Also, Zhou et al. [39] proposed multimodal authentication system using face and fingerprint, and multi route detection was employed through SVM fusion, while the face image with zero turning is used as face template and other face images are used for self learning. Rattani et al. [40] used face and fingerprint, where the scale invariant feature transform features (SIFT) is applied for face feature extraction and minutiae matching technique for fingerprint. Shahin et al. [41] employed the hand veins, hand geometry and fingerprint to obtain high security through calculating the ridges. In addition, the direction is calculated in frequency domain. Tayal et al. [42] developed multimodal iris and speech authentication system using decision theory by combining iris and speech biometrics through energy compaction and time frequency resolution. Multimodal finger veins recognition using score level fusing for finger geometry and finger veins was developed by Kang and Park [43] . Besides, Monwar and Gavrilova [44] presented a multimodal biometrics system that uses face, ear and signature. The features of the biometrics are extracted respectively by using eigenface, eigenear and eigensignature. Darwish et al. [45] proposed a multimodal biometric system depending on the face and fingerprint fusion biometrics. The face recognition was done by uniform local binary patterns (ULBP), while fingerprint recognition was performed by minutiae extraction. Gargouri Ben Ayed et al. [46] presented a multimodal biometric recognition system that integrates two modalities which are face and fingerprint. For face trait, features are built based on Gabor Wavelet Networks (GWNs), while Local Binary Patterns (LBP) is used for fingerprint trait. Finally, Jinfeng Yang et al. [47] proposed a new fingerprint-vein based biometric method to make a finger more universal in biometrics. The unimodal features of fingerprint and fingervein were used to extract a unified Gabor filter framework that is significant for canonical correlation analysis (CCA) and its extension in order to obtain the most correlated features between fingerprints and finger-vein.
FACIAL IMAGE FEATURES
Many researchers have used the gray-level co-occurrence matrix as an effective method for extracting the texture features in the face recognition. Gelzinis et al. [48] presented a new approach to exploiting information available in the cooccurrence matrices computed for different distance parameter values. In [49] , an extension is introduced, where a new matrix called motif co-occurrence matrix was proposed. Walker et al. [50] have proposed to form co-occurrence matrix-based features by weighted summation of cooccurrence matrix elements from localized areas of high discrimination. The GLCM contains the second-order statistical information of spatial relationship of the image pixels. In deed, the co-occurrence matrix is computed based on two parameters which are; the relative distance between image pixels (d) and their relative orientation (φ). Normally, φ is quantized in four directions (horizontal: 0, diagonal: 45, vertical: 90 and anti-diagonal: 135) [51] . These orientations refer to the 4-adjacency pixels. In practice, for each d, the resulting values for the four directions are averaged out. In the present paper, texture features are the entropy, energy, contrast, and homogeneity. They are extracted from the cooccurrence matrix of gray levels of an image. The gray level co-occurrence matrix C(i,j) is defined by a first specifying of a displacement vector dx,y = (δx, δy), where δx, δy are the displacements in the x and y directions respectively. All pairs of pixels separated by displacement dx,y and having gray levels i and j are computed . The matrix C (i, j) is normalized by dividing each element in the matrix by the total number of pixel pairs. Using this co-occurrence matrix, the texture features matrices are computed as follows [51] . The feature that measures the randomness of gray-level distribution is the entropy which is defined as:
The highest value of the entropy is obtained when all entries in C(i, j) are equal; such a matrix corresponds to an image in which there are no preferred gray-level pairs for the specified distance vector d. The energy, contrast, and homogeneity features are also defined using the gray-level co-occurrence matrix as given below:
FINGERPRINT FEATURES
Fingerprint recognition consists of two main phases; image preprocessing phase and feature extraction phase. Generally, image preprocessing phase consists of image enhancement, binarization, filtering, and thinning process [52] [53] . Fingerprint feature extraction phase is classified into two categories namely; local and global features [54] . The local features are the tiny and unique characteristics of fingerprint ridges that are used for identification. They are found in the local area only and are invariant with respect to global transformation [55] . The global features are characterized by the attributes that capture the global spatial relationships of a fingerprint [56] . Many algorithms have been proposed in the literature utilize the local features (called minutiae) to improve the overall performance of an automatic fingerprint identification system [57] [58] [59] . A minutiae-based approach is generally accepted by a majority of developers since it outperforms other approaches in terms of reliability and matching accuracies. A Crossing Number (CN) method for feature detection and extraction from the thinned image had been implemented in [60] [61] [62] . In the CN method, the features extraction is performed through the scanning of the 3 x 3 neighborhood of each ridge pixel in the thinned image. The CN value is then calculated from half the sum of the differences between pairs of adjacent pixels in the eightneighborhood as shown in the following equation. The minutiae points are classified into five major categories according to the value of the CN. A CN of zero corresponds to an isolated point, a CN of one corresponds to a ridge ending point, a CN of two corresponds to a continuing ridge point, a CN of three corresponds to a bifurcation point, and a CN of four corresponds to a crossing point as shown in figure  1 . Fig 1 (a-b) : Fingerprint minutia The present paper introduces a statistical algorithm for extracting the fingerprint features from the five categories of the minutiae points. The proposed algorithm separates each minutiae category from fingerprint minutiae matrix, which was calculated by crossing number method, while preserving their original spatial the X and Y coordinates, as shown in figure 2.
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Fig 2: Minutia category separation
The K-means clustering technique is used in the proposed algorithm to group fingerprint minutiae based on its category into K number of group. The grouping is performed by minimizing the sum of squares of distances between minutiae and the corresponding cluster centroid. Figure 3 shows the kmeans clusters for fingerprint minutia. Where A is the polygon signed area and can be formulated as:
Each minutia category has its centroid location which was determined by ( x C , y C ). Consequently, we can get the average of the five centroids ( xT C , yT C ). Figure 5 shows the five centroids and the average centroid for fingerprint minutia. 
MATCHING STRATEGY
The matching strategy consists of three modules namely; face module, fingerprint module and fusion module. To identify the user, the face template storage and the fingerprint template storage are constructed by registering the number of face images and the corresponding fingerprint images for each user in the proposed framework. The similarity measure is used to perform the matching between a query face and each face image of the face template storage, and between a query fingerprint and each fingerprint image of the fingerprint template storage. The present paper used the correlation coefficient as a similarity measure and it can be expressed by [63] : 
EXPERIMENTAL RESULTS
The performance evaluation of the proposed framework has been performed according to the false acceptance rate (FAR), the false rejection rate (FRR), and genuine acceptance rate (GAR) for various thresholds. False acceptance occurs when an unauthorized user (impostor) gains access to the system while false rejection occurs when a registered user (genuine) does not gain access to the system. The genuine acceptance rate is the probability of a genuine user being correctly accepted as genuine. Therefore, a perfect biometric authentication system would have a FRR = 0 and a FAR = 0. These measures are calculated as follows [64] If threshold is set to a very high value then FAR of the system may decrease but it may increase FRR. While a low threshold may result in decreasing FRR but it may increase the FAR. So, the threshold is set according to the requirement whether a low FAR or a low FRR is needed. Therefore, the main aim of the proposed framework is to decrease the false acceptance rate and increase the genuine acceptance rate. The given used database consists of 100 persons, for each person 10 face images and 10 fingerprint images were acquired. The face and the fingerprint images were acquired using a digital camera and an optical fingerprint scanner respectively. Therefore, the total face and fingerprint images in a given database are 2000 images. Results of the proposed personal identification framework are explored throughout different phases. The first phase extracts the features' vectors of the face and the fingerprint database to construct the templates storage of face ( ij V ) and fingerprint images ( ik U ). The second phase concerns with calculating the matching score, for each person, five face and five fingerprint images are taken as the standard set and the remaining five face and five fingerprint images are taken as the testing set. The similarity between the standard images and the test images was measured using the correlation coefficient. Correlation coefficient classifier uses genuine and imposter score for classification. In order to compute FAR and GAR, first we need to generate all possible genuine and imposter matching scores and then set a threshold for deciding whether to accept or to reject a match. The genuine matching score is generated by calculating the correlation coefficient between the testing set and the standard set of the same individual. Same procedure is followed for all the individuals in the database. Thus, the total count of genuine score is 100 * 5 * 5 = 2500. Imposter matching score is generated by calculating the correlation coefficient between a testing set and the standard set of all other members. It is repeated for all individuals. Then, the total count of imposter score is (100 * 5) * ( 100 * 5 -5 ) = 247500. A threshold is set based on the genuine and imposter scores. If the similarity measure calculated is greater than the threshold, they are recognized as genuine persons. If the score is less than the threshold, the person is recognized as an imposter. In the third phase, the face module and the fingerprint module retrieve the face and fingerprint images which have the highest score with the query face and fingerprint images respectively. Finally, the fusion module shows the user information if the received face and fingerprint images belong to the same user. The performance of the proposed framework can be performed by plotting a receiver operating characteristic (ROC) curve. A ROC curve is a plot of the GAR against each value of FAR for various thresholds as shown in figure 8 . Therefore, the performance of the fusion method is improved effectively than face-only based or fingerprint-only based methods. The graphical user interface (GUI) for the proposed framework was implemented using MATLAB 7.1 and the snapshot of this GUI is shown in figure 9 (a-g). 
CONCLUSION
Multi-biometrics is a new and exciting area of information science research for accurate and reliable personal information representation for matching. Some of biometrics are more reliable than others. Therefore, the present trend is to find a good combination of multiple biometric to get the optimal identification. The present paper introduced a fusion biometric system which integrates face and fingerprint in authenticating a personal identification. It combines the advantages of different techniques and performs better than face-only or fingerprint-only systems. The experimental results demonstrate that fusing information from independent sources (face and fingerprint) improves the genuine acceptance rate compared with any single mode biometric system. In future, it would be instructive to study other datasets involving a larger number of users with additional biometric indicators such as fingerprint, face, voice and hand geometry to improve the system accuracy.
