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CLASSIFICATION OF RESOLVING SUBCATEGORIES AND GRADE
CONSISTENT FUNCTIONS
HAILONG DAO AND RYO TAKAHASHI
Abstract. We classify certain resolving subcategories of finitely generated modules
over a commutative noetherian ring R by using integer-valued functions on SpecR. As
an application, we give a complete classification of resolving subcategories when R is
a locally hypersurface ring or a complete intersection. Our results also recover and
categorify a “missing theorem” by Auslander.
1. Introduction
Throughout the present paper, let R be a commutative noetherian ring with identity
which is not necessarily of finite Krull dimension. All modules are assumed to be finitely
generated. We denote by modR the category of (finitely generated) R-modules. A resolv-
ing subcategory of modR is a full subcategory that contains all projective modules and is
closed under direct summands, extensions and syzygies. (Here, a syzygy of an R-module
M means the kernel of some epimorphism from a projective R-module to M .) In this
paper we give a classification of certain resolving subcategories of modR using functions
from SpecR to the integers. Our results can be applied to obtain classification of all
resolving subcategories when R is a locally hypersurface ring or a complete intersection.
There has been a flurry of research activities on classification of subcategories associated
to algebraic objects in recent years. These results are becoming increasingly influential in
ring theory, homotopy theory, algebraic geometry and representation theory. For instance,
Gabriel [19] classified all Serre subcategories of modR using specialization closed subsets
of SpecR. Devinatz, Hopkins and Smith [18, 23] classified thick subcategories in the
stable homotopy category. Hopkins [22] and Neeman [26] gave a similar result for thick
subcategories of the derived categories of perfect complexes over R. The Hopkins-Neeman
theorem was extended to schemes by Thomason [33] and recently to group algebras by
Benson, Iyengar and Krause [10]. For many other similar results, see [8, 24, 27, 29, 31]
and the references therein.
Generally speaking, the less restrictive conditions one imposes on the subcategories the
harder it is to classify them. A well-known difficulty is that modR is “too big”, even when
R is nice (say, regular local). Thus attentions are often restricted to more special categories
such as that of maximal Cohen-Macaulay modules, or derived categories. However, it has
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recently emerged that resolving subcategories of modR are reasonable objects to look at,
and they capture substantial information on the singularities of R, see [16, 17]. Therefore,
it is natural to ask if one can classify all such subcategories.
Our main results indicate that such task is quite subtle but at the same time not
hopeless. The key new idea is to use certain integer-valued functions on SpecR. Let us
describe this class of functions which will be crucial for the rest of the paper.
Definition 1.1. Let N denote the set of nonnegative integers. Let f be an N-valued
function on SpecR. We call f grade consistent if it satisfies the following two conditions.
• For all p ∈ SpecR one has f(p) ≤ grade p.
• For all p, q ∈ SpecR with p ⊆ q one has f(p) ≤ f(q).
Here, recall that for a proper ideal I of R, grade I denotes the grade of I, i.e., the minimum
of the integers n ≥ 0 with ExtnR(R/I,R) 6= 0. This is known to be equal to the common
length of the maximal R-regular sequences in I. We denote by PD(R) the subcategory
of modR consisting of modules of finite projective dimension (we use the convention that
the projective dimension of the zero module is −∞, which is also regarded as finite). One
of our main results states
Theorem 1.2. Let R be a commutative noetherian ring. There is a 1-1 correspondence{
Resolving subcategories of modR
contained in PD(R)
} φ
−−−→
←−−−
ψ
{
Grade consistent functions
on SpecR
}
.
Here φ, ψ are defined by φ(X )(p) = maxX∈X{pdXp} and ψ(f) = {M ∈ modR |
pdMp ≤ f(p) for all p ∈ SpecR }.
Remark 1.3. Only a few days after the first version of our preprint appeared on the
arXiv, another new preprint [2] was posted, which announces a classification of resolving
subcategories in PD(R) by solving the equivalent problem of classifying tilting classes
over R. That classification is essentially the same as Theorem 1.2, since one can get a
descending sequence of specialization closed subsets as in [2, Definition 3.1] by taking
Yi = {p ∈ SpecR | f(p) ≥ i}. Also in [1], a classification was obtained for compactly
generated t-structures in the derived categories of R. These structures can be seen to
contain the resolving subcategories of PD(R). However, it would take some work to
derive our classification (or the one in [2]) from this classification. In any case, our proofs
are quite different and they give rather concrete information on when and how one can
build a module from another with syzygies, extensions and direct summands, see Remark
1.6 and Section 6.
For M ∈ modR we denote by addM the subcategory of modR consisting of modules
isomorphic to direct summands of finite direct sums of copies of M . We say that a
resolving subcategory X of modR is dominant if for every p ∈ SpecR there exists n ≥ 0
such that Ωnκ(p) ∈ addXp, where Xp denotes the subcategory of modRp consisting of
modules of the form Xp with X ∈ X . Over a Cohen-Macaulay ring, the grade consistent
functions also classify the dominant resolving subcategories.
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Theorem 1.4. Let R be a Cohen-Macaulay ring. Then one has a 1-1 correspondence{
Dominant resolving subcategories
of modR
} φ
−−−→
←−−−
ψ
{
Grade consistent functions
on SpecR
}
,
where φ, ψ are defined by φ(X )(p) = ht p−minX∈X{depthXp} and ψ(f) = {M ∈ modR |
depthMp ≥ ht p− f(p) for all p ∈ SpecR }.
For an R-module M we denote by IPD(M) the infinite projective dimension locus of
M , i.e., the set of prime ideals p with pdRp Mp = ∞. For a subcategory X of modR,
set IPD(X ) =
⋃
X∈X IPD(X). Let SingR denote the singular locus of R, that is, the set
of prime ideals p of R such that Rp is not a regular local ring. Let W be a subset of
SingR. We say that W is specialization closed if V (p) ⊆ W for every p ∈ W . We denote
by IPD−1(W ) the subcategory of modR consisting of modules whose infinite projective
dimension loci are contained in W . Recall that R is said to be locally hypersurface if for
each p ∈ SpecR the local ring Rp is a hypersurface. The above results allow us to give
complete classification of resolving subcategories when R is a locally hypersurface ring.
Also, by combining with Stevenson’s recent classification of thick subcategories of the
singularity category [27], one obtains a complete classification of resolving subcategories
for complete intersections:
Theorem 1.5. (1) Let R be a locally hypersurface ring. There is a 1-1 correspondence{
Resolving subcategories
of modR
} Φ
−−−→
←−−−
Ψ
{
Specialization closed
subsets of SingR
}
×
{
Grade consistent
functions on SpecR
}
.
One defines Φ,Ψ by Φ(X ) = (IPD(X ), φ(X )) with φ(X )(p) = ht p−minX∈X{depthXp}
and Ψ(W, f) = {M ∈ IPD−1(W ) | depthMp ≥ ht p− f(p) for all p ∈ SpecR }.
(2) Let R = S/(x) where S is a regular ring and x = x1, . . . , xc is a regular sequence on
S. Set X = Pc−1S = ProjS[y1, · · · , yc] and let Y be the zero subscheme of
∑c
i=1 xiyi ∈
Γ(X,OX(1)). Then one has a 1-1 correspondence{
Resolving subcategories
of modR
}
−−−→
←−−−
{
Specialization closed
subsets of Sing Y
}
×
{
Grade consistent
functions on SpecR
}
.
Remark 1.6. Using the above Theorem, one can decide whether a finitely generated
module N can be “built” from another module M by looking at computable invariants.
As a simple example, let R be a local complete intersection andM,N be modules of finite
length. Then N can be built from M using syzygies, extensions and direct summands if
and only if the support variety (see [6]) of N is contained in that of M . Support varieties
can be computed using a computer program like Macaulay 2.
For an R-moduleM we denote by resM its resolving closure, i.e., the smallest resolving
subcategory ofmodR containingM . As another application we recover and give a categor-
ical version of a “missing” result by Auslander. One says that Tor-rigidity holds for PD(R)
if for any module M ∈ PD(R) and N ∈ modR, TorRi (M,N) = 0 forces Tor
R
j (M,N) = 0
for j > i. It is known that Tor-rigidity holds for PD(R) when R is regular or a quotient
of an unramified regular local ring by a regular element; see [3, 15, 25]. The equivalence
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of (1) and (3) in the theorem below for unramified regular local rings was announced by
Auslander in his 1962 ICM speech but never published (cf. [3, Theorem 3]):
Theorem 1.7. Let R be a commutative noetherian ring. Suppose that Tor-rigidity holds
for PD(Rp) for all p ∈ SpecR. The following are equivalent for M,N ∈ PD(R):
(1) pdMp ≤ max{pdNp, 0} for all p ∈ SpecR.
(2) M ∈ resN .
(3) SuppTorRi (M,X) ⊆ SuppTor
R
i (N,X) for all i > 0 and all X ∈ modR.
Since the proofs are somewhat technical, we provide a short summary of our approach
to the main results stated above. To prove Theorem 1.2 we started by considering a
special but crucial case, namely to classify resolving subcategories which consist of mod-
ules of finite projective dimension and that are locally free on the punctured spectrum of
R. This is achieved in Section 2 (Theorem 2.1). Here we are actually able to describe
these subcategories of PD(R) as the smallest extension-closed subcategories containing
the transposes of certain syzygies of the residue field.
In Section 3 we recall or establish various technical reductive tools, such as how to
approximate a module in some resolving subcategory by a module with smaller nonfree
locus and how resolving subcategories localize (Lemma 3.2 and Proposition 3.3). We also
prove Theorem 1.7 in this section.
Section 4 deals with dominant subcategories to prepare for Theorem 1.4. Here a key
point, Proposition 4.2, is that any dominant subcategory containing a module of depth t
also contains a t-th syzygy of the residue field. To show the main result of the section,
Theorem 4.5, we also reduce to the case of modules locally free on the punctured spectrum.
The ingredients were put together in Section 5 to give proofs of Theorems 1.2 and
1.4. Several examples showing importance of our results are given in Section 6, and
in the final section, Section 7, the previous results are applied to prove Theorem 1.5. In
Theorem 7.4 we also prove for a locally complete intersection ring R, a quite general result
giving precise connections between resolving subcategories of modR and ones contained
in MCM(R) and PD(R). This “glueing” result shows that for such rings one only need to
classify resolving categories in MCM(R) and PD(R) to get a full classification for modR.
Convention. For an R-module M , we denote its n-th syzygy by ΩnM , and its transpose
by TrM . (Recall that if P1
∂
−→ P0 →M → 0 is a projective presentation of M , then TrM
is defined to be the cokernel of the R-dual map of ∂.) Whenever R is local, we define
them by using a minimal free resolution of M , so that they are uniquely determined up
to isomorphism. The depth of the zero R-module is ∞ as a convention.
2. Resolving subcategories in PD0(R)
Throughout this section, let (R,m, k) be a local ring. An extension-closed subcategory
of modR is defined as a subcategory of modR which is closed under direct summands and
extensions. For an R-module M we denote by extM the extension closure of M , that is,
the smallest extension-closed subcategory of modR containing M . We denote by PD0(R)
the subcategory of PD(R) consisting of modules that are locally free on the punctured
spectrum SpecR \ {m}. For an integer n ≥ 0, we denote by PDn0 (R) the subcategory of
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modR consisting of modules which are of projective dimension at most n and locally free
on the punctured spectrum of R. This section is devoted to showing the theorem below
that is an important step in proving Theorem 1.2.
Theorem 2.1. Let R be a commutative noetherian local ring of depth t and with residue
field k. Then one has a filtration
addR = PD00(R) ( PD
1
0(R) ( · · · ( PD
t
0(R) = PD0(R)
of resolving subcategories of modR, and these are all the resolving subcategories contained
in PD0(R). Moreover, when t > 0, for each integer 1 ≤ n ≤ t one has
PDn0 (R) = res(TrΩ
n−1k) = ext(R⊕
⊕n−1
i=0 TrΩ
ik).
The key is a detailed inspection of syzygies and transposes. We begin with stating
several basic properties of syzygies and transposes; the following proposition will be used
basically without reference.
Proposition 2.2. For an R-module M the following hold.
(1) Let 0 → L → M → N → 0 be an exact sequence of R-modules. Then one has exact
sequences:
0→ ΩN → L⊕ R⊕a → M → 0,
0→ ΩL→ ΩM ⊕ R⊕b → ΩN → 0,
0→ N∗ →M∗ → L∗ → TrN → TrM ⊕ R⊕c → TrL→ 0
for some a, b, c ≥ 0.
(2) There are isomorphisms (TrM)∗ ∼= Ω2M and M∗ ∼= Ω2TrM ⊕ R⊕n for some n ≥ 0.
(3) The module TrM has no nonzero free summand.
(4) One has an isomorphism M ∼= TrTrM ⊕ R⊕n for some n ≥ 0. Hence TrTrM is
isomorphic to a maximal direct summand of M without nonzero free summand.
(5) There is an exact sequence
0→ Ext1(M,R)→ TrM
f
−→ (Ω2M)∗ → Ext2(M,R)→ 0
of R-modules with Im f ∼= ΩTrΩM .
Proof. (1) The first sequence is a consequence of a pullback diagram made by 0 → L →
M → N → 0 and 0 → ΩN → R⊕a → N → 0. The second and third sequences are
obtaind by the horseshoe and snake lemmas from the original sequence.
(2) These isomorphisms are obtained easily by definition.
(3) This statement follows from (the proof of) [32, Lemma 4.2].
(4) The former assertion is straightforward. The latter is by (3).
(5) Applying [4, Proposition (2.6)(a)] to TrM and using the first isomorphism in (2), we
get such an exact sequence. It follows from [4, Appendix] that the image of f is isomorphic
to ΩTrΩM ⊕ R⊕n for some n ≥ 0. We have surjections TrM → ΩTrΩM ⊕ R⊕n → R⊕n,
which shows that TrM has a free summand isomorphic to R⊕n. By (3) we have n = 0. 
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Lemma 2.3. Let 0 → L → M → N → 0 be an exact sequence of R-modules. Let n ≥ 0
be an integer such that Extn(L,R) = 0. Then there is an exact sequence
0→ TrΩnN → TrΩnM ⊕R⊕m → TrΩnL→ 0.
Proof. We have an exact sequence 0 → ΩnL → ΩnM ⊕ R⊕l → ΩnN → 0. The following
three exact sequences are induced:
(ΩnM ⊕R⊕l)∗
α
−→ (ΩnL)∗
β
−→ TrΩnN → TrΩnM ⊕ R⊕m → TrΩnL→ 0,
(ΩnM ⊕R⊕l)∗
α
−→ (ΩnL)∗
γ
−→ Extn+1(N,R)
δ
−→ Extn+1(M,R),
0 = Extn(L,R)→ Extn+1(N,R)
δ
−→ Extn+1(M,R).
Hence we observe: δ is injective, γ is zero, α is surjective, and β is zero. 
Proposition 2.4. Assume depthR = t > 0. Let M be an R-module which is locally free
on the punctured spectrum of R. Then for each integer 0 ≤ i < t, there exists an exact
sequence
0→ TrΩi+1TrΩi+1M → TrΩiTrΩiM ⊕R⊕ni → TrΩi Exti+1(M,R)→ 0.
Proof. Applying Proposition 2.2(5) to ΩiM , we have an exact sequence 0 →
Exti+1(M,R) → TrΩiM → ΩTrΩi+1M → 0. The assumption implies that Exti+1(M,R)
has finite length. Since i < t, we have Exti(Exti+1(M,R), R) = 0. The assertion now
follows from Lemma 2.3. 
Lemma 2.5. Assume depthR = t > 0. Let L 6= 0 be an R-module of finite length, and
let 0 ≤ n < t be an integer. Take a minimal free resolution · · ·
d2−→ F1
d1−→ F0 → L→ 0 of
L. Then one has an exact sequence
0→ F ∗0
d∗1−→ · · ·
d∗n−1
−−−→ F ∗n−1
d∗n−→ F ∗n
d∗n+1
−−−→ F ∗n+1 → TrΩ
nL→ 0,
which gives a minimal free resolution of TrΩnL. Hence,
ΩiTrΩnL ∼=


TrΩn−iL (0 ≤ i ≤ n),
F ∗0 (i = n+ 1),
0 (i ≥ n + 2).
In particular, pd(TrΩnL) = n+ 1.
Proof. There is an exact sequence 0→ ΩnL→ Fn−1
dn−1
−−−→ · · ·
d1−→ F0 → L→ 0. Since n <
t, we have Exti(L,R) = 0 for any i ≤ n. Hence 0→ F ∗0
d∗1−→ · · ·
d∗n−1
−−−→ F ∗n−1 → (Ω
nL)∗ → 0
is exact. Splicing this with 0→ (ΩnL)∗ → F ∗n
d∗n+1
−−−→ F ∗n+1 → TrΩ
nL→ 0, we are done. 
Proposition 2.6. Assume depthR = t > 0. Let L 6= 0 be an R-module of finite length.
Then res(TrΩnL) = res(TrΩnk) for every 0 ≤ n < t.
Proof. As L 6= 0, there is an exact sequence 0 → L′ → L → k → 0. Since L′ has finite
length and n < t, we have Extn(L′, R) = 0, and get an exact sequence 0 → TrΩnk →
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TrΩnL ⊕ R⊕m → TrΩnL′ → 0 by Lemma 2.3. Induction on the length of L shows that
TrΩnL belongs to res(TrΩnk), which implies
(2.6.1) res(TrΩnL) ⊆ res(TrΩnk).
(Note that this inclusion relation is valid for L = 0.) By Proposition 2.2(1) the above
exact sequence induces an exact sequence
(2.6.2) 0→ ΩTrΩnL′ → TrΩnk ⊕ R⊕l → TrΩnL⊕R⊕m → 0.
Let us prove
(2.6.3) TrΩnk ∈ res(TrΩnL)
by induction on n. When n = 0, the module ΩTrΩnL′ is free by Lemma 2.5, and (2.6.3)
follows from (2.6.2). When n ≥ 1, we have:
ΩTrΩnL′
(1)
∼= TrΩn−1L′
(2)
∈ res(TrΩn−1k)
(3)
⊆ res(TrΩn−1L)
(4)
= res(ΩTrΩnL) ⊆ res(TrΩnL).
Here (1),(4) follow from Lemma 2.5, (2) from (2.6.1), and (3) from the induction hy-
pothesis. Now (2.6.3) is obtained by (2.6.2). Consequently, we have the inclusion
res(TrΩnL) ⊇ res(TrΩnk). 
Lemma 2.7. Let M be an R-module such that ΩM ∈ ext(R⊕M). Then one has ext(R⊕
M) = resM .
Proof. It is clear that ext(R⊕M) is contained in resM . Let us consider the subcategory
X = {N ∈ ext(R⊕M) | ΩN ∈ ext(R⊕M) } ⊆ ext(R⊕M).
By assumption X contains R ⊕ M , and we easily see that X is closed under direct
summands. Let 0→ S → T → U → 0 be an exact sequence of R-modules with S, U ∈ X .
Then T,ΩS,ΩU are in ext(R⊕M), and there is an exact sequence 0→ ΩS → ΩT⊕R⊕n →
ΩU → 0. Hence ΩT belongs to ext(R⊕M), which implies T ∈ X . Therefore X is closed
under extensions, and thus X = ext(R ⊕M). Now ext(R ⊕M) is closed under syzygies,
which means that it is resolving. 
Now we can achieve the main purpose of this section.
Proof of Theorem 2.1. First of all, it is easy to observe that there is a filtration addR =
PD00(R) ( PD
1
0(R) ( · · · ( PD
t
0(R) = PD0(R), and that each PD
n
0 (R) is a resolving
subcategory of modR. When t = 0, we have PD0(R) = PD
0
0(R) = addR, which is the
smallest resolving subcategory of modR. So, we may assume t > 0.
(1) Let us prove the equalities
PDn0(R) = res(TrΩ
n−1k) = ext(R ⊕
⊕n−1
i=0 TrΩ
ik)
for each 1 ≤ n ≤ t. Lemma 2.5 implies that TrΩn−1k belongs to PDn0 (R). Hence
PDn0 (R) contains res(TrΩ
n−1k). Let M be an R-module in PDn0 (R). By Proposition
2.4 we have res(TrΩiTrΩiM) ⊆ res(TrΩi+1TrΩi+1M ⊕ TrΩi Exti+1(M,R)) for 0 ≤ i < n.
As Exti+1(M,R) has finite length, TrΩi Exti+1(M,R) is in res(TrΩik) by Proposition 2.6.
Since M has projective dimension at most n, we have TrΩnTrΩnM = 0. Lemma 2.5
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implies that TrΩik ∼= Ωn−1−i(TrΩn−1k) ∈ res(TrΩn−1k) for every 0 ≤ i ≤ n − 1. Also,
TrΩ0TrΩ0M is isomorphic to M up to free summand. Hence:
resM = res(TrΩ0TrΩ0M) ⊆ res(TrΩ1TrΩ1M ⊕ TrΩn−1k) ⊆ res(TrΩ2TrΩ2M ⊕ TrΩn−1k)
⊆ · · · ⊆ res(TrΩnTrΩnM ⊕ TrΩn−1k) = res(TrΩn−1k).
Therefore PDn0 (R) = res(TrΩ
n−1k) holds. The equality res(TrΩn−1k) = ext(R ⊕⊕n−1
i=0 TrΩ
ik) is a consequence of Lemmas 2.5 and 2.7.
(2) Let us prove that every resolving subcategory contained in PD0(R) coincides with
one of PD00(R), . . . ,PD
t
0(R). We start by establishing a claim.
Claim. Let 1 ≤ n ≤ t. Let X be an R-module in PDn0 (R) \ PD
n−1
0 (R). Then TrΩ
iL
belongs to resX for all R-modules L of finite length and all integers 0 ≤ i ≤ n− 1.
Proof of Claim. Fix an R-module L of finite length. Set E = Extn(X,R). Since X has
projective dimension n, we see that E is a nonzero module of finite length. Proposition
2.6 yields TrΩn−1L ∈ res(TrΩn−1k) = res(TrΩn−1E). It is easy to see that E ∼= TrΩn−1X ,
whence TrΩn−1E ∼= TrΩn−1TrΩn−1X . Thus:
(2.7.1) TrΩn−1L ∈ res(TrΩn−1TrΩn−1X).
We show the claim by induction on n. When n = 1, it follows from (2.7.1) and Propo-
sition 2.2(4). Let n ≥ 2. Since ΩX ∈ PDn−10 (R) \ PD
n−2
0 (R), the induction hypothesis
implies that TrΩjL is in res ΩX for all 0 ≤ j ≤ n− 2. Hence:
(2.7.2) TrΩjL ∈ resX (0 ≤ j ≤ n− 2).
By Proposition 2.4, there are exact sequences
0→ TrΩj+1TrΩj+1X → TrΩjTrΩjX ⊕ R⊕mj → TrΩjEj → 0 (0 ≤ j ≤ n− 2),
where Ej = Ext
j+1(X,R). As Ej has finite length, TrΩ
jEj is in resX for 0 ≤ j ≤ n − 2
by (2.7.2). Using the above exact sequences, we inductively observe that:
(2.7.3) TrΩn−1TrΩn−1X ∈ resX.
Combining (2.7.1), (2.7.2) and (2.7.3) yields that TrΩiL belongs to resX for any integer
0 ≤ i ≤ n− 1. 
Now, let X 6= addR be a resolving subcategory of modR contained in PD0(R). Then
there exists a unique integer 1 ≤ n ≤ t such that X is contained in PDn0 (R) but not
contained in PDn−10 (R). We find an R-module X ∈ X outside PD
n−1
0 (R). The above
claim says TrΩn−1k ∈ resX , whence TrΩn−1k ∈ X . By part (1) of the proof we have
X = PDn0 (R). 
We close this section by stating a corollary of Theorem 2.1, which will be used later.
Corollary 2.8. Let R be local. Let M ∈ PD0(R). Then resM = PD
n
0 (R) with n = pdM .
Proof. Theorem 2.1 shows that resM = PDm0 (R) for some integer m. SinceM is in resM ,
we have n ≤ m. Suppose n < m. Then M is in PDm−10 (R). As PD
m−1
0 (R) is resolving,
resM is contained in PDm−10 (R). This is a contradiction, which implies n = m. 
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3. Resolving subcategories of modules of finite projective dimension
Throughout this section, let R be an arbitrary commutative noetherian ring with iden-
tity. In this section, we study resolving subcategories whose objects are modules of finite
projective dimension.
For an R-moduleM , denote by NF(M) the nonfree locus ofM , that is, the set of prime
ideals p of R such that Mp is nonfree as an Rp-module. As is well-known, NF(M) is a
closed subset of SpecR (cf. [30, Corollary 2.11]).
The following result, which is proved in [16, Lemma 4.6], enables us to replace in a
resolving subcategory a module with a module whose nonfree locus is irreducible. This is
a generalization of [30, Theorem 4.3], and will also be used in the next section.
Proposition 3.1. Let M be an R-module. For every p ∈ NF(M) there exists X ∈ resM
satisfying NF(X) = V (p) and depthXq = inf{depthMq, depthRq} for all q ∈ V (p).
Next we state two results which are essentially proved in [31].
Lemma 3.2. Let X be a resolving subcategory of modR.
(1) For each p ∈ SpecR, the subcategory addXp of modRp is resolving.
(2) Let Z be a nonempty finite subset of SpecR. Let M be an R-module such that Mp ∈
addXp for all p ∈ Z. Then there exist exact sequences
0→ K → X →M → 0,
0→ L→M ⊕K ⊕R⊕n → X → 0
of R-modules with X ∈ X , NF(L) ⊆ NF(M) and NF(L) ∩ Z = ∅.
Proof. Note that the results [31, Lemmas 4.6 and 4.8] hold even if the ring R is not local,
as the proofs show. The first assertion now follows, and the second one can be shown
along the same lines as in the proof of [31, Proposition 4.7]. 
Next we investigate the relationship between a module in a resolving subcategory and
its localization. Thanks to the following proposition, we can reduce problems on resolving
subcategories to the case where the base ring is local. (It would be interesting to compare
this result with the local-global principle given in [9, 11, 27].)
Proposition 3.3. Let X be a resolving subcategory of modR. The following are equivalent
for an R-module M .
(1) M ∈ X .
(2) Mp ∈ addXp for all p ∈ SpecR.
(3) Mm ∈ addXm for all m ∈ MaxR.
Proof. Localization shows (1) ⇒ (3) ⇒ (2). As to (2) ⇒ (1), assume M /∈ X . Then
{NF(N) | N ∈ modR \ X and Np ∈ addXp for all p ∈ SpecR }
is a nonempty family of closed subsets of SpecR. Since SpecR is noetherian, this set has
a minimal element NF(L); see [21, Chapter I, Exercise 1.7]. As L /∈ X , we see that L is
not projective. Since projectivity is equivalent to local freeness, minNF(L) is nonempty.
Applying Lemma 3.2(2) to minNF(L), we get exact sequences 0→ K → X → L→ 0 and
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0→ H → L⊕K⊕R⊕n → X → 0 withX ∈ X , NF(H) ⊆ NF(L) and NF(H)∩minNF(L) =
∅. Since minNF(L) 6= ∅, we have NF(H) ( NF(L). Fix a prime ideal p of R. Lemma
3.2(1) shows that addXp is a resolving subcategory of modRp. Localizing the above two
exact sequences at p, we observe that Hp is in addXp. The minimality of NF(L) implies
that H belongs to X . It is seen from the second exact sequence above that L is in X ,
which is again a contradiction. Consequently, we have M ∈ X . 
The proposition below, which is a corollary of Theorem 2.1, will be a basis of the proof
of the main result of this section.
Proposition 3.4. Let R be local. Let M ∈ PD0(R) and N ∈ PD(R). If pdM ≤ pdN ,
then M ∈ resN .
Proof. We may assume that M is nonfree. Hence N is also nonfree, and the maximal
ideal m belongs to NF(N). Proposition 3.1 shows that there exists an R-module L ∈ resN
with NF(L) = {m} and depthL = inf{depthN, depthR}. Since N is of finite projective
dimension and PD(R) is resolving, PD(R) contains resN . Hence L is of finite projective
dimension as well. Using the Auslander-Buchsbaum formula, we have
pdL = depthR− depthL = depthR− inf{depthN, depthR}
= sup{pdN, 0} = pdN ≥ pdM.
Thus, replacing N with L, we may assume that N is in PD0(R). It follows from Corollary
2.8 that resN = PDn0 (R), where n = pdN . We have pdM ≤ pdN = n, and therefore M
belongs to PDn0(R) = resN . 
The following theorem is the main result of this section, which gives a criterion for a
module in PD(R) to belong to a resolving subcategory in PD(R).
Theorem 3.5. Let X be a resolving subcategory of modR contained in PD(R). Then the
following are equivalent for an R-module M .
(1) One has M ∈ X .
(2) For every p ∈ NF(M) there exists X ∈ X such that pdMp ≤ pdXp.
Proof. The implication (1) ⇒ (2) is trivial. To prove the opposite implication, assume
that the condition (2) holds. By Proposition 3.3 it suffices to show that Mm ∈ addXm
for all m ∈ MaxR. It holds that for every pRm ∈ NF(Mm) there exists Xm ∈ addXm such
that pd(Mm)pRm ≤ pd(Xm)pRm . By Lemma 3.2(1) the subcategory addXm of modRm is
resolving. Hence we may assume that (R,m) is local. Let us deduce (1) by induction on
m := dimNF(M).
When m = −∞, the module M is free, and belongs to X . When m = 0, we have
NF(M) = {m}. Hence M is in PD0(R), and by (2) there exists X ∈ X with pdM ≤ pdX .
Proposition 3.4 implies that M belongs to resX , and thus M ∈ X .
Now, let m ≥ 1. Let p ∈ minNF(M). Then we have dimNF(Mp) = 0. Lemma 3.2(1)
and the basis of the induction show that Mp ∈ addXp. Hence we can apply Lemma 3.2(2)
to the nonempty finite set minNF(M) (since NF(M) is closed and in general there are
only finitely many minimal primes over an ideal, the set minNF(M) is finite), and obtain
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exact sequences
0→ K → Y → M → 0,(3.5.1)
0→ L→ M ⊕K ⊕ R⊕l → Y → 0(3.5.2)
with Y ∈ X , NF(L) ⊆ NF(M) and NF(L)∩minNF(M) = ∅. We easily see that L ∈ PD(R)
and that dimNF(L) < m.
Let p ∈ NF(L). Then p is in NF(M), and hence pdMp ≤ pdWp for some W ∈ X by (2).
There are exact sequences 0→ Kp → Yp → Mp → 0 and 0→ Lp →Mp⊕Kp⊕R
⊕l
p → Yp →
0, which yield pdLp ≤ sup{pdMp, pdYp}. Thus the module L satisfies the condition (2).
Applying the induction hypothesis to L, we get L ∈ X . By (3.5.2) we observeM ∈ X . 
Finally we recall the statement of Theorem 1.7 from the Introduction and give a proof:
Theorem 1.7. Let R be a commutative noetherian ring. Suppose that Tor-rigidity holds
for PD(Rp) for all p ∈ SpecR. The following are equivalent for M,N ∈ PD(R):
(1) pdMp ≤ max{pdNp, 0} for all p ∈ SpecR.
(2) M ∈ resN .
(3) SuppTorRi (M,X) ⊆ SuppTor
R
i (N,X) for all i > 0 and all X ∈ modR.
Proof of Theorem 1.7. The implication (1) ⇒ (2) is a consequence of Theorem 3.5.
Indeed, every prime ideal p ∈ NF(M) satisfies pdMp ≤ pdNp by (1).
As to the implication (3)⇒ (1), assume (3) and let X = R/p. Then it is seen for each
i > 0 that Tor
Rp
i (Np, κ(p)) = 0 implies Tor
Rp
i (Mp, κ(p)) = 0. Thus (1) follows.
Assume (2) and pick a prime ideal p which is not in SuppTorRi (N,X). Then
Tor
Rp
i (Np, Xp) = 0, thus Tor
Rp
j (Np, Xp) = 0 for all j ≥ i by Tor-rigidity. SinceMp ∈ resNp,
it is easily seen that Tor
Rp
i (Mp, Xp) = 0. Therefore p is not in SuppTor
R
i (M,X). 
4. Dominant resolving subcategories over a Cohen-Macaulay ring
In this section, we consider dominant resolving subcategories over a Cohen-Macaulay
ring. In the first three results below, we investigate, over a Cohen-Macaulay local ring,
the structure of resolving closures containing syzygies of the residue field.
Lemma 4.1. Let (R,m, k) be a Cohen-Macaulay local ring. Let X be a resolving subcat-
egory of modR. Suppose that X contains an R-module of depth 0. If Ωnk is in X for
some n ≥ 0, then k is in X .
Proof. Let X be an R-module in X with depthX = 0. If NF(X) = ∅, then X is free. If
NF(X) 6= ∅, then m belongs to it, and applying Proposition 3.1 to m, we find a module
X ′ ∈ resX with depthX ′ = 0 and NF(X ′) = {m}. Thus, we may assume that X is locally
free on the punctured spectrum of R. As depthX = 0, there is an exact sequence
(4.1.1) 0→ k → X → C → 0,
and by Proposition 2.2(1) we get an exact sequence 0 → ΩC → k ⊕ R⊕m → X → 0.
Fix an integer i ≥ 1. Applying Proposition 2.2(1) ((i− 1) times) gives an exact sequence
0 → ΩiC → Ωi−1k ⊕ R⊕l → Ωi−1X → 0 for some l ≥ 0. Since C is locally free on the
punctured spectrum by (4.1.1), it is in resR k by [31, Theorem 2.4], whence Ω
iC is in
resR(Ω
ik). Thus, Ωik ∈ X implies Ωi−1k ∈ X for each i ≥ 1. The assertion follows. 
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Proposition 4.2. Let (R,m, k) be a d-dimensional Cohen-Macaulay local ring. Let M be
an R-module of depth t. Then Ωtk belongs to res(M ⊕ Ωnk) for all n ≥ 0.
Proof. As resR(M ⊕ Ω
i+1
R k) ⊆ resR(M ⊕ Ω
i
Rk) for each i ≥ 0, we may assume n ≥ d.
Then ΩnRk is a maximal Cohen-Macaulay R-module. Let x = x1, . . . , xt be a sequence of
elements of R having the following properties:
(1) The sequence x is regular on both M and R,
(2) The element xi ∈ m/(x1, . . . , xi−1) is not in (m/(x1, . . . , xi−1))
2 for 1 ≤ i ≤ t.
We can actually get such a sequence by choosing an element of m outside the ideal
m2+(x1, . . . , xi−1) and the prime ideals in AssRM/(x1, . . . , xi−1)M∪AssRR/(x1, . . . , xi−1)
for each 1 ≤ i ≤ t. Putting N = M ⊕ ΩnRk, we see that x is an N -sequence. Applying
[28, Corollary 5.3] repeatedly, we have an isomorphism
ΩnRk/xΩ
n
Rk
∼=
t⊕
j=0
(Ωn−jR/(x)k)
⊕(tj).
Hence resR/(x)(N/xN) = resR/(x)(M/xM ⊕ Ω
n
Rk/xΩ
n
Rk) contains Ω
n
R/(x)k. Since
resR/(x)(N/xN) contains the module M/xM of depth zero, it contains k by Lemma 4.1.
It follows that ΩtRk belongs to resR(Ω
t
R(N/xN)). The Koszul complex of x with respect
to N gives an exact sequence
0→ N⊕(
t
t) → N⊕(
t
t−1) → · · · → N⊕(
t
1) → N⊕(
t
0) → N/xN → 0,
which shows ΩtR(N/xN) ∈ resRN by [31, Lemma 4.3]. Therefore Ω
t
Rk ∈ resRN . 
Corollary 4.3. Let R be a Cohen-Macaulay local ring with residue field k. LetM be an R-
module of depth t that is locally free on the punctured spectrum of R. Then res(M⊕Ωnk) =
res(Ωtk ⊕ Ωnk) for all n ≥ 0.
Proof. By [31, Theorem 2.4] the module M belongs to res Ωtk, which gives the inclusion
res(M ⊕ Ωnk) ⊆ res(Ωtk ⊕ Ωnk). The other inclusion follows from Proposition 4.2. 
We slightly extend the definition of a dominant resolving subcategory as follows.
Definition 4.4. Let W be a subset of SpecR, and let X be a resolving subcategory of
modR. We say that X is dominant on W if for all p ∈ W there exists n ≥ 0 such that
Ωnκ(p) ∈ addXp. (An dominant resolving subcategory of modR is nothing but a resolving
subcategory that is dominant on SpecR.)
The main result of this section is the following theorem, which yields a criterion for a
module to be in a dominant resolving subcategory.
Theorem 4.5. Let R be a Cohen-Macaulay ring. Let X be a resolving subcategory of
modR. Let M be an R-module such that X is dominant on NF(M). Then the following
are equivalent:
(1) M belongs to X .
(2) depthMp ≥ minX∈X{depthXp} holds for all p ∈ NF(M).
RESOLVING SUBCATEGORIES AND GRADE CONSISTENT FUNCTIONS 13
Proof. The implication (1) ⇒ (2) is trivial. To show (2) ⇒ (1), we may assume that
R is local with maximal ideal m by Lemma 3.2(1) and Proposition 3.3. Let M be an
R-module with depthMp ≥ minX∈X{depthXp} for all p ∈ SpecR. We show by induction
on m := dimNF(M) that M belongs to X . When m = −∞, the module M is projective,
and is in X . When m = 0, we have NF(M) = {m}. By assumption, Ωnk is in X for
some n ≥ 0. As M is locally free on the punctured spectrum, it follows from Corollary
4.3 that res(M ⊕ Ωnk) = res(Ωtk ⊕ Ωnk), where t = depthM . We have t = depthM ≥
minX∈X{depthX}, which gives an R-module X ∈ X with t ≥ depthX =: s. Hence
t− s ≥ 0, and Ωtk = Ωt−s(Ωsk) belongs to res Ωsk. Proposition 4.2 implies that Ωsk is in
res(X ⊕ Ωnk), and we have
M ∈ res(M ⊕ Ωnk) = res(Ωtk ⊕ Ωnk) ⊆ res(Ωsk ⊕ Ωnk) ⊆ res(X ⊕ Ωnk) ⊆ X .
Let us consider the case m ≥ 1. This is indeed handled very similarly to the proof
of Theorem 3.5. Using Lemma 3.2(1) and the basis of the induction, we observe that
Mp ∈ addXp for all p ∈ minNF(M). Lemma 3.2(2) implies that there exist exact sequences
0→ K → X →M → 0,(4.5.1)
0→ L→M ⊕K ⊕ R⊕l → X → 0(4.5.2)
with X ∈ X , NF(L) ⊆ NF(M) and dimNF(L) < m. Localizing these exact sequences, we
obtain depthLp ≥ minY ∈X{depth Yp} for all p ∈ NF(L). Now we can apply the induction
hypothesis to L to get L ∈ X . By (4.5.2), the module M belongs to X . 
The following result is a direct consequence of Theorem 4.5.
Corollary 4.6. Let R be a Cohen-Macaulay ring with dimR = d < ∞. Let X be a
resolving subcategory of modR. The following are equivalent:
(1) X is dominant;
(2) For all p ∈ SpecR, there exists n ≥ 0 such that Ωn(R/p) ∈ X ;
(3) For all p ∈ SpecR, Ωd(R/p) ∈ X .
Proof. The implications (3) ⇒ (2) ⇒ (1) are obvious. To show (1) ⇒ (3), let q ∈
SpecR. Evidently Ωd(R/p)q is a maximal Cohen-Macaulay Rq-module. Hence we have
depthΩd(R/p)q ≥ dimRq ≥ minX∈X{depthXq}, and Ω
d(R/p) ∈ X by Theorem 4.5. 
5. Proofs of Theorems 1.2 and 1.4
This section is devoted to proving Theorem 1.2 and 1.4 by using the results obtained
in the previous two sections. First of all, we define subcategories determined by local
finiteness of homological dimensions.
Notation 5.1. We denote by h either projective dimension pd or Cohen-Macaulay dimen-
sion CMdim. (Cohen-Macaulay dimension is defined in [20, Definitions 3.2 and 3.2’]. We
do not remind the reader of its definition because it requires a lot of words which are not
important here. The only importance for us concerning this dimension is concentrated in
Lemma 5.2 below.) Let Lh(R) denote the subcategory of modR consisting of modules M
with hRp(Mp) <∞ for all p ∈ SpecR.
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Here are some basic properties of projective and Cohen-Macaulay dimension and their
consequences, which will often be used without reference.
Lemma 5.2. The following hold for (h,P) = (pd, regular), (CMdim,Cohen-Macaulay).
(1) Suppose that R is local.
(a) It holds for an R-module M that h(M) ∈ {−∞} ∪ N ∪ {∞}, and that h(M) =
−∞ ⇔M = 0.
(b) If M,N are R-modules with M ∼= N , then h(M) = h(N).
(c) For an R-module M one has CMdimM ≤ pdM . Equality holds if pdM <∞.
(d) If M is an R-module and N is a direct summand of M , then h(N) ≤ h(M).
(e) If M is an R-module with h(M) <∞, then h(M) = depthR − depthM .
(f) For a nonzero R-module M , one has h(ΩnM) = sup{h(M)− n, 0}.
(g) If R satisfies P, then h(M) <∞ for every R-module M .
(2) For M ∈ modR and p, q ∈ SpecR with p ⊆ q, one has hRp(Mp) ≤ hRq(Mq).
(3) If R satisfies P, then Lh(R) = modR.
(4) One has Lpd(R) = PD(R).
(5) For every R-module M ∈ Lh(R), the inequality h(Mp) ≤ grade p holds.
Proof. The statements (1)–(3) are well-known for pd, and those for CMdim are stated
in [20, §3]. The statement (4) follows from [12, 4.5]. Let us show the statement (5).
There is an equality grade p = inf{ depthRq | q ∈ V (p) } by [13, Proposition 1.2.10],
so we have grade p = depthRq for some q ∈ V (p). Since h(Mq) is finite, it holds that
h(Mp) ≤ h(Mq) = depthRq − depthMq ≤ depthRq = grade p. 
The following lemma will be necessary in both of the proofs of Theorems 1.2 and 1.4.
Lemma 5.3. Let f be a grade consistent function on SpecR. (See Definition 1.1 for the
definition of a grade consistent function.) For each p ∈ SpecR there is an R-module E
satisfying pdE <∞, pdEq ≤ f(q) for all q ∈ SpecR and pdEp = f(p).
Proof. Put n = grade p. If n = 0, then f(p) = 0, and we can take E := R. Let
n ≥ 1. Choose an R-sequence x = x1, . . . , xn in p. It is easy to observe that p belongs
to NF(R/(x)). Proposition 3.1 implies that there exists an R-module X ∈ res(R/(x))
with NF(X) = V (p) and depthXq = inf{depthRq/xRq, depthRq} = depthRq − n for
all q ∈ V (p). Note that n − f(p) ≥ 0. Put E := Ωn−f(p)X . As the R-module R/(x)
has finite projective dimension, so does X , and so does E. If q is not in V (p), then
q /∈ NF(X). Hence Xq is Rq-free, and so is Eq. Thus we may assume q ∈ V (p). Then
we have pdEq = sup{pdXq − n + f(p), 0} = sup{depthRq − depthXq − n + f(p), 0} =
sup{f(p), 0} = f(p) ≤ f(q). In particular, it holds that pdEp = f(p). 
Now we are on the stage to achieve the main purpose of this section. For the convenience
of the reader, we restate the statements of Theorems 1.2 and 1.4.
Theorem 1.2. Let R be a commutative noetherian ring. There is a 1-1 correspondence{
Resolving subcategories of modR
contained in PD(R)
} φ
−−−→
←−−−
ψ
{
Grade consistent functions
on SpecR
}
.
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Here φ, ψ are defined by φ(X )(p) = maxX∈X{pdXp} and ψ(f) = {M ∈ modR |
pdMp ≤ f(p) for all p ∈ SpecR }.
Theorem 1.4. Let R be a Cohen-Macaulay ring. Then one has a 1-1 correspondence{
Dominant resolving subcategories
of modR
} φ
−−−→
←−−−
ψ
{
Grade consistent functions
on SpecR
}
,
where φ, ψ are defined by φ(X )(p) = ht p−minX∈X{depthXp} and ψ(f) = {M ∈ modR |
depthMp ≥ ht p− f(p) for all p ∈ SpecR }.
Proof of Theorem 1.2. It is easy to verify that φ, ψ are well-defined maps (use Lemma
5.2). Let X be a resolving subcategory contained in PD(R). Then
ψφ(X ) = {M ∈ modR | pdMp ≤ max
X∈X
{pdXp} for all p ∈ SpecR } ⊇ X .
It follows from Theorem 3.5 that ψφ(X ) = X . Let f be a grade consistent function on
SpecR. Fix a prime ideal p. We have
φψ(f)(p) = max{ pdXp | X ∈ modR with pdXq ≤ f(q) for all q ∈ SpecR } ≤ f(p).
It follows from Lemma 5.3 that φψ(f)(p) = f(p). Therefore φψ(f) = f . 
Proof of Theorem 1.4. We see from [7, Theorem 1.1] that for every R-module M the
large restricted flat dimension
RfdRM := sup
p∈SpecR
{depthRp − depthMp}
of M is finite. Fix p ∈ SpecR and set n := RfdR(R/p) < ∞. It follows from [14,
Proposition (2.3) and Theorem (2.8)] that CMdimRq(Rq/pRq)−n = RfdRq(Rq/pRq)−n ≤
0, and hence CMdimRq Ω
n(Rq/pRq) = sup{CMdimRq(Rq/pRq)− n, 0} = 0 ≤ f(q) for each
q ∈ SpecR. Thus Ωn(R/p) ∈ ψ(f), which implies that ψ(f) is dominant. Now we easily
check that φ, ψ are well-defined. Let X be a dominant resolving subcategory of modR.
Then
ψφ(X ) = {M ∈ modR | depthMp ≥ min
X∈X
{depthXp} for all p ∈ SpecR } ⊇ X .
By virtue of Theorem 4.5, the equality ψφ(X ) = X holds. Let f be a grade consistent
function on SpecR, and let p ∈ SpecR. Then
φψ(f)(p) = max{CMdimXp | X ∈ modR with CMdimXq ≤ f(q) for all q ∈ SpecR }
≤ f(p).
Taking E as in Lemma 5.3, we deduce φψ(f)(p) = f(p). Thus φψ(f) = f . 
Notice that all resolving subcategories over a regular ring R is dominant since a high
syzygy of an R-module is projective. Thus as a common consequence of Theorems 1.2
and 1.4 we get a complete classification of the resolving subcategories over a regular ring:
Corollary 5.4. Let R be a regular ring. Then there exist mutually inverse bijections{
Resolving subcategories
of modR
} φ
−−−→
←−−−
ψ
{
Grade consistent functions
on SpecR
}
.
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Here φ, ψ are defined by φ(X ) = [ p 7→ maxX∈X{pdXp} ] and ψ(f) = {M ∈ modR |
pdMp ≤ f(p) for all p ∈ SpecR }.
Recall that a local ring R has (at most) an isolated singularity if Rp is a regular local
ring for each nonmaximal prime ideal p of R. As an application of Theorem 1.4, we have
the following.
Corollary 5.5. Let (R,m, k) be a d-dimensional Cohen-Macaulay local ring with an iso-
lated singularity. Then one has the following one-to-one correspondences.{
Resolving subcategories of modR
containing Ωdk
} φ
−−−→
←−−−
ψ
{
Grade consistent functions
on SpecR
}
,
where φ, ψ are defined by φ(X ) = [ p 7→ ht p − minX∈X{depthXp} ] and ψ(f) = {M ∈
modR | depthMp ≥ ht p− f(p) for all p ∈ SpecR }.
Proof. According to Theorem 1.4, it is enough to check that a resolving subcategory X
of modR is dominant if and only if Ωdk ∈ X . The ‘only if’ part is obvious. As to the
‘if’ part, take p ∈ SpecR. Let us show Ωdκ(p) ∈ addXp. It is clear if p = m, so assume
p 6= m. Then Rp is regular, and Ω
dκ(p) is a free Rp-module. Hence it is in addXp. 
6. Some examples
In this section, we state some examples to cultivate a better understanding and show
the importance of the results we have obtained in the preceding sections. First of all, let
us give examples of a grade consistent function.
Example 6.1. Define an N-valued function f on SpecR by for each p ∈ SpecR:
(1) f(p) = 0,
(2) f(p) = grade p, or
(3) f(p) =
{
0 if p = 0,
1 if p 6= 0,
assuming that R is a domain.
Then f is grade consistent. The map ψ in Theorem 1.2 sends these grade consistent
functions to the resolving subcategories
addR, PD(R), {M ∈ modR | pdM ≤ 1}
contained in PD(R), and the map ψ in Theorem 1.4 sends them to the dominant resolving
subcategories
MCM(R), modR, {M ∈ modR | depthM ≥ dimR− 1},
respectively.
Next, given two modules M and N , let us consider when M belongs to the resolving
closure of N .
Example 6.2. Let R = k[x, y] be a polynomial ring over a field k. Then one has:
(1) (x2, y) ∈ res(R/(x, y)).
(2) R/(xy) /∈ res(R/(x)).
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(3) R/(x) ∈ res(R/(xy)).
We here give direct proofs of these three statements by actually constructing direct
summands, extensions and syzygies.
Proof of Example 6.2. (1) There is a natural exact sequence
0→ (x, y)/(x2, y)→ R/(x2, y)→ R/(x, y)→ 0
of R-modules. It is easily seen that (x, y)/(x2, y) is isomorphic to R/(x, y). Hence
R/(x2, y) is in res(R/(x, y)), and so is its first syzygy (x2, y).
(2) Suppose that R/(xy) belongs to resR(R/(x)). Then localization at the prime ideal
(y) of R shows that (R/(xy))(y) = R(y)/yR(y) belongs to resR(y)((R/(x))(y)) = addR(y)(R(y))
(cf. [31, Proposition 1.11]). Hence R(y)/yR(y) is free as an R(y)-module, which is a
contradiction.
(3) We have an exact sequence
(6.2.1) 0→ R/(xy)
f
−→ R/(x)⊕R/(xy2)
g
−→ R/(xy)→ 0
of R-modules, where f and g are defined by f(a) =
(
a
ay
)
and g(
(
b
c
)
) = by − c for a, b, c ∈ R.
We observe from this exact sequence that R/(x) belongs to res(R/(xy)). 
Thus we have got proofs of the three statements in Example 6.2, but such statements
are difficult to show in general. Especially, it is pretty hard in general to find such an
exact sequence as (6.2.1).
Our Theorems 3.5 and 4.5 are useful to verify such containment. To see this, we first
transform them into a more reasonable form by using [31, Propositions 1.11 and 1.12]:
Proposition 6.3. Let M,N be R-modules.
(1) Suppose that M and N are in PD(R). Then M ∈ resN if and only if pdMp ≤ pdNp
for all p ∈ NF(M).
(2) Suppose that R is a d-dimensional Cohen-Macaulay local ring with residue field k
having an isolated singularity. Then M ∈ res(N ⊕ Ωdk) if and only if depthMp ≥
depthNp for all p ∈ NF(M).
Applying Proposition 6.3(1), we can show the three statements in Example 6.2 easily as
follows. We should remark that it is unnecessary to construct direct summands, extensions
and syzygies; only necessary is to calculate nonfree loci and projective dimensions.
Another proof of Example 6.2. Use Proposition 6.3(1) and the following observations:
(1) One has NF(x2, y) = {(x, y)} and pd(x2, y)(x,y) = 1 ≤ 2 = pd(R/(x, y))(x,y).
(2) One has (y) ∈ NF(R/(xy)) and pd(R/(xy))(y) = 1 > −∞ = pd(R/(x))(y).
(3) If p ∈ NF(R/(x)), then x ∈ p, and hence pd(R/(x))p = 1 = pd(R/(xy))p. 
The following is an example of an application of Proposition 6.3(2).
Example 6.4. Let R = k[[x, y]]/(xy). Then R/(x) belongs to res(R/(x− y)⊕ (x, y)).
Proof. As NF(R/(x)) = {(x, y)}, it is enough to check that depthR/(x) ≥ depthR/(x−y)
by Proposition 6.3(2). This is trivial because depthR/(x− y) = 0. 
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In fact, the assertion of Example 6.4 can be generalized to the following form by applying
our classification Theorems 1.2 and 1.4.
Proposition 6.5. Let R be a Cohen-Macaulay local ring of dimension one. Then:
(1) The resolving subcategories of modR contained in PD(R) are addR and PD(R).
(2) The dominant resolving subcategories of modR are MCM(R) and modR.
Proof. In view of Theorems 1.2 and 1.4 combined with Example 6.1, we have only to show
that the grade consistent functions on SpecR are ζ and γ, which are defined by ζ(p) = 0
and γ(p) = grade p for every p ∈ SpecR.
Let f be any grade consistent function on SpecR. Since R is a 1-dimensional local ring,
the spectrum SpecR consists of the minimal prime ideals p1, . . . , pn and the maximal ideal
m. The fact that 0 ≤ f(p) ≤ grade p for all p ∈ SpecR shows that f(pi) = 0 for each
1 ≤ i ≤ n and that f(m) is either 0 or 1 (as R is Cohen-Macaulay, f(m) can be 1). The
function f coincides with ζ if f(m) = 0 and with γ if f(m) = 1. 
7. Classification for locally hypersurface rings
In this section, we show that over a locally complete intersection ring, a resolving
subcategory is determined by its “maximal Cohen-Macaulay” and “finite projective di-
mension” parts. As a consequence, a proof of Theorem 1.5 can be given. We begin with
showing two lemmas.
Lemma 7.1. Let R be a commutative noetherian ring.
(1) Let 0→ L⊕L′
(f,g)
−−→M → N → 0 be an exact sequence of R-modules. If Ext1R(N,L) =
0, then f is a split monomorphism.
(2) Let 0→ L→M
(fg)
−−→ N⊕N ′ → 0 be an exact sequence of R-modules. If Ext1R(N,L) =
0, then f is a split epimorphism.
Proof. We only prove the first assertion, as the dual argument shows the second assertion.
We have an exact sequence 0→ L′
g
−→ M
h
−→ K → 0, and it is seen that there is an exact
sequence 0→ L
hf
−→ K → N → 0. This splits as Ext1R(N,L) = 0, which means that there
is a homomorphism r : K → L such that rhf = 1. Hence f is a split monomorphism. 
Lemma 7.2. Let R be a commutative noetherian ring. Let Y ,Z be resolving subcategories
of modR with Ext1R(Z, Y ) = 0 for all Y ∈ Y and Z ∈ Z. Then res(Y ∪Z) coincides with
the subcategory of modR consisting of modules M admitting an exact sequence 0→ Z →
M ⊕N → Y → 0 with Y ∈ Y and Z ∈ Z.
Proof. Let X denote the subcategory of modR consisting of modules M admitting an
exact sequence 0 → Z → M ⊕ N → Y → 0 with Y ∈ Y and Z ∈ Z. Clearly, X is
contained in res(Y ∪ Z). Let us show the opposite inclusion. As a resolving subcategory
contains the zero module, we see that X contains Y ∪ Z. In particular, X contains R. If
we have an exact sequence 0 → Z → M ⊕ N → Y → 0 of R-modules with Y ∈ Y and
Z ∈ Z, then there is an exact sequence 0 → ΩZ → ΩM ⊕ ΩN → ΩY → 0, and ΩY,ΩZ
are in Y ,Z respectively. Hence X is closed under syzygies.
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Now it remains to prove that X is closed under extensions. Let 0→ L→ M → N → 0
be an exact sequence with L,N ∈ X . Then there are exact sequences 0→ Z1 → L⊕L
′ →
Y1 → 0 and 0→ Z2 → N ⊕N
′ → Y2 → 0 with Yi ∈ Y and Zi ∈ Z for i = 1, 2. There are
pushout and pullback diagrams:
0 0y y
Z1 Z1y y
0→L⊕ L′ −−−−→ M ⊕ L′ −−−−→ N→ 0y y ∥∥∥
0→ Y1 −−−−→ A −−−−→ N→ 0y y
0 0
0 0y y
0→Y1 −−−−→ B −−−−→ Z2 → 0∥∥∥ y y
0→Y1 −−−−→ A⊕N ′ −−−−→ N ⊕N ′→ 0y y
Y2 Y2y y
0 0
By assumption the upper row in the right diagram splits, and we get an exact sequence
0→ Y1 ⊕ Z2 → A⊕N
′ → Y2 → 0. There are pushout and pullback diagrams:
0 0y y
Z2 Z2y y
0→Y1 ⊕ Z2 −−−−→ A⊕N ′ −−−−→ Y2→ 0y y ∥∥∥
0→ Y1 −−−−→ Y −−−−→ Y2→ 0y y
0 0
0 0y y
0→Z1 −−−−→ Z −−−−→ Z2 → 0∥∥∥ y y
0→Z1 −−−−→ M ⊕ L′ ⊕N ′ −−−−→ A⊕N ′→ 0y y
Y Yy y
0 0
Since a resolving subcategory is closed under extensions, we have Y ∈ Y and Z ∈ Z.
The middle column in the right diagram shows that M ∈ X . Thus X is closed under
extensions. 
We denote by MCM(R) the subcategory of modR consisting of maximal Cohen-
Macaulay R-modules, that is, R-modules M such that depthMp ≥ ht p for all p ∈ SpecR.
The proposition below will be necessary to prove the main result of this section.
Proposition 7.3. Let R be a Gorenstein ring. Let Y ,Z be resolving subcategories of
modR with Y ⊆ PD(R) and Z ⊆ MCM(R). Then one has Y = res(Y ∪ Z) ∩ PD(R) and
Z = res(Y ∪ Z) ∩MCM(R).
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Proof. It is obvious that Y ⊆ res(Y ∪ Z) ∩ PD(R) and Z ⊆ res(Y ∪ Z) ∩MCM(R) hold.
Since R is Gorenstein, Ext1R(M,P ) = 0 for all M ∈ MCM(R) and all P ∈ PD(R); see [4,
Theorems (4.13) and (4.20)]. Hence Ext1R(Z, Y ) = 0 for all Y ∈ Y and Z ∈ Z.
Now take any R-moduleM in res(Y∪Z). Lemma 7.2 implies that there exists an exact
sequence
(7.3.1) 0→ Z →M ⊕N → Y → 0
with Y ∈ Y and Z ∈ Z.
Since Z is maximal Cohen-Macaulay, we have an exact sequence
(7.3.2) 0→ Z → P → Ω−1Z → 0,
where P is projective and Ω−1Z = HomR(Ω(HomR(Z,R)), R). The pushout diagram of
(7.3.1) and (7.3.2) gives rise to an exact sequence 0 → M ⊕ N → Y ′ → Ω−1Z → 0
with Y ′ ∈ Y . Now suppose that M has finite projective dimension. Then, as Ω−1Z is
maximal Cohen-Macaulay, we have Ext1R(Ω
−1Z,M) = 0. Lemma 7.1(1) implies that M
is isomorphic to a direct summand of Y ′, and hence M belongs to Y .
Similarly, making the pullback diagram of (7.3.1) and 0 → ΩY → Q → Y → 0 with
Q projective and applying Lemma 7.1(2), we deduce that M is in Z if M is maximal
Cohen-Macaulay. 
Now we can prove our main result in this section.
Theorem 7.4. Let R be a locally complete intersection ring. There exists a one-to-one
correspondence

Resolving
subcategories
of modR


Φ
−−−→
←−−−
Ψ


Resolving
subcategories
of PD(R)

×


Resolving
subcategories
of MCM(R)

 .
Here Φ,Ψ are defined by Φ(X ) = (X ∩ PD(R),X ∩MCM(R)) and Ψ(Y ,Z) = res(Y ∪Z).
Proof. Evidently, Φ and Ψ are well-defined maps. Proposition 7.3 guarantees that ΦΨ = 1
holds. It remains to show the equality ΨΦ = 1. Let X be a resolving subcategory of
modR. It is easy to see that ΨΦ(X ) is contained in X . Take a module X ∈ X and set
n = RfdRX <∞ (cf. [7, Theorem 1.1]). Note that Ω
nX is maximal Cohen-Macaulay by
[14, Proposition (2.3) and Theorem (2.8)].
By construction essentially given in [4, 5], we have an exact sequence
(7.4.1) 0→ F → C → X → 0
of R-modules with F ∈ PD(R) and C = Ω−nΩnX ∈ MCM(R). For the convenience of
the reader, we give a proof, since we cannot find the precise reference for this fact. There
are exact sequences 0 → ΩnX → Pn−1 → · · · → P0 → X → 0 and · · · → Q2 → Q1 →
Q0 → (Ω
nX)∗ → 0, where all Pi, Qj are projective and (−)
∗ = HomR(−, R). There exists
a chain map from the R-dual complex of the first sequence to the second one that extends
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the identity map of (ΩnX)∗, and taking its R-dual gives a commutatve diagram
0 −−−→ ΩnX −−−→ Pn−1 −−−→ · · · −−−→ P0 −−−→ X −−−→ 0∥∥∥ f0x fn−1x fnx
0 −−−→ ΩnX −−−→ Q∗0 −−−→ · · · −−−→ Q
∗
n−1 −−−→ Ω
−nΩnX −−−→ 0
with exact rows. Adding free modules to the modules Qi, we may assume that all fi are
surjective. Taking the kernels of fi, we obtain a desired exact sequence.
The pushout diagram of (7.4.1) and an exact sequence 0→ C → G→ Ω−1C → 0 with
G projective yields an exact sequence 0→ X → L→ Ω−1C → 0, where L ∈ PD(R) and
Ω−1C = Ω−n−1(ΩnX) ∈ MCM(R). By Lemma 3.2(1), Proposition 3.3 and [16, Theorem
4.15], the module Ω−1C belongs to res(ΩnX). Hence Ω−1C ∈ X ∩ MCM(R), and we
see that L ∈ X ∩ PD(R) by the above exact sequence. Consequently, X belongs to
res((X ∩ PD(R)) ∩ (X ∩MCM(R))) = ΨΦ(X ), and we conclude ΨΦ = 1. 
Now let us recall the statement of Theorem 1.5 and give a proof.
Theorem 1.5. (1) Let R be a locally hypersurface ring. There is a 1-1 correspondence{
Resolving subcategories
of modR
} Φ
−−−→
←−−−
Ψ
{
Specialization closed
subsets of SingR
}
×
{
Grade consistent
functions on SpecR
}
.
One defines Φ,Ψ by Φ(X ) = (IPD(X ), φ(X )) with φ(X )(p) = ht p−minX∈X{depthXp}
and Ψ(W, f) = {M ∈ IPD−1(W ) | depthMp ≥ ht p− f(p) for all p ∈ SpecR }.
(2) Let R = S/(x) where S is a regular ring and x = x1, . . . , xc is a regular sequence on
S. Set X = Pc−1S = ProjS[y1, · · · , yc] and let Y be the zero subscheme of
∑c
i=1 xiyi ∈
Γ(X,OX(1)). Then one has a 1-1 correspondence{
Resolving subcategories
of modR
}
−−−→
←−−−
{
Specialization closed
subsets of Sing Y
}
×
{
Grade consistent
functions on SpecR
}
.
Proof of Theorem 1.5. (1) By virtue of Theorems 1.2 and 7.4, we only need to show
that the maps IPD and IPD−1 give mutually inverse bijections between the resolving
subcategories contained in MCM(R) and the specialization closed subsets of SingR. But
this follows from [31, Main Theorem], Lemma 3.2(1) and Proposition 3.3.
(2) This assertion follows by combining Theorems 1.2 and 7.4 with [16, Corollary 4.16],
[31, Proposition 6.2] and [27, Corollary 10.5 and Remark 10.7]. 
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