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The panacea of object recognition has to be a general solution that can be applied to all problems, but as yet this is just a distant dream. The ability of even the youngest child to recognise and perceive an object irrespective of it's view shows how far object recognition has still to go. Marr (1) describes this as being 'primarily (a) phenomena of information processing', and he stated that if this problem is to be addressed it must include this perspective. An important step in the right direction is Position, Scale and Rotation Invariant (PSRI) object recognition (OR). This form of OR aims to recognise an object independent of its position, scale and orientation. Artificial Neural Networks (ANNs) have, in a short time, made an important impression in this field. Those who have applied ANNs to this subject have loosely followed two different approaches. The first is to remove the variance within the input data in a non-ANN pre-processing stage (Yüceer and Oflazer (2), Grossberg and Bradski(3)), and then present this 'normalised' information to the neural network. The second approach is to take into account the variance in the input data within the architecture of the network. Networks that follow the second approach include higher-order neural networks that incorporate domain specific knowledge within the network architecture (Spirkovska and Reid (4) ). The second approach has been limited to supervised learning which is unsuitable for a dynamic process environment where little prior knowledge is available.
We have developed an unsupervised PSRI prototype OR system, IvOR that falls into the first category, but with pre-processing stages with neuro-biological inspirations. This system has proven successful at recognising objects independent of their position, scale or orientation within the viewing domain. An important aspect of our work in the automated recognition of rogue features on cast objects. IvOR 1 has had limited success in differentiating such features on the object. This paper gives a brief description of IvOR 1 and then outlines a modified system, IvOR 2. The approach we have taken in the development of IvOR 2 can be viewed as a cross between the approaches outlined above. It employs structure based on the hypercolumn model of the striate cortex as a feature extractor has been used. A novel technique to elicit relevant features from an image, and then ascertain the correct relationship between the features has been implemented. This technique creates an input to a learning system comprising a modular arrangement of Adaptive Resonance Theory (ART) networks (Carpenter and Grossberg (5)(6) Carpenter et al (7)). A series of ART2a networks categorise and learn object feature representations. Final categorisation is done by an overseeing ART1 network that takes input from the feature representing ART2a modules.
INTRODUCTION
The overall aim of our work is a PSRI object recognition system for use in a manufacturing environment, specifically fettling (Balendran et al (8)). Fettling is the process of removing unwanted features (such as runners and risers) from metal castings and forgings. These vary from casting to casting, and are not always present. It is traditionally a manual process carried out in a noisy, polluted environment with the operators subjected to high levels of heat and vibration. These conditions give rise to a number of work related health problems including Vibration-Induced White Finger (VWF) (Taylor and Brammer (9) ). Automation is therefore necessary for health as well as productivity reasons. Previous attempts to automate the process have relied on clamping the casting in a jig and passing a robot fettler through a predefined path. This is a far from ideal solution as the robot goes through the sequence whether or not there are unwanted (rogue) features. Our aim is to produce a system that is able to recognise an object irrespective of its position within the work domain, and then compare it with a known standard (i.e. a CAD model or previously presented master object).
The nature of this work lies within the domain of surface matching and 3D feature recognition. Our original approach to the problem was to use the purely mathematical techniques proposed by Besl and Jain (10) and Besl and McKay (11) based on surface matching. These methods proved too time consuming for an on-line manufacturing process. An outcome of this work was the association of one of eight fundamental types of surface primitives (based on Gaussian and mean curvature) with every data point.
This has proved to be a useful procedure as it is invariant of the viewing position, but it is clearly a distinct process from the feature extraction outlined here. A more ideal solution, for purely object recognition problems, would be to work directly from the visual output, typically using a stereo camera arrangement.
IvOR 1
Our initial work in ANN techniques for PSRI OR focused on the development of IvOR 1, an InVariant Object Recognition system that employed a preprocessor based on characteristics of the human visual system and an ART2a NN as the learning/ categorisation system.
Input data
The surface point data that forms the input to the system is generated by a laser line scanner (Keat et al. (12) ). Figure 1 shows a representation of a typical data set. A fan laser is directed at the object and viewed from two sides by mirrors and a CCD camera. A Surfa DSP 56xxx laser line scanner is used to convert the line data to point displacement information, which is then converted to X-Y-Z point data based on calibration information. This arrangement is able to collect a maximum of almost 15,000 points per second.
Figure 1 Output from laser line scanner
For every point on the surface (x-y co-ordinate pair), the mean and Gaussian curvatures are calculated using neighbourhood information. The combination of these two curvatures defines the local surface as being one of eight fundamental surface primitives (Besl and Jain (13)). A complete surface type label map is generated for the object based on these defined primitives. Alrashden and Motavalli (14) used Kohonen's SelfOrganising Map (SOM) to determine the surface primitives based on the Gaussian and mean curvatures of the local surface areas. This is not an ideal solution as the most time consuming part of the mathematical approach is the calculation of the curvatures. The label map forms the input to the system. Resolution for the labelling can be defined dependent on how much surface detail is required, this also acts as a noise filter.
Retinal pre-processing stage (RPPS)
The first stage in IvOR 1 is a retinal pre-processing stage (RPPS) based on certain characteristics of the foveal region of the human retina. The input elements (receptors), arranged as a hexagonal matrix (Figure 2 ), receive the input from the surface labelling stage. The size of the matrix is set-up to be larger than the size of the object area. The full retinal matrix has a hexagonal boundary and is segmented into six equal areas. The RPPS determines the number of active elements within each segment. The matrix central position is moved relative to the object until a balance of outputs is achieved for each of the six segments. This process is analogous to the action of the six ocular muscles that move the input image to the centre of the primate retina. At this point the object is centred and the retinal array shrinks to just envelop the object (similar to the process of focusing on an object). The representation is now independent of the objects initial position within the viewing domain. The learning and categorisation system (LCS), also arranged as a hexagonal matrix, has a predefined (fixed) number of elements. The number of elements within the RPPS is determined by the size of the input object. The LCS elements have a receptive field whose size is determined by the ratio of matrix size between the LCS and the RPPS. The result of this stage is that the RPPS always forms the same number of inputs to the LCS and the representation then becomes scale independent.
Learning and categorisation stage
The final stage, the LCS, is based on an ART2a network. The scaled and centred input is fed to the ART2a network. If no match (resonance) occurs on a committed node the input is rotated. This is repeated until a match occurs on a committed node. If no match occurs on a committed node after a full rotation of the input, the input is learnt on an arbitrary uncommitted node.
Rogue feature extraction
The learning mechanism can be deactivated so that the system acts purely as a classifier. In the initial development of IvOR 1, the input was rotated as explained above until resonance (matching) occurred on a committed node of the ART2a F2 layer (i.e. the object was recognised in the orientation that it had been learnt). When this happens the system calculates dummy top-down weights (long term memory (LTM)). These were compared and an output is formed based on the differences between the dummy weights and the LTM for the winning node. Shepard and Metzler (15) have presented experimental evidence to show that there is possible biological plausibility for this method of coping with rotation variance. In their work, subjects were shown identical pairs of 3D object differing only with the angle at which they were observed. They showed a linear relationship between the time required to identify matching pairs and the angular rotational difference between pairs.
The problem with the original IvOR 1 was that resonance would occur on a winning node before complete alignment with the learnt object, even with a high vigilance setting for the ART2a network. This was overcome by finding the point of highest resonance after one complete rotation and then comparing dummy weights and LTM to show differences between the input object and the stored data. The difference between the input object and the memory represents additional (or even missing) features. There is an additional learning and classification system, again using an ART2a NN, for the rogue features. This is not just for the fettling process but is aimed at possible use as a feedback mechanism for the casting process control.
IvOR 1 has proven able to recognise a 3D object independent of its position, scale and orientation within the viewing domain but has limited ability to distinctly differentiate rogue features on the object. This is mainly due to the fact that the rogue features make up only a small part of the input data. Using a complete image requires a large number of inputs to the learning mechanism, we have worked typically with 1800 inputs. We have found ART to be more 'controllable' with smaller data sets.
It is hoped to apply some of the principles behind the IvOR 1 system to other recognition tasks where PSRI OR is necessary, the only change necessary would be to define the data pre-processing stage in a format compatible with the RPPS input.
IvOR 2
IvOR 2, the next stage in the development of IvOR, works with object features instead of the complete object. The input stage is identical to IvOR 1, the difference starts at the retinal stage.
Retinal stage
Simulation of the primate retina has been done, in a hardwired form, by Carver Mead and his research group in the development of their silicon retina (Mahowald and Mead (16)). Gaudiano (17) has also looked at software simulation of the interaction between retinal layers. We use synthesised data and therefore a complete retinal simulation is unnecessary. IvOR 2 subjects the input image to an edge detector that has vague parallels with the 'on-centre off-surround' receptive field interaction of the bipolar, horizontal and ganglion cells within the retina. Each element in the retinal stage has a receptive field that incorporates all its neighbouring receptors. If this element has a value above or below the average of the elements in its receptive field, plus or minus a given threshold value, the element inputs to the next stage of IvOR 2.
Hypercolumn theory
The retinal stage emphasises regional boundaries within the input. The next stage is the extraction of relevant features. This is done using the simulated arrangement of hypercolumns. The hypercolumn theory for the striate cortex was developed by Hubel and Weisel (18) based on their work mapping the striate cortex of the macaque monkey. The model they produced described the cortex as comprising millions of units known as 'hypercolumns'. Each hypercolumn is made up of six layers and approximately 200,000 cell. Layer 4 (divided into four sub-layers, 4A, 4B, 4C alpha, and 4C beta) accepts input from the retina (via the lateral geniculate nuclei to 4A and 4C). A detailed description of the processing of this information can be found elsewhere (Hubel and Wiesel(18) (19) Hubel (20) Frisby (21)). 
Feature extraction using the hypercolumn model
Within the human visual system (including the retina, lateral geniculate nucleus and striate cortex) various parts are sensitive to different stimulations. These include motion, orientation, lines, edges, slits, line ends, colour, and combinations of these. It is obvious from this simple description of the structure of the striate cortex that any attempt to model it would have to be a gross simplification of the biological system. We have, to date, constrained the model to lines, line ends, and orientation. We work with stationary inputs and so motion is not a factor. The initial work has been further constrained to the recognition and categorisation of simple 2D images and surface label maps of simple geometric (3D) objects. Object features have been limited to corners in order to simplify the model. This has proved satisfactory for the simple geometric objects that we have used to test the system. It is our aim to further develop the system for more complex images, and hence features. The individual hypercolumns we have used in our model are similar to those adopted by Yamaguchi and Shimizu (22) in their OR system with figure-ground separation. Our model uses a novel method for linking features within the complete hypercolumn structure to give a unique invariant description of an image. If two or more firings are in the FE section, then a significant feature is present at that position (typically two firings represents a corner). Within the model each hypercolumn has connections to the others within the structure through the FL section. These connections are initially all closed. When a feature is detected at a particular hypercolumn a connection is opened to other active hypercolumns. The connection only becomes active when related line end cells within the FL stage of the hypercolumns become connected. This has the effect of ordering the features so that only adjacent features link to each other. Active connections create an input to the learning system based on their relative lengths. Figure 5 The complete output from the hypercolumn structure is independent of its position and orientation within the input space. The categorisation and learning mechanism employed for the extracted features is a modular arrangement of ART networks (ART1 and ART2a) and is shown in Figure 6 . Feature categorisation from the output of the hypercolumn model is done by a series of ART2a networks. Each network deals with different feature types. Our model presented here uses one network to give relative distance of features apart (the scale unit) and a second gives the relative angle between features (the shape unit). The initial layer of the scale unit ART2a network (F0) normalises the input vector, thus creating the required scale invariance for the system. The extent of rotational invariance of the system is dependant on the order in which the feature data is put in the output vector. To create complete rotational invariance the input vector is rotated through all possible angles until a match is found. If no match is found (i.e. no resonance between layers F1 and F2) the ART network learns the inputs for the original presentation. This is similar to the rotational approach taken in IvOR 1. 
Figure 6 Arrangement of learning and feature extraction modules
When a winning node is found on each ART2a network, the top (F2) layer of each unit network then forms the binary input to an ART1 network that performs the final categorisation.
DISCUSSION
In this paper we have presented two models, IvOR 1 and 2. IvOR 1 has been tested on real life 3D point data and is able to recognise objects in a PSRI manner, but has shown limited success in extracting rogue feature information. The principles behind IvOR 2 have been tested on simple geometric shapes and have been shown to give a representation of the object that is independent of it position, scale and orientation within the viewing domain. It is, at present, suitable only for such objects. The model is too simple to cope with the complexity of objects which IvOR 1 can. To cope with such objects IvOR 2's size, and complexity will have to be increased greatly. The problem of feature extracting and linking, in a figure-ground separation context, has been addressed by researchers in this field (Grossberg and Somers (23), Yamaguchi and Shimizu (22) and others) using coherent oscillations. They have suggested, based on the results of other researchers' physiological experimentation on the cat visual cortex, that there is synchronisation of neural oscillators formed by an object, and unsynchronisation by the background. This enables the linking of features for an object. Looking at these methods may allow a simpler structure for IvOR 2 allowing greater object complexity.
FUTURE WORK
IvOR 2 is still very much at its earliest stages. Future work covers all four stages (input, retinal, hypercolumn and learning) with the aim of allowing the use of input data with a higher complexity, as typified by the fettling problem.
IvOR 1 and 2 have both used surface primitives based on point data as input. This mathematically based technique has been used in many engineering and medical applications. We aim to apply ANN's to the derivation of the primitives based on point data.
The retinal stage has used a simple non-overlapping on-centre off-surround receptive field with only a small field size. We have started to look at using various sizes within the model, and different arrangements of receptors (possibly to model the end-stopping effect utilised by the retina to produce sensitivities to different sized features). The effect of different field sizes and their interaction has been investigated by Jacobs and Kosslyn (24) . They showed, through computer simulations, the possibility that if receptive fields are allowed to adapt, they will become smaller for tasks where shape or spatial relations are important, and larger where they are to encode specific exemplars or metric distances.
Further work will also focus on increasing the complexity of the model to take in a wider variety of features. This will be helped by modular approach taken. The use of individual networks for different feature types allows, to some extent, the possibility of incorporating different network architectures within the complete system. The possibility of using the principle of coherence of neural oscillators (as described by Grossberg and Somers (23) and Yamaguchi and Shimizu (22)) for feature linking will also be considered.
We have more long-term aims for work with the learning mechanism. The representation produced by the hypercolumn model is 'semi-rotationally invariant'. The same representation is produced irrespective of the orientation, but the effectiveness of the categorisation is dependent on the order in which the features are given to the categorisation system. To overcome this problem we cycle through the input vector to the ART network until resonance occurs on a committed node. If no resonance occurs in one complete cycle the input pattern is learnt on an uncommitted node. Our future work includes an adaptation of the F1 layer to take into account rotational invariance in the input to the ART network.
