A Lax system in three variables is presented, two equations of which form the Lax pair of the stationary Davey-Stewartson II equation. With certain nonlinear constraints, the full integrability condition of this Lax system contains the hyperbolic Nizhnik-Novikov-Veselov equation and its standard Lax pair. The Darboux transformation for the Davey-Stewartson II equation is used to solve the hyperbolic NizhnikNovikov-Veselov equation. Using Darboux transformation, global n-soliton solutions are obtained. It is proved that each n-soliton solution approaches zero uniformly and exponentially at spatial infinity and is asymptotic to n 2 lumps of peaks at temporal infinity.
Introduction
The Nizhnik-Novikov-Veselov (NNV) equation [16, 17, 19] is an important 2+1 dimensional integrable equation which is a natural generalization of the KdV equation to 2+1 dimensions. It is useful in both mechanics and differential geometry [11, 12] . The NNV equation has been solved by various methods such as inverse scattering [2] , bilinear method [18] , bilinear Bäcklund transformation [8] , binary Darboux transformation [14] and so on [1, 6, 7, 9, 13, 15] . However, one can not construct the usual Darboux transformation (without integration) because the principal part of the first equation of its Lax pair is two dimensional wave operator or Laplace operator.
Starting from the idea of nonlinearization [3] , many high dimensional integrable systems were reduced to lower dimensional ones so that interesting solutions like soliton solutions and quasi-periodic solutions can be obtained from lower dimensional systems. Especially, the KP equation [4, 10] , the DSI equation and the 2 + 1 dimensional N-wave equation [21] were related to some 1+1 dimensional AKNS systems. Following this idea, in this paper, we present a Lax system of three variables, two equations of which form the Lax pair of the stationary Davey-Stewartson II (DS II) equation. With the nonlinear constraints (14) , the full integrability condition of this Lax system contains the hyperbolic NNV equation and its standard Lax pair.
The DSII equation has a Darboux transformation without integration. With the relations given by (14) , the Darboux transformation for DSII equation is used to solve the hyperbolic NNV equation. This Darboux transformation without integration is more suitable for symbolic calculation than the known binary Darboux transformation.
It is well known that DSI equation has solutions approaching zero exponentially at spatial infinity, but DSII equation has not. However, we get soliton solution u of the hyperbolic NNV equation from that of the stationary DSII equation so that u approaches zero exponentially at spatial infinity. This is possible because the solution u of the hyperbolic NNV equation is given by i(g −ḡ) as in (14) , not f , the solution of the stationary DSII equation. These soliton solutions are different from the known one derived by binary Darboux transformation or bilinear method etc. and the behavior of the solutions is more complicated.
In Section 2, after reviewing the hyperbolic NNV equation and the stationary DSII equation together with their standard Lax pairs, a new Lax system (10) is presented in which an extra equation is added to the standard Lax pair of the stationary DSII equation. With the nonlinear constraints (14) , the integrability condition of this Lax system includes both the hyperbolic NNV equation and its standard Lax pair. The Darboux transformation for the new Lax system is given in Section 3 and the general expression of multi-soliton solutions is presented in Section 4. In Section 5, the explicit expressions and behavior of single-soliton solutions are discussed. In Section 6, it is proved that each n-soliton solution approaches zero uniformly and exponentially at spatial infinity. In Section 7, it is proved that each n-soliton solution is asymptotic to n 2 lumps of peaks at temporal infinity. Finally, some linear algebraic lemmas are presented in the Appendix.
Hyperbolic Nizhnik-Novikov-Veselov equation and Davey-Stewartson II equation
The hyperbolic NNV equation is u t = u ξξξ + u ηηη + 3(uv) ξ + 3(uw) η ,
which has a Lax pair f ξη + uf = 0,
By taking the new coordinates x = ξ − η, y = ξ + η, the hyperbolic NNV equation (1) becomes u t = 2u yyy + 6u xxy + 3(u(v + w)) y + 3(u(v − w)) x ,
and the Lax pair (2) becomes
On the other hand, the DSII equation is
which has a Lax pair Ψ y = iJΨ x + P Ψ,
where
If (f, g) is independent of τ , (5) becomes the stationary DSII equation
Taking Ψ(x, y, τ ) = Φ(x, y)e 2 iλ 2 τ in (6), we get the Lax pair for (8) as
The first equation of (4) and the first equation of (8) are similar, and the second equation of (4) is of order 3. Hence we introduce an extra equation to the Lax pair (9) so that the whole system becomes
where J, P , Q are given by (7),
and L(∂), M(∂) and N(∂) refer to differential operators with respect to x whose coefficients are 2 × 2 matrices, ∂ = ∂ x . The integrability conditions of (10) include the following equations:
Note that (12) is exactly the same as the original Lax pair (4) of the hyperbolic NNV equation. By direct calculation, we know that (u, v, w) satisfies the hyperbolic NNV equation (3) provided that f and g satisfy (12)- (14) . Therefore, explicit solutions of the hyperbolic NNV equation can be obtained from those of (12)- (14) .
Clearly, the solutions of (12)- (14) are only part of those of the hyperbolic NNV equation. However, they include some interesting ones which will be shown in the rest of this paper.
Darboux transformation
The binary Darboux transformation for the hyperbolic NNV equation is well-known [14] . Integrations are needed in constructing explicit solutions. However, for DSII equation, usual Darboux transformation without integration is known. This Darboux transformation is simpler than the binary Darboux transformation for the hyperbolic NNV equation, and can be easily used to the stationary DSII equation so that explicit solutions of the hyperbolic NNV equation can be constructed.
Note that the coefficients of
Hence, if Φ = ξ η is a solution of (10) with λ = λ 0 , then KΦ = −η ξ is a solution of (10) with λ = ±iλ 0 . The Darboux transformation of arbitrary order is constructed as follows [5, 20] . Suppose
is a Darboux operator for (10), i.e., there exist
Since L(∂), M(∂), N(∂) satisfy the relations (17) , and
we want that G(∂) satisfies KG(∂)K −1 =Ḡ(∂). Write
Denote
in which the coefficients of ∂ n+1 and ∂ n give
Hence, after the action of Darboux transformation,
Now take n distinct complex numbers λ 1 , · · · , λ n with λ j = µ j + iν j (µ j 's and ν j 's are real).
a solution of (10) with λ = ±iλ j (j = 1 · · · , n). The Darboux transformation is determined by the system of linear algebraic equations
if it has a unique solution [20] . Denote
then (26) becomes
(26) has a unique solution if and only if det T = 0.
Expression of soliton solutions
For zero seed solution u = v = w = f = g = 0, (10) becomes
with Φ = (ξ, η) T . Hence take
j0 are real constants. By solving a j 's and b j 's from (28), the Darboux transformation (25) gives the n-soliton solution
Hereafter we omit the primes on f, g, u, v, w for those obtained by the action of Darboux transformation.
Theorem 1 When det T = 0, the multi-soliton solution u of the hyperbolic NNV equation given by (34) can be written as
Proof. Solved from (28) by Cramer rule,
According to (34), u = 8Re(a
Using Laplace expansion of det Π, d = det Π. Hence
The theorem is proved.
Remark 1 According to Lemma 2 of A, det T ≥ 0 holds everywhere. However, det T > 0 may not hold everywhere when the parameters ρ
j0 take some special values, as will shown in the next section for single soliton solution. On the other hand, det T > 0 holds everywhere in generic case, which will be shown here.
The Darboux operator G(∂) of order n can be constructed by composing n Darboux operators of order one as follows. For given λ 1 , · · · , λ n and
) and transforms
−1 is a Darboux operator of order one for the Lax pair with
According to [20] ,
(47) 
for three real variables x, y, t. It has no solution unless the parameters ρ 
Single soliton solution
By taking n = 1, the single soliton can be obtained as
1 ) 2 cosh(2ρ
1 ) 2 cos(2σ
1 ) cos(2σ
1 ) sin(2σ
1 ) 2 sinh(2ρ
The solution is singular if B = 0, i.e. |ξ 1 | 2 +|η 1 | 2 = 0. This is equivalent to ρ
(2) 1 = kπ + π/2 for certain integers j and k. In contrast, the solution is global if and only if |ξ 1 | 2 + |η 1 | 2 = 0 everywhere, i.e. the parameters satisfy
10 + kπ + π/2) + ν 1 (ρ
10 + σ
We always suppose (51) is satisfied, which is equivalent to det T = 0. When µ
, the solution u approaches zero exponentially at spatial infinity, and the peaks appear when neither ρ 
The solutions are shown in Figure 1 and Figure 2 for different parameters. The figure of the solution contains a lump of peaks rather than a single peak, and the shape depends on the angle arctan µ 
1 = 0. Nevertheless, we still call it single soliton solution because it is generated from the zero solution by Darboux transformation, and the peaks in the solution never separate.
Note that although u is localized, v and w are not. If ν 1 = µ 1 = 0, the solution is invariant when (x, y) is changed to x + mπ 2µ 1 , y + mπ 2µ 1 for any integer m. Hence the solution is periodic. Moreover, ρ
10 . The peaks appear when neither ρ
1 is large. Hence the peaks lie near the straight line
The solution is shown in Figure 3 .
Similarly, the solution is also periodic if ν 1 = −µ 1 = 0.
Localization of the solutions
In this section, we will prove that the multi-soliton solutions approach zero uniformly and exponentially at spatial infinity. In order to get global solutions, we always suppose det T = 0 everywhere, which is true for generic parameters ρ j0 (j = 1, · · · , n; k = 1, 2). Note that the solution of (28) is invariant if both ξ j and η j (for fixed j) are multiplied by a common function. Let 
where ε for r > r 0 and all e iθ ∈ S 1 . Hence u(r cos θ, r sin θ, t) → 0 uniformly and exponentially as r → +∞.
Proof. The proof is divided into four steps.
Step 1: Obtain the asymptotic behavior of ξ j 's and η j 's. Let λ j = µ j + iν j where µ j 's and ν j 's are real, then µ j = ±ν j for all j = 1, · · · , n.
,
Then Ω
, and there exists δ ∈ (0, π/4) and ω > 0 such that
For e iθ 0 ∈ Z (ε) and e iθ ∈ Ω (ε)
δ \Z (ε) with −δ < θ − θ 0 < 0, and vise versa. Recall that
(1)
When r → +∞, the following limits hold uniformly. For e iθ ∈ Ω (ε) δ with α
For e iθ ∈ Ω (ε)
For e iθ ∈ Ω (0)
Step 2: There exists r 0 > 0 and c 0 > 0 such that det T > c 0 when r > r 0 . When e iθ ∈ Z (ε) (ε = ±1), α
as r → +∞. By (62),
where A(θ, r) and B(θ, r) are n × n matrices, whose entries are
and o(1) refers to the terms which tend to zero as r → +∞. Let
By Lemma 3 of A, there exist r 1 > 0 and c 1 > 0 such that det T > c 1 for e iθ ∈ Z (ε) and r > r 1 .
When e iθ ∈ Ω (ε) 
where A(θ) and B(θ, r) are m × n matrices, C(θ, r) and D(θ) are (n − m) × n matrices, whose entries are given by
and o(1) refers to the terms which tend to zero uniformly as r → +∞. Let Λ = (ε
By Lemma 3 of A, there exist r 2 > 0 and c 2 > 0 such that det T > c 2 for e iθ ∈ Ω (+1) δ ∪Ω (−1) δ \Z with 0 < θ − θ 0 < δ and r > r 2 .
Similarly, when e iθ ∈ Ω
, there exist r 3 > 0 and c 3 > 0 such that det T > c 3 for r > r 3 .
When e iθ ∈ Ω (0)
j (θ) for j = m + 1, · · · , n, then, by (64) and (65),
holds uniformly, where A(θ) is an m×n matrix, D(θ) is an (n−m) ×n matrix, whose entries are given by
Using the conditionλ j = ±iλ l and the property of Vandermonde determinant, we know that there exist r 4 > 0 and c 4 > 0 such that det T > c 4 for all e iθ ∈ Ω (0) δ and r > r 4 . Let r 0 = max(r 1 , r 2 , r 3 , r 4 ), c 0 = min(c 1 , c 2 , c 3 , c 4 ) , then for any e iθ ∈ S 1 , det T > c 0 when r > r 0 .
Step 3: Denote Π = TT −1
Π, then lim r→+∞
Re det Π = 0 for any fixed e iθ ∈ S 1 .
When e iθ ∈ Z (ε) , considering (62), (63) and ε When e iθ ∈ S 1 \Z, suppose α (64) and (65), Re det Π (det T ) 2 = 0 for any fixed θ.
Step 4: lim r→+∞ Re det Π (det T ) 2 = 0 uniformly for all e iθ ∈ S 1 as r → +∞.
Note that Re det Π (det T ) 2 is of form
are real-valued functions of (θ, r), α j (θ), β j (θ), γ j (θ), δ j (θ) are (complex valued) continuous functions of θ. Let a(θ) = max
Re β j (θ). Since lim r→+∞ f (θ, r) g(θ, r) = 0 for any fixed θ, the real continuous function a(θ) − b(θ) < 0 achieves its maximum −χ < 0 on the compact set S 1 . We have known that det T has a uniform positive lower bound as r ≥ r 0 (r 0 is independent of θ), so has
Hence
as r ≥ r 0 where C is a constant independent of θ. The theorem is proved.
Asymptotic behavior of the solutions as t → ∞
In this section, the asymptotic behavior of the n-soliton solutions as t → ∞ will be discussed. In order to do so, we consider the problem in a moving frame. Let x = x 0 + θ 1 t, y = y 0 + θ 2 t where (θ 1 , θ 2 ) is the velocity of the moving frame, and (x 0 , y 0 ) is the coordinate in the moving frame with this velocity. Then
where µ j 's and ν j 's are real, then according to (33),
and ε
(85) Theorem 3 Suppose λ j = µ j + iν j = 0 (j = 1, · · · , n) are distinct complex numbers where µ j 's and ν j 's are real numbers, such that
u is the n-soliton solution given by (38). Then for bounded (x 0 , y 0 ), lim t→∞ u(x 0 + θ 1 t, y 0 + θ 2 t, t) = 0 except when
(87) Therefore, as t → ∞, u has at most n × n lumps of peaks which move in the above velocities (θ 1 , θ 2 ) respectively.
Proof.
We will always suppose that (θ 1 , θ 2 ) does not satisfy (87). Then, by (85), α
j . Moreover, we only consider the limit t → +∞. The conclusion is the same for t → −∞.
The proof is divided into three steps.
Step 1: Obtain the asymptotic behavior of ξ j 's and η j 's. Suppose α
as r → +∞ where s 1 , · · · , s p are any constants, since ξ
Now we prove that p can only take n − 1 or n. If p ≤ n − 2, then ε
must hold for any j = l with p + 1 ≤ j, l ≤ n since both sides equal ±1. If ε
j . This contradicts the assumption that (θ 1 , θ 2 ) does not satisfy (87). Hence only p = n or p = n − 1 is possible.
Step 2: There exists t 0 > 0 and c > 0 such that det T > c for t ≥ t 0 . When p = n − 1,
then we get lim inf t→+∞ det T > 0 by Lemma 3 of A. Similarly, when p = n,
Using the conditionλ j = ±iλ l , we get lim inf t→+∞ det T > 0 since the Vandermonde determinant is non-zero.
Step 3: Denote Π = TT From (88), let Λ = diag(Λ 1 , Λ 2 ) with j for j = p + 1, · · · , n. Since s j (j = 1, · · · , p) can be arbitrary, ε can be taken as ±1 arbitrarily, and p = n or n−1, we haveΛ 2 = iεΛ 1 by taking ε = ε Remark 2 If (θ 1 , θ 2 ) satisfies (87), then α
holds for all i = p + 1, · · · , n, which contradicts the conditionΛ 2 = iεΛ 1 in Lemma 4 of A. In fact, the solution does not tend to zero in this case, which can be seen in the following example.
As an example, a 3 × 3 soliton is shown in Figure 4 , in which there are 9 lumps of peaks. The local behavior of each lump of peaks is still complicated and one of which is shown in Figure 5 .
A Some linear algebraic lemmas Lemma 1 Suppose X and Y are 2n × r and 2n × (2n − r) matrices respectively, then where
Proof.
The lemma is obtained by taking the determinants on both sides.
 where A and B are n × n matrices, then det T ≥ 0.
Proof. By Lemma 1, det T is real. First suppose both A and B are invertible, then
Let N = A −1 B. Suppose λ is an eigenvalue ofN N, v ∈ R 2n is a vector in the corresponding root space R λ , i.e. (NN − λI) m v = 0 for certain positive integer m. Then
HenceNv ∈ Rλ. If λ is a non-real eigenvalue ofNN of multiplicity k, the multiplicity ofλ is also k. 
Since λ < 0 and (NN − λI) m−1 ζ = 0, we have α 1 = β 1 = 0. Continuing this process by acting (NN − λI) m−2 , · · ·, (NN − λI) 0 on both sides of (101) respectively, we get α 1 = · · · = α n = β 1 = · · · = β n = 0. This proves the linear independence of the vectors in (100). Let
, which contradicts the choice of ζ. HenceNζ ∈ Image(NN − λI). Moreover, V 1 is invariant and irreducible under the action ofNN − λI. Hence it must be one of V j with 2 ≤ j ≤ m, which means that m is even (m = 2k) and
is a permutation of (V 1 , · · · , V 2k ). Therefore, the multiplicity of each negative eigenvalue of N N must be even.
Thus, if the eigenvalues ofN N are λ 1 , · · · , λ 2n (multiple eigenvalues are listed repeatedly),
If A or B is not invertible, it is a limit of invertible matrices, and the conclusion is also true. The lemma is proved.
where ε = ±1. Let
then there is a positive number C depending on Λ only, such that det T > C. 
For j = 1, · · · , n, let λ j = e iπ/4 δ r j where δ = 1 if ε = 1 and δ = i if ε = −1, then r j 's are distinct andr j ± r l = 0 for all j, l = 1, · · · , n. 
The lemma is proved.
Lemma 4 Let Λ = diag(Λ 1 , Λ 2 ) where Λ 1 and Λ 2 are n × n diagonal matrices satisfyinḡ Λ 2 = iεΛ 1 where ε = ±1. Let ζ be a 2n dimensional column vector. For j ≥ k, denote
Let 
by using ΛK n = −iεK nΛ . Adding columns 2n + 2, · · · , 3n − 1 to columns 4, · · · , n + 1, multiplying columns 3n + 1, · · · , 4n − 1 by −iε and adding them to columns n + 3, · · · , 2n + 1, we get
By moving the columns,
which is purely imaginary according to Lemma 1. The lemma is proved.
