Abstract. We prove gradient estimates for harmonic functions with respect to a d-dimensional unimodal pure-jump Lévy process under some mild assumptions on the density of its Lévy measure. These assumptions allow for a construction of an unimodal Lévy process in R d+2 with the same characteristic exponent as the original process. The relationship between the two processes provides a fruitful source of gradient estimates of transition densities. We also construct another process called a difference process which is very useful in the analysis of differential properties of harmonic functions. Our results extend the gradient estimates from [5] to a wide family of isotropic pure-jump process including a large class of subordinate Brownian motions.
Introduction
The main purpose of this paper is to investigate the growth properties of a gradient of functions which are harmonic with respect to some isotropic Lévy processes in R d . Another aim is to obtain gradient estimates of transition densities of these processes. Our main result concerning a gradient of harmonic functions is the following theorem. 
where δ D (x) = dist(x, ∂D) and c is a constant depending only on the process X t .
The proof of this result is based on a new observation about gradient of transition densities for Lévy processes (see Theorem 1.5) and a new concept of a difference process (see Section 4) . It also uses recent results of P. Kim and A. Mimica [17] and K. Bogdan, T. Grzywny and M. Ryznar [2] , [3] , [14] . The dependence of the constant c in Theorem 1.1 on the process X t will be further clarified in Remark 2.7. Remark 1.2. We use a convention that for a radial function f : R d → R we write f (x) = f (r), if x ∈ R d and |x| = r.
Assumptions (A).
(H0) X = (X t , t ≥ 0) is a pure-jump isotropic Lévy process in R d with the characteristic exponent ψ (i.e. E 0 e iξXt = e −tψ(ξ) ). We assume that its Lévy measure is infinite and has the density ν(x) = ν(|x|).
(H1) ν(r) is nonincreasing, absolutely continuous such that −ν ′ (r)/r is nonincreasing, satisfies ν(r) ≤ a 1 ν(r + 1), r ≥ 1 and ν(r) ≤ a 1 ν(2r), 0 < r ≤ 1 for some constant a 1 .
(H2) The scale invariant Harnack inequality holds for the process X (for the precise definition see Preliminaries).
The derivative ν ′ (r) is understood as a function (defined a.e. on (0, ∞)) such that ν(r) = − ∞ r ν ′ (ρ)dρ, r > 0. In fact, under the assumption that −ν ′ (r)/r is nonincreasing on the set where it is defined, we can always take a version which is well defined for each point r > 0 and −ν ′ (r)/r is nonincreasing on (0, ∞). Throughout the whole paper we use that meaning of ν ′ (r). Note also that if ν(r) is convex then −ν ′ (r)/r is nonincreasing (in the above sense).
Observe that the condition (H2) is also necessary for the gradient estimate (1), since (1) implies the scale invariant Harnack inequality.
The next result exhibits some examples of classes of processes which satisfy assumptions (A). Before its formulation we introduce the definition of weak lower scaling condition (cf. [2] ). Let ϕ be a non-negative, non-zero function on [0, ∞). We say that ϕ satisfies weak lower scaling condition WLSC(α, θ 0 , C) if there are numbers α > 0, θ 0 ≥ 0 and C > 0 such that ϕ(λθ) ≥ Cλ α ϕ(θ), for λ ≥ 1, θ ≥ θ 0 .
Proposition 1.3. Let us consider the following conditions:
Assumptions (A1). We assume (H0), (H1) and (H3) ψ satisfies WLSC(α, θ 0 , C). Assumptions (A2). We assume (H4) X = (X t , t ≥ 0) is a subordinate Brownian motion, that is X t = B St , where B = (B t , t ≥ 0) is the Brownian motion in R d (with the generator ∆) and S = (S t , t ≥ 0) is a subordinator independent of B. The Lévy measure of S is infinite.
(H5) The potential measure of S has a decreasing density.
(H6) The Lévy measure of S is infinite and has a decreasing density ν S (r).
(H7) There exist constants δ ∈ (0, 1], θ 0 > 0, C such that the Laplace exponent φ of S satisfies
(H8) The density of the Lévy measure ν(x) = ν(|x|) of the process X satisfies ν(r) ≤ a 1 ν(r + 1), r ≥ 1, for some constant a 1 ≥ 1.
(H9) d ≥ 3. Assumptions (A3). We assume (H4), (H7) and (H10) The Laplace exponent φ of S is a complete Bernstein function.
Assumptions (A1) or (A2) or (A3) imply assumptions (A).
More concrete examples of processes satisfying assumptions (A) are in Section 7.
Remark 1.4. Conditions (H5), (H6), (H7), (H8) are exactly the same as conditions (A1), (A2), (A3), (1.2) in a recent, very interesting paper by P. Kim and A. Mimica [17] . Notation used in this paper and in [17] is slightly different.
Our gradient estimates of harmonic functions for Lévy processes are based on the following observation about a gradient of transition densities for these processes (cf. also Proposition 3.1). Theorem 1.5. Let X be a pure-jump isotropic Lévy process in R d with the characteristic exponent ψ. We assume that its Lévy measure is infinite and has the density ν(x) = ν(|x|) such that ν(r) is nonincreasing, absolutely continuous and −ν ′ (r)/r is nonincreasing. We denote transition densities of X by p t (x) = p t (|x|). Then there exists a Lévy process X (d+2) t in R d+2 with the characteristic exponent ψ (d+2) (ξ) = ψ(|ξ|), ξ ∈ R d+2 and the radial, radially nonincreasing transition density p 
Moreover p (d+2) t is continuous at any x = 0.
Remark 1.6. Note that if X t = B St is a subordinate Brownian motion and the Levy measure of S is infinite then the above result is obvious and well-known. We note that the assumptions of Theorem 1.5 on ν(x) are automatically satisfied in this case.
Let ϕ be a non-negative, non-zero function on [0, ∞). We say that ϕ satisfies weak upper scaling condition WUSC(α, θ 0 , C) if there are numbers α ∈ (0, 2), θ 0 ≥ 0 and
Using Theorem 1.5 and the estimates of p t (x) obtained in [2, Corollary 7, Theorem 21] we obtain the following result which seems to be of independent interest. Corollary 1.7. Let X be an isotropic Lévy process in R d satisfying assumptions A. Then its transition density p t (x) = p t (|x|) satisfies
, t, r > 0.
If additionally ψ satisfies WLSC(α, θ 0 , C), then
If additionally ψ satisfies WLSC(α, θ 0 , C) and WUSC(α, θ 0 , C), then we have
where c * = cto some pure-jump, isotropic Lévy process for which the gradient does not exist at some point.
Preliminaries
For x ∈ R d and r > 0 we let B(x, r) = {y ∈ R d : |y − x| < r}. By a ∧ b we denote min(a, b) for a, b ∈ R. When D ⊂ R
d is an open set we denote by B(D) a family of Borel subsets of D.
A Borel measure on R d is called isotropic unimodal if on R d \ {0} it is absolutely continuous with respect to the Lebesgue measure and has a finite radial nonincreasing density function (such measures may have an atom at the origin).
A Lévy process X = (X t , t ≥ 0) in R d is called isotropic unimodal if its transition probability p t (dx) is isotropic unimodal for all t > 0. When additionally X is a pure-jump process then the following Lévy-Khintchine formula holds for t > 0 and
where
ψ is the characteristic exponent of X and ν is the Lévy measure of X. E 0 is the expected value for the process X starting from 0. Recall that a Lévy measure is a measure concentrated on
Isotropic unimodal pure-jump Lévy measures are characterized in [33] by unimodal Lévy measures ν(dx) = ν(x) dx = ν(|x|) dx.
Unless explicitly stated otherwise in what follows we assume that X is a purejump isotropic unimodal Lévy process in R d with (isotropic unimodal) infinite Lévy measure ν. Then for any t > 0 the measure p t (dx) has a radial, radially nonincreasing density function p t (x) = p t (|x|) on R d with no atom at the origin. However, it may happen that p t (0) = ∞, for some t > 0. As usual, we denote by P
x and E x the probability measure and the corresponding expectation for the the process starting from x ∈ R d . The process X is said to be transient if P 0 (lim t→∞ |X t | = ∞) = 1. For d ≥ 3 the process X is always transient (see e.g. [14] , the remark after Lemma 5).
For a transient process by U we denote the potential kernel for the process X. That is
By U (d+2) we denote the potential kernel for the process X (d+2) defined in Theorem 1.5. Since the process X (d+2) lives in at least three-dimensional space then U (d+2) (x) < ∞, x = 0. T. Grzywny in [14] obtained estimates of the potential kernel in terms of the symbol ψ, which play an important role in the present paper.
We define the maximal characteristic function ψ * (r) = sup s≤r ψ(s), where r ≥ 0. We have [2, Proposition 2] ψ(r) ≤ ψ * (r) ≤ π 2 ψ(r), r ≥ 0. The function ψ * has the property [14, Lemma 1] ,
In the sequel the following nondecreasing function will play an important role in our development
and L(0) = 0. As an immediate consequence of the above property of ψ * we have
This property will be frequently used throughout the paper without further mention while comparing values of L at points with fixed ratio. There are many important quantitie related to the process X, which enjoy precise estimates in terms of L(r). We have [2, Corollary 7] ,
where c = c(d). Under some further conditions (5-6) can be reveresed ( [2] ). Note that the upper bound of the Lévy density yields
and lim sup
For the proof that lim sup rց0 
We understand that the expectation is absolutely convergent.
Definition 2.2. The scale invariant Harnack inequality holds for the process X if there exists a constant a 2 such that for any x 0 ∈ R d , r ∈ (0, 1], and any function h nonnegative on R d and harmonic in a ball B(x 0 , r),
be an open, nonempty set. If X is not transient we assume additionally that D is bounded. We define a killed process X 
that is for any Borel set A ⊂ R d we have
is called the harmonic measure with respect to X. The harmonic measure for Borel sets A ⊂ (D) c is given by the Ikeda-Watanabe formula [15] ,
When D ⊂ R d is a bounded, open Lipschitz set then we have [31] , [23] ,
It follows that for such sets D the Ikeda-Watanabe formula (9) holds for any Borel
By Ikeda-Watanabe formula [15] for any Borel A ⊂ (0, ∞), B ⊂ D c we have
From [3, Lemma 2.1] we have the following estimate. 
Important examples of isotropic unimodal Lévy processes are subordinate Brownian motions. By S = (S t , t ≥ 0) we denote a subordinator i.e. a nondecreasing Lévy process starting from 0. The Laplace transform of S is of the form
where φ is called the Laplace exponent of S. φ is a Bernstein function and has the following representation
where b ≥ 0 and ν S is a Lévy measure on (0, ∞) such
(with a generator ∆) and let S be an independent subordinator. We define a new process X t = B St and call it a subordinate Brownian motion. Let us assume that b = 0 and ν S (0, ∞) = ∞ in (13) . This process is a Lévy process with the characteristic exponent ψ(ξ) = φ(|ξ| 2 ). Moreover X has the Lévy measure ν(dx) = ν(x) dx = ν(|x|) dx given by [26, Theorem 30 .1]
The next lemma seems to be known but we could not find any reference so we decided to present its short proof.
Lemma 2.5. Let X be a pure-jump isotropic Lévy process in R d . We assume that its Lévy measure is infinite and has the density ν(x) = ν(|x|) which is radially nonincreasing. Then for each t > 0 the density function p t (x) of the process is continuous on R d \ {0}.
Proof. Let p t be the distribution of X t . It is well known that under above assumptions for each t > 0 the measure p t has a radial, nonincreasing density function p t (x) on R d \ {0} and p t has no atom at {0}.
Denote
(14) implies that for x ∈ B(z, |z|/4) we have |f
Assume that all f ε , f are nonnegative, continuous, radial, radially nonincreasing and f ε → f weakly as ε → 0 (as measures on R d ). Then the convergence is pointwise at any x = 0.
Proof. Let 0 < a < b < ∞. From the weak convergence
Using continuity of f and passing a ր b we obtain lim sup ε→0
Now we will show Proposition 1.3. In the next step we prove that assumptions (A2) imply (A). Recall that conditions (H5), (H6), (H7), (H8) are exactly the same as conditions (A1), (A2), (A3), (1.2) in [17] . (H2) follows from [17, Theorem 1.2]. Remark 1.6 implies that ν(r) is nonincreasing, absolutely continuous and −ν ′ (r)/r is nonincreasing. Now we will show that ν(r) ≤ aν(2r), r ∈ (0, 1] for some constant a. It is clear that the scaling property for φ ′ (H7) implies that φ
. Clearly this inequality holds for all r ∈ (0, 1] with (possibly) a different constant.
Finally, we justify that assumptions (A3) imply (A). This again follows from arguments presented in the paper by P. Kim and A. Mimica [17] . (H4) and (H10) imply (H5) and (H6). (H4) and (H10) imply also (H8), see [17, Remark 4.3] . So (H4), (H5), (H6), (H7), (H8) hold. Hence we can use [17, Theorem 1.2] and get (H2). Remark 1.6 implies that ν(r) is nonincreasing, absolutely continuous and −ν ′ (r)/r is nonincreasing. The fact that ν(r) ≤ aν(2r), r ∈ (0, 1] for some constant a can be shown in the same way as in case (A2).
Remark 2.7. All constants appearing in this paper are positive and finite. We write κ = κ(a, . . . , z) to emphasize that κ depends only on a, . . . , z. We adopt the convention that constants denoted by c (or c 1 , c 2 ) may change their value from one use to the next. In the whole paper, unless is explicitly stated otherwise, we understand that constants denoted by c (or c 1 , c 2 ) depend on d, a 1 , a 2 , where a 1 , a 2 appear in (H1) and Definition 2.2, respectively. In particular, it applies to the constant c in (1).
The derivative of the transition density
We denote the Fourier transform of
Here J α is the Bessel function of order α. Similarly for any real, radial
We will use the following result from [13] . Let f : [0, ∞) → R be a Borel function satisfying
We first prove Proposition 3.1 which is a version of Theorem 1.5 with slightly changed assumptions. We will use this proposition in the proof of Theorem 1.5 but it seems that Proposition 3.1 is of independent interest. Proposition 3.1. Let X be a pure-jump isotropic Lévy process in R d with the characteristic exponent ψ and the transition density p t (x) = p t (|x|). We assume that its Lévy measure has the density ν(x) = ν(|x|). We further assume that ψ satisfies lim ρ→∞ (ψ(ρ)/log(ρ)) = ∞ and ν(r) is nonincreasing. Then there exists a Lévy process
and the transition density p
By (15) we have
Note that p t (R) is nonincreasing so p
is a probability density. Moreover, this implies that p
t+s , s, t > 0 and p (d+2) t tends weakly to δ 0 as t → 0, where δ 0 is the Dirac delta at 0.
In consequence there exists a Lévy process {X
with the transition density p (d+2) t (x) and the Lévy-Khinchin exponent ψ.
proof of Theorem 1.5. Let us define
and
given by ν (d+2) ({0}) = 0 and
Integrating by parts we get
where ε ∈ (0, 1) is arbitrary. Since 1 0 ν(r)r d+1 dr < ∞ we must have lim inf r→0 ν(r)r d+2 = 0. It follows that
Again integrating by parts we obtain
where N > 1 is arbitrary. It follows that
, t ≥ 0) be a pure-jump Levy process in R d+2 with a Lévy measure
Note that the Levy measure ν (d+2) has the density which is radial and radially nonincreasing. Let p
. It follows that for each t > 0 the measure p (d+2) t has a radial, nonincreasing bounded density function p
be the characteristic exponent for the process X (d+2) . Now our aim is to show that ψ (d+2) (R) = ψ(R), R > 0. We have
So to prove ψ (d+2) (R) = ψ(R), R > 0 it is enough to show that
Hence it is sufficient to prove for R > 0,
Since ν is the density of the Lévy measure of X in R d we have
Using the property of Bessel functions
By asymptotics of the Bessel function J d
2
(r) at zero we show that
Hence, applying (7),
Using the fact the Bessel function J d 2 (r) is bounded at ∞, we show, applying (8) , that lim
This justifies that by integrating by parts we obtain
So we have finally shown that X (d+2) has the characteristic exponent ψ. Our next aim is to show (2) . For any ε ∈ (0, 1] let X (ε) = (X (ε),t , t ≥ 0) be the Lévy process in R d with the characteristic exponent ψ ε (ξ) = ψ(ξ)+ε|ξ|, ξ ∈ R d . Let p ε,t be the distribution of X (ε),t . It follows that for each t > 0 the measure p ε,t has a radial, nonincreasing bounded density function p ε,t (x) = p ε,t (|x|) on R d . For any t > 0 clearly, p ε,t → p t weakly as ε ց 0. All densities p ε,t (x), p t (x) are continuous on
Hence by Lemma 2.6 for any t > 0,
By Proposition 3.1 there exists a Lévy process X
with the characteristic exponent ψ
has a radial, nonincreasing bounded density function p
Since for any r > 0 we have p ε,t (r) → p t (r) as ε ց 0 and p
weakly as ε ց 0 we obtain
By continuity of p (d+2) t (r) we arrive at (2).
The difference process
Let X be a pure-jump isotropic unimodal Lévy process in R d with an infinite Lévy measure ν(dx) = ν(x) dx. The process has the transition density p t (x), which as a function of x is also radially nonincreasing. We will use the following notation
The aim of this section is to construct a Markov processX t on R d + with a subMarkov transition density p t (x−y)−p t (x−y) and derive its basic properties. We call X t the difference process. First, we briefly present the construction of this process when X t is subordinate Brownian motion. In such case the construction is easy and intuitive. Then we present the construction in the general case.
First, let us assume that X t = B St , where B t is the Brownian motion in R d (with the generator ∆) and S t is a subordinator independent of B t with the Laplace exponent φ(λ). Denote by g t (x) the transition density of B t . The transition density of X t is given by p t (x) = ∞ 0 g s (x)P (S t ∈ ds). Let τ
Here
Proof. The left-hand side of (16) equals
It is easy to check that
which implies the lemma.
Let C 0 be the space of all continuous functions on R 
Using this observation one can show thatP t C 0 ⊂ C 0 and the semigroupP t is strongly continuous in t ≥ 0. Now let us defineP t (x, A), t ≥ 0,
for any
and the transition functionP t (x, A). We will denote byP x ,Ẽ x the probability and the expected value of the processX t starting from x.
Let us notep 
We havẽ
By the rotational invariance and right-continuity of paths of X there exists δ = δ(A) > 0 such that lim sup n→∞ P z (X 1/n ∈ A ∩ B(z, r)) ≥ δ. Again by rightcontinuity of paths of X and the fact that dist(A ∩ B(z, r), R d − ) > 0 we have lim sup n→∞ Pẑ(X 1/n ∈ A ∩ B(z, r)) = 0. Hencẽ
Note that the Blumenthal's zero-or-one law holds forX. HenceP z (τ D = 0) = 1.
We say that D ⊂ R d satisfies the outer cone condition if for any z ∈ ∂D there exist r > 0 and a cone A with vertex z such that
+ be an open, nonempty set satisfying the outer cone condition. For any t > 0, x, y ∈ D we put
It is easy to note that for any fixed t > 0, x ∈ D the function y →p D (t, x, y) is continuous in D \ {x}. Using standard arguments (see e.g. [11, Chapter II]) one can show that for any Borel A ⊂ D, x ∈ D and t > 0
Again using standard arguments and Lemma 4.2 we obtaiñ
We say that a set D ⊂ R d is symmetric if for any x ∈ D we havex ∈ D.
is an open, symmetric, nonempty set satisfying the outer cone condition, x ∈ D + , 0 < t 1 < . . . < t n , n ∈ N, A ⊂ D + . Then we haveP
Proof. We will prove it by induction. For n = 1 we havẽ
Assume that the assertion of the lemma holds for n, we will show it for n + 1. Let 0 < t 1 < . . . < t n < t n+1 . By the Markov property forX t we havẽ
For any x ∈ R d put f (x) = P x (X t 2 −t 1 ∈ D, . . . , X tn−t 1 ∈ D, X t n+1 −t 1 ∈ A). By our induction hypothesis (20) equals
It is easy to verify that
So (21) equals
Let D ⊂ R d be an open, nonempty, symmetric set satisfying the outer cone condition . Using the above lemma, (19) , (18) and continuity of y →p D + (t, x, y) on D \ {x} we obtain that for any t > 0, x, y ∈ D + , we havẽ
For x, y ∈ D + we define the Green function forX t and
Moreover, byp D + (t, x, y) ≤p(t, x, y), we have a trivial bound
Using standard arguments for any Borel, bounded f : D + → R we havẽ
For any x, y ∈ D + , x = y and a Borel set
andν(x, A) = Aν (x, y) dy. We callν(x, A) the Lévy measure for the processX. 
If additionally dist(D + , ∂R 
Now our aim is to show that for sufficiently regular D we haveP
We need to define an auxiliary family of stopping times: 
Proof. We prove the lemma by induction. The case n = 0 is left to the Reader. Assume that (24), (25), (26), (27) hold for some n ≥ 0. We will show it for n + 1. By the strong Markov property we obtain
Now the Ikeda-Watanabe formula (9) and the induction hypothesis (25) give that (30) equals
which gives (24) for n + 1. Again by the strong Markov property we get
By the induction hypothesis (25) this is equal to
This shows (26) for n + 1. The proof of (25) and (27) for n + 1 is analogous and it is omitted.
be an open, bounded, nonempty, symmetric set such that P y (X(τ D ) ∈ ∂D) = 0 for any y ∈ D. Then we havẽ
Proof. First, we prove the lemma under the assumption dist(
∈ ∂D + ) = 0 for any y ∈ D + . Moreover, our assumptions imply that the Lebesgue measure of both ∂D and ∂D + is zero. By (22) we have
By (23) we have
Note that I + II = 1 −P
So it is enough to show that
We also have
Note that by Lemma 4.4 we get
It follows that
(34) Note that for any z ∈ D − we have
Using this and (28) we get
Substituting this to (34) we get
Combining the last equality with (33) we obtain (31) , which completes the proof in the case dist(D + , ∂R (10) we infer that P y (X(τ Hε ) ∈ ∂H ε ) = 0 for any ε > 0 and y ∈ H ε . This implies that for any ε > 0 and y ∈ D ε we have P y (X(τ Dε ) ∈ ∂D ε ) = 0. Fix x ∈ D + . There exists ε 1 > 0 such that x ∈ D ε 1 . For any ε ∈ (0, ε 1 ] we havẽ
By the first part of the proof the last probability is equal toP
By (22) we havẽ
Clearly this tends to 0 as ε ց 0. HenceP
As a conlusion of (10) 
It follows that under assumptions of the above corollary for a Borel set A ⊂ R d + \D and x ∈ D + we havẽ
Auxiliary estimates of the Lévy measure and the Green function
Throughout this section we will assume that the process X satisfies the assumptions (A). In fact it is enough to assume only (H0) and (H1).
Lemma 5.1. For any r > 0 we have
Moreover, for 0 < r 1 < r 2 < ∞,
Proof. Let 0 < u < v < ∞. Then by absolute continuity of ν(ρ) and monotonicity of −ν ′ (ρ)/ρ we have
Hence
Similarly for v = r + 1, u = r, r ≥ 1,
Combining both estimates we complete the proof of the first assertion. The second one is an easy consequence of the first. Again let 0 < u < v < ∞, then using monotonicity of −ν ′ (ρ)/ρ and the first claim of the lemma we obtain
.
By Lemma 5.1 and (6) we obtain
,
By Lemma 5.1 we easily obtain:
Then the function g is bounded on B(w, r/2) and satisfies
)|y − w| r , y ∈ B(w, r/2).
We also have g(w) ≤ cg(y) for y ∈ B(w, r/2).
Proof. Let y ∈ B(w, r/2). By Corollary 5.3, g(y) < ∞. If z ∈ B c , by Lemma 5.1 we have,
Similarly,
Combining both estimates we obtain
where c = 12
In what follows by {e 1 , . . . , e d } we denote the standard orthonormal basis in R d .
Proposition 5.5. Let r > 0, x 1 ∈ (0, r), put B = B(0, r), x = x 1 e 1 . Let y ∈ B + such that |y| ≥ 4|x|. Then we have
Proof. By the Lagrange theorem there is a point ξ betweenx and x (ξ depends on t, x, y and the process X) such that
By Theorem 1.5 this equals
Note also that
|y|. By Theorem 1.5, p (d+2) t is radial and radially nonincreasing. Hence by (36) we have
By [14, Theorem 3] the last expression is bounded from above by
Lemma 5.6. For any r > 0, h ∈ (0, r/16), x = he 1 , B = B(0, r) we have
Proof. It is obvious that
Hence it is enough to estimate the integral over (B \ B(0, 4h)) + . For any y ∈ (B \ B(0, 4h)) + we have |y| ≥ 2|x|. By Proposition 5.5 we get
where the last inequality follows from [14, Proposition 2]. Finally, by Lemma 2.3 we obtain the conclusion.
Lemma 5.7. For any r > 0 and any y ∈ B(0, r) \ B(0, 3r/4) we have
where R = B(0, r) \ B(0, r/2), δ(y) = δ B(0,r) (y) and c = c(d).
Proof. We may assume that y = qe 1 for some q ∈ (3r/4, r). Put z = re 1 and D = B(z, r/2) ∩ R. Clearly, y ∈ B(z, r/4) and
By Lemma 2.4 and then by Lemma 2.3 we obtain
where c = c(d).
Lemma 5.8. For any 0 < r ≤ 1, h ∈ (0, r/16), x = he 1 , B = B(0, r) and y ∈ B + \ B(0, r/4) + we haveG
where δ(y) = δ B (y).
Proof. Let us denote R = B \ B(0, r/2). By Proposition 5.5 we get
Hence may assume that y ∈ B + \B(0, 3r/4) + . SinceG B + (x, ·) is harmonic in B + \{x} with respect toX we havẽ
Since B + \ (R + ∪ B(0, r/4) + satisfies the assumptions of Corollary 4.6 we can apply (35) to obtain I ≤ sup
By Proposition 5.5 and Lemma 5.7 this is bounded from above by chL(δ(y))L(r)r −d−1 . By the Ikeda-Watanabe formula forX (22) we get
Furthermore, by Corollary 5.2 we have for v ∈ R + , z ∈ B(0, r/4) + ,
This combined with Lemma 5.6 and the estimates of E x (τ B ) from Lemma 2.3 yields
Proof of the main theorem
Throughout this section we will assume that the process X satisfies the assumptions (A). The following proposition is the key step in proving gradient estimates of harmonic functions for Lévy processes.
Proposition 6.1. Let 0 < r < 1/4, h ∈ (0, r/16), x = he 1 . Assume that f : R d → [0, ∞) is harmonic in B(0, 4r) with respect to X. Then we have
Proof. Put B = B(0, r). For y ∈ B put g(y) = B c f (z)ν(y − z) dz. By harmonicity of f and the Ikeda-Watanabe formula (9) we have f (x) = B G B (x, y)g(y) dy.
Observe g(y) < ∞ a.e. on B. We have
Hence f (x) − f (x) is equal to Repeating the same steps as used to estimate I we obtain
Finally we estimate III. By the assumed Harnack inequality we obtain
By Lemma 5.8 we obtain that (37) is bounded from above by
r Here in the last step we used the estimate
from [3, Proposition 3.5] . This gives that III is bounded from above by chf (x)/r.
Finally we obtain I + II + III ≤ chf (x)/r. Using again the Harnack inequality we get f (x) ≤ cf (0).
Proof. Since r − |x| ≤ |x − y| ≤ 3r for |y| ≤ 2r, and |y|/2 ≤ |x − y| ≤ 2|y| for |y| > 2r, by Theorem 1.5 and radial monotonicity of p
, we obtain
We define
Recall that p D (t, x, y) = p t (x − y) − r B (t, x, y). f t (a, y) dt < ∞. For each fixed t > 0, a ∈ (0, r] we have B f t (a, y) dy < ∞. For each fixed a ∈ (0, r] we have
Proof. We have
Applying Lemma 6.2 we obtain
Moreover by Corollary 1.7,
It follows that we can change the order of
and E y in (38). We have also shown that
Of course, f t : (0, r] × B → (0, ∞), f t is a Borel function, for each fixed t > 0, y ∈ B we have f t (a, y) ր when a ց. We also have
By [14, Theorem 16] and then by (4) this is bounded from above by
It follows that for each fixed a ∈ (0, r] we have
By saying that ∂f ∂x i (x) exists we understand that lim h→0
exists and is finite. and
Proof. Fix t > 0, x, y ∈ B, x = y and put s =
. We will estimate
We have
where f t is a function defined in Lemma 6.3. We have 
is harmonic (with respect to the process X) for z ∈ B(x, s/2). By continuity of z → G B (z, y), z = y we obtain that there exists ε > 0 such that for |x − z| < ε we have G B (z, y) ≤ 2G B (x, y). Let h ∈ (0, ε ∧ (s/4)). By Proposition 6.1 we have
Since h ≤ ε we obtain G B x + 1 2 he 1 , y ≤ 2G B (x, y). Using this, (39) and Lemma 6.4 we obtain the assertion of the lemma. Lemma 6.6. For any R ∈ (0, 1], B = B(0, R), x ∈ B the partial derivative
exists. Moreover it equals to 0 for x = 0.
Proof. For the first part of the proof consider the case when p
where · ∞ denotes the supremum norm. Fix z ∈ B and put 4r = δ B (z). We will show that for any x ∈ B(z, r),
It follows that for any t > 0, x ∈ B(z, r) we have
In particular, ∂gt ∂x 1 (x) exists for any x ∈ B(z, 2r). For any t > 0, x ∈ B(z, r) we also have ∂g t ∂x 1 (x) = −2π
By Lemma 6.3 we have
f t (3r, y) dy dt < ∞.
Using this and (41) we obtain that
A(x) exists for any x ∈ B(z, r). Now for any x ∈ B(z, r) put
By Proposition 6.5 for any x ∈ B(z, r), y ∈ B \ B(z, 2r) we get
where the last step follows by applying the Harnack inequality to G B (·, y). Since G B (0, y) is integrable we obtain that
B(x) exists for any x ∈ B(z, r). Finally the function x → E x (τ B ) is symmetric, so its partial derivative exists at x = 0 and must be equal to 0. The proof is completed. 
Let h ∈ (−r/8, r/8). We have
By Lemma 6.6 we get and finishes the proof of the proposition.
Examples
The processes in the first 3 examples are subordinate Brownian motions in R d , i.e. X t = B St where B is the Brownian motion in R d (with a generator ∆) and S is an independent subordinator with the Laplace exponent φ.
Example 7.1. We assume that the Levy measure of the subordinator S is infinite, φ is a complete Bernstein function and it satisfies c 1 λ α/2 ℓ(λ) ≤ φ(λ) ≤ c 2 λ α/2 ℓ(λ), λ ≥ 1, where 0 < α < 2, ℓ varies slowly at infinity, i.e. ∀x > 0 lim λ→∞ ℓ(λx) ℓ(λ) = 1. The process X satisfies assumptions (A).
In particular, one of the processes satisfying the above conditions is the relativistic process in R d with the Laplace exponent φ(λ) = √ λ + m 2 − m, m > 0 and a generator m − √ m 2 − ∆, (see [7] , [25] , [21] ). The generator of this process is called the relativistic Hamiltonian and it is used in some models of mathematical physics (see e.g. [22] ).
Proof. It is clear that assumptions (H4), (H10) are satisfied. The fact that (H7) holds it is stated in Example 4 in [17] . Hence assumptions (A3) are satisfied. Example 7.2. Let φ(λ) = log(1 + λ β/2 ), β ∈ (0, 2]. The process X is called the geometric stable processes and it satisfies assumptions (A).
Proof. One can directly check that (H10) is satisfied (see also Example 1 in [17] ), the fact that (H7) holds is well known, (H4) is obvious. Hence assumptions (A3) are satisfied. From the estimates of ν S (r) obtained in [24] we infer that (a) holds, while (b) is implied by the fact that φ(λ) is a complete Bernstein function [18, Lemma 2.1 ].
The process in the next example is not a subordinate Brownian motion. Now we show an example of a harmonic function for some Lévy process for which the gradient does not exist at some point. The process is a pure-jump, isotropic unimodal Lévy process, which Lévy measure does not satisfy the assumption that −ν ′ (r)/r is nonincreasing (cf. (H1) ).
Example 7.5. Let X be a pure-jump, Lévy process in R which Lévy measure ν(dx) = ν(x) dx has the density given by the formula where α ∈ (0, 1/2), γ ∈ (1/2, 1), α + γ < 1, A α |x| −1−α is the density of the Lévy measure for α-stable process in R with the characteristic exponent ψ(x) = |x| α . 
