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Abstract. This paper describes the official measures of retrieval ef-
fectiveness that are planned to be employed for the ad hoc track of
INEX 2007.
1 Introduction
Focused retrieval, including question answering [19], passage retrieval [1, 2, 5, 20],
and XML element retrieval [8, 11, 12, 16], investigates ways to provide users with
direct access to relevant information in retrieved documents. Since its launch
in 2002, INEX has studied different aspects of focused retrieval by mainly con-
sidering XML element retrieval techniques that can effectively retrieve informa-
tion from structured document collections [11]. The main change at INEX 2007
is allowing retrieval of arbitrary document parts, which can represent XML ele-
ments or passages [3]. That is, a retrieval result can be either an XML element
(a sequence of textual content contained within start/end tags), or an arbitrary
passage (a sequence of textual content that can be either contained within an
element, or it can span across a range of elements).
How to properly evaluate XML retrieval effectiveness is still an ongoing prob-
lem within INEX. To alleviate this problem, in INEX 2007 we will adopt an
evaluation framework where different aspects of focused retrieval can be con-
sistently evaluated and compared. To measure the extent to which an XML or
passage retrieval system returns relevant information, we will employ evaluation
measures that only consider the amount of highlighted text in relevant docu-
ments [13, 14]. This is motivated by the need to directly exploit the highlighting
assessment procedure used at INEX 2007, which as we demonstrate in this paper
leads to measures that are natural extensions of the well-established measures
used in traditional information retrieval [6, 17].
This paper is organised as follows. In Section 2, we briefly describe the ad
hoc retrieval tasks of INEX 2007 and their motivations. In Section 3, we describe
how relevance is defined in INEX 2007. The evaluation measures used for each
of the INEX 2007 tasks are described in the last two sections (Sections 4 and 5).
2 Ad hoc retrieval tasks
INEX 2007 will investigate the following three ad hoc retrieval tasks, which are
defined as follows [3]:
– Focused task: This task asks systems to return a ranked list of the most
focused document parts (XML elements or passages), where the resulting
document parts should not overlap. For example, in the case of returning
XML elements, a paragraph and its container section should not both be
returned. For this task, from all the estimated relevant (and possibly over-
lapping) document parts, systems are forced to choose those non-overlapping
document parts that represent the most appropriate units of retrieval.
– In context tasks: These tasks correspond to end-user tasks where focused
retrieval answers are grouped per document, in their original document or-
der, providing access through further navigational means. This assumes that
users consider documents as the most natural units of retrieval, and prefer
an overview of relevance in their context. Two in context tasks are distin-
guished at INEX 2007, depending on whether a set of document parts or a
single answer part are returned per document.
• Relevant in context: This task asks systems to return non-overlapping
relevant document parts (XML elements or passages) clustered by the
unit of the document that they are contained within. An alternative way
to phrase the task is to return documents with the most focused, relevant
parts highlighted within.
• Best in context: This task asks systems to return a single document part
(XML element or passage) per document. The single document part
corresponds to the best entry point for starting to read the relevant text
in the document.
At INEX 2007 there is no separate passage retrieval task, and for all the
three tasks arbitrary passages may be returned instead of elements. Note that a
run submitted by an INEX 2007 participating group can contain either elements
or passages, but not a mixture of both. For all the three tasks, systems could
either use the title field of the topics (content-only topics) or the castitle field of
the topics (content-and-structure topics). Trotman et al. [18] provide a detailed
description of the format used for the INEX 2007 topics.
3 Relevance Assessments
Since 2005, a highlighting assessment procedure is used at INEX to gather rele-
vance assessments for the INEX retrieval topics [10]. In this procedure, assessors
from the participating groups are asked to highlight sentences representing the
relevant information in a pooled set of documents of the Wikipedia XML docu-
ment collection [4]. An assessment program then computes the relevance of the
judged document parts (including whole documents) as the ratio of highlighted
to fully contained text; thus, the relevance values for document parts are drawn
from a continuous scale in the range 0 to 1, where 0 corresponds to a document
part that does not contain any highlighted information, while 1 corresponds to
a fully highlighted document part.
The highlighting assessment procedure will also be used in 2007. For each
relevant document part (XML element or passage), the INEX 2007 relevance as-
sessments will record the size of the highlighted text contained by the document
part (in number of characters) as well as the total text size of the document
part (again, in number of characters). These two statistics form the basis for
calculating the relevance score of the document part.
4 Evaluation of the focused task
4.1 Assumptions
In the focused task, for each INEX 2007 topic, systems are asked to return a
ranked list of the top 1500 non-overlapping most focused relevant document
parts. The retrieval systems are required not only to rank the document parts
according to their estimated likelihood of relevance, but to also decide which
document parts are the most focused non-overlapping units of retrieval.
We make the following evaluation assumption about the focused task: Users
want to see as much relevant text as possible with as little irrelevant text as pos-
sible. Such an assumption is the basis of methods for evaluating the effectiveness
of information retrieval systems based on recall and precision. However, instead
of counting the number of relevant documents retrieved, in this case we measure
the amount of relevant (highlighted) text retrieved [13, 14]. This assumption im-
plies that, if two systems return document parts containing the same proportion
of relevant text, the system that returns larger amount of relevant text will be
preferred over the system that returns smaller amount of relevant text.
4.2 Evaluation measures
More formally, let pr be a document part (XML element or passage) assigned to
a rank r in a ranked list of document parts R returned by a retrieval system.7
Let rsize(pr) be the amount of highlighted (relevant) text contained by pr (if
there is no highlighted text, rsize(pr) = 0). Let size(pr) be the total number of
characters contained by pr, and let Trel be the total amount of (highlighted) rel-
evant text for a given INEX 2007 topic. Trel is calculated as the total number of
highlighted characters across all documents, which means that the total amount
of highlighted relevant text for the topic represents the sum of the sizes of the
(non-overlapping) highlighted passages contained by all the relevant documents.
7 At INEX 2007, |R| = 1500 elements or passages.
Measures at selected cutoffs We measure the fraction of retrieved relevant
text at rank r as:
P [r] =
r
∑
i=1
rsize(pi)
r
∑
i=1
size(pi)
(1)
To achieve a high precision score at rank r, the document parts retrieved up
to and including that rank need to contain as little non-relevant text as possible.
We measure the fraction of relevant text retrieved at rank r as:
R[r] =
1
Trel
·
r
∑
i=1
rsize(pi) (2)
To achieve a high recall score at rank r, the document parts retrieved up to
and including that rank need to contain as much relevant text as possible.
An issue with the precision measure P [r] given in Equation 1 is that it could
be biased towards systems that return shorter document parts [20]. We there-
fore use an interpolated precision measure iP [jR], which calculates interpolated
precision scores at selected recall levels (such as iP [0.1R], which calculates in-
terpolated precision at 10% recall level). By calculating interpolated precision
scores at selected recall levels, it would be possible to measure which system is
more capable of retrieving as much relevant text as possible (the selected recall
level), without also retrieving a substantial amount of non-relevant text.
With the interpolated precision measure at selected cutoffs, the performance
across a set of topics is measured by calculating the mean of the scores obtained
by the measure for each individual topic.
Overall performance measure In addition to using the interpolated precision
measure at selected recall level cutoffs, for an INEX 2007 topic we also calculate
scores with an overall performance measure: average precision.
Average precision (AP ) is a measure that combines precision and recall to
produce a single value for the overall performance of a retrieval system. We
calculate AP as follows: first, the precision is calculated at each natural recall
level (after a relevant document part is retrieved). If a relevant document part
is not retrieved, the precision is taken to be zero. The precision values are then
averaged such that a single value for the overall retrieval performance is produced
for a topic. Let rel(pr) indicate the relevance of a document part p assigned
to the rank r, such that rel(pr) = 0 if the document part does not contain
any highlighted information, and rel(pr) = 1 if there is highlighted information
contained by the document part.
We formally define AP as follows:
AP =
|R|
∑
r=1
rel(pr) · P [r]
|R|
∑
r=1
rel(pr)
·
|R|
∑
r=1
rsize(pr)
Trel
=
|R|
∑
r=1
rel(pr) · P [r]
|R|
∑
r=1
rel(pr)
· R[|R|] (3)
We use the corresponding overall performance measure iAP , which represents
interpolated average precision calculated at 101 recall levels.
With the overall performance iAP measure, the performance across a set of
topics is measured by calculating the mean of the values obtained by the measure
for each individual topic (iMAP ).
4.3 Results reported at INEX 2007
For the focused task we report the following measures over all INEX 2007 topics:
– Interpolated precision at selected recall level cutoffs:
iP [jR], j ∈ [0.0, 0.01, 0.05, 0.1]; and
– Interpolated mean average precision (iMAP ).
The official evaluation for the focused task will be based on the overall iMAP
measure.
5 Evaluation of the in context tasks
5.1 Assumptions
The two in context tasks are document retrieval tasks, where not only the rele-
vant documents should be retrieved, but also either a set of relevant answer parts
(relevant in context) or a single answer part (best in context) should be correctly
identified. In both tasks, the documents should be ranked in a decreasing order
of their estimated likelihood of relevance. In the relevant in context task, for
each relevant document, systems are expected to return a set of non-overlapping
document parts representing the relevant text within the document. In the best
in context task, for each relevant document, systems are expected to return a
single document part representing the best entry point (BEP) for starting to
read the relevant text in the document.
We make the following evaluation assumption about the two in context tasks:
Users consider all relevant documents to be equally useful answers. This assump-
tion models users that place equal value on each relevant document that has been
retrieved as an answer.
5.2 Evaluation measures
The evaluation of the in context tasks calculates scores for ranked lists of docu-
ments, where per document we obtain a score reflecting how well the retrieved
text corresponds to the relevant text in the document.
Score per document Two different scores per document are calculated, de-
pending on whether a set of answer parts (relevant in context) or a single answer
part (best in context) are retrieved from the document.
Relevant in context
For a retrieved document, the text identified by the selected set of non-overlapping
retrieved parts is compared to the text highlighted by the assessor [7, 15]. More
formally, let d be the retrieved document, and let p be a part (element or pas-
sage) that belongs to Pd, the set of retrieved parts from document d. Let Trel(d)
be the total amount of highlighted relevant text for the document d.
We calculate the following:
– Document precision, as the fraction of retrieved text (in characters) that is
highlighted:
P (d) =
∑
p∈Pd
rsize(p)
∑
p∈Pd
size(p)
(4)
The P (d) measure ensures that, to achieve a high precision value for the
document d, the set of retrieved parts for that document needs to contain
as little non-relevant text as possible.
– Document recall, as the fraction of highlighted text (in characters) that is
retrieved:
R(d) =
∑
p∈Pd
rsize(p)
Trel(d)
(5)
The R(d) measure ensures that, to achieve a high recall value for the doc-
ument d, the set of retrieved parts for that document needs to contain as
much relevant text as possible.
– Document F-Score, as the combination of the document precision and recall
scores using their harmonic mean, resulting in a score in [0,1] per document:
F (d) =
2 · P (d) · R(d)
P (d) + R(d)
(6)
For retrieved non-relevant documents, all the above scores evaluate to zero:
P (d) = R(d) = F (d) = 0.
We use the F-score as an appropriate document score for the relevant in
context task:
S(d) = F (d) (7)
The resulting S(d) score varies between 0 (document without relevant text,
or none of the relevant text is retrieved) and 1 (all relevant text is retrieved
without retrieving any non-relevant text).
Best in context
The document score S(d) for this task is calculated with a distance similarity
measure, s(x, b), which is constructed as follows. For each document in a ranked
list, s(x, b) measures how close the system-proposed entry point x is to the BEP b.
Closeness is assumed to be an inverse function of distance, with a maximum value
of 1 if and only if the system hits the BEP and a minimum value of zero. We first
measure the distance d(x, b) in arbitrary units (characters). Next, we remove the
arbitrariness by normalising the distance d(x, b) by the actual document length
L in characters: d′(x, b) = d(x, b)/L. Finally, we make an inverse transformation
to a [0, 1] scale: f(d′(x, b)) = A/(A + d′(x, b)). The controlling parameter A > 0
can be turned up to allow longer distances without much penalty, or down to
reward systems which get very close to the BEP. The resulting formula is:
s(x, b) =
A · L
A · L + d(x, b)
(8)
A value of A = 10 will result in a score close to 1 for any answer in a relevant
document, while a value such as A = 0.1 will favour systems that return answer
parts very close to the BEPs. The official distance similarity score will very likely
be based on the value A = 0.1.
An alternative formula for calculating the distance similarity measure s(x, b)
could be the following:
s(x, b) =





n−d(x,b)
n
if 0 ≤ d(x, b) ≤ n
0 otherwise
(9)
where n is the number of characters representing the visible part of the document
that can fit on a screen (typically, n = 1000 characters).
We use the s(x, b) distance similarity score as an appropriate document score
for the best in context task:
S(d) = s(x, b) (10)
The resulting S(d) score varies between 0 (document without relevant text,
or in the case of the alternative formula, the distance of the starting point of the
answer part is more than n characters from the BEP) and 1 (the starting point
of the answer part is identical to that of the BEP).
Scores for ranked list of documents We have a ranked list of documents
D, and for each document we have a document score S(dr) ∈ [0, 1], where dr
is the document retrieved at rank r (1 ≤ r ≤ |D|). Hence, we need generalized
evaluation measures, and we utilise the most straightforward generalization of
precision and recall [9]. More formally, let us assume that for an INEX 2007 topic
there are in total Nrel relevant documents, and let rel(dr) = 1 if document dr
contains highlighted relevant text, and rel(dr) = 0 otherwise.
Over the ranked list of documents, we calculate the following:
– generalized precision (gP [r]), as the sum of document scores up to a document-
rank r, divided by the rank r:
gP [r] =
r
∑
i=1
S(di)
r
(11)
– generalized Recall (gR[r]), as the number of relevant documents retrieved up
to a document-rank r, divided by the total number of relevant documents:
gR[r] =
r
∑
i=1
rel(di)
Nrel
(12)
These generalized measures are compatible with the standard precision/recall
measures used in traditional information retrieval. Specifically, the average gen-
eralized precision for an INEX 2007 topic can be calculated by averaging the
generalized precisions at natural recall points where generalized recall increases
(the generalized precision of non-retrieved relevant documents is zero):
AgP =
|D|
∑
r=1
rel(dr) · gP [r]
|D|
∑
r=1
rel(dr)
· gR[|D|] (13)
When looking at a set of topics, the mean average generalized precision
(MAgP ) is simply the mean of the average generalized precision scores per topic.
5.3 Results reported at INEX 2007
For the in context tasks we report the following measures over all topics:
– Non-interpolated generalized precision at early ranks:
gP [r], r ∈ [5, 10, 25, 50]; and
– Non-interpolated mean average generalized precision (MAgP ).
The official evaluation for the in context tasks will be based on the overall
MAgP measure.
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