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Abstract
The decay η → 3π proceeds exclusively through isospin violating operators
and is therefore an excellent probe to examine the strength of isospin break-
ing in the strong interaction. The latter can be expressed through the quark
mass ratio Q2 = (m2s − mˆ2)/(m2d −m2u). The main object of this thesis is to
analyse the decay η → 3π using dispersion relations in order to extract Q as
well as other physical quantities. The dispersion relations are a set of integral
equations that lead to a representation of the decay amplitude in terms of four
unknown subtraction constants. We apply two different methods to determine
these. Following the procedure of Anisovich and Leutwyler, we match our dis-
persive representation to the one-loop result from chiral perturbation theory,
thus updating their old analysis. In addition, we also make use of the recent
experimental determination of the Dalitz distribution by the KLOE collabor-
ation to obtain information on the subtraction constants. In this way we find
Q = 21.31+0.59−0.50.
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Introduction
Over the last almost three decades, chiral perturbation theory (χPT) [1–3]
in its many variants has helped to considerably increase our understanding of
the strong interactions at low energies. While for some processes—for instance
ππ scattering—the theoretical description has reached astonishing precision,
for others the situation seems less favourable. A prominent example of the
latter class is the decay η → 3π. Both, experimental and theoretical results
for its decay width have varied a lot over the years and often been in flat
disagreement. Figure 0.1 shows the historical development of the decay width
for both η → 3π channels since 1968. A brief account of attempts to calculate
the same quantities is given in the following.
Since three pions cannot couple to vanishing isospin and angular momentum
at the same time, the decay must proceed through isospin breaking operat-
ors. The electromagnetic interactions do violate isospin symmetry and could
thus be responsible for the transition, but already in the late sixties it was
shown that their contribution is suppressed due to chiral symmetry and can-
not account for the large decay width [4, 5]. From current algebra [6, 7],
or equivalently from χPT at leading order, follows a decay width of merely
66 eV. Several authors examined the effects from final-state rescattering [8, 9].
In Ref. [9], it was found that final-state interactions lead to a decay width of
200 eV in excellent agreement with the experimental value at that time. Only a
few years later, χPT at one loop was formulated which allowed for a systematic
extension of the current algebra result. Gasser and Leutwyler [10] calculated a
decay width of 160± 50 eV, where the error is due to higher order corrections.
This value was not only in excellent agreement with experiment but also con-
firmed that indeed final-state rescattering effects could fully account for the
discrepancy between current algebra and experiment. But they also mentioned
that new experiments hinted at the possibility of a considerably larger decay
width, which would “resurrect the puzzle” they “claim[ed] to solve” (p. 548).
Later, it was confirmed that the decay width had been underestimated so far
which motivated two dispersive analyses [11, 12] since in this way, more than
one final-state rescattering process could be taken into account.
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Figure 0.1: The historical development of the decay width for the η decay channels
η → π+π−π0 and η → 3π0 from 1968 until 2010. Before, only an upper limit for the
total decay width was measured. The large fluctuation is almost entirely due to the
total decay width, which is fixed via the process η → γγ; the branching ratios have
changed only moderately since 1970. All the values stem from the PDG report of the
corresponding year.
The second theoretical puzzle is related to the neutral channel η → 3π0. It
is usually parametrised in terms of a single slope parameter α, which many
experiments have consistently found to be negative [13–21] and which is known
very precisely today. The current PDG average [22] is
α = −0.0317 ± 0.0016 .
Chiral perturbation theory, on the other hand, leads to a positive value at the
one-loop [10] and the two-loop level [23]. The error bars on the latter are,
however, quite large and also encompass negative values. Kambor et al. were
the first to find a negative sign with their dispersive analysis [12] but with too
small a magnitude.
The particular interest in this process is, however, not only due to the
problems involved in its theoretical understanding. Since it violates isospin,
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but not dominantly through electromagnetic interactions, it is ideally suited
to probe the strength of isospin breaking terms in the strong interactions.
It offers access to the quark mass difference mu −md that measures isospin
breaking, or to the quark mass double ratio
Q2 =
m2s − mˆ2
m2d −m2u
, with mˆ =
1
2
(mu +md) ,
that compares isospin breaking with chiral symmetry breaking. The ratio
is useful, e.g., in conjunction with lattice results for the light quark masses.
Lattice simulations are always performed in the isospin limit, i.e., the up and
down quark masses are set equal, and can accordingly only measure ms and
mˆ. The missing information that is needed in order to extract also mu and
md is provided by the ratio Q. The determination of this parameter is one of
the main goals of this thesis.
Despite the long history of research on η → 3π, the decay is still not fully
understood and arouses a lot of interest even today, as can be seen from sev-
eral recent publications. In Ref. [24], the decay amplitude was computed using
unitarised chiral perturbation theory in good agreement with experiment. Also
the aforementioned two-loop calculation has been published only recently [23].
An analytical dispersive analysis following a different approach than ours was
presented in Refs. [25, 26]. One of its advantages is that it will allow to include
isospin breaking effects due to the mass difference mπ0 −mπ+ [27]. Further-
more, in Ref. [28] the decay was examined by means of the non-relativistic
effective field theory (NREFT) approach. Also this method allows to include
higher-order isospin breaking effects and in addition is particularly suited to
analyse the reasons for the failure of χPT to reproduce the amplitude for the
neutral decay. All these articles give a negative value for the slope parameters
α. Furthermore, the full electromagnetic corrections up to O(e2q) have been
calculated [29] and an analysis using resummed chiral perturbation theory is
under way [30].
The goal of this thesis is to compute a dispersive representation of the
η → 3π decay amplitude following the approach of Anisovich and Leutwy-
ler [11, 31]. From the amplitude we can obtain the quark mass ratio Q, but also
the slope parameter α and other parameters. There are several reasons to redo
this old analysis. Foremost, since final-state rescattering seems to be the main
source of trouble on the theoretical side, dispersion relations are indeed an
excellent tool to tackle this process. Many of the inputs to the calculation have
been improved considerably over the years, most prominently the ππ phase
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shifts and are now used to update the old analysis. The Dalitz distribution has
been measured with unprecedented accuracy by the KLOE collaboration [32]
and this data can be used as an input to the dispersive analysis. In this way
we can go beyond the analysis of Anisovich and Leutwyler who did not have
suitable experimental data at their hand. But also the new theoretical results
that have been mentioned above are a valuable possibility for comparison and
may also provide inputs for a future extension of our analysis.
This thesis is structured as follows. The first four chapters introduce a num-
ber of basic topics that will be crucial for the later discussion of the dispersive
analysis. We start with a brief overview of the theory of the strong interac-
tions, which provides the physical framework we will work in. Quark masses
and quark mass ratios, in particular also Q, are discussed at the end of the
first chapter. This is followed by an introduction to the mathematical concept
of dispersion relations. By means of the dispersion relations, we want to ac-
count for the large contributions from final-state rescattering to the η → 3π
decay amplitude and therefore dedicate a chapter to a detailed discussion of
ππ scattering. Afterwards, we also review the decay η → 3π in some detail,
with a special focus on the low-energy approximation of the decay amplitude
and on an overview of experimental and theoretical results. This concludes the
introductory part as we have now all the ingredients ready for the dispersive
analysis. In Chapter 5, we derive the dispersion relations for η → π+π−π0
and discuss how they are solved in the next two chapters. First, we describe
the solution algorithm and then address the implementation of the numerical
solution in a computer program. The thesis is closed with a detailed account
of our results in Chapter 8.
4
Chapter 1
Theory of the strong interaction
After the great success of quantum electrodynamics (QED) as a relativistic
quantum theory for electrons, muons and photons, it was generally believed
that all the other phenomena of particle physics could be described in terms
of a quantum field theory involving only few degrees of freedom. In the frame-
work of QED, predictions for physical quantities are obtained using perturb-
ation theory. The interaction terms in the Lagrangian are proportional to
a small coupling constant αQED, such that an expansion in αQED around the
free theory converges rather rapidly. In order to deal with the infinities that
appear when going beyond the leading order approximation, the technique of
renormalisation was devised, where the divergences are absorbed in the non-
physical parameters in the Lagrangian. Renormalisability became one of the
main guiding principle in the construction of quantum field theories.
At the time when QED was developed, the number of known elementary
particles was quite modest. The electron, the muon and their antiparticles
had been observed, as well as a small number of hadrons, including the pro-
ton, the neutron and the pion. But many discoveries increased this number to
more than 100. A quantum field theory with that many elementary degrees of
freedom was not very appealing and soon the hope that the whole of particle
physics could be formulated following this paradigm was given up. A text-
book from 1970 entitled “Elementary Particle Theory” ([33], p. 63) remarks
concerning quantum field theory:
This method has completely failed to account for the dynamics of
strongly interacting particles, the reason for this failure presum-
ably being the strength of the strong interactions which makes it
meaningless to treat the interaction part of the Hamiltonian as a
perturbation.
Since the Hamiltonian approach has failed to provide a theory of
5
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strongly interacting particles we shall abandon it and look for an
alternative method of attack.
One of the alternative methods that, while not being a full success, lead to
many interesting and fruitful results is S-matrix theory. The general idea
was to find enough mathematical guidelines (e.g. unitarity) and symmetry
principles (e.g. baryon number conservation or parity) to constrain physical
amplitudes to a unique expression compatible with all the requirements. This
goal was never reached, but nevertheless many useful results on the properties
of scattering and decay amplitudes have been gained. Also the technique of
dispersion relations has grown out of S-matrix theory and some knowledge on
the latter is therefore indispensable for the understanding of this thesis.
During the heydays of S-matrix theory, Gell-Mann proposed that all the
observed hadrons could be composite states built from elementary fermions
he called quarks [34], but since these particles failed to show up in experiments
they were generally considered to be mathematical tools rather than physical
objects. The decisive step towards a quantum field theory of the strong in-
teractions came with the discovery of asymptotic freedom [36–39]. Not only
was it rigorously proved that the coupling constant of some non-Abelian gauge
theories becomes small at very large energies, allowing thus for dispersive cal-
culations, but also indicated that at low-energies, the quarks could be bound
together with such strength that it is simply not possible to separate them.
This mechanism of confinement was seen as a possible explanation for the ap-
parent absence of quarks in nature. In the words of Gross and Wilczek ([37],
p. 3650):
This is an exciting possibility which might provide a mechanism
for having a theory of quarks without real quark states. Whether
this can be realized [. . .] deserves much attention.
Not long afterwards, a quantum field theory with an SU(3) gauge group was
proposed as the fundamental theory of the strong interaction [40]. It is asymp-
totically free such that at high energies perturbation theory can be used suc-
cessfully. But in the low-energy region, the coupling constant is too large for
the perturbative series to converge. Following a folk theorem by Weinberg [1],
Gasser and Leutwyler [2, 3] constructed the framework of chiral perturbation
theory that successfully describes the low-energy dynamics of QCD. They had,
however, to give up the principle of renormalisability that had been thought
to be indispensable so far. A large number of accurate results have been
6
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obtained from χPT until today, including amplitudes for many decay and
scattering processes and expressions for quark mass ratios in terms of meson
masses.
Besides χPT, also lattice QCD has been producing results in the low-energy
region of the strong interaction for many years now. For a long time, however,
these simulations had to be performed in the quenched approximation and
with large pion masses. The corresponding systematic uncertainties are very
difficult to estimate. Only in recent years, simulations under realistic condi-
tions have become possible. The relation between the lattice and χPT has
been one of mutual benefit. With lattice calculations, one can among other
things determine the quark masses and the low-energy constants from first
principles. Chiral perturbation theory, on the other hand, has been used in
lattice calculations in order to control lattice artefacts. In particular, it can
help in the chiral extrapolation, where the pion masses are brought to their
physical value, and take care of finite volume effects.
The intent of this chapter is not to discuss the strong interaction in its en-
tirety, but rather to introduce the topics relevant to the rest of this thesis. It
is hence kept short with details added where they are required for later use.
We start with a brief presentation of S-matrix theory that culminates in the
discussion of the analytic properties of the scattering amplitude. Especially
this last topic plays a central role in the construction of dispersion relations,
as we will see in the next chapter. This is followed by a brief introduction to
the quantum field theory of the strong interaction, quantum chromodynamics
(QCD). We focus mainly on the global symmetries of QCD, since they are
the essential ingredients to the construction of its effective low-energy theory,
chiral perturbation theory, that is presented afterwards. The low-energy ap-
proximation of an amplitude that is obtained in this framework serves as ideal
theoretical input to the dispersion relations. The last pages of this chapter are
dedicated to the masses of quarks and mesons. In particular, also the quark
mass double ratio Q will be introduced.
1.1 S-matrix theory
Particle physics experiments usually consist in the investigation of scattering
or decay processes. In a scattering experiment, two particles are brought to
collision and two or more particles emerge. If the final state contains the same
particles as the initial state, the process is said to be elastic. Otherwise, new
7
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particles are produced and the process is called inelastic. A decay process
is inelastic by definition. In both cases, scattering and decay experiments,
one tries to determine the species and the momenta of the outgoing particles.
This is, of course, a highly non-trivial task, but the discussion of the problems
involved in particle detection is beyond the scope of this thesis. This section
is rather intended to discuss how such processes are treated theoretically. In
the following, we will focus on scattering processes, but the same observations
can be applied to decay processes as well.
1.1.1 Asymptotic states, S- and T -matrix
The initial state for a scattering experiment contains two particles that are
on a collision course. A long time before the scattering takes place, that is
as t → −∞, these particles are well separated and do not interact with each
other, so that they can be regarded as free particles. Such an initial state is
called an asymptotic state and denoted by |i, in〉, where i stands for initial,
or by |p1, p2, in〉, where p1 and p2 are the momenta of the incoming particles.
The label “in” declares the state as an asymptotic state of incoming particles.
The “in” states are postulated to form a complete set of states, called the Fock
space.
Similarly, a long time after the scattering, as t → ∞, the particles in the
final state form again free states that are denoted by |f, out〉, where f stands
for final, or |p3, p4, . . . , out〉. There is no reason to restrict the number of
particles to two, hence the ellipsis. Also the “out” states are postulated to
form a complete set.
The probability amplitude for an initial state |i, in〉 to be found as the final
state |f, out〉 is given by
Sfi ≡ 〈f, out|i, in〉 = 〈f, in|S|i, in〉 , (1.1)
where the second equality defines the scattering operator S. The matrix com-
posed of all its matrix elements Sfi is called the S-matrix. From the above
definition it is immediately clear that
〈p1, p2, . . . , out| = 〈p1, p2, . . . , in|S , (1.2)
and S is thus the operator that evolves the “in” state in time from t = −∞ to
t = ∞. Furthermore, as both, “in” and “out” states, form a complete set of
states, S cannot be singular and its inverse must exist. Therefore,
〈p1, p2, . . . , in| = 〈p1, p2, . . . , out|S−1 . (1.3)
8
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Symmetry principles impose constraints on the S-matrix. If the system
under consideration has a conserved quantity A, that is [A,S] = 0, and if
the initial and final states are eigenstates of A with eigenvalues ai and af ,
respectively, then
0 = 〈f, in|[A,S]|i, in〉 = (af − ai)〈f, in|S|i, in〉 . (1.4)
This implies that the transition amplitude must vanish unless af = ai. In other
words, a conserved quantity indeed remains unchanged in a scattering process,
as the scattering can only take place between states with the same eigenvalue.
The eigenvalue of such an operator is called a good quantum number, as it
can be used to label the states. In particular, the four momentum Pµ is a
conserved quantity and according to the above rules we must have
〈f, in|S|i, in〉 ∝ δ4(pf − pi) , (1.5)
where pi and pf denote the total momentum of the incoming and outgoing
particles, respectively.
It is customary to separate unity from the S-matrix,
S = 1 + iT , (1.6)
thus defining the T -matrix. The S-matrix element is then split as
〈f, in|S|i, in〉 = 〈f, in|i, in〉+ i〈f, in|T |i, in〉 , (1.7)
and it becomes clear that the T -matrix contains the non-trivial part of the
S-matrix, while the first term on the right-hand side is the amplitude for the
case, where the particles in the initial state do not interact at all. From the
T -matrix, the Lorentz invariant scattering amplitude Tfi is defined as
i〈f, in|T |i, in〉 = i(2π)4δ4(pf − pi)Tfi . (1.8)
1.1.2 Unitarity of the S-matrix
This section introduces the fundamental physical postulate often referred to
as probability conservation. By this we mean that a system that starts out in
an initial state |i, in〉 must end in some final state |f, out〉 after it has evolved
in time. Consequently, if the probability to find the system in the final state
|f, out〉 is Pi→f and if the final states form a complete set of states (which
9
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we postulated above), we must have
∑
f Pi→f = 1. The transition probability
Pi→f is nothing else than the square of the corresponding S-matrix element
and so,
1 =
∑
f
|〈f, in|S|i, in〉|2 =
∑
f
〈i, in|S†|f, in〉〈f, in|S|i, in〉 = 〈i, in|S†S|i, in〉 .
(1.9)
On the other hand, we can choose the initial state
|i, in〉 = 1√|α|2 + |β|2 (α|a〉 + β|b〉) , (1.10)
where |a〉 and |b〉 are two orthonormal states and α and β are arbitrary complex
numbers. Using this state in Eq. (1.9), we find
1 =
1
|α|2 + |β|2
(
|α|2〈a|S†S|a〉+ |β|2〈b|S†S|b〉
+ α∗β〈a|S†S|b〉+ αβ∗〈b|S†S|a〉
)
= 1 +
1
|α|2 + |β|2
(
α∗β〈a|S†S|b〉+ αβ∗〈b|S†S|a〉
)
.
(1.11)
Because α and β are arbitrary complex numbers, both terms inside the brack-
ets must vanish separately:
〈a|S†S|b〉 = 〈b|S†S|a〉 = 0 . (1.12)
Equations (1.9) and (1.12) together with the fact that the inverse of S exists
lead to
S†S = SS† = 1 . (1.13)
In other words, the S-matrix is unitary. For this reason, probability con-
servation is usually called unitarity. This result allows to extend some of the
formulæ presented above. The relations between in and out states in Eqs. (1.2)
and (1.3) can be replaced by
〈p1, p2, . . . , out| = 〈p1, p2, . . . , in|S , 〈p1, p2, . . . , in| = 〈p1, p2, . . . , out|S† ,
|p1, p2, . . . , out〉 = S†|p1, p2, . . . , in〉 , |p1, p2, . . . , in〉 = S|p1, p2, . . . , out〉 .
(1.14)
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From these equations follows immediately that the S-matrix element can be
written in two ways, namely
Sfi ≡ 〈f, out|i, in〉 = 〈f, in|S|i, in〉 = 〈f, out|S|i, out〉 , (1.15)
such that we can safely omit the labels “in” and “out” in S-matrix elements.
For the T -matrix, unitarity implies
T − T † = iTT † , (1.16)
as can be shown by inserting Eq. (1.6) into Eq. (1.13). Using the definition of
the amplitude in Eq. (1.8), the left hand side can be rewritten as
〈f |T |i〉 − 〈f |T †|i〉 = (2π)4δ4(pf − pi)
(
Tfi − T ∗if
)
. (1.17)
On the right hand side we insert a complete set of intermediate states and find
〈f |iTT †|i〉 = i
∑
n
〈f |T |n〉〈n|T †|i〉 = i(2π)8
∑
n
δ4(pf − pn)δ4(pn − pi)TfnT ∗in .
(1.18)
Putting everything together leads to the unitarity condition
Tfi − T ∗if = i(2π)4
∑
n
δ4(pn − pi)TfnT ∗in . (1.19)
If the interaction respects time reversal symmetry, as the strong interaction
does, the unitarity condition can be brought to a more appealing form. For
“in” and “out” states made up of scalar particles, time reversal invariance
implies
〈f, out|i, in〉 = 〈i, out|f, in〉 , (1.20)
and the S- and T -matrix elements then satisfy
〈f |S|i〉 = 〈i|S|f〉 =⇒ 〈f |i〉+ 〈f |T |i〉 = 〈i|f〉+ 〈i|T |f〉 . (1.21)
Because the amplitude in the case of no interaction is time reversal invariant,
that is 〈f |i〉 = 〈i|f〉, the T -matrix elements and the amplitude are symmetric,
Tfi = Tif . The left-hand side of Eq. (1.19) is then basically the imaginary part
of the amplitude and the unitarity condition becomes
Im Tfi = (2π)
4
2
∑
n
δ4(pn − pi)TfnT ∗in . (1.22)
As this is a statement on the imaginary part of an amplitude, it is not sur-
prising that it has deep consequences on the amplitude’s analytic properties.
We will come back to this point below.
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p1
p2
p3
p4
A
B
C
D
Figure 1.1: The scattering process A(p1)B(p2)→ C(p3)D(p4).
1.1.3 Kinematics of scattering processes and crossing
We discuss the kinematics of a generic 2→ 2 scattering process A(p1)B(p2)→
C(p3)D(p4) for scalar particles as depicted in Fig. 1.1. The S-matrix element
for this process is given by
〈C(p3)D(p4), out|A(p1)B(p2), in〉 = 〈C(p3)D(p4)|S|A(p1)B(p2)〉 , (1.23)
and the four-momenta are pi = (Ei, ~pi) with Ei =
√
|~pi|2 +m2i , wheremi is the
mass. From the T -matrix element, the Lorentz invariant scattering amplitude
A is defined by
〈C(p3)D(p4)|T |A(p1)B(p2)〉 = (2π)4 δ4(p1 + p2 − p3 − p4)A(p1, p2, p3, p4) .
(1.24)
It is convenient to express the amplitude in terms of the Lorentz invariant
Mandelstam variables
s = (p1 + p2)
2 = (p3 + p4)
2 ,
t = (p1 − p3)2 = (p2 − p4)2 ,
u = (p1 − p4)2 = (p2 − p3)2 .
(1.25)
No other Lorentz invariant quantities that are independent from these can be
built from the momenta and the Lorentz invariant amplitude can thus only be
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a function of s, t and u. Since the Mandelstam variables are related by
s+ t+ u =
4∑
i=1
m2i , (1.26)
the amplitude only depends on two independent kinematic variables. This
becomes also clear from counting the degrees of freedom: the four-momenta
of the particles contain 16 degrees of freedom, but 6 can be fixed due to
Lorentz invariance, four by the on-shell condition and another four by energy-
momentum conservation.
Because they are Lorentz invariant quantities, the Mandelstam variables
can be evaluated in an arbitrary coordinate system. The simplest choice is
the centre of mass frame, where ~p1 = −~p2 and ~p3 = −~p4. We can then re-
express the Mandelstam variables in terms of the masses, energies and the
scattering angle θs = ∠(~p1, ~p3)
1,
s = (E1 + E2)
2 = (E3 + E4)
2 ,
t = m21 +m
2
3 − 2E1E3 + 2|~p1||~p3| cos θs
= m22 +m
2
4 − 2E2E4 + 2|~p1||~p3| cos θs ,
u = m21 +m
2
4 − 2E1E4 − 2|~p1||~p3| cos θs
= m22 +m
2
3 − 2E2E3 − 2|~p1||~p3| cos θs .
(1.27)
After replacing Ei by
√
|~pi|2 +m2i , the expressions for s can be solved for |~p1|
and |~p3|, respectively, yielding
|~p1|2 = λ(s,m
2
1,m
2
2)
4s
, |~p3|2 = λ(s,m
2
3,m
2
4)
4s
, (1.28)
where λ is the Källén triangle function defined as
λ(a, b, c) = a2 + b2 + c2 − 2(ab+ bc+ ca)
=
(
a− (√b+√c )2) (a− (√b−√c )2) . (1.29)
The second form is sometimes convenient if, as in Eq. (1.28), b and c are
squares. Plugging the above expressions for t and u into Eq. (1.26) leads to
E1 =
s+∆12
2
√
s
, E2 =
s−∆12
2
√
s
, E3 =
s+∆34
2
√
s
, E4 =
s−∆34
2
√
s
, (1.30)
1Note that one could define the scattering angle to be the angle between any pair of an in-
and an outgoing momentum and our choice is thus purely conventional. All four possible
definitions lead to the same absolute value for cos θs, but the sign may differ.
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where we introduced ∆ij = m
2
i − m2j . Inserting Eqs. (1.28) and (1.30) in
Eq. (1.27), we finally obtain
t =
∑
m2i − s
2
− ∆12∆34
2s
+
λ1/2(s,m21,m
2
2)λ
1/2(s,m23,m
2
4)
2s
cos θs ,
u =
∑
m2i − s
2
+
∆12∆34
2s
− λ
1/2(s,m21,m
2
2)λ
1/2(s,m23,m
2
4)
2s
cos θs .
(1.31)
As an immediate consequence, we get for the scattering angle
cos θs =
s(t− u) +∆12∆34
λ1/2(s,m21,m
2
2)λ
1/2(s,m23,m
2
4)
. (1.32)
With the Mandelstam variables in the form of Eqs. (1.27) and (1.31), it is
now straightforward to find the physically allowed values. The centre-of-mass
momentum s must satisfy both of the relations
s = (E1 +E2)
2 =
(√
m1 + |~p1|2 +
√
m2 + |~p1|2
)2
≥ (m1 +m2)2 ,
s = (E3 +E4)
2 =
(√
m3 + |~p3|2 +
√
m4 + |~p3|2
)2
≥ (m3 +m4)2 ,
(1.33)
that is
s ≥ max
(
(m1 +m2)
2, (m3 +m4)
2
)
. (1.34)
For each value of s in this range we can then find the range of allowed values
for t and u from the requirement that −1 ≤ cos θs ≤ 1. This range of values
for the kinematic variables is called the physical region.
The amplitude possesses a very simple symmetry: it is unaffected by swap-
ping the two incoming particles. This means that the amplitude is invariant
under the simultaneous interchange of p1 with p2 as well as of all the quantum
numbers that characterize the particle A with their counterparts for B. In
terms of the Mandelstam variables, this corresponds to interchanging t and u
and the amplitude must thus satisfy
A(s, t, u) = A(s, u, t) . (1.35)
So far we have only considered the so-called s-channel process, where the
invariant total momentum of the incoming particles is given by s. But other
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processes can also be described by Fig. 1.1, namely
A(p1)C¯(−p3)→ B¯(−p2)D(p4), (t-channel), (1.36)
A(p1)D¯(−p4)→ B¯(−p2)C(p3), (u-channel), (1.37)
where the invariant total momentum of the incoming particles is given by t
and u, respectively. Their kinematics can be discussed in complete analogy
to the s-channel. In the centre of mass frame of the incoming (or outgoing)
particles, we can express the Mandelstam variables in terms of the centre-of-
mass energy (which is, of course, itself one of the Mandelstam variables) and
the corresponding scattering angle. The latter is defined as θt = ∠(~p1,−~p2)
or θu = ∠(~p1, ~p3), respectively
2. But it is not even necessary to redo the
calculations. One can get the formulæ for t- and u-channel from the s-channel
expressions by applying the appropriate variable exchanges. We obtain in the
t-channel:
s =
∑
m2i − t
2
− ∆13∆24
2t
+
λ1/2(t,m21,m
2
3)λ
1/2(t,m22,m
2
4)
2t
cos θt ,
u =
∑
m2i − t
2
+
∆13∆24
2t
− λ
1/2(t,m21,m
2
3)λ
1/2(t,m22,m
2
4)
2t
cos θt ,
(1.38)
and in the u-channel:
s =
∑
m2i − u
2
− ∆14∆23
2u
− λ
1/2(u,m21,m
2
4)λ
1/2(u,m22,m
2
3)
2u
cos θu ,
t =
∑
m2i − u
2
+
∆14∆23
2u
+
λ1/2(u,m21,m
2
4)λ
1/2(u,m22,m
2
3)
2u
cos θu .
(1.39)
The physical regions for the three related processes are distinct. The principle
of crossing, sometimes also called the substitution law, now states that the
invariant amplitudes of all three processes are described by a single analytic
function A(s, t, u). This statement is only useful if an analytic continuation
between the physical regions of the different channels exists.
There is a convenient way to represent the s-t-u plane graphically. For a
given point inside an equilateral triangle, the sum of the perpendicular dis-
tances to each side is equal to the height of the triangle. This remains true
2Again, we must choose from four equivalent definitions for the scattering angle. This
choice is convenient because the scattering angles in the t- and u-channel are related to
θs by ~p2 ↔ −~p3 and ~p2 ↔ −~p4, respectively.
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u-channel
s-channel
t-channel
s = 0
t
=
0
u
=
0
b
b
b
s
t
u
Figure 1.2: Representation of the Mandelstam variables s, t and u in a Mandelstam
diagram. The arrows point in the direction of positive values. The shaded region
represents the physical region for a generic scattering process with m1 = 1, m2 = 1.5,
m3 = 2.5 and m4 = 3. Note that the physical regions for the three channels are
distinct.
for points outside of the triangle, if the distances pointing away from the
triangle are regarded as negative. Choosing the sides of the triangle to be
the coordinate axes and the perpendicular distances to be s, t and u, the
constraint (1.26) on the sum of the Mandelstam variables is automatically
satisfied, if the height of the triangle is equal to
∑
m2i . Such a Mandelstam
diagram is shown in Fig. 1.23.
3I thank Peter Stoffer, who made his figure from Ref. [41] available, which formed the basis
for all the Mandelstam diagrams in this thesis.
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(a) (b)
Figure 1.3: Two examples of Feynman diagrams that may contribute to a 2 → 2
scattering process.
1.1.4 Maximal analyticity
Based on the previous sections, we can now discuss the analytic properties of
the scattering amplitude. The importance of the analytic properties lies in
the fact that they are supposed to be fundamental like unitarity or crossing.
Later it will become clear that they form the essential input to the dispersion
relations.
The scattering amplitude contains two kinds of singularities that originate
from the presence of intermediate states. The first kind is due to single particle
intermediate states that contribute through processes of the type depicted in
Fig. 1.3(a). Taking the incoming momentum to be s, then, if the exchanged
particle has mass M , its propagator is
1
s−M2 , (1.40)
such that the intermediate state contributes an isolated pole at s = M2 to
the amplitude. On the other hand, diagrams of the kind shown in Fig. 1.3(b)
lead to cuts in the amplitude. From the unitarity condition in Eq. (1.19)
follows that whenever the initial momentum pi crosses the threshold for the
production of a new multiparticle intermediate state, the transition amplitude
Tfi obtains an additional contribution to the imaginary part. For s below the
threshold of the lowest lying state, the amplitude must be real and can, at a
fixed value for t, be represented as a polynomial in s with real coefficients that
may depend on t4. As a consequence, for complex values of s and real t the
4Since the Mandelstam variables are related, the amplitude is for fixed t a function of one
variable only, which we choose to be s.
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amplitude A(s, t, u) satisfies the Schwarz reflection principle:
A(s∗, t, u(s∗)) = A∗(s, t, u(s)) . (1.41)
If the amplitude picks up an imaginary part for some real values of s, the
Schwarz reflection principle immediately implies the appearance of a cut, since
then
A(s− iǫ, t, u) = A∗(s+ iǫ, t, u)
ImA6=0
6= A(s+ iǫ, t, u) . (1.42)
Taking the limit ǫ→ 0, we find that the amplitude is not uniquely defined on
the real s axis. Each production threshold is thus the starting point of a new
cut—a so-called branch point. We have only discussed the s channel for now,
but both kinds of singularities appear, of course, in each of the Mandelstam
variables.
The poles and cuts of the amplitude due to intermediate states are called
dynamical singularities. The postulate of maximal analyticity states that the
amplitude contains no other singularities than these. As we will see later this
is a powerful constraint on the amplitude.
1.2 The strong interaction as a quantum field theory
In this section, we give a very brief introduction to the quantum field the-
ory of the strong interaction at low energies. A short overview of quantum
chromodynamics is followed by a sketchy derivation and discussion of chiral
perturbation theory, focussing on the aspects that will become relevant later
in this thesis. A highly recommended pedagogical introduction to chiral per-
turbation theory can be found in Ref. [42]. The following pages are largely
based on that article.
1.2.1 Quantum chromodynamics
The theory that successfully describes the dynamics of the strong interaction is
quantum chromodynamics (QCD) [40, 43]. It is a gauge theory and its gauge
group, SU(3)c, is referred to as colour. The fundamental degrees of freedom
are the quarks and gluons and the Lagrangian is given by
LQCD =
∑
f
q¯f (iγµD
µ −mf ) qf − 1
4
Gµν,aGµνa , (1.43)
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Mass in MeV Q I I3 J
P
u 1.7–3.3 +23
1
2 +
1
2
1
2
+
d 4.1–5.8 −13 12 −12 12
+
s 101+29−21 −13 0 0 12
+
c 1270+70−90 +
2
3 0 0
1
2
+
b 4190+180−60 −13 0 0 12
+
t (172 ± 1.6) · 103 +23 0 0 12
+
Table 1.1: The six quark flavours together with their MS masses and some quantum
numbers [22]. The isospin quantum numbers I and I3 will be explained at the end of
Sec. 1.2.2.
where the sum goes over the six quark flavours f = u, d, s, c, b, t (up, down,
strange, charm, bottom, top). The masses of the quarks and some of their
quantum numbers are listed in Table 1.1. The quark fields transform under
the fundamental representation of the gauge group, thus forming a colour
triplet. For a quark field qf of flavour f this means that
qf =
 qf,rqf,g
qf,b
 7→
 q
′
f,r
q′f,g
q′f,b
 = U(x)qf , U ∈ SU(3)c , (1.44)
where the the second label on the quark fields is the quantum number for colour
that takes the values r for red, g for green and b for blue. Quarks that belong
to the same triplet only differ in their color charge and are identical in all other
properties as, e.g., mass, and electric charge. A colour transformation of the
quark fields, being an SU(3) matrix, is characterised by a set of 8 parameters
θa(x), a = 1, . . . , 8, according to
U(x) = exp
(
−i
8∑
a=1
θa(x)
λa
2
)
. (1.45)
19
Chapter 1 · Theory of the strong interaction
The λa are the 3× 3 Gell-Mann matrices given by
λ1 =
 0 1 01 0 0
0 0 0
 , λ2 =
 0 −i 0i 0 0
0 0 0
 , λ3 =
 1 0 00 −1 0
0 0 0
 ,
λ4 =
 0 0 10 0 0
1 0 0
 , λ5 =
 0 0 −i0 0 0
i 0 0
 , λ6 =
 0 0 00 0 1
0 1 0
 ,
λ7 =
 0 0 00 0 −i
0 i 0
 , λ8 = 1√
3
 1 0 00 1 0
0 0 −2
 .
(1.46)
They form a basis of the set of all complex, traceless, Hermitian 3×3 matrices.
The matrices iλa are antihermitian and thus constitute a basis of the Lie
algebra su(3) of SU(3). If they are supplemented by the unit matrix, here for
convenience denoted by λ0 =
√
2/3 diag(1, 1, 1), an arbitrary 3× 3 matrix M
can be written as
M =
8∑
a=0
λaMa , (1.47)
where the complex coefficients Ma are given by
Ma =
1
2
Tr (λaM) . (1.48)
The gauge symmetry is a local symmetry such that the kinetic term in LQCD
would not be gauge invariant, if it contained an ordinary partial derivative ∂µ.
Instead, it must be written with the covariant derivative Dµ which is defined
by the requirement
Dµqf 7→ U(x)(Dµqf ) , (1.49)
that is, the covariant derivative of the quark field transforms in exactly the
same way as the quark field itself under gauge transformations. The covariant
derivative with this property is given by
Dµqf = ∂µqf − ig
8∑
a=1
λa
2
Aµ,a qf , (1.50)
where g is the strong coupling constant and the Aµ,a are eight independent
gauge potentials that describe the gluons. The interaction between the quarks
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and gluons is entirely due to the gluon field in the covariant derivative. Its
strength is determined by g and it is independent of the quark flavour. The
covariant derivative transforms according to Eq. (1.49) provided that the gauge
field transforms as
λa
2
Aµ,a 7→ U(x)λa
2
Aµ,aU †(x)− i
g
(∂µU(x))U
†(x) . (1.51)
Finally, LQCD also contains the non-Abelian field-strength tensor,
Gµν,a = ∂µAν,a − ∂νAµ,a + gfabcAµ,bAν,c , (1.52)
where fabc are the structure constants of SU(3). From its square follows the
kinetic term for the gluon field as well as the gluon-gluon interaction terms.
Even though the QCD Lagrangian does, in principle, fully determine the dy-
namics of the quarks and gluons, it is not possible to make full use of its power
due to a number of reasons. A theory should be able to produce predictions
on scattering cross sections and decay widths, which can be compared with
experimental data and hence allow for a rigorous test of its accuracy. Such
measurable quantities are in field theories usually obtained using the method
of perturbation theory. The free theory, where all interactions are turned off,
is solved exactly and the interaction term in the Lagrangian is then added
as a perturbation, which is small due to the smallness of the coupling con-
stant. Results in the interacting theory are then expressed as a power series
in the coupling constant. Since the coupling constant is small, the size of
the contributions diminishes rapidly with increasing order, leading to a quick
convergence of the series.
While the procedure sketched above proved extremely successful in quan-
tum electrodynamics, where predictions of astonishing accuracy have been
achieved, the situation is less favourable in QCD. The degrees of freedom of
the free theory—the quarks and gluons—have never been observed in nature,
instead one finds a huge number of bound states. While the free theory of
QED already represents a first, if crude, approximation to the real world situ-
ation, the free theory of QCD, describing free quarks and gluons, seems to
have nothing in common with nature. It is nowadays believed that this is
a consequence of a mechanism called colour confinement. The strong force
does not, as one would expect from the electromagnetic or gravitational inter-
actions, decrease but grow with distance, such that particles carrying colour
charge can never be separated and the spectrum only contains states with
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neutral colour charge. Confinement has not been mathematically rigorously
proved. Its proof is, in fact, part of one of the seven famous Millennium Prize
Problems stated by the Clay Mathematics Institute [44].
Another peculiarity of QCD (and other non-Abelian Yang-Mills theories)
saves perturbation theory at least partially: asymptotic freedom [36–39]. In
processes that take place at very high energies, the strong interactions become
weak and quarks and gluons start to behave as free particles allowing for a
perturbative expansion around the free theory. But while this permits to ob-
tain theoretical predictions for processes at high energies, low-energy QCD is
still not accessible. Based on a proposal by Weinberg [1], Gasser and Leut-
wyler developed the framework of chiral perturbation theory [2, 3] that makes
perturbative calculations possible also at low energies. Rather than on an ex-
pansion in the coupling constant, this method relies on a perturbative series
in terms of the small external momenta. In the following subsections, we will
very briefly introduce the basic concepts and equations.
1.2.2 Accidental global symmetries of the QCD Lagrangian
In the quark model, the proton is understood to be a bound state of two up-
and one down-quark. Comparing the masses of these constituent particles
with the proton mass reveals the astonishing fact that
2mu +md ≈ 10 MeV≪ mp ≈ 938 MeV . (1.53)
Other than the mass of an atom, which is given by the sum of the proton and
electron masses minus a very small amount of binding energy, the contribution
of the quark masses to the proton mass is negligible. Almost the entire mass of
the proton must be due to binding energy, such that the scale that determines
the strength of the strong interactions, ΛQCD, is of the order of mp ≈ 1 GeV.
Low-energy QCD is concerned with processes at energies well below ΛQCD.
The list of the quarks in Table 1.1 reveals that this scale divides the quarks
in two groups: the u, d and s quarks have masses that lie substantially below
ΛQCD and are accordingly called light. The remaining three quark flavours
are called heavy.
The lightest particle that contains one of the heavy quarks is the D0, being
a bound state of a c-quark and a u¯-antiquark, with a mass of about 1865 MeV.
A reaction that is energetic enough to create such a particle thus takes place
well outside of the low-energy region of QCD that we are interested in. In the
following we will completely ignore the occurrence of such states and neglect
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the heavy quarks in the Lagrangian. For this purpose it is convenient to
introduce the vector of the light quark fields,
q =
 ud
s
 , q¯ = (u¯, d¯, s¯) , (1.54)
and the corresponding quark mass matrix,
M =
 mu 0 00 md 0
0 0 ms
 . (1.55)
The QCD Lagrangian without heavy quarks can then be expressed as
LQCD = q¯(iγµD
µ −M)q − 1
4
Gµν,aGµνa . (1.56)
Equation (1.53) even suggests that the light quark masses can, in a first
approximation, be neglected. The QCD Lagrangian in this so-called chiral
limit—the name will become clear later—is given by
L
0
QCD = q¯iγµD
µq − 1
4
Gµν,aGµνa . (1.57)
Since the covariant derivative acts on all flavours in the same way, this Lag-
rangian has a global U(3) symmetry. It is invariant under q 7→ V e−iθV q, where
V is a SU(3) matrix and θV is a real number. But there is an even larger global
symmetry. We define the projection operators
PR =
1 + γ5
2
= P †R , PL =
1− γ5
2
= P †L , (1.58)
which satisfy,
PR + PL = 1 , P
2
R/L = PR/L, PRPL = PLPR = 0 , (1.59)
as projection operators should. They project the Dirac field onto its left- and
right-handed components, respectively, i.e., qL = PLq and qR = PRq. Using
the anti-commutation relations for the gamma matrices one finds that the
QCD Lagrangian in the chiral limit in terms of the chiral fields reads
L
0
QCD = q¯RiγµD
µqR + q¯LiγµD
µqL − 1
4
Gµν,aGµνa . (1.60)
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Because the left- and right-handed fields do not mix, L 0QCD is invariant under
qL 7→ ULqL , qR 7→ URqR , (1.61)
where UL and UR are independent U(3) matrices that can be parametrised in
terms of the Gell-Mann matrices as
UL = exp
(
−i
8∑
a=1
θLa
λa
2
)
e−iθ
L
, UR = exp
(
−i
8∑
a=1
θRa
λa
2
)
e−iθ
R
.
(1.62)
L 0QCD thus has a global U(3)L × U(3)R symmetry. Because the symmetry
transformation acts on left- and right-handed fields independently, this is
called the chiral symmetry.
If the quark masses are not neglected, the Lagrangian contains a mass term,
which can be expressed in terms of the chiral fields as
− q¯Mq = −q¯LMqR − q¯RMqL . (1.63)
This term mixes left- and right-handed fields and consequently breaks chiral
symmetry. This is the origin of the term chiral limit: it is in this limit of van-
ishing light quark masses that the QCD Lagrangian exhibits chiral symmetry.
According to Noether’s theorem, from the symmetry arise a total number
of 18 conserved currents,
Lµ,a = q¯Lγ
µλa
2
qL , L
µ = q¯Lγ
µqL , R
µ,a = q¯Rγ
µλa
2
qR , R
µ = q¯Rγ
µqR ,
(1.64)
with
∂µL
µ,a = ∂µR
µ,a = ∂µL
µ = ∂µR
µ = 0 , (1.65)
and the same number of conserved charges that are defined from the currents
by
QaL(t) =
∫
d3xL0,a(x) , QL(t) =
∫
d3xL0(x) ,
QaR(t) =
∫
d3xR0,a(x) , QR(t) =
∫
d3xR0(x) .
(1.66)
The charge operators are the generators of their respective symmetry group.
Instead of the chiral currents, one often uses the linear combinations
V µ,a = Rµ,a + Lµ,a = q¯γµ
λa
2
q , V µ = Rµ + Lµ = q¯γµq ,
Aµ,a = Rµ,a − Lµ,a = q¯γµγ5λa
2
q , Aµ = Rµ − Lµ = q¯γµγ5q ,
(1.67)
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and the corresponding charges
QaV = Q
a
R +Q
a
L , QV = QR +QL , Q
a
A = Q
a
R −QaL , QA = QR −QL .
(1.68)
Under parity, V µ,(a) and Aµ,(a) transform as vector and axial-vectors, respect-
ively. The singlet vector current V µ is due to a transformation of the left- and
right-handed fields by the same phase, while the singlet axial-vector current
Aµ comes from a transformation with opposite phase. All these currents are
conserved at the classical level, but after quantisation it turns out that the
axial-vector current is anomalous and thus not conserved [45–48]:
∂µA
µ =
3g2
32π2
ǫµνρσGµνa Gρσa . (1.69)
The transformation corresponding to the singlet axial-vector current is thus
not a symmetry of QCD. All the other currents are conserved also at the
quantum level and thus QCD has in the chiral limit the global symmetry
SU(3)L × SU(3)R × U(1)V . It is generated by the charge operators QaR, QaL,
(or QaV , Q
a
A) and QV . Note that while the spaces associated with Q
a
R, Q
a
L,
and QaV are subgroups of the full global symmetry group, namely SU(3)R,
SU(3)L, and SU(3)V , the space generated by Q
a
A is not a group because the
product of two pseudoscalar operators is not a pseudoscalar itself.
The quark masses explicitly break chiral symmetry. Apart from the fact
that the Lagrangian is no longer invariant under a chiral transformation, this
also shows up in the divergences of the currents:
∂µV
µ,a = iq¯
[
M, λa
2
]
q , ∂µV
µ = 0 ,
∂µA
µ,a = iq¯
{
M, λa
2
}
γ5q , ∂µA
µ = 2iq¯Mγ5q + 3g
2
32π2
ǫµνρσGµνa Gρσa .
(1.70)
In the presence of quark masses, only the singlet vector current is still con-
served, implying that also the massive Lagrangian possesses the corresponding
symmetry. That this is indeed true can be directly verified in Eq. (1.56). But,
as it turns out, not all is lost. Interpreting the small quark masses as a perturb-
ation on L 0QCD and thus expanding physical quantities in the quark masses
leads to a successful description of the QCD dynamics at low energies.
Apart from chiral symmetry, the QCD Lagrangian has another accidental
global symmetry that is of great importance. In the limit where the u- and d-
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quark have the same mass, LQCD is invariant under the global transformation(
u
d
)
7→
(
u′
d′
)
= V
(
u
d
)
, V ∈ SU(2) . (1.71)
Since the mass difference mu − md is very small compared to ΛQCD, this
approximate symmetry is rather accurately realised. Because of the similarity
to spin, which is also a SU(2) symmetry, it is called isospin, sometimes also
isotopic spin or isobaric spin. Note, however, that it is an internal symmetry
and has nothing to do with space.
The symmetry was originally proposed by Heisenberg [49] in order to explain
the similarity of the proton and the newly discovered neutron. He suggested
that they are two instances of the same particle that simply differ in the value
of some quantum number τ . Only later, the name isotopic spin was introduced
by Wigner [50].
According to our modern understanding of isospin, the two lightest quarks
transform under the fundamental representation of SU(2), thus forming a
doublet. They are assigned a total isospin I = 12 ; the u-quark then has third
component I3 = +
1
2 , while the d-quark has I3 = −12 . All the other quark
flavours are isospin singlets with I = I3 = 0.
Since the u- and the d-quark have different electrical charges, the electro-
magnetic interactions violate isospin symmetry. Electromagnetic corrections
destroy the degeneracy of isospin multiplets as they lead to a shift in the mass
of charged, but not of electrically neutral particles. The Standard Model as
a whole becomes symmetric under isospin transformations if mu = md and
if the electromagnetic interactions are turned off, i.e., e = 0. This is called
the isospin limit. In this limit, the proton and the neutron indeed have equal
masses. In the real world the degeneracy is lifted due to two effects: Because
of the quark mass difference, the neutron is heavier than the proton, but the
mass of the latter is increased by electromagnetic corrections. The two effects
almost cancel, resulting in a neutron mass that is only slightly larger than the
proton mass.
1.2.3 Spontaneous symmetry breaking and Goldstone bosons
One would expect that the hadrons organise themselves into approximately
degenerate multiplets corresponding to the irreducible representation of the
symmetry group of the QCD Lagrangian, SU(3)L × SU(3)R × U(1)V . The
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U(1)V symmetry indeed induces an ordering principle: its consequence is ba-
ryon number conservation and the hadrons can accordingly be grouped into
mesons (baryon number B = 0) and baryons (B = 1). If the axial charges QaA
are the generators of a symmetry of QCD, that is if [QaA,HQCD] = 0, then one
expects that for each positive parity state in the spectrum, one finds a degen-
erate negative parity state. This parity doubling is, however, not observed in
nature: a negative parity octet of baryons does not exist. In fact, the had-
rons are ordered in multiplets of SU(3) [34], suggesting that the actual global
symmetry group of QCD is SU(3)V . Furthermore, the lightest pseudoscalar
mesons form an octet and have masses much smaller than the corresponding
vector mesons. These observations are strong evidence for the occurrence of
spontaneous symmetry breaking [51–53], as will be argued in the following.
Let us fist explain what spontaneous symmetry breaking means. A com-
mon example that can be visualised rather easily is the magnetisation of a
ferromagnet. The laws of solid state physics that describe the magnet are
invariant under spatial rotations. Above the Curie temperature (or critical
temperature) TC , the elementary magnets inside the material are unordered
and point in arbitrary directions such that the magnet is symmetric under the
full group of spatial rotations as well. But if the temperature drops below
TC , neighbouring elementary magnets tend to be oriented in the same direc-
tion and a spontaneous magnetisation occurs. The system is now no longer
invariant under arbitrary spatial rotations, but only under rotations around
the magnetisation vector. The symmetry is said to be spontaneously broken
from SO(3) to the subgroup SO(2). On the other hand, if the magnet is put
in an external magnetic field, the elementary magnets are aligned along its
direction leading to a net magnetisation even if the temperature is above TC .
This phenomenon is called induced magnetisation and the symmetry break-
ing is said to be explicit. It is caused by the external field that selects one
particular direction. By contrast, the spontaneous magnetisation is oriented
randomly and is independent of any external influence.
In general terms, spontaneous symmetry breaking occurs if a Lagrangian is
symmetric under a group G, but the ground state is found to be symmetric
under a subgroup H ⊂ G only. The generators of the coset space G/H do not
annihilate the vacuum. With each one of them is associated a massless state
and the theory thus contains a total number of nG − nH massless particles,
nG and nH being the respective number of generators of the groups G and H.
This is the famous Goldstone theorem [54, 55] and the massless particles are
accordingly called Goldstone bosons. If the group G is not an exact symmetry
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Mass in MeV Q I I3 S J
P Quark content
π+ 139.57018 +1 1 +1 0 0− ud¯
π0 134.9766 0 1 0 0 0− (uu¯− dd¯ )/√2
π− 139.57018 −1 1 −1 0 0− du¯
K+ 493.677 +1 12 +
1
2 +1 0
− us¯
K− 493.677 −1 12 −12 −1 0− su¯
K0 497.614 0 12 −12 +1 0− ds¯
K¯0 497.614 0 12 +
1
2 −1 0− sd¯
η 547.853 0 0 0 0 0− (uu¯+ dd¯− 2ss¯)/√6
Table 1.2: The mesons in the light pseudoscalar octet together with their masses and
some quantum numbers [22].
of the theory, i.e., if some small parameter breaks the symmetry explicitly, G
is said to be an approximate symmetry. In that case, the Goldstone bosons
pick up a small mass proportional to the symmetry breaking parameter.
Let us now apply the concept of spontaneous symmetry breaking to QCD.
The symmetry group of the massless QCD Lagrangian, G = SU(3)L×SU(3)R,
is spontaneously broken to the subgroup H = SU(3)V
5. There are a number
of reasons why the symmetry breaking must proceed in this way. The absence
of parity doubling in nature and the fact that hadrons are organised in SU(3)
multiplets indicate that the actual symmetry of QCD is SU(3)V . According
to Goldstone’s theorem, with each broken generator is associated a Goldstone
boson with a small mass and with symmetry properties closely related to those
of the generators. The Goldstone bosons must thus be light, pseudoscalar
and transform as an octet under SU(3)V . Indeed, the lightest mesons (see
Table 1.2) have all these properties, making them excellent candidates for
being the Goldstone bosons of the spontaneous symmetry breaking.
It can be shown that there exists an isomorphic mapping between the quo-
5The symmetry U(1)V is not broken at all. It is not important for the following arguments
and thus omitted.
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tient space G/H and the Goldstone boson fields. This allows to parametrise
the latter in terms of a 3× 3 SU(3) matrix as
U(x) = exp
(
iφ(x)
F0
)
, (1.72)
where F0 is the pion decay constant in the chiral limit, defined from the matrix
element
〈0|Aaµ(0)|φb(p)〉 = ipµF0δab (1.73)
for some single Goldstone boson state |φb(p)〉 and
φ(x) =
8∑
a=1
λaφa(x) =

φ3 +
1√
3
φ8 φ1 − iφ2 φ4 − iφ5
φ1 + iφ2 −φ3 + 1√3φ8 φ6 − iφ7
φ4 + iφ5 φ6 + iφ7 − 2√3φ8

=

φ3 +
1√
3
φ8
√
2π+
√
2K+
√
2π− −φ3 + 1√3φ8
√
2K0
√
2K−
√
2K¯0 − 2√
3
φ8
 .
(1.74)
In the second line we have not yet introduced the fields for the π0 and the
η. The reason for doing so is that the fields φ3 and φ8 mix and the physical
mesons are thus linear combinations thereof. This is discussed in detail in
Sec. 1.2.5. Under SU(3)L × SU(3)R the matrix U transforms as
U(x) 7→ RU(x)L† , R ∈ SU(3)R , L ∈ SU(3)L . (1.75)
The space of matrices U is no vector space and the mapping does thus not
define a representation but rather a nonlinear realisation of the group. The
ground state of the system is given by φ(x) = 0, which corresponds to U(x) =
U0 = 1, and as expected, it is invariant under the subgroup SU(3)V , where
right- and left handed quarks are rotated by the same matrix V :
U0 7→ V U0V † = V V † = 1 = U0 . (1.76)
On the other hand, rotating the left-handed quarks by A and the right-handed
quarks by A† indeed does change the ground state:
U0 7→ A†U0A† = A†A† 6= U0 . (1.77)
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1.2.4 Chiral perturbation theory
The Lagrangian for chiral perturbation theory is now formulated in terms of
the matrix field U(x), its derivatives and the quark mass matrix M. In con-
trast to the QCD Lagrangian, it is expressed in terms of degrees of freedom
that are observed in nature, such that the free theory of non-interacting, mass-
less mesons is indeed a valid first approximation. Its construction is based on
a folk theorem by Weinberg [1] stating that from the effective Lagrangian
containing all the terms compatible with the symmetries of some underlying
theory, one can calculate perturbatively the most general S-matrix consistent
with the fundamental principles of quantum field theory and the underlying
theory. The theorem has later been proved in Refs. [56, 57]. From the sym-
metry only follows the structure of the terms in the Lagrangian, but not the
strength of the respective couplings. These are encoded in a number of low-
energy constants (LECs) that are unconstrained by the symmetry and must
be determined otherwise. They can be obtained, for example, by comparison
of theoretical predictions with experimental data or by direct calculation on
the lattice.
The number of terms that can be constructed along these lines is infinite be-
cause once one has found a single term allowed by the symmetry restrictions,
any power of this term can be added to the Lagrangian as well. It is therefore
indispensable to find some ordering principle that permits to decide on the
importance of the contributions that come from a given term. Furthermore,
even from a Lagrangian with a finite number of terms, an infinite number of
Feynman diagrams is generated and the ordering principle should hence also
allow to compare the importance of two diagrams. This is achieved by Wein-
berg’s power counting scheme [1] that orders terms and Feynman diagrams
according to their scaling with p/ΛQCD. The momentum thus takes the role
of the expansion parameter in the perturbative series. The building blocks of
the Lagrangian are counted as
U = O(p0) , ∂µU = O(p) , ∂µ∂νU = O(p2) , . . . , M = O(p2) . (1.78)
With these simple rules one can determine the chiral order of any term built
from the meson fields and the quark masses. The effective Lagrangian of χPT
is a series of terms with an increasing number of derivatives and quark mass
terms,
LχPT = L2 + L4 + L6 + . . . , (1.79)
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where the indices stand for the order in the chiral expansion. Since Lorentz
invariance requires derivatives to appear pairwise, only even chiral orders are
possible.
The power counting scheme then also states that a Feynman diagram with
NL loops and N2n vertices from the Lagrangian L2n contributes at O(pD)
with
D = 2 + 2NL +
∞∑
n=1
2(n − 1)N2n . (1.80)
Clearly, also the chiral order of Feynman diagrams is always an even num-
ber. The implication of this formula is that at O(p2), only tree level graphs
containing exclusively vertices from L2 contribute. At O(p4) one must add
contributions from tree-level graphs with exactly one L4-vertex and from one-
loop graphs composed only from L2-vertices.
The lowest-order Lagrangian is of chiral order p2 and, in the absence of
external fields, it reads
L2 =
F 20
4
Tr
(
∂µU∂
µU †
)
+
F 20B0
2
Tr
(
MU † + UM†
)
, (1.81)
where F0 and B0 are two low-energy constants. F0 is the pion decay constant
in the chiral limit as defined in Eq. (1.73) and B0 is related to the chiral quark
condensate by
B0 = −〈q¯q〉
3F 20
. (1.82)
The overall normalisation of L2 is chosen such that the kinetic term for the
Goldstone bosons takes standard form, that is
1
2
∂µφi ∂
µφi , (1.83)
for i = 1, . . . , 8.
The Lagrangians L4 at O(p4) [2] and L6 at O(p6) [58–62] are also known.
In principle, the derivation of these proceeds along the same lines as for the
lowest-order Lagrangian, even though the complications involved increase con-
siderably with each order. The number of independent invariant terms, and
thus the number of low-energy constants, grows rapidly: L4 contains 12 LECs
(L1, . . . , L10,H1,H2) and L6 more than 100. In view of the large number of
terms involved, two main difficulties appear. One has, on the one hand, to
make sure that none of the allowed terms are forgotten, on the other hand
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there exists no general algorithm that permits to decide whether a given set
of operators is independent or not. The latter is also reflected in the fact that
the number of independent terms contained in L6 has decreased with time.
The reason for the ever growing number of coupling constants with increas-
ing chiral order is the non-renormalisability of the theory. At each order, new
counter terms must be introduced in order to cancel the additional divergences
that arise. Despite these difficulties, a large number of processes have been
calculated up to O(p6); for a review see Ref. [63].
1.2.5 Lowest-order meson masses and mixing
Expanding the matrix U(x) up to quadratic order,
U(x) = 1 + i
φ(x)
F0
− 1
2
φ2(x)
F 20
, (1.84)
in the second term of the leading-order chiral Lagrangian leads to
F 20B0
2
Tr
(
MU † + UM†
)
= F 20B0(mu +md +ms)−
B0
2
Tr (φ2M) +O(φ3) ,
(1.85)
where we used the fact that the trace is cyclic andM† =M. The first term is
only a trivial shift in the energy, but the second term is quadratic in the fields
and hence contains the mass terms for the mesons. With Tr (λaλb) = 2δab, we
find
−B0
2
Tr (φ2M) =−B0(mu +md)π+π− −B0(mu +ms)K+K−
−B0(md +ms)K0K¯0 − B0
2
(mu +md)(φ
3)2
− B0√
3
(mu −md)φ3φ8 − B0
6
(mu +md + 4ms)(φ
8)2 .
(1.86)
The term proportional to φ3φ8 is responsible for isospin symmetry breaking
since it mixes the triplet φ3 with the singlet φ8. Accordingly, it vanishes in the
limit mu = md. The meson mass matrix can be diagonalised by a rotation:(
π0
η
)
=
(
cos ǫ sin ǫ
− sin ǫ cos ǫ
)(
φ3
φ8
)
=
(
φ3 + ǫ φ8
φ8 − ǫ φ3
)
+O(ǫ2) . (1.87)
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If ǫ is set to
ǫ =
√
3
4
md −mu
ms − mˆ , mˆ =
mu +md
2
, (1.88)
the mixing term vanishes and the terms containing φ3 and φ8 in Eq. (1.86)
are replaced by
− B0
2
{
(mu +md) + 2ǫ
mu −md√
3
}
(π0)2
− B0
2
{
mu +md + 4ms
3
− 2ǫ mu −md√
3
}
η2 +O(ǫ2) . (1.89)
The inverse of the quark mass ratio appearing in Eq. (1.88) is usually called
R:
R =
ms − mˆ
md −mu . (1.90)
From the mass terms in Eqs. (1.86) and (1.89) we can now readily read off the
lowest-order expressions for the mesons masses:
m2π+ = B0(mu +md)
m2π0 = B0(mu +md) +
2ǫ√
3
B0(mu −md) +O(ǫ2)
m2K+ = B0(mu +ms)
m2K0 = B0(md +ms)
m2η = B0
mu +md + 4ms
3
− 2ǫ√
3
B0(mu −md) +O(ǫ2)
(1.91)
These relations have first been derived based on pure symmetry arguments
by Gell-Mann, Oakes, and Renner [64]. They are valid at lowest order in the
quark mass expansion and in the absence of electromagnetic interactions, that
is they obtain corrections of O(M2, e2). At this order, the mass difference
between the π± and the π0 is entirely due to ηπ0 mixing and is very small.
We can use δ = (md −mu) as an additional expansion parameter and expand
around the isospin limit, where mu = md = mˆ. To leading order in δ, the
pions and the kaons are degenerate:
m2π = 2B0mˆ+O(δ2) , m2K = B0(mˆ+ms) +O(δ) ,
m2η = 2B0
mˆ+ 2ms
3
+O(δ2) .
(1.92)
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The kaon mass in the isospin limit is related to the masses of the K+ and the
K0 by
m2K,QCD = B0
(
mu +ms
2
+
md +ms
2
)
=
1
2
(m2K+ +m
2
K0)QCD , (1.93)
where the subscript QCD indicates that only the strong interactions have been
taken into account. In the isospin limit, at leading order in the quark-mass
expansion, the masses satisfy the Gell-Mann–Okubo relation [34, 65],
4m2K = 3m
2
η +m
2
π . (1.94)
So far, we have only discussed the masses within QCD. But the masses of
the charged particles are shifted due to electromagnetic contributions to the
self-energy. These break isospin symmetry, such that they must be subtracted,
if we want to calculate the degenerate masses from the physical ones. The pion
mass difference contains a strongly suppressed QCD contribution of O(δ2) and
is hence dominated by electromagnetic effects:
(m2π+ −m2π0)QCD ≪ (m2π+ −m2π0)QED . (1.95)
The pion mass in the isospin limit is thus given by mπ0 up to a correction of
O(δ2). According to Dashen’s theorem [66], the electromagnetic corrections
to the pion and the kaon mass are the same up to corrections of O(Me2),
allowing us to write
(m2K+ −m2K0)QCD = (m2K+ −m2K0)− (m2π+ −m2π0) +O(Me2, δ2) , (1.96)
which implies for the electromagnetic kaon mass splitting
∆memK = (m
2
K+ −m2K0)QED =
m2π+ −m2π0
mK0 +mK+
≈ 1.3 MeV . (1.97)
We can now remove the electromagnetic contribution from the K+ mass in
Eq. (1.93) and thus arrive at the following expressions for the meson masses
in the isospin limit:
m2π = m
2
π0 +O(δ2) ,
m2K =
1
2
(
m2K+ +m
2
K0 −m2π+ +m2π0
)
+O(Me2, δ2) .
(1.98)
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From the physical meson masses in Table 1.2 we obtain mK = 495.013 MeV.
The Gell-Mann–Okubo relation can now be explicitly rewritten in terms of
the physical meson masses as
2m2K+ + 2m
2
K0 = 3m
2
η −m2π0 + 2m2π+ . (1.99)
Even though this is a leading order relation in ms/ΛQCD, it holds to an accur-
acy of about 7%. Generally, at next-to-leading order, one expects corrections
of the order of
ms
ΛQCD
∼ m
2
K
16π2F 2π
≈ 20% . (1.100)
1.2.6 Quark mass ratios
The quark masses are fundamental parameters of QCD and for a complete
understanding of the strong interaction their values must be known. They are,
however, not directly measurable due to confinement. In order to estimate
them, one must therefore turn to indirect methods. The relations for the
leading-order meson masses allow one to determine ratios of the lightest quark
masses.
From the leading-order meson masses, Eq. (1.91), and Dashen’s theorem,
Eq. (1.96), follows
B0(mu −md) = (m2K+ −m2K0)− (m2π+ −m2π0) +O(Me2,M2, δ2) , (1.101)
from which one obtains 2B0mu and −2B0md by adding or subtracting m2π0,
respectively. In a similar way, we also find
2B0ms = (m
2
K+ +m
2
K0)−m2π+ +O(Me2,M2) . (1.102)
From these expressions we can immediately calculate the quark ratios that
Weinberg originally derived using SU(3)× SU(3) current algebra [67]:
md
mu
≈ m
2
K0 −m2K+ +m2π+
m2K+ −m2K0 −m2π+ + 2m2π0
≈ 1.79 ,
ms
md
≈ m
2
K+ +m
2
K0 −m2π+
m2K0 −m2K+ +m2π+
≈ 20.2 .
(1.103)
According to the Particle Data Group [22], md/mu lies between 1.6 and 2.9,
and ms/md between 17 and 22. In the same way one can also derive an
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approximation for R (see Eq. (1.90)), namely
R =
1
2
m2K+ +m
2
K0 −m2π+ −m2π0
(m2K0 −m2K+)− (m2π0 −m2π+)
=
m2K −m2π
(m2K0 −m2K+)QCD
. (1.104)
The meson masses receive corrections from higher orders that shift the value
of the ratio to
m2K −m2π
(m2K0 −m2K+)QCD
=
ms − mˆ
md −mu
{
1−∆M +O(M2)
}
. (1.105)
The correction term ∆M is O(M) and is given by [3]
∆M =
1
32π2F 20
(
m2η log
m2η
µ2
−m2π log
m2π
µ2
)
+
8
F 20
(m2K −m2π)(2Lr8 − Lr5) ,
(1.106)
where Lr8 and L
r
5 are two renormalised LECs from L4 and µ is the renormal-
isation scale. The same term appears also in another ratio of meson masses,
m2K
m2π
=
ms + mˆ
md +mu
{
1 + ∆M +O(M2)
}
, (1.107)
such that the terms of O(M) cancel in the product of the two relations:
m2π
m2K
(m2K0 −m2K+)QCD
m2K −m2π
=
m2d −m2u
m2s − mˆ2
{
1 +O(M2)
}
. (1.108)
On the right hand side appears the quark mass double ratio
Q2 =
m2s − mˆ2
m2d −m2u
, (1.109)
and we have found that it is given by a ratio of meson masses up to corrections
of O(M2). In order to calculate Q from the physical meson masses, we must
take the electromagnetic corrections into account. This is achieved by using
Eq. (1.98), leading to
Q2D =
(m2K+ +m
2
K0 −m2π+ +m2π0)(m2K+ +m2K0 −m2π+ −m2π0)
4m2π0(m
2
K0 −m2K+ −m2π0 +m2π+)
≈ (24.3)2 .
(1.110)
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Figure 1.4: Q as calculated from a meson ratio with different values for the electro-
magnetic kaon mass splitting. The left-most point has been calculated in the absence
of Dashen violation and thus agrees with QD. The other points, from left to right,
have been taken from Refs. [68], [69], [70], and [71]. The figure has been inspired by
a similar picture in Ref. [72].
This is the value of Q in the absence of Dashen violation. The electromag-
netic kaon mass splitting ∆memK is substantially changed by higher order ef-
fects. Several authors have calculated Dashen violating contributions, e.g.,
Refs. [68–71], and found deviations from Dashen’s theorem that range from
50 up to 150 per cent. Figure 1.4 shows their values for ∆memK together with
the corresponding results for Q.
Kaplan and Manohar [73] have shown that a change in the quark masses
of the form mu 7→ mu + αmdms (and cyclic) can be absorbed into O(p4) op-
erators by shifting the low-energy constants L6, L7, and L8 accordingly. The
quark mass ratios mu/md, ms/md, and R are not invariant under this trans-
formation which implies that corrections from L4 can, in principle, change
them to any value that can be reached by the aforementioned shift of the
quark masses. The double ratio Q, on the other hand, is invariant not affected
by the transformation up to corrections of O(M2). The transformation of the
quark masses depends on a single parameter α, such that the ratios mu/md
and ms/md are not independent. They are rather constrained to lie on an
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Figure 1.5: The figure shows the Leutwyler ellipse for Q = QD = 24.3. The dot
marks the ratios given in Eq. (1.103).
elliptic curve, whose semi-major axis is given by Q,(
mu
md
)2
+
1
Q2
(
ms
md
)2
= 1 , (1.111)
where a term of the order of (mˆ/ms)
2 has been neglected. The curve is plotted
in Fig. 1.5 together with the lowest-order estimates for the quark mass ratios
from Eq. (1.103).
In Sec. 4.3 we will show that the decay amplitude for the process η → 3π is
proportional to B0(mu −md). This factor is not directly measurable, but it
can be expressed in terms of measurable quantities and the quark mass ratio
Q or R, as we will show in the following. We recall from Eq. (1.101) that
B0(mu −md) = (m2K+ −m2K0)QCD +O(M2) . (1.112)
Equation (1.105) relates the strong kaon mass difference to the quark mass
ratio R and it follows that
B0(mu −md) = − 1
R
(m2K −m2π) +O(M2)
= − 3
4R
(m2η −m2π) +O(M2) ,
(1.113)
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where we have used the Gell-Mann–Okubo mass formula (1.94) in the second
equality. Similarly, from Eq. (1.108) one obtains
B0(mu −md) = − 1
Q2
m2K(m
2
K −m2π)
m2π
+O(M3) . (1.114)
Of the two expressions for B0(mu−md) in Eqs. (1.113) and (1.114), the latter
has the advantages that it is valid up to O(p6) and is expressed in terms of Q,
which is invariant under the Kaplan-Manohar transformation.
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Introduction to dispersion relations
We introduce the concept of dispersion relations with a number of examples,
focused mainly on mathematical aspects. In the first part on dispersion rela-
tions for a function of a single variable, the subject is introduced as a purely
mathematical problem, and the contact to physical applications is only made
in a brief final comment. This is followed by the construction of the dispersion
relations for four-particle amplitudes, which are functions of two variables.
The physics relevant for this discussion has been introduced in Sec. 1.1. The
chapter ends with the derivation of the solution to the Omnès problem, which
plays an important role in the dispersive analysis of η → 3π.
For a more detailed discussion of this chapter’s subject we suggest the text-
books [74–76].
2.1 Dispersion relation for a function of one variable
Consider a complex valued function f(s) that is analytic in the entire complex
plane up to a branch cut for s ≥ M2 and real on the real axis below the cut.
This implies that it satisfies the Schwarz reflection principle,
f(s∗) = f∗(s) . (2.1)
We can now invoke Cauchy’s integral formula,
f(s) =
1
2πi
∮
γ
f(s′)
s′ − s ds
′ , (2.2)
where the integration along the closed contour γ has to be taken in anticlock-
wise sense. It is valid for any s that lies within the contour, provided that
f(s) is analytic in the entire region enclosed by γ. This means that we have to
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Im s′
Re s′
M2
γ
Λ2
s
Figure 2.1: The integration contour γ that is used for the representation of f(s) in
Eq. (2.2).
choose an integration path that avoids the cut as shown in Fig. 2.1 and, in or-
der to have a representation that is valid for any s away from the cut, that we
must send the radius Λ2 to infinity. Using the definition of the discontinuity,
disc f(s) ≡ f(s+ iǫ)− f(s− iǫ)
2i
, (2.3)
we can rewrite Eq. (2.2) as
f(s± iǫ) = 1
π
Λ2∫
M2
disc f(s′)
s′ − s∓ iǫds
′ +
1
2πi
∮
|s′|=Λ2
f(s′)
s′ − s ds
′ , (2.4)
where the limit ǫ→ 0+ is implied. For values of s away from the cut this limit
can be taken trivially, but if s lies on the cut, ǫ ensures that the integration
path avoids the pole at s′ = s. Choosing the negative (positive) sign in the
denominator corresponds to evaluating f on the upper (lower) rim of the cut.
In the following, we will simplify the notation by omitting +iǫ in the argument
of a function, whenever the function has to be evaluated on the upper rim of
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the cut, i.e., f(s) ≡ limǫ→0+ f(s+ iǫ). If, on the other hand, the function must
be evaluated on the lower rim of the cut, we will write explicitly f(s − iǫ),
where, of course, the limit is still implied.
Next, we want to take the limit Λ2 → ∞. Let us assume for now that in
this limit, the integral along the circle vanishes and the integral along the cut
converges. We then find
f(s) =
1
π
∞∫
M2
disc f(s′)
s′ − s ds
′ . (2.5)
This is an example of an unsubtracted dispersion relation. In the present case,
it can be rewritten due to the Schwarz reflection principle (2.1), which implies
disc f(s) =
f(s+ iǫ)− f∗(s+ iǫ)
2i
= Im f(s+ iǫ) = Im f(s) , (2.6)
leading to
f(s) =
1
π
∞∫
M2
Im f(s′)
s′ − s ds
′ . (2.7)
Often, dispersion relations are stated in this form. But one should not forget
that the integral is always to be taken over the discontinuity and only if the
Schwarz reflection principle is satisfied, the discontinuity is identical to the
imaginary part.
So far we have assumed the integral along |s′| = Λ2 to vanish and the
integral along the cut to converge in the limit Λ2 → ∞. We show now that
both assumptions are true if f(s) tends to zero for |s| → ∞. In this case, we
have for the integral along the arc∣∣∣∣∮ f(s′)s′ − s ds′
∣∣∣∣ ≤ ∮ ∣∣∣∣ f(s′)s′ − s
∣∣∣∣ ∣∣ds′∣∣ ≤ max|s′|=Λ2 ∣∣f(s′)∣∣
∮
1
||s′| − |s||
∣∣ds′∣∣
= max
|s′|=Λ2
∣∣f(s′)∣∣ 2πΛ2
Λ2 − |s|
Λ2→∞−→ 2π lim
Λ2→∞
max
|s′|=Λ2
∣∣f(s′)∣∣ ,
(2.8)
which vanishes if and only if f(s) goes to zero for |s| → ∞. If this is true,
it is immediately clear that the integral along the cut converges because the
integrand vanishes asymptotically faster than 1/s′.
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Owing to a theorem of Sugawara and Kanazawa [77], this condition for
the validity of the unsubtracted dispersion relation can even be relaxed. The
theorem is valid for a much more general situation than the one at hand, as
it also allows for poles and a left-hand cut on the real axis. Both of these
situations will be treated later such that it is useful to state the theorem in its
general form already here. Let h(s) be a function with the following properties
(i) It is analytic everywhere in the complex plane except for poles and cuts
on the real axis. The cuts in general extend to ±∞.
(ii) It is bounded by some finite power of |s| as |s| → ∞ in any direction.
(iii) It has finite limits h(∞± iǫ) as s→∞± iǫ along the right-hand cut and
definite (not necessarily finite) limits h(−∞± iǫ) as s→ −∞± iǫ along
the left-hand cut.
Then the limits of h(s) when s tends to infinity in any other direction are
lim
|s|→∞
h(s) =
{
h(±∞+ iǫ), Im s > 0
h(±∞− iǫ), Im s < 0
. (2.9)
If only one cut, say the right-hand one, extends to infinity, then the limits in
the upper and lower half-plane are the same because they coincide at −∞.
This also implies that disc h(+∞) = 0.
Owing to the theorem, we can now state that the dispersion relation in
Eq. (2.7) is valid for any function f(s) that is bounded by some finite power
of |s| as |s| → ∞, provided it vanishes for s → ∞ along the cut. In this case
the integral along the arc is zero, and the integral along the cut converges.
If these conditions are not satisfied and, for example, f(s) goes to a constant,
we have to subtract the dispersion relation. We make use of the identity
1
s′ − s =
1
s′ − s1 +
s− s1
(s′ − s1)(s′ − s) (2.10)
in Eq. (2.2) and find
f(s) =
1
2πi
∮
γ
f(s′)
s′ − s1 ds
′ +
s− s1
2πi
∮
γ
f(s′)
(s′ − s1)(s′ − s) ds
′ . (2.11)
The first term is nothing else than f(s1) and is called a subtraction constant.
s1 is called the subtraction point and can be chosen arbitrarily with s1 < M
2.
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The integrand in the second term now falls off fast enough such that the
integral along the arc vanishes and thus we find the once subtracted dispersion
relation
f(s) = f(s1) +
s− s1
π
∞∫
M2
Im f(s′)
(s′ − s1)(s′ − s− iǫ)ds
′ . (2.12)
In the general case, where f(s) grows asymptotically with some power of
s, f(s) ≍ sN , we have to perform N + 1 subtractions. For each one of them
we can choose a different subtraction point, such that subtracting in the way
described above becomes rather tedious. It is easier to consider the function
g(s) ≡ f(s)
PN+1(s)
=
f(s)
(s− s1)N1(s− s2)N2 · · · , (2.13)
where PN+1(s) is an arbitrary polynomial of order N + 1 in s, sj < M
2
are the subtraction points and, of course,
∑
Nj = N + 1. g(s) vanishes for
|s| → ∞ such that the integral along the arc in Cauchy’s integral formula
is zero. Furthermore, it has the same analytic structure as f(s) up to the
poles at s = sj generated by the zeros of the polynomial. They are situated
within the contour γ and therefore Cauchy’s integral formula as formulated in
Eq. (2.2) does not apply any longer.
The required extension of Cauchy’s integral formula comes from the residue
theorem. Let f(s) be a function that is analytic within a contour γ up to a
number of isolated poles sj. Then, the residue theorem states that
1
2πi
∮
γ
f(s′) ds′ =
∑
j
Res (f, sj) , (2.14)
where the integration along γ is taken in anticlockwise sense. If f has a pole
of order k at sj, the residue is given by
Res (f, sj) =
1
(k − 1)!
(
d
ds
)k−1
(s− sj)k f(s)
∣∣∣∣
s=sj
. (2.15)
This allows us now to calculate
1
2πi
∮
γ
g(s′)
(s′ − s) ds
′ = Res
(
g(s′)
(s′ − s) , s
)
+
∑
j
Res
(
g(s′)
(s′ − s) , sj
)
, (2.16)
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where we have assumed s to be distinct from all the sj for now. The sum goes
over the zeros of PN+1. The pole at s
′ = s is of order 1 and we can calculate
its residue from Eq. (2.15),
Res
(
g(s′)
(s′ − s) , s
)
= lim
s′→s
(s′ − s) g(s
′)
s′ − s = g(s) . (2.17)
As the next step, we want to simplify the sum over the residues at the sub-
traction points. First, we assume that the polynomial has N+1 distinct zeros,
i.e., all the Nj are equal to 1, such that the corresponding poles are simple.
Then, because of s 6= sj, the residues in the sum can be rewritten as
Res
(
g(s′)
(s′ − s) , sj
)
=
Res (g(s′), sj)
sj − s , (2.18)
and, after solving for g(s) we get from Eq. (2.16)
g(s) =
1
2πi
∮
γ
g(s′)
(s′ − s) ds
′ −
∑
j
Res (g(s′), sj)
sj − s . (2.19)
Note that in the absence of poles the last term vanishes and the equation is
reduced to Cauchy’s integral formula. Finally, we reintroduce f(s) and remove
the contribution of the circle at infinity to find
f(s) = QN (s) +
PN+1(s)
2πi
∞∫
M2
Im f(s′)
PN+1(s′)(s′ − s) ds
′ , (2.20)
where
QN (s) = PN+1(s)
∑
j
Res (f(s′)/PN+1(s′), sj)
s− sj (2.21)
is a polynomial of order N because for all j, (s−sj) is contained in the factor-
isation of PN+1(s). It is appropriately called the subtraction polynomial, since
its coefficients are the N + 1 subtraction constants. For a given polynomial
PN+1(s), the latter are fully determined by the values of f at the subtraction
points.
Next, we consider the case where several subtractions are performed at the
same point, say at s1. In this situation, the integrand of the contour integral
has a pole of order N1 at s1. We define
P˜N+1(s) =
PN+1(s)
(s − s1)N1 ⇒ g(s) =
f(s)
(s− s1)N1P˜N+1(s)
. (2.22)
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P˜N+1(s) is a polynomial of order N+1−N1 that is nonzero at s1. The residue
at s1 can then be written as
Res
(
g(s′)
(s′ − s) , s1
)
=
1
(N1 − 1)!
(
d
ds′
)N1−1 f(s′)
(s′ − s)P˜N+1(s′)
∣∣∣∣
s′=s1
=
N1−1∑
i=0
a
(1)
i (s) f
(i)(s1) .
(2.23)
This shows that the residue depends on f(s1) as well as the first N1 − 1
derivatives of f at s1. We refrain from giving the full expression for the
coefficients a
(1)
i (s), but only consider their s dependence,
a
(1)
i (s) ∝
(
d
ds′
)N1−1−i 1
(s′ − s)P˜N+1(s′)
∣∣∣∣
s′=s1
=
N1−i∑
j=1
b
(1)
j
(s1 − s)j . (2.24)
The coefficients b
(1)
j are independent of s. It is important to note that the
highest inverse power of (s1 − s) that appears in the residue is N1. The same
procedure applies, if several zeros of PN+1(s) have multiplicity larger than one.
Each residue is then determined by the values f(sj), f
′(sj), . . . , f (Nj−1)(sj),
which amounts to a total number of Nj free parameters. The sum over the
residues then contains
∑
Nj = N +1 free parameters. The dispersion relation
for f(s) is again given by Eq. (2.20), but the subtraction polynomial QN
cannot be written as in Eq. (2.21), because the dependence on s1 is more
complicated, as we have seen. Instead, it is given by
QN (s) = −PN+1(s)
∑
j
Nj−1∑
k=0
a
(j)
k (s)f
(k)(sj) , (2.25)
which is true for arbitrary values of the Nj . The singular factors (sj − s)−n,
n ≤ Nj contained in the a(j)k (s) are cancelled by the corresponding factors
in PN+1(s), such that QN is indeed a polynomial. It is of order N , because
each term in the sum contains at least one factor (sj − s)−1. As we argued
before, it contains a total number of N+1 free parameters. As the a
(j)
k (s) that
multiply these free parameters are all linearly independent, QN is an arbitrary
polynomial of order N .
There is one last step left: we have assumed s to be distinct from all the
subtraction points. But if we now evaluate Eq. (2.20) at one of the subtraction
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points, the dispersion integral is multiplied by zero and only the subtraction
polynomial remains. The same is true for the first Nj − 1 derivatives at the
points sj. So we see that the dispersion relation is regular and well defined
also at the subtraction points and Eq. (2.20) is the most general form of a
N + 1 times subtracted dispersion relation for f(s).
At this point, a few comments are in order. This example demonstrates very
well the strength of the concept of dispersion relations: if we know the discon-
tinuity of f(s) up to infinity, we can calculate real and imaginary part of f(s)
everywhere in the complex plane up to a polynomial. This is a consequence
of only the analytic properties of the function and no other assumptions are
needed. Using dispersion relations, a physical amplitude can thus be para-
metrised in terms of a few subtraction constants. Unfortunately, no further
information on these constants can be drawn from the dispersion relation itself,
which is its most obvious limitation. External input, be it from experiment or
theory, is necessarily required to complete the dispersive representation of the
amplitude.
In practice, information on the discontinuity of a physical amplitude is usu-
ally not available up to arbitrarily large energies as is required by the dispersion
integrals. As a consequence, one either has to introduce a cut-off in the in-
tegration or make assumptions on the behaviour of the discontinuity at high
energies. In order to suppress the contributions from this high energy region
and thus to reduce the resulting uncertainty in the dispersive representation
of the amplitude, one can perform additional subtractions. The subtraction
constants introduced in this way can then be understood to parametrise the
lack of knowledge on the discontinuity at high energies. In that sense, they
are very similar to the low-energy constants in effective field theories.
2.2 Fixed t dispersion relations and the Mandelstam
representation
So far we have only constructed the dispersive representation for a function
of a single variable. Scattering amplitudes are, however, in general functions
of several variables and do not allow for a dispersion relation of the form
of Eq. (2.20). In this section we derive a dispersion relation for the 2→ 2
scattering process in Fig. 1.1. In order to avoid unnecessary complications,
we restrict ourselves to a theory that contains only one type of scalar particle
with mass m. The kinematic relations for this situation can be found from
48
2.2 Fixed t dispersion relations and the Mandelstam representation
the general expressions that we derived in Sec. 1.1.3. In the centre-of-mass
frame of the s-channel, for example, we have |~p1| = |~p2| = |~p3| = |~p4| ≡ p and
E1 = E2 = E3 = E4 =
√
m2 + p2 ≡ ECM . We then obtain from Eqs. (1.27)
and (1.31)
s = 4E2CM = 4(m
2 + p2) ,
t = −2p2(1− cos θ) ,
u = −2p2(1 + cos θ) .
(2.26)
and the physical region is given by s ≥ 4m2 and t, u ≤ 0. Note that u and t
also must be larger than −4p2, but as this is automatically satisfied if t and
u are both negative, there is no need to use this as an additional constraint.
Similarly, one can show that for the t channel process, the physical region is
t ≥ 4m2 and s, u ≤ 0, while it is u ≥ 4m2 and t, u ≤ 0 for the u-channel. The
Mandelstam diagram for this process with the physical region for each channel
shaded is shown in Fig. 2.2.
Unitarity requires A(s, t, u) to have cuts for certain values of the Mandel-
stam variables. Since the lightest two-particle intermediate state in each chan-
nel starts at a centre-of-mass energy of s+th = t
+
th = u
+
th = 4m
2, the amplitude
has a cut in each Mandelstam variable starting at this point. The Mandelstam
diagram in the figure helps to visualise this situation. In each channel a dashed
line marks the starting points of the cuts, where the centre-of-mass energy is
equal to 4m2. Inside the triangle formed by the dashed lines, the amplitude
is real, and as a consequence the Schwarz reflection principle is valid in each
Mandelstam variable, e.g.
A(s+ iǫ, t, u) −A(s− iǫ, t, u)
2i
=
A(s, t, u)−A∗(s, t, u)
2i
= ImA(s, t, u) ,
(2.27)
and similarly in the other channels.
Since the Mandelstam variables are related as s+t+u = 4m2, the amplitude
is in fact a function of two variables. If one of the Mandelstam variables, say
t, is kept at a fixed negative value, then A(s, t, u) is a function of one variable
only. It is defined along a straight line of constant negative t in the Mandelstam
plane as indicated in the figure. One can see immediately that it has two cuts
on this line, the branch points being marked with two dots. The cut stretching
to negative infinity in s is due to the cut in the u-channel and it starts at
s−th = 4m
2 − t− u+th = −t . (2.28)
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Figure 2.2: The Mandelstam diagram for the scattering of two particles with equal
mass. Outside the dashed triangle, the amplitude A(s, t, u) has cuts. A line of
constant t is shown together with the branch points that mark the start of the cuts
when one is moving along that line.
The general procedure for the derivation of the dispersion relation is the same
also in the presence of two cuts. We decide to express the dispersion integrals
in s. In the complex s plane, the cuts of the amplitude are
s ∈ (−∞, s−th) = (−∞,−t) , s ∈ (s+th,∞) = (4m2,∞) . (2.29)
The integration path must avoid both cuts, as is shown in Fig. 2.3 and, assum-
ing the integral along the arc at infinity to vanish, the unsubtracted fixed-t
dispersion relation reads
A(s, t, u) = 1
π
s−
th∫
−∞
ImA(s′, t, u)
s′ − s ds
′ +
1
π
∞∫
s+
th
ImA(s′, t, u)
s′ − s ds
′ . (2.30)
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Figure 2.3: The integration contour γ in the complex s plane that is used for the
fixed t dispersion relation for A(s, t, u) in Eq. (2.30).
As in the case of the dispersion relation for a function of one variable, the
imaginary part must be evaluated on the upper rim of the cut. u is to be
understood as a function of s and t. In a similar way, one can derive the dis-
persion relation in terms of integrals over u. It is of the same form, containing
integrals over the left- and right-hand cut in u with u−th = −t and u+th = 4m2.
From Fig. 2.2 it is immediately clear that the left-hand cut in u is identical to
the right-hand cut in s and vice versa. In the following, we rewrite the integral
over the left-hand cut in s in an integral over the right-hand cut in u. To this
end, we make use of s(′) = 4m2 − t− u(′) and obtain
1
π
u+
th∫
∞
(−du′) ImA(4m
2 − t− u′, t, u′)
u− u′ = −
1
π
∞∫
u+
th
du′
ImA(s, t, u′)
u′ − u . (2.31)
The imaginary part must be evaluated on the upper rim of the cut in s, as
this was originally an integral over s′. For a value of s′ on the upper rim of
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the cut we have
s′ + iǫ =
(
4m2 − t− u′
)
+ iǫ = 4m2 − t− (u′ − iǫ) , (2.32)
and the corresponding value for u′ lies thus on the lower rim of the cut. For
the imaginary part of the amplitude this implies
ImA(s′ + iǫ, t, u) = ImA(s, t, u′ − iǫ) = −ImA(s, t, u′ + iǫ) , (2.33)
where we made use of the Schwarz reflection principle in the last equality.
Inserting this result into Eq. (2.31) yields the alternative formulation of the
unsubtracted fixed-t dispersion relation,
A(s, t, u) = 1
π
∞∫
sth
ds′
ImA(s′, t, u)
s′ − s +
1
π
∞∫
uth
du′
ImA(s, t, u′)
u′ − u , (2.34)
where in each integral the imaginary part must be evaluated on the upper rim
of the cut that is integrated over.
So far we have assumed that the scattering amplitude does not contain any
isolated poles. These can be generated by intermediate single particle states of
which, depending on the process under consideration, an arbitrary number can
be present. As we have discussed in the previous section, their contribution
can be calculated using the residue theorem in Eq. (2.14). The exchange of a
particle of mass M in the s-channel leads to a simple pole at s = M2 in the
amplitude. It must be included in the dispersion relation by adding
Res
(A(s, t, u), s = M2)
s−M2 . (2.35)
Each pole leads to a similar contribution and these must simply be added up.
It is not compulsory to keep t fixed in order to write a dispersion relation.
Indeed, Mandelstam [78] argued1 that, apart from subtractions, the amplitude
can be written as
A(s, t, u) = 1
π2
∞∫
sth
ds′
∞∫
tth
dt′
ρst(s
′, t′)
(s′ − s)(t′ − t) +
1
π2
∞∫
tth
dt′
∞∫
uth
du′
ρtu(t
′, u′)
(t′ − t)(u′ − u)
+
1
π2
∞∫
sth
ds′
∞∫
uth
du′
ρsu(s
′, u′)
(s′ − s)(u′ − u) + pole contributions ,
(2.36)
1A formal proof of the conjecture does not exist.
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where the spectral functions ρst, ρtu and ρsu are real. This is usually called
the Mandelstam representation or the double dispersion relation. It gives the
analytic structure of A(s, t, u) for all complex s, t and u and implies maximal
analyticity in each channel, with cuts only for real values of the Mandelstam
variables.
We show now that the fixed t dispersion relation in Eq. (2.34) can be derived
from the more general Mandelstam representation. As a first step, we split
the third integral in Eq. (2.36) into two by means of the identities
1
(s′ − s)(u′ − u) =
(
1
s′ − s +
1
u′ − u
)(
1
s′ − s+ u′ − u
)
(2.37)
and
(s′ − s) + (u′ − u) = s′ −
(
4m2 − t− u′
)
= u′ −
(
4m2 − t− s′
)
. (2.38)
The Mandelstam representation then becomes
A(s, t, u) = 1
π
∞∫
sth
ds′
1
s′ − s
 1
π
∞∫
tth
dt′
ρst(s
′, t′)
t′ − t +
1
π
∞∫
uth
du′
ρsu(s
′, u′)
u′ − (4m2 − t− s′)

+
1
π
∞∫
uth
du′
1
u′ − u
 1
π
∞∫
tth
dt′
ρtu(t
′, u′)
t′ − t +
1
π
∞∫
sth
ds′
ρsu(s
′, u′)
s′ − (4m2 − t− u′)

+ pole contributions .
(2.39)
Using the Sokhotski-Plemelij formula,
1
x± iǫ = ∓iπδ(x) + P
1
x
, (2.40)
we can evaluate the imaginary part of A at s + iǫ along the s-channel cut
and find it to be the first square bracket in Eq. (2.39) evaluated at s′ = s.
Similarly, the imaginary part on the upper rim of the u-channel cut is given
by the second square bracket evaluated at u′ = u. This then leads to the fixed
t dispersion relation
A(s, t, u) = 1
π
∞∫
sth
ds′
ImA(s′, t, u)
s′ − s +
1
π
∞∫
uth
du′
ImA(s, t, u′)
u′ − u
+pole contributions .
(2.41)
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The Mandelstam representation involves double integrals and, if required
by the amplitude’s asymptotic behaviour, subtractions must be performed in
both integration variables. After one subtraction, it takes the form
A(s, t, u) =A(s1, t1, u1)
+
(s− s1)(t− t1)
π2
∞∫
sth
ds′
∞∫
tth
dt′
ρst(s
′, t′)
(s′ − s1)(s′ − s)(t′ − t1)(t′ − t)
+ two analogous integrals + pole contributions .
(2.42)
From this follows the usual once-subtracted form of the fixed t dispersion
relation in the same way as demonstrated above for the unsubtracted form.
2.3 The Omnès problem
We are looking for functions ϕ(s) that are analytic in the entire complex plane
up to a cut running from sth to ∞ and real on the real axis below the cut.
Their discontinuity is given by
discϕ(s) = θ(s− sth) e−iδ(s) sin δ(s)ϕ(s) , (2.43)
where δ(s) is a bounded real-valued function. This problem was solved by
Omnès [79]2.
Using the definition of the discontinuity, Eq. (2.43) can be rewritten as
ϕ(s + iǫ) = e2iδ(s)ϕ(s− iǫ) , (2.44)
and for the discontinuity of the logarithm of ϕ(s) we thus obtain
disc log ϕ(s) =
log ϕ(s + iǫ)− log ϕ(s − iǫ)
2i
= θ(s− sth) δ(s) . (2.45)
Because δ(s) goes to a constant at infinity, we can write a once subtracted
dispersion relation,
log ϕ(s) = log ϕ(0) +
s
π
∞∫
sth
ds′
disc log ϕ(s′)
s′(s′ − s) = log ϕ(0) +
s
π
∞∫
sth
ds′
δ(s′)
s′(s′ − s) .
(2.46)
2Omnès studied integral equations in this article and Eq. (2.43), which we take as starting
point, appears as an intermediate step.
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The solution, normalised to 1 at s = 0, is called the Omnès function and given
by
Ω(s) =
ϕ(s)
ϕ(0)
= exp
 sπ
∞∫
sth
ds′
δ(s′)
s′(s′ − s)
 . (2.47)
On the rims of the cut, it can be written as
Ω(s± iǫ) = exp
 sπ P
∞∫
sth
ds′
δ(s′)
s′(s′ − s)
 e±iδ(s) , (2.48)
and consequently, |Ω(s)| is continuous and the phase on the upper and lower
rim of the cut is simply given by eiδ and e−iδ, respectively. Furthermore, Ω(s)
has no zeros. Even though it seems now that the general solution of Eq. (2.43)
is simply ϕ(s) = cΩ(s), this is not true: the Omnès function can be multiplied
by any entire function P (s) and the equation still holds because of
discP (s)Ω(s) =
P (s+ iǫ)Ω(s+ iǫ)− P (s− iǫ)Ω(s− iǫ)
2i
=
P (s)Ω(s+ iǫ)− P (s)Ω(s − iǫ)
2i
= P (s)discΩ(s) .
(2.49)
Thus, ϕ(s) = P (s)Ω(s) for an arbitrary polynomial P (s) is the general solution
of Eq. (2.43). If the asymptotic growth of ϕ(s) is limited to some power sN ,
then the polynomial is also restricted. In order to find the constraint on the
polynomial, we first have to discuss the asymptotic behaviour of the Omnès
function.
Assume that the phase shift δ(s) reaches kπ at s = Λ2 and stays at that
value for larger s. If k is an integer, the cut ends at Λ2 because we then have
sin (kπ) = 0 and the discontinuity vanishes. For s ≥ Λ2 we can now evaluate
the integral by splitting up the integration path. We find for the first part
s
π
Λ2∫
sth
ds′
δ(s′)
s′(s′ − s)
s→∞
= − 1
π
Λ2∫
sth
ds′
δ(s′)
s′
, (2.50)
which is finite and independent of s and for the second part
s
π
∞∫
Λ2
ds′
δ(s′)
s′(s′ − s) = k
∞∫
Λ2
ds′
(
1
s′ − s −
1
s′
)
= −k log
(
Λ2 − s
Λ2
)
. (2.51)
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We can thus conclude for the asymptotic behaviour of the Omnès function:
Ω(s) ≍
(
Λ2 − s
Λ2
)−k
. (2.52)
We stress that this is valid for arbitrary k and not only for integers. This
result implies that the general solution for ϕ(s) is of the form
ϕ(s) = Ω(s)
N+⌊k⌋∑
i=0
cis
i . (2.53)
The Omnès function will play an essential role in the dispersive treatment of
η → 3π.
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Rescattering effects in the final state account for a very substantial contribu-
tion to the η → 3π decay amplitude. Indeed, the failure of chiral perturbation
theory at one-loop level to reproduce the measured decay width is understood
to be caused by the large size of these contributions [8, 9]. The dispersive
method allows one to treat, in principle, arbitrary many rescattering processes
of the pions in the final state. In this chapter, we introduce those aspects of
ππ scattering that are relevant to the dispersive analysis. After the discussion
of the kinematics, we derive two useful representations of the scattering amp-
litude. Expressed in terms of the so-called phase shifts—three real functions
that are briefly discussed at the end of this chapter—ππ scattering will later
enter the dispersion relations.
3.1 One-pion states
In Sec. 1.2.3, we have discussed the Goldstone bosons of QCD, the light pseudo-
scalar octet, in detail and listed these particles with their masses and some
quantum numbers in Table 1.2. The lightest of these mesons are the pions,
since they are the Goldstone bosons of SU(2)L×SU(2)R, which is only weakly
broken due to the smallness of the up and down quark masses. The pions have
total isospin I = 1, hence forming an isospin triplet, and are also eigenstates
of the third component I3. Accordingly, the one-pion states are of the form
|I, I3〉 with
|1,+1〉 = |π+〉, |1, 0〉 = |π0〉, |1,−1〉 = |π−〉 . (3.1)
It is sometimes more convenient to work with the pion fields πi instead. They
are related to the physical pion fields by
π± ≡ 1√
2
(
π1 ∓ iπ2
)
, π0 ≡ π3 , (3.2)
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and consequently have no definite third isospin component. We will choose
the set of fields and states that proves more suitable in a given situation. The
physical pion states can be expressed in terms of the states |πi〉 as
|π±〉 = 1√
2
(
|π1〉 ± i|π2〉
)
, |π0〉 = |π3〉 . (3.3)
That the relative sign between the states is not the same as between the fields
ensures that indeed the field operators π± annihilate the states |π±〉 as they
should. For the conjugated states we find
〈π±| = 1√
2
(
〈π1| ∓ i〈π2|
)
, 〈π0| = 〈π3| , (3.4)
where the relative sign warrants the correct orthogonality relations.
3.2 Two-pion states
A generic two pion state has no definite isospin, but it can be decomposed
into a sum of eigenstates of I and I3. From the three pion flavours, one can
construct nine different two-pion states and their decomposition in to isospin
states is given by
|π±π±〉= |2,±2〉 , |π0π0〉 =
√
2
3
|2, 0〉 − 1√
3
|0, 0〉 ,
|π±π0〉 = 1√
2
(|2,±1〉 ± |1,±1〉) , |π0π±〉= 1√
2
(|2,±1〉 ∓ |1,±1〉) ,
|π±π∓〉= 1√
6
|2, 0〉 ± 1√
2
|1, 0〉 + 1√
3
|0, 0〉 .
(3.5)
Of these states, only two have definite total isospin. Note, however, that
two pions always form eigenstates of I3, because the third components can
simply be added. The numbers appearing in the above expressions are the
so-called Clebsch-Gordan coefficients. They are tabulated, e.g., in Ref. [22].
Equation (3.5) can be inverted leading to the decomposition of the isospin
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states into two pion states:
|2,±2〉= |π±π±〉 , |2,±1〉= 1√
2
(|π±π0〉+ |π0π±〉) ,
|2, 0〉 = 1√
6
(|π+π−〉+ 2|π0π0〉+ |π−π+〉) ,
|1,±1〉= 1√
2
(± |π±π0〉 ∓ |π0π±〉) , |1, 0〉 = 1√
2
(|π+π−〉 − |π−π+〉) ,
|0, 0〉 = 1√
3
(|π+π−〉 − |π0π0〉+ |π−π+〉) .
(3.6)
Since the pions are bosons, they obey Bose statistics, which requires that the
wave function of the state must be even (odd) under the exchange of the pions
if the angular momentum quantum number l is even (odd). From Eq. (3.6)
we can read off that the angular momentum is even for the states with I = 0
or 2 and odd for the states with I = 1.
We will now treat this problem more formally in terms of the fields πi.
The single pion states form an isospin triplet and hence transform under the
representation D1 of SU(2):
πi 7→ Rikπk , R ∈ SO(3) . (3.7)
A two pion state is then a tensor with two isospin indices, vij , that transforms
according to the representation D1 ⊗D1 of SU(2):
vij 7→ RikRjlvkl , R ∈ SO(3) . (3.8)
Because an isospin rotation by R only changes the third component of the
isospin, but not the total isospin, the isospin states in Eq. (3.6) with equal
value for I only transform among themselves. This means that the space of
two pion states contains three subspaces that are closed under isospin trans-
formations. In other words, the representation D1⊗D1 is reducible. The size
of the subspaces can be determined by simply counting the number of states
they contain. From Eq. (3.6) follows that the I = 0 state is a singlet, the
I = 1 states form a triplet, and the I = 2 states a quintet. Accordingly, they
transform under the SU(2) representations D0, D1, and D2, respectively.
The decomposition of the isospin states into two pion states is equivalent to
the decomposition of the reducible representation D1⊗D1 into the irreducible
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representations D0, D1, and D2. This, in turn, corresponds to the decompos-
ition of the tensor vij into tensors vijI that transform only among themselves
under isospin rotations. The singlet part of the tensor must be proportional
to the identity matrix, since it remains unchanged under any rotation. From
Eq. (3.6) we know that the triplet part must be anti-symmetric and the quintet
part symmetric. Of the latter we have to remove the part that is proportional
to the identity matrix as this belongs to the singlet thus rendering the quintet
traceless. The decomposition that possesses all these properties is given by
vij0 =
〈v〉
3
δij ,
vij1 =
1
2
(
vij − vji
)
,
vij2 =
1
2
(
vij + vji
)
− 〈v〉
3
δij ,
(3.9)
where 〈v〉 denotes the trace of vij . One can check that the multiplicities of
these subspaces are correct, that they sum up to vij and also that they are
closed under isospin transformations. We can now define projection operators
P kl,ij0 =
1
3
δklδij ,
P kl,ij1 =
1
2
(
δkiδlj − δliδkj
)
,
P kl,ij2 =
1
2
(
δkiδlj + δliδkj
)
− 1
3
δklδij ,
(3.10)
with vklI = P
kl,ij
I v
ij , Pmn,klI P
kl,ij
J = δIJP
mn,ij
I and P
kl,ij
I = P
ij,kl
I , which can
be checked by direct calculation. A two pion state with definite total isospin I
can now simply be written as
|πkπl〉I = P kl,ijI |πiπj〉 . (3.11)
3.3 Kinematics and isospin structure of the amplitude
We have discussed the kinematics and the crossing relations for the general
2→ 2 scattering process in Sec. 1.1.3. If we neglect the pion mass difference,
ππ scattering includes only particles of equal mass, such that |~p1| = |~p2| =
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u-channel
s-channel
t-channel
s = 0
t
=
0
u
=
0
b
b
b
s
t
u
Figure 3.1: The Mandelstam diagram for ππ → ππ scattering. The shaded areas
represent the physical region, the height of the triangle is 4m2pi.
|~p3| = |~p4| ≡ p and E1 = E2 = E3 = E4 =
√
m2π + p
2 ≡ ECM. In the
centre-of-mass frame of the s-channel, the Mandelstam variables then read
s = E2CM = 4(m
2
π + p
2) ,
t = −2p2(1− cos θ) ,
u = −2p2(1 + cos θ) .
(3.12)
The Mandelstam diagram for this process with the physical region shaded is
shown in Fig. 3.1.
The T -matrix element for the scattering process πiπj → πkπl is given by
〈πk(p3)πl(p4)|iT |πi(p1)πj(p2)〉
= i(2π)4δ4(p1 + p2 − p3 − p4)Akl,ijππ→ππ(p1, p2, p3, p4) , (3.13)
where i, j, k, and l are the isospin indices of the pion states. The matrix
element Akl,ijππ→ππ is invariant under isospin transformations which implies (see
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Eq. (3.7))
Akl,ijππ→ππ = RkcRldRiaRjbAcd,abππ→ππ . (3.14)
For the following argument, it is helpful to rewrite this equation in terms of
row vectors of R. We define the three-vectors ua = Ria, vb = Rjb, wc = Rkc,
and xd = Rld and then define
f(~u,~v, ~w, ~x) = wcxduavbAcd,abππ→ππ , (3.15)
which is nothing else than the right-hand side of Eq. (3.14). Performing an-
other isospin rotation by R,
f(~u,~v, ~w, ~x) 7→wcxduavbRcpRdqRamRbnApq,mnππ→ππ
= (RT ~w)p(RT~x)q(RT~u)m(RT~v)nApq,mnππ→ππ
= f(RT~u,RT~v,RT ~w,RT~x) ,
(3.16)
thus amounts to a rotation by RT of the arguments of f . As f is required to be
invariant under this transformation, it must only depend on scalar products
of the four vectors. Furthermore, each term must contain all of them linearly.
We can thus conclude that
f(~u,~v, ~w, ~x) = A1 · (~u ·~v)(~w · ~x)+A2 · (~u · ~w)(~v · ~x) +A3 · (~u · ~x)(~v · ~w) , (3.17)
where A1, A2 and A3 are functions of the pion momenta. The scalar products
can be simplified, e.g.,
(~u · ~v)(~w · ~x) = (RiaRja)(RkcRlc) = (Ria(RT )aj)(Rkc(RT )cl) = δijδkl , (3.18)
and similarly for the others. The amplitude is thus brought to the form
Akl,ijππ→ππ(s, t, u) = A1(s, t, u) δijδkl+A2(s, t, u) δikδjl+A3(s, t, u) δilδjk . (3.19)
A1, A2 and A3 are the scattering amplitudes in the s-, t-, and u-channel,
respectively. We show now that they are related with each other due to the
symmetries of the process.
From Sec. 3.3 we know that the amplitude is invariant under t ↔ u and
i↔ j, which here implies that
A1(s, t, u) = A1(s, u, t) . (3.20)
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Furthermore, due to crossing symmetry the amplitude is invariant under sim-
ultaneous exchange of i with l and p1 with −p4 (or s with t), as well as of i
with k and p1 with −p3 (or s with u). This requires
A2(s, t, u) = A1(t, s, u) = A1(t, u, s) , A3(s, t, u) = A1(u, t, s) = A1(u, s, t) .
(3.21)
In both relations, we used the symmetry in the second and third argument in
the last equality. This means that the amplitude can be written in terms of a
single function A(s, t, u) ≡ A1(s, t, u) as
Akl,ijππ→ππ(s, t, u) = A(s, t, u) δijδkl +A(t, u, s) δikδjl +A(u, s, t) δilδjk . (3.22)
As expected, crossing symmetry allows us to use the same function to describe
the scattering process in all three channels.
3.4 Isospin and partial wave decomposition
We have discussed in Sec. 3.2 that two pion states can be decomposed into
isospin states with total isospin I = 0, 1, 2 and derived the corresponding
projection operators in Eq. (3.10). We will now make use of these to decompose
the ππ scattering amplitude into isospin amplitudes. This is most conveniently
achieved by using the T -matrix element in the form of Eq. (3.19).
We decompose the two pion states in the T -matrix element into isospin
states, |πiπj〉I = P ij,klI |πkπl〉, and obtain
〈πkπl|T |πiπj〉 =
∑
I,J
J〈πkπl|T |πiπj〉I =
∑
I
I〈πkπl|T |πiπj〉I
=
∑
I
P kl,rsI P
ij,mn
I 〈πrπs|T |πmπn〉 .
(3.23)
We define the isospin amplitudes F kl,ijI by
I〈πk(p3)πl(p4)|iT |πi(p1)πj(p2)〉I
= i(2π)4δ4(p1 + p2 − p3 − p4)F kl,ijI (p1, p2, p3, p4) (3.24)
which are, according to Eq. (3.23), related to the amplitude by
F kl,ijI = P
kl,rs
I P
ij,mn
I Ars,mnππ→ππ = P kl,ijI FI , (3.25)
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where the last equality defines the functions FI given by
F0 = 3A1 +A2 +A3 ,
F1 = A2 −A3 ,
F2 = A2 +A3 .
(3.26)
We have now decomposed the ππ scattering amplitude into three amplitudes
with fixed isospin as
Akl,ijππ→ππ(s, t, u) = P kl,ij0 F0(s, t, u) + P kl,ij1 F1(s, t, u) + P kl,ij2 F2(s, t, u) . (3.27)
The next step is to make use of the fact that the S-matrix is unitary. This
leads to the unitarity condition in Eq. (1.22), which we can apply to Akl,ijππ→ππ.
For energies s < 16m2π, only two pion states contribute to the sum over inter-
mediate states, because no additional pion pair can be created. Since QCD
does not violate parity and the pions are pseudoscalars, it is not possible to
create only a single additional pion. In this low energy region, the intermediate
states |n〉 are thus of the form |πm(q1)πn(q2)〉 and the sum is given by
∑
n
=
1
2
3∑
m,n=1
∫
d3q1
2q01(2π)
3
d3q2
2q02(2π)
3
, (3.28)
The states |πm(q1)πn(q2)〉 and |πn(q2)πm(q1)〉 both appear in the sum and, as
they are identical, each state is therefore counted twice. This is compensated
by the factor 1/2 in front of the sum. Together with the explicit expression for
the sum over the intermediate states, the unitarity condition takes the form
Im Akl,ijππ→ππ =
(2π)4
4
3∑
m,n=1
∫
d3q1d
3q2
4q01 q
0
2 (2π)
6
× δ4(q1 + q2 − p1 − p2)Akl,mnππ→ππA∗mn,ijππ→ππ .
(3.29)
On both sides of the equation we now insert the decomposition in Eq. (3.27).
For the left-hand side we find
P kl,ij0 Im F0 + P
kl,ij
1 Im F1 + P
kl,ij
2 Im F2 , (3.30)
while the right-hand side is given by
1
64π2
∫
d3q1d
3q2
q01 q
0
2
δ4(q1+q2−p1−p2)
(
P kl,ij0 F0F
∗
0 + P
kl,ij
1 F1F
∗
1 + P
kl,ij
2 F2F
∗
2
)
.
(3.31)
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In order to perform the summation over m and n we used the orthogonal-
ity condition on the projection operators P kl,ijI . Equating and restoring the
arguments of the functions FI leads to
Im FI(p1, p2, p3, p4) =
1
64π2
∫
d3q1d
3q2
q01 q
0
2
δ4(q1 + q2 − p1 − p2)FI(q1, q2, p3, p4)F ∗I (p1, p2, q1, q2) .
(3.32)
We go on by changing to the centre of mass frame with ~p1 = −~p2 and ~p3 =
−~p4, which allows to rewrite the delta function as δ(
√
s− q01 − q02)δ3(~q1 + ~q2).
Evaluation of the integration over ~q2 sets ~q1 = −~q2 and, as the masses are
equal, q01 = q
0
2. We define
q ≡ |~q1| =
√(
q01
)2 −m2π (3.33)
and change the integration variable by means of d3q1 = dΩ dq q
2 = dΩ dq01 q
0
1 q.
We showed in Sec. 3.3 that the amplitude can be written as a function of s and
the scattering angle only. Defining the angles θs = ∠(~p1, ~p3), θ1 = ∠(~q1, ~p3)
and θ2 = ∠(~p1, ~q1) allows therefore to write Eq. (3.32) as
Im FI(s, θs) =
1
64π2
∫
dΩ dq01
√(
q01
)2 −m2π
q01
δ(
√
s− 2q01)FI(s, θ1)F ∗I (s, θ2)
=
1
128π2
∫
dΩ
√
s− 4m2π
s
FI(s, θ1)F
∗
I (s, θ2) ,
(3.34)
where the integration over q01 has been evaluated in the second line. The FI
are expanded into partial waves as
FI(s, θ) =
∞∑
ℓ=0
(2ℓ+ 1)Pℓ(cos θ)f
I
ℓ (s) , (3.35)
where the functions Pℓ are the Legendre polynomials. They are normalised as
1∫
−1
dx Pℓ(x)Pℓ′(x) =
2
2ℓ+ 1
δℓℓ′ , (3.36)
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and satisfy ∫
dΩ Pℓ(cos θ1)Pℓ′(cos θ2) =
4π
2ℓ+ 1
δℓℓ′ Pℓ(cos θs) . (3.37)
The Legendre polynomials are tabulated (e.g., in Ref. [80], Section 8.91) and
we list here only the first few of them:
P0(x) = 1, P1(x) = x, P2(x) =
1
2
(3x2−1), P3(x) = 1
2
(5x3−3x) . (3.38)
Equation (3.37) and the fact that the Legendre polynomials are linearly inde-
pendent allow us to obtain from Eq. (3.34) that
Im f Iℓ (s) =
√
1− 4m2π/s
32π
f Iℓ (s)f
I
ℓ
∗(s) , (3.39)
which requires the partial waves f Iℓ (s) to be of the form
f Iℓ (s) =
32π√
1− 4m2π/s
sin δIℓ (s)e
iδI
ℓ
(s) , (3.40)
where the δIℓ (s) are real functions. Recall that the T -matrix element for ππ
scattering remains unchanged under simultaneous interchange of i with j and
p1 with p2 (see Sec. 3.3). The consequences of this exchange are
cos θs → − cos θs ,
P kl,ijI → P kl,jiI = (−1)IP kl,ijI ,
Pℓ(cos θs)→ Pℓ(− cos θs) = (−1)ℓPℓ(cos θs) ,
(3.41)
and it follows by comparison with Eq. (3.27) that ℓ and I must either both
be odd or both be even because other terms would destroy the symmetry.
The same result we have already derived from Bose statistics for the two pion
states in Eq. (3.6). Restricting the sum over partial wave to S- and P -waves,
i.e., to ℓ = 0, 1, we finally obtain for the isospin amplitudes:
F0(s, cos θs) =
32π√
1− 4m2π/s
sin δ0(s)e
iδ0(s) ,
F1(s, cos θs) =
96π cos θs√
1− 4m2π/s
sin δ1(s)e
iδ1(s) ,
F2(s, cos θs) =
32π√
1− 4m2π/s
sin δ2(s)e
iδ2(s) .
(3.42)
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δ0 ≡ δ00 , δ1 ≡ δ11 and δ2 ≡ δ20 are the so-called phase shifts and will be discussed
in detail in Sec. 3.6.
We summarise the approximations that entered the decomposition. All
intermediate states apart from two pion states have been neglected. The sum
over partial waves has been limited to the S- and P -waves and the pions are
treated in the isospin limit, where mπ+ = mπ0 ≡ mπ.
3.5 Reconstruction theorem
In this section, we derive a useful decomposition of the ππ scattering amplitude
into partial waves of fixed isospin that will play a very important role in the
construction of the dispersion relations for η → 3π. It was first derived for ππ
scattering in Ref. [81]. Later, a generalised proof for arbitrary 2→ 2 scattering
processes of scalar particles was given in Ref. [82]. That formula does, however,
not include the decomposition into contributions of fixed isospin. Nevertheless,
the present discussion is based on the procedure used for the general proof but
extends it to also account for isospin.
The principle of maximal analyticity implies that the scattering amplitude
Akl,ijππ→ππ is analytic in the complex plane up to cuts starting at 4m2π in each
channel. To simplify the notation we perform the decomposition for a scatter-
ing process involving four definite pion species. As the proof does in no way
rely on specific properties of the pion species that take part in the scattering,
it is then nevertheless valid for any possible ππ scattering process. This allows
us to omit all the indices on the amplitude and simply denote it by A(s, t, u).
We state now a three-times subtracted fixed t dispersion relation for the
scattering amplitude in the form of Eq. (2.34). The Roy equations [83] sug-
gest that only two subtractions are enough, but using three suppresses the
unknown high-energy tails of the dispersion integrals more strongly. Later
it will be shown that as a consequence they can even be neglected. From
the three subtractions arises a quadratic subtraction polynomial in s and u
with coefficients that may depend on t, denoted by P t2(s, u). The dispersive
representation at fixed t then reads
A(s, t, u) = P t2(s, u) +
s3
π
∞∫
4m2π
ds′
Im A(s′, t, u(s′))
s′3(s′ − s)
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+
u3
π
∞∫
4m2π
du′
Im A(s(u′), t, u′)
u′3(u′ − u) . (3.43)
As usual, one of the Mandelstam variables is understood to be defined from
the other two, that is
s(u′) = 4m2π − t− u′ = s+ u− u′ ,
u(s′) = 4m2π − t− s′ = s+ u− s′ .
(3.44)
The polynomial P t2(s, u) can alternatively be expressed in terms of (s + u)
and (s − u). But due to Eq. (1.26), the former is equal to 4m2π − t which
simply contributes to the constant term of the polynomial. P t2(s, u) is thus a
polynomial in (s− u) only. Furthermore, as t can be eliminated from P t2(s, u)
by means of t = 4m2π−s−u and since it should still be a quadratic polynomial
in s and u, P t2(s, u) is at most quadratic in all three Mandelstam variables.
The integrals are now split into a low- and a high-energy part at some scale
Λ2 that is much larger than s and u. Accordingly, we can use an expansion in
s/s′ in the high energy integral over s′, namely
1
s′ − s =
1
s′
+
1
s′
s
s′
+O
(
(s/s′)2
)
. (3.45)
As the Mandelstam variables are quadratic in the momenta they are counted
as p2. In the high-energy region, s′ ≥ Λ2 and thus the second term in the
expansion is O ((p/Λ)2) or O(p2) for short. With the use of this expansion,
the high energy integral over s′ becomes
s3
π
∞∫
Λ2
ds′
Im A(s′, t, u(s′))
s′3(s′ − s) = s
3HsΛ(t) +O(p8) . (3.46)
The first term in the expansion in Eq. (3.45) leads to s3HsΛ(t), which is O(p6).
The remainder of the expansion is suppressed by even higher powers of s/Λ2
and thus at least O(p8). In the function HsΛ(t) the amplitude in the integrand
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is expanded in t/s′ = O(p2) such that we find
s3HsΛ(t) = s
3 1
π
∞∫
Λ2
ds′
Im A(s′, t, u(s′))
s′4
= s3
 1
π
∞∫
Λ2
ds′
Im A(s′, 0, u(s′))
s′4
+
1
π
∞∫
Λ2
ds′
O(t/s′)
s′4

= s3HsΛ(0) +O(p8) ,
(3.47)
where HsΛ is now independent from all the Mandelstam variables. An ana-
logous expression can be found for the integral over u′ and both high-energy
integrals can therefore, up to terms of O(p8), be absorbed in the polynomial,
which is now of cubic order:
P t3(s, u) = P
t
2(s, u) + s
3HsΛ(0) + u
3HuΛ(0) . (3.48)
If we had started out from an only twice subtracted dispersion relation, the
high-energy integrals would be a polynomial merely at O(p4). The represent-
ation for the scattering amplitude has now become
A(s, t, u) = P t3(s, u) +
s3
π
Λ2∫
4m2π
ds′
Im A(s′, t, u(s′))
s′3(s′ − s)
+
u3
π
Λ2∫
4m2π
du′
Im A(s(u′), t, u′)
u′3(u′ − u) +O(p
8) .
(3.49)
The next step is to decompose the amplitude in the integrand into isospin
amplitudes. To that end, we invert the isospin decomposition in Eq. (3.26)
and find
A1 =
1
3
(F0 − F2) , A2 = 1
2
(F1 + F2) , A3 = −1
2
(F1 − F2) . (3.50)
We have now expressed the scattering amplitude for each channel in terms of
amplitudes with fixed isospin. Each one of these isospin amplitudes FI is then
decomposed into partial waves f Iℓ of the appropriate channel. For example,
the expansion in the s-channel reads
FI(s, t, u) = f
I
0 (s) + 3 cos θs f
I
1 (s) + f
I
ℓ≥2(s, t, u) , (3.51)
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and similarly for the other channels. In the integrand, only the imaginary
parts of the partial waves will appear, and we argue now that the imaginary
parts of the partial waves with ℓ ≥ 2 are O(p8). The leading order contribu-
tion to the scattering amplitude is O(p2) and thus, according to the unitarity
condition (1.22), the imaginary part starts at O(p4). The contribution at
O(p2) must therefore be real and contains no poles or cuts, such that it can
be written as a polynomial. This polynomial is at most linear in s, t and u
because only the linear term can be made dimensionless by the factor 1/F 2π
appearing at this order. Any higher power of the Mandelstam variables must
be compensated by masses in the denominator. However, such terms blow up
in the chiral limit and do hence not appear. But the linear polynomial is part
of the S- and P -waves. The constant term and the term linear in s clearly
belong to the S-wave. The linear term in t and u can be rewritten in terms
of (t + u) and (t − u). The former is equal to 4m2π − s, i.e., S-wave, while
the latter is (s− 4m2π) cos θs and thus P -wave. The D- and higher waves start
to contribute at O(p4) only and their imaginary part is, again in accordance
with the unitarity condition, at least O(p8).
Furthermore, we have discussed in Sec. 3.4 that only partial waves contribute
where I and ℓ are either both odd or both even and as a consequence f01 =
f10 = f
2
1 = 0. We find for the imaginary part of the s and u channel amplitude
Im A(s′, t, u) ≡ Im A1(s′, t, u) = 1
3
(
Im F0(s
′, t, u)− Im F2(s′, t, u)
)
=
1
3
(
Im f00 (s
′)− Im f20 (s′)
)
+O(p8) ,
Im A(s, t, u′) ≡ Im A3(s, t, u′) = −1
2
(
Im F1(s, t, u
′)− Im F2(s, t, u′)
)
= −1
2
(
3 cos θu′ Im f
1
1 (u
′)− Im f20 (u′)
)
+O(p8) .
(3.52)
The u-channel scattering angle can be read off from Eq. (1.32) by exchanging
particles 2 and 4 as well as s and u and is given by
cos θu′ =
t− s
u′ − 4m2π
. (3.53)
After inserting the explicit expression for the scattering angle, the integral
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over the P -wave can be simplified further using the definition of s(u′), namely
−3u
3
2π
Λ2∫
4m2π
du′
(t− s(u′)) Im f11 (u′)
(u′ − 4m2π)u′3(u′ − u)
= −3u
3
2π
Λ2∫
4m2π
du′
Im f11 (u
′)
(u′ − 4m2π)u′3
+(s− t) 3u
3
2π
Λ2∫
4m2π
du′
Im f11 (u
′)
(u′ − 4m2π)u′3(u′ − u)
.
(3.54)
The first term contains an integral that is independent of the Mandelstam
variables and can thus be absorbed in the polynomial. Putting everything
together, we arrive at
A(s, t, u) =P t3(s, u) +
s3
3π
Λ2∫
4m2π
ds′
Im f00 (s
′)
s′3(s′ − s) −
s3
3π
Λ2∫
4m2π
ds′
Im f20 (s
′)
s′3(s′ − s)
+ (s− t) 3u
3
2π
Λ2∫
4m2π
du′
Im f11 (u
′)
(u′ − 4m2π)u′3(u′ − u)
+
u3
2π
Λ2∫
4m2π
du′
Im f20 (u
′)
u′3(u′ − u) +O(p
8) .
(3.55)
We argued that subtraction polynomial P t2(s, u) is at most quadratic in all the
Mandelstam variables. Since the terms that we have in addition absorbed into
the polynomial are cubic in s and u with coefficients that are independent of
t, also P t3(s, u) is at most cubic in all the Mandelstam variables.
The amplitude A(s, t, u) is invariant under the interchange of t and u, which
must also be true for the dispersive representation even though it is not at all
manifest in Eq. (3.55). This can be remedied as follows. In exactly the same
way as above, we can derive a dispersive representation for A(s, t, u) at fixed
u, instead of at fixed t. For this purpose, we need the partial wave expansion
of the t-channel amplitude,
Im A(s, t′, u) ≡ Im A2(s, t′, u) = 1
2
(
Im F1(s, t
′, u) + Im F2(s, t′, u)
)
=
1
2
(
3 cos θt′ Im f
1
1 (t
′) + Im f20 (t
′)
)
+O(p8) .
(3.56)
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The result is exactly the same as before but with t and u interchanged:
A(s, t, u) =P u3 (s, t) +
s3
3π
Λ2∫
4m2π
ds′
Im f00 (s
′)
s′3(s′ − s) −
s3
3π
Λ2∫
4m2π
ds′
Im f20 (s
′)
s′3(s′ − s)
+ (s− u) 3t
3
2π
Λ2∫
4m2π
dt′
Im f11 (t
′)
(t′ − 4m2π)t′3(t′ − t)
+
t3
2π
Λ2∫
4m2π
dt′
Im f20 (t
′)
t′3(t′ − t) +O(p
8) .
(3.57)
The integrals over the s-channel are the same as before, but the integrals over
the u-channel have been replaced by integrals over the t-channel. But at fixed
t, these terms simply form a linear polynomial in s and u with coefficients that
depend on t and thus they can be absorbed in the polynomial P t3(s, u). We
can therefore symmetrise the representation as
A(s, t, u) =P3(s, t, u) + s
3
3π
Λ2∫
4m2π
ds′
Im f00 (s
′)
s′3(s′ − s) −
s3
3π
Λ2∫
4m2π
ds′
Im f20 (s
′)
s′3(s′ − s)
+ (s − u) 3t
3
2π
Λ2∫
4m2π
dt′
Im f11 (t
′)
(t′ − 4m2π)t′3(t′ − t)
+ (s − t) 3u
3
2π
Λ2∫
4m2π
du′
Im f11 (u
′)
(u′ − 4m2π)u′3(u′ − u)
+
t3
2π
Λ2∫
4m2π
dt′
Im f20 (t
′)
t′3(t′ − t) +
u3
2π
Λ2∫
4m2π
du′
Im f20 (u
′)
u′3(u′ − u) +O(p
8) ,
(3.58)
where P3(s, t, u) is now a polynomial in all the Mandelstam variables, because
none is kept fixed. We have already argued before that it is of third order
in s, t and u. At fixed t, P3(s, t, u) as well as the integrals over t
′ can be
understood as a third order polynomial in s and u with t-dependent coefficients
and thus constitute the polynomial P t3(s, u). The symmetric representation
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has therewith been reduced to the representation at fixed t in Eq. (3.55). In a
similar way, its equivalence with the representation at fixed u can be shown.
As the non-polynomial part of Eq. (3.58) clearly is invariant under the
interchange of t and u, also the polynomial must have this property in order
for the entire amplitude to be symmetric as well. It is thus of the form
P3(s, t, u) = a+ bs+ cs
2 + ds3 + e(t− u)2 + fs(t− u)2 (3.59)
which is simply the most general third order polynomial in s, t and u that is
symmetric in t and u.
Introducing the three functions
M0(s) = a0 + b0s+ c0s
2 + d0s
3 +
s3
3π
Λ2∫
4m2π
ds′
Im f00 (s
′)
s′3(s′ − s) ,
M1(s) = a1 + b1s+ c1s
2 +
3s3
2π
Λ2∫
4m2π
ds′
Im f11 (s
′)
(s′ − 4m2π)s′3(s′ − s)
,
M2(s) = a2 + b2s+ c2s
2 + d2s
3 +
s3
2π
Λ2∫
4m2π
ds′
Im f20 (s
′)
s′3(s′ − s) ,
(3.60)
and assuming that P3(s, t, u) can be absorbed in the polynomials contained
in the MI (as will be shown below), the ππ scattering amplitude has, up to
corrections of O(p8), the form
A(s, t, u) = M0(s) + (s− u)M1(t) + (s− t)M1(u) +M2(t) +M2(u)− 2
3
M2(s) .
(3.61)
In order to show that also the polynomial can be split into the functionsMI ,
one simply has to compare the expression for P3(s, t, u) in Eq. (3.59) with the
polynomial that results from the polynomial parts of theMI . The polynomials
are not unique due to the relation among the Mandelstam variables, and the
comparison is easiest achieved if one of the Mandelstam variables is eliminated.
As the polynomials in the MI contain totally eleven coefficients, while there
are only six in P3(s, t, u), a total of five coefficients can be set to arbitrary
values. The decomposition into the functions MI is therefore not unique. A
simple but tedious calculation shows that the relations between the coefficients
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of the two polynomials are
a0 = a+ 9s
2
0e+ 3s0a1 − 43a2 − 3s0b2 − 9s20c2 − 27s30d2 ,
b0 = b− 12s0e− 9s20f − 3a1 + 53b2 + 9s0c2 + 27s20d2 ,
c0 = c+ 3e+ 12s0f − 43c2 ,
d0 = d− 3f − 43d2 ,
b1 = 2e− 6s0f − c2 − 9s0d2 ,
c1 = 4f + 3d2 ,
(3.62)
with 3s0 ≡ s+ t+u = 4m2π, and a1, a2, b2, c2, and d2 are left free. From these
expressions, one can deduce that indeed A(s, t, u) is left unchanged if the MI
are all shifted as
M0(s) 7→ M0(s)− 43αs3 + 27s20α(s− s0)− 43βs2 + 9s0β(s− s0)
+ 53γs− 3s0γ − 43δ − 3ǫ(s− s0) ,
M1(s) 7→M1(s) + 3αs2 − 9s0αs − βs+ ǫ ,
M2(s) 7→M2(s) + αs3 + βs2 + γs+ δ .
(3.63)
3.6 Phase shifts
Finding a reliable representation for the scattering phases shifts δIℓ that we
introduced in Eq. (3.42) is a difficult task. Over the years, many results
using different approaches have been published in the literature. A rather
extensive overview of these works can be found in Ref. [84]. Two more recent
calculations, which are not listed in the aforementioned review, have been
presented in Refs. [85, 86].
One can, for example, obtain the phase shifts from χPT. At tree-level, the
amplitude A(s, t, u) is given by
Atree(s, t, u) =
s−m2π
F 2π
. (3.64)
Because the leading contribution to the phase shifts is O(p2), we can expand
sin δI(s) e
iδI (s) = δI(s) +O(δ2I ) = δI +O(p4) . (3.65)
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From Eqs. (3.26) and (3.42), we then obtain for the phase shifts at leading
order
δtree0 (s) =
√
s− 4m2π
s
2s−m2π
32πF 2π
, δtree1 (s) =
√
s− 4m2π
s
s− 4m2π
96πF 2π
,
δtree2 (s) =
√
s− 4m2π
s
2m2π − s
32πF 2π
.
(3.66)
But as we plan to use the phases shifts in a dispersion integral that runs up to
infinity, a leading-order low-energy approximation is definitely not a suitable
choice. One could, of course, obtain the phase shifts also at higher order in
the chiral expansion. But using phenomenological inputs, much more accurate
results have been calculated.
Schenk proposed the parametrisation [87]
tan δIℓ =
√
s− 4m2π
s
q2ℓ
(
4m2π − sIℓ
s− sIℓ
){
AIℓ +B
I
ℓ q
2 + CIℓ q
4 +DIℓ q
6
}
, (3.67)
with q2 = s/4−m2π. Ananthanarayan et al. [84] have determined the Schenk
parameters from an extensive analysis based on the Roy equations [83], using
experimental inputs for the phase shifts at high energies. The Roy equations
are an infinite set of doubly subtracted dispersion relations for the partial
waves of ππ scattering. The subtraction constants can be identified with the S-
wave scattering lengths a00 and a
2
0. The result from Ref [84] has been combined
with theoretical inputs from χPT for the scattering lengths in Ref. [88], where
it was found that the Schenk parameters are given by
A00 = 0.220 ,
B00 = 0.268 ,
C00 = −0.139×10−1 ,
D00 = −0.139×10−2 ,
A11 = 0.379×10−1 ,
B11 = 0.140×10−4 ,
C11 = −0.673×10−4 ,
D11 = 0.163×10−7 ,
A20 = −0.444×10−1 ,
B20 = −0.857×10−1 ,
C20 = −0.221×10−2 ,
D20 = −0.129×10−3 ,
(3.68)
in units of mπ. The constants A
I
ℓ are the scattering lengths of their respective
partial wave and the BIℓ are related to the effective ranges by
bIℓ = B
I
ℓ +
4m2π
sIℓ − 4m2π
aIℓ − (aIℓ )3δℓ0 . (3.69)
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The parameters sIℓ specify the values of s where the phases shifts go through
90◦. They are
s00 = 36.77m
2
π ≈ (818 MeV)2 , s11 = 30.72m2π ≈ (748 MeV)2 ,
s20 = −21.62m2π .
(3.70)
The negative sign of s20 indicates that δ
2
0 stays below 90
◦. The Schenk paramet-
risation is used up to s = (0.8 GeV)2 ≈ 35m2π. In this region, the uncertainties
on the phase shifts follow from the uncertainties on the Schenk parameters.
The lower boundary is described by
A00 = 0.215 ,
B00 = 0.262 ,
C00 = −0.171×10−1 ,
D00 = −0.122×10−2 ,
s00 = 37.70m
2
π ,
A11 = 0.375×10−1 ,
B11 = 0.148×10−3 ,
C11 = −0.864×10−4 ,
D11 = 0.223×10−5 ,
s11 = 30.92m
2
π ,
A20 = −0.455×10−1 ,
B20 = −0.848×10−1 ,
C20 = −0.270×10−3 ,
D20 = −0.228×10−3 ,
s20 = −28.48m2π ,
(3.71)
while the upper boundary is obtained from
A00 = 0.225 ,
B00 = 0.273 ,
C00 = −0.111×10−1 ,
D00 = −0.148×10−2 ,
s00 = 35.37m
2
π ,
A11 = 0.385×10−1 ,
B11 = −0.126×10−3 ,
C11 = −0.478×10−4 ,
D11 = −0.223×10−5 ,
s11 = 30.51m
2
π ,
A20 = −0.434×10−1 ,
B20 = −0.866×10−1 ,
C20 = −0.443×10−2 ,
D20 = −0.493×10−5 .
s20 = −16.59m2π ,
(3.72)
For energies beyond 0.8 GeV we rely on the same experimental input that was
used in the Roy equation analysis. The representation for the S wave in the
I = 0 channel comes from Ref. [89], while the P wave is taken from Ref. [90].
For the I = 2 phases shift we us the representation from Ref. [84] that is based
on experimental data from Refs. [91, 92]. For s ≥ 115m2π ≈ 2 GeV2, these
representations are no longer valid and the phase is kept at a constant value.
The phase shifts are plotted in Figs. 3.2 and 3.3. The point, where the phase
shifts is kept constant, is most pronounced in δ0(s). The uncertainty band is
shaded in grey. Up to 35m2π, it is calculated from the errors on the Schenk
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Figure 3.2: The figure shows the the ππ scattering phase shift δ0(s) ≡ δ00(s). The
uncertainty band is shaded in grey.
parameters, for s > 60m2π we have simply assumed a rather generous error of
±20◦ to account for the poor knowledge of the high-energy behaviour of the
phase. In between, we have used an interpolation that links the error on the
Schenk parametrisation with the constant error at high energies.
The results from the more recent determinations of the ππ phase shifts [85,
86] are in agreement with the representation that we use here. Currently, a
new analysis of the Roy equations is in progress that will result in an even
more accurate representation of the phase shifts [93]. It has not been made
use of in this thesis.
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Figure 3.3: The figures show the the ππ scattering phase shifts δ1(s) ≡ δ11(s) and
δ2(s) ≡ δ20(s). The uncertainty band is shaded in grey.
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η → 3pi
The decay η → 3π is the main topic of this thesis and obviously deserves an
extended introduction. In this chapter we establish the basis for the later
discussion of the dispersion relations. We start by proving that the decay
only occurs due to isospin violation. After the discussion of the kinematics
and the structure of the decay amplitude, we present the one-loop result from
χPT together with its dispersive representation. We then derive a low-energy
theorem that states that the amplitude has two zeros that are protected by
chiral symmetry. Finally, we discuss the decay rate and some experimental
and theoretical results for the Dalitz plot parameters. We put special emphasis
on the rather recent measurement by the KLOE collaboration that will serve
as input to the dispersive analysis.
4.1 Three pion states and η decay
The decay of an η into three pions is forbidden by isospin symmetry. Since the
η is a spin zero isospin singlet state, the three pions must couple to vanishing
isospin and angular momentum, in order not to violate a symmetry. We will
prove that this is impossible by showing that the |0, 0〉 state built from three
pions cannot have zero angular momentum. To that end, we decompose this
state into three pion states, similarly to what we did in Section 3.2 for the two
pion states. We refrain from giving the decomposition of all the other isospin
states, as they are not relevant for our purpose.
We start with the third component of the isospin. The quantum number
I3 of a three pion state is simply the sum of the third isospin components of
the three pions. Only the states |π0π0π0〉 and |π+π−π0〉 can have a vanishing
third component and are the only η decay channels allowed by isospin. Of
course, also charge conservation prohibits all the other channels.
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We construct a three pion state by coupling a two pion state to a single pion.
As the single pion has total isospin I = 1, a three pion state with vanishing
total isospin can only be achieved, if the two pion state has total isospin I = 1
as well. The decomposition of the |0, 0〉 state must therefore be of the form
|0, 0〉3 = 1√
3
(|1,+1〉1|1,−1〉2 − |1, 0〉1|1, 0〉2 + |1,−1〉1|1,+1〉2) , (4.1)
where the subscript denotes the number of pions in the state. From Eqs. (3.1)
and (3.6), we can read off the one and two pion states and obtain
|0, 0〉 = 1√
6
(|π+π0π−〉 − |π+π−π0〉+ |π0π−π+〉
− |π0π+π−〉+ |π−π+π0〉 − |π−π0π+〉) . (4.2)
The state containing three π0 does not contribute at all because two π0 can-
not form a |1, 0〉 state. As the state is anti-symmetric in the pions, it has,
according to Bose statistic, odd angular momentum. In particular, the an-
gular momentum must be nonzero and we conclude that the decay is not
allowed, if isospin is conserved. Since it is nevertheless observed in nature,
isospin symmetry must be broken.
4.2 Kinematics, crossing and the Dalitz plot
We first consider the general 1→ 3 decay process A(p1)→ B(p2)C(p3)D(p4)
as depicted in Fig. 4.1. We proceed in analogy to the discussion of scattering
processes in Sec. 3.3. The invariant amplitude A is defined from the T -matrix
element by
〈B(p2)C(p3)D(p4)|T |A(p1)〉 = (2π)4 δ4(p1 − p2 − p3 − p4)A(p1, p2, p3, p4) ,
(4.3)
and the Mandelstam variables are
s = (p2 + p3)
2 = (p1 − p4)2 ,
t = (p2 + p4)
2 = (p1 − p3)2 ,
u = (p3 + p4)
2 = (p1 − p2)2 .
(4.4)
Also for the decay process, they are related according to Eq. (1.26) such that
the amplitude only depends on two independent kinematic variables.
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Figure 4.1: The decay process A(p1)→ B(p2)C(p3)D(p4).
The decay process is related by crossing to the scattering processes
A(p1)D¯(−p4)→ B(p2)C(p3), (s-channel) , (4.5)
A(p1)C¯(−p3)→ B(p2)D(p4), (t-channel) , (4.6)
A(p1)B¯(−p2)→ C(p3)D(p4), (u-channel) , (4.7)
and thus it can described by the same analytic function. Indeed, every scatter-
ing process is related by crossing to several decay processes that are, however,
not necessarily physically possible. Thanks to crossing, there is no need to dis-
cuss the kinematics for decay processes in detail, since the relevant relations
can be obtained from the formulæ in Sec. 1.1.3 by appropriate redefinitions of
the external momenta.
For the remainder, we treat specifically the decay η → 3π and the related
scattering processes. We will later need to know the phase space also for
physical masses such that we discuss the charged channel here. We will stick
to the convention that p2 is assigned to the π
+, p3 to the π
−, and p4 to the
π0 and accordingly set m1 = mη, m2 = m3 = mπ+, and m4 = mπ0. All the
results obtained from the charged channel in this way can easily be adapted
to the neutral channel or to degenerate pion masses. One simply has to use
the appropriate masses in the formulæ.
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Figure 4.2: Representation of the Mandelstam variables s, t and u in a Mandelstam
diagram. The shaded areas represent the physical regions for the decay η → π+π−π0
and the related scattering processes. The height of the triangle is m2η +2m
2
pi+ +m
2
pi0 .
In each channel, the physical region starts at some minimal value for the
centre-of-mass momentum. For the scattering processes, we find:
s-channel: (mη +mπ0)
2 ≤ s ,
t-channel: (mη +mπ+)
2 ≤ t ,
u-channel: (mη +mπ+)
2 ≤ u .
(4.8)
The bounds for the other two Mandelstam variables can be calculated from
Eqs. (1.31), (1.38) and (1.39), respectively. Figure 4.2 shows the physical
regions for the three channels in a Mandelstam diagram. The height of the
triangle is now given by m2η+2m
2
π+ +m
2
π0 and the shape of the three physical
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regions clearly differs from ππ scattering. For large energies, the mass differ-
ences become irrelevant and the physical regions approach the elongated sides
of the triangle asymptotically.
Let us now apply the kinematic formula that we derived for scattering pro-
cesses also to the decay process. Again, we can choose to express the amplitude
in terms of one of the Mandelstam variables and an angle. Since there is only
one allowed decay channel, the three possible choices correspond to the same
process and lead to equivalent results. We decide to work in the rest frame of
the two charged pions, where ~p2 = −~p3, and express t and u in terms of s and
θs = ∠(~p1, ~p3) = ∠(~p2,−~p4). Comparison of Eq. (4.5) with Eq. (1.37) reveals
that what is called s-channel here actually corresponds to the u-channel in
the general treatment of scattering processes such that we must use Eq. (1.39)
with s↔ u. That way, we obtain
t =
1
2
(
3s0 − s+ κ(s) cos θs
)
,
u =
1
2
(
3s0 − s− κ(s) cos θs
)
,
(4.9)
where
κ(s) ≡ λ
1/2(s,m2η,m
2
π0)λ
1/2(s,m2π+ ,m
2
π+)
s
=
√
s− 4m2π+
s
√(
(mη +mπ0)
2 − s
)(
(mη −mπ0)2 − s
)
,
(4.10)
and 3s0 ≡ s+ t+ u = m2η + 2m2π+ +m2π0. For the angle we obtain
cos θs =
t− u
κ(s)
. (4.11)
As usual, one can obtain the corresponding t- and u-channel expressions by
appropriate variable exchanges, but additional care is required here. The
right-hand side of both formulæ in Eq. (4.9) contains a term ±∆π+π+∆ηπ0/2s
that vanishes. But in the other channels, the corresponding term is nonzero
and must be included. Our choice of reference frame has thus the advantage
that it leads to a particularly simple form for the kinematic relations.
The physical region for the decay process is distinct from the physical regions
for the three scattering channels as can be seen in the Mandelstam diagram
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in Fig. 4.2. The limits of the physically allowed region for s can be obtained
from its definition in Eq. (4.4). The minimal value smin = 4m
2
π+ is achieved,
if the three-momenta of the charged pions vanish, while the maximum value
smax = (mη−mπ0)2 occurs, if the three-momentum of the neutral pion is zero.
For each s, the physical region for t and u follows from Eq. (4.9).
Three-body decays are usually plotted in a Dalitz plot [94], which is particu-
larly useful also for displaying experimental results. It is drawn in a rectangu-
lar coordinate system, where the axes are chosen to be any two independent
kinematic variables. Sometimes, it is simply used to visualise the physical
region in a similar way as we used the Mandelstam diagrams, but often the
squared decay amplitude is shown as well. Common choices for the kinematic
variables are two of the Mandelstam variables, the energies of two particles or
often the so-called Dalitz-plot variables defined as
X =
√
3
T3 − T2
Q1
, Y = 3
T4
Q1
− 1 . (4.12)
The Ti are the energies of the corresponding particles in the rest frame of the
decaying particle, Ti = Ei−mi, and Q1 = T2+T3+T4 = m1−m2−m3−m4.
From Eq. (4.4) follows for the charged channel of η → 3π that
E2 =
m2η +m
2
π+ − u
2mη
, E3 =
m2η +m
2
π+ − t
2mη
, E4 =
m2η +m
2
π0 − s
2mη
,
(4.13)
from which one finds that the Dalitz plot variables are in terms of the Man-
delstam variables given by
X =
√
3
2mηQc
(u− t) , Y = 3
2mηQc
(
(mη −mπ0)2 − s
)
− 1 , (4.14)
with Qc = mη − 2mπ+ − mπ0 . The expressions for the neutral channel are
obtained from these by replacing mπ+ by mπ0. The Dalitz plot variables are
dimensionless, Lorentz invariant and have the nice property that X2+Y 2 ≤ 1,
that is all physical values lie within the unit circle (but not all values inside
the circle are physically allowed).
Figure 4.3 shows a Dalitz plot for the charged channel of η → 3π. The axes
have been chosen to be the Mandelstam variables s and u. The physical region
is shaded in grey and also the minimally and maximally allowed physical values
for s and u are indicated. Because of the symmetry under interchange of t
and u, the picture looks the same if the u-axis is replaced by the t-axis.
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s
u
4m2pi+ (mη −mpi0)2
(mη −mpi+)2
(mpi+ +mpi0)
2
Figure 4.3: Dalitz plot of the physical region for η → π+π−π0 in terms of s and u
with the typical shape of a rounded triangle. The centre of the Dalitz plot is marked
with a dot and the point s = t = u = s0 with a small triangle.
As a second example, Fig. 4.4 shows a Dalitz plot for the same processes,
but with the Dalitz plot variables X and Y as the axes. One can immediately
see that the shape is symmetric under X → −X, which is a consequence of
the symmetry under t ↔ u. The figure also shows the unit circle around
X = Y = 0 and it is clearly visible that the physical region is completely
contained within the circle, but does not fully cover it. For an example of the
graphical representation of a measured momentum distribution in a Dalitz
plot, see Fig. 4.6.
The kinematic point, where the kinetic energies of all the decay products are
the same, is called the centre of the Dalitz plot. For the decay η → π+π−π0,
in the rest frame of the η, this corresponds to
E2 −mπ+ = E3 −mπ+ = E4 −mπ0 =
Qc
3
. (4.15)
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X
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1
Figure 4.4: Dalitz plot of the physical region for η → π+π−π0 in terms of X and Y
with the typical shape of a rounded triangle. The figure also shows the unit circle
around X = Y = 0. The centre of the Dalitz plot is marked with a dot and the point
s = u = t = s0 with a small triangle.
In terms of the Mandelstam variables, the centre of the Dalitz plot is thus at
s = (mη −mπ0)2 −
2mηQc
3
, t = u = (mη −mπ+)2 −
2mηQc
3
, (4.16)
while it is at X = Y = 0 in terms of the Dalitz plot variables. In both figures,
the centre is marked with a dot. If one considers the neutral channel or works
with degenerate pion masses in the charged channel, all the pion masses are
equal, such that the centre of the Dalitz plot in terms of the Mandelstam
variables is simply at s = t = u = s0. But if the masses are distinct, the point
of equal Mandelstam variables differs from the centre of the Dalitz plot, as can
be seen from the figures, where it has been marked with a small triangle. Since
we almost exclusively work with degenerate pion masses, we will often refer
to s = t = u = s0 as the centre of the Dalitz plot, but one should always keep
in mind that this is only true if all the decay products have the same mass.
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4.3 Isospin structure and the relation to pipi scattering
According to a low-energy theorem by Sutherland [4, 5], the electromagnetic
contributions to the η → 3π decay amplitude are strongly suppressed. This
has later been confirmed by explicit one-loop calculations in χPT [29, 95].
Neglecting these small effects, the decay is entirely due to the isospin breaking
part of the QCD Lagrangian. By means of Eq. (1.48), the mass matrix M
can be decomposed as
M = mu +md +ms√
6
λ0 +
mu −md
2
λ3 +
mˆ−ms√
3
λ8 . (4.17)
From the term proportional to λ3 comes a contribution to the Lagrangian
given by
LIB = −mu −md
2
q¯λ3q = −mu −md
2
(u¯u− d¯d) , (4.18)
which is a ∆I = 1 operator, as we will show now. Under a rotation of the
light quark fields of the form q 7→ Uq, U ∈ SU(3), it transforms as
q¯λiq 7→ q¯U †λiUq . (4.19)
From 〈U †λiU〉 = 〈λi〉 = 0 follows that
U †λiU = Rijλj , (4.20)
for some 8 × 8 matrix R, because all traceless matrices can be written as a
linear combination of the Gell-Mann matrices. Isospin transformations form
a subgroup of SU(3) with
U =
(
V 0
0 1
)
, V ∈ SU(2) . (4.21)
In this case, only the Gell-Mann matrices λ1, λ2, and λ3 appear on the right-
hand side of Eq. (4.20) and the matrix R is reduced to a 3 × 3 matrix. Fur-
thermore, we have
〈U †λiUU †λjU〉 = 〈λiλj〉 = 2δij (4.22)
and
〈U †λiUU †λjU〉 = 〈RikλkRjlλl〉 = RikRjl2δkl = 2(RRT )ij (4.23)
87
Chapter 4 · η → 3π
and from equating the two expressions follows R ∈ SO(3). q¯λmq transforms
under isospin rotation in exactly the same way as a pion, and LIB is thus an
operator that carries isospin quantum numbers I = 1 and I3 = 0. It generates
transitions between states with ∆I = 1 and ∆I3 = 0. The strong interaction
thus violates the total isospin, but not its third component. In Sec. 4.1, we
have shown that three pions can only couple to odd total isospin. Now that
we know that the decay is due to a ∆I = 1 operator, it is clear that they must
form a |1, 0〉 state.
The S-matrix element for the decay η → πiπjπk is
〈πi(p2)πj(p3)πk(p4)|S|η(p1)〉
= 〈πi(p2)πj(p3)πk(p4)| exp
(
i
∫
d4x LIB
)
|η(p1)〉 , (4.24)
where we have used the fact that LIB is the only part of the QCD Lagrangian
that can generate this transition. Expanding the exponential and taking only
first order isospin breaking into account yields
〈πiπjπk|S|η〉 = 〈πiπjπk|η〉+ i〈πiπjπk|
∫
d4x LIB|η〉 , (4.25)
where we have omitted the momenta for simplicity. Comparison with Eq. (1.7)
reveals that the second term is nothing else than the T -matrix element. The
amplitude is defined in the usual way
〈πi(p2)πj(p3)πk(p4)|iT |η(p1)〉 = i(2π)4δ4(p1−p2−p3−p4)Aijkη→3π(p1, p2, p3, p4) ,
(4.26)
and in addition, we also define the function Aijk,lη→3π by
−imu −md
2
〈πiπjπk|
∫
d4x q¯λlq|η〉 = i(2π)4δ4(p1−p2−p3−p4)Aijk,lη→3π . (4.27)
From the prior observation about the T -matrix element follows that this mat-
rix element reduces to the T -matrix element of η → 3π for l = 3. Furthermore,
the space integral in Eq. (4.25) simply results in the momentum conserving
delta function, such that we have
Aijkη→3π = Aijk,3η→3π = 〈πiπjπk|LIB|η〉 . (4.28)
Because the operator q¯λlq transforms in the same way as a pion under isospin,
the function Aijk,lη→3π transforms exactly as the ππ scattering amplitude in
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Eq. (3.14) and they must share the same isospin structure. For the decay
amplitude we obtain
Aijkη→3π = Aijk,3η→3π = A1(s, t, u)δijδk3 +A2(s, t, u)δikδj3 +A3(s, t, u)δi3δjk .
(4.29)
Similarly as for ππ scattering, the amplitude must be invariant under per-
mutations of the particles in the final state, leading to relations among the
amplitudes Ai. These are
p2 ↔ p3 (t↔ u) and i↔ j ⇒ A1(s, u, t) = A1(s, t, u) ,
p3 ↔ p4 (s↔ t) and j ↔ k ⇒ A2(s, t, u) = A1(t, s, u) ,
p2 ↔ p4 (s↔ u) and i↔ k ⇒ A3(s, t, u) = A1(u, t, s) .
(4.30)
These results are identical to Eqs. (3.20) and (3.21), which is a consequence of
crossing. The decay amplitude is then expressed in terms of the single function
A(s, t, u) ≡ A1(s, t, u) as
Aijkη→3π(s, t, u) = A(s, t, u) δijδk3 +A(t, u, s) δikδj3 +A(u, s, t) δi3δjk . (4.31)
In terms of the physical pions, we find the two allowed decay channels
A+−0η→3π(s, t, u) = A113η→3π(s, t, u) = A(s, t, u) ,
A000η→3π(s, t, u) = A333η→3π(s, t, u) = A(s, t, u) +A(t, u, s) +A(u, s, t)
≡ A¯(s, t, u) .
(4.32)
The second line shows that the amplitude for the neutral channel can very
easily be obtained from the amplitude of the charged channel, such that there
is no need to calculate it separately. Note, however, that this result assumes
that the decay is exclusively due to first order isospin breaking in the QCD
Lagrangian. Contributions from matrix element that contain LIB to some
power and electromagnetic effects violate this simple relation.
Since the η → 3π decay amplitude and the ππ scattering amplitude have
identical isospin structure, and because of ∆23 = m
2
2 −m23 = 0, the proof of
the reconstruction theorem follows the same lines for both processes. Hence,
also the eta decay amplitude can be written in the form of Eq. (3.61).
4.4 One-loop result from χPT
The one-loop result from χPT is used as theoretical input to the dispersive
analysis and we thus quote it here [2, 10]. It has been obtained using the
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Figure 4.5: The figure shows the tree-level result (dotted line) and the real (solid
line) and imaginary (dashed line) part of the one-loop result for η → 3π along the
line s = u. The physical region is shaded in grey.
degenerate pion and kaon masses and does not include electromagnetic contri-
butions. The decay has been calculated within χPT up to two-loop order [23]
and the electromagnetic contributions up to O(e2M) [29], but these results
are not made use of in this work. The tree-level and the one-loop result are
shown in Fig. 4.5.
From Eq. (4.28) follows that the amplitude is proportional to B0(mu−md),
which can be expressed in terms of Q by means of Eq. (1.114). We can
therefore extract a normalisation factor from the amplitude:
A(s, t, u) = − 1
Q2
m2K(m
2
K −m2π)
3
√
3m2πF
2
π
M(s, t, u) . (4.33)
It is chosen such that the tree-level result is normalised to one at the centre
of the Dalitz plot:
M tree ≡ T (s) = 3s− 4m
2
π
m2η −m2π
= 1 + 3
s− s0
m2η −m2π
. (4.34)
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The structure of this result is determined by chiral symmetry and has been
known long before the formulation of χPT [6, 7]. In agreement with the
reconstruction theorem in Eq. (3.61), the one-loop amplitude is found to be
of the form
M(s, t, u) = M0(s)+ (s−u)M1(t)+ (s− t)M1(u)+M2(t)+M2(u)− 23M2(s) .
(4.35)
The isospin amplitudes M0(s), M1(s) and M2(s) are given by
M0(s) = T (s) + ∆0(s)
(
1 +
2
3
T (s)
)
+∆2(s)
(
1− 1
3
T (s)
)
+∆3(s)
+ V (s) +
2
3
∆GMOT (s) +
8
3
m2π
∆FT (s)−∆GMO
m2η −m2π
,
M1(s) =
3
2(m2η −m2π)
(
∆1(s)− 8
3F 2π
sL3
)
,
M2(s) =
1
2
∆2(s)
(
3− T (s)) .
(4.36)
The quantities
∆F ≡ FK
Fπ
− 1 = 0.193(6) , ∆GMO ≡
4m2K − 3m2η −m2π
m2η −m2π
= 0.218 ,
(4.37)
have been introduced in order to remove the dependence of the amplitude
on the low-energy constants L5, L7 and L8. The value for ∆F is an average
of lattice results for Nf = 2 + 1 taken from Ref. [96] and ∆GMO has been
calculated from the degenerate meson masses in Eq. (1.98). The amplitude
only depends on a single low-energy constant from L4,
L3 = (−2.35 ± 0.37)×10−3 . (4.38)
The value is taken from “fit 10” in Ref. [97]. We introduce the abbreviations
∆PQ = m
2
P −m2Q and ΣPQ = m2P +m2Q. The functions ∆i(s) are expressed
in terms of the renormalised loop integrals as
∆0(s) =
1
2F 2π
(2s −m2π)Jrππ(s) ,
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∆1(s) =
2s
F 2π
(
M rππ(s) +
1
2
M rKK(s)
)
,
∆2(s) = − 1
2F 2π
(s− 2m2π)Jrππ(s) +
1
4F 2π
(3s − 4m2K)JrKK(s) +
m2π
3F 2π
Jrπη(s) ,
∆3(s) = − 1
6F 2π∆ηπ
(s− 2m2π)(3s − 4m2K)Jrππ(s)−
s(3s− 4m2π)
4F 2π∆ηπ
JrKK(s)
+
m2π
3F 2π∆ηπ
(3s− 4m2π)Jrπη(s)−
m2π
2F 2π
Jrηη(s)
− 3s
8F 2π
(3s − 4m2K)
(s− 4m2K)
(
JrKK(s)− JrKK(0) −
1
8π2
)
.
(4.39)
The renormalised loop integrals are given by
JrPQ(s) = J¯PQ(s)− 2kPQ ,
M rPP =
1
12s
(s− 4m2P )J¯PP (s)−
1
6
kPP +
1
288π2
,
(4.40)
with
kPQ =
1
32π2
m2P log(m
2
P /µ
2)−m2Q log(m2Q/µ2)
∆PQ
,
J¯PQ(s) =
1
32π2
{
2 +
(
∆PQ
s
− ΣPQ
∆PQ
)
log
m2Q
m2P
− ν
s
log
(s + ν)2 −∆2PQ
(s − ν)2 −∆2PQ
}
,
ν = λ1/2(s,m2P ,m
2
Q) =
√(
s− (mP +mQ)2
)(
s− (mP −mQ)2
)
.
(4.41)
In the case of mP = mQ, these expressions can be simplified considerably:
kPP =
1
32π2
(
log
m2P
µ2
+ 1
)
,
J¯PP (s) =
1
16π2
(
σ log
σ − 1
σ + 1
+ 2
)
,
σ =
√
s− 4m2P
s
.
(4.42)
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Furthermore, J¯PQ(0) = 0, such that J
r
PQ(0) = −2kPQ. The function V (s) is
given by
V (s) = T (s)
(
a1 + 3a2∆ηπ + a3(9m
2
η −m2π)
)
+ a4 ,
a1 =
2
3∆ηπ
m2π(−µπ − 2µK + 3µη) ,
a2 =
2
3∆2ηπ
(−m2πµπ + 4m2KµK − 3m2ηµη) ,
a3 =
1
128π2F 2π
(
log
m2K
µ2
+ 1
)
,
a4 = −8m2πa2 − 12m2Ka3 +
3m2π
32π2F 2π
(
1− m
2
π
∆Kπ
log
m2K
m2π
)
.
(4.43)
The chiral logs µP are given by
µP =
1
32π2F 2π
m2P log
m2P
µ2
. (4.44)
This representation of the η → 3π amplitude is valid only at leading order
in the quark mass expansion. Because the kaon mass does not appear in the
tree-level approximation, it can be replaced by means of the Gell-Mann–Okubo
relation (1.94), which is valid to leading order in the quark mass expansion.
The amplitude is then independent of the renormalisation scale µ. Note, how-
ever, that the isospin amplitudesM0(s),M1(s) andM2(s) are scale dependent
nevertheless.
4.5 Dispersive representation for the η → 3pi
amplitude at one loop
For later use, we derive here a dispersive representation for the η → 3π ampli-
tude at one loop in χPT.M0(s),M1(s) andM2(s) are functions of one variable
and they are real below the threshold at s = 4m2π, thus satisfying the Schwarz
reflection principle. This is exactly the situation that was discussed in section
2.1 and the dispersion relations will accordingly be of the form of Eq. (2.7)
with an appropriate number of subtractions applied.
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In order to decide upon the required number of subtractions, we have to
consider the asymptotic behaviour of the one-loop results for theMI(s). From
the asymptotic behaviour of the loop functions,
JrPQ ≍
σ − log s
16π2
, M rPP ≍
2
3 + σ − log s
192π2
, (4.45)
where σ = log µ2 + 1 + iπ, follows
M0(s) ≍ −1
2
s2 log s− σs2
16π2F 2π (m
2
η −m2π)
,
M1(s) ≍ −3
8
s log s− σs
16π2F 2π (m
2
η −m2π)
− (4L3 −
1
64π2 )s
F 2π (m
2
η −m2π)
,
M2(s) ≍ 3
8
s2 log s− σs2
16π2F 2π (m
2
η −m2π)
.
(4.46)
Only σ contributes to the imaginary part, which thus grows quadratically for
M0(s) and M2(s) and linearly for M1(s). We obtain the dispersion relations
M0(s) = a0 + b0s+ c0s
2 +
s3
π
∞∫
4m2π
ds′
ImM0(s
′)
s′3(s′ − s) ,
M1(s) = a1 + b1s+
s2
π
∞∫
4m2π
ds′
ImM1(s
′)
s′2(s′ − s) ,
M2(s) = a2 + b2s+ c2s
2 +
s3
π
∞∫
4m2π
ds′
ImM2(s
′)
s′3(s′ − s) .
(4.47)
From Eq. (4.46), one verifies that
M0(s) +
4
3
M2(s) ≍ O(s log s) , sM1(s) +M2(s) ≍ −
4L3 − 164π2
F 2π (m
2
η −m2π)
s2 ,
(4.48)
which allows to fix two combinations of the subtraction constants as follows.
We add up the dispersion relations to the same combinations and require the
terms that grow too fast to cancel. For the first combination we get
M0(s)+
4
3
M2(s) ≍ c0s2+4
3
c2s
2+
s3
π
∞∫
4m2π
ds′
ImM0(s
′) + 43 ImM2(s
′)
s′3(s′ − s) . (4.49)
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The integral is a three-times-subtracted representation of M0(s) +
4
3M2(s).
This function grows like s log s and so should the dispersive representation.
But a three-times subtracted dispersion relation requires a subtraction poly-
nomial of quadratic order, such that the integral in Eq. (4.49) contains a
contribution of O(s2). We can remove this term by noting that the integral
is oversubtracted. We remove one subtraction by means of Eq. (2.10) with
s1 = 0 and find
s2
π
∞∫
4m2π
ds′
ImM0(s
′) + 43ImM2(s
′)
s′2(s′ − s) −
s2
π
∞∫
4m2π
ds′
ImM0(s
′) + 43ImM2(s
′)
s′3
.
(4.50)
The first term is now a twice-subtracted dispersion integral and thus grows as
s log s up to a linear subtraction polynomial. It therefore contains no contri-
bution that grows faster than s log s. The second term is simply proportional
to s2 because the integral converges and is independent of s. This implies that
M0(s) +
4
3
M2(s) ≍ O(s log s) + c0s2 + 4
3
c2s
2
− s
2
π
∞∫
4m2π
ds′
ImM0(s
′) + 43 ImM2(s
′)
s′3
.
(4.51)
The requirement that the terms growing faster than s log s must cancel then
finally leads to
c0 +
4
3
c2 =
1
π
∞∫
4m2π
ds′
ImM0(s
′) + 43ImM2(s
′)
s′3
. (4.52)
For the second combination a similar argument holds. Even though sM1(s)+
M2(s) is quadratic in s, the dispersion integral is still oversubtracted, because
s2 is multiplied by a real number and the imaginary part is thus O(s log s).
Proceeding as before, we obtain
b1 + c2 = −
4L3 − 164π2
F 2π (m
2
η −m2π)
+
1
π
∞∫
4m2π
ds′
s′ ImM1(s′) + ImM2(s′)
s′3
. (4.53)
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Putting the dispersion relations together to M(s, t, u) we find for the polyno-
mial contribution,
P (s, t, u) = a+ bs+ cs2 − d(s2 + 2tu) ,
a = a0 +
4
3
a2 − 3s0(a1 − b2 − 3s0c2) ,
b = b0 + 3a1 − 5
3
b2 + 3s0(b1 − 2c2) ,
c = c0 +
4
3
c2 ,
d = b1 + c2 ,
(4.54)
where we made use of s + t + u = 3s0. Only four combinations of the 8
subtraction constants are of physical relevance. This is in agreement with the
invariance of the reconstruction theorem under the shift in Eq. (3.63). Because
the polynomial inM1(s) is linear, α must vanish, leaving only four subtraction
constants that can be arbitrarily chosen without affecting the total amplitude.
c and d are fixed by Eqs. (4.52) and (4.53), respectively, and the dispersive
representation of the one-loop result is hence fully determined by a, b, and L3.
4.6 A soft-pion theorem: the Adler zero
A soft-pion theorem is a statement on the scattering or decay amplitude for
a process involving a pion in the limit where the four-momentum of the pion
vanishes. It is based exclusively on symmetry principles and does not require
an explicit Lagrangian. Indeed, these theorems were first developed in the
days of current algebra, when neither the Lagrangian for χPT nor for QCD
was known. We first derive the general form of a soft-pion theorem and then
apply the result to η → 3π.
For the derivation of the general soft-pion theorem we follow the approach
of Ref. [74] and start with the amplitude
T aµ = i
∫
d4x eiqx〈B|T{Aaµ(x)Λ(0)}|A〉 , (4.55)
where |A〉 and 〈B| are arbitrary hadronic states and Λ(0) is an external field.
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From the LSZ reduction formula1 [99] follows
T aµ = i
i
q2 −m2π + iǫ
∑
b
〈0|Aaµ(0)|πb(q)〉〈B πb(q)|Λ(0)|A〉
+ terms regular at q2 → m2π .
(4.56)
The matrix element of the axial current is given in Eq. (1.73) and that it is non-
vanishing means that the octet axial vector current is a so-called interpolating
field for the pion: it can play the role of the pion field in matrix elements
even if no canonical pion field exists. Inserting the explicit expression for this
matrix element we find
T aµ = iF0
qµ
q2 −m2π + iǫ
T a(q) + T
a
µ , (4.57)
where we have introduced the off-shell amplitude T a(q) that corresponds to
the hadronic matrix element in Eq. (4.56) and denoted the remaining terms
by T
a
µ. The latter contains all the singularities of T
a
µ with the exception of
the pion pole. If the pion momentum q is put on-shell, T a is the amplitude
for the pion production process A+ (Λ)→ B + πa, i.e.,
Amp(A+ (Λ)→ B + πa) = lim
q2→m2π
T a(q) . (4.58)
We switch now to the chiral limit, where the pion is massless. Contracting
Eq. (4.57) with qµ and solving for T a yields
T a(q) =
i
F0
qµT aµ −
i
F0
qµT
a
µ . (4.59)
In the chiral limit, putting the pion momentum on-shell corresponds to sending
it to zero, and it is in this limit that the soft-pion theorem is valid.
The next goal is now to bring qµT aµ to a suitable form. To that end, we
contract Eq. (4.55) with qµ and, after partial integration, find
qµT aµ = −
∫
d4x eiqx∂µ
{
〈B|Aaµ(x)Λ(0)|A〉θ(x0) + 〈B|Λ(0)Aaµ(x)|A〉θ(−x0)
}
.
(4.60)
1A readable proof of the LSZ formula in a form that is suitable for our purposes can be
found in Ref. [98], sections 10.2 and 10.3.
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The current Aaµ(x) is conserved in the chiral limit, as becomes immediately
clear from Eq. (1.70) and therefore, only the terms where the derivative acts
on the step functions survive. By means of ∂0θ(x0) = δ(x0), we obtain
qµT aµ = −
∫
d4x eiqx〈B|[Aa0(x),Λ(0)]|A〉 δ(x0) , (4.61)
and, taking the limit qµ → 0, finally arrive at
lim
qµ→0
qµT aµ = −〈B|[QaA(0),Λ(0)]|A〉 , (4.62)
where QaA(0) is the axial charge operator defined as
QaA(t) =
∫
d3xAa0(x) . (4.63)
The soft-pion theorem in its general form now follows from Eq. (4.59). In the
chiral limit and for vanishing pion momentum the amplitude satisfies
Amp(A+ (Λ)→ B + πb) = − i
F0
〈B|[QaA(0),Λ(0)]|A〉 − lim
qµ→0
i
F0
qµT
a
µ . (4.64)
Let us now apply the soft-pion theorem to the η → 3π amplitude. In the
chiral limit, the amplitude A(s, t, u) vanishes, because it is proportional to
B0(mu−md), but from M(s, t, u) this factor has been extracted. It is propor-
tional to the matrix element
〈πππa(q)|S3(0)|η〉 , (4.65)
where we have introduced the scalar density S3(x) = q¯(x)λ
3q(x) that is con-
tained in the isospin breaking operator LIB. From Eq. (4.64) follows in this
case
Amp(η → ππ + πa) ∝ 〈πππa(q)|[QaA(0), S3(0)]|η〉 + lim
qµ→0 q
µT
a
µ . (4.66)
Because the pions are the only massless particles in the hadron spectrum,
the amplitude T
a
µ must be finite at q
µ = 0 and its contribution to the soft-
pion theorem vanishes. In order to calculate the commutator, we examine the
behaviour of the scalar density S3(0) under infinitesimal axial SU(2)×SU(2)
transformations. On the one hand, we have
S3 7→ e−iǫaQaA S3 eiǫaQaA = S3 − iǫa[QaA, S3] . (4.67)
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On the other hand, we can also let the transformation act on the quark fields.
An axial transformation rotates the left- and the right-handed quark fields in
opposite direction:
qL 7→ eiǫa
λa
2 qL , qR 7→ e−iǫa
λa
2 qR . (4.68)
Using the projection operators (1.58), one can show that this is equivalent to
q 7→ e−iǫa λ
a
2
γ5 q , q¯ 7→ q¯ e−iǫa λ
a
2
γ5 , (4.69)
under which S3 transforms as
S3 7→ q¯ e−iǫa
λa
2
γ5λ3e−iǫa
λa
2
γ5 q = S3 − i
2
ǫaq¯{λa, λ3}γ5q . (4.70)
From comparison of Eqs. (4.67) and (4.70), one reads off the commutator
[QaA, S3] =
1
2
q¯{λa, λ3}γ5q . (4.71)
The anti-commutator on the right-hand side vanishes except if a = 3. Con-
sequently, the η → 3π amplitude has a zero, if the four momentum of one
of the charged pions vanishes, but not for vanishing π0 momentum. These
zeros that are protected by chiral SU(2) × SU(2) symmetry are called Adler
zeros [100, 101]. The amplitude is not subject to large corrections of order ms
at these points. Note that the protection only applies to the position of the
Adler zero, but not to the slope of the decay amplitude.
In terms of the Mandelstam variables, the limit of vanishing π+ momentum,
p2 → 0, corresponds to s = t = 0, while p3 → 0 corresponds to s = u = 0.
The Adler zeros are thus related by crossing symmetry. The tree-level result
for M(s, t, u) in Eq. (4.34) has, for vanishing pion mass, even a zero along the
entire line with s = 0. If the pion mass is turned on, the line of Adler zeros is
moved to s = 43m
2
π.
The higher order corrections distort the line of zeros. These contributions
are, however, of order m2π such that the line still passes through the vicinity
of s = t = 0 and s = u = 0. Along the line s = u, the amplitude has no
zero, but its real part vanishes at sA = 1.35m
2
π and we take this point as an
approximation of the Adler zero. The distance to the actual Adler zero, as well
as the imaginary part of the amplitude at s = u = sA are both of order m
2
π.
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4.7 Decay rate
The transition matrix element 〈πi(p2)πj(p3)πk(p4)|T |η(p1)〉 or the correspond-
ing amplitude are by themselves not very useful quantities because they cannot
be directly measured. Experiments on decay processes rather deliver decay
rates. The total decay rate (or decay width) is defined as
Γ ≡ number of decays per unit time
number of particles present
, (4.72)
and has accordingly unit eV. Its inverse is the lifetime of the particle. One can
also measure the decay rate into a given channel, or the fraction of decays that
go into that channel, which is called a branching ratio. The differential decay
rate dΓ counts the number of decays per unit time into some small momentum
region d3p1 · · · d3pn. For the charged η → 3π channel, for example, it is defined
as
dΓ =
P (η(p1)→ π+(p2)π−(p3)π0(p4))
dt
, (4.73)
where
P (η(p1)→ π+(p2)π−(p3)π0(p4)) =
|〈πi(p2)πj(p3)πk(p4)|T |η(p1)〉|2 d˜p2 d˜p3 d˜p4 (4.74)
is the transition probability, which is, by definition, to be evaluated in the rest
frame of the decaying particle. For brevity, we have introduced the Lorentz
invariant phase-space differential
d˜p =
d3p
(2π)32p0
. (4.75)
In this normalisation, we have for single-particle states
〈~p |~q 〉 = (2π)32p0δ3(~p− ~q) . (4.76)
We must now find an expression for the squared matrix element in terms
of the decay amplitude. Naively inserting the definition of the amplitude in
Eq. (4.26) leads to a indefinite result proportional to the square of a delta
function. In order to obtain a valid expression, the incoming momentum
eigenstate must be replaced by a wave package
|η〉 =
∫
d˜k φ(k)|η(~k)〉 . (4.77)
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By |η(~k)〉 we still denote one-particle states of momentum ~k. The function
φ(k) is sharply peaked around the η momentum ~p1 and satisfies
1 = 〈η|η〉 =
∫
d˜k d˜q φ∗(q)φ(k)〈η(~q)|η(~k)〉 =
∫
d˜k |φ(k)|2 = 1 , (4.78)
where we made use of the normalisation (4.76) for the single-particle states.
With the incoming wave packet, the squared T -matrix element becomes
|〈3π|T |η〉|2 =
∫
d˜k d˜q φ∗(q)φ(k)〈3π|T |η(~q)〉∗〈3π|T |η(~k)〉
= (2π)8
∫
d˜k d˜q φ∗(q)φ(k)δ4(pf − q)δ4(pf − k)A∗(q, pf )A(k, pf ) ,
(4.79)
where pf is an abbreviation for the momenta of the final-state pions and
A(k, pf ) stands for the decay amplitude of an η with momentum k into three
pions with momenta pf . In the second delta function, we replace pf by q and
rewrite it as
δ4(q − k) = δ(q0 − k0)δ3(~q − ~k) = 1
2π
∫
dt ei(q
0−k0)t δ3(~q − ~k)
=
1
2π
∫
dt δ3(~q − ~k) .
(4.80)
In the last equality we have used that the three-dimensional δ-function not
only implies ~q = ~k, but also q0 = k0. Inserting this result into Eq. (4.79) and
integrating over q yields
|〈3π|T |η〉|2 = (2π)4
∫
d˜k
2k0
dt |φ(k)|2 δ4(pf − k)|A(k, pf )|2 . (4.81)
Because the wave packet φ(k) is sharply peaked at k = p1, we can replace k
by p1 everywhere except in the argument of φ. By means of the normalisation
condition (4.78), the k-integration can then be evaluated. Going over to the
rest frame of the η, where p01 = mη, and inserting the resulting expression into
the definition of the differential decay rate gives
dΓ =
(2π)4
2mη
δ4(p1 − p2 − p3 − p4) |A(s, t, u)|2 d˜p2 d˜p3 d˜p4 . (4.82)
Clearly, the amplitude is all we need to know in order to calculate the decay
rate. In order to find the total decay rate Γ, we must now integrate over the
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entire phase space. Owing to the delta function, the integral over ~p2 can be
calculated easily, leading to ~p2 = −~p3−~p4 because of ~p1 = 0. For the remaining
integrals, we introduce spherical coordinates by means of d3q = dΩ dq0q0 |~q |.
The integration over ~p4 is evaluated in a frame, where ~p3 points along the
z-axis. The corresponding angles are denoted by ϕ34 and θ34 = ∠(~p3, ~p4). In
this coordinate system we find for the momentum volume elements
d3p3 d
3p4 = dp
0
3 dp
0
4 p
0
3 |~p3| p04 |~p4| dΩ3 dϕ34 dcos θ34 . (4.83)
The argument of the remaining delta function, δ(mη − p02 − p03 − p04), depends
on the angle θ34 through
p02 =
√
m2π+ + |~p3|2 + |~p4|2 + |~p3| |~p4| cos θ34 . (4.84)
By means of
∂
∂ cos θ34
(mη − p02 − p03 − p04) =
|~p3| |~p4|
p02
, (4.85)
it can be rewritten to
δ(mη − p02 − p03 − p04) =
p02
|~p3| |~p4| δ(cos θ34 − cos θ˜34) , (4.86)
where cos θ˜34 denotes the zero of the argument of the delta function. After
the insertion of this expression, we have arrived at
Γ =
1
16(2π)5mη
∫
dp03 dp
0
4 dΩ3 dϕ34 dcos θ34 δ(cos θ34 − cos θ˜34) |A(s, t, u)|2 .
(4.87)
The only remaining angular dependence is in the argument of the delta func-
tion and, possibly, in the Mandelstam variables. In the rest frame of the η,
the latter are given by
s = m2η +m
2
π0 − 2mηp04 , t = m2η +m2π+ − 2mηp03 ,
u = m2η +m
2
π+ − 2mηp02 ,
(4.88)
such that only u depends on the angles, namely through p02. Due to the stand-
ard relation among the Mandelstam variables, u can be replaced by s and t
and the amplitude thus becomes independent of the angles. The angular integ-
ration can then be evaluated trivially and, changing the integration variables
to s and t according to Eq. (4.88), we finally find
Γ =
1
256π3m3η
∫
ds dt |A(s, t, u)|2 . (4.89)
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The integral runs over the entire physical region for the decay. In Sec. 4.2 we
have found that the boundaries of the physical region in s are given by
smin = 4m
2
π+ , and smax = (mη −mπ0)2 , (4.90)
and from Eq. (4.9) we can read-off that for a given s, the physically allowed
values for t lie in the interval [tmin(s), tmax(s)] with
tmin/max(s) =
1
2
(
3s0 − s∓ κ(s)
)
. (4.91)
The integral can also be expressed with the Dalitz plot variables X and Y
as integration variables. It then reads
Γ =
Q2c
384
√
3π3mη
∫
dY dX |A(X,Y )|2 , (4.92)
and the integration boundaries are given by
Ymin = −1 , Ymax = mη − 3mπ0 + 6mπ+
2mη
, (4.93)
and
Xmin(s) = −
√
3
2mηQc
κ
(
(mη −mπ0)2 −
2mηQc
3
(Y + 1)
)
,
Xmax(s) = −Xmin(s) .
(4.94)
Expressing the decay rate in terms of the normalised amplitude M(s, t, u)
reveals its dependence on the quark mass double ratio Q:
Γ =
1
Q4
m4K(m
2
K −m2π)2
6912π3m3ηm
4
πF
4
π
∫
ds dt |M(s, t, u)|2 . (4.95)
Since the decay rate can be measured, a theoretical representation of the decay
amplitude M(s, t, u) allows to determine Q from this equation.
So far, we have discussed the situation in the charged channel, but the
formulæ can easily be translated to be used in the neutral channel. Of course,
we must then use the neutral channel decay amplitude and integrate over
the correct phase space, which is easily obtained from the phase space of the
charged channel by replacing mπ+ by mπ0. In addition, we have to multiply
by a factor 1/3! to account for the indistinguishability of the neutral pions.
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Channel Γi/Γtot in % Γi in eV
total — 1300± 70
neutral modes 71.90± 0.34 935± 51
2γ 39.31± 0.20 511± 28
3π0 32.57± 0.23 423± 23
charged modes 28.10± 0.34 365± 20
π+π−π0 22.74± 0.28 296± 16
π+π−γ 4.60± 0.16 60± 4
Table 4.1: PDG averages for the total and some partial decay rates of the η [22].
In Table 4.1 we list the current PDG averages for the total decay rate of the
η as well as decay rates of the most important channels. The branching ratio
of the two η → 3π channels is
r =
Γ(3π0)
Γ(π+π−π0)
= 1.432 ± 0.026 . (4.96)
4.8 Dalitz plot parametrisation
It is rather common to parametrise the squared decay amplitude of a three-
particle decay as a power series in the Dalitz plot variables X and Y . The
coefficients of the series are called the Dalitz plot parameters. In particular,
also measurements are often represented in this form.
Including terms of at most cubic order, the Dalitz plot parametrisation for
the charged eta decay channel reads
Γ(X,Y ) = |A(s, t, u)|2 = N(1 + aY + bY 2 + cX + dX2 + eXY
+ fY 3 + gX3 + hX2Y + lXY 2) ,
(4.97)
where N is the overall normalisation and a, b, . . . , l are the Dalitz plot para-
meters. Several nomenclatures are in use and we follow here to convention
from Ref. [32]. Since the amplitude is symmetric under the exchange t ↔ u,
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or correspondinglyX ↔ −X, all the terms odd inX must vanish. This implies
c = e = g = l = 0.
The neutral channel is even totally symmetric in the Mandelstam variables,
leading to additional simplifications. To find a suitable form for the Dalitz
plot parametrisation in this case, we count the number of independent, fully-
symmetric polynomials at a given order in the Mandelstam variables. At linear
order, there is only one, s+ t+ u, but it is equal to a constant. Accordingly,
no linear term appears in the Dalitz plot parametrisation. At quadratic order,
there are two symmetric terms,
s2 + t2 + u2 and st+ tu+ us , (4.98)
but they are not independent, since
(s+ t+ u)2 = s2 + t2 + u2 + 2(st+ tu+ us) = (m2η + 3m
2
π0)
2 , (4.99)
such that only one term remains. At cubic order, one finds three terms:
s3 + t3 + u3 , st2 + su2 + ts2 + tu2 + us2 + ut2 , stu . (4.100)
They are related with each other through (s+ t+u)3, but this still leaves two
independent polynomials.
At quadratic order, the amplitude can therefore be parametrised in terms
of a single variable. It is convenient to use a definition, where the symmetry
is explicit, namely
Z =
2
3
4∑
i=2
(
3Ti
Qn
− 1
)2
= X2 + Y 2 =
3
2m2ηQ
2
n
(s2 + t2 + u2 − 3s20) , (4.101)
where Qn = T2 + T3 + T4 = mη − 3mπ0 . The Dalitz plot parametrisation up
to quadratic order is then
Γ(X,Y ) = |A¯(s, t, u)|2 = N(1 + 2αZ) . (4.102)
At cubic order, two independent terms are needed, such that it cannot be
expressed in Z only. The slope parameter α has been determined by many
experiments to excellent accuracy, but none of the higher order coefficients
have been measured so far.
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Due to the relation (4.32) between the amplitudes for the charged and the
neutral channel, also the two Dalitz plot parametrisations are related. The
amplitudes for both channels are expanded in the Dalitz plot variables as
A(s, t, u) = Nc(1 + a¯Y + b¯Y
2 + d¯X2 + . . .) , (4.103)
A¯(s, t, u) = Nn(1 + α¯Z + . . .) . (4.104)
Comparing the absolute square of these expansions with the respective Dalitz
plot parametrisations including terms up to quadratic order, we obtain
a = 2Re a¯ , b = 2Re b¯+ |a¯|2 , d = 2Re d¯ , α = Re α¯ . (4.105)
We express the amplitude for the neutral channel in terms of the charged
channel amplitude by means of Eq. (4.32). For the prefactors in the definition
of the Dalitz plot variables we introduce the abbreviations
Rc/n =
2
3
mηQc/n , (4.106)
with Qc = mη − 2mπ+ −mπ0 and Qn = mη − 3mπ0 . The quantity Rn −Rc =
3.35×10−3 GeV2 is small and we only keep terms at most linear therein. This
leads to
A¯(s, t, u) = Nc
{
3
(
1− Rn −Rc
Rc
a¯
)
+
3
2
Q2n
Q2c
(b¯+ d¯ )Z
}
+O
(
(Rn −Rc)2
)
.
(4.107)
Neglecting the term proportional to a¯, we obtain
Nn = 3Nc , and α¯ =
Q2n
2Q2c
(b¯+ d¯ ) . (4.108)
Together with the expressions from Eq. (4.105) this finally yields [28]
α =
Q2n
2Q2c
(Re b¯+ Re d¯ ) =
Q2n
4Q2c
(b+ d− 1
4
a2 − (Im a¯)2) . (4.109)
The slope parameter α can thus not be obtained from the Dalitz plot para-
meters for the charged channel, since this requires knowledge of (Im a¯). Still,
we have found an upper limit for α:
α ≤ Q
2
n
4Q2c
(b+ d− 1
4
a2) , (4.110)
with equality only if Im a¯ = 0. In the isospin limit, where Qn = Qc, the
equation is reduced to the formula given in Ref. [23].
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a b d f
χPT O(p4) −1.33 0.42 0.08 — [10]
χPT O(p6) −1.271 ± 0.075 0.394 ± 0.102 0.055 ± 0.057 0.025 ± 0.160 [23]
Dispersive −1.16 0.24 . . . 0.26 0.09 . . . 0.10 — [12]
NREFT −1.213 ± 0.014 0.308 ± 0.023 0.050 ± 0.003 0.083 ± 0.019 [28]
Gormley et al. −1.17 ± 0.02 0.21 ± 0.03 0.06 ± 0.04 — [102]
Layter et al. −1.08 ± 0.014 0.034 ± 0.027 0.046 ± 0.031 — [103]
Crystal Barrel −1.21 ± 0.07 0.21 ± 0.11 0.046 — [104]
KLOE −1.090 +0.009
−0.020 0.124 ± 0.012 0.057
+0.009
−0.017 0.14 ± 0.02 [32]
Table 4.2: Compilation of theoretical and experimental results for the Dalitz plot
parameters of the charged channel. In the result from Crystal Barrel, c has been kept
fixed to the value from Layter et al. The KLOE collaboration have been the first to
measure f .
4.9 Overview of theoretical and experimental results for
the Dalitz plot parameters
We present here a number of experimental and theoretical results for the Dalitz
plot parameters in both channels.
Table 4.2 lists theoretical and experimental results for the charged decay
channel. Presently, the only existing modern measurement of the Dalitz plot
for the charged channel comes from the KLOE collaboration [32, 105]. All
the other experiments have been performed rather long ago and had much
lower statistics. Having only one experimental result at hand is not very
satisfactory as we have no possibility for comparison. This would be particu-
larly welcome for the parameter b, which turns out surprisingly small in this
measurement. Luckily, other experiments will present measurements of this
decay in the near future (WASA-at-COSY [106, 107], BES-III [108]). Also the
KLOE collaboration is soon to deliver a new result [109]. Compared to their
recent measurement, statistics will be increased by an order of magnitude and
systematic uncertainties reduced due to an improved event selection process.
The result from the KLOE collaboration enters our calculation as input and
we thus discuss it in some more detail here. The KLOE detector is situated
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Figure 4.6:Measured Dalitz plot distribution for the charged channel from the KLOE
collaboration [32]. The plot contains 1.34×106 events in 246 bins. The Dalitz plot
variables X and Y have been defined in Eq. (4.14).
at the DAΦNE e+e− collider [110] in Frascati. It operates at a center-of-mass
energy of 1020 GeV, which corresponds to the mass of the φ meson. The η
mesons are then produced through the decay process φ→ ηγ.
The analysis we make use of is based on about 450 pb−1 collected in the
years 2001 and 2002. About 1.4×109 φ mesons were produced from which
some four million η → π+π−π0 events are expected. This follows from the
branching ratios of the two processes involved:
BR(φ→ ηγ)BR(η → π+π−π0) = 1.3% · 22.74% = 3×10−3 . (4.111)
Since this is a two particle decay, the recoil photons from φ decays are almost
monochromatic with Eγ ≈ 363 MeV. They are thus well separated from
the softer photons coming from π0 decays and can be used to identify the
production of an η. Using Monte Carlo simulations, the selection efficiency
was found to be ǫ = (33.4 ± 0.2)% and the background contamination is
expected to be 0.3 per cent. After background subtraction, 1.34×106 events
are left that are collected in 264 bins with ∆X = ∆Y = 0.125. The resulting
Dalitz distribution is shown in Fig. 4.6.
The measured distribution is then fitted to the Dalitz plot parametrisation.
Only those 154 bins that lie entirely within the physical region were used and
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various forms of the Dalitz plot parametrisation were fitted. It was found that
the coefficients of terms that are odd in X, i.e., c, e, g and l, are consistent
with zero in agreement with charge conjugation symmetry. Leaving them out
of the fit does not affect the result for the other parameters. Including only
terms up to quadratic order in the parametrisation leads to results with very
low p-value. As it turns out, the coefficient h is consistent with zero, but f
must be included as it differs substantially from zero. The p-value of the fit is
then 74 per cent and the Dalitz plot parameters are
a = −1.090 ± 0.005 (stat)+0.008−0.019 (syst) ,
b = 0.124 ± 0.006 (stat) ± 0.010 (syst) ,
d = 0.057 ± 0.006 (stat)+0.007−0.016 (syst) ,
f = 0.14 ± 0.01 (stat) ± 0.02 (syst) ,
(4.112)
with the correlation matrix
a b d f
a 1 −0.226 −0.405 −0.795
b 1 0.358 0.261
d 1 0.113
f 1
(4.113)
All the parameters that are not listed were not included in the fit but kept
fixed at zero. The systematic error contains an estimate of the uncertainties
coming from event selection, binning, and background contamination. Other
systematic effects were found to be negligible.
For the neutral channel, the experimental situation is much clearer, as the
Dalitz plot has been measured in recent years by several experiments in ex-
cellent agreement. The present PDG average is α = −0.0317 ± 0.0016. Some
experimental results, in particular also those contained in the average, are
compiled in Table 4.3 and visualised in Fig. 4.7. We do, however, not rely on
any of these results as input. While the experimental value for α is well es-
tablished, its prediction from theory has proved rather difficult as can be seen
from the results that are also given in the table. Chiral perturbation theory
favours a positive value, even though the uncertainty on the two-loop result
is large enough to also encompass negative values. The dispersive analysis of
Kambor et al. [12] leads to a negative result, but with too small magnitude. A
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α
χPT O(p4) 0.015 [111]
χPT O(p6) 0.013 ± 0.032 [23]
Kambor et al. −0.014 . . . −0.007 [12]
Bijnens & Gasser −0.007 [111]
Kampf et al. −0.044 ± 0.004 [26]
NREFT −0.025 ± 0.005 [28]
GAMS-2000 (1984) −0.022 ± 0.023 [13]
Crystal Barrel@LEAR (1998) −0.052 ± 0.020 [14]
Crystal Ball@BNL (2001) −0.031 ± 0.004 [15]
SND (2001) −0.010 ± 0.023 [16]
WASA@CELSIUS (2007) −0.026 ± 0.014 [17]
WASA@COSY (2008) −0.027 ± 0.009 [18]
Crystal Ball@MAMI-B (2009) −0.032 ± 0.003 [19]
Crystal Ball@MAMI-C (2009) −0.032 ± 0.003 [20]
KLOE (2010) −0.0301 +0.0041
−0.0049 [21]
PDG average −0.0317 ± 0.0016 [22]
Table 4.3: Various theoretical and experimental results for the slope parameter α. We
have added systematic and statistical uncertainties in quadrature. The PDG average
contains all the experimental results given here with the exception of the value by the
KLOE collaboration. The same results are also visualised in Fig. 4.7.
similar result comes from Bijnens and Gasser, who simplified the method by
Anisovich and Leutwyler by only considering rescattering effects in the direct
channel (i.e., MˆI = 0, see Chapter 5). Quite recently, Schneider et al. [28]
have obtained a value that is compatible with experiment in a non-relativistic
effective field theory (NREFT) framework. Kampf et al. [26] found a negative
value from an analytical dispersive analysis using experimental data on the
charged channel plus two-loop χPT as inputs.
We check now whether the results compiled in Tables 4.2 and 4.3 satisfy the
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Figure 4.7: Visualisation of the theoretical and experimental results listed in Table 4.3.
The shaded interval corresponds to the PDG average.
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inequality in Eq. (4.110). With the exception of the measurement by Layter
et al., which leads to α ≤ −0.060, from all the results for the Dalitz plot
parameters of the charged channel follows an upper limit for α consistent with
the PDG average. The KLOE collaboration are the only one to deliver Dalitz
plot parameters for both channels and their findings are indeed in agreement
with the inequality. Also the theoretical results for the charged channel lead
to an upper limit that is obeyed by the corresponding values for α2. With
the exception of the value from NREFT, all the upper limits from theory are
positive. The reason for the failure of χPT seems to be the size of b which
turns out quite large compared to the experiments.
The authors of Ref. [28] have found a tension between their analysis, the
measurement of the charged channel by the KLOE collaboration, and the well-
established experimental value for α. In the NREFT framework, it is possible
to explicitly calculate Im a¯. This value is inserted into Eq. (4.109) together
with the Dalitz plot parameters from KLOE, leading to α = −0.062+0.006−0.007,
in rather strong disagreement with the PDG average and KLOE’s own res-
ult. This confirms the strong need for more experimental information on the
charged channel.
2In case of the O(p6) result, the inequality seems to be violated, which is, however, a
consequence of round-off errors.
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Dispersion relations for η → 3pi
We have now set up the mathematical and physical framework required to con-
struct the dispersion relations for η → 3π. We follow the procedure that was
outlined by Anisovich and Leutwyler [11, 112] and implemented byWalker [31].
At the time of the publication of the former article, Kambor, Wiesendanger,
and Wyler [12] also carried out a dispersive analysis of this process, using a
somewhat differing approach.
We start with the derivation of the unitarity condition for the imaginary part
of the decay amplitude that serves as input for the dispersion integrals. It turns
out that an approximation used in this procedure is actually inconsistent with
unitarity and we must discuss, how unitarity can be restored. The chapter
closes with the construction of the dispersion relations with special emphasis
on the required number of subtraction constants.
5.1 Unitarity Condition
We denote the transition amplitude of an η into some three pion state n by
Anη→3π. The decay occurs entirely through the isospin breaking operator LIB
and, according to Eq. (4.28), the amplitude is given by
Anη→3π = 〈n, out|LIB|η〉 . (5.1)
In the absence of isospin breaking, the η is a stable particle and the operator
LIB can be understood as a small perturbation that generates transitions
between eigenstates of the unperturbed system. Time reversal symmetry then
relates the transition matrix elements of LIB between a stable η state and an
arbitrary outgoing or incoming state as
〈n, out|LIB|η〉 = 〈η|LIB|n, in〉 = 〈n, in|LIB|η〉∗ , (5.2)
113
Chapter 5 · Dispersion relations for η → 3π
and from this follows for the imaginary part of the transition matrix element
ImAnη→3π =
1
2i
(〈n, out|LIB|η〉 − 〈n, in|LIB|η〉)
=
1
2i
∑
n′
(〈n, out|n′, out〉〈n′, out|LIB|η〉
− 〈n, in|n′, out〉〈n′, out|LIB|η〉
)
=
1
2i
∑
n′
(
δnn′ − 〈n′, out|n, in〉∗
)An′η→3π ,
(5.3)
where a complete set of “out” states has been inserted in the second line. We
introduce the scattering amplitude Tn′n and obtain
ImAnη→3π =
1
2i
∑
n′
(
δnn′ −
(
δnn′ + i(2π)
4δ(pn − pn′)Tn′n
)∗)An′η→3π
=
1
2
∑
n′
(2π)4δ(pn − p′n)T ∗n′nAn
′
η→3π .
(5.4)
In the physical region, the sum over n′ is restricted to three pion states. Fur-
thermore, the 3π → 3π transition matrix Tn′n contains disconnected contri-
butions, where two pions scatter, while the third one is only a spectator, as
well as connected contributions, where all pions participate in the scattering
process. Chiral perturbation theory shows that the latter are suppressed, as
they only enter at the two-loop level. We therefore omit the connected part
of the ππ scattering amplitude and indicate this with the superscript d. The
unitarity condition then reads
ImAnη→3π
∣∣
d
=
1
2
∑
n′
(2π)4δ(pn − p′n)(T dn′n)∗An
′
η→3π . (5.5)
We found in Eq. (4.32) for the decay amplitude in the charged channel that
A+−0η→3π(s, t, u) = A113η→3π(s, t, u) = A(s, t, u) . (5.6)
In the following, we derive a dispersive representation for A(s, t, u), from which
the amplitudes for the charged and the neutral channel can easily be obtained
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by means of Eq. (4.32). The unitarity condition (5.5) imposes a linear con-
straint on A(s, t, u) such that we may extract the usual normalisation factor,
A(s, t, u) = − 1
Q2
m2K(m
2
K −m2π)
3
√
3m2πF
2
π
M(s, t, u) , (5.7)
where Q is the quark mass double ratio defined in Eq. (1.109). In the following,
we will work with the normalised amplitude M(s, t, u), which at O(p4) coin-
cides with the one-loop amplitudeM(s, t, u). It can be decomposed into isospin
amplitudes MI(s) according to the reconstruction theorem in Eq. (3.61),
M(s, t, u) = M0(s)+ (s−u)M1(t)+ (s− t)M1(u)+M2(t)+M2(u)− 2
3
M2(s) .
(5.8)
Recall that this decomposition was obtained neglecting the high energy tails
in the dispersion integrals as well as the imaginary parts of D- and higher
waves. In the chiral counting, the neglected contributions are of O(p8). As we
do not intend to perform a loop-calculation within χPT, we do however not
need to respect chiral counting. We simply make use of the fact that the terms
we omit are numerically small. Instead of formulating a dispersion relation
for the amplitude M(s, t, u), we will derive one for each of the three isospin
amplitudes. This procedure constitutes a considerable simplification since the
MI(s) are functions of one variable that only possess the right-hand cut.
We return, for now, to the decay of an η into three arbitrary pions πi(p2),
πj(p3), and π
k(p4). The properties of the decay amplitude have been discussed
in great detail in Chapter 4 and we will make extensive use of these results in
the following. In compliance with Eq. (4.31), the decay amplitude M ijk for
this process can be decomposed as
M ijk(s, t, u) = M(s, t, u) δijδk3 +M(t, u, s) δikδj3 +M(u, s, t) δi3δjk . (5.9)
Inserting the normalised amplitude M ijk into the unitarity condition yields
ImM ijk(s, t, u)
∣∣
d
=
1
2
∑
n′
(2π)4 δ4(p2 + p3 + p4 − pn′)(T dn′(ijk))∗Mn′ , (5.10)
where Mn′ is the amplitude for the decay η → n′ and T dn′(ijk) is the disconnec-
ted part of the scattering amplitude for πiπjπk → n′. The latter only contains
scattering processes that involve two of the pions. Any pion can be the spec-
tator that does not take part in the final-state rescattering, such that there are
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a total of three contributions that must be taken into account. For example,
if πk(p4) is not scattered, then the η decays into π
a(pa), π
b(pb), and π
k(p4)
and the former two pions then scatter into πi(p2) and π
j(p3). The sum over
the intermediate states is only taken over the two pion states |πa(pa)πb(pb)〉.
These processes contribute the term
1
4(2π)2
∑
a,b
∫
d3pa d
3pb
2p0a 2p
0
b
Aab,ij ∗ππ→ππ(s, θs)δ4(pa+pb−p2−p3)Mabk(s, t′s, u′s) (5.11)
to the unitarity condition, where the general n′ → n scattering amplitude
has now been replaced by the according ππ scattering amplitude. The kin-
ematic variables must be chosen very carefully in order to prevent sign mistakes
coming from incompatible definitions of the scattering angles. We follow the
conventions as outlined in Chapters 3 and 4, such that we can make use of the
formulæ presented there. For example, we define the Mandelstam variables in
the s-channel by
s = (pa + pb)
2 = (p2 + p3)
2 , t′s = (pb + p4)
2 , u′s = (pa + p4)
2 . (5.12)
Furthermore, we introduce three angles:
θ = ∠(~p4, ~pa) , θ0 = ∠(~p4, ~p3) , θs = ∠(~pa, ~p3) , (5.13)
With this choice, t and u (t′s and u′s) can be expressed in s and θ0 (s and
θ) by means of Eq. (4.9). We will evaluate the integral in Eq. (5.11) in the
frame, where ~p4 is oriented along the z-axis, while ~p3 lies in the x-z-plane with
positive x- and z-component. The orientation of ~pa is then described by θ and
the azimuth φ. The angle θs is related to the other angles by
cos θs = cos θ0 cos θ + sin θ0 sin θ cosφ =
t− u
κ(s)
cos θ + . . . . (5.14)
If one of the other pions is the spectator, we proceed analogously and summing
up the three contributions yields
ImM ijk(s, t, u)
∣∣
d
=
1
4(2π)2
∑
a,b
∫
d3pa d
3pb
2p0a 2p
0
b
×
{
Aab,ij ∗ππ→ππ(s, θs)δ4(pa + pb − p2 − p3)Mabk(s, t′s, u′s)
+Aab,ik ∗ππ→ππ(t, θt)δ4(pa + pb − p2 − p4)Majb(s′t, t, u′t)
+Aab,jk ∗ππ→ππ(u, θu)δ4(pa + pb − p3 − p4)M iab(s′u, t′u, u)
}
.
(5.15)
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We return now to the decay amplitude of the charged channel with
M+−0(s, t, u) = M113(s, t, u) = M(s, t, u) , (5.16)
and fix the indices i, j, and k accordingly in Eq. (5.15). Also the decay
amplitude in the integrand can be written as function of the corresponding
centre-of-mass momentum and an angle and the integration over the momenta
can then be evaluated in the same way as in Eq. (3.32). Only the integration
over the orientation of ~pa remains:
ImM(s, t, u)
∣∣
d
=
1
128π2
∑
a,b
∫
dΩ
×
{√
s− 4m2π
s
Aab,11 ∗ππ→ππ(s, θs)Mab3(s, t′s, u′s)
+
√
t− 4m2π
t
Aab,13 ∗ππ→ππ(t, θt)Ma1b(s′t, t, u′t)
+
√
u− 4m2π
u
Aab,13 ∗ππ→ππ(u, θu)M1ab(s′u, t′u, u)
}
,
(5.17)
where dΩ = dφ dcos θ. We decompose the ππ scattering amplitude as in
Eq. (3.27) with the projection operators from Eq. (3.10) and the functions FI
from Eq. (3.42). For the η decay amplitude, we insert the decomposition from
Eq. (4.31). The sum over a and b can then be evaluated explicitly and we
obtain
ImM(s, t, u)
∣∣
d
=
1
4π
∫
dΩ
×
{
1
3
sin δ0(s) e
−iδ0(s)
(
3M(s, t′s, u
′
s) +M(t
′
s, u
′
s, s) +M(u
′
s, s, t
′
s)
)
− 1
3
sin δ2(s) e
−iδ2(s)
(
M(t′s, u
′
s, s) +M(u
′
s, s, t
′
s)
)
+
3
2
sin δ1(t) e
−iδ1(t) cos θt
(
M(s′t, t, u
′
t)−M(u′t, s′t, t)
)
+
1
2
sin δ2(t) e
−iδ2(t)
(
M(s′t, t, u
′
t) +M(u
′
t, s
′
t, t)
)
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+
3
2
sin δ1(u) e
−iδ1(u) cos θu
(
M(s′u, t
′
u, u)−M(t′u, u, s′u)
)
+
1
2
sin δ2(u) e
−iδ2(u)
(
M(s′u, t
′
u, u) +M(t
′
u, u, s
′
u)
) }
. (5.18)
If we now insert the reconstruction theorem (5.8), the right-hand side must
take the form of this decomposition as well:
G0(s) + (s− u)G1(t) + (s− t)G1(u) +G2(t) +G2(u)− 2
3
G2(s) . (5.19)
The functions GI(s) are compiled from the terms that are proportional to
δI(s) exp(−iδI(s)). By means of Eq. (5.14), the scattering angles can be re-
written in terms of the integration variables. The term proportional to cosφ
vanishes, since there is no other φ-dependence in the integrand. After the φ
integration has been evaluated, we are left with the integral over z ≡ cos θ. In
order to achieve that each integrand only depends on one primed Mandelstam
variable, we make use of the relation∫
dΩ znMI(t
′
s) = (−1)n
∫
dΩ znMI(u
′
s) , (5.20)
and similarly for the other channels. After all these simplifications, the func-
tions GI(s) read
G0(s) = sin δ0(s) e
−iδ0(s) 1
2
1∫
−1
dz
{
M0(s) +
2
3
M0(t
′
s) + 2(s − s0)M1(t′s)
+
2
3
z κ(s)M1(t
′
s) +
20
9
M2(t
′
s)
}
,
G1(s) = sin δ1(s) e
−iδ1(s) 1
κ(s)
1
2
1∫
−1
dz z
{
3M0(t
′
s) + 3z κ(s)M1(s)
+
9
2
(s− s0)M1(t′s)
+
3
2
z κ(s)M1(t
′
s)− 5M2(t′s)
}
,
G2(s) = sin δ2(s) e
−iδ2(s) 1
2
1∫
−1
dz
{
M0(t
′
s)−
3
2
(s− s0)M1(t′s)−
1
2
z κ(s)M1(t
′
s)
+M2(s) +
1
3
M2(t
′
s)
}
.
(5.21)
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Each GI(s) contains a term proportional to MI(s), for which the integral can
be evaluated explicitly. For the remainder, we introduce angular averages of
the form
〈znMI〉 = 1
2
∫ 1
−1
dz znMI
(
3s0 − s+ zκ(s)
2
)
. (5.22)
Equating corresponding expressions in Eq. (5.18), that is ImMI(s) = GI(s),
we obtain the unitarity condition
ImMI(s)
∣∣∣
d
= θ(s− 4m2π)
{
MI(s) + MˆI(s)
}
sin δI(s)e
−iδI (s) , (5.23)
where the inhomogeneities are built from angular averages as
Mˆ0 =
2
3
〈M0〉+ 2(s − s0)〈M1〉+ 2
3
κ〈zM1〉+ 20
9
〈M2〉 ,
Mˆ1 =
1
κ
{
3〈zM0〉+ 9
2
(s− s0)〈zM1〉+ 3
2
κ〈z2M1〉 − 5〈zM2〉
}
,
Mˆ2 = 〈M0〉 − 3
2
(s− s0)〈M1〉 − 1
2
κ〈zM1〉+ 1
3
〈M2〉 .
(5.24)
5.2 The unitarity condition for the one-loop result
We check explicitly that the one-loop result from χPT verifies the unitarity
condition. The tree-level expressions for the phase shifts have been given in
Eq. (3.66). From Eq. (4.34) follows for the leading order η → 3π amplitude
M tree0 (s) ≡ T (s) =
3s− 4m2π
m2η −m2π
, M tree1 = M
tree
2 = 0 . (5.25)
Only two of the angular averages that build up the MˆI are non vanishing:
〈M tree0 〉(s) =
3− T (s)
2
, 〈z M tree0 〉(s) =
κ(s)
2(m2η −m2π)
. (5.26)
From these one immediately obtains
Mˆ tree0 (s) =
3− T (s)
3
, Mˆ tree1 (s) =
3
2(m2η −m2π)
, Mˆ tree2 (s) =
3− T (s)
2
.
(5.27)
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The tree-level expressions compose the right-hand side of the unitarity con-
straint (5.23), while on the left-hand side we must insert the imaginary part
of the one-loop result:
ImMI(s) =
{
M treeI + Mˆ
tree
I
}
δtreeI +O(p6) . (5.28)
With the explicit tree-level expressions, this relation becomes
ImM0(s) =
3 + 2T (s)
3
δtree0 (s) , ImM1(s) =
3
2(m2η −m2π)
δtree1 (s) ,
ImM2(s) =
3− T (s)
2
δtree2 (s) .
(5.29)
The imaginary part of the one-loop result comes exclusively from the loop-
integrals. The unitarity condition only comprises pion loops and we must
accordingly also omit the contributions of all the other loops in the perturb-
ative result. The imaginary part of the pion loop integral is given by
Im Jrππ(s) = θ(s− 4m2π)
1
16π
√
s− 4m2π
s
. (5.30)
It enters the MI(s) through the functions ∆i(s). From Eq. (4.39) results
Im∆I(s) = δ
tree
I (s) , I = 0, 1, 2 , Im∆3(s) =
1
3
δtree2 (s)
3s− 4m2K
m2η −m2π
,
(5.31)
and from Eq. (4.36) we find
ImM0(s) =
3 + 2T (s)
3
Im∆0(s) +
3− T (s)
3
Im∆2(s) + Im∆3(s) ,
ImM1(s) =
3
2(m2η −m2π)
Im∆1(s) , ImM2(s) =
3− T (s)
2
Im∆2(s) .
(5.32)
If in ImM0(s) the kaon mass is replaced by means of the Gell-Mann–Okubo
mass formula (1.94), the last two terms cancel. It is then immediately clear
that the unitarity condition is satisfied.
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5.3 Elastic unitarity
When going beyond leading order in the low-energy expansion, the decay amp-
litude picks up an imaginary part such that the functions MˆI must necessarily
be complex, too. But this contradicts the unitarity condition in Eq. (5.23),
because the latter implies that Im MˆI = 0:
sin δ ImM = Im
(
eiδ ImM
)
= sin δ Im
(
M + Mˆ
)
. (5.33)
In other words, the higher order corrections bring about a complex value for
ImMI(s). The problem originates in the fact that we neglected the connected
contributions to the imaginary part. While this is not in principle a bad
approximation—it works well for ππ scattering, where it is referred to as elastic
unitarity—it is in the present situation not compatible with unitarity.
In the case of three-body decays the consistent formulation of the analogue
of elastic unitarity is more complicated [113]. The solution is to start with the
elastic ππ scattering amplitude, where the problem with the imaginary part
does not occur. Given that it has the same structure as the η → 3π amplitude,
it can be decomposed according to the reconstruction theorem as well and the
MI(s) satisfy the same unitarity condition. The crucial difference is that the
eta mass mη has been replaced by the pion mass mπ and thus the argument
of MI in the integrand of the angular average in Eq. (5.22) is reduced to
1
2
(4m2π − s)(1− z) . (5.34)
The integration thus runs only over values of s that lie on the negative real
axis, where MI is real to all orders and consequently also MˆI remains real in
accordance with the unitarity condition. In the case of ππ scattering it is thus
compliant with unitarity to drop the disconnected part of the amplitude. Be-
cause the amplitude is real for s ≤ 4m2π, the Schwarz reflection principle (2.1)
applies and the imaginary part can be written as
ImMI(s) =
MI(s+ iǫ)−MI(s− iǫ)
2i
≡ discMI(s) . (5.35)
The imaginary part on the left hand side of Eq. (5.23) can thus be replaced
by the discontinuity. If one of the incoming pions is replaced by an η with a
mass m˜η = mπ, these arguments still hold and, due to crossing, they remain
valid also for the decay of the η. Of course, with this mass the η is too
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light for the decay to actually happen, but we can analytically continue the
amplitude in the mass m˜η, until it reaches the physical eta mass mη. Because
the argument of MI in the angular averages depends on mη, doing this results
in a deformation of the integration path. All we have to do is to make sure
that this path never crosses the cut and then, the unitarity condition retains
the same form for η → 3π as it had for elastic ππ scattering, namely
discMI(s) = θ(s− 4m2π)
{
MI(s) + MˆI(s)
}
sin δI(s)e
−iδI (s) . (5.36)
The discontinuity does not need to be real, such that it is not in contradiction
with unitarity any longer that the MI(s) pick up an imaginary part at higher
orders. Because neglecting the connected contributions does no longer lead to
complications, we have omitted the label d in the unitarity condition. Note,
however, that this procedure has only saved unitarity, but not restored the
connected part of the amplitude.
The angular averages 〈znMI〉(s) deserve a detailed discussion. They are
integrals in the complex plane along a path that starts at s− and ends at s+
with
s± =
1
2
(3s0 − s± κ(s)) . (5.37)
The points move around in the complex plane depending on the value of s. The
angular averages build up the functions MˆI(s) that are part of the integrand
in the dispersion integrals and accordingly, we need them for s ∈ [4m2π,∞).
In Fig. 5.1 the position of s± is plotted in the interesting part of this region.
For s ≥ (mη +mπ)2, s± are real and negative, and thus away from the cut.
This is also true for s outside of the range shown in the figure, because for
s→∞, the end points behave as s+ → −∞ and s− → 0. The integration can
be performed along the real axis without problems. For s = (mη +mπ)
2, the
endpoints even coincide because κ(s) vanishes there, leading to a zero in the
angular averages. For (mη +mπ)
2 > s > (mη −mπ)2, s± move away from the
real axis and, because κ(s) is purely imaginary in this region, they are related
by complex conjugation. In this situation, we have to be more careful and
at all times make sure that the integration path avoids the cut. As long as s
stays larger than m2η − 5m2π, the real parts of s± are still smaller than 4m2π
and we can integrate along a straight line connecting them. But as soon as s
drops below this value, this is no longer possible, since the straight integration
path crosses the cut: it is here that the consequences of the omission of the
connected contributions show up. The integration path has to be deformed
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Figure 5.1: Real and imaginary part of the start point s
−
and the end point s+ of
the integration path. The thin grey lines in the figures for the real part mark the
position of the branch point at 4m2pi. The black curves cross it at s = m
2
η − 5m2pi.
At s = 1
2
(m2η −m2pi), Re s− touches the grey line: it is there that s− moves from the
lower to the upper rim of the cut.
in some way, e.g., by following a line parallel to the imaginary axis until the
real axis is reached, then going along the real axis on the lower rim of the cut,
turning around the branch point, then following the real axis again, but on the
upper rim of the cut, and finally going along a parallel to the imaginary axis
again until s+ is reached. An example of such an integration path is shown
in Fig. 5.2. At s = (mη −mπ)2, κ(s) again vanishes and the endpoints thus
coincide, but this time they lie on opposite sides of the cut and the angular
average has no zero. Indeed, for (mη −mπ)2 ≥ s > 12(m2η −m2π) we still have
to integrate along the horseshoe shaped path described above, even though
the parts parallel to the imaginary axis are now missing. With decreasing s,
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4m2π
s′
s−
s+
Figure 5.2: The horseshoe shaped integration path that is used in order to calculate
MˆI(s) for m
2
η − 5m2pi < s < (mη +mpi)2.
s− is moving towards the branch point at 4m2π. For s =
1
2(m
2
η −m2π), s− is
equal to 4m2π and moves on the upper rim of the cut, such that the integration
can now again be performed along a straight line.
If s lies between (mη−mπ)2 and 4m2π, where s± are real, it is not immediately
clear on which side of the cut the end points actually lie. This can be decided
by equipping the eta mass with a small positive imaginary part, which then
shows that the above description is indeed correct. In particular, one can
clearly see that the imaginary part of s− changes its sign at s = 12(m
2
η −m2π).
5.4 Integral equations and ambiguity
Once the unitary condition in Eq. (5.36) is known, we can immediately write
down an n times subtracted dispersion relation for the functions MI(s):
MI(s) = PI(s) +
sn
π
∫ ∞
4m2π
ds′
s′n
sin δI(s
′)e−iδI (s′)
(s′ − s− iǫ)
{
MI(s
′) + MˆI(s′)
}
, (5.38)
where PI(s) is a polynomial of order n − 1 in s. Its coefficients are not con-
strained by this equation, which thus contains n− 1 free parameters.
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This dispersion relation, although correct, is not a good choice as it does
not determine the amplitude uniquely. This can be seen easiest by dropping
MˆI in the unitarity condition, which is then reduced to
discMI(s) = θ(s− 4m2π) sin δI(s)e−iδI (s)MI(s) . (5.39)
This equation is of the form of Eq. (2.43) and in Sec. 2.3 we have derived its
solution to be
MI(s) = ΩI(s)mI(s) . (5.40)
where Ω(s) is the Omnès function that was introduced in Eq. (2.47) andmI(s)
is a polynomial. The unitarity condition allows for an arbitrary polynomial
that can be further constrained, if we have some knowledge on the asymptotic
behaviour of MI(s). Here, the Omnès function is given by
ΩI(s) = exp
{
s
π
∫ ∞
4m2π
δI(s
′)
s′(s′ − s)ds
′
}
. (5.41)
Assuming that the phase shifts reach their asymptotic values of kπ at some
large scale Λ2, with k = 1 for I = 0, 1 and k = 0 for I = 2, the asymptotic
behaviour of the Omnès functions is according to Eq. (2.52) given by
Ω0(s) ≍ 1
s
, Ω1(s) ≍ 1
s
, Ω2(s) ≍ 1 . (5.42)
Assuming MI(s) to grow asymptotically at most with some power of s limits
the order of the polynomialmI(s). The origin of the aforementioned ambiguity
is the asymptotic behaviour of the Omnès functions for I = 0, 1 (which itself
is due to the asymptotic behaviour of the scattering phase shifts). It implies
that, if MI(s) is asymptotically bounded by s
n−1, mI(s) must be of order n.
The general solution of the unitarity condition thus contains a total of n free
parameters. The integral representation of MI(s) given in Eq. (5.38) indeed
grows like sn−1, but it contains only n− 1 free parameters in the polynomial,
i.e., one parameter less than the general solution. The dispersion relations
for M0(s) and M1(s) therefore allow for a one parameter family of solutions.
The dispersion relation for M2(s) can, on the other hand, be solved uniquely,
because m2(s) and the subtraction polynomial are both of order n− 1.
We return now to the unitarity condition including the functions MˆI(s) and
search for a set of dispersion relations that can be solved uniquely. Since we
have found before that mI(s) ≡ MI(s)/ΩI(s) contains the correct number of
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degrees of freedom, we derive dispersion relations for these functions. Their
discontinuity can be calculated to be
discmI(s) =
MI(s+ iǫ)
2iΩI(s+ iǫ)
− MI(s− iǫ)
2iΩI(s− iǫ)
=
MI(s+ iǫ)e
−iδI (s) −MI(s− iǫ)eiδI (s)
2i|ΩI(s)|
=
−MI(s) sin δI(s) + eiδI (s)discMI(s)
|ΩI(s)| =
sin δI(s)MˆI(s)
|ΩI(s)| ,
(5.43)
where we have used Eq. (2.48) in the second equality. This leads immediately
to a set of dispersion relations for mI(s) that can be solved for MI(s):
MI(s) = ΩI(s)
{
PI(s) +
sn
π
∫ ∞
4m2π
ds′
s′n
sin δI(s
′)MˆI(s′)
|ΩI(s′)|(s′ − s− iǫ)
}
. (5.44)
The polynomials P0(s) and P1(s) are now of order n, one order larger than
in the standard dispersion relation, while P2(s) is still of order n − 1. The
solution of these equations is indeed unique, as M0(s) and M1(s) now each
contain one free parameter more than in Eq. (5.38).
5.5 Number of subtraction constants
The number of subtractions needed for the dispersion integral in Eq. (5.44),
or in other words the value of n, is a rather delicate matter. From a purely
mathematical point of view, subtracting the dispersion integral is simply a re-
arrangement of the equation. Once we have performed enough subtractions to
ensure that the integral along the infinite circle vanishes, any further subtrac-
tion does not effectively alter the equation any more, because the change in the
dispersion integral is absorbed in an additional parameter in the subtraction
polynomial.
But from a physical point of view, there is more to it than this. If few
subtractions are used, the high energy behaviour of the integrand is less sup-
pressed. In the present case, this would mean that the contributions above
the KK-threshold are more important. Using more subtraction constants, on
the other hand, reduces the predictive power of the solution, because more
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parameters have to be determined using other methods. For example, if we
use one-loop chiral perturbation theory to fix the subtraction polynomial, hav-
ing too many subtractions means that the solution will not substantially differ
from the one-loop result itself.
The Roy equations [83] for ππ scattering indicate that the decay amplitude
M(s, t, u) obeys a fixed t dispersion relation with two subtractions. Chiral
perturbation theory thus leads to an oversubtracted dispersion relation: at
one-loop level it requires 4 subtractions and at higher orders even more. This
is due to the fact that the integration extends until far outside of the region of
validity of χPT. The large number of subtractions is required by the unphysical
singularity of the low-energy result at infinity.
We fix the number of subtraction constants by requiring the amplitude
to satisfy the Froissart bound [114], which here amounts to the restriction
that the polynomial part of the amplitude M(s, t, u) asymptotically grows
at most linearly in s, t and u. For the individual isospin components this
implies M0(s) = O(s), M1(s) = O(1) and M2(s) = O(s). Each subtraction
polynomial is multiplied by the Omnès function and, recalling the asymptotic
behaviour of the latter from Eq. (5.42), they are
P0(s) = α0 + β0s+ γ0s
2 , P1(s) = α1 + β1s , P2(s) = α2 + β2s , (5.45)
containing a total number of 7 subtraction constants. This number can be
further reduced because the isospin decomposition (5.8) is not unique. Shifting
the MI(s) simultaneously according to Eq. (3.63) leaves the total amplitude
M(s, t, u) unchanged. We can now use such a transformation to shift some of
the subtraction constants to zero. In order to leave the asymptotic behaviour
of the MI(s) intact, we must set α = β = 0 and the shift is then determined
by the remaining three parameters:
M0(s) 7→M0(s) + 5
3
γs− 3s0γ − 4
3
δ − 3ǫ(s− s0) ,
M1(s) 7→M1(s) + ǫ ,
M2(s) 7→M2(s) + γs+ δ .
(5.46)
We can choose γ, δ and ǫ such that α1 = α2 = β2 = 0. So finally, we are
left with four undetermined subtraction constants and we can now state the
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dispersion relations in the form
M0(s) =Ω0(s)
{
α0 + β0s+ γ0s
2 +
s2
π
∫ ∞
4m2π
ds′
s′2
sin δ0(s
′)Mˆ0(s′)
|Ω0(s′)|(s′ − s− iǫ)
}
,
M1(s) =Ω1(s)
{
β1s+
s
π
∫ ∞
4m2π
ds′
s′
sin δ1(s
′)Mˆ1(s′)
|Ω1(s′)|(s′ − s− iǫ)
}
, (5.47)
M2(s) =Ω2(s)
s2
π
∫ ∞
4m2π
ds′
s′2
sin δ2(s
′)Mˆ2(s′)
|Ω2(s′)|(s′ − s− iǫ) .
The dispersion integrals have been subtracted at s = 0, but also some other
point would do, provided we change the subtraction constants accordingly. As
already indicated in Eq. (5.44), the subtraction polynomial inM0(s) andM1(s)
is one order higher than would be expected from the number of subtractions
actually performed in the dispersion integral. This is related to the fact that
we have written the dispersion relation for MI(s)/ΩI(s). In principle, we
could even subtract these integrals once more and absorb the difference into
the subtraction constants γ0 and β1 respectively. But keeping the relations
in their present form leads to simpler expressions for these two subtraction
constants, as will be discussed below.
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Solution of the dispersion relations
In the last chapter, we have derived a set of coupled dispersion relations for
the isospin amplitudes MI(s). In the present chapter, we discuss our iterative
solution algorithm for this problem. We present two different ways to deter-
mine the subtraction constants: from a matching to χPT at one loop [11]
and from a combined fit to experimental data and one-loop χPT. This latter
procedure had not been possible at the time of the original publication by
Anisovich and Leutwyler due to the lack of suitable experimental data and
is thus an entirely new approach in this context. A detailed account of the
implementation into a numerical computer program and the results thereof
will be given in Chapters 7 and 8, respectively.
6.1 Iterative solution algorithm
In order to solve the integral equations (5.47), we apply the iterative procedure
illustrated in Fig. 6.1. We start the iterations by setting the functions MI(s)
to their tree-level expressions from χPT. The configuration we start with does
not influence the result of the calculation (but probably its efficiency), and thus
other choices are possible. We have checked that starting withMI(s) = 0 does
indeed lead to the same result, but takes an iteration step more to achieve the
same accuracy. From the initial MI(s) we then calculate the MˆI(s) according
to Eq. (5.24). When starting with MI(s) = 0 or with the tree-level approxim-
ation, this can even be done analytically the first time (see Eq. (5.27)). We
insert the resulting MˆI into the dispersion integrals in Eq. (5.47) and evaluate
them numerically. The only remaining unknowns in the isospin amplitudes are
then the four subtraction constants, whose determination will be discussed in
the next section. With the new representation of the MI(s), the entire pro-
cedure is repeated until, after a sufficient number of iterations, the algorithm
has converged to the desired accuracy and the process is stopped.
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set MI to
tree-level
calculate MˆI
from MI
calculate MI
from MˆI
determine
subtraction
constants
accuracy
reached?
Yes
No
done
Figure 6.1: Iteration algorithm used to solve the dispersion relations in Eq. (5.47).
6.2 Determination of the subtraction constants
We have solved the dispersion relation with two different methods. Both
apply the iteration procedure as described above, but they differ in the way
the subtraction constants are determined. The first method follows Anisovich
and Leutwyler [11], who have matched the subtraction constants to the one-
loop result from χPT in every iteration step. In their article, the possibility to
determine the subtraction constants with the help of experimental data was
already mentioned. At the time, suitable data was simply not available, but
the recent results from the KLOE collaboration [32] can indeed be used for
this purpose. However, the overall normalisation of the amplitude cannot be
obtained from the data and is in either case obtained from χPT.
Even though we cannot do entirely without input from perturbation theory,
the dispersive approach has the advantage that we can rely on the perturbat-
ive result in a region, where it converges rather quickly. From this low-energy
input, the dispersion relations then extrapolate the amplitude to the physical
region, where χPT, at least up to O(p4), fails to give an accurate prediction.
Roiesnel and Truong [9] have shown that the discrepancy between the de-
cay width as obtained from one-loop χPT and the measured value is due to
large final-state rescattering effects. The advantage of the dispersive approach
over perturbation theory thus comes from the fact that it can complement
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the one-loop approximation by an arbitrary number of final-state rescattering
processes.
Of course, it is still desirable to reduce the influence of χPT on our result
to a minimum. If the subtraction constants are fixed from a pure matching to
the one-loop result, even its high energy contributions enter to some extent.
On the other hand, if we use experimental data in addition, we must rely
on the perturbative expression only at very low energy, where it is expected
to converge much quicker than in the physical region. Both approaches are
discussed in detail in the following sections.
6.2.1 Matching to 1-loop χPT
Two of the subtraction constants, γ0 and β1, can be fixed by sum rules. We
have found in Eqs. (4.52) and (4.53) that two combinations of subtraction
constants are related to integrals over the imaginary parts of the functions
MI(s) at one loop. Taking derivatives of the dispersion relations for the one-
loop approximation in Eq. (4.47), we find for the same combinations
c0 +
4
3
c2 =
1
2
M
′′
0(0) +
2
3
M
′′
2(0) =
1
π
∞∫
4m2π
ds′
ImM0(s
′) + 43 ImM2(s
′)
s′3
, (6.1)
b1 + c2 = M
′
1(0) +
1
2
M
′′
2(0)
= − 4L3 −
1
64π2
F 2π (m
2
η −m2π)
+
1
π
∞∫
4m2π
ds′
s′ ImM1(s′) + ImM2(s′)
s′3
. (6.2)
The same derivatives can also be calculated from the dispersive representa-
tion (5.47), and we find
1
2
M ′′0 (0) +
2
3
M ′′2 (0) = γ0 +
1
π
∞∫
4m2π
ds′
s′3
{
sin δ0(s
′)Mˆ0(s′)
|Ω0(s′)| +
4
3
sin δ2(s
′)Mˆ2(s′)
|Ω2(s′)|
}
+
1
2
α0 Ω
′′
0(0) + β0 Ω
′
0(0) , (6.3)
M ′1(0) +
1
2
M ′′2 (0) = β1 +
1
π
∞∫
4m2π
ds′
s′3
{
s′ sin δ1(s′)Mˆ1(s′)
|Ω1(s′)| +
sin δ2(s
′)Mˆ2(s′)
|Ω2(s′)|
}
(6.4)
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These relations are independent of the transformation in Eq. (5.46), since
the shifts in M0(s) and M2(s) are linear in s, while the one in M1(s) is a
constant, such that they vanish in the derivatives. Matching the corresponding
expressions,
1
2
M ′′0 (0) +
2
3
M ′′2 (0) ≃
1
2
M
′′
0(0) +
2
3
M
′′
2(0) ,
M ′1(0) +
1
2
M ′′2 (0) ≃M′1(0) +
1
2
M
′′
2(0) ,
(6.5)
thus yields conditions for the subtraction constants γ0 and β1 that are inde-
pendent of this convention. Each side of the matching conditions consists of
a subtraction term and an integral over the discontinuities of the amplitude.
The integrals account for the contributions from low lying states, while all
other singularities, including those at infinity, are contained in the subtrac-
tion terms. The difference between the two representations comes from the
integrals. While the integrals in Eqs. (6.3) and (6.4) only comprise the ππ
discontinuities, the one-loop approximations also takes KK, ηπ and ηη singu-
larities into account. On the other hand, the same integrals are not restricted
to O(p4) but rather include terms of arbitrary chiral order.
The integrals must be compared at O(p4), since other terms are beyond the
accuracy of the one-loop approximation. To do this, we expand the integrals
on both sides of the matching conditions to this order. Taking only the ππ
discontinuities into account—the others will be discussed below—the imagin-
ary part of the MI(s) is given by the unitarity condition in Eq. (5.28), where
only tree-level expressions enter on the right-hand side.
In order to go on, we must discuss in detail the chiral order of all the parts
of the dispersion relations. We already know from Sec. 5.2 that the phase
shifts, the MˆI(s), and M0(s) are O(p2), while M1(s) and M2(s) only start
at O(p4). Clearly, due to the exponential, the leading contribution to the
Omnès function is O(1). From comparison of the dispersive representation
for M0(s) with the tree-level expression in Eq. (5.25) follows that M
tree
I (s) is
entirely determined by the two subtraction constants α0 and β0, which are
hence O(p2). Accordingly, the remaining subtraction constants, γ0 and β1,
obtain their leading contribution at O(p4).
We use the unitarity condition in the form of Eq. (5.28) together with
M tree0 (s) = α0 + β0s to replace the imaginary parts of the amplitudes in
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Eq. (6.1). The right-hand side of this equation thus becomes
α0
1
π
∞∫
4m2π
ds′
s′3
δtree0 (s
′) + β0
1
π
∞∫
4m2π
ds′
s′2
δtree0 (s
′)
+
1
π
∞∫
4m2π
ds′
s′3
(
δtree0 (s
′)Mˆ tree0 (s
′) +
4
3
δtree2 (s
′)Mˆ tree2 (s
′)
)
. (6.6)
The terms multiplying the subtraction constants can be identified with the
derivatives of the Omnès function at O(p4):
Ω′I(0) =
1
π
∞∫
4m2π
ds′
s′2
δtreeI (s
′) +O(p4) (6.7)
Ω′′I (0) =
2
π
∞∫
4m2π
ds′
s′3
δtreeI (s
′) +
 1
π
∞∫
4m2π
ds′
s′2
δtreeI (s
′)

2
+O(p4) (6.8)
The second term in Ω′′I (0) is also O(p4) and drops out together with all the
other terms of that order because the subtraction constants are O(p2). Equa-
tion (6.6) then becomes
1
2
α0 Ω
tree
0
′′(0) + β0 Ωtree0
′(0) +
1
π
∞∫
4m2π
(
· · ·
)
, (6.9)
where the integrand has remained the same. The corresponding integral in
Eq. (6.3) is easily expanded by means of
sin δI(s)MˆI(s)
|ΩI(s)| = δ
tree
I (s)Mˆ
tree
I (s) +O(p6) , (6.10)
and it is then clear that the two integrals are the same up to corrections of
O(p6). Since the one-loop approximation does not contain a subtraction term,
the matching condition implies that γ0 = 0.
Similarly, the integral in Eq. (6.2) can be rewritten as
1
π
∞∫
4m2π
ds′
s′3
(
s′δtree1 (s
′)Mˆ tree1 (s
′) + δtree2 (s
′)Mˆ tree2 (s
′)
)
. (6.11)
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The only subtraction constant contained inM1(s) andM2(s), β1, is O(p4) and
does therefore not enter. The integral in Eq. (6.4) is again easily expanded
and found to be identical. This time, also the one-loop expression contains a
subtraction term, such that the matching condition yields
β1 = −
4L3 − 164π2
F 2π (m
2
η −m2π)
≈ 4.6 GeV−4 . (6.12)
These results have been obtained neglecting all the discontinuities but those
from two-pion intermediate states. In the following we estimate the contribu-
tions from the other singularities to the integrals in Eqs. (6.1) and (6.2). The
first one to set in is the cut due to ηπ states for s ≥ (mη +mπ)2. However,
from Eq. (4.39) we see that the corresponding loop integrals are multiplied
by m2π and hence lead to a tiny contribution. Indeed, taking only these in-
termediate states into account, the integral over the interval (mη +mπ)
2 ≤
s ≤ 4m2K amounts to less than 0.01 GeV−4. The only relevant effects from
inelastic channels come from s > 4m2K . The entire contribution of this interval
to the integrals amounts to a shift of +5.3 GeV−4 in γ0 and +1.7 GeV−4 in
β1. We do not add these corrections to the subtraction constants, but rather
use them as an estimate for the uncertainty due to the inelastic channels:
γ0 ≈ (0.0 ± 5.3) GeV−4 , β1 ≈ (4.6 ± 1.7) GeV−4 . (6.13)
In every iteration step, γ0 and β1 are fixed to these values.
In order to determine the remaining two subtraction constants, α0 and β0,
we make use of the soft-pion theorem for the η → 3π amplitude. We have found
in Sec. 4.6 that the decay amplitude has two Adler zeros that are protected
by chiral SU(2)×SU(2) symmetry, such that the amplitude is not subject to
large corrections of O(ms) at these points. Along the line s = u, at leading
order in the low-energy expansion, the Adler zero appears at s = 4/3m2π .
One-loop corrections shift it away from the real s-axis, but they are of order
m2π and thus strongly suppressed. Since we still want to have the Adler zero
on the line s = u, we choose to use the zero of the real part on this line, the
deviation from the actual Adler zero being O(m2π). At one-loop order, this
point lies at s = 1.35m2π, very close to the tree-level Adler zero.
Because we need to fix two complex subtraction constants, the position of
the Adler zero alone is not sufficient and also the slope of the amplitude must
be used. The slope is, however, not protected by a symmetry.
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In every iteration step, α0 and β0 are fixed such that the amplitude agrees
with the one-loop approximation at the Adler zero up to linear order in an
expansion in s around sA along the line s = u. For the one-loop result we find
M(s, 3s0 − 2s, s) = MA + (s − sA)SA +O((s − sA)2) , (6.14)
with
sA = 1.35m
2
π , MA = −i 0.850×10−3 , SA = (0.200− i 0.0532)m−2π . (6.15)
For comparison, we also give the corresponding tree-level results:
streeA =
4
3
m2π , M
tree
A = 0 , S
tree
A =
3
m2η −m2π
= 0.194m−2π . (6.16)
Clearly, all the values obtain only a small contribution from one-loop correc-
tions in agreement with the low-energy theorem.
Denoting by M˜ (s, t, u) the amplitude with vanishing subtraction constants,
that is
M(s, t, u) = Ω0(s)(α0 + β0s+ γ0s
2) + (s− u) tΩ1(t)β1
+ (s− t)uΩ1(u)β1 + M˜ (s, t, u) ,
(6.17)
we find two equations for the subtraction constants α0 and β0:
MA = Ω0(sA)α0 +Ω0(sA)sA β0 +Ω0(sA)s
2
A γ0
+ 3(sA − s0) sAΩ1(sA)β1 + M˜(sA, 3s0 − 2sA, sA) ,
SA = Ω
′
0(sA)α0 + (Ω0(sA) + Ω
′
0(sA)sA)β0
+ (2Ω0(sA)sA +Ω
′
0(sA)s
2
A)γ0
+ (3(2sA − s0)Ω1(sA) + 3(sA − s0)sAΩ′1(sA))β1
+
∂
∂s
M˜(s, 3s0 − 2s, s)
∣∣∣
s=sA
.
(6.18)
Once we have evaluated the dispersion integrals, we know M˜(s, t, u). The sub-
traction constants γ0 and β1 are then fixed to their values given in Eq. (6.13)
and, to conclude the iteration step, α0 and β0 computed from Eq. (6.18). Since
they change in every step, these two subtraction constants can also serve as
indicator for the accuracy of the result. We end the iteration procedure when
the relative change of both, their real and imaginary part, is less than 10−3.
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6.2.2 Combined fit to KLOE data and one-loop χPT
Instead of using chiral perturbation theory to fix the subtraction constants,
we can also rely on experimental data in order to do the same. We stress,
however, that the experimental information is not sufficient. The data de-
scribes the function |A(s, t, u)|2, which differs from the dispersive expression
for |M(s, t, u)|2 by the normalisation factor introduced in Eq. (4.33). Since
this factor depends on the unknown quantity Q, which we want to extract in
the end, the overall normalisation of the dispersive representation cannot be
fixed from experimental data. Nevertheless, owing to the data, the influence
of χPT can be reduced to a minimum.
The experimental input comes from the KLOE collaboration. Their meas-
urement of the Dalitz distribution has been discussed in Sec. 4.9. The result
is given in terms of a Dalitz plot parametrisation, which describes the squared
amplitude everywhere in the physical region. Unfortunately, the binned data
set, from which the Dalitz plot parametrisation has been computed and which
would form the ideal basis for our fit, is not available. However, Andrzej Kupść
has provided us with a binned data set that he simulated based on the Dalitz
plot parametrisation by KLOE.
The subtraction constants are obtained by fitting the dispersive paramet-
risation at the same time to the simulated data set and the one-loop result
from χPT. In order to reduce the uncertainties coming from the low-energy
expansion of the amplitude, we again make use of the one-loop result in an
interval around the Adler zero.
Surface fitting is a statistical standard method1. The general idea of a fit
is the following. Consider a function of a set of variables ~g that in addition
also depends on a set of n parameters ~θ that determine the shape of the
function F (~g; ~θ ). The parameter values ~θ shall now be determined such, that
the resulting function gives the best possible approximation to some given set
of N data points f(~gi). Roughly speaking, we require
F (~g = ~gi; ~θ = ~ˆθ ) ≈ f(~gi) . (6.19)
Of course, this equation is not a usable formulation of the problem. What we
need is a clear definition for the meaning of the approximate equal sign or,
in other words, we must say what we mean by the best approximation. This
amounts to the choice of a certain fit method.
1As an introduction to various statistical techniques, the book by Lions has proved very
useful [115].
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We will use the method of least squares, where one finds the parameter
values that minimise the function
S(~θ ) =
N∑
i=1
(F (~gi; ~θ )− f(~gi))2
σ2i
, (6.20)
where σi is the statistical uncertainty on the data point f(~gi). The parameters
~ˆθ that minimise this quantity are found from the set of equations
∂S
∂θi
= 0 . (6.21)
The function S(~θ ) is χ2-distributed with N − n degrees of freedom2 and ac-
cordingly often simply called the chi square. The minimal value Smin = S(~ˆθ )
is a measure for the quality of the approximation. Often it is normalised by
the number of degrees of freedom and denoted as
χ2
d.o.f.
=
Smin
N − n . (6.22)
A value smaller than 1 for this quantity hints that the model is overfitting
the data, while a value larger than 1 means that the parametrisation is not
flawless in describing the data. The ideal result is χ2/d.o.f. = 1, where the
model curve lies within the error bars on the data. Another way to measure
the accuracy of a fit is the p-value, which gives the probability that, given the
model function, a value for Smin of that size is obtained in an experiment. It
is accordingly calculated as
p =
∞∫
Smin
fχ2(N − n, t) dt = 1− Fχ2(N − n, Smin) , (6.23)
where fχ2(N − n, x) and Fχ2(N − n, x) are the density and the distribution
function, respectively, for the χ2-distribution with N − n degrees of freedom.
The covariance matrix is estimated by the inverse of the Hessian matrix:
Cov(θˆi, θˆj) = (H
−1)ij , with Hij =
1
2
∂2S
∂θi ∂θj
. (6.24)
2The χ2-distribution is briefly discussed in Appendix B.
137
Chapter 6 · Solution of the dispersion relations
Before we turn our attention to the fit of the subtraction constants, let us
first briefly discuss the fit of the Dalitz plot parametrisation to the simulated
data set. This will be important below, because we need to normalise the data
set to one at the centre of the Dalitz plot. Since the bin centred at X = Y = 0
is not part of the data set, we determine the normalisation factor from this
fit. The data set contains the number of events in each bin, and we must
therefore also integrate the Dalitz plot parametrisation over the entire bin in
the definition of the χ2. The integral over the bin centred at (X,Y ) with
dimensions ∆X and ∆Y is given by
∫
bin
dX ′dY ′ Γ(X ′, Y ′) = N∆X∆Y
(
1 + aY + b
(
Y 2 +
∆Y 2
12
)
+ d
(
X2 +
∆X2
12
)
+ f
(
Y 3 +
∆Y 2Y
4
))
, (6.25)
where we have only included the parameters a, b, d, and f , which are nonzero
in the KLOE result. The data set contains 154 square bins with ∆X = ∆Y =
0.125. We find for the normalisation and the Dalitz plot parameters
N∆X∆Y = 7404 ± 13 , a = −1.086 ± 0.005 , b = 0.127 ± 0.005 ,
d = 0.056 ± 0.005 , f = 0.117 ± 0.01 . (6.26)
The fit routine has problems with varying very large numbers and the fit
works hence much better, if we use N∆X∆Y as free parameter rather than
the normalisation N itself.
We are now ready to discuss the fit of the subtraction constants. We have
a parametrisation of the η → 3π decay amplitude in terms of the complex
numbers α0, β0, γ0, β1, resulting in a total number of eight parameters that
we want to fit:
~θ = (Reα0, Imα0, Re β0, Imβ0, Re γ0, Im γ0, Reβ1, Imβ1) . (6.27)
The amplitude depends on two independent kinematic variables and we can
write it for example as
M(s, t, u; ~θ ) , or M(X,Y ; ~θ ) , (6.28)
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where, as usual, one Mandelstam variable is understood to depend on the
other two. Since the experimental data on the Dalitz plot distribution cannot
fix the overall normalisation of the amplitude, we must also fit to the one-loop
amplitude from χPT and the definition of S(~θ ) therefore contains several sums
of the type in Eq. (6.20). We require the model function to approximate the
one-loop amplitude in the vicinity of the Adler zero along the line s = u. This
is achieved by choosing N¯ = 5 points with 0 ≤ si ≤ 2m2π, ti = 3s0 − 2si, and
ui = si. The square differences of the real and imaginary part are summed
separately and each term is weighed with (Re σ¯i)
−2 or (Im σ¯i)−2, respectively,
with
σ¯i = M(si, 3s0 − 2si, si)−M tree(si, 3s0 − 2si, si) . (6.29)
In the physical region, we fit to the simulated data set based on the KLOE
experiment using N = 154 points at coordinates (Xi, Yi). The number of
events in the bin centred at (X,Y ) we denote by Nbin(X,Y ). The data must
be properly normalised by the number of events that are contained in the bin
centred at X = Y = 0 which, according to Eq. (6.25), is given by
Nbin(0, 0) =
∫
bin
dX ′dY ′ Γ(X ′, Y ′)
∣∣∣∣
X=Y=0
= N∆X∆Y
(
1 +
b∆Y 2 + d∆X2
12
)
.
(6.30)
Using the numerical values given in Eq. (6.26), this evaluates to Nbin(0, 0) =
7406 ± 13. The contribution of b and d to the uncertainty is negligible. The
statistical uncertainties on the number of events in the bin at (Xi, Yi), denoted
by σi, are part of the simulated data set as well. They must be normalised by
the same factor.
Finally, in order to compare with the binned data set, we must also integrate
the square of the dispersive amplitude over the bin. Accordingly, we define
the function
Mbin(X,Y ; ~θ ) ≡
∫
bin
dX ′dY ′ |M(X ′, Y ′; ~θ )|2 (6.31)
where the integral is taken over the bin centred at (X,Y ).
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Taking all of this into account, we define the χ2 as
S(~θ ) = WA
N¯∑
i=1
(
ReM(si, ti, ui; ~θ )−ReM(si, ti, ui)
)2(
Re σ¯i
)2
+WA
N¯∑
i=1
(
ImM(si, ti, ui; ~θ )− ImM(si, ti, ui)
)2(
Im σ¯i
)2
+
N∑
i=1
(
Mbin(Xi, Yi; ~θ )/Mbin(0, 0; ~θ )−Nbin(Xi, Yi)/Nbin(0, 0)
)2(
σi/Nbin(0, 0)
)2 .
(6.32)
This quantity is χ2 distributed with 2N¯ + N − 8 = 156 degrees of freedom.
Note that the first two sums are multiplied with a factor WA. By choosing its
value properly, we can ensure that the constraints from the low-energy region
and from the physical region have both enough weight in the fit. A too small
value for WA indeed leads to an amplitude that does not approximate the
one-loop amplitude at low energies very well. The reason is that the value of
S(~θ ) can then be reduced by a tiny improvement in the physical region at the
cost of a large deviation around the Adler zero. Since we use N = 154 points
in the physical region and 2N¯ = 10 around the Adler zero, WA = 15 seems a
natural choice. We have tried other values forWA and the results support this
claim: for WA . 5 the one-loop amplitude is not satisfactorily approximated.
On the other hand, we do not want to overemphasize the one-loop result and
thus prefer a small value. The uncertainty coming from the ambiguity in the
choice of WA will, of course, be accounted for in the error analysis.
For the minimisation of S(~θ ) we use numerical standard routines that return
central values and covariances for the subtraction constants.
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Implementation of the numerical
solution
This chapter contains some remarks on the implementation of the numerical
solution of the dispersion relations. The procedure has already been laid out
in great detail in Ref. [31]. We follow the same approach, but give some
additional details where they are required.
Since we deal with functions that are not known as mathematical expres-
sions, but only numerically, we start the chapter by discussing how these are
represented. This is followed by the description of the evaluation of the Omnès
function. The main computational problem is, of course, the computation of
the integrals contained in the definitions of MˆI and MI , which is discussed
extensively.
Quite often, we are faced with numerical standard problems, such as the
evaluation of a numerical integral or the inversion of a matrix. In these situ-
ations, we make use of the numerical libraries from the Numerical Algorithms
Group (NAG) that offer many routines to solve these problems reliably and
efficiently. Appendix A contains a list of all the routines that have been used
and is also intended to show, which tasks have been delegated to external
programs.
7.1 Representation of functions
When we evaluate an integral over MˆI(s) or MI(s), we cannot obtain an ex-
act value for the integrand at each point on the integration path, since these
functions are recursively defined as integrals over each other. In order to cal-
culate an exact value, we would have to go back through all the iteration
steps performed so far which, even though not impossible in principle, would
require huge amounts of computer time and is not practicable. Instead, we
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only calculate the functions at a number of points and then use some inter-
polation procedure to obtain values also in between. We choose to represent
the functions in terms of cubic splines. The method of spline interpolation
yields curves that link the interpolation points smoothly by piecewise polyno-
mials of third order, such that the function and its first two derivatives are
continuous at the interpolation points. Once the spline interpolant is found,
the evaluation of function values is very efficient. Even more importantly, the
method leads to an accurate approximation also close to the edge of the in-
terval covered by the interpolation points. This is an important requirement
for our purposes, as we will see in a moment.
First of all, we have to work out for what values of their argument MˆI(s)
and MI(s
′) must be available. The functions MˆI(s) are required, in principle,
from 4m2π up to infinity. Of course, we have to cut off the integration at some
scale Λ2 and thus need interpolation points only in the interval [4m2π,Λ
2].
For the MI(s
′) the situation is more involved, since they are contained in the
integrands of the angular averages. As we have described in detail in Sec. 5.3,
the integration follows a rather complicated path that also depends on the
point s, where MˆI(s) is to be evaluated. For every s that should serve as an
interpolation point for MˆI(s), we must ensure that MI(s
′) can be evaluated
along the entire integration path. Let us first identify the part of the real
axis, where MI(s
′) is needed. For s ≥ (mη + mπ)2, the end points s± of
the integration path are real and negative with s+ ≤ s−. The start point s+
moves in negative direction with growing s and thus reaches its smallest value
at s = Λ2, namely
s+(s = Λ
2) =
1
2
(
3s0 − Λ2 − κ(Λ2)
)
& −Λ2 . (7.1)
For s ≤ (mη − mπ)2, s± pick up an imaginary part. Their real part stays
below (mη −mπ)2, which implies that is enough to know MI(s′) on the real
axis for −Λ2 ≤ s ≤ (mη −mπ)2. It is, however, useful to calculate it up to
32m2π, since this allows for certain checks, as we will see later. Note that we
must calculate MI(s
′) on the upper and the lower rim of the cut separately.
Away from the real axis, we need information on MI(s
′) in the rectangular
region [−4m2π, 5m2π]×[−4m2π, 4m2π]. We could use a grid of points to interpolate
the two dimensional function, but as we need it along the same paths in every
iteration steps, we simply calculate a number of points on each path.
By definition, a spline-curve describes a smooth function. Since MI(s
′) and
MˆI(s) are expected to have cusps, a single spline-curve cannot adequately
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approximate them. Instead, me must use independent spline representations
on each side of such a point. The resulting spline has then continuous first
and second derivative everywhere but at these break points. Since they also
appear on the integration path, we must be able to evaluate the interpolant
arbitrarily close to the break points, for which the splines are ideally suited.
TheMI(s
′) are smooth up to a cusp at 4m2π such that we split the interpolation
points into two regions. Instead of the MˆI(s), we will interpolate the functions
M˜I(s) that are defined below. They have cusps at (mη±mπ)2 and accordingly
require three regions of interpolation points.
The distribution of the interpolation points must be tuned rather care-
fully. A large number of points leads to a more accurate approximation, but
the calculation consumes more computer time and we must hence achieve a
compromise between precision and efficiency. In regions where the functions
change slowly, only few points are needed. But otherwise, for example in the
vicinity of cusps, the density must be increased considerably to ensure an ac-
curate interpolation. While in some regions, the interpolation points are 2m2π
apart, we use as much as 400 points per m2π in the vicinity of the cusps.
7.2 Computation of the phase shifts and the Omnès
functions
The ππ phase shifts enter the equations through the Omnès functions but
also directly in the dispersion integrals. From the representation that we have
discussed in Sec. 3.6, they can be calculated efficiently for arbitrary values of
s, such that there is no need to use interpolation.
Once the phase shifts are available for any s, the Omnès functions can be
obtained by calculating the corresponding integrals. The numerical compu-
tation of an integral takes much more time than the evaluation of a spline
interpolant and thus one would expect that the use of interpolation could in-
deed save some computer time. However, as we argue now, this is not the case.
The Omnès functions appear in two places: as prefactors multiplying the sub-
traction polynomial and the dispersion integral in the definition of the MI(s),
but also as a part of the integrand inside the dispersion integrals. Since we
only calculate MI(s) at a limited number of interpolation points anyway, no
significant reduction of computing time comes from interpolating the Omnès
functions in the prefactors. The integrand of the dispersion integrals—and
thus the Omnès function appearing there—is, however, evaluated much more
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often. But instead of approximating the Omnès function by itself, the integ-
rand is interpolated as a whole. This means that there is no need to implement
a dedicated interpolation routine for the Omnès functions.
The integral in Eq. (5.41) can be solved using standard routines for nu-
merical integration. If s /∈ [4m2π,∞), the integral is easy to evaluate. Other-
wise, the integrand has a pole that must be treated explicitly. By use of the
Sokhotski-Plemelij formula (2.40), the integral can be split up as
ΩI(s) = exp
 sπ P
∞∫
4m2π
ds′
δI(s
′)
s′(s′ − s) + iδI(s)
 , (7.2)
which is then solved with a numerical routine that calculates the Cauchy
principal value. Since also the integrand in the dispersion relation is inversely
proportional to (s′ − s∓ iǫ), we will have to solve many integrals of this type
and the procedure will always be the one outlined here.
7.3 Computation of the MˆI(s)
From a given representation for the MI(s), we can calculate the MˆI(s) by
means of Eq. (5.24). In order to simplify the numerical treatment of the
angular averages, it is convenient to introduce the variable transformation
z =
2
κ(s)
(
s′ − σ) , with σ = 3
2
s0 − 1
2
s (7.3)
in the angular averages. This leads to
〈znMI〉 = 2
n
κ(s)n+1
∫
γ
ds′ (s′ − σ)nMI(s′) . (7.4)
The integration path γ has been discussed in detail in Sec. 5.3. In terms of
the new integration variable, the MˆI(s) are then found to be
Mˆ0(s) =
1
κ(s)
∫
γ
ds′
{
2
3
M0(s
′) + 2(s− s0)M1(s′)
+
4
3
(s′ − σ)M1(s′) + 20
9
M2(s
′)
}
,
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Mˆ1(s) =
1
κ(s)3
∫
γ
ds′
{
6(s′ − σ)M0(s′) + 9(s− s0)(s′ − σ)M1(s′)
+ 6(s′ − σ)2M1(s′)− 10(s′ − σ)M2(s′)
}
,
Mˆ2(s) =
1
κ(s)
∫
γ
ds′
{
M0(s
′)− 3
2
(s− s0)M1(s′)
− (s′ − σ)M1(s′) + 1
3
M2(s
′)
}
.
(7.5)
Since the function κ(s) has zeros that could lead to problems in the integrals
over the MˆI(s), we define the functions M˜I(s) by
Mˆ0(s) ≡ M˜0(s)
κ(s)
, Mˆ1(s) ≡ M˜1(s)
κ(s)3
, Mˆ2(s) ≡ M˜2(s)
κ(s)
. (7.6)
They are finite everywhere on the real axis, but we expect them to have cusps
at the zeros of κ(s). The only difficulty involved in the calculation of the M˜I(s)
is the complicated shape of the integration path. The numerical integration
itself poses no problems and can be solved by standard integration routines.
7.4 Computation of the MI(s)
The functions MI(s) are fully determined by a subtraction polynomial and a
dispersion integral according to Eq. (5.47). The dispersion integrals are of the
form
∞∫
4m2π
ds′
FI(s
′)
κ(s′)nI (s′ − s∓ iǫ) , (7.7)
with
FI(s) =
sin δI(s)M˜I(s)
|ΩI(s)|smI , (7.8)
and n0 = n2 = 1, n1 = 3, m0 = m2 = 2, and m1 = 1. We have used
the definition of M˜I(s) from the last section, which enabled us to write κ(s)
explicitly in the integrand. The functions FI(s) pose no substantial problems.
They have cusps at (mη ±mπ)2 because they contain the M˜I(s). In order to
make sure that this behaviour is taken care of properly, FI(s) is interpolated
separately in the three regions defined by these break points.
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The difficulty in the evaluation of the integral comes from the zeros of κ(s),
which may lead to poles in the integrand. They are at
s = 4m2π , s = (mη −mπ)2 ≡ a , s = (mη +mπ)2 ≡ b . (7.9)
The integrand has no pole at s = 4m2π. For s close to 4m
2
π, the end points of
the integration path in the angular averages lie on the upper rim of the cut
close to each other. The integrand is then approximately constant over the
path, such that the result of the integration is proportional to the path length:
M˜I(s) = O (|κ(s)|) . (7.10)
From the Schenk parametrisation (3.67) follows the behaviour of sin δI(s) close
to threshold:
sin δI(s) = O
(
(1− 4m2π/s)nI/2
)
= O (κ(s)nI ) , (7.11)
which cancels the factor κ(s)−nI . The Omnès function is equal to one at
s = 4m2π and the integrand is thus O(|κ(s)|) and tends to zero. The two other
zeros of κ(s), on the other hand, generate singularities that must be handled
with care. To that end, the integration path is divided into four parts as
∞∫
4m2π
=
a−g∫
4m2π
+
a+g∫
a−g
+
b+h∫
b−h
+
∞∫
b+h
. (7.12)
The numbers g and h must be chosen such that a + g = b − h and s never
lies on the boundary of any of these intervals, with the exception of s = 4m2π.
The first and the last integral are easily evaluated with standard integration
routines that also take care of the pole at s. But the other two go over the
poles at a and b and need special treatment. The fist step for both of them is
to put the part of the integrand that has no singularities in a function GI(s).
The function κ(s) is the product of three terms whereof only one effectuates
a pole. It turns out that the splitting
κ(s) =
√
1− 4m2π/s
√
a− s√b− s (7.13)
reproduces the correct prescription that was discussed in Sec. 5.3, if the square
roots are evaluated on the upper rim of the cut along the negative real axis.
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This form is thus well suited for the numerical treatment. For convenience,
we define the functions
GaI (s) =
FI(s)(√
1− 4m2π/s
√
b− s
)nI ,
GbI(s) =
FI(s)(√
1− 4m2π/s
√
a− s
)nI .
(7.14)
The first one is finite in the interval [a−g, a+g], the other one in [b−h, b+h].
In terms of these, the two integrals can be written as
a+g∫
a−g
ds′
GaI (s
′)√
a− s′ nI (s′ − s∓ iǫ) ,
b+h∫
b−h
ds′
GbI(s
′)√
b− s′ nI (s′ − s∓ iǫ) . (7.15)
They can both be solved in exactly the same way and only the integral over
the pole at a is discussed in detail here. We first consider I = 0 and I = 2,
where nI = 1. The integral is split up in two parts as
a+g∫
a−g
ds′
GaI (s
′)√
a− s′ (s′ − s∓ iǫ) =
a+g∫
a−g
ds′
GaI (s
′)−GaI (a)√
a− s′ (s′ − s∓ iǫ) +G
a
I (a)
a+g∫
a−g
ds′√
a− s′ (s′ − s∓ iǫ) , (7.16)
The first integral is finite at a and can be evaluated numerically as it stands.
It is, however, difficult to evaluate the integrand numerically close to the
singularity at s′ = a, and we will discuss later, how this problem is solved.
The second integral has an analytical solution. We change the integration
variable to x = s′ − a and then distinguish two cases:
g∫
−g
dx√−x (x+ a− s∓ iǫ) ≡
{
Qa0(s) , (a− s) /∈ [−g, g] ,
Ia0 (s) , (a− s) ∈ [−g, g] .
(7.17)
The integral is solved using Eq. (C.5) in both cases. The pole at x = 0 is
integrable and needs no special attention. Due to the relation
arctan(y) =
i
2
log
(
1− iy
1 + iy
)
, (7.18)
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the results can be rewritten in terms of real quantities. For (a− s) /∈ [−g, g],
we find
Qa0(s) =

− 1√
a−s
{
2i arctan
√
g
a−s + log
√
a−s−√g√
a−s+√g
}
, s < a ,
− 1√
s−a
{
2 arctan
√
g
s−a + i log
√
s−a−√g√
s−a+√g
}
, s > a .
(7.19)
In the case of (a − s) ∈ [−g, g], the argument of the logarithm is a negative
number. By means of
log
(
−y2 ∓ iǫ
)
= log
(
y2
)
∓ iπ , (7.20)
we obtain
Ia0 (s) =

− 1√
a−s
{
2i arctan
√
g
a−s + log
√
g−√a−s√
g+
√
a−s ∓ iπ
}
, s < a ,
− 1√
s−a
{
2 arctan
√
g
s−a + i log
√
g−√s−a√
g+
√
s−a ∓ π
}
, s > a ,
(7.21)
where the minus (plus) sign must be applied for s on the upper (lower) rim
of the cut. Also s = a is contained in the domain of Ia0 (s) and the function
is indeed finite on the upper rim of the cut. On the lower rim, however, it
is singular, but since this point never lies on the integration path, the pole
causes no problems.
If I = 1, we have n1 = 3 and must also subtract a linear term in the
denominator to ensure that the integrand is finite at s′ = a:
a+g∫
a−g
ds′
Ga1(s
′)
(a− s′)3/2 (s′ − s∓ iǫ) =
a+g∫
a−g
ds′
Ga1(s
′)−Ga1(a)− (s′ − a)Ga1 ′(s′)
(a− s′)3/2 (s′ − s∓ iǫ)
−Ga1 ′(a)
a+g∫
a−g
ds′√
a− s′ (s′ − s∓ iǫ) +G
a
1(a)
a+g∫
a−g
ds′
(a− s′)3/2 (s′ − s∓ iǫ) .
(7.22)
The first integral can be solved numerically, but the problem with the evalu-
ation of the integrand close to s′ = a is even more severe here. The second
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integral we have solved above but the last one is new. With the variable
transformation x = s′ − a it reads
g∫
−g
dx
(−x)3/2 (x+ a− s∓ iǫ) ≡
{
Qa1(s) , (a− s) /∈ [−g, g] ,
Ia1 (s) , (a− s) ∈ [−g, g] .
(7.23)
This time, the pole at x = 0 is not integrable and in its vicinity, the integration
path must be deformed into a little half-circle. The shape of the half-circle
depends on the position of the singularity at x = s − a: if this pole lies in
the upper half-plane, i.e., if we chose −iǫ in the denominator, the half-circle
must lie in the lower half-plane and vice versa. It turns out that the integral
along the half-circle gives no contribution. Using the indefinite integral from
Eq. (C.9), we find in a similar way as before:
Qa1(s) = −
2 + 2i
(a− s)√g +
Qa0(s)
a− s ,
Ia1 (s) = −
2 + 2i
(a− s)√g +
Ia0 (s)
a− s .
(7.24)
The evaluation of the same integral for s = a would require an additional sub-
traction in the numerator of the integrand in Eq. (7.22). Instead of evaluating
complicated integrals, we make use of the fact that the integral is finite also
in this point and simply avoid it. The value of MI(a) is then obtained from
the interpolation.
Along the same lines, one can evaluate the integration over the interval
(b−h, b+h). In particular, the same analytically solvable integrals will appear
in the process.
We have hinted above that the evaluation of the numerically solvable integ-
rals in Eqs. (7.16) and (7.22), as well as their counterparts over the interval
(b − h, b + h), poses a problem because of the singularities at s′ = a and
s′ = b, respectively. At these points, the denominator of the integrand has a
zero. The integrand, however, is finite, because we have made sure that the
numerator vanishes fast enough. But if the computer is asked to evaluate the
integrands in the vicinity of these points, it is bound to fail. The problem is
caused by the numerator, which contains the difference of two numbers that
almost cancel. A small relative error in each of these numbers can lead to a
large relative error in their difference. Since the result is divided by a very
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small number, the relative error is blown up to be a large absolute error as
well.
This problem is solved by using an approximative representation of the inte-
grand—excluding the factor 1/(s′− s∓ iǫ), which must be kept explicitly—in
the vicinity of the singularities. For s′ . a, real and imaginary part are
approximated by functions of the form
A+B(a− s′) and C +D√a− s′ + E(a− s′) , (7.25)
respectively, with real coefficients, while for s′ & a, the shape of the approx-
imation is
F +G
√
s′ − a+H(s′ − a) and J +K(s′ − a) . (7.26)
The coefficients of these functions are fixed by requiring the approximation to
reproduce the integrand at an appropriate number of points. In the vicinity
of b, the integrand can be well approximated by a linear function.
Once the dispersion integrals have been evaluated, the only unknowns in the
MI(s) are the subtraction constants. We have applied two different methods
in order to determine them, which have been discussed in the previous chapter.
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In this chapter, we present the numerical results of the dispersive analysis.
Let us briefly summarise, what quantities we calculate. From the iteration
algorithm comes a dispersive representation for the isospin amplitudes MI(s),
and from these one can build the decay amplitudes for the charged as well
as for the neutral decay channel. In the physical region, the squares of both
amplitudes can be represented in terms of a few Dalitz plot parameters. From
the integral of the squared amplitude over the entire phase space then follow
the quark mass ratio Q and the branching ratio r.
Our results for all these quantities coming from the matching to the one-loop
result and from the fit to the Dalitz distribution from the KLOE collaboration
are discussed in two separate sections. Afterwards, we compare our results to
other authors’ findings.
8.1 Matching to the one-loop result
We start with a presentation of the results obtained, when the subtraction
constants are determined from a matching to the one-loop result from χPT.
The procedure has been described in detail in Sec. 6.2.1. This basically con-
stitutes an update of the calculation in Ref. [11] using new inputs. Note that
the update that was recently presented by Leutwyler [116] only accounts for
the new value of the decay width, but does not rely on a re-evaluation of the
dispersion relations.
The immediate outcome of the iteration procedure are the isospin amp-
litudes MI(s) as well as the decay amplitude M(s, t, u). In Figs. 8.1 and 8.2
we show how these functions develop from step to step. The tree-level result is
plotted in black and non-vanishing only for M0(s) and M(s, t, u). The figures
also show the situation after one and two iterations steps as well as the final
result. The total number of iterations is determined by the requirement that
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Figure 8.1: The upper panel shows the development of the decay amplitudeM(s, t, u)
along the line s = u during the iteration procedure, the lower panel the same for the
isospin amplitude M0(s). In both cases, the real part is plotted as a solid line, while
the imaginary part is dashed. The vertical dashed lines mark the boundaries of the
physical region.
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Figure 8.2: The upper panel shows the development of the isospin amplitude M1(s)
during the iteration procedure, the lower panel the same for the isospin amplitude
M2(s). M1(s) is multiplied by m
2
pi in order to make it dimensionless. In both cases,
the real part is plotted as a solid line, while the imaginary part is dashed.
153
Chapter 8 · Results
the subtraction constants have converged at the level of one per mille. This
happens after 12 iterations, which is, however, far more than is necessary in
order to obtain precise results. Since efficiency is no relevant issue in this
calculation, there is nevertheless no need to reduce the number of iterations.
Figures 8.3 and 8.4 show only the final results for the amplitudes together with
the error band. A detailed discussion of the error analysis will follow later.
All the other results are based on the decay amplitude M(s, t, u) and its error
band.
In order to compare the decay amplitude with experimental results, we
calculate its square as a function of the Dalitz plot variables X and Y inside
the physical region. The result is visualised in Fig. 8.5. The rough shape
of the Dalitz distribution does indeed agree with the experimental result in
Fig. 4.6, but for a more precise comparison, we have also plotted two cuts
through the Dalitz plot in Fig. 8.6. The plots show the results from χPT,
from our dispersive analysis, and from the KLOE experiment, and they reveal
an obvious discrepancy between the latter two. We find an amplitude that is
much closer to the one-loop result than to experiment. The dispersive result
for the Dalitz plot distribution for the neutral channel, plotted in Fig. 8.7,
shows the same well-known problem that also the one-loop result has: it is
curved in the wrong direction compared to experiment. We must conclude
that, if the subtraction constants are obtained from a matching to one-loop
χPT in this way, the dispersive method fails to overcome the discrepancy
between experiment and perturbation theory.
The Dalitz distribution can be formulated in terms of the Dalitz plot para-
meters. From a fit of the Dalitz plot parametrisation to our result in the
charged channel, we find
a = −1.266 ± 0.042 ,
b = 0.516 ± 0.065 ,
d = 0.047 ± 0.011 ,
f = −0.052 ± 0.031 ,
h = −0.050 ± 0.007 .
(8.1)
The other Dalitz plot parameters must vanish due to charge conjugation sym-
metry. If they are also included in the fit, they turn out to be very small and
consistent with zero, while all the other parameters remain unchanged. The
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Figure 8.3: The figure shows the decay amplitude M(s, t, u) along the line s = u
in the upper panel and the isospin amplitude M0(s) in the lower panel. In both
cases, solid and dashed lines stand for the central values of the real and imaginary
part, respectively, dotted lines for the error band. The vertical dashed lines mark the
boundaries of the physical region.
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Figure 8.4: The figure shows the isospin amplitude M1(s) in the upper panel and
the isospin amplitude M2(s) in the lower panel. M1(s) is multiplied by m
2
pi in order
to make it dimensionless. In both cases, solid and dashed lines stand for the central
values of the real and imaginary part, respectively, dotted lines for the error band.
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Figure 8.5: The Dalitz plot distribution obtained from the dispersive analysis.
fit also delivers the correlation matrix:
a b d f h
a 1 −0.794 −0.137 0.617 0.254
b 1 −0.493 −0.968 0.386
d 1 0.692 −0.993
f 1 −0.602
h 1
(8.2)
Our result for the Dalitz plot parameters, of course, also reflects the discrep-
ancy with the experimental result.
In the neutral channel, we find for the single slope parameter
α = 0.030 ± 0.011 , (8.3)
which agrees with experiment in its absolute value, but not in its sign. Note
that according to Eq. (4.109), α grows with b. We have found a large value
for b, even larger than at one and two loop, and it is thus not surprising to
find α positive.
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Figure 8.6: The figure shows two cuts through the Dalitz plot for η → π+π−π0. The
upper panel depicts the distribution along the line with Y = 0.125, the lower panel
along the line with X = 0.125. The solid lines represent the central values and the
dotted lines the error band. The dashed lines mark the boundaries of the physical
region.
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Figure 8.7: The figure shows a cut along the line Y = 0 through the Dalitz plot for
η → 3π0. The solid lines represent the central values and the dotted lines the error
band. The vertical dashed lines mark the boundaries of the physical region.
We integrate the square of the dispersive amplitude over the entire phase
space and then, by means of Eq. (4.95), calculate Q from the charged and
from the neutral channel separately. We obtain
Q(π+π−π0) = 22.74+0.68−0.67 , Q(3π
0) = 22.72+0.65−0.64 . (8.4)
As an illustration of the effects of the iterations, Fig. 8.8 shows how the
value for Q obtained from the charged channel varies over the iteration steps.
Already after two steps, Q lies well within the error band of the final result,
however, it takes a few more to make the uncertainty due to the finite number
of iteration steps entirely negligible.
From the ratio of the phase space integrals we obtain the branching ratio
r = 1.428 ± 0.01 . (8.5)
It is in excellent agreement with the the experimental number, r = 1.432 ±
0.026. This was to be expected, since we have found almost identical values
for Q from the two decay channels.
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Figure 8.8: The figure shows the development of Q(π+π−π0) over the iteration steps.
The solid black line and the grey band indicate the final result and the corresponding
error band, respectively.
8.1.1 Error analysis
Several error sources contribute to the uncertainties on the amplitudes and the
physical quantities discussed in the previous section. In the following, we list
all of them and describe how their influence on the final results has been estim-
ated. Most of these sources are uncertainties on the input parameters, namely
on γ0 and β1 (see Eq. (6.13)), L3, and the ππ phase shifts (see Sec. 3.6). There
are also theoretical uncertainties coming from the interpolation of functions,
the finite number of iterations, and the cut-off in the dispersion integrals. Only
the latter leads to a non-negligible effect and is included in the error analysis.
The error bands on the decay amplitude, the isospin amplitudesMI(s) and the
Dalitz plot distribution as well as the errors on the Dalitz plot parameters and
on the branching ratio r consist of these contributions. There is an additional
error on the quark mass ratio Q due to the uncertainty on the experimental
decay width. Furthermore, inelastic processes have been completely neglected
in the dispersive analysis. In Ref. [31] it was found that this leads to an un-
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Q(π+π−π0) Q(3π0) r α
Γ ± 0.31 ± 0.31 — —
γ0 ± 0.38 ± 0.36 ± 0.0069 ± 0.0096
β1 ± 0.36 ± 0.35 ± 0.0039 ± 0.0026
L3
+0.025
−0.023
+0.036
−0.033 ± 0.0026 ± 0.0009
δI(s)
+0.18
−0.15
+0.17
−0.13
+0.0027
−0.0032 ± 0.0040
inelasticity ± 0.2 ± 0.2 — —
cut-off ± 0.09 ± 0.09 ± 0.002 ± 0.0026
total uncertainty +0.68−0.67
+0.65
−0.64
+0.0090
−0.0092 ± 0.011
Table 8.1: All the contributions to the uncertainties on Q, r, and α.
certainty of ±0.2 on Q. Since we have not explicitly calculated the effects of
inelasticity, these are not included in the error bands on the amplitudes and
in the uncertainties on r and the Dalitz plot parameters.
For each of these sources we show now, how its error contribution is estim-
ated. The dependence of Q on the decay width Γ is explicitly known, and the
error can be calculated analytically to be
dQΓ =
∣∣∣∣dQdΓ
∣∣∣∣ dΓ = Q4Γ dΓ . (8.6)
In order to estimate the uncertainty coming from a certain input, the latter
is set to one of the extremal values that are allowed by its uncertainty and
the dispersive analysis is repeated with this modified input. All the desired
numerical results are evaluated and the deviation from the central values is
taken to be the uncertainty due to this source. The subtraction constants
γ0 and β1 are only set to their maximum values and the error is then taken
to be symmetric. The low-energy constant L3 and the phase shifts, on the
other hand, are set to both extremal values and the resulting error is thus
asymmetric. The uncertainty due to the cut-off is estimated by shifting it
from the usual Λ2 = 200m2π up to Λ
2 = 300m2π .
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There is an additional complication involved in the evaluation of the un-
certainty on the Dalitz plot parameters: they are correlated. For each set
of inputs, we obtain the Dalitz plot parameters from a fit to the square of
the resulting amplitude in the physical region. Let ai(j) be the result for the
ith Dalitz plot parameter calculated from the jth set of inputs and denote
the central values by aj(0). We calculate the uncertainty on each Dalitz plot
parameter by
σ(ai) =
√∑
k
(
ai(k)− ai(0)
)2
, (8.7)
and then estimate the correlation matrix by
Corr(ai, aj) =
∑
k
(
ai(k)− ai(0)
)(
aj(k)− aj(0)
)√∑
k
(
ai(k)− ai(0)
)2√∑
k
(
aj(k)− aj(0)
)2 . (8.8)
We have checked that the error band on the Dalitz plot parametrisation ob-
tained in this manner agrees well with the actual error band on the Dalitz
distribution.
Table 8.1 lists all the separate contributions to the uncertainties on Q, r,
and α together with the total uncertainty which is the sum of their squares.
8.1.2 Comparison with the result of the original calculation
In this section, we compare our results to those of the original calculation by
Walker [31]. While the procedure is still the same, several ingredients differ
between his and our computation. We have a new representation of the ππ
phase shifts, and the values of the low-energy constant L3 and other physical
constants have changed. The total decay width of the η has been modified
considerably because recently, measurements that make use of the Primakoff
effect have been removed from the PDG average [117]. We have tried to
reproduce Walker’s inputs as accurately as possible and found the results in
the second row of Table 8.2 in almost perfect agreement with Ref. [31]. The
remainder of the table lists the effect that the change in each input to the
calculation has on the final results, which are given in the last row.
Leutwyler has recently presented an update of the analysis by Walker, where
he took only the new value for the decay width into account but did not
recalculate the solution of the dispersion relations with new input [116]. The
table explains, why his value, Q = 22.3± 0.8, is different from the outcome of
our analysis: While the new decay width lowers the value of Q considerably,
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Q(π+π−π0) Q(3π0) r
Results from Ref. [31] 22.8 22.9 1.43
Our reproduction 22.74 22.87 1.425
δI(s) +0.14 +0.13 −0.004
L3 +0.07 +0.11 +0.008
mK +0.22 +0.21 +0.000
mπ, mη, Fπ, ∆F +0.02 +0.02 −0.001
Γ −0.45 −0.62 —
Our result 22.74 22.72 1.428
Table 8.2: Comparison of the result from Ref. [31] with our updated result. We have
tried to reproduce the inputs used by Walker as accurately as possible and obtained
the results in row two. The next rows list the change in the result coming from
updating the inputs, leading to our final result in the last row.
all the other new inputs work in the opposite direction, such that in the end,
Q is almost not changed at all.
That the two values for Q have moved closer together is due to the fact that
not only the total decay width of the η has changed but also the branching
ratios of the charged and the neutral channel. While the branching ratio of the
neutral channel has increased, the one for the charged channel has decreased
such that the shift in Q(3π0) is larger than in Q(π+π−π0). The branching
ratio r is calculated from the ratio of the phase space integrals and thus not
affected by the experimental decay width.
8.2 Fit to experimental data
The Dalitz plot distribution that we obtained from matching to the one-loop
result is in clear disagreement with the measurement by the KLOE collabor-
ation. Also, our result for the sign of the slope parameter α conflicts with the
very accurate PDG average. Even though we have included many final-state
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Figure 8.9: The figure shows the decay amplitude M(s, t, u) along the line s = u
in the upper panel and the isospin amplitude M0(s) in the lower panel. In both
cases, solid and dashed lines stand for the central values of the real and imaginary
part, respectively, dotted lines for the error band. The vertical dashed lines mark the
boundaries of the physical region.
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Figure 8.10: The figure shows the isospin amplitude M1(s) in the upper panel and
the isospin amplitude M2(s) in the lower panel. M1(s) is multiplied by m
2
pi in order
to make it dimensionless. In both cases, solid and dashed lines stand for the central
values of the real and imaginary part, respectively, dotted lines for the error band.
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rescattering processes, we fail to remove the discrepancy between experiment
and χPT, if the subtraction constants are fixed by a pure matching to the
one-loop result. In order to reduce the impact of χPT to a minimum, we fit
our representation of the amplitude in terms of the subtraction constants to
the measured Dalitz distribution from KLOE. Chiral perturbation theory is
then only required in order to fix the normalisation. How we proceed has been
described in Chapter 6 and we present now our results from this approach.
The fit successfully approximates the one-loop result around the Adler zero
and the experimental Dalitz plot distribution as can be seen from
χ2
d.o.f.
=
141.5
156
≈ 0.91 , (8.9)
which corresponds to a p-value of 79 per cent. The success of the fit is also
confirmed by the the results that we present below.
In Figs. 8.9 and 8.10 we compare the decay amplitude and the isospin amp-
litudes we obtain from the fit with the results from the matching and the
one-loop amplitude from χPT. It is striking that the uncertainties on the
amplitude, in particular on its imaginary part, have become much larger. The
reason for this is simply that the fit to the data in the physical region fixes
the absolute value of the amplitude, but does not constrain its phase at all.
Information on the shape of the amplitude itself comes exclusively from the
fit around the Adler zero and, as the plot in Fig. 8.11 shows, in this region the
uncertainties are indeed small. From the same figure, one can also see that
the one-loop amplitude is approximated very well.
In Fig. 8.12, we show the Dalitz plot distribution and in Fig. 8.13 two cuts
through the Dalitz plot, both for the charged channel. In addition, we have
plotted a detail of the cut along X = 0.125 in Fig. 8.14. The KLOE result is
well approximated by our curve. Figure 8.15 shows a cut through the Dalitz
plot for the neutral channel. The dispersive amplitude now indeed leads to
the correct sign for the curvature.
For the Dalitz plot parameters in the charged channel, we find
a = −1.077 ± 0.025 , b = 0.126 ± 0.015 ,
d = 0.062 ± 0.008 , f = 0.107 ± 0.017 ,
h = −0.037 ± 0.008 ,
(8.10)
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Figure 8.11: The figure shows the decay amplitude M(s, t, u) along the line s = u
in the vicinity of the Adler zero. For the fit, we use five equally distributed points
between 0 and 2m2pi. This interval is indicated by the vertical dashed lines. One can
see that the dispersive amplitude approximates the one-loop amplitude rather well
and has small uncertainties. Solid lines stand for the real part, dashed lines for the
imaginary part and dotted lines for the error band.
with the correlation matrix
a b d f h
a 1 −0.371 −0.335 −0.179 0.363
b 1 −0.546 −0.802 0.425
d 1 0.672 −0.937
f 1 −0.656
h 1
(8.11)
Again we have checked that parameters that vanish due to charge conjugation
turn out to be consistent with zero if included in the fit, while the other
parameters are not affected. As opposed to the result by KLOE, we find
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Figure 8.12: The Dalitz plot distribution obtained from the dispersive analysis.
the parameter h clearly different from zero and our value for f is almost two
standard deviations two small. The other parameters agree with the KLOE
result. Since d and h have relatively large negative correlation, it is to be
expected that setting h to zero, will result in a smaller value for d, which is
acceptable as our value for d is somewhat too large. Indeed, removing h from
the fit leads to
a = −1.084 , b = 0.127 , d = 0.053 , f = 0.112 , (8.12)
with similar uncertainties as before. The agreement with experiment has im-
proved, but f is still too small. However, we have not fitted the subtraction
constants to the original KLOE data set, but rather to a simulated data set
whose Dalitz plot parametrisation in Eq. (6.26) agrees perfectly with what
we have found. Given that we have fitted to the simulated data set, this
correspondence does not come as a surprise but is nevertheless welcome as a
consistency check.
In the neutral channel the situation is different, since we have not taken
any experimental information on the decay η → 3π0 into account and can
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Figure 8.13: The figure shows two cuts through the Dalitz plot for η → π+π−π0. The
upper panel depicts the distribution along the line with Y = 0.125, the lower panel
along the line with X = 0.125. The solid lines represent the central values and the
dotted lines the error band. The dashed lines mark the boundaries of the physical
region.
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Figure 8.14: The figure shows a detail of the cut through the Dalitz plot for η →
π+π−π0 along the line with X = 0.125. The solid lines represent the central values
and the dotted lines the error band. The dashed line marks the boundary of the
physical region.
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Figure 8.15: The figure shows a cut along the line Y = 0 through the Dalitz plot for
η → 3π0. The solid lines represent the central values and the dotted lines the error
band. The vertical dashed lines mark the boundaries of the physical region.
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Q(π+π−π0) Q(3π0) r α
Γ ± 0.29 ± 0.29 — —
stat. KLOE ± 0.091 ± 0.086 ± 0.0068 ± 0.0034
syst. KLOE +0.45−0.30
+0.42
−0.28
+0.0078
−0.0125
+0.0067
−0.0094
N KLOE +0.030−0.029 +0.030−0.029 +0.0001−0.0001 +0.0016−0.0012
L3
+0.21
−0.25
+0.22
−0.26
+0.0020
−0.0021
+0.0018
−0.0015
δI(s)
+0.041
−0.053
+0.034
−0.048
+0.0014
−0.0018
+0.0020
−0.0017
WA
+0.000
−0.033
+0.000
−0.032
+0.0015
−0.0013
+0.0013
−0.0008
total uncertainty +0.59−0.50
+0.56
−0.50
+0.011
−0.015
+0.0083
−0.0104
Table 8.3: All the contributions to the uncertainties on Q, r, and α.
therefore make an independent prediction. We find
α = −0.045+0.008−0.010 , (8.13)
which differs from the PDG average by about 1.6 standard deviations.
For the quark mass ratio Q we get
Q(π+π−π0) = 21.31+0.59−0.50 , Q(3π
0) = 21.43+0.56−0.50 . (8.14)
Given that we have fitted our amplitude in the charged channel, we take the
value for Q derived from this channel as our main result. For the branching
ratio, we obtain
r = 1.47+0.011−0.015 . (8.15)
Since the two results for Q do not agree as well as before, the branching ratio
lies further away from the experimental result. The deviation is about 1.3
sigma.
8.2.1 Error analysis
The error analysis proceeds similarly as in the case of the matching but differs
in a few points that we discuss in detail in the following. The sources of
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errors on the amplitude are the statistical and systematic uncertainties on the
KLOE Dalitz plot parameters as well as the errors on L3 and the phase shifts.
In addition, the result also depends on the weight factor WA by which the
contribution to the χ2 from the region around the Adler zero is multiplied and
on the normalisation N that we apply to the simulated data set. As before,
the uncertainty on Q gets an additional contribution due to the experimental
error on the decay width. There is no theoretical uncertainty coming from
the integral cut-off in this case, since the effect from enlarging the cut-off
can be fully absorbed in the subtraction polynomial. Furthermore, we do not
include an uncertainty due to inelastic processes. Since the experimental data
includes their contribution in its entirety, we believe that once we fit the data,
inelastic processes are adequately accounted for by the subtraction polynomial
and their omission in the dispersion relations does not lead to a noteworthy
uncertainty.
The general procedure is again that we put a single input parameter to
one of its extremal values, repeat the fit and use the new results to estimate
the uncertainty due to this parameter. The uncertainty owing to the weight
factor WA is estimated by varying it between 5 and 50. Also the experimental
systematic uncertainties are treated in this way. They are not included in the
simulated data set, but we can use the systematic errors on the Dalitz plot
parameters to estimate their effect on our results. We shift one of the Dalitz
plot parameters by its systematic error and integrate the resulting change in
the Dalitz distribution over each bin. This additional contribution is added
to the number of events in the bin and the modified data set is then used to
redo the fit and estimate the uncertainty due to the systematic error on that
parameter.
The statistical uncertainties on the KLOE data must be treated in a special
way. They are part of the simulated data set and given for each bin, and they
enter the fit through the definition of the χ2. In addition to the central values
for the subtraction constants, the fitting procedure also returns an estimate
for the covariance matrix from which follow the statistical uncertainties on the
amplitude and all the quantities derived from it. Denoting the subtraction
constants by θi according to Eq. (6.27), the statistical uncertainty on some
function of the subtraction constants, A(~θ ), is obtained from
σA =
8∑
i,j=1
dA
dθi
(~ˆθ )
dA
dθj
(~ˆθ ) Cov(θi, θj) . (8.16)
172
8.3 Comparison with other results
Q
dispersive (Walker) 22.8 ±0.8 [11, 31]
dispersive (Kambor et al.) 22.4 ±0.9 [12]
dispersive (Kampf et al.) 23.3 ±0.8 [26]
χPT, O(p4) 20.1 [23]
χPT, O(p6) 22.9 [23]
no Dashen violation 24.3 [67]
with Dashen violation 20.7 ±1.2 [71, 118]
lattice (FLAG average) 23.1 ±1.5 [96]
dispersive, matching 22.74 +0.68
−0.67
dispersive, fit 21.31 +0.59
−0.50
Table 8.4: Various theoretical results for the quark mass double ratio Q. In order
to simplify comparison, the same values are also visualised in Fig. 8.16. The results
are grouped according to their origin as follows: from η → 3π, from the kaon mass
difference, from the lattice, and our own results. Note that the O(p6) value in the
table does not agree with the number given in Ref. [23], which contains a misprint.
Since the definition of A is not known analytically, we estimate the derivatives
numerically. The subtraction constant θˆi is shifted by one sigma, which is
given by
σθi =
√
Cov(θi, θi) . (8.17)
Then, the iterations are performed with the new set of subtraction constants
and the function A is calculated. This allows us to approximate the derivative
by
dA
dθi
(~ˆθ ) ≈ A(θˆ1, . . . , θˆi + σθi , . . . , θˆ8)−A(
~ˆθ )
σθi
. (8.18)
8.3 Comparison with other results
In this section we compare our results for the quark mass ratio Q and the slope
parameter α with theoretical and experimental results from other authors.
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20 21 22 23 24
Q
dispersive (Walker) [11, 31]
dispersive (Kambor et al.) [12]
dispersive (Kampf et al.) [26]
χPT O(p4) [23]
χPT O(p6) [23]
no Dashen violation [67]
with Dashen violation [71, 118]
lattice (FLAG average) [96]
dispersive, matching
dispersive, fit
Figure 8.16: Visualisation of the results from Table 8.4. Our main result is marked
by the blue band.
Table 8.4 lists a number of results for Q, which are visualised for easier
comparison in Fig. 8.16. The values in the first group have been obtained
from η → 3π in the same way as our results and differ only in the method that
was used to calculate the decay amplitude. In particular, the list contains
the numbers from three other dispersive calculations that agree well with our
matching, but are larger than what we find from the fit. The results in the
second group have been calculated from estimates of the kaon mass difference
according to Eq. (1.108). In Fig. 1.4, we have presented a few results of this
kind. Here, we only repeat the two extremal values obtained with no Dashen
violation at all and with the rather large deviation from Dashen’s theorem
that was found in Ref. [71]. The latter is the result that agrees best with
what we find from the fit. The list then ends with the lattice average from the
FLAG and, in a last group, our own results.
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|α0| |β0| |γ0| |β1|
matching 0.480 12.6 0 4.58
fit 0.542 15.6 41.4 17.8
change 13% 24% ∞ 290%
Table 8.5: Absolute values of the subtraction constants as obtained from the matching
and the fit. We have omitted the units. The change is given in per cent of the result
from the matching.
In Ref. [97], Q was determined from a fit of two-loop expressions for decay
constants, meson masses, and Kℓ4 form factors to experimental results. The
ratio ms/mˆ = 24 was used as an input to the fit. From Fig. 3(a) in Ref. [97],
one can however read offQ also for other values of that ratio. Using the average
from the FLAG, ms/mˆ = 27.8 [96], we find Q ≈ 21.4, in good agreement with
our result from the fit.
The three dispersive results that rely on the one-loop result (Kambor et al.,
Walker, our matching) lead to relatively large estimates for Q that contain the
two-loop result within their error bars. With the dispersion relations one can
include many more than two final-state rescattering processes. Nevertheless,
it seems that if the one-loop result is used to fix the subtraction constants
one ends up with a result similar to χPT at two loops. Indeed, the Dalitz
plot parameters that we obtain from the matching lie within the error bars of
the corresponding two-loop results (with the exception of b, which is slightly
too large). This indicates that the bulk of the final-state rescattering effects
is already included in the two-loop result. However, since we are in clear
disagreement with the experimental Dalitz distribution, we have to conclude
that the subtraction constants are not well determined from one-loop χPT.
In particular, γ0 and β1 stand on not too firm theoretical grounds, since for
their determination, χPT is used far away from the region of best convergence,
where the other two constants are matched.
In order to examine the situation further, we compare the subtraction con-
stants that we obtained from the two methods. Because the fit to the amp-
litude square does not constrain the phase of the amplitude, it makes more
sense to actually compare the absolute values. While |α0| and |β0| are only
affected at the level of less than 25 per cent, the effect in the other two con-
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stants is indeed huge. There are two explanations for this circumstance. The
first two subtraction constants get their leading contribution already at tree
level, while β1 starts to contribute at O(p4) and γ0 even only at O(p6), since
it is found to be zero in the matching at O(p4). This renders α0 and β0 more
robust against higher-order corrections. Furthermore, because γ0 and β1 are
strongly suppressed at small s, we expect that the fit around the Adler zero
mainly determines the other two constants, which must thus turn out similarly
as in the matching. Even though the relative changes are of very different size
for each one of the two pairs of subtraction constants, their effects on Q are
very similar.
We have shown that the fit to the data does lead to a dispersive represent-
ation that is in good agreement with experiment. At the same time, it lowers
the value for Q considerably. Taking only our results into account, this seems
to be a requirement of the data. The outcome of the analytical dispersive
analysis in Ref. [26], however, does not support this conclusion. Using the
KLOE result to fit their subtraction polynomial, the authors found a num-
ber for Q that even surpasses two-loop χPT, while being in agreement with
the latter and the other dispersive analyses. But the analysis by Kampf et
al. includes only two final-state rescattering processes, much like the two-loop
result, and does not use the physical ππ phase shifts. Whether these two dif-
ferences between our and their approach can account for the discrepancy is
yet to be seen.
Since lattice simulations are always performed in the isospin limit, they
can not deliver a value for Q without external input. The FLAG average is
obtained from lattice results for mˆ and ms that are combined with phenomen-
ological input on on the kaon mass difference.
Let us now turn to the discussion of the slope parameter α. We have visu-
alised the results from Table 4.3 together with our results in Fig. 8.17. The
very accurate experimental value for α offers a simple benchmark for the qual-
ity of theoretical results that is unfortunately absent in the case of Q. From
that point of view, the best prediction available comes from Ref. [28]. Our
two results support the statement we made in the discussion of Q: from the
matching, we find a value that is rather close to the results from χPT at
O(p4) and O(p6), but even further away from experiment than these. The fit
to the data then remedies the picture. Again the influence of the experimen-
tal input helps to detach the number for α from the perturbative results and
brings it within 1.6 sigma from the experimental value. We stress again that
our calculation does not take any experimental input on the neutral channel
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-0.06 -0.04 -0.02 0.00 0.02 0.04 0.06
α
χPT O(p4) [111]
χPT O(p6) [23]
Kambor et al. [12]
Bijnens & Gasser [111]
Kampf et al. [26]
NREFT [28]
GAMS-2000 (1984) [13]
Crystal Barrel@LEAR (1998) [14]
Crystal Ball@BNL (2001) [15]
SND (2001) [16]
WASA@CELSIUS (2007) [17]
WASA@COSY (2008) [18]
Crystal Ball@MAMI-B (2009) [19]
Crystal Ball@MAMI-C (2009) [20]
KLOE (2010) [21]
PDG average [22]
dispersive, matching
dispersive, fit
Figure 8.17: Visualisation of the theoretical and experimental results that are listed
in Table 4.3, complemented with our own results. The blue band corresponds to our
main result, the grey band to the PDG average.
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into account and is thus an independent prediction. Other than before, there
is no discrepancy with the result from Ref. [26] and no particular similarity
can be observed between their result and χPT at O(p6). They have smaller
error bars than we do, however, these do not include the uncertainties com-
ing from the experimental data, which are quite substantial (see Table 8.3).
Note that also from NREFT follows a value that is smaller than the PDG
average, if the KLOE data is taken into account. The authors of Ref. [28]
found α = −0.062+0.006−0.007 in rather strong disagreement with the PDG average
and thus concluded “that there seems to be a significant tension between the
available experimental results for charged and neutral Dalitz plot parameters”
(p. 27). While we find a tension as well, it can not be called significant in our
case.
Let us finally mention that only a few days ago, a new fit of the low-energy
constants at O(p4) and O(p6) has been published in Ref. [119]. The main
result (fit “All”) for L3 is
L3 = (−3.04 ± 0.43)×10−3 , (8.19)
which is considerably lower than the value that we have used: L3 = (−2.35±
0.37)×10−3 . We have not been able to redo the computations with this new
value, but from the error analysis we would expect Q and α to decrease, the
latter only by a very small amount.
8.4 Masses of the light quarks and the ratio R
Many lattice collaborations have published results for ms and for mˆ. Be-
cause the simulations are performed in the isospin limit, the masses of the
two lightest quarks can not be obtained from a pure lattice calculation. The
additional information that is required can come, for example, from the kaon
mass difference but also from the quark mass ratio Q:
mu = mˆ− m
2
s − mˆ2
4mˆQ2
, md = mˆ+
m2s − mˆ2
4mˆQ2
. (8.20)
From these formulæ we have calculated several estimates formu andmd, using
both our results for Q(π+π−π0). As inputs for the quark masses mˆ and ms
we have used the averages from FLAG [96],
mˆ = (3.4 ± 0.4) MeV , ms = (95± 10) MeV , (8.21)
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Q from mˆ, ms from Q mˆ ms mu md
matching FLAG 22.74 3.4 95 2.12 ± 0.62 4.68 ± 0.38
matching RBC/UKQCD 22.74 3.59 96.2 2.35 ± 0.30 4.83 ± 0.17
matching BMW 22.74 3.469 95.5 2.20 ± 0.13 4.74 ± 0.10
fit FLAG 21.31 3.4 95 1.94 ± 0.65 4.86 ± 0.39
fit RBC/UKQCD 21.31 3.59 96.2 2.17 ± 0.31 5.01 ± 0.17
fit BMW 21.31 3.469 95.5 2.02 ± 0.14 4.91 ± 0.11
Table 8.6: Estimates for the light quark masses mu and md. They are calculated
from both our results for Q(π+π−π0) and the lattice results from Refs. [96, 120, 121].
All masses are in the MS scheme at 2 GeV and given in MeV.
and two recent results that have been published after the FLAG average and
are thus not yet included. The BMW collaboration [121, 122] has performed
simulations at physical pion masses in very large volumes and obtained the
most precise results for the light quark masses that are currently available.
They are
mˆ = (3.469 ± 0.067) MeV , ms = (95.5 ± 1.9) MeV . (8.22)
Also the RBC/UKQCD collaboration has recently published a new result [120]:
mˆ = (3.59 ± 0.21) MeV , ms = (96.2 ± 2.7) MeV . (8.23)
All the masses are in the MS scheme at 2 GeV. The three results are perfectly
consistent.
Our results are summarised in Table 8.6. As our main result we quote the
number obtained with Q from the fit and the quark masses from the BMW
collaboration, since these have the smallest uncertainties. For the masses of
the two lightest quarks we thus have
mu = (2.02 ± 0.14) MeV , md = (4.91 ± 0.11) MeV . (8.24)
A vanishing up quark mass is clearly excluded.
By means of the lattice results for the quark masses, one can also obtain
the quark mass ratio R (see Eq. (1.90)) from our result for Q. The two ratios
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are related by
R = 2Q2
(
1 +
ms
mˆ
)−1
. (8.25)
With the FLAG average ms/mˆ = 27.8± 1.0 and our result for Q from the fit,
we find
R = 31.5 ± 2.1 . (8.26)
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We have discussed in great detail the derivation and solution of a set of disper-
sion relations for the decay η → 3π. The subtraction constants, which natur-
ally appear in such equations, have been determined in two different ways. If
we rely exclusively on chiral perturbation theory, our result for the Dalitz plot
parameters of the charged channel is similar to the O(p6) result, but in clear
disagreement with experiment. We find Q = 22.74+0.68−0.67 and α = 0.030±0.011,
similarly to other results that rely on χPT.
The disagreement between our amplitude and the measured Dalitz distri-
bution in both channels is a strong motivation to try and reduce the im-
pact of χPT and make use of the measurement by to KLOE collaboration
instead. In this way, we can successfully describe the Dalitz distribution in
the charged channel. From the neutral channel, we obtain α = −0.045+0.008−0.010
in near-agreement with the PDG average. We stress again that this prediction
is independent of experimental information on the neutral channel. For the
quark mass ratio, we find Q = 21.31+0.59−0.50, much lower than the result from the
matching. This value also lies below most other results but is consistent with
the result from Ref. [118] that is based on a large deviation from Dashen’s
theorem in the kaon mass difference.
Since Q is a measure for the amount of isospin breaking in the strong in-
teraction, it can be used to provide exactly this information to lattice result,
which are always obtained in the isospin limit. Combining our result for Q
from the fit with the recent numbers for mˆ and ms from the BMW collabor-
ation [121], we find mu = (2.02 ± 0.14) MeV and md = (4.91 ± 0.11) MeV for
the two lightest quark masses.
As we have outlined in the introduction, the rich body of work on η → 3π
from different sources that appeared in recent years still offers many pos-
sibilities to improve on the present analysis. Electromagnetic effects, for in-
stance, which influence the process through the pion mass difference as well
as through additional interaction terms, have been entirely neglected. The
method we have chosen does not allow us to incorporate either one of these
effects. The analysis in the framework of NREFT [28], however, can account
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for the pion mass difference and the combination of our two approaches could
lead to new insights. The computation of all electromagnetic effects up to
O(e2M) in Ref. [29] could possibly be used to gain information on the effects
of electromagnetic vertices on our analysis.
We also hope to improve on our inputs. On the theoretical side, we plan to
dispense entirely with the one-loop result and make use of the two-loop result
instead. On the experimental side, we are expecting new data from several
experiments soon, which will hopefully allow us to redo the fit with real data
sets as input. It has also been announced that these new experiments will con-
siderably improve the statistics and the systematic uncertainties compared to
the KLOE measurement. In view of the fact that the systematic uncertainties
on the data are the single largest error source in our analysis, these are indeed
bright prospects.
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Appendix A
Fortran and NAG routines
The numerical programs used to solve the dispersion relations have been writ-
ten in Fortran 95 and compiled with the Intel Fortran Compiler IFORT, ver-
sion 11.1. For the evaluation of numerical standard problems, such as for
instance integration or minimisation, we made use of the NAG Numerical
Libraries for Fortran 77, Mark 21, by The Numerical Algorithms Group Ltd.
We give here a complete list of the routines from the NAG libraries that
have been used in our programs together with a short description of their
purpose. A detailed documentation can be found online [123].
c05adf zero of a continuous function in a given interval
d01ajf one-dimensional integration over a finite interval
d01amf one-dimensional integration over a semi-infinite or infinite interval
d01aqf Cauchy principal value for a one-dimensional integral with weight
function 1/(x− c)
d01daf two-dimensional integration over a finite region
d04aaf first 14 numerical derivatives of a function of one real variable
e01baf creation of a cubic spline interpolant for a function of one variable
e02bbf evaluation of a cubic spline interpolant based on the output from
e01baf
e02bcf evaluation of the first three derivatives of a cubic spline interpolant
based on the output from e01baf
e04fyf unconstrained minimum of a sum of squares
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e04jyf minimum of a function of several variables
e04ycf covariance matrix for nonlinear least-squares problem based on out-
put from e04fyf
f01adf inverse of a real, symmetric, positive-definite matrix
f04caf solves a system of complex linear equations
s14baf returns the regularised Gamma functions, used to calculate the cu-
mulative χ2 distribution function
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χ2-distribution
For a set of independent, standard normally-distributed random variables X1,
. . ., Xn, the quantity
Z =
n∑
i=1
X2i (B.1)
is distributed according to the χ2-distribution with n degrees of freedom. Its
density and distribution function are tabulated, but can also be written in
terms of the Gamma function. The density is given by
fχ2(n, x) =
1
2n/2 Γ(n/2)
xn/2−1e−x/2 , x ≥ 0 , (B.2)
with
Γ(z) =
∞∫
0
tz−1e−t dt . (B.3)
The distribution function is defined as the integral over the density, leading to
Fχ2(n, x) =
x∫
−∞
fχ2(n, t) dt =
1
2n/2Γ(n/2)
x∫
0
tn/2−1e−t/2 dt
= P (n/2, x/2) ,
(B.4)
where we have introduced the normalised incomplete Gamma function
P (n, x) =
1
Γ(n)
x∫
0
tn−1e−tdt . (B.5)
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From the density one obtains for the moments about zero of the χ2-distribu-
tion with n degrees of freedom
E(Xm) =
∞∫
0
xmfχ2(n, x) dx = 2
mΓ(m+ n/2)
Γ(n/2)
. (B.6)
The expectation value and the variance follow immediately from the moments:
E(X) = n , Var(X) = E(X2)− E(X)2 = 2n . (B.7)
The densities and the distribution functions of the χ2-distribution with one to
five degrees of freedom are shown in Figs. B.1 and B.2, respectively.
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Figure B.1: Density function fχ2(n, x) of the χ
2-distribution.
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Figure B.2: Distribution function Fχ2 (n, x) of the χ
2-distribution.
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Appendix C
Analytical integrals
We derive the indefinite integrals that form the basis for the analytical eval-
uation of the definite integrals Q
a/b
0/1 and I
a/b
0/1 . First, we solve the indefinite
integral ∫
dx
1√−x(x+ α) . (C.1)
For x > 0 and with the variable transformation u2 = x we find∫
dx
1√−x(x+ α) =
2
i
∫
du
1
u2 + α
=
2
i
√
α
arctan
(√
x√
α
)
. (C.2)
Similarly, for x < 0,∫
dx
1√−x(x+ α) =
2
−i
∫
du
1
u2 + α
=
2i√
α
arctan
(√
x√
α
)
. (C.3)
Since √
x√−x =
{ −i , x > 0 ,
i , x < 0 ,
(C.4)
the two results can be summarised as∫
dx
1√−x(x+ α) =
2
√
x√−x
arctan
(√
x√
α
)
√
α
. (C.5)
The second integral we need is more complicated:∫
dx
1
(−x)3/2(x+ α) . (C.6)
For x > 0 and with the variable transformation u2 = x we obtain∫
dx
1
(−x)3/2(x+ α) =
2
i
∫
du
1
u2 (u2 + α)
, (C.7)
191
Appendix C · Analytical integrals
and, as before, the result for x < 0 differs only by the overall sign. The
integrand can be decomposed as
1
u2 (u2 + α)
=
1
α
(
1
u2
− 1
u2 + α
)
, (C.8)
leading to
∫
dx
1
(−x)3/2(x+ α) = −
2
α (−x)3/2
x+ x3/2 arctan
(√
x√
α
)
√
α
 , (C.9)
where we made us of Eq. (C.5) and
x3/2
(−x)3/2 =
{
i , x > 0 ,
−i , x < 0 .
(C.10)
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