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Resumen: En este artículo, se analizó el efecto de introducir ruido al algoritmo de Grover, modelado como ruido total 
de despolarización de canal (TDCh) y como ruido local de despolarización de canal (LDCh), utilizando un índice que 
caracteriza la propagación de errores en estados cuánticos. Los resultados son comparados con los obtenidos 
anteriormente por Vrana et. al. [1] y Cohn et. al. [2], concluyendo que la degradación del algoritmo de Grover con 
error local (LDCh) es aún peor que con error total (TDCh). 
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Abstract: In this article the effect of introducing noise to Grover's algorithm has been analyzed, modeled as both total 
depolarizing channel (TDCh) and local depolarizing channel (LDCh), by using an Índex that characterizes error 
propagation in quantum states. The results are compared with those obtainedpreviously by Vrana et. al. [1] and Cohn 
et. al. [2], concluding that the degradation of Grover's algorithm with local error (LCDh) is even worse than with total 
error (TDCh). 
Keywords: Grover algorithm, quantum error channel depolarization índex isotropy. 
1. Introducción 
Todo sistema físico está inevitablemente contaminado de 
errores: por su propia construcción o por su interacción 
con el ambiente. En el caso de los sistemas 
computacionales cuánticos, esto es debido a la 
implementación de los circuitos, la preparación de los 
estados y la decoherencia. La utilización de algoritmos 
cuánticos en presencia de errores ha sido un tema de 
interés en las últimas décadas [3-11]. 
El problema de la propagación de los errores es 
especialmente importante en algoritmos iterativos, como 
los algoritmos cuánticos de búsqueda [12][13], donde en 
cada paso el error se puede acumular. Por esto, es 
importante diagnosticar hasta dónde éstos pueden ser 
utilizados en función del modelo de error. 
En este artículo, estudiaremos el algoritmo de Grover 
[14], con error de despolarización de canal total y local en 
cada qubit, usando un índice de isotropía [15] con la 
finalidad de comparar semejanzas y diferencias entre 
estos tipos de error. Considerando el estado mezcla 
resultante de la propagación de errores de un estado 
original puro de referencia, el índice de isotropía 
descompone la información en dos partes: la 
desinformación que contiene, llamada de ancho de 
isotropía, y la información contenida en la alineación con 
el estado de referencia. En el estudio, se ilustra, mediante 
este doble índice, la degradación del estado de Grover 
durante su evolución. 
2. Algoritmo de Grover con error de 
despolarización de canal 
2.1. Algoritmo de búsqueda Grover 
El algoritmo de Grover es un algoritmo cuántico de 
búsqueda [14] [16] que resuelve el problema de hallar un 
elemento marcado en un conjunto desordenado de N 
elementos utilizando kCr = - V Ñ veces un oráculo. El 
problema puede ser descrito como a continuación. Sea un 
conjunto de N = 2n estados cuánticos en un espacio de 
Hilbert (J-C = CN), generado por n qubits, y un estado de 
la base canónica desconocido marcado entre ellos. Dado 
un operador que identifica el elemento marcado, 
denominado oráculo, el objetivo es hallar este elemento 
con alta probabilidad y con la menor cantidad de 
consultas (pasos) al oráculo. 
Sea \t) el elemento marcado de la base y 
w - i |s> =
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(1) 
la superposición uniforme de todos los estados de la base. 
Con la finalidad de representar errores cuánticos, se 
utiliza la notación de matriz de densidad (Jí = CNxCN), 
obteniéndose: pt = \t)(t\ y pini = \s)(s\, 
respectivamente. El algoritmo de Grover es: 
Algoritmo 1 Algoritmo de búsqueda de Grover 
1) Se inicializa el estado inicial con la superposición 
Pini = \s)(s\, 
2) Se aplica el operador del oráculo 0 = 2\t)(t\ — I, 
3) Se aplica el operador de difusión D = 2\s)(s\ — I, 
4) Se repiten - V Ñ — 1 veces los pasos 2 y 3, 
5) Se realiza una medición proyectiva en la base 
canónica en cada qubit. El estado marcado es 
obtenido con alta probabilidad para N » 1. 
2.2. Error Total de Canal 
Despolarización (TDCh) 
de 
Se ha estudiado [1][2][17] el efecto del error modelado 
como un TDCh con probabilidad de error, cuya definición 
es 
Considerando \t) el estado ortogonal a \t) definido como 
\t) 
N-l 
=-¡=L=y\i), (2) 
í = 0 
se puede observar que el operador de Grover (G = DO) 
realiza una doble reflexión en el hiperplano formado por 
10 y \t) [12], como el ilustrado en la Fig. 1. Es decir, si el 
estado \ip) forma un ángulo 9/2 con \t), el oráculo lo 
refleja sobre \t) y el difusor lo vuelve a reflejar sobre el 
estado original \ip), obteniéndose un nuevo ángulo 9 con 
\t). Luego de una cierta cantidad de pasos, el estado es 
cercano a \t) (9/2 « 7r/2). 
Figura 1. Hiperplano correspondiente al algoritmo de 
Grover, formado por \t) y \t). 
Es inmediato ver que luego de aplicar el oráculo y difusor 
k veces, el resultado es 
Pu = GkPlnl(G*)k. (3) 
Se puede demostrar [16] que la matriz de densidad 
obtenida es 
Pk = \sk){sk\, (4) 
donde 
\sk) = sin((2fc + 1)0) \t) + cos((2fc + 1)0) \t) 
y 0 = a r c s in ( ¿ ) . (5) 
Por lo tanto, la probabilidad de encontrar el elemento 
marcado luego de k iteraciones es 
p(fc) = sin2((2fc + 1)0). (6) 
£(p,y) = ( i Y)P + Y^ (V) 
Esto puede ser interpretado probabilísticamente como una 
distribución Binomial, donde éxito o fracaso 
corresponden a p o /\¡, respectivamente. 
Se considera un error del tipo TDCh aplicado en cada 
paso del algoritmo de Grover, deteniendo el algoritmo en 
kGr o en kmax, siendo este último el paso en el cual la 
probabilidad es máxima. 
La medida de coste utilizada es la propuesta por [2], que 
corresponde al valor esperado del número de repeticiones 
del algoritmo, que denotaremos como MC = ¡n 
2.2.1. Deteniendo el algoritmo en kGr 
Los resultados obtenidos en Vrana et. al. [1] y Cohn et. al. 
[2] muestran que, para y « 1 y n » 1, el costo esperado 
es 
MC 
nyfÑ ( TlJÑ \ (8) 
Por lo tanto, para y > 0 fijo, el algoritmo es de orden 
0(iV). Sin embargo, se puede mantener el orden original 
si y oc 1/VÑ. Para y grandes (cercanos a uno), 
el algoritmo se vuelve de orden O(iVvÍV). 
2.2.2. Deteniendo el algoritmo en kmax 
Si se tiene una estimación del error cometido (y), se 
puede mejorar el algoritmo como propuesto en [2], 
deteniendo el algoritmo en kmax. Los resultados obtenidos 
en [2] muestran que, para y « 1 y n » 1, el costo 
esperado es 
MC 
nVÑI TTVÍV 
1+—^~Y (-á)} (9) 
Por lo tanto, para y > 0 fijo, el algoritmo es de orden 
0(iV) con un factor de aproximadamente 0.8, respecto al 
resultado con kGr. De igual manera que en el caso anterior, 
el orden original se mantiene 0(yN) si y a 1/VF. La 
mejoría con respecto a detenerse en kGr, ocurre para y 
grandes (cercanos a uno), donde el algoritmo se vuelve de 
orden 0(N). 
2.3. Error local de canal de despolarización 
(LDCh) 
El error de despolarización local (LDCh) se define como 
sL(p,a) = £^,0)0 e2(p,a)o -oen(p,a), (10) 
donde a es la probabilidad de error en cada uno de los 
qubits y £¿(p, ct) es el error de despolarización aplicado al 
qubit /'. Como reportado en [2], aplicando este error en 
cada paso del algoritmo de Grover, se obtienen resultados 
análogos al caso TDCh. La medida de coste utilizada es la 
misma que en el caso TDCh, que denotaremos como 
MCL. 
2.3.1. Deteniendo el algoritmo en k Gr 
En [2], se muestra que deteniendo el algoritmo en kGr, el 
costo medio esperado para a « 1 y n » 1 es 
MCL 
UT/Ñ 
+ faN\og2N, (11) 
[ TT2 7T2~\ 
De aquí que para a > 0, constante, el orden del 
algoritmo es 0(JVlog2iV) y para mantener el orden 
original O (VÑ) se necesita a oc — . Por otra parte. 
para a cercano a uno, el costo medio esperado es 
aproximadamente nNyfÑ/4 y el orden del algoritmo es 
O(JVVÑ). 
2.3.2. Deteniendo el algoritmo en kmax 
Análogamente al caso TDCh, los resultados para a « 1 y 
n » 1 muestran que el coste esperado es el mismo que en 
Ec. (11), d o n d e / e s una constante que está en el intervalo 
, . Al igual que el caso anterior, el algoritmo 
es 0(iV log2 N~) y para mantener el orden orig mal O(VÑ) 
se necesita a oc — . 
v¡viog2¡v 
3. índice de isotropía para errores 
cuánticos 
3.1. Errores isótropos 
En [18], se ha definido el concepto de error de 
decoherencia isótropo, y temporalmente independiente, 
para estados cuánticos de n qubits. El error es isótropo 
respecto a un estado inicial (de referencia) ip0, si la 
probabilidad de ir a un estado ip depende solamente de la 
distancia entre ip0 y ip. Sin perder generalidad, 
considerando el estado de referencia ip0 = |0), el error 
isótropo puede ser representado como un estado aleatorio 
\ip) = a0\0) + a1ei^\í) + ••• + aN_1elf«-^\N - 1), (12) 
siendo \i) los vectores de la base, q)¿ variables aleatorias 
con distribución uniforme en el intervalo [0,2n~) y a, 
variables aleatorias con la misma distribución para 
1 < i < N — 1 y que cumplen con el vínculo Eíl'o1 af = 
1. Con las hipótesis anteriores, la matriz de densidad 
(esperanza) de la variable aleatoria \ip)(ip\ tiene la forma 
a0 o •• 0 ' 
o = E(\ip)W) = 0 xí •• 0 
.0 0 • •• AJ 
(M0^+(A o - h)Po, ^ 0 >K (13) 
( A 0 N ) - + ( A 1 - A o ) ( / - p o ) . Á0<Á1 
siendo p0 = |0)(0| la matriz de densidad del estado 
de referencia. 
3.2. índice de isotropía 
Con la finalidad de analizar la propagación de errores en 
el algoritmo de Grover, se utilizará el doble índice de 
isotropía descrito a continuación, originalmente 
introducido en [15]. Sea p la matriz de densidad que 
representa el error de un circuito cuántico considerando el 
estado de referencia p 0 = |0)(0| (en caso de otro estado 
de referencia se realiza un cambio de base), M la matriz 
de cambio de base que lleva p a su forma diagonal 
pd = M1'pM y X = mirij A¿, donde A¿ son los valores 
propios de p. En este caso pd se puede descomponer en la 
forma 
pd = xi + 0 = NA-L + Tr{.Q)pd = pL+(i- p)pd. (14) 
Si se realiza el cambio de base inverso, p tiene la forma 
P = p ^ + ( i - p ) A (15) 
Definición: índice de isotropía 
Se define el (doble) índice de isotropía para un estado 
cuántico p , considerando como estado de referencia el 
estado puro p 0 , al par 
Iso(p)±(A,p) (16) 
siendo 
3 A, la Alineación Isótropa, definida como 
A = Fid(p,p0-)-Fid(p,pi0-) (17) 
donde Fid es la fidelidad entre los estados cuánticos y pi0 
es la mezcla isótropa ortogonal (con el producto interno 
usual de matrices) a p 0 , 
l-Po 
N -1' 
(18) 
3 y p = NA, el Ancho Isótropo, siendo X el menor 
valor propio de p. 
Un estado p representa un error isótropo cuando A = 1 o 
A=-\ (Vp),op= 1. 
4. Degradación del algoritmo de Grover 
En esta sección, se estudiará el efecto de introducir 
ruido (TDCh y LDCh) en el algoritmo de Grover. 
analizado desde un punto de vista del índice de 
isotropía. Se considera como estado de referencia al 
estado original del algoritmo sin ruido (pfe). 
4.1. Error total de canal de despolarización 
(TDCh) 
En [1][2] se muestra que la matriz densidad obtenida 
luego de k pasos es 
/ 
(1 - Y)kpk + [ i - ( i - y)fc] ¿V' (19) 
donde pk es la matriz densidad del algoritmo de Grover 
sin ruido dada por la Ec. (4). Por lo tanto, el ancho 
isótropo es p = 1 — (1 — y~)h y dado que se utiliza el 
estado de referencia pk, la alineación isótropa es A = 1 
(para todos los pasos). 
Las figuras 2(a) y 2(b) muestran la evolución del 
algoritmo para distintos valores de ancho de ruido y. 
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(a) Triángulo de isotropía (Alineación vs Ancho Isótropo) 
para diferentes valores de y. 
(b) Variación del Ancho Isótropo (p) en función del paso 
k para diferentes valores de y. 
Figura 2. Variación del índice de isotropía para diferentes 
valores de y £ {0,0.025, 0.05,0.1,0.15,0.2, 0.5}. Errores 
del tipo TDCh. 
4.2. Error local de canal de despolarización 
(LDCh) 
Como se vio en 2.3, cuando se asume un error modelado 
como LDCh en el algoritmo de Grover el resultado de la 
búsqueda empeora notablemente. En este caso, incluso 
para valores pequeños de ancho isótropo p, la alineación 
tiene una desviación hacia el - 1 , como puede verse en las 
figuras 3(a), 3(b) y 3(c). 
Esto es, ya para valores pequeños de ruido, el error local 
muestra una clara desviación hacia el estado ortogonal 
(p¿0), lo que significa una degradación de la probabilidad. 
Esto explica la razón por la cual existe una mayor 
degradación del algoritmo utilizando el error modelado 
como LDCh respecto del modelado como TDCh, ya que 
en este último la alineación no varía. 
5. Variación de la isotropía respecto al 
estado marcado 
En esta sección, se estudiará el efecto del algoritmo de 
Grover, tomando como referencia al elemento marcado 
(p0 = | t ) ( t | ) . En este contexto, es posible interpretar el 
funcionamiento del algoritmo como la corrección de un 
estado original con error, gradualmente corregido hacia el 
elemento marcado. 
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(a) Triángulo de isotropía (Alineación vs Ancho Isótropo) 
para diferentes valores de a. 
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(b) Variación del Ancho Isótropo (p) en función del paso 
k para diferentes valores de a. 
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(c) Variación de la Alineación Isótropa (A) en función del 
paso k para diferentes valores de a. 
Figura 3. Variación del índice de isotropía para diferentes 
valores de a £ {0,0.025,0.05,0.1,0.15,0.2,0.5}. 
Errores del tipo LDCh. 
5.1. Error total de canal de despolarización 
(TDCh) 
El índice de isotropía puede ser hallado en forma analítica 
para el caso de error de despolarización de canal. 
Utilizando la Ec. (19), se puede observar que el ancho 
isótropo es, al igual que en 4.1, p = 1 — (1 — y)fc. Como 
el estado pk es puro, la alineación es 
A = y/{sk\p0\sk) - y/(sk\pi0\sk), (20) 
donde |sfc) está dado por la Ec. (5). Luego, la alineación 
se reduce a 
A = |sin((2fc + 1)0)| |cos((2fc + 1)0)| 
Vw-i 
(21) 
que es idénticamente nula para k = 0, no negativa (para 
0 < k < kGr) y tiende a 1 con n -> oo cuando k = kGr. 
La Fig. 4 ilustra las variaciones de los índices en función 
del paso k para valores de 
Y e {0,0.025,0.05,0.1,0.15,0.2,0.5}. En el caso del 
algoritmo original sin error (y = 0), se puede observar 
como la alineación inicial sale del valor 0 y tiende a 1 
(siempre con p = 0). Esto se puede interpretar como un 
estado con error que se corrige con la aplicación del 
algoritmo. La Fig. 4(c) ilustra que, en este caso, la 
alineación no depende de cómo previsto en la Ec. (21). 
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(a) Triángulo de isotropía (Alineación vs Ancho Isótropo) 
para diferentes valores de y. 
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(b) Variación del Ancho Isótropo (p) en función del paso 
k para diferentes valores de y. 
(c) Variación de la Alineación Isótropa (A) en función del 
paso k para diferentes valores de y. 
Figura 3. Variación del índice de isotropía para diferentes 
valores de y £ {0,0.025,0.05,0.1,0.15,0.2,0.5}. 
Errores del tipo TDCh. 
5.2. Error local de canal de despolarización 
(LDCh) 
Como el ancho isótropo p no depende del estado de 
referencia, éste es igual al visto anteriormente en la Fig. 
3(b). El índice de isotropía se puede observar en la Fig. 5. 
La Fig. 5(a) muestra que aun con un error pequeño 
(a = 0.025, Fig. 5(b)) la tendencia a alinearse con el 
estado marcado desaparece. Esto significa que hay una 
rápida degradación del algoritmo, ya que el estado tiene 
una tendencia hacia el estado ortogonal pi0. Para valores 
mayores de ancho de ruido a, el estado tiende 
fuertemente al estado de máxima mezcolanza (//iV). 
6. Conclusiones 
En este artículo, se analizó el efecto de introducir ruido al 
algoritmo de Grover, modelado tanto como ruido total de 
despolarización de canal (TDCh) como ruido local de 
despolarización de canal (LDCh). Para ello, se utilizó el 
índice de isotropía definido en [15] y se compararon los 
resultados con los obtenidos en [1][2]. En [2], se muestra 
que la degradación del algoritmo de Grover con error 
local (LDCh) es más importante que con error total 
(TDCh). Una explicación para esto es que el LDCh tiende 
a desalinear el estado respecto del algoritmo sin ruido, 
mientras que el TDCh no desalinea (la alineación es 
siempre 1). Es decir, el error modelado como TDCh 
sustituye al estado original por el estado máximamente 
mezclado (con cierta probabilidad), pero deja intacto el 
estado original si esto no sucede. Por otro lado, el error 
local saca al estado original del plano del algoritmo de 
Grover (Fig. 1), resultando en una desalineación del 
mismo. 
En la sección 5, se interpreta al algoritmo como corrector 
de un error del estado marcado. Los resultados obtenidos 
son análogos a los obtenidos en la sección 4. 
Como trabajo futuro se propone aplicar este índice a otros 
algoritmos conocidos, así como también a códigos 
correctores de errores. 
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