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- Dedicau a mes geniturs -
iii
The most exciting phrase to hear in science, the one that heralds the most
discoveries, is not "Eureka!", but "That’s funny..."
- Isaac Asimov -
iv
Abstract
High-energy gamma-ray astroparticle physics has shown in the past 50
years great improvement in the instruments used for observations. In-
teresting results from space-borne and ground-based observatories have
given a new exciting view of the non-thermal picture of the universe. Many
known cosmic sources of electromagnetic radiation have been confirmed
in the high-energy gamma-ray spectrum and new sources have been dis-
covered. In particular, the ground-based imaging atmospheric Cherenkov
technique (IACT) has allowed physicists to push the measurements of high-
energy gamma rays to higher sensitivities. The current IACT telescopes
still offer room for improvement of their detection electronics, trigger algo-
rithms, etc.
This thesis presents a new concept for a ground-based IACT telescope cam-
era that is based on a fully digital trigger and a continuous digitization of
the photo-detector signals. Furthermore, it introduces a modular system
that allows for various types of photo-detectors to be used with the same
acquisition electronics, without having to adapt or change the readout sys-
tem of the detectors. A new concept of using linear-nonlinear amplifiers
for the analogue detector signals to allow for a huge dynamic range in a
single signal channel has been introduced, to avoid the common practice of
splitting the signal from each pixel into two separate readout channels. The
concept allows the handling of the large signal dynamic range with a single
signal path, hence reducing the number of analogue-to-digital converters
(ADC), the number of subsequent readout-processors, and the data stream.
The transfer characteristics of the analogue path with the linear-nonlinear
amplifier has been studied and optimized for the use with photomultiplier
tubes as detectors. The specially developed digitization electronics with
250 MSps ADCs is used for a continuous digitization of the analogue signal
and for the transfer of the data to a computer. Several aspects of this new
IACT camera have been studied and the results will help to lead towards
the first large camera prototype.
vZusammenfassung
Die Hochenergie-Astrophysik hat in den letzten 50 Jahren grosse technis-
che Fortschritte bei den verwendeten Beobachtungsinstrumenten und Da-
tenanalysetechniken verzeichnen können. Orbitale und erdgebundene Ob-
servatorien haben eine neue Sicht auf das nicht-thermische Bild unseres
Universums erlaubt und interessante Ergebnisse geliefert. Viele bereits
bekannte kosmische Quellen von elektromagnetischer Strahlung konnten
im Hochenergie-Gamma-Spektrum bestätigt werden und neue Quellen wur-
den entdeckt. Die erdgebundene Atmosphären Cherenkov Technik (IACT)
hat Physikern erlaubt, die Präzision der Messungen der hochenergetischen
Gamma-Strahlen zu erhöhen. Trotz des grossen technischen Fortschrittes
gibt es immer noch Raum für Verbesserungen und Optimierungen der De-
tektionselektronik, Triggerimplementionen, etc.
Diese Arbeit präsentiert ein neues Kamera Konzept für erdgebundene IACT
Teleskope, das auf einem vollständig digitalen Trigger und einer kontinuier-
lichen Digitalisierung der Fotodetektor-Signalen basiert. Des Weiteren wird
ein modulares System eingeführt, welches verschiedene Arten von Fotode-
tektoren bedienen kann, ohne Anpassungen oder Änderungen am Ausle-
sesystem vornehmen zu müssen. Ein neuartiges Konzept mit einem Ver-
stärker mit einer teilweise linearen und teilweise nichtlinearen Übertra-
gungskennlinie erlaubt, im Gegensatz zu dem weit verbreiteten Konzept
eines dualen Signalpfades, einen grossen dynamischen Signalbereich mit
einem einzigen Signalpfad pro Pixel abzudecken. Dies reduziert die An-
zahl benötigter Analog-zu-Digital Wandler (ADC), sowie die Anzahl nach-
folgender Prozessoren und die zu verarbeitenden Datenmenge. Die Über-
tragungscharakteristik des analogen Signalpfades unter Verwendung des
linearen-nichtlinearen Verstärkers wurden studiert und für den Gebrauch
von Fotovervielfacher-Röhren Detektoren optimiert. Die speziell für diesen
Zweck entwickelte Digitalisierungselektronik verwendet 250 MSps ADCs
und wird zur kontinuierlichen Digitalisierung der analogen Signale und
zum Transfer der Daten zu einem Rechner verwendet. Verschiedene As-
pekte dieser neuen IACT Kamera sind studiert worden und die Ergebnisse
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Astroparticle physics is the research field about elementary particles with
astrophysical origin. It emerged at the beginning of the 20th century while
seeking for a further source of ionizing radiation beside the known gamma
rays from radioactive nuclei found in the earth’s crust. The physicist Theodor
Wulf measured 1910 the ionization of air at the top (300 m) and at the bot-
tom of the Eiffel Tower in Paris and found that the radiation intensity de-
creased with altitude confirming the terrestrial origin of the radiation [1].
However, the radiation intensity did not vanish completely, as a purely ter-
restrial origin of the radiation would have predicted. He suggested further
measurements with kites and balloons to investigate the radiation behav-
ior in higher altitudes. The Swiss physicist A. Gockel [2] measured in bal-
loon flights at the end of 1909 the ionization radiation up to a height of
4500 m above sea level. Although he found that the intensity did not drop
as expected, he could not draw a final conclusion. The Austrian physicist
Viktor Hess finally succeeded in August 1912 with balloon flights to take
measurements of the ionization radiation up to heights of ~5500 m above
sea level. The measured flux decreased as seen before during the first few
hundred meters but increased with higher altitudes up to twice the val-
ues measured on ground level [3]. Hess concluded that the origin of the
measured radiation had to be found beyond the earth’s atmosphere. Bal-
loon flights up to 9 km height in 1913/14 by W. Kolhörster did not only
confirm Hess’s measurements, but also showed a further increase of the ra-
diation above 5 km altitude. In 1928/29, W. Bothe and Kolhörster demon-
strated with Geiger-Müller detectors that the extraterrestrial ionizing radia-
tion consisted of charged particles. Later, in the 1930s, R. A. Milikan coined
the term cosmic rays, believing that the cosmic rays consisted of high-energy
photons rather than charged particles. Nowadays, the term cosmic rays
1
2 Chapter 1. Introduction
is used for both charged particles and high-energy photons, gamma rays,
coming from outer space. The main portion of the cosmic rays are protons
(~85%) followed by alpha particles (~12%), heavier nuclei up to uranium
(~3%) and electrons and gamma rays (~1%). Cosmic neutrinos are also
considered to be part of the cosmic rays, eventhough their overall flux is
unknown.
The energy spectrum of the charged cosmic rays is shown in figure 1.1. The
particle flux φ that is detectable with space-born and ground-based experi-
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(1.1)
The rather featureless energy spectrum drops rapidly with increasing en-
ergy having a particle flux which is reduced by about a factor 1000 for 10
times higher energy. It may be divided into four regions:
• the spectrum rolls-off below 30 GeV because the earth’s magnetic field
deflects and diffuses the particles
• it follows a power law with spectral index γ = -2.7 (φ(E) = φ0Eγ)
from several GeV up to the so called ’knee’ around 1015 eV
• the spectrum becomes steeper above the ’knee’ and follows a power
law with γ = -3.0 from 1016 eV to the ’ankle’ at 1018 eV
• above the ’ankle’, the spectrum flattens slightly.
The Greisen-Kuzmin-Zatsepin (GZK) cutoff at 6x1019 eV describes the the-
oretical upper energy limit for cosmic rays observable in our vicinity. Cos-
mic rays, mainly protons, with energies above 4x1019 eV, interact with the
cosmic microwave background (CMB, ~230µeV ≈ 2.7 K) in the reaction
γ+ p→ ∆+ → p + pi0 or n + pi+ (1.2)
due to the transformation of the CMB to very-high energy photons in the
rest frame of the cosmic rays. The mean energy of the ultra-high-energy
cosmic rays drops below 1020 eV after about 100 Mpc (1 parsec = 1 pc =
3.0857x1016 m) [4]. Sources of ultra-high-energy cosmic rays have to be of
extragalactic origin since there are no known sources for such cosmic rays
in our galaxy. It is very difficult to measure the limit due to the extremely
low particle count (about 0.005 particles per km2 per year) and the non-
isotropy of the particles. Charged cosmic particles with energies below
3Figure 1.1: Differential energy spectrum of charged cosmic rays with data
from different experiments. The colored arrows show the center-of-mass
energy EC.M. of the current proton-proton collider LHC [5] and the discon-
tinued Tevatron. The current LHC EC.M. = 7x1012 eV will soon be increased
to its designed 14x1012 eV, which translates into a single particle energy in
the rest frame of the other particle of E = E2C.M./(2mproton) ≈ 1017 eV. This
is still three orders of magnitude smaller than the largest cosmic particle
energies seen so far. Picture taken from [6].
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30 GeV are deflected and diffused by the earth’s magnetic field, as men-
tioned. This is true for all charged particles with the difference that particles
with higher energies need stronger magnetic fields to be deflected signif-
icantly. Such magnetic fields can be found all over the cosmos [7]. These
fields deflect the charged particles in all directions and thus produce an
isotropic source of charged cosmic rays reaching the earth. Hence charged
cosmic particles do not point back to their origin. However, they can be
assigned to a type of source by the energy spectra and the accompanying
particles or rays. This restricts the exploration of localized sources to ob-
servations of electromagnetic rays and neutrinos.
Within the electromagnetic spectrum, gamma rays with energies&100 keV
are of particular interest because they are produced in non-thermal pro-
cesses. The following sections give a more detailed discussion of the cosmic
gamma-rays, their origin, production, and detection.
1.1 The gamma-ray energy spectrum
Visible light has wavelengths of 380 nm (blue) to 740 nm (red) correspond-
ing to energies of about 3.4 to 1.7 eV. The relation between energy E, wave-





with Planck’s constant h and the velocity of light in vacuum c. This is
only a very tiny part of the whole electromagnetic spectrum, which extends
over more than 35 orders of magnitude. Many experiments already exist to
cover the detection of all wavelength bands so that stellar and interstellar
objects can be seen in the very different ’lights’, they emit. Each wavelength
band gives a different inside view into the objects observed and enable us
to understand them better. Especially high-energy gamma rays give a very
interesting inside view, since their production cannot be of thermal origin.
As a comparison: the black-body radiation of a star like our sun covers a
range of 15x106 K (~1.3 keV) at the core to around 5000 K (~0.4 eV) at the
surface. High-energy gamma-rays start off with about 100 keV and go up
to several hundreds of EeV (1018). It is useful to classify some regions in
this huge energy interval, and a common classification is shown in table
1.1.
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Band Low/medium High Very high Ultra high
Shorthand LE/ME HE VHE UHE
Range 0.1-30 MeV 0.03-100 GeV 0.1-100 TeV >100 TeV
Detection Space Space Ground-based Ground-based
Table 1.1: Classification of the gamma-ray energy bands as described by T.
C. Weekes [8] and their possible detection environment.
1.2 High-energy and very high-energy gamma-rays
The HE and VHE gamma rays are of great interest since their detection
can be done with dedicated telescopes in space and on ground, the event
statistics are large, and the detection techniques quite mature. These non-
thermally produced gamma rays can tell us about working principles tak-
ing place in many cosmic objects and they may even provide a candidate
to indirectly detect dark matter [9].
1.2.1 Sources of HE and VHE gamma-rays
The HE and VHE gamma rays cannot be of thermal origin, as stated before.
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(1.4)
shows that a blackbody with an emitted maximum photon energy of 30 MeV
would have a temperature of about 3.5x1011 K, which is more than four or-
ders of magnitude larger than our sun. Sources of HE and VHE gamma
rays involve high dynamic magnetic fields, relativistic particles and proba-
bly the most violent surroundings existing in the universe. Such places can
be found in our galaxy (galactic sources) and or outside our galaxy (extra-
galactic sources).
Galactic sources:
The galactic plane and center
The observation of the sky in gamma rays shows that a significant fraction
of the observed rate comes from the galactic plane with increasing density
towards the galactic center [10]. Several VHE gamma ray sources in the
galactic plane and center could already be identified and localized, as fig-
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ure 1.2 shows. Localizing a source within the galactic plane is difficult since
the largest part (~75%) of the gamma rays comes from a diffuse emission,
being strongest in the galactic plane but spanning as well over the whole
sky. The diffuse gamma ray emission results mainly from interactions of
charged cosmic rays with the interstellar gas and dust, but also some ex-
tragalactic sources, too faint to be localized, contribute. Dark matter an-
nihilation, as described in section 1.2.2, may also contribute to the diffuse
emission, especially in the galactic center [11]. An intense radio source,
the Sagittarius A* (Sgr A*) which is likely to be a supermassive black hole,
is localized in the center of our galaxy and radiates HE and VHE gamma
rays [12]. These gamma rays can for example be observed by ground-based
gamma-ray telescopes, located on the southern hemisphere.
Figure 1.2: All-sky map of the known VHE sources from the TeVCat catalog
plotted in galactic coordinates. Each colored point denotes a TeV gamma-
ray source. The colors correspond to: pulsar wind nebula (magenta), star-
burst (orange), active galactic nuclei (red), supernova remnants (green),
binary systems (yellow), others identified (blue) and others unidentified
(gray). The background colors show the visible sky for the H.E.S.S. tele-
scopes (pink) and VERITAS/MAGIC telescopes (blue). The overlap of the
telescopes is violet. The white spots are the blind regions of the telescopes
(zenith angle >50◦ with respect to perpendicular to ground). Taken on Jan-
uary 2013 from the TeVCat catalog [13].
Supernova remnants and pulsars
A normal star constantly burns hydrogen such that radiation pressure bal-
ances the gravitational pressure, hence preventing the star from collaps-
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ing. Towards the end of the star’s life, when the hydrogen is exhausted in
the core, the star will start to collapse under its own weight. This releases
gravitational energy that heats the core of the star inducing the burning of
helium, again preventing the star to collapse. The collapse of the star con-
tinues as the helium runs short and rising core temperatures start to allow
the fusion of heavier elements through the helium products. Since heavier
elements than iron cannot be produced by fusion, the processes stops latest
with the production of iron (no further energy is released by the fusion of
iron) and the star collapses subsequently.
A star with a size greater than our sun will explode at the end of its life
as a supernova, one of the most luminous events known. The supernova
explosion will eject almost all material of the star in a shock front that trav-
els through space with about 20000 km/s [14]. The remains of the star will
be packed by gravity into a small, incredibly dense neutron star or, if the
star was large enough, even into a black hole (this is then called a hyper-
nova). Some neutron stars are highly magnetized, rotating rapidly with
frequencies in the order of milliseconds to seconds and emitting a beam
of electromagnetic radiation. These neutron stars are called pulsars and
their beam can be seen each time it points to the earth. The slowing down
of the rotation can be explained by the electromagnetic emission and by
the pulsar wind leaving the pulsar’s magnetosphere carrying away rota-
tional energy. This stream of particles causes the nebula, a cloud of dust
and light ionized gases from the dead star, forming the pulsar wind nebula
that remains even after the supernova remnant has disappeared, to expand
further. Such violent surroundings are capable of producing HE and VHE
gamma rays through inverse Compton scattering or shock acceleration (see
section 1.2.2).
The Milky Way hosts one of the strongest and steadiest gamma-ray sources
that can be observed from earth. The supernova explosion of the Crab was
observed in 1054. The Crab nebula, located on the outermost right side
of the all-sky map in figure 1.2 indicated as a pulsar wind nebula (magenta
point), is the supernova remnant (SNR) and the pulsar wind nebula (PWN)
of the supernova, located in the Perseus Arm of the galaxy. It is visible
from the northern and the southern hemisphere and was the first detected
VHE gamma-ray source. The gamma-ray energies are spread over a wide
range from about 100 MeV up to 100 TeV [15]. Figure 1.3 shows the multi-
waveband spectrum of the Crab nebula. The proximity of the Crab nebula
and its continuous and steady gamma-ray emission has made it a standard
candle, a source of reference for most other measured sources. It was only
recently that instabilities, flares of gamma-rays with energies in the GeV
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and TeV regime, have been observed by the FERMI satellite [16] and the
ground-based observatory ARGO-YBJ [17].
Figure 1.3: Multiwaveband spectrum of the Crab nebula. The solid line
denotes the simulated total spectrum composed of the synchrotron (dot-
ted line), inverse Compton (dashed line) and synchrotron self-Compton
(dotted-dashed line) spectra. The observed data (OBS) are a combination
of measurements taken with radio to VHE gamma-ray experiments. Taken
from [15].
Binary systems
A normal star with an accompanying neutron star, pulsar or black hole or-
biting around a common mass center is a subgroup of binary systems. The
heavy and compact companion can accrete gas and matter from the normal
star by its gravitational field. The accreting flow is either turned directly
into radiation (mostly X-rays) or collected in an accretion disc. The accre-
tion [18] releases gravitational potential energy, called accretion-luminosity,
which heats up the gas to a hot plasma. The plasma generates very strong
magnetic fields making a binary system an excellent particle accelerator
and hence a source for HE and VHE gamma-rays.
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Extragalactic sources:
Active galactic nuclei
Active galactic nuclei (AGN) are very luminous and compact regions in the
center of some galaxies. A possible model for an AGN is a supermassive
black hole (105-1010 solar masses) in the center of the galaxy, accreting mass
[19]. The accretion of mass and the rotation of the system make particles of
the gas and dust collide and possibly ionize, creating a hot plasma. Mag-
netic fields deflect the ionized particles and hence produce electromagnetic
radiation. If the accretion rate is high enough, two highly collimated jets
of ultra-relativistic particles form perpendicular to the accretion disc. The
hot plasma outflow of the jets produces electromagnetic radiation up to the
highest energies. The radiation can be seen in all wavebands from radio, IR,
optical, UV, X-rays and gamma-rays, depending on the type of AGN. The
terms blazar, quasar, BL Lac and others define the line of sight an AGN’s
jet is seen.
Gamma-ray bursts
Gamma-ray bursts (GRB) are very bright flashes of gamma rays occur-
ring uniformly distributed over the whole universe. They are among the
most violent and most luminous incidents in the universe and last for mil-
liseconds to several minutes. The energy released with a GRB is compa-
rable to the energy our sun releases in its entire life. An afterglow with
longer wavelengths (X-rays to radio) is usually observed after the initial
GRB [20]. A hypernova explosion seems to be an excellent candidate for
GRBs, though it is unclear if other mechanisms like colliding neutron stars
or exploding mini black holes could produce such enormously energetic
outbursts.
1.2.2 HE and VHE gamma-ray production mechanisms
High-energy gamma rays can be produced in a number of sources like su-
pernovae and their remnants, pulsars, active galactic nuclei (AGN) and
black holes, as described before. The non-thermal mechanisms which al-
low the production of such high energies are:
• synchrotron radiation and synchrotron self-Compton
• Bremsstrahlung
• inverse Compton scattering
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• shock wave acceleration
• pi0 decay: pi0 → γ + γ
• Standard Model matter-antimatter annihilation
• dark matter annihilation: χ + χ¯→ γ + γ
Synchrotron radiation, synchrotron self-Compton and Bremsstrahlung
All charged particles emit electromagnetic radiation when accelerated. The
produced radiation due to acceleration in a magnetic field is called syn-
chrotron radiation, and in an electric field (e.g. the Coulomb field of a nu-
cleus) Bremsstrahlung. The radiation carries away energy quanta in the
range of some keV (X-rays) to GeV (gamma rays). In cosmology, most
synchrotron and Bremsstrahlung radiation is produced by electrons due
to their low mass. The power of the radiated photons for both processes
follows a continuous spectrum. The total power P radiated by a charged
particle with energy Ep can be calculated with the generalized relativistic




(β˙2 − (~β× ~˙β)2) (1.5)
with β = v/c the velocity of the particle, q the charge of the particle and
γ = 1/
√
1− β2 the Lorentz factor. The two special cases for the velocity v
perpendicular and parallel to the acceleration a of the particle and with the


























Since the acceleration of the charged particle in the magnetic field is per-
pendicular ~F = m~a = q~v × ~B to the velocity and assuming a relativistic
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It is obvious that light-weight electrons are most efficient to produce syn-
chrotron radiation since the radiation power is proportional to m−4. For
Bremsstrahlung with the Coulomb force ~F = m~a = q~E and hence v||a us-





Also here it is obvious that electrons are most likely to produce high energy
Bremsstrahlung. Figure 1.4 shows the two processes with an electron de-
flected by the Coulomb field of a nucleus producing Bremsstrahlung and
an electron spiraling around a magnetic field line producing synchrotron
radiation.
Figure 1.4: The processes of Bremsstrahlung in the Coulomb field of a nu-
cleus and of synchrotron radiation by an electron spiraling a magnetic field
line. Pictures taken from [21].
The synchrotron self-Compton mechanism (SSC) involves the same rela-
tivistic electrons in two processes. First, low energy synchrotron photons
are produced by the deflected electrons. These photons are then shifted
up to X-rays and gamma rays by inverse Compton scattering on the same
population of electrons. Observed ultra-high energy gamma rays in some
of the most extreme AGNs could originate from the special case where the
energy density of the synchrotron photons is so high that the electrons lose
almost all energy by the SSC process [22]. The photons may then be scat-
tered off several times to gain such energies.
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Inverse Compton scattering
In Compton scattering a photon scatters of elastically from a shell or free
electron transferring a part of its energy to the electron. The inverse Comp-
ton (IC) scattering in contrast involves low-energy photons scattering off
highly relativistic electrons, thus gaining a huge amount of energy and
hence slowing down the electron. Low energy photons can be photons
from the cosmic microwave background (CMB) with about 2.7 K (~230 µeV),
photons from starlight with ~1 eV, synchrotron and Bremsstrahlung pho-
tons as well as other low energy photons. The relativistic electrons were
previously accelerated for example in supernovae or AGNs.The IC process
is a non-thermal process, since it does not depend on the temperature of
the particles involved. The IC energy spectrum looks similar to the spec-
trum of synchrotron radiation as shown in figure 1.5. The inverse Compton
scattering produces energies of very high values up to TeV.
Figure 1.5: Electromagnetic spectrum as produced by synchrotron radia-
tion and inverse Compton scattering.
The maximal energy Eγmax a photon can gain through IC can be estimated
with
Eγmax ≈ 4γ4Eγ (1.11)
where γ is the Lorentz factor of the electron and Eγ the initial energy of the
photon. Figure 1.6 shows the multi wavelength spectrum of the supernova
RX J1713. The synchrotron part on the left side is rather low-energy and
visible with radio and X-ray telescopes. The inverse Compton, pi0 decay
and non-thermal Bremsstrahlung parts on the right side above 107 eV can
only be measured with dedicated gamma-ray telescopes in space or on the
ground, described in section 1.5.
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Fig. 3. Spatially integrated spectral energy distribution of RX J1713.7-3946. The ATCA radio data (cf. Aharonian et al. 2006), ASCA X-ray data
(cf. Aharonian et al. 2006), EGRET spectrum of 3EG J1714-3857 (Reimer & Pohl 2002), CANGAROO data (Enomoto et al. 2002), in red color)
and HESS data (Aharonian et al. 2006), in blue color) are shown. The EGRET upper limit for the RX J1713.7-3946 position (Aharonian et al.
2006) is shown as well (red colour). The solid curve at energies above 107 eV corresponds to π0-decay γ-ray emission, whereas the dashed and
dash-dotted curves indicate the inverse Compton (IC) and Nonthermal Bremsstrahlung (NB) emissions, respectively.
cutoﬀ momentum pmax ≈ 2 × 105mpc (Fig. 2). This value pmax
is limited mainly by the finite size and speed of the shock, its
deceleration and the adiabatic cooling eﬀect in the downstream
region (Berezhko 1996). As a result of the shock modification,
the power-law index slowly varies from γ = 2.2 at p <∼ mpc to
γ = 1.7 at p >∼ 103mpc.
The shape of the overall electron spectrum Ne(p) deviates
from that of the proton spectrum N(p) at high momenta p >
pl ∼ 103mpc, on account of the synchrotron losses during their
residence time in the downstream region with a magnetic field
strength Bd ≈ 130 µG which is assumed uniform in this region
(Bd = B2 = σB0). Cf. Berezhko et al. (2002) the synchrotron












where pl is relevant only in the evolutionary stage, when it be-
comes lower than the electron cutoﬀmomentum pemax, pl < pemax.
This is already the case at present. Substituting the SN age
t = 1612 yr into this expression, we have pl ≈ 500 mpc, in
agreement with the numerical results (Fig. 2).
The shock continuously produces an electron spectrum fe ∝
p−q, with q ≈ 4, up to the maximum momentum pemax(t) which is
at the present time already much larger than pl. Therefore, within
the momentum range pl < p < pemax, the electron spectrum is
considerably steeper Ne ∝ p−3 due to synchrotron losses taking
place in the downstream region after the acceleration at the shock
front.
For pemax < pmax the maximum electron momentum can be
estimated by equating the synchrotron loss time and the acceler-
ation time. This gives (e.g. Berezhko et al. 2002):
pemax
mpc













At the current epoch Vs ≈ 1840 km s−1 which leads to a max-
imum electron momentum pemax ≈ 1.3 × 104mpc, in agreement
with the numerical results (Fig. 2).
We note that during the last thousand years the SN shock
speed has been going down rapidly. In previous evolutionary
epochs it has therefore produced electron spectra with cutoﬀmo-
menta pemax larger than that of the current epoch. Due to this
fact the overall electron spectrum has a relatively smooth cut-
oﬀ, extending up to p ∼ 105mpc (see Fig. 2). Together with the
synchrotron cooling it provides a very good fit of the observed
X-ray spectrum (see below).
The parameters Kep ≈ 10−4 and Bd = 126 µG give good
agreement between the calculated and the measured synchrotron
emission in the radio to X-ray ranges (Fig. 3). The steepen-
ing of the electron spectrum at high energies >103mpc2 due to
synchrotron losses and the smooth cutoﬀ of the overall electron
spectrum naturally yield a fit to the X-ray data with their soft
spectrum.
The overall broadband spectral energy distribution is dis-
played in Fig. 3, together with the experimental data from
ATCA at radio wavelengths, as estimated for the full remnant by
Aharonian et al. (2006), the X-ray data from ASCA, the EGRET
spectrum of the nearby source 3EG J1714-3857 (Reimer & Pohl
2002), and the TeV γ-ray spectra from CANGAROO (Enomoto
et al. 2002) and HESS (Aharonian et al. 2006). The data also
include the more recent EGRET upper limit based on the as-
sumption that 3EG J1714-3857 is not physically associated with
RX J1713.7-3946. The overall fit is impressive, noting that the
choice of a few key parameters like η, Bd, and Esn in the theory
allows a spectrum determination over more than 19 decades. The
remainder of this section will give a detailed discussion of these
spectra and of the morphology.
In Fig. 4 we separately present the synchrotron spectrum,
produced at the current epoch by the accelerated electrons. For
comparison we also include (through the dashed curve) a syn-
chrotron spectrum, which would correspond to an artificial sce-
nario with a proton injection rate so small (η = 10−5) that the
Figure 1.6: Spatially integrated sp ctral energy distribution of th super-
nova remnant RX J1713.7-3946. The energy distribution below 106 eV cor-
responds to the synchrotron radiation. Above 107 eV the contributions
come from gamma-ray emission of pi0 decay (solid line), inverse Compton
scattering (dashed line) and non-thermal Bremsstrahlung (dashed-dotted
line). EGRET data are from the earby unide tified source 3EG J1714-3857,
which is probably not physically associated to the supernova remnant RX
J17 3. Picture taken from [23].
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Shock wave acceleration
A shock front of material is produced when a star ends its life in a super-
nova explosion. The shock front will hit particles of the interstellar medium
and reflect them. This interaction with the shock front can accelerate the in-
terstellar particles shifting them to much higher energies. A similar effect is
possible with particles trapped between two shock fronts where the inner
one has a much higher velocity than the outer front. The particles bounce
back and forth and may gain energy. Maximum energies of about 100 TeV
can be reached this way [19].
pi0 decay
The neutral pion pi0 is the most frequently produced neutral particle in
hadronic interactions and decays. Since protons are the most abundant par-
ticles of the interstellar medium it may be produced in proton-antiproton
annihilation (p + p¯ → pi+ + pi− + pi0) or by proton-nucleus interaction
(p + nucleus→ p′ + nucleus’ + pi+ + pi− + pi0). The pi0 has a life time of
8.4x10−17 s and decays with 98.8% branching ratio into two photons. These
photons are already high-energy photons due to the kinetic pion energy or
they may be shifted to higher energies for example by IC.
Standard Model matter-antimatter annihilation
The annihilation of Standard Model matter and antimatter particles can
directly produce photons like in the case of electrons and positrons
e+ + e− → γ+ γ (1.12)
or indirectly over a secondary product like in the case of the proton-antiproton
annihilation
p + p¯→ pi+ + pi− + pi0 (1.13)
where the pi0 decays into two photons.
Dark matter annihilation
The universe consists of ~4.6% ordinary baryonic matter. What exactly the
other constituents, the dark matter (~23%) and the dark energy (~72%),
are, is still a matter of speculation. However, an evidence for the existence
of dark matter can be found in the rotation curves of galaxies. The curve
describes the dependence of the rotational velocity of the visible matter
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like stars and dust of a galaxy and its radial distance from the center of
the galaxy. The Newtonian mechanics predicts a decreasing of the veloc-
ity with v(r) ∝ 1/
√
r but measurements show an approximately constant
velocity. This can only be explained with the existence of dark matter [24].
These dark matter particles could annihilate into two photons and be a vi-
able source for GeV to TeV gamma rays [25].
1.3 Detection physics
The cosmic rays are composed of charged particles and gamma rays as al-
ready mentioned. The processes involved in the interaction with the earth’s
atmosphere depend on the type of particle. Protons and nuclei interact
through the strong and the electroweak force, electrons through the elec-
troweak force and gammas through the electromagnetic force. Three pos-
sible processes are involved in gammas interacting with matter: the pho-
toeffect (γ + atom → e− + ion), Compton scattering (γ + e− → γ + e−)
and pair production (γ + Z → e+ + e− + Z). The interactions happen at
different altitudes in the atmosphere, depending on the primary particle’s
type and energy. A proton interacts already at a height of about 20 km,
a high-energy gamma ray only at about 10 km above sea level. Here, the
pair production is the only important interaction process for high-energy
gamma rays.
Understanding the effects of the interaction of photons with matter as well
as the generation and development of particle showers in the atmosphere
is essential to understand the detection instruments and techniques used in
gamma-ray astronomy. The following discussion gives a brief introduction
to the phenomena of these effects.
1.3.1 Photon interaction
Photons interact with matter in three dominant ways, depending on the
photon energy (figure 1.7). The photo-electric effect dominates for photon
energies below twice the electron mass of mec2 = 511 keV and for heavy
materials with a high atomic number of the absorber. The photon is thereby
completely absorbed by an atom, which releases a photoelectron from one
of its shells. The effect is most likely if the photon energy is just above the
binding energy of a shell electron. The photo-electric effect is forbidden for
free electrons due to energy and momentum conservation.
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Figure 1.7: The three photon interaction processes with matter and their
dominate energy regions in function of the absorber’s matter density. Pic-
ture taken from [26]
The Compton effect or Compton scattering is most dominant around 1 MeV.
A photon scattering off a matter electron or a free electron transfers energy
to the electron. The transfered energy can vary from zero to a very large
fraction of the photon’s energy taking energy and momentum conserva-
tion into account. The photon energy hν′ after the scattering on an electron
with mass mec2 is described in equation 1.14, where hν is the photon energy
before the scattering and θ the scattering angle. The Compton electron en-
ergy Ee is given in equation 1.15 for free electrons.
hν′ =
hν










The third interaction, the electron-positron pair production, has its energy
threshold at above twice the electron mass (1.022 MeV) and becomes dom-
inant at energies &10 MeV. The photon hence has enough energy to create
an electron positron pair in the Coulomb field of a nucleus or of a shell elec-
tron, transferring all its energy to the pair particles. The energy equation
for the electron-positron pair and the incident photon is:
Ee+ + Ee− = hν− 1.022 MeV (1.16)
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The energy threshold for the process is given by:




where me is the mass of the electron and MN the mass of the nucleus.
1.3.2 Cherenkov effect
Charged particles traveling through a medium polarize atoms and molecules
along their trajectory. This polarization will eventually relax and like a
dipole produce electromagnetic radiation. The radiation of the polarized
atoms and molecules will interfere destructively due to the symmetrical
polarization of the medium (figure 1.8(b)) and not be detectable. If the
charged particle travels faster through the medium than light does, then
the polarization is no more symmetric and the radiation will have some
constructive interference and the produced radiation will become observ-
able. Figure 1.8(a) shows a charged particle traveling through a medium
with a velocity v, smaller than the velocity of light c′, in the medium. Fig-
ure (b) shows the same picture with v>c′.
Figure 1.8: Polarization of a medium by a negatively charged particle pass-
ing through. Left pictures shows the undisturbed medium. Middle: The
particle traveling with a velocity below the velocity of light in the medium
polarizes the medium in its vicinity symmetrically. The electromagnetic ra-
diation produced by the relaxation of the medium interferes destructively.
Right: Constructive interference happens only when the particle’s velocity
is greater than the velocity of light in the medium, allowing for constructive
interference.
18 Chapter 1. Introduction
The red line represents the wave front of the constructively interfered waves.
The opening angle θC changes with the velocity and the refractive index n





where β = v/c and c the speed of light in vacuum. The condition that the co-
sine is limited to ±1 leads to the energy threshold for coherent Cherenkov
radiation with β ≥1/n. The threshold energy for an electron (mc2 = 511 keV)
and for a muon (mc2 = 106 MeV) traveling through air (n ≈ 1.00029) or wa-








Table 1.2 shows the corresponding values of the threshold energies in air
and in water.
Particle Mass mc2 [MeV] Eairthresh [MeV] E
water
thresh [MeV]
Electron 0.511 21.2 0.78
Myon 106 4.4x103 160.8
Table 1.2: Threshold energy for Cherenkov radiation in different media.
The wave front of the Cherenkov light is shown in figure 1.9, assuming
spherical waves produced by the de-polarization of the medium.
Figure 1.9: Building up of the optical shock front of the Cherenkov effect.
Picture taken from Wikipedia. Information added.
The effect can be compared with the effect of an aircraft breaking the sound
barrier, flying supersonic. The spherical sound waves compress more and
more at the front with increasing velocity of the aircraft and finally create
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the shock wave front, know as sonic boom. However, the difference to the
Cherenkov wave front is that the sonic boom wave front is produced by
the traveling object (the aircraft) and not by the medium flown through
(the de-polarizing medium).
The emitted energy dE per unit length dx and per unit of angular frequency











with µ(ω) the frequency-dependent permeability, q the electric charge of
the particle, v the particle’s velocity, c the speed of light in vacuum and n
the frequency-dependent refractive index. The emitted intensity is almost
proportional to the frequency, or inversely proportional to the wavelength
emitted (1/λ) and peaks in the ultraviolet, as shown in figure 1.10.
Figure 1.10: Typical Cherenkov light spectrum generated by a vertical
hadronic TeV air shower as seen by the imaging atmospheric Cherenkov
telescope HEGRA at 2200 m above sea level. The solid line denotes to the
Cherenkov light spectrum in arbitrary units and the dashed line shows
a typical quantum efficiency curve of a photomultiplier tube used in the
HEGRA telescope. The Cherenkov spectrum is mainly limited on the low-
wavelength side (<300 nm) by absorption of the Cherenkov photons by
ozone. Taken from [28].
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Figure 1.11: Sketch of the formation of the Cherenkov light pool on ground
level due to change of the refractive index and the varying speed of the
electrons inducing Cherenkov light.
The number of emitted photons dN per wavelength interval dλ and path
length dx is proportional to 1/λ2 as equation 1.21 indicates. ez is the charge











The term 2pie2/hc is the fine structure constant α = 1/137 and the factor
in brackets can be rewritten as sin2(θC) with equation 1.18. Integration of
this equation over the expected Cherenkov wavelength spectrum of 290 to
600 nm in air leads to the following formula for an approximation of the
number of emitted photons per path length in units of photons per mm:
dN
dx
≈ 80 · z2 sin2(θC) [photons/mm] (1.22)
The Cherenkov angle θC for a particle traveling through the atmosphere
with a velocity β ≈ 1 changes from about 0◦ (n = 1 at 20 km a.s.l.) to 1.4◦ (n
= 1.00029 at 0 m a.s.l.), producing a light cone (figure 1.11). The light cone
is aligned with the axis of the flight trajectory of the primary particle. The
light flash is very shortO(ns) since the particle travels with ultrarelativistic
velocity through the atmosphere. An electromagnetic shower, as described
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in the next section, involves ultrarelativistic electrons and positrons, each
producing a Cherenkov light cone. These cones superimpose and illumi-
nate at ground level a circular region, like a ’pool’. Figure 1.12 shows the
simulated development of an electromagnetic shower induced by a gamma
ray and induced by a proton with the corresponding light pools on ground.
Figure 1.12: Left: Simulated development of an electromagnetic shower
induced by a 300 GeV gamma-ray with the secondary particles trajectories
(top) and the distribution of the Cherenkov light at ground level (bottom).
The Cherenkov light is projected onto a single plane and the shown light
pool section is 400 by 400 m2. Right: Same simulation but with a proton of
1 TeV as primary particle. Picture taken from [29].
The Cherenkov photon density at sea and at mountain level, produced by
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Figure 1.13: Log-log plot of the Cherenkov photon density as a function of
the primary gamma-ray energy. The values are shown for sea level (blue
crosses) and for a mountain level of 2300 m asl (red circles). Data taken
from [8].
a primary gamma ray, is shown in figure 1.13.
1.3.3 Electromagnetic shower
A gamma ray entering the atmosphere will eventually undergo pair pro-
duction in the vicinity of a nucleus and create an electron-positron pair.
This production is most dominant for gamma energies >5 MeV. The pair
particles, which share the gamma’s energy, are relativistic, depending on
the primary energy. They lose energy by Bremsstrahlung, if the energy is
larger than the critical energy Ec of ~85 MeV, while moving through the
electric fields of the molecules and atoms in the atmosphere. Moreover, be-
cause of their velocity, they produce Cherenkov light, as explained in the
previous section. The Bremsstrahlung photons can also undergo pair pro-
duction, creating an electromagnetic shower of electrons, positrons and EM
radiation. Figure 1.14 shows the process of the shower development. The
radiation of a Bremsstrahlung photon and the subsequent pair production
happens on average after one radiation length. The leptons will eventually
lose enough energy to slip under the critical energy threshold. The particles
lose the remaining energy by ionization of the surrounding medium, un-
til the shower faints out. The electromagnetic shower describes a cylinder
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Figure 1.14: Electromagnetic shower induced by a gamma particle showing
the emission of Bremsstrahlung and subsequent pair production. Picture
taken from [30].










· 716.4 · A
Z(Z + 1) ln 287√
Z
g · cm−2 (1.24)
with ρ the density of the medium. RM is about 78 m in air with ρair ≈
1.2 kg/m−3 at 20◦C. The radiation length for electrons and positrons fly-
ing through air with ~78% nitrogen and ~21% oxygen and a mean atomic
number of Z = 7.14 and a mean mass number of the nucleus A = 14.3 is
approximately X0ρ ≈ 37.8 g/cm2 at 0◦C and 1 atm. The atmosphere cor-
responds to about 27 radiation lengths for electrons and positrons. The
lateral expansion of the shower is rather small and mainly dominated by
low-energy electrons at the end of the cascade.
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1.3.4 Extended air shower
A shower induced by a charged cosmic particle like a proton or a heavy ion
is called an extended air shower (EAS) and is shown in figure 1.15.
Figure 1.15: Shower induced by a proton or heavy ion. Both components of
the shower are visible, the hadronic and the electromagnetic part. Picture
taken from [30].
The shower consists of both hadronic and EM components, but is domi-
nated by the hadronic particles. The most abundant secondary hadronic
particles are the charged and neutral pions1. Other hadronic particles like
kaons will decay as well very soon after their production into pions. The
pions decay dominantly into the following channels [31]:
pi0 → γγ (branching ratio: 98.80%, mean life time: 8.4x10−17 s)
pi+ → µ+νµ (branching ratio: 99.99%, mean life time: 2.6x10−8 s)
pi− → µ−ν¯µ (branching ratio: 99.99%, mean life time: 2.6x10−8 s)
1Each pion flavor makes about 1/3 of the total pions due to the isospin symmetry of the
pions.
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The pi0 predominately decays into two photons, inducing the electromag-
netic cascade as described in the previous section. Muons make a large
portion of the secondary particles that reach ground level, since they are
ultrarelativistic and hence do not decay beforehand.
Both electromagnetic showers induced by primary gamma rays and neu-
tral pions can be characterized by the following main parameters:
• shower axis: flight direction of the primary particle
• longitudinal dimension: distribution of the secondary particles (e+e−)
along the shower axis
• lateral dimension: distribution of the secondary particles perpendic-
ular to the shower axis
• impact parameter: distance of the shower center to the detector on
detector level
• number of Cherenkov photons (or secondary particles for the hadronic
shower): this number is proportional to the energy of the primary
particle.
These parameters help to identify a primary particle, its direction and its
energy. The different components of a shower can be detected with dedi-
cated instruments as explained next.
1.4 Detection instruments
Direct detection of primary comic rays is only possible in space, since the
earth’s atmosphere is opaque to them. Thus, only high altitude balloon
and satellite experiments may measure the flux and the properties of the
cosmic rays undisturbed of the earth’s atmosphere. However, the flux
of VHE gamma-rays and high-energy charged cosmic rays is very small
and demands large detection areas or volumes to gain sufficient statis-
tics. Building space or balloon experiments with large detection volumes
is not feasible, since space shuttles and balloons do not permit high loads
or transportation is very expensive. In contrast, ground-based detectors al-
low much larger areas to be covered at modest prices, but may only detect
the cosmic rays indirectly using the atmosphere as a calorimeter. The per-
formance of this unique calorimeter is however not very constant in time
and space and forbids the reconstruction of the energy and flight direction
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of the primary particle with a high accuracy. Current experiments give re-
construction accuracy numbers as low as 30% for the energy and 60% for
angular reconstruction.
Ground-based detectors will either measure the secondary products like
the charged component of an EAS and the accompanying fluorescence light
or Cherenkov flashes, produced by the relativistic electrons and positrons.
The EAS detectors have the advantage that they can be operated under all
weather conditions, but with the drawback of being restricted to the ultra-
high-energy cosmic rays (>10 TeV). The optical Cherenkov light, as induced
by the secondary particles of gamma rays in the atmosphere, can only be
measured during dark and clear nights but detection levels can reach down
to gamma-ray energies of some tens of GeV. A detailed list of cosmic rays,
gamma-rays, neutrino and similar experiments can be found on [32].
1.4.1 Space-borne instruments
After many missions with balloons, rockets, and aircrafts, the time for space-
borne cosmic ray detectors had arrived in 1958 when the Russian Sputnik
3 satellite was launched. The satellite was equipped with cosmic rays de-
tectors to measure the charged particle flux, gamma-rays and heavy nuclei.
The US satellite Explorer, launch only a few days before Sputnik 3, discov-
ered the Van-Allen belt2 with built-in magnetometers. The detectors car-
ried by these satellites were rather simple in their functionality. However,
as time went by they improved and became much bigger but also more
precise and more reliable, as new techniques emerged to launch heavier
objects into orbit.
One of the first large space-borne experiments (15.6 t, 9.1 m height and
21.3 m width) was NASA’s Compton Gamma Ray Observatory (CGRO)
satellite (1991-2000). It hosted four gamma-ray dedicated experiments to
cover a gamma-ray energy range of 20 keV to 30 GeV. The Energetic Gamma
Ray Experiment Telescope (EGRET [33]) experiment on board of CGRO
was designed to detect gamma-rays between 20 MeV and 30 GeV, while
the other three experiments covered the lower energy range up to about
30 MeV. EGRET, shown in figure 1.16, consisted of two spark chambers for
the detection and identification of gamma-rays by inducing pair produc-
tion. A calorimeter placed beneath the spark chamber was used to deter-
mine the energy of the electron-positron pair. Plastic scintillators, placed
around the main detector, were used to veto non-gamma events.
2The Van-Allen belt is a ring of high energy particles (mostly protons in the inner belt
and electrons in the outer belt) captured by the earth’s magnetic field.
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Figure 1.16: Schematical drawing of the EGRET instrument. An electron-
positron pair is drawn in the spark chamber as well as the scintillation light
they would produce in the NaI scintillator. Picture taken from [34].
The first year of observation already revealed a glimpse of what was hid-
den behind the HE energy gamma-rays. Figure 1.17 shows an all-sky map
with first year data of EGRET. The Galactic plane is visible in the middle of
the picture as a bright white band in this Hammer-Aitoff projection (equal-
area projection). Radiation from the Galactic plane comes mainly from in-
teractions of cosmic rays with the stellar medium. Three bright sources are
already visible on the right side of the Galactic plane. They correspond to
the Vela, Geminga, and Crab pulsars. The blazar 3C279 is visible on the
upper half, right of the middle.
More space missions dedicated to gamma-ray physics followed EGRET
and revealed new sources of gamma-rays. The FERMI [36] satellite (for-
merly called GLAST), launched in 2008, currently orbits the earth, taking
data of gamma-rays and gamma-ray bursts. FERMI covers the photon en-
ergy range of 8 keV to 300 GeV. The satellite hosts two instruments, the
Large Area Telescope (LAT) and the Gamma-ray Burst Monitor (GBM).
The LAT (figure 1.18), the main detector of FERMI, is constructed similar
to the EGRET system. A converter foil makes gamma rays undergo pair
production. The pairs’ trajectories are then tracked by the tracker system
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Figure 1.17: The picture shows an all-sky view of the EGRET detector
with first year data of gamma-rays with energies above 100 MeV. Some
bright sources as the Vela, Geminga, and Crab pulsars and the blazar 3C279
are already visible on this picture. Brighter colors correspond to brighter
gamma-ray sources. Picture taken from NASA’s EGRET page [35]. Labels
added.
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Figure 1.18: Sketch of FERMI’s LAT detector. The converter/tracker con-
sists of layers of conversion foils to force the gamma-rays to undergo pair
production and particle tracking detectors to track the pair. Picture taken
from [37].
similar to the spark chamber of EGRET. The calorimeter system measures
the energy of the electron-positron pair as they are fully absorbed and a
surrounding anticoincidence shield made of scintillating plastic is used to
veto non-gamma events. The LAT detector covers the photon energy range
from 30 MeV up to 300 GeV and is able to ’see’ 20% of the full sky at any
one time.
The GBM looks out for gamma-ray bursts, events known as the brightest
in gamma-rays. Such events can be detected by the accompanying lower
energy gamma-rays or X-rays. The detector needs to cover as much solid
angle as possible to catch the light from the GRBs from all directions. The
GBM covers photon energies of 8 keV up to 30 MeV. The LE gamma-rays
are detected with NaI scintillators in a disc shape, producing scintillation
light flashes that are measured with photomultiplier tubes. HE gamma-
rays are measured with two additional scintillators made of bismuth ger-
manium oxide (BGO), an inorganic scintillation material with a high stop-
ping power.
Figure 1.19 shows the sky in gamma-rays seen by the LAT detector of the
FERMI satellite. One can see the improvement in resolution compared to
the EGRET image. The color scale from black to white corresponds to the
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Figure 1.19: All-sky map constructed from two year FERMI data. The lower
energy limit is 1 GeV. Brighter colors correspond to brighter gamma-ray
sources. Picture taken from [38]. Credit: NASA/DOE/Fermi LAT Collab-
oration.
brightness of sources in gamma-ray.
The disadvantage of satellites is clearly their small detection area. Also,
running an instrument in space is more challenging and needs matured and
reliable techniques. However, the field of view of a freely flying satellite is
much larger than the one of a ground-based detector and not disturbed
so much by the earth’s shadowing. Ground-based observatories can pro-
vide larger detection areas and hence extend the detectable energy range of
gamma-rays, being a good complement to the satellites.
1.4.2 Ground-based instruments
Ground-based instruments can be divided into two categories: instruments
detecting the secondary particles produced in the shower and detectors col-
lecting the Cherenkov light produced in the shower. The Pierre Auger ex-
periment [39] in Argentinia can detect the secondary products primarily of
cosmic hadrons within an energy window of 1017 to 1020 eV. Two detectors,
an array of surface detectors and a collection of air fluorescence detectors,
detect the different parts as a hybrid detector. The surface detectors are
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Figure 1.20: Working principle of the Pierre Auger fluorescence detector.
Picture taken from [40].
tanks, each filled with 12 tons of pure water and equipped with photo-
multiplier tubes. These tanks are distributed as a large array (covered area
is about 3000 km2, 30 times the city of Paris). High-energy charged parti-
cles from the EAS reaching the ground and passing through the water will
produce Cherenkov light. The Cherenkov light is detected by PMTs and a
correlation of the signals from several tanks will give a hint if the particles
are part of an EAS or not. The measured arrival time and number of parti-
cles help to reconstruct the direction and the energy of the primary particle.
About 30 events with energies around 1020 eV are measured per year with
this detector. Lower-energy primary particles are measured more often.
The second instrument used in the Pierre Auger observatory, the air fluo-
rescence detector, measures the faint fluorescence light produced by pre-
viously excited air molecules. The air molecules are excited by the sec-
ondary photons of the EAS and emit fluorescence light while relaxing into
the ground state. This can be detected by one or several of the 27 telescope
detectors, each containing a tessellated mirror focusing the light onto a
photomultiplier array (figure 1.20). The detector measures the longitudinal
development dE(x)/dx of the air shower and its integral gives the approxi-
mate total energy of the primary particle since about 90% of the dissipated
shower energy is electromagnetic. The direction of the primary particle
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can be estimated by the shape of the fuorescence image. The combination
of both numbers allows for an identification of the particle type. The fluo-
rescence detector may, in contrast to the water tanks, only be used during
moonless nights, since the detected light is very faint and in the visible light
range.
Another fluorescence detector was the HiRes Fly’s eye experiment in New
Mexico, which observed the GZK cutoff in 2007 [41] and presented their
final results in 2010 [42]. A four-square-meter mirror focuses the light onto
an array of 256 PMTs. The successor, the telescope array project [43] which
is designed to study the EAS of UHE cosmic rays, uses the same tech-
nique as the HiRes experiment to detect the fluorescence part of the air
shower, and in addition an array of many large-surface detectors built of
two stacked plastic scintillators of each 3 m2 and 1.2 cm thickness to cover
an area of 762 km2.
The High-Altitude Water Cherenkov Gamma-Ray Observatory (HAWC),
currently under construction, is designed to detect gamma-ray induced air
showers with primary energies in the TeV regime, and additionally cosmic
ray EASs. It is located at an altitude of 4100 meters above sea level in Mex-
ico and uses the water Cherenkov technique like the Pierre Auger water
tanks. However, the HAWC water tanks are much larger (4 meters high
and 7.3 meters in diameter) and equipped with four PMTs per tank in a Y
shape at the bottom. Both charged particles from the EAS and gamma-rays
will produce a detectable Cherenkov pulse in the water. HAWC will have
an energy resolution of below 50% and an angular resolution <0.2 degrees
for >10 TeV primary particles.
The previously mentioned ground-based observatories look for cosmic rays
and gamma rays and cover the energy range above 10 TeV. Their spatial
and energy resolutions worsen towards lower energies. There, the so called
Imaging Atmospheric Cherenkov Technique (IACT) steps in and covers the
HE and VHE range from some tens of GeV up to some tens of TeV. The tech-
nique allows for the detection of the faint and short Cherenkov light flashes
produced by charged relativistic particles of the air shower.
1.5 Imaging Atmospheric Cherenkov Technique
The story of observations with IACT telescopes started in 1952 with a dust-
bin and a World War II signaling mirror of 25 cm diameter with a photomul-
tiplier tube in its focus (figure 1.21). An amplifier and an oscilloscope made
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Figure 1.21: First gamma-ray ’telescope’ to detect Cherenkov light flashes
built of a dustbin, a small mirror and a PMT. Picture take from [44].
the first gamma-ray ground-based telescope complete. It was W. Galbraith
and J. Jelley who started a completely new area of ground-based gamma-
ray telescopes and opened up the new field of HE and VHE gamma-ray
physics.
After the idea to collect Cherenkov light from a shower with a spherical or
parabolic mirror and measure it with a detector array (camera) was born,
the technique evolved and the Imaging Atmospheric Cherenkov Technique
(IACT) was introduced more than 15 years later by the Whipple collabora-
tion. However, success did not come for a long time. The 10 m Whipple
telescope in southern Arizona started its operation in 1968, detecting the
first HE gamma-ray source in 1977 and its first TeV gamma-ray source, the
Crab Nebula, in 1989 [45]. The fundamental ideas of the IACT were de-
veloped during that time. A huge step forward was taken with the intro-
duction of the Hillas parameters by A. M. Hillas in 1983 [46], which allow
for the separation of gamma-rays from the more abundant hadron-induced
showers.
Better, second generation telescopes like HEGRA, CANGAROO, CAT and
TA followed. The turn of the millennium finally brought the third genera-
tion of telescopes with even better energy and direction resolution, larger
cameras and dish diameters and the multi-telescope operation by VERI-
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TAS (four), CANGAROO-III (four), HESS (four, five in future) and MAGIC
(two since 2009). These IACT telescopes have detected a large number of
sources together with satellite experiments.
1.5.1 IACT working principle
The working principle of an IACT is similar to the previously described flu-
orescence detectors. Hence, dark and cloudless nights far away from any
artificial light sources are needed for the detection of the faint Cherenkov
light. The Cherenkov light produced by an electromagnetic shower covers
an area of about 50000 m2 at ground level, depending on the primary parti-
cle energy. This is a circular shaped light pool with a radius of about 130 m
for a gamma-ray impacting the atmosphere from a vertical direction (sec-
tion 1.3.2). The light pool becomes more elliptic and distorted the more the
impact angle deviates from the vertical incident direction. The Cherenkov
light is emitted with an opening angle θC, which is inversely proportional to
the refractive index of the atmosphere. The variation of θC can be captured
by an IACT telescope and give information about the shower energy and
direction. Figure 1.22 shows the working principle of an IACT telescope.
The different parts of the cigar-shaped shower are imaged along the cam-
era plane, producing an image which looks like an ellipse for gamma ray
events. This ellipse has some outliers for a hadron induced shower or be-
comes even a ring for muons (figure 1.23). The Hillas parameters describe
the resulting image by the width and the length of the ellipsoidal picture,
the overall content (the size) of the image, the distance of the image’s center
of gravity (COG) to the camera’s center, the angle between the ellipse ma-
jor axis and the radial distance of the COG to the camera center etc. These
parameters describe the lateral and vertical development of the shower, the
energy of the primary particle and the position of the image in the camera
etc., and allow for a better discrimination of the different primary-particle-
induced events.
Such an image reconstruction is only possible after the camera image has
been cleaned from ’noise’ pixels, pixels with night sky background (NSB)
light which does not belong to the shower3. The problem which arises with
the Hillas parametrization is the ambiguity in the reconstructed shower
and primary particle direction, respectively. This problem can be solved by
stereoscopic observation of the shower as shown in figure 1.24. It is also
3The NSB is usually a combination of visible light from stars, scattered or direct moon-
light, zodiacal light (sunlight scattered by space dust in the zodiacal cloud), light pollution
from nearby artificial sources as cities and airplanes etc.
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Figure 1.22: Imaging of the different Cherenkov light sections. The emis-
sion angle θ of the Cherenkov light varies with the refractive index n of the
atmosphere. n changes very slightly, but enough to cause the Cherenkov
light to be spread along the camera plane.
Figure 1.23: Camera images recorded by MAGIC-I during observations of
the Crab nebula. The color scale denotes the amount of (Cherenkov) pho-
tons per pixel. Shown are a gamma-ray (left), a hadronic (center) and a
muon (right) event. Picture taken from [47].
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Figure 1.24: Superposition of three telescope camera images for the non
ambiguous reconstruction of the shower direction.
possible, under certain conditions, to evaluate the Cherenkov photon ar-
rival time in the camera and hence determine the evolution and direction
of the shower. This however, is only possible if the camera electronics are
fast enough and the signals from the photo-sensors are not integrated to
get more signal. New, more sophisticated analysis methods have recently
been studied, as an improved 3D model algorithm, multivariate analysis
with boosted decision trees and neuronal networks etc. [48].
1.5.2 The upcoming IACT project
The Cherenkov Telescope Array (CTA) project [9], for which development
and construction is in progress and first operation is expected in 2016, aims
at improvement of the detection sensitivity and an extension of the de-
tectable energy range compared to the current IACTs H.E.S.S., MAGIC, and
VERITAS. A southern and a northern hemisphere array assembled with up
to three different telescope sizes to cover the different energy ranges will be
installed. The dish diameters will be 4-6 m (small size telescope SST), 10-
12 m (mid-size telescope MST) and 24 m (large size telescope LST) for the
detection of gamma-rays of energies SST >10 TeV, MST 100 to 10 TeV and
LST tens to hundreds of GeV.
About 30 SSTs will be built in the southern hemisphere to detect the more
rare TeV gamma rays. The ’workhorse’ will be the MST with quantities in
the same order as the SST. The low energy regime covered by LSTs needs
large collection areas since the Cherenkov signals are extremely faint. Only
four to five LST telescopes will be built, since the costs are the limiting fac-
tor. However, this will be enough since gamma rays in that energy regime
are more frequent and hence good statistics is achievable with fewer tele-
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Figure 1.25: Expected integral sensitivity for a Crab-like spectrum for cur-
rent IACTs and ground based cosmic particle detectors. The horizontal axis
denotes the energy of the primary particle in GeV. The three dotted lines
correspond to the flux from the Crab nebula and show from top to bottom:
100% Crab flux, 10% Crab flux and 1% Crab flux. The black solid (dotted)
HAWC line is a 1 (5) year of HAWC exposure while the indicated IACT
sensitivities correspond to 50 hours of observation. Picture taken from [50].
scopes.
The camera sensors will predominantly be photomultiplier tubes. Efforts
are ongoing to build cameras with semiconductor photo-sensors for the
SST or even MST. Figure 1.25 shows the expected sensitivity of CTA as a
function of energy compared to the current gamma ray observatories. The





This chapter introduces and discusses the concept of Imaging Atmospheric
Cherenkov Telescope (IACT) cameras as implemented in current telescopes.
It gives a rough overview how such a camera works and discusses some
specific parts in more detail. One aim of the thesis is the improvement
of the existing concept and the development of a new concept to reduce
power consumption and data stream, to introduce more flexibility in the
camera trigger and to build a light-weight, reliable camera. This new con-
cept and the improvements are discussed in chapter 3.
2.1 Principle of an IACT camera
An IACT camera can be compared with a commercial compact digital cam-
era. The main differences are the mechanical size and that the IACT camera
has no lenses to image a picture on the photo sensor. The parts of a com-
pact camera are the multi-pixel photo sensor, the shutter-release button to
capture an image, the fast data buffer which stores the image temporarily
and a processor chip which possibly processes and compresses the image
before writing it to the slower memory card. The corresponding parts of
an IACT camera are photo-detectors like photomultiplier tubes (PMT), a
trigger system that identifies an event, a data buffer to bypass the time to
calculate the trigger and to write the data to a storage and a processor, re-
alized with a field programmable gate array1 (FPGA) and a storage unit
1A field programmable gate array is an integrated circuit that can be configured and
programmed many times. It is designed as an array of simple logic gates like ANDs and
XORs that can be arranged into more complex logical functions. Some FPGAs also host a
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(computer farm or similar). Figure 2.1 shows a sketch of an IACT camera
with the main parts and the signal flow.
Figure 2.1: Sketch of an IACT camera. Green arrows denote the analogue
signal flow, red arrows belong to the trigger system and blue arrows are
digital data flows.
The photo sensor of a compact camera, a CMOS or CCD chip, consists of
many small (~1-3µm) pixels sometimes having a micro-lens in front to col-
lect the light. The IACT camera uses hollow light funnels like Winston
cones [51] with reflective surfaces to collect light for a pixel. These funnels
increase not only the light collection efficiency, but simultaneously restrict
the field of view of a single pixel. This is necessary to prevent stray light
from the ground behind the dish to be seen. Another benefit of these light
funnels is their almost arbitrary selectable geometry of the entrance and
exit apertures. A hexagonal entrance and exit geometry is ideal since it
shows the best optical performance and allows pixels to be arranged to-
gether without leaving dead space in between.
A pixel of the photo-sensor of an IACT camera is much larger in diameter
than the one of a CMOS or CCD chip. This is useful since the ’image’ which
small microprocessor, memory blocks and even analogue features like ADCs.
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is captured with the IACT camera has fewer distinct details than a an image
taken with a compact camera and a smaller pixel size would not improve
the information much but would increase the data stream, the number of
electronics channels, and the costs. The other part of the photo sensor is
the sensor itself. Most IACT cameras use photomultiplier tubes to convert
the light into an electronic signal. These photo detectors are extremely sen-
sitive and able to capture single photons. They are also rather noise-quiet
compared to a CMOS or CCD chip.
The trigger system of the IACT camera can be compared to face recogni-
tion systems built in some compact cameras. These systems constantly an-
alyze the image of the photo sensor and if they find something that looks
like a human face they release the shutter and take a photo. Since there
are no faces to be captured with an IACT camera, the trigger system looks
for other characteristics in the picture like structures that are typical for
gamma-ray events. The analysis of the picture happens also constantly but
needs to be much faster, on the order of a few tens to hundreds nanosec-
onds. This requires very fast electronics and simple but efficient recogni-
tion algorithms. A data buffer is needed, due to the ’long’ time the trigger
needs to calculate a decision (almost the same order of magnitude as the
shower duration). Current IACTs use analogue ring buffers, which store
the analogue signals of the PMTs. A trigger event will stop the ring buffer
and allow the single buffer cells to be read out. This introduces a dead
time of the camera where no further events can be captured, like the com-
pact camera. The signals from the ring buffer are digitized with analogue
to digital converters (ADC) and fed into processors for further processing.
The camera is ready again as soon as the FPGAs have sent the data to a
storage outside the camera. All stored events are analyzed off line with
more sophisticated methods to separate wanted from unwanted events, to
clean images from noise, and to extract the signal from the background.
The following sections discusses the different parts and their possible im-
plementations in more detail.
2.2 Photo-detector
2.2.1 The photomultiplier tube
The photomultiplier tube (PMT) was invented in 1930 by the Russian physi-
cist L. A. Kubetsky [52]. A PMT is an evacuated glass tube with electrodes
to convert light into an amplified electronic signal. Two main physical pro-
cesses are involved. The photo-electric effect converts the photons into
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(photo)electrons (pe). This happens on a photoemissive semiconductor2,
called the cathode. The conversion efficiency, called quantum efficiency
(QE), of the cathode is on the order of 10% to 45% of the incident pho-
tons3. The released photoelectrons are accelerated through an electrical
field towards a first dynode (a polished metal electrode). While hitting
the dynode, more electrons are released by the secondary electron emis-
sion effect multiplying the number of charged particles. This process can
only take place if the primary photoelectrons have gained enough kinetic
energy through the field to kick out the secondary electrons of the dyn-
ode. The multiplied charge is again accelerated and led by an electric field
between the neighboring dynodes so the multiplication process continues
building up an avalanche of photoelectrons until the last dynode. Finally,
an electric field leads the photoelectrons to the anode where the charge is
collected. An externally connected load resistor converts the charge pulse
into a voltage pulse.
Figure 2.2 shows a sketch of a PMT connected to a voltage divider to create
the accelerating electric fields and an external load resistor RT.
Figure 2.2: Sketch of a photomultiplier tube. The light is incident from the
left, passing the entrance window, hitting the photocathode and releasing
electrons. The electrons are multiplied by each dynode stage and finally
collected at the anode to produce a current/voltage pulse through the load
resistor RT. The high voltage provides the electric field between the dyn-
odes to accelerate the electrons.
2Semi-transparent cathodes are evaporated directly on the glass of the PMT windows
and emit the photoelectron on the opposite side to the incident photon. Opaque cathodes
are metal electrodes emitting the photoelectron on the same side as the incident photon.
3The QE often includes the collection efficiency (CE) of the first dynode, that is the prob-
ability that a photoelectron comming from the cathode reaches, and is amplified by the first
dynode. CE values are usually greater than 80%.
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The multiplication process makes the tube sensitive to single photons. A
single photon will produce a charge of 104 to 108 photoelectrons at the an-
ode, mainly depending on the number of dynodes and the applied high
voltage of several hundred volts between dynodes. Intense light yield ex-
posure of a PMT under operation will hence create a very large photoelec-
tron current and possibly damage and age the PMT early. The aging hap-
pens through changes in the surface state of the dynodes decreasing the
multiplication effect and hence the gain of the PMT. This aging is also no-
ticeable under constant illumination, but strongly depends on the photo-
electron currents inside the tube. The surface state of the dynodes changes
also after long storage of the PMTs or after exposure to bright light (for ex-
ample day light) without operation of the PMT. The PMT will eventually
recover and reach again a stable gain after a few hours or days, depending
on the storage time and light exposure (figure 2.3). Best stable performance
can be expected by continuous, uninterrupted operation of the PMT with
modest light yield and PMT gain.
Figure 2.3: Relative gain variation over time at a high average anode cur-
rent of 30µA, normalized to the stable gain after the initial aging period.
The gain drift after starting the operation life of the PMT is due to an initial
aging of the PMT, taking up to 24 hours. This aging happens faster with a
high anode current. The switching off of the high voltage for several days
renews the PMT gain, but only for a very short time where the gain catches
up again with the old value and eventually drifts to very low values. Aging
of the PMT is not only due to the mean anode current, but also due to he-
lium intrusion etc. Taken from Photonis Photomultiplier Tube Catalogue.
Photons hitting the cathode are unfortunately not the only sources produc-
ing signals that can be measured at the anode. There are two other sources
for signals that cannot be distinguished from photon-events: afterpulses
(AP) and dark currents. Afterpulses occur when positively ionized resid-
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ual gas molecules (e.g. H2O, CH4, He) are accelerated by the electric fields,
hitting the cathode or the first dynodes releasing electrons. Also photons
emitted by luminescence of the dynodes during the bombardment with
the photoelectrons can make their way back to the cathode and give rise
to a signal. These afterpulses can occur after each photon event. The ef-
fect is most noticeable after exposure of the PMT to intense light pulses
since the large number of released photoelectrons increases the probabil-
ity of dynode photons and molecule ionization. The dynode photons are
fast and the resulting signal appears just a few tens of nanoseconds after
the photon-event, often hiding beneath that signal. The large mass of the
ionized molecules lets them travel slower than the photoelectrons, hence
producing electric pulses which appear hundreds of nanoseconds to mi-
croseconds after the photon-pulse.
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Fig. 9. Quantum efficiency (upper curve), quantum efficiency times collection effi-
ciency (lower curve), and the latter divided by the mean collection efficiency of 85%
(middle curve) as evaluated for a sample of PMTs for the H.E.S.S. experiment [16].
The sim telarray program can be either configured to include the mean collection
efficiency in the single-p.e. amplitude distribution (together with the middle curve
for the effective quantum efficiency) or to include it with the quantum efficiency
(using the lower curve).
with the afterpulse amplitude distribution added for the NSB signals only.
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Fig. 10. Amplitude distribution for prompt single-p.e. signals and after including
the afterpulses (fits to two types of PMTs, as compared in Figure 11).
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Figure 2.4: Simulated PMT amplitude distribution spectrum for single
photo-electron signals (blue) and with afterpulsing for two different PMT
types (red and green). The high signal probability below 1 pe results from
photo-electrons missing the first dynode and hence being less amplified.
Picture taken from [53].
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The rates for AP with amplitudes above 4 pe are on the order of 0.005-0.8%
for Cherenkov camera PMTs. Extensive studies on AP of CTA PMT candi-
dates have been done by [54].
The dark current, the second source of ’noise’ signals, comes from thermionic
electron emission of the cathode and the first few dynodes, electrons re-
leased from dynodes through the electric field (field emission) hitting the
PMT glass tube and causing emission of photons, leakage currents of the
applied high voltage through electrode supports etc. and others. The dark
current is the largest source of ’noise’ with a rate of a few kHz. This noise
can be neglected in Cherenkov astronomy since the night sky and other
artificial light sources produce signal rates of O(MHz) per PMT. Section
5.1.2 gives a more in-depth description of the statistics and the calibration
of PMTs.
2.2.2 PMT candidates used in this work
PMTs from two manufacturers have been used in this work. The Photo-
nis XP2960, used in all H.E.S.S. cameras, was first used in absence of a CTA
PMT candidate. The PMT is an 8-dynode tube designed for use in an IACT.
The CTA PMT candidate R11920 is specially designed for CTA by the com-
pany Hamamatsu and is still under development. Table 2.1 shows the most
important parameters for these tubes.
Parameter XP2960 R11920-100-01 R11920-100-05
Producer Photonis Hamamatsu Hamamatsu
Type Head-on Head-on Head-on
Diameter 29 mm (1 1/8") 38 mm (1.5") 38 mm (1.5")
Number of dynodes 8 8 8
Photocathode Bi-alkali Super bi-alkali Super bi-alkali
Capacitance 5 pF 8 pF 4.5 pF
Voltage cathode-DY1 350 V 300 V 400 V
Transit time 23 ns 23 ns 23 ns
Transit time spread not specified 1.3 ns 2.0 ns
Table 2.1: Comparison of some parameters for PMTs used in this work. The
first version of the Hamamatsu R11920 (-01) has been further improved and
optimized towards version -05, introducing slight changes in the geometri-
cal dimensions, improving the afterpulse rate and the quantum efficiency,
etc.
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The PMT capacitance of the anode has the biggest impact on the readout
electronics, since it defines, together with the load resistor, the analogue
output bandwidth of the PMT and hence the signal decay time (see section
4.3.1).
2.2.3 Photodiode as an alternative photo-detector
Although most IACT cameras are assembled and work well with PMTs,
efforts are ongoing towards using photodiodes as photo-detectors. The
First G-APD Cherenkov Telescope (FACT) camera project on La Palma [55]
[56] is a technical demonstrator camera with 1440 semiconductor pixels,
mounted on the refurbished HEGRA CT3 telescope [57]. Such a multi-
pixel photon counter (MPPC) has a rather small active area, on the order of
some mm2 and hosts up to 14000 single Geiger-mode avalanche photodi-
odes (GAPD) connected in parallel. A MPPC has the nice advantage that
it easily survives bright light exposure yet being sensitive to single pho-
ton events. The single GAPD is operated as a reverse biased p-n junction
with bias voltages of nearly 100 V. This bias voltage is above the break-
down threshold voltage to reach the Geiger-mode. A bias voltage below
the breakdown voltage fully depletes a region within the p-n junction from
all free charges and holes through its electric field.
A photon striking the fully depleted zone might create an electron-hole
pair. The electron and hole are accelerated by the means of the electric
field in opposite directions and create on their way further electron-hole
pairs by ionization. This process generates an avalanche which is stopped
by a quenching resistor, producing a signal which is somehow propor-
tional to the number of incident photons. Operating the avalanche pho-
todiode in Geiger-mode means increasing the electric field even further
(over-depletion) and hence increasing the gain, making the diode sensitive
to single photons. The pulse amplitude of the output current of a single
GAPD with such high gains (105 to 106) remains the same, regardless of the
number of detected photons. Adding up the output pulses of all GAPDs in
an MMPC produces an almost discrete spectrum with nicely distinguish-
able photon-counts in Geiger-mode. This photon-counting ability and the
robustness against excessive light exposure gives these detectors a big ad-
vantage over a PMT. Currently, a large effort is being put into the develop-
ment of larger and more efficient MPPCs. More information can be found
in [58].
2.3. Analogue signal path, buffering and signal processing 47
2.3 Analogue signal path, buffering and signal pro-
cessing
A Cherenkov flash provides up to several thousand photons imaged in
only a few pixels, as discussed in section 1.5. However, it is reasonable
to limit the detectable dynamic range of a single pixel to light pulses with
<10000 photons at a time4, since higher counts are extremely rare. This
corresponds to about 4000 photoelectrons, assuming a PMT quantum effi-
ciency of 40%. The resulting electric charge of the PMT is generally con-
verted into a voltage pulse via a load resistor with usually <100Ω. The
PMT pulse can be amplified and shaped if needed, before it is digitized
with the ADCs.
The large dynamic range of the signals and the necessity to resolve almost
down to single photon events requires ADCs with likewise large dynamic
ranges. Experience has shown that it is desirable to have between 10 and
20 least significant bits (LSB) per photoelectron for a good single pe resolu-
tion. Hence, an ADC with 16 bits (65536 LSBs) resolution would be needed
to resolve signals with up to 4000 pe. Such ADCs are still rare on the mar-
ket and are in any case expensive, very power hungry, and need a large
pin-count of the subsequent processor.
Reducing the ADC’s resolution to lets say 12 bits would result in a single
pe resolution of only 1.3 LSBs. This is certainly not enough since electronics
noise already contributs 1 to 2 LSBs. One solution to overcome this problem
is to split the PMT signal into two signal paths and choose the amplifica-
tion and the ADCs accordingly to achieve an overlapping dynamic ranges
of the two paths (figure 2.5). A large overlap of the dynamic ranges allows
intercalibration of the two signal paths. Since high photon-count events
are more rare it makes sense to split the dynamic range asymetrically, re-
solving the small amplitude signals better than the large ones. A possible
breakdown could then be up to 200 pe for one ADC and 20 to 4000 pe for
the second ADC.
4A shower as seen by a single pixel lasts several tens to hundreds of nanoseconds. How-
ever, the largest portion of the Cherenkov pulse is concentrated within just a few nanosec-
onds and produces a PMT output signal that looks like a slightly broadened single photon
PMT pulse.
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Figure 2.5: Possible design of the electronics of an IACT camera. The sketch
shows a single pixel channel with all subsequent electronics stages. Green
arrows indicate the analogue signal flow, red arrows indicate the trigger
system and blue arrows indicate the digital data flow.
The small amplitude pulses need to be amplified to cover the whole in-
put range of the ADC and hence this path is called high gain path. The
large amplitudes in the second path often need to be attenuated to cover
the ADC input range and the signal path is thus called the low gain signal
path. With the signal split into two paths, the Cherenkov signal resolu-
tion can be maintained over the desired dynamic range and well available
ADCs can be used for the signal digitization. A third branch of the PMT
signal feeds the trigger unit, which is discussed in section 2.4.
Two more components are needed to complete the analogue signal path.
That is, a anti-aliasing filter to limit the signal’s bandwidth and the previ-
ously discussed buffer. The anti-aliasing filter can be realized with a low-
pass filter and should cut off frequencies to meet the Nyquist requirement
which relates the sampling rate of the ADC to the maximal allowed input
frequency (fsampling > 2·fmax). The factor 2 is often increased 2.5-3 since a
low-pass filter has a roll-off of the cut off frequencies. The signals are now
buffered before a trigger event initiates the digitization of the signals. Such
a buffer for analogue signals can be realized as a ring buffer, also called ring
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sampler. A ring buffer is built of a series of capacitors. The analogue signal
is sampled with a set rate, and each sample is stored separately in one of
the capacitors. The sampling speed can reach up to several giga samples
per second (GSps). A common ring sampler like the Domino Ring Sampler
(DRS) from PSI [59] has sampling speeds of 0.2 to 6 GSps and 1024 sampling
cells. Hence, a signal length of about 1µs can be stored with a resolution
of 1 ns. The DRS chip has 9 differential inputs and thus can serve up to
four pixels or put in cascade serve one pixel with a buffer depth of 4096
sampling cells. A trigger event will stop the ring buffer writing and allow
the sequential readout of the cells with a slow ADC O(30 MSps). Such a
system is used for example in the MAGIC-II telescope [60]. The H.E.S.S.
telescopes also make use of ring sampler [61]. The drawback of having to
stop the buffer during the readout is the introduction of dead time of a few
microseconds resulting in a blind camera.
The digitized signals are fed to FPGAs for data compression and/or for
grouping of the single pixel data to a complete data stream. This data
stream is then sent via a fast link to the storage farm and there written to
disc. The data stream for a camera trigger rate of T = 10 kHz = 10µs−1, N =
2000 pixels with a digitization rate of S = 2 GSps at R = 12 bit resolution per
signal path and a readout window of t = 80 nanoseconds (corresponding to
160 samples) amounts to 2 · T · N · S · t · R = 76.8 Gbit/s = 9.6 GByte/s.
2.4 Camera trigger system
Gamma-ray events produce camera images with a certain shape, time and
amplitude structure. This structure is not always clear enough, so images
from non-gamma-ray events (background) may be mistaken as gamma-ray
events. The trigger system of an IACT camera should be able to identify
the image structure of a gamma-ray event (figure 1.23) and hence reject as
many background events as possible. The time to analyze the image and
make a trigger decision must fit the timing of the Cherenkov flash which
is on the order of a few nanoseconds. The fast events thus exclude com-
putational intensive pattern recognition algorithms, as for example used in
compact digital cameras. Instead, smaller parts of the camera image are
analyzed separately but simultaneously and the results are merged to a
trigger decision. More precise analysis of the images, where also param-
eters like shower energy and direction are extracted, are done off line on
computer farms using better and more sophisticated algorithms. For the
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Figure 2.6: Principle of trigger classes shown with three digitized signals
(a). b) sum of the three signals with following discriminator. c) The signals
are clipped first before summed up. d) The logical majority class converts
the signals into a logical state before summing up. The dashed red line on
the right summed signal represents the discriminator and trigger threshold.
camera trigger, two main strategies (trigger classes) are used in current de-
signs and are discussed in the following section.
2.4.1 Trigger classes
A trigger class represents a group of similar trigger algorithms. There are
essentially three such classes used in current IACT cameras:
• sum and clipped sum
• logical majority.
The working principle of the trigger classes can be explained with three,
analogue or digital, signals as shown in figure 2.6(a). The first trigger class,
the sum (b), simply adds up all three signals (a). A discriminator produces
a trigger signal as soon as the sum reaches a given threshold (red dashed
line). The slightly modified clipped sum version, shown in (c), limits the
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Figure 2.7: Two PMT output signals (blue) with afterpulses (red) running
through a clipping sum trigger class. The signals are clipped first at the
clipping level (green dashed line). The afterpulses do not reach the trigger
threshold after the summing of the two signals a and b, since they are not
correlated in time. Picture taken from [62].
signals first before adding them up and discriminating the result. The sec-
ond class, the logical majority class shown in (d), converts each signal first
into a logical state according to a given threshold before adding up the
logical signals and discriminating them again. Both classes have their ad-
vantages and disadvantages.
The sum class is very sensitive to noise and outliers with large amplitudes
(e.g. a star shining in a pixel). PMT afterpulses (section 2.2.1) in particular
can spoil the performance of this class and force an increase of the discrim-
inator’s threshold. Trigger events due to afterpulses can be reduced by
applying a short coincidence time window for the analyzed signals, since
afterpulses appear long O(µs) after the main PMT pulses (figure 2.7). The
clipped sum prevents large amplitudes to dominate the trigger decision
and hence manages outliers and afterpulses much better. However, it is still
sensitive to noise. The logical majority class is not very sensitive to noise
and not as sensitive to outliers and afterpulses as the other two classes.
2.4.2 Single telescope trigger
The trigger classes described before can combine an arbitrary number of
individual pixels in patches to generate a trigger event. The number of
combined pixels in a patch, as well as the shape of the patch, have an influ-
ence on the performance of the trigger. Patches may also overlap to create
a more homogeneous picture for the trigger. The combinations and possi-
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bilities are huge and mostly restricted by the trigger system hardware.
Current IACTs like H.E.S.S., MAGIC, and VERITAS feed directly the ana-
logue PMT signals into their trigger system as sketched before in figure
2.5. They have clipped sum (H.E.S.S.) and logical majority classes (MAGIC,
VERITAS) implemented. These trigger systems are hard-wired and hence
face the problematic of maintaining the timing of the signals and not being
very flexible to changes of a class. A better solution would be to implement
the trigger system after the digitization of the PMT signals, allowing for
trigger classes being implemented in software and dealing with digitized
data, as described later in chapter 4. The thresholds of the trigger should be
adjusted such that the maximum trigger rate does not exceed the readout
rate of the whole camera and storage system. This is usually in the order of
1-4 kHz.
2.4.3 Multi-telescope trigger
Trigger events of individual telescopes may also be combined to produce
an inter-telescope trigger. This is useful if several telescopes observe the
same source and possibly detect the same shower. A multi-telescope trig-
ger will for example reject most muon events. A muon creates a ring image
(see section 1.5.1 figure 1.23) that is not spread over several telescopes and
hence does not cause a trigger. Hadronic induced events can also be re-
jected better with a multi-telescope trigger since their Cherenkov light pool
is more inhomogeneous and the arrival time spread of the photons is larger
than for gamma ray induced events.
Chapter 3
Concept for a fully digital
camera
Current IACT camera systems use discriminators and comparators in a
separate analogue signal path for the trigger and the analogue PMT sig-
nals are only digitized and readout after a trigger event occurred. The idea
for a fully digital camera is hence a continuous digitization of the analogue
signals. The digitized signals can subsequently be pre-processed and then
fed into the trigger system. Using digital data for the trigger processing has
many advantages compared to purely analogue system. The distribution
of the signals happens without any signal loss and without any interde-
pendence of the trigger and the signal readout system, as it is the case in an
analogue circuit. A fully digital concept introduces also more flexibility in
the integration of trigger classes, allowing for more complex trigger classes.
Adjustment of the trigger or even changing the trigger class can be done in
real-time and during operation of the camera.
The first step towards a fully digital camera concept is the evaluation of
the minimal digitization speed needed to accomplish the physics require-
ments. This is done with a dedicated MC simulation and subsequently
verified with measurements.
3.1 Validating the MC simulations
The first simulations for a fully digital camera have been carried out for a
single pixel, consisting of a PMT, an amplifier, an anti-aliasing filter to limit
the analogue bandwidth, an ADC, and a post-processing algorithm for the
determination of parameters like amplitude and time resolution, linearity
of the system, etc. The processing chain is shown in figure 3.1.
53
54 Chapter 3. Concept for a fully digital camera
Figure 3.1: Simulation chain showing the individual components.
3.1.1 MC data production
Events (106 events) with NSB pulses and signal pulses are produced in a
MC simulation designed and generated by T. Kihm at MPI-K Heidelberg
[63]. This high resolution events can already be seen as an ’analogue’ signal
by the implemented functions. Each event is composed of a PMT signal,
induced by a Cherenkov light pulse, superposed with NSB and electronics
(white) noise as shown in figure 3.2.
Figure 3.2: Composition of the PMT output signal for the design concept
validation simulations. A single PMT pulse produced by N photons is used
as signal. The night sky background is generated by uniformly distributed
single photon events with a given rate (here 250 MHz). White noise, as
produced by the electronics, is added last. The resolution of the simulated
events is 20 ps, corresponding to a bandwidth of 50 GHz. The amplitude of
the white noise decreases when the bandwidth is reduced to about a third
of the sampling rate of 1 GSps and 250 MSps. Plot courtesy by T. Kihm,
MPI-K Heidelberg.
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The white noise appears to be very large in the figure, but is reduced sub-
stantially when the bandwidth of the whole signal is reduced.
Depending on the type of primary telescope mirror, the photons reaching
the camera may or may not be isochronous. In the case of non-isochronicity,
this is taken into account by smearing (convolve) the timing of the photons
with a uniform distribution. A spherical mirror gives a good imaging abil-
ity but a non-isochronous timing. The time jitter introduced by the spher-
ical mirror is about 1 ns for a mirror with 16 m focal length. A parabolic
mirror is almost isochronous with a time jitter in the order of 50 ps for
the same focal length but has a worse imaging ability. The current CTA
mid-size telescope design tends to an intermediate setup with a time jit-
ter of about 400 ps and an imaging ability between the spherical and the
parabolic mirror.
The production of photoelectrons at the PMT photo-cathode is a statisti-
cal process [64] with an underlying Poisson distribution for the photons
hitting the cathode and a purely binomial probability for the photoelectric
effect to produce photoelectrons. The convolution of these two distribu-
tions results in a Poisson distribution with µ = QE · N the mean number of
produced photoelectrons defined as product of the quantum efficiency and
the number, N, of photons hitting the cathode and Pµ(n) the probability for





A number of parameters are taken into account for the signal amplitude
simulation. The production of secondary photons by secondary emission
on the dynodes is a statistical process with underlying Poisson distribution.
Experiences with PMTs for IACT telescopes have shown that a photoelec-
tron produces in average six secondary electrons on the first dynode [65].
This is taken into account by the convolution of each photoelectron with a
Poisson distribution of µ = 6. The transit time spread (TTS) of the PMT is in-
cluded with a Gaussian smearing of the PMT signal. The following values
for the time parameters have been used in the simulation presented in this
chapter: intermediate dish design with time jitter uniformly distributed
with 1.4 ns, 1.5 ns rise time of the PMT signal and 0.5 ns TTS. The output
signals convolved with the amplitude and time parameters described be-
fore are still delta-like pulses and have to be run through a 6-pole low pass
filter with 6 dB/octave to simulate the output pulse shape of a real PMT.
The Night sky background (NSB) photons are added directly on the pho-
tocathode run through the 6-pole low pass filter. Next, electronics noise
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is added with 0.05 pe/ns, which is a bit less than the H.E.S.S. and MAGIC
experience would suggest (~0.06 pe/ns). The white noise is bandwidth lim-
ited by the subsequent amplifier with an analogue bandwidth of 250 MHz.
It is followed by an anti-aliasing filter, which reduces the bandwidth of the
signal further to 10% of the sampling rate, or later for the comparison with
measurements to about 1/3 of the sampling rate. This is realized with a
6-pole low pass filter with 6 dB/oct.
The analogue-to-digital conversion happens in two steps. The input signal
is converted from a voltage to a digital value with respect to the input am-
plitude range of the ADC and its resolution by averaging the signal over
half a clock cycle1 and rounding the result to the nearest integer (quantiza-
tion error) as shown in figure 3.3.
Figure 3.3: Resampling with a modeled ADC. The resolution of the data
stays the same and only the signal bandwidth changes. The green region
on the left denotes the sampling (S) time of the ADC, where the mean of the
signal is build. All values in the hold (H) time are lost. The upper figure
shows the data as simulated before running through the ADC and being
resampled. The lower figure shows the data after the resampling and with
the maintained step resolution.
This does not include the differential nonlinearities of the ADC, because
they depend strongly on the used ADC and would have little effect for the
presented simulations. A uniformly distributed phase shift between the
ADC clock and the ’analogue’ signal is implemented instead of the ADC
1This value is chosen by experience, since most manufacturers do not publish this num-
ber. The number should lie between 30 and 50% of a clock cycle, where larger percentages
give more accurate results of the digitized signals.
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clock jitter. The program code allows the data to be digitized with different
sampling rates to compare the performance.
3.1.2 Post-processing of the digitized data
The digitized data are post-processed before information such as amplitude
and time of a signal are extracted. The optimal process for the most accu-
rate information would be a fit of the discrete data to obtain an analogue-
like signal. This, however, is not practical but can be approximated by
shifting the discrete data into a higher frequency regime (up-sampling) and
then smooth the data. This is done by interpolating and adding samples be-
tween two adjacent samples, hence increasing the resolution of the signal.
The signal is subsequently smoothed with several simple moving average








The mean value of the samples xj in a window with width w is calculated
for each sample xi. Larger windows width create smoother curves then
smaller widths. This post-processing improves the resolution of both the
amplitude and the time as it mimics a fit to the sampled data. The up-
sampled data is first smoothed with a SMA filter with a width of±3 samples.
The resulting curve is referred to as ’adc samples average’ in figure 3.4 and
the time information is extracted from these data. An additional SMA filter
with a width of ±3 samples forms the ’shaped’ signal. The ’deconvolved’
signal includes an inverse low-pass filter, deconvolving the original PMT
signal and the anti-aliasing filter. The figure shows all processing steps for
a 1000 MSps ADC. One can see that the deconvolved signal fits the original
signal fairly well.
3.1.3 Extraction of amplitude and time information
The post-processed data are analyzed and two main parameters, the am-
plitude of the Cherenkov signal and the arrival time of the photons, are
extracted. A fast and efficient algorithm has been implemented for this
purpose. Further improvements on the algorithm have been implemented
in a later stage and will be discussed at the appropriate places. The ampli-
tude of the Cherenkov signal can be extracted in many different ways. It
can be the value at a fixed time with a constant offset to the trigger time
or it is determined by looking for the maximum value in a time window
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Figure 3.4: Post-processing steps of the 1000 MSps data. The shown event
contains 200 MHz NSB only. The final result of the post-processing, the
deconvolved (cyan) curve, deviates only marginally from the original data
(red). Pictures courtesy by T. Kihm, taken from [63].
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around the fixed time. A third option for the amplitude determination is
the integrating around the maximum value found near the fixed time po-
sition. This integrated signal gives a better signal over noise behavior and
reduces the impact of glitches and outliers. The arrival time is determined





with ~y the amplitude values of the signal within the COG window and ~w
the corresponding time position values. The 〈〉 brackets denote the arith-
metic mean. The search window for the amplitude maximum used in the
analysis presented in the next section is ±4 ns. The data have also been
analyzed with a ±2 ns search window, but results were almost the same
as with the fixed time amplitude determination. The signal noise is deter-
mined 50 ns before the signal pulse and its amplitude is calculated the same
way as the signal amplitude. The absolute arrival time is of no relevance
in a real system but should be referenced to a trigger time. For the simu-
lation, the known arrival time of the Cherenkov photons is smeared with
a Gaussian with σ = 0.3 ns to simulate the jitter of the photons hitting the
PMT. This time is also used as the trigger moment.
3.1.4 First results
The first goal of the MC was to evaluate the lowest sampling rate for the
ADCs that still allows a good performance of the camera. One figure of
merit for a good camera performance is the instrumental resolution, which
measures the overall resolution of a telescope involving the telescope mir-
ror type and the light source statistics but assuming a perfect camera elec-
tronics (no PMT signal statistics, electronics noise, etc.). The results ex-
tracted from the MC simulation are shown in figure 3.5. The instrumental
resolution is plotted against the sampling rate for a Davies Cotton tele-
scope design. It shows the sampling-rate dependence for signals with am-
plitudes between 1 and 7 pe. The instrumental resolution between 250 and
1000 MSps is nearly flat, only worsening slightly below 250 MSps. A sam-
pling rate of 250 MSps is hence a good choice for ADCs in a fully digital
camera.
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Figure 3.5: MC simulation for the instrumental resolution (no PMT statis-
tics taken into account) of a Davies Cotton telescope for different sampling
rates and fix PMT amplitudes of 1-7 pe. Plot courtesy by G. Hermann and
T. Kihm, MPI-K Heidelberg.
The amplitude resolution ∆A, which takes the PMT statistics into account,
is shown in figure 3.6 for the evaluation methods using deconvolution of
the low-pass filter and signal shaping only for different sampling rates. ∆A
is calculated as:




with s¯ and b¯ the mean of the signal and background amplitudes and
√
s¯2
the root mean squared (RMS) of the signal. There is no significant dif-
ference between the evaluation with the deconvolved or the shaped data
and between the different sampling rates. The determined time resolution
shown in figure 3.7 performs better at lower light intensities for the decon-
volved than for the shaped method. However, the time resolution is not
significantly worse for the lower sampling rate of 250 MSps compared to
the higher sampling rates shown in the plot.
3.1.5 Taking measurements
In order to verify the accuracy of the MC simulation, a series of measure-
ments have been performed. The test setup for the measurements is shown
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Figure 3.6: Amplitude resolution ∆A calculated with equation 3.4 for a
H.E.S.S.-like PMT versus event signal amplitude with additional 200 MHz
NSB. Shown are the two evaluation methods with deconvolved anti-
aliasing filter and the shaped only. Additional results for 500 MSps sam-
pling are also shown. Plot courtesy by T. Kihm.
Figure 3.7: Time resolution for a H.E.S.S.-like PMT versus event signal am-
plitude with additional 200 MHz NSB. Shown are the two evaluation meth-
ods with deconvolved anti-aliasing filter and the shaped only. Additional
results for 500 MSps sampling are also shown. Plot courtesy by T. Kihm.
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Figure 3.8: Setup for the measurement taking with a commercial oscillo-
scope for the signal digitization and a computer for data storage. The cutoff
frequencies of the low pass filters are 80 and 230 MHz.
in figure 3.8. It consists of an adjustable blue laser diode simulating the
Cherenkov light and a filament bulb2 to produce NSB (see section 6.1).
The single pixel chain starts with a Photonis XP2960 PMT, as used in the
H.E.S.S. cameras, operated at -950 V, which corresponds to a PMT gain of
about 105. The output pulse rise time of about 1.5 ns at -1400 V increases to
roughly 2.2 ns at -950 V supply voltage (the applied PMT supply voltages
for all presented measurements are always negative, even if not stated ex-
plicitely). The PMT is mounted inside a µ-metal shield in order to screen it
from ambient magnetic fields. A pinhole of about 1 mm diameter is placed
in front of the PMT to reduce the transit time differences due to photon-hits
at different locations on the cathode3. The pinhole is removed for the later
measurements since the influence of the transit time difference is almost
not noticable. The intrinsic time jitter of the laser is on the order of a few
hundreds of picoseconds.
The PMT is directly attached to a high gain, high speed RF amplifier stage
to maintain a large bandwidth of the analogue signal. The stage uses a
MMIC (Monolithic Microwave Integrated Circuit) amplifier with an ana-
logue bandwidth of about 3 GHz at 16 dB gain and a subsequent ZFL-1000
amplifier from Mini-Circuits with 1 GHz analogue bandwidth at 18 dB gain
resulting in a total gain of 48. Both amplifiers are AC-coupled and 50Ω ter-
minated. The amplified signal is split with a resistive Owen splitter [66]
2Later measurements with more than one PMT have revealed that a filament bulb is
not suitable to be used for the NSB production since its spectrum lies in a regime where
the quantum efficiency of the PMTs are very low and vary up to 100%. The method is
acceptable for single PMT measurements.
3The transit time difference for photons hitting the photocathode in the center and
18 mm off-center is about 0.8 ns.
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with 10 dB power attenuation and 19 dB channel isolation. Subsequent
anti-aliasing low pass filters in each signal path with cutoff frequencies
of ~1/3 of the sampling rates under examination (250 and 1000 MSps) are
built as LCLCL Bessel 5th order filters (appendix A.1). The bandwidth-
limited signals of the low-pass filters are amplified a last time with a NIM
ORTEC AN302/N amplifier with a gain of four, to allow for a higher sensi-
tivity setting at the oscilloscope and hence reducing the scope’s noise con-
tribution.
A LeCroy Wavepro 950 scope with integrated GPIB interface is used for
digitization and data acquisition. Its analogue bandwidth is 1 GHz and the
sampling rate for all channels is chosen to be 2 GSps. The waveforms are
read out via GPIB with a MATLAB [67] program, which also sets all scope
settings each time a new run is started. The data of 1000 measurements of
the trigger signal, coming from the laser control unit (see section 6.1.1), and
the two PMT signals are saved in a single file in MATLAB’s binary format.
Signals coming from the PMT have rather small amplitudes of a few mV
compared to the large trigger signal of the laser control unit (slope times of
380 ps and 1.1 V amplitude). A crosstalk of the trigger signal to the PMT
signal could occur and introduce unwanted noise. The crosstalk behavior
was double-checked by summing up 1000 measurements and analyzing
the resulting curve for features. Figure 3.9(b) shows the sum of one run of
measurements of a 5 pe pulse event from the 80 MHz low pass channel. A
possible trigger crosstalk would appear as a bump on the left side of the
signal peak, since the two signals are delayed in time. No crosstalk is visi-
ble, but an oscillation, which is not visible in a single measurement (figure
3.9(a)), appears right after the signal peak. This oscillation comes from a
miss-termination of the 80 MHz low pass filter to 50Ω due to the chosen
component values. It does not appear in the 230 MHz channel, which filter
component values are closer to the calculated ones and hence meet the 50Ω
termination.
3.1.6 Analysis of the measurements
The measured data with a resolution of 500 ps is resampled off line down
to 1 GSps and 250 MSps. The same analysis algorithms, as described in sec-
tion 3.1.2 and 3.1.3 are used thereafter with slightly adapted parameters
for the simple moving average filter widths and the amplitude search win-
dow width to analyze and compare the measured data with the MC data.
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(a) A single 5 pe event measured at the 80 MHz low pass
filter channel.
(b) Sum of 1000 5 pe events measured at the 80 MHz chan-
nel. No evidence for trigger signal crosstalk at the left side
of the signal peak is visible. The oscillation right after the
signal peak comes from a badly terminated low pass filter.
Figure 3.9: Trigger crosstalk check.
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The first SMA filter width is changed to 8 samples of the 500 ps resolution
for the 250 MSps and 2 samples for the 1 GSps data. The other SMA fil-
ter widths are changed to 16 and 4 samples. The overall smoothing of a
250 MSps signal without amplitude correction is shown in figure 3.10(a).
(a) Example of a digitized event before (blue solid line) and after
(red dashed line) passing the post-processing.
(b) Search windows of±4 ns width for signal Smax (green, right)
and noise Nmax (red, left) amplitude determination and the
wider ±8 ns window (yellow, right) centered around the signal
maximum for the COG calculation. The magenta dashed line
shows the computed time position of the maximum of the sig-
nal.
Figure 3.10: Signal smoothing with subsequent amplitude and time deter-
mination.
The amplitude of the signal is obtained by the maximum in a ±4 ns win-
dow around the trigger time. No amplitude integration is applied for this
analysis. The time information is extracted by the COG of the signal re-
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gion with a window width of ±8 ns centered around the maximum (see
figure 3.10(b)). The noise and NSB amplitude (not the baseline amplitude)
is calculated with the same method as the signal amplitude (maximum in
a ±4 ns window in a region on the left side of the signal).
3.1.7 Adaptation of MC parameters
The MC simulations discussed in section 3.1.1 are adapted to the measure-
ments by taking into account some the measured parameters for the NSB
or the PMT characteristics. Some of the parameters could not be measured
and are estimated by experience. The main parameters are shown in table
3.1. The PMT (Photonis XP2960) and the load resistor define the bandwidth
Parameter Source Value
PMT + load resistor bandwidth Measured 70 MHz
PMT transit time difference Estimated 870 ps
Electronics noise Measured 0.05 pe/ns
Time jitter between light pulses Estimated 0.5 ns
Mean photon pulse amplitude Measured 4.8 pe
NSB rate Measured 0-455 MHz ±5-8%
Table 3.1: Main parameters determined by measurements or estimated en-
tering the MC simulation. Detailed explanation of each parameter can be
found in the text.
of the measured pulses and the bandwidth is determined by the measured
pulse rise time of about 2 ns at 950 V. The PMT transit time difference, not
to be mistaken with the TTS, is the difference in timing for photons hitting
the photo-cathode in the center or 18 mm off-center and is estimated by as-
suming a uniform distribution with 3 ns width resulting in a deviation with
the square root of the variance σTTS = 3 ns/
√
12 (datasheet: 800 ps).
The noise contribution is determined by adjusting the simulated noise such
that it fits the measured noise distribution. This value is used for both the
250 and 1000 MSps data. The time jitter between laser-light pulses is esti-
mated assuming a Gauss distribution. The mean photon pulse amplitude
is determined with histograms of single photoelectron measurements and
5 pe measurements.
A good method to estimate the NSB rate is to measure the DC voltage with
a µV-meter directly at the PMT output, since the charge of the PMT, inte-
grated over a given time interval, is linearly proportional to the NSB rate.
This is true as long as no nonlinearities of the PMT come into play, which is
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certainly true for such low light yields. A Keithley 2001 multimeter with a
measurement speed (integration time) of 20 ms and an integrated moving
average over 10 measurements is used. The DC values shown in table 3.2
are obtained by the mean of the two DC values before and after each run of
1000 measurements.
DC value [µV] NSB frequency [MHz]
1.6 ± 0.2 0
-6.2 ± 1.9 10
-35.0 ± 1.5 50
-80.6 ± 1.0 110
-332.0 ± 22.0 455
Table 3.2: Measured PMT DC values at different NSB frequencies.
The corresponding NSB rates are difficult to estimate and hence need two
independent steps. The DC level of a completely darkened PMT gives the
first measurement in figure 3.11.
Figure 3.11: The figure shows the expected linear dependency of the PMT’s
DC voltage and the NSB frequency.
The filament bulb is then adjusted such that the rate can estimated by
counting the events on the scope’s screen. This produces the measure-
ments at ~10 and ~50 MHz NSB. A forth measurement with higher rates
is taken and compared to the results of the simulation with the NSB rate
parameter changed for matching the measurement (455 MHz NSB). A lin-
ear fit (fit: −0.73 · fNSB + 1.45) through the four points is performed. To
crosscheck the fit, a NSB rate is chosen from the fit (110 MHz NSB) and
the bulb adjusted to produce the according DC value. The measurement is
again double-checked with the simulation, now adjusted to 110 MHz NSB.
The comparison of the measurements with the simulation shows a good
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agreement with a discrepancy of 5-8%. The first two measurements of 10
and 50 MHz NSB have also been double-checked and confirmed with the
simulation.
3.1.8 Comparison of measurements with MC simulations
Four data sets are available for the comparison of the MC and the mea-
sured data. The MC data sets have a resolution of 20 ps and bandwidths of
80 and 250 MHz for sampling rates of 250 MSps and 1 GSps, respectively.
The measured data have 500 ps resolution at 80 and 230 MHz4 bandwidth.
The bandwidths are ~1/3 of the sampling rates of 250 and 1000 MSps, as
required to avoid Nyquist aliasing. The data sets are processed with the
same algorithm shown in figure 3.12.
Figure 3.12: Flow chart of the algorithm to convert the high-resolution
signals into 250 MSps and 1 GSps signals and to analyze the signal and
noise amplitudes of the events. The output of the analyzed events is plot-
ted in histograms for a comparison of measurements and simulation. The
term signal channel corresponds to the 250 MSps ADC path and the control
channel to the 1 GSps ADC path.
4The available components for the Bessel low pass filter lead to an actual bandwidth of
230 MHz. However, the effect on the comparison with the simulated 250 MHz bandwidth
is negligible.
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Figure 3.13: Example of a generic simulated and measured event with a
4.8 pe signal peak and 115 MHz NSB. The simulated (a) and measured (b)
event at 2 GSps are shown on top. Bottom plots show the resampled events
at 250 MSps for the simulated (c) and the measured (d) event.
For computational reasons, the MC data resolution of 20 ps is reduced to
500 ps after the resampling with the ADC. Figure 3.13 shows a generic
simulated and measured event before and after the resampling down to
250 MSps.
Reconstruction analysis
The amplitude information for the noise and the signal extracted with the
algorithms described above are plotted in a histogram for both simulated
and measured data. The comparison of the histograms reveals possible
differences between the simulations and the measurements. Figure 3.14
shows this comparison for signal and noise amplitudes of events with no
NSB and a 4.8 pe signal at 250 MSps sampling rate. The two noise peaks on
the left side (also called background) in the histogram show the amplitudes
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Figure 3.14: Histogram showing the amplitudes of the signal and of the
noise determined in the search windows. The ADC sampling rate is
250 MSps. The measured and simulated data contain a signal pulse of
about 4.8 pe, but no NSB. The wider noise peak of the measurement is due
to pick-up noise.
determined in the noise window. Noise, which is probably picked-up over
the PMT leads, broadens the noise peak of the measured events. The wide
signal bump shows the signal amplitudes with a mean of 4.8 pe. The width
of the signal bump at FWHM corresponds to the amplitude resolution and
results the same for measured and simulated data. The amplitude reso-
lution and the instrumental resolution, mention at the beginning of this
chapter, describe different resolutions. The figures 3.15 to 3.22 show the
comparison of the amplitude determination for simulated and measured
data with a 4.8 pe signal pulse, 0, 50, 115, and 455 MHz NSB, and sampling
rates of 250 MSps and 1 GSps.
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Figure 3.15: Amplitude histogram for a 4.8 pe signal and 0 MHz NSB at
250 MSps.
Figure 3.16: Amplitude histogram for a 4.8 pe signal and 0 MHz NSB at
1 GSps.
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Figure 3.17: Amplitude histogram for a 4.8 pe signal and 50 MHz NSB at
250 MSps.
Figure 3.18: Amplitude histogram for a 4.8 pe signal and 50 MHz NSB at
1 GSps.
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Figure 3.19: Amplitude histogram for a 4.8 pe signal and 115 MHz NSB at
250 MSps.
Figure 3.20: Amplitude histogram for a 4.8 pe signal and 115 MHz NSB at
1 GSps.
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Figure 3.21: Amplitude histogram for a 4.8 pe signal and 455 MHz NSB at
250 MSps.
Figure 3.22: Amplitude histogram for a 4.8 pe signal and 455 MHz NSB at
1 GSps.
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3.2 Conclusion for the fully digital camera concept
The comparison of the simulated and measured data has revealed no show
stoppers for a fully digital camera with a sampling rate ADC of 250 MSps.
Amplitude and time accuracy differ in the worst case by few percent for
the amplitude resolution and ~15% for the time resolution when compared
with the fast ADCs. The comparison also shows that the simulations are
understood and reflect the reality very well. These conclusions have lead
to the decision of building a first demonstrator board with the ADCs and
FPGA described previously. The next chapters describe the hardware, de-





The simulations of section 3.1 show that it is possible to use ADCs with
sampling rates of 250 MSps, and to achieve almost to same performance in
the reconstruction of the amplitude and time information of a Cherenkov
light pulse as a system with faster ADCs. The continuous digitization of the
signals, together with a mechanically separated and modular design of the
photo-detector electronics form the basic concept of the FlashCam project,
the first fully digital IACT camera [68].
4.1 FlashCam: the basic concept
The concept of FlashCam introduces, besides the continuous signal digiti-
zation, a single signal path concept per pixel, as indicated in figure 4.1.
The single signal path replaces the dual signal path used to cover the large
dynamic range of the PMT signals. This is made possible by using analogue
circuits with nonlinear transfer characteristics. Such circuits are very diffi-
cult to calibrate, especially when used in large numbers. This is certainly a
good reason why there are no such circuits implemented in IACT cameras
and why the dual signal path with a split dynamic range is still the favorite
of the designs. FlashCam introduces a combined signal transfer character-
istics with a linear regime for low amplitude signals up to about 10% of the
full range and a nonlinear regime for the high amplitude signals, where the
resolution specifications are a bit looser. How such a circuit can be designed
and how the analogue signals are transfered to the digitization electronics
is topic of the next sections. The analogue signals arrive at the digitization
electronics and are run through anti-aliasing filters to reduce their band-
width. ADCs sample the signal with 250 MSps and send the data to the
FPGA. The digitized data is stored in ring buffers in the FPGA memory, and
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Figure 4.1: Sketch of the FlashCam camera concept showing the photo-
detector plane on the left and a digitization board on the right. The photo-
detector plane contains the photo-detector and the nonlinear signal ampli-
fiers. The analogue signals are transfered with CAT5/6 cables to the ADCs
and the digitized data are split in the FPGA and fed into a storage ring
and into a trigger pre-processing unit for bandwidth reduction. The trigger
data are subsequently sent to the main trigger system.
simultaneously branched to a preprocessing trigger unit inside the FPGA.
This unit makes the implementation of trigger classes very flexible, since
the trigger classes are implemented in software and can hence be changed
at any time almost on the fly. The implemented trigger class can make use
of the whole pixel information, setting several thresholds, applying differ-
ent integration windows simultaneously, combine almost every number of
pixels in any patch shape etc. New trigger ideas may be implemented later
on without the need of changing any hardware of the camera, simply by
changing software.
The amount of data fed with 250 MSps to a trigger system is large and hence
should be reduced for a fast calculation of a trigger decision. The data
stream of the trigger path is processed in the FPGA to reduce the band-
width of the data, before the data are sent to the trigger system.
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Figure 4.2 shows a sketch of the overall concept of FlashCam.
Figure 4.2: Sketch of the FlashCam concept with the photo-detector plane
attached to the digitization electronics via CAT5/6 cables (blue arrows) and
the digitization electronics mounted in crates. The PDP boards are slow-
controlled via CAN bus (gray arrows). Each crate shares the trigger data for
adjacent pixels with the neighboring crate (green arrows). The compressed
and patched trigger data are sent to the master trigger, which also delivers
the clock and a trigger event signal to all boards (red arrows). The triggered
pixel data are sent via Gigabit-link to the computer farm (light blue).
The photo-detector plane (PDP) is physically separated from the digitiza-
tion electronics. It hosts the PMTs, the amplifiers, the high voltage (HV)
generation for the PMTs and the slow control for the amplifier gain and
HV settings. The analogue signals are transfered over CAT5/6 cables, each
cable transferring the signals of four pixels pseudo-differentially1 over the
1A signal can be transfered over two wires in three different ways: the single-ended
signaling uses one wire for the ground and the other for the signal. The differential trans-
mission, also called symmetric transmission, transfers the signal and an inverted copy of
it each over one wire. Noise that is picked up by the two wires hence cancels itself in the
receiver. The intermediate signal transmission, called pseudo-differential, has no inverted
signal but instead sends a virtual ground, for example a 50Ω resistor connected between
ground and the wire, allowing both wire potentials to change simultaneously while pick-
ing up noise.
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four twisted pairs (more on cable types and lengths is discussed in section
4.6), to digitization boards. Each board hosts 24 ADCs connected to a sin-
gle FPGA. Up to eight of such boards are used in a crate together with a
trigger card. A FPGA combines a number of pixels into patches accord-
ing to the implemented class (for example sum of clipped signals), reduces
the bandwidth of the signal and sends the patch information to the trigger
card. A number of patches may be combined there to possibly generate a
positive trigger event. Trigger boards in different crates share information
via a high-speed bus. The trigger states of all trigger cards are sent and
collected with a master trigger card. The master trigger card evaluates the
collected trigger states, including a possible array trigger, and distributes
the main trigger as well as the main clock to all boards for a synchronous
working of all camera parts. The trigger state is also sent to the array trig-
ger for an intertelescope operation. A master trigger card can handle up to
12 trigger boards/crates.
20 samples (80 ns) per pixel are sent to the computer farm in case of a trigger
event. Hence, the ring buffer capacity of 4000 samples (16µs) allows pre-
and post-trigger data to be sent and more important that the writing of the
ring buffer has not to be stopped while reading these data. With a maximal
trigger rate of 10 kHz, the data amounts to 700 MByte/s (5.6 Gbit/s) that
has to be sent over the Gigabit-link (10 Gbit Ethernet link). Hence, a nearly
dead time free system is possible with FlashCam2. Finally, the stored data
will be analyzed off line, event by event.
The implementation of FlashCam has happened in several steps. Each step
proved a piece of the concept towards a fully digital camera. This chap-
ter discusses the most relevant hardware and software parts of FlashCam,
like the implementation of the nonlinear amplifier, the transmission of ana-
logue signals over commercial network cables and so on. Measurements
showing the performance of the camera electronics are presented in chap-
ter 5.
2The system is dead time free as long as the data can be written down to the computer
farm without waiting time and the overall trigger rate is . 10kHz.
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Figure 4.3: Comparison of the linear dual (top) and linear-nonlinear single
(bottom) signal path concept. The signal shape before and after the ampli-
fication stage is shown for three amplitudes.
4.2 The nonlinear amplifier
A number of approaches exist for a single signal path solution to cover
a large dynamic range. However, most suffer from non-reproducibility
through component variations and temperature changes, complicated non-
linear transfer characteristics which need complicated unfolding algorithms
etc. Thus, a simple and reproducible approach with a linear-nonlinear am-
plifier that changes between these two transfer characteristics according to
the input pulse amplitude with an adjustable transition between the two
regimes has been studied. In the linear regime, where the pulse ampli-
tudes are small (for example.200 pe), the pulses are transfered proportion-
ally and undistorted to the output of the amplifier. The amplifier transfer
function becomes nonlinear with the input signals exceeding the transi-
tion threshold and transforms the pulses into clipped and stretched pulses
(figure 4.3). These new pulses contain the original amplitude information
in their area rather than in their amplitude, thus extending the dynamic
range. A dedicated algorithm, described in 4.5, processes both signal types
and extracts the amplitude and timing information of the pulses with high
precision.
A current-feedback amplifier (CFA) shows this linear-nonlinear behavior
and the working principle is described next to better understand the con-
cept of the approach.
82 Chapter 4. Implementation of FlashCam
Figure 4.4: Operational amplifier wired in a non-inverting circuit.
4.2.1 Current-feedback amplifier
Figure 4.4 shows a typical non-inverting circuit with an operational ampli-
fier (op amp). The voltage gain of the amplifier is defined through the re-
sistors as AV = (RG + RF)/RG. The voltage output of the op amp is fed back
to the amplifier’s inverting input over the feedback resistor RF. Depending
on the internal impedance of the amplifier, a voltage (for high impedance)
or a current (low impedance) is fed into the negative input. The input
impedance is highly dependent on the internal construction of the op amp.
A voltage-feedback amplifier has a high, and a current-feedback amplifier
a low negative-input impedance and the two amplifier types work slightly
different [69]. The more commonly used voltage-feedback amplifier (VFA)
is internally organized in three stages: a differential input amplifier, a gain
stage and an output stage (figure 4.5). The differential input amplifier pro-
vides symmetrical input impedances for the non-inverting (+In) and the
inverting (-In) input. The feedback from the op amp output is fed back as
a voltage to the inverting input. Figure 4.7 (left) shows the frequency-gain
dependence for two different gain settings AV1 and AV2 of the op amp cir-
cuit, set with RF and RG, and the open-loop gain AOL of a VFA. The open-
loop gain is the gain of the op amp without any feedback to the input. It is
infinite for an ideal op amp and drops with increasing frequency. The AOL
of a VFA is independent of the set gain and the gain-bandwidth product
is constant. Hence, the actual op amp gain rolls off earlier for the higher
set gain AV2. This gain-dependent roll off can be compensated with an ad-
ditional external circuit (frequency compensation) but with the drawback
that the op amp’s cutoff frequency decreases or is limited to low values
[70].
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Figure 4.5: Simplified sketch of the internal circuit of a voltage-feedback op
amp with a differential input, a gain and output stage.
Figure 4.6: Simplified sketch of the internal circuit of a current-feedback op
amp with an emitter follower input stage, a gain and output stage.
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Figure 4.7: Left: Voltage-feedback amplifier: the open-loop gain, AOL, is
independent of the set gain, AV. A higher gain setting results thus in an
earlier roll off of the amplification for high frequencies.
Right: Current-feedback amplifier: the open-loop gain, AOL, depends on
the set gain, AV. The amplification roll off is independent of the gain set-
ting and the frequency.
The current-feedback amplifier (CFA) has three stages as well, but the input
stage is designed as an emitter follower instead of a differential amplifier
(figure 4.6). Thus, the op amp inputs +In and −In are no longer sym-
metric in their impedances. The inverting input is now a low-impedance
input (e.g. 50Ω), where the feedback signal is fed in as a current. The non-
inverting input has some tenth of mega ohm impedance, like the VFA. The
analogue bandwidth of a CFA is almost independent of the set gain, due
to its internal construction. The actual gain roll off is hence independent of
the set gain AV (figure 4.7, right). The open-loop gain changes with the set
gain AV according to
AOL =
RC
RG · RF/(RG + RF) · A1 (4.1)
with A1 the constant open-loop gain of the gain and output stages. The gain
of the emitter follower stage is described by the first factor in the equation
with the internal collector resistor RC, the feedback resistor RF and the gain
setting resistor RG. The set gain AV of the CFA is set by the ratio of RF
and RG. The described behavior is only valid for ideal op amps and shows
no frequency dependency. Looking at the output-to-input ratio of an ac-
tual voltage (eq. 4.2) and current-feedback amplifier (eq. 4.3) shows the


















1+ 1ZTR(jω) · RF
(CFA) (4.3)
The VFA shows a frequency-dependent open-loop gain AOL(jω) in its trans-
fer function, while the CFA only has a frequency-dependent factor ZTR(jω)
of the internal transimpedance (a transimpedance converts a current into a
voltage, see e.g. [71] for more details). Thus, there is no need for frequency
compensation for a CFA and the gain is only set by RG.
A feature of some CFA is their behavior when the input signal applied to
the op amp is exceeding the maximal allowed value (input overdriving) or
when the output of the op amp is driven into saturation (output overdriv-
ing). Input overdriving is visible in a distorted output signal with clipping
and dipping of the signal and should clearly be avoided to protect the op
amp from being damaged. The output of the op amp will overdrive as
soon as the output amplitude reaches the maximum output voltage swing.
Since the op amp is not able to increase its output voltage further it loses
the feedback to the inverting input to compensate the voltage difference
at the non-inverting and inverting input, as it usually does. However, the
input signal appears not just clipped at the op amp’s output but is also ex-
tended due to the decreasing of the bandwidth of the first two stages and
hence a decreasing of the open-loop gain. This change in bandwidth can
be compared to the response of a low pass filter to a delta-like pulse, as
seen in figure 4.8: the leading edge is transfered to the output almost one-
to-one, but, the output is only slowly decreasing while the input signal is
already gone. The energy is thus transfered to the capacitor of the low-pass
filter and then released with a the capacitor’s time constant. Same hap-
pens inside the amplifier with the internal capacitors. This results in the
nonlinear transfer function for the overdriving output. The op amp output
overdrives as long as the overdrive condition remains and will eventually
recover and return to linear operation as the input drops below the over-
drive condition threshold. However, leaving the overdrive state does not
happen instantly inside the amplifier. The amplifier recovers slowly while
increasing its bandwidth and so returning to normal operation. The recov-
ery time depends on the chosen amplifier and on the amplitude of the input
signal. The signal shape has a rather minor effect on the recovery time.
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Figure 4.8: Simulation to show the principle of decreasing the analogue
bandwidth of a signal with a low-pass filter. A delta pulse is fed into the RC
circuit and the capacity is changed to simulate 30 MHz (blue) and 10 MHz
(red) bandwidth.
A circuit simulation with the LTSpice [72] software shows the expected am-
plification versus frequency diagrams for the VFA and the CFA (figure 4.9).
Figure 4.9: Simulated Bode diagrams of a VFA (single-pole amplifier opamp
with AOL = 105 and a gain-bandwidth product GBW = 800 MHz) and a
CFA (AD8001A) at gains AV1 = 6 and AV2 = 2 (RF = 1000Ω, RG = 200 and
1000Ω). Simulation performed with LTSpice.
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The clipping threshold is influenced by two parameters: the gain of the am-
plifier and the voltage supply. Both parameters might be used separately
or in combination to change the threshold, but one should keep in mind
that changing the power supply also changes the output voltage range of
the amplifier. However, if the supply voltage is change and the input sig-
nals are delivered from a PMT, it is sufficient to change the negative supply
only, since the PMT signals are negative and will only be clipped at the
negative output swing.
Very important to note for a correct working of the saturation concept is
that the anti-aliasing filter for the signal bandwidth reduction for the ADC
has to be place after the amplifier. A reduction of the analogue bandwidth
before the amplifier will cause the amplifier output to rise very fast under a
saturation condition. The new pulse will thus have a larger analogue band-
width violating the Nyquist requirement. This fast edge is subsequently
sampled by the ADC with only a single sample and hence a correct time
reconstruction will not be possible.
Understanding the correlation between input and output signal over the
whole dynamic range allows the use of the current-feedback amplifier as a
linear-nonlinear amplifier. More details about current-feedback amplifiers
can be found in [69], [73], [74] or [70].
4.2.2 CFA AD8001
First tests have been performed with the current-feedback operational am-
plifier AD8000 (135 mW, 1.5 GHz bandwidth) from Analog Devices, which
has been replaced by the less power-hungry AD8001 (50 mW, 800 MHz
bandwidth). Its maximum output voltage swing is ±3.1 V at ±5 V voltage
supply. Exceeding this output voltage limit will cause the amplifier to clip
the signal as described before. The amplifier will return to normal opera-
tion after a clipping condition occurred with an output overdrive recovery
time of 20-70 ns.
4.3 The amplifier circuit
The amplifier circuit is realized with the CFA AD8001 wired in a non-
inverting circuit as shown in figure 4.10. The non-inverting input of the
amplifier is connected directly to the anode of the PMT. A short connection
to the anode lead of . 30 mm will prevent signal ringing due to the high
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Figure 4.10: LTSpice circuit of the amplifier with fixed gain of 2. A charge
terminator circuit (R and C) is connected at the input to simulate the out-
put pulse shape of a PMT. The resistors R4 and R5 are used for a pseudo-
differential signal transmission to the digitization electronics and the load
resistor RL is the input resistor of the digitization electronics.
impedance of the load resistor R1 = 2 kΩ. The gain of the amplifier is set
with the two resistors R2 (value taken from data sheet of AD8001) and R3
to a fixed gain of G = 1+ R2/R3. Replacing R3 with a voltage controllable
resistor as shown in section 4.3.2, allows to change the gain with the slow
control. The output signal of the amplifier circuit is transmitted pseudo-
differentially (R4 and R5) to the digitization electronics (termination resis-
tor RL). A charge terminator (R and C) with a capacitor simulating the
PMT capacitance (4.5 pF for the Hamamatsu R11920, 10.2 pF for the Photo-
nis XP2960 PMT) has been used instead of a PMT for several tests, since the
output amplitudes can be controlled much better (see section 6.2).
A simulation of the amplifier circuit with a fix R3 is shown in figure 4.11.
The long tail of the input signal comes from the large value of R1, which
results in a time constant τ = R1C = 2 kΩ· 4.5 pF = 9 ns and a duration of
t ≈ 5τ = 45 ns. The pulse leading edge in contrast is very fast as expected.
For the real case with a PMT it is essentially only depending on the arrival
time of the secondary electrons at the anode. The broadening of the output
signal due to clipping and recovery of the amplifier is nicely visible.
4.3.1 PMT load resistor
The load resistor R1 in figure 4.10 transforms the charge accumulated by
the charge terminator or the PMT anode into a voltage. Moreover, it affects
the trailing slope of the created pulse since the slope is defined by the decay
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Figure 4.11: LTSpice simulation of the amplifier circuit. The charge termi-
nator capacitor is C = 4.5 pF, the gain resistor R3 is 100Ω for a gain of 8.5 and
the voltages are measured over R1 (left) and differentially over RL (right).
The input pulse to the charge terminator is a step function with 100 ps fall
time and amplitudes of -200 mV to -1 V in 200 mV steps. The amplifier is
powered with ±5 V.
time τtrailing = R1C. τ specifies the time of the slope-amplitude-change of
about ~36% (~1/e1). The trailing slope can hence be extended by increasing
R1, without influencing the leading slope. The latter is very important to
keep, since it provides a good measure for the arrival time of the Cherenkov
photons. Furthermore, increasing the load resistance increases the pulse
amplitude for the same charge (Q = t · U/R). The larger pulse allows a
lower gain of the subsequent amplifier, which in turn minimizes the noise
contribution of the subsequent amplifier. A PMT has typically an output
capacitance of C = 5-10 pF and is loaded with a ≤50Ω resistor.
A PMT would collect the secondary electrons at the anode in about 2.5 ns
without a load resistor. Connecting the load resistor R to the charged anode
will discharge it and convert the charge into a voltage with a decay time τ =
RC of ~250-500 ps. The leading edge of the PMT output signal, being before
2.5 ns, shortens with connected load resistor as the resistor discharges the
anode with a much faster time constant then it is charged by the secondary
electrons. This leads to an output amplitude reduction of approximately
the ratio of the charge and discharge times 2.5 ns/0.5 ns. The amplitude of
a single photoelectron of a PMT with gain 50000 is about
U ≈ τdischarge
τcharge
· 50000 · e
C
= 160 µV (4.4)
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for typical PMT capacitance C of 10 pF. Hence, the output signal needs to be
amplified significantly (~x15) to get a reasonable resolution of about 10 LSB
per photoelectron with an ADC with input range of 1 V and 12 bit resolu-
tion. Using a larger load resistor of 1 kΩ for instance, will give a single
photoelectron amplitude of ~3.2 mV, which already corresponds to about
13 LSB for the same ADC without prior amplification.
The drawback of a large load resistor seems to be the long trailing edge
(τ ≈ 10 ns for C = 10 pF and R = 1 kΩ), which can be eliminated on the dig-
itized signal in a post-process. The post-process differentiates the signal,
hence getting rid of the long trailing edge and reducing under- or over-
shoots introduced by the differentiation by applying a pole-zero cancella-
tion to the signal (see section 4.5.1). The analogue bandwidth of the PMT
changes with the load resistor according to equation 6.1. The changing of
the load resistor from 50 to 2000Ω changes the bandwidth of the PMT from
~700 MHz to ~17 MHz and hence allows the use of amplifiers with rather
low analogue bandwidths, compared to the analogue ring samplers men-
tioned previously.
4.3.2 Gain setting
Being able to change the gain of the AD8001 has several advantages, as for
example the adaptation of the dynamic range for different PMT gains or
even different photo-detectors like MPPCs, changing the output clipping
threshold, etc.
Figure 4.12 shows the replacement circuit for R3 of the first attempt to use
the electronic switch ADG711 from Analogue Device with four internal
CMOS switches. The switches are attached to four resistors, which could
replace R3 in any possible combination of the switches, resulting in a large
range of discrete gain settings. The large ON capacitance of the switches
(~22 pF per switch) influences the high frequency transmission behavior
of the op amp AD8001 and hence distorts the output signal, making these
switches useless for our purpose. Hence, the resistor R3 has been replaced
by the field effect transistor (FET) circuit, shown in figure 4.13.
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Figure 4.13: Replacement of the gain resistor R3 with a FET circuit work-
ing in its ohmic regime for a variable gain setting of the AD8001. UG is a
negative voltage to control the resistivity of the FET.
Figure 4.12: Replacement of the gain resistor R3 with an electronic switch
circuit attached to a series of resistors for a variable gain setting of the
AD8001. The electronic switches are set by applying logical signals to the
chip.
A FET acts like a voltage controlled resistor (VCR) while being operated at
very low gate-source voltages VGS in the so called ohmic or linear region
(figure 4.14).







Introduction: The Nature of VCRs
A voltage-controlled resistor (VCR) may be defined as a
three-terminal variable resistor where the resistance val-
ue between two of the terminals is controlled by a voltage
potential applied to the third.
For a junction field-effect transistor (JFET) under certain
operating conditions, the resistance of the drain-source
channel is a function of the gate-source voltage alone and
the JFET will behave as an almost pure ohmic resistor.
Maximum drain-source current, IDSS, and minimum re-
sistance rDS(on), will exist when the gate-source voltage
is equal to zero volts (VGS = 0). If the gate voltage is in-
creased (negatively for n-channel JFETs and positively
for p-channel), the resistance will also increase. When the
drain current is reduced to a point where the FET is no
longer conductive, the maximum resistance is reached.
The voltage at this point is referred to as the pinchoff or
cutoff voltage and is symbolized by VGS = VGS(off). Thus
the device functions as a voltage- controlled resistor.
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Figure 1 details typical operating characteristics of an n-
channel JFET. Most amplification or switching operations
of FETs occur in the constant-current (saturated) region,
shown as Region II. A close inspection of Region I (the un-
saturated or pre-pinchoff area) reveals that the effective
slope indicative of conductance across the channel from
drain-to-source is different for each value of gate-source
bias voltage. The slope is relatively constant over a range of
applied drain voltages, so long as the gate voltage is also
constant and the drain voltage is low.
Resistance Properties of FETs
The unique resistance-controlling properties of FETs can
be deduced from Figure 2, which is an expanded-scale
plot of the encircled area in the lower left-hand corner of
Figure 1. The output characteristics all pass through the
origin, near which they become almost straight lines so
that the incremental value of channel resistance, rDS, is
essentially the same as that of dc resistance, rDS, and is a
function of VGS.
Figure 2 shows an extension of the operating characteris-
tics into the third quadrant for a typical n-channel JFET.
While such devices are normally operated with a positive
drain-source voltage, small negative values of VDS are
possible. This is because the gate-channel PN junction
must be slightly forward-biased before any significant
amount of gate current flows. The slope of the VGS bias
line is equal to ID/VDS = 1/rDS. This value is controlled
by the amount of voltage applied to the gate. Minimum
rDS, usually expressed as rDS(on), occurs at VGS = 0 and
is dictated by the geometry of the FET. A device with a
channel of small cross-sectional area will exhibit a high
rDS(on) and a low IDSS. Thus a FET with high IDSS should
be chosen where design requirements indicate the need
for a low rDS(on).
Updates to this app note may be obtained via facsimile by calling Siliconix FaxBack, 1-408-970-5600. Please request FaxBack document #70598.
Figure 4.14: Output plot of a typical n-channel FET. The FET behaves lin-
early ohmic in region 1 at low drain-source voltages and for low drain
currents for all gate-source voltages. This can be used to built a voltage
controlled resistor with a FET. Picture taken from application note Siliconix
AN105.
The relation between the drain current ID and the drain-source voltage VDS
is linear over a l rge range for VGS ≈ 0. The drain source resistance rDS
reaches values in the range of 90 to 4000Ω for gate control voltages UG of
-1.9 to 0 V for the chosen FET PMBF4393. Many other types of FETs have
been tested and simulated, but no one, not even other types of the 4393 had
such a large linear region. This corresponds to a gain of 3 to 11 with the par-
allel resistor R3_1. The resistor R3_1 defines the largest resistance possible
(FET not conductive) and hence the lowest gain and protects the amplifier
of going into an instable stage while the FET has a very high impedance.
Figure 4.15 shows the gate control voltage versus the amplifier gain, mea-
sured with a charge terminator (10.2 pF) and the FC250 digitization board
(section 4.4) and superposed with a simulation done with LTSpice. The
resistors R3_2 and R3_3 are used as voltage divider reducing the gate con-
trol voltage sensitivity by a factor of two and linearizing the resistivity of
the drain-source path rDS by adding a small portion of the input signal to
the gate (see application note Siliconix AN105). High values for the resis-
tors are recommended as they shunt rDS. The drawback of using a FET is
its temperature dependency. It introduces a negative temperature depen-
dency of the amplifier gain of about 0.35% per kelvin (0.04% per kelvin for
a fix resistor R3). The temperature dependency results are shown in the
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Figure 4.15: Amplifier gain versus FET adjusting gate voltage measured
(blue, squares) and simulated (red, circles). The different slopes are due to
component tolerances. The flattening at low gate control voltages shows
that the resistance of the FET is too high to change the overall resistance:
the remaining resistor R3_1 dominates the gain setting.
next section 4.3.3.
Figures 4.16 and 4.17 show measurements of the output of the AD8001 am-
plifier used with the electronic switch or the FET circuit. A charge termi-
nator (10.2 pF) is used to generate the input pulses to the op amp and the
output of the AD8001 is directly measured and stored with a scope and an-
alyzed off line with MATLAB. Distortions appear as a prolonged tail (no
nice exponential tail anymore) while using the switch for the gain control
due to the ON capacitance changing the transfer characteristics of the am-
plifier.
4.3.3 Temperature behavior
The temperature dependence of the amplifier with the FET circuit and with
a single resistor for gain setting, is tested in a temperature box with a built-
in thermoelectric (Peltier) element. The temperature is regulated between
16 to 40◦C. A single PMT base with the integrated amplifier circuit set at a
gain of 4.3 has been used for the tests. The amplifier with the FET circuit
was measured first and then the FET circuit replaced by an equivalent sin-
gle resistor R3 for comparison of the temperature stability. A fixed pulse
corresponding to ~126 pe is fed over a charge terminator (C = 10.2 pF) into
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Figure 4.16: Each plot shows the output of the AD8001 with four different
gains set by the electronic switch (figure 4.12). The different plots show
different input signal amplitudes (note the different y-axes). The output
signal of the amplifier is slightly distorted in the trailing tail due to the
capacitance of the switch’s ON state, compared to the op amp output when
using the FET circuit (figure 4.17).
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Figure 4.17: Each plot shows the output of the AD8001 with four different
gains set by the FET circuit (figure 4.13). The different plots show different
input signal amplitudes (note the different y-axes). The distortion of the
output signal seen with the electronic switch circuit has disappeared. The
settable gain range is smaller with the FET circuit than with the electronic
switch circuit.
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Figure 4.18: Temperature dependence of the amplifier circuit wired with a
FET circuit (blue curve) and a single resistor (red curve) for gain setting.
Shown are the measurements as dots and linear fits. Uncertainties of the
temperature measurement are ±0.1 ◦C. The decrease of the gain is mainly
due to the temperature dependent conductivity drift of the FET. Replacing
the FET by a resistor minimizes the temperature dependence of the whole
circuit.
the amplifier. The output of the amplifier is connected over a CAT5 cable to
the scope, which is terminated with 50Ω. Figure 4.18 shows the tempera-
ture behavior of the two different gain circuits. The FET circuit shows a gra-
dient of m = 0.46 pe/K, while the gradient almost disappears when replac-
ing the FET by the resistor. The behavior is expected due to the positive-
temperature-coefficient-like behavior of field effect transistors (increasing
temperature decreases conductivity). The data sheet of the PMBF4393 FET
does not state a number for its temperature coefficient. A compensation of
the FET temperature dependence per pixel could be performed for example
in real time in the FPGA, since the dependence is linear.
4.4 The demo board FC250
In order to test the FlashCam concept, a demonstrator board was devel-
oped and built at MPI-K, Heidelberg. The FC250 hosts the ADC-driver
AD8132 (schematics of the input stage with the ADC-driver is shown in the
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appendix A.4), eight 250 MSps 12 bit ADCs (Analog Devices AD9230BCPZ-
250) and four 80 MSps 14 bit dual ADCs (AD9251BCPZ-80). The 80 MSps
ADCs were intended to be used for a dual-signal path solution, which has
been rejected in favor of the single-signal path solution, prior to the de-
velopment of the linear-nonlinear amplifier of the previous section. The
80 MSps ADC path has actually not been used for any measurements. The
ADCs are connected to a SPARTAN 3A FPGA from Xilinx (XC3SD3400A-
4FGG676C), which is used as data ring buffer and as micro controller (a
32Bit RISC processor called microblaze is emulated inside the FPGA). The
board can be triggered by an external logical signal fed into a separate trig-
ger input. In these tests, a laser is used to test the system. The control
unit for the laser also supplies a trigger output, which is fed to the FC250
trigger input. The trigger signal from the laser control unit is delayed by
about 190 ns before being fed into the FC250 to prevent pile-up with the
measured PMT laser signal in case of electronics cross-talk. The digitized
data is sent with each trigger via Ethernet to a computer for storage and off
line analysis.
Two FC250 boards are connected for synchronous readout of up to 16 pix-
els. A single board is powered by 24 V, 0.7 A (spike of up to 2 A at power
on). The FC250 can be controlled and read out via Ethernet with the spe-
cial software fc250, coded by T. Kihm. The most important commands used
with the software are listed in the appendix A.5.
4.4.1 Synchronizing multiple FC250
Figure 4.19 shows a photograph of a master and a slave FC250 working
in a synchronous mode. The clock of 250 MHz and the trigger signals are
delivered by the master board over a CAT5 connection. The length of the
cable should be chosen such that the clock shift is a multiple of 4 ns. The
clock phase can be delayed slightly inside the master FPGA to match the
two clocks. A 1 pps (pulse per second) signal is sent from the master to the
slave to synchronize the internal slave clocks. Both boards are connected
via Ethernet to a computer and read out with two instances of the fc250
software. The procedure and commands used for synchronizing two FC250
boards are described in appendix A.5.1.
4.4.2 FC250 input calibration
The analogue inputs of the FC250 board need to be calibrated in order to
know the conversion factor from the input voltage to the digitized value.
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Figure 4.19: Two FC250 demo boards set in master (DM1) and slave (DM2)
mode for synchronous operation.
Figure 4.20 shows the circuit of the input stage with the ADC driver of one
channel of the FC250, connected over a CATx cable to the two resistors of
the AD8001 amplifier for the pseudo-differential transmission.
Figure 4.20: Schematics of the pseudo-differential transmission located on
the amplifier circuit board, connected to the ADC driver circuit with the
ADC, both located on the digitization electronics board FC250.
These two 51Ω resistors are wired to the amplifier circuit of the AD8001 or
to a signal generator and the oscilloscope for the calibration, respectively.
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The gain factor of the circuit can be split into three parts: the voltage divider
with the pseudo-differential resistors and the termination resistor of 100Ω,
the ADC driver amplifier and finally the voltage divider with the internal










A pulse generator is connected to the scope and to the input of the circuit
to measure and verify the gain factor of the electronics chain. The peak of
the digitized pulse is converted into a voltage by dividing the peak value
by the resolution of the ADC (12 bit = 4096 LSBs) and multiplying it by the
voltage input range of the ADC (1.25V). The factor G is then calculated as
the ratio of this voltage and the measured scope peak voltage. The base line
is subtracted for both values beforehand. Table 4.1 shows the values of the
12 channels, distributed over the two FC250 DM1 (channels 1-8) and DM2
(channels 9-12), used to later readout the photo-detector plane board (sec-
tion 4.7). The calculated and measured gain factors are in good agreement,














Table 4.1: Gain of channels 1-8 of FC250 DM1 (master) and 9-12 of FC250
DM2 (slave).
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4.5 Improved post-processing algorithm
The algorithm for post-processing of the digitized signals described in sec-
tion 3.1.2 has been adapted in order to gain in time and amplitude resolu-
tion and to process the clipped signals as well.
4.5.1 Signal shaping and Reconstruction
The digitized data are first up-sampled from 250 MSps to 1 GSps by inter-
polation between the samples, as described in section 3.1.2 and smoothed
with a SMA filter of 4 samples. Figure 4.21(b) shows the up-sampling and
the smoothing, applied to a digitized signal (a).
Figure 4.21: Post-processing of the off line data. (a) digitized signal with
4 ns resolution. (b) increased resolution by up-sampling, smoothing added.
(c) Differentiated signal for time extraction. (d) undershoot corrected signal
for amplitude extraction.
The subsequent differentiation of the signal (b) yields a signal (c) with a
fast leading and trailing edge, eliminating the long tail which is introduced
by the large PMT load resistor. The signal is best suited to determine the
arrival time of the pulse by calculating the center of gravity of the area be-
tween the pulse maximum and the full width at half maximum, as already
described in section 3.1.3. The undershoot, introduced by the differentia-
tion, becomes a problem the moment a second signal piles-up at around
that position. The amplitude of this second signal would be reduced artifi-
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cially by the undershoot. A pole-zero cancellation, described in more detail
in appendix A.6, adds a portion of the original signal to the differentiated
signal. Since the original and the differentiated signal have tails with the
same timescale but opposite polarity, the adding up of the two signals can
remove the undershoot of the differentiated signal (d). The analytic imple-




f (t) + p · f (t) (4.6)
with f (t) the input signal, 0 < p < 1 defines the portion of the input sig-
nal to be added to the differentiated signal and g(t) is the undershoot-free
output signal. A ’wrong’ value of p results in an under or over compensa-
tion of the undershoot. Finally, the amplitude information of the pulse is
determined from the data in (d), after applying additional SMA filters as
mention in previous sections.
Signals that are clipped by the amplifier and are processed with the al-
gorithm described, will give a good time resolution but wrong amplitude
information. Figure 4.22(a) shows such a clipped signal after digitization.
Figure 4.22: Post-processing of the off line data for a clipped input pulse.
(a) digitized signal with 4 ns resolution. (b) increased resolution by up-
sampling, smoothing added. The signal is integrated to get the amplitude
information. (c) Differentiated signal for time extraction. (d) undershoot
corrected signal, but not usable for amplitude extraction.
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The up-sampling and smoothing (b) still works as expected but the dif-
ferentiation leads to two peaks (c). The first peak is used for the time ex-
traction, as described above. However, the pole-zero cancellation does not
work properly anymore (d). Hence, the amplitude is extracted from an in-
tegration of signal (b) over a window of at most 200 ns. Signals causing the
amplifier clipping are already so large (>200 pe) that NSB does not influ-
ence the signal to noise ratio.
Figure 4.23 shows a measurement using the AD8001 amplifier circuit con-
nected to a charge terminator (10.2 pF).
Figure 4.23: Analyzed and reconstructed output signal of the AD8001 cir-
cuit connected to the FC250. The amplitude maximum of the output signal
delivers good results over the whole linear regime but flattens as the ampli-
fier starts clipping at about 130 mV input amplitude (blue curve, squares).
The area information (red curve, circles) is not as precise for low-input am-
plitudes, because the noise contribution is large, but becomes linear and
stable from about 10 mV input up to 300 mV.
The load resistor was reduced to 50Ω to be able to measure the input ampli-
tude with the scope. This makes the signal again, without having the long
tail introduced by the 2 kΩ resistor. The measurement was originally done
to calibrate the electronics chain, but the results can also be used to prove
the effectiveness of the algorithm (since the differentiation gets anyway
rid of the long tail). Comparing the input amplitude, measured with the
scope, with the reconstructed pulse amplitude and the pulse area, shows
the transfer characteristics of the whole electronics chain. The peak ampli-
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tude information flattens out and is useless when the amplifier starts to clip
the input. The integrated area, however, keeps on being linear and delivers
the original amplitude information.
4.6 Analogue signal transmission via CATx cables
The analogue signal is transmitted from the PMT amplifier board to the
ADC board over category (CAT) 5 or 6 cables, commonly used in Ethernet.
The category number specifies the cable properties like signal bandwidth
and shielding. The cables contain four twisted wire pairs and RJ45 con-
nectors on each end. The length of each cable pair twist is varied without
changing the characteristic impedance (e.g. 100Ω at 100 MHz) to reduce
crosstalk between the cable pairs. The variations of the twist introduce
different lengths of the single pairs and hence different transmission time
delays (delay skew), which are in the range of 500 ps/m for a CAT5 cable
and not a problem for networks. FlashCam may have to compensate for
these delays in order to maintain the time structure of the whole Cherenkov
shower (under investigation).
Various CATx cables are distinguished by their shielding options. There
are unshielded twisted pair (UTP), shielded twisted pair (STP), screened
twisted pair (F/TP) and screened shielded twisted pair (S/FTP) cables. Fig-
ure 4.24 shows the two types UTP and S/FTP, used for the transmission of
analogue signals for FlashCam.
Figure 4.24: Sketch of a CATx unshielded twisted pair cable (UTP) and a
screened shielded twisted pair cable (S/FTP) cable. Pictures taken from
Wikipedia.
The UTP CAT6 cables are capable of transmitting bandwidths of 250 MHz,
while the S/FTP can handle bandwidths of >500 MHz. Both types are suit-
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able to use for the FlashCam electronics. The cable length for use of Flash-
Cam in a camera housing will be about 2-3 m. Longer cables need to be
installed if the digitization electronics are placed in a counting house or in
the telescope tower.
4.6.1 Cable length and cable type
The cables listed in table 4.2 have been tested for their transmission quality
and the crosstalk behavior (crosstalk results are presented in section 5.3.3).
All UTP Wirewin cables are light-weight, so called slimpatch cables with
Producer Brack∗ Shielding Length Cable Connector AWG
[m] [CAT] [CAT]
Wirewin 114280 UTP 5 6 6 36
Wirewin 114258 UTP 15 6 6 36
Wirewin 135800 UTP 25 6 6 36
Wirewin 149838 S/FTP 15 6 6 27
Daetwyler 121551 S/FTP 15 6 6A 22
Daetwyler 121565 S/FTP 25 6 6A 22
R&M - S/FTP 8 6 6 26
Table 4.2: Tested CAT6 cables. ∗Part number of Brack Electronics AG
(www.brack.ch).
a thickness of ~1/6 of the diameter of a common S/FTP cable. The tests
with 2 and 3 m UTP Wirewin cables, which have been used for many mea-
surements, are not shown here, but the results are comparable with the 5 m
Wirewin cable.
The most important parameters for the analogue signal transmission over
CATx cables are the wire diameter, quantified by the American wire gauge
(AWG) category and the delay skew, which often is not given in the data
sheet. A high AWG number means a high ohmic wire resistance and thus
large signal loss. Table 4.3 shows the relevant AWG numbers and the equa-
tion
wire diameter = 0.127 mm · 92 36−AWG39 (4.7)
gives the relation between AWG number and cable diameter.
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AWG Wire diameter [mm] Wire area [mm2] Wire resistance [Ω/km]
22 0.644 0.326 53
26 0.405 0.129 134
27 0.361 0.102 169
36 0.127 0.0127 1361
Table 4.3: American wire gauges and corresponding wire parameters.
Numbers from Wikipedia.
Figures 4.25,4.26 and 4.27 show the measured analogue PMT signal at the
shunt resistor of 100Ω at the input of the ADC driver AD8132 with a sin-
gle ended probe (LeCroy HFP1000, 1 GHz bandwidth, 0.7 pF, 100 kΩ) con-
nected to the scope. Each figure shows the results for a different laser in-
tensity for the same cable types and cable lengths.
Figure 4.25: Measurement of the transmission characteristics of CAT6 ca-
bles with various lengths of different manufacturers. The light yield gener-
ates PMT pulses that are below the clipping threshold of the amplifier. The
5 m UTP Wirewin pulse can be taken as reference.
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Figure 4.26: Same measurement as described in figure 4.25 with PMT
pulses slightly above the clipping threshold. Reference is 5 m UTP
Wirewin.
Figure 4.27: Same measurement as in figure 4.25 with PMT pulses well
above the clipping threshold. Reference is 5 m UTP Wirewin.
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The UTP Wirewin cables of 15 and 25 m length are clearly not suitable for
the purpose of transmitting the analogue signals, since the dispersion of
the signal flattens the leading edge and hence smears the timing informa-
tion. Apart from slight differences in amplitude, which are partially due to
the PMT statistics but also due to the wire resistance, all other cables could
be used. Table 4.4 shows the leading and trailing edge timing (10-90%) for
the different cables, measured and determined with the scope.
Producer Shielding Length L↘ M↘ H↘ L↗ M↗ H↗
[m] [ns] [ns] [ns] [ns] [ns] [ns]
Wirewin UTP 5 7.4 11.6 14.1 41.0 24.8 16.1
Wirewin UTP 15 12.9 17.2 24.4 41.2 37.6 29.3
Wirewin UTP 25 19.6 23.7 34.5 47.4 49.2 41.4
Wirewin S/FTP 15 5.1 ∗11.9 ∗21.5 43.0 32.5 20.1
Daetwyler S/FTP 15 5.4 9.3 14.7 43.1 35.8 22.2
Daetwyler S/FTP 25 6.0 ∗12.9 ∗20.8 42.5 33.6 21.5
Table 4.4: Leading (↘) and trailing (↗) edge times (10-90%) for low (L),
mid (M) and high (H) intensity signals. ∗ The signal starts to roll off after
about 60% of the leading edge time. A good time resolution should still be
possible, since the edge is steep enough beforehand.
The measurements suggest that using long cables for the transmission of
the analogue signals is possible, but this would need more thorough stud-
ies to check, for example, differences between cable batches, etc. The slim-
patch cables, as produced by Wirewin, are preferred due to their low weight
and the small space consumption, but there might be the need to use the
shielded version of the slimpatch cables.
4.7 The photo-detector-plane (PDP) board
The photo-detector-plane includes the photo-detector, in this case PMTs,
the signal amplifier circuit, the high-voltage generation and some slow con-
trol. The first PDP board is a single pixel board including the PMT, the
amplifier circuit and the passive PMT base. The HV is supplied externally
to allow a quick adjustment and to minimize the complexity of the single
pixel board. Two versions of such single-pixel boards have been developed
to host a Photonis XP2960 and a Hamamatsu R11920 PMT, respectively. A
larger board with 12 pixels has been developed by A. Vollhardt at the Uni-
versity of Zurich, following the validation of the single pixel PDP board.
108 Chapter 4. Implementation of FlashCam
Figure 4.28: Sketch of a PDP board with assembled PMTs (bottom right)
and the geometrical configuration of rotated PDP boards to a hexagonal
camera with three sectors.
This board has been stress tested and, after some improvements, been re-
designed to the final PDP board.
4.7.1 The photo-detector plane geometry
The geometry of the PDP board is such that it can host 12 PMTs and be ar-
ranged in a modular way, allowing the size of the camera to be changed to
the needs of the telescope design. T. Kihm introduced the shape shown in
figure 4.28. Assembling such boards, rotated by 0, 120 and 240◦, as shown
in the figure, results in a hexagonal camera with three sectors. A fully as-
sembled PDP board including PMTs, weighs about 1.1 kg and has dimen-
sions of about 250 mm width, 180 mm height and 130 mm depth.
4.7.2 The photo-detector plane design
Figure 4.29 shows the first version of the 12-pixel PDP module. The 12
PMT pixels are grouped in four to feed one CAT5 or CAT6 cable each. The
high voltage and the preamplifier gain can be adjusted for each PMT in-
dividually. The negative power supply voltage for the preamplifier can
commonly be adjusted to set the clipping level and the voltage range of the
amplifier output. All parameters can be read out and controlled via a CAN
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Figure 4.29: Photo of the photo-detector plane assembled with 12 Hama-
matsu PMTs. The three RJ45 plugs to connect the CAT6 cables are visible
on the top, left photo. The DSUB-9 connector on the bottom edge of the
PDP is used as CAN bus interface and for the 24 V power supply.
bus interface. The slow control measures and reads out the implemented
temperature and humidity sensor, as well as the HV and the PMT (anode)
current. A Labview program enables the reading and setting of the slow
control values.
The high voltage is generated with two EMCO modules of 500 V (A05N-
24) and 1500 V (A15N-24). The former serves the last three dynodes and
the latter the cathode and the first five dynodes. This splitting of the volt-
ages has the advantage of reducing the power consumption compared to
a single power supply, which would have to feed the whole passive resis-
tor divider. A new design by D. Florin with Royer oscillators could reduce
the costs of the HV generation and decrease the high frequency noise intro-
duced by internal oscillators of the EMCO modules. The PDP is designed
as a sandwich with two boards, one being connected to the PMTs, integrat-
ing the active voltage divider (the circuit is shown in appendix A.3, the high
voltage control and the amplifier circuit with the RJ45 connectors. The sec-
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ond board hosts the slow control with ADCs and DACs to set and measure
the amplifier gain, PMT current and voltage, temperature and humidity. A
micro controller is used for the slow control and a special CAN bus control
chip handles the communication.
The mechanical separation of the digitization electronics and the PDP mod-
ules has several advantages. The main advantage is surely that the same
digitization electronics can be used with different photo-detectors and photo-
detector electronics. Even a mixture of several different front-end systems
is possible, as long as the mechanical and electronic interfaces fit. An-
other very important aspect is the cooling and temperature stabilization
of the PDP electronics. Most designs with a mechanically combined photo-
detector and digitization electronics are rather awkwardly shaped and the
dissipation of heat is difficult. In the FlashCam concept, the power hungry
digitization electronics can be placed in crates, being temperature stabi-
lized with commercial cooling systems. Another advantage of separating
the heavy digitization electronics from the more light-weight PDP is the
possibility of distributing the weight inside the camera housing or to even
place the heavy crates outside the camera, in the telescope’s tower for in-
stance.
4.8 The 144-pixel camera
The idea of the 144-pixel camera is to demonstrate of concept of FlashCam
with a larger number of channels connected to the digitization electronics.
The 12 PDP boards are already assembled, tested on their basic functions
and mounted in an aluminum frame (figure 4.30). The costs haven been re-
duced by using only 36 Hamamatsu PMTs and 108 B-rated Photonis PMTs,
kindly provided by G. Hermann and the MPI-K in Heidelberg. The digi-
tization electronics to readout all pixels simultaneously are not yet tested
completely and hence not available.
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Figure 4.30: 144 pixel camera from the back and from the front with two
types of PMTs (inner 36 are Hamamatsu, outer 108 are Photonis) and
mounted light concentrator prototype without reflecting foil (right). The




This chapter discusses the calibration and the performance of the FC250
demo board and the amplifier circuit. Two methods to calibrate the PMT
gain and performance curves for the whole FlashCam electronics are pre-
sented.
5.1 Calibration of the signal path
Calibrating the amplifier circuit and the PMTs is the next step to a fully cal-
ibrated signal chain. The calibration of the single FC250 inputs is discussed
in section 4.4.2. The temperature calibration is discussed in section 4.3.3.
5.1.1 Amplifier circuit calibration
The amplifier circuit has to be calibrated for different gains and tempera-
tures. The gain of the amplifier is defined as the ratio of the output and the
input amplitude of a signal. The external signal is varied while the temper-
ature and the gain are kept constant. This delivers the transfer characteris-
tics of the amplifier that should be linear until it begins to clip the output.
Keeping the external signal constant and varying the amplifier gain returns
the gain curve of the amplifier circuit. For those measurements, a charge
terminator (10.2 pF) is used as input source and the load resistor of 2 kΩ
is replaced by a 50Ω resistor to allow for the connection of the scope with
50Ω termination. The lower impedance changes the duration of the tail
of the signal fed into the amplifier. However, this does not have a big in-
fluence on the measurements for gain and signal transfer behavior. The
output of the amplifier circuit is connected to the calibrated FC250 board.
Figure 5.1 shows the measured amplifier gain as a function of the set gain
113
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Figure 5.1: Gain of AD8001 circuits of the twelve PDP channels versus am-
plifier gain setting measured with a fixed input pulse amplitude and gain
changed with the FET circuit.
of all twelve channels of the prototype PDP board. The gain setting is done
with the Labview tool (0 LSB = low gain, 2500 LSB = highest gain possible)
and the values to set the FET circuit sent via CAN bus to the PDP board.
The flattening of some of the gain curves at low gains is due to the too high
resistivity of the FET circuits. The FETs have a very high impedance in
that region and hence almost do not change the gain resistor anymore (re-
member that there is a resistor shunting the FET for exactly this case). The
flattening at high gains happens because of the amplifier that begins to clip
the signal. A controllable and almost linear range of gains for all channels
is found between gain 4 and 10.
After knowing the set gain of each amplifier, the transfer characteristic is
measured with setting all amplifiers to a Labview value of 1500 LSB (~7.2-
8.8 gain) and varying the input pulse amplitude by attenuating the output
signal of the pulse generator. The reconstruction of the measured pulse am-
plitude with the post-processing algorithms described in section 4.5 (pulse
peak and pulse area) and the compensation of each channel by the calibra-
tion factors is shown in figure 5.2.
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Figure 5.2: Amplifier gain set with Labview at 1500 LSB (~7.2-8.8 gain) and
input pulse varied with an attenuator wired in front of the charge termina-
tor (-2 dB per step). The measured and calculated amplitudes are compen-
sated for the gain factors of the individual electronics channels. The upper
red curves show the reconstructed pulse area and the lower blue curves the
reconstructed pulse peak of the twelve PDP channels.
The deviations at high attenuation values (low pulse amplitudes) is due
to difficulties of the amplitude reconstruction caused by large noise contri-
butions. The amplifiers start to clip at slightly different input amplitudes,
since they have different gains at 1500 LSB setting value.
5.1.2 PMT calibration
Single photoelectron response method
The gain of the PMT is needed to determine from the PMT’s output pulse
the number of initial photoelectrons. One way of determine the PMT gain is
to measure the single photoelectron response (SER). This can be done with
a pulsed light source which in average produces 1 pe per pulse. Bin-
ning the PMT output pulse amplitude or area gives a histogram spectrum
with a sharp Gauss shaped peak for the electronics noise (pedestal peak),
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Figure 5.3: Single photo-electron spectrum of a Hamamatsu R11920-100-01
PMT at 885 V supply. The black curve is the fit of the noise area peak, the
red curve the fit to the SER signal area and the pink curve the sum of the
two fits.
i.e. photon pulses that produce no signal, and a broader peak for the SER
and possible multi-photoelectron responses. The mean of the SER Gauss
denotes the amplitude of the single photoelectron. This method of SER
determination puts all characteristics of the photo-cathode aside, since pa-
rameters like the quantum efficiency only affect multi-photon events. The
gain of the PMT is given by the multiplication factors of each dynode or
simply by the mean SER as
µSER = Ge (5.1)
where µSER is the mean pulse height of the SER, G the PMT gain and e
the elementary charge. The number of photons of a laser pulse is Poisson-
distributed and hence a low intensity is necessary to minimize the probabil-
ity of double, triple, and more photon events in the spectrum. A low light
intensity can be reached by attenuating the laser so far that a light pulse
contains only about 0.05-0.1 photons or in other words, every 20th pulse
emits on average one photon. However, a small contribution of multi-
photon events is almost always present due to the Poisson statistics. The
probability for having a 1 pe event is about 4.9% and for having a 2 pe al-
ready only 0.12% for 95% noise pulses. Figure 5.3 shows a single photo-
electron spectrum of a Hamamatsu R11920-100-01 PMT at 885 V (PMT gain
corresponds to 3.95x104). The noise peak is fitted by a normal Gauss curve
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and the signal peak by a truncated Gauss T [75] [76]
T(A, µ, σ; x) = θ(x)Ae−
(x−µ)2
2σ2 (5.2)
with A the normalization factor (amplitude), µ the position of the peak of
the truncated Gauss, σ the standard deviation of the normal Gauss, x the
bin center (pulse area) and θ(x) the Heaviside step function.
An event selection is first performed before determining the pulse peak or
areas and histogram them. The selection is necessary because the measured
events contain pick-up noise and glitches originating from unknown exter-
nal sources. Neighboring labs in the same building report also the presence
of similar noise. This noise contribution broadens slightly the noise peak
and makes the determination of the SER difficult without selecting ’noise
free’ events. The cleaning ejects all events with large negative peaks below
the baseline.
A comparison of the mean baseline in a window before and after the sig-
nal pulse eliminates events with unstable baseline. The baseline offset is
determined after the event selection by calculating the mean of the base-
line before the signal pulse of each event. The offset is subtracted from the
whole event to eliminate the DC content. The signal and noise amplitude
is calculated either by taking the amplitude at a fixed time position refer-
enced to the trigger time, or by calculating the area within a fixed window
around the fix time position. The noise is not taken from the same position
as the signal but is always taken from data before the signal pulse to elim-
inate contributions of signal pick-up, ringing, etc. A maximum search, as
described in section 3.1.3, is also used but results are not shown here since
they do not differ much in comparison to the pulse area evaluation. The
fitting of the parameters of the truncated Gauss is done iteratively by min-
imizing the χ2 function in MATLAB with the provided function fminsearch.





(ni − f (xi|a))2
ni
(5.3)
with N the number of bins, ni the number of entries of the ith bin, xi the bin
center, a the parameter(s) to be minimized and f (xi|a) the fitting function
evaluated at position i. The peak position µT and the standard deviation σT
of the truncated Gauss are not the same as for the normal Gauss and can be
calculated as
µT = µ+ σλ (5.4)
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and
























with erf being the error function. The numeric determination of µT is
µT =
∑ xi · T(A, µ, σ; xi)
∑ T(A, µ, σ; xi)
(5.8)
with the sums running over i. There are two methods used for fitting the
data with the χ2 function: fitting the noise peak first and subtracting the
fit from the data, then fit the signal peak of the new data. The second
method fits the noise and the signal simultaneously. Both methods give
good results with well selected data (only few noisy events survived the
selection). Double, triple and more photoelectron events, which contribute
to the right side of the spectrum due to the Poisson statistics, can be fitted
with additional Gauss curves with µn = nµ1pe with n being the number of
photoelectrons. This relation can also be used to calculate the number of
photoelectrons of a peak (n = µn/µ1pe). The probability of measuring single






with k the number of expected photoelectrons and µ the expectation value.
µ can be determined by choosing k = 0 for having no photoelectrons in an
event and hence
µ = − ln(Pµ(0)). (5.10)





NNoise and NTotal are the sum of the bin entries in the noise peak and the
total number of bin entries, respectively.
Finally, the conversion of the determined pulse mean LSB value of the sin-
gle photoelectron to the charge delivered by the PMT has to be done, con-
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sidering the ADC and the whole electronics chain. The determined SER
value is first converted into a voltage by dividing it through the resolution
of the ADC, r = 212, and multiplying it with the voltage input range of the
ADC UADC = 1.25 V. The resulting voltage value is divided by the gain fac-
tor of the individual FC250 input stages gFC250 and the gain of the amplifier
circuit gamp. This resulting voltage is the amplitude of the PMT pulse and
the current is calculated by dividing the voltage by the load resistor R. The






e · r · gFC250 · gamp · R (5.12)
with e the elementary charge.
Scaling method
Another method to determine the gain of a PMT is the scaling method. The
idea is to measure the SER and hence the gain of a PMT at a higher voltage
than the foreseen operation voltage. The SER amplitude is larger and the
resulting histogram signal peak can nicely be fitted to determine the mean
value of the peak. Another measurement is taken with a higher light inten-
sity (should result in an amplitude of about 10 pe) and the actual number of
photoelectrons is determined by the ratio of the new pulse amplitude and
the SER amplitude. Reducing the supply voltage to the foreseen operation
voltage and taking a measurement with the same light intensity as before,
which amplitude is known, leads to the SER amplitude at the new voltage
and hence to the PMT gain. This method works well as the lin-log plots for
measurements with the higher intensity laser pulse applied to the 12 PDP
PMTs in figures 5.4 and 5.5 show.
The measurements have been taken for high voltages of 900 to 1200 V in
50 V steps and for a slightly higher laser intensity for 800 V to 1100 V in
10 V steps and the mean of the measured pulse amplitude (5000 events
per voltage setting) is plotted. The difference in amplitude of the chan-
nels arise mainly from the different PMT gains but also from the different
PMT quantum efficiencies. These differences have to be compensated in an
IACT camera by adjusting the high voltages and hence the gains such that
each PMT gives about the same pulse amplitude for the same light yield.
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Figure 5.4: Lin-log plot of the mean pulse amplitude of the 12 PDP PMTs
with different high voltages.
Figure 5.5: Lin-log plot of the mean pulse amplitude of the 12 PDP PMTs
for the voltage range of 800 to 1100 V. Measured with a slightly higher light
intensity to get a good signal at the low end of the voltage (low PMT gain).
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Figure 5.6: Measured PMT gain determined by the SER method (blue) and
by the scaling method (black, SER calibration done for 1400 V). The red
curve shows a typical curve of a Hamamatsu R11920 PMT.
Figure 5.6 shows the two methods used to determine the PMT gain. The
gain determined by the SER determination is shown in blue. This method
worsens towards low gains as the electronics noise starts to contribute sig-
nificantly. The scaling method in black has been calibrated at 1400 V and
shows a better performance for low PMT gains.
5.1.3 12 pixel photo-detector plane SER calibration
The twelve PMTs of the PDP are calibrated by the SER method, described
at the beginning of the previous section. SER measurements are taken for
various high voltages for each PMT and evaluated by the pulse area (search
maximum in window and integrate signal over a window of -3 and +15
samples around maximum). The PMT gain is then calculated from the SER
peak amplitude in function of the HV and a curve is fit to the data. The HV
for a gain of 40000 is determined with the fit function. Figure 5.7 shows
the SER histograms for a PMT gain of 40000 determined by the pulse area.
Table 5.1 summarizes all important parameters of the PMTs calibration.
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Figure 5.7: SER spectra of the Hamamatsu PDP PMTs with adjusted HV for
an average gain of 40000. All amplifier gains are set to 10, which gives an
average SER amplitude of about 18 LSB. The red curve indicates the fit of
the truncated Gauss, the black curve is the Gauss fit to the noise and the
pink curve is the sum of the two fits.
PMT HV [V] Amplifier Light SER amplitude χ2/ndf PMT gain
gain [LSB] yield ±σ [LSB] signal [104]
1 885 2266 1/18 18.5 ± 5.7 1.3 3.95
2 855 1998 1/21 18.1 ± 5.4 0.9 3.96
3 830 2266 1/17 17.8 ± 5.5 1.0 3.99
4 925 2358 1/19 19.1 ± 5.8 1.2 4.13
5 843 2316 1/15 17.6 ± 5.2 1.4 4.28
6 905 2375 1/17 17.1 ± 4.9 1.8 4.04
7 850 2290 1/17 18.5 ± 5.9 1.6 4.10
8 820 2400 1/17 17.2 ± 4.8 1.6 4.10
9 880 2074 1/15 18.2 ± 5.8 1.2 4.10
10 975 2048 1/15 19.2 ± 5.9 1.0 4.12
11 900 1973 1/16 18.3 ± 5.5 1.3 4.06
12 903 2032 1/15 18.4 ± 5.5 1.0 3.98
Table 5.1: Gain calibration of the PDP PMTs. The light yield is given in de-
tected signals per triggered events. The amplifier gain settings correspond
to a gain of 10. The σ of the SER amplitude gives the truncated Gauss
width, mainly dominated by the statistics of the PMT and ndf is the num-
ber of degree of freedom (number of measurement points minus number
of fit parameters) of the fitted truncated Gauss function.
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5.2 Performance of a single pixel FlashCam
A single pixel board with an AD8001 amplifier connected via a 5 m CAT5
cable to a FC250 board is measured first with a charge terminator as in-
put source (figure 5.8) and later with a real PMT. The output pulses are
evaluated to determine the amplitude and time resolution, as well as the
reconstructed amplitude and time accuracy that are achievable with the
FlashCam electronics using the developed linear-nonlinear amplifier and
the post-processing algorithm. The measurements with the charge termi-
nator and the analysis have kindly been provided by T. Kihm. The mea-
surements with the real PMT are presented at the end of this section.
Figure 5.8: Setup for verification of the FC250 demo board at MPI-K Hei-
delberg. A pulse generator is used together with a charge terminator with
the same capacity as a Photonis XP2960 PMT (~8 pF).
Figure 5.9 shows an up-sampled and smoothed 10 pe signal (black curve)
with the post-processed curves for the time (red curve) and amplitude (blue
curve) extraction. The curve for the pulse maximum determination is fur-
ther smoothed with three moving average filters (pink curve) to increase
the signal to noise ratio for low amplitude signals. The amplitude determi-
nation from the pink curve gives more precise results than the extraction
of the amplitude from the blue curve since more signal is integrated and
hence the signal to noise ratio increased. The better performance of the
reconstructed amplitude from the integrated pulse can be seen over the
whole linear range of the amplifier.
A measured signal of a ~1000 pe pulse is shown in figure 5.10 with the
same post-processed curves as figure 5.9. The clipped amplitude curves
(blue and pink) are however not used for the amplitude determination, as
mentioned in section 4.5.1. The up-sampled and smoothed signal (black
curve) is integrated over a window of 200 ns to get the pulse area, instead.
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Figure 5.9: Example of a digitized, up-sampled and smoothed signal of
about 10 pe amplitude (black). The differentiated signal is shown in red,
the undershoot corrected signal for the amplitude extraction in blue and a
further smoothed signal in pink. Plot kindly provided by T. Kihm.
Figure 5.10: Example of a digitized, up-sampled and smoothed signal of
about 1000 pe amplitude (black). The differentiated signal is shown in red,
the undershoot corrected signal for the amplitude extraction in blue and a
further smoothed signal in pink. Plot kindly provided by T. Kihm.
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Figure 5.11: Reconstructed output amplitude versus input amplitude for
the pulse maximum search (blue and pink) and the pulse integration
(green). Plot kindly provided by T. Kihm.
The results of the amplitude determination of a measurement over the
whole amplitude dynamic range of up to 3000 pe is shown in figure 5.11.
The pulse maxima curves flatten as the amplifier begins to clip and drop
even slightly at the end of the dynamic range due to input clipping of the
amplifier (output signal dips a bit as the input stage saturates). The pulse
area curve flattens also a bit at the end of the range due to the dipping of
the signal. Figure 5.12 shows a zoom into the lower amplitude range up to
100 pe in a linear-linear plot. All three curves show a good linearity of the
signal transmission and the signal reconstruction.
The amplitude resolution for the three amplitude extraction methods is
shown in figure 5.13. The pulse area shows a resolution of about 0.3 pe
for up to ~300 pe input pulses and worsens slightly towards higher input
amplitudes. The resolution of the undershoot corrected signal (blue) starts
already at about 20 pe to be worse than the pulse area reconstruction reso-
lution. Integrating the signal further by applying more SMAs (pink) leads
to a slightly better and stable resolution of about 0.12 pe for up to ~60 pe
pulses. Both pulse maximum curves lose their resolution completely with
the beginning of the amplifier clipping at ~300 pe.
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Figure 5.12: Zoom in of figure 5.11 with input amplitudes ≤100 pe in a
linear plot. Plot kindly provided by T. Kihm.
Figure 5.13: RMS resolution of the reconstructed amplitude for the three
amplitude extraction methods of pulse area (green), pulse maximum of the
undershoot corrected and the further smoothed signal (blue and pink). Plot
kindly provided by T. Kihm.
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Figure 5.14 shows the time resolution over the whole amplitude dynamic
range. Resolutions in the subnanosecond regime down to about 700 ps are
achievable. The time resolution is slightly better in reality, because the ref-
erence time, the trigger signal, already introduces a jitter of ±100 ps and
hence worsens the measured time resolution.
Figure 5.14: Time resolution of single pixel board together with FC250. Plot
kindly provided by T. Kihm.
Figures 5.15 and 5.16 show the simulated and measured amplitude and
time resolution, respectively. The measurements are done with a Hama-
matsu R11920-100-01 PMT mounted on the PDP module and the FlashCam
electronics. A laser with attenuator filters as described in section 6.1.1 is
used as pulsed light source and a filament bulb is used for the NSB simu-
lation. The largest systematic error contribution arises from the calibration
of the attenuator filters (~10%) and is not shown in the first plot. The simu-
lated time resolution (green) deviates for input amplitudes >10 pe. Adding
the jitter of the trigger unit and the FC250 of about 250 ps makes the simu-
lation converge to the measurements, but still not meet them. The slightly
worse resolution of the measurements could be caused by a larger transit
time of the PMT than simulated.
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To test and verify the system under real conditions we have measured the preamp/FADC properties 
with a real light source (Picoquant LDH-P-C405 laser head) and NSB. The measurements were 
performed with the PDP module equipped with a CTA PMT (Hamamatsu R11920). The Picoquant 
laser has a maximum pulse width of between 70-300ps FWHM and can simulate the fastest light 
signals we can observe by the CTA experiment.  The NSB of 240MHz was simulated by a light 
bulb. The amplitude of the light source was modified with two filter wheels to avoid any change of 
the laser characteristics by changing the laser output. The filter wheels could be calibrated to 
around 1db (10%).  
 
Figure 5.15: Amplitude resolution versus PMT output amplitude at
240 MHz NSB in a comparison of simulation (T. Kihm) and measurements
(A. Gadola). The amplitude is determined by the pulse peak (red, blue) and
by the pulse area (green, pink). The cyan curve shows the lowest possible
resolution given by the Poisson statistics. Plot kindly provided by T. Kihm.
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The amplitude and time resolution for the fast shaped signal and the integrator are shown above in 
comparison to a simulation for the experimental setup.  
 
The perfect agreement shows that the simulation is suitable for a fast PMT under realistic light and 
NSB situations expected by the CTA experiment.   
 
The minimum resolution of the integrator is around 7PE which yields nearly the expected value of 
6 for the statistical fluctuations if integrating 240MHz NSB over a window of 150nsec. The 
behavior for small amplitudes could be improved by using a variable window but we found that the 
performance above 200PE gets worse in this case. The errors shown in the figure yield the 
systematic error of the filter wheels only. Statistical errors are typically in the region of the point 
size.  
 
The time resolution shows a worse resolution than the simulation above 5PE which can be caused 
by an additional jitter from our trigger signal which was measured with the same FADC system and 
should have a similar resolution than the signals from the PMT. Therefore a time jitter of 200psec 
has been added to the simulation curve. In the region between 5 and 10 PE the slightly higher 
values of the experimental data can be cause by a higher transit time jitter of the PMT or the used 
laser head. But all of the measurements show a performance which fulfill the specification of the 
CTA experiment even if the NSB is above the specifications for the CTA experiment. As above the 
given errors on the x-axis includes the systematic error of the filter wheel calibration only.  
Figure 5.16: Time resolution versus PMT output amplitude at 240 MHz
NSB in a comparison of simulation (T. Kihm) and measurements (A.
Gadola). The simulation converges towards the measurements by adding
a 250 ps jitter of the trigger to the simulation. The bump at about 200 pe
indicates the beginning of the amplifier clipping. Plot kindly provided by
T. Kihm.
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5.3 Performance of the PDP board
The performance of the twelve-pixel PDP board over the whole amplitude
dynamic range of up to 3000 pe has been measured with the laser and the
Hamamatsu PMTs installed on the PDP board. The time and amplitude
resolution of the system, as shown in section 5.2 for the single pixel, has
not been determined for the 12-pixel PDP. The setup for the measurements
is such that all PMTs are set at a gain of ~40000 and the amplifiers at a gain
of 10 (see table 5.1 for actual settings). The measurements for the amplitude
dynamic range are performed without NSB.
5.3.1 Amplitude dynamic range measurements
All twelve PDP channels have been measured after calibration of the PMT
gain and the electronics chain one by one with the same laser-pulse inten-
sities. The applied laser intensity is first measured with one channel, con-
verted into photoelectron amplitude and is referred to as input amplitude
for all measurements. It has an uncertainty of about 10% comming mainly
from the determination of the attenuation filters. The measured pulses are
analyzed either by their pulse amplitude or pulse area, as describe pre-
viously. For the plots, the pulse amplitude and area are converted into
a photoelectron equivalent amplitude taken into account the actual PMT
gain and electronics gain.
Figure 5.17 shows the measurement of all channels with the pulse ampli-
tude determined by the pulse maximum of the undershoot-corrected sig-
nal. The linear-nonlinear amplifier starts to clip at about 200 pe. Figure 5.18
shows a log-log plot of the determined pulse amplitude by evaluating the
pulse area for all twelve channels. A slight flattening of the curves above
800 pe is visible but the amplitude information can still be extracted, since
this flattening is reproducible. A zoom into the lower-amplitude regime
of .240 pe in a linear-linear presentation for all twelve channels and for
both the pulse maximum and pulse area evaluation, are shown in figures
5.19 and 5.20. The pulse maximum curve of channel 1 starts already to flat-
ten before the other channels, probably due to the higher QE of the PMT.
Hence, larger pulse amplitudes for the same light yield drive the amplifier
earlier into clipping. The drifting apart of the channels reflects the uncer-
tainties in the PMT gain determination and the different quantum efficien-
cies of the PMTs. However, more important than the absolute amplitude
is the linearity of the measured curves, since the amplitudes can always be
adapted as long as the normalization factors are reproducible.
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Figure 5.17: Log-log plot of the output amplitudes (dots) of the 12 PDP
PMTs. The amplitude is determined by searching the maximum in a fixed
window of 40 samples. The amplifiers start to clip at about 200 pe input
amplitude.
Figure 5.18: Log-log plot of the output amplitudes (dots) of the 12 PDP
PMTs. The amplitude is determined by calculating the pulse area with an
integration over a fix window of -3 and +15 samples around the found peak
maximum. The amplifiers start to clip at about 200 pe input amplitude.
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Figure 5.19: Zoom in of figure 5.17, plotted linear in both axes. The drifting
apart of the data (dots) towards higher input amplitudes is mainly due to
PMT gain uncertainties and the different QE of the PMTs. The amplifier of
channel 1 saturates earlier probably due to a higher QE of the PMT than the
other channels and hence flattens already before ~200 pe input amplitude.
Figure 5.20: Zoom in of figure 5.18, plotted linear in both axes. The running
apart of the data (dots) towards higher input amplitudes is mainly due to
PMT gain uncertainties and the different QE of the PMTs.
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Figure 5.21: NSB measurements with a filament bulb and the fully popu-
lated PDP board. The NSB light produced by the filament bulb illuminates
all PMTs evenly. The legend shows the mean NSB frequency taken over all
twelve PMTs.
5.3.2 Night sky background measurements
The NSB measurements done with the single-pixel electronics were all done
with a filament bulb operated at very low intensities. The bulb spectrum
peaks at about 750 nm in the reddish with almost no contribution in the
blue regime (see figure 6.1). The quantum efficiency of the Hamamatsu
R11920-100 PMT above 650 nm is only a few percent and varies by almost
100% from PMT to PMT. The variations in QE are of no relevance as long as
single PMTs are measured and the NSB rate is adjusted accordingly. How-
ever, a comparison of multiple PMTs on their NSB behavior is very difficult,
as the QE variations influence the measurements too much. The individ-
ual channels vary, as expected with up to ~100% in the worst case (figure
5.21). Changing the NSB light source to a blue LED with a smaller fre-
quency spectrum, which peaks at ~420 nm where the PMT QE varies from
PMT to PMT only by about ±3% for the first Hamamatsu batch and about
±1.5% for the second batch1 leads to more comparable results, as figure
5.22 shows. Figure 6.1 in section 6.1.2 shows the spectrum of the LED, the
1QE measurements have been performed at MPI Munich for R11920-100-01 and R11920-
100-02. Results are only available for CTA members.
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Figure 5.22: NSB measurements with a blue LED with the fully populated
PDP board. The NSB light source illuminates all PMTs evenly. The legend
shows the mean NSB frequency taken over all twelve PMTs.
bulb and a typical QE curve of the Hamamatsu R11920 PMT. The variations
between the single PMTs come mainly from the different quantum efficien-
cies of the PMTs. The NSB rate is determined for each PMT individually
by calculating the area under each measured event waveform and divide it
by the area of the single photoelectron pulse. The mean value of all these
calculated NSB rates is shown in the plots as legend.
The measurements with NSB generated by a single light source could be
used for a flat-field calibration of the camera where the high voltages are
adjusted such that all PMTs deliver the same NSB rate.
5.3.3 Crosstalk
The electronics crosstalk of signals between channels has been measured
with the full electronics chain, including the PMTs and different CAT6 ca-
bles. The crosstalk is defined here as the peak amplitude of the picked
up signal, even though the picked up signal look less like PMT signals
but more like transients (figure 5.23). The first measurements have been
performed with the 5 m unshielded CAT6 cables from Wirewin and later
changed to shielded types to identify the best cable with the lowest crosstalk.
The setup is such that the laser points to one PMT at a time, optically de-
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Figure 5.23: Picked-up crosstalk signal from neighboring channels. Chan-
nel 5 is illuminated with a laser pulse yield of about 3000 pe (red). The
picked-up crosstalk of channel 7 is shown in black. The dashed line marks
the 1 pe amplitude. The bump seen in both channels at the right side be-
tween about 300 to 350 samples is pick-up noise from an external unknown
source (the PMT leads act like antennas).
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Figure 5.24: Amplitude of crosstalk of channels 2 to 12 with the laser puls-
ing light on channel 1. No crosstalk but noise is visible for light pulses
≤10 pe. The crosstalk is worst and does not change as soon as the amplifier
starts to clip the input signal.
coupled from the remaining eleven PMTs, and its intensity is changed to
check for the worst electronics crosstalk on the other channels. All PMTs
are operated at gain 40000 and the amplifiers are set to gain 10. Figure 5.24
shows a typical measurement of a crosstalk measurement with the laser
on channel 1. The largest crosstalk is noticeable in the channels 2 and 3,
whose signals are assigned to the same cable as channel 1. The largest
crosstalk is actually always most noticeable in the channels assigned to the
same cable as the channel receiving the laser pulse but they never exceed
2.5 pe for unshielded cables (on average <1.5% crosstalk for pulses with
>170 pe). This points to the cables being the component with the largest
contribution to crosstalk. Changing the cables to shielded pair cables re-
duced the worst crosstalk to an average of about 1.3 pe over the whole dy-
namic range. Shielded cables also eliminate the crosstalk completely be-
tween the CAT6 cables, compared to unshielded cables. The crosstalk for a
5 m unshielded and a 15 m shielded CAT6 cable is shown in figure 5.25 and
5.26, respectively. No crosstalk is noticeable for signals ≤10 pe, for both
cable types. The worst crosstalk measured, introduced by the fast and
large transients of the clipped signals, never exceeds 2.5 photoelectrons,
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Figure 5.25: Crosstalk for a 5 m unshielded CAT6 cables (Wirewin). The
channels 1-4, 5-8 and 9-12 are assigned to a cable each. The laser points
to PMT 3 producing about 3000 pe and the colors on the left plot show
the crosstalk intensity. The right plot shows the average crosstalk of each
channel for different laser intensities.
Figure 5.26: Crosstalk for a 15 m shielded CAT6 cables (Wirewin). The
channels 1-4, 5-8 and 9-12 are assigned to a cable each. The laser points
to PMT 3 producing about 3000 pe and the colors on the left plot show the
crosstalk intensity. The right plot shows the average crosstalk of each chan-
nel for different laser intensities.
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even with unshielded cables. Crosstalk is no problem for FlashCam, given
the shape of a Cherenkov light pulse with fading borders and hence not
having neighbor pixels with huge differences in signal yield.
5.4 First measurements with silicon detectors
PMTs have the disadvantage to be very expensive and damageable under
high light intensities. The former accounts for almost half of the total cam-
era electronics price and hence strongly limits the number of telescopes
that can be built with a given budget. The latter limits the time of observa-
tion that has to be on very low moon light nights. Replacing the PMT by a
cheaper and less damageable detector, as with the MPPC, is desirable. MP-
PCs have the disadvantages of having a very small active area, compared
to the PMTs used in IACTs and of being very temperature sensitive. The
temperature coefficient for most Hamamatsu MPPCs is typically 56 mV/K
(change of the breakdown voltage) and hence a temperature stability of
better than ±1 K is needed for the stable operation of MPPCs. Companies
like Hamamatsu are developing MPPCs with larger active areas, but the
products are still in their infancy.
One idea of FlashCam, besides its modularity, is the flexibility of being able
to exchange the photo-detector part. A new board with the same non-
inverting amplifier circuit as used with the PMTs has been designed by
D. Florin at UZH. The major difference to the PMT amplifier design is the
clipping of the signals on the positive output voltage, instead of on the neg-
ative, due to the used MPPC circuit which delivers a positive signal. The
Hamamatsu MPPC 10985-050C combines four individual MPPC devices
(called channels) with 3600 GAPD cells per device and is used for the first
tests. The device is operated around 72 V, slightly above its breakdown
voltage to have Geiger-mode operation conditions. Each channel of the
device is connected to an AD8001 amplifier circuit with FET gain setting
(section 4.3) and to the common bias voltage. Figure 5.27 shows a photo-
graph and a sketch of the MPPC device with its four channels connected to
the amplifiers.
Replacing the existing PMT design with a MPPC design, maintaining the
pixel size and in addition use the individual amplification per MPPC chan-
nel is essentially not feasible for an IACT camera, since the number of
needed MPPC to cover the pixel area and hence the number of signal chan-
nels and the power consumption would explode.
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Figure 5.27: Sketch of the four channel MPPC connected to individual am-
plifiers (AD8001). The amplifier outputs are connected via a CAT6 cable
to the FC250 digitization board. The photograph shows an Hamamatsu
10985-050C MPPC device with the four channels labeled.
Figure 5.28 shows a PMT pulse and an MPPC pulse (MPPC signals are
summed up with an AD8001 summing amplifier circuit) measured with
the FC250 for comparison. Note the time axis scaling in units of 4 ns.
Figure 5.28: Comparison of a PMT (left) and the summed MPPC (right)
signal for an arbitrary light yield.
The two measurements are done with different laser intensities. The MPPC
pulse has a slightly longer trailing edge due to the larger capacitance of
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Figure 5.29: MPPC #230 in single channel mode. Bias voltage is (72.257
± 0.003) V. Shown are measurements for two different light intensities (left
plot and right plot).
the device (~320 pF per channel) and hence compels the adjustment of the
load resistor (33Ω per channel) and of the pole-zero cancellation parameter
to prevent under or overcompensation of the undershoot introduced by
the differentiation. However, the PMT and MPPC pulses match each other
very nicely otherwise, especially their leading edges are very alike. Two
MPPC devices have been measured to analyze the effect of bias voltage
matching of the four individual channels. The breakdown voltages of the
two devices are listed in table 5.2.
Channel Serial # 230 Serial # 233






Table 5.2: Breakdown voltages for Geiger-mode operation for the single
MPPC channels. ∆U specifies the largest difference of the four breakdown
voltages.
The four channels of the #230 are not matched very well in their breakdown
voltages, which leads to different gains and hence different output ampli-
tudes for the same light yield. Figure 5.29 shows the spectrum taken with
the #230 MPPC for the single MPPC channels for different light intensities.
The spectra show a good distinction of the individual event counts (num-
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Figure 5.30: MPPC #233 in single channel mode. Bias voltage is (72.430 ±
0.003) V. Shown are two different light intensities (left plot and right plot).
ber of photons) and also the very slight difference of amplitudes introduced
by the uneven breakdown voltages. The effect is however marginal. Figure
5.30 shows the same measurement with the #233 MPPC. These quick mea-
surements have shown that exchanging the front-end detectors is not only
possible but that viable results can already be achieved without changes




Light and signal sources for the
test setup
Artificial light sources to simulate a Cherenkov pulse and or the night sky
background are used in conjunction with the PMTs to test the camera elec-
tronics. However, calibration of the electronics is more difficult with PMTs
as signal sources due to the statistical nature of the signal formation. This
makes the application of electric pulser to simulate the PMTs necessary for
controlled and reproducible results. The following sections discuss these
light and signal sources in more detail.
6.1 The light sources
The light events seen by an IACT camera can be divided into two sources:
the Cherenkov light of a cosmic ray event and the night sky background
light containing all other light sources. The Cherenkov light is very fast
and the photons are correlated, while the NSB is permanently present and
the photons are uncorrelated. These conditions can be simulated in the lab
as described in the following.
6.1.1 Emulation of Cherenkov pulses
The choice of the Cherenkov light emulation is significantly reflected in the
quality of the gathered results for the electronics. Hence, a reliable, steady,
reproducible and precise light source is needed for that purpose. First ex-
periences were gained with a self-built laser system with a blue laser diode
and a laser driver chip [77]. The circuit worked well in terms of light pulse
production. However, the light pulses had a FWHM of about 6 ns and
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hence were too long to simulate the short Cherenkov-like pulses. The laser
system was also not steady enough for long term measurements. A better
solution was found with a professional laser system from PicoQuant [78].
The PicoQuant laser system consists of the control unit PDL 800-D and the
temperature regulated 50 mW laser-diode head LDH-D-C-405. The laser
has a wavelength of (405±10) nm and a pulse FWHM of <70 (low power)
and <500 ps (high power). The pulse-to-pulse jitter is about 2.6 ps, as stated
in the product specifications. The laser diode should be operated within
the lasing regime to achieve a stable and compact light pulse.
The laser intensity can be adjusted with the control unit, which unfortu-
nately changes the spot size of the laser. Furthermore, it is very difficult
to consecutively set the same intensity with the dial. A better method is to
use neutral density (ND) filters, which attenuate or reflect the laser light.
The pulse repetition rate is set to the lowest value of 31.25 kHz to avoid
any interfering of consecutive events. The laser control unit is used as the
master trigger and is connected via a delay line to the FC250 boards. The
delay line prevents crosstalk of the trigger signal upon the measured PMT
signal. Triggering the control unit from an external source is possible but
not recommended, since the trigger pulses have to be rather long to be rec-
ognized by the control unit and hence forbid the production of ultrashort
laser pulses. Moreover, the laser spot changes its shape and the pulse du-
ration and intensity are unstable with the use of an external trigger.
The optical bench setup contains a piece of white paper in front of the laser
output, tilted by about 45◦ to avoid reflections into the laser system, which
could damage the diode. The paper reduces the intensity and a following
pinhole with 370µm diameter reduces the solid angle of the laser beam.
The trimmed beam passes first a filter setup with three single absorption
ND filters (Thorlabs: NE510B, NE513B, NE520B) with optical densities of
1.0, 1.3 and 2.0. The filters can only be put separately into the beam. Two
more ’filters’ are added for letting pass the beam without any attenuation
and for blocking the beam completely. The next stage is a step variable cir-
cular ND filter wheel (Thorlabs: NDC-50S-3) with optical densities of 0.04,
0.2, 0.4, 0.6, 0.8, 1.0, 2.0 and 3.0. The laser beam is thereafter focused with
1 m distance directly or via a 8 m plastic fiber on the PMT.
The optical bench is calibrated with a photodiode (Hamamatsu S1227-16BR)
placed in the beam and directly readout with a picoampere meter (Keith-
ley 6487). Table 6.1 lists the total optical density D and the corresponding
transmission T = 10−D as well as the measured and normalized transmis-
sion TN for the wheel alone and for the three absorption filters together
with the 0.04 density of the wheel. The uncertainties are estimated as be-
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ing about 10% but for the lowest transmission value (~20%), since that ND
filter is more difficult to determine.
Optical density D Transmission T Measured and normalized












Table 6.1: Calibration of the optical bench.
6.1.2 Emulation of night sky background
The night sky background consists, as mentioned earlier, of light sources
which are not originating from cosmic rays and their secondary products.
The main sources are stars, the moon and light from nearby cities scattered
at the sky. The telescope’s camera sees these sources either as uniformly
distributed or point-like but uncorrelated light. Operation of the camera
is only possible, if the NSB per pixel is rather low (<200 MHz [49]), or in
case of a star shining into a pixel, if the pixel is turned off. The individual
NSB amplitudes measured in a single PMT are only between one and a few
photoelectrons large, since the NSB photons are uncorrelated.
The NSB can be emulated by a filament bulb or another light source that
covers the according wavelength regime. A filament bulb is rather steady
after it has reached its working temperature, but its current consumption
needs to be monitored at all measuring time. The disadvantage of a bulb
is its wavelength spectrum that peaks in the red regime around 750 nm, as
shown in figure 6.1. The quantum efficiency of most IACT PMTs is .1-2%
in that wavelength range and the values vary with up to 100% from PMT
to PMT. This makes the filament bulb a good NSB source, but an unreli-
able light source for PMT comparing measurements. A light source with
a spectrum matching the QE curve of the PMTs is more suitable for such
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Figure 6.1: Spectra of a filament bulb (red) and a blue LED (blue) compared
with the average quantum efficiency of a Hamamatsu R11920-100-01 PMT
(black).
measurements. A good choice is to use a blue LED, which spectrum over-
laps much better with the QE (figure 6.1).
The filament bulb chosen for the NSB measurements is a standard 6 V, 3 W
bulb with bayonet base (Philips 6910). It is operated with currents of 100
to 250 mA and placed such that the light is faint enough to generate NSB
up to 700 MHz (figure 6.2). A blue LED mounted in a white plastic sphere
of about 40 mm diameter and placed in a box with a white POM window
for light diffusion is used for comparative measurements. The uniformity
of the construction is tested with a spectrum analyzer by running it over
the POM window and checking the amplitude of the light yield. The box
is place about 1 m in front of the PDP module, illuminating uniformly all
PMTs. Figure 6.3 shows the average NSB rate seen by all twelve PMTs ac-
cording to a set LED current. The NSB rate is estimated by subtracting
the channel offset, measured separately without NSB, of each pixel indi-
vidually, then summing up all samples of a measured event (= area under
the waveform) and dividing this sum by the area of a single photoelectron
pulse.
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Figure 6.2: NSB rate in function of the filament bulb current for PMT volt-
ages of 1000 (blue) and 1360 V (red). PMT is a Hamamatsu R11920-100-01.
Figure 6.3: Mean NSB rate measured with the twelve PDP PMTs at 40000
gain in function of the LED current.
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6.2 Emulation of a PMT with a charge terminator
The emulation of a PMT output pulse can be done by replacing the PMT
with a charge terminator consisting of a single capacitor that acts like an
AC coupling. This capacitor corresponds to the capacitance of the PMT,
which mainly defines together with the load resistor the trailing edge of
the output pulse. The leading edge is defined by the charge collection time
at the anode of the PMT. This time is mainly determined by the transit time
spread (TTS) for the secondary electrons. Typical TTS for linear focusing
dynode PMTs are in the order of 0.3 to 2 ns (1.3 ns for the first batch and
2.0 ns for the second batch of Hamamatsu PMTs). This can be simulated
with a step function signal with adjustable slope fed into the charge termi-
nator capacitor. Most PMTs are capable of providing ≥100 MHz analogue
bandwidths over a large range of output pulse amplitudes. The capaci-
tance of the PMT and the load resistor limit the analogue bandwidth (BW)
of the PMT, which can be estimated by
BW =
0.35
2.2 · RC (6.1)
with R being the load resistor and C the capacitance of the PMT. The ca-
pacitance of the used PMTs are ~5 pF for the Photonis XP2960, ~8 pF for the
Hamamatsu R11920-100-01 and ~4.5 pF for the Hamamatsu R11920-100-05
PMT. The load resistor has hence been changed from 2 kΩ, to 1 kΩ and back
to 2 kΩ for the different PMTs to maintain the same analogue bandwidth
of about 16-20 MHz. The capacitors used for the charge terminator are a
4.7 pF and a 10.2 pF multilayer ceramic capacitor (VP31BA100KA, Vishay
Vitramon). They are charged by the square-pulse generator Datapulse 110B
with fixed amplitude. The leading slope of the generator’s negative pulses
is adjusted such that the output leading slope of the charge terminator cor-
responds to the expected ~8 ns of the PMT. The amplitude of the signal is
adjusted with an attenuator (Trilithic BMA-580, S/N 4213), wired between
the pulse generator and the capacitor. An additional 50Ω resistor in front
of the charge terminator prevents signal reflections. The charge or number




with Q the total charge, u(t) the square wave voltage and C the capacitance
of the charge terminator.
Chapter 7
Monte Carlo camera simulation
Many measurements have been done to test and verify the functionality
of the fully digital FlashCam approach on the level of single pixels with
external light or pulse sources. For the physics case, a full camera perfor-
mance is of more relevance but difficult to measure in the lab. Hence, a
Monte Carlo (MC) simulation is set up to determine the performance of
the FlashCam on ’real’ Cherenkov pulses and NSB. One measure of per-
formance of an IACT telescope is its effective detection area, which defines
the area a telescope ’sees’ at a time. This effective detection area depends
strongly on the cosmic-ray energy and impact distance to the telescope, but
also on camera parameters like digitization rate and trigger efficiency. The
MC data production was set up by K. Bernlöhr, MPI-K Heidelberg, with
the official CTA MC software packages to simulate the shower formation
and development, the telescope mechanics parameters and a simple cam-
era electronics for the digitization of the signals. The data are analyzed for
ADC sampling rates of 250 MSps and 1 GSps and effective detection area
plots produced to show the performance.
7.1 Monte Carlo data production
The MC simulation contains the steps from the shower generation induced
by a cosmic ray, the Cherenkov light production and development towards
ground, the imaging of the Cherenkov light into the camera focal plane,
the photo-detector with its statistics and finally the electronics behind the
photo-detector. A PMT is simulated as photo-detector and the electronics
is implemented in a simplified form. The output signals of the PMT, which
in the simulation are individual single photo-electron delta-like pulses in-
duced by the Cherenkov and NSB photons, are convolved with measured
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PMT pulses for the 250 MSps and the 1 GSps system to get the correct tail
time constant and the analogue bandwidth of the electronics. The single
convolved photo-electron pulses are added up and the resulting signal is
digitized either with 250 MSps or 1 GSps and the signal waveform (raw
data) of each pixel written to disk.
The MC simulation is done with several software packages [79]. The soft-
ware CORSIKA (COsmic Ray SImulations for KAscade, [80]) generates a
cascade of extensive air showers induced by high-energetic cosmic parti-
cles like gamma rays, protons, electrons, etc. The output of the generator
contains, amongst other information, the location, arrival time, and wave-
length of the produced Cherenkov photons. Cherenkov light hitting single
or arrays of IACT telescopes with predefined locations can be simulated by
using the IACT-option of the simulation package. An array of four mid-
size telescopes with 12 m dish diameter and a focal length of 16.7 m is im-
plemented for the production of the data used in this study.
The CORSIKA output is fed into the next software package, the sim_telarray
[53], which simulates the atmospheric absorption of the Cherenkov light
and the camera details of the telescope(s). The software contains a ray-
tracing of the Cherenkov photons from hitting the mirrors until entering
the PMTs after passing light funnels. The simulation of the PMT character-
istics like quantum efficiency, gain and afterpulsing, triggering schemes on
pixel and on telescope level, and the digitization of the analogue signals is
included as well. The single signal path and the linear-nonlinear amplifier
introduced by FlashCam is not yet implemented in the software for lack of
time. Instead, a dual signal path with linear transmission of the signals, as
described in section 2.3, is implemented.
The output data of sim_telarray contain the raw waveforms, calibration
data, pedestals, photo-electron conversion factors, ADC conversion factors,
impact parameter and energy of the primary particle, etc. These data can
be extracted from the nearly 1 TB of MC data files with a modified version
of the read_hess software and written to files readable and processable with
MATLAB. The waveform data used to calculate the numbers presented in
the following sections are differentiated in MATLAB to get rid of the long
PMT pulse tail, before being processed further.
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7.2 Telescope detection efficiency
7.2.1 Accidental trigger rate
The accidental trigger rate (ATR) describes the trigger rate caused by events
with solely NSB content. The ATR depends, besides the NSB rate, on
the trigger class performance and on the trigger threshold. A low trig-
ger threshold produces a large ATR but allows the detection of low energy
gamma-ray events with low Cherenkov light yield, which otherwise may
slip through with a higher threshold. Normally, an ATR is specified accord-
ing to the data acquisition system and the corresponding trigger threshold
determined with simulations. The trigger threshold values in function of
the ATR is determined by running the 173 MHz NSB MC data through the
trigger class routine, without applying a threshold on the trigger data.
The implemented trigger class is a sum class which sums first unique patches
of three pixels (P3) and subsequently sums seven unique three-pixel patches
(P3-7). This is done in two steps to allow for a possible clipped sum and
a digital bandwidth reduction of the P3. The output of the trigger class
for each analyzed data sample is binned in function of amplitude. The cu-
mulative sum of the bins is subtracted from the total number of processed
samples and plotted in a histogram, as shown in figure 7.1 for the 250 MSps
and in figure 7.2 for the 1 GSps data. The plots show the integrated number
of triggered samples above trigger threshold in function of the threshold.
The trigger threshold of the 250 MSps data for the selected ATR of 100, 500
and 3000 Hz are 10.15, 9.28 and 8.46 in arbitrary units. The trigger threshold
of the 1 GSps data for the selected ATR of 100, 500 and 3000 Hz are 13.86,
12.26 and 10.9 in arbitrary units, respectively. These trigger thresholds are
applied to the gamma-ray data to determine the effective detection area of
the telescope.
7.2.2 Effective detection area
An IACT telescope can ’see’ the Cherenkov light of a shower, as long as the
telescope is located within the Cherenkov light pool that can extend over
areas ~400 times larger than the mirror area of the telescope. The area that
the telescope can observe is the area of the light pool of a shower, called the
detection area. Only gamma rays entering the atmosphere perpendicular
to the ground are taken into account for the definition of the detection area.
Figure 7.3 shows a sketch of a telescope located in the Cherenkov light pool
of two gamma ray events with the same energy and the resulting detection
area.
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Figure 7.1: Integrated accidental trigger rate above trigger threshold plot-
ted against the trigger threshold for the 250 MSps data. The NSB rate of
the MC data is 173 MHz. The horizontal lines define the accidental trigger
rates for 100, 500 and 3000 Hz.
Figure 7.2: Integrated accidental trigger rate above trigger threshold plot-
ted against the trigger threshold for the 1 GSps data. The NSB rate of the
MC data is 173 MHz. The horizontal lines define the accidental trigger rates
for 100, 500 and 3000 Hz.
7.2. Telescope detection efficiency 153
Figure 7.3: Sketch for the explanation of the detection area of a telescope.
A telescope located within the Cherenkov light pools, induced by gamma
rays of the same energy impinging the atmosphere perpendicular to the
ground, ’sees’ all gamma rays entering perpendicular through the indi-
cated detection area.
The effective detection area of an IACT telescope takes also the efficiency
of the telescope to detect an event into account. This efficiency includes
mainly the photo-detector and trigger efficiency. The effective detection
area can only be defined for a given energy interval. Hence, the MC data
has to be binned in energy to calculate the effective area. For each en-
ergy bin, a detection efficiency e is calculated. The detection efficiency is
determined by the ratio of detected events and total number of incident
gamma rays. e(E, I) is calculated per impact parameter interval I, since the
detection efficiency depends on the telescope location within the shower.
The impact parameter I is the distance between the shower center and the
telescope, as mentioned previously in section 1.3.4. Figure 7.4 shows the
binned detected (M(E, I)) and binned total (N(E, I)) events in function of






with the impact parameter interval I = [ri+1 − ri] and ri the lower edge
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Figure 7.4: Plot of the binned number of triggered (red) and total (blue)
events of the 250 MSps data in function of the impact parameter (horizontal
axis) for 16 energy bins. The empty bins at larger impact parameters in
some histograms are due to lack of data statistics. Note the different y-axes.
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Figure 7.5: Plot of the binned detection efficiency e(E, I) in function of the
impact parameter (horizontal axis) for 16 energy bins.
of the impact parameter bin i (corresponds to the radial distance of the
telescope to the shower center). Figure 7.5 shows the detection efficiency
for the 250 MSps data in function of energy bins. The effective detection
area for an energy bin E is finally the integrated detection efficiency over
the whole light pool:






(r2i+1 − r2i )pi (7.2)
with n the total number of impact parameter bins. Equation 7.2 has to
be corrected by the factor 2pi(1− cos(θ)) for cosmic particles with a non-
perpendicular incident angle θ.
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The calculated effective detection area Ae f f (E) per energy bin can be plot-
ted against the energy, as shown in figure 7.6. The effective detection area
Figure 7.6: Effective detection area of a mid-size telescope of 12 m diame-
ter and a focal length of 16.7 m for a digitization electronics with 250 MSps
(blue) and 1 GSps (red) in function of the gamma-ray energy and for differ-
ent trigger thresholds.
data points are calculated with a cut in the detection efficiency at 5%, avoid-
ing outliers due to statistical fluctuations at large impact parameters. The
energy is binned logarithmicaly in 80 bins within the energy range of 20 GeV
to 20 TeV. The impact parameter is binned in 15 m wide bins. The plot
shows a slightly better performance of the 250 MSps system above 200 GeV
and a smaller effective detection area at lower energies compared to a 1 GSps
system. However, these curves should be taken with care since both sys-
tems (i.e. the analogue signal path) are implemented in a very simplified
manner in the MC production. Using a clipped sum also improves the
results of the 250 MSps system, as inofficial simulations done by A. Man-
alaysay have shown. The 250 MSps FlashCam seems to be very competitive
to a faster system according to the MC simulations.
Chapter 8
Concluding remarks
Several concepts for the first fully digital IACT camera have been studied,
developed and improved. The first step was the verification of the MC sim-
ulations dealing with the sampling speed of analogue-to-digital converters.
The measurements have reproduced the MC results and have strengthen
the confidence in the simulations. These first simulations have shown that
using ADC sampling rates of 250 MSps in an IACT camera allow for a
similar performance as current systems with higher sampling rates. The
linear-nonlinear amplifier circuit for the amplification of the analogue de-
tector signals has been tested in conjunction with the FC250 digitization
electronics and the results show that the behavior of the circuit is well re-
producible and mainly understood. The connection of the front-end detec-
tor electronics with the FC250 has been tested with various CAT6 cables.
Signal crosstalk tests have shown that crosstalk is never larger than about
2.5 pe even for the cheaper and more light-weight unshielded twisted-pair
cables.
The field of IACT telescopes can surely profit from a very flexible trigger
implementation and from electronics that are suitable for various photo-
detectors as PMT or MPPCs. The use of a linear-nonlinear amplifier allows
for a single signal path per pixel and hence reducing the number of sig-
nal channels, ADCs and subsequent FPGAs. This again lowers the power
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A.1 Low pass Bessel filter
The low pass filters were designed with the freeware ELSIE [81]. Figure
A.1 and table A.1 show the filter schematics and the component values for
the 5th order Bessel filters with 10, 80 and 230 MHz cutoff frequency. The
input and output impedance is 50Ω.
Cutoff frequency [MHz] L1 [nH] L2 [nH] L3 [nH] C1 [pF] C2 [pF]
10 1.8 620 130 360 160
80 220 82 18 39 18
230 75 27 6.2 15 6.8
Table A.1: Component values for 5th order Bessel low pass filters. The
simulated values have been rounded to the nearest E24 values.
Figure A.1: Low pass 5th order LCLCL filter.
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A.3. PDP PMT active base 163

























































































































































































































































































































































































































































































































































































A.4 ADC-driver input stage of the FC250
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A.5 Commands for the fc250 software
The most important commands used with the fc250 software are showing
single triggered events on screen like a scope and saving of a number of
triggered events in a file:
• ./fc250 eth0,efb1,1 0 512 0 ff
• ./fc250 eth0,efb1,1 1000 > filename.txt 245 -10 26
The single pieces of the first command line are: ./fc250 runs the program,
eth0 defines the Ethernet card of the computer, efb1 is the address of the
FC250 board. The numbers describe the board ID, number of events to be
stored in the file (0 opens up a graphics window and sets the fc250 in scope
mode), number of samples per event (max. 512), read out start referenced
to the trigger (also negative numbers are possible for pre-trigger data) and
a mask for the ADC channels in HEX that are read out (ff = all eight chan-
nels). The second command line for instance writes 1000 triggered events
of channels 2, 3 and 6 with 245 samples per event in the file filename.txt,
starting 10 samples before the trigger.
A.5.1 FC250 synchronization
The procedure and the commands needed to set both boards in a master
and slave stage, and to read them out simultaneously are:
• power off both boards
• change DIP-switch 2 of the slave board to 0x2 (sets the Ethernet ad-
dress of the board: 0xefb2)
• connect the RJ45 plug ’Clk_Sync_Trig_OUT’ of the master and the
’Clk_Sync_Trig_IN’ of the slave with a CAT5 cable (as short as possi-
ble to reduce the shifting of the clock phase)
• put jumper on J10 of slave board (clock source is now external)
• connect both boards over Ethernet to a computer
• power on both boards
• if necessary, add delay (max. 2 ns) of the transmitted clock on the
master with the command1: ./fc250 eth0,efb1,1 1 16 0 ff -11 0 x0a1 x21
0 -11 0 x0a2 x1a 0 -11 0 x0a0 0 0
1The data sheet of the clock generator chip AD9517-4 gives the equation how to calculate
a clock delay (pages 46/47).
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• change the parameter x1a in the previous command line to adjust the
clock phases measured with a scope at R369 (master) and R373 (slave)
These steps have to be completed once only, since all parameters are stored
in the FPGAs. There may still be jumps of the slave clock phase of ±2 ns
from time to time, however, this only affects the time measurements. The
synchronization of the trigger signal, which is also sent over the CAT5 ca-
ble, needs to be set every time the boards are powered on. The steps are:
• add ’-101 13 x37 x23’ without the ’ ’ to each master fc250 command
line. This routes the trigger signal coming from the laser control unit
and fed into the trigger input (LEMO_4) to the ’Clk_Sync_Trig_OUT’
output
• add ’-101 13 xd xb’ to each slave fc250 command line. This selects the
external trigger delivered over the ’Clk_Sync_Trig_IN’ input as the
trigger source
• if reading out both boards simultaneously, start the slave fc250 first to
have synchronous event numbers in the files
A time stamp is saved in the data file for each trigger event. Synchroniza-
tion of the time stamps can be done with an external clock generator signal
of about 1 pps (TTL signal with ≥16 ns high state) fed over two equally
long cables into the LEMO_7 input of the boards. It is also possible to use
the internal clock generator of the master board, connecting LEMO_1 of
the master with the two LEMO_7 and adding the command ’-101 12 xaca0
x3b9’ to the master fc250 command line.
A.6 Pole-zero cancellation
The principle of operation of the pole-zero cancellation (PZC) for discrete
data has been explained in section 4.5.1. A more mathematical approach
starting with the formation of the PMT signal, using electronic circuits, is
shown here to explain the PZC. The PMT can be approximated as a CR-
circuit responding to a step function (figure A.2 first and second plot). The
C is the capacitance of the PMT and the R is the load resistor connected to
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with τp = CR = CpRp. Differentiation of this signal is performed with







with τd = CdRd and poles at s = {−1/τp;−1/τd}. The output of the CR-
CR circuit (figure A.2 third plot) shows an undershoot, which will cause an
uncertainty in the amplitude reconstruction, if pile-up occurs. Modifying








(Rd||Rpz)Cds + 1 . (A.3)
Choosing Rpz = τp/Cd will eliminate the pole of the first CR circuit which
introduces the undershoot. The new transfer function has no poles and no
undershoot anymore (figure A.2 bottom)
HPMT+diff+pole-zero(s) =
τpτds
τp + τd + τpτds
. (A.4)
The pole and thus the undershoot are only compensated as long as Rpz is
exactly τp/Cd. Temperature changes and component tolerances will always
lead to a slight over or under compensation of the undershoot, which will
introduce a small error in the amplitude reconstruction of a piled-up pulse.
168
Pole-zero canceled pulse
CRd pulse with undershoot
CRp pulse
Step function
Figure A.2: A step function (top) is fed into a CR circuit to simulate a PMT
on a load resistor (curve 2). Another CR circuit simulated the differentia-
tion of the PMT signal and introduces the undershoot (curve 3). Modifying
the second CR circuit by adding a small portion of the original signal to the
differentiated one eliminates the undershoot (bottom).
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In the simple CR-RC circuit described in Fig. 9, there is a noticeable undershoot as the amplifier pulse attempts to return to the
baseline. This is a result of the long exponential decay on the preamplifier output pulse. At medium to high counting rates, a
substantial fraction of the amplifier output pulses will ride on the undershoot from a previous pulse. The apparent pulse amplitudes
measured for these pulses will be too low, which leads to a broadening of the peaks recorded in the energy spectrum. Most
spectroscopy amplifiers incorporate a pole-zero cancellation circuit to eliminate this undershoot. The benefit of pole-zero cancellation
is improved peak shapes and resolution in the energy spectrum at high counting rates.
Figure 12 illustrates the pole-zero cancellation network, and its effect. In Fig. 12(a), the preamplifier signal on the left is applied to the
input of the normal CR differentiator circuit in the amplifier. The output pulse from the differentiator exhibits the undesirable
undershoot. The following equation applies:
For a given preamplifier decay time constant, longer amplifier shaping
time constants yield larger undershoots.
In Fig. 12(b), the resistor Rpz is added in parallel with capacitor CD,
and adjusted to cancel the undershoot. The result is an output pulse
exhibiting a simple exponential decay to baseline with the desired
differentiator time constant. This circuit is termed a "pole-zero
cancellation network" because it uses a zero to cancel a pole in the
mathematical representation by complex variables. Virtually all
spectroscopy amplifiers incorporate this feature, with the pole-zero
cancellation adjustment accessible through the front panel. Exact
adjustment is critical for good spectrum fidelity at high counting rates.
Some of the more sophisticated amplifiers simplify this task with an
automatic PZ-adjusting circuit.
Semi-Gaussian Pulse Shaping
By replacing the simple RC integrator with a more complicated active integrator network (Fig. 13), the signal-to-noise ratio of the
pulse-shaping amplifier can be improved by 17% to 19% at the noise corner time constant. This is important for semiconductor
detectors, whose energy resolution at low energies and short shaping time constants is limited by the signal-to-noise ratio. Amplifiers
incorporating the more complicated filters are typically called "semi-Gaussian shaping amplifiers" because their output pulse shapes
crudely approximate the shape of a Gaussian curve [Fig. 14(a)]. A further advantage of the semi-Gaussian pulse shaping is a
reduction of the output pulse
width at 0.1% of the pulse
amplitude. At the noise corner
time constant, semi-Gaussian
shaping can yield a 22% to 52%
reduction in output pulse width
compared with the CR-RC filter.
This leads to better baseline
restorer performance at high
counting rates. The reduction in
pulse width corresponds to a 9%
to 13% reduction in the amplifier
dead time per pulse.
Although the unipolar output
pulse from a semi-Gaussian
shaping amplifier is normally the
better choice for energy
spectroscopy [Fig. 14(a)], a









Decay Time Constant of
Preamp Pulse
Fig. 12. The Benefit of Pole-Zero Cancellation.
Fig. 13. Pulse Shaping in the Semi-Gaussian Shaping Amplifier.
Figure A.3: Differentiator circuit without (top) and with (bottom) pole-zero
cancellation. Picture taken from [82], Fig. 12, p.6.
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