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The objective of this dissertation research is to better understand the hydrological impacts of
climate variability and climate change. This objective is first addressed in a two-part study
focusing on the Northeast US using the Connecticut River Basin as a case study. Changes to the
hydrological cycle are investigated for the past several decades using precipitation and river
discharge data from observations and soil moisture and evapotranspiration (ET) from the VIC
hydrological model. From 1950-2011 a clear increase of precipitation intensity is identified,
together with increasing precipitation amount, discharge, runoff ratios, and soil moisture. The ET
trend is negligible. This study of the past is followed by projections of the future using the VIC
model driven by a bias-corrected climate for the period of 2046-2065 from three climate models.
The projected future changes that had not yet manifested in the past include enhanced ET for all
four seasons and a change to the seasonality of snow melt and discharge. There are also
indications of wetter winters, changing characteristics of flood events, and a consistently
increasing mean intensity of precipitation which continues from the past analysis. Compared to
the past, the future foods are projected to be less frequent but last longer.
Among all hydrological variable, ET is the most difficult to simulate. In this dissertation
research, an innovative approach to improving the accuracy of ET estimations is developed,

which combines hydrological models with data derived from satellite remote sensing including
leaf area index and ET. This model-data integration leads to a more accurate reconstruction of
historic river flow and different future hydrological trends that include an increase of summer
droughts.
This dissertation research also explores the mechanisms underlying the recently discovered
decline of the ET trend in many regions focusing on the continental U.S. using the Community
Land Model 4.5. Experimental simulations are conducted to isolate the effects of the most
influential factors on ET. It is found that the changing characteristics of precipitation,
precipitation amount in particular, are the primary cause of the ET trend decline. The roles of
wind speed and temperature changes are found to be negligible.
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Chapter 1
Introduction

1.1 Background and Motivation
While warming as the direct consequence of greenhouse gas enhancement is unequivocal at
local, regional and global scales, the associated hydrological changes are subject to a large
degree of uncertainty and remain poorly understood. Through past research, it has become
evident that changes in hydrological conditions and extreme weather events that result from
global warming have more profound adverse effects on human welfare than the warming itself.
Therefore, understanding and quantifying how climate variability and changes may influence
water resources and the terrestrial hydrological cycle is of critical importance for socioeconomic
development, and remains a major challenge facing the field of hydrology. Hydrological models
provide an important tool for re-constructing and understanding past hydrological variability, and
for quantifying future hydrological changes. Both historical and future changes simulated by
climate models depict a warmer world characterized by more extremes such as heavier rain and
snow, and increased heat waves, droughts, and floods. However, due to the substantial spatial
variability of climate, there is a high degree of regional dependence of responses to climate
change.
An increase of precipitation intensity is the most definite and detectable hydrological
consequence of a warmer climate and among all U.S. regions (Trenberth 1999, Shaw et al. 2001,
Allen & Soden 2008), the Northeast has witnessed the strongest increase of extreme precipitation
in the past five decades. Groisman et al. (2005) analyzed the increase in the amount of
precipitation in the top 1% of extreme events from 1958 to 2007, based on NOAA’s National
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Climatic Data Center (NCDC) station data archives, and revealed that most areas of the
continental U.S. have seen relative increases ranging from 5% to 37%, with the exception of U.S.
Northeast, where the increase is 71% (Melillo et al. 2014). As precipitation acts as the main
driver for extreme hydrologic events, this substaintial increase makes the Northeast U.S. an ideal
location to investigate hydrological extremes such as floods (Karl et al. 2009). Previous studies
have conjectured (Groisman et al. 2004, Collins et al. 2009) that in the late 20th century, regions
in the U.S. with increased precipitation also experienced increased runoff and stream flow, and
stream flow data suggests a large step increase in flood magnitudes in New England since the
1970’s (Collins et a. 2009). Higher temperatures are likely be accompanied by a smaller
proportion of winter precipitation falling as snow and these changes have been documented for
New England leading to greater winter discharges and earlier peak discharges in the spring
(Hodgkins et al. 2003; Wake & Markham 2005; Hayhoe et al. 2009). These recorded increases of
precipitation intensity, the extent of hydrological changes, and the complexity of interactions
served as motivation to investigate the Northeast U.S. region.
Many studies have examined future hydrological changes, of which several have focused on
the Northeast. A number of studies have noted that as temperature increases, the increase of the
atmospheric moisture holding capacity enhances the atmosphere’s evaporative demand and
therefore the global average of evapotranspiration (ET) (Trenberth 1999; Huntington 2006).
Accompanying warming and ET increases are possible reductions of runoff, soil moisture, and a
shifting seasonality of snowmelt. Huntington (2003) and Marshall and Randhir (2008) suggested
that increasing temperatures could lead to an ET-driven runoff reductions and Hayhoe et al.
(2006) found changes to the seasonality of runoff and discharge peaks. Hayhoe’s simulation also
showed reduced probability of winter low flows (10th percentile) and increased probability of
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high flows (90th percentile), which are intimately connected to flooding, as well as projections of
drier, hotter summers and more frequent short and medium-term droughts. Sheffield & Wood
(2008) support this potential for enhanced drought in the 21st Century due to increased
temperatures while also acknowledging the possibility that increasing precipitation may lead to
positive soil moisture trends in this region. As a principle concern with climate change is how
the dynamics of the water cycle and its associated energy fluxes will alter in the future, this
dissertation research continues from the historic analysis exploring these possible future changes
while examining whether the recent warming-induced hydrologic changes in the U.S. Northeast
may continue in the future.
In many regions, studies of past hydrological variability are hampered by the lack of reliable
river flow data. These include regions where no river gauge is maintained and regions where
water diversion or a hydraulic structure has altered the natural flow. In these cases, the most
reliable tools we have for reconstructing and evaluating hydrological processes are numerical
models. However, a general underestimation of ET has been documented in several studies suing
the VIC model including this dissertation research (e.g., Parr and Wang 2014; Xia et al. 2012,
Vano et al. 2012, Sheffield et al. 2012). ET is an important component of the terrestrial
hydrological cycle and pathway for land-atmosphere interactions as ET is at the core of the
surface water, energy, and carbon fluxes (Xia et al. 2014). Although it is a critically influential
factor, ET is a particularly difficult process to accurately measure or simulate (McKenney et al.
1993; Eitzinger et al. 2002; Lu et al. 2005; Helge 2011; Trambauer et al. 2014). The high spatial
coverage, along with the high spatial resolution, of remote sensing makes it particularly useful in
areas of spare ground based measurements; therefore, this research develops an innovative
approach to improving the accuracy of ET estimation in hydrological models through the use of
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remote sensing data. Remotely sensed vegetation parameters such and leaf area index (LAI) have
previously been employed in land surface models (LSMs) to study impacts on the dynamics of
the water cycle and investigate improvements to stream flow and soil moisture (Wattenbach et
al. 2012; Tang et al. 2012; Zhang et al. 2011; Zhou et al. 2013; Ford and Quiring 2013). In
addition to ET, inter-annually varying leaf area index data derived from satellite remote sensing
is also incorporated into VIC with the ultimate goal of improving model performance in
simulating stream flow and other hydrological processes and thereby also quantifying model
related uncertainties.
Two fairly recent studies (Wang et al. 2010, Jung et al. 2010) discovered a global increase
in annual mean ET around 7mm per year per decade from 1982 to the late 1990s. These results
correspond with what is expected from an intensification of the hydrological cycle. However,
from 1998-2008 this global trend was replaced with a decreasing trend of similar magnitude.
More recently, Mueller et al. (2013) and Miralles et al. (2013) confirmed the overall positive
mutli-decadal trend from the 1980’s to the late 1990’s and the declining trend occurring at the
turn of the century. This poses an important question from a scientific standpoint, specifically,
what is the driving mechanism behind this change in trend. Although there is still much
uncertainty as to the spatial distribution of the global mean response to warming, all analyses
have shown that ET has significant decadal variations whether it be regionally or globally. These
themes inspired this research to expand to the national scale and investigate changing ET trends
in the continental U.S. during this historic period while exploring interactions and the root causes
of change.
The dissertation research facilitates a better understanding of how the hydrological
processes, often focusing on the Northeast U.S., have changed in recent history and how they
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may change in the near future under continued warming, and what issues and challenges this
may or may not present to us. The research extends to explore novel techniques of incorporating
remote sensing data into numerical models to enhance our capabilities of studying and
understanding change, and expands the domain from the regional to the national scale examining
land-surface interactions and inspecting possible root causes behind trends in our changing
climate.

1.2 Objectives
The overall objective of this research is to better understand the impacts of climate change
and climate variability on hydrological processes, using observations and numerical modeling.
The specific research objectives are:
To determine how the hydrological cycle in the U.S. Northeast has responded to climate changes
during the past several decades (1950-2011)
 Analyze precipitation data to examine whether the Connecticut River Basin (CRB) has
undergone a similar substantial increase in precipitation intensity as referenced by
previous studies, and if so, how it may alter the balance of the water budget variables or
influence extreme hydrological events.
 Conduct a trend analysis of hydrological variables and ascertain what other effects
warming may have on hydrological processes such as timing of snowmelt or seasonality
and magnitude of discharge.
To explore whether or not recent hydrologic changes in the U.S. Northeast continue in the future
while examining other potential warming-induced changes (2046-2065)
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 Evaluate future precipitation characteristics, and investigate how the changing
characteristics may influence other hydrological processes.
 Examine if the historic wetter trend of increasing precipitation, runoff, and soil moisture
continues into the future and whether warming induced evapotranspiration increases
alters these trends or influences drought risk.
 Identify changes or shifts in the seasonality and magnitude of snow pack and discharge,
and determine how that may affect the seasonality and characteristics of flood events.
To assess the extent to which remote sensing data can help improve hydrological modeling
 Integrate inter-annual leaf area index data derived from satellite remote sensing and an
ET bias adjustment based on remote sensing into a hydrologic model.
 Investigate the extent to which these incorporations may improve estimates of
streamflow, soil moisture, and other hydrological variables; therefore helping to
characterize model related uncertainties.
 Verify if the integration (bias correction algorithm) of the ET remote sensing data
influences the projected future hydrological trends, and if so, how.
To Investigate recent changes in evapotranspiration across the continental U.S. and determine
the driving mechanisms of change
 Examine recent historical changes in evapotranspiration trends across the continental
U.S.
 Isolate and identify the primary drivers of change for various changing regional ET
trends of different signs, and detect whether changing characteristics of precipitation
influence these trends.
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1.3 Thesis Structure
This thesis is composed of six chapters. Chapter 1 is the introduction. Chapter 2 investigates
the recent historical hydrological changes in the Connecticut River Basin as a case study for the
Northeast U.S. The study uses observational data and numerically modeled hydrological
variables and the impacts of increasing precipitation intensity are analyzed. Chapter 3 continues
this study exploring whether the recent warming-induced hydrologic changes in the U.S.
Northeast will continue in the future and examines how future changes of precipitation
characteristics may influence other hydrological processes. Chapter 4 assesses the extent to
which remote sensing data can help improve hydrological modeling as well as how its
incorporation may influence projected future hydrological trends. Chapter 5 studies recent
historic changes in evapotranspiration trends across the continental U.S., while examining the
driving mechanisms behind the changes. Chapter 6 presents a summary and conclusion.
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Chapter 2
Modeling and Analysis of the Past
This Chapter has been published as:
Parr DT, Wang GL. 2014. Hydrological Changes in the U.S. Northeast Using the Connecticut
River Basin as a Case Study: Part 1. Modeling and Analysis of the Past. Global and Planetary
Change, 122, 208-222.
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2.1 Introduction
Climate change due to accumulation of anthropogenic greenhouse gases in the atmosphere
is a major threat for planet Earth. While warming as the direct consequence of greenhouse gas
enhancement is unequivocal at local, regional and global scales, the associated hydrological
changes are subject to a large degree of uncertainty and remain poorly understood. A major
consequence of warming to the hydrological cycle is increases in extreme precipitation intensity
(Trenberth 1999, Shaw et al. 2001, Allen & Soden 2008). According to the Clausius-Clapeyron
(C-C) relation, the moisture holding capacity of the atmosphere increases by about 7% per
degree of warming. As precipitation intensity is proportional to atmospheric moisture content
and the maximum intensity precipitation tends to occur when the atmosphere is close to
saturation, extreme precipitation events are expected to increase with the atmospheric moisture
holding capacity and therefore increase with temperature.
Both historical and future changes simulated by climate models depict a warmer world
characterized by heavier rain and snow, and increased heat waves, droughts, and floods (Tebaldi
et al. 2006). Observed data already showed widespread increases of precipitation extremes.
Groisman et al. (2005) analyzed the increases of the amount of precipitation in the top 1% of
extreme events from 1958 to 2007, based on NOAA’s National Climatic Data Center (NCDC)
station data archives, and revealed that most areas of the continental U.S. have seen relative
increases ranging from 5% to 37%, with the exception of U.S. Northeast, where the increase is
71% (Melillo et al. 2014). As precipitation acts as the main driver for extreme hydrologic events,
this substaintial increase makes the Northeast U.S. an ideal location to investigate hydrological
extremes such as floods (Karl et al. 2009). Globally, precipiation amount has to be balanced by
evapotranspiration (ET), which according to results from global climate models increases by
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about 2% per degree warming. Therefore, with the 7% increase of atmopsheric holdig capacity
and precipitation intensity per degree of warming, it is expected that the frequency and duration
of precipitation events on the global scale should decrease (Trenberth et al. 2006) and the
frequency of consecutive dry days is expected to increase as it takes longer to replenish the
atmosphere by ET. However, due to strong spatial heterogeneity in precipitation characteristics
and their response, hydrological changes in any specific region can deviate sigificantly from the
global mean signal. For instance, Marshall and Randhir (2008) noted that over the period of
1895-1999, annual precipitation averaged over New England increased by 3.7% while the
change of annual precipitation for individual state in New England varied between -12% and
29.5 %. These changing precipitation characteristics directly influence other hydrological
processes such as runoff, baseflow, evapotranspiration, and soil moisture.
Using the Connecticut River Basin (CRB) as an example, this study examines the
importance of recent warming on hydrological processes in the U.S. Northeast, where some of
the strongest increases of precipitation extremes have been observed. In accordance with the
theme of increased precipitation extremes, it was conjectured (Groisman et al. 2004, Collins et
al. 2009) that in the late 20th century, regions in the U.S. with increased precipitation also
experienced increased runoff and stream flow. Collins et al.’s study focused on 75 years of data
until the year 2006 for 28 New England stream gages. Although it was found that 25 out of 28 of
those gauges showed upward trends of instantaneous peak discharges, it was the annual
minimum and median flows that showed the greatest increasing trends thus contradicting the
concept that more extreme precipitation increases peak flows more (Collins et al. 2009). Collins’
study also ventured that the pre-1970 era and the post-1970 era were “hydroclimatically distinct”
as a large step increase in flood magnitudes was found in the post era.
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Although many studies agree that there should be an increase in runoff and discharge
accompanying the warming climate, others question this assertion. For example, Huntington
(2003) found that a regression analysis for mean annual temperature versus evapotranspiration
indicated an increase of annual ET at the rate of 2.85cm 0C-1 increase in mean annual
temperature and pointed out that this increase in ET could lead to a runoff reduction of 11-13%,
especially in April and May, the wettest months in New England. On a much larger scale, Dai et
al. (2009) analyzed gauge data for the Earth’s largest 200 rivers, and found that 1/3 showed
significant trends from 1948-2004, 45 downward and only 19 upward. This study concluded that
the speculation that global discharge increases as the climate warms is unjustified. Marshall &
Randhir (2008) used warming scenarios based on the IPCC’s second report on emission
scenarios to modify historical temperature observations and found that annual surface runoff
decreased in the Connecticut Basin by 12-22% depending on the warming scenario.
In addition to the magnitude, timings of discharges are also important for this region due to
the dependence of runoff on snowmelt. Higher temperatures should be accompanied by a smaller
proportion of winter precipitation or snow. Changes can lead to greater winter discharges and
earlier peak discharges in the spring. Wake & Markham (2005) analyzed the center of volume
date for thirteen New England rivers, and found a significant change in the timing of this date.
Center of volume is defined as the date at which half the yearly water budgets passes through a
discharge station, and was considered a better indication of seasonal flow timing than peak
discharge timing since it is less influenced by specific large events (Wake & Markham 2005).
This study found a trend toward earlier discharge since 1970, with the center of volume date
occurring earlier by ten days or more for some rivers, an indication of earlier snow melts and an
earlier spring onset. While investigating 11 New England rivers (chosen based on their spring
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flow’s dependence on snowmelt), Hodgkins et al. (2003) found that the spring bulk flows had
advanced by 1-2 weeks in the last 30 years of the 20th Century. Similar results involving
increases in winter runoff with an earlier shift of peaks were found for future scenarios (20002099) using the VIC model in the U.S. Northeast in the study of Hayhoe et al. (2009).
Using the CRB as an example, this study focuses on how the terrestrial hydrological cycle in
the U.S. Northeast responded to climate changes during the past several decades. In particular,
our goal is to examine if the CRB has undergone a similar substantial increase in precipitation
intensity, and if so, how it may alter the balance of the water budget variables or influence the
magnitude of discharge and extreme hydrological events, in addition to analyzing other effects
warming may have on hydrological processes such as timing of snowmelt or seasonality of
discharge. CRB is one of the largest river basins in the U.S. Northeast where dramatic increase
of precipitation extremes has been observed. The basin also spans a strong temperature gradient
from north to south, and thus may offer indications on how hydrological response to warming
might vary along a temperature gradient. In addition to data from observations, results from
simulations run using a surface hydrological model are used to derive hydrological variables for
which long-term observational data are not readily available. Section 2.2 of this paper describes
the study area, the hydrological model used, as well as observational and forcing data sets. An
overview of the model performance is presented in Section 2.3. Section 2.4 presents results on
changes of precipitation extremes, trends of key water cycle variables, and discharge timings and
magnitudes, and is followed by a discussion and conclusions in Section 2.5. A companion paper
examines the projected future hydrological changes in this region based on results from the
hydrological model driven with downscaled and bias-corrected future climate predictions.
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2.2 Study Area, Model and Data Description
2.2.1 Connecticut River Basin
The Connecticut River Basin is situated within 4 New England states in the U.S. Northeast
(Figure 2.1). With a total length of ~ 410 miles, the Connecticut River is the largest and longest
river in New England. With its headwater from the Fourth Connecticut Lake in New Hampshire
right near the Canadian border at Quebec, the river discharges into Long Island Sound near Old
Saybrook on coastal Connecticut. The upper two thirds of the river runs through Vermont and
New Hampshire defining the border between the two states. It bisects central and eastern
Massachusetts and Connecticut in a north south direction. Vital to New England, the Connecticut
River provides 70% of the fresh water that enters Long Island Sound with a drainage basin of
approximately 11,000 square miles (or 28,489 km2). Elevation of the basin ranges from sea level
to 1,496 meters with an average of 354 meters.
The CRB is vital to life in New England. It drains 41% of Vermont, a third of New
Hampshire and Massachusetts, and nearly a third of Connecticut for a total of about 1/6 of six
New England states, making it one of New England’s most important natural resources (Clay et
al. 2006). Land cover in CRB is representative of the U.S. Northeast, with forest coverage
reaching approximately 80%. Oriented in the north-south direction, the basin spans a large
temperature gradient, encompassing potentially diverse responses to warming throughout the
region. The basin therefore is characteristic of the U.S. Northeast and can be taken as a case
study for other watersheds within the region. The CRB also provides New England with its most
productive farmland which is of particular importance when investigating the possibility of
droughts and floods.
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2.2.2 Variable Infiltration Capacity (VIC) Model and Data
In addition to precipitation and runoff, other important variables of the terrestrial
hydrological cycle include soil moisture and evapotranspiration, which is defined as the sum of
evaporation and plant transpiration. Their variability and change with temperature are critically
important for understanding and attributing the hydrological cycle changes. Unlike precipitation
and discharge for which in-situ measurements or remote sensing data are abundant, observational
data for soil moisture and ET are not readily available. A commonly used approach is to derive
soil moisture and ET using hydrological models driven with meteorological forcing (e.g., Xia et
al., 2011). Here the Variable Infiltration Capacity hydrologic model (VIC) is used.
VIC has been widely used (Liang et al. 1994, Xia et al. 2012, Park & Markus 2014, Zhang
et al. 2014, Vano & Lettenmaier 2014) for water resources management, land-atmosphere
interactions, and climate change. Although VIC can balance both water and energy budgets (in
the water-and-energy mode, or the “full mode”), it can also be used in a “water-only” mode that
only solves the water budget. The water-only mode does not solve the ground heat flux equations
and related finite difference calculations. Instead, it estimates surface temperature based on air
temperature (Gao et al. 2009). In this study, both approaches are implemented and compared.
VIC calculates evapotranspiration as a function of net radiation, wind speed, vapor pressure
deficit, and air temperature using the Penmen-Monteith equation. As much as 75% of the PET
calculated by VIC can be explained by these four variables (Sheffield et al. 2012). The model is
also suitable for application in cold environments, as cold season processes such as seasonal and
permanently frozen soils and snowpack both on the ground and in the canopy are modeled.
A superior aspect of VIC that distinguishes it from other land surface models is its
consideration for sub-grid variability: landcover, soil moisture storage capacity as a spatial

14

probability distribution (in estimating surface runoff), drainage between moisture zones, and
modeling baseflow from the lowest soil layer as a non-linear regression curve (Gao et al. 2009).
For example, in this study, the model was run at a 3km resolution, performing calculations for
each 3km x 3km grid cell, but the data used for land cover in these experiments has a resolution
of 1km. Rather than having to resample that land cover into a 3km resolution, VIC is able to
subdivide each grid cell's land cover into whatever number of “tiles” is necessary. VIC only
needs data on the fractions of each cell covered by each land cover, but the geographical
locations of each land cover type within the grid cell is not tracked. The land class data in this
study was taken from the University of Maryland’s Global Land Cover Facility (Figure 2.2).
VIC considers multiple soil layers at varying depths, with diffusion among layers. Each soil layer
has a variable infiltration as well as non-linear baseflow and separate moisture holding
capacities. For purposes of this study, three soil layers were used at depths of 0-10cm, 10-40cm,
and 40-150cm, which are commonly used depths in VIC. The top-most layer allows for quick,
bare soil evaporation, the second is most important in dynamic response to rainfall events, while
the deepest layer contributes most to subsurface flows (Zhou et al. 2004). Soil data used,
including soil type and texture, porosity, and bulk density are taken from Reynolds et al.’s
(1990) data made available by the National Oceanic and Atmospheric Administration’s (NOAA)
National Geophysical Data Center (NGDC). Within the Connecticut River Basin, the first two
soil layers share the same properties, which differ from the deepest soil layer.
Baseflow or subsurface runoff is a very important part of the VIC model, especially when it
comes to calibration. Baseflow is calculated using the Arno Model, which varies depending on
the level of saturation according to a nonlinear regression curve (Gao et al. 2009):
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Where: Dm-maximum subsurface flow (velocity);

Ɵ3-moisture in third soil layer;

Ws-fraction of maximum soil moisture (porosity);

Ɵs-saturated moisture in third layer;

Ds-fraction of Dm where non- linear baseflow occurs
Higher values of “Dm” result in baseflow being greater in lower water content in the lowest soil
layer, higher values of “Ws” will delay runoff peaks, and “Dm” is calculated as a function of
saturated hydraulic conductivity and slope, but often requires adjustment (Gao et al. 2009).
These are three of the five most commonly adjusted parameters for calibration of the VIC model
(along with infiltration parameter and soil depths).

For this study these parameters were

estimated and then adjusted according to USGS observational records.
VIC is forced by meteorological data, and the data requirement depends on the mode of
operation. For the water-only mode, the gridded data for daily precipitation, maximum and
minimum temperatures, and wind speed were used from Maurer (2011). The data is at a 1/8°
(~12 km) resolution and is available for the period 1950-1999. For the full mode, NASA’s Land
Data Assimilation Systems (NLDAS-2) forcing data are used, including hourly precipitation, air
temperature, U-wind component, V-wind component, atmospheric pressure, specific humidity,
surface downward longwave radiation, and surface downward shortwave radiation at a 1/8 °
resolution for 1980-2011.
The surface water (and energy) balances in VIC are performed at each grid cell. Interaction
between cells is accounted for using a separate routing model. Flow accumulation, slope, and
flow directions are derived from Digital Elevation Model (DEM) data, taken from the USGS:
Earth Resources Observation and Science Center’s Hydro 1k: Elevation Derivative Database.
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Flow velocity was estimated using Manning’s equation (Manning 1891) and adjusted during
calibration. The routing model calculates discharges at station locations specified by the grid cell
based on flow directions, velocity, and simulated surface runoff and baseflow. The main station
used was the USGS #01184000 station at Thompsonville, CT, which had been used and judged
as a reliable station in previous research (Bjerklie et al. 2011, Marshall & Randhir 2008). To
make certain the routing path was accurate, discharge at another USGS station located north and
upstream at West Lebanon, NH was also measured and then compared.

2.3 Model Performance
2.3.1 River Discharge
VIC was calibrated using the USGS river discharge observations at Thompsonville, CT for
both the water-balance and water-and-energy-balance mode for the first 10 years of each
simulation (1950-1960 and 1980-1990 respectively). It was then verified using data at both the
Thompsonville, CT and West Lebanon, NH stations during the rest of the period where data is
available. As an example, Figure 2.3 shows the model performance for four years of the data
sets’ shared time period. The model captures the temporal variability of observed discharge well,
with a correlation coefficient at the bi-weekly time scale reaching ~0.9. The model captures the
timing of high and low flows as well as the general seasonality. Figure 2.4 documents the
performance of the model during 1980-1999, the overlap period between the two modes of
simulation. Both modes tend to overestimate the discharge in summer, and this bias persists with
different calibration parameters and meteorological data. The main differences in representation
of seasonality are the spring peak discharges and winter discharge: the water mode tends to
overestimate flow in the spring melting season and underestimate in winter when the energy
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mode offers a more accurate representation. The additional radiation forcing data used in the full
mode leads to more realistic representation of the energy fluxes related to snowpack
accumulation and melting that dominate the energy budget in winter.
In all time periods examined, simulations in the water-only mode overestimates total
accumulated discharge at Thompsonville by ~5% due mostly to overestimation in the melting
season, when discharges are greatest (Table 2.1). The full mode tends to overestimate the
summer discharge, when water is more limited at the surface. The most noticeable difference
between the water fluxes of the two modes is that ET in the full mode is much lower than in the
water-only mode, which is consistent with its higher discharge. Overall, the overestimation of
discharge magnitude is consistent with documented VIC behavior in previous studies which
point out its larger runoff ratios compared to other land surface models (Xia et al. 2012, Vano et
al. 2012, Sheffield et al. 2012).
Figure 2.5 presents the inter-annual variability of the river discharge at both stations for 4
seasons simulated using the energy mode. Despite considerable overestimation in the magnitude
in the JJA & SON seasons, the model captures the inter-annual variation of discharge in all four
seasons extremely well, with correlation coefficients ranging between 0.87 and 0.96. Although
the bias is greatest in the summer and fall months, the correlation is also the strongest.
Taken as a whole, despite some model biases in specific seasons, VIC captures the overall
seasonal patterns, and the inter-annual variability of river discharge, as well as the timings of the
high and low flows quite precisely.

2.3.2 Soil Moisture and Evapotranspiration
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Here we compare the model soil moisture with remote sensing data from the European
Space Agency’s (ESA) Essential Climate Variable (ECV) surface soil moisture product (Naeimi
et al. 2009, Dorigo et al. 2010, Liu et al. 2012). This product is a merged data set from both
active and passive microwave measurements, and has a spatial resolution of 0.25 degrees. Since
VIC simulates soil moisture in each layer, and the ESA data was for surface soil moisture only,
the output from VIC’s topmost (and also the thinnest) layer is used for the comparison (Figure
2.6). In most cases, VIC slightly underestimates soil moisture. More importantly, VIC’s spatial
distribution matches well with the remote sensing data, with coefficients of spatial correlation
ranging from 0.7 in DJF to 0.92 in MAM.
To compare the evapotranspiration data provided by Dr. Fischer from the NASA Jet
Propulsion Laboratory at 0.5 degree resolution (Fisher and Tu 2008), VIC data was resampled
and scaled up to the same resolution. VIC represents ET reasonably well, but underestimates
year round, particularly in the summer months (Figure 2.7). This is consistent with earlier
findings that compared to other land surface models (LSMs), VIC produces generally larger
runoff ratios and/or lower estimates of ET (Xia et al. 2012, Vano et al. 2012, Sheffield et al.
2012).
Overall, although model biases do exist in certain seasons, VIC sufficiently captures the
inter-annual variability, seasonality, and spatial variation of important hydrological variables in
the CRB. The calibrated parameters may be used for studying past trends and future changes.

2.3.3 Comparison of two datasets and two modes of simulation
To facilitate comparison between the two modes of simulations and between the two
different datasets the NLDAS forcing data was aggregated to daily temporal resolution and used
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to drive a VIC simulation in the water-only mode. Results from this simulation are then
compared with the full-mode simulation driven by hourly NLDAS data to quantify differences
due to the simulation mode, and compared with the water-only mode simulation driven by the
gridded daily Ed Maurer (E.M.) data (2011) to quantify the impact of the difference between the
two datasets. A comparison of seasonal discharge for all three simulations during their overlap
period can be found in Figure 2.8. It is apparent that the modes have greatest discrepancies
during winter months. When compared to the observed values, the coefficients of correlation are
0.7974 and 0.9294 for the NLDAS water-only and full modes respectively. Throughout the other
seasons, the two modes produce almost identical results in terms of inter-annual variation as
shown by their correlations in Figure 2.8. The water-only mode performs best when water, rather
than radiation, is the limiting factor and has the highest correlation with observations in summer
months, particularly June. The situation is more complex in winter, and to a lesser extent spring,
due to stress on the ground heat flux equations to accurately represent frozen soil, snowpack,
snow melting amount and timing. The full mode with its more robust treatment of surface
radiation budget produces a more accurate simulation in these snow dominated seasons.
Although the simulation for winter months appears inaccurate, it is not unprecedented. Bjerklie
et al. (2011) modeled all river basins with discharge into Long Island Sound, including the
Connecticut River Basin, and found the largest errors in simulating discharge occurred as an
underestimation during the winter months. Inter-annual mean values of water flux variables
including evapotranspiration, surface runoff, baseflow, and soil moisture are also compared for
various sections of the basin and for each season. There are some differences in magnitude.
Most notably, ET was consistently higher in the full mode. The winter season sees the lowest
correlation between ET simulated by the two modes, since winter ET averages to less than
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0.5mm/day, it is not as influential to the rest of the water budget. Compensating for the larger ET
values, the water-only mode simulates wetter soil than the full mode. Despite the model biases,
temporal variations throughout the time period in all seasons and sections of the basin are
consistent between the two modes.
Figure 2.9 compares between the two modes the simulated timing of discharge as
represented by center of volume date and extreme amounts of discharge as represented by peak
discharge and amount of surface runoff over the 95 percentile, and compared with observational
data as well. Both modes of the model produced similar inter-annual variation and 32-year trends
for the hydrological extreme indicators examined. The center of volume date for the
observational data is significantly earlier than either of the simulated data sets, due to relatively
lower winter and greater summer discharge in the model. However all data sets show a similar
increasing delay in timing throughout the thirty-two years. We conclude that the water-only
mode driven with daily forcing data is sufficient to capture inter-annual variations of critical
water fluxes as well as hydrological extremes at daily or coarser resolution.
From Figure 2.8 it can be found that results from the water-only mode simulations driven
with the two different datasets are more similar than the results from the two different modes of
simulations driven with the same dataset, indicating a high level of consistency between the two
datasets. The precipitation forcing data are nearly identical throughout the overlapping time
period, and the inter-annual variation of the simulated hydrological variables closely follows
each other.

Evapotranspiration is slightly lower for the Ed Maurer data, but inter-annual

variation is still very similar (results not shown). Overall, the two separate data sets simulate the
seasonal cycle consistently, and their inter-annual variations are well correlated. Both the forcing
data and the model output in the water-only mode driven with the two datasets can therefore be

21

merged to form a longer data record (spanning 1950-2011) for trend analysis. To merge the two
data sets, a linear relationship between the two is established based on their overlap period of
1980-1999, and this relationship is then used to extend the Ed Maurer data set to 2011 based on
the NLDAS daily data during 2000-2011.

2.4 Results
2.4.1 Precipitation Extremes
Four indicators of extreme precipitation were analyzed. Three of the indicators were adopted
from Frich et al. (2002): number of days with greater than or equal to 10mm (R10), maximum
number of consecutive dry days of less than 1mm (CDD), and the simple daily intensity index,
defined by the annual total amount divided by the number of days with greater than or equal to
1mm (SDII). Simple daily intensity gives us insight into changes of the average intensity of
precipitation rather than just extreme precipitation events. These three indicators are estimated
based on averages over 20-year periods, using 1950-1969 as the reference period and using
1970-89 and 1990-2009 to examine changes from the reference. The fourth indicator is the
annual accumulated amount of precipitation that falls on days above the 99th percentile of daily
precipitation defined based on the reference period of 1950-1999.
Our analysis of R10, SDII, and CDD support the theory that extreme precipitation events are
becoming more common in a warming world (Figure 2.10). From 1950-1969 to 1970-89 there
was a basin average increase of R10 by 4.5 days, a 14.4% increase. The increases from 19501969 to 1990-2009 were more substantial, with 6.5 more R10 days, a 20.3% increase. Similarly,
the basin average SDII increased by 8.2% from 1950-1969 to 1970-1989 and by 20.4% to 19902009. Results show a clear increase in precipitation intensity for the Connecticut River Basin in
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the latter half of the 20th Century and early 21st Century. It is interesting to note that although the
intensity of precipitation has increased, there is no similar trend for consecutive dry days. As
precipitation intensity increases, frequency of precipitation is likely to decrease. This however is
not always the case. The basin-averaged change in CDD from 1950-1969 are -2.4 days for 19701990 and -1.7 for the period 1990-2009.
To be consistent with the approach of Karl et al. (2009) and Groisman et al. (2005) in
representing changes of extreme precipitation, Figure 2.11 (left panel) plots the relative change
from 1950 to 2011 in the amount of precipitation falling on days with precipitation exceeding the
99th percentile of daily precipitation, where the 99th percentile is estimated using 1950-1999 as
the reference period. This change is based on the value for 1950 and 2011 derived from linear
regression with time, instead of the actual value in these two years. The basin average change is
approximately 240%, which is much higher than the 67% for the whole U.S. Northeast as
presented in Karl et al. (2009). There are several factors that contribute to the difference between
these two estimates: region of focus (Connecticut River Basin in this study vs. the whole
Northeast), precipitation data (gridded data in this study vs. station-based), reference period
(1950-1999 in this study vs. 1961-1990), and period of changes (1950-2011 in this study vs.
1958-2007). To put the relative changes in perspective, Figure 2.11 also plots the time series of
the basin-averaged amount of precipitation exceeding the 99th percentile, as well as the absolute
change from 1950 to 2011 of the extreme precipitation amount as a fraction of the total
precipitation which increased by an average of 0.146. While the increasing trend is clear through
the whole period, the large values found in the 21st Century are highly influential.

The

increasing weight of extreme precipitation as shown in Figure 2.11 (right panel) indicates that
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the increase of extreme precipitation took place at the expense of light and moderate
precipitation events.
It is clear that the changes in intensity are the greatest after the turn of the new century. In
fact during 2001-2011 the relative increase in the amount over the 99th percentile is 11% per
year. Out of all the indicators examined here, the amount over the 99th percentile is by far the
most restricted by the amount of water the atmosphere is capable of holding. It is for this reason
that the most extreme precipitation events are expected to continue to increase and change the
surface water budgets as the warming continues.
Precipitation is the most important driver for surface hydrological processes. Several
different hydrological changes may result from the increasing intensity of precipitation. During
heavy rain events, infiltration rates cannot keep up with the rain rate, which leads to larger runoff
ratios and possibly flooding. Intense winter storms can produce large snow packs, creating large
winter runoff events and a greater spring peak discharge when the snow melts. Indeed, in many
analyses of discharge measurements around the globe there have been findings (Labat et al.
2004, Nohara et al. 2006, Oki & Kanae 2006) of increasing annual or peak discharge. For
example, Gerten et al (2008) reported a 7.7% increase in global runoff during 1901-2002. The
greatest increases are often found in areas with increased precipitation intensity (Groisman et al.
2001). In fact, strong correlations have been found between the frequency of very heavy
precipitation and the frequency of very high stream flow based on observational data in the
eastern United States (Groisman et al. 2004). It has been noted that areas of the United States
that have experienced increased wetness or flooding coincide with increases to intense
precipitation events and long term increases to mean precipitation (Easterling et al. 2000).
Meanwhile, since moderate to light rains will occur less frequently, without compensating
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increases to mean precipitation, drought conditions may be exacerbated (Easterling et al. 2000).
However, this does not seem to be the case in the Connecticut River Basin, as indicated by the
slight decrease of consecutive dry days. Also, with less water infiltrating to the soil, soil moisture
may be diminished. However, as soil and topography differ, the response might be region
specific. In the following we analyze the past trend and changes of other hydrological variables
to gain a better understanding of hydrological response and impact.

2.4.2 Trends
The trend analysis here is based on the merged data and model output that span the period
1950-2011. The trend for each variable is calculated as the slope of a linear regression between
that variable and time. The precipitation trends are positive throughout the whole basin except
during the winter season when precipitation decreased over some portions of the basin (Figure
2.12). The basin average trends for each season and annual averages are summarized in Table
2.2. Despite strong warming and predominantly increase of precipitation and soil moisture, no
consistent increase of ET is found. Summer is the only season when ET increased in more than
half of the basin; in the other three seasons, ET signal is mixed.

Basin average of

evapotranspiration showed a downward trend in three of the seasons, but the large increase in the
summer season accounts for a small positive trend on the annual scale. Correlations between ET
and net radiation are strong with values of 0.659 for the water-only mode and 0.798 for full
mode, at the daily time scale. Correlations between ET and soil moisture are not nearly as
substantial at 0.228 and 0.453 also at the daily time scale for water and full modes respectively.
This indicates that ET is often limited by the amount of radiation at the surface rather than by
available water. Soil moisture has a slight increasing trend throughout all seasons.
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The most significant changes to the hydrologic cycle have been in surface runoff and
baseflow, which are combined in Figure 2.12 and Table 2.2. A large portion of the precipitation
increases is accounted for by increase of discharge. The trend for each are consistent for all
seasons. Although baseflow has greater trends, VIC simulated larger values of baseflow than
surface runoff throughout most of the year, and it accounts for more than 50% of total discharge.
In fact, the increased precipitation is almost entirely accounted for by runoff. This is not
surprising due to the large changes in intensity of rainfall.
To examine the potential difference of hydrological response between cold upper basin in
the north and the relatively warmer part in the south, the basin was divided into three sections
(upper, middle, and lower) and the spatial average of hydrological variables over each section
was examined. Despite strong gradient in the temperature change and in snow-vs-rain partition in
the precipitation regime (Bjerklie et al., 2011), no qualitative difference in annual average
hydrological response was found between different sections of the basin. Figure 2.13 shows the
trend of annual averages and the time series averaged over the middle section is shown as an
example for temporal variation. As mentioned by Collins et al. (2009), the pre and post-1970’s
eras appear to be fairly distinct. The 1960’s were classified as a drier period, and the 1950’s to
late 60’s show a clear downward trend for all variables across every part of the basin. With the
exception of ET, all other variables examined show upward trends throughout most of the
1970’s, and trends appear to be particularly strong for the period post 2000. According to this
historic analysis, the Connecticut River Basin entered a wetter regime at this time, distinguished
by a greater amount of and more intensive rainfall resulting in greater amounts of discharge and
slight increases to soil moisture storage.
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Consistent with the increase of intense precipitation, there is a change to runoff ratios. With
runoff and base flow trends increasing at a greater rate than ET, the runoff ratio increases
throughout the basin (Figure 2.14). It basin average increased by 0.0552 for the period of 19502011, equivalent to ~10% relative increase.

2.4.3 Discharge Extremes and Floods
It is evident that runoff for the Connecticut River Basin has an upward trend similar to many
other rivers across the globe and in the U.S. Northeast in particular (Groisman et al. 2004,
Collins et al. 2009). In order to determine whether the Connecticut River Basin responds
similarly to other changing properties of stream flow found in previous studies such as earlier
spring melt and discharge timing, an analysis of discharge taken from the Thompsonville station
for 1950-1999 was conducted (Figure 2.15). Another question that arises is whether more
intense precipitation has resulted in larger peak flows, or whether possible changes to
precipitation frequency have resulted in lower minimum flows.
Peak discharge values indicate a slight decrease. Minimum discharge values, on the other
hand, have increased at a rate of 40cfs/yr from 1950-2011. This is similar to the Collins et al.
2009 analysis for which New England rivers indicate an increase in discharge with the periods of
low flow showing the greatest change. Similar to the analysis showing a decrease to maximum
number of consecutive dry days, rising minimum flows may also be an indication that frequency
of precipitation has not been altered as greatly as precipitation intensity. Contrary to the study
mentioned previously which investigated 13 New England rivers from 1970-2000 (Wake &
Markham 2005), there is no change to an earlier center of volume date for the Connecticut River
Basin but rather a delayed date. For this historical period, there is no apparent earlier shift to
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peak timings as was simulated for the future in the Northeast by VIC in Hayhoe et al. (2006). In
that study, it was found that winter runoff was increasing while spring runoff was decreasing;
however, for this historical period, trends are greater for the spring season than the winter partly
because the winter season showed a downward precipitation trend.

2.5 Conclusions and Discussion
Comparison between VIC’s two modes of operation shows that the full mode does a better
job of simulating cold season fluxes and discharge due to its more robust treatment of energy
budget allowing for a better simulation of snow pack and melting. However, both the full and
water-only modes perform well in reproducing the observed inter-annual variation of the
hydrological variables, and closely match each other. As such, VIC in the water-only mode
driven with daily atmospheric forcing data is considered sufficient for analyzing past variability,
changes, and trend of hydrological processes in the Connecticut River Basin. The change and
trend analysis is based on a long record of 62 years (1950-2011) derived from merging two
gridded datasets.
It was found that the Connecticut River Basin experienced an increasingly wet regime
during the recent historical period including the latter part of the 20th century through the year
2011, and with significant increase in precipitation extremes. Compared with the 1950-1969
time span, the 1990-2009 period had an average of 6.5 more days per year with at least 10mm of
precipitation and a 20.4% increase in simple daily intensity index. The relative increase during
1950-2011 in the amount of precipitation falling as extremes (i.e. with daily precipitation
exceeding the 99th percentile) was approximately 240%, and the amount of extreme
precipitation as a fraction of the total precipitation increased by 0.146. Note that the 240%
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relative increase of extreme precipitation is much higher than the previously reported 67% for
the Northeast region as a whole. Much of the difference is related to the use of a different
dataset, a different reference period to define the 99th percentile and a different period over which
the change is calculated.

The increases of average precipitation intensity, as represented by

SDII, for the period of 1990-2009 was more than double that of 1970-1989.

The number of

consecutive dry days showed a decrease of drought conditions as did increases to minimum
discharge values. These conditions suggest the basin has become more susceptible to flood
conditions rather than to drought conditions.
Together with the increase of precipitation extremes, precipitation amount increased by
more than 3mm/year/year with the strongest signals occurring during the summer and fall
seasons in the central and southern portion of the basin. The mean annual evapotranspiration
trend is much weaker indicating only slight increases. ET is most likely limited by available
energy. This suggests that the acceleration of the hydrologic cycle, especially the increase of
precipitation rate derives primarily from increased large-scale moisture convergence over the
basin instead of local ET acceleration. The increase of moisture convergence is likely related to
increased evaporation rates in the nearby Atlantic Ocean. Runoff and baseflow are the parts of
the water budget which seem to be most significantly affected by increasing precipitation trends,
all of which are strongest during the summer and fall. Soil moisture trends also rise most during
these seasons, meaning the summer and fall months are most affected by the wetter regime.
Runoff ratios indicate a larger share of precipitation being partitioned to discharge. Similar to
most investigations, this study confirms that discharge is indeed on an upward trend in the
Connecticut River Basin, but response of extremes and timings differ from findings in previous
studies.
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Contrary to suggestions by prior work (Lettenmaier et al. 1993, Hodgkins et al. 2003, Wake
& Markham 2005, Hayhoe et al. 2009), VIC simulations in this study produced no sign of an
earlier snow melt season or timing of peak discharge; in fact, a slight delay in the timing of
center of volume was found. Although there were increases to minimum discharge as well as
amount of extreme runoff over the 95% threshold, these changes are embedded within
considerable inter-annual variability. Of note, however, positive trends of mean precipitation,
runoff, and to a lesser extent, soil moisture, appear to be particularly strong toward the end of the
simulation period, especially from the year 2000 forward as does the extreme precipitation.
While the strength of discharge changes does not appear to be as significant as those previously
cited, there is also the possibility that these changes are in early stages and have just begun to
manifest. Previous simulations have suggested that changes to the frequency of dry and wet day
extremes are unlikely to be statistically significant before the mid-21st century (Singh et al 2013).
The response of the basin to warming may become more significant or discernible in other ways
in the near future.
Overall, the response of the Connecticut River Basin shows indications of change toward
more extreme precipitation, increasing discharge, an increasing runoff ratio wetter soil
conditions, and negligible trend in ET.

These recent historic changes have very likely

manifested in other river basins in the U.S. Northeast. The causal-effect relations among
different aspects of the changes and the mechanisms underlying the interactions among different
hydrological processes are likely to hold as well. Beyond the Northeast, this study can provide
insight for other forested watersheds in the mid-latitudes where increases to mean and extreme
precipitation have been documented. Part 2 of this study examines how hydrological processes
in the Connecticut River Basin may change in the future, using the VIC model forced by bias-
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corrected and downscaled future climate projections. The two parts combined together facilitate
a better understanding on how greenhouse gases and warming may influence the surface energy
and water cycles in the U.S. Northeast both in the past and in the future.
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Thomps. USGS
1980-1999 (water mode)

Thomps. VIC

W. Lebn. USGS

136.99
129.38

1980-1999 (energy mode)

W. Lebn. VIC
59.32

52.87
148.91

65.18

1950-1999 (water mode)

292.97

311.61

121.65

135.12

1980-2011 (energy mode)

217.91

249.24

89.87

110.09

Table 2.1: Accumulated discharge (106 cfs) at Thompsonville & West Lebanon discharge
stations for observational data (USGS) and simulated (VIC- water balance only mode “water
mode” and full water-and-energy balance mode “energy mode”)
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1950-2011 Trends - Basin Mean
Season

Precipitation

Evapotranspiration

Runoff

Soil Moisture

DJF

-0.00977 mm/day/yr

-0.000069 mm/day/yr

0.00153 mm/day/yr

3.67*10-5 vol. fraction/yr

MAM

0.00539 mm/day/yr

-0.000227 mm/day/yr

0.00363 mm/day/yr

5.36*10-5 vol. fraction/yr

JJA

0.01621 mm/day/yr

0.000581 mm/day/yr

0.01228 mm/day/yr

1.86*10-4 vol. fraction/yr

SON

0.01297 mm/day/yr

-0.000188 mm/day/yr

0.01238 mm/day/yr

1.82*10-4 vol. fraction/yr

3.06529 mm/yr/yr

0.04297 mm/yr/yr

2.71428 mm/yr/yr

1.15*10-4 vol. fraction/yr

Annual

Table 2.2: Basin mean of water variable trends shown in Fig. 2.12
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Fig. 2.1: Elevation and location of Connecticut River Basin & gauging stations
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Fig. 2.2: Land cover classes raster data (left) and legend (right). Data is taken from the
University of Maryland’s Global Land Cover Facility. Data is at ~1km resolution
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Fig. 2.3: 1980-1984 snapshot of simulated (for water balance (“water”) and water-and-energy
balance (“energy”) mode) versus USGS observed discharge data at Thompsonville, CT station,
plotted as: a) Daily accumulation b) Bi-weekly accumulation.
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Fig. 2.4: Average monthly accumulated discharge for both the simulated and the observational
data sets at Thompsonville station (shared time period for both data sets: 1980-1999).
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Fig. 2.5: VIC water-and-energy balance mode & USGS Seasonal accumulated discharge at
Thompsonville & West Lebanon stations (1980-2011). Correlation coefficients are also included.
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Fig. 2.6: Soil moisture comparison for VIC water mode versus ECV observation- each point is a
particular grid cell average for 1980-1999. The simulated soil moisture data was scaled up to
0.25° resolution.
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Fig. 2.7: Seasonal average evapotranspiration for VIC water mode versus Landflux observation.
Each point is a particular grid cell average for 1986-1995. The simulated ET data was scaled up
to 0.5° resolution.
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Fig. 2.8: Seasonal discharge comparison between modes of operation (water balance mode:
“water” and full water-and-energy mode: “energy”) and between data sets (NASA’s Land Data
Assimilation Systems phase 2 forcing: “NLDAS” and Ed Maurer’s gridded observed
meteorological data: “E.M.”).
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Fig. 2.9: Analysis of extreme discharge/runoff indicators compared for VIC water vs. energy
mode using the same NLDAS forcing data. Left is magnitude of annual peak discharge, center is
day of year where half of discharge passes the Thompsonville station, right is grid cell average
surface runoff over threshold of 95th percentile with a reference period of 1980-2011.
Correlations shown are for the two simulations.
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Fig. 2.10: Precipitation extreme indicators (R10 top, SDII middle, CDD bottom): for the
reference period 1950-1969 and their changes in two periods 1970-1989 and 1990-2009. Units
are mean number of days per year for R10 and CDD and relative change in percent for SDII.
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Fig. 2.11: Precipitation extreme analysis: Change in the amount over 99th percentile from 1950 to
2011 based on a regression with the threshold defined by the reference period of 1950-1999
(left). Annual basin average precipitation amount over the 99th percentile threshold (center).
Annual basin average fractional amount of precipitation over the 99th percentile (right). Data
comes from the merged data set.
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Fig. 2.12: Seasonal trends of water cycle variables for 1950-2011: includes precipitation
(Precip), evapotranspiration (ET), surface runoff and baseflow (Runoff), & soil moisture (S.
Moist.) for change in daily average values per year (mm/day/year) (volumetric fraction/year for
soil moisture). Data comes from the merged data set.
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Fig. 2.13: Annual trends of water cycle variables for 1950-2011 in mm/year/year and volumetric
fraction/year for soil moisture (left) and annual time series for the central part of basin (right).
Data comes from the merged data set.
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Fig. 2.14: Annual trend for the runoff ratio fraction/year - includes surface runoff & baseflow
(left) and annual basin average runoff ratio and linear regression (right). The data comes from
merged data set and describes fraction of precipitation resulting in runoff. The linear regression
indicates an increase of 0.0552 over 62 yrs.
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Fig. 2.15: Analysis of magnitudes and timings of USGS observational discharge: includes peak
magnitude and timing (top), minimum magnitude and timing (center), and center of volume.
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Chapter 3
Projections of the Future
This Chapter has been accepted for publication and is currently available online:
Parr DT, Wang GL, Ahmed, KF. 2015. Hydrological changes in the U.S. Northeast using the
Connecticut River Basin as a case study: Part 2. Projections of the Future. Global and Planetary
Change, doi:10.1016/j.gloplacha.2015.08.011.
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3.1 Introduction
According to the Intergovernmental Panel on Climate Change (IPCC)’s 4 th Assessment
Report (AR4), warming of the climate is unequivocal and long term temperature changes have
been observed at all spatial scales. Increasing temperatures have major effects on the hydrologic
cycle and the surface energy budget. One such possible impact to the hydrological cycle is an
increase in precipitation intensity. More specifically, atmospheric moisture holding capacity
increases exponentially with temperature which can lead to more intense heavy precipitation
(Trenberth 1999; Shaw et al. 2001; Allen & Soden 2008). The warming-induced changes to
evapotranspiration (ET), characteristics of precipitation, and the seasonality of snow melt and
stream flow peaks could all substantially increase flood and drought risks (e.g., Sheffield &
Wood 2007). Climate models project a warmer future world characterized by heavier rain and
snow, increased heat waves, droughts, and floods (Tebaldi et al. 2006). Extreme events like
droughts and floods account for a large proportion of climate-related damages.
Due to the substantial spatial variability of climate, there is a high degree of regional
dependence of responses to climate change. This study focuses on the U.S. Northeast, a region
where a strong increase of precipitation extremes has been observed in the past several decades.
Based on NOAA’s National Climatic Data Center (NCDC) station data archives, Groisman et al.
(2005) analyzed the increases of the amount of precipitation in the top 1% of extreme events
from 1958 to 2007, and found that within the U.S. these increases range from 9% in the
Southwest to 67% in the Northeast. The U.S. Northeast is therefore a critical place to investigate
extremes (Karl et al. 2009).

In studying climate changes impact on hydrological processes in

the Connecticut River Basin (CRB) of the U.S. Northeast during the period 1950-2011, Parr and
Wang (2014) found significant increases in simple daily intensity of precipitation and the
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number of days with 10mm or more of precipitation. They also found that the total amount of
precipitation from the upper 1% of daily precipitation increased by 240% during 1950-2011 in
CRB, and the weight of extreme precipitation is the greatest after the turn of the century, with
extreme precipitation accounting for about 10.6% of total precipitation in the 1950s to 30.4% in
the 2000s.
It has been shown previously that runoff and stream flow have been increasing in the greater
Northeast region of New England (Groisman et al. 2004; Collins et al. 2009), and peak
discharges are on the rise in the entire Northeast (Collins et al. 2009). Wake & Markham (2005)
and Hayhoe et al. (2006) documented greater winter discharge and an earlier shift of peak flows.
Part 1 of this study (Parr & Wang, 2014) found that the hydrological cycle has changed towards
greater discharge and runoff ratios, primarily as a result of increasing mean precipitation and
increasing precipitation intensities combined.

Increases to precipitation are almost entirely

accounted for by increases to runoff, with negligible trend in ET despite a strong warming trend.
However, Parr and Wang (2014) found no discernable earlier shift in the timing of peak
discharges and snowmelt season, and no increase of winter discharge. It was suggested that the
basin is entering a wetter regime more subject to meteorological flood conditions than to drought
conditions. This current study focuses on how the hydrologic cycle might be affected by
continued warming in the future and whether the responses and trends found in the historical
period will continue in the future.
Many studies have examined future hydrological changes of which several have focused on
the Northeast. A number of studies have noted that as temperature increases, the increase of the
atmospheric moisture holding capacity enhances the atmosphere’s evaporative demand and
therefore the global average of evapotranspiration (Trenberth 1999; Huntington 2006).
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Huntington (2003) suggested that increasing temperatures could lead to an ET-driven runoff
reduction of 11-13%, especially in April and May, the wettest months in New England. Using
the VIC model driven with future climate projections, Hayhoe et al. (2006) found increases in
winter runoff but decreases in spring runoff with an earlier shift of peaks for the Northeast for
the period 2000-2099. Hayhoe’s simulation also showed reduced probability of winter low flows
(10th percentile) and increased probability of high flows (90th percentile) with significantly
higher flows across much of the northern part of the Northeast as well as projections of drier,
hotter summers and more frequent short and medium-term droughts. Similar to these prior
results, another study using the SWAT model in the Connecticut Watershed found annual surface
runoff decreases of 12-22% (depending on CO2 emission scenarios) for the period 2060-2100,
and these decreases take place primarily during the early spring to fall seasons (Marshall &
Randhir 2008). Higher temperatures could lead to a smaller proportion of winter precipitation
falling as snow, which could lead to greater winter discharges and earlier peak discharges in the
spring.
Sheffield & Wood (2008) stated that although increasing precipitation may lead to positive
soil moisture trends in many parts of North America, increasing temperatures present the
potential for enhanced drought in the 21st Century. Warming has major effects on the surface
energy budget, and influences evapotranspiration (Teuling et al. 2009). The focus of this part of
our study is on whether the recent warming-induced changes in precipitation characteristics will
continue in the future and how future changes of precipitation characteristics may influence other
hydrological processes in the CRB. In the following, Section 3.2 provides a description of the
data sets and methods of analysis used, including the use of the Variable Infiltration Capacity
(VIC) hydrological model. Section 3.3 describes the results of the study in regards to future
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changes, including mean hydrological changes, extreme precipitation, snow pack and discharge
seasonality changes, and an in depth analysis of changing flood risk and drought risks
respectively. Section 3.4 presents conclusions and discussion.

3.2 Data and Methods
3.2.1 VIC Model and Data
The VIC hydrological model was calibrated based on observational river discharge on the
Connecticut River during Part 1 of this study. The same model parameters are used here,
including land cover data from University of Maryland’s Global Land Cover Facility and soil
data (type, texture, porosity, and bulk density) from Reynolds et al. (1990) made available by the
National Oceanic and Atmospheric Administration’s (NOAA) National Geophysical Data Center
(NGDC). The same soil layers are used at depths of 0-10cm, 10-40cm, and 40-150cm. To
simulate the future hydrological conditions in the Connecticut River Basin, both present-day
(1971-1995) and projected A1B scenario future (2046-2065) climate from the North American
Regional Climate Change Assessment Program (NARCCAP) models are used to derive the
meteorological forcing for the VIC model, including daily precipitation, surface air temperature,
and wind speed. Note that VIC can be run in two different modes of operation, with the “water
balance mode” requiring daily meteorological forcing and the “water and energy balance mode”
requiring hourly forcing (Gao et al. 2009). Here the “water balance mode” is utilized for
consistency with the availability of downscaled and bias-corrected future driving forcing for
VIC.
To account for inter-model variability of future projections, data from three NARCCAP
RCMs are used, including the Regional Climate Model version 3 (RegCM3; Giorgi et al.
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1993a,b; Pal et al. 2000, 2007) driven with lateral boundary conditions (LBCs) from the
Canadian Climate Centre Coupled General Circulation Model version 3 (CGCM3; Scinocca and
McFarlane 2004; Flato 2005) (REGCM-CGCM), RegCM3 driven with LBCs from the
Geophysical Fluid Dynamics Labortory Climate Model ((GFDL; GFDL Global Atmospheric
Model Development Team 2004) (REGCM-GFDL), and the Canadian RCM (CRCM; Caya and
LaPrise 1999) driven with LBCs from CGCM3 (CRCM-CGCM). The future daily
meteorological forcing from each RCM-GCM combination was first downscaled to 1/8 degree
resolution and bias-corrected using the methodology of Ahmed et al. (2013). Specifically,
parameters for a quantile mapping methodology were derived by comparing the present-day
climate from each model with the present-day observational data, and were then applied to the
future climate projection from the same model to correct the model bias. The resulting
downscaled and bias-corrected meteorological forcing data is then used to drive VIC for future
hydrological projections.
Although data from additional NARCCAP models exist, they have been shown to predict
very similar future changes (Ahmed et al., 2013). In addition, in terms of hydrological variables
and indicators, downscaling and bias correction was shown to produce very similar hydrological
results between different models in past studies (Wood et al., 2002, 2004). Within this study, the
three different GCM-RCM combinations experimented produce extremely similar mean and
variability of stream flow and concur in signal for almost every hydrological analysis conducted.
Among the ten RCMs and GCMs for which output were downscaled and bias-corrected for the
domain of this study (Ahmed et al., 2013), the projected precipitation changes by the three
models used in this study are within one standard deviation from the multi-model ensemble mean
in most of the months, and none of the models stands out as an outlier. More importantly, in any
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specific month, of the three models used, some are above the ensemble mean and some are
below. Therefore, results from our study should be representative of the larger ensemble
behavior and should not contain systematic biases. We therefore consider the three combinations
used here sufficient for studying changes in hydrological processes. Although the NARCCAP
models have been shown to underestimate extreme precipitation in the U.S. East (Mishra et al.
2012), the quantile mapping approach corrects both mean and variability based on the
Cumulative Distribution Functions (CDF), and thus has been shown to adjust for more frequent
heavy precipitation events in this region (Ahmed et al. 2013) potentially correcting these
underestimations.

3.2.2 Methods of Analysis
In the extreme precipitation analysis, for each grid cell the 99th percentile daily precipitation
was derived based on the reference period 1950-1999. This value was then used as a threshold
for both the past and future analyses in defining extreme precipitation. The amount of extreme
precipitation for each year was defined as the accumulation of daily precipitation exceeding this
threshold, and the weight of extreme precipitation was derived as the fraction of the total annual
precipitation accounted for by extreme precipitation. Additionally, the number of days with
more than or equal to 10mm of precipitation (R10) and the simple daily intensity index (SDII)
follow the definition of Frich et al. (2002).
A future flood risk analysis is conducted in this study based on river discharge. First a rating
curve was derived based on past observational discharge and gauge height for the
Thompsonville, CT station from data provided by USGS. Second, the correspondence between
observational and VIC simulated discharge was derived from the past climate. Assuming that
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both relationships are stationary as climate changes in the future, any simulated discharge for the
future climate can be converted to a corresponding gauge height. The derived future gauge
height data were then used to analyze the flooding risks with reference to the “action level”
gauge height for this station provided by the National Weather Service Advanced Hydrologic
Prediction Service from NOAA. The “action level” height refers to the height at which flooding
becomes a risk and actions should be taken. Here the flood risks analysis examines the number
of days when the gauge height exceeds the action level, and the duration and frequency of
flooding events for each year of the simulations.
The future drought risks were analyzed using two methods. The first is based on consecutive
dry days (CDD), a simple measurement of meteorological drought. Daily precipitation of less
than 1mm defines a dry day. The second method of drought analysis makes use of soil moisture
data. For each grid cell in the basin, a month-specific 20th percentile daily soil moisture threshold
was identified based on historic data. If 20 or more of the days in a specific month were under
the threshold, it was considered a drought month for that specific grid cell. The mean duration of
droughts and the number of short (4-6 months), medium (7-11 months), and long (≥12 months)
term droughts, were then identified.

This analysis method was adapted from a similar one

conducted by Sheffield & Wood (2007) where the percentile was based on monthly rather than
daily data.

3.3 Results
3.3.1 Mean Hydrological Changes
In the previous historic analysis for years 1950-2011 mean precipitation, runoff, and soil
moisture all displayed increasing trends. Due to large increases in extreme precipitation in this
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region toward the end of the time period, the increases to precipitation were almost entirely
accounted for by increases to runoff; however, no significant trend for ET was found. Mean
precipitation for future years 2046-2065 shows a negligible change during summer, significant (p
≤ 0.05) increases during spring and winter, and a slight decrease during autumn (Figure 3.1). An
increase of 0.37mm/day during the winter was accompanied by a substantial significant (p ≤
0.05) increase of 0.787mm/day to daily mean winter runoff, which may be affected by
seasonality changes to snowmelt more so than any changes to mean precipitation. Despite the
precipitation increases in spring, runoff actually decreases by ~0.1mm/day. This is likely a result
of spring SWE decrease, an indication of earlier melting as detailed in section 3.3. Also, soil
moisture displays large increases in winter and appears to follow a near linear relationship.
Furthermore, the precipitation decrease of 0.05mm/day in autumn is accompanied by a fairly
significant decrease to soil moisture (Figure 3.2). Soil moisture is perhaps most crucial in the
spring and summer seasons for this region due to flooding and drought events. However, soil
moisture shows the least change in future simulations for these two seasons although summer
soil moisture is slightly decreased. Only the increase in winter soil moisture is found to be
significant.
Other than these significant changes during winter, by far the most critical change to water
cycle variables is to evapotranspiration. As ET is strongly dependent on available energy and the
surface radiation budget, it is not surprising that as temperature rises, so does ET as long as
moisture is available. The negligible ET trend found in the historic analysis is replaced here by a
universal significant (p ≤ 0.05) increase throughout all four seasons in the future (Table 3.1).
Therefore, in response to precipitation increases under future warming conditions, the
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Connecticut River Basin will likely experience an acceleration of ET and a slowing down of the
increasing runoff trend compared with the past.

3.3.2 Extreme Precipitation
In our historic analysis for the U.S. Northeast, we found a large increase in the number of
days with more than or equal to 10mm of precipitation (R10) as well as increases to the simple
daily intensity index (SDII). These indicators were estimated based on averages over 20-year
periods, using 1950-1969 as a reference period and then 1970-89 and 1990-2009 to examine
changes. The latter period 1990-2009 had the largest increases, including an increase of 6.5 R10
days (20.3%) and on average a 20.4% increase to the simple daily intensity index. Comparing
the 2046-2065 data to the same reference period, we see a change similar as for the 1990-2009
period (Figure 3.3), although the degree of spatial variation of the changes is greater in the 20462065 period.
Another indicator we examined is the amount over the 99th percentile for daily values,
which are most restricted by the amount of water the atmosphere can hold. Historical data
showed a basin average change of approximately 240% (Parr & Wang, 2014), much higher than
the 67% for the entire Northeast found by Karl et al. (2009). In the historical record, the amount
of extreme precipitation is the greatest for the years after the turn of the century (Figure 3.4).
Compared to these years, despite continued warming, the mean of future annual extreme
precipitation amount decreases by over 100mm/year. However, when compared with the whole
historical record or the pre-2000 period, the future projected change is an increase, by
~31mm/year when compared to the average over the 1950-2011 period, and by 85.85 when
compared to the average over the 1950-1999 period (Figure 3.4).
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It is apparent that the strong increase of extreme precipitation amount at the beginning of the
21st century is likely a reflection of a positive phase of natural decadal fluctuations superimposed
to milder increases related to continuous climate changes. For a more detailed analysis, we also
examined changes of the number of extreme precipitation days. It was found that the basin mean
number of extreme days is significantly greater in the early 21st Century than in the mid-century
(Figure 3.4). There were, on average, 4.353, 4.492, and 4.300 days recorded for the three future
data sets (REGCM-CGCM, REGCM-GFDL, CRCM-CGCM respectively) in 2045-2065 as
opposed 6.523 days throughout 2001-2011. However, the precipitation intensity averaged over
extreme days continues to increase in the future, as indicated by the time series in Figure 3.4,
which shows a fairly consistent increase from the beginning of the historic study though the
conclusion of the future projections despite large inter-annual variability.

3.3.3 Snow Pack and Discharge Seasonality Changes
One of the biggest consequences of warming for a temperate climate such as that of the U.S.
Northeast is its effect on the rate and timing of snow melting. The Northeast has undergone
changes including greater winter discharge and an earlier shift of peak flows (Wake & Markham
2005; Hayhoe et al. 2006). Our simulations portray decreases to snow water equivalent (SWE)
throughout the cold season which is attributed to warming. Along with substantial increases to
winter precipitation, the smaller winter snow pack indicates greater winter melting contributes to
an increased winter runoff ratio. There is also an earlier shift in the timing of peak SWE (Table
3.2), accompanied by an earlier shift in peak flow. Table 3.2 provides the historic and future
SWE statistics on peak magnitude and timing as well as the timing of complete melting and the
melting rate. Although the peak magnitude has decreased, our simulations suggest a faster
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melting in the spring. The timing of the peak SWE has advanced, but the first snow-free day has
advanced even more, indicating not only earlier but also faster melting. This shift in seasonality
of snow melt has implications towards the seasonality of discharge as the monthly accumulated
discharge at the gauging station shows a decrease in April (and to a less extent in May) and
increases in December-March (Figure 3.5). April still contains the majority of the annual peak
flows; however, this peak is highly influenced by snow melt occurring earlier in the year and
contributing more to winter runoff. The winter runoff ratio displays a relative increase of 53%
accompanied by a significant (p ≤ 0.5) 18% relative decrease in runoff ratio during the spring. In
the simulations of past variations, the winter season contained the vast majority of the lowest
flow events, however, the magnitude of the lowest flows in the winter are not as severe by the
mid Century.

3.3.4 Flood Risk Analysis
Intensification of extreme precipitation due to climate change is expected to increase flood
risks, which is of great concern for our modern infrastructure and society. Figure 3.6 presents
historic and future flood risk at the Thompsonville, CT gauging station using NOAA’s defined
“action level” gauge height to indicate when flooding becomes a risk.

It is clear that inter-

annual variability is greater for future simulated data. In specific years, such as 2058 for the
REGCM-CGCM and REGCM-GFDL data sets, there are far more days with flood risk than in
the past. However, the number of years with floods is projected to decrease, making the overall
annual mean of days with flood risk statistically similar for both periods. Flood events are
projected to become less frequent in the mid-21st century; when a flood event does occur, it will
persist for a much longer duration. Thus, individual flood event may have more damaging effects
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due to its longer duration and thus severity. The large majority of these events in both past and
future occur during the spring particularly when of a significant duration, although winter floods
also have significantly longer durations in the future.
To better understand the projected changes in flood characteristics, an analysis on the rate
and timing of snow melting was conducted. Figure 3.7 shows the past, future, and change in
SWE as well as each NARCCAP model’s individual mean compared to a year with the longest
duration flood event. Despite a decrease in future snowpack, the quicker melting rates contribute
to the longer events. Atop the increases to mean future melting rate, 2/3 of the most extreme
years show even faster snow melting and a much greater amount of melting due to a large
snowpack. Therefore, majority of the major events can be attributed to melting. In addition to the
faster melting rates, meteorological changes could potentially also contribute to these changing
flood characteristics. As the mean duration of past flood events was typically below five days
and many future events longer than five days are projected, the 5-day maximum precipitation
was also examined. All three future simulations projected an increase of the 5-day maximum
over almost the entire river basin, with a basin-average increase of 16.04mm when compared to
historic data.
One potential area of concern when using bias correction techniques is that the patterns and
signals of climate extremes may be altered, which may propagate to the hydrological extremes.
As a sensitivity test, several of the same analyses were repeated based on raw data from the
REGCM-GFDL model for the 1971-1995 historical period and the 2046-65 future data. As an
example, Figure 3.8 shows that the 5-day maximum precipitations, spatial patterns of change as
well as general magnitudes of change are statistically similar. Both analyses indicate an increase
in 5-day maximum precipitation as well as an increase to the average length of flood events, and
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decreases to frequency. We also used this data to examine peak and minimum discharge and
timings. From our findings there were no indications that bias correction and downscaling
techniques altered the nature of our results.

3.3.5 Drought Risk Analysis
The U.S. Northeast has not historically suffered frequent or long term droughts. However, it
is uncertain whether this will continue to be the case in the future, especially since ET is
projected to increase as shown in Section 3.1. Droughts can be categorized as, meteorological,
hydrological, and agricultural, depending on whether the detection of drought is based on
precipitation, river flow, or soil moisture. Consecutive dry days can be used as an indicator for
extreme precipitation in regard to intensity and frequency, and it can also be used as an indicator
of meteorological drought. The number of consecutive dry days has significantly decreased in all
three future simulations (Figure 3.9). The past mean is 15.63 days/year while the future means
are: 12.42 (REGCM_CMCG), 13.17 (REGCM_GFDL), and 11.82 days/year (CRCM_CGCM).
For the Connecticut River Basin, mean precipitation consistently increases, and intensity of the
most severe precipitation events decreases in our future data. Frequency of rainfall is relatively
stable thus displaying fewer consecutive days with little to no precipitation.
Although precipitation is the major driver of drought, soil moisture is perhaps more
indicative of the dryness of the land surface and the extent to which water is available for
agricultural purposes. All categories of droughts defined based on soil moisture, including shortterm, medium term, and long-term drought, were found to decrease in the CRB. The basin
average mean duration of droughts fell from 1.74 months in 1950-2011 to 1.57 months in 20462065. As the Northeast is not a region particularly plagued by frequent or persistent drought,
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there are a number of cells which display little to no signal of drought. The southern section of
the basin indicates the greatest drought threat and it is this area that shows the greatest decreases
over time. The number of short term droughts per twenty years indicates a 26.6% relative
decrease and medium and long term droughts both indicate even greater decreases surpassing
50%.

3.4 Conclusions and Discussion
This study provides a comparison between historic and future hydrological conditions in the
U.S. Northeast using the Connecticut River Basin as a case study. For the historic period, results
show the Connecticut River Basin experienced an increasingly wet regime with significant
increases to extreme precipitation, increasing runoff ratios, wetter soil conditions, no signs of
earlier snow melt, and a negligible trend in ET. Our future projections show wetter winters with
significantly greater runoff and soil moisture, slight decreases to runoff during the rest of the
year, enhanced ET for all four seasons, and an earlier and faster snow melting. Soil moisture
increases in winter and spring, the two seasons with the most significant precipitation increases,
and deceases in autumn and summer when ET increases are the greatest. Significant changes are
projected for the characteristics of flooding as there is a large increase in the average duration of
individual flood events, accompanied by a similar decrease to frequency of these events, which
combined, accounts for a statistically similar number of days with flood risk.
The most significant change and perhaps critical change in future climate as compared to
past climate is the increase to ET. A negligible trend in the past is replaced by universally
significant increases throughout four seasons. The greatest is a 0.2mm/day increase to the
summer ET daily mean, but relative increases indicate on average a 14% increase with the
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greatest relative increase occurring during winter when the values are lowest. With warming, the
surface energy budget is increased allowing more heat to be partitioned to latent heat. As long as
water is available in the soil, ET is expected to increase along with temperature and net radiation,
consistent with the theoretical prediction for an accelerated hydrological cycle (Trenberth 1999;
Huntington 2006).
We found that the number of days with ≥10mm of precipitation and the simple daily
intensity index were both statistically similar to results from the early 21st century while the
amount of precipitation above the 99th percentile significantly decreases by more than
100mm/year on average across the three future data sets. However, relative to the more
consistent second half of the 20th Century, the amount, frequency, and intensity of these very
heavy precipitation events have all significantly increased as have R10 days and SDII. The
decreased amount relative to the early 21st Century is due to a reduction in frequency of about
33%.
Other major indicators of hydrological change as a response to warming are changes to
snow pack and discharge characteristics and timing.

Increased temperatures have led to

decreased snow pack, and the peak timing of both SWE and discharge has shifted to an earlier
date. Despite the decreases in the amount of snow melting in spring, there are indications of a
faster spring melting. Some of the longest lasting floods in the model occur due to melting in
years with considerably greater snowpack occurring later than the advancing mean. The much
larger buildup of snow pack in these specific years does not correlate strongly with colder
temperatures but is due to anomalously large precipitation. The combination of increasing winter
precipitation and less winter snow pack has led to significantly increased winter runoff in all
three future simulations. In the historic analysis, the majority of low flow events occurred in
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either the winter or summer seasons, but in the future scenarios, the lowest winter flow is
significantly higher. Any change to the seasonality of snow melt, and therefore discharge, could
cause complications with water availability, as it would change the magnitude and timing of the
flow available for diversion or other use during other times of the year. Although similar results
were found for much of the Northeast for historic data and simulations (Wake & Markham 2005,
Hayhoe et al. 2006), throughout our historic VIC simulations, there were no sign of earlier peak
discharge or earlier center of volume as defined by the date at which half the annual stream flow
is discharged, or any indications of earlier or faster snow melt in the Connecticut River Basin. It
is possible that these changes were already in early stages but had not yet manifested.
Results from this study indicate that some characteristics of floods will be changing in this
region. During 2046-2065, it appears that flood events will be less frequent but each event will
last longer.

Projections driven by meteorological forcing derived from all three models

(REGCM_CGCM, REGCM_GFDL, and CRCM_CGCM) are consistent in changes of floods
characteristics. Despite the increases in winter runoff, the majority of extreme discharge events
still occur during the spring. Also, a decrease of runoff during the most flood-prone season of
spring may have helped alleviate flood risk to some extent. Despite the projected increase of ET,
enhanced drought risk does not appear to be as relevant of a threat as flooding for the
Connecticut River Basin by mid-century.
This study has facilitated a better understanding of how the hydrological processes in the
Northeast may change in the near future under continued warming, and what issues and
challenges this may or may not present to us. We expect an enhancement of ET, along with a
shift in the seasonality of snowmelt. The decreased frequency but increased duration/intensity of
the flood and very heavy precipitation events respectively suggests that these potentially
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calamitous events will be rarer but potentially more economically and ecologically damaging.
Although droughts do not appear an immediate concern by the mid-21st Century, the increased
ET and drier summer soil moisture indicates that greater drought risk may manifest in a more
distant future.
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Mean Daily Evapotranspiration (mm)
DJF
MAM
JJA
SON

Past (1950-2011)
0.3409
1.4065
2.5022
1.0405

Future (2046-2065)
0.4491
1.4992
2.7048
1.1579

Table 3.1: The basin mean of daily evapotranspiration (mm/day) for all seasons in both the past
(1950-2011) and future (2046-2065).
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Snow Pack Magnitude, Timings, and Melting Rate

Peak Magnitude
(mm)
Peak Timing
(day of the year)
Timing of Zero
Snow Pack
Remaining
(day of the year)
Rate of Melting
from Peak to Zero
(mm/day)

Historic
(1950-2011)

Regcm_Cgcm
(2046-2065)

Regcm_Gfdl
(2046-2065)

Crcm_Cgcm
(2046-2065)

155.33

112.96

113.39

115.32

62.37
(Mar. 3rd)

54.45
(Feb. 23rd)

55.30
(Feb. 24th)

52.70
(Feb. 21st)

132.15
(May 12th)

96.60
(April 6th)

99.25
(April 9th)

98.10
(April 8th)

2.23

2.68

2.58

2.54

Table 3.2: Basin average statistics for magnitude of snow pack, the mean date at which snow
pack is at a peak magnitude, the date at which snow pack is first completely absent in the entirety
of the basin, and the rate of melting from the peak time to the time of zero snow pack. Snow
pack includes both ground and canopy.
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Fig. 3.1: Basin average of daily mean precipitation, evapotranspiration, and surface and
subsurface runoff for all four seasons. The future results for 2046-2065 are the mean ensemble of
the regcm_cgcm, regcm_gfdl, and crcm_cgcm future data sets.
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Fig. 3.2: Basin average volumetric fraction of soil moisture for each season. The future results
for 2046-2065 are the mean ensemble of the regcm_cgcm, regcm_gfdl, and crcm_cgcm future
data sets.
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Fig. 3.3: Number of R10 days (1950-69) and change in R10 days for 1990-2009 and 2046-65,
SDII (1950-69) and change in SDII days for 1990-2009 and 2046-65.
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Fig. 3.4: Annual accumulated amount, fractional average amount of yearly total, basin mean
number of days, and mean intensity for precipitation falling over the 99th percentile.
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Fig. 3.5: The monthly accumulated discharge at Thompsonville station for each simulation
showing the changing of seasonality of runoff (left), the magnitude of daily discharge (cfs) of the
lowest 10 daily flows in the winter by ranking of event for 1992-2011 and 2046-2065 (middle),
And the annual winter runoff ratio including surface and subsurface runoff (right).
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Fig. 3.6: The total flood days (top) describes the number of days each year in which the gauge
height is above the “action level”. The flood duration analysis (middle) shows the mean duration
of events in each year, and the flood risk frequency (bottom) shows the number of events each
year.
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Fig. 3.7: The ensemble mean of the Past, Future, and Change in snow water equivalent (SWE)
within the basin including snow pack on both the ground and canopy (top left); the mean SWE,
the SWE in a specific year which showed a strong signal of flood risk duration, and their
differences from hydrological simulations corresponding to forcing from the three NARCCAP
models.
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Fig. 3.8: The annual average of maximum 5-day accumulated precipitation (mm) in both the
historic precipitation data and the change in the future, based on the downscaled and bias
corrected data (top left) and the raw data from the GFDL model (top right); results from a flood
risk analysis similar to those shown in Figure 3.6 but using the raw GFDL data without any bias
correction or downscaling (bottom).
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Fig. 3.9: The basin average of the maximum number of consecutive dry days in each year. A dry
day is defined as a day with less than 1mm of daily precipitation.
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Chapter 4
Integrating Remote Sensing Data with Hydrological Modeling
This Chapter has been accepted for publication and is currently available online:
Parr DT, Wang GL, Bjerklie, D. 2015. Integrating Remote Sensing Data on Evapotranspiration
and Leaf Area Index with Hydrological Modeling: Impacts on Model Performance and Future
Predictions. Journal of Hydrometeorology, doi: http://dx.doi.org/10.1175/JHM-D-15-0009.1
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4.1 Introduction
Understanding and quantifying how climate variability and changes may influence water
resources and the terrestrial hydrological cycle is of critical importance for socioeconomic
development, and remains a major challenge facing the field of hydrology. In many regions,
studies of past hydrological variability are hampered by the lack of reliable river flow data.
These include regions where no river gauge is maintained and regions where water diversion or
hydraulic structure has altered the natural flow. Hydrological models provide an important tool
for re-constructing and understanding past hydrological variability, and for quantifying future
hydrological changes.
Evapotranspiration (ET) is an important component of the terrestrial hydrological cycle. As
an important pathway for land-atmosphere interactions, ET influences the surface water, energy,
and carbon fluxes (Xia et al. 2014). However, ET is a particularly difficult process to accurately
measure or simulate. In the study of Kite and Droogers (2000) using eight different methods of
estimating actual evaporation and transpiration including field data, hydrological models, and the
early generation of satellite data, a wide range of ET estimates emerged from the various
methods, and no method is evidently better than others. Another study (Weiß, M and Menzel
2008) compared four different equations for potential ET to assess their impact on stream flow
simulation, and found that results based on each equation differ substantially from one another.
Together with many others on this topic (McKenney et al. 1993; Eitzinger et al. 2002; Lu et al.
2005; Helge 2011; Trambauer et al. 2014), these studies highlighted the need to explore
innovative approaches to improving the accuracy of ET estimation in hydrological models.
In a recent study on hydrological modeling for the Connecticut River Basin using the
Variable Infiltration Capacity (VIC) model (Parr and Wang 2014), model ET was compared
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against the ET data derived from Advanced Very High Resolution Radiometer (AVHRR) and
the International Satellite Land Surface Climatology Project Initiative II (ISLSCP-II) (Fisher et
al. 2008), and a significant underestimation of ET (especially in summer) was identified. The
summer (June, July, and August) underestimation of ET by the VIC model identified by Parr and
Wang (2014) ranged from 20 to 30 percent as compared to Fisher et al. (2008). It is not clear
whether the underestimation of ET by VIC results from the estimation of potential evaporation
by the Penman-Monteith equation used in the model (which requires several parameters difficult
to characterize) or due to limiting soil moisture storage. A general underestimation of ET (and
therefore overestimation of runoff ratio) was also documented in several other studies using the
VIC model (e.g., Xia et al. 2014, Vano et al. 2012, Sheffield et al. 2012). Recently, Xia et al.
(2014) based on NLDAS-2 output compared the output of four land surface models including
VIC to eddy covariance data at 46 AmeriFlux tower sites, and found that VIC had the lowest ET
of all the models and was less than observation for most of the year, but particularly in the
summer.
Given the model bias in simulating ET in the past, future hydrological predictions (e.g., Parr
et al., 2015a) may also be subject to similar model biases, leading to substantial uncertainties in
the model-generated future hydrological trend. In particular, a major challenge and uncertainty in
modeling stream flow is related to the difficulty in realistically modeling the ET process.
Although ET is biased low, VIC stream flow has been shown to be more accurate than the Noah
or Mosaic Models (Xia et al. 2012) using the same NLDAS-2 forcing data. In this study, we
integrate ET remote sensing data with hydrological modeling using VIC, and examine how more
accurate ET in the model may influence model performance in simulating other hydrological
processes.
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Vegetation is an important land surface state variable that profoundly affects both the long
term and seasonal dynamics of all components of the water cycle (Wattenbach et al. 2012).
There are a number of vegetation parameters within the VIC model, including roughness length,
displacement height, architectural resistance, minimum stomata resistance, and rooting depth.
However, leaf area index (LAI) has the greatest influence on hydrologic simulations in VIC
(Ford and Quiring 2013). In this study we replace the model’s typical system of using a
climatological or static LAI with an inter-annually varying dynamic LAI in order to improve the
model simulation of inter-annual variability of hydrological processes.
A large number of past studies have applied remote sensing data to hydrological models.
Dynamic vegetation parameters have previously been employed in land surface models (LSMs)
typically in the form of LAI acting as a model input parameter for purposes such as investigating
the impacts on long term and seasonal dynamics of the water cycle (Wattenbach et al. 2012), on
the predictability of ET patterns (Tang et al. 2012), on potential improvements of stream flow
(Zhang et al. 2011; Zhou et al. 2013), and on soil moisture (Ford and Quiring 2013). Soil
moisture has been employed in hydrological models as a forcing to improve estimates of actual
ET (e.g., Ottle and Vidal-Madjar 1994), and to improve runoff estimates and regional model
calibration (e.g., Zhang et al. 2011). Remote sensing-based ET data has been used in past
hydrological modeling, but primarily for model calibration purpose in identifying the model
parameters that best reproduce the ET data (e.g. Immerzeel and Bold 2008).
Here, we propose a new approach to improve hydrological modeling and prediction using
ET remote sensing data, in which the data is used to support a bias-correction procedure that can
be applied to the model for any time period. Using the Connecticut River Basin as an example,
this study assesses the extent to which remote sensing data can help improve hydrological
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modeling and how it may influence future hydrological trends. In the following, section 4.2
provides a description of the data sets utilized, and our experimental design. Section 4.3
describes the results including both model improvements and the impact on hydrological trends
with a focus on extremes such as flood and drought risks. Section 4.4 provides a summary
considering model-related uncertainty and the sensitivity of the model results to the choice of the
ET dataset, as well as a discussion based upon the results found.

4.2 Data and Methodology
4.2.1 Data Sets
The model used is the Variable Infiltration Capacity (VIC) Model v.4.1.2.g (Liang et al
1994). In earlier studies, we have applied VIC to the Connecticut River Basin for past simulation
and future projections. The simulation for the past was driven by the NASA Land Data
Assimilation System phase-2 (NLDAS-2) forcing data for the period 1980-2011 (Parr and Wang,
2014), and future projections for the period 2046-2065 were driven by downscaled and biascorrected output from three North American Regional Climate Change Assessment Program
(NARCCAP) models. The NARCCAP models (Mearns et al., 2012) from which the three future
forcing was derived include the Regional Climate Model version 3 (RegCM3; Pal et al. 2007)
driven with lateral boundary conditions (LBCs) from the Canadian Climate Centre Coupled
General Circulation Model version 3 (CGCM3) (REGCM-CGCM), RegCM3 driven with LBCs
from the Geophysical Fluid Dynamics Laboratory Climate Model (GFDL) (REGCM-GFDL),
and the Canadian RCM (CRCM; Caya and LaPrise 1999) driven with LBCs from CGCM3
(CRCM-CGCM). The future daily meteorological forcing from each RCM-GCM combination
was first downscaled to 1/8 degree resolution and bias-corrected using the methodology of

82

Ahmed et al. (2013). Based on quantile mapping between the cumulative distribution function
(CDF) of a model present day climate and that of observations, the downscaling and bias
correction algorithm of Ahmed et al. (2013) was developed based on the bias correction and
downscaling method in Wood et al. (2002, 2004), but with modifications for application to daily
model output and modifications to the procedure to take full advantage of the fine resolution
observational data.

While the metrological forcing is at 1/8-degree resolution, the model

simulations are run at a 0.025 degree resolution in order to incorporate fine-resolution
topographical data and land cover data. Therefore, all 25 grid cells within each 1/8-degree box
share the same meteorological forcing. The surface water (and energy) balances in VIC are
solved at each 0.025-degree grid cell.
The land cover data in this study was taken from the University of Maryland’s Global Land
Cover Facility, DEM was taken from the USGS HYDRO1k project, and soil data including soil
type and texture, porosity, and bulk density were taken from National Oceanic and Atmospheric
Administration’s (NOAA) National Geophysical Data Center (NGDC) (Reynolds et al. 1990).
The vegetation data used is the leaf area index (LAI) data derived from Moderate Resolution
Imaging Spectroradiometer (MODIS) sensors aboard the polar-orbiting Terra and Aqua
satellites. The LAI data has an 8 day temporal resolution from which a monthly average is
derived and a 1km spatial resolution matching our land cover data set. The ET data, spanning
1986-1995, was from Fisher et al. (2008) with monthly and 0.5-degree spatial resolutions. As ET
flux cannot be remotely sensed, it is estimated according to a surface radiation budget algorithm
with net radiation, air temperature and water vapor pressure taken from the ISLSCP-II and
visible spectrum reflectance and near-infrared spectrum reflectance gathered with AVHRR. This
ET product has been validated over 36 FLUXNET towers sites, with an R2 value of 0.90 and a
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7% bias (Fischer et al. 2008; Fisher et al. 2009). As eddy flux sites generally achieve about 90%
closure for an energy balance with 10% of the variation unexplained, for a product like this we
would not expect any R2 value much greater than 0.90 (Fisher et al.2008). Vinukollu et al. (2011)
compared three remote sensing ET products (including the Fisher et al. 2008 product used here)
and VIC and ERA interim reanalysis estimates. It was found that the product used in this study
had the lowest bias of annual ET over 26 basins and the highest correlations of monthly mean
latent heat flux compared with tower observations.
For discharge simulation and analysis, the USGS #01184000 station at Thompsonville (CT)
is used, which had been identified as a reliable station in previous research (Bjerklie et al. 2011,
Marshall and Randhir 2008). Also used is the station #01144500 located north and upstream at
West Lebanon (NH). Remote sensing data from the European Space Agency’s (ESA) Essential
Climate Variable (ECV) surface soil moisture product is also utilized to compare potential model
improvements. This product (Naeimi et al. 2009, Dorigo et al. 2010, Liu et al. 2012) is a merged
data set from both active and passive microwave measurements, and has a spatial resolution of
0.25 degrees.

4.2.2 Experimental Design
Several different types of simulations are conducted. One uses the default VIC model
calibrated for the CRB (Parr and Wang 2014), referred to as “VIC”. VIC was calibrated using the
USGS river discharge observations at Thompsonville, CT for the first 10 years of each
simulation (1950-1960 and 1980-1990 respectively). The suggested calibration parameters such
as the variable infiltration parameter (“b_infilt”), the soil parameter controlling when non-linear
baseflow occurs (“Ds”), the fraction of maximum soil moisture where non-linear baseflow occurs
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(“Ws”), maximum baseflow velocity (“Dsmax”), and soil layer depth were adjusted such that
discharge best matched USGS observation in terms of both magnitude and variation on a variety
of different timescales (Parr and Wang 2014). The model was then verified using discharge data
at both the Thompsonville (CT) and West Lebanon (NH) stations for the rest of the simulation
period as well as remotely sensed ET and soil moisture. A more descriptive explanation of the
default VIC model and its calibration and validation process for the Connecticut River Basin can
be found in Parr and Wang (2014).
The VIC model requires LAI data as model input; however, it uses the climatological LAI
with a seasonal cycle, and does not include inter-annual variation. This type of LAI condition is
referred to as “static vegetation” hereafter. In a second type of simulations (“VICVEG”), for
more realistic representation of vegetation, the MODIS LAI data is used as model input. The
MODIS LAI includes not only seasonal but also inter-annual variations of vegetation captured
by the remote sensing data. This type of vegetation condition is referred to as “dynamic
vegetation” hereafter. In simulations with dynamic vegetation, the model was adjusted to read in
different seasonal LAI data sets for each year of a simulation (Figure 4.1), although the fraction
of various land covers does not change. Within the model, LAI quantifies canopy cover and
influences the maximum amount of water intercepted by the canopy, canopy resistance and root
water uptake and therefore evapotranspiration rates (Liang et al 1994). The use of the MODISderived LAI can therefore potentially improve the simulated seasonal and inter-annual variability
of the surface water budget. It should be noted that since the climatological LAI is from a
different source, the evaluation of performance and potential improvements will focus on
temporal variations rather than the magnitude, particularly at the inter-annual timescale.

85

In another type of simulation, the model-simulated ET components were overwritten to
correct the ET bias identified based on the comparison of ET from a default model simulation
with ET data derived from remote sensing. This procedure therefore involves a pair of
simulations. The default VIC calculates the potential ET based on atmospheric forcing using the
Penmen-Monteith equation and then derives the actual ET based upon water availability. The
model calculates each of the five components of ET (canopy evaporation, transpiration, bare
ground evaporation, canopy sublimation, and surface sublimation) separately, at daily or hourly
time steps, while the ET data is monthly. In this study, the monthly average of model ET from a
default run is compared with the “observational” ET (from remote sensing data) during 19861995 to calibrate a ratio between the two, and this was done for each grid cell for each of the 12
months. The resulting ratio, which varies spatially and seasonally, is then used to scale the
model-simulated five ET components (at the model native resolutions both spatially and
temporally) for any period of interest assuming stationarity of the model-observation
relationship. As the remote sensing-based ET data cannot distinguish the five different
components of ET, all five are scaled equally, and this scaling ratio is specific to a grid cell and a
particular month. The resulting data for the five ET components (referred to as the corrected ET
components) are then used to overwrite the model simulated values in a re-run of the simulation,
and this type of simulation is referred to as “VICET”. As such, in the VICET simulation, the use
of ET data prevents the inaccuracy of ET parameterization from propagating to other
hydrological variables (including for example runoff and soil moisture) thus correcting the bias
of the model hydrological processes caused by inaccurate ET parameterization. Figure 4.2
provides a schematic diagram describing the procedure of implementing the ET bias correction
algorithm into hydrological modeling.
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Note that overwriting a model variable with a prescribed value often causes violation of
mass and/or energy conservation. When a violation does occur, depending on specific processes
related to such violation, a corresponding procedure will be triggered in the model to adjust the
values of related variables (including the overwritten variable itself) so to conserve mass and
energy thus maintaining physical realism. For example, if in a given time step the prescribed
canopy evaporation amount is greater than the current storage of the canopy, it will be reduced
back to the value of the canopy storage. Likewise, ground evaporation cannot exceed what is
currently stored at the surface, and transpiration will not deplete soil moisture past the wilting
point. As VIC derives its estimates of soil moisture and runoff after ET estimates, mass balance
is compensated for primarily through these variables, and there are mass checks within the model
which will reiterate a time step adjusting physically unrealistic values. As a result, water
imbalance in the VICET simulations, when present, remains minimal. The remote sensing-based
observation, default model simulation (VIC) and the simulation including ET bias correction
(VICET) are compared in Figure 4.3. The VICET simulation was run over the period 19802011, which is the span of the NLDAS-2 forcing data.
Lastly, a combination model (VICET+VEG) was also run for the time period with LAI data
available, in which LAI has minimal effect on ET due to the use of prescribed ET. LAI’s effects
are more limited, but still alters potential canopy storage, interception, infiltration, and root
uptake. The VICVEG and VICET+VEG model simulations are run for the period 2003-2011 due
to the more limiting availability of LAI data. Table 4.1 summarizes the four different
experiments and the acronyms used to describe them.
It is expected that after incorporating these data, the data-enhanced model will perform
significantly better in simulating river discharge, its magnitude, seasonality, timing, soil moisture
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and its temporal variation as well as long-term trend. This will facilitate a more accurate
understanding and attribution of past hydrological variability/changes. In addition, the difference
between the default model results and the data-enhanced model results will help characterize the
range of model-related uncertainties. To quantify the model improvement in simulating river
flow attributed to the use of remote sensing data, a significance test was done to determine
whether the correlation coefficient between model and observed river flow in an experiment is
significantly different/higher than that in the default VIC run. The null hypothesis here is that the
correlations are not different from one another, and the Fisher’s test is used to determine the
significance of the differences.
Assuming that the relationship between the remote sensing ET data and the default model
simulation stays stationary, future simulations for both the default model (VIC) and the dataenhanced model VICET can be run for a future period 2046-2065 using meteorological forcing
derived from the NARCCAP models output. This allows for an examination of the impact of the
ET bias correction on the simulated long term trends of hydrological processes. Those of interest
include hydrological extremes such as peak and minimum discharge magnitude and timing,
floods, as well as water cycle fluxes and drought.

4.3 Results
4.3.1 Model Improvements
Due to data availability, the primary method for determining the model simulated
improvements is by comparing the various simulated discharges to observation. The river flow
was simulated using the default model (VIC) as well as each data-enhanced version (VICET,
VICVEG, VICET+VEG). Due to the nature of the alterations made to the various model
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versions, the impact on model results is expected to manifest at different temporal scales. The
prescribed ET is devised off of month-specific relationships between observation and simulation,
and the relationships do not vary from year to year, whereas the MODIS LAI incorporated into
the model is specifically designed to introduce inter-annual variations into the model. Our
analyses are therefore conducted at several temporal scales, ranging from daily to inter-annual.
Compared to the default VIC simulation, the seasonal cycle of discharge in VICET (Figure
4.4) shows great improvement. This specific analysis excludes the calibration period in which
observational data was used to calibrate the observation-model ET relationship. The results
therefore indicate how the relationships hold and whether they are capable of improving the
model performance for time periods when observational data is not available. Figure 4.4 clearly
displays that the dominant improvements made to the seasonal discharge occurs during the
summer and, to a lesser extent, the fall months. This is due to the greatest changes in ET
between the default and VICET model occurring during these months. As the default model did
best at estimating ET in the winter and spring months, there is not much room to further improve
runoff simulations in those season. The correlations for Figure 4.4 as well as correlation
improvements on the daily, bi-weekly, and monthly timescale can be found in Table 4.2. Due to
the nature of the enhancements made to VICET, improvements were intended to manifest
particularly on the seasonal scope, but the summer and fall months match observation accurately
in both magnitude and variation. There are also substantial significant improvements on the
monthly, bi-weekly and the even finer daily timescale.
When comparing the improvements of all four model versions in a single graph (Figure 4.5)
it is clear that the VICVEG model does not show any marked improvement on the seasonal cycle
timescale. In the summer months, when the impact of the ET bias correction is greatest, the
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dynamic LAI is lower on average than the climatological LAI used in the default model (Figure
4.1). It is due to this reason that ET is decreased during these months, providing a greater
overestimation of stream flow than with the default model. Perhaps more important than
magnitude, the dynamic LAI does not appear to better capture the average seasonal variations.
The results for the VICET+VEG combination model also very closely resemble those of the
VICET model on the seasonal scale. In addition to improvement at the seasonal timescale,
improvements on the bi-weekly timescale were also achieved (Figure 4.6) for both the VICET
and VICET+VEG models. Table 4.3 contains the correlations, and root mean square errors for
every model version for the period of 2003-2011. Whereas the daily, biweekly, and monthly time
series are simply the accumulated values in each period, the seasonal cycle is the long term
average of each month’s accumulated discharge, and the inter-annual variability is computed
based on the normalized anomalies of discharge in each month to remove the impact of seasonal
cycle (i.e, subtracting the long-term mean of each month from the discharge time series, and
normalizing the anomalies with the standard deviation of that corresponding month). Table 4.3
exhibits just how important the timescale analyzed is towards the impact of data enhancement on
improving stream flow estimates. Although the VICVEG model does not show any
improvements on the finer timescales, it is more capable of enhancing the accuracy of stream
flow on the inter-annual timescale (Figure 4.6 and Table 4.3) due to the introduction of the interannually varying LAI.
The combination model (VICET+VEG) shows improved stream flow estimates on every
timescale analyzed, achieving the strongest correlations on the daily, bi-weekly, monthly, and
seasonal cycle timescales. In addition to the inter-annual monthly analysis, the inter-annual
variability of each season was examined separately (Table 4.4). The VICVEG model better
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captures variability particularly in the winter and spring and not as much in the fall or in the
summer months, despite many of the dynamic variations in LAI occurring in the winter and
summer months.
The improvement of model performance in simulating runoff and river flow indicates that
the model performance in simulating soil moisture must have been improved too. The
combination model VICET+VEG does indeed produce a seasonal cycle of soil moisture which
better matches the variations of the observational seasonal cycle including the summer season
decrease (which is not as well captured by the default model). This is consistent with the
improved seasonal cycle of discharge. However, there is disparity in terms of magnitude between
simulation and remotely sensed soil moisture, as the model top soil layer is 10cm thick while
remote sensing soil moisture pertains to the top 2-3cm of soil surface. Further comparisons are
therefore not presented here as they are subject to larger uncertainties due to the depth scale
mismatch.

4.3.2 Hydrological Changes and Trends
After establishing that the data-enhanced models are capable of more accurately
reconstructing past variability and magnitude of stream flow, it is important to examine whether
the historic and future hydrological changes and long term trends produced by the data-enhanced
model may differ from those produced by the default model. This is especially the case for the
VICET model since the impact of the ET data enhancement is not limited to the period when ET
data are available and is therefore applicable to future predictions. Interestingly, it was found that
the VICET model future predictions differ greatly from the default model in not only the
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magnitude, but also in some cases, the direction of changes of water cycle variables including
some extreme indicators.
Daily peak and minimum discharge were analyzed in terms of both magnitude and timing
for the Thompsonville, CT station. Although there was minimal difference in the peak flow
changes between the two models, the minimum discharge analysis shows drastic changes.
Between our historic (1980-2011) and future (2046-2065) simulations, the default model
displays a change in the multi-year mean of the annual minimum daily flow from 2,734 to 3,443
cfs, equivalent to an average increase of 12 cfs/year. However, the VICET model produces a
changing mean from 1,592 to just 607cfs, equivalent to an average decrease of 13 cfs/year. To
provide some context, the default model daily mean flow decreased from 21,336 to 18,094 cfs
between historic and future periods, a 15.2% relative decrease, and VICET daily mean flow
decreased from 16,843 to 14,016 cfs, a 16.8% relative decrease. In addition to the opposite trends
of the minimum flow magnitude, the mean timing of the daily minimums (which typically occurs
in summer or fall) was delayed 22 days from September 16th to October 8th for VICET and only
delayed 14 days from August 23rd to September 6th for the default model. Figure 4.7 shows the 5
day minimum discharge as well as the center of volume defined as the date at which half the
discharge passes through the discharge station as an indication of seasonal timing. The 5 day
minimum discharge has a similar trend to the absolute minimum discharge in each of the model
simulations, with the two simulations producing opposite trends. The center of volume, which
does not change much between past and future in the default model, shows an earlier date in
VICET.
The future flood risk analysis conducted in this study is based on river discharge using the
same methodology of Parr and Wang (2014). The analysis compares past and future simulations
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by adjusting VIC simulated discharge based on the correspondence found between observational
and VIC simulated discharge derived from the past climate and a rating curve derived from
observational data. Specifically, a rating curve was first derived based on past observational
discharge and gauge height for the Thompsonville, CT station from data provided by USGS.
Second, the correspondence between observational and VIC simulated discharge was derived
from the past climate. The derived gauge height data were then used to analyze the flooding risks
with reference to the “action level” gauge height (the height at which flooding becomes a risk
and actions should be taken) for Thompsonville determined by the National Weather Service
Advanced Hydrologic Prediction Service from NOAA. The flood analysis

showed a fairly

dramatic future change in characteristics when analyzed based on output from the default VIC
model (Parr and Wang, 2014). The changes include an increasing duration of floods with a
decreasing frequency, leading to a similar number of total flood days. Output from the ETenhanced model produces the same change characteristics, with no qualitative difference in the
future change signal between VIC and VICET (Figure 4.8).
A drought analysis was also conducted which measures the change in drought signals
between the future and historic scenarios for both model versions. It is adapted from a similar
one conducted by Sheffield and Wood (2007) where their percentile was based on monthly rather
than daily data. In this study, for each grid cell in the basin, a month-specific 20th percentile daily
soil moisture threshold was identified based on historic (1980-2011) data. If soil moisture was
below this threshold for 15 or more days in a specific month, it was considered a drought month
for that specific grid cell. The mean duration of droughts and the number of short (4-6 months),
medium (7-11 months), and long (≥12 months) term droughts, were then identified. Figure 4.9
displays a clear and fairly drastic difference in trends between the two model versions. The
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default VIC model produces little to no change in drought for any of the categories, but VICET
predicts universal increases. The influence of model version is evident when comparing the
difference in trends shown in the right-most column. The future increase of the mean drought
duration changes from 0.21 months for the default VIC model to 4.48 months for VICET. The
future increase in the quantity of the droughts changes from 0.72 for the default VIC model to
12.66 for VICET for the number of short term droughts per 20 years, from 0.80 to 5.12 for the
number of medium term droughts per 20 years, and from 0.54 to 1.80 for the number of long
term droughts per 20 years. The VICET future scenario is capable of having such a large
number of drought hits due to the percentile threshold used to define droughts being taken from
the default historic scenario. Due to an increase of ET in VICET compared with VIC and an
increase of ET in the future scenarios, the soil moisture is substantially less in the VICET future
than in the VIC historic scenario which the drought threshold was based upon.
To understand the results shown in Figures 4.7 and 4.9, the differences between the two
model versions in water cycle variables and their change between the historic and future
scenarios (Figure 4.10) are explored. There exists no observable difference between the two
model versions in seasonal trends from the past to future for direct surface runoff or subsurface
runoff, including groundwater and interflow. However, as one might expect from the response of
drought characteristics, a larger magnitude of increase in future ET is produced by the VICET
model specifically in the summer season when droughts are most likely to occur, and a decrease
of summer soil moisture in VICET is not simulated in the default VIC model.

4.4 Summary and Discussion
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Incorporating remote sensing data into the VIC model has made a measureable
improvement towards recreating historic river flow estimates in the Connecticut River Basin.
The improvements indicate that incorporation of remote sensing information into hydrologic
models can improve model accuracy and insight into current and future hydrologic processes,
and help characterize the model-related uncertainties in hydrological predictions.
Hydrologic modeling can be affected by four main sources of uncertainty (Renard et al.
2010), including input uncertainty arising from sampling or measurement errors, output
uncertainty related to analysis such as with rating curves, model uncertainties arising from the
oversimplification or representation of hydrological processes, and existing parametric
uncertainty reflecting the inability to specify exact values of model parameters for a variety of
reasons (Renard et al. 2010). In this study we have attempted to minimize the input uncertainty
involved in LAI with more accurate and specific data, and replaced model uncertainty in
representing the ET process with input uncertainties related to ET data. Remote sensing data is
chosen for this study due to its high spatial coverage as the ultimate goal is to improve model
estimates within basins without accurate stream flow or ground based measurements. Potential
uncertainties related to the choice of the ET data can be examined based on the relationship
between the simulated and observed data sets at the grid cell level. This relationship is very
similar between the Landflux dataset used in the study and the MODIS ET dataset of Mu et al.
(2007). The Landflux data was chosen for use here over the MODIS ET data for better spatial
coverage, as the MODIS ET data is missing for some grid cells within our model domain. The
relationship between the default VIC model ET and remote sensing ET data applied in this study
is based on a simple ratio bias adjustment. The bias correction algorithm based on this month and
grid cell specific ratio leads to adjustment to both the mean and variance of the model ET, but
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majority of the differences in model performance and in future projections are due to adjustment
of the mean ET. As such, the use of an alternative, more sophisticated bias correction approach is
not expected to result in qualitative changes in the results of this study. As any gridded
meteorological forcing data contains a certain degree of biases, the ET bias correction
implemented here corrects for not only model bias but also potential forcing errors. This may
contribute to uncertainties in the application of the methodology to future predictions.
As for the choice of LAI data sets, the MODIS data provides the most accurate estimates
available with good spatial coverage and fine spatial resolution, and was used in the majority of
similar studies examining the impact of including dynamic LAI (Wattenbach et al. 2012; Tang et
al. 2012; Zhou et al. 2013; Ford and Quiring 2013). For the LAI and FPAR data retrievals, there
have been algorithm refinements targeted to be consistent with field measurements over every
type of biome but with particular focus on woody vegetation which is the most prominent biome
found in the Connecticut River Basin.
In conclusion, the incorporation of the remotely sensed data is capable of creating
statistically measureable model improvements particularly towards the estimations of river flow.
Due to the nature of the alterations made to the various model versions, improvements manifest
on different temporal scales. As the prescribed ET is devised off of monthly relationships of
daily ET at the grid cell level between observation and simulation, it is the seasonal signal that
shows the greatest improvements in stream flow. The MODIS LAI incorporated into the model
is specifically designed to introduce inter-annual variations into the model, so it is not surprising
that it is on this particular scale that we see its performance enhanced the most. However, more
notable are the VICET model version improvements which occur on a variety of time scales,
including improved estimates of stream flow variations on the finer daily and biweekly scales.
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The observational soil moisture data set from the ESA which uses active and passive microwave
data is only able to capture the top 10cm of the soil. The difficulty to retrieve soil moisture from
remote sensing likely also contributes to the differences between simulations and observation.
Another interesting finding from this study was how the VICET+VEG combination model
was able to find a balance between the other two enhanced versions displaying the most
significant increases on the seasonal, monthly, bi-weekly, and daily scales, as well as still
slightly improving the performance at the inter-annual timescale. As it incorporates the
prescribed ET, it was possible that the effects of the dynamic LAI would be marginalized as one
of LAI’s greatest impacts is on transpiration and the surface energy budget.
The VICVEG model better captures variability particularly in the winter and spring and not
as much in the fall or in the summer months. The spring season improvements could be
accounted for by changing greening onset dates which are particularly important to the
hydrology of this region during these months, and the winter seasons display some of the greatest
variations from year to year in terms of LAI; however so do the summer months, so this lack of
improvement is difficult to account for, but may be due to ET being more restricted by water
availability and thus less dependent on the effects LAI would have on transpiration.
The ET ratio is applied to all 5 components of ET equally and it is possible this may result
in changes where and when such changes are not needed. For example if PET is estimated
reasonably well, the canopy evaporation may be accurate in VIC, and only the transpiration may
need adjustment because of limiting soil moisture. Similarly, the summer ET needs correcting in
VIC, but winter and spring ET may not. These types of issues may be playing a role in why the
revised ET reduces discharge magnitude accuracy in spring, but improves in the summer. It is
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possible that the seasonal ET errors in VIC are associated with limiting soil water rather than
PET estimation.
In the application of the ET bias correction to future predictions, compared with the default
model, VICET produces a very different signal of future changes in soil moisture drought and
minimum discharge; little difference is found in flooding characteristics or maximum discharge.
This is due to the extent to which ET is altered in the months these extremes occur, and may be
region-dependent. The analyses from both the default and VICET model versions point towards
the future of the Connecticut River Basin being characterized by fewer but also longer flood
events. Note that the VIC model is not designed to predict floods so these conclusions are based
upon an observational rating curve, a stage height threshold, and an adjustment of simulated
discharge according to a linear relationship with observation (Parr et al., 2015a), and as such may
be tenuous. The main point here is that there is no observable difference between model versions
in the predicted future flooding risks. However, when compared to VIC, VICET does simulate
more frequent and longer droughts. This drought signal was detected in soil moisture, as well as
the absolute minimum and 5-day minimum stream flows.
Although VICET simulated more accurate historic streamflow, it cannot be said
conclusively that the predictions of the enhanced model are more accurate in all respects.
However, since the enhanced model produces stream flow with improved accuracy during time
periods without ET observational data available, it is reasonable to expect that the ET
enhancement may improve future predictions in the same manner.
Although this study focuses solely on the Connecticut River Basin, the methodology developed
to incorporate remote sensing data into physically based hydrological models is applicable to
other regions for the same model and to other hydrological or land surface models as well. In
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fact, high spatial coverage is one of the greatest advantages of remote sensing data along with its
high spatial resolution, which makes remotely sensed data particularly useful in areas of spare
ground based measurements. In the case of stream flow, this occurs when river gauges are not
maintained, in regions where water is anthropogenically diverted, or where the natural flow has
been altered. Depending on the deficiencies any particular model may have in a particular
region, the incorporation of remote sensing data could provide a variety of different kinds of
improvements. Similar techniques could be useful in more complex models, or if applied by
systems like NLDAS and GLDAS, could help to better improve our understanding of climatic or
hydrologic change and perhaps even improve upon our future predictions.

99

Summary of Experiments and Acronyms
Acronym
VIC

Experiment

VICVEG

Default VIC 4.1.2.g model with no remote sensing enhancement
VIC with a evapotranspiration bias correction applied based on a
product derived from remote sensing
VIC with inter-annually varying MODIS Leaf Area Index data

VICET + VEG

A combination of both the VICVEG and VICET enhancements

VICET

Table 4.1: Summary of experimental simulations and the acronyms used to describe each.
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Stream flow Comparison 1980-1985 and 1996-2011
(for period without observational ET data)
RMSE (cfs*104)

Correlation (r)
VIC

VICET

VIC

VICET

Daily

0.7538

0.8091

1.212

1.057

Bi-weekly

0.8504

0.9052

11.91

9.451

Monthly

0.8640

0.9277

22.81

16.40

Seasonal Cycle
(Monthly)

0.8495

0.9759

17.53

9.570

Table 4.2: Comparison of stream flow for period of simulation excluding the availability of ET
data. Includes correlation and root mean square error for Thompsonville, CT. Bold signifies
significantly improved correlations at p=0.05 in comparison to default model.
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Stream Flow Comparison (2003-2011)
RMSE (cfs*104)

Correlation (r)
Time scale

Station
Thomps.

Daily

W. Lebn.
Thomps.

Bi-weekly

W. Lebn.
Thomps.

Monthly
Seasonal
Cycle
(Monthly)
Inter-annual
Variability
(Monthly)

W. Lebn.
Thomps.
W. Lebn.
Thomps.
W. Lebn.

VIC

VICET

VICVEG

VICET
+VEG

VIC

VICET

VICVEG

VICET
+VEG

0.729

0.795

0.727

0.811

1.268

1.073

1.297

1.015

0.709

0.763

0.702

0.772

0.6515

0.5527

0.6679

0.5311

0.808

0.8783

0.8123

0.910

13.39

10.91

13.45

9.14

0.796

0.855

0.795

0.876

7.365

6.108

7.320

5.317

0.829

0.922

0.823

0.946

0.5948

0.8079

0.5432

0.8740

0.818

0.900

0.811

0.918

0.3650

0.6704

0.3070

0.7522

0.798

0.969

0.759

0.982

19.30

10.12

22.02

7.22

0.820

0.968

0.782

0.975

10.35

6.00

11.30

4.62

0.862

0.861

0.898

0.895

0.4928

0.4989

0.4262

0.4333

0.809

0.804

0.838

0.835

0.5853

0.5919

0.5377

0.5438

Table 4.3: Comparison of stream flow for the period of simulation shared by all model versions.
Includes correlation and root mean square error for both discharge stations. Bold signifies
significantly improved correlations at p=0.05 in comparison to default model.
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Seasonal Inter-annual Stream Flow (2003-2011)
RMSE (cfs*104)

Correlation (r)
VIC

VICVEG

VICET+VEG

VIC

VICVEG

VICET+VEG

DJF

0.782

0.826

0.802

45.34

34.10

42.29

MAM

0.768

0.828

0.837

37.67

33.25

34.16

JJA

0.955

0.960

0.899

70.01

88.16

15.01

SON

0.979

0.9803

0.977

77.29

92.41

16.68

Table 4.4: Comparison of the seasonal inter-annual variability of stream flow for 2003-2011 for
Thompsonville, CT.
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Fig. 4.1: Seasonal comparison between the dynamic LAI used in VICVEG and the static LAI
used in the default VIC model.

104

Fig. 4.2: A flow chart of the calibration and application of the ET bias-correction process
utilized. Where fet represents the month and grid cell specific relationship between model and
observation, ETobs represents the remote sensing ET and ETmod represents the total model
simulated ET both for the time period with remote sensing data available, and ETi represents
each of the five ET components simulated in each time step by the default model over the
application period of interest.
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Fig. 4.3: Comparison of Landflux remotely sensed ET (Obs), default model ET (VIC), and bias
corrected ET used to force the ET adjusted model (VICET).
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Fig. 4.4: The mean accumulated monthly discharge (left) and the monthly bias from USGS
observation (right) for the Thompsonville, CT station (top) and the West Lebanon station
(bottom) for the period of simulation excluding the availability of the ET data. The accumulated
discharge is measured as the sum of all daily average cfs rates rather than converting to cubic
feet.
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Fig. 4.5: The mean accumulated monthly discharge (left) for both discharge stations for each
model version. The period of analysis is the period of simulation shared by all data sets (20032011).
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Fig. 4.6: The accumulated bi-weekly discharge for 2007-2011 and the standardized anomalies of
inter-annual monthly discharge (2003-2011) for each model version for Thompsonville, CT.
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Fig. 4.7: The 5 day minimum accumulated discharge (left) and center of volume date (right) are
both analyzed at Thompsonville, CT. The past (1980-2011) and future (2046-2065) for both the
default and ET-adjusted model versions are included.
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Fig. 4.8: The number of flood days, mean length of flood events, and # of events are analyzed for
both the past (1980-2011) and future (2046-2065). Displayed for the future is the mean of all
three future data sets for the default and ET adjusted model versions.
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Fig. 4.9: Analysis of drought trends between future (2046-2065) and past (1980-2011) based
upon soil moisture. Top row is the mean duration of droughts (months), second row is change in
short term droughts (#), third row is change in medium term droughts (#), and bottom row is
change in long term droughts (#). The left column is change (future-past) for the default model,
the middle column is for the ET adjusted model, and the right column is the difference between
model versions.
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Fig. 4.10: Seasonal change in ET (top four panels) and soil moisture (bottom four panels)
between past (1980-2011) and future (2046-2065) for both default and ET adjusted model
versions.
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Chapter 5
Understanding Evapotranspiration Trends and their Driving Mechanisms
This Chapter is in preparation for submission

5.1 Introduction
A major concern related to the global climate change is its impact on the regional and global
water cycle. As shown by many climate modeling studies, increasing global temperature and
enhanced greenhouse gas concentration such as CO2 have had major effects on the dynamics of
the hydrologic cycle and the surface energy budget, in particular, on evapotranspiration (e.g.,
Teuling et al. 2009). Evapotranspiration (ET) is the combination of evaporation from the land
surface and bodies of water, sublimation from snow or ice, and transpiration from vegetation. ET
is a critical process to the climate system greatly affecting both precipitation and runoff as it is at
the core of the water, energy, and carbon cycles (Jung et al. 2010) as well as a key driver of
droughts.
Most past studies support the notion that the hydrological cycle will intensify in response to
warming (Trenberth 1998; Huntington 2006; Allen and Ingram 2002; Miralles et al. 2013). As
atmospheric temperatures rise, so does the atmosphere’s capacity to hold water vapor; therefore,
the atmospheric demand for water vapor is expected to rise with warming. For this reason,
climate models often predict an increase in global evaporation along with the subsequent
intensification of precipitation (Miralles et al. 2013). However, despite the general consensus
that warming tends to intensify the hydrological cycle and increase evaporative demand, there is
much uncertainty as to the magnitude and spatial distribution of the response (Douville et al.
2012). Moreover, the variation and change of actual ET is subject to the influence of other
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processes and therefore involves more complexities (e.g., Jung et al., 2010). Since moisture and
energy availability also dictates terrestrial ET in addition to atmospheric demand, and the
intensity of the terrestrial hydrological cycle can influence moisture availability, ET variation
and changes are results of complex interactions between soil moisture, vegetation, ET, and
precipitation (Miralles et a. 20113). The global ET trend has been the focus of several recent
studies (e.g., Wang et al. 2010a, Jung et al. 2010). In performing the trend analysis, Wang et al.
(2010a) used the ET data estimated with a modified Penman-Monteith approach (Wang et al.,
2010b) at 1120 stations worldwide, and Jung et al. (2010) used a global ET dataset that was
empirically derived from in situ FLUXNET data combined with satellite remote sensing and
surface meteorological data. Both studies found a global increase in annual mean ET around
7mm per year per decade from 1982 to the late 1990s. These results correspond with what is
expected from an intensification of the hydrological cycle. However, the increasing ET trend did
not continue after 1998 and from 1998-2008 this global trend was replaced with a decreasing
trend of similar magnitude (Wang et al. 2010, Jung et al. 2010). More recently, Mueller et al.
(2013) using a merged data set derived from satellite and in situ observations, and Miralles et al.
(2013) using satellite data, confirmed the overall positive mutli-decadal trend from the 1980’s to
the late 1990’s and the declining trend starting around 2000. Miralles et al (2013) also found a
recovery of an increasing ET trend since 2007. In addition, it has been shown with the use of
hydrological models that changes to ET from 1951-2000 have been in large part due to
anthropogenic causes (Douville et al. 2012). This poses an important question from a scientific
standpoint, specifically, what is the driving mechanism behind this change in trend?
The primary climatic factors influencing ET are precipitation, radiation flux, air
temperature, humidity, and wind speed. Climate conditions play an integral role in determining
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the relationship between these parameters and ET making these relationships region and/or
season dependent (Wang et al. 2010). Whereas air temperature may be more dominant in a cold
climate, moisture supply may be more dominant in an arid region. Jung et al. (2010) suggested
that the cessation of the increasing global trend was due to the fact that ET had previously
increased to such an extent that it affected the surface moisture supply by limiting the available
water and thereby limiting ET. This suggestion was backed by a strong correlation in the spatial
variation of ET and soil moisture supply, especially in the southern hemisphere where most of
the decrease of ET trend was found.
Precipitation is an important driving factor and input to simulated ET data sets. It is
particularly influential to ET in water limited regimes. Terrestrial precipitation amount has been
shown by observations to have increased by about 2.4 mm per decade from 1900 to 1988 which
ceases around the same time as the increasing global ET trend (Dai et al., 1997). It has been
determined that the trends in precipitation agree with the signs of the ET trends, with the
exceptions of the polar climates, but that the period after 1997 exhibits a much stronger
decreasing ET trend than global precipitation (Mueller et al. 2013). This likely indicates that ET
is not constrained by precipitation alone but also by other factors.
The intensification or acceleration of the hydrological cycle does not just refer to
evapotranspiration. Instead, it is most often associated with changing precipitation
characteristics, particularly the increased frequency and magnitude of heavy and very heavy
precipitation events (Groisman et al. 2004; Allan and Soden 2008; Tebaldi et al. 2006; Frich et
al. 2002). These changes towards more precipitation extremes could very well lead to a decrease
in the fraction of precipitation that infiltrates and is subsequently evaporated. In fact, Walter et
al. (2004) linked increasing evapotranspiration to the acceleration of the hydrological cycle and
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showed an imbalance in the increasing trends of precipitation and river discharge with discharge
showing a stronger signal. Another study conducted on Korean basins found the total annual ET
decreased in years with abnormally extreme precipitation (Song et al. 2014).
Other than precipitation and temperature, wind and radiation are also important ET forcings.
Wind affects aerodynamic conductance, a critical factor in ET parameterization as well as
influencing convection. There have been recent reports of negative trends in wind speed
(Vautard et al. 2011; McVicar et al. 2012) which correspond with the change towards a
decreasing global ET trend; however, spatially these changing ET and wind trends have not yet
been shown to correlate. Incident shortwave radiation has been shown to primarily control
variations of ET in humid regions while dry regions demonstrate an opposite negative
dependence of ET on shortwave radiation. This is connected to changes in cloudiness and
aerosols. A studying using the Community Land Model version 4 from 1982 onward also
revealed a high correlation between net radiation and ET for global land and specifically in
Africa, and North America (Shi et al. 2013). It is also important to note that land cover type,
especially in areas with high transpiration is another important factor towards the
parameterization of ET (Mueller et al. 2013). However, limited availability of reliable land use
data hampers more detailed analysis on the impact of land cover changes on ET variations.
Lastly, large scale atmospheric circulation patterns could play an important role in these
changing ET trends as the El Niño/Southern Oscillation (ENSO) can dominate the multi-decadal
variability of evapotranspiration. Miralles et al. (2013) claims that the changing ET trends are
recurrent oscillations that most likely reflect the transitions of El Niño conditions rather than
being a consequence of a reorganization of the terrestrial water cycle. Still, ENSO’s effect on ET
is weaker in the northern latitudes of 30N to 90N and North America did not display
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characteristics of being affected by ENSO mechanisms as much as Australia, Southern Africa,
and eastern South America (Miralles et al. 2013).
Although there is still much uncertainty as to the spatial distribution of the global response
to warming and possible hydrological cycle intensification, all analyses have shown that ET has
significant decadal variations. This study makes use of a land surface model to investigate the
variation and changes of the ET trend over the continental U.S. and to examine the potential
causes of the ET trend changes. In the following, section 5.2 provides a description of the land
surface model and data sets utilized as well as the methods of analysis. Section 5.3 evaluates the
model performance against existing data. Section 5.4 reports the results from numerical
experiments that are designed to isolate the effects of the most influential factors on ET.
Discussion and conclusions are presented in Section 5.5.

5.2 Data and Methodology
The model used is the Community Land Model version 4.5 (CLM 4.5) (Oleson et al. 2013),
and the NASA Land Data Assimilation System phase-2 (NLDAS-2) (Xia et al. 2012a; Xia et al.
2012b) forcing data is used to drive the model for the period 1980-2014. The domain of the
simulations covers the Continental US (CONUS) and part of northern Mexico at a spatial
resolution of 0.25°. Simulations included spin-up years in order for soil moisture to reach a state
of relative equilibrium.
Within CLM, heterogeneity in the land surface is represented as a nested subgrid hierarchy
where each grid cell can contain multiple land units types each of which can contain a different
number of snow and soil columns, and each column can contain multiple plant functional types
(PFTs) chosen from fifteen different categories (Oleson et al. 2013). The soil texture data is
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taken from Bonan et al. 2002 which was created using the International Geopshere-Biosphere
Programme (IGBP) soil data (Global Soil Data Task 2000). Both the percentage of PFTs within
each grid cell and the prescribed leaf area index are derived from Moderate Resolution Imaging
Spectroradiometer (MODIS) satellite data (Lawrence and Chase 2007). Slope and elevation are
obtained from the USGS HYDRO1K 1-km dataset (Verdin and Greenlee 1996). Compared with
other hydrological models such as Noah, Noah-MP, and VIC, CLM when driven with NLDAS-2
atmospheric forcing data has been shown to have the best performance in simulating ET
compared with both FLUXNET and MODIS ET data (Cai et al. 2014).
In this study two sources of data are used to assess the CLM performance in simulating the
recent decline of the terrestrial ET trend. There are currently output from four land-surface
models available from the NLDAS phase-2 project (Xia et al 2012a): the Mosaic model (Koster
and Suarez 1992), Noah version 2.8 (Xia et al 2012c), the Sacramento Soil Moisture Accounting
Model (SAC) (Koren et al. 2000), and the Variable Infiltration Capacity Hydrological Model
(VIC) version 4.0.3 (Liang et al. 1994). These data serves as the basis for a model intercomparison and reveals whether CLM is capable of reproducing similar trends as these other
popular hydrological models driven with the same forcing data. The second source of data for
comparison is taken from Jung et al. 2010, which was derived from meteorological and remote
sensing observations and FLUXNET. This comparison will affirm whether or not the modeled
ET is capable of reproducing the spatial pattern and inter-annual changes found in previously
mentioned studies.
In addition to the control simulation driven with the original NLDAS-2 forcing data, a
number of experiments are performed to isolate the impact of some of the most potentially
influential factors on the changing ET trends. These experiments involve altering a particular
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variable within the forcing data such that its trend is removed. Details of these experiments can
be found in Table 5.1. The removal of trends is conducted based on 5-year accumulations such
that the accumulated amount over 1980-1984 and the accumulated amount over each of the
subsequent 5 year periods is consistent. This was done by scaling the data for each time step with
ratios found from 5-year accumulations. For experiments P2 and P3, the cumulative distribution
function (CDF) of daily precipitation values for 1980-1989 and 1990-2014 are calculated, and
then the distribution of precipitation values were adjusted such that the distribution of later years
was fitted to the distribution of 1980-1989. This was done using a quantile mapping approach:
for precipitation amount in any time step, finding its CDF value in 1990-2014, and then finding
the precipitation amount that corresponds with the same CDF value in 1980-1989. Lastly, P-3
was further altered such that the annual amount of precipitation in any given year is equal to that
of the original NLDAS-2 data, employing a similar ratio technique as before. All calculations
and adjustments are made at the grid cell level.

5.3 Model Evaluation
The first step of the model evaluation is to determine whether the model can reproduce the
ET trend and its changes that motivated this study. Figure 5.1 shows the ET trend change
comparison between CLM, the Jung et al. data, and the four other LSMs used in NLDAS-2. The
first period indicated, 1982-1997, is the time period in which Jung et al. 2010 and Wang et al.
2010 found an increase in global land ET of about 7mm per year per decade and 1998-2008 was
the time period in which this trend was found to reverse with similar magnitude. Similar
temporal periods were examined by Mueller et al. 2013 and Miralles et al. 2013 which confirmed
these trends. Although inconsistencies exist particularly with the Noah Model and in the eastern
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U.S., the spatial patterns of change are quite similar throughout the models. The strongest signals
of change including strong patterns of negative change within the Missouri River Basin and
California and a strong positive changing trend in northern Mexico are present in each
simulation, and it is in these regions of strong change in which many of our analyses are
conducted as will be shown later. The Jung et al. data also portrays the same signals of change in
these particular regions. Although the Jung et al. data shows slightly weaker signals of change, it
is in part due to the data containing lower magnitudes of ET compared to the models. The
majority of inconsistencies between the modeled and Jung et al. ET data exist in the eastern half
of the U.S. Overall, CLM reproduces similar spatial patterns and magnitudes of changing trend
as the Jung et al. data and other hydrological models, particularly in the regions which are
investigated in this study.
The spatial and temporal variability of the model ET from CLM4.5 is compared in more
detail with the Jung et al. 2010 data. The spatial distribution and seasonal variation of ET from
the model and from the Jung et al. data as well as the temporal correlation between the two are
exhibited in Figure 5.2 for the time period of 1982-2008. Although CLM portrays some minor
overestimates in some seasons compared with the Jung et al. data, the model performs well in
capturing the overall spatial pattern of ET including that over the complex terrain of the Rocky
Mountains. The lower inter-annual correlations are primarily in the eastern U.S. which
corresponds with the differing signals for this region in Figure 5.1, while the regions in the
western U.S., which many of our analyses focus on, have much stronger correlations. The
modeled ET data correlates sufficiently well with the Jung et al. data such that it is capable of
reproducing similar changing trends as exiting data and shows very similar patterns of change as
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other LSMs, and can be used to examine the mechanics of the evapotranspiration process as well
as its variations and interactions.

5.4 Results
5.4.1 ET Trend and its Changes
Since terrestrial evapotranspiration is a process at the core of the water, energy, and carbon
cycles, its effects and influences are far reaching and complex, making its interactions difficult to
study. For this reason, experimental simulations were conducted in order to isolate the effect of
one potentially influential variable at a time (Table 5.1). The particular climatic factors focused
on are precipitation amount, the intensity or probability distribution of precipitation, wind speed,
and near-surface air temperature. In addition to studying the effects of these variables on ET
trend changes across the entire study domain, three specific regions were chosen to conduct more
detailed analysis. These regions were chosen for the strong signal of ET trend changes (Figure
5.3) in order to gain a better understanding as to what may have caused these more drastic
changes. Region 1 and region 2, located within the Missouri River Basin and California
respectively, experienced strong decline of the ET trend, similar to the global ET trend found by
Jung et al. (2010); on the contrary, region 3, located in Northern Mexico, experienced a strong
increase of the ET trend. Regions with both signs of change were chosen to provide further
insight as the causes for a trend change of one sign may differ considerably from that of another
sign.
As precipitation is the main driver of all hydrological processes, in addition to precipitation
amount, a topic of particular interest is the extent to which the distribution or intensity of
precipitation has on these trends. If precipitation has grown more intense due to warming, runoff
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ratios might increase leading to lower soil moisture, which reduces ET through moisture
limitation thus resulting in a change of ET trend. The three experiments P1, P2, and P3 are
designed to illustrate the impact of precipitation characteristics changes on the ET. Figure 5.4
shows the annual amount of precipitation in each experimental simulation involving changes to
precipitation. As can be seen, P1 removes the trend in precipitation amount such that each five
year interval has the same total precipitation. This alteration still captures the inter-annual
variability while removing long term trend in precipitation amount. P2 features an alteration of
the absolute distribution, with the precipitation distribution of 1990-2014 matching the
distribution of 1980-1989, which affectively changes the amount of precipitation. In order to
study the influence of distribution changes without changes in precipitation amount, P3 features
a constant relative distribution of precipitation while the precipitation amount is kept the same as
in the control simulation.
ET trends from each experiment were compared to those from the control simulation. This
comparison was made for the 1982-1997 and 1998-2008 ET trends as well as the change in trend
across the study domain. The removal of the wind and air temperature trends from the forcing
data caused no noticeable differences in the ET trends during both time periods. In addition,
keeping the relative distribution of precipitation unchanged as in P3 resulted in little observed
difference between P3 and the control simulation. P1 and P2 experiments produced the most
significant differences from the Control. Figure 5.5 presents a detailed comparison of the
changes to ET trends across the entire study domain for the control as well as experiments P1,
P2, and P3. In region 3, a considerable amount of the change is dictated by a decreasing trend in
the first period of 1982-1997, but the change in regions 1 and 2 are mostly dependent on changes
in the later period. The P1 experiment eliminates the decreasing trend in region 3 as well as
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nearly the entire study domain for the earlier period, and the P2 experiment removes much of the
strong increasing trend in region 3 for the later period. P1 has the greatest success at removing
the trends signals, not only extinguishing the earlier period’s trends, but also removing the
majority of the trends in regions 1 and 2 for the later period; however in terms of the magnitude
of difference compared with the control, P2 has a comparable impact on the trends as can be seen
in the lower panels of Figure 5.5.
Although the extensive influence of precipitation amount on these trends is not surprising,
the lack of influence from removing wind and air temperature trends is unforeseen. It should also
be noted that the majority of ET changes in any experiment happen near the turn of the millennia
as the 1998-2008 ET trend is dominant towards the changing trends with the exception of region
3. Figure 5.6 shows the correlation between precipitation and ET across CONUS throughout
various seasons. All three regions of focused analysis chosen for this study are highly dependent
on precipitation, as ET is water limited in these regions. A clear division can be seen between the
Western and Eastern U.S. which illustrates the fact that the influences and constraining factors
toward ET may fundamentally differ between these two halves.

5.4.2 Correlation between ET and Other Forcings
The correlations between ET and a large variety of forcing factors were examined for the
1980-2014 period, and the correlation coefficients are listed in Table 5.2. As precipitation has a
great affect over ET change, and precipitation amount portrays such high correlations, a variety
of different precipitation indicators were chosen for analysis. Three indicators were adopted from
Frich et al. (2002): number of days with greater than or equal to 10mm (R10), maximum number
of consecutive dry days of less than 1mm (CDD), and the simple daily intensity index, defined
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by the annual total amount divided by the number of days with greater than or equal to 1mm
(SDII). In addition, the accumulated amount of precipitation that falls on days in the top 1
percentile of daily precipitation as well as the fractional amount of the total are examined as
well. The top 1% threshold value of precipitation is based on daily means from 1980-1989 using
the original NLDAS-2 data and is defined for any day with rainfall.
It can be seen that for all three regions, the most influential precipitation factors are amount
and R10 days. The intensity of precipitation does not correlate with ET as strongly as the amount
or frequency. The amount of precipitation over the 1% percentile threshold has positive
correlations in each region, although not as influential in region 3, which may indicate that
having more precipitation occurring, no matter the intensity, contributes more to the amount of
ET. Figure 5.7 shows the temporal plots of variation for precipitation, soil moisture, and
shortwave radiation plotted along with ET for each region. As concluded by Jung et al. 2010, the
soil moisture and therefore water availability plays a very important role as well. This is
especially the case in region 2 (California). Air temperature correlations are negative most likely
due to the effects of evaporative cooling and so are correlations for shortwave radiation,
indicating that these are regions where ET is limited by moisture rather than energy. Shortwave
radiation indicates strong negative correlations, likely a reflection of cloud impact related to
precipitation events. Longwave radiation has a positive correlation with ET, which may result
from the ET-induced increase of atmospheric moisture and/or even cloudiness acting as a
greenhouse gas. From Figure 5.7, it is also clear that although the 1982-1997 ET trend displayed
in Figure 5.5 is not a strong increasing trend in Region 1 or 2, this is in part due to higher ET
values in the early years of this trend analysis.
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It is apparent from Figure 5.5 and Table 5.2 that changes in precipitation amount are more
influential to the ET trends than precipitation intensity changes. A further examination was
conducted to identify how the P2 and P3 experiments affected the surface hydrology. Figure 5.8
shows a comparison of the runoff ratios between these experiments and the control. Relative to
the Control, both P2 and P3 produce lower runoff ratios in each of the three regions especially in
region 2 and 3. On average, the absolute distribution changes have a greater impact on the runoff
ratios. During the alteration of the forcing data, many of the most extreme precipitation days
were cut back on and altered to more moderate events, due to the cumulative distribution of
1980-1989 possessing fewer extreme values. The modifications result in a partitioning of
precipitation with a lower percentage of runoff and therefore a greater percentage of infiltration
and moisture storage.
Despite the changing characteristics of precipitation affecting the surface hydrology, these
effects do not impact the changes in annual amounts of ET nearly as significantly as precipitation
amount does. However, there is evidence that the characteristics of precipitation are still playing
a crucial role towards variations of ET. Table 5.3 contains the correlations between ET and the
number of days with rainfall exceeding a certain threshold. An interesting pattern emerges
throughout all regions where days with greater than or equal to 4 or 5 mm of rain show the
strongest correlations and as the “R days” diverge from this medium, the relations grow weaker
steadily in both directions.

5.5 Conclusions and Discussion
This study quantifies the recent ET trend and its changes over the NLDAS-2 domain based
on simulations using CLM4.5. The CLM4.5 ET, which compares well with both the Jung et al.
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ET data and the NLDAS-2 models output, reveal both regions with strong positive changes of
ET trend and regions with strong negative changes. These regions of strong signal are primarily
located in a dry regime where ET is limited by water rather than energy. Results from numerical
experiments and statistical analysis on various factors influencing ET variability and changes
indicate that trends in wind and air temperature are not the root cause for the ET trend change in
our study domain, and identified changes of precipitation characteristics to be the main cause.
Precipitation characteristics changes dominate the ET trend change signal primarily through the
amount of water reaching the ground surface and to a lesser extent through the intensity and
frequency of precipitation influencing the partitioning of water between infiltration and runoff.
As shown in Figure 5.5, the absolute distribution alteration involved with the P2 experiment
does produce different ET trends across most of CONUS. These changes are due primarily to
changes in precipitation amount resulting from the distribution alteration more than due to the
distribution changes themselves. Relative distribution changes without precipitation amount
changes as shown by the difference between experiment P3 and Control contributes to a much
smaller portion of the ET trend changes.
It was suggested in Jung et al. 2010 that the primary cause of the global change of trend of
terrestrial ET was that ET had intensified to such an extent during the period of the positive
trend, that soil moisture was depleted, thereby restraining ET and reversing this trend. Although
this logic is somewhat cyclical, the fact that soil moisture plays a critical role in ET trends cannot
be ignored. Within the drier regions of the Western U.S. as well as Mexico which are examined
in this study, ET is restricted by the amount of available water much more so than by energy. It
is therefore not surprising that soil moisture correlations with ET are the strongest among all
non-precipitation based factors.
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Consistent with the intensification of the hydrological cycle, in the past several decades,
extreme precipitation has increased across the U.S. (Groisman et al., 2004). The observed
increase of precipitation extremes has significant implications on the surface water budget and
ET trend. Mechanistically, if the distribution of precipitation changes results in a greater
percentage of heavy rain rather than light or moderate, then runoff ratios would increase as
infiltration rates may not keep up with the rainfall rate, thus reducing soil moisture and slowing
down ET where it is water limited. This characteristic change could potentially lead to a reversal
of an increasing ET trend. Note that the variation of very heavy precipitation (defined by the
amount above the top 1 percentile of daily values) has a positive correlation with ET throughout
all regions, and the same is true for simple daily intensity and other indicators of precipitation
characteristic change. These positive correlations do not contradict the findings from the P3
experiment. Instead, they indicate that the variables used for the analysis are still dominated by
precipitation amount. The analysis on the number of days with a certain threshold of
precipitation (Table 5.3) does reveal that frequency of precipitation is a very important factor to
consider and that having a large number of days with steady and fairly moderate rainfall is
favorable towards ET.
Total precipitation amount is the principle influence over the ET trends and their variation
during 1980-2014 across the NLDAS-2 domain. The variations of ET trends correspond directly
with precipitation amount displaying stronger correlations than any other factor for any
simulation in each region of strong ET trend changes. As precipitation drives hydrological
processes and provides the input of water for the surface, this may seem predictable, but the
extent to which precipitation amount dominates the ET trends in the absence of impact from
other factors is an important conclusion. In addition, the manner in which both precipitation and
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ET vary within our regions appears to be on a decadal scale as can be seen in Figure 5.4. In
region 1 and 2 the late 1990’s define a period of peak precipitation and ET, the period at the turn
of the trend changes. This pattern of change may point to large scale atmospheric circulation
patterns such as ENSO controlling the precipitation and thus ET regimes. Miralles et al. (2013)
suggested the possibility that the changing ET trends may not be a result of a fundamental
change in the mechanics of the water cycle, but rather are due to recurrent oscillations caused by
transitions of El Niño conditions.
This study has investigated how evapotranspiration across CONUS and northern Mexico
has changed in accordance with the recently discovered global change in trend of terrestrial ET
and what are the driving mechanisms behind the changes in ET trend in the recent past. The
finding that the ET variation is dominated by precipitation amount may be region dependent, and
may or may not hold in the future. Due to the lack of high quality gridded meteorological forcing
data elsewhere, this study focuses on the NLDAS-2 domain. Elsewhere, especially in the
southern hemisphere where the strongest ET trend change was found (Jung et al., 2010), the
relative importance of various driving factors may be different. In addition, as the warminginduced hydrological changes continue in the future, it is possible that the impact of the
precipitation extremes may become more dominant than in the past, with ramifications for how
ET might change in the future. These will be tackled in our follow-up study.
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Summary of Experiments and Acronyms
Acronym

Experiment

C

CLM 4.5 model forced by the original NLDAS-2 data (control)

P1

Precipitation Amount trend removed

P2

1990-2014 precipitation distribution matching the 1980-1989 distribution

P3

1990-2014 precipitation distribution matching the 1980-1989 distribution- further
adjusted such that the annual amount is equal to the original simulation ‘C’

W

Wind trend removed

A

Air Temperature trend removed

Table 5.1: Summary of experimental simulations and the acronyms used to describe each.
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Correlations Coefficients of Annual Means with ET (1980-2014)
Variable

Region 1
P2
P3

C

P1

Precipitation

0.9524

0.9350

0.9508

Amount of
Precipitation above
1% threshold

0.7840

0.6583

Fractional Amount
above 1%
threshold

0.5401

R10 Days

Region 2
P2
P3
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W

A

C

P1

0.9507

0.9510

0.9525

0.9245

0.8480

0.9080

0.7740

0.7796

0.7821

0.7836

0.7175

0.4990

0.3902

0.6644

0.5700

0.5381

0.5390

0.3990

0.9007

0.8566

0.9026

0.9128

0.8992

0.9012

Simple Daily
Intensity Index

0.6255

0.5103

0.7389

0.6939

0.6233

Consecutive Dry
Days

-0.4401

-0.4618

-0.5491

0.4809

Soil Moisture

0.8376

0.7572

0.8765

Net Radiation

0.7959

0.6444

Shortwave
Radiation

-0.5116

Longwave
Radiation

Region 3
P2
P3

W

A

C

P1

W

A

0.9264

0.9242

0.9257

0.9567

0.9225

0.9615

0.9623

0.9565

0.9561

0.6844

0.7874

0.7177

0.7187

0.4777

0.5362

0.7247

0.6870

0.4770

0.4743

0.2104*

0.4816

0.4574

0.3999

0.3993

0.2216*

0.3152

0.5547

0.5398

0.2210*

0.2179*

0.8732

0.7712

0.8532

0.8901

0.8726

0.8741

0.7663

0.7884

0.7873

0.7903

0.7658

0.7642

0.6249

0.4147

0.1861*

0.5082

0.4628

0.4144

0.4145

0.3569

0.3395

0.5620

0.6135

0.3563

0.3535

-0.4389

-0.4382

-0.5215

-0.4250

0.3732

0.4820

0.5214

0.5190

-0.6810

-0.6321

0.7026

0.6454

-0.6812

-0.6819

0.8279

0.8517

0.8463

0.9134

0.8445

0.9188

0.9030

0.9120

0.9176

0.8970

0.8415

0.9390

0.8732

0.8966

0.9087

0.8393

0.7648

0.8036

0.6651

0.8319

0.6898

0.8633

0.8315

0.8346

0.5886

0.8767

0.8105

0.9153

0.8777

0.8757

0.5537

-0.4719

-0.2776

0.5112

-0.5098

-0.5111

-0.8755

-0.6736

0.8975

0.8661

0.8748

0.8766

-0.6549

-0.3058

0.8547

0.6536

-0.6551

-0.6556

0.0729*

0.1268*

0.1578*

0.0805

0.0722*

0.0720*

0.5758

0.4202

0.5830

0.5658

0.5757

0.5763

0.4406

0.1360*

0.6316

0.4418

0.4408

0.4411

10-m Wind

-0.4241

-0.3229

-0.6467

0.4223

-0.3642

-0.4322

0.2456*

-0.4165

0.2091

0.2648

0.4151

0.2798

-0.6108

-0.3675

0.6178

0.6164

-0.4429

-0.6261

Air Temperature

-0.4796

-0.4406

-0.4980

0.4830

-0.4781

-0.3312

-0.6141

-0.4908

0.6424

0.6093

0.6140

0.4261

-0.6807

-0.4693

0.8371

0.6780

-0.6805

-0.4438

Table 5.2: Annual correlations between ET and various climatic factors in each of the three regions. Experiment acronyms can be
found in Table 5.1 and region numbers in Fig. 5.3. A “*” indicates that the correlation is not significant at the p=0.05 level.

Correlations Coefficients with ET (1980-2014 Inter-annual)
Variable

Region 1

Region 2

Region 3

R1 Days

0.8201

0.8973

0.8583

R2 Days

0.8878

0.8981

0.9263

R3 Days

0.9229

0.8990

0.9516

R4 Days

0.9420

0.8932

0.9576

R5 Days

0.9455

0.8859

0.9488

R10 Days

0.9007

0.8732

0.7663

R15 Days

0.8546

0.8726

0.5569

R20 Days

0.8007

0.8371

0.4457

R25 Days

0.7333

0.7968

0.4289

Table 5.3: Correlations between ET and number of days with a certain amount of precipitation.
R“x” represents the number of days in a year with greater than or equal to “x” mm of
precipitation.
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Fig. 5.1: Changes in evapotranspiration trend (mm/yr/yr) for the CLM 4.5 model used in this
study, the data used in Jung et al. 2010, as well as each of the four land surface model outputs
provided by NLDAS-2 over the study domain. The change in trend is defined by subtracting the
ET trend calculated for 1982 -1997 from that of 1998-2008.
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Fig. 5.2: An ET comparison of modeled data and Jung et al. (2010) data over the study domain.
Included are the spatial patterns averaged over all seasons as well as for each individual season.
The last row displays inter-annual ET correlations between modeled and Jung et al. data on the
monthly scale (left) and annual scale (right) for 1982-2011. All values are significant (p = 0.1) on
the monthly scale but insignificant values on the annual scale are left white.
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Fig. 5.3: The three regions chosen for a more in depth analysis based on the strength of the
change in trend.
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Fig. 5.4: The annual amount of precipitation and ET in each of the three regions for different
experimental simulations including the original NLDAS (black), P1 (blue), P2 (red), and P3
(green).
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Fig. 5.5: Trend comparison of the control NLDAS simulation along with P1, P2, and P3. The top
section contains the 1982-1997 trend, the 1998-2008 trend, and the change in trend (mm/yr/yr)
for each experiment. The bottom section shows the difference between various simulation
combinations.
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Fig. 5.6: Annual correlation between CLM 4.5 modeled evapotranspiration and NLDAS-2
precipitation. Contains correlations for the total annual mean as well as for each specific season.
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Fig. 5.7: Inter-annual changes in ET and Precipitation (left), Soil Moisture (middle), and
Shortwave Radiation (right) for the three regions from 1980-2014. In all cases, ET is in blue and
the other variable in green.
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Fig. 5.8: The runoff ratios (runoff / precipitation) for each region. The P2 (red), and P3 (blue)
simulations are analyzed due to their changes in the distribution of precipitation
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Chapter 6
Summary and Conclusions
This chapter summarizes the main results and conclusions of this thesis, and suggests future
research.

6.1 Summary and Conclusions of the Results
6.1.1 Modeling and Analysis of the Past
The historic analysis examines the impact of climate changes during 1950-2011 on
hydrological processes in the Northeast using the Connecticut River Basin as a case study. It is
concluded that the CRB experienced an increasingly wet regime with significant increases in
precipitation extremes. Results show an increase in both the number of days with greater than
10mm precipitation and the simple daily intensity index. In addition, from 1950 to 2011, extreme
precipitation amount (which is the total amount of precipitation from the upper 1% of daily
precipitation) increased substantially, by 240% relative to the 1950 level. The weight of extreme
precipitation as a fraction of total precipitation also increased, from about 10.6% in the 1950s to
30.4% in the 2000s. Despite the increase of precipitation extremes, the consecutive dry days
experienced a slight decrease. Mean trend analysis shows indications of increasing precipitation
amount, increasing discharge, increasing runoff ratios, increasing soil moisture, and a negligible
evapotranspiration trend. There is no sign of an earlier snow melt season or timing of peak
discharge. VIC simulations indicate that the basin is more subject to meteorological flood
conditions than to drought conditions. In addition, comparison between VIC’s two modes of
operation shows that the full mode does a better job of simulating cold season fluxes and
discharge due to its more robust treatment of energy budget allowing for a better simulation of

141

snow pack and melting. However, VIC in the water-only mode is considered sufficient for
analyzing past variability, changes, and trends as both modes perform well in reproducing the
observed inter-annual variation of the hydrological variables, and closely match each other.

6.1.2 Projections of the Future
The future analysis focuses on whether or not the recent warming-induced hydrologic
changes in the U.S. Northeast will continue in the future (2046-2065) and how future changes of
precipitation characteristics may influence other hydrological processes in the Connecticut River
Basin. Future precipitation extremes show a decreased amount compared to the early 21st
Century, but increased when compared to our entire historic period or the late 20th Century, as
well as a consistently increasing mean intensity throughout the past and future. Projections
indicate wetter winters including significantly greater precipitation, runoff, and soil moisture, as
well as decreases to spring runoff. A critical change in future climate as compared to past climate
is the replacement of the negligible ET trend with significant increases throughout all seasons
indicating a 14% relative increase averaged throughout the seasons. Compared to the historic
analysis, simulations suggest future decreases in snow pack and a shift of peak timing to an
earlier date for SWE and discharge. Despite the decreases in the amount of snow melting in
spring, there are indications of a faster spring melting which is linked to large flood events.
Analyses of extreme hydrologic events reveal a change to the characteristics of flooding,
including an increasing duration but decreasing frequency of events, which suggests that events
will be rarer but potentially more economically and ecologically damaging. In addition, there is
evidence supporting a reduction of drought risk, but the increased ET and drier summer soil
moisture indicate that greater drought risk may manifest in a more distant future.
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6.1.3 Integrating Remotes Sensing with Hydrological Modeling
In this part of the thesis, inter-annual LAI data derived from satellite remote sensing is
incorporated into VIC (VICVEG), and ET data based on remote sensing was combined with ET
from a default VIC simulation to develop a simple bias correction algorithm, and the simulation
was then repeated with the bias-corrected ET replacing the simulated ET in the model (VICET).
VICVEG better captures the inter-annual variability of discharge, particularly in the winter and
spring and shows slight improvements to soil-moisture estimates. However, more notable are the
VICET model version improvements to stream flow which occur on daily, biweekly, monthly
and seasonal time scales. VICET produces this improved accuracy during time periods without
ET observational data available indicating that the bias correction can be applied to other time
periods. The methodology of incorporating ET data into VIC as a bias-correction tool also
influences the model future hydrological trends. Compared to the default VIC, VICET portrays a
future characterized by greater drought risk and a stronger decreasing trend of minimum river
flows; little difference is found in flooding characteristics or maximum discharge. It is concluded
that integration of remotely sensed data is capable of creating statistically measureable model
improvements particularly towards the estimations of river flow. Therefore, the incorporation of
remote sensing information into hydrologic models can improve model accuracy and insight into
current and future hydrologic processes, as well as help characterize the model-related
uncertainties in hydrological predictions.

6.1.4 Understanding Evapotranspiration Trends and their Driving Mechanisms
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The final study uses CLM4.5 to quantify the recent (1980-2014) ET trend and its changes
over the NLDAS-2 domain. Simulated ET, which compares well with NLDAS-2 output and ET
data used in a similar prominent study conducted on the global scale, reveals that the regions
with the strongest signals of positive and negative changes are dry and limited by water rather
than energy. Of the various factors which influence ET, numerical experiments indicate that
trends in wind and air temperature are not the direct driving mechanisms of change in these
regions, but rather that changes of precipitation characteristics are the main cause. Total
precipitation amount is the principle influence over the ET trends and their variations with
intensity and frequency characteristics influencing the signal of change to a lesser extent by
affecting the partitioning of water between infiltration and runoff. The manner in which
precipitation and ET vary within our regions appears to be on a decadal scale which may point to
large scale atmospheric circulation patterns such as ENSO controlling the precipitation and thus
ET regimes rather than a fundamental change in the mechanics of the water cycle.

6.2 Future Research
In this thesis, the historic analysis documents the impacts of climate change and, in
particular, increasing intensity of precipitation on hydrological processes. Although future
projections indicate that the strong increase of extreme precipitation amount at the beginning of
the 21st century is likely a reflection of a positive phase of natural decadal fluctuations
superimposed to milder increases related to continuous climate changes, future projections are
for mid-21st Century. It is still relatively uncertain to what extent these very heavy precipitation
events will increase or fluctuate in the more near future which, as results have shown, is a
dominate factor of change to the hydrology of the region. It is therefore recommended that the
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relationship between temperature and various degrees of precipitation intensity be further studied
on a regional basis. Comparing the amount of precipitation for various degrees of intensity to the
temperatures at which they occur in the past, present, and future may provide insight as to the
extent to which changes in extreme precipitation can be expected during continued warming.
The flood analysis conducted in the future projection study indicated a clear increase in the
duration of flood events, and the majority of these events occur in years with anomalously high
snow pack. Further analysis conducted in years to come should help to verify or disprove these
projected characteristics and the link between them as major flood events account for a large
proportion of climate-related damages in this region. In addition, a negligible trend in ET was
found for the historic time period, but this is unlikely to remain the case in a warming world
characterized by increasing intensification and atmospheric demand; also, contrary to prior work,
there were no detectable changes in the seasonality of snow melt or peak discharge. Future
projections suggest that these factors will change, but determining when and how these changes
begin to manifest remains for future research.
Although the methodology developed in chapter 4 to incorporate remote sensing data into
physically based hydrological models focuses solely on the Connecticut River Basin and the VIC
model, it is applicable to other regions as well as other hydrological or land surface models. The
concepts involved in the methodology are simple, easily adaptable, and resulted in clear
statistically measureable improvements. Depending on the deficiencies any particular model may
have in a particular region, the incorporation of remote sensing data could provide a variety of
different kinds of improvements. Integration of remote sensing data into models is a promising
area of study and should be subject to further examination and experimentation especially as
more accurate and comprehensive data sets become available. Similar techniques could help to
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better improve our understanding of climatic or hydrologic change and perhaps even improve
upon our future predictions.
Lastly, the investigation of ET trends focuses on the NLDAS-2 domain due to the lack of
high quality gridded meteorological forcing data elsewhere, but other regions, particularly in the
southern hemisphere where the strongest changing terrestrial ET trend has been found, will likely
reveal different relative importance of the various driving mechanisms. Also, under continued
warming and intensification, it is possible that the impact of the precipitation intensity rather
than simply precipitation amount may become a more dominant influence in the future.
Therefore, future studies should be conducted as to how ET might change in the future in this
NLDAS-2 domain as well as other regions of the world with different hydrological
characteristics.
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