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Dans cet article, nous prouvons, sous des hypothe`ses de non ramification, une
conjecture de Kottwitz et Rapoport sur l’existence de cristaux avec structures
supple´mentaires ([18], [26]).
Essayons d’expliquer ce dont il s’agit.
Soient p un nombre premier, k un corps alge´briquement clos de caracte´ristique
p, W (k) l’anneau des vecteurs de Witt a` coefficients dans k. Dans cette intro-
duction, soient L = Qp ⊗Zp W (k), et L une cloˆture alge´brique de L. No-
tons σ le Frobenius sur k, W (k), et L. Un (F -)cristal M est ici un W (k)-
module libre de type fini et une application σ-line´aire injective φ de M dans
L⊗W (k)M . Dieudonne´ a a classifie´ les cristaux a` isoge´nie pre`s i.e. les L-espaces
vectoriels de dimension finie munis d’une application σ-line´aire bijective. Les
isocristaux sont classife´s par leur polygone de Newton. Mazur a introduit pour
les cristaux un autre invariant, le polygone de Hodge, qui est donne´ par les
diviseurs e´le´mentaires de φ(M) par rapport a` M ([24]). Mazur a observe´ que
le polygone de Hodge est en dessous du polygone de Newton, et que les deux
polygones ont meˆmes extre´mite´s. Kottwitz et Rapoport ont pose´ (et re´solu)
le proble`me d’une re´ciproque a` l’observation de Mazur, i.e. l’existence d’un
F -cristal de polygones de Hodge et Newton donne´s, ces polygones ve´rifiant la
condition de Mazur ([18]).
Soit G un groupe re´ductif (connexe) sur Qp. Kottwitz a de´fini la notion de
G-isocristal ([19], [20]). Un tel isocristal est donne´ par un e´le´ment b ∈ G(L)
; on a φ = bσ. Deux e´le´ments b et b′ ∈ G(L) de´finissent des G-isocristaux
isomorphes si b et b′ sont σ-conjugue´s par un e´le´ment de G(L). La classe de
σ-conjugaison d’un e´le´ment b de G(L) est note´e [b] et l’ensemble des classes
de σ-conjugaison B(G). Dans ce contexte, un cristal devient la donne´e d’un
parahorique K˜ de G(L). Le polygone de Hodge devient la position relative de
φ(K˜) par rapport a` K˜. Cette position relative est mesure´e par un invariant
dans un ensemble de doubles classes W˜K\W˜/W˜K . Le groupe W˜ est le produit
semi-direct du groupe de Weyl affine de l’immeuble de GL par le groupe abe´lien
de type fini π1(G)Gal(L/L) et W˜
K le groupe de Weyl de K˜ ([26],[5]). Pour K
un parahorique de G, w ∈ W˜K\W˜/W˜K et b ∈ B(G), Kottwitz et Rapoport
de´finissent un sous-ensemble Xw(b)K qu’ils appellent varie´te´ de Deligne-Lusztig
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affine. Grossie`rement, Xw(b)K est l’ensemble des parahorique K˜ ′ de GL qui
sont conjugue´s de K et tels que la position de φ(K˜ ′) par rapport a` K˜ ′ soit w.
Le proble`me de la re´ciproque au the´ore`me de Mazur devient celui de de´terminer
pour quels [b] et w, Xw(b)K est non vide.
Supposons G non ramifie´ sur Qp. Si K est hyperspe´cial, et K˜ le para-
horique de GL obtenu par extension des scalaires de Qp a` L, W˜K\W˜/W˜K
s’identifie a` l’ensemble des classes de conjugaison de groupes a` un parame`tre de
GL. Pour {µ} une telle classe de conjugaison, Kottwitz a de´fini un sous-ensemble
B(G, {µ}) de B(G) ([20]). La condition de´finissant B(G, {µ}) ge´ne´ralise celle
de Mazur. Rapoport et Richartz ont prouve´ que si Xw(b)K est non vide,
[b] ∈ B(G, {µ}) ([27]). Kottwitz et Rapoport conjecture la re´ciproque (conj. 4.6.
de [26] ou [18]). Ils la prouvent en particulier pour les groupes line´aires GLn
et symplectiques ([18]). Leigh la prouve pour les groupes classiques de´ploye´s
([23]). Nous la prouvons pour {µ} minuscule (cor. 3).
Soient K un parahorique de G non ne´cessairement hyperspe´cial et [b] ∈
B(G). Il semble difficile de de´crire, meˆme conjecturalement, quels sont les w ∈
W˜K\W˜/W˜K qui sont tels que Xw(b)K soit non vide, bien que ceci ait e´te´ fait
dans des cas particuliers (exemple 4.3. de [26], [30]). Soit {µ} une classe de
conjugaison de groupes a` un parame`tre de GL. Kottwitz et Rapoport de´finissent
un sous-ensemble Adm({µ})K de W˜
K\W˜/W˜K . La re´union des varie´te´s de
Deligne-Lusztig affines Xw(b)K pour w ∈ Adm({µ})K est note´e X({µ}, b)K . Ils
conjecturent :
- 1) X({µ}, b)K est non vide si et seulement si [b] ∈ B(G, {µ}) ;
- 2) si K ⊂ K ′ l’application naturelle X({µ}, b)K → X({µ}, b)K′ est surjec-
tive ;
(en fait ils demandent si l’hypothe`se {µ} minuscule n’est pas ne´cessaire pour
la conjecture)(conj. 5.2. de [26] ou [18]). Nous prouvons la partie 1) de la
conjecture si G est non ramifie´ sans l’hypothe`se {µ} minuscule (th. 2). Les
parties 3 et 4 disent quelque chose sur la partie 2) de la conjecture ; cependant,
faute d’avoir de´gage´ le bon cadre, nous ne donnons pas d’e´nonce´. Puisque, si K
est hyperspe´cial et {µ} minuscule, l’ensemble Adm({µ})K est re´duit a` {µ} (cor.
3.12. de [26]), la conjecture 4.6. de [26] dans le cas {µ} minuscule est prouve´e
comme une conse´quence de la partie 1) de la conjecture 5.2..
Donnons quelques ide´es des de´monstrations.
Dans le cas ou` {µ} est minuscule et G est GLn ou le groupe des similitudes
symplectiques, on peut prouver la conjecture 4.6. en prenant pour matrices de φ
dans une base des re´seaux cherche´s des matrices monomiales, mais le cas de GL2
montre de´ja` que cela n’est pas possible en ge´ne´ral si {µ} n’est pas minuscule. En
fait, meˆme dans les cas de GLn, la preuve de Kottwitz et Rapoport est beaucoup
plus e´volue´e : elle repose sur une proprie´te´ de positivite´ de l’isomorphisme de
Satake ([29]).
Fontaine et Rapoport ont donne´ une autre preuve du the´ore`me de Kot-
twitz et Rapoport ([11]). Ils prouvent, sous l’une des deux conditions qui
de´finissent l’ensemble B(G, {µ}), l’existence d’une filtration admissible de´finie
par un groupe a` un parame`tre µ ∈ {µ}. L’admissibilite´ est a` comprendre dans
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le sens la the´orie de Fontaine des modules de Dieudonne´ filtre´s admissibles
([13],[12],[9],[10]) . Un the´ore`me de Laffaille donne alors l’existence d’un re´seau
M de D qui est fortement divisible ([22]). Dans le cas de GLn, un tel re´seau
convient pour la conjecture 4.6..
Sous de plus la deuxie`me condition de´finissant B(G, {µ}), nous prouvons
l’existence d’un parahorique K de G (de´fini sur F ) tel que la conjecture 5.2. de
Kottwitz et Rapoport soit vraie pour K (th. 1). Donnons une raison heuris-
tique pour laquelle ceci peut eˆtre vrai. Si µ de´finit une filtration admissible,
pour toute repre´sentation line´aire de G, le the´ore`me de Colmez et Fontaine
permet d’associer une repre´sentation p-adique cristalline de Gal(L/L). Les
re´seaux fortement divisibles correspondent aux re´seaux stables par Gal(L/L).
Comme Gal(L/L) est compact, son image dans G(Qp) est contenue dans un
parahorique auquel correspond le parahorique K, par le foncteur de Fontaine
entre repre´sentations p-adiques et modules filtre´. Nous prouvons dans 1 la ver-
sion galoisienne du the´ore`me 1. Dans la partie 2, nous prouvons le the´ore`me 1
en travaillant du coˆte´ module de Dieudonne´ filtre´ et en utilisant que la filtration
dans la cate´gorie de ces modules peut eˆtre scinde´e de manie`re fonctorielle ([35]).
Dans la proposition 6, nous calculons l’invariant dans W˜ pour des Iwahori qui
sont associe´s a` certaines alcoˆves dont l’adhe´rence contient la facette associe´e
a` K. Nous introduisons la notion de bonne position pour ces alcoˆves. Nous
prouvons qu’il existe des alcoˆves en bonne position (prop. 7). Elle entraˆıne la
conjecture 5.2. pour les Iwahori associe´s a` ces alcoˆves (prop. 9). Comme tous
les Iwahori sont conjugue´s, la conjecture en re´sulte.
On notera que la me´thode par laquelle nous raffinons la K-structure en une
structure iwahorique est tre`s lie´e aux structures alge´briques apparaissant dans
[14], [21] et [25] (remarque 5.4). D’autre part, nous prouvons en fait un peu plus
que la conjecture 5.2. : nous prouvons son analogue lorsqu’on remplace dans
la de´finition de l’ensemble Adm({µ}) l’ordre de Bruhat par l’ordre de Bruhat
faible (la terminologie est que si w′ est infe´rieur pour l’ordre de Bruhat faible a`
w, w′ l’est pour l’ordre de Bruhat usuel) (remarque 5.1).
Je remercie Rapoport pour son amical inte´reˆt. Je remercie Verma pour
m’avoir dit qu’il devait eˆtre possible de comparer tλ et tλθ (prop. 9), Sujatha
et Parimala pour m’avoir aide´ a` retrouver la re´fe´rence [3], et Haines pour ses
remarques sur le 3.1.1. L’utilisation que nous faisons de [3] est inspire´e du 3 de
[15].
Nous travaillons en fait dans un cadre un peu plus large. Soit F est une ex-
tension finie de Qp (ci-dessus F = Qp). On suppose que le corps alge´briquement
clos k contient le corps re´siduel kF de F . On pose : L = F ⊗W (kF ) W (k). On
de´signe toujours par L une cloˆture alge´brique de L. On note q le cardinal de
kF , σ0 l’automorphisme de W (k) induit par fonctorialite´ par l’automorphisme
x 7→ xq de W (k) et σ l’automorphisme id⊗ σ0 de L. On de´signe par OF (resp.
OL) l’anneau de valuation de F (resp. L). On de´signe par G un groupe re´ductif
(connexe) sur F . On de´signe par Gad le groupe adjoint de G, et par B(Gad, .)
son immeuble sur F ou L selon que le point est F ou L.
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1 Existence de structures parahoriques : le coˆte´
galoisien.
1.1
Soit IL le groupe de Galois de L/L. Soit ρ : IL → G(F ) une repre´sentation
semi-stable, autrement dit, pour toute repre´sentation line´aire ρU de G dans
un F -espace vectoriel de dimension finie U , la repre´sentation p-adique ρU ◦ ρ
semi-stable en tant que repre´sentation p-adique dans le Qp-espace vectoriel U
(au sens de [12]). On dit que ρ ve´rifie (∗) si pour toute repre´sentation ρU ,
la repre´sentation de IL dans U obtenue par composition de ρ et de ρU ve´rifie
la condition (∗) de la remarque 3 de [11] (voir aussi 1.40 de [28]). On ve´rifie
facilement qu’il suffit pour ceci que ce soit vrai pour une repre´sentation fide`le
ρU . La condition est vide si F = Qp. Le foncteur de Fontaine e´tablit une
e´quivalence entre ces repre´sentations galoisiennes et les (φ,N)-modules filtre´s
admissibles sur L ([9], la de´finition d’un φ module filtre´ sur L est rappele´e au
2.1).
Proposition 1 Soit ρ : IL → G(F ) une repre´sentation p-adique. On suppose
qu’elle est semi-stable et qu’elle ve´rifie la condition (∗). Alors, il existe un
parahorique K de G qui contient l’image ρ(IL) du groupe de Galois.
De´monstration. Le groupe ρ(IK) est compact. Il fixe donc un point x dans
l’immeuble B(Gad, F ) (2.3.1. de [34]). Les points de l’immeuble B(Gad, F ) sont
les points fixes par σ de l’immeuble B(Gad, L) (5.1.25 et 4.2.25 de [8]). Le point
x appartient a` une unique facette F de B(Gad, L). Cette facette est stable par
σ. Elle de´finit un parahorique KF ⊂ G(F ) de G (5.2.6. de [8]). D’apre`s [16], ce
parahoriqueKF peut eˆtre de´fini comme l’intersection du stabilisateur dansG(F )
de la facette F avec le noyau de l’homomorphisme κ˜G : G(L)→ π1(G)IL de´fini
par R. Kottwitz dans le paragraphe 7 de [20] (voir aussi [5] pour la de´finition de
π1(G)). Ceci re´sulte de ce que le noyau de κ˜G est le sous-groupe G(L)
′ de G(L)
de´fini au 5.2.11 de [8] (voir le 3.1.1 ). La proposition re´sulte alors du lemme :
Lemme 1 Soit ρ : IL → G(F ) une F -repre´sentation qui est semi-stable. Alors,
ρ(IL) est contenue dans le noyau de l’homomorphisme de Kottwitz κ˜G.
De´monstration. On sait (3.1.2 de [36] et introduction de [9]) qu’il existe :
- un groupe re´ductif G′ sur F dont le sous-groupe des commutateurs [G′, G′]
est simplement connexe ;
- un morphisme f : G′ → G dont le noyau est abe´lien et une F -repre´sentation
semi-stable ρ′ : IL → G
′(F ) telle que f ◦ ρ′ = ρ.
A dire vrai, ceci n’est e´nonce´ dans les articles cite´s que lorsque F = Qp, mais
la de´monstration qui s’y trouve marche pour F quelconque.
On peut de plus supposer que G′/[G′, G′] est un tore induit. En effet, soit
pour F ′ extension finie de F contenue dans L, TF ′ le tore obtenu par restriction
des scalaires a` la Weil de F ′ a` F a` partir du groupe multiplicatif sur F ′, et
soit ρF ′ : IL → TF ′(F ) = F
′∗ la repre´sentation p-adique associe´e a` un groupe
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formel de Lubin-Tate pour F ′ (2 de [32]). La repre´sentation p-adique ρF ′ est
une F -repre´sentation et elle est cristalline. Soit F ′ telle que G′/[G′, G′] soit
de´ploye´ sur F ′. La repre´sentation IL → G
′(F )→ (G′/[G′, G′])(F ) est un objet
de la sous-cate´gorie tannakienne de la cate´gorie des F -repre´sentation engendre´e
par ρF ′ (Serre loc. cit.). Ceci de´finit un morphisme f
′′ de TF ′ dans G
′/[G′, G′].
On remplace G′ par le produit fibre´ de G′ et TF ′ au dessus de G
′/[G′, G′],
G′ → G′/[G′, G′] e´tant la projection et TF ′ → G
′/[G′, G′] e´tant f ′′.
Comme le morphisme κ˜G est fonctoriel en G (7.4 de [20]), il suffit de prouver
la proposition pour ρ′. Comme [G′, G′] est simplement connexe, il suffit de la
prouver pour le compose´ de ρ′ avec la projection G′(F ) → (G′/[G′, G′])(F ).
Comme T := G′/[G′, G′] est un tore induit, le noyau de κ˜T est le sous-groupe
borne´ maximal de T (L), et alors la proposition re´sulte de la compacite´ de IL.
1.2 Remarque.
Meˆme si G est suppose´ non ramifie´, l’exemple suivant montre que l’on ne peut
pas toujours supposer le parahorique K hyperspe´cial. Cet exemple contredit la
proposition 5.31 de [28].
On suppose F = Qp. Soient E l’extension quadratique non ramifie´e de Qp
contenue dans L, OE l’anneau de ses entiers et UE le groupe des unite´s de OE .
Soient Λ un OE -module libre de rang 2, Λ = Λ1⊕Λ2 avec Λ1 et Λ2 libres de rang
1 sur OE . Soit ρE : IL → UE la repre´sentation galoisienne associe´e a` un groupe
formel de Lubin-Tate pour E. On fait agir IL sur Λ par ρE suivi de l’action de
UE par homothe´ties. On a donc la repre´sentation galoisienne ρ associe´e a` un
groupe formel produit de deux groupes formels de Lubin-Tate ; U := Qp⊗Zp Λ.
On choisit des bases de Λ1 et Λ2, en tant que Zp-modules, et donc des formes
alterne´es det1 et det2 pour lesquelles Λ1 et Λ2 sont auto-duaux. On de´finit la
forme symplectique ( , ) par ( , ) = pdet1⊕det2. Le groupe G est le groupe des
similitudes symplectiques. La repre´sentation galoisienne ρ est a` valeurs dans
G(Qp), le facteur de similitude e´tant donne´ par le caracte`re cyclotomique. Le
re´seau dual Λ∗ de Λ est p−1Λ1⊕Λ2, qui est aussi stable par Galois. Tout re´seau
Λ′ de la forme Λ′1 ⊕ Λ2, avec Λ1 $ Λ
′
1 $ Λ
∗
1 est autodual. Aucun n’est stable
par Galois puisque Λ∗/Λ est isomorphe en tant que module galoisien a` OE/pOE
avec action de Galois donne´e par ρEmod p (ceci contredit l’assertion p.252 de
[28] ; dans la dernie`re ligne de cette page,W est seulement isomorphe a` un twist
de W∗).
Il n’existe pas de Zp re´seau Λ′′ de U stable par IL qui soit homothe´tique a`
son dual. En effet, pour un Zp-re´seau Λ′′ de U , on de´finit o(Λ′′) comme e´tant
la valuation du de´terminant d’une base de Λ′′, e´value´e par rapport a` une base
d’un re´seau autodual Λ′ comme ci-dessus. Donc o(Λ) = 1, o(Λ∗) = −1. Pour
tout Zp-re´seau Λ′′, on a o(Λ′′
∗
) = −o(Λ′′), donc si Λ′′
∗
est homothe´tique a` Λ′′,
on a : 2o(Λ′′) ≡ 0 mod.4 et o(Λ′′) est paire. Si Λ′′ est stable par IL, c’est un
sous-OE-module ; comme detZp = NE/Qp ◦ detE , o(Λ
′′) a la meˆme parite´ que
o(Λ), donc est impaire.
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2 Existence de structures parahoriques : le coˆte´
module de Dieudonne´ filtre´.
2.1 Paires (b, µ) admissibles ([11]).
Rappelons qu’un module de Dieudonne´ filtre´ D (sur L) est la donne´e d’un
L-espace vectoriel de dimension finie D, muni d’une application σ-line´aire et
bijective φ et d’une filtration F•D par des sous-espaces vectoriels, filtration
de´croissante, exhaustive et se´pare´e.
Soit b ∈ G(L) et µ : Gm → G un groupe a` un parame`tre de´fini sur L. Une
repre´sentation line´aire ρU : G → GLU de G dans un F -espace vectoriel U de
dimension finie de´finit un module de Dieudonne´ filtre´ D(b, µ, ρ) dont l’espace
vectoriel sous-jacent est L⊗F U :
- le Frobenius φ est ρU (b) ◦ (σ ⊗ idU ) ;
- la filtration est la filtration de´croissante de´finie par le groupe a` un parame`tre
ρU ◦µ : si D
•
µ est la graduation de D = D(b, µ, ρ) de´finie par µ, F
i
D =
∑
i′≥iD
i′
µ .
Rappelons que (b, µ) est admissible si pour toute repre´sentation line´aire ρ le
module de Dieudonne´ filtre´ D(b, µ, ρ) est admissible ([11]).
Soit Pµ le parabolique de GL qui fixe la filtration ci-dessus i.e. g ∈ G
appartient a` Pµ si, pour toute repre´sentation line´aire ρ, ρ(g) respecte la filtration
de D(ρ). Si µ′ est un autre groupe a` un parame`tre, on dit que µ et µ′ de´finissent
la meˆme filtration, si pour tout ρU comme ci-dessus, les filtrations de´croissantes
sur L⊗F U de´finies par ρU ◦ µ et ρU ◦ µ
′ co¨ıncident, autrement dit s’il existe u
dans le radical unipotent radu(Pµ)(L) de Pµ tel que µ
′ = int(u)(µ). Il est clair
que si µ′ de´finit la meˆme filtration que µ, pour toute repe´sentation line´aire ρ de
G, les modules de Dieudonne´ filtre´s D(b, µ, ρ) et D(b, µ′, ρ) co¨ıncident.
Soit (b1, µ1) comme (b, µ), donc b1 ∈ G(L) et µ1 est un groupe a` un parame`tre
de GL. Soit g ∈ G(L). On dit que (b1, µ1) est le conjugue´ par g de (b, µ) si
b1 = gbσ(g
−1) et µ1 = int(g)(µ).
Proposition 2 Soient (b, µ) et (b1, µ1) conjugue´s par g. Alors, pour toute
repre´sentation line´aire ρ de G dans un F -espace vectoriel de dimension finie
U , ρ(g) induit un isomorphisme des modules de Dieudonne´ filtre´s D(b, µ, ρ) et
D(b1, µ1, ρ). Si (b, µ) est admissible, il en est de meˆme de (b1, µ1).
De´monstration. Clairement, la seconde assertion re´sulte de la premie`re. Si
φ et φ1 sont les Frobenius de D(b, µ, ρ) et D(b1, µ1, ρ) respectivement, on a :
φ1ρ(g) = ρ(gbσ(g
−1))(σ ⊗ id)ρ(g).
Comme :
ρ(σ(g−1)) = (σ ⊗ id)ρ(g−1)(σ−1 ⊗ id),
on voit que :
φ1ρ(g) = ρ(g)ρ(b)(σ ⊗ id) = ρ(g)φ.
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De plus, comme µ1 = int(g)(µ), la filtration de D(b1, µ1, ρ) est l’image de
celle de D(b, µ, ρ) par ρ(g), ce qui prouve la proposition.
2.2 Paires (b, µ) super-admissibles.
Rappelons que si D est un module de Dieudonne´ filtre´ sur L, un OL-re´seau M
de D est dit fortement divisible, si l’on a :
M =
∑
i∈Z
π−iφ(F i ∩M),
π e´tant une uniformisante quelconque de F . Fontaine et Laffaille ont de´fini
une cate´gorie de modules de Dieudonne´ filtre´s sur OF que nous notons MF
a
OF .
Si on choisit π, un objet est un OF -module de type fini M muni d’une filtration
de´croissante exhaustive et se´pare´e F iM par des sous-modules qui sont facteurs
directs et d’applications σ-line´aires φi : F iM →M telles que :
φi|Fi+1 = πφ
i+1, M =
∑
i∈Z
φi(F iM ).
Un re´seau fortement divisible M d’un module de Dieudonne´ filtre´ sur L
de´finit un objet de MFaOF : on pose F
i
M = F
i
D ∩M et φ
i est la restriction de
π−iφ a` F iM .
Nous disons qu’un couple admissible (b, µ) est super-admissible si l’on a :
- 1) b = σ(µ(p)) : ceci e´quivaut a` ce que pour toute repre´sentation line´aire
ρ de G, le Frobenius de D(b, µ, ρ) soit (σ ⊗ id) ◦ µ(p) ;
- 2) pour toute repre´sentation line´aire ρ de G, ρ ◦ µ est compatible aux
re´seaux fortement divisibles M de D = D(b, µ, ρ) :
M = ⊕i∈ZD
i
µ ∩M .
Le groupe a` un parame`tre µ de´finit alors un ⊗-scindage de la filtration du
foncteur fibre module sous-jacent de la sous-⊗-cate´gorie pleine de MFaOF dont
les objets sont les re´seaux fortement divisibles des modules de Dieudonne´ filtre´s
D(b, µ, ρ), ρ repre´sentation line´aire de dimension finie de G (pour la terminologie
des ⊗-cate´gorie, voir [31]). On impose de plus, que ce scindage s’e´tende en un
⊗-scindage de la sous-⊗-cate´gorie pleine de MFaOF dont les objets sont les sous-
quotients de ces re´seaux. En particulier, si ρ1 et ρ2 sont deux repre´sentations
line´aires de dimension finie de G, si M1 et M2 sont deux re´seaux fortement di-
visibles de D(b, µ, ρ1) et D(b, µ, ρ2) respectivement, et M
′
1 etM
′
2 deux quotients
de M1 et M2 dans la cate´gorie MF
a
OF , les noyaux de M1 → M
′
1 et M2 → M
′
2
sont compatibles aux graduations ; on impose de plus que si f : M ′1 → M
′
2 est
un morphisme dans MFaOF , il est compatible aux graduations induites sur M
′
1
et M ′2 respectivement.
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2.3
Soit B(G) l’ensemble G(L) modulo σ-conjugaison : g ∼ g′ s’il existe h ∈ G(L)
tel que g = hg′σ(h−1) ([19], [20]). Soit F la cloˆture alge´brique de F dans L et
ΓF le groupe de Galois de F/F . Le compose´ de l’homomorphisme κ˜G : G(L)→
π1(G)IL que nous avons de´ja` utilise´ dans la de´monstration de la proposition 1
et de π1(G)IL → π1(G)ΓF est l’invariant de Kottwitz κG : B(G)→ π1(G)ΓF .
Pour µ groupes a` un parame`tre de GL, rappelons la de´finition du sous-
ensemble B(G,µ) de B(G) ([20] et [27]). Soit T un tore maximal de GF . Soit
C ⊂ X∗(T ) une chambre de Weyl ferme´e. On note µ
∗ l’unique conjugue´ de µ
qui appartient a` C. Comme le couple (T,C) est canoniquement associe´ a` G, on
dispose d’une action naturelle de ΓF sur X∗(T ) qui laisse stable C. Si Γµ∗ est
le fixateur de µ∗ dans le groupe de Galois ΓF , on pose :
µ∗ =
1
(ΓF : Γµ∗)
×
∑
τ∈ΓF /Γµ∗
τ(µ∗).
Soit b ∈ G(L) et νb ∈ C son point de Newton. La premie`re condition
de´finissant B(G,µ) est que µ∗ ≥ νb, autrement dit que µ
∗ − νb est combinaison
line´aire a` coefficients ≥ 0 de coracines simples de GL relatives a` C. Dans le cas
du groupe line´aire, cette condition dit que le polygone de Newton est au dessus
du polygone de Hodge. D’autre part, soit µ♮ l’image de µ∗ dans π1(G)ΓF . La
seconde condition de´finissant B(G,µ) est que κG(b) = µ
♮. Si G = GL, elle dit
que les polygones de Hodge et de Newton ont meˆmes extre´mite´s. Noter que ces
conditions ne de´pendent que de la classe de σ-conjugaison [b] de b et de la classe
de conjugaison {µ} dans GL. On utilisera aussi la notation B(G, {µ}).
Proposition 3 Soit (b, µ) une paire admissible avec µ de´fini sur L. On suppose
que [b] ∈ B(G,µ). Alors, il existe un groupe a` un parame`tre µ′, de´finissant la
meˆme filtration que µ, et un g ∈ G(L) tels que, si (b1, µ1) est le conjugue´ de
(b, µ′) par g, (b1, µ1) soit super-admissible.
2.4 Remarque.
Supposons G quasi-de´ploye´ sur F et soit L′ une extension finie de L contenue
dans L. Fontaine et Rapoport ont prouve´ dans [11] que, si b ∈ G(L) et {µ}
est une classe de conjugaison de groupes a` un parame`tre de G de´finie sur L′, il
existe µ ∈ {µ} de´finie sur L′ tel que (b, µ) soit admissible si et seulement si l’on
a la premie`re condition de´finissant B(G,µ) : µ ≥ νb. On voit donc que dans
la proposition, on pourrait remplacer la condition [b] ∈ B(G,µ) par κG(b) = µ
♮
(cf 2.3).
2.4.1
L’e´nonce´ suivant re´sulte imme´diatement de la proposition et du the´ore`me de
Fontaine et Rapoport rappele´ dans la remarque ci-dessus.
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Corollaire 1 On suppose G quasi-de´ploye´ sur F . Soient {µ} une classe de
conjugaison de groupes a` un parame`tre de G de´finie sur L et [b] une classe de
σ-conjugaison de G(L). On suppose que [b] ∈ B(G, {µ}). Alors, il existe b ∈ [b]
et µ ∈ {µ} tels que (b, µ) soit super-admissible.
2.5 Preuve de la proposition.
Nous avons prouve´ dans [35] qu’il existe un ⊗-scindage de la filtration du fonc-
teur fibre sous-jacent de MFaOF . Les graduations que ce scindage induit sur
les D(b, µ′, ρ) de´finissent un groupe a` un parame`tre µ′ de G, de´fini sur L, qui
induit la meˆme filtration que µ et est tel que (b, µ′) ve´rifie la condition 2) de la
de´finition de la super-admissibilite´.
Lemme 2 Posons c = bσ(µ′(π−1)) ∈ G(L). Alors, c est σ-conjugue´ a` l’identite´
: il existe g ∈ G(L) tel que c = g−1σ(g).
De´monstration. Soit [c] la classe de c dans B(G). Par Kottwitz (4.13 de
[20]), il s’agit de prouver que κG([c]) = 0 et que le morphisme de Newton νc est
trivial.
Prouvons que κG([c]) = 0. Comme κ˜G est un fonctoriel pour les morphismes
de groupes G, et que, pour λ ∈ L∗, κ˜Gm(λ) = v(λ), ou` v est la valuation de L
normalise´e par v(π) = 1, κ˜G(µ
′(π−1)) est l’image de −µ′ dans π1(G)IL . Comme
µ et µ′ sont conjugue´s par un automorphisme inte´rieur de G, c’est aussi l’image
−µ˜ de −µ. Comme κ˜G est un homomorphisme de groupes, on a donc :
κ˜G(c) = κ˜G(b)− σ(µ˜).
Comme σ agit trivialement sur π1(G)ΓF , on voit donc que l’image κG([c])
de κ˜G(c) dans π1(G)ΓF est κ(b)− µ
♮, soit 0 puisque [b] ∈ B(G, {µ}).
Prouvons que le morphisme de Newton νc est trivial. Soient ρU une repre´sentation
line´aire de G dans un F -espace vectoriel U de dimension finie, et posons D =
D(b, µ, ρ). Comme D est admissible, un the´ore`me de Laffaille dit que D posse`de
un re´seau fortement divisible M ([22]).
Lemme 3 Pour tout re´seau fortement divisible M de D, on a : M = ρ(c)σ(M).
De´monstration du lemme 3. On a, si M i = Diµ′ ∩M , M = ⊕i∈ZM
i puisque
M est compatible a` la graduation de D de´finie par µ′. PuisqueM est fortement
divisible, on a, F iM =
∑
i′≥iM
i′ :
M = φ(
∑
i∈Z
π−iF iM ) = φ(
∑
i∈Z
π−iM i) = φµ′(π−1)(M).
Puisque φ = ρ(b)(σ ⊗ id), il en re´sulte que :
M = ρ(b)(σ ⊗ id)µ′(π−1)(M).
Comme c = bσ(µ′(π−1)), on voit que l’on a bien : M = ρ(c)σ(M).
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Il en re´sulte que l’isocristal (L⊗FU, ρ(c)(σ⊗id)) est de pente 0. Comme c’est
vrai pour tout ρ, νc est trivial (3 et 4 de [19]) , ce qui ache`ve la de´monstration
du lemme 2.
Prouvons la proposition. Soient b1 = gbσ(g
−1) et µ1 = int(g)(µ
′). Posons
c1 = b1σ(µ1(π
−1)). On a :
c1 = gbσ(g
−1)σ(g)σ(µ′(p−1))σ(g−1) = gcσ(g−1) = gg−1σ(g)σ(g−1) = 1.
Le couple (b1, µ1) ve´rifie donc la condition 1) de la de´finition de la super-
admissibilite´. Comme (b, µ′) ve´rifie la condition 1), la proposition re´sulte alors
du fait que ρ(g) induit un isomorphisme de D(b, µ′, ρ) sur D(b1, µ1, ρ) (propo-
sition 2).
Corollaire 2 Soit (b, µ) super-admissible. Pour toute repre´sentation line´aire
ρU de G dans un F -espace vectoriel de dimension finie U , les re´seaux forte-
ment divisibles M de D(b, µ, ρ) sont les re´seaux qui ve´rifient les deux proprie´te´s
suivantes :
a) M provient par extension des scalaires de OF a` OL d’un re´seau de U ;
b) M est compatible a` la graduation de´finie par µ : M =
∑
i∈ZM ∩D
i
µ.
Preuve. Supposons (b, µ) super-admissible. La condition a) re´sulte imme´diatement
du lemme 3, puisque, comme (b, µ) est super-admissible, c = 1. La condition b)
fait partie de la de´finition de la super-admissibilite´.
Re´ciproquement, siM est un re´seau ve´rifiant a), on σ(M) =M . SiM ve´rifie
b), on a :
∑
i∈Z
π−i(M ∩ F iD) = µ(π
−1)(M).
Si M ve´rifie a) et b), on a donc :
φ(
∑
i∈Z
π−i(M ∩ F iD)) = (σ ⊗ id)µ(π)µ(π
−1)(M) = σ(M) =M,
ce qui prouve le corollaire.
2.6
Dans la proposition qui suit, on de´signe de la meˆme fac¸on un parahorique K
de G (resp. GL) et le sche´ma en groupes (connexe) sur OF (resp. OL) dont il
est le groupe des points. Si K est un parahorique de G, on de´signe par K la
re´duction modulo π du OF -sche´ma en groupe K, et Kred le quotient de K par
son radical unipotent.
Proposition 4 Soit (b, µ) super-admissible. Alors, il existe un parahorique K
de G tel que :
- le groupe a` un parame`tre µ se prolonge en un groupe a` un parame`tre de
KOL que l’on note encore µ ; on de´signe par µ sa re´duction modulo π ;
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- soit µred l’image de µ dans Kred ; alors, les groupes a` un parame`tre
σi(µred), pour i ∈ Z commutent entre eux, autrement dit l’image de µred est
contenue dans un tore de Kred de´fini sur kF .
2.7 Remarque.
Soient K un parahorique de G et µ un groupe a` un parame`tre de GL qui
se prolonge en un groupe a` un parame`tre de KOL . Soit ρN : K → GLN une
repre´sentation line´aire de de K dans un OF -module libre N de rang fini. Posons
M = OL ⊗OF N , b = σ(µ)(π), et soit ρ la repre´sentation line´aire de G obtenue
a` partir de ρN par extension des scalaires a` F . Alors, il n’est pas difficile de
prouver que M est un re´seau fortement divisible de D(b, µ, ρ) et que (b, µ) est
admissible.
De´monstration de la proposition. On note Uµ le sous-groupe de G(L) en-
gendre´ par les σi(µ(UL)), i ∈ Z, UL e´tant les unite´s de L.
Lemme 4 Le groupe Uµ est stable par σ, borne´ pour la bornologie de G(L)
(2.2.1 de [34], 4.2.19 de [7]) et contenu dans le noyau de κ˜G.
De´monstration.La premie`re assertion est claire. Soit ρU une repre´sentation
line´aire fide`le de G. D’apre`s Laffaille ([22]), le module de Dieudonne´ filtre´
D(b, µ, ρ) posse`de un re´seau fortement divisible M . Comme M = σ(M) et que
M est compatible avec la graduation de´finie par µ, M est aussi compatible aux
graduations de´finies par les σi(µ), i ∈ Z. Il en re´sulte que M est stable par Uµ.
Donc, Uµ est borne´. Comme UL est le noyau de κ˜Gm , il re´sulte de la fonctorialite´
de κ˜ (7.4. de [20]) que Uµ est contenu dans le noyau de κ˜G, ce qui ache`ve de
prouver le lemme.
Lemme 5 Le groupe Uµ stabilise une facette de l’immeuble B(Gad, L) qui est
stable par σ.
De´monstration. Le sous-groupe d’automorphismes de l’immeuble engendre´
par σ est borne´ car σ a un point fixe dans B(Gad, L) (B(Gad, F ) est non vide,
1.10 de [34]). Comme σ normalise Uµ et que Uµ est borne´, le sous-groupe
d’automorphismes de l’immeuble engendre´ par Uµ et σ est borne´. Il a donc un
point fixe x. Soit Fx la plus petite facette contenant x. Elle est stable par σ et
Uµ, ce qui prouve le lemme.
Soit F1 une facette de B(Gad, L) comme dans le lemme pre´ce´dent. Comme
F1 est stable par σ, l’intersection FF,1 de F1 avec B(Gad, F ) est une facette de
B(Gad, F ) (5.1.28 de [8]). Soit K1 le parahorique de G de´fini par cette facette
(5.2.6 de [8]) : le groupeK1(OL) de ses points a` valeurs dansOL est l’intersection
du stabilisateur dans G(L) de FF,1 avec le noyau de κ˜G ([16], et voir aussi 3.1.1).
On voit donc avec les deux lemmes pre´ce´dents que Uµ est contenu dans K1(OL).
Il en re´sulte que µ(UL) est contenu dans K1(OL). Comme Gm est e´toffe´ sur OL
(1.7 de [8]), le groupe a` un parame`tre µ : Gm → GL se prolonge en un groupe a`
un parame`tre de (K1)OL . On note encore µ ce prolongement. On a re´alise´ avec
K1 la premie`re condition de la proposition.
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Notons µ1 : Gm → K1 la re´duction modulo π de µ et U1 le sous-groupe
alge´brique de K1 engendre´ par les images des σ
i(µ1), i ∈ Z. C’est un sous-
groupe re´duit, de´fini sur kF et connexe deK1. Soit ρ1 une repre´sentation line´aire
fide`le de K1 dans un OF -module libre de type fini MF (1.4.5 de [8]). Posons
M = OL⊗OF MF . D’apre`s le corollaire 2,M est un re´seau fortement divisible de
D = D(σ(µ(p)), µ, ρ1). Il de´finit donc un objet de la cate´gorie MF
a
OF . Soit M
l’objetM/πM . Soit (0) =M0 ⊂M1 ⊂ . . .M r =M une suite de Jordan-Ho¨lder
du module de Dieudonne´ filtre´ M . Comme les re´seaux images re´ciproques dans
M desM r′ sont des re´seaux fortement divisibles, il re´sulte du corollaire 2 que les
sous-espaces vectoriels Mr′ du k-espace vectoriel M proviennent par extension
des scalaires de kF a` k de sous-espacesMr′,F deMF /πMF . La condition 2) de la
de´finition de la super-admissibilite´ entraˆıne que µ1 laisse stable lesM r′ . On voit
donc que U1 laisse stable lesM r′,F . D’apre`s un the´ore`me de Fontaine et Laffaille
(prop. 4.4 de [13] ; 2.2 de [35]), un objet simple N de MFaOF est e´le´mentaire, en
particulier son alge`bre d’endomorphismes End(N) est une extension finie de kF
et N est un End(N)-espace vectoriel de dimension 1. Soit N l’un des quotients
Mr′,F /Mr′−1,F . La condition 2) de la super-admissibilite´ entraˆıne que l’action
de µ1 sur N commute a` celle de End(N). Comme N est un End(N)-espace
vectoriel de dimension 1, il en re´sulte que l’image de U1 est un sous-tore du
groupe multiplicatif de End(N). On voit donc que l’image de U1 dans le groupe
line´aire de ⊕r′Mr′,F /Mr′−1,F est un tore. Il en re´sulte que U1 est un groupe
re´soluble. Notons U son radical unipotent. Il est connexe car U1 l’est. D’apre`s
un the´ore`me de Borel et Tits ([3]), il existe un sous-groupe parabolique P de
K1 qui contient le normalisateur de U et dont le radical unipotent contient U .
L’image re´ciproque de P (k) dans K1(OL) est le groupe des points a` valeurs dans
OL d’un parahorique que l’on note K (4.6.33 de [8]).
Prouvons que K satisfait aux conditions de la proposition. Comme U1 nor-
malise son radical unipotent U , le parabolique P contient U1 et donc l’image de
µ1. Il en re´sulte que K(OL) contient bien l’image de µ. Comme l’image de U
dans Kred est triviale, l’image de U1 dans Kred est un tore qui contient l’image
de µ1. Ceci ache`ve de prouver la proposition.
3 Positions relatives de sous-groupes d’Iwahori
et de leurs images par le Frobenius.
3.1 Rappels (4 de [26]).
Dans ces rappels, G est un groupe re´ductif quelconque sur L.
3.1.1 La “composante neutre” G(L)′ de G(L) (5.2.11. de [8] et [26]).
Dans ce nume´ro, nous esquissons les preuves de faits connus ([16]).
Soit G(L)′ le sous-groupe de G(L) engendre´ par les sous-groupes para-
horiques de G(L). Le sous-groupe G(L)′ est le noyau de κ˜G : G(L)→ π1(G)IL .
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Soit, en effet, A un appartement de l’immeuble B(Gad, L). Soit S le tore maxi-
mal de´ploye´ de G de´fini par A et T son centralisateur. Comme le corps re´siduel
de L est alge´briquement clos, G est quasi-de´ploye´ et T est un tore maximal de G.
Le groupe π1(G) s’identifie donc au quotient de X∗(T ) par le re´seau engendre´
par les coracines. Si IL est le groupe de Galois de L/L, soit T (L)1 le noyau de
κ˜T : T (L)→ X∗(T )IL . Alors, G(L)
′ est engendre´ par T (L)1 et des sous-groupes
unipotents ([8] loc. cit.). Il en re´sulte que G(L)′ est contenu dans le noyau de
κ˜G. Soit g ∈ G(L). Prouvons que si κ˜G(g) = 1, g ∈ G(L)
′. Soit N(L) le
normalisateur de T et W˜ = N(L)/T (L)1 le groupe d’Iwahori-Weyl (relatif a`
S). Si Iw est un sous-groupe d’Iwahori associe´ a` une alcoˆve contenue dans A,
il existe n ∈ N(L), k1, k2 ∈ Iw tels que g = k1nk2. On a κ˜G(k1) = κ˜G(k2) = 1
comme on vient de le voir. On a donc κ˜G(n) = κ˜G(g) = 1. Soit Wa ⊂ W˜
le groupe de Weyl affine (associe´ a` S). Si Gsc est le reveˆtement universel du
sous-groupe de´rive´ de G, et Tsc l’image inverse de T dans Gsc, on a avec des
notations e´videntes : Wa = Nsc(L)/Tsc(L)1. L’homomorphisme κ˜Gsc est trivial
puisque π1(Gsc) l’est. Il en re´sulte que la restriction de κ˜G a` N(L) se factorise
a` travers N(L) → W˜ → W˜/Wa. Ce dernier groupe s’identifie a` π1(G)IL . De
plus, l’homomorphisme T (L) → W˜ → π1(G)IL est induit par κ˜T et donc par
κ˜G. On voit donc que κ˜G(n) = 1 entraˆıne qu’il existe n
′ dans l’image de Nsc(L)
et t ∈ T (L)1 tels que n = n
′t. Puisque G(L)′ contient l’image de Gsc(L) et
T (L)1 (5.2.11. de [8]), on a bien n ∈ G(L)
′.
On voit que la restriction de κ˜G a` N(L) induit par passage au quotient un
morphisme κ˜
W˜
: W˜ → π1(G)IL . La preuve esquisse´e ci-dessus entraˆıne que si
g ∈ G(L), g = k1nk2 avec k1, k2 ∈ Iw, n ∈ N(L), alors κ˜G(g) co¨ıncide avec
l’image de n par l’homomorphisme N(L)→ W˜ → π1(G)IL .
Pour F facette de B(Gad, L), le sous-groupe parahorique de G(L) de´fini
par F est l’intersection du fixateur de F avec G(L)′ (1.2 de [26]) ; c’est aussi
l’intersection du stabilisateur de F avec G(L)′, puisque G(L)′ est le groupe
sous-jacent a` un syste`me de Tits tel que les parahoriques soient des paraboliques
(prop. 5.2.12 de [8]) et qu’un groupe parabolique d’ un syste`me de Tits est son
propre normalisateur.
Soit C l’alcoˆve qui de´finit Iw. Notons ΩC le stabilisateur de C dans W˜ . Le
morphisme κ˜
W˜
identifie le groupe ΩC a` π1(G)IL et W˜ au produit semi-direct de
ΩC avec le sous-groupe distingue´ Wa ([26]).
3.1.2 L’invariant inv(g1, g2)C .
Soit (A, C) un couple forme´ d’un appartement A et d’une alcoˆve C de B(Gad, L)
contenue dans A. On reprend les notations du nume´ro pre´ce´dent, en pre´cisant
en indice la de´pendance de A et C.
Le groupe d’iwahori-Weyl W˜A ne de´pend que deA, mais pour (A
′, C′) comme
(A, C), on dispose d’un isomorphisme de W˜A sur W˜A′ : il est de´fini par int(h)
pour h ∈ G(L)′ tel que (A′, C′) = (hA, hC). Cet isomorphisme ne de´pend
pas du choix de h, car h est bien de´fini modulo multiplication a` droite par un
e´le´ment t de l’intersection de IwC avec NA(L) et un tel t agit trivialement sur
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A (prop. 2.3.2. de [7]). Ces isomorphismes sont compatibles en un sens e´vident
et permettent de de´finir un groupe W˜ associe´ au groupe G, avec, pour chaque
(A, C) un isomorphisme de W˜ sur W˜A. Comme G(L)
′ est le noyau de κ˜G, on
voit que le morphisme W˜A → π1(G)IL de´fini au nume´ro pre´ce´dent de´finit un
morphisme W˜ → π1(G)IL que l’on note κ˜W˜ . Comme au nume´ro pre´ce´dent, on
note Wa son noyau et ΩC le stabilisateur de C dans W˜ .
Soient g1, g2 deux e´le´ments de G(L). La de´composition de Bruhat de´finit une
bijection naturelle de l’ensemble des doubles classes IwCgIwC dans W˜A = W˜ .
L’invariant inv(g1, g2)(A,C) est de´fini comme e´tant l’e´le´ment w ∈ W˜ associe´ a` la
double classe de g−11 g2. On a donc, en notant ν(A,C) la projection NA(L)→ W˜
:
(1) inv(gg1, gg2)(A,C) = inv(g1, g2)(A,C), pour g ∈ G(L),
(2) inv(g1k1, g2k2)(A,C) = inv(g1, g2)(A,C), pour k1, k2 ∈ IwC ,
(3) inv(1, g)(A,C) = ν(A,C)(g), pour g ∈ NA(L),
(4) inv(int(h)(g1), int(h)(g2))h(A,C) = inv(g1, g2)(A,C), pour h ∈ G(L)
′.
Il en re´sulte que inv(g1, g2)(A,C) ne de´pend en fait que de C. En effet, si A
′
est un appartement contenant C, il existe h ∈ IwC tel que A
′ = hA et, on a en
utilisant (4) :
inv(g1, g2)(A,C) = inv(int(h)(g1), int(h)(g2)(A′,C),
et donc, en utilisant (1) et (2) :
inv(g1, g2)(A,C) = inv(g1, g2)(A′,C).
On utilisera la notation : inv(g1, g2)C . On voit que :
κ˜
W˜
(inv(g1, g2)C) = κ˜G(g2g
−1
1 ).
3.1.3 Remarque.
L’invariant inv(g1, g2)C mesure la position relative de sous-groupes d’Iwahori.
Soient en effet Iw1 et Iw2 deux sous-groupes d’Iwahori de G(L). On peut
de´finir leur position relative inv(Iw1, Iw2) ∈Wa de la fac¸on suivante. On choisit
une alcoˆve C. Si g1 et g2 sont deux e´le´ments de G(L)
′ tels que Iw1 = g1IwC et
Iw2 = g2IwC , on pose :
inv(Iw1, Iw2) = inv(g1, g2)C .
Cette de´finition ne de´pend pas du choix de g1 et g2 car IwC est son propre
normalisateur dans G(L)′. On voit avec les (1) et (4) du nume´ro pre´ce´dent
qu’elle ne de´pend pas du choix de C.
Pour g1 ∈ G(L)
′ et g2 ∈ G(L), la projection de inv(g1, g2)C sur Wa dans la
bijection W˜ =Wa ⋊ΩC est inv(g1Iw, g2Iw). En effet, soient A un appartement
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contenant C et g′2 ∈ G(L)
′, n2 un e´le´ment de NA(L) qui stabilise C tels que
g2 = g
′
2n2 et d’autre part k1, k2, n tels que g
−1
1 g
′
2 = k1nk2, n ∈ NA(L),
k1, k2 ∈ IwC . On a :
g−11 g2 = k1nn2(int(n
−1
2 )(k2)).
Comme int(n−12 )(k2) ∈ IwC , il en re´sulte que, en notant ω ∈ ΩC l’image de
n2 dans W˜ :
inv(g1, g2)C = inv(g1, g
′
2)Cω.
Comme on a suppose´ que g1 ∈ G(L)
′, on voit que la projection de inv(g1, g2)C
sur Wa est bien :
inv(g1IwC , g
′
2IwC) = inv(g1IwC , g2IwC).
3.1.4 Invariants par rapport a` un parahorique quelconque ([26]).
Soient F une facette de B(Gad, L) et KF = K le parahorique qui lui est associe´.
Si A est un appartement contenant F , le groupe de Weyl W˜KA est le quotient
(NA(L) ∩K)/TA(L)1. Soient (A, C) un couple forme´ d’un appartement A con-
tenant F et d’une chambre C contenue dans A et dont l’adhe´rence contient F
et (A′, C′) comme (A, C). Il existe h ∈ K tel que (A′, C′) = h(A, C) et int(h)
induit un isomorphisme de W˜KA sur W˜
K
A′ . Ces isomorphismes sont compatibles
en le sens e´vident et permettent de de´finir le sous-groupe W˜K de W˜ . On a les
de´compositions en doubles classes :
K\G(L)/K ≃ W˜KA \W˜A/W˜
K
A .
Pour g1, g2 ∈ G(L) elles permettent de de´finir inv(g1, g2)F ∈ W˜
K\W˜/W˜K
(on utilisera aussi la notation inv(g1, g2)K). Pour toute chambre C dont l’adhe´rence
contient F , inv(g1, g2)F est l’image de inv(g1, g2)C dans W˜
K\W˜/W˜K .
3.1.5 Les varie´te´s de Deligne-Lusztig affines.
On suppose de nouveau que G est de´fini sur F . Soit K un parahorique de GF .
Soit b ∈ G(L). Pour g ∈ G(L), inv(g, bσ(g))K(OL) ne de´pend que de la classe
de g dans G(L)/K(OL). Si K est un Iwahori, cela re´sulte du (2) de 3.1.2 et
pour K quelconque, on le voit de meˆme. Pour w ∈ W˜K\W˜/W˜K , la varie´te´ de
Deligne-Lusztig affine ge´ne´ralise´e Xw(b)K est de´finie par :
Xw(b)K = {g ∈ G(L)/K(OL); inv(g, bσ(g))K(OL) = w},
(il est conjecture´ que l’on peut munir cet ensemble d’une structure de varie´te´
alge´brique sur le corps re´siduel k de L).
Si b′ est σ conjugue´ de b i.e. b′ = hbσ(h−1), l’application g 7→ hg de´finit
une bijection de Xw(b)K sur Xw(b
′)K . En particulier, si Iw et Iw
′ sont Iwahori
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de GF , ils sont conjugue´s par int(h) pour un h dans le sous-groupe G(F )
′ de
G(F ) engendre´ par les sous-groupes parahoriques de G(F ). Comme clairement
G(F )′ ⊂ G(L)′, il re´sulte des (1) et (4) de 3.1.2 que g 7→ gh−1 de´finit une
bijection de Xw(b)Iw sur Xw(b)Iw′ .
3.1.6 Remarque.
Comme G est re´siduellement quasi-de´ploye´ (1.10.2 de [34]), il existe une alcoˆve
de B(Gad, L) qui est stable par σ. Soit C une telle alcoˆve. Supposons g ∈ G(L)
′.
Notons φ l’action de bσ sur l’immeuble B(Gad, L) et en particulier l’ensemble
des sous-groupes d’Iwahori de GL. Si Iw est le sous-groupe d’Iwahori gIwC , il
re´sulte de la remarque 3.1.3 que la projection de inv(g, bσ(g))C ∈ W˜ sur Wa est
inv(Iw, φIw). D’autre part, l’image de inv(g, bσ(g))C par κ˜W˜ : W˜ → π1(G)IL
est κ˜G(b).
3.2 Calculs d’invariants.
On suppose toujours que G est un groupe re´ductif sur F . On se donne une
classe de conjugaison de groupes a` un parame`tre {µ} de GL et [b] ∈ B(G, {µ}).
3.2.1
Soient S un tore maximal de´ploye´ de GL, T le centralisateur de S et N le
normalisateur de T . Notons W0 = N(L)/T (L) le groupe de Weyl relatif et
ΛT ({µ}) l’intersection de X∗(T ) avec l’ensemble des groupes a` un parame`tre de
{µ} qui sont de´finis sur L. La proposition suivante est sans doute bien connue :
Proposition 5 ΛT ({µ}) est une orbite sous W0.
De´monstration. Soient µ1 et µ2 deux groupes a` un parame`tre de ΛT ({µ}).
Comme tout espace homoge`ne sous G(L) a un point rationnel sur L (cor. 1 du
3.2.3. de [33]), il existe g ∈ G(L) tel que µ2 = int(g)(µ1). La proposition re´sulte
alors de ce que S et int(g)(S) sont conjugue´s par un e´le´ment de´fini sur L du
centralisateur de µ2.
Notons Λ({µ}) l’image de ΛT ({µ}) dans X∗(T )IL . Si on choisit une alcoˆve
dans l’appartement de´finie par S, Λ({µ}) s’identifie a` un sous-ensemble de W˜
(3.1.2). Il re´sulte de la proposition ci-dessus que Λ({µ}) co¨ıncide avec l’ensemble
note´ de fac¸on identique dans le 3 de [26]. Notons, pour K parahorique de G,
X{µ}(b)K la re´union des Xw(b)K , pour w de´crivant l’image de Λ({µ}) dans
WK\W˜/WK .
The´ore`me 1 Soit b ∈ [b]. On suppose que G est quasi-de´ploye´ sur F (et que
{µ} est de´finie sur L). Alors, il existe un parahorique K de GF tel que X{µ}(b)K
soit non vide.
De´monstration. Le corollaire 1 entraˆıne que l’on peut supposer (b, µ) super-
admissible, avec µ ∈ {µ}. Soit K comme dans la proposition 4. Comme (b, µ)
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est super-admissible, on a b = σ(µ(p)). De plus µ se prolonge en un groupe a`
un parame`tre de KOL , donc aussi σ(µ). Il existe un tore maximal de´ploye´ S de
K, de´fini sur OL, et qui contient σ(µ) (3.5. de [34]). Il de´finit un appartement
A de B(Gad, L) qui contient la facette F de´finie par K. Soit C une alcoˆve
contenue dans A dont l’adhe´rence contient F . Il re´sulte de (3) de 3.1.2 que
inv(1, b)C = tσ(µ), tσ(µ) de´signant l’image de σ(µ) dans X∗(T )IL , T de´signant
le centralisateur de S. Il en re´sulte que inv(1, b)K est l’image de tσ(µ) dans
WK\W˜/WK . On voit donc que Xσ({µ})(b)K est non vide.
Il re´sulte de ce que l’on vient de prouver applique´ a` σ−1({µ}) et σ−1(b) que
X{µ}(σ
−1(b))K est non vide. Comme b et σ
−1(b) sont σ-conjugue´s, on a une
bijection de X{µ}(σ
−1(b))K sur X{µ}(b)K (3.1.5) et X{µ}(b)K est non vide. La
proposition est prouve´e.
3.2.2 Remarque.
Il n’existe pas toujours d’Iwahori qui satisfasse la conclusion de la proposition
comme le montre de´ja` le cas des isocristaux associe´s aux courbes elliptiques su-
persingulie`res (1 de [26]). L’exemple de la remarque 1.2 prouve que, la filtration
admissible e´tant donne´e, on ne peut pas toujours trouver un re´seau fortement
divisible qui de´finisse un parahorique K qui soit hyperspe´cial.
3.2.3
Soient b ∈ [b] et µ ∈ {µ} tels que (b, µ) soit super-admissible. Soit K un
parahorique de G comme dans la proposition 4. Soit Tµ le sous-tore de Kred
engendre´ par les σi(µred) pour i ∈ Z (prop. 4). Soit CTµ le centralisateur de
µred dans Kred. C’est un groupe re´ductif connexe et il est quasi-de´ploye´ car
kF est fini. Soit T red un tore maximal de CTµ qui est contenu dans un Borel
de CTµ ; il contient Tµ puisque ce dernier est contenu dans le centre de CTµ .
Soit T un sous-tore de K dont l’image dans Kred est T red. D’apre`s le the´ore`me
4.1. de l’expose´ 11 de [1], on peut relever T en un sous-tore S de K. Comme
T est un tore maximal de K, T k est un tore maximal de´ploye´ de Kk et SL est
un tore maximal de´ploye´ de GL (3.5. de [34]). Il de´finit un appartement A1 de
B(Gad, L). De plus, le Frobenius σ agit sur A1, de fac¸on compatible a` l’action
sur le groupe des cocaracte`res X∗(SL) du tore S. Il de´finit donc un e´le´ment θ1
du normalisateur du groupe de Weyl affine agissant sur A1.
Soit F la facette de´finie par K. Elle est contenue dans A1 et, comme K est
de´fini sur OF , elle est stable sous l’action de θ1. Soit C1 une alcoˆve de B(Gad, L),
qui est contenue dans A1 et dans l’e´toile de F i.e. dont l’adhe´rence contient F
(4.6.33 de [8]). L’alcoˆve σ(C1) est aussi contenue dans A1 et dans l’e´toile de F .
Soit WF le groupe des transformations affines de R ⊗X∗(S) qui est engendre´
par les re´flexions par rapport aux murs de A1 qui contiennent F . Il s’identifie
au groupe de Weyl absolu de Kred relativement a` T red (3.5.1 de [34]). Soit wC1
l’e´le´ment de WF qui est tel que
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wC1(C1) = θ1(C1).
Soit M un sous-groupe de Levi de K qui contient T . Soit n un e´le´ment de
M(k), qui normalise T et dont l’image dans WF est wC1 . Comme le normalisa-
teur N de S dans K est lisse sur OF (cor. 5.3 bis de l’expose´ 11 de [1]), il existe
n ∈ N(OL) qui rele`ve n. Comme K est connexe et lisse sur OF , il re´sulte d’un
the´ore`me de Lang qu’il existe g ∈ K(OL) tel que n = σ(g)g
−1. Soit C l’alcoˆve
g−1C1.
Proposition 6 L’alcoˆve C est stable par σ. Notons T le centralisateur de S et
µT l’unique sous-groupe a` un parame`tre de S ⊂ T dont l’image dans Kred est
µ. Alors µT et µ sont conjugue´s dans GL. On a :
inv(g, bσ(g))C = tσ(µT )wC1 ,
tσ(µT ) e´tant l’image de σ(µT ) dans X∗(T )IL (on identifie W˜ a` un quotient
du normalisateur de SL dans GL graˆce a` l’isomorphisme de´fini par (A1, C1)
(3.1.2)).
3.3 Remarque.
Comme gC = C1, on voit que la projection de inv(g, bσ(g))C surWa est inv(IwC1 , φIwC1).
Comme g ∈ G(L)′, la projection sur π1(G)IL est e´gale a` l’image de σ(µ).
De´monstration de la proposition. On a :
σ(C) = σ(g−1)σ(C1) = g
−1n−1wC1C1 = g
−1C1 = C,
puisque n agit sur A1 comme wC1 .
Soit radu(K) l’image re´ciproque dans K(OL) du radical unipotent de K.
Les groupes a` un parame`tre µ et µT ayant meˆme image dans Kred, il existe
u ∈ radu(K) tel que µ = int(u)(µT ) (th. 10.6 de [4] et 3. de exp. 9 de [1]).
D’apre`s (4) de 3.1.2, on a, par conjugaison par g−1 qui appartient a`K(OL) ⊂
G(L)′ :
inv(g, bσ(g))C = inv(g, gbσ(g)g
−1)C1 .
En multipliant a` gauche par g−1 ((1) de 3.1.2) et en utilisant σ(g)g−1 = n
et b = σ(µ)(π) :
= inv(1, σ(µ)(π)n)C1 .
En utilisant µ = int(u)(µT ) et u ∈ radu(K)(OL), on obtient, en posant
u′ = σ(u)) :
= inv(1, u′σ(µT )(π)u
′−1n)C1 ,
soit :
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= inv(u′
−1
, σ(µT )(π)n(n
−1u′
−1
n))C1 ,
soit, puisque u′ et n−1u′n sont des e´le´ments de radu(K)(OL) ⊂ IwC1(OL) :
= inv(1, σ(µT )(π)n)C1 .
Comme l’image de n dans WF est wC1 , ceci prouve la formule e´nonce´e.
4 Triplets (F , λ, C) en bonne position.
4.1 De´finition.
Dans ce paragraphe, on se donne un syste`me de racines re´duit R dans un R-
espace vectoriel V . On s’efforce a` reprendre les notations de [6]. On de´signe
par E l’espace affine dont le groupe des translations est le dual V ∗ de V et par
N(Wa) le normalisateur du groupe de Weyl affine Wa de R dans le groupe des
transformations affines de E. On se donne un e´le´ment θ de N(Wa). On se donne
de plus une facette F de E (pour les murs relativement a` Wa). On suppose que
:
- a) θ laisse stable F .
On suppose donne´ λ ∈ P (R∨) un poids du syste`me dual. On note RF les
racines ~α qui sont telles qu’il existe un mur de direction orthogonal a` ~α qui
contienne F ; RF est donc un sous-syste`me de racines de R. Soit RF ,λ,θ le
syste`me de raicines forme´s des racines de RF qui sont orthogonales aux θ
i(λ),
pour i ∈ Z. Il est clair que θ agit sur RF et RF ,λ,θ. On suppose que :
- b) θ laisse stable une chambre CF ,λ,θ de RF ,λ,θ.
Se donner une alcoˆve C dont l’adhe´rence contient F revient a` se donner une
chambre CF de RF , donc un ensemble de racines positives de RF . Si C est une
telle alcoˆve, on dit que (F , λ, C) est en bonne position si :
- pour toute racine ~α > 0 de RF (relativement a` CF ) telle que θ
−1(α) < 0,
on a 〈~α, λ〉 > 0.
4.2 Existence d’alcoˆves en bonne position.
Proposition 7 Soient R, θ, F , λ, et CF ,λ,θ comme dans le 4.1. Alors, il
existe une alcoˆve C dont l’ adhe´rence contient F , telle que (F , λ, C) soit en
bonne position, et que toute racine positive de RF ,λ,θ positive relativement a`
CF ,λ,θ soit positive relativement a` CF .
De´monstration. Choisir une chambre CF de RF , revient a` choisir un sous-
ensemble RF ,+ de RF tel que RF ,+ ∪ −RF ,+ soit une partition de RF et tel
que ~α, ~α′ ∈ RF ,+ et ~α+ ~α
′ ∈ RF entraˆıne ~α+ ~α
′ ∈ RF ,+ (cor. 1 de prop. 20 de
1.7. de chap. 6 [6]). On fait ce choix de la manie`re suivante :
- si pour tout i ∈ Z 〈~α, θi(λ)〉 = 0, autrement dit si ~α est une racine de
RF ,λ,θ, ~α ∈ RF ,+ si elle est positive relativement a` CF ,λ,θ ;
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- s’il existe i tel que 〈~α, θi(λ)〉 6= 0, soit i0 le plus petit entier ≥ 0 pour lequel
ceci se produit, ~α ∈ RF ,+ si 〈~α, θ
i0 (λ)〉 > 0.
Il est clair que RF ,+ de´finit bien un ensemble de racines positives qui contient
les racines positives de RF ,λ,θ.
Prouvons qu’alors (F , λ, C) est en bonne position. Soit ~α ∈ RF ,+. On a :
〈~α, λ〉 ≥ 0. Il s’agit de prouver que, si ~α > 0 et 〈~α, λ〉 = 0, on a θ−1(~α) > 0. On
a :
- soit 〈~α, θ(λ)〉 = 0 ; alors,
- soit de plus, ~α ∈ RF ,λ,θ et θ
−1(~α) > 0 puisque l’ensemble des racines
positives de RF ,λ,θ est stable par θ ;
- soit de plus, il existe i0 ≥ 2 tel que 〈~α, θ
i0(λ)〉 > 0 et 〈~α, θi(λ)〉 = 0
pour 0 ≤ i < i0 ; alors 〈θ
−1(~α), θi0−1(λ)〉 > 0 et 〈θ−1(~α), θi(λ)〉 = 0 pour
0 ≤ i < i0 − 1 et on a bien θ
−1(~α) > 0 ;
- soit 〈~α, θ(λ)〉 6= 0, donc est > 0 puisque ~α est > 0, d’ ou` 〈θ−1(~α), λ〉 > 0 et
donc θ−1(~α) est positive.
Dans tous les cas θ−1(~α) est positive et la proposition est prouve´e.
4.3 Bonne position et calcul de longueurs dans N(Wa).
Soient R, F , λ et θ comme dans le 4.1. Soit C une alcoˆve dont l’adhe´rence
contient F , de sorte que l’on a une partition de RF en racines positives et
ne´gatives . On note ΩR,C le stabilisateur dans N(Wa) de C, de sorte que N(Wa)
s’identifie au produit semi-direct de ΩR,C par le sous-groupe distingue´ Wa.
On note lC la fonction longueur du groupe de Coxeter Wa, relativement au
sous-ensemble ge´ne´rateur forme´ des re´flexions par rapport aux murs de C. On
e´tend la fonction lC au groupe N(Wa) en posant lC(η) = lC(w) si η = wγ,
w ∈ Wa et γ ∈ ΩR,C . L’entier lC(η) est donc le nombre de murs se´parant C de
η(C) (lemme 2 du 1.4 du chap. 4 et prop. 17 du 1.6 du chap. 6 de [6]).
La proposition suivante est une ge´ne´ralisation de la prop. 1.23 de [17], qui
est le cas ou` la facette F est re´duite a` un point spe´cial.
Proposition 8 Notons tλ ∈ N(Wa) la translation de vecteur λ. On a :
lC(tλθ) =
∑
~α
| 〈~α, λ〉 | +
∑
~α
| 〈~α, λ〉 − 1 |
la seconde somme portant sur l’ensemble RF ,θ des racines ~α ∈ RF ve´rifiant
~α > 0, θ−1(~α) < 0 ; pour la premie`re, on choisit une racine ~α dans chaque
couple {~α,−~α} de racines de R tel que ni ~α ni −~α n’appartienne a` RF ,θ, et on
somme sur ces racines ~α.
De´monstration. On reprend la de´monstration d’Iwahori et Matsumoto. Soit
x ∈ C un point proche de F . La longueur lC(tλw) est le nombre de murs
rencontrant le segment [x, θ(x)+λ]. Soit ~α ∈ R et α une racine affine de direction
~α : α est donc une fonction affine sur E de direction ~α et dont l’hyperplan des
ze´ros est un mur. Le nombre de murs de direction orthogonale a` ~α (ou −~α)
est le nombre d’entiers dans l’intervalle [α(x), α(θ(x)) + λ]. Faisons tendre x
20
vers un point x0 de F . La longueur du segment tend vers l’entier | 〈~α, λ〉 |.
Si ~α /∈ RF , α(x0) n’est pas un entier, et on voit que la contribution des murs
orhogonaux a` ~α est bien | 〈~α, λ〉 |. Si ~α ∈ RF , α(x0) est un entier a, et l’intervalle
[α(x), α(θ(x)) + λ] est de la forme [a + ǫ, a + 〈~α, λ〉 + ǫ′] avec ǫ du signe de ~α
et ǫ′ de celui de θ−1(~α). Pour ~α ∈ RF positive, dans chacun des quatre cas de
signes possibles, le nombre d’entiers de l’intervalle [α(x), α(θ(x)) + λ] est :
- si 〈~α, λ〉 > 0, θ−1(~α) > 0 : | 〈~α, λ〉 | ;
- si 〈~α, λ〉 > 0, θ−1(~α) < 0 : | 〈~α, λ〉 | −1 ;
- si 〈~α, λ〉 < 0, θ−1(~α) > 0 : | 〈~α, λ〉 | ;
- si 〈~α, λ〉 < 0, θ−1(~α) < 0 : | 〈~α, λ〉 | +1.
Ceci prouve la proposition.
4.3.1 Bonne position et ordre de Bruhat.
On reprend les hypothe`ses de 4.1. Soit C une alcoˆve dont l’adhe´rence contient
F . On note ≤C l’ordre partiel sur N(Wa) de´fini par η ≤C η
′ si :
- η et η′ ont meˆme image dans ΩR,C ;
- alors il existe w,w′ ∈Wa et γ ∈ ΩR,C tels que η = wγ, η
′ = w′γ ; la seconde
condition pour que η ≤C η
′ est que w ≤C w
′ pour l’ordre de Bruhat sur Wa.
Pour la de´finition de l’ordre de Bruhat, voir par exemple [2] et sa bibliographie
: en particulier, w ≤C w
′ si pour une (ou toute) de´composition re´duite de w′,
w′ = s1s2...sl′ , il existe 1 ≤ i1 < i2 < ... < il ≤ l
′ tel que w = si1si2 ...sil .
Proposition 9 On suppose (F , λ, C) en bonne position. Alors, on a :
lC(tλ) = lC(tλθ) + lC(θ).
Notons wC l’e´le´ment de WF tel que θ(C) = wC(C). On a : tλwC ≤C tλ.
De´monstration. La proposition pre´ce´dente donne :
lC(tλ) =
∑
~α
| 〈~α, λ〉 |,
la somme portant sur un syste`me de repre´sentants des classe {~α,−~α} de R,
et :
lC(θ) =
∑
~α∈RF,θ
1.
Comme (F , λ, C) est en bonne position, si ~α ∈ RF ,θ, on a 〈~α, λ〉 > 0, et donc
la proposition pre´ce´dente s’e´crit :
lC(tλθ) =
∑
~α
| 〈~α, λ〉 | +
∑
~α
| 〈~α, λ〉 | −1.
On a bien l’e´galite´ de longueurs cherche´e.
Prouvons tλwC ≤C tλ. Tout d’abord, comme wC ∈Wa, tλwC et tλ ont meˆme
image dans ΩR,C .
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Lemme 6 Pour η ∈ N(Wa) et γ ∈ ΩR,C, on a :
lC(ηγ) = lC(η) = lC(γη)
et lC(η) = lC(η
−1).
De´monstration. On a ηγ(C) = η(C), d’ou` lC(ηγ) = lC(η). Comme int(γ)
stabilise l’ensemble des re´flexions par rapport aux murs de C, on a l(int(γ)(η)) =
l(η). Comme γη = int(γ)(η)γ, on a bien lC(η) = lC(γη).
Posons η = wγ, w ∈ Wa et γ ∈ ΩR,C . On a : η
−1 = int(γ−1)(w−1)γ−1.
D’ou`, puisque lC(w) = lC(w
−1) et la premie`re partie du lemme, lC(η) = lC(η
−1).
Cela prouve le lemme.
Achevons de prouver la proposition. Comme il existe γ ∈ ΩR,C tel que
θ = wCγ, on de´duit de l’e´galite´ de longueurs de´ja` prouve´e :
lC(tλ) = lC(tλwC) + lC(wC).
Posons w = w−1C et η = tλwC . Comme lC(w) = lC(w
−1), l’e´galite´ ci-dessus
devient :
lC(η) + lC(w) = lC(ηw).
Posant η = w′γ, w′ ∈ Wa et γ ∈ ΩR,F , on a : ηw = (w
′int(γ)(w))γ et, avec
le lemme pre´ce´dent : lC(ηw) = lC(w
′int(γ)(w)). L’e´galite´ de longueurs ci-dessus
s’e´crit :
lC(w
′) + lC(int(γ)(w)) = lC(w
′int(γ)(w)).
Il en re´sulte que si on multiplie une de´composition re´duite de w′ par une
de´composition re´duite de int(γ)(w), on obtient une de´composition re´duite de
w′int(γ)(w). On en de´duit que w′ ≤C w
′int(γ)(w), d’ou` : η ≤C ηw et :
tλwC ≤C tλ.
Ceci ache`ve de prouver la proposition.
5 Conclusions.
On reprend les notations de 3.1. Soit {µ} une classe de conjugaison de groupes
a` un parame`tre de GL. Rappelons ([18] et [26]) que :
Adm({µ}) = {w ∈ W˜ ;w ≤ λ pour un λ ∈ Λ({µ})}.
Si {µ} est de´finie sur L, nous avons donne´ une de´finition de Λ({µ}) au 3.2.1.
L’ordre sur W˜ est de´fini a` partir de l’ordre de Bruhat d’une manie`re analogue
a` celle du 4.3.1. Soit Iw un sous-groupe d’Iwahori de G. Soit b ∈ G(L) tel
que [b] ∈ B(G, {µ}). Rappelons que X(b, {µ})Iw est la re´union des Xw(b)Iw
pour w ∈ Adm({µ}). Le the´ore`me suivant prouve une conjecture de Kottwitz
et Rapoport sous des hypothe`ses de non ramification ([18], [26]).
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The´ore`me 2 Supposons G quasi-de´ploye´ et {µ} de´finie sur L. Alors X(b, {µ})Iw
est non vide. Plus pre´cise´ment, il existe λ ∈ Λ({µ}) et w ∈ W˜ tels que Xw(b)Iw
soit non vide et l(λ) = l(w) + l(w−1λ).
5.1 Remarques.
1) Rappelons que l’ordre de Bruhat faible ≤′ sur Wa est de´fini par w ≤
′ w′ si
l(w′) = l(w) + l(w−1w′) ([2]). Si w ≤′ w′, on a donc w ≤ w′. On voit donc que
l’on prouve en fait la conjecture de Kottwitz et Rapoport ou` dans la de´finition
de Adm({µ}), on remplace l’ordre de Bruhat usuel par l’ordre de Bruhat faible.
2) Si G est non ramifie´, il re´sulte de la prop. 4.4 de [26] que, si X(b, {µ})Iw
est non vide, [b] ∈ B(G, {µ}).
5.2 De´monstration du the´ore`me.
D’apre`s le corollaire 1, il existe b′ ∈ [b] et µ ∈ {µ} tels que (b′, µ) soit super-
admissible. On peut donc supposer (b, µ) super-admissible. Soit alors K un
parahorique comme dans la proposition 4. Soit F la facette de B(Gad, L) qui lui
est associe´e. On reprend les de´finitions et notations de 3.2.3 et de la proposition
6. On a donc un appartement A1 de B(Gad, L) contenant F qui est stable sous
l’action de σ ; l’action de σ sur A1 est note´e θ1. Pour toute alcoˆve C1 contenue
dans A1 dont l’adhe´rence contient F , il existe g ∈ G(L) tel que, si C est l’alcoˆve
g−1C1, on ait :
inv(g, bσ(g))C = tσ(µT )wC1 ,
wC1 ∈ WF e´tant de´fini par wC1(C1) = θ1(C1). De plus, µ et µT sont conjugue´s
dans GL, donc aussi σ(µ) et σ(µT ). Il en re´sulte que σ(µT ) ∈ ΛT (σ({µ}))
(3.2.1). Pour prouver le the´ore`me pour l’Iwahori de´fini par C et la classe de
conjugaison de groupes a` un parame`tre σ({µ}), il suffit donc de prouver que
l’on peut choisir C1 telle que tσ(µT )wC1 soit plus petit que tσ(µT ), pour l’ordre
de Bruhat de W˜ identifie´ au groupe d’Iwahori-Weyl relatif a` (A1, C1) (3.1.2).
Soit x un point spe´cial de A1 de sorte que l’on a un syste`me de racines
re´duit R dont Wa est le groupe de Weyl affine (1.7. de [34], prop. 9 du 6.2.
de [6]). Comme σ(µT ) normalise Wa, l’image de σ(µT ) dans le groupe des
transformations affines de A1 est la translation par un poids du syste`me racines
dual de R ; on note ce poids λ. On pose : θ = θ1 et on reprend les notations de
4.1. La facette F de´finie par K est bien stable par θ car K est de´fini sur F .
Prouvons que l’on a la condition b) de 4.1. Soit R′ le syste`me de racines de
GL, relativement a` SL. Les e´le´ments de R et de R
′ sont proportionnels (1.7. de
[34]). Soit R′F le syste`me des racines ~α de R
′ telles qu’il existe un mur de A1
de direction orthogonale a` ~α contenant F . D’apre`s 1.9. de [34], R′F s’identifie
au syste`me de racines du quotient (Kred)k de la re´duction modulo π de Kk par
son radical unipotent (3.2.3), relativement au tore T red image de la re´duction
de S dans Kred. Rappelons que µred est l’image de µ dans Kred (prop. 4) ;
c’est aussi l’image de µT (prop. 6). De plus, on a note´ Tµ le tore de Kred
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engendre´ par les σi(µred), i ∈ Z. Notons R
′
F ,λ,θ le syste`me des racines de R
′
F
qui sont orthogonales aux cocaracte`res de (T µ)k. Le syste`me de racines R
′
F ,λ,θ
s’identifie a` celui du commutant (CTµ)k du tore (Tµ)k dans (Kred)k. Comme le
tore maximal T red de CTµ contient un Borel de CTµ (3.2.3), l’action de σ = θ
sur R′F ,λ,θ laisse stable une base de R
′
F ,λ,θ. Comme les e´le´ments de R
′
F ,λ,θ et
de RF ,λ,θ sont proportionnels, θ laisse stable une base de RF ,λ,θ, et on a bien
la condition b) de 4.1.
On peut donc choisir C1 telle que (F , λ, C1) soit en bonne position (prop.
7). On a donc prouve´ que X(σ({µ}), b)IwC est non vide. Il en re´sulte que
X({µ}, σ−1(b))IwC est non vide. Comme b et σ
−1(b) sont σ-conjugue´s, on voit
que X({µ}, b)IwC est non vide. Comme Iw et IwC sont conjugue´s par un auto-
morphisme inte´rieur de G, on a bien que Xw(b)Iw est non vide. Ceci prouve le
the´ore`me.
5.3
Supposons G non ramifie´. Si K est un sous-groupe hyperspe´cial de G, WK
s’identifie au groupe de Weyl W0 de GL et l’ensemble des doubles classes
WK\W˜/WK a` W0\X∗. En particulier, l’image de Λ({µ}) dans W
K\W˜/WK
est re´duit un e´le´ment, que l’on note encore {µ}. Si {µ} est minuscule, l’image
de Adm({µ}) dans W0\X∗ est re´duite a` {µ} (prop. 3.11 de [26]). On a donc le
corollaire suivant, qui prouve la conjecture 4.6. de [26] lorsque {µ} est minus-
cule.
Corollaire 3 Soit K un sous-groupe hyperspe´cial de G. Soit {µ} minuscule et
b ∈ B(G, {µ}). Alors X{µ}(b)K est non vide.
5.4 Remarque.
Soit D un module de Dieudonne´ filtre´ admissible et M un re´seau fortement
divisible. On suppose {µ} minuscule a` poids 0 et 1. Notons M = M/pM avec
sa structure de module de Dieudonne´ filtre´e. Cette structure de´finit sur M une
action du Frobenius F et du Verschiebung V = pF−1. Montrons comment on
a proce´de´ pour obtenir une structure iwahorique i.e. un drapeau de M stable
par F et V . On a choisi tout d’abord une suite de Jordan-Ho¨lder (0) = M0 ⊂
M1 ⊂ . . .M r =M du module de Dieudonne´ filtre´M . Ensuite, pour chacun des
quotients simples de cette suite de Jordan-Ho¨lder, il n’est pas difficile de voir
que l’ on a choisi dans le 7 la filtration “canonique” du 2.5. de [25] de´finie par
V et F−1.
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