Abstract. Let g be the Witt algebra or the positive Witt algebra. It is well known that the enveloping algebra U (g) has intermediate growth and thus infinite Gelfand-Kirillov (GK-) dimension. We prove that the GK-dimension of U (g) is just infinite in the sense that any proper quotient of U (g) has polynomial growth. This proves a conjecture of Petukhov and the second author for the positive Witt algebra. We also establish the corresponding results for quotients of the symmetric algebra S(g) by proper Poisson ideals.
Introduction
Let K be a field of characteristic zero, and let W be the Witt algebra, which has K-basis {e n : n ∈ Z}, with the Lie bracket [e i , e j ] = (j − i)e i+j . We let W + , the positive Witt algebra, be the Lie subalgebra of W spanned by {e n : n 1}.
The Witt algebra is a central quotient of the Virasoro algebra, Vir, which has K-basis {e n : n ∈ Z} ∪ {c}, and Lie bracket [e i , e j ] = (j − i)e i+j + i 3 − i 12 δ i+j,0 c, c central.
It is ubiquitous in conformal field theory. These algebras were testing examples for the fundamental and important question of whether there is an infinite-dimensional Lie algebra with a noetherian enveloping algebra. This question has been asked by many people, including Ken Brown [Bro07, Question B], Jacques Dixmier, Victor Latyshev, and is conjectured to have a negative answer in [SW14, Conjecture 0.1]. Recently it was shown by the second named author and Chelsea Walton [SW14] that the conjecture holds for the Lie algebras above: that is, U(W + ), U(W ), and U(Vir) are not left or right Noetherian. The question is still unsolved in full generality.
However, the two-sided ideal structure of these enveloping algebras is extremely sparse, and it seems possible that they satisfy the ascending chain condition for two-sided ideals, a property sometimes known as being weakly Noetherian. Further, two-sided ideals of W and W + are known to be large, and Petukhov and the second author have conjectured: Conjecture 1.1. ([PS17, Conjecture 1.2]) The universal enveloping algebra U(W + ) has just infinite GK-dimension; that is, if I is a non-zero ideal of U(W + ), then U(W + )/I has polynomial growth.
(In this paper, we use polynomial growth as a synonym for finite GK-dimension.) This conjecture was proved in [PS17] for the particular case of generators of the ideal of degree 2. In this paper we establish the conjecture, and generalise our arguments to prove that U(W ) and indeed any central factor of U(Vir) has just infinite GK-dimension in the sense above. Our main result is: The algebras U(W ), U(W + ), and U(Vir)/(c − κ), for any κ ∈ K, have just infinite GK-dimension. In particular, Conjecture 1.1 holds.
We note that these algebras are all finitely generated and as it was noticed by many people (Kirillov, Kontsevich, Molev; Smith; Ufnarovski) have an intermediate growth (and thus infinite GK-dimension). The estimation of the growth of the natural set of normal monomials: commutative monomials e i 1 , ..., e i k , , i 1 i 2 ... i k , j 1 + ... + j k = n is in fact the estimation of the number of partitions of n, which was obtained by Hardy at least at the level of e c √ n and dramatically improved by Ramanujan. We also consider the induced Poisson structures on the symmetric algebras S(W + ), S(W ), and S(Vir), and prove: Theorem 1.3. Let I be a proper Poisson ideal of S(W + ). Then S(W )/I has finite GKdimension. Similar statements hold for S(W ) and for S(Vir)/(c − κ), for any κ ∈ K.
As notation, we will write the symmetric algebra S(W + ) = K[x 1 , x 2 , . . . ], where x i corresponds to e i ∈ W + . Likewise, S(W ) = K[. . . , x −1 , x 0 , x 1 , . . . ] and S(Vir) = K[. . . , x −1 , x 0 , x 1 , . . . , c].
We also will write S(W) or S(W) if the fact holds for all of W + , W and central quotients of S(V ir) or U(V ir).
The main idea in the proofs of both Theorems 1.2 and 1.3 is to show that if g is a nonzero element of S(W + ) or S(W ), then for 'almost all' monomials m in the x i (more precisely, monomials on big enough letters), the Poisson ideal generated by g contains an element with leading term m. (See Lemma 2.4). It works exactly the same way for universal enveloping algebras: we show that if g is a nonzero element of U(W + ) or U(W ), then for almost all monomials m in the e i , the two-sided ideal generated by g contains an element with leading term m.
To make this work we introduce the following ordering on monomials in the x i or e i respectively. Denote by deg (m) = i 1 + . . . + i k the degree of a monomial m = x i 1 . . . x i k , and we have also the natural grading by the length of monomials: |m| = |x i 1 . . . x i k | = k as well.
Then the ordering on the set [X] of commutative monomials in X is defined as follows. For two monomials m 1 and m 2 , we write m 1 < m 2 if
• |m 1 | < |m 2 | or
and m 1 is less than m 2 with respect to the leftto-right lexicographical order when both m 1 and m 2 are written in icreasing order:
This ordering is designed to ensure that all long enough monomials on 'big' letters can be modulo the ideal presented as a sum of smaller monomials.
The letter is called big if it is bigger than n = max i is featuring as index in g {(2i+1)}. By this means we are able to introduce a 'normal form' for monomials from A = S(W) and A = U(W). Namely, any element from A, in case of W + can be presented (not uniquely) as a linear combination of images of monomials
where u is a monomial on finite number of letters x 1 , ...x n , and v is monomial on infinite number of big letters, but of restricted length. In case of W and V ir the 'normal form' is slightly different. Any element from A, in this case can be presented (not uniquely) as a linear combination of images of monomials
where v is a monomial on finite number of letters x 1−n , ...x n−1 , and u 1 , u 2 is monomial on infinite number of big letters: u 1 from [..., x −n ], and u 2 from [x n , ...] but both of them of restricted length.
Counting of the growth of these normal monomials will give us the estimate which ensures that the growth is polynomial. In case of full Witt the situation with growth counting gets a little more involved, since the usual degree function deg(u) = i 1 + ... + i k will not supply us with a grading (or at least a filtration) on A. In this case we will introduce an appropriate filtration coming from the new degree function π(u) = |i 1 | + |i 2 | + ... + |i k | + C, for a constant C and u = e i 1 , ..., e i k . For the precise statement see Theorem 4.1.
It is essential to ensure that we get the 'normal form' for monomials in A = U([W) the following sets of monomials.
As a corollary of Theorem 1.2, we give an easy proof that annihilators of Verma modules over Vir are generated by some c − κ; this is an unpublished result of Wallach [WS13] . We also obtain: Corollary 1.4. U(W ), U(W + ), and U(Vir) all satisfy the ascending chain condition for completely prime ideals.
The Witt algebra W is a simple, graded, Lie algebra of polynomial growth. Such algebras were famously classified by Mathieu [Mat92] . It is interesting to ask which of these Lie algebras have enveloping algebras with just infinite GK-dimension. This is the subject of our ongoing research.
Notation: Throughout we fix the following notations. We denote the set of non-negative integers by N. If R is a ring and g ∈ R, the two-sided ideal generated by g is denoted (g). If R is a Poisson algebra, the Poisson ideal generated by g is denoted {(g)}. Our main goal in next two sections is to prove the following theorem.
Theorem 2.1. Let I = {(g)} be a Poisson ideal in S(W + ) generated by one polynomial g. Then A = S(W + )/I has polynomial growth.
. We equip S(W + ) with the degree grading assuming that deg (x j ) = j. Then the degree of a monomial m = x i 1 . . . x i k is deg (m) = i 1 + . . . + i k . Of course, we have the natural grading by the length of monomials:
First, we prove the following lemma, which provides a combinatorial condition sufficient for A = K[X]/I to have a polynomial growth.
The proof of this lemma is essentially counting the number of elements of the spanning set S: the set of all (commutative) monomials m in X, which admit a factorization m = m 1 m 2 , where m 1 is a commutative monomial in x 1 , x 2 , . . . , x n−1 and |m 2 | < k.
The fact that the linear span of the set S coincides with A will follow from the combinatorial lemma2.3. Now we show how to deduce polynomial growth from lemma 2.3, which we will prove in next section. Thus Theorem 2.1 will follow if we prove the lemma2.3, so we turn now to the main combinatorial part of the proof for the theorem.
. There exist positive integers k and n such that every monomial m = x i 1 . . .
where h ∈ I, the sum is finite, c s ∈ K and m s are monomials such that for each s, either |m s | < k or |m s | = k and i < n for at least one of the letters x i featuring in m s
To prove Lemma 2.3, we introduce the following two orderings on the set [X] of commutative monomials in X. For two monomials m 1 and m 2 , we write
and m 1 is less than m 2 with respect to the rightto-left lexicographical order when both m 1 and m 2 are written in increasing order: where h ∈ I, the sum is finite, c s ∈ K and m s are monomials such that m s < m for each s.
Note, that in fact we use in this proof only that I is a module over K defined by the bracket multiplication, we do not need here that I is closed under usual multiplication in K.
Proof. Let g be the leading monomial of g with respect to ≺. Without loss of generality we can assume that g features in g with coefficient 1. We write g in increasing way: g = x i 1 . . . x i k with i 1 i 2 . . . i k . Pick any positive integer n such that n 2i k + 1. We shall show that these n and k (k is the length of g) satisfy the required conditions.
, where square brackets stand for our Poisson bracket, which in turn is defined by [x m , x s ] = (s − m)x m+s . Consider
Since I was a Poisson ideal to begin with and g ∈ I, h ∈ I. The proof will be complete if we verify that
where c > 0, c s ∈ K and m s are monomials such that m s < m for each s.
We obtain the monomials m and m s (with coefficients) by applying sequence of derivations
When we get a sum of monomials with coefficients obtained by prescribing which of the differentials acts on which letter of the monomial.
If the monomial in question has length k, there are two options: either different differentials act on letters in different places in the monomial or this is not the case.
We call the first of these ways permutational, while the second, non-permutational.
Note that derivation ∂ m (p) = [x m , p] does not change the length of p. Moreover if applied to different monomials p and q, derivation ∂ m changes the degree in the same way, namely both degrees of p and q increase by s.
Now we can see that monomials in h obtained from monomials in g of length < k are themselves of length < k and therefore are smaller than m with respect to <. Monomials in h obtained from monomials in g of degree < deg (g) are themselves of degree < deg (m) and therefore are smaller than m with respect to <.
It remains to consider monomials in g of length k and degree deg (g). Monomials in h obtained from such monomials of g in a non-permutational way will have at least one letter unchanged and therefore will have at least one letter x i with i i k < n. Hence such monomials of h are again smaller than m with respect to <.
Thus it remains to consider monomials of h obtained from monomials u in g of length k and degree deg (g) in a permutational way. Let u = x p 1 . . . x p k with p 1 . . . p k and σ ∈ S k be the permutation. The corresponding monomial of h is w =
) j 2 and the equality j 2 − i k−1 + p σ(k−1) = j 2 holds if and only if p σ(k−1) = p k−1 = i k−1 and we can repeat the procedure. As a result, we see that always w m and that w = m only if u = g and the permutation σ satisfies i σ(s) = i s for 1 s k, which means that σ is the identity permutation.
Note the important point, that due to our choice of n 2i k + 1, in each of the latter cases m occurs with the coefficient being a positive integer. Indeed, coefficients of the form
Thus h is the sum of m with a positive coefficient and some monomials < m with coefficients from K. This completes the proof.
Proof. (of Theorem 2.1). The assumption of theorem is the statement of Lemma 2.3 and the statement of Lemma 2.2 is that growth is polynomial. Thus combination of these two lemmas completes the proof of the theorem.
Ideals of universal enveloping of positive Witt algebra
Here we prove directly, without reduction to the Poisson ideals the following.
Theorem 3.1. Let I = (g) be a two-sided ideal in U(W + ) generated by one polynomial g ∈ U(W + ). Then A = U(W + )/I has a polynomial growth.
Proof. The proof is exactly the same as in previous section, in the case of Poisson ideals in symmetric algebra S(W + ), after we decide to treat elements w ∈ U(W + ) as elements w ′ ∈ S(W + ), which are equal to each other modulo elements smaller then w by length: w = w ′ + r, |r| |w|, and hence in our ordering < on [X].
With this in mind, and defining ∂ m (p) = [p, x m ], where [, ] is now the bracket in U(W + ), the proof of lemmata goes exactly as in the previous section and the counting of the growth is the same as in Lemma2.2, since the spanning set for the universal enveloping U(W + ) is exactly as before: U(W + ) = span{S} k , where S is the set of all (commutative) monomials m in X, which admit a factorization m = m 1 m 2 , where m 1 is a commutative monomial in x 1 , x 2 , . . . , x n−1 and |m 2 | < k.
Remark 3.2. Let W ′ be the subalgebra of W spanned by {e n : n −1}, which is a simple graded Lie algebra of polynomial growth. Similar methods to those used in Theorem 4.3 show that U(W ′ ) has just infinite GK-dimension.
Full Witt
Here we consider enveloping of the full Witt algebra, and show that growth of any its quotient is polynomial. U(W ) is finitely generated as well as enveloping of the positive Witt. It can be generated by {e −2 , e −1 , e 1 , e 2 }, Since the growth does not depend on the choice of grading (filtration), so we can work in a convenient filtration, but it will be a little bit more complicated this time to choose the right one. The problem is that unlike the situation in case of W + , the usual degree function deg(u) = i 1 + ... + i k , for u = e i 1 ...e i k , does not give us grading (or filtration) on A = U(W )/(g). Thus our first step is to find an appropriate degree function which will give us a filtration on A. This will be found in the form π(e i 1 ...
4.1. Choice of filtration. It is commonly known that if an algebra is finitely generated, the growth functions calculated with respect to any filtration does not depend on the choice of this filtration. For the outline of the proof of this simple fact one can consult for example [KL00] . Thus we will choose here a filtration on A = U(W )/(g), such that we can show later polynomiality of the growth with respect to this filtration.
Let E be the free semigroup generated by the e i . We will show that it is enough to consider degree functions π C : E → N of the following sort:
where C ∈ N is a constant.
The corresponding filtration on U(W ) will be U(W ) n = {a : π(a) n}. The precise value of the constant will be revealed later, when the calculations are done. But we need it to construct a filtration on A = U(W )/(g). To have a filtration A 1 ⊆ A 2 ⊆ A 3 ⊆ . . . on A = ∪A i means to choose a map ρ : A → N, satisfying
for any u, v ∈ A. Suppose we find a map π : NS → N such that for any two normal words u, v ∈ NS, there exists a presentation of their product via monomials w i ∈ NS: uv = A c i w i such that
It will be enough to construct the required ρ(u). We take
This map will obviously satisfy the required conditions (4.1). So our goal is to construct the map π satisfying (4.2) and we will find one of the shape π(e i 1 ...e i k ) = |i 1 | + ... + |i 1 | + C.
Denote for convenience
Theorem 4.1. There exists a constant C ∈ N such that for all u, v ∈ NS, uv = A c j w j , w j ∈ NS with π 0 (w j ) π 0 (u) + π 0 (v) + C.
The constant C can be taken to be equal to 4k 2 l, where l = max{|i| : e i features in g}. Proof. We need to check what happens with function π 0 (uv), when we present the product uv as a sum of normal monomials modulo A. First, in the normal form monomials are written in increasing order. So the operation we will need to perform to take the word into normal form is to interchange two neighboring letters: m = . . .e i e j . . . = . . .e j e i . . . + (j − i). . .e i+j . . .
Suppose we have multiplied two normal words:
where u 1 and u 2 are words of any length on variables with indices strictly between −n and n, a 1 and a 2 are words of length < k on letters with indices −n, while b 1 , b 2 are words of length < k on letters with indices n. We perform operation of commuting letters described above to achieve a linear combination of words of the form m 3 = a 3 u 3 b 3 , where u 3 is a word of any length on variables with indices strictly between −n and n, a 3 has length 2k + 2 and consists of letters with indices −n, while b 3 is a word of length 2k + 2 on letters with indices n. Let us call those letters with indexes |i| n, big letters. Indeed, in course of commuting letters we get some words of smaller length, and the number of big letters will not increase. Now we will use the procedure from Lemma 2.3 to see what happens with π 0 when we get rid of extra big letters in b 3 . If the length of b 3 is less than k we do not have to do anything. Otherwise let m be the monomial composed of the last k letters of b 3 . According to Lemma 2.3 to get rid of one of such letters (with index > n), we find a sequence of
There are three types of monomials which we can obtain as monomial m ′ : I. length of m ′ < length m ; II. length of m ′ = length m and m ′ is obtained from some monomial in g by nonpermutational action of derivations;
III. length of m ′ = length m and m ′ is obtained from some monomial in g by permutational action of derivations.
Let us note what happens with the number of big letters in each case. I. Since m ′ contains less letters then m, and all letters in m are big, m ′ contains less big letters than m.
II. Since action is non-permutational, there is a letter in m ′ , which was not act upon by derivations, so this letter was present in some monomial of g. But monomials of g consist of letters which are not big. Thus the number of big letters in m ′ is smaller then in m. III. Number of big letters can remain the same or become smaller. Since our goal at this main step of the proof, is to get read of at least one big letter, we will need to repeat the procedure for those m ′ in step III for which the number of big letters remained the same. Note that the value of π 0 in situation III will not grow: π 0 m π 0 m ′ . Moreover, the process will stop since as we showed before m ′ ≺ LR m: the monomials decrease in our chosen ordering.
The process of elimination of one big letter by repeated application of the procedure described in Lemmas 2.3 can be depicted by the graph of the following type:
The resulting rise in π 0 will appear only in steps I,II which are marked by the final edges • of the graph. For m ′ at the vertex, where the process can continue (marked as •), π 0 can only decrease or stay the same: π 0 (m) π 0 (m ′ ). Along each path the monomial decrease in our chosen order ≺ LR , so all path are finite.
Let l = max{|i| : e i features in g}. Now we need to find how π 0 changes in the process of deleting one big letter.
First show that in situation III π 0 can not increase. Indeed, to get m ′ from monomial of g, the ideal generator, we act by series of derivations ∂ jr−is where j r is an index from m: j r n 2l + 1 and i s is an index fromḡ: i s l, thus j r − i l > l. We denote byḡ the highest monomial in g with respect to the ordering ≺ RL , and byg an arbitrary monomial featuring in g, which is not highest. Hence the indexes of m ′ are positive, indeed, they are sums of indexes of derivations, which are bigger then l and indexes ofg (which are between −l and l). In this case π 0 obviously can not increase. Now we estimate how π 0 can increase in cases I,II. Let
, since all indexes in m are positive (bigger thann). Since m ′ is obtained from someg by application of differentials D, γ(m ′ ) = γ(g) + indexesofD. We can estimate now the difference:
. Note that already from the expression π 0 (g) − γ(ḡ) in the estimate it is visible that it does depend only on g, which in fact allows to construct an appropriate filtration.
Now we have finished with the step of deleting of at least one letter. After killing maximum of k − 1 letters to π 0 (m) we add maximum of 2k(k − 1)l. After we do the same with a 3 at the other end of the word, we add maximum of 4k(k − 1)l. Thus uv can be written as a linear combination of words w i from NS with π 0 (w i ) π 0 (u) + π 0 (v) + C, where we put C = 4k 2 l.
Thus the filtration on A = U(W )/(g) is now given by ρ defined by the function
where constants k and l depend only on g.
4.2.
Estimation of the growth of the spanning set NS. First we will find out what monomials form a spanning set, i.e. such set of monomials, that any element of the quotient A = U(W )/(g) can be presented as a linear combination of those. We will call these monomials normal and the presentation a normal form, bearing in mind of course, that this presentation is not unique. We will estimate the size of this set of normal words with respect to chosen above filtration in this section and by this prove the following. Theorem 4.3. Let I = (g) be a two-sided ideal in U(W ) generated by one polynomial g ∈ U(W ). Then A = U(W )/I has a polynomial growth.
Lemma 4.4. Let I = (g) be a non-trivial principal ideal in U(W ). Then there exist positive integers k and n and an integer l such that every monomial m = x i 1 . . .
where h ∈ I, the sum is finite, c s ∈ K and m s are monomials such that for each s, either |m s | < k or |m s | = k, i < n for at least one of the letters x i featuring in m s and i l for all letters x i featuring in m s .
Proof. Fix a non-zero g ∈ I. The proof is virtually the same as the proof of Lemma 2.3. We just note that all monomials m s of length k in the proof of Lemma 2.3 are obtained from monomials of length k from g by applying a string of differentials ∂ m , where m > 0 (due to the choice of differentials made in lemma 2.4 , which only increase the degree of each individual letter. Thus all letters featuring in m s are greater than or equal to the minimal letter x l featuring in monomials of g of length k.
Now we consider the automorphism Φ of W defined by Φ(x i ) = −x −i for i ∈ Z. If we apply Lemma 4.4 to the ideal Φ(I) and the monomial (−1) k Φ(m) instead of m, we obtain that, Φ(m) = h + c s m s with properties as described in Lemma 4.4. Applying Φ to both sides once again, we arrive at the following result.
Lemma 4.5. Let I = (g) be a non-trivial ideal in U(W ). Then there exist positive integers k and n and an integer l such that every monomial m = x i 1 . . .
where h ∈ I, the sum is finite, c s ∈ K and m s are monomials such that for each s, either |m s | < k or |m s | = k, i > −n for at least one of the letters x i featuring in m s and i l for all letters x i featuring in m s .
Lemma 4.6. Let NS be the set of monomials m in [X], which admit a factorization m = m 1 m 2 m 3 , where m 1 is a commutative monomial in x 1−n , ...x 0 , x 1 , x 2 , . . . , x n−1 , m 2 is a commutative monomial in x n , ... m 3 is a commutative monomial in ..., x −n Then A is a linear span of images of these monomials.
Proof. Let us as before denote by k the maximal length of monomials in g. By two lemmas above there exist n 1 , n 2 ∈ Z and l 1 , l 2 ∈ Z such that for every monomial m = x j 1 , ..., x j k , if every j q n 1 , then
where m s are monomials such that for each x i in m s , i −l 1 , for some x i in m s , i < n 1 ; if every j q < −n 2 , then
where m s are monomials such that for each x i in m s , i < l 2 , for some x i in m s , i > −n 1 ; Denote n = max{n 1 , n 2 , |l 1 |, |l 2 |}. Now we can describe the spanning set NS, such that U(W ) = span{NS} k as follows: NS is the set of all (commutative) monomials m in X, which admit a factorization m = m 1 m 2 m 3 , where m 1 is a commutative monomial in x 1−n , ...x 0 , x 1 , x 2 , . . . , x n−1 , m 2 is a commutative monomial in x n , ... m 3 is a commutative monomial in ..., x −n and |m 2 |, |m 3 | k − 1.
Lemma 4.7. Let ρ be the filtration on A = U(W )/(g) obtained from the function π(e i 1 . . .
2 , as ρ. Then the growth of A counted with respect to this filtration is polynomial.
Proof. Note that obviously estimation of the growth with respect to the degree function π(e i 1 . . . e i k ) = |i 1 | + . . . + |i k | + C is the same for any value of the constant, so for the growth calculation we can choose it to be zero. Thus our counting will be done with respect to the degree function π 0 .
We need to estimate the number p(N) of elements w in NS with ρ(w) at most N.
2 , where q(N) is the number of π 0 -degree at most N monomials in [e 1−n , ..., e 0 , e 1 , . . . , e n−1 ], while r(N) is the number of degree at most N monomials of length at most k − 1 in [e n , e n+1 , . . . ].
Note that π 0 -degree is obviously always bigger than length. We use it for the estimate. First, q(N) does not exceed the number of length at most N monomials in [e 1−n , . . . , e n−1 ], while the latter equals 
Central quotients of the universal enveloping algebra of Vir
Essentially the same argument as for the full Witt algebra works for S = U(V ir)/(c − κ). We repeat it here for completeness.
Lemma 5.1. Let S be either S(Vir)/(c − κ) for some κ ∈ C. Define the monomial orders < and ≺ on S as above. Let g be a nonzero element of S, and write the leading monomial of g with respect to ≺ as m =
with respect to the <-order. Moreover, there exists l ∈ Z such that for all letters x i appearing in h, i l.
Proof.
We consider what happens when applying D to the monomials featuring in g. Let u be such a monomial. We first assume that u has length k and degree deg m = i p . Then the monomials of length k appearing (with nonzero coefficient) in D · u are given by the differentials in D acting on various letters in u. There are two options: either different differentials act on letters in different places in u or this is not the case. We call the first of these ways permutational, and the second, non-permutational. Note that all monomials appearing in D · u have length k and degree d.
Monomials in D · u of length k obtained in a non-permutational way will have at least one letter unchanged and therefore (as m u) will have at least one letter x i with i i k N. Hence such monomials are smaller than M with respect to <.
Finally, there may be some monomials of length < k appearing in D · u, if κ = 0 and some expression of the form e n · x −n has been computed. These will have length < k and so will be smaller than M.
We now consider monomials of h obtained from u in a permutational way. Let u = x p 1 . . . x p k with p 1 . . . p k . Since D is acting in a permutational way on u, there is some σ ∈ S k so that the corresponding monomial of h is w =
Hence j 2 − i k−1 + p σ(k−1) j 2 and the equality j 2 − i k−1 + p σ(k−1) = j 2 holds if and only if p σ(k−1) = p k−1 = i k−1 and we can repeat the procedure. As a result, we see that always w M and that w = M only if u = m and the permutation σ satisfies i σ(s) = i s for 1 s k.
Depending on the precise monomial m, there may be more than one such σ. However, for each such σ, the coefficient of M is Π p (j p − 2i k−p ) 1, and so the total coefficient with which M appears is nonzero (in fact positive). Theorem 5.2. Let I = (g) be a two-sided ideal in U(Vir)/(c−κ) generated by one polynomial g ∈ U(Vir)/(c − κ). Then A = U(Vir)/(c − κ)/I has a polynomial growth.
Proof. All lines of argument in the proof of Theorem4.3 does not change after the constant is added to commutation relations. Thus it works exactly the same way for U(V ir)/(c − κ) as it does for U(W ).
Applications
In this section we give two applications of Theorem 1.2. We first give a short proof that Verma modules for Vir are faithful over the appropriate central factor of U(Vir). (A more direct proof is an unpublished result of Nolan Wallach [WS13] .) We next prove that U(W + ), U(W ), and U(Vir) all satisfy the ascending chain condition on completely prime ideals.
6.1. Annihilators of Verma modules. Fix λ, κ ∈ C. Note that the Virasoro algebra Vir has a triangular decomposition: define n + := C(e n : n 1) and b + := C(c, e n : n 0). Let C κ,λ be the one-dimensional representation of b + where n + acts trivially, c acts as κ, and e 0 acts as λ. Then define the Verma module M κ,λ to be U(Vir) ⊗ U (b + ) C κ,λ . It is immediate that M κ,λ ∼ = U(Vir)/U(Vir)(c − κ, e 0 − λ, e n : n 1) and that M κ,λ is non-positively graded, with dim (M κ,λ ) −n = P(n), the n'th partition number.
From the main result of this paper, we immediately obtain that Verma modules are faithful over the appropriate central factor of U(Vir). This is an unpublished result of Nolan Wallach [WS13] .
Proposition 6.1. For any κ, λ ∈ C, the module M κ,λ is a faithful U(Vir)/(c − κ)-module.
Proof. Let K = Ann U (Vir) M κ,λ . Clearly c − κ ∈ K. If K (c − κ) then by Theorem 5.2, U(Vir)/K has polynomial growth. However, M κ,λ is finitely generated over U(V )/K. Because the dimension of (M κ,λ ) −n grows subexponentially with n, the GK-dimension of M κ,λ is infinite. This is a contradiction.
It is known [FF84, Theorem 1.2] that for any κ, the module M κ,λ is simple for generic λ. Thus it follows immediately that U(Vir)/(c − κ) is primitive.
A logarithmic representation of Vir is induced from a finite-dimensional representation of b + where n + acts trivially, c acts as a scalar, and e 0 acts as a non-semisimple matrix. These representations are important in logarithmic conformal field theory, see [GK96] . The proof above also gives: Proposition 6.2. Let N be a logarithmic representation of Vir. Then Ann U (Vir) (N) = (c−κ) for some κ ∈ C. 6.2. Completely prime ideals. In [PS17, Conjecture 1.3], it is conjectured that U(W + ) satisfies the ascending chain condition on two-sided ideals. We cannot prove this, but we do show Proposition 6.3. U(W + ) and U(Vir) satisfy the ascending chain condition (ACC) on completely prime ideals.
Proof. We first note that any ring R of finite or just-infinite GK-dimension satisfies ACC on completely prime ideals. Letting P 0 be the first ideal in the chain, it is sufficient to show that R/P 0 has ACC on completely prime ideals. Thus we may replace R by R/P 0 and assume that R is a domain with GKdim R < ∞. Now if I is a nonzero ideal of R, then by [KL00, Proposition 3.15], GKdim R/I GKdim R − 1, so by induction the length of a chain of completely prime ideals is bounded by GKdim R. Thus by Theorem 1.2, U(W + ) and U(Vir)/(c − κ) (for any κ ∈ K) have ACC on completely prime ideals.
We now consider an ascending chain P 1 ⊆ P 2 ⊆ · · · of completely prime ideals of U(Vir). If P n contains a nonzero element of K[c], then as the P n are prime, c is central, and K is algebraically closed, some P n contains a polynomial of the form c − κ for κ ∈ K. By the first paragraph of the proof, therefore, the chain stabilizes.
So we may assume that each P n ∩ K[c] = 0. As P n is prime, each U(Vir)/P n is K[c]-torsionfree. Thus if P n = P n+1 , then (P n+1 /P n ) ⊗ K[c] K(c) = 0 and so
Thus it suffices to show that U(Vir) ⊗ K[c] K(c) has ACC on completely prime ideals.
As in the proof of Theorem 5.2, we may show that U(Vir) ⊗ K[c] K(c), considered as an algebra over K(c), has just infinite GK-dimension. Thus by the first part of the proof, U(Vir) ⊗ K[c] K(c) satisfies the ACC on completely prime ideals.
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