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GENERAL INTRODUCTION 
Computer applications are gaining an increasingly prominent role in schools. 
Researchers have suggested the use of computer-based simulations for enhancing conceptual 
change (Windschitl, 1995) and promoting learning skills such as problem-solving (de Jong & 
Njoo, 1992: Jonassen, 1996). However, although there are studies showing positive results, 
there is a lack of conclusive research evidence of effective and meaningful learning using 
computer-based simulations. There appears to be a need to carefully examine whether 
computer-based simulations fulfill their promises, how students leam from simulations and 
how they should be used in the classroom. 
Theories have been developed concerning how computer simulations facilitate students' 
problem solving and development of concepts. One question investigated in this dissertation 
is "How can a computer simulation be used to enhance the development of the 
conceptualization of science?" The second question is "How does the user interface of a 
simulation foster students' meaningful learning from the simulation?" The last question is 
"How do students" problem-solving strategies impact the transfer of their newly-gained 
knowledge to the practice of science or life experiences?" 
To evaluate effects of instructional software, it is necessary to examine aspects of the 
learning environment, characteristics of the learner and features of the software, and to strive 
to explain how these entities interact to promote successful learning (Chen, 1995). The 
documentation of the interactions and cognitive processes of students in an exploratory 
learning environment requires multiple methodologies. Given the breadth of the learning 
process, different methods must be used to collect data from simulation-based activities. The 
purpose of this integrated research methodology, wiiich collects data via both quantitative 
and qualitative methods, is to compensate for the shortcomings of one methodology with the 
strengths of the other (Kafai, 1995; Kidder &Fine, 1987; Light & Pillemer, 1984; Maxwell, 
Bashook & Sandlow, 1986: Mischler, 1990). 
In this study multiple methodologies are used to evaluate students' learning processes in 
a web-based computer simulation. There are three papers within this dissertation. The first 
paper is a review of literature on the topics of problem solving, constructivist uses of 
computer simulations in science learning and fostering transfer in authentic problem-solving 
contexts. In the second paper a simulation is described and the theoretical base for computer 
simulations designed to promote constructivist learning is explored. The third paper describes 
a study of student use of a computer simulation. Students' conceptual development, uses of 
problem-solving skills, and transfer of concepts and problem-solving skills to a real-life 
situation were examined. 
Dissertation Organization 
This dissertation was written in an alternative format including three parts to be 
submitted as papers to academic journals. The format does not follow the traditional 
dissertation format. All references cited in the general introduction and in the three papers are 
found after the general conclusion section following the third paper. All tables are included in 
the texts. Materials in the appendixes will not be included in the manuscripts submitted to 
journals. 
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1. THE CONCEPTUAL DEVELOPMENT AND PROBLEM-SOLVING 
SKILLS IN AUTHENTIC SIMULATIONS 
A paper to be submitted to the 
Journal of Computer-Based Instruction 
Ying-Shao Hsu 
INTRODUCTION 
The computer has increasingly been considered a "partner in cognition" (Linn. 1992). 
Computers enable instructors to make teaching and learning more efficient, more applicable 
to real world problems, and more accessible to students with different backgrounds (Fishman 
& Duffy. 1992). Using computers for educational purposes is being spurred by current 
advances in understanding of learning and cognition as well as by recent technological 
innovations (Linn. 1992). Both the cognitive and technological advances encourage greater 
use of computers for the delivery of simulations. 
Computer-based simulations have considerable potential for improving the quality of 
science education (Hoover & Abhaya. 1995; Lunetta& Hofstein. 1991). Simulations provide 
a means for student exploration of scientific concepts and the conducting of experiments 
without the expense or hazard of using actual materials (Coon. 1988: Doerr, 1997; Faryniarz 
& Lockwood, 1992; Hoover & Abhaya. 1995). With capabilities for altering the namral time 
scale and simplifying real world models, simulations can make phenomena more visible to 
learners and accommodate individual cognitive levels (de Jong & Njoo, 1992). Using 
computer simulations in science learning can engage students in dynamic problem-solving 
and inquiry. Early studies indicated that well-designed simulations enable students to better 
understand the nature of science and scientific concepts as well as to develop problem-
solving skills (Lunetta & Hofstein, 1991; Mandinach & Cline. 1994). 
Unfortunately, there is a shortage of quality simulation software and a lack of 
knowledge about its use. In addition, many computer simulations used for instruction fail to 
fulfill their potential, partly because they are not designed to help students understand the 
deeper role that scientific inquiry and hypothesis testing play in knowledge generation. 
Effective simulations engage students in exploratory activities, provide feedback in realistic 
form, and frequently incorporate dynamic visuals and graphic representation to aid in the 
holistic visualization of problems (Lunetta & Hofstein, 1991). Thus, the development of 
effective simulations should provide opportunities for substantial progress towards improving 
science education. 
Simulation development should be grounded in sound learning theory and 
pedagogical knowledge. Constructivism, a theory of learning which is currently influencing 
mathematics and science learning and teaching, appears to be ideally suited to guide the 
development and use of simulations. Constructivists believe knowledge is situation-bound, 
tied to personal experiences and must be constructed by active learners (Bednar et al.. 1991). 
Thus, efforts are being made to design simulations that permit the learner to engage in 
exploratory actions to perform realistic tasks in authentic contexts. 
The learning environment that these simulations support can be used for development 
of the learners' metacognition. Metacognition results from thinking about one's own thinking. 
It consists of knowledge about one's thinking and the ability to regulate the thinking process. 
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Metacognition plays an important role in successful learning and transfer (Casey. 1996; The 
Cognition and Technology Group at Vanderbilt. 1990). 
This paper reviews relevant literature to address the connections among and between 
constructivism, problem-solving, metacognition, authentic contexts and transfer in the 
development of science simulations. There are four parts of this paper. In the first part, the 
author reviews uses of computer-based simulation in science education and classifies the uses 
into three categories: conceptually enhanced thinking tools, experiment substitutes, and 
realistic simulations. In the second part, constructivist uses of computer-based simulations 
are explored to identify successful ways to facilitate active learning in simulation-based 
environments. In the third part, cognition and metacognition are discussed and the episodic 
structure of problem solving is identified. In the fourth and last part, authentic, problem-
solving contexts and their fostering of transfer are reviewed. 
USING COMPUTER-BASED SIMULATIONS IN SCIENCE LEARNING 
The aims of science education are to develop critical thinkers who are able to 
understand and examine scientific knowledge (Matthews, 1995: Osborne, 1996) and to help 
students leam how to do science (Hodson, 1990: Mayor. 1991). This is not an easy task. 
"Science has a range and variety of methods and it is important that science education 
generates some understanding of how the practices of science legitimizes its knowledge 
claims" (Osborne. 1996. p. 55). Scientists use established methods for practices such as the 
identification and control of variables, generation of sound hypotheses, hypothesis testing, 
and theory justification. Through perception and observation scientific knowledge, as well as 
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competency in using these established methods, should be gained by learners. In some fields 
of study and for some concepts such learning experiences can occur in experiments and 
through direct observations of nature, but for other concepts additional methods must be 
sought. 
Many concepts found in natural phenomena cannot be conveniently studied, such as 
the generation of animal populations, earthquakes, thunder storms, molecule formation and 
structure and so on. They are too complex or occur in unobservable time frames. For these 
concepts, computer-based simulations may produce unique possibilities for science learning. 
Computer-based simulations can model natural phenomena in understandable representations 
and provide realistic displays which allow students to explore and inquire using their own 
mental representations and learning methods. 
Computer-based simulations that include exploratory activities may enhance 
conceptualization of scientific knowledge and problem solving skills. As de Jong (1991) 
stressed. "Crucial to learning with computer-based simulations is that learning takes place 
through a process of scientific discovery or exploration" (p. 224). Computer-based 
simulations allow students to make observations of interrelationships in a realistic system, 
change the state of simulations, and test conjectures. In such learning activities, students 
attempt to foster their knowledge comprehension, cognitive skill acquisition, problem solving 
and reasoning, as well as the transfer of cognitive skills (Chen, 1995). 
From a review of the literature, several general uses of computer-based simulations in 
science education were found. The author classified these general uses into three types. First, 
simulations can serve to enhance thinking by revealing hidden aspects of natural phenomena. 
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Second, simulations can be used as experimental substitutes to complement school laboratory 
activities (Lunetta & Hofstein, 1991). Third, simulations can be designed for exploring the 
realistic situations which are too large or occur too slowly to study. 
To enhance students' conceptual change, artificial indicators have been designed into 
simulations to make "observable" phenomena which are "unobservable" in nature (Snir, 
Smith & Grosslight, 1995). Program designers have added arrows to indicate the direction of 
force for the momentum principle (Roth, 1995), made a visualization for the micro-scale 
motion of particles for gas laws, used arrows and volume to represent buoyancy (Raghavan & 
Glaser, 1995), and depicted the density of dots within a given area to illustrate the intensive 
quantity of temperature (heat energy/mass) (Wiser, Kipman & Halhiadakis. 1988). 
Simulations used as experimental substimtes usually model a specific scientific 
principle with the computer screen depicting what students actually observe in the laboratory. 
A few possible advantages of such computer simulations over laboratory experiences are that 
they allow students to perform a wide range of experiments more easily (Snir. Smith & 
Grosslight. 1995). enable students to experience what might be too expensive or difficult to 
carry out in the laboratory, and permit experiments to be performed repetitively in a safe 
environment (Coon. 1988; Doerr. 1997; Faryniarz & Lockwood.; Hoover & Abhaya, 1995). 
For example, by using a computer simulation students can repeatedly dissect a frog or small 
animal or operate on a brain at very low cost and risk. 
Simulations designed for exploring realistic situations which are too large or occur 
too slowly to study often combine multiple principles to represent the complexity of the 
natural processes. An example of this strategy is found in a stream ecosystem, including 
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stream and macroinvertebrate populations, reported by Jackson, et al., (1996). In these 
simulations, objects are represented with digitized photographs and graphics which may help 
ground learning in authentic, meaningful contexts. This learning environment helps smdents 
transfer what they learn in the simulations to other related real life problems. Sometimes, 
these types of simulations provide exploratory problems in which smdents discover scientific 
principles or do scientific tasks similar to what scientists do. Learning scientific concepts in 
such realistic simulations frequently requires students to employ cognitive and metacognitive 
skills of problem solving due to the complex nature of the problem or task. 
CONSTRUCTTVIST USES OF COMPUTER-BASED SIMULATIONS 
Objectivism, associated with behaviorism and cognitivism, holds that knowing entails 
understanding the entities, properties and relations that exist in the world (Duffy & Jonassen, 
1992). Absent from objectivist learning theories is personal meaning in the construction of 
knowledge. In contrast to objectivists. constructivists believe that knowledge is constructed 
from personal experiences and is bounded to situations. Thus, an information-rich, multiple 
representation, interactive, and authentic environment, where learners can actively 
manipulate and synthesize information to construct knowledge, is advocated for 
constructivist learning (Brehm. 1997; O'Neil. 1995; Roblyer, Edwards. & Havriluk, 1997; 
Ryder & Wilson. 1996; White, 1996). Computer simulations are one of the means for 
providing such an environment. In this section, the characteristics of computer simulations 
which support constructivist learning are described. 
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Constructivist Learning With Computer-Based Simulations 
Constructivism is not an instructional theory, but a learning theory (Fosnot, 1996). 
There have been two main schools of constructivism: (a) Cognitive or radical constructivism 
that focuses more on individual cognitive structuring processes; and (b) social constructivism 
that places more emphasis on social collaboration in learning, (Fosnot, 1993; O'Loughlin. 
1992; Osborne. 1996; Steffe & Gale, 1995). Both schools share a similar epistemological 
basis. 
Constructivism is rooted in three important assumptions of epistemology: (a) 
knowledge is situation-bound or context-dependent (Bednar et al., 1991; Brown & 
Campione. 1990; Streibel. 1991); (b) reality is constructed based on personal experiences 
(Bednar et al.. 1991; Diggins. 1994); (c) knowing is a process of active construction by the 
individual (Anderson. 1996; Duffy & Jonaseen. 1992; Fosnot. 1996; Gunstone, 1991; Taylor. 
1996; Wheatley. 1991). Computer-based simulations which most closely conform to these 
assumptions are realistic models of phenomena which students can manipulate and observe 
the results. Through purposeful manipulation, careful observation and thoughtful analysis 
students can often develop insight that goes far in supporting their understanding of the 
phenomenon. In this section, the rationale for the assumptions will be discussed. 
The first epistemological basis of constructivism is that knowledge is situation-bound. 
Realistic situations and authentic tasks enhance learners' motivation and help them develop 
powerful skills of problem solving (The Cognition and Technology Group at Vanderbilt. 
1992). Authentic tasks enable learners to make rich associations among world entities. This 
makes the knowledge more meaningful and enables transfer (Duffy & Jonassen. 1992). Any 
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knowledge acquired in isolation is often inert and unusable (The Cognition and Technology 
Group at Vanderbilt, 1990). From constructivist perspectives, authentic tasks are necessary to 
promote understanding of the real world (Choi & Hannafin. 1995; Simonson & Thompson. 
1997). 
The second epistemological basis of constructivism is experiential reality. The 
participant is part of the reality, therefore, the knowledge learners construct is not something 
lifted directly from reality but is based on their perceptions and their previous and current 
experiences (Bednaret al., 1991). Thus. learning experiences are vitally important for 
learners to construct knowledge. 
The third epistemological basis of constmctivism is that knowledge is constructed 
actively by learners. Knowledge construction is similar to discovery learning in that the 
learner must control the learning process (Driver et al.. 1994). Other authors refer to the 
process as reinvention by the learner (Fasnot, 1992). To be an active learner, a student needs 
to understand and control the how. when, what and why of making connections between 
concepts (Gunstone, 1991). The capability for controlling one's own learning is called 
metacognition. 
Overall, constructivists believe reality is personally constructed according to an 
individual's personal experience (Wheatley, 1991). Thus, constructivist learning with 
computers calls for open-ended learning environments where students can construct their 
own representation of reality (Windschitl. 1995). Through the interaction with computer-
based environments containing manipulatable models, and challenging tasks, students enjoy 
opponunities for thinking and problem-solving. When they are actively seeking solutions for 
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themselves they develop deep understanding (Purkiss. 1995): therefore, it is essential to 
associate knowledge construction with problems for constructivist learning (Gil-Perez & 
Carrascosa-Alis, 1994). By challenging students to create their own ideas through the 
problem solving process cognitive knowledge is constructed and metacognitive skills of 
inquiry are fostered (Gil-Perez & Carrascosa-Alis. 1994). For constructivist learning, 
computer simulations are one of the tools for providing the necessary environment for 
students' exploration of new concepts and for the transfer of newly-gained knowledge to real-
life situations. Figure I illustrates how situation-bound and experiential knowledge can be 
constructed through active exploration which is facilitated by computer simulations with the 
characteristics of authentic situations, multiple representations and interactions. 
Constructivist Learning 
Experiential 
Knowledge 
J 
Situation-Bound 
Knowledge 
X 
Active Exploration 
(Problem Solving) 
Computer Simulations 
Interaction and 
Multiple Representations 
Authentic 
Situations 
Figure 1: Framework of supponive environments for constmctivist learning 
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PROBLEM-SOLVING SKILLS IN SCIENCE LEARNING 
Several studies have explored individual differences in applying learning and 
metacognitive skills to acquire knowledge in complex problem-solving domains (Bielaczyc. 
PiroIIi & Brown, 1995; Chi, Bassok, Lewis, Reimann & Glaser, 1989; Pirolli & Bielaczyc, 
1989; Pirolli & Recker, 1994). These studies found positive correlations between panicular 
strategies students used and their performance on problem-solving tasks. This section reviews 
literature of problem solving in science learning to shed light on how learners use skills to 
explore and explain science, and methods used to monitor their learning activities. 
Cognitive And Metacognitive Processes 
Cognitive scientists generally conceptualize problem solving as a search process 
(Tweney & Walker, 1990). In order to reach their initially stated goals, students need to 
search for a path in which they can sequentially apply pre-existing rules. Klahr and Dunbar 
(1988) identified scientific problem solving as involving a twofold search through possible 
experiments and hypotheses. In order to conduct this search, students need to find out how 
data are used to discover and generate lawful relationships. 
When learners face a new problem or situation, they try to apply their preexisting 
knowledge to solve it. If there is a gap between this knowledge and the problem, a cognitive 
conflict occurs to stimulate conceptual change. Problem-based learning requires a problem 
which can evoke the learners' cognitive conflict or at least make a gap between preexisting 
knowledge and the problem to stimulate conceptual changes (de Grave et al., 1996). In such 
learning environments, a process of problem solving is a process of conceptual change. 
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To solve a problem successfully, a continuous interplay of cognitive and 
metacognitive behaviors is necessary (Artzt & Armolur-Thomas, 1992). The basic role of 
metacognition is to monitor the cognition and to adjust plans to reach the target. It is integral 
to successful problem solving because it allows students to understand and take control of 
their own learning process (Campione & Brown, 1990). In general, metacognition is defined 
as thinking about thinking while metacognitive skills refer to the strategies used to monitor 
and control one's own state of knowledge (Flavell. 1979; Nelson & Narens. 1990). According 
to Flavell (1976), "Metacognition refers, among other things, to the active monitoring and 
consequent regulation and orchestration of cognitive processes ..." (p. 232). In other words, 
metacognition is a learning process which helps students become aware of their own 
cognition and provides an opportunity for them to revise their plan for problem-solving. It is 
believed that students' metacognition can also be cultivated through the process of improving 
cognitive skills (Artzt & Armolur-Thomas. 1992). 
A method to improve students' metacognitive skills involves an environment where 
they learn about themselves as learners and problem solvers by experiencing and evaluating 
their learning processes (Hanley. 1995). Learners should also be encouraged to explore their 
errors in authentic tasks, so their ability to apply and manipulate knowledge is strengthened 
(Lebow. 1995). Knowing how to debug their errors is an important part of metacognition. 
The interaction of cognition and metacognition in problem-solving supports students' 
learning through the clarification of problems, planning the sequence of problem solving, 
testing conjectures, decision-making and reflection on their problem solving. 
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The Episode Structure Of Problem Solving 
Although individuals may attempt to solve problems using different variations of the 
steps in the problem-solving process, the major steps used by successfiil problem-solvers are 
generally common. Polya (1945) suggested learners encounter four stages: (I) Understanding 
the problem - clarify what the problem is; (2) Devising a plan - try to make connections 
between the data and the goal and set a plan to reach it; (3) Carrying out the plan - uy out the 
plan and check to see if each step is correct; and (4) Looking back - examine the solution 
obtained and reflect on the problem-solving process used. Research in problem solving is 
often derived from this framework. 
Goos and Galbraith (1996) have studied problem-solving strategies using interview 
protocols. They suggested three major stages which occur in the successful problem-solving 
process: (1) The initial Careless Grabbing Information and Data Analysis (CGI) - try things 
out by trial-and-error and with an ill-considered jump into implementation; (2) The 
Exploration Episode (EE) - try to find a way out of the difficulties by using recognizable 
problem-solving strategies; and (3) An Orderly Progression of Activity (OPA) - try to make 
orderly actions for successful problem solving, such as seeking information, analysis of 
relative data, planning, implementation, and verification. 
These three stages are also called three episodes, which partition problem-solving 
protocol into "macroscopic chunks" of consistent behavior. "An episode is a period of time 
during which an individual or a problem-solving group is engaged in one large task" 
(Schoenfeld, 1985, p. 292). Goos's and Galbraith's (1996) problem-solving episode structure 
indicates students' cognitive states in the different problem-solving stages. 
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Some students may not go through these three stages because of their poor problem 
solving abilities. The students who know how to conduct an orderly progression of activity 
(OPA) for their problems are more successful in solving novel problems when they encounter 
them (Goos & Galbraith, 1996). The last stage (OPA) requires the incorporation of cognition 
and metacognition. It is the most critical stage leading to success in problem solving, thus 
students in science classrooms should be encouraged to leam the skills and strategies needed 
for this stage (OPA). 
FOSTERING TRANSFER IN AUTHENTIC PROBLEM-SOLVING CONTEXTS 
Authentic contexts attract students' interests and create great motivation for them to 
leam science. Setting appropriate contexts is important not only as a source of motivation but 
also to connect cognitive activities that are essential to understanding (Martin & Brouwer, 
1991; Manay, 1993; Roth & Roychoudhury. 1993; Shymansky & Kyle. 1992). Through 
exploration in authentic contexts, general problem-solving skills and situation-bound 
knowledge are gained for fostering transfer. 
The Cultivation Of Transfer Ability 
The importance of transfer is to enable students to use knowledge successfully when 
they encounter problems different from those that they previously encountered (Mayer. 1988: 
Schoenfeld, 1985). Broadly, transfer is regarded as the generalization of learning 
(McKeough. Lupart. & Marini, 1995). Thus, "transfer involves prior learning affecting new 
learning or performance" (Marini & Genereux, 1995. p. 2). When learners can transfer their 
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learning skills and relevant knowledge from familiar situations to novel situations, they 
become successful learners who can solve a large variety of problems (Halpem, 1992; Mayer. 
1992; Young, 1995). 
Transfer happens when learners can identify the similar surface elements or logical 
suructures between an old situation and a new situation. From the theory of transfer, transfer 
can be divided into two types: low road uransfer (near transfer) and high road transfer (far 
transfer) (Salomon & Perkins, 1989). Based on the similarity of surface features, low road 
transfer occurs nearly automatically in the form of generalization to situations which are quite 
similar to those in which the original learning occurred. On the other hand, high road transfer, 
which occurs based on the similarity of the logical structures and the similar cognition of the 
thinking process, involves the deliberate and metacognitively guided generalization of non-
salient features, principles or procedures. Singley and Anderson (1989) emphasized very 
large positive transfer often occurs between two situations when they have the same logical 
structure even if they have different surface elements. 
The complexity of the challenge to enable learners to transfer forces educators to 
consider some basic elements involved in transfer: the learner, the training and transfer tasks, 
and the training and transfer contexts. Transfer may depend on the learner's ability to readily 
access required resources when a transfer opportunity presents itself (Prawat, 1989). How 
students learn to recognize suitable transfer situations and apply relevant knowledge when the 
opportunity appears is a challenging question. From empirical research on transfer in 
psychology, several studies found failures to achieve transfer (e.g., Gick & Holyoak, 1980; 
Hayes & Simon, 1977; Reed, Emt & Banerji, 1974; Weisberg. DiCamillo & Phillips, 1985). 
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but many demonstrated the success of transfer (e.g.. Brown, 1994; Brown & Campione. 
1994; Kotovky & Fallside, 1989; Lehman, Lempert & Nisbett, 1988; Pennington. Nicolich & 
Rahm. 1995; Schoenfeld, 1985; Singley & Anderson, 1989; Smith. 1986). 
Only when understanding has occuaed can learning appropriately be transferred to 
new situations (Katona, 1940; Peridns. 1986; Wertheimer, 1945, 1959). In other words, 
students need to know why knowledge or a skill can be applied to a familiar situation so that 
they can recognize what to apply and how to apply it to a new situation. The type of 
knowledge which best facilitates transfer has been questioned. Some researchers place the 
most emphasis on procedural knowledge, including knowledge of steps in performing tasks, 
problem-solving skills, and metacognitive strategies (Campione, Shapiro & Brown. 1995; 
Lupart. 1995; Pressley. 1995; Singley. 1995) and others on declarative knowledge 
(Dansereau, 1995 Griffin et al.. 1995; McKeough, 1995). The behef that both are essential to 
the transfer process is becoming more accepted. For example. Case (1992) suggested the 
teaching declarative knowledge in conjunction with procedural skills can promote the ability 
to transfer. 
In teaching declarative knowledge in conjunction with procedural skills, supponive 
contexts or situations for learning are essential. Supportive contexts make the control process 
explicit so that conceptual understanding of procedures is fostered (Brown & Campione, 
1989). Such contexts or situations allow learners to access the necessary resources for 
successful transfer (Marini & Genereux, 1995). Computer simulations have the capability to 
deliver supportive contexts by requiring authentic tasks and providing accessible resources 
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which facilitate students to reflect on their learning experiences when they try to solve a 
problem (The Cognition and Technology Group at Vanderbilt, 1990). 
Authentic Tasks Engaging Exploratory Learning 
One of the important results of authenticity is engagement which can incite learning 
to occur as well as to influence the success of problem solving (Hanley. 1995; Levine, 1988; 
Watts. 1994). An authentic context which can involve and engage the learner in purposeful 
activities can be supported by computers (Schank & Cleary, 1995a). Computer simulations 
can be designed to deliver realistic models for leamers to perceive and think about the 
phenomena and enable students to irrmierse themselves in an academic field. Immersion in a 
realistic context enables students to interact to solve problems and develop context-bound 
knowledge. 
For context-based learning to occur, some basic conditions should be satisfied. First, 
the context needs to be planned so that the problems and questions are realistic and capture 
the learners' interest. Second, context settings need to address selected basic questions and 
important concepts. Third, students must get needed support to face these context-based 
problems and questions. Finally, well-sequenced concrete activities or authentic tasks are 
essential to motivate students to construct their own knowledge about the context. 
Experiences in context-based learning help students build their mental models for gradual 
decontextualizing and generalizing science knowledge (Casey, 1996; The Cognition and 
Technology Group at Vanderbilt, 1990). 
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In an authentic learning environment, exploration is an essential cognitive activity for 
meaningful learning. Through exploration, knowledge can be gained and activated for 
subsequent uses. The associations the learner makes between the knowledge elements and 
previous experiences in completing authentic tasks fosters transfer (Casey, 1996; McLellan, 
1996; The Cognition and Technology Group at Vanderbilt, 1990). 
CONCLUSIONS 
Following the paradigm shift from behaviorism to cognitivism and constructivism, 
research in educational technology needs to highlight learning outcomes involving problem 
solving skills and using technology to create meaningful learning contexts for active learning 
(Thompson, Simonsen and Hargrave, 1993). Computer simulations with authentic contexts 
and exploratory activities can provide meaningfial environments for active learning and for 
the cultivation of students' problem solving skills and transfer ability. However, research on 
learning with computer simulations is needed. It should focus on students' problem solving 
skills and the transfer potential of what they have learned, as well as their conceptual 
development. 
The simulation is only part of the learning environment which includes the learners 
and the teacher. The number of variables greatly complicates the problem. In spite of the 
difficulties, this area of research is worth pursuing. Because computer simulations can 
effectively serve as constructivist learning environments, research on the effects and support 
of simulations is often research which makes significant contribution to operationizing the 
theory of constructivism. 
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2. THE DEVELOPMENT OF AN EXPLORATORY SIMULATION FOR 
CONSTRUCTIVIST LEARNING OF ADL\JBATIC PROCESSES 
A paper to be submitted to 
Education and Computing 
Ying-Shao Hsu 
INTRODUCTION 
A learning environment can be supported by computer technology in many ways. 
Computer software can provide simulations, programming languages, and access to 
electronic information for users to investigate and use to construct new knowledge. In other 
words, technology provides a learning environment where learning can be fostered and 
supported (Wilson, 1995). Recent developments in computer technology makes complex 
human-machine interaction and multimedia products possible and powerful, and makes 
accessing structured information sources much easier. The wide range of delivery and access 
methods accommodates all learning styles, many of which allow teachers to model learning 
along with their students. Therefore, computers offer great pedagogical flexibility. 
Computer applications must be chosen thoughtfully if the effects of this technology are 
to be maximized. Computer based applications must not be restricted to the delivery of 
educational content. They must be grounded in some model of learning. From the 
constructivist perspective, technology should be used to deliver computer based simulations 
emerging from authentic tasks with multiple representations in order to engage students in 
exploratory learning. Well-designed computer applications will allow learners to use visual 
and kinesthetic resources to explore phenomena and to test theories so that they may 
eventually construct a web of connections between new information and information they 
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already know. Accessing rich resources such as these potentially supports the development of 
epistemic fluency (Morrison & Collins, 1995). Technology should be viewed as bringing to 
education a convenience tool for building complex environments for the construction of 
knowledge and the cultivation of learning skills. 
One promising environment is computer simulations. Many scientific experiments of 
natural phenomena take days or months to produce needed data or occur in real time which is 
too short to observe. Simulations alter the natural time scale to make phenomena more visible 
to the learners (de Jong & Njoo, 1992). Additionally, simulations can be used to teach skills 
or procedures in practical sciences, such as scientific experimentation and weather 
forecasting under safe environments, and to simplify models from the real world in order to 
match each learner's cognitive level (de Jong & Njoo, 1992; Lunetta & Hofstein, 1991; 
WindschitI, 1995). 
Simulations meet many educational needs (Milner & Wildberger. 1974). In 
contemporary theories of learning and instruction, learners act as active agents in the learning 
process. This view has led to the development of new approaches in the design of 
instructional environments. One of these new approaches is scientific discovery learning or 
exploratory learning (de Jong et al.. 1994; Goodyear. 1992). Because simulations are well 
suited to exploratory or discovery leaming, many researchers have suggested the use of 
computer simulations as exploratory devices (Hensgens. et al.. 1995; Lunetta & Hofsteon. 
1991). When used as an instructional tool, simulations allow learners to discover principles 
and concepts through exploration under restricted, yet realistic conditions. Simulations not 
only allow learners to construct and manipulate screen "objects" for exploring underlying 
concepts, they also provide learners with the observation and manipulation tools necessary 
for exploring and testing hypotheses in the simulated world (Johnassen, 1996). Simulations 
engage the learners in meaningful, problem-based thinking, so learners can understand the 
role that hypothesis testing plays in knowledge generation. 
Regarding the assessment of their educational impacts, Crookall (1988) noted: "One 
might say that simulation has come to the rescue of computer use in the classroom" (p. 3). 
However, there is not universal evidence of the effectiveness and efficiency of computer 
simulations. Some studies have shown positive effects (Brant, Hooper & Sugrue, 1991: Choi 
& Gennari, 1987: Faryniarz & Lockwood, 1992: Grimes & Wiley, 1990: Kangassalo, 1994: 
Mills. Amend & Sebert, 1985), but others have failed to find any advantages of simulation 
(Carlson & Andre, 1992: de Jong, de Hoog & de Vries, 1992: Rivers & Vockell, 1987). This 
discrepancy in research findings is not surprising in light of the complexity of human 
learning, flexibility of simulation as a learning environment and variety of situations in which 
simulation is used. It does, however, indicate the need for additional research in this area. 
Potential causes for discrepancies in research findings are numerous but three major 
areas stand out: inadequate pedagogical support, shortcomings in the simulation design, and 
inadequate learning skills. Because simulation is not a stand-alone learning aid, the 
interdependency of these areas makes research conclusions problematic. For example, de 
Jong et al. (1994) suggested that simulation ineffectiveness is due to learner's inability to 
overcome the difficulties of interacting with a simulation on their own. Pedagogical support, 
such as reinforcing productive conjectures, discussing successful learning strategies, and 
relating phenomena to the discipline could be missing. Learner difficulties could be due to 
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concepts embedded in the simulation that are too abstract or a design of the simulation that is 
not meaningful to learners. Learners may not know how to use problem-solving strategies 
such as the generation and testing of hypotheses, model-based reasoning and metacognition. 
Isolating and identifying the learning contributors and detractors is challenging. In this study, 
the focus was on the characteristics of design. The purpose of the study was to investigate 
design features which may support specific pedagogical strategies and cultivate the 
development of skills needed for meaningful learning. 
A new simulation (called MtnSim) was developed in this study to create an interactive 
environment conducive to fostering conceptual understanding of the meteorological concepts 
of condensation and adiabatic processes, and the development of problem-solving skills. The 
simulation was written using Java (a computer language designed for the Internet) and put on 
the World Wide Web for students' use. As the students worked through the simulation, their 
actions were recorded and made available for researchers. The program was used to track 
learners' progress and to identify patterns of success and failure in selected learning 
activities. This method of data collection also provided a window for instructors to determine 
student learning processes. Based on an understanding of student action in using a 
simulation, instructors can select appropriate instructional activities to anchor student 
learning, facilitate the development of problem-solving skills, and make links to related 
knowledge for the further transfer of concepts learned from the simulation. 
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LITERATURE REVIEW 
Computer-Based Simulations (CBS) In Instructional Contexts 
Researchers have defined simulation, a concept related to microworld. as a model or 
simplified example of complex natural phenomena (Jonassen, 1996). Computer-based 
simulation in an instructional context means using the computer to build models, or to model 
real-world phenomena which helps students gain insights into the behavior of complex 
systems. Interacting with an instructional simulation can enable learners to gain a better 
understanding of a real system, process or phenomenon through exploring, testing 
hypotheses, and discovering explanations for the mechanisms and processes (Burton et al.. 
1984; Goldenberg, 1982; Lunetta & Hofstein, 1991; Mellar & Bliss, 1993; Raghavan & 
Glaser.1995). In order to engage learners in higher-order thinking, such as hypothesis testing 
and speculating, simulations need to be designed as easy-to-manipulate environments that 
enable learners to experiment with ideas. 
Thomas and Hooper (1992) stated: "A computer based instructional simulation is a 
computer program containing a manipulatable model of a real or theoretical system." (p. 
498). Simulation differs from a flexible tutorial environment in that instructional simulation 
does not provide explicit feedback, but alters the state of the model in response to students' 
actions in accordance with rules goveming the simulated system. This definition of 
instructional simulation by Thomas and Hooper is used in this paper. 
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Trends In The Design of Computer-Based Simulations 
Overview 
Different instructional designs are always embedded in different theoretical bases 
(Bednar et al., 1991; Jonassen, 1991). The paradigm shift in learning theories from 
behaviorism to constructivism has led to changes in the design and development of 
computer-based applications. In this section, a review of learning theories shows how 
different perspectives influence research in the design and use of computer applications. In 
the first part of this section, the effects of different theoretical bases on the design and 
development of computer applications is explored. This background is the foundation for 
understanding a current paradigm, constructivist learning with technology, in which the 
learning environment contains realistic situations that support problem-based learning 
activities, multiple representations, and multiple ways to assess learning outcomes. 
In the latter part of the section, another factor having impact on the design of an 
exploratory and dynamic learning environment is explored: emphasis on fostering learners' 
metacognition. Emphasis on metacognition leads to the design of active simulations which 
can record learners' actions for reflecting, rethinking, and improving this learning process. 
A paradigm shift to constructivism 
Paradigms are defined as "the creative ideologies of intellectuals in particular eras in the 
history of human thought" (Bhola, 1992, p. 104). Different paradigms have guided different 
movements in the integration of computer applications into education. 
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The first technology-based instruction was derived from behaviorism and employed feedback 
as reinforcement to create an effective tool for learning. These early applications focused on 
feedback mechanisms that generation of feedback according to the learning purpose but not 
necessarily the individual's response. The purpose of behaviorist attributes in most 
instructional applications is to foster the learning of small chunks of material related to a 
single skill (Cooper. 1993). Examples of the influence of behaviorism on computer 
applications include drill and practice programs and reinforcing applications (Knuth & 
Cummingham. 1993). 
Under this paradigm, input and output components are emphasized whereas internal 
processing and learner characteristics are not considered. The major negative reaction to 
behaviorism is that the applications of behaviorist principles are reductive and fragmented 
and knowledge is chopped into small chunks. Thus learners acquire isolated disconnected 
knowledge which is difficult to apply to solving problems in a slightly different context. This 
shortcoming prevented learners from meeting current educational goals, and motivated the 
paradigm shift to cognitivism. 
Cognitivism focuses on the mental operations and the role of the mind in gaining 
knowledge (Bell-Gredler, 1986; Hwang, 1996). Cognitivists provide a dynamic and 
interactive model of the cognitive system that relates the interactions of the main areas of 
cognition such as sensory receptors, executive control, working memory and long-term 
memory. From a cognitivist perspective, instruction should replicate the knowledge structure 
and processes of the expert in the mind of the learner, so cognitivists attempt to compare 
naive learners' mental models with the mental models of experts in order to find effective 
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instructional strategies. Under this perspective, instructional applications need to handle the 
complexity of individual differences in order to act as an intelligent tutoring mechanism 
which can respond to different types of learners' actions (Cooper, 1993). 
Concerns with cognitivism arose when it was realized that the path from novice to expert 
was not direct. That is. experts acquire their expertise by discovering what doesn't work in 
addition to what does work. This perspective led to constructivism. From a holistic view, 
constructivism concerns the development of the mind and its organizing cognitive structure. 
Computer-based instruction which supports this theory is complex due to the need to meet 
individual learning differences. However, neither the computer environment nor the theory 
addresses the source of the knowledge. The perspective that knowledge is internal and must 
be constructed supports a paradigm which is competitive with cognitivism. 
Constructivism has been an influential theory in recent years in education and social 
science. Three major implications of constructivism in learning are fundamental. First, 
knowledge is situation-bounded (Bednar et al., 1991; Brown et al., 1989; Hwang. 1996; 
Streibel, 1991). That is, the "real world" allows one to perceive and think certain things. 
Constructed knowledge is always linked with a certain situation. Second, experiential reality 
is constructed by an individual but is not "true" or "objective reality". The participant is part 
of the reality, so "experiential reality" is used in constructivist perspectives (Bednar et 
al..l991; Hwang, 1996). Third, knowledge is not passively received but is actively 
constructed by learners (Wheatley, 1991). 
The basic differences between behaviorism, cognitivism and constructivism are external 
environments vs. internal processes and absolute reality vs. relative reality. Behaviorists 
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emphasize how the external environment reinforces learning but there is no interest in the 
internal processing of the mind. Cognitivists. on the other hand, attempt to explain how 
absolute reality can be gained through internal cognitive processing. In contrast, 
constructivists view the mind as a constructor of meaning and that reality is personally 
constructed according to an individual's personal experience (Hwang, 1996; Wheatley. 
1991). From the constructivist perspective, learning is a process of problem solving based on 
personal discovery and learners act as an active, self-regulating and reflective individual 
during this process (Seels, 1989). In order to match the different needs of individuals, flexible 
exploratory environments and a wide range of formats of accessible information need to be 
provided to enable learners to construct knowledge individually. 
Constructivist learning with technology requires an information-rich, multiple 
representation environment where learners can actively manipulate and synthesize 
information to construct their own knowledge (Brehm, 1997; O'Neil, 1995; Roblyer, 
Edwards. & Havriluk, 1997; Ryder & Wilson, 1996; White, 1996). Under such environments, 
active learners can anchor learning to genuine tasks in realistic contexts (Brehm. 1997; Ryder 
& Wilson, 1996). This author believes an integrated framework for guiding the design of 
constructivist educational applications should include the following characteristics: 
1. Provide supplementary information that enables students to select appropriate 
strategies to accomplish goals and deal with real-world problems. In such a learning 
environment students generate as much knowledge as is needed to facilitate learning 
(Brehm. 1997; O'Neil. 1995; Roblyer. Edwards. & Havriluk, 1997; Ryder & Wilson, 
1996; White. 1996). 
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2. Provide authentic situations and tasks that help learners anchor the knowledge (The 
Cognition and Technology Group at Vanderbilt, 1990; Roblyer. Edwards, & Havriluk. 
1997). 
3. Support cognitive apprenticeship methods of modeling, scaffolding, fading and 
coaching in order to convey how to construct knowledge in real-world problems 
(Collins. Brown & Newman, 1990). 
4. Foster situated knowledge in multiple contexts to prepare learners for appropriate 
transfer to new contexts (Casey. 1996; McLellan, 1996). 
5. Create cognitive flexibility by ensuring that all knowledge is seen from multiple 
perspectives (Spiro & Feltovich, 1991). Social interaction and collaborative learning, are 
means of encouraging students to view the knowledge from multiple perspectives 
(Roblyer, Edwards, & Havriluk, 1997). 
Overall, the major characteristics of constructivist learning supported by technology 
provide realistic situations, multiple representations, networking capability, problem-based 
learning activities, and multiple ways to assess learning outcomes. 
Fostering metacognition 
Technological advances change our life rapidly, therefore, the most important skill is the 
ability to leam new skills, embrace new concepts, assess new situations, and deal with the 
unexpected (Means, 1994). Educators continually need to prepare new instructional programs 
and update existing ones, provide numerous informational resources, encourage different 
strategies for learning new concepts and enable learners to use new technological products. 
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The ability to leam depends a iot on one's ability to leam how to leam. also termed 
metacognition. Thus fostering metacognition becomes an important educational goal for the 
future learners. 
However, fostering the development of metacognition is not a well charted path. Many 
researchers who have attempted to structure learning aids to directly achieve this goal have 
not been successful. Structured sequences for solving problems and extensive feedback on 
steps required for problem solving did not improve novice student's learning (Elshout & 
Veenman, 1992; Njoo & de Jong, 1991; Shute, 1990; van Berkum & de Jong, 1991; 
Veenman & Elshout, 1991). In contrast to structured learning, well-designed simulations 
leave the challenge of improving students' thinking for the teacher, but provide rich 
opportunities for cultivation of metacognition. 
For example, computer-based simulations provide an opportunity for educators to gather 
information and monitor student actions in great detail. By programming the computer to 
record the students' actions while trying to solve problems, much information about the 
students' thinking can be obtained (Smith et al.. 1993). The simulations enable a student to 
choose an action and. when difficulties are encountered, to alter the problem-solving strategy 
or try another approach. The students as well as the teachers can replay this sequence and 
reflect on their thinking. Thus, computers can be facilitators of reflective and self-conscious 
thinking which can foster learners' metacogition. 
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THE DESIGN OF AN EXPLORATORY COMPUTER-BASED SIMULATION 
Overview 
This section addresses the design issue of computer-based simulations from three 
aspects: educational goals, learning processes, and design features. This author believes that 
supporting learners to meet educational goals, facilitating constructivist learning, and 
developing simulations with realizable and multiple representations are necessary for 
successful instructional simulations. 
Meeting Educational Goals 
A computer simulation needs to support three aspects of educational goals. First, in 
order to help learners acquire knowledge, the model entities of a simulation should be 
recognized as a representation of part of the real system and permit the appropriate operations 
for acquiring icnowledge of the underlying model. Second, in order to attain specific 
procedures or cognitive skills such as problem-solving skills, the simulation should allow 
learners to have access to the critical variables and provide a window into the effects of 
changing variables. Learners can intervene in the system's state during simulation run time in 
order to test the relationships between variables (van Joolingen. 1991). Finally, the most 
important goal for learners to reach is the development of knowledge acquisition capability 
(de Jong. 1991; van Berkum et al., 1991). It is suggested that simulations can provide learners 
with metacognitive mediation which consists of prompts to help learners adjust their problem 
solving methods (Veenman et al.. 1994). However, this facility tends to decrease learner-
directness and therefore decrease metacognitive development. Thus, most computer-based 
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simulations do not provide this kind of prompt. Instead, metacognitive mediations are often 
provided by peer discussions and/or the instructors' prompts. In order to aid instructor 
support of the development of metacognition, simulations can be programmed to record 
learners' actions in practice. This record can be used for reflective discussions such as 
checking whether the relationship between input and output has been found, examining 
whether the question has been solved, and discussing whether any other alternative way can 
be used to solve this problem. 
Following The Aature Of Human Learning And Constructivist Learning Processes 
Powerful natural mechanisms for learning allow people to master enormous and 
varied materials during their lifetime (Schank & Cleary. 1995a). According to Schank and 
Cleary (1995b), natural human learning is characterized by four fundamental features: 
1. Learning is goal-directed. Most learners pursue a goal of interest to them. 
2. Learning is failure-driven. Making mistakes triggers people to recognize that 
knowledge is lacking and that learning needs to occur. 
3. Learning is case-based. When people face a problem, they naturally think back to 
similar situations that they have encountered before. 
4. Learning occurs when it is related to "doing". 
Therefore, computer applications need to provide an environment which fits the nature 
of human learning. The computer applications need to encourage goal-directed learning 
systems, to create engaging environments that allow the learner to make mistakes, to allow 
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the learner to access experts' opinions, and to build simulated environments that can engage 
and motivate the learner in learaing-by-doing tasks. 
Learning environments supporting the namre of human learning facilitate learners to 
experience constructivist learning processes. From constructivist perspectives. learners are 
constructors of understandings and defenders of those constructions (Jonassen. 1996). 
Presenting an open-ended task that has several possible solutions promotes an active and 
creative use of knowledge by the learner (Kafai, 1995). They need to think deeply about the 
problems they encounter, then decompose the problems, analyze assumptions, elaborate on 
the information and use critical thinking skills to conduct effortful reasoning. In a simulation, 
learners' cognitive processes are evoked by challenging tasks. These tasks encourage the 
learners to experience exploring, problem-solving, and evaluative cognitive activities when 
they construct their own knowledge. The tasks should be at the outer edge of the student 
existing knowledge and within the reach of his or her problem solving strategies. 
Containing Features Of Well-Designed Simulations Based On Learning Theory 
Simulations should encompass formalized and manipulatable underlying models (de 
Jong. 1991). The representations of models should be dynamic, visual, realizable and 
multiple-representational. Raghavan and Glaser (1995) stated: "Visual models that are 
dynamic and interactive are presented not only to concretize abstract ideas but also as 
reasoning tools that give students the leverage to solve problems in a variety of contexts" (p. 
37). A simulation designer needs to choose realizable notation systems to create notational 
bridges or ramps from concrete experience to abstract objects and relationships in a domain 
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of knowledge. Such multiple synchronized representations act as a bridge between students' 
current understanding and the abstract knowledge structure. Thus, well-constructed 
representation modes make the learner interface more friendly so that the user may easily 
transform the actions he or she has in mind into inputs and to understand the output of the 
system in a meaningful way (Norman & Draper. 1986). Well-designed simulations should 
promote realism, encourage exploration, permit multiple representations and enable 
recording. 
First, simulated environments and multimedia should make learning environments more 
realistic. This helps students connect what they have learned in a computer simulation to real-
life (Schank & Cleary, 1995a). Simulations embedded in a realistic or authentic environment 
force learners to construct and manipulate screen "objects" for exploring underlying concepts. 
Such interaction improves motivation and enhances leaming by providing students with 
appropriate cognitive and affective goals (de Jong, 1991; Jackson et al.. 1996; Kaput, 1995; 
Milheim, 1996; Snir, Smith and Grosslight. 1995; Veenman & Elshout, 1995). 
Second, leaming with simulations should be as an exploration-based environment where 
a learner can learn about a domain by exploring the environment (Goodyear et al., 1991). In 
exploratory leaming environments (which always involve leaming-by-doing) more control is 
placed in the hands of the learner. Leamers actively explore a domain by changing input 
values for a model of the domain, interpreting the relations between variables, and testing the 
hypothesis (de Jong, 1991). In such cases, the symbol-manipulating power of computer 
technology is utilized to offer simulations of real-world, scaled-down and closed systems 
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where learners can gain control over the operating variables of the systems and explore 
through experimentation (Crook, 1994). 
Third, multiply-linked representation between the animation, graph, and symbol forms 
facilitates students' meaningful learning (Goldenberg, 1995). Multiple representations of the 
same phenomena provided by computer simulations partly satisfy the constructivist learning 
goals. Students can move flexibly among different modes of representation in a multiple-
representation learning environment (Kafai, 1995). This allows students to choose their own 
modes of information representation on the computer screen and their own ways to solve 
problems (Windschetl, 1995). Also, through juggling the interaction among representations 
and dialoging with themselves, students can build a multiple-representation mental model 
that they construct in their attempt to understand the bigger picture and that may be 
transferred to new situations in the future. This exploring process using multiple 
representations promotes learning how to classify and explain outcomes and recognize 
patterns. 
Finally, computer-based simulations should provide an opportunity for gathering 
information by enabling learners and educators to monitor learner's actions in great detail. 
Learners are invited to develop their reflective thinking skills through reviewing and 
discussing the records of their actions in simulations. By programming the computer to 
record the actions that the students take in trying to solve problems much information about 
their thinking can be obtained (Smith et al.. 1993). A simulation can record students' actions 
in a file. This allows teachers and students to replay initial inputs and observe the results 
when they use the simulation so teachers can help students improve their metacognitive 
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skills. Usually, the learner regards the computer simulation as a black-box of which he or she 
needs to recognize the structure, relations and proportions of the models. After the learner 
performs a input-output analysis, he or she can state the functional dependency relations 
between input and output (Goodyear. 1992). Input-output analysis provides learners with the 
opportunity to rethink their actions in the simulation and revise their problem-solving 
methods. This process fosters the development of learners' metacognition. 
These features integrate learning theories and design issues into a whole. A computer-
based simulation with realistic (authentic) situations, learning activities with interactive 
explorations, multiple representations, and the capability of reviewing previous actions, aids 
learners in constructing their own knowledge and to cultivate their problem-solving skills. 
THE DEVELOPMENT OF MtnSim 
Overview 
MtnSim was developed to include the desired features by merging constructivism and 
technology to create a leamer-centered environment. Thus. MtnSim was designed to provide 
an exploratory and interactive environment, display input-output data, and record the action.s 
of students through a server called ClassNet at Iowa State University. 
MtnSim As An Exploratory Computer Simulation 
When MtnSim is executed, digital displays and graphs provide immediate, visual 
feedback of the current state of the simulation. Students can directly manipulate initial 
conditions and immediately see the impact. This interactivity may provide opportunities for 
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students to modify their mental models, by comparing the outputs of the model with their 
expectations (Jackson et ai., 1996). This interactivity is intended to engage and motivate 
students to explore and couple actions with effects which will lead to understanding. 
As an added feature, MtnSim provides the actual sounds of wind and thunder to evoke 
the learners' stimuli of perception. This may motivate learners to engage in extended 
exploration of this simulation. The special function of displaying summaries in MtnSim is 
designed to help the learner recognize the relationship between input-output, and help him or 
her change their problem-solving methods by reflection on previous trials. By looking at the 
data in detail the student should discover the underlying concepts of the model contained 
within the simulation. 
Descriptions Of The MtnSim Simulation 
The main concepts in the MtnSim simulation are condensation aloft and adiabatic 
temperature changes. Condensation occurs either when water vapor is added to the air or 
when the air is cooled to its dew point (Lutgens & Tarbuck. 1992). The adiabatic process 
occurs when an air parcel expands and cools, or compresses and warms with no interchange 
of heat with its surroundings. When the air moves upward, an air parcel expands its volume 
due to the lower pressure of surrounding air. The energy needed for expansion is extracted 
trom the internal energy of the parcel and the loss of internal energy of the air parcel causes a 
temperature reduction. Likewise, when air moves downward, an air parcel is compressed and 
a temperature increase occurs. 
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The forced lifting when a mountain is encountered makes the air move upward to a 
higher altitude and allows it to expand because it passes through regions of successively 
lower pressure. This cooling process makes cloud formation possible to occur. After the air 
passes over the mountain, descending air under increasingly higher pressures becomes 
warmer and relatively drier due to adiabatic warming if cloud formation occurs on the other 
side of the mountain. This phenomena happens in mountain areas and makes weather 
prediction difficult. By using the MtnSim simulation student can explore the effects of a 
mountain lifting the air on the windward side and lowering the air on the leeward side for 
different characteristics of the air. If students understand the adiabatic process modeled in a 
computer simulation, it will help them to gain a better understanding of weather forecasts in 
mountain areas. It is perceived that the MtnSim simulation links the understanding of weather 
phenomena., the lifting effect of a mountain, to the real scientific practice such as weather 
forecasting. 
MtnSim was developed to enable students to change variables and to observe the 
meteorological phenomena attributed to mountains. In detail, MtnSim allows students to 
change the initial temperature and water vapor at a mountain's base on the windward side and 
observe how these variables interact with topography to influence the weather. 
In MtnSim, the air is marked by a leaf. The air passes over the mountain and down the 
leeward side. As the leaf is lifted up the mountain, the temperature and water vapor of the 
surrounding air are changed to reveal the effects of the adiabatic process. If saturation is 
reached a cloud is formed and appears from that point on the mountainside to the top of the 
mountain. As the air moves, two graphs are shown. On one graph the temperature is plotted 
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against the water vapor, and on the other the temperature is plotted against altitude (see 
Figure 1). 
MtnSim allows students to select the initial conditions of temperature and water vapor, 
and then to observe the changes of the states of variables from the animation and the graphs. 
In addition, they can click a report button and obtain a table showing the critical data. This 
table shows their initial inputs, the altitude at which a cloud was formed and the final results. 
Data are cumulated and revealed for each time they run the simulation so that comparisons of 
results can be made. A sample table is shown in Figure 2. The computer program records the 
results of each execution of the simulation. The specific actions, such as number of 
executions and choice of initial conditions, can be used to track learner progress and to 
identify patterns of success and failure in the learning activities. 
Students can run the simulation with as many different initial conditions as they desire. 
Through interaction with ±e simulation, students can experience the relationship among 
ThfrattDd&:tftocfc)udbmii(^ 0.75 
— CortrolPand — 
50T 
P 30--
°r20t 
10+ 
5T 
3--
2 - -
1 -
•10 0 10 20 30 T*mp«raljr» 
—( —I—A 
-10 0 10 20 30 Tamperatjra 
''ToniieiatunCCI 
DiswPtMIC) 
Water Vapor Pt8t*ue(nifa)~ 
A»udB(kin) 
Figure 1: The picture of MtnSim 
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temperature, water vapor and altitude, and use the knowledge gained from the simulation in a 
weather forecasting exercise. 
THE USE OF MtnSim IN INSTRUCTIONAL CONTEXTS 
Overview 
It is important to apply pedagogical knowledge in the use of exploratory computer-based 
simulations. According to Goodyear (1992), exploratory computer-based simulations should 
offer some sample tasks involving the relationships of variables in the model; then teachers 
can ask questions about the relationships in the model following student exploration of the 
simulation. After interaction with the simulations, the students can be asked to describe the 
general pattern of relationships in the model in their own words. 
This section presents some possibilities for the uses of MtnSim in an instructional 
context. Since MtnSim provides a versatile learning environment which can be used to 
experience data-driven discovery, instructors can use it for a variety of learning purposes. 
MtnSim was designed to be an instructional tool for meeting various needs of learners. 
Expenmental Results 
Ihit. Teinp(C) Init. Vapor(mb) Init Td(C) Cloud Base(km) final T8inp(C) Imal Id(C) fmal Vaporfmb) 
10 46 5 -2.58 1.66 12.17 -4.99 4.21 
27.28 2563 2142 0.75 32.61 16.1 18.38 
Return to Simulation 
Figure2: An example of a log in MtnSim 
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MtnSim As A Versatile Instructional Tool Serving A Variety Of Learning Goals 
In a Java applet, MtnSim models the change of air status when an air stream passes over 
a mountain. There is no learning task provided inside this applet. Instructors can design Web 
pages to require students to complete certain tasks to meet different learning goals. Two 
examples of learning tasks were developed by this author to promote learning goals. The first 
task requires students to cause a cloud to form at a certain altitude (Appendix FV). The goal 
of this task is to have students discover the general relationships between initial air 
temperature, initial water vapor and the altitude at which a cloud is formed. The second task 
requires students to produce a temperature difference between two mountain bases on 
different sides of the mountain (Appendix V). The learning goal is to help students figure out 
how the temperamre lapse rates change before and after the occurrence of condensation, and 
to prepare students for the weather forecasting exercise. Even though these tasks were 
specified by the instructor, students can set their own goals in MtnSim. For example a student 
may try to determine the amount of temperature change for each 100 meters of elevation in 
order to find a way to reach the goal of the specific tasks. 
CONCLUSION 
The strength of a simulation is to force students to retrieve or discover relevant 
knowledge, experiences and problem-solving skills under authentic situations. Exploratory 
simulations require students to take more responsibility in learning processes (de Jong & 
Njoo. 1992; Thomas & Hooper. 1992). Active learners are most likely to benefit from this 
kind of use of computer-based simulation. For non-engaged learners, it is suggested this kind 
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of simulation be used in small groups. Through cooperative learning and social interaction, 
some students will overcome difficulties which occur when they use simulation by 
themselves. 
Constructivist learning benefits from support provided by computer applications because 
the complexity of world situations can be presented in a flexible and versatile format to 
accommodate the diverse individualized processes of constructing knowledge. The features 
proposed in this paper for simulation design integrate learning theories and design techniques 
for the purpose of meeting learners' needs in constructing understanding. 
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3. CONSTRUCnVIST LEARNING SUPPORTED BY SIMULATION-BASED WEB 
ACTIVITIES: THE ROLE OF EXPLORATORY SIMULATIONS AND 
PROBLEM-SOLVING STRATEGIES 
A paper to be submitted to the 
Journal of Computer-Based Instruction 
Ying-Shao Hsu 
INTRODUCTION 
Technology available to education has been rapidly increasing and has invited change in 
classroom practice. Compared with 125 smdents per computer in 1983-84. the average 
number was 18 students per computer in 1991-92 (Means, 1994). The way of using 
technology is changing from supporting existing curricula and large-scale testing to providing 
learning environments that transform teaching and learning (Davis. 1993; Tiemey, 1992; 
Mergendoller. 1996). These new ways of using technology enhance understanding only if 
they are consistent with principles of learning and teaching for understanding (Perkins, 
Schwartz, West & Wiske, 1995). One of the most promising ways for realizing the 
educational potential of technology is the use of computer simulations. Simulations offer a 
strong capacity for contributing to conceptual change (Winschitl, 1995). 
Simulations improve motivation and enhance learning by providing students with an 
appropriate cognitive and affective context for learning (de Jong, 1991; Snir et al., 1995; 
Kaput. 1995). Since computer simulations emerge from authentic tasks, they engage the 
learners in meaningful, problem-based thinking (Jonassen, 1996). Through interaction with 
simulation, students can understand the role that hypothesis formation and hypothesis testing 
play in knowledge generation. 
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The benefits of educational simulations are not reaped automatically but only come as a 
result of careful planning. Simulations are not a total learning package but provide only a part 
of the learning experience. They must be integrated into a curriculum which provides support 
for the simulation and in which the simulation supports other learning activities. The nature 
of this mutual support is a topic in need of much research. 
Specifically, the role of simulation is to provide a learning experience, but the 
significance of that experience is not always apparent to the learner. Strategies for helping 
students construct knowledge from the simulated environment are in need of development 
and evaluation. Detailed knowledge about the specific contribution of simulations under 
various learning conditions and the role of the teacher in maximizing their benefit is lacking. 
Researchers need more information on how students' understanding develops from an active 
simulation and how students' concepts change and learning skills can be fostered. 
This study serves as a preliminary investigation of one simulation. It should also provide 
information which will serve as a basis for further research designed to explain the causal 
relationship between the learning process and the simulation use. The study should lead to 
improvement of the simulation and enhance its use. The intent in this study was to try to 
address aspects of simulation design and the impacts on students' actions and problem-
solving strategies when they explore the simulation. In summary, the research questions in 
this study are: Will integrating a computer simulation (MtnSim) with an authentic science 
task (Weather forecasting) enhance student's learning in science? Can the functions of 
"reporting" and "multiple-representation" in a computer simulation increase the simulation's 
effectiveness? What are the features of the problem-solving processes when students 
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interacting with an exploratory simulation? This study is more of a preliminary investigation 
not a summative evaluation. It was intended to raise more questions than it answered. 
RATIONALE FOR THIS STUDY 
Computer-based simulations provide an opportunity for collecting information by 
enabling educators to monitor student actions in great detail. By prograimning the computer 
to record the actions that the students take in trying to solve problems, much information 
about their thinking can be obtained. (Smith et al., 1993). In a computer environment, the 
researcher can design a computer program to record significant prior states and students' 
activities in such states. From the sequence of these states, an educator has a window through 
which a student's application of learning strategies and development of knowledge can be 
studied. 
In order to provide the most effective learning environment, computer simulations must 
be connected to related learning tasks. There are at least two ways in which this can be done 
(Thomas & Hooper, 1991). Computer simulations provide authentic tasks and integrate 
segments of knowledge which were acquired independently, or can set the stage for 
subsequent learning which is to be acquired by more traditional means such as lectures or 
reading. In either case, a role of the simulation is to anchor knowledge and foster fumre 
transfer. For example, natural phenomena like the lifting effect of mountains can be modeled 
in a computer simulation and learners can apply the underlying concepts to real-world tasks 
such as weather forecasting. The integration of the computer simulation and real-world tasks 
makes explicit connections for the application of newly-gained knowledge for solving real-
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world problems. The pedagogical goal is to link the learning of science more closely with the 
practice of science (Fishman and D'Amico, 1994). Also, doing the actual weather forecasting 
allows students to experience the complexity of weather situations and to elaborate what they 
have learned in the simulation. The elaboration process is important for anchoring student 
understanding. 
For this study, weather was chosen as the subject matter. This topic was chosen because 
most people have some naive understanding about weather which was built from their own 
life experience, the observation of the sky and media. Students learn how to predict weather 
based on their naive knowledge. They start to use a combination of what they observe when 
they look at the sky and what the media tells them. Weather forecasting is a complex, 
difficult and ill-structured task. The accuracy of forecasts decrease as they become localized 
or funher out in time. The difficulties are compounded in mountain areas where the lifting 
effects of the mountains produce surprising results. 
In a real-time weather forecast exercise, students are expected to access current real-time 
weather maps, satellite animations and radar images and to use this information to make their 
own prediction of weather as forecasters do. Experience from previous classes has shown that 
many students find the opportunity to work and think with the same tools that scientists use 
to be challenging and internally motivating. However, it has not been shown that students are 
making maximum gain from the experience. There appears to be a need to combine the 
learning activities with an appropriate supporting pedagogy. 
This study combining technologies including Web-based courseware, but it does not 
fully integrate instructional strategies. It combines student use of computer-supported 
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weather prediction tools and a computer simulation designed for construcdvist learning 
through the Web management system (ClassNet). The computer simulation, called the 
mountain simulation (MmSim), has been designed for the characteristics of multiple-
representations, authentic context, interactive exploration and reporting summaries. These 
characteristics are carefully coordinated in order to help students master the mapping between 
the simulated model and the corresponding real-world problems. Overall, the integration of 
three technology-based support mechanisms are used in this study: (1) a simulation that 
allows learners to control input, explore the relationships between variables and solve 
problems under authentic settings; (2) a weather forecasting exercise that allows students to 
access real-time weather data and make weather prediction; and (3) the Web management 
system (ClassNet) (See Figure 1). ClassNet administers learning activities, automatically 
grades weather forecasts, automatically records students' actions in the simulation through 
the Internet, and controls which students access what kind of experimental treatment. 
Because this study was intended to focus on the interaction of the technologies, instructional 
strategies which are deemed essential for maximizing the effect for student learning were 
omitted. 
Purpose of Study 
There are three primary purposes of this study. One is to investigate if a computer 
simulation (MtnSim) can be used to enhance the development of the conceptualization of 
science phenomena. The second purpose is to determine if the function of "reporting initial 
inputs and simulated results" in the computer simulation fosters students' meaningful learning 
48 
Weather Forecast Exercise 
Weather Forecast Sheet 
Real-Time Weather Data 
Weather Predict Models 
Web Management System (Qassnet) 
• Grading Automatically 
Recording Learners' Actions 
Administrating Learning Activities 
Mountain Simulation (MtnSim) 
• Multiple Representations 
• Authentic Context 
Interactive Exploration 
Reporting Summaries. 
Figure 1: A conceptual model for developing the exploratory and interactive Web courseware 
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from the simulation. A third related purpose is to investigate how students use the simulation 
and how students' problem-solving strategies impact the transfer of their newly-gained 
knowledge to the practice of science (weather forecasting). 
METHODOLOGY 
There has been a long-standing disagreement over the relative superiority of 
"quantitative" and "qualitative" research used in social and educational studies (Maxwell, 
Bashook & Sandlow, 1986). Recently, however, there has been a reaction against this 
polarization of the issue and many researchers have suggested combining these two 
approaches (Campbell. 1978; Meyers, 1981; Maxwell et al., 1986; Reichartdt & Cook, 1979). 
Even though some researchers believe that quantitative and qualitative research are 
incompatible because they are based on different epistemological assumptions, it also is 
possible that neither view of social reality is correct and both views have some measure of 
truth (Gall, Borg & Gall, 1996). Both approaches have helped educational researchers make 
important discoveries. In general, a qualitative approach addresses the generation of insights 
whereas the quantitative approach addresses the testing of hypotheses (Biddle & Anderson, 
1986). The two perspectives have complementary goals and the researcher needs them both 
(Gall, Borg & Gall, 1996). 
In this study, the author used multiple methods for collecting data. The purpose of this 
integrated research methodology, which include both quantitative and qualitative methods, is 
to compensate for the shortcomings of one methodology with the strengths of the other 
(Kafai. 1995; Kidder &Fine, 1987; Light & Pillemer, 1984; Maxwell, Bashook & Sandlow, 
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1986; Mischler. 1990). The data collection integrated multiple instruments of observation and 
assessment: paper-and pencil tests, computer protocols, the computer scoring system (for 
weather forecast exercise) and in-depth interviews. 
There are two parts in this study (see overall research procedures in Figiure 2). The first 
part is quantitative. The researcher used experimental research methodology to study 
students' learning with simulation-based Web activities. The students in the class were 
randomly divided into three groups. The equality of the groups was checked by comparing 
the mean class scores of work completed prior to the experiment. All groups were assigned to 
predict the weather for a specific mountainous location and received the same lectures. In 
addition to these activities two groups worked with the computer simulation on the 
meteorological effects of mountains. One of these groups (with-log group) was able to obtain 
a summary of input conditions and the results of the simulation's responses. The other group 
(without-log group) did not have access to this report. A pretest was administered to all 
groups prior to the learning portion of the experiment and a posttest after the lecture and 
simulation had been completed. These tests covered condensation and adiabatic processes. 
In the second part of this study, the researcher conducted interviews to get a deeper 
understanding of how students learned with the simulation. Information about student 
exploration, problem solving strategies and reasoning was gained from stimulated recall of 
the thinking process, using deep questions and studying computer protocols. This information 
should help the future development of the MtnSim simulation and structure a pedagogical 
setting for the use of the MtnSim simulation. 
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Figure 2: Overview of research procedures 
RESEARCH DESIGN, DATA COLLECTION, ANALYSIS AND RESULTS 
This section is devoted to the design of the research, data collection, data analysis, 
and results. Two methods were implemented/utilized in this research, experimental and 
interview. The experimental research examined the differences in the conceptual 
development between control, with-log and without-log groups. Based on the result shown in 
experimental research, the researcher fiirther divided subjects in the with-log group into five 
subgroups and randomly selected one student from each group to interview. 
Experimental Research 
Research questions and hypotheses 
This study used Web courseware as learning materials. Courseware includes the 
following elements: textual material, simulation models, exercises, problems, feedback 
information, etc. (de Dinan & van Shaik, 1993). In this study, the Web courseware included a 
simulation model (MtnSim), a real-time weather forecast exercise and a Web management 
system (ClassNet). This Web courseware created an exploratory environment for students. 
The following hypotheses were formulated to guide a preliminary investigation of the effects 
of that environment. 
Hypothesis 1: The exploratory simulation groups (with-log and without-log groups) will 
demonstrate a significantly greater degree of conceptual development as measured by a 
posttest than the control group which does not use any simulation. 
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Hypothesis 2: The exploratory simulation groups (with-log and without-iog groups) will 
demonstrate a significantly greater degree of transfer of knowledge to a weather forecasting 
task than the control group which does not use any simulation. 
Hypothesis 3: When pretest scores are statistically controlled, students who use 
appropriate problem-solving strategies in interacting with the simulation will demonstrate a 
significantly greater degree of conceptual development as measured by a posttest than 
students who do not use problem-solving strategies. 
Hypothesis 4: When pretest scores are statistically controlled, students who use 
appropriate problem-solving strategies in interacting with the simulation will demonstrate a 
significantly greater degree of transfer of knowledge to a weather forecasting task than 
students who do not use problem-solving strategies. 
Sample 
Most students who enrolled in meteorology 206 at Iowa State University in Spring 
semester. 1997, participated in this study. One hundred seventy-nine students who signed an 
informed consent form (Appendix I) were randomly divided into three experimental groups. 
Only data from those students were used in the analysis. 
Research Design 
According to the results of the pretest, students with the same pretest score were 
assigned randomly into three groups for the different tasks. The control group did the weather 
forecast exercise but did not use the simulation, the without-log group did the active 
i 
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computer simulation without a Log window reporting data and the weather forecast exercise, 
and the with-Iog group did the active computer simulation with a Log window reporting data 
and the weather forecast exercise. The posttest will be taken by all students after they finished 
these learning activities and the class lecmres. The research design is summarized below. 
Control group: Pretest F Lectures Posttest 
Without-log group: Pretest Sl-F Lectures Posttest 
With-Iog group: Pretest S2-F Lectures Posttest 
F: Forecast exercise ; S1: the basic version of an computer simulations (No-Log MtnSim): 
S2: the second version of the simulation (Log MtnSim) 
Instruments 
Three types of instruments were be used to collect the data for this study. 
Weather Forecast Exercises 
The weather forecast exercises provided opportunities for students to apply the 
meteorological concepts and principles to predict weather conditions for geographical 
locations of their choice. The weather forecast exercise automatically updates global weather 
data each hour and provides useful weather products such as many types of weather maps, 
radar data, satellite images, and records of temperature, air pressure, cloud cover, wind and 
precipitation. To make a prediction, a weather forecast form (Appendix 11) is completed by 
the student. The student must select a city for forecasting and predict the temperature, wind 
speed, wind direction and precipitation for noon and 6:00 P.M. the following day. In addition 
students must supply reasons for their predictions in terms of the influence of daytime 
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temperature, nighttime temperature, precipitation and wind. The computer records students' 
predictions and determines the accuracy. These records were maintained for analysis in this 
study. 
The weather forecasting exercise has been used in the Meteorology 206 course for four 
semesters to motivate students to learn and use meteorological concepts. For this study, 
students were assigned to predict the weather on at least one day during two selected weeks 
for Reno, Nevada, a mountain area (A map of Reno in Appendix EII). This experience was 
used to determine how students applied what they had learned from MmSim to weather 
forecasting exercises. 
Series of computer simulations (No-Log MtnSim and Log MtnSim) 
An exploratory computer simulation had been developed which allows students to 
change variables and to observe the meteorological phenomena attributed to mountains. The 
major concepts in this simulation are temperature, vapor pressure, saturation, adiabatic effect, 
and the lifting of the mountain. The MtnSim simulation allows students to input initial 
conditions of temperature and water vapor at the mountain's base on the windward side. The 
air at that point is marked by a leaf. The air passes over the mountain and down the leeward 
side. As the air (with its leaf) is lifted up the mountain, the temperature and water vapor 
scales are changed to reveal the effects of the adiabatic process. If saturation is reached a 
cloud is formed and appears from that point on the mountainside to the top of the mountain. 
As the air moves, two graphs are shown. On one graph temperature is plotted against water 
vapor and on the other temperature is plotted against altitude. 
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Students can run the simulation with as many different initial conditions as they desire. 
Through interaction with the simulation, students should experience the relationship among 
temperature, water vapor and altitude. They should use the knowledge gained from the 
simulation in the weather forecasting exercise. 
Two versions of the simulation have been developed. A basic version, called No-Log 
MtnSim, allows students to input initial conditions of temperature and water vapor and 
operates as described above (Figure 3). Students can observe the animation of the simulation 
and see the graphs. 
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Figure 3: No-Log MtnSim 
A second version of the simulation, called Log MtnSim, operates in the same way as the 
basic version but, in addition, students can click a report button and obtain a table showing 
the critical data (Figure 4). This table shows their initial inputs, the altitude at which a cloud 
was formed and the final results. Data are cumulated and revealed for each time they run the 
simulation so that comparisons of results can be made (A sample table is shown in Table 1). 
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OewPoiiip^: 
Figure 4: Log MtnSim: with a log button 
Table 1: A data sample of log window 
Expenincctal Results 
Init. Tetnp(C) Init. Vapoitmb) Init. Td(C) Cloud Base(kni) Final Temp(C) final Td(C) Final Vapor(nib) 
10 46 5 -2 58 1 66 12.17 -4 99 4 21 
27 28 25 63 2142 0 75 32.61 16 1 18 38 
Return to SimuUnon 
The main concepts in the MtnSim simulation are condensation aloft and adiabatic 
temperature changes. Condensation occurs either when water vapor is added to the air or 
when the air is cooled to its dew point (Lutgens & Tarbuck, 1992). The adiabatic process 
makes temperature change; either it cools when air is allowed to expand or it warms when air 
is compressed. The lifting of a mountain moves air upward to higher altitudes and allows it to 
expand as it passes through regions of successively lower pressure. This process is called 
adiabatic cooling which makes cloud formation possible. In contrast, as air descends the 
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leeward side of the mountain it becomes warmer and drier due to compression. This process 
is termed adiabatic warming. This phenomena often occurs in mountain areas and makes 
weather prediction difficult. The computer simulation is intended to enable students to 
experience the phenomena prior to formal classroom presentation. 
There were two exercises in both versions of MtoSim (No-Log MtnSim and Log 
MmSim). The first exercise, in which students experience the relationship between 
temperature, water vapor and condensation, asks students to make clouds form at a certain 
height (Appendix IV) The second exercise requires students to make a specified temperature 
difference between the mountain base on the windward side and the mountain base on the 
leeward side (Appendix V). This exercise provides students opportunities to discover the 
existence of a temperature difference between sides of the mountain in cloud-forming cases. 
The MtnSim simulation experience can aid the smdent in linking the understanding of 
weather phenomena, such as the lifting effect of a mountain, to the real scientific practice of 
weather forecasting. These concepts are important if students are to adjust their weather 
predictions in mountain areas. 
Since the results of each execution of the simulation by all students were recorded for 
later analysis by the researcher, specific actions such as choice of initial conditions could be 
compared for the experimental groups. 
Two sets of paper-and-pencil tests 
Two sets of paper-and-pencil tests were used to collect information about students' 
understanding of the condensation process, the mountain effect, and the cloud formation 
process. After validation of the pretest and posttest, the researcher finalized four multiple-
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choice questions and a short-answer question for the pretest (Appendix VI) and eight 
multiple-choice questions for the posttest (Questions without a mark in Appendix VII). 
Thirteen additional questions (Question marked with in Appendix VIT) in the hourly 
examination which related to the posttest content were also analyzed to provide additional 
information for this research. The comparisons between pretest and posttest data provided 
extra information about students' progress before and after using the simulation, completing 
weather forecasts and attending class lectures. 
Validation of instruments and simulation 
The pretest and the posttest were examined for validity and reliability. Also, the designs 
and the instructions of the exercises in the simulation were examined before the experiment 
began. All the processes of validation are discussed in the following sections. 
Pretest and posttest 
The content validity of the pretest and posttest was examined and verified by two 
meteorologists at Iowa State University. Students in an introductory course of meteorology 
for freshman majors were selected for the pilot test of the pretest and posttest. The internal 
consistency estimate for the pretest and posttest was (using Cronbach's alpha) 0.61 and 0.77 
respectively. The reliability of classroom tests should be at least 0.70 and preferably higher 
for most research purposes( Fraenkel and Wallen. 1993). The pretest was a little lower than 
this standard, but it was still within the acceptable range because of the small number of 
items on the test. The posttest passed this criteria. Both tests were used as instruments in this 
study. 
60 
Simulation 
In order to make the directions of the simulation exercises as clear for students to follow-
as possible, three students who were not meteorology majors but had a similar knowledge 
level to the Meteorology 206 students were invited to test the mountain simulation. It 
appeared that the instructions for setting the initial conditions in the mountain simulation 
were not easy to follow. Based on the researcher's observations and students' suggestions, 
changes were made in the instructions. Two other smdents then were invited to test the 
modified version. These students easily completed the exercises after reading the modified 
instructions. 
Procedure 
A week before the ureatment, there were 179 students who signed a consent form and 
took the pretest. In order to keep the sampling process random as well as block the effect of 
students' preexisting knowledge, students having the same pretest scores were randomly 
assigned into three groups: the control group, the with-log group, and the without-log group. 
Thus, there were 58 students in each group. 
ClassNet, the administrative recording and control system, assured that students in 
different groups received different learning activities. When a student logged into ClassNet. 
ClassNet recognized he/she belonged to a specific group and only showed the task that he/she 
needed to complete. A student in the control group was expected to do weather forecasts 
without experiencing the mountain simulation, while students in the with-log group and 
without-log group were expected to complete two exercises in the different versions of the 
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MtnSim and did weather forecasting. Students in the without-Iog group did not have access 
to the logged data. The treatment was completed in two weeks. All students' actions were 
recorded through the network to a central database. The posttest was administrated within 
their second hourly examination one month after these topics were covered in class lectures. 
Although students volunteered to participate in this experiment, not all students fulfilled 
their contract with the researcher. Of the 179 smdents who signed consent forms, only 140 
students completed all activities (53 in the control group, 42 in the with-Iog group and 45 in 
the without-Iog group). Prior to analysis of the data, the groups were again equated at 39 
members each. Based on pretest scores, subjects were randomly removed from larger groups 
to maintain equivalency. 
Classiflcation of problem-solving patterns 
As the students completed the MtnSim activities, their actions were recorded by the 
computer and the resulting protocols were analyzed by the researcher. From the computer 
protocols, the researcher recognized some specific patterns of problem-solving. The 
recognizable patterns were classified into the following patterns: data-driven discovery and 
model-based testing. 
For data-driven discovery, students discover principles or models according to the 
analysis of the data. There were two subpattems in the data-driven discovery group: 
Scientific testing pattern and Meaningful grouping pattern . In scientific testing, students test 
the effects of a variable by controlling other variables. Thus, those who tested an initial 
variable by keeping the other initial variables constant used a "scientific testing" strategy to 
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Figure 5: An example of hypothesis-testing: Trail 5, 6. and 7 test the effect of humidity by 
controlling temperature; Trial 2 and 4 test the effect of temperature by controlling humidity. 
solve their problems (See an example in Figure 5). In meaningful grouping, students classify 
all possible patterns for all initial variables and test them in the simulation in order to find the 
relationship between input and output. Those who separated initial inputs into several types 
belonged to the "meaningful grouping" group. For example, MmSim allows students to set 
two initial variables, temperature and humidity. Students can set the initial temperature and 
humidity and on subsequent tests increase both of them at the same time, decrease them at the 
same time, or make one decrease and another increase to test their effects on the outcomes 
(See an example in Figure 6). 
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Figure 6: The example of meamngfui-grouping; temperature decreases and humidity 
increases from Trial 1 to Trail 2; both temperature and humidity decrease from Trail 2 to 
Trail 3; both temperature and humidity increase from Trail 5 to Trail 6; temperature increase 
and humidity decreases from Trial 7 to Trail 8. 
For model-based reasoning (Theoretical approach), students do scientific reasoning with 
theoretical models that underlie events or phenomena. From the computer protocols, the 
researcher plotted data in a water vapor vs. temperature graph with a saturation line. If 
students applied meteorological principles, they set initial conditions closer to the saturation 
line in order to make the cloud form at a lower altitude (See an example in Figure 7). The 
patterns the researcher could not recognize were classified as "unrecognizable strategy" in 
which students randomly appeared to make the trails in the simulation (See an example in 
Figure 8). 
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Vapor 
40 
30 
20 ••  
10 • 
• o 
-10 0 10 20 30 
Temperature 
Figure 7: An example of model-based reasoning: Trials from the first one to the last one 
approach to the saturation line. 
Vapor 
40 
30 
20 
1 0  • •  
-10 0 10 20 30 
Temperature 
Figure 8: An example of unrecognizable problem solving strategy 
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Data Analysis 
The treatment was the independent variable of this study. Comparisons between three 
groups, with log group (with reporting function), without log group (without reporting 
function), and a control group (which did not use the mountain simulation) were investigated. 
Two dependent variables were measured: conceptual understanding (pretest and posttest) and 
achievements in weather forecasting. After the collection of data, analysis of variance 
(ANOVA) was used to analyze the data. The significant level of 0.05 was used for all 
statistical tests in this study. 
In order to compare the performances of the groups using recognizable problem-solving 
strategies with the group using unrecognizable problem-solving strategies, students who used 
the simulation were separated into two groups according to computer protocols. By 
controlling for the pretest, ANCOVA was used to compare the performances on the posttest 
and weather forecasts between the group using recognizable problem-solving strategies and 
the group using unrecognizable problem-solving strategies for the two exercises in the 
MtnSim simulation. 
Quantitative results 
Reliabilities 
The pretest internal consistency estimate was (using Cronbach's alpha) 0.47: this low 
estimate may have been due to random guessing by the subjects and the small number of 
items in the test. The subjects in this study were non-majors, so they did not have much 
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knowledge about cloud formation or the adiabatic process before receiving formal 
instruction. 
The internal consistency of the multiple choice posttest (8 questions) was 0.55 and the 
alpha value for all content-related questions in the Meteorology 206 hourly examination (8 
questions plus 13 questions; total is 21 questions) was 0.65. The correlation between the 
posttest and content-related posttest was 0.79 (P=0.00); this high correlation indicated that 
they tested related concepts. 
Pretest 
The pretest (4 multiple choice questions and one short-answer question, covering the 
concepts of saturation and adiabatic processes) served as a indicator which was used to group 
subjects into three equivalent groups for the experimental study. The number of students with 
the same pretest score in the three groups was the same. Overall, the mean pretest score for 
all subjects was 2.23 (7 was the maximum, 0 was the minimum, and SD = 1.52). 
Treatment group comparisons 
This study included one control group and two treatment groups. Subjects in the first 
treatment group called "with-log" group, were assigned to complete two exercises in Log 
MtnSim. the mountain simulation with a log window. Subjects in the second treatment group 
called "without-log" group, were assigned to complete the same two exercises in No-Log 
MtnSim. the mountain simulation without a log window. The two exercises were: making 
clouds form in a certain altitude and making a temperature difference between points at the 
base of the mountain on opposite sides. 
I 
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1. The development of conceptualization 
(a) Posttest comparisons 
It was hypothesized that the groups using the simulation would score significantly better 
than the control group on the posttest. For the control group, the mean of the posttest was 
4.56 with a standard deviation of 1.74. In contrast to the control group, the means of the with-
log and without-log were a little higher (5.13 and 5.13) but standard deviations are almost the 
same (1.81 and 1.76). However, there was no significant difference in the posttest scores 
between any two of these three groups (F= 1.32; P< 0.27; TTie data was shown in Table 2). 
Table 2: ANOVA for experimental groups on the 8 item posttest (total score =8): 
Source D.F. Sum of Squares Mean Squares F value P 
Between Groups 2 8.27 4.14 1.32 .27 
Within Groups 114 358.31 3.14 
Total 116 366.5812 
On the content related posttests, the control group mean was 11.38 with a standard 
deviation of 3.15. For of the with-log group, the mean was 11.85 and for without-log group 
the mean was 13.03. The standard deviations for these two groups were 3.51 and 3.18 
respectively. There were no significant differences on the content-related posttest between 
any two of these three groups (F= 2.59; P< 0.08; The data was shown in Table 3). 
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Table 3: ANOVA for experimental groups on the content-related posttest 
(Total scores=21 including 8 items developed by the researcher and 13 items designed 
by the instructor): 
Source D.F. Sum of Squares Mean Squares F value P 
Between Groups 2 55.86 27.93 2.59 .08 
Within Groups 114 1231.28 10.80 
Total 116 1287.15 
(b) Comparisons of the specific item in the posttest 
Since this study is exploratory, the groups were compared on each item of the eight-item 
posttest in an attempt to gain additional insight. After using ANOVA to analyze the 
significance for each question of the posttest, only one question was found to reach 
significance (0.05). On the full test, this item was question 45 (question 45 in Appendix VII). 
It tested the relationship between temperature and the altitude of cloud formation. There was 
a significant difference (F= 5.54, P< 0.01) between the control group, the with-log group and 
the without-log group (Table 4). Means of the with-log group and the without-log group were 
larger than that of the control group (Table 5A). This inferred that the mountain simulation 
did help students figure out the relationship between temperature, water vapor and the 
altitude at which a cloud forms. From Tukey's Post Hoc analysis (Table 5B), the mean of the 
with-log group was significantly greater than the mean of control group. 
Table 4: ANOVA for experimental groups on question 45 
Source D.F. Sum of Squares Mean Squares F value P 
Between Groups 2 2.27 1.14 5.54 .01 
Within Groups 114 23.38 .21 
Total 116 25.66 
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Table 5A: Means and standard deviations for Question 45 
Group Number Mean Standard Deviation 
Control Group 39 0.49 0.51 
With-Log Group 39 0.82 0.39 
Without-Log Group 39 0.72 0.46 
Total 117 0.68 0.47 
Table 5B: Post Hoc analysis for Question 45 
Post Hoc 
(Tukey's Q value) 
Q (critical value) 
Control vs. With log 4.50 * 
3.40 Control vs. Without log 3.14 
With log vs. Without log 1.36 
*: Reach the significant level of 0.05 
2. Transfer to weather forecasting 
It was hypothesized that students using the simulation were expected to be more 
successful in making weather forecasts where the simulated principle was applicable. The 
students experiencing the simulation were more actively engaged in forecasting weather. 
Data showed more students in the with-log and without-log group did weather forecasting 
during the treatment period. In contrast to 85% (33/39) students in the control group. 95% 
(37/39) students in the with-log group and 100% (39/39) smdents in the without-log students 
did weather forecasting at least once during the treatment period. Comparing the frequency of 
doing weather forecasting, students in the conu-ol group did weather forecasting an average of 
4. 03 times while students who had learning experiences with the simulation did an average 
of 4.82 forecasts. However, this numerical difference did not reach a significant level (t = 
1.38. P < 0.17; The data is shown in Table 6). 
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Table 6: T-test table of the average frequency of weather forecasting 
Group No. of 
students 
Mean t value P 
The control group 
39 4.03 
1.38 0.17 
The simulation Group (including the 
with-log and without-log group) 78 4.82 
(a) Adiabatic warming case 
Question 6 of the weather forecast form which students completed when making 
forecasts (see Appendix IV, question 6) asked students to choose an answer for the prediction 
of temperature change. Three options were listed following this questions: adiabatic warning 
(answer number 1), adiabatic cooling (answer number 2) and no significantly adiabatic effect 
(answer number 3). Fifty nine students did weather forecasting on February nineteenth which 
was the date of adiabatic warming occurring in Reno. The result of ANOVA (Table 7) 
showed there was no significant difference between any two groups in the accuracy on 
question 6 (F = 1.32, P < 0.28). Also, no significant difference between any two groups in the 
total score of the weather forecasting (F= 1.44, P < 0.25; data shown in Table 8A) was found, 
even though the means in the with-log group (25.5) and without-log group (27.0) were 
numerically higher than that in the control group (25.0) (Data shown in Table SB). 
Table 7: ANOVA for Question 6 of the Reno weather forecast for adiabatic warming 
Source D.F. Sum of Squares Mean Squares F value P 
Between Groups 2 .58 .29 1.32 .28 
Within Groups 56 12.30 .22 
Total 58 12.88 
71 
Table 8A: ANOVA for total score of the Reno weather forecast for adiabatic warming 
Source D.F. Sum of Squares Mean Squares F value P 
Between Groups 2 41.53 20.76 1.44 .25 
Within Groups 56 810.20 14.47 
Total 58 851.73 
Table 8B: Means and standard deviations of total weather forecasting scores for adiabatic 
warming 
Group Number Mean Standard Deviation 
Control Group 11 25.0 3.75 
With-log Group 21 25.5 3.85 
Without-log Group 27 27.0 3.84 
Total 59 26.1 3.83 
(b) Adiabatic cooling cases 
From weather data. February twenty-first and twenty-seventh were dates of adiabatic 
cooling occurring in Reno. Sixty-four students chose one or both of these two days to do 
weather forecasting. If students did weather forecasting for both of the two days, their score 
on question 6 and total score for weather forecasting were represented by their average. From 
the ANOVA results (Table 9), there were no significant differences between any two groups 
for adiabatic cooling cases (F = 1.00, P < 0.37). The mean of the total score of the control 
group (31.63) was numerically lower than that of the with-log (34.09) and without-log groups 
(33.20)(Table 10). The ANOVA results showed overall performance in weather forecasting 
for adiabatic cooling cases was not significantly different between any two groups (F = 2.80. 
P< 0.07; Table 11). 
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Table 9: ANOVA for Question 6 of the Reno weather forecasts for adiabatic cooling 
Source D.F. Sum of Squares Mean Squares F value P 
Between Groups 2 .38 .19 1.00 .37 
Within Groups 61 11.62 .20 
Total 63 12.00 
Table 10: Means and standard deviations of total weather forecasting scores for adiabatic 
cooling 
Group Number Mean Standard Deviation 
Control Group 20 31.63 3.38 
With-log Group 17 34.09 3.08 
Without-log Group 27 33.20 3.23 
Total 64 32.95 3.33 
Table 11: ANOVA for total score of the Reno weather forecasts for adiabatic cooling 
Source D.F. Sum of Squares Mean Squares F value F 
Between Groups 2 58.87 29.44 2.80 .07 
Within Groups 61 640.18 10.49 
Total 63 699.06 
3. Comparisons between the recognizable problem-solving group and unrecognizable 
problem-solving group 
It was hypothesized that students who used appropriate problem-solving strategies in 
interacting with the simulation were expected to receive higher posttest scores. Students 
using the strategy of either scientific testing, meaningful grouping or model based-testing in 
the simulation were assigned into the recognizable problem-solving strategy group. Other 
students were assigned into the unrecognizable problem-solving strategy group. As seen in 
Table 12. more students who succeeded in completing both exercises of the mountain 
simulation used a recognizable problem-solving sU^ategy: 75% (9/12) of the with-log group 
and 11% (14/18) of the without-log group. In contrast, students who only partially completed 
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the exercises tended not to use a recognizable problem-solving strategy. 17% (3/18) of the 
with-log group and 37% (4/11) of the without-log group. Students who failed both exercises 
did not use a recognizable problem solving strategy. These results indicated that the use of a 
problem-solving strategy may be a key factor for succeeding in the simulation. 
Further, the comparison of the means of pretest scores between the recognizable 
problem-solving group and the unrecognizable problem-solving group showed they were 
significantly different (t = 3.64, P < 0.(X)). In order to control for the effect of the pretest in 
the performances of the posttest, the author used the pretest as a covariate and used a 
ANCOVA for the comparisons. The comparison of the degree of success between the 
recognizable problem-solving group and unrecognizable problem-solving group with the 
covariate of pretest showed that there was a significant difference between these two groups 
(F = 28.73, P < 0.00; Table 13). The mean of success scores for the recognizable problem-
solving group was 1.77 and that for the unrecognizable problem-solving group was 0.75 
(where the success was 2, partial success was 1, and failure was 0). Thus, students using a 
recognizable problem-solving strategy had significantly higher degrees of success in 
completing the MtnSim exercises. 
It was hypothesized that smdents who used appropriate problem solving strategies in 
interacting with the simulation would be more successful in making weather forecasts. To 
control the effect of pretest in the performances of posttest and weather forecasting, the 
author used the pretest as a covariate and used a ANCOVA for the comparisons. Table 14 to 
Table 18 showed the results of ANCOVA with the covariate of pretest scores. There was no 
significant difference in the performances of weather forecasting between recognizable and 
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unrecognizable problem-solving groups (Table 14, Table 15 and Table 16); however, 
students who used a recognizable problem-solving strategy did much better on the posttest 
and in the content-related posttest (21 items) than smdents who did not use any recognizable 
problem-solving strategy (Table 17 and Table 18). 
Table 12; Patterns of problem solving when interacting with the MmSim 
S P F Total 
Recogni 
-zable 
Unrecog 
nizable 
Recogni­
zable 
Unrecogn 
izable 
Recogni­
zable 
Unrecog 
nizable 
with-
log 9 3 3 15 0 9 39 
without 
-log 14 4 4 7 0 10 39 
S: Succeeded in MtnSim: P; Partially Succeeded in MtnSim; F: Fail in MinSim. 
Table 13: ANCOVA for degree of success in MtnSim between the recognizable problem-
solving strategy group and the unrecognizable problem-solving strategy group by covariate 
pretest scores 
Source D.F. Sum of Squares Mean Squares F value P 
Covariate 1 1.50 1.50 4.19 0.04 
Between Groups 2 20.58 10.29 28.73 0.00 
Within Groups 75 26.87 0.36 
Total 77 47.45 0.62 
Mean of with problem solving strategy: 1.77; Mean of without problem solving strategy: .75 
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Table 14: ANCOVA for total weather forecast scores for adiabatic warming between 
recognizable problem-solving strategy group and the unrecognizable problem-solving 
strategy group by covariate pretest scores 
Source 
Covariate 
D.F. 
1 
Sum of Squares 
0.88 
Mean Squares 
0.88 
F value 
0.06 
P 
0.80 
Between Groups 2 53.38 26.69 1.89 0.16 
Within Groups 45 634.93 14.11 
Total 47 688.31 14.65 
Mean of with problem solving strategy; 27 J5: Mean of without problem solving strategy: 25.43 
Table 15: ANCOVA for question 6 score of weather forecasts for adiabatic warming between 
recognizable problem-solving strategy group and the unrecognizable problem-solving 
strategy group by covariate pretest scores 
Source D.F. Sum of Squares Mean Squares F value P 
Covariate 1 0.27 0.27 1.19 0.28 
Between Groups 2 0.31 0.16 0.71 0.50 
Within Groups 45 10.00 0.22 
Total 47 10.31 0.22 
Mean of with problem solving strategy: 0.35: Mean of without problem solving strategy: 0.29 
Table 16: ANCOVA for total weather forecast scores for adiabatic cooling between 
recognizable problem-solving strategy group and the unrecognizable problem-solving 
strategy group by covariate pretest scores 
Source 
Covariate 
D.F. 
1 
Sum of Squares 
0.07 
Mean Squares 
0.07 
F value 
0.01 
P 
0.94 
Between Groups 2 2.47 1.23 0.12 0.89 
Within Groups 42 429.33 10.22 
Total 44 431.80 9.81 
Mean of with problem solving strategy: 33.83: Mean of without problem solving strategy: 33.36 
1 
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Table 17: ANCOVA for the posttest scores between recognizable problem-solving strategy 
group and the unrecognizable problem-solving strategy group by covariate pretest scores 
Source D.F. Sum of Squares Mean Squares F value P 
Covariate 1 24.87 24.87 9.16 0.00 
Between Groups 2 39-01 19.50 7.18 0.00 
Within Groups 75 203.71 2.72 
Total 77 242.72 3.15 
Mean of with problem solving strategy; 5.67; Mean of without problem solving strategy; 4.79 
Table 18; ANCOVA for the content-related posttest between recognizable problem-solving 
strategy group and the imrecognizable problem-solving strategy group by covariate pretest 
scores 
Source D.F. Sum of Squares Mean Squares F value P 
Covariate 1 162.70 162.70 18.93 0.00 
Between Groups 2 236.54 118.27 13.76 0.00 
Within Groups 75 644.64 8.60 
Total 77 881.18 11.44 
Mean of with problem solving strategy; 13.67; Mean of without problem solving strategy; 11.67 
Summary of quantitative analysis 
Students enrolled in a beginning meteorology course were assigned to three 
experimental groups. Student performance on a five item pretest was used to determine strata 
and an equal number of students from each strata were assigned to each group. One group 
was designated the control group and the other two were treatment groups. All groups made 
assigned weather forecasts, attended the same lectures, and completed a posttest. In addition, 
the experimental groups used a simulation of adiabatic phenomena. One simulation contained 
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a log showing a history of the students interaction with the simulation and the other did not 
contain this feature. 
The performances of the groups were compared on scores from a small subset of the 
items of the posttest, a more inclusive subset of the items of the posttest, each item of the 
inclusive subset and their prediction of weather when adiabatic conditions did and did not 
occur. On all measures the groups experiencing the simulation had a higher mean score than 
did the control group, but on only one item of the posttest was this difference statistically 
significant. That item was directly related to the simulated phenomena. 
As a Post Hoc analysis, the performances on the posttest and forecasting activity were 
analyzed for students in the experimental groups based on their use of the simulation. 
Students who used a recognizable problem solving strategy were assigned to one group and 
those who did not use a recognizable strategy to another. Students who used a recognizable 
problem solving strategy were more successful in completing the simulation tasks and scored 
significantly higher on the posttest. There was no difference between these groups, however, 
on success in predicting the weather. 
Interviews For Deeper Understanding 
A qualitative approach was used because of its sensitivity to process and suitability for 
describing phenomena from learners' perspectives (Guba & Lincoln, 1982). From the 
interviews, interpretations regarding why and how learners generated meaning could be 
identified (Driscoll. 1995; Jacob, 1987; Robinson, 1995). The researcher used a zooming-in 
approach to analyze the resulting protocols. First, the researcher focused on the more 
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macroscopic features of the computer protocols and followed with a more microscopic 
analysis of the interview protocols. 
In the macroscopic step, the researcher used criteria to divide problem-solving strategies 
into patterns. These patterns were then analyzed for their general features. With the patterns 
as guides, interviews were designed to examine the dynamics of smdents' problem-solving 
processes which included smdents' interaction with the simulation and their transfer of 
newly-gaining knowledge to real-life situations. The task of the interviews was to stimulate 
the student to verbalize the thinking processes he/she used when interacting with the MtnSim 
simulation and for the following weather forecasting for Reno, NV. 
Case selection 
Two criteria for selecting cases are problem-solving patterns and degree of success. 
According to computer protocols, the researcher categorized students' recognizable problem-
solving strategies into three types. They are scientific testing, meaningful grouping, and 
model-based reasoning. The subjects who did not belong to one of these three recognizable 
types were classified as "unrecognizable problem-solving strategy". After examining the 
students' final trial in each exercise, the researcher separated the degree of success into three 
levels. The first level was "failure", those who fail in both exercises. The second level was 
"partial success" for those who succeeded in only one of the two exercises. The third level 
was "success" for those who reached the goals in both exercises. 
The researcher grouped subjects in the with-log group according to these two criteria, the 
problem-solving patterns and the degree of success. The first group included those who were 
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successful in both Exercise 1 and Exercise 2, and used a recognizable problem-solving 
pattern (9 subjects). The second group included those who are successful in both Exercise I 
and Exercise 2, and did not use a recognizable problem-solving pattern (3 subjects). The third 
group included those who were successful in either Exercise 1 or Exercise 2 but not both, and 
used a recognizable problem-solving (3 subjects). The fourth group included those who were 
partially successful, and did not use a recognizable problem-solving pattern (15 subjects). 
The fifth group included those who failed on both Exercise 1 and Exercise 2 (9 subjects). An 
interview subject was randomly selected from each of the five groups. 
Procedures 
The five subjects were contracted by e-mail or phone and agreed to an-hour long 
interview with the researcher. The interview period took three weeks because of the 
interviewees' schedules . 
The researcher invited an assistant to conduct the interviews. This assistant had been in 
the field of education for five years and had previous experiences in qualitative research. 
When the interview started, the researchers introduced themselves and explained the 
purposes of the interview. Then, the researchers asked the prepared questions (Interview 
questions are in Appendix VEII) and audio taped the interview. In order to help students recall 
what they did in the MtnSim simulation, the researchers showed the interviewee the color 
picture of MtnSim that they had seen on the computer screen and their computer protocols in 
both tabular and graphic forms. 
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Materials for interviews 
The materials used in the interview were: a question sheet (Appendix vni), two pictures 
showing two exercises of MmSim (Appendix IV and Appendix V), computer protocols in 
tabular forms and in graphic forms (Appendix DC), and an audio recorder. The first question 
in the interview (question (1) in Appendix VHI) asked interviewees to describe the simulation 
in order to refresh interviewees' memory of the simulation experience. The other questions 
were separated into six learning related aspects of the simulation's designs. 
(a) multiple representation — Question (2) and (3) investigated whether students used 
one or more than one representation to understand the simulation or to check if they had 
reached the goals of the exercises. The intent was to determine whether the students 
benefited from the multiple-representations, and gained a deeper understanding through 
different representations. 
(b) function of displaying summaries - Since the Log window was provided for students 
to view the history of chosen initial conditions. Question (4) asked students if they used 
the "Log window" to help them choose initial conditions more effectively. 
(c) interactive environments of learning — Question (5) and (6) were used to understand 
how interface designs, such as dynamic graphs, digital displays, and animation, promote 
students' interactions with the simulation. 
(d) u-acking learning actions — The interviewees were asked in question (7), (8), and (9) 
to illustrate their problem-solving strategies when they interacted with the simulation. 
The researchers used the information from these three questions to identify interviewees' 
problem-solving episodes. 
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(e) authentic situations - Questions (11) allowed interviewees to describe their life 
experiences with cloud formation around mountains and to explain any similarity they 
found in the mountain simulation. If the mountain simulation did help them connect the 
life experiences and meteorological concepts, interviewees were asked to explain how 
the simulation did it. 
(f) suppons for the transfer to real-life situations - Question (10) investigated how 
interviewees transferred what they had learned in the simulation to the real-life situation 
of making weather forecasts for a mountain area (Reno, NV). 
(g) general suggestions about the use of MtnSim - Question (12) was used to get 
suggestions about how this simulation should be used in order to achieve optimal 
learning. 
Analysis of Interview Protocols 
Data collection was organized around tiiree learner activities: use of simulation features, 
strategies of problem-solving, and transfer to real-life situations. For examining use of the 
simulation features, interview questions (2) to (6) and (11) were used to investigate the 
following characteristics; multiple representation, function of displaying summaries (Log 
Window in the mountain simulation), interactive multimedia environments (interface 
designs), and authentic situations. 
Question (7) to (9) were designed to collect information about interviewees' strategies of 
problem-solving. For the episode structure of problem solving, Goos's and Galbraith's model 
(1996) was used to analyze interviewees' protocols. According to this model, interviewees' 
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problem solving stages can be identified three major stages of: (I )"Careless Grabbing 
Information and Data Analysis (CGI)"; (2) "Exploration Episode (EE)"; and (3)"An Orderly 
Progression of Activity (OPA)". From the examination of interviewees' protocols, the 
researcher identified which episode structures interviewees used to solve problems (see 
"Definitions and examples for problem-solving episodes" in Table 19). 
Question (10) required interviewees to explain hov/ they made weather forecasts and to 
address the connections between the simulation and weather forecast exercises. Basically, the 
weather forecast exercise and the mountain simulation share the same logical structure and 
meteorological principle (Adiabatic processes) but appear differently. The weather forecast 
exercise appeared in forms of the geographic map and real-time weather data; the mountain 
simulation consisted of a dynamic model and real-world appearances. It was expected that 
far-transfer occurred between these two learning activities. Nevertheless, three levels of 
transfer were used to analyze interviewees' protocols: (1) No Transfer, (2) Near-Transfer and 
(3) Far-Transfer (See "Definitions and examples for transfer patterns" in Table 20). 
Results of Interviews 
Overall descriptions of each case 
Five students were chosen for interviewing; one from each of the five groups. Student D 
was selected because he completed two exercises successfully and used a recognizable 
problem-solving strategy. Student B was selected for completing two exercises and not using 
a recognizable problem-solving strategy. Student K used a recognizable problem-solving 
strategy and succeeded in the first exercise but failed in the second exercise. Student C 
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Table 19: Definitions and Examples for Problem-Solving Episodes 
Episode Deflnidon (Goos & Example 
Galbraith. 1996) 
Careless Grabbing Try things out by trial-and- • "Just guess." 
Information and Data error • "I would set the leaf one place and watch... sort of 
Analysis (CGI) guess and check." 
Exploration Episode (EE) Use recognizable problem- • "I just tried to make the initial vapor 2.13 and changed 
solving strategies the initial temperature until I reached the temperature 
difference,2.0. And then. I made temperature stay at 
4.SS and changed initial vapor until I reached the final 
temperature. 6.55." 
• "I kept the temperature constant and adjusting the 
moisture. [I kept] Fairly close here on my first two or 
three [trials]... I mean. I did that with temperature and 
the moisture I kept constant... and I adjusted the 
temperature." 
"I chose the initial conditions which are closer to the 
curve to make clouds form in the lower altitude and I 
chose the initial conditions which are further away 
from the curve to make clouds form in the higher 
altitude or no cloud." 
Complete series of activities • 
An Orderly Progression of to get a successful solution 
Activity (OPA) such as seeking information. 
analysis relative data. 
planning, implementation 
and verification. 
Table 20; Definitions and examples for transfer patterns 
Pattern Deflnition (Salomon & Perkins. 
1989) 
Elxample 
No Transfer No transfer occurs. • "1 did not see one." 
Near Transfer Near transfer occurs nearly 
automatically in the form of 
generalization to the novel situations. 
• "It did help because we did the weather forecast for 
Reno at that time. I looked at the map and notice the 
mountain is in the west of Reno. I knew I needed to 
adjust the temperature in the Reno because of the 
mountain." 
Far Transfer Far transfer occurs based on the 
similarity of the logical structures and 
the similar cognition of mindful 
abstract, involves the deliberate and 
metacognitively guided 
decontextualization of non-salient 
features, principles or procedures 
• "I more consider if the wind is from California to 
Colorado. Maybe use this one [MtnSim]. If the 
temperature in California, the leeward side [it should 
be windward side], is like this one when clouds form in 
California. 1 guess the temperature is higher due to the 
effect of temperature [adiabatic process] in the 
windward side [it should be leeward side) than the 
other side. I used satellite images [to check if cloud 
formed in California]" 
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succeeded in the first exercise and almost got the second exercise without using any 
recognizable problem-solving strategy. Student J failed in both exercises and did not use any 
recognizable problem-solving strategy. Interviews are detailed in the following paragraphs. 
Student D clearly described the problem solving skills he used to complete the exercises 
in the simulation. He recognized the relationship between the initial settings and the 
saturation curve: the closer he placed ±e leaf to the curve, the lower the cloud formed. At the 
time, he pointed out that a cloud might not form if the leaf was too far away from the curve. 
These comments indicated that he discovered the underlying concepts of the exercises from 
experiencing the simulation. Moreover, knowing the wind direction and precipitation were 
the important factors he considered when forecasting the temperature in Reno. This also 
indicated that he transferred the knowledge to weather forecasting. 
Student B completed two exercises and no problem-solving strategy was recognized 
from his computer protocols. Through Exercise I of the simulation, he reached a conclusion 
about the relationship between the input variables and the altitude of the cloud base; lower 
temperature and higher water vapor contributed to the lower altitude of the cloud base. It 
appeared that in comparison to the first exercise the underlying concepts of the second one 
were far more complicated for him to figure out from the simulation. He studied the textbook 
carefully to resolve the confusion. Through the course of the interview, it was found that he 
used the scientific testing strategy to solve the problem in Exercise I. This did not show in 
the computer protocols because he used the log window to trace what he had done in the 
simulation and the trails he made for scientific testing were not in sequence. 
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Student K completed Exercise 1 with what appeared to be a recognizable problem-
solving strategy -- scientific testing strategy, but when she was interviewed she could not 
explain what strategy she used to solve problems. She quit Exercise 2 after a few trials. It was 
discovered that she used the wrong data to determine if she had reached the goal in Exercise 
2. She knew how to compare the temperatures at the same altitude on both sides of the 
mountain and recognized that there was a temperature discrepancy when clouds form. 
Nevertheless, no attention was paid to whether there was any temperature difference when no 
cloud appeared. She stated: "I think the temperature should be lower on the windward side 
than that on the leeward side". Overall, since she did not understand the relationships 
between variables in the simulation, she had trouble explaining why/how temperature and 
dew point influence the altitude of cloud formation. She suggested that more explanations in 
the simulation would help students comprehend the underlying concepts of the exercises. 
Student C completed Exercise 1 but only came close to the answer for Exercise 2. No 
problem-solving strategy was recognized from the computer protocols. He completed 
Exercise 1 with initial values calculated from the formula in the textbook. He did not 
complete Exercise 2 because he did not recognize the relationship between the saturation 
curve and initial values. Interestingly, he discovered the meaning of dew point when he set 
the initial condition (the leaf) on the curve and clouds appeared on the ground. He was 
engaged in the simulation and strongly suggested that more simulations should be developed 
on other topics, such as tornado, thunderstorms and so on. 
Student J failed in both exercises and there was no recognizable strategy used in the 
problem-solving process. She seemed unmotivated when she used the simulation because she 
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did only five trails for both exercises. She said that discussion with others might help her get 
ideas about how the simulation worked. More explanations and feedback within the 
simulation were necessary for her to comprehend the meaning of the graphs and the 
underlying concepts of the simulation. 
The use of MtnSim features 
The u-anscripts of the interview protocols for this section are shown in Appendix X. 
Regarding the facilitation of the multiple-representation design, only one interviewee 
(Student D) explored the simulation across multiple representations (graphs, digital displays, 
and animation). This helped him discover relationships between variables as well as 
relationships between different representations. One interviewee (Student B) preferred to use 
graphs to explore the relationship between variables. Two interviewees (Student K and J) 
utilized digital displays a lot because diey could read numbers easily. Especially, student J 
benefited from these digital displays since she had urouble understanding graphs. Thus, 
multiple representations allowed them to choose their own representation to explore the 
simulation. 
For the purpose of examining the function of displaying summaries, four students 
(Student D. B. K and C) did use the Log window to help them confirm their answers. One 
student (Student J) did not even know how to view the Log window. 
For opinions about how this simulation should be used to produce maximum learning, 
student D thought the learning experiences in the simulation was very helpful for students to 
make sense out of textbook materials. According to suggestions from Student D and C, 
having more simulations in the class would help students understand the topics better. 
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Students B and J suggested that it is necessary for the instructor to give some directions or 
demonsu-ate how to use the simulation before students used it. 
The problem solving episodes 
Based on Goos's and Galbraith's definitions (1996), the interview protocols (Appendix 
XI) and computer protocols (Appendix DC) were used to analyze interviewees' problem 
solving episodes (Examples of interview protocols shown in Table 19). Only one interviewee 
showed the features of episode CGI, EE and OPA in both exercises (Student D). Student D 
started with guessing. Then, he tested one variable by controlling another variable. After 
seeking information, analyzing relative data, planning, implementation and verification, he 
found a successful solution: the initial conditions closer to the curve caused clouds to form in 
the lower altitudes and the initial conditions further away from the curve caused clouds to 
form in the higher altitudes or did not produce clouds. 
One interviewee showed the features of episode CGI and EE in both exercises in the 
simulation (Student C). Student C began with trial and error. Then, he tested the extreme 
values with aid of the formula from the textbook. The strategy he used to solve problems did 
not help him realize the relationship between the variables, so he only succeeded in the first 
exercise. 
One interviewee showed the features of episode CGI and EE in Exercise 1 but only had 
the feature of episode CGI in Exercise 2 (Student B). He set the initial conditions around the 
middle and split the middle values for more trails, but he did not discover the relationship 
between the inputs and the outputs. After a while, he tested a variable by controlling another 
variable in order to find the relationship between variables. Finally, he reached the goal of 
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Exercise 1. For Exercise 2, he just changed the initial condition by guessing and checking and 
he reached the goal. He admitted that he had trouble understanding the underlying concept of 
Exercise 2. 
Two interviewees showed the feature of episode CGI in both exercises in the simulation 
(Student K and Student J). These two interviewees did not use a recognizable strategy to 
solve problems. 
Transfer to real-life situations 
In order to understand if the simulation supported the transfer to real-life situations, 
question (10) (Appendix VIII) investigated how interviewees transfer what they had learned 
in the simulation to weather forecasting for a mountain area (The transcripts of the interview 
protocols shown in Appendix XII). According to Salomon's & Perkins's definitions (1989). 
the patterns of transfer were classified into "Far Transfer", "Near Transfer", and " No 
Transfer" (Examples of interview protocols shown in Table 20). Three of them (Students D, 
K and C) said the simulation helped them forecast weather. Student D displayed far transfer 
because he described how the wind direction and the location of cloud formation (logical 
structures) would change the prediction of temperature in Reno. Besides, he knew how to 
search for useful information: he used satellite cloud images to indicate if there was a cloud 
formation around the mountains near Reno. Student K and Student C displayed near transfer 
because they recognized Reno was in a mountain area (surface features), so they could 
directly apply what they had learned in the simulation to predict the weather. They did not 
know they needed to check the location of the cloud formation and the wind direction in 
order to estimate the temperature which would occur in Reno. 
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Two interviewees did not apply any knowledge they learned in the simulation to 
forecasting the weather in Reno. One of them (Student B) always used weather prediction 
models to find the temperature for the next day. Another (Student J) did not find the 
simulation helpful in predicting weather in Reno. 
Summary 
Five students were selected for interviewing. Selection was based on the student's 
problem-solving patterns in working with the simulation and their degree of success. This 
method of selection identified a very diverse group of students and provided multiple 
perspectives of the simulation and its value. The student's protocols in using the simulation 
were used as a memory aid in helping them respond to the prepared questions. 
Interview data showed how the simulation design impacted student learning with the 
simulation. Multiple representations benefited learners in two ways: allowing them to 
construct knowledge across representations and to choose their own mode of representation 
to explore the simulation. The student, who constructed knowledge across multiple 
representations, succeeded in completing the simulation exercises and had a better 
understanding about how to apply newly-gained knowledge to a new situation. Four of five 
interviewees reviewed the Log in the simulation to make decisions if they had reached the 
goals of the exercises, but they did not use this design as a tool for reflection on their actions. 
Student difficulties in interpreting graphs are documented by Leinhardt et al. (1990) 
and McDermott et al. (1987). This study found three of five interviewees had difficulty 
understanding the meaning of graphs, so they chose either digital displays or animation to 
explain the phenomena in the simulation. Thus, multiple representations in the simulation 
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provided options for students to choose and develop representations. From their 
representation, they are able to articulate the relationship with weather events. 
The analysis of the interviewees' problem-solving episodes showed that only one 
interviewee had the features of the three stages of problem solving defined by Goos and 
Galbraith (1996): "Careless Grabbing of Information and Data Analysis (CGI)", "Exploration 
Episode (EE)", and "An Orderly Progression of Activity (OPA)". He had reached the last 
stage of problem solving: using an orderly progression of activity for finding a successful 
solution. After trail and error, this interviewee tested his plan, searched information, analyzed 
revelant data, verified his answers, and found a successful solution. Then, he described how 
he used the logical strucmres that he discovered in the simulation, such as the wind direction 
and the location of cloud formation, to forecast the weather in a mountain area. Two other 
students were poised for improvement, having the basic strategy but needing refinement, and 
the other two were in need of basic instruction and guidance. 
DISCUSSION 
This research was intended to make a contribution to answering the following three 
questions: (1) How can a computer simulation be used to enhance the development of the 
conceptualization of science?, (2) How does the user interface of a simulation foster students' 
meaningful learning from the simulation?, and (3) How do students' problem-solving 
strategies impact the transfer of their newly-gained knowledge to the practice of life 
exp)eriences? To study these issues the related literature was reviewed, a simulation was 
developed and a two pronged research study involving the simulation was employed. An 
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experimental study was conducted comparing achievement measures of two groups who used 
different versions of the simulation and a control group who did not use the simulation. In 
addition, students were grouped on the basis of strategies they used in working with the 
simulation and the groups were compared on these same achievement measures. Selected 
students were interviewed to gain a deeper understanding of their use of the simulation. In 
this section, the major contributions of the research will be discussed. 
Prior to discussing the research questions, it should be noted that simulations like 
MtnSim are not designed to be stand-alone learning aids. When properly motivated by the 
instructor, they serve to provide a structure for new material to be learned, activate relevant 
past experiences, raise important questions and serve as motivators. These simulations do not 
directly provide information which students can store, but help build a foundation on which 
knowledge can be constructed. In this study the design of the experiment contained a control 
group and involved only one class, thus preventing the instructor from either motivating the 
use of the simulation initially or using the simulated experience to describe adiabatic 
phenomena in subsequent lectures. While the design of the experiment did not enable an 
investigation of the effectiveness of MtnSim when properly used, the stand-alone use did 
reveal a clearer picture of student's need for support in using the simulation. 
The study looked at student learning in two ways: accomplishments of the groups and 
individual's actions. Because of the restrictions of the design, it is very surprising any group 
effect was observed. Yet, although it was not statistically significant, in every test the 
experimental groups had a numerically higher mean score than the control group. Under the 
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circumstances, this is evidence that the simulation had a positive effect on student learning 
and the simulation does have potential. 
The smdy of individual's actions showed a wide disparity among individuals and 
clearly revealed reason for failure to find substantial group differences. For some students, 
the simulation was extremely helpful while for others it appeared to be an ineffective use of 
their time. The recording of students actions through the network, was useful in revealing 
students problem-solving patterns and led to tentative explanations of their learning 
strategies. Recording is an important feature for quickly gaining information about students 
learning strategies that can help instructors understand individual needs and prepare a more 
suitable learning environment. However, interviews are needed to gain deep insight into the 
dynamic processes of students conceptual change and transfer in the simulation. This is a 
very time consuming process, hence is more useful for simulation development than for 
subsequent use. 
To investigate the contribution of user interface features in fostering students' 
meaningful learning from the simulation, a history of simulation inputs and results was 
provided. Students could refer to the table containing this history by clicking on an icon. Only 
four of the five students interviewed used this feature and two of those used it ineffectively. 
This table added to the potential meaningfiilness of the simulation, but as frequently happens, 
it added to the complexity. It appears that this feature will need to be explained to the 
students in advance of their use of the simulation if the feature is to be valuable to all 
students. 
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Students' problem-solving strategies had a strong impact on their acquisition of 
knowledge from the simulation but did not appear to impact the transfer of their newly-
gained knowledge to a real life experience. The simulation protocols and interviews showed 
that students demonstrating an effective problem-solving strategy successfully solved 
problems in the simulation. Students who failed to use a problem-solving strategy for the 
exploration of the simulation did not complete the simulation exercises. However, students 
who used a recognizable problem solving strategy on the simulation were no more successful 
in weather forecasting. Since even the good problem solvers apparently are not making this 
connection on their own, it may be necessary for the instructor to be more active in 
facilitating the transfer. 
The interviews confirmed the shortcoming of MmSims use. Without using 
appropriate problem-solving skills, weak learners had trouble exploring the relationship 
between variables in the simulation, so they could not explain why temperature and dew 
point influenced the altimde of cloud formation. They could not comprehend the graphic 
information and select useful information for the problem they needed to solve. Therefore, 
weak learners need extra scaffolding to help them benefit from the simulation, for example, 
explicit procedures of setting initial conditions which can be demonstrated before students 
used the simulation and discussions of scientific methods including how scientists collect, 
analyze and interpret data might be helpfiil. 
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CONCLUSIONS 
In view of the results of this preliminary study of the MmSim simulation, ftmher 
work on classroom integration is warranted. Vosniadou (1992) stated "I believe that our 
attempts to build learning environments that promote problem-solving and conceptual change 
will be incomplete if they are based only on an examination of learning situations without 
taking into account the learner and the learning process" (pl49). Learner characteristics play 
an important role of the development of conceptualization and problem-solving skills in 
learning with computer simulations. From this perspective, the simulation with authentic 
tasks and recording facilities can serve as a valuable learning environment for students to 
develop and improve their learning strategies and for instructors to observe and support that 
development. 
For some students the simulation was within their "zone of proximal development". 
For others it was not. It is the job of the constructivist teacher and the technology to hold 
students within their "zone of proximal development" (Perkins, 1992). It is clear that 
instructional strategies must be employed which will compensate for student's learning 
deficiencies. Weak learners need more support from human interactions to make them aware 
of their understanding of phenomena, as well as to foster their acquisition of problem-solving 
and metacognitive skills. For nearly all students, changes in the learning environment must be 
made if transfer is to occur. 
Based on the results of this study, the author makes two recommendations for 
classroom practice. First, in the class proceeding the use of the simulation the simulation 
should be demonstrated and its features should be explained. However, the students should 
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not be told how to complete the tasks. Second, after the simulation has been used by the 
students, discussions of strategies used and conjectures made should be facilitated to help 
students clear up their confusions and elaborate their understanding. The recordings of 
students' work with the simulation should serve as the instructor's guide in structuring these 
activities. Following these class sessions it might be useful for students to revisit the 
simulation and to reflect on the concepts as well as their learning strategies. 
Learning environments which incorporate meaningful and appropriate computer-
based activities can promote the development of students' science concepts and problem-
solving skills (Simmons & Lunetta, 1993). This study clearly revealed a serious weakness in 
student's problem-solving skills. Future studies should address the issues of integrating 
simulations into classroom activities so that optimal learning of the concepts and optimal 
development of problem-solving strategies will occur. This study provided the simulation 
MtnSim which should be a useful instrument in conducting future research. 
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GENERAL CONCLUSIONS 
Improving science education involves identifying appropriate scientific principles 
which are accessible to a broad range of students and helping students apply those scientific 
principles to their everyday life (Linn, 1992). When appropriately designed and used 
computer-based simulations have been shown to help students understand these important 
scientific principles. Simulations are especially useful in allowing students to explore 
complex and ambiguous problems that could not be investigated using traditional 
experimental materials. Simulations engage smdents in meaningful learning environments 
leading to increase understanding but, of more importance, they incorporate exploratory 
activities from which the development of problem-solving skills can be promoted. 
In this study, an authentic and problem-based simulation with tasks which engaged 
students in inquiry of adiabatic processes was developed. It was shown that the simulation 
confronts students with two distinct learning opportunities. Learning about the adiabatic 
processes is valuable for nearly all students. Learning how to learn science is especially 
critical for the weaker students. Weak learners need more supports from human interactions 
to make them aware of their naive understanding of phenomena, as well as to foster their 
problem-solving and metacognitive skills. The major contribution of this effort was to 
provide an effective tool that will support research on classroom practices for helping 
students construct conceptual understanding and metacognitive strategies. 
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APPENDIX I: CONSENT FORM 
Febnjary 7, 1997 
Dear Student, 
The weather forecast exercise is an important and regularly used 
assignment for meteorology 206. All students are expected to complete 30 
forecasts. The forecast exercise provides an opportunity for students to 
apply the principles and techniques covered in lecture. Although the 
exercise has been well received by students, we wonder if the exercise is 
being used in the most effective way. 
This semester we plan to study student use of the exercise and hope 
to make it on even better learning opportunity. For a brief period during 
the semester different versions of a simulation associated with the weather 
forecast exercise will be provided for different groups of students. For 
that period, your weather predictions will be recorded and later studied to 
determine how well the technology served you. The strategies used in 
prediction and scores on test questions related to these predictions will be 
used in the study. The data from this study will be used in a Ph.D. 
dissertation and, since this is a relatively new instructional use of 
technology, results will likely be published in a professional journal. 
Test scores and weather predictions of individual students will not 
be revealed. Only the instructor and the researcher will have access to 
this data. The published results will include group means on the questions 
covering this material and a general discussion of how students used the 
simulation. The identity of individual students will not be revealed. 
Consenting to the use of your data for this study is completely 
voluntary. If you are willing to help us find a better way to support the 
forecast exercise and to release your data for this study, please sign your 
name in the bottom of this form. If you decide not to participate this 
study, it will not affect your course grades. We appreciate your support. 
Sincerely, 
Douglas Yarger 
Professor 
Geol./Atmosph Science 
Ying-Shao Hsu 
Ph.D. student 
Curriculum & Instruction 
Signature Dote 
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APPENDIX H: WEATHER FORECAST FORM 
Forecast the Weather 
0 1 Weather Products About this exercise 
1) Reporting Station(4 letter code) n 
Find station code 
A Map of Reno. Nevada 
Das^time Temperature 
2) 18Z Temperature: • CF) 
What does 18Z mean? 
Daytime Temperature Influences 
3) For 18Z tomorrow, I predict cloudiness will 
^ hold down the daytime temperature. 
not affect the da3^time temperature. 
Daytime cloudiness and temperature 
4) Advection may also change temperature. I predict 18Z temperature 
change will 
be affected by warm air advection. 
be affected by cold air advection. 
not be significantly affected by advection. 
What is temperatiire advection? 
5) A frontal passage by 18Z tomorrow may also affect the temperature. I 
predict there will 
have been the passage of 
a wgirm front 
^ a cold front 
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O an occluded front 
O a stationary front 
^ no front 
within 140 miles of the reporting site. 
Discussion of fronts 
6) The geographic location of this site may affect the prediction of 18Z 
temperature. I 
C' predict the 18Z temperature change will 
^ be affected by adiabatic warming of the air which has experienced 
precipitation on the windward side 
be affected by adiabatic cooling 
^ will not be significantly affected by adiabatic effects 
Nighttime Temperature 
7) 12Z Temperature n (op) 
Nighttime Temperature Influences 
8) Advection may also change temperature. I predict 12Z temperature 
change will 
be affected by warm air advection. 
be affected by cold air advection. 
not be significantly affected by advection. 
9) A front will be in the vicinity by 12Z tomorrow and may also affect the 
temperature. I predict there will have been the occurrence of 
a warm front 
a cold front 
^ an occluded front 
a stationary front 
no front 
within about 140 miles of the reporting site. 
10) Cloud cover to inhibit radiational cooling tonight 
^ will be significant. 
will not be significant. 
How do clouds affect cooling at night? 
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Precipitation 
11) Will there be precipitation between 12Z tomorrow and 12Z the next day? 
O Yes ® No 
Precipitation 
Precipitation Influences 
12) The following factors will favor precipitation during the forecast period: 
(You may NEED to select more than one.) 
^ Moisture Supply ^ Frontal Position ^ Unstable Atmosphere 
How do these factors influence precipitation? 
Wind 
13) Wind Speed at 18Z: n (knots) 
How is wind speed determiTied? 
14) Wind Direction at 18Z N 
What determines wind direction? 
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APPENDIX ni: THE MAP OF NEVADA 
TwnFal 10 mi 
Wrnemucca 
?( / BatiteMourAn 
-'8' (ytjA 
*ronopah 
Meieed 
• Beatv 
' *8300 Matia 
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APPENDIX IV: EXERCISE 1 OF MTNSIM 
tf- Mountain Simulation - Netscape 
A windis blowmg firomleftto ri^ over the moun^. Your job is to aijusttfae ioitialtetyeratare and 
vapor pressure of &e air so that a doud will £bim 1 -km O^e., fte attitude of base is 
between 1 km and 1.2 km). S 
The aKtuds of Ite doud base B0(m  ^ Cleat 
— Contioi Panel — 
±Ji!l »l<d 
^.Or-
(30.0--
10.0" • 
•K 
I  2.5-• 
' 2.0--
1.5-
u 1.0" • 
^0.5t 
Teiipetalin(C) 
Oew'i%M(C) 
0,0 10A 20.0 30.1 lerr — Temperature 
Water Vapa Ptetsure(mb) 
AldudeOan) 
0,0 10 0 20.0 30.1 
Ten mperature 
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APPENDIX V: EXERCISE 2 OF MTNSIM 
-• Mountain Simulation - Netscape 
water v^rar presstse of the air so ftattfaere s a2^^i5 degree C be^^^ tenQwxSure on &e 
leeward side of the tnountaiti and on &e wjadwanTgde: ofthe iaioanta^;'^i . 
^.o--
iBO.cr-
10.0-- DewPBMiq 
CLO 10  ^20.0 30.1 T^empe^ure 
The anudft of the doudbate is(kin^ - CIsat 
Control Panel A»ude(km) 
UjijjEljd Q^O 10.0 20.0 30.1 
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APPENDIX VI: PRETEST 
The purpose of this test is to gather information about your 
understanding in adiabatic processes and the lifting effects of the 
mountain. There are 5 questions in this test. All of your responses will 
be kept confidential. Only group data will be reported; no individual 
respondent will be identified in any reports. The test will take 
approximately 10 minutes to complete. Thank you for your 
1. Which statement best explains why a desert often forms on the leeward side of 
a mountain range, as shown in the figiire below? 
(a) Water vapor is lost because of condensation and precipitation on the 
windward side of the mountain and sinking air compresses and warms on 
the leeward side 
(b) Water vapor is lost because of condensation and precipitation on the 
windward side of the mountain and sinking £iir expands and warms on the 
leeward side 
(c) Water vapor is lost because of condensation and precipitation on the 
windward side of the mountain and rising air compresses and warms on the 
leeward side 
(d) Water vapor is lost because of condensation and precipitation on the 
windward side of the mountain and rising air expands and warms on the 
leeward side 
2. The diagram below shows the wind direction and a cloud with rain 
formed around the peak of the mountain. The air temperature on the leeward 
side of the mountain at point E is higher than the temperature at the same 
Your Name: 
Cloud 
Mountain Range v 
Windward Leeward 
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level on the windward side at point C. What is the probable cause for this? 
(a) The air temperature on the windward side is lower because the lake 
stores most of heat 
(b) Air pollution on the leeward side is more serious and keeps air 
warmer on the leeward side of the mountain 
(c) Condensation and precipitation on the windward side release latent 
heat 
(d) Rain runs off £uid cools the air on the windward side of the mountain 
3. The figure below shows the flow of air over a mountain fi-om 
point A to point C. Which graph best shows the approximate temperature 
change of the rising- and descending air due to adiabatic processes? ( "H" 
means the height and "T" means the temperature in the following figures of 
the answers. Also, A. B. C indicate the locations on Figiire I below. 
Wfndwrad Leeward 
Figure 1: 
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4-5 A piston is put in an adiabatic container. We raise the piston without 
allowing any air to enter or escape. 
4. How does the temperature and pressure inside the container change 
dming this process? 
(a) The pressure increases and the temperature decreases 
(b) The pressure increases and the temperature increases 
(c) The pressure decreases and the temperature decreases 
(d) The pressure decreases and the temperature increases 
5. Give reasons for your answer to question 4 (Total: 3 points). 
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APPENDIX Vn: POSTTEST 
Exam #2 - Introduction to Meteorology 206 Spring 1997 
(*: related items designed by instructor; others without marks: created by the researcher) 
*2. Condensation nuclei are important in the atmosphere because: 
A. they provide most of the minerals found in water 
B. without them, condensation would not occur naturally in the atmosphere 
C. they are the sole producers of smog 
D. they filter out sunlight 
E. they are high energy particles that cool the air 
*4. When the atmospheric relative humidity is below 100 percent, condensation can occur 
in liquid cloud droplets because of the: 
A. water effect 
B. curvature effect 
C. solute effect 
D. hydrophobic effect 
E. adiabatic effect 
*6. Relative humidity changes with: 
A. addition of water vapor to the air 
B. decreases in temperature 
C. increases in temperature 
D. removal of water vapor from the air 
E. all of the above will change the relative humidity 
A and B are weather stations on opposite sides of a mountain whose height is 2 km (see 
figure below). The tempjerature at B is 50°F and the dew point is 41°F. Answer questions 7 
and 8 concerning weather conditions as the air passes over the mountain. Assume that the 
weather is dominated by the mountain effect. (Table 1 shows the conversions between °F and 
O, C) 
Mountain V 
B 
cn 
1 
J 
Table I: The conversions between °F and °C 
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Degree F Degree C 
32 0 
41 5 
50 10 
59 15 
68 20 
77 25 
86 30 
95 35 
104 40 
7. At what altitude will a cloud form? 
(A) around 500 meters 
(B) around 1000 meters 
(C) round 1500 meters 
(D) no cloud will form 
8. If a cloud forms and rains out, the probable temperature for the station A when the air 
has passed over the mountain is: 
(A) around 50'F 
(B) around 61'F 
(C) around 41'F 
(D) around 32' 
* 13. When the air temperature increases, the saturation vapor pressure: 
A. increases 
B. decreases 
C. does not change 
* 15. The reason rising saturated air cools at a lesser rate than rising unsaturated air is due 
to the fact that: 
A. rising saturated air is heavier 
B. rising saturated air is lighter 
C. unsaturated air expands more rapidly 
D. saturated air does not expand 
E. latent heat of condensation is released in a rising parcel of saturated air 
*16. Suppose saturated polar air has an air temperature and dew point of -1 OC, and 
unsaturated desert air has an air temperature of 3 5C and a dew point of IOC. The desert air. 
therefore, contains water vapor than the polar air. and the polar air has relative humidity. 
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A. more, lower 
B. more, higher 
C. less, lower 
D. less, higher 
*18. The rate at which the temperamre changes inside a rising (or descending) parcel of 
saturated air is called the: 
A. environmental lapse rate 
B. dry adiabatic rate 
C. moist adiabatic rate 
* 19. The cooling of the ground to produce dew is mainly the result of. 
A. conduction 
B. radiational cooling 
C. cooling due to the release of latent heat 
D. advection 
*20. The main reason Santa Ana winds are warm is because: 
A. latent heat is released in rising air 
B. sinking air warms by compression 
C. condensation occurs 
D. warming due to solar heating 
E. they are heated by forest fires in canyons 
Cloud seeding using silver iodide only works in: 
A. cold clouds 
B. warm clouds 
C. glaciated clouds 
*24. As the air temperature increases, with no addition of water vapor to the r. the dew 
point and the actual vapor pressure both: 
A. increase 
B. decrease 
C. do not change 
31. When the environmental lapse rate decreases more rapidly with height than the dry 
adiabatic rate, the atmosphere is: 
A. stable 
B. unstable 
C. moist 
D. subsidin] 
E. neutral 
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The prevailing wind directions and air temperatures at different elevations on both sides of 
the mountain are indicated, as shown in the following: 
Side 
, Ti5kro--X i9«c\ Leeward 
My • \ ^ Side 
Windward6.5 km 
39. Select the correct description of the air temperature lapse rates on the windward side 
of the mountain. 
(A) There are bigger temperature lapse rates under 1.0 km than above 1.0 km 
(B) All the temperature lapse rates are the same 
(C) There are smaller temperature lapse rates under 1.0 km than above 1.0 km 
(D) They can not be compared because they change irregularly 
40. How does the temperature of the air change as the air rises on the windward side of 
the mountain between sea level and 0.5 kilometer? 
(A) The air is warming due to compression of the air 
fB) The air is warming due to expansion of the air 
(C) The air is cooling due to compression of the air 
(D) The air is cooling due to expansion of the air 
41. Which feature is typically located at the base of the mountain on the leeward side 
(location X)? 
(A) an and region 
(B) a jungle 
(C) a glacier 
(D) large lake 
42. As the air moves from the base of the mountain on the windward side where 
precipitation occurs to the base of the mountain on the leeward side (location X). its 
temperature profile is: ("H" means the height and "T" means the temperature in the followin 
figures. Also. X indicates the base of the mountain on the leeward side and Y indicates the 
base of the mountain on the windward side). 
I l l  
H(km) 
/\ 
3.0 
0.5 " 
->T(C) 
H(km) 
> T(C) 
(a) (b) 
H(km) H(kni) 
/\ 
3.0 
0.5 " 
^ T(C) 
(C) 
•> T(C) 
(d) 
For questi6ns 45-46, consider how the air tempjerature and dew point at ground level affect 
the height of the cloud base as the air rises (the lifting condensation level). 
45. If the dew point temperature at the surface stays the same, what effect does an 
increase in air temperature at ground level have on the cloud base? 
(A) The cloud base is higher or no cloud forms 
(B) The cloud base is lower 
(C) The cloud base is the same 
46. If the temperature at the surface stays the same, what effect does an increase in the 
surface dew point temperature have on the cloud base? 
(A) The cloud base is higher or no cloud forms 
(B) The cloud base is lower 
(C) The cloud base is the same 
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APPENDIX Vni: THE SHEET OF INTERVIEW QUESTIONS 
1. Tell us what is the simulation about. 
2. Can you explain the meanings of the two graphs in the simulation? 
What is the connection between the graphs, digital displays and animation in the 
mountain image? 
3. How did you know if you had reached the goal of Exercise 1? 
How did you know if you had reached the goal of Exercise 2? 
Did you use more than one evidence to double check if you had reached the goals? If so, 
please explain. 
4. Did you use the "Log window" to help you find out how to choose initial variables 
effectively? If so, how did it help you? 
5. What do you think about the method of inputting initial temperature and humidity by 
using a leaf on the graph rather than typing numbers directly into blanks? Why? 
6. Did manipulating initial conditions and observing the results in the forms of 
graphs, digital displays and animation help you see the dynamic process of the 
phenomena? 
7. How did you choose initial variables in attempting to solve the problems? 
For example, how did you set the initial temperature and initial humidity 
to cause the clouds to form higher than the previous trial? 
8. This is a computer protocol for what you have done in the simulation. It was 
recorded through the Internet. Does this protocol remind you how you solved the 
problem? What kind of problem-solving strategies did you use at that time? 
9. Have you used the simulation after it was available again in early April? 
If you had a second chance to use that simulation, what strategy would you use to 
solve problems? 
10. Did doing the simulation help you do weather forecasts? If so. please explain. 
11. Have you seen real clouds form around a mountain? If so, please describe it. 
Have you ever wondered why a cloud forms around a mountain? 
When you used this simulation, did you think about clouds forming around a 
mountain? 
Did you discover any possible explanation for a cloud formation around a 
mountain as a result of using with the simulation? How? 
12. How should this simulation be used in order to produce maximum learning? 
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APPENDIX K: COMPUTER PROTOCOLS USED IN INTERVIEWS 
Vanni- Sludciit D -Excfcisc I 
40 
30 • 
20  • •  
1 0  - •  
-H 
-10 0 10 20 ^ 30 
Temperature 
Trial Init Temp Init VP Fin CB Ait 
1 6 4.38 1.28 
2 5.64 3.75 1.5 
3 5.64 4.38 1.23 
4 6 4.38 1.28 
5 5.64 4.38 1.23 
6 5.28 4.38 1.23 
7 5.28 5 0.96 
8 5.64 5 1.02 
8 5.64 5 1.02 
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Student D - Exercise 2 
\apor 
40 •• 
30 •• 
20 
1 0  • •  
-10 10 0 
T rial 1 nit Temp Init VP Fin CB Alt Fin Temp 
1 10.73 3.75 2.14 10.52 
2 8.91 1.88 clear 8.91 
3 4.55 3.13 1.66 6.26 
3 4.55 3.13 1.66 6.26 
4 4.19 3.13 1.6 6.11 
5 1.28 3.13 1.23 4.69 
6 2.73 2.5 1.76 4.01 
7 2 2.5 1.66 3.71 
8 2.73 3.13 1.44 5.29 
9 3.1 3.13 1.5 5.44 
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Student B - Exercise I 
40 •• 
30 •• 
20 
o o 
10 • 
-10 0 10 20 30 Temperature 
Trial Init Temp Init VP Fin CB Ait 
1 20.19 12.5 1.23 
2 21.28 12.5 1.39 
3 28.91 11.25 clear 
4 10 7.5 0.91 
5 16.55 11.88 0.91 
6 21.64 16.88 0.86 
7 25.64 18.13 1.23 
8 23.1 16.88 1.07 
9 30 37.5 0.32 
10 28.91 5 clear 
11 18.37 16.25 0.54 
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Student B - Exercise 2 \apor 
50 
40 
C6 
30 
oJ 20 
10 
0 
-10 0 30 10 20 
Temperature 
Trial Init Temp Init VP Fin CB Alt Fin Temp 
1 20.19 8.13 2.03 20.4 
2 8.91 3.75 1.92 9.55 
3 29.64 20.63 1.5 31.99 
4 28.91 11.88 clear 28.91 
5 20.55 1.88 clear 20.55 
6 30 33.13 0.59 35.98 
7 20.91 9.38 1.87 21.77 
8 23.82 11.25 1.92 24.46 
9 26.73 16.25 1.6 28.65 
9 26.73 16.25 1.6 28.65 
9 26.73 16.25 1.6 28.65 
9 26.73 16.25 1.6 28.65 
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Student K -Exercisel 
Vapor 
40 -• 
30 
2 0 -
10 • CD 
-10 0 10 
Trial Init Temp Init VP Fin CB Alt 
1 21.28 10 1.82 
2 20.91 10 1.76 
3 20.55 7.5 clear 
4 20.55 5.63 clear 
5 20.55 20.63 0.32 
6 20.55 16.88 0.75 
7 20.55 15 0.96 
8 20.91 14.38 1.07 
1 1 8  
Student k -Exercise 2 
Vapor 
40 -• 
30 -• 
20  - •  
1 0  - •  
0 -10 10 
^ Temperature^'^ 
Trial InitTemp Init VP Fin CB Alt Fin Temp 
1 24.91 6.88 clear 24.91 
2 20.91 8.13 2.14 20.7 
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Student C -Exercise 1 
40 
30 • 
20 • 
1 0  - •  
-10 0 10 
Trial Init Tennp Init VP Fin CB Alt 
1 20.91 16.25 0.86 
2 3.46 3.13 1.5 
3 -6.36 2.5 0.64 
4 -2 3.13 0.86 
5 1.28 5 0.48 
6 19.46 11.88 1.28 
7 18 11.25 1.18 
1 
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Student C -Exercise2 \'apor 
40 -• 
30 -• 
20 -• 
1 0  - •  
10 20 30 -10 0 Temperature 
Trial Init Temp Init VP Fin CB Alt Fin Temp 
1 24.91 6.88 clear 24.91 
2 -6 0 clear -5.99 
3 17.64 13.13 0.86 22.55 
4 24.19 20 0.86 29.09 
5 19.82 8.13 1.98 20.25 
6 10.37 7.5 0.91 15.06 
7 10.73 4.38 1.87 11.59 
8 20.19 9.38 1.76 21.47 
9 11.46 8.13 0.91 16.15 
10 18.73 7.5 1.98 19.16 
10 18.73 7.5 1.98 19.16 
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Student J -Exercise I 
vapor 
40 • 
30 -
20  - •  
1 0  - •  
0 
^Temperature^® -10 10 
Trial Init Temp Init VP Fin CB Alt 
1 24.91 6.88 clear 
1 24.91 6.88 clear 
2 20.19 0.63 clear 
3 10.73 0.63 clear 
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Student J -Exercise 2 Vapor 
40 •• 
30 • 
20 • 
1 0  - •  
nO 
-10 0 10 20 30 Temperature 
Trial init Temp Init VP Fin CB Alt Fin Temp 
1 2.37 2.5 1.71 3.86 
2 6 3.13 1.82 7.07 
3 7.1 3.75 1.66 8.8 
4 8.19 3.13 2.08 8.19 
5 0.19 0 clear 0.19 
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APPENDIX X: INTERVIEW PROTOCOLS 
The design of MtnSim for facilitating learning 
1. Tell us what is the simulation about. 
Student D: 
D: The first Exercise required us to make a cloud form at 1-1.2 km by setting up the 
temperature and water vapor. We can try the simulation as many limes as possible 
without grading. When I used this simulation, I did not use the formula because I did 
not like the formula. I moved the leaf and tried many times. I figured out if I made the 
leaf far from the saturated curve. There was no cloud or cloud formation in the high 
altitude. 
A: You said you did not make a formula: I mean you did not think about it. 
D; No. I did not. I just tried to experience what happened when I changed things. 
A: Did you feel it is familiar or more fun to you? 
D: Yes. It is more fun. When I tried one. there was no cloud. How come? Then. I tried 
dissections, more vapor and less vapor. I tried many times till I got a cloud at I-1.2km. 
It is very nice that it makes the class more creative. We are not just trying to do the 
problem, but trying to leam where the cloud develops in different temperature and 
vapor. 
A: The simulation helped you develop the relationship between variables. 
D: Yes. 
A; Did you think you will leam differently without formula and just experience things? 
D: Yes, I think so because we can see the charts to find what happened when we changed 
the temperature, dew point and water vapor. 
Student B: 
B; It's about cloud formation and precipitation by changing temperature and pressure. 
Student K: 
K: I thought it was talking about how to find out in which altitude it caused cloud 
formation and precipitation. 
Student C: 
C; Basically it is we need to figure out where is cloud formation for the first exercise. 
Consider air temperature, water vapor, wind and air pressure to determine those 
kind of initial conditions and put them together to see in what different level of 
cloud fomiation. Use a leaf to set up the simulation and we are required where we can 
get clouds forming and a temperature difference in one side of the mountain with the 
other side. We need to figure out the combination of these variables. 
Student J: 
J: I thought we need to make a temperature difference or raining. 
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A: These pictures show what the simulations look like. Did it help you to recall what you 
did in the simulation? 
J: It did. I played around and saw how I can get it. When I tried the first one, it was too 
high and I tried the low and the middle. I do not think that I did very well on these. 
2. Can you explain the meanings of the two graphs in the simulation? How did they help 
you solve problems? 
Student D: 
Y: Did you use the bottom graph to solve problems? 
D: Yep, if the cloud develops, the temperature decreases. 
Y: Do you see the slopes change in the graph? 
D: Yes. the slope changes here [pointed in the graph before condensation] and here 
[after condensation]. 
Y: Why did they change? 
D: Because they reached the saturation curve in the top graph. 
Y: So, you see the connection between these two graphs? 
D; Yes. 
Student B: 
A: Can you describe the meaning of the graphs? 
B: The top graph is vapor and temperature graph. It shows the correlation between 
temperature and vapor, the water in the air with temperature. So, right here [he 
pointed the saturated curve on the top graph], temperature increases and the air holds 
more water. The other graph [the bottom one] shows how air's altitude increases and 
its temperature drops. Then, air goes over the mountain and the temperature goes back 
up. 
A: Did you use these graphs? 
B: I used graphs to trace things. 
Student K: 
A; Did you get any sense what this curve was for when you looked at this graph [ET 
graph]? 
K; Not really. I was not really sure exactly what it is. I know this curve was always the 
same no matter what I did, I mean, moved the leaf. I did not know about it, but the leaf 
can not go above the curve. I do not think I knew what the curve was. Is it the curve that 
clouds can form about that? I do not know, really. 
A: Had you noticed what was going on here [A pointed the bottom graph] when it got 
along with the curve? 
K: I do not know I could look from here [the top graph] to here [the bottom graph] at the 
same time. I think I can not remember actually. I knew this was going because I noticed 
this line was moving when the simulation ran. I guess I did not realize it was running 
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and crossing. I knew to check here [the first point in x axis of AT graph] and there [the 
final point on the axis of AT graph] and found they had the different temperature. I 
tried to figure that out. I am kind of wondering why the temperature would change. I 
think I would watch a lot because I was doing by eyes. They were kind of in the same 
altitude, why were the temperature changed in the different sides of the mountain? But 
I did not know why exactly. 
Y: Even though there was no cloud formation, you still noticed there was a temperamre 
difference between both sides of the mountain? 
K: I do not know for sure if it is clear also. I just remember it happened in the most of 
time. I had noticed most time the temperature had a difference. I can not remember if 
there was a cloud or not. 
Student C: 
A: Could you give a description about what does these two graphs mean [ET graph and 
AT graph]? 
C: Sure. The top graph [ET graph] have temperamre and water vapor on it. The bottom 
one has the altitude and temperature. I used temperature and dew point associated 
with vapor to figure out where is the altitude that will be cloud formation. I tried a 
couple different times to see if the cloud formed in the different levels. After I played 
around this a little bit, I got the idea how to set up the conditions. I used the formula 
in the textbook to translate into the simulation. 
Y: Did you notice this graph [A-T graph - The bottom one]? 
C: The bottom one? I did not reply the bottom graph as much as the top one. The top 
graph is more active one obviously because we play with the leaf to set up the initial 
conditions. The bottom one I used to guide when I got the close ones what I was 
looking for. Rather than that, I did not look at it very closely and I do not remember 
why. I guess I did not think I needed it till I recognized it helped and it helped. It did 
help. I had not done this before, so I just played until I recognized I moved something 
up here and got something down here. Then, you can figure out when you got closer 
what you was looking for. 
Student J: 
A: Do you have any explanation in your own mind about what these graphs show? 
J: I have trouble about it. 
Y: Did you figure out the meaning of this curve? 
J: I have no clue what its meaning was. 
3. How did you know if you had reached the goal of Exercise 1 ? How did you know if you 
had reached the goal of Exercise 2? Did you use more than one evidence to double check 
if you had reached the goals? If so, please explain. 
Student D: 
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Y: For exercise 2, you need to make a temperature difference between both sides of the 
mountain. How did you know whether you had reached the goal? 
D: This one was difficult. First time I just tried. I put the leaf and wrote down the 
temperature. Then. I saw the final temperature. I calculate the difference between 
these two. I found when the cloud formed at around 1.4. There was a temperamre 
difference between 2 and 2.5. 
A: So, you found the temperature difference changed , and the cloud height changed, 
too. 
D: Yes. 
A: Did you clicked this log window to look at data. 
D: For this exercise [Exercise2], I used it more often in order to see the temperature 
difference. 
Student B: 
A: How did you finish this? 
B: 1 finished it about twenty minutes. I looked at the animation first. It was the bigger 
thing, but it was hard to read it. Then, I looked at the meters [digital displays]. I am sort 
of remember something I read ahead of meteorology. That came up my head that the 
water vapor goes up and the altitude of cloud base decreases. 
Y: Did you recognize that you had reached the goal by the eighth trial [in exercise one]? 
B: Yeah, 1 don't know. I was just messing around here [in trials after the 8th] 
Y: Which information in the simulation did you use to judge if you had reached your goal 
in the first exercise? 
B: 1 believe, over here [on the mountain picture] gave us what the cloud base was. Or it 
was on the graph. Yeah, right there [under the mountain image]. 
Y: What about on the second one. 
B: Again, I would set the leaf one place and watched. Sort of guess and check. 
A: Did you use the log window to check if you had reached the goals? Did that help you? 
B; Somewhat, I mean I looked at it just for the particular numbers I want to check if I got 
the right numbers but I did not looked at it for everything. 
Student K: 
A: How did you check if you were doing right or wrong? 
K; I went to the Log book [Log window] to look at that. I am kind of checking the data to 
make sure it was between the range that the assignment required. 
A; Would it be helpfiil for you to check if a cloud forms between 1 and 1.2 km? 
K; I think so. I mean it showed what I was doing. It was good. 
Y: How did you know if you had reached the goal? For example, the first exercise need 
you to make clouds form at the certain high. How did you know you had made 
clouds form at 1-1.2km? What kind of information did you use to judge it? 
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K: I think I looked at tiiis [digital displays] and see what was the altitude when the cloud 
formed. I just judged it from this and see if clouds formed in the range. 
Y: You did very well in the first exercise, but you did not complete the second exercise 
from the computer protocol. Why did you quit in the second Exercise? 
K: The second time I thought I hit it right the way. I think this one is hard one, too. This is 
hard for me to understand it more, like "make a temperature difference between the 
windward side and the leeward side of the mountain". I did know which is which at that 
time. I did not know which side is windward and which side is leeward side. I think this 
one I started to check the temperature on both sides. I thought I did this a couple times 
because I looked for a submit button when I did it. There is no "submit" button. I am 
confused what will get to happen. I did know if this would be record or not. I seem 
trying it out and went back another time to do that. I just had more confusion about 
what to do, I guess. I did not where was windward and leeward. I thought I had done it. 
A: Is it possible you saw this number [the altitude of cloud base is 2.14] and you thought 
you had got it in the range [a temperature difference between 2 and 2.5 degrees]? 
K: Yep. I do not know. I guess it was right because the 2.14 was between that and I 
thought I was lucky that I got it. I know it was why I quit now. I did not understand it 
quite well and I did not want to miss it any way. I thought I got it. This is the more 
confused one. 
Y: If you have a chance to do this exercise again, what information will you use to check 
the answer? 
K: [silent for a couple minutes] I think I will be doing with the temperature and water 
vapor pressure because you have to adjust them to find an answer. The thing seems 
like. I still have a little confusion how to figure it out. 
Student C: 
A: Did you use any certain pan of this simulation to tell you if you reach the goal? 
C: Initially, I looked over here in the digital readers. I looked at those and it was why I 
knew. I monitored them in the all time. I played this and monitored digital readers 
over here. I can watch what it's going on when the leaf traced the wind. I can see at that 
point what is the number I am looking for. Then. It come over here. It is the number I 
am looking for. [He pointed the mountain image to the show how the leaf come over 
the mountain associated with the changes of the digital displays]. How can I get these 
digits? Just stop those. So. I just watched these insistently and tried to figure out. I 
associated the picture and the digital actually and use this for the initial setting every 
time. 
A: For the Exercise 1, how did you know if you make cloud form in the certain high? Did 
you do the same sort of thing? How did you know the clouds formed in the certain 
high? 
C: I started the trial-and-error. I used the digital readers over here. I set up the number 1 
initial conditions [He pointed the computer protocol which labeled the sequence of the 
trials.]. I played it through and the coming-up altitude of the cloud base was 0.86.1 
figured out that I could watch this [the digital readers] without having putting through. 
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For the exercise 1,1 got 1.5km for my the second trial. Then, I played with the lower 
numbers. I set initial temperature to -6.36.1 wanted to try out to see what happened 
because I was experiencing. Then, I came back to the numbers I was looking for. The 
sixth trial I had got the altitude at 1.28. Then. I knew it was too much, so I needed to 
make the initial temperature come down. I moved the leaf and got the 18 here. Then, I 
came over this. 
Y: How did you solve the Exercise2? 
C: For the second Exercise, I had more trouble with it. I do not know why. For the 
second one, I did the same general idea. Also, I used the formula, I guess. Once 
again when I got the numbers firom the formula, I started to watch over here, the 
digital readers. I started with the same way I did in the Exercise 1. 
Student J: 
A: How did you try to hit the goal? 
J: I just tried randomly. 
A; How did you know how close you got it was from the goal? I mean, how did you 
know you did it? 
J; I looked at these numbers [digital displays]. 
A: So. you used the digital displays. 
J: Yep. 
Y: The numbers in digital displays change when the simulation was running. How can you 
recognize when the cloud form in which altitude? 
J: 1 do not know. Probably. I watched the animation here and checked the number in the 
digital display. 
4. Did you use the "Log window" to help you find out how to choose initial variables 
effectively? If so. how did it help you? 
Student D: 
A: Did you clicked this log window to look at data. 
D; For this exercise [Exercisel], I used it more often in order to see the temperature 
difference. 
Student B: 
A: Did you use log window to check if you had reached the goals? Did that help you? 
B; Somewhat, 1 mean I looked at it just for the particular numbers I wanted to check if 1 
got the right numbers but I did not looked at it for everything. 
A; So. you just used it to evaluate the answers. 
B; Yes. 
Student K: 
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A; When you saw the log, you saw the relationship or when you click and you saw what 
happened. 
K: I think it is easier after all when you see it on the log. You can compare things. You can 
see it right after you did it on here [She pointed the pictures and graphs], but after all you 
need to look at everything. 
Student C: 
Y: Did you use "Log window" to look at the data? 
C: I checked it every one I did. Just want to make sure I had a right idea. 
A; What kind of strategy did you use to get closer to the right number? 
C: Basically, I used the formula to get the idea. If I made a variable lower a little bit, it 
would come out this. Kind of trial-and-error things. 
Student J: 
A: Did you use a log window by clicking this button? 
J: No. 
A: How did you remember what you had done? Did you just remember or you just wrote 
things down? 
J: Did it show up automatically? 
A: When you click this button, it popped up. 
J: I do not think I even clicked on it. 
5. What do you think about the method of inputting initial temperature and humidity by 
using a leaf on the graph rather than typing numbers directly into blanks? Why? 
Student B: 
A: How about using a leaf to set up the initial conditions? Do you like to move a leaf or to 
input numbers in the blanks? 
B: Clicking a leaf needs to spent time on it. You knew the temperature you wanted 
whatever you had to find it on the graph. 
A: Right. 
Student K: 
A: When you use a click to move the leaf, did that work well comparing with putting 
numbers into the blanks? 
K: Well, yes and no. At first, I am kind of trying to do that [She mean putting numbers into 
the blanks]. Then, I had read the directions and it actually said. I am kind of 
automatically thought I had to go here. It is good to click the leaf and move it, but you 
have the certain thing and you need to kind of moving around. The way could be easier 
just to put into numbers into blanks because you can input the exact numbers you want. 
Both of them are good. 
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A: You like lo input numbers directly into blanks. Did it make you feel you have more 
control? 
K: Yep. Maybe. I guess when you move the leaf you just control it. I would control both of 
them if I want. It is kind of seeing what is coming out for another one. I guess it would 
get people more control because you can put into any exact numbers you want. Yes, it 
gives you more control. 
Student C: 
A: When you set up the initial conditions, what do you think to use a leaf rather than to 
type number into blanks? 
C: I like to be able to play over the leaf in the graph, but the only time I though might be 
better to be able to input numbers. It will be when you want to watch closer what you 
are looking for. For example, I used the formula to calculate the values. Sometimes, I 
wanted to use exact numbers to test out. But, I do like to move a leaf in a graph to 
adjust initial condidons. It is very handy to be able to adjust like that way. 
Student J: 
A: How do you think to use a leaf in a graph to put initial conditions? 
J; I am kind of confusion how to put the initial conditions in the first place. 
Y As you said, you like numbers more than graphs. Will it be more helpful to input 
numbers here [digital displays] than to move a leaf on the graph? 
J: It will help me a lot. 
6.Did manipulating initial conditions and observing the results in the forms of graphs, digital 
displays and animation help you see the dynamic process of the phenomena? 
Student B: 
A: Did you use graphs more than the picture and digital displays or you're son of 
grouping them together? 
B: I used graphs more than used these two [picture and digital displays]. I am a person 
who like to look at the charts or graphs and ways about pretty good. I can understand 
charts and graphs very quickly. They usually help me pick up stuffs. 
Student K: 
A: Which part of the simulation did you use to judge what is going on? 
K: I did not look at all of them. I used the picture to check where clouds formed. I think I 
looked at vapor more, so I looked at the top graph more than the bottom graph. The 
bottom one is about the altitude and the temperature. I do not really understand it 
because a lot time I just see one. I did not look at all of them. I am kind of confusion 
about the dew points, so I did not look at the dew point. I really do not know how to 
deal with the dew point, so it does not mean to me. I looked at the temperature, water 
vapor and altitude [She means what parts of the digital displays she looked at], I looked 
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at the altitude because I tried to decide where was the cloud formation. I mean. I was 
thinking how clouds formed till the top of the mountain and down to the bottom of the 
mountain. I guess I was thinking a lot different things. 
A: One of the purposes of this simulation is to show you the dynamic process of the 
relationships between temperature, water vapor and cloud formation. Did you get that 
sense working with the simulation? 
K: Yep, sort of. It was the first time I've done this kind of things here. So, I could not 
understand doing all of this at all. There was a relationship between them when I was 
doing all of this. 
Student C: 
A: One of the purposes for this kind of simulation is to give you a graphic example for the 
dynamics of the natural process. One of things that Ying-Shao want to know is if 
having graphs and digital displays give you more ways to look at it. Did it help? 
C; It did help and it did help to set up initial conditions to be able to see that [digital 
displays]. Digital displays showed the numbers I tried to hit. If I wanted to reduce dew 
point to 4 degree, I can play around that a little bit. 
Student J: 
A: When you were play with this and tried to get a feeling of hitting, which part of the 
screen you used to determine it? 
J: I read these numbers because I had hard time to read graphs. 
Y: You means that you used digital displays. 
J: Yes. 
9. Have you used the simulation after it was available again in early April? If you had a 
second chance to use that simulation, what strategy would you use to solve problems? 
Student D: 
A; Have you used it [MtnSim simulation] since April? 
D: Yes. 
A; Did you? Just for fun? 
D: Yes. Because it is more fun to me. The weather forecast is fun for me too because there 
are different pictures [Weather maps] every time. When 1 did forecast. I try it [MtnSim] 
again. 
Student B: 
A: You haven't used the simulation since April 
B: No. 
A: If you had a chance to use it again, would you approach the problems differently, would 
you use the simulation differently? 
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B; Yeah, I would, first of all. I would look at the problems and logic them out better... 
Student K: 
A: Did you try this again since it has been released? 
K: Well, the other day I wanted to look at it to remember because I did not know you 
would prepare pictures. I just looked at it very fast and I did not have time to use it. so I 
just looked at what everything looked like. I would do it again, I think. I think I would 
do it better because it is not an assignment any more. 
A: Anything will be produced differently if you run it again. 
K: I don't know. I think I would pay attention everything I did. I don't know. Maybe I 
would plug in some other trails to see what happens and to determine the point I am 
looking for. I guess I would pay more attention on dew point if I do it next time 
because I know the dew point has something to do with clouds. 
Student C: 
A: Have you used the simulation since it released? 
C: No. I did not know it has been released again. 
Student J: 
A; Have you used this [the simulation] since it released? 
J: No. 
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11. Have you seen real clouds form around a mountain? If so, please describe it. Have you 
ever wondered why a cloud forms around a mountain? When you used this simulation, did 
you think about clouds forming around a mountain? Did you discover any possible 
explanation for a cloud formation around a mountain as a result of using with the simulation 
How? 
Student D: 
A: Have you have been in the mountain? Have you watched a cloud formation around 
mountain? 
D: Yes. I had in my country. 
A: Did you think about it? Did you do the simulation and you think back? 
D: My friends in Indonesia who go hiking the mountain. They said: if you hike the 
mountain up to 8 o'clock in the morning, it is still dark. You should stay because there 
are so many clouds. At that time, I don't know what happens. After I used the 
simulation. I realized the wind went up to the mountain and the temperature decrease. 
Then, the cloud formed. 
A: Now. you know why the cloud forms in the mountain? 
D: I know why. 
Student B: 
A: Have you ever been the mountains and watched clouds form 
B: The clouds, yeah. I guess. I think it's a pretty conmion sense. The higher the air ups the 
colder it is. and the colder the air is the less water it holds 
Student K: 
A: Have you seen a cloud formation around a mountain? 
K: No. 
Student C: 
Y: Have you seen a cloud formation around a mountain? What is your experience? 
C: I have been the mountain in Colorado. My family and I used to take a vacation over 
there once a year. When I was a little kid. we can watch the cloud to know when it 
would rain because it used to rain every afternoon. I remembered I can watch the cloud 
formation all day. 1 do not remember any different high clouds. Things like that. But. I 
do remember there are accumulated clouds on the east side of the mountain. 1 can 
watch them built around 1:00pm they do not move, just stay there. They keep growing 
up till 3-5 PM. and it will rain. 
Y: Did you figure out why a cloud formation around the mountain when you used the 
simulation? 
C: I did and I never knew before until I did this. Also. I read the book after it. Once 1 did 
the simulation, I figured out why clouds did. 
Y: Why do clouds forming in the certain side of the mountain? 
C: Because of the wind. The wind with the different temperature and the moisture. 
Basically, clouds won't form in the leeward side of the mountain. If you went to the 
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west side of Rocky, you won't have it. It did happen for the phenomena when I was 
doing the simulation. It is nice to use the simulation because I would not know why if I 
have not used this simulation. 
Student J: 
A: Have you watched a cloud around a mountain till now? 
J: No. I means if I do not have the course first, I can not think I would know. 
12. How should this simulation be used in order to produce maximum learning? 
Student D: 
A: If you were an instructor, how do you help your students use the simulation? 
D: I think more simulations are more fun. Let them use the simulation to get some 
conclusions about the simulation. Then, they reread the book. They can understand 
what's happening we can see in the simulation. Why it was like this in the textbook is 
because you see that in the simulation like this. 
Student B: 
[Since the researcher did not notice she had run out of the tape at that time, the following 
statements from what the researcher recalled after this interview] 
A: If you were an instructor, how would you use this simulation in your class? 
B: Before students used this simulation, the instructor can introduce the simulation a little 
bit including how they set up the initial conditions and what are the underlying 
principles of the simulation. This may help them understand what is going on when 
they interact with the simulation. 
Student K: 
A; Do you think you would do better if you have done more classes? 
K: Ya. because we did this in the very beginning of the semester. We did not know 
anything about clouds at that time. I did not really know what I was doing, but kind of 
trying learning as much as I would. 
Student C: 
A: If you were an instructor, how do you use this simulation in the class in order to 
produce maximum learning? For example, will you use it before the lecture or after the 
lecture? Why? 
C; I guess both. I will use it before the lecture to lead the following discussion or I will 
address the topic before using it in order to help them use the principles in the 
simulation. For my case, I like to use it before the lecture because I can experience it to 
get the general ideas in my own way. We should have more simulations on different 
topics, for example, thunder storms, tornado, and so on. Through experiencing the 
simulations, we can understand those topics better and more. Sometimes, the pictures 
or words in the textbook do not make much senses to me. After I interacted with the 
simulation, I got the idea why the phenomena occur. 
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Student J: 
A: If you could design a class, how can you use this [the simulation] to help students leam 
more? 
J: I maybe I describe what is going on in the simulation before they use it. 
A: You mean you will lecture them? 
J: Yep. Maybe I do it first, and I will let them do it. Then, I ask them what they are trying 
on that. I get the idea what they are looking for. 
A: Do you have them to do that way to show you how to manipulate the simulation or why 
a cloud forms around mountain? 
J: Both. 
136 
APPENDIX XI: INTERVIEWEES' EPISODE STRUCTURES 
Student D: 
Episode 1 (CGI): 
A: How did you decide which temperature to start? 
D: Just guess. 
Episode 2 (EE): 
A: Then, what to do next? I mean, you guess this number and saw the result. What did you 
do next? Did you remember how you solve problems? 
Y: This protocol shows the sequence of the initial conditions, so you can see how you tried 
the different initial conditions. 
D: I just tried to make the initial vapor 2.13 and changed the initial temperature until I 
reached the temperature difference,2.0. And then, I made temperature stay 4.55 and 
changed initial vapor until I reached the final temperature, 6.55. 
A: Would you change one variable with keeping another constant or you change all of 
them at one time? 
D; For the First time, I just changed the vapor and I set the temperature to a constant value. 
I played. After that, I tried other ways because I tried this simulation many times. I 
changed the variables randomly to see what happens. Just played with it. 
Episode 3 (OPA): 
A; When you experienced how it worked, did you have any plan in your mind? Did you 
just change things randomly or you have a plan how to change things to make it work? 
D: I chose the initial conditions which were closer to the curve to make clouds form in the 
lower altitude and I chose the initial conditions which were further away from the curve 
to make clouds form in the higher altitude or no cloud. 
Student B: 
Exercise I: 
Episode I (CGI): 
A; How do you decide what initial situation you need? 
B: I started the middle values then tried wide values to see what they meant. 
A: This is the printout of what you had done in the exercises. We are wondering how you 
made decisions from trail to trail. Looking at this printout, could you tell us what kind 
of problem-solving strategies you used? 
B: First of all. I considered splitting the middle; I was at cloud base of 1.07.... I wasn't 
thinking too clearly on the second one. obviously, and on the third one I just started 
moving [the leaf] over, but it obviously started getting further away [from the goal] so I 
started moving it back in the other direction. 
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Episode 2 (EE): 
B: And then I kept the temperature constant and adjusting the moisture. [I kept] Fairly 
close here on my first two or three [trials]... I mean, I did that with temperature and the 
moisture I kept constant... and I adjusted the temperature. 
Exercise 2: 
Episode 1 (CGI): 
Y: What about on the second one. 
B: Again. I would set the leaf one place and watched... sort of guess and check. 
Y: So. this time you didn't make one variable constant? 
B: No. 
Y: What kind of strategy or method did you use? 
B: This was a little bit difficult. I guess I was more comfortable with the first one. The 
second one, I hadn't done the reading in the class, so I was just guessing and checking. 
A; What strategy? 
B: Somewhat, on the first, I could picture it a lot more clear. On the second one. I don't 
know how to solve it. I had a lot questions in my mind. That could be my lack of 
reading. I did not know understand what exactly I was looking at. For the first one I 
learned a lot; on the second one, I went in not knowing a thing and came out 
interesting. You know, asking myself questions. 
Student K: 
Exercise 1: 
Episode 1 (CGI): 
A: This thing like log which showed what you did in the simulation. It was recorded 
through Internet and allowed Ying-Shao to catch that information. This is a print out 
about what you did in the first exercise and the second exercise. As you looked back on 
it. can you tell us what your thinking was when you used the simulation? 
K: I tried the first one that was shown on the screen [the default values of initial conditions 
in the simulation] to see what was going on. Then. I think I moved the leaf a little bit 
because I knew it was in that range. The "clear" was kind of giving me an idea. When it 
showed up there was no cloud, it helped me to determine where is the next move. 
where to put the leaf next time. It showed me if I needed to go lower or not. 
A: It looked like you had paid attention to that there were these two variables, temperature 
and water vapor. Can you tell us how you deal with that? What was your thinking about 
and the way you changed them? 
K: It was pretty much guessing and checking, I think. I can not remember. 
Exercise 2: 
Episode 1 (CGI): 
Y: You did very well in the first exercise, but you did not complete the second exercise 
from the computer protocol. Why did you quit in the second Exercise? 
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K: The second time I thought I hit it right the way. I think this one is hard one, too. This is 
hard for me to understand it more, like "make a temperature difference between the 
windward side and the leeward side of the mountain". I did know which is which at that 
time. I did not know which side is windward and which side is leeward side. I think this 
one I started to check the temperature on both sides. I thought I did this a couple times 
because I looked for a submit button when I did it. There is no "submit" button. I am 
confused what will get to happen. I did know if this would be record or not. I seem to 
try it out and went back another time to do that. I just had more confusion about what to 
do, I guess. I did not know where is windward and leeward. I thought I had done it. 
A: Is it possible you saw this number [the altitude of cloud base is 2.14] and you thought 
you had got it in the range [a temperatiare difference between 2 and 2.5 degrees]? 
K: Yep. I do not know. I guess it was right because the 2.14 was between that and I 
thought I was lucky that I got it. I know it was why I quit now. I did not understand it 
quite well and I do not want to miss it any way. I thought I got it. This is the more 
confused one. 
Student C: 
Episode 1 (CGI): 
Y: How did you change the two initial variable to be close to the right answer? 
C: Trial and error [Did not give any specific strategy] 
Episode 2 (EE): 
Y: [Showed the computer protocol and tried to get him to explain how he solved the 
problem]. The First ones were the default values for initial conditions. Then, why did 
you choose the second one? 
C: I wanted to see the extreme of each end of them. Let's try the high numbers and see 
what we come out with. Let's try the low numbers and see what happen. To get an idea 
the range I was looking for. And then once I got the general package and I knew what I 
needed. Then I started to try the formula to make sure that I was in the right trials and 
getting the right numbers. 
Y: If you used the formula, you can calculate the exact values for the initial variables. 
How did you use the formula to set up the initial conditions because there were two 
initial variables? 
C: I got the numbers of the previews because I went to the log. I plugged in easy numbers 
into that formula with curiosity to see if it worked. It did work. I figured out that I can 
use that formula. Then, I played some numbers in the paper first. I mean I tried 10.3 
into the formula and watched the digital displays over here. This is how I get into what 
I am looking for. 
A: Would you keep the various variables changed all the time? 
C: Probably. 
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Y; What kind of pattern did you find after you trial-and-error? And how did you find the 
patterns? 
C: Let's try some extremes. Then, I tried the middle. Then. I tried the middle and one of 
extremes. 
I was kind of trying either between each one. 
[He pointed the computer protocol to show how he did. The protocol really showed 
what he said.]. 
Student J: 
Episode 1 (CGI): 
Y; How do you adjudge the initial conditions to find out the relations between inputs and 
outputs? 
J: I just watch the leaf over the mountain and see what is going on. 
Y: For example, the computer protocol showed the first time you made a cloud form 
higher than 1.2. If you wanted to make a cloud form lower, how would you do to adjust 
the initial conditions? What strategy did you use? 
J: I tried the different numbers until it got close. 
A: Do you change both at the same time? Do you change the temperature and water vapor 
at the same time? 
J: Probably not. I started with the temperature and saw what it was. 
A: Do you mean you hold water vapor constant and just change the temperature? 
J: Yep. I started with changing the temperature and then changed the water vapor too 
until I got close to the certain altimde. 
A; Why do you hold one variable and change another? 
J: Honestly? I do not know. 
A; Do you have any idea what you will use for the different approach? 
J: Probably, I will leave the water vapor alone and change the tempjerature. Then, I will 
leave the temperature alone and change water vapor and see the difference between 
them and try to get them together. 
A; If you looked at the graph, you move the leaf at the certain place to make something 
happen. Look at the print out here. You did not get a cloud in the first exercise. 
J: Oh. It did not. 
Y; How did you choose the second initial conditions from the first ones? 
J: I have no ideas. I thought if I put them back here [she put several trails on the 
temperature axis; this means, humidity almost equals to zero]. I think they had a better 
chance to have a cloud. 
Y: Why did you think they have a better chance to have a cloud? 
J: 1 guess the first time I did not know we can put the leaf up. I thought I needed to put it 
on the line down here [temperature axis]. The first time, I put it back here and the 
second time 1 put it forward. 
A: Is it why you figure out no matter you tried nothing happen, no cloud formation? 
J: Never [have a cloud formation]. 
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Y: Can you explain how you did in the second exercise? [Show the computer protocols]. 
J: I think I just kept trying higher a little bit and then trying lower a little bit. 
Y: You did make a cloud form sometimes in the second exercise and you adjusted initial 
conditions to change clouds form in the different altitude. Did you figure out any 
relationship between initial conditions and outcomes? 
J: I guess I do not know. 
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APPENDIX XH: INTERVIEWEES' TRANSFER ABILITY 
Transfer to real-life situation 
10. Did doing the simulation help you do weather forecasts? If so, please explain. 
Student D (Far Transfer): 
Y: Do you think the simulation helped you do weather forecasting? 
D: Yep. 
Y: Do you remember at that time we have a specific location for you to do weather 
forecast in Reno. Reno is in the mountain area. Do you apply anything you learned in 
simulation to do forecasts? 
D: I more consider if the wind is from California to Coronado, maybe use this one 
[MtnSim].The temperature in California, the leeward side [it should be windward side], 
is like this one when clouds form in California. I guess the temperature is higher due to 
the effect of temperature [adiabatic process] in the windward side [it should be leeward 
side] than the other side. 
Y: How did you know clouds form in California? 
D; I used satellite images. 
Student B (No Transfer): 
A: So. did using the simulation help you with the forecast 
B: [laughing] I used the weather forecast model to find the prediction values, but the 
simulation could help me do weather forecasting because Reno is in the mountain area. 
Student K (Near Transfer): 
A; After you used this simulation, did it help you do the weather forecast for Reno? 
K; Yep. Because Reno is the mountain area. I can not remember. I knew there was 
something to do with the temperature. I can not remember which side of the mountain 
Reno is. I can not remember the questions in forecast exercise. I remember I looked at 
the weather maps. Try to figure out the wind direction imd the temperature. I think the 
temperature should be lower on the windward side than that on the leeward side. It 
would help me but I did think too much about it when I was doing the weather forecast 
of Reno since I did not completely understand. If some one can go into the class and 
give the interpretations for everything, talking about everything like this is why it 
happens, I think it would make me more realize that I need to be related to these two 
things when I am doing the simulation and with Reno. I really did not do that too much. 
I remember that Reno is nearby the mountain and the wind might make the temperature 
cooler. Now, I would think about it differently. Anyway, it helps. 
Student C (Near Transfer): 
Y: Did doing the simulation help you do weather forecast? 
C: It did help because we did the weather forecast for Reno at that time. I looked at the 
map and notice the mountain is in the west of Reno. I knew I needed to adjust the 
temperature in the Reno because of the mountain. 
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Student J (No Transfer): 
A: Did you feel that doing the simulation help you have better understandings how to do 
the weather forecast for Reno? 
J: I did not see one. 
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