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EIGENVALUES OF ROBIN LAPLACIANS IN INFINITE SECTORS
MAGDA KHALILE AND KONSTANTIN PANKRASHKIN
Abstract. For α ∈ (0, pi), let Uα denote the infinite planar sector of opening 2α,
Uα =
{
(x1, x2) ∈ R
2 :
∣
∣ arg(x1 + ix2)
∣
∣ < α
}
,
and T γα be the Laplacian in L
2(Uα), T
γ
αu = −∆u, with the Robin boundary condition ∂νu = γu,
where ∂ν stands for the outer normal derivative and γ > 0. The essential spectrum of T
γ
α does
not depend on the angle α and equals [−γ2,+∞), and the discrete spectrum is non-empty iff
α < pi
2
. In this case we show that the discrete spectrum is always finite and that each individual
eigenvalue is a continous strictly increasing function of the angle α. In particular, there is just one
discrete eigenvalue for α ≥ pi
6
. As α approaches 0, the number of discrete eigenvalues becomes
arbitrary large and is minorated by κ/α with a suitable κ > 0, and the nth eigenvalue En(T
γ
α )
of T γα behaves as
En(T
γ
α
) = −
γ2
(2n− 1)2α2
+O(1)
and admits a full asymptotic expansion in powers of α2. The eigenfunctions are exponentially
localized near the origin. The results are also applied to δ-interactions on star graphs.
1. Introduction
For α ∈ (0, π), let Uα denote the infinite sector of opening 2α,
Uα =
{
(x1, x2) ∈ R2 :
∣∣ arg(x1 + ix2)∣∣ < α}.
In the present paper, we are interested in the spectral properties of the associated Robin Laplacian,
to be denoted T γα , which is defined as follows: for γ > 0, the operator T
γ
α acts in L
2(Uα) as
u 7→ −∆u := −
( ∂2
∂x21
+
∂2
∂x22
)
u,
on the functions u satisfying the boundary condition
∂u
∂ν
= γu at ∂Uα,
where ν stands for the outer unit normal. More precisely, T γα is defined as the unique self-adjoint
operator in L2(Uα) corresponding to the sesquilinear form
(1.1) tγα(u, u) =
∫
Uα
|∇u|2dx1dx2 − γ
∫
∂Uα
|u|2ds, u ∈ H1(Uα),
where ds is the one-dimensional Hausdorff measure.
During the last years, the spectral analysis of Robin Laplacians attracted a considerable atten-
tion. As shown in [26, 27], the spectral properties of such operators are sensible to the regularity
of the boundary, and the case of smooth domains has been studied in detail [21, 22, 31, 35, 36].
On the other hand, only partial results are available for domains with a non-smooth boundary,
cf. [8, 23, 32].
The study of the above operator T γα has several interesting aspects from the point of view of the
existing results. First, it can be viewed as the simplest non-smooth domain in two dimensions and
depending in an explicit way on the single geometric parameter α. Second, its spectral properties
play an important role in the study of more general non-smooth domains in the strong coupling
limit, see [8, 11, 27], as the sectors Uα exhaust the whole family of possible tangent cones to the
boundary in two dimensions. Third, the domain Uα and its boundary are non-compact, which may
potentially lead to quite unusual spectral properties, such as the presence of an infinite discrete
spectrum, and the respective studies in higher dimensions [33] do not extend directly to the planar
1
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case: we will see below that the results are actually quite different. In fact, the only spectral result
on T γα available in the existing literature is as follows, see [27]:
(1.2) inf specT γα =

−γ2, α ≥ π
2
,
− γ
2
sin2 α
, α <
π
2
,
and for α < π2 the value indicated is an eigenvalue with an explicitly known eigenfunction
exp(−γx1/ sinα). The aim of the present work is to provide a more detailed spectral analysis.
Our main results are as follows. First, as the essential spectrum of T γα does not depend on the
angle α and equals [−γ2,+∞), see Theorem 2.3, it follows from (1.2) that the discrete spectrum is
non-empty if and only if α < π2 , i.e. if and only if the sector is strictly smaller than the half-plane.
(It is worth noting that a similar geometric effect appears for other classes of differential operators,
see e.g. [3, 25].) In Theorem 3.1 we show that the discrete spectrum is always finite, which is a
non-trivial result due to the non-compactness of the boundary. In subsection 3.3 we obtain more
detailed results: in Theorem 3.3 we show that each individual eigenvalue is a strictly increasing
continuous function of the angle α and, moreover, that there is just one discrete eigenvalue for
α ≥ π6 , see Theorem 3.6. In section 4 we discuss the behavior of the discrete eigenvalues for small
α. We show that the nth eigenvalue En(T
γ
α ) behaves as
En(T
γ
α ) = −
γ2
(2n− 1)2α2 + O(1), α→ 0,
see Corollary 4.3, and, moreover, admits an asymptotic expansion up to any order with respect to
the powers of α2, see Theorem 4.16. The number of discrete eigenvalues becomes arbitrary large
and is minorated by κ/α, κ > 0, as α approaches 0, see Corollary 4.2. In Theorem 5.1 we show
that the associated eigenfunctions are localized, in a suitable sense, near the vertex,. Appendices
A–D contain some technical details of the proof. In Appendix E we apply the results obtained to
the study of Schro¨dinger operators with δ-interactions supported by star graphs, and show that
such operators always have a finite discrete spectrum, which was missing in the existing literature.
Our proofs are mostly variational and based on the min-max characterization of the essential
spectrum and the eigenvalues. The proof of the finiteness of the discrete spectrum uses an idea
proposed in [29] for a different operator involving a similar geometry, while the continuity and
the monotonicity of the eigenvalues are established using a suitable change of variables. The
asymptotics for small α is based on the well-known Born-Oppenheimer strategy [12,37] and, similar
to various problems involving small parameters [4, 13, 14, 24, 30, 37], on a reduction to a one-
dimensional effective operator, which in our case acts in L2(R+) as
f 7→
(
− d
2
dr2
− 1
4r2
− 1
αr
)
f
with a suitable boundary condition at the origin, while an additional work is required due to the
singularity of the potential. We remark that the use of an improved Hardy inequality [6] allows
one to perform the reduction in a rather direct way, without any preliminary localization argument
for the associated eigenfunctions. The properties of the eigenfunctions are studied with the help
of the standard Agmon-type approach using a suitable decomposition of the domain [2].
We remark that in the present paper we are not discussing the (non-)existence of eigenvalues
embedded into the continuous spectrum. Some partial information can be easily obtained, for
example, the recent Rellich-type result [5] implies the absence of positive embedded eigenvalues
for α ≥ π2 , but a specific separate study is needed in order to cover all possible cases. This will be
discussed elsewhere.
2. Preliminaries
2.1. Min-max principle. Recall first the min-max principle giving a variational characterization
of eigenvalues. Let A be a self-adjoint operator acting in a Hilbert space H of infinite dimension.
We assume that A is semibounded from below, A ≥ −c, c ∈ R, and denote
Σ :=
{
inf specessA, if specessA 6= ∅,
+∞, if specessA = ∅.
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By Ej(A) we denote its jth eigenvalue when ordered in the non-decreasing order and counted
with multiplicities. The domain and the form domain of A will be denoted by D(A) and Q(A),
respectively, and by a : Q(A)×Q(A)→ C we denote the associated sesquilinear form. Recall that
Q(A) is a Hilbert space when considered with the scalar product 〈u, v〉a := a(u, v) + (c+ 1)〈u, v〉.
The following result is a standard tool of the spectral theory, see e.g. [39, Section XIII.1].
Theorem 2.1 (Min-max principle). Let n ∈ N and Q be a dense subset of the Hilbert space Q(A).
Let Λn(A) be the nth Rayleigh quotient of A, which is defined by
Λn(A) := sup
ψ1,...,ψn−1∈H
inf
ϕ∈Q,ϕ 6=0
ϕ⊥ψj ,j=1,...,n−1
a(ϕ, ϕ)
〈ϕ, ϕ〉 ≡ infG⊂Q
dimG=n
sup
ϕ∈G
ϕ 6=0
a(ϕ, ϕ)
〈ϕ, ϕ〉 ,
then one and only one of the following assertions is true:
(1) Λn(A) < Σ and En(A) = Λn(A).
(2) Λn(A) = Σ and Λm(A) = Λn(A) for all m ≥ n.
We remark that most of the subsequent constructions are heavily based on estimates for the
Rayleigh quotients of various operators.
2.2. Robin Laplacian on the half-line. For γ > 0 denote by Bγ the self-adjoint operator acting
in L2(R+) by
Bγu = −u′′, D(Bγ) =
{
u ∈ H2(R+) : −u′(0) = γu(0)
}
.
One easily checks that specessBγ = [0,+∞) and that the unique eigenvalue is E1(Bγ) = −γ2 with
u(t) = e−γt the associated eigenfunction. Remark that the sesquilinear form for Bγ is
bγ(u, u) =
∫ +∞
0
|u′(t)|2dt− γ|u(0)|2, D(bγ) = H1(R+),
hence ∫ +∞
0
|u′(t)|2dt− γ|u(0)|2 ≥ −γ2
∫ +∞
0
|u(t)|2dt, u ∈ H1(R+).(2.1)
2.3. Robin Laplacian on an interval. For L > 0 and γ ∈ R, consider the operator BL,γ in
L2(−L,L) acting by
BL,γu = −u′′, D(BL,γ) =
{
u ∈ H2(−L,L) : −u′(−L) = γu(−L), u′(L) = γu(L)}.
Remark that the associated sesquilinear form bL,γ is
bL,γ(L)(u, u) =
∫ L
−L
|u′(t)|2dt− γ|u(−L)|2 − γ|u(L)|2, u ∈ H1(−L,L).
The operator BL,γ has a compact resolvent and its spectrum is purely discrete and consists of the
simple eigenvalues Ej(L, γ), j ∈ N, numbered in the increasing order. Remark that due to the
scaling we have
Ej(L, γ) =
1
L2
Ej(1, γL), j ∈ N.(2.2)
An easy application of the min-max principle shows that the maps R ∋ γ 7→ Ej(1, γ) are continuous,
in particular Ej(1, 0) coincides with the jth eigenvalue of the Neumann Laplacian on (−1, 1), hence
E1(1, 0) = 0,(2.3)
E2(1, 0) =
π2
4
.(2.4)
Moreover, as follows from the computations of Appendix in [23], one has E1(1, γ) = −k2 with
k > 0 being the solution to k tanh k = γ, hence, the function R ∋ γ 7→ E1(1, γ) is real-analytic.
By [23, Proposition A.3] the following assertions hold true:
• for any γ > 0 there holds E1(L, γ) < 0, and the associated eigenfunction is
ΦL(γ, t) = cosh
(√−E1(L, γ)t),
• the inequality E2(L, γ) < 0 holds if and only if γL > 1.
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• For large L there holds
E1(L, γ) = −γ2 − 4γ2e−2γL +O(Le−4L),(2.5)
E2(L, γ) = −γ2 + 4γ2e−2γL +O(Le−4L).(2.6)
Let us introduce some quantites to be used later in the text. For γ ∈ R+, denote
m(γ) :=
√
−E1(1, γ),
then we have
E1(L, γ) = −m(γL)
2
L2
, ΦL(γ, t) = cosh
(m(γL)t
L
)
,
and a simple direct computation gives∫ L
−L
∣∣ΦL(γ, t)∣∣2dt = L
(
sinh
(
2m(γL)
)
2m(γL)
+ 1
)
.
The first eigenfunction Φ˜L(γ, ·) of Bγ,L, chosen positive and normalized, is then given by
Φ˜L(γ, t) = CL(γ)ΦL(γ, t) with CL(γ) :=
1√
L
(
sinh
(
2m(γL)
)
2m(γL)
+ 1
)− 12
.
For any fixed L and t the functions γ 7→ CL(γ) and γ 7→ ΦL(γ, t) are smooth, and, by direct
computation,
∂
∂γ
CL(γ) = −
√
Lm′(γL)
(
sinh
(
2m(γL)
)
2m(γL)
+ 1
)− 32 (
cosh(2m(γL))
2m(γL)
− sinh
(
2m(γL)
)
(2m(γL))2
)
,
∂
∂γ
ΦL(γ, t) = m
′(γL)t sinh
(
m(γL)
t
L
)
.
Moreover, as γ 7→ E1(L, γ) is analytic and simple, we can compute its first derivative in the
standard way, namely, consider the implicit equation satisfied by ΦL(γ, ·) and E1(L, γ):
− ∂
2
∂t2
ΦL(γ, t) = E1(L, γ)ΦL(γ, t), t ∈ (−L,L)(2.7)
± ∂
∂t
ΦL(γ,±L) = γΦL(γ,±L).(2.8)
We take the derivative of (2.7) with respect to γ and, after multiplying by ΦL(γ, ·), we integrate
it over (−L,L). After two integrations by part we obtain the following equality
(2.9)
∫ L
−L
∂γΦL(γ, t)
(
− ∂
2
∂t2
ΦL(γ, t)
)
dt
−
[(
∂t∂γΦL(γ, t)
)(
ΦL(γ, t)
)]L
−L
+
[(
∂γΦL(γ, t)
)(
∂tΦL(γ, t)
)]L
−L
= ∂γE1(L, γ)
∫ L
−L
|ΦL(γ, t)|2dt+ E1(L, γ)
∫ L
−L
∂γΦL(γ, t)ΦL(γ, t)dt.
We now take the derivative of (2.8) with respect to γ and we get
∂γ∂tΦL(γ, L) = ΦL(γ, L) + γ∂γΦL(γ, L),
−∂γ∂tΦL(γ,−L) = ΦL(γ,−L) + γ∂γΦL(γ,−L).
After replacing these expressions in (2.9) we finally have
∂
∂γ
E1(L, γ) = −|ΦL(γ,−L)|
2 + |ΦL(γ, L)|2
‖ΦL(γ, ·)‖2L2(−L,L)
= − 2 cosh
2 (m(γL))
L
(
sinh
(
2m(γL)
)
2m(γL)
+ 1
) .(2.10)
In particular,
(2.11)
∂
∂γ
E1(1, γ)
∣∣∣
γ=0
= −1.
Furthermore, due to the preceding consideration, the following representation is valid:
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Proposition 2.2. There exists φ ∈ C∞(R+)∩L∞(R+) such that E1(1, γ) = −γ + γ2φ(γ) for all
γ ∈ R+.
Proof. Define φ : R+ → R by φ(γ) = γ−2
(
E1(1, γ) + γ
)
. Due to (2.5) and to the equality
L2E1(L, γ) = E1(1, γL), the function φ is bounded at infinity. For γ near 0 one has, due to (2.3)
and (2.11) and due to the analyticity, E1(1, γ) = −γ+O(γ2), which shows that φ is bounded near
0. As φ is continuous, the result follows. 
2.4. Robin Laplacians in sectors: first properties. The following theorem is a starting point
for our considerations. The results are essentially known for the specialists, in particular, the points
(b) and (c) were discussed in [27], but, to our knowledge, it was never stated explicitly so far. We
prefer to give a complete proof in Appendix B in order to keep the presentation self-contained.
Theorem 2.3. For any α ∈ (0, π) and any γ > 0 the sesquilinear form tγα given by (1.1) is
closed and semibounded from below, hence, the associated operator T γα is self-adjoint in L
2(Uα).
Furthermore,
(a) specess T
γ
α = [−γ2,+∞) for any α ∈ (0, π).
(b) If α ∈ (0, π2 ), then
E1(T
γ
α ) = −
γ2
sin2 α
,
and u(x1, x2) = exp
(− γx1/ sinα) is an associated eigenfunction.
(c) for α ∈ [π2 , π), the discrete spectrum of T γα is empty.
Therefore, the discrete spectrum of T γα is non-empty if and only if α <
π
2 , which will be assumed
in the rest of the paper. Our principal aim is to obtain a more detailed information on the number
of discrete eigenvalues and on their behavior with respect to the angle α.
Remark that the domain Uα is invariant by dilations, hence, the operator T
γ
α is unitarily equiv-
alent to γ2T 1α. Therefore, in what follows we restrict our attention to the operator
Tα := T
1
α.
3. Qualitative spectral properties
Our first objective is to show that the discrete spectrum of Tα is finite. One should remark
that the result is dimension-dependent in the sense that Robin Laplacians on cones may have an
infinite discrete spectrum in higher dimensions, as shown in [7,33]. Later, in section 3.3, we prove
that the eigenvalues of Tα are monotone continuous functions of α.
3.1. Reduction by parity. We start with a decomposition of Tα due to the symmetry of the
sector. Consider the upper half U+α of Uα, U
+
α = Uα ∩ (R× R+), and the unitary map
U : L2(Uα) ∋ u 7→ (g, h) ∈ L2(U+α )⊕ L2(U+α ),
g(x1, x2) :=
u(x1, x2) + u(x1,−x2)√
2
, h(x1, x2) :=
u(x1, x2)− u(x1,−x2)√
2
.
By direct computation, for u ∈ D(tα) one has tα(u, u) = tNα (g, g) + tDα (h, h) with
tNα (g, g) =
∫
U+α
∣∣∣∇g(x1, x2)∣∣∣2dx− ∫
R+
∣∣∣ g ( x2
tanα
, x2
) ∣∣∣2 dx2
sinα
, g ∈ H1(U+α ),
and tDα is given by the same expression but acts on the smaller domain
D(tDα ) = {h ∈ H1(U+α ) : h(·, 0) = 0},
and D(tNα ) = P1UD(tα) and D(tDα ) = P2UD(tα), where Pj : L2(U+α ) ⊕ L2(U+α ) → L2(U+α ) is the
projection onto the jthe component. Hence, if TNα and T
D
α are the self-adjoint operators acting in
L2(U+α ) and associated with t
N
α and t
D
α , respectively, then, by construction, Tα = U∗(TNα ⊕TDα )U ,
and it is sufficient to study separately the spectra of TDα and T
N
α .
Let us show first that
(3.1) inf specTDα ≥ −1.
To see this, consider the half-plane
(3.2) Pα =
{
(x1, x2) ∈ R2, x1 ≥ x2
tanα
}
EIGENVALUES OF ROBIN LAPLACIANS IN INFINITE SECTORS 6
and remark that if one takes u ∈ D(tDα ) and denotes by u˜ its extension by zero to Pα, then
tDα (u, u) = qPα(u˜, u˜),
where
qPα(u, u) =
∫
R
∫ +∞
x2
tanα
∣∣∇u(x1, x2)∣∣2dx− ∫
R
∣∣∣u( x2
tanα
, x2
) ∣∣∣2 dx2
sinα
, D(qPα) = H
1(Pα).
If QPα is the self-adjoint operator associated with qPα and acting in L
2(Pα), then inf specT
D
α ≥
inf specQPα . On the other side, by applying a rotation one sees that QPα is unitarily equivalent to
Q = B1⊗ 1+1⊗L acting in L2(R×R+) ≃ L2(R)⊗L2(R+), where B1 is defined in subsection 2.2
and L is the free Laplacian in L2(R). In particular, specQ = specB1 + specL = [−1,+∞), which
proves (3.1). Therefore, we have
specTα ∩(−∞,−1) = specTNα ∩(−∞,−1).
Furthermore, in view of Theorem 2.3 we have
specess T
N
α ⊂ specess Tα = [−1,+∞),
in particular,
(3.3) specdisc Tα = specdisc T
N
α ∩(−∞,−1),
and the eigenvalue multiplicities are preserved. It also follows that all eigenfunctions of Tα associ-
ated with the discrete eigenvalues are even with respects to x2.
3.2. Finiteness of the discrete spectrum.
Theorem 3.1. The discrete spectrum of Tα is finite for any α ∈ (0, π2 ).
Proof. In view of (3.3), it is sufficient to show that the operator TNα has only a finite number of
eigenvalues in (−∞,−1). During the proof, if A is a self-adjoint operator associated to a semi-
bounded from below sesquilinear form a and λ ∈ R, we denote by N(A, λ) or N(a, λ) the number
of the eigenvalues (counting the multiplicities) of A in (−∞, λ) for specessA ∩ (−∞, λ) = ∅, and
set N(A, λ) = +∞ otherwise. The proof scheme is inspired by [29, Theorem 2.1]. The idea is to
perform a dimensional reduction in order to compare the operator with a one-dimensional one and
to conclude using a Bargmann-type estimate.
We first introduce a decomposition of U+α . Let χ0 and χ1 be smooth real-valued functions
defined on R+ such that
χ0(t) = 1 for 0 < t < 1, χ0(t) = 0 for t > 2, χ
2
0 + χ
2
1 = 1.
For R > 1, to be determined later, consider the functions χ0,R and χ1,R defined on U
+
α by
χj,R(x1, x2) := χj
(x2
R
)
, j = 0, 1,
and the following subdomains of U+α ,
AR = {(x1, x2) ∈ U+α : 0 < x2 < 2R}, BR = {(x1, x2) ∈ U+α : x2 > R},
see Fig 1. We get easily
tNα (u, u) = t
N
α (χ0,Ru, χ0,Ru) + t
N
α (χ1,Ru, χ1,Ru)− ‖u∇χ0,R‖2L2(Uα) − ‖u∇χ1,R‖2L2(Uα),
for all u ∈ D(tNα ), so that
(3.4) tNα (u, u) ≥
∫
AR
(
|∇(uχ0,R)|2 − VR|uχ0,R|2
)
dx−
∫
∂Uα∩∂AR
|uχ0,R|2ds
+
∫
BR
(
|∇(uχ1,R)|2 − VR|uχ1,R|2
)
dx−
∫
∂U+α ∩∂BR
|uχ1,R|2ds,
where
VR(x1, x2) =
∑
j=0,1
∣∣∇χi,R(x1, x2)∣∣2 ≡ 1
R2
∑
j=0,1
∣∣∣χ′i(x2R )∣∣∣2, ‖VR‖∞ ≤ CR2 , C := ‖χ′0‖2∞+‖χ′1‖2∞.
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Figure 1. Covering of U+α by the domains AR (surrounded by the dash line)
and BR (surrounded by the solid line). The support of VR is hatched.
We define the following sesquilinear forms:
qAR(u, u) =
∫
AR
(
|∇u|2 − VR|u|2
)
dx −
∫
∂Uα∩∂AR
|u|2ds,
D(qAR) =
{
u ∈ H1(AR) : u(·, 2R) = 0
}
,
qBR(u, u) =
∫
BR
(
|∇u|2 − VR|u|2
)
dx−
∫
∂U+α ∩∂BR
|u|2ds,
D(qBR) =
{
u ∈ H1(BR) : u(·, R) = 0
}
.
Due to
uχ0 ∈ D(qAR), uχ1 ∈ D(qBR), ‖uχ0‖2L2(AR) + ‖uχ1‖2L2(BR) = ‖u‖2L2(U+α ),
the min-max principle and (3.4) give for for any n ∈ N:
Λn(T
N
α ) ≥ min
G⊂D(tNα )
dim(G)=n
max
u∈G
u6=0
qAR(uχ0, uχ0) + qBR(uχ1, uχ1)
‖uχ0‖2L2(AR) + ‖uχ1‖2L2(Br)
≥ min
G⊂D(qAr⊕qBR )
dim(G)=n
max
(u0,u1)∈G
(u0,u1) 6=(0,0)
qAR(u0, u0) + qBR(u1, u1)
‖u0‖2L2(AR) + ‖u1‖2L2(Br)
= Λn(QAR ⊕QBR),
where QAR and QBR are the self-adjoint operators acting respectively in L
2(AR) and L
2(BR) and
produced by the forms qAR and qBR . Then,
N(TNα ,−1) ≤ N(qAR ,−1) +N(qBR ,−1).(3.5)
Let us first estimate N(qAR ,−1). We consider the following two domains:
A0R =
{
(x1, x2) ∈ AR : 0 < x1 < 2R
tanα
}
, A1R =
{
(x1, x2) ∈ AR : x1 > 2R
tanα
}
,
and the sesquilinear forms
qA0
R
(u, u) =
∫
A0R
(
|∇u|2 − |u|2VR
)
dx−
∫
∂A0R∩∂Uα
|u|2ds, D(qA0
R
) = H1(A0R),
qA1R(u) =
∫
A1
R
(
|∇u|2 − VR|u|2
)
dx, D(qA1R) =
{
u ∈ H1(A1R) : u(·, 2R) = 0
}
.
By the min-max principle we have
N(qAR ,−1) ≤ N(qA0R ,−1) +N(qA1R ,−1).(3.6)
On one hand, the operator QA0
R
associated to qA0
R
has a compact resolvent, which implies
N(QA0R ,−1) < +∞.(3.7)
On the other hand, the operators QA1
R
associated to qA1
R
can be represented as
QA1
R
= TN ⊗ 1 + 1⊗ TDN (2R),
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where TN is the Neumann Laplacian in L
2(2R/ tanα,+∞) and TDN (2R) is the self-adjoint operator
in L2(0, 2R) associated with the sesquilinear form
tDN (u, u) =
∫ 2R
0
(
|u′(t)|2 − VR(t)|u(t)|2
)
dt, u ∈ D(tDN ) =
{
u ∈ H1(0, 2R), u(2R) = 0
}
.
One has inf specTN = 0 and inf specTDN (2R) ≥ −‖VR‖∞. Setting R1 =
√
C and taking R > R1
implies inf specTDN (2R) ≥ −1 and then
N(QA1
R
,−1) = 0 for R > R1,(3.8)
and we conclude by (3.6), (3.7) and (3.8) that N(qAR ,−1) < +∞, for all R > R1.
Now let us estimate N(qBR ,−1) for R > R1. Let us introduce the sesquilinear form
qRPα(u, u) =
∫
Pα
(
|∇u|2 − VR|u|2
)
dx−
∫
R
∣∣∣u( x2
tanα
, x2
)∣∣∣2 dx2
sinα
, D(qRPα) = H
1(Pα),
where Pα is the half-plane given by (3.2), then N(qBR ,−1) ≤ N(qRPα ,−1) by the min-max principle.
If we make an anti-clockwise rotation of angle π2−α of Pα, then we obtain the half-plane R+×R, and
the operator QRPα associated with q
R
Pα
is then unitarily equivalent to the operators QR associated
with the sesquilinear form
qR(u, u) =
∫
R+×R
(
|∇u|2 − V˜R|u|2
)
dx−
∫
R
∣∣u(0, x2)∣∣2dx2, u ∈ D(qR) = H1(R+ × R),
where
V˜R(x1, x2) = VR(x1 sinα+ x2 cosα, x2 sinα− x1 cosα) ≡ vR(x2 sinα− x1 cosα),
vR(t) =
1
R2
∑
j=1,2
∣∣∣χ′i( tR)∣∣∣2
One has, for u ∈ D(qR),
qR(u, u) = q(u, u)−
∫
R+×R
V˜R|u|2dx,
where the operator associated to q is Q = B1 ⊗ 1 + 1⊗L with B1 defined in subsection 2.2 and L
the free Laplacian in L2(R). Let us consider the orthogonal projections Π and P in L2(R+ × R),
Πu(x1, x2) =
√
2e−x1ψ(x2), ψ(x2) =
√
2
∫
R+
u(t, x2)e
−tdt,
Pu = u−Πu.
Remark that Π = π ⊗ 1, where π is the spectral projector of B1 on {−1}. For u ∈ D(qR) there
holds Πu, Pu ∈ D(qR), and
qR(u, u) = qR(Πu,Πu) + qR(Pu, Pu)− 2ℜ
∫
R+×R
V˜RΠuPudx,
as q(Πu, Pu) = 0 by the spectral theorem. Writing
WR(x2) = 2
∫
R+
e−2x1 V˜R(x1, x2)dx1
we have
qR(Πu,Πu) =
∫
R
(
|ψ′(x2)|2 −WR(x2)|ψ(x2)|2
)
dx2 − ‖ψ‖2L2(R).
By the spectral theorem applied to B1, for a.e. x2 ∈ R one has,∫
R+
∣∣∣∂Pu
∂x1
(x1, x2)
∣∣∣2dx1 − ∣∣u(0, x2)∣∣2 ≥ 0,
and, finally,
qR(Pu, Pu) ≥
∫
R
∫
R+
(∣∣∣∂Pu
∂x2
∣∣∣2 − V˜R|Pu|2)dx.
For any ǫ ∈ R+ one can estimate
2
∣∣∣∣∣
∫
R+×R
ΠuPuV˜Rdx
∣∣∣∣∣ ≤ ǫ‖Pu‖2L2(R+×R) + 1ǫ ‖ΠuV˜R‖2L2(R+×R).
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Then, using the equality ‖ψ‖L2(R) = ‖Πu‖L2(R+×R), we get
qR(u, u) ≥
∫
R
(
|ψ′(x2)|2 − ZR(x2)|ψ(x2)|2
)
dx2 − ‖Πu‖2L2(R+×R) −
(
ǫ+
C
R2
)
‖Pu‖2L2(R+×R),
where
ZR(x2) =WR(x2) +
1
ǫ
∫
R+
2e−2x1V˜ 2R(x1, x2)dx1.
We can choose R2 > R1 and ǫ > 0 such that ǫ+ C/R
2
2 ≤ 1, then for R > R2 one arrives at
qR(u, u) ≥
∫
R
(
|ψ′|2 − ZR|ψ|2
)
dx2 − ‖u‖2L2(R+×R).(3.9)
We introduce the sesquilinear form
aR(ψ, ψ) =
∫
R
(∣∣ψ′(x2)∣∣2 − ZR(x2)∣∣ψ(x2)∣∣2)dx2, u ∈ H1(R),
then, by (3.9) and the min-max principle we have
N(qR,−1) ≤ N(aR, 0), R > R2.(3.10)
In order to show that the number of negative eigenvalues of aR is finite, we want to use a Bargmann-
type estimate, see e.g. [40, Eq.(8)]:
N(aR, 0) ≤ 2 +
∫
R
|x2|ZR(x2)dx2.
We can write, using the fact that suppχ′0 ∪ suppχ′1 ⊂ [1, 2],∫
R
|x2|ZR(x2)dx2 =
∫
R+
2e−2x1
(∫ 2R+x1 cosα
sinα
R+x1 cosα
sinα
|x2|
(
V˜R(x1, x2) +
1
ǫ
V˜ 2R(x1, x2)
)
dx2
)
dx1.
Using the boundedness of V˜R we finally get the following upper bound:∫
R
|x2|ZR(x2)dx2 ≤ C
R sin2 α
(
1 +
C
R2ǫ
)∫
R+
e−2x1(R + 2x1 cosα)dx1 < +∞.
Hence, N(aR, 0) < +∞ and (3.10) implies that N(qR,−1) < +∞ for R > R2. By (3.5) we
conclude that N(TNα ,−1) < +∞. 
3.3. Continuity and monotonicity with respect to the angle. Let us discuss first the mono-
tonicity of the Rayleigh quotients of Tα with respect to α.
Proposition 3.2. For any n ∈ N the function (0, π2 ) ∋ α 7→ Λn(Tα) is non-decreasing and
continuous.
Proof. In view of the constructions of subsection 3.1 it is sufficient to show the result for the
Rayleigh quotients Λn(T
N
α ) of T
N
α . We denote by t˜
N
α the sesquilinear form obtained after the
anti-clockwise rotation of angle π2 − α of U+α . Then t˜Nα is unitarily equivalent to tNα and we have
t˜Nα (g, g) =
∫
U˜+α
|∇g|2dx −
∫
R+
|g|2(0, x2)dx2,
for all g ∈ H1(U˜+α ), where U˜+α =
{
(x1, x2) ∈ (R+)2, x1 ≤ x2 tanα
}
. After the scaling t = x2 tanα
and writing g˜(x1, t) = g(x1,
t
tanα ) we have
t˜Nα (g, g) =
∫
U˜+π
4
(|∂x1 g˜(x1, t)|2 + tan2 α|∂tg˜(x1, t)|2) dx1dttanα −
∫
R+
|g˜(0, t)|2 dt
tanα
,
and ‖g‖2
L2(U˜+α )
=
1
tanα
‖g˜‖2
L2(U˜+π
4
)
. Then, we can define
qα(v, v) =
∫
U˜+π
4
(|∂x1v(x1, t)|2 + tan2 α|∂tv(x1, t)|2) dx1dt− ∫
R+
|v(0, t)|2dt,
for v ∈ D(qα) = H1(U˜+π
4
) and Qα the associated operator in L
2(U˜+π
4
). By construction, we have
Λn(Tα) = Λn(Qα) . The dependence of Qα on α only appears through the coefficient (tanα)
2,
which gives the result due to the min-max principle. 
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Let us now obtain a stronger result for the eigenvalues.
Theorem 3.3. Assume that for some n ∋ N and αn ∈ (0, π2 ) the operator Tαn has at least n
discrete eigenvalues, then Tα has at least n discrete eigenvalues for all α < αn, and the function
(0, αn) ∋ α 7→ En(Tα) is strictly increasing.
Proof. If Tαn has at least n discrete eigenvalues, then by the min-max principle one has Λn(Tαn) <
−1, which by Proposition 3.2 implies Λn(Tα) < −1 for all α < αn, hence Λn(Tα) is the nth discrete
eigenvalue of Tα by the min-max principle. The weak monotonicity and continuity also follow from
Proposition 3.2.
Let us show the strict monotonicity of the eigenvalues. Let α1, α2 such that α1 < α2 and
En(Tα2) < −1. We continue using the notation of the proof of Proposition 3.2, then En(Qα2) =
En(Tα2) < −1, and we need to show the strict inequality En(Qα1) < En
(
Qα2). For all ϕ ∈ H1(U˜+π
4
)
one has, with κ = tan2 α2 − tan2 α1 > 0,
qα1(ϕ, ϕ)
‖ϕ‖2
L2(U˜+π
4
)
=
qα2(ϕ, ϕ)
‖ϕ‖2
L2(U˜+π
4
)
− κ
∫
U˜+π
4
|∂tϕ|2dx1dt
‖ϕ‖2
L2(U˜+π
4
)
.(3.11)
Let ϕ1, ..., ϕn be an orthonormal basis in Kn :=
∑n
k=1Ker
(
Qα2 −Ek(Qα2)
)
. On one hand, for all
ϕ ∈ Kn \ {0} we have
qα2(ϕ, ϕ)
‖ϕ‖2
L2(U˜+π
4
)
≤ En(Qα2).
On the other hand, using the min-max principle and (3.11) we have
En(Qα1) ≤ sup
ϕ∈Kn
ϕ 6=0
qα1(ϕ, ϕ)
‖ϕ‖2
L2(U˜+π
4
)
≤ En(Qα2)− κ inf
ϕ∈Kn\{0}
ϕ 6=0
∫
U˜+π
4
|∂tϕ|2dx1dt
‖ϕ‖2
L2(U˜+π
4
)
.
Assume that En(Qα1) = En(Qα2), then the second term on the right-hand side is zero. As the
unit ball of Kn is compact, there must exist ϕ ∈ Kn with ‖ϕ‖ = 1 such that∫
U˜+π
4
|∂tϕ|2dx1dt = 0,
i.e. ∂tϕ(x1, t) = 0. Then ϕ depends on the x1 variable only, but as ϕ ∈ L2(U˜+π
4
) we necessarily
have ϕ = 0, which contradicts the normalization ‖ϕ‖ = 1. 
Another important corollary is as follows:
Corollary 3.4. Assume that for some α1 the operator Tα1 has a unique discrete eigenvalue, then
Tα has a unique discrete eigenvalue for all α ∈
(
α1,
π
2
)
.
A natural candidate for α1 is
π
4 . In fact, the respective operator T π4 admits a separation of
variables and is unitarily equivalent to B1 ⊗ 1 + 1 ⊗ B1 with B1 given in subsection 2.2. Hence,
T π
4
has a unique discrete eigenvalue (−2), which shows
Corollary 3.5. For α ∈ [π4 , π2 ), the operator Tα admits a unique discrete eigenvalue.
In fact, we can obtain a better estimate:
Theorem 3.6. The operator Tα has a unique discrete eigenvalue for α ∈
[
π
6 ,
π
2
)
.
Proof. In view of Corollary 3.4 it is sufficient to consider α = π6 . We continue using the domain U˜
+
α
from the proof of Proposition 3.2. Let QLα be the Laplacian in L
2(U˜+π
6
) with the Robin boundary
condition ∂u/∂ν = u at x1 = 0, the Neumann boundary condition at the line x1 = x2 tanα and
with the Neumann boundary condition at the both sides of the lines x2 = L and x1 = L/
√
3, then
by the min-max principle for any L > 0 and k ∈ N one has the inequality
(3.12) Λk(T π
6
) = Λk(Q π
6
) ≥ Λk(QLπ
6
).
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(a) (b)
Figure 2. (a) Decomposition of U˜+π
6
. The symbols R andN indicate respectively
the Robin and Neumann boundary conditions. (b) The triangle 2LΘ.
Let us argue by contradiction. Assume that Λ2(T π6 ) < −1, then it follows from (3.12) that
(3.13) lim sup
L→+∞
Λ2(Q
L
π
6
) < −1.
Remark that QLπ
6
= A1,L ⊕A2,L ⊕A3,L, where A1,L is the Laplacian in the triangle
ΩL =
{
(x1, x2) : 0 < x1 <
x2√
3
, 0 < x2 < L
}
with the Robin boundary condition at x1 = 0 and with the Neumann boundary condition on the
other two sides, the operator A2,L in the Laplacian in the half-strip ΠL = (0, L/
√
3) × (L,∞)
with the Robin boundary condition at x1 = 0 and with the Neumann boundary condition at the
remaining part of the boundary, and A3,L is the Neumann Lalplacian in U˜
+
π
6
\ΩL ∩ ΠL, see Fig.2(a).
The spectrum of A2,L can be easily estimated using the separation of variables, and then A2,L ≥
−1 + o(1) for L→ +∞. Furthermore, A3,L ≥ 0, and Eq. (3.13) implies
(3.14) lim sup
L→+∞
Λ2(A1,L) < −1.
Remark that each eigenfunction of A1,L can be extended, using the reflections with respect to
the Neumann sides, to an eigenfunction of the Laplacian K2L with the Robin boundary condition
∂u/∂ν = u on the equilateral triangle 2LΘ composed from six copies on ΩL, see Figure 2(b), where
Θ is an equilateral triangle of side length 1.
Therefore, Λ2(A1,L) = Λ2(K2L,s), where K2L,s is the restriction of K2L to the functions which
are invariant under the reflections with respect to the medians and with respect to the rotations by
2π
3 . The eigenvalues ofK2L in the limit L→ +∞ were analyzed in [28, Section 7]. In particular, the
first eigenfunction of K2L has the above-mentioned symmetries, hence, Λ1(K2L) = Λ1(K2L,s). On
the other hand, the second eigenvalue of K2L is double-degenerate, and no associated eigenfunction
has the required symmetries: there is just one eigenfunction, noted T 0,1s in [28, Section 7], which is
even with respect to one of the medians, but it does not possess the other symmetries. Therefore,
Λ2(K2L,s) ≥ Λ4(K2L) for large L. On the other hand, it is shown in [28, Subsection 7.4] that
lim infL→+∞ Λj(K2L) ≥ −1 for j ≥ 4, which contradicts (3.14). This contradiction shows that the
inequality Λ2(T π6 ) ≡ Λ2(Q π6 ) < −1 is not possible, and T π6 has a unique discrete eigenvalue. 
4. Asymptotics of eigenvalues for small angle
The present section is devoted to the study of the discrete spectrum of Tα as α tends to 0.
4.1. First order asymptotics. We are going to show first the following result giving an estimate
for the Rayleigh quotients of Tα:
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Theorem 4.1. There exists α0 ∈ (0, π2 ) and C > 0 such that for all α ∈ (0, α0) and for all n ∈ N
there holds ∣∣∣Λn(Tα) + 1
(2n− 1)2α2
∣∣∣ ≤ C.
Before passing to the proof let us discuss the most important consequences. Recall that
N(Tα,−1) is the number of discrete eigenvalues of Tα, and it is finite in virtue of Theorem 3.1.
Corollary 4.2. There exists κ > 0 such that N(Tα,−1) ≥ κ/α as α is small. In particular,
N(Tα,−1) tends to +∞ as α tends to 0.
Proof. For all α ∈ (0, α0) and any n ∈ N one has
Λn(Tα) ≤ C − 1
(2n− 1)2α2 .
By the min-max principle, the number Λn(Tα) is the nth eigenvalue iff it is strictly less than (−1).
Notice that the right-hand side is smaller than (−1) for all n < nα,
nα :=
1
2
(
1
α
√
1 + C + 1
)
,
and then N(Tα,−1) is not smaller than the integer part of nα − 1. 
Another obvious corollary is
Corollary 4.3. For any n ∈ N there holds
En(Tα) = − 1
(2n− 1)2α2 +O(1) as α tends to 0.
In Theorem 4.16 below we show a stronger result that En(Tα) admits a full asymptotic expan-
sions in powers of α2.
4.1.1. Model one-dimensional operator. The main idea of the proof is to compare the operator Tα
with some one-dimensional operator. Namely, for a > 0 consider the following operator acting in
L2(R+):
(Hav)(r) =
(
− d
2
dr2
− 1
4r2
− 1
ar
)
v(r), v ∈ C∞c (R+)
and ha be the associated sesquilinear form,
ha(v, v) = 〈v,Hav〉L2(R+) =
∫ ∞
0
(
|v′|2 − |v|
2
4r2
− |v|
2
ar
)
dr, v ∈ C∞c (R+).
Denote by H∞a the Friedrichs extension of Ha. It is known (see Appendix C) that its essential
spectrum equals [0,+∞) and that the discrete spectrum consists of the simple negative eigenvalues
En(a) := En(H∞a ) = −
1
(2n− 1)2a2 , n ∈ N,
while the respective eigenfunctions ψn are
ψn(r) =
√
re−
r
(2n−1)aLn−1
( 2r
(2n− 1)a
)
with Lm being the Laguerre polynomials.
4.1.2. Polar coordinates. Denote Vα = (0,+∞) × (−α, α) and define a unitary operator
U : L2(Uα, dx1dx2)→ L2(Vα, drdθ),
Uu(r, θ) = r 12u(r cos θ, r sin θ).
In order to use the min-max principle for the Robin Laplacians we need the following density
result, which is quite standard (see Appendix A for the proof):
Lemma 4.4. The set
F =
{
u ∈ C∞(Uα) : there exist R1, R2 > 0 such that u = 0 for |x| < R1 and for |x| > R2
}
is dense in H1(Uα).
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We have then
U(F) = G := {v ∈ C∞(Vα) : ∃R1, R2 > 0 such that u(r, θ) = 0 for r < R1 and for r > R2}.
We define the new sesquilinear form qα(v, v) := tα(U∗v,U∗v),
qα(v, v) =
∫
Vα
(
|vr|2 − 1
4
|v|2
r2
+
|vθ|2
r2
)
drdθ −
∫
R+
( |v(r, α)|2
r
+
|v(r,−α)|2
r
)
dr, v ∈ G,
defined initially on G. As the set F is dense in the form domain of Tα, the operator Qα corre-
sponding to the closure of qα writes as Qα = UTαU∗, and Λn(Tα) = Λn(Qα) for all n ∈ N.
Recall that the numbers Ej(a, b) are defined in subsection 2.3. The next proposition is a direct
application of the min-max principle.
Proposition 4.5. For all v ∈ G we have
qα(v, v) ≥
∫
Vα
(
|vr|2 − 1
4
|v|2
r2
+
E1(1, rα)
(rα)2
|v|2
)
drdθ.
Proof. Let v ∈ G, then
qα(v, v) =
∫
Vα
|vr|2 − 1
4
|v|2
r2
drdθ +
∫
R+
1
r2
(∫ α
−α
|vθ|2dθ − r|v(r, α)|2 − r|v(r,−α)|2
)
dr.
We recognize in the bracket the sesquilinear form associated to the Robin Laplacian Bα,r defined
in subsection 2.3. As v ∈ G, we have θ 7→ v(·, θ) ∈ C∞(−α, α) ⊂ D(bα,r). Then we can apply the
min-max principle to obtain
qα(v, v) ≥
∫
Vα
(
|vr|2 − 1
4
|v|2
r2
)
drdθ +
∫
R+
(
E1(α, r)
r2
∫ α
−α
|v|2dθ
)
dr.
The conclusion is due to the equality (2.2). 
4.1.3. Upper bound of Theorem 4.1. The operator Bα,r defined in subsection 2.3 will play a special
role. Recall that E1(α, r) < 0, and the associated normalized eigenfunction is
Φ˜α(r, θ) = Cα(r)Φα(r, θ) = Cα(r) cosh
(m(rα)θ
α
)
for θ ∈ (−α, α).
In this section, we will omit the lower indice and denote
Φ(r, θ) := Φα(r, θ), C(r) := Cα(r) and Φ˜(r, θ) := C(r)Φ(r, θ).
Define two orthogonal projections Π and P in L2(Vα) by
(4.1)
Πv(r, θ) := f(r)Φ˜(r, θ), f(r) :=
∫ α
−α
v(r, θ)Φ˜(r, θ)dθ,
Pv(r, θ) := v(r, θ)−Πv(r, θ).
During the proof, the functions v and f will always be related by (4.1).
Proposition 4.6. For all v ∈ G we have Πv ∈ G, and
qα(Πv,Πv) =
∫
R+
|f ′(r)|2 +
(
Kα(r) − 1
4r2
+
E1(1, αr)
(αr)2
)
|f(r)|2dr,
where Kα(r) :=
∫ α
−α
∣∣∂rΦ˜(r, θ)∣∣2dθ.
Proof. Let v ∈ G, then f ∈ C∞c (R+). As Φ˜ is smooth, one has Πv = f Φ˜ ∈ G. Moreover,
∂rΠv(r, θ) = f
′(r)Φ˜(r, θ) + f(r)∂rΦ˜(r, θ),(4.2)
∂θΠv(r, θ) = f(r)∂θΦ˜(r, θ).
The evaluation of qα on Πv gives
qα(Πv,Πv) =
∫
Vα
(
|∂rΠv(r, θ)|2 + |∂θΠv(r, θ)|
2
r2
− |Πv(r, θ)|
2
4r2
)
dθdr
−
∫
R+
( |Πv(r, α)|2
r
+
|Πv(r,−α)|2
r
)
dr.
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By (4.2),∫
Vα
|∂rΠv(r, θ)|2dθdr =
∫
Vα
(
|f ′(r)Φ˜(r, θ)|2 + |f(r)∂rΦ˜(r, θ)|2 + 2f ′(r)f(r)Φ˜(r, θ)∂rΦ˜(r, θ)
)
dθdr.
For all r ∈ R+,
∫ α
−α
|Φ˜(r, θ)|2dθ = 1, then
∂r
(∫ α
−α
|Φ˜(r, θ)|2dθ
)
= 2
∫ α
−α
Φ˜(r, θ)∂rΦ˜(r, θ)dθ = 0.
Applying Fubini’s theorem we obtain
qα(Πv,Πv) =
∫
R+
(
|f ′(r)|2 +Kα(r)|f(r)|2 − |f(r)|
2
4r2
)
dr
+
∫
R+
|f(r)|2
r2
{∫ α
−α
|∂θΦ˜(r, θ)|2dθ − r
(
|Φ˜(r, α)|2 + |Φ˜(r,−α)|2
)}
dr,
and the expression in the curly brackets equals E1(α, r) due to the choice of Φ˜. Then,
qα(Πv,Πv) =
∫
R+
(
|f ′(r)|2 +
(
Kα(r) − 1
4r2
+
E1(α, r)
r2
)
|f(r)|2
)
dr.
To finish the proof we use (2.2). 
In order to obtain an upper bound for the form qα we need to study the quantity Kα.
Lemma 4.7. There exists A > 0 such that for all r > 0 and α ∈ (0, π2 ) we have Kα(r) ≤ Aα2.
Proof. We first notice that Kα is continuous on R+. In addition,
Kα(r) =
∫ α
−α
|C′(r)Φ(r, θ)|2dθ +
∫ α
−α
|C(r)∂rΦ(r, θ)|2dθ + 2
∫ α
−α
C′(r)C(r)Φ(r, θ)∂rΦ(r, θ)dθ
≤ 2
∫ α
−α
|C′(r)Φ(r, θ)|2dθ + 2
∫ α
−α
|C(r)∂rΦ(r, θ)|2dθ
:= 2T1 + 2T2.
Then,
T1 =
∣∣∣∣C′(r)C(r)
∣∣∣∣2 = α2|m′(rα)|2
(
sinh
(
2m(rα)
)
2m(rα)
+ 1
)−2(
cosh
(
2m(rα)
)
2m(rα)
− sinh
(
2m(rα)
)
(2m(rα))2
)
.
We also give an upper bound for the second term T2:
T2 ≤ |C(r)|2|m′(rα)|2α2
∫ α
−α
sinh2
(
m(rα)
θ
α
)
dθ = |C(r)|2|m′(rα)|2α3
(
sinh
(
2m(rα)
)
2m(rα)
− 1
)
.
Finally, we arrive at Kα(r) ≤ 2α2F (rα) with
F (rα) = |m′(rα)|2
(
sinh
(
2m(rα)
)
2m(rα)
+ 1
)−2(
cosh
(
2m(rα)
)
2m(rα)
− sinh
(
2m(rα)
)
(2m(rα))2
)2
+ |m′(rα)|2
( sinh (2m(rα))
2m(rα)
+ 1
)−1( sinh (2m(rα))
2m(rα)
− 1
)
.
In order to conclude it is sufficient to show that F is bounded on R+. As the function F is
continuous, we only have to prove that it admits finite limits in 0 and +∞. Let x = rα. The
function x 7→ m(x) is C1(R+) with m(0) = 0, m(x) ∼ x for x→ +∞, and
m′(x) = − ∂xE1(1, x)
2
√−E1(1, x) .
Furthermore, we have by (2.10)
∂xE1(1, x) = −2 cosh
2m(x)
sinh
(
2m(x)
)
2m(x)
+ 1
.
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Then we can write F (x) = G(x) +H(x), where
G(x) =
cosh4
(
m(x)
)
m2(x)
(
sinh
(
2m(x)
)
2m(x)
+ 1
)−4(
cosh
(
2m(x)
)
2m(x)
− sinh
(
2m(x)
)
(2m(x))2
)2
,
H(x) =
cosh4
(
m(x)
)
m2(x)
sinh
(
2m(x)
)
2m(x)
− 1(sinh (2m(x))
2m(x)
+ 1
)3 .
After a direction computation using the behavior of m as x→ 0 and x→ +∞ we get
G(x)→ 4
9
as x→ 0, H(x)→ 1
12
as x→ 0,
G(x)→ 4 as x→ +∞, H(x)→ 1
4
as x→ +∞.
Then F admits finite limits too, which concludes the proof. 
Corollary 4.8. For all v ∈ G and for all α ∈ (0, π2 ),
qα(Πv,Πv) ≤
∫
R+
(∣∣f ′(r)∣∣2 + (− 1
4r2
+
E1(1, rα)
(rα)2
)∣∣f(r)∣∣2) dr + α2A‖Πv‖2L2(Vα).
The next proposition gives an upper bound for the Rayleigh quotients.
Proposition 4.9. There exist M > 0 and α0 > 0 such that Λn(Tα) ≤ En(α) +M for all n ∈ N
and all α ∈ (0, α0).
Proof. By Proposition 2.2 and Corollary 4.8, for all v ∈ G there holds
qα(Πv,Πv) ≤
∫
R+
(∣∣f ′(r)∣∣2 − 1
4r2
∣∣f(r)∣∣2 − 1
αr
∣∣f(r)∣∣2) dr + ‖φ‖∞‖f‖2L2(R+) + α2A‖Πv‖2L2(Vα).
Let M = ‖φ‖∞ + α2A, then,
(4.3) qα(Πv,Πv) ≤
∫
R+
(
|f ′(r)|2 − 1
4r2
|f(r)|2 − 1
αr
|f(r)|2
)
dr +M‖Πv‖2L2(Vα).
Let n ∈ N and G ⊂ C∞c (R+) such that dimG = n. Denote G˜ = {v = gΦ˜ : g ∈ G}, then G˜ ⊂ G
and dim G˜ = n. By (4.3) we obtain
sup
v∈G˜
v 6=0
qα(v, v)
‖v‖2L2(Vα)
≤ sup
g∈G
g 6=0
ha(g, g)
‖g‖2L2(R+)
+M,
and by min-max principle,
Λn(Tα) ≤ inf
G⊂C∞c (R+)
dimG=n
sup
v∈G˜
v 6=0
qα(v, v)
‖v‖2 .
Recall that C∞c (R+) is dense in Q(H
∞
α ) as H
∞
α is the Friedrichs extension of Ha (see subsection
4.1.1), hence,
inf
G⊂C∞c (R+)
dimG=n
sup
g∈G
g 6=0
ha(g, g)
‖g‖2 = En(α),
which concludes the proof. 
4.1.4. Lower bound of Theorem 4.1. Here we will still use the orthogonal projections Π and P
defined in (4.1). We recall that for v ∈ G we have Πv = f Φ˜ ∈ G, Pv = v − Πv ∈ G, and
‖Πv‖L2(Vα) = ‖f‖L2(R+).
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Proposition 4.10. For all v ∈ G and for all α ∈ (0, π2 ),
qα(v, v) ≥
∫
R+
((
1− α2 r
r + 1
)
|f ′(r)|2 +
(E1(1, αr)
(αr)2
− 1
4r2
)
|f(r)|2
)
dr
+
∫
Vα
(
(1− α)|∂rPv(r, θ)|2 +
(E2(1, αr)
(αr)2
− 1
4r2
−Ar + 1
r
)
|Pv(r, θ)|2
)
dθdr
− αA‖Πv‖2L2(Vα),
with the constant A from Lemma 4.7.
Proof. Let v ∈ G, then
(4.4) qα(v, v) = qα(Πv,Πv) + qα(Pv, Pv) + 2ℜqα(Πv, Pv).
The first term is known thanks to proposition 4.6. Then we have
qα(Pv, Pv) =
∫
Vα
|∂rPv(r, θ)|2 − |Pv(r, θ)|
2
4r2
drdθ
+
∫
R+
1
r2
(∫ α
−α
|∂θPv(r, θ)|2dθ − r|Pv(r, α)|2 − r|Pv(r,−α)|2
)
dr.
Applying the spectral theorem to the operator Bα,r we obtain∫ α
−α
|∂θPv(r, θ)|2dθ − r|Pv(r, α)|2 − r|Pv(r,−α)|2 ≥ E2(α, r)‖Pv‖2L2(−α,α), r > 0.
Using the equality E2(α, r) = α
−2E2(1, rα) we finally get
(4.5) qα(Pv, Pv) ≥
∫
Vα
(
|∂rPv(r, θ)|2 +
(
E2(1, rα)
(rα)2
− 1
4r2
)
|Pv(r, θ)|2dθ
)
dr.
To estimate the last term in (4.4) we write
(4.6) qα(Πv, Pv) =
∫
Vα
(
(∂rΠv)(∂rPv)− ΠvPv
4r2
)
dθdr
+
∫
R+
( 1
r2
∫ α
−α
(∂θΠv)(∂θPv)dθ − r
(
Πv(r, α)Pv(r, α) + Πv(r,−α)Pv(r,−α)))dr.
The functions Πv and Pv are orthogonal with respect to the scalar product of L2(−α, α),∫ α
−α
ΠvPvdθ = 0,
and with respect to the form bα,r, i.e.∫ α
−α
(∂θΠv)(∂θPv)dθ − r
(
Πv(r, α)Pv(r, α) + Πv(r,−α)Pv(r,−α)
)
= 0.
Then (4.6) becomes
(4.7)
qα(Πv, Pv) =
∫
Vα
(∂rΠv)(∂rPv)dθdr
=
∫
Vα
(
f ′(r)Φ˜(r, θ) + f(r)∂rΦ˜(r, θ)
)
∂rPv(r, θ)dθdr.
In addition,
∫ α
−α
Pv(r, θ)Φ˜(r, θ)dθ = 0, and the derivative in r gives∫ α
−α
(∂rPv(r, θ)) Φ˜(r, θ)dθ = −
∫ α
−α
Pv(r, θ)∂rΦ˜(r, θ)dθ.
The substitution into (4.7) gives:
(4.8) qα(Πv, Pv) =
∫
Vα
f(r)
(
∂rΦ˜(r, θ)
)
(∂rPv(r, θ)) drdθ −
∫
Vα
f ′(r)
(
∂rΦ˜(r, θ)
)
Pv(r, θ)drdθ.
EIGENVALUES OF ROBIN LAPLACIANS IN INFINITE SECTORS 17
To get a lower bound, we notice that∣∣∣∣∫
Vα
f(r)∂rΦ˜(r, θ)∂rPv(r, θ)drdθ
∣∣∣∣ ≤ 12α
∫
Vα
|f(r)|2|∂rΦ˜(r, θ)|2drdθ + α
2
∫
Vα
|∂rPv(r, θ)|2drdθ,
and using lemma 4.7 we obtain
(4.9)
∣∣∣∣∫
Vα
f(r)∂rΦ˜(r, θ)∂rPv(r, θ)drdθ
∣∣∣∣ ≤ αA2
∫
R+
|f(r)|2dr + α
2
∫
Vα
|∂rPv(r, θ)|2drdθ.
Furthermore for any ǫ(r) > 0 we have∣∣∣∣∫
Vα
f ′(r)Pv(r, θ)∂rΦ˜(r, θ)drdθ
∣∣∣∣
≤ 1
2
∫
Vα
1
ǫ(r)
|Pv(r, θ)|2drdθ + 1
2
∫
Vα
ǫ(r)|f ′(r)|2|∂rΦ˜(r, θ)|2drdθ,
and using again Lemma 4.7 and ǫ(r) =
r
A(r + 1)
we get
(4.10)
∣∣∣∣∫
Vα
f ′(r)Pv(r, θ)∂rΦ˜(r, θ)drdθ
∣∣∣∣
≤ 1
2
∫
Vα
A(r + 1)
r
|Pv(r, θ)|2drdθ + α
2
2
∫
R+
r
r + 1
|f ′(r)|2dr.
The substitution of (4.9) and (4.10) into (4.8) gives us the lower bound for the cross-term. Com-
bining it with (4.5) finally gives us the following lower bound for qα:
qα(v, v) ≥
∫
R+
(
(1− α2 r
r + 1
)|f ′(r)|2 +
(
Kα(r) +
E1(1, αr)
(αr)2
− 1
4r2
)
|f(r)|2
)
dr
+
∫
Vα
(
(1− α)|∂rPv(r, θ)|2 +
(
E2(1, αr)
(αr)2
− 1
4r2
−Ar + 1
r
)
|Pv(r, θ)|2
)
dθdr
− αA‖f‖2L2(0,+∞).
We notice that Kα is positive, which concludes the proof. 
The next proposition gives us a lower bound of qα in terms of the one-dimensional operator H
∞
a
defined in subsection 4.1.1.
Proposition 4.11. There exists K ∈ R+ such that for all α ∈ (0, 1) and for all v ∈ G,
qα(v, v) ≥ (1 − α2)
∫
R+
[
|f ′(r)|2 −
(
1
4r2
+
1
rα(1 − α2)
)
|f(r)|2
]
dr −K‖v‖2L2(Vα).
In order to prove Proposition 4.11, we will need some preliminary constructions. Let us introduce
a new sesquilinear form,
a1(u, u) =
∫
Vα
(1 − α)
(
|∂ru(r, θ)|2 +W (r, α)|u(r, θ)|2
)
drdθ, u ∈ G,
where
W (r, α) =
E2(1, rα)
(rα)2
− 1
4r2
−Ar + 1
r
.
Lemma 4.12. There exists C1 ∈ R+ such that, for all α ∈ (0, 1) and for all u ∈ D(a1),
a1(u, u) ≥ −C1‖u‖2L2(Vα).
Proof. It is sufficient to check that, for all α ∈ (0, 1), the potential r 7→ W (r, α) is uniformly
semi-bounded from below on R+. Notice that
(4.11) inf
r∈R+
W (r, α) = inf
r∈R+
W
( r
α
, α
)
= inf
x∈R+
E2(1, x)
x2
− α
2
4x2
−Ax + α
x
≥ inf
x∈R+
h(x)−A,
with
h(x) :=
E2(1, x)
x2
− 1
4x2
− A
x
.
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Clearly, h is continuous on R+. In addition, by (2.6) we have h(x)→ −1 as x→ +∞. Furthermore,
E2(1, 0) =
π2
4 by (2.4). Hence, h(x) ∼ π
2−1
4x2 → +∞ as x→ 0, and we can conclude that h admits a
finite lower bound on R+. Then, by (4.11), there exists C1 ∈ R+ such that infr∈R+ W (r, α) ≥ −C1
for all α ∈ (0, 1). 
Introduce another sesquilinear form,
a2(u, u) =
∫
R+
[(
1− α2 r
r + 1
)
|u′(r)|2 +
(
E1(1, rα)
(rα)2
− 1
4r2
)
|u(r)|2
]
dr, u ∈ C∞c (R+).
Lemma 4.13. There exists C2 ∈ R+ such that for all α ∈ (0, 1) and for all u ∈ D(a2),
a2(u, u) ≥ (1− α2)
∫
R+
[
|u′(r)|2 +
(
− 1
4r2
− 1
rα(1 − α2)
)
|u(r)|2
]
dr − C2‖u‖2L2(R+).
Proof. Using the function φ from Proposition 2.2 we can write, for all u ∈ D(a2),
a2(u, u) ≥
∫
R+
[
(1− α2 r
r + 1
)|u′(r)|2 +
(
− 1
4r2
− 1
rα
)
|u(r)|2
]
dr − ‖φ‖∞‖u‖2L2(R+).
We want to study the right hand side of this inequality. To do that we separate the integral in two
parts: a first integral on (0, 1) and a second one on (1,+∞).
On one hand, we notice that∫ 1
0
r
r + 1
|u′(r)|2dr ≤
∫ 1
0
|u′(r)|2rdr.
And, by an improved Hardy type inequality from [6, Lemma A.1], as u ∈ C∞c (R+),
(4.12)
∫ 1
0
(
|u′(r)|2 − |u(r)|
2
4r2
)
dr ≥
∫ 1
0
(
|u′(r)|2 + |u(r)|
2
4r2
)
rdr.
Then we have ∫ 1
0
|u′(r)|2rdr ≤
∫ 1
0
[
|u′(r)|2 −
(
1
4r2
+
1
4r
)
|u(r)|2
]
dr,
and we can write∫ 1
0
[(
1− α2 r
r + 1
)
|u′(r)|2 +
(
− 1
4r2
− 1
rα
)
|u(r)|2
]
dr
≥ (1− α2)
∫ 1
0
|u′(r)|2dr + α2
∫ 1
0
(
1
4r2
+
1
4r
)
|u(r)|2dr +
∫ 1
0
(
− 1
4r2
− 1
rα
)
|u(r)|2dr.
Finally,
(4.13)
∫ 1
0
[(
1− α2 r
r + 1
)
|u′(r)|2 +
(
− 1
4r2
− 1
rα
)
|u(r)|2
]
dr
≥ (1− α2)
∫ 1
0
[
|u′(r)|2 −
(
1
4r2
+
1
α(1 − α2)r
)
|u(r)|2
]
dr.
On the other side, the integrals on (1,+∞) can be estimated by∫ +∞
1
[(
1− α2 r
r + 1
)
|u′(r)|2 −
(
1
4r2
+
1
rα
)
|u(r)|2
]
dr
≥ (1− α2)
∫ +∞
1
[
|u′(r)|2 −
(
1
4r2(1− α2) +
1
rα(1 − α2)
)
|u(r)|2
]
dr.
Using
1
4r2(1− α2) =
1
4r2
+
α2
4r2(1− α2)
we obtain
(4.14)
∫ +∞
1
[(
1− α2 r
r + 1
)
|u′(r)|2 −
(
1
4r2
+
1
rα
)
|u(r)|2
]
dr
≥ (1− α2)
∫ +∞
1
[
|u′(r)|2 −
(
1
4r2
+
1
rα(1 − α2)
)
|u(r)|2
]
dr − α
2
4
‖u‖2L2(R+).
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Putting (4.13) and (4.14) together we obtain the result whith C2 = ‖φ‖∞ + α
2
4
. 
Proof of Proposition 4.11. Let v ∈ G, then f ∈ D(a2) and Pv ∈ D(a1), and, by Proposition 4.10,
qα(v, v) ≥ a2(f, f) + a1(Pv, Pv)− αA‖Πv‖2L2(Vα).
We can conclude thanks to Lemmas 4.12 and 4.13 and by writing K = max(A+ C2, C1). 
Proposition 4.14. There exist α0 > 0 and M0 > 0 such that, for all α ∈ (0, α0) and for all
n ∈ N,
Λn(Tα) ≥ En(α)−M0.
The proof is again based on the use of the min-max principle, and we need a preliminary
assertion.
Lemma 4.15. We define, for all (g, ϕ) ∈ C∞c (R+)× G, the sesquilinear form
hdiag
(
(g, ϕ), (g, ϕ)
)
=
∫ +∞
0
[
|g′(r)|2 −
(
1
4r2
+
1
rα(1 − α2)
)
|g(r)|2
]
dr,
and let Hdiag be the self-adjoint operator associated with its closure in L2(R+) × L2(Vα). Then
Λn(H
diag) ≥ En
(
α(1 − α2)) for all n ∈ N.
Proof. Let n ∈ N. By the min-max principle,
Λn(H
diag) = inf
G⊂C∞c (R+)×G
dim(G)=n
sup
(g,ϕ)∈G
(g,ϕ) 6=(0,0)
hdiag ((g, ϕ), (g, ϕ))
‖g‖2L2(R+) + ‖ϕ‖2L2(R2)
.
Moreover, thanks again to the min-max principle, we also have:
En
(
α(1− α2)) = inf
G⊂C∞c (R+)
dim(G)=n
sup
g∈G
g 6=0
〈g,H∞α(1−α2)g〉
‖g‖2L2(R+)
= inf
G⊂C∞c (R+)×{0}
dim(G)=n
sup
(g,0)∈G
g 6=0
hdiag ((g, 0), (g, 0))
‖g‖2L2(R+)
≥ Λn(Hdiag),
whereH∞α(1−α2) is the Friedrichs extension ofHα(1−α2) defined in Appendix C. As En
(
α(1−α2)) < 0
for all n ∈ N, one has Λn(Hdiag) < 0, and
Λn(H
diag) = inf
G⊂C∞c (R+)×G
dim(G)=n
hdiag|G <0
sup
(g,ϕ)∈G
(g,ϕ) 6=(0,0)
hdiag ((g, ϕ), (g, ϕ))
‖g‖2L2(R+) + ‖ϕ‖2L2(R2)
≥ inf
G⊂C∞c (R+)×G
dim(G)=n
hdiag|G <0
sup
(g,ϕ)∈G
(g,ϕ) 6=(0,0)
hdiag ((g, 0), (g, 0))
‖g‖2L2(R+)
.
On the other hand,
inf
G⊂C∞c (R+)×G
dim(G)=n
hdiag|G <0
sup
(g,ϕ)∈G
(g,ϕ) 6=(0,0)
hdiag ((g, 0), (g, 0))
‖g‖2L2(R+)
= inf
G⊂C∞c (R+)
dim(G)=n
hdiag|G <0
sup
g∈G
g 6=0
〈g,H∞α(1−α2)g〉
‖g‖2L2(R+)
= En
(
α(1− α2)) ,
namely Λn(H
diag) = En
(
α(1− α2)). 
We are now able to give the proof of the lower bound of the eigenvalues.
Proof of Proposition 4.14. Let n ∈ N. By Proposition 4.11 and the min-max principle we have
Λn(Tα) ≥ (1− α2) inf
G⊂G
dim(G)=n
sup
v∈G
v 6=0
hdiag ((f, Pv), (f, Pv))
‖f‖2L2(R+) + ‖Pv‖2L2(Uα)
−K.
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Consider the map J : G ∋ v 7→ (f, Pv) ∈ C∞c (R+)×G, where f and Pv are defined in (4.1). Then,
Λn(Tα) ≥ (1− α2) inf
G′⊂J (G)
dim(G′)=n
sup
(g,ϕ)∈G′
(g,ϕ) 6=(0,0)
hdiag ((g, ϕ), (g, ϕ))
‖g‖2L2(R+) + ‖ϕ‖2L2(Vα)
−K
≥ (1− α2) inf
G′⊂C∞c (R+)×G
dim(G′)=n
sup
(g,ϕ)∈G′
(g,ϕ) 6=(0,0)
hdiag ((g, ϕ), (g, ϕ))
‖g‖2L2(R+) + ‖ϕ‖2L2(Vα)
−K
≥ (1− α2)En
(
α(1 − α2))−K,
thanks to Lemma 4.15. As
(1 − α2)En
(
α(1− α2)) = − 1
α2(2n− 1)2 −
1
(2n− 1)2(1− α2) ,
we can estimate
(1 − α2)En
(
α(1− α2)) ≥ En(α)− 1
1− α2 −K. 
Now we are able to finish the proof of Theorem 4.1. Thanks to proposition 4.9 and 4.14, there
exist α0 ∈ (0, 1), M ∈ R and m ∈ R such that, for all α ∈ (0, α0) and for all n ∈ N one has
En(α) +m ≤ Λn(Tα) ≤ En(α) +M . Taking C = max(M, |m|) we arrive at the result.
4.2. Complete asymptotic expansion for eigenvalues. Theorem 4.1 and Corollary 4.3 give a
first order asymptotics for the eigenvalues. In particular, it follows that each discrete eigenvalue is
simple as the angle is small. This can be used to apply the standard perturbation theory to obtain
a full asymptotic expansion.
Theorem 4.16. For any n ∈ N there exist λj,n ∈ R, j ∈ N∪{0}, such that for any N ∈ N one
has the asymptotics
En(Tα) =
1
α2
N∑
j=0
λj,nα
2j +O(α2N ) as α→ 0,
and λ0,n = − 1
(2n− 1)2 .
Proof. Let us consider the operator Qα acting on L
2(Vα) and defined in Section 4.1.2:
Qαv = −∂2rv −
1
4r2
− 1
r2
∂2θv, ±
1
r
∂θv(r,±α) = v(r,±α).
Using the scaling, θ = αη, r = αt, one shows that Qα is unitarily equivalent to α
−2Lα, where Lα
acts in L2(V1) by
Lαv := −∂2t v −
v
4t2
− 1
α2t2
∂2ηv, ±∂ηv(t,±1) = α2tv(t,±1),
and is associated with the sesquilinear form
ℓα(u, v) =
∫
V1
(
utvt − uv
4t2
+
uηvη
α2t2
)
dt dη −
∫
R+
u(t, 1)v(t, 1) + u(t,−1)v(t,−1)
t
dt.
For the eigenvalues one has En(Tα) = α
−2En(Lα), n ∈ N, and we prefer to work with Lα in what
follows. Remark that, in view of Theorem 2.3, for any γ > 0 one has∫
R+
∣∣v(t, 1)∣∣2 + ∣∣v(t,−1)∣∣2
t
dt
≤ 1
γ
∫
V1
(
|vt|2 − |v|
2
4t2
+
|vη|2
α2t2
)
dt dη +
γα2
sin2 α
∫
V1
|v|2dt dη, v ∈ D(ℓα).
In particular, there exists b0 > 0 and b > 0 such that for small α there holds
(4.15)
∫
R+
∣∣v(t, 1)∣∣2 + ∣∣v(t,−1)∣∣2
t
dt ≤ b0
(
ℓα(v, v) + b‖v‖2L2(V1)
)
, v ∈ D(ℓα).
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Introduce the following differential expressions
L−1 := − 1
t2
∂2η , L0 := −∂2t −
1
4t2
,
then Lαu = L0u + α−2L−1u. We look for a formal approximate eigenpair (Eα, ϕα) of Lα of the
form
Eα ∼
α→0
∑
j≥0
λjα
2j , ϕα ∼
α→0
∑
j≥0
ujα
2j ,
satisfying in the sense of formal series the following eigenvalue problem
Lαϕα ∼
α→0
Eαϕα, ±∂ηϕα(t,±1) ∼
α→0
α2tϕα(t,±1).
By collecting the terms according to the powers of α, one arrives at an infinite system of partial
differential equations.
To determine (λ0, u0) we collect the terms containing α
−2, then we have to solve
L−1u0 = 0, ±∂ηu0(t,±1) = 0.
As a consequence, u0 only depends on t. Collecting the terms corresponding to α
0 we get
L0u0 + L−1u1 = λ0u0,(4.16)
±∂ηu1(t,±1) = tu0(t,±1).(4.17)
Let us denote by LN−1 the operator acting as L−1 on L2(V1) whose domain is
D(LN−1) = {u ∈ L2(V1), LN−1u ∈ L2(V1), ±∂ηu(t,±1) = 0}.
We already know that u0 ∈ Ker(LN−1) and we notice that the orthogonal projections on Ker(LN−1)
and the differential expression L0 commute. Thus we can integrate (4.16) on (−1, 1) and obtain
−2L0u0 − 1
t2
∫ 1
−1
∂2ηu1dη = 2λ0u0.(4.18)
Using the boundary condition (4.17), the equality (4.18) becomes
−∂2t u0 −
1
4t2
u0 − 1
t
u0 = λ0u0.
Here, we recognize a one-dimensional differential operator H∞1 defined in section 4.1.1. Hence, we
are lead to choose
λ0 = − 1
(2n− 1)2 ,
where n ∈ N is fixed for the rest of the proof, and u0 is the associated normalized eigenfunction,
see Appendix C. We then can get an expression for u1 rewritting (4.16) as
L−1u1 = −1
t
u0.
Integrating it two times in η and using the boundary condition (4.17) we obtain
u1(t, η) =
u0(t)
2
tη2 + C1(t),
where C1 has to be determined in the next step. Notice that the function t 7→ tu0(t) belongs to
L2(R+) as u0 decays exponentially, see Appendix C.
We now can give the proof of the existence of the further terms. Let k ∈ N and suppose that
(λ1, ..., λk−1) and (u1, ..., uk−1) are known and satisfy
ul =
l∑
i=1
f il (u0(t), t)η
2i + Cl(t) ∈ L2(V1), l = 1, ..., k − 1, Cl ∈ Ker
(L0 − 1
t
− λ0
)⊥
,
and the functions t 7→ Cl(t) and t 7→ f il (u0(t), t) decay exponentially, for all i ≤ l and l ≤ k−1. We
want to determine (λk, uk). We first use the equation obtained by collecting the terms in α
2k−2,
i.e.
L−1uk + L0uk−1 =
∑
i+j=k−1
λjui,(4.19)
±∂ηuk(t,±1) = tuk−1(t,±1).(4.20)
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Using (4.19) and the hypotheses we have
L−1uk =
∑
i+j=k−1
i6=0
λj
(
i∑
m=1
fmi (u0(t), t)η
2m + Ci(t)
)
+ λk−1u0(t)
−
k−1∑
m=1
(L0fmk−1(u0(t), t)) η2m − L0Ck−1(t).
We integrate it two times in η and we use the boundary condition (4.20) to cancel the term
corresponding to η, then there exists t 7→ C˜k(t) such that
(4.21) uk(t) = −t2
( ∑
i+j=k−1
i6=0
λj
( i∑
m=1
fmi (u0(t), t)
) η2m+2
(2m+ 1)(2m+ 2)
−
k−1∑
m=1
(
L0fmk−1(u0(t), t)
) η2m+2
(2m+ 1)(2m+ 2)
+
( ∑
i+j=k−1
i6=0
λjCi(t)− L0Ck−1(t) + λk−1u0(t)
)η2
2
+ C˜k(t)
)
.
We set
fmk (x, t) := −
t2
2m(2m− 1)
(
k−1∑
i=m−1
λk−1−ifm−1i (x, t)− L0fm−1k−1 (x, t)
)
, m = 2, ..., k,
f1k (x, t) := −
t2
2
 ∑
i+j=k−1
i6=0
λjCi(t)− L0Ck−1(t) + λk−1x
 ,
Ck(t) := −t2C˜k(t).
Notice that each t 7→ fmk (u0(t), t), m = 1, ...k, is then in L2(R+) and decay exponentially due to
the hypothesis on
(
fmi (u0(·), ·)
)i
m=1
, i = 1, ..., k − 1, and (Ci(·))k−1i=1 . Then (4.21) can be written
in the form
uk(t, η) =
k∑
m=1
fmk (u0(t), t)η
2m + Ck(t).
We have now to determine λk and Ck. Let us consider the equation obtained after collecting the
terms in α2k:
L−1uk+1 + L0uk =
∑
i+j=k
λjui,(4.22)
±∂ηuk+1(t,±1) = tuk(t,±1).(4.23)
The integration of (4.22) on (−1, 1) with respect to η and the boundary conditions (4.23) give,
(4.24)
(
L0 − 1
t
− λ0
)
Ck(t) =
1
t
k∑
m=1
fmk (u0(t), t)−
k∑
m=1
1
2m+ 1
L0fmk (u0(t), t)
+
∑
i+j=k
i6=0,j 6=0
λj
(
i∑
l=1
1
2l + 1
f li (u0(t), t) + Ci(t)
)
+ λku0(t).
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This equation admits a solution Ck ∈ Ker(H∞1 −λ0)⊥ iff the right hand side belongs to Ker(H∞1 −
λ0)
⊥. Thus, λk is uniquely determined by
λk =
〈
− 1
t
k∑
m=1
fmk (u0(·), ·) +
k∑
m=1
1
2m+ 1
L0fmk (u0(·), ·)
−
∑
i+j=k
i6=0,j 6=0
λj
(
i∑
l=1
1
2l+ 1
f li (u0(·), ·) + Ci(·)
)
, u0
〉
L2(R+)
.
As Ck satisfies the inhomogeneous equation (4.24), a standard application of the variation of
constants shows that it is exponentially decaying, which concludes the construction of the formal
asymptotics.
Now we are going to show that the above formal expression for Eα provides an asymptotics for
the eigenvalues of Lα. Now let us fix N ∈ N and consider the finite sums
EN =
N∑
j=0
λjα
2j , ϕN =
N∑
j=0
ujα
2j .
By the preceding constructions one has(
L0 + α−2L−1
)
ϕN = ENϕN + α
2NψN , ψN := L0uN −
2N∑
k=N
( ∑
i+j=k
λiuj
)
α2(k−N),
±∂ηϕN (t,±1) = α2tϕN (t,±1)− α2N+2tuN (t,±1).
Remark that ϕN does not belong to the domain of Lα as it does not satisfy the boundary condition,
but belongs to the form domain of Lα, and for any v ∈ D(ℓα) one has, using the integration by
parts,
(4.25) ℓα(ϕN , v)− EN
∫
V1
ϕNv dt dη
= α2N
(∫
V1
ψNv dt dη −
∫
R+
uN(t, 1)v(t, 1) + uN(t,−1)v(t,−1)
t
dt
)
.
Recall that inf specLα = α
2 inf specQα = −α2(sin2 α)−1. Furthermore, without loss of gener-
ality we may assume that the constant b in (4.15) is such that L′α := Lα + b ≥ 1 for small α and
consider the associated shifted sesquilinear form
ℓ′α(u, v) = ℓα(u, v) + b〈u, v〉L2(V1), D(ℓ′α) = D(ℓα).
Using the preceding estimates and the Cauchy-Schwarz inequality one deduces from (4.15) and
(4.25) that for any v ∈ D(ℓ′α) there holds, with some a1 > 0,
(4.26)
∣∣ℓ′α(ϕN , v)− (EN + b)〈ϕN , v〉L2(V1)∣∣
≤ a1α2N
(
ℓ′α(ψN , ψN )
1
2 ℓ′α(v, v)
1
2 + ℓ′α(uN , uN )
1
2 ℓ′α(v, v)
1
2
)
as α is sufficiently small. Remark that for small α the values ℓ′α(ψN , ψN ) and ℓ
′
α(uN , uN) can be
estimated as O(α−2). On the other hand, ℓ′α(ϕN , ϕN ) ≥ ‖ϕN‖2 = 1 + O(1) for small α, and it
follows from (4.26) that, with some a2 > 0,∣∣ℓ′α(ϕN , v)− (EN + b)〈ϕN , v〉L2(V1)∣∣ ≤ a2α2N−1ℓ′α(ϕN , ϕN ) 12 ℓ′α(v, v) 12 , v ∈ D(ℓ′α).
A simple application of the spectral theorem, see Proposition D.1 in Appendix D, shows that
dist
(
specLα, EN ) ≤ a2α
2N−1
1− a2α2N−1 (EN + b) = O(α
2N−1) as α tends to 0.
By Theorem 4.1, the only point of the spectrum of Lα which can satisfy the above estimate is the
nth eigenvalue En(Lα). As N is arbitrary, the result follows. 
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5. Decay of eigenfunctions
Let α ∈ (0, π2 ) be fixed. The following proposition (Agmon-type estimate) shows that the
eigenfunctions of Tα corresponding to the discrete eigenvalues are localized near the vertex of the
sector.
Theorem 5.1. Let E be a discrete eigenvalue of Tα and V be an associated eigenfunction, then
for any ǫ ∈ (0, 1) one has
(5.1)
∫
Uα
(|∇V|2 + |V|2)e2(1−ǫ)√−1−E|x|dx < +∞.
We remark that the term (−1−E) appearing in the exponential is exactly the distance between
the eigenvalue and the bottom of the essential spectrum.
Proof. Let ǫ ∈ (0, 1) and L > 0. Define φL(x) =
√−1− Emin (|x|, L). We are going to show first
that there exists Kǫ > 0 such that
(5.2) ‖Ve(1−ǫ)φL‖2H1(Uα) ≤ Kǫ.
The proof follows essentially the same steps as [23, Proposition 2.8] showing a similar result for
the lowest eigenvalue of corner domains.
Let χ0 and χ1 be smooth functions of R+ satisfying
χ0(t) = 1 for 0 < t < 1, χ0(t) = 0 for t > 2, χ
2
0(t) + χ
2
1(t) = 1.
For R > 0, consider the functions χj,R(x) = χj
(|x|/R) defined on Uα, j = 0, 1. We get easily, for
u ∈ H1(Uα) and for γ > 0,
tγα(u, u) = t
γ
α(uχ0,R, uχ0,R) + t
γ
α(uχ1,R, uχ1,R)−
∑
j=0,1
‖u∇χj,R‖2L2(Uα).
In particular, there exists C > 0 such that
tγα(u, u) ≥ tγα(uχ0,R, uχ0,R) + tγα(uχ1,R, uχ1,R)−
C
R2
‖u‖2L2(Uα), u ∈ H1(Uα), R > 0.(5.3)
For δ ∈ (0, 1) we have tα(u, u) = δ‖∇u‖2L2(Uα) + (1− δ)t
1
1−δ
α (u, u), and (5.3) leads to
(5.4) tα(u, u) ≥ δ‖∇u‖2L2(Uα)
+ (1 − δ)
(
t
1
1−δ
α (uχ0,R, uχ0,R) + t
1
1−δ
α (uχ1,R, uχ1,R)− C
R2
‖u‖2L2(Uα)
)
.
We are going to provide a lower bound for the first two terms in the bracket. As uχ0,R ∈ H1(Uα),
we have immediatly by the min-max principle
t
1
1−δ
α (uχ0,R, uχ0,R) ≥ E1(T
1
1−δ
α )‖uχ0,R‖2L2(Uα) = −
1
(1− δ)2 sin2 α‖uχ0,R‖
2
L2(Uα)
.(5.5)
To estimate t
1
1−δ
α (uχ1,R, uχ1,R) we introduce the domain U
R
α = {x ∈ Uα, |x| ≥ R}, and let CR be
the sector obtained by translation of vector (R, 0) of Uα. Define
D+ =
(
URα \CR
) ∩ (R× R+), D− = (URα \CR) ∩ (R× R−),
see Figure 3, then URα = D
+ ∪D− ∪ CR.
Consider the sesquilinear forms
q±(u, u) =
∫
D±
|∇u|2dx− 1
1− δ
∫
∂Uα∩∂D±
|u|2ds, D(q±) = {u ∈ H1(D±), u = 0 if |x| = R},
qCR(u, u) =
∫
CR
|∇u|2dx, D(qCR) = H1(CR),
and denote by Q± and QCR the associated self-adjoint operators in L
2(D±) and L2(CR) respec-
tively. As Q+ and Q− are unitarily equivalent and qCR is non-negative, we have
t
1
1−δ
α (uχ1,R, uχ1,R) = q
+(uχ1,R, uχ1,R) + q
−(uχ1,R, uχ1,R) + qCR(uχ1,R, uχ1,R)
≥ Λ1(Q+)
(
‖uχ1,R‖2L2(D+) + ‖uχ1,R‖2L2(D−)
)
,
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Figure 3. Partition of URα .
We define
Rα =
{
x ∈ R2 : x2
tanα
≤ x1 ≤ x2
tanα
+R
}
.
Remark that, if one takes u ∈ D(q+) and denotes by u˜ its extension by zero to Rα then, q+(u, u) =
qRα(u˜, u˜), where
qRα(u, u) =
∫
Rα
|∇u|2dx− 1
1− δ
∫
R
∣∣∣u( x2
tanα
, x2
)∣∣∣2 dx2
sinα
, u ∈ H1(Rα).
Then inf specQ+ ≥ inf specQRα , where QRα is the self-adjoint operator associated to qRα acting
in L2(Rα). By applying an anti-clockwise rotation of angle π2 − α one sees that QRα is unitarily
equivalent to TRN⊗1+1⊗L, where TRN is the (Robin-Neumann) Laplacian acting in L2(0, R sinα)
and defined on
D(TRN ) =
{
u ∈ H2(0, R sinα), − u′(0) = 1
1− δ u(0) and u
′(R sinα) = 0
}
,
and L is the free Laplacian in L2(R). Then, inf specQRα = inf specTRN . By [23, Lemma A.1] we
have
Λ1(TRN ) = − 1
(1− δ)2 − 4e
−2R sinα1−δ + O(Re−4
R sinα
1−δ ), R→∞,
and there exist R0 > 0 and C0 > 0 such that for all R ≥ R0 we have
Λ1(TRN ) ≥ − 1
(1− δ)2 − 4C0e
−2R sinα1−δ .
Finally, for all u ∈ H1(Uα) we have
t
1
1−δ
α (uχ1,R, uχ1,R) ≥
(
− 1
(1− δ)2 − 4C0e
−2R sinα
(1−δ)
)
‖uχ1,R‖2L2(Uα), R ≥ R0.(5.6)
Combining (5.4) with (5.5) and (5.6) we get, for all u ∈ H1(Uα) and R ≥ R0,
(5.7) tα(u, u) ≥ δ‖∇u‖2L2(Uα) −
1
(1 − δ) sin2 α‖uχ0,R‖
2
L2(Uα)
−
(
1
1− δ + 4(1− δ)C0e
− 2R sinα1−δ
)
‖uχ1,R‖2L2(Uα) −
C(1 − δ)
R2
‖u‖2L2(Uα).
Denote ψL,ǫ = (1− ǫ)φL. The functions ψL,ǫ and ∇ψL,ǫ belong to L∞(R2) and∥∥∇ψL,ǫ∥∥2∞ ≤ (1− ǫ)2(− 1− E).(5.8)
An integration by parts, see [23, Lemma 2.7] for details, gives
tα(VeψL,ǫ ,VeψL,ǫ) =
∫
Uα
|VeψL,ǫ |2
(
E + |∇ψL,ǫ|2
)
dx.
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As VeψL,ǫ ∈ H1(Uα), we obtain by (5.7), for all R ≥ R0,∫
Uα
|VeψL,ǫ |2 (E + |∇ψL,ǫ|2) dx
≥ δ‖∇(VeψL,ǫ)‖2L2(Uα) −
1
(1− δ) sin2 α‖Ve
ψL,ǫχ0,R‖2L2(Uα)
−
(
1
1− δ + 4(1− δ)C0e
− 2R sinα1−δ
)
‖VeψL,ǫχ1,R‖2L2(Uα) −
C(1 − δ)
R2
‖VeψL,ǫ‖2L2(Uα),
which can be transformed in virtue of (5.8) into
A0‖VeψL,ǫχ0,R‖2L2(Uα) ≥ δ‖∇(VeψL,ǫ‖2L2(Uα) +A1‖VeψL,ǫχ1,R‖2L2(Uα), R ≥ R0,(5.9)
with
A0 = (ǫ
2 − 2ǫ)(−1− E) + cos
2 α+ δ sin2 α
(1− δ) sin2 α +
C(1 − δ)
R2
,
A1 = (2ǫ− ǫ2)(−1− E)− δ
1− δ − 4(1− δ)C0e
− 2R sinα1−δ − C(1 − δ)
R2
.
As ǫ ∈ (0, 1), we have 0 < 2ǫ−ǫ2 < 1. In addition, 0 < −1−E ≤ −1−E1(Tα) = cot2 α. Therefore,
one can find Rǫ > R0 and δǫ ∈ (0, 1) such A0 > 0 and A1 > 0 that for all R ≥ Rǫ. Furthermore,
there exists mǫ > 0 such that A1 ≥ mǫ for R ≥ Rǫ. For the same δǫ we can show that there exits
Mǫ > 0 such that A0 ≤Mǫ for all R ≥ Rǫ. The inequality (5.9) implies then
Mǫ‖VeψL,ǫχ0,R‖2L2(Uα) ≥ δǫ‖∇(VeψL,ǫ)‖2L2(Uα) +mǫ‖VeψL,ǫχ1,R‖2L2(Uα), R ≥ Rǫ,
and, finally,
Cǫ‖VeψL,ǫχ0,R‖2L2(Uα) ≥ ‖VeψL,ǫ‖2H1(Uα), R ≥ Rǫ,
with Cǫ =
Mǫ
δǫ+mǫ
+ 1. Notice that,
‖VeψL,ǫχ0,R‖2L2(Uα) ≤ e4(1−ǫ)
√−1−ER‖Vχ0,R‖2L2(Uα) ≤ e4(1−ǫ)
√−1−ER‖V‖2L2(Uα),
which gives (5.2).
Now let us pass from (5.2) to (5.1). We have
‖VeψL,ǫ‖2H1(Uα) =
∫
Uα
∣∣∣∇V + V∇ψL,ǫ∣∣∣2e2ψL,ǫdx+ ∫
Uǫ
|V|2e2ψL,ǫdx.
Using the inequality
2
∣∣∣ ∫
Uα
e2ψL,ǫV (∇V · ∇ψL,ǫ) dx
∣∣∣ ≤ σ‖∇VeψL,ǫ‖2L2(Uα) + 1σ ‖∇ψL,ǫVeψL,ǫ‖2L2(Uα), σ > 0,
with σ =
1
2
we get
‖VeψL,ǫ‖2H1(Uα) ≥
∫
Uα
(
1− |∇ψL,ǫ|2
)
|V|2e2ψL,ǫdx+ 1
2
∫
Uα
|∇V|2e2ψL,ǫdx,
and then
‖VeψL,ǫ‖2H1(Uα) + ‖∇ψL,ǫVeψL,ǫ‖2L2(Uα) ≥
1
2
∫
Uα
(
|∇V|2 + |V|2
)
e2ψL,ǫdx.
By combining (5.2) with (5.8) we arrive at∫
Uα
(
|∇V|2 + |V|2
)
e2ψL,ǫdx ≤ 2Kǫ
(
1 + (1 − ǫ)2(−1− E)
)
.
As the right-hand side does not depend on L, one can pass to the limit as L → +∞ using the
monotone convergence, which gives the result. 
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Appendix A. Proof of Lemma 4.4
By standard arguments, C∞c (R
2) is dense in H1(Uα). In order to prove Lemma 4.4 it is then
sufficient to show that any function v ∈ C∞c (R2) can be approximated by the functions from F in
the norm of H1(Uα).
Let v ∈ C∞c (R2). Pick a smooth function ψ ∈ C∞(R+) with
ψ(s) = 1 if s ≤ 1
2
, ψ(s) = 0 if s ≥ 1, 0 ≤ ψ ≤ 1,
and set, for small ǫ > 0,
χǫ(x) = ψ
(∣∣∣∣ ln|x|ln ǫ
∣∣∣∣) .
Finally, set vǫ(x) = χǫ(x)v(x).
Notice that χǫ is radial and then there exists ϕǫ ∈ C∞c (R+) sucht that χǫ(x) = ϕǫ(|x|). In
addition, ϕǫ satisfies
ϕǫ(r) = 1 if r ∈
(√
ǫ,
1√
ǫ
)
, ϕǫ(r) = 0 if r ≤ ǫ or r ≥ 1
ǫ
,
and vǫ ∈ F . Let us show that ‖v − vǫ‖H1(Uα) → 0 as ǫ→ 0.
Denote u(r, θ) := v(r cos θ, r sin θ) and uǫ(r, θ) := vǫ(r cos θ, r sin θ), then
‖v − vǫ‖2L2(Uα) =
∫ α
−α
∫ +∞
0
|u(r, θ)− uǫ(r, θ)|2rdrdθ
=
∫ α
−α
∫ √ǫ
0
|u|2|1− ϕǫ|2rdrdθ +
∫ α
−α
∫ +∞
1√
ǫ
|u|2|1− ϕǫ|2rdrdθ,
and the right-hand side tends to 0 as ǫ is small due to the dominated convergence. Furthermore,
‖∇v −∇vǫ‖2L2(Uα) ≤ 2
∫ α
−α
∫ +∞
0
|∇v(r cos θ, r sin θ)|2|1− ϕǫ(r)|2rdrdθ
+ 2
∫ α
−α
∫ +∞
0
|v(r cos θ, r sin θ)|2|∇χǫ(r cos θ, r sin θ)|2rdrdθ,
and the first term tends to 0 by the dominated convergence. On the other hand,
|∇χǫ(r cos θ, r sin θ)|2 = |ϕ′ǫ(r)|2 =
1
r2|ln ǫ|2
∣∣∣∣ψ′(∣∣∣∣ ln rln ǫ
∣∣∣∣)∣∣∣∣2 ,
and∫ α
−α
∫ +∞
0
|v(r cos θ, r sin θ)|2|∇χǫ(r cos θ, r sin θ)|2rdrdθ =∫ α
−α
∫ √ǫ
ǫ
|u(r, θ)|2|ϕ′ǫ(r)|2rdrdθ +
∫ α
−α
∫ 1
ǫ
1√
ǫ
|u(r, θ)|2|ϕ′ǫ(r)|2rdrdθ.
The functions u and ψ′ are bounded, and we can get the following upper bound:∫ α
−α
∫ +∞
0
∣∣v(r cos θ, r sin θ)∣∣2∣∣∇χǫ(r cos θ, r sin θ)∣∣2rdrdθ ≤ α‖u‖2∞‖χ′‖2∞|ln ǫ| −−−→ǫ→0 0,
which concludes the proof.
Appendix B. Proof of Theorem 2.3
B.1. Closedness and semiboundedness. Let γ > 0, α ∈ (0, π) and u ∈ F . Using (2.1) we have
(B.1)
tγα(u, u) =
∫
x2∈R
∫
x1>
|x2|
tanα
|∇u(x1, x2)|2dx− γ
∫
R
|u
( |x2|
tanα
, x2
)
|2 dx2
sinα
≥
∫
R
(∫
x1>
|x2|
tanα
∣∣∣ ∂u
∂x1
(x1, x2)
∣∣∣2dx1 − γ
sinα
∣∣∣u( |x2|
tanα
, x2
)∣∣∣2) dx2,
≥ − γ
2
sin2 α
‖u‖2L2(Uα).
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Figure 4. Partition of Uα.
Writing γ = 1/ǫ we conclude that for all u ∈ F and for all ǫ > 0 we have∫
∂Uα
|u|2ds ≤ ǫ
∫
Uα
|∇u|2dx+ 1
ǫ sin2 α
∫
Uα
|u|2dx,
which means that the trace can be extended to a bounded linear map from H1(Uα) to L
2(∂Uα).
Furthermore, the boundary term in tγα is then infinitesimally small with respect to the gradient
term, hence, tγα is closed on H
1(Uα) due to the KLMN theorem, see [38, Theorem X.17].
B.2. Bottom of the spectrum for α < π2 . Let us show that inf specT
γ
α = −γ2(sin2 α)−1 for
α < π2 . By (B.1) we have the inequality T
γ
α ≥ −γ2(sin2 α)−1. On the other hand, by the explicit
computation, tγα(u0, u0) = −γ2(sin2 α)−1‖u0‖2L2(Uα) for u0(x1, x2) = e−γx1/ sinα. It follows that
the lower bound is optimal and that the bottom of the spectrum is an eigenvalue, and u0 is an
associated eigenfunction, which proves the point (b) of the theorem.
B.3. Lower bound for α ≥ π2 . Let us show that inf specT γα ≥ −γ2 for α ∈ [π2 , π). Decompose
Uα into the following three pieces:
D1 =
{
x ∈ R2 : |arg(x1 + ix2)| < α− π
2
}
,
D2 =
(
Uα\D1
) ∩ (R× R+) , D3 = (Uα\D1) ∩ (R× R−) ,
then Uα = D1 ∪D2 ∪D3 and we define, for j = 1, 2, 3,
qj(u, u) =
∫
Dj
|∇u|2dx−
∫
∂Uα∩∂Dj
|u|2ds, u ∈ H1(Dj).
By the min-max principle and the inclusion H1(Uα) ⊂ H1(D1 ∪D2 ∪D3) we have
(B.2) inf specT γα ≥ inf specQ,
where Q is the self-adjoint operator acting on L2(Uα) associated to the sesquilinear form defined for
u ∈ H1(D1 ∪D2 ∪D3) by q(u, u) = q1(u, u)+ q2(u, u)+ q3(u, u). We have then Q = Q1⊕Q2⊕Q3,
where Qj are the self-adjoint operator associated with qj and acting in L
2(Dj). Notice that Q1
is positive and Q2 and Q3 are unitarily equivalent and have the same spectrum. Furthermore,
Q2 is unitarily equivalent to TN ⊗ 1 + 1 ⊗ Bγ , where TN is the Neumann Laplacian in L2(R+)
and Bγ is defined in subsection 2.2, which gives inf specQ2 = −γ2. Therefore, inf specQ =
min{inf specQ1, inf specQ1, inf specQ1} = −γ2, and (B.2) gives the result.
B.4. Lower bound for the essential spectrum as α < π2 . Let us show the lower bound
inf specess T
γ
α ≥ −γ2.(B.3)
Let A = (a, 0) with a > 0. We denote by CA the sector obtained after a translation of Uα
along the vector OA. Let HA be the orhogonal projection of A on the half-line R+(1, tanα) and
L := |AHA| ≡ a sinα, and, in particular, L → +∞ for a → +∞. In the same way, we define H ′A
the orthogonal projection of A on R+(1,− tanα). Consider the following four domains:
D1 = OHAAH
′
A, D2 =
(
Uα\(CA ∪D1)
) ∩ (R× R+) ,
D3 =
(
Uα\(CA ∪D1)
) ∩ (R× R−) , D4 = CA,
see Fig 4. Clearly, Uα = D1 ∪D2 ∪D3 ∪D4. Define for j ∈ {1, 2, 3, 4} the sesquilinear forms
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qj(u, u) =
∫
Dj
|∇u|2dx− γ
∫
∂Uα∩∂Dj
|u|2ds, D(qj) = H1(Dj).
By the min-max principle, the inclusion H1(Uα) ⊂ H1(D1 ∪D2 ∪D3 ∪D4) implies the inequality
(B.4) inf specess T
γ
α ≥ inf specessQ,
whereQ is the self-adjoint operator acting in L2(Uα) and associated to the sesquilinear form defined
for u ∈ H1(D1 ∪D2 ∪D3 ∪D4) by q(u, u) = q1(u, u) + q2(u, u) + q3(u, u) + q4(u, u). (Remark that
we use the convention inf ∅ = +∞.) We have then Q = Q1 ⊕Q2 ⊕Q3 ⊕Q4, where each Qj is the
self-adjoint operator acting in L2(Dj) and associated to qj , and (B.4) implies
(B.5) inf specess T
γ
α ≥ min
j∈{1,2,3,4}
inf specessQj .
The operator Q1 has a compact resolvent, then its essential spectrum is empty and inf specessQ1 =
+∞, and the operator Q4 is non-negative, hence, inf specessQ4 ≥ 0.
The operator Q2 et Q3 are unitarily equivalent, so we have to study Q2 only. By applying an
anticlockwise rotation by angle θ = π2 −α we see that Q2 is unitarily equivalent to the self-adjoint
operator Q˜2 acting in H
1
(
(0, L)× R+
)
and associated with the sesquilinear form
q˜2(u, u) =
∫ +∞
0
∫ L
0
|∇u|2dx− γ
∫ +∞
0
∣∣u(0, x2)∣∣2dx2, u ∈ H1((0, L)× R+).
Clearly, Q˜2 = T
γ
RN ⊗ 1 + 1 ⊗ TN , where T γRN is the Robin-Neumann Laplacian acting in L2(0, L)
on the domain
D(T γRN ) =
{
u ∈ H2(0, L) : u′(0) + γu(0) = u′(L) = 0},
and TN is the Neumann Laplacian in L
2(R+). As specTN = [0,+∞), we have specessQ2 =
specessQ2 =
[
Λ1(specT
γ
RN ),+∞
)
, and an easy computation, see e.g. [23, Lemme A.1], shows that
Λ1(T
γ
RN ) = −γ2 + o(1) as L→ +∞. Hence, for any ǫ > 0 there exists Lǫ > 0 such as
inf specessQ2 ≥ −γ2 − ǫ for L ≥ Lǫ.
As (B.5) is valid for any L > 0, we have inf specess T
γ
α ≥ −γ2 − ε for any ε > 0, which implies
(B.3).
B.5. Description of the essential spectrum. Due to the results of subsections B.3 and B.4
we have specess T
γ
α ⊂ [−γ2,+∞) for any α. In order to conclude the proof of the point (a), it is
sufficient to show the inclusion
(B.6) [−γ2,+∞) ⊂ specT γα .
It is more convenient to work with the rotated sector
U˜α =
{
x ∈ R2 : 0 < arg(x1 + ix2) < 2α
}
and the associated Robin Laplacian T˜ γα in L
2(U˜α) corresponding to the sesquilinear form
t˜γα(u, u) =
∫
U˜α
|∇u|2dx− γ
∫
∂U˜α
|u|2ds, u ∈ H1(U˜α).
Clearly, T˜ γα is unitarily equivalent to T
γ
α . The proof of (B.6) consists in finding, for each k ∈ R, a
family of functions fN ∈ D(T˜ γα ) with
(B.7)
‖T˜ γαfN − (k2 − γ2)fN‖2L2(U˜α)
‖fN‖2L2(U˜α)
→ 0 for N → +∞,
then the result follows by the spectral theorem for self-adjoint operators. Let φ ∈ C∞(R) satisfying
φ(t) = 0 for t ≤ 0 and φ(t) = 1 for t ≥ 1. For N ∈ N, define a function fN : U˜α → C by
fN(x1, x2) = e
ikx1−γx2φ(2N − x1)φ(x1 −N)φ(aN − x2),
where a = sin 2α for α < π4 and a > 0 is arbitrary otherwise. The function fN is smooth, compactly
supported and satisfies the Robin boundary condition ∂fN/∂ν = γfN at ∂U˜α, hence, it belongs to
D(T˜ γα ), and T˜
γ
αfN = −∆fN . Easy estimates show that for large N we have∥∥fN∥∥2L2(U˜α) ≥ cN with c > 0, ∥∥−∆fN − (k2 − γ2)fN∥∥2L2(U˜α) = O(1),
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which gives (B.7).
Finally, the combination of (B.6) with the result of subsection B.3 gives the point (c) of the
theorem.
Appendix C. Study of the operator H∞a
We consider the operator acting on L2(0,+∞) defined by:
Ha = − d
2
dr2
− 1
4r2
− 1
ar
, D(Ha) = C
∞
c (R+).
and the associated sesquilinear form ha,
ha(u, u) =
∫
R+
(∣∣u′(r)∣∣2dr − ∣∣u(r)∣∣2
4r2
−
∣∣u(r)∣∣2
ar
)
dr, u ∈ C∞c (R+).
Some parts of the analysis of the operator T γα are based on the spectral properties of the Friedrichs
extension H∞a of Ha. Various parts of the description and of the spectral analysis of H
∞
a are
spread through the literature, and in the present section we give a compact presentation of the
necessary results.
C.1. The adjoint of Ha. Let H
∗
a be the adjoint of Ha. Recall the deficiency subspaces of Ha are
defined by
K± = Ker(H∗a ∓ i) = Ran(Ha ± i)⊥,
and their dimensions n± = dim(K±) are called the deficiency indices of Ha. The following propo-
sition gives us the existence of self-adjoint extensions of Ha.
Proposition C.1. The operator H∗a is given by the same differential expression as Ha and acts
on the domain
(C.1) D(H∗a) =
{
u ∈ L2(R+) : u ∈ H2(ǫ,+∞) for any ǫ > 0 and H∗au ∈ L2(R+)
}
.
The deficiency indices of Ha are equal to 1, and Ha admits self-adjoint extensions.
Proof. Denote by D the set on the right-hand side of (C.1). Let v ∈ D(H∗), then for all u ∈ D(Ha)
one has
〈Hau, v〉L2(R+) =
∫
R+
(
−u′′(r) − 1
4r2
u(r)− 1
ar
u(r)
)
v(r)dr = 〈u,H∗av〉L2(R+),
and
H∗av(r) = −v′′(r)−
1
4r2
v(r) − 1
ar
v(r) in D′(R+).
In particular, D(H∗a) ⊂ {v ∈ L2(R+), H∗av ∈ L2(R+)}. Let u ∈ L2(R+) satisfy H∗au ∈ L2(R+),
then, for all ǫ > 0, we have u/r2 ∈ L2(ǫ,+∞) and u/r ∈ L2(ǫ,+∞). Due to
−u′′(r) = H∗au(r) +
1
4r2
u(r) +
1
a
u(r) ∈ L2(ǫ,+∞),
we also have u ∈ H2(ǫ,+∞) for all ǫ > 0. This shows the inclusion D(H∗a) ⊂ D.
Let us prove the reverse inclusion. Let v ∈ D. After an integration by parts we have, for all
ǫ > 0 and for all u ∈ D(Ha),
〈Hau, v〉L2(R+) =
∫ ǫ
0
Hau(r)v(r)dr +
∫ +∞
ǫ
u(r)
(
−v′′(r) − 1
4r2
v(r) − 1
ar
v(r)
)
dr
+u′(ǫ)v(ǫ)− u(ǫ)v′(ǫ).
Notice that the boundary terms are well defined as u, v, u′, v′ are continuous. Moreover, as u ∈
C∞c (R+) we have
lim
ǫ→0
(
u′(ǫ)v(ǫ)− u(ǫ)v′(ǫ)
)
= 0.
Hence, in the limit ǫ→ 0 we obtain
〈Hau, v〉L2(R+) =
∫
R+
u(r)
(
−v′′(r) − 1
4r2
v(r) − 1
ar
v(r)
)
dr,
for all u ∈ D(Ha). Then D ⊂ D(H∗a) and, finally, D(H∗a) = D.
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Recall that a symmetric operator admits self-adjoint extensions if and only if his deficiency
indices are equal. In our case,H∗a commutes with the complex conjugation, which gives immediately
n+ = n−, as K+ and K− are mutually complex conjugate.
It remains to determine the deficiency indices. The functions u ∈ Ker(H∗a + i) are the solutions
to the differential equation
−u′′ − 1
4r2
u− 1
ar
u+ iu = 0.
Represent u(r) = w
(
2ei
π
4 r
)
, then the function w is a solution to the Whitakker’s equation,
w′′(y) +
(
1
4y2
+
1
2aei
π
4 y
− 1
4
)
w(y) = 0.
whose linearly independent solutions are expressed in terms on the confluent hypergeometric func-
tions, and the space of L2 solutions is one-dimensional, see [1, Eq. 13.1.31]. 
C.2. Self-adjoint extensions of Ha. To describe the self-adjoint extensions of the operator Ha
we use the boundary triple approach, see e.g. [9, 20]. The integration by parts gives
〈H∗aφ, ψ〉L2(R+) − 〈φ,H∗aψ〉L2(R+) = δ(φ, ψ), ψ, φ ∈ D(H∗a),
with δ(φ, ψ) = lim
r→0+
(
φ′(r)ψ(r) − φ(r)ψ′(r)
)
.
The self-adjoint extensions ofHa are restrictions ofH
∗
a to maximal subspacesD satisfyingD(Ha) ⊂
D ⊂ D(H∗a) with the property that δ(φ, ψ) = 0 for all φ, ψ ∈ D. Notice that δ(φ, ψ) is finite but
limx→0 φ(x) or limx→0 φ′(x) could be infinite.
As shown in e.g. [19, page 301], based on the asymptotic behavior of the confluent hypergeometric
functions, there exists linear maps a1, a2 : D(H
∗
a ) → C such that for any ψ ∈ D(H∗a) one has, as
x→ 0,
ψ(r) = a1(ψ)
√
r + a2(ψ)
√
r ln r +O(r
3
2 ln r),
ψ′(r) =
a1(r)
2
√
r
+
a2(ψ)√
r
(
ln r
2
+ 1
)
+O(
√
r ln r),
or, equivalently,
a2(ψ) = lim
r→0+
ψ(r)√
r ln r
, a1(ψ) = lim
r→0+
ψ(r) − a2(ψ)
√
r ln r√
r
,
and a direct computation gives the equality δ(φ, ψ) = a2(φ)a1(ψ) − a1(φ)a2(ψ). Furthermore, for
any (b1, b2) ∈ C2 there is ψ ∈ D(H∗a) such that a1(ψ) = b1 and a2(ψ) = b2. In the language
of [9], the triple (C, a1, a2) is a boundary triple for Ha, and any self-adjoint extension of Ha is a
restriction of H∗a to the functions ψ satisfying the boundary condition a1(ψ) cosϑ = a2(ψ) sinϑ,
where ϑ is a real-valued parameter.
By [10, Theorem 3.1], the Friedrichs extension H∞a corresponds to the boundary condition
a2(ψ) = 0, i.e. to ϑ =
π
2 . The spectral properties for this case are completely analyzed in [19,
Subsection 8.3.3]: the essential spectrum is [0,+∞), and the discrete spectrum consists of the
simple eigenvalues En(a) with the associated eigenfunctions ψn given by
En(a) = − 1
a2
1
(2n− 1)2 , ψn(r) =
√
r exp
(
− r
(2n− 1)a
)
Ln−1
( 2r
(2n− 1)a
)
, n ∈ N,
where Lm are the Laguerre polynomials [1, Section 22.1].
Appendix D. Weak quasimodes
At reader’s convenience we provide a complete proof of the following simple assertion.
Proposition D.1. Let T be a self-adjoint operator in a Hilbert space H such that T ≥ a > 0, and
let t be the associated sesquilinear form. Assume that there exist a non-zero u ∈ D(t) and numbers
λ > 0 and ε ∈ (0, 1) such that
(D.1)
∣∣ t(u, v)− λ〈u, v〉∣∣ ≤ ε√t(u, u)√t(v, v) for all v ∈ D(t),
then dist
(
λ, specT
) ≤ ε
1− ε λ.
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Proof. Due to the spectral theorem for self-adjoint operators we have D(t) = D(
√
T ), and for
f, g ∈ D(t) there holds t(f, g) = 〈√Tf,√Tg〉. Hence, we can rewrite the inequality (D.1) as∣∣∣〈√Tu,√Tv〉 − λ〈T−1√Tu,√Tv〉∣∣∣ ≤ ε∥∥√Tu∥∥ · ∥∥√Tv∥∥,
and,
(D.2)
∣∣∣∣〈(1− λT−1)√Tu,
√
Tv
‖√Tv‖
〉∣∣∣∣ ≤ ε∥∥√Tu∥∥ for all v ∈ D(t), v 6= 0.
As the vectors
√
Tv cover the whole of H as v runs through D(t), taking the supremum over v in
(D.2) gives
∥∥(1 − λT−1)√Tu∥∥ ≤ ε∥∥√Tu∥∥. As √Tu 6= 0, by the spectral theorem for self-adjoint
operators we have dist
(
1, spec(λT−1)
) ≤ ε, which means that there exists µ ∈ specT ⊂ [a,+∞)
such that |1− λµ−1| ≤ ε. Hence, |µ−λ| ≤ εµ. In particular, µ−λ ≤ εµ and µ ≤ λ/(1− ε), which
concludes the proof. 
Appendix E. Applications to δ-interactions on star graphs
We say that a subset Γ ⊂ R2 is a star graph if it can be obtained as the union of finitely many
rays starting at the origin. Let (r, θ) be the polar coordinate systemcentered at the origin, then Γ
can be identified with a family (θ1, . . . , θM ) with 0 ≤ θ1 < · · · < θM < 2π by Γ :=
⋃M
j=1
{
(r, θ) :
θ = θj , r ≥ 0
}
.
By the δ-interaction of strength γ > 0 one means the Schro¨dinger operator formally written as
QΓ,γ = −∆ − γδΓ, where δΓ is the Dirac δ-distribution supported by Γ, which is defined as the
unique self-adjoint operator in L2(R2) associated with the closed lower semibounded sesqualinear
form
qΓ,γ(u, u) =
∫
R2
|∇u|2dx− γ
∫
Γ
|u|2ds, u ∈ H1(R2),
where ds is the one-dimensional Hausdorff measure. It seems that the operators of the above type
were first analyzed in [17, 18], and they are used to model to so-called leaky quantum graphs, see
e.g. the review [15]. The basic spectral properties of QΓ,γ are well known: the essential spectrum
is equal to [−γ2/4,+∞) and the discrete spectrum is non-empty except for the degenerate cases
M = 1 and for M = 2 with θ2 − θ1 = π, see [16, 34]. On the other hand, the finiteness of the
discrete spectrum was not discussed, except in some obvious cases derived from the separation
of variables. Using the above estimates obtained for Robin Laplacians we are able to prove the
following result for the star graphs:
Theorem E.1. For any M ≥ 1 and (θ1, . . . , θM ) with 0 ≤ θ1 < · · · < θM < 2π, the discrete
spectrum of the associated operator QΓ,γ is finite. Furthermore, if M = 2 and π/3 ≤ (θ2 − θ1)
mod 2π < π, then the discrete spectrum consists of a single eigenvalue.
Proof. Recall that byN(A, λ) we denote the number of discrete eigenvalues, counting multiplicities,
of a self-adjoint operator A in (−∞, λ). Therefore, we need to show that N(QΓ,γ ,−γ2/4) <∞.
The proof is by comparison with Robin Laplacians in sectors. As noted above, the result trivially
holds for M = 1. Assume that M ≥ 2 and consider the M infinite sectors Vj given in the polar
coordinates (r, θ) by
Vj = {(r, θ) : θ ∈ (θj , θj+1), r > 0}, j = 1, . . . ,M, θM+1 := 2π + θ1.
Define sesquilinear forms qj in L
2(Vj) by
qj(uj , uj) :=
∫
Vj
|∇uj|2dx− γ
2
∫
∂Vj
|uj|2ds, uj ∈ H1(Vj),
and let Qj be the associated self-adjoint operators in L
2(Vj), which are in fact the Robin Laplacians
in Vj with the Robin coefficient γ/2. The self-adjoint operator Q in
⊕M
j=1 L
2(Vj) ≃ L2(R2)
associated with the sesquilinear form
q
(
(u1, . . . uM ), (u1, . . . uM )
)
=
M∑
j=1
qj(uj, uj), uj ∈ H1(Vj)
is then represented as Q = Q1⊕· · ·⊕QM . As Qj is unitary equivalent to T γ/2(θj+1−θj)/2, its essential
spectrum is [−γ2/4,+∞), and N(Qj ,−γ2/4) < ∞, as follows from respectively Theorem 2.3 and
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Theorem 3.1. Now remark that the restriction uj of any u ∈ H1(R2) to any Vj belongs to D(qj),
and one has the equality
qΓ,γ(u, u) = q
(
(u1, . . . uM ), (u1, . . . uM )
)
, u ∈ D(qΓ,γ).
By the min-max principle it follows that
(E.1) N(QΓ,γ ,−γ2/4) ≤
M∑
j=1
N(Qj ,−γ2/4).
As each summand on the right-hand side is finite, the first part of the assertion follows.
It remains to prove the second part of the assertion. Remark that, as mentioned above, we know
already that N(QΓ,γ ,−γ2/4) ≥ 1, so we only need to prove the reverse inequality. By applying
a suitable rotation we may assume that π/3 ≤ θ2 − θ1 < π, then we have N(Q1,−γ2/4) = 1 by
Theorem 3.6 and N(Q2,−γ2/4) = 0 by Theorem 2.3(c), and the substitution into (E.1) gives the
result. 
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