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 
Abstract—Any mismatch between load and generation (due to a 
generator or an interconnection trip) is intended to be balanced 
and stabilised by contingency reserve, which is also known as 
contingency Frequency Control Ancillary Services (FCAS) 
requirement. Load frequency relief (LFR), which represents the 
effect of frequency dependent loads on power system frequency 
excursion, is crucial for correctly evaluating contingency reserve 
requirement during generation dispatch to ensure an adequate 
frequency response. Over estimation of LFR can be accountable 
for less planned reserve during an economic dispatch that may 
cause undesirable frequency performance. On the other hand, 
under estimation of LFR can result in an excessive reserve and 
hence could unnecessarily increase system operational cost. 
Conventionally, LFR is considered as a fixed quantity during the 
evaluation of FCAS requirement. However, recent experience in 
the Australian power grid suggests that such an assumption may 
lead to an inaccurate outcome. To explore the above issue, this 
research investigates the LFR using field measurement data, 
which were captured at different locations of the southern states of 
Australia (e.g. Tasmania and Victoria). An approach is developed 
to identify the predominating factors affecting the LFR and 
subsequently a technique is proposed to appropriately determine 
contingency FCAS requirement.  
 
Index Terms-- Frequency response, contingency management, 
load frequency relief, power system security. 
I.  INTRODUCTION 
HE capability of a power system to maintain its frequency 
within the given acceptable limits following a large 
disturbance is known as frequency response, which is a crucial 
concern for network operators to ensure a grid security [1]. 
Contingency Frequency Control Ancillary Services (FCAS) is 
utilised to manage larger variation in system frequency arising 
from an unplanned loss of a generator or an interconnection 
[2]. Hence, frequency response adequacy in a power system is 
ensured by preserving an appropriate amount of contingency 
FCAS.  
It is well documented that frequency dependent loads such 
as induction motors may considerably influence frequency 
response [3, 4]. Usually, these motors decelerate when there is 
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a fall in system frequency. Since power consumption of these 
machines relies on their rotational speed, less power is drawn 
during a frequency drop. This effect is called load relief [2]. 
Due to such a phenomenon, the total demand in a system is 
temporarily decreased when network frequency declines from 
its baseline value. It helps to reduce load-generation imbalance 
and slow down the momentum of frequency excursion, which 
essentially enhances frequency response. Load relief is 
quantified by load frequency relief (LFR), which is expressed 
as a percentage of load change for every 1% change in system 
frequency [2, 3]. For an accurate assessment of frequency 
response and contingency FCAS requirement, LFR needs to be 
incorporated in a load modelling process.   
The implication of voltage in load modelling has been 
widely considered in the literature [5-17]. Different techniques 
have been developed and reported in this regard. They include 
signature identification of loads [5, 6], dynamic modelling of 
loads for studying power system damping [7, 8], linear, 
polynomial and exponential representations of loads [9], 
composite models via measurement approach [10-12], 
characterisation and profiling of load patterns [13-15] and 
Markov models [16, 17]. It is to be mentioned that the above 
papers mainly focused on the voltage dependency of loads. 
Along with voltage, the frequency characteristic is also 
taken into account in several research works [18-21]. It is 
reported that frequency sensitivity of loads can influence 
accurate representations of loads [18, 19], load-damping 
characteristics [20] and islanding detection schemes of 
distributed generators [21]. These papers recognised the 
importance of including frequency dependency of loads in load 
modelling. However, the factors, which primarily affect 
frequency dependency of loads, are yet to be completely 
investigated.    
Australian National Electricity Market (NEM) has one of 
the longest AC interconnected systems in the world, covering a 
distance of around 5,000 km. It consists of four mainland 
regions- Queensland, New South Wales, Victoria and South 
Australia and one island region- Tasmania (connected to 
Victoria through the Basslink interconnection). Conventionally, 
FCAS requirement in the NEM is calculated based on the 
potential contingency risk (e.g. loss of the largest generator or 
trip of a single transmission line) and the amount of load relief 
[2]. The amount of load relief is determined using a constant 
LFR factor for all dispatch scenarios. For instance, the LFR of 
real power are included in load models as 1.5% and 1% for the 
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mainland and Tasmania respectively [2]. These fixed values 
have been used for a long time to estimate frequency response 
and to determine contingency FCAS requirement. However, 
based on the technical discussions with the Australian Energy 
Market Operator (AEMO) and TasNetworks (a transmission 
and distribution company in Tasmania), network frequency 
obtained from simulation by using the aforementioned LFR 
values did not match with the actual recorded frequency to the 
degree of satisfaction for a few recent disturbances in the 
Australian power grid. This raises some concerns about the 
current practice of calculating contingency FCAS requirement 
and suggests that further investigations are required to justify 
the usage of the pre-defined constant LFR in the Australian 
NEM. 
Therefore, this research extensively investigates the LFR 
from field measurements data, which were taken at various 
locations in Tasmania and Victoria during different disturbance 
events. An approach is established in this paper to find out the 
key factors, which potentially affect the LFR. Results obtained 
from field measurements are then analysed and theoretically 
validated in this paper. Finally, a methodology is proposed to 
estimate the LFR and subsequently include it to assess 
contingency FCAS requirement at different dispatch cases.  
II.  LOAD MODELLING TECHNIQUE, OBSERVATIONS AND ISSUES 
This section provides an overview of the load modelling 
technique and important observations and issues instigated 
from field measurements.  
A.  Load Modelling Technique 
In a large power grid, there are numerous induction motors 
of different types, which are located all over the network. It is 
virtually impossible to separately model all of them to study 
their individual response during a disturbance. Hence, a more 
practical and widely accepted approach is to consider their 
response as a whole by including the LFR in load models [22].   
In this paper, static exponential models are deployed to 
represent loads. It is to be articulated that these types of models 
are widely used in Australia and many other countries around 
the world [23]. According to these models, both real and 
reactive components of loads are assumed to have a 
dependence on voltage (V) and frequency. Hence, real power 
(P) and reactive power (Q) can be expressed by (1) and (2) [22, 
23] respectively. 

















0
p
1np
0
0
f
Δf
k1
V
V
PP                           (1) 

















0
q
1nq
0
0
f
Δf
k1
V
V
QQ                          (2) 
where P0 is the real power at initial operating condition, Q0 is 
the reactive power at initial operating condition, V0 is the initial 
voltage, f0 is the nominal system frequency, ∆f stands for the 
frequency deviation, np1 and nq1 represent the voltage 
exponents of real and reactive power respectively and kp and kq 
are the frequency dependency factors or LFR of real and 
reactive power respectively. In the above equations, the same 
unit should be used for P and P0 (both in W or p.u.), Q and Q0 
(both in Var or p.u.), V and V0 (both in V or p.u.) and ∆f and f0 
(both in Hz or p.u.). It is to be clarified that in this paper, P and 
P0 are expressed in MW, Q and Q0 are expressed in MVar, V 
and V0 are expressed in kV, ∆f and f0 are expressed in Hz and 
kp and kq are expressed in percentage. It is to be stated that 
rated bus voltage and 100 MVA can be utilised as base voltage 
and base MVA respectively to convert any quantities into p.u., 
if needed. 
At first, all the necessary steps such as data collection, 
processing and filtering [10] are accomplished. Then, the LFR 
of real and reactive power (i.e. kp and kq) are determined by 
applying the multiple linear regression analysis technique in 
MATLAB simulation environment [24]. This technique is 
selected for its general applicability and simplicity [9, 10]. The 
detailed technique is shown in Section VII (Appendix) and Part 
A. 
B.  Significance of Voltage Exponents in Load Modelling 
The voltage exponents (i.e. np1 and nq1) indicate the nature 
of loads, which ultimately helps in load modelling. An accurate 
modelling of system loads plays a vital role in power system 
studies related to stability, planning, operation and control [23]. 
Different values of np1 and nq1 that determine the 
characteristics of loads are summarised as follows [22]. 
(i) np1 and nq1 are equal to 2: constant impedance load 
(also called Z load)- for which the active and reactive 
power of the load proportionally vary to the square of 
the voltage magnitude. 
(ii) np1 and nq1 are equal to 1: constant current load (also 
called I load)- for which the active and reactive power 
of the load linearly vary to the voltage magnitude. 
(iii) np1 and nq1 are equal to 0: constant power load (also 
called P load)- for which the load draws constant active 
and reactive power, irrespective of the change in voltage 
magnitude. 
(iv) A combination of these above three models results in a 
composite ZIP model. 
(v) Non-linear relationships between real power and 
voltage, and reactive power and voltage are governed by 
np1 and nq1 respectively. Therefore, any values (other 
than 2, 1 and 0) of np1 and nq1 generally specify the 
variation patterns of real and reactive power with 
respect to system voltage.  
It can be derived from (1) and (2) that at V=V0, np1 and nq1 
are approximately equal to the slope dP/dV and dQ/dV 
respectively [22]. Therefore, the sensitivity of real and reactive 
power with respect to voltage is estimated by np1 and nq1 
respectively.  
C.  Observations and Issues 
Field measurements were recorded at several locations in 
Tasmania and Victoria during different disturbances. Fig. 1 
depicts the high voltage transmission network of the Australian 
NEM and disturbance and measurement locations [25]. 
From the recorded data of the Tasmanian system, two 
different types of under frequency disturbances are noticed. 
One is a high rate of change of frequency (ROCOF) event and 
the other is a low ROCOF event. To clearly show the 
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aforementioned cases, two real events (Victoria-Tasmania 
interconnection as known as Basslink trip and Mount Piper 
generator trip) are considered as examples.  
 
Fig. 1.  NEM network and disturbance and measurement locations [25].  
Mount Piper (also Mt Piper) Power Station has two coal-
fired steam turbines and its total generation capacity is 1,400 
MW. It is located near Portland, in the Central West of New 
South Wales. It is worth mentioning that Basslink trip and Mt 
piper generator trip can be regarded as a high ROCOF event 
and a low ROCOF event respectively. Real power and 
frequency at Kingston 11 kV bus in Tasmania (consists of 
residential, commercial, heating and small industrial loads) 
during a high and a low ROCOF disturbances are shown in Fig. 
2. It is to be mentioned that the fraction of frequency dependent 
load (out of the total load) is around 30% at Kingston 11 kV 
bus. 
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Fig. 2.  Real power and frequency during (a) a high ROCOF disturbance event 
and (b) a low ROCOF disturbance event. 
It is to be mentioned that based on [26], ROCOF is 
calculated over the first 1s time interval after a disturbance 
(from point A to point B in Fig. 2). The LFR (kp) values are 
evaluated using the technique as mentioned in the previous sub-
section. Table I outlines disturbance characteristics and 
estimated kp values. It is to be noted that kq are calculated as 
approximately zero for both cases and hence not considered in 
the rest of this analysis. 
TABLE I  
DISTURBANCE CHARACTERISTICS AND CORRESPONDING KP 
Event  
type 
ROCOF (from point A 
to point B in Fig. 2) 
(Hz/s) 
kp (%) Pre-disturbance load (MW) 
High ROCOF 0.81 1.00 1.75  
Low ROCOF 0.24 0.35 2.60  
It is observed from Table I that kp significantly changes with 
the variation of ROCOF and load magnitude. Thus, the concept 
of using a fixed kp under all operating scenarios does not 
appear to be ideal. Therefore, the following research questions 
need to be addressed. 
(i) Is it appropriate to use a constant kp for all operating 
conditions? 
(ii) kp may depend on several factors. What are the key 
factors that affect kp? 
In the next section, the above questions are thoroughly 
addressed and analysed. 
III.  APPROACH TO IDENTIFY THE KEY FACTORS AFFECTING KP 
To answer the aforementioned queries, a 50-Hz, 2,000-bus 
and 300-machine power system, which closely resembles the 
Australian NEM network, is studied in PSS®E simulation 
platform [27].  Since induction motors are the main source of 
frequency dependent loads, a better understanding of them is 
essential for a detailed investigation of kp.  
A.  Analysis of an Induction Motor  
Swing equation of an induction motor can be expressed as 
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where H is the inertia constant of the induction motor (in s), fr 
denotes the rotor frequency (in Hz), f0 is the nominal system 
frequency (in Hz), Pe and Pm are the input and output power of 
the motor respectively (in MW) and Sbase is the base MVA. 
In reality, instead of rotor frequency of an induction motor, 
usually system frequency is recorded during the occurrence of a 
disturbance. Thus, it would be more convenient if the swing 
equation given by (3) can be expressed in terms of network 
frequency instead of rotor frequency. For this purpose, an 
induction motor of 1.25 MVA rating and with 1 MW power 
consumption is considered. The motor is connected to a load 
bus in the studied network. First, a disturbance (generator trip) 
is applied in the network and system frequency and rotor 
frequency of the induction motor are noted. Then, ROCOF 
(also df/dt in Hz/s) is calculated by computing the ratio 
between frequency difference and time difference for two 
adjacent data points. Relationship between system frequency (f) 
and rotor frequency (fr) is shown in Fig. 3(a). Corresponding 
ROCOFs are illustrated in Fig. 3(b). 
It is observed that system frequency and rotor frequency 
have an insignificant difference; however, they follow similar 
shapes. It is also found that system and rotor ROCOFs have 
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almost the same magnitudes and patterns. Thus, (3) can be 
approximated as (4). 
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Fig. 3.  (a) System frequency and rotor frequency of an induction motor and 
(b) Corresponding ROCOFs. 
It can be concluded from (4) that Pe, which includes the 
amount of load relief from an induction motor, depends on (i) 
system df/dt or ROCOF and (ii) inertia constant of the motor. 
B.  Studied Cases  
A number of simulation cases are considered to investigate 
the research questions raised in Section II. Fifteen disturbances 
are generated in the various regions of the studied network to 
cover a wide range of frequency variations. ROCOF values for 
different simulation scenarios are listed in Table II.  
In reality, different types of induction motors are used for 
several purposes. To address this issue, three types of induction 
motors such as large, medium and small sizes are studied. 
Table III provides typical inertia constants of these three types 
of motors [29]. 
TABLE II 
ROCOF DURING DIFFERENT SIMULATION CASES   
SL no. 
ROCOF 
(Hz/s) 
SL no. 
ROCOF 
(Hz/s) 
SL no. 
ROCOF 
(Hz/s) 
1 0.1 6 0.29 11 0.54 
2 0.15 7 0.33 12 0.64 
3 0.18 8 0.35 13 0.03 
4 0.21 9 0.4 14 0.23 
5 0.26 10 0.47 15 0.36 
TABLE III 
INERTIA CONSTANTS OF DIFFERENT TYPES OF INDUCTION MOTORS [29]   
Type Inertia constant, H (s) 
Large( e.g. industrial) 1.5  
Medium (e.g. agricultural pump, fan, small 
industrial etc.) 
0.7  
Small (e.g. heat pump, refrigerator, air 
conditioner etc.) 
0.3  
In this research work, induction motor (IM) load is 
combined with the purely voltage dependent load to form a 
realistic mix of loads. According to the suggestions from 
AEMO, the purely voltage dependent load is modelled as a 
constant current load for active power and constant impedance 
load for reactive power. Thus, for the purely voltage dependent 
load, the values of np1, kp, nq1 and kq in (1) and (2) are 
selected as 1.0, 0.0, 2.0 and 0.0 respectively. In addition, the 
induction motor load is represented using the well-known 
‘CIM5BL’ model in PSS®E [28] for dynamic simulations. This 
model is capable of including rotor flux dynamics and rotating 
load dynamics. Different parameters of this model are adopted 
from the PSS®E manual [28]. The load combinations as shown 
in Table IV are used for simulation purpose. 
TABLE IV 
LOAD COMBINATIONS   
ID 
IM rating 
(MVA) 
IM load 
(MW) 
Purely voltage 
dependent load (MW) 
Total load 
(MW) 
Proportion of 
IM load (%) 
1 1.25 1 7 8 12.5 
2 1.875 1.5 6.5 8 18.75 
3 2.5 2 6 8 25 
It is to be stated that for each of the above load 
combinations, three types of induction motors are separately 
studied. Thus, total nine simulation instances are considered. 
For each case, the aforementioned fifteen disturbances are 
applied and analysed. 
C.  The Key Factors Affecting kp   
Using the simulated data, kp values are estimated using the 
procedure as stated in Section II. The implications of different 
factors on kp are discussed as follows. 
1) Impact of ROCOF on kp: To demonstrate the effect of 
ROCOF on kp, load combination-1 (12.5% induction motor 
load) with H=1.5s is taken into account as an example. Fig. 4 
depicts a plot of kp versus ROCOF.  It is observed that kp shows 
an increasing trend with a change of ROCOF. In other words, 
these quantities are positively correlated to each other. The 
reason behind this behaviour can be explained using (4). It is 
observed that input power of an induction motor (Pe) is related 
to system ROCOF. When a frequency disturbance having a 
high ROCOF occurs, the amount of load relief becomes larger 
and therefore, kp increases.  
 
Fig. 4.  Effect of ROCOF on kp for load combination-1 (H=1.5s). 
2) Impact of Inertia Constant on kp: To understand the 
dependency of kp on the inertia constant of an induction motor, 
load combination-1 is considered. Simulations are carried out 
for three types of induction motors as provided in Table III. 
Fig. 5 demonstrates the variation of kp for different inertia 
constants and ROCOF. It is found that at a specific ROCOF, 
the value of kp at relatively higher inertia constant is more than 
that of lower inertia constant (e.g. points X1, X2 and X3 in Fig. 
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5). 
With an equal rating, the quantity of load relief from an 
induction motor with higher inertia constant is more than that 
of lower inertia constant. Therefore, kp also increases when the 
inertia constant increases. It is to be mentioned that similar 
trends as of Fig. 5 can be obtained for all load combinations 
stated in Table IV. 
To explicitly show the dependence of kp on inertia constant, 
Fig. 6 is plotted for three sample ROCOF values (0.1, 0.35 and 
0.54). It is noticed that at a particular ROCOF, kp exhibits an 
increasing trend with inertia constant. It is also seen that at a 
particular ROCOF, kp gradually varies with inertia constant 
(e.g. from points Y1 to Y2 and Y2 to Y3 in Fig. 6). However, 
change of kp is significant when ROCOF changes (e.g. from 
points Y5 to Y4 and Y4 to Y3 in Fig. 6). Therefore, it can be 
revealed that kp is more influenced by ROCOF than inertia 
constant.   
 
Fig. 5.  Variation of kp with H constant and ROCOF (load combination-1). 
 
Fig. 6.  Implication of H constant on kp (load combination-1). 
3) Impact of Percentage of Induction Motor Load on kp: To 
identify the influence of percentage of induction motor load (as 
a share of total load) on kp, different load combinations shown 
in Table IV are studied. Large induction motor (H=1.5s) case is 
taken into account as an example. Fig. 7 presents the variation 
of kp for a various percentage of induction motor load and 
ROCOF. It can be articulated that for a specific inertia constant 
and ROCOF, kp is higher when the percentage of induction 
motor load increases (e.g. points A1, A2 and A3 in Fig. 7). 
If the proportion of induction motor load is higher in a load 
mix, its impact in load response becomes dominating. As a 
result, a higher amount of load is released during a frequency 
disturbance, for which kp increases. For medium and small 
induction motors, similar trends as described above can be 
seen. 
Fig. 8 demonstrates the relation between kp and percentage 
of induction motor load (percentage IM load) for three typical 
ROCOF values (0.1, 0.35 and 0.54). It is observed that at a 
specific ROCOF, kp shows an increasing tendency when the 
percentage IM load becomes higher. It is also found that at a 
particular ROCOF, kp reasonably changes with percentage IM 
load (e.g. from points B1 to B2 and B2 to B3 in Fig. 8). On the 
other hand, kp varies more significantly with ROCOF (e.g. from 
points B5 to B4 and B4 to B3 in Fig. 8). Therefore, it is 
understood that kp is more influenced by ROCOF than 
percentage IM load. 
 
Fig. 7.  Variation of kp with percentage of IM load and ROCOF (H = 1.5s). 
 
Fig. 8.  Impact of percentage of induction motor load on kp (H = 1.5s). 
From the above analyses, the key factors affecting kp are 
identified as ROCOF value, type/inertia constant of induction 
motor and percentage of induction motor/frequency dependent 
load in a load composition. However, amongst various factors, 
ROCOF has more impact on kp.  
In the next section, field measurement data are analysed to 
determine the LFR, which are then validated using the above 
theoretical findings.  
IV.  ESTIMATION OF THE LFR FROM FIELD MEASUREMENTS 
AND ITS VALIDATION  
In this section, the estimated LFR values for Tasmania and 
Victoria states are sequentially presented. 
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A.  Analyses of Field Measurements in the State of Tasmania 
1) Disturbance Cases:  Field measurements were collected 
from three different locations in Tasmania- Kingston 11 kV 
bus, Lindisfarne 110 kV bus and Risdon 110 kV bus, which are 
shown in Fig. 9.  
 
Fig. 9.  Measurement locations in Tasmania [25]. 
All these buses contain various combinations of residential, 
commercial, heating and industrial loads. Six disturbance 
events were recorded. These are- Basslink trip, Kogan Creek 
generator trip in Queensland, Basslink flow reversal- Tasmania 
under frequency, Mt Piper generator trip in New South Wales, 
Loss of 230 MW generation due to a double circuit trip in 
Tasmania and Load rejection at Cethana Power Station in 
Tasmania.  
For each of the investigated disturbances, necessary data 
were recorded at the aforementioned three locations with 
eighteen data sets. For convenience, each data set is assigned a 
number based on the location. They are: data set no. 1, 4, 7, 10, 
13 and 16 for Kingston;  data set no. 2, 5, 8, 11, 14 and 17 for 
Lindisfarne and data set no. 3, 6, 9, 12, 15 and 18 for Risdon. 
2) Estimation and Validation of the LFR: The LFR of real 
and reactive power (kp and kq respectively) are determined for 
the studied disturbances using the regression technique. The 
values of kp are shown in Fig. 10.  It is noticed that kp changes 
from 0.14 to 1.17 in the Tasmanian system. It is to be noted 
that all the kq values are estimated as around zero.  
 
Fig. 10. LFR of real power (kp) in Tasmania. 
ROCOF and the kp for six disturbances are listed in Table V. 
It is noticed from Table V that for the Basslink trip and Loss of 
230 MW generation due to a double circuit trip in Tasmania, 
ROCOF are relatively higher. Therefore, these disturbances can 
be treated as high ROCOF events.  However, other four 
disturbances (Kogan Creek generator trip in Queensland, 
Basslink flow reversal-Tasmania under frequency, Mt Piper 
generator trip in New South Wales and Load rejection at 
Cethana Power Station in Tasmania) can be considered as low 
ROCOF events. It should be seen that during high ROCOF 
events, kp is relatively larger and close to the presently used 
value (1% for Tasmania); while in case of low ROCOF events, 
kp is relatively smaller.  
TABLE V 
ROCOF AND KP FOR TASMANIA CASE 
Disturbance ROCOF (Hz/s) 
kp (%) 
Kingston  Lindisfarne  Risdon  
Basslink trip 0.81 1.09 1.04 1.11 
Kogan Creek 
generator trip in 
Queensland 
0.19 0.29 0.16 0.41 
Basslink flow 
reversal- Tasmania 
under frequency 
0.12 0.25 0.22 0.28 
Mt Piper generator 
trip in New South 
Wales 
0.24 0.35 0.4 0.45 
Loss of 230 MW 
generation due to a 
double circuit trip 
in Tasmania  
0.83 1.15 1.09 1.17 
Load rejection at 
Cethana Power 
Station in 
Tasmania 
0.1 0.21 0.14 0.23 
It is clearly revealed from the above analyses that at a 
particular location, kp reasonably changes depending on 
disturbance scenarios. From the theoretical analysis (Section 
III), it is found that certain factors have significant impacts on 
kp. This remark could be used to explain the values of kp 
obtained from field measurements. Fig. 11 depicts the variation 
of kp with ROCOF for Tasmania. 
 
Fig. 11. Variation of kp with ROCOF for Tasmania. 
It can be seen that kp at Kingston and Risdon show 
increasing trends with ROCOF. It matches with the theoretical 
finding of Section III (part C, no. 1), which states that kp and 
ROCOF are positively correlated. Lindisfarne bus has almost 
the same characteristic except for two points, L1 and L2, 
(shown by black circles in Fig. 11). Such a contrary behaviour 
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can be explained by the observation from Section III (part C, 
no. 3), which reports that kp increases as the proportion of 
induction motor load increases. The pre-disturbance load 
corresponds to L1 is 9.55 MW, whereas that of L2 is 5.3 MW. 
It means that amount of load in L1 is almost 1.80 times higher 
than that of L2. Consequently, the percentage of frequency 
dependent load (in terms of total load) in L1 may be more than 
that of L2. As a result, in spite of lower ROCOF, kp in L1 is 
higher than that of L2. 
B.  Analyses of Field Measurements in the State of Victoria 
1) Disturbance Cases:  In Victoria, field measurements were 
collected from five different locations- Rowville 220 kV bus, 
Brooklyn 22 kV bus, Brooklyn 66 kV bus, Redcliffs 22 kV bus 
and Redcliffs 66 kV bus. Measurement locations are shown in 
Fig. 12.  
 
Fig. 12.  Measurement locations in Victoria [25]. 
Types of the loads for these locations are as follows-
Rowville 220 kV bus: residential and light industrial, Brooklyn 
22 kV and 66 kV buses: heavy industrial and Redcliffs 22 kV 
and 66 kV buses: rural/ agricultural and some residential. Two 
disturbance events- Kogan Creek generator trip and Mt Piper 
generator trip are analysed to find the LFR. For each of the 
studied disturbances, field measurements were taken at the 
aforementioned five locations. Therefore, there are ten data sets 
to investigate.  
2) Estimation and Validation of the LFR: kp and kq values 
are determined using the regression method. It is found that kp 
varies from 0.72 to 1.3, while all the kq values are 
approximately zero. ROCOF and kp values at different 
disturbance events are shown in Table VI. It is observed that 
that at a particular location, kp increases with the increase of 
ROCOF. Alternatively, it can be said that there is a positive 
correlation between kp and ROCOF. It conforms to the 
theoretical outcome of Section III (part C, no. 1).  
TABLE VI 
ROCOF AND KP FOR VICTORIA CASE 
Disturbance 
ROCOF 
(Hz/s) 
kp (%) 
Rowville 
220 kV  
Brooklyn 
22 kV  
Brooklyn 
66 kV  
Redcliffs 
22 kV  
Redcliffs 
66 kV  
Kogan Creek 
generator trip 
0.13 0.76 1.18 1.3 0.81 0.83 
Mt Piper 
generator trip 
0.1 0.72 1.15 1.25 0.78 0.8 
It is found that in most cases, the estimated kp are smaller 
than the currently adopted value (1.5% for Victoria). One 
probable reason for this may be the cumulative penetration of 
power electronic interfaced loads. Such loads are frequency 
isolated from the corresponding grid. As a result, the amount of 
load relief from them following a frequency disturbance 
becomes insignificant. When these types of loads are mixed 
with other existing frequency dependent loads (e.g. induction 
motors), the overall value of kp is likely to decrease. 
It can be seen from Table VI that Brooklyn 22 kV and 66 
kV buses have relatively larger kp compared to other buses. 
One reason behind this could be the type of loads. Both buses 
in Brooklyn have high industrial loads. Thus, it can be 
presumed that these buses are enriched with a significant 
percentage of frequency dependent loads, which may result in 
relatively larger kp. 
V.  EVALUATION OF KP AND CONTINGENCY FCAS 
REQUIREMENT  
From theoretical observations and practical outcomes based 
on field measurements, it is found that kp exhibits a strong 
dependence on some specific factors. Thus, use of constant kp 
in the Australian NEM under all operating conditions appears 
to be inappropriate. Therefore, a better model to determine kp 
is essential.  
A.  Calculation of kp 
A number of major locations/buses (carrying most of the 
significant loads) can be selected by the system operator, where 
field measurements are recorded during various frequency 
disturbance events. Collected data sets are then analysed to 
calculate ROCOF and estimate kp at all locations.   
Results obtained in Section IV suggest that kp varies subject 
to ROCOF values and measurement location (as load 
composition changes from one location to other). Moreover, it 
is found that in most cases, kp and ROCOF are highly 
correlated. Thus, at a specific location, kp can be expressed as a 
function of ROCOF. Generally, for i-th location, it can be 
written as 
(ROCOF)gk iip,                                         (5) 
where kp,i is the LFR of real power at i-th location and gi(.) 
denotes a functional relationship for i-th location. 
LFR quantifies the load relief from all the induction motors 
as a whole. Therefore, an overall kp has to be calculated from 
the location kp values. In reality, the percentage of induction 
motor load at different locations is different. It is found in 
Section III that percentage of induction motor load has a 
considerable impact on kp. To take into account this factor in 
the overall value of kp, the weighted average of the locational 
kp values is calculated using (6) 




ni
1i
ip,ip )k(wk                                        (6) 
where wi is the normalised weight for i-th location and n is the 
total number of measurement locations. wi can be 
mathematically defined by (7) 



n
1i
iIM,
iIM,
i
P
P
w                                               (7) 
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where PIM,i is the aggregated size of all the induction motors at 
i-th location (in MW). It is to be mentioned that the values of 
the normalised weight can be assigned by a system operator 
depending on load compositions of the measurement locations.    
To validate the aforementioned calculation technique of kp, 
the Mt Piper generator trip in New South Wales is taken as an 
example, which is simulated in PSS®E software.  Fig. 13 shows 
the frequency excursion curves using existing kp of the 
Australian NEM and the kp derived from the proposed 
technique. The simulated frequency curves are also compared 
with the actual recorded frequency. It is clearly observed from 
Fig. 13 that the kp determined using the proposed technique 
shows better performance than the existing kp in estimating 
frequency response. 
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Fig. 13. Comparison of frequency excursion curves. 
Now, the next crucial question is, how to determine 
contingency FCAS requirement at any operating conditions by 
using the kp obtained from the proposed technique. Therefore, a 
procedure is proposed, which is described as follows. 
B.  Evaluation of Contingency FCAS Requirement 
The following steps are followed to evaluate contingency 
FCAS requirement.   
Step-1: At any operating conditions/load levels, generation 
profile can be known before their dispatch via 
market information. According to the scheduled 
generation dispatch, overall system inertia is 
determined.   
Step-2: At a specific dispatch scenario, the system operator 
normally decides the potential largest contingency. 
For this contingency, ROCOF is computed by (8). A 
derivation of this equation is shown in Section VII 
(Appendix) and Part B. 
0f
IR
ΔP
2
1
ROCOF                              (8) 
where ∆P is the contingency size (in MW), IR 
denotes the total inertia (in MWs) and  f0 refers to 
the nominal system frequency (in Hz). 
Step-3: The above ROCOF is utilised in (5) to determine 
location kp values. These values are subsequently 
used in (6) to calculate the overall value of kp.  
  For example, in case of Tasmania, the following 
functional relationships between kp and ROCOF can 
be formed from Table V via regression analysis. The 
Curve Fitting Toolbox in MATLAB is deployed to 
find the best fit.  
Kingston: 069.0ROCOF28.1k 1p,           (9) 
Lindisfarne: 022.0ROCOF27.1k 2p,      (10) 
Risdon: 142.0ROCOF22.1k 3p,          (11) 
It is to be highlighted that the goodness of fit (R2) of 
(9), (10) and (11) are around 99%, 98% and 99% 
respectively.  
 ROCOF calculated in Step-2 is used in (9)-(11) to 
determine kp values at the corresponding locations. 
These values are then applied in (6) to find the 
overall kp for Tasmania. The similar procedure can 
be followed for other measurement locations.   
Step-4: Contingency FCAS requirement (R in MW), which 
is published by the Australian Energy Market 
Operator, is evaluated using (12) [30]. It is worth 
mentioning that R should be more than or equal to 
the size of the potential largest contingency (G in 
MW) minus aggregated load relief (in round 
brackets). 
)]Dk(B)Dk(A[GR TASTASp,MLMLp,     (12) 
where kp,ML and kp,TAS denote the overall LFR for the 
mainland and Tasmania respectively (in %), DML and 
DTAS are the demands in the mainland and Tasmania 
respectively (in MW) and A and B refer to the 
contingency FCAS coefficients for the mainland and 
Tasmania respectively. The values of A and B are 
1.0 and 4.0 respectively [30]. 
If the available FCAS from the scheduled dispatch 
does not satisfy the required FCAS calculated via 
(12), the generation dispatch needs to be corrected. 
For a better illustration, the above steps are presented using 
a flowchart in Fig. 14.  
Start
Available FCAS≥  
Required FCAS
Yes
No
Step-2: Calculate ROCOF by (8)
Step-1: At a dispatch case, decide the potential
             largest contingency and determine 
             total inertia            
Step-3: Determine locational kp values using (5)
             Calculate overall value of kp using (6)  
Step-4: Evaluate contingency FCAS
             requirement deploying the above kp 
             in (11)
End
Correct the 
generation dispatch
 
Fig. 14. Steps to evaluate contingency FCAS requirement. 
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VI.  CONCLUSIONS 
 A comprehensive investigation is performed to examine the 
LFR from field measurement data, which can be used to 
determine contingency FCAS requirement at any dispatch 
scenarios. It is found from the analyses that the LFR of real 
power (kp) at a particular location considerably varies 
depending on a frequency disturbance. Load frequency relief of 
reactive power (kq) is estimated as almost zero for all 
measurements. 
From the analysis of an induction motor (principal source of 
frequency dependent loads), the predominating factors, which 
are likely to influence kp are understood. The key factors can be 
listed as- (i) ROCOF value following a disturbance, (ii) type 
(large, medium or small) of induction motors, which decides 
the inertia constant, and (iii) penetration level or percentage of 
induction motor load in a particular load mix. It is to be 
mentioned that variation of kp obtained from the field 
measurement conforms to theoretical findings. 
It is observed that at all measurement locations, ROCOF has 
the most noticeable implication on kp, which helps to develop 
functional relationships between these quantities. Based on 
these relationships and locational load combinations, an overall 
value of kp is calculated. It is seen that kp determined from the 
proposed calculation technique results in the better estimation 
of frequency response than the existing constant kp values in 
the Australian NEM. Finally, a procedure is recommended to 
evaluate contingency FCAS requirement to ensure satisfactory 
frequency response. It is worth mentioning that in this research 
work, kp and hence contingency FCAS requirement are 
separately assessed under any operating conditions. Therefore, 
the risk at attaining under or over-conservative reserve margin 
is mitigated. 
VII.  APPENDIX 
A.  Regression Analysis   
In this paper, multiple linear regression analysis is 
performed to determine the values of kp and kq from (1) and (2) 
respectively. For this purpose, (1) and (2) are linearised by 
taking their logarithmic (base 10) expressions. For example, (1) 
can be written as 








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


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
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k1log
V
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loglog
P
P
            (13) 
Using Taylor Series expansion, the second term of the right-
hand side of (13) can be expressed as 
......
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k
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Since ∆f is relatively smaller with respect to f0, the higher-
order terms of (14) can be neglected. Thus, (14) is 
approximated as 
0
p
0
p
f
Δf
k
f
Δf
k1log 
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

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


                           (15) 
Therefore, (13) can be written as 
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(16) can be generally expressed by 
2211 xβxβy                                           (17) 
where 








0P
P
logy , 







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0
1
V
V
logx , 
0
2
f
Δf
x  , 1npβ1  and 
p2 kβ  . It is to be noted that y is known as the dependent 
variable, x1 and x2 are known as independent variables, and β1 
and β2 are called regression coefficients.  
The method of least-squares is applied to estimate β1 and β2 
from (17). In this method, the summation of the squared errors 
between observed and modelled responses are minimised. The 
summation of the squared errors for all the observations can be 
written as 
  
 

n
1i
n
1i
2
i22i11i
2
i xβxβyeS                     (18) 
where ei is the error for i-th observation and n is the total 
number of observations. 
To determine the values of β1 and β2, function S has to be 
minimised with respect to each coefficient. Therefore, it must 
satisfy 
 




 ni
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i1i22i11i
1
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Simplifying (19) and (20), the following least-squares 
equations can be obtained. 
 
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Solving (21) and (22), β2 (also kp) is yielded as 
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From field measurements, y, x1 and x2 data are available. 
They are used in (23) to calculate kp. It is to be mentioned that 
(21) and (22) can be solved to find β1 (also np1) if needed. A 
similar procedure as stated above can be applied to evaluate kq 
and nq1 from (2). 
B.  Derivation of ROCOF   
Based on (4), 
base
2
0
S
ΔP
dt
df
f
f
H2                                   (24) 
f
f
f
)S(H
ΔP
2
1
dt
df 0
0
base


                             (25) 
Just after a disturbance, f is almost equal to f0, and noting 
that (H×Sbase) represents the inertia (IR). Therefore, (25) can be 
expressed as 
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