Abstract-In a Bayesian linear model, suppose observation y = Hx+n stems from independent inputs x and n which are Gaussian mixture (GM) distributed. With known matrix H, the minimum mean square error (MMSE) estimator for x, has analytical form. However, its performance measure, the MMSE itself, has no such closed form. Because existing Bayesian MMSE bounds prove to have limited practical value under these settings, we instead seek analytical bounds for the MMSE, both upper and lower. This paper provides such bounds, and relates them to the signal-to-noise-ratio (SNR).
I. INTRODUCTION
In estimation theory, an important instance is the linear model y = Hx + n: (1) In this paper, y is a vector of observations, H is a known matrix, x is a vector to be estimated, and n is a vector of noise. We assume a Bayesian setting where the distributions on x and n are known a priori. Specifically, we posit x and n to be independent and Gaussian mixture (GM) distributed. In order to estimate x, we use the minimum mean square error (MMSE) estimator u xjy Efxjyg (2) and inquire about its performance, measured by the MMSE: E kx 0 u x j y k 2 2 :
With GM inputs to (1) , u xjy becomes analytical, but in contrast to the familiar case of Gaussian inputs, the MMSE does not. Thus, while the optimal estimator is implementable, and used in practice, its performance is harder to assess. Moreover, in this setup, existing Bayesian bounds on the MMSE become no easier to estimate than the MMSE itself. Our objective is therefore to bound the MMSE analytically, both from above and below, and to relate these bounds to the signal-to-noise ratio (SNR).
We find that the MMSE is lower bounded by the mean square error (MSE) of a "genie-aided" estimator. This imaginary, non-implementable estimator knows precisely which source in the mixture is active, at any time, both for x and n. It is therefore much better informed than the MMSE estimator. Yet, simulations indicate that the MMSE estimator is comparably accurate for SNRs above a quite modest threshold. The upper bound is provided by the MSE of the linear MMSE (LMMSE) estimator. In fact, we show that the LMMSE estimator becomes the MMSE estimator in two extreme cases: when the SNR is either zero or infinite. However, simulations indicate that the LMMSE estimator is nearly MSE optimal for a much larger range of SNR. The upper and lower bounds have closed form expressions, and are straightforward to calculate. Because they approach each other with increasing SNR, the MMSE can be determined rather accurately when the SNR is moderate to high.
The paper is organized as follows. Section II defines and motivates the input model and reviews parts of the related literature. Section III presents the main contribution: the upper and lower bounds of the MMSE. Section IV proves the MMSE bounds, and analyzes them in the asymptotic cases of zero and infinite SNR. Section V simulates how the MMSE evolves, between its bounds, as a function of SNR. Section VI concludes.
II. INPUT MODEL AND RELATED WORK
We assume x and n in (1) to be independent and GM distributed:
This notation should be read in the distributional sense. Thus, x results from a composite experiment. First, source k 2 K is activated with probability p k 0; k2K p k = 1. Second, that source generates a Gaussian signal with distribution law N (u (k) x ; C (k) xx ). The set fp k ; u (k) x ; C (k) xx ; k 2 Kg defines the GM parameters of x. The noise n emerges in entirely similar, but independent manner. K and L are finite index sets. Their cardinalities determine the number of components in each mixture.
GM distributions can accommodate multi modality, asymmetry and heavy tails. In fact, with a sufficient number of components, and a judicious choice of parameters, a GM can approximate any distribution to desired accuracy [1] , [2] . In practice, GM parameters are rarely given a priori. Most often they must be estimated; typically a non-trivial task [1] , [3] . A common approach is to estimate GM parameters from training data. The expectation maximization (EM) algorithm [4] - [6] is well suited, and much used, for that purpose. Briefly, the algorithm relies on observations drawn from the distribution we wish to parametrize, and some initial estimate of the parameters. The observations are used to optimize the parameters, iteratively, until convergence to a local maximum of the likelihood function. Because the resulting GM parameters, and hence the GM distribution, depends on the initial estimates, the algorithm can alternatively be started from multiple initial estimates. This produces an ensemble of GM distributions, which can be averaged [7] , [8] . For example, if there are jMj distributions in the ensemble, each with probability m , then x could be distributed as xx are the kth mean and kth covariance, respectively, of GM distribution m. Apart from appropriate notational changes, however, (5) is a GM of the same format as (4) . This emphasizes that notation (4) may also include uncertainty in the GM parameters. Our starting point is that (4) has resulted from such, or similar, model fitting. Above, we have compactly written m;k for m2M k2K , a convention we will continue to use.
Model (1) , with (4) as input, closely matches the image restoration problem described in e.g., [9] . There, x represents an image patch to be estimated and H is typically a non-invertible degradation operator.
Since the problem usually is underdetermined, good patch models become important. Modeling x by a GM and the noise n as Gaussian has proven to give good results. However, unlike [9] which proposes a maximum a posteriori EM algorithm to estimate both the GM parameters and x, we assume that the GM parameters already have been estimated and concentrate on the signal x. Moreover, we focus on MMSE estimation, the primary objective being to provide analytical bounds for the non-analytical MMSE. Mixture distributions are common, particularly within two groups of the engineering literature. The first one focuses on state sequence estimation via noisy measurements, presuming statistics that fit the GM paradigm. Selected works include [2] and [10] - [15] . These studies offer (approximate or exact) GM posterior state distributions, with the mean always serving as the state estimate. For natural reasons, because the settings are not stationary, none of these works analyze the MMSE. The second group of studies uses GM distributions to simplify processing of speech, audio, and images. Selected works include [16] - [27] . In these, one or more variates are modeled by finite GMs. This is often sufficiently accurate and allows good practical estimators. However, none of these works investigate bounds on the MMSE.
The emphasis on analytical bounds separates this work from those offering general lower bounds on the MMSE. Included there are the Bayesian bounds of Cramer-Rao [28] , Bobrovsky-Zakai [29] , Bhattacharyya [28] , Weiss-Weinstein [30] , and Reuven-Messer [31] .
These bounds hold for most types of joint densities f (x; y) of practical interest, but they rarely acquire analytical form. Yet, for most f (x; y), they are much simpler to evaluate numerically than the MMSE. That feature makes them both attractive and useful; for interested readers, [32] proposes a general class of Bayesian lower bounds. Like the MMSE, the above-mentioned bounds all become non-analytical when (4) is input to (1), but in contrast to the usual case, they do not become simpler to evaluate numerically than the MMSE. For this reason, the mentioned bounds have limited practical value to the current problem. Such bounds, of analytical sort, are useful because they can provide a simple way to assess estimator performance. To our knowledge, the literature offers no explicit analysis on that account. This motivates us to explore and present both upper and lower bounds.
III. MAIN RESULT: BOUNDS ON THE MMSE
Proposition 1: Let observation y originate from (1), where H is a known matrix, and x and n are independent GM variates defined by (4) . Let u xjy in (2) denote the MMSE estimator for x. Here Tr ( 1 ) denotes the trace operator, and
are the covariance and mean of x, respectively. Similarly
are the covariance and mean of and n, respectively. Proof is given in the next section.
IV. DERIVATION OF THE MMSE BOUNDS
Here, we first verify the non-analytical nature of the MMSE. Then, we prove the bounds in Proposition 1. The MMSE is, by definition, 
Under (1) and (4), it can be shown that y in (8) is a GM with jKj 1 jLj components. Its density has the form
where f (k;l) (y) is a Gaussian density with mean and covariance
respectively. Furthermore, it can be shown that the posterior covariance matrix in (8) where
Detailed derivations on (9)- (15) are not included here. The interested reader is instead referred to e.g., [16] , [20] , [33] , and [34] . In (8) , rather than dealing directly with 2 , it is convenient to study the matrix 
Here, the last equality results by using (11) and (12) . Observe that Tr(M) = 2 . Since M is of crucial interest, we inspect integral (16) term-by-term. The first term is
where the last equality holds because C (k;l)
xjy is not a function of y, as can be seen from (13) and (10) . The second term of (16) 
xjy : (19) The last equality derives using (14) and (13) . The third term of (16) The last equality results by using (15), (12), and (9). As far as we can see, (21) cannot be solved due to the sum in the denominator of the integrand. The MMSE, can therefore not be determined exactly. Instead, we turn to bounds. It can be verified that the existing Bayesian bounds [28] - [31] all depend on integral expressions of the following form:
With (4) as input to (1), it can be shown that f (y; x) is a GM with jKj 1 jLj components. The function g(y; x) depends on the bound in question, but (23) cannot be evaluated analytically for any of the above bounds. The main reason, is that the integrand of (23), like in (21), has a GM denominator which does not simplify by substitutions. In addition, for any of these bounds, (23) cannot be construed as an expectation. The latter complicates Monte Carlo approaches, and numerical estimation of the mentioned bounds is therefore not straightforward. In contrast, u xjy in (15) is analytical, and because GMs are easy to sample from, the MMSE can be estimated by Monte Carlo methods. Clearly, in practice, the MMSE should only be bounded by quantities that are considerably simpler to obtain. Otherwise, one would rather estimate the MMSE directly. Therefore, we instead seek analytical bounds-both upper and lower. To that end, note from (17), (18) 
The last equality is obtained from (12) and (15 
A. Proving the Lower Bound for the MMSE
Inequalities (22) and (24)- (27) , guarantee that bound.
An alternative argument provides intuition for the lower bound in (28) . Imagine that side information is available, such that for each observation y, a genie tells precisely which Gaussian components k and l came into play. Then, for each y, we face a Gaussian signal in Gaussian noise. Because of the genie, we no longer use the observation y to determine the weights in (12) . Instead, for the MMSE. Section IV-C, shows that this bound coincides with the MMSE at infinite SNR, but simulations indicate that, in practice, the lower bound may be tight already from moderate SNR levels. By appropriate substitutions, using (17), (13), and (10), one obtains the lower bound of Proposition 1.
B. Proving the Upper Bound for the MMSE
From inequalities (22) and (24)- (26), it is straightforward to conclude that 2 Tr(M1) + Tr(M2): (29) However, this upper bound is not really informative. In order to see this, apply (17) and (19) The last equality follows from (6) . (30) where C xx ; u x ; C nn , and u n are given in (6) Because no practical estimator has MSE smaller than the MMSE, by definition, we can safely conclude that 
C. MMSE at Zero and Infinite SNR
Intuitively, one expects that the MMSE approaches its upper bound as SNR = E kxk 2 2 E knk 2 2 (33) tends to zero. Similarly, we expect the MMSE to approach its lower bound as the SNR tends to infinity. We will demonstrate that this intuition is true for a simple but instructive example. Throughout, we assume H to be square and full rank. In addition, we assume the noise to be distributed as 
1 Among all estimators which are linear (affine) in the observations, the LMMSE estimator obtains the smallest MSE. (y) approaches a constant which is independent of y; k and l. Note from (40), that the MMSE estimator discards the data and only uses prior information. This is expected at zero SNR.
Now we compare with the LMMSE estimator. When a ! 1, (38)
x . But this is equal to (40), which is the MMSE estimate. Thus, the LMMSE estimator becomes the MMSE estimator, at zero SNR. As argued in Section IV-B the MMSE becomes Tr(Cxx) in this case.
2) Infinite SNR:
We drive the SNR to infinity by a ! 0. From (27) , it can then be seen that Tr(M2) + Tr(M3) = 0. Thus, at infinite SNR, the MMSE in (22) becomes Tr(M 1 ). Evaluating (39) when a ! 0, and plugging the result into (24) , it is straightforward to verify that MMSE becomes zero at infinite SNR. Note from (41) that the estimator discards all prior knowledge and completely trusts the data. This is expected at infinitely high SNR.
To conclude this inquiry, we again compare with the LMMSE estimator. When a ! 0, (37) reduces tox = H 01 y. However, this is the same as the MMSE estimator in (41). Thus, the LMMSE estimator becomes the MMSE estimator, also at infinite SNR. In summary, at both zero and infinite SNR, the MMSE becomes analytical and equals the MSE of the LMMSE estimator. At infinite SNR, the MMSE also equals the MSE of the genie-aided estimator. Therefore, the LMMSE upper bound and the genie lower bound must coincide as the SNR tends to infinity.
V. NUMERICAL RESULTS
Here, we simulate the MMSE and calculate the bounds, all as functions of SNR. The MMSE can be estimated as the sample mean of kx 0 u xjy k 2 2 from a series of observations. However, the computational burden grows rapidly with the number of mixture components and the dimensions of H. We have simulated several scenarios, all of which show the same trend. Therefore, we only consider a low-dimensional system here and impose inputs (4) such that jKj1jLj is moderate.
Specifically, we assume the following:
• H = I, with I being 2 2 2 identity matrix; • x is GM distributed (jKj = 2) with parameters • n is also GM distributed (jLj = 2), with parameters • the scalar a is adjusted to produce different SNR values. Fig. 1 shows the genie lower bound, the estimated MMSE, and the upper bound, all in decibels, versus increasing SNR. The MMSE is estimated from 10 5 independent y's for each SNR value. Fig. 1 is in line with our previous findings: At very low and very high SNR, the MMSE coincides with the MSE of the LMMSE estimator. Also, the bounds approach each other with increasing SNR. Interestingly, for the current setup, the MMSE estimator performs as if helped by a genie for SNR > 10 dB. Thus, in practice, the MMSE estimator pinpoints the correct Gaussian component (k; l) and places nearly all weight in (k;l) (y), already from modest SNR.
From Fig. 1 , it is apparent that the MMSE estimator outperforms the LMMSE estimator, especially at intermediate SNR levels. For designers, it could therefore be of interest to know the approximate computational cost of this MSE gain. It can be determined as follows.
Note from (14) multiplications and additions. The corresponding cost for the LMMSE estimate in (30) is only O(N M ). Roughly, the LMMSE estimator's complexity depends on the dimensions of the system. In contrast, the MMSE estimator's complexity depends on the dimensions multiplied by the number of mixture components, S.
For the interested reader, and in order to facilitate reproducible research, the MATLAB code which produced Fig. 1 can be downloaded from http://sites.google.com/site/johntorjusflaam.
VI. CONCLUSION
Much motivation for this paper derives from the applicability and generality of GMs. Assuming GM inputs to a Bayesian linear model, we show that the MMSE does not come in analytical form. Existing Bayesian lower bounds are, however, not attractive in this setup. Instead, the MMSE can be bounded analytically-from above and below. The LMMSE estimator yields an upper bound, and a genie aided MMSE estimator offers a lower one. The genie-aided estimator consists of a perfect decision device, followed by a decision dependent Gaussian signal and Gaussian noise MMSE estimator. We have shown that the upper and lower bounds approach each other with increasing SNR. We have also studied the MMSE in the extreme cases of zero and infinite SNR. In both of these cases, the MMSE becomes analytical and corresponds to the MSE of the LMMSE estimator. A numerical example displays the behavior of these bounds as a function of SNR. It indicates that, in practice, the MMSE estimator has performance comparable to the genie-aided estimator already from quite modest SNR.
