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Abstract
Whereas benchmarking experiments are very frequently used to investigate the perfor-
mance of statistical or machine learning algorithms for supervised and unsupervised learning
tasks, overall analyses of such experiments are typically only carried out on a heuristic basis,
if at all. We suggest to determine winners, and more generally, to derive a consensus ranking
of the algorithms, as the linear order on the algorithms which minimizes average symmetric
distance (Kemeny-Snell distance) to the performance relations on the individual benchmark
data sets. This leads to binary programming problems which can typically be solved rea-
sonably efficiently. We apply the approach to a medium-scale benchmarking experiment to
assess the performance of Support Vector Machines in regression and classification problems,
and compare the obtained consensus ranking with rankings obtained by simple scoring and
Bradley-Terry modeling.
Keywords: benchmark experiments, consenus rankings, Borda, Condorcet, symmetric difference,
linear order, poset, linear programming.
1. Introduction
The past decades have featured an immense proliferation of available statistical or machine learn-
ing algorithms for supervised and unsupervised learning tasks, including decision trees, neural
networks, support vector machines, and resampling methods such as bagging or boosting. With
theoretical analyses of the properties of such algorithms becoming ever more challenging, detailed
experiments based on suitable combinations of artificial and real-world data sets are employed to
study these algorithms. In particular, performance is typically investigated using benchmarking
experiments where several competing algorithms are used on a collection of data sets (e.g., from
the UCI Machine Learning repository (Blake and Merz 1998)).
Quite surprisingly, solid methodological frameworks for the analysis of the results of such bench-
marking experiments are typically lacking. Often, p-values reported for assessing significant differ-
ence in the performance of algorithms are rather incorrect (e.g., necessary independence assump-
tions cannot be guaranteed in commonly employed experimental designs) or potentially mislead-
ing (e.g., by solely focusing on the means of performance distributions which can be considerably
skewed). Hothorn, Leisch, Zeileis, and Hornik (2005) provide a framework which allows the com-
parison of algorithms on single data sets based on classical statistical inference procedures, making
it possible to test one-sided hypotheses (“Does algorithm Ai perform significantly better than al-
gorithm Aj on data set Db?”) as well as the hypothesis of non-equivalence.
An overall analysis of the benchmarking experiment would suitably aggregate the performance
“measurements” on the individual data set, resulting, e.g., in the determination of a “winner”, or
more generally a consensus ranking which orders the algorithms according to their overall perfor-
mance. Clearly, conclusions drawn from such an analysis should be taken with the appropriate
grain of salt: the results depend on the specific collection D of data sets employed and hence are
primarily conditional on the data. They can only be “representative” across learning tasks in as
much as D can serve this purpose. With no algorithm being able to uniformly outperform all
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others for all possible data sets, it is clearly impossible to use benchmark experiments to deter-
mine whether a certain algorithm is “generally” the best. Still, a chosen D might be reasonably
representative of the needs of a group of researchers or practitioners, and there is an obvious need
for a well-founded group decision based on the benchmarking results (e.g., which algorithm to
deploy in a specific application).
In this paper, we indicate how consensus rankings can naturally be obtained from paired perfor-
mance comparisons on the benchmark data sets. The underlying theory and computational issues
are discussed in Section 2. An application to a medium-scale benchmarking experiment to assess
the performance of Support Vector Machines in regression and classification problems (Meyer,
Leisch, and Hornik 2003) is given in Section 3. The obtained rankings are also compared to those
provided by a simple scoring approach and a Bradley-Terry model.
2. Consensus Rankings
Consider a benchmarking experiment featuring n learning algorithms A = {A1, . . . , An} and B
data sets D = {D1, . . . , DB}, and suppose that it is possible to “rank” the algorithms according
to their performance on each data set Db. Such rankings could for example be obtained based
on the means or (quite surprisingly, far less popular) median performances obtained from several
runs of the algorithms on suitable bootstrap samples from the data set. Note that distributions of
performance measures typically exhibit considerable skewness: hence, whereas means or medians
may be employed to investigate differences in location, aggregation should not be based on the
“raw”values of the performance measures (but could, e.g., use the ranks or a related scoring method
instead). In any case, we feel that it is both more natural and preferable to derive rankings based on
the comparisons of performances only, in particular, basing these on a notion of one algorithm Ai
performing significantly better than another algorithm Aj , symbolically, Ai > Aj . Using the
experimental designs of Hothorn et al. (2005), “classical” hypothesis tests can be employed for
assessing significant deviations in performance.
The collection of paired comparisons for a data set Db induces a relation (more precisely, en-
dorelation) Rb on the set of algorithms A which expresses either the strict preference relation
as indicated above or its dual, or a “≤” relation taking ties (indicating equivalent performance)
into account. The collection of benchmark data sets thus induces a profile (ensemble) of relations
R = {R1, . . . , RB}. A consensus ranking is a suitable aggregation of the relation profile into a
relation R. Hereafter, we will assume that a linear order is sought, i.e., that the consensus relation
be an endorelation on A which is reflexive, asymmetric, and transitive.
There is a huge literature on consensus methods for relations, starting in the late 18th century
with the approaches of Borda (1781) and Condorcet (1785) to aggregate the preferences of voters.
In Borda’s approach, the objects are ranked according to the so-called Borda marks, the overall
numbers of “wins” in the paired comparisons. As this may result in one object being ranked above
another in the consensus relation R even though it was consistenly ranked below the other in the
invidual relations, Condorcet suggested to base R on a “majority” rule which ranks an object i
above object j iff the number of individual wins of i over j exceeds the number of losses. This rule
may result in intransitivities (“Effet Condorcet”) even when aggregating strict preference relations;
if not, it agrees with the Borda solution.
The Borda and Condorcet approaches are examples of so-called constructive consensus methods,
which simply specify a way to obtain a consensus relation. In the axiomatic approach (e.g., Day
and McMorris 2003), emphasis is on the investigation of existence and uniqueness of consensus
relations characterized axiomatically. The optimization approach formalizes the natural idea of
describing consensus relations as the ones which “optimally represent the profile” by providing a
criterion to be optimized over a suitable set C of possible consensus relations. This approach goes
back to Re´gnier (1965), who suggested to determine R by solving (a non-weighted variant of) the
problem ∑B
b=1
wbd(R,Rb)⇒ minR∈C ,
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where d is a suitable dissimilarity (distance) measure. Such a relation R has also been termed
the median (more precisely, the C-median) of the profile (Barthe´lemy and Monjardet 1981). For
order relations, Kemeny and Snell (1962) have shown that there is a unique d satisfying a few
natural axioms (basically, metricity and betweenness). This so-called Kemeny-Snell distance dKS
in fact coincides with the symmetric difference distance d∆ between relations, i.e., the cardinality
of the symmetric difference of the relations, or equivalently, the number of pairs of objects being in
exactly one of the two relations. This is also the minimal path length distance dMPL between the
relations: in the lattice obtained by equipping the set of endorelations with its natural (pointwise
incidence) order, dMPL is the minimal number of moves for transforming one relation into the
other along the edges of the covering graph (Hasse diagram) of the poset (Monjardet 1981). Both
characterizations suggest that d∆ is the most natural way to measure distance between relations,
and to use for the optimization-based consensus approach.
Median linear orders based on d∆ can be computed by integer linear programming (e.g. Mar-
cotorchino and Michaud 1982). Write rij(b) and rij for the incidences of relations Rb and R,
respectively. Noting that u = u2 for u ∈ {0, 1} and hence |u − v| = u + v − 2uv for u, v ∈ {0, 1},
we have
B∑
b=1
wbd(R,Rb) =
∑
b
wb
∑
i,j
|rij(b)− rij |
=
∑
b
wb
∑
i,j
(rij(b) + rij − 2rij(b)rij)
= const−
∑
ij
(∑
b
(2wbrij(b)− 1)
)
rij
so that, letting cij =
∑
b(2wbrij(b)− 1), the median linear order R can be obtained by solving∑
i 6=j
cijrij ⇒ max
with the constraints that the rij be the incidences of a linear order, i.e.,
rij ∈ {0, 1} i 6= j (binarity)
rij + rji = 1 i 6= j (asymmetry)
rij + rjk − rik ≤ 1 i 6= j 6= k (transitivity)
We note that this is a “very hard” combinatorial optimization problem (in fact, NP complete), see
Wakabayashi (1998). Its space complexity is related to the number of variables and constraints
which are of the orders n2 and n3, respectively. In fact, the asymmetry conditions imply that we
can, e.g., work only with the upper diagonal part of R, i.e., rij , i < j, and use rij = 1 − rji for
i > j. For each triple of distinct i, j, k the 6 transitivity conditions reduce to 2 non-redundant
ones for i < j < k. The worst case time complexity is at most of the order 2n. Quite often,
solutions can be found efficiently via Lagrangian relaxation (Marcotorchino and Michaud 1982),
i.e., by replacing the binarity constraints rij ∈ {0, 1} by 0 ≤ rij ≤ 1, i 6= j, and iteratively adding
“cutting planes” selectively enforcing binarity to the relaxation (Gro¨tschel and Wakabayashi 1989).
One can also use state of the art general-purpose integer programming software, such as the open
source lp_solve (Berkelaar, Eikland, and Notebaert 2006) or GLPK (Makhorin 2006).
If the explicit asymmetry and transitivity conditions are dropped, the corresponding consensus
relation can be determined immediately: obviously, the maximum is obtained by taking rij = 1 if
cij > 0 and rij = 0 if cij < 0. This is exactly the Condorcet solution, as for preference relations
the rij are the incidences of the wins and
∑
b(2rij(b)− 1) > 0 iff
∑
b rij > B/2, i.e., i wins over j
in more than half of the comparisons in the profile. Thus, the Concordet approach can be given
an optimization (“metric”) characterization as yielding the (unconstrained) median endorelation
when employing symmetric difference distance.
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Determining the median linear order can also be interpreted as finding the maximum likelihood
paired comparison ranking (deCani 1969). More generally, constructive consensus approaches
could be based on the intrinsic or extrinsic worths (Brunk 1960) obtained by probabilistic modeling
of the paired comparison data. The Bradley-Terry model (Bradley and Terry 1952) is the most
prominent such model, representing the odds that i wins over j as αi/αj using worths (“abilities”)
αi, or, in an equivalent logit-linear formulation, logit(Pr(i beats j)) = λi − λj with λi = log(αi).
Ordering objects according to their fitted abilities yields another simple constructive consensus
approach.
3. Application: Benchmarking Support Vector Machines
Meyer et al. (2003) report the results of a benchmark experiment of popular classification and
regression methods on both real and artificial data sets. Its main purpose was to compare the
performance of Support Vector Machines to other well-known methods both from the field of
machine learning (such as neural networks, random forests, and bagging) and “classical” statistics
(such as linear/quadratic discriminant analysis and generalized linear models). Most data sets
originate from the the UCI Machine Learning repository (Blake and Merz 1998) and are standard
in benchmarking. The size and structure of the data sets cover a wide range of problems: The
numbers of cases vary from 106 to 3,196, and the numbers of variables range from 2 to 166,
involving a mix of dichotomous, polytomous, and metric variables. Both real and artificial data
sets were employed. In total, the study involved nc = 17 methods on Bc = 21 datasets for
classification, and nr = 9 methods on Br = 12 datasets for regression.
All methods were repeatedly (10 times) trained and tested on all data sets, resulting in nc ×
Bc = 357 performance measure distributions for classification (misclassification rates) and 108 for
regression (root mean squared errors). The error distributions were summarized by three statistics:
mean, median, and interquartile range, and reported by means of 8 tables. Even using state-of-
the-art visualization methods such as parallel boxplots in a trellis-layout for all data sets, it is hard
to compare the performance of one method across several data sets, and to come to an overall
assessment.
The method of consensus rankings provides a simple clue to further analysis: for each data set Db,
we computed two-sample t tests on the error distributions of all method pairs (Ai, Aj) to assess
whether method Ai performed significantly better than Aj on data set Db (significance level: 5%).
The B relations induced by these paired comparisons were then aggregated by means of three
consensus ranking methods described above (Median linear order, Borda, and the Bradley/Terry
model). The resulting rankings are compared in Table 1 for classification and Table 2 for regression.
Interestingly, for classification, all three methods agree at least for the top 5 methods, whereas the
top rankings differ for regression. The space and time complexities for the median linear order
consensus on the benchmark experiment results are summarized in Tables 3 and 4. For both the
classification and regression experiments, the results were immediate on a machine with a Pentium
M processor with 1.6 GHz and 1 GB of memory, using the lpSolve interface (Buttrey 2005) to
R (R Development Core Team 2005) for solving the integer linear programming problem. The
corresponding values of the criterion function Φ(R) =
∑B
b=1 d(Rb, R) are 1,902 (median linear
order), 1,916 (Borda), and 1,938 (Bradley-Terry) for the classification and 331, 355, and 333 for
the regression datasets, respectively.
4. Outlook
Median linear orders are only fully interpretable provided that they uniquely solve the corre-
sponding optimization problem. This suggests employing solvers which yield all solutions of the
underlying binary program (e.g., Branch and Bound methods), as well as considering other types
of consensus relations (e.g., preorders allowing for ties, or equivalence relations giving classes of
algorithms which perform “equally well”). We are currently exploring these issues, along with the
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Median Borda Bradley-Terry
1 svm svm svm
2 dbagging dbagging dbagging
3 randomForest randomForest randomForest
4 bagging bagging bagging
5 nnet nnet nnet
6 fda.mars mart mart
7 mart fda.mars fda.mars
8 multinom multinom multinom
9 glm glm glm
10 mda.mars lda lda
11 lda mda.mars mda.mars
12 rpart knn mda.bruto
13 lvq rpart fda.bruto
14 qda lvq knn
15 knn mda.bruto qda
16 mda.bruto qda rpart
17 fda.bruto fda.bruto lvq
Table 1: Comparison of three consensus rankings for the classification data sets. The abbreviations
are the same as in Meyer et al. (2003).
Median Borda Bradley-Terry
1 randomForest nnet randomForest
2 ppr randomForest nnet
3 nnet ppr ppr
4 svm svm svm
5 bruto mart bruto
6 mart bagging mart
7 mars lm mars
8 bagging rpart bagging
9 rpart bruto lm
10 lm mars rpart
Table 2: Comparison of three consensus rankings for the regression data sets. The abbreviations
are the same as in Meyer et al. (2003).
n # variables # constraints
9 36 240
17 136 1,632
Table 3: Space complexity for the regression/classification benchmark experiments in terms of
number of variables and constraints.
n 2n
9 512
17 131,072
Table 4: Worst case time complexity for the regression/classification benchmark experiments.
Given n data sets, it is at most of the order 2n.
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development of an R package which offers computational infrastructure for relations, and methods
for computing consensus rankings.
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