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ON THE EXPONENTIAL OF SEMI-INFINITE QUASI-TOEPLITZ
MATRICES∗
DARIO A. BINI † AND BEATRICE MEINI ‡
Abstract. Let a(z) =
∑
i∈Z aiz
i be a complex valued function defined for |z| = 1, such that∑
i∈Z |iai| < ∞, and let E = (ei,j)i,j∈Z+ be such that
∑
i,j∈Z+ |ei,j | < ∞. A semi-infinite quasi-
Toeplitz matrix is a matrix of the kind A = T (a) +E, where T (a) = (ti,j )i,j∈Z+ is the semi-infinite
Toeplitz matrix associated with the symbol a(z), that is, ti,j = aj−i for i, j ∈ Z
+. We analyze
theoretical and computational properties of the exponential of A. More specifically, it is shown that
exp(A) = T (exp(a)) + F where F = (fi,j)i,j∈Z+ is such that
∑
i,j∈Z+ |fi,j | is finite, i.e., exp(A)
is a semi-infinite quasi-Toeplitz matrix as well, and an effective algorithm for its computation is
given. These results can be extended from the function exp(z) to any function f(z) satisfying mild
conditions, and can be applied to finite quasi-Toeplitz matrices.
Key words. Matrix exponential, matrix functions, Taylor series, Toeplitz matrices.
1. The problem and its motivation. Let a = {ak}k∈Z be a bi-infinite se-
quence of complex numbers, where the index k ranges in the set Z of the relative
integers, and define T (a) = (ti,j)i,j∈Z+ the semi-infinite Toeplitz matrix such that
ti,j = aj−i for i, j in the set Z
+ of positive integers.
In this paper, we analyze the problem of computing the matrix exponential of
semi-infinite matrices of the form
A = T (a) + E
where E = (ei,j)i,j∈Z+ is such that
∑
i,j∈Z+ |ei,j | < +∞ and
∑
k∈Z |kak| < +∞. We
refer to this class of matrices as Quasi-Toeplitz, in short, QT-matrices.
The problem of computing the matrix exponential of Toeplitz and quasi-Toeplitz
matrices is encountered in diverse applications, like the Erlangian approximation of
Markovian fluid queues [10], [5], or the discretization of integro-differential equations
with a shift-invariant kernel which describe the pricing of single-asset options modeled
by jump-diffusion processes [16], [17], [19], where matrices are finite but have huge
dimensions since their size has an asymptotic meaning. Another simple example
comes from the numerical solution of the heat equation ∂u∂t = γ
∂2u
∂x2 where the second
derivative in space is discretized with the three-point finite difference formula, so that
the equation is reduced to an ordinary differential equation of the kind v′ = Av, being
v the vector function of the values of u(x, t) at the discretization nodes. If the spatial
domain is infinite, then A = − γh2 trid(−1, 2,−1) is a semi-infinite tridiagonal Toeplitz
matrix and the solution can be expressed as v(t) = exp(tA)v(0).
In other problems, like the analysis of random walks in the quarter plane [11],
[26], or in the tandem Jackson queue [23], [20], where the number of states is infi-
nite denumerable, one encounters semi-infinite probability matrices which are block
Toeplitz where the blocks have the form T (a) +E, with T (a) banded Toeplitz and E
having a finite number of nonzero entries.
These applications make it interesting to design effective algorithms for computing
the exponential, and other analytic functions, of matrices which are quasi-Toeplitz.
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Due to its importance, the problem of computing the exponential of a Toeplitz
matrix has been analyzed in several papers among which [16], [18], [21], [27] where
different techniques, like using Krylov subspaces or displacement operators, are used
effectively. The analysis of the exponential of infinite matrices is considered in [12],
[15], while truncating to finite size the exponential of a general infinite matrix is
considered in [25]. Solving certain matrix polynomial equations with QT matrices as
coefficients has been recently considered in [7].
1.1. New results. In this paper, we provide some theoretical results and some
algorithmic advances concerning the computation of the exponential of infinite Quasi-
Toeplitz matrices A = T (a) + E where a(z) =
∑
i∈Z aiz
i is such that
∑
i∈Z |iai| is
finite. That is, a(z) and a′(z) =
∑
i∈Z iaiz
i−1 belong to the Wiener class
W =
{
a(z) =
∑
i∈Z
aiz
i :
∑
i∈Z
|ai| <∞
}
.
The approach that we present is general and can be easily applied to the finite case
and extended to the computation of more general analytic functions. We rely on the
approximation of exp(A) given by the Taylor series truncation Sk =
∑k
i=0
1
i!A
i, for
a sufficiently large k. We exploit the Toeplitz structure of A and of its powers by
representing Sk as Sk = T (sk) + Fk, where sk(z) =
∑k
i=0
1
i!a(z)
i is the Taylor series
truncation of exp(a) and Fk is a suitable correction.
More precisely, we prove that if the function a(z) is such that a(z), a′(z) ∈ W ,
then the matrix exponential S = exp(A) is well defined by its power series expansion
exp(A) =
∑∞
i=0
1
i!A
i and is still of the form T (b) + F where b(z) =
∑
i∈Z biz
i =
exp(a(z)) and
∑
i,j∈Z+ |fi,j | < +∞. That is, exp(A) has a Toeplitz component and
a correction component. The former, represented by the coefficients bk, k ∈ Z, can
be easily approximated to any precision by applying the evaluation and interpolation
technique at the roots of the unity to the equation b(z) = exp(a(z)). The correction
F can be approximated to any precision by means of an easily computable recurrence
which generates a sequence of matrices Fk such that limk→∞ Fk = F .
This representation of a function of a Toeplitz matrix differs from those given in
[27], [16], [18] [21] which rely on the displacement operator and displacement rank.
The idea of representing the infinite matrix exp(A) as a Toeplitz part associated with
a suitable function plus a correction having a finite sum of the moduli of its entries, is
fundamental to deal with infinitematrices by using only a finite number of parameters.
In fact, the coefficients gi of a function g(z) =
∑
i∈Z giz
i such that
∑
i∈Z |igi| < ∞,
decay to zero as i → ±∞ so that g(z) can be approximated by means of a Laurent
polynomial ĝ(z) =
∑n+
i=−n−
giz
i, for n−, n+ > 0 sufficiently large. Moreover, the
finiteness of the sum
∑
i,j∈Z+ |fi,j | allows one to approximate F with a finite matrix
generally of small rank.
The decomposition A = T (a)+E is quite natural and widely used in the analysis
of spectral properties of sequences {An} of n × n Toeplitz-like matrices where the
additive decomposition is given as the sum of a Toeplitz part, plus a matrix of small
rank plus a matrix of small norm. We refer the reader to [4], [24] for the basic
properties and for a list of references in this regard. The same kind of decomposition
is described in [9, Example 2.28] where, unlike in this paper, it is assumed that the
correction E is a compact operator in ℓ2. The boundedness of the operator norm ‖E‖2
is not enough for our computational goals since it does not imply the boundedness of∑
i,j∈Z+ |ei,j |.
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Figure 1.1. Decomposition of the matrix exponential as the sum of a Toeplitz matrix and of a
correction with low numerical rank. The matrix is exp(T (a)) where a(z) =
∑10
i=−5 z
i
The representation of a matrix as sum of a Toeplitz part and a correction is
described pictorially in Figure 1.1 where the exponential of T (a) is shown for a(z) =∑10
i=−5 z
i. The two components T (exp(a)), i.e., the Toeplitz part, and the “compact”
correction F are displayed together with their sum.
The same approach can be applied to the finite case, where the correction F
involves both the north-west and the south-east corners. In the finite case, the ad-
vantage of this representation is much appreciated if the size of the matrix is larger
than the rank of the correction.
Our approach is more effective when the exponential of the QT-matrix has a large
decay of the band. In fact, in this case, both the degree of the Laurent polynomial
which approximates exp(a) and the rank of the correction matrix F are small. The
analysis of the decay of the band of matrix functions, and more specifically of Toeplitz
matrices, has been recently performed in the papers [2], [3], [22]. The decay of singular
values of matrices with low displacement rank, including positive definite Hankel
matrices, has been performed in [1]. An immediate consequence of our results is that
the exponential of a quasi-Toeplitz matrix can be approximated up to any error ǫ by
a banded matrix.
The acceleration techniques, based on scaling the variable A and squaring the
exponential of the scaled matrix, can be applied to reduce the number of terms in
the power series expansion needed to reach a sufficiently accurate approximation.
Similarly, our approach can be combined with Pade´ approximation to reduce the cost
of the computation.
The algorithm that we have obtained this way has been implemented in Matlab
and tested with some ”synthetic” problems and with some matrices taken from the
applications.
From the numerical experiments it turns out that the correction component F
such that exp(T (a)) = T (exp(a))+F , has generally very low rank. The same holds for
the correction Ek such that T (a)
k = T (ak) +Ek. This property, which will be object
of our future research analysis, is at the basis of the effectiveness of our algorithm.
Extensions of this approach with the implementation of quasi-Toeplitz matrix
arithmetic are given in [7], applications to general analytic functions either expressed
as power series or as Cauchy integrals and the algorithmic analysis of the finite case
are treated in [6].
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The paper is organized as follows. In Section 2 we recall some preliminary results
concerning semi-infinite Toeplitz matrices, introduce the norms ‖a‖
W
=
∑
i∈Z |ai|
and ‖F‖
F
=
∑
i,j∈Z+ |fi,j |, and recall that the linear space F formed by semi-infinite
matrices F such that ‖F‖
F
is finite is a Banach algebra. In Section 3 we consider
the case of a Toeplitz matrix T (a). We prove that if a(z), a′(z) ∈ W then T (a)i =
T (ai) + Ei where Ei ∈ F and give an explicit relation between Ei and Ei−1. This
relation enables us to provide a bound to ‖Ei‖F given in terms of ‖a‖W and of ‖a
′‖
W
.
In Section 4 we extend these results to the case of a QT matrix A = T (a) + E.
In Section 5 we describe in detail the algorithm for computing the exponential of
a Toeplitz matrix and we outline the case of a QT matrix. Section 6 reports the
results of some numerical experiments while Section 7 draws some final remarks and
conclusions.
2. Preliminaries. We recall the basic definition of matrix exponential of an
n×n matrix and the main properties of semi-infinite Toeplitz matrices which will be
used in our analysis.
For an n × n matrix A, it is well known that the series exp(A) :=
∑+∞
i=0
1
i!A
i
is convergent and defines the matrix exponential of A. We refer to the book by
N. Higham [14] for the concept of matrix function and for more details on the matrix
exponential. Indeed, defining Sk the partial sum
Sk =
k∑
i=0
1
i!
Ai, (2.1)
and the remainder Rk of the series as Rk =
∑∞
i=k+1
1
i!A
i, for any matrix norm ‖ · ‖
such that ‖A2‖ ≤ ‖A‖2 it follows that
‖Rk‖ = ‖
∞∑
i=k+1
1
i!
Ai‖ ≤
∞∑
i=k+1
1
i!
‖A‖i (2.2)
so that limk→∞ ‖Rk‖ = 0 which implies the convergence of the sequence Sk.
This property is still valid ifA = (ai,j)i,j∈Z+ is a semi-infinite matrix provided that
A belongs to a Banach algebraA, that is an algebra endowed with a sub-multiplicative
norm ‖ · ‖, such that ‖AB‖ ≤ ‖A‖ · ‖B‖ for any A,B ∈ A, which makes it a Banach
space. Indeed, for A ∈ A, consider the sequence {Sk}k defined in (2.1). For i > j we
have
‖Si − Sj‖ ≤
i∑
h=j+1
1
h!
‖Ah‖ ≤
i∑
h=j+1
1
h!
‖A‖h.
From this bound it follows that for any ǫ > 0 there exists k > 0 such that ‖Si−Sj‖ ≤ ǫ
for any i > j ≥ k. That is, {Sk}k is a Cauchy sequence. Since by definition of Banach
space, the Cauchy sequences in A have a limit in A, there exists a matrix L such that
limk→∞ ‖Sk − L‖ = 0. We denote L = exp(A). Thus, the matrix exponential is well
defined also for a semi-infinite matrix A provided that it belongs to a Banach algebra
with respect to some norm.
We now recall some results concerning infinite Toeplitz matrices. For more details
on this topic we refer the reader to the book by Bo¨ttcher and Grudsky [8].
Let W = {a(z) =
∑
i∈Z aiz
i :
∑
i∈Z |ai| < +∞} denote the Wiener algebra
formed by Laurent power series, defined on the unit circle T = {z ∈ C : |z| =
4
1}, whose coefficients have a finite sum of their moduli. It is well known that W
endowed with the norm ‖a‖W =
∑
i∈Z |ai| is a Banach algebra. For a(z) ∈ W denote
T (a) the semi-infinite Toeplitz matrix whose entries ti,j are such that ti,j = aj−i for
i, j ∈ Z+, where Z+ denotes the set of positive integers. Denote also a+(z) and a−(z)
the power series defined by a+(z) =
∑
i∈Z+ aiz
i and a−(z) =
∑
i∈Z+ a−iz
i so that
a(z) = a0+a+(z)+a−(z
−1). Finally, given the power series b(z) =
∑
z∈Z+ biz
i define
H(b) = (hi,j) the Hankel matrix such that hi,j = bi+j−1, for i, j ∈ Z
+.
Any semi-infinite matrix S = (si,j)i,j∈Z+ can be viewed as a linear operator, acting
on semi-infinite vectors v = (vi)i∈Z+ , which maps the vector v onto the vector u such
that ui =
∑
j∈Z+ si,jvj , provided that the summations are finite. For any p ≥ 1,
included p = ∞, we may define the Banach space ℓp formed by all the semi-infinite
vectors v = (vi)i∈Z+ such that ‖v‖p = (
∑
i∈Z+ |vi|
p)
1
p <∞, where for p =∞ we have
‖v‖∞ = supi∈Z+ |vi|. It is well known that these norms induce the corresponding
operator norms ‖S‖p = sup‖v‖p=1 ‖Sv‖p which are sub-multiplicative, i.e., ‖AB‖p ≤
‖A‖p‖B‖p for any semi-infinite matrices A, B with finite ℓ
p norm, and that the linear
space formed by the latter semi-infinite matrices forms a Banach algebra.
We may wonder if the matrices T (a), H(a+) and H(a−) define linear operators
acting on the Banach space ℓp and if they have a finite operator norm. The answer to
this question is given by the following result of [8] which relates the matrix T (a)T (b)
with T (ab), H(a−) and H(a+).
Theorem 2.1. For a(z), b(z) ∈ W let c(z) = a(z)b(z). Then we have
T (a)T (b) = T (c)−H(a−)H(b+).
Moreover, for any p ≥ 1, including p =∞, we have
‖T (a)‖p ≤ ‖a‖W , ‖H(a−)‖p ≤ ‖a−‖W , ‖H(b+)‖p ≤ ‖b+‖W .
The above result implies that the product of two Toeplitz matrices can be written
as a Toeplitz matrix plus a correction whose ℓp-norm is bounded by ‖a−‖W‖b+‖W ≤
‖a‖
W
‖b‖
W
.
For a semi-infinite matrix S we introduce the norm ‖S‖
F
=
∑
i,j∈Z+ |si,j |, which
coincides with the ℓ1 norm if we consider the matrix S as the vector si,j where the
pairs (i, j) are ordered in a triangular fashion starting from the leftmost top corner
(1, 1). We denote by F the set of semi-infinite matrices such that ‖S‖
F
< ∞. The
next result states that ‖·‖
F
is sub-multiplicative in F and that F is a Banach algebra.
Theorem 2.2. For A,B ∈ F it holds ‖AB‖
F
≤ ‖A‖
F
· ‖B‖
F
, moreover, F is a
Banach algebra.
Proof. Let C = AB so that ci,j =
∑
r∈Z+ ai,rbr,j. Since
∑
i,r∈Z+ |ai,r| < +∞, then
αi =
∑
r∈Z+ |ai,r| < +∞ and
∑
i∈Z+ αi = ‖A‖F . Similarly, βj =
∑
r∈Z+ |br,j | < +∞
and
∑
j∈Z+ βj = ‖B‖F . Whence we obtain
|ci,j | ≤
∑
r∈Z+
|ai,rbr,j| ≤ αiβj
since, in general
∑
r∈Z+ xryr ≤ (
∑
r∈Z+ xr)(
∑
r∈Z+ yr) for any xr, yr ≥ 0 such that∑
r∈Z+ xr and
∑
r∈Z+ yr are bounded. Thus we get∑
i,j∈Z+
|ci,j | ≤
∑
i∈Z+
αi
∑
j∈Z+
βj = ‖A‖F · ‖B‖F .
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In order to prove completeness of F , observe that the norm ‖ · ‖F corresponds to the
ℓ1 norm in the space of infinite sequences having finite sum of their moduli. This way,
the space F actually coincides with ℓ1, which is a Banach space.
The following result will be useful to prove boundedness properties of the expo-
nential of Toeplitz matrices.
Lemma 2.3. If E = (ei,j) ∈ F and a(z) ∈ W, then ‖T (a)E‖F ≤ ‖a‖W‖E‖F .
Proof. Let V = T (a)E so that vi,j =
∑
r∈Z+ ar−ier,j . Observe that for any
j, r ∈ Z+, one has
∑
i∈Z+ |ar−ier,j | ≤
∑
k∈Z |ak| · |er,j| = ‖a‖W |er,j|. From this
inequality we find that
‖V ‖
F
=
∑
i,j∈Z+
|vi,j | ≤
∑
i,j∈Z+
∑
r∈Z+
|ar−ier,j | =
∑
r,j∈Z+
∑
i∈Z+
|ar−ier,j|
≤ ‖a‖
W
∑
r,j∈Z+
|er,j| = ‖a‖W‖E‖F .
3. Exponential of a semi-infinite Toeplitz matrix. In this section we study
the properties of the exponential of a semi-infinite Toeplitz matrix, by relating in
particular exp(T (a)) to T (exp(a)).
Let a ∈ W and consider the associated semi-infinite Toeplitz matrix T (a). Since,
for Theorem 2.1, T (a) belong to the Banach algebra of linear operators over ℓp, then
exp(T (a)) is well defined. Moreover, we may write
exp(T (a)) =
∞∑
i=0
1
i!
T (a)i.
From Theorem 2.1 and for the monotonicity of the function exp(z) we have
‖ exp(T (a))‖p ≤
∞∑
i=0
1
i!
‖T (a)‖ip = exp(‖T (a)‖p) ≤ exp(‖a‖W ).
Now we will take a closer look at exp(T (a)) and relate it to T (exp(a)). Since W
is a Banach algebra, the function exp(z) is well defined over W and we have
exp(a(z)) =
+∞∑
i=0
1
i!
a(z)i.
We first relate T (a)i to T (ai), for i ≥ 2. From Theorem 2.1 we may write
T (a)2 = T (a2) + E2, where E2 = −H(a−)H(a+). For a general i ≥ 0 define Ei as
Ei = T (a)
i − T (ai), (3.1)
where E0 = 0, E1 = 0. Then we have the following
Theorem 3.1. Let a ∈ W and let Ei = T (a)
i − T (ai), for i ≥ 1. Then
Ei = T (a)Ei−1 −H(a−)H((a
i−1)+), i ≥ 2,
E1 = 0. (3.2)
Moreover, for any i ≥ 1 and any integer p ≥ 1, included p =∞,
‖Ei‖p ≤ (i− 1)‖a‖
i
W
. (3.3)
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Proof. From the equation T (a)i = T (a)T (a)i−1 and from Theorem 2.1 we obtain
T (a)i =T (a)T (a)i−1 = T (a)[T (ai−1) + Ei−1]
=T (ai)−H(a−)H((a
i−1)+) + T (a)Ei−1
=T (ai) + Ei,
with Ei = −H(a−)H((a
i−1)+) + T (a)Ei−1. Whence we deduce recurrence (3.2).
Moreover, for any ℓp-norm, since ‖a+‖W ≤ ‖a‖W , ‖a−‖W ≤ ‖a‖W and ‖a
i‖
W
≤ ‖a‖i
W
,
applying once again Theorem 2.1, from (3.2) we obtain
‖Ei‖p ≤ ‖a‖W‖Ei−1‖p + ‖a‖W‖a
i−1‖
W
≤ ‖a‖
W
‖Ei−1‖p + ‖a‖
i
W
.
By using an induction argument we arrive at the bound (3.3).
Now define Sk, Fk and Gk as follows
Sk =
k∑
i=0
1
i!
T (a)i = Gk + Fk
Gk =
k∑
i=0
1
i!
T (ai), Fk =
k∑
i=0
1
i!
Ei.
Observe that Gk =
∑k
i=0
1
i!T (a
i) = T (
∑k
i=0
1
i!a
i) is such that limk→∞Gk =
T (exp(a)). Thus, since limk→∞ Sk = exp(T (a)), then there exists the limit
lim
k→∞
Fk = exp(T (a))− T (exp(a)) =: F. (3.4)
This way, we may write the exponential of a semi-infinite Toeplitz matrix T (a)
associated with a symbol a ∈ W in the form
exp(T (a)) = T (exp(a)) + F
where F =
∑∞
i=0
1
i!Ei has ℓ
p norm bounded by
‖F‖p ≤‖ exp(T (a))‖p + ‖T (exp(a))‖p ≤ exp(‖a‖W ) + ‖ exp(a)‖W
≤2 exp(‖a‖
W
) (3.5)
since ‖ exp(a)‖
W
≤ exp(‖a‖
W
).
Now, our next step is to prove a stronger property. That is, we show that under
certain conditions, the correction F is such that ‖F‖
F
<∞. This property is stronger
than ‖F‖p <∞ and is very useful from the computational point of view since it implies
that for any ǫ > 0 there exists k such that |fi,j | ≤ ǫ for any i, j > k. This bound
allows us to represent F , up to within any given error bound, by using a finite number
of parameters.
Let a(z) ∈ W be such that a′(z) ∈ W where a′(z) =
∑
i∈Z iaiz
i−1, so that∑
i∈Z |ai| and
∑
i∈Z |iai| are finite. Moreover, observe that if a(z), a
′(z) ∈ W and
b(z), b′(z) ∈ W , then also c(z), c′(z) ∈ W for c(z) = a(z)+b(z) and for c(z) = a(z)b(z).
This property enables us to prove the following
Theorem 3.2. Let a(z), a′(z) ∈ W. Then for any k ≥ 1 we have
‖H(a−)H((a
k−1)+)‖F ≤ (k − 1)‖a‖
k−2
W
‖a′‖2
W
.
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Proof. We have ‖H(a−)‖F =
∑
i,j,∈Z+ |a1−i−j | =
∑
h∈Z+ h|a−h| ≤ ‖a
′‖
W
which
is finite since a′(z) ∈ W . Similarly, ‖H((ak−1)+)‖F ≤ ‖(a
k−1)′‖
W
< ∞ since both
the functions ak−1(z) and (ak−1(z))′ belong to W . Thus, for the matrix product
Lk = H(a−)H((a
k−1)+) we find that
‖Lk‖F ≤ ‖H(a−)‖F · ‖H((a
k−1)+‖F ≤ ‖a
′‖
W
‖(ak−1)′‖
W
.
Now, since (ak−1(z))′ = (k − 1)ak−2(z)a′(z), we have
‖(ak−1)′‖
W
≤ (k − 1)‖a‖k−2
W
‖a′‖
W
.
Thus we get ‖Lk‖F ≤ (k − 1)‖a‖
k−2
W
‖a′‖2
W
.
From the above result and from Lemma 2.3, we deduce the main theorem of this
section
Theorem 3.3. Under the assumptions of Theorem 3.2, for the matrices Ei of
(3.1) and F = limk Fk, with Fk =
∑k
i=0
1
i!Ei, we have
‖Ei‖F ≤
i(i− 1)
2
‖a′‖2
W
‖a‖i−2
W
, i ≥ 0,
‖F‖
F
≤
1
2
‖a′‖2
W
exp(‖a‖
W
).
Proof. From Theorem 3.2 and from (3.2) we have
‖Ei‖F ≤ ‖T (a)Ei−1‖F + (i− 1)‖a‖
i−2
W
‖a′‖2
W
, i ≥ 2,
where E0 = E1 = 0. From Lemma 2.3 we deduce that
‖Ei‖F ≤ ‖a‖W‖Ei−1‖F + (i− 1)‖a‖
i−2
W
‖a′‖2
W
.
Therefore, by using the induction argument we arrive at
‖Ei‖F ≤
i(i− 1)
2
‖a′‖2
W
‖a‖i−2
W
, i ≥ 2,
which proves the first bound. This implies that
‖F‖
F
≤
∞∑
i=0
1
i!
‖Ei‖F ≤
1
2
‖a′‖2
W
exp(‖a‖
W
),
which completes the proof.
This way, we find that exp(T (a)) = T (exp(a))+F , where F is such that ‖F‖
F
<
+∞. In different words, the exponential of a semi-infinite Toeplitz matrix is a semi-
infinite Toeplitz matrix, up to a correction belonging to the set F . This property,
combined with equation (3.2), enables us to design algorithms for computing the
exponential of a Toeplitz matrix expressed in the form T (exp(a))+F . This is possible
since both exp(a) and F can be represented up to an arbitrarily small error, by means
of a finite number of parameters. We will see the design and analysis of this class of
algorithms in the next Section 5.
Observe also that while the relation F = exp(T (a))−T (exp(a)) is useful to provide
the upper bound ‖F‖p ≤ ‖ exp(T (a))‖p + ‖T (exp(a))‖p ≤ 2 exp(‖a‖W ) as we did in
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(3.5), it cannot be used to provide finite upper bounds to ‖F‖
W
since any nonzero
Toeplitz matrix T (a) has infinite W norm.
Before dealing with the algorithmic aspects of this problem, we wish to extend
our analysis to the case of a matrix A = T (a) + E where ‖E‖
F
< +∞. Also in
this case we will prove that exp(A) can be written in the form T (exp(a)) +D where
‖D‖
F
< +∞. Matrices of the kind T (a) + E are encountered in applications related
to the analysis of certain stochastic processes.
4. A generalization. Let A = T (a) + E, where a(z), a′(z) ∈ W , and E is any
semi-infinite matrix belonging to the set F . The argument used in Section 3 can be
applied to provide an expression to exp(A). In fact, we may write exp(A) = Sk +Rk
where Sk =
∑k
i=0
1
i!A
i and Rk =
∑∞
i=k+1
1
i!A
i, so that Sk = Gk + Fk with
Gk =
k∑
i=0
1
i!
T (ai), Fk =
k∑
i=0
1
i!
Di,
where
Di = A
i − T (ai), i ≥ 0. (4.1)
Observe that D0 = 0, D1 = E. As in the previous section, there exists
F = lim
k→∞
Fk = lim
k→∞
Sk − lim
k→∞
Gk = exp(A)− T (exp(a)).
Our goal is to estimate ‖F‖F and to show that ‖F‖F <∞.
From (4.1) we deduce that, for i ≥ 1,
Ai =(T (a) + E)(T (ai−1) +Di−1)
=T (a)T (ai−1) + ET (ai−1) +ADi−1
and, in view of Theorem 2.1, it follows that
Ai = T (ai)−H(a−)H((a
i−1)+) + ET (a
i−1) +ADi−1.
Hence, we obtain
Di = ADi−1 −H(a−)H((a
i−1)+) + ET (a
i−1). (4.2)
In view of Lemma 2.3, we have ‖T (a)Di−1‖F ≤ ‖a‖W‖Di−1‖F so that
‖ADi−1‖F = ‖T (a)Di−1 + EDi−1‖F ≤ (‖a‖W + ‖E‖F )‖Di−1‖F .
Therefore, from the above inequality and from Theorem 3.2, in view of (4.2), we
obtain
‖Di‖F ≤(‖a‖W + ‖E‖F )‖Di−1‖F + (i− 1)‖a‖
i−2
W
‖a′‖2
W
+ ‖a‖i−1
W
‖E‖
F
,
≤ξ‖Di−1‖F + γi, i ≥ 1,
where
ξ = ‖a‖
W
+ ‖E‖
F
, γi = (i− 1)‖a‖
i−2
W
‖a′‖2
W
+ ‖a‖i−1
W
‖E‖
F
, i ≥ 1, (4.3)
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and ‖D0‖F = 0, ‖D1‖F = ‖E‖F . Thus we may bound ‖Di‖F with the value that the
polynomial p(z) =
∑i−1
j=0 z
jγi−j takes at ξ = ‖a‖W + ‖E‖F , i.e,
‖Di‖F ≤
i−1∑
j=0
ξjγi−j , ξ = ‖a‖W + ‖E‖F . (4.4)
Thus, concerning the sequence Fk, from (4.4) we obtain
‖Fk‖F ≤
k∑
i=1
1
i!
‖Di‖ ≤
k∑
i=1
i−1∑
j=0
1
i!
ξjγi−j .
For notational simplicity set α = ‖a‖
W
, β = ‖E‖
F
so that ξ = α + β and γk =
(k−1)αk−2‖a′‖2
W
+αk−1β. Then, since α ≤ ξ, we have γk ≤ (k−1)ξ
k−2‖a′‖2
W
+ξk−1β.
Whence we deduce that
‖Fk‖F ≤
k∑
i=1
i−1∑
j=0
1
i!
[
‖a′‖2
W
(i− j − 1)ξi−2 + βξi−1
]
=‖a′‖2
W
k∑
i=1
1
2
i(i− 1)
i!
ξi−2 + β
k∑
i=1
i
i!
ξi−1
≤
1
2
‖a′‖2
W
exp(ξ) + β exp(ξ).
Thus we may conclude with the following
Theorem 4.1. Under the assumptions of Theorem 3.2, for the matrices Di
defined in (4.1), and F = limk→∞ Fk, where Fk =
∑k
i=0
1
i!Di, we have
‖Di‖F ≤
i−1∑
j=0
(‖a‖
W
+ ‖E‖
F
)jγi−j
‖F‖
F
≤
(
1
2
‖a′‖2
W
+ ‖E‖
F
)
exp(‖a‖
W
+ ‖E‖
F
)
where the constants γi, i ≥ 1, are defined in (4.3).
The above theorem states that, also in the case of A = T (a) + E, the matrix
F = exp(A) − T (exp(a)) is such that
∑
i,j∈Z+ |fi,j| < +∞. Moreover, if E = 0, the
bounds given in the above theorem reduce to the bounds given in Theorem 3.3.
With some formal manipulations, it is possible to provide the following bound to
‖Di‖F expressed in closed form
‖Di‖F ≤
1
‖E‖
F
(
ϕ
(‖a‖
W
+ ‖E‖
F
)i − ‖a‖i
W
‖E‖
F
− ψi‖a‖i−1
W
)
ϕ = ‖a′‖2
W
+ ‖E‖2
F
, ψ = ‖a′‖2
W
which, taking the limit for ‖E‖
F
→ 0, coincides with the bound of Theorem 3.3.
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5. Algorithms. In this section we provide an algorithm for computing the ex-
ponential function of a matrix A such that A = T (a) + E with a(z), a′(z) ∈ W and
E such that ‖E‖
F
< +∞.
From the condition a(z), a′(z) ∈ W and E ∈ F it follows that the coefficients ai
of a(z) decay to zero as i→ ±∞, and the entries ei,j of the matrix E decay to zero as
i, j → ∞. Thus we may represent a(z) in an approximate way just by considering a
finite number of coefficients, i.e, a(z) =
∑n+
i=−n−
aiz
i+r(z), where we assume that the
remainder r(z) is such that ‖r‖
W
≤ ǫ, for a given error bound ǫ. Similarly, also the
matrix E can be represented in an approximate way by storing only a finite number
of nonzero entries. Observe that for the decay of the coefficients ai, also the matrix
H(a−) can be represented, up to an error ǫ, by means of a semi-infinite matrix which
is zero everywhere except in its n−×n− leading principal submatrix, which coincides
with the Hankel matrix associated with a−1, . . . , a−n− .
For computational reasons, it is convenient to represent this semi-infinite matrix
as the product UV T where U and V have infinitely many rows and n− columns.
Moreover, due to the truncation of the series, the matrices U and V have null entries
for a sufficiently large row index.
Define pi(z) =
1
i!a(z)
i, i ≥ 0, so that, for a sufficiently large i, exp(a) can be
approximated by si(z), defined my means of the recursion
pi(z) =
1
i
a(z)pi−1(z),
si(z) = si−1(z) + pi(z), i ≥ 1, (5.1)
with s0(z) = 1.
We consider separately, in the following two sections, the Toeplitz case, i.e., A =
T (a), and the general case where A = T (a) + E with E 6= 0.
5.1. The Toeplitz case. Consider the case where A is Toeplitz, i.e., A = T (a)
and E = 0. According to the results of the previous section, the matrix exp(A) is
approximated by T (sk) + Fk, for a suitable k ≥ 1. In order to compute sk(z) we rely
on formula (5.1), while for computing Fk =
∑k
i=0
1
i!Ei we rely on recursion (3.2).
We define Êi =
1
i!Ei, so that we may rewrite equation (3.2) in the following form
Êi =
1
i
T (a)Êi−1 −
1
i
H(a−)H((pi−1)+), i ≥ 1,
so that Fk =
∑k
i=0 Êi.
In order to reduce the complexity of the computation, we will represent also the
matrices Êi, Fi and the matrix H(a−) in the form
Êi = UiV
T
i , Fi = WiY
T
i , H(a−) = UV
T , (5.2)
where Ui, Vi,Wi, Yi, U and V are matrices with infinitely many rows and with a finite
number of columns. Moreover, due to the finite representation, these matrices have
null entries if the row index is sufficiently large. Therefore they can be represented,
up to an arbitrarily small error, with a finite number of parameters.
Using the decompositions (5.2) we may write
UiV
T
i =
1
i
T (a)Ui−1V
T
i−1 −
1
i
UV TH((pi−1)+)
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whence
Ui =
[
T (a)Ui−1 U
]
, Vi =
[
1
i Vi−1 −
1
iH((pi−1)+)V
]
. (5.3)
Moreover, from the relation Fk = Fk−1 + UkV
T
k we obtain
Wk = [Wk−1 Uk], Yk = [Yk−1 Vk]. (5.4)
By using these decompositions, the implementation of equation (3.2), together
with the computation of Fk =
∑k
i=1 Êi and of the function sk(z) =
∑k
i=0 pi(z), will
proceed as described in the following algorithm, where matrices are formed by a finite
number of rows containing the nonzero part of the corresponding infinite matrices.
Algorithm 5.1.
Input: Integer k ≥ 1, the coefficient vectors of the functions a(z), pk−1(z), sk−1(z)
and the matrices U , V , Uk−1, Vk−1, Wk−1, Yk−1, such that (5.2) holds for i = k − 1.
Output: The coefficient vectors of the functions pk(z), sk(z) and the matrices Uk,
Vk, Wk, Yk, such that (5.2) holds for i = k.
Computation:
1. compute P1 = H((pk−1)+)V/k, set Q1 = [
1
kVk−1 − P1]
2. compute P2 = T (a)Uk−1, set Q2 = [P2 U ]
3. compress the pair Q1, Q2 and get a new pair Vk, Uk
4. set S1 = [Wk−1 Uk] and S2 = [Yk−1 Vk]
5. compress the pair S1, S2 and get the new pair Wk, Yk
6. compute pk(z) =
1
ka(z)pk−1(z) and set sk(z) = sk−1(z) + pk(z)
7. truncate sk(z) and pk(z)
In the above description we have used a compression operation in stages 3 and
5 acting on a pair of matrices, together with the operation of truncating a Laurent
polynomial at stage 7. We will describe these operations in the next Subsection 5.3.
Observe also that even if the involved matrices have infinitely many rows, only a
finite number of them is nonzero. A detailed implementation of the above algorithm
should keep track of the number of the nonzero rows of each matrix. We leave this
detail to the reader.
5.2. The general case. Consider the case where A = T (a) + E, with E 6= 0.
According to the results of Section 4, the matrix exp(A) is approximated by T (sk)+Fk,
for a suitable k ≥ 1, where Fk =
∑k
i=0
1
i!Di and the matrices Di are defined in (4.1).
As in the previous section, define D̂i =
1
i!Di, so that, in view of (4.2), we have
D̂i =
1
i
AD̂i−1 −
1
i
H(a−)H((pi−1)+) +
1
i
ET (pi−1). (5.5)
Let us represent the matrices E, H(a−) and Di in the form E = WY
T , H(a−) =
UV T and D̂i = UiV
T
i , where W , Y , U , V , Ui and Vi have a finite number of columns.
We may rewrite equation (5.5) in the form
UiV
T
i =
1
i
(T (a) +WY T )Ui−1V
T
i−1 −
1
i
UV TH((pi−1)+) +
1
i
WY TT (pi−1).
Whence we deduce that
Ui = [(T (a)Ui−1 +W (Y
TUi−1) U W ],
Vi =
[
1
i
Vi−1 −
1
i
H((pi−1)+)V
1
i
T (pi−1)
TY
]
.
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Moreover, by representing Fk as Fk = WkY
T
k , from the relation Fk = Fk−1+UkV
T
k
we obtain
Wk = [Wk−1 Uk], Yk = [Yk−1 Vk].
It is immediate to write an algorithm that implements the above equations. We
leave this task to the reader.
5.3. Compression and truncation. Given the matrix E in the form E = FGT
where F and G are matrices of size m× k and n× k, respectively, we aim to reduce
the size k and to approximate E in the form E = F˜ G˜T where F˜ and G˜ are matrices
of size m× k˜ and n× k˜, respectively, with k˜ ≤ k.
We use the following procedure which, for simplicity, we describe in the case of
real matrices. Compute the pivoted (rank-revealing) QR factorizations F = QfRfPf ,
G = QgRgPg, where Pf and Pg are permutation matrices, Qf and Qg are orthogonal
and Rf , Rg are upper triangular with columns having non increasing Euclidean norm.
Remove the last negligible rows from the matrices Rf and Rg and remove the corre-
sponding columns of Qf and Qg. In this way we obtain matrices Rˆf , Rˆg, Qˆf , Qˆg such
that, up to within a small error, satisfy the equation F = Qˆf RˆfPf , G = QˆgRˆgPg.
Then, in the factorization FGT = Qˆf (RˆfPfP
T
g Rˆ
T
g )Qˆ
T
g , compute the SVD of the ma-
trix in the middle RˆfPfP
T
g Rˆ
T
g = UΣV
T where the singular values σi satisfying the
condition σi < ǫσ1 are removed together with the corresponding columns of U and
V , where ǫ is a given tolerance, say the machine precision. In output, the matrices
F˜ = QˆfUΣ
1/2, G˜ = QˆgV Σ
1/2 are delivered.
This procedure is described with more detail in the next
Algorithm 5.2.
Input: Matrices F and G of size m× k and n× k, respectively, a real ǫ > 0;
Output: matrices F˜ and G˜ of size m × k˜ and n × k˜, respectively, such that k˜ ≤ k
and ‖FGT − F˜ G˜T ‖2 ≤ γǫ‖F‖2‖G‖2 for a suitable γ > 0.
Computation:
1. Compute the pivoted (rank-revealing) QR factorizations F = QfRfPf , G =
QgRgPg;
2. select hf and hg the smallest integers such that |(Rf )i,i| < ǫ|(Rf )1,1| for
i > hf and |(Rg)i,i| < ǫ|(Rg)1,1| for i > hg;
3. denote Rˆf , Rˆg, the submatrices of Rf and Rg formed by the first hf rows
and by the first hg rows, respectively; denote Qˆf , Qˆg the submatrices of Qf
and Qg formed by the first hf and hg columns respectively;
4. compute the SVD of RˆfPfP
T
g Rˆ
T
g , i.e., RˆfPfP
T
g Rˆ
T
g = UΣV
T ;
5. select the integer ℓ such that σi < ǫσ1 for i > ℓ where σi are the singular
values, and set Û , V̂ the submatrices formed by the first ℓ columns of U and
V , respectively; set Σ̂ = diag(σ1, . . . , σℓ) so that ‖UΣV
T − Û Σ̂V̂ T ‖2 ≤ σℓ+1;
6. output F˜ = Q̂f Û Σ̂
1
2 , G˜ = Q̂gV̂ Σ̂
1
2 .
One can show that the compression obtained this way is such that ‖FGT −
F˜ G˜T ‖2 ≤ γǫ‖F‖2‖G‖2 where γ is a positive constant depending on the numerical
rank.
5.4. Acceleration. The scaling techniques for accelerating convergence of the
exponential series described in [14] can be easily implemented in this framework. In
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particular, in the case where A = T (a), we determine the least integer q such that
‖a‖
W
/2q < 1, then we set â(z) = a(z)/2q so that
exp(T (a)) = exp(T (â))2
q
and we may compute exp(T (a)) by first computing exp(T (â)), which requires a shorter
power series expansion, and then computing exp(T (â))2
q
by means of q steps of re-
peated squarings applied to exp(T (â)).
The square of a matrix of the kind T (a)+E is computed by means of the equation
(T (a) + E)2 = T (a2)−H(a−)H(a+) + T (a)E + ET (a) + E
2 =: T (a2) + Ê
where Ê = −H(a−)H(a+) + T (a)E + ET (a) + E
2.
Assuming that E is factored in the form E = WY T , for W and Y being slim
matrices, and that H(a−) is factored as UV
T , being U and V slim, then Ê is factored
as Ê = Û V̂ T where
Û = [−U T (a)W W ], V̂ = [H(a+)V Y T (a)
TY + Y (WTY )]. (5.6)
A compression step, performed according to Algorithm 5.2 can be applied to reduce
the rank of Û and V̂ . In this case, since some of the involved matrices are Hankel,
one can try to get advantage from this property. Observe that, if the numerical rank
of the matrix H(a+) is smaller than that of H(a−), it’s more convenient to express
H(a+) in the form H(a+) = UV
T where U and V are suitable slim matrices.
The advantage that we obtain by means of the scaling and squaring technique is
substantial in many cases.
5.5. Computational analysis. We may perform a complexity analysis of the
algorithms designed in the previous sections. Here we give an outline of this analysis
and we leave to the reader the completion of the details.
We consider only the case where A = T (a) and divide the problem into the
different sub-problems of evaluating the recurrence (3.2) by means of equations (5.3)
and (5.4), performing the compression according to Algorithm 5.2, and computing
the repeated squaring of a QT matrix.
Concerning (5.3), we have to compute the product T (a)Ui−1, where T (a) is an
infinite Toeplitz matrix having bandwidth n−+n+, and Ui−1 has infinitely many rows
and a finite number, say ri−1, of columns. Denoting mi−1 the number of numerically
nonzero rows of Ui−1, the problem is reduced to multiplying an (mi−1 + n−)×mi−1
Toeplitz matrix and an mi−1 × ri−1 matrix. By using fast algorithms for Toeplitz-
vector matrix multiplication we have a cost of O(ri−1(mi−1 + n−) log(mi−1 + n−))
arithmetic operations (ops). Similarly, the computation of the product H((pi−1)+)V
is reduced to multiplying an ni−1×qi Hankel matrix times a matrix of size qi×s, where
ni−1 is the degree of the polynomial (pi−1(z))+, s is the number of columns of V ,
qi = min(ni−1, n), with n the number of numerically nonzero rows of V . Thus, even
this computation has a cost of O(sni−1 logni−1)). In fact, the product of a Hankel
matrix and a vector, up to permutation, is the same as the product of a Toeplitz
matrix and a vector where FFT-based algorithms can be used.
The cost of compression in the steps 3 and 5 of Algorithm 5.1 performed with
Algorithm 5.2, which relies on QR and SVD, is proportional to the square of the rank
and to the maximum dimension. Finally, the cost of repeated squarings, once the
rank-revealing factorization H(a−) = UV
T has been computed, is dominated by the
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compression of the matrices Û and V̂ defined in (5.6) which is again proportional to
the square of the rank and to the maximum matrix size. On the other hand, the
computation of U , V , such that H(a−) = UV
T involves a rank revealing factorization
of the Hankel matrix H(a−). This factorization is computed by means of a Lanczos-
based tridiagonalization with re-orthogonalization which exploits the Hankel structure
and the low cost of matrix-vector product. Details on this computation are given in
[6] where it is shown that the cost is proportional to the square of the rank and to
n logn where n is the size of the Hankel matrix.
Roughly speaking, the overall cost is proportional to the number of terms in the
series, to the square of the maximum rank of the corrections and to the maximum
between the band width of T (a) and the size of the correction. In particular, the
lower the rank the faster the algorithm.
We may perform a more detailed analysis of the errors generated by the truncation
part of the algorithm. This analysis concerns the estimation of the constant γ given in
Algorithm 5.2 and it consists of giving technical bounds to the norm of the submatrices
involved in the compression by exploiting the properties of rank revealing QR and of
SVD. We avoid to provide this analysis and leave it to the reader.
6. Numerical experiments. We have implemented in Matlab the algorithm for
computing exp(T (a)), relying on the scaling and squaring acceleration, and performed
some numerical experiments with several problems. All the experiments have been
run under the Linux system on a I3 processor with Matlab R2016a.
A first bunch of tests concerns the computation of the exponential of symmetric
tridiagonal Toeplitz matrices T = trid(1, α, 1) for different values of α in the range
[−4, 4]. From the experiments it turns out that the numerical bandwidth of the
Toeplitz part, the size and the rank of the correction, as well as the CPU time, are
independent of the values of α. The time is roughly 0.01 seconds, the numerical
bandwidth is 35 while the correction has size 16× 16 and rank 7. The relative norm
errors of the approximation are between 3 · 10−15 and 1.0 · 10−14.
Another test that we have performed concerns Toeplitz matrices associated with
the Laurent polynomial a(z) =
∑n+
i=1 z
i +
∑n−
i=0 z
−i where T (a) is a banded matrix
with n− and n+ diagonals below and above the main diagonal, respectively. Here
the matrix exp(T (a)) has a numerical bandwidth which grows large the larger are
n− and n+. In this case, the approximation of exp(T (a)) by means of the finite
exponential exp(Tn(a)), where Tn(a) denotes the n × n leading principal submatrix
of T (a), requires that n is as large as at least the numerical bandwidth of exp(T (a)).
We tested the cases obtained with n+ = 5, for different values of n− where,
concerning Tn(a), we have chosen n = 2m where m is the numerical bandwidth of
T (exp(a)). We have doubled the value of m in order to remove the boundary effect in
the computation of the finite exponential. Table 6.1 reports, the value of n−, the time
tQT needed by our Matlab function to compute exp(T (a)) and the time texpm needed
by the Matlab function expm for computing the matrix exponential of Tn(a), and
the relative error in norm ‖ exp(T (a))m− exp(Tn(a))m‖∞/‖ exp(T (A))m‖∞, together
with the numerical bandwidth of T (exp(a(z))), the size and the rank of the correction
F such that exp(T (a)) = T (exp(a)) + F .
We can see from the table the different growth of the CPU time for the two
algorithms and the small value of the rank of the correction, despite the large size
of the band. The error is reported only for n− ≤ 40 since for larger values of n− a
memory overflow is encountered by the function expm.
It is interesting to observe that, roughly, the CPU time grows proportionally to
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n− tQT texpm err band rows cols rank
10 0.05 0.32 2.3e-14 331 372 245 26
20 0.10 3.52 6.6e-14 831 752 271 23
30 0.10 20.70 2.1e-13 1519 1708 291 18
40 0.12 102.99 2.5e-13 2377 2948 230 11
50 0.15 - - 3393 3343 214 10
60 0.22 - - 4563 4490 267 10
70 0.22 - - 5881 5827 50 9
80 0.29 - - 7343 7283 49 9
90 0.30 - - 8947 8867 47 9
100 0.38 - - 10689 13383 45 8
Table 6.1
Exponential of a Toeplitz matrix having 5 diagonals of 1s in the upper triangular part and n−
diagonals of 1s in the lower triangular part. Comparisons of the CPU time needed by the algorithm
based on QT matrices and by the Matlab expm function. Relative errors in norm of the values
computed in the two different ways, band-width of the Toeplitz part, size and rank of the correction
F in the matrix exponential exp(T (a)).
the maximum size of the correction and of the bandwidth, times the square of the
rank.
In order to figure out how the size and the rank of the correction grow in the partial
sum Sk =
∑k
i=0
1
i!A
i, as k increases, we considered the case where a(z) =
∑20
j=−20 ajz
j
and the coefficients aj are randomly distributed in [0, 1]. In Figure 6.1 we report
the graphs of the number of nonzero rows, the number of nonzero columns and the
numerical rank of the correction, as function of k, in the power T (a)k, in the partial
sum Yk and in the matrices generated at any step of the repeated squaring part of
the algorithm.
It is interesting to point out that, while the number of nonzero rows and columns
in the correction matrices grows with k almost linearly, the value of the numerical rank
does not grow much with k. This property makes it cheap to update the correction Ek
by means of (5.3) and (5.4), and to perform compression according to Algorithm 5.2.
Another test that we have performed concerns the option pricing problem using
the Merton model of [16], [19]. In this case, the exponential of a finite n× n Toeplitz
matrix Tn has to be computed. This matrix can be associated with a symbol a
(n)(z)
which depends on the value of n. In our experiment, we considered, as test problem,
the semi-infinite Toeplitz matrix T (a(n)) having as leading principal submatrix the
n × n Toeplitz matrix Tn of the Merton model. We have compared the two
n
2 ×
n
2
leading principal submatrices of exp(T (a(n))) and exp(Tn) just to verify if the two
different matrices have some similarity. We computed exp(Tn) with the function
expm, and exp(T (a(n))) with our algorithm. In Table 6.2 we report the CPU time of
this computation and the relative errors in norm concerning the principal submatrices
of size n2 of the two matrices, and the rank of the correction F . We can see that the
CPU time grows slightly more than linearly with the size n and that the rank of the
correction does not grow with n. Also the error, computed only if the size is lower
than 4096, takes small values.
7. Final remarks. A classical approach to improve the computation of the
matrix exponential is to rely on Pade` approximation [14]. This technique consists
in approximating the exponential function by means of a ratio of polynomials of low
degree. We can apply this technique in our framework provided that an efficient
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Figure 6.1. Growth, as function of k, of the number of rows/columns and of the numerical
rank in the correction matrix of T (a)k , Sk, and of the matrices generated by the squaring phase of
the algorithm. The function a(z) =
∑
20
i=−20 aiz
i has random coefficients ai uniformly distributed
between 0 and 1.
n tQT texpm err rank
512 0.34 0.16 2.7e-12 18
1024 0.72 1.33 2.8e-11 18
2048 2.16 6.43 3.6e-10 18
4096 5.31 - - 19
8192 17.18 - - 19
Table 6.2
CPU time, error, and rank in the Merton model.
method for computing inverses of QT matrices is designed. This is possible by relying
on the Wiener-Hopf factorization of the symbol associated with the Toeplitz part of
the matrix. Details on inverting QT matrices are given in [7].
The approach that we have presented in this paper can be applied to deal with
general matrix functions and with Toeplitz matrices of finite size n where n is suf-
ficiently large with respect to the decay of the coefficients of a(z). For simplicity
consider the case of a Laurent polynomial a(z) =
∑n+
i=−n−
aiz
i for n−, n+ > 0, and
the associated n × n matrix Tn(a) = (ti,j), ti,j = aj−i if −n− ≤ j − i ≤ n+, and
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ti,j = 0 otherwise. Observe that Theorem 2.1, reformulated for finite matrices and
applied to Tn(a)
2, leads to the following equation
Tn(a)
2 = Tn(a
2)−Hn(a−)Hn(a+)− JHn(a+)Hn(a−)J
where J is the flip matrix having ones on the anti-diagonal and zeros elsewhere, and
Hn(b) denotes the n× n leading principal submatrix of H(b).
If n is sufficiently large, i.e., n > n− + n+, then the matrices Hn(a−)Hn(a+)
and JHn(a+)Hn(a−)J have disjoint supports contained in the upper leftmost corner
and in the lower rightmost corner, respectively. Thus, Tn(a)
2 can be represented as
the sum of the Toeplitz matrix associated with the Laurent polynomial a2(z) and a
correction E which involves a (small) finite number of nonzero entries located in two
opposite corners of the support. The same property holds for the powers Tn(a)
k for
the values of k for which the size of the numerical support of the correction E does
not grow much. Here, for numerical support of a matrix A = (ai,j) we mean the set
of indices (i, j) for which |ai,j | < ǫ‖A‖ for some norm.
Thus, if the exponential decay of the coefficients of a(z) and of exp(a(z)) is suf-
ficiently large with respect to the size n, then representing the powers Tn(a)
k as well
as exp(Tn(a)) in the above form may be computationally effective.
Algorithms for dealing with the finite case can be easily obtained from the algo-
rithms presented in Section 5 by repeating the computation for the correction in the
lower rightmost corner involving the matrices JHn(a+)Hn(a−)J .
More details in this regard can be found in [6] where it is performed the compu-
tational analysis of general functions of finite and infinite Toeplitz matrices expressed
either in terms of power series or of Cauchy integrals.
7.1. Conclusions. We have provided a framework to compute matrix functions
of a quasi Toeplitz matrix based on the fact that matrices of the kind A = T (a) + E
form a matrix algebra if a(z) and a′(z) belong to the Wiener class and ‖E‖
F
<
+∞. A specific analysis has been performed for the exponential function. Numerical
experiments confirm the effectiveness of our approach. This framework can be applied
to the case of finite matrices and extended to the case of functions expressed by means
of a Cauchy integral.
This analysis has set some open issues like analyzing the growth, as a function of
k, of the numerical rank of the correction Ek such that T (a)
k = T (ak)+Ek. From the
numerical experiments performed so far with some function a(z) this rank seems to
be a bounded function of k. Indeed, the growth of the numerical rank of Ek is related
to the decay of the coefficients of the function a(z) and it is worth being investigated.
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