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This work presents a study of the effect of ventilation rates on the bioaerosols that cause 
upper respiratory illness. A network of 147 sensors was placed in a pair of dormitories 
on a college campus to measure carbon dioxide concentrations over two semesters. The 
concentration results served as input into multi-zone ventilation models of the two 
buildings, which had different heating, ventilation, and air conditioning (HVAC) 
systems. The dormitory with a central mechanical ventilation system had, as expected, 
a higher turnover of fresh air compared to the other, which relied on exhaust fans and 
infiltration. This well-ventilated building also contained far fewer occupants with 
recorded upper respiratory illness incidence in comparison to the poorly ventilated 
building. The central ventilation system increased dorm room ventilation rates by 
500%, while decreasing respiratory illness incidence by over 85%. Comparative studies 
have shown similar findings with increased ventilation reducing incidence of upper 
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Chapter 1: Introduction 
1.1: Purpose 
  This study was conducted to contribute to findings that link poor ventilation to 
increases in illness caused by airborne contaminants. Two buildings, one with a newly 
installed, state-of-the-art central ventilation system and the other relying on infiltration 
and exhaust fans for outdoor air exchange, were monitored for eight months. The 
sensors placed in each building recorded carbon dioxide (CO2) concentrations in 
various rooms and hallways. Models of the contrasting buildings were created in 
CONTAM to help calculate the ventilation rates. A record of incidences of acute 
respiratory illness (ARI), detected using quantitative reverse transcription polymerase 
chain reaction (qRT-PCR) tests, was kept and compared to ventilation rates and CO2 
concentrations in these rooms of interest.  
 Three study aims motivate this thesis:  
1. Collect and calibrate environmental data for an array of rooms in two 
dormitories. 
2. Create multizone models for the two dormitories and use them to calculate 
accurate ventilation rates in the two buildings under a variety of conditions. 
3. Determine if there is an association between low ventilation rates and increased 
ARI occurrences.  
In addition to these goals, the aforementioned models were used to predict locations of 
increased virus exposure based on the locations of the source rooms and flow rates 





Going further, an energy analysis will be performed on the two buildings to 
evaluate the costs of the building renovation. The overarching goal of this study is to 
determine the most cost and energy efficient way to improve overall building 
ventilation, which in turn will improve student health and proficiency. Further research 
will also eventually incorporate UV irradiation of contaminated air to destroy viral 
RNA, which lowers the probability of infection by decreasing the concentration of 
potent airborne viruses that cause respiratory illness.  
 
1.2: Overview of Different Heating, Ventilation, and Air Conditioning Systems 
 Indoor air conditioning is accomplished in two ways, by heating or cooling the 
air already inside the building or by pumping in outside air and treating the air before 
distributing it into the building. The latter method simultaneously improves ventilation 
by moving air in and out of a room while modifying its temperature. This study focuses 
on two dormitories, denoted as high and low ventilation buildings based on the heating, 
ventilation, and air conditioning (HVAC) system installed. Relevant components of the 
observed systems are described below.  
 
1.2.1 Fan Coil Units 
Fan coil units, or FCUs, are heating/cooling boxes that operate independently 
of each other. They are commonly used as residential or commercial air conditioners. 
The FCU draws in air from the room. The air is run through rows of coils filled with a 
liquid or gas coolant, and then pumped back out into the room. The air passing through 





While an FCU can modify temperature, there is no net change in air flow in or 
out of a room, as internal air is simply circulated through the unit. They are often paired 
with air handling units (AHUs) that introduce air from outside the building (Chu, Jong, 
& Huang, 2005) (Ke, Weng, & Chiang, 2007). 
 
1.2.2 Dedicated Outdoor Air Systems 
Dedicated outdoor air systems, or DOAS, are a form of central HVAC system 
that pump in outside air, add or subtract heat, and then introduce the air into the 
building. It uses AHUs to bring fresh air to every floor of the building, with ventilation 
shafts bringing air into individual rooms. Exhausts are also placed around the building 
to extract the old air and pump it back out.  
DOAS delivers air to individual zones of a building, rather than transferring it 
from room to room via infiltration. Treatment of this air is conducted separately from 
the treatment of internal air, which is treated by FCUs or other temperature and 
humidity controls that work well alongside DOAS. Both of these methodologies have 
the dual advantage of increasing energy saving potential in the building as well 
(Dieckmann, Roth, & Brodrick, 2003). Figure 1 shows a layout of a simple DOAS 







Figure 1: DOAS in high ventilation dormitory (left) and local fan coil units in low 
ventilation dormitory (right) (Group, 2016) 
1.2.3 Studied Dormitories 
 Two dormitories, similar in age, construction, and maintenance, were chosen to 
represent different ventilation qualities. The buildings sit adjacent to one another on the 







Figure 2: Building A and Building B on campus (Residence Halls: Cambridge 
Community, 2018) 
Important to note is that the set point temperatures in the University of 
Maryland dormitories are 74 in the summer and 70 in the winter, in accordance to the 
university’s campus energy standards (Residence Halls: Cambridge Community, 
2018). 
Building A is the study’s high ventilation building (HVB). It was constructed 
in 1962, but underwent renovation in 2015, when a DOAS was installed to provide 
fresh air to nearly all of the rooms in the building. This dormitory, neighbor to Building 
B, rises 4 stories high and has a capacity of 223 co-ed students (Residence Halls: 
Cambridge Community, 2018). Every student room has an FCU and an inlet for the 
DOAS to pump in outside air. Bathrooms and study lounges have exhaust air returns, 
driven by the single AHU’s exhaust fan. The same AHU provides every one of the 





system, while study lounges receive 85 cfm and bathrooms anywhere from 150 to 300 
cfm, depending on size.  
Building B, the low ventilation building (LVB), was also constructed in 1962. 
The 7-story, co-ed dormitory has a capacity of 545 students (Residence Halls: 
Cambridge Community, 2018). It is set up with FCUs in all of the student rooms and 
two heating zones, in the east and west wings of the building. Specific individual rooms 
including bathrooms on every floor and study lounges on the first two floors have 
exhaust air returns, driven by four exhaust fans. The basement and first floor also have 
four AHUs. The two basement AHUs have design airflows of 4000 and 8000 cubic feet 
per minute (cfm), the two on the first floor have design airflows of 5000 cfm each.  
1.3: Indoor Microbiome 
Built spaces, in their attempt to manipulate nature to make it more habitable for 
human life, create niches apart from the outside world. An indoor living space has its 
own temperature, light, humidity, depending on the allowances made by those who 
built it. The flow of air through and around the structure can be altered, whether four 
solid walls create a stagnant space, or a complex ventilation system pumps in outside 
air to renew the indoor gases. Improper ventilation facilitates the growth of an 
unhealthy indoor microbiome, especially as the time the residents spend in the space or 
the number of residents in the space increases. The residents act as sources of 
contaminant inside the rooms, exhaling viruses and bacteria that can remain in the air 
for a long period of time if not circulated out by an active ventilation system. Viruses 
especially, due to their small size, referred to in this context as their aerodynamic 





roommate or passerby inhaling the virus increases with decreased AED (Hall, 2017) 
(McDevitt, et al., 2013). 
The dominant mode of the spread of the influenza virus changes with the 
conditions in the room. It is not always airborne shedding or physical surface-to-skin 
or skin-to-skin contact (Hall, 2017). The variability in particle sizes and dorm room 
conditions makes it difficult to predict the settling times of various airborne viruses and 
bacteria, but it can take minutes to days. Influenza virus clusters average 1μm – 3μm 
in diameter, and generally take 1-12 hours to settle five feet in still air (McDevitt, et 
al., 2013). 
Students who participated in this study were tested for a variety of respiratory 
illness-causing viruses during the early spring semester, in the heart of flu season when 
students have the highest likelihood of falling ill. University of Maryland, like most 
colleges, offers a yearly flu shot to all of its students (Flu Vaccine Clinic Details, 2018), 
but not all participate and many are infected every winter. As of January 30th 2018, 
4,500 students had obtained this year’s shot from the University Health Clinic. This 
number dwarfs in comparison to the 40,500 total students enrolled at the University of 
Maryland, though some students might have obtained the shot from other proprietors.  
The ARI occurrences of interest in this study are not the ones acquired outside 
of the dormitory. The ventilation system has little relevancy on those ARI cases, as it 
has no effect on illnesses the students pick up in other locations. The cases of interest 
were those that stemmed from the source case, defined as the resident who first reported 
a confirmed ARI. When a student falls ill and emits contaminants into the air, and those 





the building by the ventilation system, it provides evidence towards the fallacies of the 
ventilation system. Dates and locations of reported ARIs were used to model the 
potential association between type of ventilation system and reported ARI in dormitory 
residents. For example, if a participant in room 1 tested positive for influenza B, and 
then a participant in room 2, next to room 1, contracted influenza B two days later, it 
would be highly probable that the second incidence was a result of the first, even if the 
original patient contracted the illness outside the hall. In these cases, the indoor 
microbiome has been allowed to flourish, increasing the likelihood of illnesses to 
spread from roommate to roommate and then room to room.  
1.4 Literature Review  
The primary goal of this thesis was to determine the ventilation rates in two 
dormitories, using CO2 concentrations collected over four months to validate the 
models. Given the number of zones that were considered, a few critical simplifications 
had to be made to enable these calculations, nonetheless, the overall methodology 
stems from the work of previous studies on ventilation rate calculation. 
Indoor air flow rate analyses have been performed before, in a variety of 
settings. These methods utilize the information about the tradeoff of air into and out of 
a space, along with the changes that occur inside of the room, to track the flow of the 
air mass as well as the particles carried with it. Methods have included computational 
fluid dynamics (CFD) simulations integrated with Eulerian steady state passive scalar 
models, Lagrangian particle tracking, and the Wells-Riley equation. The Eulerian 
method of fluid flow development takes a broad stroke approach compared to the 





particle path fields via integration paired with a set of boundary conditions that define 
the space. Combined with CFD, it is possible to compute the particle paths across an 
entire space. Using the Eulerian method, the scalar is attached to a transport equation 
to determine the mass fraction of active to deactivated microorganisms (Pichurov, et 
al., 2015).  The Lagrangian method uses a discrete phase model to predict the 
movement of particles. Based on their location through many time steps, it is possible 
to determine what percent will spend sufficient time in the UV region, and the 
probability of their being deactivated can be calculated (Pichurov, et al., 2015). The 
Wells-Riley equation calculates the probability for infection of a room inhabitant based 
on a number of parameters. Equation 1.1 demonstrates this probability calculation, 
 𝑃 = 1 − 𝑒−𝐼𝑞𝑝𝑡/𝑄   (1.1) 
 Where P is the probability of infection, I is the number of infected people, q is 
the quantum generation rate, p is the breathing rate, t is the time of exposure, and Q is 
the outdoor air supply rate (ventilation rate) (Zhu, Srebric, Rudnick, Vincent, & 
Nardell, 2013) (Zhu, Srebric, Spengler, & Demokritou, 2012). This equation provides 
a calculable infection probability using parameters produced by this study. The 
combination of these methods can be applied to a space to determine the contamination 
likelihood of those in the room. 
 If the airfield in a room contains a contaminant, there are three ways in which 
the contaminant can be reduced or altogether removed to lower the probability of 
infection of the inhabitants, as determined by the Wells-Riley equation. These are 
source removal, disinfection, and dilution. The contamination under study are the 





spaces is to contain people, the source of the contaminant, source removal is not an 
option. Disinfection involves the deactivation of the contaminant. This can be done 
using ultraviolet light, which damages the microorganism’s DNA, lowering its 
potential to cause harm. Lastly, dilution involves bringing in new air to the room to 
spread out the contaminants, reducing their concentration and effectiveness. This effect 
is achieved through efficient ventilation systems. Previous studies have examined the 
effect of fans in redistributing microparticles inside of a chamber, with the intent of 
pushing the potentially harmful particles to the upper portion of the room (Pichurov, et 
al., 2015) (Zhu, Srebric, Rudnick, Vincent, & Nardell, 2013). There, UV light would 
damage the bioaerosols and lower their potential to cause harm. Ideally, a space’s 
ventilation system would propel the bioaerosols to a location where they can do less 
harm to the inhabitants. Whether that is to an outlet air vent or to the upper portion of 
the room where UV light deactivates the bioaerosols, this strategy must be kept in mind 
when designing for the airflow. These studies laid out a few key facts that influence the 
design of such a ventilation system: 
1. Bioaerosols settle in the lower portion of the room (Zhu, Srebric, Spengler, & 
Demokritou, 2012).  
2. The longer the microorganism is exposed to UV light, the higher the probability 
of its deactivation (Pichurov, et al., 2015) (Zhu, Srebric, Rudnick, Vincent, & 
Nardell, 2013).  
 Without a disinfecting agent, such as UV light or a ventilation filtration system, 
increasing the airflow rate was the most effective method of decreasing the probability 





however, this had the opposite effect, as the bioaerosols’ exposure time to the radiation 
was critical (Pichurov, et al., 2015). In this case, it was more important to create an 
upward draft in the space, so that the microorganisms reached the area in which they 
were deactivated, but were not pushed out again before the light had time to damage 
their DNA.  
 This study has thus far reached the phase of flow rate calculations, a less precise 
method of developing ventilation rates than CFD, particle tracking, or the Wells-Riley 
equation, though that is perhaps most similar to the methodology used in this study. 
The work presented here is based primarily on two controlling equations, volumetric 
balance of airflow into and out of a space, and a contaminant balance equation 
dependent upon the same flow rates (Section 2.2). These both rely on perfect mixing 
within the spaces themselves, which is a simplification necessary for the scale of this 
work. Rather than determining the exact flow rates in and out of a single space, the 
team was more concerned with calculating approximate flow rates for 4- and 7-story 
dormitories with hundreds of rooms and occupants. Simplifying assumptions such as 
perfect mixing and the standardization of flow path leakage parameters, which were 
adjusted on a need basis during calibration of each individual zone. The initial 
parameters were based on the orifice type corresponding to each flow path, predefined 







1.5: Thesis Outline 
1.5.1 Timeline of Events 
Environmental monitoring sensors that track CO2, temperature, relative 
humidity, and dew point were placed in 6 different buildings on the University of 
Maryland campus. These locations included classrooms, hallways, dorm rooms, and a 
rooftop. Two varieties were used, 65 wireless sensors and 89 Bluetooth sensors, in total, 
154 sensors. The sensors took measurements every fifteen minutes recording data that 
was downloaded manually or via Bluetooth once a week. Occasional equipment 
malfunctions caused the sensors to go offline, but these lapses were discovered in the 
weekly downloads and efforts were made to get the sensors recording again as soon as 
possible, albeit with gaps in data. Despite timeline gaps, the sensors recorded instances 
of environmental data every 15 minutes from October 2017 to June 2018. 
 Drifts in the sensors’ calibration occurred over time as well, lowering the 
accuracy of the data. Thus, the sensors were individually calibrated twice, once in 
January 2018 and again in June 2018, after the sensors had been taken down. The 
calibrated CO2 data was recorded. Trends in the data were observed based on average 
values and the differences between both daily and nightly CO2 concentrations, and 
occupied and unoccupied concentrations in each of the buildings.  
 Another aspect of the study involved calculating the actual ventilation rates in 
the two main dormitories, Building B and Building A, the low and high ventilation 
buildings, respectively. Information was taken from the buildings’ mechanical 
drawings to create accurate multi-zone models of each. Calibrated using CO2 





were then used to produce ventilation rates in each of the rooms that had a sensor during 
the spring semester. The trends based on these ventilation rates were evaluated and then 
compared to those apparent from the CO2 study.  
 The third aim of the study was based on actual occurrences of upper respiratory 
illness during the spring semester. Volunteer participants in a study, called 
Characterizing and Tracking College Health (CATCH), by the Defense Advanced 
Research Projects Agency (DARPA), were asked to report any illness they felt they 
had at any time during the study period. qRT-PCR tests were performed off of swab, 
blood, and breath samples. This type of test was chosen for its sensitivity to influenza 
virus RNA (Ali T, 2004) (CDC, 2012). If the samples came back positive for any sort 
of respiratory illness, the most common being influenza, the participant was monitored 
until the virus left his or her system. Room numbers of the participants were tracked to 
observe the spread of cases to nearby rooms. 
1.5.2 Overview 
As part of this thesis, the team explored the association between indoor 
microbiomes and HVAC systems. In order to achieve the three study aims, a series of 
data sets were collected, including the CO2 concentrations in the studied dormitories, 
ARI occurrences in the same dormitories, and window/door opening responses from 
occupants of those rooms that were infected. From these, the ventilation rates in the 
buildings were developed, and a correlation could be drawn between locations of low 
ventilation and ARI occurrence. The ventilation patterns were further used to predict 
the locations of potential ARIs due to cross-contamination between the rooms, and then 





responses were used to determine the changes in ventilation in a room due to the 
different schedules of opening windows and doors that the students reported. From 





































Chapter 2: Methodology 
2.1: Environmental Sensors and CO2 Collection 
 The first step taken in this multi-year project was to deploy sensors to gather 
environmental data in the two buildings of interest. 154 sensors in total were dispersed 
in rooms on the first through fourth floors of Building A, the high ventilation building, 
and on the second through seventh floors of Building B, the low ventilation building. 
The two types of sensors were the HOBO MX CO2 Logger (MX1102) Bluetooth 
sensor and the Paragon Robotics SC75 wifi sensor. The HOBO logger’s CO2 sensor 
ranged from 0 to 5000 ppm, with an accuracy of +/- 50ppm. The Paragon Robotics 
logger’s CO2 sensor ranged from 0 to10,000 ppm, with an accuracy of +/- 100ppm. 
The sensors were evenly distributed between the two buildings. Figure 3 shows the 
arrangement of sensors on the north end of the fifth floor of Building B, a typical 
distribution of both CO2 and pressure sensors, which were used to calculate ventilation 






Figure 3: Sensor deployment plan for the fifth floor of Building B. 
 Environmental sensors were placed high on the wall, opposite the windows and 
next to the doors, to avoid being near student beds or desks and receiving direct 
contamination of exhaled CO2. Increased sensitivity to airflow through open doors was 
a possibility, but would be less impactful to the measured values than direct airflow 
from a window or exhalation from the room’s occupants. Pressure sensors, 6-8 per 
floor, were placed in common areas, lounges, hallways, or stairwells. It was assumed 
that students were less likely to open windows in these areas and skew the indoor 
pressure readings the sensors measured.  
 The environmental sensor array was composed of 65 wireless CO2 sensors and 
89 blue-tooth CO2 sensors. A large number of sensors was chosen knowing that, over 
the months of data collection, some would become faulty and not be able to provide 
results for some or all of their life span, a hypothesis which proved accurate. However, 





Building B, providing plenty of rooms for analysis during later steps in the study. 
Figure 4 shows one of the wall-mounted sensors, which display real-time data as well 
as storing it for future analysis.  
 
Figure 4: HOBO data logging sensor (top) and Paragon Robotics logging sensor 
(bottom). 
 Between the initial data collection to set up and test the sensors and the primary 
data collection relevant to this study in spring 2018, the sensors gathered over 1.5 
million data points. The sensors collected CO2, temperature, pressure, and humidity 
data points every 15 minutes. Data collection began in October 2017 and ended in May 





ventilation models was taken from the spring semester 2018 alone, from late January 
to early May 2018.  
 Though not used in this phase of a larger study, the temperature and relative 
humidity data can also provide indications of increased ARI exposure. Low 
temperatures have been found to cause increase in transmission. Humidity values 
between 20-35%, as well as above 80%, in turn decrease transmission (Lowen, 2007).  
In order to use the CO2 concentrations in analysis of the dormitories, each 
sensor was individually calibrated with a linear equation obtained from a correlation 
between known and measured CO2 concentrations. Sensor calibration occurred at two 
points in time. Initial sensor calibration was done in January and final calibration in 
June 2018. The sensors were put in pressurized chambers for three hours at known CO2 
concentrations of 500, 1000, and 5000 parts per million (ppm). The average steady-
state CO2 concentration measured by the sensor was calculated for each known 
concentration and the points used to create a linear curve. The linear equations from 
each calibration period (January and May) were applied to the uncalibrated data as a 
time-step function, so that the initial and final calibration equations were not equally 
applied to each datum depending on the time span between calibration and collection 
of that datum. The following set of equations shows the two calibration curves and how 
they were combined to produce a time step equation that produced a calibrated CO2 
concentration (x) for each measured concentration (y). 
 Calibration curve 1:  𝑦1 =  𝑚1 ∗ 𝑥1 + 𝑏1 



















Where n was the number of days from the sensor’s initial calibration date, N was the 
total number of days between the two calibration dates for the sensor, m and b are the 
slopes and intercepts of the respective equations determined from the pressure chamber 
tests, and y and x are the uncalibrated and calibrated CO2 concentrations, respectively.  
The analysis was taken further by using the CO2 concentrations to find the 
actual ventilation rates in the rooms of the two dormitories. By finding the CO2 
concentration in each room when the residents were not present for an extended period 
of time, it was possible to find the CO2 concentrations of an empty building, which 
could be represented by the multizone models. Baseline, or non-occupancy CO2 
concentrations were calculated by averaging the CO2 values during school breaks, 
when concentrations were at their minimums and the air inside the rooms had a chance 
to reach near-equilibrium with the outside air due to the departure of residents for days 
at a time.    
2.2: Ventilation Systems and Modeling 
  The main focus of this paper is the calculation and meaning of the ventilation 
rates in two dormitories. As previously indicated, CO2 concentration in a space is used 
as an indicator of how much fresh air is entering a space and thus ventilation can be 
predicted. This is taken a step further with the actual calculation of ventilation rates and 
airflow between individual rooms, which can then be used to model and track the 
movement of contaminants such as ARI-causing viruses in the building. In order to 





into the multi-zone model’s algorithm to track the movement of air around the scaled 
buildings. In order to properly model the buildings, the existing ventilation systems 
were defined and broken down to be programed into the model. Once this process was 
completed, the buildings monitored were delineated by the predominant HVAC system 
installed. Table 1 provides the description of the types of ventilation systems in these 
buildings. 
Table 1: Ventilation systems in the buildings studied. 





● Utilize Dedicated Outdoor Air System (DOAS) with FCs or 
Central HVAC system. 
● Use only Fan Coils Units (FCUs) and outdoor air from the 
open windows or infiltration. 
 
Building A, with its newly installed DOAS, falls decisively under the category 
of a high ventilation building, especially relative to Building B, which relies on FCUs 
to heat/cool individual rooms. Each of the models was created in CONTAM, a 
computer program, designed by NIST, the National Institute of Standards and 
Technology, and used to analyze ventilation and contaminants of multizone indoor 
spaces. With access to mechanical schedules, floor plans, and building operation data, 
realistic multi-zone models were built for each room in both buildings. These models 
included all of the room volumes, openings (doors and windows), and mechanical 





estimates were also necessary for CONTAM to produce flow rates in and out of each 
room. These included leakage through the closed windows and doors, walls, and 
exterior surfaces. Though small, these numbers produced a more accurate model. 
Building A has at least one AHU on each of its four floors, and an air supply, in every 
student room, that produces 22-29 cfm of fresh air. The central system has an overall 
capacity of 10,000 cfm of air. Building B was built with four AHUs, three capable of 
pumping 3500-4500 cfm of air and one capable of pumping 12,200 cfm of air, in the 
basement and bottom floor. Approximately six exhaust fans populate each of the upper 
floors, but none in bedrooms.  
The following two figures show representative floors in each models. 
  
 










Despite the overall size difference between the two buildings, they have 
similarities in layout, building age and maintenance, and resident population density. 
The dormitories are adjacent to each other on the campus, so it can be assumed that 
their ambient CO2 concentrations, temperatures, barometric pressures, and other 
weather phenomena are the same. This made them ideal for the comparative study.  
The next step after calibrating the CO2 data collected over the spring semester 
was to calculate the ventilation rates. The models of each dormitory shown above were 
created to aid the calculation of flow rates into and out of the network of rooms. The 
specifics of the different spaces were obtained from the building blueprints and 
mechanical drawings.  
For each room with a sensor, the program was run over a given period of time 
to calculate the different flow rates in cubic feet per minute (cfm) through each opening 
or wall of the room, based on approximated leakage and orifice sizes. The ventilation 
rates were calculated by summing the flows in or out of the room for each room with a 
sensor and averaged over the given period of time, from January to May 2018. In order 
to convert units from cubic feet per minute to the air change rate per hour (ACH), the 
flow rates were divided by the room volume and multiplied by the conversion factor 
from minutes to hours.  
The controlling equations for these calculations, shown below, are the 
volumetric flow rate equation, which equated the overall ventilation rate in and out of 
a room, and the source term equation, which uses the flow rates, contaminant 
concentrations (in this study, CO2 and later influenza viruses), and a source flow term 





     (2.1)  
   (2.2) 
Where V̇ is the volumetric flow rate of air into and out of a room, CCO2 is the 
concentration of CO2 (or any contaminant), and Ṅ is the source flow rate of this same 
contaminant.  Equation 2.1 was the primary equation used in the calculation of 
ventilation rates based on flow paths, while equation 2.2 allowed for the validation of 
ventilation rates as well the calculation of the flow of airborne viruses between rooms. 
2.3: Model Setup 
 The first step in the calculation of ventilation rates was to set up the multizone 
models for the opposing buildings. This procedure involved the incorporation of the 
buildings’ mechanical specifications into CONTAM, the program designed to calculate 
flow rates from a given model. The buildings were first drawn as a two-dimensional 
floorplan, floor by floor, to produce figures like those shown in Figures 5 and 6. Each 
room, or zone, was drawn arbitrarily, without concern for exact scale given the larger 
overall scale of the buildings themselves. The room areas and heights were then 
individually programmed into the model so that the volume of each bedroom, 
bathroom, lounge, hallway, or other space could be determined. After the physical 
borders of the dormitories’ interiors were drawn, the flow paths were added in to allow 
the full calculation of the ventilation rates.  
Two different models were originally created, one with closed flow paths 





flow paths, also individually defined and placed, included not only windows and 
doorways, but also leakages in the interior and exterior walls. The type of orifice was 
largely irrelevant, as the calculation of the airflow through each was determined by the 
leakage area of the item (doors and windows), in cm2, or the leakage area per unit area 
(interior and exterior walls) in cm2/m2. Wall leakages, however, did not change 
between the open and closed flow path models. Between the two primary dormitory 
models there were over 20 different types of flow paths defined, initially. In the model 
calibration another 8 were produced to account for larger and smaller leakages in doors, 
windows, interior walls, and exterior walls that could more accurately produce the 
expected non-occupancy CO2 concentrations. Figure 7, which shows a room from the 
closed flow path model, presents a room with 6 different flow paths. In all, Building A 
had 229 zones and 983 flow paths. Building B had 529 zones and 1836 flow paths.  
 
Figure 7: Closed flow path room in Building A. 
 To model open flow paths, the paths could be redefined for larger leakages. For 
example, the same room from Figure 7 is again shown, below in Figure 8, with open 






Figure 8: Open flow path room in Building A 
In this model, it was assumed that the doors were open at 45 degrees and the 
windows halfway, standardized for simplicity based on observation of the two 
dormitories. The primary difference is in the definition of the window flow path. Rather 
than a leakage area, the item area is described based on the size of the open portion of 
the window for that room, along with a discharge coefficient, which relates the actual 
flow rate through the actual orifice size to the theoretical one (Haghighat, 2004). This 
allows for a prediction of one-way flow using flow power law. Equation 2.3 shows the 




𝑛    (2.3) 
 
Where V̇ is the volumetric flow rate, CD is the discharge coefficient, ΔP is the 





𝐶𝐷 is set to 0.6, n was set to 0.5, and ∆𝑃 depended on the internal-external pressure 
gradient for the particular window. 
The third component of the building models were the ventilation systems 
themselves. In this aspect, the two dormitories differed the most. Building A had an 
AHU on each floor, while Building B had four AHUs on the bottom two floors only. 
Both buildings had exhaust outlets in larger rooms such as the community bathrooms 
and some of the lounges and study rooms. These were defined as air outlets, one-way 
flow paths that took in a prescribed volume of air per minute. The main difference was 
that Building A’s individual bedrooms each contained a fresh air supply as well, set up 
opposite to the exhaust outlets. They were defined as one way flow paths into the 
rooms, the amount of airflow corresponding to that defined in the mechanical drawings, 
in cfm.  
The contaminants had to be defined to allow CONTAM to correctly interpret 
units of input contaminant concentration or contaminant source rates. The two 
contaminants modeled in CONTAM were carbon dioxide, for the models’ calibration 
and again in the production of ventilation rates, and influenza A, in the cross-
contamination model. Influenza A was chosen to represent the viral pathogens detected 
by the qRT-PCR tests, as it was one of the more common viruses detected. CO2 
concentration was input as a concentration measured in ppm. To calibrate the models, 
the source term of Equation 2.2 was assumed to be zero and the input CO2 concentration 
was the ambient concentration, 450 ppm. This concentration value was selected by 
averaging the concentrations detected over the semester by the outdoor sensor placed 





November 2017 to June 2018. This outdoor CO2 concentration also agreed with 
previous literature approximating the outdoor CO2 concentration in semi-urban areas 
(George, 2007). In the calculation of the actual ventilation rates, produced for the spring 
semester and represented in Figures 15 and 16, the CO2 concentration inputs were the 
collected and calibrated CO2 values summarized in Figures 11 and 12. In cross-
contamination modeling, the influenza virus was expired from residents within the 
room itself. This made it a source flow, measured in cfu/hr. This converted into cfu 
when multiplied by the output air mass flow rate, measured in ACH for consistency.  
The complexity of the models is reduced greatly when focusing on a smaller set 
of rooms. In modeling the movement of the flu virus in three of the rooms where ARI’s 
were detected within a week of each other, the only flow paths considered were those 
connecting the source rooms and those nearest to them on that floor. As distance from 
the source room, where the ARI was initially detected, increases, concentration of virus 
decreases rapidly, so that at most, only that floor needed to be analyzed.  
Lastly, the weather and collected CO2 data were converted to compatible files 
and input into the CONTAM program. Weather data, which included ambient pressure, 
affected the flowrates through exterior orifices, especially in the case of open windows. 
CO2 data were converted to a set of contaminant files, which provided the ambient CO2 
concentrations for the transient ventilation rate calculations. The program was run for 
each room that had contained a sensor, since the actual CO2 concentrations, and 
therefore actual ventilation rates, could not be predicted for those without.  
To produce the primary result of the ventilation portion of the study, average 





input data from January to May, to model the passage of the entire semester. A weather 
file was incorporated to model accurate transient pressure and temperature data. The 
simulation was run for each building, and the air flow through each flow path in each 
room was summed and averaged for the four month time period. An average ventilation 
rate, the sum of the flows into the room, was produced for each room.  
2.4: Model Calibration 
 In order to ensure that the flow paths in the two multi-zone models numerically 
represented the actual air flow rates in the two dormitories, the non-occupancy CO2 
concentrations were calculated, using the models, for each room and compared to the 
measured non-occupancy CO2 values extracted from the sensor data. The measured 
concentrations were calculated by taking the mean of the lowest third of data measured 
by a sensor during a time when the residents were known to be gone for that entire 
period, i.e. spring or winter break, depending on data availability. Even after the 
residents departed, it took a variable amount of time for the CO2 concentrations to reach 
near-ambient concentrations, so the data selected was taken 2-3 days after the decrease 
in CO2 values began, and only the bottom third of the data were averaged to reduce 
fluctuations in sensor readings.  
 The comparative model-calculated CO2 concentrations were then calculated 
with the use of equations 2.1 and 2.2. The flow rates through each of the flow paths 
were summed using an input CO2 concentration of 450 ppm, the steady state ambient 
CO2 concentration, and a source term of zero, since non-occupancy was assumed. The 
output of the equations, CCO2, out was compared to the sensor measured CO2 data value 





leakages were altered in the model until the difference between the calculated and 
measured values was smaller and thus, more precise.   
Figures 9 and 10 show the differences in measured and calculated CO2 
concentrations as determined with the use of the models, after calibration. The rooms 
selected are a sample of twelve randomly selected rooms from each building.   
 
Figure 9: CO2 sensor-measured and ventilation model-calculated concentrations of 






Figure 10: CO2 sensor-measured and ventilation model-calculated concentrations of 
CO2 during a non-occupancy time period in Building B. 
The average percent difference between the sensor-measured and model-
calculated data was 18.1% for Building A and 11.6% for Building B, post calibration. 
Given the expected imprecision of a model of this scale, this level of accuracy was 
sufficient to produce valid ventilation rates for the dormitories.  
 After model calibration verified the accuracy of the flow paths, the ventilation 
rates were calculated for the spring semester. This was done for each room. CO2 
concentrations were input as transient contaminant data and the flow rates were 
calculated for each flow path, and summed to result in V̇out, the output flow rate that 







2.5: Window/Door Surveys and ARI Detection and Verification 
 Aside from the output of the environmental sensors and CONTAM models, two 
additional data sets were used in the analysis of ventilation and ARI occurrence. The 
first was a survey distributed to participants of the study in both dormitories. This 
survey asked a series of questions regarding the frequency and length of time that 
students opened their windows and door. The set of questions were as follows: 
1. Did you have the window in your dorm room open during the night? 
2. During the last 24 hours, while you were in your dorm room, did you open the 
window? About how long did you have it open? 
3. During the last 24 hours, while you were in your dorm room, did you open the 
door and leave it open? About how long did you have it open? 
 The window/door opening survey was sent to all of the participants of the 
CATCH study, the same set of students who were monitored for ARIs by the School 
of Public Health. It was meant to be filled out separately by the students for each day 
they participated. 25 responded, 23 of which were in Building B and 2 were in Building 
A. Both of the rooms in Building A that filled out the survey were the two rooms were 
ARIs occurred. Of the 23 rooms in Building B who responded, 14 were in rooms where 
ARIs occurred. This majority showed a selection bias by the participants, who were 
more likely to answer the questions about their current window/door habits if ill.  
 These data were used to determine a schedule for window/door openings in 
CONTAM to model more accurate ventilation rates and compare ARI case rooms to 
rooms without illness. For representation of the results in CONTAM to be 





that the window was halfway ajar, reducing the orifice size to half of the size of the 
window frame. An open door was assumed to mean that the door was held open at 45 
degrees. 
 The other set of data collected was the reporting and verification of ARIs in the 
two dormitories. The cases were initially self-reported, but lab-verified. Residents of 
Buildings A and B were notified of the study through classes, emails, social media, and 
community events at the beginning of the semester. After filling out a brief survey, 
participants were encouraged to contact the study team via phone or email to let them 
know if they were ill. A compensation of $10 was used as additional motivation for 
participants. They were then asked about the timing of their symptoms, and had they 
begun within the past 36 hours, the students would be scheduled for a visit to the 
research team’s clinic later that day. There they would provide nose and throat swabs, 
blood, and an expired breath test. A multiplex qRT-PCR tested their samples for 
evidence of infection with any of a number of viral pathogens commonly implicated in 
acute respiratory illness. 
 The high level of validity to these tests was offset by the initial self-reporting 
that brought students into the clinic. One problem was that of students who waited too 
long to report. If samples were collected outside of the 36 hour window, the chance of 
the qRT-PCR test detecting the virus was greatly diminished. There was also a selection 
bias of those who decide to report their illness. Most significantly, in theory, was the 
nature of the residents of the two dormitories themselves. They contain living learning 
communities, Business in Building A and Life Sciences in Building B. The health team 





and therefore Building B, about the study, which had the potential to skew the number 





Chapter 3: Results  
3.1 Carbon Dioxide Concentrations 
CO2 collection provided data consistently from the deployment of the sensors 
until their removal from Building A and Building B in May 2018. The data was 
collected every week but the results were not compiled until the end of the collection 
period. At this point, the second data calibration was performed on the sensors and then 
the two linear curves, one from January and the other from June, were applied to the 
raw data to improve its accuracy. The results of the sensor calibration are observed in 
Figures 11 and 12.  
 
Figure 11: Average daily CO2 concentrations measured by sensors in Building A. The 
solid line denotes the overall calibrated average of 1031 ppm. The dashed line 





The concentration data vary dramatically, even after careful calibration of the 
individual sensors upon the completion of data collection. These data were collected in 
one semester, starting just before the return of student on January 24th to the semester’s 
end, May 5th. Gaps existed in the data where sensors had gone offline or filled their 
data capacity and overwrote a subset of previous data. In addition, student habits 
produce large differences in the overall averages of the data. The amount of time the 
students spent in the room, their habits of opening and closing windows and doors, the 
number of visitors they had, and individual’s breathing rates, control the quantity of 
CO2 in individual rooms and cause the range to stretch from 546 ppm to 2269 ppm. 
Because months of CO2 concentration data from 38 sensors in Building A and 69 
sensors in Building B had been collected, the overall average concentrations after 
sensor calibration were an accurate indication of the ventilation in each building. The 
overall CO2 concentration average in Building A was 1031 ppm (Figure 11). Building 






Figure 12: Average daily CO2 concentrations measured by sensors in 
Building B. The solid line denotes the overall calibrated average of 1512 ppm. The 
dashed line denotes the overall uncalibrated average of 1867 ppm. 
 
The degree to which a sensor had to be calibrated depended on the individual 
sensors, but in many cases, as seen above, it reduced the CO2 concentration values by 
more than 100%, apparent in Building A sensors 14 and 15. Other needed very little 
calibration, for example Building A sensors 1 and 2. Time caused degeneration in the 
sensors, making their calibration crucial in order to have reliable data.  
 Fluctuations within a single room’s CO2 concentrations were just as important 
to evaluate as the differences between the rooms. Regardless of the ventilation system, 
CO2 concentrations increase during times of increased occupancy, especially at night, 
when the residents of the room were, typically, all present for an extended period of 





CO2 concentrations, the data collected by the sensors between 0000 and 0600 hours, 
the “nightly” averages, were calculated. These were compared to the “daily” averages, 
which were the same as the overall averages, collected at all times of the day. These 
resulted in a total nightly average of 1092 ppm for Building A and 1740 ppm for 
Building B, higher comparatively than the daily averages of 1031 ppm for Building A 
and 1512 ppm for Building B. Appendix B shows the nightly and daily concentrations 
for each sensor in the two buildings.  
Another analysis of fluctuation was done by determining the deviation in the 
data, shown graphically with boxplots. Each plot demonstrates the breadth of CO2 
readings gathered by each sensor. The following data are taken from a sample of twelve 
rooms in each building, evenly spread across the available floors, for a week of time. 
Figure 13 displays the standard deviations in CO2 concentration for these twelve 
randomly chosen sensors from the Building A sensor array. Figure 14, similarly, shows 






Figure 13: Box plots showing spread of CO2 concentration data from 12 calibrated 




Figure 14: Box plots showing spread of CO2 concentration data from 12 calibrated 





 Even within a single week, the data measured by each sensor tended to vary 
greatly. The average standard deviation of CO2 concentration data from Building A’s 
sensors was 453 ppm. Building B’s CO2 concentration values had a standard deviation 
of 796 ppm. Appendix C shows the data for all of the sensors in both Building A and 
Building B dormitories, for the entire spring semester collection period.  
3.2: Ventilation Rates 
The CONTAM models were used to produce ventilation rates for the two 
dormitories. By summing the flow rates estimated for each room’s flow paths, in and 
out volumetric flow rates could be determined, measured in cubic feet per minute. 
These volumetric flow rates were non-dimensionalized as the air change rate per hour 
by dividing the flow rate by the room volume and multiplying by 60 minutes per hour. 
This value was utilized in the cross-contamination analysis.  
Hourly flow rates were produced for each flow path, which were then summed 
and averaged to determine the ventilation rate per room for the spring semester. The 
initial results were calibrated using the non-occupancy CO2 data to validate the flow 
rates for each orifice and produce accurate overall ventilation rates for each room. The 






Figure 15: Average seasonal ventilation rates in rooms with sensors in Building A.  
The overall average ventilation rate was 30 cfm (dashed line), while the ventilation 






Figure 16: Average seasonal ventilation rates in rooms with sensors in Building B. 
The overall average ventilation rate was 6 cfm (dashed line), while the ventilation 
rate average in the sick rooms, denoted by asterisks, was 4 cfm (solid line). 
 
 These data provide a number of immediate observations about the two 
buildings. Building A had higher ventilation rates, both as an overall average of 30 cfm 
compared to Building B’s 6 cfm, and individually, room-to-room. The highest 
calculated ventilation rate in Building B was 14 cfm, while the lowest in Building A 
was 24 cfm. In both buildings, the average ventilation rate in rooms with ARI 
occurrences was lower than the overall average. Building A’s average ventilation rate 
for its two rooms with ARI’s was 25 cfm while Building B’s average ventilation rate 
for its twenty rooms with ARI’s was 4 cfm.  
 While Building B’s rates vary greatly from room to room, Building A’s are all 





the building’s centralized ventilation system. Further variation above 22 cfm is a result 
of infiltration. Infiltration, however, provided all of the ventilation in Building B, where 
there was no air brought in by the building’s mechanical systems. Because of this, there 
is no minimum threshold, as can be observed by looking at rooms 15 and 57 (Figure 
15), where ventilation is nearly nonexistent. It can be hypothesized that these rooms 
rarely, if ever, kept their windows and doors open. 
3.3: Analysis of Environmental Data and ARI Cases 
The third analysis conducted compared the overall average ventilation rates in 
the two contrasting dormitories to the number of ARIs reported in each. The average 
ventilation rates, reported in Figures 15 and 16, demonstrate the success of DOAS in 
introducing fresh air to Building A relative to infiltration ventilation, the only source 
of fresh air in Building B, but the importance of fresh air is emphasized by the ARI 
results. Table 2 summarizes the number and location of ARI cases by dormitory 
between January and May 2018.  
 
Table 2: Respiratory illness statistics comparing the two dormitories, with high and 
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 Building B had 15 times as many ARIs during the 2018 spring semester as 
Building A.  Factoring in Building B’s larger resident population, the poorly ventilated 
dormitory still had 6 times the number of ARI occurrences. This corresponded to an 
average student room ventilation rate that was 5 times lower than the ventilation rates 
in Building A.  
3.4: Cross-Contamination Cases 
 While ventilation cannot prevent dormitory residents from acquiring infections 
in other locations, such as classrooms, the library, and friends’ rooms in other buildings, 
indications that the ARI came from within the dormitory itself are the timing of ARI 
diagnosis and physical location of rooms with other ARI cases. Five sets of cross-
contamination cases, defined as dormitory residents who acquired ARI from another 
resident in close proximity based on timing of lab-positive ARI report, were identified 
by assessing the date and physical location of ARI detections. In these scenarios, it is 
likely that the source case acquired ARI outside the dormitory, and due to low air 
turnover, the virus spread from room to room during a limited time period of 
approximately one week.   
All cross-contamination cases were identified among Building B residents, as 
the only two incidences of ARI in Building A occurred a month and a half apart. Among 
Building B ARI cases, two clusters of cross-contamination cases occurred in February, 
two in March, and one final cluster in April. Each cluster involved three or more rooms 
on the same floor, generally within 4 rooms from the source (defined as the lateral 
distance from the source room, or from its opposite across the hall). This distance was 





net flow rate directions) from the source room that a detectable (>.125 cfu) virus 
concentration was calculable by the models. This distance estimated the actual 
contamination radius of the source rooms, using a constant virus source term. The 
specific strain of virus was also documented, to track the change in the virus as it 
travelled between cases. In addition, 4 of the 5 clusters involved cases where the same 
or a different occupant of the source room had a positive lab result again within a week 
of the first ARI detection in that room, indicating that there was still a significant 
concentration of virus in that room.  
The clusters were further analyzed to model the spread of ARI-inducing virus 
from the source room into the surrounding rooms. The first cluster model used the 
results of a survey distributed to all of the rooms when and where an ARI occurred, as 
well as a few other rooms selected at random. This survey asked the occupants whether 
or not they kept their door open during the day and their windows open during the day 
or during the night. If they answered yes, the occupants were asked to given an estimate 
of the length of time the door/windows remained open. The questions were repeated 
for each day that the room contained a sick occupant, someone who had positive lab 
results. These answers would have impact on the flow paths and thus the ventilation 
rate of the room. Based on these resident self-report surveys, the members of the first 
cluster, shown in Figures 17 and 18, kept their doors open during the days in which 
ARIs were detected, a habit unique to that cluster alone, and potentially a cause of 
increased virus concentration in the neighboring rooms, as the flow rates between them 
could increase. It was modeled twice, once with closed windows/doors, and again with 





that they had kept their doors open (Section 3.5, Table 2), according to the survey 
results. All three rooms where an ARI occurred kept their windows closed during the 
week of infection, limiting their supply of fresh air. In addition, the room occupants 
kept their doors open a reported 2-5 hours a day, which would increase ventilation but 
not to fresh, outside air, air that carried the flu virus. Figure 17 shows the rooms and 
corresponding virus concentrations in Cluster A when the doors were closed, while 
Figure 17 shows a similar, open door simulation. (SGL=single room, DBL=double, 
TRP=triple, QD=quadruple, BTH=bathroom, *=ARI occurrence) 
 
 
Figure 17: Simulation of the spread of influenza A in rooms surrounding source 
room, 2125. The colors, defined in the logarithmic scale to the left, show the 







Figure 18: Simulation of the spread of influenza A in rooms surrounding source 
room, 2125. The colors, defined in the logarithmic scale to the left, show the 
concentration of virus in cfu after two days. In this simulation, doors are open. 
The estimated source (virus) flow rate was 60 colony-forming units per hour 
(cfu/hr), and this number was the source term, Ṅ from equation 2.2, used in the 
simulation. The ventilation rates over the week of infection, February 7th to February 
15th, were calculated and used to map the flow of air and contaminant between rooms. 
Steady state concentration was reached after 9-12 hours.  
The first, closed door simulation, resulted in the virus concentrations shown 
graphically in Figure 17. The source room had a steady state virus concentration of 219 
cfu after the 48 hour simulation period. Rooms adjacent to the source room, 2127 and 
2123, had 3.0 and 0.2 cfu respectively, while rooms across the hall, 2122, 2124, and 
the bathroom, 2126, had 0.2, 3.9, and 2.9 cfu, respectively. Rooms outside of this radius 





The second, open door simulation resulted in higher flow rates through the flow 
paths corresponding to doors, and therefore higher concentrations of virus in rooms 
with a net inward flow rate through the door. Rooms 2123 and 2127 had 8.2 and 57.4 
cfu respectively, while rooms 2122, 2124, and 2126 had 1.8, 9.0, and 8.9 cfu 
respectively. The source room had a lower viral concentration of 188 cfu, due to the 
increase in airflow because of open doors, even though the effect was simply to pass 
on the airborne disease to neighboring rooms. Despite the increase in concentration in 
adjacent rooms in the second simulation, the pattern of contamination does not correlate 
with ARI case rooms as well as the first simulation. This indicates that transmission 
occurred at night, when doors were closed and residents were all present, sleeping and 
breathing at a constant rate, similar to the constant simulation source flow.  
 The other four clusters were also modeled with closed window/door flow paths. 
The results are shown in the following four figures, 19-22, with varying success as to 






        
 
Figure 19: Simulation of spread of virus in rooms surrounding source room, 4222. 
The colors, defined in the logarithmic scale to the left, show the concentration of 
virus in cfu after two days. 
 As with cluster A, the source term used in the modeling simulation for clusters 
B-E was 60 cfu/hr. The model simulated two days, and steady state virus concentrations 
were reached after a maximum of 12 hours. The modeled flow of virus in the B cluster 
demonstrates a left- and downward ventilation pattern, relative to the viewer. Room 
4222 had outward flow paths into room 4220 and the hallway, where rooms 4221 and 
4223 were recipients of the airflow, due to their inward flow paths. Room 4223 
received a steady state virus concentration of 0.3 cfu. The air exchange with room 4223 
accounts for the ARI incident in room 4223, but the occurrence in 4225 is more difficult 
to account for. It is possible that the occupants of 4225 spent time in one of the other 
two incident rooms or in the company of the one or more infected occupants. Or, 





the rooms where actual ARI detection occurred are in the opposite direction as the 
simulated flow. Rooms 4220 and 4221 received 2.8 and 2.1 cfu of steady-state virus 
concentration, respectively, after 9 hours (i.e. the time it took for the model to reach 
steady state). According to the simulations they should have had an increased 
likelihood of contracting the virus, but no ARI was detected in either. Regardless of the 
reason, the model does not as accurately predict the behavior of viral flow for Cluster 
B as it did for Cluster A.  
 Cluster C, another set of three ARI cases, is shown in Figure 20.  
 
 
Figure 20: Simulation of spread of virus in rooms surrounding source room, 3105. 
The colors, defined in the logarithmic scale to the left, show the concentration of 
virus in cfu after two days. 
 The third cluster, C, was least successful of the models in predicting the 
locations of virus-exposed individuals. The flow paths show a large net flow of air from 
the source room, 3105, to its neighbor, 3107, yet none of the occupants of 3107 became 





based on this model. However, the rooms in which occupants acquired a lab-verified 
ARI, 3106 and 3101, had negligible concentrations of virus, indicating that they were 
not infected due to air moved by ventilation. The errors in these predictions could be 
attributed to either other forms of exposure, such as movement of the room occupants 
through the different spaces, or different ventilation patterns caused by inaccurately 
modeled flow rates and directions. It is also, of course, possible that the close proximity 
of the rooms with ARI-positive occupants at approximately the same time was 
coincidental, and that the occupants were exposed in a different setting and carried the 
virus back to their dormitory. This is possible in any of the clusters presented.  
 
 
Figure 21: Simulation of spread of virus in rooms surrounding source room, 2104. 
The colors, defined in the logarithmic scale to the left, show the concentration of 
virus in cfu after two days. 
 Cluster D contained a source room that had outwardly directed lateral flow 
rates, spilling virus into its neighbors’ rooms. Unlike any of the other clusters, none of 
the rooms across the hall were exposed to the virus, based on the modeled flow pattern 
illustrated in Figure 21. These results are partially consistent with the documented ARI 





flow rate, which resulted in a virus concentration of 36.2 cfu. 2106 had a net flow into 
its neighboring room, 2108, which received 1.3 cfu. The outmost rooms of the exposed 
cluster of rooms, 2110 and 2102, were exposed to 0.3 and 0.1 cfu, respectively. The 
anomaly is room 2111, an occupant of which became infected, but without support of 
direct exposure from the flow rates between rooms. As with the previous unexplained 
ARI rooms from clusters B and C, other factors could account for the occurrence of an 




Figure 22: Simulation of spread of virus in rooms surrounding source room, 3222. 
The colors, defined in the logarithmic scale to the left, show the concentration of 
virus in cfu after two days. 
 Cluster E was the largest cluster, with five ARI rooms in the same length of 
hallway occurring in early April. Its location is notable, as the cluster, like cluster A, 
occurred on the end of the hall. Its ventilation model also resulted in a large percentage 
of ARI-positive rooms correlating to those with the highest viral exposure, with three 





the source room, 3222. Room 3222 had an outward net flow rate into the hallway and 
its neighbor to the left, 3220. This resulted in a steady state concentration of the virus 
in neighboring room 3220 of 9.1 cfu, and concentrations in rooms 3219 and 3221 
(across the hall), which had ARI occurrences of 0.5 and 0.6 cfu respectively. While 
room 3220’s exposure did not result in an infection, it also had the same direction of 
flow. Room 3218 was exposed to 0.5 cfu, possibly accounting for the occupant’s ARI. 
The only ARI room in the cluster to receive no exposure from the source room was 
3215.  
A comparison of the clusters shows that success in accurately predicting the 
location of an ARI was more likely when the source room was on the end of a hallway. 
Clusters A and E demonstrate this, as the source rooms were near the end their 
respective hallways and had the highest steady-state concentrations of virus in same 
rooms that had ARI occurrences. Because the airflow from a room on the end of a 
hallway can only travel in one direction, rather than two, the prediction is likely to be 
more accurate. A source room in the middle of the hall is harder to model, and the 
inaccuracies demonstrated by clusters B, C, and D, show that the model calibration is 
not as precise towards the centers of the dormitories. Recalibration of each interior flow 
path with lower error permitted would improve the boundary conditions. The bulk flow 
prediction could also be reevaluated using computational fluid dynamics (CFD), for a 
different, if not necessarily better, approach.  
Another reason for the success of the predictions to show great variability is 
because of the uncertain nature of the spread of flu virus from person to person. This 





individual becomes sick that are not accounted for here, such as each individual’s 
genetic susceptibility to infection, personal hygiene, immune system, inoculation 
through previous exposure or the flu shot, the time spent in the contaminated 
environment, and others. Even if the models could accurately predict the exact flow 
paths and pressure differentials between each room, they can only model the possibility 
of exposure, not the probability of infection. Movement between the rooms, between 
other buildings, and time spent in each place, were not included in this model. In 
addition, the locations of high concentrations of the flu virus only show an increase in 
the probability that the occupants of that space will become sick. Individual’s immune 
systems could prevent them from getting the flu. One more limitation comes from the 
inconsistency of the window/door survey responses. Only rooms that had an occupant 
who had a lab positive ARI test were surveyed, so it is possible that some of the rooms 
that were exposed to the virus but in which no one had an ARI diagnosis had kept their 
windows open, which would have changed the flow paths and reduced their probability 
of becoming infected.  
3.5: Impact of Opening Windows/Doors in Student Rooms 
 During the spring semester, participants in the study were given a set of 
questions regarding their habits in opening the windows and door to their bedrooms. 
The window/door surveys were optional and therefore only contributed to by a small 
portion of the rooms tracked over the study. Despite the small sample size and the 
selection bias towards rooms where and when an ARI occurred, a few distinct and 





Of the 25 rooms that filled out the survey, 20 reported significant use of open 
windows/doors. The changes in air exchange due to opening windows and doors were 
calculated by redefining the orifice sizes into each room, for the number of hours that 
the occupants reported opening their windows and doors, in the CONTAM modeling 
tool and then recalculating the resulting ventilation rates. The results of these adjusted 
schedules are shown in Figure 23. 
 
Figure 23: Change in ventilation rate due to open windows/doors as indicated by 
surveyed students. The average change due to having open windows was 12.9 cfm, 
while the change due to opening the room’s door was 4.1 cfm. Opening both was 
predictably the most effective method of changing ventilation rates, with an average 
addition of 17.4 cfm of air into the room. 
*Room 12 has three windows 
Each bar represents the total ventilation rate of the room. The blue section 





ventilation due to open windows, while the yellow section represents the increased 
ventilation rate as a result of the door being open. Most notable is Room 12, which has 
three windows as opposed to the usual one, and therefore experienced a very large 
increase in ventilation, 36 cfm, when they were opened.  
While the ventilation rates in Figure 23 can be used to approximate the changes 
in ventilation for the specific rooms presented, not enough data was collected from a 
wide enough selection of rooms to approximate ventilation on a typical schedule of 
student window/door opening habits for all of the rooms in Building B. The majority 
of the rooms that responded had ARIs. Moreover, the days the occupants filled out the 
survey were usually the days of ARI detection and the days following. It is reasonable 
to assume that these occurrences were during times of lower-than-average ventilation, 
and therefore cannot predict an average student schedule of opening windows/doors, 
especially with the changes in outdoor temperature throughout the semester. However, 
the sizeable increase in ventilation due to this minimal open flow path change indicates 
the effectiveness of infiltration ventilation in Building B dormitory. The issue with 
relying on this type of ventilation to prevent ARIs is the seasonal variation in window 
usage. Students were less likely to have their window open in January, February, and 
March, likely due to the low temperature outside. As these are the months when most 
ARIs generally occur, it can be assumed that infiltration of fresh air through the window 
is a small percentage of the total ventilation of a room.  
Of the five sets of cross-contamination rooms, three filled out their surveys for 
the days during and after ARI detection. The average time that they kept their windows 





Table 3: Cross contamination rooms and their self-reported window and door habits. 
 
Room Date of 
ARI 





2124 2/8 4.5 0 
2125 2/7 4.6 0 
2127 2/13 1.3 0 
3101 3/13 0 2 
3105 3/9 0 0 
3106 3/14 0 0.2 
2104 3/14 0 8.5 
2111 3/15 0 0 
 
 Notable is the trend of low window usage. With the exception of room 2104, 
and most likely due to the cold outside air in February and March, window use was 
nearly nonexistent. This would have lowered the ventilation rates throughout the 
rooms, increasing probability of infection. The group that became infected in February, 
rooms 2124, 2125, and 2127, also kept their doors open, which, though it would 
increase ventilation, provides a method of transportation of airborne viruses from room 
to room, especially if the occupants also crossed into each other’s rooms during these 
time periods.  
 The group including rooms 3101, 3105, and 3106 did not keep their doors or 
windows open, so it is likely then that the occupants visited each other, passing the 
virus that then remained if the stagnant-air rooms until infecting one of the occupants. 
 The same situation could have caused the infections in rooms 2104 and 2111. 
2104 reported keeping the windows open, but only for 5 hours on the 14th, and 12 on 
the 15th, after they had been infected. The lower ventilation rate on the 14th could have 
contributed to the inhabitant of the room falling ill, and the extended time keeping the 





occupant to keep the virus from spreading further. Table 3 shows that this round of 
ARIs ended after only infecting three rooms, by the 16th of March, so the occupant’s 
decision to open the window might have contributed to fewer rooms getting sick.  
Cross contamination occurred almost exclusively on the 2nd, 3rd, and 4th floors. The 
survey shows a greater percentage of people on the lower floors (4th and below) to open 
doors exclusively, which encourages spread of contaminated air with the increase in 
ventilation. In contrast, rooms in the upper floors (5th and above), had a greater 
tendency to open their windows, most likely due to the greater chance of catching a 
breeze, as the buildings surrounding Building B are only 4 stories high. 
In Figure 15, which shows the average ventilation rates in Building B, it is 
discernable which rooms had open windows and which opened their doors. There are 
several tiers in the data, but in the uppermost tier, there is a distinct upward trend in 
ventilation rates as the floors get higher and higher. The uppermost tier most likely 
represents those rooms that spent the greatest amount of time with open windows and 
doors, but the fact that it increases as the floor increases can mean one of two things: 
the higher the floor, the more time spent with windows/door open (unlikely as there are 
just as many or more rooms in the lower tiers who did not open their doors and windows 
as often), or that ventilation through the doors and windows was higher at these higher 
floors. While door ventilation is most likely consistent from floor to floor, the increase 
in ventilation through open windows increasing supports the hypothesis previously 
presented, that more airflow occurred through the open windows on higher levels due 





Chapter 4: Discussion 
The results of this study provide a number of notable takeaways. The 
calculation of ventilation rates in Building A and Building B, the tracking of ARI 
incidence, and the self-reported habits of window/door opening all strongly support the 
primary conclusion that ventilation and respiratory illness are linked and that increased 
building ventilation can, for inhabitants that reside in the building, decrease probability 
of contracting an ARI from a source within that building. The results of the three study 
aims are summarized as follows: 
• Average CO2 concentrations in Building A, the HVB, were nearly 500 ppm 
lower than CO2 concentrations in Building B, the LVB. 
• Ventilation rates in Building A averaged a five times those in Building A. 
• There were a sixth of the number of ARI incidences, relative to the respective 
dormitory populations, in Building A compared to Building B.  
In addition to these results, an analysis of open flow paths revealed that opening 
the windows and doors in a student room increased infiltration ventilation 14 cfm on 
average. Opening doors alone increased the transmission of airborne viruses between 
neighboring rooms with poor mechanical ventilation. An analysis of the flow of a virus 
from a source room suggested that transmission of ARI-inducing viruses occurred at 
night, based on the success of closed flow path simulations in modeling accurate sick 
room locations, for clusters that occurred at the end of hallways.  
Building B’s ventilation rates ranged from barely above 0 to 14 cfm, averaging 
6 cfm, which shows the large variability in infiltration ventilation, the method upon 





is dependent on the opening of doors and windows as well as the construction and 
material components of the walls themselves. Therefore, a large component of the 
ventilation that these rooms received depended upon the habits of the students residing 
in the rooms, who chose how often and how long these were ajar. Building A’s 
ventilation rates also differ, for the same reasons, ranging from approximately 25 to 40 
cfm.  As Buildings A and B had baseline ventilation rates (mechanical air supplies) of 
0 and 22-29 cfm respectively, their maximum increases in ventilation were 
approximately 15 cfm in each building. This suggests that students who spend more 
time than average with open windows and doors can increase the ventilation into their 
room by 15 cfm, which shows a decrease in probability of obtaining an ARI. This is 
supported by the fact that in Building B, only one room with a ventilation rate above 
10 cfm was infected during the study period. In this building, 13 rooms crossed this 
threshold, out of 62 total rooms.  
The last step in analyzing the dormitories’ ventilation rates was to compare the 
rates to those recommended by the American Society of Heating, Refrigeration, and 
Air-Conditioning Engineers (ASHRAE). ASHRAE sets a suggested ventilation rate for 
indoor spaces based on a number of parameters. Dormitory bedrooms were aligned 
with Bedroom/Living Room in Standard 62. This standard provides an equation for the 
ventilation rate as a function of the size of the room, as well as the number of regular 
occupants. The required cfm of fresh air is calculable using equation 4.1.   
 𝑉 = 𝑅𝑝 ∗ 𝑃 + 𝑅𝑎 ∗ 𝐴   (4.1) 
Where V is the minimum ventilation rate, A is the zone floor area (ft2), P is the 





Ra is the required outdoor airflow rate (cfm/ft
2). Rp and Ra are values for the minimum 
ventilation rates in a breathing zone taken from ASHRAE Table 6.2.2.1. The 
recommended air flow rate per person, Rp, was given as 5 cfm/person, and the 
recommended air flow rate per square foot of floor area, Ra, was given as 0.06 cfm/ft
2. 
In a room with openable windows, however, such as those in Centreville, ventilation is 
not required, as long as the window is 4% of the total floor area, and at least 5 ft2 in 
area (American Society of Heating, 2013). 
This study provides evidence supporting the role of fresh air in the prevention 
of respiratory illness. Previous literature has shown similar trends, albeit with different 
methodologies. The studies reviewed in Section 1.4 are of ventilation on a bus and in a 
single, fan-ventilated room. These two studies did similar analyses, but using CFD and 
the Wells Riley equation to predict the movement of particles in the single zone they 
each used. Both methods achieved their goals, accurately predicting flow paths and the 
possibility of exposure based on location within the zone. This study assumed perfect 
mixing within each of its many zones, and generated ventilation rates to predict the 
location of greatest exposure, the low ventilation building or the high ventilation 
building. Further analysis of smaller zone clusters tracked exposed locations using 
volumetric flow rate balance equation paired with a contaminant source flow equation. 
The results were compared to the actual locations of ARI cases. A similar goal of 








Chapter 5:  Conclusions 
 
The aims for this segment of a long term, multifaceted study were to collect and 
calibrate CO2 concentrations for two dormitories on the University of Maryland 
campus - one with high ventilation and one with low, to calculate their ventilation rates, 
and to determine if an association exists between ventilation rates and ARI occurrences 
in student dormitories. The first two goals were completed using more than four months 
of environmental data from sensors placed in 94 bedrooms and multizone models of all 
rooms in the two dormitories. The overall average CO2 concentration in Building A 
was 1031 ppm, while the overall average CO2 concentration in Building B was 1512 
ppm. This evidence indicates that Building B, the building with a significantly higher 
average concentration of CO2, does not receive as much fresh air through ventilation 
as Building A. Calculation of the actual ventilation rates in the two dormitories agreed 
with the trends apparent in the measurement of CO2 concentrations. The overall 
average ventilation rate in Building A was 30 cfm, while the overall average ventilation 
rate in Building B was 6 cfm.  
The third aim, which hypothesized a correlation between low ventilation rates 
and high infection rates, was supported by the results of this study. Building A, the 
HVB, had only 2 ARI occurrences, while Building B, the LVB, had 30 ARI 
occurrences during the spring semester 2018. Alternatively, bedrooms in Building A 
received an average of 30 cfm of fresh air, while bedrooms in Building B received only 
6 cfm of fresh air.  
Two additional analyses were performed using the CONTAM models. 





habits of opening their doors and windows to enable the analysis of the change in 
ventilation under these conditions. Based on the student surveys, a flow path schedule 
was created for each room, and ventilation rates were produced for the participating 
rooms. The simulation showed a significant increase in ventilation rates for the rooms 
that had significant door and window use. However, the comparatively small number 
of well rooms that participated in the surveys prevented there from being enough 
evidence to support the prediction that rooms that opened their doors and windows 
were less likely to become infected to draw conclusions in that regard. 
The final analysis performed was to simulate the incorporation of a virus source 
into the models in the rooms where cross-contamination occurred between neighboring 
rooms in Building B, and to calculate the resulting concentrations of the virus in these 
neighboring rooms to determine if the simulation results predicted the actual locations 
of ARIs during the 2018 spring semester. The simulations showed the greatest accuracy 
at the ends of hallways, showing the model’s limitations in calculating 2-directional 
flow, and suggesting that transmission may have occurred at night, when bedroom 
doors were closed, based on the contamination patterns.  
The results of this study will be further used to perform an energy cost analysis 
on the dormitories. Comparing the ventilation rates in Building A to those 
recommended by ASHRAE standards revealed that the DOAS installed in that 
dormitory exceeds the necessary airflow in individual bedrooms. This unnecessary use 
of energy could be therefore be reduced. Along with the HVAC system, other energy 





From these data an energy-saving renovation could be planned to optimize the two 


























Room Abbreviation Cheat Sheet 
Dormitories 
 Building A/HVB 
 Building B/LVB 
Rooms (in Building B: sgl=single room, dbl=double, trp=triple, qd=quadruple,  
  bth=bathroom) 
Cluster A: 2122(dbl), 2123(dbl), 2124*(dbl), 2125*(dbl), 2126(bth), 
2127*(dbl) 
Cluster B: 4220(sgl), 4221(dbl), 4222*(dbl), 4223*(dbl), 4224(dbl), 
 4225*(dbl) 
Cluster C: 3101*(dbl), 3102(dbl), 3103(dbl), 3104(dbl), 3105*(dbl), 
3106*(dbl), 3107(qd), 3108(sgl) 
Cluster D: 2101(dbl), 2102(dbl), 2103(dbl), 2104*(dbl), 2105(dbl), 
2106*(dbl), 2107(dbl), 2108(sgl), 2109(dbl), 2110(bth), 2111*(dbl) 
Cluster E: 3215*(trp), 3216(sgl), 3217(dbl), 3218*(dbl), 3219*(dbl), 
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