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Abstract—We consider the vector linear solvability of networks
over a field Fq. It is well known that a scalar linear solution
over Fq exists for a network if and only if the network is
matroidal with respect to a matroid representable over Fq. A
discrete polymatroid is the multi-set analogue of a matroid. In
this paper, a discrete polymatroidal network is defined and it is
shown that a vector linear solution over a field Fq exists for
a network if and only if the network is discrete polymatroidal
with respect to a discrete polymatroid representable over Fq.
An algorithm to construct networks starting from a discrete
polymatroid is provided. Every representation over Fq for the
discrete polymatroid, results in a vector linear solution over
Fq for the constructed network. Examples which illustrate the
construction algorithm are provided, in which the resulting
networks admit vector linear solution but no scalar linear solution
over Fq.
I. INTRODUCTION AND BACKGROUND
The concept of network coding, originally introduced by
Ahlswede et. al. in [1], helps towards providing more through-
put in a communication network than what pure routing
solutions provide. For multicast networks, it was shown in [2]
that linear solutions exist for sufficiently large field size. An
algebraic framework for finding linear solutions in networks
was introduced in [3].
The connection between matroids and network coding was
first established by Dougherty et. al. in [4]. In [4], the notion
of matroidal network was introduced and it was shown that if
a scalar linear solution over Fq exists for a network, then the
network is matroidal with respect to a matroid representable
over Fq. The converse that a scalar linear solution exists for a
network if the network is matroidal with respect to a matroid
representable over Fq was shown in [6].
A construction procedure was given in [4] to obtain net-
works from matroids, in which the resulting network admits a
scalar linear solution over Fq, if the matroid is representable
over Fq. Using the networks constructed using the construction
procedure given in [4], it was shown in [5] that there exists
networks which do not admit any scalar and vector linear
solution over Fq, but admit non-linear solution over Fq.
In [7], it was shown that an instance of the network coding
problem N can be reduced to an instance of the index coding
problem IN and a vector linear solution exists for N if and
only if a particular class of index coding solutions called the
perfect linear index coding solution exists for IN . Also, in
[7], in terms of the circuits and basis sets of a matroid M, an
instance of the index coding problem IM was defined and it
was shown that a perfect linear index coding solution exists
for IM if and only if M has a multi-linear representation.
Extending the notion of matroidal network to networks
which admit error correction, it was shown in [8] that a
network admits a scalar linear error correcting network code if
and only if it is a matroidal error correcting network associated
with a representable matroid. Constructions of networks from
matroids with correction capability were provided in [8], [9].
Discrete polymatroids, introduced by Herzog and Hibi in
[12], are the multi-set analogue of matroids. In this paper, we
establish the connection between vector linear solvability of
networks and the representation of discrete polymatroids. The
contributions of this paper are as follows:
• The notion of discrete polymatroidal network is intro-
duced, which is a generalization of the notion of ma-
troidal network introduced in [4]. It is shown that a vector
linear solution exists for a network over a field Fq if and
only if the network is discrete polymatroidal with respect
to a discrete polymatroid representable over Fq.
• An algorithm to obtain networks from a discrete poly-
matroid is provided. Starting from a discrete polymatroid
which is representable over Fq, the resulting networks
admit a vector linear solution over Fq.
• Sample constructions of networks obtained from discrete
polymatroids which admit a vector linear solution over
Fq but no scalar linear solution over Fq are provided.
Notations: The set {1, 2, . . . , n} is denoted as ⌈n⌋. Z≥0
denotes the set of non-negative integers. For a vector v of
length n and A ⊆ ⌈n⌋, v(A) is the vector obtained by taking
only the components of v indexed by the elements of A. The
vector whose ith component is one and all other components
are zeros is denoted as ǫi. For u, v ∈ Zn≥0, u ≤ v if all the
components of v − u are non-negative and, u < v if u ≤ v
and u 6= v. For u, v ∈ Zn≥0, u ∨ v is the vector whose ith
component is the maximum of the ith components of u and v.
A vector u ∈ Zn≥0 is called an integral sub-vector of v ∈ Zn≥0
if u < v. For a set A, |A| denotes its cardinality and for a
vector v ∈ Zn≥0, |v| denotes the sum of the components of v.
II. PRELIMINARIES
A. Network Coding
In this subsection, the basic definitions and notations related
to networks and their solvability are defined.
A communication network is a directed, acyclic graph with
the set of vertices denoted by V and the set of edges denoted
by E , with |E| = l. All the edges in the network are assumed
to have unit capacity over Fkq , i.e., they can carry a vector of
dimension k over Fq. The in-degree of an edge e is the in-
degree of its head vertex and out-degree of e is the out-degree
of its tail vertex. The messages in the network are generated at
edges with in-degree zero, which are called the input edges of
the network and let S ⊂ E , denote the set of input edges with
|S| = m. The edges other than the input edges are referred
to as the intermediate edges. A vertex v ∈ V demands the set
of messages generated at the input edges given by δ(v) ⊆ S,
where δ is called the demand function of the network. In(v)
denotes the set of incoming edges of a vertex v (In(v) includes
the intermediate edges as well as the input edges which are
incoming edges at node v) and Out(v) denotes the union of the
set of intermediate edges emanating from v and δ(v). For an
intermediate edge e, head(e) and tail(e) respectively denote
the head vertex and tail vertex of e.
An edge carries a vector of dimension k over Fq. Let xi, i ∈
⌈m⌋, denote the vector generated at the m input edges of the
network. Let x = [x1, x2, . . . , xm].
A vector network code of dimension k over Fq is a
collection of functions {ψe : Fkmq → Fq
k, e ∈ E}, where the
function ψe is called the global encoding function associated
with the edge e. The global encoding functions satisfy the
following conditions:
(N1): ψi(x) = xi, ∀i ∈ S,
(N2): For every v ∈ V , for all j ∈ δ(v), there exists a
function χv,j : Fk|In(v)|q → Fkq called the decod-
ing function for message j at node v which sat-
isfies χv,j(ψi1(x), ψi2 (x), . . . , ψit(x)) = xj , where
In(v) = {i1, i2, . . . it}.
(N3): For all i ∈ E \ S, there exists
φi : Fq
k|In(head(i))| → Fkq such that
ψi(x) = φi(ψi1(x), ψi2 (x), . . . , ψir (x)), where
In(head(i)) = {i1, i2, . . . ir}. The function φi is
called the local encoding function associated with
edge i.
A network coding solution with k = 1 is called a scalar
solution; otherwise the solution is a vector solution. A solution
for which all the local encoding functions and hence the global
encoding functions are linear is said to be a linear solution. A
network for which a solution (scalar linear solution/ vector
linear solution) exists is said to be solvable (scalar linear
solvable/ vector linear solvable). For a vector linear solution,
the global encoding function ψi, i ∈ E , is of the form
ψi(x) = xMi, where Mi is an mk × k matrix over Fq called
the global encoding matrix associated with edge i.
B. Discrete Polymatroids and Matroids
In this subsection, a brief overview of the concepts related to
discrete polymatroids and matroids and their representability is
presented. For a comprehensive treatment, interested readers
are referred to [10]–[13]. The notion of a discrete polyma-
troidal network is introduced in the next section, which is a
generalization of the notion of a matroidal network introduced
in [4].
1) Discrete Polymatroids:
Definition 1 ( [12]): Let D be a non-empty finite set of
vectors in Zn≥0, which contains with each u ∈ D all its integral
sub-vectors. The set D is called a discrete polymatroid on the
ground set ⌈n⌋ if for all u, v ∈ D with |u| < |v|, there is a
vector w ∈ D such that u < w ≤ u ∨ v.
The function ρD : 2⌈n⌋ → Z≥0 called the rank function
of D is defined as ρD(A) = max{|u(A)|, u ∈ D}, where
φ 6= A ⊆ ⌈n⌋ and ρD(φ) = 0. In terms of the rank function
ρD, the discrete polymatroid can be written as D = {x ∈ Zn≥0 :
|x(A)| ≤ ρD(A), ∀A ⊆ ⌈n⌋}. For simplicity, in the rest of the
paper, the rank function of D is denoted as ρ.
From Proposition 4 in [14], it follows that the a function
ρ : 2⌈n⌋ → Z≥0 is the rank function of a discrete polymatroid
if and only if it satisfies the conditions,
(D1) If A ⊆ B ⊆ ⌈n⌋, then ρ(A) ≤ ρ(B).
(D2) ∀A,B ⊆ ⌈n⌋, ρ(A∪B)+ρ(A∩B) ≤ ρ(A)+ρ(B).
(D3) ρ(φ) = 0.
A vector u ∈ D is a basis vector of D, if u < v for no
v 6= u ∈ D. The set of basis vectors of D is denoted as B(D).
For all u ∈ B(D), |u| is equal [13], which is called the rank
of D, denoted by rank(D).
0 1 2 30
1
2
3
4
5
Fig. 1. An example of a discrete polymatroid
Example 1: Let ρ : 2⌈2⌋ → Z≥0 be defined as follows:
ρ({1}) = 3 and ρ({2}) = ρ({1, 2}) = 5. It can be seen
that ρ satisfies (D1)–(D3) and hence ρ is the rank function
of a discrete polymatroid. The vectors which belong to this
discrete polymatroid are the points marked by red in Fig. 1.
The set of basis vectors for this discrete polymatroid is given
by {(0, 5), (1, 4), (2, 3), (3, 2)}.
Example 2 ( [13]): Let ρ : 2⌈3⌋ → Z≥0 be defined as fol-
lows: ρ(φ) = 0, ρ({1}) = 1, ρ({2}) = ρ({3}) = ρ({1, 3}) =
2, ρ({1, 2}) = 3, ρ({2, 3}) = ρ({1, 2, 3}) = 4. It can
be verified that ρ satisfies (D1)–(D3) and hence is the rank
function of the discrete polymatroid given by,
{(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (0, 1, 1), (1, 0, 1), (0, 2, 0),
(0, 0, 2), (0, 1, 2), (0, 2, 1), (1, 1, 1), (1, 2, 0), (0, 2, 2), (1, 2, 1)}.
The set of basis vectors of this discrete polymatroid is B(D) =
{(0, 2, 2), (1, 2, 1)}.
Example 3: Consider the function ρ : 2⌈4⌋ → Z≥0 defined
as
ρ(X) =
{
2|X | : if |X | ≤ 2
4 : otherwise .
It can be verified that ρ satisfies (D1)–(D3). The set of basis
vectors of the discrete polymatroid D of which ρ is the rank
function is given by,
{(0, 0, 2, 2), (0, 1, 1, 2), (0, 1, 2, 1), (0, 2, 0, 2), (0, 2, 1, 1), (0, 2, 2, 0),
(1, 0, 1, 2), (1, 0, 2, 1), (1, 1, 0, 2), (1, 1, 1, 1), (1, 1, 2, 0), (1, 2, 0, 1),
(1, 2, 1, 0), (2, 0, 0, 2), (2, 0, 1, 1), (2, 0, 2, 0), (2, 1, 0, 1), (2, 1, 1, 0),
(2, 2, 0, 0)} .
Let E be a vector space over Fq and V1, V2, . . . , Vn be
finite dimensional vector subspaces of E. Let the mapping
ρ : 2⌈n⌋ → Z≥0 be defined as ρ(X) = dim(
∑
i∈X Vi), X ⊆
⌈n⌋. It can be verified that ρ satisfies (D1)–(D3) and is
the rank function of a discrete polymatroid, denoted by
D(V1, V2, . . . , Vn). Note that ρ remains the same even if we
replace the vector space E by the sum of the vector subspaces
V1, V2, . . . , Vn. In the rest of the paper, the vector subspace E
is taken to be the sum of the vector subspaces V1, V2, . . . , Vn
considered. The vector subspaces V1, V2, . . . , Vn can be de-
scribed by a matrix A = [A1 A2 . . . An], where Ai, i ∈ ⌈n⌋,
is a matrix whose columns span Vi.
Definition 2 ( [14]): A discrete polymatroid D is said to
be representable over Fq if there exists vector subspaces
V1, V2, . . . , Vn of a vector space E over Fq such that
dim(
∑
i∈X Vi) = ρ(X), ∀X ⊆ ⌈n⌋. The set of vector
subspaces Vi, i ∈ ⌈n⌋, is said to form a representation of D.
Example 4: Consider the discrete polymatroid D given in
Example 3. Let A =


1 0
0 1
0 0
0 0︸ ︷︷ ︸
A1
0 0
0 0
1 0
0 1︸︷︷︸
A2
1 0
0 1
0 1
1 0︸︷︷︸
A3
1 0
0 1
1 0
1 1


︸ ︷︷ ︸
A4
be a
matrix over F2. Let Vi denote the column span of Ai, i ∈ ⌈4⌋.
It can be verified that the vector subspaces V1, V2 and V3 and
V4 form a representation of the discrete polymatroid D over
F2.
2) Matroids:
Definition 3 ( [10]): A matroid is a pair (⌈n⌋, I), where I
is a collection of subsets of ⌈n⌋ satisfying the following three
axioms:
• φ ∈ I.
• If X ∈ I and Y ⊆ I, then Y ∈ I.
• If U, V are members of I with |U | = |V |+1 there exists
x ∈ U \ V such that V ∪ x ∈ I.
A subset of ⌈n⌋ not belonging to I is called a dependent
set. A maximal independent set is called a basis set and a
minimal dependent set is called a circuit. The rank function
of a matroid r : 2⌈n⌋ → Z≥0 is defined by r(A) = max{|X | :
X ⊆ A,X ∈ I}, where A ⊆ ⌈n⌋. The rank of the matroid
M, denoted by rank(M) is equal to r(⌈n⌋).
A function r : 2⌈n⌋ → Z≥0 is the rank function of a matroid
if and only if it satisfies the conditions (D1)–(D3) and the
additional condition that r(X) ≤ |X |, ∀X ⊆ ⌈n⌋ (follows
from Theorem 3 in Chapter 1.2 in [10]). Since the rank
function r of M satisfies (D1)–(D3), it is also the rank function
of a discrete polymatroid denoted as D(M). In terms of the
set of independent vectors I of M, the discrete polymatroid
D(M) can be written as D(M) = {
∑
i∈I ǫi,n : I ∈ I}, where
ǫi,n is the n-length vector whose ith component is 1 and all
other components are zeros.
A matroid M is said to be representable over Fq if there
exists one-dimensional vector subspaces V1, V2, . . . Vn of a
vector space E such that dim(
∑
i∈X Vi) = r(X), ∀X ⊆ ⌈n⌋
and the set of vector subspaces Vi, i ∈ ⌈n⌋, is said to form
a representation of M. The one-dimensional vector subspaces
Vi, i ∈ ⌈n⌋, can be described by a matrix A over Fq with n
columns whose ith column spans Vi. It is clear that the set of
vector subspaces Vi, i ∈ ⌈n⌋, forms a representation of M if
and only if it forms a representation of D(M).
Example 5: Consider the uniform matroid U2,4 on the
ground set ⌈4⌋ with the rank function given by,
r(X) =
{
|X | : if |X | ≤ 2
2 : otherwise .
Let A =
[
1 0 1 1
0 1 1 2
]
be a matrix over F3. Let Vi, i ∈
⌈4⌋, denote the span of ith column of A over F3. It can be
verified that the vector subspaces V1, V2, V3 and V4 form a
representation of U2,4 over F3.
The notion of multi-linear representation of matroids was
introduced in [15], [16], where it was shown that the non-
Pappus matroid which is not representable over any field [11],
has a multi-linear representation of dimension 2 over F3.
Definition 4 ( [16]): A matroid M = (⌈n⌋, ρ) is said to be
multi-linearly representable of dimension k over Fq if there
exists vector subspaces V1, V2, . . . , Vn of a vector space E
over Fq such that dim(
∑
i∈X Vi) = kr(X), ∀X ⊆ ⌈n⌋. The
vector subspaces Vi, i ∈ ⌈n⌋, are said to form a multi-linear
representation of dimension k over Fq of the matroid M.
Example 6 ( [15]): Consider the non-Pappus matroid
whose geometric representation is shown in Fig. 2. The rank
function r of the non-Pappus matroid can be described as
follows: all subsets X of ⌈9⌋ of cardinality less than or equal
to two have rank equal to |X | and those whose cardinality
is greater than or equal to four have rank 3. Among those
subsets with cardinality 3, if all its elements line on a line
in the geometric representation shown in Fig. 2, the rank is
two; otherwise the rank is three. Let
A =


1 0
0 1
0 0
0 0
0 0
0 0︸︷︷︸
A1
1 0
0 1
0 0
0 0
1 0
0 1︸︷︷︸
A2
0 0
0 0
0 0
0 0
1 0
0 1︸︷︷︸
A3
1 0
0 1
1 0
0 2
0 1
2 1︸︷︷︸
A4
0 0
0 0
1 0
0 1
0 0
0 0︸︷︷︸
A5
1 0
0 1
2 1
2 0
0 1
2 1︸︷︷︸
A6
1 0
0 1
0 1
1 2
0 0
0 0︸︷︷︸
A7
1 0
0 1
1 0
0 2
1 1
1 0︸︷︷︸
A8
0 0
0 0
1 0
0 1
1 0
0 1


︸ ︷︷ ︸
A9
.
be a matrix over F3. The vector spaces given by the column
span of the matrices Ai, i ∈ ⌈9⌋, form a representation of the
non-Pappus matroid.
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Fig. 2. The non-Pappus matroid
Let M be a matroid with rank function r. Define ρ(X) =
kr(X), X ⊆ ⌈n⌋, where k is a positive integer. It can be
verified that ρ satisfies (D1)–(D3) and hence is the rank
function of a discrete polymatroid. It is easy to verify that
the vector subspaces over V1, V2, . . . , Vn over Fq form a
representation of the discrete polymatroid with rank function
ρ if and only if they form a multi-linear representation of
dimension k over Fq of the matroid with rank function r.
Example 7: Continuing with Example 5, it can be easily
shown that the matroid U2,4 with rank function r does not have
a representation over F2. But for the discrete polymatroid with
rank function ρ(X) = 2r(X), the vector subspaces Vi, i ∈ ⌈4⌋
given in Example 4 form a representation over F2. Hence, the
vector subspaces Vi, i ∈ ⌈4⌋, given in Example 4 form a multi-
linear representation of dimension 2 for the matroid U2,4 over
F2.
III. VECTOR LINEAR SOLVABILITY OF NETWORKS AND
REPRESENTATION OF DISCRETE POLYMATROIDS
For a discrete polymatroid D, let ρmax(D) =
maxi∈⌈n⌋ ρ({i}).
We define a discrete polymatroidal network as follows:
Definition 5: A network is said to be discrete polymatroidal
with respect to a discrete polymatroid D, if there exists a map
f : E → ⌈n⌋ which satisfies the following conditions:
(DN1):f is one-one on the elements of S.
(DN2):∑i∈f(S) ρmax(D)ǫi ∈ D.
(DN3):ρ(f(In(x))) = ρ(f(In(x) ∪Out(x))), ∀x ∈ V .
The notion of a matroidal network was introduced in [4].
It can be verified that a network is matroidal with respect to
a matroid M if and only if it is discrete polymatroidal with
respect to D(M).
From the results in [4] and [6], it follows that a network
has scalar linear solution over Fq if and only if the network
is matroidal with respect to a matroid representable over Fq.
In the following theorem, we provide a generalization of this
result for vector linear solvable networks, in terms of the
representability of discrete polymatroids.
Theorem 1: A network has a k dimensional vector linear
solution over Fq if and only if it is discrete polymatroidal
with respect to a discrete polymatroid D representable over
Fq with ρmax(D) = k.
Proof: Assume the edge set E to be ⌈l⌋, with the set
of input edges S = ⌈m⌋. Assume the set of intermediate
edges to be {m + 1,m + 2, . . . , l}, with the edges in the
set arranged in the ancestral ordering, which exists since the
networks considered in the paper are acyclic.
First we prove the if part. Consider a network which
is discrete polymatroidal with a respect to a representable
discrete polymatroid D(V1, V2, . . . , Vn) which is denoted as
D for brevity, with ρmax(D) = maxi∈⌈n⌋ dim(Vi) = k. Let f
be the mapping from edge set of the network E to the ground
set ⌈n⌋ of the discrete polymatroid which satisfies (DN1)-
(DN3). Since the map f is one-one on the elements of S,
assume f(S) = ⌈m⌋. Let v =
∑
i∈⌈m⌋ ǫi,n, where ǫi,n is the
vector of length n whose ith component is one and all other
components are zeros. From (DN2) it follows that,
k|v(A)| ≤ dim
(∑
s∈A
Vs
)
, ∀A ⊆ ⌈n⌋. (3)
It is claimed that without loss of generality, we can take
⌈n⌋ to be the image of f. Otherwise, let the image of f be
the set {i1, i2, . . . , it} ⊂ ⌈n⌋. We show that the network is
discrete polymatroidal with respect to the discrete polymatroid
D
′ = D(Vi1 , Vi2 , . . . Vit), with f as the network discrete
polymatroid mapping. (DN1) and (DN3) follow from the fact
that the network is discrete polymatroidal with respect to D
with f as the network discrete polymatroid mapping. Let
u = k
∑
i∈⌈m⌋ ǫi,t, where ǫi,t is the vector of length t whose
ith component is one and all other components are zeros.
To prove that (DN2) is also satisfied, it needs to be shown
that k|u(A′)| ≤ dim(
∑
r∈A′ Vir ), ∀A
′ ⊆ ⌈t⌋, which follows
from (3) and from the facts that {ir : r ∈ A′} ⊆ ⌈n⌋ and
u(A′) = v({ir : r ∈ A′}).
It is claimed that dim(
∑
i∈⌈n⌋ Vi) = km. The proof of the
claim is as follows: Define s0 = ⌈m⌋. Let s1 = s0 ∪ {f(m+
1)}. Since the edges in the set {m + 1,m + 2, . . . , l} are
arranged in ancestral ordering, In(head(m+1)) is contained
in s0. Hence, from (DN3) we have ρ(s1) = dim(
∑
i∈s0
Vi +
Vf(m+1)) = dim(
∑
i∈s0
Vi) = ρ(s0). Iteratively, defining
si+1 = si ∪ {f(m + i + 1)}, using a similar argument,
we have ρ(si+1) = ρ(s0). Hence, we have ρ(sl−m) =
ρ(s0) = ρ(⌈m⌋). But sl−m = ⌈n⌋, since the image of f
is ⌈n⌋. Hence, we have, ρ(⌈n⌋) = ρ(⌈m⌋). Since the network
is discrete polymatroidal,
∑
i∈⌈m⌋ kǫi ∈ D and from the
definition of D, it follows that km ≤ dim
(∑
i∈⌈m⌋ Vi
)
. But
from (D2) we have, dim
(∑
i∈⌈m⌋ Vi
)
= ρ(⌈m⌋) ≤ ρ({1})+
ρ({2, 3, . . . ,m}) ≤
∑
i∈⌈2⌋ ρ({i}) + ρ({3, 4, . . . ,m}) ≤
. . . ≤
∑
i∈⌈m⌋ ρ({i}) ≤ km. Hence, ρ(⌈n⌋) = ρ(⌈m⌋) =
km. Hence dim(
∑
i∈⌈n⌋ Vi) = km.
The vector subspace Vi, i ∈ ⌈n⌋, can be written as the
column span of a matrix Ai of size km × k. Also, since


1 0
0 1
0 0
0 0
0 0
0 0
0 0
0 0
︸ ︷︷ ︸
A1
0 0
0 0
1 0
0 1
0 0
0 0
0 0
0 0
︸ ︷︷ ︸
A2
0 0
0 0
0 0
0 0
1 0
0 1
0 0
0 0
︸ ︷︷ ︸
A3
0 0
0 0
0 0
0 0
0 0
0 0
1 0
0 1
︸ ︷︷ ︸
A4
1 0
0 0
0 0
0 1
0 0
0 0
0 0
0 0
︸ ︷︷ ︸
A5
0 0
1 0
0 1
0 0
0 0
0 0
0 0
0 0
︸ ︷︷ ︸
A6
0 0
0 0
0 0
0 0
1 0
0 0
0 0
0 1
︸ ︷︷ ︸
A7
0 0
0 0
0 0
0 0
0 0
1 0
0 1
0 0
︸ ︷︷ ︸
A8
0 0
1 0
0 0
0 0
0 1
0 0
0 0
0 0
︸ ︷︷ ︸
A9
0 0
1 0
0 0
0 0
0 0
0 0
0 0
0 1
︸ ︷︷ ︸
A10
0 0
0 0
1 0
0 0
0 1
0 0
0 0
0 0
︸ ︷︷ ︸
A11
0 0
0 0
1 0
0 0
0 0
0 0
0 0
0 1


︸ ︷︷ ︸
A12
(1)


1 0
0 1
0 0
0 0
0 0
0 0
0 0
0 0
︸ ︷︷ ︸
A′
1
0 0
0 0
1 0
0 1
0 0
0 0
0 0
0 0
︸ ︷︷ ︸
A′
2
0 0
0 0
0 0
0 0
1 0
0 1
0 0
0 0
︸ ︷︷ ︸
A′
3
0 0
0 0
0 0
0 0
0 0
0 0
1 0
0 1
︸ ︷︷ ︸
A′
4
1 0
0 0
0 0
0 1
0 0
0 0
0 0
0 0
︸ ︷︷ ︸
A′
5
0 0
1 0
0 1
0 0
0 0
0 0
0 0
0 0
︸ ︷︷ ︸
A′
6
0 0
0 0
0 0
0 0
1 0
0 0
0 0
0 1
︸ ︷︷ ︸
A′
7
0 0
0 0
0 0
0 0
0 0
1 0
0 1
0 0
︸ ︷︷ ︸
A′
8
0 0
1 0
0 0
0 0
0 1
0 0
0 0
0 0
︸ ︷︷ ︸
A′
9
0 0
1 0
0 0
0 0
0 0
0 0
0 0
0 1
︸ ︷︷ ︸
A′
10
0 0
0 0
1 0
0 0
0 1
0 0
0 0
0 0
︸ ︷︷ ︸
A′
11
0 0
0 0
1 0
0 0
0 0
0 0
0 0
0 1
︸ ︷︷ ︸
A′
12
1 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
︸ ︷︷ ︸
A′
13
1 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
︸ ︷︷ ︸
A′
14
0 0
0 0
0 0
1 0
0 0
0 0
0 0
0 0
︸ ︷︷ ︸
A′
15
0 0
0 0
0 0
1 0
0 0
0 0
0 0
0 0
︸ ︷︷ ︸
A′
16
0 0
0 0
0 0
0 0
0 0
1 0
0 0
0 0
︸ ︷︷ ︸
A′
17
0 0
0 0
0 0
0 0
0 0
0 0
1 0
0 0
︸ ︷︷ ︸
A′
18
0 0
0 0
0 0
0 0
0 0
1 0
0 0
0 0
︸ ︷︷ ︸
A′
19
0 0
0 0
0 0
0 0
0 0
0 0
1 0
0 0


︸ ︷︷ ︸
A′
20
(2)
dim(
∑
i∈⌈m⌋ Vi) = km, the matrix B = [A1 A2 . . . Am] is
invertible and hence can be taken to be the km× km identity
matrix (Otherwise, it is possible to choose A′i = B−1Ai, and
V ′i to be the column span of A′i, so that D(V ′1 , V ′2 , . . . , V ′n) =
D(V1, V2, . . . , Vn) and [A′1, A′2, . . . , A′m] is the identity ma-
trix).
Taking the global encoding matrices Mi to be Af(i), we
get a k-dimensional network coding solution over Fq for
the network. Since [A1 A2 . . . Am] is the identity matrix,
fi(x) = xAi = xi, ∀i ∈ S and (N1) is satisfied. For a
vertex v ∈ V , with In(v) = {i1, i2, . . . , it}, from (DN3)
it follows that, rank([Af(i1) Af(i2) . . . Af(it) Af(j)]) =
rank([Af(i1) Af(i2) . . . Af(it)]), for all j ∈ Out(v). Hence,
the matrix Af(j) can be written as
∑t
p=1 Af(ip)Wp, where
Wp ∈ Fk×kq , which shows that (N2) and (N3) are satisfied.
To prove the only if part, consider a network which has
a k-dimensional vector linear solution over Fq. Take the
vector subspace Vi to be the column span of the global
encoding matrix Mi, i ∈ ⌈l⌋. Consider the discrete poly-
matroid D(V1, V2, . . . , Vl). The edge i ∈ E is mapped by
the function f to the element i in the ground set ⌈l⌋ of
the discrete polymatroid. It can be easily seen that (DN1)-
(DN3) are satisfied and hence the network is discrete poly-
matroidal with respect to D(V1, V2, . . . , Vl). Also, we have
ρmax(D(V1, V2, . . . , Vl)) = maxi∈⌈l⌋ rank(Vi) = k.
It is important to note that the discrete polymatroid D in
Theorem 1 need not be unique. A network can admit more
than one k dimensional vector linear solution over Fq and from
these solutions it may be possible to obtain multiple discrete
polymatroids with respect to which the network is discrete
polymatroidal, as illustrated in the following example.
Example 8: Consider the M-network shown in Fig. 3, in-
troduced in [17]. It was shown in [17] that the M-network
has a 2 dimensional vector linear solution which is in fact
a vector routing solution, but it does not admit scalar linear
solution over any field. It was shown in [4] that the M-network
is not matroidal. But, from Theorem 1, it follows that the M-
network is discrete polymatroidal with respect to a discrete
polymatroid D which has ρmax(D) = 2. We consider two
possible solutions for the M-network, from which it is possible
to obtain two different discrete polymatroids with respect to
which the M-network is discrete polymatroidal.
Solution 1: Assume the global encoding matrices of edge
i, i ∈ ⌈12⌋, to be the matrix Ai given in (1) at the top of this
page. Take A5 to be the global encoding matrix of the edges
13, 14, 15, 16 and A8 to be that of 17, 18, 19, 20. The solution
thus obtained for the M-network is as shown in Fig. 3(a). Let
the network discrete polymatroid mapping f1 be defined as
follows:
f1(i) =


i : i ∈ {1, 2, . . . , 12}
5 : i ∈ { 13, 14, 15, 16}
8 : i ∈ { 17, 18, 19, 20}
.
Define Vi to be the column span of Ai, i ∈ ⌈12⌋. It can be
verified that the M-network is discrete polymatroidal with re-
spect to D(V1, V2, . . . V12), with f1 being the network discrete
polymatroid mapping.
It can be deduced from Definition 2 that the vector sub-
spaces (excluding the trivial zero vector subspaces) which
form a multi-linear representation of dimension k for a matroid
should be k-dimensional. Note that the vector subspaces
Vi, i ∈ ⌈12⌋, have dimension 2 and they from a representation
for the discrete polymatroid D(V1, V2, . . . V12). Despite having
their dimensions to be equal, the vector subspaces Vi, i ∈ ⌈12⌋,
cannot form a multi-linear representation of dimension 2 for
any matroid. This follows from the fact that the M-network is
not matroidal with respect to any matroid.
Solution 2: Assume the global encoding matrices of edge
i, i ∈ ⌈20⌋, to be the matrix A′i (defined in (2) at the top
of this page). The solution thus obtained for the M-network is
as shown in Fig. 3(b). Let the network discrete polymatroid
mapping f2(i) = i, i ∈ ⌈20⌋. Define V ′i to be the column
span of A′i, i ∈ ⌈20⌋. It can be verified that the M-network is
discrete polymatroidal with respect to D(V ′1 , V ′2 , . . . V ′20), with
f2 being the network discrete polymatroid mapping.
Note that all the vector subspaces Vi, i ∈ ⌈12⌋, in Solu-
tion 1 have the same dimension 2. In contrast, in Solution
2, the vector subspaces V ′1 , V ′2 , . . . , V ′12 have dimension 2,
while the vector subspaces V ′13, V ′14, . . . , V ′20 have dimension
1. The M-network is discrete polymatroidal with respect to
two different discrete polymatroids D(V1, V2, . . . , V12) and
D(V ′1 , V
′
2 , . . . , V
′
20).
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(b) Solution 2
Fig. 3. The M-network
IV. CONSTRUCTION OF NETWORKS FROM DISCRETE
POLYMATROIDS
In this section, an algorithm to construct a network from a
discrete polymatroid D is provided. If the discrete polymatroid
D is representable over Fq with ρmax(D) = k, the constructed
network has a k-dimensional vector linear solution over Fq.
Dougherty et. al. provided a construction procedure in [4]
to obtain networks from a matroid, with the resulting network
being scalar linearly solvable if the matroid is representable.
The construction in [4] is heavily dependent on the set of
circuits of the matroid from which the network is constructed.
In Section II B, the connection between the independent
sets of a matroid M and the vectors which belongs to the
discrete polymatroid D(M) was discussed. We provide some
useful definitions for a discrete polymatroid D, which when
specialized to D(M) are related to the well known notions of
dependent sets and circuits of M.
Definition 6: For a discrete polymatroid D, a vector u ∈
Z
n
≥0 is said to be an excluded vector if the ith component of
u is less than or equal to ρ({i}), ∀i ∈ ⌈n⌋, and u /∈ D.
Example 9: For the discrete polymatroid considered in Ex-
ample 1, the excluded vectors are the points indicated by ‘x’
in Fig. 4.
0 1 2 30
1
2
3
4
5
Fig. 4. Diagram showing the excluded vectors for the discrete polymatroid
defined in Example 1
For a discrete polymatroid D, let D(D) denote the set of
excluded vectors. For a vector u ∈ Zn≥0, let (u)>0 denotes the
set of indices corresponding to the non-zero components of u.
For a matroid M, the set of excluded vectors of the discrete
polymatroid D(M) is in one-one correspondence with the set
of dependent sets of M, i.e., the set of dependent sets of M
is given by {(u)>0 : u ∈ D(D(M))}.
Let Di(D), i ∈ ⌈n⌋ denote the set of excluded vectors
whose ith component is 1. For a matroid M, the set Di(D(M))
uniquely identifies the set of dependent sets of M which
contain the element i, i.e., the set of dependent sets of M
which contain i is given by, {(u)>0 : u ∈ Di(D(M))}.
Let Ci(D), i ∈ ⌈n⌋ denote the set of vectors u ∈ Di(D)
which satisfy the following three conditions:
1) u− ǫi ∈ D.
2) There does not exist v 6= u ∈ Di(D) for which v < u.
3) (v)>0 6⊂ (u)>0, for all v 6= u ∈ Di(D).
For a matroid M, the set Ci(D(M)) uniquely determines the
set of circuits which contain the element i, i.e., the set of
circuits which contain the element i is given by, {(u)>0, u ∈
Ci(D(M))}.
Let R(D) denote the set of v ∈ D which satisfies the
following two conditions:
1) All the non-zero components of v are equal to ρmax(D).
2) Suppose v′ 6= v ∈ D has all the non-zero components
to be equal to ρmax(D), (v)>0 6⊂ (v′)>0.
For a matroid M, we have R(D(M)) = B(D(M)).
Example 10: For the discrete polymatroid considered in
Example 3, the set of vectors Di(D), i ∈ ⌈4⌋, are as given
below:
D1(D) = {(1, 0, 2, 2), (1, 1, 1, 2), (1, 1, 2, 1), (1, 1, 2, 2), (1, 2, 0, 2),
(1, 2, 1, 1, ), (1, 2, 1, 2), (1, 2, 2, 0), (1, 2, 2, 1), (1, 2, 2, 2)},
D2(D) = {(0, 1, 2, 2), (1, 1, 1, 2), (1, 1, 2, 1), (1, 1, 2, 2), (2, 1, 0, 2),
(2, 1, 1, 1, ), (2, 1, 1, 2), (2, 1, 2, 0), (2, 1, 2, 1), (2, 1, 2, 2)},
D3(D) = {(0, 2, 1, 2), (1, 1, 1, 2), (1, 2, 1, 1), (1, 2, 1, 2), (2, 0, 1, 2),
(2, 1, 1, 1), (2, 1, 1, 2), (2, 2, 1, 0), (2, 2, 1, 1), (2, 2, 1, 2)},
D4(D) = {(0, 2, 2, 1), (1, 1, 2, 1), (1, 2, 1, 1), (1, 2, 2, 1), (2, 0, 2, 1),
(2, 1, 1, 1), (2, 1, 2, 1), (2, 2, 0, 1), (2, 2, 1, 1), (2, 2, 2, 1)}.
The set of vectors Ci(D), i ∈ ⌈4⌋ are as given below.
C1(D) = {(1, 0, 2, 2), (1, 2, 0, 2), (1, 2, 2, 0)},
C2(D) = {(0, 1, 2, 2), (2, 1, 0, 2), (2, 1, 2, 0)},
C3(D) = {(2, 2, 1, 0), (0, 2, 1, 2), (2, 0, 1, 2)},
C4(D) = {(2, 2, 0, 1), (0, 2, 2, 1), (2, 0, 2, 1)}.
The set R(D) is given by,
R(D) = {(0, 0, 2, 2), (0, 2, 0, 2), (0, 2, 2, 0), (2, 0, 0, 2),
(2, 0, 2, 0), (2, 2, 0, 0)}.
Now we proceed to give the construction algorithm.
ALGORITHM 1
Step 1: From the set R(D), choose a vector v for which
|(v)>0| is maximum. For every i ∈ (v)>0, add a node i to the
network with an input edge ei which generates the message
xi. Let f(ei) = i. Define M = T = (v)>0.
Step 2: For i ∈ ⌈n⌋ /∈ T, find a vector u ∈ Ci(D), for
which (u− ǫi)>0 ⊆ T. Add a new node i′ to the network
with incoming edges from all the nodes which belong to
(u − ǫi)>0. Also, add a node i with a single incoming edge
from i′, denoted as ei′,i. Define f(e) = head(e), ∀e ∈ In(i)
and f(ei′,i) = i. Let T = T ∪{i}. Repeat step 2 until it is no
longer possible.
Step 3: For i ∈ M, choose a vector u from Ci(D) for which
(u)>0 ⊆ T. Add a new node n to the network which demands
message xi and which has connections from the nodes in
(u − ǫi)>0. Define f(e) = head(e), ∀e ∈ In(n). Repeat this
step as many number of times as desired.
The network constructed using ALGORITHM 1, is discrete
polymatroidal with respect to D with the network discrete
polymatroid mapping f defined in the algorithm. Hence, if D
is representable over Fq, then the constructed network admits
a vector linear solution over Fq, as shown in the following
theorem.
Theorem 2: A network constructed using ALGORITHM 1
from a discrete polymatroid D which is representable over
Fq with ρmax(D) = k, admits a vector linear solution of
dimension k over Fq.
Proof: The theorem is proved by showing that the con-
structed network is discrete polymatroidal with respect to D
with the network discrete polymatroid mapping f defined in
ALGORITHM 1. Clearly, Step 1 of ALGORITHM 1 ensures
that (DN1) and (DN2) are satisfied.
The nodes in the network constructed using ALGORITHM
1 can be classified into four kinds: (i) nodes added in Step 1
which belong to the set M, (ii) nodes added in step 2 which
are labelled i′, i ∈ ⌈n⌋, (iii) nodes added in step 2 which
are labelled i, i ∈ ⌈n⌋ and (iv) nodes added in Step 3 which
demand messages. For a node x of kind (i) or kind (iii), since
the in-degree is one and all the outgoing edges are mapped by
f to the same element in ⌈n⌋, f(In(x)) = f(In(x)∪Out(x))
and hence ρ(f(In(x))) = ρ(f(In(x) ∪Out(x))).
Consider a node i′ ∈ ⌈n⌋ of kind (ii). Let ei′,i denote the
edge connecting i′ and i. Let ui ∈ Ci(D) denote the vector
which was used in Step 2 while adding the node i and i′
to the network. Since f(ei′,i) = i, we need to show that
ρ(f(In(i′))) = ρ(f(In(i′)) ∪ {i}). Since f(In(i′)) = (ui −
ǫi)>0 and (ui−ǫi)>0∪{i} = (ui)>0, it needs to be shown that
ρ
((
ui − ǫi
)
>0
)
= ρ
(
(ui)>0
)
, i.e., dim
(∑
j∈(ui)>0
Vj
)
=
dim
(∑
j∈(ui−ǫi)>0
Vj
)
. Let ai = (ui − ǫi). Since ai ∈ D,
for all A ⊆ ⌈n⌋, we have,
|ai(A)| ≤ dim

∑
j∈A
Vj

 . (4)
Since ui /∈ D, we have,
dim

∑
j∈A′
Vj

 < |ui(A′)|, (5)
for some A′ ⊆ ⌈n⌋. Clearly A′ should contain i, otherwise
|ai(A′)| = |ui(A′)| and, (4) and (5) cannot be simultaneously
satisfied. Since A′ contains i, we have |ui(A′)| = |ai(A′)|+1.
Hence, from (4) and (5) we get dim
(∑
j∈A′ Vj
)
= |ai(A′)|.
⌈n⌋
i
A′
(ai)>0 = (u
i − ǫi)>0
Fig. 5. Pictorial depiction of the sets ⌈n⌋, (ai)>0 and A′ used in the proof
of Theorem 2.
The sets ⌈n⌋, (ai)>0 and the set A′ containing
i are pictorially depicted in Fig. 5. We have,
dim

 ∑
j∈(ai)>0∩A′
Vj

 ≤ dim

∑
j∈A′
Vj

 = |ai(A′)|. Since
ai ∈ D, we have,
|ai(A′)| =
∣∣ai ((ai)>0 ∩A′)∣∣ ≤ dim

 ∑
j∈(ai)>0∩A
′
Vj

 .
Hence, dim
(∑
j∈(ai)>0∩A
′ Vj
)
= dim
(∑
j∈A′ Vj
)
. Since
i ∈ A′, it follows that dim
(∑
j∈(ai)>0∩A
′ Vj + Vi
)
=
dim
(∑
j∈(ai)>0∩A
′ Vj
)
. As a result, we have,
dim

 ∑
j∈(ai)>0∩A
′
Vj + Vi +
∑
j∈(ai)>0\A
′
Vj


= dim

 ∑
j∈(ai)>0∩A
′
Vj +
∑
j∈(ai)>0\A
′
Vj

 ,
i.e., dim
(∑
j∈(ui)>0
Vj
)
= dim
(∑
j∈(ui−ǫi)>0
Vj
)
.
Following a procedure exactly similar to the one used
for a node kind (ii), it can be shown that ρ(f(In(x))) =
ρ(f(In(x)∪Out(x))) for a node x of kind (iv). This completes
the proof of Theorem 2.
The construction procedure is illustrated using the following
examples.
Example 11: Continuing with Example 10, the construction
procedure for the discrete polymatroid considered in Example
3 is described below.
Step 1: For every vector v ∈ R(D), |(v)>0| = 2 and hence
any one of the vectors from R(D) can be chosen. Choose
v = (2, 2, 0, 0) for which (v)>0 = {1, 2}. Add nodes 1 and 2
to the network with input edges generating the messages x1
and x2 respectively. We have M = T = {1, 2}.
x1 x2
1 2
Step 2:
• Pick u = (2, 2, 1, 0) from C3(D). Note that (u− ǫ3)>0 =
{1, 2} ⊆ T. Add node 3′ to the network with incoming
edges from nodes 1 and 2. Also, add node 3 to the
network which has its only incoming edge from 3′.
T = {1, 2, 3}.
x1 x2
1 2
3’
3
• Pick u = (2, 2, 0, 1) ∈ C4(D) for which (u − ǫ4)>0 =
{1, 2} ⊆ T. Add node 4′ to the network with incoming
edges from nodes 1 and 2. Also, add node 4 with
incoming edge from 4′. T = {1, 2, 3, 4}.
x1 x2
1 2
3’
3
4
4’
Step 3:
• For 2 ∈M, choose (2, 1, 2, 0) ∈ C2(D). Add a node 5 to
the network which demands x2 and which has incoming
edges from nodes 1 and 3.
• For 1 ∈M, choose (1, 2, 2, 0) ∈ C1(D). Add a node 6 to
the network which demands x1 and which has incoming
edges from nodes 2 and 3.
• For 2 ∈M, choose (2, 1, 0, 2) ∈ C2(D). Add a node 7 to
the network which demands x2 and which has incoming
edges from nodes 1 and 4.
• For 1 ∈M, choose (1, 2, 0, 2) ∈ C1(D). Add a node 8 to
the network which demands x1 and which has incoming
edges from nodes 2 and 4.
• For 1 ∈M, choose (1, 0, 2, 2) ∈ C1(D). Add a node 9 to
the network which demands x1 and which has incoming
edges from nodes 3 and 4.
• For 2 ∈M, choose (0, 1, 2, 2) ∈ C2(D). Add a node 10 to
the network which demands x2 and which has incoming
edges from nodes 3 and 4.
The network thus obtained is given in Fig. 6. A vector linear
solution of dimension 2 over F2 shown in Fig. 6 is obtained by
taking the global encoding matrices for the edges 3′ → 3 and
4′ → 4 to be the matrices A3 and A4 given in Example 4. All
the outgoing edges of a node which has in-degree one carry
the same vector as that of the incoming edge. The network
in Fig. 6 does not admit a scalar linear solution over F2 as
shown in the following lemma.
Lemma 1: The network given in Fig. 6 does not admit a
scalar linear solution over F2.
Proof: Observe that node 5 demands x2 and the only path
from 2 to 5 is via the edge 3′ → 3. Also, node 6 demands
x1 and the only path from 1 to 6 is via the edge 3′ → 3. To
satisfy these demands, the edge 3′ → 3 needs to carry x1+x2.
By a similar reasoning, to satisfy the demands of nodes 7 and
8, the edge 4′ → 4 needs to carry x1 + x2. But if the edges
3′ → 3 and 4′ → 4 carry x1 + x2, the demands of nodes 9
and 10 cannot be satisfied.
While the network in Fig. 6 does not admit a scalar linear
solution over F2, it has a scalar linear solution over all fields
x1 x2
1 2
3’
3
4
4’
5 6
7 89 10
x2
x1
x2
x1x1 x2
x11
x12
x21
x22
x11 + x22
x12 + x21
x11 + x21 + x22
x12 + x22
Fig. 6. The network constructed from the discrete polymatroid in Example
1
of size greater than two, as shown in the following lemma.
Lemma 2: The network in Fig. 6 admits a scalar linear
solution over all fields of size greater than two.
Proof: It can be verified that the network shown in Fig.
6 is matroidal with respect to the uniform matroid U2,4 with
the mapping f from the edge set to the ground set ⌈4⌋ of the
matroid defined as follows: for i ∈ ⌈4⌋, all the elements of
In(i′) are mapped to head(i′), the elements of out(i) and
the edge joining i′ and i are mapped to i. Since U2,4 is
representable over all fields of size greater than or equal to
three (follows from Proposition 6.5.2, Page 203, [11]), the
network in Fig. 6 admits a scalar linear solution over all fields
of size greater than two.
The network constructed in the previous example turned out
to be matroidal with respect to a matroid representable over
all fields other than F2 and as a result it admitted scalar linear
solutions over all Fq other than F2. In the following example,
the constructed network is discrete polymatroidal with respect
to a representable discrete polymatroid whereas it cannot be
matroidal with respect to any representable matroid. Hence
it is not scalar linearly solvable over any field, but is vector
linear solvable.
Example 12: Let Vi, i ∈ ⌈12⌋, denote the column span
of the matrix Ai shown in (1). Let D denote the discrete
polymatroid D(V1, V2, . . . , V12).
Step 1: Choose v = (2, 2, 2, 2, 0, 0, 0, 0, 0, 0, 0, 0) from R(D)
and it can be verified that |(u)>0| = 4, ∀u ∈ R(D). Add
nodes 1,2,3 and 4 to the network which generates messages
x1, x2, x3, x4. Set T = M = {1, 2, 3, 4}.
Step 2:
• Choose (2, 2, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0) ∈ C5(D). Add node
5′ to the network with incoming edges from 1 and 2. Also,
add node 5 with an edge from 5′. T = {1, 2, 3, 4, 5}.
• Choose (2, 2, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0) ∈ C7(D). Add node
7′ to the network with incoming edges from 1 and 2. Also,
add node 7 with an edge from 7′. T = {1, 2, 3, 4, 5, 7}.
• Choose (2, 2, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0) ∈ C8(D). Add node
8′ to the network with incoming edges from 1 and 2. Also,
add node 8 with an edge from 8′. T = {1, 2, 3, 4, 5, 7, 8}.
• Choose (2, 0, 0, 0, 0, 0, 2, 0, 1, 0, 0, 0) ∈ C9(D). Add node
9′ to the network with incoming edges from 1 and
7. Also, add node 9 with an edge from 9′. T =
{1, 2, 3, 4, 5, 7, 8, 9}.
• Choose (0, 0, 0, 0, 0, 0, 2, 0, 2, 1, 0, 0) ∈ C10(D). Add
node 10′ to the network with incoming edges from
7 and 9. Also, add node 10 with an edge from 10′.
T = {1, 2, 3, 4, 5, 7, 8, 9, 10}.
• Choose (0, 2, 0, 0, 0, 1, 0, 0, 2, 0, 0, 0) ∈ C6(D). Add node
6′ to the network with incoming edges from 2 and
9. Also, add node 6 with an edge from 6′. T =
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.
• Choose (0, 0, 0, 0, 0, 2, 0, 0, 2, 0, 1, 0) ∈ C11(D). Add
node 11′ to the network with incoming edges from
6 and 9. Also, add node 11 with an edge from 11′.
T = {1, 2, 3, 4, 5, 7, 8, 9, 10, 11}.
• Choose (0, 0, 0, 0, 0, 0, 0, 0, 0, 2, 2, 1) ∈ C12(D). Add
node 12′ to the network with incoming edges from 10
and 11. Also, add node 12 with an edge from 12′.
T = {1, 2, 3, 4, 5, 7, 8, 9, 10, 11, 12}.
Step 3:
• For 1 ∈ M, choose (1, 0, 0, 0, 2, 2, 0, 0, 0, 0, 0, 0) ∈
C1(D). Add a node 13 which demands x1 and has
incoming edges from nodes 5 and 6.
• For 1 ∈ M, choose (1, 0, 0, 0, 2, 0, 0, 0, 0, 2, 0, 0) ∈
C1(D). Add a node 14 which demands x1 and has
incoming edges from nodes 5 and 10.
• For 1 ∈ M, choose (1, 0, 0, 0, 2, 0, 0, 0, 2, 0, 0, 0) ∈
C1(D). Add a node 15 which demands x1 and has
incoming edges from nodes 5 and 9.
• For 1 ∈ M, choose (0, 1, 0, 0, 2, 2, 0, 0, 0, 0, 0, 0) ∈
C2(D). Add a node 13 which demands x2 and has
incoming edges from nodes 5 and 6.
• For 1 ∈ M, choose (0, 1, 0, 0, 2, 0, 0, 0, 0, 0, 2, 0) ∈
C2(D). Add a node 14 which demands x2 and has
incoming edges from nodes 5 and 11.
• For 1 ∈ M, choose (0, 1, 0, 0, 2, 0, 0, 0, 0, 0, 0, 2) ∈
C2(D). Add a node 15 which demands x2 and has
incoming edges from nodes 5 and 12.
• For 4 ∈ M, choose (0, 0, 0, 1, 0, 0, 0, 2, 0, 0, 0, 2) ∈
C4(D). Add a node 16 which demands x4 and has
incoming edges from nodes 8 and 12.
• For 3 ∈ M, choose (0, 0, 1, 0, 0, 0, 0, 2, 0, 0, 2, 0) ∈
C3(D). Add a node 14 which demands x3 and has
incoming edges from nodes 8 and 11.
• For 3 ∈ M, choose (0, 0, 1, 0, 0, 0, 2, 2, 0, 0, 0, 0) ∈
C3(D). Add a node 15 which demands x3 and has
incoming edges from nodes 7 and 8.
• For 4 ∈ M, choose (0, 0, 0, 1, 0, 0, 0, 2, 0, 2, 0, 0) ∈
C4(D). Add a node 13 which demands x4 and has
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Fig. 7. A network which is vector linearly solvable but not scalar linearly
solvable
incoming edges from nodes 8 and 10.
• For 3 ∈ M, choose (0, 0, 1, 0, 0, 0, 0, 2, 2, 0, 0, 0) ∈
C3(D). Add a node 14 which demands x3 and has
incoming edges from nodes 8 and 9.
• For 4 ∈ M, choose (0, 0, 0, 1, 0, 0, 2, 2, 0, 0, 0, 0) ∈
C4(D). Add a node 15 which demands x4 and has
incoming edges from nodes 7 and 8.
The network thus constructed is shown in Fig. 7. The vector
linear solution of dimension 2, which is in fact a vector routing
solution, is obtained by choosing the global encoding matrix
of the edge i′ → i, i ∈ ⌈12⌋, to be Ai, as shown in Fig. 7. All
the outgoing edges of a node which has in-degree one carry
the same vector as that of the incoming edge.
The following lemma shows that the network in Fig. 7 is not
scalar linearly solvable.
Lemma 3: The network in Fig. 7 is not scalar linearly
solvable.
Proof: To prove the lemma, it is shown that the network
cannot be matroidal with respect to a representable matroid.
On the contrary, assume that the network is matroidal with
respect to a representable matroid M = (⌈n⌋, ρ) and let f be
the network-matroid mapping. Let the set of one dimensional
vector spaces Vi, i ∈ ⌈n⌋ form a representation of M. All the
outgoing edges of a node which has in-degree one carry the
same vector as that of the incoming edge. For simplicity, let
i denote the incoming edge of node i, where i ∈ ⌈12⌋. Let
g(x) = ρ(f(x)), x ⊆ ⌈12⌋.
We have g({1, 2}) ≤ 2. From (DN2), it follows that∑
i∈⌈4⌋ ǫf(i) ∈ I(M). Hence we have
∑
i∈⌈2⌋ ǫf(i) ∈ I(M),
from which it follows that 2 ≤ g({1, 2}). Hence, we have
g({1, 2}) = 2. Similarly, we also have g({3, 4}) = 2.
It is claimed that g({5}) = 1. Otherwise, g({5}) has to
be 0. In that case, since the nodes 13 and 16 demand x1
and x2 respectively, from (DN3) it follows that dim(Vf(1) +
Vf(6)) = dim(Vf(6)) and dim(Vf(2) + Vf(6)) = dim(Vf(6)).
Hence Vf(1) = Vf(2) which is not possible and hence g({5})
has to be 1. Similarly, it can be shown that g({8}) = 1. We
have,
g({3, 8}) + g({4, 8}) ≥ g({8})) + g({3, 4, 8}) (6)
≥ 1 + g({3, 4}) = 3, (7)
where (6) holds since g({3, 4, 8}) = g({4, 8}) (follows from
(DN3)) and (7) follows from the facts that g({8}) = 1 and
g({3, 4}) = 2.
Similarly, it can be shown that
g({1, 5}) + g({2, 5}) ≥ 3. (8)
Also, we have,
g({2, 5}) + g({3, 8}) = g({2, 5, 3, 8}) (9)
≤ g({2, 5, 3, 8, 11})
≤ g({2, 5, 11}) + g({3, 8, 11})− g({11})
(10)
= g({5, 11}) + g({8, 11})− 1 ≤ 3, (11)
where (9) follows from the fact that dim (Vf(1) + Vf(5)) +
dim
(
Vf(3) + Vf(8)
)
= dim
(
Vf(1) + Vf(5) + Vf(3) + Vf(8)
)
and (10) follows from (D2). Similarly, it can be shown that
g({2, 5}) + g({4, 8}) ≤ 3. (12)
From (7), (11) and (12), we get g({2, 5}) ≤ 1.5. Similarly, it
can be shown that g({1, 5}) ≤ 1.5. Hence, from (8), we get
g({1, 5}) = g({2, 5}) = 1.5 which is not an integer, resulting
in a contradiction. Hence, the network in Fig. 7 cannot be
matroidal with respect to any representable matroid.
V. DISCUSSION
The connection between the vector linear solvability of
networks over a field Fq and the representation of discrete
polymatroids was established. It was shown that for a network,
a vector linear solution over a field Fq exists if and only
if the network is discrete polymatroidal with respect to a
representable discrete polymatroid. An algorithm to construct
networks from discrete polymatroids was provided. Sample
constructions of networks from representable discrete polyma-
troids which have vector linear solutions but no scalar linear
solution over Fq were provided.
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