A classical way of describing a dielectric function employs sums of contributions from damped harmonic oscillators. Each term leads to a maximum in the imaginary part of the dielectric function at the transversal optical (TO) resonance frequency of the corresponding oscillator. In contrast, the peak maxima of the negative imaginary part of the inverse dielectric function are attributed to the so-called longitudinal optical (LO) oscillator frequencies. The shapes of the corresponding bands resemble those of the imaginary part of the dielectric function. Therefore, it seems natural to also employ sums of the contributions of damped harmonic oscillators to describe the imaginary part of the inverse dielectric function. In this contribution, we derive the corresponding dispersion relations to investigate and establish the relationship between the transversal and longitudinal optical oscillator strength, which can differ, according to experimental results, by up to three orders of magnitude. So far, these differences are not understood and prevent the longitudinal optical oscillator strengths from proper interpretation.
Introduction
Dispersion theory has a very long tradition that goes back to the 19 th century, when Cauchy developed first dispersion formulas which worked well in transparency regions 1 . Astonishingly, the beginning of dispersion analysis, a technique to obtain oscillator parameters from experimental spectra, also goes back to the 19 th century, albeit to the end of it, when based on the discovery of anomalous dispersion "modern" dispersion formulas were introduced by Sellmeier [2] [3] , Helmholtz 4 and Ketteler 5 . In particular,
Helmholtz and Ketteler advanced dispersion theory close to the now "classical" form by introducing absorption, even when the derivation was not yet based on Maxwell's equations. This derivation was then introduced by Drude, who also compared the classical to the Maxwell based form and found both equivalent. 6 Planck 7 and Lorentz 8 introduced local field effects in their dispersion theories, which predicted red shifts of the oscillator positions. The classical form of dispersion theory was tested by, among others, Rubens 9 . This test can be seen as the starting point of modern dispersion analysis. Czerny, a former student of Rubens, used it in 1930 to describe the optical properties of NaCl in the infrared spectral range 10 . The term dispersion analysis was coined by Spitzer and Kleinman in the beginning of the 1960ies.
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Also in the 1960ies new kinds of dispersion formulas where introduced like the semi-empirical 4-parameter model 12 , and a model that takes into account coupling between spectrally neighbored oscillators 13 . About 20 years later anisotropic forms of the classical model were increasingly employed to describe the optical properties of monoclinic and triclinic crystals 14-15 based on theoretical work of Born and Huang 16 .
A comparably recent approach, introduced seemingly ad hoc, is the idea that a similar form of the classical dispersion formula can model not only the complex dielectric function itself, but also its inverse. This approach was employed in connection with the analysis of the inverse dielectric function gained by spectroscopic ellipsometry measurements 17 . The probably much more prominent name of the inverse dielectric function is "dielectric loss function". It is in particular of high importance not only for optical, but also for electron energy loss spectroscopy as well as for Raman spectroscopy for vibrational modes that are both, IR and Raman active. 18 In case of the former, the maxima of the negative imaginary part determine the position and the intensity of bands in spectra with p-polarized light and high angle of 4 incidence and are related to the well-known Berreman effect, the origin of which is still, more than 60 years of its discovery, under heavy discussion [19] [20] [21] [22] [23] [24] [25] [26] [27] .
Recently, we used the idea of inverse dielectric function modelling to directly fit reflectance measurements and showed that based on it the problem of determining the oscillator parameter of perpendicular modes (modes that have their transition moment perpendicular to the sample surface) can be elegantly solved and with much less effort than a previously suggested method 28 . Since then, inverse dielectric function modelling has also gained importance in the determination of the longitudinal mode frequency of orthorhombic and monoclinic crystals [29] [30] [31] .
As its counterpart, the inverse dielectric function model features three parameters per oscillator, which are the oscillator strength, the oscillator position and the damping constant. The latter two are well explained as the longitudinal optical (LO) oscillator frequency which is assumed to be generally blueshifted relative to the TO frequency due to a net polarization for modes that have their wave vector parallel to this polarization, 32 and the LO-damping constant which can have values different from their transversal optical (TO) counterpart due to mode coupling. 16 What seems to be missing so far is an explanation of the physical meaning of the longitudinal oscillator strengths, the values of which can differ experimentally by more than three orders of magnitude from their TO counterparts [29] [30] [31] A phenomenological connection between TO and LO mode amplitudes based on the relation between dielectric tensor function and its inverse has been undertaken very recently, but the physical origin of the deviations remained unexplored and unexplained. 30 While the TO oscillator strength is wellunderstood and classically a function of the charge, the reduced mass and the number of oscillators per unit volume, the LO oscillator strength is usually not compared to the TO oscillator strengths, let alone, interpreted.
It is therefore the goal of this work to provide such an understanding and to explain the strong deviations between TO and LO oscillator strengths. To that end we first derive the classical damped harmonic oscillator model for the inverse dielectric function and derive an expression for the oscillator strength, which will be shown to be exactly the same as that for the dielectric function itself if only one oscillator is present. Based on Kramers-Kronig sum rules, and further consistency checks, we verify and prove that this finding is indeed the correct result. A large part of the experimental differences can be 5 explained, as we show later, by the consequences of the introduction of a dielectric background into the dispersion formulas. This introduction into the inverse dielectric function model must be performed in a different way compared to the classical model for the dielectric function. Accordingly, the oscillator strength for the TO model must be divided by the square of the dielectric background to resemble its LO counterpart, otherwise the corresponding Kramers-Kronig sum rule is no longer obeyed. Based on this finding, we derive a properly modified Kramers-Kronig sum rule for the inverse dielectric function which takes into account the dielectric background. We further extend our inverse dielectric function model to more than one oscillator and compare the results with those obtained from the inverse dielectric function based on the conventional dielectric function modelling. This comparison will allow to understand coupling effects for LO modes and provides insights to check the so-called TO-LO rule, according to which a TO mode is always followed by its LO mode and which builds the basis for LO mode assignment in recent papers. 31, [33] [34] This check reveals that also for crystals with higher symmetry than monoclinic inner and outer TO-LO pairs of oscillators exist and that the LO mode frequency can even become increasingly smaller than the TO mode frequency, something which has been demonstrated already 1977 by Gervais. 35 We show that this finding is consistent with experimental results obtained by the semi-empirical 4 parameter model in the older and newer literature. Finally, we discuss the meaningfulness of LO mode assignments and the usefulness of the classical damped harmonic oscillator model for inverse dielectric functions based on our findings.
Theory
To derive the dispersion relation for the inverse dielectric function, we assume a transverse motion of the atoms in a chain consisting of two alternating kinds of atoms. The motion should be the same in every unit cell consisting of the two different atoms having the reduced mass . If we assume damped harmonic oscillators, the (unforced) transversal motion in the unit cell can be described by,
wherein TO  is the damping constant, TO  the eigenfrequency and x the displacement. Eqn. (1) can be derived from Newton's theorem according to which the sum over all forces must vanish at all times. The 6 terms describe in this order acceleration, a damping term proportional to the velocity with an ad-hoc introduced damping constant and a term derived from Hook's law. In the presence of an external field and under negligence of local field effects, [6] [7] [8] , an additional term qE must be added due to the interaction between the charged atoms having the charge |q| and the electric field E:
For longitudinal vibrations (phonon wavevector and polarization have the same direction) in an isotropic crystal, an additional term comes into play, caused by the net polarization introduced by the electric field. 32 This additional term is supposed to increase the resonance frequency from TO  to LO  , so that the following relation results,
wherein LO  is the LO damping constant, which is for harmonic vibrations equal to TO  , but can also be seen as a free parameter for modelling purposes.
Eqn. (3) can be solved following two different paths. The first path is fully analogous to the derivation of the influence of local field effects. [7] [8] 36 We take this path first, because we need to determine for the second path the longitudinal dielectric function first and to understand the relation between TO  and LO  , which is essential for the derivation and the discussions provided later on in the manuscript. 
and the polarization will lead to a reduction of LO  to  LO  just like for the local field of Lorentz. 
7
The solution for x is well-known:
For non-interacting microscopic dipoles, the macroscopic polarization is equal to P N p N xq E  ,
where N is the number of dipoles per unit volume. Therefore:
We then employ that 
and the expression for the conventional transversal optical dielectric function,
In the latter, we set 0
Furthermore, we use the Lyddane-Sachs-Teller (LST) relation, where we set 
and employ this result for 2 S in eqn. (10) . Accordingly:
Obviously, the longitudinal dielectric function is identical to the transversal optical dielectric function, which belongs to the resonance frequency
This result is instructive for the interpretation of bands located at the LO-position in the p-polarized infrared spectra of isotropic layers and bulk spectra. Our result is in line with the assumption that a minimum or maximum at the LO-position in an infrared spectrum does not automatically mean that an LO-mode has been excited, where we understand by an LO-mode a mode where polarization and wavevector of the phonon have the same direction. In fact, the law of the conservation of momentum tells us that the wave vector of the resulting phonon is not oriented parallel to this polarization and certainly not in cubic materials. Therefore, while the peaks intensities and positions are increasingly determined by the inverse of the dielectric function for higher angles of incidence and p-polarized light due to the discontinuity of the perpendicular component of the electric field at an interface, it is still the dielectric function that determines the optical properties, 28 and, in particular, the maximum of its imaginary part, that is characterized by its TO resonance frequency in line with eqn. (14).
As already mentioned, the (longitudinal) dielectric function comes into play, when we consider the second path to go on from eqn. (3) . For this path, we employ that
, where r  is the longitudinal relative dielectric function which we just proved to be identical with its transversal counterpart. Hence:
To solve eqn. (15), we again assume that the displacement x and the electric field E have the same time dependence and, thereby, arrive at:
Solving for x now results in:
If we again multiply the displacement with the number of oscillators per unit volume N and the (effective) charge q, we obtain the macroscopic polarization P:
We then again employ that 
from which we obtain by setting
and, finally, by converting eqn. (20) to wavenumbers:
From this derivation it is obvious that This finding is consistent with the sum rules for the dielectric function and the loss function. These sum rules can be derived on base of the Kramers-Kronig relations (KKR). [37] [38] [39] The former sum rule states that the imaginary part of the dielectric function multiplied by the wavenumber is proportional to the squared total oscillator strength:
Since some of the motifs of the derivation are used later on, we provide this derivation shortly in the following. Accordingly, we convert eqn. (11) 
Next, we increase the wavenumber  to a value (much) higher than the oscillator position, so that 22 TO   . At the same time, 22   , so that at this very high wavenumber, the value of the real relative dielectric function is given by,
Alternatively, we can determine r   from the Kramers-Kronig-Relations,
wherein  indicates the principal value. In the next step we split the integral into two parts by assuming a wavenumber f   starting from which    r  is practically zero:
As the second integral is effectively zero and because in the first integral the higher limit is much smaller than  , we arrive at,
from which we can obtain eqn. (22) .
Another sum rule has been derived for the loss function:
An important consequence of this particular sum rule is that the originally ad-hoc introduced formula for the inverse dielectric function modelling, 17, 29, 41 which would reduce for one harmonic oscillator to,
cannot be correct.
The important difference is the sign before the oscillator term, which must not be positive, since in eqn.
(28) the result of the integral would then be negative, but 2 S is an always positive quantity (sometimes it is argued that "a mere transformation of the amplitude parameter by a minus sign" can correct the sign before the oscillator term, but the oscillator strength or amplitude comes into play on both sides of eqn.
(28), so the "transformation" is cancelled out and the result is still incorrect). Therefore, completely independent of the concrete form of the inverse dielectric function, its imaginary part must always be 11 negative, which can only be accomplished by a negative sign before the oscillator term. This is a further check for the consistency of the derivations presented in this work.
Results, discussion and further theoretical considerations
All following illustrations are based on calculations carried out with Mathematica. The code comprises in each case only a few lines, which are solely based on the equations and values provided in this manuscript, so that the gentle reader can easily verify all presented results.
First, we will demonstrate the equality of the oscillator strengths used in the harmonic oscillator modelling of the dielectric function as well as of the loss function. To that end, we use a model oscillator with a damping constant 10
, a TO resonance wavenumber of 1000 cm -1 and a LO resonance wavenumber which results from eqn. (13) . We numerically evaluate the integrals in eqs. (22) and (28), starting from the dispersion relations eqs. (11) and (21). Eqn. (28) was used for both, the inverse of eqn. (11) results. This is demonstrated in Figure 3 for which we increased the dielectric background to Where does this factor result from? To understand the origin of the factor, we investigate eqn. 
S S S
 , which is a further prove that the two derivations and their results, which we introduced in the beginning of the last section, are consistent. 
The correctness of eqn. (37) 
and the result eqn. (37) follows from steps analogously to eqs. (26) and (27) .
Correspondingly, for anisotropic materials, the existing Kramers-Kronig sum rule 37 must be modified to,
wherein ij  is the Kronecker symbol. Alternatively to eqn. (41), corresponding corrections of the diagonal elements for the inverse dielectric function tensor could be introduced. For monoclinic and triclinic crystals this correction would, in addition to the determination of the oscillator strengths, also influence that of the orientation of the transition moments due to the anisotropic nature of the correction.
Accordingly, the orientation of the longitudinal transition moment determined by inverse dielectric function tensor modelling will be different depending on if or if not the correction is applied.
As already mentioned, the sum rules stay valid even if the oscillators are no longer spectrally distant with a segment of a constant and real dielectric function in between. We use them in the following to investigate and elucidate how the LO oscillator strengths transform in this case. To understand the changes, we take a closer look in the following on two two-oscillator cases. In the first case, the two oscillators have the same TO oscillator strength which is with S = S1 = S2 = 500 cm -1 of medium strength.
The first oscillator is stationary at its TO-resonance of 1000 cm Not only the peak areas, but, at least roughly, also the peak values follow a simple sum rule if we plot the loss function times the wavenumber over the wavenumber. This becomes obvious in Figure 4 except at narrow spectral distance of the uncoupled LO resonances, where the corresponding peaks increasingly overlap until the oscillator positions coincide and the intensity simply doubles because the two oscillators are no longer distinguishable. It is interesting to observe that the peak value for ,1 LO  is practically zero for resonance wavenumber differences of less than 100 cm -1 . In this case the coupling between the two oscillators leads to the fact that the first maximum of the inverse dielectric function is practically not observable, in particular also, because it is very close to the TO position. Here, the comparison with the uncoupled LO oscillators accessible through our derivations can greatly help to elucidate the situation. The same is true for the LO-positions where we find strong coupling ("Rabisplitting" 42 ) so that LO,1  is red-shifted by about 110 cm -1 , the same amount by which LO,2  is blueshifted.
Not surprisingly, the larger the spectral distance between both TO-resonances is, the more the LO wavenumbers of the coupled system approach those of the uncoupled oscillators. What is only at the first view surprising, is that even for TO 1000 D  cm -1 , the peak values of the coupled oscillators show about ±20 % deviation from those of the uncoupled case (cf. Fig. 4 ). The oscillators become spectrally well-separated, which is the situation assumed for eqs. (35) and (36) . While the mutual influence on the LO resonance wavenumbers becomes small, the fact remains that the oscillator located at higher wavenumbers changes the dielectric background from unity to 
Eqn. (42) can be derived from the already introduced LST-Relation for 1
with (36) .
We have to keep in mind, that the peak values Pj are only approximately related to the corresponding oscillator strength Sj. Nevertheless, as can be seen from Figure 5 , eqn. (42) seems to describe the peak values increasingly better the more the coupling vanishes. Accordingly, even in the limiting completely uncoupled case, the oscillator at higher wavenumbers "borrows" oscillator strength from the one at lower wavenumbers.
In the opposite case, where the oscillator strengths are very different, our approach also allows to access and understand some interesting physics which concerns the sequence of the phonon modes. For crystals with higher than monoclinic symmetry, it is generally found that when the wavenumber is increased, a TO resonance is always followed by a LO resonance (TO-LO rule). 43 Accordingly or, better, additionally, it is believed that the sequence is always Equipped with the possibility to understand the LO oscillator strength for uncoupled systems, we found it valuable to reinvestigate the TO-LO rule and, in particular, its interpretation. Such a discussion has already been started by Scott and Porto in 1967 on the example of Raman bands of Quartz  18 and 1977   19 Gervais continued it. 35 It seems to us that in particular the latter reference did not gain the interest it deserves and stayed mostly unnoticed. We will in the following in particular build upon Gervais'
analysis.
To be able to investigate the following example, we also need to understand the change of the LO resonance wavenumber in uncoupled systems with increasing oscillator strength when 
For the following we assume a strong oscillator located at (43)). Accordingly, the order would be
, so that inner and outer pairs would also exist for crystals with a symmetry higher than monoclinic. However, the TO-LO rule, stating that each TO mode is followed by a LO mode, would obviously be violated.
In fact, as can be seen from Figure 5 , this basic rule is not violated, that is, indeed, one TO-mode is followed by one LO-mode, which is located at higher wavenumber. However, the sequence is in fact
, so that the order of the modes (or better, their mutual assignment) cannot be concluded from the basic TO-LO rule.
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Therefore, not only we find an inner and an outer pair, but also that values of the negative imaginary part multiplied by the LO wavenumber, the oscillators are coupled since the second oscillator "borrows" some intensity from the first, but both oscillators can be seen as to keep mostly their character, so the coupling does not seem to be very strong.
Nevertheless, it is present and a better description of the interdependencies of the LO mode frequencies has been given by Gervais in said reference 35 . Based on the condition 0    , Gervais derived for two coupling oscillators by negligence of damping the following relation:
Here, the 
which has been demonstrated in [45] [46] [47] . Reinvestigations of corundum, 41 rutile, 49 and NdGaO3 31 have also been performed recently by spectroscopic ellipsometry. In these papers the authors tacitly or less tacitly reassigned the LO-modes based on the interpretation of the TO-LO rule that each TO mode must be followed by its LO mode. Such an interpretation would also contradict the rule of thumb derived from eqs. (43) and (44), and also obeyed by the 4-parameter model, that weak oscillators cannot cause large TO-LO splittings. In this context, also 29 and, specifically, 34 should be reevaluated, in particular also, because the same case of reversed order of the LO and TO resonance wavenumber can also occur for ppolarized spectra due to mode interaction between modes of different symmetry [50] [51] .
Furthermore, while those have not been investigated with the semi-empirical 4-parameter model so far, it is obvious that many of the 2 atomic materials that crystalize in the cubic crystal system like LiF, NaCl, MgO etc. 10, 52 will also show this type of mode sequence with the fundamental building up the outer and the first harmonic establishing the inner mode pair.
In all cases, comparably small dips in broad reflectance plateaus are concerned, with the exception of mode 6 in spinel which can, due to its mode strength, be only considered as large dip. For all these cases, however, According to (49) ,
 
Im 0   should be fulfilled when the other LO-damping parameter is larger than 10, a condition that is obviously not valid in the case shown in Figure 6 , where the region were 24   (49) is not valid.
Generally, it might be put into question if it really is always meaningful to assign a LO mode to a particular TO mode. As emphasized several times, TO modes in reflectance or spectroscopic ellipsometry spectra can be described usually very well by the classical oscillator model, since for TO modes usually no strong coupling exists. For LO modes on the other hand, commonly strong coupling can be found, at least in inorganic materials, and the modes are mostly of hybrid nature as already pointed out by Gervais. 35 It is therefore a legitimate subject for discussion, if a description as sums of the contribution of individual terms of the oscillators is meaningful at all. Instead it might be more useful, also in light of the findings above, to characterize the inverse dielectric function by the semi- 
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Summary and Conclusion
We presented a derivation of the inverse dielectric function / loss function dispersion based on the conventional derivation of the classical damped harmonic oscillator model. Thereby we gained the originally ad-hoc introduced inverse dielectric function model with the important difference that we correct a sign error present in this ad-hoc model. Furthermore, we find that in the infrared spectral region the dielectric background caused by absorptions in higher spectral regions is not only represented as a constant which is added to the term contributed by the oscillator, but also alters the values that are obtained for the oscillator strength by a multiplicative factor for which we derived that it is given by the squared dielectric background. Based on these results we suggested a modified sum rule applicable for spectral regions where a dielectric background is useful. Starting from the formulas derived for one oscillator, we investigate the changes introduced by a second oscillator. For modes of similar strength, we found by comparison with the uncoupled case, a very strong coupling of the LO modes which spectrally extends over several hundreds of wavenumbers. If a comparably weak oscillator is introduced and has its TO wavenumber in between the TO and LO wavenumber of a strong mode, the comparison of coupled and uncoupled model shows that an inner and an outer pair is formed and that the LO wavenumber of the weaker oscillator actually decreases with increasing oscillator strengths. This proves that from the TO-LO rule a phonon mode assignment cannot be reliably obtained. Generally, mode coupling of the LO modes is strong, so it is questionable if the inverse dielectric function can be meaningfully described by a summation of contributions -the inverted semi-empirical form might be better suited for this task.
Overall, we think that with the derivations and conclusions presented in this work provide an important step towards a full understanding of the nature and the benefits of inverse dielectric function modelling, in particular also with regard to the Berreman effect and of the connection between TO and LO modes in general.
