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We define a generalized right alternative ring to be a nonassociative ring R 
satisfying the hypotheses (I) (ab, c, d) + (a, b, [c, 4) = a(b, c, d) + (a, c, d)b, and 
(2) (a, a, a) = 0, for all a, b, c, d in R. We furthermore assume weakly charac- 
teristic not n for n = 2 and n = 3. We prove that any semi-prime generalized 
right alternative ring is a right alternative ring. 
We define a GRA ring to be a nonassociative ring R satisfying the following 
two identities. 
(4 c, 4 + (a, h cc, 4) = 44 c, 4 + (a, c, w (1) 
(a, a, a) = 0. (2) 
We furthermore assume that the map a,: R - R given by a - nu is l-l 
and onto for n = 2 and n = 3. We will, however, show at the end of the 
paper that the requirement on u, may be reduced to “Us is 1-I or onto 
for rz = 2 and 1z = 3,” a condition called weakly characteristic f2, f3. 
GRA rings have been studied by various authors including E. Kleinfeld, 
M. Kleinfeld, H. Smith, I. Hentzel, G. M. Piacentini, and D. Rodabaugh. 
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These authors assumed a variety of additional identities and conditions 
such as flexibility, generalized left alternativity, types of distributivity, 
Jordan admissibility, Lie admissibility, as well as the existence of an idem- 
potent. They have also named their rings “Generalized Right Alternative 
Rings” or a simple variation of it. The initials GRA also appear in the 
literature and refer to different hypotheses than those given in this paper. 
The reasons for continuing this ambiguous name are: (a) the identities of 
our GRA rings are implied by the right alternative law and so our GRA 
rings are generalizations of right alternative rings, and (b) many results 
which generalize the right alternative law assume at least (1) and (2). 
The condition semi-prime means that if K is an ideal of R and K2 = 0, 
then K = 0. An ideal R satisfying K2 = 0 is called a trivial ideal. Thus R 
is semi-prime means that 0 is the only trivial ideal of R. We prove the 
following. 
THEOREM. If R is a semi-prime GRA ring, then R is a right alternative 
ring. 
Since trivial ideals are zero rings, it immediately follows that any semi- 
simple GRA ring is right alternative provided that the radical property is 
strong enough so that zero rings are radical. In particular, nil-semi-simple 
GRA rings are right alternative. 
IDENTITIES 
We use the associator (a, b, c) = (ab)c - a(&) and the commutator 
[a, b] = ab - ba. Dot and juxtaposition will both be used to indicate multi- 
plication. In products where both occur, juxtaposition indicates the first 
product taken. As an example of this, (a, b, c) = a6 . c - a * bc. We shal1 
need these identities. 
0 = A(a, b, c, d) = (ab, c, d) + (a, b, [c, d]) - a(b, c, d) - (a, c, d)b, (3) 
0 = C(a, b, c, d) = (ab, c, d) - (a, bc, d) + (a, b, cd) - a(b, c, d) 
- (a, b, c)d, (4) 
0 = iT(a, b, c, d) = (a, b, cd) - (a, bd, c) - (a, b, d)c + (a, d, c)b, (5) 
0 = E(a, b, c, 4 e) = ((a, b, c), 4 e) - ((a, 4 e), b, c) - (a, (b, 4 e), c) 
- (a, h (c, 4 4 + (a, k c)[d, 4 - (0, b, 44 4) + (a, b, [d, el)c, (6) 
0 = F(a, b, c) = [ub, c] - a[b, c] - [a, c]b - (a, b, c) + (a, c, b) 
- (c, a, b), (7) 
0 = eta, 4 = (a, h b) + (b, a, b) + (6 ha), (8) 
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0 = f&? 6, c, 4 = [a, ([h cl, 4 41 + [d, ([b, c], a, d)] 
+ [d, (P6, cl, 4 41, (9) 
0 = fh 6, c, 4 = ([a, [h cl], 4 d) + ([d, [h cl], a, d) 
+ (k4 Lb, 4, 4 4, (10) 
0 = h, 6, c, d) = (a, b, cd) + (a, c, db) + (a, d, bc) - (a, bd, c) 
- (a, dc, 6) - (a, cb, 4, (11) 
0 = K(b, a) = [a, (6, a, a)] + 4(b, a, u)a - 2(b, a, u2), PI 
0 = L(b, c,u) = -12(6, c, c)u - 3{(b, a, c”) + (6, 9, a)} 
-r w, c, 4 + (6, 4 c>> + ((h c, ca) + (6, ca, c)} 
- [a, (6, G 41 - [c, (6 6 41 - [c, (b, c, 41, (13) 
0 = %?(a, 6, c, d) = ([a, b], c, 4 + (a, 4 [c, 4) - (6, a, [c, 4) 
- [a, (6, c, 41 + F, (a, c, 41, (14) 
0 = E(a, 6) = [u2, b] - [a, a6 + bu], (15) 
0 = O(b, a) = 4((b, a, a), a, u) - 3(6, u2, u”) + 2(6, a, u3) + 2(b, u3, a), (16) 
0 = P(b, a, c) = (6, a, u)(c, a, a), (17) 
0 = m, 6, c) = -4[a, (b, c, c)] + 2([a, 61, c, c) - ([a, cl, 6, c) 
- ([a> Cl, c, @ - (P, Cl, a, c) - (P, cl, G 4 + [c, (c, a, @I 
i [c, (c, b, a)] + [u, (6, c, c)] + [b, (a, c, c)]. (18) 
Proof. In [2] the identities 3 through f are listed and proved. In [2] 
there is also an identity labeled B which has been omitted from our list 
here because we do not assume it. An easy consequence of Eq. (2) and A 
is the relation 
[a, (k 4 41 = ([a, q, 4 a). (19) 
This will be used in these proofs, and also in later sections in its linearized 
form 
[a, (6 c, 41 + [c, (6 4 41 + [c, (k c, 41 
= ([a, 61, c, 4 + ([c, 61, a, 4 + ([c, 61, c, 4. 
Equation (11) is a consequence of (5), since J(u, b, c, d) = D(u, b, c, d) + 
@a, c, d, b) + D(u, d, b, c). Equations (12) and (13) are, respectively, 
Lemmas 1 and 2 of 131. Equation (14) is a consequence of (3) since 
M(u, b, c, d) = x(u, b, c, d) - A(b, a, c, d). Equation (15) is an equivalent of 
G(u, 6). We show Eq. (16). 0 = -72A((b, a, a, a) . a - 18[u, ~(ZJ, a, a, a)] + 
36C(b, a, a, u2) - 3[u, D(b, a, a, a)] + 2R(u, a, 6, a) j- 18K(bu, u) - 
3[u, K(b, u)] + 3E(b, a, u”) + 3W(a, (6, a, u)) = 72((b, a, a), a, a) - 
54(b, u2, u”) + 54(b, a, u”) + 18(b, u3, u) - 36b(a, a, u2) - 6[u, [a, (6, a, u)]] + 
6[a, ([a, 61, a, a)]. By R, (a, a, a2) = 0; by Eq. (19), [a, [a, (6, a, a)]] = 
[a, ([u, 61, a, a)]; by 1, (6, u3, u) = (b, a, a”). We have shown 
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18 . a@, u) = 0. Equation (17) is a consequence of the fact that 8P(b, a, c) = 
-4(qk c, 4 a), a, a) - 4ii((b, (c, a, a), a, a) - 4A((b, a, a), c, a, u) - 
b . O(c, u) - O(b, a) . c + B(bc, u) + 3A(b, c, fz2, 2) - 2Lql, c, a, 2) - 
2A(b, c, u3, a). Equation (18) h 0 Id s since 0 = -W(u, c, 6, c) - M(u, c, c, 6) - 
M(b, c, c, u) - sqb, c, a, c) + 2M(u, b, c, c) - [a, G(b, c)] - [b, qu, c)] = 
Q(u, b, 4 - ix (a, b, c) + (a, c, b) + (b, c, a) + (6, a, c) + (c, 6 b) + 
(c, b, u)] = g(u, b, c), as the sum of the six associators inside the commutator 
is zero by the linearized form of Eq. (2). 
The condition A is used frequently in this paper. Because of 3, an 
associator with middle and right-hand arguments equal behaves like a 
derivation on the left argument. That is, (ub, c, c) = u(b, c, c) + (a, c, c)b. 
We often use this in the form a(b, c, c) = (ub, c, c) - (a, c, c)b. The same 
results can be obtained for the linearized form of (ub, c, c). That is, 
(ub, c, c’) $- (ub, c’, c) = a@, c, c’) -+ (b, c’, c)} + ((a, c, c’) + (a, c’, c)}b. 
Furthermore, the identity M(u, b, c, c) reduces to ([a, b], c, c) = [a, (6, c, c)] - 
[b, (a, c, c)] when the third and,fourth arguments are equal. 
NOTATION 
In this paper, where logic would demand elements to appear, as for 
example, as entries of associators, we shall often place sets of elements. The 
expression is then understood to mean the additive subgroup generated by 
the set of all possible evaluations for the expression as the arguments run 
through the indicated sets. Thus by [R, A] we really mean the additive 
subgroup spanned by {[a, b] j a, b E R}. We furthermore reserve the letters 
x and y to be variables that take on any value in the ring. The use of the 
letter x will always imply the phrase “for all x G R.” Thus (R, x, x) = the 
additive subgroup spanned by {(a, X, x) 1 a E R, x E R); (a, x, x) = the sub- 
group spanned by {(a, CC, X) / x E R}. Using the above notation, 
I = (R, x, 4, 
Q = ([R, RI, x, 4. 
We shall always use 1 and Q to represent these subgroups (shown to be 
actually ideals) and the letters w, w’, w” will always be elements of 9. We 
intend that I and Q and all other sets mentioned contain sums of elements 
of the types indicated; however, by linearity, in many proofs it will be only 
necessary to consider the generating elements of the subgroup. Thus, if 
we wish to prove I2 C (L?, x, x), we would only show (a, b, b)(c, d, d) E (Sz, x, x) 
for all a, b, c, d in R. 
We will let r = {y E R 1 [x, (y, X, x)] = O}. These elements are very 
important in the structure theory. We shall use initially the letters y, y’, y” 
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to represent elements of l7 In addition, after we have shown Q C r, the 
letters w, w’, w” will also be recognized as elements of I’. 
The identities L and R are the basis of our techniques. It will help to 
have a way to deal with the 10 terms in the expression of E. Here is our 
notation. Let a and b be given. FromE we can find a set of elements ci , di , 
i= 1 *.. n in the subring generated by a and b such that (y, a, n)b = 
zy=, (y, ci , di) + (y, di , ci). These ci and di are very specific; we mean the 
ones generated by the expressions in E. We further simplify this. Whenever 
we absorb elements into an associator of the form (y, a, a), we indicate the 
new element by (y, a; z). Thus (y, a, a)b . c will be indicated as (y, a, a). 
(y, a; 2) actually represents a sum of several associator pairs of the form 
(y, r, S) + (r, s, r), This same notation is carried over to the situations of 
the form (b, a, u)c where b is not necessarily in K The notation then becomes 
(b, a, u)c = (b, 4 a) + [a’, (b, a’, u’)]. 
Besides I, Q, I’, we shall declare a few more names which will remain 
fixed in this paper. We shall consider R to be a semi-prime GRA ring. 
Elements of R will be a, b, c, d, e and X, y, where use of x and y has already 
been explained. We reserve the letter U to mean U = {U E R j [u, a] = 0 
for all a E R). The small letter u is reserved to mean an element of U. The 
right nucleus of R is the set {a E R 1 (R, R, u) = O}. The left and middle 
nucleus are defined analogously. The center of R is the set 
{a 1 [a, R] = (a, R, R) = (R, a, R) = (R, R, u) = 0). 
BASIC WORK 
LEMMA 1. Any GRA ring is power associative. 
Proof. This is [2, Theorem 1; 6, Lemma I]. 
LEMMA 2. I = (R, x, x) is a two-sided ideal of R. 
Proof. This is [2, Lemma 11. 
LEMMA 3. We have these containment relations for r. 
(1) [R, R] Cr. 
(2) Q C [R, R] C I’. 
(3) ucr. 
Proof. Part (1) follows from i?. Part (2) uses M. Part (3) is immediate 
from (19). 
RlGHT ALTERNATIVE RINGS 19 
LEMMA 4. For any fixed element y E T, (y, x, x) is a right ideal of R. 
52 is a right ideal of R. 
Proof. The first statement is from L. The second follows from the first 
and from Lemma 3, part (1). 
LEMMA 5. If y, y’ and yy’ are in r, then 
(Y, a, a)(r’, k b) + (Y, b, b)(y’, a, a) = 0. 
Proof. This proof uses the fact that the associator (a, b, b) acts as a 
derivation on its left argument by 2. If we expand ((my’, a, a), b, b), we get 
((YY’, a, 4 b, 4 = NY, a, 4 b, b) Y’ + (Y, a, a)(~‘, b, b) + (Y, b, b)(y’, a, a) + 
y((y’, a, a), b, b). Let us now compute this in a different way. ((n’, a, a), b,b) = 
(w’, a; a> = y(y’, - - a, a) + (Y, & a) Y’ = YNY', a, 4, b, b) + KY, a, a), 6, b) y’. 
If we subtract these two expressions for ((w’, a, a), b, b), we get 
0 = (Y, a, a)(~', b, b) + (r, 4 b)(r’, a, a). 
LEMMA 6. If R is semi-prime, then (U, x, x) = 0. 
Proof. Pick a fixed element u E U. Then, for all a, b E R, 0 = a(u, a, 6, b) = 
([u, 4 b, b) + (u, a, [b, bl> - ( a, u, Lb, 4) - [up (a, b, @I + Ia, (T b, 41 = 
[a, (u, b, b)]. We have shown (u, x, x) C U. (u, x, x) is a two-sided ideal of R 
by commutativity, Lemma 3, part (3), and Lemma 4. We need only show 
(u, x, x)” = 0. Since (u, x, X) C U, we have (u, a, a)(u, b, b) = (u, b, b)(u, a, a). 
By Lemma 5, (u, a, a)(u, b, b) + (u, b, b)(u, a, u) = 0. Thus (u, a, a)(u, b, b)=O. 
For each u E U, (u, x, x) = 0; therefore (U, X, x) = 0. 
LEMMA 7. (c, a, (a, b, b)) + (c, b, (b, a, a)) = 0 for al2 a, b, c in R. 
Proof. This is a consequence of the identities: 3(c, a, (a, b, b)) + 
3(c, b, (6, a, a>> = -/Cc, b2, a, a) - J(c, a’, h b) + I(c, b, 4 a) + 
J(c, a, ba, b) + (c, b, f.34 a)) + (c, a, C(a, b)) - B(c, a, a, b, b) - 
&c, b, b, a, a> + B(E, b, a, b, a) + B(c, a, b, a, b) + D(c, a, [a, b], b) + 
a(~, b, Lb, al, a). 
RIGHT NUCLEUS 
The purpose of this section is to show that in a semi-prime GRA ring 
the following identity holds. 
Ia, (a, b, 41 t [by @, a, 41 = 0. 
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We shall begin by proving properties about the subring P = In right 
nucleus. We will show in a semi-prime ring R that P is contained in the 
center of R. The proof will successively show the following sets are 0: 
(P, x, x), 
(P, R, RI, 
[P, R12, 
[P, RI. 
The last part of the proof consists of showing [a, (a, b, b)] + [b, (6, a, a)] E 
P C center of R, and ([u, (a, b, b)] + [b, (b, a, a)])” = 0. 
LEMMA 8. The following statements hold in R. 
(1) [P,R]CP. 
(2) (P, R, R) C P. 
(3) (P, x, x) = 0. 
(4) [P, I] = 0. 
Proof. For parts (1) and (2), since I is an ideal it is immediate that the 
elements listed are contained in I. We shall show they are contained in the 
right nucleus. In the proof it will be assumed that the element p is chosen 
from P, while a, b, c, d are elements of R. 
We prove (1). 0 = J(a, b, c, p) = (ah c, p) + (a, b, [c, PI) - a(& c,P> - 
(a, c, p)b = (a, b, [c, p]). Thus [c, p] is in the right nucleus. 
We prove (2). 0 = E(a, b, p, c, d) = ((a, b, p), c, 4 - ((a, c, 4, b, P) - 
(a, (b, c, 4, P> - (a, 6 (P, c, 4) + (a> b> P)[c, 4 - (a, 6, PIG dl) + 
(a, b, [c, dl)p = -(a, b, (P, G d)) - (u, b, P[C, dl) + (u, b, [c, dl)p = 
- (a, b, (p, c, d)). In this last step we used part (1) and c to give (a, b, p[c, d]) = 
(a, b, [c, d]p) = (a, b, [c, d])p. We have shown (p, c, d) E right nucleus. 
We prove (3). Let K = {p E P / pR C P>. Parts (1) and (2) show that 
K is an ideal. K2 C PK C IK C (R, R, R)K C (R, R, RK) C (R, R, K) = 0. 
Thus K = 0. Part (l), part (2), and L show (P, x, x) C K = 0. 
We prove (4). 0 = M(p, a, b, b) = ([A ~1, 6, b) + (p, a, [b, 4) - 
(a, P, [b, 4) - [P, (u, 4 41 + [u, (P, b, b)] = -[P, (u, b, 41. Thus [P, 11 = 0. 
LEMMA 9. The following statements hold for p E P and a, b E R. 
(1) (P, (a, b, b), b) = 0. 
(2) lb, CPU, b, 41 = $44 (u, b> 0 
(3) (P, I, R) = (P, R, I) = 0. 
(4) (P, R, R)I = I(P, R, R) = 0. 
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Proof. We show (1). 0 = E(p, a, b, b, b) = ((p, a, b), b, b) - 
((P, b, 4, a, b) - (P, (a, h 44 - (P, % (h 4 4) + (PT 4 w> 4 - 
(p, a, b[b, b]) + (p, a, [b, WJ = -(p, (a, b, 4, 4 using Lemma 8,pa&s (2) 
and (3). 
We show(2). 0 = K(pu, b) -p . R(u, b) - K(p, b) . a + 2@, a, b, b2)- 
4Z(p, a, b, b) . b = [h (pa, b, b)] - p[b, (a, b, 41 + 4(~, (a, b, b), b) by 
Lemma 1 and Lemma 8, part (3) = [b, (pa, b, b)] - p[b, (a, b, b)] by Lemma 9, 
part (1). 
We show (3). From e we notice that for any d E R, (d, b, b)c = 
(d, 6, b) + [b’, (d, b’, b’)], where (d, 6, 6) and [b’, (d, b’, b’)] represent a sum 
of terms of the form (d, e, e) and [e’, (d, e’, e’)], respectively. Letting d = pa 
and d = a, we have the following. 
(pa, b, b)c = (pa, 6 6) + Lb’, (pa, b’, b’)l, - - 
p . (a, b, b)c = p (a, b, b) + p . [b’, (a, b’, b’)]. 
We subtract these, using A, Lemma 8, part (3), and Lemma 9, part (2). 
The result is (p, (a, b, b), c) = 0. Therefore (P, I, R) = 0. The second 
equality is from Lemma 8, part (3). 
We show (4). From D, (P, R, R)I C (P, R, IR) + (P, R2, I) + 
(P, R, I)R = 0 by Lemma 2 and Lemma 9, part (3). The other equality 
follows from Lemma 8, parts (2) and (4). 
LEMMA 10. (P, R, R) = 0. 
Proof. Let K = {p E P / pl = O}. By Lemma 8, part (2), and Lemma 9, 
part (4), (K, R, R) C (P, R, R) C K. It will suffice to show K = 0. We will 
show [A, ~]i = 0 for k E K, Y E R, i E 1. From Lemma 2, fl, and Lemma 8, 
part (4), [KY + rk, i] = 0. From Lemma 8, parts (1) and (4), [kr - rk, i] = 0. 
Subtracting gives 0 = 2[rk, i] = 2rk . i - 2i . uk = 2rk . i since i . rk = 
ir . k = k . ir E KI = 0 using Lemma 8, part (4). Using Lemma 9, part (3), 
we get kr * i = k . ri = 0. We have shown 0 = rk * i = kv . i and hence 
[R, K]I = 0. By Lemma 8, part (l), [R, K] Z P and hence [R, K] C K. 
Using (K, R, R) C K and [R, Kj C K, it is easy to show K + KR is an 
ideal. Now (K + KR)2 C (K + KR)I C KI = 0 using Lemma 9, part (3); 
since R is semi-prime, K + KR = 0. 
LEMMA 11. P C center of R. 
Proof. P is a subring. From Lemma 10, P2 C P 2 left nucleus, and by 
definition, P2 C PC right nucleus. If p and p’ are elements of P and Y E R, 
by m and Lemma 8, part (4), 2[pp’, r] = [pp’ + p’p, r] = [p, p’r + rp’] + 
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[p’, pr + rp] C [P, I] = 0. Thus [P, R] = 0 and these three properties 
imply P2 is in the middle nucleus as well. Thus P2 C center. 
From Lemma 8, part (l), we have [P, RI2 C P2 C center of R. Now 
[P, RI2 . [P, RI2 C [P, R] * [P, R][P, RI2 _C [P, R] + [P, R[P, RI21 C 
[P, R] * [P, 11 = 0 by Lemma 8, part (4). It is immediate that [P, RI2 + 
[P, RI2 R is a trivial ideal and hence [P, RI2 = 0. Using Lemma 8, part (1) 
and Lemma 10, one can verify that [P, R] + [P, R]R is an ideal whose 
square is contained in [P, RI2 + [P, RI2 R = 0. Thus [P, R] = 0. Since P 
is in the left nucleus, the right nucleus, and [P, R] = 0, it is easy to show 
that P is in the middle nucleus and consequently in the center. 
A semi-prime ring can have no nilpotent elements in its center since 
such an element would generate a trivial ideal. We will now show that the 
element /\ = [a, (a, b, b)] + [b, (6, a, a)] is an element of P and X3 = 0. 
LEMMA 12. X E P C center of R. 
Proof. Z(c, d, a, (a, b, 6)) + J(c, d, b, (b, a, u)) = using Lemma 7 
(c, 4 [a, (a, b> 41 + Lb, (6 a, a)]). Therefore X E right nucleus. Clearly h ~1, 
and thus X E P C center of R. 
LEMMA 13. h3 = 0. 
This proof requires the following steps. 
(1) (R(~,b,b),~)C[R,Rl, (4) ha E CR, RI, 
(2) [a, (a, b, 41~ E [R, RI, (5) rb, (4 4 4lA = [a, (a, 6 414 
(3) Lb, (b, 0, 41~ E [R, RI, (6) X3 = 0. 
We show part (1). We shall use the same notation as in Lemma 9, 
part (3). 
(02, b, b)u = (cu, 6, 6) + [b’, (cu, b’, b’)], 
-c . (a, b, b)a = -c * (a, 6, 6) - c + [b’, (a, b’, b’)], 
-(c, b, b)u . a = -(c, 6, 6) . a - [b’, (c, b’, b’)] * a. 
Using Awe conclude that (c, (a, b, b), a) = [b’, (cu, 6’, a’)] - c * [a’, (a, b’, b’)] - 
[b’, (c, b’, b’)] . a = by Eq. (19) ([b’, cu], b’, b’) - c . ([b’, a], b’, b’) - 
([b’, c], b’, b’) . a. We have shown 
(c, (a, b, 4,~) E ([x, 4, x, 4 - c - (I$ al, x, 4 - (Lx, cl, x, 4 - a (20) 
Thus (R, (a, 6, b), a) _C D + L?R + Rf2 C Q + [Q, R] C [R, R] by Lemma 4 
and Lemma 3, part (2). 
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We show part (2). 0 =F((a, b, b), a, 4 = [(a, b, @a, 4 - (a, 4 b&z, 4 - 
[(a, b, b), ala - ((a, b, b), a, a) + ((a, b, b), a, 4 - (a, (a, b, V, a). Using 
part (1) we have [a, (a, b, b)]u E [R, R]. 
We show part (3). We will show [b, (b, a, a)] - [a, (a, b, b)] E Q. 
Part (3) will then follow from part (2) and Lemma 4. Using e and Eq. (19), 
[b, (6 a, 41 - [a, (a, b, @I = tb, (b, a, 41 + [a, (b> a, 41 + [a, (b, b, 41 = 
([b, bl, a, 4 + ([a, bl, a, b) + ([a, 4, b, 4 E Q. 
Part (4) is clear from parts (2) and (3). Part (5) again uses e and Eq. (19). 
{[a, (a, 4 @I - Lb, (6 a, a)lP = {[a, (a, b, WI + Lb, (a, b, 41 + Cb, (a, a, 411X = 
[a, @a, b, @I + [b, Pa, b, 41 + Lb, 0 a, a, b)], and this is an element of 
[x, ([R, R], x, x)] = 0 using part (4) and f7. 
We show (6). From part (4), (Au, b, b) E Q. From Lemma 4, Lemma 3, 
part (2), and Eq. (20) with c = (ha, b, b), we get ((ha, b, b), (a, b, b), a) E 
@a, b, b)[x, (a, x, x)] Z (a, b, b)[x, (Aa, x, x)] = 0. This result together with 
H gives (ha, b, b) . (a, b, b)u = 0. Using 2 and P we conclude that 
(Xu, b, b)[u, (a, b, b)] = 0. Now X3 = 2[u, (a, b, b)] . X2 by part (5) = 
2[u, (a, b, b) X2] = 2[u, (a, b, b) . 2[u, (a, b, b)] h] by part (5) = 
4[u, (Xu, b, b)[u, (a, b, b)]] = 0. Thus X3 = 0. 
This concludes the work of this section. We state the theorem. 
THEOREM 1. In any semi-prime GRA ring R, for all a, b E R, 
[a, (a, h b)] + [b, (6 a, 41 = 0. 
FINAL WORK 
The bulk of the work of this section is to show that D = 0. The next 
lemma proven shows that Q3 = 0. Now (Q2)2 C .Q3 = 0; however, semi- 
primeness does not imply that Q2 = 0 because we do not know that 522 is 
an ideal of R. 
LEMMA 14. Sz is an ideal of R and !J3 = 0. 
The proof consists of 10 steps. 
(1) If y E r, then [y, (y, a, u)] = 0. 
(2) If Y and s E [R, R], then 
[(y, a, 4, (s, b, 41 + [(s, a, a), (r, b, b)] = 0. 
(3) (Q, X, X) is a right ideal. 
(4) i-J2 c (J-2, x, x). 
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(5) [a (Qn, x, 41 = 0. 
(6) Q[Q, Q] = [Q, Q]Q = 0. 
(7) p, Q] = 0. 
(8) [P, R] = 0. 
(9) fin3 is an ideal of R. 
(10) @ = 0. 
Proof. From Lemma 4 we have that Q is a right ideal. From Q and 
Theorem 1 we have that Q is a two-sided ideal. 
We prove (1). Using Theorem 1 and e, 2[y, (y, a, a)] = [y, (y, a, u)] - 
[a, (a, Y, r>l = [r, (Y, a, @)I + [a, (r, a, r)] + [a, (Y, Y, a)1 = 0 by definition 
of r. 
We prove (2). Using J?, Lemma 3, parts (1) and (2) and Lemma 14, 
pad (11, I@, 4 4, (s, 6 @I = -b, ((r, a, a), b, @I = -h (r, a; a>1 = 
[r, (5 4 a>] = k, ((s, 4 a), b, b)] = -[(s, 4 a>, (r, b, b)]. 
Part (3) is from Lemma 4 and Lemma 3, part (2). 
Part (4) is a consequence of the fact that D is an ideal, part (3), and 
0 = A(w, [b, c], a, a). 
We prove part (5). From Lemma 5 we have (w, a, a)([~, d], b, b) + 
(w, b, b)([c, 4, a, 4 = 0 and (Cc, 4, b, b)(w, a, 4 + ([c, 4, a, a>(~, b, b) = 0. 
Subtraction gives [(w, a, a), ([c, d], b, b)] + [(w, b, b), ([c, d], a, u)] = 0. Com- 
paring this to the result of part (2) gives 2[(w, a, a), ([c, d], b, b)] = 0. 
We prove part (6). We will first show 
W(([G dl, 4 4([c’, 4, k b) + (k, 4, 6 4(k’, d’l, 4 4 = 0. 
w{([c, dl, a, 4([c’, d’], b, b) + ([c, 4, b, b)([c’, d’], 4 a)} = w{([c, 4 4 q + 
([CT 4 6, Q> = using 2 ((44 4, % 3) + (w[c, 4, 6 QI - {(w, a; a> + 
(w, 6, Ok, 4 = {(w[c, 4 a, 4([c’, d’l, b, 6) + (wk, 4, b, b)([c’, 4, 4 a>> - 
{(w, a, a)([~‘, d’], b, b) + (w, b, b)([c’, d’], a, a)}[~, d] = 0 by Lemma 5. Inter- 
changing c and cl, d and d’ gives 
w{([c’, 4 a, a)([~, 4 b, W + ([c’, 4, b, b)([c, 4, a, 4 = 0. 
Subtracting these two equations gives 
wU([c, 4 a, 4, UC’, 4, h 41 + [([c, 4, b, 4, ([c’, 4, a, a>]> = 0. 
Comparing this with part (2) gives 2w . [([c, d], a, a), ([c’, d’], 6, b)] = 0. 
The other part follows from parts (4) and (5). 
Part (7) is a consequence of parts (4) and (5). 
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We prove part (8). We use parts (3) to (7), and the fact that Sz is an 
ideal and w. By a o 6 we mean ab + ba. 
4[zu(w'w"), a] = [w o(w' 0 WU), a] = [w,(w' 0 wn) 0 a] + [W' 0 wn, w 0 Q] 
= [w, (w' 0 wn ) 0 a] = [w, a(w' 0 w ")I = [w, [a, w' 0 w"]] 
= [w, [a 0 w', w"]] + [w, [u 0 w", w']] = 0. 
We prove part (9). Q3R _C (Q2D)R by part (7) C Q3 + (G2, !2, R) C 
L? + sZ(L?, i-2, R) + (Q, i-i?, R)Q by A C Q3 + G'(.Q2R) + (GR)Q C 
Q3 + (Q2R)Q by parts (3) to (5)CG3 +(G2, R,Q)CQ3 + Q(Q,R,SZ)+ 
(Q, R, Q)Q by AC JJ3. 
We prove (10). Clearly Q3 _C B C 1. By 4 (523)2 C G3.! _C D3(y, x, X) _C 
(Q3y, x, X) + (Q3, X, X)Y C (U, X, x) = 0 by Lemma 6. Since G3 is a trivial 
ideal, Q3 = 0. 
LEMMA 15. L'# = {(w, a, w*) + (w, w*, a) I w, w* EQ, a E R} = 0. 
Proof. We intend G?# to include all sums of the indicated types of 
elements. We will show sZ# is a trivial ideal. One can show that G# is an 
ideal by using the linearized form of E and Q. In each case the terms will 
be seen to be in Q#. It is easier to visualize the proof in this way. FromE 
the product {(w, a, w*) + (w, w*, u)}b will be a sum of terms of the form 
(w, r, s) + (w, s, r), where the elements r and s are composed of factors 
chosen from a, w*, and 6. Exactly one of Y or s contains w* as a factor, and 
so that particular product is in Q. Thus (w, r, s) + (w, s, r) E 52#. The fact 
that 52# is a left ideal can be seen from &. The expression for [b, (w, a, w*) + 
( w, w*, a)] will be a sum of terms of the form ([v, s], t, V) + ([r, s], ZJ, t) 
where I, s, U, t are the original elements b, w, a, w* in some arrangement. 
The only arrangements which would fail to be in Q# immediately are 
([r, s], w, w*) + ([r, s], w*, w) and ([w, w *], t, r~) + ([w, w *], U, t). The first 
of these can be seen to be in C2# by a linearization of e, and the second 
can be seen to be in a# by a linearization of f. We have shown G# is an 
ideal. By expanding the associators, G# C !G2 + Q2R, and to show .C?# = 0 
by Lemma 14, it will suffice to show (Q2 + Q2R)2 C Q3 + Q3R. 
(52s + .@R)2 C Q3 + Q2R * Q2R C Gr3 + (Da, R, @R) C using .D, 
Q3 +(Q2,R2,Q2) +(Q2,R,R)fi2 +(Q2,R,Q2)R C523 + 52317. 
LEMMA 16. sZ## ={(u,w,6) +(a,b,w)I a,b~R,w~Qn) = 0. 
Proof. G’## is intended to include all sums of elements of the form 
(a, w, 6) + (a, 6, w). The fact that G## is an ideal can be seen with exactly - - 
the same technique as in Lemma 15. In this case we also use Q, L, and 
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Eq. (19). The only doubtful case concerns elements of the form (Sz, x, x); 
by e, (Q, x, x) C Q##. To show Q## = 0, it suffices to show (Q##)a = 0. 
Using J, w’{(a, w, b) + (a, b, w)} = {( w’4 wu, b) + @‘a, 6, w>> - {(w’, w, b) + 
(w’, b, w)}a E Q# = 0. Thus @##)a _C D . Q## = 0. 
THEOREM 2. L? = 0. 
Proof. By Lemma 14, part (4), and c, Qz Z (Q, x, x) C Q## = 0. 
THEOREM 3. If R is a semi-prime GRA ring, then R is a right alternative 
ring. 
Proof. By Theorems 1 and 2 and g we have I C U. Thus, by A, 
I2 C I(R, 3, x) C (IR, x, x) + (1, x, x)R C (U, x, x) = 0 by Lemma 6. 
CLOSING REMARKS 
Throughout this paper we assumed that the map x -+ nx was l-l and 
onto for n = 2 and n = 3. This assumption can be reduced to assuming 
the map is l-l or onto. If the map is l-l, the standard ring of fractions 
imbeds R in a semi-prime ring R’ where the map is both 1-l and onto. 
Since F is then right alternative, so is R. The case where the map is onto 
is easy also. 
THEOREM 4. If R is any semi-prime ring and the map u(x) = nx is onto, 
for some integer n > 1, then u is also l-l. 
Proof. Let K = {x / 11x = O}. K is an ideal, and by virtue of the fact 
that 0 is onto, RK = KR = 0. By semi-primeness, K = 0, and so u is l-l. 
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