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Il rapido aumento del volume di trafﬁco nelle reti metropolitane sta sﬁ-
dando i limiti di capacit` a delle esistenti infrastrutture di trasporto basate su
tecnologie circuit-oriented quali SONET e ATM. Le inefﬁcienze associate
al trasporto di crescenti quantit` a di trafﬁco dati su reti circuit-switched ot-
timizzate per la voce rende difﬁcile fornire nuovi servizi ed incrementa il
costo dell’aggiunta di capacit` a oltre i limiti della maggior parte dei carrier.
In questo articolo viene esaminata la tecnologia di trasporto packet-
based RPR (Resilient Packet Ring), una solida alternativa per adattare le
reti metropolitane alle crescenti richieste.
JEL classiﬁcation: C69, C93.
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31 Introduzione
Una importante tendenza nella progettazione delle reti ` e la migrazione di tecnolo-
gie basate su pacchetti dalle LAN (Local Area Network) alle MAN (Metropolitan
Area Network). Il rapido aumento del volume di trafﬁco nelle reti metropolitane
sta sﬁdando i limiti di capacit` a delle esistenti infrastrutture di trasporto basate su
tecnologie circuit-oriented quali SONET e ATM. Le inefﬁcienze associate al tra-
sporto di crescenti quantit` a di trafﬁco dati su reti circuit-switchedottimizzate per
la voce rende difﬁcile fornire nuovi servizi ed incrementa il costo dell’aggiunta di
capacit` a oltre i limiti della maggior parte dei carrier. La tecnologia di trasporto
packet-based ` e considerata da molti essere l’unica alternativa per adattare le reti
metropolitane alle crescenti richieste.
2 Ethernet nelle reti metropolitane
Detto semplicemente, un servizio Ethernet ` e qualsiasi servizio dati offerto per
mezzo di un’interfaccia Ethernet (porta Ethernet da 10/100/1000 Mbps). Una
differenza chiave tra i servizi Ethernet e i tradizionali servizi dati come le linee
afﬁttate, il Frame Relay o l’ATM e la scalabilit` a nell’interfaccia del servizio.
Con i servizi dati tradizionali, i requisiti dell’intefaccia ﬁsica variano con la
velocit` a del servizio. In tal modo l’hardware richiesto per un servizio T1 ` e del
tutto differente da quello richiesto per servizi DS-3 o OC-3.
Con il servizio Ethernet, invece, un fornitore di servizi pu` o assegnare una
porta fast Ethernet o Giga Ethernet ad un utente e aggiornarla successivamente
senza ulteriori aggiunte oltre l’installazione iniziale. L’ampiezza di banda e al-
tre modiﬁche al servizio possono essere amministrate in remoto, sempliﬁcando e
accelerando l’erogazione dei servizi.
I servizi Ethernet sono ampiamente visti come un’offerta che mantiene la
promessa di una rapida accettazione nel mercato. Resta la questione di quale
infrastruttura possa efﬁcacemente scalare per soddisfare la domanda.
Ethernet ` e evoluta negli ultimi 25 anni da 10 mbps a 100 mbps a 1 Gbps e ora
a 10 Gbps. Questi e altri cambiamenti adottati dall’IEEE fanno ora emergere la
tecnologia Optical Gigabit Ethernet (capace di supportare ﬁbre oltre gli 80 km)
come una valida alternativa per il trasporto dati nelle reti pubbliche. Dato che
4Figura 1: Packet Ring: evoluzione del trasporto packet-based
quasi tutti i pacchetti iniziano e terminano il loro tragitto attraverso Internet come
Frame Ethernet, il trasporto dei dati in un formato consistente dei pacchetti dall’i-
nizio alla ﬁne attraverso l’intero percorso di trasporto elimina la necessit` a di strati
addizionali di protocollo e di sincronizzazioni che risultano in costi e complessit` a
extra. In aggiunta alla gestione efﬁciente dei pacchetti IP, Ethernet ha i vantaggi
della familiarita, semplicit` a e basso costo.
Gigabit Ethernet, comunque, ` e solamente il primo passo nell’evoluzione del
trasporto basato sui pacchetti nella MAN. Sebbene ben adatta per topologie poit-
to-point e di rete a maglia, ` e difﬁcile impiegare Ethernet in conﬁgurazioni ad anel-
lo e come un mezzo condiviso. Gli anelli si comportano come un mezzo condiviso
e necessitano di meccanismi MAC 1 per gestire l’accesso attraverso utenti multi-
pli. Ethernet ` e evoluta per supportare infrastrutture switched full duplex e man-
ca di questo MAC. Tuttavia la maggior parte delle esistenti installazioni di ﬁbre
nelle aree metropolitane ` e ad anello, perch` e la principale tecnologia di trasporto
(SONET) viene tipicamente impiegata su anelli in ﬁbra.
Le topologie ad anello consentono a SONET di implementare anche un veloce
(<50ms) meccanismo di protezione che pu` o ripristinare la connettivit` a utilizzan-
do un percorso alternativo nell’anello in caso di interruzione nelle ﬁbre o guasti
nelle apparecchiature. Diversamente da SONET, Ethernet non possiede un mec-
canismo di protezione rapida incorporato. Vi sono, perci` o grandi beneﬁci in una
nuova tecnologia che pu` o far pieno uso degli anelli in ﬁbra (in particolare la Re-
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5silienza dell’anello) pur mantenendo tutti gli insiti vantaggi di un meccanismo di
trasporto packet based come Erthernet. La soluzione emergente per le applica-
zioni di trasporto dati metropolitane ` e la tecnologia Resilient Packet Ring (RPR).
Essa offre due caratteristiche chiave che sono state sin qui esclusiva di SONET:
efﬁciente supporto alla tecnologia ad anello e rapido ripristino in caso di inter-
ruzione delle ﬁbre e guasti nei collegamenti. Nello stesso tempo, la tecnologia
Packet Ring pu` o fornire efﬁcienza nei dati, semplicit` a e vantaggi di costo che
sono tipiche di Ethernet. In aggiunta RPR risolve problemi come il controllo di
congestione che non sono sin qui stati affrontati dalle tecnologie utilizzate. Parec-
chi vendor stanno gi` a sviluppando e introducendo tecnologie RPR per indirizzare
questo mercato emergente. Questo capitolo introduce il networking RPR, ne spie-
ga i vantaggi nell’ambiente metropolitano e fornisce alcuni esempi che illustrano
le applicazioni che possono fare il miglior uso della tecnologia Packet Ring.
3 Le limitazioni di SONET ed Ethernet nelle reti
metro
3.1 SONET
La maggior parte delle ﬁbre nelle aree metropolitane ` e stesa anello. La topologia
ad anello ` e la naturale implementazione per le reti TDM basate su SONET, che
costituiscono la gran parte delle attuali infrastrutture di rete metropolitana. Tutta-
via ci sono dei ben noti svantaggi nell’uso di SONET per il trasporto del trafﬁco
dei dati (o soluzioni di dati SONET point-to-point, come Packet Over SONET
[POS]). SONET ` e stata progettata per applicazioni point-to-point a commutazio-
ne di circuito (ad es.,trafﬁco voce) la maggior parte delle limitazioni provengono
da queste origini. Di seguito sono illustrati alcuni degli svantaggi nell’uso di anelli
di SONET per il trasposto di dati.
• Circuiti ﬁssi. SONET fornisce circuiti point-to-point tra i nodi dell’anello.
A ciascun circuito ` e assegnata una quantit` a preﬁssata di ampiezza di banda
che viene sprecata quando non utilizzata. Per quanto riguarda la rete SO-
NET illustrata nella parte sinistra di ﬁg.2, a ciascun nodo ` e allocato solo un
quarto dell’ampiezza di banda totale dell’anello (ad es., un OC3 su ciascuno
6Figura 2: SONET Accesso con reti completamente a maglia
nodo in un anello OC12). Tale assegnazione ﬁssa di banda pone un limite
al massimo data transfer rate di picco per il trafﬁco tra endpoint. Questo ` e
uno svantaggio per il trafﬁco dati che ` e intrinsecamente soggetto a picchi.
• Spreco di ampiezza di banda per la magliatura. Se il progetto di rete richie-
de una magliatura logica (cfr. parte destra di ﬁg.2, il progettista della rete
devedividerel’ampiezzadibandaOC12dell’anelloin10circuiti. Larealiz-
zazionedeicircuitinecessariallacreazionediunamaglialogicasuunanello
SONET ` e non solo difﬁcile ma comporta anche un utilizzo estremamente
inefﬁciente dell’ampiezza di banda dell’anello. All’aumentare del trafﬁco
dati della rete metropolitana, una rete interamente magliata che sia facile da
realizzare, gestire e aggiornare sta diventando un importante requisito.
• Trafﬁco multicast. In un anello SONET, il trafﬁco multicast richiede che
per ciascuna sorgente sia assegnato un circuito separato per ciascuna desti-
nazione. Una copia separata dei pachetti ` e inviata a ciascuna destinazione.
Il risultato ` e che molteplici copie di pacchetti multicast viaggiano intorno
all’anello, con uno spreco di ampiezza di banda.
• Spreco di ampiezza di banda protetta. Tipicamente il 50% dell’ampiez-
za di banda dell’anello ` e riservata alla protezione. Mentre la protezione ` e
7ovviamente importante SONET non raggiunge questo obiettivo in modo ef-
ﬁciente, tale da fornire al provider di scegliere quanta ampiezza di banda
riservare alla protezione.
3.2 Ethernet
E che dire di Ethernet su un anello? Ethernet fa un uso efﬁciente della ampiezza
di banda disponibile per il trafﬁco dati, ed offre una soluzione ben pi` u semplice ed
economica. Tuttavia, poich´ e Ethernet ` e ottimizzata per le topologie point-to-point
o a maglia, non lo ` e nella topologia ad anello.
Figura 3: Topologia Ethernet su anello - diagramma logico
Diversamente da SONET, Ethernet non permette di sfruttare i vantaggi di una
topologia ad anello per implementare un meccanismo di protezione rapido. Gene-
ralmente Ethernet conta sul protocollo spanning tree per eliminare tutti i loop da
una rete commutata. Anche se il protocollo spanning tree pu` o essere utilizzato per
ottenere la ridondanza del percorso, esso recupera in maniera relativamente lenta
un’interruzionediﬁbradatocheilmeccanismodirecoveryrichiedelapropagazio-
ne seriale della condizione di failure a ciascun nodo soprastante. L’aggregazione
dilink(802.1ad)pu` ofornireunasoluzionediafﬁdabilit` aalivellodicollegamento,
ma ` e relativamente lenta (∼500ms contro ∼50ms) e non appropriata per fornire
una protezione a livello di percorso.
Ethernet ` e anche poco adatta per l’implementazione di adeguate politiche glo-
bali per condividere l’ampiezza di banda dell’anello. Gli switch Ethernet possono
8fornire una corretta gestione a livello link, ma ci` o non si traduce necessariamente
o facilmente in un’adeguata gestione a livello globale. Come descritto in dettaglio
successivamente, un metodo pi` u semplice ed efﬁciente deriva dal trarre vantaggio
dalla topologia ad anello per creare un’adeguata politica globale.
4 L’architettura Resilient Packet Ring
Come abbiamo visto, n´ e SONET n´ e Ethernet sono ideali per la gestione di trafﬁco
dati su una rete ad anello. SONET trae vantaggio dalla topologia ad anello, ma
non gestisce in maniera efﬁciente il trafﬁco dati, sprecando ampiezza di banda
dell’anello. Ethernet, anche se naturalmente adatta per il trafﬁco dati, ` e di fatto
difﬁcile da implementare su un anello e non ne sfrutta al meglio le capacit` a.
Resilient Packet Ring ` e un’architettura e tecnologia di rete emergente proget-
tata per soddisfare i requisiti di una rete metropolitana a pacchetto. Differente-
mente dalle architetture correnti basate su switch Ethernet o ADM2 SONET, RPR
affronta il problema del collo di bottiglia della MAN con un approccio pulito.
Negli ultimi anni si sono diffusi anelli in ﬁbra nella maggior parte delle aree
metropolitane. La sﬁda consiste nello sfruttare la capacit` a latente disponibile in
questi anelli in ﬁbra per ricavarne quanti pi` u servizi possibili.
Questo problema della gestione efﬁcace di una risorsa condivisa (in questo
caso l’anello in ﬁbra ` e la risorsa che deve essere condivisa da migliaia di uten-
ti in un’area metropolitana) ` e risolto in maniera pi` u efﬁciente al livello MAC
dello stack dei protocolli. RPR (IEEE 802.17) sar` a un nuovo protocollo MAC
progettato per reti metropolitane ad anello in ﬁbra ottica.
Con la creazione di un protocollo MAC per reti ad anello, RPR tenta di trovare
una soluzione radicale al problema dei colli di bottiglia di una MAN. Altre solu-
zioni tentano di apportare cambiamenti implementali ai prodotti esistenti ma non
affrontano il problema di base e sono quindi inefﬁcienti. N´ e gli ADM SONET
n´ e gli switch Ethernet affrontano la necessit` a di uno strato MAC progettato per
l’ambiente MAN. SONET impiega tecniche Layer 1 (connessioni point-to-point)
per gestire la capacit` a su un anello. Gli switch Ethernet si basano sul bridging
Ethernet o sul routing IP per la gestione dell’ampiezza di banda. Conseguente-
2Add-drop multiplexer
9mente, la rete ` e o sottoutilizzata nel caso di SONET o non deterministica nel caso
di switch Ethernet.
5 Le caratteristiche di RPR
RPR ha parecchie caratteristiche uniche che ne fanno una piattaforma ideale per
l’erogazione dei servizi dati in reti metropolitane.
5.1 L’architettura a pacchetto ADM
E’ interessante confrontare l’architettura a pacchetto ADM dei dispositivi RPR
con l’architettura a commutazione di pacchetto degli switch Ethernet. Come mo-
strato in 4, una rete metropolitana realizzata con switch Ethernet consiste di nodi
connessi da collegamenti point-to-point. Il trafﬁco di rete viene accodato e sche-
dulato ad ogni nodo intermedio tra il sorgente e la destinazione: questo crea pro-
blemi di scalabilit` a. Ciascun nodo ora deve processare trafﬁco che proviene dalla
rete alla velocit` a della linea. La tecnologia di elaborazione dei pacchetti in ciascun
nodo deve essere in grado di gestire le velocit` a pi` u basse di 1 Gbps o 2.5 Gbps;
ma quando la rete scala a 10 Gbps e oltre, quest’approccio fallisce.
5.2 La versatilit` a dello strato ﬁsico
Lo standard RPR crea solo un nuovo protocollo MAC progettato per le topologie
ad anello; questo ha il vantaggio di lasciare aperto il Layer 1. Quindi, le topo-
logie Packet Ring saranno compatibili con gli standard al livello ﬁsico Ethernet,
SONET, DWDM.
I dispositivi RPR d’altro canto implementano il concetto di un percorso di
transito. In ciascun nodo, il trafﬁco che non ` e destinato al nodo semplicemente
lo attraversa; esso non viene accodato e schedulato. Come mostrato in 5, l’entit` a
MAC su ciascun nodo esegue tre funzioni “add” per l’inserimento del trafﬁco
utente dal nodo, “drop” o rimozione del trafﬁco destinato ad un utente sul nodo e
“pass”otrasferimentodirettodeltrafﬁcoditransitodaunlinkdireteadunaltro. Il
percorso di transito viene effettivamente a far parte del mezzo di trasmissione e fa
comportare l’anello RPR come un mezzo continuo condiviso da tutti i nodi RPR.
10Figura 4: Switch Ethernet connessi da link point-to-point accodano e schedulano
il trafﬁco in ciascun nodo
Poich` e un nodo ADM a pacchetto non elabora il trafﬁco di transito, l’architettura
ADMapacchettopu` oscalarepi` ufacilmenteversopi` ualtevelocit` aditrasmissione
dati.
Il vantaggio basilare di un Packet Ring ` e che ciascun nodo pu` o assumere che
un pacchetto inviato sull’anello raggiunger` a alla ﬁne il suo nodo di destinazio-
ne indipendentemente dal percorso effettuato sull’anello. Poich` e i nodi sanno di
essere su un anello, solo tre azioni base di manipolazione di pacchetti sono ne-
cessarie: inserimento (aggiunta di un pacchetto nell’anello), inoltro (invio di un
pacchetto al nodo successivo) e rimozione (eliminazione del pacchetto dall’anel-
lo). Ci` o riduce la quantit` a di lavoro individuale che i nodi devono effettuare per
comunicare tra di loro, specialmente se confrontato con reti magliate dove ciascun
nodo deve prendere una decisione di inoltro su quale porta di uscita utilizzare per
ciascun pacchetto.
5.3 Resilienza
Un Packet Ring possiede il vantaggio di una resilienza naturale. Nel caso Ether-
net, questo pu` o essere ottenuto utilizzando un protocollo spanning tree. Questo
meccanismo di recupero ` e relativamente lento; il ﬁle-over dell’anello ` e spesso de-
scritto come “autocompensazione” o “recovery automatico”. In pratica, i sistemi
di trasporto ad anello hanno raggiunto in maniera afﬁdabile periodi di ﬁle-over
11Figura 5: I dispositivi RPR agiscono come ADM a pacchetto connessi ad un
mezzo condiviso
12Figura 6: Un Packet Ring bidirezionale
inferiori a 50ms. Un protocollo Packet Ring pu` o iniziare un “ring wrap” nei no-
di vicini all’interruzione (vedi 7) o un reinoltro dei pacchetti facendo ridirigere i
pacchetti al nodo emittente. In entrambi i casi, il trafﬁco pu` o raggiungere la desti-
nazione originaria attraversando l’anello nella direzione opposta nel caso di una
interruzione nella ﬁbra.
5.4 Equidistribuzione della banda
I Packet Ring hanno anche un intrinseco vantaggio per l’implementazione di algo-
ritmi di equidistribuzione per regolare l’uso dell’ampiezza di banda. L’ampiezza
di banda dell’anello ` e una risorsa condivisa ed ` e vulnerabile ed ` e soggetta ad ec-
cessidapartedeisingoliutentionodidellarete. Unalgoritmodiequidistribuzione
(fairness) ` e un meccanismo che d` a a ciascun utente sull’anello un’equa porzione
dell’ampiezza di banda disponibile, idealmente senza obbligo di fornire un circui-
to. Un algoritmo di equidistribuzione a livello di anello pu` o e dovrebbe allocare
l’ampiezza di banda come una risorsa globale. Le politiche di ampiezza di banda
che possono consentirne il massimo utilizzo tra due nodi qualsiasi in assenza di
13Figura 7: Recovery da un’interruzione della ﬁbra
congestione possono essere implementate senza la rigidit` a di un sistema a circuito
ﬁsso come SONET ma con maggior efﬁcacia rispetto a Ethernet point-to-point.
SONET inoltre implememnta circuiti point-to-point che assegnano e riservano
una porzione ﬁssa di ampiezza di banda per ciascuna connessione, ma il proble-
ma ` e la mancanza di ﬂessibilit` a. L’aggiunta o la sottrazione di ampiezza di ban-
da richiede una conﬁgurazione manuale di nuovi circuiti e la disponibilit` a di tali
circuiti spreca ampiezza di banda.
In una rete con i modelli di trafﬁco dinamicamente variabili (tipico di alcune
reti Packet), l’unica strada per ottimizzare l’utilizzo della rete senza scartare il
trafﬁco ` e avere un meccanismo di ritorno sviluppato nella rete. Il meccanismo
di feedback informa le sorgenti di trafﬁco della capacit` a disponibile sulla rete, in
modo che possano adattare la velocit` a a cui esse immettono trafﬁco sulla rete.
L’entit` a MAC su ciascun nodo, controlla l’utilizzo dei collegamenti pi` u vicini,
e rende tali informazioni disponibili a tutti i nodi dell’anello. Ogni nodo pu` o
allora introdurre pi` u dati o rallentare. Questo uso efﬁciente della larghezza di
banda permette agli anelli RPR di scalare oltre il 95% della loro capacit` a totale.
14Gli switch Ethernet o gli ADM SONET non hanno alcuna capacit` a di ampiez-
za di banda e non possono quindi massimizzare l’utilizzo della rete.
Figura 8: Equidistribuzione globale dell’ampiezza di banda.
Nella catena di switch a sinistra possiamo osservare che il nodo D ` e
vulnerabile alle tipologie di utilizzo della banda dei nodi A,B e C. Gli
switch Ethernet tipicamente assegnano banda di uscita equamente tra
tutte le porte di ingresso. Se ciascun nodo ad esempio tenta di inviare
2 Gbps di trafﬁco verso Internet tra le 8:00 e le 12:00, il nodo A
potr` a inviare 1 Gbps, il nodo B potr` a inviare 500 Mbps e i nodi C
e D potranno inviare solamente 250 Mbps ciascuno. Al crescere del
numero di nodi della catena la diseguaglianza di banda tra gli switch
Ethernet per i nodi inferiori della catena diviene sempre pi` u evidente.
Una soluzione ` e quella di implementare limiti di banda a livello di
link su ciascun nodo: per es., il trafﬁco in ingresso a ciascuno swit-
ch potrebbe essere limitato a 500 Mbps. Ma politiche che limitino
la velocit` a a livello di link non si traducono in una equidistribuzione
globale e creano problemi di fornitura ed efﬁcienza per il trafﬁco dati
best effort simili ai circuiti SONET: se alle 4:00 nessun altro sta uti-
lizzando banda, non ` e necessario limitare il trafﬁco del nodo D a 500
Mbps.
15NelPacketRingadestra, ` emoltopi` ufacileimplementareuna“global
fairness policy”, poich` e il Packet Ring implementa tali politiche al
livello dell’intero anello e non dei singoli collegamenti. Il service
provider pu` o impostare regole che governano la velocit` a alla quale i
pacchetti vengono inoltrati dai nodi sopra o sottostanti in relazione ai
pacchetti originati dal nodo. In tal modo se la banda dell’anello non
` e utilizzata, il nodo D ` e libero di emettere quanti pachetti desidera.
D’altro canto se i nodi A-C utilizzano ciascuno 100 Mbps, un Packet
Ring pu` o automaticamente limitare la quantit` a di pacchetti per D
controllando la relazione source/forward.
5.5 Broadcast o Trafﬁco Multicast
I Packet Ring si adattano naturalmente al trafﬁco brodcast e multicast. Come in
precedenza esposto in dettaglio, per il trafﬁco unicast i nodi di un Packet Ring
in genere possono scegliere di rimuovere o inoltrare i pacchetti. Tuttavia, per un
multicast i nodi possono semplicemente ricevere il pacchetto e inoltrarlo ﬁnch` e il
nodo sorgente rimuove il pacchetto. Ci` o rende possibile effettuare il multicast o il
broadcast di un pacchetto inviandone una sola copia sull’anello.
Figura 9: SONET rispetto al Multicast Packet Ring.
16Inquestoesempio, IlnodosorgenteSdesideratrasmettereinbrodcast
un pacchetto ai nodi di destinazione D1–D4. Usando una rete POS,
S deve replicare il pacchetto e spedirne una copia separata a cia-
scun circuito attivato. In un Packet Ring, il nodo sorgente S trasmette
semplicemente un singolo pacchetto sull’anello che viene a sua volta
ricevuto da ciascuno dei nodi D e rispedito. Il Packet Ring, in questo
esempio, usa un quarto dell’ampiezza di banda come l’anello SONET
per lo stesso multicast
5.6 Fornitura di servizi sempliﬁcati
Un frequente reclamo degli utenti di servizi dati ` e che i carrier ritardano troppo la
fornitura dei servizi. Tempi di attivazione dell’ordine da sei settimane a sei mesi
per i servizi DS1 e DS3 sono abbastanza frequenti, con i servizi OC3 e superiori
con tempi di attivazione anche maggiori.
Unasigniﬁcativapartediquestoritardonell’attivazionedelserviziopu` oessere
attribuita alla sottostante infrastruttura SONET e al suo modello a circuito. La
creazione di un circuito end-to-end pu` o comportare pi` u fasi. Primo, l’operatore di
rete identiﬁca i punti ﬁnali ﬁsici del circuito per il sistema di gestione. L’operatore
deve quindi conﬁgurare ciascun nodo all’interno dell’anello per tutte le necessarie
connessioni pass-trough e add-drop: tale operazione ` e lunga e laboriosa.
I moderni sistemi SONET automatizzano alcuni dei suddetti passi, ma l’ope-
ratore di rete deve ancora ingegnerizzare manualmente il trafﬁco per ottimizzare
l’utilizzo di banda sull’anello. L’operatore deve essere a conoscenza della topolo-
gia di rete, della distribuzione di trafﬁco sull’anello e della banda disponibile su
ciascun collegamento attraversato dal circuito.
La fornitura di servizi su una rete di switch Ethernet ` e leggermente migliore
poich´ e essi non necessitano di circuiti attraverso ciascun nodo. La fornitura, co-
munque, avviene ancora un nodo alla volta. In aggiunta, se i fornitori desiderano
erogare SLA sulla rete, l’operatore deve ancora ingegnerizzare manualmente il
trafﬁco.
Un sistema RPR, invece, offre un modello di servizi estremamente sempliﬁ-
cato. In un sistema RPR, l’anello funziona come un mezzo condiviso: tutti i nodi
sull’anello condividono l’ampiezza di banda del Packet Ring. A ciascun nodo ` e
17visibile la capacit` a disponibile sull’anello; fornire un nuovo servizio ` e quindi di
gran lunga pi` u semplice. Non vi ` e alcuna necessit` a di pianiﬁcare la capacit` a, di
ingegenerizzare e di effettuare la fornitura nodo per nodo e collegamento per col-
legamento. L’operatore di rete identiﬁca semplicemente un ﬂusso di trafﬁco e ne
speciﬁca la qualit` a del servizio attraverso l’anello.
6 Applicazione dei Packet Ring
I Packet Ring soddisfano la necessit` a di molti tipi di servizi nell’area metropo-
litana. Un Packet Ring ` e utile l` a dove necessita il trasporto dati su un anello in
ﬁbra.
Esaminiamo prima una soluzione di accesso/aggregazione metropolitana che
potrebbe essere usata da un fornitore di servizi o, in forma modiﬁcata, da un car-
rier broadband/ADSL. Tali carrier hanno la tipica necessit` a di fornire servizi di
trasporto dati preferibilmente senza l’overead SONET. La tecnologia Packet Ring
si adatta perfettamente a queste necessit` a.
Figura 10: Una soluzione Packet Ring di accesso/aggregazione metro.
18In questa soluzione, un singolo Packet Ring serve le necessit` a di pi` u ediﬁci
in un’area metropolitana (in ﬁg.10 sono illustrati solo tre ediﬁci, ma in pratica
un singolo anello sar` a capace di supportare dozzine di nodi). Questa soluzione
possiede parecchie interessanti caratteristiche:
1. Il Resilient Packet Ring al centro di questa soluzione consentir` a al fornitore
l’erogazione di ampiezza di banda realmente protetta agli utenti ﬁnali, con
una promessa di fail-over <50 ms.
2. Gli algoritmi di fairness interni al Resilient Packet Ring eviteranno che un
qualsiasi nodo dell’anello possa “bloccare” gli altri nodi o imporre ritardi
eccessivi.
3. Dispositivi RPR di forma contenuta signiﬁcheranno apparecchiature facil-
mente installabili negli esistenti spazi gi` a conﬁgurati; in generale, piccoli
dispositivi comporteranno anche una soluzione Packet Ring meno costosa.
4. La soluzione illustrata dimostra una salutare integrazione delle tecnologie
Ethernet e Packet Ring. Ethernet ` e utilizzata qui per l’accesso e l’upplink,
sia a 10/100 Mbps (nodo B) che Gigabit (nodo C) e 10 Gigabit (nodo A).
7 Lo standard Packet Ring nell’IEEE 802.17
Il gruppo di lavoro IEEE 802.17 RPR ha sviluppato uno standard che deﬁnisce un
protocollo di accesso Resilient Packet Ring da utilizzare nelle reti locali, metro-
politane e geograﬁche. Il gruppo di lavoro 802.17 ` e stato istituito nel dicembre
2000; oltre 200 persone provenienti da pi` u di 90 compagnie vi hanno partecipato.
Alcuni degli obiettivi del gruppo di lavoro 802.17 erano:
1. supporto per la topologia “dual counter rotating ring”;
2. piena compatibilit` a con le architetture IEEE 802, 802.1D, 802.1Q e 802.1f;
3. meccanismo di protezione con fail-over inferiore a 50ms;
4. possibilit` a di rimozione dei pacchetti alla destinazione;
5. adozione dell’esistente mezzo a livello ﬁsico per evitare rischi tecnici.
19L’alleanza RPR supporta lo sforzo 802.17, ed ` e costituita da un gruppo di
compagnie che cooperano per la promozione dello standard Resilient Pachet Ring
e l’interoperabilit` a multi-vendor.
8 Considerazioni ﬁnali
Con tutti i confronti fatti tra switch Ethernet e ADM SONET, si potrebbe crede-
re che lo standard RPR intenda competere con due tecnologie ben consolidate e
testate da tempo. In realt` a RPR ` e complementare sia a SONET che a Ethernet.
Entrambe sono eccellenti tecnologie Layer 1: mentre SONET ` e stata progettata
come una tecnologia Layer 1, Ethernet (attraverso le sue varie incarnazioni) si ` e
trasformata dall’architettura di rete a bus condiviso CSMA/CD ad una architettura
di rete commutata full duplex, point-to-point. La maggior parte delle innovazioni
in Ethernet si sono concentrate sul suo strato ﬁsico, con l’aumento della velocit` a
alla quale opera. Lo strato MAC ` e rimasto sostanzialmente immutato ed ` e prati-
camente irrilevante; la porzione dello strato MAC che continua a prosperare ` e il
formato del Frame MAC.
RPR ` e un protocollo MAC e opera al Layer 2 dello stack OSI. RPR per pro-
getto ignora il Layer 1, il che signiﬁca che pu` o “girare” sia su SONET che su
Ethernet. RPR consente di costruire reti metropolitane pi` u scalabili ed efﬁcienti
mediante gli strati ﬁsici SONET o Ethernet.
Gli anelli in ﬁbra sono estremamente comuni nell’ambiente metropolitano ed
anche in altri ambienti di rete. E’ maturo il tempo per una tecnologia di trasporto
che da un lato tragga il massimo del potenziale dalle reti ad anello e che sia an-
che facile da integrare con le attuali tecnologie Ethernet e SONET. Il MAC RPR
insieme al livello ﬁsico Ethernet o SONET offre un approccio standardizzato alla
realizzazione di reti metropolitane altamente efﬁcienti.
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