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We investigate the dependence of the escape rate on the position of a hole placed in uniformly
hyperbolic systems admitting a finite Markov partition. We derive an exact periodic orbit formula
for finite size Markov holes which differs from other periodic expansions in the literature and can
account for additional distortion to maps with piecewise constant expansion rate. Using asymptotic
expansions in powers of hole size we show that for systems conjugate to the binary shift, the average
escape rate is always larger than the expectation based on the hole size. Moreover, we show that in
the small hole limit the difference between the two decays like a known constant times the square of
the hole size. Finally, we relate this problem to the random choice of hole positions and we discuss
possible extensions of our results to non-Markov holes as well as applications to leaky dynamical
networks.
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In deterministic chaotic systems, the probabil-
ity that a particle does not escape through some
pre-specified leaking region or hole decays expo-
nentially with time. One feature of this problem
that has received recent attention is that even if
the escape rate is of the order of the hole size
it exhibits strong fluctuations depending on the
hole’s position. In this paper we compare the typ-
ical escape rate obtained through two different
procedures of introducing the holes in the setting
of uniformly hyperbolic maps. In the first case, a
small hole is placed at random in a specific loca-
tion of the phase space and so the expected escape
rate is the average over all possible hole positions.
In the second case, the random choice of hole po-
sition is performed independently at each time
step and trajectory. This leads to a commonly
used estimate for the average escape rate and
corresponds also to the physical picture that the
map is partially leaking in the whole phase space.
While both these averages are equal in the limit of
small holes, we show analytically (and confirm nu-
merically) that for small but finite sized Markov
holes in systems conjugate to the binary shift, the
former is greater than the latter and so escape is
faster than expected.
I. INTRODUCTION
In recent years physical problems and mathematical
results have motivated a renewed interest in the problem
of placing holes through which trajectories can leak out
from otherwise closed chaotic dynamical systems [1, 2]
(for a recent review see Ref. [3]). The non-trivial aspect
of this problem is that the properties of the open system
depend sensitively on the position of the hole [4–12]. For
instance, in Fig. 1 we show the escape rate γi (i.e. the
exponential rate of decay of smooth initial conditions) of
the fully chaotic one-dimensional doubling map for dif-
ferent positions i = 0 . . . 2n − 1 for holes of size h = 2−n
and n = 6. In the limit of small holes sizes h → 0, it
is well known that for any position (apart from a zero
measure set) γ/h→ 1. The most natural (and naive) ap-
proximation to finite (but small) holes assumes that the
(conditionally invariant) density [13] remains uniform in-
side the open system and therefore
γ¯ = − ln(1− h) = h+ 1
2
h2 +O(h3). (1)
The expectation γ¯ appears as horizontal lines in Fig. 1
and correctly predicts the order of magnitude of the es-
cape rate. The most striking deviation from this general
feature are the deep minima, which are located at the
positions of the lowest order periodic orbits [4]. Consid-
ering a sequence of holes shrinking to a ℘-periodic point
of the open doubling map, Ref. [8] shows rigorously that
the escape rate is to first order given by
γ˜ = h(1− 2−℘) + o(h). (2)
Observing this estimation in Fig. 1 we see that it provides
an improvement over the naive estimation of Eq. (1) with
γ˜ < γ¯, and correctly captures some of the fluctuations in
γi for finite size holes.
In this paper we argue that there are many additional
interesting features in the position dependence of γi,
apart from the minima, and require one to go beyond
Eq. (2). To see this, consider the average escape rate
〈γ〉 = 2−n∑2n−1i=0 γi over the 2n equally spaced hole po-
sitions (which correspond also to the expected γi if i is
chosen randomly). From Eq. (2) we could expect that
periodic orbits typically reduce the escape rate and there-
fore 〈γ〉 would be smaller than γ¯. In this paper we will
show that for the doubling map and for a large class of
fully chaotic Markov systems the opposite is true and
〈γ〉 ≥ γ¯. (3)
We will show that inequality can be obtained through
an asymptotic expansion to second order in hole size h
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2FIG. 1: (Color online) The escape rate γ of the open dou-
bling map is plotted as a function of position for holes of size
h = 2−n and n = 6 centered at ih+ h/2 for i = 0, . . . , 2n − 1.
The true values are indicated by the black full curve, the first
order approximation of Eq. (2) by the blue squares, while
the red dots correspond to the second order approximations
calculated in Eqs. (21) and (22). The width of each tower pro-
duced by the black full curve equals the size of the holes. The
horizontal green line indicates the naive estimate of Eq. (1).
of an exact periodic orbit formula (see Eq. (12) below).
As seen in Fig. 1, this expansion provides a much better
estimation of the true values of γi and can account for
the many local maxima for which γi/h > 1.
Our paper is structured as follows: In Sec. II we intro-
duce the formal definitions and background information
needed for our calculations. In Sec. III we present the
main results for the doubling map, including the new
periodic orbit formula and the demonstration of the in-
equality in Eq. (3). In Sec. IV we extend these results
to other uniformly hyperbolic systems admitting a finite
Markov partition including the two dimensional baker
map. In Sec. V we discuss the case of skewed maps and
show how the inequality can be generalized or even bro-
ken. Finally, in Sec. VI we conclude and discuss the gen-
erality of our results, possible extensions to Non-Markov
holes and applications to other research areas such as
leaky dynamical networks.
II. FORMALITIES AND BACKGROUND
MOTIVATION
We consider the function ρ(x, n) describing the den-
sity of representative points in phase space M at time
step n which evolves under the action of a deterministic
closed map f :M→M. The evolution of ρ(x, n) can be
understood best in the language of operators such that
ρ(x, n) = Lnρ(x, 0), where L is the Perron-Frobenius
operator associated with f [14]. Thus, the normalized
invariant density ρ(x) of f is the eigenfunction related
to the largest (in modulus) eigenvalue of L. In Ulam’s
method [15], L is approximated by an N × N trans-
fer matrix T with elements corresponding to the transi-
tion probabilities between the N -partitioned phase space.
There has been much work in recent years involving the
convergence rates of Ulam’s method [16] as N →∞ as it
can be used as a basis for rigorous computations [17]. For
piecewise linear maps admitting a finite Markov partition
such as the maps considered here, the leading eigenfunc-
tion is piecewise constant, and so the treatment using a
finite matrix is exact [14]. Thus, such maps are called
Markov maps.
In general, a closed map can be opened by choosing any
subset of its phase spaceM as a hole through which tra-
jectories can escape never to return. For Markov maps,
it is natural to consider the ith element of the Markov
partition as the hole Hi ⊂ M. Here, we denote fˆ as
the open map corresponding to f . At each iterate j of
fˆ , a proportion of mass νj may be lost to Hi and there-
fore fˆ : M \ Hi → M. Typically, in strongly chaotic
maps (e.g. with exponential decay of correlations), the
proportion of mass remaining in the system decays expo-
nentially with n such that the escape rate
γ = lim
n→∞−
1
n
lnP (n), (4)
is well defined. Here, P (n) =
∏n
j=1(1 − νj) is called the
survival probability. The leading eigenfunction of the
open Perron-Frobenius operator Lˆ associated with fˆ is
now the conditionally invariant density ρc(x) (see also
Ref. [13]) such that Lˆnρc(x) = e−γnρc(x), and the es-
cape rate can be obtained from the leading eigenvalue
λ < 1 of Lˆ through the relation γ = − lnλ (see also
Refs. [18]). For Markov maps, ρc(x) is again piecewise
constant and so one looks at the leading eigenvalue of the
finite matrix Ti ≡ Lˆ, where the subscript i ∈ [0, N − 1]
characterizes the position of Hi and is simply a zero-
valued (i + 1)th column. Note that the matrices T and
Ti are non-negative and hence by the Perron-Frobenius
theorem have a real positive eigenvalue (the Perron root)
which is greater or equal in absolute value than all other
eigenvalues. Moreover, they are sparse and hence one can
utilize preconditioned iterative solvers for fast computa-
tions.
For the greater part of this paper we will use the
one dimensional doubling map f(x) = 2x (mod 1) as
our paradigm example and later generalize the results
to other systems. We choose the doubling map as it is
uniformly expanding and has invariant density ρ(x) = 1
on the unit interval, thus making it amenable to analysis
with the methods we employ. In particular, there is a
close correspondence between the binary representation
of a point x = 0.a1a2a3 . . .2, and the symbolic dynamics
for the partition {[0, 1/2), [1/2, 1]}, modulo minor details
to do with dyadic rationals (i.e. fractions with denom-
inator a power of 2), a zero measure set. Hence, with
the partition In = {In,i}2
n−1
i=0 where In,i = [i, i + 1]2
−n
for n > 0 and i ∈ [0, 2n − 1], one can consider the open
doubling map fˆ with a Markov hole Hi = In,i of size
3h = |Hi| = 2−n with respect to the relevant invariant
measure of the closed map f (in this case Lebesgue).
The leading eigenfunction of the corresponding 2n × 2n
transfer matrix Ti is piecewise constant on these intervals
and so the leading eigenvalue can be calculated exactly
as the root of a finite polynomial, or numerically to ar-
bitrary precision.
It originally came as a surprise when the escape rate of
uniformly hyperbolic systems was shown to be strongly
dependent on the position of Hi, allowing for the possibil-
ity of escape through some holes to be as fast as through
holes which are twice as big [4]. Similar results were also
observed in two dimensional billiard models [19] (for a
recent review see Ref. [20]). This striking observation
(amongst others) was originally proved in Ref. [8] for fi-
nite size holes in a large class of hyperbolic maps, later
generalized and applied to the context of metastability in
Ref. [6], and that of diffusion in Ref. [10]. Significantly,
for the open doubling map Eq. (2) suggests that the lo-
cal escape rate for each hole is lim
h→0
γi/h = 1− 2−℘, and
since the number of aperiodic points (i.e. irrational num-
bers) is of full measure, almost every point in [0, 1] has
a local escape rate equal to 1 [8]. Indeed, Eq. (2) which
neglects the many local maxima where γi/h > 1 (see Fig.
1) would wrongfully suggest that the γ = h limit is ap-
proached from below since every finite sized hole contains
a periodic orbit of finite period. It was however noted in
[8] that γi/h > 1 can occur when the shortest periodic or-
bit contained in a finite sized hole Hi is maximal among
all other possible holes of equal size. Based on this obser-
vation, we will show here that for many holes and indeed
for the average 〈γ〉, the γ = h limit is in fact approached
from above.
A commonly used and very useful estimate for γ is
given by γ¯ as in Eq. (1), which is what Ref. [5] refers
to as the “naive” estimate since it is equivalent to a bi-
nomial estimate for recurrence times in a purely random
process and also to the escape rate in the presence of
strong noise [21]. Interestingly, a connection can also
be made with random maps. We briefly recall that a
random map is a discrete time process in which one of
N maps is selected at random and applied separately at
each time step [22]. Thus, in the spirit of Ref. [23], one
can define an average transfer matrix for open Markov
maps as T¯ =
∑N−1
i=0 qiTi, with probability weights qi.
The corresponding average escape rate is calculated from
the leading eigenvalue of T¯ . For the open doubling map
(where N = 2n), if all but one qi are equal to zero, then
we are in the situation described previously with the es-
cape rate being strongly position dependent. If however
all transfer matrices are equally probable to occur then
all qi = 2
−n, and T¯ = (1−2−n)T where T is the transfer
matrix for the closed system. This case corresponds to
partial leakage (reflection coefficient equals to 1−h) uni-
form in the phase space and so the escape rate γ¯ equals
that of Eq. (1) with h = 2−n since T is measure preserv-
ing and so has largest eigenvalue equal to 1.
We are interested in the following natural question:
If a Markov hole is chosen at random, what escape rate
should one expect? or equivalently, What is the average
of the curve shown in Fig. 1? We thus define this average
for a Markov map with N possible hole positions as
〈γ〉 =
N−1∑
i=0
hiγi. (5)
For the doubling map, all hi = 2
−n and therefore 〈γ〉 is
just an arithmetic mean. In the limit of large n we have
that 〈γ〉 converges to the size of the hole in agreement
with both Eqs. (1) and (2). It is the intention of this
paper however to show that for a large class of Markov
maps this limit is actually approached from above rather
than below. We do this by first deriving an exact peri-
odic orbit formula for Markov maps (Sec. III A) which
we then asymptotically expand to second order in hole
size (Sec. III B). We then take the arithmetic mean of all
2n escape rates and obtain an asymptotic expansion of
〈γ〉 (Sec. III C) leading to the inequality (3) for n > 1.
Thus the escape rate is typically faster than the expected
naive estimate γ¯.
III. MAIN RESULTS
A. Periodic orbit formula for Markov maps
As discussed above, the leading eigenvalue λ for the
open doubling map is given by the solution of a polyno-
mial equation, the characteristic equation of the transfer
matrix Ti. To make progress we need an explicit expres-
sion for this polynomial. While this has been discussed
in a number of contexts, the form in which we express
this, a new periodic orbit formula, is of interest in its own
right.
Historically, this problem has been considered from the
point of view of the waiting time distribution for finding a
given fixed sequence S of n symbols in a sequence S built
drawing an independent identically distributed random
variable, which has practical applications in computer
search algorithms and DNA sequence analysis. While
similar expressions were stated as early as 1966 [24], the
most convenient starting point is Thm 2.1 of Ref. [25]
which gives (using our notation) the following recursion
relation for the probability wt of stopping after exactly
t ≥ n symbols:
wt = 2
−n − 2−n
t−n∑
p=n
wp −
t−1∑
p=t−n+1
wp2
−(t−p)χp+n−t,
(6)
where χr is one if the first and last r symbols of S are
identical, otherwise zero.
Since S is constructed from independent random
events (e.g. a toss of coin), we expect wt to decay
exponentially for large t and therefore we assume that
4wt = cλ
t(1 + o(t−α)) for any power α > 0. This as-
sumption also reflects the exponentially decaying survival
probability of strongly chaotic maps (cf. Eq. (4)) where
the mixing property of the dynamics causes the system
to ‘forget’ its initial state and therefore P (n) decays as a
Poisson process. Moreover, since the wt are probabilities
they sum to one. Thus, by the use of the formula for a
geometric series, the first two terms on the RHS become
2−n
(
1−
t−n∑
p=n
wp
)
= 2−n
∞∑
p=t−n+1
wp
=
(2λ)−n
1− λ cλ
t+1(1 + o(t−α)).
(7)
Substituting this into Eq. (6), writing J = t − p in last
sum on the RHS of Eq. (6) and relabeling J as p, dividing
everything by cλt and then taking the limit t → ∞ we
arrive at an exact formula
1 =
λ
1− λ (2λ)
−n −
n−1∑
p=1
(2λ)−pχn−p. (8)
We now connect this problem to the characteristic
equation of the transfer matrix Ti (not restricted to the
Ti of the doubling map). First we notice that for each
hole indexed by i = 0 . . . 2n − 1, there is a fixed point of
the map fn. We then interpret the symbolic sequence
Si of the periodic orbit associated to this fixed point as
the symbolic sequence of the hole Hi. Significantly, in
the case of the doubling map, Si is precisely the n-digit
binary representation of the hole index i. Next we no-
tice that χn−p used above indicates exactly the number
(zero or one) of periodic points of length p in the interval
Hi = In,i. Thus Eq. (8) can be written as
1 =
λ
1− λ (2λ)
−n −
n−1∑
p=1
∑
x:fp(x)=x
x∈Hi
(2λ)−p. (9)
For the doubling map with Markov holes Hi, all of
size h = 2−n, Eq. (9) is exactly equal to the characteris-
tic equation of Ti multiplied by hλ/(λ − 1), and can be
rearranged and expressed as
(λ− 1)
2nλn−1 + ∑
p∈P
(2n−pλn−p−1)
+ 1 = 0, (10)
where P ⊂ [1, n − 1] is the set of periods p < n for
periodic points in Hi. We shall use this expression in the
next subsection in order to obtain improved asymptotics
in hole size formulas for the escape rate.
A more compact and perhaps elegant version of ex-
pression (9) can be obtained by noting that each period
p ≥ n has exactly 2p−n periodic points in the interval Hi
irrespective of the value of i. Thus we have a geometric
series
∞∑
p=n
∑
x:fp(x)=x
x∈Hi
(z/2)p =
∞∑
p=n
2p−n(z/2)p =
(z/2)n
1− z , (11)
which converges for |z| < 1 and has an analytic continua-
tion at all complex z 6= 1. We combine Eq. (11) with the
finite sum of short periodic orbits in Eq. (9) to construct
a function
Zi(z) = 1 +
∞∑
p=1
∑
x:fp(x)=x
x∈Hi
(z/2)p
(12)
which can likewise be uniquely defined for all z 6= 1 by
analytic continuation. Thus we come to our first main
result: For the doubling map with a Markov hole Hi, we
have that Zi(λ
−1) = 0.
Note that Eq. (12) differs from other periodic expan-
sions in the literature [26, 27] in that it enumerates pe-
riodic points in the hole rather than periodic orbits that
avoid it (see also [5]), the sum is over all periodic points
at all periods, and it is always divergent (i.e. requires
analytic continuation for its definition). As with simi-
lar number-theoretic and dynamical zeta functions (see
also Ref. [27]), it has the paradoxical property that the
(correctly interpreted) sum of a positive divergent series
is zero. The derivation naturally generalizes to Markov
maps with more than two full branches, including where
each branch has a different expansion factor (i.e. skewed
maps); here the factor 2−p is replaced by the expan-
sion factor of the relevant periodic orbit. We emphasize
that this periodic orbit formula is exact, and applies to
Markov holes of all sizes.
B. Small hole asymptotics
We now expand the escape rate in powers of the hole
size h; as can be seen from a similar calculation [28] this
can be useful whether or not the function is smooth. As
in Ref. [28] we need to allow the coefficients to con-
tain polynomial functions of n = | log2 h|. We write
γ = γ(1)h + γ(2)h2 + . . ., so that the small hole ex-
pansion for the corresponding eigenvalue is of the form
λ = 1 − λ(1)h − λ(2)h2 up to second order such that
γ(1) = λ(1) and γ(2) = (λ(2) + (λ(1))2/2). Substituting
these into Eq. (10) we obtain
5∑
p∈P0
[(
1− (n− p− 1)λ(1)h−
(
(n− p− 1)λ(2) − (n− p− 1)(n− p− 2)
2
(λ(1))2
)
h2 − . . .
)
× 2n−p
(
−λ(1)h− λ(2)h2 − . . .
)]
+ 1 = 0,
(13)
where P0 = P ∪ {0}. Collecting terms of order h0 = 1
and h1 = 2−n gives
γ(1) =
∑
p∈P0
2−p
−1 , (14)
γ(2) =
∑
p∈P0(n− p− 1/2)2−p(∑
p∈P0 2
−p
)3 , (15)
respectively. The expansion can be performed nicely to
arbitrary order.
We now make the important observation, that each
Markov hole may be one of two types. Type A holes con-
tain a single primitive periodic orbit of period ℘ ∈ [1, n/2]
which is repeated up to n− 1, and may also contain pe-
riodic orbits with periods p ∈ (n/2, n−1] which are non-
repeats of ℘. Typically, type A holes are associated with
escape rates γi . h due to the short periodic orbits. Type
B holes contain none or many primitive periodic orbits
of periods p ∈ (n/2, n− 1] and usually have escape rates
γi & h. In particular, the maximal escape rates appear
in type B holes and the number of such holes is given
by the integer sequence [29] A003000 which refers to the
number of “bifix-free” words of length n over a two-letter
alphabet and increases like ∼ 0.2678 × 2n. We call the
sets of type A and B holes A,B ⊂ [1, 2n] respectively
such that |A| + |B| = 2n. This simple classification of
holes turns out to efficiently capture the fluctuations of
γi and is therefore key in calculating the average given
by Eq. (5). We will now treat each case separately.
1. Type A holes
As there is only a single primitive periodic orbit of
period ℘ ≤ n/2, the sums in (14) and (15) must count
repeats of this orbit up to n− 1, that is
∑
p∈P
2−p =
m∑
i=1
2−i℘ +
∑
p:℘-p
p∈P
2−p
= 2−℘
1− 2−m℘
1− 2−℘ +
∑
p:℘-p
p∈P
2−p,
(16)
where ℘ = min(P) ≤ n/2 and m = bn−1℘ c ≥ 1. Substi-
tuting back into (14) we obtain that
γ(1) = 1− 2−℘ + 2−(m+1)℘ −
∑
p:℘-p
p∈P
2−p . . .
(17)
Notice that the leading order term is equal to Eq. (2)
since the sum in (17) is at most of order ∼ 2−n/2.
We now consider the numerator of γ(2) in (15). We
have that∑
p∈P0
(
n− p− 1
2
)
2−p
=
m∑
i=0
(
n− ℘i− 1
2
)
2−℘i +
∑
p:℘-p
p∈P
(
n− p− 1
2
)
2−p
=
n− 1/2
1− 2−℘ −
℘2−℘
(1− 2−℘)2 +
∑
p:℘-p
p∈P
(
n− p− 1
2
)
2−p . . .
(18)
Approximating the denominator of γ(2) by (1− 2−℘)−3,
ignoring the sum (which is of higher order) and combin-
ing with (18), we obtain that
γ(2) =
(
n− 1
2
)
(1− 2−℘)2 − ℘2−℘(1− 2−℘) + . . .
(19)
2. Type B holes
As there may be many primitive periodic orbits of
length p > n/2 we expand Eq. (14) in a binomial series
to get
γ(1) =
1 + ∑
p∈P
2−p
−1
= 1−
∑
p∈P
2−p +
∑
p∈P
2−p
2 − . . . .
(20)
For γ(2) it is sufficient to keep only the leading order term
given by p = 0 such that γ(2) = n− 1/2.
63. Comparison with true escape rate
We define γi as the escape rate corresponding to hole
Hi = In,i such that we have the following approximations
for type A holes
γi∈A =
(
1− 2−℘ + 2−(m+1)℘ −
∑
p:℘-p
p∈P
2−p
)
h
+
[
(n− 1
2
)(1− 2−℘)2 − ℘2−℘(1− 2−℘)
]
h2 + o(h2),
(21)
and for type B holes
γi∈B =
1−∑
p∈P
2−p
h+ [n− 1
2
]
h2 + o(h2). (22)
Fig. 1 shows a comparison of Eq. (2) and Eqs. (21) and
(22) against the true values of γ for n = 6, 7. It is clear
that the improved asymptotics now successfully capture
both local maxima and minima of the escape rate.
C. The average escape rate
Equipped with Eqs. (21) and (22) we can now take
the arithmetic mean of all γi’s to obtain an asymptotic
approximation to 〈γ〉. To do this we need to know the
number of periodic points a(℘) in [0, 1] with primitive
orbit lengths ℘ ≥ 1. For the doubling map f , we have
that a(℘) = 2, 2, 6, 12, 30, 54, . . . which exactly equals the
number of aperiodic binary strings of length ℘ and is
given by the integer sequence A027375 described by the
formula[29]
a(℘) =
∑
d|℘
µ(d)2℘/d, (23)
where µ(d) here is the number theoretic Mo¨bius function.
Hence, there are |A| = ∑n/2℘=1 a(℘) type A holes and |B| =
2n − |A| type B holes.
We first sum over the escape rates of type A holes. For
this it is sufficient to keep just the leading order term of
γi∈A = (1− 2−℘)h. We have that
∑
i∈A
γi =
(
|A| −
n/2∑
℘=1
a(℘)2−℘
)
h
=
(
|A| −
n/2∑
d=1
n/(2d)∑
j=1
µ(d)2j(1−d)
)
h
=
(
|A| −
⌊n
2
⌋
+
n/2∑
d=2
µ(d)
2−k(d−1) − 1
1− 2d−1
)
h
=
(
|A| −
⌊n
2
⌋
+
[
2−bn/4c +
2−2bn/6c
3
+ . . .
]
+
n/2∑
d=2
−µ(d)
1− 2d−1
)
h,
(24)
where we have set ℘ = jd and k = bn/(2d)c in order to
exchange the order of the sums in the second equality and
bxc is the integer part of x (floor function). Therefore,
(24) converges exponentially to∑
i∈A
γi =
(
|A| −
⌊n
2
⌋
+ κ
)
h, (25)
where κ =
∑n/2
d=2
−µ(d)
1−2d−1 ≈ 1.382714 for n 1.
We now sum over the escape rates of type B holes.
Here it is necessary to keep terms up to second order in
h. We have that
∑
i∈B
γi =
∑
i∈B
(1−∑
p∈P
2−p
)
h+
(
n− 1
2
)
h2

=
(
|B| −
n−1∑
p=bn/2c+1
a(p)2−p
)
h+
(
n− 1
2
)
|B|h2
=
(
|B| −
(⌈n
2
⌉
− 1
)
−
[
2−bn/4c − . . .
])
h
+
(
n− 1
2
)
|B|h2.
(26)
Therefore, (26) converges exponentially to
∑
i∈B
γi =
(
|B|+
⌊n
2
⌋
+
1
2
)
h, (27)
since |B| ∼ 2n − 2n2+1 for n 1.
Using (25) and (27) we may now calculate the average
(mean) escape rate
〈γ〉 = 2−n
2n−1∑
i=0
γi = 2
−n
(∑
i∈A
γi +
∑
i∈B
γi
)
= 2−n +
(
κ+
1
2
)
2−2n + . . . .
(28)
7FIG. 2: (Color online) The difference between 〈γ〉 and γ¯ was
computed numerically using long double (19 digit) precision
for n ≤ 20 (blue dots). The red dashed line is given by the
prediction 〈γ〉 − γ¯ = κ2−2n.
Note that the terms proportional to n have exactly can-
celled between the A and B contributions, thus the log-
arithmic terms suggested by the results of [28] do not
appear, at least to this order.
Since κ > 0, the above calculations show that for small
but finite Markov holes, γ¯ ≤ 〈γ〉 with equality only in
the limit of n → ∞. The difference between the two is
〈γ〉 − γ¯ = κ2−2n and is shown in Fig. 2 on a log-linear
scale. Even if the derivation of Eq. (28) does not provide
a rigorous proof of inequality (3) – we have not prop-
erly bound Eqs. (21) and (22) – the excellent numerical
agreement for n > 3 observed in Fig. 2 strongly suggests
that fluctuations due to higher order terms are negligible
and that (3) is true for Markov holes of all sizes.
We now briefly summarize the results presented in this
section. We first obtained a periodic orbit formula (12)
for the leading eigenvalue λ of the open transfer matrix Ti
of uniformly hyperbolic maps admitting a finite Markov
partition. Using the doubling map as our main example
we have divided all holes into two distinct groups which
correspond to escape rates typically greater or smaller
than the expected naive estimate (1), and also obtained
improved asymptotic formulas for them (see Eqs. (21)
and (22)) to second order in hole size. Taking the arith-
metic mean of all different escape rates, we attained an
asymptotic expansion for 〈γ〉, thus analytically showing
that escape in the binary shift is faster than expected (see
Eq. (3)) for finite size holes. We now consider generaliza-
tions of these results to other open dynamical systems.
IV. GENERALIZATIONS AND EXTENSIONS
TO OTHER MAPS
A. Linear expanding maps
The above results can be easily generalized for linear
expanding maps on the interval with uniform invariant
densities of the form x 7→ sx (mod 1), s ∈ Z and |s| > 1.
This can be done by using |s| instead of 2 in Eq. (10), and
expanding λ in terms of the size of the new Markov holes
h = |s|−n. We remark that maps with s < 0 have been
recently used in the context of polygonal billiards with
(non-conservative) “pinball” type dynamics to rigorously
prove hyperbolicity [30]. More specifically, the case of
s = −2 corresponds to the so called “slap” map of an
equilateral triangle billiard.
B. Tent map
The tent map
f(x) = 1− 2
∣∣∣∣x− 12
∣∣∣∣ , for x ∈ [0, 1] (29)
stretches [0, 1] to twice its original length and then folds
it in half back onto [0, 1]. Although the map has a uni-
form invariant density, the dynamics no longer commutes
with the symmetry x→ 1− x. Nevertheless, our results
also apply here since the tent map is a metric conjugacy
onto the left shift symbolic space and so shares the same
binary symbolic dynamics and hierarchy of periodic se-
quences as the doubling map.
C. Baker map
The two dimensional baker map
f(x, y) =
{
(2x, y/2), for 0 ≤ x < 1/2,
(2− 2x, 1− y/2), for 1/2 ≤ x < 1, (30)
is area preserving with respect to Lebesgue (i.e. ρ(x, y) =
1), and is a two-dimensional analog of the tent map. The
unit square is squeezed uniformly two times in the verti-
cal y direction and stretched in the horizontal x direction.
It is then cut in half, and the right half is folded over and
placed on top of the left half. It is thus topologically con-
jugate to the Smale horseshoe map. Note that if the right
half is not folded over, but simply placed (un-rotated) on
top the map would be analogous to the doubling map.
Unlike all previously mentioned maps however the baker
map is invertible and so can mimic chaotic dynamics in
Hamiltonian systems. The quantum version of the map
has been used to explore the classical to quantum corre-
spondence in the semiclassical limit [31], and to study the
emergence of fractal Weyl laws in the quantum theory of
open systems [32].
As with linearly expanding maps, the binary represen-
tations of points x and y in [0, 1]2 have a close corre-
spondence with the symbolic dynamics for the partition
{[0, 1/2), [1/2, 1]} × {[0, 1/2), [1/2, 1]}. Therefore, unlike
toral automorphisms (including for example Arnold’s cat
map), the Baker map shares the same hierarchy of peri-
odic sequences as the doubling map. Moreover, the eigen-
functions of Ln are piecewise constant on the rectangles
8FIG. 3: (Color online) Plot of γk for the baker map (30) for Markov holes h = |Im,n,i,j | for m = n− 1 and n = 2, 3, 4 and 5.
The colors have been scaled in each case so that the minimum and maximum escape rates are represented by black and white
boxes respectively (see color scale on the right).
given by
Im,n,i,j =
[
i
2m
,
i+ 1
2m
]
×
[
j
2n
,
j + 1
2n
]
, (31)
for i ∈ [0, 2m − 1], j ∈ [0, 2n − 1], and n,m ∈ N+. The
map is Markov and thus the evolution of densities can be
exactly described by a 2n+m × 2n+m transfer matrix T .
The baker map is opened by choosing a Markov hole
Hi,j = Im,n,i,j of size h = 2
−(n+m) and setting the kth
column of T equal to zero and denoting the open transfer
matrix as Tk. Fig. 3 shows the variation of γk as a
function of position for m = n − 1 and n = 2, 3, 4, and
5. Since the leading eigenvalue of Tk is a solution to
Eq. (12), the small hole asymptotic formulas (21) and
(22) of section 4.3 hold. Moreover, for n 1 we have that
〈γ〉−γ¯ = κ2−2(m+n). We have confirmed this numerically
(not shown here) for n ≤ 10.
D. Logistic map
There also exist examples with nonlinear dynamical
equations and non-uniform invariant densities for which
the above results hold. One such example is the logistic
map
f(x) = 4x(1− x), for x ∈ [0, 1] (32)
with a partition of the interval given by
In,i =
[
sin2
(
ipi
2n+1
)
, sin2
(
(i+ 1)pi
2n+1
)]
, (33)
for i = 0 . . . 2n − 1, and holes Hi = In,i. This is
because the logistic map and the tent map are met-
rically conjugate through the nonlinear transformation
y = sin2 (pix/2). The average escape rate is given by
Eq. (5) with N = 2n and hi = 2
−n since the invariant
density of the (closed) logistic map is ρ(x) = 1
pi
√
x(1−x) .
FIG. 4: Escape rate as a function of hole position for Markov
holes Hi of different sizes hi for n = 4 (blue) and n = 5 (red,
dashed) for the skewed map Eq. (34) with u = 3. The holes
are centered at the dots and are of size equal to the corre-
sponding tower widths. The horizontal (black) lines corre-
spond to γ¯1.
V. EXPANDING MAPS WITH DISTORTION
Here we investigate a generalization of the doubling
map (sometimes referred to as the skewed doubling map)
and observe that inequality (3) is reversed for sufficient
skewness. We consider the the one-dimensional map
f(x) =
{
ux, 0 ≤ x < 1/u
v(x− 1/u), 1/u ≤ x ≤ 1, (34)
where v = u/(u − 1), u > 1, and u 6= 2. Map (34)
has a uniform invariant density ρ(x) = 1 on the unit
interval and shares the same binary symbolic dynamics
as the doubling map for the partition {[0, 1/u), [1/u, 1]},
and hence hierarchy of periodic sequences. However, the
map does not have a constant piecewise expansion rate
and its Lyapunov exponent is given by 1u lnu+
1
v ln v.
The natural Markov partition of [0, 1] under the dy-
namics of f is composed of intervals of variable lengths
|In,i| ∈ {u−(n−l)v−l
∣∣l ∈ [0, n]} with binomial occur-
9FIG. 5: (Color online) A comparison between the average
escape rate 〈γ〉 and the three naive estimates (γ¯1, γ¯2, γ¯3) as a
function of u. The difference between the averages is plotted
for n = 2, 3, and 4, corresponding to the full, dashed and
dotted lines respectively. Notice that for γ¯2 and γ¯3, inequality
(3) can be broken.
rences. Hence the corresponding Markov holes Hi are
not all of the same size and so f is not a Fair Dice-Like
(FDL) hyperbolic system [33]. The escape rates for the
case of u = 3 are plotted in Fig. 4 for n = 4, 5. Notice
that there is only one minimal escape rate at H0.
The generalization of Eq. (2) for skewed maps (includ-
ing skewed tent maps) is given by [6]
γ˜ = hi
(
1− Λ−1x
)
+ o(hi), (35)
where Λx =
d
dxf
n(x) is the stability eigenvalue of the
periodic orbit starting from x ∈ Hi, and is infinite if the
orbit of x is aperiodic. Hence, the stability of a peri-
odic orbit depends not only on its period but also on its
symbolic sequence. This implies that while the periodic
orbit formula of Eq. (12) can be naturally generalized to
the current setting by replacing 2p by Λx, the results of
Sec III B need to be reformulated in terms of stability
orderings [34] rather than just the period lengths.
For open skewed maps, one also needs to reconsider
the “naive” estimate (1), as there now may exist sev-
eral possible candidates. We concentrate on the fol-
lowing three: (i) Clearly, the average hole size is 2−n
(independently of u) and so a first candidate is simply
γ¯1 = − ln(1 − 2−n). (ii) Assuming that the condition-
ally invariant density remains constant inside the open
system, we obtain a second estimate which we denote as
γ¯2 = −
∑2n−1
i=0 hi ln(1−hi) = u−2n(u− 2u+ 2)n + . . . for
n  1, where we have used the fact that there are (nl)
holes of size u−(n−l)v−l. (iii) A third and not so naive es-
timate for the expected escape rate can be obtained from
the random map setting, discussed in Sec. II, by looking
at the leading eigenvalue of T¯ =
∑2n−1
i=0 hiTi. For the
case of n = 2 this can be expressed in closed form as
γ¯3 = − ln
(
3(u− 1) +√(u− 1)(4u2 − 7u+ 7)
2u2
)
. (36)
Note that estimates γ¯1, γ¯2 and γ¯3 are smooth functions of
u and for u = 2 are equal to the original naive estimate
(1). Furthermore, we remark that the three estimates
described above, contain increasingly more information
about the system at hand with γ¯1 considering only the
number of possible holes, γ¯2 also considering the variation
in hole sizes, and finally γ¯3 also capturing some of the
dynamics through the average transfer matrix T¯ .
A comparison between the exact value of 〈γ〉 obtained
numerically from (5) and the three candidate “naive” es-
timates is shown in Fig. 5 as a function of u for n = 2, 3,
and 4. From the figure, it is clearly seen that the inequal-
ity is satisfied for case (i) entailing γ¯1 ≤ 〈γ〉 but not for
cases (ii) and (iii) such that γ¯2,3 > 〈γ〉 for sufficient dis-
tortion, i.e. when u/v  1 or u/v  1. In contrast, the
inequality in case (i) is strengthened with added distor-
tion. Therefore, the benchmark for comparison with 〈γ〉
may be of equal importance as the underlying dynamics
of the map considered; it might be interesting to investi-
gate these further. An alternative naive estimate would
be to consider holes of constant size, i.e. non-Markov
holes.
We briefly discuss the kinks observed in Fig. 5. For suf-
ficiently large u, the eigenvalue associated with the fixed
point at 1 (equal to 1/v), increases until it is equal to
the eigenvalue associated with the whole repeller in the
rest of the dynamics. This degeneracy can only occur
for holes which can break the transitivity of the dynam-
ics and hence cause competing escape rates, in this case
crossing over at the parameter value u = n. By symme-
try, the same occurs at u = nn−1 (i.e v = n). A similar
effect was observed for the hyperbolic stadium billiard
[9] with two holes corresponding to a source and a sink
which can be placed in such a way as to produce asym-
metric transport. In both cases, the presence of the hole
renders the dynamics non-transitive.
VI. DISCUSSION AND CONCLUSIONS
In this paper we have studied the dependence of the
escape rate in uniformly hyperbolic dynamical systems
on the location of Markov holes, with focus on the “typ-
ical” escape rate. We have analytically derived an exact
periodic orbit formula which provides the escape rate as
a function of the periodic orbits inside the hole. Using
an asymptotic expansion to second order in the hole size
we obtained an expression for the average escape rate 〈γ〉
which is larger than the expectation γ¯ from the size of
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FIG. 6: (Color online) Top: The escape rate γxh for a hole
of size h = 2−n for n = 4 (top curve) and n = 5 (bottom
curve) centered at xh ∈ [h/2, 1 − h/2] (red jagged curve) is
compared with the escape rate γi through 2
n Markov holes
(blue line connecting dots). The horizontal distance between
two dots is equal to h. Bottom: Plot of |γxh − γi| for a hole
of size h = 2−5. The discrete values of γi seem to capture the
main character of γxh , modulo fluctuations of order h
2 lnh.
the hole h alone, a surprising result in view of the fact
that short periodic orbits typically lead to escape rates
less than γ¯. We have shown however that the sheer num-
ber of holes with γi > h, in contrast to the much fewer
but much more pronounced holes with γi < h, is what
effectively causes the inequality 〈γ〉 ≥ γ¯, with equality
only in the limit h→ 0. Our results were illustrated and
complemented with an exact numerical analysis and are
valid for systems conjugate to the binary shift (e.g. lin-
early expanding maps, tent map, logistic map, and baker
map).
An important question is the generality of these results
to different classes of systems. In this regard, the skewed
map discussed in Sec. V shows that when the Markov
partitions have different sizes, there are different possible
generalizations of the naive estimate γ¯ and that our main
inequality 〈γ〉 ≥ γ¯ holds only in one of the cases. We
have also performed numerical simulations in the chaotic
diamond billiard, which is beyond the class of systems
investigated here as there is no finite Markov partition of
the phase space. Our observations (not shown) indicate
that if the hole is placed along the border of the billiard
the inverse inequality i.e. 〈γ〉 ≤ γ¯ appears to hold for all
hole sizes. In general, it is an interesting open problem to
verify in which classes of systems the inequality (or the
reversed inequality) holds systematically for all (small)
holes sizes.
Another assumption in our analysis which asks for gen-
eralization is the choice of the holes to coincide with the
Markov partitions of the maps. It is thus natural to con-
sider the doubling map with a non-Markov hole of size
h = 2−n centered at any point xh ∈ [h/2, 1−h/2]. When
xh is varied smoothly, the escape rate γxh becomes a
highly non-smooth function which in the limit of h → 0
contains a dense set of maxima and minima; a fractal
function [28]. For small but finite holes however, γxh is
expected to have many locally constant intervals. This
happens because for open chaotic systems, the largest
invariant set that never reaches the hole is a locally con-
stant function of the hole size, shape and position [11].
In Fig. 6 we have confirmed this picture for the doubling
map by varying continuously the position of a hole of
size h = 2n (we expect similar results also for hole sizes
h 6= 2n). Moreover, we observe that γxh is well described
by the discrete γi’s corresponding to the 2
n Markov holes,
modulo fluctuations which appear to be of order h2 lnh.
We stress however that these fluctuations appear unre-
lated to the h2 lnh terms predicted in the asymptotic
expansions of Ref. [28] since Fig. 6 compares the exact
escape rate γxh with the one through its nearest Markov
hole. Interestingly, we have observed numerically (not
shown) that our basic inequality (3) remains valid if the
average 〈γ〉 is computed using the continuum of possi-
ble hole positions (instead of only those at the Markov
partitions). Altogether, these results suggest that the
Markov holes form a rigid “Markov skeleton” of the full
curve and can be considered representative of the more
elaborate problem.
Finally, it is worth comparing our results to different
approaches. In Ref. [10] it was shown analytically that
the average diffusion coefficient, calculated over different
hole positions in a related dynamical system, is exactly
equal to the size of the holes h. In contrast, our re-
sults show that the escape rate is always larger than h.
Ref. [35] made the insightful suggestion to interpret the
transfer matrix T of our Markov maps as the adjacency
matrix (also called the connection matrix) of a network
(or weighted directional graph). In this analogy, making
a hole in the phase space M is equivalent to consider
one of the N network vertices to be a “sink” (not able
to transmit information) [7, 35, 36]. Our results show
that, for the strongly connected networks corresponding
to Markov maps, the random choice of a sink leads to
a loss of information per unit time which decays typi-
cally faster than the expected e−1/N . It is also worth
noting that, beyond the interpretation mentioned in the
first paragraph of this paper, there are many different
alternative approaches to random leaks such as the ran-
domly perturbed metastable interval maps considered in
Ref. [37].
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