In this paper, we consider a class of neutral type fuzzy cellular neural networks with time-varying delays and D operator on time scales. Based on inequality analysis techniques on time scales and a fixed point theorem and the theory of calculus on time scales, we obtain the existence and global exponential stability of anti-periodic solutions for this class of the networks. Finally, a numerical example is given to illustrate the feasibility of our results.
Introduction
So far, there are two basic cellular neural networks (CNNs) structures being proposed. The first one is traditional CNNs ( [4, 5] ). The second one is fuzzy cellular neural networks (FCNNs) ( [17, 18] ). Unlike the first structure, FCNNs has fuzzy logic between its template and input and/or output besides the sum of product operations, which allows us to combine the low of fuzzy systems. FCNNs is very useful paradigm for image processing problems, which is a cornerstone in image processing and pattern recognition. In recent years, various interesting results on the dynamical behaviors of FCNNs with delays have been reported [1, 2, 6, 7, 10-16, 19, 20, 22, 23] .
On the other hand, according to the theory of functional differential equations, neutral type CNNs with D operator may have more realistic significance than non-operator-based ones in many practical applications of neural networks' dynamics. However, among the existing results about the dynamics of FCNNs, most of them did not consider the effect of neutral type delays. So, the dynamics of neutral type FCNNs with D operator should be further studied. Moreover, although the signal transmission process of neural networks can often be regarded as an anti-periodic process, in particular, voltage transmission process of CNNs have an anti-periodic process, the periodic dynamics of neural networks models with D operator has been extensively investigated (see [2, 15, 19] and the references cited therein), the antiperiodic one remains less touched.
In addition, it is well-known that both continuous time and discrete time neural networks are very important in implementation and applications. But, few results are available for discrete time FCNNs which are more convenient for numerical simulations than the continuous ones. Besides, in fact, studying neural networks can unify the continuous time case and the discrete time case ( [3, 8] ). However, to the best of our knowledge, there is no published paper considering the anti-periodic solutions for FCNNs with time-varying delays and D operator on time scales. Therefore, it is very important in theories and applications and also is a very challenging problem.
Motivated by the above statement, in this paper, we are concerned with the following neutral type FCNNs with time-varying delays and D operator on time scales
where T is a translation invariant time scale, n is the number of neurons in layers, x i (t) denotes the activations of the i-th neuron at time t, a i represents the rate with which the i-th neuron will reset its potential to the resting state in isolation when they are disconnected from the network and the external inputs at time t, α ij , β ij , T ij and S ij are the elements of fuzzy feedback MIN template, fuzzy feedback MAX template, fuzzy feed forward MIN template and fuzzy feed forward MAX template, respectively, b ij and d ij are the elements of feedback template and feed forward template, , denote the fuzzy AND and fuzzy OR operations, respectively, f j and g j are the activation functions, σ i (t), τ ij (t), η ij (t) and ξ ij (t) are transmission delays at time t and satisfy t − σ i (t) ∈ T, t − τ ij (t) ∈ T, t − η ij (t) ∈ T and t − ξ ij (t) ∈ T for t ∈ T, I i denotes the input of the i-th neuron at time t, i, j = 1, 2, · · · , n.
The initial conditions associated with system (1.1) are of the form
Throughout this paper, we denote
This paper is organized as follows. In Section 2, we introduce some definitions and preliminary lemmas. In Section 3, we derive some sufficient conditions for the existence and global exponential stability of anti-periodic solutions of (1.1). In Section 4, we give an example to demonstrate the feasibility of our results. This paper ends with a brief conclusion in Section 5.
Preliminaries
In this section, we shall recall some basic definitions, lemmas which are used in what follows. A time scale T is an arbitrary nonempty closed subset of the real numbers, the forward and backward jump operators σ, ρ : T → T and the forward graininess µ : T → R + are defined, respectively, by σ(t) := inf{s ∈ T : s > t}, ρ(t) := sup{s ∈ T : s < t} and µ(t) = σ(t) − t. A point t is said to be left-dense if t > inf T and ρ(t) = t, right-dense if t < sup T and σ(t) = t, left-scattered if ρ(t) < t and right-scattered if σ(t) > t.
A function f : T → R is right-dense continuous or rd-continuous provided it is continuous at rightdense points in T and its left-sided limits exist (finite) at left-dense points in T. If f is continuous at each right-dense point and each left-dense point, then f is said to be a continuous function on T.
A function p : T → R is called regressive provided 1 + µ(t)p(t) = 0 for all t ∈ T k . The set of all regressive and rd-continuous functions p : T → R will be denoted by R = R(T) = R(T, R). We define the set R + = R + (T, R) = {p ∈ R : 1 + µ(t)p(t) > 0, ∀t ∈ T}.
Lemma 2.1 ([16] ). Suppose x and y are two states of system (1.1). Then we have
Definition 2.2 ([9]). A time scale T is called a translation invariant time scale if
Π := {τ ∈ R : t ± τ ∈ T, ∀t ∈ T} = {0}. Definition 2.3. Let T = R be a translation invariant time scale with p = inf{τ ∈ Π} > 0. We say that the function f : T → R is periodic with period ω, if there exists a natural number n such that ω = np, f(t + ω) = f(t) for all t ∈ T and ω is the smallest number such that f(t + ω) = f(t) and we say that the function f : T → R is anti-periodic with period ω, if there exists a natural number n such that ω = np, f(t + ω) = −f(t) for all t ∈ T and ω is the smallest number such that f(t + ω) = −f(t).
If T = R, we say that f is periodic with period ω > 0 if ω is the smallest positive number such that f(t + ω) = f(t) for all t ∈ T and we say that f is periodic with period ω > 0 if ω is the smallest positive number such that f(t + ω) = −f(t) for all t ∈ T.
Lemma 2.4 ([21]
). Let T be a translation invariant time scale and h ∈ Π. Then
(ii) µ(t + h) = µ(t) = σ(t − h), for every t ∈ T.
Main results
In this section, we will state and prove the sufficient conditions for the existence and global exponential stability of anti-periodic solutions of (1.1).
and L be a constant satisfying L ϕ 0 X . Throughout this paper, we assume that the following conditions hold:
hold. Then, system (1.1) has an anti-periodic solution in
For any ϕ ∈ X * , we consider the following anti-periodic system:
where
For φ ∈ X, we have
Define an operator as follows:
First we show that for any ϕ ∈ X * , Φϕ ∈ X * . From Lemma 2.1, for i = 1, 2, · · · , n, we have
e −a i (t, σ(s))∆s a
which implies that Φϕ ∈ X * . Next, we show that Φ : X * → X * is a contraction operator. In fact, for any
Because ρ < 1, so Φ is a contraction mapping. By the Banach's fixed point theorem, it follows that Φ has a fixed point x * = (x * 1 , x * 2 , · · · , x * n ) T ∈ X * such that
, and
is an anti-periodic solution of system (1.1). This completes the proof.
Theorem 3.2. Assume that (H 1 )-(H 3 )
hold, then system (1.1) has a unique anti-periodic solution that is globally exponentially stable.
Proof. From Theorem 3.1, we see that system (1.1) has an anti-periodic solution
T is an arbitrary solution of system (1.1) with initial value ψ(s) = (ψ 1 (s), ψ 2 (s), · · · , ψ n (s)) T and 
Let ε > 0 and M > 1. Clearly,
and
We claim that
Contrarily, there exist a t 1 ∈ (t 0 , +∞) T and some i ∈ {1, 2, · · · , n} such that
Therefore, there must exist a constant c 1 such that
Moreover,
for all ζ t, t < t 1 , which implies that
we obtain
Thus, M > 1, (3.1), (3.2), (3.5) and (3.6) imply that
which contradicts the first equation of (3.4). Therefore, (3.3) holds. Letting ε → 0 + , we get
Hence, the anti-periodic solution of system (1.1) is globally exponentially stable and the uniqueness follows from the stability. The proof is complete.
Remark 3.3. From the conditions of Theorems 3.1 and 3.2, it is easy to see that both the continuous time case and the discrete time case of FCNNs (1.1) have the same anti-periodic dynamics.
An example
In this section, we give an example to illustrate the feasibility and effectiveness of our results obtained in Section 3.
Example 4.1. In (1.1), let n = 2, and the coefficients are taken as follows: σ 1 (t) = | cos t|, σ 2 (t) = | sin t|, τ 11 (t) = 2| cos t|, τ 12 (t) = | cos t|, τ 21 (t) = 3| sin t|, τ 22 (t) = 5| cos t|, η 11 (t) = 2| cos t|, η 12 (t) = | sin t|, η 21 (t) = | sin t|, η 22 (t) = 2| sin t|,
Obviously, conditions (H 1 ) and (H 2 ) are verified. By simple calculation, we have 
so condition (H 3 ) is also satisfied. Therefore, according to Theorems 3.1 and 3.2, system (1.1) has a unique 2π-antiperiodic solution that is globally exponentially stable (see Figures 1-4) . 
Conclusion
In this paper, we have investigated the FCNNs with mixed time-varying delays and D operators on time scales. By using the Banach's fixed point theorem and the theory of calculus on time scales, we obtain some sufficient conditions for the existence and exponential stability of anti-periodic solutions for FCNNs. An example has been given to demonstrate the effectiveness of our results. The method of this paper can be applied to study other neural networks with D operators on times scales.
