This work gives results on the interplay of the spectra of two Jacobi operators corresponding to an infinite mass-spring system and a modification of it obtained by changing one mass and one spring of the system. It is shown that the system can be recovered from these two spectra. Necessary and sufficient conditions for two sequences to be the spectra of the mass-spring system and the perturbed one are provided.
Introduction
Inverse spectral problems are concerned with the quest of information determining an operator from its spectral data. These problems have various applications in physics and other sciences. Usually, we do not possess all the information that defines the operator modeling a certain physical system, however it is possible to measure physical quantities related to the spectrum of the operator and use these data to gain some information about the operator, thence about the system.
The kind of inverse spectral problem studied in the present work is the so called two spectra inverse problem in which one is given the spectra of an operator and a perturbation of it with the goal of recovering the operator from these two spectra. where
In solid state physics, the mass-spring system of Fig. 1 is used as a model of one-dimensional infinite harmonic crystals (see [38, p. 22] ). A finite mass-spring system can be used to study molecular vibrations, where the chemical bounds between atoms (masses) are modeled by springs [34] .
Assuming that the movement of the system takes place within the regime of validity of the Hooke law, one derives a Jacobi operator with entries given by (1.2) from the dynamics equations (cf. [14, 24] for the finite case). If the spectrum of J is discrete, the movement of the system is the superposition of harmonic oscillations whose frequencies are the square root of the eigenvalues' absolute values.
In our two spectra inverse problem, one wants to find the matrix entries corresponding to operator J from the spectra of J and a perturbation of it. The perturbed operator, denoted J n , has (2.5) as its matrix representation and corresponds to the linear semi-infinite mass-spring system given in Fig. 2 .
Figure 2: Perturbed semi-infinite mass-spring system (n ≥ 2)
Inverse spectral problems for Jacobi operators have been amply studied (see for instance [6, 7, 8, 13, 15, 18, 19, 20, 25, 26, 28] for the finite case and [9, 12, 13, 16, 17, 32, 33] for the infinite case). However, inverse spectral problems that involve the kind of perturbation producing J n from J have been treated, to the best of our knowledge, only in the finite case [8, 25, 26] . Yet, this sort of perturbation arises in a natural way from the view point of physics: it corresponds to the modification of one mass and spring constant at any place in the chain. Noteworthily, by solving our inverse problem, we recover the masses and spring constants of the system and the parameters of the perturbation from the knowledge of the natural frequencies of vibration of the original system and the perturbed one. In particular, in the finite case, solving the inverse problem allows measuring micromasses with the help of microcantilevers [35, 36] .
To tackle the inverse problem, we use the characterization of the relative distribution of the spectra of J and J n given in [11] . Here a central role is played by the Green functions of the original and perturbed operators. The Green function is the diagonal entry of the matrix of the resolvent operator at the point corresponding to the place in the chain where the perturbation occurs. Since the Green functions are fundamental for our direct and inverse spectral analysis, we give necessary and sufficient conditions for a meromorphic Herglotz function to be a Green function of a Jacobi operator with discrete spectrum (Proposition 3.7). Direct spectral analysis of the operator and its perturbation gives a point on the real line which is determined by the perturbation parameters and seems to act as an "attractor" for the eigenvalues as they are perturbed. This is relevant for choosing proper enumerations of the set of eigenvalues. An important conclusion of the spectral analysis is Theorem 4.9 on the convergence of the sum of the difference of eigenvalues (cf. [21] ).
Having solved the direct spectral problems, we turn to solving the conditional inverse problem. We determine the input spectral data needed for the reconstruction of the Green function (Proposition 5.4). Moreover, in Theorems 5.6 and 5.7, we characterize the set of Jacobi operators that share the same Green function and the solutions of the two spectra inverse problem. An important ingredient for this result is Proposition 3.3 which is the key to the theory of interior perturbations developed in [13] . Finally, we give necessary and sufficient conditions for two sequences to be the spectra of a Jacobi operator J and its perturbation J n (Theorems 5.9 and 5.10).
This paper is a continuation of recent work on the matter [8, 9, 10, 11] and presents substantial generalizations of previous results. We are now able to manage the situation where the perturbation takes place at any arbitrary interior mass and spring of the system. In the course of obtaining these generalizations, unexpected nuances appeared, so it was necessary to recur to results not needed before and develop new techniques. It is remarkable that in the solution of the concrete problem we have posed, various crucial problems of modern analysis converge: the moment problem, the subtle problem of density of polynomials in L 2 spaces, and various aspects in the theory of functions.
The paper is organized as follows. In the next section, we introduce the Jacobi operators and the finite-rank perturbation performed on them. Some preparatory facts on Jacobi operators and their Weyl m-functions are accounted for in this section. In Section 3, the Green functions are defined and a crucial formula is brought in. Here we state the necessary and sufficient conditions for a meromorphic Herglotz function to be the Green function of an operator with discrete spectrum. In Section 4, the key formula (4.2) is considered and results are given which describe how the eigenvalues of the perturbed operator depend on the perturbation parameters. Section 5 provides necessary and sufficient conditions on two sequences of points to be eigenvalues of an operator J and a perturbation of it. Finally, in the Appendix, we include a result on the representation of Weyl m-functions of Jacobi operators on the basis of a classical result due to M. G. Krein.
Jacobi operators
of complex numbers, consider the second order difference expressions
where q k ∈ R and b k > 0 for any k ∈ N. We remark that (2.1b) can be seen as a boundary condition. Let l 2 (N) be the space of square summable complex sequences. In this Hilbert space, define the operator J 0 whose domain contains only the sequences having a finite number of non-zero elements and is given by J 0 f := Υf . Clearly, the operator J 0 is symmetric and therefore closable, so one can consider the operator J 0 being its closure. It turns out that J 0 is the operator whose matrix representation with respect to the canonical basis 
Let J be a self-adjoint extension of J 0 . Thus, in view of (2.3), the von Neumann extension theory tells us that either J is a proper closed symmetric extension of J 0 or J = J 0 . In the general case, there are various operators J associated with the matrix (2.2) and we referred to them generically as Jacobi operators associated with (2.2). Within the regime of validity of the Hooke law, the Jacobi operator J models the semi-infinite linear mass-spring system of Fig. 1 [9, 11] with (1.2). See [14, 24] for an explanation of the deduction of these formulae in the finite case.
Fix n ∈ N and consider, along with the self-adjoint operator J, the operator
where it has been assumed that b 0 = 0. Clearly, J n is a self-adjoint extension of the operator whose matrix representation with respect to the canonical basis in l 2 (N) is a Jacobi matrix obtained from (2.2) by modifying the entries b n−1 , q n , b n . For instance, if n > 2, J n is a self-adjoint extension (possibly not proper) of the operator whose matrix representation is
Note that J n is obtained from J by a rank-three perturbation when n > 1, and a rank-two perturbation otherwise. The operator J n serves as a model of the perturbed mass spring system of By setting f 1 = 1, a solution of the equations
can be found uniquely by recurrence. This solution, denoted by π(z) = {π k (z)}, is such that π k (z) is a polynomial of degree k−1. Alongside this sequence, define the sequence ξ(z) as the solution of (2.7b) after setting f 1 = 0 and f 2 = b −1
1 . Thus, ξ k (z) is a polynomial of degree k − 2. The elements of the sequence π(z), respectively ξ(z), are referred to as the polynomials of the first, respectively second, kind associated with the matrix (2.2). By comparing (2.1) with (2.7), one concludes that for π(z) to be in ker(J * 0 − zI), it is necessary and sufficient that π(z) be an element of l 2 (N). Of course, π(z) ∈ ker(J − zI), if and only if π(z) ∈ dom(J).
It follows from the definition of the operator J that
This implies that J is simple and δ 1 is a cyclic vector (see [2, Sec. 69] ). Therefore, by defining Remark 2.2. Recall that J is either a proper self-adjoint restriction of J * 0 or J = J 0 depending on the alternative given in (2.3). Thus, for any measure ρ such that all polynomials are a dense linear subset of L 2 (R, ρ), there exists a Jacobi operator J, viz. a canonical self-adjoint extension of the operator whose matrix representation is a Jacobi matrix, such that ρ and J are related by (2.9).
Remark 2.3. Any measure with finite support is the spectral measure of the operator associated with some finite Jacobi matrix.
Definition 2.4. The Weyl m-function is defined as follows
where σ(J) denotes the spectrum of J.
By the map Φ, it immediately follows from this definition that Remark 2.5. For Jacobi operators, the inverse spectral theory is based on the fact that, from the Weyl m-function (or, equivalently, ρ), one uniquely recovers the matrix (2.2) and the boundary condition at infinity that defines the self-adjoint extension if necessary. This is done by means of either the discrete Riccati equation (see [13, 
If (2.2) is the matrix representation of a non-self-adjoint operator, then the condition at infinity may be found by the method exposed in [32, Sec. 2].
Green functions for Jacobi operators
We begin this section by introducing some concepts and laying out the notation.
Let M ⊂ Z and consider a sequence {M n } ∞ n=1 of finite sets containing only consecutive integers and such that
If, for a collection of complex numbers {r k } k∈M , lim n→∞ k∈Mn
for any sequence {M n } ∞ n=1 satisfying i) and ii), then we define k∈M r k := s and say that k∈M r k converges to s. For any finite subset F of M, we also consider
The expressions
It is known that [3, Chap. 7 Eq. 1.39] that for each z ∈ C \ ρ(J) there exists a unique complex number m(z) such that
The notation here corresponds to the fact that the number m(z) is actually the value of the Weyl m-function at z.
. In the Hilbert space F ⊥ n , consider the operator
Similarly, in the space F n−1 , consider
Here, we have used the notation J ↾ G for the restriction of J to the set G, that is, dom(J ↾ G ) = dom(J) ∩ G. The corresponding Weyl m-functions of these operators are
The operator J + n is a self-adjoint extension of the operator whose matrix representation with respect to the basis {δ k } ∞ k=n of the space F ⊥ n is (2.2) with the first n rows and n columns removed. When J 0 is not essentially self-adjoint, J + n has the same boundary conditions at infinity as the operator J. Clearly, the operator J − n lives in an (n − 1)-dimensional space.
Definition 3.2. For any n ∈ N, we use the following notation
and call G(z, n) the n-th Green function of the Jacobi operator J. Observe that
In view of (2.8) and (2.9), one has
Thus, for any n ∈ N, G(·, n) is a Herglotz function. This function is extended analytically to the eigenvalues of J which are zeros of π n since these points are removable singularities. On the basis of the von Neumann expansion for the resolvent (cf. [38, Chap. 6, Sec. 6.1]), one has
one can obtain the following asymptotic formula
as z → ∞ along any curve away from the spectrum. 
where we define m Note that, in the case when J 0 is not essentially self-adjoint, the dependence of G on the choice of the self-adjoint extension is given by the fact that m + n (z) depends on this extension. H 1. Hypothesis: The Jacobi operator J has discrete spectrum, that is,
The essential spectrum σ ess (J), in this case, is the accumulation points of σ(J). Since J n and J differ by a finite-rank perturbation, it follows from the Weyl perturbation theorem that the spectrum of J n is also discrete. For the same reason, J + n has also discrete spectrum. Remark 3.4. If one assumes H 1, then the functions m(z) and G(z, n) are meromorphic. A consequence of being Herglotz and meromorphic, is that these functions have real and simple zeros and poles. Moreover, zeros interlace with poles, that is between two contiguous zeros there is exactly one pole and between two contiguous poles there is only one zero [23, Chap. 7, Thm. 1].
Proposition 3.5. Assume H 1 and let {α k } be the zeros of the Green function G(z, n) for any n ∈ N. Then there are constants
where q n is the n-th element of the main diagonal of (2.2).
Proof. By (3.5), one has 6) where in the last equality we have used (2.12) and the fact that, due to Hypothesis 1, J + n has discrete spectrum. Clearly, the set of the union of the elements of {c k } k∈ M and {d k } n−1 k=1 are the zeros of G(z, n).
Remark 3.6. Since G(z, n) is a Herglotz meromorphic function when H 1 is assumed, the same is true for the function −G(z, n) −1 . Using [23, Chap. 7, Thm. 2], one writes
where a ≥ 0, b is real and η k ≥ 0 for all k ∈ N. Comparing this last equation with the statement of Proposition 3.5 one concludes that
Actually, it follows from (3.5) that for an infinite set of subindices η k = b 
G(z) obeys the asymptotics
when z tends to ∞ along any curve away from a strip containing the real line.
3. There exists a finite set F with card F = n such that all the polynomials are in L 2 (R, ρ) and they are dense in this space, where
Proof. (⇒) Condition 1 follows from (3.3) and (3.4) implies Condition 2. It follows from Propositions 3.3 and 3.5 that
where the infinite sum in the r. h. 
Because of Condition 2, a = 1. Take the set F given in Condition 3 and write
where, due to Theorem 2.1 and Condition 3, 
Direct spectral analysis
We begin this section by defining the function
This function is extended to the points that are removable singularities.
The following formula plays an important role for the comparative spectral analysis of J and J n [11, Lem. 3.1].
where
This formula follows from (3.5).
The following assertion reproduces the one of [11, Cor. 3.2] . This result can be seen by comparing the formula (3.5) for G(z, n) and G(z, n). Proof. The fact that
has been proven in [11, Prop. 3.3] . To prove the converse contention, suppose that λ is in σ(J) ∩ σ( J n ). Then, by [11, Lem. 2.8] , λ is either a zero or a pole of G(z, n). But [11, Lem. 3.5] implies that, if λ = γ, then λ cannot be a pole of G(z, n). The fact that λ is a zero of G(z, n) and an eigenvalue of J yields through [11, 
be the eigenvector of J(θ, h) corresponding to λ k (θ, h) normalized as before (see (2.7)), i. e., δ 1 , π(θ, h) = 1 .
Note that the polynomial π n (θ, h) of degree n − 1 is evaluated at the point λ k (θ, h).
Lemma 4.4. Assume H 1 and consider N 1. For any k ∈ M, θ > 0 and h ∈ R, one has
where we have abbreviated π := π(θ, h) and π n := π n (θ, h).
Proof. Observe that if A, A ′ are symmetric operators with the same domain and Af = λf ,
Proof of a) Since h will remain fixed we do not write the dependence on h. Pick any small real τ . Since the domain of J(θ, h) does not depend on θ, using (4.4), we have, similar to [11, Prop. 3.1],
Let us calculate the inner product of the right hand side of the above equality. Note that
Using the notation π := π(θ), π n := π n (θ),
It follows from (4.5) that
Taking the limit τ → 0 and using Lemma 4.6 and Remark 4.7 we get the proof of a).
Proof of b)
We proceed similarly. Note that 
Therefore,
where since θ remains fixed, we have not written the dependence on θ. Using (4.4), one has
Taking the limit δ → 0 and using Lemma 4.6 and Remark 4.7, we conclude the proof of b)
The following result is well known (see [29, Last Thm. in Sec.135]). Let E n and E be the corresponding spectral families. If I is the interval (µ 1 , µ 2 ) with µ 1 , µ 2 ∈ σ(A), then
We shall need the following result Proof. We prove a), the proof of b) is analogous. From (4.6) we see that
Let I be the interval (µ 1 , µ 2 ) with µ 1 , µ 2 ∈ σ(J(θ)) and such that σ(J(θ)) ∩ I = {λ(θ}. By the definition of π(θ), we have
where k is a constant and E θ is the spectral family of J(θ).
Thus, if τ is small enough, then
It follows from Proposition 4.5 that
Remark 4.7. Recalling that π n (θ, h) is the polynomial of first kind evaluated at λ k (θ, h), one has, for fixed h,
Indeed,
Analogously, for fixed θ,
Lemma 4.8. Assume H 1 and consider N 1. For fixed h ∈ R and n ∈ N,
converges uniformly for θ ∈ [θ 1 , θ 2 ]. Moreover, for fixed θ > 0, it converges uniformly for h ∈ [h 1 , h 2 ], where
is the normalizing constants corresponding to λ k (θ, h).
Proof. We consider the case when h is fixed. The case of θ fixed is analogous. If m is even, the series (4.7) converges pointwise in θ to the momentum s m := δ 1 , J m (θ)δ 1 which is a continuous function of θ since it is the first entry of the matrix associated to J(θ)
m . The terms of the series (4.7) are continuous in θ as follows from Lemma 4.4 and 4.6. Therefore, the series is uniformly convergent in an interval [θ 1 , θ 2 ] (see [39, Sec. 1.31] . If m is odd
whenever |λ k (θ, h)| > 1. Hence, the series (4.7) also converges uniformly in this case for θ ∈ [θ 1 , θ 2 ].
Theorem 4.9. Assume H 1, consider N 1, and abbreviate λ k := λ k (1, 0) and 
Taking a sequence {M m } as before, we get
Using Lemma 4.8, and recalling that π n are polynomials in λ k (θ), we can get the limit inside the integral and we obtain 
In turn, one has
We get the limit inside the integral since the convergence is uniform by Lemma 4.8 and recalling that π n is a polynomial evaluated at λ k (1, h). Therefore
Now, apply the triangle inequality to obtain
The previous result is related to [21, Thm. II] which states that the result holds for some enumeration. Proof. It follows from [11, Cor. 3.1] that the zeros and poles of M k (z) are given by the poles of G(z, k) and G(z, k) respectively. By Definition 3.2 any pole of G(z, k) is an eigenvalue of J. If a pole of G different from γ were an eigenvalue of J n , then a contradiction follows from [11, Lem. 3.2] . Note that, as a consequence of [11, Thm. 3.3] , γ is not a pole of M k (z). We have established that the poles of M k (z) are in σ(J) \ σ( J n ). The converse inclusion follows directly from [11, Lem. 2.2] . By means of [11, Lem. 3.4 and Thm. 3.3] one proof that set of zeros of M k (z) equals σ( J n ) \ σ(J). Lemma 4.11. Let {λ k } k∈M and {µ k } k∈M be sequences such that (4.8) holds.
In turn, this implies
If n is sufficiently large the first term in the r. h. s. is arbitrarily small uniformly in z ∈ B. For large |z|, the second term is also arbitrarily small.
Proposition 4.12. Assume H 1. Fix an arbitrary n ∈ N. Assume that σ(J) \ σ( J n ) = {λ k } k∈M , where the sequence is strictly increasing. Then there is an enumeration of σ(
Proof. Assume that J is not semibounded from above. Let λ k 0 be the eigenvalue nearest to zero. Since G(z, n) is a meromorphic Herglotz function, it follows from Proposition A.1 and Remark A.2 that
where {η k } k∈M are the zeros of G(z, n), C > 0, and
Taking into account Proposition 4.1, one also has from Proposition A.1 and Remark A.2 that
where C > 0 and
Since the enumeration of the sequence {η k } k∈M does not change, we have taken into account that µ k 0 +1 could be zero.
For any values of the perturbative parameters θ and h, the eigenvalue λ k (θ, h) (see the notation introduced before Lemma 4.4) is constrained between η k−1 and η k which do not move as θ and h change (see Proposition 4.1). Therefore the enumeration of the sequence {µ k } k∈M is such that λ k (θ, h) = µ k for any values of the perturbative parameters.
Consider a sequence {M n } ∞ n=1 of subsets of M, such that M n ⊂ M n+1 and
Thus, one writes
On the other hand, according to Lemma 4.11 the second product of the r. h. s. tends to 1 along any curve away from the spectrum. This implies, together with (4.10), that
The proposition is then proven for the case when J is not semibounded from above. The case when J is semibounded from above is treated analogously.
Remark 4.13. There is a simple expression for the quotient of the unperturbed and perturbed masses. Indeed, assume that γ is not a pole of G(z, n). If λ is a common eigenvalue or γ, then (4.2) implies that M n (λ) = θ 2 . Thus, Proposition 4.12 below and 2.6 yields
It is hard to imagine a more direct relation between the eigenvalues and the perturbed mass.
Inverse spectral analysis
Definition 5.1. For any Borel set A, put
where a λ > 0 for any λ ∈ M and M ⊂ R is a discrete infinite set. Assume that the polynomials are dense in L 2 (R, µ). Let
where b λ > 0 for any λ ∈ F , and F and M 0 are finite sets of the same cardinality. Then the polynomials are dense in L 2 (R, µ + ν).
Proof. 
is determinate (see also in [4] Lemma B and the comment before Lemma D). Now, by [27, Thm. 5 (d) and (e)], the measure
is either determinate or indeterminate N-extremal.
Remark 5.3. If the cardinality of M 0 is less than the cardinality of F , then the previous lemma may not be true. In fact, adding just one point mass to the measure µ may destroy the density of the polynomials. For related results see [22] . We thank C. Berg and A. Duran for making this fact clear to us and M. Sodin for pertinent remarks.
Proposition 5.4. Assume H 1. If γ ∈ σ(J), then the sequences σ(J) \ σ( J n ) and σ( J n ) \ σ(J) together with the parameter γ uniquely determine the function G(z, n). If γ ∈ σ(J), then the sequences σ(J) \ σ( J n ) and σ( J n ) \ σ(J) together with the parameters θ and γ uniquely determine the function G(z, n).
Proof. By Proposition 4.12, one constructs the function M n (z). Thus, since γ ∈ σ(J), γ is not a pole of G(z, n) and, then M n (γ) = θ 2 . With the knowledge of γ and θ, one finds G(z, n) from (4.2). For the second assertion we use again Proposition 4.12 to construct M n (z) and then find G(z, n) using (4.2).
Remark 5.5. As it will be clear later (see Theorem 5.9), although the noncommon eigenvalues are sufficient for reconstructing the n-Green function of the Jacobi operator, they are not sufficient for reconstructing the operator itself.
Theorem 5.6. Assume H 1. Let the spectra of J and J n and the parameter γ be given so that γ is not in the spectrum of J.
(1) If the spectra do not intersect, then the data given determine θ uniquely and there are countably many pairs Jacobi operators J, J n with the given spectra.
(2) If the spectra intersect, then the data given determine θ uniquely and there are uncountable many pairs J, J n with the given spectra.
Proof.
(1) As in the proof of Proposition 5.4 one recovers θ and, then, the function G(z, n). By Propositions 3.3 and 3.5, one has
The fact that the spectra do not intersect means that m 
In view of the fact that the null moment of the spectral measure of a Jacobi operator is 1, that is, n , b n−1 , b n , q n has the function G(z, n) as its Green function. We have found as many J's with this Green function as subsets of n − 1 elements from the countably set M. To complete the proof, it remains to show that the spectra of J and J n coincide with the given sequences. From the Green function G(z, n) of J, construct M n by (4.2) . This function coincides with M n obtained from the spectra of J and J n since the Green function is the same with γ given and θ uniquely determined. Therefore, M n and M n have the same poles and zeros which are σ(J) and σ( J n ), respectively.
(2) As in the previous item, the data given allow to find θ and G(z, n), so one has (5.1). Let C ⊂ M such that k ∈ C whenever α k ∈ σ(J) ∩ σ( J n ). By Remark 4.3, card(C) ≤ n − 1. Pick an arbitrary S ⊂ M \ C of n − 1 − card(C) elements and for each k ∈ C choose β k ∈ (0, 1). Thus, it follows from (5.1) that
Using again the fact that the null moment of the spectral measure of a Jacobi operator is 1, one has
The Jacobi operator J given by J + n , J − n , b n−1 , b n , q n has the Green function G(z, n). Note that, for any choice of the set S, there are as many solutions as elements in the interval (0, 1). To conclude the proof, observe that by construction the common eigenvalues of J + n and J − n coincide with σ(J) ∩ σ( J n ). As in (1), we show that M n (z) = M n (z) which implies that the noncommon eigenvalues of J and J coincide the ones of J and J n .
Theorem 5.7. Assume H 1. Let the spectra of J and J n and the parameters θ and h be given. If (σ(J) ∩ σ( J n ) \ {γ} = ∅ and M n (γ) > θ 2 , then there are countably many solutions of the inverse problem. In all other cases when γ is in the spectrum of J, there are uncountably many solutions of the inverse problem.
Proof. If we have θ and h then by (4.3) we get γ and using Proposition 5.4 we recover G(z, n). To prove there are countably many solutions we shall show that there are no common poles of m Remark 5.8. The previous theorem corresponds to [8, Thm. 4] which deals with the case of finite mass-spring systems. In that setting, the analogous of case (1) of Theorem 5.6 yields a finite set of solutions. The other cases in [8, Thm. 4] can also be treated in a way similar to (1) and (2) of Theorem 5.6.
Theorem 5.9. Let S and S be two infinite sequences without finite points of accumulation, γ ∈ R with γ ∈ S ∪ S, and n ∈ N. There is a matrix (2.2) such that S = σ(J) and S = σ( J n ), with 0 < θ < 1 and h = γ (1/θ 2 − 1), if and only if the following conditions hold (1) Between two consecutive points of (S \ S) ∪ {γ} there is exactly one point of S \S. Any point of S \S lies between two consecutive points of (S \ S)∪{γ}.
If the strictly increasing sequence {λ k } k∈M coincides with S \ S, then we enumerate the interlacing points {µ k } k∈M = S \ S such that for β ∈ (S \ S) ∪ {γ}, λ k < µ k < β if β ≤ γ and (λ k , β) ∩ (S \ S) = ∅ , β < µ k < λ k if β ≥ γ and (β, λ k ) ∩ (S \ S) = ∅ . Proof. The fact that (1) and (2) are necessary is proven as in Theorem 5.9. Let us prove that (3) is necessary. Note that if S = σ(J) and S = σ( J n ), then N(z) = M n (z). By [11, Lem. 3.5] , G(λ 1 , n) = G(λ 2 , n) = 0 for any λ 1 , λ 2 ∈ (S ∩ S) \ {γ}. Thus, (4.2) implies that M n (λ 1 ) = M n (λ 2 ) = θ 2 . Now, it follows from [11, Lem. 2.8] , that γ is either a zero or a pole of G(z, n), therefore by (3.3) Res z=γ G(z, n) = −π 2 n (γ)ρ{γ} ≤ 0 .
Thus, using (4.2), one has
Condition (4) follows from Proposition 3.7 and the fact that, due to Condition (3), the function G(z) coincides with G(z, n). We now prove that the conditions are sufficient. First note that Condition (1) implies that 0 < N(γ) < 1. (5.8)
As in the proof of Theorem 5.9, one shows that
is a Herglotz function. Thus, assuming without loss of generality, that γ = ν k 0 and k 0 = 0. Then
where we have used 5.6. Hence
(5.9)
In the case (S ∩ S) \ {γ} = ∅, since θ 2 ≤ N(γ), as required in Condition (4), the l. h. s. of (5.9) is a Herglotz function. When (S ∩ S) \ {γ} = ∅, one analogously obtains that
is a Herglotz function due to Condition (3). By (5.8), taking into account Conditions (3) and (4), one concludes that G is a Herglotz function. The rest of the proof is the same as the part of the proof of Theorem 5.9 after it is established that G is a Herglotz function.
Remark 5.11. When the peturbation parameter θ is greater than 1, one can prove results along the same lines as Theorems 5.9 and 5.10. In this case the point γ acts as a "repeller" instead of being an "attractor".
Open problems. We have just scratched the surface of some inverse spectral theorems for Jacobi operators and many questions remain open. In the model studied here, we would like to know how many perturbations are needed to recover the system uniquely. If the perturbation takes place in the first mass, then just the spectral information provided by two spectra is enough. How many spectra do we need if the perturbation happens at the n-th mass? How do we determine from the spectral information where the perturbation took place? How about reconstruction results when we have partial information of the spectra or when Hypothesis 1 above does not hold? for any n ∈ N. This is used in the proof of Proposition 4.12.
