Abstract. We study the Markov dynamics of an infinite birth-and-death system of point entities placed in R d , in which the constituents disperse and die, also due to competition. Assuming that the dispersal and competition kernels are just continuous and integrable we prove that the evolution of states of this model preserves their sub-Poissonicity, and hence the local self-regulation (suppression of clustering) takes place. Upper bounds for the correlation functions of all orders are also obtained for both long and short dispersals, and for all values of the intrinsic mortality rate m ≥ 0.
1. Introduction 1.1. The setup. The aim of the present work is to contribute to the development of the mathematical theory of large systems of living entities, which is a challenging task of modern applied mathematics [2, 3, 19] . Within this task there is the description of the dynamics of individual-based models in which communities of entities appear as configurations of points in some continuous habitat, see [4, 18, 20, 21] . In particular, these can be birth-and-death models, in which the dynamics amounts to the appearance (birth) and disappearance (death) of the constituents. The fact that the disappearance of a given entity is related to its interaction with the existing community is interpreted as competition between the entities.
In the simplest birth-and-death models, the system is finite and the state space is N 0 := N ∪ {0}. That is, in state n ∈ N 0 the system consists of n entities, which is the complete characterization of the state. Then the only observed result of the trade-off between the appearance and disappearance is the dynamics of the number of entities in the whole population. The theory of such models goes back to works by A. Kolmogorov and W. Feller, see [7, Chapter XVII] and, e.g., [1, 22] , for a more recent account of the related concepts and results. Therein the time evolution of the probability of having n entities is obtained by solving the Kolmogorov equation with a tridiagonal infinite matrix on the right-hand side. Its entries are expressed in terms of the birth and death rates λ n and µ n , respectively. If the increase of λ n and µ n is controlled by affine functions of n, the solution of the Kolmogorov equation in given by a stochastic semigroup, see, e.g., [1] and the literature quoted in this work. However, if λ n and µ n λ n increase faster than n, this is no more the case. For infinite systems, the very definition of the Kolmogorov equation gets problematic as the mentioned birth and death rates get infinite. Usually such systems are considered in some spatial habitat and the parameters that describe the interactions between the entities are space-dependent. Then then along with the global characteristics the system acquires a local time-dependent structure. The mentioned trade-off may affect this structure with or without affecting the global dynamics of the population. This relates also to the models with traits other than the spatial position.
In this work we continue dealing with the model introduced in [4, 5, 18] . Here the spatial habitat is the Euclidean space R d , d ≥ 1, equipped with the usual outfit of mathematical structures. Then the phase space is the set Γ of all subsets γ ⊂ R d such that the set γ Λ := γ ∩ Λ is finite whenever Λ ⊂ R d is compact. For each such Λ, one defines the counting map Γ ∋ γ → |γ Λ | := #{γ ∩ Λ}, where the latter denotes cardinality. Thereby, one introduces the subsets Γ Λ,n := {γ ∈ Γ : |γ Λ | = n}, n ∈ N 0 , and equips Γ with the σ-field generated by all such Γ Λ,n . This allows for considering probability measures on Γ as states of the system. Among them there are Poissonian states in which the entities are independently distributed over R d , see [13, Chapter 2] . They may serve as reference states for studying correlations between the positions of the entities. For the homogeneous Poisson measure π κ with density κ > 0 and every compact Λ, one has 
with some positive constants C Λ and κ Λ . By the virtue of this definition, the subPoissonian states are characterized by the lack of heavy tails or clustering. That is, the entities in such a state are either independent in taking their positions or 'prefer' to stay away of each other. The counting map Γ ∋ γ → |γ| can also be defined for Λ = R d . Then the set of finite configurations
is clearly measurable. In a state with the property µ(Γ 0 ) = 1, the system is (µ-almost surely) finite. By (1.1) π κ (Γ 0 ) = 0, hence the system in state π κ is infinite in the same sense. A nonhomogeneous Poisson measure π ̺ , characterized by density
Then either π ̺ (Γ 0 ) = 1 or π ̺ (Γ 0 ) = 0, depending on whether or not ̺ is globally integrable. The use of infinite configurations for modeling large finite populations is as a rule justified, see, e.g., [6] , by the argument that in such a way one gets rid of the boundary and size effects. Note that a finite system with dispersal -like the one specified in (1.6) and (1.7) below -being placed in a noncompact habitat always disperse to fill its empty parts, and thus is developing. Infinite configurations are supposed to model developed populations. In this work, we shall consider infinite systems and hence deal with states µ such that µ(Γ 0 ) = 0.
1.2. The article overview. To characterize states on Γ one employs observablesappropriate functions F : Γ → R. Their evolution is obtained from the Kolmogorov equation
where the generator L specifies the model. The states' evolution is then obtained from the Fokker-Planck equation 5) related to that in (1.4) by the duality µ t (F 0 ) = µ 0 (F t ), where
The model discussed in this work is specified by the following
where E + (x, γ) and E − (x, γ) are state-dependent birth and death rates, respectively. They have the following forms
where a + ≥ 0 and a − ≥ 0 are the dispersal and competition kernels, respectively, m ≥ 0 is the intrinsic mortality rate. This model was introduced in [4, 5, 18] . Its recent study can be found in [11, 14, 17] , see also older works [9, 10] . For the kernels a ± , one has the following possibilities:
In case (i), a + decays faster than a − , and hence each daughter entity can 'kill' her mother as well as can be 'killed' by her. Such models are usually employed to described the dynamics of cell communities, see [8] , where the dispersal is just the cell division. An instance of the short dispersal is given by a + with finite range, i.e., a + (x) ≡ 0 for all |x| ≥ r, and a − (x) > 0 for such x. In case (ii), a − decays faster than a + , and hence some of the offsprings can be out of reach of their parents. Models of this kind can be adequate, e.g., in plant ecology with the long-range dispersal of seeds, cf. [20] .
In this article, the model parameters are supposed to satisfy the following.
The kernels a ± in (1.7) and (1.8) are continuous and belong to
According to this we set
For the model with E + as in (1.7), in [14] we have constructed the evolution of states µ 0 → µ t , t > 0, which preserves the sub-Poissonicity under a certain condition on the dispersal and competition kernels. In this work, by means of the result proved in Lemma 3.1 we eliminate this restriction and prove that the local self-regulation in this model occurs (Theorem 2.5) if a ± satisfy just a minimum set of assumptions, see Assumption 1.1 and also the corresponding comments in subsection 2.3. For the migration model specified in (??) and (1.8), we prove that the evolution of states µ 0 → µ t , t > 0, exists (Theorem ??) and is such that
Λ for each t > 0. We do this as follows. First, assuming the existence of the evolution µ 0 → µ t , we prove that it is characterized by the global self-regulation as just mentioned, see Theorem 2.6 and Lemma ??. Then we prove the existence of this evolution.
The structure of the article is as follows. In Section 2, we introduce the necessary technicalities and then formulate the results: Theorems 2.5 and 2.6. Thereafter, we make a number of comments to these results and compare them with the facts known for similar objects. In Section 3, we present the proof of the both mentioned statements assuming the existence of the evolution of states in the migration model. In Section 4, we prove the latter fact.
Preliminaries and the Results
By B(R) we denote the sets of all Borel subsets of R. The configuration space Γ is equipped with the vague topology, see [?, 15] , and thus with the corresponding Borel σ-field B(Γ), which makes it a standard Borel space. Note that B(Γ) is exactly the σ-field generated by the sets Γ Λ,n , mentioned in Introduction. By P(Γ) we denote the set of all probability measures on (Γ, B(Γ)).
Correlation functions.
Like in [9, 11, 14] , the evolution of states will be described by means of correlation functions. To explain the essence of this approach let us consider the set of all compactly supported continuous functions θ :
For a state, µ, its Bogoliubov functional, cf. [16] , is
with θ running through the mentioned set of functions. For the homogeneous Poisson measure π κ , it takes the form It can be shown that a given µ belongs to P exp (Γ) if and only if its functional B µ can be written down in the form
where k
is the n-th order correlation function of µ. It is a symmetric element of
with some C > 0 and ϑ ∈ R. Note that k (n)
πκ (x 1 , . . . , x n ) = κ n . Note also that (2.2) resembles the Taylor expansion of the characteristic function of a probability measure. In view of this, k Recall that Γ 0 -the set of all finite γ ∈ Γ defined in (1.3) -is an element of B(Γ). A function G : Γ 0 → R is B(Γ)/B(R)-measurable, see [11] , if and only if, for each n ∈ N, there exists a symmetric Borel function The Lebesgue-Poisson measure λ on (Γ 0 , B(Γ 0 )) is defined by the following formula
holding for all G ∈ B bs (Γ 0 ). Like in (2.4), we introduce
µ (x 1 , . . . , x n ) for η = {x 1 , . . . , x n }, n ∈ N. We also set k µ (∅) = 1. With the help of the measure introduced in (2.5), the expressions for B µ in (2.1) and (2.2) can be combined into the following formulas
Thereby, one can transform the action of L on F , see (1.6), to the action of L ∆ on k µ according to the rule
This will allow us to pass from (1.5) to the corresponding Cauchy problem for the correlation functions
For the Bolker-Pacala model specified in (1.6) and (1.7), (1.8), by (2.7) the action of L ∆ looks as follows, cf. [11, 14] ,
and
For the migration model specified in (1.6) and (??), (1.8), by (2.7) we obtain
with the same L ∆,− as in (2.10). In the next subsection, we introduce the spaces where we are going to define the problems (2.8).
2.2. The statements. By (2.2) and (2.6), it follows that µ ∈ P exp (Γ) implies
holding for λ-almost all η ∈ Γ 0 , some C > 0, and ϑ ∈ R. In view of this, we set Clearly, (2.13) and (2.14) define a Banach space. In the following, we use the ascending scale of such spaces K ϑ , ϑ ∈ R, with the property
where ֒→ denotes continuous embedding.
For G ∈ B bs (Γ), we set 16) where ⋐ denotes the summation is taken over all finite subsets. It satisfies, see Definition 2.3,
The latter means that µ(KG) < ∞ for each µ ∈ P exp (Γ). By (2.6) this yields G, k µ := As a sum of Banach spaces, the linear space K is equipped with the corresponding inductive topology that turns it into a locally convex space. For each ϑ ∈ R and ϑ ′ > ϑ, the expressions in (2.9), (2.10) and (2.12) can be used to define the corresponding bounded linear operators L ∆ ϑ ′ ϑ acting from K ϑ to K ϑ ′ . Their operator norms can be estimated similarly as in [14, eqs. (3.11) , (3.13)], which yields, cf. (1.9), (a) Bolker − Pacala model :
By means of the collection {L ∆ ϑ ′ ϑ } we introduce the corresponding continuous linear operators acting on K, and thus define the corresponding Cauchy problems (2.8) in this space. By their (global in time) solutions we will mean continuously differentiable functions [0, +∞) ∋ t → k t ∈ K such that both equalities in (2.8) hold. Our results are given in the following statements, both based on Assumption 1.1. .9) -(2.11) and (2.22) has a unique solution which lies in K ⋆ and is such that k t (∅) = 1 for all t > 0. Therefore, for each t > 0, there exists a unique state µ t ∈ P exp (Γ) such that k t = k µt . (2.10) , (2.12) and (2.23) has a unique solution which lies in K ⋆ and is such that k t (∅) = 1 for all t > 0. Therefore, for each t > 0, there exists a unique state µ t ∈ P exp (Γ) such that k t = k µt . Moreover, these states µ t have the property: for every n ∈ N and Λ ∈ B b (R d ), the following holds, cf. (??),
Theorem 2.6 (Migration model). For each
Λ . 2.3. Comments and comparison. For a − ≡ 0, both models considered in this work get exactly soluble. The Bolker-Pacala version with E − (x, γ) = m (m ≥ 0 being the intrinsic mortality rate) is known as the continuum contact model -see [9] , and also the discussion in [14, Introduction] and the literature cited therein. In this model, the evolution µ 0 → µ t does not preserve the class P exp (Γ), cf. [9, eq. (3.5), page 303]. For m ≥ a + , the correlation functions remain bounded in time. That is, the global regulation is achieved at the expense of large intrinsic mortality. Moreover, the system dies out if m > a + .
The migration version of (1.6) with E − (x, γ) = m is known as the Surgailis model, see Now we give more specific comments to each of the models.
2.3.1. The Bolker-Pacala model. As follows from our Theorem 2.5, adding competition to the continuum contact model mentioned above yields the local self-regulationno matter how long the dispersal is and how local is the competition. Also their magnitudes do not matter for the very fact of the self-regulation. A sufficient condition under which the property stated in Theorem 2. 
holding for some ω ≥ 0 and θ > 0, and λ-almost all η ∈ Γ 0 . Recall that |η| stands for the cardinality of η ∈ Γ 0 . In the short dispersal case (studied in [11] ) the condition in (2.24) readily holds with ω = 0. Then the most intriguing question here is whether it can hold in the long dispersal case. In [14, Proposition 3.7] , it was shown that measurable a + and a − satisfy (2.24) with some ω and θ if a − (x) is separated away from zero for |x| < r with some r > 0, and a + (x) ≡ 0 for |x| ≥ R with some R > 0 with the possibility R > r. Another choice of a + and a − satisfying (2.24) can be, see [14, Proposition 3.8] ,
with all possible values of the parameters c ± > 0 and σ ± > 0. An important example of a ± which both Propositions 3.7 and 3.8 of [14] do not cover is a − having finite range and a + being Gaussian as above. The novelty of our present (rather unexpected) result is that (2.24) is satisfied for any a + and a − as in Assumption 1.1, and hence the local selfregulation is achieved by applying any kind of competition. Does not matter how weak and short-ranged. Finally, we remark that for this model the conditions of boudedness and continuity of a − can be relaxed. As follows from the proof of Lemma 3.1 below, like in [14] it is enough to assume that a − is measurable and separated away from zero in some ball. As for a + , it is enough to have a continuousã
3. The Proof Theorems 2.5
In [14, Theorem 3.3], it was proved that the evolution in question exists whenever the kernels a ± are bounded and integrable, and satisfy (2.24) with some ω and θ. Thus, the proof of Theorem 2.5 relies upon proving the following statement. Proof. Since a + is Riemann integrable, for an arbitrary ε > 0, one can divide R d into equal cubic cells E l , l ∈ N, of small enough side h > 0 such that the following holds, see (1.9),
Given r > 0 and x ∈ R d , we set K r (x) = {y ∈ R d : |x − y| < r} and
Then we fix ε and pick r > 0 such that a − r > 0. In the following, r, h and ε are fixed. The proof of the lemma will be done by the induction in the number of points in η.
To do this we rewrite (2.24) in the form
For some x ∈ η, consider
Let c d be the volume of the unit ball K 1 and ∆(d) be the packing constant for the rigid balls in R d , cf. [12] . Set
and assume that ω and θ satisfy the following, cf. (3.2),
Let us show that: (a) for each η = {x, y}, (3.6) yields (3.3); (b) for each η, one finds x ∈ η such that U θ (x, η \ x) ≥ 0 whenever (3.6) holds. If both (a) and (b) hold, then (3.3) will follow from (3.4) by the induction in |η|. To prove (a) we write
with the latter estimate following by (3.6) and (3.5). To prove (b), for y ∈ η, we set s = max y∈η |η ∩ K 2r (y)| . Let also x ∈ η be such that |η ∩ K 2r (x)| = s. For this x, by E l (x), l ∈ N, we denote the corresponding translates of E l which appear in (3.1). Set η l = η ∩ E l (x) and let l * ∈ N be such that η ⊂ ∪ l≤l * E l (x), which is possible since η is finite. For a given l, a subset ξ l ⊂ η l is called r-admissible if for each distinct y, z ∈ ξ l , one has that K r (y) ∩ K r (z) = ∅. Such a subset ξ l is called maximal r-admissible if |ξ l | ≥ |ξ ′ | for any other r-admissible ξ ′ l . It is clear that
Otherwise, one finds y ∈ η l such that |y − z| ≥ 2r, for each z ∈ ξ l , which yields that ξ l is not maximal. Since all the balls K r (z), z ∈ ξ l , are contained in the h-extended cell |y − z| ≤ h}, their maximum number -and hence |ξ l | -can be estimated as follows We use this estimate and (3.10) in (3.4) and obtain
see (3.6) . Thus, claim (b) also holds, which completes the proof. Now the proof of Theorem 2.5 follows by [14, Theorem 3.3] and Lemma 3.1 just proved.
