The purpose of this article is to introduce and describe a statistical model that researchers can use to evaluate underlying mechanisms of behavioral onset and other event occurrence outcomes. Specifically, the article develops a framework for estimating mediation effects with outcomes measured in discrete-time epochs by integrating the statistical mediation model with discrete-time survival analysis. The methodology has the potential to help strengthen health research by targeting prevention and
intervention work more effectively as well as by improving our understanding of discretized periods of risk. The model is applied to an existing longitudinal data set to demonstrate its use, and programming code is provided to facilitate its implementation.
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The purpose of this article is to introduce a statistical model that researchers can use to evaluate underlying mechanisms of behavioral onset and other time-to-event outcomes. Combining advantages from mediation analysis and discrete-time survival analysis, discrete-time survival mediation (henceforth referred to as DTSMed) supports investigations that seek to study pathways of event occurrence measured in discrete-time epochs such as months, school semesters, or years. Some examples of research where DTSMed would be applicable are examining underlying mechanisms of youth drug involvement onset, first relapse following treatment, early initiation of sexual activity, school expulsion, or criminal recidivism.
The DTSMed model has the potential to help strengthen health research in several ways. Namely, the model facilitates effective evaluation of prevention and intervention programs with time-to-event outcomes as well as informs the etiology of different public health concerns in a variety of domains. Previous research has demonstrated how studying mechanisms of change via mediation analysis can direct and refine evidence-based programming and prevention research, both by enhancing program evaluation and by helping to explain observed relations among variables (e.g., Chen, 2005; MacKinnon, 2008; Fairchild & McQuillin, 2010; Fairchild & Mackinnon, 2014) . Other research has argued how operationalizing the timing of event occurrence as a discrete-time survival outcome presents critical advantages over other methodologies including the (a) logistical and financial feasibility of periodic rather than continuous data collection, (b) ability to evaluate both time-varying and time-invariant predictors, (c) capacity to provide a pattern of risk probabilities for event occurrence over time, and (d) capability to effectively deal with censored observations (Singer & Willet, 1993; . Censored observations are a hallmark of survival and event history data. Given that data collection lasts for a finite period of time, events of interest (e.g., death) will generally not be observed for everyone in a given sample. Censored data can be viewed as a type of missing data where one has partial information on missing observations rather than no information at all. For example, if death is not observed for a subject under observation, though the exact event time for that individual will remain unknown, there is certainty in the fact that the event will occur sometime after the end of the study (if it does at all). Note this scenario is referred to as right censoring in the survival literature.
Although DTSMed has the potential to inform research in a broad variety of areas, we demonstrate the need for the model in the context of early-onset substance involvement. Our reason for this choice is twofold. Not only is substance abuse a critical public health problem that affects a variety of outcomes in numerous domains, but hypotheses about the timing of substance involvement onset lend themselves well to discrete-time survival methods in particular. We develop an argument for the relevance of DTSMed in this area in the following section, then formally present the statistical DTSMed model before applying it to an empirical example.
Substance Abuse: A Motivating Context
The Importance of Studying Substance Abuse Substance abuse remains a major public health problem in the United States, with the excessive use and misuse of substances such as alcohol, tobacco, and illicit drugs relating to adverse health outcomes, increased risk of fatal and nonfatal injuries, violence, crime, and delinquency. The Centers for Disease Control and Prevention has identified tobacco and excessive alcohol use as the two leading behaviors responsible for a prevalence of chronic diseases, with tobacco and excessive alcohol ranking as the primary and third leading causes of preventable deaths in the United States each year, respectively (Centers for Disease Control and Prevention, 2011; Centers for Disease Control and Prevention, 2008; Mokdad, Marks, Stroup, & Gerberding, 2004; McGinnis & Foege, 1993) . The economic costs that arise from substance abuse are also dire, with the burden of these costs extending beyond the individual user to include family members, employers, crime victims, health insurers, and the government (e.g., costs associated with health care, work productivity losses, property damage, and criminal justice system resources).
Why is Studying the Timing of Substance Involvement Onset so Crucial?
Beyond the broad scope risk and adverse societal consequences that substance abuse poses, there is specific concern about substance involvement by youth. Despite the decline of substance involvement among young people over the past decade, the prevalence and consequences of youth substance involvement nevertheless remain pronounced (Bouchery, Harwood, Sacks, Simon, & Brewer, 2011; Eaton et al., 2010; Johnston, O'Malley, Bachman, & Schulenburg, 2012) . A growing number of studies suggest that early-onset substance involvement is associated with heightened risk for myriad adverse social, psychological, and behavioral outcomes including later accelerated substance abuse (e.g., Chambers, Taylor, & Potenza, 2003; Gil, Wagner, & Tubman, 2004; Griffin, Bang, & Botvin, 2010; Hingson, Heeren, Winter, & Wechsler, 2003; Peleg-Oren, Saint-Jean, Cardenas, Tammara, & Pierre, 2009; Robins & Przybeck, 1985; Slade et al., 2008) . Overall findings support a key relationship between age of substance involvement initiation and the development of adverse outcomes, such that earlier substance involvement is detrimental. Unquestionably, early-onset substance involvement is a critical public health problem that calls for concerted efforts in prevention.
How Can We Ameliorate the Problem?
Given the heightened risk of problems associated with early substance involvement, understanding the motivating mechanisms associated with the timing of its onset and targeting the timing of onset in prevention can act as a crucial element in confronting substance abuse problems. By addressing malleable determinants of early substance involvement, prevention efforts can potentially delay substance involvement initiation and reduce risk of later adverse outcomes. Further, by exploring the underlying processes that drive observed relations between different risk and protective factors and substance involvement, prevention researchers can improve our scientific understanding of the behavior. Having appropriate analytic tools to design and evaluate programs, as well as methods to effectively explore underlying processes that can account for relations among variables, will help make these efforts maximally effective. One such method, the DTSMed model, can direct the empirical exploration of underlying processes driving the timing of substance involvement as well as guide formal evaluations of prevention programs in the area.
The DTSMed Model
The DTSMed model can be used to explain the relations between predictors and event occurrence or to design and evaluate programs intended to impact time-to-event outcomes. Employing the DTSMed model as an explanatory tool provides a vehicle to explore theoretically guided pathways of behavior and can lend insight into the etiological roots of health and behavioral problems that unfold over time. Alternatively, using the DTSMed model to design a program incites the researcher to identify behavioral determinants a priori to create interventions that influence those variables with the intention of preventing or delaying an event.
Coupling mediation analysis with discrete-time survival analysis, the DTSMed model conceptually explores how or why a predictor impacts the timing of experiencing an event. DTSMed parses the effect of a predictor on the timing of event occurrence into direct effect and indirect effects. The direct effect conveys the influence of a predictor on the timing of event occurrence, controlling for a mediator variable, and the indirect effect conveys the influence of a predictor on the timing of event occurrence through the mediator. The DTSMed model empirically estimates the impact of predictors on the timing of event occurrence via a logit link function, such that the outcome in analysis is a conditional log odds of the hazard probability of event occurrence. In the subsequent sections, we explicate both a regression approach to estimating DTSMed and a structural equation modeling (SEM)-based approach. The utility of considering an SEM variant of DTSMed involves the ability to incorporate measurement error as well as the capacity to estimate model frailties in complex models. The benefits of modeling frailties have been studied in continuous time survival models (Henderson & Oman, 1999; Hougaard, Myglegaard, & Borch-Johnsen, 1994) . Note that in its simplest form, the SEM-based model provides maximum likelihood estimates of binary event indicator parameters equivalent to the hazard probability estimates from a logistic regression-based model. Before detailing model estimation, we first briefly review the methodological foundations of DTSMed for the reader.
Methodological Foundations
Mediation Analysis. Statistical mediation models permit the investigation of mechanisms underlying the relation of two or more other variables by explaining how or why the variables relate. Specifically, a mediator variable (M) transmits the influence of a predictor (X) onto an outcome (Y; Baron & Kenny, 1986; Judd & Kenny, 1981; MacKinnon, 2008; MacKinnon & Fairchild, 2009; MacKinnon, Fairchild, & Fritz, 2007) . Given a relation between the mediator and an outcome, any influence of the predictor on the mediator should lead to change in the outcome as the mediator intercedes the relation between X and Y.
Given continuous M and Y variables, the single mediator model is defined as follows:
where b 0 is the intercept in each equation, a is the regression coefficient relating X to M, c 0 is the partial regression coefficient relating X to Y controlling for M, b is the partial regression coefficient relating M to Y controlling for X , and e 1 and e 2 are the corresponding residual terms for each equation (see Figure 1 ). The c 0 coefficient defines the direct effect of X on Y. The product of the a and b coefficients, ab, conveys the indirect effect of X on Y through M and thus portrays the mediation process. The logic of this product of coefficients estimator derives from tracing rules for recursive models in path analysis (Wright, 1934) .
Discrete-Time Survival Analysis. One uses discrete-time survival analysis to estimate effects when an outcome of interest involves event history or time-to-event data collected in discrete intervals of time. The methods support research questions that relate to the questions of ''if'' and ''when'' an outcome occurs by modeling subjects over time and estimating at which interval they first experience an event (e.g., Allison, 1982; Singer & Willet, 1991; Singer & Willet, 1993) . Note that this article discusses univariate discrete-time survival analysis that considers the onset of a single, nonrepeatable target event. Discrete-time survival analysis lends insight into temporal windows of risk by providing information on the probability of event occurrence across time intervals. The focus of analysis is the hazard probability of an event or the conditional probability that a single nonrepeatable target event will occur in a particular time period, given that it has not occurred before that time (e.g., Allison, 1982; Singer & Willet, 1993; :
where h ij is the hazard probability for individual i at time period j and T i is a discrete random variable representing the time period at which the event occurs for each individual. Hazard probabilities are conditional because an individual can only be at risk to experience the event in a given time period j if they have not already experienced the event beforehand. Likewise, once an individual experiences the nonrepeatable event, they cannot be at risk to experience it again at a later time. The cumulative set of the conditional probabilities is called the hazard function and enumerates a distribution of hazard probabilities over time. When independent of predictors other than time itself, the hazard function is called a baseline hazard. Although Cox (1972) originally proposed a nonparametric partial likelihood approach to estimating survival models with continuous time, the strategy is neither necessary nor ideal to implement with discrete-time data. Rather, one can use logistic regression and estimate parameters using maximum likelihood to demonstrate the hazard function's dependence on time and predictors of interest (Allison, 1982; Singer & Willet, 1993) . More recently, researchers have demonstrated an SEM-based approach to estimating discrete-time survival effects that also estimates parameters via maximum likelihood and offers capabilities beyond the logistic regression-based approach (Masyn, 2009; Muthén & Masyn, 2005) .
Estimating the DTSMed Model
A Logistic Regression-Based Approach. With a single predictor, mediator, and outcome variable, two equations define the DTSMed model in the logistic regression-based approach:
where previously introduced terms retain their meaning from earlier equations, log e is the logit link function,
denotes the marginal hazard probability of event occurrence given X and M, α j is a vector of timespecific intercept parameters ðα 1 ; . . . ; α J Þ that relates each time interval to the conditional log odds of the baseline hazard probability of event occurrence, and D ij is a vector of J dummy codes (D 1 ; . . . ; D J Þ representing discrete-time intervals defined identically for all individuals through the last observation period, J. The c' parameter demonstrates how X impacts the conditional log odds (i.e., the logit) of the baseline hazard probability of event occurrence controlling for the mediator, and the b coefficient illustrates how M impacts the conditional log odds of the baseline hazard probability controlling for the independent variable. All slope coefficients in the model are linear in the logit metric. Exponentiating a given slope coefficient gives a hazard odds ratio (hOR) for the predictor, illustrating the multiplicative increase (or decrease) in the hazard odds of risk of event occurrence associated with a one-unit change in the predictor. As in the model outlined in Equations 1 and 2, the DTSMed model defines the mediated effect as ab and the direct effect as c'. Previous methodological work has advocated using ab to define mediation in logistic regression frameworks (MacKinnon & Dwyer, 1993; MacKinnon, Lockwood, Brown, Wang, & Hoffman, 2007) . Null hypothesis significance testing of mediated effects in the DTSMed model can be conducted by estimating asymmetric bootstrapped confidence intervals (CIs) based on the empirical sampling distribution of ab or by estimating asymmetric confidence limits based on the distribution of the product of two random variables. Both approaches have been shown to have greater power and more accurate Type 1 error rates than normal theory standard error estimators, given the nonnormality of the ab distribution (e.g., MacKinnon et al., 2002) . Once difficult to implement, these methods are now widely available and user friendly, given the integration of bootstrapping options in several statistical software packages as well as the creation of a program called ''PROD-CLIN'' which computes the distribution of the product test using user entered values of model parameter estimates (MacKinnon, Fritz, Williams, & Lockwood, 2007; Tofighi & MacKinnon, 2011) . As with any interval estimate, if zero is included in a given CI, the mediated effect is not significant.
An SEM-Based Approach. With a single predictor, mediator, and outcome variable, two equations define the DTSMed model in the SEM-based approach:
where all terms retain their meaning from previous equations, Z is a continuous latent variable representing underlying propensity for event occurrence, e j is a time-specific binary event indicator coding whether or not the event occurred in a given time interval, and τ j is a vector of timespecific threshold parameters ðτ 1 ; . . . ; τ J Þ. The negative value of these threshold parameters will equal the value of the time-specific intercept parameters in the logistic regression specification:
A researcher can take the negative value of each time-specific threshold in the SEM-based approach to get the conditional log odds of the baseline hazard probability of event occurrence in a given time period. A path diagram of the SEM-based DTSMed model is shown in Figure 2 . As in the logistic regression-based specification of DTSMed, the mediated effect is defined by ab in the SEM-based approach and can be tested for statistical significance with either bootstrapped CIs or asymmetric CIs based on the sampling distribution of the product. Note that the log odds of the marginal hazard probabilities in the logistic regressionbased approach are equivalent to the log odds of the event indicator probabilities in the SEM-based approach, such that maximum likelihood estimates of the event indicator probabilities in Equation 7 will equal maximum likelihood estimates of the marginal hazard probabilities in Equation 5. Note also that because the event indicators are driven by an underlying factor, Z, the probabilities of the estimates are interpreted as latent response propensities for event occurrence rather than the hazard probability of event occurrence itself.
Assumptions of the DTSMED Model
Assumptions of the DTSMed model draw naturally from its component parts. Given that the DTSMed model analyzes mediation effects, it is assumed that (a) there is correct chronological ordering of the variables such that temporal precedence is preserved, (b) there are no reverse causality effects, and (c) there is no interaction between X and M. Given that discrete-time survival effects are evaluated, it is further assumed that (d) there is noninformative censoring, such that the censoring mechanism is independent of event occurrence, (e) there is a linear relation between the logit hazard and the predictors (i.e., X and M) such that differences in the logit hazard are linear for each unit change in a predictor, (f) values of X and M remain constant within a given time interval, (g) there is no unobserved heterogeneity in the hazard, such that fixed model coefficients sufficiently represent relations between predictors and the hazard function, and (h) the ratio of hazard functions with different values of X and M does not depend on time (i.e., proportionality). Note that the noninformative censoring assumption is crucial for local independence of the event outcomes. Although univariate discretetime survival outcomes are conditionally independent by definition (i.e., an individual can only be at risk in a given time period if they have experienced the event beforehand and can no longer be at risk once they have experienced the event), if the censoring mechanism is not random then statistical inferences may be compromised.
Although it would not be viable to explore survival outcomes in purely cross-sectional data, it is worthwhile to caution against measuring X and M contemporaneously with each other and/or with the first measurement of Y. Measurements of X and M in the DTSMed model should precede the first measurement wave of the event outcome. The DTSMed model is causal in theory, but cross-sectional data and nonrandomized studies preclude inferring causal relations from the model unless statistical corrections are applied (e.g., Coffman, 2011; Jo, Stuart, MacKinnon, & Vinokur, 2011) . The issue of causality in mediation analysis is an important area of research that we further consider in the discussion, but the importance of temporal precedence in the model is worthwhile expanding here. Although not a sufficient assumption for causality, lack of temporal precedence of variables in the DTSMed model undermines basic premises of analysis. Cross-sectional data only provide a snapshot of concurrent relations and estimating mediation in this context implicitly assumes stationarity and equilibrium, limiting the ability to compute accurate parameter estimates (Cole & Maxwell, 2003; Maxwell & Cole, 2007) . Since mediation analysis seeks to explain the mechanisms by which an effect occurs and causes must precede effects in time, it is only sensible that mediation should be examined with longitudinal data. Moreover, variables take time to achieve their effects. Maxwell and Cole (2007) show several compelling examples where cross-sectional mediation models break down, arguing against their estimation generally and reflecting that such models are not able to provide reasonable conclusions about mediating processes. Although survival data are different from other longitudinal data in that there is only one outcome of interest (i.e., event time) rather than a series of repeated outcome measures, temporal precedence of the variables in the DTSMed model is still paramount. The researcher should also be mindful of both the timing and the duration of data collection, given that DTSMed considers how a mediated relation impacts the probability of event occurrence over a span of time (i.e., the hazard probability). Attention to the choice of measurement interval is also important to maximize the likelihood that an event will be captured, given that it occurs during the study period.
An Applied DTSMed Example
The Data and Hypothesis
To illustrate estimation and interpretation of parameters in the DTSMed model, we applied the methods to an available longitudinal data set where we could explore the etiology of early-onset smoking behavior. The data had annual assessments of children/youth, families, and teachers from age 5 to 14. Using the Mplus Version 7 software package (Muthén & Muthén, 1998 -2012 , we demonstrate the DTSMed analysis for both the logistic regression-based and the SEM-based approaches. A simplified example has been chosen not for its comprehensive or sophisticated conceptualization but rather for its utility in demonstrating application of the DTSMed model. The example reflects a single mediator model scenario with one continuous X variable, one continuous M variable, and a single discretetime survival outcome, Y. Specifically, we examined whether parental depressive symptoms in kindergarten (X; drawn from the Parenting Stress Index; Abidin, 1990) impacted child externalizing behavior problems in fourth grade (M; as assessed by a teacher report of externalizing behavior problems on the Child Behavior Checklist; Achenbach, 1991) , which was posited to subsequently impact the timing of smoking onset between Grades 5 and 9 (Y).
A path diagram of the applied example (in the SEM-based approach) is shown in Figure 3 . Note that the assessment periods for each variable in the example were nonoverlapping to preserve temporal sequencing of the mediation model. The smoking onset outcome involved asking youth annually about their smoking involvement out of earshot of the caregiver to preserve confidentiality and potential validity of responses. A 6-month window of behavior (rather than a 30-day window) was considered at each assessment so as to minimize missing first smoking involvement no matter how infrequent. The sample consisted of 508 children, none of whom reported having puffed a cigarette prior to fifth grade.
Conceivably, parental depressive symptoms when a child is young could disrupt parenting and child development, which in turn could affect adjustment trajectories of children including early substance involvement (e.g., Brook, Brook, Richter, & Whiteman, 2003; Dishion, Capaldi, & Yoerger, 1999) . As well, a link between early conduct problems (i.e., externalizing behavior problems) and subsequent substance abuse has also been well documented, mostly in the general population and to some extent in specific populations (e.g., King, Iacono, & McGue, 2004) . Relations between child externalizing behaviors (EBPs) and smoking behavior in particular have also been supported (Helstrom, Bryan, Hutchison, Riggs, & Blechman, 2004) . With this in mind, we hypothesize that parental depressive symptoms in kindergarten will lead to an increase in fourthgrade EBPs, which will lead to an increased risk of early onset of smoking involvement. Testing the proposition explored here does not preclude several other influences from impacting smoking onset or from being included in comprehensive models.
Checking Assumptions
We examined several testable assumptions of the DTSMed model prior to running analysis models. First, we evaluated whether there was a violation of linearity in the predictors by performing the Box-Tidwell (1962) transformation test. Neither the interaction between X and its natural log (i.e., X Â ln(X)) nor between M and its natural log (i.e., M Â ln(M)) were significant, indicating that there was no nonlinearity in the relation between the logit of the predictors and the discrete-time survival outcome: b X Â ln(X) ¼ À1.235(1.057), p ¼ .243 and b M Â ln(M) ¼ À.088(.073), p ¼ .227. Second, we examined whether there was an XM interaction in the data; this coefficient was also nonsignificant, indicating that the data satisfied the assumption of no XM interaction: b ¼ .010(.012), p ¼ .419. Finally, we examined the tenability of the proportional hazard odds assumption by comparing the model fit of an SEM-based DTSMed model with the proportionality constraints intact (i.e., a model in which the factor loadings from the latent variable to each time point of the outcome were constrained to be equal) to a model where we relaxed the assumption. Results of a chi-square difference test between the models indicated no significant improvement in model fit, indicating that retaining the proportional hazard odds assumption was reasonable: Dw 2 (Ddf) ¼ 0.011(4), p > .999.
Conducting the Logistic Regression-Based DTSMed Analysis
Data Structure. When estimating a DTSMed model with the logistic regression-based approach, the data must conform to a person-period format (this step is not necessary if estimating DTSMed in the SEM-based approach). Unlike conventional data structures where each subject typically fills one line in the data set and their values on different measured variables appear in separate columns, a person-period data set contains multiple data records per subject, with each line corresponding to a different observation period for the outcome. Using observations from the applied example, Table 1 illustrates the comparison of a conventional data format to a person-period format for the reader.
Estimating the Model. The Mplus program code for the logistic regressionbased DTSMed model appears in the appendix of this article, where uppercase characters indicate Mplus commands. Parameter estimates for the model are shown in Table 2 . The intercept in the table gives the log odds of initiating smoking in ninth grade, since we modeled Grade 9 as the reference year in the dummy codes representing time. The a grade5 to a grade8 coefficients in the Table 2 ). This parameter estimate indicated that there was a significant effect of parental depressive symptoms on EBPs, such that a one-unit increase in parental depressive symptoms in kindergarten was associated with a 2.227 unit increase in subsequent child EBPs in the fourth grade. Regressing the event history outcome onto parental depressive symptoms and EBPs using Equation 5 yielded parameters estimates of c' ¼ À.121(.153), ns, and b ¼ .011(.007), ns, respectively (see Table 2 ). The c' path revealed that there was no significant effect of parental depressive symptoms on the log odds of initiating smoking in any given year, controlling for EBPs; the b parameter revealed that EBPs did not significantly impact the log odds of smoking onset, controlling for parental depressive symptoms. Although neither coefficient was significant, we explain the b coefficient further to demonstrate how readers can interpret model coefficients. The b parameter estimate signified that for every one-unit increase in EBPs, there was a corresponding .011-unit increase in the log odds of initiating smoking, controlling for parental depressive symptoms. Taking the inverse log of the coefficient by exponentiating base e to the power of the b coefficient gave a conditional hOR for EBPs of e (.011) ¼ 1.011. Thus, for every one-unit increase in fourth-grade EBPs, the odds of initiating smoking in Grades 5-9 increased 1.1% when controlling for parental depressive symptoms in kindergarten. Multiplying the a and b parameters gave an estimate of the indirect effect of parental depressive symptoms on smoking onset via EBPs, ab ¼ (2.227)(.011) ¼ .024. Inputting these estimates and their standard errors into the PRODCLIN program indicated that the effect was not significant at a ¼ .05: 95% CI [À.006, .059]. Interpreting this parameter estimate for demonstration purposes, ab showed that the mediated effect of parental depressive symptoms on smoking onset via EBPs yielded a .025-unit increase in the log odds of initiating smoking in Grades 5-9.
Conducting the SEM-Based DTSMed Analysis Data Structure. Although the data need not conform to a person-period format when estimating the DTSMed as an SEM model, there are data structure requirements of which the reader should be aware. Specifically, the outcome variable, Y, must be coded in a specific manner to conduct the DTSMed analysis in an SEM framework (see Table 3 ). Like a conventional longitudinal data collection format, there must be different variables for each time point of Y, so that a unique binary event indicator can be created for each interval.
If an individual does not experience the target event during the observation period, the binary event indicators are coded 0 across intervals. If an individual experiences the target event in a given interval, the binary event indicator associated with that interval is coded 1. Most importantly, once an individual experiences the target event, all subsequent binary event indicators are coded missing for the subject. Coding the outcome variable in this way not only defines the risk set and characterizes event timing for each individual but also hardwires information about censoring into the data such that there is no need for a separate censoring variable. Estimating the Model. The Mplus program code for the SEM-based DTSMed model appears in the appendix of this article, where uppercase characters indicate Mplus commands. Parameter estimates for the model are shown in Figure 3 . Note that these estimates are comparable to those from the logistic regression-based approach and converge on the same conclusion of significance or nonsignificance, respectively. Recall that the negative value of a given time-specific threshold parameter, τ; j , in the SEM-based model will be equivalent to the time-specific intercept parameter in the logistic regression-based approach for a corresponding time interval. Recall also that to obtain time-specific intercepts in the logistic regression-based model, one needs to add the value of a j for the reference group to a given a j coefficient of interest.
As with the logistic regression-based approach, an estimate of the mediated effect can be obtained by multiplying the a and b paths from the program output: ab ¼ (2.346)(0.011) ¼ .026. Although bootstrapping is typically an option to obtain asymmetric confidence limits in Mplus, the program invokes a numerical integration estimator that is incompatible with bootstrapping when handling missing data on independent variables. One can easily obtain asymmetric CIs for the mediated effect via the PROD-CLIN program in these instances. Alternatively, one could manually create bootstrapped samples in another statistical software package such as SAS or R to be used as input for model estimation in Mplus. This approach is more computationally intensive, however, and necessarily has multiple stages that require advanced programming. Asymmetric CIs for the mediated effect from the Prodclin program were 95% CI [À0.011, 0.077]. Note that these estimates are comparable to those using results from the logistic regression-based model output.
Although we have shown that it is possible to estimate a simple mediation model with the SEM-based DTSMed approach, part of the utility of the SEM-based model is the ability to incorporate extensions beyond the capabilities of the logistic regression-based model. We consider one such extension for the reader here, incorporating measurement models into one or more predictor variables. To demonstrate estimation of an SEM-based DTSMed model that incorporates a measurement model into estimation, we reran the empirical example and modeled parental depressive symptoms at kindergarten as a latent variable. In this permutation, we considered parental depressive symptoms as an underlying construct that drove responses to the 9 items on the scale, rather than modeling a total summed scored for the scale as done in the original example (see Figure 4 for model diagram and parameter estimates).
How Did DTSMed Inform Our Understanding of Smoking Etiology in the Applied Example?
By analyzing our data with a DTSMed model, we were able to ascertain several pieces of information to enhance our understanding of smoking etiology in the sample under study. The a path of the DTSMed model indicated that parental depressive symptoms in kindergarten significantly impacted EBPs in fourth grade. Thus, we surmise that the failure to find mediation effects was likely not driven by a lack of relation between our predictor and mediator variables. On the other hand, the b path of the DTSMed model illustrated that the fourth-grade EBPs did not significantly impact the hazard odds of smoking onset in Grades 5-9, controlling for parental depressive symptoms. Therefore, the failure to find mediation effects was likely driven by the lack of relationship between the mediator and the outcome variables in this example. Given this information, we could choose to (a) try to improve measurement of the EBPs variable if we feel strongly that the purported relation should be supported or (b) revisit the conceptual theory underlying our research question (defined by the b path in the mediation model) to identify other plausible mechanisms of smoking onset (Chen, 2005; Fairchild & MacKinnon, 2014) .
Other aspects of the analysis are also informative. Plotting the observed hazard probabilities for each time period illustrates a chronology of risk across intervals in the observation period. Plotting these estimates in the sample shows us that the risk of experiencing smoking onset increases over time during fifth to ninth grades (see Figure 5 ). This is not unexpected given the age range of the sample under study. Interpreting these parameters identifies the hazard odds of initiating smoking in each time period given the fitted model. For example, taking the negative of the intercept estimate in Table 2 , we see that the hazard odds of initiating smoking in ninth grade (i.e., the reference year for time) is e (À3.028) ¼ .0484. Thus, the model predicts that approximately 1 in 20 children will experience smoking onset in ninth grade. We can also evaluate whether there are significant differences between the log odds of smoking onset in the reference year versus other years by inspecting the significance of the a j parameters in Table 2 . These estimates show that the hazard odds of initiating smoking in Grade 5 or 6 are significantly less than the hazard odds of initiating smoking in Grade 9. Given that youth were at a higher risk of smoking onset during the middle school years, interventionists could use this information to consider targeting prevention in that period.
Discussion
This article integrated the statistical mediation and discrete-time survival models to present a framework for evaluating mediators of event timing. The methodology shared here has the potential to inform a variety of research efforts across disciplines, improving our understanding of developmental periods of risk as well as enhancing our evaluation of prevention and intervention programs with time-to-event outcomes. In this examination, we considered the simplest case of DTSMed by demonstrating a single mediator and a single discrete-time outcome satisfying the proportional hazard odds assumption. Although the simplest case offers an appropriate starting point to describe basic model applications and parameter interpretation, there are valuable extensions of DTSMed that can be considered.
By modeling a statistical interaction between time and predictors of interest in the model, researchers can evaluate nonproportional hazard odds models that allow for the possibility that the effects of a predictor are not constant over time. Although there was no evidence to reject the proportional hazard odds assumption in our applied example, such models may be relevant when specific research hypotheses support the proposition that a given risk or protective factor has differential influence across developmental stages. Future research could also extend application of the DTSMed model to multivariate survival models to explore developmental sequences that consider repeated events over time. Such an extension would allow for studying mechanisms of change underlying recurring behaviors or behavioral cycling, lending insight into the etiology of detrimental outcomes like substance abuse relapse, school truancy, criminal recidivism, and work absenteeism or unemployment. In this context, it may also be useful to integrate latent classes into the SEM-based DTSMed model to evaluate how frailties impact the hazard function (Masyn, 2009; Muthén & Masyn, 2005) .
Finally, we would be remiss not to address issues of causality in mediation analysis. Causal inference is a critical area of research that has been, and continues to be, studied within the context of mediation. Given random assignment of the independent variable, the a path in the mediation model can be interpreted as a causal estimate, but the b and c' paths are not causal effects unless the sample is also randomly assigned to the levels of the mediator. Given the infrequency of such double randomization in research, modelimplied causal relations are often tentative in mediation. Basic design and statistical strategies may help lend credibility to results in the absence of objective randomization. Some examples include using within subject designs, matching subjects, modeling covariates, or using propensity scores. Recent methodological advances have also made progress in developing alternative estimation methods for mediation that improve causal interpretation of model parameters (Imai, Keele, & Tingley, 2010; Lange & Hansen, 2011; Vanderweele, 2011) . To this point, however, these potential outcome approaches have focused on binary predictor and mediator variable. Extending the models to accommodate continuous predictors and mediator variables will be an important new direction for the field (e.g., Schwartz, Li, & Mealli, 2011) .
Although there is plenty of future research needed in the development of discrete-time survival mediation models, the DTSMed model presented here is an important first step in helping to understand underlying mechanisms of event occurrence. Such models facilitate evaluating programs that target time-to-event outcomes and may be particularly useful with regard to promoting effective prevention and intervention efforts in this context. Ultimately, advancing our understanding of what factors help determine the onset of different behaviors can improve our ability to affect those behaviors. Further, continuing to develop and refine models to examine mediation relations with a variety of different data types will continue to strengthen research in the health sciences more broadly. MODEL CONSTRAINT: (f) NEW (ab); ab ¼ p1 * p3;
Appendix

Mplus Program Code for Applied Example
OUTPUT: (g) SAMPSTAT; CINTERVAL;
Programming Notes: (a) In the TITLE command make a title for the analysis.
(b) In the DATA command specify the data file. If the file is in the same location as the Mplus input file there is no need to specify a file path.
(c) In the VARIABLE command name the variables as they appear in the dataset, specify the binary indicator indicating whether the event occurred in the observation period of Y as categorical, and identify the missing value code. If there are variables in the dataset that will not be estimated in the model, specify a subset of variables to use for analysis with the usevariables command. (d) In the ANALYSIS command specify a general model with ML estimation and robust standard errors; use a logit link function and the integration expectation maximization algorithm. Note that integration is necessary to deal with missing data on X. Specify the number of integration points to estimate in parentheses; we chose 500.
(e) In the MODEL command estimate the mean and variance of X so that the program will treat it as endogenous and handle missing data on the variable. Estimate the a path of the mediation model by regressing M on X. Name the parameter in parentheses; we chose''p1.'' Estimate the mean and variance of M. Regress the event outcome on X, M and the five time points of Y. Name the b and c' parameters; we chose ''p2'' and ''p3'' respectively, and fix the loading associated with y9 to identify the reference group for time.
(f) In the MODEL CONSTRAINT command define the indirect effect by creating a new variable and naming it in parentheses; we chose ''ab.'' Calculate the variable by computing the product of the p1 and p3 parameter estimates.
(g) In the OUTPUT command specify sample statistics, confidence limits and any other information you deem useful. factor BY y5@1 y6@1 y7@1 y8@1 y9@1; [y5$1 y6$1 y7$1 y8$1 y9$1]; factor@0; factor ON x m (p2-p3);
MODEL CONSTRAINT: (f) NEW (ab); ab ¼ p1 * p3;
Programming Notes:
(a) In the TITLE command make a title for the analysis. (b) In the DATA command specify the data file.
(c) In the VARIABLE command name the variables as they appear in the dataset, specify the categorical outcomes to create binary event indicators for each time period, and identify the missing value code. Specify a subset of variables to use for analysis if applicable. (d) In the ANALYSIS command specify a general model with MLR estimation; use a logit link function and the EM integration algorithm. Specify the number of integration points to estimate in parentheses.
(e) In the MODEL command estimate the mean and variance of X so that the program can handle any missing data. Estimate the a path of the mediation model by regressing M on X. Name the parameter. Estimate the mean and variance of M. Specify a proportional odds model for Y by creating a latent factor defined by the binary event indicators and constraining all the factor loadings to be equal. Freely estimate the thresholds for each time point. Fix the variance of the latent factor to zero. Estimate the b and c' paths of the mediation model by regressing the latent factor on X and M. Name the parameters.
(f) In the MODEL CONSTRAINT command define the indirect effect by naming the variable and calculating it using previously estimated parameters. (g) In the OUTPUT command request information you deem useful.
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