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Abstract
Inferring transition probabilities among ecological states is fundamental to community ecology because,
based on Markovian dynamics models, these probabilities provide quantitative predictions about com-
munity composition and estimates of various properties that characterize community dynamics. Markov
community models have been applied to sessile organisms because such models facilitate estimation of
transition probabilities by tracking species occupancy at many fixed observation points over multiple
periods of time. Estimation of transition probabilities of sessile communities seems easy in principle
but may still be difficult in practice because resampling error (i.e., a failure to resample exactly the
same location at fixed points) may cause significant estimation bias. Previous studies have developed
novel analytical methods to correct for this estimation bias. However, they did not consider the local
structure of community composition induced by the aggregated distribution of organisms that is typically
observed in sessile assemblages and is very likely to affect observations. In this study, we developed a
multistate dynamic site occupancy model to estimate transition probabilities that accounts for resampling
errors associated with local community structure. The model applies a nonparametric multivariate kernel
smoothing methodology to the latent occupancy component to estimate the local state composition near
each observation point, which is assumed to determine the probability distribution of data conditional
on the occurrence of resampling error. By using computer simulations, we confirmed that an observation
process that depends on local community structure may bias inferences about transition probabilities.
By applying the proposed model to a real dataset of intertidal sessile communities, we also showed that
estimates of transition probabilities and of the properties of community dynamics may differ considerably
when spatial dependence is taken into account. Our approach can even accommodate an anisotropic spatial
correlation of species composition, and may serve as a basis for inferring complex nonlinear ecological
dynamics.
Key words: Classification error; Community dynamics; Hierarchical models; Intertidal; Kernel smoothing;
Site occupancy models; Spatial correlation; Transition probability
INTRODUCTION
Markov models are a general class of mathematical
models that are widely used to describe dynamics
of ecological systems. In the context of community
ecology, they offer a simple and useful representation
of community dynamics. For example, a very basic
Markov model summarizes the dynamics of a commu-
nity (i.e., changes in community composition or site
occupancy dynamics among ecological states) with a
transition matrix, P, which consists of the transition
probability from state k to j, pjk, in the element in
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its j th row and k th column. Such linear Markov
models may not provide a fully realistic description
of community dynamics in nature, which may be in-
herently nonlinear (Spencer and Tanner 2008, Tan-
ner et al. 2009). Nevertheless, they can still provide
a good approximation of observed community dy-
namics and composition (Wootton 2001a,b, Hill et al.
2002). Linear Markov models also allow us to assess
a wide range of properties of species-level dynamics
(e.g., rate of colonization, disturbance, and replace-
ment) as well as those of community-level dynamics
(e.g., equilibrium community composition, as well as
its sensitivities, mean turn over time, and damping
ratio), which can be derived from the transition prob-
ability matrix (Hill et al. 2004).
Markov community models have been applied to
communities of sessile organisms (e.g., terrestrial
plants, corals and intertidal/subtidal communities)
because in those systems transition probabilities can
be estimated with field data by tracking species oc-
cupancy at many fixed observation points over multi-
ple periods of time (e.g., Wootton 2001a,b, Hill et al.
2002, 2004, Tanner et al. 2009). However, estima-
tion of transition probabilities may be biased when
there are resampling errors, that is, failures to re-
sample exactly the same fixed-point locations. When
such a resampling error occurs, researchers observe
a point that is different from, but probably close
to, the correct location of the fixed point; the re-
sult may be a “misclassification” of the occupancy
state. Such an error may sometimes be inevitable in
field sampling, where somewhat crude tools are nec-
essarily used and/or organisms are small (Conway-
Cranos and Doak 2011). New analytical methods
have been proposed to correct this estimation bias
which assume that the probability distribution of
data, conditional on the occurrence of resampling er-
ror, is related to the relative state frequency of ecolog-
ical states (Conway-Cranos and Doak 2011, Fukaya
and Royle 2013). On the one hand, Conway-Cranos
and Doak (2011) proposed a maximum likelihood ap-
proach, in which transition probabilities and resam-
pling error rates are estimated based on multinomial
likelihoods. On the other hand, Fukaya and Royle
(2013) proposed to use the dynamic site occupancy
modeling framework to account for resampling error
in the estimation of transition probabilities.
In both of these studies, spatial aspects of com-
munity structure were not considered explicitly. It
is very likely, however, that the local structure of
community composition affects the observation pro-
cess described above, because sessile organisms typ-
ically represent locally aggregated spatial distribu-
tions. Therefore, accounting for such spatial depen-
dence will be necessary to make more reliable in-
ferences about underlying community dynamics. In
this study, we developed an extension of the mul-
tistate dynamic site occupancy model proposed by
Fukaya and Royle (2013) to account for spatial de-
pendence in the estimation of transition probabili-
ties. We used additional information about the spa-
tial coordinate of each observation point to estimate
the state composition near each point. Estimation of
this local community structure was possible by apply-
ing the nonparametric multivariate kernel smoothing
methodology (Diggle et al. 2005) to the latent occu-
pancy component. Our approach can even account
for an anisotropic spatial correlation of species com-
position and may also lead to some potential exten-
sions of the model, which we describe in the Discus-
sion. By using computer simulations, we confirmed
that an observation process that depends on local
community structure may cause some bias in the in-
ference of transition probabilities. By applying the
proposed model to a real dataset of intertidal sessile
communities, we also showed that estimates of tran-
sition probabilities and of community dynamics may
be considerably different when spatial dependence is
accounted for.
THE MODEL
Model description
We assumed that there were, in total, I fixed obser-
vation points within a permanent quadrat that could
be occupied by one of the possible S ecological states
(species or groups of species, which may include
“free space”). Hence, observation points and the
quadrat corresponded to “sites” (local populations)
and the “meta-population”, respectively, in the meta-
population design concept for the site occupancy
modeling framework (Ke´ry and Schaub 2012, Ke´ry
and Royle 2016). The ecological state was assessed
for each site over T periods of time. We define zit
and yitn (zit, yitn ∈ 1, . . . , S) as the occupancy state
at site i (i = 1, . . . , I) at time t (t = 1, . . . , T ), and the
state observed by a researcher (i.e., data recorded) at
the nth measurement (n = 1, . . . , N(i, t)) at site i
at time t, respectively. The N(i, t) observations con-
sisted of replicated samples at site i and time t; these
samples may have been collected by repeated surveys
conducted within a sufficiently short period or by in-
dependent observers. This sampling scheme formally
resembles Pollock’s robust design, which is classi-
cally considered in capture-recapture studies (Pollock
1982) in which secondary resampling is performed
within a single primary sampling period (t). We note
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that the dynamic site occupancy modeling framework
described below also permits missing data.
Changes in site occupancy states (zit) across pri-
mary sampling periods are described with a transi-
tion probability matrix P. The element in the j th
row and k th column pjk(1 ≤ j, k ≤ S) represents
the transition probability from state k to j. Resam-
pling error probability e is also considered to account
for a certain type of observation error that arises
when there is failure to resample the exact location of
the fixed observation site (Conway-Cranos and Doak
2011). It is thus assumed that when resampling error
does not occur at a sampling occasion for site i at
time t (occurring with a probability 1− e), the occu-
pancy state zit is recorded with probability 1, whereas
when resampling error occurs, the “occupancy state”
observed is a random variable that follows a cer-
tain probably distribution (Fukaya and Royle 2013).
Fukaya and Royle (2013) assumed that when a resam-
pling error occurs, the probability of state s being
observed is equal to the relative dominance of that
state within the quadrat, fts =
∑
i 1(zit = s), where
1(x) is an indicator function. Conceptually, this as-
sumption implicitly requires that organisms are ho-
mogenously distributed within the quadrat so that
the state composition is identical over all sites. The
same assumption was made by Conway-Cranos and
Doak (2011) to account for a similar type of resam-
pling error in longitudinal observations of sessile com-
munities. To account for the spatial dependence of
community structure, we here consider the relative
dominance of the state near each site, gits, and relate
it, instead of fts, to the data distribution conditional
on the occurrence of the resampling error.
Although the model framework could accommo-
date more ecological realities, we here restricted our
model by using the simplest elements possible for no-
tational simplicity and clarity. We believe this ap-
proach will facilitate understanding the basic model
structure. Possible extensions of the model are de-
scribed in the Discussion. Formally, the model we
propose is as follows.
Observation model — We assume that on each
sampling occasion, with probability (1−e), observers
assess the exact location of site i and find the true
occupancy state zit. But otherwise (i.e., with prob-
ability e), they fail to observe the exact location of
that site. In the latter case, we assume that they
record state s with a probability that equals the local
dominance of that state, gits. This observation dis-
tribution, conditional on the occurrence of the resam-
pling error, represents a categorical distribution with
a probability vector (git1, . . . , gitS). With a latent in-
dicator variable mitn representing the occurrence of
resampling error for the nth measurement at site i
at time t, the model for this observation process is
expressed as:
yitn = zit when mitn = 0
yitn ∼ Categorical(git1, . . . , gitS) when mitn = 1.
(1)
We assume that resampling errors occur indepen-
dently, and thus that mitn simply follows a Bernoulli
distribution:
mitn ∼ Bernoulli(e). (2)
Process model — Assuming that the dynamics
of the occupancy state is a Markov process, the condi-
tional probability of latent state zit for t = 2, 3, . . . , T
can be expressed as follows:
zit|(zi,t−1=s) ∼ Categorical(p1s, p2s, . . . , pSs), (3)
where pjs gives the transition probability from state s
to j. The transition probability matrix P is expressed
as follows:
P =

p11 . . . p1s . . . p1S
...
. . .
...
...
ps1 . . . pss . . . psS
...
...
. . .
...
pS1 . . . pSs . . . pSS
 (4)
where column s gives the vector of transition prob-
abilities for zit|(zi,t−1=s). Note that this transition
probability matrix is column-stochastic (i.e., each col-
umn sums to 1).
For t = 1, the initial occupancy probability of
each site is defined by a probability vector φ =
(φ1, . . . , φS). The model for initial occupancy states
is thus expressed as:
zi1 ∼ Categorical(φ1, . . . , φS). (5)
A kernel estimator for the local state com-
position — The local state dominance gits is unob-
served, and we now describe a model for gits. We
estimate gits nonparametrically by using a multivari-
ate kernel smoothing methodology to estimate the
spatial structure of multinomial probabilities (Diggle
et al. 2005).
We let xi be a two-dimensional coordinate vector
for site i. For each i, t, and s, the kernel regression
estimator for the local state composition is expressed
as follows:
gits =
∑I
j=1KΣ(xi,xj)1(zjt = s)∑S
r=1
∑I
j=1KΣ(xi,xj)1(zjt = r)
, (6)
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where zjt is the latent occupancy state at site j at
time t, and KΣ(xi,xj) is a two-dimensional Gaussian
kernel function with a bandwidth matrix Σ:
KΣ(xi,xj) = exp
{
−1
2
(xi − xj)′Σ−1(xi − xj)
}
.
(7)
The bandwidth matrix Σ is a 2 × 2 positive definite
covariance matrix:
Σ =
(
σ21 ρσ1σ2
ρσ1σ2 σ
2
2
)
, (8)
where σ1, σ2 > 0 is the scale parameter for each di-
mension and−1 < ρ < 1 is the correlation parameter.
Note that the assumption of a common kernel func-
tion across ecological states simplifies the estimator
(Eq. 6) as follows:
gits =
∑I
j=1KΣ(xi,xj)1(zjt = s)∑I
j=1KΣ(xi,xj)
. (9)
With the kernel estimator of this form, gits be-
comes higher at site i as the number of sites that are
occupied by state s at time t increases. Although
all the sites occupied by s at time t contributes to
gits, the weight decreases as a function of the dis-
tance from site i: the scale of this distance depen-
dence is controlled by the bandwidth matrix Σ. We
note that Σ accounts for an anisotropic spatial depen-
dence (i.e., direction dependence) of the local com-
munity structure: the spatial dependence is isotropic
only when σ1 = σ2 and ρ = 0.
As long as there is no significant sources of obser-
vation error other than the resampling error we con-
sidered above, the estimated vector (git1, . . . , gitS) is
interpreted naturally as a representation of the com-
position of ecological states surrounding site i at time
t. As in Fukaya and Royle (2013), gits is a derived
parameter obtained as a function of latent occupancy
state {zit}, whereas the function defining gits now
depends on an unknown bandwidth matrix with pa-
rameters to be estimated. We also note that when the
bandwidth of the kernel is sufficiently large, gits will
no longer vary over sites within the quadrat. The
result is a spatially homogeneous situation that is
equivalent to the model considered by Fukaya and
Royle (2013).
Estimation of states and parameters
In this model, elements of the transition probability
matrix P, the resampling error rate e, the initial oc-
cupancy probability vector φ, and the elements of
the bandwidth matrix Σ are parameters to be esti-
mated. The model also involves occupancy state zit,
error occurrence indicator mitj , and the local state
composition gits (a derived quantity) as latent state
variables. The model assumes that observation at a
particular time point depend on all the state vari-
ables at that time. Such a class of dynamic models
is called a factorial hidden Markov model in the ma-
chine learning community, and for such a model it is
known that an exact likelihood inference is computa-
tionally intractable (Ghahramani and Jordan 1997).
We thus adopt here a Bayesian approach for parame-
ter inference, in which the joint posterior distribution
of parameters and latent state variables is obtained
by using Markov chain Monte Carlo (MCMC) meth-
ods. We specify vague priors for parameters for the
observation and process models:
e ∼ Beta(1, 1), (10)
(p1s, . . . , pSs) ∼ Dirichlet(1, . . . , 1), (11)
(φ1, . . . , φS) ∼ Dirichlet(1, . . . , 1), (12)
where the diffuse Dirichlet prior (Eq. 11) is specified
for each of column s of the transition probability ma-
trix. Vague priors would also be specified for elements
of the bandwidth matrix, Σ, as follows:
σ1 ∼ Uniform(0, U) (13)
σ2 ∼ Uniform(0, U) (14)
ρ ∼ Uniform(−1, 1) (15)
where U is a sufficiently large positive constant defin-
ing the upper limit of the uniform prior.
The joint posterior distribution of these parameters
and latent variables ({zit}, {mitn}, {gits}) can be
obtained by using the MCMC methods. The model
can be implemented using the BUGS software. We
have provided a model script in the Appendix that
can be used to fit the model using JAGS software
(Plummer 2003).
SIMULATION STUDY
Materials and methods
To examine the effect of an observation process that
is relevant to the local community structure on the
inference of community dynamics, we conducted a
simulation study. Using the system and observation
models described above, with fixed model parameters
that were to be estimated, we simulated a number of
replicate datasets that were obtained from the hier-
archical data-generating process described in the pre-
vious section. Simulations and analyses described in
what follows were conducted using R (versions 3.1.0
to 3.2.5).
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Three models were fitted to these simulated data
sets. The first was a classical, naive estimator for
transition probabilities, defined as pˆjk = njk/
∑
l nlk,
where njk is the number of sites that were in state k at
a certain point in time and in state j at the following
time (Spencer and Susko 2005). This model does not
account for any type of observation error. The sec-
ond was a “non-spatial” multistate dynamic site oc-
cupancy model proposed by Fukaya and Royle (2013),
which does account for resampling errors. The model
assumes that the distribution of the observed state,
conditional on the occurrence of the resampling er-
ror, is proportional to the relative dominance of each
state in the quadrat that is homogeneous in space.
Finally, the “spatial” multistate dynamic site occu-
pancy model described in the previous section was
also fitted to simulated datasets. Note that this
model is equivalent to the data-generating model and
was thus expected to perform the best among the
three models.
To generate replicated datasets, we set the num-
ber of sites I = 225, the length of time series
T = 5, and the number of ecological states S = 5.
The sites were assumed to be aligned on a 15 ×
15 grid, and their coordinates were represented as
x1 = (1, 1),x2 = (2, 1), . . . ,x225 = (15, 15). We
used a transition probability matrix that was ran-
domly drawn from a diffuse Dirichlet distribution
(p1s, . . . , pSs) ∼ Dirichlet(1, . . . , 1). For the obser-
vation process, we assumed an isotropic bandwidth
kernel by setting σ1 = σ2 = 1 and ρ = 0. With
these settings, we generated 96 replicate datasets for
each of 6 levels of error rate (e = 0, 0.15, 0.3, 0.45, 0.6,
0.75).
We considered two scenarios for the manner of data
collection. The first scenario considered a situation of
limited information where no replicated observations
were obtained; that is, we set N(i, t) = 1 for all i and
t. The second scenario simulated a more ideal situ-
ation where three replicated observations were con-
ducted for each survey; that is, we set N(i, t) = 3 for
all i and t.
Among the three models and two sampling scenar-
ios described above, the performances of the mod-
els were evaluated based on the mean square error
(MSE), square of bias (Bias2) and variance (Var) of
the point estimate of each parameter. For transi-
tion probabilities, the above criteria were averaged
over all elements in the probability matrix to eval-
uate the magnitude of the estimation errors in a
sequence of transition probabilities. Because MSE
measures the mean square difference of estimates
from the true parameter value, it may serve as a
comprehensive criterion for the quality of estima-
tors. The MSE can be decomposed into bias and
variance, as the three are linked by the relationship
MSE(θˆ) = Bias2(θˆ)+Var(θˆ). Thus, we favor a model
with a lower MSE, and such a model may even be
better if it provides less biased estimates.
For the naive model, data were simply aggregated
to njk to obtain estimates of transition probabilities.
Because this model does not accommodate replicated
sampling, it was not applied to data from the three-
replicate scenario. For the non-spatial and spatial
model, parameters were estimated using the Bayesian
inference framework. For each analysis of replicated
datasets, we specified a vague prior for each param-
eter (Eqs. 10–15) to sample from the posterior dis-
tribution using the JAGS software (versions 3.4.0 to
4.2.0; Plummer 2003), from three independent chains
of 3000 iterations after a burn-in of 3000 iterations
thinning at intervals of 3. The posterior mode was
used for point estimates of univariate parameters (e
and σ), whereas the spatial median was used for tran-
sition probabilities to ensure that the sum of each
column of the probability matrix was 1.
Convergence of the posterior was checked for each
parameter with the Gelman-Rubin diagnostic Rˆ. In
the spatial model, about 0.03% of the estimates of
pjk, 9% of e (most of which came from small e situ-
ations, where estimation of σ was difficult; see the
next subsection), and 12% of σ (same as e) had
Rˆ > 1.2. In the non-spatial model, about 0.3% of
pjk and 5% of e had Rˆ > 1.2. Although these Rˆ
values may not be appropriate in formal model in-
ference (e.g., Gelman et al. 2014), we considered our
results to be acceptable for examination of the av-
erage performance of the model using the simulated
dataset. In practice, the Rˆ values could be improved
by much longer MCMC runs, which can be very time-
consuming in the context of simulation but would not
be prohibitive for analysis of one or a small number
of datasets.
Results
The results of the simulation study are summarized
in Fig. 1. We first note that when the error rate
is small, the posterior distribution for the bandwidth
parameter σ in the spatial model sometimes failed to
converge. In such cases, the posterior distribution of
σ was typically distributed over a wide range, a reflec-
tion of the flat specified prior distribution, the result
being spatially homogeneous estimates of the local
state composition gits. This result suggests an iden-
tification issue for σ in these settings, an issue that
appears to become worse when replicated samples are
lacking (Fig. 1). In the spatial model, σ determines
5
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Fig. 1. Results of simulation study. Mean square error (left column), square of bias (middle column), and
variance (right column) of parameter estimates obtained from 96 replicated datasets using three different
models (spatial model, non-spatial model, and naive estimator) are shown. Upper, middle, and lower panels
indicate results for the transition probability matrix Pˆ, resampling error rate eˆ and the bandwidth scale
parameter σˆ, respectively. Results of σˆ for e = 0 in the spatial model are not shown because of a convergence
issue (see text for details).
the probability distribution of data conditional on the
occurrence of resampling error. Hence, σ is not satis-
factorily determined by data when resampling errors
occur infrequently. Even when the posterior sampling
for σ was unsuccessful, however, the convergence of
other parameters in the spatial model (P and e) was
typically achieved. In these cases, estimates of tran-
sition probabilities were often very similar in the spa-
tial model and the non-spatial model. This similarity
reflects the fact that the estimated local state com-
position gits was spatially homogeneous, the result
being a spatial model that was virtually the same as
the non-spatial model, in which a spatially homoge-
neous state composition was assumed implicitly.
For this reason, we excluded estimates from the
calculation of MSE, bias, and variance of σˆ, if the
difference between the point estimate and the true
value of σ was more than 10 (Fig. 1, lower panels).
We omitted the results of MSE, square bias, and the
variance of σˆ for e = 0 because this procedure ex-
cluded almost all estimates for e = 0. We also note
that in the spatial model with e = 0 and three repli-
cated observations, there was an estimate of e that
was exceptionally large. We also excluded that esti-
mate from the calculation of MSE, bias, and variance
of eˆ.
Not surprisingly, overall, the bias was the small-
est in the spatial model compared to other models
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(Fig. 1). When comparisons were made among the
results of the single-replicate case, estimates of tran-
sition probabilities from the naive estimator were the
least variable (Fig. 1, upper panels). However, the
estimator became profoundly biased as the error rate
increased, the result being the worst MSE of the tran-
sition probabilities among the examined models. The
bias and variance of the transition probability esti-
mates in the non-spatial and spatial model increased
with the error rate. The bias of the transition proba-
bilities was considerably smaller in these models com-
pared to the naive model, resulting in the better MSE
as the error rate increased. Although the difference
between the non-spatial and spatial models in the es-
timation of transition probabilities is not so large, the
bias and MSE of the spatial model was smaller than
that of the non-spatial model when the error rate
was high (i.e., e ≥ 0.45). Replicated observations
improved the estimation of transition probabilities in
the spatial and non-spatial model. Under these con-
ditions, the performance of the non-spatial model was
even better than that of the spatial model with a sin-
gle replicate.
The MSE of eˆ tended to be higher for the non-
spatial model than for the spatial model (Fig. 1,
middle panels) because the bias of the non-spatial
model increased faster than that of the spatial model,
although the variance of eˆ was in general smaller
in the non-spatial model than in the spatial model.
In the non-spatial model, replicated observations did
not mitigate the MSE and bias of eˆ. In the spatial
model, the MSE and bias of σˆ tended to be higher
when the error rate was low (Fig. 1, lower panels),
where, as noted above, the estimation of σ may be
difficult.
In summary, these results suggest that, when the
local community structure affects observations, both
the naive estimator and the non-spatial multistate
dynamic site occupancy model may provide worse es-
timates than the spatial model. When the error rate
is low, the bandwidth parameter of the spatial model
may not be satisfactorily determined by data, but the
model may still perform as well as the non-spatial
model by estimating the spatially homogeneous rela-
tive state composition. As the error rate increased,
the spatial model on average outperformed the non-
spatial model.
APPLICATION TO REAL DATA
Materials and methods
We applied the proposed spatial model, in addition
to the non-spatial model (Fukaya and Royle 2013)
and the naive estimator for transition probabilities
(Spencer and Susko 2005), to an intertidal sessile
community dataset collected at a total of 25 perma-
nent quadrats within 5 shores — Mochirippu (MC),
Mabiro (MB), Aikappu (AP), Monshizu (MZ) and
Nikomanai (NN)— located on the Pacific coast of
eastern Hokkaido, Japan (detailed descriptions of the
study sites and biogeographic features of the area can
be found in Okuda et al. 2004, Nakaoka et al. 2006
and Fukaya et al. 2014). Each quadrat was estab-
lished on rock walls at semi-exposed locations and
was 50 cm wide by 100 cm high. The vertical mid-
point corresponded to the mean tidal level. In each
quadrat, 200 fixed observation points (i.e., sites) were
aligned on 20 horizontal rows by 10 vertical columns.
The sites were located at intervals of 5 cm. Site oc-
cupancy dynamics of ecological states were assessed
once per year from 2002 to 2011, during a spring low
tide in the summer (from roughly July to August).
Models were fitted to estimate transition probabil-
ities for each quadrat. In the study sites, we recog-
nized the following seven dominant ecological states:
(1) free space, (2) the barnacle Chthamalus dalli, (3)
the brown alga Analipus japonicus, (4) the red alga
Gloiopeltis furcata, (5) the red alga Chondrus yen-
doi, (6) the articulated calcareous red alga Corallina
pilulifera, and (7) other organisms. However, states
1–6 were not necessarily common in each quadrat.
Thus, for each quadrat, we allocated some of these
regionally dominant states to state 7 (other organ-
isms) when they were relatively rare (when the total
number of their occurrences during the 10 observa-
tion years was < 50) in that quadrat. As a result, the
number of states varied from 4 to 7 among quadrats.
For each quadrat, models were fitted to data in
a fashion analogous to that used in the simulation
study described in the previous section. To fit the
spatial model, we restricted the bandwidth matrix to
Σ = diag(σ21 , σ
2
2), where σ1 and σ2 were the scale pa-
rameters along the vertical and horizontal directions,
respectively. For spatial and non-spatial models, we
first conducted MCMC sampling for each plot with
three independent chains of 3000 iterations after a
burn-in of 3000 iterations, thinning at intervals of 3.
For some plots, however, we needed to have longer
iterations and more chains to obtain converged pos-
terior samples. The convergence of parameters of in-
terest was confirmed if the Gelman-Rubin diagnos-
tic Rˆ was less than 1.1. We note, however, that for
MB4, AP4 and AP5, we could not obtain converged
posterior samples of σ2, probably because the spatial
dependency along the horizontal axis was lacking or
because there were insufficient data to estimate it.
As derived parameters, we also obtained estimates
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Table 1. Parameter estimates (transition probability matrix P, resampling error probability e, and bandwidth
matrix Σ) obtained by fitting each of the three different models (naive estimator, non-spatial model, and
spatial model) to the intertidal sessile community dataset of a particular quadrat (MC2). Posterior medians
are reported for the spatial and non-spatial models, for which posterior sampling was conducted using
MCMC. The rows and columns of the transition probability matrix correspond to: (1) free space, (2)
the barnacle Chthamalus dalli, (3) the red alga Gloiopeltis furcata, (4) the articulated calcareous red alga
Corallina pilulifera, and (5) other organisms.
Model
Parameter Naive Non-spatial Spatial
P

0.560 0.328 0.375 0.051 0.164
0.085 0.267 0.100 0.020 0.082
0.320 0.339 0.446 0.020 0.143
0.006 0.013 0.003 0.471 0.156
0.028 0.053 0.076 0.438 0.455


0.670 0.221 0.307 0.013 0.028
0.064 0.416 0.100 0.014 0.016
0.258 0.328 0.585 0.011 0.020
0.003 0.005 0.002 0.501 0.196
0.005 0.029 0.006 0.461 0.740


0.772 0.160 0.208 0.015 0.040
0.053 0.574 0.060 0.016 0.029
0.165 0.239 0.713 0.015 0.037
0.003 0.008 0.002 0.684 0.098
0.007 0.020 0.017 0.270 0.796

e 0.239 0.715
Σ diag(0.644, 1.278)
of two quantities that inform some dynamical aspects
of communities: the mean turnover time and the
damping ratio (Hill et al. 2004). The former quan-
tifies the average turnover time of a site randomly
selected from the stationary community. It is calcu-
lated as
∑S
s=1 ws(1− pss)−1 where ws is the equilib-
rium relative dominance of state s obtained as the
normalized dominant right eigenvector of the transi-
tion probability matrix P. The latter quantifies the
lower bound of the rate of convergence to equilibrium.
It is equated to 1/|λ2| where λ2 is the second-largest
eigenvalue of P.
Results
As an example, parameter estimates obtained at a
particular quadrat (MC2) for each model are shown
in Table 1. The estimated diagonal elements of the
transition probability matrix (i.e., the probability of
persistence of the occupied state) tended to be higher
for the non-spatial model than those obtained with
the naive estimator. These estimated probabilities
were even higher for the spatial model. This ten-
dency was generally found in other quadrats and re-
flects a consistent pattern of estimated properties of
community dynamics (Fig. 2). On the one hand, the
estimated mean turnover time tended to be longest
in the spatial model, intermediate in the non-spatial
model, and shortest in the naive method. On the
other hand, the damping ratio was estimated to be
fairly high for the naive method, whereas it was lower
for the spatial and non-spatial models. These results
suggest that ignoring the resampling error and the
effect of local community structure on observations
may lead to an overestimation of the “velocity” of
community dynamics because of an underestimation
of persistence probabilities.
Interestingly, in the spatial model, the scale of
bandwidth for the vertical axis was estimated to be
approximately half that for the horizontal axis (Ta-
ble 1). This result coincides with the known observa-
tion that rocky intertidal communities may be more
variable along the vertical than the horizontal direc-
tion because environments tend to vary more rapidly
along the vertical axis (Benedetti-Cecchi 2001, Val-
divia et al. 2011). The estimated resampling error
rate tended to be higher in the spatial model than
in the non-spatial model (Table 1). Observations on
these parameters noted here were also generally found
in other quadrats. We show in Fig. 3 a snapshot of
the estimated local community composition for a par-
ticular quadrat (MC2) and point in time.
DISCUSSION
In this study, we proposed a multistate dynamic
site occupancy model for aggregated sessile commu-
nities. The model accounts for the resampling er-
ror that is associated with local community struc-
ture. The model assumes underlying surfaces of local
dominance for each of the possible ecological states
that determines the distribution of data that are con-
ditional on the occurrence of the resampling error.
The surface is estimated nonparametrically by using
a multivariate kernel smoothing method, in which the
local species dominance at an arbitrary location is ob-
tained as a function of the underlying occupancy of
states across all sites.
In ecological studies, consideration of spatial effects
has been thought to be fundamental (Legendre 1993,
Lichstein et al. 2002, Royle et al. 2007). It has also
been widely recognized that accounting for observa-
tion processes in data collection and analyses is im-
portant because ignoring these processes may lead
to biased estimates and thus misleading conclusions
(Williams et al. 2002, Ke´ry and Schaub 2012, Ke´ry
and Royle 2016). These two considerations have been
incorporated into the dynamic site occupancy mod-
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Fig. 2. Mean turnover time (upper panel) and damping ratio (lower panel) estimated using three models
(spatial model, non-spatial model, and naive estimator) for each quadrat.
eling framework to study metapopulation dynamics
while accounting for imperfect detection (e.g., Bled
et al. 2011, Risk et al. 2011, Yackulic et al. 2012). As
far as we know, however, such spatial dynamic site
occupancy models have been applied only to popu-
lation dynamics of single species (but see Yackulic
et al. (2014)). The spatial multistate dynamic site
occupancy model we developed here would be widely
applicable to studying the dynamics of sessile com-
munities in various systems, including corals, mussels
and terrestrial plants, for which precise resampling
of observation points may be difficult in the field for
practical reasons (Conway-Cranos and Doak 2011).
For spatially referenced site occupancy data, dy-
namic site occupancy models with autologistic com-
ponents have been proposed (Bled et al. 2011, 2013,
Yackulic et al. 2012, 2014, Eaton et al. 2014; see also
Broms et al. 2016). In these models, the adjacency of
sites must be defined a priori, because probabilities
of occupancy, local colonization and extinction are
assumed to depend on the occupancy states of neigh-
boring sites. It has also been typical in the applica-
tion of these models that sites are aligned on grids.
However, as has been done in this study, another ap-
proach for modeling spatial effects is to use kernel-
weighting functions. Several dynamic site occupancy
models that were recently developed based on the
metapopulation theory use this approach to account
for spatial dependency of local colonization and ex-
tinction probabilities (Risk et al. 2011, Heard et al.
2013, Sutherland et al. 2014, Chandler et al. 2015).
Because the scale of correlation is determined by the
data, this modeling approach does not require a pri-
ori determination of site adjacency. The observation
sites may also not need to be aligned in a reticular
pattern. A related weighting function approach has
also been used to identify the spatial scale at which
landscape variables affect abundance (Chandler and
Hepinstall-Cymerman 2016). We note, however, that
a possible difficulty in using kernel weighting may be
its associated computational burden. Evaluating the
kernel weights for every combination of two sites may
be time-consuming, and the amount of computation
time required increases very rapidly with the number
of sites being considered.
The multivariate Gaussian kernel used in the pro-
posed model can account for an anisotropic spatial
correlation of community structure. This character-
istic of the multivariate Gaussian kernel can be useful
when a known, or even unknown, environmental gra-
dient exists in the quadrat and affects the distribution
of sessile species. Although other types of kernels may
be used to model the spatial structure, the multivari-
ate Gaussian kernel allows a straightforward imple-
mentation of anisotropic correlation by specifying a
bandwidth matrix with scale and correlation parame-
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Fig. 3. Observed data, occupancy, and local state dominance for a particular quadrat (MC2) and point in
time estimated using the spatial model, mapped on the spatial coordinates of each observation point (20
horizontal rows × 10 vertical columns). Filled circles (•) and crosses (+) represent data (the state observed
at each observation point) and estimated site occupancy state (the state that had the highest posterior
probability of occupancy at each observation point), respectively. Note that for each site, both filled circles
and crosses appear in only one of the five panels, which represent different ecological states. The estimated
local state dominance, gits, is represented by colored squares. A brighter square indicates greater dominance
of the state at that location.
ters. However, results of our simulation study suggest
that, in the proposed model, bandwidth parameters
may be difficult to estimate when the resampling er-
ror rate is quite low. In such cases, the proposed
spatial model would not be a reasonable option for
the inference of transition probabilities. In this re-
gard, adoption of a robust design is recommended
because obtaining replicated samples may mitigate
this problem (Fig. 1). We note that dynamic occu-
pancy models in general do not require equal numbers
of replications for every site and time.
Results from a dataset of intertidal communities
on the Pacific coast of eastern Hokkaido highlight the
fact that different models may produce considerably
different estimates of transition probabilities as well
as of the properties of community dynamics, which
are obtained from the transition probability matrix
(Table 1, Fig. 2). We have shown that, compared
to the non-spatial model (Fukaya and Royle 2013),
the spatial model tends to yield a higher persistence
probability of each state, longer mean turnover time
and lower damping ratio. These differences were even
greater when the spatial model was compared to the
naive model. In the assessment of their intertidal ses-
sile community data from California, Conway-Cranos
and Doak (2011) also found that the estimated damp-
ing ratio was higher when resampling errors were not
corrected. These results have implications for the de-
velopment of management plans that are based on
Markovian models. They suggest that ignoring the
existence of resampling errors, as well as local com-
munity structure, may lead to overestimation of the
recovery rate of ecological communities from natural
or anthropogenic disturbance, the result being poorly
informed management strategies.
The hierarchical formulation of the model allows us
to readily extend the proposed model, at least con-
ceptually, to add more ecological realism (Royle and
Dorazio 2008, Ke´ry and Schaub 2012, Ke´ry and Royle
2016). For example, if some site- or time-specific en-
vironmental covariates are available, they may be in-
corporated into the model to take account of varia-
tions in transition probabilities and error rates. A
possible extension of the model that may have a par-
ticular ecological significance is to link estimated lo-
cal state dominance gits values to transition proba-
bilities. Because interactions between sessile organ-
isms are limited to neighboring individuals, the rate
of local colonization, persistence, and replacement are
expected to depend on surrounding local community
structure (Wootton 2001a, Kawai and Tokeshi 2006).
Although the dependency of transition probabilities
on species frequency has been considered in previ-
ous studies about Markovian community dynamics
(i.e., nonlinear Markov community model; Spencer
and Tanner 2008, Tanner et al. 2009), only the con-
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nection between transition probabilities and the over-
all (i.e., global) species frequency has been explored.
However, by using the underlying occupancy compo-
nent explicitly, dynamic site occupancy models can
model a relationship between local occupancy density
and the rates of colonization and/or extinction (Bled
et al. 2011, Risk et al. 2011, Yackulic et al. 2012), al-
though such dependency has rarely been modeled in
a multispecies context (but see Yackulic et al. (2014)
who explored intra- and inter-specific effects on site
occupancy dynamics of two owl species). Because
the proposed model explicitly involves local commu-
nity structure as a model component, it will naturally
provide a basis for inferring complex nonlinear eco-
logical dynamics.
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A JAGS model code
model {
## Observation model
for (i in 1:I) {
for (t in 1:T) {
for (n in 1:N[i, t]) {
# m: indicator for resampling error, 1 represents resampling error
m[i, t, n] ~ dbern(e)
for (s in 1:S) {
# q: observation probabilities (conditional on m)
q[i, t, n, s] <- ((1 - m[i, t, n]) * equals(z[i, t], s)
+ m[i, t, n] * g[i, t, s])
}
# y: observed data
y[i, t, n] ~ dcat(q[i, t, n, ])
}
}
}
## Process model
for (i in 1:I) {
# z: occupancy state
z[i, 1] ~ dcat(phi[])
for (t in 2:T) {
z[i, t] ~ dcat(p[, z[i, t - 1]])
}
}
## Kernel estimator
# Sigma: bandwidth matrix
Sigma[1, 1] <- sigma1^2
Sigma[1, 2] <- rho * sigma1 * sigma2
Sigma[2, 1] <- rho * sigma1 * sigma2
Sigma[2, 2] <- sigma2^2
# V: inverse of the bandwidth matrix
V <- inverse(Sigma)
for (i in 1:I) {
for (j in 1:I) {
# K: weight matrix
K[i, j] <- exp(- vd[i, j, ] %*% V %*% vd[i, j, ] / 2)
}
}
for (i in 1:(I - 1)) {
# dS: Diagonal matrix of the inverse sum of weights
dS[i, i] <- 1 / sum(K[i, ])
for (j in (i + 1):I) {
dS[i, j] <- 0
dS[j, i] <- 0
}
}
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dS[I, I] <- 1 / sum(K[I, ])
for (t in 1:T) {
# mz: array of indicator of occupancy state
for (s in 1:S) {
mz[1:I, t, s] <- equals(z[, t], s)
}
# g: relative state dominance
g[1:I, t, 1:S] <- dS %*% K %*% mz[, t, ]
}
## Priors
# e: resampling error rate
e ~ dbeta(1, 1)
# P: transition probabilities
for (s in 1:S) {
p[1:S, s] ~ ddirch(alpha)
}
# phi: initial occupancy probabilities
phi[1:S] ~ ddirch(alpha)
# sigma: scale parameter of the Gaussian kernel
sigma1 ~ dunif(0, U)
sigma2 ~ dunif(0, U)
# rho: correlation parameter of the Gaussian kernel
rho ~ dunif(-1, 1)
}
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