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ECH CAPACITIES, EHRHART THEORY, AND TORIC VARIETIES
BENWORMLEIGHTON
Abstract. ECH capacities were developed by Hutchings to study embedding problems for symplectic 4-
manifolds with boundary. They have found especial success in the case of certain toric symplectic manifolds
where many of the computations resemble calculations found in cohomology of Q-line bundles on toric va-
rieties, or in lattice point counts for rational polytopes. We formalise this observation in the case of convex
toric lattice domains XΩ by constructing a natural polarised toric variety pYΣpΩq , DΩq containing the all the
information of the ECH capacities of XΩ in purely algebro-geometric terms. Applying the Ehrhart theory of
the polytopes involved in this construction gives some new results in the combinatorialisation and asymptotics
of ECH capacities for convex toric domains.
1. Introduction
Symplectic capacities measure obstructions to embedding one symplectic manifold into another. Per-
haps the simplest such obstruction is the volume; a symplectic manifold pX1, ω1q can be embedded in
another symplectic manifold pX2, ω2q only if volpX1, ω1q ď volpX2, ω2q. A more sophisticated obstruction
is the Gromov width: the supremum of the radii of balls that can symplectically embed into the given
symplectic manifold. As Gromov’s nonsqueezing theorem [G85] illustrates, this is a nontrivial and inter-
esting invariant even for simple submanifolds of Rn .
There aremany different capacities in past and current usage - see [CHLS] and the numerous references
therein for an overview - that were invented in order to answer more sophisticated embedding questions
about symplectic 4-manifolds. In this paperwewill focus on Embedded Contact Homology or ECH capacities,
which were developed by Hutchings in [H11] and have since been studied by many authors in, for
example, [CCFHR], [CHR], [C15], [CS18]. To anexact symplectic 4-manifoldXwith contact-type boundary
they associate an increasing sequence of real numbers ckpXq for k P Zě0. One of their early successes was
studying embeddings of ellipsoids where the ellipsoid with symplectic radii a, b
Epa, bq :“ tpx , yq P C2 : |x2|{πa ` |y2|{πb ď 1u
embeds into Epc, dq iff ckpEpa, bqq ď ckpEpc, dqq for all k. Moreover, ckpEpa, bqq was computed to be the
kth largest number of the form am ` bn for m , n P Zě0.
A particular type of symplectic manifold that ECH capacities provide an attractive means of studying
is toric domains. Consider the moment map
µ : C2 Ñ R2
for the 2-torus action on C2. Given a region Ω Ă R2, XΩ :“ µ
´1pΩq is a toric symplectic 4-manifold
potentially with boundary. If the domain Ω is a certain kind of convex polygon with two edges lying
on the coordinate axes, XΩ is called a convex toric domain. We omit mention of the symplectic form since
we will always take the induced form from C2. Such symplectic manifolds are exact with contact-type
boundary. The work of Cristofano-Gardiner–Choi [C15] provides a somewhat combinatorial formula for
the ECH capacities of such spaces in terms of lattice paths and lattice point counts.
Define the cap function of a symplectic 4-manifold X with contact-type boundary to be
capXprq :“ #tk P Zě0 : ckpXq ď ru
“ 1`maxtk P Zě0 : ckpXq ď ru
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for r P Zě0. In certain situations - such as ellipsoids with integral symplectic radii - the cap function
recovers all of the ECH capacities. Themain results of this paper apply to the capacities and cap functions
of convex toric domains whereΩ is in addition a lattice polygon.
For a rational polygonΩ Ă R2 we consider the inner normal fanΣpΩq, which is the complete fanwhose
rays are the (primitive) inward-pointing normal vectors to the edges of Ω. This defines a toric variety
YΣpΩq. Wewill later define a divisor DΩ on YΣpΩq called the balance divisor. The key property of this divisor
is that its associated polytope is equal to Ω.
Recall that the function counting lattice points in dilates of a lattice polytope P Ă Rn is given by
a polynomial ehrP , called the Ehrhart polynomial of P, such that #pnPq X Z
n “ ehrPpnq for n P Zě0.
Similarly, recall that the function counting global sections in integer multiples of a Cartier divisor D on a
variety X is eventually given by a polynomial hilbpX,Dq, called the Hilbert polynomial of pX, Dq, such that
h0pX, nDq :“ dimH0pX, nDq “ hilbpX,Dqpnq for all sufficiently large n P Zě0.
When P is a rational polytope (or D is a Q-Cartier divisor), the Ehrhart function (resp. the Hilbert
function) is given (resp. eventually given) by a quasipolynomial: there exists a number π P Zě1 and
polynomials L0 , . . . , Lπ´1 such that
LPpnq “ Lipnq when n ” i modπ
Alternatively, one can think of such a function as a polynomial with coefficients that are periodic functions.
With the above setup, the main results of this paper are as follows. Let XΩ be a convex toric domain.
Choi–Cristofaro-Gardiner–Frenkel–Hutchings–Ramos [CCFHR] and Cristofaro-Gardiner [C15] associate
a sequence of numbers toΩ called the weight sequence wpΩq. We will later define in Definition 5.3 a class
of convex toric domains that are tightly constrained. We conjecture (Conjecture 5.7) that this is equivalent
to the gcd of the numbers in the weight sequence being equal to 1; it is shown below to hold when one of
the weights is equal to 1 in Lemma 5.6.
Theorem 1.1. (Corollary 5.10) Suppose XΩ is a tightly constrained convex toric lattice domain. Then there exists
some r0 P Zě0 such that capXΩprq is given by a quasipolynomial of known period λ for all r ě r0. More precisely,
for r “ 0, . . . , λ ´ 1
capXΩpr ` λxq “ ehrΩpxq ` rx ` γr
for some constant γr P Z dependent only on r, whenever r ` λx ě r0.
Theorem 1.2. (Corollary 5.10) Suppose XΩ is a tightly constrained convex toric domain. Then, if DΩ is the balance
divisor on YΣpΩq associated toΩ, there is r0 P Zě0 such that for any r “ 0, . . . , λ´1 and x P Zě0 with r`λx ě r0
capXΩpr ` λxq “ h
0pYΣpΩq , xDΩq ` rx ` γr
for some constant γr P Z dependent only on r.
Moreover, when at least one weight is equal to 1 one can choose r0 “ 0 and γr “ capXΩprq ´ 1 in both
theorems. Letting the residue r mod λ be zero in the formulae above gives the following corollary.
Corollary 1.3. If XΩ is a tightly constrained convex toric lattice domain, then for sufficiently large x P Zě0
capXΩpλxq “ ehrΩpxq ` γ0 “ h
0pxDΩ, YΣpΩqq ` γ0
for some γ0 P Z.
When at least one weight is equal to 1 here we have γ0 “ 0. The explicit description of the linear coef-
ficients above give precise examples of sub-leading asymptotics for ECH capacities as studied in [CS18];
for example, Prop. 16 there is an interesting comparison.
We conjecture that the following strengthening of the prior results holds.
Conjecture 1.4. Suppose that XΩ is a tightly constrained toric domain. Then:
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‚ there exist convex lattice domains Ω0 , . . . ,Ωλ´1 such that, for any r “ 0, . . . , λ ´ 1 and any sufficiently
large x P Zě0,
capXΩpr ` λxq “ |pΩr ` xΩq X Z
2|
‚ there exist divisors D0, . . . , Dλ´1 on YΣpΩq such that, for any r “ 0, . . . , λ ´ 1 and any sufficiently large
x P Zě0,
capXΩpr ` λxq “ h
0pYΣpΩq , Dr ` xDΩq
Moreover, we conjecture thatΩ0 “ t0u so that γ0 “ 0, and that all of these claims actually hold for all x P Zě0, not
just for all sufficiently large x.
These conjectures state that capXΩ is (eventually) given by a ‘mixed Ehrhart quasipolynomial’ or a
‘mixed Hilbert quasipolynomial’ as studied in [HJST]. Cristofaro-Gardiner–Kleinman in [CK13] have
previously approached symplectic embeddings problems for ellipsoids via Ehrhart theory, and one can
view some aspects of the present paper as pursuing a related philosophy for convex toric lattice domains.
As the results abovemight suggest, there is a purely algebro-geometric framework thatwewill establish
in which one can recast ECH capacities with no conditions except rationality on the weights of Ω. This
also works for a different class of toric domains called free convex toric domains that are defined in §4.7.
Theorem 1.5. (Theorem 4.14 + Theorem 4.15 + Theorem 4.18) Let Ω be any rational convex lattice domain or a
free rational convex toric domain. Then
ckpXΩq “ mintD ¨ DΩ : h
0pYΣpΩq, Dq ě k ` 1u
capXΩprq “ maxth
0pYΣpΩq, Dq : D ¨ DΩ ď ru
where both extrema range over all nef Q- or R-divisors on YΣpΩq.
For the special case evaluating the cap function at rℓΩpBΩq “: λr, we have
capXΩpλrq “ maxth
0pDq : pD ´ rDΩq ¨ DΩ ď 0u
We can also state some of the results of this paper in purely combinatorial terms. Wewill later describe
a pseudonorm ℓΩ dependent on Ω called the Ω-length, which is central to the combinatorialisation of
ECH capacities. For a polygon Λ, define its Ω-perimeter ℓΩpBΛq to be the sum of the Ω-lengths of the line
segments composing its boundary BΛ.
Theorem 1.6. (Corollary 5.8) Suppose Ω is a tightly constrained convex lattice domain with lower bound1 r0 “ 0
and let λ “ ℓΩpBΩq. Then rΩ contains the most lattice points of any convex lattice domain ofΩ-perimeter at most
rλ for all r P Zě0.
All of these results are numerical in nature and so it is natural towonder if there is some higher structure
behind them. In particular, both sides of the equality in Theorem 1.2 are defined to be dimensions of
vector spaces - of filtered embedded contact homology on the left, and of cohomology of divisors on YΣpΩq
on the right - and so it would be interesting to explore whether there is a correspondence on the level of
vector spaces, potentially accessed by mirror symmetry.
1.1. Acknowledgements. I am very grateful to Michael Hutchings for introducing me to ECH capacities
and for many fruitful discussions as the content of this paper developed. I would also like to thank Vivek
Shende for useful conversations at various points of this story, andDan Cristofaro-Gardiner for comments
on a draft of this paper.
2. ECH capacities
ECH is formally defined in terms of contact geometry. It is constructed explicitly in [H11] however there
is a combinatorial rephrasing of ECH in the case of toric domains that is most applicable to the situation
at hand, which is how we will primarily present it here. This material comes from [H11], [CCFHR],
and [C15].
1For example, these assumptions are met if one of the weights of Ω is equal to 1, and we conjecture that they are met whenever
the gcd of the weights is 1.
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2.1. Combinatorial definitions. Suppose Ω Ă R2 is any polygon. Define the Ω-length of a vector v to be
ℓΩpvq :“ v ˆ pv
where pv is a boundary point of Ω such that Ω is contained in the right halfplane bounded by the line
spanned by v translated to contain pv . Here ˆ means the cross product u ˆ v “ detpu | vq. Define the
Ω-length of a piecewise linear path Λ to be
ℓΩpΛq “
ÿ
ℓΩpviq
where the sum ranges over the edge vectors vi of Λ. Notice that, from a local calculation, one has
ℓΩpBΩq “ 2VolpΩq
Definition 2.1. A convex domain is a convex region Ω Ă R2 whose boundary consists of
‚ a line segment between the origin and a point pa, 0q on the positive horizontal axis
‚ a line segment between the origin and a point p0, bq on the positive vertical axis
‚ the graph of a convex piecewise linear function f : r0, as Ñ r0, bs
We say that a convex domain is a convex lattice domain if the points pa, 0q and p0, bq are lattice points and if
the function f is piecewise linear such that each vertex is a lattice point. In other words, a convex lattice
domain is a convex domain that is also a lattice polygon. Convex rational domains are defined similarly.
We call the corresponding symplectic manifold XΩ “ µ
´1pΩq a convex toric domain if Ω is a convex
domain, or a convex toric lattice domain ifΩ is a convex lattice domain. One can also repeat these definitions
with convex replaced by concave.
Following [C15] - which built on [CCFHR] and [M11] - the weight sequence associated to a convex lattice
domain Ω is a sequence wpΩq of numbers defined as follows. Let ∆a be the convex hull of the points
p0, 0q, pa, 0q, p0, aq. Let c be the smallest number such that Ω Ă ∆c . Equivalently, c is the radius of the
smallest ball in C2 containing XΩ. The two components of the complement ∆czΩ are affine equivalent to
two concave domains Ω2 and Ω3. There is a recursive definition weight sequences for concave domains
as follows. Consider the concave domain Ω2. Let b1 be the largest real number such that ∆b1 Ă Ω2. The
complement of ∆b1 in Ω2 consists of two (possibly empty) concave domains and so one can recurse to
obtain a multiset of numbers wpΩ2q :“ tb1 , b2 , . . . u. We define
wpΩq :“ pc;wpΩ2q;wpΩ3qq
Example 2.2. Let Ω “ Convpp0, 0q, p0, 2aq, pa, aq, pa, 0qq for some a P Zą0. Here c “ 2a, leaving a single
Figure 1. Example of weight sequence
‚
‚
‚
‚ ‚
‚
‚
‚
‚
‚ ‚
concave region Ω3 illustrated in the third figure, which is affine equivalent to ∆a . The weight sequence
forΩ is hence p2a;H; aq.
2.2. ECH capacities. Using the constructions above, we define ECH capacities combinatorially.
Definition 2.3. A convex lattice path is a piecewise linear path starting on the positive vertical axis and
ending on the positive horizontal axis such that its vertices are lattice points.
After adding the pieces along the coordinate axes, convex lattice paths are exactly boundaries of convex
lattice domains. For a polygon Λ we denote by LΛ the number of lattice points enclosed by Λ, including
on those its boundary. We state a result of Cristofaro-Gardiner but using the perspective of convex lattice
domains instead of convex lattice paths.
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Theorem 2.4 ( [C15], Cor. 8.5). Let Ω be a convex domain. Then
ckpXΩq “ mintℓΩpBΛq : LΛ “ k ` 1u
where the minimum is taken over convex lattice domains Λ.
Corollary 2.5. If Ω is a convex domain, then
capXΩprq “ maxtLΛ : ℓΩpBΛq ď ru
where the maximum ranges over convex lattice domains Λ.
Proof. After including the zeroth capacity, one has
capXΩprq “ #tk : DΛwith ℓΩpΛq ď r and LΛ “ k ` 1u
“ 1`maxtk : DΛwith ℓΩpΛq ď r and LΛ “ k ` 1u
“ maxtLΛ : ℓΩpΛq ď ru
as required. 
2.3. ECH capacities and weight sequences. The weight sequence wpΩq contains all the information
required to compute ckpXΩq.
Lemma 2.6. Suppose wpΩq “ pc; a1 , . . . , as ; b1 , . . . , btq. Then
ckpXΩq “ mintck`k2`k3pBpcqq ´ ck2p>
s
i“1Bpaiqq ´ ck3p>
t
j“1Bpb jqq : k2 , k3 P Zě0u
This follows from [C15] Corollary A.5 combined with [CCFHR] Theorem 1.4.
2.4. KeypropertiesofECHcapacities. ECHcapacitieshave the followingproperties recorded in [CCFHR],
which we will use throughout the paper:
‚ Monotonicity: If pX, ωq embeds into pX1, ω1q then ckpX, ωq ď ckpX
1, ω1q for all k
‚ Disjoint union: If pX, ωq “ >n
i“1
pXi , ωiq then
ckpX, ωq “ maxř
ki“k
nÿ
i“1
cki pXi , ωiq for all k
‚ Conformality: For each k and λ P R`, ckpX, λωq “ λckpX, ωq
2.5. Asymptotics of ECH capacities. Asymptotically, capacities return the volume constraint on sym-
plectic embeddings.
Theorem 2.7 ( [CHR], Theorem 1.1). Suppose Ω is a convex domain, then
lim
kÑ8
ckpXq
2
k
“ 4VolpXΩq “ 4VolpΩq
This already allows us to calculate the constant λ in Theorems 1.1 and 1.2 assuming that it exists.
Theorem 2.7 implies that ckpXq is asymptotic to 2
a
k VolpΩq and so the cap function is asymptotic to
#tk : 2
b
k VolpΩq ď ru “ #tk : k ď
1
4VolpΩq
r2u “
1
4VolpΩq
r2 ` 1
The leading term of the Ehrhart polynomial in Theorem 1.1 and of the Hilbert polynomial in Theorem 1.2
is VolpΩqn2 and so the constant should be
λ “ 2VolpΩq “ ℓΩpBΩq
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2.6. Examples. We present some suggestive examples of calculations of capacities and cap functions for
some basic convex toric domains.
Example 2.8. capEpa ,bqprq “ ehrQprq, the Ehrhart quasipolynomial of the rational triangle
Q “ Convpp0, 0q, p1{a, 0q, p0, 1{bqq
This is also equal to the Hilbert function of Op1q for the weighted projective plane Pp1, a, bq.
Example 2.9. The cap function for the polydisk Ppa, bq has
capPpa ,bqp2abrq “ par ` 1qpbr ` 1q “ hilbpP1ˆP1 ,Opa ,bqqprq
Example 2.10. LetΩpaq be the convex hull of the points p0, 0q, p0, 2aq, pa, aq, pa, 0q. One has
capXΩpaqp3arq “ h
0pX, rDq
where X is the first Hirzebruch surface, or P2 blown up in one point, and where D “ 3C ` 2F with C the
p´1q-curve and F a fibre in the P1-bundle structure on X.
These examples all suggest a tight relationship between computations of symplectic capacities for
convex toric domains and Hilbert functions of divisors on toric surfaces. Establishing and exploiting such
a relationship is the subject of the remainder of this paper.
3. Toric algebraic geometry
We begin by reviewing some basic toric algebraic geometry. A toric variety is a partial compactification
of an algebraic torus pCˆqn . They are described combinatorially by cones, fans, and polytopes. This and
much more is detailed in [CLS].
3.1. Affine toric varieties arise from cones. LetN – Zn be a lattice and let NR :“ NbZR be the associated
real vector space. A cone σ in NR is a subset of the form
ConepSq :“ t
ÿ
vPS
λv v : λv ě 0, all but finitely many λv are zerou
Let M “ N_ :“ HomZpN,Zq be the dual lattice to N , and MR “ M bZ R the dual vector space to NR.
Define the dual cone to a cone σ Ă NR to be
σ_ :“ tv P MR : xu, vy ě 0 for all u P σu
where x¨, ¨y is the dual pairing NR ˆ MR Ñ R. Suppose now that σ is a rational polyhedral cone: that there
is a finite set of lattice points S Ă N such that σ “ ConepSq. Such a cone σ gives an affine toric variety Uσ
as follows.
‚ Input: σ, a rational polyhedral cone
‚ Dualise to σ_
‚ Take lattice points σ_ X M to obtain a semigroup
‚ Take the semigroup algebra Crσ_ X Ms; this is a finitely generated C-algebra
‚ Output: Uσ :“ SpecCrσ
_ X Ms.
Notice that the dense open torus arises from Crσ_ X Ms Ă CrMs – CrZns, which is the ring of Laurent
polynomials, or the ring of functions for the torus pCˆqn . The cone σ (or rather σ_) is describing which
functions on the torus extend to global functions on Uσ, which is equivalent to describing the variety. One
can describe the torus inside Uσ intrinsically as
TN :“ N bZ C
ˆ
In this presentation, a vector m P M gives a function χm : TN Ñ C via
χmpn b tq “ txm ,ny
Example 3.1. Take N “ Z2 and let σ “ Conepe1 , e2q. The dual cone is σ
_ “ Conepe1 , e2q giving
σ_ X M “ Z2ě0 and Crσ
_ X Ms – Crx , ys
Hence Uσ – C
2. In this case, σ_ prescribes that the only Laurent polynomials extending to all of Uσ are
the polynomials.
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3.2. Toric varieties arise from fans. To construct non-affine (in particular, compact) toric varieties we
glue together affine toric varieties in an torus-equivariant way. The combinatorial avatar of this process is
collecting cones together in a fan. To start with, a face of a cone σ is a subset of σ of the form σXpxm , ¨y “ 0q
for some m P σ_. The cones forming the boundary of σ are examples of faces, as is the vertex of the cone
(the origin). A fan in NR is a collection of cones Σ “ tσu such that
‚ if τ Ă σ is a face, then τ P Σ
‚ for any two cones σ1 , σ2 P Σ, σ1 X σ2 is a face of each
A fan Σ produces a toric variety YΣ via gluing two affine pieces Uσ1 ,Uσ2 according to the (potentially
zero-dimensional) face they have in common.
Example 3.2. Take N “ Z2 andΣ to be the fan containing the cones σ1 “ Conepe1 , e2q, σ2 “ Conepe1 ,´e1´
e2q, σ3 “ Conepe2 ,´e1 ´ e2q and their faces. The two-dimensional cones give three copies of C
2 and the
gluing prescribed by the faces makes this into P2. For example, σ1 and σ3 share the face Conepe2q that
corresponds to the toric variety Cˆ ˆ C. Gluing C2 to C2 along Cˆ ˆ C is familiar from the gluing
construction of projective space.
3.3. Compact toric varieties arise from polytopes. Suppose P Ă NR is a lattice polytope. One can
produce a fan ΣP from P via
ΣP :“ tConepSq : S Ă VertpPq such that all u P S share a faceu
This is called the face fan of P and defines a toric variety YP :“ YΣP that turns out to be compact.
ApolytopeQ Ă MR alsodefines a toric varietyVQ . Let LQ “ #QXM anddefine amapφQ : TN Ñ P
LQ´1
by x ÞÑ pχmpxqqmPQXM . The toric variety VQ is defined to be the closure of the image of φQ in P
LQ´1. If
we define the dual polytope
P_ :“ tv P MR : xu, vy ě ´1u
then the toric variety YP is also described abstractly as the variety VkP_ for large enough k, from which it
is readily apparent that it is compact.
Example 3.3. A polytope for P2 is the triangle with vertices e1 , e2,´e1 ´ e2. The dual polytope is the
triangle with vertices 2e1 ´ e2 ,´e1 ` 2e2,´e
1 ´ e2. This has 10 lattice points and describes the third
Veronese (or anticanonical) embedding of P2 in P9.
In the VQ presentation, one can interpret Q as the moment polytope for the compact torus action on
VQ by composing the map φQ with the moment map on P
LQ´1.
This toric variety VQ as an abstract variety is equivariantly isomorphic to the variety XΣpQq arising from
the inner normal fan of Q.
3.4. Polytopes arise from divisors. A (Weil) divisor on a normal variety is a formal Z-linear combination
of codimension one subvarieties. Divisors on a variety X up to an equivalence relation called rational
equivalence form a group called the class group of X. For a toric variety X containing dense open torus
T, the class group is generated by the components of the toric boundary XzT. If X “ YΣ is given by a
fan, these boundary components correspond to the rays of Σ. The set of rays is commonly denoted Σp1q.
Thus, every divisor on YΣ is rationally equivalent to one of the formÿ
ρPΣp1q
aρDρ
One can associate a polytope PpDq to a divisor of this form as follows. Let uρ be the primitive lattice point
lying on the ray ρ. Then set
PpDq :“ tv P MR : xuρ , vy ě ´aρ for all ρ P Σp1qu
The hyperplanes defining the facets of PpDq are given by xuρ , ¨y “ ´aρ and so this construction of PpDq
taking in the data puρ , aρqρPΣp1q is often referred to as a ‘facet presentation’ for PpDq. Denote byOpDq the
line bundle associated to a (Cartier) divisor D.
8 B.WORMLEIGHTON
Lemma 3.4 ( [CLS], Proposition 4.3.3). Let D “
ř
ρ aρDρ. A basis of H
0pOpDqq is in bĳection with lattice
points of PpDq. That is,
#PpDq X M “ LPpDq “ h
0pOpDqq
Notice that there can be multiple facet presentations corresponding to the same divisor if some of the
hyperplanes give redundant inequalities.
3.5. Divisors arise from support functions. Fix a fan Σ. The support |Σ| of Σ is the union of the cones
it contains. A support function on Σ is a function ϕ : |Σ| Ñ R such that ϕ|σ is linear for each σ P Σ. An
integral support function is a support function such that ϕp|Σ| X Nq Ă Z. An integral support function ϕ
produces a (Cartier) divisor D via
D “ ´
ÿ
ρPΣp1q
ϕpuρqDρ
and this process is actually reversible (so long as D is Cartier).
4. Reformulating capacities in toric algebraic geometry
4.1. Ω-stretching. Consider a convex domain Ω Ă R2. For a polygon Λ define SΩΛ to be the polygon
with edges parallel to the edges of Ω by placing an edge of slope vi at the point or points at which vi is
tangent to Λ, using corners if necessary. For example,
Figure 2. Example ofΩ-stretching
Ω
Λ
SΩΛ
We call the resulting polygon SΩΛ the Ω-stretching of Λ. The following lemma is due to Michael
Hutchings.
Lemma 4.1. ℓΩpBΛq “ ℓΩpBSΩΛq.
Proof. Let p1 , . . . , pk denote the vertices of Ω. Let qi be a point on BΛ such that a tangent vector to BΛ at
qi is parallel to the vector pi ´ pi´1. Then by definition, the Ω-length of BΛ isÿ
i
pi ˆ pqi`1 ´ qiq
Notice that the same points qi still satisfy the requirements for computing the Ω-length of BSΩΛ, so that
the nothing changes in the expression of ℓΩpBSΩΛq from that for ℓΩpBΛq. 
The effect of Ω-stretching is to produce a polygon of the same Ω-length but with edges parallel to the
edges ofΩ.
4.2. Slope polytopes. Let Ω be a rational convex domain. Denote its set of edges by EdgepΩq. An edge-
orientation o of ∆ is an orientation of each of its edges in such a way that the boundary of ∆ is an oriented
cycle. A polygon with an edge-orientation is called edge-oriented. Given an edge-oriented convex lattice
domain Ω, define the slope ve of an edge e P EdgepΩq to be the primitive lattice vector in the direction of
the oriented edge. That is, of e has endpoints e´ and e` with orientation making e´ the tail and e` the
head, ve is the primitive ray generator of the ray Rě0 ¨ pe` ´ e´q.
Definition 4.2. The slope polytope of an edge-oriented convex lattice domain Ω is the lattice polytope
SlpΩq :“ Convpve : e P EdgepΩqq
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This produces a compact toric variety YSlpΩq on which the algebraic geometry side of the story will take
place. We will actually work with a blowup of this toric variety, which we will denote by rYSlpΩq.
This blowup is obtained by creating a new fan by inserting rays through any slopes ve that are not
vertices of SlpΩq. For example, suppose that Ω has slopes ´e1 , e2 , e1, e1 ´ e2 , e1 ´ 2e2. The slope polytope
only has vertices´e1 , e2, e1 , e1´ 2e2 and so one extra ray has to be added for e1´ e2. This is demonstrated
pictorally below.
Figure 3. Blowup of YSlpΩq
‚‚
‚
‚
‚
‚
‚‚
‚
‚
‚
‚
Fan for YSlpΩq Fan for rYSlpΩq
We will denote the resulting fan for the blowup by rΣSlpΩq. Observe that this fan is in some sense a
rotation of the inner normal fan of Ω after picking bases, though they naturally live in dual lattices. At
the end of this section we will provide an alternative version of the content below phrased in terms of the
inner normal fan instead of the slope polytope. It can be favourable to use each of these perspectives at
different times.
4.3. Balancedivisors. As above, letΩ be a rational convex domain oriented clockwisewith slope polytope
SlpΩq. We will subsequently always assume that Ω has this orientation. Define the Ω-length of a vector
v P R2 to be
ℓΩpvq :“ v ˆ pv
where pv is a boundary point of Ω such that the halfplane pv ` tu P R
2 : u ˆ v ě 0u contains Ω. Recall
that the two-dimensional cross product u ˆ v of two vectors u and v is defined to be the determinant of
the matrix with u and v as first and second columns respectively.
Lemma 4.3. SupposeΩ is lattice (resp. rational). TheΩ-length is an integral (resp. rational) support function for
the fan rΣSlpΩq.
Proof. Suppose v , v1 are adjacent slopes in Ω. The Ω-length applied to any vector w P Conepv , v1q “ σ is
given by
ℓΩpwq “ p ˆ w
where p is the vertex shared between the two edges of slopes v and v1 respectively. This is linear on the
cone σ, which features in ΣSlpΩq by definition and describes all full-dimensional cones in ΣSlpΩq as v , v
1
range over adjacent slopes. ℓΩ is clearly integral on integral vectors when the vertices of Ω are lattice
points, and similarly for the rational case. 
Definition 4.4. The balance divisor forΩ is the Q-Cartier divisor DΩ associated with the support function
´ℓΩ. Notice the change in sign.
Corollary 4.5. The coefficients of DΩ as a Weil divisor are
av “ ℓΩpvq
for a (primitive) slope vector v of Ω.
Corollary 4.6. DΩ is ample.
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Proof. It is a straightforward check that ´ℓΩ is a strictly convex function, which corresponds to DΩ being
ample. 
Lemma 4.7. The polytope for DΩ is the result of rotatingΩ 90
˝ anticlockwise around the origin.
Proof. Denote by ΩK the rotated version of Ω. The edges of Ω are by construction orthogonal to the rays
of rΣSlpΩq and so there is a facet presentation of ΩK coming from this fan or, equivalently, a divisor D onrYSlpΩq. Order the slopes v1 , . . . , vs with corresponding toric boundary divisors D1, . . . , Ds . It suffices that
the coefficient ai of D along Di is the same as the corresponding coefficient in DΩ. We will now compute
this directly. The edge ei of P
K with slope vi is carved out by the orthogonal hyperplanes to vi´1 , vi , vi`1.
Suppose that vi´1, vi`1 form a Z-basis for Z
2. They are independent over Q and the case when they are
not a Z-basis is similar. By a change of coordinates, suppose vi´1 “ p1, 0q, vi`1 “ p0,´1q and vi “ pα, βq.
Then the endpoints of the edge in ΩK corresponding to vi areˆ
´ai´1 ,
αai´1 ´ ai
β
˙
and
ˆ
´
βai`1 ` ai
α
, ai`1
˙
After rotating back, the Ω-length of vi is then
ℓΩpviq “
ˇˇˇˇ
ˇ α βai`1 βai`1`aiα
ˇˇˇˇ
ˇ “ ai
which is the same as the corresponding coefficient in DΩ. 
Corollary 4.8. LrΩ “ h
0prDΩq.
Notice that there are many choices ofΩwith the same slope polytope SlpΩq and so to reflect the choice
ofΩ an extra choice has to be made in the geometry. This choice is a polarisation, where rYSlpΩq is polarised
by the ample divisor DΩ. The same proof actually shows:
Corollary 4.9. LetΛ be a polygon with all edges parallel to edges ofΩ. Denote byΛK the 90˝ anticlockwise rotation
of Λ about the origin. The coefficients of a divisor DΛ on rYSlpΩq with polygon ΛK are
DΛ “
ÿ
ℓΛpvqDv
with notation as above.
When Ω is lattice, DΩ is Cartier. Cartier divisors can also be characterised by their Cartier data, which
has a toric version found in §4.2 of [CLS]. To this end, let pa, bqK :“ p´b, aq. This has the property that
´u ¨ vK “ u ˆ v.
Corollary 4.10. The Cartier data for DΛ is mσi “ q
K
i
, where qi is the vertex in common between the edges of slopes
vi , vi`1, the vertices in ΣpΩq bounding σi .
Proof. As seen, vi ˆ qi “ ai and so vi ¨ q
K
i
“ ´ai . 
The balance divisor also captures the Ω-length by how it intersects other divisors. We will prove the
following lemma in toric geometry to progress towards this.
Lemma 4.11. Let XΣ be a projective toric surface. An R-divisor D on XΣ is nef iff D ¨ Dρ equals the lattice length
of the edge of PpDq corresponding to ρ for each ray ρ P Σp1q.
Proof. The if part is clear by the toric Kleiman condition. For the converse, observe that if D is ample then
there is a unique facet presentation of ΛK :“ PpDq as every slope is represented by an edge in PpDq. This
means that D must be equal to ÿ
ℓΛpuρqDρ
adapting notation from Corollary 4.9 and the result follows from the proof of that corollary. If D is nef,
then it must be the case that some of the inequalities in the facet presentation are only just redundant:
that is, none of the hyperplanes have empty intersection with PpDq, but some might only intersect at a
vertex. This follows as the interior of the nef cone is the ample cone, or from the description of nef and
ample divisors in [B91] Theorem 2.15 or [CLS] Theorem 6.4.9. It suffices to show that D ¨ Dρ “ 0 for any
ρ giving a redundant hyperplane (that is, an edge of length 0) but this follows from a direct calculation
using [CLS] Prop. 6.4.4. 
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Suppose that Λ is a polygon with edges parallel to the edges of Ω. As discussed above, there is a facet
presentation of ΛK and so there is a nef divisor DΛ on rYSlpΩq with this as its polygon.
Lemma 4.12. ℓΩpBΛq “ DΛ ¨ DΩ.
Proof. From Lemma 4.11, the lattice length of the edge of slope vi in Λ is DΛ ¨ Di. The Ω-length of the
edge is thus pDΩ ¨ Diq ¨ ℓΩpviq. Summing all these up gives the Ω-perimeter as
ℓΩpBΛq “
ÿ
pDΛ ¨ Diq ¨ ℓΩpviq “ DΛ ¨
ÿ
ℓΩpviqDi “ DΛ ¨ DΩ
as required. 
Corollary 4.13. ℓΩpBΛq “ ℓΛpBΩq.
4.4. Proof of Theorem 1.5. We are now in a position to convert the definition of ECH capacities and cap
functions into purely algebro-geometric language.
Theorem 4.14. SupposeΩ is a rational convex domain. Then
ckpXΩq “ min
D
tD ¨ DΩ : h
0prYSlpΩq, Dq ě k ` 1u
capXΩprq “ maxD
th0prYSlpΩq, Dq : D ¨ DΩ ď ru
where both extrema range over all nef Q- or R-divisors D on rYSlpΩq.
Proof. Since intersection with DΩ describes theΩ-length and the number of lattice points enclosed equals
h0, the only thing to check is that the extrema ranging over nef Q- or R-divisors is equivalent to ranging
over convex lattice paths. We will focus on the real case from which it will be clear why the minima
are achieved by rational nef divisors. We use nef divisors to ensure that each ‘edge length’ D ¨ Di is
nonnegative. Note that the two equalities in the theorem are equivalent and so we will focus only on the
first. For convenience denote
c
alg
k
prYSlpΩqq “ inftD ¨ DΩ : h0prYSlpΩq, Dq ě k ` 1u
Note that a minimum really is attained. Indeed, pick a nef R-divisor D‹ with at least k ` 1 global sec-
tions. Then c
alg
k
prYSlpΩqq ď D‹ ¨ DΩ and the infimum is the same if we take it over all nef R-divisors
with h0prYSlpΩq, Dq ě k ` 1 and D ¨ DΩ ď D‹ ¨ DΩ. Observe that this extra condition places an upper
bound on each of the (nonnegative) lattice lengths of edges of the polygon PpDq for such D. This infimum
thus takes place over a compact region inside the (closed) nef cone and is therefore realisedby somedivisor.
Suppose that D “ DΛ realises this minimum. Its (rotated) polygon Λ must have a lattice point on
every edge as otherwise one could perturb the coefficient in the facet presentation for an edge with no
lattice point to obtain a divisor with the same number of global sections but smaller intersection with DΩ.
Notice that this implies that D is aQ-divisor. Let Λ1 be the convex hull of all lattice points in Λ. Note that
k1`1 “ LΛ “ LΛ1 for some k
1 ě k. Then SΩΛ
1 “ Λ by construction (aswe assumed thatΛhas a lattice point
on each edge) and so by Lemma 4.1 and Lemma 4.12 we have ℓΩpBΛ
1q “ ℓΩpBSΩΛq “ ℓΩpBΛq “ D ¨ DΩ.
Now we will show that, potentially after translation, BΛ1 is a convex lattice path in the sense of Definition
2.3.
Λ has two distinguished (possible length 0) edges of slopes ´e1 and e2 by construction of SlpΩq that
meet at a point p0. For these edges to each contain a lattice point, they must each be subsets of affine lines
of the form py “ βq and px “ αq respectively for some α, β P Z. Hence p0 “ pα, βq P Z
2 is a lattice point.
We can thus use this lattice point to translate Λ back to the origin without changing the pairing with DΩ
(theΩ-length) or the dimension of global sections. By convexity Λ1 thus also contains two adjacent edges
with slopes ´e1 and e2. Since Λ has slopes parallel to the slopes of Ω and is convex, the boundary of Λ
forms a convex rational path in the sense of Definition 2.3. It follows that the boundary of Λ1 forms a
convex lattice path and hence features in the minimum of Theorem 2.4 giving the combinatorial formula
for ck1pXΩq. Consequently,
ckpXΩq ď ck1pXΩq ď ℓΩpBΛ
1q “ ℓΩpBΛq “ D ¨ DΩ “ c
alg
k
prYSlpΩqq
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For the converse inequality, suppose that Λ is a lattice polygon whose boundary BΛ is a convex lattice
path realising the minimum of Theorem 2.4. That is, ckpXΩq “ ℓΩpBΛq and LΛ “ k ` 1. Then Ξ “ SΩΛ
is a rational polygon with edges parallel to the edges of Ω, which hence defines a nef Q-divisor DΞ onrYSlpΩq. Now, using Lemma 4.1 and Lemma 4.12,
ckpXΩq “ ℓΩpBΛq “ ℓΩpBSΩΛq “ DΞ ¨ DΩ
Notice that SΩΛ contains at least as many lattice points as Λ and so h
0prYSlpΩq, DΞq ě k ` 1 giving
c
alg
k
prYSlpΩqq ď DΞ ¨ DΩ “ ckpXΩq
which supplies the converse inequality. 
Notice that c
alg
k
prYSlpΩqq uses h0 ě k ` 1 instead of equality (as in the original optimisation problem
for ECH capacities in Theorem 2.4) because there might not be divisors on rYSlpΩq with k ` 1 sections; for
example, there are no divisors D onP2 with h0pP2 , Dq “ 2. Combinatorially, this comes from the fact that
the lattice paths in Definition 2.3 are allowed any rational slopes whereas the paths coming from divisors
in Theorem 4.14 must have edges parallel to edges ofΩ.
4.5. A speculative digression. Observe that one can try to define for any pair of a projective surface Y
and an ample divisor A on Y
c
alg
k
pY, Aq :“ inf
NefpYqR
tD ¨ A : h0pY, Dq ě k ` 1u
taking the infimum again over the nef cone. It would be interesting to explore whether some of these
sequences interact with symplectic capacities for other kinds of symplectic 4-manifold, or to study the
structure of their associated cap functions. We speculate that these cap functions are eventually quasipoly-
nomial when Y is an orbifold.
4.6. Reformulation in terms of the inner normal fan. There is another fan one can associate to a poly-
tope P now living in MR called the inner normal fan ΣpPq, which consists of cones in NR. For a polygon
P Ă R2, this is the fan with rays generated by inward-pointing normals to each of the faces and with all
two-dimensional cones between them included. Observe that, after picking a basis as we implicitly did
above, the fan rΣSlpΩq for the blowup rYSlpΩq of YSlpΩq is the 90˝ anticlockwise rotation ofΣpΩq: taking slopes
is dual to taking normals.
Completely analogously, we obtain a toric variety YΣpQq that is isomorphic to the previous toric varietyrYSlpΩq with an ample divisor DΩ whose coefficient along the divisor Dρ is ℓΩpvq, where ρ is the ray
generated by a normal to the edge of slope v. pYΣpΩq, DΩq has the same intersection theoretic and
cohomological properties as the pair prYSlpΩq, DΩq and so the results of the previous subsections exactly
cross over to this setting.
Theorem 4.15. Suppose XΩ is a rational convex toric domain. Then
ckpXΩq “ mintD ¨ DΩ : h
0pYΣpΩq, Dq ě k ` 1u
capXΩprq “ maxth
0pYΣpΩq , Dq : D ¨ DΩ ď ru
where both extrema range over all nef Q- or R-divisors on YΣpΩq.
We remark that the advantage of the inner normal fan in this context is its familiarity as a standard
object of toric algebraic geometry, however the approach via slope polytopes is quite pleasing and may
have better duality properties if a general explanation for this phenomenology viamirror symmetry exists.
For the sake of familiarity and consistency with the introduction, we will continue to use ΣpΩq instead ofrΣSlpΩq for the remainder of the paper.
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4.7. Free convex toric domains. One can also consider the situation when Ω Ă R2 is a convex body that
doesn’t intersect the coordinate axes, which is where fibres of the moment map decrease in dimension
and pick up nontrivial isotropy. We call such XΩ free convex toric domains. This was one of the situations
originally considered in [H11]. There is an analogous theorem there to Theorem 2.4. To state it, we define
for suchΩ a new pseudonorm ℓv‹
Ω
depending on a vector v‹ P Ω
˝ as follows. ConsiderΩ1 “ Ω´ v‹. This
is now a polygon with the origin in its interior. We consider the norm || ¨ ||Ω1 whose unit ball is Ω
1 and its
dual norm on pR2q˚
||φ||˚
Ω1
:“ maxtφpvq : v P Ω1u
We identify pR2q˚ with R2 via the dot product, giving
||u||˚
Ω1
:“ maxtu ¨ v : v P Ω1u
Define the length in this pseudonorm of a polygonal path ψ consisting of line segments v1 , . . . , vr to be
ℓv‹
Ω
pψq :“
rÿ
i“1
||vi ||
˚
Ω1
Lemma 4.16 ( [H14], Exercise 4.13). The length of closed polygonal paths measured in ℓv‹
Ω
is independent of v‹.
We denote the restriction of ℓv‹
Ω
to closed polygonal paths by ℓ1
Ω
to indicate its independence of v‹.
Theorem 4.17 ( [H11], Theorem 1.11). Suppose Ω Ă R2 is a polygon that does not intersect either coordinate
axis so that XΩ is a free convex toric domain. Then
ckpXΩq “ mintℓ
1
Ω
pBΛq : LΛ “ k ` 1u
where the minimum ranges over lattice polygonsΛ.
As discussed in [H14] Exercise 4.16 it is equivalent to take the minimum over all polygons with edges
parallel to edges of Ω and with no constraints on their vertices with the modification that LΛ ě k ` 1.
Theorem 4.18. Suppose XΩ is a free rational convex toric domain. Then,
ckpXΩq “ mintD ¨ DΩ : h
0pYΣpΩq, Dq ě k ` 1u
capXΩprq “ maxth
0pYΣpΩq , Dq : D ¨ DΩ ď ru
where DΩ is the balance divisor from Definition 4.4 and where both extrema range over all nef Q- or R-divisors on
YΣpΩq.
Proof. As before, the two equalities are equivalent and so we will only show the first. Let v‹ P Ω
˝ and set
Ω
1 “ Ω ´ v‹. Suppose that u1 , u2 are outward normals to adjacent faces of Ω. The dual norm || ¨ ||
˚
Ω1
is
linear on Conepu1 , u2q, since the maximum of v ¨ ´will be achieved (possibly non-uniquely) at the vertex
shared between the two adjacent edges for any v P Conepu1 , u2q. It is hence a support function on the outer
normal fanΣ´pΩq, which is just the negative of the inner normal fan. Notice that for v P Conepu1 , u2q, the
dual norm ||v||˚
Ω1
“ v ¨ p where p is the vertex described above, but this is equal to ´vK ˆ p by definition.
Note that p is exactly the point of BΩ1 at which ´vK is tangent to BΩ1 so that p “ pv as in the definition of
Ω
1-length in §2.1. Hence,
||v||˚
Ω1
“ ℓΩ1 p´v
Kq
It follows that
ckpXΩq “ mintℓ
1
Ω
pBΛq : LΛ “ k ` 1u
“ mintℓΩ1 pBΞq : LΞ “ k ` 1u
via the correspondenceΛ ÞÑ ´ΛK, where both minima range over all lattice polygons Λ or Ξ respectively.
But by a similar (actually simpler) argument to the proof of Theorem 4.14, this second minimum can
be seen to be equal to mintD ¨ DΩ1 : h
0pYΣpΩq, Dq ě k ` 1u. Now Ω
1 is just a translate of Ω and so
D ¨ DΩ “ D ¨ DΩ1 for all divisors D, which gives the result. 
Wefinally observe that all of themachinery developed aboveworks equallywell whenΩ is an irrational
polygon with rational slopes, since rationality is only required on the level of edges to define a fan that
will produce a toric variety. The only difference is that DΩ will no longer be aQ-divisor.
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5. Computing cap functions
The aim of this section is to define ‘tightly constrained’ convex domain and to prove the following
theorem.
Theorem 5.1. Suppose Ω is a tightly constrained convex lattice domain. Then, there exists x0 P Zě0 such that for
all x ě x0 and for each r “ 0, . . . , λ ´ 1,
capXΩpr ` λxq “ ehrΩpxq ` rx ` γr
for some constant γr P Z depending only on r. If Ω has a weight equal to 1 then Ω is tightly constrained and
moreover one can choose x0 “ 0.
In order to do so, we will study the combinatorics of Ω in terms of its weight sequence, and then use
this data to compute the cap function recursively. We will discuss the tightly constrained assumption on
Ω and how every convex toric lattice domain conjecturally reduces to this case.
5.1. Combinatorics of weight sequences. Recall that the weight sequence associated to a convex domain
Ω consists of a number and two lists that we will write as pc; ai ; biq. We will assume that the lists are finite
sets of integers, which implies that Ω is rational. From the asymptotics of capacities of convex domains,
VolpΩ2q “ Volp>i Bpaiqq “
1
2
ÿ
a2i
and so
ℓΩpBΩq “ 2VolpΩq “ VolpBpcqq ´ Volp>i Bpaiqq ´ Volp>i Bpbiqq “ c
2 ´
ÿ
a2i ´
ÿ
b2i
Consider now the number of lattice points enclosed by a concave domain, excluding those on the upper
boundary. Each ball Bpbiq contributes
1
2 bipbi ` 1q lattice points; note that the transformation realising the
inductive description of the weight sequence is a special affine linear map and so preserves lattice point
counts. Hence the number of lower lattice points (i.e. excluding the upper boundary) in Ω3 isÿ 1
2
bipbi ` 1q
and thus the number of lattice points enclosed byΩ is
1
2
pc ` 1qpc ` 2q ´
ÿ 1
2
αipαi ` 1q ´
ÿ 1
2
b jpb j ` 1q
For future reference will note that this is equal to
1`
1
2
cpc ` 3q ´
ÿ 1
2
αipαi ` 1q ´
ÿ 1
2
b jpb j ` 1q
5.2. Reducing the problem. For a convex domainΩwith weight sequence wpΩq “ pc; ai ; b jq, Lemma 2.6
gives that the ECH capacities of XΩ are given by
ckpXΩq “ mintck`k2`k3pBpcqq ´ ck2p>i Bpaiqq ´ ck3p> j Bpb jqq : k2 , k3 P Zě0u
By the disjoint union property of capacities, this is equal to
ckpXΩq “ mintck`
ř
i ki`
ř
j m j pBpcqq ´
ÿ
i
cki pBpaiqq ´
ÿ
j
cm j pBpb jqq : ki , m j P Zě0u
It follows that the cap function of XΩ is given by
capXΩprq “ 1`maxtk : Dki , m j with ck`
ř
i ki`
ř
j m j pBpcqq ´
ÿ
i
cki pBpaiqq ´
ÿ
j
cm j pBpb jqq ď ru
The capacities of a ball Bpqq take the form
ckpBpqqq “ dq when
1
2
dpd ` 1q ď k ď
1
2
δpδ ` 3q
Hence, to maximise k, one may assume that ki “
1
2αipαi ` 1q, m j “
1
2β jpβ j ` 1q, and k `
ř
i ki `
ř
j m j “
1
2δpδ ` 3q for some αi , β j , δ. Therefore capXΩprq is 1 plus the maximum of
Cpδ, αi , β jq :“
1
2
δpδ ` 3q ´
ÿ
i
1
2
αipαi ` 1q ´
ÿ
j
1
2
β jpβ j ` 1q
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subject to
δc ´
ÿ
i
αi ai ´
ÿ
j
βi bi ď r
where αi , β j , δ range over nonnegative integers.
5.3. Final calculations.
Lemma 5.2. Fix a weight sequence pc; a1 , . . . , as ; b1 , . . . , btq and let λ “ c
2 ´
ř
a2
i
´
ř
b2
i
. Suppose pδ, αi , βiq
maximises Cpδ, αi , β jq subject to
δc ´
ÿ
i
αi ai ´
ÿ
j
β j b j “ r
Then the sequence pδ ` c, αi ` ai , βi ` biq maximises Cpδ
1 , α1
i
, β1
i
q subject to
δ1c ´
ÿ
i
α1i bi ´
ÿ
j
β1j b j “ r ` λ
Proof. Suppose there exists pδ1 , α1
i
, β1
j
q with Cpδ1 , α1
i
, β1
j
q ą Cpδ ` c, α ` ai , β j ` b jq. We will show that
Cpδ1 ´ c, α1
i
´ ai , β
1
j
´ b jq ą Cpδ, αi , β jq, contradicting maximality since
pδ1 ´ cqc ´
ÿ
pα1i ´ aiqai ´
ÿ
pβ1j ´ b jqb j “ r
For convenience, relabel the b j as as` j and β j as αs` j and write Cpδ, αi q “ Cpδ, αi , β jq. Compute
2Cpδ1 ´ c, α1
i
´ aiq to be
pδ1 ´ cqpδ1 ´ c ` 3q ´
ÿ
pα1i ´ aiqpα
1
i ´ ai ` 1q
“ δ1pδ1 ` 3q ´
ÿ
α1ipα
1
i ` 1q ´ cδ
1 `
ÿ
α1i ai ´ cpδ
1 ` 3q `
ÿ
pα1i ` 1qai ` c
2 ´
ÿ
a2i
“ δ1pδ1 ` 3q ´
ÿ
α1ipα
1
i ` 1q ´ pr ` λq ´ pr ` λq ´ 3c `
ÿ
ai ` λ
ą pδ ` cqpδ ` c ` 3q ´
ÿ
pαi ` aiqpαi ` ai ` 1q ´ 2r ´ λ ´ 3c `
ÿ
ai
“ δpδ ` 3q ´
ÿ
αipαi ` 1q ` cδ ´
ÿ
αi ai ` cpδ ` 3q ´
ÿ
pαi ` 1qai ` c
2 ´
ÿ
a2i ´ 2r ´ λ ´ 3c `
ÿ
ai
“ Cpδ, αi , β jq ` r ` r ` 3c ´
ÿ
ai ` λ ´ 2r ´ λ ´ 3c `
ÿ
ai
“ Cpδ, αi , β jq
as desired. 
Definition 5.3. Say that a convex lattice domain Ω (or a convex lattice toric domain XΩ) with weight
sequence pc; ai ; biq is tightly constrained with lower bound r0 if for all r ě r0 the maximum of Cpδ, αi , β jq
subject to
δc ´
ÿ
i
αi ai ´
ÿ
j
βi bi ď r
is attained by some pδ, αi , β jqwith
δc ´
ÿ
i
αi ai ´
ÿ
j
βi bi “ r
Say that Ω is tightly constrained if it is tightly constrained with some lower bound r0.
Lemma 5.4. Ω being tightly constrained with lower bound r0 is equivalent to the statement that for every positive
integer r ě r0 there is some k P Zě0 such that ckpXΩq “ r.
Proof. By definition the cap function of XΩ is 1 plus the largest value of k such that ckpXΩq ď r. If there
is some k with ckpXΩq “ r then this largest value of k will be achieved by some k with ckpXΩq “ r by
monotonicity. The largest value of k corresponds to a value of Cpδ, αi , β jq from the reasoning above, for
which the corresponding capacity takes the value δc ´
ř
αi ai ´
ř
β j b j “ r. 
Equivalently, capXΩpr ` 1q ą capXΩprq for all r ě r0, so that capXΩ is eventually strictly increasing.
Example 5.5. Suppose XΩ “ Epa, bq is an ellipsoid with a prime, a ă b, and gcdpa, bq “ 1. Then XΩ is
tightly constrained with lower bound pa ´ 1qb to cover all residues mod a.
Lemma 5.6. SupposeΩ has at least one weight equal to 1. ThenΩ is tightly constrained with lower bound r0 “ 0.
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Proof. Suppose pc; ai ; b jq is a weight sequence with a1 “ 1. Let pδ, αi , β jqmaximise Cpδ, αi , β jq subject to
δc ´
ř
i αi ai ´
ř
j β j b j ď r. Suppose δc ´
ř
i αi ai ´
ř
j β j b j ă r. Modify pδ, αi , β jq to pδ, α
1
i
, β jq where
α11 “ α1 ´ 1 and α
1
i
“ αi for i ě 2. This sequence has Cpδ, α
1
i
, β jq “
1
2 δpδ ` 3q ´
1
2 pα1 ´ 1qα1 ´
ř
1
2αipαi `
1q ´
ř
1
2β jpβ j ` 1q ą Cpδ, αi , β jq and δc ´ pα1 ´ 1qa1 ´
ř
αi ai ´
ř
β j b j “ δc ´
ř
i αi ai ´
ř
j β j b j ` b1 ď r.
This contradicts the fact that pδ, αi , β jqwas maximal. 
Conjecture 5.7. Suppose that gcdtc, a1 , . . . , as , b1 , . . . , btu “ 1. Then Ω is tightly constrained.
Notice that the conjecture will certainly fail for weight sequences without the coprimality assumption.
For example, the ball Bp2q has capacities that are all even numbers and so there can be no odd values of
the constraint. We will henceforth make the assumption that Ω is tightly constrained.
Corollary 5.8. For a tightly constrained convex lattice domainΩ with lower bound r0 “ 0, BΩ is an optimal path
among lattice paths of length at most ℓΩpBΩq.
Proof. Clearly capXΩp0q “ 1` 0 is attained by pδ, αi , β jq “ p0, 0, . . . , 0q. Hence,
capXΩpλq “ 1` Cpc, ai , b jq “
1
2
pc ` 1qpc ` 2q ´
ÿ
aipai ` 1q ´
ÿ
b jpb j ` 1q “ LΩ
as required. 
Lemma 5.9. Let Ω be a tightly constrained convex lattice domain. Denote the Ω-perimeter of Ω by λ. Then there
exists x0 P Zě0 such that for all x ě x0 and for each r “ 0, . . . , λ ´ 1,
capXΩpλx ` rq “ VolpΩqx
2 ` p
1
2
LBΩ ` rqx ` γr
for some γr P Z, where LBΩ is the number of lattice points on the boundary of Ω.
Proof. From Lemma 5.6 and the assumption thatΩ is tightly constrained one has that the maximum value
of Cpδ, αi , β jq subject to δc ´
ř
i αi ai ´
ř
j β j b j ď r ` λ is
Cpδ1 , α1i , β
1
jq ` r `
1
2
cpc ` 3q ´
ÿ 1
2
bipbi ` 1q “ Cpδ
1 , α1i , β
1
jq ` r ` LΩ ´ 1
when pδ1 , α1
i
, β1
j
q is maximal subject to δ1c ´
ř
i α
1
i
ai ´
ř
j β
1
j
b j ď r, at least for large enough r. It follows
that, for r ` λx large enough,
(˚) capXΩpr ` λpx ` 1qq “ capXΩpr ` λxq ` r ` λx ` LΩ ´ 1
This implies that capXΩpr ` λxq is eventually a quadratic polynomial. Solving the difference equation (˚)
gives the leading term as λ{2 and gives the linear coefficient as LΩ ´ VolpΩq ´ 1 ` r. By Pick’s formula
the linear term is equal to 12LBΩ ` r, and we have seen that λ{2 “ ℓΩpBΛq{2 “ VolpΩq. 
This is the desired quasipolynomial representation of capXΩ . However, we would also like this to have
an algebro-geometric interpretation. The Ehrhart polynomial of Ω, as a lattice polygon, is
ehrΩpxq “ VolpΩqx
2 `
1
2
LBΩx ` 1
Corollary 5.10. Let Ω be a tightly constrained convex lattice domain of Ω-perimeter λ. Then, for any r P
t0, 1, . . . , λ ´ 1u and sufficiently large x P Zě0
capXΩpr ` λxq “ ehrΩpxq ` rx ` γr
“ hilbpYΣpΩq ,DΩqpxq ` rx ` γr
for some γr P Z. In particular, for all sufficiently large x P Zě0
capXΩpλxq “ ehrΩpxq ` γ0 “ hilbpYΣpΩq ,DΩqpxq ` γ0
We believe that always γr “ capXΩprq´1, which is what one would obtain from the difference equation
(˚) holding for all x P Z, not just all sufficiently large x. This would in particular imply that γ0 “ 0.
Suppose XΩ is not tightly constrained. Assuming Conjecture 5.7, one can scaleΩ to obtain a convex lattice
domain Ω1 that is tightly constrained. Let qΩ1 “ Ω. Then, using the scaling axiom from §2.4, for any
r “ 0, . . . , q ´ 1 one has
capXΩpr ` qxq “ capXΩpqxq “ capXΩ1 pxq
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Thus, knowing Theorem 5.1 for tightly constrained convex toric lattice domains is sufficient to completely
describe the long term behaviour of the cap function for all convex toric lattice domains.
Example 5.11. For XΩ “ Bp2q, one has
capXΩprq “
#
capBp1qp
r
2 q r ” 0mod 2
capBp1qp
r´1
2 q r ” 1mod 2
“
#
1
8 pr ` 2qpr ` 4q r ” 0mod2
1
8 pr ` 1qpr ` 3q r ” 1mod2
We conjecture that the word ‘eventually’ may be dropped in all the above results, and that in fact the
cap function of a tightly constrained convex toric lattice domain is given entirely by the quasipolynomial
in Theorem 5.1. Of course, this is already proven if one of the weights of Ω is equal to 1.
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