INTRODUCTION
Expressive robots have already been successfully created. For instance Kismet expresses emotions through its face [1] . Its expressions are based on nine prototypical facial expressions that 'blend' (interpolate) together along three axes: Arousal, Valence and Stance. Arousal defines the level of energy. Valence specifies how positive or negative the stimulus is. Stance defines how approachable the stimulus is. This method defines an Affect Space in which expressive behaviours span continuously across these three dimensions, creating a wide range of expressions [1] .
This research focuses on developing a system to generate emotional expressions for humanoid robots such as Nao [3] . Whilst such robots cannot display facial expressions, they can display rich body language postures that portray complex emotional states [4] .
Some research has already focused on achieving responsive behaviours, especially for Virtual Humans. For instance, Gillies et al have created a method to create responsive virtual humans that can generate their own expressions based on motion capture data [5] . However it is not possible to transfer this method onto robots directly as they cannot reproduce the movements captured by Motion capture as smoothly as virtual humans or without falling over.. Therefore, at this stage, it was decided to take a simpler approach.
The approach proposed is comparable to the one used to create Kismet's expressions.
Kismet uses a small set of facial expressions that 'blend' together. This research investigates whether a similar approach would be effective for bodily expressions. 'Blending' body expressions may result in the intended emotions. However these types of expressions need to be tested as the interpretation of the expression may differ from the intended one. For instance, it is not evident that 'blending' two negative body expressions would result in a negative expression.
Therefore, an experiment investigating how such key poses are perceived was conducted.
AFFECT SPACE FOR BODY EXPRESSIONS
An algorithm that blends (interpolates) between a defined set of key poses was developed to automatically generate new ones. The algorithm can generate movements from the current joint positions of Nao to new ones during a specified duration.
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To ensure smooth movements and avoid abrupt changes of directions, the movements are interpolated using B-Spline. Figure  1 , illustrates a situation in which the robot was moving from posture A to posture C while in B, a new posture is entered. The new movement to be performed is then interpolated using BSplines, between posture C and D resulting in the smooth curve shown in figure 1.
This method is interesting as it produces a wide range of different emotional expressions easily and quickly. These animations are fully configurable and use only a small amount of memory. Each key frame is computed "on the fly". Another benefit is the ability to change from one emotion to another without the need a neutral pose. It is also possible to easily add new basic key poses for every emotion producing an extremely wide range of emotional expressions.
Using this algorithm, an 'Affect Space' based on the circumplex model of emotion [2] was defined for body language. According to Russell's circumplex model of emotions, emotional experiences depend on two major dimensions, Arousal and Valence. The postures were chosen from a study looking at how head position affects the interpretation of the emotion displayed [4] . It was found that head positions had a significant effect on the perceived Valence and Arousal [4] . Therefore, the head was positioned to be consistent with these results. Four emotions were chosen from [4] for this study. Happiness was chosen as it was the positive emotion conveying the highest level of Arousal. Pride was chosen because it was the positive emotion conveying the lowest level of Arousal. For the negative emotions, Fear was chosen as it was conveying the highest level of Arousal. Sadness was chosen as it was conveying the lowest level of Arousal. A neutral and stable pose was developed and added to the set. 
THE EXPERIMENT 3.1 Design
The experiment was designed to test how key poses generated by the Affect Space presented in section 2 are interpreted and whether these interpretations are consistent with the postures' position in the model (Figure 2) . The experiment used a withinsubjects design with one dependent variable (Emotion Displayed). 
Participants
23 Participants were recruited, mostly students from the University of Portsmouth (7 females and 16 males) ranging in age from 19 to 49 (M=27.22, SD=7.80). Participants were entered in a raffle to win an IPhone in exchange for participation.
Material and Apparatus
The platform chosen for this experiment was Nao. Nao is a humanoid robot with 25 degrees of freedom ( Figure 2 ). 
Figure 1: Changes of direction using B-Splines
The four key poses from [4] were modified to improve the stability of the robot and to ensure it would not fall on account of a bad combination. Sixteen additional poses were then generated using the system presented in section 2. Each emotion was 'blended' with its 'neighbors' (Figure 2 ) at three different levels (100%, 70%/30%, 50%/50%). To limit the number of key poses being assessed by each participant, the neutral position was blended with all emotions at 50%/50% only ( Figure 2 ).
Procedure
All participants were tested by the same experimenter in individual sessions. Each session began by obtaining consent then participants watched and assessed the 20 poses. Each pose was displayed only once in a randomized order. For each pose, participants were asked to make an 'open' interpretation. They had to categorize it by choosing one emotion among Happiness, Pride, Excitement, Fear, Anger, Sadness and Neutral. Eventually they had the possibility to add a secondary emotion. Participants also rated Valence (Negative/Positive) and Arousal (Low Energy/High Energy) on a 10 points Lickert scale. Once all the poses had been assessed, participants were fully debriefed regarding the purpose of the study. The whole session took around 30 minutes.
RESULTS

Identification of five key poses in the Set
Since the original postures were slightly modified and a neutral posture was added, it was necessary to check whether it was still possible for participants to correctly identify them. Table 1 confirmed that participants were able to interpret all the postures used in the set. As in [4] , Happiness was most commonly misinterpreted as Excitement (by 26% of participants). In the context of this experiment this was a positive result as it confirmed that the key pose showing Happiness was likely to be perceived as positive and aroused. Table 2 shows that the interpretations of the key poses displayed were consistent with their position in the model (Figure 1 ). The negative key poses that were automatically generated were interpreted as negative whereas the positive ones were interpreted as positive. Moreover, for most of the key poses, the primary interpretation was consistent with the 'blend' of emotions being displayed (Table 2) .
Interpretations of the Generated Key Poses
Table2: Postures and their main interpretations.
"None" indicates that the question was left unanswered. 
Perceived Valence
In order to investigate how the blended postures were perceived, the different key poses were compared in pairs using As in section 4.3, the results of the Repeated Measures ANOVAs were summarized in Figure 5 . Figure 5 shows that perceived
Perceived Arousal
Arousal is consistent with the prediction of the model. In other word, 'blending' an aroused emotion with a non-aroused one either decreases the perceived Arousal or does not affect it. Similarly, blending a non aroused emotion with an aroused one increases the perceived Arousal or does not affect it (Figure 4 ).
Moreover, for each emotion, there was a decrease (significant or a trend) in Arousal when it was blended with the neutral key pose.
DISCUSSIONS 5.1 Interpretations
Participants were far better than chance at interpreting the five key poses used as a set. The recognition rates were weaker than in [4] . However, this is not surprising as the questionnaire used in this study had more options and participants watched each key pose only once.
The recognition rates (Table 1 and Table 2 ) confirmed that it is possible to interpret emotions displayed by a humanoid robot and that the lack of facial expression is not a barrier to expressing emotions.
Moreover, the results show that it was possible for participants to successfully recognize the key poses generated by the system. For instance, the key poses created by blending 70%/30% of different emotions were interpreted in a manner consistent with the primary emotions being displayed (Table 2 ). This suggests that it is possible to create variations of an emotional expression using the Affect Space while maintaining the way it is perceived. In other words, this method can be used to automatically generate different expressions for an emotion.
However, the results suggest that the key poses created by blending emotion at 50%/50% were more difficult to interpret (Table 2) . For instance 50% Happiness 50% Pride was interpreted by 30% of the participants as Neutral and by another 30% as Happiness (Table 2 ). However, looking at the value of Valence and Arousal, the key pose's position was still consistent with the model (Figure 3 and Figure 4 ). This was further suggested by the answers to the open question. Four participants described the key pose as 'Welcoming', 'Embracing' or 'Wants a hug'. This shows that it was perceived as predicted in Figure 1 (Positive but less aroused than 100% Happiness). Similarly, 50% Fear 50% Sadness was interpreted as Fear by only 35% of the participants (Table 2 ). Looking at the value of Valence and Arousal, the key pose's position was still consistent with the model (Figure 3 and 4) . This was also suggested by some participants' answers to the open question. The key pose was described as "Shy", "Apprehensive", "Cautious" or "Reserved".
The interpretations of the key poses thus suggest that the Affect Space created can be used to greatly enrich the expressiveness of the robot. It could also be used to avoid always displaying the exact same expression for an emotion while still being understandable.
Valence
The algorithm did not create 'aberrant' postures. The perceived Valence was always consistent with the emotions being displayed. This confirmed that the interpretations of the emotions were consistent with the intended display.
However, there were some unexpected results regarding the perceived Valence of the negative key poses generated. The results show that the key poses generated by blending Fear and Sadness were perceived as less negative than the original ones ( Figure 3) . The model predicted no change in Valence. The key pose 100% Fear and the key pose 100% Sadness may have been perceived as extreme occurrence, prototypical displays, of these emotions ( Figure 3A and 3E ). This would explain why they were perceived as more negative than the generated ones, which are not prototypical. Nevertheless, the generated key poses were still interpreted as negative. The organization of the Affect Space will be modified to take this into account.
The Affect Space was tested with key poses and it is expected that movements will further improve the expressivity of the system. Figure 4 shows that the generated key poses were consistent with the predictions made by the Affect Space. The results show that it is possible to increase or decrease the perceived Arousal by adding element of an aroused or un-aroused posture. For instance, the key pose 50% Fear 50% Sadness, was interpreted as Neutral. It was however rated as more aroused than Sadness and less aroused than Fear (Figure 4) . However, the results also show that the anticipated position of the postures needs to be corrected. For instance, 100% Pride was completely misplaced, as it conveyed a higher level of Arousal.
Arousal
Because of this, the Affect Space generated for this study did not cover the 'positive non-aroused area' (Figure 2 ). It will be necessary to complete it with a non-aroused positive posture.
So far, only key poses have been tested and Arousal is known to be related to the speed of movements [6] . It is therefore expected that the model will benefit from incorporating motion varying in speed depending on the robot's Arousal.
APPLICATION TO HUMAN ROBOT INTERACTIONS
The fact that participants can successfully interpret the emotional postures displayed by a robot suggests that it could be used to facilitate human-robot interactions. For instance, the emotional feedback provided by a robot could be intuitively used by humans to establish whether or not an interaction was successful.
This was reinforced by the results of a pilot study in which participants were asked to teach a Nao robot to imitate four distinct movements, based on four different perceptions. Nao was sat in front of participants, who were using a recognizable pink ball to show the robot four different arm movements (moving the right arm up, right arm down, left arm up and left arm down). Throughout this interaction, the robot was supposed to associate the position of the ball to the appropriate movement to perform. In order to learn the correct associations, the robot only used the rhythm at which participants were changing the ball's position. The experiment was investigating whether rhythm can be used as a reward by an autonomous robot during a simple interaction, without any prior knowledge. The underlying mechanism of the learning algorithm is thoroughly described in [7] , although it was only applied to a human-computer interaction.
The rhythm of interaction was chosen because it is a natural component of every interaction. Its variations convey meaningful information. For instance, an adult teaching a child how to use a special toy, or how to play a game, would keep showing how it can be manipulated and let the child try. If the child performed an incorrect action, the adult would stop, and could say "Not like this!", for instance, and would show the correct action again. This is an implicit break in the rhythm of the interaction. However, as natural as this phenomenon can be when adults interact with children, it is not evident that interacting with a robot will trigger the same behaviour. Andry & Al also adapted the experiment to a SONY Aibo robot [8] . Their results showed that learning was achievable. However, it was hard to obtain and hard to maintain. These difficulties were partly due the learning algorithm having a slow memory consolidation mechanism, and having an exploration/exploitation trade-off making which made the robot try out new actions from time to time. More crucially, the robot did not express any feedback as to how it was understanding the human behaviour, namely the changes in rhythm, which in natural interactions is an important factor.
In order to assess the importance of expressing feedback, a pilot study with ten participants was conducted. The aim was to assess whether context would help the recognition of a particular body posture displayed by the robot, and if the emotional expression affected participants' behaviour. Therefore, the behaviour of the robot was modified so that it provided participants with feedback. If a certain amount of negative reward was experienced by the robot, it stopped the interaction and displayed a Sad posture for two seconds. Similarly, if a certain amount of positive reward was experienced, the robot displayed a Happy posture. The robot displayed a Bored posture when participants repeated the same movement time and time again. The postures were indicators of whether the interaction was successful. In this experiment, the postures used were not generated by the Affect Space. The body postures were displayed based on the accumulation of negative or positive rewards. Moreover, the recognition rates of the body postures displayed by the robot suggested that they were harder to identify than the ones used to generate the Affect Space.
Nevertheless, the results show that the recognition rates were higher when the postures were displayed within the context of the interaction. These results suggest that the context of the interaction has a significant impact on the interpretation of a body posture. Moreover, after the postures were displayed the behaviour of the subjects who recognized the postures was altered. Usually, the subjects would be surprised at first, wondering why the robot would express sadness (or frustration, disappointment) at this point in time, then changed the way they interacted with the robot, leading to more success in the imitation game.
With regards to these results, the Affect Space described in this paper could be used as an efficient way of indicating to a human whether the interaction was successful. The robot could enrich the interaction with a wide range of emotional expressions. Using the Affect Space, the robot could display blend of emotions specific to an interaction (rather than Sadness/Happiness). For instance, when the robot learned to perform a new movement, it could display a posture expressing Pride as well as Happiness. However, it is necessary to formally assess this medium in the context of an interaction.
CONCLUSION
The results show that it is possible to interpret key poses generated by the Affect Space. This suggests that the approach can be used to enrich, at a low cost, the expressiveness of humanoid robots. However, the exact position in the Affect Space of the generated expressions still needs to be clearly assessed.
The system can generate animation 'on the fly'. However, the interpretations of such animations remain to be tested. The next research step is to use this approach to create animation. The final version will consider acceleration and curvature, as it has been established that these parameters are related to arousal and valence [6] . These additions should improve the expressiveness of robots.
Moreover, the overall purpose of communicating the emotional state of the robot is to facilitate interactions. The effectiveness of the Affective Space will be assessed during real time interactions. The evaluation will consider the recognition of the postures being displayed as well as their effect on the interaction. It is expected that the widening of the range of emotional expressions of the robot, will help human partners interact with the robot intuitively
ACKNOWLEDGMENTS
The authors would like to thank the School of Creative Technologies, University of Portsmouth, for hosting the experiment. This work is partly funded by the EU FP6 Feelix Growing project (grant number IST-045169), and partly by the EU FP7 ALIZ-E project (grant number 248116).
