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Preface 
 
Atomic force microscopy (AFM) allows us to not only image three-dimensional 
objects with atomic scale but also fabricate a wide range of nanoscale structures. In 
particular, the unique atomic-level manipulation capabilities have attracted much interest 
due to the measurement of the force during atom manipulation, which is related to 
electromigration (EM). The magnitude of the forces needed for atom manipulation is 
considered similar to that of an estimated EM forces since both forces overcome similar 
energy barriers. EM can move many atoms simultaneously, which also has the potential to 
move single atoms while AFM atom manipulation is time consuming and the size and 
number of structures are limited. EM has been known to be a major failure mode of the 
integrated circuits. It has been recently recognized that EM is, if properly tuned, suitable 
for preparing nanogaps (nanoscale electrodes with nanometer-scale separation) for the 
fabrication of quantum tunneling devices, such as single-electron transistors (SETs), 
single-molecule transistors (SMTs), and planar-type ferromagnetic tunnel junctions (MTJs). 
Feedback-controlled EM (FCE) scheme is one of the EM methods for the fabrication of 
nanogaps and developed to enable temperature (Joule heating) control by properly 
applying the bias voltage to nanowires. Keeping the power dissipated by the nanowires at 
certain constant values helps to improve the nanogap yield. Moreover, as the other 
approach to form nanogaps, we have reported a simple and easy technique for the 
fabrication of narrower nanogaps using EM by applying the bias voltage to prefabricated 
nanogaps. This method is called “activation”, which is based on EM induced by a 
Fowler-Nordheim (F-N) field emission current. To get greater insight into the nanogap 
formation mechanism, we have established in situ AFM technique, which can reveal that 
the changes in electrical properties occurring due to EM are correlated directly with the 
physical modifications in the electromigrated nanowires during the process.  
In this dissertation, we demonstrated in situ AFM imaging of structural changes in 
Au nanowires during FCE process. We focus on the effects of EM-induced void 
morphological evolution, which is observed early in this process. The resistance increases 
during the FCE process and is associated with drastic changes in the nanowire morphology, 
suggesting successful control of EM through the FCE scheme. Moreover, the AFM images 
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taken after performing FCE indicate a redeposition of matter along the nanowire in the 
direction of the anode side. The grains show faceting structures at the anode side. From 
AFM images before and after each feedback (FB) point, the volume changes were 
analyzed. By product of the volume change and atomic density of fcc bulk Au, the rate of 
mass transport value was determined using time intervals between two AFM images. The 
estimated mass transport rates are in good agreement with the value of 10
6
 atoms/s 
reported for real-time transmission electron microscopy (TEM) imaging of EM-induced 
nanogap formation. These results suggest that this in situ AFM technique can provide 
insight into the migration behaviour of EM-induced voids in metal nanowires.  
In addition, the relations between wire geometry, current density, and local 
temperature during FCE were investigated. The measured results unambiguously revealed 
a decrease in the cross-sectional area of the nanoconstriction early in the FCE process. We 
estimated the local temperature in the biased nanoconstriction using the diffusive heat 
transport relation. During FCE, the increase of the local temperature at the trigger point of 
EM was obtained in the range from about 400 K to about 600 K in a room-temperature 
environment while the current density was held constant at 10
8
 A/cm
2
. It should be noted 
that a measurement of the junction voltage at the onset of EM allows us to simply and 
roughly estimate the local temperature in metal nanowires using the diffusive heat 
transport relation. These results imply that the controlled EM proceeded without causing 
the nanowires to melt due to Joule heating. 
To simply and easily fabricate nanogaps with well-controlled tunnel resistance, we 
have reported a new approach for the fabrication of nanogaps using EM method induced 
by a field emission current. The method is so-called “activation” and is demonstrated here 
by a current source with alternately reversing polarities. The activation procedure with 
alternating current bias, in which the polarity of the current source alternates between 
positive and negative bias, is performed with planar nanogaps of Ni defined on SiO2/Si 
substrates at room temperature. During negative biasing, a Fowler-Nordheim (F-N) field 
emission current flows from source to drain electrode. Therefore, Ni atoms at the tip of the 
drain electrode are activated and then are migrated across the gap from drain to source 
electrode. On the other hand, in the positive case, the field emission current moves the 
activated atoms from source to drain electrode. These two procedures were repeated until 
the tunnel resistance of the nanogaps was successively decreased from 100 TΩ to 48 kΩ. 
Scanning electron microscopy (SEM) and AFM indicated that the separation of the gap 
became narrower from approximately 95 nm to less than a few nm, which is due to the Ni 
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atoms accumulated at the tip of both source and drain electrodes. Furthermore, in situ AFM 
imaging of nanogap formation by activation represented that metallic atoms activated at 
the tip of the source (cathode) electrode were migrated to the drain (anode) electrode and 
then were accumulated at the tip of the drain electrode. These results suggest that the 
alternately biased activation, which is a newly proposed atom transfer technique, can 
successfully control the tunnel resistance of nanogaps and is suitable for the formation of 
ultrasmall nanostructures of interest.  
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1 
 
Overview and Objective of This Research 
 
 
Many devices and systems employed in modern industry have been miniaturized and 
reached the nanoscale domain by significant progress in nanotechnology. Nanofabrication, 
which is the process of making functional structures with dimensions less than 100 nm, is 
crucial to realize potential benefits of modern devices and systems. It is well known that 
the two approaches of top-down and bottom-up have been used to categorize the 
generation of nanostructures. The top-down approach scales down thin films or bulk 
materials to create nanoscale patterns, which is based on conventional lithography methods 
such as photolithography [1], electron beam lithography [2], and focused ion beam 
lithography [3]. However, the costs of purchasing, installing and maintaining the tools, and 
poor accessibility limit their application. In contrast, the bottom-up approach often handles 
small and simple building blocks such as atoms, molecules, and nanoparticles that will 
self-assemble into larger, more complex structures.  
Atomic force microscopy (AFM) is also a powerful tool not only for imaging with 
atomic resolution but also for nanofabrication due to its low cost, simplicity, and unique 
atomic-level manipulation capabilities. The AFM is one of scanning probe microscopy 
(SPM) techniques invented in the 1980s. The age of the SPM began with the scanning 
tunneling microscope (STM), which allowed the imaging of surfaces of conducting and 
semiconducting materials [4, 5]. For the first time, the individual surface atoms of flat 
samples could be visualized in real space. G. Binnig and H. Rohrer, the inventors of the 
STM, received the Nobel Prize in Physics in 1986. The principle of STM is based on the 
electron tunneling between a fine tungsten (or other noble metal) tip and a conducting 
surface while a voltage is applied between them. The tunnel current (around 1 nA) is 
decreased to one-tenth of its initial value for every 0.1 nm increase in gap separation, 
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which is responsible for the STM image. Early STM experiments represented that 
whenever the distance between the conducting tip and sample was so sufficiently small that 
a current could flow, significant interaction forces would act collaterally with the tunneling 
current. Based on the design of the STM, the first AFM was developed to measure forces 
as small as 10
-18
 N (commonly used of order of 10
-12
 N) in 1986 by Binnig and his 
coworkers in collaboration between IBM and Stanford university [6]. The initial 
experimental setup consists of the cantilever with the attached diamond stylus in the stylus 
profilometer sandwiched between AFM sample surface (Au-foil) and STM tip (Au). The 
STM is used to monitor the deflection of the cantilever with its force-sensing tip. Now in 
the AFM, a sharp tip at the free end of a cantilever scans the sample. In general, we call the 
cantilever plus the tip the “probe” collectively. In the AFM operation, the tip scans the 
sample surface with feedback mechanisms, which allow piezoelectric (PZT) scanners to 
maintain the tip at a constant force or constant height above the sample surface. While 
scanning, the attractive or repulsive forces between the tip and sample are measured by 
monitoring the deflection of the cantilever. Typically, the deflection is detected using a 
laser beam reflected off the back of the cantilever into an array of position sensitive 
photo-detector (PSPD) [7, 8], which is the most commonly implemented detection system 
for commercially available instruments. Often the backside of the cantilever is covered 
with thin gold or aluminum layers to enhance its reflectivity. To monitor cantilever angle 
changes due to bending, twisting and buckling of the lever, the differential signal between 
upper and lower detector and between left and right detector (using a four-quadrant 
photodetector) is employed. This method is able to investigate not only conductors but also 
insulators on an atomic scale.  
If the particles on the sample surface are electrically charged and conductive, the 
electrostatic interaction force between the sample and tip becomes important. The 
long-range nature of the electrostatic interactions makes them especially suitable to 
perform noncontact atomic force microscopy (NC-AFM) [9, 10] imaging of both 
conducting and insulating materials. NC-AFM, in which the force-sensing cantilever is 
vibrated at its resonance frequency at a small separation between the tip and sample, has 
become very popular. It allows not only a nondestructive measurement of topography but 
also atomic contrast even on insulators and single molecules [11]. However, it is difficult 
to understand the forces acting between the tip and surface under inspection rather than the 
tunneling current in STM due to the complexity of these forces. Besides the short-range 
forces which decay on a similar length scale as the tunneling current [12], long-range 
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forces such as van der Waals and electrostatic forces can strongly influence topographic 
imaging. Long-range electrostatic forces provide crucial physical information about the 
electronic properties of the sample surface. Frequently, in calculating the interaction forces, 
the molecules with permanent dipoles can be treated as point charges. An appropriate 
understanding of electrostatic forces is of a wide interest for better controlling the 
electromagnetic induced reactions and the related charging mechanisms in performing 
many AFM-based nanopatterning processes, such as local anodic oxidation [13, 14] and 
electrostatic nanolithography [15] as well as Kelvin probe microscopy. Since its 
introduction by Lord Kelvin in 1898 [16], the classical Kelvin probe technique [17] has 
been used for precise work function measurements in surface physics and surface 
chemistry. Kelvin probe force microscopy (KFM) was introduced as a tool to measure the 
local contact potential difference between a conducting tip and the sample. This technique 
allows mapping the work function or surface potential of the sample with high spatial 
resolution. Since the first attempt was reported by Nonnenmacher et al. in 1991 [18], KFM 
has been employed extensively as a unique method to characterize the nano-scale 
electronic/electrical properties of metal/semiconductor surfaces and semiconductor 
devices.  
In the magnetic version of the AFM, images are obtained by measuring the 
interaction force (or the force gradient) acting between the magnetized sample surface and 
the magnetized tip latterly entitled as magnetic force microscopy (MFM). In 1987 Martin 
and Wickramasinghe [19] proposed the imaging technique for high-resolution mapping of 
magnetic field patterns based on the use of a scanned force probe and a magnetized tip. At 
the beginning of the 1990s MFM started to become a widely used method in magnetic 
materials research and in the development of magnetic devices. Nanomagnetic structures 
have the potential to surpass silicon’s scaling limitations both as elements in hybrid 
complementary metal oxide semiconductor (CMOS) logic and as novel computational 
elements. MFM offers a convenient way to characterize and design such nanomagnetic 
structures by measurement of the magnetic field and not the sample’s magnetization. MFM 
systems may operate at atmospheric pressure thus allowing easy physical access, including 
electrical connection, to the sample during measurement. Consequently in many case, 
MFM methods are better suited to probing magnetization in nanoscale devices than 
electron based alternatives, for example, Lorentz Microscopy [20], or SEMPA (Scanning 
Electron Microscopy with Polarization Analysis) [21]. These electron techniques require 
vacuum conditions and careful sample preparation. For MFM, the dominant interaction 
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force would be the magnetic force between the biased atomically sharp tip and sample and 
van der Waals forces between the tip and sample are always present. However, van der 
Waals forces and the magnetic forces have different dominant regions of attraction because 
van der Waals forces depend on 1/r
6
 whereas the magnetic force is in proportion to 1/r
2
. 
Hence, as the tip is close to the sample van der Waals forces play an important role. In 
contrast, if the tip is moved away from the sample the magnetic force is dominant. For 
lowered lift distances, MFM mixes atomic, electric and magnetic forces. MFM do not 
provide a direct measure of the magnetization, which complicates interpretation of the 
experimental data. Instead, they provide a measure of the sample’s magnetic field several 
tens of nanometers above the sample surface.  
Consequently, AFM has been used to image a wide range of samples all over the 
world and become one of the most important measurement devices in nanotechnology. 
Moreover, as suitable forces and/or external fields are exerted, the probe can induce 
various physical and chemical processes on the sample surface, which results in the 
formation of localized functional nanostructures. AFM-based nanopatterning processes 
allow convenient in situ and in-line pattern creation and characterization. Among the 
unique capabilities of AFM, atom manipulation is often categorized as a material addition 
process and is a technique by manipulating individual atoms or molecules as well as 
nanoscale particles to specific locations to create a range of nanopatterns, with or without 
material property changes. The first demonstration of atom manipulation with STM was 
reported in 1990 by positioning 35 Xe atoms on Ni(110) surface to spell out the company 
logo of IBM through low temperature [22]. Since then the preferred approach for 
assembling atomic arrangements has been the lateral manipulation of an adsorbate across a 
flat metal surface, which requires the forces between the tip and adsorbate that can move 
the adsorbate across the surface [23]. However, the majority of these experiments are 
restricted to temperature below 10 K by thermal motion of the adatoms. In contrast to the 
STM, it took almost fifteen years for the AFM to build an atomic pattern by manipulating 
individual atoms with an AFM [24]. The atom manipulation with the AFM demonstrated 
an atom inlay fabricated by laterally rearranging substitutional Sn adatoms on Ge(111)-c(2 
x 8) at room temperature to compose the letters associated with the Sn elements [24]. More 
than 120 single-atom manipulation events were performed to create the nanostructure 
during a continuous 9 h microscope operation. Although atom manipulation with the AFM 
has great potential for studying the fundamental properties of nanostructures, this 
technique in one-by-one manner is generally considered to be a slow process. These atom 
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manipulation capabilities have been developed at different paces due to a higher degree of 
instrumental complexity in atomic-resolution AFM with respect to STM that ultimately 
originates from the different nature of the physical observables responsible for atomic 
contrast in each of these techniques. Hence, a simple and easy method for fabricating 
nanostructures with sub-10 nm dimensions at room temperature is required.  
It is expected that the magnitude of the force measured during AFM atom 
manipulation [25] is similar to that of the forces needed for EM since both forces 
overcome similar energy barriers [26]. EM forces from a STM tip, which provides the 
potential to migrate many atoms simultaneously, can move single atoms [27]. Recently, it 
has been recognized that electromigration (EM) is, if properly controlled, useful in 
preparing nanogaps (nanoscale electrodes with nanometer-scale separation) for fabrication 
of quantum tunneling devices, such as single-electron transistors (SETs) [28, 29] and 
planar-type ferromagnetic tunnel junctions (MTJs) [30]. EM has been described in terms of 
a transfer of momentum from conduction electrons to thermally activated ions in the 
conductor (“electron wind force”) [31]. In 1961, although the theoretical determination of 
the precise forces remains somewhat obscure, Huntington and Grone reported the EM 
phenomenon of current-induced motion of razor blade scratches on bulk metal surfaces 
[31]. An equation known as the Huntington–Grone equation, that describes atomic flow, 
was proposed [31]. It was concluded that the atomic motion opposite to that of the 
scratches was characterized. Since the late 1960s, abrupt breakage of circuit fuses and 
interconnects in integrated circuits (ICs) has been attributed to the EM phenomenon [31]. 
Pioneering studies by microscopy of the EM process were implemented using transmission 
electron microscopy (TEM) [32] and scanning electron microscopy (SEM) [33]. For the 
first time, EM in thin metallic films was directly observed by Blech [32, 34]. Moreover, 
Black systematically studied EM in IC metal lines and established the relationship between 
the mean time to failure (MTTF) and current density for confined thin films [35]. By 
measuring MTTF of metal lines under high current density, tolerance against EM has been 
extensively tested for various kinds of metal species to evaluate the reliability of ICs. To 
increase this critical value, Cu/dielectric interface treatments have been widely investigated 
[36]. In 1976, Blech et al. found that the EM-induced mass transport stops when the 
conductor length is below a certain value for a given EM stress condition [37, 38]. To 
explain the critical length in EM, it was proposed that the ‘Back flow’ of atoms opposite to 
the direction of electron flow is caused due to the presence of back stress in the 
interconnect when voids (vacancies) and hillocks (excess materials) are formed. In 1999, 
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this failure mode in ICs was utilized advantageously to break Au nanowires in a 
controllable and self-limiting fashion [39]. The breaking process consistently produces 
metallic electrodes with nanometer separation. However, the procedure of electromigrated 
nanogaps formed with a single voltage ramp often results in poorly controlled final 
junction resistance of nanowires [39]. To obtain nanogaps with well-controlled final 
junction resistance, feedback-controlled EM (FCE) was developed [40, 41]. FCE can be 
employed to generate metallic channels with quantized conductance as well as nanogaps 
[41, 42]. Hence, the microscopic physics of EM has gradually been elucidated [43, 44]. It 
was found that the elementary process of EM at the atomic-scale ballistic metal junctions is 
the kinetic energy transfer from a single electron to a single metal atom and that 
conventional mechanisms for EM such as the electron wind force or Joule-heating-assisted 
migration do not work anymore due to the absence of scattering in atomic-scale 
nanojunctions [43, 44]. On the other hand, as the other approach to achieve a simpler 
fabrication process for nanogaps with well-defined tunnel resistance, we have previously 
reported a novel technique for nanogap formation using EM induced by a field emission 
current [45]. This technique is based on the phenomenon of movement of atoms induced 
by a Fowler-Nordheim (F-N) field emission current flowing through the nanogaps, which 
is called “activation”. Similar phenomena have been theoretically investigated by 
first-principles calculations based on density-functional theory [46].  
This dissertation is organized into six chapters, and the overview is shown in Fig. 1.1. 
The outline of this thesis is as follows. In Chapter 2 we present the fundamental theory of 
EM and development of fabrication techniques for functional nanogap-based quantum 
devices using EM. Novel methods are proposed such as feedback-controlled EM (FCE) 
scheme and EM induced by a field emission current (activation). Chapter 3 describes in 
situ AFM imaging of structural changes in electromigrated Au nanowires during voltage 
feedback process. By subtracting the volume after feedback (FB) point from that before the 
FB point, relative mass transport values and mass transport rates were estimated. These 
results imply that real-time AFM imaging during the FCE process can provide insight into 
the behavior of EM-induced voids in metal nanowires. Chapter 4 discusses the current 
density obtained by cross-sectional area of Au nanowires and the local temperature in the 
nanowires during FCE observed by AFM. We are able to estimate local temperatures at the 
onset of EM during FCE using the diffusive heat transport relation, and found that the local 
temperature at the FB point increased in our results as the Joule heating power in the 
nanoconstriction was not constant. Chapter 5 presents metallic nanogaps fabricated using 
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EM induced by a field emission current (activation) with bipolar biasing. The activation 
procedure with alternating current bias, in which the current source polarity alternates 
between positive and negative bias conditions, is performed with planar metallic nanogaps 
defined on SiO2/Si substrates at room temperature. The stability of the nanogap formation 
process and control of the motion of atoms across the gap are compared with our previous 
results using the current-source-based activation. Further, in situ AFM imaging during 
activation process are used to monitor the dynamics of EM between nanogaps. Finally 
concluding remarks of this study are summarized at last part, Chapter 6.  
 
 
 
 
 
 
 
 
Fig. 1.1 Overview of this research. 
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2 
 
Atom Transport Techniques Induced by 
Electromigration for  
Nanogap-Based Quantum Devices 
 
 
2.1 Introduction 
Electromigration (EM) has been known as a major failure mode of integrated circuits 
[1, 2]. It has been considered that cumulative momentum transfer from conduction 
electrons to thermally activated ions in the conductor and dissipative heating at 
interconnects are the dominant driving force for EM. These contributions are called the 
electron wind force effect and Joule heating effect, respectively. Recently, it has been 
reported that EM is, if properly tuned, useful in preparing nanogap electrodes for 
fabricating quantum tunneling devices [3]. It can be achieved by just passing a current 
through a metal nanowire without conventional lithography techniques. However, the 
procedure of electromigrated nanogaps formed with a single voltage ramp often induces a 
catastrophic break of metal nanowires that yields a nanogap with high tunnel resistance. To 
obtain nanogaps with well-controlled final junction resistance, feedback-controlled EM 
(FCE) was developed [4, 5]. On the other hand, to achieve a simpler fabrication process for 
nanogaps with well-defined tunnel resistance, we have previously reported a novel 
technique for nanogap formation using EM induced by a field emission current [6, 7]. Here, 
this chapter describes EM and two approaches for fabricating functional nanogap-based 
quantum devices using EM.   
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2.2 Fundamentals of Electromigration 
Electromigration (EM) is diffusion controlled mass transport phenomenon in 
metallic conductors under the influence of an electric field. Mathematical model for the 
EM driving forces was published by Fiks in 1959 [8] and Huntington and Grone [9] in 
1961, independently. Their EM driving force model treated the electron-ion collision by 
considering the change of the electronic states caused by the collision of the charge carriers 
with the metal ions to induce mass transport. In this ballistic model, the EM driving force F 
consists of two distinct contributions as shown in Eq. (2.1): direct electrostatic force Fes 
due to the applied external field and electron wind force Fwd due to the momentum transfer 
from electrons to metal ions.  
eEZeEZZFFF *wdeswdes )(           (2.1) 
where e is the electron charge, E is the electric field (E = ρj, where ρ is resistivity and j is 
current density), and Z
*
 is the effective charge number of EM. In general, the Fes and Fwd 
are opposing. Zes is the effective valence associated with the direct force and can be 
regarded as the nominal valence of the metal ion in absence of scattering process. Zwd is the 
valence of the diffusion ion, which is generally found to be of the order of 10 for a good 
conductor [10]. Hence, when Z
*
 < 0, Fwd is dominant over the Fes and metal atoms start to 
move in the same direction as electron flow, which is the general case for Au thin films 
[11]. In contrast, as Zwd > 0, F is dominant over the Fes and results in ionic motion toward 
the cathode side [12]. However, it is difficult to determine the precise value of these 
charges. 
As the mass transport at grain boundaries in most metals is explained by the vacancy 
diffusion mechanism [13], which move in the opposite direction of metal ions with a 
positive charge, it is convenient to consider the EM driving force generating a vacancy flux 
Jν 
 ,)( wdes eEZZ
kT
c
DJv             (2.2) 
where c is the vacancy concentration, D is the diffusivity, k is the Boltzmann constant, and 
T is the absolute temperature [14].  
To understand the role of EM driving force and of thermally activated diffusion, 
which is also called thermomigration, it is assumed that the force resulting from Eq. (2.1) 
was constant as a function of position for a particular atom. Figure 2.1 (a) depicts an 
adatom on a sample surface in an inclined potential curve. In thermally activated diffusion,  
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the adatom hops from one minimum to another with the rate 
  ,)(/exp A0 kTEγγ             (2.3) 
where γ0 is the attempt frequency, EA = εB – ε1 is the hopping energy barrier, and εB and ε1 
are the maximal energy between the two states and the energy in the original state. Each 
energy is defined in Fig. 2.1 (b). Hence, surface diffusion becomes directional for EM. For 
thermomigration or simple diffusion, surface potential is assumed to be periodic and 
horizontal, which leads to equal diffusion in all degenerate crystallographic directions. 
Usually one dominant process, which is the one along the reaction path with the lowest 
activation energy barrier, is used. It is considered that the diffusion of adatoms on metal 
surfaces occurs not only by uncorrelated hops between nearest-neighbor sites on the 
surface lattice, but also by exchanges or by long jumps (i.e. direct moves to second 
neighbors and more). Let us consider activation energies on Au and Cu for both (100) and 
(110) surfaces. Table 2.1 shows the activation energy barriers for the different surface 
diffusion process calculated by molecular-dynamics simulations [15]. The results 
experimentally determined by a scanning tunneling microscopy (STM) are provided within 
parentheses shown in Table 2.1 [16], which is a little bit larger than the theoretical values. 
The diffusion barriers for Au are slightly larger than those of Cu except for Cu exchange 
diffusion on (100) surfaces, indicating that both in-channel and cross-channel diffusion are 
more difficult in Au than in Cu. This difference occurs due to the larger dissipation of the 
energy of the Au adatom to the substrate and to the narrower-potential-energy surface at 
the saddle point in Au, the so-called dumbbell configuration [15]. These results suggest 
that using one dimensional models of diffusion is insufficient on fcc(110) metal surfaces.  
(a) (b) 
ε2
EA
εB
ε1
Fig. 2.1. (a) When there is an applied force (electromigration force), the atom will be 
forced to migrate preferentially in the direction of the force, which is regarded as 
hopping in a tilted washboard-potential. (b) A potential energy diagram for a hopping 
atom with a definition of each energy parameter. 
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TABLE 2.1 The activation energy barriers for the relevant diffusion process calculated by a 
molecular-dynamics simulation [15]. The parentheses indicate the values experimentally 
obtained by STM [16]. The (110) (1 x 2) surface of Au is known to be the most stable for 
Au. 
 
 
 
 
The real situation is more complicated because of not only the difference of the binding 
energies for different configurations, but also dependence of the EM driving force and the 
details of the hopping process on the diffusion mechanism as known from surface diffusion 
studies. 
When the mean time to failure (MTTF) is measured, the current density and 
temperature should be maintained low enough to ensure that failure is caused in the region 
where stress increases linearly with time. Usually, MTTF measurements are performed at 
constant temperature of the environment and voltage and over a timescale of hours or even 
days. It can be provided using the Black equation [17] 
  ,)(/exp A2 kTEj
A
MTTF             (2.4) 
where j is the current density and A is a material constant relating to structural, electrical 
and diffusional properties of the sample. In Eq. (2.4), the lifetime of failure strongly 
depends on the temperature and thermally activated quantities.  
If the diffusing atom jumps into a vacancy in an adjacent lattice site, the EM in 
metallic conductors can be interpreted as the self-diffusion of metal ions in response to an 
electric field. Thus, the total flux is mainly the consequence of the electron wind force and 
a back stress that pushes the ions in the opposite direction. The flux due to the EM driving 
Process 
Jump 
Exchange 
Along steps 
EA (eV)_Au  EA (eV)_Cu 
0.51 
0.41 
0.32 
0.39
0.79
0.26
(1 x 1) in channel 
(1 x 1) cross channel 
0.28  (Exp.: 0.38)
0.46
0.23
0.29
(1 x 2) in channel 0.31  (Exp.: 0.40-0.44)
On (110) surfaces
On (100) surfaces
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force including the back diffusion term is  
,)( wdes eEZZ
kT
c
D
x
c
DJ 


           (2.5) 
where ∂c/∂x is the stress gradient along the line. This flux is in equilibrium when the 
EM-induced flux and the concentration gradient-induced flux cancel each other. If this 
dynamic equilibrium is disturbed, the divergence in atomic or vacancy flux will be present 
and can locally cause extrusions or voids to form both of which can lead to failure. In thin 
film conductors, flux divergence can occur by inhomogeneities in microstructure and 
geometry, or temperature gradients [2, 18]. Void and extrusion formation have been 
frequently observed at triple point of grain boundaries (Fig. 2.2(a)) where three grain 
boundaries meet since the flux of incoming atoms for a general orientation of the grain 
boundaries is not equal to that of outgoing atoms at these positions [19]. In general, the 
main path of atomic diffusion in polycrystalline structure is considered to be along the 
grain boundaries, and lattice diffusion is negligible in the case of EM in a polygranular 
microstructure [10, 20]. When there is only one grain in the width direction, such a sample 
is called bamboo structure as shown in Fig. 2.2(b). The EM in bamboo structure is caused 
via slower surface diffusion. Figure 2.3 shows the dependence of EM lifetime on line 
width/grain size ratio for Al-based interconnects [21, 22]. In Fig. 2.3, it is found 
experimentally that the more the line width/grain size is decreased, the more the EM 
lifetime is increased. For narrow lines, with large grains, the bamboo structure develops 
and results in the increase of EM lifetime.  
From Eq. (2.4), EM lifetime is proportional to the activation energy EA, which 
indicates the energy barrier against the diffusive process. Table 2.2 exhibits the values of 
EA with various diffusion paths (bulk, grain boundary, surface diffusion paths) for Au [23], 
Cu [24], and Al [25]. The surface activation energy for three materials is smaller than EA 
for bulk and grain boundary. In particular, since the surface of Al has the tendency to be 
protected by the formed aluminum oxide, grain boundary diffusion is dominant in Al lines. 
For EM in bamboo structures, the atomic diffusion in the grain boundary, which exists in 
bamboo line, is negligible due to the lack of continuous grain boundary paths.  
If the mechanical force is taken as the gradient of chemical potential in a stressed 
line, Eq. (2.5) can be rewritten as  
,)(
Ω
wdes eEZZ
kT
c
D
x
σ
kT
c
DJ 


          (2.6) 
where σ is hydrostatic component of the mechanical stress and Ω is atomic volume. If there  
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is no net EM flux or damage at the end of the line, a steady state occurs. When EM is equal 
back-diffusion, the steady state is defined as 
.Ω)( wdes
x
σ
jρeZZ


            (2.7) 
From Eq. (2.7), we obtain the expression for a critical value as [26] 
  ,
Ω
*0 ρeZ
σσLj cc              (2.8) 
where Z
*
 = Zes + Zwd, L is the length of the line, σ0 and σc are the stresses at the start of the 
line and critical point. In this model, for a given current density below a certain line length, 
the well-known Blech length, EM is expected to cease. 
Fig. 2.3. Dependence of measured median time to failure on line width of sample with 
respect to grain size. [21, 22] 
Grain BoundaryTriple Point
Electron Flow 
Grain Boundary
(a) (b) 
Fig. 2.2. Schematics of (a) polycrystalline with triple point where three grain boundaries 
meet and (b) bamboo-like metallization.  
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TABLE 2.2 Activation energies for various diffusional paths in Au [23], Cu [24], and Al 
[25] lines. 
 
 
 
 
As mentioned above, since the EM process strongly depends on temperature, it is 
important to know the temperature of the constriction itself during the EM. Because Joule 
heating in the line always accompanied by EM, to better understand the role of Joule 
heating on EM, several researchers have attempted to deduce the temperature at which EM 
occurs. This became possible by using a relation between a previously calibrated 
temperature and the resistance of the constriction itself [27]. Due to the temperature 
dependence of electron-phonon scattering, the resistance R of the constriction increases 
roughly linearly with temperature T around room temperature T0 
   ,1)( 00 TTαRTR             (2.9) 
where R0 is the resistance at the room temperature T0 and α is the temperature coefficient 
of resistivity. In this method, the temperature calibration can change in the course of the 
experiment because of the dependence on the disorder scattering generally varying during 
the EM. For metallic constriction in the diffusive regime where current and heat follow the 
same, it is assumed that electrical conductivity is related to thermal conductivity 
(Wiedemann-Franz law). We can obtain the well-established relation [28, 29]  
,
4
)(
2
C2
0
2
V
TTL             (2.10) 
where L = (π2/3)(k/e)2 is the Lorenz number, VC is the voltage applied to the constriction, T 
and T0 are the temperatures of the constriction and its environment, respectively. Since the 
local resistivity is well-defined in the diffusive regime, the temperature can be simply 
estimated using Eq. (2.10). This means that the temperature can be precisely controlled by 
the voltage if a suitable value of the voltage is chosen. However, it is difficult to 
distinguish between the increases in the resistance resulting from structural changes in the 
Process 
Bulk (Lattice) 
Grain boundary 
Surface 
EA (eV)_Au  EA (eV)_Al 
1.8 
0.88
0.73
1.4
0.4-0.5
0.28
EA (eV)_Cu 
2.2
0.88-0.95
0.8-0.9
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constriction and in the resistivity due to self-heating. Recently, feedback-controlled EM 
(FCE) methods have been developed and led to solve this problem. 
For the model of Eq. (2.10) mentioned above, it is assumed that electrical and 
thermal current paths are identical. In fact, since the amount of heat flowing through the 
substrate changes with the thickness of an oxide (SiO2) layer between the nanostructures 
and Si substrate [27], it is in many cases necessary to consider the heat conduction through 
the substrate. A simple one-dimensional (1D) model for heat dissipation in a wire has been 
proposed to analyze failure mechanisms in electromigrated Au nanowires as shown in Fig. 
2.4(a), where the expected failure characteristics have been inferred as a function of the 
wire dimensions [27]. In a wire connected between two semi-infinite heatsinks, the 
equation describing steady-state excess temperature T obeys Poisson’s equation [27] 
,with022
dtk
k
m
k
Q
TmT sub         (2.11) 
which consists of the generation of heat energy Q/k and the losses because of heat flow to 
the substrate with thermal conductivity ksub. Q is the heat given by ρj
2
, where ρ is the 
resistivity of the metal wire and j is the current density. k is the thermal conductivity of the 
metal wire. t and d are the thicknesses of the wire and substrate, respectively. 
The solution of Eq. (2.11) in the wire is described by 
  ,
2
1
1)(
2






  mxmxmLwire eee
km
Q
xT          (2.12) 
where L is the length of the wire. Moreover, the local temperature of the wire has been 
estimated using the 1D thermal transfer model, see Fig. 2.4(b) [30]. Since the ksub of SiO2 
(= 1.4 W/(K∙m)) is much lower than that of Au (= 317 W/(K∙m)) at room temperature [31], 
the heat conduction to SiO2 was neglected. Considering a temperature gradient from the 
junction region to the two heatsinks, the maximum temperature at the junction region was 
calculated. For a homogenous 1D Au wire at thermal equilibrium, the thermal conduction 
rate per unit area can be written as 
,
ΔΔ
Δ
)( 0
x
TT
κ
St
Q
xpwire



           (2.13) 
where S is the cross-sectional area, T and T0 are the temperatures of the constriction and its 
environment, respectively, Δx is the distance from the center of the wire to the contact pad 
due to the symmetry geometry of the wire, κ is the thermal conductivity of the material. 
The κ of Au was simply and roughly taken to be κ(T) = - 0.069 x (T + T0)/2 + 338 [30]. 
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Hence, the maximum temperature T could be also expressed as a function of environment 
temperature T0 by using the linear relation between the thermal power, extracted from the 
constant Joule heating power fitting [5], per unit area and T0. As a result, the maximum 
local temperature in the nanoconstriction was found to parabolically depend on the 
environment temperature. Further, the Poisson’s equation of Eq. (2.11) was modified as a 
two-dimensional (2D) model [31], implying that a good thermal coupling to the substrate 
leads to well-controlled EM.  
 
2.3 Feedback-Controlled Electromigration 
EM-induced breaking of a thin metal wire has been reported as a simple method for 
the fabrication of nanoscale gaps between two metallic electrodes (nanogaps) because it is 
achieved by just following a current through a metal nanowire. Reproducible fabrication of 
nanogaps through EM with a simple voltage ramp, however, is difficult because thermal 
runaway during the procedure often results in catastrophic breaks in the nanowires. Among 
the different EM procedures, the feedback-controlled EM (FCE) scheme, based on 
monitoring both the conductance and the incremental conductance of the nanowires, has 
been developed to enable temperature control. Various computer-controlled feedback 
schemes have been reported to form nanogaps [4, 5, 28]. The active feedback-controlled 
loop is performed by ramping a voltage in a cyclic manner across the nanowire while the 
electrical resistance/conductance is continuously monitored. Figure 2.5(a) represents a  
2L
w
(a) (b) 
Fig. 2.4. Schematics of wire geometry of (a) one-dimensional and (b) two-dimensional 
models. [27, 30] 
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typical resulting curve consisting many current cycles. It is assumed that the total 
resistance R of the devices consists of leads with a constant resistance and of a junction 
with a resistance. The lead resistance RL results from grain-boundary and surface scattering 
of thin metallic films and wires [33]. For each cycle, the applied voltage is automatically 
raised up in a voltage step VSTEP until the differential conductance of the nanowire reaches 
a threshold differential conductance GTH. The threshold differential conductance is 
employed to detect precursors of EM. The junction resistance RJ is increased due to heating 
and EM occurs. When the differential conductance of the nanowire reaches the threshold 
differential conductance, the voltage is rapidly ramped down by the feedback (FB) voltage 
VFB to slow down the EM-induced breaking process. Subsequently, the applied voltage is 
reinitiated continuously for the next EM cycle. Finally, when the resistance of the 
nanowires reaches a desired resistance, the applied bias voltage is immediately reduced to 
0 V.  
The overall curve can be modeled by the following formula [5, 28]: 
,)( L
J
LJLJ IR
I
P
IRRVVV           (2.14) 
where V is the total voltage applied to the device, VJ and VL are the voltages across the 
Fig. 2.5. (a) Typical current-voltage characteristics of the Au nanowires obtained during 
the feedback-controlled electromigration (FCE). The arrows indicate the time evolution 
of the electronic properties as the nanowires narrows. (b) Conductance G-voltage V 
characteristics of the Au nanowire during the FCE process. Broken lines indicate the 
fitting results to the Joule heating model. 
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constriction and leads, respectively; PJ is the Joule heating power in the nanoconstriction; 
and I is the current passing through the nanowire. Each curve in Fig. 2.5(b) shows the fit of 
Eq. (2.14) to the G-V characteristics of the nanowire during the FCE process. When PJ at 
each FB point is defined as the critical power PC, PC was fitted to the model and obtained 
from 3400 μW to 150 μW. The last point (FB point) of each cycle in Fig. 2.5(b) is treated 
as the trigger point of EM. Once sufficient power is dissipated in the wire, a critical 
temperature is reached. To avoid thermal runaway and melting of the nanowires, the 
applied voltage is immediately reduced and a new cycle begins from low voltages. The 
power dissipated in the wire is held approximately constant [4, 5] or decreasing [34, 35]. In 
such a process, the device yield can be increased by minimizing the RL. As an alternative 
technique, it has been reported to eliminate lead resistance effects by lithographically 
patterning four-terminal devices [34]. The question of why uncontrolled EM is induced by 
the RL can be addressed by the I-V properties during EM for a wire with RJ in Fig. 2.6 [36]. 
If RL > 0, the constant Joule heating power leads to an unstable, double-valued I-V relation. 
In contrast, for RL = 0, the instability is eliminated. For both active feedback schemes and 
simple voltage ramps, it is considered that the lead resistance should be small to obtain 
small gaps [37]. 
When ballistic effects become critical, deviations from I-V relation occur in the 
region below conductance G of 1 mS. The G is no longer decreased smoothly and changes 
to one characterized by discrete jumps to plateaus both up and downwards by 
approximately the conductance quantum G0 (= 2e
2
 / h = 77.6 μS, where e is the electron 
charge and h is the Planck’s constant) [5]. It is noted that the decrease of the conductance 
of “1” G0 is equal to a one-by-one removal of Au atoms because the Fermi wavelength 
corresponds to the order of the size of an atom [38]. In pure bulk gold, the Fermi 
wavelength is 0.52 nm [39]. The jumps in the conductance are correlated to atomic 
structural rearrangements that alter the electrical characteristics of the contact [40]. These 
aspects can be expressed in the Landauer equation at zero temperature as [38] 
,
,
,0 
ji
jiτGG             (2.15) 
where τi,j is the transmission probability of the respective input and output channels i and j 
with multiple modes attached to a sample. Since tunneling of electrons results from a weak 
overlap of the electronic wavefunction of atoms in the contact, the τi,j is strongly dependent 
on the electronic wavefunction overlap. Analyzing the conductance jumps and changes in 
the values of the τi,j are critical to obtain structural information from the transport 
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properties of the contact. To form these atomic-scale contacts and study the electronic 
transport, mechanically controllable break junctions are often used [41]. For a sample 
mounting of the technique, a free-standing metallic bridge is prepared lithographically on a 
flexible substrate. The substrate is bent by pushing the center using piezoelectric elements 
for fine control and metallic bridge is mechanically elongated and fractured at the same 
time. This is mostly conducted under low temperature and high vacuum conditions to keep 
the surface of the metallic bridge atomically clean [41-43]. While the technique is very 
useful for investigation of electronic transport properties of conductors at the atomic scale, 
it is not facile to image the nanocontact itself due to the geometry of the bridge and 
fabricate highly integrated nanodevices due to the constraint of the piezoelectric 
components. In addition, relatively large (on the order of 100 nm–1000 nm thick or wide) 
metallic bridges are needed for mechanical stability and chemical robustness, which makes 
it difficult to obtain the atomic-scale contact itself. As compared to this technique, the 
controlled EM methods have advantage of easily decreasing the thickness of the metallic 
film further to atomic dimensions. Indeed, the controlled EM process indicates higher 
stability (with a lifetime as long as 10 h) than the mechanically controllable break junction 
technique without their conductance changing, see Fig. 2.7 [44]. In the mechanical 
breaking process, the mechanical stress is present in the wire, which results in  
Fig. 2.6. current-voltage characteristics of the wire during electromigration when there is 
non-zero series resistance. Inset: current as a function of power dissipated in the wire 
during electromigration. [36] 
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uncontrollable structural changes and atom migration. Hence, FCE scheme has been 
widely used to fabricate nanoscale metallic junctions at room temperature safely and 
reliably [5, 34, 36, 37, 45, 46].  
A hybrid feedback scheme consisting of both hardware and software components for 
the fabrication of quantum point contacts has reported that it is possible to remove the 
thermal instability by defining four terminals for each junction and adding analog feedback 
to control the voltage directly across the junction [36]. However, these processes with a 
general purpose operating system (GPOS) are usually considered to be slow process [45]. 
To instantly and precisely tune the resistance of metal nanowires at room temperature in 
ambient conditions, an ultrafast FCE method with a field-programmable gate array (FPGA) 
has been developed [46]. The total process time for the FPGA-based ultrafast FCE is 
estimated to be about 200 ms as shown in Fig. 2.8, which is approximately 10
3–104 times 
shorter than that of the conventional FCE using a microprocessor-based controller with a 
GPOS [5, 45]. Indeed the conductance of the Au micrometer wire is immediately and 
precisely tuned to less than 1 G0 during the FPGA-based ultrafast FCE within 1 s, which is 
10
3–104 times faster than that of the conventional FCE, see Fig. 2.9. These results imply 
that a few-atom regime in electrical conduction can be precisely and speedily controlled 
using FPGA-based ultrafast FCE. The choice of these experimental parameters in FCE is 
often based on experiments, which is very time consuming. Most recently, for a new  
Fig. 2.7. Distribution of the lifetime of the Au nanowires fabricated by electromigration 
(black) and mechanically controllable break junction (red). The average lifetime was 8.6 
min for electromigrated nanowires and 0.9 min for mechanical breaking nanowires. [44] 
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approach to solve these problems, the determination of the FCE parameters has been 
automated using an Ising spin model, which describes the mechanism of making a decision 
in a closed community [47]. In the Ising model, Ising spins may take on one of the up or 
down along a preferred axis such as magnetic spins. An Ising computer, which is based on 
the representation of the Ising spin, maps problems to the Ising model and solves the 
problems by ground-state search operations. Several schemes, such as the analog computer 
using superconductivity from D-Wave [48] and an Ising computer using complementary 
Fig. 2.9. Conductance traces of the Au micrometer wire in a few-atom regime as a 
function of process time of the FPGA-based ultrafast FCE. [46] 
Fig. 2.8. Time evolution of drain voltage Vd and drain current Id of the Au micrometer 
wire during the ultrafast feedback-controlled electromigration (FCE) using the 
field-programmable gate array (FPGA). [46] 
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metal-oxide-semiconductor (CMOS) [49], have been proposed to solve the combinatorial 
optimization problems. 
So far, the microscopic mechanisms of EM have not yet been fully understood due to 
the complexities of the measurements and the underlying physics. Recently, the elementary 
process of EM within the ballistic regime by the feedback control scheme has been found 
to be the kinetic energy transfer from a single electron to a single metal atom and not the 
commonly believed mechanisms of EM (the electron wind force and Joule heating) due to 
the absence of electron scattering in atomic-scale contacts [50, 51]. This means that the 
most critical parameter for EM in atomic-scale contacts is the junction voltage VJ. When 
the VJ reaches the maximum value for each FB cycle, the critical junction voltage is 
defined as VC. The VC accumulated from ten-break junction trials was plotted in the 
histogram of Fig. 2.10 [51]. The potential energy eVC has a major peak at 0.24 eV, which is 
in good agreement with the activation energy for the self-diffusion process of Au adatoms 
on the (110) (1 x 1) surfaces calculated using molecular dynamics simulations [15]. A 
small peak at 0.4 eV coincides with the activation energy for MTTF obtained from the 
experimental results for Au wires. In addition, this peak is equal to the activation energy 
barrier of 0.4-0.44 eV for the Au adatom on the (110) (1 x 2) surface measured by a STM 
[16]. From a theoretical point of view, EM of a single atom along a chain of Au atoms has 
been investigated using first-principles calculations in both nonadiabatic and thermal 
processes [52, 53]. Through a comparison of the EM rates between nonadiabatic and 
thermal migration, it has been indicated that the nonadiabatic contribution is dominant at 
low temperature and low bias beyond the threshold voltage, see Fig. 2.11.  
 
 
Fig. 2.10. A histogram of the critical junction voltage VC, which is defined as the 
maximum values of the junction voltage VJ for each FB cycle and is accumulated from 
ten-break junction trials. Inset: The region expanded around 0.4 V, where a minor peak 
can be clearly resolved [51]. 
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2.4 Electromigration Induced by Field Emission 
Current 
In general, thin metal nanowires have been used to fabricate nanogaps using EM, 
which is based on EM-induced breaking of thin metal wires. On the other hand, we have 
reported a simple and easy technique for the fabrication of narrower nanogaps by 
connecting prefabricated nanogaps using EM [6, 7]. This method is called “activation” and 
is based on EM induced by a Fowler-Nordheim (F-N) field emission current.  
Figures 2.12(a)-(c) show the schematic of activation procedure. The activation 
procedure is applied to the initial nanogaps, as shown in Fig. 2.12(a), fabricated on 
thermally oxidized silicon substrates using conventional electron-beam lithography and 
lift-off process. By applying a bias voltage/current to the nanogap, a field emission current 
flows through the gap because the concentration of electric field occurs at the tip of the 
arrow-shaped source-drain nanogap electrodes. The atoms at the tip of the nanogap are 
activated by the field emission current and moved from source (cathode) to drain (anode) 
electrode by electron wind force (Fig. 2.12(b)). The direction of moving atoms controlled 
by the activation scheme agrees with that of evaporation of field emission-assisted surface 
Fig. 2.11. Relation between nonadiabatic electromigration rates and electromigration 
rates via thermal activation at (a) 0.5 V and (b) 200 K. [53] 
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atoms theoretically investigated by first-principles calculations [54], which is the same 
direction as electron flow. Such atom migration behavior is also observed for in situ 
transmission electron microscopy (TEM) imaging of the growth of metallic nanostructure. 
High electric field strengths of about 1 V/nm (= 10
9
 V/m) at the suspended Si tip covered 
with Ni causes metal ions to migrate out from cathode side, see Fig. 2.13 [55], which is 
similar to the migration behavior in the activation method. The composition of the growth 
nanostructure is found to be the same as the host material (Ni) by using energy-filtered 
TEM (EFTEM) analysis. Finally, as shown in Fig. 2.12(c), the activated atoms accumulate 
at the tip of the drain electrode and form hillock. As well known in a STM, an electronic 
tunneling current strongly depends on the distance between electrodes [56]. Here, the 
tunnel resistance of the nanogaps is often used to obtain information about the nanogap 
 
 
 
 
 
 
 
Fig. 2.13. In situ transmission electron microscopy images of the nanostructure growth 
sequence in time due to the Ni ion migration from the cathode tip. (a) Ni covered 
nanogap at the beginning of the current bias. (b) Ion migration starts to occur. (c) 
Nanostructures fully grow. [55] 
Fig. 2.12. Schematic of the electromigration induced by a field emission current 
(activation method). (a) Initial nanogap before performing the activation. (b) Atoms at the 
tip of the source electrode activated by the field emission current move to the drain 
electrode across the gap. (c) Accumulation of activated atoms at the tip of the drain 
electrode leads to the formation of hillock. [6, 7] 
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region. Consequently, a reduction in the tunnel resistance of the nanogaps after performing 
the migration results in a decrease in the separation of the nanogaps.  
Figure 2.14 shows the detailed experimental steps of the activation process. The 
activation procedure is performed by applying a voltage/current to an initial nanogap using 
a voltage/current source while the current flowing through the nanogap is monitored. The 
applied voltage/current is ramped up until the current I passing through the gap reaches the 
preset value IS. When the field emission current get to the IS, the voltage/current is stopped. 
Figure 2.15 exhibits the representative current I vs. voltage V characteristics of the 
nanogaps during the activation with the IS of 1 μA at room temperature in a vacuum [57]. 
The final voltage VS is defined as the value of V at which the I reached the IS. From the 
relation between the IS and VS, a resistance RS (= VS/IS) and a differential resistance dVS/dIS 
during activation are obtained. After activation, the tunnel resistances of the nanogaps are 
estimated by measuring the I-V characteristics at low voltages. This procedure is repeated 
to the same nanogap while updating the IS.  
Figures 2.16(a) and (b) represent AFM images of the Ni nanogap before and after 
performing the activation with the IS of 0.83 nA [6]. The gap width before the activation is 
estimated to be about 44 nm, which become below 10 nm after the activation by only 
passing the I through the gap. Figure 2.17 depicts an F-N plot and I-V characteristics of the 
Ni nanogap during the activation procedure with IS of 0.83 nA. The simplest way to model 
the tunneling in the nanogap is regarded as arbitrary tunnel barrier within the Simmons 
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Fig. 2.14. Flowchart of activation procedure. 
26 
 
 
 
 
 
 
approximation [58, 59]: 
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where q is the electronic charge, S is the junction area, ħ is the reduced Planck’s constant, d 
is the barrier width, Φ is the potential barrier, me is the effective mass of electron. Since the 
tunneling barrier is rectangular in the zero-bias limit (V < Φ), Eq. (2.16) reduces to 
Fig. 2.16. Atomic force microscopy images of the Ni nanogaps (a) before and (b) after 
performing activation. Inset: Scanning electron microscopy image of the gap after the 
activation. [6] 
Fig. 2.15. Representative current-voltage characteristics of the Ni nanogap during the 
activation with the preset current of 1 μA at room temperature. [57] 
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At the opposite limit where the barrier becomes triangular (V > Φ), the I-V dependence is 
given by 
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which indicates tunneling in the high-voltage regime with the feature of a field emission or 
F-N tunneling. Then, a linear relation between ln(I/V
2
) and -1/V can be expressed as 
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From Eq. (2.19) in the F-N model, the slope depends on the barrier height. In Fig. 2.17, a 
sudden increase in the I and abrupt changes in the slope in the F-N plot are observed at a 
threshold voltage Vth of approximately 23 V, implying that EM is induced by the field 
emission current at the value of V = 23 V. The results indicate that the field emission 
current flowing through the nanogap plays a main role in triggering the EM. 
Figure 2.18 presents the dependence of resistances of the Ni nanogaps on IS [6]. The 
tunnel resistance R is decreased from the order of 100 TΩ to 10 MΩ with an increase in IS 
from 1 nA to 30 μA. It is noted that the R depends on the IS despite the difference in the 
samples with different initial nanogaps separation distances. The results imply that the 
 
Fig. 2.17. Fowler-Nordheim plot (I/V2 versus 1/V) of the Ni nanogaps during the 
activation with the preset current of 0.83 nA. Inset: Current-voltage characteristics of 
the Ni nanogaps representing the same data. [6] 
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preset current IS plays a major role in the control of the tunnel resistance R of the nanogaps. 
It is considered that in the range of 100 nA < IS <1 μA, a marked reduction in the R 
exhibits a transition of the electrical properties of the nanogaps from the insulating regime 
to tunneling regime. In addition, the resistance RS (= VS/IS) and the differential resistance 
dVS/dIS also decrease with an increase in IS and indicate a linear relation with a slope of -1. 
These results suggest that the I passing through the nanogaps is based on F-N field 
emission because the variation of the gap separation distance caused by the activation 
strongly related to not the applied voltage but the field emission current. By using the 
relation between the R, RS, or dVS/dIS, the R of the nanogaps after the activation could be 
predicted. Figure 2.19 shows the R, RS, and dVS/dIS of the nanogap with asymmetrical 
shape as functions of the IS, which is similar to the results obtained from the nanogaps with 
symmetrical shape in Fig. 2.18 [57]. It is thus indicated that the shape of the nanogap 
electrodes is hardly dependent on the control of the R of nanogaps.  
From a practical point of view, the activation properties of Au nanogaps are 
performed in ambient air with a pressure of 10
5
 Pa [60]. With respect to the field emission 
current, the electrons are transmitted through the gaps with separations less than 200 nm 
without scattering even at atmospheric pressure since the mean free path in air is around 
200 nm [61, 62]. However, it has been reported that contamination of the metallic surface 
in pure water [63], electrolyte solutions [64], as well as in ambient air [65], reduces the 
work functions. During first step activation, the VS value of approximately 18 V obtained 
Fig. 2.18. Resistances of the Ni nanogaps as a function of preset current. [6, 57] 
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in air is lower than that of about 30 V measured in a vacuum, see Fig. 2.20. As shown in all 
of the activations in vacuum and air conditions of Figs. 2.21(a) and (b), this tendency is 
seen in all IS, which implies that the surrounding air conditions affect the activation 
procedure. Then, Figure 2.21(b) exhibits that the VS values from third to fourteenth step 
activation are smaller than the first ionization potentials of N2 (= 15.6 eV), H2O (= 12.7 
eV), and O2 (= 12.1 eV) [61, 66, 67]. Although electrons emitted during the first and 
second step activation have energies slightly larger than the ionization potential of 
molecules present in air, the air molecules are unlikely to result in ionization by emitted 
electrons since the gap width is much less than the electron mean free path in air [61, 62].  
 
 
 
Fig. 2.20. Representative current-voltage characteristics of the Au nanogaps during 
activation with preset current of 1 nA in a vacuum (black) and ambient air (blue). [60] 
Fig. 2.19. Relation between the resistances of the Ni nanogaps with asymmetrical shape 
and the preset current. [57] 
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Next, F-N theory in Eq. (2.19) is used to roughly estimate the gap separation after each 
activation step. From the slopes of the F-N plots of all of the activations, the widths of the 
Au nanogaps are estimated using the assumed Φ of 4-5 eV in a vacuum and 2.5-3.5 eV in 
ambient air, which are based on the calculated Φ values of 4.6 eV in a vacuum and 3.3 eV 
in air, respectively. Figure 2.22(a) displays the dependences of the R and the estimated gap 
widths W on the IS during the activation in a vacuum. This figure indicates that W has a 
tendency to be reduced from a few tens of nanometers to less than a few nanometers with 
increase of IS, which fit the decrease of R. Figure 2.22(b), acquired from the activation in 
air, is remarkably similar to the results obtained during activation in a vacuum in Fig. 
2.22(a). It is notably that W is decreased to less than 1 nm around IS = 1.5 μA, which is 
approximately 10 times lower than its value of about 10 nm around the same IS for 
activation in a vacuum. These results suggest that although moisture or contamination 
influences the Au nanogaps in ambient air, the tunnel resistance and separation of Au 
nanogaps can be controlled by the field emission current passing through the gap even in 
air. 
Also, to reduce the power consumption dissipated in nanogaps during the activation, 
the activation procedure with a current source has been investigated [68, 69]. Figure 
2.23(a) shows an AFM image of the initial nanogap with the gap width of about 64 nm. By 
performing the activation using a current source with IS of 3.5 μA, the gap separation  
Fig. 2.21. Current-voltage characteristics of the Au nanogaps during the activation with 
increase (a) from 1 nA (first activation step) to 10 μA (19th activation step) in a vacuum 
and (b) from 1 nA (first activation step) to 1.5 μA (14th activation step) in ambient air. 
[60] 
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becomes narrower from 64 nm to less than 10 nm, see Fig. 2.23(b). These images indicate 
that Ni atoms activated at the tip of source electrode migrate and accumulate at the tip of 
the drain electrode. Figure 2.24 represents average power P dissipated in the nanogaps as a 
function of IS during the activation using current and voltage sources. P is calculated using 
,)()(
1 end
0end
 
t
dttitv
t
P            (2.20) 
where tend is the process time until I reaches each IS, and v(t) and i(t) are instantaneous 
voltage and current during the activation, respectively. It is noted that P of the activation 
using a current source is suppressed in IS values ranging from 200 nA to 3.5 μA, which is  
Fig. 2.23. Atomic force microscopy images of the Ni nanogaps (a) before and (b) after 
performing the current-source-based activation. [68] 
Fig. 2.22. Dependences of the tunnel resistance of the Au nanogaps and the gap width on 
preset current in (a) a vacuum and (b) ambient air. The width values of the Au nanogaps 
(solid lines) were calculated based on the slopes of the Fowler-Nordheim plots using the 
estimated work function. [60] 
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about 10 times smaller than that obtained from the activation with a voltage source at IS of 
3 μA. Therefore, the results suggest that the tunnel resistance of nanogaps is precisely and 
effectively controlled by the activation with a current source.  
A simple method to estimate the number of Ni atoms moving from source to drain 
electrode using the atom drift velocity [11, 57] is carried out in the case of the activation 
with a current source [68, 69]. It is assumed that one atomic layer of the surface of the 
source electrode migrates during the activation procedure. The number of moving atoms n 
is written as 
,)(109.4 6 dtti
S
N
waNwavtNVn 


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          (2.21) 
where V is the volume of moving atoms, N is the atomic density, w is the width at source 
electrode, a is the one atomic layer thickness, v is the atom drift velocity [11], S is the cross 
section at the tip of source electrode. The activation using a current source allows us to 
easily and efficiently move atoms across the nanogaps, see Figure 2.25. 
The activation can also provide a simple and reproducible method for the fabrication 
of quantum tunneling devices composed of nanogaps, such as single-electron transistors 
(SETs) [70, 71], planar-type ferromagnetic tunnel junctions (MTJs) [72, 73], and quantum 
point contacts (QPCs) [74]. In fact, when the activation procedure is applied to the 
nanogaps, the SETs can operate at room temperature [70, 71]. Coulomb blockade voltage,  
Fig. 2.24. Average power dissipated in the Ni nanogaps during the activation with 
increase of the preset current from 1 nA to 3 μA using a voltage source (dots) and from 
1 nA to 3.5 μA using a current source (circles). [68] 
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known as the suppression of the electrical current measured at low-bias voltages, is clearly 
modulated by the gate voltage periodically at 16 K, see Fig. 2.26 [71]. This result indicates 
the formation of a single island in the SETs by the activation. These charging energies of 
the SETs can be controlled and adjusted by IS of the activation and initial gap separation of 
the nanogaps. It is considered that the islands easily and rapidly tend to grow when the 
initial gap separation narrows and the number of the island rapidly decreases in the 
narrower gap when IS increases, as shown in the schematic of Fig. 2.27. The yield for the 
SETs produced in this way is seen to be above 90%, which results from the statistics of 
drain current-drain voltage (Id-Vd) characteristics measured at room temperature [75]. In 
addition, the activation simultaneously applied to series-connected nanogaps is found to 
lead to the integration of SETs [76, 77]. By sweeping the voltage applied to Ni nanogaps, 
the device current is also found to be switched between high- and low-resistance states [78, 
79], suggesting that resistive switching properties are successfully observed using the 
activation method. The activation method is applicable to suspended nanogaps that are 
electrically isolated from substrates, which imply the precise control and tuning of the 
tunnel resistance of the suspended nanogaps [79]. 
 
Fig. 2.25. Dependence of the number of Ni atoms moving across the gap on the preset 
current in the activation using a voltage/current source. [69] 
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2.5 Summary 
Electromigration (EM) has been known as a failure mode limiting the reliability of 
metallic interconnects for very large scale integrated circuits (VLSIs) due to ever 
continuing size decrease of the interconnects. Recently, the failure of a metallic nanowire 
due to EM has also extensively been studied and used to prepare metallic atomistic scale 
nanometer separated electrodes (nanogap electrodes) for functional nanogap-based 
Fig. 2.27. Schematic of island formation of the activated nanogaps with (a) narrower and 
(b) wider initial gap widths. [71] 
Fig. 2.26. Gray-scale plots of conductance dId/dVd versus drain voltage Vd and gate 
voltage Vg. [71] 
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quantum devices. It has been suggested that the critical parameters in such electrically 
stressed nanowires are the current density and local Joule heating. In particular, Joule 
heating could cause the melting of the wire, thermal runaway and catastrophically broken 
wire. To prevent excessive heating and precisely tune the temperature (Joule heating), 
feedback-controlled EM (FCE) methods have been developed. The FCE allows us to not 
only control the electronic transport in nanowires but also fabricate nanogaps. This scheme 
makes it possible to provide insight into the mechanism of the elementary process of EM 
within the ballistic regime. In contrast, by applying the bias voltage/current to 
lithographically prefabricated nanogaps, the tunnel resistance of the nanogaps can be 
accurately controlled, which leads to the formation of narrower nanogaps. This method is 
called “activation,” which is applicable to various nanogap-based devices such as 
single-electron transistors (SETs), planar-type ferromagnetic tunnel junctions (MTJs), and 
quantum point contacts (QPCs). Moreover, since the activation can simultaneously apply 
to series-connected nanogaps, these functional nanodevices will also be fabricated at the 
same time. In fact, the integration of two SETs was achieved by the activation procedure. 
These methods for the fabrication of nanogaps using EM will be promising candidates for 
an effective design of the next generation of materials and devices.  
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3 
 
Direct Structural Characterization of 
Electromigrated Metallic Nanowires 
Using Atomic Force Microscopy 
 
 
3.1 Introduction 
 Electromigration (EM) is one of the most promising techniques for the fabrication 
of nanogaps because it can be achieved easily, merely by passing a current through a metal 
nanowire [1–4]. The EM phenomenon is a complex interaction that is affected by several 
variables, such as the size and properties of the nanowires, current density, temperature, 
and material diffusion rates. In particular, stochastic break [1], melting [2], and thermal 
runaway [5] during the EM procedure do not provide the required reproducibility. Thus, 
increasing the yield of nanogap formation has been a key strategy. Recently, several studies 
have been carried out in an attempt to control EM in nanowires [2–9]. Among the different 
EM procedures, the feedback-controlled EM (FCE) scheme, based on resistance 
monitoring of the nanowires, has been successfully employed to fabricate nanogaps with 
controlled electrical properties [8–18]. Although resistance measurements of 
electromigrated nanowires (i.e., nanogaps) can electrically provide information about the 
separation between the electrodes, the procedure does not provide a reliable method of 
structurally characterizing nanogaps. Thus, several microscopy methods are suitable for 
understanding the structural changes that occur in EM. The junction’s structural properties 
have so far been studied with scanning electron microscopy [19] and transmission electron 
microscopy (TEM) techniques [20, 21] in real time. Strachan et al. have estimated the rate 
of mass depletion from the nanogap region to be 80 atoms/s by comparing TEM images at 
different times for the sample [20]. Atomic force microscopy (AFM) has also been used to 
investigate morphologic modifications induced by EM [22]. In particular, Girod et al. have 
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reported that a large void appears at the cathode side while hillocks are formed along the 
wire, i.e., the observation of a mass transport along the electron flow using real time AFM 
imaging during nanogap fabrication by FCE on gold nanowires [23]. Some important 
advantages of the AFM technique are that the observations can be easily performed in 
ambient air, the images successfully provide quantitative three-dimensional data, and the 
interaction between the probe and the surface can be precisely adjusted so that sample 
damage during imaging is avoided. Hence, it is expected that AFM can provide in situ 
quantitative information on the height of structures during EM. Despite this potential, mass 
transport in electromigrated nanowires has not been studied yet. Here, we used direct 
observation methods to study the FCE process in 300-nm-wide Au nanowires with an in 
situ AFM technique in ambient air. In this chapter, we focus on the effects of EM-induced 
void morphological evolution, and significant structural changes in nanowires by FCE are 
studied.   
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3.2 In Situ Atomic Force Microscopy Studies 
3.2.1 AFM Measurement of Out-of-Plane Loading Forces 
A topographic image of the sample can be obtained by plotting the deflection of the 
cantilever versus its position on the sample. Alternatively, it is possible to represent the 
height position of the sample/scanner-stage. The z position such that the force between the 
tip and sample is constant is controlled by a z distance feedback loop. The z information is 
described as a brightness factor in the output image. The image contrast is caused because 
the force between the tip and sample is related to both tip–sample separation and the 
material properties of the tip and sample. The forces measured in AFM include van der 
Waals, meniscus, capillary, chemical bonding, electrostatic, magnetic, and among others, 
which are dependent on the tip charged energy. These measurements are called “force 
measurements.’’ In a force measurement, the sample is moved up and down by applying a 
voltage to the piezoelectric actuator (Fig. 3.1), and the cantilever deflection Δz is obtained. 
The forces along the z-direction (FN) obeys Hooke’s law: 
,Δ)nN( NN zkF                                                        (3.1) 
where kN is the spring constant of deformation arising from simple bending and Δz is the 
deflection of the free end of the lever when loaded. Figure 3.2 shows the two different 
distances between the tip and sample acquired by actual tip-sample distance D and the 
distance Z between sample surface and the rest position of the cantilever. These differences 
 
 
Fig. 3.1. Schematic of basic atomic force microscopy operation. 
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result from the cantilever deflection Δz and sample deformation δ, which are not known in 
advance. These four quantities can be expressed as follows: 
.)Δ()nm( δzZD                                                     (3.2)  
It is noted that the distance adjusted during the measurement is the Z distance, i.e., the 
displacement of the piezo and not the D distance. It is thus considered that the raw data 
obtained by AFM should be called “force-displacement curve” rather than “force-distance 
curve.” As shown in Figs. 3.3(a) and (b), it is possible to construe an AFM 
force-displacement curve as the result of two contributions: the tip-sample interaction F(D) 
and the elastic force of the cantilever given by Eq. (3.1) [24]. Figure 3.3(a) exhibits the 
tip-sample interaction force F(D) and the elastic force of the cantilever by the solid curve 
and 3 lines, respectively. For simplicity, the tip-sample interaction force F(D) is modeled 
by the interatomic Lennard-Jones force, i.e., F(D) = -A/D
7
 + B/D
13
. The resulting 
force-displacement curve is represented in Fig. 3.3(b). At each distance, the cantilever 
deflects until the elastic force of the cantilever equals the F(D) for system equilibrium. The 
force values at equilibrium fa, fb, and fc are obtained by the intersections a, b and c between 
lines 1-3 and the F(D), respectively. The values of the distances Z at equilibrium, 
corresponding to the points a, b, and c are the distances α, β, and γ indicated by the 
intersection between lines 1-3 and the axis F = 0. The force-displacement curve describes 
the net force measured during the approach (red curve) and retract (blue curve) parts of the 
cycle (A-E) as a function of the position of the sample/scanner-stage along the z-direction. 
The force values at the points A, B, B', C, and C' correspond to those of the points a, b, b', 
Fig. 3.2. Schematic of the tip-sample system. D is the actual tip-sample distance. Z is 
the distance between the sample and cantilever rest position. These two distances are 
different due to the cantilever deflection Δz and sample deformation δ. 
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c, and c' in Fig. 3.3(a), respectively. 
In region C’-E, as the sample approaches the tip and they are not in contact, the 
cantilever deflection is nearly zero (i.e., no tip-sample interaction), which is called the 
approach zero line. During the approach (B-C’), the tip senses attractive forces (generally 
from a water bridge (meniscus) in air) which cause the lever to bend downward. When the 
gradient of the attractive forces becomes greater than the spring constant of the cantilever 
(i.e., that of line 2), the cantilever becomes unstable and the tip jumps on to the sample first 
(i.e., from the force value fb to fb’). The discontinuity B-B’ in force values of the approach 
curve is called jump-to-contact. The jump-to-contact region provides information about 
attractive or repulsive forces between the tip and sample before contact. From the 
Fig. 3.3. Graphical construction of an atomic force microscopy force-displacement 
curve describing the tip-sample interaction. (a) The curve F(D) indicates the interaction 
between the tip and sample modeled by the Lennard-Jones interaction and the lines 1-3 
exhibit the elastic force of the cantilever. The intersections a, b, and c between lines 1-3 
and the curve F(D) give the force values at equilibrium fa, fb, and fc, respectively. (b) 
Schematic of the resulting force-piezo position curve including approaching (red) and 
retracting (blue) parts. The points A, B, B’, C, and C’ are equal to the points a, b, b’, c, 
and c’ in Fig. 3.3(a), respectively. [24] 
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maximum value of the cantilever deflection at jump-to-contact, the attractive force can be 
estimated by the product of jump-to-contact deflection and kN. A-B’ describes the response 
of the sensor which measures cantilever/tip displacement, which is employed to measure 
and calibrate force loadings. The stage travel distance is considered equal to the lever 
deflection because the tip and surface are incompressible. As shown in region A-C, when 
retracting the tip adhesion between the tip and sample often keeps it in contact with the 
surface. The meniscus interaction increases due to capillary action. If the mechanical lever 
retraction force overcomes the adhesive forces (C-C’), the cantilever jumps away from 
surface. The discontinuity C-C’ in withdrawal curve of Fig. 3.3(b) is known as 
jump-off-contact, which is related to tip and sample energies. The adhesion force can be 
calculated by the product of jump-off-contact deflection and kN. The jump-off-contact 
deflection and jump-off-contact distance (Oγ) are larger than the jump-to-contact 
deflection and jump-to-contact distance (Oβ), respectively.  
 
3.2.2 AFM Modes of Operation 
Typically, AFM can be operated in three different modes: contact mode, tapping 
mode, and non-contact mode as shown in Figs. 3.4(a)-(c) [25]. Each mode is handled in a 
different level of van der Waals force. As the interatomic distance is quite large, weak 
attractive forces are present between the tip and sample. During approaching, the attractive 
forces are increased until the atoms become close enough so that the electron clouds start 
to overlap and repel each other electrostatically. This repulsive force between the atoms 
progressively weakens the attractive forces with the decrease of the interatomic distance. 
Then, the interaction force becomes zero as the distance between the atoms gets to a couple 
of Angstroms. Further, when the atoms are in contact, the force reduces to zero and 
becomes fully repulsive.  
In contact mode, also known as static mode, the tip is in repulsive contact with the 
sample when scanning the surface. The force between the tip and sample, which is used as 
the imaging signal, translates into a deflection of the cantilever. In this mode, the cantilever 
should be generally much softer than the bonds between the bulk atoms in tip and sample. 
Typical values for the kN in the contact mode are 0.01-5 N/m. This mode provides 
relatively higher scan speed than tapping and non-contact modes. 
During contact mode AFM operation, especially when the force between the tip and 
sample is strongly repulsive in ambient conditions, the problems such as friction and 
adhesion are caused. To overcome these shortcomings, intermittent contact mode, also  
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known as tapping mode, one of the dynamic modes, was developed. For the tapping mode, 
the cantilever is excited to oscillate up and down at near its resonance frequency by a small 
piezoelectric element mounted in the tip holder. The amplitude of the oscillation is 
typically in the range of 20-100 nm when the tip is not in contact with the surface. The kN 
in the order of 10-100 nN/nm are used. During scanning, the tip of the cantilever 
reciprocally touches the surface and lifts off at frequencies of approximately 50-500 kHz. 
The interaction between the tip and surface changes from non-contact to intermittent 
contact of the tip with the surface. An AFM image in the tapping mode is thus generated by 
detecting the force of the oscillating contacts of the tip with the sample surface.  
The concept of non-contact mode, one of two major dynamic modes, was introduced 
in 1987 [26] to precisely detect the force between the tip and surface in the non-contact 
region. For non-contact mode, the cantilever is oscillated near but not contact to the sample 
surface at a frequency slightly above its resonance frequency of about 100-400 kHz. The 
amplitude of the oscillation is generally a few nm. Due to the interaction of forces acting 
on the cantilever when the tip hovers within 10 nm above the sample surface, van der 
Fig. 3.4. Schematic of atomic force microscopy operation modes: (a) contact mode, (b) 
tapping mode, (c) non-contact mode. [25] 
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Waals force or other forces in the order of pN (10
-12
 N) act to reduce the resonance 
frequency of the cantilever. This reduction in resonance frequency combined with the 
feedback loop system maintains a constant oscillation amplitude or frequency by tuning the 
average distance between the tip and sample. The measurement of the distance between the 
tip and sample at each data point leads to a topographic image of the sample surface. The 
absence of repulsive forces in non-contact mode permits the imaging of “soft” or “elastic” 
samples. 
 
3.2.3 In Situ Atomic Force Microscopy System 
Figure 3.5 shows the experimental setup of in situ AFM system. All of the 
measurements reported in this chapter were carried out in air at room temperature and 
atmospheric ambient pressure. We used a homemade sample holder to electrically contact 
the nanowire to a computer-controlled source measure unit. The homemade sample holder 
allows morphological modification of the sample caused by voltage/current stressing in the 
AFM to be observed and thus in situ electrical measurements to be performed. Real-time 
AFM imaging during FCE was performed with an SPA400/SPI4000 (SII Nanotechnology, 
Inc.) operating in contact mode under ambient conditions. For the AFM measurements, we 
used commercially available silicon nitride cantilevers with a resonance frequency of about 
11-34 kHz and a spring constant of 0.02-0.08 N/m. The scan speed was 2-10 Hz, with an 
image resolution of 256(x) x 128(y) pixels, i.e., an image was obtained in about 15-64 s.  
 
 
  
Fig. 3.5. Schematic of experimental setup of in situ atomic force microscopy system. 
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3.3 Sample Fabrication/Clean Room Processing 
3.3.1 Au Nanowires 
Au nanowires for FCE were fabricated through electron beam lithography, electron 
beam evaporation and a lift-off process, as shown in Figs. 3.6(a) and (b). The fabrication 
steps illustrated in Fig. 3.7 are listed below: 
1. Cleaning: 
 A SiO2/Si substrate of 7 x 7 mm
2
 is rinsed in methyl alcohol, acetone, and distilled 
 water.  
2. Resist deposition: 
 The substrate is coated with an electron beam resist (gL2000-14/M, Micro-Chem 
 Corp., or ZEP520A, ZEON CHEMICALS Corp.), which is a positive resist, 
 through spin coating at 8000 rpm for 120 s. Subsequently, the substrate is baked 
 on a hotplate at 180 ℃ for 10-120 s.  
3. Electron beam exposure: 
 Patterns are exposed in an electron beam lithography tool (JBX6300-FS, JEOL 
 Ltd.). When electrons interact with the positive resist, the polymer chains in 
 anisole composing the resist are broken into fragments by the electron beam. The 
 electron beam lithography is equipped with a thermal field emission electron gun 
 with a ZrO/W emitter and operated at a voltage of 25 kV, 50 kV, or 100 kV. 
4. Resist Development: 
 The substrate is immersed for 120 s into a developer (ZED-N50, ZEON 
 CHEMICALS Corp.), which resolves the exposed regions of the resist layer. The 
 sample is then rinsed with distilled water for 60 s to stop development.  
 
300 nm
Au SiO2
100 nm
Au
SiO2
Fig. 3.6. Top views of the optical images for the specimens of (a) L-shaped and (b) 
straight Au nanowires. Insets: Representative scanning electron microscopy images of 
(a) L-shaped and (b) straight Au nanowires.  
100 μm 
500 μm 500 μm 
(a) (b) 
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5. Material deposition: 
 Metal deposition is performed in ultrahigh vacuum (P < 5 x 10
-5
 Pa) with an 
 electron beam deposition system (L-045E, Cannon ANELVA Technix Corp.). A Ti 
 layer is used for improving the adhesion of thin Au films to the SiO2 surface and 
 avoiding the oxidation of thin Ni films.  
6. Lift-off process: 
 The metal deposited on the resist surface is removed when the resist is dissolved 
 in acetone and dimethylacetamide (ZDMAC, ZEON CHEMICALS Corp.). The 
 sample is then rinsed in methyl alcohol and distilled water.  
 
3.3.2 Electron Beam Lithography 
Electron beam lithography is one of the alternative lithography techniques to 
overcome the shortcomings of photolithography, which is the most widely employed in the 
integrated circuit (IC) industry due to its high throughput. Since electrons are used as 
charged particles instead of photons to transfer the pattern to the substrate, diffraction 
issues do not interfere with patterning, thus producing extremely high diffraction-limited 
resolution. Hence, electron beam lithography is suitable for the fabrication of nanoscale 
Fig. 3.7. Fabrication step of Au nanowires using (a) cleaning, (b) resist deposition and 
electron beam exposure, (c) developing, (d) material deposition, and (e) resist 
development. Inset: An atomic force microscopy image of a representative L-shaped Au 
nanowire. 
46 
 
structures. While the disadvantage of electron beam lithography is time consuming to write 
nanoscale structures on large scales, this technique is particularly valuable in the 
nanoscience and technology due to the flexibility. In this work, electron beam lithography 
is used to produce nanostructures such as nanogaps and nanowires on a SiO2/Si substrate 
by direct writing achieved with a narrow electron beam. Figure 3.8 shows a typical 
cross-sectional SEM image of the resist layer on the cleaved Si substrate. The thickness of 
the resist layer coated on the substrate is around 200 nm. Both nanogaps and nanowires are 
written with beam currents of 200 pA to 4 nA using an electron beam with a 50 kV or a 
100 kV acceleration voltage and an electron dose of 220-240 μC/cm2 or 260 μC/cm2. 
Figures 3.9(a) and (b) represent examples of 80 nm lines with 100 nm space and dots 
arrays with a mean diameter of 70 nm at an electron dose of 220 μC/cm2. In Fig. 3.10, after 
the metal deposition and subsequent lift-off process described above, the highest resolution 
lines of Au nano-gratings with about 40 nm in width and 100 nm apart were achieved by 
the dose of 220 μC/cm2. Figures 3.11(a) and (b) illustrate dots with diameters of 54 nm and 
89 nm. These resist coated substrates were exposed at 50 kV. In addition, Figure 3.12 
shows butterfly-shaped nanogaps with various designed gap sizes WD of 150 nm, 120 nm, 
90 nm, 60 nm, and 30 nm, at doses of 260 μC/cm2, 286 μC/cm2, 312 μC/cm2, and 338 
μC/cm2, which are very well resolved. These samples were obtained by a beam current of 2 
nA at 100 kV. From these images, the gap separation was clearly seen to decrease with the 
increase of doses from 260 μC/cm2 to 338 μC/cm2. Even if the gap is overlapped between 
the nanogap electrodes, we can use the sample as a bowtie-shaped nanowire.  
 
 
 
Fig. 3.8. A typical cross-sectional SEM image of the resist layer on the cleaved Si 
substrate. 
200 nm
Si
Resist
100 nm
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50 nm 50 nm
(a) (b) 
Fig. 3.11. SEM images of dots (a) with a diameter of 54 nm and a gap separation of 20 
nm and (b) with a diameter of 89 nm and a gap separation of 20 nm at dose 220 μC/cm2. 
100 nm
Au
SiO2
Fig. 3.10. A SEM image of Au nano-gratings with about 40 nm in width and 100 nm 
apart. 
(a) (b) 
Fig. 3.9. SEM images of (a) approximately 80 nm lines with 100 nm space and (b) dots 
arrays with a mean diameter of 70 nm at dose 220 μC/cm2. 
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Fig. 3.12. Butterfly-shaped nanogaps with designed gap separation WD of 150 nm, 120 
nm, 90 nm, 60 nm, and 30 nm. Each nanogap was obtained at 260 μC/cm2, 286 
μC/cm2, 312 μC/cm2, and 338 μC/cm2. A beam current is 2 nA. An acceleration voltage 
is 100 kV.  
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3.4 Atomic Force Microscopy Imaging of 
Electromigrated Au Nanowires under a Feedback 
Algorithm 
3.4.1 In Situ AFM Observation of Structural Changes in Au Wires 
during Feedback-Controlled Electromigration 
A. Micrometer Wires 
Figure 3.13 shows part of the probes of a homemade sample holder and a sample. 
The inset exhibits an AFM image of a representative initial micrometer wire fabricated by 
conventional electron-beam lithography and lift-off processes on SiO2/Si substrates. The 
thickness and width of the micrometer wires were about 30 nm and 3 μm, respectively. 
Real-time AFM images of the micrometer wire were obtained from 4 μm-square 
topographic scans in the cathode side. A lateral scan rate of 2 Hz is performed. Figures 
3.14(a)-(m) represent applied voltage V, current I, and AFM images as a function of 
feedback-controlled electromigration (FCE) process time for a Au micrometer wire. The 
total FCE process time with voltage steps VSETP = 3 mV, feedback (FB) voltage VFB = 500 
mV, and threshold differential conductance GTH = - 40 mS was estimated to be 462 s. 
Around 226 s, as shown in Figs. 3.14(c) and (i), hillocks start to be formed at the edges of 
the wire and an abrupt reduction of I through the wire was observed. After performing FCE, 
the formation of voids and changes in the surface morphology at the cathode side of the 
wire were observed as seen in Fig. 3.14(m). Although the contact was seen to be still 
connected after FCE process, the two contacts were definitely electrically disconnected.  
 
 
Fig. 3.13. Part of the probes of a homemade sample holder and a sample. Inset: a 
representative atomic force microscopy (AFM) image of the initial Au micrometer wire. 
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Fig. 3.14. (a)-(f) Applied voltage V, current I, and (g)-(m) AFM images of the Au 
micrometer wire as functions of the FCE process time. Inset: AFM images of hillocks and 
voids formed after performing the FCE procedure. 
 
 
This indicates that the in situ AFM technique can instantly observe the effect of 
electromigration (EM)-induced changes in Au micrometer wires. To study the quantitative 
mass transport in electromigrated Au nanowires, real-time AFM imaging of EM-induced 
void migration in the nanowires was executed. 
 
B. Nanowires 
AFM images of representative initial Au L-shaped nanowires of samples A and B 
before performing the FCE process are presented in Fig. 3.15. Real-time AFM images of 
the L-shaped nanowires displayed in this chapter are obtained from 500-nm-square 
topographic scans in the vicinity of the cathode side (square region), as shown in sample A 
of Fig. 3.15. The sample geometry is chosen so as to predetermine the location where 
electromigration leads to the formation of voids. The thickness and width of the Au 
nanowires were approximately 50 and 300 nm, respectively. In general, the lead resistance 
RL is much larger than the junction resistance RJ [27, 28]. In our case, the RL and the RJ 
was approximately 32–39 Ω and 1–4 Ω, respectively, whereas the overall initial resistance 
R (= RL + RJ) of the samples typically amounted to around 33–40 Ω. The scan speed was 
10 Hz. An image was obtained in approximately 15 s. To initiate EM, we adopted a process 
originally reported in Ref. 9. At room temperature and atmospheric pressure, we performed 
controlled EM with a succession of V ramps while monitoring the I and conductance G of 
the nanowires. The total FCE process time with VSETP = 0.3 mV, VFB = 300 mV, and GTH =  
0
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- 50 mS was estimated to be 581 s. 
Figure 3.15 shows AFM images of the L-shaped nanowires of samples A and B 
before and after performing FCE. Voids/vacancies were clearly created and accumulated at 
the cathode side of the nanowire, shown in the samples A and B after performing FCE of 
Fig. 3.15. In addition, as seen in Fig. 3.15, distinct facets at the edges of the nanowire were 
observed in the vicinity of the anode side. These images of the faceted Au grain are 
represented in the insets of Fig. 3.15. It shows a clear faceting structure with a large, 
almost atomically flat area. The most probable mechanism for the facet growth observed at 
the edges of the nanowire is anisotropic surface diffusivity [29] or surface energy 
minimization by current-driven surface diffusion [30]. The appearance of crystal facets 
during FCE has been observed by other groups [20, 23] and suggests that the nanowire 
does not melt during FCE, in contrast to the case of the single voltage ramp procedure [2].  
Figure 3.16(a) represents the time evolution of the I-V characteristics of the 
nanowire of sample A during the entire FCE process. The I increased with increasing V 
until the voltage FB process occurred. Once the nanowire starts to thin down because of 
EM, the FCE process slows down the EM, preventing thermal runaway and melting of the 
nanowire. Figure 3.16(b) shows the RJ of the nanowire of sample A as a function of the 
process time t. The initial RJ of the nanowire was 3 Ω with the overall initial resistance of  
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Fig. 3.15. AFM images of L-shaped Au nanowires of samples A and B before and after 
performing the FCE process. Insets: AFM images of the faceting structures of samples A 
and B after the FCE process. Tip was scanned along the x direction. 
scanned along the x direction. 
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35 Ω and the RL of 32 Ω and increased linearly before each FB point, indicating that the 
nanowire heats up [15–17]. After this, the resistance increase becomes faster just before FB 
points because of the deepening of the wire transport section when EM takes place [15–17]. 
During the entire EM process, the RJ increased steadily. Finally, the applied voltage was 
turned off when the RJ exceeded the preset value of 18 Ω. To observe significant structural 
changes in nanowires by FCE, we focus on the major part of mass transport. These 
properties suggest that the RJ of the nanowire increases steadily by suppressing the rapid 
EM of Au atoms.  
Figure 3.17(a) shows an enlarged image of Fig. 3.16(a), which indicates the time 
evolution of the I-V characteristics of the nanowire of sample A during the FCE process. 
Figure 3.17(b) exhibits AFM images of the Au wire obtained from 215 to 600 s. The 
structural evolution of the nanowire shows that EM takes place with a series of 
morphological modifications. From these data, it is possible to distinguish four FB cycles 
during EM. It is noted that the short-term evolution of morphological modification is 
Fig. 3.16. Overall EM process in the L-shaped Au nanowire. Time evolution of (a) I-V 
characteristics and (b) junction resistance (RJ) of the nanowire during the FCE process. 
The durations of the first, second, third, and fourth FB cycles are 0–273, 273–393, 
393–488, and 488–581 s, respectively, as shown in (a) and (b). 
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obtained before and after “FB:ON.” As shown in Fig. 3.17(b), until approximately 246 s, 
there is no distinct evolution of height along the nanowire. Neither apparent morphological 
modification nor abrupt changes in electrical resistance can be detected. Before and after 
the first FB point, AFM images at three different times from 246 to 292 s are exhibited in 
Fig. 3.17(b). The electron flow is directed from the bottom (cathode) to the top (anode) of 
the images. Around 273 s, it is observed that some voids start to form at the edges of the 
wire in the vicinity of the cathode side and then the RJ starts to increase [Fig. 3.16(b)] due 
to the decrease of ΔI/ΔV. At 273 s (first FB point), the maximum voltage is applied and the 
EM is triggered by a current density of about 1.3 x 10
8
 A/cm
2
. Then, the applied voltage is 
automatically reduced by the voltage feedback “ON” using GTH, because of the decrease 
ofΔI/ΔV, suggesting the formation of voids in the cathode by the large current density [3]. 
This indicates that the electron wind force is the dominating mechanism for EM. 
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Fig. 3.17. (a) Time evolution of the I-V characteristics of the L-shaped Au nanowire of 
sample A during FCE. (b) AFM images of the L-shaped Au nanowire obtained from 215 
to 600 s. The scanning window is 500 x 500 nm
2
. The scale bar for (b) is 100 nm. 
Process time at the vertical line shown in the AFM images (t = 273, 393, 488, and 581 s) 
corresponds to that of a sudden change in the applied voltage, suggesting the tip-sample 
electrostatic interaction. 
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Consecutive frames from 369 to 415 s show the FCE process before and after the second 
FB point. Important changes in the nanowire morphology around the second FB point 
appear clearly from 369 to 415 s of the FCE process. After the voltage drops at 393 s 
(second FB point), the AFM image around 399 s shows a large void formation at the 
cathode side and a narrower nanowire that is significantly pinched in from the edges. This 
edge vacancy might be related to a locally enhanced mobility [20, 31]. The movement of 
matter at the cathode continues before and after the third FB point, from 461 to 507 s. 
Drastic changes to the nanowire morphology, as shown in the image with t = 492–507 s, 
are owing to the removal of the grain observed at approximately 488 s (third FB point). 
This important movement of matter is completed from 553 to 600 s. We stopped 
performing the FCE process once the junction resistance of the nanowire reached 18 Ω at 
581 s (final point). After 581 s, morphological changes are marginal. These results reveal 
that the majority of the transport of matter proceeds with the increase of RJ from 3 to 18 Ω, 
resulting in that the overall resistance changes from 35 to 50 Ω. From the AFM images, 
further quantitative analysis of the changes resulting from EM can be performed. 
 
3.4.2 Electromigration-Driven Movements of Voids in Au 
Nanowires under a Feedback Algorithm 
Figures 3.18(a)–(d) exhibit cross sections of the L-shaped Au nanowire 
corresponding to the AFM images in each FB point with the final one, as shown in Fig. 
3.17(b). The position of the cross sections is represented in Fig. 3.17(b) (t = 246–261 s) by 
the light green dotted lines from A to B. These line scans are particularly useful to illustrate 
how the void growth occurs with feedback voltage. The depletion of the material in the 
nanowire is highly nonuniform in space and time. In particular, the material toward the 
outside of the wire has moved more rapidly than that near the wire center. Furthermore, 
using the surface topography available from AFM images, quantitative assessments of 
mass flow are also made. Figures 3.19(a)–(d) present line scans configured in a time-lapse 
sequence to illustrate the void formation corresponding to Fig. 3.17(b) (t = 246–292, 
369–415, 461–507, and 553–600 s), respectively. The line scans were taken across the 
center of the nanowire shown in Fig. 3.17(b) by the blue straight lines along C–D. 
Consequently, the observation of mass transport along the electron flow confirms the effect 
of EM. The mass divergences observed in this experiment demonstrate that the high local 
electric fields resulting from the presence of grain boundaries can play an important role in 
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EM phenomena. It should be noted that the generation of voids evolves generally step by 
step under the feedback algorithm. 
 
 
 
Fig. 3.18. (a)–(d) Cross-sections of AFM images shown in Fig. 3.17(b). The position of 
the cross section is indicated by light green dotted lines in Fig. 3.17(b) (t = 246–261 s). 
The time for each cross section corresponds to the start time of the scanning window. 
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3.4.3 Mass Transport in Electromigrated Au Nanowires 
Quantitative mass transport can be calculated from Fig. 3.17. The SiO2 surface 
present in the images was used as a reference plane. To estimate the quantitative mass 
transport in electromigrated micrometer-sized Au stripes, de Pablo et al. derived the 
volume change ΔVa1 (Ref. 32), 
 ,ΔΔ)(nmΔ
yx,
1xy1
~
aaxy
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 SfSfV           (3.3) 
where a is the image index, the number of subscript 1 of ΔVa1,  f
~
1xy, and ΔS1 is the initial 
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Fig. 3.19. (a)–(d) Time-lapse line scans taken as a function of time during the FCE 
process. The line scans were taken by blue straight lines in Fig. 3.17(b) (t = 246–261 s). 
The 12 line scans are obtained from Fig. 3.17(b) (t = 246–292, 369–415, 461–507, and 
553–600 s). The time for each cross section corresponds to the start time of the scanning 
window. 
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state of the Au stripe before EM, x and y are the positions in the image, ΔSa (nm
2
) = (total 
area of the image) (nm
2
)/(data points of the image), and f
~
axy (nm) is the average height of 
the point with respect to the SiO2 surface. They calculated the mean height z, along the 
direction of the Au stripe. This was performed by taking a rectangle belonging to the Au 
stripe containing typically 100 scans. It is noted that the total elapsed time of AFM 
observation in Ref. 32 was 52 h, i.e., the evolution of EM is quite slow in that case. In 
contrast, in our case we observed important changes in the nanowire morphology before 
and after the FB point during the FCE process (15 s/image). Thus, the volume change 
ΔVAB can be directly calculated by subtracting the image after the FB point from that 
before the FB point. Therefore, we can rewrite Eq. (3.3) for f
~
axy and f
~
1xy as 
   ,ΔΔ)(nmΔ
yx,
BBxyAAxy
3
AB   SfSfV           (3.4) 
where A and B are the image indexes, x and y are the positions in the image, ΔSA (= ΔSB) 
(nm
2
) = (total area of the image) (nm
2
)/(256 x 128 data points), and fAxy and fBxy (nm) are 
the heights of the points with respect to the SiO2 surface. Care was taken to shift the image 
after the FB point so that a reference point in both images was aligned before the 
subtraction was made. The heights of the points were calculated by subtracting the image 
after the FB point from that before the FB point. The relative mass transport value ΔNAB 
resulting from Eq. (3.4) and the volume before the FB point VA are described by the 
equation: 
 .100
Δ
(%)Δ
A
AB
AB 
V
V
N              (3.5) 
By subtracting the volume after the FB point from that before the FB point, we calculated 
relative mass transport values of 3.2%, 14% and 19% (Table 3.1), respectively, which are 
in reasonable agreement with the value of 8.5% reported for in situ observation of EM in 
micrometer-sized Au stripes by scanning force microscopy [32]. 
The mass transport value ΔMAB can be expressed as follows: 
,)(atoms/nm)(nmΔ(atoms)Δ 33ABAB dVM           (3.6) 
where d is the atom density (= 58.9 atoms/nm
3
) [33], assuming that the nanowire is fcc 
bulk Au. Finally, the rate of mass transport value ΔRAB was determined using 30-s time 
intervals between two AFM images. We obtained mass transport rates (ΔRAB) of 2.3 x 10
5
 
atoms/s, 9.3 x 10
5
 atoms/s, and 1.1 x 10
6
 atoms/s, which are in good agreement with the  
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TABLE 3.1 Quantitative mass transport values of electromigrated L-shaped Au nanowire 
obtained from the images before and after each FB point. 
 
 
 
 
value of 10
6
 atoms/s (= 10
5
 atoms/50 ms) reported for real-time TEM imaging of 
EM-induced nanogap formation [21]. These methods were furthermore applied to sample 
C of L-shaped nanowires and sample D of straight nanowire with the width of about 100 
nm to increase our understanding of the matter fluxes during EM. Figure 3.20 describes 
AFM images of samples A, C, and D before and after performing FCE process, indicating 
that all the wires were not completely broken. The feedback parameters of VSTEP, VFB, and 
GTH and the average mass transport values of ΔMAB and ΔRAB for samples A, C, and D are 
given in Table 3.2. The ΔRAB values are estimated to be approximately 10
5-6
 atoms/s, as 
mentioned above, which are in reasonable agreement with previous reports [21]. It has 
been also found that as wire width decreases the ΔRAB is reduced, suggesting that the 
amount of mass transport in electromigrated nanowires is related to the wire width. Hence, 
these results indicate that real-time AFM imaging during the FCE process can provide 
insight into the behavior of EM-induced voids in metal nanowires. 
 
FB point 
First
Second 
Third 
ΔVAB (nm
3) ΔNAB (%) ΔMAB (atoms) 
1.2 x 105
4.8 x 105
5.6 x 105
3.2 
14 
19 
7.1 x 106
2.8 x 107
3.3 x 107
ΔRAB (atoms/s) 
2.3 x 105
9.3 x 105
1.1 x 106
Fig. 3.20. AFM images of samples A and C for L-shaped nanowires and sample D for 
straight nanowires before and after performing FCE process. 
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TABLE 3.2 Ranges of junction resistance and average values of quantitative mass 
transport of electromigrated L-shaped and straight nanowires obtained from the images 
before and after each FB point. 
 
 
 
 
3.5 Summary 
We demonstrated real-time AFM imaging of the structural changes in Au nanowires 
controlled by FCE. Under a voltage feedback algorithm, EM proceeds gradually step by 
step. During the entire EM process, the junction resistance of the Au nanowire was 
controlled at 3 to 18 Ω. The variation of the resistance was associated with drastic changes 
to the nanowire morphology. Quantitative analysis of the changes resulting from EM can 
be performed from AFM images of the nanowire. We were able to obtain information 
regarding both the growth and the accumulation of voids in the nanowire during FCE. 
These results suggest that nanogaps are preferentially formed on the cathode side of the 
nanowire through a well-controlled EM process. From these data, a maximum relative 
mass transport value of 19% and mass transport rate of 10
6
 atoms/s were found. Therefore, 
from the present work, we conclude that real-time AFM imaging during FCE holds great 
promise both for increasing our understanding of the matter fluxes during the EM and for 
creating functional nanogap-based devices that take advantage of EM. 
  
Sample # 
A
C 
D 
RJ (Ω) Process Time (s) ΔMAB (atoms) 
3-18
6-18
1-61
581 
696 
705
2.3 x 107
1.5 x 107
2.3 x 106
ΔRAB (atoms/s) 
7.6 x 105
5.5 x 105
7.7 x 104
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4 
 
Local Physical Quantities – Structural 
Changes, Current Density, Temperature 
 
 
4.1 Introduction 
The study of mass transport in electromigrated nanowires is of great interest both for 
facilitating the fabrication of nanoscale gaps between two metallic electrodes and for 
improving our basic knowledge of this complex phenomenon. To fabricate functional 
nanodevices such as single-electron transistors [1, 2], single-molecule transistors [3], and 
ferromagnetic breakjunctions [4], sophisticated nanolithography techniques are required. 
The electromigration (EM) method for the fabrication of nanogaps is especially simple 
when compared with other methods, such as shadow evaporation [5], electron-beam 
overlapping and overexposure techniques [6], and mechanical breakjunction [7], because it 
is achieved by just passing a current through a metal nanowire. EM is strongly related to 
the current density and the temperature of the metallic conductor. Typical electromigrated 
nanogaps fabricated with single voltage ramps tend to exhibit extremely high tunnel 
resistances and are then catastrophically broken [8]. In addition, high local temperatures 
could be reached during EM [9], which could cause large gap openings and the presence of 
residual metallic nanoparticles [10]. Recently, feedback-controlled electromigration (FCE) 
methods have been developed to enable temperature control [11–16]. In FCE, the power 
dissipated by the nanowires is held approximately constant [11, 12] or is decreased [16, 17]. 
Control of the power dissipated by the nanowires often leads to smaller gaps [9, 18, 19]. 
Further, keeping the power dissipated by the nanowires at certain constant values, which 
can be achieved by properly tuning the applied voltage, helps to improve the nanogap yield 
[11]. To obtain greater insight into the nanogap formation mechanisms, several research 
groups have studied junctions’ structural properties during EM by performing scanning 
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electron microscopy [19] or transmission electron microscopy [20, 21] in real time. 
However, these electron microscopy techniques provide little quantitative 
three-dimensional data about the heights of the structures. In contrast, real-time atomic 
force microscopy (AFM) imaging during nanogap fabrication by FCE in an Au nanowire 
enabled us to monitor the heights at different locations in the nanowire quantitatively 
during the FCE process [22]. In Chapter 3, we also investigated mass transport in 
electromigrated nanowires using an in situ AFM technique in ambient air [23]. In this study, 
quantitative analysis of the structural changes resulting from EM was performed based on 
AFM images of Au nanowires, and the maximum relative mass transport value and mass 
transport rate were estimated. The results indicate that even if the cross-sectional area of 
the nanoconstriction changes at the onset of EM, the established in situ AFM technique can 
elucidate both the structural changes and the current density and temperature variations in 
nanowires during FCE. Despite this potential, quantitative AFM studies of these 
parameters in Au nanowires during EM have not yet been explored. In this chapter, the 
relations between the wire geometry, current density, and local temperature during FCE 
were investigated by studying the AFM images of Au nanowires under electrical current 
stressing.   
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4.2 Relations between Wire Geometry, Current Density, 
Local Temperature during FCE Process 
4.2.1 A Series of Morphological Modifications Induced by 
Electromigration 
Straight and bowtie-shaped Au nanowires were fabricated via electron-beam 
lithography and lift-off on Si/SiO2 substrates. Straight nanowires were approximately 100 
nm wide as shown in a scanning electron microscopy (SEM) image of Fig. 4.1(a). In 
contrast, the typical size of a fabricated constriction of bowtie-shaped nanowires is 50 nm 
in width (Fig. 4.1(b)). An AFM image of a representative straight Au nanowire before FCE 
is presented in Fig. 4.2(a). The inset of Fig. 4.2(a) is a typical 300 nm × 300 nm scan near 
the nanowire constriction at the cathode side (light green square region). It is well known 
that the lead resistance RL is much larger than the junction resistance RJ [16, 24]. In our 
case, RJ was approximately 1 Ω. On the other hand, the overall initial resistance R (= RL + 
RJ) typically amounts to about 38–42 Ω. 
Real-time AFM imaging during FCE was conducted using an SPA400/SPI4000 (SII 
Nanotechnology Inc.). When using the AFM in the contact mode, commercially available 
silicon nitride cantilevers with spring constants of 0.02 N/m were used. The scan speed 
was 10 Hz, and the image resolution was 256 (x-axis) × 128 (y-axis) pixels (corresponding 
to one image every about 15 s), as shown in Fig. 4.2(a). We also employed a homemade 
sample holder to establish contact between each nanowire and a computer-controlled 
source meter unit. All of the measurements reported in this paper were performed in air at 
room temperature and atmospheric ambient pressure. 
Electrical stresses were applied to the nanowires, using a feedback control scheme 
reported elsewhere [11]. The potentials of the nanowires were set by a computer-controlled  
 
50 nm50 nm
SiO2
Au
SiO2
Au(a) (b)
Fig. 4.1. SEM images of representative (a) straight and (b) bowtie-shaped Au nanowires. 
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source-measure unit (Keithley 2400) during the EM. Controlled EM was executed with a 
succession of voltage V ramps while monitoring the current I and conductance G of each 
nanowire. First, the applied bias voltage was automatically increased in constant voltage 
steps VSTEP until EM occurred. Then, when the differential conductance ΔI/ΔV of the 
channel reached the threshold differential conductance GTH, the voltage was automatically 
decreased by the feedback (FB) voltage VFB to avoid explosive breaking, and the voltage 
ramp restarted continuously. Subsequently, when the resistance of the nanowire reached a 
desired resistance RD, the voltage was quickly ramped down to 0 V. 
Figure 4.2(b) depicts an AFM image of a straight nanowire after FCE. Void 
nucleation is evident on the cathode side of the nanowire, and hillocks are apparent along 
the wire (bright areas). Figure 4.3(a) presents the time evolutions of RJ and the junction 
voltage VJ of the straight nanowire during the entire FCE process. Eleven FB points and 
three starting points of scans are indicated by blue arrows. The total FCE process time with 
VSTEP = 0.5 mV, VFB = 200 mV, and GTH = −50 mS was estimated to be 709 s, with a time 
resolution of 143 ms. RJ increases from 1 Ω to 61 Ω during the voltage feedback process. 
As shown in Fig. 4.3(a), the applied voltage was just stopped as RJ reached around 60 Ω (= 
RD), which is less than the quantum resistance (= 12.9 kΩ). This means that the Au 
nanowire was not completely broken and a tunneling gap was not formed. These RJ–VJ 
properties clearly demonstrate that the channel resistance of the nanowire is constantly and 
stably increased by suppressing rapid EM of the Au atoms. Figure 4.3(b) depicts AFM 
images of the Au wire that were acquired between 0 s and 720 s at the points described by  
Fig. 4.2. Atomic force microscopy (AFM) images of a representative straight Au 
nanowire (a) before and (b) after FCE. Inset: Enlarged AFM image of a 300 nm x 300 
nm area near the cathode side of the nanowire. 
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Fig. 4.3. (a) Time evolution of the RJ–VJ characteristics of the straight Au nanowire during 
FCE. (b) AFM images of the Au nanowire obtained at 11 FB points between 0 s and 720 s. 
The time range appearing at the top of each image is the time interval during which the 
scan used to obtain that image was performed. The light blue dashed line in each image 
from the first to 11th FB point represents the scan line for the corresponding FB point. 
Insets: Three-dimensional AFM images of the nanowire obtained from 0 s to 15 s (initial 
stage) and 705 s to 720 s (final stage). 
 
 
the blue arrows in Fig. 4.3(a). The scan position at each FB point is represented by a light 
blue dashed line in Fig. 4.3(b), and the time corresponding to each FB point is provided in 
parenthesis above each image. Moreover, the time during which each image was acquired, 
which corresponds to the scan time, is shown at the top of the image. These images 
confirm that structural changes occurred in the nanowire between the first and 11th FB 
points. The insets beside the initial (0–15 s) and final (705–720 s) images in Fig. 4.3(b) 
provide three-dimensional depictions of the nanowire that were acquired via AFM at 0 s 
and 705 s, respectively. The electron flow is directed from the upper left (cathode) to the 
lower right (anode) in each image. Until approximately 168 s, no height evolution along 
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the nanowire is evident. From 168 s to 194 s (the time corresponding to the first FB point), 
morphological modifications near the cathode are detectable around the first FB point. At 
194 s, EM-induced mass transport occurs under electric current stressing with a current 
density of approximately 3.2 × 10
8
 A/cm
2
. From 194 s to 521 s (the time at which the scan 
used to obtain the image including the ninth FB point began), some voids become apparent 
at the edges of the nanowire near the cathode side and grow perpendicularly to the electron 
flow. A bright area is observable near the center of the wire, indicating the deposition of 
material forming a hillock. After 521 s, the morphological changes are marginal. From 521 
s to 720 s (the end of the scan for the final stage), the only apparent morphological change 
is the disappearance of a grain from the center of the nanoconstriction region. The 
structural evolution of the Au nanowire indicates that EM occurs through a series of 
morphological modifications. Generally, for an electromigrated nanowire, void formation 
occurs at the negative-polarity end of the nanowire rather than at the middle.  
Figure 4.4(a) shows the time evolution of RJ and VJ of the bowtie-shaped nanowire 
during the entire FCE process. The blue arrows represent eight FB points and four 
beginning points of scans. The total process time with the same FB parameters as those of 
the straight nanowire in Fig. 4.3(a) was estimated to be 521 s. The RJ ramped up from 1 Ω 
to 132 Ω during the FCE process, which also indicate the gradual structural tunings in the 
nanoconstriction under the voltage feedback algorithm, shown in AFM images of the 
bowtie-shaped nanowire obtained between 0 s and 537 s of Fig. 4.4(b).The scanning 
window size in Fig. 4.4(b) is 200 x 200 nm
2
. Interestingly, the AFM images right before 
first FB point and the image including the first FB point remarkably show the grain 
boundaries rearrange as the shape of the constriction changes. Based on the AFM images, 
further quantitative analysis of the relations between the wire geometry and current density 
during EM was conducted. 
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4.2.2 Current Density Calculated from Cross-Sectional Area 
Measured with AFM 
Figure 4.5 exhibits the current density j and cross-sectional area A of the straight 
nanowire as functions of the FCE process time. A was calculated from the AFM images of 
the nanowire. We employed the SiO2 surface present in the images as a reference plane. 
Cross-sections perpendicular to the direction of electron flow were taken near the cathode 
side of the nanowire. Each open circle indicates the value of A just before automatic 
reduction of the voltage by VFB. A decreases from 5440 nm
2 
to 2780 nm
2
 during the FCE  
Fig. 4.4. (a) Time evolution of the RJ–VJ properties of the bowtie-shaped Au nanowire 
during FCE. (b) AFM images of the Au nanowire obtained at 8 FB points between 0 s 
and 537 s. The time range appearing at the top of each image is the time interval during 
which the scan used to obtain that image was carried out. The light blue dashed line in 
each image from the first to 8th FB point shows the scan line for the corresponding FB 
point. The scanning window is 200 x 200 nm
2
. 
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process. Notably, the majority of the mass transport occurs early in this process. In contrast, 
j, which was obtained by dividing I at the time of a scan line in the middle of the same 
image as A by the value of A, was estimated to be on the order of 10
8
 A/cm
2
 throughout the 
process but decreased slightly after approximately 300 s. This value of j is in reasonably 
good agreement with that reported for the failure current density in Au nanowires [13, 14, 
24, 25]. Figure 4.6 also shows the j and A of the bowtie-shaped nanowire versus the FCE 
process time, indicating the decrease of A from 1780 nm
2
 to 1270 nm
2
 during the process. 
The j, acquired by dividing I at the time of each FB point by the value of A, was calculated 
to be on the order of 10
8
 A/cm
2
 throughout the process, which is the same as that of 
straight nanowire shown in Fig. 4.5. Since the electron wind force is proportional to the 
current density [8], the Au atoms in the nanowire are considered to endure a large force and 
migrate in the same direction as the electron flow. These results suggest that EM-induced 
failures in nanowires are controllable during FCE. 
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4.2.3 Temperature Estimates Using Diffusive Heat Transport 
Relation  
The relation between G and V was confirmed to fit a Joule heating model [11]. In 
this model, the total voltage V during FCE is expressed as [11, 13], 
 ,)( L
J
LJLJ IR
I
P
IRRVVV            (4.1) 
where VJ and VL [V] are the voltages across the constriction and leads, respectively; RJ and 
RL [Ω] are the resistances of the constriction and leads, respectively; PJ [μW] is the Joule 
heating power in the nanoconstriction; and I [mA] is the current passing through the 
nanowire. When PJ at each FB point is defined as the critical power PC, the critical total 
voltage V
 *
 is given by the equation [11] 
 .
)1( L
C*
RGG
P
V

             (4.2) 
Figure 4.7(a) shows the fit of Eq. (4.2) to the G–V characteristics of the straight nanowire 
during the FCE process [11]. PC was fitted to the model and obtained from 430 μW (at the 
11th FB point) to 1650 μW (at the first and second FB points). The fit of Joule heating 
model to the G-V properties of the bowtie-shaped nanowire during the FCE process is 
shown in Fig. 4.7(b). Critical powers were acquired from 300 μW (at the 8th FB point) to 
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580 μW (at the first and second FB points), which are lower than those of straight 
nanowire in Fig. 4.7(a). The results suggest that the bowtie-shaped nanowires make it easy 
to release Joule heating generated at the nanoconstriction. Then, the critical parameters of 
each FB point that were obtained from Fig. 4.7(a) for the straight nanowires and Fig. 4.7(b) 
for the bowtie-shaped nanowires are summarized in Tables 4.1 and 4.2, respectively, which 
represents that V
 *
 decreases throughout the FCE process. The PC and I values listed in this 
table are depicted as functions of the FCE process time in Fig. 4.8(a) for the straight 
nanowires and Fig. 4.8(b) for the bowtie-shaped nanowires. These values were used to 
extract the fitting results PC [μW] = 2.1 × 10
−3
 ∙ t 2 - 4.6 ∙ t + 2510 for the straight 
nanowires and - 8.7 × 10
−4
 ∙ t 2 - 1.6 ∙ t + 830 for the bowtie-shaped nanowires. As 
mentioned above, the fact that j gradually decreases while A remains almost constant after 
approximately 300 s in Fig. 4.5 and about 200 s in Fig. 4.6 indicates that I decreases in the 
nanoconstriction. 
Moreover, the maximum value of VJ at each FB point in Fig. 4.3(a) and Fig. 4.4(a) 
can be taken as the critical value for EM, which is defined as the critical junction voltage 
VC. Hence, when VJ and PJ become equal to VC and PC, respectively, at each FB point, VC 
can be calculated as a function of the process time by dividing PC by I. The question of 
why the process is reproducible can be addressed by analyzing in detail the voltage and  
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FB point 
1st 
2nd 
3rd 
4th 
5th 
6th 
7th 
8th 
V * (V) 
0.62
0.55
0.47
0.41
0.36
0.32
0.30
0.29
PC (μW) 
580
580
540
480
420
380
340
300
G (mS) 
13.1
12.5
11.6
10.7
9.8
8.6
7.1
5.5
I (mA) 
8.2
6.9
5.5
4.4
3.5
2.8
2.2
1.6
Time (s) 
162
196
229
266
309
357
410
468
TABLE 4.2 Critical parameter values of the bowtie-shaped nanowire for each FB point. 
 
FB point 
1st 
2nd 
3rd 
4th 
5th 
6th 
7th 
8th 
9th
10th 
11th 
V * (V) 
0.80
0.74
0.65
0.57
0.51
0.46
0.41
0.37
0.33
0.29
0.26
PC (μW) 
1650
1650
1460
1300
1180
1080
940
800
640
530
430
G (mS) 
22.7
22.1
21.5
20.7
19.8
18.6
17.6
16.3
14.7
13.0
11.8
I (mA) 
18.2
16.3
13.9
11.9
10.1
8.6
7.2
6.0
4.8
3.8
3.1
Time (s) 
194
226
257
295
335
379
425
473
523
576
634
TABLE 4.1 Critical parameter values of the straight nanowire for each FB point. 
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temperature at the onset of EM as functions of the FCE process time. For metallic 
constrictions in the diffusive regime, where the thermal regime is that in which the 
conductance is approximately 50 G0 (G0: quantum conductance of 2e
2
/h = 77.6 μS, e: 
electron charge, h: Planck’s constant), as stated in Ref. 13, and the diffusive limit (Maxwell 
limit) is that in which the radius of the circular constriction is much larger than the mean 
free path of the carriers, as stated in Ref. 28, the well-established relation between the 
voltage caused by the constriction resistance and the temperature is [13, 28] 
 ,
4
)(
2
J2
0
2 VTTL                     (4.3) 
where L [V
2
/K
2
] = (π2/3)(kB/e)
2
 is the Lorenz number and T and T0 [K] are the temperatures 
of the constriction and its environment, respectively. This relation can be theoretically 
deduced assuming that the electronic heat conductivity and electrical resistivity are related 
by the Wiedemann–Franz law [13, 28]. In previous studies, Eq. (4.3) has been used to 
estimate the maximum of the local temperature in the nanowires at the current density of 
10
8
 A/cm
2
 [13, 14]. In this paper, at the onset of EM, the local temperature T at the 
constriction is defined as critical local temperature TC. Thus, once VJ is equal to VC, T at 
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Fig. 4.8. Time evolutions of PC and I in (a) the straight and (b) bowtie-shaped Au 
nanowires. The values of PC were extracted from the constant-power fit in Figs. 4.7(a) 
and (b). As indicated by the red lines, PC varies almost linearly with respect to the 
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the constriction reaches TC at each FB point. Therefore, Eq. (4.3) can be rewritten for T and 
VJ as 
 .
4
2
C2
0C
L
V
TT                       (4.4) 
TC and VC for the straight nanowire are plotted versus the process time in Fig. 4.9(a), 
demonstrating that TC can increase during FCE. These estimates yielded TC values ranging 
from 420 K to 557 K at T0 = 296 K, since VC ranged from 0.09 V to 0.15 V. Figure 4.9(b) 
shows the TC and VC for bowtie-shaped Au nanowires as functions of the process time. The 
values of TC ranged from 379 K to 611 K at T0 = 300 K as VC changes from 0.07 V to 0.16 
V. These temperature ranges are in reasonable agreement with that reported previously 
(325–515 K) [9, 14, 16, 19, 24]. In particular, the maximum local temperature is in close 
agreement with that (about 660 K at room temperature) reported previously by direct 
quantification of local temperature near the cathode of the nanowire [15]. Notably, TC 
increases in our results when PC is not constant. Let us recall that the PC at each of the 
feedback points sampled of the total eighteen samples investigated through experiments 
was not constant, and was fitted to the model mentioned above. In these cases, the 
experimental procedure enables TC to increase in a controlled manner. A similar behavior is 
observed for nanoconstrictions [16, 17]. As mentioned above, Eq. (4.3) assumes that  
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electrical and thermal current paths are identical. Let us consider the heat conduction 
through both the substrate and wire using a simple one-dimensional (1D) model for heat 
dissipation in a wire [25]. It is assumed in this model that heat is generated by Joule 
heating at the same rate everywhere in the wire. In a wire connected between two 
semi-infinite heatsinks, the equation describing steady-state excess temperature T follows 
Poisson’s equation [25] 
,with022
dtk
k
m
k
Q
TmT sub          (4.5) 
where Q is the heat given by ρj2, where ρ is the resistivity of the metal wire and j is the 
current density, k is the thermal conductivity of the metal wire, t and d are the thicknesses 
of the wire and substrate, respectively. The source term consists of the generation of heat 
energy Q/k and the losses because of heat flow to the substrate with thermal conductivity 
ksub.  
The solution of Eq. (4.5) in the wire is given by 
  ,
2
1
1)(
2






  mxmxmLwire eee
km
Q
xT           (4.6) 
where L is the length of the wire. Eq. (4.6) predicts that the nanowire temperature is a 
maximum at the center. Figure 4.10 shows temperature profiles along 300 nm straight Au 
wire at the onset of first FB point. The maximum temperature is estimated to be 
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approximately 550 K, which is similar to the results obtained by diffusive heat transport 
relation as shown in Fig. 4.9. The results indicate that the heat conduction through the wire 
connected between two semi-infinite heatsinks is dominant. Furthermore, H. Ye et al. [26] 
and C. Basaran et al. [27] have reported that thermomigration, due to the thermal gradient 
in the sample caused by Joule heating, may assist or oppose EM depending on the direction 
of the thermal gradient and electric field. Additionally, H. Ye et al. [26] also estimated that 
the highest temperature of the sample in a three-dimensional coupled thermal–electrical 
finite-element simulation was 423 K (= 150 ºC), which is relatively close to the 
temperature range shown in Fig. 4.9. Hence, in our case, it is suggested that 
thermomigration may contribute to the process. These findings imply that EM-induced 
void migration in Au nanowires indeed occurs at temperatures much lower than the 
melting temperature of Au (~1337 K) [29], indicating that the mechanism is thermally 
assisted EM [12, 13]. 
 
4.4 Summary 
We investigated the EM-driven movement of voids in Au nanowires in real time by 
performing AFM. The resistance, applied voltage, and current measurements obtained 
during FCE show that EM-induced mass transport proceeds gradually, following a voltage 
feedback algorithm. The AFM measurements enabled us to monitor the surface and depth 
changes during void formation along the grain boundaries near the constriction at the 
cathode during FCE. Moreover, the dependence of heat dissipation in nanoconstriction on 
the shape of nanowires is demonstrated by fitting results of the Joule heating model to the 
relation between conductance and voltage. The powers dissipated in the bowtie-shaped 
nanowires is smaller than those of the straight nanowires, implying that the bowtie-shaped 
nanowires make it easy to release heat dissipation in the nanoconstriction. Further, using 
the power dissipated by the nanowires, we estimated the local temperature in the 
nanoconstriction during EM performed at T0 = 296 K for the straight nanowire and T0 =300 
K for the bowtie-shaped nanowire. The critical local temperature values ranged from 420 
K to 557 K for the straight nanowire and from 379 K to 611 K for the bowtie-shaped 
nanowire, while the current density remained on the order of 10
8
 A/cm
2
 throughout the 
process. These results indicate that EM-induced void movement occurred without causing 
large parts of the nanowires to melt due to Joule heating. This in situ AFM study of the 
EM-induced evolution of Au nanowire morphology during FCE provides a solid basis for 
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understanding the characteristics of EM-induced matter fluxes. We note that further works 
will be necessary to elucidate the relations between the nanoscale heat dissipation, current 
density, and atomic structure during the formation of a nanometer-sized gap. This 
understanding will enable a more effective design of functional nanogap-based quantum 
devices that takes advantage of EM-based processes. 
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5 
 
Nanogaps Formed Using Electromigration 
Induced by Field Emission Current with 
Bipolar Biasing 
 
 
5.1 Introduction 
A simple method for preparation of nanogaps (nanoscale electrodes with 
nanometer-scale separation) and nanowires is currently an important issue for fabrication 
of novel functional nanoscale devices, such as single-electron transistors (SETs) [1–6]. 
One nanostructure fabrication method based on electromigration (EM) is among the most 
promising techniques, and has been investigated extensively [7–11]. The advantages of the 
method include high planar nanogap yield, real-time monitoring by observation of the 
electrical characteristics, and ease of preparation of three-terminal devices based on 
nanogaps. However, when using conventional EM, the procedure often results in 
catastrophic breaks in the nanowires and is thus inadequate for fabrication of precisely 
controlled nanogaps [11]. 
To develop a simpler fabrication process for nanogaps with well-controlled tunnel 
resistance, we have previously investigated a novel technique (called “activation”) for 
nanogap formation using EM induced by a field emission current, which is based on the 
phenomenon of movement of atoms induced by a Fowler-Nordheim (F-N) field emission 
current flowing through the nanogaps [12–16]. In the activation scheme, when the field 
emission current flows from the drain (anode) to the source (cathode) electrode, the Ni 
atoms at the tip of the source electrode are activated and then migrate from the source to 
the drain electrode [12–16]. In scanning tunneling microscopy (STM) configuration, atoms 
at the tip shank diffuse to the tip apex by a field-gradient-induced surface diffusion in high 
electric field, and field emission current can heat up the tip to induce surface diffusion 
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when the tip is in negative polarity [17,18]. Recently, Araidai et al. used first-principles 
calculations based on density-functional theory to determine that a surface atom subjected 
to field emission (FE) evaporates under lower field strengths than would be typically 
required for field evaporation without FE. The FE-assisted surface atoms then evaporate in 
the same direction as the electron flow [19], which is in good agreement with previous 
results for the direction of moving atoms controlled by the activation procedure [12–16]. 
By experimenting on nanogaps with different nanogap geometries, we have 
confirmed that the nanogap tunnel resistance (R) can be controlled using the magnitude of 
the FE current of the activation procedure [13]. In addition, it is simple to obtain 
planar-type ferromagnetic nanogaps with Ni/vacuum/Ni tunnel junctions using activation 
with a voltage source [14]. We have also investigated control of the nanogap size by direct 
adjustment of the FE current with a current source [15]. In this chapter, we study a new 
approach for nanogap fabrication using a method where EM is induced by an FE current 
with alternately reversing polarities. It is expected that a sharper nanogap shape can be 
obtained through the alternating transfer of atoms across the gap. The nanogap formation 
method as controlled by alternately biased activation is studied in detail. 
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5.2 Activation Procedure with Alternating Current 
Bias 
5.2.1 Fabrication of Initial Ni Nanogaps 
The fabrication process for the initial planar Ni nanogaps in two steps using 
electron-beam lithography and a lift-off process is as follows. First, Au/Ti contact pads 
consisting of a 25-30 nm Au layer and a 5 nm Ti layer were deposited on SiO2/Si substrates 
(see details in Chapter 3). Then, 25-nm-thick Ni nanogaps with gap spacings ranging from 
40 to 100 nm were formed in the gap between the Ti/Au contact pads. The initial Ni 
nanogaps, which exhibited high R of more than 100 TΩ, were patterned in the shape of two 
arrows facing each other to concentrate the electric field at the tips of the nanogaps. 
Figures 5.1(a) and (b) show representative scanning electron microscope (SEM) images of 
the straight and butterfly-shaped Ni nanogaps. 
 
5.2.2 Measurement of Nanogap Electrical Properties 
After preparation of the initial Ni nanogaps, the alternately biased activation 
procedure was performed at room temperature in a vacuum chamber at a pressure in the 
10
-3–10-4 Pa range. The process flow for alternately biased activation (Fig. 5.2) involves 
(1) application of an initial current bias using a current source; (2) measurement of R after 
the applied current I reach the preset current IS; and (3) when the tunnel resistance R does 
not exceed a desired resistance, with updating the preset current IS and reversing the 
direction of the electric current, the cycle is repeated. 
Figures 5.3(a)–(d) show a schematic of the alternately biased activation procedure. 
During the negative bias stage (Fig. 5.3(b)), the F-N FE current flows from the source 
 
50 nm
Ni
SiO2
100 nm
Ni
SiO2
Au
Au
Ni
Ni
(a) (b) 
Fig. 5.1. Representative scanning electron microscopy images of (a) straight and (b) 
butterfly-shaped Ni nanogaps. 
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(cathode) to the drain (anode) electrode. Therefore, the Ni atoms at the tip of the drain 
electrode are activated and subsequently migrate along the direction of the electron flow, 
from drain to source electrode, across the gap. In contrast, in the positive bias case (Fig. 
5.3(c)), the FE current moves the activated atoms from the source to the drain electrode, 
which is the opposite behavior to that demonstrated in the negative bias case. It is therefore 
expected that narrower gaps can be formed by repetition of these polarity-reversing 
procedures (Fig. 5.3(d)). We controlled and measured all nanogap electrical properties 
during and after activation using a semiconductor device analyzer and high-resolution 
source-monitor units in a shielded room. 
 
 
 
 
 
 
START 
Measure I-V 
Characteristics  
Preset 
Current
Field Emission 
Current
= 
Apply Current 
Resistance
Desired 
Resistance≤ 
Update 
Preset 
Current 
END 
Yes 
No 
Yes 
No 
Increase 
Current 
Reverse 
Polarity 
Fig. 5.2. Flowchart for the activation procedure using a current source with alternately 
reversing polarities. 
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5.3 Using Controlled Electromigration to Generate 
Metallic Nanogaps 
5.3.1 Electrical Properties of Nanogaps during Alternately Biased 
Activation 
Figure 5.4(a) shows the drain current Id vs. drain voltage Vd characteristics of the 
straight nanogap of sample A during alternately biased activation with Id increasing from 1 
nA (1st activation step) to 100 μA (12th activation step) (Id in Fig. 5.4(a) is indicated by the 
absolute value |Id|). With each increase in Id, successive reductions in the voltage drop 
Fig. 5.3. Schematic of activation procedure using a current source with alternately 
reversing polarities. (a) Initial Ni nanogap is prepared. (b) In the negative bias case, 
field emission (FE) current flowing from the source to the drain electrode moves the 
activated atoms from the drain to the source electrode. (c) In the positive bias case, FE 
current passes from the drain to the source electrode, and Ni atoms activated at the tip 
of the source electrode migrate from the source to the drain electrode across the gap. (d) 
By repeating these two procedures, ultrasmall nanostructures are expected to be 
obtained. 
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across the gap (i.e., Vd) are obtained at the final stage of each activation step. In addition, 
as shown in Fig. 5.4(b), the R value of the nanogap of sample A also decreases from over 
100 TΩ to 48 kΩ by performing the activation procedure using the current source with 
alternately reversing polarities. In our previous work, the value of R in the 
current-source-based activation was reduced from over 100 TΩ to 70 MΩ with an increase 
in IS from 1 nA to 3.5 μA [15]. In this case, the value of R for the nanogap obtained by 
alternately biased activation ultimately decreased to 48 kΩ, which is of the order of 1000 
times lower than that of the nanogap obtained by current-source based activation [15]. 
Moreover, the alternately biased activation was carried out to the straight Ni nanogaps with 
gap width ranging from 81 to 99 nm. Figure 5.5 depicts the relation between R of the four 
samples and IS during the activation with bipolar biasing. The values of R of all the 
samples were found to decrease from over 100 TΩ to the order of 10 kΩ-100 kΩ with 
increase of IS from 1 nA to 100 μA. It is noted that the control of R of the nanogaps is 
strongly dependent on IS, but is hardly affected by the gap separation. Further, dependence 
of the R on the shaped of the nanogaps in the alternately biased activation was 
demonstrated. Figure 5.6(a) shows an atomic force microscopy (AFM) image of the 
butterfly-shaped nanogaps of sample B before performing the alternately biased activation, 
having initial gap separation of 63 nm. Figure 5.6(b) exhibits the value of R for  
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Fig. 5.4. (a) Id-Vd characteristics of nanogaps of sample A during alternately biased 
activation with |Id| increasing from 1 nA (1st activation step) to 100 μA (12th activation 
step). (b) Relationship between the tunnel resistance R of the activated nanogap of 
sample A and the preset current |IS| for the activation. 
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butterfly-shaped nanogaps of sample B versus IS during the activation with bipolar biasing, 
which was gradually decreased from over 100 TΩ to 17 kΩ by updating |IS| from 300 nA to 
Fig. 5.6. (a) An atomic force microscopy (AFM) image of butterfly-shaped Ni nanogaps 
of sample B before performing the alternately biased activation. The inset shows the 
enlarged AFM image of the nanogap. (b) Tunnel resistance R of butterfly-shaped 
nanogaps of sample B versus preset current |IS| for the activation with bipolar biasing. 
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as a function of the preset current |IS|.  
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300 μA. Similar to straight nanogaps, also the control of the R of the butterfly-shaped 
nanogap depends on the magnitude of IS. The tuning of the R of the nanogaps is unlikely 
influenced by the shape of the nanogap electrodes. These results indicate that the stability 
of the nanogap formation process can be improved considerably by controlling R for each 
nanogap using alternately biased activation. 
 
5.3.2 Electron Transport across a Gap during Alternately Biased 
Activation 
Figure 5.7(a) shows the F-N plot of a straight nanogap of sample A during 
alternately biased activation with IS of 1 nA (1st activation step). The slope of the F-N 
curve changes at a threshold voltage VTH of approximately 54 V (1/Vd = 0.018 V
-1
). Also, 
as shown in the inset of Fig. 5.7(a), a sudden change in Vd is also observed at the VTH of 
approximately 54 V. Therefore, it is considered that EM is induced by the FE current under 
application of VTH = 54 V in the 1st activation step. We assume that the Ni atoms at the 
electrode tip are not transferred to the opposite electrode to a sufficient degree until the 
voltage drop (Vd) of the nanogap reaches VTH. First, the electric field was simply calculated 
by dividing the VTH by the initial gap separation W, which was estimated to be about 5.7  
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Fig. 5.7. (a) F-N plot (ln(Id/Vd
2
) versus 1/Vd) for a sample during the activation 
procedure with |IS| of 1 nA (1st activation step); the inset shows the Id-Vd characteristics 
of the nanogap of sample A during activation with |IS| of 1 nA (1st activation step). (b) 
F-N plots (ln(Id/Vd
2
) versus 1/Vd) for the sample during alternately biased activation, 
with |IS| ranging from 1 nA (1st activation step) to 100 μA (12th activation step). 
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MV/cm. This value of the electric field is close to the typical electrical breakdown field of 
6-10 MV/cm for SiO2 [20-22]. As we will see later (5.3.3), however, the 
breakdown-related morphological modification of SiO2 was not observed in SEM and 
AFM images of the gap region. In addition, the corresponding electric field value can be 
calculated using the field amplification factor β, which is obtained from the slopes of the 
F-N plots [23]. By assuming a fixed work function of 4 eV for Ni [12], the value of β for 
initial gap separation W of 95 nm and VTH of 54 V with IS of 1 nA is estimated to be 2.7. 
Therefore, the electric field is 15.3 MV/cm, which is in good agreement with the values 
reported for EM using arrow-shaped nanogaps by Bramanti et al. [24] and Kumar and 
Sangeeth [25]. In contrast, the threshold current ITH can be determined as a current that 
corresponds to VTH and is estimated to be approximately 10
-12
 A, as shown in the inset of 
Fig. 5.7(a). The threshold FE current density JTH is, thus, of the order of 10
-11–10-12 A/nm2, 
assuming that the current flows through a very small area (of the order of 0.3 x 0.3–1 x 1 
nm
2
) during the 1st activation step with the preset current of 1 nA. This value of JTH is in 
reasonably good agreement with the FE current density of 10
-2
 nA/nm
2
 (= 10
-11
 A/nm
2
) of 
surface atom evaporation under electron field emission conditions, which was investigated 
theoretically by Araidai et al. [19]. Moreover, according to the F-N theory [26], the slope 
of the F-N plot is determined by the barrier height and width. By defining the initial gap 
separation as the barrier width, the barrier height is estimated to be 2.4 eV. Figure 5.7(b) 
shows the F-N plots of the straight nanogap of sample A during alternately biased 
activation with IS increasing from 1 nA (1st activation step) to 100 μA (12th activation 
step). The slopes in the high field region of the F-N plots in Fig. 5.7(b) decrease as IS 
increases, indicating a remarkable reduction in the FE current. Further, according to the 
Simmons model [26, 27], the drain current Id is linear to the drain voltage Vd when the 
kinetic energy of field-accelerated electrons is negligibly low compared to the tunnel 
barrier. Figures 5.8(a) and (b) exhibit I-V properties of the straight nanogaps of sample A 
obtained after performing the activation at final preset current of 100 μA and fitted using 
the Simmons model. The red circles indicate the experimental results. The solid lines show 
the fitted results. From these data, the barrier heights Φ from 2.4 eV to 4 eV and the barrier 
widths W of about 0.15 nm are obtained. The value of Φ ranged from 2.4 eV to 4 eV is 
slightly smaller than that of Ni polycrystalline films [28], which is due to the presence of 
the carbon contamination and the effects of mirror image force [29]. Therefore, it is 
proposed that the gap separation decreases sequentially with each update of IS in the 
alternately biased activation procedure. 
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5.3.3 Structural Changes in Nanogaps by Alternately Biased 
Activation 
Figure 5.9(a) shows a SEM image of the initial straight nanogap of sample A, which 
was estimated to have a gap separation of approximately 95 nm before the alternately 
biased activation procedure was performed. When compared with the SEM image of the 
nanogap after alternately biased activation with IS of 100 μA (Fig. 5.9(b)), the gap 
separation narrowed from approximately 95 nm to less than 10 nm. AFM can provide 
quantitative information on height of structures. Thus, AFM was also used for quantitative 
investigation of the cross-sections of the nanogaps. Figures 5.9(c) and (d) show AFM 
images of the nanogap before and after the activation procedure in a three-dimensional 
view. The nanogap cross-sections before and after the activation procedure, taken along the 
lines A-B and E-F in Fig. 5.9(e) and the lines C-D and G-H in Fig. 5.9(f), are shown in 
Figs. 5.9(g) and (h), respectively. As shown in Fig. 5.9(h), the initial gap is almost filled by 
the activated Ni atoms. We further stopped the alternately biased activation to take SEM 
and AFM images at |IS| of 100 nA, where R of nanogaps starts to decrease as shown in Fig. 
5.5. Figure 5.10 presents relation between the IS and R of four samples, which is the same 
(a) (b) 
Fig. 5.8. (a) I-V properties of sample A after performing the activation with final preset 
current of 100 μA at room temperature and the fitting data deduced by Simmons model. 
After the activation, the gap W became narrower and was estimated to be (a) 0.14 nm at 
the barrier height Φ of 2.4 eV and (b) 0.15 nm at the barrier height Φ of 4 eV, 
respectively. 
-150
-100
-50
0
50
100
150
-5 -4 -3 -2 -1 0 1 2 3 4 5
D
ra
in
 C
u
rr
e
n
t 
I d
 (
n
A
)
Drain Voltage V
d
 (mV)
R = 48 (k)
 = 2.4 eV
W = 0.14 nm
: Experimental
: Fitted
-150
-100
-50
0
50
100
150
-5 -4 -3 -2 -1 0 1 2 3 4 5
D
ra
in
 C
u
rr
e
n
t 
I d
 (
n
A
)
Drain Voltage V
d
 (mV)
R = 48 (k)
 = 4 eV
W = 0.15 nm
: Experimental
: Fitted
86 
 
as in Fig. 5.5, and of straight nanogaps of samples C and D obtained after the activation 
with |IS| of 100 nA. The same behaviors are observed in the R dependence on IS for 
samples C and D. Figure 5.11 represents SEM and AFM images of straight nanowires of 
samples C and D before and after performing the alternately biased activation. The gap 
separations of samples C and D before performing the alternately biased activation were 
estimated to be about 85 nm and about 71 nm, respectively. Despite the difference in the 
samples having different initial nanogap separation distances, it is clear that the activated 
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Fig. 5.9. SEM images of straight nanogaps of sample A (a) before and (b) after 
activation using a current source with alternately reversing polarities and with IS = 100 
μA. Drift-related distortion can be seen along the edge of the nanogap. 
High-magnification images are very sensitive to drift distortion, since microscopic 
displacements, tilts, or temperature changes can easily cause nanometer distortions and 
displacements. AFM images of the nanogaps (c) and (e) before and (d) and (f) after 
activation. Cross-sections of the nanogaps are shown at the areas indicated by (g) lines 
A-B and E-F and (h) lines C-D and G-H. 
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atoms are accumulated at the tip of both source and drain electrodes, indicating that the gap 
separation become narrow from both sides. Further, it is well known that bidirectional 
current stressing in interconnects can enhance the EM lifetime by damage-heating effects 
[30]. Also, EM has been reported to be reversible not with respect to the microstructure but 
Sample C Sample D
SEM AFM SEM AFM
B
E
F
O
R
E
A
F
T
E
R
 
|I
S
|
=
 1
0
0
 n
A
50 nm
50 nm
50 nm
50 nm
50 nm
50 nm
50 nm
50 nm
Source  
Drain   Ni   
Ni  SiO2
Source  
Drain   
50 nm
50 nm
50 nm
50 nm
85 nm
71 nm
Fig. 5.11. SEM and AFM images of straight nanogaps of samples C and D before and 
after performing the alternately biased activation. The separation of the initial gap is 
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as in Fig. 5.5.  
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with respect to the direction of material transport [31]. In our case, it is noted that the 
magnitude of IS is updated when the direction of the electric current is reversed. It is thus 
reasonable to expect that the activated atoms that are accumulated on the top of the 
electrode tip are preferentially transferred to the opposite electrode by the subsequently 
applied current bias, and the gap self-regulates with the final spacing being dependent on 
the applied current. These results, therefore, suggest that the process stability during 
nanogap formation can be enhanced by alternately biased activation. 
 
5.3.4 Atoms Moving across a Gap in Electromigrated Ni Nanogaps 
Next, the number of Ni atoms moving across the gap is estimated from the viewpoint 
of the atom drift velocity [13, 32]. We assume that one atomic layer of the surface of both 
the source and drain electrodes moves during the alternately biased activation procedure. 
The number of moving Ni atoms n is then calculated by 
watNjKwavtNVNn (atoms)  
 





 dtti
d
aN
)(109.4 7  
 ,)(108.5 7  dtti            (5.1) 
where V is the volume of moving atoms (nm
3
), N is the atomic density (atoms/nm
3
), v is 
the atom drift velocity (nm/s) [32], w is the width at the electrode tip (nm), a is the single 
atomic layer thickness (nm), t is the activation time (s), j is the electric current density 
(A/nm
2
), K is a constant obtained from the atom drift velocity as a function of current 
density (nm
3/(A∙s)) [32], d is the Ni layer thickness (nm), and i(t) is the current during 
alternately biased activation (A). As shown in Fig. 5.12, n is proportional to IS with a value 
of the order of 10
5
 atoms at the final IS of 100 μA. This result is in good agreement with 
the number of moving Ni atoms observed at an IS of 150 μA when using a voltage source 
[13]. It is thus implied that the proposed activation method using a current source with 
alternately reversing polarities can stably and precisely control the motion of atoms across 
the gap based on the magnitude and direction of the FE current flowing through the 
nanogaps. 
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5.3.5 In Situ Observation of Nanogap Formation Using 
Electromigration Induced by Field Emission Current 
Finally, we use real-time AFM imaging during the activation process to monitor the 
dynamics of EM between the nanogaps. For Ni Nanogaps, the anode side of the electrodes 
has been seriously damaged during EM process in the atmosphere [33]. Here, Au nanogaps 
are employed as samples for an in situ AFM imaging in ambient air due to a noble metal 
not forming an oxide layer when exposed to ambient conditions. The experimental 
condition of the AFM measurements reported in this section is the same as those of 
Chapters 3 and 4. The potentials of the nanogaps for low-current measurement were set by 
a computer-controlled source-measure unit (Keithley 2450) during the activation process. 
In the activation process, the voltage V was applied to the initial Au nanogaps and then 
simply ramped it up until the drain current Id reached the preset current IS. These 
experiments were performed under relative humidity of around 50% at the temperature of 
about 297 K. 
Figure 5.13(a) depicts the time evolutions of drain voltage Vd and drain current Id of 
the Au straight nanogaps during the activation at the preset current IS of 1 nA. Total 
process time was with VSTEP = 50 mV estimated to be 1289 s, with a time resolution of 
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about 8 s. Blue arrows (b)-(j) of Fig. 5.13(a) indicate starting points of scans of AFM 
images shown in Figs. 5.13(b)-(j). The drain current Id increased steadily with updating 
applied drain voltage Vd. Around 1200 s, the Id was rapidly increased until reached the 
preset current IS. During the entire activation process, the resistance was changed in the 
order of GΩ. Figures 5.13(b)-(j) represent AFM images of the Au nanogaps obtained from 
0 to 1292 s. The electron flow is directed from right bottom (source electrode) to top left 
(drain electrode) of the images. Until about 847 s, it can be seen that no remarkable 
structural changes occurred in the nanogaps. From 847 to 1093 s, the shape at the tip of the 
drain (anode) electrode gradually becomes sharper and the gap separation between the 
source (cathode) and drain (anode) electrodes decreases step by step. After 1093 s, the 
width of the drain electrode tip grows and increases, and the gap separation narrows. 
Moreover, as shown in Figs. 5.13(h)-(j), while the gap separation is slightly increased the 
width of the drain electrode tip is wider with the rapid increase of the Id. From these 
images, the tip of the cantilever seems to be hardly affected by the electric field between 
nanogaps during the procedure. Further, since the maximum applied voltage is below the 
first ionization potentials of N2 (= 15.6 eV), H2O (= 12.7 eV), and O2 (= 12.1 eV) [34-36],  
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the air molecules are considered to be not ionized. The results suggest that the mass flows 
contribute to the current-induced diffusion. These data are supported by our previous 
findings that the gap separation narrows from a few tens nm before the activation by only 
passing the current through the gap [12, 13]. To obtain quantitative information on height 
of nanogaps, structural changes due to the current-induced diffusion can be analyzed from 
the AFM images. 
Figure 5.14 exhibits cross sections of the nanogaps for the AFM images in Figs. 
5.13(b)-(j). The position of the cross section is shown in Fig. 5.13(b) by the pink straight 
lines along A-B. The atoms are accumulated at the tip of the drain (anode) electrode. The 
thickness of the drain (anode) electrode tip gradually increases and the gap separation 
decreases with the progress of the process. As discussed above, the gap separation 
modestly increases as shown in cross sections with scan-starting points of 1215 s, 1231 s, 
and 1277 s of Fig. 5.14. In contrast, the thickness of the source (cathode) electrode slightly 
decreases during the activation process, indicating EM-induced surface diffusion of Au 
along the electron flow (from B to A). At the tip of the source electrode the accumulation 
of migrated atoms is observed, implying the surface diffusion of Au atoms from the back 
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side of the source electrode. The closer the electrons get to the electrode tip, the more the 
cross section of the source (cathode) electrode reduces and the current density increases. It 
is thus suggested that the metallic atoms electromigrated from the source (cathode) 
electrode are activated at the tip of the source electrode by the heat generated with the 
increase of the current density, move across the gap and are accumulated at the tip of the 
drain (anode) electrode, which lead to the decrease of the gap separation. Moreover, 
quantitative mass transport can be estimated from the tip of drain electrode and gap regions 
of Figs. 5.13(b)-(j). The calculation of the mass transport value ΔMAB is the same as in 
Chapter 3. We obtained mass transport values ΔMAB of the order of 10
5-6
 atoms, which is 
similar to results obtained by feedback-controlled EM (FCE) scheme [37]. These data 
indicate the effects of EM. The results suggest that the activation has the potential to 
control an atom moving across the gap. 
 
5.4 Summary 
We have demonstrated a new approach for Ni nanogap fabrication using a method 
where EM is induced by an FE current. By applying a preset current IS, which increases 
from 1 nA to 100 μA with reversing polarities, the nanogap tunnel resistance R was 
successfully controlled, and ranged from the order of 100 TΩ to a final value of 48 kΩ. 
The control of R was found to depend on IS but to be hardly affected by the gap separation 
and the shape of the nanogap electrodes. In addition, SEM and AFM observations 
indicated that the gap separation narrowed from approximately 95 nm to less than 10 nm. 
The number of Ni atoms that moved across the gap during the alternately biased activation 
procedure was also estimated from the viewpoint of the atom drift velocity, with a result of 
the order of 10
5
 atoms during application of IS of 100 μA. Further, real-time AFM imaging 
during nanogap formation by activation process was performed. Based on the AFM images, 
the decreases of the thickness of the source (cathode) electrode and gap separation were 
observed. The accumulation of atoms was seen at the tip of the drain (anode) electrode. 
From these data, Au atoms electromigrated at the source (cathode) electrode are suggested 
to be activated at the electrode tip by the heat generated with the increase of the current 
density, move across the gap, and be accumulated at the tip of the drain (anode) electrode. 
These results indicate that the activation procedure using a current source with alternately 
reversing polarities, which is a newly proposed atom transfer technique, can successfully 
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control the nanogap tunnel resistance and improve the process stability during nanogap 
formation. The understanding shall lead to the effective strategy of using bipolar biasing to 
facilitate the fabrication process of the functional nanoscale electronic devices. 
  
94 
 
6 
 
General Conclusions 
 
 
6.1 Direct Structural Characterization of 
Electromigrated Metallic Nanowires Using Atomic Force 
Microscopy 
A real-time atomic force microscopy (AFM) imaging technique was applied to Au 
nanowires for the three-dimensional analysis of mass transport in electromigrated 
nanowires under a feedback algorithm. We focus on the early stage of the FCE process for 
a typical sample. These in situ AFM data reveal that controlled EM proceeds gradually 
under a voltage feedback algorithm. The variation of the junction resistance is correlated 
with drastic changes to the nanowire morphology, which present the suppression of rapid 
EM of Au atoms. Quantitative analysis of the changes resulting from EM can be carried 
out based on AFM images of the nanowire. The quantitative values of height of structures 
provide the information regarding both the growth and the accumulation of voids in the 
nanowire during FCE. From these data, mass transport rate of 10
5-6
 atoms/s was obtained. 
Therefore, the present work describes that real-time AFM imaging during FCE holds great 
promise both for increasing our understanding of the matter fluxes during the EM and for 
creating functional nanogap-based devices that take advantage of EM. 
 
6.2 Local Physical Quantities – Structural Changes, 
Current Density, Temperature 
Feedback-controlled electromigration (FCE), which offers advantages such as 
improved electromigration (EM) control, should enable more reproducible fabrication of 
functional nanogap-based quantum devices. However, the relations between wire geometry, 
95 
 
current density, and local temperature during EM have not yet been elucidated. In this 
chapter, we describe quantitative atomic force microscopy (AFM) studies of these 
parameters in Au nanowires during EM. The structural changes occurring near 
50-100-nm-wide nanowires due to FCE gradually proceeded with the increase of FB points. 
The cross-sectional area of the nanowire was decreased during FCE process. The 
dependence of heat dissipation in nanoconstriction on the shape of nanowires was 
investigated. The maximum Joule heating power of bowtie-shaped nanowires was smaller 
than that of straight nanowires. The results suggest that the bowtie-shaped nanowires can 
make it easy to release the heat dissipated in the nanoconstriction. Using the power 
dissipated by the nanowires, the local temperature in the nanoconstriction during EM was 
estimated to be in the range from about 400 K to about 600 K at room temperature. 
Notably, the local temperature at the onset of EM increased during FCE in our experiments, 
while the current density was almost constant, remaining on the order of 10
8
 A/cm
2
 
throughout the process. These results imply that EM-induced void movement occurred 
without causing large parts of the nanowires to melt due to Joule heating. This finding will 
improve understanding of the characteristics of EM-induced mass transport in nanowires. 
 
6.3 Nanogaps Formed Using Electromigration Induced 
by Field Emission Current with Bipolar Biasing 
We have investigated a new approach for the formation of Ni nanogaps using a 
method where EM is induced by an FE current. Here, the concept of reversing polarity of 
the current source was introduced. The nanogap tunnel resistance was successfully 
controlled to be on the order of 100 TΩ to a final value of 48 kΩ by increasing the preset 
current from 1 nA to 100 μA with reversing polarities. In addition, scanning electron 
microscopy (SEM) and atomic force microscopy (AFM) observations represent that the 
gap separation narrowed from approximately 95 nm to less than 10 nm. From the 
viewpoint of the atom drift velocity, we also estimated the number of Ni atoms that moved 
across the gap during the alternately biased activation procedure, which resulted in the 
order of 10
5
 atoms during application of the preset current of 100 μA. Furthermore, we 
have performed in situ AFM observation of nanogap formation during EM induced by the 
FE current. These AFM images suggest that metallic atoms electromigrated at the source 
(cathode) electrode are activated at the electrode tip, move across the gap, and are 
accumulated at the tip of the drain (anode) electrode. It is thus indicated that the activation 
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procedure using a current source with alternately reversing polarities can adequately 
control the nanogap tunnel resistance and improve the process stability during nanogap 
formation.  
 
6.4 Summary 
We have proposed feedback-controlled electromigration (FCE) scheme and 
electromigration induced by a field emission current (activation method) as novel atom 
transport techniques for fabrication of nanogap-based quantum devices. The FCE process 
has been studied in detail by successive atomic force microscopy (AFM) imaging during 
controlled electromigration (EM). The in situ AFM technique allows us to obtain 
quantitative three-dimensional data of height of structures in devices during monitoring the 
current and resistance/conductance of the nanowires. The structural changes in Au 
nanowires under a feedback algorithm reveal that the rapid EM of Au atoms is suppressed 
and controlled EM gradually proceeds. From these data before and after the feedback point, 
mass transport rate can be analyzed. In addition, using the power dissipated by the 
nanowires, the local temperature in the nanoconstriction during EM performed at room 
temperature was found to be in the range from room temperature to the temperatures 
smaller than the melting point of Au. Furthermore, the activation method using a current 
source with alternately reversing polarities exhibits the precise control of the tunnel 
resistance of nanogaps and the improvement of the process stability during nanogap 
formation. The in situ imaging of EM-induced nanogap formation by AFM revealed 
remarkable changes in metallic nanogap morphology. Therefore, these approaches can be 
applied to investigate a variety of interesting phenomena relevant to a number of areas of 
nanoscience and technology. We believe that the phenomena unraveled through these 
experiments will play immense role in the manipulation and control of the basic materials 
that comprise an entirely new computer architecture such as quantum computing devices. 
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