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ABSTRACT We develop a mathematical model of phosphoinositide-mediated gradient sensing that can be applied to
chemotactic behavior in highly motile eukaryotic cells such as Dictyostelium and neutrophils. We generate four variants of our
model by adjusting parameters that control the strengths of coupled positive feedbacks and the importance of molecules that
translocate from the cytosol to themembrane. Each variant exhibits a qualitatively different mode of gradient sensing. Simulations
of characteristic behaviors suggest that differences between the variants aremost evident at transitions between efﬁcient gradient
detection and failure. Based on these results, we propose criteria to distinguish between possiblemodes of gradient sensing in real
cells, where many biochemical parameters may be unknown. We also identify constraints on parameters required for efﬁcient
gradient detection. Finally, our analysis suggests how a cell might transition between responsiveness and nonresponsiveness,
and between different modes of gradient sensing, by adjusting its biochemical parameters.
INTRODUCTION
Many eukaryotic cells respond with directional movement to
spatial and/or temporal gradients of small molecules that
bind to cell surface receptors. This process, called chemo-
taxis, is important in phenomena as diverse as the immune
response of higher animals, wound healing, neuronal pattern-
ing, vascular, and embryonic development (1–5), as well as
the food gathering and social behavior of some ameboid cells
(6). Gradient sensing is the aspect of chemotaxis whereby
cells transduce the external distribution of chemotactic ligand
into an internal distribution of signaling molecules that effect
the morphological and mechanical changes necessary for
movement (7). In this article we focus on gradient sensing in
highly motile cells such as neutrophils and the aggregating
slime-mold, Dictyostelium discoideum. These cells respond
with directional movement to differences in ligand concen-
tration of a few percent across their length with cellular
velocities of order of 10 mm/min (approximately one cell
length per minute), over several orders of magnitude in ab-
solute concentration (8,9).
Phosphoinositides in gradient sensing
Recent experiments in both Dictyostelium and neutrophils
have suggested that phosphoinositide (PI) signaling at the
plasma membrane mediates gradient sensing in these cells by
localizing molecules that relay signals from receptor activa-
tion to cytoskeletal rearrangements (10,11). PIs are signaling
lipids that are phosphorylated by kinases, and dephosphory-
lated by phosphatases, at different positions on their inositol
headgroup. Depending on their phosphorylation state, PIs can
recruit speciﬁc molecules from the cytosol to the membrane,
including those that affect cellular movement and those that
affect their own interconversion (12,13). The feedback regula-
tion and membrane localization of PIs make them well suited
to mediate cell surface processes that require highly localized
and ampliﬁed signals in space and time, such as chemotaxis.
In particular, 39PIs (PIs that are phosphorylated in the 39 po-
sition) are thought to play a causal role in nucleating the actin-
based protrusions necessary for cell movement, and markers
for their production show qualitatively similar dynamics to
actin polymerization in chemotaxing cells (14–16). These
markers show similar dynamics as well in cells that are round
and cannot form protrusions due to treatment with actin de-
polymerizing agents (17,18), suggesting that aspects of gra-
dient sensing may be decoupled from the morphological and
mechanical events involved in chemotaxis.
Recent models relating to PI-mediated
gradient sensing
The suggestion that gradient sensing can be decoupled from
motility, and that it is mediated by a feedback scheme such as
those implicated in PI signaling, has inspired several recent
mathematical models. Each accounts for characteristic be-
haviors in a different way. Levchenko and Iglesias (21) have
analyzed a general model that maps onto a scheme of
receptor-mediated production of phosphatidylinositol (3,4,5)
tris-phosphate (PI(3,4,5)P3) with feedback through small
GTPases (henceforth referred to as theLImodel).Narang et al.
(22) have analyzed a model abstracted from a scheme of
receptor-mediated regulation of phosphatidylinositol (4,5)
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bis-phosphate (PI(4,5)P2) levels, modulated by phospholipase
C (PLC) activity and feedback through substrate delivery from
other membrane compartments (henceforth, NSL model).
Postma and Van Haastert (23) have analyzed a general model
in which a cytosolic effector molecule enhances receptor-
mediated production of a lipid second messenger that, in turn,
recruits the effector molecule from the cytosol to the mem-
brane (henceforth, PvHmodel). Thesemodels share important
features with our model; other recent models take substan-
tially different approaches (see, for example, Rappel et al. (19)
and Haugh and Schneider (20)).
In addition to being based on different biochemical
schemes, the above models demonstrate qualitative differ-
ences in behavior, suggesting that they represent different
modes of gradient sensing. For example, in the LI model the
steady-state response of the cell always reﬂects the current
stimulus, whereas in the NSL model, once elicited, a cellular
response can persist independently of the external stimulus
under some conditions. The PvH model requires a high base-
line concentration of translocating molecule on the mem-
brane for efﬁcient gradient sensing. Qualitative comparisons
of these models, addressing some of these differences, are
published in several recent reviews (7,24).
Our model
If the gradient sensing machinery of the cell is modeled as
a reaction-diffusion system, we expect to ﬁnd qualitative
differences in systems that include different spatial couplings
and/or exhibit different types of bifurcations. Indeed, a general
picture of PI signaling suggests that the existence of coupled
positive feedbacks and/or cooperative interactions can lead to
bifurcations;molecules that translocate to themembrane from
a shared pool in the cytosol can affect spatial couplings. To
our knowledge, a systematic and quantitative analysis of how
these elements lead to qualitative differences in gradient sensing
behavior (such as those noted above), has not been done.
To this end we develop a mathematical model of PI-
mediatedgradient sensing at an intermediate level of detail.Our
model consists of a set of reaction-diffusion equations for the
spatiotemporal patterns of 39PIs on the plasma membrane, as
well as for the kinase that generates them and the phosphatase
that deactivates them. It reproduces much of the translocation
dynamics observed experimentally in Dictyostelium.
By appropriately adjusting parameters, we generate four
variants of our model. Our model variants differ in whether
coupled positive feedbacks lead to multiple steady states, and
whether redistribution of translocating molecules plays an
essential role in amplifying responses to gradients; they
illustrate the qualitatively different modes of gradient sensing
that result in each case.
Distinguishing modes of gradient sensing
Each of our model variants demonstrates three characteristic
gradient sensing behaviors, which are enumerated in the next
section. We ﬁnd that differences between the variants be-
come evident in simulated dose-response experiments that
highlight transitions between efﬁcient and inefﬁcient gradient
sensing. These results are used to deﬁne criteria that dis-
tinguish between the ‘‘modes’’ of gradient sensing illustrated
by our model variants. Applying these criteria to analyze the
parameter space of our model suggests that boundaries be-
tween different types of behavior can be sharp, and regions
that display a given behavior can be narrow with respect to
variation of some combinations of parameters. Thus, efﬁ-
cient gradient sensing might require homeostatic mecha-
nisms that regulate combinations of parameters to be within
speciﬁed ranges. Further, because cells in a given population
will have a distribution of biochemical parameters, we expect
that subpopulations might function in different regions of
parameter space, making use of different modes of gradient
sensing. Finally, because biochemical parameters can vary
during the course of development (e.g., through changes in
gene expression), any given cell might transition between
efﬁcient and inefﬁcient gradient sensing, and between dif-
ferent modes of gradient sensing, to suit its needs.
MODEL DEVELOPMENT
Characteristic behaviors
A mathematical model of eukaryotic gradient sensing should
reproduce three characteristic behaviors, which can be seen
in the dynamics of markers for 39PIs on the plasma membrane:
1. Cells adapt to the average concentration of ligand in
solution. This allows sensitivity to relative gradients over
many orders of magnitude in absolute concentration (9,25).
In the particular case where a uniform dose of ligand is
applied suddenly, the cellular response is transient and
returns to baseline (26).
2. When exposed to a shallow and static gradient of ligand,
the cell responds with a sharp and persistent internal
gradient of signaling molecules (27). This permits immune
cells to migrate toward a source of infection and amoe-
boid cells to move toward a food source over long dis-
tances.
3. If the gradient of ligand changes direction, the distribu-
tion of signaling molecules will follow with some ﬁdelity
(18). A neutrophil thereby can capture a moving bacte-
rium, and Dictyostelium cells can form dynamic patterns
during development in response to changing gradients of
cAMP.
Conceptual framework: local
activation/global inhibition
The above behaviors suggest that gradient sensing is medi-
ated by a balance of molecules that act locally, and those that
act globally. The former generate a strong response to the
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greater stimulus at the front of a cell in a gradient (a local
quantity), whereas the latter mediate adaptation to the aver-
age stimulus (a global quantity). This observation is often
summarized as ‘‘local activation, global inhibition’’ (31,32).
The equations written to describe such systems (including
our own) generally share important features with the
activator/inhibitor models developed by Meinhardt and
Geirer to explain patterning in development (29), which
were extended by Meinhardt to explain aspects of chemo-
tactic response (30).
Geometry and space/timescales
We treat the cell as a disk with the cytosol as its interior and
the plasma membrane as its perimeter, reﬂecting the geom-
etry of a rounded cell where actin has been depolymerized. X
marks the position along the membrane and is normalized so
that the circumference of the cell is 1. Cytosolic molecules
translocate to this boundary, along which 39PIs diffuse (Fig.
1). Although more pattern forming possibilities would be
available if, for example, we treated the membrane as two-
dimensional, this simpliﬁed geometry adequately accounts
for the gradient sensing possibilities that we investigate.
A rounded Dictyostelium cell might have a radius (rc) of 4
mm, and the fastest cellular responses occur on timescales of
seconds (17,18). Diffusion coefﬁcients for cytosolic pro-
teins, membrane bound proteins, and membrane lipids,
might be of order 20 mm2/s, 0.03 mm2/s, and 0.5 mm2/s,
respectively (33–35). On cellular length scales, these esti-
mates result in diffusion times of order 100 ms, 100 s, and 1 s,
respectively (t ; r2c=2dD; where d is the dimension of the
space and D is the relevant diffusion coefﬁcient). Due to
these differences in timescales, we simplify our model by
treating cytosolic molecules as being uniformly distributed
and membrane bound proteins as ﬁxed. Lipid diffusion,
however, occurs on the same timescale as cellular response
and is calculated. Thus, in our model, cytosolic molecules act
globally, coupling reactions at all points on the membrane,
proteins act locally, and the spatial characteristics of lipids
are context dependent. For a contrasting interpretation, see
the model of Rappel et al. (19) where delays due to cytosolic
diffusion play an essential role.
Coupling to outside stimuli
In both Dictyostelium and neutrophils, ligand binding acti-
vates receptors, which activate the heterotrimeric G-proteins
(HTGs) to which they are coupled, in a pattern that closely
reﬂects that of ligand in solution (18,34,36). Both receptor
and HTG activation drive recruitment and activation of type I
PI39 kinases (PI3Ks, which are enzymes that phosphorylate
PIs in the 39 position), though many details are unknown
(37,38). For these reasons and because, at least in Dictyo-
stelium, receptor and HTG desensitization do not seem to
drive adaptation on timescales considered (39), we let a sin-
gle variable,R, represent ligand-mediated receptor and HTG
activation together, which drive PI3K recruitment and activa-
tion. In our model, this deﬁnes the external stimulus at each
point on the membrane.
Biochemical observations, model variables, and
network topology
39PIs
The 39PIs thought to be relevant in gradient sensing are
PI(3,4,5)P3 and PI(3,4)P2, both of which comprise on the
order of 0.02% of total plasma membrane lipid in resting
cells and speciﬁcally act to recruit a similar set of cytosolic
molecules to the membrane (40–42). Production of PI(3,4,5)P3
by PI3K acting on PI(4,5)P2, and of PI(3,4)P2 by de-
phosphorylation of PI(3,4,5)P3, are thought to be the relevant
production pathways (40,43). In addition, there is evidence
in neutrophil-like cell lines for a positive feedback from
39PIs to delivery of PI(4,5)P2 to PI3K, involving small
GTPases of the Arf and Rho family (44–46). This is high-
lighted by Loop I in Fig. 2.
PI(3,4)P2 dynamics generally follows PI(3,4,5)P3 dynam-
ics with a slight lag (47). However, there is evidence in
FIGURE 1 Schematic of the model. The plasma membrane is modeled as
the perimeter of a circle, parameterized by the normalized coordinate, X,
along which 39PIs diffuse and to which cytosolic molecules translocate.
Translocation dynamics depicted at the top of the circle occur at the leading
edge of a cell in a gradient of stimulus, or transiently in response to a uniform
step stimulus. Dynamics depicted at the bottom occur at the back of a cell in a
gradient, or during adaptation to a uniform stimulus. Dynamics of molecules
labeled in bold type are calculated explicitly in our model; those in normal
font are set to steady-state values with respect to those modeled, and those in
gray are held ﬁxed. Abbreviations are listed in the ‘‘Abbreviations used’’
footnote at the beginning of the article. The schematic does not include all
processes modeled.
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Dictyostelium cells suggesting that disruption of a phospha-
tase that acts on both (PTEN, discussed below) affects their
dynamics differently (48). Thus, we model PI(3,4,5)P3 and
PI(3,4)P2 separately, and use the scaled variables, P3 and P2,
to represent their concentrations. Their sum, which we
denote Pn, is a primary output of our model.
Membrane bound PI3K and PTEN
The enzyme that generates 39PIs, a PI3K, and an enzyme that
dephosphorylates them, the PTEN phosphatase, are also es-
sential components of our model. As mentioned, PI3K locali-
zation and activation are thought to be coupled to outside
stimuli. Further, PI3K localization in Dictyostelium seems to
parallel 39PI localization upon cellular stimulation (37). If we
consider 39PIs to be the primary signal that localizes other
molecules in gradient sensing, this suggests a positive feed-
back from 39PIs to the enzymes that produce them, repre-
sented by Loop II in Fig. 2. PTEN translocation to the
membrane occurs in a pattern inverse to that of PI3K in
Dictyostelium (37,49). This ampliﬁes the effects of Loop II. In
our model, the variables Km and Tm represent scaled concen-
trations on the membrane of PI3K and PTEN, respectively.
Cytosolic/inactive PI3K and PTEN
Because cellular response eventually adapts to the average
stimulus, as do PI3K and PTEN activities (37,49), some form
of integral feedback regulation must exist (50). We represent
this by negative feedback Loop III in Fig. 2. Both PI3K and
PTEN activity are known to be controlled by phosphoryla-
tion in some cell types (51,52). We use the scaled variables
Kc* and Tc* to represent the fractional concentrations of
PI3K and PTEN, respectively, which are cytoplasmic and
phosphorylated. These are catalytically inactive in our model.
Proposed biochemical mechanisms
Loop I: positive feedback through substrate delivery
A possible mechanism for the feedback in Loop I, many
elements of which have been studied in neutrophils or
neutrophil-like cells, is depicted in Fig. 2. 39PIs recruit GTP
exchange factors (GEFs) to the membrane, where they
catalyze the exchange of GDP for GTP in speciﬁc small
GTPases (g-P) of the Arf and Rho family (53,54). These
GTPases are then activated and stabilized on the membrane
(55,56), and play roles (together with their regulators) in
remodeling the membrane and actin network (57–59). Some
have been shown to stimulate PI(4)P59 kinases (PIPKs) to
make additional PI(4,5)P2 (45,46).
Experimental observations do not indicate an accumula-
tion of free PI(4,5)P2 upon cellular stimulation (60,61), sug-
gesting that the PI(4,5)P2 generated by the feedback in Loop
I is used immediately. This observation could be explained if
the generated PI(4,5)P2 was bound to a transfer protein (PITP)
and passed directly to PI3K for conversion to PI(3,4,5)P3
(there is evidence in neutrophils for PITP involvement in
PI(3,4,5)P3 production (62)). In our model, we assume this
mechanism and do not include the dynamics of free PI(4,5)P2.
This simpliﬁcation is consistent with the lack of clear evi-
dence for spatial gradients of free PI(4,5)P2 in gradient
sensing cells (60,63).
Loop II: positive feedback through regulation of
enzymatic activity
For the feedback in Loop II, we propose that 39PIs recruit an
as-yet unidentiﬁed molecule to the membrane, which sta-
bilizes membrane-bound PI3K. Membrane-bound PI3K then
produces more PI(3,4,5)P3. To account for a PTEN dynamic
inverse to that of PI3K, we propose that PI3K in its capacity
as a protein kinase (64,65), or another molecule whose
dynamics parallels PI3K dynamics, phosphorylates PTEN
(to our knowledge an interaction between PI3K and PTEN
has not yet been directly investigated experimentally). In our
model, phosphorylated PTEN is cytosolic and inactive.
Loop III: negative feedback for adaptation
To account for response adaptation, we propose that PI3K on
the membrane is phosphorylated by an as-yet unidentiﬁed
kinase, which is constitutively active on the membrane.
Phosphorylated PI3K is cytosolic and inactive in our model.
PI3K phosphorylation acts as a mechanism of global in-
hibition because it depletes the cytosolic pool of active/
unphosphorylated PI3K, which is a shared pool for re-
cruitment to the entire membrane.
Assessing the biochemical scheme
Several difﬁculties, often encountered when modeling cellular
signal transduction, need to be confronted in developing our
FIGURE 2 Biochemical scheme. Numbered feedback loops highlight
a suggested network topology. Solid arrows denote chemical conversions,
whereas dashed arrows denote stimulation/activation. Loops I and II, rep-
resenting positive feedbacks, constitute an ampliﬁcation module; R repre-
sents the outside stimulus that drives this module by stimulating PI3K
translocation to the membrane. Negative feedback Loop III, representing
PI3K phosphorylation and inactivation, accounts for response adaptation.
Subscripts m and c denote membrane-bound and cytosolic, respectively, and
* denotes phosphorylated species, which are catalytically inactive in our
model. Abbreviations and fonts are used as in Fig. 1.
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biochemical scheme. First, the regulatory mechanisms that
are necessary to develop our model have not all been studied
in, and may not all exist in, a single cell type. In particular,
most of the biochemical interactions suggested for Loop I, as
well as regulation of PI3K and PTEN by phosphorylation,
have been studied in neutrophils, but have not been
sufﬁciently addressed in Dictyostelium. On the other hand,
the translocation dynamics that our model reproduces have
been studied primarily in Dictyostelium. Further, several of
the relevant biochemical mechanisms, in particular those
involved in Loops II and III, are in fact unknown, and the
mechanisms that we have proposed are uncertain. In light
of these difﬁculties, we will be primarily concerned in our
analysis with the overall roles of coupled positive feedbacks
and translocation, and with the differences in gradient
sensing mechanism to which they give rise. These types of
results should depend on qualitative features of our model,
such as network topology, rather than biochemical details. In
addition, our model can be used to investigate the consis-
tency of the proposed mechanisms with current data, and to
suggest experiments that probe their validity. An example of
such an application is outlined below.
Consider the proposed role of PI3K in our model. Recent
observations of Dictyostelium cells in which 39PI dynamics
have been perturbed suggest that the qualitative features of
PI3K and PTEN translocation, in response to a saturating
uniform stimulus, remain unchanged under these conditions
(37,48,66). We have simulated the response of our model
under conditions of PI3K inhibition and still found a sub-
stantial PI3K translocation to the membrane in response to
large uniform stimuli, in accordance with these experimental
observations (though the magnitude is slightly less and the
time course slightly faster; results not shown). More signiﬁ-
cant differences in translocation dynamics, between con-
ditions where PI3K is inhibited and where it is not, are found
in responses to gradients and/or weaker stimuli. Responses
to these types of stimuli should be investigated experimen-
tally to further probe a possible involvement of PI3K activity
in regulating translocation dynamics.
To reproduce the PTEN translocation observed inDictyo-
stelium cells where PI3K is inhibited, however, our model
must be extended to include PI3K-independent regulation
of PTEN (or we must assume that another kinase besides
PI3K phosphorylates and inactivates PTEN). Binding to
PI(4,5)P2, which might be depleted by phospholipase C
(PLC) activity upon cellular stimulation (47,67), is a po-
tential alternative mechanism for regulating PTEN (66,68).
Such an extension of our model is the subject of current
work.
From the above discussion, it is clear that forms of regula-
tion not included in our biochemical scheme must be rele-
vant for gradient sensing. Thus, our model should be viewed
in a more general sense as a module for PI3K-mediated gra-
dient sensing. Under normal conditions, it reproduces the
enumerated characteristic responses and the discussed trans-
location dynamics. However, it must be integrated with
models of other biochemical processes to account for cellular
response under a wider range of conditions.
Steady-state assumptions and intermediate
level of detail
In our model equations, which are presented in the next sub-
section, we only explicitly consider the variables summa-
rized in Table 1. The spatiotemporal dynamics of the other
regulatory molecules in our proposed biochemical scheme
are generally less well characterized. Further, to our knowl-
edge, there are no observed delays in cellular response spe-
ciﬁcally associated with their activation. For these reasons,
we introduce the following simplifying procedure concern-
ing these regulatory molecules: kinetic equations are written
for their dynamics; time derivatives are set to zero; the re-
sulting steady-state equations are used to express their con-
centrations in terms of the variables of our model (see
Supplementary Material for more details). This procedure
has the virtues of preserving steady-state solutions as well as
many effects of translocation. Many uncertain biochemical
details no longer appear explicitly in our equations, which
are often consistent with alternatives that give rise to similar
qualitative behaviors. On the other hand, our model param-
eters are related to real cellular biochemical parameters. Thus,
we can investigate how qualitative behaviors depend on
these quantities, and whether our biochemical mechanisms
are consistent with current data (e.g., our discussion of PI3K
inhibition, above). In this way, our model is developed at an
intermediate level of detail.
TABLE 1 Model variables and uniform steady-state values in the unstimulated cell
Uniform steady-state values
Variable Meaning Scaled by Case 1 Case 2 Case 3 Case 4
Pn ¼ P3 1 P2 Sum of 39PIs thought to be important in gradient
sensing; a primary output of our model
[39PI] that saturates Loop I; results in the
relationship 1/km 1 1/kc ¼ 1 (see Eq. 1a)
0.98 4.0 0.44 2.36
Km PI3K on the membrane; generates P3 Acell [PI3K0]* 0.025 0.064 0.016 0.046
Kc* Inactive cytosolic PI3K Acell [PI3K0] 0.5/Acell 0.5/Acell 0.5/Acell 0.5/Acell
Tm PTEN on membrane; dephosphorylates 39PIs Acell [PTEN0]
y 0.1 0.054 0.15 0.071
Tc* Inactive cytosolic PTEN Acell [PTEN0] 0.5/Acell 0.5/Acell 0.5/Acell 0.5/Acell
*[PI3K0] ¼ total PI3K/Acell; Acell is the area of the cell.
y[PTEN0] ¼ total PTEN/Acell.
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Scaled equations
Our scaled model equations are based on the biochemical
scheme in Fig. 2. They are derived from a more complete set of
unscaled equations in Supplementary Material. Linear kinetics
have been assumed unless otherwise noted; any more complex
terms that appear result from our simplifying steady-state
assumptions, and are discussed. Integrals account for exchange
of translocating molecules between cytosolic pools and the
entire membrane. Because our spatial variable is normalized,
these integrals are equivalent to spatial averages (denoted Æ æX).
Generally, the parameter x is used to represent scaled
forward rate constants,l to represent backward rate constants,
and k to represent saturation concentrations and/or concen-
trations at which a term becomes effective. The parameter z is
used to represent constitutive processes acting in parallel with
the regulated processes of our model. In a lowest order
approximation, these constitutive terms account for some of
the many processes not included in our model, and for the
observation that inhibition of any single process in our model
does not generally lead to complete inactivation of the
signaling pathway. The biochemical quantities represented by
our model parameters are summarized in Table 2. Note that
many of our model parameters are combinations of concen-
trations and rate constants (see Supplementary Material).
39PI dynamics: a primary model output
The following equations describe the dynamics of the 39PIs,
PI(3,4,5)P3 (P3), and PI(3,4)P2 (P2), on the membrane:
@P3
@t
¼ x3Km
J
11Km=k3
1 z3=PITP
 
1 z3  l3P3ðTm1 z3=TÞ
1D
@
2P3
@X
2 ; (1)
where J [
Pn
Pn=km1
R 1
0
PndX=kc1 1
1 zPITP; (1a)
and Pn [ P31P2; (1b)
@P2
@t
¼ z21 l3z3=TP3  l2P2ðTm1 z2=TÞ1D
@
2
P2
@X2
: (2)
Because the feedbacks in ourmodel generally depend on the
sum of the 39PIs (Pn), which is a primary output of our model,
we have made the substitution Eq. 1b wherever possible.
In Eq. 1, the term KmJ=ð11Km=k3Þ accounts for P3 pro-
duction due to PI3K acting on PITP-bound PI(4,5)P2. This
term couples Loops I and II, and saturates at large Km because
the PITP is depleted. The factor J is proportional to the
concentration of PITP-bound PI(4,5)P2. Its form (Eq. 1a) is
obtained in the Supplementary Material by writing kinetic
equations for the molecules in Loop I (see Fig. 2), many of
whose spatiotemporal dynamics are not well characterized,
and setting their concentrations to steady state with respect to
the variables of our model. The denominator of J includes a
local term (Pn=km), which accounts for saturation of this
feedback due to depletion of membrane bound molecules, and
a global term (
R 1
0
PndX=kc [ ÆPnæX=kc), which accounts for
saturation of this feedback due to depletion of cytosolic
molecules that translocate to the membrane (in particular, the
TABLE 2 Model parameters
Parameter Equation Interpretation Value*
x3 1 Rate constant for Loop I regulated P3 production 120.0
km Pn, which begins to saturate Loop I by depleting membrane molecules 1.18–5.0
kc Pn, which begins to saturate Loop I by depleting cytosolic molecules 1.25–6.7
zPITP Rate of gP independent P3 production/rate constant for gP dependent production 0.025
k3 Km at which PI3K binding to PITPPI(4,5)P2 becomes saturated 0.05
z3/PITP Rate of PITP independent P3 production/rate constant for PITP dependent production 0.025
z3 Rate of unregulated P3 production 0.3
l3 Rate constant for P3 removal by Tm 15.0
z3/T Rate of P3 conversion to P2/rate constant for Tm-mediated removal. 0.13
z2 2 Rate of unregulated production of P2 0.02
l2 Rate constant for Tm-mediated removal of P2 8.0
z2/T Rate of unregulated removal of P2/rate constant for Tm-mediated removal 0.05
xK 3 Rate constant for unregulated Kc translocation to the membrane 0.0049–0.0076
R Ligand-induced, receptor-mediated activation, which drives translocation of Kc External
lK Rate constant for Km phosphorylation and removal from the membrane 0.73–4.2
kK Pn at which 39PI inhibition of Km return to the cytosol (Loop II) becomes effective 0.95–5.5
xT 4 Rate constant for Tc translocation to the membrane 0.019
lT Rate constant for Tm phosphorylation by Km 30.0
zT Rate of unregulated Tm return to cytosol/rate constant for Tm phosphorylation by Km 0.002
lT* 5 Rate constant for Tc* dephosphorylation in the cytosol 0.15–0.21
lK* 6 Rate constant for Kc* dephosphorylation in the cytosol 0.34–0.58
kK* Kc* for which the reaction that dephosphorylates PI3K begins to saturate 0.013
D 1, 2 Coefﬁcient of lipid diffusion in units where the circumference of the cell is 1 0.003
Acell 3b, 4a, 5, 6 Area of the cell in units where the circumference is 1 (1/4p) 1/4p
*A range is indicated for parameters that differ between the variants. Note that only the parameters kc, kK, and g0 (see Eq. 7) were used to deﬁne the variants;
differences in other parameters result from relationships between the parameters. See Supplementary Material for further discussion and speciﬁc values.
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GEF in Loop I). If the latter term dominates, then under con-
ditions where redistribution of translocating molecule keeps
ÆPnæX ﬁxed, J will vary approximately linearly with Pn, and
hence contain a term linear in P3. The degradation term in
Eq. 1 is linear in P3, as well. Then, under these conditions, we
might expect a sharp change in P3 production as Km and Tm
vary, and the balance between production and degradation
shifts. The terms, zPITP; z3=PITP; and z3 in Eq. 1 account for
constitutive production of P3, independent of the various
molecules in Loop I (see Table 2). The loss terms in Eq. 1
account for dephosphorylation of P3 at the 39 position by
PTEN (Tm) and for conversion to P2 by a phosphatase, such
as SHIP (43), whose dynamics are not included in our model
(z3=T).
Equation 2 describes P2 dynamics that follows P3 dynamics
with a slight lag. P2 is generated from P3 (1st term), as well as
from other sources (z2). The loss terms account for dephos-
phorylation of P2 at the 39 position by PTEN (Tm), and for
dephosphorylation by other phosphatases (represented by
z2=T).
In Eqs. 1 and 2, the relative values of km and kc determine
the importance of molecules in Loop I that translocate from
the cytosol to the membrane; the ratio x3/l3 is important in
determining the strength of Loop I; the ratios D/l3 and D/l2
control the effects of diffusion on spatial responses. D is the
coefﬁcient of lipid diffusion, in units where the circumfer-
ence of the cell is 1, assumed to be the same for P3 and P2.
Membrane bound PI3K: coupling to outside stimuli
To describe the dynamics of membrane bound PI3K (Km),
we write the following equation:
@Km
@t
¼ lK g  Km
11Pn=kK
 
; (3)
where g [ ðxK=lKÞðR1 1ÞKc; (3a)
and Kc ¼ 1 AcellKc 
Z 1
0
KmdX
 
=Acell: (3b)
The term g in Eq. 3 (deﬁned in Eq. 3a) represents recruit-
ment of cytosolic PI3K (Kc) to the membrane in response to
receptor activation by outside stimuli (R). R is scaled by
unregulated recruitment of PI3K to the membrane; the factor
R 1 1 thus accounts for the sum of receptor-mediated and
unregulated recruitment. Equation 3b expresses conservation
of total PI3K and is used to eliminate Kc from our equations
(total PI3K is scaled to 1); Acell is the area of our two-
dimensional model cell, equal to 1/4p in units where the
circumference of the cell is 1. The loss term in Eq. 3 repre-
sents PI3K phosphorylation and removal from the membrane
by a constitutively active kinase on the membrane, whose con-
centration is assumed to be ﬁxed and has been absorbed
into the scaled parameter, lK. The factor 1 1 Pn=kK in the
denominator accounts for the feedback in Loop II by de-
creasing the rate of removal of PI3K from the membrane
with increasing Pn. Such a factor can be derived by assuming
that 39PIs recruit molecules to the membrane that bind sto-
chiometrically to PI3K, preventing PI3K from returning to
the cytosol (by stabilizing PI3K on the membrane and in-
hibiting the kinase that phosphorylates it). The concentration
of these molecules, and their complex with PI3K, are set to
steady state with respect to our model variables. The fraction
of PI3K on the membrane that is free to return to the cytosol
is then proportional to ð1 1 Pn=kKÞ1 (derived in the Sup-
plementary Material). This factor becomes important only
when Pn ; kK: Thus, the magnitude of kK determines the
effectiveness of Loop II in signal ampliﬁcation.
PTEN dynamics: amplifying the effects of PI3K
The following equations describe the dynamics of PTEN on
the membrane (Tm), and of the fraction of total PTEN con-
centration that is cytosolic and phosphorylated (Tc*):
@Tm
@t
¼ xTTc  lTTmðKm1 zTÞ; (4)
where Tc ¼ 1 AcellTc 
Z 1
0
TmdX
 
=Acell; (4a)
@Tc
@t
¼ lT
Z 1
0
TmKmdX=Acell  lTTc : (5)
The ﬁrst term in Eq. 4 accounts for constitutive recruit-
ment of cytosolic PTEN (Tc) to the membrane with rate con-
stant, xT. Equation 4a expresses conservation of total PTEN
and is used to eliminate Tc from our equations (total PTEN
is scaled to 1). The loss term represents PTEN removal from
the membrane by PI3K-mediated phosphorylation (Km), as
well as constitutive removal (zT). In Eq. 5, the ﬁrst term
accounts for phosphorylation of PTEN over the entire mem-
brane and subsequent return to the cytosol. The loss term
represents dephosphorylation of PTEN in the cytosol, which
is constitutive with rate constant lT*. These equations repro-
duce a Tm dynamics inverse to Km dynamics, enhancing the
effects of Loop II. Other regulatory mechanisms would have
a similar effect if their kinetics paralleled that of PI3K trans-
location.
Cytosolic/inactive PI3K: adaptation
We write the following equation for the fractional concen-
tration of PI3K that is cytosolic and phosphorylated/inactive
(Kc*):
@K

c
@t
¼ lK
Z 1
0
Km
11Pn=kK
dX
Acell
 lK
lK
 
K

c
kK 1K

c
 
: (6)
The ﬁrst term in Eq. 6 represents phosphorylation of PI3K
over the entire membrane. We have chosen parameters such
that the reaction that dephosphorylates PI3K in the cytosol
(2nd term) is saturated (Kc*  kK*). This ensures that, at
steady state, we have the following relation (which results
from averaging Eq. 3 over the entire membrane, combining
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with Eq. 6, and replacing the integral with an equivalent
spatial average):
ÆgæX [ ðxK=lKÞðÆRæX1 1ÞKc
¼ Km
11Pn=kK
 
X
;
AcelllK
lK
[ g0 ¼ constant: (7)
Thus, adaptation to the average stimulus occurs in our
model because PI3K is phosphorylated over the entire mem-
brane, depleting the shared cytosolic pool of unphosphory-
lated PI3K (Kc), such that g always return to g0 (discussed
further below).
Modular structure and driving parameter
Equations 1–5 describe positive feedback (Loops I and II),
and can be considered to constitute an ampliﬁcation module;
Eq. 6 represents negative feedback (Loop III), and consti-
tutes an adaptation module. The parameter g (deﬁned Eq. 3a)
is interpreted as a driving parameter. It serves both to couple
these modules to each other and to couple the entire system
to outside stimuli. The LI model is based on a similar mod-
ular structure, as is a more recent variation (69).
This signaling network might function in gradient sensing
as follows: receptor activation increases the local value ofR,
and hence the local value of g (Eqs. 3 and 3a), recruiting
PI3K to the membrane and driving the ampliﬁcation module
(Eqs. 1–5). PI3K on the membrane is then phosphorylated
and returns to the cytosol (Eq. 6). The pool of PI3K that is
free to return to the membrane (Kc), and hence the value of g,
drops. IfR is uniform, g returns to g0 everywhere (see Eq. 7)
and the cellular response returns to baseline. Thus, we
interpret g0 as setting the baseline state of the cell. If there is
a gradient inR, g will remain elevated at the front of the cell,
where R is above its average value, ÆRæX: If g0 is set
appropriately, the ampliﬁcation module will still be driven in
this region, but not at the back of the cell where R is below
ÆRæX and g has dropped below g0.
Model variants and parameters
A highly nonlinear response of our ampliﬁcation module,
and the possibility of multiple steady states, is expected if
both Loops I and II become strongly activated upon cellular
stimulation. If depletion of translocating molecules saturates
either of these loops we expect qualitative differences in
responses to uniform stimuli and to gradients, where these
molecules can redistribute between the front and back of
the cell. To investigate these possibilities, we generate four
variants of our model by adjusting the parameter kK (Eq. 3),
which controls the effectiveness of Loop II in signal am-
pliﬁcation, and the parameter kc (Eqs. 1 and 1a), which
controls the degree to which cytosolic depletion saturates
Loop I. The resulting differences in the ampliﬁcation modules
of our variants are schematized in Fig. 3. Other model pa-
rameters have been set empirically to reproduce character-
istic responses seen in Dictyostelium, as most have not been
directly measured.
The uniform steady-state values of our model variables,
which are used to initialize our simulations for each variant,
may be found in Table 1; parameter values may be found in
Table 2; considerations involved in setting them are dis-
cussed in the Supplementary Material. Characteristics of our
model variants are summarized in Table 3 and discussed
below together with relationships to other models in the
literature.
Case 1
Coupled positive feedbacks do not result in multiple steady
states for any stimulus, and redistribution of signaling mole-
cules does not signiﬁcantly contribute to response ampliﬁ-
cation. We expect this variant to share features with the LI
model.
FIGURE 3 Model variants. Depicted elements of the model’s ampliﬁca-
tion module are adjusted to deﬁne our model variants; thickness of arrow
indicates strength of feature. When Loops I and II are sufﬁciently activated
upon cellular stimulation, coupled positive feedbacks can result in multiple
steady states (as in Cases 3 and 4). If translocation (Trans.) is important for
ampliﬁcation, then redistribution of molecules between the front and back of
the cell can enhance responses to gradients (as in Cases 2 and 4).
TABLE 3 Characteristics of model variants
Case 1 Case 2 Case 3 Case 4
Relating to coupled positive feedbacks:
Multiple steady states in response to
gradients
No No Yes Yes
Responses to gradients depend on
how the stimulus was applied
No No Yes Yes
Highly polarized response to small
gradients requires overcoming
a stimulus threshold
No No Yes No
Uniform state is unstable to small
perturbations
No No No Yes
Relating to translocation:
Strong responses to uniform stimuli,
comparable to responses to
gradients
Yes No Yes No
A cytosolic factor is signiﬁcantly
depleted in uniform responses
No Yes No Yes
Redistribution of translocating
molecules enhances responses
to gradients
No Yes Somewhat Yes
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Case 2
Multiple steady states are absent. Upon global stimulation,
the ampliﬁcation module depletes cytosolic molecules, and
the response saturates; in response to gradients, however,
these molecules are redistributed from the back to the front of
the cell, stabilizing and enhancing the polarized response.
This variant’s ampliﬁcation module shares features with the
PvH model.
Case 3
Coupled positive feedback in Loops I and II is sufﬁcient to
produce multiple steady states. The ampliﬁcation module
efﬁciently ampliﬁes responses to uniform stimuli as well as to
gradients, but some redistribution of translocating molecules
between the front and back of the cell is necessary to stabilize
polarized responses against diffusion. In a shallow gradient of
stimulus, the cell can be either in a slightly or highly polarized
state; switching between these states requires overcoming
a threshold in stimulus. Thus, the steady-state response of the
cell depends on the history of the applied stimulus, as well as
on its current value. We expect this variant to share features
with the NSL model (as well as Meinhardt’s formulation,
(30)), where strong polarization requires overcoming a stim-
ulus threshold and, under some conditions, cellular responses
can persist after the stimulus is removed.
Case 4
As in Case 2, responses to uniform stimuli are weak due to
depletion of cytosolic molecules. However, redistribution of
translocating molecules in response to a gradient enhances
ampliﬁcation due to coupled positive feedbacks, and results
in multiple steady states. The uniform state of the cell is un-
stable. A slight gradient will induce a highly polarized state,
which is stable and can persist when the stimulus is removed.
This variant shares features with the NSL and Meinhardt
models, as well.
NUMERICAL TECHNIQUES
We converted our system of PDEs to a system of ODEs by
discretizing our spatial coordinate with equally spaced points
and using a ﬁnite difference approximation for diffusion
terms. We solved the system using an Euler method, treating
diffusive terms in our equations implicitly and reaction parts
explicitly (70). The accuracy of our results was checked by
varying the time step (h) and number of spatial points (N) by
a factor of 2. Deviations between simulations with different h
and N were always ,0.2% (generally signiﬁcantly less) for
all the patterns of stimulus that were tested.
To characterize polarized distributions of signaling mol-
ecules such as Pn, we deﬁne the relative polarization as
PfPng ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðCfPngÞ21 ðSfPngÞ2
q
=ÆPnæX; (8)
where CfPng [ +N1j¼0 PnðXjÞcosð2p XjÞ; SfPng [ +
N1
j¼0
PnðXjÞsinð2p XjÞ; and ÆPnæX [ +N1j¼0 PnðXjÞ=N: We deﬁne
the direction of polarization of the distribution as
ufPng ¼ tan1ðSfPng=CfPngÞ; (9)
np (n ¼ integer) is added or subtracted appropriately so that
u changes continuously during the course of a simulation.
We then deﬁne the angular velocity of rotation of the distri-
bution by
VfPng ¼ @ufPng
@t
: (10)
MODEL CHARACTERIZATION
Ampliﬁcation modules
The different features of each variant’s ampliﬁcation module
(Eqs. 1–5) are depicted in Fig. 3, where the strength or
importance of an element is indicated by the thickness of the
corresponding arrow. To analyze these differences, we cal-
culate steady-state solutions of Eqs. 1–5 at ﬁxed values of the
driving parameter, g (see Eq. 3a), for each variant. This is
equivalent to analyzing the steady-state response of our
model without adaptation; the results obtained are suggestive
of the differences in response that will be found later when
the full system of equations is considered. To further simplify
our analysis, we neglect diffusion and make the assumptions
that follow concerning the integrals in our equations. Asmen-
tioned, these integrals are equivalent to spatial averages.
If the stimulus is uniform then g will vary uniformly, as
will the response of the ampliﬁcation module; then averages,
corresponding to the integrals in our equations, will be equal
to their values at any point on the membrane. These solutions
are represented by the solid curves in Fig. 4 a. Notice that for
Cases 2 and 4, due to depletion of cytosolic molecules at
higher g, the steady-state response of the ampliﬁcation mod-
ule is less sharp than it is for Cases 1 and 3. The curve for
Case 3 shows multiple steady states for a small range of g,
due to the simultaneous activation of Loops I and II. These
solid curves suggest differences in the responses of each var-
iant to uniform stimuli, where g increases transiently and
then returns to baseline.
To analyze steady-state responses to nonuniform g, we ﬁx
averages and cytosolic concentrations in our equations at the
values determined by the circled points on the solid curves
in Fig. 4 a. This corresponds to analyzing the response of
the ampliﬁcation module at a single point on the membrane
where concentrations everywhere else are held ﬁxed at
uniform steady-state solutions for ﬁxed g (variations at a
single point on the membrane will not affect averages or
cytosolic concentration). Solutions are represented by the
dashed curves in Fig. 4 a. Their slope, near their intersections
with the solid curves, is an important determinant of steady-
state cellular response to a gradient in R (which generates a
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gradient in g). The dashed curves double back on themselves
more strongly for Cases 3 and 4 than they do for Cases 1 and
2. This suggests the possibility of multiple steady states in
response to nonuniform g, resulting from the simultaneous
activation of coupled positive feedbacks. For Cases 2 and 4,
the solid curves differ from the dashed curves more signiﬁ-
cantly at their intersections—though the uniform response of
the ampliﬁcation module is relatively weak for these Cases,
the response at a point can be quite sharp. This difference
reﬂects the greater importance of translocating molecules in
amplifying responses to nonuniform g.
Constraints on baseline
From the curves in Fig. 4 a it is clear that, in order for each
variant to reproduce the characteristic behaviors of gradient
sensing, there must be different constraints on the baseline
state of the cell, as determined by g0 (see Eq. 7). If the cell is
to adapt to all uniform stimuli, g0 should not be set in the
bistable region of the solid curves in Fig. 4 a. Additionally, if
there is to be a sharp cellular response to small gradients in
R, g0 should be set to a value where response to nonuniform
g, which is approximated without diffusion by the dashed
curves in Fig. 4 a, is sharp.
To investigate constraints on g0, we simulate cellular
response to a static, spatially linear gradient in R, using the
full set of equations (1–6); g0 is varied by appropriately
adjusting lK* and xK (see Eq. 7). In Fig. 4 b, we plot the
normalized polarization that results (see caption), as a func-
tion of the normalized baseline parameter, g˜0 [ g0=gi;
i 2 f1; 2; 3; 4g where gi is the ﬁxed value of g0 for variant i,
which is used in subsequent simulations. Note that the values
of gi have been chosen such that for each curve the polarized
response at g˜0 ¼ 1 is nearly optimal.
For Cases 1 and 3, the peak response in Fig. 4 b is con-
strained to a narrow range of g. This indicates that for strong
responses to relatively weak gradients, g0 must be set very
near an ampliﬁcation threshold for the uniform response of the
ampliﬁcationmodule (compare the positions of the peaks here
to the solid curves in Fig. 4 a), but robust to perturbations in
many other model parameters. The restriction of g0 to a nar-
row range of values suggests that in the development of cells
that sense gradients by these mechanisms there must exist
homeostatic mechanisms that maintain the baseline state near
such a threshold. Levchenko and Iglesias, as well, have found
responses to gradients to be sensitive to variations in param-
eters that set the baseline state of the cell.
Cases 2 and 4, on the other hand, rely on redistribution of
signaling molecules between the front and back of the cell to
amplify responses to gradients. These cases merely require
that g0 be high enough for a large fraction of these molecules
to be on the membrane in the unstimulated cell (this fraction
increases with
R 1
0
PndX ¼ ÆPnæX;which appears in Eqs. 1 and
1a; see also SupplementaryMaterial). Note that for Case 3, the
depicted jump in response represents a discontinuity, corre-
sponding to a bifurcation, though only the more polarized
steady state is depicted. Postma and Van Haastert have also
demonstrated enhanced responses to gradients with a high
baseline concentration of translocatingmolecule on the mem-
brane.
FIGURE 4 (a) Ampliﬁcation modules.
Equations 1–5, representing our model’s
ampliﬁcation module, are solved for
steady state at ﬁxed values of the driving
parameter, g, neglecting diffusion. Solid
curves representuniformresponses.Dashed
curves represent responses at a single
point on the membrane, where other
concentrations are held ﬁxed at uniform
steady-state values determined by the
circled solutions on the solid curves.
g˜ [ g=gi; i 2 f1; 2; 3; 4g is the normal-
ized driving parameter, where gi is the
value of g0 that sets the baseline for
Case 1 (see Eq. 7). (b and c) Restrictions
on parameters. Steady-state solutions of
Eqs. 1–6, calculated with the stimulus
given by: fR ¼ 0; ðt , 0Þ; R ¼ S 1
Gð11SÞ cosð2p XÞ; ðt . 0Þg; where S ¼
2 and G ¼ 0.05. P˜ ; PfPng is the
relative polarization of the 39PI distribu-
tion (deﬁned Eq. 8), normalized by the
value calculated when all parameters are
set at the ﬁxed values used in subsequent
simulations (given in Supplementary
Material). To investigate restrictions on
baseline, g˜0 [ g0=gi is varied (b). To investigate restrictions on diffusion length, L˜2[L2=L20 is varied; L0 is the ﬁxed value of L used in subsequent
simulations (which is the same for all cases) (c).
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Constraints on diffusion length
Under conditions where Fig. 4 a suggests a possible bistable
response to some patterns of R, diffusion can destabilize
nonuniform steady-state solutions, and cellular response
might depend sharply on the relative value of the coefﬁcient
of lipid diffusion (D) in our equations. More speciﬁcally,
steady-state proﬁles depend on the ratio L2 [ D=l; where l
is a degradation rate constant and L2 can be thought of as the
squared length that a lipid may diffuse before being de-
graded, per unit concentration of degrading enzyme. Postma
and Van Haastert have also analyzed the importance of dif-
fusion length in their model, though it does not include mul-
tiple steady states.
In Fig. 4 c we vary D, thereby varying L˜2 [ L2=L20; L20 is
the value of L2 used in subsequent simulations, which was
the same for all variants (corresponding to on the order of 5%
of the cell’s circumference). Again, we plot the normalized
polarization of the 39PI distribution in response to a static
gradient, applied such that the more polarized steady state
results in cases where multiple steady states are possible.
Notice that L˜2 ¼ 1 is in the regime where, for each variant,
diffusion has a similarly signiﬁcant effect on the polarized
response of the cell. For Case 3, however, the highly polar-
ized state becomes unstable and is abruptly lost as L˜2
increases (the discontinuity in the curve represents a
bifurcation). Although multiple steady states exist for
Case 4 as well, the highly polarized state remains stable, as
reﬂected by the continuous curve.
RESULTS
How well does each model variant account for the char-
acteristic behaviors of gradient sensing, and how might the
variants be distinguished? To investigate this we simulate
cellular response to uniform stimuli, to static gradients, and
to rotating gradients. The full system of equations (Eqs. 1–6)
is used, together with the ﬁxed parameter values that deﬁne
each variant (given in Table 2 and Supplementary Material).
Differences between the model variants are seen most clearly
in dose-response curves for these simulations, which high-
light transitions in cellular response. We use these results to
deﬁne criteria that distinguish between the modes of gradient
sensing illustrated by our model variants.
Uniform stimulus
Fig. 5 a illustrates a transient response to a uniform step
stimulus applied at t ¼ 0. Time courses were qualitatively
similar for all cases (Case 4 is depicted). R is increased
suddenly, producing an increase in g, which then returns to
baseline. The concentrations of 39PIs and PI3K on the mem-
brane (represented by the scaled variables Pn and Km)
increase transiently, whereas the concentration of membrane
bound PTEN (Tm) decreases. The peak response, quantiﬁed
by (Pn)max, increases as the size of the step in R increases,
and occurs on a similar timescale to adaptation of g. The
timescale for adaptation increases as the step size decreases,
the effect being more pronounced for Cases 1 and 3 than for
Cases 2 and 4 (data not shown).
In Fig. 5 b, we summarize the results for peak responses to
uniform stimuli of magnitude measured by the parameter, S,
with a dose-response curve for each variant. Responses are
weaker for Cases 2 and 4 than for Cases 1 and 3, due to de-
pletion of cytosolic molecules, consistent with the weaker
uniform response of their ampliﬁcation modules (Fig. 4 a,
solid curves). However, whereas all of the curves show quan-
titative differences, they are qualitatively similar— continuous
and monotonically increasing.
Static gradients
Fig. 6 a illustrates the simulated steady-state proﬁle of a cell
in a spatially linear gradient of stimulus (Case 4 is depicted,
though all of the cases show qualitatively similar proﬁles).
The steady-state relative polarization of the 39PI distribution
for each variant (see Eq. 8), in response to gradients whose
strength is measured by the parameter G (see caption), is
given in Fig. 6 b. Gradients are applied together with, or after
adaptation to, a uniform stimulus. All of the variants show
a strong relative polarization in response to relatively weak
gradients.
FIGURE 5 Response to a uniform step
stimulus applied at t ¼ 0 : fR ¼ 0;
ðt , 0Þ; R ¼ S; ðt . 0Þg: (a) Sample time
course for Case 4, S ¼ 2 (time courses for
other cases were qualitatively similar). All
quantities marked by a tilde are normalized
by their values before t ¼ 0. (b) The nor-
malized peak 39PI concentration, (Pn)max,
recorded for each variant as a function of
the step size, S, in a dose-response curve.
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For Cases 3 and 4, a discontinuity in the dose-response
curve indicates the existence of multiple steady states,
highlighting the effects of coupled positive feedbacks, and
distinguishing these cases qualitatively from Cases 1 and 2
(the discontinuity for Case 4 is at zero gradient). For Case 3,
a threshold in stimulus must be overcome to induce a highly
polarized response to small gradients. This is achieved if the
gradient is applied together with a sufﬁcient uniform
stimulus (black curve). Otherwise, the response at small
gradients remains weakly polarized (gray curve). For Case 4,
the uniform state is unstable to arbitrarily small gradients and
no such threshold needs to be crossed; other steady-state
solutions are not plotted for Case 4.
Rotating gradients
Investigation of responses to rotating gradients (qualitatively
investigated experimentally by Parent and Devreotes (32))
may provide insight into the functioning of each variant in
natural settings, where stimuli vary in both space and time.
To simulate such responses we ﬁrst applied a static linear
gradient together with a uniform step stimulus, and allowed
the polarized distribution of signaling molecules to equili-
brate. We then began to rotate the gradient at t ¼ 0 with
different periods of rotation, T. The space/time plots in Fig. 7
a record Pn as a grayscale value in sample time courses. The
initial gradient is in the direction marked by X¼ 0 and 1 (the
normalized spatial variable, X, is periodic); time is measured
relative to T (in revolutions); Pn values are normalized by the
peak Pn value before gradient rotation.
The ﬁrst time course, labeled T¼ 150 s, represents cellular
response under conditions of slow gradient rotation. The
shape of the Pn distribution remains relatively steady, and its
direction follows that of the gradient with a slight lag (the
grayscale pattern keeps its shape and is translated diagonally
with a period of 1). Time courses are qualitatively similar for
all cases under these conditions (Case 4 is depicted).
Sample time courses are also given for shorter T, where
the model variants demonstrate different kinds of failure in
gradient following. For Cases 1 and 2, the polarized distri-
bution becomes gradually washed out; the weakly polarized
steady-state distribution that results eventually follows the
direction of gradient rotation. Case 3 suddenly becomes de-
polarized when gradient rotation becomes too fast to follow.
Case 4 remains polarized near its initial direction, turning
toward the direction of the gradient whenever it is close to
the direction of polarization; an oscillatory steady-state be-
havior results.
For each time course, we calculated the polarization of
the 39PI distribution (Eq. 8) normalized by its value at
t ¼ 0 ðP˜ðtÞÞ; and the angular velocity of its direction (Eqs. 9
and 10) normalized by the angular velocity of gradient
rotation (V˜ðtÞ). P˜ ¼ 1 indicates that the polarized distribu-
tion remains stable during the gradient rotation; V˜ ¼ 1 in-
dicates that the direction of polarization follows the gradient
perfectly (with a slight lag). For each T, we characterize the
cellular response by recording the steady-state quantities, P˜s
and V˜s; which are long-time averages of P˜ðtÞ and V˜ðtÞ, re-
spectively. If no signiﬁcant oscillations occur, the long-time
value of the lag in the direction of polarization, behind that of
the gradient, is recorded (uL, measured in revolutions, for
Cases 1–3). When steady oscillations in P˜ðtÞ and V˜ðtÞ do
occur, the long-time value of the amplitude of oscillations in
polarization direction about the average motion is recorded
(denoted uo, measured in revolutions, for Case 4). Resulting
dose-response curves to gradients rotating with different
periods are given in Fig. 7 b.
For Cases 1 and 2, at shorter T, the Pn distribution be-
comes increasingly depolarized during an initial transient,
after which following becomes perfect (V˜s ¼ 1). For Case 3,
the highly polarized distribution becomes destabilized if it is
not sufﬁciently aligned with the direction of the gradient, as
occurs when the rotation becomes too fast to follow. The
FIGURE 6 Steady-state response to
a static, spatially linear gradient. The
stimulus is deﬁned by: fR ¼ Si; ðt , 0Þ;
R ¼ Sf 1 Gð11 SfÞcosð2p XÞ; ðt. 0Þg
where G ¼ rcð@g=@ZÞ=ÆgæX is a measure
of the relative strength of the gradient,
Z ¼ rccosð2p XÞ is the coordinate across
the cell in the direction of the gradient,
and rc is the radius of the cell. Sf¼ 2; Si is
taken as 0 or 2, depending whether the
gradient is applied together with, or after
equilibration to, a uniform stimulus (this
is only labeled for Case 3, as responses of
other cases are independent of Si). (a)
Sample proﬁle in a 5% relative gradient
(G ¼ 0.05). Case 4 is depicted (proﬁles
for all cases were similar). (b) The
relative polarization of the 39PI distribu-
tion, PfPng (deﬁned Eq. 8), recorded for
each variant as a function of the relative
gradient, G, in a dose-response curve.
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sharp drop in P˜s at shorter T is a discontinuity, and represents
a bifurcation where the highly polarized distribution can no
longer rotate stably at the frequency of gradient rotation; if
the simulation is initialized in the weakly polarized state (that
is, the gradient is applied without a sufﬁcient uniform
stimulus; see previous subsection), there is no discontinuity
in the dose-response (not shown). Applying a weaker gra-
dient resulted in destabilization of the highly polarized
steady state at longer T, whereas a stronger gradient results in
a highly polarized state that is stable at shorter T. For a
sufﬁciently strong gradient, Case 3 no longer demonstrates
a bistable response to static gradients (see Fig. 6 b), and re-
sponses to rotating gradients become similar to Case 1 (not
shown). For Case 4, the polarized distribution remains stable
when gradient rotation becomes too fast to follow, and an
oscillatory motion results. The transition from gradient-
following to oscillatory behavior occurs abruptly, and is
indicated by the sharp drop in V˜s at shorter T. Similar to Case
3, efﬁcient gradient following continues at shorter T if a
stronger gradient is used (not shown).
These simulations indicate that differences between our
model variants are most apparent in the characteristics of
transitions in response that occur when gradient rotation
becomes too fast to follow. The observed differences do not
imply that one variant functions more efﬁciently than the
others; rather, each might have a different utility to any given
cell types. In particular, these simulations demonstrate that
under conditions where a bistable response is possible and
the polarized response could potentially ‘‘get stuck’’ in an
initial direction (as in Cases 3 and 4), the direction of
polarization can still turn to follow a slowly rotating gradient.
Although the simulations analyzed thus far are designed to
probe the roles of coupled positive feedbacks and trans-
location in gradient sensing, we note that other types of dy-
namic simulations and experiments could be useful to further
analyze our model, or to investigate other relevant bio-
chemical/biophysical mechanisms (see, for example, Rappel
et al. (19) and Subramanian and Narang (71)).
Deﬁning criteria
We have already seen in Fig. 6 b that Cases 3 and 4 can be
distinguished based on discontinuities in their dose-response
curves to gradients, with possible dependence on application
FIGURE 7 Responses to rotating gra-
dients. Unstimulated cells are ﬁrst polar-
ized in a static gradient deﬁned by R ¼
S 1 Gð1 1 SÞcosð2p XÞ; where S ¼ 2
and G ¼ 0.075. After cellular equilibra-
tion occurs, the gradient begins to rotate
(at t ¼ 0) and the stimulus is given by
R ¼ S 1 Gð1 1 SÞcosð2pðX  t=TÞÞ;
where T is the period of rotation. (a)
Sample time courses of the Pn distribu-
tion are plotted as grayscale values,
normalized by the peak Pn value before
gradient rotation. The spatial variable X,
is periodic, and t/T measures time in
gradient rotations. T ¼ 150 s (Case 4)
illustrates efﬁcient following of a slowly
rotating gradient, as indicated by the
steady diagonal translation of the gray-
scale pattern, with a period of 1 (re-
sponses for other cases were similar). (b)
Quantities that characterize the response
are recorded as a function of T. P˜s and
V˜s are long-time averages of P˜ðtÞ ¼
PfPnðtÞg=PfPnð0Þg and V˜ðtÞ ¼
VfPnðtÞgðT=2pÞ; which represent nor-
malized polarizations and angular veloc-
ities of the 39PI distribution, respectively
(see text and Eqs. 8–10). uL is the long-
time value of ufPnðtÞg=2p  t=T and
measures the lag of the polarization angle
behind that of the gradient for Cases 1–3;
uo measures half the range of ufPnðtÞg=
2p  V˜st=T during the time after oscil-
lations become steady for Case 4;
ufPnðtÞg measures the direction of po-
larization of the Pn distribution (see Eq.
9).
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of a uniform stimulus (differences are also clear in the dose-
response curves to rotating gradients, as seen in Fig. 7 b).
The distinct behaviors illustrated reﬂect the different roles
played by coupled positive feedbacks in signal ampliﬁcation.
Comparison of the results in Figs. 5 b and 6 b suggests that in
cases where translocation plays a signiﬁcant role in stab-
ilizing responses to gradients, a measure of the slope of the
dose-response curve for gradients will be signiﬁcantly greater
than the slope for responses to uniform stimuli. Such a com-
parison is necessarily empirical and model dependent, as it
requires accounting for the dynamic nature of responses to
step stimuli, and for diffusive dissipation in responses to gra-
dients. We formalize this comparison in Table 4. The given
criteria distinguish between the four ‘‘modes’’ of gradient
sensing, whose qualitative behaviors have been illustrated by
the corresponding model variants.
Parameter space structure
To test whether the criteria in Table 4 can be applied to cells
with unknown biochemical parameters, and to investigate the
structure of our model’s parameter space, we systematically
varied two key parameters that had been used to specify our
model variants: kK, which adjusts the effectiveness of Loop II
in response ampliﬁcation (see Eq. 3), and 1/kc, which de-
termines the degree to which cytoplasmic depletion in Loop I
saturates the ampliﬁcation module (see Eqs. 1 and 1a). For
each combination of kK and kc, g0 was chosen to optimize the
polarization of the 39PI distribution in response to a small
gradient, as our analysis in Fig. 4 b had suggested that this is
important for efﬁcient gradient sensing. All other parameters
were ﬁxed at the values used in previous simulations (given in
Table 2 and Supplementary Material).
For each combination of parameters, we generated dose-
response curves to uniform stimuli and to gradients applied
together with, and after equilibration to, a uniform stimulus.
The criteria in Table 4 were applied. The results are sum-
marized in Fig. 8 a, where the numbers label regions on this
surface in parameter space according to the mode of gradient
sensing that best characterizes the simulated responses. An
asterisk (*) in a region marks the combination of parameters
used to deﬁne the corresponding model variant. Regions that
gave ambiguous results with respect to translocation were
labeled 39 or 49 if they met criteria for Modes 3 or 4 with
respect to coupled positive feedbacks, and 19/29 otherwise
(our criteria relating to coupled positive feedbacks alone do
not distinguish between Cases 1 and 2). If the relative
polarization in response to a gradient deﬁned by G ¼ 0.05
was ,0.4 (about half the average value calculated for our
model variants; see Fig. 6 b), the region was labeled as
‘‘weakly polarized’’. We also simulated responses to a rotat-
ing gradient with a period of 150 s. Regions were labeled as
‘‘poorly following’’ if either the steady normalized polari-
zation or angular velocity was below 0.6 (see Fig. 7). In these
regions of inefﬁcient gradient sensing, we did not apply our
criteria.
In Fig. 8 a, we see that decreasing kK (which increases the
effectiveness of Loop II) leads to transitions to modes with
successively higher gain in response. For example, de-
creasing kK at 1/kc ¼ 0.5 results in the sequence of
transitions: ‘Weakly polarized’/ Mode 2/ Mode 4/
Mode 49/Mode 39/ ‘Poorly following’. Increasing 1/kc
leads to transition to modes where redistribution of trans-
locating molecules makes coupled positive feedbacks more
effective in responses to gradients. For example, decreasing
1/kc at kK¼ 3 results in the sequence of transitions: ‘Weakly
polarized’/Mode 19/29/Mode 2/Mode 4. In general,
transitions between modes that differ in the roles played by
coupled positive feedbacks are sharp (indicated by a bold
line), whereas transitions between modes that differ in the
importance of translocation pass through regions of pa-
rameter space whose qualitative behavior is ambiguous
(labeled 19/29, 39, or 49). Further, the regions where each
variant functions efﬁciently might be narrow in some
directions, suggesting constraints on parameters.
The qualitative results of varying other model parameters
can be similarly understood, based on the degree to which
they adjust the strength of positive feedbacks and the im-
portance of translocating molecules in our model. As an
example, we have varied the parameter zT in Eq. 4. This
adjusts the importance of constitutive removal of PTEN from
the membrane. Larger zT means a less signiﬁcant inverse
translocation of PTEN from the membrane in response to
external stimuli, making Loop II less effective. Beginning
with the set of parameters that deﬁnes Case 1, zT and
1/kc were varied to generate Fig. 8 b, in the same way that
Fig. 8 a was generated. To maintain a similar baseline value
of Tm when zT was varied, lT was adjusted such that
lTðKm11zTÞ ¼ constant, where Km1 is the value of Km in the
unstimulated cell for Case 1.
Comparing the structures in Fig. 8, a and b, we see that
similar transitions result when kK is decreased (panel a) or
TABLE 4 Criteria for distinguishing modes of gradient sensing
Mode 1 Mode 2 Mode 3 Mode 4
Relating to coupled positive feedbacks:
Discontinuity in dose-response
to gradients
No No Yes Yes
Dependence of gradient
dose-response on simultaneous
application of a uniform stimulus
No No Yes No
Relating to translocation:
Responses to uniform stimuli
comparable to responses to
gradients*
Yes No Yes No
*We consider responses to uniform stimuli and to gradient stimuli to be
comparable if G ð@Þ=@SðPnÞmax
 
max
. 0:4PfGg, not comparable if
G ð@Þ=@SðPnÞmax
 
max
, 0:2PfGg, and ambiguous otherwise. S speciﬁes
a uniform stimulus and (Pn)max quantiﬁes the peak response, as in Fig. 5; G
speciﬁes a gradient stimulus, and PfGg quantiﬁes the polarized response,
as in Fig. 6. G ¼ 0.05 was used.
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when zT is decreased (panel b). Thus, we might expect that
their simultaneous variations can compensate for each other.
This is demonstrated in Fig. 8 c, where we see that de-
creasing kK while appropriately increasing zT often result in
the same mode of gradient sensing (other parameters were
set as in Case 4). Similar results were found for variations of
other parameters, such as k3, which adjusts the value of Km
for which binding of PI3K to the PITP becomes saturated
(results not shown).
SUMMARY AND DISCUSSION
We have developed a model of eukaryotic gradient sensing
at an intermediate level of detail. The model is based on a
scheme of 39PI signaling thought to be important in che-
motaxis of highly motile cells such asDictyostelium and neu-
trophils. By appropriately adjusting parameters, we deﬁned
and analyzed four variants of our model, whose qualitative
features are summarized in Table 3. Our variants differ in
whether coupled positive feedbacks lead to multiple steady
states, and whether redistribution of molecules that trans-
locate from the cytosol to the membrane leads to signiﬁcant
differences in responses to uniform stimuli and to gradients.
We expect these possibilities to be available to any gradient
sensing cell.
Each of our model variants accounts for the characteristic
behaviors of gradient sensing enumerated in our Introduc-
tion. Experimentally, these are generally elicited by strong
stimuli, such as a saturating uniform dose of chemoattractant,
or a steep gradient (e.g., generated by a pipette that leaks
chemoattractant close to the cell). Our simulations suggest
that each variant behaves differently under conditions where
the gradient sensing response begins to fail. For example:
when a uniform stimulus becomes too small to elicit an ob-
servable response; when a gradient is too small to produce a
highly polarized response; or when the pipette in a rotating
gradient experiment begins to move too quickly for the cell
to follow. These transitions, from efﬁcient gradient detection
to failure, are best observed in dose-response experiments
(Figs. 5–7).
Based on differences in simulated dose-response experi-
ments to uniform stimuli and to gradients of different
strengths (Figs. 5 and 6), we have deﬁned criteria that de-
termine whether a cell with unknown biochemical param-
eters makes use of a mode of gradient sensing illustrated by
one of our model variants (Table 4). Using these criteria, we
have characterized several surfaces in the parameter space of
our model by determining which mode of gradient sensing
best describes the behavior at each point (Fig. 8). Because
our criteria depend on qualitative differences in response,
rather than particular details of our model, we expect them
to be applicable as well to other gradient sensing cells that
display characteristic behaviors, and to analyzing models
based on other biochemical schemes.
Our analysis of cellular response to rotating gradients (Fig.
7) suggests that the differences that deﬁne our variants
have consequences for cellular behaviors in natural settings,
where chemotactic stimuli vary in both space and time. For
example, Cases 1 and 2 always follow a rotating gradient
perfectly, their polarization gradually weakening for fast
rotations. The polarized response for Case 3 can be turned on
and off by strong stimuli that change quickly. Case 4 remains
persistently polarized in an initial direction when the gradient
changes quickly. Each type of behavior might have a dif-
ferent utility for the cells that use them. These differences
would inﬂuence, for example, the patterns formed during
Dictyostelium aggregation, and the population dynamics of
neutrophils migrating to a source of infection.
FIGURE 8 Partitioning of parameter space. Parameters affecting the roles of coupled positive feedbacks and translocation are varied. Criteria in Table 4 are
applied to simulation results, as described in the text, and regions of parameter space are labeled by the mode of gradient sensing that best characterizes the
results. An asterisk (*) in a region labels parameter values used to deﬁne the corresponding model variant. Regions where results are ambiguous with respect to
translocation are labeled 39 or 49 if they meet criteria for Modes 3 or 4 with respect to coupled positive feedbacks, and 19/29 otherwise. Bold lines mark
bifurcations, and separate behaviors with different steady-state properties. Dashed lines separate regions of efﬁcient and inefﬁcient gradient sensing. (a) kK and
kc, are varied. Decreased kK means that feedback in Loop II is more effective; increased 1/kc means that translocation is more signiﬁcant in amplifying
responses to gradients. (b) 1/kc and zT are varied, starting with the combination of parameters used to deﬁne Case 1, as described in the text. Greater zT means
that PTEN translocation in response to outside stimuli is less signiﬁcant and the feedback in Loop II is weakened. (c) zT and kK are varied, starting with the set
of parameters used to deﬁne Case 4. Increasing zT can be compensated for by appropriately decreasing kK.
2820 Skupsky et al.
Biophysical Journal 89(4) 2806–2823
Applying the criteria in Table 4 to real cells could guide
the identiﬁcation of important positive feedbacks and trans-
locating molecules that shape essential features of gradient
sensing responses; our model could be used to suggest the
qualitative results of perturbing these elements. For such
applications, cell to cell variability will have important con-
sequences. The values of biochemical parameters in each
cell, even in a clonal population, will generally be different
(different concentrations of each protein will be expressed,
etc.). Responses to a given stimulus will then vary, and
transitions in the response of a given cell will occur at dif-
ferent stimuli. Thus, multiple experiments must be done on
single cells to apply the criteria in Table 4, and analysis of
many cells will be necessary to characterize the distribution
of behaviors in a population. The need for quantitative mea-
surements on single cells to observe transitions in behavior
has been emphasized in connection to other cellular systems
(see, for example, Cluzel et al. (72) and Ferrell and
Machleder (73)); such measurements are only recently being
done in connection to gradient sensing (for example, Postma
et al. and others (15,17,35,74).
In developing our model, we found that many parameter
variations had similar effects and could compensate for each
other. Further, certain combinations of parameters were more
important than others in determining qualitative behaviors.
For example, varying any of the several parameters that
control the strength of the positive feedbacks in our model
might lead to similar bifurcations. This is illustrated in Fig. 8,
where the boundaries that separate Cases 1 and 2 (which
have unique steady states) from Cases 3 and 4 (which have
multiple steady states) are highlighted in bold. Combinations
of parameters near these boundaries often resulted in more
efﬁcient gradient sensing responses. For example, Modes 1
and 2 showed enhanced responses to small gradients; Modes
3 and 4 followed rotating gradients more efﬁciently. As with
our analysis of constraints in Fig. 4, these observations sug-
gest that some combinations of parameters must be set quite
carefully for efﬁcient gradient sensing, and that homeostatic
mechanisms exist to maintain their balance in cells.
The partitioning illustrated in Fig. 8 suggests that we think
of the different modes of gradient sensing, represented by
our model variants, as existing within volumes of parameter
space and functioning efﬁciently within subvolumes. These
subvolumes might have sharp boundaries and may be narrow
with respect to variations of some combinations of param-
eters. This presents the intriguing possibility that different
cells in a population, which differ in the values of their
biochemical parameters, might employ different modes of
gradient sensing and function at varying levels of efﬁciency.
Each mode may have a different utility to a cell of a given
type. Thus, during the course of development, a cell might
transition between efﬁcient gradient detection and nonre-
sponsiveness, or between different modes of gradient detec-
tion, by modulating its biochemical parameters to suit its
needs.
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