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The proximity effect (PE) between superconductor and confined electrons can induce the effective
pairing phenomena of electrons in nanowire or quantum dot (QD). Through interpreting the PE as
an exchange of virtually quasi-excitation in a largely gapped superconductor, we found that there
exists another induced dynamic process. Unlike the effective pairing that mixes the QD electron
states coherently, this extra process leads to dephasing of the QD. In a case study, the dephasing
time is inversely proportional to the Coulomb interaction strength between two electrons in the QD.
Further theoretical investigations imply that this dephasing effect can decrease the quality of the
zero temperature mesoscopic electron transportation measurements by lowering and broadening the
corresponding differential conductance peaks.
I. INTRODUCTION
Superconducting proximity effect (PE) was originally
explored in the study of the normal-superconductor met-
als interface [1]. When a sub-gap electron was injected
from the normal side to a highly transparent interface,
the Andreev reflection can happen, such that a hole is
retro-reflected out from the superconducting side [2, 3].
This process is energy-favorable because Cooper pairs
condense in the BCS ground state. As a result the ex-
tra electron pairs injected from the normal side can be
absorbed without perturbing the superconductor.
Owing to the fast development in nanofabrication tech-
nology, novel effects in physics and related phenomena
that discovered in hybrid devices have attracted much re-
search interests especially in the searching for Majorana
Fermions. Many previous investigations had taken the
advantages of PE in producing exotic superconductivity
with a p-wave component [4–7]. In those proposals, usu-
ally a nanowire with strong spin-orbit coupling is placed
in close contact with a bulk s-wave pairing superconduc-
tor (SC), such that electron can tunnel between SC and
the nanowire. If one focus on physics inside the SC gap,
an effective Hamiltonian for the nanowire can be derived
with additional terms describing electron pair creation or
annihilation [8, 9], which are referred as PE induced pair-
ing terms. Although those proposals stimulate a series of
∗Electronic address: cpsun@csrc.ac.cn
experimental works with significant results [10–12], the
nanowire-based setup has its drawbacks such as difficul-
ties in manipulating chemical potential [10, 13] as well as
fragile of the induced pairing potential against disorder
[14].
To overcome those obstacles, analogy in other sys-
tems [15] or modified solid-system proposals have been
suggested. A notable trend among those is to replace
the nanowire by a chain of coupled quantum dots (QD),
which is introduced by J. D. Sau et al in ref. [13] and
further developed by many groups [14, 16–18]. However,
many discussions in this aspect adopt directly the dis-
cretized version of the previous effective Hamiltonians
of the nanowire that are obtained based on the single
electron picture. Meanwhile, in QD related transport
studies, there are also researches which point out that a
large Coulomb repulsion can suppress onsite PE pairing
[19, 24], and the above is actually the key idea of the
Cooper pair beam splitter [9]. Those observations moti-
vated us to investigate whether interaction effect can be
important or not in discussing PE on the QD.
In this paper, we present a theoretical approach that
can be used to explore PE on the QD system when the on-
site Coulomb interaction strength was much smaller than
the SC gap. The idea is based on adiabatic eliminating
the SC quasi-excitation, since the electron tunneling be-
tween QD and SC becomes virtual due to the large SC
gap. Then, we apply this approach to a simplified model
with only one QD. The corresponding effective Hamil-
tonian of QD reduces to previous ones if the Coulomb
interaction is ignored. However, when the Coulomb inter-
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Figure 1: (Color online) (a) Schematic plot of a single level
quantum dot (QD) in proximity to a bulk s-wave pairing su-
perconductor (SC). (b) Pictorial representation of the An-
dreev reflection, where the black parabolic curve denotes the
quasi-excitation state of the SC and the horizontal line at the
bottom denotes energy of the QD level. (c) Pictorial illus-
tration on virtual process that is relevant for the proximity
induced dephasing effect.
action was included, new terms representing interactions
between QD and SC are identified besides the previously
obtained pairing terms. To the leading order, the main
contribution comes from a dephasing term that can force
the QD to evolve into a mixed state.
This paper is organized as follows, in Sec. II we bring in
the QD model and use the adiabatic elimination scheme
to derive the effective Hamiltonian of QD. In Sec. III, the
decoherence factor as well as the dephasing time of QD
are evaluated by employing a semi-classical treatment.
Physical implication of the PE induced dephasing is dis-
cussed in Sec. IV by studying the transport properties of
QD in a three-terminals quantum point contact device.
Finally a summary is given in Sec. V.
II. ADIABATIC ELIMINATION AND
PROXIMITY INDUCED DEPHASING
Let us consider a QD which is located near a bulk
SC, as schematically shown in Fig.1(a). For simplicity
consideration we model the QD as a single band Ander-
son impurity [24–26], although generalization to the cases
of finite size [20, 23] as well as multiple levels [21, 22]
are possible. The SC is described by an s-wave pairing
mean-field BCS Hamiltonian with real pairing potential
∆. Consequently, Hamiltonian of the QD-SC hybrid sys-
tem is written as H = Hd +Hs +Hsd, with
Hd = ε
∑
σ
nσ + Un↑n↓, (1)
Hs =
∑
k
[ξk(c
†
kck + c
†
−kc−k) + ∆(c
†
kc
†
−k + c−kck)], (2)
and
Hsd =
∑
k,σ
(tkd
†
σckσ + h.c.). (3)
Here, Hd and Hs are the Hamiltonians of the QD and
the SC, respectively. nσ = d
†
σdσ is QD electron num-
ber operator with electron spin σ ∈ {↑, ↓}. ε = ǫd − µ
is energy of the QD level measured from the chemi-
cal potential µ of the SC, U is the onsite Coulomb
interaction strength for double occupation of the QD.
ξk = k
2/(2m)− µ is the kinetic energy of a free electron
measured from µ. We use k = {k, ↑} and −k = {−k, ↓}
to jointly label momentum and spin for the SC electrons.
Hsd describes the single electron tunneling process. For
tunneling that happens locally in space, as relevant to
quantum point contact (QPC), the corresponding tun-
neling probability amplitude tk = t0 exp{ik · ~r}. Here t0
is assumed to be real and ~r denotes the location of QD.
Hs can be diagonalized by the following Bogoliubov
transformation
γk = cos θkck + sin θkc
†
−k, γ−k = cos θkc−k − sin θkc†k,
(4)
where tan 2θk = ∆/ξk and notice that {γk, γ†−k′} = 0.
After the Bogoliubov transformation, Hs is rewritten as
Hs =
∑
k
Ek(γ
†
kγk + γ
†
−kγ−k), (5)
where Ek =
√
ξ2
k
+∆2 is the elementary excitation spec-
trum of the SC. Hsd is also rewritten as follows in terms
of quasi-particle operators γk and γ−k, i.e.,
Hsd =
∑
k
[ηk(d
†
↑γk − d↓γ†−k)− λk(d↓γk + d†↑γ†−k) + h.c.].
(6)
In the sub-gap regime (SGR), i.e., both U ≪ ∆ and
ε ≪ ∆, all relevant QD states are within the SC gap.
Thus the minimal energy gap between electron states in
the QD and quasi-excitation states in the SC is δω =
min{|∆− ε| , |∆− ε− U |}. Suppose that the tunneling
strength between SC and QD further satisfies t0/δω ≪ 1,
then one can eliminated Hsd up to the first order by
performing the canonical transformation exp(S) [27, 28],
where
S =
∑
k
[αk(D
†
↑γk +D↓γ
†
−k)− βk(D˜↓γk − D˜†↑γ†−k)− h.c.].
(7)
Here, αk, βk, Dσ and D˜σ are
αk =
ηk
Ek − ε , βk =
λk
Ek + ε
, (8)
and
Dσ = dσ(1 +
Unσ¯
Ek − ε− U ), D˜σ = dσ(1−
Unσ¯
Ek + ε+ U
).
(9)
Here, ηk = tk cos θk and λk = tk sin θk. σ¯ denotes the
spin direction opposite to σ.
After the canonical transformation, Hamiltonian of the
hybrid system is written as
e−SHeS ≈ Heffd +Heffs +Heffsd , (10)
3where Heffd is given by
Heffd = Hd + (∆dd
†
↑d
†
↓ + h.c.), (11)
∆d is PE induced pairing potential in the QD,
∆d = t
2
0
∑
k
∆
E2
k
− ε2 =
πt20N0∆√
∆2 − ε2 . (12)
Here, N0 is normal state density of state (DOS) at µ.
Eq.(12) has been obtained before in weak tunneling limit
[8, 29]. Notice that ∆d saturates to a constant value that
independent from ∆ in the SGR.
Notice that generally all parameters involved in Hd
of Eq.(11) should be renormalized when compared with
parameters defined in Eq.(1), but in the following we
shall not distinguish this difference and still adopt the
previous notations for an isolated QD. Furthermore, we
take Heffs ≈ Hs since the back action of the QD on the
SC should be minor.
Heffsd denotes interactions between QD and SC, full ex-
pression of this term is given in the Appendix A. By
averaging Heffsd over the BCS ground state of the SC, the
only contributing term has the following form
Heffsd ≈
∑
σ
nσ ⊗Rσ, (13)
where Rσ are two operators acting only on Hilbert space
of the SC, i.e.,
R↑ =
1
2
∑
k,k′
[α˜k′(η
∗
kηk′γ
†
−k′γ−k − λ∗kηk′γ†kγ†−k′)
+β˜k′(λ
∗
kλk′γk′γ
†
k + η
∗
kλk′γk′γ−k) + h.c.], (14)
and
R↓ =
1
2
∑
k,k′
[−β˜k′(λ∗kλk′γ−kγ†−k′ + η∗kλk′γ†−k′γ†k)
+α˜k′(η
∗
k
ηk′γ
†
kγk′ − λ∗kηk′γ−kγk′) + h.c.], (15)
where
α˜k =
U
(Ek − ε)(Ek − ε− U) , β˜k =
U
(Ek + ε)(Ek + ε+ U)
.
(16)
Notice that both α˜k and β˜k approach to zero as U goes
to zero, thus indicating the Coulomb interaction is nec-
essary in producing coupling term given by Eq.(13).
A basis for the QD is chosen as {|0〉, |σ〉, |d〉}, where |0〉
and |d〉 denote the emptily as well as the doubly occu-
pied state of the QD, and |σ〉 are single occupation states
with spin σ. It follows from Eq.(11) that the PE induced
pairing term causes mixing of basis states in the sub-
space spanned by |0〉 and |d〉, while the single electron
subspace {|σ〉} remains unaffected by this term. How-
ever, the quantum coherence between spin-up and spin-
down states in the latter subspace can still lose due to
coupling with the SC through the term Heffsd . This is be-
cause, with the additional term Heffsd , the superconductor
now can evolve differently depending on spin orientation
of the QD electron. This PE induced dephasing (PID)
effect would be absent if one ignores the onsite Coulomb
interaction.
III. THE DEPHASING TIME
The PID process and subsequent decoherence of the
QD deserve more detailed investigation, since quantum
coherence is a crucial resource in implementing various
quantum computations [30, 31]. To this end, we estimate
characteristic dephasing time of the QD by studying its
decoherence factor.
Since the single electron subspace is decoupled from
the subspace {|0〉, |d〉}, we shall restrict following discus-
sion only to the case of single electron. Consider following
initial state for the hybrid system with one electron in the
QD
|Φ(0)〉 =
∑
σ
wσ|σ〉 ⊗ |BCS〉, (17)
where |wσ|2 is probability for electron to occupy the state
|σ〉. |BCS〉 denotes the BCS ground state of the SC.
After a period of evolution, the final state becomes
|Φ(t)〉 =
∑
σ
wσe
−is[σ]εt|σ〉 ⊗ e−ihσt|BCS〉. (18)
Here, s[↑] = 1 and s[↓] = −1. hσ is defined as hσ =
Hs +Rσ.
To discuss the QD dephasing, we consider the reduced
density matrix of the QD system. This is given by
ρ(t) = trsc{|Φ(t)〉〈Φ(t)|}
= |c↑|2| ↑〉〈↑ |+ |c↓|2| ↓〉〈↓ |
+(c↑c
∗
↓e
−2iεt| ↑〉〈↓ |D(t) + h.c.). (19)
Here, trsc means tracing over the degree of freedom of
the SC. D(t) is the decoherence factor of QD[32],
D(t) = 〈eih↓te−ih↑t〉sc, (20)
where the averaging is taken with respect to |BCS〉.
Since hσ is quadratic in quasi-particle operators, the
exact evaluation of D(t) is always possible but too com-
plicated to be done. Therefore, we adopt a semi-classical
treatment to estimate D(t). We remark that this method
is equivalent to second order cumulant expansion [33] if
sum over k 6= k′ terms involved in Rσ are ignored. The
idea of this semi-classical method is to replace Rσ by
a random number Rσ, whose mean value and covariance
are determined quantum mechanically by using following
relations
〈Rσ〉cl = 〈Rσ〉sc, 〈〈RσRσ′ 〉〉cl = 〈RσRσ′ 〉sc−〈Rσ〉sc〈Rσ′〉sc,
(21)
4Also the quantum mechanically trace in D(t) is replaced
by averaging over probability density function (PDF) of
Rσ.
In this way, D(t) is rewritten as
D(t) ≈ 〈e−i(R↑−R↓)t〉cl. (22)
Using the following cumulant expansion formula [34]
〈eαδx+βδy〉cl
≈ eα〈δx〉cl+β〈δy〉cl+ 12α2〈〈δx2〉〉cl+ 12β2〈〈δy2〉〉cl+αβ〈〈δxδy〉〉cl ,
(23)
D(t) is further expressed as
D(t) ≈ e−iΩte−Γ2t2 , (24)
where
Ω = 2〈R↑〉cl, Γ =
√
1
2
∑
σ
〈〈R2σ〉〉cl − 〈〈R↑R↓〉〉cl. (25)
Notice that in deriving Eq.(25), we have used 〈Rσ +
Rσ¯〉cl = 0. Proof of this relation can be found in Ap-
pendix B.
According to Eqs.(24,25), the dephasing time of QD
is defined as Tph = Γ
−1. If QD energy is chosen such
that ε = −U/2, then Tph has the following analytical
expression (see Appendix B), i.e.,
Tph = |ζ(∆)| ∆
U∆d
, (26)
where ζ2(∆) = π
√
(∆2 − U2/4)/(Λ2D −∆2) depends
mainly on ∆ since U ≪ ∆. ΛD is characteristic width
of energy shell where the SC electron-electron effective
attraction is non-zero. It follows from Eq.(12) that ∆d
is asymptotically independent from ∆ in the SGR. Then
Tph is proportional to∆ and inversely proportional to the
Coulomb interaction strength, which means that the de-
phasing effect becomes weaker as SC gap became larger
or Coulomb interaction became smaller.
IV. OBSERVABLE EFFECTS OF THE
PROXIMITY INDUCED DEPHASING
The PID effect manifest itself as a quantum fluctuation
on QD levels as a result of virtual quasi-particle exchang-
ing with the SC. This modulation on the energy level can
be probed by the measurement on mesoscopic transport
through a QPC, which at low temperature provides the
information about the local density of states at the QD
[35]. Besides this, although it has been predicted that an
observation of a quantized zero-bias peak in differential
conductance measurement can be regarded as a necessary
condition for the judgment on the existence of Majorana
quasi-particles [36], the experimental results on trans-
port studies display peaks that are much lower than this
theoretical prediction [10, 37]. This fact has motivated
several explorations on the possible explanations [38–40],
which also attract us to consider the PID effect on trans-
port setups. In fact, there has been some transport based
researches on the effect of dephasing caused by electron-
electron interaction in QD systems [41, 44].
Let us consider a three terminals transport device
with two leads in normal and one in the superconduct-
ing states, as schematically shown in Fig.2(a). Simi-
lar multi-terminals devices have been investigated in ref.
[41–43]. The Hamiltonian of the system is written as
Htot = H +
∑
ν=L,R(Hν +Hνd), with
Hν =
∑
k,σ
ξkc
†
νkσcνkσ, (27)
and
Hνd =
∑
k,σ
(t
(ν)
k
d†σcνkσ + h.c.). (ν = L,R) (28)
Here H is given by Eqs.(1-3), which describes the SC
lead, the QD, as well as single electron tunneling that
happened between the two. Hν is Hamiltonian of the
normal lead ν with chemical potential µν , notice that the
kinetic energy is again measured from the SC chemical
potential µ. Hνd denotes the electron tunneling between
the QD and normal lead ν. For the localized tunneling
t
(ν)
k
= tν exp{ik · ~r} and tν are assumed to be real.
Suppose that the pairing potential of the SC lead is
chosen to satisfy the SGR conditions. Then according to
the results in Sec. II, H can be replaced by Heffd +H
eff
sd ,
i.e., the role of the SC lead is included effectively by using
the adiabatic elimination approach. Therefore, in this
case we can focus on the current through the QD between
two normal leads. The current from lead ν is written as
Iν = 〈 d
dt
Nν〉 = −ie〈[Htot, Nν ]〉. (29)
Here, Nν =
∑
k,σ c
†
νkσcνkσ is the total number of elec-
trons in the lead ν. In the Heisenberg picture, the above
averaging is taken with respect to initial state of the
whole system. Notice that the chemical potentials of two
normal leads are not always the same due to applied bias
voltage, as shown in Fig.2(b).
The total current through the QD is given by Itot =
(IL − IR)/2. In steady state, Itot can be expressed in
terms of Green’s function of the QD by using the non-
equilibrium techniques [45], i.e.,
Itot = −eΓ0
h
∑
σ
ˆ
dωIm[grσ(ω)][fL(ω + µ)− fR(ω + µ)],
(30)
where the Plank constant h is written out explicitly. The
above equation is valid in the width band limit [45], where
the DOS of the normal leads are assumed as constant
within the energy spectrum of the single level QD. We
also assumed that tL = tR = t1, thus the line width
5(a) (b)
= L,R L,R)
denotes interactions between QD and SC, full ex-
energy spectrum of the QD. We also assumed that tL
is the
tR
same for both normal leads [21].
one further consider weak tunneling between SC and QD
such that t0/
canonical transformation
(eV ) = (µL
fferential conductance is then given by
= ε
µL
µR
Figure 2: (Color online) (a) Schematic of a three-terminals
device in quantum point contact (QPC) with a single level
quantum dot (QD), one of those leads is in the BCS super-
conducting ground state (shown in purple). In the sub-gap
regime (SGR), real single electron tunneling between QD and
the superconducting (SC) lead does not happen, as stressed
by dashed red arrows. (b) Energy landscape of the multi-
terminals QPC system, where the bias voltage is applied be-
tween two normal leads. The QD level with energy ε (mea-
sured from SC chemical potential µ) is shown by green solid
line inside the SC gap.
function Γ0 = 2πt
2
1N0 is the same for both normal leads
[21]. fν(ω) is the equilibrium state Fermi-distribution at
lead ν, i.e., fν(ω) = {exp[β(ω − µν)] + 1}−1.
grσ(ω) is Fourier transform of the retarded QD Green’s
function,
grσ(t, t
′) = −iθ(t− t′)〈{dσ(t), d†σ(t′)}〉, (31)
which is the key quantity in evaluating Itot.
At low temperature, the Fermi-distribution function
can be approximated by the step-function, i.e., fν(ω) ≈
θ(µν − ω). Suppose µR = µ, then Itot is rewritten as
Itot = −eΓ0
h
∑
σ
ˆ eV
0
dωImgrσ(ω), (32)
where V = (µL − µR)/e denotes the bias voltage across
two normal leads. Differential conductance is then given
by
dItot
dV
= −e
2
h
Γ0
∑
σ
Imgrσ(eV ). (33)
According to the derivation detailed in Appendix C, at
the mean-field level [46, 47] grσ(ω) is calculated by using
the motion equation method, i.e.,
grσ(ω) =
Dh(ω)G
(e)
σ (ω)
De(ω)Dh(ω)−∆2dG(e)σ¯ (ω)G(h)σ (ω)
(34)
with
De(ω) = ω − ε− (Rσ − iΓ0)G(e)σ (ω), (35)
Dh(ω) = ω + ε+ (Rσ¯ + iΓ0)G(h)σ¯ (ω), (36)
G(e)σ (ω) = 1 +
U〈nσ¯〉0
ω − ε− U + i0+ , (37)
and
G(h)σ (ω) = 1−
U〈nσ¯〉0
ω + ε+ U + i0+
. (38)
Notice that in obtaining the above results, the semi-
classical treatment for the PID term introduced before in
Sec. III had been used. Sub-index in 〈nσ〉0 indicates to
take the atomic limit (AL) [35], where t0 and t1 are set
to zero in evaluating the averaging 〈...〉0.
Due to the semi-classical treatment, Eq.(33) should be
averaged over PDF of Rσ,
〈dItot
dV
〉cl = −e
2
h
Γ0
∑
σ
Im〈grσ(eV )〉cl, (39)
Notice that in writing 〈Imgrσ(eV )〉cl = Im〈grσ(eV )〉cl, we
have implicitly assumed that there exists real PDF forRσ
that satisfy Eq.(21), but this point has not been explicitly
checked.
To calculate differential conductance we need to eval-
uate 〈grσ(ω)〉cl. This can be done analytically in a special
case where ε = −U/2 and 〈nσ〉0 = 1/2. As outlined
in Appendix D, in this case the Green’s function can be
evaluated by using a cumulant expansion method similar
to that employed in Sec. III. The result is
〈grσ(ω)〉cl
=
ω
ω2 − ε2 + q(e)σ (ω) + iΓσω − ∆
2
d
ω2
ω2−ε2+q
(h)
σ¯
(ω)+iΓσ¯ω
.
(40)
Here, q
(e,h)
σ (ω) depends on 〈Rσ〉cl and slightly shifts poles
of 〈grσ(ω)〉cl, their expressions are given by Eqs.(D7,D8).
Γσ is related to differential conductance in the absence
of the PID effect, i.e.,
Γσ = Γ0 +
h
2Γ0e2
dItot
dV
|Rσ≡0〈〈R2σ〉〉cl. (41)
Since the differential conductance is related to the
imaginary part of the QD Green’s function, consequently
Γσ determines the width of conductance peaks. There-
fore, the second term in Eq.(41) represents the PID effect
on the peaks width. Notice that (dItot/dV )|Rσ≡0 is pos-
itive. This can be checked by setting q
(e,h)
σ (ω) = 0 and
Γσ = Γ0 in Eq.(40) followed by taking imaginary part.
On the other hand, if ΛD ≫ ∆, it follows from the results
shown in the Appendix B (see Eqs.(B10-B13), for exam-
ple) that 〈〈R2σ〉〉cl are positive. As a result Γσ ≥ Γ0, this
means that due to the PID effect, differential conduc-
tance measured at low temperature will become broader.
In Fig.3, differential conductance is calculated numeri-
cally by using Eq.(39). By making comparisons between
the calculated results, the inclusion of the Coulomb inter-
action further splits the conductance peaks. This split-
ting is expectable, because the DOS of the QD is changed
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Figure 3: (Color online) Differential conductance calculated
based on the semi-classical treatment, black dashed (red solid)
line is result with (without) the proximity induced dephasing
(PID) effect. We have set µR = µ in those calculations, other
parameters used are: U/Γ0 = 0 and 3 for (a) and (b), re-
spectively; Γs ≡ 2pit20N0 = 3Γ0, ε = −U/2, ∆/Γ0 = 10,
ΛD/Γ0 = 100. With this choice of parameters, the PE in-
duced pairing potential ∆d ∼ ∆/7.
due to the electron-electron repulsion in case of double
occupation. However, the calculation also revivals that
all peaks become lower and slightly broaden when the
PID effect was included.
In this section, one of the potential observable phe-
nomena due to the PID effects is explored. We investigate
the transport current through a multi-terminals QPC de-
vice. The PID effect enters into the problem since one of
those terminals is assumed to satisfy the SGR condition,
consequently its role is included effectively according to
the adiabatic elimination approach presented in Sec.II.
The steady state current is calculated by combining the
non-equilibrium Green’s function method with the semi-
classical approach outlined in Sec.III. The results show
us that the height of differential conductance peaks de-
creases as a result of the PID effect. This phenomena
is controlled by 〈〈R2σ〉〉cl, which are in turn related to
parameters of the proximity coupling, e.g., t0 and ∆.
V. CONCLUSION
To conclude, we present an adiabatic elimination ap-
proach to incorporate PE in SC-QD hybrid system. This
method rely on the SGR condition, where all QD levels
are located inside the SC gap. Apart from those already
known PE induced pairing terms in the effective Hamil-
tonian of the QD, we find new terms which are due to
inter-electron interactions in the QD. Those new terms
represents the higher order couplings between QD and
the SC and can lead to dephasing of the QD in single
electron subspace. Using a semi-classical treatment, cor-
responding dephasing time is studied and shown to be
proportional to bulk SC gap in the SGR in a special case.
Physical implication of the PID effect is also investigated
based on a multi-terminals QPC model, results indicate
that differential conductance peaks would become lower
and boarder due to the presence of the PID effect at the
zero temperature.
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Appendix A: Full expression of Heffsd
Expanding Eq.(10) up to the second order of S as well
as Hsd
e−SHeS ≈ Hs +Hd + 1
2
[Hsd, S], (A1)
Notice that by chosen S as shown in Eq.(7), one has
[S,Hs +Hd] = Hsd. Therefore, terms that are linear in
Hsd does not appear in the above expansion.
The interaction term Heffsd is contained in [Hsd, S]. By
a direct calculation, it is written as
Heffsd =
1
2
∑
k,k′
{−ηka†↑a↓[α˜k′η∗k′(γkγ†−k′ + γ†−kγk′)
+β˜k′λ
∗
k′(γk′γk + γ
†
−kγ
†
−k′ )]
+λka
†
↑a↓[α˜k′η
∗
k′
(γ†−k′γ
†
−k + γkγk′)
+β˜k′λ
∗
k′
(γk′γ
†
−k − γkγ†−k′ )]
−η∗k[a↑a↓(α˜k′ηk′γ†kγ†−k′ − β˜k′λk′γ†kγk′)
+a†↑a
†
↓(α˜k′ηk′γ−kγk′ + β˜k′λk′γ−kγ
†
−k′ )
−n↑(α˜k′ηk′γ†−k′γ−k + β˜k′λk′γk′γ−k) (A2)
+n↓(β˜k′λk′γ
†
−k′γ
†
k − α˜k′ηk′γ†kγk′ )] (A3)
+λ∗k[a↑a↓(α˜k′ηk′γ
†
−k′γ−k − β˜k′λk′γ−kγk′)
+a†↑a
†
↓(β˜k′λk′γ
†
kγ
†
−k′ − α˜k′ηk′γ†kγk′)
+n↑(β˜k′λk′γk′γ
†
k − α˜k′ηk′γ†kγ†−k′) (A4)
−n↓(α˜k′ηk′γ−kγk′ + β˜k′λk′γ−kγ†−k′)]} (A5)
+h.c.
The PID interaction terms are given by Eqs.(A2-A5) as
well as their Hermitian conjugations.
Appendix B: Dephasing time in the semi-classical
treatment
We first proof a few relations among the mean value
as well as the covariance matrix elements of the random
number Rσ . Then those relations are used to estimate
dephasing time in a special case.
It follows from Eqs.(14,21) that
〈R↑〉cl = 1
2
∑
k,k′
〈α˜k′(η∗kηk′γ†−k′γ−k − λ∗kηk′γ†kγ†−k′)
7+β˜k′(λ
∗
k
λk′γk′γ
†
k + η
∗
k
λk′γk′γ−k)〉sc + c.c.
=
1
2
∑
k
β˜k|λk|2 + c.c.
=
∑
k
β˜k|λk|2. (B1)
On the other hand, Eq.(15) implies that
〈R↓〉cl = 1
2
∑
k,k′
〈−β˜k′(λ∗kλk′γ−kγ†−k′ + η∗kλk′γ†−k′γ†k)
+α˜k′(η
∗
kηk′γ
†
kγk′ − λ∗kηk′γ−kγk′)〉sc + c.c.
= −
∑
k
β˜k|λk|2. (B2)
Compare Eq.(B2) with Eq.(B1), then the following re-
lation can be written down, i.e.,
〈Rσ +Rσ¯〉cl = 0. (B3)
If we consider a special case such that ε = −U/2, then
some relations for covariance matrix elements can be fur-
ther derived. First, one can calculate that
〈R2↑〉cl = (
∑
k
β˜k|λk|2)2 + 1
2
∑
k
α˜k|ηk|2
∑
k′
β˜k|λk|2
+
1
4
∑
k,k′
|ηk|2|λk′ |2(α˜k + β˜k′), (B4)
〈R2↓〉cl = (
∑
k
β˜k|λk|2)2 − 1
2
∑
k
α˜k|ηk|2
∑
k′
β˜k|λk|2
+
1
4
∑
k,k′
|ηk|2|λk′ |2(α˜k + β˜k′), (B5)
and
〈RσRσ¯〉cl = −(
∑
k
β˜k|λk|2)2 + 1
4
[(
∑
k
|ηkλk|α˜k)2
−(
∑
k
|ηkλk|β˜k)2]. (B6)
Furthermore, when ε = −U/2∑
k
β˜k|ηk|2 =
∑
k
α˜k|λk|2. (B7)
This is shown by first noticing that α˜k = β˜k from
Eq.(16). Then by converting the summation over k to
the integration over the kinetic energy of free electrons
ξ, one has
∑
k
β˜k|ηk|2 = t20
∑
k
2ε cos2 θk
E2
k
− ε2
= εt20
ˆ ∞
−∞
dξ
N0
ξ2 +∆2 − ε2 (1 +
ξ√
ξ2 +∆2
)
= 2εt20
ˆ ∞
0
dξ
N0
ξ2 +∆2 − ε2 , (B8)
and
∑
k
α˜k|ηk|2 = t20
∑
k
2ε sin2 θk
E2
k
− ε2
= εt20
ˆ ∞
−∞
dξ
N0
ξ2 +∆2 − ε2 (1−
ξ√
ξ2 +∆2
)
= 2εt20
ˆ ∞
0
dξ
N0
ξ2 +∆2 − ε2 . (B9)
Notice that the lower integration bound is pushed to −∞,
because the contribution from the integrand approaches
to zero for ξ that are deeply inside the Fermi-surface.
Compare Eq.(B8) and Eq.(B9), thus Eq.(B7) follows di-
rectly. With Eq.(B7), Eqs.(B4-B6) implies that
〈〈R2↓〉〉cl = 〈〈R2↑〉〉cl − 〈R↑〉2cl, 〈〈RσRσ¯〉〉cl = 0. (B10)
Now consider the estimation of the dephasing time.
With the help of Eqs.(B3,B10), Γ in Eq.(25) is written
as follows
Γ =
√
〈〈R2↑〉〉cl −
1
8
Ω2. (B11)
Using the integration substitution procedure given in
Eqs.(B8-B9), it is shown that
〈R↑〉cl = 2πεN0t
2
0√
∆2 − ε2 , (B12)
and
〈〈R2↑〉〉cl =
1
2
〈R↑〉2cl + 4πt40ε2N20
√
Λ2D −∆2
(∆2 − ε2) 32 . (B13)
Here, the energy cut-off ΛD has been introduced in Sec.
III. Then dephasing time shown in Eq.(26) is obtained by
substituting Eqs.(B12,B13) into Eq.(B11) and noticing
∆d introduced in Eq.(12).
Appendix C: Derivation of the QD Green’s function
Consider the non-equilibrium counterpart of the QD
Green’s function
gσ(t, t
′) = −i〈Tdσ(t)d†σ(t′)〉 (C1)
where T is time ordering operator on the closed time-path
contour.
Take time derivative with respect to t,
i∂tgσ(t, t
′) = δ(t− t′) + (ε+Rσ)gσ(t, t′) + Ug(2)σ (t, t′)
±∆dFσ¯σ(t, t′) +
∑
ν,k
t
(ν)
k
G
(ν)
kσ (t, t
′). (C2)
Here, ∆d and −∆d in front of Fσ¯σ(t, t′) correspond to
taking σ =↑ and ↓, respectively. New Green’s functions
8Table I: Definitions for various Green’s functions using in Ap-
pendix C. The sub-index means atomic limit (AL) [35], where
t0 and t1 are set to zero. Here, ν ∈ {L,R}.
Fσ¯σ(t, t
′) = −i
〈
Td†σ¯(t)d
†
σ(t
′)
〉
F
(2)
σ¯σ (t, t
′) = −i
〈
T [nσd
†
σ¯](t)d
†
σ(t
′)
〉
F
(ν)
kσ (t, t
′) = −i
〈
Tc†νkσ¯(t)d
†
σ(t
′)
〉
gσ(t, t
′) = −i〈Tdσ(t)d
†
σ(t
′)〉
g
(2)
σ (t, t
′) = −i
〈
T [nσ¯dσ](t)d
†
σ(t
′)
〉
G
(ν)
kσ (t, t
′) = −i
〈
Tcνkσ(t)d
†
σ(t
′)
〉
g
(e)
σ (t, t
′) = −i
〈
Tdσ(t)d
†
σ(t
′)
〉
0
g
(h)
σ (t, t
′) = −i
〈
Td†σ(t)dσ(t
′)
〉
0
G
(ν,e)
kσ (t, t
′) = −i
〈
Tcνkσ(t)c
†
νkσ(t
′)
〉
0
G
(ν,h)
kσ (t, t
′) = −i
〈
Tc†νkσ(t)cνkσ(t
′)
〉
0
g
(2,e)
σ (t, t
′) = −i
〈
T [nσ¯dσ](t)d
†
σ(t
′)
〉
0
g
(2,h)
σ (t, t
′) = −i
〈
T [nσ¯d
†
σ](t)dσ(t
′)
〉
0
Σ
(e/h)
σ (t, t
′) =
∑
ν,k
|t
(ν)
k
|2G
(ν,e/h)
kσ (t, t
′)
have been introduced in above equation. Their defini-
tions are listed in Tab. I.
Motion equation of Fσ¯σ(t, t
′) is given by
i∂tFσ¯σ(t, t
′) = −(ε+Rσ¯)Fσ¯σ(t, t′)− UF (2)σ¯σ (t, t′)
±∆∗dgσ(t, t′)−
∑
ν,k
t
(ν)∗
k
F
(ν)
kσ (t, t
′).(C3)
Due to the Coulomb interaction, two-particle Green’s
functions g
(2)
σ (t, t′) and F
(2)
σ¯σ (t, t
′) appear in above equa-
tions. Motion equations of those two Green’s functions
are calculated as
i∂tg
(2)
σ (t, t
′) = δ(t− t′) 〈nσ¯(t)〉+ (ε+ U +Rσ)g(2)σ (t, t′)
∓i∆d
〈
T [dσd
†
σ¯d
†
σ](t)d
†
σ(t
′)
〉
+
∑
ν,k
{t(ν)∗
k
i
〈
T (dσ¯dσc
†
νkσ¯)(t)d
†
σ(t
′)
〉
+t
(ν)
k
[−i 〈T (nσ¯cνkσ)(t)d†σ(t′)〉
+i
〈
T (d†σ¯dσcνkσ¯)(t)d
†
σ(t
′)
〉
]}, (C4)
as well as
i∂tF
(2)
σ¯σ (t, t
′)
= δ(t− t′)
〈
[d†σ¯d
†
σ](t)
〉
− (ε+ U +Rσ¯)F (2)σ¯σ (t, t′)
∓i∆∗d
〈
T [dσ¯dσd
†
σ¯](t)d
†
σ(t
′)
〉
+
∑
ν,k
{it(ν)
k
〈
T [cνkσd
†
σ¯d
†
σ](t)d
†
σ(t
′)
〉
+t
(ν)∗
k
[i
〈
T (c†νkσ¯nσ)(t)d
†
σ(t
′)
〉
−i
〈
T (c†νkσd
†
σ¯dσ)(t)d
†
σ(t
′)
〉
]}. (C5)
To close motion equations at the two-particle level, we
employ the mean-field truncation scheme [46, 47]. In
this scheme, two equal time operators in new Green’s
functions that appeared in rhs of Eqs.(C4,C5) are paired
up to form an averaging value. Then those new Green’s
functions are rewritten as sums of all possible pairings
multiplied by one-particle Green’s functions, which are
already introduced. Finally the averaging value of all
equal time pairs are replaced by averaging under the AL.
For example,
i
〈
T (dσ¯dσc
†
νkσ¯)(t)d
†
σ(t
′)
〉
≈ −〈dσ¯(t)dσ(t)〉0 F (ν)kσ (t, t′)−
〈
c†νkσ¯(t)dσ¯(t)
〉
0
gσ(t, t
′)
−i
〈
c†νkσ¯(t)dσ(t)
〉
0
〈
Tdσ¯(t)d
†
σ(t
′)
〉
. (C6)
Since the averaging is taken under the AL, thus terms
like 〈dσ¯(t)dσ(t)〉0 as well as the QD-lead cross terms
like 〈cνkσ(t)d†σ′ (t′)〉0 or 〈cνkσ(t)dσ′ (t′)〉0 will all vanish.
Therefore, Eqs.(C4,C5) are rewritten as
(i∂t − ε− U)g(2)σ (t, t′)
= 〈nσ¯(t)〉0 [δ(t− t′) +Rσgσ(t, t′)]±∆d 〈nσ(t)〉0 Fσ¯σ(t, t′)
+
∑
ν,k
t
(ν)
k
〈nσ¯(t)〉0G(ν)kσ (t, t′), (C7)
and
(i∂t + ε+ U)F
(2)
σ¯σ (t, t
′)
= −〈nσ(t)〉0 [Rσ¯Fσ¯σ(t, t′) +
∑
ν,k
t
(ν)∗
k
F
(ν)
kσ (t, t
′)]
±∆∗d 〈nσ¯(t)〉0 gσ(t, t′). (C8)
Eqs.(C2,C3,C7,C8) together with the motion equa-
tions of G
(ν)
kσ (t, t
′) and F
(ν)
kσ (t, t
′) now constitute a closed
set of equations. By inverting differential operators, this
set of equations are rewritten in the following integration
form
gσ = g
(e)
σ +Rσ[g(e)σ ∗ gσ]±∆d[g(e)σ ∗ Fσ¯σ] + U [g(e)σ ∗ g(2)σ ]
+[g(e)σ ∗ Σ(e)σ ∗ gσ], (C9)
g(2)σ = g
(2,e)
σ +Rσ[g(2,e)σ ∗ gσ]±∆d[g(2,e)σ¯ ∗ Fσ¯σ]
+[g(2,e)σ ∗ Σ(e)σ ∗ gσ], (C10)
Fσ¯σ = ±∆∗d[g(h)σ ∗ gσ]− U [g(h)σ ∗ F (2)σ¯σ ]−Rσ¯[g(h)σ ∗ Fσ¯σ]
+[g(h)σ ∗ Σ(h)σ ∗ Fσ¯σ], (C11)
and
F
(2)
σ¯σ = ±∆∗d[g(2,h)σ ∗ gσ]−Rσ¯[g(2,h)σ¯ ∗ Fσ¯σ]
+[g
(2,h)
σ¯ ∗ Σ(h)σ ∗ Fσ¯σ], (C12)
where f ∗ g = ´
c
dt′′f(t, t′′)g(t′′, t′) means a time convo-
lution on the time contour c. New Green’s functions as
well as self energies (see Tab. I) are defined under the
9AL, thus can be evaluated exactly without introducing
further approximations.
Applying Langreth identity [48], Eqs.(C9-C12) are
analytically continued to give equations for retarded
Green’s function of the QD. Then grσ(ω) is solved by per-
forming Fourier transform on the corresponding set of
equations.
Appendix D: Cumulant expansion of 〈grσ(ω)〉cl
When ε = −U/2 and 〈nσ〉0 = 1/2, grσ(ω) is written as
follows by using Eq.(34), i.e.,
grσ(ω) =
ω
ω2 − ε2 + (iΓ0 −Rσ)ω − ∆
2
d
ω2
ω2−ε2+(iΓ0+Rσ¯)ω
.
(D1)
To evaluate 〈grσ(ω)〉cl, we propose following cumulant
expansion ansatz
〈grσ(ω)〉cl =
ω
A(ω) + f (1)σ + f (2)σ + ...− ∆
2
d
ω2
A(ω)+h
(1)
σ +h
(2)
σ +...
,
(D2)
where A(ω) = ω2−ε2+iΓ0ω. f (j)σ and h(j)σ are cumulants
that are j-th order in R↑ or R↓.
Assuming that both Rσ as well as the cumulants are
small quantities, then by comparing the expansions of
Eq.(D2) as well as the ansatz up to the second order,
following equations are found
χh(1)σ + f
(1)
σ = χω〈Rσ¯〉cl − ω〈Rσ〉cl, (D3)
and
χh(2)σ − χA−1(h(1)σ )2 + f (2)σ − B−1(χh(1)σ + f (1)σ )2
= −χA−1ω2〈R2σ¯〉cl − B−1〈(χωRσ¯ − ωRσ)2〉cl, (D4)
where χ = ω2∆2dA−2 and B = A(1 − χ).
From Eqs.(D3,D4), the cumulants are solved as
f (1)σ = h
(1)
σ = −ω〈Rσ〉cl, (D5)
as well as
f (2)σ = h
(2)
σ¯ = −
ω
A−∆2dω2A−1
ω〈〈R2σ〉〉cl
= −grσ(ω)|Rσ≡0ω〈〈R2σ〉〉cl. (D6)
Here, Eq.(B3) has been used in derivation.
Therefore,
f (1)σ + f
(2)
σ + iΓ0ω
= {−ω〈Rσ〉cl − ω〈〈R2σ〉〉clRe[grσ(ω)|Rσ≡0]}
+i{Γ0 − 〈〈R2σ〉〉clIm[grσ(ω)|Rσ≡0]ω}
= q(e)σ (ω) + iΓσω, (D7)
and
h(1)σ + h
(2)
σ + iΓ0ω
= {ω〈Rσ¯〉cl − ω〈〈R2σ¯〉〉clRe[grσ¯(ω)|Rσ¯≡0]}
+i{Γ0 − 〈〈R2σ¯〉〉clIm[grσ¯(ω)|Rσ¯≡0]ω}
= q(h)σ (ω) + iΓσ¯ω. (D8)
Γσ as shown in Eq.(41) can then be derived using
Eq.(33) to write
Im[grσ(eV )|Rσ≡0] = −
h
2Γ0e2
dItot
dV
|Rσ≡0. (D9)
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