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Résumé
Le suivi d’objets reste un sujet complexe et crucial en vi-
sion par ordinateur même si plusieurs progrès ont été réa-
lisés au cours des dernières années. Utiliser des représen-
tations parcimonieuses a en particulier été proposé pour
définir des modèles d’apparence et appliqué avec succès
au suivi mono-objet. Nous considérons dans cet article un
algorithme de suivi multi-personnes en ligne utilisant des
représentations parcimonieuses afin d’associer les détec-
tions aux trajectoires existantes. Nous montrons que les re-
présentations collaboratives sont efficaces dans ce cadre
tout en pouvant être rapidement estimées au sein d’un al-
gorithme proche temps réel. Des expérimentations appro-
fondies indiquent que notre approche est compétitive par
rapport à d’autres méthodes récentes de suivi et robuste
vis-à-vis du détecteur de personnes employé.
Mots Clef
Suivi, parcimonie, représentations collaboratives.
Abstract
Object tracking is still a complex and challenging task in
Computer Vision despite a lot of improvements over the
past decade. In particular, using sparse representations for
designing appearance models has been successfully pro-
posed in single object tracking. In this paper, we consi-
der an online multi-person tracking system using sparse
representations to correctly associate detections and exis-
ting tracks. We show that collaborative representations
are efficient in this context and can be rapidly estimated
in a near real-time algorithm. Experiments performed on
various datasets show that our approach is competitive
against recent tracking methods and robust with respect to
the person detector.
Keywords
Tracking, sparsity, collaborative representations.
1 Introduction
Le suivi d’objets est un sujet crucial en vision par ordi-
nateur et est requis dans de nombreuses applications pra-
tiques. Les approches existantes pour aborder ce problème
peuvent être regroupées en deux grandes catégories, une
regroupant les approches de suivi mono-objet et l’autre
celles de type suivi multi-objets. Malgré un grand nombre
d’apports dans ces deux sujets, concevoir un algorithme de
suivi multi-objets efficace reste encore une tâche complexe
du fait des similarités d’apparences et des occultations des
cibles.
Le suivi multi-objets peut être réalisé de manière hors ligne
[1, 2] en exploitant simultanément toutes les images de la
vidéo traitée, ou bien de façon dite en ligne [3, 4, 5, 6]
en se limitant aux images passées. Les approches en ligne
sont préférables dans les cas où l’aspect temps réel est pri-
mordial et donnent néanmoins des résultats assez compa-
rables aux approches hors ligne comme détaillé dans cer-
tains articles [7, 8]. Les approches en ligne récentes suivent
le plus souvent un fonctionnement de type suivi par détec-
tion qui consiste à employer un détecteur de la classe des
objets suivis pour estimer les positions des cibles à chaque
image. Les détections de l’image en cours de traitement
sont ensuite associées aux pistes précédemment estimées
afin de reconstruire les trajectoires tout au long de la vidéo.
Dans la plupart des cas, des modèles d’apparence spéci-
fiques à chaque cible sont appris en ligne et utilisés pour
estimer un score d’affinité d’apparence pour tout couple
piste-détection. Certains travaux récents ont alors proposé
d’employer des modèles d’apparence plus complexes et ro-
bustes afin d’être plus apte à différencier les cibles d’ap-
parence similaire [4, 5, 7, 8]. Nous proposons dans cet
article d’employer un modèle d’apparence permettant de
mieux discriminer les personnes suivies et de réduire ainsi
le nombre de changements d’identité des pistes.
Les performances en suivi mono-objet ont été grandement
améliorées au cours des dernières années grâce à l’em-
ploi de modèles d’apparence plus sophistiqués. Les re-
présentations parcimonieuses ont en particulier été utili-
sées pour construire des modèles d’apparence génératifs
et discriminatifs [9, 10, 11]. Bien que le temps d’exécu-
tion des premiers algorithmes employant ce type de mo-
dèles ne permettait pas d’effectuer un suivi en temps réel,
cette limitation peut être traitée par l’utilisation de tech-
niques d’acquisition comprimée comme le montre l’article
[12]. Les représentations parcimonieuses ont été récem-
ment employées, en s’inspirant de ces méthodes, en suivi
multi-objets pour définir des modèles d’apparence spéci-
fiques [3].
Auparavant, les représentations parcimonieuses ont aussi
été employées avec succès en vision par ordinateur dans
le domaine de la reconnaissance faciale. L’article [13] a
proposé un classificateur à base de représentations parci-
monieuses qui considère une représentation collaborative
vis-à-vis de l’ensemble des classes concernées et attribue
l’exemple représenté à la classe qui présente la plus pe-
tite erreur résiduelle. Cette technique a produit des résul-
tats impressionnants au moment de sa publication et a été
étendue de diverses manières, en particulier par des mé-
thodes d’apprentissage de dictionnaires. Il a aussi été mon-
tré dans [14] que l’aspect collaboratif des représentations
jouait aussi un rôle crucial pour expliquer les bonnes per-
formances de cette approche.
Nous proposons dans cet article, ce qui à notre connais-
sance n’a encore jamais été proposé, d’introduire et
d’adapter le concept de représentations parcimonieuses
collaboratives entre individus dans le cadre d’un algo-
rithme de suivi multi-personnes en ligne. Nous considérons
en effet que des représentations collaboratives permettent
de mieux distinguer les individus suivis par rapport à des
représentations spécifiques à chaque cible (comme cela a
été fait dans [3]) sans employer de caractéristiques élabo-
rées. De plus, elles aident à diminuer le nombre de faux ap-
pariements entre les détections et les pistes. Bien que cela
nécessite de calculer des répresentations parcimonieuses
sur de grands dictionnaires, nous montrons que cette étape
peut être réalisée rapidement à l’aide de stratégies d’opti-
misation à grande échelle en employant des ensembles ac-
tifs, comme effectué par exemple dans [15], ce qui permet
d’obtenir une méthode proche temps réel.
La structure de cet article est la suivante. Tout d’abord,
nous détaillons l’approche proposée dans la section 2, puis
expliquons la procédure d’optimisation employée en sec-
tion 3. La section 4 est ensuite dédiée aux résultats expéri-
mentaux obtenus et la section 5 conclut notre article.
2 Approche proposée
2.1 Aperçu général du système
On définit par T = {T1, ..., Tk} à l’instant t l’ensemble de
toutes les pistes existantes et par D = {d1, ..., dl} l’en-
semble des détections données par le détecteur de per-
sonnes. Chaque détection d est associée à un descripteur
yd ∈ Rm. Les détections de D sont soit appariées aux
pistes auparavant estimées, grâce à des modèles d’appa-
rence et de mouvement spécifiques, soit utilisées pour dé-
marrer de nouvelle pistes. Les trajectoires qui ont un taux
d’association élevé sont considérées confiantes tandis que
celles avec un taux d’association faible sont jugées perdues
et sont ensuite terminées. La gestion des trajectoires et de
leurs statuts est inspirée de [4]. Par soucis de clarté des no-
tations, la dépendance temporelle des variables introduites
précédemment et par la suite n’est pas précisée.
L’appariement des détections aux pistes est formulé
comme un problème de couplage maximum dans un graphe
biparti et est résolu avec un algorithme hongrois ou bien un
algorithme glouton. Pour formuler ce problème, une ma-
trice d’affinité A ∈ R|T |×|D| est calculée, où Aij est un
score d’affinité entre la ie`me piste de T et la j e`me détection
de D. De façon similaire à [4], les détections sont d’abord
associées aux pistes jugées confiantes et appariées au reste
des pistes dans un second temps.
Notre approche se distingue des précédentes principale-
ment sur la façon de calculer les scores d’affinité, comme
expliqué au sein de la section suivante.
2.2 Scores d’affinité
Le score d’affinité Aij entre Ti et dj est défini par
Aij =
{
a(i, j) si (Ti, dj) ∈ L
−∞ sinon
où a(i, j) est un terme orienté sur l’apparence et L re-
groupe tous les couples piste-détection (Ti, dj) qui peuvent
être associés ensemble en examinant deux critères : l’un
basé sur la distance entre dj et la position estimée de Ti
à l’instant courant et l’autre basé sur leurs formes. L est
défini par
L = {(Ti, dj), distTi,dj < Ri et
|hi − hj |
hi
< Si}
où distTi,dj est la distance euclidienne entre les positions
de Ti et dj , et hj (resp. hi) est la hauteur relative à dj
(resp. Ti). Les valeurs Ri et Si sont estimées pour chaque
piste et augmentent progressivement lorsque l’une d’elle
se trouve perdue afin d’autoriser une aire de recherche plus
grande.
Les termes a(i, j) sont évalués à l’aide de représen-
tations parcimonieuses. Plus précisément, on appelle
Di ∈ Rm×p le dictionnaire relatif à la piste Ti (qui
inclut les descriptions des p vues les plus récentes de
la personne associée à cette piste). Pour tout ensemble
I = {i1, .., il} ∈ [1..k], on appelle DI = [Di1 , .., Dil ] le
dictionnaire commun aux trajectoires Ti1 , ..., Til . Chaque






||ydj −DIdjα||22 + λ||α||1] (1)
où Idj est un ensemble d’indices spécifique à dj et où
λ réalise un compromis entre l’erreur de reconstruction
||ydj − DIdjα||22 et la contrainte de parcimonie ||α||1. Le
terme a(i, j) est ensuite évalué par
a(i, j) =
{
− 12 ||ydj −DIdjαiydj ||
2
2 si i ∈ Idj
−∞ sinon
où αiydj est déterminé à partir de αydj en fixant à zéro
toutes les coordonnées non relatives à la piste Ti, et
1
2 ||ydj − DIdjαiydj ||
2
2 est défini comme l’erreur résiduelle
de la ie`me piste.
2.3 Représentations collaboratives locales et
globales
Nous avons considéré deux possibilités pour définir l’en-
semble Idj . La première consiste à définir Idj = [1..k], ce
qui signifie que αydj fait intervenir les dictionnaires spé-
cifiques de toutes les trajectoires et est de ce fait appelé
representation parcimonieuse collaborative globale (GSC
pour global sparse collaborative representation). La se-
conde possibilité est de choisir Idj = {i, (Ti, dj) ∈ L}.
Cette fois αydj est seulement calculé à partir des dictio-
naires des pistes pouvant être associées à dj et cette re-
présentation est donc considérée comme la représentation
parcimonieuse collaborative locale de ydj (LSC pour local
sparse collaborative representation).
A première vue, il parait inutile de faire intervenir les tra-
jectoires qui ne peuvent être associées à dj , ceci néces-
sitant, de plus, d’optimiser (1) sur des dictionnaires plus
grands. Cependant, utiliser les représentations locales si-
gnifie que les scores d’affinité sont definis en tant qu’er-
reurs résiduelles trouvées sur des dictionnaires de diffé-
rentes tailles et il n’est pas évident que ces termes soient
réellement comparables.
3 Optimisation
Calculer les représentations globales nécessite de résoudre
l’équation (1) sur un dictionnaire pouvant comporter un
grand nombre d’éléments car le nombre de trajectoires pré-
sentes simultanément peut s’avérer important (par exemple
jusqu’à 30 dans certaines vidéos). Les techniques d’opti-
misation classiques ne peuvent alors être directement ap-
pliquées pour réaliser ces optimisations dans un temps ac-
ceptable. Nous expliquons dans cette partie comment ce
problème peut être efficacement optimisé en employant
quelques idées d’optimisation à grande échelle.
3.1 Gradient proximal accéléré
Les méthodes proximales ont été employées pour résoudre
le problème (1) et utilisées dans plusieurs domaines d’ap-
plication, notamment le suivi mono-objet [16]. Ces tech-
niques sont une généralisation des méthodes d’optimisa-
tion classiques du premier ordre. Elles sont particulière-
ment utiles lorsque la fonction objectif à minimiser peut
s’écrire sous la forme d’une somme de deux fonctions
convexes propres et fermées f et g, avec f différentiable.










si |DTi r| > λ alors




En utilisant αy comme position initiale et G,
déterminer αy = argmin
α
1
2 ||y −DAα||22 + λ||α||1;
r = DAαy − y;
jusqu’à convergence;
Algorithme 1 : Stratégie avec ensembles actifs pour ac-
célérer le calcul des représentations parcimonieuses sur de
grands dictionnaires.
La fonction objectif de l’équation (1) peut être décompo-
sée de cette manière en choisissant f(α) = 12 ||y − Dα||22
et g(α) = λ||α||1.
La méthode de gradient proximale accélérée peut détermi-
ner le minimum de f + g avec une vitesse de convergence
en O(1/i2) où i est l’indice d’itération de la méthode [17].
Cette méthode nécessite de calculer à chaque itération le
gradient au point courant 5f(αi) ainsi que quelques va-
leurs de l’opérateur proximal de g et quelques évaluations
de la fonction f (durant une étape de recherche en ligne).
Les étapes limitantes en temps de calcul sont alors le calcul
de 5f(αi) et les évalutations de f , chacune de ces étapes
nécessitant O(nm) opérations lorsque le dictionnaire D
comporte n éléments de taille m.
Comme expliqué dans [17], il est possible de pré-calculer
la matrice de Gram DTD, ce qui nécessite O(n2m) opé-
rations, pour pouvoir effectuer chaque itération en O(n2).
Cela peut mener à un gain important en temps de calcul
lorsque la condition n  m est satisfaite. Dans notre cas,
cette condition n’est à priori pas satisfaite et ceci notam-
ment pour les représentations globales. En effet, le nombre
d’éléments dans ce dernier cas peut s’avérer important et
rend le pré-calcul de la matrice de Gram très coûteux pour
un gain faible à chaque itération.
3.2 Stratégie avec ensembles actifs
Quelques techniques ont été proposées afin de traiter le cas
de grands dictionnaires. En effet, la condition d’optimalité
pour l’équation (1) montre que la solution α vérifie αi = 0
si et seulement si |DTi (Dα − y)| ≤ λ, où Di indique la
ie`me colonne (ou élément) deD. Il est ainsi possible d’em-
ployer une stratégie à base d’ensembles actifs (comme fait
par exemple dans [15]). Cela consiste à résoudre (1) sur un
sous-ensemble d’éléments deD et à progressivement ajou-
ter de nouveaux éléments à ce sous-ensemble.
Plus précisément, l’équation (1) est optimisée sur un sous-
ensemble A d’éléments de D (ce qui fournit une solution
αA). Les éléments deD qui présentent les plus grandes va-
leurs |DTi (y−DAαA)| au-dessus de λ sont ensuite ajoutés
àA. En pratique, seules quelques itérations sont effectuées
sur le sous-ensemble A avant de rajouter de nouveaux élé-
ments. Cette méthode converge vers la solution optimale
et il est même possible de pré-calculer la matrice de Gram
afin d’accélérer les itérations effectuées sur A (le nombre
d’éléments dans A étant peu élevé).
Le processus d’optimisation est détaillé dans l’algorithme




Notre méthode a été codée en C++ et testée sur un ordi-
nateur portable sur un seul coeur à 2.7 GHz. Nous avons
comparé deux variantes de l’approche proposée, l’une utili-
sant les représentations parcimonieuses collaboratives glo-
bales (GSC) et l’autre les représentations parcimonieuses
collaboratives locales (LSC). Nous avons aussi comparé
une troisième variante où les termes a(i, j) de la matrice
d’affinité sont définis comme étant l’opposé de l’erreur de
reconstruction de ydj à partir du dictionnaire spécifique Di
de la trajectoire Ti. Plus précisement, on considère












||ydj −Diα||22 + λ||α||1]
Cette dernière méthode emploie des représentations non
collaboratives spécifiques à chaque cible et sera indiquée
dans la suite par le sigle TSS (target specific sparse repre-
sentation).
Les positions futures des cibles sont estimées à partir
de filtres de Kalman et l’appariement des détections aux
pistes, formulé comme un problème de couplage maxi-
mum, est résolu avec un algorithme glouton. Nous n’em-
ployons pas de caractéristiques élaborées et utilisons di-
rectement les valeurs d’intensité RGB des boites (redimen-
sionnées à 30x30 pixels). Tous les paramètres ont été fixés
de façon empirique et restent identiques pour toutes les vi-
déos testées. En particulier, la taille des dictionnaires spé-
cifiques est fixée à 30 éléments et le paramètre λ dans (1)
est fixé à 0.1.
4.2 Protocole expérimental
Notre approche a été évaluée sur plusieurs vidéos de types
assez variés : PETS S2L1 et S2L2, TownCenter et Parking
Lot. Ces vidéos se différencient principalement vis-à-vis
du nombre de personnes suivies, du champ de vue et de
la fréquence. Comme [4], nous n’utilisons pas d’informa-
tion de calibration 3D des caméras. Deux détecteurs de per-
sonnes différents sont utilisés pour les vidéos de PETS et
TownCenter (mêmes jeux de détections que [4]) afin de vé-
rifier la robustesse de notre algorithme par rapport au dé-
tecteur employé. Afin de permettre une comparaison valide
nous avons comparé notre approche à d’autres algorithmes
de suivi en ligne de l’état de l’art [3, 4, 5, 6] sur des vi-
déos pour lesquelles les détections employées étaient dis-
ponibles.
Nous utilisons les métriques CLEARMOT, détaillées dans
[18], qui sont évaluées en utilisant le code public de [4]
(avec un seuil de recouvrement standard de 0.5 contrai-
rement au seuil inhabituel employé dans [4]). Les mé-
triques suivantes sont prises en compte : l’exactitude du
suivi (MOTA), la précision du suivi (MOTP), le nombre
de changements d’identité (IDS), le nombre de faux po-
sitifs (FP) et le nombre de positions manquantes (MS). Le
MOTP considère uniquement la précision de la localisation
des individus sans tenir compte des changements d’iden-
tité, et le MOTA prend en compte les changements d’iden-
tité, les détections manquantes et les faux positifs. Cette
dernière métrique est souvent considérée de première im-
portance pour pouvoir juger de la qualité du suivi.
Lorsque celles-ci étaient disponibles, nous avons utilisé les
trajectoires fournies par les auteurs des articles comparés
[4, 6]. Les résultats pour la vidéo Parking Lot sont par
contre ceux indiqués dans les articles des méthodes testées.




Opt. \ Det. [2] [4] [2] [4] [4] [6] [5]
Naive (fps) 1.9 3.4 0.23 0.44 0.51 0.35 0.92
Ens. actifs (fps) 24 29 5.1 8.7 8.4 6.5 10
Gain 12x 8.5x 22x 19x 16x 18x 10x
TABLE 1 – Temps de calcul (avec détections données).
FIGURE 1 – Distribution des coûts d’affinité pour les
couples détection-piste corrects (en vert) et incorrects (en
rouge) sur la vidéo TownCenter.
4.3 Résultats
Les métriques CLEARMOT pour notre méthode et
quelques autres algorithmes sont indiquées dans les ta-
bleaux 2 et 3 et quelques exemples de trajectoires obtenues
sont présentés en figure 2. Tout d’abord, on peut remarquer




[2] TSS 68.8 37 65.5 788 623LSC 70.2 29 65.4 737 614
GSC 69.5 25 65.6 757 631
[4] TSS 71.1 18 73.0 451 869LSC 71.2 22 72.9 447 866
GSC 71.3 19 73.2 457 852
S2L2
[2] TSS 38.3 215 65.8 1719 4395LSC 40.5 214 65.8 1547 4338
GSC 41.3 225 66.0 1502 4291
[4] TSS 42.1 214 70.8 1138 4585LSC 42.7 210 70.9 1099 4565
GSC 43.9 194 71.1 1044 4514
Town
Center
[4] TSS 60.7 211 71.6 4275 23580LSC 60.6 214 71.6 4286 23595
GSC 61.3 192 71.6 3983 23476
[6]
TSS 65.1 225 74.7 7352 17348
LSC 65.5 210 74.7 7174 17264




TSS 85.7 18 71.3 276 759
LSC 85.7 18 71.3 275 761
GSC 85.6 17 71.3 266 773
TABLE 2 – Métriques CLEARMOT pour les approches
proposées (meilleures valeurs en gras et rouge pour le
MOTA et les IDS). Seconde colonne : détections em-
ployées.
en examinant le tableau 2 que nos approches avec des re-
présentations collaboratives (GSC ou LSC) présentent glo-
balement de meilleures performances en terme de MOTA
et de changements d’identité comparées à celle employant
des représentations spécifiques par cible (TSS). Comme les
individus suivis sont d’apparences assez proches, il sem-
blerait que les dictionnaires spécifiques ne peuvent pas
correctement les différencier, comme illustré en figure 1
où nous avons présenté les erreurs de reconstruction des
couples piste-détection corrects et incorrects. Bien que
l’emploi de caractéristiques plus élaborées pourrait éven-
tuellement améliorer le pouvoir discriminatif des diction-
naires spécifiques, l’emploi de représentations collabora-
tives améliore déjà les performances de suivi sans recourir
à des caractéristiques complexes.
De plus les représentations collaboratives globales (GSC)
donnent de meilleurs résultats que ceux obtenus avec les
représentations locales (LSC), et nous considérons que ce
résultat peut s’expliquer principalement pour deux raisons.
D’une part, les représentations globales sont calculées pour
une image donnée à partir du même dictionnaire, ce qui
évite de comparer des erreurs résiduelles obtenues à partir
de dictionnaires de tailles différentes comme cela est fait
pour les représentations locales. D’autre part, utiliser des
représentations globales semble aussi aider à mieux identi-




[2] [4] 69.9 35 71.2 805 557GSC 69.5 25 65.6 757 631
[4] [4] 70.0 21 71.7 543 827GSC 71.3 19 73.2 457 852
S2L2
[2] [4] 43.1 347 69.5 1318 4189GSC 41.3 225 66.0 1502 4291
[4] [4] 39.3 287 69.0 1416 4536GSC 43.9 194 71.1 1044 4514
Town
Center
[4] [4] 60.7 212 71.2 7295 20549GSC 61.3 192 71.6 3983 23476
[6]
[4] 63.4 446 74.5 9359 16302
[6] 61.3 318 80.5 12309 14982




[3]* 84.5 4 73.2 - -
[5]* 79.3 - 74.1 - -
GSC 85.6 17 71.3 266 773
TABLE 3 – Métriques CLEARMOT sur différentes vidéos
(meilleures valeurs en gras et rouge pour le MOTA et les
IDS). Seconde colonne : détections employées. Le signe *
indique que les scores ont été directement repris à partir
des articles associés.
fier l’apparition de nouvelles personnes car leurs représen-
tations font intervenir des éléments de trajectoires variées,
ce qui se traduit par des erreurs résiduelles plus grandes
vis-à-vis des pistes proches.
Comparée à d’autres approches de l’état de l’art, notre ap-
proche avec les représentations globales (GSC) donne le
plus souvent de meilleurs résultats en MOTA, comme in-
diqué dans le tableau 3, et est dans tous les cas toujours
comparable avec les autres approches en ligne. Notre mé-
thode produit dans l’ensemble bien moins de changements
d’identité (IDS), du fait du pouvoir discriminatif des repré-
sentations collaboratives, ce qui traduit un meilleur main-
tien des trajectoires tout au long du suivi. Concernant le
nombre de faux positifs et de positions manquantes, notre
approche tend à donner un peu moins de faux positifs mais
légérement plus de positions manquantes, comparé à [4].
Sur les vidéos de PETS et TownCenter, l’emploi de détec-
teurs de personnes différents ne perturbe pas significative-
ment la qualité du suivi obtenu. De ce fait, notre approche
est compétitive par rapport aux méthodes actuelles et, de
plus, est robuste vis-à-vis du détecteur de personnes em-
ployé.
Le temps de calcul de notre approche dépend principale-
ment du nombre de cibles et du nombre de détections par
image. Les temps de calcul pour l’optimisation avec la mé-
thode de gradient proximale accélérée et ceux pour la stra-
tégie avec ensembles actifs sont présentés dans le tableau
1 (pour la variante GSC sur un seul coeur). Cela montre
que l’utilisation d’ensembles actifs permet de rendre notre
approche proche temps réel et que celle-ci pourrait tourner
FIGURE 2 – Illustration de nos résultats de suivi pour les vidéos de PETS S2L1, S2L2, TownCenter et Parking Lot (en
utilisant les détections de [2] pour PETS, [6] pour TownCenter et [5] pour Parking Lot).
en temps réel en utilisant une implémentation parallèle. On
peut noter que le gain en temps de calcul dépend du type
de vidéo et du détecteur employé, ceci s’expliquant notam-
ment par le fait que le nombre de trajectoires estimées varie
selon les situations.
5 Conclusion
Nous avons proposé dans cet article une méthode de suivi
en ligne à partir de représentations parcimonieuses collabo-
ratives globales de toutes les personnes suivies. Nous avons
montré que les performances de ces représentations colla-
boratives dépassent celles obtenues à partir de représenta-
tions spécifiques à chaque cible et que ces représentations
pouvaient être efficacement calculées malgré le nombre
d’éléments éventuellement important des dictionnaires em-
ployés. Une évaluation approfondie de notre système sur
plusieurs vidéos montre que cette approche est robuste et
compétitive par rapport aux autres méthodes actuelles.
Nous envisageons d’étendre nos travaux en remplaçant l’à
priori de parcimonie employé pour calculer les représen-
tations par un à priori plus adapté au contexte du suivi
en cours d’estimation. Nous envisageons aussi d’étudier la
possibilité de réaliser de façon conjointe l’estimation des
représentations parcimonieuses et l’appariement des détec-
tions aux trajectoires.
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