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Higher-order topological materials, characterized by the presence of topologically protected states
at the boundaries of their boundaries (hinges or corners), have attracted attention in recent years.
In this paper, we propose a means to transform an inherently trivial system into a second-order
topological superconductor by introducing nontrivial winding of a quasimomentum in the time-
domain. Unlike other proposals of Floquet second-order topological phases developed in recent
years, the generation of Majorana corner modes in our scheme arises from the interplay of topology
in both spatial and temporal dimensions, where the underlying static system lacks the mechanism
to ever host them. Our scheme thus brings forward the idea of Floquet engineering to another level
where periodic drive can itself be endowed with topology to potentially reduce the complexity of
the underlying static systems for hosting exotic topological phases.
I. INTRODUCTION
Since their theoretical discoveries in early 1980s [1, 2],
followed by various experimental realizations since the
last decade [3, 4], topological phases of matter have re-
mained an active field of research. Their main signature
to host robust topologically protected states in the pres-
ence of systems’ boundaries or defects is especially at-
tractive with potential applications in designing robust
electronic/spintronic devices [5] and fault-tolerant quan-
tum computing [6, 7].
In the last couple of years, a new direction within the
area of topological matter emerges through the discovery
of higher-order topological phases (HOTP) [8–10], which
exhibit topologically protected states at the boundaries
of the systems’ boundaries. In particular, an n-th-order
topological phase in D dimensions is characterized by the
presence of topologically protected states at its D − n
dimensional boundaries. In the following years, HOTP
have been extensively studied [8–35] and experimentally
observed in a variety of physical platforms, such as pho-
tonics [29, 34], acoustics [35], electrical circuit devices
[30], and solid-state systems [28]. A common feature of
these studies suggests that systems with at least four
bands are necessary for the formation of HOTP. As a
result, a construction of such HOTP inevitably requires
a number of internal degrees of freedom and/or spatial
variations in the system parameters, thus leading to a
generally complex design.
In this paper, we present a possibility to create a par-
ticular class of HOTP, i.e., a second-order topological su-
perconductor (SOTSC), by utilizing time as a resource to
encode additional topology. To this end, by starting with
a static system which lacks the required building-blocks
to host any second-order topology, the key idea is to de-
sign specific time-periodic modulations to some system
parameters such that nontrivial winding of a quasimo-
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mentum arises in the time domain. The resulting addi-
tional topology then fills in the missing ingredient for en-
abling topologically protected corner modes. While this
work can be considered to lie within the timely area of
Floquet topological phases [36–75], the idea of directly
introducing topology in the time-domain (to the best of
our knowledge) has never been explored in previous liter-
ature. Yet, in practice, such a topological structure can
actually be very easily implemented by properly intro-
ducing two harmonic drive with the same frequency and
a phase difference of pi/2 (i.e., a sine and cosine terms),
while its implementation offers an important advantage
of significantly reducing the complexity in the design of
the underlying static systems.
The mechanism behind such a construction can be un-
derstood as follows. In the enlarged Hilbert (Sambe)
space [76, 77], terms proportional to a sine and consine
functions of time induce imaginary and real couplings be-
tween two copies of the static Hamiltonian (one of which
is shifted in energy with respect to the other by that of
a single photon). Not only such couplings may lead to
gap openings hosting topologically protected boundary
modes, as commonly studied in previous Floquet topo-
logical phases literature (see e.g. Refs. [38, 40]), we now
demonstrate that they may in fact also accommodate ad-
ditional winding of a system parameter (quasimomen-
tum) to enable a new topology which is otherwise ab-
sent in the underlying static system. The importance
of this aspect becomes clearer by noting that nontrivial
winding of two quasimomenta is essential for the emer-
gence of second-order topology, i.e., one is to ensure that
edge modes exist, whereas the other results in these edge
modes possessing nontrivial topology so as to host topo-
logically protected corner modes. Given that a single
set of Pauli matrices can only accommodate one wind-
ing structure, it follows that a minimum of two set of
Pauli matrices (hence four-band systems) are necessary
in static systems. On the other hand, the above mecha-
nism implies that the same can be achieved with only a
two-band time-periodic system.
While the idea presented in this paper can be gen-
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2eralized to other HOTP, we focus on the generation of
SOTSC due to their ability to host non-chiral Majo-
rana modes (MMs), which are capable of encoding non-
local qubits for topological quantum computation [6, 7].
For many years, such non-chiral MMs are usually found
at the ends of certain one-dimensional (1D) systems,
i.e., first-order topological superconductors. As a result,
the implementation of quantum gate operations, accom-
plished by moving some MMs around one another, gen-
erally requires the design of complex architectures based
on these 1D systems so as to facilitate these braiding
processes [78–81]. On the other hand, two-dimensional
(2D) first-order topological superconductors may only
host chiral MMs at their edges [82, 83], which are not
directly relevant for quantum computing applications.
Though non-chiral MMs may also appear at the vor-
tices in the bulk of certain 2D fractional quantum Hall
systems [84], not only the latter is not straightforward
to realize experimentally, such MMs are generally fixed
in place and may not be readily manipulated to per-
form quantum gate operations. For these reasons, re-
alizing non-chiral MMs in 2D SOTSC is especially ad-
vantageous not only because these MMs naturally exist
without the introduction of vortices, but also that braid-
ing of MMs can be more realistically implemented either
through conductance-measurements [64] or adiabatic fol-
lowing [85–88]. The geometry of a single SOTSC also
implies its scalability towards designing topological qubit
architectures or quantum error correction codes [89, 90].
This paper is structured as follows. In Sec. II A, we
present a minimal model demonstrating the possibility of
encoding topology in the time-domain and briefly review
Floquet theory. In Sec. II B, we invoke a two-photon sec-
tors approximation of the Floquet Hamiltonian to eluci-
date the intuition behind time-induced topology, identify
the relevant symmetries, and construct a bulk Z2 invari-
ant predicting the presence of Majorana corner modes. In
Sec. II C, we show that the Majorana corner modes ex-
pected from the two-photon sectors picture also emerge
in the exact time-periodic system. In Sec. III A, we show
that the same symmetries identified under two-photon
sectors approximation exist in the exact time-periodic
system, thus allowing us to derive a more general bulk
Z2 invariant expression. In the same section, we investi-
gate the presence of certain static perturbations to iden-
tify symmetries which actually play the role in protecting
Majorana corner modes. In Sec. III B, we present another
choice of time-periodicity that also leads to the time-
induced topology. In particular, the resulting system un-
der consideration gives rise to a rare scenario whereby
chiral and non-chiral MMs coexist, which can be poten-
tially utilized to perform quantum state transfer as we
briefly comment. We summarize this paper, compare our
work with previous literature, and highlight possible fu-
ture work in Sec. IV.
II. TIME-INDUCED TOPOLOGY
A. Minimal model
To illustrate the main physics, we consider the follow-
ing (2D) square lattice model describing a periodically
driven px + ipy superconductor,
H(t) =
∑
i,j
(µ
2
c†i,jci,j + Jx(t)c
†
i+1,jci,j + Jy(t)c
†
i,j+1ci,j
+∆c†i+1,jc
†
i,j + i∆c
†
i,j+1c
†
i,j + h.c.
)
, (1)
where c†i,j (ci,j) is the fermionic creation (annihilation)
operator at lattice site (i, j), µ represents the chemical
potential, Jx(t) = J0,x cos(ωt) and Jy(t) = J0,y sin(ωt)
are the time-periodic hopping amplitudes of period T =
2pi
ω in the x and y directions respectively, and ∆ ∈ R
characterizes the px+ipy pairing strength. While Eq. (1)
looks like a toy model, its static version has actually been
experimentally realized in Ref. [82] to detect the existence
of chiral MMs, where effective px + ipy is realized by
proximitizing a quantum anomalous Hall insulator thin
film, such as (Cr0.12Bi0.26Sb0.62)2Te3, with a normal (s-
wave) superconductor.
Since Eq. (1) is time-periodic, we may employ Flo-
quet theory [76, 77]. To this end, we construct a Floquet
Hamiltonian in an enlarged (Sambe) Hilbert space de-
fined as
[Hαβ ]nm = n~ωδn,mδα,β +Hαβ,nm , (2)
where α and β are integers running through the di-
mension of H(t), n and m are the photon indices,
i.e., integers running from −∞ to +∞, and Hαβ,nm =∫ T
0
dt Hαβ(t)e
−i(n−m)ωt. It is noted that Hαβ is of in-
finite dimension and, consequently, has an infinite num-
ber of eigenvalues (termed quasienergies). However, two
quasienergies ε and ε + ~ω describe the same physical
states [76, 77], so it is sufficient to restrict our attention
within the first quasienergy Brillouin Zone
(−~ω2 , ~ω2 ].
Within this formalism, Majorana modes are thus not
only allowed to exist at ε = 0, as usually expected in
typical static systems and termed Majorana zero modes
(MZMs), but also at ε = ~ω2 , termed Majorana pi modes
(MPMs) [59–64].
Under periodic boundary conditions (PBC), Eq. (1)
can be recast in terms of quasimomenta kx and ky as
H(t) =
∑
kx,ky
1
2
Ψ†khBdGΨk ,
hBdG(t) = h0,BdG + hc,BdG cos(ωt) + hs,BdG sin(ωt) ,
h0,BdG = µσz + 2∆ sin(kx)σy + 2∆ sin(ky)σx ,
hc,BdG = 2J0,x cos(kx)σz ,
hs,BdG = 2J0,y cos(ky)σz . (3)
where hBdG is the momentum space Bogoliubov-de-
Gennes Hamiltonian, Ψk =
(
ck, c
†
−k
)T
is the Nambu
3wave function, and σi’s are Pauli matrices acting in this Nambu basis. The momentum space Floquet Hamilto-
nian associated with hBdG is then obtained as
HBdG =

. . .
...
...
... . .
.
. . . h0,BdG + ~ωσ0 hc,BdG − ihs,BdG 0 . . .
. . . hc,BdG + ihs,BdG h0,BdG hc,BdG − ihs,BdG . . .
. . . 0 hc,BdG + ihs,BdG h0,BdG − ~ωσ0 . . .
. .
. ...
...
...
. . .
 , (4)
where σ0 is the identity 2× 2 matrix.
B. Two-photon sectors approximation
To simplify our analysis, we first make an additional
assumption that hc,BdG and hs,BdG are of sufficiently
smaller energy scale as compared with that of h0,BdG.
It is to be emphasized however that such an assumption
is not necessary for the generation of Majorana corner
modes as demonstrated by our numerics in the next sec-
tion. With the assumption in place, it is then justified
to truncate HBdG so that only its zero and +1 (or −1)
photon sectors, i.e., red colored blocks in Eq. (4), are in-
cluded. In this case, another set of Pauli matrices ηi may
be introduced to represent the two Floquet photon sec-
tors and write the truncated Floquet Hamiltonian H′BdG
as
H′BdG(k) =
~ω
2
(σ0 + σ0ηz) + µσz + 2∆ sin(kx)σy
+2∆ sin(ky)σx + J0,x cos(kx)σzηx
+J0,y cos(ky)σzηy . (5)
Ignoring the first two terms, it follows that H′BdG takes
the form equivalent to the minimal second-order topo-
logical insulator model studied in Refs. [9, 10], where
four corner modes associated with zero eigenvalue are
expected when open boundaries are introduced in both
x- and y-directions. Such corner modes are protected by
the chiral symmetry CH′BdG(k)C−1 = −H′BdG(k), whereC = σzηz.
Now including the first two terms into consideration,
we first note that H′BdG no longer respects the chiral
symmetry defined above. However, it still satisfies two
particle-hole symmetries about quasienergy ~ω2 , i.e.,
P1
(H′BdG(k)− ~ω2 σ0)P−11 = − (H′BdG(−k)− ~ω2 σ0)
and P2
(H′BdG([k− (pi/2, pi/2)])− ~ω2 σ0)P−12 =
− (H′BdG(− [k− (pi/2, pi/2)])− ~ω2 σ0), whereP1 = σxηxK and P2 = σyηyK (K being the com-
plex conjugate). Moreover, diagonal and off-diagonal
spatial symmetries (MD and MOD) also exist [91],
which are characterized by
MD = 1√
2J20,x + 2J
2
0,y
(σx − σy)(J0,xηx + J0,yηy) ,
MOD = 1√
2J20,x + 2J
2
0,y
(σx + σy)(J0,xηx + J0,yηy) ,
(6)
such that MDH′BdG(kx = ky)M−1D = −H′BdG(kx = ky)
and MODH′BdG(kx = −ky)M−1OD = −H′BdG(kx = −ky).
In this case, the particle-hole symmetries are responsi-
ble to protect the degeneracy of (Hermitian) zero and ~ω2
quasienergy modes [92], whereas the two spatial symme-
tries guarantee that such zero and ~ω2 modes, if exist,
must be located at the system’s corners.
If µ = 0, H′BdG(k) can be easily diagonalized to yield
the four eigenvalues
εk,s1,s2 =
~ω
2
+ s1
√
J20,x cos
2(kx) + J20,y cos
2(ky) +
(
~ω
2
+ s2
√
4∆2 sin2(kx) + 4∆2 sin
2(ky)
)2
, (7)
where s1, s2 = ±1. In particular, it follows that, taking
into account that εk,s1,s2 is defined modulo ~ω, there is
no gap at zero quasienergy for any (nonzero) values of
J0,x, J0,y, and ∆. Such a lack in zero quasienergy gap
results in the absence of the four zero quasienergy cor-
ner modes when open boundaries are introduced. On
the other hand, while introducing large µ 6= 0 may even-
tually reopen the gap around zero quasienergy, it leaves
4the system in the topologically trivial region since it can
then be adiabatically connected to the static case (i.e.,
∆ = 0) without closing the bulk gap. This argument
implies that, similar to its static counterpart, our system
cannot admit any zero quasienergy corner modes. This
is not surprising since zero quasienergy modes (if any)
originate from the topological structure of the underly-
ing static system, which in our case cannot exist due to
the lack of internal degrees of freedom (Pauli matrices)
in the absence of any periodic-drive.
By further making a simplifying assumption that
J0,x = J0,y = 2∆ (in addition to again taking µ = 0),
it can be easily checked that another bulk gap closing
at ~ω2 occurs at ∆ = ∆c =
√
2
8 ~ω. Unlike the gap clos-
ing at zero quasienergy, however, the gap immediately
reopens as ∆ is tuned away from ∆c, thus signing a pos-
sible topological phase transition. In particular, ∆ < ∆c
is identified as a topologically trivial regime, since it is
adiabatically equivalent to the static scenario (∆ = 0).
The regime ∆ > ∆c is thus expected to be topologically
nontrivial and, together with the appropriate symmetry
protections, four MPMs are expected to emerge at its
corners when open boundaries are introduced.
Indeed, in Appendix A, we explicitly construct a bulk
Z2 invariant ν
′
pi characterizing the presence of MPMs,
compatible with the two particle-hole and spatial symme-
tries defined above. In general, we find that the system
is topologically nontrivial whenever
ν′pi = sgn
(
|~
2ω2
4
− µ2| − 8∆2
)
< 0 . (8)
In particular, under J0,x = J0,y = 2∆ and µ = 0, topo-
logical phase transition occurs at ∆ = ∆c, where ν
′
pi
becomes ill-defined, which is thus consistent with the
quasienergy gap analysis above.
The Z2 invariant ν
′
pi represents a quantity that signals
the presence of quasienergy winding along either a di-
agonal or off-diagonal line in the 2D Brillouin zone (see
Fig. 1). Due to the four symmetriesMD,MOD, P1, and
P2, observing such a feature is sufficient to determine the
full topology of the system. To justify this argument, we
note that potential topological phase transitions caused
by quasienergy gap closing at a point not along the di-
agonal or off-diagonal line in the Brillouin zone can be
smoothly deformed to those involving quasienergy gap
closing at a point along either the diagonal or off-diagonal
line. This can be understood from the fact a quasienergy
gap closing at (kx,0, ky,0) not along the diagonal and/or
off-diagonal line must be accompanied by at least an-
other quasienergy gap closing at (kx,1, ky,1) due to MD
and/or MOD. Moreover, these symmetries prevent the
quasienergy gap closing points to reopen, unless by mov-
ing them to annihilate at a point along either the diagonal
and/or off-diagonal line.
Due to P1 and P2, however, these quasienergy gap
closing points cannot actually annihilate after moving
them at general locations along either the diagonal or
off-diagonal line and must come at least in pairs within
FIG. 1. The nontrivial winding of the quasienergy bands
along the blue dashed line arises due to gap closing and re-
opening (different colors in the inset). Due to P2 and P1
quasienergy bands along the blue (green) and red (purple)
dashed lines have identical structures.
the line. In this case, such gap closing points must be fur-
ther moved to either (0, 0), (±pi,±pi), or (±pi/2,±pi/2),
i.e., points left invariant by either P1 or P2, before they
may properly annihilate and reopen. This results in
a very symmetrical structure throughout the Brillouin
zone, whereby considering the quasienergy bands along
the 1D lines marked in either red or blue and either ma-
genta or green in Fig. 1 is sufficient to capture proper-
ties of the system over the whole 2D Brillouin zone. In
particular, the two topologies of the system, character-
ized by the presence and absence of the Majorana cor-
ner modes, are distinguished by the presence of winding
in the quasienergy bands along one these lines (see the
inset of Fig. 1), whose technical detail is elaborated in
Appendix A.
The results presented thus far show that such MPMs
are truly of dynamical origin, whose existence can be
traced back from the presence of nontrivial quasienergy
winding induced by time-periodicity. We have thus
demonstrated another resourcefulness of Floquet engi-
neering to create topological phases by embedding topo-
logical structure in the time domain.
C. Exact system
In Sec. II B, we have elucidated the main mechanism
underlying the presence of corner MPMs in the system
described by Eq. (1). In doing so, we made a very crude
analysis based only on two photon sectors in the infinite-
dimensional Floquet Hamiltonian. Here, we verify nu-
merically that the predicted corner MPMs remain exist-
ing even when considering the full picture. To this end,
we may directly construct the Floquet Hamiltonian as-
sociated with Eq. (1) under open boundary conditions
(OBC) in both x- and y-directions, truncated up to a
reasonably large maximum photon index nmax to allow
numerical processing, then diagonalize it and accept only
5FIG. 2. Quasienergy spectrum of Eq. (1) under (a) OBC and
(b) PBC in both directions. In (a), the system size is taken
to contain 15× 15 lattice sites, and up to ±3 photon sectors
of the Floquet Hamiltonian are included (i.e., nmax = 3). In
both panels, a nonzero µ = 0.1 ~
T
has also been considered.
quasienergy solutions within (0, ~ω] [94]. Alternatively,
such quasienergy solutions can also be obtained by diago-
nalizing the one-period time evolution operator (obtained
numerically e.g. via the use of split-operator method),
which inherently takes into account all photon sectors in
the Floquet Hamiltonian language. We have employed
both approaches and similar results are obtained. As
such, in the following we present our results based on the
former approach only.
Figure 2 shows the calculated quasienergy solutions as
the system parameters are varied according to J0,x =
J0,y = 2∆ = 2m
~
T , where m ∈ R is a dimensionless real
variable. There, it is observed that at small to moderate
values of m, the quasienergy spectrum qualitatively ex-
hibits the same behavior as that predicted in Sec. II A,
where the two quasienergy bands touch at mc ≈ 2pi
√
2
8
that separates the regime with and without MPMs, re-
spectively associated with m < mc and m > mc. In par-
ticular, to distinguish corner and edge states from the rest
of the bulk states, Figs. 2(a) and (b) are plotted under
OBC and PBC respectively. That the ~ω2 quasienergy so-
lutions are missing in Fig. 2(b) signifies that these MPMs
are indeed localized near the corners. Moreover, as we
have also predicted in Sec. II A, the lack of band gap
around zero quasienergy leads to the absence of MZMs.
To further verify that MPMs observed in Fig. 2
are corner and not edge modes, we plot in Fig. 3
the system’s quasienergy spectrum under PBC in one
direction and OBC in the other, which shows that
~ω
2 solutions are indeed absent. Moreover, we ex-
plicitly calculate the support of each corner MPM on
Majorana operators representing the system’s lattice
FIG. 3. Quasienergy spectrum of Eq. (1) under (a) OBC in
the y-direction and PBC in the x-direction, (b) OBC in the
x-direction and PBC in the y-direction. In both panels, 40
sites are taken in the direction where OBC are applied, up to
±3 photon sectors of the Floquet Hamiltonian are included
(i.e., nmax = 3), a nonzero µ = 0.1
~
T
is considered, and the
other parameters are set as J0,x = J0,y = 2∆ = 4
~
T
.
sites. To this end, we write each corner MPM as [64]
γc(t) =
∑
i,j,nW
(n)
i,j γi,j exp[i(n − 1/2)ωt], where ci,j =
1
2 (γ2i,j − iγ2i+1,j). Given that the dominant contribu-
tion to γc(t) comes from the zero photon sector, we plot
in Fig. 4 the weights W
(0)
i,j associated with the four cor-
ner MPMs in our system, where they are clearly local-
ized at one of the four corners. There, we have also in-
troduced imperfections in the system parameter values,
which amount to introducing a slight inhomogeneity of
pairing strengths and hopping amplitudes in the x- and y-
directions, i.e., ∆x = ∆+δ, ∆y = ∆−δ, and J0,x 6= J0,y.
At larger values of m, it is further observed that an-
other gap closing occurs at ~ω2 quasienergy, after which
the system again becomes topologically trivial with no
MPMs. That is, unlike the model considered in Ref. [66],
gap closing in our model does not generate new Majo-
rana corner modes. This is expected because MPMs in
our system are protected by particle-hole instead of chiral
symmetry as is the case in Ref. [66]. It is known that in
one-dimensional topological systems, particle-hole sym-
metry protection leads only to a Z2 topological invari-
ant (hence corresponding to the presence or absence of
end states), whereas chiral symmetric topological phases
may exhibit a Z topological invariant [93]. The same
reasoning is expected to hold in regards to second-order
topological phases in 2D, thus explaining why only at
most four MPMs (one at each corner) may emerge in our
system.
6FIG. 4. Supports of each corner MPMs on Majorana oper-
ators representing the system’s 20 × 20 lattice sites. Only
zero photon sector contributions are shown, where the cor-
ner MPM solutions are obtained by diagonalizing the trun-
cated Floquet Hamiltonian containing up to ±3 photon sec-
tors. System parameters are chosen as ∆ = 2.0 ~
T
, δ = 0.1 ~
T
,
J0,x = 3.4
~
T
, J0,y = 3.6
~
T
, and µ = 0.1 ~
T
.
III. DISCUSSION
A. Symmetries protection
While the emergence of corner MPMs is naturally ex-
plained by invoking two-photon approximations, we have
demonstrated in Sec. II C that they also persist in the ex-
act time-periodic scenario. This observation can be first
understood from the fact that all the symmetries we iden-
tified under two-photon approximations also exist in the
actual system, which can be obtained by replacing the
Pauli matrices ηx, ηy, and ηz with their infinite dimen-
sional counterparts, i.e.,
[ηx]nm = δ0,m−1+n ,
[ηy]nm = i sgn(m)δ0,m−1+n ,
[ηz]nm = sgn(m)δn,m , (9)
where we take sgn(0) = +1. It can be easily checked that
ηx, ηy, and ηz remain mutually anticommuting, and they
transform as ηiηj = δi,j + iijkηk similar to 2 × 2 Pauli
matrices. As such, the Z2 invariant derived based on
these symmetries under two-photon approximations can
also be generalized to the exact system, which is detailed
in Appendix A 2 and obtained as
νpi =
∞∏
n=1
sgn
(
| (2n− 1)
2~2ω2
4
− µ2| − 8∆2
)
, (10)
which looks very similar to ν′pi, but it now captures other
topological phase transitions happening at larger param-
FIG. 5. Quasienergy spectrum in the presence of P2 breaking
term Hs under OBC as Js,x = Js,y = J is varied. The rest of
the parameter values are the same as those chosen in Fig. 4.
eter values.
To compare the two Z2 invariants, we first note that
according to ν′pi, the system is topologically nontrivial
as long as |~ω2 − µ| <
√
8∆, suggesting that MPMs
always exist as long as ∆ is very large. However, as
seen from Fig. 2, there is clearly another gap closing at
sufficiently large ∆ after which MPMs disappear. The
modified invariant νpi on the other hand captures this
additional trivial regime by noting that there are two
terms in Eq. (10) with −1 values, resulting in an overall
νpi = +1. Generally, it can be observed that as ∆ further
increases, the system alternately switches between topo-
logically trivial and nontrivial. In particular, the system
is in the topologically trivial (nontrivial) regime when-
ever | (2n−1)2~ω2 − µ| <
√
8∆ < | (2n+1)2~ω2 − µ| with n
being even (odd).
While the Z2 invariant above is derived by utilizing
all P1, P2, MD, and MOD symmetries, not all of them
are actually necessary to preserve the existing MPMs. To
demonstrate this, under the system parameters for which
MPMs are previously observed, i.e., those used to obtain
Fig. 4, we add a static hopping term of the form
Hs = Js,xc
†
i+1,jci,j + Js,yc
†
i,j+1ci,j + h.c. (11)
to the original Hamiltonian of Eq. (1). It is easily checked
that such a term breaks the second particle-hole symme-
try (P2). Yet, as Fig. 5 shows, MPMs remain existing
even at moderate values of Js,x = Js,y = J and disap-
pear only after quasienergy bulk gap closing occurs.
The fact that only the three symmetries P1,MD, and
MOD protect our MPMs is relevant to further justify
that such MPMs indeed exist due to a new topology
induced in the time-domain, and not due to the emer-
7gence of additional symmetries induced by time-periodic
drive [73–75]. Indeed, in the absence of any time-periodic
drive, these symmetries are also present, now described
by the static operators P1 = σxK, MD = 1√2 (σx − σy)
and MOD = 1√2 (σx + σy).
B. Other time-periodic functions
The time-periodicity introduced in Eq. (1) is not the
only one capable of introducing time-induced topology. It
is expected that a class of other time-periodic functions
will also work, provided that non-trivial winding mecha-
nism elucidated above remains. In particular, given that
any time-periodic function f(t) can be Fourier decom-
posed as f(t) =
∑
n
(
f (s,n) sin(nωt) + f (c,n) cos(nωt)
)
,
it is generally sufficient to choose the two time-periodic
functions Jx(t) and Jy(t) to be even and odd in t respec-
tively, so that only J
(c,n)
x and J
(s,n)
y are nonzero, which
include Jx(t) and Jy(t) terms introduced in Sec. II A.
To further verify the above argument, we may now
take Jx(t) and Jy(t) to comprise as series of Dirac delta
functions,
Jx(t) =
∑
j
J0,xδ(t− jT ) ,
Jy(t) =
∑
j
J0,y (δ(t− (4j + 1)T/4)− δ(t− (4j − 1)T/4)) ,
(12)
so as to include all higher-harmonics in their Fourier
decomposition, but Jx(t) (Jy(t)) contains only cosine
(sine) contributions. In this case, diagonalizing the trun-
cated Floquet Hamiltonian associated with Eq. (1) no
longer represents a feasible way to numerically obtain its
quasienergy spectrum as the presence of higher-harmonic
terms necessarily requires keeping a large number of Flo-
quet photon sectors to achieve a reasonable accuracy. On
the other hand, the one-period time evolution operator
associated with Eq. (1) is easily obtained as products of
six exponentials
UT = exp
(
−iH0T
4~
)
× exp
(
i
Hs
~
)
× exp
(
−iH0T
2~
)
× exp
(
−iHs
~
)
× exp
(
−iH0T
4~
)
× exp
(
−iHc
~
)
,
H0 =
∑
i,j
(µ
2
c†i,jci,j + ∆c
†
i+1,jc
†
i,j + i∆c
†
i,j+1c
†
i,j + h.c.
)
,
Hs =
∑
i,j
J0,yc
†
i,j+1ci,j + h.c. ,
Hc =
∑
i,j
J0,xc
†
i+1,jci,j + h.c. . (13)
In this case, quasienergies can be equivalently obtained
by diagonalizing UT and taking the phase of its eigenval-
ues exp (−iεT/~).
FIG. 6. Quasienergy spectrum of Eq. (1) under the modi-
fied time-periodicity of Jx(t) and Jy(t) described in Sec. III B
where (a) OBC and (b) PBC are applied in both directions.
In both panels, nonzero µ = 0.1 ~
T
is taken.
In Fig. 6, we plot the new quasienergy spectrum of
Eq. (1) under the modified time-periodic modulations
defined by Eq. (12) by varying the parameters 2∆T =
J0,x = J0,y. As expected, quasienergy
~ω
2 solutions asso-
ciated with MPMs can be clearly identified for a range
of parameter values. In addition, it is further observed
that at small parameter values, a significant bulk gap
around zero quasienergy emerges (see Fig. 6(b)), which
hosts chiral edge states when OBC are applied (notice the
additional series of quasienergy solutions filling the zero
quasienergy gap in Fig. 6(a)). Consequently, at some ap-
propriate parameter values, we find a rare possibility of
coexisting chiral and non-chiral MMs in the system. It
is expected that such a scenario may have a promising
application in quantum information processing, particu-
larly for the task of quantum state transfer [95–99]. That
is, one may imagine of encoding quantum information in
some non-chiral MMs localized at corners of the one side
of the system, transferring it to the chiral MMs, and re-
trieving it on the other side of the system by utilizing
non-chiral MMs localized at its corners. The detail and
feasibility of this procedure will be left for future work.
IV. CONCLUDING REMARKS
In this paper, we proposed the construction of corner
MPMs without internal (pseudo-spin or orbital) degrees
of freedom or spatially modulating any system param-
eters. In this case, the interplay between topological
superconductivity and topological structure in the time-
domain provides the necessary ingredient for the emer-
gence of truly dynamical Majorana modes at the system’s
8corners with no static analogues.
Before ending this paper, it is necessary to compare
the results presented above to earlier work on Floquet
higher-order topological phases [67–75]. As mentioned at
the beginning, the main feature of our work is the imple-
mentation of topology in the time-domain, thus creating
a scenario in which topological phenomena are observed
in an otherwise inherently trivial system. While some
of the earlier work [67–75] also demonstrate the genera-
tion of topologically nontrivial phases by applying certain
time-periodic drive to a static topologically trivial sys-
tem, the static system under consideration may also po-
tentially exhibit a topologically nontrivial phase by either
tuning some system parameters or adding appropriate
mass terms. In this case, the time-periodic drive simply
plays the role of either system parameters renormaliza-
tion or mass terms simulation, whose topology may thus
(in principle) be traced back from the underlying static
system.
To more concretely establish the above argument, we
shall compare our construction with those of Refs. [73–
75], which at first glance might look similar to ours
(i.e., the use of monochromatic time-periodic drive). In
Refs. [73–75], the time-periodic drive is designed such
that the resulting Hamiltonian obeys a time-glide sym-
metry, which can then be viewed as an effective reflec-
tion symmetry in the enlarged Hilbert (Sambe) space.
In this case, the role of the time-periodic drive is to ef-
fectively create a symmetry necessary for the formation
of second-order topological phases, whereas the under-
lying static Hamiltonian already contains the necessary
topological structure. This is further evidenced by the
fact that four-band models are used in these references,
i.e., the minimum number of bands expected for the for-
mation of second-order topology in static systems. By
contrast, the static system considered in this paper cor-
responds to a two-band (first-order) chiral topological
superconductor, whose second-order topology is always
trivial under any circumstances due to the lack of mass
terms (with only one set of Pauli matrices available) to
open the edge states’ gap. In this case, the necessary
symmetries capable of protecting second-order topology
(were it allowed to exist) are already present in the un-
derlying static system; and the proposed time-periodic
drive genuinely plays the role of creating new topology
in the system that leads to the formation of Majorana
corner modes.
Various directions for potential future studies can be
envisioned following the above discovery of time-induced
topology. In the area of Floquet engineering, other re-
alizations of existing (first- or higher-)order topologi-
cal phases with significantly simpler systems may be
possible through the application of several appropriate
time-periodic potential following the above construction.
In the area of quantum computing, the relatively less
demanding system’s complexity for hosting such time-
induced MMs may offer an opportunity to take a step
forward towards the physical realizations of large-scale
Majorana qubit architectures. Moreover, the possibility
of time-induced topological superconductors to host chi-
ral and non-chiral MMs simultaneously may allow the de-
sign of Majorana-based quantum state transfer scheme,
as briefly commented in Sec. III B. Finally, we expect
that the idea of time-induced topology may open up op-
portunities for the discovery of novel Floquet topological
phases.
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Appendix A: Bulk Z2 invariant
To develop intuitive insight, we will first present the
construction of our Z2 invariant by considering the ap-
proximate 4 × 4 truncated Floquet Hamiltonian H′BdG
studied in Sec. II A, before adapting it to the exact
(infinite-dimensional) Floquet Hamiltonian.
1. Two-photon sectors approximation
Following the discussion of Sec. II B in the main text,
we take J0,x = J0,y = 2∆. We may first write H′BdG(k)
along a diagonal and off-diagonal line
H′BdG,d(k) = H′BdG(kx = ky = k) ,
=
~ω
2
(σ0 + σ0ηz) + µσz + 2
√
2∆ sin(k)σ1
+2
√
2∆ cos(k)σzη1 ,
H′BdG,od(k) = H′BdG(kx = −ky = k) ,
=
~ω
2
(σ0 + σ0ηz) + µσz + 2
√
2∆ sin(k)σ2
+2
√
2∆ cos(k)σzη1 , (A1)
where
σ1 =
1√
2
(σx + σy) ,
σ2 =
1√
2
(σx − σy) ,
η1 =
1√
2
(ηx + ηy) . (A2)
Ignoring the identity term, proper basis transforma-
tion allows us to rewrite H′BdG,d(k) (the same is true for
H′BdG,od(k)) in the block off-diagonal form
H′BdG,d(k) =
 0 0 f(z) 00 0 0 g(z)f(z)∗ 0 0 0
0 g(z)∗ 0 0
 , (A3)
9where we have defined
z = 2
√
2∆ (cos(k)− i sin(k)) ,
f(z) = −i~ω
2
+
√
z2 − µ2 ,
g(z) = −i~ω
2
−
√
z2 − µ2 . (A4)
The quasienergy winding along (without loss of general-
ity) the blue dashed line in Fig. 1 can then be calculated
as (employing Cauchy residue theorem)
n′d =
1
4pii
∮ (
f ′(z)
f(z)
+
g′(z)
g(z)
)
dz
=
{
0 if |~2ω24 − µ2| > 8∆2
1 if |~2ω24 − µ2| < 8∆2
. (A5)
The same result is also obtained when calculating the
quasienergy winding along one of the off-diagonal lines,
i.e., n′od = n
′
d. We may finally define two Z2 invariants
as
ν′d = (−1)n
′
d = sgn
(
|~
2ω2
4
− µ2| − 8∆2
)
,
ν′od = (−1)n
′
od = sgn
(
|~
2ω2
4
− µ2| − 8∆2
)
, (A6)
which respectively determine the presence of Majorana
corner modes at the diagonal and off-diagonal corners.
Since both expressions are identical, we can define a sin-
gle Z2 invariant ν
′
pi = ν
′
d = ν
′
od, such that the system
under consideration supports four MPMs at its corners
or none at all whenever ν′pi = −1 or ν′pi = 1 respectively.
2. Exact system
The above construction can be readily generalized to
obtain the modified Z2 invariant for the actual time-
periodic system described by the infinite-dimensional
Floquet Hamiltonian. To this end, it is first noted that all
the previously considered symmetries, i.e., MD, MOD,
P1, and P2, exist also in the exact system by modifying
ηx and ηy from Pauli to infinite dimensional matrices as
elucidated in Sec. III A of the main text. As a result, sim-
ilar basis transformation leading to a block off-diagonal
structure in the previous section can also be found. In
this case, instead of being a 4×4 Hamiltonian, an infinite
dimensional block off-diagonal matrix is obtained of the
form
HBdG,d(k) =

. . .
...
...
...
... . .
.
. . . 0 0 0 h2(z) . . .
. . . 0 0 h1(z) 0 . . .
. . . 0 h1(z)
† 0 0 . . .
. . . h2(z)
† 0 0 0 . . .
. .
. ...
...
...
...
. . .

,
(A7)
where
hn(z) =
(
fn(z) 0
0 gn(z)
)
,
fn(z) = −i (2n− 1)~ω
2
+
√
z2 − µ2 ,
gn(z) = −i (2n− 1)~ω
2
−
√
z2 − µ2 . (A8)
The modified Z2 invariants are then obtained as
νpi = νd = νod =
∞∏
n=1
sgn
(
| (2n− 1)
2~2ω2
4
− µ2| − 8∆2
)
.
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