Abstract
Introduction

15
The multivariate linear regression model for p×1 non-stochastic predictor X and r×1 stochastic 16 response Y can be written as 1) and in studying the interrelation between X and Y through the regression coefficient matrix 20 β ∈ R r×p . There is a general awareness that the estimation of β may often be improved by 21 reducing the dimensionalities of X and Y, and reduced-rank regression is popular method for 22 doing so. We propose a reduced-rank envelope model that extends the nascent idea of envelopes 23 to reduced-rank regression. The purpose of this paper is to integrate reduced-rank regression 24 and envelopes, resulting in an overarching method that can choose the better of the two methods
25
when appropriate and that has the potential to perform better than either of them.
26
Reduced-rank regression (Anderson 1951; Izenman 1975; Reinsel and Velu 1998) were studied by Stoica and Viberg (1996) and Anderson (1999) . Chen et al. (2012) and Chen
35
and Huang (2012) extended reduced-rank regression to high-dimensional settings and demon-36 strated the advantages of parsimoniously reducing model parameters and interrelating response 37 variables.
38
Envelope regression, which was first proposed by Cook et al. (2010) , is another way of 39 parsimoniously reducing the total number of parameters from the standard model (1.1) and 40 gaining both efficiency in estimation and accuracy in prediction. The key idea of envelopes is 41 to identify and eliminate information in the responses and the predictors that is immaterial to the 42 estimation of β but still introduces unnecessary variation into estimation. Envelope reduction 43 can be effective even when d = min(p, r), which is the case where reduced-rank regression has 44 no reduction.
45
Envelope and reduced-rank regressions have different perspectives on dimension reduction.
46
It may take considerable effort to find which method is more efficient for a problem in practice. Reduced-rank regression allows that rank(β) = d < min(p, r) so that we can write the model for the reduced-rank regression parameters were derived by Anderson (1999) , Reinsel and Velu
Q A(V) = I − P A(V)
.
87
(1998) and Stoica and Viberg (1996) , under various constraints on A and B for identifiabil- 
. We present this article in an apparently novel unified framework so 93 that every statement involving A or B holds universally for any decomposition β = AB satis-94 fying (2.1).
95
The log-likelihood of model (1.1) under normality of can be written as,
96
L n (α, β, Σ) − n 2 log |Σ| + 1 n 2) which is to be maximized under the constraint that rank(β) = d, or equivalently under the 97 parameterization β = AB. The symbol denotes an equality from which any unimportant 98 additive constant has been eliminated. We treat L n (α, β, Σ) as a general purpose objective 99 function, which will be maximized under (2.1). The following lemma summarizes the reduced-100 rank regression estimator that maximizes (2.2). Rigorous derivation can be found in Anderson
101
(1999).
102
Sample covariance matrices in this article are represented as S (·) and defined with the divisor
X S XY denotes the sample covariance matrix of the residuals from the 
There are a variety forms of maximizers A and B in the literature under different con-114 straints on A and B. They could all be reproduced by decomposing the rank-d estimator
115
β RR in Lemma 1. The ordinary least squares estimators for β and Σ can be written as 
The definition of a reducing subspace is basic in functional analysis (Conway 1990) Let (Γ, Γ 0 ) be an orthogonal basis for R r so that span(Γ) = E Σ (β) and Γ ∈ R r×u . Then 152 dim(E Σ (β)) = u and
where Ω and Ω 0 are symmetric positive definite matrices in R u×u and R (r−u)×(r−u) respectively 154 and η ∈ R u×d , u ≥ d, are the coordinates of A with respect to Γ. The parameterization β = Γξ 155 with ξ ∈ R u×p occurs in the envelope model of Cook et al. (2010) . We still impose no addi-156 tional constraint on A, B or η other than requiring them all to have rank d. The decompositions Lemma 2. Under the reduced-rank envelope model (2.4), the likelihood-based objective func-164 tion from (2.2) with given Γ is maximized at α Γ = Y − β Γ X and
The implication of Lemma 2 is clear: once we know the envelope, we can focus our atten-166 tion on the reduced response Γ T Y and find η Γ B Γ , which is the rank-d reduced-rank regression
167
estimator of Γ T Y on X. By Definition 1, the covariance estimator Σ Γ is now reduced by while Y and X are asymptotically independent of the other estimators.
where we define h = (h
correspondingly. We have h = h(ψ) under the reduced-rank model, h = h(δ) under the enve-
193
lope model and h = h(φ) under the reduced-rank envelope model.
194
We use N (·) to denote the total number of unique real parameters in a vector of model 195 parameters. We have the following summary for each method:
200
By straightforward calculation we observe that the total number of unique parameters is reduced The goal of this section is to derive the reduced-rank envelope estimators for given d and u.
208
Procedures for selecting d and u are discussed in Section 5. The likelihood-based reduced-209 rank envelope estimators is obtained by substituting h = h(φ) into (2.2) and maximizing
live on a product space and the optimizing value of Γ cannot be found analytically. We then
212
arrive at the estimator Γ from optimization over a Grassmannian as described in the following
213
Proposition. For any semi-orthogonal r × u matrix G, we define
to be the standardized version of G T Y ∈ R u with sample covariance I u , and let ω i (G), i = 215 1, . . . , u, be the i-th eigenvalue of S −1
where the optimization is over G r,u and 218
We find in practice that the form of objective function (3.3) can be more easily and stably 219 evaluated than (3.2). The analytical expression of ∂F n (G|d, u)/∂G based on (3.3) is used to fa- 
covariance of the residuals from reduced-rank regression fit of Z G on X with rank d. Let for the standard envelope model in Cook et al. (2010) can be expressed as
which can be interpreted similar to (3.2) except the lack-of-fit term is now based on ordinary 235 least squares fit rather than reduced-rank regression fit. The above objective function is the
237
Additional properties of the objective function are given in the following Proposition.
238
Proposition 3. The objective function F n (G|d, u) in (3.3) converges in probability as n → ∞
239
to the population objective function F(G|u) = log |G T ΣG| + log
The population objective function F(G|u), which does not depend explicitly on the given 242 rank d, is exactly the same one as in Cook et al. (2010) for estimating an u-dimensional enve-
In the proof of Proposition 3, we show that log[ ω i (G)], for any i > d, converges in 244 probability to zero uniformly in G. Therefore, we could view
Y G|, plus a finite sample adjust-246 ment for the rank deficiency,
, which goes to zero as n → ∞. Minimizing
247
F n (G|u) leads to another √ n-consistent envelope estimator but it will not be optimal since it 248 does not account for the rank deficiency. 
The rank of β RE is d and the span of β RE is a subset of the entire u-dimensional envelope.
259
In contrast to reduced-rank regression, the estimator for Σ RE now has an envelope structure:
If we let u = r, which is equivalent to setting Γ = I r in Proposition 4, then there is no In this section, we present asymptotic results assuming that the error term is normal, ∼ 268 N (0, Σ), so that the estimators derived in Section 3 are all maximum likelihood estimators.
269
We focus attention on the comparison between β RE and β RR because (1) response Γ T Y. We then relax the normality assumption in Section 4.2 and show the √ n-
where Σ X = lim n→∞ S X and E r is the expansion matrix, E r vec(S) = vech(S) for any r × r 276 symmetric matrix S. The asymptotic covariance for the ordinary least squares estimator h OLS
h , which is the asymptotic covariance of the unrestricted maximum likelihood estimator.
278
Define the gradient matrices
Then the asymptotic covariance for the reduced-rank regression estimator h RR = h( ψ) and for 280 the reduced-rank envelope estimator h RE = h( φ) are summarized in the following Proposition.
281
Proposition 5.
where † indicates the Moore-Penrose inverse. In particular, avar[
Proposition 5 follows directly from ψ = ψ(φ). Therefore, we have R = H∂ψ(φ)/∂φ 286 and span(J
Since we are particularly interested in the asymptotic covariance of h 1 = vec( β) from 289 different estimators, we summarize some of the results in the following Propositions.
290
Proposition 6. Assume that ∼ N (0, Σ) and that rank(β) = d. Then √ nvec( β OLS − β) and 291 √ nvec( β RR − β) are both asymptotically normal with mean zero and covariances as follows.
The asymptotic result in (4.3) follows from Anderson (1999; equation (3.20) 
308
We view the asymptotic advantages of reduced-rank envelopes over reduced-rank regression 309 by contrasting (4.4) with (4.5). From Propositions 6 and 7, we can write avar[ 
319
Two special situations where the inequality in (4.6) becomes equality are: Γ = I r and 320 Σ = σ 2 I r , while the envelope estimator is asymptotically equivalent to the ordinary least 321 squares estimator in these two cases.
322
To see the potential gain of the reduced-rank envelope estimator, we have the following
323
Corollary, where we have ignored the cost of estimating an envelope.
324
Corollary 1. Under the reduced-rank envelope model with normal error ∼ N (0, Σ),
where
with eigenvalues between 0 and 1.
327
The two matrices F 1 and F 2 represent fractions of asymptotic covariance reduction from the L n (α, β, Σ) in (2.2) can be written as, after partially maximized over α,
We treat the objective function L n (β, Σ) as a function of h and h OLS and define 
In particular, √ n(vec( β RE ) − vec(β)) converges in distribution to a normal random variable 
349
The √ n-consistency of the reduced-rank envelope estimator β RE is essentially because that 350 β OLS and S Y|X are √ n-consistent regardless of normality assumption and also because of the 351 properties of F(h, h OLS ). The asymptotic covariance matrix W 11 can be estimated straight-
352
forwardly using the plug-in method once K is estimated, but its accuracy for any fixed sample 353 size will depend on the distribution of , which is usually unknown in practice. Fortunately,
354
bootstrap methods can provide good estimates of W 11 , as illustrated in Section 6.3. 
375
Information criteria such as AIC and BIC can be used to select (d, u) simultaneously. We
is the total number of 377 parameters in the reduced-rank envelope model, and write BIC as 
384
When sample size is not too small, our experience suggests that the most favorable proce-385 dure is BIC selection for u = d, . . . , r where d is guided by the sequential chi-squared tests.
386
Since the true envelope dimension always exist, BIC is consistent in the sense that the prob- 
390
The rank d and envelope dimension u can also be determined by cross-validation or by 391 using hold-out samples. These approaches are especially appropriate when prediction is the 392 primary goal of the study rather than correctness of the selected model. 
Rank and dimension
395
In all the simulations, we first filled in Γ, η and B with random uniform (0,1) numbers, and 396 then Γ was standardized so that Γ T Γ = I u and β = ΓηB was standardized so that ||β|| F = 1.
397
Estimation errors were defined as ||β − β|| F . Unless otherwise specified, the predictors and 398 errors were simulated independently from N (0, I p ) and N (0, Σ) distributions. All figures were 399 generated based on averaging over 200 independent replicate data sets.
400
In this section, we present simulation results to demonstrate the behavior of the proposed 401 method using various sample sizes, ranks d, dimensions u. We simulated data from model there was no particular favor towards either the envelope method or reduced-rank regression.
414
We found good improvement over ordinary least squares by both reduced-rank regression and 415 envelopes. However, reduced-rank envelopes combined both of their strengths and resulted in 416 a bigger gain.
417
We found in practice that reduced-rank envelopes typically have improved performance level of the chi-squared tests was 0.05. As seen from the figure, the probability of selecting the 428 correct d was about 0.9 at n = 400 samples and the probability of correct detection settled at
429
95% for larger n, as predicted by the hypothesis testing theory. BIC selection for the envelope 430 dimension u seemed to be very accurate even with small samples. The likelihood-ratio tests and
431
AIC selection for u were not nearly as effective as BIC and thus were omitted from the plot. We also considered BIC selection for u and d simultaneously. The probability of simultaneous 433 correctness was less than 70% for n ≤ 600 but reached more than 95% correctness for n ≥ 900.
434
In our experience the best method for determining dimensions is to use the chi-squared test for 
Signal-versus-noise and material-versus-immaterial
438
In this section, we describe the behavior of each method with varying signal-to-noise ratios 439 and ratios of immaterial variation to material variation. We fixed the sample size at 400 and In the study of varying immaterial-to-material variance ratio, we kept σ 2 = 1 and changed The envelope estimator and the reduced-rank envelope estimator had similar behavior, and 458 they had much better performances over ordinary least squares and reduced-rank regression 459 when the immaterial variation was large. This is due to the fact that envelope methods can 460 efficiently eliminate the immaterial information. In this example, the averaged estimation errors 461 for ordinary least squares, reduced-rank regression and envelope were 7.2, 3.9 and 1.8 times of 462 that of the envelope reduced-rank regression when σ 2 0 = 100. 
486
The chi-squared rank test in Section 5.1 suggested that d = 2 at level 0.01. Then based on
487
BIC we selected the envelope dimension to be u = 3. We computed the fractions 
A.2 Reduced-rank regression (proof of Lemma 1)
567
Following Anderson (1999) equation (2.13), we let L ∈ R p×d denote S . Then the estimators can be written as
We then use the sample canonical 570 correlation matrix notion to get the results in Lemma 1:
A.3 Reduced-rank envelope regression Estimation for the envelope model is facilitated by the following consideration which is straight-574 forward from (2.4).
The maximum likelihood estimator of α is α RE = Y − β RE X and effectively we could use can be decomposed into the following two additive parts since
where L 1,n (Γ, η, B, Ω|d, u) corresponds to the likelihood from (A.1) and is given by
and L 2,n (Γ 0 , Ω 0 |u) corresponds to the likelihood from (A.2) and is equal to
It follows that L 2,n is maximized over Ω 0 by
back, we find the following partially maximized form for L 2,n :
Holding Γ fixed, the log-likelihood L 1,n is same as the log-likelihood for reduced rank regres-
in (2.2) and in Lemma 1, we partially maximize L 1,n (Γ, η, B, Ω|d, u) over η, B and Ω and 587 obtain the maximum likelihood estimators as
, from which Lemma 2 follows. The log-likelihood function in (A.3) after partial maximization becomes (A.6) which lead us to the objective function F n (G|d, u) := (−2/n)L n (G|d, u) for numerical opti-592 mization over span(G) ∈ G r,u . We next simplify the expression of log | Ω G | as
the objective function (A.6).
596
We next prove the equality in (3.3). The first term in (3.3) can be re-expressed as log |G
The objective function in (3.3) now become
where ω i (G) is the i-th eigenvalue of S Z G •X . The equality connecting (3.2) and (3.3) is proved 600 by noticing that Recall that in (3.3), ω i (G) is the i-th eigenvalues of the following matrix.
which relies on the two sample covariance matrices: S Y|X and S Y•X . These two matrices are 
. . , u, will equal to one with probability one as n → ∞ 610 for any value of G. Therefore, as n → ∞,
We next show that log |G T S −1 Y G| converges in probability to log
G by the following argument.
where we use | · | 0 to denote the product of the non-zero eigenvalues of a positive semi-definite 614 matrix. We then can derive that inflate the eigenvalues,
which converges to zero in probability. Similarly, we can show that log |G T S Y|X G| converges 619 in probability to log |G T ΣG| uniformly in G. Hence we have proved that the objective function
620
F n (G|d, u) in (3.3) converges in probability to F(G|u) uniformly in G. 
where the first inequality achieves its lower bound if span(β) ⊆ span(G); and the second 623 inequality achieves its lower bound if span(G) is a reducing subspace of Σ. The uniqueness 624 of the minimizer span( Γ) = span(arg min G F(G|u)) is guaranteed by the uniqueness of the 625 envelope, which has dimension u.
626
C Proof for Proposition 6
627
For notation convenience, we define two covariance matrices
we could replace A by AO and replace B by OB without changing the value of M A or M B .
630
Also the projection matrices P A(
631 putation in our framework with details. Recall that the Fisher information is
where avar(
Because of the similar block-diagonal structure in
which means that β = AB and Σ are orthogonal parameters in reduced-rank regression and the 
More specifically, we have each part
where we have used M B = B T (BΣ X B T ) −1 B for notation convenience. Then,
To get the Moore-Penrose inverse of T Therefore,
The asymptotic covariance avar( The proof of Proposition 6 is then completed by compare the above quantities with (C.8).
660
D Proof for Proposition 7 661
The role of η is analogous to A given Γ, thus we define M η := η(η T Ω −1 η) −1 η T ≤ Ω. Note The asymptotic covariance avar(
R such that R = RT for a full row rank matrix T. We choose R to make R T J h R block-668 diagonal as follows. Next, we calculate R T J h R and verify that it is block-diagonal. We decompose G by it By noticing A = Γη, we can write
Then, from (D.9), we have for h 0 . Notice that h OLS is a smooth function of the sample covariance matrices which con-719 verges in distribution to the population covariance matrices, then by the delta method we know 720 √ n( h OLS − h 0 ) → N (0, K), for some positive definite covariance K. Using Shapiro's (1986) 
