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Abstract—Current best local descriptors are learned on a large
dataset of matching and non-matching keypoint pairs. However,
data of this kind is not always available since detailed keypoint
correspondences can be hard to establish. On the other hand,
we can often obtain labels for pairs of keypoint bags. For
example, keypoint bags extracted from two images of the same
object under different views form a matching pair, and keypoint
bags extracted from images of different objects form a non-
matching pair. On average, matching pairs should contain more
corresponding keypoints than non-matching pairs. We describe
an end-to-end differentiable architecture that enables the learning
of local keypoint descriptors from such weakly-labeled data.
Additionally, we discuss how to improve the method by incor-
porating the procedure of mining hard negatives. We also show
how can our approach be used to learn convolutional features
from unlabeled video signals and 3D models.
I. INTRODUCTION
Local descriptors are a widely used tool in computer vision
and pattern recognition. Some example applications include
object/scene recognition and retrieval [1], [2], [3], face veri-
fication [4], [5], face alignment [6], image stitching [7], 3D
shape estimation [8], 3D model retrieval/matching [9], [10]
and visual SLAM [11]. However, despite years of research,
there is still room for improvement, as confirmed by recent
results based on convolutional neural networks [12], [13], [14],
[15], [16], [17], [18]. Also, we view the research in local
descriptors complementary to keypoint detection research,
which is still an active area of computer vision (see, for
example [19]). There is also research that aims to improve
descriptor-matching techniques [20].
Discriminative local descriptors can be learned from annotated
keypoint correspondences. This can be used to form a set of
matching and non-matching keypoint pairs:
DKP = {(ki1, ki2, li)}Ni=1. (1)
The label li ∈ {+1,−1} indicates whether keypoints ki1
and ki2 form a matching or a non-matching pair. See [21],
nenad.markus@fer.hr
[22], [23], [12], [13], [14], [16], [17], [18] for some recent
examples of descriptor-learning methods that use data in this
form. Another possibility is to form a set of keypoint triplets:
DKT = {(ki, k+i , k−i )}Ni=1, (2)
where ki and k+i match and ki and k
−
i do not. For example,
Balntas et al. [15] use data in this form in their method. The
standard dataset for learning and benchmarking various image
keypoint descriptors was introduced by Brown et al. [21]. It
contains around 1.5M patches cropped around difference of
Gaussians (DoG) keypoints [24] obtained from multiple views
of three different scenes: the Notre Dame Cathedral, the Statue
of Liberty and the Yosemite Half Dome. High-quality keypoint
labels were obtained with a multi-view stereo algorithm [25].
This makes the dataset reliable both for learning local image-
patch descriptors from ”handcrafted” features [26], [22], [23]
and large models based on convolutional neural networks [27],
[12], [13], [28], [14], [15], [17], [18] (the Siamese-network
framework of Hadsell et al. [29]). However, in the general
case, this kind of data is relatively hard to obtain, even more
so for non-image data (e.g., 3D models, depth maps, voxel
data, video signals, etc.).
Instead of having a dataset with individual keypoint correspon-
dences (which lead to dataset types (1) and (2)) for learning
local descriptors as in most prior work, we assume a set
of labeled bags of keypoints (here we intentionally use the
terminology from multiple instance learning [30] as our ideas
are closely related with the field). We denote this weakly-
labeled dataset as
DBT = {(Ki,K+i ,K−i )}Ni=1, (3)
where bags Ki and K+i form a matching pair, bags Ki and K
−
i
form a non-matching pair, and each bag is a set of n keypoints,
K = {k1, k2, . . . , kn}. Data of this kind is relatively easy to
generate: keypoint bags extracted from two images of the same
object under different views form a matching pair. These bags
can be used together with a keypoint bag extracted from an
image of some unrelated object to form a triplet from Equation
(3). See Figure 1 for an illustration.
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2Fig. 1: Each image in the dataset (first row) is processed with
a keypoint detector (second row) and transformed into a bag
of visual words (third row). Some bags form matching pairs
(green arrow, ) and some form non-matching pairs (red
arrows, ). On average, matching pairs should contain more
corresponding local visual words than non-matching pairs. We
propose to learn local descriptors by optimizing the mentioned
local correspondence criterion on a given dataset. Note that
most prior work assumes local correspondences are known in
advance (e.g., [31], [12], [13], [14], [15], [16]).
In this paper we expand our previous work [32]. There we in-
troduced a method for learning local descriptors from weakly-
labeled data and provided preliminary experimental verifica-
tion of its usefulness. Here we develop the obtained results
further and show how to improve the method by incorporating
hard-negative mining. We provide strong evidence that it is
important to tune the descriptor for the visual appearance of
the dataset. This makes our method particularly useful since
it enables learning from weaker annotations than traditional
descriptor-learning techniques (this is potentially cheaper and
more time-efficient). Furthermore, we show how the method
can be used in biometric systems and introduce two novel
methods for learning local descriptors from unlabeled videos
and 3D shapes. We also compare descriptors learned with our
method to competing ones on an independent benchmark [33].
II. RELATED WORK
We already mentioned a large body of work in local image
descriptors and we will not repeat these standard approaches.
We would like to mention the work of Paulin et al. [34]
since they are also motivated to obtain discriminative local
descriptors by means that do not require strongly-labeled data
(equations (1) and (2)). To achieve their goal, they adapt the
convolutional kernel-network approach, which is an unsuper-
vised framework for learning convolutional architectures [35].
The learning procedure we propose in the next section is
related to the one by Arandjelovic´ et al. [36], as they also
propose to learn descriptors from weakly-labeled data. Unlike
us, they do not focus on local descriptors and learn whole
image representations instead. Also, they derive their learning
procedure from a different perspective: we are concerned with
local image correspondences and how to find them, and they
focus on learning a global descriptor for image retrieval. It
is not clear how well would their system work in finding
local correspondences between two images. Also, we learn
our descriptors directly for comparisons with L2 distance.
There are also approaches that learn large, convolutional
architectures to directly find correspondences between images
[37], [38] or estimate the optical flow [39]. These approaches
require a large dataset of annotated correspondences during
training. This separates their work from ours since we aim to
learn descriptors from weaker annotations.
III. METHOD
We study how to learn the parameters of a descriptor-
extraction process that transforms a local neighborhood of a
keypoint (e.g, a patch extracted around a distinctive corner
within an image) into a short vector in such a way that
similar keypoints are ”close” and dissimilar keypoints are
”far”. Two attractive properties of such representations are low
memory requirements and fast matching times. Unlike most
prior work, our learning method exploits the information in
weakly-labeled data to achieve mentioned goals.
In this paper, we denote the descriptor-extraction process as e
(this is basically a number of predefined computational steps).
For example, in our experiments, e is a convolutional neural
network (see Table I for its architecture) that maps a 32× 32
local image patch into a vector. We denote the parameters of
e as θe. Here we describe an effective procedure for learning
θe from the training data given by Equation (3). First, we
define that two keypoints match if the L2 distance between
their signatures (extracted by e) is less than or equal to some
threshold τ ∈ R. This threshold is a parameter of the learning
process and we specify some recommended values later in the
text. Next, we define a matching score between two bags of
keypoints (both of size n), K1 and K2, as
Se,τ (K1,K2) =
me,τ (K1,K2)
n
, (4)
where me,τ (K1,K2) is the number of keypoints from K1 that
have a matching keypoint in K2 for the descriptor extractor e
and threshold τ . Optimal matching could be computed with the
Hungarian algorithm in O(n3) time. However, this is too slow
3in our case and we use the following O(n2) approximation
(inspired by the ”sum-max” match kernel from [40]):
me,τ (K1,K2) =
n∑
i=1
[
n
min
j=1
d2ij ≤ τ
]
, (5)
where [ · ] represents the indicator function1 and dij is the
Euclidean distance between descriptors of ki ∈ K1 and kj ∈
K2, i.e.,
dij = ||e(ki)− e(kj)||2. (6)
We want high Se,τ for matching bags and low Se,τ for non-
matching bags. Thus, a suitable loss for parameter learning
is
L =
∑ Se,τ (K,K−) + 1n
Se,τ (K,K+) +
1
n
, (7)
where the summation goes over (K,K+,K−) ∈ DBT (Equa-
tion (3)) and + 1n is included for numerical stability. However,
since Se,τ is not continuous, we cannot apply the standard
gradient-based learning techniques. Thus, we resort to the
following approximation of the function [x ≤ τ ] for x ∈ R:
[x ≤ τ ] ≈ 1
1 + exp(β(x− τ)) , (8)
where the parameter β regulates the ”strength” of the approx-
imation. Since the loss function L is now differentiable, the
parameters θe can be tuned with standard backpropagation-
based methods: we approximate the solution with a local
minimum to which the learning converges and experimentally
show that this leads to good results.
To simplify the implementation, we require that the extractor
outputs descriptors of unit length: ||e(ki)||2 = ||e(kj)||2 = 1.
Notice that in this scenario
d2ij = ||e(ki)− e(kj)||22 = 2− 2e(ki)T e(kj) (9)
and the matching score function Se,τ (Equation (4)) depends
only on the matrix S ∈ Rn×n computed as
S = E1E
T
2 , (10)
where the rows of matrices E1 and E2 contain descriptors
extracted with the extractor e from keypoints in K1 and K2.
The backpropagation expressions are quite elegant in this
setting:
∂Se,τ (K1,K2)
∂E1
=
∂Se,τ (K1,K2)
∂S
·E2
∂Se,τ (K1,K2)
∂E2
=
(
∂Se,τ (K1,K2)
∂S
)T
·E1
(11)
where ∂Se,τ (K1,K2)/∂S is straightforward to compute be-
cause Se,τ contains only the standard components usually
used in neural networks (see the definition, Equation (4)).
The proposed computational steps can be implemented very
efficiently in a few hundred lines of Torch code. Another
advantage of unit-length descriptors is that this simplifies the
selection of the threshold τ : the Euclidean distance between
two descriptors falls in the [0, 2] interval (Equation (9)).
1[p] = 1 if the proposition p is true and [p] = 0 otherwise.
We refer to the combination of equations (4)–(8) as Smoothed
Keypoint-mAtching Ratio (SKAR). We abbreviate the de-
scriptors learned by propagating the gradient through this loss
as SKAR descriptors. This notation is used in tables and
graphs throughout the experimental part of the paper.
Hard-negative mining. Some descriptor-learning methods
(e.g., [14], [17], [18]) incorporate a mechanism of finding
the so-called hard negatives: non-matching patches that look
sufficiently similar that the descriptor tends to confuse them
for matching patches. The hypothesis is that the discriminative
power of the descriptor increases when hard negatives are
included in the learning process. Our method mines hard
negatives when computing the similarity between K and K−
(the min operator from Equation (5) takes care of this).
However, K− contains only the keypoints extracted from
a single non-matching image. The nature of annotated data
is most of the time such that it is possible to generate a
large number of negative bags for each K. This follows from
the same reasoning that is used when mining hard negatives
for learning descriptors in a strongly supervised manner. We
propose to merge several negative bags into an augmented
negative bag:
K−∗ =
⋃
j
K−j , (12)
where each K−j is one of the non-matching bags to K. In
practice, the union in Equation (12) goes only over a random
subset of all possible negative bags due to computational and
storage reasons. We conjecture that using (K,K+,K−∗ ) in
the learning process described in this section can improve
the matching performance of the descriptor: since K−∗ is
larger than K−, the min operator from Equation (5) can
extract ”harder” non-matching keypoints. This hypothesis is
investigated in sections IV and VI.
The following sections describe experiments which show that
the proposed learning procedure leads to good results with
various diverse keypoint extractors (SIFT/DoG [24], SURF
[41], ORB [42], [43]) and in several applications (image
retrieval/matching, face verification, learning from unlabeled
video signals, 3D-shape recognition).
IV. LEARNING FROM WEAKLY-LABELED DATA
The experiments in this section complement the previously
presented ones [32]: we repeat the training and validation on
a significantly larger number of patches and compare to recent
state-of-the-art descriptors.
We use the following datasets for our initial experiments:
• UKB [44] (2500 objects, 4 views each);
• ZuBuD [45] (200 buildings, 5 images each);
• INRIA Holidays [46] (approximately 1500 images of 500
different scenes).
Each image is transformed into a bag of patches by running a
keypoint detector over it. This sets up a basis for experimental
comparison between different descriptors since we always use
4Conv. layer 1 2 3 4
Filter size 3× 3 4× 4 3× 3 1× 1
Stride 1 2 1 1
Output channels 32 64 128 32
Activation function ReLU ReLU None None
Max pooling? No No Yes, 2× 2 No
TABLE I: Our descriptor extractor is a convolutional network
that maps a 32 × 32 RGB patch into a vector of fixed size.
It consists of four convolutional layers (given in table above),
a fully connected layer that maps the output of the last con-
volutional layer to 128 neurons and a final L2 normalization
module (i.e., the output vector has unit length). The network
has around 250k parameters.
SKAR O-1 O-6 O-12 S-1 S-6 S-12 S+O-12
O 500 500 500 0 0 0 500
S 0 0 0 500 500 500 500
K−∗ size 1 6 12 1 6 12 12
TABLE II: The nomenclature used for our SKAR descriptors
learned on the UKB [44] training partition (first row). Second
and third row show the average number of ORB [42] and SIFT
(DoG) [24] keypoints extracted per image during training,
respectively. The last row shows how many negative bags were
used to form K−∗ (Equation (12)).
the same keypoints (location, size2 and orientation). We extract
approximately 5 times more keypoints per image than in our
previous paper [32].
The rest of this section is partitioned into four subsections. The
SKAR learning process and parameters are described in the
next subsection. The last three subsections describe retrieval-
based experiments that compare SKAR descriptors to the state
of the art.
A. Learning convolutional features with our method
We use a similar descriptor extractor e as in our previous paper
[32]. The architecture is specified in Table I. Note that other
differentiable architectures could be used as well.
To generate the training data for our method, we partition the
UKB dataset into two subsets. The larger subset contains 2200
objects and is used to sample keypoint bag triplets (3). This
subset is used for learning and the rest of the UKB dataset
(300 objects) is used for validation and testing.
We learn 7 SKAR descriptors on the allotted UKB partition.
Each is trained on a different combination of keypoint types
and number of negative bags. See Table II for details. We
set β = 20 and τ = 0.8 (see Section III for their meaning),
i.e., to same values as in our previous paper [32]. During each
training iteration, the loss L (Equation (7)) is approximated by
a minibatch of 32 triplets (K,K+,K−∗ ) and the parameters
are slowly tuned with rmsprop (its learning rate is fixed to
2A patch of a fixed size around the keypoint is resampled to 32 × 32 or
64 × 64 pixels, depending on the requirements of the descriptor-extraction
process.
10−4). The whole training process consists of approximately
10 000 such minibatches. This takes around one day for K−∗
of size 12 on a modern machine with 4 GPUs.
B. Matching-based retrieval
As in our previous work [32], we implement a simple vi-
sual search engine. The retrieval is based on the number of
matching descriptors between the query image and each of the
other images from the dataset: the image with more matches is
assigned a better rank. Each image of the dataset is used as a
query once. We use the ratio criterion, proposed by Lowe [24],
to determine whether two descriptors match. This consists of
the following steps for each descriptor d from the query bag:
1) in the database bag find two L2 closest descriptors
(denote them as dNN(1) and dNN(2));
2) compute the ratio r: r = ||d−dNN(1)||2||d−dNN(2)||2 ;
3) if r < τ , the descriptors d and dNN(1) match.
The threshold τ is selected separately from the set
{0.7, 0.75, 0.8, 0.85, 0.9} for each descriptor and each dataset
to produce the best retrieval results. This approximates the
raw discriminative power the descriptor is able to obtain in
the ideal case under our tests. Note that this is fair since all
descriptors get the same treatment [23].
We benchmark the retrieval performance with the nearest
neighbor (NN), first tier (FT) and second tier (ST) scores. The
idea is to check the ratio of retrieved objects in the query’s
class that also appear within the top k matches. Specifically,
for a class with C members, k = 1 for NN, k = C−1 for FT
and k = 2(C − 1) for ST. The final score is an average over
all the objects in the database.
Tables IIIa and IIIb show the retrieval results for our descrip-
tors from Table II, our descriptor learned on the HPatches
dataset [33] (included for completeness, see Section VI for
details), recent state-of-the-art ones [18], [14], [15] and three
”handcrafted” baselines (SIFT [24], SURF [41] and intensity
order features (IOF) from [47], of which LIOP performed best
and is included). Important conclusions:
1) using augmented negative bags (12) significantly im-
proves SKAR descriptors;
2) tuning the SKAR descriptor to the dataset properties
might matter quite a lot (e.g., to the used keypoint type).
We can see from Table IIIa that our descriptors trained on
ORB keypoints, SKAR O-1, O-6 and O-12, obtain excellent
results for ORB keypoints. The SKAR descriptors learned on
SIFT (DoG) keypoints, S-1, S-6 and S-12, do better than two
baselines, SIFT and SURF, but are outperformed by HardNet
[18]. The dataset based on SIFT keypoints (results in Table
IIIb) is more difficult than the one based on ORB keypoints, as
evidenced by worse performance of all descriptors3. We con-
jecture this is due to the specific methodology we used to crop
3We double-checked our evaluation pipeline for corectness: some descrip-
tors really do obtain such poor results in this setup. This may be due to the
scaling parameters we used when cropping patches around SIFT keypoints.
5Descriptor UKB-test ZuBuD INRIA HolidaysNN FT ST NN FT ST NN FT ST
SKAR O-1 90.3 81.1 89.3 94.5 79.2 86.2 49.1 35.9 42.4
SKAR O-6 95.9 88.0 93.1 96.9 84.7 90.4 54.6 40.1 47.1
SKAR O-12 97.8 89.7 93.5 96.7 85.8 91.1 60.8 45.0 51.1
SKAR S-1 92.7 79.9 88.1 91.2 75.1 82.0 53.8 37.4 42.8
SKAR S-6 93.5 81.2 87.9 93.6 75.9 82.9 58.2 41.0 47.0
SKAR S-12 94.9 83.0 89.5 94.7 77.8 83.9 59.0 41.0 46.6
SKAR S+O-12 98.0 89.1 93.2 96.9 85.5 90.8 63.0 45.3 50.9
SKAR-HPatches* 95.9 88.3 93.2 98.2 88.5 92.4 62.7 43.2 47.7
DeepDesc [14] 72.2 57.6 68.7 90.1 70.8 77.4 41.2 26.8 31.8
HardNet [18] 95.4 84.2 90.1 97.4 85.0 89.5 61.0 44.1 49.8
PN-Net [15] 68.6 52.5 62.4 88.5 66.7 73.8 25.9 20.6 27.0
SIFT [24] 74.2 51.2 58.3 93.7 70.6 75.0 21.7 17.3 23.4
SURF [41] 66.0 47.1 56.9 90.9 68.7 73.7 24.6 17.8 23.3
IOF [47] 51.6 35.3 42.5 87.7 66.4 71.6 20.1 12.5 15.3
(a) Each image was represented with ∼ 500 ORB keypoints.
Descriptor UKB-test ZuBuD INRIA HolidaysNN FT ST NN FT ST NN FT ST
SKAR O-1 38.7 31.0 43.0 86.1 60.8 70.0 12.0 8.9 12.5
SKAR O-6 35.9 32.6 46.2 86.3 63.3 72.3 14.1 10.9 16.0
SKAR O-12 60.5 47.9 59.5 92.2 70.2 77.6 17.6 13.9 19.1
SKAR S-1 90.6 78.2 86.1 96.4 80.0 85.9 36.2 25.6 31.9
SKAR S-6 94.8 84.6 89.5 97.1 81.3 86.6 43.8 30.5 37.5
SKAR S-12 94.2 84.5 89.4 97.0 80.6 86.3 43.0 30.4 36.9
SKAR S+O-12 95.1 84.8 90.0 96.9 81.8 86.9 46.8 32.1 37.9
SKAR-HPatches* 64.2 51.4 61.3 93.7 73.7 77.8 14.5 11.4 15.7
DeepDesc [14] 38.5 30.5 40.9 91.0 66.0 71.1 5.5 4.4 7.1
HardNet [18] 65.0 47.8 54.9 92.1 69.2 73.6 9.0 6.9 9.7
PN-Net [15] 5.6 10.4 18.6 80.6 51.2 56.8 1.1 1.2 2.1
SIFT [24] 80.6 67.1 75.8 95.6 76.6 80.6 23.8 21.9 29.9
SURF [41] 7.6 10.1 18.5 73.6 44.7 50.7 0.3 0.4 0.7
IOF [47] 29.4 22.7 30.6 84.9 59.1 64.7 7.6 6.6 10.4
(b) Each image was represented with ∼ 500 SIFT (DoG) keypoints.
TABLE III: Retrieval results [%] for different methods. First eight rows of both tables are for our descriptors.
the patches around the detected keypoints (this methodology
was initially chosen for ORB and left unchanged for SIFT).
However, note that this is not important for our conclusions
since all descriptors are tested on the same patches and we
are interested in the relative ordering of retrieval scores (not
their absolute values). On the experiments with SIFT keypoints
(Table IIIb) we can see that SKAR descriptors learned on
ORB keypoints exhibit poor retrieval results. However, SKAR
descriptors learned on SIFT keypoints obtain best results4. It is
interesting to note that the SIFT descriptor outperforms other
deep-learning approaches [18], [14], [15] for SIFT (DoG)
keypoints. We can also see that using augmented negative
bags (12) during training improves the discriminative power of
SKAR descriptors by a large margin, especially for keypoint
types the descriptor was not trained on. Our descriptor learned
on the HPatches dataset [33], SKAR-HPatches*, obtains good
results for ORB keypoints and is similar to HardNet [18] for
SIFT keypoints. Our best descriptor, SKAR S+O-12, obtains
excellent results in both setups. This indicates that the model
from Table I has sufficient capacity to perform well for both
ORB and SIFT (DoG) keypoints. However, it has too be tuned
for the appearance of typical patches in the dataset (this is
influenced, among other things, with the keypoint detector and
its parameters). We suspect that all tested descriptors suffer
4These descriptors (S-1, S-6 and S-12) also obtain solid results for ORB
keypoints (Table IIIa) even though it can be seen as cross-dataset testing. We
conjecture that this is due to the fact that our dataset of SIFT patches is a
better training set due to its difficulty (results in better generalization).
from this issue5. If true, the SKAR learning procedure is a
good candidate to mitigate this since it enables learning from
much weaker annotations than other approaches that require
keypoint correspondences.
C. VLAD-based retrieval
In this subsection we experiment with image retrieval based
on local feature aggregation. Note that none of the descriptors
were tuned specifically for this task. For each image, we
transform the extracted keypoints into descriptors and encode
them with VLAD [3] (a simplified Fisher kernel representation
[2]). The centroids were generated with k-means on a subset
of images. The similarity between two images is measured by
an inner product between their VLADs. Figure 2 shows the
NN, FT and ST VLAD retrieval scores on three datasets for
different local descriptors when using 500 ORB [42] keypoints
per image on average. We included only our best descriptor,
SKAR S+O-12, to reduce clutter. We see that this descriptor
obtains excellent retrieval results. This indicates that the SKAR
learning method is valuable even for non-matching tasks.
Figure 3 shows retrieval performance on SURF keypoints.
Note that SKAR S+O-12 was not trained for their appearance.
The results are similar to those presented in Figure 2: HardNet
[18] and our descriptor obtain similar performance on ZuBuD
5Rigorously validating this hypothesis is out of the scope of this paper.
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Fig. 2: VLAD-based retrieval results for ∼ 500 ORB [42] keypoints per image on the UKB-test (first row), ZuBuD (second
row) and INRIA Holidays (third row) datasets for varying number of centroids generated with k-means. The legend for all
graphs is plotted in the top-left one. The VLAD size is the product of the local descriptor size and the number of centroids.
[45] and UKB [44] datasets, and our descriptor is the clear
winner on INRIA Holidays [46]. Other descriptors show
weaker performance across all datasets.
The main motivation for using our method is that it requires
simpler training-set annotations. However, one might ask
whether this really matters since annotated images abound
nowadays and there is substantial experimental evidence that
convolutional features are transferable (e.g., [48]). We have
already shown that descriptors learned on the dataset of Brown
et al. [21] do not perform as good as our descriptors learned
on the UKB dataset [44]. We do not attribute this effect to
the inherent superiority of our method or to the descriptor-
extractor architecture we used in our experiments. We attribute
this effect to the features of the training data: the patches
extracted from the UKB images resemble testing data more
than the patches obtained from the dataset of Brown et al.
[21]. We claim that it is important to tune the parameters of
the method to the task at hand (i.e., there are no completely
transferable features). Note that this is a common opinion in
the machine-learning community. Our experiments presented
so far agree with this view. We provide further evidence in the
next subsection with experiments in face verification.
D. Training descriptors for a specific task
Here we show that it is crucial to tune the descriptor for
a specific task if high accuracy is desired. The tuning can
be achieved with our method which requires simpler data
annotation (potentially saves both time and money as opposed
to standard descriptor-learning approaches). We show this
through an experiment in face recognition/matching.
We use the framework described by Li et al. [49]. The basic
idea is that the fine details on the skin of the face6 are unique
for each individual and that this can be used for biometric
applications. Given two face images, we determine whether
or not they belong to the same person by matching these fine
facial features. If we obtain a large number of matches, we can
confidently claim that the images belong to the same person.
Note that this approach is only applicable to high-resolution
face images and that it differs from standard face-recognition
methods (e.g., [50]).
We use the Bosphorus database [51] for our experiments.
The database contains high-resolution face textures belonging
to 105 subjects. Multiple poses, expressions and occlusion
6These include face pores, fine wrinkles, hair, moles and small scars.
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Fig. 3: VLAD-based retrieval results for ∼ 1000 SURF [41] keypoints per image on the UKB-test (first row), ZuBuD (second
row) and INRIA Holidays (third row) datasets. The graphs are of the same structure as those in Figure 2.
Fig. 4: For each face in the database [51], we crop a region
under the left eye and use it in our experiments. Fine facial
details are clearly visible after a contrast-normalization step.
conditions are present for each subject. In our experiment,
we use only the frontal and near-frontal faces. We use the
left cheek, i.e., the region of the face under the left eye, as a
visual representation of the face. The region-cropping scheme
can be seen in Figure 4. We use the SURF [41] keypoint
detector to find 512 keypoints within each region and extract
32× 32 patches around each of these keypoints. This pipeline
transforms the cheek region into a bag of visual words.
The obtained dataset is partitioned into a training, validation
and testing subset. The training and validation subsets are used
to learn a descriptor extractor with the same architecture as the
one from our previous experiments (see Table I). We experi-
mentally compare these two extractors on the generated testing
subset. Note that both extractors have the same architectures.
Figure 5 shows the VLAD-based recognition accuracy. We can
see that learning the parameters for a particular task leads to
large improvements.
The next section demonstrates how the proposed method
can be used to learn from unlabeled data. The experimental
verification is done through learning convolutional features
from unlabeled videos and retrieval of deformable 3D shapes.
V. LEARNING FROM UNLABELED DATA
Unsupervised learning is a task of uncovering hidden structure
from unlabeled data. The hope is that through this process one
obtains useful information or features transferable to other
tasks. Modern approaches that aim to learn convolutional
features from unlabeled videos and images usually rely on a
simple trick that exploits the structure within these signals.
Wang and Gupta [52] use object tracking in videos: two
patches connected by a track should have similar visual
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Fig. 5: The VLAD-based recognition accuracy for the testing subset of the Bosphorus dataset [51]. The graphs are of the same
structure as those in Figure 2. The superior descriptor was learned on the training subset of the Bosphorus dataset.
representations since they probably belong to same object or
object part. Noroozi and Favaro [53] partition an image into
a 3× 3 matrix of blocks, then randomly permute these blocks
and learn a network to reassemble the original image. Misra
et al. [54] use a similar idea: they shuffle several frames from
a video and then learn a network to put them in a correct
temporal order. Methods that learn by predicting the next
sample in a sequence also exist [55], [56].
Here we describe two such simple tricks that enable learning of
convolutional features from unlabeled data. We experimentally
show that these features perform well on relevant tasks. The
details are given in the following text.
A. Learning from unlabeled videos
Two frames that belong to the same video and are temporally
close should have many matching keypoints. Also, two frames
from unrelated videos should not have many matching key-
points. These trivial observations let us learn a discriminative
local descriptor by using the method proposed in this paper.
We perform experiments on the HUJI EgoSeg dataset [57].
The dataset contains approximately one hundred videos of
people doing various activities: biking, running, cooking,
sailing, driving, etc. We do not use any labels/annotations
associated with the dataset. Also note that the public domain
(YouTube) is full of such unlabeled videos.
The training-set generation procedure proceeds as follows. For
each video in the dataset, we extract several groups of frames
separated apart by approximately 1 minute (obviously, the
number of groups depends on the length of the video). Each
of these groups consists of 5 frames spaced 250 miliseconds
apart. Each frame is transformed into a bag of 512 keypoints
with the SURF detector. Two bags that come from the same
group form a positive pair (i.e., we assume that they have
many matching keypoints). These form a triplet (Equation 3)
with any bag of keypoints that comes from some other group
of frames. The described procedure enables us to generate a
large training dataset for our method. We use this dataset to
learn the model specified in Table I. We compare this model
to the one learned on the UKB training images [32] (same
architecture, also trained on 512 SURF keypoints per bag).
Figure 6 shows VLAD-based retrieval results. We can see
that both models perform approximately the same. This is
a confirmation that our approach enables learning of useful
convolutional features from unlabeled videos. Next, we apply
similar ideas to the retrieval of 3D shapes.
B. Learning 3D-shape retrieval from unlabeled data
Our plan is to learn a shape-retrieval system from labels
(annotations) generated in an automatic way. To achieve this
in our framework, we transform the problem into an image-
retrieval task by rendering each 3D shape from multiple
views [58] and transforming the resulting images into bags
of keypoints. Note that some bag pairs are expected to have
many matching keypoints between them. Specifically, those
that are extracted from related views of the same 3D shape. On
the other hand, bag pairs that come from two unrelated shapes
should not have many matching keypoints. These observations
enable us to generate a dataset for our method (Equation (3))
without any labels associated with each 3D shape.
We use the McGill [59] and PSB [60] datasets for our
experiments. The McGill dataset contains 255 shapes with
significant part articulations grouped into 10 classes (ants,
spiders, crabs, humans, etc.). The PSB dataset is larger: it
contains 1814 shapes grouped into 90 classes. Examples from
both datasets can bee seen in Figure 7.
We generate the training data from the PSB dataset. We
achieve this by rendering 4 groups of 32 randomly chosen
views for each shape. Each of these groups is transformed
into a bag of keypoints by keeping 512 most salient ORB
keypoints [42] extracted from the 32 views belonging to the
group. This procedure results in 4× 1814 keypoint bags. Two
bags form a matching pair if they were generated from the
same shape. Together with some unrelated bag, they form a
triplet from Equation (3). We use this data to learn a model
with architecture specified in Table I.
To test the method, we use the McGill dataset. Each shape is
transformed into a keypoint bag with the similar procedure as
the one used to generate the training data. The difference is
that we render just one group of 32 views per shape (instead
of 4). Consequently, there is just one bag of keypoints for
each shape. We use this approach to adhere to the standard
testing protocol on the McGill dataset. Table IV compares
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Fig. 6: VLAD-based retrieval results on the UKB-test (first row), ZuBuD (second row) and INRIA Holidays (third row). The
graphs are of the same structure as those in Figure 2. We can see that both models perform approximately the same.
Fig. 7: Samples from the McGill [59] (first two shapes) and
PSB [60] (second two shapes) 3D-shape datasets.
Method NN FT ST
SKAR (unlabeled) 96.8 73.9 90.4
GIFT [61] 98.4 90.5 97.3
DeepShape [62] 98.8 78.2 83.4
Covariance descriptors [10] 97.7 73.2 81.8
Graph-based [63] 97.6 74.1 91.1
3D SIFT [64] 97.2 65.8 78.4
VLAT [65] 96.9 65.8 78.1
Hybrid BOW [9] 95.7 63.5 79.0
Hybrid 2D/3D [66] 92.5 55.7 69.8
TABLE IV: Retrieval performance [%] on the McGill dataset.
VLAD-based retrieval scores (64 centroids) achieved by our
approach to some other methods from the literature. We can
see that our approach obtains comparable scores to all methods
except to the ones based on CNNs learned in a supervised way
directly for shape retrieval [62], [61]. However, one should
note that the DeepShape method [62] used a part of the
McGill dataset (≈ 40%) for learning and reported retrieval
scores on the rest: not all subsets are of the same difficulty so
their results are ambiguous. The GIFT [61] system involves a
re-ranking component [67] among other augmentations. Our
retrieval pipeline would also benefit from these. However, our
main goal was to show that useful convolutional features can
be learned from unlabeled 3D shapes: the features perform as
well or better than other handcrafted features.
VI. EXPERIMENTS ON THE HPATCHES BENCHMARK
The experiments presented so far have all been designed by
us. To have a more fair and independent comparison, here we
present experiments on the HPatches benchmark [33]. This
benchmark enables an objective comparison of local image
descriptors on a large dataset. The images in the dataset
contain significant illumination and viewpoint changes. The
matches between local keypoints in the corresponding images
are provided as ground truth. To simulate the noise that
the keypoint detectors introduce in practice, the precomputed
keypoints are perturbed in their position, scale and orientation
by three increasing noise levels: easy, hard and tough.
The evaluation is done through a strict protocol consist-
ing of three tasks: matching, retrieval and verification. The
performance on each of the tasks provides an insight into
the descriptor’s potential for a certain application (the tasks
were designed to imitate typical use cases). The matching
task measures how many keypoints does a descriptor match
correctly between a target and a reference image. The retrieval
task measures how well a descriptor retrieves similar patches
from a large collection. The verification task measures how
well a descriptor separates positive from negative pairs of
10
patches. The performance on each of the tasks is measured
by precision/recall and their variations. For more details, see
the paper that introduced the benchmark [33].
For our experiments, we use the same training/testing data
partition as the one used in the ECCV2016 workshop ”Local
Features: State of the art, open problems and performance
evaluation” (this is split ”a” in the HPatches benchmark).
We report the results for four descriptors learned with our
method, all having the same architecture. The descriptors
SKAR-EgoSeg and SKAR-EgoSeg* were learned on the
EgoSeg dataset (see Section V-A for details) without and with
mining hard negatives, respectively. The descriptors SKAR-
HPatches and SKAR-HPatches* were learned on the training
partition of the HPatches dataset7 without and with mining
hard negatives, respectively. The augmented negative bags K−∗
(Equation (12)) were obtained by merging 6 negative bags. Our
descriptors are compared to SIFT [24] and four convolutional
descriptors [68], [12], [14], [18] learned on the dataset of
Borwn et al. [21]. See tables Va, Vb, VI and VII for the results
on each of the tasks.
The descriptors learned with our method on the HPatches
training dataset, SKAR-HPatches and SKAR-HPatches*, ob-
tain very good results when compared to competing ap-
proaches, especially on the image-matching task for which
they were explicitly tuned for. By comparison, the SKAR-
EgoSeg descriptor obtains significantly worse results on all
three tasks, especially in the ”hard” and ”tough” noise-level
settings. This is despite having the same architecture as SKAR-
HPatches. However, note that SKAR-EgoSeg was learned
on SURF keypoints extracted from a dataset unrelated to
HPatches testing data which consists of DoG and Hessian
keypoints. This provides more evidence that it is crucial to
tune the descriptor for the visual appearance and properties of
the testing images. Hard-negative mining helps significantly:
both SKAR-EgoSeg* and SKAR-Hpatches* outperform their
counterparts learned with our original method [32]. Bearing
in mind that hard negatives can be easily obtained most of
the time, i.e., without any additional data-labeling efforts, it
is useful to include the proposed mining procedure in the
learning loop since it boosts performance.
As for other convolutional descriptors, TFeat [68], DeepCom-
pare [12] and DeepDesc [14] obtain similar results to SKAR-
EgoSeg and outperform SIFT [24] (although not by a large
margin). The HardNet descriptor [18], which uses the L2-
Net architecture [17] but improves on its learning procedure,
obtains strong results, especially on the verification task. We
conjecture that high performance on this task is due to the
learning procedure that uses data in the form of keypoint
triplets with hard-negative mining. However, our strongest
descriptor, SKAR-HPatches*, clearly outperforms HardNet on
the matching and retrieval tasks. This is despite the fact that
the neural network used by our descriptors has 5 times less
7We used only image-level annotations when constructing keypoint bags.
Also, note that the training and testing sequences are disjoint, so the keypoints
on which the evaluation is performed are not included in the training set.
parameters and being 4 times faster when processing a patch
than L2-Net [17] used by HardNet. This demonstrates that it is
more important to learn the network for a specific appearance
of the dataset than increasing its size for performance gains.
Our method makes this task easier to achieve since it requires
smaller dataset-annotation efforts than traditional descriptor-
learning approaches.
VII. CONCLUSION
We point out that the current best methods for learning local
descriptors require a large number of matching and non-
matching keypoint pairs. Data of this kind is not always
available and, thus, these methods are not always applicable.
To address this issue, we introduce and analyze an algorithm
for learning local descriptors from weakly-labeled datasets
and discuss the improvements that could be obtained through
the process of hard-negative mining. The experiments show
that our descriptors compare well to the best available ones
and significantly outperform SIFT. We also show how to
learn useful convolutional features from unlabeled videos
and 3D shapes. Note that these properties of our method
enable the learning of local descriptors from datasets with
much simpler annotations (or none at all). This potentially
saves time and reduces cost when building a computer-vision
system that relies on highly discriminative local descriptors.
The code is available online as a Git repository (use commit
ab4392d4eb87c25c349d2d6ffb514bee2860f8f0).
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