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Abstract
Recent advancements in deep learning opened new opportunities for learning a high-quality 3D model from a single 2D
image given sufficient training on large-scale data sets. However, the significant imbalance between available amount of
images and 3D models, and the limited availability of labeled 2D image data (i.e. manually annotated pairs between images
and their corresponding 3D models), severely impacts the training of most supervised deep learning methods in practice.
In this paper, driven by a novel design of adversarial networks, we have developed an unsupervised learning paradigm to
reconstruct 3D models from a single 2D image, which is free of manually annotated pairwise input image and its associated
3D model. Particularly, the paradigm begins with training an adaption network via autoencoder with adversarial loss, which
embeds unpaired 2D synthesized image domain with real world image domain to a shared latent vector space. Then, we jointly
train a 3D deconvolutional network to transform the latent vector space to the 3D object space together with the embedding
process. Our experiments verify our network’s robust and superior performance in handling 3D volumetric object generation
from a single 2D image.
1. Introduction
3D object reconstruction from a single 2D image is a stimulating topic, being widely discussed in recent times in the
3D visual computing community. It has a wide range of applications related to architecture, visualization, e-commerce,
3D printing, etc. The severe loss of information from a 2D image to a 3D object makes the 3D reconstruction task quite
challenging, but on the other hand, successful reconstruction of 3D object from a single 2D image becomes quite meaningful.
Many efforts have been made to address this problem. Traditional methods[1–5] achieved impressive results in the 3D
reconstruction task. However, most of these methods require strong assumptions such as a dense number of views, high
calibrated cameras, successful segmentation of objects from backgrounds, etc. Moreover, these methods are not applicable
in the scenario where only a single 2D image is used as input. Nowadays, rapid developments in the field of deep learning
and the availability of a large number of 3D CAD models[6–8] provide us the opportunity to approach this question via deep
learning methods. However, the shortage is that deep learning methods usually require a large scale of data for training and
we need to assume a strong similarity between training and testing data set. Let us briefly review related works below.
∗Corresponding author. Email: yfang@nyu.edu
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1.1. Related Works
1.1.1 3D Object Reconstruction Methods
Existing works on 3D object reconstruction from 2D image(s) can be broadly categorized as two of the following: traditional
methods without learning; deep learning based methods.
3D reconstruction without learning. The majority of traditional reconstruction methods based on SFM or SLAM[1, 2]
are subject to a dense number of views, and most of them rely on the hypothesis that features can be matched across views.
2D to 3D reconstruction models such as multi-view stereo [9, 10], space carving [11], multiple moving object and large
scale structure from motion [3–5], have all demonstrated good performance in solving the 2D to 3D reconstruction problem.
However these methods require high calibrated cameras and segmentation of objects from their background, which are less
applicable in practice.
Deep Neural Networks in 3D visual computing. Nowadays, by generating 3D volumetric data[12], prominent deep learning
models such as the deep 2D convolutional neural networks can be naturally extended to learn 3D objects. Deep learning
models have proven to have strong capabilities in learning latent representative vector space of 3D objects [12]. Multi-View
CNN, Conv-DAE, Voxnet, Gift, T-L embedding, 3DGAN and so on, have uncovered great potential for solving retrieval,
classification, 3D reconstruction problem, etc. on[13–18].
In contrast to the vast amount of research and accomplishments in the field of 3D object classification and retrieval, there
are fewer research and far less accomplished results on 3D object reconstruction. Recently, researchers began to utilize 3D
deconvolutional neural network to generate 3D volumetric objects from 2D images, for instance, 3D-GAN[18] and T-L em-
bedding [17] strive to learn a latent vector space representation of 2D images, and then transform it to generate 3D volumetric
objects. In addition, by leveraging LSTM based models, 3D-R2N2[19] proposed a way to accumulate information from
multiple-images for a better 3D object reconstruction. More recent research used 3D point clouds[20] instead of volumetric
data for a better 3D object reconstruction and achieved impressive performance.
1.1.2 Adversarial Networks
For 2D image generation, such as indoor scenes [21] and human faces [22], GAN based models, such as DCGAN[23], show
impressive performance. Arjovsky et al proposedWasserstein GAN (WGAN) [24] with a more stable convergence. However,
training GANs is challenging since the balance between generator’s loss and discriminator’s loss is hard to reconcile. BEGAN
[25] gives a solution to guarantee the equilibrium status, which decreased the difficulty in hyper-parameters setting for training.
More recently, Cycle-GAN[26] is proposed to learn image transition via unpaired data and Fader Network [27] is proposed to
slide attributes from image via autoencoder. However, there are very few researches that applied GANs in learning 3D objects.
3D-GAN and 3D-VAE-GAN proposed by Wu et al [18] is the first to adopt adversarial loss in 3D object reconstruction.
1.2. Our Solution
Despite great success achieved in this field, there is a main challenge which is less discussed in previous works for 3D
object reconstruction from a single image. On one hand, for most supervised methods, such as T-L embedding[17], 3D-
R2N2[19], 3DGAN[18] and 3D Point Clouds Method[20], robust performance requires a large number of labeled data for
training. The limited amount of available labeled real world image data with their corresponding 3D objects dramatically
reduces the efficiency of applying these models in practice. On the other hand, if we train the model using a large amount of
paired synthesized images with their corresponding 3D objects, the trained model, in theory, can only predict 3D objects on
real world images which are similar to the training synthesized data.
We propose a new question: what if we do not have any labeled images with corresponding 3D objects for training and
the target testing images have totally different style from the possible training images (synthesized), such as for the human
sketches? To clarify our question, we redefine the unsupervised 3D reconstruction problem. As shown in Figure 1, we assume
that 2D images space I = {x1, x2, ..., xn}, where xi is a real world image, and 3D objects data space V = {v1, ..., vm},
where vj is a 3D object. We call it ”unsupervised 3D reconstruction” if we do not require any one-to-one paired connections
between elements xi in space I and elements vi in set V for training. Since the images from I are fully accessible, we allow
I to be used during the training process. Our target is to learn a transformation T : I → V to reconstruct the 3D objects for
images in set I . We allow to render/synthesize images from 3D objects space V and we call the synthesized image space IV .
Elements in V and IV are fully paired. We assume the real world images from space I are very different in style from the
synthesized images from space IV , without this assumption we can just apply supervised learning methods.
We propose a novel adversarial autoencoder to learn a transformation T1 : (I ∪ IV ) → L, where L ⊂ R
n, so that it can
embed I and IV onto a shared latent vector space L and transformation T2 : L → V to transform the latent vector space
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Figure 1. Unsupervised space embedding for I and IV to L and transformation from space L to V .
L to the 3D object space V as shown in Figure 1. Transformation T , where T = T2T1 is the desired learning target. More
specifically, transformation T1 balances 2D reconstruction loss and adversarial loss, which means we need an ideal latent
vector space L = T1(I) ∪ T1(IV ), whose vectors can not only represent the vector from input domain I and IV , but also
non-distinguishable for vectors from space I and vectors from space IV . Transformation T2 balances 3D reconstruction loss
between 3D object and its rendered image and the adversarial loss to ensure element in T2(L) has similar distribution of 3D
object in V . We continue use these notations throughout this paper.
In sum, we list our main contributions below:
• We define a novel unsupervised 3D reconstruction from a single 2D image task, which is more appropriate for real
world applications.
• We propose a novel unsupervised paradigm to reconstruct 3D volumetric object on a single 2D image with embedding
process. Our network can predict real world images, which are totally different in style from synthesized images, in an
unsupervised way.
• As an intermediate result, our model gives a new way to adapt two domains into one latent vector space, not requiring
one-to-one pairwise data for supervision.
• We explored 3D reconstruction from a single human sketch image in an unsupervisedway. Our model achieved superior
performance in handling this task.
2. Approach
Our objective is to build an unsupervised generative neural network that accurately predicts 3D volumetric objects from a
single real world 2D image. In general, as shown in Figure 3, our network includes two parts: Adapting 2D rendered images
domain(IV ) and real world images domain(I) into one shared latent vector space(L) via autoencoder(G2) with 2D adversarial
loss and 2D reconstruction loss in section 2.1. Transformation(G3) from shared latent vector space(L) to 3D objects space(V )
with 3D adversarial loss and 3D reconstruction loss in section 2.2. We explain the detailed training process in section 2.3.
2.1. Embedding real world image domain and synthesized image domain via 2D autoencoder
In this section, we propose a novel approach based on 2D autoencoder to embed real world image domain and synthesized
image domain. As shown in Figure 3, the autoencoder includes two parts, T1(2D CNN) : I ∪ Iv → L and T
′
1(De-CNN) :
L→ I ∪ IV . Let 2D generatorG2 = T
′
1T1. We utilize the following 2D reconstruction loss for G2:
Lrec2(v|θG2) = ||T
′
1T1(v) − v||1, ∀ v ∈ I ∪ IV . (1)
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Figure 2. Framework of the proposed method. The inputs of this system are image from space I (unpaired with elements of Iv or V ),
synthesized image from space Iv with its corresponding 3D object from space V . Our target (output) is to reconstruct 3D object on image
from space I . D2 andD3 are two discriminators for 2D image and 3D volumetric object. The generators are: G2 andG3, which reconstruct
2D images and 3D objects from the shared latent vector space L. D2 treats the output G2(v) for v ∈ IV as “True” andG2(w) for w ∈ I as
“False”. D3 treats the G3(l) for l ∈ L as “False” and G3(v) for v ∈ V as “True”. Generators balance reconstruction loss and adversarial
loss during the training process. 2D loss and 3D loss are summed up for generator and discriminator.
where θG2 is the unknownweights inG2. LetD2 be a 2D discriminator to distinguish the distribution ofT
′
1T1(v), for v ∈ I and
T ′1T1(w), forw ∈ IV . BEGAN[25]with an autoencoder based discriminator has shownmore effective and robust performance
than the traditional GANs. Training BEGAN is easier and we do not require the normal distribution assumption and KL
divergence loss for adversarial network. Inspired by that, we defineL2(v) = ||v−D2(v)||1 ∀v ∈ T
′
1T1(I)∪T
′
1T1(IV ), where
D2 is an autoencoder. We have the following objective function considering the adversarial loss according to BEGAN[25],
∀ w ∈ I, wV ∈ IV ,
LD2(w,wV |θD2) = L2(T
′
1T1(wV ))− ktL2(T
′
1T1(w)),
L′G2(w|θG2 ) = L2(T
′
1T1(w))),
kt+1(w,wV ) : = kt(w,wV ) + λ2(γ2(L2(T
′
1T1(wV ))
− L2(T
′
1T1(w)))
(2)
where θD2 is the unknown parameters to be learned forD2. Here, λ2 is set to 0.01 and γ2 is set to 1.15.
By adding the reconstruction loss together, we can obtain the following loss for generatorG2: ∀ w ∈ I, wV ∈ IV ,
LG2(w,wV |θG2) =0.5 · (1− φ2)(Lrec2(w)
+ Lrec2(wV )) + φ2L
′
G2
(w)
(3)
where φ2 is a hyper-parameter to balance the 2D reconstruction loss with 2D adversarial loss for G2. The embedding
performance is very sensitive for different φ2 and we will discuss it in section 3.3.3.
2.2. Transformation from the shared latent vector space to 3D objects space
The second part of our model is to learn a transformation T2 : L→ V . T2 is a typical 3D deconvolutional network, which
can be regarded as a 3D generatorG3 as shown in Figure 3. Since we assume that we do not have corresponding 3D objects
for the real world images, we can only define the 3D reconstruction loss on domain IV , ∀w ∈ IV , vw ∈ V
Lrec3(w, vw |θG3) = ||T2(T1(w)) − vw||1, (4)
where θG3 denotes the unknown parameter of G3.
Similar to section 3.1, supposeD3 be a discriminator to (a 3D-3D autoencoder) distinguish the distribution of T2(T1(v))
and L3(v) = ||v −D3(v)||1, we adopt the following loss function, ∀w ∈ I, wV ∈ IV , v ∈ V ,
4
LD3(v, w,wV |θG3) =L3(v)− 0.5 · st · (L3(T2T1(w))
+ L3(T2T1(wV )),
L′G3(w,wV |θG2 , θG3) =0.5 · (L3(T2T1(w))
+ L3(T2T1(wV )))
st+1(w,wV ) :=st(w,wV ) + λ3 · (γ3 · (L3(T2T1(w))
− 0.5 · (L3(T2T1(w))
+ L3(T2T1(wV ))),
(5)
where θG3 is the unknown parameter ofD3. λ3 and γ3 are set to 0.01 and 1.15, respectively.
By adding the reconstruction loss, we can define the generation loss forG3, ∀w ∈ I, wV ∈ IV , v ∈ V ,
LG3(w,wV , v|θG2 , θG3) =(1− φ3)Lrec3(wV , v)
+ φ3L
′
G3
(w,wV ),
(6)
where φ3 is a hyper-parameter to balance the 2D reconstruction loss with 2D adversarial loss forG3.
As a result, we have our overall loss functions:
{
LD = LD2 + LD3 , for θD2 and θD3
LG = LG2 + LG3, for θG2 and θG3
(7)
2.3. Training Process
The network described above is trained using batches of data: {(wi, wV i, vi)|wi ∈ I, wV i ∈ IV , vi ∈ V }i=1,2,...,t. t is
the batch size and we set it equal to 32. The images IV are rendered from 3D models V . More specifically, all the models
are rendered into 24 views from 0 to 360 degrees. Please refer 3D-R2N2[19] for detailed information. We directly use their
prepared rendered data. Our codes are written using Tensorflow.
We train our model in two steps. We pre-train the 2D autoencoder to adapt real world image domain with synthesized
image domain. The input are unpaired single 2D image and synthesized single 2D image with dimension 64x64. We initialize
the network at random. We set the learning rate starting from 0.005 with 0.995 exponential decay for the Adam optimizer for
G2, and learning rate starting from 0.001 with 0.995 exponential decay for the Adam optimizer forD2. We use leaky-relu[29]
activation function. We implement batch normalization[28] on each layers except for output layer. The 2D reconstruction
loss is L-1 norm between input 2D image and reconstructed 2D image. We train this for about 100k steps. Then, we fix the
weights in G2 to trainG3 andD3. The input forG3 is the latent vector from L. We initialize the network at random. We use
the same settings forG3 andD3 exactly as forG2 andD2. The 3D reconstruction loss is L-1 norm between 3D ground truth
object and reconstructed 3D object from synthesized images. We train this for about 100k steps and then we start to train the
whole system with embedding process using loss function (7) in section 2.3 until convergence.
3. Experiments
3.1. Data sets and Evaluation Settings
We use the following three benchmark data sets for testing the performance of the proposed method on 3D object recon-
struction: ShapeNet[30], PASCAL 3D[31], and SHREC 13[32].
ShapeNet: ShapeNet is a large scale organized collection of richly-annotated 3D CAD models [30]. We directly used the
subset data with rendered images from 3D-R2N2[19]. Their data set provides us 3D volumetric objects in 13 classes, but we
only use those classes which appears in the following real world image data sets.
PASCAL 3D: PASCAL 3D data set augmented 3D CAD models on PASCAL 2012 detection images [31]. We chose a
subset of PASCAL 3D that contains 3000 models covering 4 categories. The 2D images in this data set are real world images
with complex background and many of the images are cropped from a larger image, containing only a small part of the actual
object.
SHREC 13: The SHREC 13 data set includes 20000 human-drawn sketches, categorized into 250 classes, each with 80
sketches. There are 10 categories in SHREC 13 data set which are included in our 13 classes prepared ShapeNet data. The
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sketch images do not have corresponding 3D objects. We use all of the 80 sketches. In this paper, we only use the ”chair
category” for demonstration.
Evaluation Metric. Our volumetric data has the shape 32x32x32. We use Intersection-over-Union (IoU) between 3D ground
truth and our 3D voxel reconstruction to evaluate our network. More specifically,
IoU =
∑
i,j,k[I(p(i,j,k) > t)I(y(i,j,k))]∑
i,j,k[I(I(p(i,j,k) > t) + I(y(i,j,k))]
(8)
where t is a voxelization threshold that we set to equal to 0.3 (This value is insensitive to the calculated IoU in our case), I(·)
is an indicator function. Better 3D reconstruction results are usually associated with higher IoU values.
3.2. Learning the embedding latent vector space for images and synthesized images
The embedding process is the key and the most difficult part in our model. Unsuccessful embedding result will cause a
totally wrong reconstructed 3D object, which can be completely different from the target. However, due to the big difference
between synthesized image and real world/sketch image, and the fact that we do not have paired information for training, the
embedding process becomes very challenging. In this section, we train the 2D autoencoder(G2) with 2D reconstruction and
adversarial loss to embed the image space with synthesized image space. The inputs are unpaired synthesized image and
real world/human sketch image and the output is vectors in the shared latent vector space. For our analysis, we check the
reconstructed 2D image from the autoencoder, even though they do not have direct impact on our final 3D reconstruction
result.
3.2.1 Experimental Setting
In this section, we use images from PASCAL and SHREC and 3D objects from ShapeNet for training, and the same images
for testing. The 3D objects data with synthesized images are split into 7:3 ratio for training and testing for section 3.2.3 only.
We use the chair category for demonstration. The model is separately trained for PASCAL images and SHREC images.
For convenience, we use the notation C(k, s) and DC(k, s) to denote the convolutional and deconvolutional process in
our network, respectively. k is the number of kernels and s is the kernel shape (s × s for 2D convolution and s × s × s for
3D convolution). The details of our network structure for these experiments are demonstrated below. 2D-2D autoencoder:
C1(32, 4)−C2(64, 4)−C3(128, 4)−FC1(512)−FC2(200)−FC3(512)−DC1(128, 4)−DC2(64, 4)−DC3(32, 4).
Since our discriminator ”D2” is also an autoencoder, we use exactly the same structure with different weights. For details of
the training process please refer to “Training Process” in Section 2.3. All experiments are conducted on a server with one
K80 GPU. The maximal iteration numbers are set to approximately 150k.
Figure 3. The outputs of the 2D autoencoder when φ2 = 0.7.
3.2.2 Embedding performance: outputs from the 2D autoencoder
In this section, we check the outputs of the 2D autoencoder for both synthesized images and real/sketch images to check the
embedding performance. We randomly pick several observations presented in Figure 3. Since the embedding performance is
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Figure 4. Synthesized data retrieval from sketches
very sensitive to parameterφ2, during the training process, we fix φ2 = 0.7. Firstly, from the input columns, we can clearly see
the difference in style among rendered images, sketches and real world images, but the output shows the consistence in style
among these three types of data. The second part we care about is information loss during the embedding process. Despite
minor information losses, such as the detailed information of chairs’ legs, the major part of the chair can be transformed
precisely in the output after embedding, especially for rendered images and sketches. For real world images, most background
information is filtered, but if the background has similar color as the object then the background information may be merged
with the object during the transformation process. Besides, parts with very dark colors in the input image will be easily
ignored, e.g. second example in row 4. But some missing parts can be reconstructed as a result of “imagination” due to the
adversarial loss such as the legs of second sofa chair in row 3.
3.2.3 Embedding performance: retrieval results
After training the autoencoder and learned the shared latent vector space, we check whether or not our latent vector space
can still be a good representative descriptor after embedding. We use sketches and rendered images for demonstration in this
section.
For this part, we use around 1500 testing chairs’ rendered image pool. These chairs were not used for training. We select
sketches to check the first 5 closest rendered images from the pool by calculating the L2 distance in their descriptor from the
latent vector space. We pick out 6 different types of chairs and illustrate their retrieval performance in Figure 4. Column 1
shows the nearest neighbor to the sketches. In Figure 4, we see that for most chairs, their nearest neighbor are very close to the
sketches. Failed cases are marked in blue boxes. In the failed cases, the chair’s leg is the main problem. It is not surprising to
see that the hidden layer of the CNN based autoencoder in the middle ignores subtle information of the input sketches.
3.2.4 Embedding performance: the functions of φ2
From formula (3) in section 2.1, we know φ2 is a hyper-parameter to balance the 2D reconstruction loss and adversarial loss
during the embedding process. In this part, we train our model for different φ2. This experiment gives us an opinion on the
effects of φ2 and it demonstrates the robustness of the embedding process as well. In Figure 5, we gradually see the difference
among outputs for different φ2. When φ2 equals to 0.3, the output contains most background information and the difference
between input and output are subtle. While φ2 increases, reconstruction loss becomes less important and adversarial loss
starts to dominate the total loss. In this case, the difference in style between real images and synthesized images decreases
and the difference between input and output increases. When φ2 = 0.9, shown in last column in Figure 5, the output becomes
very abstract and we can hardly distinguish the real output with synthesized images.
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Figure 5. Comparison of the outputs of 2D autoencoder after embedding process for different φ2
Figure 6. Selected 3D reconstructed models for single real world image
3.3. Reconstruction of 3D models
In this section, we illustrate the 3D reconstruction network from a single image with embedding process. In 4.3.1, we
test our model using Pascal 3D data. Based on the output (shared latent vector space L) from previous step, we train the 3d
generator (G3) and add a 3d discriminator (D3) together for training. In 4.3.2, we compare our model with the model that
excluded the embedding process. In 4.3.3, we test our model on human sketches.
3.3.1 Experimental setting.
Unlike classical supervisedmodels which usually test the model performanceusing testing synthesized data, we use real world
image data PASCAL and human sketches data SHREC 13, which are different in style from synthesized data for testing.
Even thought most state-of-the-art supervised models did test their model on real world images, for example, 3D-R2N2[19]
tested their model on PASCAL data set, T-L embedding[17] and 3D-GAN[18] tested their model on IKEA[33] data sets,
but these models all require a fine-tuning process involving part of labeled PASCAL or IKEA images for training, which
is totally different task. 3D Point Clouds Method[20] tested their model on their own real world images without fine-tuning
process. But their selected images include objects with complete shape and have similar style to synthesized data. Moreover,
the background is masked for their testing. Therefore, due to these different task settings, our main target in this section is
not to compare our method with the state-of-the-art supervised methods, but to demonstrate the unsupervised reconstruction
performance of our model.
In this section, we reuse the pre-training weights for layers from C1 to F2 of 2D autoencoder from the previous section.
The discriminatorD2 remains the same as the previous section. In addition, we have a new 3D deconvolution from the latent
vector space to 3D object space. A 3D discriminatorD3, which is a 3D-3D autoencoder, is added together.
2D-3D Network: C1(32, 4) − C2(64, 4) − C3(128, 4) − FC1(512) − FC2(200) − FC3(512) − DC13D(128, 4) −
DC23D(64, 4)−DC33D(32, 4)
DiscriminatorD3: C1
3D(32, 4)−C23D(64, 4)−C33D(128, 4)−FC1(512)−FC2(200)−FC3(512)−DC13D(128, 4)−
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DC23D(64, 4)−DC33D(32, 4)
We set φ2 = 0.7 and φ3 = 0.2. We train it for approximately 100k steps with fixed weights of G2 and then continue train
the networks with embedding process until convergence on one K80 GPU. For 3.3.2 and 3.3.4, we show our reconstruction
performance on real world and human sketches. For experiment in section 3.3.3, we use the same 2D-3D Network with
reconstruction loss only, and train it from random weights for approximately 300k steps for single category and with other 9
classes together as well. The synthesized images with 3D objects data are split with ratio 7:3 for training and testing for this
section.
3.3.2 3D reconstruction for real world images
In this section, we test our model performance on the real world images. Even though the images have corresponding 3D
models, we only use them for quantifying our result.
Qualitative Result: In figure 7, we select those models that are more representative than others. Chair is one of the most
difficult categories. Compared to other categories, the complexity of the Chair’s shape and subtle details are much higher.
Therefore, it is more interesting to analyze the reconstruction of 3D chairs. In part one, we see that most of the reconstructed
models captured the main information from the 2D image, such as the shape of the chairs’ back. Some models even captured
the correct information on the legs of the chairs, e.g. second chair in row 1 and row 3, and third chair in row 2. Unlike most
supervised models that usually shows less complexity in their reconstructed 3D models after using part of the testing data
for fine-tuning, our reconstructed model shows high complexity. In part two, we selected several typical failed cases. Failed
cases in our result have reconstructed a perfect model that is unlike the chair in the input image, such as the first chair in part
two. The reason for this failed case can be attributed to the fact that the color of the desk’s leg is the same as the chair, and
together looks like a stand. The second chair shows another type of failed case, which have missing components. This type
of failure is less common since most of the missing components in the image should be recovered after adding adversarial
loss. The third chair shows another major failure in our result because dark color in the image can be easily ignored during
the reconstruction process.
Method Car Chair Sofa Tv Monitor
Kar et al[34] 0.472 0.234 0.149 0.492
3D-R2N2-1[19] 0.579 0.203 0.251 0.438
3D-R2N2-2[19] 0.699 0.280 0.332 0.574
Ours(unsupervised) 0.634 0.241 0.45 0.247
Table 1. Per-Category IoU on Pascal 3D. Our results are computed using the entire Pascal 3D Data as testing data set. 3D-R2N2-1 stands
for LSTM-1 version and 3D-R2N2-2 stands for Res3DGRu3 version. In comparison, 3D-R2N2 used partial Pascal data for fine-tuning. For
details, please refer their papers [19].
Method IoU
3D R2N2(1-view)[19] (synthesized test data) 0.466
3D Point Clouds Method [20](synthesized test data) 0.544
2D-3D-1 without Adaption (synthesized test data) 0.471
2D-3D-2 without Adaption (synthesized test data) 0.539
2D-3D-2 without Adaption (Pascal 3D test data) 0.153
Ours (Pascal 3D test data) 0.241
Table 2. IoU on different testing set for category chair. 2D-3D-1 is jointly trained with other 9 classes and 2D-3D-2 is trained separately for
chairs only.
Quantitative Result: In Table 1, we list our results with previous state-of-the-art methods. Due to the differences in
experimental setting (see 3.3.1), the results are provided for reference only. For category chair, we allow our reconstructed
3D model to be shifted and scaled to calculate IoU. For the monitor category, the testing data mainly include TV monitors,
but our training data mainly include thin computer monitors, thus is why our IoU for monitor category is lower than Kar et
al [34] and 3D-R2N2 LSTM-1 [19]. For category Car, Chair, we archived similar results as 3D-R2N2 and for category Sofa,
our model even achieved better result without supervised learning.
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Figure 7. Selected 3D reconstructed models from single human sketches
3.3.3 Comparison of reconstruction results with/without embedding process
In this section, 2D-3D supervised network is trained without embedding process using synthesized data. We apply the trained
model to predict real world images directly. In Table 2, we show that the simple 2D-3D supervised network achieves impressive
results on synthesized testing data with 0.471 IoU and 0.539 IoU if separately trained. We use category chair for demonstration.
However, the IoU of this modelwithout adaption on PASCAL testing data is only 0.153 compared to our IoU 0.241. Moreover,
the reconstructed 3D objects without embedding are noisy cloud points in many cases. In our opinion, this is not a typical
over-fitting problem but the testing data is very different.
3.3.4 3D reconstruction for human sketches
In this section, we try to use our model to predict 3D objects from a single human sketch. Due to the absence of labeled ground
truth 3D models, there is no supervised methods that can be used for this task. To the best of our knowledge, no previous
research explored this task.
In Figure 7, we show the 3D reconstruction result from human sketches. Since the sketch data for category chair only
contains 80 images, we checked the 3D reconstructed model for each one. We select representative models with satisfactory
performance in part one and failed examples in Part two. The failed ratio of total sample is less than 15 percent approximately.
In part one, we see that the general shape of most sketches can be reconstructed correctly. For some models such as the first
chair, more subtle information such as the characteristics of arms/legs can be seen in the 3D reconstructed model. However,
more tiny characteristics such as the special design on the back of the chair (the second example in row 2, and the third example
in row 4) cannot be correctly reconstructed in most cases. In part two, we show several representative failed cases. Our model
failed to reconstruct legs and arms for the first example. The reconstructed 3D models cannot capture the correct shape for
the chair in the second example. The third and fourth chair examples seem to have learned the wrong image. Especially in the
fourth example, it looks like a perfect reconstruction, however it is quite different from the sketch. The same sketch is shown in
Figure 4, if we take a closer look, we can see its nearest neighbor has similar legs as in the reconstructed 3Dmodel. Therefore,
we make a reasonable hypothesis that the reason we have a totally different reconstructed model is due to the unsuccessful
embedding.
4. Conclusion
Our paper addresses the challenging problem of predicting 3D objects from a single real world/human sketch image.
Since most real world images such as human sketches do not have corresponding labels for training, and differ hugely with
synthesized images in style, the development of unsupervised network for this task becomes crucial. Moreover, the same
situation exists in many other fields of 3D visual computing, such as 3D pose estimation, there are fewer well-labeled real
world data. Our proposed unsupervisednetworkwith embeddingprocess via adversarial network is a possible solution that can
be extended to explore other works such as pose estimation, retrieval, and classification under similar situations. Based on our
model, we completed tasks such as 3D object prediction from a human sketch image, which to the best of our knowledge, no
previous researches explored, due to the absence of corresponding3D labels. We demonstrate superior and robust performance
of our model in handling unsupervised 3D reconstruction task.
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