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Abstract
The performance of image recognition like human pose
detection, trained with simulated images would usually get
worse due to the divergence between real and simulated
data. To make the distribution of a simulated image close
to that of real one, there are several works applying GAN-
based image-to-image transformation methods, e.g., Sim-
GAN and CycleGAN. However, these methods would not be
sensitive enough to the various change in pose and shape
of subjects, especially when the training data are imbal-
anced, e.g., some particular poses and shapes are minor in
the training data. To overcome this problem, we propose to
introduce the label information of subjects, e.g., pose and
type of objects in the training of CycleGAN, and lead it
to obtain label-wise transforamtion models. We evaluate
our proposed method called Label-CycleGAN, through ex-
periments on the digit image transformation from SVHN to
MNIST and the surveillance camera image transformation
from simulated to real images.
1. Introduction
Image recognition is expected to be applied to a wide
range of fields such as automated driving system and
surveillance camera system. However, due to the diver-
gence on the distributions of data between training and
running phases, the accuracy of the recognition would get
worse significantly so that its commercial usage could not
be realized. Therefore, approaches to simulate images tai-
lored to potential environments in commercial usage and to
train the image recognition model have been studied. Sim-
ulated images can be automatically labeled and collected
more easily than real images. However, it is known that
using simulated images directly for training would not be
effective due to the divergence in distribution between sim-
ulated and real images. There are several works to make
the distribution of simulated images closer to that of real
images. SimGAN [3] uses adversarial networks similar to
generative adversarial net- works(GAN) [5], consisting of
generator network Gs2r and discriminator network Dr as
shown in Fig. 1. Gs2r is trained to add realism to a sim-
ulated image. Dr is trained to classify if an input is a real
image xr or a fake image SimGAN, along with adversar-
ial learning, regularizes on the divergence between simu-
lated images xs and fake images. However, this simple di-
vergence on the pixels before and after the transformation
may not sufficiently suppress the change of semantic infor-
mation. Therefore, CycleGAN was proposed to deal with
various changes of appearance. CycleGAN consists of two
generators Gs2r and Gr2s and two discriminators Dr and
Ds (see Fig. 2). Ds encourages Gr2s to transform a real im-
age xr into a simulated image xs indistinguishable from true
ones, and similarly to Dr and Gs2r. In CycleGAN, to sup-
press the change of semantic in-formation, the cycle consis-
tency loss which imposes a reconstructed image back to the
original image, is introduced. Even with image-to-image
transformation where the pose and size of subjects on im-
ages are changed, CycleGAN is known to be able to cope
with various changes of semantic information. However,
Cycle-GAN would not be sensitive enough to the various
change in pose and shape of subjects, especially when the
training data are imbalanced, e.g., some particular poses and
shapes are minor in the training data.
To overcome this problem, we introduce label informa-
tion into the training process of CycleGAN—we assume
that labels data, e.g., class label of objects, poses and shapes
of subjects, are available. To this purpose, we propose
to mea-sure the quality of image-to-image transformation
through the loss of pre-trained classifier using real images,
in addition to the cycle consistency loss. That is, we expect
that the lower the pre-trained classifier loss is, the more re-
alistic the transformed image is—in other words, more se-
mantic information is kept be-tween images before and af-
ter the transformation. We also propose to embed directly
the label data into the latent space between encoder-decoder
networks. We evaluate our proposed method, called Label-
CycleGAN, the combination of pre-trained classifier loss
and direct label embedding in the CycleGAN, through ex-
periments of transformation from MNIST to SVHN in digit
images and sim-ulated to real images in face images of
surveillance cameras.
2. Related Works
Image synthesis and image translation has always been
a significant research field in computer vision [27, 11, 12,
8, 19, 3]. Many existing methods, such as autoregres-
sive model, deterministic net-work, and variational autoen-
coders [14, 5, 18, 17, 16, 22, 1, 24, 6, 2], have achieved
excellent results. Compared with these methods, the gener-
ative adversarial networks have shown better performance
in image generation[9, 10, 21, 7]. In the beginning, GAN
uses noise vectors of Gaussian or uniform distribution to
synthesize images [4, 20, 23, 25, 13]. The problem with
this method is that it is impossible to de-termine the type of
synthetic image. Therefore, GAN [28, 26, 15] introduces
conditional variables based on GAN, which can use cate-
gory labels or related attributes to determine the image type.
On the one hand, this method achieves pretty results; on the
other hand, it can determine the type of synthetic image ar-
tificially. Al-though CGAN realizes the control of image
type, it is powerless for the specific content of the synthetic
image. To solve this problem, Reed et al. proposed image
synthesis based on the text description. The text description
contains the basic object category information, and it can
determine the specific content of the image. Therefore, text
to image synthesis has a high degree of flexibility.
3. Proposed Method
To mitigate the image transformation with imbalanced
training data, we propose to extend CycleGAN by intro-
ducing label information in the process of the image trans-
formation.
In this approach, we first train a convolutional neural net-
work (CNN) classifier fr using pairs of real images and its
label (xr, yr), and a classifier fs using pairs of simulated im-
age and its label (xs, ys) so as to minimize cross-entropy
losses. By introducing the pretrained classifiers fr and fs
to the process of training CycleGAN, it is expected that we
can obtain the label informed transformation model. Specif-
ically, we calculate the performance of the pretrained clas-
sifier on the images generated by the generators Gs2r and
Gr2s. For example, as shown in Fig. 4, there are two im-
ages transformed to real images, xr = Gs2r(xs) and Gs2r(xs)
= Gs2r(Gr2s(xr)). Lrlab is the cross entropy loss of the clas-
sifier fr prediction for xr and Gs2r(xs), then correct label of
xr and Gs2r(xs) are ys and yr, respectively (Eq. 2). This
loss is added to the objective function of CycleGAN (Eq.
1). Similarly, we add the following loss Lslab using fs to
Eq. 1 These losses Lrlab and Lslab are expected to play
a role of the regularization to prevent the semantic infor-
mation of the images from changing through the image-to-
image transformation. Overall loss function of the proposed
Label-CycleGAN is as follows.
3.1. Label information with feature map
In addition, we can directly introduce the label informa-
tion in the process of the image transformation. Each gen-
erator Gs2r or Gr2s in CycleGAN consists of an encoder
and a decoder. From the encoder to the corresponding de-
coder, as shown in Fig. 5, three-dimensional feature map (h
× w × c) is passed. Therefore, we propose to embed a la-
bel information in the form of h × w two-dimensional map
as shown in Fig. 5. Additionally h×w×n tensor (orange
box in Fig. 5) with several types of spatial information e.g.,
bounding boxes of multiple objects and multiple region seg-
mentation can be added. Even if label information contains
only a scalar or a vector, it can be represented as a tensor by
repeatedly laying down the label in the form of h w n.
4. Experiments
We evaluate our proposed methods, Label-CycleGAN,
by applying those as a data augmentation techniques for im-
balanced multi-class classification.
4.1. SVHN to MNIST
MNIST [8] consists of 60,000 training and 10,000 test-
ing images of handwritten numbers in grayscale. SVHN [9]
consists of 73,257 training and 26,032 testing
The proposed NeedleLight is implemented by the Py-
Torch framework. The Adam is adopted as optimizer which
employs a learning rate decay mechanism (initial learning
rate is 0.001). The network is trained in 100 epochs with
a batch size of 64. In addition, the network training is per-
formed on two NVIDIA Tesla P100 GPUs with 16GB mem-
ory.
We reduced the propor-tion of ”6”,”7”,”8”,”9” and ”0” in
the MNIST data to induce the imbalanced multi-class prob-
lem. In this experiment, we define the real data Dr = (xr,
yr) as imbalanced MNIST training data and the simulated
data Ds = (xs, ys) as SVHN training data. Then classifiers
fr and fs is trained using Dr and Ds, re-spectively. Based
on these pretrained classifiers, Label-CycleGAN is trained
by minimizing the loss LLCGAN (Eq. 3). We note that the
data in the minor classes are not used in the calculations of
Lrlab and Lslab because the classification performances of
fr and are expected to be poor. We then re-train the MNIST
classifier fr using MNIST training data Dr and Dr = (xr, ys)
which are SVHN train-ing data Ds transformed into MNIST
by the acquired Gs2r. In retraining of fr, a mini-batch gradi-
ent descent method is performed with b examples consisting
of b/2 examples sampled from Dr and Dr without replace-
ment. There are four types of reduced rates 50, 90, 99, and
99.9% of the number of data for the mi-nor classes. Hy-
per parameters of our proposed methods are set as Table 1.
As baseline and upperline methods, we also prepare Sim-
GAN and CycleGAN to transform SVHN to MNIST data
and generate Dr. Then, similarly, the classifier
4.2. Synthesized to real head image
TownCentre dataset [10] contains images of heads of
pedestrians in a shopping district, annotated with head hor-
izontal angles. We use this dataset for the clas-sification
task of six classes each of which corresponds to the angle
of 60 degrees as shown in Fig. 7 and Fig. 8. TownCentre
dataset is augmented by flipping horizontally and is divided
into two datasets; one for training (7,040 images) and the
other for testing (830 images) under the condition that the
same person does not appear in the both training and test-
ing data. The training data are used as real data Dr = (xr,
yr). Images generated by using Unity’s Popula-tion System
assets is used as the simulated data Ds = (xs, ys) (see Fig.
7). Simulated data were prepared at 5,400 for training and
720 for testing. In this experiment, we consider the problem
of imbalance where the real training data Ds in two classes
are reduced for the evaluation on the imbalanced multi-class
classification task. Then, Gs2r is trained to transform simu-
lated images xs into real images xr by the same procedure as
in section 4.1. The experiments were conducted with the re-
duction in the number of data for the minor classes of 90%
and the hyper parameters of our proposed method are de-
scribed in Table 3. Fig. 9 depicts examples of transformed
images xr when the minor classes are reduced by 90%.
5. Conclusions
To effectively use simulated images, for deep learning,
it is required to accurately transform the simulated images
to the real images. The state-of-the-art method, CycleGAN,
would not be sensitive enough to the various change in pose
and shape of subjects, especially when the training data
are imbalanced. To overcome this insensitiveness problem
, propose to actively introduce the label information into
the training process of CycleGAN. The effectiveness of our
proposed method called Label-CycleGAN is demonstrated
through experiments using imbalanced data for image-to-
image transformation.
References
[1] Yunjey Choi, Minje Choi, Munyoung Kim, Jung-Woo Ha,
Sunghun Kim, and Jaegul Choo. Stargan: Unified genera-
tive adversarial networks for multi-domain image-to-image
translation. In Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pages 8789–8797,
2018. 2
[2] Carl Doersch. Tutorial on variational autoencoders. arXiv
preprint arXiv:1606.05908, 2016. 2
[3] Xun Huang and Serge Belongie. Arbitrary style transfer in
real-time with adaptive instance normalization. In Proceed-
ings of the IEEE International Conference on Computer Vi-
sion, pages 1501–1510, 2017. 2
[4] Xun Huang, Ming-Yu Liu, Serge Belongie, and Jan Kautz.
Multimodal unsupervised image-to-image translation. In
Proceedings of the European Conference on Computer Vi-
sion (ECCV), pages 172–189, 2018. 2
[5] Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, and Alexei A
Efros. Image-to-image translation with conditional adver-
sarial networks. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 1125–1134,
2017. 2
[6] Diederik P Kingma and Max Welling. Auto-encoding varia-
tional bayes. arXiv preprint arXiv:1312.6114, 2013. 2
[7] Guilin Liu, Fitsum A Reda, Kevin J Shih, Ting-Chun Wang,
Andrew Tao, and Bryan Catanzaro. Image inpainting for
irregular holes using partial convolutions. In Proceedings
of the European Conference on Computer Vision (ECCV),
pages 85–100, 2018. 2
[8] Ming-Yu Liu, Xun Huang, Arun Mallya, Tero Karras, Timo
Aila, Jaakko Lehtinen, and Jan Kautz. Few-shot unsuper-
vised image-to-image translation. In Proceedings of the
IEEE/CVF International Conference on Computer Vision,
pages 10551–10560, 2019. 2
[9] Liqian Ma, Xu Jia, Qianru Sun, Bernt Schiele, Tinne Tuyte-
laars, and Luc Van Gool. Pose guided person image genera-
tion. In Advances in neural information processing systems,
pages 406–416, 2017. 2
[10] Yifang Men, Yiming Mao, Yuning Jiang, Wei-Ying Ma, and
Zhouhui Lian. Controllable person image synthesis with
attribute-decomposed gan. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
pages 5084–5093, 2020. 2
[11] Zak Murez, Soheil Kolouri, David Kriegman, Ravi Ra-
mamoorthi, and Kyungnam Kim. Image to image translation
for domain adaptation. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
4500–4509, 2018. 2
[12] Taesung Park, Ming-Yu Liu, Ting-Chun Wang, and Jun-Yan
Zhu. Semantic image synthesis with spatially-adaptive nor-
malization. In Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pages 2337–2346,
2019. 2
[13] Albert Pumarola, Antonio Agudo, Aleix M Martinez, Al-
berto Sanfeliu, and Francesc Moreno-Noguer. Ganimation:
Anatomically-aware facial animation from a single image. In
Proceedings of the European Conference on Computer Vi-
sion (ECCV), pages 818–833, 2018. 2
[14] Ashish Shrivastava, Tomas Pfister, Oncel Tuzel, Joshua
Susskind, Wenda Wang, and Russell Webb. Learning
from simulated and unsupervised images through adversarial
training. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 2107–2116, 2017. 2
[15] Ziyu Wan, Bo Zhang, Dongdong Chen, Pan Zhang, Dong
Chen, Jing Liao, and Fang Wen. Bringing old photos back to
life. In Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pages 2747–2757,
2020. 2
[16] Miao Wang, Guo-Ye Yang, Ruilong Li, Run-Ze Liang, Song-
Hai Zhang, Peter M Hall, and Shi-Min Hu. Example-guided
style-consistent image synthesis from semantic labeling. In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition, pages 1495–1504, 2019. 2
[17] Ting-Chun Wang, Ming-Yu Liu, Jun-Yan Zhu, Andrew Tao,
Jan Kautz, and Bryan Catanzaro. High-resolution image syn-
thesis and semantic manipulation with conditional gans. In
Proceedings of the IEEE conference on computer vision and
pattern recognition, pages 8798–8807, 2018. 2
[18] Fangneng Zhan and Shijian Lu. Esir: End-to-end scene text
recognition via iterative image rectification. In Proceedings
of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 2059–2068, 2019. 2
[19] Fangneng Zhan, Shijian Lu, and Chuhui Xue. Verisimilar
image synthesis for accurate detection and recognition of
texts in scenes. In Proceedings of the European Conference
on Computer Vision (ECCV), pages 249–266, 2018. 2
[20] Fangneng Zhan, Shijian Lu, Changgong Zhang, Feiying Ma,
and Xuansong Xie. Adversarial image composition with
auxiliary illumination. In Proceedings of the Asian Confer-
ence on Computer Vision, 2020. 2
[21] Fangneng Zhan, Chuhui Xue, and Shijian Lu. Ga-dan:
Geometry-aware domain adaptation network for scene text
detection and recognition. In Proceedings of the IEEE Inter-
national Conference on Computer Vision, pages 9105–9115,
2019. 2
[22] Fangneng Zhan, Yingchen Yu, Kaiwen Cui, Gongjie Zhang,
Shijian Lu, Jianxiong Pan, Changgong Zhang, Feiying Ma,
Xuansong Xie, and Chunyan Miao. Unbalanced feature
transport for exemplar-based image translation. In Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition, 2021. 2
[23] Fangneng Zhan and Changgong Zhang. Spatial-aware gan
for unsupervised person re-identification. In 2020 25th Inter-
national Conference on Pattern Recognition (ICPR), pages
6889–6896. IEEE, 2021. 2
[24] Fangneng Zhan, Hongyuan Zhu, and Shijian Lu. Spa-
tial fusion gan for image synthesis. In Proceedings of the
IEEE conference on computer vision and pattern recogni-
tion, pages 3653–3662, 2019. 2
[25] Changgong Zhang, Fangneng Zhan, and Yuan Chang.
Deep monocular 3d human pose estimation via cascaded
dimension-lifting. arXiv preprint arXiv:2104.03520, 2021.
2
[26] Jun-Yan Zhu, Philipp Krähenbühl, Eli Shechtman, and
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