This paper deals with the task of Speech Activity Detection (SAD). Our goal is to develop a SAD module suitable for a system for broadcast data transcription. Various Deep Neural Networks (DNNs) are evaluated for this purpose. Training of DNNs is performed using speech and non-speech data as well as artificial data created by mixing of both these data types at a desired level of Signal-to-Noise Ratio (SNR). The output from each DNN is smoothed using a decoder based on Weighted Finite State Transducers (WFSTs). The presented experimental results show that the use of the resulting SAD module leads to a) a slight improvement in transcription accuracy and b) a significant reduction in the computation time needed for transcription.
INTRODUCTION
An important part of speech signal pre-processing is identifying all segments containing speech. This process, known as Speech Activity Detection (SAD), is beneficial for a wide variety of speech processing applications including speech enhancement and transcription or speaker and language recognition. In the case of broadcast recordings, which usually contain a large portion of non-speech events, utilization of a SAD module can not only speed up the process of transcription but also improve the transcription accuracy. For example, a one-hour recording of radio programming containing numerous advertisements, songs and music can be trimmed to a set of a few utterances with a total duration of several tens of seconds.
In recent years, various approaches for SAD have been proposed. For example, methods based on Gaussian Mixture Models (GMMs) , DNNs (Ryant et al., 2013) , Convolutional Neural Networks (CNNs) (Saon et al., 2013) or Recurrent Neural Networks (RNNs) (Hughes and Mierle, 2013) have been successfully used. More complex models (mostly combinations of those mentioned above) are being employed as well (Thomas et al., 2015) , (Zhang and Wang, 2014) and (Wang et al., 2015) . Similar to the model architecture of SAD, feature vector extraction methods also have substantial influence on accuracy. Therefore, a large amount of research work has been put into crafting more robust features (Zhang and Wang, 2014) , (Wang et al., 2015) , (Thomas et al., 2012) , (Graciarena et al., 2013) , and (Sriskandaraja et al., 2015) recently.
The main goal of this paper is to develop a SAD module suitable for transcription of broadcast recordings that are specific by containing jingles, advertisements, music and various noises in the background. A transcription system for broadcast recordings complemented with this module should have its Word Error Rate (WER) on a level similar to a system without any SAD module while its transcription speed should be higher, as SAD prevents the non-speech frames from being transcribed.
To achieve this goal, DNNs are first adopted and trained on a set compiled from recordings of clean speech, music and various noises. After that, the information about speech/non-speech frames from the neural network is smoothed using Weighted Finite State Transducers (WFSTs) to obtain the final output of detection. To further improve accuracy, multicondition training is adopted by using artificial data, which is created by mixing clean speech and nonspeech events at a desired level of Signal-to-Noise Ratio (SNR). Moreover, DNNs trained with different a) sizes of the input feature vectors and b) widths of hidden layers are also investigated. Experimental evaluation of all of these SAD approaches is performed on hand-annotated broadcast data belonging to sev- eral Slavic languages and using three different metrics.
Finally, the influence of the resulting SAD module on accuracy and speed of transcription is also evaluated using a set of recordings of various broadcast programs.
This paper is structured as follows: The evaluation metrics used for the speech activity detection as well as the speech recognition are described in Section 2. The process of development and evaluation of the SAD module is presented in Section 3. The results of application of the final SAD approach to a real system for broadcast data transcription are then summarized in Section 4. Finally, the paper is concluded in Section 5.
EVALUATION METRICS
In this section, evaluation metrics for speech activity detection (2.1) as well as speech recognition (2.2) are presented.
Speech Activity Detection
Within this work, three different frame-dependent metrics are evaluated.
The first metric, Frame Error Rate (FER), is defined to evaluate the overall performance of the system on the test data as:
where M is the number of non-matching frames in the reference and the decoded output, and N is the total number of frames in the reference. The other two metrics symbolize false negatives (missed speech frame rate) and false positives (missed non-speech frame rate). The rest of the relevance measures are not presented as they are complementary to the presented metrics.
Missed speech frame rate or Miss Rate (MR) is defined as:
where M speech is the number of misclassified speech frames, and N speech is the total number of reference frames. Similarly, missed non-speech frame rate or False Alarm Rate (FAR) is defined as follows:
where M non−speech is the number of misclassified nonspeech frames, and N non−speech is the total number of frames referenced. Note that the optimal SAD approach should minimize the false negatives while keeping the false positives reasonably low. The reason is that the target speech recognition system should transcribe all speech frames with only limited non-speech events added.
Speech Recognition
Two metrics are used to evaluate the performance of speech recognition. The first one, Word Error Rate (WER), is defined as follows:
I is a count of insertions marking words the recognizer added to its output, D stands for the number of deletions (deleted words), S is the number of substitutions, and N is the total number of words in the ref-
Another important factor of speech recognition is the speed of decoding. It can be measured using RealTime Factor (RTF), which can be expressed as:
where T is the duration of the recording and PT is the processing time of the decoding. Enlarging RTF means speeding up the decoding.
DEVELOPMENT OF THE SAD MODULE

Data Used for Evaluation
Two different datasets were used in the development of the SAD module. The first broadcast set consisted of TV and radio recordings in several Slavic languages including Czech, Slovak, Polish, and Russian. These recordings contained jingles, music and various noises and their total length was 6 hours. Their annotations were created in two steps: at first, the baseline DNNbased decoder was employed to produce automatic speech/non-speech labels that were then corrected manually. As a result of this process, approximately 70% of the frames were labeled as containing speech. The remaining frames were annotated by non-speech labels.
In contrast to the first evaluation set, the second one was compiled just from recordings containing clean speech (50%) and clean music recordings (50%). Their total length was 2 hours.
Baseline DNN-based Detector
The baseline speech/non-speech detector utilized a deep neural network with a binary output. The data used for the training of this network contained 30 hours of clean speech (in several Slavic languages and English), 30 hours of music and one hour of recordings of non-speech events, e.g., jingles and noises. The sampling frequency was 16 kHz. The network had five hidden layers, each consisting of 128 neurons. ReLU activation function and mini-batches of size 1024 were utilized within 15 epochs of training. The learning rate was 0.08 and was kept constant during the training. 39-dimensional log filter banks were employed for feature extraction. The input vector for DNN had a length of 51 and was formed by concatenating 25 preceding frames, the current frame and the 25 frames that followed. The frame length was 25 ms with a frame shift of 10 ms. Input data was normalized locally within one-second long windows. Note that the torch library 1 was used for this training.
The results obtained by the baseline DNN-based detector are summarized in Table 1 . They show that, on broadcast data, it achieves 5.56% FER while missing close to 6% of speech frames (MR). It is also evident that it performs significantly better on clean data with FER of 1.39%. On the other hand, the yielded MR of 2% is still too high and may have a significant negative influence on the accuracy of transcription. 
DNN-based Detector with Smoothing
As mentioned in the previous section, the baseline decoder classifies every input feature vector (frame) independently. On the other hand, every speech or non-speech segment usually lasts for at least several frames. That means that, although the SAD module operates at a suitable level of FER, it still produces a high number of transitions between speech and non-speech 1 http://torch.ch frames that do not exist. This fact leads to an increase in WER during transcription as the frames marked as non-speech are omitted from being transcribed. Therefore, our next efforts were focused on smoothing the output from DNN. For this purpose, weighted finite state transducers were utilized using the OpenFst library 2 .
The resulting scheme consists of two transducers. The first models the input speech signal (see Figure 1) . The second one, the transduction model, represents the smoothing algorithm and is depicted in Figure 2 . It consists of three states. The first state, noted as 0, is the initial state. The transitions between states 1 and 2 emit the corresponding labels.
The transition between these two states is penalized by penalty factors P1 and P2. Their values (500 and 500) were determined in several experiments not presented in this paper.
Given the two described transducers, the decoding process is performed using on-the-fly composition of the transduction and the input model of an unknown size. This is possible since the input is considered to be a linear-topology, un-weighted, epsilon-free acceptor. After each composition step, the shortest-path (considering tropical semiring) determined in the resulting model is compared with all other alternative hypotheses. When a common path is found among these hypotheses (i.e., with the same output label), the corresponding concatenated output labels are marked as the final fixed output. Since the rest of the best path is not certain, it is denoted as a temporary output (i.e., it can be changed later in the process).
From the results of the next performed experiment (see Table 2 ), it is evident that smoothing leads to significant improvement in the accuracy of the DNNbased detector. On broadcast data, FER as well as MR were reduced by more than 2%, and similar reduction in all error rates can also be seen on the clean dataset.
Therefore, the DNN-based detector with WFSTbased smoothing was utilized for all further evaluations. 
Using Artificial Training Data
Results of the two previous experiments showed that the detector yields good error rates on clean-speech data. However, the accuracy of the system starts to diminish on the broadcast recordings. The reason is that the speech data used for the DNN training were recorded in clean conditions (they originally served for training of a speech recognition system). Thus in the next step, the aim of our work was to extend the training speech dataset by adding recordings containing non-speech events, e.g., music or jingles. The lack of such annotated data forced us to create an artificial dataset by mixing 30 hours of clean speech and 30 hours of non-speech recordings. To each speech recording a non-speech counterpart (its volume was increased or decreased) was added to achieve the desired SNR that was chosen randomly from the interval between -30 dB and 50 dB. The labels were produced automatically. When the SNR value of the given recording was higher than a defined threshold, the recording was marked as speech. In the opposite case, the recording was included in a group of non-speech recordings. In the end we obtained 30 hours of new training data.
To determine a suitable value of the SNR threshold, another experiment was carried out where threshold values of 0, 5 and 10 dB were evaluated. Results of this experiment are summarized in Table 3 .
The results show that the use of training data created by mixing speech and non-speech recordings leads to better results. A significant reduction in FER as well as MR was observed for all thresholds.
It is also evident that lowering the SNR threshold increases the amount of mixed data that is marked as speech so that the classification of speech is improved and, on the contrary, the system produces a higher number of false non-speech segments. This is especially noticeable for broadcast data. Here, with the threshold set to 0 dB, the decoder is misclassifying only 0.24% of speech while FAR is increased by almost 6.5%. On the other hand, the value of the threshold does not affect the results on clean data that much, as the SNR of the utterances is mostly further from the threshold.
Considering the target application of the decoder, the threshold value of 5 dB seems to be optimal. The reason is that decreasing of the SNR threshold (to 0) increases the number of non-speech frames that are being used for speech recognition. All of the remaining experiments thus utilize mixed data with the SNR threshold set to 5 dB.
Effect of the Size of the Feature Vector
Is has been shown that the length of the input feature vector is an important factor for DNN training. Therefore, our subsequent efforts were focused on an experiment which investigates the influence of this variable on accuracy of the DNN-based SAD module.
Results of this experiment in Table 4 show that the length of the input feature vector significantly influences the accuracy of the system. The best results were reached for the size of 25-1-25. This in particular applies to the broadcast set.
On both sets, the shortest feature vector reduced MR slightly more, but this fact was unfortunately compensated by a higher number of misclassified non-speech frames.
It should also be noted that an important factor for choosing the optimal length of the feature vector is the computation time needed for decoding. This time is 2 and 1.7 times lower for short and medium window lengths, respectively, than for long feature vectors. Therefore, the feature vector size of 25-1-25 was chosen as the optimal one and it is used in the detector.
Effect of Width of the Hidden Layers
The last experiment conducted within this paper investigates the influence of the width of the hidden layers. The use of DNNs with a small width could reduce computation demands of the SAD module. The results of this experiment (see Table 5 ) show that the smaller the net, the more speech segments are missed and the number of misclassified non-speech frames is reduced. The difference in missed speech frames between the networks with widths of 128 and 256 is negligible. On the other hand, it is more noticeable between the smallest and the middle networks. A slightly different behavior can be observed on the clean data, where the network with a width of 128 neurons per hidden layer performs the best. As a compromise between missed speech and missed nonspeech frames on both sets, the network with a width of 128 neurons per layer is chosen as a final model.
THE USE OF THE SAD MODULE IN A SPEECH RECOGNITION SYSTEM
The performance of the resulting SAD module was evaluated in a speech transcription system. For this purpose, recordings of Czech broadcast news were utilized. Their length was 4 hours and they contained 22,204 words. In total, 60% of these recordings consisted of frames containing speech. The transcription system used the acoustic model based on DNN-HMM architecture presented first in (Dahl et al., 2012) . These models were trained on 270 hours of speech data. For the detailed information about GMM-HMM model, see (Mateju et al., 2015) . The parameters used for the DNN training were as follows: 5 hidden layers with decreasing numbers of neurons per hidden layer (1024-1024-768-768-512) , ReLU activation function, mini-batches of size of 1024, 35 training epochs, and a learning rate of 0.08. For signal parametrization, log-filter banks were used with the context window of 5-1-5. Local normalization was performed within one-second windows.
The linguistic part of the system was composed of lexicon and language models. The lexicon contained 550k entries with multiple pronunciation variants. The employed LM was based on N-grams. For practical reasons (mainly with respect to the very large vocabulary size), the system used bigrams. However, 20 percent of all word-pairs actually include sequences containing three or more words, as the lexicon contains 4k multi-word collocations. The unseen bigrams are backed-off by Kneser-Ney smoothing (Kneser and Ney, 1995) .
Experimental Results
Within the performed experiment, the data for testing were transcribed a) with and b) without the use of the SAD module. The obtained results in terms of WER and RTF are presented in Table 6 .
They show that the use of the SAD module has advantages from accuracy as well speed of transcription points of view: WER was slightly reduced by 0.22% and RTF increased to almost twice the baseline value. The reason is that most of the non-speech parts were omitted from being recognized. The RTF of the SAD module itself is around 85, making its computation demands almost negligible. Note that the presented RTF values were measured using Intel Core processor i7-3770K @ 3.50GHz. 
CONCLUSIONS
Various DNN-based SAD approaches are evaluated in this paper. Our goal was to find a method that could be used in a system for transcription of broadcast data. All of the findings obtained from the evaluation process can be summarized as follows:
• Smoothing the output from DNN is essential as it reduces the residual misclassified frames.
• The use of mixed data according to SNR leads to a significant increase in the accuracy of detection.
• The context frame window of 25-1-25 performed as the best while keeping the processing time low.
• The DNN with 128 neurons/layer showed to be a compromise between the detection accuracy and computation demands.
• RTF of the final SAD module is around 80, which makes its computation demands almost negligible.
The advantages of using the resulting SAD approach (based on DNNs, smoothing and the use of artificial training data) in a speech transcription system can be summarized as follows:
• The yielded speech recognition accuracy is comparable or even slightly better.
• The data is transcribed almost two times faster. Considering that the computation demands of the SAD module itself are almost negligible, the time savings for the transcription is significant.
In our future work, we plan to consider contextdependent transduction models, which could better represent the transitions between speech and nonspeech segments. Other neural network architectures, e.g., convolution neural networks, recurrent neural networks or even residual neural networks could also be employed.
