Abstract: Generalised predictive control (GPC) has many attributes which make it an effective practical tool for the control of scalar systems. The method is easy to understand/implement and has won popularity among many practicising engineers. Despite its success it does not have a general stability and robust stability theory. The paper proposes a new algorithm which deploys most of the ideas of GPC but yields control configurations with guaranteed stability and provides a systematic means of optimising robust stability margins. It achieves this through the use of a particular stabilising feedback controller which replaces the relevant transfer function operators by simple polynomial operators. This simplification also reduces the computational burden of a computer implementation of the method. The superiority of the results of the paper are illustrated by means of numerical examples.
Introduction
Generalised predictive control (GPC) [ 1-41 has been shown to be an effective means of controlling single-input single-output discrete-time problems. This is manifested in the many successful applications of GPC reported in the literature as well as the multiple citations that this area of work has received in the relevant articles. There are many reasons that account for its success. First of all, the control strategy it deploys not only makes good practical sense, but is also very easy to understand and implement.
Step 1: on the basis of the past input/output history, predict the behaviour of the output over a finite output horizon, and choose future control increments over a finite control horizon to minimise (in a least squares sense) the deviation of the overall output response from a desired future trajectory.
Step 2: Of the future optimal control increments implement only the first and repeat step 1 at the next sampling instant. Unlike other self-tuning algorithms, GPC does not require an a priori determination of closed-loop poles, and does not suffer from singularity problems that may arise out of near-coincident poles and zeros. It also avoids difficulties of over and underparameterisation and does not require an exact knowledge of the system deadtime. Through its prediction calculation, GPC makes it possible to incorporate into the control problem both input and output constraints. Finally, GPC carries a panoply of practical 'tuning knobs' that enable the designer to fine-tune the system's behaviour to make it conform with a host of practical constraints and objectives. Despite its advantages, GPC is deficient in that it does not offer a general stability result. Indeed, stability is only guaranteed in some special asymptotic cases (for example, when both the control and output horizons become infinite, or when the control horizon is one, the output horizon is infinite and the open-loop system is stable). As a result, it is easy to find examples that cannot be stabilised by GPC for any reasonable horizons; all one has to do is contrive a pair of nearly coincident poles and zeros that lie outside the unit circle. In instances like this, GPC relies on ad hoc procedures of selecting tuning knobs that improve the stability margins of the resulting system.
In this paper, we propose a simple idea that removes the stability problem but retains and further simplifies the main features of GPC. In particular, as a first step, we use a characterisation of the class of all stabilising feedback controllers to achieve internal stability. The characterisation is chosen to yield simple closed-loop transfer operators from the reference signal to both the system input and output. Then we perform the output prediction and optimisation steps used in GPC but define our degrees of freedom to be future values of the reference signal rather than values of future control increments. Interestingly, the optimisation stage of our algorithm leads to an implementation that modifies the original internally stabilised feedback configuration, but the simple nature of the closed-loop operators, from reference signal to the system input and output, enable one to state a stability result for all possible horizons (subject to a weak constraint). As a by-product of this analysis, it is possible to quantify the deviation of the resulting closedloop polynomial coefficients from their asymptotic values, namely the values that would be obtained for infinite horizons (i.e. from the values predicted by an LQG algorithm). The new algorithm will be referred to as stable generalised predictive control (SGPC). The new approach provides a systematic means of optimising stability robustness with respect to model uncertainty. Further analysis shows that the use of T polynomials as proposed by GPC is suboptimal and should be restricted to optimising the quality of prediction with respect to disturbances only; T polynomials are easy to introduce into the algorithm proposed in this paper. The simplicity of the new algorithm makes it particularly well suited to adaptive applications as well as to applications which are subject to input/output constraints; however, these topics fall beyond the scope of the present paper.
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Mathematical preliminaries
2.1 Definitions of operators on polynomials Let F denote the vector space of all polynomialsf(z) in z f l of degree n -1, and choose [l, z-', ..., z-"+'] as the basis set of F; the degree n -1 off(z) will be denoted by 6{f(z)}. Letfdenote the R" column vector of the coordinates off(z) with respect to this basis set and let P be the mapping fromftof(z) and P-' its inverse (Definition 1) Note that, for convenience, wherever necessary, f will be taken to be in R", even though 6{f(z)} < n -1; this is always possible by assuming that the leading coefficients off@) are zero. Indeed, in the algorithm to be developed in Section 3, n will be taken to be the output horizon and thus could be several times larger than, say, the degree of f(z), which will be a polynomial related to the numerator and denominator polynomials of a transfer function. Next let g(z) be a stable rational transfer function with a Maclaurin expansion m g(z) = 9;z-i
(1)
then the operator that truncates g(z) after the z-('-') term, where k is some positive integer, is defined by
The truncation operator can also be used on a polynomial in (z-') of degree greater than n -1
where m is some positive integer. Throughout the paper, use will also be made of the following operations f * M =f(z-') (Definition 3)
where f(z) E F with 6{f(z)} = n -1, and k,, k , are two positive integers. In other words, ( . )* turns negative into positive powers, (.)" reverses the order of the coefficients of f(z), [ .] -extracts the causal part of f(z), and [ '1 + extracts the strictly anticausal part. Furthermore, if z:
for i = 1, 2, ..., n,+ and z; for i = 1, 2, ..., n,-denote the sets of the roots of f(z) that lie respectively outside and inside the unit circle centred at the origin of the 350 z-plane and iff(z) has no roots on the unit circle
In other words, fu(z) identifies the unstable monic factor of f(z) whereas f,(z) identifies the corresponding stable factor. i = 1
Definition of matrix operators
For f(z) E F let C, E R" x n denote the convolution matrix, defined as (Definition 9) where f k denotes the coefficient of z-' in f(z). The term convolution matrix is used because, forf@(z), &(z) E,F and 6{f,(z)} + 6{fb(z)} < n -1, the following property 1s true 
H ,
Cffllij = f i -i + j
The justification for the term Hankel is that
P ( f T H J , -I , )
= [f.* f b l -(4) which describes a Hankel operation; note that ( . ) T denotes transposition.
Some useful results
The following results are direct consequences of the definitions above and need no proof.
Lemma 2.1: Iff(z) E F and 6{f(z)} = n -1 thenf*(z) = ZY"(Z).
Before the statement of the main result of this section, it is useful to establish the following property.
Lemma 2.5: Let f ( z ) E F have no zeros on the unit circle, and let {z;} for i = 1, 2, ..., n-and {z:} for i = 1, 2, ..., n+ denote the sets of zeros that lie respectively inside and outside the unit circle and let fk denote the last nonzero coefficient off = P -' { f ( z ) } . Then the Maclaurin expansion defined below is convergent everywhere inside the unit circle m Proof: The convergence of eqn. 10 is obvious because both f,(z) and f $ ( z ) are by definition stable. Next, using the decompositionf(z) =f,(z)f.(z), and letting ai, i = 0, 1, .. ., n, and pi, i = 0, 1, . .., n-denote the coefficients of f . ( z ) andf,(z) we may write since, by definition, 1, = 1. The lemma can now be established by using the relationship that the coefficients of a polynomial bear to the product of its roots.
The above lemmata combine to give the following result. Proof: From lemma 2.5 and lemma 2.3 (eqn. 8) it can be deduced that
where el is the first standard basis vector in R'. Note that the implied truncation does not incur an error because, by assumption 13, p + k i n and hence the last n -( p + k) rows of rf as well as the rows by which r, would have to be augmented to take into account the truncated terms are all zero. Now by lemma 2.3 (eqn. 7) we have Proof: The stability of f J z ) and f $ ( z ) implies that the coefficients of 4 ( z ) converge to zero, and so it is always possible to choose p large enough to make the vector
of theorem 2.1 as small as desired.
3
The algorithm
Stabilising feedback loop
The main aim of this paper is to retain as many of the desirable properties of the GPC strategy as possible, but at the same time to overcome the problem of stability. An obvious first step towards this target is to apply GPC to the system after it has been stabilised by means of an internally stabilising controller introduced in a feedback loop around the system. Thus, given a factorisation of a transfer function model for the system
where N,(z) and M,(z) are both stable and do not share common unstable zeros, the solution of the Bezout identity
leads to the following parameterisation [ S I of the class of stabilising controllers (under the negative feedback convention)
where Q(z) denotes some stable proper transfer function.
For reasons that will become apparent below it is convenient to choose the factors of g(z) to be its numerator and denominator polynomials with
and
and solve the Bezout identity
to parameterise the stabilising controller as
which will be introduced into the feedback loop as shown in Fig. 1 , where c, U and y denote a reference signal and the system input and output, respectively. The 2 -l factor appearing with Mz) accounts for the delay associated with all practical discrete-time systems; it is assumed implicitly that g(z) has a single time delay, but the extension of the algorithm and the associated results to the general case of I delays is obvious and will not be presented. Q(z) could be chosen to be a transfer function but it is more convenient to take it to be just a finite degree polynomial. Note that, in common with normal GPC practice, we consider control increments rather than positional values; this provides a systematic way of introducing integral action into the controller design.
Fig. 1 Srabilising feedback configuration
The reasoning behind eqn. 24 as well as the introduction of N(z) into the feedback (rather than the forward) path becomes manifest by the following two relationships and These follow directly from the Bezout identity (25). Thus, both the transferences from reference to output and to input signals are simple polynomials. This property affords a significant simplification to all the GPC calculations, which up to now have involved the use of transfer functions with infinite weighting sequences. This simplification is the key factor that endows SGPC with its inherent stability property. Note that, although Q(z) does not appear in either eqn. 27 or eqn. 28, it still provides degrees of freedom which could potentially be used in optimising the feedback loop's disturbance rejection and/or robust stability properties. Surprisingly, it will be seen in Section 4 that SGPC cancels the effect of Q(z); however, this problem can be overcome by the introduction of a Q polynomial after the optimisation stage of SGPC.
2 Prediction equations
The configuration of reasons dictated by eqn. 27, the output horizon n will be taken to be greater than the degree of 42). which will be assumed to be k. Proof: First, note that since two polynomials, f(z) and h(z), commute under multiplication, so will their respective convolution matrices, namely C, C, = C, C,. Next observe that the Bezout identity (25) implies that
where 1, denotes the identity matrix of order n. Combining these two fact we deduce that and thus we can establish eqn. 33 by first solving eqn. 31
for A y and then substituting in eqn. 32 and solving for the vector of future outputs.
Control strategy
In GPC the assumption is made that of all the future Aut only the first n, are non-zero, where nu denotes a control horizon. This is consistent with the behaviour of Au towards its steady state and results in minimised control activity during transients. In an analogous manner, here we shall assume that
where 5 E R' and cm E R"-r, with cm being predetermined by the practical requirement that, in the steady state, y should follow the set point trajectory [r,,,, ..., rt+J.
Because of the integral action incorporated in Fig. 1 , this requirement is tantamount to insisting that c should follow N(z)y in the steady state, which implies that cm could be chosen as
where the: = [ I , + I , . . . , r,+J and C R denotes the matrix formed out of the n -p last rows of C N . In the case of step set point signals r, C , can be replaced by the last n -p rows of the identity matrix multiplied by the DC gain of N(z). Thus it is assumed that only the first p future values of the reference signal can be designated arbitrary values; for obvious reasons, p will be referred to as the reference horizon. and from eqns. 34 and 37. Substitution of eqn. 40 into eqn. 31 together with the commutativity of convolution matrices under multiplication combined with eqn. 36 gives eqn. 41. Note that, by the definition of the M matrices and by eqns. 27 and 28, y" and Au" both have their first p elements equal to zero, whereas the remainder defines the predicted steady-state behaviour of the output and control increments, respectively; this explains the reasoning behind the notation y" and Au". The usual GPC strategy is the minimisation of an index of performance that places a penalty on the norm of the predicted output error as well as of the future control increments (45) where3 has as its elements the future values j = 1,2,
. . . , n of the set point that y is to follow. GPC minimises J over future control increments, whereas here the minimisation will be over future reference values. Consistent with practical considerations we are still placing a penalty on the future control increments, not future reference values; this is made possible through eqn. 41.
Theorem 3.2:
The optimal SGPC control law is given by the equation 
Proof: Substitute eqns. 41 and 42 into eqn. 45 and set the derivative of J with respect to c equal to zero; the result follows after some rearrangement and use of identity 36.
Corollary 3.2:
The implementation of the optimal SGPC control law is as given in Step I : Solve the Bezout identity (35) for X ( z ) and w.
Step 2: Choose a suitable Q(z) and form
be shown in Section 5.1 that this step is redundant at that stage, because optimisation will cancel the effect of Q(z).
For the time being, therefore, N(z) and M(z) should be set equal to X ( z ) and Y(z).
Step 3 : Form the matrices P I -P , of eqns. 42 and 43.
Step 4: Compute the vectors p,. py and p. as per eqns.
Step 5 : Hence obtain the prefilter p,(z) and the numerator and denominator of the final form of the feedback controller given by N(z) -py(z) and M(z) -z-'pv(z) and implement SGPC as implied by the feedback configuration of Fig. 2. 
48-50.
Remark 3.1: The computational burden in each one of the five steps of the algorithm is small; the hardest part is the inversion of a p x p matrix, but this is common to all GPC algorithms and in any event p (like the control horizon of GPC) for most practical applications need not be taken to be anything other than a small number (i.e. 1, 2 or 3). It is also worth pointing out that the procedure above does not necessarily constitute the most efficient means of computer implementation of the algorithm; further simplifications will be discussed in Section 5. However, theorem 3.2 and corollary 3.2 do give a complete and explicit description of the algorithm, which can be used for the purposes of a stability and robust stability analysis.
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Nominal stability results
Despite the relative complexity of eqns. 48-50, the stability analysis for the case where there is no model mismatch (i.e. the transfer function is assumed to give a true representation of the system dynamics) and in the absence of any disturbances is extremely simple. The reason for this is that under nominal conditions eqns. 27 and 28 hold true and can be used in place of eqns. 29 and 30 for the purposes of prediction. Thus, we may write simply -+ y = I -, : +
Hb$+ M,c" (53) and
where cm is given by
where E is an (n -p) x n matrix, chosen to remove any steady-state offsets. The precise choice of E is immaterial from the stability point of view; for the case of step set points, for example, E could be chosen to consist of the last n -p rows of I, scaled by one over the DC gain of b(z). Eqns. 53-55 can now be substituted into the cost of eqn. 45, which once again is to be minimised over the first p future reference values. For the sake of clarity, we present first the results for the case where no cost is placed on the control activity and show subsequently how these carry over to the general case.
SGPC without cost on the control activity
For U = 0, straightforward differentiation of J with respect t o 2 gives Theorem 4.1: The nominal SGPC laws for U = 0 and n > k, where k denotes the degree of b(z), are given by
Proof: From eqn. 56, we have that 
and where A is as defined in Lemma 2.5 for
and 4L is as defined in Theorem 2.1 again forf(z) = b(z). Corollary 4.1 : Asymptotically, as p + CO with n > p + k, the nominal SGPC pole polynomial for U = 0 is given by
namely, the poles of the SGPC controller will all be stable and will be given by the stable zeros of b(z) and the inverses of the unstable zeros of b(z).
Thus, asymptotically the nominal SGPC control strategy will be stable, but also, by theorem 4.2, it will remain stable for all p which are large enough to ensure that dL is small enough to leave the poles near their asymptotic locations. Next we prove stability for p = 1. As a consequence, the Nyquist diagram of p,(z) does not encircle the origin, and by the principle of the argument p,(z), considered as a function of z (rather than z-'), will have as many zeros as it has poles within the unit circle. But there are only k poles and they are all at the origin, hence all k zeros of p,(z) will lie within the unit circle.
So far we have proved stability for p large and p = 1. A similar proof of stability to that presented in theorem 4.3 can also be given for p = 2, and this approach can be generalised but the analysis is cumbersome. Instead, we revert to an indirect but nonetheless rigorous approach. . .., c:,,, c:+" were to be used at the next time instant, the cost would be J;+ = J , -(rm -y,)' c J , , unless y , had already quiesced on its steady value, when J ; + = J,. Thus, either y, has quiesced and stability is established, or J;+l < J,. But on optimisation of J at the next time instant we shall have J:+l < J;+l < J:. Hence the optimal value of J is a monotonically decreasing function of time and y will, in the limit, reach its target, thereby establishing the stability of SGPC.
General case
Theorems 4.1-4. 4 have obvious extensions to the general case when U # 0. Their derivation is analogous to that given for U = 0, and this treatment will not be repeated here; instead, a statement of the results is listed below.
Theorem 4.5:
The nominal SGPC laws for n > k , where k denotes the degree of a(z), are given by
where Corollary 4.2: Asymptotically, as p + CO with n > p + k, the nominal SGPC poles are given by the zeros of
namely, the poles of the SGPC controller will all be stable and will be given by the zeros of the stable factor
Theorem 4.7:
For p = 1 and n > p + k, the SGPC poles are given by the zeros of
and are stable.
Theorem 4.8:
For n > p + k nominal SGPC is stable for all reference horizons.
Concluding remarks on nominal stability
The detailed nature of the results presented in the two previous subsections is involved, but the conclusions are very simple.
Remark 4.1: SGPC is nominally stable whether or not a penalty is placed on the control activity, so long as the output horizon is greater than the degree of a(z) plus the reference horizon. For a g(z), with a second-order a(z), for example, the output horizon could be taken to be as little as n = 3, as long as the reference horizon is p = I, and yet SGPC will guarantee stability; p of course could be taken to be larger as long as n > p + 2. The calculation of p,(z) in either case involves a simple p x p matrix inversion problem. In practice, the reference horizon (like the control horizon in GPC) need not be taken to be large; typical values for p would be 1,2 or 3.
Remark 4.3:
The difference between the coefficients of p,(z) for p finite and for p + CO is given by some matrix which is premultiplied by 4: ; the size of the elements of the matrix is comparable to the coefficients of p,(z), whereas the size of 4: decrease with p and can be made to be arbitrarily small for large enough p. This sort of analysis quantifies the distance between the LQG solution (which corresponds to the case of infinite horizons) and the solution for finite horizons. 
Objective function for robust stability
Suppose that g(z) is not known exactly but that a bound W ( z ) on the modulus of an additive uncertainty in g(z) for N ( z ) -p,(z) and M'(z) = M(z) -z-'p,(z) . On substitution of eqn. 86 into eqn. 85, we deduce that where use has been made of the identity p,(z) being the closed-loop pole polynomial of theorem 4.6. It will be remembered that the original controller, K(z), was enriched with a free parameter Q, and it would be reasonable to expect that K'(z) has degrees of freedom which can be used systematically to maximise the robust stability margins of SGPC by the minimisation of a cost like where the first term generates the coefficients of M from the second onwards. The shift implied by the z-' factor appearing in eqn. 92 ensures that all the terms of M(z) except the first will be cancelled in M(z) -z-'pw(z); the first term, on the other hand, must be 1 because of the Bezout identity (33, given that the first coefficient of B(z) is zero and that of A(z) is 1.
Remark 5.1: For a=O, eqns. 91 and 92 provide an alternative and indeed simpler implementation of the SGPC feedback controller than that given in Algorithm 3.1. Whereas theorem 5.1 was stated for the case of U = 0, it is also true for the general case U # 0; similarly simplified expressions for K'(z) also exist for this genera1 case. The treatment of the general case along the lines of the proof of theorem 5.1 involves some cumbersome algebraic manipulations. Instead in Section 5.2 we adopt a much simpler, indirect, approach to the problem which is based on the alternative implementation of SGPC described below. where xMN E R"A+"g+l comprises the coefficients of M"(z) (taken in ascending powers of z -' ) and those of N"(z), p , E RnAfnE+' comprises the n, + 1 coefficients of p,(z) and nE zeros, CA is r, for n = n, + nE + 1 and p = n, + 1, whereas C6 is rb for n = n, + n, + 1 and p = nA.
A simple implementation of SGPC
As long as A(z) and b(z) do not have a common root, the matrix [ C A , C,] will be invertible, and the solution to eqn. 98 will exist and be unique, and thus must coincide with that of theorem 5.1, which results in the same p,(z).
Corollary 5.1 implies a simpler implementation of the SGPC algorithm. Step 1 ; Solve the Bezout identity (35) for X ( z ) and
Step 2: Compute the coefficients of the prefilter p,(z) Y ( 4 . by forming the vector x (r: -r:Mb C, -d-, M , c,) (99) where Cx comprises the last n -p rows of C , .
loop pole polynomial p,(z) by forming the vector
Step Step 5 : Implement SGPC as per Fig. 2. solving Bezout identity 97.
Note that implicit in step 2 is the assumption that Q(z) = 0. This is reasonable when one considers that Q(z) was introduced initially in the hope that the degrees of freedom it entails could be deployed in optimising some property (such as robustness with respect to model uncertainty, or disturbance rejection) of the feedback loop of SGPC. But the optimisation stage of SGPC has the effect of removing Q(z) from the resulting feedback controller; thus Q(z) has no useful role to play. 
where Q"(z) can be taken to be any polynomial in z -l (of finite degree) or can be taken to be a stable proper transfer function. Thus we can reintroduce the degrees of freedom which were contained in Q(z) (but were lost in the optimisation stage of SGPC) in the form of Q"(z) without losing optimality. [7, 81. In particular, by applying the inverse sampling theorem [7] , it is possible reformulate the cost as /L), k = 0, 1, . . . , L -1, and Q E R"Q+' is the vector of coefficients in Q ( z ) , which is assumed to be of np degree; H is an L x np + 1 matrix whose i, k element is given by exp [-j(i -1)(k -1)(2?r/L) ]. Note that L must be chosen to be large enough (as dictated by the inverse sampling theorem). Then the optimal solution for Q"(z) can be obtained simply by the application of Lawson's algorithm [9] . It is noted that Q(z) and Q ( z ) were restricted to be polynomial purely for convenience. Optimal transfer function approximations (of a given order) can also be obtained, but this topic falls beyond the scope of this paper. Instead here we point out that H, approximation techniques [9, 101 or least squares techniques can be deployed to replace high order polynomial solutions Q ( z ) by lower order transfer functions; as will be demonstrated in one of the numerical examples. Such a simplification can be implemented without significantly affecting the value of the optimal cost.
Comparison between 0 and T polynomials
GPC's approach to the problem of robustness is through the T ( z ) polynomial. Unfortunately, due to the complicated manner in which the T(z) affects the relevant sensitivity function, the procedure for selecting T ( z ) is largely ad hoc. However, the controller derived via the T(z) polynomial approach forms a special case of the controller achieved via the Q ( z ) parameterisation; hence, in general, the T ( z ) polynomial robustness results will be suboptimal.
Recall that eqn. 29, which can be rewritten as
formed one of the prediction equations. The effect of the T polynomial approach is to replace this equation by
In practice., GPC absorbs the ( l / T ( z ) ) factor into the y's and U'S, thereby predicting the behaviour of the filtered output and input. From a robustness analytic viewpoint, the (l/T(z)) factor can be equivalently absorbed into the A(z) and B(z) polynomials. The resulting feedback controller
will be defined by the minimal degree Xdz), Ydz) solutions of the Bezout identity
or equivalently
where
Note that the closed-loop polynomial p,(z) here can be taken to be any target polynomial, and should not be thought off as the SGPC pole polynomial. Thus, apart from the difficulties that the implicit dependence of K A z ) on T(z) places in terms of a systematic selection of T, in general K d z ) cannot achieve optimal robustness properties. In contrast to this, the procedure of Section 5.4 is both systematic and optimal. The T polynomial, however, still has a useful role to play in terms of improving the accuracy of the prediction equations in the presence of disturbances. The treatment of this aspect in the context of SGPC is straightforward, but will not be undertaken in this paper.
Illustrative examples
Example 6.1: The main point of this paper is to show that the formation of a particular stabilising feedback configuration around the system to be controlled, prior to the minimisation of the usual GPC algorithm, not only has a significant simplifying effect in the ensuing
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computations, but results in a configuration with guaranteed nominal stability. In particular, it was shown that, as long as the output horizon n is taken to be greater than the reference horizon plus the order of a(z), stability is guaranteed. Furthermore it was shown that, for n increasing, the closed poles tend to the stable roots of Figs. 4-6 show typical output (plots 4a, 5a and 6a) and input responses (plots 46, 5b and 66) to step demands; the output horizon and U for all these plots were taken to [i be 10 and 10, whereas the reference horizons were taken to be 1, 3 and 5 for Figs. 4, 5 and 6, respectively. Clearly the output follows the references quickly and with no steady-state offset, whereas the control activity remains within acceptable levels. Unlike Examples 6.1 and 6.2, for which an unstable pole existed to within 2.5% (Example 6.1) or 3.3% (Example 6.2), here the corresponding separation is as large as 13.3% (a(z) has a root at 1.5 and b(z) has a root at 1.7). Even so, the responses obtained through GPC for an output horizon of 10 are clearly unsatisfactory, as seen in Fig. 7 . In contrast to this, the SGPC responses (for n = 10, p = 2, U = lo), superimposed on the same figures, are good in that without the use of hyperactive controls y follows the step demand quickly and with minimal overshoot.
It is possible to use the same example to illustrate the eflicacy of the optimal design procedure for the maxim-360 isation of the robust stability margins described in Section 5.3. For simplicity, we shall assume that the upper bound on the model uncertainty, W(z), is flat and equal to a for all z = exp (ji), 0 < 0 < n; this is of course artificial or unrealistic (especially if one considers the use of integral action), but is done for the clarity of exposition. Fig. 8a shows the frequency response plot of Is(z)I before the application of the optimisation of Q, namely the response for Q = 0. The infinity norm of s(z) can be seen to be about 65, implying that for stability a must be less than 1/65. Flatness is violated at DC, but this entirely due to the use of integral action, which ensures that, for any Q(z), s(exp j0) = 0; to remedy this situation one would have to use a more realistic W(z) function, and in particular a W(z) with a zero at 1.
In the interest of keeping the SGPC controllers simple and low order it may be desirable to follow one of two alternatives: repeat the Lawson procedure for a Q(z) of smaller degree (say 5); or approximate the frequency response of Q(z) by that of a rational transfer function. The results of either alternative are not substantially different and yield near-circular (and therefore by Trefethen's work [12] near optimal) frequency responses for s(z). Fig. 9 gives a demonstration of this; the transfer function approximations used for Q(z) have a third-order ( Fig. 9 4 and second-order (Fig. 9b) denominator polynomials. The numerator polynomials were chosen to be of degree one less than that of the denominator in both cases. For the sake of completeness we give here the value of the second-order approximation 15.37 -9 . 9 3~~' = 1 -1 . 7 7~~' + 0 . 7 9~~~
The price one pays for this degree of simplification is that the maximum value of uncertainty that the SGPC controller will tolerate is reduced from 1/8.54 to 1/9.3; clearly these values are similar when considered with 1/65.5, the value for Q = 0. In conclusion, the use of an optimal (or near-optimal) Q increases the tolerance to uncertainty by a factor of about 7. 
Conclusions
In this paper we have proposed a new predictive control strategy which inherits most of the advantages of GPC but offers some further advantages. Of these the most significant is that it has guaranteed nominal stability. This is Output and input responses to a unit step demand achieved through a preconditioning of the system to be controlled by the application of a particular stabilising feedback controller. The effect of this is to replace the infinite weighting sequences of GPC that relate outputs and control increments to the set points signal by simple and short finite weighting sequences. This simplifcation is instrumental in the inherent stability property of SGPC but also enables the explicit determination of the closed-loop polynomial as well as provides a quantification of its deviation from the asymptotic results (i.e. those that would be obtained by LQG for infinite horizons). It is significant to note that the finite weighting sequences above are given by the coefficients of the model numerator and denominator polynomials. As such, therefore, SGPC is particularly well suited to adaptive application; all the relevant equations can be updated recursively in a simple manner to accommodate updates on the system model. However, this aspect falls beyond the scope of the current paper and was not discussed. The simplicity of SGPC also enabled the undertaking of an analysis of robust stability margins and the derivation of a system-atic procedure for the optimisation of these margins. This obviates the need for a T(z) polynomial (which in the context of robustness would be suboptimal); it was, however, indicated that a T(z) could be introduced into the algorithm in a simple manner and could be deployed for the purposes of improving the quality of output prediction in the presence of disturbances. Finally, the use of finite weighting sequences in the prediction and optimisation equations is particularly convenient in the context of retaining optimality in the presence of input/output constraints. This aspect is being currently investigated. 
