Abstract. It is proved that if the dual Lie algebra of a Lie coalgebra is algebraic, then it is algebraic of bounded degree. This result is an analog of the D.Radford's result for associative coalgebras.
Main results
In 1974 D. Radford [8] showed that if the dual algebra A of an associative coalgebra C is algebraic it is necessarily algebraic of bounded degree. From the point of view that some recent results provide this fact can be explained as follows. Endowed with the weak linear topology the dual algebra A becomes a topological linearly compact algebra [9, 10] and since linearly compact algebras are Baire algebras the result of the type "algebraic implies algebraic of bounded degree" is true for them even in alternative or Jordan case [4] .
In this paper we are looking from this point of view at Lie algebras and Lie coalgebras and obtain similar results. Let us recall that an element x of a Lie algebra L over a field K is called algebraic if there exists a polynomial f (t) ∈ K[t] depending on x such that f (adx) = 0. The degree of x, which by definition is the minimal degree of polynomials annihilating adx, will be denoted by deg(x). For convenience, if x is not algebraic we consider that deg(x) = ∞. A Lie algebra L is called algebraic if every element x ∈ L is algebraic. If in addition degrees of all elements of L are bounded from above by some positive integer, L is called algebraic of bounded degree.
Theorem 1. Every algebraic linearly compact Lie algebra is algebraic of bounded degree.
As we mentioned the analog of the Radford's result will follow from here.
Theorem 2. If the dual Lie algebra L = C
* of a Lie coalgebra C is algebraic, it is algebraic of bounded degree.
Some proofs make heavy use of deep results of E.I. Zelmanov for Lie PI-algebras developed in [12, 13, 14] .
Topological lemmas
All algebras and coalgebras are considered over an arbitrary field K which is always discrete.
Definition 1.
A topological vector space E over a discrete field K is said to be locally balanced if it has a basic system of zero neighborhoods V such that KV = V .
In particular, if E has a base of zero neighborhoods consisting of linear subspaces (i.e., if E is linearly topologized) then it is locally balanced.
Lemma 1. Let E be a locally balanced topological vector space over
Proof. It is a straightforward consequence of the existence of a locally balanced neighborhood base.
The following lemma, which lies in the basis of the main topological argument, is an analog of a well-known result of Kaplansky [6] . It appeared previously in [3] but it is not currently easily available and we give a proof of it for convenience of the reader.
Lemma 2.
Let E be a locally balanced topological vector space over K. For 1 ≤ n ≤ N, let (x i,n ) i∈I be a finite set of N nets in E converging to linearly independent vectors x 1 , . . . , x N ∈ E. Suppose that for every index i ∈ I there is a linear combination y i = N n=1 λ i,n x i,n such that the net (y i ) i∈I converges to some y. Then for each n the net (λ i,n ) i∈I converges in K.
Proof. It is known ([2, Chap.1 §2, Ex.14] that the subspace E N , which is spanned by {x 1 , . . . , x N } in E, must be discrete and that the mapping
we obtain according to Lemma 1 that lim i,j (λ i,n − λ j,n ) = 0 for 1 ≤ n ≤ N, i.e., there is an index i n such that λ i,n is constant for i ≥ i n .
Let L be a linearly compact Lie algebra over K and R(L) be its multiplication algebra generated by all operators adx, x ∈ L, with topology defined by a base of neighborhoods of zero Ω(V ) = {ω ∈ R(L) | Lω ⊆ V }, where V is an arbitrary element from the base of neighborhoods of zero in L. Proof. We will only check that multiplication is continuous. Let ω 1 , ω 2 be arbitrary elements of R(L). We will show that for a given V , if ω 1 and ω 2 are sufficiently close to ω 1 and ω 2 , respectively, then
and n = max i n i . By Lemma 1 of [9] there exists a neighborhood
Using this lemma n times we can find a neighborhood W of zero in L such that
Suppose now that ω i − ω i ∈ Ω(W ), i = 1, 2, and write
So, due to (2), inclusion (1) is true and therefore the multiplication in R(L) is continuous.
Corollary 1. The mappings ad
n : x → (ad x) n are continuous.
Proof. As we have seen in the proof of the lemma, for an arbitrary neighborhood
In other words it means that ad(W ) ⊆ Ω(V ) and the mapping x → adx is continuous. But since the product in R(L) is continuous, all mappings ad n are continuous.
Lemma 4. Let L be a linearly compact algebra over K. Then the sets
Proof. Let (x i ) i∈I be a net in A n (L) converging to x. Then the set {(adx i ) m | 1 ≤ m ≤ n} is linearly dependent for every i ∈ I. As the mappings ad m are continuous by Lemma 3 the nets ((adx i ) m ) i∈I converge to (adx) m for all 1 ≤ m ≤ n. By Lemma 2 elements (adx) m for 1 ≤ m ≤ n are linearly dependent and therefore an annihilating polynomial of degree not greater than n exists for adx and x ∈ A n (L).
Algebraic lemmas
Let K be an arbitrary field.
Definition 2.
A linear operator φ : E → E acting on a vector space E over K is said to be weakly algebraic (or locally algebraic, see [7] ) if for every x ∈ E there exists a polynomial f (t) ∈ K[t] depending on x such that xf (φ) = 0. If degrees of all such polynomials have the least upper bound n the operator φ is said to be weakly algebraic of bounded degree n.
The following lemma belongs to the mathematical folklore but we will need a bit stronger version of it than in [7 Lemma 5. Let E be a vector space over K and let φ be a weakly algebraic linear operator on E of bounded degree n. Then φ is algebraic of some degree which is bounded from above by some positive integer N depending only on n.
Proof. In a usual way we can consider E as a K[t]-module letting
Let f x (t) be a polynomial of degree ≤ n such that x · f x (t) = 0. It is well-known that if
is the factorization of f x (t) into irreducible factors, then
Then E = E π(t) . Moreover, there will be no more than n of E π(t) which are nonzero; otherwise we can find an element of E whose minimal annihilating polynomial is of degree greater than n.
Suppose now that only E π1(t) , . . . , E πm(t) are nonzero. We see that polynomial
annihilates all elements of E and his degree is less than N = n n . Therefore φ is algebraic of degree ≤ N .
In the sequel we will need to apply Zelmanov's results which appeared in [12] - [14] . But first we present them in the form of the following two theorems in which they will be ready for use. for some commutators τ , ρ, and the length of ρ is less than h(m, n).
Proof. Take the Zelmanov's function h(m, n) of [14, Theorem 3] and generate an ideal I in L by all elements of the form (3). Then the quotient-algebra L/I is nilpotent of some index d by Theorem 3 of [14] . Since L is a free algebra in a variety defined by a homogeneous polynomial identity, this number d can serve as d(m, n, k).
Theorem 4 (Zelmanov) . Suppose that a Lie algebra L is generated by a finite subset X = {x 1 , . . . , x m }, and assume that (1) L satisfies a polynomial identity of degree n; (2) For an arbitrary commutator ρ on X of length not greater than h(m, n) the operator ad ρ is algebraic of degree not greater than k.
Then L is finite-dimensional of dimension bounded from above by a number D(m, n, k) which depends only on m, n, k.
Proof. According to the previous theorem commutators of length less than d(m, n, k) form a subset which spans L linearly. Since there are only a finite numbers of such commutators, the theorem is proved.
Lemma 6. Let L be a Lie algebra, I be an ideal of L, and suppose that for some element a ∈ L all elements of the coset a + I are algebraic of degree bounded from above by n. Then all elements of I are algebraic of degree bounded from above by a number which depends only on n.
Proof. We will first note that the subalgebra I 1 of L generated by a and I satisfies a polynomial identity. Let S n (x 1 , . . . , x n ) be the standard non-associative polynomial with the fixed arrangement of brackets on each monomial. First of all, we note that for all y ∈ I, x ∈ L S n+1 (xad(a + y), . . . , xad(a + y) n+1 ) = 0. (4) It is a generalized polynomial identity in a sense that it contains a fixed element a of L as "generalized" coefficient. We use Theorem 7 of [15, p.16 ] to get an ordinary polynomial identity. Indeed, according to this theorem, which is true also for generalized polynomials, the ideal I satisfies the complete linearization of the homogeneous component of (4) of maximal total degree in x and y. But this homogeneous component is an ordinary polynomial; so is its complete linearization. Since I 2 1 ⊆ I, it is clear that I 1 also satisfies a certain polynomial identity whose degree will be denoted as k.
We will derive now some relations. Let z now be an arbitrary element of I. Since the element a + z is algebraic of degree n we can write
for some α 1 (z), . . . , α n−1 (z) ∈ K. In particular for z = 0 we get
So we can rewrite (5) in the form ad(z) n = P (ada, adz) + . . . ,
where P (s, t) is a homogeneous polynomial of degree n whose each monomial contains both s and t and dots substitute a polynomial in ada and adz of total degree less than n.
Let us fix now an arbitrary element x ∈ I. We are going to prove that the dimension of the subalgebra L x = a, x generated by elements a and x is bounded from above by a number which does not depend on x. It is sufficient to show that commutators on {a, x} of length not greater than d(2, k, n) span the subalgebra. Let u be a commutator in a, x, and v be an arbitrary element of L x . During the proof we shall write u ≡ v if u − v can be represented as a linear combination of commutators in a, x whose total degree in a and x is less than that of u.
In fact, if ν is a commutator of length d(2, k, n), then according to Theorem 3 it can be represented as a linear combination of commutators each containing a subcommutator of the form
If ρ = a we use (6) to get ν ≡ 0. If ρ contains both a and x then ρ ∈ I and we use (7) to get ν = τ (adρ) n ≡ τP (ada, adρ), which means that ν ≡ 0 because at least one ρ was replaced by a and the total degree of ρ in a and x is greater than 1. In the remaining case ρ = x we again use (7) to get ν = τ (adx) n ≡ τP (ada, adx).
The right-hand side has in this case the same total degree as the left-hand-side but every commutator which is a summand of it has more a's than the left-hand-side. This process now can be again applied to all commutators of the right-hand-side. And again, if (6) and (7) are not applicable, the number of a's will grow. Since total degree remains constant, eventually (6) or (7) will be applicable and we will get ν ≡ 0. This finishes the proof of finite-dimensionality of L x . Finally consider now the Lie subalgebra R x = ada, adx of the Lie algebra R(L) (−) generated by ada and adx. It is a homomorphic image of the subalgebra L x and therefore the dimension of R x is not greater than that of L x . Since adρ = ad(a + ρ) − ada it is spanned by algebraic elements of degree n and therefore its associative enveloping algebra is also finite-dimensional and it is clear that its dimension is bounded from above with some number not depending on x. Hence x is algebraic with the degree less than this number and I is of bounded degree. Proof. Let us note first that L satisfies a polynomial identity. Suppose that dim L/I = n and deg(x) ≤ m for all x ∈ I. Then I will satisfy the following identity:
x ∈ L, y ∈ I, and where S m+1 is the standard non-associative polynomial with the fixed brackets arrangement on each monomial. To get an identity on the whole algebra L we notice that uS n+1 (adv 1 , . . . , adv n+1 ) ∈ I (10) for all u, v 1 , . . . , v n+1 ∈ L and substitute this expression instead of y in (9) . Let N be the degree of the identity obtained.
We are going to prove now that elements of L are weakly algebraic of bounded degree. By Lemma 5 it will be enough to prove the lemma. Let x, y ∈ L be two arbitrary elements of L. Then for some basis {e 1 , . . . , e n } modulo I we can write x = n i=1 α i e i + u, y = n i=1 β i e i + v, where α i , β i ∈ K; u, v ∈ I. Therefore the subalgebra generated by x and y is contained in the subalgebra
Let h = h(n + 2, N), where h is the Zelmanov's function mentioned in the formulation of Theorem 4. It is clear that degrees of all commutators on the set {e 1 , . . . , e n , u, v} of length ≤ h will be bounded from above by a number M which does not depend on u and v. Therefore dim K L u,v ≤ D(n + 2, N, M) also does not depend on u and v. It implies that L is weakly algebraic and hence algebraic.
Proof of Theorem 1
We can combine now all algebraic and topological bits and pieces together. Let L be an algebraic Lie algebra over an infinite field K. Then the sets
by Lemma 4 are closed and since L is algebraic it is a countable union of these sets. As linearly compact spaces are Baire spaces [11] they cannot be represented by a countable number of closed subsets without interior points. This means that some A n (L) contains an interior point, say a. This point belongs to A n (L) together with an open neighborhood W . But in [9] it was shown that L has a neighborhood base consisting of ideals of finite codimension. Thus we can consider that W = a + I ⊆ A n (L), where I is an ideal of finite codimension. Now by Lemma 6 the ideal I consists of elements of bounded degree and by Lemma 7 the same can be said for the whole algebra L. The theorem is proved.
