structure can only be created by constructive and destructive interference between stationary components. In many engineering applications, however, nonstationary variations in local signal quantities such as the instantaneous amplitude and instantaneous frequency are information rich. Thus, an advantage can be gained by obtaining representations directly in terms of the nonstationarities. This is a primary impetus for performing time-frequency and wavelet analyses.
Recently, there has been a growing interest in techniques that model signals in terms of quasisinusoidal AM-FM functions which admit nonstationary amplitude and frequency modulations. Such AM-FM functions have been used successfully in the study of nonstationary one-dimensional (1-D) signals including human speech [1] [2] [3] [4] [5] , as well as in the study of images and other multidimensional signals [6] [7] [8] [9] [10] [11] [12] . It is well known that joint amplitude and frequency modulations can be computed most accurately for signals having instantaneous frequency content that is highly coherent on a spatially local basis [2] , [3] , [8] , [11] , [13] [14] [15] . Furthermore, such locally narrowband signals are precisely the ones for which instantaneous amplitude and frequency are the most physically meaningful. Since the complicated nonstationary signals frequently encountered in practical applications do not generally admit representation as a single locally coherent AM-FM function, it is desirable to model these signals instead as multicomponent sums of locally narrowband AM-FM functions. However, this is a difficult problem and relatively few multicomponent AM-FM techniques have been reported.
In 1-D, the energy demodulation of mixtures (EDM) algorithm has been applied to demodulate synthetic two-component signals [16] , and an iterative method involving the Teager-Kaiser energy operator (TKEO) has been used to track and demodulate multiple narrowband formants in human speech [4] . Two interesting multicomponent parametric methods have also emerged recently for the 1-D case: the model-based demodulation algorithm (MBDA), which is based on an extended Kalman filter, was used to demodulate multiple formants in human speech [5] , while a multicomponent maximum likelihood estimation technique was demonstrated on synthetic two-component chirp signals in [17] . For multidimensional signals, the tracked multicomponent analysis (TMCA) approach reported in [6] , [18] is the only previous multicomponent AM-FM technique of which we are aware. This paper studies the problem of analyzing a complex-valued signal against the multidimensional, multicomponent AM-FM model (1) where ; ; . We also consider the corresponding discrete problem along with discrete implementations. In (1), we define the instantaneous amplitude of component to be the function ; it is alternatively known as the amplitude modulation function of . For two-dimensional (2-D) images, may be interpreted as the contrast function of . By definition, the multidimensional instantaneous frequency of the (complex-valued) component is the vector [15] . We alternatively call the frequency modulation function of . For 2-D images, embodies local texture orientation and coarseness. While the model (1) is complex-valued, many applications are concerned exclusively with real signals. To analyze a real signal against (1) , it is necessary to compute a complex extension such that . Our technique for doing this is described in Section II.
For the remainder of this section, we will drop the subscripts from the component modulating functions in (1) in the interest of notational brevity. Let , and use the notation to denote partial differentiation of a modulating function with respect to . We quantify the coherency of each component in (1) by the smoothness of the AM and FM functions expressed as functionals and , where (2) and (3) are Sobolev -norms of orders one and two. For the functionals and , which simultaneously quantify the smoothness of the modulating functions in all directions, we employ the usual definition of the -norm; viz., (4) Throughout the paper, we assume that the AM and FM functions in (1) and their first partials lie in appropriate Sobolev spaces so that the norms (2) and (3) exist and take finite values. Without loss of generality, we also assume that the AM functions are positive semidefinite.
For the discrete case, we impose two additional smoothness constraints. Let contain the samples of a component
in (1), where and . Again without loss of generality, we assume a unity sampling interval throughout. The discrete functions and contain the samples of their continuous-domain counterparts. We write to denote the samples of the continuous-domain FM function . The following definition will prove useful in formulating the constraints.
Definition: For , denote by the set of connected paths (i.e., trajectories) through or any connected subset of for which each is a polynomial in of degree or less. Thus, is the set of all straight lines and line segments through .
For the AM functions in (1), we require that the smoothness functional (5) which is the supremum of the magnitudes of all line integrals of along straight lines and line segments in , be finite. In the 1-D case ( ), . Similarly, for the FM functions we require that the smoothness functionals (6) be finite. Note that is the supremum of all path integrals of the magnitude of along straight lines and line segments in . In the 1-D case, is identical to the Sobolev norm . In Section II, we introduce new multidimensional quasi-eigenfunction approximations (QEA's) for the responses of linear shift invariant (LSI) systems to D AM-FM inputs and develop tight bounds on the approximation errors. Analogous approximations have been studied previously for the case of 1-D continuous and discrete signals [3] , [14] and 2-D continuous signals [11] . The D discrete theory presented here is both new and distinctive. For the continuous case, a new D error bound is presented that contains an interesting dimensionally dependent term not previously revealed. We use the new QEA's to derive novel nonlinear D AM-FM demodulation algorithms.
In Section IV, we introduce two new computational techniques that formulate estimates of the unknown AM and FM functions in (1) . Both techniques begin by analyzing the signal with a multiband linear filterbank. For each point in the signal, dominant component analysis (DCA) uses the filterbank channel responses to estimate the instantaneous amplitude and frequency of the component that dominates the local signal spectrum. Thus, it delivers as output only a single pair of modulating functions. Channelized components analysis (CCA) is a multicomponent technique that seeks to estimate simultaneously the modulating functions of the multiple components in an D signal. The difference between CCA and TMCA is in how they decompose into components [note that the component-wise decomposition indicated in (1) is not unique]. In CCA, modulating functions for one component are estimated from each filterbank channel response. Thus, with CCA, the filterbank channels are assumed to isolate components on a global scale. By contrast, in TMCA the instantaneous frequency of each individual component is permitted to lie in different channels at different points and Kalman filters are used to track the modulating functions of each component across the filterbank channel responses [6] .
At present, a standardized method for evaluating the performance of computed AM-FM modeling techniques does not exist. In many of the previous studies, analysis was limited to synthetic signals [1] , [3] , [7] , [10] , [14] , [16] , [17] , making it possible to compare the computed modulations with the analytical model used to generate the test signals. In other cases, AM-FM demodulation was applied to human speech or natural images and the computed modulations were subjectively compared with nonstationary structures in the original signals [2] , [4] , [8] , [11] . We believe that the best way to evaluate computed AM-FM modeling techniques is to first reconstruct the signal by substituting the computed modulations back into, e.g., (1) , and subsequently check for perceptual or quantitative agreement between the reconstruction and the original signal. This approach was used to evaluate the performance of MBDA in [5] and [19] and the performance of TMCA in [6] , [18] , and [20] . The question of whether quantitative or perceptual criteria are more appropriate for characterizing the extent to which the reconstructions and originals agree is application dependent and remains unanswered in general.
II. COMPLEX EXTENSION OF REAL-VALUED SIGNALS
The instantaneous amplitude and phase of any complex component are unique. The instantaneous frequency is also therefore unique. For a real component , however, the instantaneous amplitude, phase, and frequency are ambiguous. In fact, for any given real component there are infinitely many distinct pairs of functions and that satisfy . Thus, adding an imaginary part to is equivalent to selecting one particular pair of modulating functions and to associate with . We note in passing that any method which computes AM and FM functions from the real values alone (such as the TKEO, for example) may conversely be interpreted as implicitly specifying an imaginary part . Let , where and where the modulating functions and are unknown and nonunique. Before can be analyzed against (1), a complex extension must be formulated by adding an imaginary part. If the imaginary part is computed from using a linear operator, then it is precisely equal to . This is true at once for all possible decompositions of the signal into components and irrespective of what particular linear operator is used. The key to understanding this is to keep in mind that the component modulating functions become uniquely determined only after an imaginary part is added to the signal and a decomposition into components is specified. For any given decomposition of into components, different linear operators will compute different imaginary parts for the specified components and will therefore lead to different solutions for the component modulating functions.
Let be the unit vector in an arbitrarily chosen direction . The method we favor for generating the complex extension is to add an imaginary part equal to times the directional multidimensional Hilbert transform [21] [22] [23] ( 7) where p.v. indicates the Cauchy principal value. It is trivial to verify that the singular operator is linear. The complex signal admits many of the attractive properties of the 1-D analytic signal. 1 Thus, by abus de langage, we call the analytic image associated with the real signal . Over the Hilbert space , satisfies the frequency moment properties of Gabor and Ville [24] , [25] , the amplitude continuity, homogeneity, and harmonic correspondence conditions of Vakman [26] (up to a set of Lebesgue measure zero), and admits a Fourier spectrum that is supported only on frequency orthants where it is equal to twice the spectrum of . Although it is not difficult to extend the discrete Hilbert transform given in [27] into multiple dimensions to discretize (7) , the details are beyond the scope of this paper.
The complex extension and associated transform (7) are distinct from the ones used for 2-D Wigner analysis by Zhu et al. [28] , the 2-D discrete Hilbert transform used by Read and Treitel for stabilizing IIR filters [29] , and Hahn's complex signals with single-orthant spectra [30] . Indeed, none of these admit all of the attractive properties mentioned above. Therefore, for computing multidimensional AM-FM models, we feel that the analytic image is the preferable complex extension. Accordingly, for any given component-wise decomposition, we define the component modulating functions of the real signal to be those of its associated analytic image . Multiband linear filtering to isolate the multiple signal components is a crucial step in the DCA and CCA paradigms. If this linear filtering is implemented via pointwise spectral multiplication, as it typically is for discrete multidimensional signals, then generation of the analytic image can be incorporated directly into the filterbank by zeroing half of each filter's spectrum. Thus there is no additional computational overhead in computing the extension. In fact, the number of multiplications required to compute each filter response is reduced by half.
III. MULTIDIMENSIONAL QUASI-EIGENFUNCTION APPROXIMATIONS AND DEMODULATION ALGORITHMS
Analysis of the behavior of AM-FM signals in LSI systems is difficult because a general closed-form expression for the system response cannot be obtained in terms of the input modulating functions. In this section, we introduce new approximations for the responses of D LSI systems to AM-FM inputs and develop bounds on the approximation errors. We use the approximations to develop novel D algorithms for demodulating a signal directly and also for estimating the signal's modulating functions from the response of an LSI filter. It will be convenient to restrict our attention to single component AM-FM signals up until Section III-E.
Let be the impulse response of an LSI system with frequency response . If the system input is , where and are fixed, then the response is given exactly by (8) In this case, the monochromatic input is an eigenfunction of the system and the complex number is the associated eigenvalue. For a general AM-FM input , (8) motivates the QEA (9) Whereas the eigenvalue in (8) is a constant, the term in (9) varies with . Over neighborhoods where the approximation holds well, this term locally characterizes the transmission of through the system. When the input modulating functions are sufficiently smooth in a region that is sufficiently large [with relation to the significant support of ], accuracy of the QEA (9) is generally excellent. This notion is made rigorous in Sections III-A and III-C, where we bound the approximation error by the effective duration (i.e., spatial concentration) of and by the smoothness functionals , , , and . QEA's are most useful, in the sense of incurring small errors, when applied to signals that admit a decomposition (1) wherein each component might be globally wideband, but is locally narrowband over much of the domain. On a global scale, such components may bear little resemblance to true eigenfunctions. In the examples of Section V, we demonstrate that this characterization is applicable to 2-D images of general practical interest.
In the remainder of the paper, it will at times be desirable to write a vector in terms of its components using a compact, nonstandard notation. We will use angle brackets for this purpose. Thus, we will write , where it is understood that the index runs from 1 to . We will also write expressions such as , , which are interpreted as follows. For , are the samples of the partials of . The gradient of each partial is a vector, and, for each , takes scalar values. The vector with these scalars as entries is denoted .
A. Continuous QEA's and Error Bounds
For the signal , let and denote the absolute error in the QEA (9) by . Theorem 1 below places a uniform upper bound on . The functionals and are defined after the theorem is stated.
Theorem 1: Let be finite and let and be any pair of conjugate exponents, , such that . Then (10) Proof: The lengthy proof, which is omitted for brevity, may be found in [31] and proceeds along arguments similar to those used to prove [11, Theorem 1] . The dimensionally dependent terms and emerge as natural conditions for convergence of the involved integrals.
The bound (10) fails to converge unless , which implies . In the limit as and , the terms and approach one and , respectively. In Theorem 1, the spatial concentration of is quantified in terms of generalized directional -energy variances (11) and cross-variances (12) where . These functionals grow as the effective spatial support of the filter increases, while they vanish in the limit as the filter support is reduced to a point. The functional in (10) , which simultaneously quantifies the concentration of the filter in all directions, is the -norm of the sequence , . Similarly, . The error bound of Theorem 1 is tight in the sense that and both go to zero in the limit as becomes monochromatic, verifying that there is no error in (9) when the input is a true eigenfunction. The bound is a useful analytical tool because the individual contributions of each modulating function and of the filter impulse response are clearly articulated. Note that the bound can be made uniformly small independent of the modulating functions by designing to minimize and . When or 2, (10) collapses to the bounds given previously in [3] and [11] .
In Section III-B, we will develop continuous demodulation algorithms and the need will arise to apply a QEA when the system input is the partial derivative (13) (14) where as before. Let (15) and define the QEA
The absolute error in this approximation is . Note that the approximations (16) and (9) (18) is similar to that of (10) . The bound falls to zero in the limit as tends toward a true eigenfunction, which implies that also tends toward a true eigenfunction. As before, the errors in (16) can be made uniformly small by designing to minimize and . For signals that are reasonably locally narrowband, errors in the QEA's (9) and (16) may be expected to be small or negligible.
B. Continuous Demodulation
For any arbitrary single component AM-FM signal , one may verify by direct calculation that, at points where , the demodulation algorithms
are exact. 2 In DCA and CCA, however, the modulating functions must be estimated from the channel responses of a multiband linear filterbank. In this section, we derive filtered demodulation algorithms for this purpose. Let and , where and were defined in (15) and (16) . Let be the impulse response of an LSI filter and let 2 At points where t(x x x) = 0, (20) indicates that a(x x x) = 0. Thus, the instantaneous values of '(x x x) and r'(x x x) at such points are immaterial to the equality in (1).
, where . Since differentiation and convolution commute, we have that (21) Written in vector form, the QEA (16) then becomes (22) Upon applying the frequency demodulation algorithm (19) directly to and subsequently applying (22) to the numerator and (9) to the denominator, we obtain (23) (24) The approximation error in each component of the numerator of (23) must everywhere fall below the bound of Corollary 1, while that in the denominator must everywhere fall below the bound of Theorem 1. Comparison of (24) with (19) validates the filtered frequency demodulation algorithm (25) This important result shows that, at points where , the FM function of a locally narrowband signal may be estimated directly from the filter response. Note that, in a practical implementation, can be estimated at points where by interpolating the values of at nearby points where . To estimate the AM function of , we apply (9) on top and bottom to obtain (26) This motivates the filtered amplitude demodulation algorithm (27) which may be applied to estimate from once has been calculated using (25) .
C. Discrete QEA and Error Bounds
In this section, we present a new multidimensional discrete QEA analogous to (9) and develop bounds on the approximation error. Let as before, and let contain the samples of . Let and suppose that is the unit pulse response of a discrete LSI system with frequency response . The system response is given exactly by (28) In analogy to (9), the QEA for the response is (29) while the absolute approximation error is . The following theorem locally bounds . Theorem 2: Let be finite and let . Then (30) Proof: See the Appendix. In (30), the absolute approximation error incurred by (29) is bounded by a path integral quantifying the smoothness of and by the absolute deviations of , both weighted by the magnitudes of the filter coefficients. For filters that are spatially localized, only the local behavior of the modulating functions contributes significantly to the bound. For locally narrowband signals, the local amplitude deviations and second partials of are both expected to have small magnitudes. Theorem 2 is of practical interest because (30) is spatially varying and locally tracks the QEA error. The bound can be studied numerically for any particular combination of signal and filter. We next introduce a corollary to Theorem 2 which bounds uniformly.
Corollary 2: Assume the hypothesis of Theorem 2. Then (32) and through the -norm modified by deletion of . This has the interesting consequence that both (30) and (31) are independent of . If the filter unit pulse response is the Kronecker delta, then both bounds are identically zero, reflecting the fact that all inputs are then true eigenfunctions. The local bound of Theorem 2 is always equal to or below the uniform bound of Corollary 2. Both bounds are tight in the sense that they vanish in the limit as becomes monochromatic.
D. Discrete Demodulation
In this section, we use the QEA of Section III-C to develop new amplitude and frequency demodulation algorithms applicable to an D discrete AM-FM signal . Clearly, . However, an exact algorithm analogous to (19) does not exist in the discrete case. Thus, even for an unfiltered signal, some labor is required to perform frequency demodulation. Consider a discrete LSI system with unit pulse response (33) where is the Kronecker delta and constants and are parameters. The system frequency response is . The system output is given exactly by (34) Applying the QEA (29), we obtain (35) Taking and , equating the right sides of (34) and (35) to within approximation errors, and subsequently dividing through by and applying a routine series of trigonometric substitutions leads almost immediately to the spatially localized discrete frequency algorithm (36) applicable at points where . Alternatively, taking and gives (37) To within QEA errors and numerical roundoff errors, the arguments of the transcendentals in (36) and (37) will have imaginary components that are equal to zero. In a practical implementation, any nonzero imaginary component should be discarded before the transcendentals are evaluated. Because and are multivalued, the frequency estimates delivered individually by (36) and (37) are ambiguous by an additive factor of , . However, the algorithms can be used together to correctly place the estimated frequencies in the interval . In view of the fact that DCA and CCA must estimate the modulating functions of from filterbank channel responses, we next develop discrete filtered demodulation algorithms analogous to (25) and (27) . Let and be the unit pulse response and frequency response of an LSI filter, where . The system output is given by (28) . As in the continuous case, we will establish the validity of applying the unfiltered frequency algorithms (36) and (37) directly to . Consider a system formed by cascading (33) with . The unit pulse response of the cascade system is , while the frequency response is . Let the response of the cascade system be . Then may be written in terms of according to (38) Applying the QEA (29) to the overall cascade system yields (39) Now, the approximation (29) may also be applied to the system alone to obtain . Substituting this result into (39) gives (40) Upon equating the right sides of (38) and (40) 
E. Component Demodulation
We now return our attention to the multicomponent model (1) and the DCA and CCA computational paradigms. For both techniques, the structure of the filterbank plays an important role in determining the multicomponent interpretation of the signal. With CCA the component-wise decomposition is carried out by assuming that each channel response is globally dominated by a single component, whereas DCA assumes that at most one component dominates each response at each point. For the continuous-domain case, suppose that and are the impulse response and frequency response of filterbank channel , and let be the channel response. Suppose further that component dominates at the point , so that . Since the frequency algorithm (25) operates on a pointwise basis, may be estimated at the point by Subsequently, may be estimated at by applying (27) to the response of channel to obtain Since the algorithms (41)-(43) are also highly spatially localized, an identical line of reasoning may be applied in the discrete case.
IV. DCA AND CCA COMPUTATIONAL TECHNIQUES

A. DCA
A block diagram of DCA appears in Fig. 1 , where is analyzed with an -channel filterbank to isolate components on a jointly localized basis. The demodulation algorithms (25) and (27) [or (41)- (43) in the discrete case] are applied in the blocks marked DEMOD. We define the dominant component at each point to be the one that dominates the response of the channel that maximizes the channel selection criterion (44) and we extract estimates of the dominant modulations and from the maximizing channel on a pointwise basis. Use of the criterion (44) is motivated by the assumption that some particular component dominates the channel response at any given point , so that at the point. Upon application of the QEA , (44) becomes (45) Thus (44) tends to select channels that are dominated by large amplitude components with frequency vectors lying near the maximum transmission frequency of the channel. This approach affords maximal rejection of cross-component interference and noise.
The dominant frequencies, which carry a rich description of the local texture structure, were termed emergent in [11] . Emergent image frequencies have been estimated previously by a constrained iterative relaxation procedure in [11] and by the TKEO in [8] . The advantages in using DCA are twofold. First, the frequency algorithms (25) , (36) , and (37) are local and computationally inexpensive. Second, DCA delivers signed frequency estimates, whereas the TKEO estimates unsigned frequency. In multiple dimensions, the relative signs of the components of the instantaneous frequency vector embody orientation, and are thus significant. DCA is primarily of interest in machine vision applications, where the dominant modulations are useful for solving a variety of problems including texture segmentation [11] , [32] , three-dimensional (3-D) surface reconstruction [11] , [33] , [34] , and computational stereopsis [35] [36] [37] .
B. CCA
CCA is depicted in the block diagram of Fig. 2 . As in DCA, the filterbank channel responses are demodulated using (25) and (27) or (41)- (43) . The component-wise decomposition of the signal is obtained by considering that the filterbank channels isolate components on a global basis. Modulating function estimates for one component in (1) are extracted from each filterbank channel. In 2-D applications, the filterbank used for CCA typically includes a baseband channel not present in Fig. 1 . This is because the Fourier spectra of most images are dominated by the DC component, which is of little interest in DCA. In CCA, however, which seeks to compute image representations, incorporation of a baseband channel to capture visually important low frequency structure such as large scale shading and intensity variations is essential.
For an -channel filterbank, CCA necessarily leads to an -component computed model. The approach is inherently inefficient in this respect. In many cases, the AM functions of several channelized components are negligibly small over large regions. If nonorthogonal filters are used, as they often are to achieve good spatial localization without sacrificing a dense frequency covering, then certain elements of the signal structure are inevitably manifest redundantly in multiple channelized components. Furthermore, in regions where the signal structure is locally narrowband, the pass bands of many channels will lie far away from the signal frequencies. These channels are susceptible to noise and can produce modulating function estimates that are physically meaningless. In CCA signal reconstructions, the effects of these problems are generally most apparent over narrowband regions that are dominated by low frequencies. Such regions are characterized by relatively large spatial extent and a paucity of high frequency structure that might otherwise conceal the errors.
C. Filterbank
DCA and CCA are essentially independent of the particular filterbank that is used, and thus far we have made no specific assumptions about the filters except that they are of the LSI type. Clearly, they must be spectrally localized if they are to resolve multiple signal components from one another. They must also be spatially localized if they are to capture local nonstationary signal structure. Furthermore, in the continuous case, spatially localized filters generally admit small -energy variances that lead to small approximation errors in (25) and (27) . Spatially localized discrete filters tend to have small -norms and also to yield small values for the energy functional (32) . The desirability of spatially local discrete filters is made explicit in (30) . These observations strongly suggest the use of multidimensional Gabor filters, which, in the continuous case, uniquely realize the uncertainty principle lower bound on simultaneous spatio-spectral localization. This optimal localization comes at a price, however. Since Gabor filterbanks are not orthogonal, their use in CCA generally leads to representation errors of the type discussed in Section IV-B when an image contains structure lying within frequency bands covered by the effective spectral support of multiple channel filters.
Typically, we use a bank of isotropic unity -norm Gabor filters with half-peak radial bandwidths of one octave. The efficacy of such a filterbank for AM-FM demodulation has been well established [3] , [11] , [32] , [38] . A 2-D Gabor filterbank of the type described in [11] is depicted in the frequency domain in Fig. 3 , augmented by two high-frequency Gabor filters to cover the outermost corners of the right frequency half-plane. When the Hilbert transform (7) is taken in the horizontal direction, the Fourier spectra of complex signals generated by the technique described in Section II are supported only in the right frequency half-plane. The filterbank of Fig. 3 also incorporates a baseband channel for CCA and has 43 channels in total.
D. Post Processing
In estimating amplitude and frequency modulations from the responses of bandpass filters, post processing is generally required to compensate for approximation errors in the demodulation algorithm arising from signal perturbations that are not locally narrowband. Such signal perturbations were studied in detail in [38] , where post-smoothing of the channel responses by low-pass filters having envelopes of the same shape as the channel filters themselves was shown to be effective. In the particular case of Gabor filters, it was recommended that each post filter space constant be designed 1.5 times larger than the space constant of the corresponding channel filter. In [1] , low-pass postfiltering subsequent to bandpass Gabor filtering was used to compensate for approximation errors in the TKEO. Large spikes in the TKEO amplitude estimates were also smoothed by median filtering in [2] .
It was demonstrated in [39] that input phase discontinuities can lead to unbounded excursions in the channel response instantaneous frequencies. Furthermore, natural images and video generally contain phase discontinuities arising from a host of factors including occlusions, surface discontinuities, deformations and defects in surface topology, surface reflectance, shadows, specularities, and noise [32] . The effects of nonsmooth phase perturbations can be severe for DCA and CCA. The QEA's break down in the neighborhood of a phase discontinuity, and the frequency demodulation algorithms may suffer from large approximation errors. Because the frequency estimates appear in the denominators of (27) and (43), wideband frequency excursions and large frequency estimation errors generally lead to noise susceptibility and numerical instability that produce absurdly large amplitude estimates. The resulting increase in dynamic range can cause severe quantization errors when the signal is reconstructed. For example, suppose that CCA is used to compute a multicomponent AM-FM representation for a gray scale image with eight-bit pixels taking values in the range [0, 255] . Suppose further that the image contains phase discontinuities or other nonsmooth perturbations that lead to absurdly large amplitude estimates in the computed representation. Since the erroneous estimates often tend to be spatially localized, it is possible, and indeed even likely, that the computed representation will still be useful for machine vision applications. However, if one attempts to reconstruct the image from the representation, the erroneous amplitude estimates will generally cause the range of pixel values in the reconstructed image to be much larger than [0, 255] . If the reconstructed values are linearly mapped into the range [0,255] for display, most of the accurately reconstructed image structure will be compressed into a dynamic range of only a few bits and lost.
As will be demonstrated in Section V, we have found that post-smoothing of the channel responses is not effective for controlling this problem. Instead, our approach is to apply a low-pass Gaussian filter directly to the frequency estimates. The space constant of this Gaussian postfilter is set to a multiple of that of the channel filter, yielding a simple relationship between the postfilter and channel filter envelopes. We use the smoothed frequency estimates to compute the amplitudes, and then postfilter the amplitude estimates themselves. It is likely that other smoothing approaches such as median filtering would also be effective.
V. EXAMPLES
DCA and CCA were applied to several 256 × 256 gray scale images with eight bit pixels. In all cases, the (discretized) Hilbert transform (7) acted in the horizontal direction. A discrete version of the filterbank in Fig. 3 was used with Gaussian postfilters. Except where noted, the postfilter linear bandwidths were equal to those of the corresponding channel filters. For DCA, the baseband channel was eliminated from the filterbank. Reconstruction was performed using the algorithm given in [6] with a phase reconstruction interval of four pixels in each dimension.
DCA was first applied to the Tree image shown in Fig. 4(a) . A needle diagram depicting the estimated emergent frequencies is given in Fig. 4(b) , where needle length is inversely proportional to (proportional to the instantaneous period). The estimated dominant AM function is shown in Fig. 4(c) , and may be interpreted as contrast of the dominant component: bright areas in Fig. 4(c) generally correspond to regions of high contrast in Fig. 4(a) . The dominant component reconstruction is given in Fig 4(d) . The similarity between Fig. 4(d) and the original is striking, and suggests that much of the total image structure has been captured in a single AM-FM component. Fig. 5 demonstrates the use of DCA to perform texture segmentation on the image Mica-Burlap shown in Fig. 5(a) . The reconstructed dominant component appears in Fig. 5(b) , and the estimated emergent frequency magnitudes are displayed as a gray scale image in Fig. 5(c) . The patch-like regions that appear in Fig. 5(b) and (c) occur because different components are dominant in the different regions. The segmentation shown in Fig. 5(d) was obtained by applying a LoG edge detector with gradient magnitude thresholding [40] to the estimated emergent frequency magnitudes in Fig. 5(c) .
The familiar image Mandrill appears in Fig. 6(a) . Fig. 6 (b) shows the dominant component reconstruction computed by DCA. CCA was also applied to obtain the 43-component reconstruction of Fig. 6(c) . A reconstruction of one of the individual channelized components is given in Fig. 6(d) . Fig. 6(e) shows the 43-component CCA reconstruction that is obtained in the absence of postfiltering. Because of the unmitigated effects of nonsmooth signal perturbations, almost no useful structure can be recovered from the computed modulation model in this case. Fig. 6 (f) and (g) also show 43-component CCA reconstructions, but with postfiltering applied to the channel responses instead of directly to the modulating function estimates. In Fig. 6(f) , each postfilter space constant was two-thirds as large as that of the corresponding channel filter (our convention is to write the space constant on the bottom in the space domain, so a smaller space constant results in a narrower impulse response and a wider spectrum). Although some useful structure has been recovered in Fig. 6(f) , the overall quality is quite poor. In single precision floating point, the extremes of the original image were −1.0 and 0.7175. Because of absurd amplitude estimates, the extremes of the floating point reconstruction in Fig. 6 (f) were amplified to −167.9172 and 202.3926. For the reconstruction of Fig. 6(g) , the postfilter space constants were scaled by a factor of 1.5 as compared to those of the channel filters. In this case, the essential structure of the image was successfully recovered from the computed modulation model. Significant detail was lost due to the excessive postfiltering, however, and numerous amplitude spikes are still clearly visible. In single precision floating point, the extremes of the reconstruction in Fig. 6 (g) were −39.0345 and 19.0505. The results of setting the postfilter and channel filter space constants equal were not unlike those shown in Fig. 6(f) .
In Fig. 7 , CCA was applied to the images Zermatt, Salesman, and Peppers. Although the reconstructions are in good perceptual agreement with the originals, the MAE is on the order of 100 (out of 255) in each case. The most noticeable errors appear to be contrast distortions occurring in regions that are dominated by low-frequency structure. Finally, it is interesting to take note of the small bright dot appearing along the top left edge of the Salesman image. The CCA reconstruction of this dot exhibits ringing artifacts reminiscent of those commonly seen in linear image restoration and in many wavelet-based signal representation algorithms. Similar ringing artifacts are visible along the left and right edges of the Peppers reconstruction in Fig. 7(f) .
VI. CONCLUSION
This paper addressed the problem of modeling sophisticated multidimensional signals as multicomponent sums of locally narrowband AM-FM functions. Working in a general -dimensional framework, we developed powerful approximations that express the responses of LSI systems to AM-FM inputs directly in terms of the input modulating functions. This is significant because a closed form solution for the response cannot be obtained due to the inherently nonlinear interaction between the modulating functions and the system impulse response. We bounded the errors in these quasi-eigenfunction approximations by generalized energy variances quantifying the spatial concentration of the filter and by the local smoothness of the modulating functions expressed as Sobolev norms in the continuous case and path and line integrals in the discrete case.
We applied the approximations to derive novel nonlinear multidimensional demodulation algorithms capable of obtaining estimates of a signal's amplitude and frequency modulations from the channel responses of a multiband linear filterbank. Two practical techniques for computing multidimensional AM-FM models for multicomponent signals were introduced and demonstrated. Dominant component analysis (DCA) delivers a single pair of modulating functions that characterize the dominant signal structure on a spatially local basis. In addition to being useful for general nonstationary analysis, the dominant modulations form the basis for a variety of texture-based approaches to the solution of classical problems in machine vision. Channelized components analysis (CCA) is a true multidimensional multicomponent technique capable of delivering rich signal representations in the modulation domain. It is particularly novel in view of the paucity of competing methods.
The CCA examples presented in Section V are the first to demonstrate multidimensional multicomponent AM-FM modeling and reconstruction for the types of images that are of practical interest in broad application areas. Consequently, a number of important questions remain to be answered by future research. The computation of multicomponent AM-FM models is inherently ill-posed, both with respect to the decomposition of a real-valued multipartite signal into components and with respect to the demodulation of those components. The Gabor filterbank used in this work was chosen for its attractive localization properties. It is entirely possible that improved results could be obtained using orthogonal filterbanks or alternative filter types designed to minimize the ringing artifacts and contrast distortions visible in Figs. 6 and 7. Nonlinear regression techniques may also prove useful for decomposing a signal into components; unfiltered demodulation algorithms such as (36) and (37) could then be applied directly on a component-wise basis. In addition, improved postfiltering and reconstruction techniques merit considerable future investigation. Finally, the development of new and meaningful criteria for evaluating the performance of multicomponent AM-FM models is another important open problem. Now, we write the QEA error in terms of (A.7) and (A.8), apply the triangle inequality, and finally apply the inequality [43] to obtain whereupon application of the inequality , , gives (A.9) Taking the magnitude of (A.6), applying the triangle inequality, and observing that , we verify that (A.10)
The proof is completed by further observing that and when , and then substituting (A.10) back into (A.9).
Proof of Corollary 2:
We begin by isolating the contributions of amplitude and phase in the approximation error. Distributing multiplication over addition under the sum in (A.9), we have Substituting this result into the expression for in (A.11) and observing that (A.13) is identically zero when , we obtain (A.14)
Upon substitution of (A.6) into the expression (A. Substitution of (A.14) and (A.17) into (A.12) immediately yields the desired result (31) .
