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Abstract
In this paper with the KAM iteration we prove a KAM theorem for nearly integrable Hamiltonian systems with two degrees of
freedom without any non-degeneracy condition.
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1. Introduction
Consider the following hamiltonian dynamical system:{
q˙ = Hp(p,q) = hp(p)+ fp(q,p),
p˙ = −Hq(p,q) = −fq(q,p), (1.1)
where the hamiltonian function H(p,q) = h(p) + f (q,p), (q,p) ∈ T n × D with T n being the usual n-dimensional
torus and D a bounded connected open domain of Rn. Suppose h(p) and f (q,p) are real analytic on D¯ and D¯ × T n.
The classical KAM theorem asserts that if h(p) is not degenerate, that is,
det(∂ω/∂p) = det(hpp) = 0, (1.2)
then most of the invariant tori can persist when f is sufficiently small [1–5,11]. Then the result is extended to the case
of Rüssmann’s non-degeneracy [6,7,9,10]. In general, the non-degeneracy condition is necessary for KAM theorems.
However, the hamiltonian systems with two degrees of freedom have some special property [8]. In this paper, we will
prove a KAM theorem for a class of hamiltonian systems with two degrees of freedom without any non-degeneracy
condition.
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⎪⎩
I˙ = −∂H
∂θ
= −∂f
∂θ
,
θ˙ = ∂H
∂I
= ω + ∂f
∂I
,
(1.3)
where the action variable I = (I1, I2), the angle variable θ = (θ1, θ2), and  is a small parameter. The hamiltonian
function
H(I, θ, ) = N(I)+ f (I, θ, )
with N(I) = 〈ω, I 〉 being a normal form and f = N˜(I )+P(I, θ, ), where N˜(I ) = O(I 2), where O(I 2) means that
for some constant C > 0 we have |O(I 2)|  C|I |2 as I → 0, and P is a small perturbation term with P(I, θ, ) =
O() as  → 0.
In this paper we consider analytic dynamical system and assume that all the above functions are analytic with
respect to their variables. If  = 0, the hamiltonian system (1.3) is integrable at I = 0 and has an invariant torus
{0}×T 2 ⊂ C2 ×C2/2πZ2 with the frequency ω. Below we will prove that if the frequency ω satisfies the Diophantine
condition (see (2.1)), then for most sufficiently small , the hamiltonian system (1.3) still has an invariant torus with
the frequency being a little shift of ω.
To state our result, we first give some definitions and notations. Denote
D(r, s) = {I ∈ C2 ∣∣ |I | r}× {θ ∈ C2/2πZ2 ∣∣ |Im θ |∞  s},
where |I | = |I1| + |I2| and |Im θ |∞ = max{|Im θ1|, |Im θ2|} and
D(r, s, 0) = D(r, s)×
{
 ∈ C ∣∣ || 0}.
Definitions. Let P(I, θ, ) be real analytic on D(r, s, 0) with respect to (I, θ, ). Then P(I, θ, ) can be expanded as
series
P(I, θ, ) =
∑
l,k
Plk(I )e
i〈k,θ〉l,
where i = √−1. Define a norm by
|P |D(r,s,0) =
∑
l,k
|Plk|re|k|sl0,
where |Plk|r = sup|I |r |Plk(I )|.
It is easy to see that
|P1P2|D(r,s,0)  |P1|D(r,s,0) · |P2|D(r,s,0).
2. Main results
Theorem 2.1. Assume that for r > 0, s > 0 and γ > 0, f is analytic on D(r, s, γ ) and ω satisfies the Diophantine
condition∣∣〈k,ω〉∣∣ α|k|τ , ∀0 = k ∈ Z2, (2.1)
where τ > 1 and α > 0 are constants. Then, there exists a sufficiently small 0 < ∗ < γ , such that one of the following
two results holds:
(i) for all 0 <  < ∗ there exists a symplectic transformation
φ :D(r/2, s/2) → D(r, s),
such that H ◦φ = 〈ω∗(), I 〉+O(I 2). So, the hamiltonian system (1.3) has invariant tori with their frequencies
ω∗() = (1 +O())ω;
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mation φ(I, θ) :D(r/2, s/2) → D(r, s), satisfying H ◦ φ = 〈ω∗(), I 〉 + O(I 2). Therefore, for all  ∈ π∗ the
hamiltonian system (1.3) has invariant tori with their frequencies ω∗() satisfying∣∣ω∗()−ω∣∣= O().
Moreover, meas((0, ∗)\π∗) = o(∗) as ∗ → 0.
Remark. KAM theorems usually have some assumptions of non-degeneracy condition with parameter. Theorem 2.1
needs no any non-degeneracy condition for frequency vector with respect to the parameter. In this aspect our result is
a new one. This result characterizes the hamiltonian system of two degrees of freedom and cannot be generalized to
the higher dimensional case.
3. Proof of theorems
We use the KAM iteration to prove Theorem 2.1. In the process of KAM iteration, the frequencies may have some
shifts from small perturbation and so they usually depend on the small parameter . Generally, some non-degeneracy
condition with respect to parameters is required at the initial step and it can be kept on under small perturbation, so
that we can control the measure of parameters such that the small divisor conditions hold in KAM steps. Since no
non-degeneracy condition is imposed at the first step in our case, the main difficulty is to control the non-degeneracy
condition occurring at some step for frequency with respect to  in the sense of Rüssmann non-degeneracy. The idea
is as follows: if the non-degeneracy condition never occurs, the shifted frequencies always satisfy the Diophantine
condition (2.1) for all sufficiently small parameters and so the KAM steps will be valid without deleting any parameter.
Moreover, the analyticity of the system with respect to the parameter persists on. In this case we need prove that the
KAM iteration is convergent for all sufficiently small . While the non-degeneracy condition appears at some step,
we hope that it can be kept on in the latter steps and then the proof is reduced to a non-degenerate case. This can be
done with a suitable truncation power series of  in KAM iteration and this technique has been used in [8] and [12].
So, the proof of Theorem 2.1 is also based on a KAM theorem with non-degeneracy condition, which is stated as the
following lemma.
Lemma 3.1. Suppose H(I, θ, ) = N(I, )+ N˜(I, )+P(I, θ, ) is analytic on D(r, s, γ ) with N(I, ) = 〈ω(), I 〉,
N˜(I, ) = O(I 2) as I → 0 and P(I, θ, ) = O(m+1), where ω() = ξ0 + ξ1 + · · · + ξmm. If ξ0 satisfies the
Diophantine condition (2.1) and Rank{ξ0, ξ1, . . . , ξm} = 2, then, there exist a sufficiently small 0 < ∗ < γ and a
nonempty Cantor subset π∗ ⊂ (0, ∗), for all  ∈ π∗ there exists a symplectic transformation φ(I, θ) :D(r/2, s/2) →
D(r, s), such that H ◦φ = 〈ω∗(), I 〉+O(I 2). So, for all  ∈ π∗ the hamiltonian system (1.3) has invariant tori with
the frequencies ω∗() satisfying∣∣ω∗()−ω()∣∣= O().
Moreover,
meas
(
(0, ∗)\π∗
)= o(∗) as ∗ → 0.
Lemma 3.1 is a KAM theorem with non-degeneracy condition and we can prove it by the usual KAM iteration as
in [4,9]. The only difference is in measure estimates of parameter. So we omit the proof of this lemma and only give
measure estimates of parameter in Lemma A.1 of Appendix A of this paper.
The proof of Theorem 2.1 is based on a modified KAM iteration and the idea is as follows: In the KAM iteration,
once the shifted frequencies satisfy the non-degeneracy condition, Lemma 3.1 can be applied and then Theorem 2.1 is
proved. So, we only need to prove that if the non-degeneracy condition never occurs, the iteration is also convergent.
Now we give the idea of our KAM iteration by a detail description of the first KAM step. Let 0 < 0 < δ. As usual,
if we take r = √0, we can put the high order term N˜(I ) into the perturbation term. So, we suppose |f |D(r,s,0) 
c0 = ˜, where c > 0 is a constant.
Note that in this paper we will use the same notation c to denote the constants in KAM estimates for simplicity,
which are independent of KAM steps. In each step we want to find a symplectic transformation φ, such that H ◦ φ =
N+ + f+, where N+ is a new normal form and f+ is a smaller perturbation.
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generated by a hamiltonian function F . Let f˜ = f −R, then,
H ◦ φ = (N + f ) ◦XtF
∣∣
t=1 = N + {N,F } +R +
1∫
0
{
R + (1 − t){N,F },F} ◦XtF dt + (f −R) ◦ φ. (3.1)
Let F satisfy
{N,F } +R = Nˆ . (3.2)
Then, Eq. (3.1) becomes
H ◦ φ = N + Nˆ +
1∫
0
{
tR + (1 − t)Nˆ,F} ◦XtF dt + (f −R) ◦ φ. (3.3)
We hope that by choice of R the transformed hamiltonian function H ◦ φ = N+ + f+ has the form as we want.
But the mapping φ will be the composition of two mappings φ′ and φ′′. So, the construction of φ divides into two
parts.
At first let R = f (0, θ, ) =∑∞i=1 ai(θ)i and
Nˆ = [R] = 1
(2π)2
∫
T 2
R(θ)dθ.
By solving the linear equation (3.2), we have
F ′1 =
∞∑
j=1
∑
0=k∈Z2
ajk
j
i〈k,ω〉e
i〈k,θ〉.
Using the Cauchy estimate we have
|F ′1|D(r,s−ρ,0) 
˜
αρτ
, |F ′1θ |D(r,s−2ρ,0) 
˜
αρν
,
where 0 < ρ < s/2 and ν = τ + 1. Let φ′ = Xt
F ′1
|t=1. Obviously, the symplectic mapping φ′ : (I+, θ+) → (I, θ) has
the following form:{
I = I+ + F ′1θ (θ+),
θ = θ+. (3.4)
If ˜
αρν
 12 r , then φ′ : (I+, θ+) → (I, θ) is a symplectic mapping from D(r/2, s − 2ρ) to D(r, s − 2ρ). Again, we
have {R,F ′1} = 0. Thus, it follows that H ◦ φ′ = N + f ′, where
f ′(I, θ, ) = (f −R) ◦ φ′(I, θ, ) = O[(I + F ′1θ (θ))2]+ P (I + F ′1θ (θ), θ, )− P(0, θ, ),
where (I, θ, ) ∈ D(r/2, s − 2ρ, 0). Note that here we already replace (I+, θ+) by (I, θ) for simplicity of notation
and neglect the energy constant.
If ˜
αρνr
 14 , then it follows that
|f ′|D(r/2,s−2ρ,0)  ˜.
Moreover, we can write f ′ = O(I 2)+ P ′(I, θ, ), where P ′ satisfies that
P ′(0, θ, ) =
∞∑
a′i (θ)i , ∂IP ′(0, θ, ) =
∞∑
b′i (θ)i .
i=2 i=1
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R = 〈b′1(θ), I 〉, Nˆ = 〈[b′1(θ)], I 〉.
In the same way as above, by (3.2) it follows that
F ′′1 =
∑
0=k∈Z2
〈b′1k, I 〉
i〈k,ω〉 e
i〈k,θ〉.
By the Cauchy estimate, for 0 < ρ < s/4 it follows that⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
|F ′′1 |D(r/2,s−3ρ,0) 
˜
αρτ
,
|F ′′1I |D(r/4,s−3ρ,0) 
2˜
αρτ r
,
|F ′′1θ |D(r/2,s−4ρ,0) 
˜
αρν
.
Let φ′′ = Xt
F ′′1
|t=1 : (I+, θ+) → (I, θ). We have
|I+ − I | ˜
αρν
, |θ+ − θ | 2˜
αρτ r
.
If 2˜
αρνr
 14 , then φ′′ :D(r/4, s − 5ρ) → D(r/2, s − 4ρ).
Denote
W =
( 1
r
0
0 1
ρ
)
.
By the above estimates it follows that∣∣W(φ′′ − id)∣∣
D(r/4,s−5ρ,0) 
2˜
αρνr
.
By the Cauchy estimate we have∣∣W(Dφ′′ − Id)W−1∣∣
D(r/8,s−6ρ,0) 
2˜
αρνr
,
where D is the differential operator with respect to (I, θ) and Id is the second-order unit matrix.
The new hamiltonian function
H+ = H ′ ◦ φ′′ = N+ + f+,
where
N+ = N + Nˆ = 〈ω+, I 〉,
with
ω+ = ω +
[
b′1(θ)
]
 = ξ0 + ξ1,
where ξ0 = ω, ξ1 = [b′1(θ)],
f+ =
1∫
0
{
tR + (1 − t)Nˆ,F ′′1
} ◦Xt
F ′′1
dt + (f ′ −R) ◦ φ′′, (3.5)
with R = 〈b′1(θ), I 〉.
Let φ = φ′ ◦ φ′′. Let 0 < η < 18 . We have
φ :D(ηr, s − 6ρ) ⊂ D(r/8, s − 6ρ) → D(8ηr, s) ⊂ D(r, s).
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φ :D(r+, s+) → D(r, s), H+ = H ◦ φ = N+ + f+.
By the construction of φ′ and φ′′ it follows that
∣∣W(φ − id)∣∣
D(r+,s+,0) 
2˜
αρνr
,
∣∣W(Dφ − Id)W−1∣∣
D(r+,s+,0) 
2˜
αρνr
.
Moreover, by the construction of the mapping φ′′ : (I+, θ+) → (I, θ), we have
θ = θ+ +O(), I = I+ +O()I+.
So, f+ = O(I 2)+ P+(I, θ, ) with
P+(0, θ, ) = O
(
2
)
,
∂P+
∂I
(0, θ, ) = O(2),
where (I, θ, ) ∈ D(r+, s+, 0).
Note that here we replace (I+, θ+) by (I, θ).
Let 1 − δ = 23 and + = δ0. In the same way as in [12] and (3.5), it follows that
|f+|D(r+,s+,+)  η2˜ + c
˜2
αρνr
+ e− 43 ˜ = (η2 + e− 43 )˜ + c ˜2
αρνr
.
Set η2 = c∗e− 43 with c∗ = e 43 /64. If c ˜αρνr  η2, we have
|f+|D(r+,s+,+)  cη2˜ = ˜+.
Moreover, f+ is analytic on D(r+, s+, +).
Thus we have finished the first KAM step. In the later steps, the ideas are the same as in the first one. Below we
give the outline of the mth step.
At the mth step let Hm = Nm + fm. Suppose Nm(I, ) = 〈ωm, I 〉, where
ωm = ξ0 + ξ1 + · · · + ξ2m−12m−1
satisfying
Rank{ξ0, ξ1, . . . , ξ2m−1} = 1.
It is easy to see that
ωm =
(
1 +O())ξ0, ∣∣〈ξ0, k〉∣∣ α|k|τ , ∀k = 0.
Let fm(I, θ, ) = O(I 2)+ Pm(I, θ, ), where Pm satisfies that
Pm(0, θ, ) = O
(
2
m)
,
∂Pm
∂I
(0, θ, ) = O(2m).
Moreover, |fm|D(rm,sm,m)  ˜m.
Let
Rm = Pm(0, θ, ) =
∞∑
j=2m
aj (θ)
j , Nˆm = [Rm].
Let
F ′m =
∞∑
j=2m
∑
0=k∈Z2
ajk
j
i〈k,ω〉e
i〈k,θ〉.
The symplectic mapping generated by F ′m is
φ′m : (I+, θ+) →
(
I+ + F ′mθ(θ+), θ+
)
.
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H ′m = Hm ◦ φ′m = Nm + f ′m.
In the same way as in the first step we have f ′m = O(I 2)+ P ′m(I, θ, ), where P ′m(0, θ, ) = O(2m+1).
In the same way, let
P ′m(0, θ, ) =
∞∑
j=2m+1
a′j (θ)j , ∂IP ′m(0, θ, ) =
∞∑
j=2m
b′j (θ)j .
If ˜m
αrmρνm
 14 , then
|f ′m|D(rm/2,sm−2ρm,m)  ˜m.
Choose
Rm(I, θ, ) =
2m+1−1∑
j=2m
〈
b′j (θ), I
〉
j .
Let
F ′′m =
2m+1−1∑
j=2m
∑
0=k∈Z2
〈b′jk, I 〉j
i〈k,ω〉 e
i〈k,θ〉.
Thus under the transformation φ′′m = XtF ′′m |t=1, it follows that
Hm+1 = H ′m ◦ φ′′m = Nm+1 + fm+1,
where Nm+1 = 〈ωm+1, I 〉 with
ωm+1 = ξ0 + · · · + ξ2m−12m−1 + ξ2m2m + · · · + ξ2m+1−12
m+1−1,
and
fm+1 = O
(
I 2
)+ Pm+1(I, θ, ),
with Pm+1 satisfying
Pm+1(0, θ, ) = O
(
2
m+1)
,
∂Pm+1
∂I
(0, θ, ) = O(2m+1).
By the above it follows that
|ωm+1 −ωm| =
∣∣ξ2m2m + · · · + ξ2m+1−12m+1−1∣∣ ˜m. (3.6)
Let φm = φ′m ◦ φ′′m, then
φm :D(rm+1, sm+1) → D(rm, sm),
where
0 < ηm < 1/8, rm+1 = ηmrm, sm+1 = sm − 6ρm.
So ∣∣Wm(φm − id)∣∣D(rm+1,sm+1)  c˜mαρνmrm ,
∣∣Wm(Dφm − Id)W−1m ∣∣D(rm+1,sm+1)  c˜mαρνmrm ,
where Wm =
( 1
rm
0
0 1
ρm
)
. Since 1 − δm = ( 23 )m+1, m+1 = δmm, it follows that
|fm+1|D(rm+1,sm+1,m+1)  η2m˜m + c
˜2m
ν
+ e−( 43 )m+1 ˜m.
αρmrm
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4
3 )
m+1
. If ˜m
αρνmrm
 η2m, then we have
|fm+1|D(rm+1,sm+1,m+1)  ˜m+1 = cη2m˜m.
Remark. In the process of KAM iteration, once the frequency ωm is non-degenerate with respect to  in the sense of
Rüssmann, then it would be the case of Lemma 3.1. So we need only to prove that the KAM iteration is convergent
when the non-degeneracy condition never appears.
At the first step m = 0, we set
H0 = H = N + f, N0 = N, f0 = f,
with
r0 = r, s0 = s, 0 = 0, ˜0 = ˜, δ0 = 13 , η
2
0 = c∗e−(
4
3 ), ρ0 = s24 .
Let φm = φ0 ◦ φ1 ◦ · · · ◦ φm−1, where φ0 = I is the identity mapping.
We have∣∣W0(φm+1 − φm)∣∣= ∣∣W0(φm ◦ φm − φm)∣∣ ∣∣W0DφmW−1m ∣∣ · ∣∣Wm(φm − id)∣∣.
It follows that∣∣W0DφmW−1m ∣∣ ∣∣W0(Dφ0 ◦Dφ1 ◦ · · · ◦Dφm−1)W−1m ∣∣

∣∣W0Dφ0W−10 ∣∣ · ∣∣W0W−11 ∣∣ · ∣∣W1Dφ1W−11 ∣∣ · |W1W−12 ∣∣ · · · ∣∣Wm−2W−1m−1∣∣
· ∣∣Wm−1Dφm−1W−1m−1∣∣ · ∣∣Wm−1W−1m ∣∣.
By the above estimates we have
∣∣WmDφmW−1m ∣∣ c˜mαρνmrm + 1,
and ∣∣Wm−1W−1m ∣∣< 1.
Thus
∣∣W0DφmW−1m ∣∣
m−1∏
j=0
(
˜j
αρνj rj
+ 1
)
.
Set Fm = ˜mαrmρνm . By ˜m+1 = c˜mη2m, it follows that Fm+1 = cηmFm. It is easy to see that Fm → 0 as m → ∞.
There exists M > 0 such that c5Fm < 1 for m > M . Also we can take 0 sufficiently small such that c5Fm < 1 for
mM . Thus, by definition of ηm we have
Fm+1 = c5ηmηm−1ηm−2ηm−3ηm−4Fm−4  η2m+1.
So the assumptions ˜m
αrmρνm
 η2m hold.
Therefore, we have∣∣W0(φm+1 − φm)∣∣ c˜m
αρνmrm
.
So {φm} is convergent on D(0, s/2) for 0 <  < δ∗0, where δ∗ =∏∞m=0(1 − ( 23 )m+1). Let φm → φ (m → ∞).
In the same way as in [2] we can prove that {Dφm} is also convergent on D(0, s/2). So {φm} is actually convergent
on D(r/2, s/2).
By
|fm+1|D(rm+1,sm+1,m+1)  ˜m+1,
it follows that |fm+1|D(r ,s , ) → 0 (m → ∞).m+1 m+1 m+1
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1
rm+1
|fm+1|D(rm+1,sm+1,m+1) 
˜m+1
rm+1
,
it follows that
1
rm+1
|fm+1|D(rm+1,sm+1,m+1) → 0 (m → ∞).
So, we have
fm+1(I, θ, ) → O
(
I 2
)
(m → ∞), for (I, θ, ) ∈ D(r/2, s/2, δ∗0).
By (3.6), we have
ωm() → ω∗() =
(
1 +O())ξ0 (m → ∞).
It follows that
Nm →
〈
ω∗(), I
〉
(m → ∞), for (I, θ, ) ∈ D(r/2, s/2, δ∗0).
Then, for all 0 <  < ∗ = δ∗0 there exists a symplectic transformation φ(I, θ) such that
H ◦ φ =
〈
ω∗(), I
〉+O(I 2), for (I, θ) ∈ D(r/2, s/2),
where
ω∗() =
(
1 +O())ξ0 = (1 +O())ω.
The proof of Theorem 2.1 is completed.
Appendix A
In this section we give a measure estimate for parameter , which is needed in the proof of Lemma 3.1. Our result
is stated as the following lemma.
Lemma A.1. Let ω() = ξ0 + ξ1 + · · · + ξmm + O(m+1), and ω is the mth order continuously differentiable with
respect to . Suppose
Rank{ξ0, ξ1, . . . , ξm} = 2,
which corresponds to the Rüssmann’s non-degeneracy (see [10]), and ξ0 satisfies the Diophantine condition∣∣〈ξ0, k〉∣∣ α|k|τ , ∀k ∈ Z2, k = 0.
Let
π∗ =
{
 ∈ (0, 0)
∣∣∣ ∣∣〈ω,k〉∣∣ αm|k|τ ′ , ∀k ∈ Z2, k = 0
}
,
where τ ′ > m and α > 0 is a sufficiently small constant. If 0 is sufficiently small, then meas((0, 0)\π∗)  cα 1m 0,
where c is a constant independent of α and 0.
Proof. Without loss of generality, we suppose ξ0, ξ1, . . . , ξm−1 linearly dependent, and ξ0, ξm linearly independent.
By a transformation we suppose
ω = ξ0 + ξmm +O
(
m+1
)
, Rank{ξ0, ξm} = 2.
By assumption, for sufficiently small , it follows that∣∣〈ω,k〉∣∣= ∣∣〈ξ0, k〉 + 〈ξm, k〉m + 〈O(m+1), k〉∣∣ ατ − 2|k|m.|k|
802 L. Zhang, J. Xu / J. Math. Anal. Appl. 338 (2008) 793–802If 2|k|m < α2|k|τ , then for sufficiently small  it follows that∣∣〈ω,k〉∣∣ α
2|k|τ 
αm
|k|τ ′ .
Thus, we need only to consider  satisfying α4|k|τ+1 < 
m  m0 .
Since det(ξ0, ξm) = 0, we have∣∣〈a, ξ0〉∣∣+ ∣∣〈a, ξm〉∣∣ C > 0
for ∀a = (a1, a2) ∈ R2, and |a| = |a1| + |a2| = 1, where C is independent of a. So∣∣∣∣
〈
ξ0,
k
|k|
〉∣∣∣∣+
∣∣∣∣
〈
ξm,
k
|k|
〉∣∣∣∣C,
for ∀k ∈ Z2\{0}, then |〈ξ0, k|k| 〉| C2 , or |〈ξm, k|k| 〉| C2 .
If |〈ξ0, k|k| 〉| C2 , for 0 sufficiently small and ∀0 <  < 0 we have∣∣〈ω,k〉∣∣ |k|(∣∣∣∣
〈
ξ0,
k
|k|
〉∣∣∣∣−
∣∣∣∣
〈
ξm
m +O(m+1), k|k|
〉∣∣∣∣
)
 C
4
|k| α
m
|k|τ ′ .
If |〈ξm, k|k| 〉| C2 , we also have that for 0 sufficiently small and ∀0 <  < 0∣∣∣∣ dmdm 〈ω,k〉
∣∣∣∣= ∣∣m!〈ξm, k〉 + 〈O(), k〉∣∣m!C2 |k| −
∣∣O()∣∣ · |k| C′|k|.
Set
Rk =
{
 ∈
[(
α
4|k|τ+1
) 1
m
, 0
] ∣∣∣ ∣∣〈ω,k〉∣∣ αm0|k|τ ′
}
.
It follows that (0, 0)\π∗ ⊂⋃0=k∈Z2 Rk . By Lemma 2.1 in [10] it follows that
meas(Rk) c · 1|k|
(
αm0
|k|τ ′
) 1
m = cα
1
m 0
|k|1+ τ ′m
= cα 1m 0 1
|k|m+τ ′m
.
If m+τ ′
m
> 2, τ ′ >m, then
meas
(
(0, 0)\π∗
)
meas
( ⋃
0=k∈Z2
Rk
)
 cα 1m 0,
where α, 0 are sufficiently small constants, c is independent of α and 0. Thus, Lemma A.1 is proved. 
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