The ever-increasing growth in the bandwidth of wireless communication channels requires the transmitter to be wide-bandwidth and power-efficient. Polar and outphasing transmitter topologies are two promising candidates for such applications, in future. Both these architectures require a wide-bandwidth phase modulator. Open-loop phase modulation presents a viable solution for achieving wide-bandwidth operation. An overview of prior art and recent approaches for phase modulation is presented in this paper. Phase quantization noise cancellation was recently introduced to lower the out-of-band noise in a digital phase modulator. A detailed analysis on the impact of timing and quantization of the cancellation signal is presented. Noise generated by the transmitter in the receive band frequency poses another challenge for wide-bandwidth transmitter design. Addition of a noise transfer function notch, in a digital phase modulator, to reduce the noise in the receive band during phase modulation is described in this paper.
Introduction
The rapid growth of new communication standards like LTE and WiMAX has led to high data rate, wide signal bandwidth, and high peak-to-average-power ratio. Additionally, transmission of 1-2 GHz bandwidth signals in the unlicensed frequency band at 60 GHz is also gaining momentum. Since total power consumption is largely determined by the efficiency of the power amplifier used, high-efficiency architectures, like polar [1] [2] [3] [4] [5] and out-phasing [6, 7] , are preferable for future designs. Both of these architectures require a phase modulator as one of their key building blocks. The bandwidth of these modulators increases with the bandwidth of the transmitted signal. The concept of a software-defined radio, which can support multiple programmable carrier frequencies and provides maximum flexibility in data rates, is being looked at as a desirable and viable enhancement for future radios. Such a transmitter may also require a widebandwidth phase modulator.
Besides being wideband, a digital implementation of the phase modulator should be favored as it comes with several advantages-it (1) enables implementation of calibration algorithms to correct for transmitter nonlinearity, PVT variations, and, in a polar architecture, AM/PM path delay mismatch, (2) allows shaping of quantization noise transfer function to reduce in-band noise, (3) allows dynamic element matching to make linearity insensitive to component mismatches, (4) permits reconfigurability to meet the requirements for more than one communication standard, and (5) eases porting of design from one process to the next and hence readily benefits from technology scaling. On the other hand, the digital implementation poses new challenges in terms of quantization noise and spectral images. Furthermore, PVT variation, nonlinearity and power of the front-end digital-to-phase block, although minimized by digital techniques, still require optimization.
Traditionally, phase modulators have been implemented using a phase-locked loop (PLL) for narrow-band modulation [2] [3] [4] [5] [8] [9] [10] [11] . A second input port, inside a PLL, was employed to enable wideband modulation capability to such modulators [7, [12] [13] [14] [15] [16] [17] . But these techniques have not been successful for applications beyond GSM/EDGE [2-5, 13, 17] and WCDMA [7, 12] . LTE and WiMAX both require widerbandwidth modulators. Recently, open-loop phase switching technique, that dynamically selects a signal from a bank of signals at the carrier frequency but with different phase offsets, was proposed for digital wide-bandwidth phase modulation. Quadrature signals at the output of a frequency divider [18] , output signals of a ring oscillator [19] , and phase interpolation [20] were used to form the bank of reference signals. An overview of both open-loop and closed-loop techniques for phase modulation is presented in this paper, contrasting their performance limitations. Finite resolution in the digital phase modulator results in phase quantization noise (PQN). A PQN cancellation technique was proposed in [20] to reduce the out-of-band emission from the phase modulator. The signal processing details of this technique along with methods to further improve its effectiveness are described in this paper.
The quantization noise added by the modulator must not violate the transmit spectrum mask and the receive band noise requirement of a frequency division duplexing (FDD) system. FDD is commonly employed in cellular systems like GSM/EDGE, WCDMA, and LTE. Recent advances towards a software-defined radio (SDR) promotes coexistence of multiple radios on an integrated circuit. This trend will further increase the requirements on emission in the receive band frequencies. The noise component due to PLL phase noise can be reduced to meet the receive band noise requirements for WCDMA without requiring additional filtering. However, a high Q band pass filter, like a SAW filter, will be required to filter out the quantization noise component. Such a filter is costly and must be avoided to achieve a fully integrated transmitter. A more elegant solution will be to reduce the noise at the receive band frequency by design. This will not only save the cost of an additional costly board component but also provide the flexibility in changing the position and order of the notch. A detailed description of this approach is presented in this paper.
The paper is organized as follows. Section 2 presents an overview of prior art on phase modulation techniques and describes the concept of digital phase modulation. Section 3 describes the concept and analysis of a phase quantization noise cancellation technique, and Section 4 describes a solution to meet the receive band noise specification. A conclusion is given in Section 5.
Wide-Bandwidth Digital Phase Modulation
In one of the simplest implementations of phase or frequency modulation, the modulation data is applied to the control voltage of a voltage-controlled oscillator (VCO). Although, this technique is open-loop and wideband, it suffers from frequency drift, VCO transfer function nonlinearity and variations over PVT, high close-in phase noise, and loss of transmission during periods of frequency lock. In order to find a solution for these problems, broadly two categories of phase modulators have emerged-closed-loop and openloop phase modulation.
Closed-Loop Phase Modulation.
If continuous feedback control is applied to a VCO, to arrive at a conventional PLL, close-in phase noise is improved and carrier frequency is tightly controlled. In this case, modulation data has been successfully applied using a multimodulus feedback divider (MMD) in a fractional-N PLL [8, 9] . In this technique, however, the high-frequency content of the modulation data is filtered out by the loop filter of the PLL making it unsuitable for wide-bandwidth phase modulation. Bandwidth extension methods like phase noise cancellation [10, [22] [23] [24] [25] [26] , multiphase fractional-N PLL [27] , type I fractional-N PLL with sharp loop filter [28] , and digital pre-emphasis [11] have been applied, but even the best in state-of-theart designs have not exceeded 3 MHz. Additionally, this technique can create low-frequency fractional spurs at PLL output.
In order to obtain further increase in bandwidth, the socalled two-point modulation has been often used [12] [13] [14] [15] [16] [17] . Since the injection of modulation data at any node of the PLL loop is either high-pass filtered or low-pass filtered, it is injected at two nodes simultaneously such that the sum of the two transfer functions becomes wideband. The most commonly used injection nodes are the MMD and the VCO control voltage to achieve wide-bandwidth FM. A common problem encountered in this approach is the loss in SNR due to gain and phase mismatch between the two paths. Since K VCO must be known for gain matching, an on-chip K VCO estimation method becomes important. Nonetheless, this technique has been successfully used to generate transmit signals meeting GSM/EDGE and WCDMA requirements.
In [29] , gain matching was obtained by applying a square wave input to the two modulation input nodes. The calibration loop then minimizes the error voltage developed across the loop filter zero setting resistor. The approach taken in [21] to measure digitally controlled oscillator (DCO) gain and PLL loop gain was to measure the phase error in response to a DCO control change (Figure 1) . The PLL loop, reduced to type I operation by holding the digital integral path, compensates for the frequency error by adjusting the phase error at phase detector input. The calibration loop then senses the phase error using a bang-bang PFD and modulates the fractional part of the feedback divider until the phase error is reduced to a very small value. Using the new frequency divider value so obtained, the DCO gain was calculated. The development of an all-digital PLL (ADPLL) [13, [30] [31] [32] [33] has opened up new possibilities for accomplishing phase modulation, as the signals within the PLL loop have become more predictable. Besides this, injection of digital data can be readily achieved in the digital domain, at most of the internal nodes of the PLL. The design presented in [13] took advantage of this feature of a digital PLL and injected the frequency modulation data to the control word of DCO and the carrier frequency control word of the PLL (Figure 2) .
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The design presented in [12] introduced VCO transfer function linearization technique for two-point modulation for WCDMA. It utilized a local negative feedback loop around the VCO to obtain a fairly constant K VCO . This local loop employed an analog technique to measure the VCO frequency, which forms the feedback signal. Although gain and phase calibration techniques have helped to increase the robustness and bandwidth of phase modulators, to the best of the authors' knowledge, their application have not been demonstrated on even wider modulation standards such as WLAN, WiMAX, and LTE.
Open-Loop Phase Modulation.
The bandwidth limitation and gain and phase mismatch issue associated with two-point modulation techniques can be avoided by using open-loop modulation techniques, where modulation is performed outside the frequency synthesizer loop. Essentially, it isolates the carrier frequency generation block from the data modulation block, yielding a modulator which does not involve a low-pass filter (the loop filter) in its path. Hence, these modulators can achieve very wide bandwidth.
In a typical open-loop phase modulator, a phase generator block produces multiple phases at the carrier frequency. It is followed by a phase multiplexer whose output is controlled by the phase modulation data. For a given sequence of desired digital phase values ϕ[n], a Σ−Δ modulator quantizes each phase sample ϕ[n] to one of the M available phases, 2π× k/M, k = 0, 1, . . . , M − 1. The output of the Σ − Δ modulator controls a digital-to-phase converter, whose inputs are M phase signals, s k = cos(ω c + 2π × k/M). Note that ω c is the carrier frequency in rad/s. The digital-to-phase converter can be a phase multiplexer with M phase inputs or a digital phase interpolator. The resultant synthesized signal can be written as 
Figure 3: Open-loop phase modulator [18] .
where pulse-shaping function, p(t), is nominally a rectangular pulse of unit amplitude with duration T s and φ q [n] is the error in quantizing φ [n] . The synthesized signal s s (t) well approximates the desired phase modulated carrier signal for large M and a high switching frequency, F s = 1/T s . The ability to dynamically switch between multiple phases can be easily extended to synthesize a frequency at a small offset from the VCO frequency by applying a ramp signal as input to the Σ − Δ modulator, with the appropriate slope. This approach for phase modulation suffers from three critical issues-phase quantization noise (PQN), nonlinearity of digital-to-phase converter, and spectral images. Phase quantization noise arises due to the quantization process involved in the generation of output phases. Simple truncation results in white quantization noise and a flat power spectral density (PSD) stretching over a band [−F s /2, F s /2] around the carrier frequency, resulting in poor in-band signal-to-noise ratio (SNR) and error vector magnitude (EVM). Using a Σ − Δ modulator to quantize φ[n] imparts a high-pass shape [32] to φ q [n], thereby suppressing the closein PQN and improving EVM. However, the PQN at offsets of F s /2 from the carrier frequency are amplified resulting in elevated out-of-band noise that can violate the spectral mask requirements for the transmitter. The PQN can be reduced by increasing the phase switching speed and/or by increasing the resolution of the digital phase interpolator. The discrete-time nature of the phase modulator causes spectral images to appear at integer multiples of F s . The zeroth-order hold operation results in only modest filtering (sin c 2 (·)) of these images, and hence a high oversampling factor or interpolation is required to reduce them. At most, 5-10 dB of further suppression results from the LC tanks typically employed in a tuned power amplifier.
Due to a digital implementation of the modulator, this technique easily lends itself for quantization noise shaping, digital predistortion to compensate for errors due to PVT variation, dynamic element matching, and other similar digital techniques.
The design presented in [18] used four quadrature phases at the output of a frequency divider and digitally switched between them to realize phase modulation (Figure 3 ). Since only four-level quantization was used, the noise floor was quite high. With Σ − Δ quantization noise shaping, the inband noise was lowered at the expense of large out-of-band noise (−25 dBr observed from the measured spectrum). While transmitting at 403.2 MHz, the measured FSK errors at 6 Mb/s data rate was 4.1% and 11.6% for 2-FSK and GFSK modulations, respectively. In [7] , a hybrid of many of the techniques mentioned earlier was designed for GSM and WCDMA. The outphasing angle was generated using an 8-bit phase interpolator, while phase modulation was generated by two-point modulation. However, it also used phase-to-digital converters in a negative feedback loop to correct for the nonlinearity of phase interpolators, thereby reducing the available bandwidth. Phase modulation techniques at 60 GHz are also being researched. Reference [34] implemented a novel method to obtain phase modulation at 60 GHz by digitally controlling the effective dielectric constant of a differential transmission line. This was achieved by digitally switching in and out a 4-bit bank of floating M6 and M7 strips placed underneath the transmission line, which leads to a digitally variable phase of S21. However, its dynamic performance under data transmission was not presented.
Quantization Noise Cancellation
PQN can be contrasted with the quantization noise added by baseband DACs in an I-Q architecture. In the latter, outof-band quantization noise and spectral images of baseband DACs can be removed by baseband low-pass filters, although the total power consumption also gets increased. Furthermore, the noise generated by the low-pass filters adds on top of the contributions from the mixer and amplifiers in the transmit chain. Such a filter in a digital phase modulator will have to be RF band pass, requiring high Q passive components or a SAW filter. A PQN cancellation technique can, therefore, significantly improve the performance of the phase modulator.
Through a second VCO control port, a quantization noise cancellation signal was added to the modulator output in [20] , as shown in In the cancellation path, frequency of the VCO can be controlled in a straightforward manner through an analog control signal, or through a digital word in the case of a digitally controlled oscillator. Its phase, on the other hand, is the outcome of an integration of the resultant frequency. Since the cancellation signal is a phase quantity, while the VCO input port controls its frequency, the required cancellation phase is differentiated, (1 − z −1 ) to obtain an equivalent VCO frequency deviation. It must also be attenuated by VCO control voltage-to-frequency gain, K VCO .
In [20] , a state-of-the-art implementation of PQN cancellation was presented on a 2.4 GHz wide-bandwidth openloop GFSK transmitter IC. The phase cancellation path was implemented by adding a second VCO port to control a 4-bit capacitor bank, with DEM logic incorporated in the selection process. Figure 5 shows the GFSK transmitted eye diagram at 20 Mb/s GFSK modulation. Figure 6 (a) shows 9 dB improvement in the measured output spectrum, after enabling the phase noise cancellation technique. The corresponding GFSK transmitted modulation rms error is 3.2% rms at 20 Mb/s. The wide-bandwidth capability of the transmitter is demonstrated in Figure 6 (b), which shows overlaid spectrum of transmitter output under 20, 40, 80, and 120 Mb/s rates.
It should be noted that the normal functioning of the PLL is not impacted by the cancellation path. The cancellation signal at the VCO input port goes through the same transfer function as seen by the VCO phase noise, resulting in its high-pass filtering. The crucial difference being that, as opposed to VCO phase noise, the high-frequency content of the cancellation signal is a desired signal which lowers the quantization noise added from phase interpolator input. It may be perceived that since the low-frequency content of the cancellation signal is filtered out, it will degrade the efficacy of the technique. But, since quantization noise is already low at these frequencies, this results in negligible loss in effectiveness.
One of the subtle features of the cancellation path is the implication of discrete-time differentiation applied to obtain the required VCO frequency deviation. The integration of frequency inherent in a VCO is, on the other hand, continuous. Consider the case of rectangular pulse shape for the input phase and cancellation signal, where both of them are applied at a frequency, F s = 1/T s . Since the cancellation signal is updated every T s time period, while VCO frequency is continuously being integrated, perfect cancellation is Figure 6 : Transmitter output spectrum (a) with noise cancellation ON and OFF; (b) under high speed data transmission [20] .
obtained only at the end of each time period, which is not very effective. Figure 8 (b) depicts the timing diagram of phase quantization noise, the applied cancellation signal, and the uncancelled PQN. In [20] , the cancellation signal was advanced by T s /2 to improve the effectiveness of noise cancellation. In the following subsections, results from detailed system simulation are used to illustrate this technique and bring up the associated trade-off, along with mathematical expressions for residual quantization noise. It will also be shown how the effectiveness of cancellation changes with a reduction in integration time and after quantization of the cancellation signal. Since the techniques are applicable to all forms of PQN shaping algorithm and for any resolution in the phase data path, a 2nd-order Σ − Δ noise shaping with a 5-bit quantizer in the forward path is used to illustrate these techniques. For all system simulations, input data is 20 Mb/s GFSK modulated.
Advancement of Cancellation Signal.
The control voltage-to-frequency response of VCO to a cancellation signal was found to be low pass with a very high cutoff frequency (>F s ). Hence, the cancellation frequency can be modeled as a rectangular pulse shape, and the cancellation phase becomes its integrated form. The transfer function of the uncancelled PQN can be expressed mathematically as
where NTF 1 ( f ) is the NTF of Σ − Δ modulator quantizing φ[n], P 1 ( f ) models the pulse-shaping function of uncancelled φ q [n], and K 1 ( f ) models the effect of PQN cancellation. When PQN cancellation is off, P 1 ( f ) is a sinc function, sin(π f Ts)/(π f Ts), representing the zeroth-order hold, and K 1 ( f ) is 1. However, when a cancellation signal is applied through the VCO control port, two changes take place: (1) pulse shape of uncancelled quantization noise becomes saw-tooth and (2) magnitude of quantization noise becomes a first-order difference, (1 − z −1 ) of the initial quantization noise. These changes can be easily observed in the timing plot of Figure 8(b) . As a result, P 1 ( f ), for a saw-tooth pulse shape, attains a DC value of −6 dB and K 1 ( f ) becomes 4 × sin 2 (π f Ts). Saw-tooth pulse shape for PQN and the additional first-order noise shaping results in lower quantization noise at low frequencies, but higher noise at high frequencies ( Figure 7) . Hence noise cancellation is limited to frequencies below 40 MHz offset; while it increased by 2 dB at higher offset frequencies due to the additional firstorder noise shaping.
In order to improve the PQN cancellation mechanism, the cancellation signal can be advanced by T s /2. As a result, the residual quantization noise rises to only half of the value attained in the earlier case and afterwards its sign gets flipped (Figure 8(a) ). Hence, P 1 ( f ) has a zero at DC and K 1 ( f ) is reduced by 6 dB. The combined effect of these two changes is a reduction in peak quantization noise by 10 dB, along with a maximum improvement of 17 dB, at a lower frequency ( Figure 7 ). P 1 ( f ) and the expression of uncancelled PQN, S φn,un-cancel ( f ), for the three cases are plotted in the appendix. It should be noted that half-period advancement results in the highest achievable noise cancellation, compared to other values for signal advancement.
Reduction in Integration Time.
Further improvement in PQN cancellation can be obtained by using a return-to-zero (RZ) DAC or an equivalent DCO to control the deviations in VCO frequency. In this case, integration of frequency input to the VCO is performed for a shorter duration of time, and hence perfect phase cancellation is obtained for a longer duration as opposed to one time instant. The required frequency deviation must also be increased in proportion to the reduction in integration time, such that the phase accumulated in one time period equals the required cancellation phase value. Figures 9(a) and 9(b) depict the time waveforms for the cases when integration time is reduced to T s /2 and T s /4, respectively.
The resultant improvement in PQN cancellation is 6 dB for an integration time of T s /2 as shown in Figure 10 . If the integration time is reduced further while simultaneously increasing the cancellation frequency signal, output PQN reduces by 6 dB for each octave reduction in integration time. In the limit of an impulse in frequency cancellation signal, perfect cancellation is obtained at all times. Since shorter integration time requires a larger frequency deviation from the VCO, there exists a trade-off between noise cancellation and VCO frequency deviation. The minimum integration time and the resultant noise cancellation are limited by the maximum frequency deviation that can be linearly obtained from the VCO. For instance, for a maximum achievable frequency deviation of 100 MHz and a 4-bit phase interpolator, the maximum cancellation phase required is 0.4 radians, and hence the minimum integration time allowed becomes 625 ps.
Combination of Cancellation Signal Advancement and
Reduction in Integration Time. The improvement in noise cancellation can be further increased by combining both signal advancement and reduction in integration time. When integration time is reduced to T s /2, the optimal signal advancement changes from T s /2 to T s /4 so that the peak magnitude of PQN splits equally in its positive and negative cycle.
In general, the optimal clock advancement reduces by a factor of 2 when the integration time is reduced by a factor of 2. The PSD of the output signal when T s /4 clock advancement and T s /2 integration time are used is plotted in Figure 12 . For comparison, PSD plots for zero clock advance and T s integration time and T s /2 clock advance and T s /2 integration time are also plotted. The peak PQN has reduced by an additional amount of 10 dB due to simultaneous application of the two techniques.
Optimized Modulator for PQN Shaping.
A second-order Σ − Δ modulator results in excessive quantization noise at a frequency offset of F s /2. This increase can lead to spectral mask violation. By including a pair of complex poles in the NTF [35] , the high-frequency noise can be reduced at the expense of higher noise at low frequencies. The improvement in noise reduction after the inclusion of a pair of complex poles in the NTF is depicted in Figure 11 (c). In addition, the low frequency noise degradation observed in 2nd-order Σ − Δ modulator due to the advancement of cancellation signal has also improved resulting in lower noise for the optimized NTF.
Quantization of Cancellation Signal.
Since, in a digital implementation of the cancellation path, the frequency data fed to the second VCO port must go through a quantization process, its impact also requires a careful attention. If the frequency data is uniformly quantized within the input dynamic range of VCO control port, its quantization noise has a constant PSD between −F s /2 and +F s /2. Within the loop bandwidth of PLL, this noise will be tracked by the negative feedback loop and its impact will be nullified. Outside the loop bandwidth, VCO integrates this noise due to frequency to phase conversion, and hence an amplified version will appear at its output. Mathematically, the PSD of quantization noise at VCO output can be expressed as
where Δ is quantization step size in VCO control voltage, F s is sampling frequency, f is frequency offset from carrier, K VCO is VCO gain, and NTF 2 ( f ) is noise transfer function. For an example case with K VCO of 100 MHz/V, F s of 450 MHz, and Δ of 41 mV (5-bit quantization), the calculated output noise is plotted in Figure 11 (a) for uniform quantization and 1st-order and 2nd-order Σ − Δ noise shaping. If the integration time is reduced to T s /2, the expression for quantization noise changes to (Figure 11(b) ) Clearly, for both cases, the noise at VCO output will suffer from both EVM and ACPR degradation if uniform quantization is applied. In order to cancel the pole in the VCO transfer function, a first-or higher-order zero is required in the NTF of the cancellation signal quantizer. Firstorder noise shaping results in a flat noise PSD close to DC, while second-order noise shaping has a zero at DC in its noise transfer function. Hence, the noise shaping employed must be of at least second order. The PSD of a GFSK-modulated signal with quantized cancellation signal is shown in Figure 11(d) . Clearly, the residual quantization noise matches the behavior expected for uniform, 1st-order and 2nd-order Σ − Δ noise shaping in the cancellation path, from the preceding analysis.
The overall improvement obtained from the cancellation technique can now be compared with the case when it is off. From Figure 11(d) , it can be observed that the peak quantization noise is −128 dBc/Hz, which is 27 dB lower than the modulator with cancellation off (Figure 7 ).
Receive Band Noise
In a Frequency division duplexing (FDD) system, both transmitter and receiver are operational simultaneously. For instance, in the LTE-FDD frequency planning Tx-Rx separation varies from 30 MHz in band XII (700 MHz) to 400 MHz in band X (Tx in 1710-1770 MHz and Rx in 2110-2170 MHz). Due to a finite duplexer Tx to Rx isolation, the transmitter noise in the receive frequency band leaks into the receiver, which can desensitize the receiver (Figure 13) . If the transmitter noise in the receive band is −160 dBc/Hz and the duplexer Tx-to-Rx isolation in the receive band is 47 dB, then noise power at LNA input is given by N Rx = −160 dBc/Hz − 47 dB + (24 + 1.5 + 1.0) dBm, (5) assuming 24 dBm power at the antenna, 1.5 dB of duplexer Tx insertion loss, and 1.0 dB of antenna switch insertion loss. As a result of this additional noise at LNA input, the receiver noise figure can degrade by 0.5 dB if it was 3 dB in the beginning (without including switch and duplexer loss). In the phase path of a polar transmitter, this noise is composed of PLL phase noise and quantization noise added by the digital phase modulator. In practice, the phase noise of the PLL can be reduced to meet the requirement in the receive band. Consequently, the quantization noise of the modulator becomes the dominant source of noise, requiring additional filtering by off-chip components. However, the additional components can be avoided by positioning a quantization noise transfer function (NTF) notch at the receive band frequency. The quantizer of the phase modulator can be modified to include a zero in the quantization noise transfer function. Due to high-pass shaping of quantization noise, the 30-70 MHz Rx band offset poses less design challenge. Improvement in noise at the receive band due to NTF notch at 80 MHz is shown in Figure 14 . The resolution of digital phase modulator was increased from 5 bits to 6 in this simulation, to lower its noise contribution. The modulator also employs PQN cancellation technique with T s /4 advancement in the cancellation path for an integration time of T s /2. For comparison, the transfer function without the notch, but including the same PQN cancellation technique, is also shown. An improvement of 12 dB is obtained due to the notch in the transfer function. When the cancellation path is quantized to 5 bits, the noise performance degrads by 2 dB due to the additional noise of the cancellation path. The ACPR performance of the modulator is better than 62 dB in the out-of-band region which meets the requirement of both LTE and WiMAX. Although the ACPR specification can be met with a lower resolution, at least 4 bits are generally required to keep the frequency deviation in the cancellation path within a reasonable range.
Conclusion
Transmitters for upcoming wireless standards, 60 GHz band, and software-defined radio require a digital wide-bandwidth phase modulator for a reduction in power consumption and for achieving maximum flexibility in transmission. Several circuit and system techniques for designing such a modulator were reviewed in this paper. Signal processing details of phase quantization noise cancellation were presented with emphasis on advancement of cancellation signal, reduction in integration time, and impact of quantization in the cancellation signal. In the final system, the residual PQN for a 2nd-order Σ − Δ quantized digital phase modulator was lower by 27 dB. Inclusion of a noise transfer function notch was presented to meet the specification of receive band noise in a digital phase modulator.
Appendix
Pulse-shaping function for a rectangular pulse, saw-tooth pulse (saw-tooth1), and modified saw-tooth pulse is obtained after advancing cancellation signal by T s /2 (sawtooth2): K 1 ( f ), which models the effect of noise cancellation, for the three cases can be written as
(A.3) Figure 15 (b) depicts the pu lse-shaping functions P 1 ( f ) rect , P 1 ( f ) saw-tooth1 , and P 1 ( f ) saw-tooth2 . Figure 15(c) depicts the calculated transfer function of uncancelled PQN P 1 ( f ) × NTF 1 ( f ) × K 1 ( f ) for the three cases.
