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ON THE ISOMETRIC COMPOSITION OPERATORS
ON THE BLOCH SPACE IN Cn
ROBERT F. ALLEN AND FLAVIA COLONNA
Abstract. Let ϕ be a holomorphic self-map of a bounded homogeneous do-
main D in Cn. In this work, we show that the composition operator Cϕ : f 7→
f ◦ ϕ is bounded on the Bloch space B of the domain and provide estimates
on its operator norm. We also give a sufficient condition for ϕ to induce an
isometry on B. This condition allows us to construct non-trivial examples of
isometric composition operators in the case when D has the unit disk as a
factor. We then obtain some necessary conditions for Cϕ to be an isometry on
B when D is a Cartan classical domain. Finally, we give the complete descrip-
tion of the spectrum of the isometric composition operators in the case of the
unit disk and for a wide class of symbols on the polydisk.
1. Introduction
An analytic function f on D = {z ∈ C : |z| < 1} is said to be Bloch if
(1) βf = sup
z∈D
(1− |z|2)|f ′(z)| <∞.
The set B of Bloch functions on D is a Banach space with semi-norm f 7→ βf
and norm ‖f‖B = |f(0)|+ βf .
By the Schwarz-Pick lemma, if f is any Bloch function on D and ϕ is an analytic
function mapping D into itself, then f ◦ϕ ∈ B and βf◦ϕ ≤ βf , with equality holding
if ϕ ∈ Aut(D), where Aut(D) denotes the set of biholomorphic transformations of
a domain D (which we call automorphisms of D).
In (30), Xiong proved that the composition operator Cϕ(f) = f ◦ ϕ is bounded
on B and gave estimates for its operator norm. Furthermore, he obtained several
necessary conditions for Cϕ to be an isometry (that is, to preserve the Bloch norm).
The function ϕ is called the symbol of the operator Cϕ.
In (7), the second author completely characterized the symbols of the isometric
composition operators. In Theorem 1.1, we list several equivalent conditions that
can be used to describe the class of such symbols.
Theorem 1.1. Let ϕ be an analytic function mapping D into itself. Then Cϕ is an
isometry on B if and only if ϕ(0) = 0 and any of the following equivalent conditions
holds:
(a) βϕ = 1.
(b) Bϕ := sup
z∈D
(1− |z|2)|f ′(z)|
1− |f(z)|2 = 1.
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(c) Either ϕ ∈ Aut(D) or for every a ∈ D there exists a sequence {zk} in D such
that |zk| → 1, ϕ(zk) = a, and
lim
k→∞
(1− |zk|2)|ϕ′(zk)|
1− |ϕ(zk)|2 = 1.
(d) Either ϕ ∈ Aut(D) or for every a ∈ D there exists a sequence {zk} in D such
that |zk| → 1, ϕ(zk)→ a, and
lim
k→∞
(1− |zk|2)|ϕ′(zk)|
1− |ϕ(zk)|2 = 1.
(e) Either ϕ ∈ Aut(D) or the zeros of ϕ form an infinite sequence {zk} in D such
that
lim sup
k→∞
(1 − |zk|2)|ϕ′(zk)| = 1.
(f) Either ϕ ∈ Aut(D) or ϕ = gB, where g is a non-vanishing analytic function
mapping D into itself or a constant of modulus 1, and B is an infinite Blaschke
product whose zero set Z contains a sequence {zk} such that |g(zk)| → 1 and
lim
k→∞
∏
ζ∈Z,ζ 6=zk
∣∣∣∣ zk − ζ1− zkζ
∣∣∣∣ = 1.
(g) Either ϕ ∈ Aut(D) or there exists {Sk}k∈N in Aut(D) such that |Sk(0)| → 1
and {ϕ ◦ Sk} approaches the identity locally uniformly in D.
Condition (d) was noted in (20). For the equivalence of the other conditions see
(7), (5) and (6).
Condition (f) yields a recipe for constructing examples of isometric composition
operators induced by symbols that are not rotations. Easily constructible examples
are Blaschke products whose zero sets {zk} are thin, that is, satisfy the condition
lim
k→∞
∏
j 6=k
∣∣∣∣ zk − zj1− zkzj
∣∣∣∣ = 1.
In this article, we study the symbols of the isometric composition operators on
the Bloch space of a bounded homogeneous domain in Cn (n ∈ N, n ≥ 2) and, when
needed, restrict our attention to bounded symmetric domains. Our goal is obtain
in higher dimensions conditions analogous to (a)-(g) in Theorem 1.1 to whatever
extent is possible.
1.1. Organization of the paper. In Section 2, we review the background on
Bloch functions on a bounded homogeneous domain in Cn. We also recall the Car-
tan classification of bounded symmetric domains and the corresponding invariant
metrics, known as Bergman metrics.
In Section 3, we give a characterization of the Bloch semi-norm of a Bloch func-
tion on a bounded homogeneous domain as the maximum dilation of f with respect
to the Bergman distance, which allows us to show that the composition operator
Cϕ is bounded on the Bloch space B of the domain. We also provide estimates for
its operator norm. The boundedness of Cϕ was observed in (25) and in (29), but
the authors only showed boundedness with respect to the Bloch semi-norm (which
yields the boundedness with respect to the Bloch norm under the assumption that
ϕ fixes the base point of the domain used to define the Bloch norm). We then show
that the correspondence f 7→ βf is lower-semi-continuous on the Bloch space.
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In Section 4, we recall the classification of the Bloch constant of a bounded sym-
metric domain D (namely, the supremum of the Bloch semi-norms of the holomor-
phic functions mapping D into D) in terms of the Cartan class and the dimension
of D. We then show that for most domains, the canonical projections map D into
D and have maximal Bloch semi-norm, a property that will be used in Section 6 to
derive a necessary condition for a holomorphic self-map of a bounded symmetric
domain of this type to induce an isometry on the Bloch space.
In Section 5, we give some simple properties of the maximum Bergman dilation
of a holomorphic self-map and use the lower-semi-continuity of the Bloch semi-
norm to obtain a sufficient condition for a holomorphic self-map on a bounded
homogeneous domain D to induce an isometry on B under composition. We use
this result to generate non-trivial examples in the special case when D has D as a
factor.
In Section 6, we give some necessary conditions for a holomorphic self-map of D
to be the symbol of an isometric composition operator on B when D is a product
of Cartan classical domains. We conclude the section with a conjecture.
In Section 7 we analyze the spectrum of Cϕ when this is an isometry on B in the
case when D is the unit polydisk. We deduce the full description of the spectrum
in the one-dimensional case.
We conclude the paper (Section 8) with a list of open questions.
2. Bloch functions in higher dimensions
A homogeneous domain in Cn is a domain D such that Aut(D) acts transi-
tively on D, i.e. given any two points z, w ∈ D there exists T ∈ Aut(D) such that
T (z) = w.
In (14), Hahn introduced the notion of Bloch function on a bounded homoge-
neous domain in Cn.
Let f be a complex-valued holomorphic function on a bounded homogeneous
domain D in Cn. For u, v ∈ Cn, let 〈u, v〉 =
n∑
k=1
ukvk, and for z ∈ D, let
(∇f)(z)u = 〈(∇f)(z), u〉, where (∇f)(z) is the gradient of f at z. Denote by
Hz(u, v) the Bergman metric on D, that is, the positive definite Hermitian form
which is invariant under automorphisms of D. Using a different approach from
Hahn’s, in (23) Timoney defined a Bloch function on D as a holomorphic function
f on D such that βf = sup
z∈D
Qf (z) is finite, where
Qf(z) = sup
u∈Cn\{0}
|(∇f)(z)u|
Hz(u, u)1/2
.
Denote by B the space of Bloch functions on D. The map f 7→ βf is a semi-norm
on B, and fixing any point z0 ∈ D, the set B is a Banach space, called the Bloch
space, under the norm ‖f‖B = |f(z0)|+βf . For convenience, throughout this paper
we shall assume that 0 ∈ D and z0 = 0. The Bloch space contains the space of
bounded holomorphic functions (23). When D = D, the above definition of Bloch
function reduces to condition (1).
Excellent references on Bloch functions include (1) for the one-variable case, (23)
and (24) for the several-variable case. See also (3) for an overview of Bloch functions
on the disk and its connection to other function spaces. Bloch functions have
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been defined on more general classes of bounded domains, such as strongly pseudo-
convex domains (19). These domains, however, have sparse, and often trivial,
automorphism groups, and operator theory problems are much more difficult to
treat.
A domain D in Cn is said to be symmetric if for each z0 ∈ D, there exists an
automorphism S of D which is an involution (i.e. S ◦ S is the identity) and has
z0 as an isolated fixed point. Symmetric domains are homogeneous (see (14), pp.
170, 301). Examples of symmetric domains are the unit ball
Bn = {z = (z1, . . . , zn) ∈ Cn : ‖z‖ < 1},
where ‖z‖ = (∑nk=1 |zk|2)1/2, and the unit polydisk
D
n = {z = (z1, . . . , zn) ∈ Cn : |zk| < 1 for all k = 1, . . . , n}.
We now describe their groups of automorphisms, and their Bergman metrics.
The automorphism group of the unit ball can be described as
Aut(Bn) = {U ◦ ϕa : U unitary, a ∈ Bn},
where for z ∈ Bn, ϕ0(z) = z, while for a ∈ Bn\{0},
(2) ϕa(z) =
a− Pa(z)− (1− ‖a‖2)1/2Qa(z)
1− 〈z, a〉 ,
with Pa(z) =
〈z,a〉
‖a‖2 a, and Qa(z) = z−Pa(z) (see (21), Theorem 2.2.5). For z ∈ Bn,
u, v ∈ Cn, the Bergman metric on Bn is given by
Hz(u, v) =
(n+ 1)[(1 − ‖z‖2)〈u, v〉+ 〈u, z〉〈z, v〉]
2(1− ‖z‖2)2 .
The automorphism group of the polydisk is given by
Aut(Dn) = {(T1(zτ(1)), . . . , Tn(zτ(n))) : Tk ∈ Aut(D), τ ∈ Sn},
where Sn is the group of permutations on the set {1, . . . , n} (see (22), p. 167). For
z ∈ Dn, u, v ∈ Cn, the Bergman metric on Dn is given by
Hz(u, v) =
n∑
k=1
ukvk
(1− |zk|2)2 .
For a function ϕ mapping a domain D ⊂ Cn into Cn and for z ∈ D, let Jϕ(z)
be the Jacobian matrix of ϕ at z, that is, the n × n matrix whose (j, k)-entry is
∂ϕj(z)/∂zk. By definition of the Bergman metric, if D is a bounded homogeneous
domain and S ∈ Aut(D), then for all z ∈ D, and for all u ∈ Cn
(3) HS(z)(JS(z)u, JS(z)u) = Hz(u, u),
where JS(z)u is the usual matrix product where u is viewed as a column vector. As
an immediate consequence of (3), we deduce that the Bloch semi-norm is invariant
under right composition of automorphisms.
We use the notation H(D,D′) for the class of holomorphic functions mapping
a domain D in Cn into a domain D′ in Cm and use the abbreviation H(D) for
H(D,D).
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In (23) (proof of Theorem 2.12) it was shown that for n,m ∈ N, if D ⊂ Cn
and D′ ⊂ Cm are bounded homogeneous domains, then there is a constant c > 0
depending only on D and D′ such that for any ϕ ∈ H(D,D′)
HD
′
ϕ(z)(Jϕ(z)u, Jϕ(z)u) ≤ cHDz (u, u),
where HDz and H
D′
ϕ(z) are the Bergman metrics on D and D
′ at z and ϕ(z), respec-
tively. In particular, if D is a bounded homogeneous domain and ϕ is a holomorphic
map of D into itself, then
Bϕ = sup
z∈D
sup
u∈Cn\{0}
Hϕ(z)(Jϕ(z)u, Jϕ(z)u)
1/2
Hz(u, u)1/2
is bounded above by a constant independent of ϕ. Thus, for any Bloch function f
on D and any z ∈ D, we have
Qf◦ϕ(z) ≤ sup
u∈Cn\{0}
(
Hϕ(z)(Jϕ(z)u, Jϕ(z)u)
Hz(u, u)
)1/2
Qf(ϕ(z)).
Thus
(4) Qf◦ϕ(z) ≤ BϕQf(ϕ(z)).
Furthermore, Qf◦ϕ(z) = Qf (ϕ(z)) if ϕ ∈ Aut(D). Consequently,
(5) βf◦ϕ ≤ Bϕβf ,
and so composition operators whose symbol fixes 0 are bounded on B and the
composition operators induced by the automorphisms of D preserve the Bloch semi-
norm. Moreover, if Cϕ preserves the Bloch semi-norm, then Bϕ ≥ 1. In Section 3,
we shall prove that Cϕ is in fact bounded on the Bloch space without the assumption
ϕ(0) = 0.
We call Bϕ the Bergman constant of ϕ. By (3), the Bergman constant of an
automorphism is 1. When n = 1, D = D, and ϕ is any analytic self map of D we
see that Hz(u, u) =
|u|2
(1−|z|2)2 . Thus, Bϕ is the constant in part (b) of Theorem 1.1.
The one-dimensional case suggests that the value of the Bergman constant may
play a role in helping us determine which holomorphic self-maps of a bounded
homogeneous domain induce composition operators that are isometries on the Bloch
space. The higher-dimensional case is more difficult to treat because, in general,
there may exist functions ϕ ∈ H(D) whose Bergman constant is larger than 1.
Indeed, in (17) Kora´nyi proved that the value of the maximal Bergman constant is
related to the rank of the domain. We state his result in Theorem 5.2. An example
of a function ϕ whose Bergman constant is larger than 1 is ϕ(z) = (z1, . . . , z1) for
z ∈ Dn. However, the corresponding operator Cϕ is not an isometry on B. Indeed,
as we shall observe in Theorem 6.1, if Cϕ is an isometry on B, then the components
of ϕ are linearly independent.
Because of the invariance of the semi-norm under composition by automor-
phisms, easy examples of symbols of isometric composition operators are the au-
tomorphisms that fix 0. In the case of the unit polydisk they are the functions
(z1, . . . , zn) 7→ (λ1zτ(1), . . . , λnzτ(n)) where the λj (j = 1, . . . , n) are unimodular
constants and τ ∈ Sn. In the case of the unit ball, they are the unitary transfor-
mations.
6 ROBERT F. ALLEN AND FLAVIA COLONNA
In (6) the problem of characterizing the holomorphic self-maps of the unit poly-
disk which are symbols of isometric composition operators was studied. Although
a complete characterization was not achieved, several necessary conditions were
obtained and a large class of symbols of isometric composition operators was de-
scribed. Other references on composition operators on the Bloch space in higher
dimensions include (25) and (29).
E. Cartan (2) proved that any bounded symmetric domain D is biholomorphi-
cally equivalent to a finite product of irreducible bounded symmetric domains,
unique up to rearrangement of the factors. He then classified all the irreducible
domains into six classes, four of which form infinite families (known as Cartan
classical domains) and two classes each containing a single domain of dimension
16 and 27, respectively, called exceptional domains. All these classes contain
the origin. A bounded symmetric domain D is said to be in standard form if it
has the form D = D1× · · · ×Dk, where each Dj is a Cartan classical domain or an
exceptional domain.
The Cartan classical domainsRI , RII , RIII , RIV and the corresponding Bergman
metrics are described below. The notation we use conforms to Kobayashi’s in (16),
except we scale the Bergman metrics by dividing them by 4. For a description of
their automorphism groups see (16). For a description of the exceptional domains
RV and RV I , see (12).
Let Mm×n denote the set of m× n matrices over C and let Mn =Mn×n. Let
In ∈ Mn be the identity matrix and let Z∗ be the adjoint of the matrix Z. Then
RI = {Z ∈ Mm×n : Im − ZZ∗ > 0}, for m ≥ n ≥ 1,
HZ(U, V ) =
m+ n
2
Trace[(Im − ZZ∗)−1U(In − Z∗Z)−1V ∗],
RII = {Z ∈ Mn : Z = ZT , In − ZZ∗ > 0}, for n ≥ 1,
HZ(U, V ) =
n+ 1
2
Trace[(In − ZZ∗)−1U(In − Z∗Z)−1V ∗],
RIII = {Z ∈ Mn : Z = −ZT , In − ZZ∗ > 0}, for n ≥ 2,
HZ(U, V ) =
n− 1
2
Trace[(In − ZZ∗)−1U(In − Z∗Z)−1V ∗],
RIV =
{
z ∈ Cn :
∣∣∣∑ z2j ∣∣∣2 + 1− 2‖z‖2 > 0, ∣∣∣∑ z2j ∣∣∣2 < 1
}
, 1 ≤ n 6= 2,
Hz(u, v) = nAu[A(In − zT z) + (In − zT z)Z∗z(In − zT z)]v∗,
where zT is the transpose of z and A = |∑nj=1 z2j |2 + 1− 2‖z‖2.
Since some irreducible domains may belong to different classes, we add the fol-
lowing dimensional restrictions that yield uniqueness: n ≥ 2 for domains in RII ,
and n ≥ 5 for domains in RIII and RIV .
3. Bloch semi-norm as a Lipschitz number
In this section, we give an alternate description of the Bloch semi-norm and
analyze some useful properties of Bloch functions.
We begin by observing that the Bloch functions on a bounded homogeneous
domain D are precisely the Lipschitz maps between D under the distance ρ induced
by the Bergman metric and the complex plane under the Euclidean distance. To see
this, we recall a result of (13) connecting local derivatives to Lipschitz mappings.
ISOMETRIC COMPOSITION OPERATORS 7
If we consider f : D → C as a map between Riemannian manifolds, then Qf (z)
is exactly the operator norm of df(z), the induced linear transformation on the
tangent space at z ∈ D, with respect to the Bergman metric Hz on D and the
Euclidean metric on C. Thus, βf is the supremum of ‖df(z)‖ over all z ∈ D. The
dilation dil(f) of f is the global Lipschitz number of f :
dil(f) = sup
z,w∈D,z 6=w
|f(z)− f(w)|
ρ(z, w)
.
A length space is a Riemannian manifold in which the distance between two
points is the infimum of the lengths of geodesics connecting the points. Examples
include bounded homogeneous domains under the Bergman metric. An example
of a space which is not a length space is the complement of a closed ball in Cn
under the Euclidean metric. In Property 1.8 bis of (13), it is shown that in the
special case when M is a length space and f : M → N is a smooth map between
Riemannian manifolds,
dil(f) = sup
x∈M
‖df(x)‖.
We deduce
Theorem 3.1. Let D be a bounded homogeneous domain and let f ∈ H(D,C).
Then f is Bloch if and only if f is a Lipschitz map as a function from D under the
Bergman metric and the complex plane under the Euclidean metric. Furthermore
βf = sup
z 6=w
|f(z)− f(w)|
ρ(z, w)
.
A proof that does not use differential geometry can be found in (8) (Theorem 10)
and in (27) (Theorem 5.1.6) for the case of the unit disk, and in (28) (Theorem 3.6)
for the case of the unit ball in Cn.
The following result is an extension of Theorem 2 of (30) to any bounded homo-
geneous domain.
Theorem 3.2. Let D be a bounded homogeneous domain and let ϕ ∈ H(D). Then
Cϕ is a bounded operator on the Bloch space of D. Furthermore
1 ≤ ‖Cϕ‖ ≤ max{1, ρ(ϕ(0), 0) +Bϕ}.
In particular, if ϕ(0) = 0, then 1 ≤ ‖Cϕ‖ ≤ max{1, Bϕ}.
Proof. By Theorem 3.1, for any f ∈ B, |f(ϕ(0))− f(0)| ≤ ρ(ϕ(0), 0)βf , whence
|f(ϕ(0))| ≤ |f(0)|+ |f(ϕ(0))− f(0)| ≤ ‖f‖B + (ρ(ϕ(0), 0)− 1)βf .
Thus, using (5) we obtain
‖f ◦ ϕ‖B = |f(ϕ(0))|+ βf◦ϕ ≤ ‖f‖B + (ρ(ϕ(0), 0)− 1 +Bϕ)βf .
If ρ(ϕ(0), 0)− 1 +Bϕ ≤ 0, then ‖f ◦ ϕ‖B ≤ ‖f‖B. If ρ(ϕ(0), 0)− 1 +Bϕ ≥ 0, then
‖f ◦ ϕ‖B ≤ (ρ(ϕ(0), 0) +Bϕ)‖f‖B.
Hence Cϕ is bounded on B and
‖Cϕ‖ = sup
‖f‖B=1
‖f ◦ ϕ‖B ≤ max{1, ρ(ϕ(0), 0) +Bϕ}.
The lower estimate can be deduced immediately by taking as a test function f the
constant function 1. 
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The following result is the extension to the unit ball of Corollary 1 and Theorem 2
in (30).
Corollary 3.1. For any ϕ ∈ H(Bn),
max
{
1,
1
2
log
1 + ‖ϕ(0)‖
1− ‖ϕ(0)‖
}
≤ ‖Cϕ‖ ≤ max
{
1,
1
2
log
1 + ‖ϕ(0)‖
1− ‖ϕ(0)‖ +Bϕ
}
.
In particular, if ϕ(0) = 0, then ‖Cϕ‖ = 1.
For the proof we need the following result which is part of Theorem 3.1 of (28).
Lemma 3.1. (28) For all f ∈ H(Bn,C), z ∈ Bn,
(6) Qf (z) = [(1 − ‖z‖2)(‖(∇f)(z)‖2 − |Rf(z)|2)]1/2,
where Rf(z) =
n∑
k=1
zk
∂f
∂zk
(z). Therefore
βf = sup
z∈Bn
[(1− ‖z‖2)(‖(∇f)(z)‖2 − |Rf(z)|2)]1/2.
Proof. The upper estimate follows immediately from Theorem 3.2, since by Propo-
sition 1.21 of (28),
ρ(ϕ(0), 0) =
1
2
log
1 + ‖ϕ(0)‖
1− ‖ϕ(0)‖ .
To prove the lower estimate, note that if ϕ(0) = 0, then the result follows from
Theorem 3.2. So assume ϕ(0) 6= 0. For z ∈ Bn, define
f(z) =
1
2
log
‖ϕ(0)‖+ 〈z, ϕ(0)〉
‖ϕ(0)‖ − 〈z, ϕ(0)〉 .
Then f is holomorphic on B, f(0) = 0, and f(ϕ(0)) = 12 log
1+‖ϕ(0)‖
1−‖ϕ(0)‖ . Moreover,
using the triangle inequality, we obtain
‖(∇f)(z)‖2 − |Rf(z)|2 = ‖ϕ(0)‖
2(‖ϕ(0)‖2 − |〈z, ϕ(0)〉|2)
|‖ϕ(0)‖2 − 〈z, ϕ(0)〉2|2
≤ ‖ϕ(0)‖
2
|‖ϕ(0)‖2 − 〈z, ϕ(0)〉2| .
Thus, by (6), we deduce
Qf (z)
2 ≤ (1− ‖z‖
2)‖ϕ(0)‖2
|‖ϕ(0)‖2 − 〈z, ϕ(0)〉2| =
1− ‖z‖2
|1− 〈z, u0〉2| ≤ 1,
where u0 =
ϕ(0)
‖ϕ(0)‖ . On the other hand, it is immediate to check that Qf(0) = 1.
Therefore, f ∈ B and βf = 1 = ‖f‖B. Hence ‖Cϕ‖ ≥ ‖f ◦ ϕ‖B ≥ |f(ϕ(0))|. Since
‖Cϕ‖ ≥ 1, the lower estimate follows at once. In Section 5 (see paragraph after
Theorem 5.2), it will be shown that Bϕ ≤ 1. Thus, in the case when ϕ(0) = 0, we
deduce that ‖Cϕ‖ = 1. 
The characterization of the Bloch semi-norm in Theorem 3.1 leads to the follow-
ing convergence theorem.
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Theorem 3.3. Let {fn} be a sequence of Bloch functions on a bounded homo-
geneous domain D which converges locally uniformly in D to some holomorphic
function f . If the sequence {βfn} is bounded, then f is Bloch and
βf ≤ lim inf
n→∞
βfn .
That is, the function f 7→ βf is lower semi-continuous on B under the topology of
uniform convergence on compact subsets of D.
Proof. Since {βfn} is bounded, then C = lim infn→∞ βfn exists and is non-negative.
Also, there exists a subsequence {βfnk } which converges to C. If C = 0, then f is
constant and the result follows at once. So, we assume C > 0.
Let z, w ∈ D and fix ǫ > 0. Choose a positive integer ν so that |fnk(z)− f(z)| <
ǫ/2, |fnk(w) − f(w)| < ǫ/2, and βfnk < C + ǫ, for all k ≥ ν. Then
|f(z)− f(w)| < ε+ βfnk ρ(z, w) < ε(1 + ρ(z, w)) + Cρ(z, w).
Letting ǫ→ 0, we obtain |f(z)− f(w)| ≤ Cρ(z, w). Using Theorem 3.1, we deduce
that f is Bloch and βf ≤ C. 
4. Bloch constant of a bounded symmetric domain
For a bounded symmetric domain D define the Bloch constant of D as
cD = sup{βf : f ∈ H(D,D)}
and the inner radius of D as
rD = inf
u∈∂D′
H0(u, u)
1/2,
where D′ is a bounded symmetric domain in standard form biholomorphically
equivalent to D. By Theorem 2 of (4), if D is a Cartan classical domain, then
(7) cD =
1
rD
=


√
2/(m+ n) if D ∈ RI ,√
2/(n+ 1) if D ∈ RII ,√
1/(n− 1) if D ∈ RIII ,√
2/n if D ∈ RIV .
In particular, if D is the unit polydisk, then cD = 1. If D = B
n, then cD =√
2/(n+ 1).
In (26), formula (7) was extended to include the case of the exceptional domains:
cD =
1
rD
=
{
1/
√
6 if D = RV ,
1/3 if D = RV I .
Furthermore, by Theorem 3 of (4) extended to include the exceptional domains,
if D = D1 × · · · ×Dk is in standard form, then cD = max1≤j≤k cDj .
In the following proposition, for each of the four types of Cartan classical do-
mains, we give explicit functions with range contained in D which are extremal in
the sense that their semi-norms are equal to the Bergman constants of the domains.
The proof of the following lemma can be found in (4) (Lemma 2 and Lemma 3).
Lemma 4.1. (4) (a) Let Z be a matrix such that I−ZZ∗ is positive definite. Then
each row of Z has norm less than 1.
(b) If D ∈ RIV , then for each z = (z1, . . . , zn) ∈ D and each distinct r, s ∈
{1, . . . , n}, zr ± izs ∈ D.
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Proposition 4.1. (a) If D is a Cartan classical domain in RI , RII , or RIII , then
canonical projections pj(z) = zj (for j = 1, . . . , dim(D)) map D into D and have
Bloch semi-norm equal to cD.
(b) If D ∈ RIV , then for each pair of distinct indices r, s ∈ {1, . . . , n}, for
j = 1, 2, the functions pjr,s defined on D by p
1
r,s(z) = zr + izs and p
2
r,s(z) = zr − izs
have range contained in D and semi-norm equal to cD.
For easier reference, we shall refer to the functions in (b) as modified projec-
tion maps.
Proof. (a) The projections pj map D into D by part (a) of Lemma 4.1. Represent
the elements of D ∈ RI ∪RII ∪RIII as vectors by considering the free variables in
their matrix representation arranged rowwise. If Z ∈ D with D ∈ RI , then each
entry of Z is a free variable and thus Z = (z1,1, z1,2, . . . , z1,nz2,1, z2,2, . . . , zm,n).
If j ∈ {1, . . . ,mn}, let q and r be the unique integers such that j = nq + r with
0 ≤ q < m and 0 ≤ r < n or q = m and r = 0. Define ej to be the unit vector
whose jth coordinate is 1 and all others are 0, which corresponds to the matrix
Eq,r whose (q, r)-entry is 1 and all other entries are 0. Then
H0(ej , ej) =
(
m+ n
2
)
Trace(Eq,rE
∗
q,r) =
m+ n
2
.
Furthermore, |∇pj(0)ej | = 1 so that Qpj (0) =
√
2
m+n = cD.
If Z ∈ D with D ∈ RII , then the free variables are the entries on and above
the main diagonal. Thus, for j ∈ {1, . . . , n(n+1)/2} and the appropriate choice of
indices h and k corresponding to j, we have
H0(ej , ej) =
(
n+ 1
2
)
Trace(Eh,kE
∗
h,k) =
n+ 1
2
.
Furthermore, |∇pj(0)ej | = 1 so that Qpj (0) =
√
2
n+1 = cD.
If Z ∈ D with D ∈ RIII , then the free variables are the entries above the main
diagonal. For j ∈ {1, . . . , n(n − 1)/2} and the appropriate choice of indices h and
k corresponding to j, let Xh,k = Eh,k − Ek,h ∈ ∂D. Then
H0(ej , ej) =
(
n− 1
2
)
Trace(Xh,kX
∗
h,k) = n− 1.
Furthermore, |∇pj(0)ej | = 1 so that Qpj (0) = 1√n−1 = cD.
(b) Let D ∈ RIV . The range of the modified projection maps p1r,s and p2r,s is
contained in D by part (b) of Lemma 4.1. For j = 1, 2, let ejr,s be the vector in C
n
that has 1/2 in the r-th place, (−1)ji/2 in the s-th place, and 0 elsewhere. Thus
ejr,s ∈ ∂D and H0(ejr,s, ejr,s) = n/2. Moreover, ∇pjr,s(0) is the vector that has 1 in
the r-th place, (−1)j+1i in the s-th place, and 0 elsewhere, so |∇pjr,s(0)ejr,s| = 1
and thus Qpjr,s(0) =
√
2
n = cD, completing the proof. 
Corollary 4.1. If D = D1 × · · · × Dk is a bounded symmetric domain, with
D1, . . . , Dk Cartan classical domains, then the projection maps or the modified
projection maps for the case of a factor in RIV of D onto D have semi-norms
cD1 , . . . , cDk in this order, repeated as many times as the dimensions of the factors
D1, . . . , Dk.
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Proof. Since the Bergman metric of D1×· · ·×Dk is the direct sum of the Bergman
metrics of the individual factors, the result follows at once from Proposition 4.1. 
In Section 6, we shall prove that if D = D1×· · ·×Dk, where each Dj is a Cartan
classical domain, and Cϕ is an isometry on B, then the components ϕj = pj ◦ ϕ or
the functions ϕr + iϕs and ϕr − iϕs (which we call modified components) must
have Bloch semi-norms equal to cD1 , . . . , cDk , respectively, repeated according to
the dimension of the factors.
5. The holomorphic self maps on a bounded homogeneous domain
A bounded homogeneous domain D considered as a Riemannian manifold under
the structure induced by the Bergman metric is a length space. Therefore, given
ϕ ∈ H(D) viewed as a map between Riemannian manifolds, we may apply Property
1.8 bis of (13). We obtain the following interpretation of the Bergman constant.
Proposition 5.1. Any function ϕ ∈ H(D) is Lipschitz as a mapping from (D, ρ)
into itself and the Bergman constant Bϕ is the Lipschitz number of ϕ. That is
Bϕ = sup
z 6=w
ρ(ϕ(z), ϕ(w))
ρ(z, w)
.
Using Proposition 5.1 and the invariance of the Bergman distance under the
action of an automorphism of D, we obtain
Corollary 5.1. Let D be a bounded homogeneous domain and let ϕ ∈ H(D).
Then for all S ∈ Aut(D), Bϕ◦S = Bϕ = BS◦ϕ.
The proof of the following result is analogous to that of Theorem 3.3 where the
Euclidean distance is replaced by the Bergman distance.
Corollary 5.2. Let D be a bounded homogeneous domain. If {ϕn} is a sequence
in H(D) converging to a function ϕ ∈ H(D) uniformly on compact subsets of D,
then Bϕ ≤ lim infn→∞Bϕn .
Theorem 5.1. Let D be a bounded homogeneous domain and let ϕ ∈ H(D) be
such that ϕ(0) = 0 and suppose there exists a sequence {Sj} in Aut(D) such that
{ϕ ◦ Sj} converges locally uniformly in D to the identity. If the Bergman constant
of ϕ does not exceed 1, then Cϕ is an isometry on B.
Proof. First observe that, by Corollary 5.2 and Corollary 5.1, 1 ≤ Bϕ◦Sj = Bϕ.
Thus, from the hypothesis it follows that Bϕ = 1. If f ∈ B, then f ◦ ϕ ◦ Sn → f
locally uniformly in D, so by Theorem 3.3 and the invariance of the Bloch semi-
norm under composition of automorphisms, we obtain
βf ≤ lim inf
n→∞
βf◦ϕ◦Sn = βf◦ϕ ≤ Bϕβf = βf .
Thus, since ϕ(0) = 0, ‖f ◦ ϕ‖B = |f(0)|+ βf◦ϕ = |f(0)|+ βf = ‖f‖B. 
In (17), Kora´nyi proved the following version of the Schwarz lemma for bounded
symmetric domains.
Theorem 5.2. (17) Let D be a bounded symmetric domain of rank ℓ and let ϕ ∈
H(D). Then for all z, w ∈ D, ρ(ϕ(z), ϕ(w)) ≤ ℓ1/2ρ(z, w), where ρ is the Bergman
distance on D. The constant ℓ1/2 is the best possible.
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The rank of D is roughly the dimension of the largest polydisk that can be
embedded in the tangent space at each point of D, considered as a complex man-
ifold under the Bergman metric. In particular, if D = Dn, then ℓ = n so that
maxϕ∈H(D)Bϕ =
√
n. If D is the unit ball, ℓ = 1 so that maxϕ∈H(D)Bϕ = 1.
Thus, in the statement of Theorem 5.1 for the case D = Bn, the hypothesis on Bϕ
is unnecessary.
Theorem 5.1 allows us to obtain non-trivial examples of isometric composition
operators if D is a bounded homogeneous domain having D as a factor.
Example 5.1. Let D = D1 × D, where D1 is a bounded homogeneous domain
containing 0. Let φ ∈ H(D) be such that φ(0) = 0, βφ = 1, and suppose φ is not
a rotation. Let U ∈ Aut(D1) such that U(0) = 0. For z ∈ D1 and ζ ∈ D, define
ϕ(z, ζ) = (U(z), φ(ζ)) ∈ D. By the equivalence of (a) and (g) in Theorem 1.1,
there exists a sequence {Tj} in Aut(D) such that φ ◦ Tj(ζ) → ζ locally uniformly
in D. Then the sequence {Sj} defined by Sj(z, ζ) = (U−1(z), Tj(ζ)) is in Aut(D)
and {ϕ ◦ Sj} converges locally uniformly to the identity in D. Since the Bergman
constants of U and φ are both 1, then so is the Bergman constant of ϕ. By
Theorem 5.1, Cϕ is an isometry on B.
6. Some necessary conditions
In this section, we derive some necessary conditions for ϕ ∈ H(D) to be the sym-
bol of an isometric composition operator on the Bloch space when D is a bounded
symmetric domain in standard form with no exceptional factors. These conditions
are analogous to those found in (6) in the special case of the unit polydisk for do-
mains that do not have factors in RIV . A modification is needed when dealing with
domains that contain factors in RIV . The key tool in the proof of Theorem 6.1
below is the existence of an automorphism interchanging any prescribed point of D
with 0.
Lemma 6.1. Let D be a bounded symmetric domain in standard form. For each
a ∈ D, there exists and involution ψa ∈ Aut(D) such that ψa(a) = 0.
The proof is an immediate consequence of the results in (15), pp. 170, 301, 311.
Theorem 6.1. Let D = D1×· · ·×Dk be a bounded symmetric domain in standard
form. Let ϕ = (ϕ1, . . . , ϕn) ∈ H(D) such that Cϕ is an isometry on B. Then:
(a) The components ϕ1, . . . , ϕn are linearly independent.
(b) If D does not contain any exceptional factors, then ϕ(0) = 0.
(c) If none of the factors of D is in RIV , then the components of ϕ have semi-
norms equal to cD1 , . . . , cDk , repeated according to the dimension of each factor.
(d) If D has factors in RIV , then for each Dℓ ∈ RIV and each pair r, s of distinct
indices, with
∑ℓ−1
i=1 dim(Di) < r, s ≤
∑ℓ
i=1 dim(Di), the modified components ϕr +
iϕs, ϕr − iϕs ∈ H(D,D) and have semi-norm equal to cDℓ .
Proof. To prove (a), assume there exist k = 1, . . . , n and αj ∈ C for j 6= k such
that ϕk =
∑
j 6=k αjϕj . Then the function f defined by f(z) = zk −
∑
j 6=k αjzj is
bounded on D (and hence a Bloch function) and has nonzero Bloch norm, but f ◦ϕ
is identically zero. Thus Cϕ is not an isometry on B.
To prove (b), assume each of the factors of D is a Cartan classical domain.
Set ϕ(0) = a and write a = (a1, . . . , an), with each aj ∈ C. Fix j = 1, . . . , n. By
Lemma 6.1, we may consider ψj(z) = pj◦ψa, where pj is the projection map onto the
ISOMETRIC COMPOSITION OPERATORS 13
j-th coordinate and ψa is an automorphism of D mapping a to 0 and 0 to a. Then,
by the invariance of the semi-norm under composition of automorphisms of D and
by Corollary 4.1, if Dℓ /∈ RIV and dim(D1× · · ·×Dℓ−1) < j ≤ dim(D1× · · ·×Dℓ),
then βψj = βpj = cDℓ . On the other hand, βψj◦ϕ ≤ cDℓ . Since ‖ψj ◦ ϕ‖B = ‖ψj‖B,
and ψj(a) = 0, we deduce |aj |+cDℓ = βψj◦ϕ ≤ cDℓ . Hence aj = 0 and βψj◦ϕ = cDℓ .
Next assume Dℓ ∈ RIV and dim(D1 × · · · ×Dℓ−1) < r, s ≤ dim(D1 × · · · ×Dℓ),
with r 6= s. Define ψhr,s = phr,s ◦ψa, where phr,s (h = 1, 2) are the modified projection
maps defined in Proposition 4.1. Then βψhr,s◦ϕ ≤ cDℓ , and since ‖ψhr,s ◦ ϕ‖B =
‖ψhr,s‖B, and ψhr,s(a) = 0, by Corollary 4.1 we deduce
|ar + (−1)h+1ias|+ cDℓ = βψhr,s◦ϕ ≤ cDℓ .
Hence ar + (−1)h+1ias = 0 for h = 1, 2, which implies that ar = as = 0. Conse-
quently, ϕ(0) = 0.
Moreover, βϕj = βpj◦ϕ = βpj = cDℓ if Dℓ /∈ RIV , while βϕr+(−1)h+1iϕs =
βphr,s◦ϕ = βphr,s = cDℓ if Dℓ ∈ RIV , proving (c) and (d). 
Remark 6.1. We suspect that if D is any bounded symmetric domain in standard
form, then the condition ϕ(0) = 0 holds, but we have not been able to verify it in
the case an irreducible factor is an exceptional domain because our proof relies on
our ability to find explicit functions mapping into the unit disk that are extremal
with respect to the Bloch semi-norm and attain the semi-norm at 0 (these were
the projection maps for domains in RI , RII , and RIII , and the modified projection
maps for domains in RIV ). We have not been able to determine any functions
defined on the exceptional domains that have these properties.
Thus, we propose the following
Conjecture. Let ϕ ∈ H(D), where D = D1 × · · · ×Dk is a bounded symmetric
domain in standard form. Then Cϕ is an isometry on B if and only if ϕ(0) = 0,
Bϕ = 1, and the components or the modified components of ϕ have semi-norm
equal to cD1 , . . . , cDk , repeated according to the dimension of each factor.
7. The Spectrum of Cϕ in the Case of the Polydisk
In this section, we study the spectrum of a large class of isometric composition
operators on the Bloch space of the unit polydisk Dn. As a consequence, we obtain
a complete classification of the spectrum in the case of the unit disk.
First, we recall pertinent facts of the spectrum of bounded linear operators on
a complex Banach space. These results can all be found in a standard text of
functional analysis such as (10).
A bounded linear operator A on a complex Banach space E is invertible if and
only if it has dense range and is bounded below, that is, there exists c > 0 such that
for all x ∈ E, ||Ax|| ≥ c ||x||. By the Inverse Mapping Theorem, for invertibility it
is sufficient for A to be bijective.
The resolvent of a bounded linear operator A on a complex Banach space E is
defined as
ρ(A) = {λ ∈ C : A− λI is invertible},
where I is the identity operator. The spectrum of A is defined as σ(A) = C\ρ(A).
The approximate point spectrum, a subset of the spectrum, is defined as
σap(A) = {λ ∈ C : A− λI is not bounded below}.
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The spectrum of an operator A is a non-empty, compact subset of C contained
in the closed disk centered at the origin of radius equal to the operator norm of
A. In particular, the spectrum of an isometry is contained in D, since the operator
norm is 1. Furthermore ∂σ(A) ⊆ σap(A) (see (10), Proposition 6.7).
To prove our results on the spectrum, we need the following lemma.
Lemma 7.1. Let E be a complex Banach space and suppose T : E → E is an
isometry. If T is invertible, then σ(T ) ⊆ ∂D. If T is not invertible, then σ(T ) = D.
Proof. Suppose T is an invertible isometry on E. Then 0 6∈ σ(T ), and so the
function z 7→ z−1 is analytic in some neighborhood of σ(T ). By the Spectral
Mapping Theorem (see (10), p. 204), we have σ(f ◦ T ) = f(σ(T )), and so
σ(T−1) = σ(T )−1 = {λ−1 : λ ∈ σ(T )}.
Since T−1 exists and is an isometry, we have σ(T−1) ⊆ D. Therefore σ(T ) ⊆ ∂D.
Next, suppose T is not invertible. In order to prove that σ(T ) = D, it suffices
to show that D ⊆ σ(T ). For λ ∈ D, T − λI is bounded below by 1 − |λ|. Thus,
λ 6∈ σap(T ). We deduce that ∂σ(T ) ⊆ σap(T ) ⊆ ∂D.
Since T is not invertible, 0 ∈ σ(T ). Assume λ ∈ D ∩ ρ(T ). Note that λ 6∈ ∂σ(T )
since ∂σ(T ) = σ(T ) ∩ ρ(T ). Consider Γ = {tλ : t ∈ [0,∞)}, the radial line through
λ. Since σ(T ) is closed, there exists t ∈ [0, 1) such that tλ ∈ ∂σ(T ). This contradicts
the fact that ∂σ(T ) ⊆ ∂D. Consequently, D ∩ ρ(T ) = ∅, whence D ⊆ σ(T ). 
We use Lemma 7.1 to obtain a classification of the spectrum for a large class
of symbols of isometric composition operators for the polydisk. We first describe
the spectrum of isometric composition operators with surjective, non-automorphic
symbol.
Proposition 7.1. If ϕ is the symbol of an isometric composition operator such
that ϕ 6∈ Aut(Dn) and ϕ is onto, then σ(Cϕ) = D.
Proof. By Lemma 7.1, it suffices to show that 0 ∈ σ(Cϕ). Since Cϕ is an isometry, it
is necessarily injective. Thus, we must prove that Cϕ is not surjective. Arguing by
contradiction, suppose Cϕ is surjective. Since ϕ is onto but not an automorphism, ϕ
is not 1-1. Thus there exist distinct ζ, η ∈ Dn such that ϕ(ζ) = ϕ(η). In particular,
there exists k = 1, . . . , n such that ζk 6= ηk.
Let pk : D
n → D be the projection map onto the kth coordinate, and define
the Bloch function g(z) = pk(z) − ηk. Note that g is non-vanishing at ζ. Since
Cϕ is surjective, there exists a Bloch function f such that f ◦ ϕ = g. In partic-
ular f(ϕ(ζ)) = g(ζ) 6= 0. On the other hand, f(ϕ(ζ)) = f(ϕ(η)) = g(η) = 0, a
contradiction. Thus, Cϕ is not surjective. Therefore σ(Cϕ) = D. 
Observe that the class of symbols described in Proposition 7.1 includes those of
the form ϕ = (ϕ1, . . . , ϕn) with each ϕk dependent on a distinct single complex
variable as described in Theorem 1.1(f).
Next, we consider the isometric composition operators induced by a particular
type of automorphic symbol. Let ϕ(z) = (λ1z1, . . . , λnzn), with |λj | = 1 for j =
1, . . . , n. We define ord(λj) to be the smallest nonnegative integer k such that
λkj = 1. We have the following classification of the spectrum of Cϕ for this class of
automorphisms.
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Proposition 7.2. Let ϕ(z) = (λ1z1, . . . , λnzn) such that |λj | = 1 for j = 1, . . . , n.
Then
σ(Cϕ) =
{
∂D, if ord(λj) =∞ for some j,
G, if ord(λj) <∞ for all j,
where G is the finite cyclic group generated by λ1, . . . , λn.
Proof. The induced composition operator Cϕ is clearly invertible since ϕ
−1(z) =
(λ−11 z1, . . . , λ
−1
n zn) and C
−1
ϕ = Cϕ−1 . So, by Lemma 7.1, we have σ(Cϕ) ⊆ ∂D.
Observe that the group G generated by λ1, . . . , λn is
{λk11 · · ·λknn : k1, . . . , kn ∈ N ∪ {0}} ⊆ ∂D.
For k1, . . . , kn ∈ N ∪ {0}, the function f(z) = zk11 . . . zknn is Bloch and (f ◦ ϕ)(z) =
f(λ1z1, . . . , λnzn) = λ
k1
1 · · ·λknn f(z). Thus, f is an eigenfunction of Cϕ with eigen-
value λk11 · · ·λknn . Thus, G ⊆ σ(Cϕ).
If there exists j = 1, . . . , n such that ord(λj) = ∞, then G is a dense subset
of ∂D. Thus, ∂D = G ⊆ σ(Cϕ). and hence σ(Cϕ) = ∂D. If ord(λj) < ∞ for all
j = 1, . . . , n, then G is a finite cyclic group of order equal to the least common
multiple of the orders of λ1, . . . , λn. We wish to show that σ(Cϕ) ⊆ G. Let
µ ∈ ∂D\G. The invertibility of Cϕ − µI is equivalent to showing that for all Bloch
functions g, there exists a unique Bloch function f such that Cϕ(f)− µf = g.
If α is the order of G, then ϕα(z) := (ϕ ◦ · · · ◦ ϕ︸ ︷︷ ︸
α-times
)(z) = z for all z ∈ Dn, so
Cϕ − µI is invertible if and only if for every Bloch function g the following system
has a unique solution f in the Bloch space:
(8)
f(ϕ(z)) − µf(z) = g(z)
f(ϕ2(z)) − µf(ϕ(z)) = g(ϕ(z))
...
...
f(z) − µf(ϕα−1(z)) = g(ϕα−1(z)).
Equivalently, (8) can be posed as the matrix equation Ax = b where
A =


−µ 1 0 0 · · · 0
0 −µ 1 0 · · · 0
... 0
. . .
. . .
...
...
. . .
. . .
. . .
...
0
. . .
. . . 1
1 0 · · · · · · 0 −µ


, x =


f(z)
f(ϕ(z))
...
...
f(ϕα−2(z))
f(ϕα−1(z))


, and b =


g(z)
g(ϕ(z))
...
...
g(ϕα−2(z))
g(ϕα−1(z))


.
Direct calculation shows that det(A) = (−1)α(µα − 1) 6= 0, since µ /∈ G. Thus,
Cϕ − µI is invertible. For µ /∈ G, the unique solution f of (8) is a (finite) linear
combination of the functions g◦ϕj−1, for j = 1, . . . , α, each of which is Bloch. Thus
f is Bloch. Therefore σ(Cϕ) = G. 
We now study the spectrum in the case when ϕ is an automorphism that per-
mutes the coordinates.
Proposition 7.3. Let ϕ(z) = (zτ(1), . . . , zτ(n)), where τ ∈ Sn is decomposed into
a product of disjoint cycles c1, . . . , cℓ of order α1, . . . , αℓ, respectively.
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(a) If λ is an αj-th root of unity for some j = 1, . . . , ℓ, then λ is an eigenvalue
of Cϕ.
(b) The spectrum of Cϕ is the group of the α-th roots of unity, where α is the
order of τ .
Proof. To prove (a), assume λ is an αj-th root of unity for some j = 1, . . . , ℓ. To
prove that λ is an eigenvalue we need to show that there exists a nonzero f ∈ B
such that
(9) f(ϕ(z)) = λf(z) for all z ∈ Dn.
We are going to show that, in fact, there is a linear function f satisfying this
condition. Let f(z) =
∑n
j=1 xjzj , where the coefficients xj are to be determined.
Equation (9) is equivalent to a matrix equation Bx = 0, where x is the column
vector with coordinates x1, . . . , xn and B is a matrix with all diagonal entries −λ
and whose rows (and columns) contain an entry 1 and all other entries 0. The
matrix B can be permuted to yield the block diagonal matrix
A =


A1 O . . . O
O A2 . . . O
...
. . .
...
O O . . . An


where each matrix Ak has order αk × αk and contains all diagonal entries 1, and
each row contains (besides the entry 1) one entry −λ and all other entries 0. The
matrix Ak corresponds to the cycle ck. It is easy to see that det(Aj) = 1−λαj = 0,
so that det(A) =
∏ℓ
k=1 det(Ak) = 0. Thus B itself is singular, and so Bx = 0 has
nontrivial solutions.
To prove (b), assume µ is not an α-th root of unity. Arguing as in the proof of
Proposition 7.2, given a function g ∈ B, we form the system (8), whose coefficient
matrix has nonzero determinant. Thus, for any function g ∈ B there exists a unique
f ∈ B such that f ◦ ϕ− µf = g.
On the other hand, if µ is an α-th root of unity, then by row reduction it is easy
to see that the solvability of the system (8) reduces to the condition
g(ϕα−2(z)) + µg(ϕα−3(z)) + µ2g(ϕα−4(z)) + . . .
. . .+ µα−3g(ϕ(z)) + µα−2g(z) + µα−1g(ϕα−1(z)) ≡ 0.
By choosing g to be a polynomial of sufficiently large degree, it is possible to find
one for which identity (7) fails. Thus, µ ∈ σ(Cϕ). 
As observed in Section 2, the automorphisms of the polydisk that fix the origin
have the representation ϕ(z) = (λ1zτ(1), . . . , λnzτ(n)) where |λj | = 1 for all j ∈
{1, . . . , n}, and τ ∈ Sn. The arguments used in the proofs of Proposition 7.2 and
Proposition 7.3 carry over to this general case, where α is taken to be the least
common multiple of the orders of λ1, . . . , λn, and τ . We deduce the following
result:
Theorem 7.1. Let ϕ be the symbol of an isometric composition operator on the
Bloch space for the polydisk.
(a) If ϕ 6∈ Aut(Dn) and ϕ is onto, then σ(Cϕ) = D.
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(b) If ϕ ∈ Aut(Dn), let λ1, . . . , λn ∈ ∂D and let τ ∈ Sn be such that ϕ(z) =
(λ1zτ(1), . . . , λnzτ(n)).
(i) If at least one of the λj has infinite order, then σ(Cϕ) = ∂D.
(ii) If each λj has finite order, then σ(Cϕ) is the cyclic group Γ generated
by λ1, . . . , λn and by the m
th roots of unity, where m is the order of τ .
Furthermore, each element of the group G generated by λ1, . . . , λn is an
eigenvalue.
We are not aware of any non-onto symbols of isometric composition operators
on Dn. Thus, we propose the following
Conjecture. Let ϕ ∈ H(Dn) be the symbol of an isometric composition opera-
tor on B.
(a) If ϕ 6∈ Aut(Dn), then σ(Cϕ) = D.
(b) If ϕ ∈ Aut(Dn), so that ϕ(z) = (λ1zτ(1), . . . , λnzτ(n)) where |λj | = 1 for
j = 1, . . . , n and τ ∈ Sn, then
σ(Cϕ) =
{
∂D, if ord(λj) =∞ for some j,
Γ, if ord(λj) <∞ for all j,
where Γ is the finite cyclic group generated by λ1, . . . , λn and by the m
th
roots of unity, with m = ord(τ).
From Theorem 7.1 and Theorem 1.1, which gives a complete characterization of
the symbols of the isometric composition operators on the Bloch space of the unit
disk, we deduce a complete classification of the spectrum in the one-dimensional
case.
Theorem 7.2. Let ϕ be the symbol of an isometric composition operator on the
Bloch space of the unit disk.
(a) If ϕ is not a rotation, then σ(Cϕ) = D.
(b) If ϕ(z) = λz with |λ| = 1, then
σ(Cϕ) =
{
∂D, if ord(λ) =∞,
G, if ord(λ) <∞,
where G is the cyclic group generated by λ.
Proof. The proof is the direct application of Theorem 7.1 to the case of the unit
disk, since in this case the symbols of the isometric composition operators are onto
(see part (c) of Theorem 1.1). 
8. Open Questions
We conclude the paper with the following open questions.
(1) In the case when D is the unit disk or the unit ball, it is well known (see
(27) (Theorem 5.1.7) and (28) (Theorem 3.9)) that for any z, w ∈ D,
ρ(z, w) = sup{|f(z)− f(w)| : f ∈ B, βf ≤ 1}.
On the other hand, by the characterization of the semi-norm as a Lipschitz number,
it follows immediately that for any bounded homogeneous domain D and z, w ∈ D,
sup{|f(z)− f(w)| : f ∈ B, βf ≤ 1} ≤ ρ(z, w).
For which domains D does the opposite inequality hold?
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If D is such a domain and ϕ ∈ H(D), we obtain a sharper lower estimate of the
norm of Cϕ. Indeed, using a normal family argument, we can find f ∈ B such that
βf = 1 and ρ(ϕ(0), 0) = |f(ϕ(0))− f(0)|. Letting g(z) = f(z)− f(0), we obtain a
Bloch function g fixing 0 with norm 1 and such that ρ(ϕ(0), 0) = |g(ϕ(0))|. Thus
‖Cϕ(g)‖B ≥ |g(ϕ(0)| = ρ(ϕ(0), 0). Since as observed in Theorem 3.2, ‖Cϕ‖ ≥ 1,
we obtain ‖Cϕ‖ ≥ max{1, ρ(ϕ(0), 0)}. In the case of the unit ball this is the lower
estimate in Corollary 3.1.
At the end of Section 5, we saw that if D is a bounded homogeneous domain
havingD as a factor, then it is possible to construct non-trivial examples of symbols
of isometric composition operators.
(2) Are there any non-trivial examples of isometric composition operators on the
Bloch space for domains D which do not contain the disk as a factor? In particular,
are there any symbols of isometric composition operators on the Bloch space for
the unit ball that are not unitary transformations?
In the case of the polydisk, although there is a large class of non-trivial isometries
Cϕ on B, we haven’t been able to find any symbols ϕ such that Bϕ > 1.
(3) Are there any symbols ϕ for which Cϕ is an isometry on B and Bϕ > 1 if D
is not the unit ball?
(4) If ϕ is a holomorphic self-map of a bounded homogeneous domain D in Cn
with n > 1 and Cϕ is an isometry on the Bloch space of D, does there exist a
sequence {Sk} in Aut(D) such that {ϕ ◦ Sk} converges locally uniformly to the
identity in D?
The answer in (4) is affirmative if D = D by Theorem 1.1. The following is a
weaker form of a positive answer in question (4) for the case of the polydisk (see
Theorem 8 in (6)).
Theorem 8.1. Let ϕ ∈ H(Dn) be such that Cϕ is an isometry on B. Then there
exist sequences {T jm}m∈N (j = 1, . . . , n) of automorphisms of Dn such that {(ϕ1 ◦
T 1m, . . . , ϕn ◦ T nm)} converges uniformly on compact subsets to the identity in Dn.
In (6), the following simple example was given to show that the converse to
Theorem 8.1 is false. Let ϕ(z1, z2) = (z1, z1) for |zj | < 1, j = 1, 2. Since
the components of ϕ are equal, Cϕ is not an isometry. On the other hand,
(ϕ1(z1, z2), ϕ2(T (z1, z2))) = (z1, z2), where T (z1, z2) = (z2, z1).
In (6), the question on whether the components of the symbols ϕ of the isometric
composition operators for the polydisk ϕ ∈ H(Dn) must depend on a single distinct
complex variable was raised.
(5) Are there any other holomorphic maps ϕ which induce an isometric compo-
sition operator on the Bloch space of the polydisk besides those whose components
are defined in terms of the isometries on the Bloch space on D?
A negative answer to this question and Theorem 8.1 would yield a positive answer
to question (4) for the case of the polydisk.
(6) Are there any isometric composition operators on the Bloch space of the
polydisk whose symbols are not onto?
Definition 8.1. (11) A functional Banach space Y on a set X is called alge-
braically consistent if the only non-zero bounded linear functionals k on Y such
that k(fg) = k(f)k(g) whenever f, g, fg ∈ Y are point evaluations (i.e. functionals
of the form Kx(f) = f(x) for each f ∈ Y, where x ∈ X).
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In Theorem 1.6 of (11) it is shown that if Y is an algebraically consistent func-
tional Banach space consisting of analytic functions on a set X whose interior is
connected and dense in X and such that the elements of Y are analytic in the
interior of X and continuous on X , and if ϕ is an analytic self-map of the interior
of X such that Cϕ is bounded and invertible on Y, then ϕ is one-to-one and onto
and C−1ϕ = Cϕ−1 .
(7) Is the Bloch space of the polydisk algebraically consistent?
In the case of an affirmative answer, it would follow that if Cϕ is an isometry
on the Bloch space of the polydisk with ϕ 6∈ Aut(Dn), then Cϕ is not invertible (so
that σ(Cϕ) = D), without assuming that ϕ is onto.
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