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We demonstrate the splitting of a low-energy electron beam by means of a microwave pseudopo-
tential formed above a planar chip substrate. Beam splitting arises from smoothly transforming
the transverse guiding potential for an electron beam from a single-well harmonic confinement into
a double well, thereby generating two separated output beams with 5 mm lateral spacing. Effi-
cient beam splitting is observed for electron kinetic energies up to 3 eV, in excellent agreement
with particle tracking simulations. We discuss prospects of this novel beam splitter approach for
electron-based quantum matter-wave optics experiments.
PACS numbers: 37.10.Ty 41.85.-p, 84.40.Az
A beam splitter is the quintessential component in
many modern physics experiments. The visualization of
the quantum mechanical phase hinges on it. Its various
realizations have enabled the observation of fundamen-
tal physics phenomena such as quantum optics experi-
ments with photons [1], many-body interference exper-
iments with cold atoms in optical lattices [2], neutron
interferometry [3] and fundamental interference studies
with heavy molecules [4]. Prominent among these studies
are interference experiments with electrons, which have
enabled groundbreaking insight into, for example, the
wave-particle duality with massive particles [5–8] and the
Aharanov-Bohm effect [9].
A plethora of electron interferometry experiments [10]
was triggered by the invention of the electrostatic biprism
in 1955 [11]. It is a relatively rugged transverse beam
splitting element that also serves as a workhorse in mod-
ern commercial electron microscopes employing holo-
graphic techniques [12, 13]. In particular, interference ex-
periments with low-energy electrons have demonstrated
reduced radiation damage allowing the nondestructive
imaging of biological molecules [14].
An entirely new electron optical toolkit arises from the
manipulation of slow electrons in free space using a mi-
crowave quadrupole guide [15]. The generation of the
necessary high-frequency electric fields by means of a
planar microwave chip provides ease of scalability and
the flexibility to engineer versatile guiding potentials in
the near-field of the microwave excitation. This renders
surface-electrode structures ideally suited for the imple-
mentation of electron beam splitters or resonators with
prospects for novel quantum optics experiments with
guided electrons. Based on a similar technology, surface-
electrode ion traps have been employed to provide finely
structured potential landscapes. For example, junctions
for trapped ions have been realized [16–21], or double-
well potentials with small distances between the poten-
tial minima to couple separately trapped ions via the
Coulomb force [22, 23]. In this letter we show the con-
cept and the experimental demonstration of a new beam
splitter for guided electrons with kinetic energies in the
electron-volt range.
Oscillating electric fields allow the generation of a time-
averaged restoring force to confine the motion of charged
particles in free space [24]. The microwave guide for
electrons is based on a two-dimensional, high-frequency
quadrupole potential providing transverse confinement,
similar to a linear Paul trap [25]. The details of this
concept are summarized in the Supplemental Material.
Stable operation of the guide practically requires oscilla-
tion frequencies of the microwave drive in the gigahertz
range. The resulting tight transverse confinement is de-
scribed by a time-averaged, harmonic pseudopotential.
Moreover, electrons can be confined in the saddle point
of any inhomogeneous high frequency electric potential
φ(~r, t) = φRF (~r) cos(Ωt) with drive frequency Ω if the
potential gradient is nearly constant over the range of the
electron’s oscillation [24]. We generate such an electric
potential by means of a planar microwave chip. As a key
feature, this chip-based technology provides the unique
possibility to achieve high field gradients in the near-field
of a microstructured electrode design allowing for precise
control over the motion of the guided electrons.
For the on-chip splitting of the guided electron beam
we incorporate a junction in the guiding potential by
gradually transforming the driving electric field from a
quadrupole to a hexapole symmetry along the chip. Us-
ing hexapole electric fields a junction can be realized in
the pseudopotential [26]. Figure 1(a) illustrates elec-
tric field line plots in the transverse xz -plane at three
locations along the planar electrode structure. Addition-
ally an isopotential surface of the guiding potential at
0.25 meV is shown, with microwave drive parameters as
given below. The electric field line plots and the isopo-
tential surface plot have been obtained by simulating the
electric field that is created by the surface electrodes, the
design of which is shown in Fig. 1(b) [27]. The microwave
signal is applied to the red electrodes, whereas the ground
plane is indicated in blue. At a position of y = 12 mm
along the chip, the electric field in the transverse plane
is governed by a strong quadrupole component leading
to the creation of a saddle point guiding electrons in the
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2FIG. 1. (Color online) Electrode design of the planar beam
splitter chip and pseudopotential simulations. (a) Electric
field line plots together with an isopotential surface of the
guiding potential at 0.25 meV. (b) Numerically optimized chip
electrodes with microwave signal applied to the red electrodes.
The remaining blue area is grounded. By means of the ta-
pered central electrode the transition from a quadrupole to a
hexapole electric field symmetry is achieved, as shown in (a).
(c) Cut through the electrode plane at y = 6.5 mm show-
ing the simulated pseudopotential in the transverse plane.
The pseudopotential minimum forms at a height of 450µm
above the substrate providing harmonic confinement. (d) At
y = 17 mm the additional central electrode, with a width of
160µm, results in the formation of a double-well pseudopo-
tential with a separation of 150µm between the minima. A
fourfold magnified zoom-in is shown in the inset with a 50
times amplified color code. By increasing the width of the
center electrode the separation of the double-well minima is
gradually increased. (e) At y = 30 mm the central electrode is
260µm wide, leading to a separation of the minima of 400µm.
center, as indicated by the red cross. By changing the
width of the tapered signal electrode in the center, the
electric field above the guiding chip can be transformed
along the y-direction from a quadrupole to a hexapole
symmetry. The hexapole field component gives rise to an
additional saddle point that continuously approaches the
guiding potential minimum from the chip surface. This
is indicated in the field line plot at y = 15 mm, where two
saddle points form on the vertical z-axis. Further along
the chip, for increasing y, both saddle points merge in
the xz-plane and subsequently separate in the transverse
x-direction.
An electric field with a predominant quadrupole com-
ponent may be generated by five electrodes on a planar
chip substrate [28]. Figure 1(c) shows a cut through the
electrode structure at y = 6.5 mm together with a simu-
lation of the pseudopotential in the xz-plane. As a result
of the strong quadrupole component, a single guiding po-
tential minimum forms at a height of 450µm above the
chip surface. The simulation is performed with a mi-
crowave drive frequency Ω = 2pi · 990 MHz and a volt-
age amplitude V0 = 16 V on the signal electrodes. Fig-
ure 1(d) shows a cut through the electrode plane further
along the chip at y = 17 mm. Here it comprises seven
electrodes with a microwave signal electrode in the cen-
ter. This leads to the creation of a strong hexapole field
component giving rise to a double well in the pseudopo-
tential. By adjusting the width of the central electrode,
the separation of the double-well minima can be con-
trolled. The distance between them is 150µm in Fig. 1(d)
and 400µm in Fig. 1(e), which shows the simulated pseu-
dopotential at y = 30 mm. The barrier height between
the wells is 0.5 meV at y = 17 mm and 11.5 meV at
y = 30 mm.
We have numerically optimized the electrode layout
of the microwave chip using the Surface Pattern pack-
age [29–31]. The hexapole symmetry of the electric field
close to the intersection point results in a junction with
two incoming and two outgoing channels. By means of a
systematic variation of the shape of the chip electrodes,
we have reduced distortions in the beam splitter potential
that arise from the additional incoming channel and min-
imized its impact on the trajectories of guided electrons.
Details are given in the Supplemental Material.
The microwave signal is delivered to the signal elec-
trodes [drawn in red in Fig. 1(a)] by a coplanar wave-
guide structure on the backside of the chip (not shown),
which is interconnected to the top side by laser-machined,
plated through-holes (see the Supplemental Material for
details). The experiments are performed with Ω =
2pi · 990 MHz and an on-chip microwave power of 4.3 W,
which results in V0 ≈ 16 V [32].
A home-built thermionic electron gun [33] provides an
electron beam with kinetic energies down to 1 eV and
beam currents on the order of several ten femtoamperes.
As a result of this low electron current electron-electron
interaction effects are irrelevant. The beam is collimated
using two apertures resulting in a full opening angle of
14 mrad and a spot diameter of about 100µm at the guide
entrance. Behind the microwave chip electrons are de-
tected on a microchannel plate (MCP) electron detec-
tor [34] after traveling 10 mm in free space. Images of
the phosphor screen behind the MCP are recorded by a
CCD camera [35].
Fig. 2(a) shows the detector signal recorded for an elec-
tron kinetic energy of 1.5 eV and the microwave param-
eters given above. We observe an electron signal with
two symmetrically split up components. The distance
between the two main spots is 5 mm, whereas each spot
has an average full-width at half-maximum diameter of
0.75 mm. Additionally a faint signal of lost electrons
3FIG. 2. (Color online) Experimental (a) and simulated (b)
detector signal of the split electron beam with Ekin = 1.5 eV.
(a) Clearly two guided beams are visible containing 80% of all
detected electrons. A faint signal of lost electrons is detected
between the guided electron spots (between x = −1.5 mm and
1.5 mm). The color scale depicts the intensity of the raw CCD
image. (b) Simulated beam splitter signal based on trajectory
simulations. All signatures including the position and size of
the output beams and the electron loss are reproduced by the
simulation. The color scale corresponds to the initial lateral
displacement of the electron trajectories along x. See text for
details. The dependence of the detected electron signal on the
kinetic energy is shown for 3 eV (c) and 4 eV (d). For 4 eV
the beam splitting potential is too weak to split up the beam.
is detected between the two guided components. The
guided electrons comprise 80% of the detected signal.
Clearly, the injected electron beam is split into two col-
limated output beams.
In order to fully understand the observed features we
perform classical particle tracking simulations. We re-
lease electron trajectories from a disk with a diameter
of 100µm and propagate them numerically in the sim-
ulated electric field of the beam splitter chip. Fig. 2(b)
shows the resulting simulated electron signal, which is
in excellent agreement with the experimentally observed
output signal. The color scale illustrates the initial lat-
eral displacement of the electrons along the x -axis. Ev-
idently, electrons released closest to the symmetry axis
of the beam splitter potential [blue dots in Fig. 2(b)]
are preferentially lost. This can be understood by con-
sidering the extreme case of an electron being released
at x = 0 mm. Because of the planar symmetry of the
beam splitter potential in the x-direction, such a classi-
cal trajectory does not encounter any transverse potential
gradient and therefore no deflecting force along x. As a
result, this trajectory cannot follow the pseudopotential
minimum paths of the separating double well and is only
deflected vertically away from the substrate. For this
reason, electrons that propagate closest to the symmetry
axis may preferentially become lost from the beam split-
ter potential. Using quantum mechanical simulations we
show in the Supplemental Material that lossless, adia-
batic splitting of an electron beam can be achieved by
means of an optimized beam splitter potential.
Further, we have varied the electron kinetic energy
from 1.5 eV to 3 eV. We find that the signal of lost elec-
trons becomes larger with energy as depicted in Fig. 2(c)
as compared to Fig. 2(a). This is because with increas-
ing forward momentum of the electrons the transverse
gradient of the beam splitter potential becomes insuffi-
cient to significantly deflect the electrons in the lateral
x -direction. Accordingly, the electron trajectories cannot
follow the separating paths of the potential minimum and
are lost from the potential. As a consequence, for ener-
gies above 4 eV we observe no splitting anymore and all
electrons are detected around x = 0 mm in Fig. 2(d).
The beam diameter of 100µm, attained with the
thermionic electron gun, is not matched to the diameter
of the quantum mechanical ground state wavefunction
(on the order of 100 nm) of the transverse beam split-
ter potential. As a result, we estimate that the guided
electrons fill up the potential up to energies of 0.75 meV
in the current experiment, which is orders of magnitude
larger than the quantum ground state energy on the order
of 0.1µeV. Therefore, the experiment is well described
by classical particle tracking simulations. However, the
direct injection of electrons into low-lying motional quan-
tum states should be possible by matching the incoming
electron beam to the ground state wavefunction of the
transverse guiding potential [36].
Ultimately, the wave-optical propagation of a guided
electron is governed by discretized motional quantum
states of the transverse guiding potential. In the follow-
ing, we illustrate the properties of the microwave beam
splitter quantum mechanically and discuss prospects for
electron-based quantum optics experiments.
It is instructive to compare the microwave beam split-
ter for electrons to a typical amplitude beam splitter as
used in light optics. As detailed above, the beam splitter
potential based on a hexapole intersection features two
incoming and two outgoing channels. For simplicity we
consider a planar symmetry of the beam splitter poten-
tial around the intersection point along y, as indicated in
Fig. 3(a). We label an incoming electron that occupies
the motional ground state of the left (right) arm of the
beam splitter with the state |L〉 (|R〉). To understand
the evolution of these localized input states one needs to
consider the transverse energy eigenstates |1〉 and |2〉 at
different points along the length of the beam splitter [see
the insets of Fig. 3(a)]. While the paths are spatially well
separated by a potential barrier these are the symmetric
and antisymmetric ground states of a double-well poten-
tial, and their energy is (almost) degenerate. The local-
ized input states are a superposition |L〉 = (|1〉+ |2〉)/√2
and |R〉 = (|1〉 − |2〉)/√2 of these eigenstates.
As |L〉 and |R〉 are not energy eigenstates, electrons
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FIG. 3. (Color online) Sketch of an adiabatic microwave beam
splitter (a) in comparison to a typical amplitude beam splitter
as used in light optics (b).
will in principle tunnel between these two states. How-
ever, as long as the potential barrier is much larger than
the transverse energy of these states, both wells are sepa-
rated and the tunneling frequency is negligibly low. From
a quantum mechanical point of view, the function of the
beam splitter is to increase this frequency by bringing the
two wells closer together and eventually merging them.
In the center part of the splitter, the superposition states
|L〉 and |R〉 are then no longer spatially separated and,
hence, wave amplitude is transferred between |L〉 and
|R〉. In general an incoming state with amplitudes l in
the left and r in the right path is turned to an outgoing
state with amplitudes l′ and r′. If we describe the left
path by the state |L〉 = ( 10 ) and the right path by the
state |R〉 = ( 01 ), the effect of the beam splitter B can be
described as a multiplication of the state with a unitary
matrix:
(
l′
r′
)
= B
(
l
r
)
. If we disregard phase shifts, B is
essentially a rotation matrix whose angle depends on the
oscillation frequency ω between |L〉 and |R〉 and the time
the electron spends in the center part of the splitter.
The previous discussion assumes that the electron ini-
tially occupies the motional ground state of the trans-
verse guiding potential. As described above, this can be
achieved using a diffraction-limited electron gun in order
to match the injected electron beam to the ground state
wavefunction of the guiding potential. Interestingly, a
multi-mode interferometer using higher vibrational states
has been investigated in the context of guided atom in-
terferometry [37]. Furthermore, the above description
requires that an electron initially prepared in the quan-
tum ground state maintains its state while propagating
along the beam splitter. The current design lacks this
crucial feature of adiabaticity. Using quantum mechan-
ical simulations we have investigated the key prerequi-
sites to achieve adiabatic splitting of the ground state
mode. The details of the simulations are described in
the Supplemental Material. The amount of transverse
vibrational excitations depends critically on the geomet-
ric opening angle between the beam splitter paths as well
as the energy separation of the transverse eigenstates. As
one would expect, a smooth splitting process and, hence,
a small opening angle is beneficial. By scaling the guiding
potential transversely, we find that the half opening angle
of the current design has to be reduced from 40 mrad to
0.1 mrad. In addition, we have to increase the microwave
drive frequency to Ω = 2pi · 8 GHz to obtain beam split-
ting with 90% of the population remaining in the ground
state mode after the splitting. The eightfold higher Ω
effectively increases the curvature of the transverse po-
tential and results in an
√
8-fold larger energy level sepa-
ration of the single-well potential of ∆E ∼ 0.24µeV and,
hence, an oscillation frequency ω = ∆E/~ ∼ 2pi · 58 MHz.
Both, the small beam splitter angle and the higher Ω re-
quire a re-design of the current microwave chip.
As just introduced, beam splitters used in quantum op-
tics experiments [like in Fig. 3(b)] are usually described
by unitary matrices, which reflect the coupling between
the amplitudes of two states [38, 39]. The microwave
beam splitter demonstrated here is a promising new tech-
nology because it may become such an amplitude beam
splitter for electrons. Most current experiments on elec-
tron interference rely on the electrostatic biprism, which
is a wavefront beam splitter. The wavefront beam splitter
can be regarded as an electron optical device that gener-
ates two virtual sources by a spatial division of the beam.
In that case, interference between both output beams re-
lies on the spatial coherence of the electron source [40].
In contrast, using an amplitude splitter the phase be-
tween both output beams and their amplitudes are fully
determined by the physical properties of the beam split-
ter device. To this end, the manipulation of electrons
using the microwave beam splitter augments the already
available, rich electron optical toolkit and may herald
new quantum optics experiments with free electrons. In
particular, a novel quantum electron microscopy concept
is emerging that employs multiple amplitude splittings
of a quantum particle’s wavefunction for the noninvasive
imaging of biological samples [41, 42].
We thank J. Hoffrogge, J. McNeur, P. Kruit and the
QEM collaboration for discussions. This research is
funded by the Gordon and Betty Moore Foundation.
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MICROWAVE QUADRUPOLE GUIDE FOR
ELECRONS
For the guiding of electrons above the surface of a mi-
crowave chip we use a two-dimensional, high-frequency
electric quadrupole potential φ(~r, t) = φRF (~r) cos(Ωt),
which provides a transverse harmonic pseudopotential
to confine electrons along the guide’s axis. In order
to achieve stable confinement of electrons in the mi-
crowave guide, the frequency and the amplitude of the
time-dependent electric quadrupole potential have to be
matched to the electron’s charge-to-mass ratio Q/M and
the spatial dimensions of the electrode structure gen-
erating the potential. The requirements on the mi-
crowave drive parameters can be obtained from the
expression of a dimensionless stability parameter q =
η(Q/M)(2V0)/(Ω
2R20), where stable confinement of an
electron requires 0 < q < 0.9 [24]. Here V0 is the voltage
amplitude applied to the electrodes and R0 the height of
the saddle point of the quadrupole potential above the
chip surface, i.e. the position of the guide’s center. Be-
cause of the high charge-to-mass ratio of electrons, the
stable confinement in the quadrupole guide usually re-
quires drive frequencies in the gigahertz range. Effec-
tively, for small q, a time-averaged pseudopotential is
generated by the oscillating electric potential, which is
defined by Ψ = Q2/(4MΩ2) |∇φRF (~r)|2. The dynamics
of an electron within the pseudopotential are then gov-
erned by an oscillatory macromotion with a frequency
ω = (q/
√
8) Ω and a potential depth U = (η/u)(q/8)V0.
The constants η and u depend on the geometry of the
planar electrode design [28].
NUMERICAL OPTIMIZATION OF THE
ELECTRODE LAYOUT
We have used the Surface Pattern package [29–31] to
numerically optimize the shape of the chip electrodes.
This package is implemented in Mathematica and is capa-
ble of analytically solving the Laplace equation of an arbi-
trary two-dimensional electrode structure in the gapless
plane approximation. The optimization routine uses a
Nelder-Mead simplex algorithm, which is a built-in func-
tion in Mathematica, to minimize a scalar merit function
M by systematic variation of the position of a predeter-
mined number of points, which parametrize the shape
of the chip electrodes. For the electrode optimization
we have chosen M to minimize vertical pseudopotential
gradients ∂Ψ/∂z while maintaining a constant trap fre-
quency ωz in the vertical direction along the beam split-
ter path. A planar symmetry with respect to the x = 0
plane is requested.
Fig. 1(a) shows the numerically optimized electrode
design of the planar microwave chip. We can calcu-
late the electric field created by this electrode structure
and, hence, the pseudopotential Ψ (according to the ex-
pression given above). The microwave drive parameters
in the simulation are Ω = 2pi · 1 GHz and V0 = 16V .
In Fig. 4(a) the pseudopotential is plotted in the xy-
plane. As the height of the pseudopotential minimum
zmin varies along the chip electrodes, this plot is obtained
by calculating zmin for every point along y and then plot-
ting Ψ(x, y, zmin(y)). Similarly, the pseudopotential in
the zy-plane is plotted in Fig. 4(b) by calculating xmin(y)
and plotting Ψ(xmin(y), y, z). Because of fringing electric
fields close to the substrate edge, the potential minimum
is about 1.5 meV on the first 7 mm along the chip elec-
trodes until quadrupole fields are fully developed leading
to a field null along the guide [36]. Further along the
chip, a junction is generated in the beam splitter poten-
tial at about y = 16 mm. Here, an additional potential
minimum path converges towards the beam splitter path
from the substrate surface, as can be seen in Fig. 4(b).
TRAJECTORY SIMULATIONS
We perform classical particle tracking simulations tak-
ing into account the oscillating electric field of the op-
timized beam splitter chip. We use the Surface Pattern
package to calculate the electric field above the planar
electrode structure in the gapless plane approximation.
The classical particle trajectories are then obtained by
numerically integrating the equation of motion for an
electron in the oscillating electric field using Mathemat-
ica’s built-in NDSolve function. The simulations gather
1000 particle trajectories in total that are released at the
substrate edge y = 0 mm. More specifically, 100 rays are
homogeneously distributed on a disk with a diameter of
100µm and trajectories are released at ten different in-
stants in time with respect to the phase of the microwave
electric field. This allows us to study if the beam splitting
depends on the phase of the microwave drive.
We simulate electron trajectories with microwave drive
parameters of Ω = 2pi · 1 GHz and V0 = 16 V. Fig. 5(a)
shows a top view on the simulated electron trajectories in
the xy-plane. Clearly, the electrons perform oscillations
after injection into the guiding potential with a spatial
period of 14 mm corresponding to a trap frequency of
ω = 2pi · 50 MHz at an electron kinetic energy of 1.5 eV.
In the splitting region from y = 20 mm to y = 30 mm
the beam becomes symmetrically divided in the lateral
x-direction. The color scale illustrates the initial lateral
displacement of the electrons along the x -axis. The chip
electrodes are indicated in light blue. In Fig. 5(b) the
same trajectories are plotted in the vertical zy-plane.
As can be seen, the electrons follow the beam splitter
path γ(r) that bends down towards the substrate when
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FIG. 5. Particle tracking simulations with Ekin = 1.5 eV. (a) Simulated electron trajectories in the xy-plane. The electrons
perform a secular oscillation on the first 16 mm along the guide. At the beam splitter junction the beam becomes symmetrically
divided and two split-up, guided beams are obtained. (b), Electron trajectories in the vertical zy-plane. Only trajectories that
are released closest to the symmetry axis (blue lines) become lost in the vertical z-direction. The trajectories are simulated
with Ω = 2pi · 1 GHz and V0 = 16 V.
approaching the beam splitter junction at x ∼ 16 mm.
Electrons released closest to the symmetry axis of the
beam splitter potential [blue lines in Fig. 5(b)] are pref-
erentially lost from the beam splitter potential in the
vertical z -direction. This is described in detail in the
main text. The simulated beam splitter output signal
shown in Fig. 2(b) is obtained from the same trajectory
simulations.
To investigate the classical dynamics of guided elec-
trons within the beam splitter potential we study the de-
pendence of the beam splitting process on the initial posi-
tion of the electron source by comparing particle tracking
simulations with experimental measurements. We simu-
late electron trajectories for a centered and a displaced
electron source to study the dependence of the beam
splitting signal on misalignment of the electron source.
Fig. 6(a) shows the result of the particle tracking simu-
lations for three different locations of the electron source
along the x -direction. The simulation as well as the corre-
sponding measurements are performed with Ekin = 1 eV,
Ω = 2pi · 1 GHz and V0 = 16 V. For a centered electron
beam the trajectories (drawn in red) become symmetri-
cally separated in the region from y = 20 mm to 25 mm.
Electrons that are released at a positive (negative) x -
position end up in the output beam at positive (negative)
x -values. In contrast, for an electron source displaced
about 125µm along the positive or negative x -direction
all trajectories of the beam (drawn in green and blue)
end up in the same output port at negative or positive
x-values, respectively. The initial lateral displacement of
the trajectories sets the potential energy of the transverse
electron oscillation. For the initially displaced beam the
potential energy of the electron oscillation is larger and
electrons may cross the potential barrier in the splitting
region once more compared to the centered beam.
The same behavior is found experimentally when
the electron source is displaced in the x -direction. In
Fig. 6(c) the electron source is displaced in the nega-
tive x-direction, which results in the detection of a single
guided spot at positive x. By displacing the source in the
positive x-direction the signal in Fig. 6(d) is obtained.
When the electron gun is centered we obtain a symmet-
ric splitting, as shown in Fig. 6(b). It is thus possible to
modify the ratio of the electron count rate in both output
beams by simply displacing the electron source. Further-
more, we find experimentally that the displacement of
the electron source does not increase the signal of lost
electrons. Consequently, the measured count rate in one
single output beam for the displaced source corresponds
to the integrated count rate of both output beams for
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a centered electron gun. This is reflected in the differ-
ent color scale for Fig. 6(b) compared to Figs. 6(c),(d).
For the centered beam in Fig. 6(b) the color scale used
spans half the intensity of the color scale used for the dis-
placed beam in Fig. 6(c) and (d). If we move the electron
source even further away along the x -direction electron
losses start to increase until no beam splitter signal is
observed anymore.
MICROWAVE DESIGN OF THE BEAM
SPLITTER CHIP
The electron beam splitter is implemented on a pla-
nar microwave chip design that was manufactured by a
commercial supplier [43]. The substrate consists of a
0.76 mm thick microwave compatible Rogers RO4350B
laminate coated with a 20µm layer of gold-plated copper.
The electrodes are defined by chemical etching of 50µm
wide gaps along the electrode contours into the metal
layer. The microwave signal is delivered to the signal
electrodes on the top side of the chip [shown in Fig. 7(a)]
by a coplanar waveguide structure on the backside of
the chip [shown in Fig. 7(b)], which is interconnected by
laser-machined, plated through-holes with a diameter of
20µm.
In order to symmetrically feed all electrodes, the feed-
ing coplanar waveguide (cpw) structure on the back side
of the chip comprises a 90◦ mitered bend. By these means
the last third of the feeding cpw is aligned parallel to
the beam splitter electrodes on the top side and all elec-
trodes are fed symmetrically. Furthermore, a triangular
impedance taper was implemented in the cpw layout [44].
This is required as the geometry of the chip electrodes
typically results in a characteristic impedance of the elec-
trode structure of Z0 = 15 Ω. On the other hand, we
use a standard microwave generator with a 50-Ω-matched
output as well as 50-Ω SMA connectors to transmit the
microwave signal onto the guiding chip. In order to avoid
reflections of the microwave signal at impedance disconti-
nuities, the impedance taper has been implemented in the
feeding cpw. Figure 7(b) shows the implementation of a
triangular impedance taper from 50 Ω down to 25 Ω [44].
This taper is restricted to a minimal impedance of 25 Ω
because of the limited space on the backside of the chip.
A taper down to 15 Ω would exceed the length of the
chip.
FIG. 7. Electron beam splitter microwave substrate. (a), Top
side of the microwave substrate comprising the numerically
optimized beam splitter electrodes. (b) Back side of the chip
showing the microwave feeding line with the mitered bend and
impedance taper for improved frequency response. The inset
shows a zoom on the plated through holes with a diameter of
200µm on the backside. They transmit the signal from the
feeding line to the beam splitter electrodes.
8FIG. 8. (Color online) Optimization of the shape of the beam splitter potential. (a) Simulation of the ground state probability
density for the beam splitter potential, as experimentally realized in this work, over a length of 100µm where the splitting of
the ground state evolves. (b) Ground state probability density for the optimized beam splitter potential, which results from
the adiabaticity optimization. (c) Simulated state populations of the three lowest symmetric states for the optimized beam
splitter potential. For the optimized potential more than 90% of the population end up in the ground state. Only symmetric
states are considered as transitions occur only between states of the same parity. Details on the simulation parameters are
given in the text. (d) Simulated ground state population after the splitting process as a function of the drive frequency Ω and
the splitting angle α for Ekin = 1 eV, V0 = 75 V. Circles are discussed in the text.
OPTIMIZATION OF THE BEAM SPLITTER
POTENTIAL
To minimize vibrational excitations from the trans-
verse ground state into higher energetic motional states
during the beam splitting process we employ an opti-
mization routine that systematically modifies the shape
of the transverse beam splitter potential. The optimiza-
tion scheme is described in detail in Ref. [45]. The simula-
tions take into account the one-dimensional beam splitter
potential along the x-direction, as this is the dimension
where the splitting arises. Furthermore, only the time-
averaged pseudopotential is considered.
To find the eigenfunctions of the one-dimensional
Schro¨dinger equation in the transverse x-direction,{
− ~22m ∂
2
∂x2 + V (x)
}
ψ(x) = Eψ(x), we only look for so-
lutions in a region of length X around the center of the
guiding potential. X must be significantly larger than
the extent of the eigenfunctions of interest. We then ex-
pand the Hamilitonian in the basis of standing waves with
wavelengths of 2X/n up to a finite order n = 500. By
diagonalizing the resulting matrix using built-in Matlab
functions, we obtain a good approximation of the eigen-
functions and eigenenergies of the Hamiltonian for orders
 n. This numerical procedure is described in detail in
Ref. [46].
Figure 8(a) shows the simulated ground state prob-
ability density over a length L = 100µm along the y-
direction where the splitting of the quantum ground state
arises. In the adiabatic limit an electron wave packet, ini-
tially prepared in the ground state, continuously adapts
its wavefunction to the ground state probability density
when propagating along the beam splitter potential. If
adiabaticity of the splitting process cannot be assured
non-adiabatic propagation of the electron wave packet
within the splitting potential manifests itself by conver-
sion of longitudinal momentum into the transverse de-
gree of freedom, thereby exciting the electron wave into
a higher energy state of the transverse confining poten-
tial.
These transverse vibrational excitations depend criti-
cally on the precise shape of the beam splitter potential.
To find its optimum shape we follow an optimization rou-
tine that was initially developed to achieve fast and adia-
batic splitting of cold atomic clouds in an atom chip mag-
netic trap [47]. The optimization routine parametrizes
the beam splitter potential along the longitudinal ex-
tension, effectively deforming the potential along y by
stretching it locally. As a result, a beam splitter poten-
tial is obtained that increases the adiabaticity of the wave
propagation and reduces vibrational excitations from the
9ground state into excited states. Fig. 8(b) shows the sim-
ulated quantum ground state probability density for the
improved beam splitter potential obtained from the op-
timization. As expected, a smooth transition into the
split-up paths by means of a small splitting angle α is
required and obtained from the optimization. Here α is
defined as the ratio between the transverse extension T ,
defined as half the separation length at the output, and
the length L of the beam splitter.
We study vibrational excitations that arise during the
beam splitting process by calculating the state popula-
tion |ci(t)|2 for the ten lowest symmetric quantum states
by solving the time-dependent Schro¨dinger equation (see
equation (9) in Ref. [47]). Only symmetric states are
considered, as transitions occur only between states of
the same parity due to the planar symmetry of the split-
ting potential. We assume that initially only the ground
state is populated. The solid lines in Fig. 8(c) show the
temporal evolution of the state populations (i=0, 2, 4) for
Ekin = 1 eV along the optimized beam splitter poten-
tial. We find that with 90% probability an electron wave
packet remains in the ground state after the splitting pro-
cess, even though during splitting the excited state popu-
lation may transiently reach values up to 26%. The sim-
ulation is performed with Ω = 2pi · 8 GHz [48, 49]. This
corresponds to an eightfold increased trap frequency ω
with respect to the measurements presented in this paper
(ω ∝ Ω for constant q). A constant stability parameter
q = 0.15 is assured by increasing the voltage amplitude to
V0 = 75 V and scaling the beam splitter potential in the
transverse dimension by a factor 3.7, which results in a
relative reduction of the trap height R′0 = R0/3.7, which
is then on the order of 100µm. Furthermore, the section
of the beam splitter potential that underlies the probabil-
ity density simulation in Fig. 8(c) is scaled longitudinally
to a length L = 40 mm. The scaling of the beam splitter
potential results in a splitting angle α = 0.1 mrad and
a smaller beam separation of ∼ 8µm at the end of the
beam splitter chip as compared to a separation of 2 mm
in the experiments described in the main text. A discus-
sion on the technical realization of these parameters is
beyond the scope of this letter.
It is instructive to specify how excitations from the
ground state scale with Ω (and hence ω) and α. Fig-
ure 8(d) shows the ground state population probability
|c0|2 after the splitting for varying Ω and α. Clearly, exci-
tations are reduced for small splitting angles α and large
Ω. For α = 0.05 mrad and Ω = 2pi · 10 GHz we find that
more than 95% of the ground state population remains in
its state during the entire beam splitting process giving
rise to a nearly adiabatic trajectory.
MATRIX REPRESENTATION OF THE
MICROWAVE BEAM SPLITTER
In order to investigate the quantum dynamics of an
electron wave in the microwave beam splitter for elec-
trons and to compare it to a typical 50/50-beam split-
ter as used in light optics, we have carried out a one-
dimensional wave packet simulation in Matlab using the
split step method [50, 51]. As described in the main
text of the manuscript, we extend the optimized beam
splitter potential discussed above to an X-shaped one
with two input and two output ports. This could be
done by using two splitters in sequence or by placing an
electron mirror at the single port of the Y-shaped split-
ter. In these simulations we numerically solve the time-
dependent Schro¨dinger equation taking into account the
optimized beam splitter potential and assuming a free
particle with Ekin = 1 eV along the y-direction.
Figure 9(a) shows the action of the beam splitter
when an electron wave is injected into the ground state
of the lower input port, labeled as |R〉 in the main
text. The simulation parameters are α = 0.08 mrad,
Ω = 2pi · 10 GHz and V0 = 75 V. This localized input state
corresponds to a superposition |R〉 = (|1〉 − |2〉)/√2 of
the energy eigenstates of the beam splitter potential. As
a result, the electron wave performs an oscillation in the
central region from y = 30 mm to y = 50 mm, where the
potential is given by a single well. By tuning the length
of the beam splitter in this center part the splitting ra-
tio can be adjusted. Here, the intensity ratio between
|L〉 and |R〉 in the output of the beam splitter can be
50%. Vibrational excitations into higher energetic states
manifest themselves as small distortions of the electron
wave in both output arms. In contrast, in Fig. 9(b),
for a balanced input in |L〉 and |R〉, interference results
in a dark and a bright port at the output of the beam
splitter. The small deviation from an ideal dark port, as
visible by the almost negligible intensity in |L〉, results
from higher energetic states that become excited during
the splitting process. The phase of the wave amplitude in
input state |L〉 is shifted by pi/2 with respect to the wave
amplitude in |R〉 in order to obtain the desired splitting
ratio. As described in the main text, the effect of an
amplitude beam splitter can be described as a multipli-
cation of the input states |L〉 = ( 10 ) and |R〉 = ( 01 ) with
a unitary matrix
(
l′
r′
)
= B
(
l
r
)
. Fig. 9(c) shows the beam
splitter output intensities, where blue corresponds to l′2
and red to r′2, as a function of the input intensity ratio.
The filled circles correspond to the simulation parameters
given above and also used in Fig. 9(a),(b). Here, vibra-
tional excitations can be almost neglected [see marker 1○
in Fig. 8(c)]. The simulated output intensities perfectly
match the analytically calculated output intensities, as
given by the matrix B =
( cos(θ) −sin(θ)
sin(θ) cos(θ)
)
with θ = pi/4,
which fully describes the action of the beam splitter. The
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FIG. 9. (Color online) Quantum matter-wave simulations of a 50/50- microwave beam splitter. (a) Injection of the electron
wave into the ground state of the input port |R〉 results in a balanced output with equal intensities in |R〉 and |L〉. (b) For a
balanced input state interference gives rise to a bright port (|R〉) and a dark port (|L〉). (c) Simulated output intensities as a
function of the beam splitter input. The red markers correspond to the output intensity r′2 in state |R〉 and the blue markers
to the intensities l′2 in state |L〉. The marker symbols represent different simulation parameters α and Ω, as described in the
text.
solid lines in Fig. 9(c) correspond to the analytically cal-
culated output intensities obtained from a matrix mul-
tiplication with B. The open circles in Fig. 9(c) corre-
spond to different simulation parameters α = 0.13 mrad
and Ω = 2pi · 7 GHz. As can be seen, for these simulation
parameters the shape of the output intensities turns into
an ellipse and not all splitting ratios can be realized any
more. This can be explained by vibrational excitations
allowing only 72% percent of the population to remain
in the ground state [see marker 2○ in Fig. 8(c)]. As a re-
sult, the excitation of higher energetic states reduces the
contrast in the achievable splitting ratios and causes a de-
viation from the matrix representation described above.
This effect becomes even more apparent in the simula-
tion result with α = 0.15 mrad and Ω = 2pi · 5 GHz [see
marker 3○ in Fig. 8(c)], which is indicated by the dia-
monds forming an even more elongated ellipse.
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