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A B S T R A C T 
Low cost RGB-D cameras such as the Microsoft's Kinect or the Asus's Xtion Pro are completely changing 
the computer vision world, as they are being successfully used in several applications and research areas. 
Depth data are particularly attractive and suitable for applications based on moving objects detection 
through foreground/background segmentation approaches; the RGB-D applications proposed in litera-
ture employ, in general, state of the art foreground/background segmentation techniques based on the 
depth information without taking into account the color information. The novel approach that we pro-
pose is based on a combination of classifiers that allows improving background subtraction accuracy with 
respect to state of the art algorithms by jointly considering color and depth data. In particular, the com-
bination of classifiers is based on a weighted average that allows to adaptively modifying the support of 
each classifier in the ensemble by considering foreground detections in the previous frames and the 
depth and color edges. In this way, it is possible to reduce false detections due to critical issues that 
can not be tackled by the individual classifiers such as: shadows and illumination changes, color and 
depth camouflage, moved background objects and noisy depth measurements. Moreover, we propose, 
for the best of the author's knowledge, the first publicly available RGB-D benchmark dataset with 
hand-labeled ground truth of several challenging scenarios to test background/foreground segmentation 
algorithms. 
1. Introduction 
The availability in the market of RGB-D cameras with high per-
formance and a low-price has completely changed the world of 
computer vision research and applications. Devices such as the 
Microsoft's Kinect or the Asus's Xtion Pro, that cost less than 200 
dollars, can provide real time (RÍ30 frames per second) depth and 
color information with good resolution (VGA format); this attrac-
tive trade-off between cost and performance is not achievable by 
any other kind of depth cameras in the market, such as stereo or 
time of flight cameras. Due to these features, RGB-D cameras have 
been rapidly employed in several command-less applications such 
as gaming [1] and human computer interface platforms [2]. More-
over, they have been employed in other computer vision research 
areas such as human body tracking for elderly activity monitoring 
[3] and 3D object recognition [4]. Many of these applications, such 
as gaming or human computer interaction systems, rely on the effi-
ciency of the underlying foreground/background segmentation 
algorithms where the moving objects are separated from the static 
environment to be further processed and analyzed. 
Dense depth data provided by RGB-D cameras is very attractive 
for foreground/background segmentation in indoor environments 
(due to the range camera limitations) since it does not suffer from 
the challenging issues that affect color based algorithms: light 
switches or local gradual changes of illumination, shadows cast 
by the foreground objects such as in the scene presented in 
Fig. 9, and color camouflage due to similar color of foreground 
and background regions as in the case of the white moving object 
shown in Fig. 11. Moreover, depth information is very useful to de-
tect and reduce the effect of moved background object (see figures 
in Section 4.6). For a complete review about background/fore-
ground algorithms see [5-7]. 
However, the sole use of depth data presents several problems 
that bound the efficiency of such systems: depth-based segmenta-
tion fails in case of depth-camouflage that appears when fore-
ground objects (or part of them) move towards the modeled 
background; an example of depth camouflage is reported in 
Fig. 13. Objects silhouettes are heavily affected by the high level 
of depth-data noise at object boundaries as shown in [8,9]. More-
over, depth measurements are not always available for all the 
image's pixels, see [8], due to multiple reflections, scattering in 
particular surfaces or occlusions. Finally, as shown in [10] the mea-
surements' noise depends on the real-measured distance (with a 
quadratic law); this aspect has to be included in the background 
modeling strategy in order to reduce the detection error due to dif-
ferent levels of noise. 
For these reasons, efficient strategies to combine the comple-
mentary color and depth features are required to obtain more 
accurate and reliable foreground/background segmentations, thus 
reducing the impact of the previously mentioned errors. Although 
foreground/background segmentation is a mature and advanced 
topic in computer vision, there is still a lack of testing and investi-
gation for those systems that provide registered color and depth 
data; for example, in recent review articles such as [5,6] very few 
works that use depth data - obtained with stereo systems - are 
mentioned. Moreover, the introduction of the dense depth infor-
mation poses new challenges in the design and selection of fore-
ground/background segmentation algorithms such as: the 
efficient integration of the depth and color features, their joint 
incorporation into well known foreground/background segmenta-
tion frameworks, to handle depth camouflage and depth-measure-
ments noise, and the generation of new public databases 
containing RGB-D sequences for objective testing and comparison 
of proposed algorithms. 
In this paper, we present an efficient foreground/background 
segmentation strategy based on the combination of two per-pixel 
statistical classifiers: one classifier based on the depth feature 
and the other one based on the color features. Their combination 
is based on a weighted average that allows to adaptively modify 
the importance of each classifier in the ensemble by considering 
past foreground detections and the detected edges in color and 
depth images. In this way, it is possible to reduce false detections 
due to critical issues that can not be tackled by the individual clas-
sifiers such as: shadows and illumination changes, color camou-
flage, moved background object, depth camouflage and noisy 
depth measurements. Another important contribution of this work 
is the generation of a new RGB-D dataset (acquired with Microsoft 
Kinect) with a hand-labeled ground truth for testing the perfor-
mance of foreground/background segmentation algorithms. The 
proposed dataset is composed by five sequences of indoor environ-
ments, obtained with a static device that registers different 
demanding situations such as cast shadows, color and depth cam-
ouflage and moved background object. Moreover the dataset con-
tains a stereo sequence presented in [11] for which we provide 
the ground truth. The benchmark database has been used to test 
the proposed strategy and state of the art algorithms. Results dem-
onstrate that the proposed strategy guarantees more accurate and 
compact foreground/background segmentations. 
The rest of the paper is structured as follows: in Section 2 a re-
view of the most popular pixel-wise background subtraction ap-
proaches is given with particular attention to those based on 
depth; in Section 3 the proposed combination of classifiers strategy 
is presented; experimental results are introduced in Section 4 and 
in Section 5 the conclusions are drawn. 
2. Pixel-wise foreground/background segmentation 
Foreground/background segmentation is a computer vision task 
that aims at identifying moving objects (foreground Fg) in the 
scene and separate them from the static environment (background 
Bg). Generally applied to video data acquired by a static camera, in 
both indoor and outdoor scenarios, FgjBg segmentation is a low le-
vel fundamental task in many computer vision applications such 
as: video and traffic surveillance, sport games monitoring, en-
hanced video conference systems etc. Also known as background 
modeling or background subtraction, FgjBg segmentation is gener-
ally based on a background model, built by processing a bootstrap 
sequence, that is iteratively updated; the regions that deviate 
significantly from the model are identified as part of the fore-
ground Fg. 
Although many different algorithms have been presented in lit-
erature, FgjBg segmentation is still an open problem. Major chal-
lenges of this task are (see [5] for more details): stopping 
foreground objects, multimodal background, and bootstrapping. 
In addition, also the following issues have to be considered: color 
camouflage due to similar color distributions of the moving fore-
ground and the background (this generally leads to incomplete de-
tected moving object areas); gradual illumination changes causing 
modification of the Bg regions that can be erroneously detected 
as Fg; a light switch, that is a global or a local sudden change of 
luminosity; shadows projected by the moving objects in the scene. 
Finally, the problem of moved background objects occurs when a 
background object is moved and the new empty space is wrongly 
detected as foreground. 
Among the several background/foreground segmentation algo-
rithms proposed in the literature, the pixel-wise oriented ap-
proaches have become the most popular ones. In these 
approaches each pixel is modeled independently and local spatial 
relationships are added to the model in post processing stages. 
The most attractive features of these algorithms are their low com-
putational requirements and easy portability to parallel architec-
tures, and the possibility to locally adapt to each pixel the 
algorithm response. For a complete review of background model-
ing and FgjBg segmentation algorithms see [5-7]. 
Pixel-wise strategies are generally divided into parametric and 
non-parametric approaches. In the first case, for each pixel a prede-
fined background model is assumed and its parameters are esti-
mated. Non parametric techniques do not assume any fixed 
model and aims at estimating the background model distribution 
from the acquired pixels. 
One of the first parametric background models, proposed in 
[12], is based on a single Gaussian distribution where the com-
puted mean value is used as background model. Despite their 
low complexity, unimodal approaches only work well in controlled 
environments where the absence of multimodal backgrounds is 
guaranteed. 
Multi-modal background algorithms are proposed to cope with 
more complex scenes containing quasi static backgrounds (e.g. 
waving trees). One of the most popular strategies is the Mixture 
of Gaussian (MoG) approach presented in [13], where each pixel 
is modeled as a Mixture of Gaussian distribution. The parameters 
of the distributions (mean fi, standard deviation a and weight w) 
are learned and iteratively updated through an online version of 
the Expectation Maximization algorithm. A variation of the MoG 
algorithm has been presented in [14], where the recursive equa-
tions used to update the parameters of the model are modified to 
simultaneously select the appropriate number of components em-
ployed for each pixel. 
A non-parametric approach is presented in [15], where the 
probability density function of each pixel is estimated online with 
a kernel density estimator (KDE). This method allows handling 
complex pixel density distributions that cannot be managed with 
parametric approaches. However, the main drawback of this type 
of algorithms is that they require a huge amount of memory to 
store a sufficient number of samples to accurately estimate the dis-
tributions, and are computationally demanding. 
Vibe [16], is another interesting non parametric approach in 
which the pixel model is based on a set of background samples 
(including past and neighbor pixels), instead of being based on 
an explicit pixel background distribution model. Each incoming 
pixel is compared with the closest sample in the background set 
and those that match the background are then included in the 
set. Background pixels are randomly substituted by new ones inde-
pendently of the insertion time. 
Neural Network models are also proposed to detect foreground 
objects. In [17] for each pixel a Self Organizing Map (SOM) network 
is used for the segmentation: the network weights are initialized 
with the first frame of the sequence, and each incoming pixel is 
processed by the neurons of the network; if no match is found 
(large distance from the neurons) the pixel is labeled as a fore-
ground pixel, otherwise the SOM is updated with a winner takes 
all strategy. Neural network approaches do not make any assump-
tion about pixel distributions. 
2.1. Foreground/background segmentation with depth data 
One of the first proposals based on both color and depth data is 
presented in [18]; it is an adaptation of the MoG algorithm to color 
and depth data obtained with a stereo device. Each background 
pixel is modeled as a mixture of four dimensional Gaussian distri-
butions: three components are the color data (YUV space in this 
case) and the fourth one is the depth data, D. Color and depth fea-
tures are considered independent and the same updating strategy 
of the original MoG algorithm is used to update the distribution 
parameters. The authors propose a strategy where for reliable 
depth data, depth-based decisions bias the color-based ones: in 
case that a reliable distribution match is found in the depth com-
ponent, the color-based matching criterion is relaxed thus reduc-
ing the color camouflage errors. On the contrary, in case that the 
stereo matching algorithm is not reliable, the color-based match-
ing criterion is set to be harder to avoid problems such as shadows 
or local illumination changes. 
MoG is also proposed in [19], where depth and infrared data are 
combined to detect foreground objects. Two independent back-
ground models are built and each pixel is classified as background 
or foreground only if the two models matching conditions agree. 
Performance of this approach is limited since a failure of one of 
the models affects the final pixel classification. 
In [20], a multi-camera system combines color data and depth 
data, obtained with a low resolution ToF camera, for video segmen-
tation. The Vibe algorithm [16] is applied independently to the col-
or and the depth data: the obtained foreground masks are then 
combined with logical operations and then post processed with 
morphological operations. 
The depth data provided by a ToF camera is used to generate 
3DTV contents in [21]. The MoG algorithm is applied on the depth 
data to obtain foreground regions that are then excluded to the 
median filtering stage used to improve background depth map 
accuracy. The foreground objects (usually humans) can be eventu-
ally included in virtual scenarios. 
As it can be seen, for the best of authors' knowledge, so far very 
few works have been devoted to the analysis and development of 
RGB-D foreground/background modeling techniques. In fact, as 
they have been mostly developed for stereo-based or ToF technol-
ogies, they do not consider the noise characteristics of the depth 
data provided by low-cost RGB-D cameras. Moreover, the few 
examples based on Kinect devices, such as [3], only use depth 
information to extract the foreground silhouettes, thus providing 
very limited results affected by the depth-data noise particularities 
previously described in the introduction. Therefore, new solutions 
are required to efficiently integrate color and depth data to im-
prove the performance of the foreground/background 
segmentation. 
3. RGB-D data segmentation with combination of classifiers 
Color and depth features present different problems that can af-
fect the performance of foreground/background segmentation 
algorithms; in particular color features are not robust to modifica-
tion of illumination conditions and shadows cast by the moving 
objects. Furthermore, similar colors between background and fore-
ground lead to the well known problem of color camouflage. More-
over, depth data (provided by RGB-D cameras) presents other 
challenging issues: pixels for which no depth measurements are 
provided (pixels nmd), noisy and irregular object boundaries and 
distance dependent measurement noise. 
The simple binary combination of the resulting foreground 
masks obtained by using two independent color based and depth 
based segmentation algorithms, that is often proposed in litera-
ture, produces poor results since individual segmentation errors af-
fect the final segmentation result. 
In this paper, we propose a novel FgjBg segmentation strategy 
that is based on a combination of two per-pixel statistical classifi-
ers; the scheme of the proposed combination of classifier is shown 
in Fig. 1. Color classifier CLC is based on the color features C, the 
depth classifier CLD is based on the depth feature D. The combina-
tion of the two classifiers' output, respectively dc and dD, is ob-
tained through a weighted average combiner. For each pixel the 
support of each classifier to the final classification (L(t)) is obtained 
by considering the global edge-closeness probability Peg and the 
classification labels obtained in the previous frame L ( t - l ) . CLC 
will be more important in the final ensemble decision near object 
borders, thus reducing the problem of noisy depth measurements 
at object boundaries. On the contrary, the CLD will have a greater 
influence on the final ensemble decision for those pixels located 
in low gradient areas of the depth map; thus guaranteeing compact 
detection and reducing the influence of shadows and illumination 
changes. The Fg regions detected in the previous frames are used to 
check the reliability of the depth data: the lower is the distance be-
tween Fg and Bg depth values, the higher is the influence of the col-
or classifier in the ensemble decision. In this way, it is reduce the 
effect of depth camouflage since detected foreground objects that 
move towards the background can be still segmented thanks to 
the support of CLC. L ( t - l ) information is also used to detect 
moved background objects as it will be explained in Section 3.4. 
It has to be highlighted that the depth based classifier has to be de-
signed in order to reduce the distance-dependent noise, as shown 
in detail in Section 3.3.1. 
Furthermore, thanks to the analysis of the color and depth 
edges and that of the evolution of previous detections, the pro-
posed combination of classifiers allows to include in the segmenta-
tion process also the spatial pixel relationship that is not 
considered by the individual classifiers. 
3.1. Combining color and depth based classifiers 
Classifiers combination is a successful pattern recognition ap-
proach to solve particularly complex problems: instead of training 
and building a monolithic complex classifier that processes differ-
ent features, the problem is decomposed into more simple and lo-
cal problems that are tackled by weak classifiers. This research area 
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Fig. 1. Scheme of the proposed combination of classifiers. Clc classifier based on 
color features C, CLD classifier based on the depth data D. Output of the classifiers 
dc and dD, global edge-closeness probability P'g. Classification Labels obtained by the 
Combiner at time r - 1 and t: L(t - 1) and L(r). 
has been extensively treated in the literature, for a complete re-
view see [22] and [23, Ch. 9]. 
Before describing the proposed method, we want to remark 
some aspects of the problem at hand that justify and support our 
choices and formulation. The problem of background/foreground 
segmentation can be viewed as a binary classification problem in 
which a foreground label I/g or a background label Lbg has to be as-
signed to each pixel. In particular, the feature set is composed by 
the color and depth data that can be considered uncorrelated. As 
previously mentioned, these features are, individually, well suited 
for this task, both showing different - but to some extent comple-
mentary - advantages and drawbacks. Hence, the main challenge 
is to find an efficient solution to combine these features in order 
to build an accurate system for foreground and background 
segmentation. 
The proposed method is based on the use of two per-pixel weak 
statistical classifiers CLD and CLC built independently on the two 
different feature sets: depth data D and color data C. Each classifier 
CI, produces a vector d, = [dy,g,d¡jg] in which the value d¡¡ is the 
support for the hypothesis that the measured data x (C and D value 
of a pixel) belongs to the background class mhg and to the fore-
ground class c%. In fact, we are considering classifiers that produce 
a continuous output such as MoG or KDE introduced in Section 2 (a 
detailed description of the selected classifiers is given in Sec-
tion 3.3). As far as the color classifier is concerned, the symbol C 
can be interpreted without loss of generality as a set of three fea-
tures containing the color information such as the RGB space or any 
other color space as for example YCbCr, HS¡, etc., or as a single fea-
ture containing the luminance data Y; as will be presented in Sec-
tion 4 the proposed CLC is based on the features space YCbCr. 
Let us consider the pixel s at position (x,y), and the correspond-
ing measured data xs = [D, C], Q the set of c classes {c«i,..., mc} 
and CL the set of / classifiers {CL-¡,..., CL¡}. Each classifier CL¡ gives 
as output a support d¡¡ for all the c classes. The support d¡¡ can be 
considered as an estimation (obtained with the ¿th classifier) of 
the posterior probability that xs belongs to the jth class. The deci-
sion profile DP [22] for xs is: 
Mj(xs)=f(d1 (2) 
DP(xs) = 
•di.i 
4,i 
4,i 
du 4,c 
4,c 
4c 
(i) 
where the ¡th row represents the output of the classifier CL¡, and the 
jth column represents the overall support Ai,(xs) of the classifiers to 
the class co¡. The decision profile DP(Xs) can be used to find the over-
all support M(xs) for all the classes; the label is assigned to the class 
with the greatest M,(xs). 
Two different combination techniques of the data contained in 
DP(xs) can be considered: class conscious approaches, in which each 
column is processed independently without combining the JW,(xs) 
of different classes together; on the contrary, in class indifferent ap-
proaches the obtained JW,(xs) are used to generate new features 
processed by another classifier that completes the final classifica-
tion task. Class conscious combiners are non trainable combiners 
since the overall supports JW,(xs) are obtained with arithmetic 
operations; hence, the computational and memory cost of the clas-
sifiers' combination is kept low. On the contrary, class indifferent 
combiners are more complex since they add new parameters in 
the classification system that have to be tuned and initialized after 
an additional training phase. For these reasons, in our approach we 
select a class conscious combiner to reduce its complexity and com-
putational requirements. In these combiners the overall support 
for the class co¡ is obtained with a combination function/(•): 
The class label assigned to xs corresponds to the class with the max-
imum value of Mj(xs). Common choice for the function/(») are: sim-
ple average, maximum, median, etc.; for a complete review see [22, 
Ch. 5]. These approaches have been successfully used in many pat-
tern recognition problems and also in computer vision for back-
ground subtraction problems, such as in [24] where the simple 
average has been used to fuse 13 classifiers based on 13 different 
visual cues such as color, gradient and Haar features. However, 
the use of simple combination functions, such as average, assigns 
to all the features the same support to the final ensemble decision. 
This aspect is not suitable for our problem, since it does not allow to 
exploit the different information that derives from the feature sets 
D and C in different regions of the image or in particular conditions. 
For these reasons, we select a more complex combination of the 
classifier supports d¡¡ that allows to adapt efficiently the contribu-
tion of each classifier to the final classification: we propose to 
use a weighted average combiner with / weights such that JW,(xs) 
is estimated as: 
Mj(Xs) = ^W¡(Xs)dy (3) 
As previously anticipated, the weight W¡ is chosen as a function of 
the input xs in order to increase the support of the most reliable 
classifier. 
3.2. Classifiers' weights selection 
The proposed weights selection strategy is a cascade of three 
steps that allows to properly calculating the classifiers weights 
according to the depth and color data. The scheme of the weights 
selection strategy for a pixel at position s is presented in Fig. 2. 
In the first step, it is checked if xs is a nmd pixel. For all the nmd pix-
els, the weights of the classifiers are set such that WD(xs) = 0 and 
Wc(xs) = 1. It is clear that in the case that either the depth mea-
surement or the depth-based background model is not available, 
only CLC is taken into account for the final pixel classification. 
For all those pixels that do not belong to the nmd set, the second 
and the third steps are necessary to calculate the classifiers' weights. 
The aim of the second phase is to assign the weights for those pixels 
that belong to depth-image regions that contain edges, thus limiting 
the effect of noisy depth values at object boundaries. In particular, the 
depth (D) and color data (I) are analyzed and the global edge-
closeness probability PeJxs) is estimated (see Section 3.2.1 for more 
details). For those pixels that likely belong to an edge region, such 
that Pg(xs) is greater than a threshold Wlow, the weights are assigned 
as Wc(xs) = Pg(*s) and WD(xs) = 1 - Wc(xs). 
For the remaining pixels, i.e. these that do not belong to edge-
regions (Pg(xs) < Wiow), weights are assigned to reduce the effect 
of depth camouflage (see for more details Section 3.2.2). The previ-
ous classification label for pixel s is considered: if L(xs, t - 1) = mbg 
the weights calculated in the second phase are used; otherwise if 
Fig. 2. Weights selection process. 
L(xs, t - 1) = cofg the corresponding model Dm is taken into account 
and the weights are assigned by using the sigmoid function pre-
sented in Eq. 5. 
3.2A. Edge regions weights 
For each pixel, W¡(xs) are selected as a function of its edge-
closeness probability in the depth and color images; the idea is 
to give a higher weight to the color based classifier CLC for those 
pixels that belong to edge regions of the depth map and are close 
to edges in the color domain. 
Let us consider the pixel s at the position (x,y) in the image; 
PeD(xs) and Pc(xs) are respectively the edge-closeness probability 
estimated for s in the depth and color image plane; the global 
edge-closeness probability is obtained as the product of the two 
probabilities Pc(xs) = PQ(XS) *PC(XS). The obtained global edge-
closeness probability map P^ identifies the regions in which edges 
in the depth domain are supported by corresponding edges in the 
color domain; in these regions, color features are more reliable 
for the classification than the depth feature, hence, a higher weight 
has to be assigned to CLC to increase the detection accuracy. At the 
same time, the product between the two edge-closeness probabil-
ity functions allows to exclude those regions that do not contain a 
significant edge in the color domain. In this case the color of the re-
gion around the detected depth-border is homogeneous, CLC could 
be affected by the color camouflage problem and, hence, it could 
wrongly classify all pixels as belonging to the background. There-
fore in this case, the weight assigned to CLC is lower than that of 
CLD. In conclusion, for each processed frame, P^ is calculated as 
presented above and W,(xs) are assigned as follows: 
Wc(xs)=P^(xs) 
WD(xs) = l -P^(x s ) [> 
The values of the weights are limited to a minimum and a maxi-
mum value Wmin and Wmm; in this way it is guaranteed that all 
the classifiers' support are included in the final classification stage 
(see Eq. 3). The complete exclusion of a classifier from the final clas-
sification (i.e. in the case of P^(xs) = 1) can lead to wrong labeled 
pixels. In our implementation, these values are Wmin = 0.1 and 
Wmax = 0.9. It is worth noting that, to improve the compactness of 
the detection, the weights of the pixel corresponding to the interior 
of the objects detected by CLD are set to Wmin = 0.1. 
An example of the proposed weights selection strategy in the 
edge regions is shown in Fig. 3. The color at the lower parts of 
the moving object (see Fig. 3(a)) is very similar to the background, 
thus generating a very low P£ (Fig. 3(c)). On the contrary in the 
depth data (Fig. 3(b)) a clear discontinuity is present between 
the moving object and the background, thus obtaining the Pjj val-
ues shown in Fig. 3(d). The final values of P^ are reported in 
Fig. 3(e): a low probability is assigned to the pixels in the lower 
part of the object since there are no color-edges there. In 
Fig. 3(h) the final foreground mask is reported: the object silhou-
ette has been strongly refined with respect to the one generated 
by CLD (Fig. 3(g)) in the regions where P^ is high (more influence 
for CLC in the final classification). On the contrary, far from the edge 
regions, higher weights for CLD guarantee a more compact fore-
ground reducing the problem of color camouflage that affects CLC 
in lower parts of the object (Fig. 3(f)). It is worth noting that the 
use of PeG is fundamental for an accurate detection, in fact, by using 
only PeD to assign the classifier's weights the edges of areas misclas-
sified by CLC (due to color camouflage) will be completely dis-
torted. It has to be noticed that the range of the reported weights 
in Fig. 3 has been expanded into improve image quality; moreover 
nmd pixels are marked in red. 
(e) (f) (g) (h) 
Fig. 3. Example of weights selection strategies in the edge regions: color data (a), 
depth data (b), (c) P'c, (d) P£>, (e) P'c, (f) CLC foreground detection, (g) CLD foreground 
detection, (h) proposed combined foreground detection. 
3.2.2. Recursive weights selection 
The color information is fundamental to avoid errors due to 
depth camouflage, these errors are due to foreground objects that 
move towards the background, thus resulting in foreground re-
gions having the same depth of the background. The proposed ap-
proach tackles this problem by using previous foreground 
detections to estimate the distance (in the depth domain) between 
Fg pixels and the Bg model, and consequently increase the influence 
of CLC when this distance is reduced. 
For those pixels for which Pc(xs) < Wmin (pixels far from depth 
edges) the classifier weights are calculated as follows. Let us con-
sider the pixel s located at position (x,y) of the frame acquired at 
time t; this pixel has been classified (by using the Eq. (3)) as fore-
ground such that L(xs,t) =Lfg. The normalized depth distance 
(5(xs,t) (described in detail in the following paragraphs) between 
the foreground pixel and the corresponding pixel in the back-
ground model is computed and used to set the weights for the pix-
el classification in the following frame (x s , t+ 1). In particular, the 
weight of CLD is estimated as: 
The weight of CLC is calculated as Wc(xs, t + 1) = 1 - WD(xs, t + 1). 
The function in Eq. (5) is the generalized logistic function [25], 
where Wmin and Wmax are the upper and lower asymptotes, B is 
the growth rate, M is the point of maximum growth, v determines 
which is the closest asymptote to the maximum growth point and 
Q is related to the curve value in the origin. 
Regarding the normalized distance ó, it is defined as: 
,S(xs,r) = |(D(xs,r)-/is(r)|/<7s(r) (6) 
where D(xs, t) is the depth value of the pixel, /j.s(t) is the depth value 
of the most representative sample of the corresponding background 
model, and as(t) its interval of confidence. In our implementation, 
as it will be explained in detail in Section 3.3.1, the background 
model is based on a mixture of Gaussian distributions and ¡i and 
a represent respectively the mean and the standard deviation of 
the most probable Gaussian of the background model. It is worth 
noting that this definition of S allows to adapt the weights in 
Eq. (5) to the time varying characteristics of the background 
distributions. 
The logistic curve has been selected because it allows to 
smoothly select classifiers' weights and bound their values to the 
two extrema Wmin and Wmax: in this way, as in the case of the 
weight selection presented in the previous section, it is guaranteed 
that all the classifiers' support are included in the final classifica-
tion stage. The parameters of the logistic curves need to be selected 
such that a low (high) weight is assigned to the CLD (CLC) for those 
foreground pixels that are very close to the background model and 
vice versa, thus limiting the effect of depth camouflage. The choice 
of the curve parameters and profile is strictly related to the used 
background model. In our implementation where a Gaussian mod-
el is used, it is reasonable to consider a normalized distance of 2.5 
(used for matched component identification in MoG models [26]) 
as the distance for which CLC is considered a very reliable classifier, 
reaching the maximum weight Wmax for ¿(x) = 2. On the other side, 
as (5(x) increases, Wc should decrease and consequently increase 
the weight WD of the depth classifier. From ¿(x) above 5.5, i.e. there 
is no possible depth camouflage, the Wc is set to be almost mini-
mum and, therefore, WD set to maximum as CLD becomes the most 
reliable classifier. The curve meeting the previous considerations is 
shown in Fig. 4, obtained with B = 1.8, M = 3.3, and Qand v set to 
typical values 1 and 0.5. 
It has to be highlighted that in the case that L(xs,t) =Lbg, the 
weights W¡ are computed using Eq. (4). 
An example of the proposed recursive weights selection strat-
egy is shown in Fig. 5. As it can be noticed in Fig. 5(b) the moving 
hand depth values are very similar to the background ones gener-
ating very low PeG values (Fig. 5(c)) since no depth discontinuity is 
detected. Moreover the foreground mask obtained by CLD is clearly 
incomplete due to the depth camouflage problem (see Fig. 5(g)). 
On the contrary the color information allows to easily segment 
the hand; the foreground mask obtained by CLC is reported in 
Fig. 5(f). By calculating the classifiers' weights as in Eq. (5) it is pos-
sible to obtain the final weights masks for CLD (Fig. 5(d)) and CLC 
(Fig. 5(e)). As it can be noticed, higher weights are assigned in 
the hand region to CLC, thus guaranteeing an improved detection 
in the final classification step (see Fig. 5(h)). 
Fig. 5. Example of weights selection strategies in the edge regions: color data (a), 
depth data (b), (c) /*, (d) WD, (e) Wc, (f) CLC foreground detection, (g) CLD 
foreground detection, (h) proposed combined foreground detection. 
3.3. Statistical classifiers 
In the proposed approach, the independent pixel-wise Bayesian 
classifiers CLC and CLD estimate for each sample its a posteriori 
probability to belong to the foreground or background class. The 
estimated a posteriori probabilities are then inserted in the deci-
sion profile DP and subsequently processed by the classifier com-
biner as shown in Eq. (3). 
Let us consider xs as the value of the pixel s at position (x,y) in 
one of the two features spaces, CorD. Each Bayesian classifier clas-
sifies xs as belonging to the class that maximizes the probability of 
the pixel to belong to the class co, when its value is xs. This proba-
bility is the so-called a posteriori probability P(£o¡|xs), that can be 
written as: 
P{(Di\Xs) = P(coi)p(xs|coi)/p(xs) (7) 
where P(Ü)¡) is the prior class probability, p(xs|£o,) its likelihood, and 
p(xs) is the prior probability of measure xs (also called evidence fac-
tor). The latter one in a classification problem containing c classes 
can be written as: 
P & ) = jj>{Xs\(Oi)P{COi) (8) 
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Fig. 4. Logistic function to calculate classifiers' weights as a function of the 
normalized distance S: solid line WD and dashed line Wc. The parameters used to 
obtain this specific logistic function are: (2 = 1, B = 1.8, M = 3.3, v = 0.5. 
As can be noted in Eq. (7), the evidence factor is a scale factor that 
does not affect the classification. Moreover, in our implementation 
we consider the two classes having the same prior probabilities. 
Hence, the classifiers are based on the Maximum Likelihood (ML) 
criteria, where s is classified as belonging to the class mML that max-
imizes p(xs|cOj): 
<x>ML = argmaXi{p(xs\<x>j)} (9) 
When a pixel has been classified as belonging to COML, the model of 
this class is updated. In the following sections the parametric mod-
els used for mhg and c% are presented. 
3.3.1. Background modeling 
The likelihood function of the background used in both classifi-
ers CLC and CLD is based on a mixture of Gaussians model proposed 
in [13]. As mentioned in Section 2 MoG background model has 
been widely used in literature. The general features of the MoG 
are very attractive for our application: it allows to accurately esti-
mating quasi-static backgrounds, adapting to new background 
configurations and gradual changes, and each pixel is modeled 
independently as a mixture of Gaussian distributions. In particular, 
this choice is very appropriate for the depth-based background 
model, since it is possible to efficiently adapt for each pixel the 
MoG parameters to the distance-dependent noise that affects the 
depth data. 
The likelihood function of the background model is: 
K 
P (xs>t | abg) = J2 v¡,t • n (xs,t, tt-.t, £¡,t) (10) 
Í=I 
where K is the number of Gaussians, v¡yt is the weight associated to 
the ¡th Gaussian f] at the time t with mean ¡iit and covariance ma-
trix Eit. For the depth classifier, the Gaussians have a single dimen-
sion; for the color based classifier, Gaussians have three 
components that are assumed to be independent, thus reducing 
the computational cost of the algorithm as widely considered in 
the literature [6,26]. Therefore, the covariance matrix £ is a diago-
nal matrix containing the variances of the three color components. 
The weight of a Gaussian measures the accuracy with which it mod-
els the value of the corresponding pixel. 
In the case of a single dimension feature space (i.e. depth), when 
a pixel has been classified as background the parameters of the 
matching distribution are updated as proposed in [13]: 
viM = vlt(\ - a) + a (11) 
p = a,-yi(Xsit,fiip<Tiit) (12) 
/V+l = M 1 - P) + PXs>M (13) 
4 + i = aUA -P)+/>(%+! - /v+i) 2 (14) 
where a is the so called learning rate that determines the speed of 
adaptation to changes in the scene and the speed of the incorpora-
tion of foreground objects to the background. The learning rate indi-
cates the influence that the last data have on the Gaussian 
distribution parameters. For the unmatched Gaussians all the 
parameters remain unchanged except their weight: 
viM = vlt(\ - a) (15) 
The distributions are continuously ordered by considering the ratio 
between their weight and the standard deviation (r¡ = w^/ff^): a 
high value for r i t means that the ¡th distribution has modeled very 
well the pixel in the past (wit is high), that its value has a low var-
iability (low ffjt) and is close to the mean (¡j.it) of the Gaussian. The 
pixel is assigned to the first of the K distributions for which the fol-
lowing equation is met: 
(xSjt+i - ¿í¡1) < X(Jlt (16) 
A pixel is considered belonging to a Gaussian if it falls in an interval 
of I times the standard deviation from the mean of the Gaussian. A 
typical value used in the literature for I is 2.5. 
We propose to modify the ranking parameter r for the depth-
based background model. In fact, as mentioned in the introduction, 
the standard deviation of the depth measurements is related to the 
measured depth value: pixels corresponding to object points close 
to the camera always show smaller aif values than those for points 
located further, thus introducing a possible bias in the ranking pro-
cedure. For this reason, to limit this bias, we propose normalizing 
Tif with a parameter amin that is selected according to the quadratic 
relationship between distance ¡iit and noise dispersion [10]. This 
parameter represents the minimum allowed standard deviation 
for a Gaussian distribution modeling the background in the depth 
domain. 
It is worth noting that very stable measurements can lead to 
very small values of Gaussian standard deviation, thus limiting 
the adaptability of the model to gradual and small measurements 
variations. In general, to avoid this problem, the estimated stan-
dard deviation needs to be lower-bounded. The selection of the va-
lue of this lower bound is straightforward (and fixed for every 
pixel) if the MoG is used in a color space (as we do for the color-
based model). The choice of this value is more critical in the case 
of the depth-based model due to the distance-dependent noise; 
hence it is set to the value of amin previously introduced. In this 
way also the MoG algorithm is dynamically adapted to the differ-
ent levels of noise affecting the depth data. 
3.3.2. Foreground modeling 
Modeling the foreground process is a non trivial task when con-
sidering only single pixel information and when no specific 
assumptions on foreground object characteristics are made. In 
the proposed approach we use a uniform distribution to model 
the foreground process (as proposed in [27]): p(xs|c%) = J. w. 
Where 2nM is the number of discrete values that the foreground 
pixel can take: in our case, 8-bit per pixel for each feature is con-
sidered; it is worth noting that the depth values are properly scaled 
in this image format. N is the dimension of each feature set: N = 1 
for depth data and N = 3 for color data. This model has been se-
lected since it outperforms, when used in a statistical framework, 
common background-exception based classification strategies, as 
demonstrated in [28]. 
3.4. Classifiers training and initialization 
As mentioned in the introduction, one of the main problems of 
background/foreground segmentation algorithms is the initializa-
tion of the background model. In fact, an empty scene without 
moving objects for building a reliable background model is seldom 
available. The proposed classifiers are based on a parametric mix-
ture of Gaussian model for the background likelihood term (see Eq. 
(10)) that has to be initialized with the very first frames. In partic-
ular for CLC the likelihood parameters p. and £ are initialized with 
the first frame by analyzing neighbor pixels and supposing that 
they share the same distribution as proposed in [29] and success-
fully used in [16]. Also in the case of CLD the parameters of the one-
dimensional likelihood function are initialized with the first frame: 
the value of p. corresponds to the measured depth value and the 
value of a is selected according to the distance-noise quadratic 
law (see [10]), in particular for each measured depth we theoreti-
cally know its dispersion {anoise). A value of a equal to 2.5crnolse has 
been found suitable for the model initialization. Once the likeli-
hood models are initialized they are continuously updated with 
new samples as shown in Section 3.3.1. It is worth noting that 
the foreground likelihood model has not to be trained. The pro-
posed initialization is quite robust and reliable, but the presence 
(in the very first frames) of moving objects in the scene can still 
lead to a wrong selection of the likelihood parameters. For this rea-
son, as proposed in [30] we use an adaptive learning rate a that is 
initially set to l/N/rame, where Nframe is the number of processed 
frames, until a minimum value of a is reached. Therefore, during 
the initialization the first frames have a great impact on the distri-
butions' parameters, thus preventing from incorporating the mov-
ing objects to the background model. 
In order to avoid the moved background objects problem, we 
propose an efficient per-pixel strategy based on the depth feature. 
In particular, for all those pixels detected as Fg, the likelihood mod-
els are re-initialized if the moved background object condition is 
reached: the foreground depth is greater than 2.5anoise times then 
the one of the background. In this way the pixels relative to the 
new background, previously occluded by the removed object, are 
rapidly incorporated in the BG. 
3.5. Estimating edge-closeness probability 
The edge-closeness probabilities of the depth map and the color 
image are estimated in order to modify the combiner's weights as 
described in Section 3.2.1. As the same approach is used for both 
types of data, in the following paragraphs we use the word image 
without distinction between depth and color data. The main idea of 
the proposed strategy is to identify the edges present in the image 
and assign to each pixel of the image an edge-closeness probability 
value Pe(xs) that depends on the distance between the pixel and 
the closest edge. 
Let us consider an image / and any edge detector function £(•) 
such that the binary mask B = £(/) can be estimated: B highlights 
the image pixels that belong to detected edges. For a pixel s at po-
sition (x,y),Pe(xs) is computed as follows: 
Pe(xs) = max{B(E) * G} (17) 
where £ is a defined neighborhood of s, G is a Gaussian kernel of 
size £ and standard deviation equal to aG. The Pe(xs) value is then 
equal to one for those pixels that belong to the identified edge 
{B{s) = 1); for the other ones, the probability value is assigned as 
a function of the distance between the closest edge and the pixel. 
The value Pe(xs) is set equal to the maximum value of G response 
over the binary mask B: the higher is the response of the filter the 
closer is the edge to the pixel s. It is worth noting that Pe(xs) decays 
like a Gaussian with the increase of the edge-pixel distance. In our 
implementation we used the Canny edge detector [31 ] to obtain the 
binary mask B. 
4. Benchmark data and results 
The results have been obtained using as benchmark five differ-
ent indoor sequences acquired in our laboratory with the Microsoft 
Kinect. For each sequence, freely available on the Internet,1 we pro-
vide a hand-labeled ground truth. For the best of authors' knowl-
edge, we propose the first RGB-D benchmark dataset with hand-
labeled ground truth that includes sequences with different chal-
lenging scenarios for FgjBg segmentation. Moreover, we tested the 
proposed algorithm on the stereo data presented in [11] for which 
we provided a ground truth. 
The sequence GenSeq is used to test the overall performance of 
the algorithm in case of complex scenarios taking into account all 
the possible error contributions in the scene. On the contrary, the 
other sequences are conceived to highlight the impact of one par-
ticular issue to the algorithm under test. The sequence ShSeq helps 
to analyze the impact of shadows on the FgjBg segmentation algo-
rithms. The sequence DCamSeq is used to analyze the performance 
of the algorithm when depth camouflage occurs. The goal the se-
quence ColCamSeq is to test the performance of the algorithms 
when the color camouflage problem occurs. The sequence Move-
BGSeq helps to analyze the impact of the moved background object 
problem. StereoSeq is a stereo sequence of an outdoor environment. 
It is worth noting that for DCamSeq and ColCamSeq, the ground-
truth and the algorithms performance tests have been conducted 
considering only those regions in the images where each particular 
type of problem is present. This procedure guarantees that other 
sources of errors do not bias the algorithms performance compar-
ison with respect to the considered error factor. 
As a measure of the algorithm performance, we compare the 
following values: False Positive (FP) the fraction of the Bg pixels 
1
 http://www.gti.ssr.upm.es/mac/. 
that are marked as Fg; False Negative (FN) the fraction of Fg pixels 
that are marked as Bg; Total Error (TE) the total number of misclas-
sified pixels, normalized with respect to the image size. Moreover, 
we consider also the similarity measure S defined in [32]. It is a 
non-linear measure that fuses FP and FN and it is close to 1 if de-
tected Fg regions correspond to the real ones, otherwise its value is 
close to 0. To analyze also the errors close to the moving objects 
boundaries, we propose using also the similarity measure SB. It is 
calculated as S, but considering only the regions of the image sur-
rounding the ground-truth object boundaries: a region of 10 pixels 
is considered. 
Finally, we use the overall metric to rank the accuracy of the 
analyzed methods that has been proposed in [7]. We combine 
the performance across different metrics and sequences into a sin-
gle rank that is indicative of how well a method performs with re-
spect to the other studied methods by calculating an average 
ranking RC across all categories. Let us define rank¡(m,sq) as the 
rank of the ¿th method for the performance metric m in the se-
quence sq} the average ranking of the method i in the sequence 
sq is calculated as: 
RM¡ =—y>anfc¡(m,sq) (18) 
where JVm is the number of performance metrics. The overall rank-
ing across categories RC¡ of ¡th method is computed as the mean of 
the single RM¡ across all the sequences. In the following paragraphs 
we compare the performance of the following algorithms: the pro-
posed adaptive weighted classifier CLW; the two weak classifiers CLC 
and CLD; the MoG algorithm proposed in [18] M0GRGB-D\ and the 
binary combinations of the foreground masks obtained by two 
independent modules based on depth and color data as proposed 
in [19] (by using MoG) and in [20] (by using ViBe), we refer to these 
algorithm as M0GBin and VibeB¡„. Finally we adapt to the RGBD fea-
ture space the neural networks algorithm proposed in [17] (SOM) 
and the modified MoG algorithm proposed in [14] (MoGZw).lt has 
to be noted that no post-processing stages, such as morphological 
filtering, are applied to the resulting foreground masks. 
4.1. GenSeq results 
Sequence GenSeq is an indoor sequence acquired at a frame rate 
of 30 fps; it is composed by 300 frames and the corresponding 
ground truth it is composed by 39 frames spanning 115 frames 
of the sequence where the moving object is present (one every 
three frames has been labeled). This sequence combines different 
challenging situation for foreground/background segmentation 
algorithms: shadows of the moving objects, color camouflage, 
noisy depth data and interaction between foreground objects and 
the background. As previously mentioned this sequence is used 
to test the overall performance of the algorithm in case of complex 
scenarios taking into account all the possible error contributions in 
the scene. In Fig. 6 the color data and the depth data of the scene 
acquired with the Kinect are reported. Many of parameter used 
(on this and the other sequences) for the proposed algorithms 
has been introduced and motivated along the paper. The number 
of Gaussians for the Bg likelihood function has been set to K = 2, 
such that combined with the uniform distribution for the Fg the 
proposed algorithm is similar to a MoG with K = 3 that is a typical 
parameter for indoor applications. The size of £ is set to 11 and it 
has been selected by considering the ROC curve in Fig. 8. For the 
others approaches the parameters have been selected according 
to the optimal values reported in [7]. 
The results obtained with this sequence are reported in Table 1. 
As it can be noticed, the proposed approach CLW guarantees the 
highest values of S and a low percentage of FP and FN; furthermore, 
(a) (b) 
Fig. 6. CenSeq sequence: color data (a), depth data (b). 
Table 1 
Detection accuracy obtained by analyzing the CenSeq. 
CLC 
CLD 
CLW 
MoCBin 
MOCRCB-D 
SOM 
mognv 
ViBeBin 
TE 
Avg 
2.38 
2.06 
1.30 
2.03 
1.93 
1.91 
3.12 
12.39 
Std 
1.20 
0.48 
0.42 
1.20 
0.66 
1.00 
1.03 
1.15 
FN 
Avg 
16.38 
1.77 
1.49 
17.01 
0.63 
1.34 
1.21 
0.65 
Std 
0.30 
0.03 
0.02 
0.26 
0.01 
0.03 
0.02 
0.03 
FP 
Avg 
0.63 
2.09 
1.27 
0.16 
2.09 
1.98 
3.35 
13.85 
Std 
0.02 
0.01 
0.01 
10-3 
0.02 
0.03 
0.03 
0.03 
S 
Avg 
0.72 
0.78 
0.83 
0.74 
0.79 
0.80 
0.72 
0.44 
Std 
0.23 
0.21 
0.21 
0.24 
0.20 
0.19 
0.20 
0.16 
SB 
Avg 
0.55 
0.42 
0.53 
0.61 
0.45 
0.48 
0.35 
0.12 
Std 
0.16 
0.12 
0.14 
0.17 
0.13 
0.14 
0.12 
0.05 
RM 
4.60 
5.40 
2.60 
3.80 
3.40 
3.20 
6.20 
6.80 
the approach proposed in this paper allows to obtain the lowest 
value for RM. The classifiers CLD and CLC, used in the classifier com-
bination, lead individually to inaccurate results: CLC is affected dra-
matically by the color camouflage problems that lead to a high 
value of FN, on the contrary, the CLD leads to a high value of FP, that 
is due mainly to the noisy boundaries. It is worth noting that the 
proposed approach allows to obtain a value of SB very close to 
the one obtained with CLC. MOGRCB-D, SOM and MoGz¡v guarantee 
a lower value of FN but a higher value of FP and this is caused 
mainly by shadows and irregular boundaries of the segmented 
foreground object. However, the value of TE is higher with respect 
to the proposed approach CLW and also a lower value of S is ob-
tained. It is worth noting that in this case the worst segmentation 
performances are obtained with ViBeBin since the errors of the two 
independent models affect negatively the obtained final 
segmentation. 
In Fig. 7 the foreground/background segmentation results for 
one frame of the GenSeq sequence are reported. As shown in 
Fig. 7(c), the color classifier CLC is affected by shadows and color 
camouflage problems thus resulting in a fragmented foreground 
object mask. On the contrary, the CLD (Fig. 7(c)) classifier allows 
to obtain a more compact silhouette and to reduce the effect of 
shadows; however, irregular borders and several false positive 
detections in the wall are present. The proposed approach CLW 
(Fig. 7(e)) efficiently combines depth and color data thus reducing 
the effect of color camouflage and shadows; furthermore, false po-
sitive detections in the wall are reduced and the foreground object 
silhouette accuracy is dramatically increased. The approach SOM 
(Fig. 7(f)) improves the detection with respect to the color and 
depth classifiers but it is still affected by the shadows effect and 
the problem of noisy depth boundaries. 
Fig. 8 shows the ROC curves considering FP and FN and obtained 
varying the fixed a priori probabilities of the two classes. In Fig. 8 
are reported different curves obtained with the proposed algo-
(d) (e) (f) 
Fig. 7. Frame 1014 of the CenSeq sequence: color data (a), depth data (b), CLC 
output (c), CLD output (d), CLW output (e), MOCRCB-D output (f). 
rithm by using different size of £ for the Peg estimation. Satisfactory 
results are obtained with a E size of 11 pixels (solid curve with 
asterisk marker), in the plot we report also the point corresponding 
with the methods MOGRCBD, SOM and MoGz¡v, as reported in Table 1 
to a lower FN rate corresponds a higher value for FP. 
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Fig. 8. ROC curves for the CenSeq sequence obtained by varying the a priori class 
probabilities for CLW. Curves obtained with different size of £ are presented: 
£ = 1 x 7 solid line and square marker, £ = 11 x 11 solid line and asterisk marker, 
£ = 17x17 solid line and circle marker. The values of £N and FP for the others 
algorithms are reported: MoCRceD diamond, SOM cross and MOCZN star. 
4.2. ShSeq results 
Sequence ShSeq is an indoor sequence acquired at a frame rate 
of 30fps; it is composed by 250 frames and the corresponding 
ground truth is composed by 25 frames spanning 120 frames of 
the sequence where the moving object is present (one every five 
frames has been labeled). The goal of this sequence is to highlight 
the impact that shadows projected moving object have on the fore-
ground/background segmentation algorithm. In particular it is a 
close-distance sequence (maximum depth R¿3.5 m) that contains 
a moving box that projects strong and light shadows on the floor. 
In Fig. 9 the color data and the depth data of the scene acquired 
with the Kinect are reported. 
Table 2 reports the results obtained by processing the ShSeq. Let 
us consider the column of FP: as it can be noticed, CLC presents a 
high value of FP with respect to CLD due to the presence of the 
jjkjl i 
(d) (e) (f) 
Fig. 10. Frame 446 of the ShSeq sequence: color data (a), depth data (b),Cic output 
(c), CLD output (d), CLW output (e), MOCZN output (f). 
shadows. All the others methods are affected by the presence of 
the shadows, due to the fact that color and depth features have 
the same influence to the final classification that is in fact biased 
by the misleading color data. The MoGUn reduces drastically the 
percentage of FP since the shadows are correctly classified by the 
depth based module: however, the binary combination of the 
depth based and color based foreground masks leads to a high per-
centage of FN and a low value of S. The combination of classifiers 
proposed in this paper, CLW, is the most reliable classifier in this se-
quence since it allows to obtain a very low value of FP, similar to 
the one obtained by CLD and, at the same time, a low value of FN. 
Moreover, it guarantees the highest value of S and SB with respect 
to the other classifiers and it obtains also the lowest value of RM. In 
Fig. 10 the results obtained with the two weak classifiers (Fig. 10(c) 
mwfi 
Fig. 9. ShSeq sequence: color data (a), depth data (b). 
Table 2 Table 2 
Detection accuracy obtained by analyzing the ShSeq 
CLc 
CLD 
CLw 
MoCm 
MOCRCB-D 
SOM 
mogZIV 
ViBean 
TE 
Avg 
5.37 
0.98 
0.81 
3.43 
3.94 
5.75 
3.19 
7.15 
Std 
2.88 
0.33 
0.35 
2.38 
1.54 
1.80 
0.79 
1.49 
FN 
Avg 
18.20 
0.95 
1.60 
23.51 
0.59 
0.05 
0.61 
0.01 
Std 
0.58 
0.04 
0.05 
0.66 
0.02 
10-3 
0.03 
10~3 
FP 
Avg 
3.23 
0.98 
0.68 
0.08 
4.50 
6.70 
3.62 
8.34 
Std 
0.05 
0.02 
0.02 
10~3 
0.07 
0.08 
0.04 
0.07 
S 
Avg 
0.67 
0.93 
0.94 
0.75 
0.77 
0.71 
0.81 
0.66 
Std 
0.16 
0.03 
0.04 
0.17 
0.09 
0.10 
0.07 
0.09 
SB 
Avg 
0.63 
0.67 
0.71 
0.58 
0.66 
0.57 
0.59 
0.54 
Std 
0.10 
0.06 
0.07 
0.11 
0.05 
0.03 
0.04 
0.02 
RM 
5.60 
2.80 
2.20 
4.80 
4.20 
5.80 
4.00 
6.60 
Fig. 11. ColCamSeq sequence: color data (a), depth data (b). 
and (d)) and the proposed approach (Fig. 10(e)) are shown. As it 
can be noticed, the CLW correctly classifies the shadows as back-
ground, similarly to the results obtained by CLD, and, additionally, 
it refines and improves the accuracy of the detected object silhou-
ette. On the contrary MoGz¡v, see Fig. 10(f), (the second best algo-
rithm for ShSeq) is not able to eliminate the false detection due 
to the presence of the shadows. 
4.3. ColCamSeq results 
Sequence ColCamSeq is an indoor sequence acquired at a frame 
rate of 30 fps; it contains 360 frames and the ground truth is com-
posed by 45 frames that cover RÍ240 frames of the sequence that 
are the one where the moving object is present. In this case one 
every six frames have been labeled. This sequence aims at testing 
the performance of the algorithms when the color camouflage 
problem occurs. In the scene a white box is moved in front of a 
white panel that is part of the background. In Fig. 11 the color data 
and the depth data of the scene acquired with the Kinect are re-
ported. The results obtained by processing the ColCamSeq are re-
ported in Table 3. As it can be noticed the percentage of FN 
obtained with CLC is very high due to the color camouflage prob-
lem. Also the performance of MoGUn and MoGz¡v is affected by this 
problem since the color features bias negatively the final results. 
On the contrary the CLD classifier guarantees a low value of FN. 
The proposed classifier CLW guarantees an efficient combination 
of the depth and color data, thus obtaining a low value of FN and 
FP. However the absence of useful color information do not allow 
to improve the silhouette of the detection, so the obtained values 
for S and SB are very close to the ones obtained by CLD. In Col-
CamSeq sequence the lowest values of FN and FP are obtained with 
M0GRCB-D- In Fig. 12 the foreground masks obtained by analyzing 
the ColCamSeq sequence are shown. As it can be noticed in 
Fig. 12(c), the color features are not useful for the segmentation, 
hence the foreground object can not be correctly segmented by 
LÉLJLÉ 
(d) (e) (f) 
Fig. 12. Frame 934 of the ColCamSeq sequence: color data (a), depth data (b), CLC 
output (c), CLD output (d), CLW output (e), MOCRCB-D output (f). 
CLC. On the contrary, CLD (Fig. 12(d)) guarantees a more compact 
foreground object; however, its borders are irregular and noisy 
due to the irregular depth measurements on the objects bound-
aries. The proposed approach CLW (Fig. 12(e)) guarantees a com-
pact silhouette and refined boundaries where the color data is 
useful (black part of the box). It is worth noting that in this case 
the CLD obtains the lowest value of RM showing that the depth 
information is fundamental where the problem of color camou-
flage occurs. The performance of ViBeBin and SOM are affected by 
a high level of FP. 
4.4. DCamSeq results 
The indoor sequence DCamSeq helps to analyze the performance 
of the algorithm when depth camouflage occurs. It contains inter-
Table 3 
Detection accuracy 
CLC 
CLD 
CLw 
MoGm„ 
MOCRCB-D 
SOM 
mogZIV 
ViBeBin 
obtained 
TE 
Avg 
39.02 
2.47 
3.20 
38.47 
3.49 
6.49 
32.89 
6.94 
by analyzing the 
Std 
23.12 
2.35 
2.77 
22.98 
3.40 
5.60 
22.64 
4.13 
ColCamSeq. 
FN 
Avg 
82.27 
2.58 
3.52 
82.87 
0.38 
0.25 
69.37 
0.17 
Std 
1.11 
0.05 
0.09 
1.10 
0.02 
0.01 
1.11 
0.01 
FP 
Avg 
2.27 
2.38 
2.92 
0.75 
6.13 
11.80 
1.88 
12.69 
Std 
0.06 
0.10 
0.10 
0.04 
0.14 
0.23 
0.06 
0.17 
S 
Avg 
0.22 
0.91 
0.89 
0.22 
0.91 
0.84 
0.34 
0.81 
Std 
0.22 
0.10 
0.15 
0.19 
0.09 
0.16 
0.30 
0.18 
SB 
Avg 
0.37 
0.78 
0.77 
0.35 
0.81 
0.76 
0.48 
0.74 
Std 
0.20 
0.11 
0.16 
0.17 
0.08 
0.08 
0.30 
0.06 
RM 
6.40 
2.40 
3.60 
6.40 
3.00 
4.20 
5.20 
4.80 
Fig. 13. DCamSeq sequence: color data (a), depth data (b). 
Fig. 14. Frame 1086 of the DCamSeq sequence: color data (a), depth data (b),CLc 
output (c), CLD output (d), CLW output (e), SOM output (f). 
also increased. The SOM algorithm allows to obtain a very low 
value of FN at cost of a higher level of FP. In fact, as shown in 
Fig. 14(f), the segmentation obtained with SOM completely detect 
the hand but it introduces several false positive caused by the hand 
shadows. Also the performance of the algorithms MoGUn and 
MoGziv are affected by a very high level of FN due to the depth cam-
ouflage problem. 
4.5. StereoSeq results 
actions between foreground and background elements of the 
scene: in particular a person moves towards a file cabinet belong-
ing to the background and interact with it. This sequence has been 
acquired at a frame rate of 30 fps; it contains 670 frames and the 
ground truth is composed by 102 frames that cover RÍ400 frames 
of the sequence where the moving object is present, in this case 
one every four frames has been labeled. In Fig. 13 the color data 
and the depth data of the scene acquired with the Kinect are re-
ported. Let us consider the depth information provided by the Ki-
nect in the DCamSeq and presented in Fig. 14(b). As it can be 
noticed, the depth data corresponding to the hand is very similar 
to the drawers' depth values. This is a clear example of depth cam-
ouflage and, as it is shown in Fig. 14(d), it dramatically affects CLD 
that it is not able to correctly segment the moving hand. On the 
contrary, the color features enable the color-based classifier CLC 
to easily identify the foreground object (Fig. 14(b)). The proposed 
approach CLW is able to efficiently combine the color and depth 
information thus allowing to obtain an accurate detection of the 
foreground object, as it can be noticed in (Fig. 14(e)). The results 
obtained with the different algorithms are reported in Table 4. As 
expected, the depth based classifier CLD and is affected by a high 
percentage of FN due to the depth camouflage problem. The pro-
posed algorithms CLW allows to reduce the percentage of FN and 
FP with respect to the CLD and, at the same time, the value of S is 
The outdoor sequence StereoSeq is used to test the proposed ap-
proach with stereo disparity data; it is composed by 297 frames 
and the corresponding ground truth is composed by 33 frames 
spanning the entire sequence where the moving object is present 
(one every five frames has been labeled). For this sequence, only 
luminance data is available. In the scene several people are walking 
on outdoor stairs, a keyframe of this sequence is presented in 
Fig. 15. 
As it can be noticed in Fig. 16(e), the proposed approach guar-
antees an efficient combination of the disparity and luminance 
data. Also in this case, CLC (Fig. 16(c)) is severely affected by color 
camouflage, even if the borders have been well detected. On the 
contrary CLD results in a compact but noisy silhouette 
(Fig. 16(d)). The segmentation obtained with MOGRGB-D is very com-
pact but the borders are not properly refined (see Fig. 16(f)). The 
results obtained with the different algorithms are reported in 
Table 5. As expected the best performance have been obtained 
with MOGRCBD that was originally proposed to process stereo data; 
the lowest values for RM is obtained with this method. However, 
CLW guarantees the lowest value of TE and the obtained value of 
S is comparable with the one obtained with MOGRCBD- Also in this 
case binary combinations of foreground masks lead to poor results. 
For this sequence also MoGz¡v and SOM are severely affected by the 
low contrast of the luminance data. 
Table 4 
Detection accuracy 
CLC 
CLD 
CLw 
MoCm 
MOCRCB-D 
SOM 
mogZIV 
ViBean 
obtained 
TE 
Avg 
1.78 
3.38 
2.46 
3.57 
2.11 
2.11 
3.33 
9.31 
by analyzing the 
Std 
1.47 
2.19 
1.82 
2.76 
1.29 
2.00 
1.83 
1.30 
DCamSeq. 
FN 
Avg 
15.60 
48.49 
32.21 
60.87 
15.25 
2.98 
45.98 
5.48 
Std 
0.09 
0.44 
0.26 
0.54 
0.09 
0.02 
0.32 
0.04 
FP 
Avg 
0.95 
0.64 
0.66 
0.09 
1.31 
2.05 
0.74 
9.55 
Std 
0.01 
10-3 
0.01 
10~3 
0.02 
0.02 
0.01 
0.02 
S 
Avg 
0.67 
0.40 
0.55 
0.32 
0.61 
0.70 
0.36 
0.30 
Std 
0.13 
0.20 
0.14 
0.22 
0.14 
0.12 
0.18 
0.15 
SB 
Avg 
0.62 
0.39 
0.51 
0.27 
0.61 
0.70 
0.39 
0.60 
Std 
0.10 
0.18 
0.12 
0.18 
0.11 
0.07 
0.16 
0.07 
RM 
2.80 
5.20 
4.20 
6.20 
3.60 
2.40 
5.60 
6.00 
Fig. 15. StereoSeq sequence: color data (a), disparity data (b). 
4.6. MoveBGSeq results 
Sequence MoveBGSeq is an indoor sequence acquired at a 
frame rate of 30 fps; it contains 250 frames. The objective of this 
sequence is to highlight the impact of the moved background ob-
ject problems on the algorithms' performance. In the scene there 
are present two static bags on the floor, that are rapidly removed 
Fig. 16. Frame 139 of the StereoSeq sequence: color data (a), depth data (b), CLC 
output (c), CLD output (d), CLW output (e), MOCRCB-D output (e). 
from their position after RÍ130 frames. In Fig. 17 the color data 
and the depth data of the scene acquired with the Kinect are 
reported. 
In this case only qualitative results are reported since the new 
background is incorporated at different speed by the different algo-
rithms (depending on the corresponding learning rates). In the pro-
posed re-initialization approach it is immediately incorporated to 
the background, on the contrary for the other algorithm the incor-
poration is slower. It is clear that different speeds will strongly bias 
the qualitative comparison. In Fig. 18 the detection of the moved 
background object is reported. As it can be noticed, the proposed 
method (Fig. 18(c)) allows to rapidly solve the moved background 
object problem, in particular the background previously covered by 
the two bags is correctly classified and not detected as foreground, 
on the contrary the other approaches (see for example the SOM 
detection results in Fig. 18(d)) wrongly classifies these pixels as 
foreground. 
Table 5 
Detection accuracy obtained by analyzing the StereoSeq. 
CLC 
CLD 
CLW 
MoCBin 
MOCRCB-D 
SOM 
mognv 
ViBeKn 
TE 
Avg 
5.73 
4.25 
3.70 
6.28 
3.89 
5.27 
6.46 
6.50 
Std 
2.58 
1.12 
1.54 
2.03 
1.93 
2.42 
3.22 
1.88 
FN 
Avg 
26.02 
25.78 
21.55 
51.49 
11.98 
12.66 
46.36 
4.87 
Std 
0.35 
0.30 
0.33 
0.50 
0.22 
0.31 
0.83 
0.13 
FP 
Avg 
2.96 
1.31 
1.26 
0.09 
2.78 
4.26 
1.00 
6.73 
Std 
0.08 
0.03 
0.03 
0.01 
0.06 
0.08 
0.01 
0.08 
S 
Avg 
0.59 
0.59 
0.64 
0.40 
0.69 
0.62 
0.46 
0.60 
Std 
0.16 
0.24 
0.25 
0.26 
0.18 
0.18 
0.22 
0.12 
SB 
Avg 
0.64 
0.42 
0.53 
0.35 
0.62 
0.58 
0.46 
0.58 
Std 
0.13 
0.22 
0.24 
0.26 
0.11 
0.09 
0.17 
0.06 
RM 
4.80 
4.80 
3.00 
6.20 
2.40 
4.00 
5.80 
5.00 
Fig. 17. MoveBGSeq sequence: color data (a), depth data (b). 
(a) (b) (c) (d) ' 
Fig. 18. Frame 467 of the MoveBGSeq sequence: color data (a), depth data (b), CLW 
detection (c), SOM detection (d). 
Table 6 
RC values for the analyzed algorithms. 
RC 
CLC 
4.85 
CLD 
3.95 
CLw 
3.15 
MoGm„ 
5.30 
MOCRCB-D 
3.55 
SOM 
3.90 
MoCziv 
5.25 
ViBea„ 
6.05 
5. Results summary and conclusion 
In this paper we present a novel foreground/background seg-
mentation algorithm based on combination of classifiers that al-
lows improving background subtraction accuracy with respect to 
state of the art algorithms by jointly considering color and depth 
data. The combination of the two classifiers' output is obtained 
through a weighted average that adapts, for each pixel, the support 
of each classifier to the final classification by considering depth and 
color images edges and the previous foreground detections. In par-
ticular, the color based classifier has a greater influence to the final 
ensemble decision near object borders, thus reducing the problem 
of noisy depth measurements at object boundaries. On the con-
trary, the depth based classifier has a greater influence on the final 
ensemble decision for those pixels located in low gradient areas of 
the depth map guaranteeing compact detected foreground regions 
and reduced errors due to shadows and illumination changes. 
Moreover, the results of the foreground regions obtained in the 
previous frames are used to check the reliability of the depth based 
model in order to modify the influence of the color classifier in the 
ensemble decision and, consequently, to reduce the depth camou-
flage errors. The proposed method allows also identifying rapidly 
the pixels belonging to moved background objects and conse-
quently reducing the classification error. 
The results section shows that the proposed classifier CLW re-
sults to be the most reliable and accurate one with respect to the 
other state of the art algorithms. In fact, we have demonstrated 
that CLW allows to efficiently combine the independent statistical 
classifiers improving the overall performance of the Fg/Bg segmen-
tation. This result is also supported by the RC data reported in 
Table 6, where it is shown how CLW guarantees the lowest value 
of RC, thus highlighting the robustness of the proposed approach 
with different benchmark sequences. The other algorithms can 
eventually lead to a better result for one of the benchmark se-
quences, but at the same time obtaining not satisfactory results 
when applied to another sequence. Furthermore, the accuracy 
and reliability of the proposed classifier CLW is also apparent con-
sidering a qualitative analysis of the examples presented in the 
previous sections. Further improvements of the proposed algo-
rithm can be obtained if a more sophisticated dynamic model of 
the foreground is used. In particular, the depth camouflage prob-
lem can be still reduced if a RGB-D tracking system is used. In 
our approach we are using the previous detections to identify the 
regions where this problem can occur, but this hypothesis is not al-
ways true for very fast movements. This problem can be solved by 
combining the proposed approach with a dynamic model used to 
predict the objects positions in the next frames. As far as the com-
putational requirements of the proposed strategy are concerned, 
the most computational demanding block of the proposed system 
is the estimation of the background likelihood parameters. In our 
approach we use the Canny algorithm for edge detection, but a less 
demanding algorithm such as a Sobel filter can be used. The com-
plexity of the edge regions weights calculation is similar to the one 
of a standard Gaussian filtering. The recursive weights selection 
and the logistic function can be easily calculated with a LUT; few 
operations are required to obtain the value of S. Also the classifiers 
combination requires few per pixels operations as stated in Sec-
tion 3.1. For these reasons the complexity of the proposed ap-
proach is very similar to the one of others parametric algorithms 
such as MoG. The pixel-wise approach guarantees an optimized 
and efficient parallel implementation of the proposed method. 
Finally, another important point of this work is the first (for the 
best of the author's knowledge) publicly available RGB-D bench-
mark dataset for testing background/foreground segmentation 
algorithms. The dataset is provided with hand-labeled ground 
truth; the sequences contain different challenging situations such 
as cast shadows, color and depth camouflage for the segmentation 
algorithms. 
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