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Abstract
We study persistence modules defined on commutative ladders. This class of persistence
modules frequently appears in topological data analysis, and the theory and algorithm proposed
in this paper can be applied to these practical problems. A new algebraic framework deals with
persistence modules as representations on associative algebras and the Auslander-Reiten theory
is applied to develop the theoretical and algorithmic foundations. In particular, we prove that
the commutative ladders of length less than 5 are representation-finite and explicitly show their
Auslander-Reiten quivers. Furthermore, a generalization of persistence diagrams is introduced
by using Auslander-Reiten quivers. We provide an algorithm for computing persistence diagrams
for the commutative ladders of length 3 by using the structure of Auslander-Reiten quivers.
Keywords Persistence Module, Commutative Ladder, Representation Theory, Auslander-Reiten
Theory, Topological Data Analysis
1 Introduction
The theory of topological persistence [15, 25] has become popular in topological data analysis (TDA)
[4]. Given an input data such as a point cloud or a sequence of topological spaces, persistence
modules capture topological features of the input and the robustness of those features. One of
the important algebraic frameworks that makes the theory of topological persistence more useful
is to deal with persistence modules as representations on An quivers [5]. In this framework, the
representation-finite property of An quivers allows us to measure topological features in a compact
format called a persistence diagram and to realize efficient computations [22, 25] for practical
applications.
On the other hand, there are several important problems to be solved in TDA to which per-
sistence modules on An quivers cannot be applied. For example, we often need to compare two
input data and capture robust and common topological features between them. By restricting our
attention to only robust or common topological features, persistence modules on An quivers can
solve the restricted problems. However, we cannot directly apply this method for studying both
properties simultaneously.
In this paper, we extend the theory of topological persistence to persistence modules on commu-
tative ladders. This extension provides us with a tool to solve the above problem, as an example. A
new algebraic framework we propose in this paper deals with persistence modules as representations
on quivers with relations and applies a powerful tool in representation theory called the Auslander-
Reiten theory. By this tool, we can study the representation-finite property of commutative ladders
and obtain a natural generalization of persistence diagrams.
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1.1 Motivations
This work is motivated by recent results in the theory of topological persistence and applications
in TDA. On the theoretical side, this work is strongly inspired by the paper [5]. In that paper,
Carlsson and de Silva explain persistence modules as representations of An quivers and generalize
to zigzag persistence modules. By this connection to the representation theory, algebraic aspects
of persistence modules have been understood further and have led to several generalizations [3, 12].
This paper deals with an extension to representations on associative algebras.
On the side of applications, our motivation arises from TDA on materials science [23] and
protein structural analysis [18]. In both studies, atomic arrangements in molecules such as glasses
and proteins are the input data, and the authors study topological characterizations of some physical
properties of those molecules by using standard persistence modules of the weighted alpha complex
filtrations [13] of the input.
Let us explain the TDA studied in [23] in more detail to clarify the motivation of this work. The
authors study geometric structures of rings in glasses. The left part of Figure 1 shows the persistence
diagram in dimension one of an SiO2 glass with an atomic arrangement PX , where the multiplicities
of the generators are measured in double logarithmic scale. One of the important results in [23]
is that there are correlations between the generators in the blue square and the rigidity of glasses
under small deformations of atomic arrangements. After seeing this physical correspondence, it is
natural to ask how these generators actually persist under physical pressurization. The right part of
Figure 1 shows the persistence diagram in dimension one of an atomic arrangement PY obtained by
adding pressure to the original PX . It should be noted that the similarity of these diagrams, which
can be measured by using the bottleneck distance, is not sufficient to verify that these generators
actually persist under pressurization. In order to precisely answer the above question, we have to
directly study generators in the blue regions which are shared between the left and right.
r
s
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Figure 1: Persistence diagrams in dimension one of the weighted alpha complex filtrations of the
molecular structures of glasses. The point cloud for the left is given by an atomic arrangement
PX of a glass, whereas the atomic arrangement PY for the right is obtained by adding isotropic
pressure to PX . The multiplicities are measured in double logarithmic scale. The weighted alpha
complexes are constructed by the software CGAL [7]. For more details, see [23].
Let Xα and Yα be weighted alpha complexes with parameter α of the atomic arrangements PX
and PY , respectively, where the initial weight of each atom is given by its ionic radius. We note
that the birth and death parameters of the generators in the blue region are less than r and greater
than s, respectively. In the 2-step persistence modules
H1(Xr)→ H1(Xs) ' I[r, s]mrs ⊕ I[r, r]mr ⊕ I[s, s]ms ,
H1(Yr)→ H1(Ys) ' I[r, s]nrs ⊕ I[r, r]nr ⊕ I[s, s]ns
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with decompositions using the interval representations
I[r, s] = K → K, I[r, r] = K → 0, I[s, s] = 0→ K,
these generators are specified by the direct summands I[r, s]mrs and I[r, s]nrs . Here, we denote
the coefficient field of the homology vector spaces by K. Then, in order to study the relationship
between I[r, s]mrs and I[r, s]nrs , we can use the commutative diagram
H1(Xs) H1(Xs ∪ Ys) H1(Ys)
H1(Xr) H1(Xr ∪ Yr) H1(Yr)
, (1.1)
where all the linear maps are induced by inclusions. To be more precise, it suffices to study algebraic
decompositions of this commutative diagram in a way similar to standard persistence modules and
to investigate the direct summand
K K K
K K K
.
From these motivations, we treat quivers of the form
◦ ◦ ◦ . . . ◦
◦ ◦ ◦ . . . ◦
1
1′
2
2′
3
3′
n
n′ (1.2)
in this paper, where ←→ expresses either −→ or ←−, and the orientations of the arrows in the
upper sequence are the same as those in the lower sequence. We assume that any two directed
paths with the same start and end vertices are identified, and call this type of quiver a commutative
ladder of length n. Then, we define persistence modules on commutative ladders by representations
on them (precise definitions of these concepts are given in Section 2). Our primary interest is to
extend the theory of topological persistence to this class of quivers. The commutative diagram
(1.1) is thus an example of a persistence module on a commutative ladder of length three.
1.2 Approach
Our approach treats persistence modules as representations on quivers with nontrivial relations and
applies the Auslander-Reiten theory for studying this extension. Here we summarize the essence
of this new framework. A detailed account is given in Section 2 and Section 3.
In the paper [5], the authors study zigzag persistence modules as representations on quivers,
where Gabriel’s theorem [17] plays a key role. This theorem provides a complete characterization
of quivers that have only finitely many isomorphism classes of indecomposables. A quiver with this
property is called representation-finite, and the class of An quivers
◦ ◦ ◦ . . . ◦1 2 3 n
is shown to be one of the classes of quivers with this property. Then, zigzag persistence modules can
be formulated as representations on An quivers, and all the isomorphism classes of indecomposables
are given by interval representations, which we usually call barcodes [15, 25] in TDA.
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On the other hand, the quivers (1.2) of interest in this paper possess the commutativity relations.
Note that Gabriel’s theorem does not treat quivers with such nontrivial relations. Hence, it is still
possible for our quivers to be representation-finite even though they are not one of the classes in
Gabriel’s theorem, and we may develop a similar theory of topological persistence on these quivers.
For the study of representations on quivers with relations such as commutativity, the Auslander-
Reiten theory plays an important role. In particular, for each quiver with relations, its Auslander-
Reiten quiver captures all the isomorphism classes of indecomposables by a set of vertices and
describes relationships among them by a set of arrows. Our approach explicitly constructs the
Auslander-Reiten quivers of (1.2) that are representation-finite. Furthermore, we show that the
Auslander-Reiten quivers give a natural generalization of persistence diagrams. Applying these
theoretical concepts and tools sheds new light on the theory of topological persistence. In this
paper, we explain only specific portions of the Auslander-Reiten theory that are necessary to
derive our main results in order for this paper to be self-contained. For a complete treatment of
the Auslander-Reiten theory, the reader is referred to [1, 2, 24].
1.3 Main Results
Our contributions in this paper are as follows:
(i) We prove that the commutative ladders (1.2) of length n ≤ 4 are representation-finite (The-
orem 3) by computing their Auslander-Reiten quivers, which we show in Figures 13 to 20.
(ii) We generalize the concept of persistence diagrams to functions on the vertex set of an
Auslander-Reiten quiver.
(iii) We present an algorithm for computing these generalized persistence diagrams in the case
n = 3 by using the structure of Auslander-Reiten quivers.
(iv) Finally, we show numerical examples including our original motivation from the TDA on
glasses.
This paper is organized as follows. In Section 2, we briefly explain the results of [5] in our
framework of representations on associative algebras. This serves as a link to prior works. Section
3 is the core section of this paper. Our main theorem about the representation-finite property
and the computation of the Auslander-Reiten quivers of the commutative ladders of length n ≤ 4
is given in Section 3.2. For this purpose, in Section 3.3, we give a recipe for constructing the
Auslander-Reiten quivers with a necessary introduction of concepts in the representation theory.
We also construct the Auslander-Reiten quiver for conventional persistence modules in Section
3.4 in order to compare this new framework with the existing one. This comparison also leads to a
natural generalization of persistence diagrams, which we present in Section 3.6. In Section 3.7, we
give some interpretations of the Auslander-Reiten quivers from the viewpoint of TDA by focusing
on our original example (1.1).
Section 4 is devoted to presenting an algorithm for computing persistence diagrams. Motivated
by our example (1.1), we focus only on n = 3. Our algorithm computes persistence diagrams
by inductively applying echelon form reductions to a given persistence module on a commutative
ladder of finite type. In particular, the flowchart of our algorithm closely follows the structure of
the corresponding Auslander-Reiten quiver. Based on these theoretical and computational tools,
we show some numerical experiments in Section 5 to demonstrate the feasibility of our algorithm.
In Appendix A, we give a complete list of the Auslander-Reiten quivers of commutative ladders
of length n ≤ 4.
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1.4 Related Works
The goal of this paper is to present a theoretical and algorithmic framework for persistence modules
on commutative ladders in a self-contained and accessible way to practitioners of TDA. For this
purpose, we adopt Auslander-Reiten quivers as our main tool. There are five reasons of this choice:
(i) it is tractable and does not require much preparation from quiver representation theory, (ii) it
can give a simple proof for the representation type once we fix our quiver, (iii) it can also give a
clear algorithmic foundation, (iv) the concept of persistence diagrams can be naturally generalized
by means of Auslander-Reiten quivers, and (v) it can be easily applied to other types of quivers.
There are several works in the representation theory related to our paper. For example, the
representation types of certain classes of algebras have been extensively studied in the literature.
In connection with our paper, note that the triangular matrix algebra of an An quiver is isomorphic
to the commutative ladder (1.2). Then, the fact that (1.2) is representation-finite for n ≤ 4 and
representation-infinite for n ≥ 5 is a corollary to Theorem 4 of the paper [20]. Furthermore, there
are several papers [9, 21] treating the problem of computing indecomposable decompositions of
representations. For example, it was shown in [9] that, given a finite dimensional representation V
over a finite dimensional K-algebra, where K is a finite field, there is a polynomial time algorithm
for computing the indecomposable decomposition of V . Although these works are done in a general
setting, we choose a more constructive strategy for the above reasons. We believe that this strategy
will enlarge the scope of persistence modules and accelerate the integration between TDA and quiver
representation theory.
We also remark about the relationship of our work to multidimensional persistence modules.
The commutative ladders with horizontal arrows all directed forwards can be considered as a
restricted version of the bifiltrations considered by Carlsson and Zomorodian in [6]. They show
that there is no complete discrete invariant for persistence modules over multifiltrations in general
case. In this paper, by our restriction, we provide a complete discrete invariant (and in fact, a finite
one) for commutative ladders of length n ≤ 4. This is given by the generalized persistence diagram
provided in Definition 12. At the same time, we also remark that the commutative ladders allow
some of the horizontal arrows to point backward.
2 Preliminaries
In this section, we first recall some fundamental concepts from the representation theory of associa-
tive algebras. For more details, the reader may refer to [1, 2, 24]. Then, we review the recent results
by Carlsson and de Silva [5] which provide us with a connection between persistence modules and
representations on An quivers.
2.1 Basics of Representations of Associative Algebras
Let us denote our base field by K. A quiver Q = (Q0, Q1, s, t) is given by two sets Q0, Q1 and
two maps s, t : Q1 → Q0. The set Q0 is called the set of vertices, and the set Q1 is called the set
of arrows. For every arrow α ∈ Q1, the vertices s(α) and t(α) are called the source and target
of α, respectively, and we denote the arrow by α : s(α) → t(α). We simply denote a quiver by
Q = (Q0, Q1) without writing the two maps s, t. The underlying graph Q¯ of Q is the undirected
graph obtained by removing the orientations of arrows in Q.
A path (a | α1, . . . , α` | b) from a source a ∈ Q0 to a target b ∈ Q0 of length ` is given by
a list of arrows αi ∈ Q1 (i = 1, . . . , `) such that s(α1) = a, t(αi) = s(αi+1) for i = 1, . . . , ` − 1,
and t(α`) = b. A path at a vertex a of length ` = 0 is called the stationary path and denoted by
a = (a || a). A path of length ` ≥ 1 whose source and target coincide is called a cycle, and a
quiver which contains no cycles is called acyclic. In this paper, we only consider acyclic connected
quivers, and assume that Q0 and Q1 are finite.
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Definition 1. Given a quiver Q, the path algebra KQ is defined by a K-vector space spanned by
all paths in Q as its basis and equipped with a product
(a | α1, . . . , α` | b)(c | β1, . . . , βm | d) = δb,c(a | α1, . . . , α`, β1, . . . , βm | d),
where δb,c is the Kronecker delta. The product of two arbitrary elements of KQ is defined by linear
extension of this product.
For a quiver Q, a relation ρ is a K-linear combination
ρ =
k∑
i=1
ciwi, ci ∈ K
of paths wi of length at least two with the same source and target. We note that a set of relations
{ρ1, . . . , ρs} naturally generates a two-sided ideal I = 〈ρ1, . . . , ρs〉 in KQ and defines the quotient
algebra A = KQ/I. For each a ∈ Q0, let us denote the class of a in KQ/I by ea = ¯a = a + I.
Lemma 1. Let Q be a quiver. The path algebra KQ is a finite dimensional associative algebra
with the identity 1KQ =
∑
a∈Q0 a, and {a | a ∈ Q0} is a set of orthogonal idempotents in KQ.
For an ideal I = 〈ρ1, . . . , ρs〉 generated by relations ρi, the quotient algebra A = KQ/I is also a
finite dimensional associative algebra with the identity 1A =
∑
a∈Q0 ea, and {ea | a ∈ Q0} is a set
of orthogonal idempotents in A.
Proof. Since Q0 and Q1 are finite and Q is acyclic, there are only a finite number of paths in Q.
This implies that KQ is finite dimensional. The associativity of KQ results from the definition
of products as compositions of paths. It is straightforward to verify that 1KQ =
∑
a∈Q0 a is the
identity in KQ. It follows from ab = δa,ba that {a | a ∈ Q0} is a set of orthogonal idempotents.
The statements for A = KQ/I are proven similarly.
In this work, we consider only associative algebras defined by quotients of path algebras. Next,
we introduce some basic facts about quiver representations.
Definition 2. Let Q be a quiver. A representation M = (Ma, ϕα)a∈Q0,α∈Q1 on Q is a set of K-
vector spaces {Ma | a ∈ Q0} together with linear maps ϕα : Ma →Mb for each arrow α : a→ b in
Q1.
In this paper, we assume that each vector space on the vertices is finite dimensional. For
representations M = (Ma, ϕα) and N = (Na, ψα) on Q, a morphism f : M → N is a set of linear
maps fa : Ma → Na at each a ∈ Q0 such that these maps satisfy the commutativity ψαfa = fbϕα
of the diagram
Ma
ϕα //
fa

Mb
fb

Na
ψα
// Nb
for each α : a→ b.
Let M = (Ma, ϕα) be a representation on a quiver Q and w = (a | α1, . . . , α` | b) be a path
in Q. The evaluation ϕw of M on the path w is the composition of linear maps ϕw = ϕα` . . . ϕα1 .
For a linear combination ρ =
∑k
i=1 ciwi of paths wi with the same source and target, we extend
the definition of the evaluation as ϕρ =
∑k
i=1 ciϕwi . Then, we define a representation M =
(Ma, ϕα)a∈Q0,α∈Q1 on A = KQ/I as a representation on the quiver Q satisfying ϕρ = 0 for any
relation ρ ∈ I. For I = 〈ρ1, . . . , ρs〉, M is a representation on A = KQ/I if and only if ϕρi = 0 for
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i = 1, . . . , s. A morphism of representations on A = KQ/I is defined in a way similar to the above.
The set of morphisms from M to N is denoted by HomA(M,N).
For a representation M on A = KQ/I, the dimension vector dimM is defined by
dimM = (dimMa)a∈Q0 .
We also express dimM by assigning dimMa at each a ∈ Q0 on the given quiver Q. For example,
the dimension vector of a representation
K2 K 0
K K3 K2
is given by
210
132
.
For a quiver Q, let us denote by rep(KQ) the category of representations on Q and their
morphisms. For A = KQ/I, we denote by rep(A) the full subcategory of rep(KQ) consisting of
representations on A. Let mod(KQ) and mod(A) be the categories of finitely generated right KQ-
modules and right A-modules, respectively. Then, the following proposition states that we can
identify representations and modules by categorical equivalences.
Proposition 1. For a quiver Q, there exists an equivalence of categories
mod(KQ) ' rep(KQ).
Similarly, given A = KQ/I where I is an ideal of KQ generated by relations, there also exists an
equivalence of categories
mod(A) ' rep(A).
Proof. We define two functors F : mod(A) → rep(A) and G : rep(A) → mod(A) as follows.
Let {ea | a ∈ Q0} be the set of orthogonal idempotents determined by the stationary paths of
A = KQ/I. For an A-module M , we define a vector space on each a ∈ Q0 by F (M)a = Mea.
To an arrow α : a → b, we assign a linear map ϕα : F (M)a → F (M)b by ϕα(x) = xα¯, where
α¯ = α + I ∈ A. Note that ϕα(x) = ϕα(xea) = xeaα¯ = xeaα¯eb ∈ F (M)b. Given a morphism
f : M → N of A-modules M and N , we define a K-linear map F (f)a : F (M)a → F (N)a by the
restriction of f to F (M)a. This is well-defined because f(F (M)a) = f(Mea) = f(M)ea ⊂ F (N)a,
and we can easily check the commutativity for each α ∈ Q1. These data define the functor
F : mod(A)→ rep(A).
On the other hand, let M = (Ma, ϕα)a∈Q0,α∈Q1 be a representation on A. As a K-vector
space, we construct the direct sum G(M) =
⊕
a∈Q0 Ma. Then, the right multiplication of KQ
on G(M) is defined as follows. For a stationary path a at a ∈ Q0 and x = (xb)b∈Q0 ∈ G(M),
we define (xa)c = δa,cxa for c ∈ Q0. For a path w = (a | α1, . . . , α` | b) from a to b, we
define xw by (xw)c = δb,cϕw(xa) for c ∈ Q0, and we linearly extend it for arbitrary elements in
KQ. Note that we have xρ = 0 for any ρ ∈ I. This means that these right multiplications by
KQ naturally define those by A = KQ/I and determine a right A-module structure on G(M).
Given a morphism f = (fa) : M → N for representations M and N on A, we define a morphism
G(f) =
⊕
a∈Q0 fa : G(M) =
⊕
a∈Q0 Ma → G(N) =
⊕
a∈Q0 Na as the direct sum. These data
define the functor G : rep(A)→ mod(A).
It is straightforward to check that these functors lead to an equivalence of categories mod(A) '
rep(A). The first statement follows by taking I = 0.
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Let M = (Ma, ϕα)a∈Q0,α∈Q1 be a representation on A. A subrepresentation N of M is given
by a set {Na}a∈Q0 of vector subspaces Na ⊂ Ma closed under the linear map ϕα(Na) ⊂ Nb for
any α : a → b. Hence, the subrepresentation N naturally becomes a representation on A by
restriction of the linear maps ϕα. A subrepresentation N is called a direct summand if there exists
a subrepresentation N ′ such that Ma = Na⊕N ′a for all a ∈ Q0. In this case, we write M = N ⊕N ′
and call this a direct sum decomposition of M . A representation M is called indecomposable
if M is nonzero and cannot be decomposed as a direct sum of proper subrepresentations. On
decompositions of representations, the following theorem is fundamental.
Theorem 1 (Krull-Remak-Schmidt). A representation M on a finite dimensional algebra A can
be expressed as a direct sum
M ' N (1) ⊕ · · · ⊕N (n) (2.1)
of indecomposables N (1), . . . , N (n). In addition, if
M ' N (1) ⊕ · · · ⊕N (n) ' L(1) ⊕ · · · ⊕ L(`),
where N (1), . . . , N (n) and L(1), . . . , L(`) are indecomposables, then n = ` and there exists a permu-
tation σ on {1, . . . , n} such that N (i) ' L(σ(i)) for i = 1, . . . , n.
From this theorem, the classification of representations on an associative algebra can be per-
formed by studying indecomposable decompositions (2.1). Hence, given A = KQ/I, it is important
to know
1. how many isomorphism classes of indecomposables exist, and
2. what kinds of isomorphism classes of indecomposables exist.
An associative algebra is said to be representation-finite if the number of all isomorphism classes
of indecomposables is finite. Otherwise, it is said to be representation-infinite. The following
theorem provides a complete answer to the above two questions for quiver representations with no
relations. Here we give the list of all isomorphism classes of indecomposables only for An quivers.
For the complete statement and the lists for the other quivers of finite type, we refer to [1, 2, 17, 24].
Theorem 2 (Gabriel). A quiver Q is representation-finite if and only if the underlying graph Q¯
is one of the Dynkin diagrams An,Dn,E6,E7,E8. The isomorphism classes of indecomposables on
quivers whose underlying graph is the An diagram
◦ ◦ ◦ . . . ◦1 2 3 n
are given by the interval representations I[b, d] for 1 ≤ b ≤ d ≤ n defined by the set of vector spaces
I[b, d]i =
{
K, b ≤ i ≤ d
0, otherwise
(2.2)
for i = 1, . . . , n and the identity map for each K → K. This list of isomorphism classes is
independent of orientations of arrows in An quivers.
Remark 1. Note that Gabriel’s theorem provides us with a classification of quivers without re-
lations, and does not tell us anything about the associative algebra A = KQ/I with nontrivial
relations I. Hence, it is possible to have a quiver with some relations to be representation-finite,
even if its underlying graph is not included in the list provided by Gabriel’s theorem.
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Let Q be an An quiver
◦ ◦ ◦ . . . ◦1 2 3 n
where each expresses an orientation given by either or . By assigning a symbol f
or b to or , respectively, we can represent an An quiver by a sequence τn = O1 . . . On−1
of these symbols. For example, τ3 = ff and τ4 = fbb represent the A3 quiver ◦ ◦ ◦
and the A4 quiver ◦ ◦ ◦ ◦ , respectively.
Definition 3. Let n ≥ 2. The ladder quiver L(τn)
◦ ◦ ◦ . . . ◦
◦ ◦ ◦ . . . ◦
1
1′
2
2′
3
3′
n
n′
of length n is defined by two An quivers of the same orientation τn = O1 . . . On−1, together with
an arrow i
′
◦ i◦ for every i = 1, . . . , n. The commutative ladder CL(τn) is defined as the
associative algebra CL(τn) = KL(τn)/I, where the ideal I is generated by commutative relations
αβ = γδ and γα = δβ in the squares
◦ ◦
◦ ◦
β
α
γ
δ
i
i′
i + 1
i + 1′
and
◦ ◦
◦ ◦
β
α
γ
δ
i
i′
i + 1
i + 1′
,
respectively.
2.2 Persistence Modules on An
Let X : X1 ⊂ · · · ⊂ Xn be a filtration of topological spaces. The concepts of persistent homology
and barcodes for X are first introduced by Edelsbrunner, Letscher, and Zomorodian [15]. Then,
Zomorodian and Carlsson [25] explain persistent homology as a graded K[z]-module
H`(X1) H`(X2) H`(X3) . . . H`(Xn) (2.3)
over the polynomial ring K[z] with one indeterminate z, and call this a persistence module. Here,
the action of z on the persistence module is defined by the induced homology maps of Xi ↪→ Xi+1.
They also show a clear relationship between barcodes and elementary divisors of the graded K[z]-
modules.
In the paper [5], Carlsson and de Silva generalize persistence modules as representations
M : H`(X1) H`(X2) H`(X3) . . . H`(Xn)
on any An quiver, where each expresses either a linear map or determined
by the orientation in its An quiver. From this extension, we can generally treat a sequence of
topological spaces connected by continuous maps
X1 X2 X3 . . . Xn , (2.4)
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which is not necessarily a filtration, and study persistent topological features in the sequence. In
this setting, the persistent homology (2.3) can be regarded as a representation on an An quiver
An : ◦ ◦ ◦ . . . ◦1 2 3 n . (2.5)
We denote this An quiver by An , since it frequently appears in this paper.
By Theorems 1 and 2, the persistence module M can be uniquely expressed as an indecompos-
able decomposition
M '
⊕
1≤b≤d≤n
I[b, d]mbd , mbd ∈ N0 = {0, 1, 2, . . . }. (2.6)
From this decomposition, we obtain a barcode as a multiset of closed intervals [b, d] appearing in
(2.6) even in the setting of persistence modules on An quivers with arbitrary orientations. Hence,
we define persistence diagrams as follows:
Definition 4. The persistence diagram DM of a persistence module M on an An quiver is a
multiset of points in {(b, d) ∈ N2 | 1 ≤ b ≤ d ≤ n} such that the multiplicity of (b, d) is mbd from
the indecomposable decomposition (2.6).
A point (b, d) in a persistence diagram, or equivalently an interval representation I[b, d], encodes
a topological feature in (2.4) which appears at Xb and disappears at Xd+1. This means that the
birth, death, and lifetime of this feature are given by b, d + 1, and d − b + 1, respectively. We
note that in this setting, the death time d + 1 is greater than the coordinate d by 1. Hence, the
diagonal consisting of generators with zero lifetime, which is necessary to discuss stability theorems
[8, 10], is given by {(i, i − 1) | 1 ≤ i ≤ n}. In order to deal with the diagonal in Section 3.6, we
introduce the notation Z(i) = I[i, i− 1] corresponding to the point (i, i− 1) ∈ N20 and call this the
zero representation at (i, i− 1).
In view of these progresses, we define a persistence module on A = KQ/I as a representation
on A. In particular, we study a generalization of the above scenario into persistence modules on
commutative ladders. For this purpose, we consider the following issues:
(Q1) Are commutative ladders representation-finite or not?
(Q2) If they are representation-finite, what are the counterparts of interval representations and
persistence diagrams?
In the next section, we give answers to these questions.
3 Persistence Modules on Commutative Ladders
3.1 Auslander-Reiten Quivers
We introduce two concepts from the representation theory of associative algebras. In this section,
let A = KQ/I be an associative algebra defined by a quiver Q and an ideal I = 〈ρ1, . . . , ρs〉
generated by relations ρi.
Definition 5. Let M,N be representations in rep(A). A morphism f : M → N is called irreducible
if
(i) f is neither a section nor a retraction, and
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(ii) any factorization f = f1f2:
M
f //
f2 !!
N
W
f1
>>
implies that f1 is a retraction or f2 is a section.
Recall that a morphism s : M → N is called a section if it has a left inverse. Dually, a morphism
r : N → M is called a retraction if it has a right inverse. It follows from (i) that an irreducible
morphism f cannot be a split monomorphism nor a split epimorphism. On the other hand, (ii)
implies that f does not allow nontrivial factorizations. In this sense, we can think of this definition
as capturing the concept of irreducibility with respect to factorizations of morphisms.
Definition 6. The Auslander-Reiten quiver Γ(A) = (Γ0,Γ1) of A is defined as follows:
1. The vertices in Γ0 are all the isomorphism classes of indecomposables in rep(A).
2. For two indecomposable isomorphism classes [M ] and [N ], an arrow [M ] → [N ] is assigned
in Γ1 if and only if there exists an irreducible morphism M → N (this is independent of the
choice of representatives).
Remark 2. This definition of the Auslander-Reiten quiver is slightly different from the usual to
simplify the presentation. In the usual definition, the set of vertices is the same, but we assign
` = dim Irr(M,N) arrows from [M ] to [N ], where Irr(M,N) is the K-vector space of irreducible
morphisms. Hence, Definition 6 corresponds to projecting multiple arrows into one, and we take
only the existence of irreducible morphisms into account. This simple version is sufficient for the
arguments in this paper.
The Auslander-Reiten quiver Γ(A) has the following characteristic property.
Proposition 2. If there exists a finite connected component Γ in the Auslander-Reiten quiver Γ(A),
then Γ = Γ(A).
For a proof, the reader is referred to page 141 in [1] or page 79 in [24]. This proposition is used
to explicitly construct Auslander-Reiten quivers in later sections.
3.2 Representation Type of Commutative Ladders
The following theorem provides us with commutative ladders of finite type and explicitly shows
their Auslander-Reiten quivers.
Theorem 3. The commutative ladders CL(τn) of length n ≤ 4 are representation-finite for arbitrary
orientations τn. The Auslander-Reiten quivers of CL(τn) with n ≤ 4 are shown in Figures 13 to
20.
Figures 13 to 20 are placed in Appendix A, where the isomorphism class of each indecomposable
is expressed by its dimension vector. In Section 3.5, we give a proof of this theorem for the
commutative ladder CL(fb)
◦ // ◦ ◦oo
◦
OO
// ◦
OOOO
◦oo
OO
by explicitly constructing its Auslander-Reiten quiver, which is shown also in Figure 2 for the sake
of convenience. We note that there exists an up-down symmetry in Γ(CL(fb)) induced by the
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0 0 0
1 0 0
0 0 0
0 0 1
1 0 0
1 0 0
0 0 0
1 1 1
0 0 1
0 0 1
1 0 0
1 1 1
0 0 1
1 1 1
0 0 0
0 1 1
1 0 1
1 1 1
0 0 0
1 1 0
0 0 1
0 1 1
1 1 1
1 1 1
1 0 0
1 1 0
0 0 1
0 0 0
1 1 1
1 2 1
1 0 0
0 0 0
1 1 1
1 1 0
0 0 0
0 1 0
1 1 1
0 1 1
1 1 0
1 1 0
1 1 1
0 1 0
0 1 1
0 1 1
1 1 0
0 1 0
1 1 1
0 0 0
0 1 1
0 1 0
1 2 1
0 1 0
0 1 1
0 0 0
0 1 0
0 1 0
1 1 0
0 0 0
0 1 0
0 0 0
Figure 2: The Auslander-Reiten quiver of CL(fb).
left-right symmetry of the quiver CL(fb). In each indecomposable, each linear map connecting two
one dimensional vector spaces is the identity map K → K, while those in 111
121
and
121
010
are given in
matrix forms by
K // K Koo
K
f12
//
OO
K2
f25
OO
K
f32
oo
OO , f12 =
[
1
0
]
, f32 =
[
0
1
]
, f25 =
[
1 1
]
, (3.1)
K
f45 // K2 K
f65oo
0 //
OO
K
f25
OO
0oo
OO , f45 =
[
1
0
]
, f65 =
[
0
1
]
, f25 =
[
1
1
]
. (3.2)
As explained in Section 1, persistence modules on the commutative ladder CL(fb) frequently arise
in TDA. In Section 3.7, we discuss in detail the interpretations of these isomorphism classes of
indecomposables for TDA.
The next theorem shows that the converse of Theorem 3 also holds.
Theorem 4. The commutative ladders CL(τn) of length n ≥ 5 are representation-infinite for
arbitrary orientations τn.
This follows as a corollary to Theorem 4 of the paper [20]. In Section 3.5, we give a constructive
proof of this statement using the Auslander-Reiten quivers.
3.3 Recipe for Auslander-Reiten Quivers
We introduce a recipe to construct the Auslander-Reiten quiver Γ(A) of A = KQ/I. For this
purpose, let us recall some fundamental definitions and their properties. We basically follow the
exposition in [1] with appropriate simplifications (see also [2, 24]).
A representation P in rep(A) is projective if, for any epimorphism f : M → N and any morphism
g : P → N , there exists a morphism h : P → M satisfying g = fh. Dually, a representation I
is injective if, for any monomorphism f : L → M and any morphism g : L → I, there exists a
morphism h : M → I satisfying g = hf . A representation S is called simple if S 6= 0 and any
subrepresentation of S is either zero or S. Furthermore, given a representation M , the radical
radM of M is the intersection of all maximal subrepresentations of M .
Definition 7. Let a ∈ Q0 be a vertex of the quiver Q = (Q0, Q1) defining A = KQ/I.
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1. P (a) = (P (a)b, ϕα)b∈Q0,α∈Q1 is the representation consisting of a vector space P (a)b at each
b ∈ Q0 spanned by the paths from a to b in A, and a linear map ϕα for each α : b→ c given
by the right multiplication of α¯ on P (a)b.
2. I(a) = (I(a)b, ϕα)b∈Q0,α∈Q1 is the representation consisting of a vector space I(a)b at each
b ∈ Q0 which is the dual vector space spanned by the paths from b to a in A, and a linear
map ϕα for each α : b→ c given by the dual of the left multiplication of α¯.
3. S(a) = (S(a)b, ϕα)b∈Q0,α∈Q1 is the representation consisting of a vector space
S(a)b =
{
K, b = a
0, b 6= a
at each b ∈ Q0, and ϕα = 0 for every α ∈ Q1.
4. radP (a) = (Mb, ϕα)b∈Q0,α∈Q1 is the representation consisting of a vector space Mb at each
b ∈ Q0 spanned by the non-stationary paths from a to b in A, and a linear map ϕα for each
α : b→ c given by the right multiplication of α¯ on Mb.
We can easily verify that S(a) is simple for each a ∈ Q0. It is also known that all the inde-
composable projectives and injectives are precisely given by P (a) and I(a) for a ∈ Q0, respectively,
and that radP (a) is the radical of P (a) (e.g., see III.2 in [1]).
Proposition 3. For a simple projective P , there are no irreducible morphisms ending at P . Dually,
for a simple injective I, there are no irreducible morphisms starting at I.
Proof. Let f : M → P be an irreducible morphism ending at a simple projective P . It can be easily
checked that f must be nonzero. Thus, f is surjective because P is simple. Since P is projective,
f is a retraction, which is a contradiction. The second statement can be proved similarly.
Definition 8. A morphism f : L → M is called left minimal if every endomorphism h : M → M
with hf = f is an automorphism. Dually, a morphism g : M → N is called right minimal if every
endomorphism h : M →M with gh = g is an automorphism.
Definition 9. A morphism f : L→M is called left almost split if f is not a section, and, for any
f ′ : L→M ′ that is not a section, there exists h : M →M ′ such that f ′ = hf . Dually, A morphism
g : M → N is called right almost split if g is not a retraction, and, for any g′ : M ′ → N that is not
a retraction, there exists h : M ′ →M such that g′ = gh.
A morphism is called left minimal almost split (or right minimal almost split) if it is left (resp.,
right) minimal and left (resp., right) almost split.
We adopt the following convention to express morphisms on direct sums. Given morphisms
fi : L→Mi (i = 1, 2), the morphism f = (f1 f2)t : L→M1⊕M2 is defined as f(x) = (f1(x), f2(x)).
Similarly, given gi : Mi → N (i = 1, 2), the morphism g = (g1 g2) : M1 ⊕M2 → N is defined as
g(x1, x2) = g1(x1) + g2(x2).
Proposition 4. Given a left almost split morphism f : L → M , L is indecomposable. Dually,
given a right almost split morphism g : M → N , N is indecomposable.
Proof. If not, let L = L1 ⊕ L2 be a nontrivial direct sum decomposition and pi : L → Li be the
corresponding projections. Since pi is not a monomorphism, it is not a section. Then, there exists
hi : M → Li such that pi = hif . However, it follows from (h1 h2)tf = (p1 p2)t = 1L that f is a
section, and this contradicts the assumption that f is left almost split. The second statement is
proved in a similar way.
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The following is a uniqueness property (up to isomorphism) of left and right minimal almost
split morphisms.
Proposition 5. Let f : L → M and f ′ : L → M ′ be left minimal almost split. Then, there exists
an isomorphism h : M →M ′ such that f ′ = hf . Dually, let g : M → N and g′ : M ′ → N be right
minimal almost split. Then, there exists an isomorphism h : M →M ′ such that g = g′h.
Proof. Since f and f ′ are not sections, there exist h : M →M ′ and h′ : M ′ →M such that f ′ = hf
and f = h′f ′, respectively. These lead to f = h′hf and f ′ = hh′f ′. Then, the minimality of f and
f ′ implies that h′h and hh′ are automorphisms, and hence h and h′ are isomorphisms. The second
statement is proved similarly.
Proposition 6. Let f : L→M be left minimal almost split. Then, f is irreducible. Furthermore,
f ′ : L→ M ′ is irreducible if and only if M ′ 6= 0 and there exists a direct sum decomposition M '
M ′ ⊕M ′′ and a morphism f ′′ : L→M ′′ such that (f ′ f ′′)t : L→M ′ ⊕M ′′ is left minimal almost
split. Dually, let g : M → N be right minimal almost split. Then, g is irreducible. Furthermore,
g′ : M ′ → N is irreducible if and only if M ′ 6= 0 and there exists a direct sum decomposition
M ' M ′ ⊕M ′′ and a morphism g′′ : M ′′ → N such that (g′ g′′) : M ′ ⊕M ′′ → N is right minimal
almost split.
For a proof, the reader may refer to page 103 in [1]. Thus, by Propositions 5 and 6, all the
irreducible morphisms starting at L (ending at N) can be obtained by studying the left (resp.
right) minimal almost split morphisms from L (resp. to N).
We give some characterizations of left and right minimal almost split morphisms. First of all,
let us begin with left minimal almost split morphisms starting at indecomposable injectives and
right minimal almost split morphisms ending at indecomposable projectives.
Proposition 7. Let P (a) be an indecomposable projective. Then, a morphism g : M → P (a) is
right minimal almost split if g is a monomorphism and Im g ' radP (a). Dually, let I(a) be an
indecomposable injective. Then, a morphism f : I(a) → M is left minimal almost split if f is an
epimorphism and Ker f ' S(a).
Proof. It suffices to prove the case g : radP (a) ↪→ P (a). Since g is a monomorphism, any h :
radP (a) → radP (a) with gh = g is an automorphism. Thus, g is right minimal. Obviously, g is
not a retraction. Furthermore, let g′ : M ′ → P (a) be any morphism that is not a retraction. Then,
g′ is not an epimorphism, otherwise the projectivity of P (a) implies that g′ is a retraction. Since
radP (a) is the unique maximal subrepresentation in P (a), g′ factors through radP (a). Hence, g is
also right almost split. The statement for I(a) is proved in a similar way.
Next, we give a characterization of left minimal almost split morphisms starting at indecom-
posable non-injectives and right minimal almost split morphisms ending at indecomposable non-
projectives, respectively. But, before that, we introduce a few more concepts.
A subrepresentation L of M is called superfluous if for every subrepresentation X of M the
equality L+X = M implies X = M . An epimorphism h : P −→M in rep(A) is called a projective
cover of M if P is projective and Ker h is superfluous in P . For a representation M , let
P1
p // P0
q //M // 0
be a minimal projective presentation in rep(A). Namely, it is an exact sequence such that P1
p // Ker q
and P0
q //M are projective covers.
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Let Aop be the opposite algebra of A. Then, by applying the functor (−)t = HomA(−, A) :
rep(A)→ rep(Aop) to the sequence above, we obtain an exact sequence
0 //M t // P t0
pt // P t1
// TrM → 0,
where TrM = Coker pt ∈ rep(Aop) is called the transpose ofM . We remark that TrM is well-defined
up to isomorphism, by the uniqueness of minimal projective presentations up to isomorphism. We
denote by D(−) = HomK(−,K) the duality functors
rep(A) rep(Aop) rep(A).
D D
Definition 10. The Auslander-Reiten translations τ, τ−1 : rep(A) → rep(A) are defined by the
compositions
τ = DTr and τ−1 = TrD.
We warn that τ and τ−1, taken as functors from rep(A) to itself, are not inverses of each other.
For example, it is easy to check that N is projective if and only if τN = 0. To explain the notation,
we note that they do induce mutually inverse equivalences between the projectively stable and
injectively stable categories of A. See Corollary 2.11 in IV.2 of [1]. These translations play an
important role in determining the Auslander-Reiten quiver of A. In Section 3.4 we illustrate this
with the quiver An .
Definition 11. A short exact sequence
0 // L
f //M
g // N // 0
is called an almost split sequence if f is left minimal almost split and g is right minimal almost
split.
We note that an almost split sequence starting from L or ending at N is uniquely determined
up to isomorphism by Proposition 5. The following proposition gives a characterization of left and
right minimal almost split morphisms for indecomposable non-injectives and non-projectives.
Proposition 8. For any indecomposable non-projective N , there exists an almost split sequence
0 // τN //M // N // 0. (3.3)
Dually, for any indecomposable non-injective L, there exists an almost split sequence
0 // L //M // τ−1L // 0. (3.4)
For a proof, the reader is referred to page 120 in [1]. This proposition asserts that the left
minimal almost split morphism starting at an indecomposable non-injective L appears in the almost
split sequence 0 // L //M // τ−1L // 0 , and its dual statement for indecomposable
non-projectives. We can use these almost split sequences to construct new indecomposables, since
τN and τ−1L in (3.3) and (3.4) are indecomposables by Proposition 4. Furthermore, it follows
from Proposition 6 that these almost split sequences also produce new irreducible morphisms.
In this paper, we frequently use almost split sequences of the form (3.4) to construct Auslander-
Reiten quivers. For this purpose, we introduce a characterization of the Auslander-Reiten transla-
tion τ−1 by using the so-called Nakayama functor ν−1(−) = HomA(DA,−) = (D−)t : rep(A) →
rep(A). It is known that ν−1 induces a duality from injective representations to projective repre-
sentations. Here, we use ν−1 to compute the translation τ−1L of an indecomposable non-injective
L.
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Proposition 9. For a representation L, let 0 // L
i0 // E0
i1 // E1 be a minimal injective
presentation in rep(A). Then, there exists an exact sequence
0 // ν−1L ν
−1i0 // ν−1E0
ν−1i1 // ν−1E1 // τ−1L // 0.
Proof. The statement is proved by successively applying the functors D and (−)t and using a
functorial isomorphism (DX)t ' ν−1X.
Based on these propositions, we provide a recipe to construct the Auslander-Reiten quiver Γ(A)
for A = KQ/I as follows:
(i) Add vertices to Γ(A) for all indecomposable projectives P (a), a ∈ Q0. By Proposition 3, the
vertices for simple projectives do not have incoming arrows in Γ(A).
(ii) For irreducible morphisms starting at indecomposable injectives or ending at indecomposable
projectives, apply Proposition 7 and then Proposition 6.
(iii) For an indecomposable non-injective L, construct the τ−1L by using Proposition 9, and derive
the almost split sequence
0 // L
f //M
g // τ−1L // 0.
Then, add the vertex [τ−1L] to Γ(A), since, by Proposition 4, τ−1L is an indecomposable.
Furthermore, add newly obtained vertices [Mi] and arrows [L] → [Mi] and [Mi] → [τ−1L] in
f = (f1 . . . fs)
t : L→M = ⊕si=1Mi and g = (g1 . . . gs) : M = ⊕si=1Mi → τ−1L, respectively,
where M =
⊕s
i=1Mi is an indecomposable decomposition of M . By Proposition 6, we can
obtain all the irreducible morphisms starting at L and ending at τ−1L in this manner.
(iv) Once we obtain a finite connected component Γ, this is the Auslander-Reiten quiver Γ(A) = Γ
by Proposition 2.
Part (iii) is to be done inductively. By Proposition 3, the inductive application of (iii) stops
when we obtain simple injectives. While doing this inductive process, if we get an indecomposable
injective L for example, then we cannot use (iii) to compute the irreducible morphisms starting
from L. In such a case, we use part (ii). It should also be mentioned that since we capture all
the irreducible morphisms using (ii) and (iii), we can completely derive the connected component
if Γ(A) is finite. We warn that the above recipe does not terminate in the representation-infinite
case.
3.4 Auslander-Reiten Quiver of An
Before proving Theorem 3, let us consider the Auslander-Reiten quiver of persistence modules on
An and study how to use the recipe presented in the previous subsection. Let us denote the path
algebra of An by A.
Theorem 5. Let Γ = (Γ0,Γ1) be the Auslander-Reiten quiver of An . Then, the set Γ0 of vertices
consists of the isomorphism classes of interval representations I[b, d] for 1 ≤ b ≤ d ≤ n, and the set
Γ1 of arrows consists of the irreducible morphisms
I[b− 1, d] I[b, d]
I[b, d− 1]
for 1 < d ≤ n, where 1 < b ≤ d for horizontal arrows and 1 ≤ b < d for vertical arrows. Figure 3
shows Γ sketched in N2.
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1 2 n-1 n
1
2
n-1
n
birth
death
Figure 3: The Auslander-Reiten quiver of An and the grid points of a persistence diagram.
Proof. The indecomposable projectives and injectives of this quiver are
P (k) = I[k, n] and I(k) = I[1, k]
for k = 1, . . . , n. From (i) in the recipe we start to construct the Auslander-Reiten quiver by
including the indecomposable projectives P (k). Since P (n) is simple projective, there are no
irreducible morphisms ending at P (n). We also note rad(P (k)) = P (k + 1). This implies from
(ii) in the recipe that P (k + 1) → P (k) is the right minimal almost split morphism at each
k = 1, . . . , n− 1. Hence, we obtain a sequence of irreducible morphisms
I[1, n] I[2, n]oo . . . . . .oo I[n− 1, n]oo I[n, n].oo
Our proof is by induction on the rows of Figure 3, and for every row another induction on the
columns. Let us suppose that there exists a sequence of irreducible morphisms
I[1, j] I[2, j]oo . . . . . .oo I[j − 1, j]oo I[j, j]oo
among the indecomposables I[1, j], . . . , I[j, j] for some j = 2, . . . , n, and execute (iii) in the recipe.
We first construct the almost split sequence
0 // I[j, j] // I[j − 1, j]⊕M // τ−1I[j, j] // 0
starting at the indecomposable non-injective I[j, j] with some possible direct summand M . For this
purpose, let us study τ−1I[j, j] by Proposition 9.
A minimal injective presentation of I[j, j] is given by
0 // I[j, j] // I(j) // I(j − 1).
By applying the Nakayama functor ν−1 and noting that ν−1I(k) = P (k) for k = 1, . . . , n, we obtain
the exact sequence
0 // ν−1I[j, j] // P (j) // P (j − 1) // τ−1I[j, j] // 0.
Since ν−1L ' HomA(I(1), L) ⊕ · · · ⊕ HomA(I(n), L) for any L ∈ rep(A), we have ν−1I[j, j] = 0.
Then, we compute
dim τ−1I[j, j] = dimP (j − 1)− dimP (j) = dim I[j − 1, j − 1],
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and hence τ−1I[j, j] = I[j − 1, j − 1]. Furthermore, M = 0, since dimM = dim I[j, j] + dim I[j −
1, j − 1]− dim I[j − 1, j] = 0. Hence, the almost split sequence starting at I[j, j] is given by
0 // I[j, j] // I[j − 1, j] // I[j − 1, j − 1] // 0
and we obtain the new indecomposable I[j−1, j−1] and the new irreducible morphism I[j−1, j]→
I[j − 1, j − 1].
Next, let us similarly construct the almost split sequence starting at the indecomposable non-
injective I[i, j] with i = 2, . . . , j − 1. By induction on i, we have irreducible morphisms I[i, j] →
I[i− 1, j] and I[i, j]→ I[i, j − 1], leading to
0 // I[i, j] // I[i− 1, j]⊕ I[i, j − 1]⊕M // τ−1I[i, j] // 0
as the almost split sequence. A minimal injective presentation
0 // I[i, j] // I(j) // I(i− 1)
leads to an exact sequence
0 // ν−1I[i, j] // P (j) // P (i− 1) // τ−1I[i, j] // 0.
From this exact sequence, we obtain τ−1I[i, j] = I[i−1, j−1], M = 0, and the almost split sequence
0 // I[i, j] // I[i− 1, j]⊕ I[i, j − 1] // I[i− 1, j − 1] // 0
in a similar way. For the left minimal almost split morphism starting at the indecomposable
injective I[1, j], we note that the irreducible morphism I[1, j]→ I[1, j − 1] obtained in the previous
step at i = 2 is an epimorphism with the kernel S(j). Hence, it follows from (ii) in the recipe that
there are no irreducible morphisms starting at I[1, j] to other indecomposables.
By induction on j, we obtain the isomorphism classes of indecomposables I[i, j] for 1 ≤ i ≤ j ≤
n. Since I[1, 1] is simple injective, there are no irreducible morphisms starting at I[1, 1], and these
n(n + 1)/2 indecomposables and their irreducible morphisms form a connected component. This
completes the proof according to (iv) in the recipe.
Remark 3. The vertex located at (b, d) ∈ N2, 1 ≤ b ≤ d ≤ n, corresponds to the isomorphism
class of the interval I[b, d]. Hence, Γ0 of the Auslander-Reiten quiver is the same as the grid points
{(b, d) ∈ N2 | 1 ≤ b ≤ d ≤ n} of standard persistence diagrams on An . This relationship between
persistence diagrams and the Auslander-Reiten quiver is generalized in Section 3.6.
3.5 Proofs of Theorems 3 and 4
Proof of Theorem 3: We give a proof of the theorem for the commutative ladder CL(fb):
◦ ◦ ◦
◦ ◦ ◦
1
4
2
5
3
6
.
The proofs for the other CL(τn) with n ≤ 4 are similar. In this proof, we successively construct
indecomposables and irreducible morphisms starting from the left of the Auslander-Reiten quiver
Γ(CL(fb)) and ending on the right. For this purpose, we label the columns from 1 to 12 as shown
in Figure 4
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011
011
100
000
000
110
001
001
110
000
011
010
111
011
100
110
001
111
000
001
010
000
010
010
121
010
111
000
111
010
000
010
111
121
111
111
101
111
000
111
011
000
110
010
111
110
001
011
100
111
000
100
110
110
001
000
000
011
100
100
1 2 3 4 5 6 7 8 9 10 11 12
Figure 4: The Auslander-Reiten quiver of CL(fb) with columns labeled from 1 to 12.
For the sake of notational simplicity, we denote each indecomposable by its dimension vector
without using the symbol “ dim ”. In addition, we take all linear maps K → K as the identity map.
The indecomposable projectives and injectives are
P (1) =
110
110
, P (2) =
010
010
, P (3) =
011
011
, P (4) =
110
000
, P (5) =
010
000
, P (6) =
011
000
,
I(1) =
000
100
, I(2) =
000
111
, I(3) =
000
001
, I(4) =
100
100
, I(5) =
111
111
, I(6) =
001
001
.
We start to construct Γ(CL(fb)) from the simple projective P (5). It follows from radP (2) =
radP (4) = radP (6) = P (5) that the almost split sequence starting at P (5) takes the form
0 // P (5) // P (2)⊕ P (4)⊕ P (6)⊕M // N // 0 (3.5)
with some possible direct summand M , where N = τ−1P (5). A minimal injective presentation
0 // P (5) // I(5)
ϕ // I(2)⊕ I(4)⊕ I(6)
leads to an exact sequence
0 // ν−1P (5) // P (5)
ν−1ϕ // P (2)⊕ P (4)⊕ P (6) // N // 0. (3.6)
It follows from ν−1P (5) ' HomA(I(1), P (5)) ⊕ · · · ⊕ HomA(I(6), P (5)) = 0 that we obtain the
vector spaces of N as
K
f45 // K2 K
f65oo
0 //
OO
K
f25
OO
0oo
OO
by counting dimensions in (3.6). In order to determine the linear maps f25, f45, and f65, we need
to study the cokernel of ν−1ϕ. Note that, at the vertex 5 in CL(fb), we have
P (5)e5 ' HomA(DA, I(5))e5 ' HomA(I(5), I(5))
and similarly
(P (2)⊕ P (4)⊕ P (6))e5 ' HomA(I(5), I(2))⊕HomA(I(5), I(4))⊕HomA(I(5), I(6)).
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Then, by appropriately choosing bases, we can obtain a matrix form of the linear map
P (5)e5 ' K 3 x 7−→ (−x x x)t ∈ K3 ' (P (2)⊕ P (4)⊕ P (6))e5.
This leads to the linear maps
f25 =
[
1
1
]
, f45 =
[
1
0
]
, f65 =
[
0
1
]
in N = Coker ν−1ϕ. Furthermore, we also obtain M = 0 by counting dimensions in (3.5), and
hence the almost split sequence starting from P (5) is determined. This gives a portion of the
Auslander-Reiten quiver up to the third column. It also follows from Proposition 7 that we do not
have other irreducible morphisms ending at P (2), P (4), or P (6).
In a similar way, we can construct the almost split sequences
0→ 110
000
→ 121
010
→ 011
010
→ 0,
0→ 010
010
→ 121
010
→ 111
000
→ 0,
0→ 011
000
→ 121
010
→ 110
010
→ 0
starting from the 2nd column, and
0→ 121
010
→ 011
010
⊕ 111
000
⊕ 110
010
→ 111
010
→ 0
starting from the 3rd column.
At the 4th column, by noting radP (3) =
011
010
and radP (1) =
110
010
and by adding P (3) and P (1)
in the middle terms of the sequences, we obtain the almost split sequences
0→ 011
010
→ 011
011
⊕ 111
010
→ 111
011
→ 0,
0→ 111
000
→ 111
010
→ 000
010
→ 0,
0→ 110
010
→ 111
010
⊕ 110
110
→ 111
110
→ 0
in a similar way.
The almost split sequences starting at the 5th, 6th, and 7th columns are similarly and induc-
tively derived as follows:
• 5th column:
0→ 011
011
→ 111
011
→ 100
000
→ 0,
0→ 111
010
→ 111
011
⊕ 000
010
⊕ 111
110
→ 111
121
→ 0,
0→ 110
110
→ 111
110
→ 001
000
→ 0.
• 6th column
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0→ 111
011
→ 100
000
⊕ 111
121
→ 100
110
→ 0,
0→ 000
010
→ 111
121
→ 111
111
→ 0,
0→ 111
110
→ 111
121
⊕ 001
000
→ 001
011
→ 0.
• 7th column
0→ 100
000
→ 100
110
→ 000
110
→ 0,
0→ 111
121
→ 100
110
⊕ 111
111
⊕ 001
011
→ 101
111
→ 0,
0→ 001
000
→ 001
011
→ 000
011
→ 0.
In the part of the 5th column where the indecomposable
111
121
appears, the linear maps in it can be
obtained by studying the cokernel, as was done for
121
010
.
At the 8th column, we note that I(5) =
111
111
is indecomposable injective and
111
111
→ 101
111
is an
epimorphism whose kernel is S(5). Hence, this morphism is the left minimal almost split and there
are no other irreducible morphisms staring at I(5) by Proposition 7. Then, we have the almost
split sequences
0→ 100
110
→ 000
110
⊕ 101
111
→ 001
111
→ 0,
0→ 001
011
→ 101
111
⊕ 000
011
→ 100
111
→ 0
at this column.
At the 9th column, we obtain three almost split sequences
0→ 000
110
→ 001
111
→ 001
001
→ 0,
0→ 101
111
→ 001
111
⊕ 100
111
→ 000
111
→ 0,
0→ 000
011
→ 100
111
→ 100
100
→ 0.
It should be remarked that we have a nonzero image of the Nakayama functor ν−1
(
101
111
)
=
010
000
in the construction of the almost split sequence starting at
101
111
.
At the 10th column, by again noting nonzero images of the Nakayama functor ν−1
(
001
111
)
=
010
000
and ν−1
(
100
111
)
=
010
000
, we obtain the almost split sequences
0→ 001
111
→ 001
001
⊕ 000
111
→ 000
001
→ 0,
0→ 100
111
→ 000
111
⊕ 100
100
→ 000
100
→ 0.
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At the 11th column, it follows from Proposition 7 that
001
001
→ 000
001
,
000
111
→ 000
001
⊕ 000
100
,
100
100
→ 000
100
are the left minimal almost split morphisms, and hence there are no other irreducible morphisms
starting at the 11th column. Since
000
001
and
000
100
are simple injectives, there are no arrows starting at
these injectives by Proposition 3. Hence we obtain a finite connected component, and Proposition
2 guarantees that this is the Auslander-Reiten quiver of CL(fb). This completes the proof for
CL(fb).
The Auslander-Reiten quivers for the other commutative ladders in Theorem 3 are similarly
constructed with slight modifications. We omit their proofs.
Proof of Theorem 4: Suppose that Oi = f for i = 1, . . . , n− 1 in the orientation τn = O1 . . . On−1.
We first claim that the commutative ladder CL(τ5):
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ ◦
1
1′
2
2′
3
3′
4
4′
5
5′
is representation-infinite. A direct proof is to apply the same recipe above and to observe that
the Auslander-Reiten quiver Γ(CL(τ5)) contains isomorphism classes of indecomposables whose
dimension vectors have elements greater than 6. This implies that the commutative ladder CL(τ5)
is representation-infinite by a theorem of Ovsienko (see [24]).
Another proof for this claim, which fits the induction below better, is to study a quotient algebra
of CL(τ5) and use the Happel-Vossieck list (see A.2 in [24]) in which some representation-infinite
algebras are shown. Let I = 〈e1′ , e5〉 be the ideal in CL(τ5) generated by the idempotents e1′ and
e5. Then, we can check that the quotient algebra CL(τ5)/I appears in the list under E˜7. Then, the
claim follows from the embedding
rep(CL(τ5)/I) ↪→ rep(CL(τ5)),
since the left hand side is representation-infinite.
Suppose that CL(τn−1) is representation-infinite and consider CL(τn):
◦ ◦ . . . ◦ ◦
◦ ◦ . . . ◦ ◦
1
1′
2
2′
n − 1
n − 1′
n
n′
.
(3.7)
We have an isomorphism CL(τn−1) ' CL(τn)/I, where I = 〈en, en′〉. Since we have an embedding
rep(CL(τn−1)) ↪→ rep(CL(τn)), CL(τn) is also representation-infinite by the inductive assumption.
This completes the proof for the case of the orientation τn = f . . . f . The cases for the other
orientations can be proved in the same way.
3.6 Persistence Diagrams and Auslander-Reiten Quivers
Theorem 3 states that the commutative ladders of length up to 4 are representation-finite, and
answers the question (Q1) raised in Section 2.2. It shows that we can deal with persistence modules
on these commutative ladders in a similar manner to standard persistence modules on An quivers.
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In particular, given a persistence module M on a commutative ladder CL of finite type, there is a
unique decomposition
M '
⊕
[I]∈Γ0
Ik[I] , k[I] ∈ N0 = {0, 1, 2, . . . } (3.8)
by indecomposables specified by the vertices of its Auslander-Reiten quiver Γ = (Γ0,Γ1). Hence,
these indecomposables are the counterparts to the intervals in standard persistence modules on An
quivers.
In Section 3.4, we observe that the vertex set of the Auslander-Reiten quiver and the grid
points {(b, d) ∈ N2 | 1 ≤ b ≤ d ≤ n} of persistence diagrams on the quiver An coincide. This
is a natural consequence, since the interval representations are precisely the indecomposables of
An by Gabriel’s theorem [17]. In view of this correspondence, it is natural to define generalized
persistence diagrams of persistence modules on commutative ladders of finite type as follows.
Definition 12. Let M be a persistence module on a commutative ladder of finite type, and let
Γ = (Γ0,Γ1) be its Auslander-Reiten quiver. The persistence diagram DM of M is the function
defined by
DM : Γ0 3 [I] 7→ k[I] ∈ N0,
where k[I] is given by the indecomposable decomposition (3.8).
As usual, we can equivalently regard this function as a multiset of vertices from Γ0. We use
both expressions of persistence diagrams in this paper. It is obvious that the standard definition
of persistence diagrams (Definition 4) coincides with the above definition applied to An quivers.
These arguments answer the question (Q2) raised in Section 2.2.
Definition 12 uses the vertex set Γ0 of the Auslander-Reiten quiver Γ = (Γ0,Γ1). On the other
hand, we emphasize that the Auslander-Reiten quiver also contains information in Γ1, the set of
irreducible morphisms. Thus, let us consider some interpretations of Γ1 particularly by focusing
on undirected and directed paths in Γ .
Let us first consider the relationship between the bottleneck distance defined on persistence
modules on An and the underlying undirected graph of Γ(An ). Recall that the bottleneck distance
between persistence modules M,N on An is defined as
dB(M,N) = inf
ϕ
sup
p∈DM
||p− ϕ(p)||. (3.9)
Here DM and DN are the extended persistence diagrams of M and N obtained by adding the set of
diagonal points (i, i−1), i = 1, . . . , n, with infinite multiplicity to the original persistence diagrams.
(recall the remark after Definition 4 concerning the diagonal in the representation setting). In
addition, we take the infimum over all bijections ϕ : DM → DN . The distance ||p − ϕ(p)|| is
measured by a norm on R2, and we usually use ||x||∞ = max{|x1|, |x2|}. This distance plays an
important role in the stability theorems [8, 10].
By the equivalence between the Auslander-Reiten quiver Γ(An ) and the grid points of standard
persistence diagrams, the minimum length of paths in the underlying undirected graph of Γ(An )
between two intervals p1 = (b1, d1), p2 = (b2, d2) ∈ Γ(An )0 is equal to the `1-distance ||p1 − p2||1 =
|b1 − b2| + |d1 − d2| between them. In view of this context, let us define the extended Auslander-
Reiten quiver Γ(An ) by adding n vertices corresponding to the zero representations Z(i) to Γ(An )0,
and n arrows S(i) = I[i, i] → Z(i), i = 1, . . . , n from the simple representations S(i) to Γ(An )1.
Then, the `1-bottleneck distance can be equivalently defined on Γ(An ).
From this extension, it is reasonable to define the bottleneck distance even in a commutative
ladder CL of finite type by just replacing the quiver An with CL. Namely, the distance between
two vertices [I], [J ] ∈ Γ(CL)0 in the extended Auslander-Reiten quiver Γ(CL) is defined to be the
minimum length of undirected paths between them in Γ(CL). Here, Γ(CL) = (Γ(CL)0,Γ(CL)1) is
23
defined by adding vertices corresponding to the zero representation Z(i) for each simple represen-
tation S(i) to Γ(CL)0 and arrows S(i) → Z(i) to Γ(CL)1. Then, the bottleneck distance between
two persistence diagrams on a commutative ladder CL can be defined by the same formula (3.9).
It is interesting to study the possibility of a stability theorem even in the commutative ladder case
by using this definition.
Next, we study what information we can obtain from the directions of arrows in Auslander-
Reiten quivers. We note that there exists a morphism from M to N , both of which are indecompos-
ables, in rep(A) if and only if there exists a directed path from [M ] to [N ] in the Auslander-Reiten
quiver Γ(A) = (Γ0,Γ1). This claim follows from the definition of arrows in Γ1 and the irreducibility
of morphisms (Definition 5).
Accordingly, let us consider the case of persistence modules on An . Theorem 5 gives the arrows
from an interval I[i, j], and one of the irreducible morphisms I[i, j]→ I[i, j − 1] is described by
An . . . ◦ . . . ◦ ◦ . . .
I[i, j] . . . K . . . K K . . .
I[i, j − 1] . . . K . . . K 0 . . .
i j − 1 j
0 1 1 1 0
0 1 1 0
c c 0
for any nonzero c ∈ K. The existence of the arrow I[i, j] → I[i, j − 1] in Γ(An ) means that the
interval I[i, j] can be nontrivially mapped to I[i, j − 1] in rep(An ).
On the other hand, a morphism I[i, j − 1]→ I[i, j] in the opposite direction
I[i, j] . . . K . . . K K . . .
I[i, j − 1] . . . K . . . K 0 . . .
0 1 1 1 0
0 1 1 0
0 0 0
must be the zero map by the commutativity. Thus, the nonexistence of an arrow I[i, j − 1]→ I[i, j]
in Γ(An ) means that the interval I[i, j − 1] cannot be nontrivially mapped to I[i, j] in rep(An ).
Figure 5 shows examples of diagrams of topological spaces that induce these algebraic constraints
(only drawing at the vertices j − 1 and j).
Figure 5: Diagrams of topological spaces (spheres and discs) inducing algebraic constraints by
taking homology H1(−). The left (resp., right) diagram corresponds to I[j − 1, j]→ I[j − 1, j − 1]
(resp., I[j − 1, j − 1] → I[j − 1, j]). On the right diagram, we cannot assign a continuous map
satisfying the commutativity.
We remark that the above arguments can be applied to persistence modules on commutative
ladders of finite type. To summarize, the direction of arrows in the Auslander-Reiten quiver in
general provides algebraic constraints to maps between indecomposables. This implies that inde-
composables are not symmetric in general. However, it should be remarked that the bottleneck
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distance deals with indecomposables symmetrically (by definition of the distance). This new per-
spective from the Auslander-Reiten quiver may give further useful information for topological data
analysis.
3.7 Further Decomposition of Interval Representations
For applications of persistence modules on a commutative ladder CL(τn) of finite type, we need to
interpret the indecomposables in the context of input data. In this subsection, we discuss this issue
for the orientation τ2 = fb as an example, which is the quiver relevant to our original motivation of
TDA on materials science. We show that the Auslander-Reiten quiver Γ(CL(fb)) = (Γ0,Γ1) serves
as a suitable visualization tool to capture the roles of the indecomposables and the relationships
among them. In Section 5, we provide numerical experiments and illustrate the contents of this
section through those examples.
A persistence module
M =
H`(Xs) H`(Xs ∪ Ys) H`(Ys)
H`(Xr) H`(Xr ∪ Yr) H`(Yr)
(3.10)
on CL(fb) arises from a diagram of topological spaces related by inclusions:
Xs Xs ∪ Ys Ys
Xr Xr ∪ Yr Yr
.
For example, the pairs of topological spaces Xr ⊂ Xs and Yr ⊂ Ys can be constructed from two
point cloud data by some geometric model such as the Vietoris-Rips [14] or the alpha complex [13]
model with two parameters r < s.
The diagram (3.10) contains both persistence (in the vertical direction) and zigzag persistence
(in the horizontal direction). Recall that the vertical direction measures the robustness of topolog-
ical features in Xr ↪→ Xs and Yr ↪→ Ys, and the horizontal direction detects common topological
features.
Let us then interpret these data in the context of our generalized persistence diagram. We mark
out special regions in our persistence diagram. This is in analogy to the way we classify persistent
and nonpersistent features by their distances from the diagonal in the classical case.
First of all, we observe that indecomposables containing common topological features appear
in the red colored region of the Auslander-Reiten quiver shown in Figure 6. The vertices located
in the left (or right) part of the region show common topological features shared between Xs and
Ys (Xr and Yr, resp.). The central vertex
111
111 shows common and robust topological features, and
connects the common topological features at the parameters r, s.
Next, we study the 2-step persistence H`(Xr)→ H`(Xs) ' I[r, r]mr⊕I[s, s]ms⊕I[r, s]mrs . Let us
denote the sets of vertices colored green, red, and blue in Figure 7 by Lr, Ls, and Lrs, respectively,
and express the indecomposable decomposition of M as
M '
⊕
[I]∈Lr
Ik[I] ⊕
⊕
[I]∈Ls
Ik[I] ⊕
⊕
[I]∈Lrs
Ik[I] ⊕
⊕
[I]∈L′
Ik[I] , (3.11)
where L′ = Γ0 \ (Lr ∪ Ls ∪ Lrs). Note that the indecomposables in Lr, Ls, Lrs and L′ can be
characterized as having the dimension vectors 0∗∗1∗∗,
1∗∗
0∗∗,
1∗∗
1∗∗, and
0∗∗
0∗∗ in the left column, respectively.
Then, this decomposition leads to
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011
011
100
000
000
110
001
001
110
000
011
010
111
011
100
110
001
111
000
001
010
000
010
010
121
010
111
000
111
010
000
010
111
121
111
111
101
111
000
111
011
000
110
010
111
110
001
011
100
111
000
100
110
110
001
000
000
011
100
100
Figure 6: The indecomposables for common topological features.
011
011
100
000
000
110
001
001
110
000
011
010
111
011
100
110
001
111
000
001
010
000
010
010
121
010
111
000
111
010
000
010
111
121
111
111
101
111
000
111
011
000
110
010
111
110
001
011
100
111
000
100
110
110
001
000
000
011
100
100
Lrs
Ls
Lr
Figure 7: Three subsets Lr (green), Ls (red), and Lrs (blue) corresponding to the indecomposable
decomposition of the 2-step persistence module H`(Xr)→ H`(Xs).
H`(Xr)→ H`(Xs) ' I[r, r]
∑
[I]∈Lr k[I] ⊕ I[s, s]
∑
[I]∈Ls k[I] ⊕ I[r, s]
∑
[I]∈Lrs k[I] ,
and we deduce mr =
∑
[I]∈Lr k[I], ms =
∑
[I]∈Ls k[I], and mrs =
∑
[I]∈Lrs k[I] by the uniqueness of
the indecomposable decomposition. From this correspondence, we can recover the 2-step persistence
module H`(Xr)→ H`(Xs) from (3.11).
From the opposite viewpoint, we can regard this correspondence as a further decomposition of
the 2-step persistence module into that on CL(fb). This situation often occurs in TDA when we
already know the 2-step persistence module MX = H`(Xr) → H`(Xs) very well and investigate
several inputs {Y (i)r ⊂ Y (i)s | i = 1, . . . , a} that are not well understood by using MX as a reference.
Of course, we have similar relations for Yr ⊂ Ys by flipping the colored regions in Figure 7 with
respect to the middle axis. Furthermore, we can analogously consider the zigzag persistence module
H`(Xs) → H`(Xs ∪ Ys) ← H`(Ys). In Figure 8, we show six subsets of vertices corresponding to
the indecomposable decomposition
H`(Xs)→ H`(Xs ∪ Ys)← H`(Ys) ' I[1, 1]s11 ⊕ I[2, 2]s22 ⊕ I[3, 3]s33 ⊕ I[1, 2]s12 ⊕ I[2, 3]s23 ⊕ I[1, 3]s13 ,
where s11 =
∑
[I]∈U100 k[I] and the other sij are also derived in a similar way. In this case, we
observe that there exist two intersections of the colored regions at 121010 and
101
111. It is clear that these
intersections are induced by the decomposables
K → K2 ← K and K → 0← K
in H`(Xs)→ H`(Xs ∪ Ys)← H`(Ys).
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011
011
100
000
000
110
001
001
110
000
011
010
111
011
100
110
001
111
000
001
010
000
010
010
121
010
111
000
111
010
000
010
111
121
111
111
101
111
000
111
011
000
110
010
111
110
001
011
100
111
000
100
110
110
001
000
000
011
100
100
U110
U011
U100
U001
U111
U010
Figure 8: Six subsets corresponding to the indecomposable decomposition of the zigzag persistence
module H`(Xs)→ H`(Xs ∪ Ys)← H`(Ys).
We finally remark that we can also derive these properties in the Auslander-Reiten quivers of
the other commutative ladders of finite type in a similar manner.
4 Algorithm
This section provides an algorithm for computing the indecomposable decomposition of a given
persistence module on CL(τn) of finite type. Here, we only discuss the case CL(fb).
We emphasize that our presentation is self-contained since we use only simple matrix reductions
based on the structure of Auslander-Reiten quivers and do not require high-level representation
theory for describing algorithms (e.g., [9]). An additional benefit of using this strategy is that a
relationship to the algorithm in [5] for zigzag persistence modules can be easily seen. We believe
that this strategy improves the accessibility for readers in computational topology.
We start with the persistence module as input. Given a diagram of simplicial complexes, we
can compute its persistence module by computing homology vector spaces and the induced maps
between them using standard methods. For example, let X ′ ⊂ X and assume that we have bases
for H`(X
′) and H`(X). Then, one way to compute the induced map H`(X ′) → H`(X) is to write
the basis of H`(X
′) in terms of the basis of H`(X). This amounts to solving a linear system. For
more details, see the book [19].
4.1 Overview
We first give an overview of our algorithm. Let
V 4 V 5 V 6
V 1 V 2 V 3
f45 f65
f12
f14 f25
f32
f36
be a persistence module V . As input, the algorithm accepts the linear maps of V written as ma-
trices with respect to some bases chosen for V 1, . . . , V 6. Then, we successively extract appropriate
subrepresentations and decompose them into indecomposables by changes of bases.
Here, the extracted subrepresentations are essentially the same as streamlined modules [5]. The
concept of streamlined modules was introduced in order to inductively extract indecomposables
in rep(An) (see Lemma 4.3 in that paper) and these are characterized by the injectivity (resp.
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surjectivity) of the maps in one direction (resp. in the other direction) in the An quiver. Although
our representations are not in rep(An), we see in the following that the same technique can be
applied by specifying appropriate subspaces.
In general, there are two parts in each step of our algorithm. The first part, denoted by S in
the following, is to extract a subrepresentation specified by a certain subspace. In this part, we
track how the subspace of interest is brought to the other vector spaces.
Once we finish obtaining the subrepresentation, we move on to basis arrangement, denoted by
B. Here, we go in the reverse direction of the route taken in the subspace tracking of S. We rewrite
the matrices of the maps so that we extract the subrepresentation as a direct summand V ′ in
V = V ′ ⊕ V ′′ and decompose it into indecomposables.
We note that, even though we can compute the multiplicities of the indecomposables by ex-
tracting only the subrepresentation, we must explicitly obtain the direct sum decomposition by the
basis arrangement. This is because we send the complementary summand V ′′, which has to be a
representation on CL(fb), to the next step as input.
The outline of our algorithm is shown as follows:
Step 1: Extract and decompose the subrepresentation specified by Ker f12 (Ker f32 by symmetry)
.
Step 2: Extract and decompose the subrepresentation specified by Ker f14 (Ker f36 by symmetry).
Step 3: Extract and decompose the subrepresentation specified by Ker f45 (Ker f65 by symmetry).
Step 4: Extract and decompose the subrepresentation specified by V1 (V3 by symmetry).
Step 5: Decompose the subrepresentation on D4.
The algorithm consists of 5 main steps moving from right to left along the Auslander-Reiten
quiver Γ(CL(fb)) as shown in Figure 9. Each step extracts the indecomposables included in the
specified region of the figure. Steps 1, 2, and 3 are reduced to finding and decomposing certain
streamlined modules of An type. The basic process in Step 4 is the same, but we need to take
special care for bases arrangements to handle the indecomposable with dimension vector 111121. At
Step 5, the remaining representation will be defined on the D4 quiver:
◦ // ◦ ◦oo
◦
OO .
From the up-down symmetry in Γ(CL(fb)) induced by the left-right symmetry of CL(fb), it
suffices to present the algorithm for only one side.
4.2 Detailed Description of the Algorithm
We list some symbols and notations used in this section:
(i) 1 is an identity matrix with appropriate size.
(ii) 0 is a zero rectangular matrix with appropriate size.
(iii) ∗ is a rectangular matrix with appropriate size. Capital letters are also used for this purpose.
(iv) Blank entries in matrices mean zeros.
(v) V ik1...ka is a subspace of V
i extracted as a direct summand V ′ with nonzero entries in its
dimension vector dimV ′ specified by k1, . . . , ka.
(vi) U ik1...ka is a subspace of V
i specified by the subspace tracking, where the indices k1 . . . ka
express the history of the track of the targeted subspace.
28
011
011
100
000
000
110
001
001
110
000
011
010
111
011
100
110
001
111
000
001
010
000
010
010
121
010
111
000
111
010
000
010
111
121
111
111
101
111
000
111
011
000
110
010
111
110
001
011
100
111
000
100
110
110
001
000
000
011
100
100
Step 1Step 2Step 3Step 4
Step 5
Figure 9: Flowchart of the algorithm for computing persistence diagrams.
(vii) We abuse the symbol fij to express both the linear map fij : V
i → V j and its matrix
representation, even if we change the bases of V i and V j .
(viii) We perform a change of basis on V i (resp. V j) to simplify a map fij : V
i → V j . It should be
automatically understood that the matrix forms of any other maps having V i (resp. V j) as
its domain or target space are appropriately modified by this change of basis.
(ix) A matrix form
[
A11 A12
A21 A22
]
: U1 ⊕ U2 → W1 ⊕W2 respects the direct sum decomposition,
and each Aij expresses a submatrix with an appropriate size. If necessary, we add lines to
explicitly describe the correspondence. For example, A11 A12A21 A22
A31 A32
A41 A42
 : U1 ⊕ U2 →W1 ⊕W2 ⊕W3
means that A1j and A2j correspond to W1 and W2, respectively, whereas both A3j and A4j
correspond to W3.
(x) Column echelon and row echelon forms used in the exposition take the forms shown in Figure
10. Namely, we set the bottom-left to be zero by column or row operations, respectively.
0 0
Figure 10: Column echelon (left) and row echelon (right) forms
(xi) Let A : X → Y be a matrix form of a linear map, and P and Q be basis change matrices
on X and Y , respectively. We adopt the usual convention of writing the new matrix form
induced by these changes of bases as Q−1AP .
(xii) I(a4a5a6a1a2a3) expresses the indecomposable in Γ(CL(fb)) whose dimension vector is
a4a5a6
a1a2a3
.
We warn that (v) and (vi) should not be taken as definitions of these subspaces at this point,
but rather as guidelines on how we use the notation. The specific definitions will follow in the
discussion below.
Step 1: I(000100), I(
100
100), I(
000
001), I(
001
001)
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We extract the indecomposables I(000100) and I(
100
100); by symmetry, the algorithm for I(
000
001) and I(
001
001)
is similar. Note that the indecomposables I(000100) and I(
100
100) are characterized by Ker f12. Thus, we
extract them by applying the subspace tracking to Ker f12.
S1. Perform a basis change on V 1 to obtain a column echelon form
f12 =
[
0 A
]
: V 1 = U11 ⊕W 1 → V 2,
where the submatrix A is in a column echelon form with nonzero columns. We denote U11 =
Ker f12 and k = dimU
1
1 .
S2. Perform a basis change on V 4 to obtain a row echelon form
f14 =
[
B C
0 D
]
: V 1 = U11 ⊕W 1 → V 4 = V 414 ⊕W 4.
The dimension ` = dimV 414, which determines the position of the horizontal line, is given by
the largest ` such that the left k entries of the `th row is nonzero in this row echelon form for
f14. Equivalently, V
4
14 is determined by the image V
4
14 = f14(U
1
1 ), and hence is obtained by
tracking U11 = Ker f12. We often use this way of decomposing target spaces in the following
exposition without explicit comments.
It follows from f45V
4
14 = f45f14(Ker f12) = f25f12(Ker f12) = 0 that there is no need to track
V 414 by f45. Thus, we stop the subspace tracking and switch to the basis arrangement. Here, we
note that the representation U11
B−→ V 414 can be regarded as a left-streamlined module in rep(A2).
In the basis arrangement part, we choose suitable bases to extract the left-streamlined module as
a direct summand and to decompose it into indecomposables.
B1. Perform a change of basis on U11 to transform the submatrix B as
f14 =
[
1 0 C
0 0 D
]
: V 1 =
(
V 114 ⊕ V 11
)⊕W 1 → V 4 = V 414 ⊕W 4,
where U11 = V
1
14 ⊕ V 11 . Then, we replace the subspace W 1 with X1 in such a way that f14
becomes
f14 =
[
1 0 0
0 0 D
]
: V 1 = V 114 ⊕ V 11 ⊕X1 → V 4 = V 414 ⊕W 4 (4.1)
by the basis change matrix
[
1 0 −C
0 1 0
0 0 1
]
on V 1. It should be noted that these changes of bases
on V 1 do not change the matrix of f12 at all, and hence Ker f12 = V
1
14 ⊕ V 11 is maintained.
From the subspace tracking and basis arrangement, we obtain the following direct summands
of V
I(000100)
k1 =
0 0 0
V 11 0 0
and I(100100)
k14 =
V 414 0 0
V 114 0 0
,
where k1 = dimV
1
1 and k14 = dimV
1
14 = dimV
4
14. As noted at the beginning of Step 1, the direct
summands I(000001)
k3 and I(001001)
k36 are derived in a way similar to the above. We remove these direct
summands from
V =
(
I(000100)
k1 ⊕ I(100100)k14 ⊕ I(000001)k3 ⊕ I(001001)k36
)
⊕ V ′
and send V ′ to the next step. In the level of the matrices of fij , we delete the appropriate rows
and columns.
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Step 2: I(000110), I(
001
111), I(
000
111), I(
100
111), I(
000
011)
By renaming the summand V ′ in Step 1 to V , we assume that the maps f12 and f32 are injective.
We extract the indecomposables I(000110), I(
000
111), I(
001
111) by tracking the subspace Ker f14. Since the
computations are similar to those in the previous step, we explain only its core parts.
S1. Perform a change of basis on V 1 to obtain a column echelon form
f14 =
[
0 ∗ ] : V 1 = U11 ⊕W 1 → V 4.
S2. Perform a change of basis on V 2 to obtain a row echelon form
f12 =
[
1 0
0 ∗
]
: V 1 = U11 ⊕W 1 → V 2 = U212 ⊕W 2.
Since f12 is injective, we can obtain the identity submatrix 1 in the above row echelon form.
S3. Perform a change of basis on V 3 to obtain a column echelon form
f32 =
[ ∗ ∗
0 A
]
: V 3 = U3123 ⊕W 3 → V 2 = U212 ⊕W 2,
where U3123 (equivalently, the position of the vertical line in f32) is determined by the preimage
U3123 = f
−1
32 (U
2
12). Similar to S2 in Step 1, we also use this way of decomposing domains of
maps without further comments.
S4. Perform a change of basis on V 6 to obtain a row echelon form
f36 =
[
B1 B2
0 ∗
]
: V 3 = U3123 ⊕W 3 → V 6 = V 61236 ⊕W 6.
It follows from commutativity that we have f65(V
6
1236) = 0, and hence the subspace tracking
may stop here. Again, we remark that the representation
U11 −→ U212 ←− U3123 −→ V 61236
is a left-streamlined module in rep(A4). Next, we switch to the basis arrangement.
B1. Perform a change of basis on U3123 to transform B1 as follows
f36 =
[
0 1 B2
0 0 ∗
]
: V 3 =
(
V 3123 ⊕ V 31236
)⊕W 3 → V 6 = V 61236 ⊕W 6.
Replace the subspace W 3 with X3 in such a way that f36 becomes
f36 =
[
0 1 0
0 0 ∗
]
: V 3 = V 3123 ⊕ V 31236 ⊕X3 → V 6 = V 61236 ⊕W 6
by the basis change matrix
[
1 0 0
0 1 −B2
0 0 1
]
on V 3.
B2. The map f32 is now expressed as
f32 =
[ ∗ ∗ ∗
0 0 A
]
: V 3 = V 3123 ⊕ V 31236 ⊕X3 → V 2 = U212 ⊕W 2
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after the changes of bases. We note that f32 is injective and that the submatrix A, which has
no zero columns by construction of U3123, is in a column echelon form. Perform changes of
bases on U212 and W
2, independently of each other, to obtain the matrix form
f32 =

0 0 C1
1 0 C2
0 1 C3
0 0 0
0 0 1
 : V 3 = V 3123 ⊕ V 31236 ⊕X3 → V 2 = V 212 ⊕ V 2123 ⊕ V 21236 ⊕W 2.
Replace the subspace W 2 with X2 in such a way that f32 becomes
f32 =

0 0 0
1 0 0
0 1 0
0 0 0
0 0 1
 : V 3 = V 3123 ⊕ V 31236 ⊕X3 → V 2 = V 212 ⊕ V 2123 ⊕ V 21236 ⊕X2
by the basis change matrix

1 0 0 0 −C1
0 1 0 0 −C2
0 0 1 0 −C3
0 0 0 1 0
0 0 0 0 1

−1
on V 2.
B3. The map f12 is now expressed as
f12 =
 ∗ ∗∗ ∗∗ ∗
0 ∗
 : V 1 = U11 ⊕W 1 → V 2 = V 212 ⊕ V 2123 ⊕ V 21236 ⊕X2.
We note that U11 ' U212 = V 212 ⊕ V 2123 ⊕ V 21236. Perform a change of basis on U11 to obtain
f12 =
 1 0 0 D10 1 0 D2
0 0 1 D3
0 0 0 ∗
 : V 1 = V 112 ⊕ V 1123 ⊕ V 11236 ⊕W 1 → V 2 = V 212 ⊕ V 2123 ⊕ V 21236 ⊕X2.
Replace the subspace W 1 with X1 in such a way that f12 becomes
f12 =
 1 0 0 00 1 0 0
0 0 1 0
0 0 0 ∗
 : V 1 = V 112 ⊕ V 1123 ⊕ V 11236 ⊕X1 → V 2 = V 212 ⊕ V 2123 ⊕ V 21236 ⊕X2
by the basis change matrix
 1 0 0 −D10 1 0 −D2
0 0 1 −D3
0 0 0 1
 on V 1. This change of basis does not affect
Ker f14 at all.
We obtain the following direct summands of V :
I(000110)
k12 =
0 0 0
V 112 V
2
12 0
, I(000111)
k123 =
0 0 0
V 1123 V
2
123 V
3
123
,
I(001111)
k1236 =
0 0 V 61236
V 11236 V
2
1236 V
3
1236
,
32
where
k12 = dimV
i
12 (i = 1, 2), k123 = dimV
i
123 (i = 1, 2, 3), k1236 = dimV
i
1236 (i = 1, 2, 3, 6).
By a symmetric argument, we obtain I(000011)
k23 and I(100111)
k1234 . The remaining direct summand V ′
in
V =
(
I(000110)
k12 ⊕ I(000111)k123 ⊕ I(001111)k1236 ⊕ I(000011)k23 ⊕ I(100111)k1234
)
⊕ V ′
is sent to the next step.
Step 3: I(100000), I(
100
110), I(
101
111), I(
001
011), I(
001
000)
We extract the indecomposables I(100000), I(
100
110), I(
101
111), I(
001
011), I(
001
000) in this step by applying the sub-
space tracking and the basis arrangement to Ker f45 and Ker f65. At the start of this step, the
maps f12, f32, f14, f36 are injective. Since the tasks here are essentially the same as the previous
two steps, we omit the exposition of this step.
Step 4:
This step is divided into two parts (Steps 4.1 and 4.2). The reason for this division is that we need
to handle the case of I(111111) and I(
111
121) in a special manner, and this is facilitated by first extracting
I(011011), I(
111
011), I(
110
110), I(
111
110). We also note that all maps except f25 are injective as input from Step
3.
Step 4.1: I(011011), I(
111
011), I(
110
110), I(
111
110)
We extract the indecomposables I(011011) and I(
111
011) by applying the subspace tracking and basis
arrangement to V 3.
S1. Perform a change of basis on V 6: f36 =
[
1
0
]
: V 3 → V 6 = U636 ⊕W 6.
S2. Perform a change of basis on V 5: f65 =
[
1 0
0 ∗
]
: V 6 = U636 ⊕W 6 → V 5 = U5356 ⊕W 5.
S3. Perform a change of basis on V 4 to obtain a column echelon form
f45 =
[ ∗ ∗
0 ∗
]
: V 4 = U43456 ⊕W 4 → V 5 = U5356 ⊕W 5.
S4. Perform a change of basis on V 1 to obtain a column echelon form
f14 =
[ ∗ ∗
0 ∗
]
: V 1 = U113456 ⊕W 1 → V 4 = U43456 ⊕W 4.
B1. Perform changes of bases on U43456 and W
4, independently of each other, to obtain
f14 =
 0 A11 A2
0 0
0 1
 : V 1 = U113456 ⊕W 1 → V 4 = V 423456 ⊕ U413456 ⊕W 4.
Replace W 4 with X4 in such a way that f14 becomes
f14 =
 0 01 0
0 0
0 1
 : V 1 = U113456 ⊕W 1 → V 4 = V 423456 ⊕ U413456 ⊕X4
by the basis change matrix
 1 0 0 −A10 1 0 −A2
0 0 1 0
0 0 0 1
−1 on V 4.
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B2. Note that the columns of the two submatrices [B1 B2] and C in
f45 =
[
B1 B2 ∗
0 0 C
]
: V 4 = V 423456 ⊕ U413456 ⊕X4 → V 5 = U5356 ⊕W 5
are linearly independent. Perform changes of bases on U5356 and W
5, independently of each
other, to obtain
f45 =

0 0 D1
1 0 D2
0 1 D3
0 0 1
0 0 0
 : V 4 = V 423456 ⊕ U413456 ⊕X4 → V 5 = V 52356 ⊕ V 523456 ⊕ U513456 ⊕W 5.
Replace W 5 with X5 in such a way that f45 becomes
f45 =

0 0 0
1 0 0
0 1 0
0 0 1
0 0 0
 : V 4 = V 423456 ⊕ U413456 ⊕X4 → V 5 = V 52356 ⊕ V 523456 ⊕ U513456 ⊕X5
by the basis change matrix

1 0 0 −D1 0
0 1 0 −D2 0
0 0 1 −D3 0
0 0 0 1 0
0 0 0 0 1

−1
on V 5.
B3. Note that the map f65 is now in the form
f65 =
 ∗ ∗∗ ∗∗ ∗
0 ∗
 : V 6 = U636 ⊕W 6 → V 5 = V 52356 ⊕ V 523456 ⊕ U513456 ⊕X5
and U636 ' V 52356 ⊕ V 523456 ⊕ U5123456. Perform a change of basis on V 6:
f65 =
 1 0 0 00 1 0 0
0 0 1 0
0 0 0 ∗
 : V 6 = V 62356⊕V 623456⊕U613456⊕X6 → V 5 = V 52356⊕V 523456⊕U513456⊕X5.
B4. Perform a change of basis on V 3:
f36 =
 1 0 00 1 0
0 0 1
0 0 0
 : V 3 = V 32356 ⊕ V 323456 ⊕ U313456 → V 6 = V 62356 ⊕ V 623456 ⊕ U613456 ⊕X6.
B5. Perform a change of basis on V 2:
f32 =
 1 0 00 1 0
0 0 1
0 0 0
 : V 3 = V 32356 ⊕ V 323456 ⊕ U313456 → V 2 = V 22356 ⊕ V 223456 ⊕ U2123456 ⊕W 2.
B6. By commutativity, the map f25 is expressed by
f25 =
 1 0 0 E10 1 0 E2
0 0 1 E3
0 0 0 ∗
 : V 2 = V 22356⊕V 223456⊕U2123456⊕W 2 → V 5 = V 52356⊕V 523456⊕U513456⊕X5.
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Replace the subspace W 2 with X2 in such a way that f25 becomes
f25 =
 1 0 0 00 1 0 0
0 0 1 0
0 0 0 ∗
 : V 2 = V 22356⊕V 223456⊕U2123456⊕X2 → V 5 = V 52356⊕V 523456⊕U513456⊕X5
by the basis change matrix
 1 0 0 −E10 1 0 −E2
0 0 1 −E3
0 0 0 1
 on V 2. We note that this change of basis does
not affect on f32 at all.
From these subspace tracking and basis arrangement, we obtain the direct summands I(011011)
k2356
and I(111011)
k23456 . The direct summands I(110110)
k1245 , I(111110)
k12456 are obtained in a similar way by
symmetry.
Step 4.2: I(111111), I(
111
121).
In this step, the subspace tracking is similar to previous steps. However, the basis arrangement
requires a different and careful treatment.
S1. Perform a change of basis on V 4: f14 =
[
1
0
]
: V 1 → V 4 = U414 ⊕W 4.
S2. Perform a change of basis on V 5: f45 =
[
1 0
0 ∗
]
: V 4 = U414 ⊕W 4 → V 5 = U5145 ⊕W 5.
S3. Perform a change of basis on V 6: f65 =
[
1 0
0 ∗
]
: V 6 = U61456 ⊕W 6 → V 5 = U5145 ⊕W 5. Note
that we obtain 1 in the top left of f65, since the direct summand consisting of I(
110
110) is already
removed in the previous step.
S4. Perform a change of basis on V 3:
f36 =
[
1
0
]
: V 3 → U61456 ⊕W 6.
Similarly, we obtain 1 in f36, since the direct summand consisting of I(
111
110) is already removed.
In particular, this implies dimV 1 = dimV 3, and we denote this dimension by s.
Now we switch to the basis arrangement to derive I(111111) and I(
111
121), where the linear maps in
I(111121) are shown in (3.1). They are extracted by induction in the following. Let us denote the
matrix forms of f12 and f32 by
f12 =
[
a1 · · · as
]
and f32 =
[
b1 · · · bs
]
,
where ai and bi are the columns of f12 and f32, respectively. By commutativity in CL(fb) and the
bases chosen in the subspace tracking, we have f25(ai) = f25(bi) ∈ V 5 for i = 1, . . . , s and these
vectors in V 5 are linearly independent.
Let us introduce a matrix defined by
C =
[
a1 b1 a2 b2 · · · as bs
]
.
In the following induction, we transform C by row and column operations into
Cˆ =

1
. . . 0
1
1 1
0
. . .
1 1
0 0

(4.2)
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with the 2s1 × 2s1 identity matrix in the top left and the s2 × 2s2 matrix in the middle right for
some s1, s2 ∈ N0 with s = s1 + s2. In transforming C to the above form, we perform each column
operation on a pair of columns ci, cj in C = [c1 . . . c2s] with i = j (mod 2).
Recall that a row operation on C corresponds to a basis change on V 2, while each column
operation following the rule mentioned above can be viewed as a basis change for either V 1 or V 3.
Hence, from Cˆ, we immediately obtain
f12 =

1
0
1
0 0
. . .
1
0
1
0
. . .
1
0 0

, f32 =

0
1
0
1 0
. . .
1
0
1
0
. . .
1
0 0

.
Of course, the matrix forms of f14, f45, f65, f36 will change under the process of the transformation
of C. Hence, in the induction process, we also perform changes of bases on V 4, V 5, V 6 to keep these
matrices in the forms shown in the subspace tracking (S1 to S4).
The inductive assumption is that the matrix C can be written in the form
C =
[
C ′ ∗
0 ∗
]
,
where C ′ is given by
C ′ =

1
. . . 0
1
1 1
0
. . .
1 1

with the 2`1 × 2`1 identity matrix in the top left and the `2 × 2`2 matrix in the bottom right. Let
` = `1 + `2 and m = 2`1 + `2. The size of the matrix C
′ is m× 2`. We show that the number 2` of
the columns in C ′ can be extended to 2`+ 2 without affecting the matrix forms of f14, f45, f65, f36
obtained in the subspace tracking. This gives the desired form (4.2) of the matrix Cˆ by induction.
The column in C next to C ′ is numbered 2`+ 1, corresponding to the (`+ 1)st column a`+1 of
f12. We claim that there exists a nonzero element a`+1,i at some i > m in this column. If not, a`+1
can be expressed as a linear combination
a`+1 =
`1∑
i=1
(αiai + βibi) +
∑`
i=`1+1
αiai
due to the current form of C. Then, by mapping both sides to V 5 by f25, we have
f25(a`+1) =
`1∑
i=1
(αi + βi) f25(ai) +
∑`
i=`1+1
αif25(ai).
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This contradicts the fact that f25(a1), . . . , f25(a`+1) are linearly independent. Hence, the matrix C
can be expressed by
(2` + 1)st
C =
 C ′ 0 ∗0 1 ∗
0 0 ∗
 (m + 1)st
after suitable row operations.
Next, we move to the (2`+ 2)nd column of C, which is the column b`+1 of f32.
Case 1: If the vector b`+1 has a nonzero element b`+1,i with i > m+ 1, then C can be transformed
by suitable row operations into
C =

C ′ 0 0 ∗
0 1 0 ∗
0 0 1 ∗
0 0 0 ∗
 (m + 1)st(m + 2)nd .
This updates `1 in C
′ to `1 + 1, and appropriate permutations finish the induction step.
Case 2: Otherwise, suppose b`+1,i = 0 for all i > m + 1. Then, the column vector b`+1 can be
expressed as a linear combination
b`+1 =
`1∑
i=1
(αiai + βibi) +
∑`
i=`1+1
αiai + α`+1a`+1.
Mapping both sides to V 5 by f25 leads to
(1− α`+1)f25(a`+1) =
`1∑
i=1
(αi + βi)f25(ai) +
∑`
i=`1+1
αif25(ai).
By linear independence, we have
α`+1 = 1, αi =
{ −βi, i = 1, . . . , `1,
0, i = `1 + 1, . . . , `.
Therefore, the matrix C has the form
C =

α1
−α1
C ′ 0
... ∗
α`1
−α`1
0
0 1 1 ∗
0 0 0 ∗

and, equivalently, the maps f12 and f32 are now in the forms
f12 =
(` + 1)st
Da 0 0 ∗
0 1 0 ∗
0 0 1 ∗
0 0 0 ∗
 , f32 =
(` + 1)st
Db 0 α± ∗
0 1 0 ∗
0 0 1 ∗
0 0 0 ∗
 ,
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where Da and Db are the 2`1 × `1 matrices
Da =

1
0
1
0
. . .
1
0

, Db =

0
1
0
1
. . .
0
1

.
Here, we define α± and α+,α (for later use) as
α± =

α1
−α1
...
α`1
−α`1
 , α+ =

α1
0
...
α`1
0
 , α =
 α1...
α`1
 .
Note that the nonzero entries to the left of α± in f32 occur in the even-numbered rows. By a
change of basis on V 3 (column operations on f32), we are thus able to zero out the even-numbered
entries in α± as follows:
f32 =
(` + 1)st
Db 0 α+ ∗
0 1 0 ∗
0 0 1 ∗
0 0 0 ∗
 .
This can be done by using the basis change matrix on V 3
(` + 1)st
R =

1 α
1 0
1
1
 , (4.3)
and it changes f36 into
f36 =
[
1
0
]
R =
[
R
0
]
.
We will see later that f36 can be restored to the form
[
1
0
]
within the inductive step.
We next zero out α+ in f32 with row operations to obtain
f32 =
(` + 1)st
Db 0 0 ∗
0 1 0 ∗
0 0 1 ∗
0 0 0 ∗

by using the basis change matrix
(m + 1)st
1 −α+
1 0
1
1

−1
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on V 2. This changes f12 into
f12 =

1 −α+
1 0
1
1


Da 0 0 ∗
0 1 0 ∗
0 0 1 ∗
0 0 0 ∗
 =

Da 0 −α+ ∗
0 1 0 ∗
0 0 1 ∗
0 0 0 ∗
 .
Essentially, we transferred α+ from f32 to f12 as −α+. Then, we zero out −α+ in f12 by column
operations (change of basis on V 1) to obtain
f12 =
(` + 1)st
Da 0 0 ∗
0 1 0 ∗
0 0 1 ∗
0 0 0 ∗
 .
This is achieved by the same basis change matrix (4.3), and it changes f14 into
f14 =
[
1
0
]
R =
[
R
0
]
.
At this point, C ′ is updated to the desired form with `2 increasing to `2 + 1.
It remains to transform the maps f14, f45, f65, f36 into the forms shown in the subspace tracking
(S1 to S4). From the matrix forms f14 =
[
R
0
]
and f36 =
[
R
0
]
(size of the matrices 0 may be
different), we can perform changes of bases on V 4 and V 6 to obtain
f14 =
[
1
0
]
, f36 =
[
1
0
]
by the basis change matrices of the form
[
R 0
0 1
]
. This changes the matrix forms of f45 and f65
to
f45 =
[
1 0
0 ∗
] [
R 0
0 1
]
=
[
R 0
0 ∗
]
, f65 =
[
1 0
0 ∗′
] [
R 0
0 1
]
=
[
R 0
0 ∗′
]
.
Finally, a change of basis on V 5 by
[
R 0
0 1
]
simultaneously transforms the maps f45 and f65 into
the desired forms
f45 =
[
1 0
0 ∗
]
, f65 =
[
1 0
0 ∗′
]
.
This finishes the induction step.
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Thus, we obtain the following decompositions:
f12 =
 Da 00 1
0 0
 : V 1 = V 11223456 ⊕ V 1123456 → V 2 = V 21223456 ⊕ V 2123456 ⊕W 2,
f32 =
 Db 00 1
0 0
 : V 3 = V 31223456 ⊕ V 3123456 → V 2 = V 21223456 ⊕ V 2123456 ⊕W 2,
f14 =
 1 00 1
0 0
 : V 1 = V 11223456 ⊕ V 1123456 → V 4 = V 41223456 ⊕ V 4123456 ⊕X4,
f36 =
 1 00 1
0 0
 : V 3 = V 31223456 ⊕ V 3123456 → V 6 = V 61223456 ⊕ V 6123456 ⊕X6,
f45 =
 1 0 00 1 0
0 0 ∗
 : V 4 = V 41223456 ⊕ V 4123456 ⊕X4 → V 5 = V 51223456 ⊕ V 5123456 ⊕X5,
f65 =
 1 0 00 1 0
0 0 ∗
 : V 6 = V 61223456 ⊕ V 6123456 ⊕X5 → V 6 = V 51223456 ⊕ V 5123456 ⊕X5,
where the size of Da and Db is 2s1 × s1.
By commutativity and the series of executed changes of bases, f25 is now in the form
f25 : V
2 = V 21223456 ⊕ V 2123456 ⊕W 2 → V 5 = V 51223456 ⊕ V 5123456 ⊕X5
f25 =

1 1 λ11 · · · λ1t
. . . 0
...
...
1 1 λs11 · · · λs1t
1
0
. . . Ξ
1
0 0 ∗

.
We replace the subspace W 2 with X2 in such a way that f25 becomes
f25 : V
2 = V 21223456 ⊕ V 2123456 ⊕X2 → V 5 = V 51223456 ⊕ V 5123456 ⊕X5
f25 =

1 1
. . . 0 0
1 1
1
0
. . . 0
1
0 0 ∗

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by the basis change matrix on V 2:
1 −λ11 · · · −λ1t
1 0 · · · 0
. . .
...
...
1 −λs11 · · · −λs1t
1 0 · · · 0
1
. . . −Ξ
1
1
. . .
1

.
Note that this basis change on V 2 does not affect f12 and f32 at all. Thus, we obtain the
summands
I(111111)
k123456 =
V 4123456 V
5
123456 V
6
123456
V 1123456 V
2
123456 V
3
123456
and
I(111121)
k1223456 =
V 41223456 V
5
1223456 V
6
1223456
V 11223456 V
2
1223456 V
3
1223456
,
where k123456 = dimV
i
123456 for i = 1, . . . , 6 and k1223456 = dimV
i
1223456 for i = 1, 3, . . . , 6.
Step 5:
At this stage, the input V satisfies V 1 = V 3 = 0. It means that V is a representation on the quiver
◦ // ◦ ◦oo
◦
OO ,
which is listed in Gabriel’s theorem as D4. We divide this step into 2 parts.
Step 5.1: I(000010), I(
111
010), I(
011
010), I(
110
010), I(
111
000)
We easily obtain I(000010) from Ker f25, since V
1 = V 3 = 0. The other indecomposables can be
obtained in a similar way as the previous steps.
Step 5.2: I(121010), I(
110
000), I(
010
010), I(
011
000), I(
010
000)
Somewhat different from the previous steps is the appearance of I(121010). Let us define the matrix
C =
[
f45 f65
]
.
We claim Rank C = Rank f45 + Rank f65. Rank C ≤ Rank f45 + Rank f65 is obvious. Suppose
Rank C < Rank f45 +Rank f65. Then there exist vectors v4 ∈ V 4 and v6 ∈ V 6 such that f45(v4) =
f65(v6). This allows us to extract a summand isomorphic to I(
111
000) or I(
111
010), contradicting the fact
that these types of summands have already been removed. It follows from the claim that we can
consider the matrix C as an injective map C : V 4 ⊕ V 6 → V 5.
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S1. From the above claim, perform a change of basis on V 5 to obtain
C =
[
1 0
0 1
0 0
]
: V 4 ⊕ V 6 → V 5 = U545 ⊕ U565 ⊕ U5.
This tracks the subspaces V 4 and V 6 into V 5.
S2. Perform a change of basis on V 2 to obtain a column echelon form
f25 =
[ ∗ ∗
∗ ∗
0 ∗
]
: V 2 = V 224556 ⊕ V 225 → V 5 = U545 ⊕ U565 ⊕ U5.
The remaining direct summands in V that have nonzero vector spaces at vertex 2 consist of
I(121010) and I(
000
010). We denote those vector spaces by V
2
24556 and V
2
25, respectively.
B1. From the above remark, we can perform changes of bases on U545 and U
5
65, respectively, to
express f25 in the form
f25 =

1 ∗
0 ∗
1 ∗
0 ∗
0 ∗
 : V 2 = V 224556 ⊕ V 225 → V 5 = (U5245 ⊕W 545)⊕ (U5265 ⊕W 565)⊕ U5.
B2. As before, perform a change of basis on V 5 to obtain
f25 =

1 0
0 0
1 0
0 0
0 0
0 1
 : V 2 = V 224556 ⊕ V 225 → V 5 = (U5245 ⊕W 545)⊕ (U5265 ⊕W 565)⊕ (V 55 ⊕ V 525)
without affecting C. From this expression, we can extract the direct summands
I(010010)
k25 =
0 V 525 0
0 V 225 0
, I(010000)
k5 =
0 V 55 0
0 0 0
.
Hence, by removing them and switching the order of W 545 and U
5
265, we have
f25 =
 11
0
0
 : V 2 = V 224556 → V 5 = U5245 ⊕ U5265 ⊕W 545 ⊕W 565.
B3. Perform changes of bases on V 4 and V 5 to obtain
f45 =
 1 00 0
0 1
0 0
 : V 4 = V 424556 ⊕ V 445 → V 5 = U5245 ⊕ U5265 ⊕ V 545 ⊕W 565
Note that this basis change on V 5 does not change f25 at all.
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B4. In a similar manner, we can derive the summands V 624556 and V
6
65:
f65 =
 0 01 0
0 0
0 1
 : V 6 = V 624556 ⊕ V 665 → V 5 = U5245 ⊕ U5265 ⊕ V 545 ⊕ V 565.
Thus, by setting V 524556 = U
5
245 ⊕ U5265, we obtain the desired summands
I(121010)
k24556 =
V 424556 V
5
24556 V
6
24556
0 V 224556 0
,
I(110000)
k45 =
V 445 V
5
45 0
0 0 0
and I(011000)
k65 =
0 V 565 V
6
65
0 0 0
.
This completes the algorithm. All operations involved in the algorithm consist only of row and
column operations on the matrices. Clearly, the algorithm has O(n3) worst-case complexity, where
n is the maximum of dimV i over all i.
5 Numerical Examples
We provide two numerical examples to demonstrate the feasibility of our algorithm and to illustrate
the interpretation of persistence diagrams, as discussed in Section 3.7. As before, let us focus on
persistence modules on CL(fb) of the form:
H`(Xs) H`(Xs ∪ Ys) H`(Ys)
H`(Xr) H`(Xr ∪ Yr) H`(Yr)
. (5.1)
In these examples, we construct Xr, Xs, Yr, and Ys by some geometric models on finite sets PX
and PY of points in R3. The linear maps in (5.1) are induced by simplicial maps on Xα, Yα, and
Xα ∪ Yα.
Two Cubes. Let PX = {xi ∈ R3 | i = 1, . . . , 8} be the set of the eight vertices of a cube of side
length four, and let PY = {yi = xi + i ∈ R3 | i = 1, . . . , 8} be the set obtained by adding random
noise i with ||i||∞ ≤ 0.1 to the vertices in PX . Let Xα and Yα be Vietoris-Rips complexes [14]
constructed from PX and PY , respectively, with parameter α. Then, the nontrivial homology group
H1(Xα) is generated by 5 cycles which persist in the interval α ∈ [2, 2
√
2).
Let us choose two parameters r < s inside this interval and compute the persistence diagram
of (5.1) with ` = 1, where the simplicial maps are determined by the identification of the vertices
xi and yi, for i = 1, . . . , 8. In the left and right part of Figure 11, the parameters are set to be
r = 2.1, s = 2.5 and r = 2.052, s = 2.5, respectively. The left diagram shows that we detect the
indecomposable 111111 with multiplicity five. It means that five nontrivial cycles in H1(Xα) are shared
with H1(Yα) in the interval α ∈ [2.1, 2.5]. On the other hand, the right diagram shows that three of
these five generators split into the indecomposable 111110. It means that these three shared nontrivial
cycles are less robust compared to the remaining two.
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50 0 0000000
000 0 0 0
000 0 0 0
0 0 00
0 0 00
20 0 0000000
000 0 0 0
300 0 0 0
0 0 00
0 0 00
Figure 11: Persistence diagrams of the two cubes with parameters r = 2.1, s = 2.5 on the left and
r = 2.052, s = 2.5 on the right.
Silica Glasses. We apply our newly developed TDA tool to the original motivation explained in
Section 1. Let PX be a set of 8100 atoms in an SiO2 glass obtained from a molecular dynamics
simulation. The left part of Figure 1 shows its persistence diagram. We denote the set of generators
in the blue region by GX . Our interest from the viewpoint of materials science is to investigate
how many generators in GX persist under physical pressurization.
Here, we remark that the vineyard of persistence diagrams [11] is not sufficient for this purpose,
since the deformation induced by the pressurization may not be sufficiently small. Furthermore,
the discussion in Section 3.7 provides us with a tool to explicitly observe the transition of the
generators GX under pressurization. Now, by setting PY to be the atomic locations after phys-
ical pressurization via simulation, let us compute the persistence diagram of (5.1) and study the
transition of the generators in GX .
Figure 12 shows the persistence diagram of (5.1) with ` = 1, r = 0.0 and s = 0.6, and where Xα
and Yα are the weighted alpha complexes [13] computed using CGAL [7]. Recall that the generators
in GX are specified by the intervals I[r, s]mrs in the 2-step persistence
H1(Xr)→ H1(Xs) ' I[r, r]mr ⊕ I[s, s]ms ⊕ I[r, s]mrs .
As explained in Section 3.7, the transition of the generators I[r, s]mrs can be described by the colored
region in the figure, and the direct summand consisting of the indecomposable I(111111) expresses the
generators of our interest. From this computation, we can conclude that 99.18% (≈ 2304/2323) of
the generators in GX persist under physical pressurization.
0
30
0
139
0
0
719
0
0
0
0
28
43
14
1
1
0
0
2304
0
636
0
1067
0
4
0
7972
0
0
0
Figure 12: Persistence diagram of the glass example.
6 Concluding Remarks
In this paper, we have studied persistence modules on commutative ladders. We have proposed a
new algebraic framework that treats persistence modules as representations on associative algebras
and applies the Auslander-Reiten theory. This approach allows us to extend the theory of topo-
logical persistence to quivers with relations such as the commutative ladders, even if these quivers
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are not included in the list provided by Gabriel’s theorem. We have also generalized the concept of
persistence diagrams as functions on the vertex sets of Auslander-Reiten quivers. Our algorithm
for computing generalized persistence diagrams is constructed by echelon form reductions following
the structure of Auslander-Reiten quivers, and this is applied to a practical problem of TDA on
glasses. For further speed up of computations, we plan to apply the technique of morse reductions
[22] to this algorithm [16].
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A The Auslander-Reiten Quivers of CL(τn) with n ≤ 4
0 1
0 0
0 1
0 1
1 1
0 0
1 1
0 1
1 1
1 1
1 0
0 0
0 0
0 1
1 0
1 1
0 0
1 1
1 0
1 0
0 0
1 0
Figure 13: The Auslander-Reiten quiver of CL(f).
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0 0 1
0 0 1
0 0 1
0 0 0
0 1 1
0 0 0
0 1 1
0 0 1
1 1 1
0 0 0
1 1 1
0 0 1
0 1 1
0 1 1
0 1 0
0 0 0
1 2 1
0 1 1
0 0 0
0 0 1
1 1 1
0 1 1
1 1 0
0 0 0
0 1 0
0 1 1
1 1 1
1 1 1
1 1 0
0 1 1
0 1 0
0 1 0
1 1 0
1 1 1
0 0 0
0 1 1
1 1 0
0 1 0
1 1 0
1 2 1
1 0 0
0 0 0
0 0 0
0 1 0
1 1 0
1 1 0
1 0 0
1 1 1
0 0 0
1 1 1
1 0 0
1 1 0
1 0 0
1 0 0
0 0 0
1 1 0
0 0 0
1 0 0
Figure 14: The Auslander-Reiten quiver of CL(ff).
0 0 0
1 0 0
0 0 0
0 0 1
1 0 0
1 0 0
0 0 0
1 1 1
0 0 1
0 0 1
1 0 0
1 1 1
0 0 1
1 1 1
0 0 0
0 1 1
1 0 1
1 1 1
0 0 0
1 1 0
0 0 1
0 1 1
1 1 1
1 1 1
1 0 0
1 1 0
0 0 1
0 0 0
1 1 1
1 2 1
1 0 0
0 0 0
1 1 1
1 1 0
0 0 0
0 1 0
1 1 1
0 1 1
1 1 0
1 1 0
1 1 1
0 1 0
0 1 1
0 1 1
1 1 0
0 1 0
1 1 1
0 0 0
0 1 1
0 1 0
1 2 1
0 1 0
0 1 1
0 0 0
0 1 0
0 1 0
1 1 0
0 0 0
0 1 0
0 0 0
Figure 15: The Auslander-Reiten quiver of CL(fb).
1 1 1
1 0 1
0 1 1
0 0 0
1 1 1
0 0 1
1 1 1
1 0 0
0 0 1
0 0 1
1 1 1
0 0 0
1 0 0
1 0 0
0 0 1
0 0 0
1 0 0
0 0 0
1 1 0
0 0 0
0 1 1
0 0 1
1 1 1
1 1 1
1 1 0
1 0 0
0 0 0
0 0 1
1 2 1
1 1 1
0 0 0
1 0 0
1 1 0
1 1 1
0 1 0
0 0 0
0 1 1
1 1 1
1 1 0
1 1 0
0 1 0
1 1 1
0 1 1
0 1 1
0 1 0
1 1 0
0 0 0
1 1 1
0 1 0
0 1 1
0 1 0
1 2 1
0 0 0
0 1 1
0 0 0
1 1 0
0 1 0
0 1 0
0 0 0
0 1 0
Figure 16: The Auslander-Reiten quiver of CL(bf).
0 0 0 1
0 0 0 0
0 0 0 1
0 0 0 1
0 0 1 1
0 0 0 0
0 0 1 1
0 0 0 1
0 1 1 1
0 0 0 0
0 0 1 0
0 0 0 0
0 0 1 1
0 0 1 1
0 1 1 1
0 0 0 1
1 1 1 1
0 0 0 0
0 1 2 1
0 0 1 1
1 1 1 1
0 0 0 1
0 1 1 1
0 0 1 1
0 1 1 0
0 0 0 0
1 1 2 1
0 0 1 1
0 0 0 0
0 0 0 1
0 1 1 1
0 1 1 1
1 2 2 1
0 0 1 1
0 0 1 0
0 0 1 1
1 2 2 1
0 1 1 1
1 1 1 1
0 0 1 1
0 1 1 0
0 0 1 1
0 0 1 0
0 0 1 0
1 1 1 0
0 0 0 0
1 2 2 1
0 1 2 2
0 1 1 0
0 0 1 0
1 1 1 0
0 0 1 1
0 1 1 0
0 1 1 1
1 2 2 1
0 1 2 1
0 1 0 0
0 0 0 0
0 0 0 0
0 0 1 1
1 2 2 0
0 1 2 1
1 2 1 1
0 1 1 1
0 1 1 0
0 1 2 1
1 1 1 0
0 0 1 0
1 2 1 0
0 1 1 1
1 1 1 1
0 1 1 1
0 1 1 0
0 1 1 0
1 2 1 0
0 1 2 1
1 1 1 0
0 1 1 1
1 1 1 1
1 1 1 1
1 2 1 0
0 1 1 0
0 1 0 0
0 1 1 1
1 1 1 0
0 1 2 1
1 1 1 0
1 1 1 1
1 1 0 0
0 0 0 0
1 2 1 0
0 2 2 1
1 1 1 0
1 1 2 1
1 1 0 0
0 1 1 1
1 1 1 0
0 1 1 0
1 2 1 0
1 2 2 1
0 0 0 0
0 0 1 0
0 0 0 0
0 1 1 1
2 2 1 0
1 2 2 1
0 1 0 0
0 1 1 0
0 1 0 0
0 1 0 0
1 1 0 0
0 1 1 0
1 1 0 0
1 1 1 1
1 1 1 0
1 2 2 1
1 1 1 0
1 1 1 0
1 1 0 0
1 2 2 1
1 1 0 0
0 1 0 0
1 0 0 0
0 0 0 0
1 1 0 0
1 2 1 1
0 0 0 0
0 1 1 0
1 1 0 0
1 1 1 0
1 1 0 0
1 2 1 0
1 0 0 0
1 1 1 1
0 0 0 0
0 1 0 0
1 1 0 0
1 1 0 0
1 0 0 0
1 1 1 0
0 0 0 0
1 1 1 1
0 0 0 0
1 1 1 0
1 0 0 0
1 1 0 0
1 0 0 0
1 0 0 0
0 0 0 0
1 1 0 0
0 0 0 0
1 0 0 0
Figure 17: The Auslander-Reiten quiver of CL(fff).
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0 1 0 0
0 0 0 0
1 1 0 0
0 0 0 0
0 1 0 0
0 1 0 0
0 1 1 0
0 0 0 0
0 1 1 1
0 0 0 0
1 2 1 0
0 1 0 0
0 1 1 0
0 1 0 0
1 1 1 0
0 0 0 0
1 2 1 1
0 1 0 0
1 1 0 0
0 1 0 0
1 2 2 1
0 1 0 0
0 1 1 0
0 1 1 0
1 2 2 1
0 1 1 0
0 1 1 1
0 1 0 0
1 1 1 0
0 1 0 0
1 1 0 0
1 1 0 0
1 1 1 1
0 0 0 0
1 2 2 1
0 2 1 0
1 1 1 0
1 1 0 0
0 0 1 0
0 0 0 0
1 2 2 1
1 2 1 0
1 1 1 0
0 1 1 0
1 1 1 1
0 1 0 0
0 0 0 0
0 1 0 0
2 2 2 1
1 2 1 0
0 1 2 1
0 1 1 0
0 1 1 1
0 1 1 0
1 1 2 1
0 1 1 0
1 1 1 1
1 1 0 0
1 1 1 0
1 2 1 0
1 1 1 0
1 1 1 0
1 1 2 1
1 2 1 0
1 1 1 1
0 1 1 0
0 1 1 1
0 1 1 1
1 1 1 1
0 1 1 1
1 1 1 1
1 2 1 0
0 0 1 0
0 1 1 0
1 1 2 1
1 1 1 0
0 0 1 1
0 0 0 0
1 1 2 1
1 2 2 0
1 1 1 1
1 2 1 1
1 0 0 0
0 0 0 0
1 0 0 0
1 1 0 0
1 1 2 1
1 2 2 1
1 1 1 1
1 1 1 0
0 0 1 1
0 1 1 0
0 0 0 0
0 1 1 0
1 1 2 2
1 2 2 1
1 0 1 0
1 1 1 0
0 0 0 0
1 1 0 0
1 1 1 1
1 2 2 1
0 0 1 1
0 1 1 1
1 0 1 1
1 1 1 0
0 0 1 0
1 1 1 0
1 1 1 1
1 1 1 1
1 0 1 1
1 2 2 1
0 0 1 1
1 1 1 0
0 0 1 0
0 0 1 0
1 0 1 1
1 1 1 1
1 0 0 0
1 1 1 0
0 0 1 1
1 2 2 1
0 0 1 1
0 0 1 0
1 0 1 1
2 2 2 1
0 0 1 1
0 1 2 1
0 0 0 1
0 0 0 0
0 0 0 1
0 1 1 1
1 0 1 1
1 1 2 1
0 0 1 1
1 1 1 1
0 0 0 0
1 1 1 0
0 0 1 1
1 1 2 1
1 0 0 1
1 1 1 1
0 0 0 0
0 1 1 1
1 0 0 0
1 1 1 1
0 0 0 1
1 1 1 1
0 0 0 0
0 0 1 0
0 0 1 1
0 0 1 1
0 0 0 1
0 0 1 1
0 0 0 0
1 1 1 1
1 0 0 0
1 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 1
0 0 0 1
0 0 0 1
0 0 0 0
0 0 0 1
Figure 18: The Auslander-Reiten quiver of CL(fbb).
1 1 1 0
1 0 1 0
1 1 2 1
1 0 1 0
0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0
0 1 0 0
0 1 0 0
0 0 0 0
1 1 0 0
0 0 0 0
0 1 1 1
0 0 0 1
0 0 0 1
0 0 0 1
0 1 1 1
0 1 0 0
1 2 1 1
0 0 0 0
1 1 1 1
0 1 0 0
0 1 1 1
0 1 0 1
1 2 1 1
0 0 0 0
0 1 1 0
0 1 0 0
1 2 1 0
0 1 0 1
1 2 2 2
0 1 0 1
0 1 1 1
0 0 0 1
1 1 1 1
0 1 0 0
1 2 2 1
0 1 0 0
1 1 0 0
1 1 0 0
1 1 0 0
0 1 0 0
1 1 1 1
0 1 0 1
1 2 2 1
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Figure 19: The Auslander-Reiten quiver of CL(bfb).
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Figure 20: The Auslander-Reiten quiver of CL(bbf).
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