The simplicity and wide application of Greenberg et al. (1971) prompts to propose a set of alternative estimators of population total for multi-character surveys that elicit simultaneous information on many sensitive study variables. The proposed estimators take into account the already known rough value of the correlation coefficient between Y(the characteristic under study) and p(the measure of size). These estimators are biased, but it is expected that the extent of bias will be smaller, since the proposed estimators are suitable for situations in between those optimum for the usual estimators and the estimators based on multi-characters for no correlation. The relative efficiency of the proposed estimators has been studied under a super population model through empirical study. It has been found through simulation study that a choice of an unrelated variable in the Greenberg et al. (1971) model could be made based on its correlation with the auxiliary variable used at estimation stage in multi-character surveys.
Introduction
The well-known Hansen and Hurwitz (1943) estimator of population total for probability proportional to size and with replacement sampling (PPSWR) is given by
In sample surveys of many variables, some of the study variables may be poorly correlated with the selection probabilities. In this the use of usual estimators available in literature results in larger variance. Rao (1966) has provided alternative estimators when the study variable and size measure are unrelated and demonstrated that these alternative estimators are more efficient though biased. But Rao's (1966) model is not commonly encountered in practice since the correlation is not always zero. Bansal and Singh (1985) developed a transformed estimator of population total suitable for the characteristics covering entire range of positive correlation. Amahia et al. (1989) suggested simple alternatives to the transformations in Bansal and Singh (1985) . The transformations of selection probabilities used are as follows: Rao (1966) ] (1.2)
(1 + p i ) ρ − 1, [Bansal and Singh (1985) ] (1.3) [Amahia et al. (1989) ] (1.4) [Amahia et al. (1989) ] (1.5)
, [Amahia et al. (1989) ] (1.6) [Grewal et al. (1997) ].
(1.7)
On the basis of these transformations, following types of estimators of population total Y under PPSWR sampling are available in the literature:
y i p * i0 at (1.2) and for ρ = 1 these transformations reduce to original selection probabilities p i . For detail one can refer to Arnab (2001) and Singh (2003) .
The surveys on human population had established the fact that the direct question about sensitive characters often result in either refusal to respond or falsification of the answer. This can bias the estimates. Warner (1965) developed an interviewing procedure designed to reduce or eliminate this bias and called it as Randomized Response Technique(RRT). It is beneficial to combine multi-characteristics and RRT. Bansal et al. (1994) and Grewal et al.(1997) had discussed the multicharacteristics in RRT to estimate population total.
It was felt that the confidence of the respondents in anonymity provided by RRT and hence reliability of their responses, might be further enhanced if one of the two question belong to non sensitive, innocuous attribute unrelated to the sensitive characteristics. Greenberg et al. (1971) developed the work for quantitative responses and found that his unrelated question technique was more efficient than the Warner (1965) model.
UQ Model
In the quantitative unrelated question (UQ) random response model, using two questions, the overall distribution of responses is comprised of numerical answers to both questions, the answers being indistinguishable as to question. This distribution is a mixture of two pure distributions, which must be statistically separated to provide meaningful estimates of the parameters of interest. The population means of both the sensitive(Y) and unrelated non-sensitive(U) variables are µ y and µ U with their respective variances σ When the value of U(total of unrelated character) is known in advance we select one sample of size n. The respondent in the sample is provided with a randomization device, with probability T and (1 − T ), respectively, consisting of sensitive and non sensitive statements:
(i) About how much money in dollars did the head of household, earn last year?
(ii) About how much average money in dollars do you think the head of a household of your size earns in a year?
The respondent selects randomly one of the two statements, unobserved by the interviewer, and reports the answer. Let response from i th individual in the sample for the characteristic under study be denoted by r i .
Keeping in view the importance of this model, we extend the method to multi-character surveys to propose estimators of population total. The behavior of the proposed estimators has been examined under the super population model given below.
Super Population Model
A general super population model for sensitive characteristic under study is:
where e i 's are the error terms such that: 
and when the infinite super population is simulated by a finite large population of N units having the same characteristics it will be reduced to:
Also the expected value of residual variance is known to be given by σ
The value of the regression coefficient is given by:
where
The super population model for unrelated non-sensitive question is: 
We first obtain the estimator of population total for PPSWR.
Estimator Y 1
When the value of U(total of unrelated character) is known in advance we select one sample of size n. The respondents in the sample are provided with a randomization device consisting of sensitive and non sensitive statements with probability T and (1 − T ) respectively. The respondent selects randomly one of the two statements, unobserved by the interviewer and reports the answer. Let response from i th individual in the sample for the characteristic under study be denoted by r i .
The estimator of population total ( Y 1 ) for PPSWR is obtained as
The variance of the randomized response of i th individual is 
Proof: Please see the Appendix A. We now extend the theory for the estimator obtained above to propose the estimators of population total in case of multi-character surveys.
Proposed Estimator Y 2
The proposed estimators of population total ( Y 2 ) h for multi-characteristics are given by
where p * ih are defined in (1.2) to (1.7). The proposed estimators are biased and the bias in the the estimators ( Y 2 ) h is given by
One can easily see that the variance of the estimator ( Y 2 ) h is given by
Please see the full derivation of the equation (5.3) in the Appendix A.
To obtain the expected Mean Square Error (MSE) of proposed estimators ( Y 2 ) h under super population model we have the following theorem.
Theorem 2. The expected value of MSE of ( Y 2 ) h under the superpopulation model is
Proof: Please see the Appendix A. When the value of non-sensitive question is known in advance. We choose the strategy, which for a fixed cost can estimate Y with maximum accuracy. For this we find the minimum expected mean square error for fixed cost under super population model. This we do in the following theorem. 
where A 1 and A 2 are defined in (5.5) and (5.6) and C 1 cost of processing per unit in the sample.
Proof: Please see the Appendix A.
Empirical Study
To investigate into the performance of the proposed estimators we resort to an empirical study under super population model given in Section 3. For this the relative efficiency under unrelated question model(RE h) of the proposed estimators ( Y 2 ) h for h = 1, 2, 3, 4, 5 with respect to ( Y 2 ) 0 is given by
where symbols have their usual meanings. The probability associated with the statements in the device is 0.7 and 0.3, respectively. The choice of T = 0.7 in the Greenberg et al. (1971) seems to be a reasonable choice, because a very high value of T may effect the respondents' coopeartion while asking a question through the randomization device. The density functions for the auxiliary variable, which is assumed to have correlation of values ρ in the range 0 to 1 with the study variables, are presented in Table 1 . For the sensitive character value of correlation coefficient between X and Y is ρ = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, but for unrelated question, correlation coefficient ρ * = 0.15, 0.65, 0.95 is used. Note that ρ * is the value of correlation coefficient between the unrelated character variable and the auxiliary variable or say the selection probabilities p i . Thus, it could always be feasible to select an unrelated character variable which may have either low, moderate or high value of correlation coefficient with the selection probabilities p, thus we considered only three such values of ρ * . As the nature of the sensitive variables y i s remains unpredictable, thus we decided to consider entire range of values of the correlation coefficient ρ between 0 and 1. A PPSWR sample of size 20 is considered as drawn from a population consisting of 100 respondents. The computations are given in Appendix B. The results obtained from these computations are given below in Table 2 .
From this table it is clear that the proposed estimators fare better than the usual estimator for all the p or mderate, then a high value of correlation coefficient ρ is required for the proposed estimators to efiicient in case of Chi-Square (ν = 6) and Beta (3, 2) distribution. If the value of ρ * is high then the proposed estimator remains always more efficient. Interestingly, the choice of unrelated variable in the randomization device could be decided based on its correlation with the auxiliary variable used in the selection stage. Table 2 indicates that the value ρ could be any value in the range [0.1, 0.9], the the proposed estimators performs better for ρ * = 0.95 in case of all the seven distributions considered in the simulation study.
Proof: (Proof of Theorem 1.) Let E 1 and E 2 denote the expected values with respect to sampling design and over randomization device respectively and let V 1 and V 2 be the corresponding variances, then
On using (4.3) and substituting E (r i ) = y i T + (1 − T )u i , we have
Full derivation of the equation 5.3: Let E 1 and E 2 denote the expected values with respect to sampling design and over randomization device respectively and let V 1 and V 2 be the corresponding variances, then
On using (4.3) and substituting
which proves the equation.
Proof: (Proof of Theorem 2.) We know that
Thus we have
Under the superpopulation model, we have
Thus, we have
Using the superpopulation models, we have Using the superpopulation models, we have
Taking expected value, we have
Now we have
Proof: (Proof of Theorem 3.) Let C 1 be the cost per unit of collecting information of each individual. The cost C 0 of observing the sample of size n is given by
Differentiating (A.3) partially with respect to n and we get n = C 0 /C 1 and hence (5.4) becomes (5.7), which proves the theorem.
Appendix B:
Relative efficiencies(RE h), h = 1, 2, 3, 4, 5 of the proposed estimators for PPSWR sampling scheme using Unrelated Question Model under various distributions. 
