Abstract. We study certain families of oscillatory integrals I ϕ (a), parametrised by phase functions ϕ and amplitude functions a globally defined on R d , which give rise to tempered distributions, avoiding the standard homogeneity requirement on the phase function. The singularities of I ϕ (a) are described both from the point of view of the lack of smoothness as well as with respect to the decay at infinity. In particular, the latter will depend on a version of the set of stationary points of ϕ, including elements lying at the boundary of the radial compactification of R d . As applications, we consider some properties of the two-point function of a free, massive, scalar relativistic field and of classes of global Fourier integral operators on R d , with the latter defined in terms of kernels of the form I ϕ (a).
Introduction
In the theory of partial differential equations, an important aspect is the study of the regularity properties of the solutions u of (0.1)
where A is a linear operator and f is a given distribution. When the functional setting is the space of tempered distributions, that is, one assumes u, f ∈ S (R d ), and A is an elliptic operator with coefficients independent of the base variable x ∈ R d , Fourier's transform methods can easily be applied. This gives, for example, f ∈ S(R d ) ⇒ u ∈ S(R d ). The ellipticity assumption can actually be weakened, and a similar conclusion can be obtained when the symbol of A satisfies a suitable hypoellipticity condition.
Of course, the situation gets more complicated when the symbol of A explicitly depends on x, as well as when A is not hypoelliptic, so that, in such cases, (0.1) and f ∈ S(R n ) in general do not imply u ∈ S(R n ). It is then interesting to know "where and how" u fails to belong to S(R n ), or, for instance, to the weighted Sobolev space
with F denoting the Fourier's transform. A convenient way to consider such questions is to use the global wave front sets introduced by R.
Melrose [Mel94] , with a different approach given in S. Coriasco and L. Maniccia [CM03] , see also, e.g., the series of papers by S. Coriasco, K.
Johansson and J. Toft [CJT09, CJT12a, CJT12b] for the corresponding analysis in the context of modulation spaces.
In the mentioned papers, such wave front sets are used for performing the above regularity investigations for pseudodifferential operators as well as for Fourier integral operators defined through symbols belonging to the so-called SG-classes, see, e.g., [Cor95, Cor99a, CaRo06, ES97, Mel94, Par72, Sch86] for related results and investigations, both on R d as well as on (non-compact) manifolds. These topics have undergone an intense development in the recent years, involving, among the rest, the study of PDEs, non-commutative traces, spectral asymptotics for selfadjoint operators (see, e.g., [BC11, CM12, NR10] and the references quoted therein). The results in this paper expand this theory with the spectral analysis of singularities of certain Lagrangian distributions I ϕ (a), in global terms. In short, with a phase function ϕ satisfying suitable ellipticity conditions, and a ∈ SG m,µ (R d × R s ), see Sections 1 and 2 below, we define, for any u ∈ S(R d ), (0.2) I ϕ (a), u = e iϕ(x,ξ) a(x, ξ)u(x) dξdx, and take care of the local properties of the distributions I ϕ (a), as well as, at the same time, of their behaviour at infinity, in the spirit of [Mel94, CJT12a, CM03] . Let us recall some known facts in the context of the global wave front sets that we will consider, following the approach given 1 in [CJT12a, CM03] . Let B be an appropriate Banach space, or, more generally, an appropriate Fréchet space of functions or distributions such that S(R d ( f ) and informs about the directions were the size of f fails to belong to B near infinity. Here f is the Fourier transform for f , and B 0 is a Banach or Frechét space related to B. Finally WF ψe B (f ) informs about those directions were f oscillates heavily at infinity compared to its size.
Therefore, it might not be surprising that, if B is appropriate, then the union WF for such B. In the remainder of the paper, we fix B = S(R d ), and we will then omit it completely from the notation. Results similar to those recalled above can be achieved also when B coincides with the weighted Sobolev space H s,σ (R d ), and, more generally, when B is a (generalised, weighted) modulation space, see [CJT09] .
Here we will follow a slightly different approach, with respect to the one that we just briefly described. In fact, we will essentially make use of the definition of wave front space
, cfr. also [Mel94] , as well as of the concept of elliptic point (at infinity) for a SG-symbol. This is more convenient in the present context, and allows for more compact formulations of the assumptions and of the results. Namely, we will usually not need to distinguish between the three components of WF(f ) described above, except for those situations where such a distinction is especially relevant, or anyway worth to be pointed out explicitly.
With this in mind, our main result can be formulated, loosely speaking, as follows: for "admissible" phase function ϕ and amplitude function a, one has
where SP ϕ is the (generalized) set of stationary points of ϕ in W (see Section 3 below for the precise hypotheses and statement). In the article by J. Zahn [Zah11] , such an analysis of oscillatory integrals is carried out with respect to the classical Hörmander wave front set. Despite the similar inclusion results, the global situation here is more subtle, and requires additional concepts and investigations to be achieved. The paper is organized as follows: in Section 1 we fix the notation, and recall the definition and basic properties of symbols and pseudodifferential operators in the SG classes. Moreover, we describe how it is possible to construct a tempered distribution with a prescribed global wave front set: indeed, in spite of being an "expected result" and an essential complement of the whole picture in the global case, this fact looks to have not been proved elsewhere, to the best of our knowledge. In Section 2, after having described the conditions that the phase function ϕ and the amplitude function a must satisy to be "admissible" in the present context, we illustrate the definition and the basic properties of I ϕ (a). The Section 3 is devoted to the definition of SP ϕ and the proof of the inclusion (0.5). Examples of applications of our results are then finally given in Section 4.
1.1. Radial compactification of R d and global wave front set of temperate distributions. We start by recalling some standard notation and concepts, which we will need in the sequel. In particular, we will make use of the procedure called radial compactification of R d , to be able to properly define "asymptotics at infinity". This will yield the notion of wave front space introduced, e.g., in [Cor95, Mel94] , see also [CM03] .
We call an element of the boundary, ω ∈ S d−1 , an asymptote or a(n asymptotic) direction.
Other common notations for the asymptote given by a ray through
can be characterized as follows: 
Choosing a cut-off function φ ∈ C ∞ c (R d ) with φ ≡ 1 around 0, we may define the map
using the one-to-one correspondence between the space C ∞ (S d−1 ) and the 0-homogeneous smooth functions on R d \ {0}. We call the image of ψ under this map an asymptotic cut-off ψ R .
As further notation we set, for two functions f, g :
for any x ∈ X. The Fourier transform of u ∈ S (R d ) will be denoted by u or F(u).
The following definitions, suitable generalizations of the notion of support, singular support and wave front set to tempered distributions, are due to Melrose ([Mel04] and [Mel94] ). An equivalent definition, emphasising SG-pseudodifferential calculus, is used in [CM03] and [Cor99a] . Another most notable source on global microlocal analysis and tempered distributions is [Cor95] .
The (global) wave front set of u is defined as
where 
Proposition 1.3 follows immediately by Definition 1.2. In the sequel, when no confusion can arise, we will sometimes omit to write explicitly the "base spaces"
, to shorten the notation.
1.2. Existence of tempered distributions with assigned singularities. In this subsection we show that it is always possible to find a tempered distribution T ∈ S (R d ) with any given global wave front set: to our best knowledge, this (expected) result has not appeared elsewhere before. The construction is similar to the classical one by Hörmander in [Hör03, Theorem 8.1.4], which, in fact, will be used for the non-asymptotic part of the distribution. Thus, the main focus, in the following argument, is on the asymptotic singularities. A smooth function with one given asymptotic singularity (ω, θ) ∈ S d−1 × S d−1 is first defined; then, the general asymptotic case is achieved, and combined with the construction given by Hörmander. The basic ingredients of the proof are the identity F x→z {f (x) e ikx }(z) = F{f }(z − k) and the fact that the Gaussian is an eigenfunction of the Fourier transform.
Proof. With the Gaussian N (x) = exp − 1 2 x 2 we have:
Using the function f k (., ω, η) introduced in (1.6), it is possible to define an element of C ∞ ∩ S that is rapidly decreasing everywhere except along the direction ω, and whose Fourier transform is rapidly decreasing everywhere except along the direction η, as we show in the next two Lemmas. Lemma 1.6. The series ∞ k=0 f k (x; ω, η) converges absolutely and uniformly on each compact set of R d , and its limit is a function g(.; ω, η)
, bounded together with all its derivatives, and such that Css(g(.; ω, η)) = {ω}. Proof. Assume x does not lie on the ray given by R + ω, i.e.ẋ = ω. Then, by a standard scaling estimate, ∃ c > 0 s.t. |x−k 3 ω| ≥ c(|x|+k 3 ). Thus, the sum converges absolutely and uniformly on any compact set to g(x; ω, η) and
which is bounded with respect to x. The derivatives of g(.; ω, η) can be estimated similarly. Thus g is smooth everywhere, bounded with all its derivatives, rapidly decreasing along every direction, apart from ω. This implies g(.; ω, η) ∈ C ∞ ∩ S and Css(g(.; ω, η)) = {ω}, as claimed.
Corollary 1.7. Let g(x; ω, η) be the function defined in Lemma 1.6. Then, WF(g(.; ω, η)) = {(ω, η)}.
Proof. Since, by Proposition 1.3,
the assertion follows from (1.4), Lemma 1.5 and Lemma 1.6.
Proof. Take a dense sequence without repetitions {(ω l , η l )} l∈N ⊂ Γ and define
By the properties of g(.; ω l , η l ) described above, (1.7) yields (by the Weierstrass M-test) a smooth function which fulfills the requirements.
Proof. Choose, as it is possible, a sequence (x k , η k ) ∈ Γ such that every (x, η) ∈ Γ is the limit of a subsequence and such that |x k | is bounded by log k. Let φ ∈ C ∞ c with φ(0) = 1 and set
First of all, we remark that (1.8) is precisely the function defined in the proof of [Hör03, Theorem 8.1.5]. T is continuous and bounded, thus it is a tempered distribution: we claim that it fulfills all the required properties.
(
This is equivalent to the assertion T ∈ C ∞ . First note that
Obviously, the series (1.9) converges absolutely and uniformly, giving T ∈ C, since φ ∈ S ⊂ L ∞ . The same property holds for the series of the derivatives: in fact, for any
so, in view of the boundedness of the sequence (log k) q /k, q ∈ R, it follows that the L ∞ -norm of each term in the sum giving ∂ α T is bounded by the terms of the sequence
where C α , E α > 0 are suitable constants, depending only on α, and
Thus T ∈ C ∞ , as claimed.
. Choosing asymptotic cut-offs ψ U , ψ V , supported in the interior of U and V , respectively, it is possible to show, by an argument analogous to the one in [Hör03, Theorem 8.
The proof is complete.
Proof. The argument combines the results proved above. First, Lemma 1.9 yields a tempered distribution T ψ with classical wave front set
Then, define T e with WF(T e ) = Γ ∩ (S d−1 × R d ) by repeating the construction of Lemma 1.9 for Γ e = Γ ∩ S d−1 × R d , using Fourier inversion and (1.4). Here we notice that, by construction,
Finally, take the distribution T ψe that Corollary 1.8 yields with
Setting T := T e + T ψ + T ψe , we then have WF(T ) = Γ. In fact, by adding up the three temperate distributions listed above, no asymptotic singularities can cancel, as WF(T ) is a closed set. The proof is complete. 
Tempered distributions associated with oscillatory integrals
Denote the space of all such functions by 
For each fixed (m, µ) ∈ R 2 define a family of SG-symbol seminorms . p , p ∈ Z + , through the quantities
2. Due to their (asymptotic) homogenety properties, it is easy to see that the asymptotic cut-offs ψ R introduced in Section 1 are SG-symbols of order (0, 0).
Proof. Confer the proof of [NR10, Proposition 1.1.5].
A phase function ϕ will be called admissible, in the present context, when it is a real-valued SG-symbol of positive order which satisfies a suitable SG-ellipticity condition, as explained in the next definition.
Note that the condition (2.4) ensures that ϕ is a symbol of "genuine" order (n, ν), that is, not of an actually lower one. Later on, we will introduce sets which encode if one of the summands in (2.3) does not scale as the righthand side of (2.4): as we will see, such sets will be strictly related to the (global) singularities of the temperate distributions which we introduce in the next subsection.
2.2. The class of SG-oscillatory integrals. We now show that the admissible phase functions described above, together with amplitudes from the SG-symbol classes, give rise to well-defined tempered distributions, in the form of oscillatory integrals globally defined on R d .
Definition 2.6. A formal SG-oscillatory integral with inhomogeneous phase function is an expression of the form
where ϕ is an admissible inhomogeneous SG-phase function and a is a SG-symbol.
Theorem 2.7. With any fixed admissible inhomogeneous SG-phase function ϕ of order (n, ν) we may associate a map
uniquely determined by the the following properties:
We call the distribution I ϕ (a) a SG-oscillatory integral. analysis is carried out by means of the stationary phase method. As we need to look at unbounded sets for the asymptotic part of the wave front set, here we do not follow that approach. We split the proof of Theorem 2.7 into three steps. First of all, we prove a simple and useful lemma, which guarantees the existence of a linear differential operator needed to regularize the oscillatory integral (2.5).
Lemma 2.8. Let ϕ be a given admissible inhomogeneous SG-phase function of order (n, ν). Then, there exists
with adjoint (with respect to
Furthermore, P is a continuous map
Proof. The proof is essentially a SG-variant of, e.g., the one from [Zah11, Lemma 2.10]. Consider the SG-symbol η introduced in (2.3) and take a cut-off function χ such that χ ≡ 1 for |x| + |ξ| ≤ R and χ ≡ 0 for |x| + |ξ| ≥ R + 1. Then it is easy to verify that (1 − χ) η
is a SG-symbol of order (−2n, −2ν). Now set
By integration by parts (boundary terms vanish, as we consider adjoints w.r.t. SG −∞,−∞ = S), it is easy to verify that the operator t P defined in (2.7) is indeed the adjoint of P with respect to SG −∞,−∞ . It then satisfies
where we have used the definition (2.3) of the symbol η. The continuity of P as an operator from SG m,µ to SG m−n,µ−ν is immediate, by the properties of the SG-symbol classes, see, e.g., [NR10] : partial differentiation w.r.t. x is a continuous operation from SG m,µ to SG m−1,µ ; similarly, partial differentiation w.r.t. ξ is continuous from SG m,µ to SG m,µ−1 and multiplication by a symbol in SG m ,µ is continuous from SG m,µ to SG m+m ,µ+µ . In view of (2.6) and of the definitions and orders of u j , j = 1, . . . , s, v k , k = 1, . . . , d, and w, the stated continuity of P : SG m,µ → SG m−n,µ−ν follows.
The next lemma states that the operator P in (2.6) can be used to regularize a formal SG-oscillatory integral (2.5), and it shows its continuous dependence on the SG-seminorms of a.
Lemma 2.9. Let ϕ be an admissible inhomogeneous SG-phase function of order (n, ν) and a ∈ SG −∞,−∞ (R d , R s ). Then, the associated formal oscillatory integral I ϕ (a), defined in (2.5), is a function in S(R d ) that satisfies, for any (m, µ) ∈ R 2 and each f ∈ S(R d ),
with a suitable constant C > 0, the seminorm · q on SG m,µ from Definition 2.1, and the seminorm ρ r (·) in (1.10), where the indices q and r solely depend on (m, µ).
Proof. That [I ϕ (a)](x) converges for every x ∈ R d and gives a smooth and rapidly decreasing function in x follows from
the rapid decay of a w.r.t. x and ξ, differentiation under the integral sign and dominated convergence. Now, by using Lemma 2.8, for a fixed f ∈ S and arbitrary r ∈ Z + ,
is a continuous map from SG m,µ to SG m−rn,µ−rν for any r ∈ Z + , and, in particular,
where E > 0 is a suitable constant, · q is a seminorm on SG m,µ , with q ∈ Z + depending solely on r, n, ν, and ρ r (f ) is the Schwartzseminorm (1.10). Thus, for suitably large r and a constant C > 0, we have, as claimed,
Proof of Theorem 2.7. Looking at the proof of Lemma 2.9, we may define, for f ∈ S and r large enough (which, for each fixed admissible phase-function ϕ, solely depends on the order of a),
in a continuous way, see (2.9). That this is indeed a unique continuation of the map defined by (2.5) for symbols of low enough order and welldefined, independently of r (when chosen large enough), follows by approximation, using Proposition 2.3.
3. Singularities of tempered oscillatory integrals 3.1. Stationary phase points and global wave front set of SGoscillatory integrals. We now define an extension of the notion of stationary points to admissible inhomogeneous phase functions ϕ, which includes asymptotes, and show below its relation with the global wave front set of the corresponding temperate oscillatory integrals I ϕ (a), defined in Theorem 2.7.
Definition 3.1. With any admissible inhomogeneous SG-phase function ϕ of order (n, ν), we associate the set
Denoting by π M the projection of
Both M ϕ and SP ϕ are defined as complements of manifestly open sets, which yields:
Lemma 3.2. Let ϕ be an admissible inhomogeneous SG-phase function of order (n, ν). Then, M ϕ is a closed subset of B d × S s−1 and SP ϕ is a closed subset of
Remark 3.3. The characterization of SP ϕ here differs from the one in [Zah11] . The connection is established in Subsection 3.2, where a geometrical interpretation of SP ϕ is given.
We can now state our main result:
Theorem 3.4. Let ϕ be an admissible inhomogeneous SG-phase function of order (n, ν) and let a ∈ SG ∞,∞ (R d × R s ). For the temperate oscillatory integral I ϕ (a), defined in Theorem 2.7, we have
The first step of the proof of Theorem 3.4 consists in establishing the inclusions with respect to the projection onto the first component.
Proposition 3.5. Let ϕ be an admissible inhomogeneous SG-phase function of order (n, ν) and let a ∈ SG
Proof. We prove the statement by a regularization argument, cfr., e. 
We then fix a cut-off function χ, asymptotically 0-homogeneous as in Subsection 1.1, identically equal to 1 in a neighbourhood U ⊂ U of Csp(a) ∩ ∂ B d × B s , and supported in U . By construction, (1 − χ)a is compactly supported, which implies I ϕ ((1 − χ)a) ∈ S. To analyze I ϕ (χa), we define
Observe that b j is well-defined on Csp(χ), since |∇ ξ ϕ| is strictly positive on U . Indeed, by (3.4) we actually have χb j ∈ SG −n,−ν+1 , χc ∈ SG −n,−ν , and
The same of course holds with any SG-symbol of order (0, 0) supported in U in place of χ. We can then conclude by an approximation argument as in Theorem 2.7: using the fact that Q involves only differentiations with respect to ξ, we can insert it into the expression of I ϕ (ψa), and find I ϕ (χa) = I ϕ (Q r (χa)) for arbitrary r ∈ Z + .
As Q is a continuous map from SG m,µ to SG m−n,µ−ν , we can achieve arbitrarily low order of Q r (χa), by choosing r large enough. Thus I ϕ (χa) ∈ S, and therefore I ϕ (a) = I ϕ (χa) + I ϕ ((1 − χ)a) ∈ S as claimed (cfr. the proof of Lemma 2.9).
Corollary 3.6. Let ϕ be an admissible inhomogeneous SG-phase function of order (n, ν) and let a ∈ SG ∞,∞ (R d × R s ). Then,
, whose (cone) support does not intersect π 1 (M ϕ ). Then ψI ϕ (a) = I ϕ (ψa), and the latter belongs to S, by Proposition 3.5.
Proof of Theorem 3.4. Let (y, q) ∈ (B d ×B d )\SP ϕ . By Corollary 3.6, it suffices to consider only the points y ∈ π 1 (M ϕ ). We have to prove that there exists a pair of cut-off functions, ψ y , ψ q , either localizing around y, q or defined as in Subsection 1.1, nonvanishing on neighbourhoods of y and q, respectively, such that, for p in the support of ψ q ,
for arbitrarily high N , and that the lefthand side of (3.5) is smooth. In fact, we will show this for a ∈ SG −∞,−∞ in the form
for any p ∈ supp(ψ q ) and arbitrary N , where . s is a seminorm on SG m,µ . Then, an approximation argument, cf. Proposition 2.3 and the proof of Theorem 2.7, yields the result.
Let us then assume a ∈ SG −∞,−∞ , which can also be chosen supported arbitrarily close to M ϕ , due to Proposition 3.5. Since (y, q) is non-stationary, we can find an open neighbourhood V of π −1 M (y, q), and thus two cut-offs ψ y (x), ψ q (p), identically equal to 1 around/along the direction(s) y, q, respectively, and a cut-off ψ(ξ) such that, on the intersection of the cone support of
Now observe that the cone support of [1−ψ(ξ)]ψ y (x) does not intersect M ϕ . Thus, by Proposition 3.5, we can restrict our analysis to a symbol of the form ψ(ξ)a(x, ξ). In the remainder of the proof we thus assume a to be supported in such a way that (3.6) holds on the support of ψ q (p) ψ y (x) a(x, ξ). Now define
The operator Q is well-defined on the (cone) support of ψ q (p)a(x, ξ), as η p (x, ξ) does not vanish or approach zero asymptotically there. We construct the adjoint of Q as above, with respect to SG −∞,−∞ = S, and conclude
If we pick another (asymptotic) cut-off ψ y supported in a smaller neighborhood of y and such that ψ y ψ y = ψ y , we see that, by the properties of Q, for arbitrary r ∈ Z + , (3.7)
By (3.6), using the fact that differentiation decreases the respective symbol order by 1, for any (m, µ) there is a seminorm · s on SG m,µ such that
that is, for large enough r the expression in (3.7) is integrable and decays in p faster than any inverse power. By differentiating under the integral sign, we can show similar estimates for any derivative with respect to p. This proves the theorem.
3.2.
A geometrical interpretation of SP ϕ . We will now give a characterization, under additional assumptions on the phase function, of the set SP ϕ , cfr. [Zah11, Lemma 3.6]. Assume throughout this subsection that, if (p, ω) ∈ M ϕ , meaning that ξ 2 |∇ ξ ϕ(x, ξ)| 2 is not elliptic at (p, ω), thus " not fulfilling the estimate (2.4) by itself", then
Lemma 3.7. Let ϕ be an admissible inhomogeneous phase function of order (n, ν). Let (y, ω) ∈ R d × S d−1 and suppose that for any θ ∈ S s−1 satisfying (y, θ) ∈ M ϕ there exists a constant (angle) α > 0 and a
Proof. In view of the continuity of ϕ, the above condition holds in a sufficiently small neighbourhood U of y. If there exist α and E as in the assumptions, we can find two open cones V, W ⊂ R d with V ∩ W = ∅ such that ω ∈ V and τ > E ⇒ ∇ x ϕ(y, τ θ) ∈ W . Then, a standard scaling inequality yields, for all (x, θ, p) ∈ U × S s−1 × V such that (x, θ) ∈ M ϕ and τ > E,
By the ellipticity assumption on x 2 |∇ x ϕ(x, ξ)| 2 above, using the fact that (x, θ) ∈ M ϕ , we see (by possibly enlarging E) that |∇ x ϕ(x, τ θ)| x n−1 τ ν which proves the claim.
We argue just like above for points in ( 
For the third component we get:
Lemma 3.9. Let ϕ be an admissible inhomogeneous phase function of order (n, ν). Assume that for (ω, z)
Applications

4.1.
The two-point function as a generalized oscillatory integral.
Definition 4.1. The two-point function ∆ + of a free massive (m > 0) scalar relativistic field on
is defined by an oscillatory integral I ϕ (a) such that
.
In [Zah11] , the two-point function was already discussed as an example of a generalized oscillatory integral in the local setting, i.e. as a distribution in D (R 4 ). This carried over the analysis in [RS75, Chapter IX], where it was already discussed in the framework of classical oscillatory integrals. This was achieved by replacing ϕ by the homogeneous phase function −x 0 |ξ| + x · ξ and absorbing the correction terms into the symbol, yielding a so-called asymptotic symbol.
To start, one computes from the definition
With this, it is easy to verify that ϕ is an admissible inhomogneous SG-phase function of order (1, 1) and that the following result holds:
Remark 4.3. Directions with |x 0 | 2 > |x| 2 are called timelike, directions with |x 0 | 2 < |x| 2 are called spacelike. By Proposition 3.5 we see that, while being rapidly decaying in spacelike directions, the twopointfunction I ϕ (a) defined above is merely smooth in timelike directions, and may not be rapidly decaying. In fact, see e.g. [RS75, Theorem IX.48], it falls off with an inverse power. This reflects the contribution to asymptotic growth of non-asymptotic stationary phase points of the oscillatory integral, which are known, by the method of stationary phase (e.g. [Hör03, Section 7.7] or [GS94, Chapter 2]), to produce amplitudes asymptotically behaving as (inverse) powers.
With the knowledge of M ϕ it is easy to calculate SP ϕ . Therein, x always stands for arbitrary vectors in R 3 \ {0}:
Lemma 4.4.
The cone singular support and (B 4 × S 3 )-part of WF (∆ + ) is illustrated schematically (by projection onto two dimensions) in Figure 2 (excerpted from [Sch11] ).
Indeed, observe that the gradient ∇ x φ(x, ξ) = (−ω(ξ), ξ) is independent of x. Thus, in (3.2) we only need to vary |∇ x ϕ(x, ξ) − p| with respect to ξ and p variables. The details are left for the reader. (both sides can be seen to be surjective onto {v ∈ R 3 : |v| < 1/ √ 2}), we get an alternate parametization of (
Theorem 4.6. In the case of the two-point function ∆ + defined as a tempered, SG-oscillatory integral, we have WF(∆ + ) = SP ϕ .
Proof. One inclusion follows by Theorem 3.4. For the opposite inclusion, we argue in three steps, using the properties of the global wave front set of temperate distributions.
The (R 4 × S 3 )-part (i.e. WF cl (∆ + )) was determined in [RS75, Theorem IX.48] by using Lorentz-invariance.
The (S 3 × S 3 )-part then follows by the closedness of the global wave front set in ∂(B 4 × B 4 ).
The last part can be shown by using the symmetry of the global wave front set under Fourier transformation, see Proposition 1.3. In fact,
thus the claim follows by the fact that the wave front set of such a distribution is the set of normals to its support (see, e.g. [Sog93] .
where the phase function φ ∈ C ∞ (X ×Y ×(R N \{0})) is real-valued and positively homogeneus of degree one in θ, and the amplitude function a is a symbol in
for all multiindices α, β, γ, and all (x, y)
Usually, the phase function φ satisfies the non-degeneracy conditions φ y,θ (x, y, θ) = 0 and φ x,θ (x, y, θ) = 0, x ∈ X, y ∈ Y, θ ∈ R N \ {0}.
In such a case, A is a bounded operator from C ∞ 0 (Y ) to C ∞ (X), extendable to a continuous operator A : E (Y ) → D (X). In particular, if n 1 = n 2 = N and φ(x, y, θ) = (x−y)·θ, A in (4.3) is a pseudodifferential operator of order µ.
The "local" definition given above can be extended to manifolds, by means of the concept of Lagrangian distribution, see, e.g., [Hör71, Hör03, Sog93] , which we now also recall. First, let
If X is a closed smooth manifold of dimension n, ∞ H loc σ (X) is defined as the set of all u ∈ D (X) such that (ψu) • κ −1 is in ∞ H σ (R n ) for any local coordinate system κ : U ⊂ X → R n and ψ ∈ C (X), whenever P j are classical pseudodifferential operators of order 1 whose principal symbols p j vanish on Λ.
Definition 4.7. Given two smooth closed manifolds X and Y and a smooth closed conic Lagrangian submanifold
In such case, we will simply write A ∈ I m (X, Y ; Λ).
It turns out that, in local coordinates on X and Y , the kernels of Fourier integral operators are of type (4.2) modulo C ∞ (X × Y ), with the non-degenerate phase function φ locally parametrizing Λ, in the sense that, setting
the map (x, y, θ) → (x, y, φ x,y (x, y, θ)) is a local homogeneous diffeomorphism of Σ φ onto Λ. The principal symbol of A can also be invariantly defined.
A calculus for these operators can be established, see [Hör71, Hör03, Sog93] . Also, properties of the adjoint operators and rules for the computation of the principal symbols of A 1 • A 2 and A * can be given as well. Other important aspects of the theory concern the propagation of wave front sets and the boundedness on different functional spaces: these can be applied to the study of the regularity of solutions of Cauchy problems associated with hyperbolic equations, see, for instance, the celebrated theorems of boundedness of Fourier integral operators by K. Asada 
Classes of SG-Fourier integral operators on R
d . One of our motivations to study the class of tempered oscillatory integrals described in the previous sections is to use them to give a definition of Fourier integral operator within the SG framework which is a good, general, local model for Fourier operators on manifolds with ends or, more generally, on SG-manifolds. The study of Fourier integral operators defined through elements belonging to the SG-symbol classes started in Coriasco [Cor99a] and [Cor99b] , and is an interesting field of active research, with developments in many different directions. These include, just to mention a few, Andrews [And04] , for an approach based on more general phase functions than those appearing in [Cor99a, Cor99b] A global definition of SG-Fourier integral operator, on manifolds which are Euclidean at infinity, in terms of tempered oscillatory integrals as those described above is a quite natural idea, but a number of difficulties arise. In fact, we would then need to control the behavior at infinity of the involved distributions. Moreover, we would be forced to make use only of certain "admissible" change of variables, see [Sch86] , and also the notion of "smoothing remainder" is different, compared with the "classical" situation summarized above. In the sequel, we introduce two classes of Fourier integral operators on R d , in terms of temperate oscillatory integrals. The first one will be a class of Fourier integral operators allowing for phase function where all variables are connected, e.g. ( x + y ) 2 ξ . The disadvantage is that the approach is not suited to treat pseudodifferential operators. The second class does not have this disadvantage, but only allows for phase functions of type ϕ(x, y, ξ) = ϕ x (x, ξ) + ϕ y (y, ξ). On the other hand, the latter will cover the important situation where the involved canonical relation is the graph of a symplectomorphism of T * R d onto itself. The analysis carried over in the next subsection can then be considered the first step toward a global definition of SG Fourier integral operators on non-compact SG-manifolds: we plan to fully describe such concept in a forthcoming paper.
4.4.
A first class of SG-Fourier integral operators. First we translate the approach of [GS94, Chapter 1] to the global setting of R d . Having introduced a notion of an SG-osciallatory integral we can define a corresponding class of operators via the Schwartz Kernel Theorem, which says that there is a bijection between the distributions K ∈ S R dx × R dy and the continuous linear operators A :
Then, with the temperate distributions defined in Section 2 we associate an operator as follows:
and ϕ an admissible SG-phase function (in the sense of Definiton 2.5). Then K := I ϕ (a) ∈ S R dx × R dy and the associated continuous linear operator A : S R dy → S R dx , is a Fourier integral operator ( FIO).
Such an operator can be written formally as
Remark 4.9. Note that this approach is not suited to treat SG-pseudodifferential operators, since ϕ(x, y, ξ) = (x−y)·ξ does not satisfy (2.4).
Our analysis of SG-oscillatory integrals grants us certain facts about the corresponding class of FIOs, as in the classical setting, cfr. [GS94, Theorem 1.17].
Theorem 4.10. Suppose that the phase function ϕ(x, y, ξ) of a FIO A is for each value in x a phase function (of order order (n, ν)) in the variables (y, ξ), namely, that it satisfies, for some R > 0 (independent of x) and |y| + |ξ| > R,
If for some R > 0 and |x| + |y| + |ξ| > R it even holds
If instead, for some R > 0 (independent of y) and |x| + |ξ| > R,
then A is (uniquely) extendable to a continuous map from E R dy to S R dx .
then A is (uniquely) extendable to a continuous map from S R dy to S R dx .
Outline of the proof. By Theorem 2.7, I ϕ (x, ·)(a(x, ·)) is a tempered distribution for each x. In fact, by following the outline of the proof and differentiation under the integral sign, it is possible to show that, for f ∈ S(R dy ), the function I ϕ (x, ·)(a(x, ·)), f is smooth (and polynomially bounded together with all its derivatives). For the stronger version, it is enough to apply the regularizing operator repeatedly, to acquire arbitrarily fast decay in x as in the proof of Proposition 3.5.
Recall that the transpose
that is, by interchanging the roles of x and y in the kernel. Then, the second part follows from the first part by duality.
Example 4.11. Consider ϕ(x, y, ξ) = ( x + y ) n ξ ν , n, ν > 0.
4.5. SG-Fourier integral operators of composite type. In this subsection we will define a class of Fourier integral operators as the composition of two oscillatory integrals: this class of FIOs will include SG-pseudodifferential operators. Lemma 4.12. If ∇ y ϕ is globally elliptic, in the sense of (2.2), that is, M ϕy = ∅, then A yξ takes values in S R d ξ . If ∇ ξ ϕ is globally elliptic, then A yξ has a (unique) continuous extension to S R dy → S R d ξ . We call a phase function satifying both conditions a regular phase function.
Proof. The first statement follows from Corollary 3.6. The second one follows again by considering the transposed operator. In fact, let f ∈ S R d ξ , g ∈ S R dy . Then, in the sense of oscillatory integrals, yξ : with this we can define a class of Fourier integral operators. In fact, if a phase function satisfies one of the assumptions of the Lemma 4.12, we can compose the corresponding operator (either from the left or from the right side) with another operator mapping S → S . In particular, if it is regular we can compose from both sides. Alternatively, we can compose it with the Fourier transform. In fact, we can transpose with any operator B mapping S → S and S → S continuously. The following Lemma will provide us with a large class of such operators. Then, for any SG-symbol b we can define an operator
which has a continuous extension mapping S (R d ) → S (R d ), by duality. In fact, if φ is a phase function, this operator is identical with the one defined in (4.5).
Proof. We repeat the analysis of Theorem 2.7, this time using the differential operator
For the extension, we prove the statement for the adjoint of the operator, using symmetry of the assumptions on φ. Then, duality yields the statement, as in the proof of Lemma 4.12.
We call a function φ like the one in Lemma 4.13, in analogy to the notation used in Andrews [And04] (where additional conditions are applied to the second order derivatives), a phase component. Example 4.17. Let ϕ(ξ, x) be a phase function of order (1, 1) that satisfies (globally) ∇ ξ φ(x, ξ) x and ∇ x φ(x, ξ) ξ .
In particular, ϕ satisfies both conditions of Lemma 4.12. If we set A = A ξx • F yξ , we obtain the class of Type I operators of [Cor99a] , that is, formally
Af (x) = e iϕ(ξ,x) a(ξ, x) f (ξ) dξ.
Proof. Let f ∈ S R d ξ , T ∈ S (R d ). We define (4.7) A yξ T, f = T, t A yξ f = T, I ϕ ξy (a ξy f ) .
Since, by Theorem 3.4, WF(I ϕ ξy (a ξy f )) ⊂ SP ϕ ξy , Theorem 4.20 allows to conclude that (4.7) gives indeed a well-defined operator, in terms of pairing of distributions.
Remark 4.22. Indeed, combining this result with Theorem 4.6 allows us to extend the operator defined in Example 4.19.
