We propose a framework for developing a comprehensive biophysical model that could predict and simulate realistic longitudinal MRIs of patients with Alzheimer's Disease (AD). The framework includes three major building blocks: i) Atrophy generation ii) Brain deformation iii) Realistic MRI generation. Within this framework, this paper focuses on a detailed implementation of the brain deformation block with a carefully designed biomechanics-based tissue loss model. For a given baseline brain MRI, the model yields a deformation field imposing the desired atrophy at each voxel of the brain parenchyma while allowing the CSF to expand as required to globally compensate for the locally prescribed volume loss. Our approach is inspired by biomechanical principles and involves a system of equations similar to Stokes equations in fluid mechanics but with the presence of a non-zero mass source term. We use this model to simulate longitudinal MRIs by prescribing complex patterns of atrophy. We present experiments that provide an insight into the role of different biomechanical parameters in the model. The model allows simulating images with exactly the same tissue atrophy but with different underlying deformation fields in the image. We explore the influence of different spatial distributions of atrophy on the image appearance and on the measurements of atrophy reported by various global and local atrophy estimation algorithms. We also present a pipeline that allows evaluating atrophy estimation algorithms by simulating longitudinal MRIs from large number of real subject MRIs with complex subjectspecific atrophy patterns. The proposed framework could help understand the implications of different model assumptions, regularization choices and spatial priors for the detection and measurement of brain atrophy from longitudinal brain MRIs.
Introduction
Alzheimer's Disease (AD) is one of the most common types of dementia. It is a neurodegenerative disease that progresses gradually over several years with the accumulation of neurofibrillary tangles (NFTs) and amyloid-β (A-β) plaques [1] . These microscopic neurobiological changes are followed by the progressive neuronal damage that leads to the atrophy of the brain tissue. The atrophy or the volume changes of brain tissue is a macroscopic change that structural Magnetic Resonance Imaging (MRI) can estimate in different brain regions [2] .
There is no treatment of AD so far, partly because the exact mechanisms of the disease are not well known. Nevertheless, there has been several clinical trials and disease modifying drug development efforts in the past three decades [3] . Since the external symptoms appear several years after the changes seen in imaging [2] , longitudinal images can play an important role in the development of disease modifying drugs. So far, structural MRIs have primarily been used for estimating local volume changes in individual AD patients; these measurements have been used to formulate hypotheses on the temporal dynamics of AD.
An interesting alternative avenue consists in modeling the tissue loss process in order to compare (in a forward modeling setting) different hypotheses for the prediction of patientspecific time series MRIs. The ability of developing realistic individual models of brain shape changes to predict patient-specific longitudinal MRIs can have far reaching consequences. For instance, the patient specific AD trajectories predicted by the model could be useful in monitoring drug effects in AD patients by comparing them against the observed brain changes.
It is nevertheless very challenging to develop a comprehensive model that can predict realistic synthetic time series of MRIs following AD patient's trajectory. Modeling neurodegeneration is a complex task requiring a hierarchy of models accounting respectively i) for how and where neuronal death occurs, ii) for its effects on brain shape changes, and iii) for the subsequent brain appearance in longitudinal MRI. In Figure 1 we show a breakdown of this complex process in three major modeling blocks which represents, at a very high level, the comprehensive modeling and simulation of realistic longitudinal MRIs in AD. The first block abstracts the multi-scale models of neuronal death at the cellular level into a macroscopic map of how the atrophy spreads spatially and evolves temporally at each voxel of the brain MRI.
Knowing the patterns of local neuronal deaths and local volume loss is just one aspect of the problem; we also need to model the consequences of neuronal loss on brain shape changes. This is represented by the block Brain Deformation in Figure 1 . We believe that biomechanics of brain tissue does play an important role in the way brain's shape change as a result of local volume loss, and this topic is going to be one of the main subjects of this paper.
Finally, time-series of structural MRIs capture the brain shape changes but also contain additional noise, partial volume effects and image acquisition artifacts. This is also an important aspect to consider when modeling and simulating the appearance of change in longitudinal MRIs for AD patients. This part is shown in Realistic MRI generation. Furthermore, a proper optimization framework might also be necessary to estimate the patient specific parameters of the models if we are to perform model personalization. This is represented by a feedback loop in Figure 1 .
A number of atrophy simulators [4, 5, 6, 7, 8] have been proposed in the literature. These Spatial and temporal distribution of neuronal deaths is represented in Atrophy Generation block which causes the brain shape changes represented in Brain Deformation block. This deformation along with the MRI acquisition conditions variability result intensity change in time series structural MRI of AD patients. The error in predicted follow-up from the actual observed follow-up MRI could also be used to optimize for the parameters of the developed models using a feedback system as shown above.
simulators address either just the Brain Deformation or both the Brain Deformation and Realistic MRI generation blocks in Figure 1 . They propose different methods to simulate time-series images with a desired volume change. All of these simulators were developed with the objective of evaluating atrophy estimation algorithms. We can broadly distinguish two major approaches used in such simulators: Jacobian based, and biomechanical models. In Jacobian based methods [6, 7, 8] , the desired level of atrophy is set at each voxel, and the deformation that best approximates the prescribed level of atrophy is found. Optimization of the deformation involves regularization to enforce the smoothness of the transformation and topology preservation. These simulation approaches have a number of limitations, which prevent their use and generalization in modeling oriented applications. The main issues that we identified are the following:
Plausibility and interpretation. The modeling assumptions and the regularization parameters of the energy minimization cannot be easily linked to the biophysical and mechanical process of tissue deformation. The choice of certain regularizations such as topology preservation can also have some undesirable side effects such as making it difficult to simulate the opening up of sulci.
Spatially varying tissue properties. Brain tissue and CSF are considered to respond to the volume change with the same law which is not the case in reality. Indeed, while neuronal loss in brain tissue is a gradual process, the CSF is replaced three to four times with the production of about 500 ml to 600 ml per day [9] . Jacobian-based approaches with uniform tissue properties are thus limited to explore questions such as: do different brain regions such as brain stem, cerebellum, cortex etc. respond with physical deformation in the same way to the neuronal deaths and local volume loss? Can we have parameters with a physical meaning for different brain tissue types that change the deformation we get even for exactly the same atrophy pattern? If tissues respond differently to the same amount of volume loss in brain, these models cannot accurately model the resulting shape changes and on the appearance of time-series MRIs unless the regularization is made spatially varying.
Skull invariance. In AD the brain deforms but the skull is rigid and hence the deformation model should not allow skull to move. The skull invariance is not imposed in [6] ; In [8] , as the authors show, imposing skull invariance results in larger error in the obtained Jacobian near the skull. Since the cortical surface lying near the skull is an important area for AD, it is desirable not to have error in the obtained Jacobian in these areas. Finally, when only volume loss is prescribed, as seems to be the case in the evaluation experiments of [8, 10] , it is not clear which regions of the brain expand to compensate for the volume loss since the volume within the skull must be constant when skull invariance is imposed. The spatial distribution of the resulting non-zero error in the desired vs. obtained Jacobian map is not easy to control in this case.
Biomechanical models generate tissue deformation based on biomechanical principles. As far as we know, the only model proposed so far for AD application other than the one we present here was a thermoelastic one [4, 5] . In this thermoelastic model, one defines the volume changes in particular structures and tissues of a meshed brain by assigning different thermal coefficients. Thermoelastic model of tissue deformation is solved using Finite Element Method (FEM) to obtain a deformation field. To simulate time series of images, the deformation field interpolated from the mesh to input baseline image is used. An important limitation of this method is that it requires estimating regional thermal coefficients based on the desired volume changes which makes it difficult to prescribe complex voxel-wise atrophy patterns accurately. Although different tissue types can be differently modeled by considering tissue-specific values of thermo-elastic constants, the meaning of these parameters are difficult to link to the AD process. Furthermore, the variability of the resulting brain deformation depending on the choice of the tissue-specific parameters has not been investigated. Finally, FEM involves moving back and forth from voxels of patients MRI to reference labeled 3D mesh which creates numerical difficulties and inaccuracies in the model personalization.
In [11] we proposed a proof of concept for a new biomechanics-based tissue loss model that addresses the limitations of the previous simulators discussed above. This biophysically plausible model of brain deformation due to atrophy is constrained to fit a prescribed atrophy rate at each voxel of the parenchyma. In this work, after analyzing in detail the modeling assumptions, we provide a thorough derivation of the mathematical formulation and of the numerical implementation. There is evidence that endogenous mechanical forces at the cellular level influence brain structure and function. Although the detailed mechanisms of these interaction still deserve further investigation [12, 13] , it is clear that they play a role at the macroscopic level which is the scale where we observe changes in the structural MRIs.
Our model thus emphasizes, for the first time, the link between model parameters and assumptions on the real mechanobiology of neurodegeneration at a macroscopic scale. The presented experiments provide a better insight on the role of different biomechanical parameters of the model, and show that different assumptions about the atrophy process can lead to different deformations even for the same input tissue atrophy. Furthermore, we use the proposed model to study the interrelationship of various spatial atrophy patterns and how they affect the image intensity appearance. The proposed model implements the Brain Deformation block of Figure 1 and provides a mathematically solid and flexible framework to allow the future implementation of more complex modeling assumptions about neurodegeneration in the Atrophy Generation block.
Concerning the realistic MR image generation block, previous works in [14, 8, 10] provide an interesting framework for adding different kinds of intensity noise on the simulated images for the benchmarking of atrophy measurements tools. Even though this is a desirable component of a generic atrophy simulation tool, intensity noise accounts only for a small part of the variability of atrophy measurement tools. Indeed, it has been shown that the largest variability in the atrophy measurements is due to the individual variability of the brain anatomy and atrophy pattern, as well as to the wrong modeling hypothesis [10, 15] . Therefore, in this work we focus on the development of a framework that can exactly prescribe any complex pattern of atrophy in order to simulate a wide range of patient specific brain changes. To this end, in addition to the theoretical contribution on the proposed biophysical model, we provide a pipeline in order to generate a database of simulated images with complex patterns of patient specific atrophy.
In the following section we present the detailed assumptions and the development of our biophysical model of brain deformation due to atrophy. Section 3 provides the implementation details and describes how follow-up images with any desired atrophy can be simulated from any input brain MRIs. Section 4 shows some examples of such simulations. It also presents experiments that provide an insight into the role of different model parameters on the model outputs. In Section 5, we study how local and global atrophy estimation algorithms perform when a same amount of global volume changes are prescribed in two completely different ways: uniform volume changes exclusively in gray matter vs. uniform volume changes exclusively in white matter. We also present qualitative analysis of the impact of varying model parameters on the results of local atrophy estimation method for the same prescribed atrophy. Section 6 presents a framework to evaluate atrophy measurement algorithms and is illustrated by assessing the atrophy measurements in various brain structures by using representative segmentation based and registration based estimation algorithms.
Biophysical Model of Brain Deformation
The proposed model is based on a series of basic assumptions motivated by the following anatomical and biophysical notions. Human brain is enveloped by a set of membranes called meninges and the CSF that lies between the skull and the brain. Due to neurodegeneration in AD, the brain shrinks along with some structural readjustment of the parenchyma. This process can be seen as a deformation of the brain parenchyma along with its mass and volume loss. The CSF volume increases to compensate the tissue volume loss while the skull remains rigid without any deformation. It is important to note that the CSF production is at a much smaller time-scale (hours) compared to the tissue atrophy (months). In the following sections we explicit the mathematical details of the tissue loss model based on these basic assumptions.
Impact of Loss of Volume on Conservation Equation
When modeling the deformation in AD, classical continuum mechanics formulation cannot be directly applied because conservation of mass does not hold due to the presence of atrophy. To model the brain shape changes due to neuronal deaths in AD, it is important to take note of the observations in longitudinal brain MRIs of AD patients and also compare against other neurodegenerative diseases. In diseases like Creutzfeldt-Jakob disease, no gross brain shape changes are reported and the imaging only shows hyperintense signals on T2-weighted images [16] . However, this is not the case in AD and longitudinal MRIs show a remarkable decrease of brain volume instead [2] without any "holes". That means the tissues should restructure as the neuronal deaths increase with time. This leads us to a basic assumption in the proposed model that after the death of neurons, remodeling of the tissue occurs such that the tissue density remains constant while both the mass and volume decrease. This assumption of incompressible material but with mass loss leads us to the conservation law given by (see Appendix 1 for derivation):
where ∇ · u is the divergence of a displacement field u associated to the deformation of the brain during a period of time t and a = a(x) is the volume loss per unit volume at position x during this time.
Constrained Minimization of the Elastic Energy
To explicitly model the neuronal loss and tissue remodeling at the microscopic level, one requires biochemical and cellular physiological knowledge in detail. These mechanisms along with the spatial and temporal evolution of the cell loss are not well known for AD. The proposed model abstracts the phenomenon that evolves during several months or years in the brain at a macroscopic scale. It is based on the assumption that atrophy creates internal stress which results in the deformation minimizing a strain energy. In other words, the brain parenchyma deforms with the prescribed atrophy by minimizing the strain energy. Using Saint Venant-Kirchoff model for an elastic material, this can be expressed as the minimization of:
where p is a Lagrange multiplier, µ and λ are Lamé constants, and E is Langrangian Green strain defined as:
By taking a sufficiently small time step ∆t, this deformation could be reasonably modeled as being linear elastic. For example, for a 2% global atrophy rate per year, we have ∆t = 1 year, and the actual atrophy after one year is a = 0.02. This linear elastic assumption is done for a small time step only because remodeling occurs to eliminate the internal stress induced by the death of neurons.
Under linear elastic assumptions, minimizing the energy in equation (2) is equivalent to solving the following system of equations.
where ∆u is a component-wise Laplacian of u. This system of equations is very similar to the Stokes flow equation in fluid dynamics [17] . The difference is in the non-zero divergence term which corresponds to the loss of matter in the tissue. The right hand side of the first equation of this system can be seen as a force term. That means the gradient of the prescribed volume loss acts as the force term, f = (µ + λ)∇a, that moves the tissue for the structural remodeling. The Lagrange multiplier p can be interpreted as a virtual pressure whose algebraic values can be seen as sources and sinks of matter. The second equation of this system of equations has a mass source term, −a.
Modeling CSF Region
The timescale of CSF production is hours [9] , which is much smaller compared to the time scale of tissue remodeling due to atrophy. Thus the CSF should be allowed to expand as required when the brain deforms due to the prescribed atrophy. This expansion should automatically adjust and compensate for the total loss of volume prescribed in the parenchyma. For this, we release the strict constraint present in the second equation of the system of equations (3) by re-introducing the variable p as: ∇ · u + kp = 0, where k is the compressibility with units of Pa −1 . Now, the pressure in the CSF adapts to the expansion of CSF as required to compensate the prescribed volume loss in the parenchyma. Furthermore, since all of the CSF is considered as the fluid circulating in the brain and being constantly produced (for the timescale of months), the notion of structural readjustment due to the internal stress is not relevant. Thus the force term in system of equations (3) can also be set to zero. This leads us to the following system of equations for the CSF region:
If we take the gradient on both sides of the second equation above, we have ∇p = −(1/k)∇ (∇ · u). Replacing ∇p in the first equation of this system of equations, we get: µ∆u + (1/k)∇ (∇ · u) = 0. This is the same equation as that of elasticity but with no external force and with k = 1/(µ + λ). The CSF deformation is constrained to be such that the total volume change is equal and opposite to the total prescribed tissue volume change, and the CSF-tissue interface has a continuity in u and p. How different regions of CSF contribute to compensate for the global volume loss depends on the choice of the value of k. This is further discussed in Section 4. 4 The combined systems of equations for both regions are as follows:
Boundary conditions: As the skull is rigid and no deformation occurs in the skull, we set Dirichlet boundary conditions with zero displacement at the skull. This means that there is no flux of matter across the brain-skull interface. This interface is the skull boundary that completely encloses the CSF and brain parenchyma. In other words, setting u = 0 at the boundary ∂Ω results in ∂Ω u · n ds = 0 where n is the vector normal to the surface ds of the boundary. Using divergence theorem we can re-write this surface integral as a volume integral Ω ∇ · u dΩ = 0. Thus, with the Dirichlet boundary conditions we set, the sum of integrals of ∇ · u in the parenchyma and the CSF should equal zero. Since we constrain the divergence in the parenchyma region with the prescribed atrophy, the system will find u in the CSF region such that integral of ∇ · u over the CSF region is opposite to the integral of ∇ · u in the parenchyma. This is how the CSF expands to compensate the volume loss prescribed in the tissue.
Material Parameters µ and λ: The Lamé parameters are related to the material's Young's modulus (E) which describes its response to mechanical stress in the following way:
where ν is a Poisson's ratio. The first Lamé parameter λ does not have a direct physical meaning but is related to the compressibility. However, there is a strict incompressibility constraint with ∇ · u = −a in our model. The system adapts the value of p based on the chosen value of µ and the input a. Unlike in standard elasticity, λ does not appear in the coefficient term of u and is only present in the force term (µ + λ)∇a. It weights the stress exerted due to the gradient of the prescribed atrophy. Its impact on the solution is explained with experimental results in Section 4.4. The second Lamé parameter µ, also known as shear modulus or modulus of rigidity, is related to the stiffness of the material. However there is no consensus on the stiffness of the brain with widely varying estimates in the range of 0.1 to 16 kPa [12] . Furthermore, the stiffness of the brain tissue is reported to reduce in normal aging [18] and particularly in AD [19] . In [20] , authors estimate equivalent mechanical stress related to brain atrophy in AD by using strains computed from the deformation of the brain in longitudinal images and with µ = 2.2 kPa taken from [19] . The effect of choosing different values of µ in the proposed model is further explained in 4.4.
Implementation of the Biomechanical Tissue Loss Model
This section describes the major implementation steps required to simulate synthetic follow-up images from an input baseline brain MRI using the proposed model of brain deformation.
Skull Stripping and Brain Segmentation
The model minimally requires segmentation of at least three regions of the input MRI:
i. Brain parenchyma (Gray matter/White matter region) ii. CSF region iii. Skull and outside region Skull stripping separates the brain region from the skull and other outside regions. This enables us to impose Dirichlet boundary conditions of zero displacement in the skull and outside regions of the input image. Similarly, the segmentation of the brain into GM/WM and CSF enables us to numerically solve the system of equations (5). Any skull stripping algorithm, and any segmentation algorithm that can extract GM/WM and CSF can be used. The choice of algorithms/softwares used for skull stripping and segmentation in this work are detailed in later sections.
Input Prescribed Atrophy Map
To simulate the desired atrophy, a voxel-wise atrophy map in the GM/WM region must be provided as the input to the model. This corresponds to a in equation (3) . This atrophy map is thus a scalar image with desired values of volume changes in GM/WM regions, and zeros in all other regions. This image should be in the same space as the input MRI. The model can be initialized with any desired atrophy pattern, either at the regional level, or voxel-wise. Regional atrophy, such as in the whole brain, in specific brain tissues, or in regions of interests (ROIs) such as the hippocampi, can be prescribed by using any reliable anatomical segmentation tools. Otherwise, desired atrophy patterns can be generated at the voxel level by using other brain morphometry methods such as non-linear image registration (tensor based morphometry).
In the following sections we explicitly detail the brain morphometry tools chosen for each experiment. These computational methods are among the state-of-art instruments for brain morphometry, and are freely available on the web.
Staggered Grid Discretization and Finite Difference Method
For computing the deformation field that would warp the input image, equation (5) must be solved numerically. The computational domain for this equation is obtained from the input MRI using skull stripping and segmentation as described above. We use Finite Difference Method (FDM) with staggered grid discretization to solve the system of PDEs (5) . Using staggered grid with proper placing of the pressure and velocity variable ensures stability in the solution. FDM is chosen instead of FEM to avoid brain meshing and the complexity of transporting computed variables from mesh to image at each iteration. This allows us to solve the system in a grid that is of the same size as the input image where the grid fits naturally to the image. This also makes it easier to obtain the partition of the computational domain into different regions directly from the skull stripping and segmentation step.
For typical brain MRIs of 1mm 3 resolution, this computational problem size becomes so large that direct solvers are impractical due to memory limitations. The system of equations (5) is similar to Stokes flow equation which is a saddle point system [21] . It needs a suitable combination of an iterative solver and a preconditioner to solve it. We use a Schur factorization to split the equations into the momentum equation and the pressure equation. Each of these equations is solved using different iterative solvers. Our implementation uses composable solvers for multiphysics with PETSc library [22] using fieldsplit preconditioner, an approach detailed in [23] with an example for Stokes flow solver with Schur complement factorization. The momentum equation is preconditioned with hypre which is an algebraic multigrid preconditioner and can be called from the PETSc interface. The implemented system is run using distributed computing in a locally available cluster. Figure 2 shows a simulation example where a 20% hippocampal atrophy is prescribed in addition to a uniform global 2% atrophy. For this case, we used ROBEX [24] for skull stripping; FSL FAST [25] to segment the skull stripped image into GM, WM and CSF regions; and FSL FIRST [26] to segment hippocampi and amygdalae to obtain the region of enhanced atrophy. This is a simple example to illustrate that any desired atrophy can be prescribed at voxel level once the desired segmentation of the input image is obtained. Solving the model using equation (5) 
Using the Model to Explore Different Atrophy Patterns

Simulating Images with Any Desired Atrophy Maps
Simulating Realistic Atrophy Patterns
We can also simulate more realistic atrophy patterns in different brain structures by taking the values reported in literature. For instance, in Figure 3 the prescribed atrophy is derived from a table in [27] that reports a mean two year atrophy of amnestic MCI patients in 35 different cortical regions. Bottom row of the figure is the computed atrophy values from the obtained deformation field. As should be the case, the divergence map is the same in the tissue while in CSF the region expands to compensate for the volume loss. We used the FreeSurfer segmentation tool [28] for the whole brain segmentation and to extract the regions of interests (ROIs) used in [27] . The whole brain segmentation with recon-all step of FreeSurfer includes skull stripping. However, FreeSurfer does not segment the sulcal CSF and only ventricular regions of CSF are segmented. Once the FreeSurfer segmentation is obtained, the sulcal CSF regions are added using the following approach: Step 1. Binarize FreeSurfer segmentation image into brain tissue vs background.
Step 2. Get a distance map of the binary image which approximates the Euclidean distance of the foreground (tissue) in number of voxels.
Step 3. In the FreeSurfer segmentation image, label as sulcal CSF the voxels that correspond to a distance less than the threshold β in the distance map.
The chosen value of β corresponds to the width of CSF region desired outside of the cortical surface. In the following experiments, β was set to 2 voxels.
Simulating Large Atrophy With Multiple Time-steps
When the skull invariance is imposed in [8] , the error in desired Jacobian vs. obtained Jacobian becomes bigger for large prescribed volume changes. With the proposed model there are no such issues and very large atrophy values can be prescribed as the model finds the deformation satisfying perfectly the prescribed atrophy constraint. In Figure 4 , we see several slices a baseline and the simulated follow-up obtained by prescribing large atrophy of 90% in Hippocampi and cortical gray matter, and 40% atrophy in white matter. The results in the figure shown was simulated with a single time-step. Usually such large atrophies are not so common. However, we could use the model to simulate large atrophies that span over several years. In this case, the linear model with single time-step may not capture the associated deformation realistically. We can incorporate nonlinearity by solving the system of equations of the model multiple times and composing the deformation field obtained at each time-steps as explained below:
• Get the displacement field u 0 by solving the model using the initial atrophy map a 0 , baseline image I 0 , and the segmented label image L 0 as input. The atrophy values shown in the top row are the mean atrophy reported for amnestic MCI in [27] . The computed atrophy map is the negative of the divergence obtained from the solution of the model when solved for the prescribed atrophy. This is shown in the bottom row. The negative values of the computed atrophy map (in blue) corresponds to the expansion of CSF to compensate the volume loss prescribed in the brain tissues. We can see here that the resulting atrophy of the parenchyma is exactly the one prescribed at the voxel level while the expansion of the CSF is not uniform.
• For each time step t = 1 to n:
-Warp a t−1 , I t−1 and L 0 using u t−1 • u t−2 ...
• u 0 to get a t , I t and L t respectively.
-Solve for u t using a t , I t and L t as input.
In Figure 5 , we simulate six time steps starting from an initial atrophy map measured from two MRIs of AD patient 2 years apart with the baseline age of 60 yrs. Although conceptually there is no limitation in this method to simulate very large atrophy over very long periods of time, there are nevertheless technical difficulties. If the material parameters µ is set to be discontinuous with big jump in the values of µ in different regions of the brain, the solver converges very slowly. Thus, for these cases of highly discontinuous parameters, it can become challenging to simulate large number of time steps. Similarly, when simulating multiple time steps, the atrophy map and the label image must be updated by warping them with the displacement field of the previous time step. Since the label images are required to use nearest neighbor interpolation, this can result in some of the tissue atrophy values to leak into the nearby CSF regions during the warping of the atrophy map. So, for the next step, we modify the atrophy map by redistributing uniformly all the non-zero atrophy from these CSF voxels to the nearest tissue voxels in the 3x3 neighborhood.
We qualitatively assessed the results shown in Figure 4 , by asking to an expert neurologist of the Nice Resource & Research Memory Centre (Nice, France), to assess the plausibility of the simulated atrophy progression. According to the clinical evaluation, the pattern of morphological changes shows realistic CSF expansion at multiple scales (ventricular enlargement and sulcal widening) and cortical thinning, along with a plausible pattern of whole brain shrinkage.
Figure 4: The figure shows several slices of a pair of real baseline and simulated follow-up MRIs with large uniform atrophy of 90% in cortical gray matter and Hippocampus, and of 40% in white matter. These large atrophies were simulated in a single time-step in this case. We can see that the model is able to simulate realistic pattern of widening and opening of sulci, the narrowing of gyri, and at the same time the cortical surface does not move unrealistically farther away from the skull.
Role of Different Model Parameters
Once the atrophy is prescribed and the segmentation of the input brain image is obtained, the remaining parameters that can be varied in the model are λ, µ and k. In this section we present the role of these parameters in the model. All of the numerical values presented in this work are with the following units: λ, µ, p in kPa, k in kPa −1 and u in mm.
Impact of Changing λ. In standard elasticity, once the shear modulus µ is fixed, λ is linked to the compressibility of the material as its value depends on µ and ν. However, in the presented model the deformation field must satisfy the incompressibility constraint strictly and consequently λ does not have the same usual meaning. It appears only in the equation for the brain tissue as a scaling factor to the force produced by the gradient of the prescribed atrophy. Thus, the choice of λ affects the equivalent force exerted by the gradient of atrophy and consequently the deformation field obtained from the simulation. In Figure 6 , we show the results of varying λ for the same prescribed tissue atrophy and the same values of µ and k. The figure shows that setting λ too large makes the deformation field unrealistically large. Our experiments show that setting λ to zero already provides plausible deformation field while changing µ can allow us to get different deformation fields for the same prescribed atrophy. Thus, we set it to zero in the rest of the experiments in this work.
Impact of Changing µ. The shear modulus µ is the stiffness of the material and changing its values affects the deformation field obtained from the model. It appears on both the left hand side and the right hand side of Eq. 5. On the left side of Figure 7 , we see the effect of varying µ in tissue and/or in CSF. When µ is same everywhere, changing it equally everywhere does not have a big effect on the deformation field but it scales up the pressure. However, when the value of µ is set differently in the tissue and the CSF, we see that the pattern of the deformation field also changes. In the last row of the figure, we see that the displacement fields are bigger near the regions where the input atrophy was non-zero. In this case the tissue is much stiffer than the CSF and for the same volume change the nearby tissue deforms to compensate for the prescribed volume changes. Different brain structures could have different material properties. However, there has not been a consensus on how these properties differ in the brain [29] . Varying the values of µ in the brain structures also produces different results for the same prescribed atrophy. For example, Figure 8 shows the difference in the simulated image between the same µ in all brain tissue vs. µ in brain stem 100 times more than other brain structures. It could be interesting to explore the impact of having different stiffness in various brain regions, or to optimize for these parameters by using multiple time-point images. This is further discussed in Section 7.
Impact of changing k. The compressibility coefficient k is always zero in the brain tissue since we have a strict incompressible constraint. In the CSF, the choice of the value of k determines its ability to expand locally. On the right side of Figure 7 , we see that setting large value of k allows the CSF to expand more locally in response to the nearby local tissue loss, while very small values of k minimizes its expansion by distributing the same value of expansion everywhere. In a certain range of the values of 1/k, in the same or up to three to four orders smaller than µ, it does not affect much the deformation pattern. This is the range where the variation of the redistribution of the CSF expansion in different parts of the brain is not large enough to have a big impact on the deformation field. However, if the value of k is made much larger, then all of the volume loss in the tissue will be compensated by the nearby CSF regions and can even overcompensate such that the CSF in the ventricles shrink instead of expanding. This is shown in the last row of Figure 9 .
Investigating the Relationship Between Image Appearance and Atrophy Patterns
One important question investigated in this section concerns the non-trivial effects induced by a given atrophy pattern on the appearance of the simulated images. It is important because the atrophy estimation algorithms depend on the image intensity or the appearance of the follow-up images, and the proposed model is an important instrument for studying this type of question. For this purpose we initially propose a toy example to show that different atrophy patterns can lead to very similar changes in the appearance of binary segmentations of a region of interest (ROI) (5.1), to finally provide an application in brain atrophy detection while using state-of-art brain morphometry tools (5.2). 
A Synthetic Example with Binary Image
We consider a hypothetical scenario in which the segmentation of the desired brain anatomical region of interest (ROI) is provided. Our model is then applied to the anatomical region by prescribing two different atrophy patterns consisting in the same amount of global atrophy, but with different spatial distribution. In formal terms, let a g be a desired global atrophy of the brain and V g be the global brain volume. If we want α i as the desired fraction of the total atrophy to be contributed by region R i with volume V i , we have:
where a i is the uniform atrophy needed to be prescribed in the region R i . The experimental scenario is tested on a cylindrical ROI, on which we generate two longitudinal deformations with different atrophy properties: the first atrophy pattern is concentrated in the medial axis, while the second one is more uniformly distributed in the volume. We note in Figure 10 that since there is not enough texture in the input image, the resulting simulated images look very similar although the underlying volume changes are very different. This is experimentally verified by non-linearly registering the simulated follow-up images to the cylindrical baseline with the LCC-logDemons algorithm [30] . Figure 11 shows that the apparent volume changes detected by the registration algorithm are very similar. Furthermore the spatial pattern of the estimated volume changes is different than both of the original input atrophy patterns. This illustrates the dependence of the registration algorithm on an implicit model (i.e. spatial regularity assumptions) when inferring the volume changes from the intensity images.
Varying the Spatial Distribution of Atrophy in Real Brain Images
Since the brain has a more complex shape and richer intensity information than the simple ROI considered in the previous section, it is more challenging to identify plausible atrophy based on intensity information only. It is thus of great interest to study the results of atrophy estimation algorithms when we have a same underlying global atrophy but distributed very differently in the brain. For instance, we present here atrophy estimation for two cases of simulated images having same global atrophy but different patterns: i. Only gray matter atrophy, and ii. Only white matter atrophy. We selected two representative methods of atrophy estimation: one global (gBSI [31] ) and one local (LCC-logDemons [30] ) for these experiments. Both of these methods are available online and are easy to use. For gBSI, there is no need to install the software locally because the input images can be uploaded to a website and the results are obtained via email [32] . Figure 12 shows results of a very well known atrophy estimation algorithm boundary shift integral (BSI) [33] on images with same global atrophy but distributed very differently in the brain. We generated two simulated images from a single baseline MRI by prescribing global 4% atrophy either only in GM or only in WM. Figure 12 shows the brain edge movement for these two cases obtained by running the generalized BSI [31] , part of NifTK software tools [32] . We see that the brain edge movement reported are similar in most areas of the brain although the underlying atrophy patterns that generated the follow-up are very different. So from a shape analysis perspective when looking at only GM-CSF interface, we are not able at all to differentiate between gray and white matter atrophy. This is quantitatively confirmed by the estimated volume change: in both cases we get the same overall volume loss in terms of total volume, and percentage change. The percentage brain volume change (PBVC) reported for the GM atrophy case was −2.63% while for the WM case is −2.72%. The baseline (follow-up) total volume estimated are 1032 ml (1011 ml) and 1032 ml (1000 ml) respectively. This shows as expected that gBSI can only estimate global brain volume change and cannot localize the atrophy to be in either gray matter or white matter.
Registration methods are usually used when one needs an estimate of local atrophy. Figure 13 shows the results of using a non-linear registration, the LCC-logDemons [30] , to estimate the local atrophy pattern for the two different scenarios. In this case we notice that Figure 10 as a fixed image (first column) and the two simulated images of that figure as moving images (not shown here). Second and fourth columns show the results of the alignment while the third and fifth columns show the Jacobian determinants of the transformation obtained in these two cases. We see that these Jacobian determinants inferring the volume changes in the image are fairly similar. However these two moving images were created from the fixed image by prescribing very different underlying volume changes as shown in Figure 10 . the resulting atrophy patterns are different, and mostly localized in white and gray matter respectively. However, the estimated atrophy patterns are still different from the prescribed ones. This is expected as the registration algorithm is unaware of the underlying model used in simulating the images. Furthermore, we also see that changing the regularization schemes changes the results of the volume changes. The two regularization schemes used were the penalization of harmonic energy and the Gaussian smoothing respectively. The harmonic energy penalization (Reg1 in the figure) results in a sharper Log-Jacobian maps while the Gaussian regularization (Reg2 in the figure) results in the more diffused atrophy. These parameters of the implicit model used in the registration algorithm are difficult to relate to the underlying model that generated the time series images. Figure 14 shows the results of LCC-logDemons from the images simulated using exactly the same pattern of tissue atrophy but with different model parameters. The figure shows that the LCC-logDemons in general finds well the underlying volume change for both sets of parameters. However, on the left part of the figure we see that it estimates non-zero volume change in the region (shown by the axis) where no underlying volume changes were actually present. Similarly we could find for any other registration algorithm different model parameters for which the registration will produce mislocalized atrophy patterns, in particular in the areas where there are less texture such as the white matter. When estimating atrophy patterns from real observed time-series images, it is not trivial to study the relationship between the real underlying unknown deformation and the estimation provided by the algorithms such as non-linear registration. The ability to simulate different images with same Figure 13 : Estimations of volume changes using LCC-Demons registration algorithm for a real baseline and two different simulated follow-up images. The first and the third columns show the log Jacobian determinants of the transformation that was used to simulate the images. Both of them have the same global atrophy of 4% but distributed differently: exclusively in white matter (1st column), exclusively in cortical gray matter (third column). For each of these underlying volume changes we show results of the LCC-Demons using two different regularization schemes. Second and second-last columns show results when using harmonic regularization while the third and last columns show result when using traditional Gaussian smoothing regularization. The Log-Jacobians of the registration results show that they do not exactly match the actual prescribed Log-Jacobians but they more or less capture the underlying atrophy patterns. This is expected since the registration algorithm is unaware of the underlying model that generated the volume changes. When using the harmonic regularization (Reg1), the Log-Jacobian maps are sharper while using Gaussian (Reg2) results in more diffused maps. atrophy patterns but with different, biomechanically inspired, model parameters allows us to study the behavior of estimation algorithms under various assumptions. This could help in the future to make more informed and biologically motivated modeling choices in the development of atrophy estimation algorithms with spatially varying regularization.
Simulating Complex Patterns of Patient-specific Atrophy for the Evaluation of Atrophy Measurement Algorithms
In section 5.2 we presented a qualitative analysis of the relationship between the actual underlying deformation and the volume changes inferred by atrophy estimation algorithms. In order to provide a quantitative assessment of the simulation results, in this section we provide a framework that allows simulating patient-specific atrophy patterns in large number of patients. The framework could be used as a starting point for either calibrating the model parameters or as a framework for benchmarking atrophy estimation algorithms. The general pipeline of this framework is shown in Figure 15 . The approach can be summarized in the following three steps:
1. Measure atrophy using real baseline and real follow-up image (RBRF). 2. Prescribe the measured atrophy and simulate a follow-up image.
3. Measure atrophy again using the real baseline and simulated follow-up (RBSF).
The performance of atrophy measurement tools can thus be studied by comparing the discrepancy of the measured atrophy in the first and third step. The effect of noise and image acquisition artifacts is also an important element that could be considered while simulating the follow-up. However, this is outside the scope of the presented work, since it would require the study of reliable simulation methods to generate image artifacts such as bias field, ringing, and motion effects.
Experimental Setup. The experiments in this section uses following values for the model parameters: µ = 1 kPa, λ = 0 kPa, k = 1 kPa −1 . The value of the shear modulus µ is in the range reported in the literature [12] . We used FreeSurfer as the atrophy measurement tool for AMT1 in Figure 15 . FreeSurfer is publicly available, is widely used to study longitudinal changes in different brain regions and can segment large number of cortical, sub-cortical and white matter regions of the brain. Then we made two separate measurements of the atrophy from simulated images: i) using FreeSurfer as AMT2 in Figure 15 ii) using LCC-logDemons as AMT2.
We used T1 structural MRI of 46 Alzheimer's patients each having multiple time-point images in the range of 2 weeks to 2 years from the Miriad dataset [34] . For each of these 46 subjects following processing steps are performed:
Step 1. Create a subject specific template using all the available time-points. This uses longitudinal stream of FreeSurfer to create an unbiased subject specific template image [35] .
Step 2. Get whole-brain FreeSurfer segmentation of the extremal time-point image. The first time-point corresponds to real baseline (RB) while the last time-point corresponds to real follow-up (RF) as shown in Figure 15 .
Step 3. For each segmented region:
• Get the volumes reported by the segmentation in RB and RF images: V 0 and V 1 .
• Compute the atrophy from the obtained volumes: a r = (V 0 − V 1 )/V 0 . This results in the RBRF atrophy map of Figure 15 .
Step 4. Simulate follow-up image (SF) from the RB image and the RBRF atrophy map.
Step 5. Get whole-brain segmentation of SF using the previously created subject-specific template.
Step 6. Similar to step 3, get the volume measurements in SF: V Figure 15 For LCC-logDemons, we registered real baseline images with their corresponding simulated follow-up images and computed the average Jacobian determinants of the resulting deformation field in each of the ROIs provided by FreeSurfer. The volume change measure to compare against the FreeSurfer measurements is given by J − 1, where J is the average Jacobian of that ROI. We used default parameters of the LCC-logDemons for all the subjects. Figure 16 : The figure shows nine slices of the real baseline, simulated follow-up and the real follow-up images of one of the subjects generated using the pipeline shown in Figure 15 . The real follow-up image is aligned to the real baseline image using a rigid registration for visualization purpose. This allows visual comparison of the discrepancies between the simulated follow-up and the real follow-up. For this particular subject, the ventricular expansion in the simulated follow-up seems to be less than the real follow-up. It is expected that the simulated and the real follow-up do not match exactly since the atrophy prescribed to simulate the follow-up comes from an atrophy estimation algorithm which does not use the same modeling assumptions as our model.
Results. In [35] , developers of the FreeSurfer longitudinal stream present test-retest reliability of the FreeSurfer segmentation by using 115 pairs of same day scans of healthy controls. The discrepancies in the volumes measured in two scans of the same patient on same day gives an idea on the variability of FreeSurfer segmentation. As a dimensionless measure of variability, they compute the absolute symmetrized percent volume change (ASPVC) of a structure with respect to the average volume:
Since we simulate follow-up images which should ideally have the same volume as their corresponding real follow-up images in the selected regions, we use the same ASPVC measure as in [35] to compare the FreeSurfer volume measurements on the real and simulated followup image pairs. Figure 17 shows mean and standard deviation of the ASPVC for two different sets of regions. The regions on the left are the twenty regions with lowest mean ASPVC while on the right are the same regions for which the results of the test-retest reliability study are available in [35] . For the regions presented in [35] , we find that the mean ASPVCs from our real-simulated image pairs are in the same order as that of the test-retest real image pairs. The results show that the mean ASPVCs in most regions when using longitudinal FreeSurfer stream in our real-simulated image pairs are in between the results of cross-sectional and longitudinal stream runs presented in [35] . However, it should be noted that the result of the test-retest study is not directly comparable to our real-simulated study because the datasets [35] . In the rightmost two bars we present the average and standard deviation of mean ASPVCs over all the available regions in Figure 7 of [35] , which used a different dataset TT-115 consisting of test-retest same day repeat scan pairs of 115 healthy controls. Although not directly comparable due to the use of different datasets, we do see that the mean ASPVC computed from our real vs simulated follow-up image pairs are of the same order as that of the one presented in [35] .
used are different; the dataset used in [35] is not available in the public domain. This might also have resulted in the increased variability of the computed ASPVC. For instance, a study in [36] shows that the FreeSurfer reliability on hippocampal volume measurements is non-uniform across different age groups. In particular, the study shows that the volume measurements in older age groups are not as reliable as in younger groups. Since in AD patients, the structural changes are more pronounced than in normal ageing, it is possible that the reliability will be worse in AD patients compared to normal ageing. In order to ascertain this effect, further test-retest study is required with several datasets of different age groups. Similarly, the amount and pattern of atrophy prescribed is different for each of the subjects. FreeSurfer volume measurements on the simulated images might be impacted differently when images are simulated with varying anatomy and atrophy patterns. Finally, the ventricles and other CSF regions are not constrained to have exactly the same volume change as the one measured from the real follow-up. These factors could also have increased the variability in the real vs. simulated repeat volume measurements.
We can also compare the distribution of atrophy estimates of the population of AD Figure 18 : For each region, the box plots on the left show the estimated atrophy from the real follow-up images (RBRF atrophy map in Figure 15 ) using FreeSurfer, while the one on the middle and right are from the simulated follow-up images (RBSF atrophy map in Figure 15 ) using FreeSurfer and LCC-logDemons respectively. The brain structures shown are the regions on the left of Figure 17 . We see reduced variability in the estimated atrophy of structures in the population when simulated follow-up is used. * signifies that the average atrophy of the region for the population measured from the RBSF is significantly different from the measurements obtained from RBRF(p < 0.01, two sided paired t-test). The blue * (bottom) is for LCClogDemons while the orange one (top) is for FreeSurfer. We see reduced variablity in atrophy estimation of the population when using simulated follow-up images.
patients from real follow-up images (a r ) with that from simulated follow-ups (a s ). The simulated follow-up images are obtained by warping the corresponding input baseline images. Thus they have two important differences from the real follow-up images: i) Image noise in the simulated images are highly correlated to the noise in their corresponding baseline images, while the noise in the real follow-up images are independent from the noise in the baseline images. ii) The simulated images are obtained by resampling the baseline image and hence are smoother than the real follow-up images. Both of these factors can be expected to reduce the variability of the measured atrophy in the population when using simulated follow-up images instead of real follow-up images. Figures 18 and 19 show the atrophy estimates in the MIRIAD dataset using real followups and using the simulated follow-ups. We see that, as expected, variability in atrophy estimates in the population is reduced remarkably when using the simulated images. Most regions show a trend of underestimation of atrophy but again there are some regions such as the white matter of cerebellum in Figure 19 , and Pallidum and cortical Cuneus in Figure 18 where we observe an overestimation of the underlying atrophy with FreeSurfer. The observed variability in atrophy measures of different regions in the proposed controlled scenario could also be related to the non-uniform reliability of the atrophy estimation algorithms in different brain regions. For instance, non-uniform reliability of FreeSurfer segmentation for different structures can also be seen in the result of test-retest repeat scan experiments presented in [35] . We again see that the atrophy estimated in the population from the simulated images has reduced variability compared to the one from real images. The atrophy estimations in real and simulated images are significantly different only for two regions when using FreeSurfer, but for nine regions when using LCC-logDemons
Discussion
In this paper we focused on the development of a brain deformation model from a known map of local volume changes, and on the study of the impact of local tissue loss on brain shape changes.
In section 4.4 we showed that by changing the model parameters we obtain different deformation fields even for the same input atrophy. Setting different values of shear modulus in various brain regions can produce different deformations as seen from an example in Figure  8 where we set higher value of shear modulus in brain stem. It will be interesting in the future to study if one can optimise the values of µ to obtain even more realistic morphological changes in very specific structures as expected by the neurologists, such as the rotation of temporal poles in the coronal view or the movement of inferior part of the temporal lobe farther away from the cerebellar tentorium. If this set of stiffness parameters corroborates well with the values reported in the literature, it could provide better understanding of the response of various brain structures to the local volume loss.
The framework presented in 15 could also be used to calibrate the model parameters for a particular AMT. In Figures 18 and 19 we see that LCC-logDemons does not perform the same way as FreeSurfer. The result could be explained by noticing that the prescribed atrophy used in simulating images are piecewise continuous since it was computed from the segmented volumes from FreeSurfer but the model used by LCC-logDemons promotes smoothly varying Jacobian determinants. These results were obtained by using only one set of model parameters; by defining a suitable parameters optimization strategy we could obtain a minimum discrepancy in the atrophy measurements from the real and simulated follow-up images. Once the model is calibrated to a particular AMT this way, the pipeline in 15 can be used to study the relative bias of other AMTs.
One interesting future work concerns the optimization of the atrophy parameters to best explain the observed longitudinal images. This is akin to registration methods where one finds a best explanation of the observed changes based on some implicit models of regularization. In this case we have an explicit biophysical model of deformation with the advantages described earlier in the paper. The pipeline shown in Figure 15 can be useful in such optimization framework too. The RBRF atrophy map could be used as an initialization of the atrophy parameters for the optimization that minimizes the error between RBRF and RBSF. There are two major challenges that need to be taken care of in this regard. The first one concerns the very large number of parameters: since the atrophy is prescribed in every voxel, the number of parameters equals the number of voxels in the image, or the number of considered regions of interest. The second issue is the computational time for solving the model. It requires from around thirty minutes to few hours in a locally available cluster computing resource using 80 cores (depending on the choice of model parameters, and the load in the cluster from other users) to solve the model for brain MRIs of around 1 mm resolution. This means special efforts will be required to develop the optimization framework in a computationally feasible manner for the given image size and number of selected atrophy parameters.
The experiments and results presented in section 6 are for the illustrative purpose of using the framework in different scenarios. These experiments are not a full fledged benchmarking of the atrophy estimation algorithms as it is not the primary focus of this paper. Extensive analyses are required for proper evaluation and to find out the discrepancies in the atrophy measurement from the real and simulated follow-up images. For instance, atrophy in each ROIs can be distributed differently such as being concentrated towards the middle of the ROIs or in the boundaries. This could impact the contrast in the edges of each of these ROIs and consequently affect the atrophy estimations. Similarly, simulated follow-up images were obtained by resampling the intensity of the baseline images and are in the same physical space as their corresponding baseline images. This way of simulating images could possibly have failed to reproduce some of the information available in the real follow-up images (such as high intensity contrast) that are used by the atrophy estimation algorithms. Answering such questions with conclusive evidence requires additional sets of experiments studying the origins of bias and variability, and the impact of different ways of simulating ground truth images on the estimation algorithms. These experiments should also be carried out on a number of additional atrophy estimation algorithms than the ones we presented in this paper and it will be the focus of one of our future studies.
In [10] , the authors create a database of simulated images from 18 MRIs by simulating uniform hippocampal atrophies in the range of 1-14% with step size of 1%. For each pair of atrophy value and patient image, a number of simulated images are created by degrading the simulated atrophies with independent Gaussian noise. The authors estimated bias in the atrophy estimation of hippocampus using the simulated database and also developed a framework to provide confidence intervals of the atrophy estimation. The nature and magnitude of bias computed were based on the database containing simulations of the images with atrophy only in a single region. The framework presented by the author and the related database can be enriched by using the model we proposed in this work. We can simulate more images for the same prescribed atrophies in a particular region by varying the model parameters, and by varying the atrophy patterns in other brain regions. This allows studying the nature of bias due to the variation in the underlying model of deformations and in the presence of complex atrophy patterns in multiple brain regions. In [27] , the authors use all the cortical regions segmented from FreeSurfer to identify patterns of coordinated atrophy distributed in Gray Matter of aMCI patients. The objective of that study was to explore the distributed network account in AD by studying how different groups of cortical regions are correlated to best explain the longitudinal change. Estimating bias in the measurements from atrophy estimation algorithms in the presence of atrophy in large number of structures simultaneously can be useful in assessing results of such studies too.
Towards an Integrative Multimodal Model. The anisotropic nature of the brain parenchyma due to fibers could have an impact on the way it deforms due to atrophy. Since not much is known about this, the proposed model can be useful as it allows such an exploratory study. It has parameters µ and λ where this anisotropic information could be introduced, for e.g. from DWI images. For the same atrophy map, the effect of anisotropy on the brain deformation is an interesting question to explore.
Reliably simulating neurodegeneration due to AD and its trajectory in structural MRIs is quite challenging as we need accurate models for all three major blocks shown in Figure  1 . The most difficult part is to generate accurate patterns of atrophy and its evolution with time. As we have seen from the examples in Section 5 with differential patterns of atrophy producing similar images, the atrophy estimation algorithms would benefit from a biologically motivated prior on the assumed model for regularizations. Accurate atrophy generation models require more information from other sources in addition to the structural MRIs. In addition to the research in biology pertaining to AD, perhaps a progress in other imaging modalities could also potentially provide information on the spread of imminent neuronal deaths. For instance Aβ plaques seem to occur very early at the beginning of atrophic process [37] . Studies such as brain's structural connection breakdown on AD patients using Diffusion Imaging [38] [39] , or functional connectivity breakdown along with the structural connectivity [40] could also provide better insight in the future. Similarly, there is ongoing research in developing good tracers to bind to tau proteins and to image in vivo the neurofibrillary tangles (NFT) [41] in AD patients. In the future we might be able to exploit such data to propose basic hypotheses of spatial atrophy distribution using multi-modal images. This could be valuable in developing suitable models for the Atrophy Generation block.
Conclusions
We developed a biophysical brain deformation model that describes the consequence of the neuronal deaths and atrophy on the brain shape changes at macroscopic scale. The model is inspired from biomechanical principles, and treats the brain parenchyma and the CSF differently to account for the fact that the CSF is produced at a very short time-scale of hours compared to the slow process of tissue atrophy taking months. We were able to achieve different deformations of the brain even with exactly the same atrophy in the brain tissue by varying the model parameters. Any desired atrophy can be prescribed at the voxel level and simulate realistic deformations of a patient specific MRI. This ability to both i) accurately prescribe complex patterns of atrophy at each voxel, and ii) to treat different tissue types differently in accordance to their biomechanical properties, was very difficult with the previous models of atrophy simulators existing in the literature. The proposed model could be used in testing hypotheses about the distribution of brain atrophy and in exploring the interaction of mechanical response of different brain tissues to neurodegeneration. It can also be a valuable tool to understand better the interrelationship between the underlying brain deformations corresponding to specific atrophy patterns, longitudinal MRI appearance, and the bias of various atrophy estimation methods due to the modeling error.
Appendix 1: Derivation of the Conservation Law
The atrophy rateã(x, t) at any position x at time t for a representative elementary volume of V xt is defined as the negative rate of change of volume per unit volume:
Let us consider a sufficiently small deformation induced in a time interval ∆t. Let φ denote the deformation of the material during this time. The new position of a material particle initially at reference position X is given by: x = φ(X) = X + u = X + ∆tv where u is the displacement of the particle at position X and v is the particle's velocity.
Let V t and V t+∆t denote the elementary volume of a material at time t and t + ∆t respectively. By the definition of atrophy rate, we have,
Now, a =ã∆t which is the amount of atrophy during time ∆t is given by,
where J is the Jacobian determinant given by, J = det (∇φ) = det (∇ (X + ∆tv)) = det (I + ∆t∇v)
Using det(I + A) = 1 + trA + O( 2 ) we can approximate J as below, J ≈ 1 + ∆ttr (∇v) = 1 + ∆t∇ · v = 1 + ∇ · u Now substituting J in equation (7), we have:
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