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in Lake Michigan: Seasonal variability and effects on lateral dispersion and turbulent 
mixing. Major Professor: Cary D. Troy. 
 
 
A dominant physical process in stratified Lake Michigan is near-inertial internal Poincaré 
waves. The near-inertial internal Poincaré waves is de cribed as locally quasi-uniform 
currents in the lateral direction, with vertically-sheared structures rotating clockwise at a 
near-inertial period. The goal of this dissertation is to investigate their seasonal variation 
and the potential roles on lateral dispersion and vertical mixing. 
 
At this mid-lake location, the Poincaré wave is seen to describe more than 80% of the 
observed surface current variability for much of the year, with characteristic near-inertial 
frequency and clockwise-rotating velocities. The wave persists during the stratified period, 
and is supported by as few as 1-2 degrees of thermal stratification over 150m. The strongest 
Poincaré wave activity is seen to correspond to the period of strongest summer thermal 
stratification.  
 
The vertical shear created by near-inertial internal Poincaré waves is not only an energy 
source for vertical mixing in the thermocline and mixed layer, but also enhances horizontal 
dispersion  via  an  unsteady  shear  flow  dispersion  mechanism.  The Poincaré waves are 
xvii 
 
found to enhance greatly lateral dispersion for times less than the inertial period following 
release. Sub-inertial shear is the dominant mechanism responsible for shear dispersion for 
times greater than the inertial period.  
 
The comparison of drifter and dye release experiments demonstrates the important role of 
Poincaré wave-induced vertical shear on the dispersion in surface mixed layer. The 3-
month observation of surface drifters released at the center of stratified southern basin 
shows that the surface dispersion can be characterized by three time stages. Although the 
dispersion rate of the dye patch is slightly lower than Richardson’s dispersion, the 
dispersion rate of the drifter cluster is comparable to Richardson’s dispersion only once the 
drifter cluster reaches the nearshore region.  
 
The dissipation rate of turbulence kinetic energy is indirectly estimated through Batchelor 
spectral fitting using temperature microstructure data. Based on the calculated dissipation 
rate, the mixing efficiency and vertical eddy diffusivity are parameterized in terms of 
turbulent dimensionless parameters. The estimated dissipation rate ranged from 1089 − 








CHAPTER 1. A YEAR OF INTERNAL POINCARÉ WAVES IN SOUTHERN LAKE 
MICHIGAN 
1.1 Abstract 
A unique set of full year, deep water observations from the middle of Lake Michigan’s 
southern basin are analyzed to quantify the seasonal vari bility of the dominant near-
inertial internal Poincaré wave. At this mid-lake location, the Poincaré wave is seen to 
describe more than 80% of the observed surface currnt variability for much of the year, 
with characteristic near-inertial frequency and clockwise-rotating velocities. The 
dominance of the near-inertial seiche on the flow decreases with depth.  The wave persists 
during the “stratified period”, roughly May through late December, and is supported by as 
few as 1-2 degrees of thermal stratification over 150m; only after complete water column 
mixing does the wave go dormant for January through April. The strongest Poincaré wave 
activity is seen to correspond to the period of strongest summer thermal stratification 
(August), in spite of the relatively weak winds at this time. A simple inertial slab model 
optimized with linear friction is shown to capture the seasonal variability of the near-
inertial energy at this location reasonably well. The vertical structure of the wave shows 
good agreement with that calculated with a standard no mal-modes formulation, which is 
in turn used to characterize the potential shear and mixing caused by the wave. Late-spring 
and summer events of elevated Poincaré wave activity are shown to generate sufficiently 
strong shear with persistent periods of sub-1 Richardson numbers within the thermocline,
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In large stratified lakes, the effect of the earth’s rotation has a pronounced influence on the 
character of the dominant wind-generated internal seiches (Csanady 1972; Antenucci and 
Imberger, 2001 (hereafter “AI 2001”); Mortimer, 2004, 2006).  Rotational seiches have 
been shown to enhance lateral dispersion (Stocker et al. 2003), contribute significantly to 
basin scale mixing (Gomez-Giraldo et al. 2006), andgreatly enhance nearshore thermal 
variability (Troy et al. 2012).  In the Great Lakes, the dominant rotational seiche is seen to 
dominate offshore currents (Rao and Schwab 2007), and therefore likely plays a key role 
in offshore dispersion of biota and pollutants. 
 
Two types of basin scale internal waves are typically seen in large stratified lakes: (1) 
shore-trapped internal Kelvin waves, which have the largest influence near shore and decay 
offshore with the scale of the internal Rossby radius (e.g. Beletsky et al. 1997 and Mortimer, 
2004 for Lake Michigan); and (2) internal Poincaré waves, which induce horizontal motion 
across the entire lake.  These waves have their largest induced velocities in the lake’s 
interior and vanishing influence near shore (AI 2001).   Our focus here is on internal 
Poincaré waves, which we show dominate the motion in Lake Michigan’s interior for much 




The relative importance of rotation on internal seich s is captured by the Burger number, 
defined as SA ≡ cA/fL, where cA is the long internal wave speed, f is the Coriolis parameter 
(e.g. 108C	s8D as for Lake Michigan, the focus of this study) and L is a horizontal length 
scale of the basin, e.g. the lake radius for an idealiz d circular lake (AI 2001).  As a 
stratified lake becomes very large (SA → 0), the influence of Kelvin waves is restricted to a 
relatively thin nearshore zone, whereas the Poincaré wave dominates the majority of 
seiche-induced motion in the lake’s interior.   Also, for very large lakes, the theoretical 
Kelvin wave period becomes very large (e.g. 1 month for Lake Michigan) relative to 
meteorological variability, and no periodic signature of internal Kelvin waves is typically 
seen (Troy et al. 2012).  
 
For truly large lakes where SA → 0, the periods of the various permissible Poincaré modes 
converge to the inertial period, and the energy in these near-inertial modes is primarily in 
the form of horizontal kinetic energy with only modest vertical displacements of the 
thermocline (AI 2001; Mortimer 2004).  This is the case for Lake Michigan, the focus of 
the work described herein, for which the Burger number remains O(10-2) or less for most 
of the year.   
 
While many vertical/horizontal/azimuthal internal Poincaré modes are possible (AI 2001), 
in general the lowest modes prevail, because the low st modes are most excited by a 
spatially-uniform wind stress (Csanady 1972).   The structure of the lowest two 
longitudinal  modes in an ideal rectangular stratified basin, highlighted in Figure 1.1, have 
largest velocities in the lake center, with velocities everywhere in phase across the basin, 
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rotating clockwise (in the northern hemisphere) at near-inertial period.  Higher lateral 
modes in real basins can take the form of additional, similarly-characterized, rotating cells 
in the basin, i.e. a single cell for the lowest mode and two cells for the second mode, etc.  
This was shown theoretically by Schwab (1977) for Lake Ontario and simulated by Gomez-
Giraldo et al. (2006) for Lake Kinneret.  Because th  lowest Poincaré modes for very large 
lakes have similar, near-inertial periods, observation-based spectral determination of 
various unique modes is not always possible, especially in light of the seasonal variation 
of the thermal stratification that in turns causes seasonal variation in the periods.  
Unpublished, ongoing numerical simulations suggest tha Lake Michigan’s fundamental 
Poincaré response is a combination of a whole-basin mode and a two-basin (North/South) 
mode, similar to those described by Schwab (1977) for Lake Erie, although Mortimer 
(2004,2006) found higher transverse modes in Lake Michigan and these are also likely 
present at times. 
 
For reference, the work described herein describes measurements near the deep center of 
Lake Michigan’s southern basin; following the Poincaré structure described above, this is 
the location where the lowest modes should induce the largest surface currents and the 
smallest thermocline displacements.   The local inertial period at the mooring is 17.7 hours. 
 
Because both wind and thermal stratification vary st ongly with seasons, the internal 
Poincaré wave characteristics manifested in the Laurentian Great Lakes are expected to 
exhibit strong seasonal variability, with corresponding seasonal variability in the wave’s 
impact on transport and mixing.  However, the two required ingredients for internal 
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Poincaré waves – wind and thermal stratification – have opposite seasonal patterns for 
Lake Michigan, with the strongest winds during the unstratified winter/spring period and 
weak winds during the strongly-stratified summer period.  Unfortunately, many 
measurements are restricted to the summer period becaus  of logistical constraints, and 
therefore the seasonal effects of wind and stratific on on the dominant internal seiche are 
not well-understood in the Great Lakes.   
 
Figure 1.1 The gravest modes of internal Poincaré wave solutions (after Csanady 1968; 
Antenucci and Imberger 2001; Mortimer 2004) for flat-bottomed, stratified rectangular 
basin (500km×130km, roughly the size of Lake Michigan). Shown is a single-celled mode 
(a,b) and a double-celled mode (c,d).  The propagations of phase (solid lines) and maximum 
amplitude (dotted lines) of isotherm displacement for the rectangular basin are shown in 
(a) and (c), with the trajectories of particles during a period displayed in (b) and (d). The 






In this paper we utilize a unique full-year mooring data set from Lake Michigan’s interior 
in order to examine the seasonal variability of near-inertial Poincaré wave activity in the 
lake.  The paper is organized as follows: Section 2 describes the observations used in the 
analysis; Section 3 describes the seasonal variability inferred from the observations and 
attempts to recreate this variability with a simple slab model; we also present the vertical 
structure of the wave-induced currents, and examine the potential for wave-induced 
vertical mixing.  Section 4 restates our fundamental conclusions and discusses the results; 
and Section 5 concludes with some hypotheses and future work related to the role of near-
inertial Poincaré waves in basin-scale mixing and eergetics. 
 
1.3 Measurements and methods 
The measurements described in this paper were taken s part of the Episodic Events in 
Great Lakes Experiment (EEGLE), a large multidisciplinary project examining the role of 
episodic events – generally winter storms – on the nearshore and offshore transport of 
biogeochemically important materials in the Great Lkes.  The experiment involved an 
array of physical observations during 1998-1999 in Lake Michigan including moored 
temperature chains, single point velocity meters, whole water column acoustic Doppler 
current profilers (ADCP), wave measurements, and standard meteorological observations.  
All of the data are archived at http://www.glerl.noaa.gov/eegle/data/data.html .   
 
In this paper we focus on the measurements of temperatur s and velocities in the middle 
of Lake Michigan’s southern basin at station CM1, which was located at 42 41.76' N, 87 
01.25' W, and had a water depth of 154m  (Figure 1.2).  The measurement period spanned 
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just over one year, from 15 May 1998 to 2 June 1999.  Instruments at mooring CM1 
included an array of single point vector-averaging current meters (VACM; EG&G) placed 
at 12, 22, 57, 117, and 154m depths (hereafter denoted CM1-12, CM1-22, CM1-57, CM1-
117, and CM1-154 respectively), which were sampled at 15 minute intervals.  CM1-57 
returned only about one month of data and is not used in our analysis.  Temperature 
measurements were also made continuously over the whole water column during the same 
period, with thermistors placed at 17, 27, 32, 37, 47, 77, 87, 97, 107, and 154m depths.  A 
nearby meteorological buoy measured wind and air properties, as well as water surface 
temperature, except for a brief period during winter.  Additional measurements were taken 
at various locations around the lake, but are not utilized here.   
 
 
Figure 1.2 Lake Michigan and mooring CM1 location.  Instruments at mooring CM1 
included an array of single point vector-averaging current meters placed at 12, 22, 57, 117, 
and 154m depths, with thermistors placed at 17, 27, 3 , 37, 47, 77, 87, 97, 107, and 154m 
depths. 
    
 
As a brief introduction to the data analyzed in this paper, the raw currents, wind stress, and 
temperatures at the mid-lake mooring are displayed in Figure 1.3.  Wind and stratification 
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show the typical seasonal variability experienced in Lake Michigan, with mid-lake thermal 
stratification beginning in May and strengthening through September, with a mixed layer 
depth of 15-20m.  Bottom waters at this location remain near 4 ̊C for most of the year, and 
full turnover is not seen until roughly 1 Jan 1999 (Julian day 1 of 1999, hereafter “DOY”, 
e.g. DOY 1 1999).  Wind is weakest in summer, with the strongest winds occurring from 
November through March.  Eastward and northward currents at this location are seen to be 
of roughly equal magnitude, and strongest during the summer period, when winds are 
generally weak but thermal stratification is strong.  The magnitude of the observed currents 
decreases with depth in the water column, especially during the strongly-stratified period.   
 
Figure 1.3 Wind speed, currents, and thermal stratific tion for mid-lake location in Lake 
Michigan’s southern basin, years 1998-1999.  Shown are (a) measured wind speed, and 
raw measured currents (gray: northward; black: eastward) from (b) 12m depth, (c) 22m 
depth, (d) 117m depth, and (e) 154m depth (near-bottom).  Full water column temperatures 
are shown in (f).  Energy is seen to clearly decay with depth, with currents roughly equal 




Ice records from the winter of 1998-1999 indicate that ice cover over the majority of the 
lake was minimal for the entirety of the winter, with ce only forming in Green Bay and 
the far northern shore of the lake. 
 
In order to isolate the velocities associated with the near-inertial internal Poincaré seiche, 
we employ a phase-preserving Butterworth band-pass filter centered on a period of 17.5 
hours with a band width of 4 hours for much of the analysis.  Several filters and filter types 
were tested in order to ensure that the results were not filter-dependent.  For the majority 
of the year we show that the current record at CM1 is so thoroughly dominated by the near-
inertial Poincaré seiche that the effect of band-passing the data is primarily to remove 
spurious high-frequency noise, with the exception of the brief unstratified period (Jan-
March), during which the Poincaré wave is largely absent.  We additionally apply the 
Hilbert transform to the band-passed data in order to infer the time-varying amplitude, 
period, and phase of the wave-induced velocities and temperatures. 
 
1.4 Observations and analysis of near-inertial seiche 
1.4.1 Basic characteristics 
The near-inertial (band-passed filtered) currents from CM1-12 are shown in Figure 1.4.  
The dominance of the near-inertial seiche at the mid-lake location can be seen for most of 
the year (in comparison with the raw data shown in Figure 1.3; this dominance is quantified 
subsequently).  The envelopes of the eastward and northward velocity time series are nearly 
identical for this period of dominance, in keeping with the expected roughly circular, 
clockwise-rotating velocity orbits associated with the near-inertial seiche in a large 
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stratified basin (AI 2001; Mortimer 2004, 2006).  Rotary wavelet analysis (not shown) 
performed on the currents shows that all perceivable energy in near-inertial frequencies 
lies solely in the clockwise-rotating spectrum. 
 
 
Figure 1.4 Water temperatures and near-inertial currents.  Water temperatures are shown 
in (a) at surface, 17, 27, 32, 37, 47, 77, 87, 97, 10 , and 154m depths.  Band-passed (near-
inertial) eastward currents from (b) 12m depth, (c) 22m depth, (d) 117m depth, and (e) 
154m depths. Near-inertial currents are largest with the strongest thermal stratification, 
disappearing only upon complete homogenization of the water column (approximately 
January 1).  Northward currents (not shown) appear identical when viewed at this scale, 
because the near-inertial seiche induces clockwise-rotating velocities of roughly equal 
magnitude. 
 
Near-inertial currents are seen to begin in May, when the measurements began, and the 
induced surface currents peak in late July and early August.  Although winds increase into 
the fall and winter period, the near-inertial energy steadily decreases, until it disappears 
almost entirely at DOY 1 1999, which corresponds to the complete homogenization 
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(turnover) of the water column.  At this point, the top-bottom temperature difference over 
150m of water is less than 1 ̊C.  Near-inertial activity again resumes as soon as a small 
vertical temperature contrast develops, which occurred at roughly DOY 130 in 1999, as 
seen by the temperature records also shown in Figure 4.   
 
The relationship between the near-inertial surface current and those at various other depths 
is not constant through the year, which is also seen in Figure 4; we show later that this is 
because the vertical (modal) structure of the wave-induced currents is set by the 
stratification, which evolves seasonally.  For example, the modal shape during the mid-
summer (e.g. DOY 200) has very strong vertical shear over the top portion of the water 
column, leading to very large near-surface velocities relative to those at deeper depths.   
 
A representative subset of the raw (unfiltered) time series, taken from the most strongly-
stratified period, is displayed in Figure 1.5, to illustrate the perfectly periodic nature of the 
signal at the mid-lake location (this pure periodicity an be seen upon closer inspection to 
a large degree for the entire period of Poincaré domination).  The velocities are also seen 
to be extremely large (for the entirely wind-driven Great Lakes), approaching 50 cm/s at 
this location, for a prolonged period.  The associated particle pathline illustrates the 
clockwise-rotating nature of the velocities, and the near-circular particle orbits additionally 
highlight the equality between the induced eastward and northward currents, as well as the 
lack of other processes influencing motion at this location during this period.  For example, 
neglecting lateral uniformity in the velocity field, uring the period DOY 200-220, a 
particle released in the mixed layer near CM1 would have traveled almost 700km - nearly 
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twice the north-south length of Lake Michigan – to end up only 40km from its original 
location. 
 
Figure 1.5 Raw (unfiltered) eastward (a), northward (b) velocities and associated particle 
pathline (c) for strongly-stratified period when Poincaré wave activity is most dominant at 
mid-lake location CM1.  The sense of rotation for all of the orbits is clockwise and the 
dominant period is roughly 17.4 hours.   
 
The period of the seiche was calculated as a functio  of the time of year, by fitting lines to 
subsets of the Hilbert transform-derived phase of the band-passed currents at 12m depth 
(Figure 1.6); other depths showed similar periods and temporal variability.  As shown by 
AI 2001 and Mortimer (2004, 2006), the periods of the fundamental Poincaré modes 
converge to the inertial period as the Burger number approaches zero (weakest 
stratification), and decrease as stratification strengthens.  Figure 1.6 shows that for the 
period during which the lake is strongly-stratified, the identified period of the dominant 
seiche(s) at CM1 is relatively constant at 17.4-17.5 hours (the local inertial period at the 
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measurement location is 17.7 hours but varies north t  south across Lake Michigan’s full 
basin from 17.4 to 18.0 hours, respectively; Mortimer, 2006).    
 
 
Figure 1.6 Dominant near-inertial period from the 12m depth current measurements, as 
estimated with Hilbert transform.  Shown are (a) water column temperatures; (b) dominant 
period, with local inertial period shown as gray line; (c) estimated Burger number. 
 
The observed period agrees well with that expected for the first Poincaré mode (Mortimer, 
2006), but only in that it is nearly equal to the in rtial period, which is to be expected for a 
lake as large as Lake Michigan (AI 2001).  This spectrally-perceived “dominant” period is 
likely a combination of the two lowest modes for the basin, as discussed later; the 
combination of the non-stationarity of the record (due to wind and stratification variability) 
and the nearly-identical (nearly-inertial) periods for the lowest Poincaré modes make 
spectral separation of the various modes extremely difficult, if not impossible (Schwab 
1977; Mortimer 2004).  This is not an issue for smaller lakes for which spectra can be 
readily used to identify various fundamental Poincaré modes (e.g. Antenucci et al. 2000).  
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Additionally, the method of using a fit to the Hilbert phase in order to infer the wave period 
is somewhat noisy, since the wave phase to some degr e resets with strong wind events. 
 
 
Figure 1.7 Wind stress, currents, and wave phase during the strongly-stratified period.  
Shown are (a) eastward (black) and northward (gray) wind stress, (b) eastward (black) and 
northward (gray) raw currents, and (c) near-inertial w ve phase obtained via Hilbert 
transform.  Large wind bursts are seen to reset the Poincaré wave phase, e.g. DOY 228, 
and this may serve to keep multiple near-inertial modes aligned for most of the stratified 
period.  
 
The response to individual wind events is shown in Figure 1.7, which shows the near-
inertial wave phase in response to wind forcing during a subset of the data during the 
strongly-stratified period.  The phase is seen to shift lightly in response to strong wind 
events, as seen by shifts in the spacing between succe sive waves (e.g. DOY 228, 231), 
suggesting that to some degree the wave is slightly reset from strong winds.  This is 
discussed further in Section 4.  Wind-wave phase reponse is similar for the weakly-
stratified period (not shown), with the difference b ing that the Poincaré wave is so weak 
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during that period that the phase is occasionally entirely reset by wind bursts, which are 
very strong and prolonged during the weakly-stratified period. 
 
1.4.2 Seasonal variability 
1.4.3 Relative dominance of near-inertial seiche 
Velocity spectra are presented in Figure 1.8, for both the stratified and unstratified periods.  
The spectra again show the clear dominance of the near-i ertial seiche during the stratified 
period, and the disappearance of this energy during the unstratified period.   
 
The spectra also show periodicity in a broad band centered at an approximately 90 hour 
period, which matches the lowest “vortex mode” described by Saylor et al. (1980).  The 
relative strength of the 90hr vortex mode is seen to be stronger for the deeper (117m) depth, 
which is because the vortex mode is a barotropic featur , with near-uniform influence over 
depth, whereas the Poincaré wave is a baroclinic featur  with minimal influence at great 
depths.   
 
Some additional energy is also seen at a period close t  the near-inertial first harmonic 
(8.65hrs); this harmonic is seen more in the near-surface currents (12m depth), but it is not 
known whether this harmonic is an indication of wave nonlinearity.  The waves are 
certainly not nonlinear with respect to wave steepnss, with several meters of thermocline 
deflection across the O(102) km basin.  The nonlinear advection term (e.g. u	 ∂u/ ∂x) 
associated with these waves, however, which would generate energy at a near-inertial 
harmonic, should be of maximum order O(U/Lω ~ 0.1), where U is the velocity scale (0.5 
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m/s at maximum), L  is the horizontal length scale (50km), and ω  is the wave period 
(ω~f, 108Cs8D).  Therefore it is plausible that the waves may be weakly nonlinear during 
periods of strongly elevated energy. 
 
Figure 1.8 Eastward velocity spectra at 12m, 22m, 117m, 154m depths for stratified and 
unstratified seasons.  The strongly stratified season refers to the period DOY 171-296 in 
1998, and the unstratified season refers to the period DOY 15-108 on 1999.  The two red 
lines are located at the periods of 90hr and 17.7hr (ine tial period), corresponding to the 
southern basin vortex mode and near-inertial seiche, respectively. Gray lines indicate lines 
of 95% confidence. The maximum peaks are shown in the embeded windows in (a) and 
(b). 
 
Very concentrated energy is seen in the eastward velocity spectra at a period of 2.18hr, 
which corresponds to the east-west transverse barotropic seiche period of 2.19hr identified 
by Mortimer (1976) and 2.17hrs calculated by As-Salek and Schwab (2004).  This energy 
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is not seen in the northward velocity spectra (not shown), which seems to definitively 
identify this feature as the east-west barotropic seiche.  It is interesting to note the 
difference in the character between the spectral peaks of the fundamental baroclinic (near-
inertial) and barotropic (2hr) seiches.  The barotropic seiche has a very narrow peak, since 
its frequency is set by the total water depth, which changes negligibly over the year; the 
baroclinic (Poincaré) seiche is much broader spectral peak, most likely because (1) the 
baroclinic period evolves seasonally with the stratific tion and (2) multiple near-inertial 
modes may influence the measurement location. 
 
The seasonal cycle of the relative dominance of the near-inertial seiche is highlighted in 
Figure 1.9, which shows the spectral energy in various spectral bands, including near-
inertial (NI) and near-four-day (N4).  The near-inertial seiche is seen to completely 
dominate the near-surface currents for the majority f he stratified period, containing more 
than 80% of the energy during the strongly-stratified period of the year.  The dominance is 





Figure 1.9 Seasonal variation of the relative energy of the near-inertial seiche (NI) and 4-
day vortex modes (N4; Saylor et al., 1980), as quantified with monthly records.  Also 
shown are the energies in the low-frequency (period>125hr, LF); high-frequency 
(period<15hr, HF); and middle range (20hr < period < 65hr).  Axes have been scaled 
differently to show the range of energies for a given depth.  The dominance of the near-
inertial seiche at this location is over 90% for almost the entire strongly stratified season, 
when winds are actually weakest; the 4-day vortex mode is seen to be strongest when winds 
are strongest. 
 
The influence of the near-inertial seiche is seen to decay with depth, with all depths 
following a similar seasonal variation, and nearly-complete disappearance of the near-
inertial seiche upon complete homogenization of the water column (DOY 1 1999).  The 
variation in near-inertial energy with depth can be well-explained with the vertical structure 
of the lowest vertical mode, which has large near-surface velocities above the thermocline 
and very small velocities in the hypolimnium (this is discussed further in a subsequent 
section).  At depth (154m), the near-inertial seich at its strongest is only responsible for 
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at most 60% of the observed variability, suggesting hat the lake bottom boundary layers 
in the deeper portions of the lake are not nearly as heavily influenced by the seiche (the 
seiche should, however, have increasing near-bottom influence as one considers shallower 
waters, in accordance with the cross-shelf evolution of the vertical structure of the wave). 
 
1.4.4 Seasonal stratification and wind stress variations 
In terms of the thermal stratification, the internal Poincaré seiche is seen to be supported 
by top-bottom temperature differences of 1-2 ̊C and greater, which coincides with the 
observed period of near-inertial currents (Figures 1.3 and 1.4).  For the observations 
presented here, that spans the period except 1 Jan 999 to 2 May 1999.  The amount of 
energy absorbed by the near-inertial seiche appears to depend primarily on the strength of 
the stratification and only weakly on the wind stres magnitude, with the seasonal 
variability of the Poincaré wave-induced velocities following the seasonal stratification 
pattern, and not the seasonal wind stress pattern (Figure 1.10).  This trend is noticeable in 
fall, when winds are relatively strong and stratificat on is still present, but yet the amount 
of energy in the basin-scale seiche is less than duri g the stronger-stratified, but weaker-
winded summer period. 
 
Curiously, in winter, long-term observations at NOAA’s buoy 45007 (located near CM-1) 
show the average over-lake wind speed is roughly double that of the summer months 
(effectively quadrupling wind stress).  Yet the mid-lake observations discussed here show 
that total kinetic energy is actually at a minimum during winter (e.g. Figures 1.9).  Where 
does the increased energy go?  At present we have only hypotheses, all of which represent 
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energies not resolved by this data set.  Spectrally, high-frequency processes (less than the 
sample period of 15 min), namely waves and turbulence, are not captured by this data set, 
although in general one can observe an elevation of the (resolved) high frequencies during 
winter.  Surface waves at buoy 45007 are approximately 3-4 times as large in winter as in 
summer, and therefore represent a potential sink for the elevated wind energy imparted to 
the lake.  Spatially, wind will preferentially accelerate shallow nearshore waters, in turn 
causing turbulence that will ultimately be dissipated; however, a cursory look at nearshore 
current records from 1998-1999 does not show greatly elevated currents during winter.  
Ongoing work seeks to place the present measurements in the context of the global lake 
energy budget and to determine the pathways of energy flux for the lake. 
 
 
Figure 1.10 Seasonal variation of near-inertial currents (12m depth), top-to-bottom 
temperature contrast, wind stress, and 90-hour (vortex mode) currents.  Near-inertial and 
vortex mode current magnitudes are obtained from the envelope of the Hilbert transform, 
with all time series smoothed to isolate seasonal variability.  Wind stress has been doubled 
to scale to the chosen (left) axis. The variables τ, uIJ, uIC, and dT indicate wind shear 
stress, near-inertial current, near 4 days current, and the temperature difference between 
surface and bottom at CM1, respectively.  Near-inertial energy is strongest when 




1.4.5 Slab model 
An effort was made to explain the observed seasonal variability of the near-inertial seiche 
strength with the simplest model possible that would contain the primary ingredients to the 
seiche: wind and thermal stratification.  Following Pollard and Millard (1970) and D’Asaro 
(1985), who modeled baroclinic near-inertial wave generation in the surface mixed layer, 
a simple slab model with linear friction was first at empted.  The model equations for the 
depth-averaged mixed layer horizontal velocities (u, v) are: 
KL
KM − NO = PQRS − TU                                                                             (1.1) 
KV
KM + NU =
PW
RS − TO                                                                               (1.2) 
Here τX and τY are the eastward and northward components of wind stress, respectively; H
is the surface mixed-layer thickness; ρ  is the mixed-layer density; and r  is the linear 
friction coefficient.  The fundamental response of this model is clockwise-rotating inertial 
oscillations that are damped with a time scale of 1/r.   The model is best suited for 
unbounded domains with negligible lateral variability, where pressure gradients are not 
important (in this way, one should argue that it isnot suitable for the modeling of internal 
Poincaré waves).  Nevertheless, it has proved succesful at capturing basic characteristics 
of wind-driven flow in a variety of oceanic settings (MacKinnon and Gregg 2005), and the 
simplicity of the model makes it very attractive.  
 
To apply this model to the stratified portion of the measurement period where a mixed 
layer could be defined (DOY 220-320 of 1998), the wind stress was estimated using 
standard bulk coefficients applied to the observed winds; the mixed layer thickness was 
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defined as the depth at which the maximum Brunt-Väisäl  frequency occurred (defined in 
the usual manner as N< ≡ − Z[ \[\]), which was determined from the whole-water column 
thermal observations (Figure 1.3).  Other definitios of mixed-layer thickness are 
obviously possible (e.g. isotherms and the zero-crossing of the normal modes profile), but 
the location of maximum stratification is defensible from the standpoint of the zero-stress 
assumption at the base of the mixed layer, since vertical turbulent momentum exchange 
(stress) would be most severely damped where thermal stratification was strongest.  It is 
also straightforward to calculate with a standard vertical profile of temperature. 
 
The results of the slab model application are shown in Figure 1.11.  Here the decay scale 
1/r has been taken to be 10 days, in order to produce good agreement between the model 
and the observations.  Figure 1.11 shows, surprisingly, that the slab model does actually 
reproduce much of the observed near-inertial variability, especially if one is interested in 
the seasonal trends of near-inertial energy.  This is surprising for a number of reasons, 
given the numerous (invalid) assumptions in the slab model.  That the model reproduces 
the magnitudes of the observed currents seem reasonably well seems to be fortuitous fluke, 
given that with the radial variability in the Poincaré velocity field (Figure 1.1) it would 





Figure 1.11 Slab model (e.g. D’Asaro 1985) results and observations.  Shown are (a) 
eastward (black) and northward (red) wind stress; (b) location of the base of the mixed 
layer, as defined by location of maximum buoyancy frequency N<; (c) observed near-
inertial u current; (d) modeled u current.  A decay onstant of 10 days of 1/r is used to give 
good agreement. Despite the extreme simplicity of the model, it performs well in capturing 
the seasonal variability in the near-inertial signal. 
 
Because the model’s response is inertial, and the actual (observed) Poincaré wave is near-
inertial, it would seem unlikely that such agreement would occur since the absorption of 
wind energy by the wave depends on the relative phase between wind and wave-induced 
currents.  However, as found in the examination of the wind-phase relationship for the 
observations (Figure 1.7), the wind does appear to slightly “reset” the wave phase, and this 
periodic resetting may be significant enough to eliminate the need for the model to exactly 
capture (and retain) the wave phase.  In essence, the Poincaré wave may be “inertial enough” 
that only minor drift occurs between waves of (modele ) inertial and (observed) near-
inertial periods over several days before getting reset by another wind burst.  The same 
idea may be true about multiple excited near-inertial modes in the lake: they may remain 
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virtually perpetually phase-locked for most of the stratified season, drifting slightly, and 
then becoming re-aligned with the next wind burst. 
 
If one attempts to optimize the agreement between th  observations and the model by 
tuning the decay constant throughout the year, the fi ted decay timescale is seen to vary 
from 10 days during the strongly-stratified period t  4 days when stratification is severely 
weakened at the end of the calendar year.  The model d es quite poorly during periods of 
very weak stratification, largely because the locati n of maximum N< – which was our 
choice for the mixed layer thickness - becomes ambiguous.  It does appear that one of the 
primary reasons the slab model succeeds at capturing the seasonal variability of the 
Poincaré absorption of wind energy is that the model do s capture the thickness of the 
mixed layer, which in turn determines the magnitude of the wave response (Equations 1,2).  
Additionally, most of the elevated winter wind energy is seen from spectra to be at low 
frequencies of several days and more, which one can show does not project efficiently onto 
the inertial slab model. 
 
1.4.6 Vertical structure and potential mixing 
While the 4 single point current measurements at the mooring do not provide extensive 
information on the vertical structure of the currents associated with the near-inertial 
Poincaré seiche, a simple normal modes model was applied to more completely infer this 
vertical structure, in order to quantify the seiche’s influence on cross-thermocline shear 
and potential mixing.  The linearized, inviscid, hydrostatic normal modes equation for a 




K^ _ D`a KbcK^ d + Decafg = 0                                                                              (1.3) 
(e.g. Kundu et al. 2012).  Here ψi (z) is the normal mode eigenfunction for the nkl
baroclinic mode (from which the vertical and horizontal velocity functions are recovered), 
and ci is the celerity of that mode.  Underlying this equation is the assumption of separable 
wave-like solutions of the form q = ∑qi(x, y, t) ψi(z) , where q  is a dependent field 
variable (e.g. horizontal or vertical velocity u or w); once the eigenfunction ψ(z) and 
eigenvalue ci are found, the flow velocities themselves can be recovered via the normal 
mode equations. 
 
The normal modes solutions for horizontal velocity distributions were found numerically 
by solving (3) continuously in time for the observed thermal stratification, using the 
interpolated thermal stratification for N<(z).  Only the first vertical mode was considered, 
because of its assumed dominance (e.g. Csanady 1972) and that the relatively coarsely-
spaced velocity measurements could not resolve higher vertical modes.  The solution of 
this equation yielded the horizontal velocity distributions u(z) and v(z), which were then 
scaled with the observed near-inertial current measurement magnitudes at 12m depth 
(obtained from the envelope of the Hilbert transform) to obtain an estimate of the full water 





Figure 1.12 (a) Observed temperature profiles for various times of the stratified period, and 
(b) associated fitted normal modes solutions.  Normal odes solutions in (b) are scaled by 
observed near-inertial velocity magnitude at 12m depth. 
 
Figure 1.12 shows some sample observed thermal profiles and their associated scaled 
horizontal modal velocity profiles for various times during the year, including the very 
weakly-stratified period.  The normal modes solutions for the lowest mode yield largest 
velocities near the surface, with weak opposing velocities below the thermocline, as 
observed in the near-inertial currents (Figure 1.4); in general the velocity distributions 
mirror the thermal distributions.  Maximum shear is concentrated in the thermocline, as 
expected.  The root mean squared error between the fitted normal modes solutions and the 
raw currents at 22m and 117m depths were 5.2 cm/s and 1.5cm/s, respectively, suggesting 
that the fitted normal modes give reasonable, but not perfect representations of the 
observed vertical structure.  
  
While linearized stratified shear instability can oly be truly diagnosed by solving the 
Taylor-Goldstein equation for the observed shear and temperature profiles, the minimum 
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Richardson number in the thermocline – where shear and stratification are largest - will 
generally govern the stability of the thermocline (e.g. Troy and Koseff 2005).  The 
consequences of mid-lake, wave-generated turbulence are also large in the thermocline, 
which is traditionally a barrier to vertical exchange during the strongly stratified period. 
 
The gradient Richardson number is defined here as: 




		,                                                                                        (1.4) 
where u~(z, t)  and v~(z, t)  are the observation-scaled, slowly-varying normal modes 
solutions for horizontal velocity as described above.  The factor of 1/2	 is an averaging 
factor that is present because the current fields u~  and v~  are the Hilbert transform 
magnitudes of the near-inertial fields, i.e. they change slowly with time with wave episodes 
but do not resolve individual near-inertial cycles.  Implicit here is an assumption that while 
the velocity field rotates clockwise over a near-inertial period, the magnitude of the shear 
remains constant (for truly circular current fields, near-inertial periodicity in shear should 
only occur when other flow processes are added to the wave-induced flow). 
 
Figure 1.13 shows the calculated Richardson number distribution for the record, with color 
map scaling chosen to highlight episodes of sub-1 Richardson number.  From the Figure it 
is apparent that during times of elevated Poincaré w ve activity, the Poincaré wave-induced 
shear on its own is likely sufficiently strong to generate shear instabilities in the 
thermocline (e.g. DOY 150-160; 200-220; 265-275).  During these times, the zone of 
appreciably low Richardson number is seen to be a bro d region about the thermocline, 
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while less-intense episodes are concentrated over a narrower vertical extent.  The 
Richardson number in the unstratified portion of the water column is high, suggesting that 
the shear provided by the wave in the majority of the water column is too weak to generate 
turbulence.   
 
 
Figure 1.13 (a) Interpolated water column temperatures, (b) induced horizontal velocities 
calculated from fitted normal modes analysis, (c) associated Richardson number 
distribution, and (d) thermocline Richardson number. 
 
The two strongest (potential) mixing events (DOY 150-160 and DOY 200-220) occur, 
respectively, (a) in the late spring when stratification is still relatively weak and Poincaré 
wave activity is just commencing, and (b) in the mid-summer when stratification is 
strongest but Poincaré wave activity is also at its peak.  These events are characterized by 
a broad vertical region, centered about the thermocline, with sub-1 Richardson numbers 
(Figure 1.13).  The vertical thermistor spacing is not suitably fine to resolve any mixed 
layer deepening associated with these events. 
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It must be emphasized again that these calculations are for the near-inertial wave only, as 
they are derived from normal modes profiles fitted o the near-inertial observations, and 
thus the calculations neglect other processes (e.g. barotropic seiches, topographic waves, 
wind-driven surface currents) that are likely present.  However, the near-inertial seiche is 
likely the dominant mechanism causing mid-water shear at this deep location, as it is the 
dominant baroclinic process, and given the weak summer winds (which could generate 
shear at the base of the mixed layer).  Additionally, provided a given process has a 
timescale comparable to, or greater than, the near-i rtial period of the Poincaré wave, 
shear from other processes will be additive for some portion of the wave period, further 
lowering the Richardson numbers for that period, given the clockwise rotating nature of 
the velocity fields. 
 
1.5 Discussion 
A unique whole-year set of current and thermal observations from deep water in Lake 
Michigan’s southern basin has been analyzed to provide insight into the seasonal variability 
of the near-inertial internal Poincaré wave field, which is seen to thoroughly dominate 
currents at this location.  The data show a pronounced seasonal structure, with wave 
activity beginning in spring with the first local occurrence of thermal stratification (roughly 
May 1), strengthening through summer with maximum energy during early August, and 
weakening steadily through fall.  It is not until the complete homogenization of the water 
column – which occurred at approximately January 1 – that the wave goes dormant for the 




The seasonal cycle of the wave is seen to mirror the seasonal variability in the stratification, 
with the strongest Poincaré wave activity occurring when the top-to-bottom thermal 
stratification is maximum.  Wind is of course the source of the near-inertial wave energy, 
but interestingly the near-inertial energy maximum occurs during mid-summer when winds 
are at a minimum.   
 
The dominance of the near-inertial seiche on surface currents at the measurement location 
(the center of Lake Michigan’s southern basin) is complete, with more than 80% of the 
energy attributable to the seiche during its strongest period.  The influence decreases with 
depth, in keeping with the normal modes for the water column.  In keeping with theoretical 
solutions (Csanady 1968; AI 2001) and observations n large lakes (e.g. Mortimer 2004, 
2006 for Lake Michigan), the associated motions are clockwise-rotating motions at near-
inertial periods, with near-surface currents as strong as 50cm/s during the strongly-
stratified period.  While multiple Poincaré modes may have possibly influenced the 
currents at the measurement location, spectra could n t resolve separate near-inertial peaks.  
This is a general issue with the detection of Poincaré wave modes in very large lakes: all 
of the dominant periods are near-inertial, and spectral separation is virtually impossible 
given the additional complication of the non-stationarity of the wave field. 
 
A simple slab model, forced by observed winds, was applied to the measurements in an 
attempt to re-create some of the observed seasonal variability.  Surprisingly, when 
optimized, the model was able to re-create much of t e observed seasonal variability during 
the stratified period.  This is in spite of the model’s neglect of a host of processes and 
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effects potentially important in the transfer of wind energy to the Poincaré wave field, 
including the spatial non-uniformity of the wind field, transfer of energy to the 
hypolimnium, boundary effects, and pressure gradients (the list does not stop here).  
Nevertheless, the model may provide some utility in a predictive sense for other systems.  
The decay timescale, when used as a temporally-varying fitting parameter, varied from 10 
days during the strongly-stratified period to 5 days during weak, late-season stratification.  
It is believed that the model performs reasonably well because it does account for the 
varying mixed layer thickness, which is essentially the amount of water accelerated by the 
wind, as well as the temporal variability of the wind field, which has more energy at inertial 
timescales during the summer and less in the winter. 
 
Based on the model’s success and an examination of wave episodes observed during the 
strongly-stratified period, which generally lasted 5-10 days, it appears that strong wind 
events during the stratified period does reset the wave phase to some degree.  If this is the 
case, multiple near-inertial Poincaré modes may essentially remain in phase for most of the 
summer period, drifting from one another only very slightly in between wind bursts due to 
their similar periods, with the next wind burst serving to restore phase alignment between 
different near-inertial modes (this would make spectral separation virtually impossible).  
This hypothesis could be further tested with idealized numerical simulations. 
 
While the vertical resolution of the measurements wa  not high (4 sensors), the observed 
vertical structure of the wave-induced currents matched reasonably well with the structure 
of the associated normal modes solutions for the observed thermal stratification.  These 
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solutions suggest a zone of elevated internal wave-induced shear over the top 30m of the 
wave column.  Corresponding analysis based on fitted (continuous) normal modes 
solutions was carried out in order to infer the wave-induced Richardson number, for the 
purpose of performing a preliminary assessment of the degree to which the near-inertial 
seiche may cause significant vertical mixing, at lest locally, during the stratified period.  
The analysis suggests that the strongest Poincaré wave events do induce sufficiently strong 
thermocline shear (Ri < 1) for prolonged periods, further suggesting that near-inertial 
Poincaré waves do likely generate thermocline instabilities.  Further work is needed - 
ideally with vertically well-resolved current measurements (i.e. ADCP) and concurrent 
microstructure measurements - to fully characterize the role of the near-inertial seiche on 
vertical mixing in Lake Michigan, even at this single location. 
 
1.6 Conclusion 
The year-round measurements and their analysis provide unique insight into the seasonal 
variability of near-inertial internal Poincaré wave activity, as perceived in deep water at 
the middle of Lake Michigan’s southern basin.  However, the extrapolation of these 
inferences to other locations – ultimately for the purpose of explaining basin-scale 
energetics and mixing – is heavily dependent on knowledge of the basin-scale structure of 
the fundamental Poincaré mode(s).  Our (unpublished) numerical simulations suggest that 
the fundamental internal Poincaré response of Lake Michigan, at least in terms of induced 
surface currents, is a combination of several modes, with velocities in phase across most 
of the basin, decaying near shore; this was also found by Mortimer (2004, 2006).   Ongoing 
work seeks to determine the spatial structure of the dominant near-inertial modes, 
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especially in terms of the vertical shear associated with the fundamental modes, in order to 
scale-up direct measurements of shear and vertical mixing at discrete locations.  To that 
end, additional direct measurements of microstructue are needed in the Great Lakes.  
 
The knowledge of how basin-scale vertical mixing occurs in the world’s largest lakes (e.g. 
the Laurentian Great Lakes) is at present poor, owing to a lack of focused studies where 
turbulent microstructure is directly quantified.  The growing consensus regarding basin-
scale mixing in smaller lakes (and the ocean) is that boundary mixing plays a key role in 
the overall budget (Wüest and Lorke 2003); this is also found for lakes in which rotational 
effects are important (Hodges et al. 2000).  Boundary-induced mixing will almost certainly 
be significant in the Laurentian Great Lakes given the strong nearshore currents that occur 
during the summer periods.  However, there is little observational evidence in the Great 
Lakes to support the conceptual model of nonlinear shoaling internal waves causing 
elevated boundary mixing, as has been found for smaller l kes and the world’s oceans.  The 
relative role of Poincaré waves in the world’s largest lakes, in terms of their contribution 
to basin-scale mixing, is therefore potentially much more significant than previously 
appreciated, given the seasonal dominance shown herein, the strong vertical shear 
associated with these waves, and the lateral extent over which they dominate currents.  In 
the limit of a very large stratified lake, could basin-scale mixing be accomplished primarily 
in the lake’s interior?
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CHAPTER 2.  SHEAR DISPERSION IN NEAR-INERTIAL INTERNAL POINCARÉ 
WAVE-DOMINATED STRATIFIED SOUTHERN LAKE MICHIGAN 
2.1 Abstract 
In this work we study mixed layer lateral dispersion that is induced by near-inertial internal 
Poincaré waves in the offshore region of a large stratified lake, Lake Michigan.  We 
examine the hypothesis that the vertical shear created by near-inertial internal Poincaré 
waves is not only an energy source for vertical mixing in the thermocline and mixed layer, 
but also enhances horizontal dispersion via an unsteady shear flow dispersion mechanism.  
The dominant shear structure is observed to mirror the thermal structure, with the location 
of maximum shear gradually lowered as the mixed layer deepens.  This changing vertical 
structure produces different characteristics in shear flow dispersion between the early and 
later stratified periods.  The depth-averaged modeled surface layer vertical turbulent 
diffusivity grows from 108@;<=8D  to 108>;<=8D  over the stratified period, and the 
lateral dispersion coefficient of a particle cloud is estimated as order of 0.1−40;<	=8D.  
The Poincaré waves are found to enhance greatly latera  dispersion for times less than the 
inertial period following release. Sub-inertial shear is the dominant mechanism responsible 
for shear dispersion for times greater than the inertial period. A simple approximation of 
the dispersion coefficient for lateral dispersion is developed, which scales as the product 
of surface current velocity (or friction velocity) and mixed layer depth. The calculated 
dispersion coefficients agree well with Okubo’s diffusion diagram for times up to a week,
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 which suggests that unsteady shear dispersion is a plausible mechanisms to explain 
observed dispersion rates in the mixed layer. 
 
2.2 Introduction 
The lateral spread of substances in the mixed layers of oceans and large lakes is directly 
driven by physical processes, and the development of relationships between particular 
physical processes and the net dispersion of natural and anthropogenic materials is an 
important step in the refinement of numerical models that can predict dispersion 
characteristics of algae (Wynne et al. 2011), larvae (Beletsky et al. 2007; North et al. 2008) 
and oil spills (Dietrich et al. 2012) in these systems.  The focus of this paper is the 
horizontal dispersion of substances released into the surface mixed layer in an offshore 
region of a large stratified lake (Lake Michigan) and the role of near-inertial internal 
Poincaré waves – which dominate offshore surface lak  currents for most of the year – on 
lateral dispersion.  The results described herein should be expected to apply to other wind-
driven ocean and lake systems where low-mode, near-i rtial internal wave shear is 
dominant and persistent in the thermocline and mixed layer. 
 
Previous oceanic and large lake work has examined th  roles of low-mode near-inertial 
internal wave shear in vertical mixing (MacKinnon ad Gregg 2005; Van der Lee and 
Umlauf 2011; Bouffard et al. 2012), showing that these waves can cause substantial shear 
over pycnoclines, enhancing vertical mixing.  However, while the role of internal wave-
induced shear on lateral dispersion has been shown to be important (Steinbuck et al. 2011), 
to our knowledge no study has examined the role of ow-mode near-inertial internal wave 
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shear in surface mixed layer lateral dispersion. In this paper a Lagrangian particle tracking 
model is used with ADCP-measured velocity fields in order to quantify lateral mixed layer 
dispersion and link it to physical processes.  
 
Measurements have shown that near-inertial internal Poincaré waves dominate offshore 
surface currents in large lakes during the stratified period (Mortimer 2004; Bouffard et al. 
2012; Choi et al. 2012; Austin 2013).  At the center of southern Lake Michigan, for 
example, the internal Poincaré wave is frequently observed to account for more than 80% 
of the total kinetic energy of surface layer currents during the stratified period (Choi et al. 
2012 and results described herein).  Internal Poincaré waves in Lake Michigan have a very 
low Burger number ( ≡ e~108<, where   is the long internal wave speed, N is the 
Coriolis parameter, and q is the basin radius; Antenucci and Imberger 2001), and thus the 
dominant Poincaré modes have near-inertial periods (17-18 hours, typically).  This near-
inertial energy is manifested as clockwise-rotating (i  the northern hemisphere) velocity 
fields that are largely in phase across the entire lak (Mortimer 2004; Ahmed et al. 2013); 
we show later that the vertical structure of the wave-induced currents is well-described by 
the lowest baroclinic (normal) mode.   
 
With the large amount of offshore surface mixed layer energy associated with the internal 
Poincaré mode, a logical question is: how/do these waves affect lateral dispersion?  One 
possible mechanism of dispersion enhancement from internal Poincaré waves is via a shear 
flow dispersion mechanism associated with the horizontal and/or vertical shear associated 
with the fundamental wave structure.  In the horizontal direction, wave-induced current 
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fields have a shear length scale of half the basin size, with maximum currents at the center 
of the basin decaying to negligible induced currents near shore (Antenucci and Imberger 
2001; Ahmed et al. 2013).  Stocker and Imberger (2003) examined the role of this lateral 
Poincaré wave shear in smaller lakes, and found that it was the mechanism expected to 
dominate dispersion.  In larger lakes, however, the lat ral shear associated with internal 
Poincaré waves is negligible because of the basin size, and lateral shear flow dispersion 
from the wave would not be expected to play a large rol  in lateral dispersion.  
   
Our work here examines the hypothesis that in very la ge basins, the vertical shear 
associated with near-inertial internal Poincaré waves will enhance lateral dispersion.  The 
outline of this paper is as follows.  In the Methods section, we present field measurements 
from Lake Michigan’s southern basin, and describe th mixed layer turbulence and 
dispersion quantification techniques (K-profile turb lence parameterization and numerical 
particle tracking, respectively).  In the Results section, we highlight the vertical and 
temporal structure of currents and turbulence in the mixed layer, and present particle 
tracking calculations that quantify the effect of the currents and turbulence on lateral 
dispersion.  In the Discussion section, the characte istics of estimated horizontal dispersion 
and vertical mixing in the surface layer are discused relative to standard diffusion 






2.3.1 Analytical solutions for oscillating shear 
As a model problem describing the shear flow disperion enhanced by the vertical shear of 
internal Poincaré waves, we revisit the work of Smith (1982), and more recently Steinbuck 
et al. (2011), who examined idealized 2-D oscillatory shear flow dispersion, both in the 
context of oceanic internal wave-enhanced dispersion.  We consider substances released 
into, and confined to, a mixed layer of thickness , with a linear current shear / over 
the mixed layer, and a vertical mixed layer diffusion coefficient ^ (Figure 2.1).    The 
current field oscillates in time with period  .   After the diffusion time K ≡ </^, a state 
of shear flow dispersion will be achieved (Taylor 1953; Taylor 1954), the lateral variance 
of the cloud in the flow direction will grow linearly with time, with a cycle-averaged 
(irreversible) dispersion coefficient  given by:        
 = aRa	z _

d
<∑ (2 − 1)8< < (2 − 1)< _ d
< + 18DgD                                         (2.1) 
(Holley et al. 1970; Fischer et al. 1979).  While prhaps not obvious, Equation 2.1 
demonstrates that the effect of unsteadiness on latera  shear flow dispersion is always to 
reduce the dispersion coefficient from the equivalent steady value (MK = aRaD<z), with 





Figure 2.1 Shear flow dispersions of particle lines in idealized steady (black particles) and 
oscillatory (gray particles) currents at t = 0, 0.25 , 1.25 , and 2.25 , where  = 18 hours.  
Upper panels (a − c) display shear flow dispersion with ^  = 0.0001 ;<=8D  and ∗  = 
0.028 (K  = 26 days), and low panels (d − f) display shear flow dispersion with ^  = 
0.0023 ;<=8D and ∗ = 0.63 (K = 1.13 days).  The maximum current is 0.2 ;=8D and 
depth is 15m.  Reflective boundary conditions are applied on upper and lower boundaries. 
 
Following Steinbuck et al. (2011), the solution (Equation 2.1) is best described in terms of 
the governing timescales and their ratios, with the timescales of advection ( = /), 








Ra .   
 
For quasi-steady flow, i.e. long wave periods relative o a fast diffusion time scale, ∗ ≫
1, a result similar to Taylor’s classic steady flow result is recovered, for which the lateral 
dispersion coefficient is inversely proportional to the diffusion coefficient, and equal to 
one half of the corresponding steady case: 
 = aRa<Cz 		(t > K).                                                                                                 (2.2) 
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In the opposite limit, when turbulent diffusion is slow relative to the wave period (∗ ≪
1), the cycle-averaged dispersion coefficient for times greater than the diffusion time is 
directly proportional to the turbulent diffusion coefficient:   
 = aa?Ra^				(t > K).                                                                                               (2.3) 
 
For fixed , , and , the dispersion coefficient will be maximized when the diffusive and 
wave time scales are comparable (∗ = 0.63) , and in this case the “optimal” lateral 
dispersion rate is  = a>< .		 Figure 2.1 illustrates some representative solutions showing 
the effect of the timescale ratios on the lateral dispersion rate. 
 
Thus, the effect of vertically-sheared, oscillating currents on lateral dispersion is highly 
dependent on the advection (), oscillation (), and vertical mixing timescales (K).  The 
advection and wave timescales associated with near-i rtial internal waves for the mixed 
layers of large temperate lakes and mid-latitude ocans do not vary widely ( ≡
R
~ D¡D¢u£¤ ~	10
<=		and ~ D~10C= , respectively).   However, in the mixed layer the 
vertical mixing timescale K can vary by many orders of magnitude with varying surface 
forcing, and hence the vertical mixing coefficient, and its temporal distribution, are 
particularly important components of the mixed layer dispersion problem.  In large lakes, 
mixed layer turbulence during the stratified period s driven primarily by the wind and 
velocity shear, and heavily modified by thermal stratification.  Measurements suggest that 
the typical values of vertical diffusivity in the mixed layer of large lakes are of order 




z 	~	10C 	− 10¥=, i.e. hours to months.  Moreover, the solution (Equation 2.1) may not 
ever be applicable when vertical diffusion is weak, s it is for times much greater than the 
diffusion time, when the dispersion has reached a quasi-steady state.   As such, it is difficult 
to generalize the effect of near-inertial internal w ves on mixed layer dispersion a priori, 
without an exact estimation of the various timescales involved in the problem, and direct 
calculations of shear flow dispersion. 
 
For the present problem of internal Poincaré wave-induced oscillatory currents, the 
vertically-sheared currents are additionally rotating anti-cycloncially, i.e. co-oscillating in 
both lateral directions.   In this case, provided that the oscillating flow does not vary 
laterally, dispersion becomes radially symmetric, with the radial dispersion coefficient 
given by Equation 2.1 for times greater than the diffusion times.  Note that while the rate 
of dispersion is the same between the 2-D and rotating shear cases, the rotating Poincaré 
case accomplishes more dilution because of the radially symmetric spread, i.e. the shear 
flow dispersion is not simply occurring along a single direction. 
 
2.3.2 Field measurements 
Measurements of full water column temperatures and current velocities were obtained at a 
mooring in 151m water depth near the center of Lake Michigan’s southern basin (Figure 
2.2), which is a location where internal Poincaré waves have maximum influence on 
surface and mixed layer currents (Choi et al. 2012; Ahmed et al., 2013).  We utilize a full 
year record of measurements, collected between DOY 127 on 2003 and DOY 127 on 2004 
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(DOY = day of year).  A pair of upward- and downward-looking acoustic Doppler current 
profilers (ADCP’s) provided hourly measurements in 4m bins between 6 and 40 m depth, 
and in 8m bins from 59 to 140 m depth.  Currents in the top 5 m  were extrapolated with a  
spline scheme A total of 11 temperature loggers attached to the mooring between 7m and 
147m measured water temperatures each hour.  Standard meteorological and water surface 
temperature data was obtained from a nearby NOAA NDBC buoy (45007).  Heat flux 
estimates were obtained from the National Centers for Environmental Prediction – North 
American Regional Reanalysis (NCEP – NARR) dataset provided by the 




Figure 2.2 Location of mid-lake mooring in southern Lake Michigan, with depth contours 





2.3.3 Particle tracking 
We employ numerical particle tracking in order to quantify the effect of ADCP-observed 
velocity shear on lateral dispersion, following work by Steinbuck et al. (2011).  For this 
technique, clouds of particles are tracked, with their motion given as a combination of 
advection (deterministic; specified by the ADCP fields) and turbulent diffusion (stochastic; 
parameterized with a turbulence model).  In the ensemble limit of many such particles, the 
statistics of the particle position distributions approach the analytical solutions to the 
advection-diffusion equation (Ross and Sharples 2004).  Following Visser (1997), particle 
advection and diffusion from the present location ¦  to the new location ¦{D  over a 
timestep §t is given by:  
¦{D = ¦ + U§t + ¨©¨ª §t + q«2T8D¬∗§t,                                                                       (2.4) 
where ¬ indicates the present diffusivity at ¦, and ¬∗ indicates the present diffusivity at 
position ¦ + 1/2 (­¬ ­¦)⁄ §t.  q is a uniformly distributed random number, and r = 1/3 
(Visser 1997).   
 
Equation 2.4 was employed in three dimensions to track clouds of surface-released 
particles released continuously throughout the measur ment period.  The particle tracking 
code was validated against known shear flow dispersion formulas (e.g. Equation 1.1 and 
other results from Fischer et al. (1979) and Smith (1982)).  Clouds of 4,000 particles were 
released every 6 hours throughout the measurement period at the water surface, and tracked 




Advection was specified according to the particle locations (depth and time) in the 
vertically- and temporally-interpolated ADCP velocity fields; diffusion was specified 
according to estimated diffusivities given by the K-profile parameterization turbulence 
model, which is described in the subsequent section.   We treated the ADCP-derived 
velocity fields used for advection as being horizontally-uniform over 7 days.  The average 
calculated cloud size (3̄, where ̄  is the standard deviation of the particles’ lateral 
positions) and average cloud displacement after 7 days were 11.9 °;  and 15.0 °; , 
respectively, i.e. much smaller than the basin size (~135km), which is the scale over which 
the induced internal Poincaré wave velocities vary; this suggests that the laterally-uniform 
current assumption was reasonable.  
 
To quantify the particle cloud size, the standard deviations	of the particle displacements in 
the East-West and North-South directions were calcul ted for each time step, and the 
eigenvalues and eigenvectors of these deviations were used to convert to standard 
deviations in the major (̄) and minor (̄±) axes, following Okubo (1971).  Both reversible 
and irreversible dispersion were tracked for the particle clouds, following Sundermeyer 








M  in Steinbuck et al. 2011), an integrated measure of dispersion over 
a fixed time t; and	 = D< ¨²³
a
¨M , an instantaneous rate of spreading, where ´̄
< is the radially 
symmetrical variance ́̄< = 2 ̄ ±̄ . To facilitate comparison with published mixed layer 
dye release experiments (Okubo 1971; Murthy 1976), we use the former definition in this 
paper (unless otherwise stated). 
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2.3.4 Vertical mixing parameterization 
To estimate turbulent diffusion coefficients within the surface mixed layer and thermocline, 
we employ the K-profile parameterization (KPP; Large et al. 1994, to which the reader is 
referred for full details), which has been used successfully in simulating turbulence in lake 
and oceanic mixed layers (e.g. Huang 2010, Zedler et al. 2002).  The KPP model consists 
of two schemes: a surface boundary layer scheme and an interior scheme.  The interior 
scheme calculates the interior vertical diffusivity µ , and the boundary layer scheme 
calculates the surface boundary layer diffusivity ¶· . 		A sample calculated turbulent 
diffusion profile from the ADCP and temperature data is presented in Figure 2.3. 
 
The maximum vertical diffusivity induced by interior shear mixing was set as µ = 3.1 ×
108@	;<=8D which is the maximum vertical diffusivity measured in the thermocline in 
Lake Erie in July (Bouffard et al. 2012).  We chose µ¹ = 108:;<=8D  as background 
vertical diffusivity, which is a typical value observ d in the lake hypolimnion (Wüest et al. 
2009).  µ is set to µ below the mixed layer depth , which is defined as the location of 





Figure 2.3 Observations  5 and calculated vertical diffusivity by KPP on DOY 234.: a) 
speed; b) temperature; c) < = (­U ­s)⁄ < +	(­O ­s⁄ )< ; d) º< = −»/¼	­¼ ­s⁄ ; e) 
gradient Richardson number; f) bulk Richardson number; g) ½¾ and µ calculated by KPP.  and ℎ indicate mixed layer and boundary layer depths, respectively. 
 
The enhanced vertical diffusivity associated  with surface waves was added following the 
approach of Huang and Qiao (2010) to the KPP-modeled vertical diffusivity, but this 
component was found to have a negligible effect on vertical mixing and lateral dispersion.  
This is not entirely unexpected as the stratified priod is the period of weakest winds for 
Lake Michigan, and Lake Michigan has a modest fetch relative to oceanic systems. 
 
2.4 Results 
2.4.1 Dominance of near-inertial Poincaré waves 
The basic measurements are presented in Figure 2.4, which shows the seasonal evolution 
of wind stress, net surface heat flux, water column temperatures, and currents.  As is typical 
for Lake Michigan, thermal stratification starts in May and develops through November 
with a steadily deepening mixed layer through the summer and fall.  We consider two time 
periods, an early stratified period (DOY 170 − 240) and a later stratified period (DOY 240 
− 310), separated by the time of maximum stratification, i.e. maximum Burger number 
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(DOY 240).  Wind is relatively weak in the early stratified period, while in the later 
stratified period stronger winds usually accompany negative surface heat flux and mixed 
layer deepening.  Generally speaking, during the early stratified period the surface layer 
can be characterized as having strong mixed layer shear and stratification, while during the 
later stratified period the surface layer can be characterized as having weak shear in the 
mixed layer with strong stratification and shear concentrated in the thermocline.   
 
As we have shown previously for other years (Choi et al. 2012 for 1998 − 1999), near-
inertial energy (here defined as energy extracted from the 10 to 25 hours band-pass filter) 
in the mixed layer is seen to regularly comprise more than 80% of the observed total kinetic 
energy in the surface mixed layer at this location (Figure 2.4-e).  Bursts of near-inertial 
energy occur following wind events, with decay scales of 7-10 days.  Clear near-inertial 
periodicity is seen in the raw ADCP data, with oppositely-directed velocities above and 
below the thermocline that are suggestive of vertical mode 1 structure (Figure 2.4-d).  The 
vertical structure in the velocities evolves seasonlly with the stratification, with the zero 





Figure 2.4 Raw measurements from Lake Michigan mid-lake mooring (2003): a) 
magnitude of wind stress; b) estimated net incoming heat flux; c) water temperature and 
the location of maximum º<  (white line); d) observed EW velocity and location f 
maximum < (white line), and e) absolute (dotted line) and relative (%, solid line) near-
inertial kinetic energies (NIKE) at 10m depth. 
 
Complex empirical orthogonal function (EOF) analysis performed on the observed currents 
shows that the dominant vertical structure of the currents closely matches the lowest 
baroclinic mode predicted by standard normal modes analysis (e.g. Kundu et al. 2012;  
Figure 2.5).  The dominant vertical EOF mode, which can be shown spectrally to be 
associated with the near-inertial internal Poincaré wave, rotates clockwise at near-inertial 
period as expected, and is regularly responsible for more than 80% of the observed energy 
in the vertical profiles.  This analysis suggests that, to a very good approximation, the flow 
at this location can be approximated as having vertical mode 1 structure - set by the thermal 
stratification via the usual normal modes formulation - that continuously rotates clockwise 





Figure 2.5 a) Measured temperature profile; b) normal ode solution (black line) and 1st 
EOF mode of EW velocity (gray line); c) vertical velocity profile of 1st EOF mode of EW 
velocity (0	;	 − 100 ; depth); d) projection of the velocity vectors. 
 
As is typically the case per the normal modes solution, he vertical mode 1 structure is seen 
to mirror the stratification; in the early stratified period, when stratification exists 
throughout the surface layer, mode 1 shows shear existing throughout the surface layer.  
Later, when the mixed layer is fully-developed and stratification exists only in the 
thermocline, mode 1 shear is also concentrated at the hermocline.  The complex EOF 
analysis also shows that when stratification exists in the near-surface layer, the dominant 
(mode 1) mode shows spiraling throughout the surface l yer where stratification exists; 





2.4.2 Vertical mixing 
Figure 2.6 shows the mixed layer vertical diffusivity distribution calculated by the KPP 
turbulence model.  The model calculates a depth averaged surface layer vertical diffusivity 
that grows over the stratified period from 108@	;<=8D  at the onset of stratification to 
108>;<=8D at the end of the stratified period when the fall overturn is nearly complete.  
These mixing rates are consistent with recent summerti e measurements in Lake Erie 
(Bouffard et al. 2012).  Corresponding vertical mixing timescales for the mixed layer range 
from order of 1 to 600 days.  Thus, the entire recod has the estimated vertical mixed layer 
mixing timescale greater than the inertial period (18 hrs), with ∗ =0.158 (0.051 and 0.247 
for early and later stratified periods).   
 
 
Figure 2.6 Vertical turbulent diffusivities as estimated by the modified KPP model: a) daily 
averaged vertical diffusivity distribution, shown every 10 days (solid lines) and mixed layer 
depth (dotted line). ^ profiles have been drawn here as log10-scale plotsassociated with 
their respective DOYs (indicated by numbers below each profile), and corresponding DOY 
in x-axis indicates 108:;<=8D with the DOY+10 indicating 108C;<=8D; b) log10-3 days-




The calculated seasonal variation in mixed layer mixing rates and timescales occurs in 
response to the wind stress and boundary layer depth increasing through this period (Figure 
2.7).  In the early stratified period, weak wind and the shallow boundary layer depth do not 
allow significant vertical mixing.  The daily-depth-averaged ^  for the mixed layer 
remains at order 108@	;<=8D	for U∗ℎ (ℎ = boundary layer depth) smaller than 0.01 ;<=8D, 
in which case the turbulence model predicts that the wind can not effectvely penetrate the 
surface stratification.  For U∗ℎ > 0.01	;<=8D,	the average mixed layer ^ roughly follows 
a (U∗ℎ)>/<  dependence with the estimated mixed layer diffusivity being reasonably 




Figure 2.7 Correlation between ^ and U∗ℎ obtained from particle tracking model.  Each 
parameter is daily averaged.  ^ is depth-averaged over the mixed layer.  The data points 
are colored by DOY.  The gray reference line indicates ^ = 1/15	(	U∗ℎ)>/<.   
 
Analysis of the various components in the turbulence model shows that in the early 
stratified period, the main forcing for the vertical mixing in the stratified surface layer is a 
shear-induced hydrodynamic instability related to the local gradient Richardson number 
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condition.  During this period, the water column stratification extends almost to the lake 
surface, which in turn creates substantial shear ove the near-surface layer per the normal 
modes solutions as described earlier.  In the laterstratified period, the main forcing for the 
vertical mixing in the surface layer is direct wind-induced turbulence related to the non-
local bulk Richardson number.  Also during this later period, shear is concentrated at the 
base of the mixed layer and serves to enhance turbulence there. 
 
2.4.3 Lateral dispersion rates 




M  (Okubo 1971) as calculated from the particle tracking. Median and mean (in 
parentheses) calculated dispersion coefficients are giv n in Table 2.1 in which D?À , 
>K ,and ¥K  are the dispersion coefficients measured at 18 hours, 3 days, and 7 days 
following release. The largest ¥K is about 40 ;<=8D observed between DOY 260 and 280 
when wind stress and near-inertial energy is high, and the lowest lateral dispersion rate is 
about 0.1 ;<=8D observed in the early stratified period when surface stratification is strong.  
These values are comparable to the few surface layer dispersion measurements performed 
in Great Lakes (Csanady 1963, 1964; Murthy 1976; Huang 1971), and we discuss this 
further later.  In all cases, the lateral dispersion rate is significantly larger than the vertical 
mixing rate, which is a consequence of the vertical shear driving the dispersion in the 






Table 2.1 Comparison of observations and calculations n early and later stratified periods 
 Early period (DOY 170~240) Late period (DOY 240~310) 
Surface stability* neutrally stable and stable frequently unstable 
Stratification  
weakly and strongly 
stratified surface layer 
well-mixed surface layer; 
stratification confined to 
thermocline 
Shear 
strong shear in the surface 
layer 
weak shear in the mixed layer 
and strong shear in the 
thermocline 
Average wind stress 
(ÁÂ) 0.039 0.057 
Average mixed layer 
depth Ã (Ä) 11.4 30.8 
Near-inertial  
Kinetic energy 
74 % (relative) 
2.6	× 10C	;<=8< (absolute) 
70 % (relative) 
3.4	× 10C	;<=8< (absolute) 
ÅÆÇ after 7 
days	(ÈÄ)  13.61 15.76 
Lateral dispersion 
coefficients 















over the mixed layer 
ÉÑ	(ÄÏÐ8Ê) ‡ 
8.72 × 108@  
(1.29 × 108C) 
2.90 × 108>  
(4.2 × 108>) 
 
  * Determined by Monin-Obukhov length scale  
  † Median and standard deviation (in parentheses). 




We obtain the highest lateral dispersion rates when vertical mixing is strongest.  This 
relationship is consistent with the analytical soluti n (Equation 2.3) for ∗ < 1, i.e. sub-
inertial currents dominating dispersion. The largest  found occured during DOY 260 – 
280, and in this time period, the elevated dispersion in the mixed layer was bolstered by 
strong shear and a strong vertical mixing coefficient (Figure 2.10-a), the latter of which 
was sustained by strong wind and negative surface heat flux (Figure 2.4-a,b).  The negative 
heat flux increases ^ because the turbulent velocity scale is associated with heat flux via 
Monin-Obukhov length scale.  Temporary formation of surface re-stratification, e.g. DOY 
280 − 285, results in temporal decreases in vertical diffusivity (Figure 2.6-b), followed by 
decrease in lateral dispersion coefficient. 
 
Different characteristics of lateral dispersion areobserved in early and later stratified 
periods (Figure 2.8; Table 2.1), which can be explained by the differing thermal and shear 
structure for those periods. Strong near-surface shear in the early stratified period does not 
effectively enhance lateral shear dispersion because near-surface stratification suppresses 
the wind- and shear-induced vertical mixing. Weak near-surface shear in later stratified 
period effectively enhances lateral shear dispersion because the mixed layer is vulnerable 
to stronger later-stratified wind that enhances vertical mixing.  Consequently, the later 
stratified period provides the most favorable environment for lateral shear dispersion once 




Figure 2.8 Results of data-driven particle tracking models (irreversible dispersion): a) 
variance of particle displacement; b) dispersion coefficient; c) mean location of particle 
cluster.  The black line in c) indicates Hilbert env lop of near-inertial filtered current, and 
dots in y-axis indicate zeros for each line. 
 
2.5 Discussion 
2.5.1 Dominant current driving dispersion 
In order to better understand the role of near-inertial shear on lateral dispersion, we 
additionally carried out numerical particle tracking calculations using band-passed ADCP 
data for three separate spectral bands: high frequency band (below 10 hours), near-inertial 
(NI) frequency band (10 to 25 hours), and low frequncy band (above 25 hours).   
 
The results of the particle tracking performed on the filtered currents demonstrate that near-
inertial shear dominates the calculated lateral dispersion up to times comparable to the 
inertial wave period, but sub-inertial shear dominates the lateral dispersion for longer time 





Figure 2.9 Diffusion diagrams based on particle tracking model: a) Variance ¯< versus 
time with grey reference lines indicating ¯<	~	tD, t<, and t>; b) dispersion coefficient  
vs.  size of plume Ó with grey reference line indicating 	~	ÓC/>. Dashed lines are 95% 
confidence intervals. 
 
The effect of near-inertial shear on dispersion is also seen to have an important role in 
setting the time behavior of the plume spreading, with different spreading rates before and 
after the inertial period (Figure 2.9).  The NI current-driven dispersion shows that  is 
proportional to ÓC/>  before  , then it follows Fickian behavior with the constant, but 
enhanced dispersion coefficient order of 1 ;<=8D.  The maximum  driven by LF current 
is order of 10 ;<=8D, and roughly follows ÓC/> (Figure 2.9-b).   
 
Thus, sub-inertial shear appears to dominate lateral dispersion except for times less than 
the inertial period, despite near-inertial shear thoroughly dominating the shear spectrum 
(Figure 2.10-a).  This effect of LF shear on lateral dispersion can be explained with some 
of the timescale arguments described previously.  For ∗ < 1, Equation 2.3 states that the 
lateral dispersion in an oscillatory current is enha ced as the timescale of the unsteadiness 
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increases, and thus it is expected that lower-frequency shear will be more effective at shear 
flow dispersion. 
 
Figure 2.10 a) Depth averaged shear  for filtered LF, NI, and HF currents and depth 
averaged ^ within mixed layer depth; b) dispersion coefficient measured at 7 day (¥K) 
for raw and filtered currents; c) dispersion coefficient measured at 18 hours (D?À) for raw 
and filtered currents. 
 
 
The high-frequency current was found to provide a negligible contribution to lateral 
dispersion.  The HF current-driven dispersion roughly follows Fickian behavior with 
dispersion coefficient order of 0.1 ;<=8D. 
 
2.5.2 Dispersion parameterizations 
Of much utility are simple parameterizations for the dispersion coefficient in terms of 
readily observed physical parameters, such as the wat r surface current L´, mixed layer 
depth, and/or wind stress. We attempted to develop em irical parameterizations linking the 
calculated seven day dispersion coefficient ¥K to the dimensional parameters U∗, L´, 
^ , and  . We found reasonably simple relationships between the non-dimensional 
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dispersion rate ¥K8̂D with the Peclet numbers L´8̂D, and U∗8̂D, with ¥K8̂D 
having approximately linear relationships with L´8̂D  and U∗8̂D  (Figure 2.11). 
The Peclet numbers generally increases with time over the stratified period, as wind stress, 
surface currents, and the mixed layer depth increase. From a simple regression, ¥K can be 
expressed as a simple dimensional formula (Equation 2.5) that allows for a straightforward 
estimate from measurements.  
¥K ≅ 	2.4	L´	 ≅ 	66	U∗                                                                                     (2.5) 
 
Figure 2.11 Correlations between ¥K8̂D  and L´8̂D(= ) , and ¥K8̂D  and U∗8̂D(= ∗) where L´ is extrapolated from ADCP measurements. Each parameter ¥K except is weekly averaged.    The reference lines ar  obtained by line-fitting to linear 
equation in log-log scales. Data points are colored by DOY.  
 
It is worth noting that we do not observe large variations in the 7-day dispersion coefficient 
(Figure 2.10), especially during the early stratified period, and thus the simplest possible 
parameterizations for the dispersion coefficients would be the seasonally-dependent mean 
values provided in Table 2.1. 
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2.5.3 Diffusion diagrams 
It is important to place the present results in the context of other published dispersion 
studies.  The spreading rates of substances in oceans and large lakes are often characterized 
with size-dependent dispersion coefficients and time-dependent variances, with empirical 
observations and models of the form: 
´̄< = Õt¡                                                                                                                  (2.6) 
 =  ´̄g,                                                                                                                   (2.7) 
where   = 2(; − 1);.		The classical Richardson’s dispersion (m = 3 and n = 4/3) 
describes the spread of substances by eddies in the i ertial subrange, in which case the 
dispersion coefficient is proportional to ÖD/>×C/> (Batchelor 1950), where Ö is dissipation 
rate of turbulent kinetic energy and × = 3 ´̄  is horizontal length scale of the spreading 
plume. The  = 4/3  power law can be also be derived analytically for the case of 
unbounded shear flow dispersion (Saffman 1962), i.e. th  early stages of shear flow 
dispersion for substances released from a boundary into a shear flow.    
 
Observations of lateral dispersion in mixed layers have generally yielded values of  ≈
4/3 or less, e.g. 1.15 (Okubo 1971) and 1.33 (Kullenberg 1972) in oceans, 1.35 in Lake 
Ontario (Murthy 1976), 0.75 in a mid-sized lake (~1km; Peeters et al. 1996), and 1.1 in a 
small lake of order of 100 m (Lawrence et al. 1995).   
 
The present results show size- and time-dependent dispersion coefficients that agree very 
well with the published data referenced above (Figure 2.12), especially for the first several 
days of the calculations.  This agreement demonstrate  that unsteady shear flow dispersion 
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is a plausible mechanism to explain observed dispersion ates in the mixed layers of oceans 
and large lakes, which is one of the key results of this paper.  It also shows that shear flow 
dispersion is another plausible explanation for observed n = 4/3 (Richardson) rates of 
dispersion, which can be explained by Saffman’s (1962) unbounded shear flow dispersion 
result as discussed earlier.  Conversely, however, our result does not prove that vertical 
shear flow dispersion is the mechanism responsible for the observed mixed layer dispersion 
rates, but it does show it to be a plausible explanatio . 
 
Figure 2.12 Diffusion diagrams obtained from particle tracking model using raw current 
(black dots) and dye experiments in oceans and large l ke (‘o’ and ’x’).   The dashed lines 
indicates 95% confidence intervals. 
 
The “size-dependent” dispersion coefficients found here are better thought of as time-
dependent dispersion coefficients, since the particle racking calculations do not consider 
any lateral variability in the current fields causing the dispersion, and the particle clouds 
do not experience different types of current fields (eddy sizes) as their size increases (this 
is a key ingredient in Richardson’s 4/3 power disper ion, for the turbulence driving the 
dispersion is stationary).  In the present case, the perceived dependence of the dispersion 
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coefficient on cloud size is instead the effect of the unsteadiness of the sub-inertial currents 
driving the dispersion and the generally large diffusion timescales for the mixed layer; 
because these timescales are large relative to the timescales of interest (hours, days), the 
clouds never have enough time to reach the quasi-steady state of shear flow dispersion, at 
which point the present analysis should show a constant (size-, time-independent) 
dispersion coefficient for the remainder of the cloud spreading.  Thus, our calculations 
show that because sub-inertial shear dominates dispersion in the mixed layer of Lake 
Michigan, clouds are generally still in the “early” stages of shear flow dispersion because 
of the large mixing times for the mixed layer.   
 
We see a great need for additional field data to validate dispersion models (both simple and 
complex).  Complex transport models are becoming increasingly applied to a variety of 
settings, to simulate biological and chemical transport (e.g. Wynne et al. 2011; Beletsky et 
al. 2007; North et al. 2008; Dietrich et al. 2012).  However, very little data exists to validate 
these modeling efforts, especially in the Laurentian Great Lakes, where complex ecological 
models are increasingly applied to inform management d cisions for the lakes.  To that end, 
several recent studies targeting coastal dispersion point to increased field efforts to aid in 
model validation (e.g. Wells 2011;Thupaki et al. 2013), and it is our hope that this trend 
will continue, additionally targeting offshore waters long ago examined by Murthy (1976) 
and Okubo (1971). 
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CHAPTER 3. DYE AND DRIFTER EXPERIMENTS IN POINCARÉ WAVE 
DOMINATED CURRENT 
3.1 Abstract 
The focus of this work is on the comparison of dye and surface drifter release experiments 
performed at center of stratified southern Lake Michigan with time scale of a day, and we 
also investigate the characteristics of drifter disper ion with time scale of 3 months. Near-
inertial internal Poincaré waves thoroughly dominate surface currents in Lake Michigan’s 
interior during the stratified period, and the strong vertical shear induced by internal 
Poincaré waves is shown to cause elevated lateral dispersion in the mixed layer through an 
unsteady shear flow dispersion mechanism. The comparison of drifter and dye release 
experiments demonstrates the important role of Poincaré wave-induced vertical shear on 
the dispersion in surface mixed layer. The 3-month bservation of surface drifters released 
at the center of stratified southern basin shows that e surface dispersion can be 
characterized by three time stages. In the first stage the dispersion rate may be associated 
with wind-induced turbulence interacting with near-inertial oscillation, and in the second 
stage the interaction between circulation and coastal je  may contribute to the observed 
dispersion. In the last stage once a cluster travels to make a loop in southern basin, the 
circulation pattern may explain the observed disperion. Although the dispersion rate of 
the dye patch is slightly lower than Richardson’s di persion, the dispersion rate of the 
cluster is comparable to Richardson’s dispersion when t e cluster reaches the nearshore.
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3.2 Introduction 
An estimated 4 million barrels of oil were released during the British Petroleum (BP) 
accident in the Gulf of Mexico in 2010. This oil spill – the largest in history - resulted in 
enormous damage to the ecosystem and the tourism industry, and efforts to obtain reliable, 
accurate forecasts of the contaminant pattern receiv d great attention from decision makers, 
the general public, and scientists (Olascoaga 2012). The development and refinement of 
prediction models of contaminant spreading is an important step, but the turbulent diffusion 
processes driving the spreading in large water bodies are very complex and still poorly 
understood. 
 
The study area is Lake Michigan, which plays an important role for transport, recreation, 
agriculture, and fisheries, but recently has been exposed to threats of contaminants, 
invasive species, and other materials that may result in poor water quality and degraded 
habitat. Efforts to predict the horizontal dispersion have not been made intensively in Lake 
Michigan, thus a comprehensive understanding of interaction between material transport 
and physical processes is needed to improve management strategies to deal with the 
dispersion of the substances. 
 
In large lakes, the scale of horizontal eddies is much larger than the vertical scale, and the 
tracking of dye have been widely used to investigate the dispersion in lateral direction. The 
lateral dispersion rate with time scale order of hours in Great Lakes have been measured 
as order of 0.1 ;</= (Csanady 1963; Huang 1971). A lateral dispersion rate with a time 
scale of 3 days that covers length scale of 100m-15km in Lake Ontario in the summer was 
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measured as 0.1-100 ;</= (Murthy 1976), and a similar result was found in ocean surface 
layer (Okubo 1971).   
 
The dispersion observed in offshore or nearshore may reflect the effect of localized 
physical process.  The most energetic physical process in offshore Lake Michigan is near-
inertial internal Poincaré waves, which have vertically-sheared structure rotating clockwise 
at a near-inertial period (Choi et al. 2013 and Chapter 1 of this dissertation; Antenucci and 
Imberger 2001). The internal Poincaré wave is considered as dominant dispersion 
mechanism within a day of contaminant release in offsh re surface mixed layer (discussed 
in Chapter 2), with other, sub-inertial flow features presumably important for timescales 
beyond a day. In contrast, the dispersion characteristics in nearshore areas are possibly 
related to nearshore processes such as upwelling, downwelling, coastal jet, and low-
frequency circulation patterns.  
 
The main research questions in this work are 1) what is the role of near-inertial internal 
Poincaré waves on lateral dispersion in the surface mix d layer and on the surface?; and 2) 
how is the surface dispersion in the nearshore diffrent from the surface dispersion in the 
offshore? Thus, the focus in this work is primarily on the lateral dispersion of mixed layer-
trapped substances over the time scale of a day and the lateral dispersion of surface-trapped 
substances over time scales as large as 3 months. Dye and drifter release experiments were 
conducted in tandem in order to exam the role of Poincaré wave-induced shear on the 
mixed layer-trapped dispersion, and the drifter experiment is used (alone) to characterize 
the surface-trapped dispersion associated with lateral flow structures. 
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3.3 Background 
In very large-scale oceanic and lake flows, there is much evidence that the effective 
dispersion coefficient is not a constant, but rather an increasing function of the tracer cloud 
size.  Taylor (1921) calculated the mean square position 〈Ú<(t)〉 of an ensemble of fluid 
particles (Equation 3.1) using the Lagrangian autocorrelation function q(=) of velocities 
at different times:  
〈Ú<(t)〉 = 2〈U<〉 Ü (t − =M )q(=)§=,	                                                                            (3.1) 
where = is a time lag and U is rms of velocity fluctuation. Using a Fickian analogy, Taylor 
obtained the dispersion coefficient , which is defined by a product of turbulent intensity 
and Lagrangian length scale ×:  
 = D< K
〈Ýa〉
KM = 〈U<〉 = «〈U<〉×,                                                                                   (3.2)                                         
where  is the Lagrangian time scale. Taylor’s approach was restricted to applying the 
similarity theory to derive the variance in the intermediate time stage because the variance 
is not strongly dependent on the small eddies due to the fixed frame of reference with 
respect to the fixed source. Batchelor (1950) developed the relative dispersion with respect 
to the centroid of particles released from point source. The variance is initially proportional 
to the second power of time when q is close to unity. In the intermediate stage when the 
cloud is smaller than the energy-containing eddies, the variance is proportional to the third 
power of time, which corresponds to  
 = ÖD/>×C/>                                                                                                        (3.3) 
(Batchelor 1950). In the later stage when q approaches to zero, the variance is linearly 
proportional to the diffusion time. The later stage is similar to the third stage in Garrett 
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(1983)’s model which states that when the area of tracer becomes bigger than the size of 
dominant eddy, the diffusive process prevails with elevated mixing coefficient in the order 
of 10@ greater than molecular diffusivity (Garret 1983).  
 
The celebrated 4/3 law was derived using the similarity theory (Batchelor, 1950), and this 
law is named Richardson’s 4/3 law because this relation was found empirically by 
Richardson (1926) in the context of atmospheric diffus on. The turbulent eddies observed 
in the intermediate stage belongs to the inertial subrange where the energy spectrum decays 
with the -5/3 power of wave number k, which is know as Kolmogorov’s 5/3 law expressed 
as 
Þ(°) = Ö</>°8@/>.                                                                                                (3.4)  
In observations, the stage beyond Richardson dispersion is not typically reached, so the 
intermediate stage is what has been observed in real oc ns (Okubo 1980). 
 
3.4 Methods 
The data and techniques involved in this chapter include: (1) Velocity and temperature data 
from a mooring in the center of Lake Michigan’s southern basin during 2013; (2) a dye 
release near this location, which lasted slightly more than 1 day, also during 2013 when 
the mooring was operating; (3) a drifter cluster release at this location, that occurred 
simultaneously with the dye release, and which was tracked for 3 months; (4) two other 
unrelated drifter releases which occurred closer to sh re during 2000 and 2011. The 
location for the 2013 experiments was deliberately chosen because of the dominance of 
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internal Poincaré waves at this location, in order to attempt to link the observed dispersion 
behavior with this flow feature. 
 
In 2013, temperature and current measurements were mad  at a mid-lake mooring. This 
mooring included two RDI Workhorse ADCP’s and numerous temperature loggers (7 RBR 
and 30 SBD-56), located at 42 42’ 30” N, 87 3’ 52” W near buoy 45007.  The mooring was 
deployed from 1 June 2013 to 13 September 2013. The 37 t mperature loggers was spanned 
40m-10m depth with 0.5~1m separation, and sampling rates for RBR and SBD-56 were 
15s and 20s. The upward-looking ADCP was located at 42 and 69m depths measuring 
current with 1m bin size and 20mins interval. Wind stress and surface temperature data 
was collected by nearby buoy 45007. 
 
Dye and drifter release experiments were performed near the mooring location during a 
UNOLS R/V Blue Heron cruise which took place from 14 July 2014 to 18 July 2014. Two 
dye release experiments were performed using a fluorescent Rhodamine WT, and 6 surface 
drifters were released together with a dye mixture in 1st dye release experiment.  
 
The 1st dye release was performed on 14 July 2013. A dye mixture, including 11kg 
Rhodamine WT from Keystone Aniline Corporation, ethanol, and in situ surface water, 
was pumped into the surface water for 8 minutes through hundreds of 2mm holes on a 
diffuser 30m distant from a ship, creating a 200m dye streak. The density of dye mixture 
was 0.9971
ß
e¡à, which was slightly lighter than the surface water d nsity, which had an 
   68 
 
estimated density of 0.9999
ß
e¡à. The 2
nd dye release was performed on 18 July 2013. A dye 
mixture, including 5kg Rhodamine WT from Cole-Parme, thanol, and in situ surface 
water, was dumped into the surface water. The density of dye mixture was 0.9971
ß
e¡à, and 
the surface water density was 0.9999
ß
e¡à. The ship was stationary until a dye patch was far 
apart from it.  
 
The concentration of dye was mapped by a WETstar fluo ometer on a towed Triaxus and 
Turner fluorometer in underway system. The ship’s towing speed during was about 7knots. 
The undulating Triaxus allowed WETstar fluorometer to measure the dye concentration in 
upper surface layer (2~15m), and the underway system allowed Turner fluorometer to 
measure the concentration at 2m depth. The WETstar and Turner fluorometers have the 
minimum detection levels of 0.05ppb and 0.01ppb, respectively, and the sampling rates of 
1/24s and 10s, respectively. The in situ measurements of fluid density were made by 
portable Mettler Toledo Densito 30PX, and more accurate density measurement of dye 
mixture were made by Mettler Toledo DE45 in the lab.         
 
Three clusters of surface drifters (clusters І, ІІ, and ІІІ) deployed at different times and 
locations are used for analysis.  The details of indiv dual cluster are shown in Table 3-1. 
The cluster І was released in the dye patch after 1 hours following the dye release. Because 
all drifters were spanned 1.5m~2m in depth (and horizontal direction, too), the drifter 
experiments would be relevant to the dispersion of low density substances trapped on the 
surface. The trajectories of drifters were tracked by GPS transmitters that conveyed the 
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information of location via satellite every 1 hour (cluster І) and 30 minutes (clusters ІІ and 
ІІІ). The data for cluster ІІІ was taken from the Episodic Events in Great Lakes Experiment 
(EEGLE).  
 
Table 3.1 Three drifter clusters 
 Cluster І Cluster ІІ Cluster ІІІ 
Initial # of drifters 6 8 4 
Initial size of cluster* 206m 232m 285m 
Release date (DOY) 14 July 2013 (DOY195) 25 Oct 2011 (DOY298) 9 April 2000 (DOY99) 





in center of southern basin 
42.7083  ̊, -87.0644  ̊
(~65km) 
Nearshore  
in mid-lake plateau 
43.2002  ̊,-86.5276  ̊
(~15km) 
Nearshore  
in southern basin 
42.2299 ̊,-86.6253  ̊
(~17km) 
 
* Initial size of cluster L is calculated by L=3¯, where ̄ < = ̄ ±̄ ( ̄ and ̄ ± are standard       
deviation in major and minor axes).  
 
3.5 Observations 
3.5.1 2013 Observations 
3.5.1.1 2013 Mid-lake Mooring Data 
The wind stress, east-west current, and thermal structure measured by the mooring and 
buoy 45007 during DOY 190-255 in 2013 are highlighted in Figure 3.1. Near-inertial 
current dominates the spectrum in the surface mixed layer (discussed in discussion section), 
which inevitably creates strong shear in the thermocline. Because the average wind stress 
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was 0.015Pa during the cruise period marked by gray dashed box in Figure 3.1, the effect 




Figure 3.1 Observations from the mid-lake mooring i 2013.  Shown are: (a) Wind stress 
at water surface nearby buoy 45007; (b) black signals i dicate ADCP East-West current 
(5m depth is equal to 1m/s current) and contour displays vertical temperature collected by 
temperature loggers and buoy 45007. The R/V Blue Heron cruise period, during which the 
dye and drifter releases was performed, is indicated by gray dashed box.  
 
3.5.1.2 2013 Mid-lake dye release observations 
The spreading dye patch was tracked for 1 day following release as shown in Figure 3.2-a 
at which three transects at 13.5, 17.6, and 23.9 hours are shown. The average wind stress 
during the dye survey was 0.013Pa toward the west-southward direction, and the mean 
location of drifters is slightly deviated toward the west as time evolves. After releasing the 
dye mixture into the surface layer through a diffuser, a 200m × 30m dye streak was initially 
created as shown in Figure 3.3. The 1-day observation of dye and drifters movements in 
Figure 3.2-a highlights the strong dye dispersion cmparing to the drifter dispersion. 
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The thermal structure and shear structure during the dye survey period is shown in Figure 
3.2-b,c. The 1st EOF mode during the dye survey can be described by strong spiraled shear 
rotating anti-cyclonic direction at near-inertial period, and this EOF mode possibly 
represents near-inertial internal Poincaré waves. Bcause the dye was found over 10m 
surface mixed layer within a day, the spiraled shear-induced by internal Poincaré waves 




Figure 3.2 a) The spreads of dye patch and drifter cluster at averaged times 13.5, 17.6, and 
23.9 hours following release. The contour shows depth-integrated concentration in 
°»/;<.The dots indicate averaged drifter locations, and the gray solid line displays the 
mean trajectory of drifters. The gray dashed lines indicate transects of Triaxus survey 
conducted at the same averaged times. The dye and drifters were released nearly the same 
time and location coordinated as (0, 0); b) vertical temperature from CTD at DOY 195; c) 
1st EOF mode (78% variance) for current during DOY 195. The projection is indicated at 
the bottom. 
 




Figure 3.3 Initial dye patch just released from the diffuser  
 
 
3.5.1.3 2013 Mid-lake drifter cluster observations 
The drifter data collected in 2013 is shown in Figure 3.4. In offshore region, the strong 
near-inertial motion is observed (Figure 3.4-b), while the drifters in nearshore region are 
observed to follow topographic contours with weak near-inertial motion (Figure 3.4-a). All 
drifters remained in southern basin for 45 days following release, then two drifters started 
to enter mid-lake plateau and landed near location A. Although the strong near-inertial 
oscillation is observed, the dispersion rate is very small when the drifters remain in offshore.    
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Figure 3.4 Drifter experiments performed in 2013: a) cluster І: 6 drifters released with dye 
on July 14 2013. Release location and buoy 45007 locati n are indicated by ‘×’ and ‘□’, 
respectively; b) near-inertial motion during early 15 days shown in cluster І. ‘×’ indicates 
release location. This area is imbedded in a) as blck rectangle.  
 
 
Figure 3.5 shows the details of the dispersion of cluster І. The analysis is made until the 
number of drifters is less than 3. When the cluster i  reached nearshore, the size of cluster 
L is about 10km (=3σ) with dispersion coefficient  as order of 1m</s. Once the cluster 
travels to make a loop in southern basin, L reached ~70km with  ~20m</s. At the end of 
the last stage in given data, L was 250km, and Y  (  in north-south direction) was 
400m</s which was 8 times larger than ª  ( in east-west direction). ª  tended to be 
constant (~50m</s) at the last stage. 
 
 




Figure 3.5 Drifter experiments performed in 2013 (cluster І): a) number of drifters left; b) 
east-west current velocities for all 6 drifters; c) north-south current velocities for all 6 
drifters; d) variance of drifter displacements ¯<; e) dispersion coefficients (= ¯< 4t⁄ ). x 
and y directions indicate east-west and north-south directions, respectively. 
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3.5.2 2000 and 2011 Drifter Releases 
Figure 3.6 tracks the drifters released in 2000 and 2011. An abrupt divergence in cluster 
size is observed in clusters ІІ and ІІІ when they pass nearby location B in Figure 3.4-a. 
Most drifters passing nearby location A land on thebeach, which is observed in both 
clusters І and ІІ. A convergence zone is found when cluster ІІІ passes along the shoreline 
near latitude 43.75̊, which may be related to eastward wind event observed at the same day. 
Although the dispersion characteristics may be localized by distance from shoreline or 





Figure 3.6 Drifter experiments performed in 2000 and 2011: a) cluster ІІ of 8 drifters 
released on 25 October 2011. This area is embedded in Figure 3.4-a by dashed gray 
rectangle; b) cluster ІІІ of 4 drifters released on 9 April 2000. This area is imbedded in 
Figure 3.4-a by solid gray rectangle. 
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3.6 Discussion 
3.6.1 Energetics of current 
Figure 3.7 highlights the relative influence of kinetic energy in the water column at 5 
spectral bands including high-frequency (period<15 hours, Figure 3.7-a), near-inertial 
(15<period<20 hours, Figure 3.7-b), sub-inertial (20<period<60 hours, Figure 3.7-c), near-
4days (60<period<150 hours, Figure 3.7-d), and low-frequency (period>150 hours, Figure 
3.7-e) bands. Approximately 80% of kinetic energy is observed in near-inertial band in 
upper mixed layer (Figure 3.7-b).  
 
Complex empirical orthogonal function (EOF) analysis performed on the observed currents, 
shows more than 80% of variance is frequently observed on the 1st EOF mode that rotates 
clockwise at near-inertial period (Figure 3.8). Both spectral and EOF analyses point to the 
dominance of near-inertial internal Poincaré waves in stratified water column. The 
stratification usually lasts until November, thus the observed drifter motions in offshore 
would be driven by near-inertial internal Poincaré waves. 
 




Figure 3.7 Relative influence of kinetic energy (in log10 scale) in filtered currents: a) high-
frequency current (period<15 hours), b) near-inertial current (15<period<20 hours), c) mid-
range current (20<period<60 hours), near-4days current (60<period<150 hours), and low-
frequency current (150 hours<period). 7days-window is used for spectral analysis. a-e sum 






Figure 3.8 Vertical velocity profile of 1st EOF mode (0		− 40 ; depth). The projections of 
the velocity vectors and % variances are indicated below the profiles. 10-days velocity data 
is used to calculate each EOF profile.  
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3.6.2 Dispersion stages shown in drifter cluster 
The behavior of cluster І shows three successive time stages according to the strength of 
instantaneous dispersion coefficient (= 0.5­¯</­t) : DOY 195 ~ 220, DOY 220 ~ 240, 
and DOY 240 ~ 280 (Figure 3.9), and those time stage may be associated with different 
physical processes. The high frequency fluctuations including near-inertial oscillation was 
removed from ̄ < by low-pass filter (period > 25 hours) because the surface dispersion 
driven by inertial oscillation is a reversible process for large scale surface mixing.  
 
At the first stage during DOY 195-220 the fluctuation of  is of order of 10 ;</= (Figure 
3.9-d; Table 3-2), and the surface drifters remain in the offshore showing strong near-
inertial motion (Figure 3.10). The wind-induced local turbulence interacting with near-
inertial oscillation, creating not closed oscillation, may explain the surface dispersion for 
this stage. Because the nature of gravest mode of Poincaré wave shows quasi-uniform 
horizontal current (Antennuci and Imberger 2001), the small dispersion would occur with 
minimizing horizontal shear-induced dispersion.  
 




Figure 3.9 Temporal change of instantaneous dispersion coefficient  = 0.5­¯</­t 
filtered by low pass filter (T > 25 hours): a) wind stress coming from north (gray) and east 
(black) measured at buoy 45007; b)  during DOY 195.5 ~ 280; c)  during DOY 195.5 
~ 243; d)  during DOY 195.5 ~ 220; e) imaginary string connecting 5 drifters at DOY 
215, 220, 222, 225, 227, 230, 233, and 240 from right to left; f) imaginary string connecting 
5 drifters at DOY 230, 234, 238, and 243 from bottom to top. The string locations are 
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At the second stage during DOY 220-240 the fluctuation of   is order of 100 ;</= 
(Figure 3.9-c; Table 3-2), the drifters remain in southern basin until some drifters escape 
to mid-lake plateau (Figure 3.10). The interaction of large-scale physical processes such as 
a circulation, vortex mode, upwelling, downwelling, coastal jet, and etc. may be associated 
with the behavior of  in this stage. The first peak in  is found near DOY 200 when the 
cluster reaches close to the shoreline at which the cluster starts being influenced by anti-
cyclonic circulation. The second peak in  is found around DOY 225 when strong 1.5 
day-duration southward wind develops strong upwind current as represented by deformed 
string A in Figure 3.9-e. The remaining peaks in  for this stage might be associated with 
1) the interaction of anti-cyclonic circulation and cyclonic coastal jet responding to the 
upwind current, 2) the strong shear caused by anti-cyclonic current as shown by string B 
in Figure 3.9-f, and 3) the stretch caused by some drifters heading to mid-lake plateau and 
reentering to center of southern basin as shown by string C in Figure 3.9-f.   
 
At the third stage during DOY 240-280 the fluctuation of  is on the order of 1000 ;</= 
(Figure 3.9-d; Table 3-2)), during which some drifters are observed in the mid-lake plateau 
(Figure 3.10). The gyres dominating circulation pattern would be important to determine 
the rate of dispersion in this stage. Both cyclonic (Beletsky 1999, 2008; Saylor 1980) and 
anti-cyclonic (Bai et al. 2013; Gottlieb 1989) gyres have been found in southern basin, 
while the dominant gyre in northern basin consistently shows cyclonic direction (Beletsky 
1999, 2008; Bai et al. 2013). The two big gyres in northern and southern basins are 
separated by a relatively shallow mid-lake plateau at which 2-3 small gyres sized ~35km 
are usually found. As a result, once some drifters are introduced into the mid-lake plateau, 
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the dispersion rate can fluctuate greatly due to the drifters involved with different gyres, 
and the fluctuation would be more increased once some drifter escape from a maze of gyres 
in mid-lake plateau into the northern basin.   
 
 
Figure 3.10 The trajectories of drifters at DOY 220, 40, and 280 
 
 
Table 3.2 The change of cluster size, dispersion coeffi ient, and instantaneous dispersion 
coefficient shown in 3 temporal stages DOY 195-220, 220-240, and 240-280.  
 1st stage 2nd stage 3rd stage 
Ó(= 3¯) [k;] ~1 
(0  ̶̶̶  15) 
~10 
(15  ̶̶̶  73) 
~100 
(73  ̶̶̶  340) 
(= ¯< 4t)	⁄ [;</=] ~1 (0  ̶̶̶  3) 
~10 
(3  ̶̶̶  40) 
~100 
(40  ̶̶̶  450) 
(= 1 2⁄ · ­¯< ­t)⁄  [;</=] ~10 (-15  ̶̶̶  30) 
~100 
(-200  ̶̶̶ 700) 
~1000 
(-2000  ̶̶̶  6000) 
  
a) b) c) 
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3.6.3 Effect of Poincaré wave-induced vertical shear: drifters vs. dye  
The strong dye dispersion comparing to the drifter dispersion is possibly caused by 
Poincaré wave-induced vertical shear by which the drifter dispersion cannot be driven. 
Because the near-inertial internal Poincaré waves (occupy ~80% of kinetic energy) prevail 
in the surface mixed layer, and the wind-induced mixing is small due to calm weather, the 
shear flow dispersion induced by internal Poincaré wave might be the major mechanism 
that makes the dye dispersion much stronger than the drifter dispersion.  
 
3.6.4 Diffusion diagrams: comparison between experiments  
The diffusion diagrams are shown in Figure 3.11, demonstrating that the results of 
numerous dye experiments (Murthy 1976; Okubo 1971) in oceans and Lake Ontario are 
consistent with our dye experiment within 1-day time scale. The variance of drifter 
displacements ̄< is empirically correlated with time (Figure 3.11-a), nd the dispersion 
coefficient  is correlated with the size of dye patch Ó (=3̄ ) as given by 
~Óg,                                                                                                                     (3.5)                                                                                                 
where  is determined empirically.  
 
The exponent  in Figure 3.11-b for dye dispersion is slightly less than 4/3. The deviation 
occurs possibly because the similarity theory that reproduces Richardson’s dispersion 
(Batchelor 1950) may be applied to local spectral regions that have the different rates of 
dissipation, and the local regions is separated by transition zones where intense influx of 
external energy is applied (Okubo and Ozmidov 1970).  
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The exponent  for cluster І remaining in offshore is lower than 4/3, while the for cluster 
І remaining in nearshore is comparable to 4/3 (Figure 3.11-b). The small  in offshore 
might be caused by a strong near-inertial waves that reduces eddy-driven dispersion by 
creating quasi-uniform rotating current. The  comparable to 4/3 in nearshore might be 
associated with the inertial-subrange eddies created by nearshore processes or lateral shear 
created by anti-cyclonic circulation.  
 
All clusters roughly follow 4/3 law, but the law does not hold in early time. The clusters І 
takes ~25 days before 4/3 law is valid. Although the clusters ІІ and ІІІ are initially located 
in nearshore, and they are observed to spend 1 day and 10 days, respectively, before 4/3 
law can be applied. For clusters ІІ, the 4/3 law is not valid in later time because some 
drifters were stagnated for a while nearby location A i  Figure 3.4.    
 
 
Figure 3.11 Diffusion diagrams a) variance ¯< versus time; b) dispersion coefficient  =
¯< 4t⁄  versus size of drifter cluster (or dye patch), Ó = 3¯; c) mean location of cluster І 
corresponding to DOY in colorbar. ¯< in a) and b) are filtered by low-pass filter (T > 65
hours). Gray lines indicate Richardson’s dispersion. Light blue and red dashed lines 
represent the dispersions of clusters ІІ and ІІІ, respectively.    
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3.6.5 Shear-driven and eddy-driven dispersions  
The 4/3 law can be obtained from both eddy-driven and shear-driven dispersions. Poje et 
al. (2014) shows that the surface drifter dispersion follows 4/3 law in a region of Gulf of 
Mexico where submesoscale eddies are dominant (Richardson’s dispersion or eddy-driven 
dispersion). Saffman (1962) shows that the shear dispersion follows 4/3 law in an 
unbounded steady sheared current, and the 4/3 law is also found in oscillatory current 
before the time reaches the oscillation period (discus ed in chapter 2).   
 
The exponent n for cluster І after it reaches to nearshore is comparable to 4/3, thus the 
observed drifter dispersion in the nearshore region ca  be explained by shear-driven or 
eddy-driven dispersion. The eddy-driven dispersion may be involved with a mass influx 
across isobaths as identified in string A in Figure 3.9-e, and the shear-driven dispersion is 
demonstrated by string B in Figure 3.9-f. The 4/3 law is also found in a nearshore region 
by other clusters, but the physical processes that explains the 4/3 law is not clear for the 
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3.7 Conclusions 
The dye and drifter release experiments offer particular insight into the dispersion 
characteristics in surface mixed layer, nearshore su face, and offshore surface in stratified 
Lake Michigan.  
 
The internal Poincaré waves are important physical processes on the lateral dispersion in 
the surface mixed layer as demonstrated by the comparison between drifter and dye release 
experiments. The dispersion rate of dye patch is nearly 10 times higher than the dispersion 
rate of drifter cluster during the dye survey, and the only difference between dye and drifter 
dispersions is the effect of internal Poincaré wave-induced vertical shear on the dye 
dispersion.  
 
The surface dispersions in offshore and nearshore regions are obviously different. The 
exponent n roughly follows n=0.9 in offshore and n=4/3 in nearshore, and the difference 
can be caused by different physical processes dominating in different locations. In offshore 
the internal Poincaré waves are dominant, driving the surface dispersion in a form of near-
inertial oscillation without creating horizontal shear, which results in very weak surface 
dispersion. The drifter dispersion shown in cluster І in the offshore region does not follow 
4/3 law, thus it may be weakly involved with eddy-driven or shear-driven dispersion. In 
nearshore the interaction between low-frequency gyres and nearshore processes can create 
both eddy motions and lateral shear that may result in strong surface dispersion comparable 
to Richardson’s dispersion.
   86 
 
CHAPTER 4. QUANTIFICATION OF VERTICAL MIXING IN POINCARÉ WAVE-
DOMINATED CURRENT IN SOUTHERN LAKE MICHIGAN 
 
4.1 Abstract 
The quantification of vertical turbulent mixing is an important step in estimating the 
transport of mass, heat, and biota in oceans and lakes. Our focus here is to quantify vertical 
mixing in the internal Poincaré wave-dominated surface layer (40m depth) in the center of 
southern Lake Michigan. The dissipation rate of turbulence kinetic energy Ö is indirectly 
estimated through Batchelor spectral fitting using temperature microstructure data obtained 
from a R/V Blue Heron cruise that occurred during July 14−17 2003. Based on the 
calculated Ö, the mixing efficiency Γ and vertical eddy diffusivity ^ are parameterized in 
terms of turbulent dimensionless parameters. The estimated Ö is ranged as order of 1089 − 
108:	;</=>, and the Ö within 3m depth is approximately reproduced by the law-of-the-
wall scaling. The ^ is parameterized as order of 108? −108@	;</=>. The strong shear 
and undulation are observed at near-inertial spectral band, thus ongoing works seeks to 
investigate the relationship between vertical mixing event and near-inertial internal 
Poincaré wave-induced vertical shear.
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4.2 Introduction 
The small-scale vertical mixing determines the exchange rates of oxygen, nutrient, and 
biota between upper and lower layers, and its linkages to ecological issues in oceans and 
lakes have been studied in the context of phytoplankton photosynthesis (MacIntyre 1993), 
biomass supply to mussel beds (Boegman et al. 2008), and phytoplankton layer formation 
(Steinbuck et al. 2010). The measurement of turbulence quantities is a starting point to 
understand physical-biological interactions in the vertical direction.  
 
Near-inertial internal Poincaré waves, with clockwise-rotating velocities at the near-inertial 
period (~18 hours), dominate the kinetic energy spectrum in offshore stratified Lake 
Michigan (Choi et al. 2012).  In large lakes and oceans, internal Poincaré (and regular 
oceanic low-mode near-inertial) wave-induced shear is considered as a potential important 
physical process that drives shear instability (Bouffard et al. 2012; Choi et al. 2012; 
MacKinnon and Gregg 2005). The vertical shear induce  by basin-scale internal Poincaré 
waves or small-scale internal waves may trigger turbulence when shear is strong compared 
to stratification, and the relative influence of shear and stratification is usually identified 
by gradient Richardson number (qr = º</<), where º	(= ã− ßSä	
KS
K^ ) is Brunt-Vaisala 
frequency and (= ã_¨L¨^d
< + _¨V¨^d
<
) is mean shear.  When qr is less than ¼, the shear may 
result in internal wave breaking through Kelvin-Helmholtz instability (Troy and Koseff 
2005).  
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The main goal of this chapter is to describe the results of a field campaign to quantify 
vertical mixing in Lake Michigan’s surface mixed layer during summer 2013.  This 
campaign included continuous velocity and temperature measurements from a mid-lake 
mooring, and an intensive 5-day sampling period, during which regular microstructure 
profiling was carried out.  This chapter includes a description of the observational 
techniques, including the procedure of Batchelor spectral fitting, used to quantify the 
dissipation rate of turbulence kinetic energy Ö  and vertical eddy diffusivity ^  in the 
surface mixed layer based on the temperature microstructure data collected in R/V Blue 
Heron cruise in southern Lake Michigan. The ultimate goal of this research left for future 
work is to investigate the linkage between near-inetial Poincaré waves and vertical mixing. 
 
4.3 Background 
4.3.1 Kolmogorov hypothesis in scalar field 
Kolmogorov (1941) proposed the local isotropy and similarity in small scale turbulent 
velocity field when q  is sufficiently high, and Corrsin (1951) and Obukhoff (1949) 
applied Kolmorogov’s hypothesis for the small scales in the scalar field of a turbulent flow.  
The small scale motion is chaotic because the strain rate increases losing directional bias 
as the length scale decreases, thus a sufficiently small scale motion scaled by high q is 
statistically isotropic (local isotropy hypothesis). When q is sufficiently high, the small 
scale motion in inertial subrange universally depends on Ö, and the small scale motion in 
dissipation range universally depends on Ö  and µ  (similarity hypothesis). The typical 
velocity spectrum is shown in Figure 4.1-a. The length scale in the transition region 
between the inertial subrange and the dissipation subrage can be identified as Kolmogorov 
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microscale å = (µ>/Ö)D/C, where µ is kinematic viscosity. Corrsin (1951) and Obukhoff 
(1949) found that the cascade in temperature spectrum is similar to that in velocity 
spectrum. The inertial subrange shown in temperature (æ) spectrum depends on both Ö and 
ç, where the dissipation rate of temperature variance ç is given by  
ç = 6¬ Ü æ(°)§° ,                                                                                                (4.1) 
where ¬ (= 1.4 × 108¥;</=) is molecular thermal diffusivity, and ° is the wavenumber. 
The dissipation subrange in temperature spectrum depends on Ö , ç , µ , and ¬ . The 
temperature spectrum æ(°) also shows -5/3 decay in inertial subrange as the velocity 
spectrum does:  
æ(°) = èçÖ8D/>°8@/> ,                                                                                             (4.2) 
where è is constant. 
 
4.3.2 Batchelor spectrum 
The Batchelor spectrum (Batchelor 1959) we use for calculating Ö on this chapter is an 
extended temperature spectrum toward high wavenumber observed when T (=	µ/¬) is 
larger than unity. The smallest length scale in Batchelor spectrum is defined as Batchelor 
microscale å½ = (µ¬</Ö)D/C (Batchelor 1959), thus the ratio between å and å½ can be 
expressed by 
å/å½ = TD/<.                                                                                                    (4.3) 
When T ≅ 1, the length scale of temperature fluctuations is comparable to that of velocity 
fluctuations (Figure 4.1-a). When T ≫ 1, the temperature fluctuations can be observed at 
scales smaller than å (Figure 4.1-b). When T ≪ 1, the smallest temperature fluctuations 
occurs at scales larger than å (Figure 4.1-c) (Tennekes and Lumley 1972). For the case 
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T ≫ 1, the extended region of temperature spectrum consists of two subranges: viscous-
convective subrange and viscous-diffusive subrange (Tennekes and Lumley 1972). The 
temperature spectrum in viscous-convective subrange has the universal form of  
æ(°) = éç(µ/Ö)D/<°8D,                                                                                              (4.4) 
where é is constant. The 3-dimensional temperature spectrum Θë°ìíî near °½ (=1/å½) that 
covers high wavenumber roll off can be expressed by   
Θë°ìíî = éç(µ/Ö)D/<°ìí8D8e(ïìí/ïð)a,                                                                         (4.5) 
and the 1-dimensional temperature gradient spectrum ½(°)  describing the same 





√< − õ÷(õ)}                                                                           (4.6) 
(Gibson and Schwarz 1963), where the nondimensional wavenumber õ is (2ø)D/<°°½8D, 
÷(õ)  is D√< Ü 8ª
a/<§¦ù , and ø  is 3.4. The error function ÷(õ)  is approximately 
formulated by  
÷(õ) ≌ D√< 8ù
a/<[Dt + <t< + >t> + CtC + @t@],                                                  (4.7) 
where D = 0.319381530 , < = −0.356563782 , > = 1.781477937 , C =
−1.821255978 , @ = 1.330274429 , and t = (1 + 0.2316419õ)8D  (Luketina and 












Figure 4.1 Theoretical turbulent spectra of momentum and scalar fields.  Shown graphs are 
a) Velocity spectrum, b) Temperature spectrum in liquids with large T , and c) 
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4.3.3 Turbulent length scales and dimensionless parameters 
Turbulence in stratified natural waters is often observed to be a patch with a finite length 
scale, and the existence and characterizations of the turbulent patch can be elucidated by 
three characteristic length scales: Kolmogorov å, overturn × (=Óe), and Ozmidov Óþ (=
(Ö º>⁄ )D <⁄ ) length scales. The × indicates the largest overturn that can be obtained from 
the relation 
Ö = U>/×                                                                                                              (4.11) 
(Taylor 1935), where U is rms velocity fluctuation. Given that the turbulent buoyancy flux 
can exists when å < × < Óþ, the turbulent eddies whose size is comparable or larger than 
Óþ is suppressed by stratification, and the turbulent eddies whose size is comparable or 
smaller than 7å is suppressed by viscosity (Ivey and Imberger 1991).  
 
Using Equation 4.11, the turbulent Froude number T (Equation 4.12) and turbulent 
Reynolds number q (Equation 4.13) can be associated with the three length scales (å, 
× , and Óþ ), and those dimensionless parameters are considered to be sufficient to 
characterize the turbulence (Ivey and Imberger 1991). 
T = L` = _ `àad
D/> = _¾ d
</>	                                                                             (4.12) 
q = LV = _

à d
D >⁄ = _ d
C/>
 .                                                                             (4.13) 
The lab experiments (Stillinger et al. 1993; Itsweire et al. 1986; Rohr et al. 1988) have 
shown that buoyancy suppresses turbulence when  T	~	1, and viscosity suppressed when 
q	~	15. A turbulence intensity parameter ÷ is given by 
÷ = `a = _ `àad
D/> = _¾ d
</>
                                                                                (4.14) 
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(Imberger and Boashash 1986), and the stratification and viscosity are found to suppress 
the turbulent motion when ÷  is ~3.9 (Ivey and Imberger 1991). T  and q  can be 
related as Equation 4.15 by introducing ÷. 
÷ = TqD <⁄                                                                                                      (4.15) 
T, q, and ÷ play a crucial role in the parameterization of ^, which will be discussed 
later. 
 
4.3.4 Parameterization of vertical eddy diffusivity 
The vertical eddy diffusivity ^ is originated from the relationship between averagd scalar 
flux and mean gradient of scalar in vertical direction as given by  
	
¼′ = −^ ¨S¨^					                                                                                                 (4.16) 
(Osborn 1980), where 	
 and ¼′ are velocity and density fluctuations in vertical direction. 
The direct measurement of ^  in Equation 4.16 is troublesome because the direct 
measurement of buoyancy flux  (= −» ¼⁄ 	
¼′) is troublesome. For this reason, the 
parameterizations of ^ and  are usually performed by introducing the flux Richardson 
number q (Osborn 1980) given by  
q = ¹¹{.                                                                                                                (4.17) 
Using q and a simplified TKE equation for steady homogeneous flow (; =  + Ö, where 
; is shear production), ^ in Equation 4.16 ends up as 
^ = ¹`a = Γ `a                                                                                                    (4.18) 
(Osborn 1980), where the mixing efficiency Γ is defined as Γ =  Ö⁄ = q (1 − q)⁄ . 
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4.3.5 Parameterizations of mixing efficiency 
Four parameterizations of q , associated with T , q , and ÷ , are attempted in this 
chapter. Ivey and Imberger (1991) separated three q r gimes according to T, and Ivey 
et al. (1998) extended it to five q regimes in T-q space by introducing ÷. Shih et al. 
(2005) defined three q  regimes separated by ÷ , and Bouffard and Boegmann (2013) 
extended it to four q regimes by adding buoyancy-controlled regime. Hereafter, the four 
parameterization methods (Table 1) introduced in Ivey and Imberger (1991), Ivey et al. 
(1998), Shih et al. (2005), and Bouffard and Boegmann (2013) are referred to as I91, I98, 
S05, and B13, respectively.  These parameterizations are later applied to the measured 
dissipation values obtained during the field observations now described. 
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Table 4.1 Parameterizations of flux Richardson number q 
Ivey and Imberger 
1991(I91) 
Ivey et al. 1998 (I98) 
Shih et al. 2005 
(S05) 
Bouffard and Boegmann 
2013 (B13) 
· T > 1.2 
q = 11 + 3T< 
· T < 1.2 
q = 
Õ + T + T< 
Õ = 0.49 + 1.44 
 = −0.25 − 2.4 
 = 0.25õ − 0.49õ< − 2.4õ + 1.44 
õ = 3.9  1q
D <⁄
 
· T < 0.63 
q = 0 
 
· T > 1 & 15 < q < 75 
q = q − 1560
1
1 + 2.5T< 
· T > 1 & 75 < q 
q = 11 + 2.5T< 
· T < 1 & 15 < q < 75 
& ÷ > 15 
q = 0.0047(q − 15) 
÷ − √15
«q − √15 
· T < 1 & 75 < q & ÷ > 15 
q = 0.28 ÷ − √15«q − √15 
· 15 < q or ÷ < 15 
q = 0 
· ÷ > 100 
q = ÷
8D <⁄
1 2⁄ + ÷8D <⁄  
· 7 < ÷ < 100 
q = 0.17 
· ÷ < 7 
q = 0 
· ÷ > 100 
q = ÷
8D <⁄
1 2⁄ + ÷8D <⁄  
· 8.5 < ÷ < 100 
q = 0.17 
· 1.7 < ÷ < 8.5 
q = ÷
D <⁄
16.26 + ÷D <⁄  
· ÷ < 1.7 
q = 0 
 
4.3.6 SCAMP measurements 
In oceans and lakes, the measurements of turbulent kinetic energy dissipation in the water 
column have been carried out with shear and temperatur  probes based on Taylor’s frozen 
turbulence hypothesis. In this work dissipation is calculated by using temperature probe 
installed in a Self-Contained Autonomous Microstructure Profiler (SCAMP), 
manufactured by Precision Measurement engineering (PME), that resolves temperature 
fluctuations with length scales of ~1mm. It contains sensors that measure temperature, 
conductivity, pressure, fluorescence and photosynthetic active radiation (PAR) as it freely 
falls from the surface at speed of ~0.1m/s, and the temperature is sampled at 100Hz by two 
FP07 thermistors. The SCAMP have been widely used in oceans and lakes for estimating 
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ϵ through Batchelor spectral fittings (Luketina and Imberger 2000; Pernica et al. 2014; 
Ruddick et al. 2000; Steinbuck et al. 2009). By using SCAMP-based ϵ, the 
parameterizations of ^ is performed. 
 
4.3.7 Batchelor spectral fitting 
The Ö is calculated by finding a Batchelor spectrum ½ (Equation 4.6) that best-fitted the 
observed temperature gradient spectrum ¹, which is so-called Batchelor spectral fitting. 
The Batchelor spectrum (Equation 4.6) contains two unknown parameters: ç and °½. The 
°½  is a unique fitting parameter since ç is constrained by Equation 4.1. The Batchelor 
spectral fitting based on the maximum likelihood estimation introduced by Ruddick et al. 
(2000) is used to find °½, and once the °½ is found, Ö is calculated by  
Ö = °½Cµ¬<.                                                                                                      (4.19) 
 
4.3.7.1 Temperature gradient spectrum 
The observed temperature gradient spectrum ¹ usually consists of finestructure, internal 
waves, noise, turbulence in inertial convective turbulence, and turbulence affected by 
viscosity and diffusivity (Luketina and Imberger 2000). Figure 4.2 shows a temperature 
gradient spectrum of a single cast that clearly show  three regimes: regime A possibly 
contaminated by finestructure or internal wave, regim  B considered as a major portion for 
spectral fitting, and regime C representing a noise floor. The upper and lower dashed lines 
indicate theoretical ½ and noise model spectrum, respectively. Because T in fresh water 
is ~7, the smallest length scale of temperature fluctuation is about 1/3 of å, thus ¹ is 
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supposed to have a Batchelor portion of spectrum in high wavenumber range at which both 
viscosity and diffusivity are important.  
 
The two cut-off wavenumbers (°L and °¾) are used to designate the upper and lower limits 
of ¹, and the portion between the waves numbers is used for Batchelor spectral fitting. 
The lower wavenumber limit °¾ is usually defined as the transition wavenumber °∗, given 
by °∗ = é∗T8D/<°½ , where é∗ = 0.04 (Dillon and Cardwell 1980), between inertial 
convective subrange and viscous convective subrange, however the °∗  often fails to 
designate a proper lower wavenumber limit because of finestructure contamination. Instead, 
in this work the lowest wavenumber among the intersection points between ¹ and ½ is 
defined as the lower wavenumber limit °¾. The upper wavenumber limit °L is defined as 
the wavenumber at which at which noise model spectrum and ¹ intersect (Steinbuck et 
al. 2009), and if no intersection point is found, the most resolved wavenumber is used for 
°L. Once the portion for spectral fitting is determined, the ç is defined as  
ç = 6¬ Ü ½(°)§°ï + 6¬ Ü [(°) − g(°)]§° +ïxï 6¬ Ü ½(°)§°

ïc .                (4.20) 
(Steinbuck et al. 2009), where g(°) is noise model spectrum. 
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Figure 4.2 A sample temperature gradient spectrum (black line) measured during R/V  Blue 
Heron cruise. Upper and lower dashed line indicate theoretical Batchelor spectrum and 
noise model spectrum, respectively.  
 
4.3.7.2 Noise spectrum 
Noise can be generated by sensor or circuit (Luketina and Imberger 2000), and the accurate 
modeling of noise spectrum directly affects the calculations of ç and °L that are crucial for 
Batchelor spectral fitting. PME originally provided a code for modeling the electronic noise 
spectrum, and using the code the basic shape of noise spectrum can be determined by two 
parameters, noise parameter () and noise floor (). It is best to create a noise spectrum 
model for an individual instrument, which can be accurately done by collecting SCAMP 
data in a large barrel of just well-stirred water without evaporation and associated cooling 
(Dr. Ruddick, personal communication). 
 
The noise spectrum for individual cast is modeled through Gaussian distribution curve 
fitting because it is more simple and intuitive to find a well-fitted model spectrum than the 
A B C 
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existing PME code. The power spectral densities of temperature gradient for all segments 
in each cast are plotted together, then the line whre the number of data points from 
minimum level reaches 30% of the total number of data points within the wavenumber bin 
is chosen to fit with Gaussian curve between 80 – 450 cpm wavenumber range (Figure 4.3). 
The 30% level is similar to the level estimated by averaging quiescent segments.  
 
 
Figure 4.3 Gray lines indicate the locations of 90, 7 , 50, 30, and 10% of total number of 
data from lowest level at each wavenumber bin. All segments in a single cast is used for 
the noise model spectrum for individual cast. Black line indicates Gaussian curve fit to 30% 
line between 80 – 450 cpm. 
 
4.3.7.3 Rejection criteria 
The determination of goodness of Batchelor spectral fi ting is automated by three rejection 
criteria: signal-to-noise ratio (SNR), maximum likehood ratio (MLR), and mean absolute 
deviation (MAD). The SNR is defined as the ratio of the integrated observed spectrum to 
the model noise spectrum, and a segment is rejected wh n SNR is less than 1.3. The MLR 
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is the ratio of maximum likelihoods between Batchelor fit and power law fit, and a segment 
is rejected when MLR is less than 2. The MAD is defin d as 
¬ = Dg∑ ¤ð − 
¤
ð 
ïxïï ,                                                                              (4.21) 
and a segment is rejected when MAD is larger than 2(2/§)D/<, where § (=2) is the degree 
of freedom of the observed spectrum. Table 4.2 tabulates the percentages of survived data 
after applying the rejection criteria. 
 
Table 4.2 The percentage of data left after applying rejection criteria 
 
 
   
 
4.4 Observations 
4.4.1 Mooring measurements during SCAMP period 
The wind stress, east-west current, and thermal structure measured by mooring and buoy 
45007 during DOY 190-255 in 2013 are highlighted in F gure 4.4. Near-inertial current 
dominates the spectrum in the surface mixed layer (Figures 3.7 and 3.8), which inevitably 
creates strong shear in the thermocline. The average wind stress of 0.015Pa during the 
cruise period marked by gray dashed box in Figure 4.4. 
 
Channel 0 1 
SNR 99% 99% 
MAD 71% 96% 
MLR 83% 72% 
Total data left 56% 69% 




Figure 4.4 Observations from the mid-lake mooring i 2013.  Shown are: (a) Wind stress 
at water surface nearby buoy 45007; (b) black signals i dicate ADCP East-West current 
(5m depth is equal to 1m/s current) and contour displays vertical temperature collected by 
temperature loggers and buoy 45007. The R/V Blue Heron cruise period, during which the 
dye and drifter releases occurred, is indicated by gra dashed box.  
 
The mooring measurements of velocity and temperature are shown in Figure 4.5 at which 
the SCAMP measurements are imbedded in gray boxes. The complex Empirical 
Orthogonal Function (EOF) for each inertial period (Figure 4.5-a) highlights the temporal 
development of shear structure. A sharp double shear is observed on DOY 195 and 196, 
but it gradually develops to a monatomic increasing velocity profile. The Ri (Figure 4.5-g) 
suggests that the dominance of stratification is often observed in upper layer during the 












Figure 4.5 a) 1st modes Empirical Orthogonal Function (EOF) of vertical velocity at DOY 
195.5, 196.25, 197, 197.75, and 198.5. Inertial period is used for each EOF. The variance 
of the 1st modes are 83, 88, 90.3, 91.9, and 92.3%; b) East-West current (m/s), c) North-
South current (m/s); d) temperature (°é ); e) logDº< ; f) logD < ; g) logD qr/0.25 . 
SCAMP periods are indicated by gray rectangles. 
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4.4.2 SCAMP measurements 
In the center of southern Lake Michigan where the depth is 152m, total 178 casts were 
performed in the upper ~45m of water column during 14 – 17 July 2013 during R/V Blue 
Heron cruise. The weather was calm (̅gK = 0.0153Õ), and the average temperatures 
at surface and 30m depth were about 20 ̊C and 6 ̊C, respectively, during the SCAMP period. 
A segment for spectral analysis is chosen to have 300 points, which result in approximately 
30cm of segment sizes. The 10cm segment window sliding downward with 10cm interval 
is used to calculate the power spectral density of the temperature gradient with 50% 
overlapping and Hanning window. The total number of segments for each cast is about 450. 
 
The SCAMP measurements of temperature, temperature gradient, N<, and centered length 
scale L  are shown in Figure 4.6. The temperature gradient (§ §s⁄ )<  can be used for 
calculating the dissipation rate of temperature variance χ (=2¬(§ §s⁄ )<) that indicates 
the rate of decrease of thermal variance caused by molecular diffusion, thus strong 
(§ §s⁄ )< is possibly associated with the occurrence of turbulent patch. The location of 
strong (§ §s⁄ )<  is observed to occur nearly the same location of strong N< . The L 
(Figure 4.6-d) indicates an overturn scale derived from Thorpe scale Lk (Thorpe 1977) by 
moving them to the center of the overturn event. The L has a tendency to oppose the 
vertical distribution of N< or (§ §s⁄ )<; the large L is found in lower layer, and small L










Figure 4.6 SCAMP measurements: a) Temperature; b) square of temperature gradient; c) 
N<; d) centered length scale L; e) dissipation rate of turbulence kinetic energy; f) vertical 
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4.4.3 Dissipation rate of TKE 
The ϵ for channels 0 and 1 calculated by Batchelor spectral fi ting is shown in Figure 4.7 
at which the calculated ϵ’s before and after filtering by the goodness criteria are marked by 
red and blue colors, respectively. A bimodal distribution of ϵ is found for both channels: 
the occurrence of ϵ is concentrated near 108:  and 108D  m</=> . The distributions of 
filtered data are shown in Figure 4.8. Both channels show similar distributions, but the 
value calculated by Channel 1 is slightly higher. Because both turbulent patch and 
quiescent region are found in a sporadic manner in a single cast, the data near 
ϵ=108:m</=> might represent a turbulent patch, and the data near ϵ=108Dm</=> might 
represent a quiescent region. The bimodal feature is smoothed in the filtered distributions, 
but the further investigations on the observed bimodal distribution is needed for the 
accurate measurement of ϵ. 
 
Figure 4.7 Dissipation rate of turbulent kinetic energy ϵ before filtered (red dots) and after 
filtered (blue dots) according to the goodness criteria of fit. a) and b) indicate ϵ calculated 
from channels 0 and 1, respectively.    
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Figure 4.8 Distributions of 1m-bin averaged Ö  for both channels after filtering by the 
goodness criteria of fit. 
 
 
4.4.4 Turbulent length scales and dimensionless parameters 
The measured turbulent length scales and dimensionle s parameters averaged in 2m-bin 
are shown in Figure 4.9, and the distributions of the turbulent dimensionless parameters 
for all data are shown in Figure 4.10. The overturn le gth scale L  is very small and 
comparable to Kolmogorov scale L!  in most of  the water column, indicating the 
dominance of viscosity, except near surface and weakly stratified layer at which the L is 
increased by wind-induced turbulence and destructive buoyancy, respectively. For the 
majority of data the Fr# and Re# are larger than 1 and smaller than 15, respectively, from 
which the most frequent way of suppressing the turbulence during the cruise might be 
viscosity rather than buoyancy.  
 





Figure 4.9 Vertical distribution of 2m bin-averaged turbulent length scales and 





Figure 4.10 Occurrence distributions of turbulent dimensionless parameters.  
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4.5 Discussion 
4.5.1 Energetics of shear and isotherm displacement 
The shear (dv/dz) at 3 different depths are shown in Figure 4.11 at which the PSD of each 
signal is also present. The strong near-inertial shear is observed in the stratified depth. At 
the location of weak stratification the overall shear is weak. The PSDs at all depth clearly 
shows the dominance of near-inertial shear. At 30m depth of weakly stratified location the 




Figure 4.11 Power Spectral Density (PSD) of dv/dz: a) dv/dz at 10, 20, and 30m depths; b) 
PSD at 10m depth; c) PSD at 20m depth; d) PSD at 30m depth. 95% confidence intervals 
are indicated by gray dashed line. Inertial frequency (~18 hours) is indicated by vertical 
gray lines. du/dz, not shown here, has similar features to dv/dz.     
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The isotherm displacements for 7 ̊C (d¥$) and 13 C̊ (dD>$) are shown in Figure 4.12 where 
the PSDs of isotherm displacements are also present. The strong near-inertial undulations 
are found at both isotherm displacements over the stratified period. The dD>$ is located 
close to the thermocline, and the d¥$  is found in the weakly stratified depth. The dD>$ 
shows stronger high frequency (ω > 1.1 × 108>s) undulation comparing to d¥$ . The 
ω8< subrange is found in the range of ω = 3 × 108@ − 1 × 108>s (0.3  ̶ 9.3hrs), which 
is also found in Lake Biwa (Saggio and Imberger 1998), and the deeper depth (d¥$ ) 
contains stronger energy in this subrange. The various wind-driven wave modes can be 
steepening due to shoaling and nonlinear processes, and this may explain the energy in 
ω8< subrange (Imberger 1998). The two peaks at 16.62 and 14.85 hours nearest to inertial 
period are resolved.  
 
Figure 4.12 a) Isotherm displacement with constant temperature 7 and 13 ̊C; b) PSDs of 
isotherm displacements. Inertial period (~18 hours) is indicated by vertical gray line. 
Linear interpolation of temperature data from RBR and Sea-Bird loggers are used to 
calculate the isotherm displacements. 
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4.5.2 Vertical distributions of Ö and ^ 
The Ö in upper 40m layer is varied from 1089	;</=> near 40m depth to 108:	;</=> near 
surface, and the similar range of Ö and similar vertical structure of Ö are also found in Lake 
Erie (Bouffard et al. 2012), Lake Alpnach (Wüest et al. 2000), and New England 
continental Shelf (MacKinnon and Gregg 2005). The water column below a thermocline 
(20~40m for our case) is weakly stratified and insulated by surface layer, thus it is 
considered to be mostly laminar.   
 
The S05 and B13 parameterizations in terms of ÷ result in similar vertical structure of ^ 
each other as shown in Figure 4.13 f-j, but the B13estimates ^ slightly larger than the 
S05, which is because the B13 has an additional buoyancy controlled mixing regime at 
which 34% of data is found. The I98 predicts very low ^  ranged from 1089	;</= to 
108¥	;</= (not displayed in Figure 4.13) because 92% of datais associated with q < 
15 for which I98 considers it as a molecular level. The I91 results in ^ comparable to the 
results of S05 and B13 above 20m depth, but the I91 highly overestimates ^ below shear 
layer (<20m depth).  
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Figure 4.13 The dissipation rate of turbulence kinetic nergy Ö (a-e) measured by Batchelor 
spectral fitting and the parameterized vertical eddy iffusivity ^ (f-j). Ö and ^ are log10-
averaged for each vertical 1m bin.    
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4.5.3 Law-of-the-wall scaling of Ö near surface zone 
The Ö roughly follows the Law-of-the-wall (LOW) scaling of Ö near the surface (Figure 
4.14), which is previously found by Dillon et al. (1985) in near-surface at reservoir. The 
velocity profile near the surface zone may be a logrithmic profile that can be theoretically 
applied in unstratified layer with constant stress. By assuming ; = Ö, where ; is product 
of Reynolds stress parameterized by U∗<and shear in logarithmic velocity profile, the Ö can 
be expressed by Ö = U∗> %s⁄ , where %  is 0.41, z is depth, and friction velocity U∗  is 
( ¼⁄ ).@. By using U∗=0.0037m/s averaged over DOY 195-198, the LOW scaling of Ö is 
fitting well to the SCAMP measurement within 3m depth. The LOW scaling fails below 
3m depth probably because the wind may be not strong enough to transfer momentum to 
below 3m.  
 
 
Figure 4.14 a) Temperature, <, and º<; b) Law-of-the-wall scaling of Ö near surface zone 
(solid black line) comparing to log10-averaged Ö measured from SCAMP in 0.2m vertical 
bin during DOY 195-198. Error bar indicates standard deviation/3. 
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4.6 Summary 
The main purpose of this chapter is to quantify vertical mixing observed in R/V Blue Heron 
cruise on July 2013 at the center of southern Lake Michigan. The dissipation rate of TKE 
ϵ is calculated by Batchelor spectral fitting based on the temperature microstructure data 
measured by SCAMP. The range of calculated ϵ (1089 − 108:	;</=) is also found in 
lakes and ocean (Bouffard et al. 2012; MacKinnon and Gregg 2005; Wüest et al. 2000). 
The four parameterizations are attempted for calculting vertical eddy diffusivity K], the 
range of K]  parameterized in terms of turbulence intensity parameter Q  is 108?  − 
108@	;</=> which are comparable to the range 108? − 108:	;</=> found Lake Alpnach 
(Wüest et al. 2000) that had a similar thermal structure. The stratification dominates to 
suppress turbulence in the upper layer above 20m depth except the top 5m layer at which 
the calculated ϵ is reproduced by Law-of-the-wall scaling in surface layer (~3m) (Figure 
4.14).  
 
The future works will focus on exploring the linkage between internal Poincaré waves and 
vertical mixing. The internal Poincaré wave-induced shear is associated with localized 
vertical mixing in central Lake Erie, and a large lake with small Burger number, e.g. Lake 
Michigan, might have the same scenario (Bouffard et al. 2012). Because the near-inertial 
internal Poincaré wave-induced shear reveals its dominance in upper layer in stratified 
water column, and because the weather during the cruise was very calm, the major physical 
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