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A POSTERIORI ERROR ANALYSIS OF hp-FEM FOR SINGULARLY
PERTURBED PROBLEMS
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Abstract. We consider the approximation of singularly perturbed linear second-order bound-
ary value problems by hp-finite element methods. In particular, we include the case where the
associated differential operator may not be coercive. Within this setting we derive an a poste-
riori error estimate for a natural residual norm. The error bound is robust with respect to the
perturbation parameter and fully explicit with respect to both the local mesh size h and the
polynomial degree p.
1. Introduction
A posteriori error estimation and adaptivity for low-order methods has seen a significant de-
velopment in the last decades as witnessed by several monographs [1, 3, 28] on a posteriori error
estimation, and on convergence and optimality of adaptive algorithms; see, e.g., [7, 13, 26]. The
situation is less developed for high-order finite element methods (hp-FEM), where both the local
mesh size can be reduced and the local approximation order can be increased to improve the
accuracy.
In an hp-context, several adaptive strategies and algorithms have been proposed (see [23] for
an overview and comparison). The first work on hp-adaptive strategies for finite element approx-
imations of elliptic problems was presented in [25]. In addition, methods based on smoothness
estimation techniques were proposed in [11, 15, 16, 19], or in the recent approach [12, 29, 30]
involving Sobolev embeddings, which will also be exploited in the present article. Moreover, a
prediction technique was developed in [22]. Further hp-adaptive approaches in the literature in-
clude, for example, the use of a priori knowledge, mesh optimization strategies, the Texas-3-step
algorithm, or the application of reference solution strategies; see, e.g., [2, 8, 9, 14, 24]. Research
focusing on the convergence of hp-adaptive FEM has been developed only recently in [5, 6].
In spite of the practical success of these hp-adaptive algorithms, a posteriori error estimation
in hp-FEM is still a topic of active research, and several, structurally different a posteriori error
estimators for hp-FEM for standard elliptic problems are available in the literature. We mention
in particular the one of residual type, featuring a reliability-efficiency gap in the approximation
order [10, 22], and the p-robust estimators of [4], which is particularly suited for H1-elliptic
formulations.
Here, we present an a posteriori error estimator for hp-FEM that is suitable for singularly
perturbed problems; it is of residual type and results from merging the techniques of [27] for
singular perturbations with p-explicit estimators from [22]. More precisely, on an interval Ω =
(a, b) ⊂ R, a < b, we consider the singularly perturbed boundary value problem
−εu′′(x) + d(x)u(x) = f(x), x ∈ Ω, (1)
u(a) = u(b) = 0. (2)
Here, ε > 0 is a possibly small constant, d ∈ L∞(Ω) is a given function, and f ∈ L2(Ω) is the
right-hand side. We use standard notation: For an open set D ⊆ Ω, we let L2(D) be the standard
Lebesgue space of all square-integrable functions on D with norm ‖ · ‖L2(D), and L∞(D) is the
space of all essentially bounded functions on D with norm L∞(D).
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2 J. M. MELENK AND T. P. WIHLER
We propose the following variational formulation of (1)–(2): Find u ∈ H10 (Ω), the standard
L2-based Sobolev space of first order with vanishing trace, such that
a(u, v) := ε
∫
Ω
u′(x)v′(x) dx+
∫
Ω
d(x)u(x)v(x) dx =
∫
Ω
f(x)v(x) dx ∀v ∈ H10 (Ω). (3)
Throughout this paper, we make the general assumption that the solution of (3) exists and is
unique. Evidently, this the case if d ≥ 0.
The article is organized as follows: In the following Section 2 we provide the hp-framework and
hp-FEM for the discretization of (1)–(2). Furthermore, Section 3 contains some hp-interpolation
results, and the hp-a posteriori error analysis. In addition, we present some numerical tests in
Section 4. Finally, we summarize our work in Section 5.
2. hp-FEM Discretization
In order to discretize the boundary value problem (1)–(2) by means of an hp-finite element
method, let us introduce a partition T = {Kj}Nj=1 of N ≥ 1 (open) elements Kj = (xj−1, xj),
j = 1, 2, . . . , N on Ω = (a, b), with
a = x0 < x1 < x2 < . . . < xN−1 < xN = b.
The length of an element Kj is denoted by hj = xj − xj−1, j = 1, 2, . . . , N . For each element
Kj ∈ T , it will be convenient to introduce the patch K˜j =
⋃{Ki ∈ T |Ki ∩ Kj 6= ∅} as the
union of Kj and of the elements adjacent to it. In addition, to each element Kj we associate
a polynomial degree pj ≥ 1, j = 1, 2, . . . , N . These numbers are stored in a polynomial degree
vector p = (p1, p2, . . . , pN ). Then, we define an hp-finite element space by
Vhp(T ,p) =
{
v ∈ H10 (Ω) : v|Kj ∈ Ppj (Kj), j = 1, 2, . . . , N
}
,
where, for p ≥ 1, we denote by Pp the space of all polynomials of degree at most p. We say that the
pair (T ,p) of a partition T and of a degree vector p is µ-shape regular, for some constant µ > 0
independent of j, if
µ−1hj+1 ≤ hj ≤ µhj+1, µ−1pj+1 ≤ pj ≤ µpj+1, j = 1, . . . , N − 1, (4)
i.e., if both the element sizes and polynomial degrees of neighboring elements are comparable.
We can now discretize the variational formulation (3) by finding a numerical approxima-
tion uhp ∈ Vhp(T ,p) such that
a(uhp, v) =
∫
Ω
fv dx ∀v ∈ Vhp(T ,p). (5)
As in the continuous case, we generally suppose that, for a given hp-space Vhp(T ,p), a unique
numerical solution uhp ∈ Vhp(T ,p) of (5) exists.
Furthermore, let us introduce the following norm on H10 (Ω):
|||v|||2 :=
N∑
j=1
|||v|||2Kj :=
N∑
j=1
(
ε ‖v′‖2L2(Kj) +
∥∥∥√|d|v∥∥∥2
L2(Kj)
)
. (6)
We note that, if d ≥ 0 on Ω, then the norm |||·||| equals the natural energy norm corresponding
to the bilinear form a(·, ·) from (3). More precisely, in that case we have that a(v, v) = |||v|||2 for
any v ∈ H10 (Ω).
3. Robust A Posteriori Error Analysis
The goal of this section is to derive an a posteriori error analysis for the hp-FEM (5) with
respect to the residual
Rhp[ehp] := sup
v∈H10(Ω)
v 6≡0
|a(u− uhp, v)|
|||v||| ,
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where u ∈ H10 (Ω) and uhp ∈ Vhp(T ,p) are the exact and numerical solutions of (3) and (5),
respectively, and ehp = u − uhp signifies the error. Again, let us notice that, if d ≥ 0, then the
residual Rhp[ehp] equals the norm |||ehp||| of the error.
In order to state our main result, let us denote by ΠKj , for j = 1, 2, . . . , N , the elementwise
L2-projection onto Ppj (Kj). Moreover, let
[[u′hp]](xj) = u
′
hp(x
+
j )− u′hp(x−j ) = lim
x↘xj
u′(x)− lim
x↗xj
u′(x), 1 ≤ j ≤ N − 1,
signify the jump of u′hp at the mesh point xj , and define [[u
′
hp]](x0) = [[u
′
hp]](xN ) = 0.
3.1. Main Result. We shall prove the following a posteriori error bound:
Theorem 3.1. For the error ehp = u − uhp between the exact solution u ∈ H10 (Ω) of (3) and
its numerical approximation uhp ∈ Vhp(T ,p) from (5), there holds the following a posteriori error
estimate:
Rhp[ehp]
2 ≤ C
N∑
j=1
η2Kj . (7)
Here, for j = 1, 2, . . . , N ,
η2Kj := αj
(∥∥ΠKjf + εu′′hp − duhp∥∥2L2(Kj) + ∥∥f −ΠKjf∥∥2L2(Kj))
+
1
2
ε2γj−1
∣∣[[u′hp]](xj−1)∣∣2 + 12ε2γj ∣∣[[u′hp]](xj)∣∣2 (8)
are local error indicators, where we let
αj =
{
min
{
ε−1h2jp
−2
j , ‖1/d‖L∞(K˜j)
}
, if 1/d ∈ L∞(K˜j),
ε−1h2jp
−2
j , otherwise,
(9)
(with obvious modifications if j = 0 or j = N), and
βj = αjh
−1
j + 2
√
ε−1αj . (10)
Moreover,
γj =
βjβj+1
βj + βj+1
, (11)
for 1 ≤ j ≤ N − 1, and γ0 = γN = 0. The constant C > 0 is independent of u, uhp, f , ε, T , and
of p.
Remark 3.2. We emphasize that the constants αj (provided that ‖1/d‖L∞(K˜j) < ∞) and ε2αjγj
appearing in the error indicators ηKj from (8) remain bounded as hj , ε → 0 (and pj → ∞). We
also note that 12 min{βj , βj+1} ≤ γj ≤ min{βj , βj+1} and that 2
√
ε−1αj ≤ βj ≤ 3
√
ε−1αj .
3.2. hp-Interpolation. For the proof of the above Theorem 3.1 the construction of a suitable
hp-interpolation operator is crucial. In particular, in order to derive an (upper) a posteriori error
estimate on the error ehp that is robust with respect to the singular perturbation parameter ε as
well as optimally scaled with respect to the local element sizes hj and polynomial degrees pj , an
interpolant that is simultaneously L2- and H1-stable is required. This will be accomplished in the
current section (Proposition 3.3 and Corollary 3.4).
Proposition 3.3. Let the pair (T ,p) be µ-shape regular (see (4)) and v ∈ H10 (Ω). Then, there
exists an interpolant piVhp(T ,p)v ∈ Vhp(T ,p) of v such that, for any j = 1, 2, . . . , N , there holds∥∥v − piVhp(T ,p)v∥∥L2(Kj) ≤ CI ‖v‖L2(K˜j) , ∥∥v − piVhp(T ,p)v∥∥L2(Kj) ≤ CI hjpj ‖v′‖L2(K˜j) ,∥∥(v − piVhp(T ,p)v)′∥∥L2(Kj) ≤ CI ‖v′‖L2(K˜j) . (12)
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Furthermore, we have the nodal estimates
|(v − piVhp(T ,p)v)(xi)|2 ≤ CI
[ 1
hi + hi+1
‖v − piVhp(T ,p)v‖2L2(Ki∪Ki+1)
+ ‖v − piVhp(T ,p)v‖2L2(Ki∪Ki+1)‖(v − piVhp(T ,p)v)′‖2L2(Ki∪Ki+1)
]
.
Here, CI > 0 is a constant that depends solely on µ; in particular, it is independent of v, T , and
of p.
Proof. Let us, without loss of generality, assume that Ω = (0, 1). The result can be shown with the
techniques developed for the higher-dimensional case in [17, 18]. In the present, one-dimensional
case, a simpler argument can be brought to bear. Let x−1 = −h1 and xN+1 = 1 + hN and ϕi,
i = 0, . . . , N + 1 be the standard piecewise linear hat functions associated with the nodes xi,
i = −1, . . . , N + 1. The extra nodes x−1 and xN+1 define in a natural way the elements K0 and
KN+1. The (open) patches ωi, i = 0, . . . , N , are given by the supports of the functions ϕi, i.e.,
ωi = (suppϕi)
◦ = Ki ∪Ki+1 ∪ {xi}.
Polynomial approximation (see, e.g., [20, Proposition A.2]) gives the existence of a interpolation
operator Jp : L
2(−1, 1) → Pp(−1, 1) that is uniformly (in p ≥ 0) stable, i.e., ‖Jpv‖L2(−1,1) ≤
C‖v‖L2(−1,1) for all v ∈ L2(−1, 1) and has the following properties for v ∈ H1(−1, 1):
(p+ 1)‖v − Jpv‖L2(−1,1) + ‖(v − Jpv)′‖L2(−1,1) ≤ C‖v′‖L2(−1,1).
Furthermore, if v is antisymmetric with respect to the midpoint x = 0, then Jpv can be assumed
to be antisymmetric as well, i.e., (Jpv)(0) = 0 (this follows from studying the antisymmetric part
of the original function Jpv).
The approximation piVhp(T ,p)v is now constructed with the aid of a “partition of unity argument”
as described in [21, Theorem 2.1]. For ω0 and ωN , extend v anti-symmetrically, i.e., v(x) :=
−v(−x) for x ∈ K0 and v(x) := −v(1 − x) for x ∈ KN+1. Then v is defined on each patch
ωi, i = 0, . . . , N . For each patch ωi, let p
′
i := min{pi, pi+1} (with the understanding p0 = p1
and pN+1 = pN ). The above operator Jp then induces for each patch ωi by scaling an operator
J i : L2(ωi)→ Pp′i−1(ωi) with the following properties:
p′i + 1
hi
‖v − J iv‖L2(ωi) + ‖(v − J iv)′‖L2(ωi) ≤ C‖v′‖L2(ωi);
here, we have exploited the µ-shape regularity of the mesh. We note that (J0v)(0) = 0 and
(JNv)(1) = 0. Also, the operators J i are uniformly (in the polynomial degree) stable in L2(ωi).
The approximation piVhp(T ,p)v is now taken to be piVhp(T ,p)v :=
∑N
i=0 ϕiJ
iv. The desired approx-
imation properties follow now from [21, Theorem 2.1].
Finally, the nodal estimate results from the observation that at the mesh nodes, there holds the
identity piVhp(T ,p)v(xi) = (J
iv)(xi), and from a multiplicative trace inequality (see Appendix A,
Lemma A.1). 
The above proposition implies the following bounds.
Corollary 3.4. For v ∈ H10 (Ω), the interpolant from Proposition 3.3 satisfies∥∥v − piVhp(T ,p)v∥∥2L2(Kj) ≤ C2Iαj |||v|||2K˜j , j = 1, 2, . . . , N,
and ∣∣(v − piVhp(T ,p)v)(xj)∣∣2 ≤ C2I γj (|||v|||2K˜j + |||v|||2K˜j+1) , j = 1, 2, . . . , N − 1,
where αj and γj are defined in (9) and (11), respectively, and CI is the constant from (12).
Proof. We proceed along the lines of [27]. Using the bounds from Proposition 3.3, we have for
each element Kj ∈ T that∥∥v − piVhp(T ,p)v∥∥2L2(Kj) ≤ C2I h2jεp2j ε ‖v′‖2L2(K˜j) .
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Furthermore, if 1/d ∈ L∞(K˜j), then∥∥v − piVhp(T ,p)v∥∥2L2(Kj) ≤ C2I ‖v‖2L2(K˜j) ≤ C2I ‖1/d‖L∞(K˜j) ∥∥∥√|d|v∥∥∥2L2(K˜j) .
Combining these two estimates, yields the first bound.
In order to prove the second estimate, we apply, for 1 ≤ j ≤ N − 1, a multiplicative trace
inequality (see Appendix A, Lemma A.1):∣∣(v − piVhp(T ,p)v)(xj)∣∣2
≤ h−1j
∥∥v − piVhp(T ,p)v∥∥2L2(Kj) + 2 ∥∥v − piVhp(T ,p)v∥∥L2(Kj) ∥∥(v − piVhp(T ,p)v)′∥∥L2(Kj) .
Then, invoking the above bounds as well as the estimates from Proposition 3.3, we get∣∣(v − piVhp(T ,p)v)(xj)∣∣2 ≤ C2I (αjh−1j |||v|||2K˜j + 2√αj |||v|||K˜j ‖v′‖L2(K˜j))
≤ C2I
(
αjh
−1
j |||v|||2K˜j + 2
√
ε−1αj |||v|||2K˜j
)
≤ C2Iβj |||v|||2K˜j ,
with βj from (10). Since xj is also a boundary point of Kj+1, we similarly obtain that∣∣(v − piVhp(T ,p)v)(xj)∣∣2 ≤ C2Iβj+1 |||v|||2K˜j+1 .
Therefore,∣∣(v − piVhp(T ,p)v)(xj)∣∣2 = βj+1βj + βj+1 ∣∣(v − piVhp(T ,p)v)(xj)∣∣2 + βjβj + βj+1 ∣∣(v − piVhp(T ,p)v)(xj)∣∣2
≤ C2I γj
(
|||v|||2K˜j + |||v|||
2
K˜j+1
)
,
with γj from (11). Thus, we have shown the second estimate. 
3.3. Proof of Theorem 3.1. We are now in a position to prove the hp-a posteriori error
bound (7).
From the definitions of the exact solution u from (3) and the numerical solution uhp defined
in (5), it follows that, for any v ∈ H10 (Ω) and any vhp ∈ Vhp(T ,p),
a(u, v)− a(uhp, v) = a(u, v − vhp)− a(uhp, v − vhp)
=
∫
Ω
f(v − vhp) dx− ε
∫
Ω
u′hp(v − vhp)′ dx−
∫
Ω
duhp(v − vhp) dx.
Integrating by parts elementwise in the second integral leads to∫
Ω
u′hp(v − vhp)′ dx =
N∑
j=1
∫
Kj
u′hp(v − vhp)′ dx
= −
N∑
j=1
∫
Kj
u′′hp(v − vhp) dx+
N∑
j=1
(
u′hp(x
−
j )(v − vhp)(xj)− u′hp(x+j−1)(v − vhp)(xj−1)
)
= −
N∑
j=1
∫
Kj
u′′hp(v − vhp) dx−
N−1∑
j=1
[[u′hp]](xj)(v − vhp)(xj),
and thus, choosing vhp = piVhp(T ,p)v to be the hp-interpolant from Section 3.2, we arrive at
a(u, v)− a(uhp, v) =
N∑
j=1
(
ΠKjf + εu
′′
hp − duhp
)
(v − piVhp(T ,p)v) dx
+
N∑
j=1
(
f −ΠKjf
)
(v − piVhp(T ,p)v) dx+ ε
N−1∑
j=1
[[u′hp]](xj)(v − piVhp(T ,p)v)(xj).
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Hence, applying the Cauchy-Schwarz inequality, we obtain
|a(u, v)− a(uhp, v)| ≤
N∑
j=1
∥∥ΠKjf + εu′′hp − duhp∥∥L2(Kj) ∥∥v − piVhp(T ,p)v∥∥L2(Kj)
+
N∑
j=1
∥∥f −ΠKjf∥∥L2(Kj) ∥∥v − piVhp(T ,p)v∥∥L2(Kj)
+
N−1∑
j=1
ε
∣∣[[u′hp]](xj)∣∣ ∣∣(v − piVhp(T ,p)v)(xj)∣∣ .
The bounds from Corollary 3.4 lead to
|a(u, v)− a(uhp, v)| ≤ CI
N∑
j=1
√
αj
∥∥ΠKjf + εu′′hp − duhp∥∥L2(Kj) |||v|||K˜j
+ CI
N∑
j=1
√
αj
∥∥f −ΠKjf∥∥L2(Kj) |||v|||K˜j
+ CI
N−1∑
j=1
(
|||v|||2K˜j + |||v|||
2
K˜j+1
)1/2
ε
√
γj
∣∣[[u′hp]](xj)∣∣ .
The Cauchy-Schwarz inequality yields
|a(u, v)− a(uhp, v)|
≤ CI
 N∑
j=1
αj
∥∥ΠKjf + εu′′hp − duhp∥∥2L2(Kj) + αj ∥∥f −ΠKjf∥∥2L2(Kj)
1/22 N∑
j=1
|||v|||2K˜j
1/2
+ CI
N−1∑
j=1
ε2γj
∣∣[[u′hp]](xj)∣∣2
1/2N−1∑
j=1
(
|||v|||2K˜j + |||v|||
2
K˜j+1
)1/2
Observing that
N∑
j=1
|||v|||2K˜j ≤ 3 |||v|||
2
,
N−1∑
j=1
(
|||v|||2K˜j + |||v|||
2
K˜j+1
)
≤ 6 |||v|||2 ,
we finally see that
|a(u, v)− a(uhp, v)| ≤
√
12CI
 N∑
j=1
η2Kj
1/2 |||v||| ,
with ηKj from (8). Dividing both sides of this inequality by |||v||| and taking the supremum for
all v ∈ H10 (Ω) shows Theorem 3.1.
Remark 3.5. In the case d > 0, following along the lines of [27] and [22], and employing p-dependent
norm equivalence estimates in order to be able to involve suitable cut-off functions locally, it is
possible to prove ε-robust local lower bounds for the error in terms of the error indicators ηKj and
some data oscillation terms. Specifically, if d satisfies 0 < d0 ≤ infx∈Ω d(x) ≤ supx∈Ω d(x) ≤ d1 <
∞ and β ∈ (1/2, 1] is fixed, then, the lower bounds
αj‖f − (−εu′′hp + duhp)‖2L2(Kj) ≤ C
[
p2j |||u− uhp|||2Kj + αjR2Kj
]
, 1 ≤ j ≤ N,
and
γjε
2|[[uhp]](xj)|2 ≤ C
[
p2j |||u− uhp|||2Kj∪Kj+1 + αjR2Kj + αi+1R2Kj+1
]
, 1 ≤ j ≤ N − 1,
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can be proved. Here, for any element Kj ∈ T , 1 ≤ j ≤ N , the data oscillation term RKj is defined
by
RKj = p
β
j
[∥∥∥Φβ/2Kj (f −ΠKjf)∥∥∥L2(Kj) +
∥∥∥Φβ/2Kj (duhp −ΠKj (duhp))∥∥∥L2(Kj)
]
+ ‖f −ΠKjf‖L2(Kj) + ‖duhp −ΠKj (duhp)‖L2(Kj).
The constant C > 0 depends only on the ratio d1/d0, the choice of β ∈ (1/2, 1], and the shape-
regularity parameter µ from (4); see Appendix B (in particular, Theorem B.4) for details. It is
worth stressing that the L2-projector ΠKj : L
2(Kj)→ Ppj (Kj) can be replaced with a projection
onto a space of polynomials of degree λpj for a fixed λ > 0. While the constant C then additionally
depends on λ, this allows to exploit smoothness of the coefficient function d in the treatment of
the second term in RKj .
4. Numerical Experiments
The purpose of this section is to illustrate the a posteriori error estimates from Theorem 3.1 in
the context of some specific numerical experiments. We will emphasize on the robustness of the
error indicators with respect to ε as ε→ 0, and on the capability of hp-FEM to deliver exponential
rates of convergence.
4.1. hp-Adaptive Procedure. We shall apply an hp-adaptive algorithm which is based on the
following ingredients:
(a) Element marking: The elementwise error indicators ηKj from Theorem 3.1 are employed in
order to mark elements for refinement. More precisely, we fix a parameter θ ∈ (0, 1) (in the
experiments below we choose θ = 0.5) and select elements to be refined according to the
Do¨rfler marking criterion:
θ
N∑
j=1
η2Kj ≤
M∑
j′=1
η2Kj′ . (D)
Here, the indices j′ are chosen such that the error indicators ηKj′ from (8) are sorted in
descending order, and M is minimal.
(b) hp-refinement criterion: The decision of whether a marked element in step (a) is refined with
respect to h (element bisection) or p (increasing the local polynomial order by 1) is based on a
smoothness testing approach. Specifically, if the (numerical) solution is considered smooth on
a marked element Kj , then the polynomial degree is increased by 1 on that particular element
(no element bisection), otherwise the element is bisected (retaining the current polynomial
degree pj on both subelements). In order to evaluate the smoothness of the solution uhp on
a marked element Kj , we employ an elementwise smoothness indicator as introduced in [12,
Eq. (3)]:
Fpjj [uhp] :=

∥∥∥ dpj−1
dxpj−1
uhp
∥∥∥
L∞(Kj)
h
−1/2
j
∥∥∥ dpj−1uhp
dxpj−1
∥∥∥
L2(Kj)
+ 1√
2
h
1/2
j
∥∥∥ dpjuhpdxpj ∥∥∥L2(Kj)
if d
pj−1
dxp−1uhp|Kj 6≡ 0,
1 if d
pj−1
dxpj−1
uhp|Kj ≡ 0.
(F)
Here, the basic idea is to consider the continuous Sobolev embedding H1(Kj) ↪→ L∞(Kj),
which implies that
sup
v∈H1(Kj)
‖v‖L∞(Kj)
h
−1/2
j ‖v‖L2(Kj) + 1√2h
1/2
j ‖v′‖L2(Kj)
≤ 1;
see [12, Proposition 1]. In particular, it follows that Fpjj [uhp] ≤ 1. For ease of evaluation,
note that, by taking the derivative of order pj − 1 in the definition (F), the smoothness
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indicator Fpjj [uhp] is evaluated for linear functions only; in this case, it can be shown that
1
2
≈
√
3√
6 + 1
≤ Fpjj [uhp] ≤ 1;
cf. [12, Section 2.2]. The numerical solution uhp is classified smooth on Kj if Fpjj [uhp] ≥ τ
and otherwise nonsmooth, for a prescribed smoothness testing parameter τ ∈ (√3/(√6+1), 1)
(in our experiments we choose τ = 0.6). Incidentally, representing the local solution uhp|Kj in
terms of (local) Legendre polynomials (or more general Jacobi polynomials), any derivatives
of uhp can be evaluated exactly by means of appropriate recurrence relations. We refer to the
papers [12] (see also [29, 30]) for more details on this smoothness testing strategy.
Combing the above ideas leads to the following hp-adaptive refinement algorithm:
Algorithm 1. Choose prescribed parameters θ ∈ (0, 1) and τ ∈
( √
3√
6+1
, 1
)
for the Do¨rfler marking
as well as for the hp-decision process as described before, respectively. Furthermore, consider a
(coarse) initial mesh T 0, and an associated polynomial degree vector p0. Set n = 0. Then, perform
the following iteration (until a given maximum iteration number is reached, or until the estimated
error is sufficiently small):
(1) Compute the numerical solution unhp ∈ Vhp(T n,pn) from (5), and evaluate the error indica-
tors {ηKj}Kj∈T n defined in (8).
(2) Mark the elements in T n based on the Do¨rfler marking (D).
(3) Create the mesh T n+1 with corresponding polynomial degree distribution pn+1: For each
marked element Kj ∈ T n evaluate the smoothness indicator Fpjj [uhp] from (F); if there
holds Fpjj [uhp] ≥ τ then increase the polynomial degree pnj by 1, i.e., pnj ← pnj + 1, other-
wise bisect Kj into two new elements (taking p
n
j for both elements). Increase n by 1, i.e.,
n← n+ 1.
In the ensuing experiments, we will start Algorithm 1 based on a uniform initial mesh consisting
of 10 elements, and a polynomial degree distribution p0 = (1, . . . 1).
4.2. Example 1: We begin by looking at the singularly perturbed reaction-diffusion problem
−εu′′ + u = 1 on Ω = (−1, 1), u(−1) = u(1) = 0.
This problem is coercive and has exactly one (analytic) solution. For small ε  1 the exact
solution exhibits a boundary layer at x = 0 and x = 1 which needs to be resolved properly by
the hp-adaptive FEM. In Figure 1 the hp-mesh after 24 adaptive refinement steps is displayed
for ε = 10−4. We observe that the boundary layer is resolved by some mild h-refinement and by
increasing p in the same area. Moreover, the mesh remains unrefined in the center of the domain
where the exact solution is nearly constant 1. In addition, in Figures 2 and 3 we show the errors
measured with respect to the norm |||·||| from (6) as well as the estimated errors. The exponential
decay of both quantities for different choices of ε becomes clearly visible in the semi-logarithmic
plot. Finally, the efficiency indices, i.e., the ratio between the estimated and true errors, are
depicted in Figure 4; they oscillate between 1 and 4, and do not deteriorate as ε → 0, thereby
clearly testifying to the robustness of the a posteriori error estimate from Theorem 3.1.
4.3. Example 2: In this experiment, we consider Airy’s equation
−εu′′ + xu = 1 on Ω = (−1, 1), u(−1) = u(1) = 0.
The particularity of this example is that, for 0 < ε 1, the corresponding differential operator is
coercive for x ≥ 1, however, it becomes hyperbolic near x = −1; this becomes evident in Figure 5,
where the numerical solution is shown for ε = 10−4. The oscillating regime for x < 0 requires a
proper resolution by the hp-FEM as shown in the hp-mesh in Figure 6. The decay of the estimated
error is plotted in Figure 7 for various choices of ε. In particular, for small ε, we see that, after
a number of initial refinements resolving the oscillations, the algorithm provides exponentially
converging results.
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Figure 1. Example 1 for ε = 10−4: Adaptively generated hp-mesh after 24
refinement steps (17 elements, maximal polynomial degree 18).
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Figure 2. Example 1: Energy error for different choices of ε.
5. Conclusions
In this paper we have studied the numerical approximation of linear second-order boundary
value problems (with possibly non-constant reaction coefficient) by the hp-FEM. In particular, we
have derived an a posteriori error estimate for a natural residual-type norm that is robust with
respect to the (possibly) small perturbation parameter and explicit with respect to the local mesh
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Figure 3. Example 1: Estimated error for different choices of ε.
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Figure 4. Example 1: Efficiency indices for different choices of ε.
size and polynomial degree. Numerical experiments for both coercive as well as partly coercive
differential equations underline the robustness of the error bound. In addition, an appropriate
combination of the error estimate with a smoothness testing procedure reveals that the method is
able to achieve exponential rates of convergence.
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Figure 5. Example 2 for ε = 10−4: Numerical solution with strong oscillations
for x < 0.
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Figure 6. Example 2 for ε = 10−4: Adaptively generated hp-mesh after 75
refinement steps (55 elements, maximal polynomial degree 13).
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Figure 7. Example 2: Estimated errors for different choices of ε.
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Appendix A. Multiplicative Trace Inequality
Lemma A.1. Let h > 0 and w ∈ H1(0, h). Then, the multiplicative trace inequality
max {|w(0)|, |w(h)|}2 ≤ h−1‖w‖2L2(0,h) + 2‖w‖L2(0,h)‖w′‖L2(0,h)
holds true.
Proof. By density of C∞([0, h]) in H1(0, h), we may suppose that w is smooth. There holds
w(0)2 =
∫ h
0
d
dx
[(
h−1x− 1)w(x)2] dx = h−1 ∫ h
0
w(x)2 dx+ 2
∫ h
0
(
h−1x− 1)w(x)w′(x) dx.
Then, applying the Cauchy-Schwarz inequality and noticing that
∣∣1− h−1x∣∣ < 1 for x ∈ (0, h),
results in
|w(0)|2 ≤ h−1‖w‖2L2(0,h) + 2‖w‖L2(0,h)‖w′‖L2(0,h).
By symmetry, the same bound can be obtained for |w(h)|2. This completes the proof. 
Appendix B. Details on the efficiency bound
We follow [22], taking care of the presence of the singular perturbation parameter ε as well as
the fact that the coefficient d is possibly variable. For an element Ki = (xi−1, xi), 1 ≤ i ≤ N , let
ΦKi be the scaled distance function from ∂Ki = {xi−1, xi}, i.e.,
ΦKi(x) = h
−1
i min(|x− xi−1|, |x− xi|), x ∈ Ki.
Lemma B.1. Let uhp be the hp-FEM solution of (5), and Ki ∈ T , 1 ≤ i ≤ N . Then, for any
β ∈ (−1/2, 1] there exists a constant Cβ > 0 such that
‖f − (−εu′′hp+duhp)‖L2(Ki)
≤ Cβ
{(√
ε
p2i
hi
+ pβi
∥∥∥√|d|∥∥∥
L∞(Ki)
)
|||u− uhp|||Ki
+ pβi
[∥∥∥Φβ/2Ki (f −ΠKif)∥∥∥L2(Ki) +
∥∥∥Φβ/2Ki (duhp −ΠKi(duhp))∥∥∥L2(Ki)
]
+ ‖f −ΠKif‖L2(Ki) + ‖duhp −ΠKi(duhp)‖L2(Ki)
}
.
(13)
Remark B.2.
(i) As written in Lemma B.1, ΠKi signifies the L
2(Ki)-projection. This is not essential and
could be replaced with other approximation operators. It is also not necessary that ΠKi
maps into the space of polynomials of degree pi—it could as well be the space of degree 2pi.
(ii) The right-hand side of (13) involves the hp-FEM solution uhp from (5). If ΠKi maps into the
space of polynomials of degree 2pi, then the term duhp−Πi(duhp) can be controlled provided
some a priori control of ‖uhp‖L2(Ω) or at least of ‖
√|d|uhp‖L2(Ω) is available.
(iii) For those elements where d is bounded away from 0, Lemma B.1 provides indeed a lower
bound since then
√
αi ∼ min
 hi√εpi ,
∥∥∥∥∥ 1√|d|
∥∥∥∥∥
L∞(Ki)

is of order O(1). In fact, if infx∈Ki |d(x)| and supx∈Ki |d(x)| are of comparable magnitude,
then
√
αi
(√
ε
p2i
hi
+ pβi
∥∥∥√|d|∥∥∥
L∞(Ki)
)
≤ Cpi, (14)
where the constant C > 0 depends only on the ratio
supx∈Ki |d(x)|
infx∈Ki |d(x)|
. (15)
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(iv) If the ratio (15) cannot be controlled well (e.g., if |d| becomes arbitrarily small or even zero
on Ki), then the efficiency bound breaks down unless the element is sufficiently small (relative
to ε).
Proof of Lemma B.1. Let β ∈ (0, 1]. On Ki define
vKi := Φ
β
Ki
· (ΠKi(f |Ki)− (−ε(uhp|Ki)′′ + ΠKi(duhp|Ki))).
We write ∥∥∥Φ−β/2K vKi∥∥∥2
L2(Ki)
=
∫
Ki
(ΠKif − (−εu′′hp + ΠKi(duhp))vKi dx
=
∫
Ki
(f − (−εu′′hp + duhp))vKi dx+
∫
Ki
(ΠKif − f)vKi dx
−
∫
Ki
(ΠKi(duhp)− duhp)vKi dx
=: I1 + I2 + I3.
We first focus on the term I1. Since the function vKi vanishes at the endpoints of Ki, we may
view it, by extension by zero outside of Ki, as an element of H
1
0 (Ω). We observe
I1 = a(u, vKi)− a(uhp, vKi) = a(u− uhp, vKi) ≤ |||u− uhp|||Ki |||vKi |||Ki ,
where the subscript Ki in the norms indicates that the defining integral is taken over Ki and not
over Ω.
We now claim that, for β ∈ (1/2, 1], we have
|||vKi |||Ki ≤ C
[√
εp2−βi h
−1
i +
∥∥∥√|d|∥∥∥
L∞(Ki)
] ∥∥∥Φ−β/2vKi∥∥∥
L2(Ki)
. (16)
To see this, we compute with the product rule
‖v′Ki‖L2(Ki) .
∥∥∥ΦβKi(ΠKif − (−εu′′hp + ΠKi(duhp)))′∥∥∥L2(Ki)
+ h−1i
∥∥∥Φβ−1Ki (ΠKif − (−εu′′hp + ΠKi(duhp))∥∥∥L2(Ki) ,
and use the fact that ΠKif − (−εu′′hp + ΠKi(duhp)) is a polynomial: For the first term, we employ
[22, Lemma 2.4, 3rd estimate], and for the second term, we apply [22, Lemma 2.4, 2nd estimate]
(this is the point where we need β > 1/2 so that 2(β − 1) > −1) to get∥∥∥ΦβKi(ΠKif − (−εu′′hp + ΠKi(duhp)))′∥∥∥L2(Ki)
. p2−βi h−1i
∥∥∥Φβ/2Ki (ΠKif − (−εu′′hp + ΠKi(duhp)))∥∥∥L2(Ki)
= p2−βi h
−1
i
∥∥∥Φ−β/2Ki vKi∥∥∥L2(Ki) ,
and analogously,
h−1i
∥∥∥Φβ−1Ki (ΠKif − (−εu′′hp + ΠKi(duhp)))∥∥∥L2(Ki) . p2−βi h−1i
∥∥∥Φ−β/2Ki vKi∥∥∥L2(Ki) .
Furthermore, we note the simple estimate∥∥∥√|d|vKi∥∥∥
L2(Ki)
≤
∥∥∥√|d|∥∥∥
L∞(Ki)
∥∥∥Φ−β/2Ki vKi∥∥∥L2(Ki) .
It follows that
|||vKi |||Ki .
(√
εp2−βi h
−1
i +
∥∥∥√|d|∥∥∥
L∞(Ki)
)∥∥∥Φ−β/2Ki vKi∥∥∥L2(Ki) ,
which is the claimed estimate (16).
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The terms I2 and I3 are estimated straightforwardly by
|I2|+ |I3| ≤
(∥∥∥Φβ/2Ki (f −ΠKif)∥∥∥L2(Ki) +
∥∥∥Φβ/2Ki (duhp −ΠKi(duhp))∥∥∥L2(Ki)
)∥∥∥Φ−β/2Ki vKi∥∥∥L2(Ki) .
We conclude for any β ∈ (1/2, 1] the existence of a constant C > 0 (depending only on β) such
that ∥∥∥Φ−β/2Ki vKi∥∥∥L2(Ki) .
(√
εp2−βi h
−1
i +
∥∥∥√|d|∥∥∥
L∞(Ki)
)
|||u− uhp|||Ki
+
∥∥∥Φβ/2Ki (f −ΠKif)∥∥∥L2(Ki) +
∥∥∥Φβ/2Ki (duhp −ΠKi(duhp))∥∥∥L2(Ki) .
(17)
We now turn to bounding the volume contribution of the a posteriori error estimator. We fix
β ∈ (1/2, 1], and estimate with the aid of [22, Lemma 2.4, 2nd estimate]:
‖f − (−εu′′hp + duhp)‖L2(Ki)
≤ ∥∥ΠKif − (−εu′′hp + ΠKi(duhp))∥∥L2(Ki) + ‖f −ΠKif‖L2(Ki) + ‖duhp −ΠKi(duhp)‖L2(Ki)
. pβi
∥∥∥Φβ/2Ki (ΠKif − (−εu′′hp + ΠKi(duhp)))∥∥∥L2(Ki)
+ ‖f −ΠKif‖L2(Ki) + ‖duhp −ΠKi(duhp)‖L2(Ki)
= pβi ‖Φ−
β/2
Ki
vKi‖L2(Ki) + ‖f −ΠKif‖L2(Ki) + ‖duhp −ΠKi(duhp)‖L2(Ki),
which, recalling (17), results in (with implied constant depending on β ∈ (1/2, 1])
‖f − (−εu′′hp + duhp)‖L2(Ki) .
(√
ε
p2i
hi
+ pβi
∥∥∥√|d|∥∥∥
L∞(Ki)
)
|||u− uhp|||Ki
+ pβi
[∥∥∥Φβ/2Ki (f −ΠKif)∥∥∥L2(Ki) +
∥∥∥Φβ/2Ki (duhp −ΠKi(duhp))∥∥∥L2(Ki)
]
+ ‖f −ΠKif‖L2(Ki) + ‖duhp −ΠKi(duhp)‖L2(Ki).
This completes the proof. 
For every interior node xi, i = 1, . . . , N − 1, let ωi := (xi−1, xi+1) be the node patch associated
with node xi.
Lemma B.3. Let xi be an interior node with node patch ωi, and uhp the hp-FEM solution
from (5). For any δi > 0, there holds
ε|[[u′hp]](xi)| ≤
((
εδ−1i
)1/2
+ δ
1/2
i
∥∥∥√|d|∥∥∥
L∞(ωi)
)
|||u− uhp|||ωi + δ
1/2
i ‖ri‖L2(ωi), (18)
where ri := f − (−εu′′hp + duhp) is a function defined on ωi \ {xi}.
Proof. Let xi be an interior node, and δi > 0. Moreover, let ψi ∈ H10 (ωi) be a cut-off function
with ψi(xi) = 1, and
‖ψi‖L2(ωi) ≤ δ
1/2
i , ‖ψ′i‖L2(ωi) ≤ δ−
1/2
i .
Then, the function ψ˜i := [[u
′
hp]](xi)ψi belongs to H
1
0 (ωi) (and is extended by zero to yield a function
in H10 (Ω)). An integration by parts gives
ε|[[u′hp]](xi)|2 = ε[[u′hp]](xi)ψ˜i(xi) = −
∫
ωi
εu′hpψ˜
′
i dx−
∫
ωi
εu′′hpψ˜i dx
= a(u− uhp, ψ˜i)−
∫
ωi
riψ˜i dx,
and thus
ε|[[u′hp]](xi)|2 ≤ |[[u′hp]](xi)|
[
|||u− uhp|||ωi |||ψi|||ωi + ‖ri‖L2(ωi)‖ψi‖L2(ωi)
]
.
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We conclude with the properties of ψi:
ε|[[u′hp]](xi)| ≤
((
εδ−1i
)1/2
+ δ
1/2
i
∥∥∥√|d|∥∥∥
L∞(ωi)
)
|||u− uhp|||ωi + δ
1/2
i ‖ri‖L2(ωi),
which is the asserted estimate. 
As already mentioned in Remark B.2, a particularly good setting for efficiency estimates is that
the coefficient function d is bounded from below.
Theorem B.4. Suppose that there exist constants 0 < d0 ≤ d1 <∞ with
d0 ≤ inf
x∈Ω
d(x) ≤ sup
x∈Ω
d(x) ≤ d1.
Fix β ∈ (1/2, 1]. Then there exists a constant C > 0 (depending only on β, the ratio d1/d0, and the
shape-regularity parameter µ from (4)) such that the following is true:
(i) Let Ki, 1 ≤ i ≤ N , be an element. Then,
αi‖f − (−εu′′hp + duhp)‖2L2(Ki) ≤ C
[
p2i |||u− uhp|||2Ki + αiR2Ki
]
,
where we set
RKi = p
β
i
[∥∥∥Φβ/2Ki (f −ΠKif)∥∥∥L2(Ki) +
∥∥∥Φβ/2Ki (duhp −ΠKi(duhp))∥∥∥L2(Ki)
]
+ ‖f −ΠKif‖L2(Ki) + ‖duhp −ΠKi(duhp)‖L2(Ki).
(ii) Let ωi = Ki∪Ki+1∪{xi} be the node patch associated with the interior node xi, 1 ≤ i ≤ N−1.
Then
γiε
2|[[uhp]](xi)|2 ≤ C
[
p2i |||u− uhp|||2ωi + αiR2Ki + αi+1R2Ki+1
]
.
Proof. The estimate in (i) follows directly from Lemma B.1 and the observation (14). For (ii) we
employ Lemma B.3. Let Ki, Ki+1 be the two elements sharing node xi. By the shape regularity
property (4), and recalling Remark 3.2 we see that
γi ∼
√
ε−1αi ∼
√
ε−1αi+1.
We will simply write α for αi and γ for γi. We make use of the freedom to select δi := α/γ in
Lemma B.3. Then, employing (18) and involving γ ∼
√
ε−1α, we arrive at
γε2|[[u′hp]](xi)|2 . γ
(
ε
δi
+ δi‖d‖L∞(ωi)
)
|||u− uhp|||2ωi + γδi‖ri‖2L2(ωi)
=
(
γ2
α
ε+ α‖d‖L∞(ωi)
)
|||u− uhp|||2ωi + α‖ri‖2L2(ωi)
. (1 + d1/d0) |||u− uhp|||2ωi + α‖ri‖2L2(ωi).
We close the proof by remarking that the term α‖ri‖2L2(ωi) has been estimated earlier in (i). 
A POSTERIORI ERROR ANALYSIS OF hp-FEM FOR SINGULARLY PERTURBED PROBLEMS 17
References
1. M. Ainsworth and T.J. Oden, A posteriori error estimation in finite element analysis, Wiley, 2000.
2. M. Ainsworth and B. Senior, An adaptive refinement strategy for hp-finite element computations, Proceedings
of the International Centre for Mathematical Sciences Conference on Grid Adaptation in Computational PDEs:
Theory and Applications (Edinburgh, 1996), vol. 26, 1998, pp. 165–178.
3. I. Babusˇka and T. Strouboulis, The finite element method and its reliability, Oxford University Press, 2001.
4. D. Braess, V. Pillwein, and J. Scho¨berl, Equilibrated residual error estimates are p-robust, Comput. Methods
Appl. Mech. Engrg. 198 (2009), no. 13-14, 1189–1197. MR 2500243 (2010b:65239)
5. M. Bu¨rg and W. Do¨rfler, Convergence of an adaptive hp finite element strategy in higher space-dimensions,
Appl. Numer. Math. 61 (2011), no. 11, 1132–1146. MR 2842135
6. C. Canuto, R. H. Nochetto, and M. Verani, Adaptive Fourier-Galerkin methods, Math. Comp. 83 (2014),
no. 288, 1645–1687. MR 3194125
7. J. M. Cascon, C. Kreuzer, R. H. Nochetto, and K. G. Siebert, Quasi-optimal convergence rate for an adaptive
finite element method, SIAM J. Numer. Anal. 46 (2008), no. 5, 2524–2550. MR 2421046 (2009h:65174)
8. L. Demkowicz, Computing with hp-adaptive finite elements. Vol. 1, Chapman & Hall/CRC Applied Mathe-
matics and Nonlinear Science Series, Chapman & Hall/CRC, Boca Raton, FL, 2007, One and two dimensional
elliptic and Maxwell problems, With 1 CD-ROM (UNIX).
9. W. Do¨rfler and V. Heuveline, Convergence of an adaptive hp finite element strategy in one space dimension,
Appl. Numer. Math. 57 (2007), no. 10, 1108–1124.
10. W. Do¨rfler and S. Sauter, A Posteriori Error Estimation for Highly Indefinite Helmholtz Problems, Comput.
Methods Appl. Math. 13 (2013), no. 3, 333–347. MR 3094621
11. T. Eibner and J. M. Melenk, An adaptive strategy for hp-FEM based on testing for analyticity, Comp. Mech.
39 (2007), 575–595.
12. T. Fankhauser, T. P. Wihler, and M. Wirz, The hp-adaptive FEM based on continuous Sobolev embeddings:
isotropic refinements, Comput. Math. Appl. 67 (2014), no. 4, 854–868. MR 3163883
13. M. Feischl, T. Fu¨hrer, and D. Praetorius, Adaptive FEM with optimal convergence rates for a certain class of
nonsymmetric and possibly nonlinear problems, SIAM J. Numer. Anal. 52 (2014), no. 2, 601–625. MR 3176325
14. W. Gui and I. Babusˇka, The h, p and h − p versions of the finite element method in one-dimension, Numer.
Math. 49 (1986), 577–683.
15. P. Houston, B. Senior, and E. Su¨li, Sobolev regularity estimation for hp–adaptive finite element methods,
Numerical Mathematics and Advanced Applications ENUMATH 2001 (F. Brezzi, A. Buffa, S. Corsaro, and
A. Murli, eds.), Springer, 2003, pp. 631–656.
16. P. Houston and E. Su¨li, A note on the design of hp–adaptive finite element methods for elliptic partial differ-
ential equations, Comput. Methods Appl. Mech. Engrg. 194(2-5) (2005), 229–243.
17. M. Karkulik and J. M. Melenk, Local high-order regularization and applications to hp-methods, Tech. Report
arXiv:1411.5209, 2014.
18. M. Karkulik, J. M. Melenk, and A. Rieder, Optimal additive Schwarz methods for the p-BEM: the hypersingular
integral equation, Tech. Report in prep., Institute for Analysis and Scientific Computing, Vienna University of
Technolgy, 2015.
19. C. Mavriplis, Adaptive mesh strategies for the spectral element method, Comput. Methods Appl. Mech. Engrg.
116 (1994), no. 1-4, 77–86, ICOSAHOM’92 (Montpellier, 1992).
20. J. M. Melenk, hp–Interpolation of non-smooth functions, SIAM J. Numer. Anal. 43 (2005), 127–155.
21. J. M. Melenk and I. Babuska, The partition of unity finite element method: Basic theory and applications,
Comput. Methods Appl. Mech. Engrg. 139 (1996), 289–314.
22. J. M. Melenk and B. I. Wohlmuth, On residual-based a posteriori error estimation in hp-FEM, Adv. Comp.
Math. 15 (2001), 311–331.
23. W. F. Mitchell and M. A. McClain, A survey of hp-adaptive strategies for elliptic partial differential equa-
tions, Recent advances in computational and applied mathematics, Springer, Dordrecht, 2011, pp. 227–258.
MR 3026197
24. J. T. Oden, A. Patra, and Y. S. Feng, An hp-adaptive strategy, Adaptive, Multilevel, and Hierarchical Compu-
tational Strategies, vol. 157, ASME Publication, New York, 1992, pp. 23–26.
25. W. Rachowicz, J. T. Oden, and L. Demkowicz, Toward a universal hp-adaptive finite element strategy. Part 3:
Design of hp meshes, Comput. Methods Appl. Mech. Engrg. 77 (1989), 181–212.
26. R. P. Stevenson, Optimality of a standard adaptive finite element method, Found. Comput. Math. 7 (2007),
245–269.
27. R. Verfu¨rth, Robust a posteriori error estimators for a singularly perturbed reaction-diffusion equation, Numer.
Math. 78 (1998), 479–493.
28. R. Verfu¨rth, A posteriori error estimation techniques for finite element methods, Numerical Mathematics and
Scientific Computation, Oxford University Press, Oxford, 2013. MR 3059294
29. T. P. Wihler, An hp-adaptive FEM procedure based on continuous Sobolev embeddings, PAMM 11 (2011),
no. 1, Proceedings in Applied Mathematics and Mechanics, 82nd Annual GAMM Scientific Conference, Graz,
Austria.
30. , An hp-adaptive strategy based on continuous Sobolev embeddings, J. Comput. Appl. Math. 235 (2011),
no. 8, 2731–2739. MR 2763181 (2012b:65190)
18 J. M. MELENK AND T. P. WIHLER
J. M. Melenk, Institut fu¨r Analysis und Scientific Computing, TU Wien, Wiedner Hauptstrasse 8–10,
A-1040 Wien, Austria.
E-mail address: melenk@tuwien.ac.at
T. P. Wihler, Mathematics Institute, University of Bern, CH-3012 Bern, Switzerland.
E-mail address: wihler@math.unibe.ch
