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Abstract—The fundamental challenge of the millimeter-wave
(mmWave) frequency band is the sensitivity of the radio channel
to blockages, which gives rise to unstable connectivity and
impacts the reliability of a system. To this end, multi-point
connectivity is a promising approach for ensuring the desired
rate and reliability requirements. A robust beamformer design is
proposed to improve the communication reliability by exploiting
the spatial macro-diversity and a pessimistic estimate of rates
over potential link blockage combinations. Specifically, we pro-
vide a novel blockage-aware algorithm for the weighted sum-
rate maximization (WSRM) problem with parallel beamformer
processing across distributed remote radio units (RRUs). Com-
binations of non-convex and coupled constraints are handled via
successive convex approximation (SCA) framework, which admits
a closed-form solution by solving a system of Karush-Kuhn-
Tucker (KKT) optimality conditions. Unlike the conventional
coordinated multi-point (CoMP) schemes, the proposed blockage-
aware beamformer design has, per-iteration, computational com-
plexity in the order of RRU antennas instead of system-wide joint
transmit antennas. This leads to a practical and computationally
efficient implementation that is scalable to any arbitrary multi-
point configuration. In the presence of random blockages, the
proposed schemes are shown to significantly outperform baseline
scenarios and result in reliable mmWave communication.
Index Terms—Reliable communication, blockage, mmWave,
coordinated multi-point, weighted sum-rate maximization, suc-
cessive convex approximation, Karush-Kuhn-Tucker conditions.
I. INTRODUCTION
The proliferation of ever-increasing data-intensive wire-
less applications along with spectrum shortage motivates the
investigation of millimeter-wave (mmWave) communication
for the upcoming 5th-generation (5G) New Radio (NR) and
beyond cellular systems [1], [2]. The mmWave frequency band
not only provides relatively large system bandwidth but also
allows for packing a significant number of antenna elements
for highly directional communication [1], which is important
to ensure link availability as well as to control interference
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in dense deployments [2]. Hence, the mmWave mobile com-
munication is anticipated to substantially increase the average
system throughput. However, the fundamental challenge is
the sensitivity of mmWave radio channel to blockages due
to reduced diffraction, higher path and penetration loss [3],
[4]. These lead to rapid degradation of signal strength and
give rise to unstable and unreliable connectivity. For example,
a mobile human blocker can obstruct the dominant paths
for hundreds of millisecond, and normally lead to discon-
necting the communication session [3], [4]. On the other
hand, finding an alternate unblocked direction causes critical
latency overheads. Hence, the presence of such frequent and
long duration blockages significantly reduces the experienced
quality-of-service (QoS) [4]. To overcome such challenges,
use of coordinated multi-point (CoMP) schemes, where the
users are concurrently connected to multiple remote radio
units (RRUs), are highly useful for providing more robust and
resilient communication [5]–[15]. Therefore, it is envisioned
that multi-connectivity schemes by utilizing the multi-antenna
spatial redundancy via geographically separated transceivers
will be of high importance in future mmWave systems [16].
A. Prior Work
The CoMP transmission and reception are typically used to
increase the system throughput, particularly for the cell-edge
users due to relatively long distance from the serving base-
station (BS) and adverse channel conditions (e.g., higher path-
loss and interference from neighboring BSs). Such scenarios
have been widely studied over the past decade under the con-
text of 4th-generation (4G) systems [5]–[9]. Techniques, such
as, joint transmission (JT), coordinated beamforming (CB) and
dynamic point selection (DPS) were standardized in 3rd Gen-
eration Partnership Project (3GPP) and were widely studied in
Long Term Evolution-Advanced (LTE-A) to enhance capacity
and converge by efficiently utilizing the spatially separated
transceivers [8]. For example, it is shown in [9] that JT-CoMP
increases the coverage by, up to, 17% for general users and
24% for cell-edge users compared to non-cooperative scenario.
Recent studies have considered the deployment of CoMP
in the mmWave frequencies [10]–[15]. Also, it is considered
in 3GPP for upcoming 5G NR and beyond mmWave based
cellular systems [16]. In [10], [11], the authors showed a
significant coverage improvement by simultaneously serving
a user with spatially distributed transmitters. Results were
drawn from extensive real-time measurements for 73 GHz
in the urban open square scenario. The network coverage
gain for the mmWave system with multi-point connectivity,
in the presence of random blockages, was also confirmed
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2in [12], [13] using stochastic geometry tools. The work in [14]
proposed a low complexity cooperation technique for the JT,
wherein a subset of cooperating BSs is obtained by selecting
the strongest BS in each tier. The authors also investigated
the impact of blockage density in heterogeneous multi-tier
network. Similarly to earlier works on single-cell two-stage
hybrid analog-digital beamforming design, e.g., in [17], [18],
authors in [15] considered a multi-user massive multiple-
input-multiple-output (MU-MIMO) system with JT-CoMP
processing where a high-dimensional analog beamformer is
followed by a low-dimensional centralized digital baseband
precoder. However, CoMP techniques in [5]–[15] were still
devised with the sole scope of enhancing the capacity and
coverage by utilizing the spatially separated transceivers. Thus,
they were not originally designed for the stringent reliability
requirements of, e.g., industrial-grade critical applications.
It is well known that a system can provide any level of reli-
ability by sequential data transmission, i.e., by retransmitting
the same message at various protocol levels, until a receiver
acknowledges correct reception over a dedicated feedback
channel [19]. However, in the presence of random link block-
ages, high penetration and path-loss, mmWave feedback links
are inherently unreliable and, hence, they require redundant
retransmissions. On the other hand, allowable latency dictates
a strict upper limit on the number of retransmissions [20].
The loss of connection in the mmWave communication
is mainly due to a sudden blockage of the dominant links,
generally caused by abrupt mobility, self-blockage or external
blockers [3], [4]. Accurate estimation of each blocker requires
precise environment mapping and frequent channel state in-
formation (CSI) acquisition, which might result in significant
coordination overhead. Furthermore, blockage events can cre-
ate large latencies if a passive hand-off is inevitable [20]. Thus,
the limitations of retransmission events and the difficulty of
accurate estimation of random blocking events motivate us
to develop more robust and resilient downlink transmission
strategies that can retain stable connectivity under the uncer-
tainties of mmWave channels and random blockages.
B. Contributions
Motivated by the above concerns, we propose a robust
beamforming design for the JT-CoMP, which improves the
sum-rate while retaining stable and resilient connectivity for
mmWave mobile access in the presence of random blockers.
The key contributions of this paper include:
• A blockage-aware beamformer design with a strong em-
phasis on system reliability is provided by exploiting
multi-antenna spatial diversity and CoMP connectivity.
The weighted downlink sum-rate is maximized1, where,
for each user, a pessimistic estimate of the achievable
rate over all possible combinations of potentially blocked
links among the cooperating RRUs is considered. Man-
aging a large set of link blockage combinations is consid-
erably more difficult than conventional constrained opti-
mization [7], [15], [21]–[25] due to the mutually coupled
signal-to-interference-noise ratio (SINR) constraints. The
1The formulation can be easily modified to handle other objective functions.
preemptive modeling of serving set over the potential link
blockage combinations are shown to greatly improve the
system outage performance while ensuring user-specific
rate and reliability requirements.
• A novel successive convex approximation (SCA) based
beamforming algorithm is provided for the original non-
convex and computationally challenging problem. More
specifically, all coupled and non-convex constraints are
conservatively approximated with a sequence of convex
subsets and iteratively solved until convergence. The
underlying subproblems, for each SCA iteration, become
second-order cone programs (SOCPs), and that are effi-
ciently solvable by any standard off-the-shelf solvers.
• A novel low-complexity robust beamformer design
framework is proposed that merges the SCA with
dual [26] and best response [24] methods to admit parallel
beamformer processing for the distributed RRUs via iter-
ative evaluation of the closed-form Karush-Kuhn-Tucker
(KKT) optimality conditions. The schemes proposed
in [21], [24] cannot be used directly, thus our proposed
KKT based solution is significantly more advanced, and
provides a novel approach for solving mutually coupled
minimum SINR constraints. This leads to a practical,
latency-conscious, and computationally efficient imple-
mentation for multi-core cloud edge architecture.
• A detailed implementation of proposed methods is pro-
vided assuming digital beamforming architecture. More-
over, for completeness, a low-complexity two-stage hy-
brid analog-digital beamforming implementation is in-
troduced in the numerical section. As a result, the pro-
posed methods are scalable to any arbitrary multi-point
configuration and dense deployments. Finally, numerical
examples are presented to quantify the complexity and
the performance advantages of the proposed solutions in
terms of achievable sum-rate and reliable connectivity.
The paper is an extended version of our previously published
conference papers [27], [28]. In [27] we studied beamformer
design for weighted sum-rate maximization (WSRM) problem
leveraging the SCA framework while in [28] an iterative KKT
based solution was provided. All of the aforementioned results
have been further improved and extended in this paper.
C. Organization and Notations
The remainder of this paper is organized as follows. In
Section II, we illustrate system architecture, channel, and
blockage model as well as, provide the formulation of the
problem. Section III provides a theoretical analysis of blockage
and evaluation of rate and reliability trade-off. In Section IV,
we describe the robust beamformer designs. The validation of
our proposed methods with the numerical results are presented
in Section V, and finally conclusions are given in Section VI.
Notations: In the following, we represent matrices and vectors
with boldface uppercase and lowercase letters, respectively.
The transpose, conjugate transpose and inverse operation are
represented with the superscript (·)T, (·)H and (·)−1 respec-
tively. |X | indicates the cardinality of a set X . <{·} and
| · | represent the real part and norm of a complex number,
respectively. CMxN is a MxN matrix with elements in the
3complex field. [a]n is the nth element of a. Finally, ∇xy(x)
denotes the gradient of y(·) with respect to variable x.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
We consider downlink transmission in a mmWave based
multi-user multiple-input-single-output (MU-MISO) commu-
nication system, consisting of K single antenna users served
by B RRUs. Each RRU is equipped with Nt transmit antennas,
and arranged in a uniform linear array (ULA) pattern. The
antennas have 0 dBi gain and x = λ/2 spacing between
any two adjacent elements, where λ is the wavelength of
carrier frequency. We define B = {1, 2, . . . , B} to be the
set of all RRU indices, K = {1, 2, . . . ,K} denotes the set
of active users, and the serving set of RRUs for each user k
is represented with Bk ⊆ B for all k ∈ K. We study JT-
CoMP transmission, whereby, each active user k receives
a coherently synchronous signal from all the RRUs in Bk.
Furthermore, the downlink transmissions are performed using
the same frequency and time resources. In this paper, if not
mentioned otherwise, we assume by default a case where each
antenna is connected to a dedicated radio frequency (RF)
chain and baseband circuit that enables fully digital signal
processing. In addition, we provide an implementation for
two-stage hybrid analog-digital beamforming architecture with
coarse-level analog beamforming followed by less-complex
digital precoding. Finally, we assume a cloud (or centralized)
radio access network (C-RAN) architecture, wherein all RRUs
are connected to the edge cloud by low-latency fronthaul links,
as illustrated in Fig. 1.
It should be noted, in the C-RAN architecture, a common
baseband processing unit (BBU) performs all the digital signal
processing functionalities in a centralized manner, while the
RRUs implement limited radio operations [29]. Such, fully
centralized baseband processing provides more efficient RRU
coordination and, thus, enables more effective implementation
for JT-CoMP scenarios [29]. However, in practice, fronthaul
link capacity and signaling overhead will limit the maximum
number of coordinating RRUs for each user. Furthermore,
perfect estimation of available CSI is assumed at the BBU
for the downlink beamformer design and resource allocations,
whereby, each RRU receives information for the serving users,
such as control and data signals, using the fronthaul links.
The received signal2 of kth user, yk can be expressed as
yk =
∑
b∈Bk
hHb,kfb,ksk +
∑
u∈K\k
∑
b∈Bu
hHb,kfb,usu + wk, (1)
where hb,k ∈ CNtx1 is the channel between a RRU-user
pair (b, k), wk ∼ CN (0, σ2k) is circularly symmetric additive
white Gaussian noise (AWGN) with power spectral density
(PSD) of σ2k and sk is normalized and independent data
symbol, i.e., E{|sk|2} = 1 and E{sks∗u} = 0, for all k, u ∈ K.
In expression (1), fb,k ∈ CNtx1 represents the portion of the
joint beamformer between a RRU-user pair (b, k), designed by
2The methods can be extended to hybrid analog-digital beamforming
architecture where the channel between a RRU-user pair hb,k ∀(b, k) can
be considered as an effective channel obtained after the analog beamforming
stage [17] (for more details see Section V-E).
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Fig. 1. Downlink communication system model showing transmitters (RRUs)
and receivers (users) in the presence of randomly distributed blockers.
the centralized BBU assuming perfect estimation of available
CSI. The received SINR for each user k can be expressed as
Γk(Bk) =
∣∣∣ ∑
b∈Bk
hHb,kfb,k
∣∣∣2
σ2k +
∑
u∈K\k
∣∣∣ ∑
b∈Bu
hHb,kfb,u
∣∣∣2 . (2)
B. Channel Model
Due to the higher penetration and path-loss, reduced scat-
tering and diffraction at the mmWave frequencies compared
to sub-6 GHz frequency band, the channel can be consid-
ered to be spatially sparse [1], [30], in which line-of-sight
(LoS) is the dominant path and mainly contributes to the
communication [3], [4]. Thus, unblocked LoS link is highly
desirable in order to initiate and maintain a stable mmWave
communication. The channel design, in this paper, is based on
a sparse geometric model [31], [32], which is widely adopted
in studies related to mmWave signal processing, e.g., in [17],
[18]. Specifically, we consider Mb,k paths for the channel hb,k
between RRU b and user k, and expressed as
hb,k =
√
Nt
Mb,k
[
g1b,ka
H
T (φ
1
b,k)︸ ︷︷ ︸
hLoSb,k
+
Mb,k∑
m=2
gmb,ka
H
T (φ
m
b,k)︸ ︷︷ ︸
hNLoSb,k
]
, (3)
where φ1b,k and φ
m
b,k denote the angle-of-departure (AoD) for
the LoS and the m-th non-LoS (NLoS) path, respectively. Note
that the AoD for each NLoS path m > 1 is assumed to be
uniformly distributed, i.e., φmb,k ∈ [−pi/2, pi/2], whereas, the
LoS AoD φ1b,k is related to the actual position of RRU-user
(b, k) pair [33]. Finally, g1b,k = v
1
b,kd
−%
b,k and g
m
b,k = v
m
b,kd
−ζ
b,k,
in which vmb,k ∀m is a random complex gain with zero mean
and unit variance, db,k is the RRU-user distance, % and ζ
denotes the path-loss exponent for the LoS and the NLoS link,
respectively. It has been shown empirically that ζ is much
higher than the LoS path-loss exponent [3], [10], [11]. The
transmit array steering vector of ULA for AoD φ is denoted as
aT (φ) ∈ CNtx1 with[
aT (φ)
]
n
=
1√
Nt
e−j
2pix
λ (n−1) sin(φ), n = 1, 2, . . . , Nt. (4)
4Fig. 2. The propagation environment between a typical RRU-user pair.
C. Blockage Model
In the mmWave communication, the quality of the wireless
link between a RRU-user pair mainly depends on the char-
acteristics of the LoS path [3], [4]. The NLoS paths in the
mmWave radio channel are typically 20− 30dB weaker than
the dominant LoS path [4], thus high data rates are difficult
to achieve in the NLoS only transmission. On the other
hand, a major challenge for LoS dominated communication
stems from the fact that LoS links may easily be blocked by
obstacles. This may result in an intermittent connection, which
severely impacts the quality of user-experience. Channel mea-
surements in typical mmWave scenarios have demonstrated
that outage on a mmWave link occurs with 20% − 60%
probability [30] and that may lead to over 10−fold decrease
in the achievable rate [34]. Therefore, unless being addressed
properly, the blockage appears as the main bottleneck hinder-
ing the full exploitation of the mmWave channel.
In order to characterize the aforementioned uncertainties
of the mmWave radio channel, we consider a probabilis-
tic blockage model, where each link undergoes independent
blockage. This is a reasonably accurate assumption especially
when the blockers are not overly large and closer to the
users [35], [36]. For simplicity, we assume blockage events
only for the dominant LoS path while all the NLoS links
are unobstructed. More specifically, the channel between any
typical RRU-user pair can be either fully-available or in NLoS
state. The NLoS state occurs when the dominant LoS link
is blocked by any obstacle. It should be noted that even a
mobile human blocker may cause 20− 30 dB attenuation and
can obstruct the LoS path for hundreds of milliseconds [3],
[4]. This can be equivalently modeled as {hLoSb,k = 0}b∈B,k∈K
for the blocked LoS component. The fully-available state is
defined in expression (3).
Since the blockers are completely random, their position
and orientation may change multiple times within the channel
coherence interval. Further, due to non-correlated blocking,
blockage events cannot be known a priori in a dynamic mobile
environment. Similar to [35], [36], the blockage between any
typical RRU-user pair (b, k) is defined using a Bernoulli
random variable with the parameter η and expressed as
hLoSb,k =
{
g1b,ka
H
T (φ
1
b,k) with probability e
−ηdb,k
0 with probability 1− e−ηdb,k (5)
where η depends on the density and the average size of
the obstacles blocking the dominant LoS path. In addition,
the probability of a LoS link decreases exponentially with
the increase in distance between RRU-user [35], [36]. From
the physical standpoint, the parameter η can be interpreted
as the LoS likelihood for a given propagation environment
and distance [35]. For example, the smaller η is, the sparser
the propagation environment will be, and consequently higher
probability of LoS link at a given distance and vice-versa. In
our study, we will make use of parameter η to analyze the ef-
fect of different blockage density on the network performance.
We assume a standard time division duplex (TDD)-based
CSI acquisition from reciprocal uplink followed by the down-
link data transmission phase. More specifically, BBU designs
the transmit beamformer based on the available CSI acquired
during the estimation phase (3). Thus, a system can be in
the outage, if the dominant LoS link is not anymore available
during the data transmission phase due to random blockage.
Similarly, a LoS link can also be in the blockage state during
the channel estimation phase and available during the data
transmission phase. However, these links will not be included
for the transmission. Thus, from the reliability perspective, we
have to consider the case when channel is available during the
estimation phase but blocked during the transmission, which
is not known at the BBU for downlink beamformer design.
D. Problem Formulation
The major goal of this work is to develop a robust and
resilient downlink transmission strategy that can retain stable
connectivity under the uncertainties of mmWave radio channel
and random blockages. To this end, we need to compute the
optimal joint transmit beamformer F = [f1,1, f1,2, . . . , fB,K ],
while exploiting the multi-antenna spatial diversity and CoMP
connectivity for improved system-level reliability. For the
WSRM3 objective considered in this paper, the beamformer
design can be formulated4 as
maximize
F,γ˜k
∑
k∈K
δk log
(
1 + γ˜k
)
(6a)
subject to Γk(Bck) ≥ γ˜k ∀k, ∀Bck ⊆ Bk, |Bck| ≥ Lk, (6b)∑
k∈K
‖fb,k‖2 ≤ Pb ∀b, (6c)
where δk ≥ 0 ∀k denotes the user-specific priority weights
corresponding to the achievable rate and Γk(Bck) is defined
as in expression (7). The total transmit power for bth RRU is
bounded by Pb, as in (6c). For each user k, the constraint (6b)
is the pessimistic estimate of SINR computed over all possible
subset combinations of potentially available RRUs of size
|Bck| ≥ Lk from its serving set Bck (⊆ Bk) for all k ∈ K.
In practice, the adverse channel condition and signaling
overhead limits the maximum number of cooperating RRUs
3We assume Gaussian signalling as the upper bound for the rate expressions.
4The formulation can easily be applied to other objective functions, e.g.,
minimum user-rate maximization [27].
5for each user (i.e., Bk ∀k) [29]. Thus, the subset combinations
Bck (⊆ Bk) are fairly small for modestly sized systems. The
resulting problem (6) is intractable due to non-convex and
coupled SINR constraints (6b). To this end, in Section IV,
we provide practical and computationally efficient iterative
algorithms by exploiting convex approximation techniques.
III. ANALYSIS OF RATE AND RELIABILITY TRADE-OFF
In this paper, we assume uncorrelated and randomly dis-
tributed blockers. Thus, the position of each blocker and/or
blockage event is completely unknown. Therefore, to improve
system reliability and avoid outage under the uncertainties of
mmWave radio channel, we preemptively underestimate the
achievable SINR assuming that a portion of available CoMP
links would be blocked during the data transmission phase. Let
BBU assumes that each user k have at least Lk available links
(i.e., unblocked RRUs). Then, the BBU proactively models the
SINR over all possible subset combinations, by excluding the
potentially blocked RRUs, and allocate the rate to users such
that transmission reliability is improved (i.e., minimize the
outage due to blockages that appear during data transmission).
For example, referring to expression (6b) and Fig. 1, let
Bk be the set of RRUs that are used to serve kth user with
RRU indices Bk = {1, 2, 3, 4}. Then, with the assumption
of at least Lk = 3 available links, the serving set Bk of
unblocked RRUs available to kth user can be any one of
following combinations:
Bk =
{{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {1, 2, 3, 4}}.
Equivalently, the subset combinations of all potentially
blocked RRUs Dk for the kth user can be expressed as
Dk =
{{4}, {3}, {2}, {1}, {}}.
Let C(Lk) denotes the cardinality of set Bk and defined as
C(Lk) =
∑|Bk|
l=Lk
|Bk|!
l!(|Bk|−l)! . Recall that, the set of coordinat-
ing RRUs for each user (i.e., |Bk| ∀k) are limited. Thus, C(Lk)
is fairly small and solving (6), in general, does not require
combinatorial optimization. Let Dck ∈ Dk denotes c-th subset
combination of the potentially blocked RRUs, and Bck ∈ Bk
represents c-th subset combination of the available RRUs for
kth user, where c = 1, 2, . . . , C(Lk). Then, the received SINR
of each user k for c-th subset combination (i.e., Bck ∈ Bk) is
obtained by excluding the blocked RRUs in (2) and given by
Γk(Bck) =
∣∣∣ ∑
b∈Bck
hHb,kfb,k
∣∣∣2
σ2k +
∑
u∈K\k
∣∣∣ ∑
b∈Bu\Dck
hHb,kfb,u
∣∣∣2 . (7)
where Dck = Bk\Bck denotes c-th subset of potentially
blocked RRUs which are excluded from the interfering links
to kth user. Consequently, after solving the problem (6), the
pessimistic estimate of the achievable SINR for kth user is
equivalent to γ˜k , min
c=1,...,C(Lk)
(
Γk(Bck)
)
for all k ∈ K. Still,
the data symbols sk are transmitted to each user k from all
Bk(⊇ Bck) RRUs. Therefore, reliable connectivity for each
user k can be guaranteed, even if, |Bk|−Lk dominant links are
not available during the transmission phase. In the contrary,
if more than Lk links were available, the actual achievable
rate would be somewhat larger than the assigned rate.
As an example, let qb,k represent the LoS blockage probabil-
ity between RRU-user pair (b, k), defined as qb,k = 1−e−ηdb,k
(see (5)). Next, for a given parameter Lk, we can approxi-
mately model the success probability5 pk of kth user as
pk =
C(Lk)∑
c=1
( ∏
b∈Bck
(1− qb,k)×
∏
b∈Dck
qb,k
)
∀k. (8)
In Appendix B, we generalize (8) by integration over random
users location. Since all users are independent, therefore, the
system is in outage if any of the K users is in outage. It
should be noted, this is a worst-case assumption to enforce
strict system-level reliability. However, in practice, users with
the unblocked links can still decode their received signal. Thus,
with the worst-case assumption, system outage is defined as
P˜out = 1−
K∏
k=1
pk. (9)
The closed-form expression (9) models the case when the
channel between a RRU-user pair is either available or fully-
blocked. However, we consider blocking of the dominant LoS
link while keeping all NLoS components unobstructed (see
Section II-C). Thus, expression (9) only provides an approxi-
mation on the outage performance, as shown in Section V.
Intuitively, we can observe the impact of constraint (6b)
on the system reliability and achievable rate using (7) and (9).
For example, by using the smaller subset size (i.e., Lk ∀k), we
can improve the system reliability assuming that a significant
portion of all the available CoMP links are potentially blocked.
However, it leads to a lower SINR estimate and, hence,
a lower rate to each user. Conversely, a less pessimistic
assumption on subset size can provide higher instantaneous
SINR and user-specific rate, but it is more susceptible to
the outage, thus resulting in less stable connectivity for each
user. Clearly, there is a trade-off between achievable rate and
reliable connectivity6. Our goal is to quantify this trade-off.
IV. PROPOSED BEAMFORMER DESIGNS
In this section, we elaborate on solving problem (6), which
is intractable as-is, mainly due to non-convex SINR in (6b).
Several approaches have been outlined in the existing literature
to handle such SINR non-convexity. However, in this paper,
we employ widely used convex approximations based on SCA
framework [37], [38], wherein all non-convex constraints are
approximated with the sequence of convex approximations.
The underlying approximated subproblem is then iteratively
solved until convergence. The SCA based solutions have been
widely used in many practical applications, e.g., in satellite
system [39], wire-line DSL network [40], small-cell hetero-
geneous network [41], energy efficiency [23], [25], spectrum
sharing [42] and multi-antenna interference coordination [7],
[22], [24]. In view of the prior works [7], [22]–[25], [39]–
[42], there lacks a systemic approach for the design of down-
link beamformer in JT-CoMP scenario, while accounting the
uncertainties of mmWave radio channel and random blockers.
5If we assume equal blockage probability i.e., qb,k = qk for all b ∈ Bk ,
then success probability of kth user pk becomes a binomial distribution [27]
and expressed as pk =
∑|Bk|−Lk
t=0
(|Bk|
t
)
(1− qk)|Bk|−tqtk for all k ∈ K.
6The user-specific subset size Lk is a design parameter that can be tuned
based on statistical information, e.g., users location and blockage density, to
achieve a desired rate-reliability trade-off (for more details see Section V-C).
6A. Solution via Successive Convex Approximation
The non-convex SINR constraint (6b) can be handled by
SCA framework, as shown in [7], [22]–[24], where the authors
provided SINR approximation method for CB [7], [22], [23]
and JT [24] assuming global-CSI and no blockage. We extend
these approaches to take into consideration coherent multi-
point transmission and provide a novel grouping of multitude
of potentially coupled SINR conditions that raise from the
link blockage subsets. The individual SINR constraint for each
Bck ⊆ Bk can be solved as in [22]. The exact details are omitted
due to lack of space (we refer the reader to [22] for the details).
In the following, the main steps are briefly reproduced. To
begin with, by using the expression of Γk(Bck) (see (7)) and
adding one on both sides, we rewrite constraint (6b) as
1 + γ˜k ≤
σ2k +
∑
j∈K
∣∣∣ ∑
b∈Bj\Dck
hHb,kfb,j
∣∣∣2
σ2k +
∑
u∈K\k
∣∣∣ ∑
b∈Bu\Dck
hHb,kfb,u
∣∣∣2 , (10a)
=
σ2k +
∑
j∈K
∣∣∣∑
b∈B
(
1Gck(b)h
H
b,k
)(
1Bj (b)fb,j
)∣∣∣2
σ2k +
∑
u∈K\k
∣∣∣∑
b∈B
(
1Gck(b)h
H
b,k
)(
1Bu(b)fb,u
)∣∣∣2 , (10b)
where Gck = B\Dck for all c = 1, 2, . . . , C(Lk) and k ∈ K.
The indicator function 1Gck(b) and 1Bj (b) are defined as
1Gck(b) =
{
1 if and only if b ∈ B \ Dck
0 otherwise
1Bj (b) =
{
1 if and only if b ∈ Bj
0 otherwise
Furthermore, the expression (10b) can be compactly expressed
using the vector notations. Let f j ∈ C|B|Nt×1 be the stacked
downlink beamformer defined as
f j ,
[
1Bj (1)f
T
1,j , . . . ,1Bj (b)f
T
b,j , . . . ,1Bj (B)f
T
B,j
]T
,
and h
c
k ∈ C|B|Nt×1 be the stacked channel vector defined as
h
c
k ,
[
1Gck(1)h
T
1,k, . . . ,1Gck(b)h
T
b,k, . . .1Gck(B)h
T
B,k
]T
.
For the brevity of mathematical representation, we also define
hcb,k = 1Gck(b)hb,k for all b ∈ B. Thus, by using the vector
notations f j and h
c
k, expression (10) can be rewritten as
1 + γ˜k ≤
σ2k +
∑
j∈K
∣∣hcHk f j∣∣2
σ2k +
∑
u∈K\k
∣∣hcHk fu∣∣2 (11)
Note that we have added one on both sides of constraint (6b) to
get (11). This improves the numerical stability of the algorithm
as will become clear in the following.
For more compact representation, we now introduce func-
tion Ik(Bck) and Hk(Bck), defined as
Ik(Bck) = σ2k +
∑
u∈K\k
∣∣hcHk fu∣∣2, (12a)
Hk(Bck) =
σ2k +
∑
j∈K
∣∣hcHk f j∣∣2
1 + γ˜k
, (12b)
Then expression (11) can be written as
Ik(Bck)−Hk(Bck) ≤ 0, (13)
Note that functionHk(Bck) is a quadratic-over-linear, which
is a convex function [43, Ch. 3]. Hence, the reformulated SINR
constraint (13) is still non-convex (i.e., difference of convex
functions). Therefore, we resort to the SCA framework [37],
[38], wherein all non-convex constraints are approximated
with a sequence of convex subsets and iteratively solved until
convergence of the objective [7], [22]–[25]. Thus, the best
convex approximation of reformulated SINR constraint (13)
is obtained by replacing Hk(Bck) with its first-order approxi-
mation. The linear first-order Taylor approximation of Hk(Bck)
can be expressed as
F(c, fk, γ˜k; f (i)k , γ˜(i)k ) , 2∑
j∈K
<
{
f
(i)H
j h
c
kh
cH
k
1 + γ˜
(i)
k
(
f j − f (i)j
)}
+
σ2k +
∑
j∈K
∣∣hcHk f (i)j ∣∣2
1 + γ˜
(i)
k
(
1− γ˜k − γ˜
(i)
k
1 + γ˜
(i)
k
)
≤ Hk(Bck), (14)
with equality only at the approximation point {f (i)k , γ˜(i)k }.
After replacing expression (12b) with its linear approxima-
tion (14) and plugging it into constraint (6b), an approximated
subproblem for ith SCA iteration is expressed in convex form
along with the corresponding dual-variables as
maximize
F,γ˜k
∑
k∈K
δk log
(
1 + γ˜k
)
(15a)
subject to ak,c : F
(
c, fk, γ˜k; f
(i)
k , γ˜
(i)
k
) ≥ Ik(Bck)
∀k, ∀Bck ⊆ Bk, |Bck| ≥ Lk,
(15b)
zb :
∑
k∈K
‖fb,k‖2 ≤ Pb ∀b, (15c)
where a = [a1,1, . . . , aK,C(LK)]
T and z = [z1, . . . , zB ]T
are the non-negative Lagrangian multipliers corresponding to
constraints (15b) and (15c), respectively. Dual variable zb
in (15c) is associated with the total transmit power constraint
of bth RRU. Dual variable ak,c for each user k is associated
with c-th subset combination of SINR constraint. The role of
the dual variables become clear in the following subsection.
The above convex subproblem for each SCA iteration can be
efficiently solved, in general, using existing convex optimiza-
tion toolboxes, such as CVX [44]. The fixed operating points
for the current iteration are updated from the solution of the
current SCA iteration. This is repeated until convergence of
the objective. The beamformer design with the proposed SCA
relaxation has been summarized in Algorithm 1.
Algorithm 1: Successive convex approximation algorithm
for WSRM problem (15)
1 Set i = 1 and initialize with a feasible starting point{
f
(0)
b,k , γ˜
(0)
k
} ∀b ∈ B, ∀k ∈ K,
2 repeat
3 Solve (15) with
{
f
(i−1)
b,k , γ˜
(i−1)
k
}
and denote the local
optimal values as
{
f∗b,k, γ˜
∗
k
}
4 Update
{
f
(i)
b,k = f
∗
b,k
}
and
{
γ˜
(i)
k = γ˜
∗
k
}
5 Set i = i+ 1
6 until convergence or for fixed number of iterations;
7B. Solution via Low-Complexity KKT Conditions
Problem (15) can be more efficiently solved at the BBU
by the parallel update of beamforming vectors correspond-
ing to the spatially distributed RRUs. Unlike the approach
presented in the previous subsection, the robust beamformer
can be obtained by iteratively solving a system of KKT equa-
tions [43]. Thus, the KKT based solution provides closed-form
steps for an algorithm that does not rely on generic convex
solvers. Furthermore, iterative evaluation of KKT optimality
conditions, for each SCA step, reveals a conveniently parallel
structure for the beamformer design with significantly lower
computational complexity with respect to joint beamformer
optimization across all distributed RRU antennas.
The Lagrangian L(F, γ˜k, ak,c, zb) of problem (15) is given
in expression (17). It should be noted that the KKT optimality
conditions provide necessary and sufficient conditions for the
solution of a convex problem [43, Ch. 5]. Thus, the solution for
problem (15) can be obtained by iteratively solving a system
of KKT optimality conditions, which include stationary, com-
plementary slackness, and primal-dual feasibility requirements
(for more detailed derivation see Appendix A). Next, we
briefly outline the key challenges in solving the problem (15)
by using KKT conditions and our proposed solution.
The user-specific SINR constraints (15b) are mutually in-
terdependent over the link blockage combinations (see Sec-
tion II-C). Thus, it makes deriving an efficient and closed-form
solution for Lagrangian multipliers ak,c ∀(k, c) considerably
more difficult than in the case with only a single SINR
constraint per-user [21]–[25]. To overcome this, we resort to a
subgradient approach, where all non-negative Lagrangian mul-
tipliers ak,c ∀(k, c) are iteratively solved using the constrained
ellipsoid method [26].
Furthermore, the design of optimal beamformer F is in-
herently coupled between all distributed RRU antennas due
to coherent joint transmission to each user. Therefore, the
computational complexity of optimal beamformer fk ∀k scales
cubically with the length of joint beamformers (BNt), which
quickly becomes intractable, e.g., for dense deployments. Fur-
thermore, RRU specific dual variables zb ∀b should be com-
puted simultaneously (see (21b) in Appendix A). However,
because of coupling and interdependence among Lagrangian
multipliers zb ∀b due to JT-CoMP, it is computationally
challenging to obtain a closed-form solution. To overcome
this, we also incorporate a parallel optimization framework
using the best response [24] into the iterative optimization
process (see (21c) in Appendix A). As a result, RRU specific
beamformers are solved in parallel for each iteration, while
assuming that coupling from other cooperating RRUs is fixed
to the solution from the previous iteration. Note that for a
convex problem, monotonic convergence can be guaranteed
by imposing a regularization step on beamformer update [45].
In the following, we provide a novel iterative algorithm by
combining the SCA framework with dual and best response
methods, which admits the closed-form solution in each step.
Specifically, in each SCA iteration, the approximated convex
subproblem (15) is solved via the iterative evaluation of the
KKT optimality conditions. Furthermore, to improve the rate
of convergence, the SCA approximation point
{
f
(i)
b,k, γ˜
(i)
k
}
is also updated in each iteration along with the Lagrangian
multipliers (for more detailed see Appendix A).
To summarize, the steps in the iterative algorithm are
f *Hb,k =
(
Izb +
∑
u∈K\k
C(Lu)∑
c=1
a(i−1)u,c h
c
b,uh
cH
b,u
)−1
t
(i−1)
b,k , (16a)
f
(i)
b,k = f
(i−1)
b,k + ψ
[
f∗b,k − f (i−1)b,k
]
, (16b)
Γ
(i)
k (Bck) =
|hcHk f
(i)
k |2
σ2k +
∑
u∈K\k
∣∣hcHk f (i)u ∣∣2 , (16c)
γ˜
(i)
k = δk
{
C(Lk)∑
c=1
a
(i−1)
k,c
σ2k +
∑
j∈K
∣∣hcHk f (i−1)j ∣∣2(
1 + γ˜
(i−1)
k
)2
}−1
− 1,
(16d)
a
(i)
k,c =
(
a
(i−1)
k,c + β
[
γ˜
(i)
k − Γ(i)k (Bck)
])+
, (16e)
where
t
(i−1)
b,k =
{∑
j∈K
C(Lj)∑
c=1
a
(i−1)
j,c
(
f
(i−1)H
k h
c
j
)
1 + γ˜
(i−1)
j
hcHb,j
−
∑
u∈K\k
C(Lu)∑
c=1
a(i−1)u,c
( ∑
g∈B\b
f
(i−1)H
g,k h
c
g,uh
cH
b,u
)}
,
and hcb,k = 1Gck(b)hb,k for all c = 1, . . . , C(Lk), k ∈ K,
and b ∈ B. The best response and subgradient step sizes are
represented with ψ > 0 and β > 0, respectively. In (16e),
we have use (x)+ , max(0, x). The expressions in (16) are
solved in an iterative manner, starting with initializing the vari-
ables {f (0)b,k , γ˜(0)k , a(0)k,c} with feasible values, such that SINR
and total transmit power constraints for each distributed RRU
are satisfied. Note that due to reformulation of constraint (6b)
as in (11), we get {1 + γ˜j}j∈K in the denominator of (16a)
and (16d), and these are invertible, even if subset of users are
assigned zero SINR. Thus, the proposed iterative method for
problem (15) is numerically stable. The beamformer design
by iteratively solving a system of KKT optimality conditions
is summarized in Algorithm 2.
Algorithm 2: Low-complexity KKT based iterative algo-
rithm for WSRM problem (15)
1 Set i = 1 and initialize with a feasible starting point{
f
(0)
b,k , γ˜
(0)
k , a
(0)
k,c
} ∀b ∈ B,∀k ∈ K,∀c = 1, . . . , C(Lk),
2 repeat
3 Solve f∗b,k from (16a) with
{
f
(i−1)
b,k , γ˜
(i−1)
k , a
(i−1)
k,c
}
4 Update f (i)b,k using (16b)
5 Calculate γ˜(i)k from (16d)
6 Update a(i)k,c using (16e) with
{
γ˜
(i)
k ,Γ
(i)
k (Bck)
}
7 Set i = i+ 1
8 until convergence or for fixed number of iterations;
8L(F, γ˜k, ak,c, zb) = −
∑
k∈K
δk log
(
1 + γ˜k
)
+
∑
b∈B
zb
(∑
k∈K
‖fb,k‖2 − Pb
)
+
∑
k∈K
(C(Lk)∑
c=1
ak,cσ
2
k +
∑
u∈K\k
C(Lu)∑
c=1
au,c
∣∣hcHu fk∣∣2)
−
∑
k∈K
(
2
∑
j∈K
C(Lj)∑
c=1
aj,c<
{
f
(i)H
k h
c
jh
cH
j
1 + γ˜
(i)
j
(
fk − f (i)k
)}
+
C(Lk)∑
c=1
ak,c
σ2k +
∑
j∈K
∣∣hcHk f (i)j ∣∣2
1 + γ˜
(i)
k
(
1− γ˜k − γ˜
(i)
k
1 + γ˜
(i)
k
))
. (17)
1) Lagrangian Multipliers: Dual variables ak,c ∀(k, c) cor-
responding to constraint (15b) are interdependent and mutually
coupled due to the common SINR constraint across the link
blockage combinations. Their exact values for each SCA
iteration can not be obtained as a closed-form expression.
Therefore, we resort to a widely used subgradient approach,
such as the constrained ellipsoid method, which converges to
the local optimal solution for a convex optimization prob-
lem [26]. It should be noted that choice of the step size
β in expression (16e) depends on the system model, as it
directly affects the convergence rate as well as control the
oscillation in the WSRM objective function. There have been
several studies in the literature on the convergence properties
of the subgradient approach, with the different step size rules
[26], [46]. More precisely, monotonic convergence can not be
guaranteed, in general, for the constrained ellipsoid method,
and thus, one has to track and adjust the step size accordingly.
In the proposed iterative approach in Algorithm 2, the dual
variables ak,c ∀(k, c) are updated based on the violation of the
SINR constraint with a small positive step size, as in (16e).
Dual variables zb ∀b are chosen to satisfy the transmit
power constraint (15c), using the bisection search method. It
should be noted, in a multi-cell scenario, the transmit power
constraints may not necessarily always hold with equality.
Specifically, for each RRU b, if
∑
k∈K ‖f∗b,k‖2 < Pb then
zb = 0, i.e., non-negative dual variable zb is set to zero in
order to satisfy the corresponding complementary slackness
conditions [43, Ch. 5.5.2]. Otherwise, there exist a unique
zb > 0 such that
∑
k∈K ‖f∗b,k‖2 = Pb for all b ∈ B.
2) Best Response: The beamformer F is inherently coupled
among all distributed RRU antennas (16), because of the
coherent joint transmission to each user. One possible ap-
proach is based on updating the beamformers sequentially, i.e.,
using the Gauss-Seidel type update process, which provides
monotonic convergence for a WSRM optimization problems.
However, it is shown in [47] that the convergence rate drasti-
cally reduces even with a slight increase in the number of
cooperating RRUs. Here, instead, we implement a parallel
optimization framework [45], which efficiently parallelizes
the beamformer updates across the distributed RRU antennas,
and hence significantly reduces the per-iteration computa-
tional complexity. Specifically, for a given iteration, RRU
specific beamformers are solved in parallel while assuming
the coupling from other RRUs is fixed to the solution from
the previous iteration, as in expression (16a). The objective
function can be shown to converge if we allow a sufficiently
large number of subgradient iterations per fixed SCA ap-
proximation (until increased objective) for each RRU before
making the best response step with a sufficiently small step
size [24]. However, here we are more interested in a fast and
robust rate of convergence, for which, we allow only a single
subgradient update per best response iteration. It is shown
by numerical examples in Section V that this provides good
performance with a small number of iterations. More details on
the convergence behavior and choice of step size ψ ∈ (0, 1)
with the best response based parallel optimization approach
are provided in [45]. It should be noted that the RRU-specific
transmit power constraints are convex (see (15c)), therefore,
regularized update with ψ < 1 in (16b) will strictly preserve
the feasibility of total transmit power constraint of each RRU.
3) Feasible Initial Point: In the SCA framework, all non-
convex constraints are approximated with a sequence of
convex subsets and then iteratively solved until convergence
of the objective [37], [38]. Thus, it is very important to
initialize the iterative algorithm with some feasible starting
point. To this end, one possible solution for the feasible initial
f
(0)
b,k is to use any beamformer satisfying the transmit power
constraint (6c), which can be obtained by scaling a randomly
generated beamforming vector. Then, the lower bound on
achievable SINR can be calculated from expression (7), i.e.,
γ˜
(0)
k = minc
(
Γk(Bck)
) ∀c = 1, . . . , C(Lk). However, it should
be noted that the randomly generated initial solution can be
very far from the optimal solution and may require a signif-
icantly large number of iterations until convergence. As an
example, for a system model with Nt ≥ K, an efficient initial
point can be obtained by simply matching the beamformers
f
(0)
b,k to the corresponding channel hb,k ∀(b, k), i.e., based
on maximum ratio transmission (MRT), while neglecting the
potential intra-cell and inter-cell interference. In addition, non-
negative dual variables a(0)k,c ∈ [0, 1] ∀(k, c) are randomly
chosen such that left-hand-side (LHS) of expression (16d)
is strictly non-negative (see (24) in Appendix A). It should
be noted that initializing the algorithm with different feasible
initial values does not, on the average, affect the final solution
of problem (15) given a sufficient number of iterations.
4) Complexity Analysis: The approximated convex sub-
problem (15) can be solved in a generic convex optimiza-
tion solver as a sequence of second-order cone programs
(SOCP) [48]. The complexity of the problem scales exponen-
tially with the length of the joint beamformers (BNt) and
the number of constraints [48]. Thus, particularly, for dense
mmWave deployments with large Nt and B, the complexity
quickly becomes intractable in practice. The complexity of the
proposed KKT based iterative solution is dominated by (16a),
which mainly consists of matrix multiplications and inverse
operations and that scale with RRU specific beamformer
size (Nt). In addition, the complexity of matrix inversion
operation in (16a) can be alleviated by solving f∗b,k from a
system of linear equations, providing a significant reduction in
the computational complexity for even modestly sized systems.
9Extensions: The iterative evaluation of KKT optimality
conditions can be extended to alternating direction method
of multipliers (ADMM) design, wherein mutually coupled
and non-convex SINR constraint (6b) can be handled by
augmented Lagrangian method. In addition, problem (6) can
be further extended by tuning the parameter Lk for all k ∈ K
based on statistical information. The ADMM design and
dynamic optimization of parameter Lk are left for future work.
V. SIMULATION RESULTS
This section provides numerical results to validate the per-
formance of the proposed methods. In particular, we analyze
the impact of subset size Lk for all k on outage performance
and achievable sum-rate, as well as evaluate the trade-off
between these performance metrics. We further elaborate on
the convergence behavior and the performance gap between
the proposed algorithms.
A. Simulation Setup
We consider a mmWave based downlink system with RRUs
B = 4 and each RRU is equipped with ULAs of Nt = 16
antennas. All RRUs are placed at the corner of a square
cell with the inter-site spacing of 100 meters and connected
to common BBU in the edge cloud. We consider JT-CoMP
scenario with full-coordination, i.e., Bk = B ∀k, such that
all K = 4 users are coherently served by all RRUs. Recall
that to improve communication reliability, we use parameter
Lk and proactively model the SINR over the link blockage
combinations (see Section III). For simplicity, let Lk = L ∀k,
all RRUs are assumed with the same maximum transmit
power, i.e., Pb = Pt ∀b, carrier-frequency fc = 28 GHz and
cell-edge SNR = 15 dB. More precisely, SNR = Pt/d
−%/2
e ∀b,
where de denotes the cell-edge distance and % = 2 is LoS
path-loss exponent. In the simulation, we set NLoS path-loss
exponent ζ ∈ [2, 6]. The user priorities are set to be equal
(i.e., δk = 1) and noise variance σ2k = 1 ∀k. All users are
assumed to be randomly dropped within the coverage region,
hence having different path gain and angle with respect to each
RRU. By default, each antenna is equipped with a dedicated
RF chain and data converters to enable fully digital signal
processing. Hybrid analog-digital beamforming structures are
evaluated in Section V-E. In expression (16), we use β = 0.005
and ψ = 0.05 for the subgradient and best response step sizes,
respectively.
B. Outage Performance
Fig. 3 shows the outage performance as a function of
increasing blockage density η for the WSRM problem. Outage
event occurs if the assigned transmit rate Rk exceeds the
achievable link rate7 Ck, for any user k = 1, . . . ,K, given
all available links i.e.,
Pout , P
{
Rk > Ck
} ∀k ∈ K. (18)
7For a give parameter L, let us denote solution Sk = {γ˜∗k , f
∗
k}k∈K
obtained from the Algorithm (2). Then, for each user k, the transmission
rate Rk = log2(1 + γ˜
∗
k) (see Section III). However, the achievable rate of
each user k depends on the obtained beamformers {f∗k}k∈K and current
channel state {hb,k}b∈B,k∈K, which can not be exactly known to the
BBU during data transmission phase due to random blockages. Hence,
the supported rates are calculated using the actual SINR values (2), i.e.,
Ck = log2(1 + Γk(Bk)) ∀k, and these rates are unknown to the BBU.
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Fig. 3. Outage performance as a function of increasing blockage density η
with theoretical formula (9) (dashed line) and simulations (solid line).
It can be concluded from Fig. 3 that the outage performance
is greatly improved by decreasing the subset size L. Clearly,
lower L provides more stable and robust communication.
The beamformer design with L = 1 can provide reliable
connectivity even if all but one LoS links are blocked. For
example, with the blockage density η = 0.005, the outage
probability is decreased from 99% to less than 5% by changing
the parameter L from 4 to 1 in problem (15). Thus, the specific
allocation with L = 1 can withstand blockage up to a single
active LoS link, and provides greatly improved reliability.
When comparing the simulated results with the theoreti-
cal approximation (9), for a given parameter L = 1, the
outage performance appears slightly more, as the WSRM
problem (15) solved at the BBU may end up assigning non-
zero powers to only a subset of users, while all remaining
users are assigned zero rate. In such a scenario, missing a
LoS link results in a somewhat different blockage than what is
predicted by the theoretical formula (9). However, an increase
in the subset size L also increases the SINR estimate (see (7)).
Thus, it is likely that all users are assigned with some non-
zero downlink rate, and, therefore, the simulated results closely
match to theoretical results obtained from (9).
Furthermore, it can be seen from Fig. 3 that the pro-
posed methods significantly outperform the conventional full-
JT (L = B), CB and MRT based beamformer designs.
C. Effective Sum-rate Performance
Fig. 4 illustrates the trade-off between achievable sum-rate
and outage performance for WSRM problem. The effective
sum-rate Te is defined as
Te ,
(
1− Pout
)
R, (19)
where R =
∑
k∈K log2
(
1 + γ˜k
)
, i.e., when each active user
successfully receives the transmit data. It can be observed
that with the smaller subset size L, the sum-rate is signifi-
cantly reduced due to a pessimistic estimate of the aggregated
SINR (see Section II-C). However, it remains stable even at
much higher link blockage density. On the contrary, with the
conventional JT, the sum-rate quickly approaches zero with
the slight increase in blockage density, due to higher outage.
10
0 0.005 0.01 0.015 0.02 0.025 0.03
0
5
10
15
20
25
30
0.01 0.012 0.014 0.016
0
2
4
6
Fig. 4. Effective sum-rate as a function increasing blockage density.
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Fig. 5. Effective sum-rate as a function different choice of parameter L.
Clearly, there is a trade-off between sum-rate and outage
performance. Specifically, for a given outage threshold, we
can guarantee minimum achievable sum-rate and vice versa.
In addition, parameter L can be considered as an optimization
or selection variable which maximizes the sum-rate for a given
blockage density and outage performance, as shown in Fig. 5.
The proposed methods provide more robust and resilient
connectivity under uncertainties of mmWave radio channel
and random blockages, whereas, with the conventional full-JT
(L = B), CB and MRT methods, sum-rate rapidly decrease
towards zero, even if the blockages are slightly increased. p
D. Impact of Initialization and Step Sizes
First, in Fig. 6 and Fig. 7, we examine the convergence
behavior of iterative dual method in Algorithm 2 with the
parameter L = 3 and blockage density η = 0. It can be
concluded that convergence is very sensitive to the choice of
the step sizes (ψ, β). For example, with the larger value of
step sizes, the algorithm can converge with a fewer number
of iterations, but might result in more fluctuations to the sum-
rate objective. It should be noted that convergence may not
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Fig. 6. Convergence performance for Algorithm 2 with L = 3 and η = 0
for different subgradient (β) and best response (ψ) step sizes.
necessarily be monotonic, which is an inherent feature of
subgradient updates (see (16e)).
In addition, ingenious choice of the feasible initial points{
f
(0)
b,k , γ˜
(0)
k , a
(0)
k,c
}
also impact the rate of convergence. For the
considered scenario with Nt ≥ K, a simple MRT based initial-
ization for f (0)b,k ∀(b, k) significantly improves the convergence
rate and attains near optimal solution with fewer number of
iterations, as shown in Fig. 7. However, irrespective of the
choice of initialization point and step sizes, both algorithm
converges to the same local optimal solution, on the average,
provided a sufficient number of iterations.
Finally, we compare the sum-rate performance of the low-
complexity method based on iteratively solving a set of
KKT conditions with the solution obtained directly by the
optimization toolbox [44]. Moreover, with the assumption of
full-CSI, (on average) the achievable performance approaches
to the theoretical upper bound. It can be concluded, from
Fig. 8, that Algorithm 2 achieves near-optimal performance
and the resulting gap in the sum-rate performance is mainly
due to insufficient convergence because of the fixed number
of maximum iterations. Therefore, the proposed KKT based
iterative method provides a low-complexity solution for prac-
tical implementations without any significant degradation in
the achievable system performance.
E. Hybrid Analog-Digital Beamforming Implementation
While the problem formulation and proposed solutions
are generic, they can be easily extended to any multi-point
configuration and dense deployments. Until now, we have
restricted ourselves to the case where each antenna is equipped
with a dedicated RF chain and data converter that enables fully
digital signal processing. In this subsection, we provide an im-
plementation for two-stage hybrid analog-digital architecture
with coarse-level analog beamforming with a limited number
of RF circuits followed by less-complex digital precoding in
the digital baseband domain.
Generally, due to the high power consumption and cost
of mixed-signal components in the mmWave frequencies,
analog beamforming is performed using a network of phase-
shifters [17], [18]. To this end, one of the common solutions
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Fig. 7. Convergence performance with L = 3, ψ = 0.05, β = 0.005 and η =
0 for Algorithm 1 (solid line), Algorithm 2 with MRT initialization (dashed
line) and Algorithm 2 with random initialization (dash-dotted line).
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Fig. 8. Effective sum-rate as a function of increasing SNR with L = 3 and
η = 0 for Algorithm 1 and Algorithm 2.
in the literature is to select the analog beams from a fixed pre-
defined codebook [17]. We assume that analog beamforming
vector wb,k between a RRU-user pair (b, k) is obtained from a
fixed beam steering codebook W with cardinality |W| = 32.
Furthermore, we assume that each RRU b independently
decides analog beamformers which maximize their local signal
power, i.e., based on the following criterion:
maximize
vm∈W
wb,k =
∣∣hHb,kvm∣∣2 (20)
Case-1: For example, let NRF = K be the number of RF
circuits at each RRU b, then, from expression (20) we obtain
Wb = [wb,1,wb,2, . . .wb,K ] ∈ CNtxK . After fixing the user-
specific analog beams, each RRU b estimates the effective
channel, i.e., H˜b = HHbWb for all b ∈ B and then computes
the robust digital precoder, as explained in Section IV.
Case-2: For example, if we consider NRF = 1 and K = 4
then each RRU b will have at most one active analog beam in
a given direction. Therefore, aligning such a directional beam
towards a specific user will degrade the achievable SNR for
all other active users. However, to efficiently utilize the JT-
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Fig. 9. Effective throughput as a function of increasing SNR with L = 3
and η = 0 for different hybrid analog-digital beamforming configuration.
CoMP gain, one needs to provide a comparable SNR to all
the users. To do that, we first obtain a compromise transmit
beam by appropriate phase-shifts and amplitude scaling to
each antenna element [33], i.e., by superimposing best beam
of each user k, as w˜b =
∑
kwb,k for all b ∈ B. It should
be noted, in general, w˜b ∈ CNtx1 may not satisfy the uni-
modulus constraints on beamforming coefficients [18], [33].
Optimization of the compromise transmit beam with uni-
modulus constraints is left for the future work. After fixing the
compromise transmit beam, each RRU estimates the effective
channel, i.e., h˜b = HHb w˜b for all b ∈ B and then obtain the
robust digital precoder, as explained in Section IV.
Fig. 9 shows the sum-rate performance with parameter
L = 3 and blockage density η = 0. It can be seen that
achievable sum-rate with the two-stage hybrid beamforming
architecture is in general lower than full-digital beamforming.
This is mainly due to dimensionality reduction of the digital
precoder brought by fixed analog beamformers in the two-
stage hybrid architecture. When NRF = K, each RRU imple-
ments user-specific analog beam selection and achieves com-
parable performance to the full-digital beamforming. However,
when NRF = 1, each RRU implements a compromise transmit
beam which is aligned to all K users, thus significantly
reducing the achievable analog beamforming gain because of
relatively wide analog beams. In addition, the overall system is
degree-of-freedom (DoF) limited, i.e., L < K, which leads to
a significant decrease in the sum-rate performance, specially
in the high-SNR conditions.
In the hybrid architecture, analog beamformers are obtained
from a predefined beamforming codebook (20). Thus, the
computational complexity of the proposed methods mostly
stems from the computation of digital precoder. It can be
seen from expression (16) that computations are dominated
by matrix multiplications and inversion operations in (16a).
Hence, the computational complexity mainly depends on the
dimension of the matrix and it is of O(N3t ) for inverse
operation [43]. Therefore, hybrid analog-digital beamforming
architecture provides dimensionality reductions for digital pre-
coder from Nt to NRF . Thus, the computational complexity
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of the matrix inverse operation is significantly reduced. As
an example, the hybrid architecture provides a complexity
reduction for the matrix inversion by {98.44%, 99.98%} for
Nt = 16 and NRF = {K, 1}, respectively. Thus, it achieves
a better balance between complexity and system performance.
VI. CONCLUSION
In this paper, we studied the trade-off between achievable
rate and reliability in mmWave access by exploiting the multi-
antenna spatial diversity and CoMP connectivity. To com-
bat unpredictable random blockages, a pessimistic estimate
of the user-specific rate is obtained over the link blockage
combinations, thus providing greatly improved communication
reliability. We devised a low complexity robust beamforming
scheme, which is tractable for the practical implementations,
based on the best response and subgradient methods, wherein,
each RRU specific beamformers are optimized in parallel.
Our proposed methods provide a significant reduction in the
computational complexity with respect to joint optimization
overall RRUs beamforming vectors. Thus, the proposed meth-
ods are scalable to any arbitrary multi-point configuration
and dense deployments. Specifically, we proposed a novel
and computationally efficient iterative algorithm for WSRM
problem, based on SCA framework and parallelization of
the corresponding KKT solutions, while accounting for the
uncertainties of mmWave radio channel in terms of random
link blockages. Simulation results manifested the robustness of
proposed beamformer design in the presence of random block-
ages. The outage performance and achievable throughput with
the proposed methods significantly outperform the baseline
scenarios and results in more stable and resilient connectivity
for highly reliable mmWave communication.
APPENDIX A
Considering the Lagrangian in (17), the stationary con-
ditions are obtained by differentiating (17) with respect to
associated primal optimization variables γ˜k and fk. After some
algebraic manipulations, the stationary conditions are given as
∇γ˜k :
C(Lk)∑
c=1
ak,c
σ2k +
∑
j∈K
∣∣hcHk f (i)j ∣∣2
(1 + γ˜
(i)
k )
2
=
δk
1 + γ˜k
, (21a)
∇fk : f
H
k =
(∑
b∈B
zbEb +
∑
u∈K\k
C(Lu)∑
c=1
au,ch
c
uh
cH
u
)−1
×
{∑
j∈K
C(Lj)∑
c=1
aj,c
f
(i)H
k h
c
jh
cH
j
1 + γ˜
(i)
j
}
, (21b)
where Eb , diag
{
0, . . . , INt
(B(b)), . . .0} is a block diagonal
matrix, with all entries are zeros except INt for bth RRU.
From (21b), it can be noticed that the computational com-
plexity scales exponentially with the length of joint beam-
formers (BNt), mainly due to matrix inversion. Furthermore,
all coupled and interdependent dual variables zb ∀b must be
found simultaneously, which hinders the use of closed-form
expressions. Thus, the complexity of algorithm may become
intractable in practice, in particular, for dense deployments
with large Nt and B. Here, instead, we implement a parallel
optimization framework using the best response approach,
which efficiently parallelize the beamformer updates across
the distributed RRU with significantly reduced complexity as
∇fb,k : fHb,k =
(
Izb +
∑
u∈K\k
C(Lu)∑
c=1
au,ch
c
b,uh
cH
b,u
)−1
×
{∑
j∈K
C(Lj)∑
c=1
aj,c
(
f
(i)H
k h
c
j
)
1 + γ˜
(i)
j
hcHb,j (21c)
−
∑
u∈K\k
C(Lu)∑
c=1
au,c
( ∑
g∈B\b
fHg,kh
c
g,uh
cH
b,u
)}
.
where hcb,k = 1Gck(b)hb,k ∀(b, k, c). In addition to (21) and
the primal-dual feasibility constraints, the KKT conditions also
include the complementary slackness conditions as given by
ak,c
{
Ik(Bck)−F (i)k
(
c, fk, γ˜k; f
(i)
k , γ˜
(i)
k
)}
= 0 ∀(k, c), (22)
zb
{∑
k∈K ‖fb,k‖2 − Pb
}
= 0 ∀b. (23)
Lets assume the user-specific priority weights δk > 0 ∀k (and
γ˜k ≥ 0 ∀k), then from expression (21a), we can observe
C(Lk)∑
c=1
ak,c
σ2k +
∑
j∈K
∣∣hcHk f (i)j ∣∣2
(1 + γ˜
(i)
k )
2
=
δk
1 + γ˜k
> 0 ∀k. (24)
Thus, we can infer that at least one of dual-variables ak,c ∀c
for each user k is strictly positive and LHS of (24) is zero if
and only if δk = 0 ∀k. For simplicity, (24) can be rewritten as
γ˜k = δk
{C(Lk)∑
c=1
ak,c
σ2k +
∑
j∈K
∣∣hcHk f (i)j ∣∣2
(1 + γ˜
(i)
k )
2
}−1
−1 ∀k. (25)
The dual-variables ak,c ∀(k, c) are coupled and interdepen-
dent due to the common SINR constraint, as also seen
from (21) and (22). Therefore, it is difficult calculate the
exact values of these variables in closed-form expressions.
However, all the coupled non-negative Lagrangian multipliers
ak,c ∀(k, c) can be iteratively solved using the subgradient
method, such as based on constrained ellipsoid method. For
iteration i, the update for the dual variable ak,c with a small
positive step size β > 0 can be formulated as
a
(i)
k,c =
(
a
(i−1)
k,c + β
[
γ˜
(i)
k − Γ(i)k (Bck)
])+ ∀(k, c). (26)
The dual variables a(0) = [a(0)1,1, a
(0)
2,1, . . . , a
(0)
K,C(LK)
]T are
initialized with small positive values. From (21c), we obtain
the transmit beamformer as in expression (16a). Finally, the
dual variables zb ∀b are chosen to satisfy the total power
constraints (15c), using the bisection search method.
APPENDIX B
The success probability of kth user in expression (8) can be
upper bounded by using the binomial theorem, and defined as
pk =
(|Bk| −Ψ)(|Bk|
Ψ
)∫ 1−qk
t=0
t|Bk|−Ψ−1(1− t)Ψdt, (27)
where Ψ = |Bk|−Lk. In (27), qk is mean blocking probability
of each user k and expressed as qk =
1
|Bk|
∑
b∈Bk q˜b,k, where
q˜b,k =
1
2xk
1
2yk
∫ xk
−xk
∫ yk
−yk
1− e−ηdb,kdxkdyk ∀k,
db,k =
√
(xb − xk)2 + (yb − yk)2 and (x, y) denotes the
coordinates in 2D plane. Thus, success probability can be
obtained by integrating with respect to users location.
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