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Design of Polar Codes with Single and
Multi-Carrier Modulation on Impulsive Noise
Channels using Density Evolution
Zhen Mei, Bin Dai, Martin Johnston, Member, IEEE and Rolando Carrasco
Abstract—In this paper, density evolution-based construction
methods to design good polar codes on impulsive noise channels
for single-carrier and multi-carrier systems are proposed and
evaluated. For a single-carrier system, the tight bound of the
block error probability (BLEP) is derived by applying density
evolution and the performance of the proposed construction
methods are compared. For the multi-carrier system employing
orthogonal frequency-division multiplexing, the accurate BLEP
estimation is not feasible so a tight lower bound on the BLEP for
polar codes is derived by assuming the noise on each sub-carrier
is Gaussian. The results show that the lower bound becomes
tighter as the number of carriers increases.
Index Terms—Impulsive noise, Polar codes, OFDM, density
evolution
I. INTRODUCTION
C
HANNEL polarization, proposed by Arikan, is a method
of constructing codes that can achieve the capacity
of symmetric binary-input discrete memoryless channels (B-
DMCs) [1]. Polar codes, which are constructed using channel
polarization, have the advantage of low encoding and decoding
complexity. Hence, polar codes are very competitive among
capacity-approaching codes such as turbo codes and low-
density parity-check (LDPC) codes and very recently, polar
codes were adopted in the 5G standard. Arikan proposed a
heuristic construction method of polar codes that can achieve
the capacity of the binary erasure channel (BEC) only [2],
but alternative construction methods such as density evolution
(DE) or Gaussian approximation (GA) based constructions
have been proposed to design polar codes specifically for
other B-DMCs and additive white Gaussian noise (AWGN)
channels [3, 4] with better performance than that achieved by
the heuristic method.
Most literature on polar codes focuses on the AWGN
channel, but there are many applications such as the power-
line channel (PLC) and underwater acoustic channels where
the received signal is impaired by non-Gaussian impulsive
noise. The occurrence of impulsive noise leads to a heavy-
tailed probability density function (pdf) for the noise at the
receiver, thus the assumption that the noise has a Gaussian
distribution is no longer valid. The Bernoulli-Gaussian model,
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Middleton Class A and B model and symmetric α-stable (SαS)
distributions [5, 6] have been used to approximate the pdf of
impulsive noise. In particular, Middleton Class A noise has
been investigated by a number of publications, such as [7]. It
is well-known that orthogonal frequency-division multiplexing
(OFDM) is very suitable for the transmission over impulsive
noise since the impulses are suppressed after demodulation
by spreading them over a large number of carriers. Moreover,
with non-linear operations such as clipping or blanking, the
effect of impulsive noise can be further reduced [8].
To improve the performance of the system, error correcting
codes such as convolutional codes, LDPC codes and turbo
codes can be used. And the coded performance on impul-
sive noise channels has been investigated in many literature
[9, 10]. In particular, LDPC codes have been adopted in the
G.hn/G.9960 standard for PLC. Recently, polar codes have
been employed to mitigate impulsive noise and shown compa-
rable performance to LDPC codes but with lower complexity
[11–13]. However, the polar codes used in the literature were
only constructed using the unoptimized heuristic construction
method which leads to a sub-optimal performance. Moreover,
after a comprehensive literature review, it appears that the
theoretical performance of polar codes has not been studied,
which will be addressed in this paper. DE-based construction
methods are presented for single-carrier and OFDM systems
with impulsive noise. For the single-carrier system, the exact
block error probability (BLEP) is derived, but for the OFDM
system, only an estimation of the BLEP is given as it is not
feasible to derive the exact BLEP.
II. BACKGROUND
A. Channel Model
We first consider a polar-coded system where the k-th
received signal yk can be expressed as
yk = xk + zk, (1)
where xk is the transmitted signal employing binary phase-
shift keying (BPSK) and xk ∈ {+1,−1}, zk is the impulsive
noise which is represented by the Middleton Class A noise
model. For the real channel, the pdf of zk is given as
pZR(z) = exp (−A)
∞∑
m=0
Am
m!
√
2πσ2m
exp
(
− z
2
2σ2m
)
, (2)
where A (A ≤ 1) is the impulsive index which represents the
density of impulses in an observation period. The variance σ2m
is defined as σ2m = σ
2
g
(
m
AΓ + 1
)
, where σ2g is the variance
of background Gaussian noise and Γ is the background-to-
impulsive noise power ratio. For the complex channel, the
probability density function (pdf) of zk is defined as
pZ(z) = exp (−A)
∞∑
m=0
Am
m!2πσ2m
exp
(
− |z|
2
2σ2m
)
. (3)
B. Polar Coding
Channel polarization is a method to construct capacity-
approaching codes for symmetric binary-input discrete mem-
oryless channels (B-DMCs). As the length of the codeword
N (N = 2n, n = 1, 2, ...) approaches infinity, the polar-
ized channels tend to two extremes: noiseless channels and
channels with full noise [1]. By transmitting information bits
on noiseless channels and frozen bits on pure noise channels,
polar codes can achieve channel capacity under a successive
cancellation (SC) decoder.
A binary polar code can be specified by (N,K, I), where
K is the message length and I ⊆ {1, 2, · · · , N} represents the
set of indices of the information bits transmitted. Let uN1 =
(u1, u2, · · · , uN ) and uji = (ui, ui+1, · · · , uj) is a subvector
of uN1 . The codeword c
N
1 = u
N
1 GN . We note that the frozen
bits are transmitted as zeros and known to both the encoder
and the decoder. The generator matrix GN = BNF
⊗n
2 , where
BN is the bit-reversal permutation matrix and F
⊗n
2 is the n-th
Kronecker power of F2 =
[
1 0
1 1
]
. To decode polar codes, a
low complexity SC decoding is used [1]. We denote the i-th
bit channel as W
(i)
N with transition probability p(yi|xi). In SC
decoding, the hard decision of the frozen bits results in a zero.
The information bits are decoded sequentially using maximum
likelihood (ML) decoding of the bit channelW iN . The decoder
calculates the log-likelihood ratio (LLR) of the i-th bit as
L
(i)
N (y
N
1 , uˆ
i−1
1 ) = log
p(yN1 , uˆ
i−1
1 |0)
p(yN1 , uˆ
i−1
1 |1)
, (4)
where yN1 is the received sequence with y
N
1 =
(y1, y2, · · · , yN) and uˆi−11 denotes the estimated vector
of ui−11 . We note that L
(i)
N (y
N
1 , uˆ
i−1
1 ) can be recursively
calculated by transforming the update rule in [1] to the
log-domain. For information bits, the decision of the i-th bit
is given as
uˆi =
{
0, if L
(i)
N (y
N
1 , uˆ
i−1
1 ) > 0,
1, otherwise.
(5)
III. CONSTRUCTION AND PERFORMANCE OF POLAR
CODES IN SINGLE-CARRIER SYSTEM WITH IMPULSIVE
NOISE
In this section, two construction methods for Middleton
Class A noise channels will be presented. The first code
construction method is based on channel polarization using
the Bhattacharyya parameter, Z(W iN ), for the i-th channel.
Z(W iN ) gives an upper bound on the error probability with
ML decision and is defined as
Z(W
(i)
N ) =
∑
yN
1
,ui−1
1
√
p(yN1 , uˆ
i−1
1 |0)p(yN1 , uˆi−11 |1) (6)
where Z(W iN ) for the binary erasure channel (BEC) can be
calculated using simple recursion as Eq.4 in [2] and Z(W
(1)
1 )
is initialised to 1/2. Then, the bit channels with the K
smallest Z(W
(i)
N ) are chosen to be the noiseless channels. For
Middleton Class A noise channels, Z(W
(1)
1 ) can be calculated
as
Z(W
(1)
1 ) =
∫ ∞
−∞
√
P (y|x = 1)P (y|x = −1)dy
=
∫ ∞
−∞
√√√√ ∞∑
m=0
αm exp
(
− (y − 1)
2
2σ2m
)
×
√√√√ ∞∑
m=0
αm exp
(
− (y + 1)
2
2σ2m
)
dy, (7)
where αm = exp(−A) Am
m!
√
2πσ2
m
. For BEC channel, Z(W
(1)
1 )
is initialized to 1/2 which corresponds to 0.05 dB according
to (7), but this may not be the best design-SNR for Middleton
Class A noise. Hence the optimized design-SNR should be ob-
tained by simulations. Moreover, Z(W
(i)
N ) of Middleton Class
A channels is difficult to calculate. To give a tight bound on
the BLEP and design better polar codes than those constructed
from the heuristic method, a DE-based construction method
proposed in [3] is used.
To enable DE analysis, first we can prove that the Middleton
Class A noise channel is symmetric, as shown below:
P (y|x = 1) = exp (−A)
∞∑
m=0
Am
m!
√
2πσ2m
exp
(
− (y − 1)
2
2σ2m
)
= P (−y|x = −1). (8)
Then, according to [14], the pdf of the LLR values for any
binary memoryless symmetric channel (BMSC) is also sym-
metric, which enable us to perform DE. Let us denote a
(i)
N (y)
as the pdf of L
(i)
N (y
N
1 , u
i−1
1 ) when the all-zero codeword is
transmitted. The DE of the LLR update in SC decoding is
given as
a
(2i−1)
N (y) = a
(i)
N/2(y)⊠ a
(i)
N/2(y),
a
(2i)
N (y) = a
(i)
N/2(y) ⋆ a
(i)
N/2(y), (9)
where ⊠ and ⋆ denote the convolution in the check and
variable node domain, respectively [14]. The error probability
of the i-th bit channel is given as
P (i)e = lim
ǫ→+0
(∫ −ǫ
−∞
d
(i)
N (x)dx +
1
2
∫ +ǫ
−ǫ
d
(i)
N (x)dx
)
. (10)
a
(1)
1 (y) is the pdf of the initial LLRs L(y) with
L(y) = log
∑∞
m=0
Am
m!
√
2πσ2
m
exp
(
− (y−1)22σ2
m
)
∑∞
m=0
Am
m!
√
2πσ2
m
exp
(
− (y+1)22σ2
m
) . (11)
However, the pdf of (11) cannot be evaluated in analytic form
and a histogram method is used to find the pdf.
After DE, the error probability P
(i)
e of the decoder for
the i-th bit channel can be obtained. Then, the DE-based
construction method chooses the K channels with smallest
P
(i)
e to transmit information. With knowledge of P
(i)
e , the
upper bound on BLEP of polar codes is given as [15]
PB ≈ 1−
∏
i∈I
(
1− P (i)e
)
≤
∑
i∈I
P (i)e . (12)
IV. ASYMPTOTIC BLOCK-ERROR PROBABILITY OF POLAR
CODES WITH OFDM ON IMPULSIVE NOISE CHANNELS
In this section, we consider the performance of polar
codes with OFDM. In a polar-coded OFDM system with N
sub-carriers, assuming perfect synchronization and an ideal
channel, the received signal y(k) is
yk =
1√
N
N−1∑
n=0
xn exp
(
j
2πnk
N
)
+zk, k = 0, 1, · · · , N−1.
(13)
At the receiver, xn is recovered by performing an N -point
discrete Fourier transform (DFT) on the received signal as
follows:
Yk =
1√
N
N−1∑
n=0
yn exp
(
−j 2πnk
N
)
= xk + Zk, k = 0, 1, · · · , N − 1, (14)
where
Zk =
1√
N
N−1∑
n=0
zn exp
(
−j 2πnk
N
)
, k = 0, 1, · · · , N − 1.
(15)
Unlike the single-carrier system, the DFT spreads the im-
pulsive noise on all sub-carriers in the frequency domain.
According to the Central Limit Theorem, Zk can be approx-
imated as a Gaussian random variable if N is large. Hence,
the mean and variance of Zk are given as µZ = µz = 0 and
σ2Z = N(σz/
√
N)2 = σ2z , respectively. The variance σ
2
z of
Middleton Class A noise is calculated as
σ2z =
∫
z2pZ(z)dz =
exp(−A)σ2g
Γ
∞∑
m=0
Am
m!
(m
A
+ Γ
)
.
This is the benefit of multi-carrier modulation in impulsive
noise since each sub-channel can be regarded as an AWGN
channel. Based on this Gaussian assumption, the pdf of the
initial LLR can be given in closed-form as
a
(1)
1 (y) =
√
σ2z
8π
exp

−
(
y − 2σ2
z
)2
σ2z
8

 . (16)
Following the updated equations of DE, the error probability
of the decoder can be obtained. Hence the BLEP of polar
codes with OFDM can be obtained by using (12). We note that
this BLEP is an approximation of the exact BLEP since we
assume Zk is Gaussian distributed. The construction of polar
codes with OFDM on Middleton Class A noise channels is
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Fig. 1. Performance of heuristic and DE-based construction methods for the
single-carrier system, with N = 1024 and Γ = 0.1, A = 0.1
similar to AWGN channels due to the Gaussian assumption
of each sub-band. Unlike the single-carrier system, we cannot
obtain the optimal LLRs for decoding when using OFDM and
therefore the performance is not optimal. However, to reduce
the total energy of impulsive noises and further improve the
performance, we consider two different non-linear operations
called blanking and clipping that can be applied to the received
signal yk in (13) before the OFDM demodulator to help
mitigate the impulsive noise. These non-linear operations are
given as [8]
ybk =
{
yk, |yk| < T
0, |yk| ≥ T
, yck =
{
yk, |yk| < T
Tej arg(yk), |yk| ≥ T
,
where k = 0, 1, · · · , N − 1. yck and yck are the output of
the blanking and clipping non-linearity, respectively and T is
the clipping threshold. The performance of polar codes in the
single-carrier system and OFDM system will now be compared
in the next section.
V. RESULTS
In this section, the theoretical and simulated performance of
polar codes for single-carrier and OFDM systems on Middle-
ton Class A noise channels is presented. The parameters of the
noise are set to be Γ = 0.1 and Γ = 0.3, A = 0.1 which rep-
resent strong and moderate impulsive noise. The polar codes
we employed are half rate and N = 256, 512, 1024, 4096.
As shown in Fig. 1, the performance of DE construction
and heuristic method is compared for different code length
in single-carrier system. We note that the design-SNR of
heuristic method has already been optimized by experiments.
It is shown that the performance of the DE-based construction
is better than the heuristic method, which achieves 0.5 dB
gain for N = 1024 at FER = 10−4 and greatly lowers the
error floor for N = 256. In addition, the derived theoretical
BLEP in (12) accurately predicts the simulated performance.
Furthermore, we observe that when the block length is short
(N = 256), a severe error floor is present even with optimal
LLR values. In Fig. 2, the performance of polar codes with
OFDM are presented. By assuming the received signal after
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Fig. 2. Performance of polar codes using OFDM, with block length N =
256, 1024, 2048 and Γ = 0.3, A = 0.1
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Fig. 3. Performance comparison of polar codes of single-carrier and OFDM
systems, with block length N = 512 and Γ = 0.3, A = 0.1
OFDM demodulation is Gaussian, our estimation becomes
more accurate as codeword length increases. When N = 4096,
the gap between the estimation and simulated performance
is only 0.2 dB at FER = 10−4. In Fig. 3, the performance
of the single-carrier and OFDM systems are compared. As
shown in Fig. 3, when the codeword length is not sufficiently
long (N = 512), the polar codes in the single-carrier system
exhibit an error floor. However, there is no error floor with
OFDM since the impulsive noise is suppressed and spread over
all sub-carriers. Interestingly, it is observed that the waterfall
performance of OFDM is much worse than single-carrier
system since the energy of the impulses is very high. The
performance of OFDM can be significantly improved when
the clipping or blanking operation is employed and it is shown
that the performance is better than the single-carrier system at
the low error rate region.
VI. CONCLUSION
In this paper, we have investigated two construction methods
for polar codes on impulsive noise channels and presented
their theoretical performance on these channels. For single
carrier modulation, the optimal design-SNR using the heuristic
construction method was found for polar codes on Middleton
Class A impulsive noise channels and the BLEP performance
was evaluated. However, we showed that our DE-based method
exhibits a slight performance gain over the heuristic method.
With OFDM, an accurate BLEP estimation is not feasible but
it was shown that by treating each sub-channel as Gaussian,
the performance of polar codes can be well estimated and
this becomes more accurate as the block length increases.
When the block length is 4096 bits, the gap between estimated
and simulated performance is only 0.2 dB. Finally, for the
single-carrier system, when the block length is short, a severe
error floor is present, but by using OFDM the error floor is
eliminated since the impulsive noise is spread over all sub-
carriers. Moreover, OFDM with simple non-linear operations
can further improve the performance, which demonstrates the
advantages of employing OFDM in combination with polar
codes to mitigate the effects of impulsive noise.
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