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Well-posedness of Stochastic Riccati
Equations and Closed-Loop Solvability for
Stochastic Linear Quadratic Optimal Control
Problems
Qi Lu¨∗
Abstract
We study the closed-loop solvability of a stochastic linear quadratic optimal control
problem for systems governed by stochastic evolution equations. This solvability is
established by means of solvability of the corresponding Riccati equation, which is
implied by the uniform convexity of the quadratic cost functional. At last, conditions
ensuring the uniform convexity of the cost functional are discussed.
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1 Introduction
Let (Ω,F ,F,P) be a complete filtered probability space on which a standard one-dimensional
Brownian motion W (·) = {W (t)}t≥0 is defined, and F = {Ft}t≥0 is the natural filtration of
W (·) augmented by all the P-null sets in F .
Let T > 0 be a fixed time horizon. For any t ∈ [0, T ) and Banach space H, let
L2Ft(Ω;H) =
{
ξ : Ω→ H ∣∣ ξ is Ft-strongly measurable, E|ξ|2H <∞},
L2
F
(t, T ;H) =
{
ϕ : [t, T ]× Ω→ H ∣∣ ϕ(·) is F-progressively measurable,
E
∫ T
t
|ϕ(s)|2
H
ds <∞
}
,
CF([t, T ];L
2(Ω;H)) =
{
ϕ : [t, T ]× Ω→ H ∣∣ ϕ(·) is F-adapted, ϕ : [t, T ]→ L2FT (Ω;H)
is continuous,
}
,
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L2F(Ω;L
1(t, T ;H)) =
{
ϕ : [t, T ]× Ω→ H ∣∣ ϕ(·) is F-progressively measurable,
E
( ∫ T
t
|ϕ(s)|Hds
)2
<∞
}
.
Let H1 and H2 be two Banach spaces. Denote by L(H1;H2)(resp. L(H1)) the set of all
bounded linear operators from H1 to H2(resp. H1). If H is a Hilbert space, then we set
S(H)
△
= {F ∈ L(H)|F is symmetric },
and
S+(H)
△
=
{
F ∈ S(H)∣∣ 〈Fξ, ξ〉 ≥ 0, ∀ξ ∈ H}.
Here and in what follows, for simplicity of notations, when there is no confusion, we shall
use 〈· , ·〉 for inner products in possibly different Hilbert spaces.
For any interval [t1, t2] ⊂ [0,+∞), denote by C([t1, t2]; S(H)) the set of all continuous
mappings from [t1, t2] to S(H), which is a Banach space with the norm
|F |C([t1,t2];S(H)) △= sup
t∈[t1,t2]
|F (t)|L(H).
Denote by CS([t1, t2]; S(H)) the set of all strongly continuous mappings F : [t1, t2] →
S(H), that is, F (·)ξ is continuous on [t1, t2] for each ξ ∈ H . Let {Fn}∞n=1 ⊂ CS([t1, t2]; S(H)).
We say {Fn}∞n=1 converges strongly to F ∈ CS([t1, t2]; S(H)) if
lim
n→∞
Fn(·)ξ = F (·)ξ, ∀ξ ∈ H.
In this case, we write
lim
n→∞
Fn = F in CS([t1, t2]; S(H)).
If F ∈ CS([t1, t2]; S(H)), then, by the Uniform Boundedness theorem, the quantity
|F |CS([t1,t2];S(H))
△
= sup
t∈[t1,t2]
|F (t)|L(H)
is finite, and CS([t1, t2]; S(H)) is a Banach space with this norm (see [4] for the proof).
Let H and U be two separable Hilbert spaces. Consider the following controlled linear
stochastic evolution equation (SEE, for short):{
dx =
[
(A+ A1)x+Bu
]
ds+
(
Cx+Du
)
dW (s) in (t, T ],
x(t) = η ∈ H, (1.1)
where A generates a C0-semigroup {eAs}s≥0 on H ,{
A1(·) ∈ L1(0, T ;L(H)), B(·) ∈ L2(0, T ;L(U ;H)),
C(·) ∈ L2(0, T ;L(H)), D(·) ∈ L∞(0, T ;L(H ;U)).
In the above, x(·) is the state process, and u(·) ∈ U [t, T ] △= L2
F
(t, T ;U) is the control process.
Any u(·) ∈ U [t, T ] is called an admissible control (on [t, T ]). For any initial pair (t, η) ∈
2
[0, T )×H and admissible control u(·) ∈ U [t, T ], (1.1) admits a unique mild solution x(·) ≡
x(· ; t, η, u(·)) (see Lemma 3.1). Here and in what follows, to simplify the notations, the time
variable s is suppressed in B, C, etc.
Next we introduce the following cost functional:
J (t, η; u(·)) ∆=E〈Gx(T ), x(T )〉+ E ∫ T
t
(〈
Qx, x
〉
+
〈
Ru, u
〉)
ds, (1.2)
where
G ∈ S(H), Q(·) ∈ L1(0, T ; S(H)), R(·) ∈ L∞(0, T ; S(U)).
The optimal control problem studied in this paper is as follows.
Problem (SLQ). For any given initial pair (t, η) ∈ [0, T )×H , find a u¯(·) ∈ U [t, T ], such
that
V (t, η)
∆
=J (t, η; u¯(·)) = inf
u(·)∈U [t,T ]
J (t, η; u(·)). (1.3)
Any u¯(·) ∈ U [t, T ] satisfying (1.3) is called an optimal control of Problem (SLQ) for
the initial pair (t, η), and the corresponding x¯(·) ≡ x(· ; t, η, u¯(·)) is called an optimal state
process; the pair (x¯(·), u¯(·)) is called an optimal pair. The function V (· , ·) is called the value
function of Problem (SLQ).
Remark 1.1 In this paper, we assume that B(·) ∈ L2(0, T ;L(U ;H)) and D(·) ∈ L∞(0, T ;
L(H ;U)). Thus, our results can only be applied to controlled stochastic partial differential
equations with distributed controls. To study systems with boundary controls, one needs to
make some further assumptions, such as the semigroup {eAs}s≥0 has some smoothing effect.
With such assumptions, we can prove Theorem 2.2(the details are lengthy and beyond the
scope of this paper). However, since such assumptions contradict (AS2) given below, under
them, we do not know how to prove Theorem 2.1. Fortunately, there are many controlled
stochastic partial differential equations satisfying these conditions, such as stochastic wave
(resp. Schro¨dinger, KdV, transport, plate) equations with internal controls.
Remark 1.2 In this paper, we assume that the coefficients are deterministic. In such case,
the corresponding Riccati equation (2.2) is an operator-valued deterministic differential equa-
tion. If one considers the problem that the coefficients are stochastic, then an operator-valued
backward stochastic differential equation should be studied. Until now, only some very special
cases of such equations are investigated (e.g.[13, 14, 22]).
The study of an optimal control problem for a linear system with a quadratic cost func-
tional (LQ problem, for short) dates back at least to [3], in which the system is governed by
a linear ordinary differential equation. It an be regarded as the simplest nontrivial optimal
control problems, namely, the system is linear and the cost functional is quadratic. Conse-
quently, it has elegant and fruitful mathematical structure. Furthermore, it has important
applications (e.g. [2]). Such kind of problem was investigated extensively in the literature
for a variety of deterministic systems(e.g. [2, 20]).
LQ problems for controlled stochastic differential equations (SDEs for short) was first
studied in [36]. Such problems are the most important examples of the stochastic control
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problems, especially in their applications in finance and economics. There are a huge amount
works addressing the LQ problems for controlled SDEs(see [6, 8, 9, 17, 15, 26, 27, 31, 37, 38]
and the rich references therein).
SEEs are used to describe a lot of random phenomena appearing in physics, chemistry,
biology, and so on. In many situations SEEs are more realistic mathematical models than
the deterministic ones (e.g. [7, 18, 19]). Thus, there are many works addressing the optimal
control problems for SEEs. In particular, we refer the readers to [1, 10, 11, 13, 14, 16, 32, 33]
and the rich references therein for LQ problem for controlled SEEs.
In those works, the following assumption was taken for granted:
G ≥ 0, R(s) ≥ δI, Q(s) ≥ 0, a.e. s ∈ [t, T ], (1.4)
for some δ > 0. Under (1.4), when all the operators in the SEEs are deterministic, people had
proven the corresponding Riccati equation is uniquely solvable and Problem (SLQ) admits
a unique optimal control which has a linear state feedback representation (under certain
technical conditions)(e.g.[32]). On the other hand, in the case that some operators in the
SEEs are stochastic, Problem (SLQ) was well studied when D = 0 and (1.4) holds (e.g.
[13, 14]).
In [8], the authors discovered a new phenomenon, that is, Problem (SLQ) might still be
solvable for controlled SDEs even if R(s) is not positive definite for a.e. s ∈ [0, T ]. This
motivated many subsequent works concerning controlled SDEs (e.g. [9, 17, 21, 26, 29, 28,
37]). As far as we know, there is no generalization of this to controlled SEEs, which is one
of the main purpose of this paper.
Recently, in [28], the authors introduced the notions of open-loop and closed-loop solvabil-
ity of stochastic LQ problems and showed the difference between these two concepts. Roughly
speaking, open-loop (resp. closed-loop) solvability of a stochastic LQ problem means that
there is an open-loop (resp. closed-loop) optimal control of that problem. Another main
purpose of this paper is to study the relationship between the closed-loop solvability for
Problem (SLQ) and the unique solvability of the corresponding Riccati equation.
In view of the main novel contributions distinguishing this work from other publications
in the literatures are: (1) R(s) ≥ δI may not hold; (2) the equivalence between the exis-
tence of an optimal feedback operator and the existence of regular solution to the stochastic
Riccati equation is established. Although these two phenomena has been already discov-
ered for stochastic LQ problem for controlled SDEs, one cannot simply mimic the method
to solve our problem. There are some difficulties needing to be overcome. For example,
in finite dimensional case, one can represent the solution to the Riccati equation by the
product of a solution to a matrix-valued backward SDE and a solution to a matrix-valued
SDE. In the infinite-dimensional case, formally, the matrix-valued SDE becomes an operator-
valued stochastic differential equation. Since there is no suitable integration theory for general
operator-valued stochastic processes with respect to W (·) (see [34, 35] for the details), the
solution to these operator-valued processes cannot be defined in the classical sense. More
details on the difficulties arising in the infinite dimensional settings can be found in Sections
3–5.
The rest of the paper is organized as follows. In Section 2, we present the main results
of this paper. Section 3 is devoted to giving some preliminary results. Sections 4 and 5
are addressed to the proofs of the main results. In Section 6, we discuss the the uniform
4
convexity of the cost functional. At last, in the appendix, we give proofs for some preliminary
results in Section 3.
2 Statements of the main results
In this section, we present the main results of this paper. To begin with, let us first introduce
some concepts.
Definition 2.1 We call Θ(·) ∈ L2(t, T ;L(U ;H)) an optimal feedback operator of Problem
(SLQ) on [t, T ] if
J (t, η; Θ(·)x¯(·)) ≤ J (t, η; u(·)), ∀η ∈ H, u(·) ∈ U [t, T ], (2.1)
where x¯(·) is the mild solution to (1.1) with u(·) = Θ(·)x¯(·).
Definition 2.2 Problem (SLQ) is said to be (uniquely) closed-loop solvable on [t, T ] if an
optimal feedback operator (uniquely) exists on [t, T ].
Problem (SLQ) is said to be (uniquely) closed-loop solvable if it is (uniquely) closed-loop
solvable on any time horizon [t, T ].
Remark 2.1 Clearly, if Θ(·) is an optimal feedback operator of Problem (SLQ) on [t, T ],
then the control u¯(·) ≡ Θ(·)x¯(·) is an optimal control of Problem (SLQ) for the initial pair
(t, x¯(t)). Hence, the closed-loop solvability of Problem (SLQ) implies the existence of an
optimal control of that problem. However, the converse is untrue. An counterexample is
given in [28] for controlled SDEs.
Next, let us recall the definition of the generalized pseudo inverse of a self-adjoint oper-
ator. More details and related proofs can be found in [5].
Definition 2.3 Let H1 be a Hilbert space. For F ∈ S(H1), a generalized pseudo inverse of
F is defined as a linear operator F † : D(F †)→ H1 satisfying the following four criteria:
FF †F = F, F †FF † = F †, (FF †)∗ = FF †, (F †F )∗ = F †F.
When F is injective, F † is a left inverse of F . In this case, F †F = I. When F is surjective,
F † is a right inverse, as FF † = I. When F is self-adjoint, F † always exists, which may be
unbounded.
Next, we introduce the Riccati equation associated with Problem (SLQ) below:{
P˙ + P
(
A+ A1
)
+
(
A+ A1
)∗
P + C∗PC +Q− L∗K†L = 0 in [t, T ),
P (T ) = G,
(2.2)
where
L(·) = B(·)∗P (·) +D(·)∗P (·)C(·), K(·) = R(·) +D(·)∗P (·)D(·).
5
Definition 2.4 We call P ∈ CS([t, T ]; S(H)) a mild solution to (2.2) if for any η ∈ H and
s ∈ [t, T ],
P (s)η = eA
∗(T−s)GeA(T−s)η +
∫ T
s
eA
∗(τ−s)
(
PA1+A
∗
1P+C
∗PC+Q−L∗K†L)eA(τ−s)ηdτ.
Now we can give the following notion.
Definition 2.5 A mild solution P (·) ∈ C([t, T ]; S(H)) of (2.2) is regular if
R(L(s)) ⊆ R(K(s)), a.e. s ∈ [t, T ], (2.3)
K(·)†L(·) ∈ L2(t, T ;L(H ;U)), (2.4)
and
K(s) ≥ 0, a.e. s ∈ [t, T ]. (2.5)
Definition 2.6 A solution P (·) of (2.2) is strongly regular if
K(s) ≥ λI, a.e. s ∈ [t, T ], (2.6)
for some λ > 0.
Definition 2.7 The Riccati equation (2.2) is said to be (strongly ) regularly solvable, if it
admits a (strongly) regular solution.
Remark 2.2 As far as we know, the notion of (strongly) regular solution of a matrix-valued
Riccati equation was first introduced in [28].
Remark 2.3 Clearly, condition (2.6) implies (2.3)–(2.5). Thus, a strongly regular solution
P (·) is regular. Moreover, if P is a strongly regular solution, then K(s) is invertible for a.e.
s ∈ [0, T ], i.e., the generalized pseudo inverse is the inverse of K(s).
To investigate the relation between the closed-loop solvability of Problem (SLQ) and the
existence of a regular solution to the Riccati equation (2.2), we need to make the following
assumptions for A.
(AS1) A generates a C0-group on H .
(AS2) The eigenfunctions {ej}∞j=1 of A constitutes an orthonormal basis of H .
Remark 2.4 We put two assumptions on A, i.e., A generates a C0-group and its eigenfunc-
tions constitutes an orthonormal basis of H. Both of them play important roles in the proof
of Theorem 2.1. Indeed, in the proof of Theorem 2.1, we need to find a finite dimensional ap-
proximation of (2.2), i.e., we should approximate operator-valued processes by matrix-valued
processes. To this end, H should has an orthonormal basis {ej}∞j=1. This is true since H
is separable. However, for getting some good estimates (see Steps 1 and 2 in the proof of
Theorem 2.1), we need the fact that ej is an eigenfunction of A for each j ∈ N. This leads
to (AS2) Furthermore, to get the inverse of the operator X(s, ·) given in step 2 in the proof
of Theorem 2.1, we need (AS1).
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It seems that both (AS1) and (AS2) are only technical assumptions and can be dropped.
However, we do not know how to do it now. For example, without (AS1), −A∗ does not
generate a C0-semigroup. Then the equation (3.7) is not well-posed and the operator X˜(s, ·)
is not well defined. Then one cannot show the inverse of X(s, ·) On the other hand, without
(AS2), we cannot get (3.10) and (3.11), which are keys in the proof of many results, such
as (4.8) and (4.10). More details can be see in the proof of Theorem 2.1.
Fortunately, under these conditions, the system (1.1) covers many controlled stochastic
PDEs, such as stochastic wave equations, stochastic Schro¨dinger equations, stochastic beam
equations, with internal controls.
Theorem 2.1 i) If the Riccati equation (2.2) admits a regular solution P (·) ∈ CS([t, T ]; S(H)),
then Problem (SLQ) is closed-loop solvable. In this case, the optimal feedback operator Θ(·)
is given by
Θ = −K†L+ (I −K†L)θ, (2.7)
for some θ(·) ∈ L2(t, T ;L(U ;H)), and the value function is
V (t, η) = E〈P (t)η, η〉. (2.8)
ii) Let (AS1) and (AS2) hold. If Problem (SLQ) is closed-loop solvable, then the Riccati
equation (2.2) admits a regular solution P (·) ∈ CS([t, T ]; S(H)).
Next result gives a sufficient and necessary condition for the existence of a strongly regular
solution to the Riccati equation (2.2).
Theorem 2.2 The following statements are equivalent:
(i) The map u(·) 7→ J (0, 0; u(·)) is uniformly convex, i.e., there exists a λ > 0 such that
J (0, 0; u(·)) ≥ λE
∫ T
0
|u(s)|2Uds, ∀u(·) ∈ U [0, T ], (2.9)
(ii) The Riccati equation (2.2) admits a strongly regular solution P (·) ∈ CS([0, T ]; S(H)).
Remark 2.5 Clearly, if (1.4) holds, then the map u(·) 7→ J (0, 0; u(·)) is uniformly convex.
On the other hand, there are some interesting cases that the map u(·) 7→ J (0, 0; u(·)) is
uniformly convex but (1.4) does not hold. Please see Section 6 for the details.
Combining Theorems 2.1 and 2.2, we obtain the following corollary.
Corollary 2.1 Let (2.9) hold. Then, at any (t, η) ∈ [0, T ) × H, Problem (SLQ) admits a
unique optimal control u¯(·) of a state feedback form:
u¯(·) = −K(·)−1L(·)x¯(·), (2.10)
where P (·) is the unique strongly regular solution of (2.2) with x¯(·) being the solution to the
following closed-loop system:{
dx¯ =
(
A + A1 − BK−1L
)
x¯ds+
(
C −DK−1L)x¯dW (s) in (t, T ],
x¯(t) = η.
(2.11)
Proof : By Theorem 2.2, the Riccati equation (2.2) admits a unique strongly regular
solution P (·) ∈ C([0, T ]; S(H)). Applying Theorem 2.1, we get the desired result.
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3 Some preliminaries
In this section, we present some useful results which will be used in the sequel. Except
Lemma 3.5, the proofs of other results are put in the appendix.
For any t ∈ [0, T ), consider the following SEE:{
dx = [(A +A)x+ f ]ds+ (Bx+ g)dW (s) in (t, T ],
x(t) = η.
(3.1)
Here A ∈ L1(t, T ;L(H)), B ∈ L2(t, T ;L(H)), η ∈ L2Ft(Ω;H), f ∈ L2F(Ω;L1(t, T ;H)) and
g ∈ L2
F
(t, T ;H).
Lemma 3.1 The equation (3.1) admits a unique mild solution x(·) ∈ CF([t, T ];L2(Ω;H)).
Moreover,
|x(·)|CF([t,T ];L2(Ω;H)) ≤ C
(|η|L2
Ft
(Ω;H) + |f |L2
F
(Ω;L1(t,T ;H)) + |g|L2
F
(t,T ;H)
)
. (3.2)
Next, consider the following backward stochastic evolution equation (BSEE for short):{
dy = −[(A + A1)∗y + C∗z + h]ds+ zdW (s) in [t, T ),
y(T ) = ξ.
(3.3)
Here ξ ∈ L2FT (Ω;H) and h ∈ L2F(Ω;L1(0, T ;H)). We have the following result:
Lemma 3.2 The equation (3.3) admits a unique mild solution (y(·), z(·)) ∈ L2
F
(Ω;C([0, T ];
H))× L2
F
(0, T ;H), and
|(y(·), z(·))|L2
F
(Ω;C([0,T ];H))×L2
F
(0,T ;H) ≤ C
(|ξ|L2
FT
(Ω;H) + |h|L2
F
(Ω;L1(0,T ;H))
)
. (3.4)
Next, we recall the following result.
Lemma 3.3 Let Θ(·) be an optimal feedback operator of Problem (SLQ). Let ζ ∈ H. The
following forward-backward stochastic evolution equation (FBSEE for short) admits a mild
solution (x¯(·), y¯(·), z¯(·)) ∈ CF([t, T ];L2(Ω;H))× CF([t, T ];L2(Ω;H))× L2F(t, T ;H):
dx = (A+ A1 +BΘ)xds+ (C +DΘ)xdW (s) in (t, T ],
dy = −[(A+ A1)∗y + C∗z +Qx]ds+ zdW (s) in [t, T ),
x(t) = ζ, y(T ) = Gx(T ),
(3.5)
and the following condition holds:
B∗y¯ +D∗z¯ +RΘx¯ = 0, a.e. (s, ω) ∈ [t, T ]× Ω. (3.6)
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If A1, C ∈ L∞(0, T ;L(H)) and B,D ∈ L∞(0, T ;L(U ;H)), Lemma 3.3 is a trivial corollary of
Theorem 5.2 in [24]. The general case can be handled similarly. For the readers’ convenience,
we give the proof in the appendix.
Consider the following SEE:{
dx˜ =
[− A− A1 −BΘ+ (C +DΘ)2]∗x˜ds− (C +DΘ)∗x˜dW (s) in (t, T ],
x˜(t) = ζ,
(3.7)
where ζ ∈ H . If A generates a C0-group, then −A∗ also generates a C0-group. In this case,
by Lemma 3.1, the equation (3.7) admits a unique mild solution x˜(·) ∈ CF([t, T ];L2(Ω;H)).
Let {ϕi}∞i=1 be an orthonormal basis of U . For each n ∈ N, denote by Γn (resp. Γ˜n) the
projection operator from H (resp. U) to Hn
△
= span 1≤j≤n{ej} (resp. Un △= span 1≤j≤n{ϕj}).
Write
An = ΓnAΓn, A1,n = ΓnA1Γn, Bn = ΓnBΓ˜n, Cn = ΓnCΓn, Dn = ΓnDΓ˜n,
Qn = ΓnQΓn, Rn = Γ˜nRΓ˜n, Gn = ΓnGΓn, Θn = Γ˜nΘΓn.
(3.8)
Denote by {λj}∞j=1 the eigenvalues of A such that Aej = λjej (recall that {ej}∞j=1 is the
eigenfunctions of A). Then,
eAnsζ =
n∑
j=1
eλjs
〈
ζ, ej
〉
ej = e
AsΓnζ, ∀ζ ∈ H. (3.9)
Thus,
lim
n→+∞
eAnsζ = eAsζ, ∀ s ∈ [0, T ], ζ ∈ H. (3.10)
Similarly, we can get that
lim
n→+∞
eA
∗
nsζ = eA
∗sζ, ∀ s ∈ [0, T ], ζ ∈ H. (3.11)
Further, it is easy to show that
lim
n→+∞
A1,nζ = A1ζ, lim
n→+∞
Cnζ = Cζ, lim
n→+∞
Gnζ = Gζ,
lim
n→+∞
Qnζ = Qζ, lim
n→+∞
Θnζ = Θζ,
for all ζ ∈ H and a.e. (s, ω) ∈ [0, T ]× Ω,
(3.12)
lim
n→+∞
Bnς = Bς, lim
n→+∞
Dnς = Dς, lim
n→+∞
Rnς = Rς,
for all ς ∈ U and a.e. (s, ω) ∈ [0, T ]× Ω.
(3.13)
Let ζ ∈ H , consider the following equations:
dxn = (An + A1,n +BnΘn)xnds+ (Cn +DnΘn)xndW (s) in [t, T ],
dyn = −
[
(An + A1,n)
∗yn + C
∗
nzn +Qnxn
]
ds+ zndW (s) in [t, T ],
xn(t) = Γnζ, yn(T ) = Gnxn(T )
(3.14)
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and{
dx˜n =
[−An−A1,n−BnΘn + (Cn+DnΘn)2]∗x˜nds− (Cn+DnΘn)∗x˜ndW (s) in (t, T ],
x˜n(0) = Γnζ.
(3.15)
We have the following result.
Lemma 3.4 Let (AS1) and (AS2) hold. For any ζ ∈ H, it holds that
lim
n→+∞
xn(·) = x(·) in CF([t, T ];L2(Ω;H)),
lim
n→+∞
yn(·) = y(·) in L2F(Ω;C([t, T ];H)),
lim
n→+∞
zn(·) = z(·) in L2F(t, T ;H),
lim
n→+∞
x˜n(·) = x˜(·) in CF([t, T ];L2(Ω;H)).
(3.16)
Let Θ(·) ∈ L2(t, T ;L(H ;U)). Consider the following operator-valued equation:
P˙ + P (A+ A1 +BΘ) + (A+ A1 +BΘ)
∗P
+(C +DΘ)∗P (C +DΘ) + Θ∗RΘ+Q = 0 in [t, T ),
P (T ) = G.
(3.17)
Definition 3.1 We call P ∈ CS([t, T ]; S(H)) a mild solution to (3.17) if for any s ∈ [t, T ],
P (s)η = e(T−s)A
∗
Ge(T−s)Aη +
∫ T
s
e(τ−s)A
∗
[P (A1 +BΘ) + (A1 +BΘ)
∗P
+(C +DΘ)∗P (C +DΘ) + Θ∗RΘ+Q]e(τ−s)Aηdτ, ∀ η ∈ H.
(3.18)
Proposition 3.1 There is a unique mild solution to (3.17). Moreover,
|P |CS([t,T ];S(H))≤Ce
∫ T
t
(2|A1+BΘ|L(H)+|C+DΘ|
2
L(H)
)ds
[
|G|L(H)+
∫ T
t
(|Θ|2L(H;U)|R|L(U)+|Q|L(H))ds].
The following result illustrates the differentiability of P .
Proposition 3.2 Let P be a mild solution to (3.17). Then for any η, ζ ∈ D(A), 〈P (·)η, ζ〉
is differentiable in [t, T ] and
d
ds
〈
Pη, ζ
〉
= −〈Pη, (A+ A1 +BΘ)ζ〉− 〈P (A+ A1 +BΘ)η, ζ〉
−〈P (C +DΘ)η, (C +DΘ)ζ〉− 〈RΘη,Θζ〉− 〈Qη, ζ〉. (3.19)
Similarly, we have the following result.
Proposition 3.3 Let P be a mild solution to (2.2). Then for any η, ζ ∈ D(A), 〈P (·)η, ζ〉
is differentiable in [t, T ] and
d
ds
〈
Pη, ζ
〉
= −〈Pη, (A+ A1)ζ〉− 〈P (A+ A1)η, ζ〉
−〈PCη, Cζ〉− 〈Qη, ζ〉+ 〈K†Lη, Lζ〉. (3.20)
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The result below gives a relation between the cost functional and the Riccati equation
(2.2).
Lemma 3.5 Let P (·) ∈ CS([0, T ]; S(H)) be the mild solution to (3.17) with t = 0. Then for
any (t, η) ∈ [0, T )×H and u(·) ∈ U [t, T ], we have
J (t, η; Θ(·)x(·) + u(·)) = 〈P (t)η, η〉+ E
∫ T
t
[
2
〈(
L+KΘ
)
x, u
〉
+
〈
Ku, u
〉]
ds. (3.21)
In the proof of Lemma 3.5, we use a density argument, i.e., approximating the solution x
by a D(A)-valued process xλ, doing calculation for xλ and letting λ tend to +∞ to get the
equality for x. The main reason is that one may not apply Itoˆ’s formula to |x(t)|2H and x(t)
may not take values in D(A). This technique will be used several times in the rest of this
papers. Except the proof for Lemma 3.5, we omit such process and apply Itoˆ’s formula to
|x(t)|2H directly and assume that x(t) belongs to D(A). Hence, we give the proof here rather
than put it in the appendix.
Proof of Lemma 3.5: For any (t, η) ∈ [0, T )×H and u(·) ∈ U [t, T ], let x(·) be the solution
to {
dx =
[
(A+ A1 +BΘ)x+Bu
]
ds+
[
(C +DΘ)x+Du
]
dW (s) in (t, T ],
x(t) = η.
Let R(λ)
△
= λI(λI − A)−1 for λ ∈ ρ(A) (the resolvent of A) and xλ(·) = R(λ)x(·). Then
xλ(·) is the mild solution to{
dxλ =
{
Axλ+R(λ)
[
(A1+BΘ)x+Bu
]}
ds+R(λ)
[
(C+DΘ)x+Du
]
dW (s) in (t, T ],
xλ(t) = R(λ)η.
By Itoˆ’s formula and Proposition 3.2, we have
E
[〈
Gxλ(T ), xλ(T )
〉
+
∫ T
t
(〈
Qxλ, xλ
〉
+
〈
R(Θxλ + u),Θxλ + u
〉)
ds
]
=
〈
P (t)R(λ)η,R(λ)η
〉
+E
∫ T
t
{
−〈P (t)xλ, (A+A1+BΘ)xλ〉−〈P (s)(A+A1+BΘ)xλ, xλ〉
−〈P (C +DΘ)xλ, (C +DΘ)xλ〉− 〈RΘxλ,Θxλ〉− 〈Qxλ, xλ〉 + 〈PAxλ, xλ〉
+
〈
PR(λ)
[
(A1 +BΘ)x+Bu
]
, xλ
〉
+
〈
Pxλ, Axλ
〉
+
〈
Pxλ,R(λ)[(A+BΘ)x+Bu]
〉
+
〈
PR(λ)
[
(C +DΘ)x+Du
]
,R(λ)
[
(C +DΘ)x+Du
]〉
+
〈
Qxλ, xλ
〉
+
〈
R(Θxλ + u),Θxλ + u
〉}
ds (3.22)
=
〈
P (t)η, η
〉
+ E
∫ T
t
[
2
〈(
L+KΘ
)
x, u
〉
+
〈
Ku, u
〉]
ds+ F (λ),
where
F (λ) = 〈P (t)R(λ)η,R(λ)η〉 − 〈P (t)η, η〉+E
∫ T
t
{〈
PR(λ)(A1 +BΘ)x, xλ
〉
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−〈P (A1 +BΘ)xλ, xλ〉 + 〈Pxλ,R(λ)(A+BΘ)x〉− 〈P (s)(A1+BΘ)xλ, xλ〉
+
〈
PR(λ)(C +DΘ)x,R(λ)(C +DΘ)x
〉− 〈P (C +DΘ)xλ, (C +DΘ)xλ〉
+
〈
PR(λ)Bu, xλ
〉−〈PBu, x〉+〈Pxλ,R(λ)Bu〉−〈Px,Bu〉+〈PR(λ)Du,R(λ)Du〉
−〈PDu,Du〉+ 〈PR(λ)(C +DΘ)x,R(λ)Du〉− 〈P (C +DΘ)x,Du〉
+
〈
PR(λ)Du,R(λ)(C +DΘ)x
〉− 〈PDu, (C +DΘ)x〉}ds.
Noting that for any ζ ∈ H ,
lim
λ→∞
R(λ)ζ = ζ in H, (3.23)
we have that
lim
λ→∞
〈P (t)R(λ)η,R(λ)η〉 = 〈P (t)η, η〉
and
lim
λ→∞
xλ = x in CF([t, T ];L
2(Ω;H)). (3.24)
By (3.23) and (3.24), we get that for a.e. s ∈ [t, T ],
lim
λ→∞
[〈
P (s)R(λ)(A1(s) +B(s)Θ(s))x(s), xλ(s)
〉
−〈P (s)(A1(s) +B(s)Θ(s))xλ(s), xλ(s)〉] = 0, P-a.s. (3.25)
It follows from the definition of R(λ) that∣∣〈P (s)R(λ)(A1(s) +B(s)Θ(s))x(s), xλ(s)〉− 〈P (s)(A1(s) +B(s)Θ(s))xλ(s), xλ(s)〉∣∣
≤ C|P (s)|L(H)(|A1(s)|L(H) + |B(s)|L(U ;H)|Θ(s)|L(H;U))|x(s)|2H.
This, together with (3.25) and Lebesgue’s dominated convergence theorem, implies that
lim
λ→∞
E
∫ T
t
[〈
PR(λ)(A1 +BΘ)x, xλ
〉− 〈P (A1 +BΘ)xλ, xλ〉]ds = 0.
By a similar argument, we can prove that lim
λ→+∞
F (λ) = 0. Letting λ tend to +∞ in both
sides of (3.22), we get (3.21).
Remark 3.1 In the derivation of (3.22), we use the fact that the mean value of a stochastic
integral of a function quadratically depending on x is zero.
Remark 3.2 Since x(·) may not be D(A)-valued, in the proof of Lemma 3.5, we introduce
a family of {xλ}λ∈ρ(A) to apply Proposition 3.2. In the rest of this paper, we omit such
procedures to save the space and simply apply Proposition 3.2 to
〈
P (·)x(·), x(·)〉.
Next, we give a result concerning the existence of an optimal control of Problem (SLQ).
Proposition 3.4 Suppose the map u(·) 7→ J (0, 0; u(·)) is uniformly convex. Then Problem
(SLQ) admits a unique optimal control, and there exists a constant α ∈ R such that
V (t, η) ≥ α|η|2, ∀(t, η) ∈ [0, T ]×H. (3.26)
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The next result shows that the solution to (3.17) is bounded below.
Proposition 3.5 Let (2.9) hold. Then for any Θ(·) ∈ L2(t, T ;L(U ;H)), the solution P (·) ∈
CS([t, T ]; S(H)) to (3.17) satisfies
K(s) ≥ λI, a.e. s ∈ [t, T ], and P (s) ≥ αI, ∀s ∈ [t, T ], (3.27)
where α ∈ R is the constant appearing in (3.26).
Let
A˜(·) ∈ L1(0, T ;L(H)), C˜(·) ∈ L2(0, T ;L(H)), Q˜(·) ∈ L1(0, T ; S(H)), G˜ ∈ S(H).
Consider the following Lyapunov equation:{
P˙ + P (A+ A˜) + (A+ A˜)∗P + C˜∗PC˜ + Q˜ = 0 in [t, T ),
P (T ) = G˜.
(3.28)
Lemma 3.6 The equation (3.28) admits a unique solution P (·) ∈ CS([t, T ]; S(H)). More-
over, if
G˜ ≥ 0, Q˜(s) ≥ 0, a.e. s ∈ [t, T ], (3.29)
then P (·) ∈ CS([t, T ]; S+(H)).
Lemma 3.7 For any u(·) ∈ U [t, T ], let x be the corresponding solution to (1.1) with η = 0.
Then for every Θ(·) ∈ L2(t, T ;L(H ;U)), there exists a constant c0 > 0 such that
E
∫ T
t
∣∣u(s)−Θ(s)x(s)∣∣2ds ≥ c0E ∫ T
t
|u(s)|2ds, ∀u(·) ∈ U [t, T ]. (3.30)
4 Proof of Theorem 2.1
This section is devoted to the proof of Theorem 2.1.
Proof of Theorem 2.1. Proof of assertion i). Take any u(·) ∈ U [t, T ], let x(·) ≡
x(· ; t, η, u(·)) be the corresponding state process. Then
J (t, η; u(·)) = 1
2
E
[
〈Gx(T ), x(T )〉+
∫ T
t
(〈
Qx, x
〉
+
〈
Ru, u
〉)
ds
]
=
1
2
E
〈
P (t)η, η
〉
+
1
2
E
∫ T
t
[〈(− P (A+ A1)−(A+ A1)∗P−C∗PC−Q+L∗K†L)x, x〉
+
〈
P ((A+ A1)x+Bu), x
〉
+
〈
Px, (A+ A1)x+Bu
〉
+
〈
P (Cx+Du), Cx+Du
〉
+
〈
Qx, x
〉
+
〈
Ru, u
〉]
ds
=
1
2
E
[〈
P (t)η, η
〉
+
∫ T
t
(〈
L∗K†Lx, x
〉
+ 2
〈
Lx, u
〉
+
〈
Ku, u
〉)
ds
]
.
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Noting that L = B∗P +D∗PC = −KΘ, it holds that
J (t, η; u(·))
=
1
2
E
[〈
P (t)η, η
〉
+
∫ T
t
(〈
L∗K†Lx, x
〉
+ 2
〈
Lx, u
〉
+
〈
Ku, u
〉)
ds
]
=
1
2
E
[〈
P (t)η, η
〉
+
∫ T
t
(〈
Θ∗KK†KΘx, x
〉− 2〈KΘx, u〉+ 〈Ku, u〉)ds]
=
1
2
E
[〈
P (t)η, η
〉
+
∫ T
t
(〈
KΘx,Θx
〉− 2〈KΘx, u〉+ 〈Ku, u〉)ds]
=
1
2
E
[〈
P (t)η, η
〉
+
∫ T
t
〈
K(u−Θx), u−Θx〉ds]
= J (t, η; Θ(·)x(·))+ 1
2
E
∫ T
t
〈
K(u−Θx), u−Θx〉ds.
Hence,
J (t, η; Θ(·)x(·)) ≤ J (t, η; u), ∀u(·) ∈ U [t, T ],
if and only if P is a regular solution to the Riccati equation (2.2).
Proof of assertion ii). Without loss of generality, we assume that t = 0. The proof is
divided into five steps.
Step 1. In this step, we introduce some operators and their finite dimensional approxi-
mation.
Let Θ(·) be an optimal feedback operator of Problem (SLQ) over [0, T ]. For each s ∈
[0, T ], define three operators Xs, Ys and X˜s on H as follows:
Xsζ = x¯(s; ζ), Ysζ = y¯(s; ζ), X˜sζ = x˜(s; ζ), ∀ ζ ∈ H. (4.1)
For a.e. s ∈ [0, T ], define an operator Zs on H by
Zsζ = z¯(s; ζ), ∀ ζ ∈ H. (4.2)
Here (x¯, y¯, z¯) solves (3.5) and x˜ solves (3.7). Now we are going to show some properties of
the above four operators.
Denote by In the identity matrix on R
n (or, the identity map on Hn). Consider the
following equations:
dXn = (An + A1,n +BnΘn)Xnds+ (Cn +DnΘn)XndW (s) in [0, T ],
dYn = −
[
(An + A1,n)
∗Yn + C
∗
nZn +QnXn
]
dt+ ZndW (t) in [0, T ],
Xn(0) = In, Yn(T ) = GnXn(T )
(4.3)
and 
dX˜n=
[− An−A1,n−BnΘn+ (Cn +DnΘn)(Cn+DnΘn)⊤]⊤X˜nds
−(Cn +DnΘn)⊤X˜ndW (s) in [0, T ],
X˜n(0) = In.
(4.4)
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Clearly, both (4.3) and (4.4) can be viewed as Rn×n ≡ Rn2-valued equations. They ad-
mit unique solutions (Xn, Yn, Zn) ∈ CF([0, T ];L2(Ω; Rn×n)) × CF([0, T ];L2(Ω; Rn×n)) ×
L2
F
(0, T ;Rn×n) and X˜n ∈ CF([0, T ];L2(Ω;Rn×n)), respectively. By Itoˆ’s formula, we see
that
Xn(s)X˜n(s)
⊤ −Xn(0)X˜n(0)⊤
=
∫ s
0
{〈(An+ A1,n+BnΘn)Xn, X˜⊤〉+ 〈Xn, X˜⊤n [− An−A1,n− BnΘn+ (Cn+DnΘn)2]〉
+〈(Cn +DnΘn)Xn,−X˜⊤n (Cn +DnΘn)〉dr
+
∫ s
0
[〈(Cn +DnΘn)Xn, X˜⊤n 〉+ 〈Xn,−X˜⊤n (Cn +DnΘn)〉]dW (r) = 0.
Consequently,
X˜(s)⊤n = Xn(s)
−1, P-a.s., ∀ s ∈ [0, T ]. (4.5)
Let ζ ∈ H . It is an easy matter to see that xn(s) = Xn(s)Γnζ , yn(s) = Yn(s)Γnζ ,
zn(s) = Zn(s)Γnζ and x˜n(s) = X˜n(s)Γnζ . Thus, (Xn(·)Γnζ, Yn(·)Γnζ, Zn(·)Γnζ) solves (3.14)
and X˜n(·)Γnζ solves (3.15). For each s ∈ [0, T ], define three operators Xn,s, Yn,s and X˜n,s on
H as follows:
Xn,sΓnζ = Xn(s)Γnζ, Yn,sΓnζ = Yn(s)Γnζ, X˜n,sΓnζ = X˜n(s)Γnζ, ∀ ζ ∈ H. (4.6)
For a.e. s ∈ [0, T ], define an operator Zn,s on Hn by
Zn,sΓnζ = Zn(s)Γnζ, ∀ ζ ∈ H. (4.7)
In view of (4.6), (4.7) and (3.16), we find that
lim
n→+∞
Xn,sΓnζ = Xsζ strongly in L
2
Fs
(Ω;H),
lim
n→+∞
Yn,sΓnζ = Ysζ strongly in L
2
Fs(Ω;H),
lim
n→+∞
Zn,sΓnζ = Zsζ strongly in L
2
F
(0, T ;H),
lim
n→+∞
X˜n,sΓnζ = X˜sζ strongly in L
2
Fs(Ω;H).
(4.8)
Step 2. In this step, we give an explicit formula of P (·).
By the well-posedness results for the equations (3.14) and (3.15), and the fact that both
A and −A∗ generate C0-semigroups on H (because A generates a C0-group on H), we see
that
|Xn,sΓnζ |L2
Fs
(Ω;H) ≤ C|ζ |H, |Yn,sΓnζ |L2
Fs
(Ω;H) ≤ C|ζ |H,
|Zn,·Γnζ |L2
F
(0,T ;H) ≤ C|ζ |H, |X˜n,sΓnζ |L2
Ft
(Ω;H) ≤ C|ζ |H,
where the constant C is independent of n. This implies that
|Xn,sΓn|L(H;L2
Fs
(Ω;H)) ≤ C, |Yn,sΓn|L(H;L2
Fs
(Ω;H)) ≤ C,
|Zn,·Γn|L(H;L2
F
(0,T ;H)) ≤ C, |X˜n,sΓn|L(H;L2
Fs
(Ω;H)) ≤ C.
(4.9)
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By (4.9) and using [23, Theorems 5.2-5.3], we deduce that, there exist subsequences
{Xnk,s}∞k=1 ⊂ {Xn,s}∞n=1, {Ynk,s}∞k=1 ⊂ {Yn,s}∞n=1, {Znk,s}∞k=1 ⊂ {Zn,s}∞n=1 and {X˜nk,s}∞k=1 ⊂
{X˜n,s}∞n=1 (these sequences may depend on s), and (pointwise defined) operators X1(s, ·),
Y1(s, ·), X˜1(s, ·) ∈ L(H ;L2Fs(Ω;H)) (for each s ∈ [0, T ]) and Z1(·, ·) ∈ L(H ;L2F(0, T ; H))
such that 
lim
k→+∞
Xnk,sΓnkζ = X1(s, ·)ζ weakly in L2Fs(Ω;H),
lim
k→+∞
Ynk,sΓnkζ = Y1(t, ·)ζ weakly in L2Fs(Ω;H),
lim
k→+∞
Znk,sΓnkζ = Z1(·, ·)ζ weakly in L2F(0, T ;H),
lim
k→+∞
X˜nk,sΓnkζ = X˜1(s, ·)ζ weakly in L2Fs(Ω;H),
(4.10)
and that
|X1(s, ·)ζ |L2
Fs
(Ω;H) ≤ C|ζ |H, |Y1(s, ·)ζ |L2
Fs
(Ω;H) ≤ C|ζ |H,
|Z1(·, ·)ζ |L2
F
(0,T ;H) ≤ C|ζ |H, |X˜1(s, ·)ζ |L2
Fs
(Ω;H) ≤ C|ζ |H.
(4.11)
It follows from (4.8) and (4.10) that
X(s, ·) △= Xs(·) = X1(s, ·), Y (s, ·) △= Ys(·) = Y1(s, ·),
Z(s, ·) △= Zs(·) = Z1(s, ·), X˜(t, ·) △= X˜s(·) = X˜1(s, ·).
(4.12)
By (3.6), (4.1), (4.2) and (4.12), we find that
RΘX +B∗Y +D∗Z = 0, a.e. (s, ω) ∈ [0, T ]× Ω. (4.13)
From (4.5), (4.8), (4.10) and (4.12), it is easy to see that for any s ∈ [0, T ],X(s)X˜(s)∗ = I,
P-a.s., that is, for any s ∈ [0, T ], X˜(s)∗ = X(s)−1, P-a.s.
Put
P (·) = Y (·)X(·)−1, Π(·) = Z(·)X(·)−1. (4.14)
It follows from (4.13) that
B∗P +D∗Π +RΘ = 0, a.e. (s, ω) ∈ [0, T ]× Ω. (4.15)
Step 3. In this step, we give an estimate of the norm of P (·) introduced in Step 2.
Let s ∈ [0, T ) and η ∈ L2Fs(Ω;H). Consider the following FBSEE:
dxs(r) =
(
A+ A1 +BΘ
)
xsdr +
(
C +DΘ
)
xsdW (r) in (s, T ],
dys(r) = −[(A+ A1)∗ys + C∗zs +Qxs]dr + zsdW (r) in [s, T ),
xs(s) = η, ys(T ) = Gxs(T ).
(4.16)
By Lemma 3.3, it is easy to see that (4.16) admits a unique solution
(
xs(·), ys(·), zs(·))( ≡(
xs(·; η), ys(·; η), zs(·; η))) ∈ CF([s, T ];L2(Ω;H)) × CF([s, T ];L2(Ω;H)) × L2F(s, T ;H) such
that
RΘxs(r) +B∗ys(r) +D∗zs(r) = 0, a.e. (r, ω) ∈ (s, T )× Ω. (4.17)
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For every r ∈ [s, T ], define two families of operators Xsr and Y sr on L2Fs(Ω;H):
Xsrη
△
= xs(r; η), Y sr η
△
= ys(r; η).
It follows from Lemmas 3.1 and 3.2 that for all r ∈ [s, T ] and η ∈ L2Fs(Ω;H),
|Xsrη|L2
Fr
(Ω;H) ≤ C|η|L2
Fs
(Ω;H), |Y sr η|L2
Fr
(Ω;H) ≤ C|η|L2
Fs
(Ω;H). (4.18)
This indicates that Xsr and Y
s
r belong to L(L2Fs(Ω;H);L2Fr(Ω;H)) for every r ∈ [s, T ].
By (4.16), it is easy to see that, for any ζ ∈ H ,
XsrX(s)ζ = x
s(r;X(s)ζ) = x(r; ζ).
Thus,
Y ss X(s)ζ = y
s(s;X(s)ζ) = Y (s)ζ.
This implies that
Y ss = Y (s)X˜(s)
∗ for all s ∈ [0, T ], P-a.s. (4.19)
Let η, ξ ∈ L2Fs(Ω;H). Since Y sr η = ys(r; η) and Xsrξ = xs(r; ξ), applying Itoˆ’s formula to
〈ys(·; η), xs(·; ξ)〉 and noting (4.16)–(4.17), we obtain that
E〈GXsTη,XsT ξ〉 − E〈Y ss η, ξ〉 = −E
∫ T
s
(〈QXsrη,Xsrξ〉+ 〈RΘXsrη,ΘXsrξ〉)dr.
Therefore,
E〈Y ss η, ξ〉 = E
〈
(XsT )
∗GXsTη + E
∫ T
s
(
(Xsr )
∗QXsrη + (X
s
r )
∗Θ∗RΘXsrη
)
dr, ξ
〉
.
We conclude from this that, for any η ∈ L2Fs(Ω;H),
Y ss η = E
(
(XsT )
∗GXsTη + E
∫ T
s
(
(Xsr )
∗QXsrη + (X
s
r )
∗Θ∗RΘXsrη
)
dr
∣∣∣ Fs). (4.20)
It deduces that Y (s)X˜(s)∗ = Y ss is symmetric for any s ∈ [0, T ], P-a.s. Further, (4.20)
together with (4.18) implies that for any s ∈ [0, T ] and η ∈ L2Fs(Ω;H),
E|Y ss η|2H ≤ CE|η|2H , (4.21)
where C is independent of s ∈ [0, T ). According to (4.21), we find that
|Y (s)X˜(s)∗|L(L2
Fs
(Ω;H); L2
Fs
(Ω;H)) ≤ C. (4.22)
It follows from (4.14), (4.19) and (4.22) that, for some positive constant C,
|P (s)|L(L2
Fs
(Ω;H); L2
Fs
(Ω;H)) ≤ C, ∀ s ∈ [0, T ]. (4.23)
Step 4. In this step, we show that P (·) is a mild solution to an operator-valued differential
equation.
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Let s ∈ [0, T ) and ζ ∈ L2Fs(Ω;H). Consider the following FBSEE:
dxsn(τ) =
(
An + A1,n +BnΘn
)
xsndτ +
(
Cn +DnΘn
)
xsndW (τ) in [s, T ],
dysn(τ) = −
[
(An + A1,n)
∗ysn + C
∗
nz
s
n +Qnx
s
n
]
dτ + zsndW (τ) in [s, T ],
xsn(s) = ζ, y
s
n(T ) = Gnx
s
n(T ).
(4.24)
For every r ∈ [s, T ], define two families of operators Xn,sr and Y n,sr on L2Fs(Ω;H) as follows:
Xn,sr ζ
△
= xsn(r; ζ), Y
n,s
r ζ
△
= ysn(r; ζ).
Similar to the proofs of (4.8) and (4.19), we can show that limn→+∞X
n,s
r ζ = X
s
rζ in L
2
Fr(Ω;H),
lim
n→+∞
Y n,sr ζ = Y
s
r ζ in L
2
Fr
(Ω;H)
(4.25)
and
Y n,ss = Yn(s)X˜n(s)
⊤ for all s ∈ [0, T ], P-a.s. (4.26)
Let Pn(·) = Yn(·)X˜n(·)⊤ and Πn(·) = Zn(·)X˜n(·)⊤. We conclude from (4.19), (4.25) and
(4.26) that
lim
n→+∞
Pn(s)Γnη = P (s)η in H, ∀ η ∈ H. (4.27)
By Itoˆ’s formula,
dPn =
{
− [(An + A1,n)⊤Yn+ C⊤n Zn+Q⊤nX⊤n ]X˜⊤n +YnX˜⊤n [(Cn +DnΘn)2−An− BnΘn]
−ZnX˜⊤n (Cn+DnΘn)
}
dτ +
[
ZnX˜
⊤
n − YnX˜⊤n (Cn +DnΘn)
]
dW (τ)
=
{
− (An + A1,n)⊤Pn−C⊤n Πn −Qn + Pn
[
(Cn +DnΘn)
2 − (An + A1,n)−BnΘn
]
−Πn(Cn+DnΘn)
}
dτ +
[
Πn − Pn(Cn +DnΘn)
]
dW (τ).
Let Λn = Πn − Pn(Cn +DnΘn). Then
dPn =
{
− (An + A1,n)⊤Pn − C⊤n [Λn + Pn(Cn +DnΘn)]−Qn + Pn
[
(Cn+DnΘ)
2
−(An + A1,n)− BnΘn
]− [Λn + Pn(Cn +DnΘn)](Cn +DnΘn)}dτ + ΛndW (τ)
=
[− Pn(An + A1,n)− (An + A1,n)⊤Pn − ΛnCn − C⊤n Λn − C⊤n PnCn
−(PnBn + C⊤n PnDn + ΛnDn)Θn −Qn
]
dτ + ΛndW (τ),
(4.28)
and Pn(T ) = Gn. This implies that (Pn(·),Λn(·)) is the adapted solution to (4.28) with
deterministic coefficients and final datum. Thus, Pn(·) is deterministic and Λn(·) = 0. Then,
(4.28) becomes
P˙n + Pn(An +A1,n) + (An +A1,n)
⊤Pn +C
⊤
n PnCn + (PnBn +C
⊤
n PnDn)Θn +Qn = 0. (4.29)
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Thus,
Pn(s) = e
A⊤n (T−s)Gne
An(T−s) +
∫ T
s
eA
⊤
n (r−s)
[
PnA1,n + A
⊤
1,nPn + C
⊤
n PnCn
+(PnBn + C
⊤
n PnDn)Θn +Qn
]
eAn(r−s)dr.
Therefore, for any ζ ∈ H ,
Pn(s)Γnζ = e
A⊤n (T−s)Gne
An(T−s)Γnη +
∫ T
s
eA
⊤
n (r−s)
[
PnA1,n + A
⊤
1,nPn + C
⊤
n PnCn
+(PnBn+C
⊤
n PnDn)Θn+Qn
]
eAn(r−s)Γnζdr.
(4.30)
From (3.8) and (4.27), we know that for any ζ ∈ H ,
lim
n→∞
eA
⊤
n (T−s)Gne
An(T−s)Γnζ = e
A∗(T−s)GeA(T−s)ζ (4.31)
and
lim
n→∞
eA
⊤
n (r−s)
[
PnA1,n + A
⊤
1,nPn + C
⊤
n PnCn + (PnBn + C
⊤
n PnDn)Θn +Qn
]
eAn(r−s)Γnζ
= eA
∗(r−s)
[
PA1 + A
∗
1P + C
⊤PC + (PB + C⊤PD)Θ +Q
]
eA(r−s)ζ.
(4.32)
By (3.8) again, we have that∣∣∣eA⊤n (r−s)[PnA1,n + A⊤1,nPn + C⊤n PnCn + (PnBn + C⊤n PnDn)Θn +Qn]eAn(r−s)Γnζ∣∣∣
H
≤ C∣∣eA⊤n (r−s)∣∣
L(H)
[
2
∣∣A⊤1,n∣∣L(H)∣∣Pn∣∣L(H) + ∣∣C⊤n ∣∣L(H)∣∣Pn∣∣L(H)∣∣Cn∣∣L(H) + (∣∣Pn∣∣L(H)∣∣Bn∣∣L(U ;H)
+
∣∣C⊤n ∣∣L(H)∣∣Pn∣∣L(H)∣∣Dn∣∣L(U ;H))∣∣Θn∣∣L(H;U) + ∣∣Qn∣∣L(H)]∣∣eAn(r−s)∣∣L(H)∣∣Γnζ∣∣H
≤ C∣∣eA∗(r−s)∣∣
L(H)
[
2
∣∣A∗1∣∣L(H)∣∣P ∣∣L(H) + ∣∣C∗∣∣L(H)∣∣P ∣∣L(H)∣∣C∣∣L(H) + (∣∣P ∣∣L(H)∣∣B∣∣L(U ;H)
+
∣∣C∗∣∣
L(H)
∣∣P ∣∣
L(H)
∣∣D∣∣
L(U ;H)
)
∣∣Θ∣∣
L(H;U)
+
∣∣Q∣∣
L(H)
]∣∣eA(r−s)∣∣
L(H)
∣∣ζ∣∣
H
.
This, together with (4.32) and Lebesgue’s dominated convergence theorem, implies that
lim
n→∞
∫ T
s
eA
⊤
n (r−s)
[
PnA1,n+A
⊤
1,nPn+C
⊤
n PnCn+ (PnBn+C
⊤
n PnDn)Θn+Qn
]
eAn(r−s)Γnζds
=
∫ T
s
eA
∗(r−s)
[
PA1 + A
∗
1Pn + C
∗PC + (PB + C⊤PD)Θ +Q
]
eA(r−s)ζdr.
(4.33)
It follows from (4.27), (4.30), (4.31) and (4.33) that
P (s)ζ = eA
∗(T−s)GeA(T−s)ζ +
∫ T
s
eA
∗(r−s)
[
PA1 + A
∗
1P + C
∗PC
+(PB + C∗PD)Θ +Q
]
eA(r−s)ζdr.
(4.34)
Step 5. Finally, in this step, we prove that P (·) solves the Riccati equation (2.2).
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From (4.15), we see that
0 = B∗P +D∗P (C +DΘ) +RΘ = B∗P +D∗PC +KΘ, a.e. (s, ω) ∈ [0, T ]× Ω. (4.35)
Consequently,
0 = Θ∗B∗P +Θ∗D∗PC +Θ∗KΘ, a.e. (s, ω) ∈ [0, T ]× Ω. (4.36)
Using (4.36), (4.34) can be written as
P (t)ζ = e(T−s)AGe(T−s)Aζ +
∫ T
s
e(r−s)A
[
PA1+A
∗
1P + PBΘ
+Θ∗B∗P + (C +DΘ)∗P (C +DΘ) + Θ∗RΘ+Q
]
e(r−s)Aζds.
Since P (T ) = G ∈ S(H), and Q(·) and R(·) are symmetric operator-valued functions, by
Proposition 3.1, we have P (·) ∈ CS([0, T ]; S(H)). Thus K(·) is a symmetric operator-valued
function. Hence, for a.e. s ∈ [0, T ], K(s) admits a generalized pseudo inverse K(s)†.
Since Λn = 0 for all n ∈ N, we see that
Πn − Pn(Cn +DnΘn) = ZnX˜⊤n − Pn(Cn +DnΘn) = 0 for every n ∈ N.
Therefore,
Π− P (C +DΘ) = 0.
This implies that
(B∗P +D∗PC) = −KΘ.
Thus, (2.3) holds and
K†(B∗P +D∗PC) = −K†KΘ.
Noting that K†K is an orthogonal projection, we see that (2.4) holds and
Θ = −K†(B∗P +D∗PC) + (I −K†K)θ
for some θ(·) ∈ L2(0, T ;L(H ;U)). Consequently,
(PB + C∗PD)Θ = Θ∗KK†(B∗P +D∗PC) = −(PB + C∗PD)K†(B∗P +D∗PC). (4.37)
From (4.37) and (4.34), we obtain the Riccati equation (2.2). This completes the proof of
the “only if” part.
5 Proof of Theorem 2.2
In this section, we prove Theorem 2.2. Without loss of generality, we assume that t = 0.
Proof of Theorem 2.2 : (i) ⇒ (ii). The proof is long. We divide it into three steps.
Step 1. In this step, we introduce a sequence of operator-valued functions {Pj}Nj=1.
Let P0 be the solution to{
P˙0 + P0(A+ A1) + (A + A1)
∗P0 + C
∗P0C +Q = 0 in [0, T ),
P0(T ) = G.
(5.1)
20
Applying Proposition 3.5 to (5.1) with Θ = 0, we obtain that
R(s) +D(s)∗P0(s)D(s) ≥ λI, P0(s) ≥ αI, a.e. s ∈ [0, T ]. (5.2)
Inductively, for j = 0, 1, 2, · · · , we set
Kj
△
= R +D∗PjD, Lj
△
= B∗Pj +D
∗PjC,
Θj
△
= −K−1j Lj , Aj
△
= A1 +BΘj, Cj
△
= C +DΘj,
(5.3)
and let Pj+1 be the solution to{
P˙j+1 + Pj+1(A+Aj) + (A+Aj)∗Pj+1 + C∗jPj+1Cj +Θ∗jRΘj +Q = 0 in [0, T ),
Pj+1(T ) = G.
(5.4)
Step 2. In this step, we show the uniform boundedness of the sequence {Pj}∞j=1.
From (5.2), we have that
K0(s) ≥ λI, P0(s) ≥ αI, a.e. s ∈ [0, T ]. (5.5)
Then Θ0 = −K−10 L0 ∈ L2(0, T ;L(H ;U)). It follows from Proposition 3.5 (with P and Θ in
(3.17) replaced by P1 and Θ0, respectively) that
K1(s) ≥ λI, P1(s) ≥ αI, a.e. s ∈ [0, T ].
Inductively, we have that
Kj+1(s) ≥ λI, Pj+1(s) ≥ αI, a.e. s ∈ [0, T ], j = 0, 1, 2, · · · . (5.6)
We now claim that {Pj}∞j=1 converges uniformly in CS([0, T ]; S(H)). To show this, let
∆j
∆
=Pj − Pj+1, Υj ∆=Θj−1 −Θj , j ≥ 1.
Then for j ≥ 1 and ζ ∈ H , we have
−∆j(s)ζ = Pj+1(s)ζ − Pj(s)ζ
=
∫ T
s
e(r−s)A
∗[(
Pj(s)− Pj+1(s)
)Aj +A∗j(Pj(s)− Pj+1(s))+ C∗j (Pj(s)− Pj+1(s))Cj
+Pj(Aj−1 −Aj) + (Aj−1 −Aj)∗Pj + C∗j−1PjCj−1 − C∗jPjCj +Θ∗j−1RΘj−1
−Θ∗jRΘj
]
e(r−s)Aζds
=
∫ T
s
e(r−s)A
∗[
∆j(s)Aj +A∗j∆j(s) + C∗j∆j(s)Cj + Pj(Aj−1 −Aj) + (Aj−1 −Aj)∗Pj
+C∗j−1PjCj−1 − C∗jPjCj +Θ∗j−1RΘj−1 −Θ∗jRΘj
]
e(r−s)Aζdr
(5.7)
From (5.3), we have that
Aj−1 −Aj = A1 +BΘj−1 −A1 − BΘj = B(Θj−1 −Θj) = BΥj ,
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Cj−1 − Cj = C +DΘj−1 − C −DΘj = D(Θj−1 −Θj) = DΥj,
and
C∗j−1PjCj−1 − C∗jPjCj
= (C +DΘj−1)
∗Pj(C +DΘj−1)− (C +DΘj)∗Pj(C +DΘj)
= Θ∗j−1D
∗PjDΘj−1−Θ∗jD∗PjDΘj+Θ∗j−1D∗PjC+C∗PjDΘj−1−Θ∗jD∗PjC−C∗PjDΘj
= (Θj−1 −Θj)∗D∗PjD(Θj−1 −Θj) + (C +DΘj)∗PjD(Θj−1 −Θj)
+(Θj−1 −Θj)∗D∗Pj(C +DΘj)
= Υ∗jD
∗PjDΥj + C
∗
jPjDΥj +Υ
∗
jD
∗PjCj.
Similarly, we can obtain that{
Θ∗j−1RΘj−1 −Θ∗jRΘj = Υ∗jRΥj +Υ∗jRΘj +Θ∗jRΥj ,
B∗Pj +D
∗PjCj +RΘj = B
∗Pj +D
∗PjC + (R +D
∗PjD)Θj = 0.
These, together with (5.7), yields that
∆j(s)−
∫ T
s
e(r−s)A
∗(
∆jAj +A∗j∆j + C∗j∆jCj
)
e(r−s)Adr
=
∫ T
s
e(r−s)A
∗(
PjBΥj +Υ
∗
jB
∗Pj +Υ
∗
jD
∗PjDΥj + C
∗
jPjDΥj +Υ
∗
jD
∗PjCj
+Υ∗jRΥj +Υ
∗
jRΘj +Θ
∗
jRΥj
)
e(r−s)Ads (5.8)
=
∫ T
s
e(r−s)A
∗[
Υ∗jKjΥj+(PjB+C
∗
jPjD+Θ
∗
jR)Υj+Υ
∗
j(B
∗Pj+D
∗PjCj+RΘj)
]
e(r−s)Adr
=
∫ T
s
eA
∗(r−s)Υ∗jKjΥje
A(r−s)dr.
From (5.8), we know that ∆j(·) is a solution to (3.28) with G˜ = 0, A˜ = Aj, C˜ = Cj and
Q˜ = Υ∗jKjΥj ≥ 0. Using Lemma 3.6, we have that ∆j(·) ≥ 0, namely, Pj−1(·) − Pj(·) ≥ 0
for j ≥ 1. Noting (5.6), we obtain
P1(s) ≥ Pj(s) ≥ Pj+1(s) ≥ αI, ∀s ∈ [0, T ], ∀j ≥ 1.
Therefore, the sequence {Pj}∞j=1 is uniformly bounded. Consequently, there exists a constant
C > 0 such that (noting (5.6)) for all j ≥ 0 and a.e. s ∈ [0, T ],
|Pj(s)|L(H) ≤ C, |Kj(s)|L(U) ≤ C,
|Θj(s)|L(H;U) ≤ C
(|B(s)|L(U ;H) + |C(s)|L(H)),
|Aj(s)|L(H) ≤ |A1(s)|L(H) + C|B(s)|L(U ;H)
(|B(s)|L(U ;H) + |C(s)|L(H)),
|Cj(s)|L(H) ≤ C
(|B(s)|L(U ;H) + |C(s)|L(H)).
(5.9)
Step 3. In this step, we prove the convergence of the sequence {Pj}∞j=1.
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Noting
Λj = Θj−1 −Θj = K−1j D∗∆j−1DK−1j−1Lj −K−1j−1
(
B∗∆j−1 +D
∗∆j−1C
)
and (5.9), one has
|Υj(s)∗Kj(s)Υj(s)|L(H)
≤ (|Θj(s)|L(U) + |Θj−1(s)|L(U))|Kj(s)|L(U)|Θj−1(s)−Θj(s)|L(U)
≤ C(|B(s)|L(U ;H) + |C(s)|L(H))2|∆j−1(s)|L(H). (5.10)
Equation (5.8) implies that
∆j(s) = −
∫ T
s
e(r−s)A
∗(
∆jAj +A∗j∆j + C∗j∆iCj +Υ∗jKjΥj
)
e(r−s)Adr.
Making use of (5.10) and noting (5.9), we get
|∆j(s)|L(H) ≤
∫ T
s
ϕ(r)
(|∆j(r)|L(H) + |∆j−1(r)|L(H))dr, ∀s ∈ [0, T ], ∀j ≥ 1,
where ϕ(·) is a nonnegative integrable function independent of ∆j(·). By Gronwall’s inequal-
ity,
|∆j(s)|L(H) ≤ e
∫ T
0 ϕ(r)dr
∫ T
s
ϕ(r)|∆j−1(r)|L(H)dr ≡ b
∫ T
s
ϕ(r)|∆j−1(r)|L(H)dr,
where b = e
∫ T
0
ϕ(r)dr. Set a
∆
=max0≤r≤T |∆0(r)|L(H). By induction, we deduce that
|∆j(s)|L(H) ≤ ab
j
j!
(∫ T
s
ϕ(r)dr
)j
, ∀s ∈ [0, T ],
which implies the uniform convergence of {Pj}∞j=1. Denote by P the limit of {Pj}∞j=1, then
(noting (5.6))
K(s) = lim
j→∞
Kj(s) ≥ λI, a.e. s ∈ [0, T ],
and as j →∞,{
Θj → −K−1L ≡ Θ in L2(0, T ;L(H ;U)),
Aj → A1 +BΘ in L1(0, T ;L(H)), Cj → C +DΘ in L2(0, T ;L(H)).
Therefore, P (·) solves the following equation (in the sense of mild solution):{
P˙ + P (A+BΘ) + (A+BΘ)∗P + (C +DΘ)∗P (C +DΘ) + Θ∗RΘ+Q = 0 in [0, T ),
P (T ) = G,
which is equivalent to (2.2).
(ii) ⇒ (i). Let P (·) be the strongly regular solution to (2.2). Then there exists a λ > 0
such that
K(s) ≥ λI, a.e. s ∈ [0, T ]. (5.11)
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Set Θ
∆
=−K−1L ∈ L2(0, T ;L(H ;U)). For any u(·) ∈ U [0, T ], let x(·) = x(·; 0, 0, u) be the
solution to (1.1) with t = 0 and η = 0. Applying Itoˆ’s formula to s 7→ 〈P (s)x(s), x(s)〉, we
have
J (0, 0; u(·)) = E
[〈
Gx(T ), x(T )
〉
+
∫ T
0
(〈
Qx, x
〉
+
〈
Ru, u
〉)
ds
]
= E
∫ T
0
{〈− [P (A+ A1)+ (A + A1)∗P + C∗PC +Q− L∗K†L]x, x〉
+
〈
P
[(
A+ A1
)
x+Bu
]
, x
〉
+
〈
Px,
(
A+ A1
)
x+Bu
〉
+
〈
P
(
Cx+Du
)
, Cx+Du
〉
+
〈
Qx, x
〉
+
〈
Ru, u
〉}
ds
= E
∫ T
0
(〈
Θ∗KΘx, x
〉− 2〈KΘx, u〉+ 〈Ku, u〉)ds
= E
∫ T
0
〈
K
(
u−Θx), u−Θx〉ds.
Noting (5.11) and making use of Lemma 3.7, we obtain that for some c0 > 0 and all u(·) ∈
U [0, T ],
J (0, 0; u(·)) = E
∫ T
0
〈
K
(
u−Θx), u−Θx〉ds ≥ c0λE ∫ T
0
|u(s)|2ds.
Then (i) holds.
Remark 5.1 From the first part of the proof of Theorem 2.2, we see that if (2.9) holds, then
the strongly regular solution to (2.2) satisfies (2.6) with the same constant λ > 0.
6 The uniform convexity of the cost functional
In this section, we study the uniform convexity of the cost functional.
Define four operators as follows:
Γt : H → X [t, T ] △= L2F(t, T ;H), Γtη = x(· ; t, η, 0), ∀ η ∈ H,
where x(· ; t, η, 0) is the solution to (1.1) with u ≡ 0;
Ξt : U [t, T ]→ X [t, T ], Ξtu = x(· ; t, 0, u), ∀ u ∈ U [t, T ],
where x(· ; t, 0, u) is the solution to (1.1) with η = 0;
Γ̂t : H → L2FT (Ω;H), Γ̂tη = x(T ; t, η, 0), ∀ η ∈ H ;
and
Ξ̂t : U [t, T ]→ L2FT (Ω;H), Ξ̂tu = x(T ; t, 0, u), ∀ η ∈ H.
From the well-posedness of (1.1), we find that all these operators are bounded linear
operators. Then, for any t ∈ [0, T ) and (η, u(·)) ∈ H × U [t, T ], the corresponding state
process x(·) and its terminal value x(T ) are given by
x(·) = (Γtη)(·) + (Ξtu)(·), x(T ) = Γ̂tη + Ξ̂tu.
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Hence, the cost functional can be written as
J (t, η; u(·)) = 〈G(Γ̂tη + Ξ̂tu), Γ̂tη + Ξ̂tu〉+ 〈Q(Γtη + Ξtu),Γtη + Ξtu〉+ 〈Ru, u〉. (6.1)
Recall that u(·) 7→ J (t, η; u(·)) is uniformly convex if and only if for some λ > 0,
J (t, 0; u(·)) ≥ λE
∫ T
t
|u(s)|2ds, ∀u(·) ∈ U [t, T ]. (6.2)
From (6.1), (6.2) is equivalent to the following:
Ξ̂∗tGΞ̂t + Ξ
∗
tQΞt +R ≥ λI, for some λ > 0. (6.3)
According to the above argument, we get the following result:
Proposition 6.1 The map u(·) 7→ J (t, η; u(·)) is uniformly convex if and only if (6.3)
holds.
It is obvious that if the condition (1.4) hold, then (6.3) holds for λ = δ. On the other
hand, if R ≥ δI does not hold, (6.3) still may be true if G is large enough. An example is
given below:
We first introduce the following assumption.
(AS3) Assume that D is invertible for a.e. t ∈ [0, T ] and D(·)−1 ∈ L∞(0, T ;L(H ;U)).
Without loss of generality, we set t = 0 in (1.1). Under (AS3), the control system (1.1)
can be written as a BSEE{
dx =
[
(A+ A1)x+BD
−1xˆ
]
ds+
(
Cx+ xˆ
)
dW (s) in [0, T ),
x(T ) ∈ L2FT (Ω;H),
(6.4)
where xˆ(·) = D(·)u(·) and x(T ) is the value of the solution to (1.1) at time T . If (AS1) and
(AS3) hold, then (6.4) is well-posed and
|(x(·), xˆ(·))|CF([0,T ];L2(Ω;H))×L2F(0,T ;H) ≤ C|x(T )|L2FT (Ω;H).
This implies that there is a C0 > 0, depending only on A, A1, B, C and D such that
|u(·)|2L2
F
(0,T ;H) ≤ C0|x(T )|2L2
FT
(Ω;H). (6.5)
Let us make the following further assumption.
(AS4) There is a µ0 > C0
(|R|L∞(0,T ;L(U)) + ε0) with ε0 > 0 such that for any ζ ∈ H ,〈
Gζ, ζ
〉 ≥ µ0|ζ |2.
If (AS4) holds, it follows from (6.5) that〈
Ξ̂∗tGΞ̂tu, u
〉
=
〈
GΞ̂tu, Ξˆtu
〉 ≥ µ0|u|2L2
F
(0,T ;H) ≥
(|R|L∞(0,T ;L(U)) + ε0)|u|2L2
F
(0,T ;H).
This deduces that (6.3) holds for λ = ε0.
According to the above argument, we have the following result.
Theorem 6.1 Let (AS1), (AS3) and (AS4) hold. Then the map u(·) 7→ J (t, η; u(·)) is
uniformly convex.
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7 Appendix: Proofs for some preliminary results
7.1 Proof of Lemma 3.1
Proof of Lemma 3.1 : Without loss of generality, we assume that t = 0. Write
N = ⌈1
ε
(∣∣A∣∣2
L1(0,T ;L(H))
+
∣∣B∣∣2
L2(0,T ;L(H))
)⌉+ 1,
where ε > 0 is a constant to be determined later. Define a sequence of {τj,ε}Nj=1 as follows:
τ1,ε =
{
r ∈ [0, T ]
∣∣∣ ( ∫ r
0
|A(s)|L(H)ds
)2
+
∫ r
0
|B(s)|2L(H)ds = ε
}
,
τk,ε =
{
r ∈ [0, T ]
∣∣∣ ( ∫ r
τk−1,ε
|A(s)|L(H)ds
)2
+
∫ r
τk−1,ε
|B(s)|2L(H)ds = ε
}
,
k = 2, · · · , N.
Consider the following SEE:{
dx =
(
Ax+ f˜
)
ds+ g˜dW (s) in (0, T ],
x(0) = η.
(7.1)
Here f˜ ∈ L2
F
(Ω;L1(0, T ;H)) and g˜ ∈ L2
F
(0, T ;H). Clearly, (7.1) admits a unique mild solu-
tion x ∈ CF([0, T ];L2(Ω;H)) (e.g. [12, Chapter 6]). Define a map J : CF([0, τ1,ε];L2(Ω;H))→
CF([0, τ1,ε];L
2(Ω;H)) as follows:
CF([0, τ1,ε];L
2(Ω;H)) ∋ x˜ 7→ x = J (x˜),
where x is the solution to (7.1) with f˜ and g˜ replaced by Ax˜+ f and Bx˜ + g, respectively.
We claim that J is contractive. Indeed, for any x˜1, x˜2 ∈ CF([0, τ1,ε];L2(Ω;H)),
|J (x˜1)− J (x˜1)|2CF([0,τ1,ε];L2(Ω;H))
≤ 2 sup
s∈[0,τ1,ε]
E
(∣∣∣ ∫ s
0
e(s−r)AA(x˜1 − x˜2)dr
∣∣∣
H
)2
+ 2E
∣∣∣ ∫ τ1,ε
0
∣∣e(s−r)AB(x˜1 − x˜2)∣∣2HdW (r)∣∣∣H
≤ 2
(
sup
s∈[0,T ]
|eAs|2L(H)
)∣∣|A|L(H)∣∣2L1(0,τ1,ε)|x˜1 − x˜2|2CF([0,τ1,ε];L2(Ω;H))
+2
(
sup
s∈[0,T ]
|eAs|2L(H)
)∣∣|B|L(H)∣∣2L2(0,τ1,ε)|x˜1 − x˜2|2CF([0,τ1,ε];L2(Ω;H)).
(7.2)
Let
MT = sup
s∈[0,T ]
|eAs|L(H), ε = 1
16M2T
. (7.3)
It follows from (7.2) that∣∣J (x˜1)− J (x˜1)∣∣2CF([0,τ1,ε];L2(Ω;H)) ≤ 14 ∣∣x˜1 − x˜2∣∣2CF([0,τ1,ε];L2(Ω;H)). (7.4)
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This shows that J is contractive. Hence, it has a unique fixed point x ∈ CF([0, τ1,ε];L2(Ω;H)),
which solves (3.1) in [0, τ1,ε] (in the sense of mild solution). Inductively, we conclude that
(3.1) admits a mild solution x in [τk−1,ε, τk,ε] for k = 2, · · · , N . Furthermore,
|x|2CF([0,τ1,ε];L2(Ω;H))
≤ 4 sup
s∈[0,τ1,ε]
E
(∣∣∣ ∫ s
0
eA(t−r)Axdr
∣∣∣
H
)2
+ 4 sup
t∈[0,τ1,ε]
E
(∣∣∣ ∫ s
0
eA(s−r)BxdW (r)
∣∣∣
H
)2
(7.5)
+4 sup
s∈[0,T ]
E
(∣∣∣eAsη + ∫ s
0
eA(s−r)fdr +
∫ t
0
eA(s−r)gdW (r)
∣∣∣
H
)2
≤ 4M2T
∣∣|A|L(H)∣∣2L1(0,τ1,ε)|x|2CF([0,τ1,ε];L2(Ω;H)) + 4M2T ∣∣|B|L(H)∣∣2L2(0,τ1,ε)|x|2CF([0,τ1,ε];L2(Ω;H))
+C(|η|2H + |f |2L2
F
(Ω;L1(0,T ;H)) + |g|2L2
F
(0,T ;H)
)
.
This, together with the choice of τ1,ε, implies that
|x|2CF([0,τ1,ε];L2(Ω;H)) ≤ C
(|η|2H + |f |2L2
F
(Ω;L1(0,T ;H)) + |g|2L2
F
(0,T ;H)
)
. (7.6)
Repeating the above argument, we obtain (3.2). The uniqueness of the solution is obvious.
7.2 Proof of Lemma 3.2
Proof of Lemma 3.2 : Without loss of generality, we assume that t = 0.
Write
N = ⌈1
ε
(∣∣A∗1∣∣2L1(t,T ;L(H)) + ∣∣C∗∣∣2L2(t,T ;L(H)))⌉+ 1,
where ε > 0 is a constant to be determined later. Define a sequence of {τk,ε}Nk=1 as follows:
τ1,ε =
{
r ∈ [0, T ]
∣∣∣( ∫ T
r
|A1(s)∗|L(H)ds
)2
+
∫ T
r
|C(s)∗|2L(H)ds = ε
}
,
τk,ε =
{
r ∈ [0, T ]
∣∣∣( ∫ τk−1,ε
r
|A1(s)∗|L(H)ds
)2
+
∫ τk−1,ε
r
|C(s)∗|2L(H)ds = ε
}
,
k = 2, · · · , N.
Consider the following BSEE:{
dy = −(A∗y + h˜)ds+ zdW (s) in [0, T ),
y(T ) = ξ,
(7.7)
where h˜ ∈ L2
F
(Ω;L1(0, T ;H)). Clearly, (7.7) admits a unique mild solution (y(·), z(·)) ∈
CF([0, T ];L
2(Ω;H))× L2
F
(0, T ;H) (e.g. [25]) such that
y(s) = eA
∗(T−s)ξ +
∫ T
s
eA
∗(r−s)h˜(r)dr −
∫ T
s
eA
∗(r−s)z(r)dW (r), (7.8)
and
z(s) = eA
∗(T−s)l(s) +
∫ T
s
eA
∗(η−s)κ(η, s)dη, (7.9)
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where l(·) ∈ L2
F
(0, T ;H) such that
E(ξ | Fs) = Eξ +
∫ s
0
l(σ)dW (σ). (7.10)
and κ(·, ·) ∈ L1(0, T ;L2
F
(0, T ;H)) such that for a.e. s ∈ [0, T ],
h˜(s) = Eh˜(s) +
∫ s
0
κ(s, σ)dW (σ) (7.11)
and
|κ(·, ·)|L1(r,T ;L2
F
(r,T ;H)) ≤ |h˜(·)|L1
F
(r,T ;L2(Ω;H)). (7.12)
Define a map J : L2
F
(Ω;C([τ1,ε, T ];H)) × L2F(τ1,ε, T ;H) → L2F(Ω;C([τ1,ε, T ];H)) ×
L2
F
(τ1,ε, T ;H) as follows:
L2
F
(Ω;C([τ1,ε, T ];H))× L2F(τ1,ε, T ;H) ∋ (y˜, z˜) 7→ (y, z) = J (y˜, z˜),
where (y, z) is the solution to (7.7) with h˜ replaced by A∗1y˜ + C
∗z˜ + h. We claim that J is
contractive. Indeed, for j = 1, 2 and (y˜j, z˜j) ∈ L2F(Ω;C([τ1,ε, T ];H))× L2F(τ1,ε, T ;H), denote
by h˜j = A
∗
1y˜j + C
∗z˜j + h and κj(·, ·) ∈ L1(0, T ;L2F(0, T ;H)) such that for a.e. s ∈ [0, T ],
h˜j(s) = Eh˜j(s) +
∫ s
0
κj(s, σ)dW (σ) (7.13)
and
|κj(·, ·)|L1(r,T ;L2
F
(r,T ;H)) ≤ |h˜j(·)|L1
F
(r,T ;L2(Ω;H)). (7.14)
Let M˜T = sups∈[0,T ] |eA∗s|L(H). Then
|z˜1 − z˜2|2L2
F
(τ1,ε,T ;H)
= E
∫ T
τ1,ε
∣∣∣ ∫ T
s
eA
∗(r−s)
(
κ1(r, s)− κ2(r, s)
)
dr
∣∣∣2
H
ds
≤ M˜2T
[( ∫ T
τ1,ε
|A1(s)∗|L(H)ds
)2
+
∫ T
τ1,ε
|C(s)∗|2L(H)ds
]
×(∣∣y˜1 − y˜2∣∣2L2
F
(Ω;C([τ1,ε,T ];H))
+
∣∣z˜1 − z˜2∣∣2L2
F
(τ1,ε,T ;H)
)
≤ M˜2T ε
(∣∣y˜1 − y˜2∣∣2L2
F
(Ω;C([τ1,ε,T ];H))
+
∣∣z˜1 − z˜2∣∣2L2
F
(τ1,ε,T ;H)
)
(7.15)
and
|y˜1 − y˜2|2L2
F
(Ω;C([τ1,ε,T ];H))
(7.16)
≤ 2E
∣∣∣ ∫ T
τ1,ε
∣∣eA∗(s−τ1,ε)(h˜1(s)− h˜2(s))∣∣Hds∣∣∣2 + 2E ∫ T
τ1,ε
∣∣eA∗(s−τ1,ε)(z1(s)− z2(s))∣∣2Hds(7.17)
≤ 2M˜2T |h˜1(·)− h˜2(·)|2L1
F
(τ1,ε,T ;L2(Ω;H))
+ 2M˜2T |z˜1 − z˜2|2L2
F
(τ1,ε,T ;H)
(7.18)
≤ 2(M˜2T + M˜4T )ε
(∣∣y˜1 − y˜2∣∣2L2
F
(Ω;C([τ1,ε,T ];H))
+
∣∣z˜1 − z˜2∣∣2L2
F
(τ1,ε,T ;H)
)
. (7.19)
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Thus,
|J (y˜1, z˜1)− J (y˜2, z˜2)|2L2
F
(Ω;C([τ1,ε,T ];H))×L2F(τ1,ε,T ;H)
≤ (3M˜2T + 2M˜4T )ε
(∣∣y˜1 − y˜2∣∣2L2
F
(Ω;C([τ1,ε,T ];H))
+
∣∣z˜1 − z˜2∣∣2L2
F
(τ1,ε,T ;H)
)
.
(7.20)
Let ε = 1
4(3M˜2
T
+2M˜4
T
)
. It follows from (7.20) that
|J (y˜1, z˜1)− J (y˜2, z˜2)|2L2
F
(Ω;C([τ1,ε,T ];H))×L2F(τ1,ε,T ;H)
≤ 1
4
∣∣(y˜1, z˜1)− (y˜2, z˜2)∣∣2L2
F
(Ω;C([τ1,ε,T ];H))×L2F(τ1,ε,T ;H)
.
(7.21)
Consequently, J is contractive. Hence, it has a unique fixed point (y, z) ∈ L2
F
(Ω;C([τ1,ε, T ];
H)) × L2
F
(τ1,ε, T ;H), which solves (3.3) in [τ1,ε, T ] (in the sense of mild solution). Induc-
tively, we conclude that (3.3) admits a mild solution (y, z) in [τk,ε, τk−1,ε] for k = 2, · · · , N .
Furthermore,
|z|2
L2
F
(τ1,ε,T ;H)
≤ E
∫ T
τ1,ε
∣∣∣eA∗(T−s)l(s) + ∫ T
s
eA
∗(r−s)κ(r, s)dr
∣∣∣2
H
ds
≤ 4E
∫ T
τ1,ε
∣∣eA∗(T−s)l(s)∣∣2
H
ds+
3
2
E
∫ T
τ1,ε
∣∣∣ ∫ T
s
eA
∗(r−s)κ(r, s)dr
∣∣∣2
H
ds
≤ C|ξ|2L2
FT
(Ω;H) +
3
2
M˜2T
{∫ T
τ1,ε
[
E
∣∣A1(s)∗y(s) + C(s)∗z(s) + h(s)∣∣2H] 12ds}2
≤ C|ξ|2L2
FT
(Ω;H) + C|h|2L2
F
(Ω;L1(τ1,ε,T ;H))
+ 2M˜2T ε
(|y|2L2
F
(Ω;C([τ1,ε,T ];H))
+ |z|2L2
F
(τ1,ε,T ;H)
)
(7.22)
and
|y|2L2
F
(Ω;C([τ1,ε,T ];H))
≤ E
[
sup
t∈[τ1,ε,T ]
∣∣∣eA∗(T−t)ξ − ∫ T
t
eA
∗(s−t)
(
A∗1y˜ + C
∗z˜ + h
)
ds−
∫ T
t
eA
∗(s−t)z(s)dW (s)
∣∣∣
H
]2
≤ C|ξ|2L2
FT
(Ω;H) + 2E
(
sup
t∈[τ1,ε,T ]
∣∣∣ ∫ T
t
eA
∗(s−t)
(
A∗1y˜ + C
∗z˜
)
dr
∣∣∣
H
)2
+ 2E
∫ T
τ1,ε
∣∣eA∗(s−t)z∣∣2
H
ds
+C|h|2L2
F
(Ω;L1(0,T ;H)) (7.23)
≤ C|ξ|2L2
FT
(Ω;H) + C|h|2L1
F
(0,T ;L2(Ω;H)) + 4M˜
2
T |y|2L2
F
(Ω;C([τ1,ε,T ];H))
+ 6M˜2T |z|2L2
F
(τ1,ε,T ;H)
.
It follows from (7.22), (7.23) and the choice of τ1,ε that
|(y, z)|2L2
F
(Ω;C([τ1,ε,T ];H))×L2F(τ1,ε,T ;H)
≤ C(|ξ|2L2
FT
(Ω;H) + |h|2L1
F
(0,T ;L2(Ω;H))
)
. (7.24)
Repeating the above argument, we obtain (3.4). The uniqueness of the solution is obvious.
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7.3 Proof of Lemma 3.3
Proof of Lemma 3.3 : By Lemmas 3.1 and 3.2, the equation (3.5) admits a mild solution
(x¯(·), y¯(·), z¯(·)). Since Θ(·) is an optimal feedback operator of Problem (SLQ), (x¯,Θx¯) is an
optimal pair. Put u¯(·) = Θx¯(·). Fix arbitrarily a control u(·) ∈ L2
F
(t, T ;U) and put
uε(·) = u¯(·) + ε[u(·)− u¯(·)] = (1− ε)u¯(·) + εu(·) ∈ L2F(t, T ;U), ∀ ε ∈ [0, 1].
Denote by xε(·) the solution to (1.1) corresponding to the control uε(·). Write xε1(·) =
1
ε
[
xε(·)− x¯(·)] and δu(·) = u(·)− u¯(·). It is easy to see that xε1(·) solves the following SEE:{
dxε1 =
[
(A+ A1)x
ε
1 +Bδu
]
ds+
(
Cxε1 +Dδu
)
dW (s) in (t, T ],
xε1(t) = 0.
(7.25)
Thanks to that (x¯(·), u¯(·)) is an optimal pair of Problem (SLQ), it holds that
0 ≤ lim
ε→0
J (t, η; uε(·))− J (t, η; u¯(·))
ε
= E
∫ T
t
(〈
Qx¯, xε1
〉
+
〈
Ru¯, δu
〉)
ds+ E
〈
Gx¯(T ), xε1(T )
〉
.
(7.26)
By Itoˆ’s formula,
E
〈
Gx¯(T ), xε1(T )
〉
+ E
∫ T
t
〈
Qx¯, xε1
〉
ds = E
∫ T
t
(〈
Bδu, y¯
〉
+
〈
Dδu, z¯
〉)
ds. (7.27)
Combining (7.26) and (7.27), we find that for any u(·) ∈ L2
F
(0, T ;U),
E
∫ T
t
〈
Ru¯+B∗y¯ +D∗z¯, u− u¯〉ds ≥ 0. (7.28)
This implies (3.6).
7.4 Proof of Lemma 3.4
Proof of Lemma 3.4 : Without loss of generality, we assume that t = 0.
In the beginning, we prove the first equality in (3.16). Let ε ∈ [0, T ] such that
ε = sup
{
r ∈ [0, T ] : 10M2T
[( ∫ r
0
|A1|L(H)ds
)2
+
∫ r
0
|C|2L(H)ds
]
≤ 1
2
}
∧ T. (7.29)
For any r ∈ [0, ε], it follows from (3.5) and (3.14) that
sup
r∈[0,ε]
E
(|x(r)− xn(r)|H)2
≤ 5
(
sup
r∈[0,ε]
E
∣∣(eAt−eAtΓn)ζ∣∣2H+ sup
r∈[0,ε]
E
(∣∣∣∫ r
0
(
eA(r−s)A1x−eA(r−s)ΓnA1,nxn
)
ds
∣∣∣
H
)2
(7.30)
30
+ sup
r∈[0,ε]
E
(∣∣∣∫ r
0
(
eA(r−s)Bu−eA(r−s)ΓnBnu
)
ds
∣∣∣
H
)2
+
∫ ε
0
∣∣eA(r−s)Cx−eA(r−s)ΓnCnxn∣∣2Hds
+
∫ ε
0
∣∣eA(r−s)Du− eA(r−s)ΓnDnu∣∣2Hds).
Let us estimate the terms in the right hand side of (7.30). Clearly,
sup
r∈[0,ε]
E
[∣∣∣ ∫ r
0
(
eA(r−s)A1x− eA(r−s)ΓnA1,nxn
)
ds
∣∣∣
H
]2
(7.31)
≤CE
(∫ ε
0
|(A1 − ΓnA1Γn)x|Hds)2 +2M2T(∫ ε
0
|A1|L(H)ds
)2
sup
r∈[0,ε]
E
∣∣x(r)−xn(r)∣∣2H ,
sup
r∈[0,ε]
E
∣∣∣ ∫ r
0
[
eA(r−s)Bu−eA(r−s)ΓnBnu
]
ds
∣∣∣2
H
≤ C
( ∫ ε
0
|(B −Bn)u|Hds
)2
, (7.32)
E
∫ ε
0
∣∣eA(r−s)Cx− eA(r−s)ΓnCnxn∣∣2Hds
≤ CE
∫ ε
0
∣∣(C − Cn)x∣∣2Hds+2M2T(∫ ε
0
|C|2L(H)ds
)
sup
r∈[0,ε]
E
∣∣x(r)− xn(r)∣∣2H , (7.33)
and
E
∫ ε
0
∣∣eA(r−s)Du− eA(r−s)ΓnDnu∣∣2Hds ≤ C ∫ ε
0
∣∣(D −Dn)u∣∣2Hds. (7.34)
Combining (7.30), (7.32), (7.33) and (7.34), and noting (7.29), we get that
sup
r∈[0,ε]
E|x(r)− xn(r)|2H
≤ CE
{∣∣(eAr − eArΓn)ζ∣∣2H + [ ∫ ε
0
∣∣(A1 − ΓnA1Γn)x∣∣Hds]2
+
[ ∫ ε
0
|(B − Bn)u|Hds
]2
+
∫ ε
0
∣∣(C − Cn)x∣∣2Hds+ ∫ ε
0
∣∣(D −Dn)u∣∣2Hds}.
(7.35)
From (3.10), we know that
lim
n→∞
∣∣(eAr − eArΓn)ζ∣∣2H = 0. (7.36)
Since [ ∫ ε
0
∣∣(A1 − ΓnA1Γn)x∣∣Hds]2 ≤ [ ∫ ε
0
|A1|L(H)|x|Hds
]2
,
we get from Lebesgue’s dominated convergence theorem that
lim
n→+∞
E
[ ∫ ε
0
∣∣(A1 − ΓnA1Γn)x∣∣Hds]2 = E limn→+∞ [
∫ ε
0
∣∣(A1 − ΓnA1Γn)x∣∣Hds]2. (7.37)
Noting that ∣∣eA(r−s)(A1 − ΓnA1Γn)x∣∣H ≤ MT |A1|L(H)|x|H ,
by Lebesgue’s dominated convergence theorem, (7.37) and (3.12), we have that
lim
n→+∞
E
[ ∫ ε
0
∣∣(A1 − ΓnA1Γn)x∣∣Hds]2 = E[ ∫ ε
0
lim
n→+∞
∣∣(A1 − ΓnA1Γn)x∣∣Hds]2 = 0. (7.38)
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By a similar argument, we can prove that
lim
n→+∞
E
{[∫ ε
0
|(B − Bn)u|Hds
]2
+
∫ ε
0
∣∣(C − Cn)x∣∣2Hds+∫ ε
0
∣∣(D −Dn)u∣∣2Hds}=0. (7.39)
It follows from (7.35), (7.38) and (7.39) that
lim
n→+∞
sup
r∈[0,ε]
E|x(r)− xn(r)|2H = 0.
Repeating the above argument yields the first equality in (3.16). The proof for the fourth
one is similar. Now we consider the second and third one.
Let
T1
△
= inf
{
r ∈ [0, T ] : [24(14M˜2T+1)M˜2T+14M˜2T ][( ∫ T
r
∣∣A∗1∣∣L(H)ds)2+∫ T
r
∣∣C∗∣∣2
L(H)
ds
]
≤ 1
2
}
.
(7.40)
We first recall that
y(r) = eA
∗(T−r)Gx(T )−
∫ T
r
eA
∗(s−r)(A∗1y + C
∗z +Qx)ds−
∫ T
r
eA
∗(s−r)z(s)dW (s),
(7.41)
and
z(r) = eA
∗(T−r)l(r) +
∫ T
r
eA
∗(σ−r)κ(σ, r)dσ, (7.42)
where l(·) ∈ L2
F
(0, T ;H) such that
E(Gx(T )| Fr) = GEx(T ) +
∫ r
0
l(σ)dW (σ) (7.43)
and κ(·, ·) ∈ L1(0, T ;L2
F
(0, T ;H)) such that for a.e. s ∈ [0, T ],(
A∗1y + C
∗z +Qx
)
(s) = E
(
A∗1y + C
∗z +Qx
)
(s) +
∫ s
0
κ(s, σ)dW (σ) (7.44)
and
|κ(·, ·)|L1(r,T ;L2
F
(r,T ;H)) ≤ |A∗1y + C∗z + Qx|L1
F
(r,T ;L2(Ω;H)). (7.45)
Furthermore,
yn(r) = e
A∗n(T−r)Gnxn(T )−
∫ T
r
eA
∗
n(s−r)(A∗1,nyn + C
∗
nzn +Qnxn)ds
−
∫ T
r
eA
∗
n(s−r)zn(s)dW (s),
(7.46)
and
zn(r) = e
A∗n(T−r)ln(r) +
∫ T
r
eA
∗
n(σ−r)κn(σ, r)dσ, (7.47)
where ln(·) ∈ L2F(0, T ;H) such that
E(Gnxn(T )| Fr) = GnExn(T ) +
∫ r
0
ln(σ)dW (σ). (7.48)
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and κn(·, ·) ∈ L1(0, T ;L2F(0, T ;H)) such that for a.e. s ∈ [0, T ],(
A∗1,nyn + C
∗
nzn +Qnxn
)
(s) = E
(
A∗1,nyn + C
∗
nzn +Qnxn
)
(s) +
∫ s
0
κn(s, σ)dW (σ) (7.49)
and
|κn(·, ·)|L1(r,T ;L2
F
(r,T ;H)) ≤ |A∗1,nyn + C∗nzn +Qnxn|L1
F
(r,T ;L2(Ω;H)). (7.50)
Then,
E sup
r∈[T1,T ]
|y(r)− yn(r)|2H + (14M˜2T + 1)E
∫ T
T1
|z(r)− zn(r)|2Hdr
≤ CE sup
r∈[T1,T ]
[∣∣(eA∗(T−r) − eA∗n(T−r))Gx(T )∣∣2
H
+
∣∣eA∗n(T−r)(G−Gn)x(T )∣∣2H
+
∣∣eA∗n(T−r)Gn(x(T )− xn(T ))∣∣2H + (∫ T
r
∣∣(eA∗(s−r)−eA∗n(s−r))A∗1y∣∣Hds)2
+
(∫ T
r
∣∣eA∗n(s−r)(A∗1 −A∗1,n)y∣∣Hds)2 + (∫ T
r
∣∣eA∗n(s−r)A∗1,n(y − yn)∣∣Hds)2
+
(∫ T
r
∣∣(eA∗(s−r) − eA∗n(s−r))C∗z∣∣
H
ds
)2
+
(∫ T
r
∣∣eA∗n(s−r)(C∗ − C∗n)z∣∣Hds)2 (7.51)
+
(∫ T
r
∣∣eA∗n(s−r)C∗n(z − zn)∣∣Hds)2 + E(∫ T
r
∣∣(eA∗(s−r) − eA∗n(s−r))Q∗x∣∣
H
ds
)2
+
(∫ T
r
∣∣eA∗n(s−r)(Q∗ −Q∗n)x∣∣Hds)2 + (∫ T
r
∣∣eA∗n(s−r)Q∗n(x− xn)∣∣Hds)2
+
∫ T
r
∣∣(eA∗(s−r) − eA∗n(s−r))z(s)∣∣2
H
ds+
∫ T
r
∣∣eA∗n(s−r)(z(s)− zn(s))∣∣2Hds]
+4(14M˜2T+1)E
[ ∫ T
T1
∣∣(eA∗(T−s)−eA∗n(T−s))l(s)∣∣2
H
ds+
∫ T
T1
∣∣eA∗n(T−s)(l(s)−ln(s))∣∣2Hds
+
∫ T
T1
∣∣∣ ∫ T
s
(
eA
∗(σ−s)−eA∗n(σ−s))κ(σ, s)dσ∣∣∣2
H
ds
+
∫ T
T1
∣∣∣ ∫ T
s
eA
∗
n(σ−s)(κ(σ, s)− κn(σ, s))dσ
∣∣∣2
H
ds
]
.
Since ∣∣(eA∗(T−r) − eA∗n(T−r))Gx(T )∣∣2
H
≤ C∣∣x(T )∣∣2
H
,
it follows from (3.11) and Lebesgue’s dominated convergence theorem that
lim
n→∞
E sup
r∈[T1,T ]
∣∣(eA∗(T−r) − eA∗n(T−r))Gx(T )∣∣2
H
= 0. (7.52)
Similarly, we have that
lim
n→∞
E sup
r∈[T1,T ]
∣∣eA∗n(T−r)(G−Gn)x(T )∣∣2H = 0. (7.53)
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Similar to the proof of (7.38), we can obtain that
lim
n→∞
E sup
r∈[T1,T ]
{[∫ T
r
∣∣(eA∗(s−r) − eA∗n(s−r))A∗1y∣∣Hds]2 + [ ∫ T
r
∣∣eA∗n(s−r)(A∗1 − A∗1,n)y∣∣Hds]2
+
[ ∫ T
r
∣∣(eA∗(s−r) − eA∗n(s−r))C∗z∣∣
H
ds
]2
+
[ ∫ T
r
∣∣eA∗n(s−r)(C∗ − C∗n)z∣∣Hds]2
+
[ ∫ T
r
∣∣(eA∗(s−r) − eA∗n(s−r))Q∗x∣∣
H
ds
]2
+
[ ∫ T
r
∣∣eA∗n(s−r)(Q∗ −Q∗n)x∣∣Hds]2 (7.54)
+
∫ T
r
∣∣(eA∗(s−r) − eA∗n(s−r))z∣∣2
H
ds+
∫ T
T1
∣∣(eA∗(T−s) −eA∗n(T−s))l(s)∣∣2
H
ds
+
∫ T
T1
∣∣∣ ∫ T
s
(
eA
∗(σ−s)−eA∗n(σ−s))κ(σ, s)dσ∣∣∣2
H
ds
}
=0.
By the first equality in (3.16), we get that
lim
n→∞
E sup
r∈[T1,T ]
[∣∣eA∗n(T−r)Gn(x(T )− xn(T ))∣∣2H + (∫ T
r
∣∣eA∗n(s−r)Q∗n(x− xn)∣∣Hds)2]
≤ C lim
n→∞
[
E
∣∣x(T )− xn(T )∣∣2H + (∫ T
T1
|Q∗|L(H)ds
)2
sup
r∈[T1,T ]
E
∣∣x(r)− xn(r)∣∣H] = 0. (7.55)
Clearly,
E sup
r∈[T1,T ]
(∫ T
r
∣∣eA∗n(s−r)A∗1,n(y − yn)∣∣Hds)2 + E sup
r∈[T1,T ]
(∫ T
r
∣∣eA∗n(s−r)C∗n(z − zn)∣∣Hds)2
≤M˜2T
(∫ T
T1
∣∣A∗1∣∣L(H)ds)2E sup
r∈[T1,T ]
|y(r)−yn(r)|2H+M˜2T
(∫ T
T1
∣∣C∗∣∣2
L(H)
ds
)
E
∫ T
T1
|z(r)−zn(r)|2Hds.
(7.56)
From (7.43) and (7.48), we have that
E
∫ T
T1
∣∣eA∗n(T−s)(l(s)− ln(s))∣∣2Hds ≤ M˜2TE ∫ T
T1
∣∣(l(s)− ln(s))∣∣2Hds
≤ M˜2TE
∣∣Gx(T )− E(Gx(T )| FT1)−Gnxn(T ) + E(Gnxn(T )| FT1)∣∣2H (7.57)
≤ 2M˜2TE
∣∣Gx(T )−Gnxn(T )∣∣2H + 2M˜2TE∣∣E(Gx(T )| FT1)− E(Gnxn(T )| FT1)∣∣2H
≤ 4M˜2TE
∣∣Gx(T )−Gnxn(T )∣∣2H ≤ 8M˜2TE∣∣(G−Gn)x(T )∣∣2H + CM˜2TE∣∣x(T )− xn(T )∣∣2H .
Since ∣∣(G−Gn)x(T )∣∣2H ≤ C∣∣x(T )∣∣2H ,
it follows from Lebesgue’s dominated convergence theorem and (3.12) that
lim
n→∞
E
∣∣(G−Gn)x(T )∣∣2H = E limn→∞ ∣∣(G−Gn)x(T )∣∣2H = 0. (7.58)
By the first equality in (3.16) again, we get that
lim
n→∞
E
∣∣x(T )− xn(T )∣∣2H = 0.
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This, together with (7.57) and (7.58), implies that
lim
n→∞
E
∫ T
T1
∣∣eA∗n(T−s)(l(s)− ln(s))∣∣2Hds = 0. (7.59)
From (7.44), (7.45), (7.49) and (7.50), we conclude that
4(14M˜2T + 1)E
∫ T
T1
∣∣∣ ∫ T
s
eA
∗
n(σ−s)(κ(σ, s)− κn(σ, s))dσ
∣∣∣2
H
ds
≤ 4(14M˜2T + 1)M˜2T
[ ∫ T
T1
(
E|A∗1y + C∗z +Qx− A∗1,nyn − C∗nzn −Qnxn|2H
) 1
2ds
]2
≤24(14M˜2T+1)M˜2T
{[∫ T
T1
(
E|(A∗1−A∗1,n)y|2H
) 1
2ds
]2
+
(∫ T
T1
|A∗1,n|L(H)ds
)2
E sup
r∈[T1,T ]
|y(r)−yn(r)|2H
+
[ ∫ T
T1
(
E|(C∗ − C∗n)z|2H
) 1
2ds
]2
+
(∫ T
T1
|C∗n|2L(H)ds
)
E
∫ T
T1
|z − zn|2Hds (7.60)
+
[ ∫ T
T1
(
E|(Q∗ −Q∗n)x|2H
) 1
2ds
]2
+
(∫ T
T1
|Q∗n|L(H)ds
)2
E sup
r∈[T1,T ]
|x(r)− xn(r)|2H
}
.
Combining (7.40), (7.52), (7.53), (7.55), (7.54), (7.56), (7.59) and (7.60), we find that
lim
n→∞
(
E sup
r∈[T1,T ]
|y(r)− yn(r)|2H + E
∫ T
T1
|z(r)− zn(r)|2Hdr
)
= 0.
By repeating the above argument, we obtain the second and third equality in (3.16).
7.5 Proof of Propositions 3.1–3.3
Proof of Proposition 3.1 : Let τ ∈ [0, T ) such that∫ T
τ
(
2
∣∣A1 +BΘ∣∣L(H) + ∣∣C +DΘ∣∣2L(H))ds < 12M2T .
Define a map G : CS([τ, T ];L(H))→ CS([τ, T ];L(H)) as follows:
G(P )(r)ζ = e(T−r)A∗Ge(T−r)Aη +
∫ T
r
e(s−r)A
∗[
P (A1 +BΘ) + (A1 + BΘ)
∗P
+(C +DΘ)∗P (C +DΘ) + Θ∗RΘ+Q
]
e(s−r)Aζds, ∀ζ ∈ H.
Let P1, P2 ∈ CS([0, T ];L(H)). Then, for each ζ ∈ H ,
sup
r∈[τ,T ]
∣∣(G(P1)− G(P1))(r)ζ∣∣H
= sup
r∈[τ,T ]
∣∣∣ ∫ T
r
e(s−r)A
∗
[(P1 − P2)(A1 +BΘ) + (A1 +BΘ)∗(P1 − P2)
+(C +DΘ)∗(P1 − P2)(C +DΘ)]e(s−r)Aζds
∣∣∣
H
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≤
∫ T
τ
∣∣e(s−r)A∗∣∣
L(H)
[(∣∣A1 +BΘ∣∣L(H) + ∣∣(A1 +BΘ)∗∣∣L(H))∣∣(P1 − P2)∣∣L(H)
+
∣∣(C +DΘ)∗∣∣
L(H)
∣∣P1 − P2∣∣L(H)∣∣(C +DΘ)∣∣L(H)]∣∣e(s−r)A∣∣L(H)∣∣ζ∣∣Hds
≤M2T
∫ T
τ
(
2
∣∣A1 +BΘ∣∣L(H) + ∣∣C +DΘ∣∣2L(H))ds sup
r∈[τ,T ]
∣∣(P1 − P2)(r)∣∣L(H)∣∣ζ∣∣H
≤ 1
2
sup
r∈[τ,T ]
∣∣(P1 − P2)(r)∣∣L(H)∣∣ζ∣∣H .
Therefore,
sup
r∈[τ,T ]
∣∣(G(P1)− G(P1))(r)∣∣L(H) ≤ 12 supr∈[τ,T ] ∣∣(P1 − P2)(r)∣∣L(H). (7.61)
This deduces that G is contractive. Consequently, there is a unique fixed point of G,
which is the mild solution to (3.17) on [τ, T ]. Repeating this process gives us the unique
P ∈ CS([0, T ];L(H)) which satisfies (3.18). On the other hand, it is obvious that if
P ∈ CS([0, T ];L(H)) satisfying (3.18), then P ∗ ∈ CS([0, T ];L(H)) does. Hence, we have
P = P ∗, that is, P ∈ CS([0, T ];S(H)).
The uniqueness of the solution is obvious.
From (3.18), we see that for any ζ ∈ H ,
sup
r∈[0,T ]
∣∣P (r)ζ∣∣
H
≤ sup
r∈[0,T ]
∣∣e(T−r)A∣∣2
L(H)
∣∣G∣∣
L(H)
∣∣ζ∣∣
H
+
∫ T
0
∣∣e(s−r)A∣∣2
L(H)
[(
2
∣∣A1 +BΘ∣∣L(H)
+
∣∣C +DΘ∣∣2
L(H)
)∣∣P ∣∣
L(H)
+
∣∣Θ∣∣2
L(H;U)
∣∣R∣∣
L(U)
+
∣∣Q∣∣
L(H)
]∣∣ζ∣∣
H
ds.
This, together with Gronwall’s inequality, implies the desired result.
Proof of Proposition 3.2 : For any η, ζ ∈ H , we have that
〈
P (r)η, ζ
〉
=
〈
Ge(T−r)Aη, e(T−r)Aζ
〉
+
∫ T
r
〈
[P (A1 +BΘ) + (A1 +BΘ)
∗P
+(C +DΘ)∗P (C +DΘ) + Θ∗RΘ+Q]e(s−r)Aη, e(s−r)Aζ
〉
ds.
If η, ζ ∈ D(A), it follows that 〈P (r)η, ζ〉 is differentiable with respect to r. A simple
computation implies (3.19).
The proof of Proposition 3.3 is similar to the one of Proposition 3.2, we omit it.
7.6 Proof Proposition 3.4
The proof of Proposition 3.4 is based on a standard argument involving a minimizing se-
quence and locally weak compactness of Hilbert spaces. We give it in the appendix for the
completeness of the paper and the convenience for some readers.
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Proof Proposition 3.4 : It follows from the uniform convexity of u(·) 7→ J (0, 0; u(·)) that
J (0, 0; u(·)) ≥ λE
∫ T
0
|u(s)|2ds, ∀u(·) ∈ U [0, T ], (7.62)
for some λ > 0. For any t ∈ [0, T ), and any u(·) ∈ U [t, T ], let
v(s)
△
=
{
0, s ∈ [0, t),
u(s), s ∈ [t, T ]. (7.63)
Then v(·) ∈ U [0, T ]. Since the initial state is 0, the solution x(·) to{
dx =
[
(A+ A1)x+Bv
]
ds+
(
Cx+Dv
)
dW (s) in (0, T ],
x(0) = 0,
satisfies
x(s) = 0, s ∈ [0, t].
Therefore,
J (t, 0; u(·)) = J (0, 0; v(·)) ≥ λE
∫ T
0
∣∣v(s)∣∣2ds = λE∫ T
t
|u(s)|2ds. (7.64)
Thus, u(·) 7→ J (t, 0; u(·)) is uniformly convex for any given t ∈ [0, T ). Let u¯(·) ∈ U [t, T ] be
an optimal control for (t, η).
We can rewrite the cost functional as follows:
J (t, η; u(·))
=
〈
G
(
Γ̂tη + Ξ̂tu
)
, Γ̂tη + Ξ̂tu
〉
+
〈
Q(Γtη + Ξtu),Γtη + Ξtu
〉
+ 〈Ru, u〉
=
〈(
Ξ̂∗tGΞ̂t + Ξ
∗
tQΞt +R
)
u, u
〉
+ 2
〈(
Ξ̂∗tGΓ̂t + Ξ
∗
tQΓt
)
η, u
〉
+
〈(
Γ̂∗tGΓ̂t + Γ
∗
tQΓt
)
η, η
〉
= J (t, η; 0) + J (t, 0; u(·)) + 2
∫ T
t
〈(
Ξ̂∗tGΓ̂t + Ξ
∗
tQΓt
)
η, u
〉
ds
≥ λE
∫ T
t
|u¯(s)|2ds+ J (t, η; 0)−λ
2
E
∫ T
t
|u¯(s)|2ds− 1
2λ
E
∫ T
t
|(Ξ̂∗tGΓ̂t + Ξ∗tQΓt)η|2ds
≥ λ
2
E
∫ T
t
|u¯(s)|2ds+ J (t, η; 0)− 1
2λ
E
∫ T
t
|(Ξ̂∗tGΓ̂t + Ξ∗tQΓt)η|2ds.
(7.65)
This implies that u(·) 7→ J (t, η; u(·)) is coercivity. Clearly, u(·) 7→ J (t, η; u(·)) continuous
and convex. Consequently, it has a unique minimizer.
Moreover, (7.65) implies that
V (t, η) ≥ J (t, η; 0)− 1
2λ
E
∫ T
t
|(Ξ̂∗tGΓ̂t + Ξ∗tQΓt)η|2ds. (7.66)
Since the functions on the right-hand side of (7.66) are quadratic in x and continuous in t,
we get (3.26).
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7.7 Proof of Proposition 3.5
Proof of Proposition 3.5 : Let Θ(·) ∈ L2(0, T ;L(U ;H)) and P (·) be the solution to (3.17).
For any u(·) ∈ U [0, T ], let x0(·) be the solution to{
dx0 =
[
(A+ A1 +BΘ)x0 +Bu
]
ds+
[
(C +DΘ)x0 +Du
]
dW (s) in (0, T ],
x0(0) = 0.
It follows from (2.9) and Lemma 3.5 that
λE
∫ T
0
|Θx0+u|2ds≤J (0, 0;Θ(·)x0(·)+u(·))=E
∫ T
0
[
2
〈(
L+KΘ
)
x0, u
〉
+
〈
Ku, u
〉]
ds.
Consequently, for any u(·) ∈ U [0, T ], it holds that
E
∫ T
0
{
2
〈[
L+ (K − λI)Θ]x0, u〉+ 〈(K − λI)u, u〉}ds = λE ∫ T
0
|Θ(s)x0(s)|2ds ≥ 0.
(7.67)
Fix any u0 ∈ U , take u(s) = u0χ[t,t+h](s), with 0 ≤ t < t + h ≤ T . Then
|x0|CF([0,T ];L2(Ω;H)) ≤ C|u|L2F(0,T ;U) ≤ C
√
h|u0|U . (7.68)
Dividing both sides of (7.67) by h and letting h→ 0, noting (7.68), we obtain〈(
K(s)− λI)u0, u0〉 ≥ 0, a.e. s ∈ [0, T ], ∀u0 ∈ U.
This gives the first inequality in (3.27). To prove the second one, for any (t, η) ∈ [0, T )×H
and u(·) ∈ U [t, T ], let x1(·) be the solution to{
dx1 =
[
(A+ A1 +BΘ)x1 +Bu
]
ds+
[
(C +DΘ)x1 +Du
]
dW (s) in (t, T ],
x1(t) = η.
It follows from Proposition 3.4 and Lemma 3.5 that
α|x|2 ≤ V (t, η) ≤ J (t, η; Θ(·)x1(·) + u(·))
= 〈P (t)η, η〉+ E
∫ T
t
[
2
〈(
L+KΘ
)
x1, u
〉
+Ku, u
〉]
ds.
In particular, by taking u(·) = 0 in the above, we obtain〈
P (t)η, η
〉 ≥ α|x|2, ∀(t, η) ∈ [0, T ]×H,
which gives the second inequality.
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7.8 Proof of Lemmas 3.6 and 3.7
Proof of Lemma 3.6: Similar to the proof of Proposition 3.1, one can show the existence of
a unique solution P ∈ CS([0, T ];S(H)) to (3.28). Let x˜(·) be the solution to the following
SEE: {
dx˜ = (A + A˜)x˜dt+ C˜x˜dW (t) in (t, T ],
x˜(t) = η ∈ H.
Clearly this equation admits a unique solution. By Itoˆ’s formula and Proposition 3.2,
〈
P˜ η, η
〉
=
〈
G˜x˜(T ), x˜(T )
〉
+
∫ T
t
〈
Q˜(s)x˜(s), x˜(s)
〉
ds.
This, together with (3.29), implies that P (·) ∈ C([t, T ]; S+(H)).
Proof of Lemma 3.7: Let Θ(·) ∈ L2(t, T ;L(H ;U)). Define a bounded linear operator
L : U [t, T ]→ U [t, T ] by
Lu = u−Θx.
Then L is bijective and its inverse L−1 is given by
L
−1u = u+Θx˜,
where x˜(·) is the solution to{
dx˜ =
[(
A+ A1 +BΘ
)
x˜+Bu
]
ds+
[(
C +DΘ
)
x˜+Du
]
dW (s) in (t, T ],
x˜(t) = 0.
By the bounded inverse theorem, L−1 is bounded with norm |L−1|L(U [t,T ]) > 0. Thus,
E
∫ T
t
|u(s)|2Uds = E
∫ T
t
|(L−1Lu)(s)|2Uds ≤ |L−1|E
∫ T
t
|(Lu)(s)|2Uds
= |L−1|L(U [t,T ])E
∫ T
t
∣∣u(s)−Θ(s)x(s)∣∣2
U
ds, ∀u(·) ∈ U [t, T ],
which implies (3.30) with c0 = |L−1|−1L(U [t,T ]).
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