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  Gazing on Mount Tai 
 





O, peak of peaks, how high it stands! 
One boundless green o’erspreads two states. 
A marvel done by nature’s hands. 
O’er light and shade it dominates. 
Clouds rise therefrom and lave my breast. 
My eyes are strained to see birds fleet. 
Try to ascend the mountain’s crest. 
It dwarfs all peaks under our feet. 
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Graphics are used as a powerful tool to present information and can provide people an 
easier way to understand abstract data representations. As graphical information becomes 
more and more pervasive in both work and daily life, it is important for people with visual 
impairments (VI) to be able to explore and understand them. However, despite tremendous 
efforts in HCI have focused on the accessibility issues of graphical information, access to 
maps, schemas, mathematical graphs, drawings, etc. is still a great challenge for people 
with VI. In fact, this issue has become more and more obvious between people with VI and 
sighted people, especially in current information society with rapidly growing amounts of 
digital graphics. Therefore, in this Ph.D. dissertation, we would like to address different 
difficulties during the exploration of tactile and digital graphics. 
Generally, the adaptation process of tactile graphics is based on methods mastered by 
tactile document makers and thus difficult to conduct mass production. In addition, 
professionals are still not very clear about how people with VI organize their hands during 
the exploration of tactile graphics. However, this information may be useful for 
professionals to improve the accessibility of graphics. 
For the first problem, with the recent developments of computing technologies, many 
interactive systems have been proposed to augment or replace tactile graphics. Among 
them, some are hybrid systems which combine physical and digital components at the same 
time while the others are fully digital, which graphical information is presented directly on 
digital devices (such as commercial mobile phones or tablets). Compared with tactile 
graphics, although digital graphics could provide more flexibility (easy to modify), their 
exploration is still very limited due to the lack of tactile cues. In this dissertation, we 
investigated the possibility of improving the tactile exploration experience of digital 
graphics by designing an on-hand vibrotactile interface called VibHand, which enables 
people with VI to explore digital graphics on tablets more easily. To do this, we extended 
the idea of using the tablet vibration and studied the use of a vibrotactile display on the 
back of the hand to convey directional and progression information. 
13 
For the second problem, previous researches confirmed that the design of tactile graphics 
usually needs to consider not only graphical elements, such as legends, textures, symbols, 
dots, lines, etc. but also the target users or tasks. However, there is a lack of an efficient 
method to evaluate users’ tactile exploration behavior as well as their perceptual and 
cognitive capacities while exploring the tactile graphics from a more refined level. 
Therefore, although we had observed some special organized explorative behaviors before, 
they have never been systematically discussed and evaluated. Actually, there is a gap 
between tactile exploration experiences and the adaptation principles of tactile graphics. 
To tackle this problem, we conducted corresponding research focusing on understanding 
the tactile exploration of people with VI and proposed a behavioral marker (a novel 
behavioral observation) called “Tactile Fixation”. A tactile fixation occurs when a finger 
is motionless within a spatial and temporal window during the tactile exploration. 
Identifying tactile fixations can provide valuable information on the salient areas of the 
graphics and the exploration strategies of people with VI. 
Apart from the abovementioned two core foci, in this dissertation, we also explored the 
possibility of remote collaborative graphics learning which had an explosive demand 
during the global pandemic. The proposed system, which is called TactileLink, was based 
on an interactive graphics exploration tool and co-designed with several professionals for 
people with VI. 
Overall, the whole dissertation contributes both theoretical and application knowledge to 
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Chapter 1 Introduction 
This dissertation focuses on the non-visual tactile exploration of graphical information for 
people with visual impairments (VI). We use the term people with visual impairments (VI) 
to indicate the target users of our research, which covers both people with low-vision and 
blind people. Recent data from the World Health Organization (WHO) indicate that there 
are 285 million people with visual impairments in the world and among them, 39 million 
are blind [1]. In France, 1.7 million people have visual impairments including 932 000 of 
them with middle visual impairments (difficulties to read, write or draw) and 270 000 with 
severe visual impairments or who are totally blind [138]. 
As an important way to convey information, graphics are used widely in every domain. In 
terms of the graphical content, there exist many different types of graphics, such as maps, 
mathematical graphs, drawings, etc. At the same time, graphics can also be divided into 
many categories according to their form, such as digital graphics and tactile graphics. 
The term digital graphics represent graphics presented on the display of digital devices. 
With the development of information technology, digital graphics become a major way for 
people to get graphical information. Compared with traditional visual graphics, digital 
graphics can take full advantage of digital information and are flexible regarding 
modification and interaction. However, accessibility issues with digital graphics has led to 
a digital gap between people with VI and sighted people (e.g. Figure 1). This gap is still 
expanding with the popularization of digital graphics and may finally cause inclusion 






Figure 1. A visual metro map of Toulouse metropolis. Such a digital map is difficult to explore and understand for 
people with VI. 
Tactile graphics (which include tactile pictures, tactile diagrams, tactile maps and tactile 
graphs) are graphics that rely on relief so that people with VI can feel them by touch (as 
shown in Figure 2). They are used as an accessible alternative to represent graphical 
information. Compared with digital graphics, tactile graphics are rare and often used to 
convey graphical information in Braille books. According to previous research [87], tactile 
graphics are not direct transcriptions of visual graphics and rely on adaptation processes 
that are mastered by professionals called tactile document makers. 
 
Figure 2. Tactile drawing of a flower from [87]. 
The difficulties in producing tactile graphics have led to a gap between the number of visual 
graphics and tactile graphics that are produced. In this context, assistive technology 
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research proposed to leverage graphic description [119] as a mean to access the content of 
the graphics. However, people with VI do not always only need to know the information 
about the content of the graphics. To have precise spatial knowledge of the graphics, it is 
necessary to conduct tactile exploration for people with VI. This cognitive behavior enables 
them to learn detailed graphical information actively according to their own needs and 
capacities. 
In this dissertation, instead of improving the graphic descriptions, we focus on the issues 
raised during the tactile exploration of graphics (both digital and tactile) and the main 
objective is to improve the accessibility of tactile and digital graphics. 
1.1 Context 
1.1.1 Accessibility issues related to graphics 
Graphical information becomes pervasive in current society, especially with the 
development of information technologies. However, access to this media for people with 
VI remains a challenging task. For both tactile graphics or digital graphics, their 
exploration and understanding cause different problems.  
Tactile graphics provide tactile feedback to people with VI, which is important. But 
because of difficulties related to adaptation and production, they are relatively rare and 
expensive apart from special education institutions. Actual adaptation is experience-based, 
which means it is hard for novices to produce adapted tactile graphics. In addition, the lack 
of updatability (cannot be easily modified or updated) of tactile graphics also decreases its 
usability. For these two reasons, tactile graphics are not widely used by people with VI. In 
fact, the actual usage rate of tactile graphics is very low when compared with the needs for 
accessing to graphical information, which is a daily activity. 
Digital graphics are spreading rapidly nowadays. From early images displayed on PCs to 
images presented on current daily used mobile devices (mobile phones, tablets, etc.), one 
of the most important advantages of these graphics is that they can be interactive and 
modified easily. But, because of the absence of tactile cues under the fingertips, the 
exploration of digital graphics remains an issue for people with VI [125] (see Figure 3). 
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When exploring tactile graphics, users with VI can instantly perceive the direction of the 
line under the fingertip. This tactile cue is important because it provides the user with 
knowledge on elements of the graphics (direction of the line) that can direct the next finger 
movement. This tactile cue facilitates the exploration process. 
 
Figure 3. A blind user exploring digital graphics displayed on a tablet. 
As a quick summary, there remain accessibility issues with both tactile and digital graphics. 
Hence, improving either the adaptation process of tactile graphics or the exploration of 
digital graphics can contribute to this societal need. 
1.1.2 Tactile exploration of graphics 
Tactile exploration of accessible graphics is performed by the hands (i.e. one-handed or 
two-handed). This hand behavior is sequential and imposes cognitive constraints. 
Nevertheless, the importance of tactile exploration is obvious. Different from common 
graphic description technologies, tactile exploration enables people with VI to precisely 
explore graphics by leveraging both tactile (for tactile graphics) and kinesthetic cues (for 
both tactile and digital graphics). 
When the exploration focuses more on the content of the graphic rather than the contours, 
tactile exploration does not need to explore each points or segments of the graphic. 
Kinesthetic cues can indicate many information, such as the absolute or relative location 
of items (orientation and distance) and sematic information if included. A typical example,  
shown in Figure 4, illustrates a tactile exploration of a map based on kinesthetic cues only. 
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As indicated in [13], an user with VI can explore and compare the information contained 
in nine different cells relying only on kinesthetic cues. In contrary, when the focus of the 
exploration is on the contours, kinesthetic cues are not sufficient. In this case, tactile cues 
are needed. 
 
Figure 4. A blind user exploring an invisible digital map based on movement tracking [13]. 
1.1.3 Need for remote collaborative graphics learning 
Since the global pandemic of COVID-19, the demand for remote teaching and learning has 
grown exponentially. Remote learning systems such as MOOC [90] have played a crucial 
role for keeping education uninterrupted. For pupils with VI, the face-to-face teaching and 
learning have also been greatly affected due to confinements. Therefore, there is a real and 
urgent need to design and propose remote interactive tools for special education with pupils 
with VI. 
Traditionally, pupils with VI leverage tactile graphics in special education schools. There 
are different types of tactile graphics for different subjects, such as STEM but also 
geography and history, Orientation & Mobility (O&M), etc. Hence, tactile graphics are 
important and useful during the curriculum. However, the pandemic showed the absence 
of tools for remote graphics learning of pupils with VI. 
1.2 Research questions 
In this dissertation, we focused on three general research questions related to “tactile 
exploration” and “accessibility of graphics without vision”, which we refined into more 
specific research questions: 
28 
Research question 1: Can we augment human’s tactile exploration ability so that people 
with VI can explore digital graphics more efficiently? (i.e. this research question leads to 
the work of VibHand) 
 How to design a vibrotactile interface and tactile cues to improve non-visual tactile 
exploration of digital graphics? 
 Can people with VI use such a vibrotactile interface to explore digital graphics 
without introducing additional cognitive load? 
Research question 2: Can we understand the tactile exploration behavior at a more refined 
level (finger level) so that we can help producing accessible tactile graphics and designing 
interactive digital graphics? (i.e. this research question leads to the work of Tactile Fixation) 
 How to better describe the manual exploration behavior (we proposed to rely on 
tactile fixations)? 
 Do participants perform tactile fixations with both hands? 
 Do tactile fixations vary according to the type of graphics? 
 Do tactile fixations vary according to the instruction given in the task?  
 Can we relate tactile fixations to more elaborated “exploration patterns”? 
Research question 3: How to design a tool that allows remote collaborative learning based 
on graphics? (i.e. this research question leads to the work of TactileLink) 
 Is there a need for remote graphics learning during the pandemic? 
 What are the design and technological requirements of such an interactive tool 
supporting remote graphics learning with teachers?  
1.3 Contributions 
To answer the questions mentioned before, we did three studies including users with VI 
and/or professionals. We first investigated an on-hand vibrotactile interface called 
VibHand to enhance non-visual exploration of digital graphics. In the second study, we 
proposed the concept of “Tactile Fixations” by drawing a parallel with the well described 
“eye fixations” [110]. Finally, we co-designed a system called TactileLink to provide 
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pupils with VI and special education professionals with the ability to learn and explore 
graphics collaboratively and remotely. 
In summary, our contributions can be divided into three parts: 
● Design and implementation of VibHand by conducting a set of participatory studies 
and an experiment involving 12 participants with VI and 12 blindfolded participants 
showing that the cues generated by the proposed vibrotactile interface improved the 
non-visual exploration of digital graphics. The whole design process explored the 
potentials of the back-of-the-hand vibrotactile interface. 
● The concept “Tactile Fixation”, which is a behavioral marker on how people with 
VI explore tactile graphics, as well as the method (with an algorithm) to identify 
tactile fixations and related analysis in terms of perception and comprehension 
using a set of hand movement data. 
● Co-design of a remote collaborative graphics learning system called TactileLink by 
organizing two focus groups to refine progressively the interactive system. 
1.4 Dissertation structure 
In Chapter 2, we present related works about tactile and digital graphics and the main focus 
of this dissertation - tactile exploration. This chapter is organized according to our three 
main research questions and aims to provide the state of the art about manual exploration 
by people with VI. 
In Chapter 3, we first present the design and implementation of VibHand, which is a 
vibrotactile system to enhance digital graphics exploration. Then we present the behavioral 
experiment involving both people with VI and sighted people showing that VibHand can 
improve the tactile exploration of digital graphics without introducing additional cognitive 
issues. 
In Chapter 4, we introduce the concept of “Tactile Fixation”, a behavioral marker helping 
to explain how people with visual impairments explore tactile graphics. This concept was 
inspired by the research on “eye fixations”. Identifying tactile fixations can provide 
valuable information on the salient areas of the graphics as well as exploration patterns 
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used by people with VI. In this chapter, we not only present the general definition of a 
tactile fixation, but also the identification method that we created as well as some 
preliminary observations regarding fixations during tactile exploration. Finally, we discuss 
the interest of tactile fixations to further improve the adaptation process of tactile graphics 
as well as implications to many other domains. 
In Chapter 5, we present the co-design process of a remote collaborative graphics learning 
system called TactileLink. We provide details about two focus groups with professionals 
for people with VI and many preliminary design consensuses based on discussions with 
them. 






























Chapter 2 Related work 
As mentioned in the previous chapter, we focus on the non-visual tactile exploration of 
graphics by people with VI in this dissertation. Our main aim is to tackle exploration 
difficulties of both tactile and digital graphics. To better explain the different contributions 
of this dissertation, it is necessary to first conduct a review of recent research progresses 
on both tactile and digital graphics. 
More precisely, in the first part of the chapter, we introduce the definition as well as the 
different types of tactile graphics. By providing different examples of tactile graphics, we 
would like to help readers to build a basic understanding of tactile graphics.  
In the second part, based on the definition of tactile graphics, we present three different 
research focuses on tactile graphics exploration. They are: 1) Non-visual exploration of 
tactile graphics; 2) Recognition and identification of tactile graphics, and 3) Exploration 
strategies during tactile graphics exploration.  
In the third part, we shift our focus to digital graphics and first review the interactive 
devices (e.g. smartphone, tablet, tabletop, etc.) and modalities (e.g. audio, vibratory, 
multimodal, etc.) for digital graphics exploration. We then review recent works on non-
visual exploration of digital graphics which later inspired part of our research. 
In the fourth part, we specifically review recent works on remote collaborative graphics 
learning. We present these works from three different aspects: collaborative learning of 
people with VI, remote collaborative activities of people with VI and collaborative graphics 
exploration of people with VI. We compare these research works and summarize their 
advantages and disadvantages in this part. 
Finally, we conclude this chapter by summarizing the existing problems of current research 
and then introduce our research works. 
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2.1 Part I Tactile graphics 
2.1.1 Tactile graphics for people with VI 
Tactile graphics [32] (e.g. Figure 5) are special images that use raised surfaces enabling 
people with visual impairments to feel them with touch. As a special graphical information 
modality, they are used to convey non-textual information such as maps, paintings, graphs 
and diagrams. Tactile graphics can be seen as a subset of accessible images. 
 
Figure 5. An example of tactile map. 
Generally, there exist different types of tactile graphics leveraging various production 
technologies. Among them, one of the most commonly used method for producing a tactile 
graphic is Thermoform (also known as vacuum forming). To produce a thermoform 
graphic (see Figure 6), a sheet of plastic needs to be heated and vacuumed on top of a 
model. Compared with other techniques, the thermoform technique is generally time 
consuming due to the time needed to create the mold.  
 
Figure 6. An example of tactile graphic generating by thermoforming. 
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Another common technique is to use Swell paper (see Figure 5), which has a special 
coating of heat-reactive chemicals. For this technique, microcapsules of alcohol implanted 
in the paper fracture when exposed to heat and make the surface of the paper inflate. 
Compared with Thermoform technique, this production technique is less robust but also 
takes less effort to produce. In addition, although both these two types of tactile graphics 
can be generated from digital images, using thermoform always needs additional molds 
which is less convenient. In fact, as indicated in [107], most of participants with VI had a 
preference of using swell paper. 
In addition to the two abovementioned production techniques, some other methods, for 
example ink-jet printing [2] or modified Braille embossers [84], can also be used to produce 
tactile graphics. However, due to different limitations, they are still rare and thus less 
evaluated. 
2.1.2 Design and adaptation of tactile graphics 
As indicated in [87], tactile graphics need to be introduced early in the process of learning 
Braille. As we know, the ability to read tactile graphics can enable people with VI to 
understand the abstract concepts such as diagrams, graphs and maps. However, the design 
of tactile graphics needs to consider many elements such as legends, textures, symbols, 
dots, lines, etc. [32] and the complexity of the graphic usually depends on the number of 
these elements. In addition, the design process relies on the experience of the document 
maker and may depend on many factors such as the perceptual and cognitive capacities of 
the end-user, the type and the aim of the graphic, etc. 
In this section, we focus on how to design and adapt visual graphics to tactile graphics for 
people with VI [95]. Firstly, according to [87], an important decision should be made at 
the beginning of the tactile graphics design: do we really need to produce the graphic (see 
Figure 7)? Actually, if the graphics do not add additional and necessary information than 
what is stated in the surrounding text, they can be omitted.  
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Figure 7. The decision tree from [87] to decide if we need to produce graphics. 
When a tactile graphic is produced, several design principles should be respected (i.e. to 
avoid redundancy, only the most relevant principles are listed here): 
● Tactile graphics are not an exact reproduction of print visual graphics. While 
adapting a visual graphic to tactile graphic, the original graphic needs to be 
simplified [32][34][35]. For example, as shown in Figure 8, many details of the 
border lines have been omitted in the adapted tactile European map. 
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Figure 8. From left to right: the original European map and adapted tactile version [87]. 
● The most effective production medium for each graphic should be chosen. 
Although the production is always the final step while adapting a graphic, it is 
necessary to consider this point from the beginning. As we mentioned before, 
different production methods need different preparations. Therefore, the design and 
adaptation need to be flexible and adjusted according to the final production 
medium. 
● The Braille code and format used in preparation of the tactile graphic must be 
consistent with the transcription of the main body of text. This is easy to understand 
because the objective of design and adaptation process is always to facilitate the 
use of the graphic by people with VI, rather than introducing additional difficulties 
because of consistency issues. 
● Some eye-catching design techniques used in print, such as decorative borders 
should be omitted. For the visual graphics, their design usually follows the findings 
and principals of visual information. This means some graphical elements or design 
are not necessarily accessible for people with VI and we must omit them during the 
design and adaptation process. 
● If the concept of depth is not required, a 3D view should be changed to a 2D view. 
This is because a 3D graphic usually includes perspectives. Although the 
perspectives can be used to give solid objects drawn on a flat surface the appearance 
of depth and distance, they usually do not correspond to any tactile experience and 
will introduce additional difficulties during the tactile exploration [32][35]. 
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● Clutter occurs when components of the graphic are too close together or so similar 
that become hard to distinguish tactually. One of the most important principal of 
tactile graphics adaptation is to facilitate tactile exploration while ensuring the 
comprehension. Therefore, the design and adaptation should avoid clutter as much 
as possible. 
● A combination of symbols, keys, and words may be used to convey information. 
Actually, keys and words could provide many additional information correspond to 
the explored symbols and may also improve the understanding of the graphics. 
● The age and experience of the reader must be considered when designing a tactile 
graphic. 
In addition to general principles, during the design and adaptation of tactile graphics, three 
most fundamental graphical elements (as shown in Figure 9) need to be considered 
particularly: lines, symbols and areas. For each type of element, there exist corresponding 
design principles: 
 Lines in tactile graphics could have different width: from very thin to very thick 
and the lines can be continuous or discontinuous. One principal for using the 
different widths of lines is: the wider a line, the more important the graphic element. 
For about the length of the line, if the line is too short (less than 5cm), it can be 
regarded as a symbol. 
 The symbols can also have many forms, either solid or hollow. But for tactile 
graphics, they always need to be relatively small to be recognized as symbols by 
tactile exploration with fingers. 
 For the areas of tactile graphics, to ensure that they can be easily distinguished, the 
outline is generally represented by continuous lines. As for the inside of the area, 
different types of lines (i.e. texture) can be used according to the context and the 
types of the areas. For example, the sea can be represented by dotted lines. 
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Figure 9. Examples of areas, lines and symbols in tactile graphics from [35]. 
Overall, by following these guidelines, the designed or adapted tactile graphics can be more 
accessible and easier to be perceived by tactile exploration. However, as indicated in [35], 
many pretests are necessary during the adaptation process to make sure different aspects 
of the tactile graphics can be correctly distinguished. 
At the end of this part, we would like to give some examples of adapted tactile graphics 
coming from [87]. The right part of Figure 10 represents a tactile graphic of circulatory 
system, which is simplified from the original visual version by keeping only the most 
important information. In Figure 11, areas are represented by different textures and can be 
easily distinguished by people with VI.  
 
Figure 10. From left to right: original and adapted graphic of circulatory system [87]. 
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Figure 11. From left to right: original and adapted graphic of average annual rainfall of Australia [87]. 
2.2 Part II Exploration of tactile graphics 
2.2.1 Non-visual exploration of tactile graphics 
Tactile exploration is a common task for people with VI, especially while accessing 
graphical information. Such a hand(s) behavior is based on the touch sense (tactile 
perception) of exploring fingers and enables people with VI to understand the underlying 
elements. There are two types of manual tactile perception: cutaneous perception and 
haptic perception [120]. They can be distinguished as follows: 
 The cutaneous perception (or passive perception) is generated by the stimulation 
on the skin, while the stimulated body part keeps still. A classic example is that a 
sharp object moves on the palm while the back of the hand is resting on a table. In 
this case, since only the superficial layer of the skin generates mechanical 
deformations, the perceptual processing only concerns the skin information related 
to the stimulus applied to the hand. 
 The haptic perception, which is also known as active perception, is generated by 
the skin stimulation while performing active exploration movements. For example, 
when the hands and fingers follow the outline of an object, the skin mechanical 
deformation leads to the movements of muscles, joints and tendons at the same time. 
These joint movements together produce the haptic perception. 
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Based on the basic definitions of these two types of tactile perception, it is easy to know 
that the tactile exploration of graphics is generally a haptic perception task. However, for 
different types of graphics, their explorations still have differences. In this part, to better 
present the non-visual exploration of tactile graphics, we separate the existing works into 
two categories according to their graphics type. 
Commonly used graphics (whether tactile or digital) can be divided into two categories 
[29]: 1) “Line-independent” graphics and 2) “Line-based” graphics. For a “line-
independent” graphic, for example, a thematic map, the main focus is not the graphic itself 
but the related thematic information it contains. However, for a “line-based” graphic, we 
are more interested in the graphical elements, such as points, segments or the outline of the 
graphic. 
Before presenting different types of research on non-visual exploration of graphics, we first 
give a clearer definition of them. Usually, a “line-independent” graphic refers to a thematic 
graphic and mostly, they are thematic maps. More precisely, a thematic map is a type of 
map specifically designed to show a particular theme connected with a specific geographic 
data, such as temperature variation, rainfall distribution or population density. There exist 
different types of thematic maps, we list them here: 
1) Choropleth Map (Figure 12). The choropleth maps use color to represent statistics 
of an attribute feature which we are interested in proportionally to its location. Most 
of the commonly used unemployment rate maps of a country are choropleth maps. 
This type of thematic map is good at displaying densities using colors. 
 
Figure 12. A choropleth map on unemployment of USA. 
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2) Dot Distribution Map (Figure 13). This type of thematic map uses dots to display 
the presence or absence of a feature.  
 
Figure 13. A dot distribution map on demographic statistics of Australia. 
3) Graduated Symbol Map (Figure 14). Instead of using color to indicate feature 
statistics as the choropleth map, graduated symbol map leverages the points. With 
this type of thematic map, people can easily visualize the quantity distribution of 
the data. 
 
Figure 14. A graduated symbol map on urban population. 
4) Heat Map (Figure 15). This type of thematic map can display the density of points 
on a geographic map and can visualize the intensity of the variable through a color 
scale. A heat map shows hot spots or concentrations of points. Heat maps are often 
used when geographic boundaries are not of key importance. 
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Figure 15. A heat map on New York city. 
5) Cartogram (Figure 16). Compared with other types of thematic maps, a cartogram 
is special because its size of an area is rescaled to be proportional to the feature it 
represents. Thus, cartograms generally distort area sizes. The most commonly used 
cartogram is contagious cartogram, which the topology is maintained but the shape 
distorted dramatically. 
 
Figure 16. A cartogram on world's organic agriculture. 
6) Bivariate Choropleth Map (Figure 17). Different from normal choropleth map, 
bivariate choropleth maps use two variables at once and can compare two dissimilar 
distributions on the same map. 
 
Figure 17. A bivariate choropleth map on interrelationship of educational attainment and per capita income in USA. 
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7) Value by Alpha Map. The value-by-alpha is bivariate choropleth technique 
considering two variables that affect each other. The second variable acts as an 
equalizer for the other variable of interest. This type of thematic map modifies 
through the alpha variable (transparency), and lower values fade into the 
background while higher values pop up. 
Despite various types of thematic maps, they all show that the most important information 
of the “line-independent” graphics is the thematic data, rather than the graphic itself.  In 
this dissertation, since we focus on the accessibility issues of graphics for people with VI, 
the “line-independent” graphics should also be accessible and therefore are different from 
abovementioned visual thematic graphics in terms of forms. However, the main focus of 
this type of graphics stays the same, which is the thematic data behind the graphic. In fact, 
to access the thematic data of a “line-independent” tactile graphic, we often need additional 
text information or even assistance from other systems. For example, as shown in Figure 
18, a user with VI is exploring the tactile map while he can get the corresponding thematic 
data from his smartwatch. Such a system contains both an audio/vibratory feedback system 
and a finger tracking system (e.g. the Kin’touch system in [9]). 
 
Figure 18. Exploration of a tactile map with finger tracking [13]. 
Different from “line-independent” graphics, “line-based” graphics emphasize more the 
graphical elements. The commonly used tactile graphics (for example mathematical graphs, 
2D or 3D drawings, geographic maps, etc.) are generally all “line-independent” graphics. 
By conducting tactile exploration on these “line-independent” graphics, people with VI can 
learn shapes, objects and many other graphical information. 
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With the basic understanding of “line-based” and “line-independent” graphics, it is 
interesting to investigate the non-visual exploration of these tactile graphics. When 
exploring “line-independent” tactile graphics, such as thematic maps showed in Figure 18, 
users generally do not need to carefully track the lines. Actually, they just need to perceive 
a border (even inaccurately) and they can focus on the data contained in different areas of 
the graphic. They can rely on the kinesthetic perception of hand and finger movements in 
order to perceive the general layout of the graphic.  
Different from exploring the “line-independent” tactile graphics, the exploration of “line-
based” tactile graphics relies not only kinesthetic cues (because they are not precise 
enough), but also the accurate tactile perception of lines of the graphics. A classic example 
in psychology is like [103], which requests people with VI to explore two-dimensional 
tactile patterns (as shown in Figure 19). As we know, such graphics do not contain any 
additional meaningful information and to fully understand them, an accurate line following 
exploration is essential. Another example comes from a commercial product called 
“READER” [105] (proposed by The Urban Development Association of Romania). As 
shown in Figure 20, to better understand the shape of the zone, the participant with VI 
needs to accurately follow the outline of the graphic. 
 
Figure 19. Two-dimensional tactile patterns from [103]. Left: identical pairs; Right: similar pairs. 
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Figure 20. Accurate outline following by a people with VI [105]. 
In summary, the non-visual exploration of “line-independent” and “line-based” tactile 
graphics has their own features and should be evaluated respectively. As the most direct 
and basic way to understand tactile graphical information, non-visual exploration plays a 
very important role for people with VI and relates to many different non-visual tasks and 
cognitive strategies. 
2.2.2 Differences on recognition and identification of tactile graphics 
As we know, tactile graphics generally come from visual graphics, except that additional 
simplifications and adaptations are needed [123]. Previous sections presented the non-
visual exploration of two different types of tactile graphics, but without discussing the 
objectives of these tactile explorations. To our knowledge, one main objective of tactile 
exploration is to conduct graphics recognition and identification task. 
In the field of psychology, the impact of visual experience on tactile graphic recognition 
or identification has been widely evaluated [54][55][65][71][72][76][127]. These studies 
are generally conducted on two types of tactile graphics: a) common objects usually 
coming from the image set of Snodgrass et al. [117] (as shown in Figure 21). b) patterns 
which are specific graphic combinations [103] (as shown in Figure 19). In addition, these 
studies were usually based on comparative experiments involving people with different 
visual capacities, such as early blind, late blind and sighted. 
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Figure 21. Visual graphics from the image set of Snodgrass et al. [117]. 
However, according to our analysis, the results of previous studies involving different types 
of participants were sometimes contradictory between people with different visual 
experiences and degrees of visual impairments. For example, [73][127] showed that 
sighted people had better recognition rates than people with visual impairments while [54] 
found opposite results. Among them, [71] conducted experiments on non-significant 
graphics instead of common objects and found that recognition depends on the participant’s 
cognitive profile (i.e. spatial, visuospatial or kinesthetic memory). 
More precisely, Thompson et al. [127] employed both sighted participants as well as  
early/late blind participants and asked them to identify tactile graphics constructed based 
on [117]. Final results revealed that the identification rates for early blind, late blind and 
sighted participants were 13%, 44% and 50% respectively. Although it seems that this 
research verified the advantage of visual experience on tactile graphic identification, the 
findings in [54] were not consistent. In fact, the study in [54] also conducted similar tasks 
with sighted participants and early/late blind participants. However, the first study 
consisting of 12 daily objects identification showed that late blind participants had a 
significantly better identification rate (36%) than sighted participants (13%) and early blind 
participants (9%). Further study in their research provided participants with a list of objects 
names and obtained similar results except the overall identification rates had been 
improved. The identification rates were 82% for late blind participants, 60% for sighted 
participants and 49% for early blind participants. 
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In general, although those abovementioned examples showed that there exist some 
disagreements in results, they actually still could verify the tactile graphics identification 
and recognition abilities of people with VI. However, the identification rates were still too 
low, especially when without previous knowledge of graphics. Therefore, one objective of 
this dissertation is to focus on the tactile exploration from a more precise aspect (i.e. 
differences on finger level). This knowledge may help to optimize the experience of tactile 
exploration and finally improve the recognition and identification rates. To do this, it is 
necessary for us to get a better understanding of how people with VI rely on tactile 
exploration to understand the graphics. 
2.2.3 Cognitive exploration strategies without vision 
As we mentioned in the last section, although many studies verified the ability of people 
with VI to conduct graphic recognition or identification with touch, the link between tactile 
exploration and inherent cognitive exploration strategies has never been deeply 
investigated. Thus, it is still not clear how people with VI are able to transform their tactile 
exploration to the understanding of the graphics. In this section, we reviewed previous 
research on cognitive exploration strategies used by people with VI while discovering and 
memorizing spatial graphics. Here, it should be noted that although it is still a challenging 
work to link exploration behaviors (i.e. what we observe) with the goals (i.e. what the user 
intends to do) [74], the observation of the exploratory movements on the spatial layout can 
provide information on the underlying user’s cognitive strategy. 
Non-visual tactile exploration relies on the hand’s haptic movements. Previous research 
had revealed that the hands of people with VI may perform very differently during the 
tactile exploration of graphics. For example, Symmons et al. [124] conducted an 
experiment with blindfolded sighted participants to explore tactile graphics. The results 
showed that participants performed tactile exploration mostly with their index fingers or 
sometimes a combination of index fingers and other fingers. Moreover, their research 
found that participants preferred to separate the exploration area, which means using the 
left hand to explore the left part of the graphic and the right hand to explore the right part. 
Another research from Wijntjes et al. [133] compared the use of one hand and two hands 
while exploring the tactile graphics. In their study, participants were blindfolded and were 
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asked to recognize the explored tactile graphics. Results showed that two-handed 
exploration was performed in more than 83% of exploration time. Moreover, three different 
hand movements modes had been observed in their study: 1) one-handed; 2) two-handed 
alternately; 3) two-handed simultaneously. 
In addition to differences between exploring hands, the exploration strategies of tactile 
graphics may also differ according to several factors. In this dissertation, we refer 
exploration strategy as a series of actions conducted to accomplish a specific task [56]. To 
our knowledge, studies about cognitive exploration strategies without vision converge 
towards the four following main strategies: 
1) Grid strategy [56]. Users do systematic horizontal and vertical movements to 
locate all the elements depicted in the graphic. More precisely, a grid strategy can 
be detected while a participant performs a U-shaped pattern, which means a three-
step exploration: a) explore from one side to the other side to form the first leg of a 
U; b) turn and explore the short leg of the U; c) turn again to explore the third leg 
of the U and return to the original side of the space. 
2) Perimeter strategy [56]. In this case, users follow the outline(s) of the graphic and 
travel directly along at least three sides of the square space. With this strategy, the 
user aims to identify the main element(s) in the graphics based on their shapes. 
3) Cyclic strategy [36]. The cyclic strategy consists in browsing a series of elements 
in the graphics and finally coming back to the first element (as shown in Figure 22). 
The aim of this strategy is to memorize the relative location of different elements 
in the graphics. 
4) Reference point strategy [126]. It consists in touching different elements of the 
graphics located around one element called the reference point. This “star-like” 
strategy enables users to relate their exploration to salient landmarks and aims to 
understand the relationship between graphical elements located around this 
landmark. Relying on this strategy, users can encode a reference which is efficient 
in building a mental image of the graphic. 
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Figure 22. An example of Cyclic strategy from [36]. 
Overall, previous research showed that multiple strategies were involved during the 
exploration of tactile graphics. However, only a few of them have been fully investigated 
or defined, and their role during tactile exploration is still unclear. More investigations 
about these strategies may help to better design tactile graphics. 
2.3 Part III Exploration of digital graphics 
The two previous parts systematically reviewed the tactile graphics and their exploration. 
However, as an important alternative to tactile graphics, digital graphics are becoming 
more and more common. In this part, we focus on the digital graphics and present its 
features from three different aspects: interactive devices and modalities for presenting and 
exploring digital graphics as well as the exploration strategies used to conduct digital 
graphics exploration. 
2.3.1 Interactive devices for digital graphics exploration 
Different from traditional tactile graphics, digital graphics relying on computing devices 
could provide more interaction possibilities with the graphical information to users with 
VI [1][9]. To better compare these digital devices, Ducasse et al. [29] provided a 
classification method of interactive devices used for digital graphics presentation and 
exploration. According to their definition, the proposed interactive devices usually belong 
to two different categories: 1) hybrid devices and 2) fully digital devices. Hybrid devices 
always include both physical and digital components (like [30][38][99]) while fully digital 
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devices consist of only digital computing devices, such as commercial tablets or mobile 
phones. 
For hybrid devices, one of the earliest work comes from McGookin et al. [85], who 
designed and implemented an interactive physical system to help people with VI to access 
mathematical graphs. In their system, the physical objects are called “phicons” (physical 
icons) and represent the points of the graph (as shown in Figure 23). People with VI, by 
touching different phicons placed in the grid, can gradually construct a correspondence 
between the physical objects and different points of a segment and then build a mental 
image of the segment. However, the proposed Tangible Graph Builder system can only 
represent simple mathematical graphs and caused several ergonomic problems due to the 
accessibility issues of phicons (for example, the phicons can be unintentionally moved by 
the hands during the non-visual exploration). 
 
Figure 23. Construct a mathematical graph with proposed Tangible Graph Builder system [85]. 
More recently, Ducasse et al. [30] developed a tangible tabletop interface enabling people 
with VI to autonomously construct tangible maps. In their proposed system, called 
Tangible Reels (Figure 24), each tangible component includes a sucker pad to ensure the 
stability as well as a retractable reel to make the digital lines of the maps tangible. Such a 
design can avoid unexpected movement problem as in [85] and support more complex 
graphics. In addition, Tangible Reels could provide touch sensation, audio instructions 
(when the tangible reels are touched) and multi-touch interactions at the same time. Final 
results showed that by combining tangible objects and a large tabletop interface, Tangible 
Reels improved the exploration and understanding of complex maps by people with VI. 
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Figure 24. Tangible Reels: a tangible map for people with visual impairment [30]. 
In addition to static tangible objects, previous research also investigated the possibilities of 
using dynamic objects (for example the robots) to provide both touch sensation and “active” 
interaction to people with VI [39][83][93]. For example, Guinness et al. [49] proposed a 
haptic video player using mobile robots to create tangible video annotations (as shown in 
Figure 25). The use of this system consists of two steps: the first step is to add annotations 
by sighted people following by autonomous video exploration of people with VI. More 
precisely, during the first step, sighted people are able to annotate specific elements in the 
video (e.g. persons or objects) and add corresponding description. Besides, they can also 
define manually the moving paths of the robots (Figure 25 left), which are necessary for 
guiding the small robots during the second step (Figure 25 right). 
 
Figure 25. (left) Add annotations and paths to haptic video player by sighted people; (right) Robots are moving by 
following the pre-defined paths. Both from [49]. 
Ducasse et al. [31] proposed a tabletop tangible interface with small robots. In their system, 
the robots were used to represent cities and could move automatically after map zooming 
or panning. These dynamic tangible objects enable people with VI to easily reconstruct the 
mental map after changing the space structure by touch. Besides, Guinness et al. [50] 
proposed RoboGraphics, which was a new approach to create dynamic tactile graphics that 
combine a touch screen tablet, static tactile overlays and small mobile robots (see Figure 
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26). The proposed approach implemented a shape-changing display using low-cost and off-
the-shelf technology and enabled people with VI to control the interactive content via touch 
and speech input. 
 
Figure 26. From left to right: (1) Tactile Bar Chart; (2) Tortoise and the Hare; (3) Analog Clock; (4) Braille Assistant; 
(5) Digestive System. Both from [50]. 
Despite many advantages of hybrid devices (tactile, interactive, etc.), there are still some 
limitations. One of the biggest problems is that the number of usable tangible objects is 
very limited, especially when combining with commercial devices, such as tablets or 
mobile phones. Therefore, it is difficult to represent complex graphics with these hybrid 
devices. 
As for fully digital devices, different from the abovementioned hybrid devices, graphical 
information is completely digital. For example, Bardot et al. [13] designed a mobile 
technique for map exploration. The proposed system enabled people with VI to explore 
digital maps using a smartwatch. In their system, the smartwatch was used to render 
localized audio and vibratory information during graphic exploration. They also explored 
information filtering based on hand gesture and spatial location. In addition, Albouys-
Perrois et al. [1] iteratively designed and developed an augmented reality map for being 
used during Orientation & Mobility courses. The proposed system combined projection, 
audio output and allowed the construction and exploration of digital maps.  
 
Figure 27. Digital maps exploration with smartwatch from [13]. 
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In addition, systems based on touchscreen device have also been investigated. Tekli et al. 
[125] developed a single tablet based prototype, called EVIAC (as shown in Figure 28), to 
investigate how the vibration modality can be perceived by blind users when accessing 
simple contour-based images on a touch-screen. The idea of this system was relatively 
simple: once the finger touches any segment of the digital graphics, the tablet will give a 
vibratory feedback to indicate the finger position. [125] also tested the capacities in 
learning, distinguishing, identifying and recognizing basic shapes and geometrical objects 
of people with VI using EVIAC and proved that a single vibrating tablet was able to guide 
the exploration of simple graphics by people with VI. 
 
Figure 28. A blind user exploring geometrical graphics using EVIAC [125]. 
2.3.2 Interaction modalities for digital graphic exploration 
In the context of human-computer interaction, a modality is the classification of a single 
independent channel of sensory information for the input/output between a computer and 
a human [64]. Computing systems leverage different technologies to communicate and 
send information to humans. For example, there are three common modalities: vision 
(computer graphics), audition (audio outputs) and tactition (vibration or tactile sensation) 
and five less common modalities: gustation (taste), olfaction (smell), thermoception (heat), 
nociception (pain) and equilibrioception (balance). 
Research in HCI, including the Accessibility domain, have widely evaluated different 
modalities for interaction. Previously, Brewster et al. [8] proposed Tactons, which are 
tactile icons used for communicating non-visually structured and abstract messages. 
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Different parameters such as frequency, amplitude, duration, rhythm and location can be 
adjusted to provide interaction possibilities while the visual display is overloaded, limited 
in size or not available. In fact, such vibrotactile interface has become one of the most 
important alternatives to traditional visual interface recently and many similar research 
about vibrotactile interaction modality have showed promising results. For example, 
Vibrotactile display [115] has been used in many contexts and has proved to be an efficient 
non-visual interaction method. Chen et al. [26] systematically evaluated users’ ability to 
recognize vibrotactile patterns generated by vibrotactile displays in a real-world 
environment. Elvitigala et al. [33] conducted similar study to investigate the perception of 
tactile cues applied on the wrist and fingers. Both studies revealed that a vibrotactile 
interface is an efficient way to transfer non-visual information, especially in a discrete and 
private way [25][79], which are important issues for people with VI. 
Concerning the vibrotactile modality used for digital graphics exploration, there are also 
many applications. As we mentioned before, [125] leveraged a single tablet vibration to 
guide digital graphics exploration and showed that people with VI are able to explore 
simple graphics. Palani et al. [97] conducted six human behavioral studies with 64 blind 
and 105 blindfolded-sighted participants to explore the viability of new touchscreen-based 
haptic/vibrotactile interactions as a primary modality for perceiving visual graphical 
elements in eye-free situations. 
In addition to vibrotactile modality, the audio feedbacks have also gained a lot of attention 
in Accessibility research for people with VI. For example, audio-based image descriptions 
are very common for helping people with VI to understand the content of graphics [119]. 
Such descriptions generally can provide people with VI an abstract introduction of the 
image content and have been proved useful for understanding [92]. At the same time, 
audio-based graphical information exploration has also been investigated. Yoshida et al. 
[135] proposed a framework for users with VI to recognize objects in an image by sonifying 
image edge features and distance-to-edge maps. They proposed two types of sonification: 
1) local edge gradient sonification and 2) sonification of the distance to the closest image 
edge, which showed to be effective for understanding basic line drawings. 
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Since both vibrotactile and audio modalities have shown their usefulness for digital 
graphics exploration, research has begun to consider to introduce multimodal interactions 
by combining several interaction modalities. Goncu et al. [42] proposed a multimodal 
system called GraVVITAS to enable VI users to explore graphics based on audio and 
vibratory feedbacks (as shown in Figure 29). This system used a multi-touch display for 
tracking the position of the user’s fingers and all two exploring fingers were augmented by 
small vibrating motors to provide haptic feedback. In addition, audio feedback was also 
provided for navigation as well as non-geometric information. Final results showed that 
participants with VI could understand different types of digital graphics, such as tables, 
line graphs and floorplans. 
 
Figure 29. Exploring a digital graphic using GraVVITAS [42]. 
Similarly, Giudice et al. [37] proposed a vibro-audio interface (see Figure 30) which is an 
inexpensive and intuitive approach for providing non-visual access to graphic material. 
This system provided simultaneously both vibration patterns and auditory information 
when the user is exploring a graphic element. By conducting three different experiments 
(i.e. relative location, global structure and orientation discrimination), authors showed that 
the proposed vibro-audio system had similar performance as tactile graphics but providing 
more interactive information. 
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Figure 30. Exploring a T-like digital graphic with vibro-audio mode [37]. 
2.3.3 Exploration strategies of digital graphics 
Previous sections reviewed the interactive devices and interaction modalities used for 
digital graphics exploration. Since there are many differences between tactile graphics 
systems and digital graphics systems, their explorations are also very different 
[53][125][75]. For example, people with VI like to use two hands with traditional embossed 
material while using more often one finger when exploring a vibrotactile touchscreen-
based interface [43]. To better understand these differences, some recent studies on 3D 
printed maps [44][53] and digital interactive graphics [14][47][48][62] have respectively 
investigated non-visual exploration behaviors involving one or two hands. In this section, 
we focus on digital graphics exploration and in this domain, one of the most important 
works comes from Guerreiro et al. [48]. Authors in [48] observed various two-handed 
strategies including Path Scan, Focused, To-The-Point and Freeform while non-visually 
exploring digital graphics: 
 Path Scan (see Figure 31). This strategy is similar to the structured scanning paths 
used by screen readers. Users usually perform the exploration from the faraway 
edge or corner of the surface and drag their finger horizontally until that row has 
been covered. They then adjust their fingers and perform similar explorations in the 
opposite direction. This finger action repeats several times until the user reaches 
their target or finishes exploring the whole surface. Users can perform such type of 
exploration using both one hand or two hands at the same time, but generally they 
prefer to separate the exploration space when they explore with two hands 
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simultaneously. One interesting point is that the users like to perform mirror 
exploration paths which result to a symmetrical trace. 
 
Figure 31. From left to right: one-handed and two-handed path scan exploration [48]. 
 Focused strategy (see Figure 32) occurs during the target locating tasks based on 
prior knowledge. It represents a series of one-hand unstructured hand search 
behaviors and does not specifically start from the edge of the surface. This 
knowledge-based exploration is often represented by overlapped finger paths. Here, 
it should be noted that the exploration areas could be gradually increased if the user 
is unable to locate the target in current zone. 
 
Figure 32. Example of focused exploration [48]. 
 To-the-Point (see Figure 33). Similar to Focused strategy, this one-handed 
exploration strategy is also used in target locating tasks. However, different from 
the Focused strategy which needs many exploratory attempts to reach the target, 
users with this strategy go directly to the target location with previous knowledge. 




Figure 33. Example of to-the-point exploration [48]. 
 Freeform (see Figure 34 & Figure 35). This strategy represents unpredictable 
exploration without discernable pattern. Deeper analysis of this exploration strategy 
can result into two sub strategies: Freeform Symmetry and Trailing Finger. For the 
first one, it is a two-handed exploration strategy simultaneously exploring in an 
unstructured and symmetric way. As for the second one, users use the second finger 
to perform parallel exploration and both hands share similar movements but with a 
horizontal offset between them. 
 
Figure 34. Example of freeform symmetry exploration [48]. 
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Figure 35. Example of trailing finger exploration [48]. 
In addition, Bardot et al. [14] also observed several exploration strategies while exploring 
digital maps. More precisely, they found that participants with VI explored the map with 
their two hands and each hand mainly explored one half of the map only. They also found 
that with bimanual strategies, users were more efficient when exploring a map and when 
comparing the location of different regions. 
In summary, when exploring digital graphics, there exist also various exploration strategies. 
By analyzing these strategies, we can have a basic knowledge about how people with VI 
organize their one or two-handed explorations. However, there is always a lack of deeper 
analysis on how to relate exploration strategies to higher level cognitive process. It is also 
unclear about the similarities and differences between exploration strategies of digital and 
tactile graphics. 
2.4 Part IV Remote collaborative graphic learning 
Previous sections reviewed non-visual tactile exploration of graphical information. 
Generally, these studies do not involve collaborative activities between multiple people 
and the research results are often applied to face-to-face special education. However, due 
to the global pandemic caused by COVID-19, most of teaching and learning activities 
moved to online. This brought huge challenges to special education for pupils with VI, 
especially when there are no appropriate interactive tools supporting collaborative remote 
teaching and learning without accessibility issues. To better understand current research 
progress in this domain, in this part, we first conduct a review on non-visual collaborative 
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activities and then we focus on collaborative learning (i.e. including collaborative graphics 
learning) of pupils with VI. 
2.4.1 Collaborative activities of people with VI 
In human-computer interaction, the field computer-supported cooperative work (CSCW) 
[45] explores the technical, social, material, and theoretical challenges of designing 
technology to support collaborative work and life activities. Among the various types of 
collaborative activities, group/pair discussion [27], games [46][137] and collaborative 
learning [116] are three of the main research themes. 
Previous research on Accessibility for people with VI has explored the topic of 
collaborations between people with VI or VI-sighted groups. For instance,  Branham et al. 
[20] conducted semi-structured interviews in the homes of 10 pairs of close companions 
(one blind and one sighted) to understand the social collaborative needs in the domestic 
setting. Results found that partners engaged in collaborative accessibility by taking active 
roles in co-creating an accessible environment. Similar study from Yuan et al. [136] 
investigated the collaborative shopping practices between VI-sighted groups and 
concluded three factors influencing the co-shopping experience: 1) knowledge about how 
to assist people with VI; 2) interpersonal knowledge resulting from common experience 
and interpersonal relationship history; 3) knowledge of shopping as a practice. 
In addition to these qualitative studies on collaborative activities, collaborative tools have 
also been proposed for supporting different tasks between people with VI or VI-sighted 
groups. For example, Kane et al. [63] proposed an application for tablets PC called 
OneView (see Figure 36) to enable blind and sighted students to work collaboratively by 
integrating visual sketching tools with an accessible talking touch screen surface. The 
OneView prototype enables users (sighted or visually impaired) to create, browse and edit 
diagrams collaboratively by respecting five design goals: 1) equal use; 2) group awareness; 
3) flexible use; 4) easy configuration and 5) universal usability. 
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Figure 36. OneView interface [63]. Left: a visual, sketch-based interface; Right: a hierarchical talking menu. 
Previous work has also investigated the use of different interaction modalities for 
collaboration. For instance, Huang et al. [59] investigated the effect of combining audio 
and haptic cues in visual interface (see Figure 37) for collaborations between a sighted and 
a blindfolded person (they recruited blindfolded people because similar behaviors with 
people with VI were performed with their configuration [109]). By conducting a 
collaboration-based experiment leveraging a Phantom Desktop force feedback system and 
a collaborative interface, they found that task performance was significantly faster in the 
audio, haptic and visual feedback condition compared with the haptic and visual feedback 
condition. 
 
Figure 37. The collaborative interface used during the experiment [59]. The red and blue point indicate the sighted and 
blind participant. 
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Finally, a recent study from Waqar et al. [128] proposed an interactive and intelligent 
interface enabling people with VI to perform educational activities, such as editing, writing 
or reviewing documents, in collaboration with sighted people. The whole system consists 
of several different features: the high-quality awareness providing instant voice 
notifications about the actions and events occurred in the shared environment and the 
speech-recognition allowing users to interact with the application. To evaluate the 
proposed collaborative interface, [128] conducted an article writing experiment with 
participants with VI and sighted companions (as shown in Figure 38). During the 
experiment, the usability of UI components and the acceptance level of the application 
were selected as main evaluation parameters. Final results showed that the proposed 
interface was promising and could enhance group awareness among blind collaborators as 
well as interaction between users and systems. 
 
Figure 38. The collaborative article writing interface from [128]. Both visually impaired and sighted participants work 
in the same interface. 
Besides, collaborations between people with VI during Orientation & Mobility (O&M) 
tasks are also very common. For example, Jan et al. [16] investigated collaborative 
navigation of people with VI by conducting a series of qualitative studies using proposed 
collaborative navigation system. They focused on a common problem in existing 
navigation solutions: lack of an environment description on special navigation points and 
orientation cues for people with VI, and proposed to leverage systems supporting direct 
simultaneous help between people with VI. Final results showed that people with VI were 
able to remember quite long route descriptions (in cognitive maps) and could describe all 
important navigation information to other people. In general, [16] verified the essential 
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conditions (communication needs and abilities) for setting up a navigation system based 
on collaboration among people with VI and opened new research directions. 
2.4.2 Collaborative learning for people with VI 
As indicated in [106], collaboration is a coordinated, synchronous activity that is the result 
of a continued attempt to construct and maintain a shared conception of a problem. There 
are many differences between collaboration and cooperation. One of the main points is that 
a cooperative work is accomplished by dividing the tasks among participants, while a 
collaborative work reflects the joint efforts of participants. In fact, collaboration is a 
specific form of cooperation: cooperation works on the level of tasks and actions, while 
collaboration works on the plane of ideas, understandings and representations [7]. 
Collaborative learning (CL), as one of the most important collaborative activities, refers to 
collaborative construction of knowledge [118]. During the collaborative learning, partners 
need to negotiate and share their understandings relevant to the task they seek to address. 
Finally, the consensus [69] or knowledge [118] are developed through the interactions 
between participants. Generally, there exist five main characteristics for CL [7], as follows: 
1) Equal. During the CL process, participants (mostly pupils) are involved equally in 
terms of their status and rights to intervene in the interaction. 
2) Single shared production or solution. The group work conducted during the CL 
requires an effective collaboration situation (although difficult to design) which 
means that to accomplish the task, it is necessary to work together. As indicated in 
[6], being motivated to share the experience with others is part of what it means to 
be human and could better engage the participations. 
3) Not all group work is either cooperative or collaborative. The term collaboration 
is most likely only be applicable to certain specific phases of group work. 
Collaboration presupposes a high degree of joint attention and a mostly 
synchronous interaction. 
4) A known procedure exists for solving the problem. Although many procedures 
to solve the problem are well known, the most collaborative situations occur during 
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the exploratory phases, where no clear plan or procedure exists for solving the 
problem. 
5) Different roles of teachers in CL. In most CL situations in the classroom, or via 
Internet, the role of the teacher differs from one-to-one or whole class situation. 
However, teachers could at least create groups of students on the basis of different 
conditions (e.g. differences in individual participants’ prior knowledge or 
competence, gender differences, group size, interpersonal relationships, etc.) for 
better collaboration. 
In Accessibility for people with VI, prior research has investigated both collaboration 
between two people with VI or VI-sighted pairs. For example, Thieme et al. [122] proposed 
a tangible collaborative tool, Torinos, (see Figure 39) to enable children with VI to learn 
computer programming. More precisely, Torino is a physical programming language for 
teaching programming constructs and computational thinking to children aged 7-11. This 
research highlighted the definition of collaborative learning and evaluated how CL took 
place with Torino by conducting three consecutive sessions (i.e. two sessions attended by 
the pairs of children to learn the programming by collaborative use of Torino and an 
additional session with their parents to explain the program) over a two-month period. Final 
results have highlighted the opportunities and importance of the “social” (i.e. collaboration) 
in learning.  [122] also contributed insights to the role of touch, audio feedback and visual 
representations in inclusive design of children with VI. 
 
Figure 39. The configuration of Torino [122]. Top: Instruction beads connected to the main hub for the creation of an 
audio-based computer program. Bottom from left to right: play bead, pause bead, loop bead and hub. 
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CL has also been applied during traditional collaborative activities for people with VI. 
Plimmer et al. [104] proposed McSig, which is a multimodal teaching and learning 
environment enabling pupils with VI to learn character shapes, handwriting and signatures 
collaboratively with their teachers. As shown in Figure 40, during the training mode, the 
teacher works collaboratively with the student to draw the letter. During the CL process, 
both side maintains the same objective (which is to learn the shape) and the action 
awareness (visual feedback for the sighted teacher and haptic feedback for the pupil with 
VI). 
 
Figure 40. The system McSig [104]. The teacher on the left draws on a Tablet PC to create a shape and the student on 
the right can feel, explore and be moved around the shape. 
In terms of collaborative graphics learning, some studies have also proposed corresponding 
interactive tools [89]. For instance, Moll et al. [89] presented two haptic and visual 
applications for collaboratively learning geometrical concepts in primary school. The 
proposed applications support collaborations between sighted pupils and pupils with VI, 
and were systematically evaluated in four schools with sighted-VI pupil groups. More 
precisely, among the two proposed applications, the static application is a three-
dimensional environment that supports learning to discriminate between different angles 
(as shown in Figure 41) and participants were able to follow the lines collaboratively (from 
both sides) without slipping over them. 
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Figure 41. One sighted pupil and one pupil with VI are classifying angles using PHANTOM system [89]. 
As for the dynamic application (Figure 42), it is also a three-dimensional environment but 
supports collaborative learning of geometrical shapes such as cubes and concepts such as 
area and volume. During the experiment, the sighted-VI group was asked to first feel and 
recognize the different geometrical shapes and then pick up and move around 
collaboratively the objects using PHANTOM. Final results based on common ground, 
awareness, guiding, navigation and initiative showed that sighted pupil and pupil with VI 
were able to work together in a shared haptic virtual environment and maintain a common 
ground of the layout. 
 
Figure 42. The dynamic application with two users represented by a blue and red sphere respectively [89]. 
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2.4.3 Remote online learning 
Online learning or e-learning is the delivery of learning and training through digital 
resources, such as computers, tablets and even cellular phones that are connected to the 
Internet [131]. There are several factors that can decide the quality of e-learning, for 
example the Internet, the development of multimedia, the affordable digital devices and 
the well-built Learning Management Systems (LMS). Recently, the use of e-learning 
system has become very common, especially during the pandemic of COVID-19. 
As we know, online learning is essentially one type of remote learning which the latter one 
occurs when the learner and instructor, or source of information, are separated by time and 
distance. During the remote learning, information is generally transmitted via information 
technologies, such as email, discussion boards, video conference and audio bridge. As 
indicated in [86], remote learning can be classified into two categories: synchronous and 
asynchronous. Neither of them requires physical presence. 
For asynchronous remote learning, one of the most famous platform is Massive Open 
Online Courses (MOOCs), which has attracted millions of learners every year [90]. 
Recently, many studies had been conducted to investigate the use of MOOCs (as well as 
its mobile version) and the engagement of participants, for example AttentiveLearner in 
[100], AttentiveLearner 2 in [101] and AttentiveReview (see Figure 43) in [102]. As for 
synchronous remote learning, with the development of Internet and cameras, more and 
more students participate in live online lectures around the world. 
 
Figure 43. The primary interface of AttentiveReview [102]. 
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Comparing with traditional teaching-learning mode, remote online learning systems cannot 
provide instructors with the important cues of audience feedback such as raised hands or 
facial expressions at the time of teaching. To tackle this problem, Sun et al. [121] presented 
an explorative study investigating how presenters perceive and react to audience feedback 
during live online lectures. The experimental system (see Figure 44) could predict 
audience’s psychological states (e.g. anxiety, flow, boredom) through real-time facial 
expression analysis. Final results based on eight online lectures verified that the real-time 
feedback of learner’s learning states was helpful for live online lectures and could support 
instructor’s decision-making on teaching adjustment. 
 
Figure 44. Workflow of the experimental system used for online live lectures [121]. 
In the domain of Accessibility for people with VI, remote and online learning has also been 
investigated. For example, Manshad et al. [80] presented a tangible collaborative distance 
learning environment called Trackable Interactive Multi-modal Manipulatives (TIMMs). 
The proposed TIMMs enable distance collaboration among students and with instructors. 
More precisely, it supports remote and active position, proximity, stacking and orientation 
tracking on table-top surfaces. As shown in Figure 45, each pupil with VI has their own set 
of TIMMs and can construct the graph (here an equation graph) individually. The instructor 
can remotely monitor the pupils’ action and help correct pupil’s work if necessary. The 
instructor can also send instructions to the pupils with VI which will be presented in the 
form of auditory or music feedback. In terms of collaboration, TIMMs provide instructors 
the function to participate the manipulation process of each student and collaboratively 
accomplish the learning task.  
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Figure 45. Left side: interfaces of three pupils with VI. Right side: interface of the remote instructor [80]. 
In summary, collaboration between people with VI or VI-sighted pairs are various and has 
become common in daily life or sometimes professional activities. But at the same time, 
the degree of collaboration is still very limited, especially during CL tasks. In addition, 
interactive tools supporting remote collaborative graphics learning are especially rare, 
which is impairing the special education. 
2.5 Conclusion of Chapter 2 
In this chapter, we have systematically reviewed previous research on tactile and digital 
graphics and presented the state-of-the-art about tactile explorations of these two types of 
graphics. As one of the major accessible issue for people with VI, the difficulties 
encountered during graphical information access greatly hinder the inclusion of people 
with VI into the current society. 
As we presented before, tactile graphics are the most intuitive alternatives to visual 
graphics for people with VI. Although the use of tactile graphics is very common in special 
education, their mass use is still impossible. For now, the adaptation process is still 
experience-based and the existing guidelines cannot cover diverse scenarios. In addition, 
we found that although there exist many studies investigating cognitive abilities of people 
with VI for using tactile graphics, they focused generally on the identification and 
recognition aspects and only a small part of the research conducted simple studies to 
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investigate the cognitive exploration strategies. In fact, there exist possible relationships 
between tactile exploration and related cognitive strategies. Investigating these 
relationships could help to better understand how people with VI organize their two-handed 
tactile exploration and may reveal some efficient exploration strategies, which can further 
be used for improving the adaptation process of tactile graphics. In addition, such type of 
evaluations could also be used to address psychological questions related to the observed 
behaviors, the involved cognitive strategies and the participants’ performance. 
Our review of the state-of-the-art on digital graphics showed that previous interactive 
systems used for helping people with VI to explore digital graphics are still limited. This 
is especially obvious while exploring “line-based” digital graphics. Although digital 
graphics can provide more interaction and are much easier to update and modify, their 
explorations are very difficult due to the lack of tactile cues under the fingertip. Therefore, 
most of the previous research on digital graphics exploration focused on “line-independent” 
graphics and enabled people with VI to interact with semantic information contained in 
these graphics. Proposing more advanced vibrotactile interfaces to compensate the finger 
tactile cues could be a solution to improve the exploration of “line-based” digital graphics. 
Our last part of the related work presented previous work on collaborative activities 
(especially collaborative learning) involving people with VI. Although there exist various 
types of collaborations between people with VI or sighted-VI groups, past studies focused 
generally on daily activities, for example shopping, writing, etc. According to our review, 
collaborative graphics learning is still rarely investigated. However, this is a real need for 
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In recent years, many studies have focused on non-visual exploration of digital graphics, 
which allow for taking full advantage of the benefits of digital information (easily 
modifiable [29] and interactive [13]). Among these studies, various interaction modalities 
(for example haptic [125], audio [1] or multimodal [42]) were investigated to provide richer 
information. Recently, Tekli et al. [125] showed that it is possible for people with VI to 
use the vibration of a tablet to explore a simple digital graphic (as shown in Figure 46). In 
their work, the tablet vibration is triggered, and stays on, as long as the exploring finger 
touches a segment of the graphic. Their study revealed that people with VI can understand 
basic shapes and simple geometrical objects. However, the absence of tactile cues under 
the fingertip when exploring digital graphics remains an issue. In contrast, when touching 
raised-line graphics, users can instantly perceive the direction of the line under the fingertip. 
This cue is important because it provides users with the direction of the next finger 
movement, which greatly facilitates the exploration process, especially for complex 
graphics. 
 
Figure 46. Simple digital graphics evaluated by Tekli et al [125]. 
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In this chapter, we present our study which extended the idea of using the tablet vibration 
and explored if the use of guidance cues generated by on-hand vibrotactile interface can 
improve the exploration of complex digital graphics on touchscreens. Following an 
iterative and participatory design process, we investigated the use of a vibrotactile display 
on the back of the hand to convey two types of guidance cues: a pre-cue [28] for segment 
direction and a confirmation cue concerning exploration progression (i.e. how far the finger 
is from the end of the segment). 
3.1.2 Research questions 
Our research was based on the following research questions: 
1) How to design a vibrotactile interface and corresponding tactile cues to 
improve non-visual tactile exploration of digital graphics? 
The related work on “line-based” digital graphic exploration highlights the 
limitations of existing solutions based on ongoing vibrations, and the lack of studies 
on the use of more advanced vibrotactile interfaces for improving the non-visual 
exploration. Therefore, our goal was to propose a novel vibrotactile interface to 
improve the exploration of line-based digital graphics. Our idea was based on the 
combination of the tablet vibration and a vibrotactile display attached to the back 
of the hand.  
2) Can people with VI use such a tactile interface to explore digital graphics 
without introducing additional cognitive load? 
The combination of multiple vibrations could provide more information at the same 
time, but it could also impair the exploration process due to the complexity of the 
feedback and increase the cognitive load. To fully understand the usability of our 
technique and to compare possible differences between people with VI and sighted 
people on non-visual exploration, we aimed to conduct a series of behavioral 
experiments to evaluate user’s experience and performance from several aspects. 
3.1.3 Motivations 
Inspired by the research of Tekli et al. [125], we would like to implement a more ubiquitous 
vibrotactile solution for digital graphics exploration. Since the lack of finger tactile cues 
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impairs the exploration process, we proposed to add external vibrotactile cues to 
compensate the impaired tactile sensation. In our research, by conducting a set of 
exploratory tests, we systematically investigated several vibrotactile design factors on the 
back of the hand, which have never been studied before. These exploratory tests informed 
the final design of the technique, which was called VibHand. We compared our solution 
with the technique of Tekli et al. [125] and the results showed that the proposed vibrotactile 
interface enabled rapid and efficient exploration of complex digital graphics and improved 
the identification of the graphics. 
3.1.4 Contributions 
In summary, the research of this chapter presents two main contributions: 1) A set of 
participatory studies to explore the properties of the back-of-the-hand vibrotactile interface 
assisting tactile exploration of digital graphics; 2) A series of experiments involving 
participants with VI and blindfolded sighted participants showing that the cues generated 
by the proposed vibrotactile interface improve (quicker and more efficient) the non-visual 
exploration of digital graphics. 
3.1.5 Chapter structure 
In this chapter, we focus on the tactile exploration of digital graphics for people with VI. 
We present our contributions by gradually introducing the proposed vibrotactile interface 
on the back of the hand. More precisely, in section 2, we systematically present the 
definition of vibrotactile display as well as its two main different forms. In section 3, we 
present our participatory process to evaluate and determine several important vibrotactile 
factors. In the section 4, we present our principal behavioral experiment used to evaluate 
the proposed VibHand and we conclude our findings in section 5. Finally, in section 6, we 
give a conclusion of this chapter. 
3.2 Vibrotactile display 
As an effective information transmission method, vibrotactile display can provide non-
visual information by activating a specific set of mechanoreceptors in the skin using low-
cost, easily embedded but also easily misused tactor technology [115]. Among different 
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types of vibrotactile display, Spatiotemporal Vibrotactile Pattern (SVP) [26] and Apparent 
Tactile Motion (ATM) [60] have been well studied in HCI. 
3.2.1 Spatiotemporal Vibrotactile Pattern 
A Spatiotemporal Vibrotactile Pattern (SVP) is generally based on several sequential or 
simultaneous vibrations applied to different vibrators and has often been used to give 
notifications [5]. Figure 47 shows two types of SVP: sequential and simultaneous. SVP 
can be controlled by several factors, such as duration of the stimulation, amplitude and 
vibration mode, etc. 
 
Figure 47. (a) and (b): Sequential SVP [26], the arrows represent the order of activated vibrators. This stimulation 
gives the sensation of a moving vibration. (c) and (d): simultaneous SVP, the red points represent the activated 
vibrators. This stimulation gives the sensation of an intermediate “phantom” vibration generated between the two or 
three real vibrations. 
A recent study from Chen et al. [26] investigated the effect of temporality, physical activity 
and cognitive load on the perception of SVP. Their study confirmed the ability of users to 
recognize 4-tactor SVP in a real environment. In fact, the results showed a relatively high 
recognition rate (89.7% while sitting but 72.4% when including a parallel cognitive task). 
In addition, Eltitigala et al. [33] conducted a series of studies to evaluate the usability of 
the vibrotactile display. The results showed that SVP was more easily perceptible on the 
hand than on the forearm and suggested that the vibrotactile information channel should be 
limited to two simultaneous bits. 
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3.2.2 Apparent Tactile Motion 
Apparent Tactile Motion (ATM) is a tactile illusion that occurs when two or more vibrators 
are activated with a pre-defined delay on the skin and can be controlled by two factors: 
duration of stimulation and SOA (Stimulus Onset Asynchrony, i.e. the time interval 
between two stimuli). Comparing to SVP, there are always intersections of vibration for 
ATM. 
Although a large number of perceptual experiments have investigated the tactile illusion in 
psychology [41], research interests in HCI emerged with the work of Israr et al. [60]. In 
their study, they proposed an algorithm that could generate the illusion of continuous tactile 
movements on the skin based on two separated vibrators (a few centimeters of distance). 
Their method combined two types of known tactile illusions: Tactile Apparent Movement 
[66] and Phantom Sensation [4][77] and determined in particular the relationship between 
the value of SOA and the vibration duration of the two vibrators involved (see Figure 48).  
 
Figure 48. Chronogram of an ATM [60]. d and d’: the vibration duration of the departure and arrival vibrators. T: the 
total duration of the movement. SOA: the time interval between two stimuli. This stimulation gives the sensation of a 
vibration moving between two vibrators. 
More precisely, to maintain the illusion, the following equations should always be followed: 
𝑺𝑶𝑨 + 𝒅′ = 𝑻                                          (𝟏)
𝑺𝑶𝑨 = 𝟎. 𝟑𝟐 𝒅 + 𝟒𝟕. 𝟑                         (𝟐)
𝒅 = 𝒅′                                                        (𝟑)
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Here, d and d’ are vibration durations of the departure and arrival vibrators. T is the total 
duration of the movement. The equation (3) can ensure the consistency of the movement 
speed.  
Based on [60], various applications have been proposed for conveying different types of 
information. For example, FeelSleeve [134] created vibrotactile cues to improve the 
reading experience of children. Park et al. [98] extended the algorithm of [60] by creating 
a Phantom Sensation based on three vibrators placed on the palm of the hand, which further 
improved the perception of the trajectory and the stability of the movement. However, 
although there are many ATM-based applications, we did not find dedicated studies to 
represent directional information by ATM, especially in the domain of assistive technology 
for people with VI. 
3.3 Participatory design 
To tackle the two research questions, we collaborated with a special education center for 
people with VI and adopted a participatory design approach [112] in which several people 
with VI participated to the design process. The whole design process was divided into two 
phases: 1) understanding users’ needs and 2) designing the vibrotactile interface. 
3.3.1 Phase 1: Understanding users’ needs 
We had many preliminary discussions with people with VI and special education teachers 
to explore the ideas of augmenting tactile exploration on tablets. We also conducted a semi-
structured interview with one special education teacher and three young adults with VI 
(trainees in the same institution, average age 29.1, SD = 0.8, two males and one female and 
all totally blind). During this interview, we addressed various topics such as tactile graphics, 
audio and vibratory feedbacks, etc. We summarize the main outcomes below: 
 Audio-based tools and systems. Using audio-based tools or systems (as shown in 
Figure 49) is very common for people with VI (e.g. screen reader for reading texts), 
and they are also used to interact with them. The participants confirmed that audio 
description of graphics can improve comprehension [119], but also indicated some 
issues already observed in the literature [129]. For instance, they explained that 
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while using audio-based tools, they must pay attention to surrounding sounds and 
people simultaneously (even in closed areas such as a classroom). To avoid 
confusion, when they use the earphones, they usually wear only one earphone to 
make sure one ear focuses on the audio feedback while the other ear is available to 
monitor the environment. But even so, both sound sources can eventually be in 
conflict and it is difficult to continue paying attention to different sounds at the 
same time. In this case, they have to make the choice to focus on one of the two 
sound sources. Therefore, if possible, they would prefer not to use audio-based 
enhancement during some specific activities, such as the main focus of this 
dissertation (graphical information exploration), which requires more cognitive 
load. 
 
Figure 49. People with VI interact with their smartphone using audio feedback [129]. 
 Choice of device and exploration cues. During the interview, all the participants 
agreed that using a vibrotactile interface (e.g. vibrators on hands or arms) coupled 
with a regular tablet for presenting the digital graphics could be a valuable solution. 
A tablet is portable and can easily display graphics (easier than using tactile 
graphics obviously). A tablet is also a good tradeoff between size and weight, 
especially for classroom or mobile situations. But the absence of tactile cues is an 
issue for tactile explorations. In this case, the vibratory feedback could fit the aim 
of guiding the hand towards a given direction. 
 Graphical information. The participants confirmed that in special education 
lessons, graphics (including maps, mathematical graphs, schemas, etc.) are 
simplified into coarse lines to be printed on a raised-line paper (as shown in Figure 
50). As a first step into making digital graphics more accessible, it is possible to 
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consider only linear segments (i.e. excluding curved lines) and eight segment 
directions (corresponding to the eight cardinal directions). Besides segment 
direction, providing progression (i.e. how much of a segment has been explored, as 
proposed in [23]) appeared as an interesting feature to facilitate the exploration of 
graphics with many segments. 
 
Figure 50. Examples of adapted tactile graphics. Left: geographic map; Right: mathematical graph. 
3.3.2 Phase 2: Designing the vibrotactile interface 
In this phase, we iteratively explored the different factors involved in the design of the 
vibrotactile interface. We conducted a series of formative tests with both blindfolded (BF) 
and visually impaired participants. Here, our rational for including blindfolded people in 
the formative tests was based on [97], which suggests that the ability to learn and mentally 
represent graphical material via vibrotactile feedback is similar between blindfolded users 
and users with VI. Relying on blindfolded subjects helps to reduce the constraints 
associated to the participation in experiments of people with VI (especially mobility issues 
and small number of available subjects [11]). 
3.3.2.1 Vibrotactile factors 
To represent eight cardinal directions, several factors need to be considered. We present 
our design process as following: 
 Position of the vibrotactile interface on the body. Vibratory feedback has been 
investigated on multiple body parts, including finger [33], waist [79], arm [26] and 
feet [81]. However, brainstorming sessions with the two subjects with VI confirmed 
that the back of the hand was more convenient for tactile exploration for several 
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reasons. The main one relies on the cognitive process involved in hand guidance: 
if the tactile cues are applied on any other body parts, the user must mentally switch 
from the sensory reference frame (location of the tactile display) to the motor 
reference frame used for executing hand movements [28]. With the tactile display 
being fixed on the hand, there is an overlap between the sensory and motor 
reference frames. In addition, the back of the hand is always available and easy to 
access during the tactile exploration of graphics. In contrast, the palm is often in 
contact with the underlying surface, which makes it less suitable to accommodate 
the vibrators. 
 Number of vibrators. With the aim of representing eight cardinal directions, we 
could use eight vibrators [5]. But due to limited space on the back of the hand and 
restriction of minimum inter-vibrator distance (for generating identifiable 
vibrations), we had to reduce the number of vibrators to four and use more advanced 
and combined vibrotactile display to increase the number of directional cues to 
eight. 
 Stimulation method. In our research, we focused on the two abovementioned 
vibrotactile displays (stimulation methods): Spatiotemporal Vibrotactile Patterns 
(SVP) [26] and Apparent Tactile Motion (ATM) [60]. SVP and ATM are all 
combined vibrotactile stimulations. As presented earlier, SVP is based on sets of 
sequential or simultaneous vibrations applied to different vibrators and ATM is a 
tactile illusion that occurs when two or more vibrators are activated with a pre-
defined delay on the skin. 
 Vibration duration. In our design, directional cues are based on vibrations 
generated by one or two vibrators. One important aspect when using vibratory cues 
to assist graphic exploration is that the vibration duration should be as short as 
possible – although being unambiguously perceivable – in order to avoid slowing 
down the exploration process. 
 Layout shape of the vibrators. The layout shape of the vibrators was another factor 
that we examined. Following the brainstorming sessions and formative tests (with 
three blindfolded participants and two participants with VI), we designed two 
layout on the back of the hand based on Square and Cross shapes (e.g. A and B in 
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Figure 51). Finally, we obtained the following table showing how to represent each 
direction using different stimulation methods and with different layout shapes:  




















































    
 Layout position of the vibrators. In addition, another important question during the 
design was about using the back of the hand only or including the fingers in the 
layout. The rational for including the index finger comes from [33], which suggests 
that recognition accuracy of vibrations applied to the index finger is much better. 
We then proposed four configurations (see Figure 51) combining two different 
layout shapes (Square & Cross) and two possible positions on the hand (Back-of-
the-hand & Finger-Hand combination). 
 
Figure 51. Four possible configurations according to the layout shapes and layout positions of vibrators on the back of 
the hand (A and B: square- and cross-shape on the back of the hand; C and D: square- and cross-shape on the back of 
the hand and fingers). 
 Vibrotactile progression cues. To represent the progression information (i.e. how 
far is the end of the segment), it was important to design a technique compatible 
with the directional cues to avoid any confusion. First of all, we defined the duration 
of the progression cues to 500 ms (i.e. more than twice longer than the directional 
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cues). This choice was inspired by [23] which applied vibrations of 600 ms on the 
wrist. Since the hand is more sensible than the wrist, we decided to reduce this 
value to 500 ms, as our goal was to have the shortest possible vibrations so as not 
to slow down the exploration task. Next, we identified two cases of progression 
cues according to the number of cues provided for a segment. In the first case, we 
proposed to use four successive vibrations located respectively at 20%, 40%, 60% 
and 80% of the segment and with increasing or decreasing intensity. In the second 
case, the progression cues were triggered only twice, at 40% and 80% of the 
segment with also increasing or decreasing intensity. 
 Cues triggering. In our design, the directional cue is triggered as soon as the 
fingertip touches a line on the graphic. If the finger arrives at near the middle of a 
segment, the directional cue to the furthest end is chosen. As for the progression 
cues, as explained earlier, they appear at several fixed points of the segment. 
 Graphic line width. We initially decided to use the same line width as previous 
work on digital graphics (8.9 mm in [125]). However, after preliminary tests, we 
found that such width: 1) is far too large to represent complex graphics on a tablet; 
2) is larger than lines on tactile graphics (they are usually about 2 mm width) and 
thus does not correspond to the experience of exploring tactile graphics. Hence, we 
reduced the line width according to the results of [97]. With a 4 mm line width, 
participants can explore digital segments on touchscreens without perceptual issues. 
Obviously a 4 mm line width is more compatible with complex (meaningful) 
graphics displayed on 10 inches’ commercial tablets. 
The final design of VibHand is shown as Figure 52 C. Vibrotactile cues on the back of the 
hand and the vibration from the tablet work together to guide the finger movements. 
 
Figure 52. (a) Raised-line graphic exploration: tactile cues under the fingertip allow users to easily perceive line 
direction. (b) Digital graphic exploration: the tablet vibrates when the fingertip is over a digital line. Exploration is 
difficult because of the absence of fingertip tactile cues. (c) VibHand: a back-of-the-hand vibrotactile feedback that 
provides users with directional (d) and progression (e) cues to improve the exploration of digital graphics on tablets. 
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3.3.2.2 Optimal vibration duration 
From this section, we present a series of formative tests conducted with both participants 
with VI and blindfolded sighted participants to determine the design of different 
vibrotactile factors. 
To ensure that the vibrotactile cues were effective and brief, it was necessary to define the 
optimal duration of vibrations. We therefore conducted a pilot study to investigate the 
relationship between the duration of vibrations and the recognition rates of vibrotactile cues 
with the two stimulation methods. Our goal was to find the shortest time threshold to 
recognize a given vibration with minimal errors. 
Experimental setup. The use of the gloves is the most common solution for attaching 
vibrators to the hand [51][68]. However, we wanted to evaluate the four different 
configurations, which requires changing the position of the vibrators several times during 
the experiment. Therefore, we decided not to use the gloves. Inspired by [91], we glued the 
four vibrators directly on the skin. The Figure 53 shows the device. The vibrators that we 
used were model RB-See-403, manufactured by SeeedStudio. The amplitude of the 
vibration can be controlled with the Pulse Width Modulation (PWM) of the Arduino UNO. 
Since the relationship between voltage and amplitude is linear around the operating range 
(2.5V to 3.5V), it is possible to easily change the amplitude. 
In terms of software, the device was controlled by a Python program which allowed us to 
easily change the vibrotactile display. The SVP stimulation was simple to generate since 
all vibrators can be controlled independently. The ATM stimulation followed the equation 
in [60]. The d, d’ and SOA values were based on the total vibration time T. 
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Figure 53. Vibrotactile prototype on the hand. 
Participants and tasks. We recruited 12 blindfolded sighted participants from our 
university (5 females and 7 males) aged from 23 to 28 years old (M = 25; SD = 1.9). The 
task was to recognize eight different directions while blindfolded: north, south, west, east, 
northwest, northeast, southwest and southeast. The duration of the vibrotactile cues was 
variable (50 ms, 150 ms, 200 ms, 250 ms and 350 ms) and was chosen according to two 
criteria: 1) to be greater than or equal to the shortest perceptible durations [88]; 2) be as 
short as possible to make the stimulation compatible with the exploration movement of a 
digital graphics. In order to ensure that the experiment time is less than an hour and can be 
representative, we have only chosen two configurations: A and C (see Figure 51). The 
experiment was separated into two blocks corresponding to the two configurations. For 
each block, we randomly presented the 8 directions with the two stimulation methods and 
five different durations. For each trial, the stimulation was given only once and no feedback 
about the trial was given to participants. The order of the stimulation method and the 
duration were counterbalanced across users. The total duration of this experiment was 
approximately one hour. 
Results. The Figure 54 shows that recognition rates of SVP and ATM vibrotactile 
directional cues (average values of two configurations) reach a plateau from the duration 
of 200 ms. In fact, the recognition rate reached 83.9% at 200 ms for SVP and 74.5% for 




Figure 54. Recognition rates according to the vibration duration (ms). The error bars indicate 95% confidence 
intervals. 
3.3.2.3 Optimal stimulation method and configuration 
In this section, we present a formative study with the goal to determine the optimal 
stimulation method (SVP or ATM) and the best configuration of the vibrators (layout shape 
and position on the hand) to recognize the directional cues applied to the back of the hand. 
Participants and tasks. We recruited 16 blindfolded sighted participants (6 females and 10 
males) aged between 21 and 31 (M = 25.1, SD = 2.7) from our laboratory. Both of the 
participants have no sensory or motor impairment and none of them have participated in 
our previous experiments. The task was to recognize the direction of a vibrotactile stimulus 
applied to the hand among the eight possible cardinal directions. 
Experimental plan and procedure. We followed a 2 * 4 intra-subjects experimental design 
with Method (SVP and ATM, see Table 1) and Configuration (A: Square Back of the hand; 
B: Cross Back of the hand; C: Square Finger-Hand Combination; D: Cross Finger-Hand 
Combination, see Figure 51) as factors. 
Following the results of the previous study, we used vibrations of 200 ms for both ATM 
and SVP. The study consisted of four blocks corresponding to the four vibrator 
configurations. The order of these blocks was counterbalanced between users using a Latin 
square. For each block, the order of the stimulation methods (SVP or ATM) was also 
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counterbalanced. Finally, the eight vibrotactile directions were provided following a 
random order generated before each block. 
Before each test block, participants familiarized themselves with the different 
configurations of the vibrators and the two stimulation methods. During the familiarization 
phase, participants had to recognize the generated stimuli (eight vibrotactile directions). 
The experimenter gave verbal feedback (true or false, and the correct answer if false) on 
the direction of the stimulus, and the participants were able to practice several times until 
they were confident. 
During the test phase, participants had to recognize the direction of the stimulus in each 
trial as quickly as possible. They were only allowed to give one response and would not 
receive any feedback from the experimenter. The eight directions were repeated three times 
randomly. The total number of trials was: 16 Participants * 2 Methods * 4 Configurations 
* 8 Directions * 3 Repetitions = 3072 trials. 
In order to avoid the potential effect due to the acoustic or visual cues generated by the 
vibrators, all participants had to put their hand in a box and wear headphones which emit 
white noise. 
Variables measured. We measured the recognition rate for each configuration. We also 
evaluated user preference by asking which stimulation method they preferred at the end of 
each block (subjective effectiveness and overall satisfaction) and also which configuration 
they preferred at the end of the experiment (subjective effectiveness and overall 
satisfaction). 
Results. According to the Shapiro-Wilk test, the recognition rate did not follow normal 
distribution (p < .05). We therefore performed a Friedman test which showed a significant 
difference of recognition rates on the configurations (X² = 59,7; p <.001). We finally 
conducted a post-hoc test (Pairwise Wilcox test with Bonferroni adjustment) which showed 
that for each configuration, SVP was always statistically better than ATM. 
The Figure 55 illustrates the average recognition rates according to the configurations. It 
shows that SVP always has superiority over ATM, especially with the configuration C 
which achieves an average accuracy of 92.7%. In detail, the recognition rates by 
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configuration are as follows (SVP vs. ATM): A (82.3% vs. 71.1%); B (76.0% vs. 66.4%); 
C (92.7% vs. 75.8%) and D (81.8% vs. 66.4%). 
 
Figure 55. Average recognition rates according to the configurations. The error bars indicate 95% of confidence 
intervals. The upper bars indicate the statistical significance (* < .05, *** < .001) 
To illustrate the errors made on different directions, we also calculated the confusion 
matrix for each configuration. Figure 56 and Figure 57 show the distribution of responses 
for the eight directions, with the SVP and ATM methods respectively.  
The observation of Figure 56 with the SVP method shows that with the square layout 
(configuration A and C), the participants often confused the direction N (North) and E 
(East), with an average of 19.7% of confusion. With the cross layout (configuration B and 
D), we observe confusions between S (South) and either N (North) or E (East), with 
average confusions of 23.8% and 11.6% respectively. 
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Figure 56. Confusion matrices with SVP for each configuration (The vertical axis represents the desired responses). 
The confusion matrices in Figure 57 show that there were much more errors with ATM 
than with SVP (30.3% with ATM vs. 17% with SVP in terms of average confusion) and 
they were more distributed between the different directions. With ATM, participants were 
less confident in the direction they felt, seemed that they had given a more random answer 
than with SVP. We also observed that the confusions occurred during the cross layout 




Figure 57. Confusion matrices with ATM for each configuration (The vertical axis represents the desired responses). 
Consistent with recognition rates, subjective preferences showed that 8 out of 16 
participants preferred configuration C, and 9 out of 16 participants thought it was more 
effective for representing vibrotactile directions (Figure 58). It is also interesting to note 
that there was also a consistency on preference between stimulation methods: 12 out 16 
participants thought SVP was more effective and 10 participants preferred SVP overall 
(Figure 59). Although two participants preferred ATM, they obtained better results with 
SVP. 
 
Figure 58. Subjective efficiency and satisfaction of the four configurations. 
 
Figure 59. Subjective efficiency and satisfaction of the two stimulation methods. 
In agreement with the work of [26][33], our results validated the effectiveness of 
vibrotactile cues to transmit directional information. In addition, we also observed that the 
most effective configuration for representing directions on the hand is a vibrotactile matrix 
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applied on the fingers and back of the hand in a square shape. Finally, the comparison 
between the two stimulation methods showed that SVP could offer a higher recognition 
rate than ATM. One possible explanation was that SVP is easier to understand and requires 
less cognitive effort than ATM. 
3.3.2.4 Vibrotactile progression cues 
As presented earlier, we identified two cases (two vibration patterns) of vibrotactile 
progression cues. To further determine the best one, we conducted a last formative test 
which consisted on exploring a single segment on different directions with progression 
cues. We recruited four blindfolded participants who had taken part in the study on 
vibration duration. Each participant completed 96 trials corresponding to 2 Vibration 
patterns (two vs. four stimuli) * 2 Vibration modes (increasing vs. decreasing) * 8 
Directions * 3 Repetitions. The results based on a 5-level Likert scale showed that all four 
participants preferred using two progression cues (instead of four) and three out of four 
participants preferred progressions cues with decreasing intensity (instead of increasing). 
Here, it should be noted that since the progression cues were not the principal contribution 
of this study, we decided to simplify the evaluation procedure and therefore we conducted 
only qualitative analysis. 
In summary, from a series of formative tests with blindfolded sighted participants, we 
quickly verified the different vibrotactile factors on the back of the hand. Based on these 
results, we could begin to formally investigate if the vibrotactile cues can be used to 
improve the non-visual tactile exploration of digital graphics. 
3.4 Experiment: exploring and identifying geometrical 
and non-figurative graphics 
Based on the participatory design process, we gradually confirmed the optimal design of 
the vibrotactile interface on the back of the hand (i.e. SVP for the directional cues and a 
two-stimulus pattern for the progression cues). To further verify the effectiveness and 
usability of the proposed VibHand, we conducted an experiment with both blindfolded 
sighted participants and participants with VI. The aim of this behavior experiment was to 
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verify the general hypothesis that the two cues rendered by the vibrotactile interface can 
enhance digital graphics exploration without introducing additional perceptual or cognitive 
issues. 
3.4.1 Participants 
In line with [37], we included blindfolded sighted participants in our experiment design to 
investigate if there are differences on the exploration performance between people with VI 
and blindfolded sighted people due to cognitive skills. Blindfolded sighted participants can 
be considered as novices in tactile exploration. We recruited 24 participants that were 
divided into two groups according to their visual status: BF group (12 blindfolded 
participants; 2 females, 10 males) aged between 21 and 28 (M = 25.1, SD = 1.9); and VI 
group (12 people with VI; 6 females, 6 males) aged between 25 and 60 (M = 45.9, SD = 
12.2). None of the VI and BF participants (described in Table 2) present any additional 
sensory impairments nor took part in the previous studies. 
Table 2. Description of the VI and BF participants. 
ID Gender Age Description ID Gender Age Description 
VI 01 M 27 Engineer, 
Blind from 
age 12 
BF 01 M 21 Undergradu
ate student 
VI 02 M 54 Special 
education 
teacher, blind 
form age 12 
BF 02 M 28 Ph.D. 
student 




BF 03 M 23 Undergradu
ate student 
VI 04 M 28 Unemployed, 
blind from 
birth 
BF 04 M 26 Master 
student 
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BF 05 M 25 Master 
student 
VI 06 F 60 Teacher, low 
vision from 
birth 
BF 06 M 23 Master 
student 





BF 07 M 26 Ph.D. 
student 
VI 08 M 45 Unemployed, 
blind from 
birth 
BF 08 F 25 Master 
student 




BF 09 M 26 Engineer 
VI 10 M 59 Engineer, 
blind from 
age 6 
BF 10 M 27 Master 
student 
VI 11 F 52 Teacher, very 
low vision 
from birth 
BF 11 F 26 Ph.D. 
student 
VI 12 F 25 Student, very 
low vision 
from birth 
BF 12 M 25 Engineer 
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3.4.2 Task and instructions 
We used a Delayed-Matching-to-Sample (DMTS) task [103], which consists in comparing 
pairs of stimuli and is widely used in working memory studies. In our case we asked 
participants to explore and compare pairs of digital graphics. More precisely, for each trial, 
the participant was first presented with a sample stimulus (sample graphic) and then an 
alternative stimulus (alternative graphic) after a short delay. The exploration of each pair 
included three steps: 
1) Encoding phase: participants were asked to completely explore the sample graphic 
as quickly and accurately as possible. After the exploration, and for the geometrical 
graphics only, they had to verbally identify the shape, e.g. “square” (identification 
task). 
2) Retention delay: a short delay between the two stimuli. Here, we chose a 5 seconds 
retention delay to elicit the use of memory strategies [24].  
3) Test phase: participants were asked to explore the alternative graphic as quickly 
and accurately as possible. They were free to stop the exploration as soon as they 
can decide that the pair is identical or different (comparison task). 
3.4.3 Digital graphics 
We selected two different types of digital graphics: Simple Geometrical Graphics (shown 
in Figure 60, sets A and B) and Non-Figurative Graphics (shown in Figure 60, sets C and 
D). 
 
Figure 60. Sets A and B: Geometrical graphic pairs; Sets C and D: Non-Figurative graphic pairs. 
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Simple Geometrical Graphics (G-Graphics): these digital graphics are common 
geometrical shapes that were selected by meeting three criteria: 1) Same complexity: all 
the selected graphics have the same numbers of segments. 2) Similar shape: in order to 
design a DMTS task that was not too simple, the selected graphic pairs have at least two 
identical segments (but subjects were not aware of that). 3) Commonly used: all the 
graphics are known by users. Finally, the G-Graphics group included four common 
quadrilaterals: Square, Rectangle, Right Angle Trapezoid and Parallelogram. 
Non-Figurative Graphics (NF-Graphics): these digital graphics were 2-D patterns made 
from a combination of 6 segments (2 horizontal, 2 vertical, 1 slash and 1 backslash). The 
use of such patterns was inspired by [54], which mentioned that, contrary to geometrical 
shapes, the tactile exploration of 2D non-figurative patterns is not dependent on existing 
mental representation of the shape. Like geometrical graphics, we designed “identical” and 
“similar” pairs. Here, similar pairs mean that the two graphics started with three same 
segments and always differed on the fourth or fifth segment (but subjects were not aware 
of that). 
3.4.4 Interaction techniques 
We compared the VibHand technique, described in the previous section, with a touchscreen 
vibration technique for tablets (i.e. control condition) which was proposed by Tekli et al. 
[125]. While our technique provides more cues than the control condition (which is based 
on touchscreen vibration only), we aimed to check whether introducing additional 
vibrations may increase cognitive load and then decrease the performance. Concerning the 
inclusion of other modalities, our initial analysis showed that the audio channel is 
overloaded in Assistive Technologies and that audio guidance can interfere with 
surrounding sounds and speech. Therefore, we discarded to include any audio-based 
solution in our study. 
3.4.5 Experimental design 
We used a within-subjects design with three factors: the interaction technique (VibHand 
vs. Control), the type of the graphic (G-Graphics vs. NF-Graphics) and participants’ visual 
status (BF vs. VI). 
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The study included two familiarization phases followed by two test phases. During the first 
familiarization phase, participants were presented with vibrotactile cues along eight 
directions: Top, Bottom, Left, Right, Top Left, Top Right, Bottom Left and Bottom Right. 
They were free to practice several times in each direction with both techniques. During the 
second familiarization phase, participants were asked to explore carefully four digital 
segments: Horizontal, Vertical, Slash and Backslash using both interaction techniques. 
They were free to practice several times until they felt confident with both interaction 
techniques. 
Then the session was divided into two blocks corresponding to the two types of digital 
graphics (first block with the G-Graphics and second block with NF-Graphics), i.e. with 
increasing difficulty. In each block, the participants explored the graphics with the control 
technique first and then VibHand, or vice versa. We counterbalanced the order of 
interaction techniques across participants. It is important to note that although we included 
the type of graphics as a factor in our study, our analysis does not intend to look for 
differences across both types of graphics (because they have different complexity and 
length), but rather look for interactions with the other factors (interaction technique and 
participant’s visual status). 
3.4.6 Experimental setup 
During the experiment, participants were asked to comfortably sit in front of a Samsung 
Galaxy Tab S4 (10.5 inch, 1600 x 2560 px, 287 ppi density). The vibrotactile cues 
(VibHand) were generated by four vibrators (model RB-See-403, SeeedStudio) attached 
on the back of the hand (see Figure 61). The vibration (intensity and duration) was 
controlled by the Pulse Width Modulation (PWM) of the Arduino UNO, which was wire 




Figure 61. Experimental setup with a NF-Graphic displayed on the tablet and the four vibrators attached to the back of 
the hand. 
3.4.7 Collected data and dependent variables 
We recorded the finger path during the exploration of each graphic. We compared different 
dependent variables: the exploration speed in cm/s for each sample graphic; the unrelated 
finger path as the difference in cm between users’ real finger path and the length of the 
graphic; the time needed to compare the pair (response time); the graphic identification 
rate (for the sample graphic on the geometrical set); and comparison rate (for each pair). 
We also collected the subjective rating (on a 5-point Likert scale) about the following 
questions: a) Are directional cues easy to use? b) Do directional cues make the exploration 
easier? c) Are progression cues useful? and d) Do you prefer VibHand or Control? 
In total, we collected 24 (12 blindfolded participants + 12 participants with VI) * 4 (2 sets 
of geometrical graphics + 2 sets of non-figurative graphics) * 4 (4 pairs of graphics in each 
set) = 384 trials (1 trial = 1 pair). Since the alternative graphic was not systematically 
completely explored, these trials represent between 1536 segments (if only the sample 




In total, participants explored 2716 segments (i.e. 88.4% of the total set of segments). 
3.4.8.1 Identification of G-Graphics 
According to the Shapiro-Wilk test, the average identification rate did not follow a normal 
distribution (p < .001). Since the raw data of this measure was dichotomous, we adopted a 
Chi-Squared test. The results showed a significant effect of the interaction technique (X² = 
20.841, p < .001) but no effect of the visual status (X² = .2573, p = .612). The identification 
accuracy was better with VibHand than with Control (90.6% vs. 61.4%, see Figure 62). 
Identification errors generally corresponded to participants mixing square with rectangle, 
and trapezoid with parallelogram. 
 
Figure 62. Average identification accuracy for G-Graphics (95% of CI). 
3.4.8.2 Pair comparison 
The pair comparison accuracy did not follow a normal distribution according to the 
Shapiro-Wilk test (p < .001). Similarly, since the raw data of this measure was dichotomous, 
we also adopted a Chi-Squared test. The results showed a significant effect of the 
interaction technique (X² = 18.665, p < .001) but no effect of the visual status (X² = .921, p 
= .337) nor the graphic type (X² = 1.44, p = .23). Overall, the comparison accuracy was 
better with VibHand than with Control (85.9% vs. 66.6%, Figure 63). 
100 
 
Figure 63. Average comparison accuracy (95% of CI). 
3.4.8.3 Response Time (to judge same or different) 
This measure is based on the exploration time of alternative graphics (i.e. the second 
graphic of each pair), which reflects on the time needed to explore the alternative graphic 
and judge if it is identical or different. The distribution was not normal according to the 
Shapiro-Wilk test (p < .001). However, after a Box-Cox transformation [108], the response 
times finally followed a normal distribution (p = .84). Then the results of the ANOVA 
showed that there was a main effect of the interaction technique (F (1,11) = 16.6, p = 5e-
5) and of the graphic type (F (1,11) = 6.9, p = .00883), but no effect of the visual status (F 
(1,11) = 1.49, p = .22). There was also an interaction between the type of graphic and the 
visual status (F (1, 11) = 4.05, p = .045). The average response time was shorter with 
VibHand than with Control (42.0 s vs. 53.4 s, see Figure 64), which showed that it was 
easier to make the comparison with VibHand. It was also shorter for G-Graphics than for 
NF-Graphics (45.2 s vs. 50.2 s). 
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Figure 64. Average response time (95% of CI). 
3.4.8.4 Unrelated finger path for the sample graphic 
The Shapiro-Wilk test showed that the average unrelated finger path did not follow a 
normal distribution (p < .001). Hence, we transformed the data to normal using Box-Cox 
(p = .096). The ANOVA showed a significant effect of the interaction technique (F (1, 11) 
= 248.94, p = 2e-16) and visual status (F (1, 11) = 19.56, p = 1e-7) on the unrelated finger 
path, but no effect of the type of graphic (F (1, 11) = 0.25, p = 0.62). We also found an 
interaction effect between two pairs of factors: interaction technique * type of graphic (F 
(2, 21) = 5.29, p = 0.022) and visual status * type of graphic (F (1, 11) = 3.93, p = 0.0483). 
In fact, VibHand decreased the average unrelated paths (45.0 cm vs. 132.8 cm) as 
illustrated in Figure 65. The average unrelated finger path was smaller for VI participants 
than for BF participants (70.9 cm vs. 106.9 cm). The Tukey post-hoc test showed 
significant effects on both G-Graphics and NF-Graphics (for both BF and VI groups, the p 
< .001). 
The interaction effects showed that the differences were always more pronounced on non-
figurative graphics: VibHand performed better on NF-Graphics than on G-Graphics 
compared with Control. This effect showed that it was easier to explore NF-Graphics with 
VibHand. However, it could just be related to the fact that NF-Graphics were always 
explored in the second block (learning effect). 
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Figure 65. Average unrelated finger path (95% of CI). 
3.4.8.5 Exploration speed 
Since the two types of digital graphics do not have the same complexity (the number of 
segments for geometrical and non-figurative graphics are 4 vs. 6 respectively), we 
conducted the statistical analysis on exploration speed (and not exploration time). 
The Shapiro-Wilk test showed that the exploration speed did not follow a normal 
distribution (p < .001). Hence we transformed the data using Box-Cox (p = .086). The 
ANOVA showed that there was a significant effect of visual status (F (1, 11) = 6.34, p = 
0.0122), interaction technique (F (1, 11) = 75.47, p = 2e-16) and graphic type (F (1, 11) = 
4.8, p = 0.029) on exploration speed, but no interactions between factors. For both BF and 
VI participants, the exploration speed was faster with VibHand than with the control 
technique (0.61 cm/s vs. 0.42 cm/s, see Figure 66-b) and participants with VI explored 
graphics on average faster than BF participants (0.54 cm/s vs. 0.48 cm/s, see  Figure 66-a). 
In addition, the average exploration speed of G-Graphics and NF-Graphics were 0.50 cm/s 
and 0.53 cm/s respectively (see Figure 66-c). 
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Figure 66. Average exploration speed (95% of CI) by a) visual status; b) interaction technique and c) graphic type. 
3.4.8.6 Exploration movements 
In addition to the previously described measures, we analyzed the overall finger path 
observed with the two techniques. We observed numerous inefficient exploration 
movements with the control technique. For example, when reaching the end of a segment 
with this technique, participants came up with two strategies to find the next path: doing a 
circular movement with the finger until finding the next segment (Figure 67A, participant 
VI 02); or initiating a finger movement in many different directions, drawing a “star like” 
path (Figure 67B, participant VI 06). Obviously, both “circles” and “stars” waste time and 
increase the unrelated finger paths. In addition, they are probably confusing too, which can 
also explain worse identification and comparison scores. 
The comparison of the finger paths with VibHand clearly shows that the reduction in 
unrelated finger path comes from: a) more linear paths when exploring segments, and b) 
more efficient transitions at the end of segments. 
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Figure 67. A and C: VI 02 finger paths when exploring a geometrical graphic with control technique and VibHand 
respectively; B and D: VI 06 finger paths when exploring a non-figurative graphic with control technique and VibHand 
respectively. 
3.4.8.7 Qualitative feedback 
Eleven out of 12 VI participants strongly agree or agree that the vibrotactile directional 
cues are easy to use and make the exploration easier. Nine strongly agree or agree that the 
progression cues are useful, and eleven prefer exploring with VibHand. Figure 68 shows 
the responses of participants with VI. The only participant with VI who disagreed (VI 04) 
explained that “Personally I don’t like the vibration. Even for my mobile phone, I don’t 
activate the vibration mode, I'm kind of special!”. 
Verbatim recorded during the experiment were useful to understand the feelings of the 
participants. For example, while exploring with VibHand, VI 09 said “I understand! I know 
how to translate the vibration now and it’s really cool”! In contrast, exploring the same 
graphic with the control technique, he said “It’s really hard, how do you follow the lines? 
I can’t do this.” Similar reactions occurred also to many other participants (both 
blindfolded participants and participants with VI). 
 
Figure 68. Qualitative feedback of VI participants for the VibHand technique. 
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3.5 General discussion and perspectives 
3.5.1 Vibrotactile cues improve digital graphic exploration 
The results confirm our hypothesis that VibHand improves non-visual digital graphic 
exploration (for both people with VI and blindfolded sighted people). It improves both the 
identification accuracy of known graphics and the comparison between two graphics. In 
addition, it reduces the unrelated finger path, increases the exploration speed and also 
decreases the time needed to compare two graphics. The comparison of the finger paths 
with VibHand shows that the reduction in unrelated finger path comes from: a) more linear 
paths when exploring segments, and b) more efficient transitions at the end of segments. 
Finally, although this result may still need to be confirmed with a standardized test of 
cognitive load (for example, NASA-TLX or SAGAT, etc.), the qualitative feedback and 
verbatim indicate that the technique does not introduce additional perceptual or cognitive 
load during exploration. 
3.5.2 Impact of user’s visual status 
By comparing BF and VI participants, we did not observe any difference on the 
identification accuracy of known graphics, nor on the comparison accuracy. Both 
blindfolded sighted subjects and subjects with VI were able to do the task with good 
accuracy, which is in line with [97]. However, the results showed that VI participants took 
less time and had shorter unrelated finger paths than BF participants. The most probable 
explanation is that the difference is not perceptual but cognitive. The results also showed 
that both VI and BF participants were able to rely on the directional and progression cues 
to explore digital graphics but VI participants were more efficient. In fact, VI people are 
used to exploring raised-line graphics, as well as digital contents on smartphones or tablets, 
and can be considered as experts in tactile exploration. Our interpretation is that they rely 
on better cognitive skills than BF participants: they can better integrate perceptual cues in 
time and space in order to form a mental representation of the displayed graphics. 
This result also means that there is no advantage for blindfolded sighted people, in these 
two specific tasks, although it has been shown that vision helps to get better mental 
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representation of shapes. In our idea, it could be that these two effects cancel each other. 
More research work should address this question. 
Finally, we recruited participants with VI and blindfolded sighted participants having 
different educational background and age. It appears that the blindfolded sighted 
participants are, on average, younger and with a higher educational background. Although 
we believe that these differences in education and age should be in favor of the blindfolded 
sighted participants in the tasks that we proposed, the question should be addressed in a 
future work. 
3.5.3 Application scenarios 
In our work, we evaluated relatively simple graphics (but more complex than those in 
[125]). However, VibHand can easily be applied to different real scenarios. We 
acknowledge that all the scenarios including VibHand require a simplification of the 
graphics first (segments along the eight cardinal directions only). But it is important to note 
that this is already the case when creating raised-lines graphics for people with VI [130]. 
Here, we present and discuss two possible applications scenarios (among many others): 
Digital map exploration for orientation and mobility lessons. During the collaboration with 
the special education center, we found that neighborhood maps are used almost daily in 
classes of Orientation & Mobility. A frequent request of students with VI is to have access 
to these maps in different situations (at home, in a public building, in an unknown place, 
etc.). Using a regular tablet with VibHand, users with VI could access to digital graphics 
everywhere. Figure 69 left illustrates a simplified digital neighborhood map, where each 
line represents a road. VibHand can be used to explore the map and provide users with 
better knowledge of the paths between two points of interest (e.g. between the subway exit 
and the school). As we know, although people with VI already use raised-line maps in such 
situations, during O&M classes for instance, they cannot bring as many raised-lined maps 
as they want because it takes time to prepare and they are also too cumbersome. However, 
they could bring as many as they want with a tablet combining VibHand. 
Mathematical graphs. Mathematical graphs, and specifically line graphs, are very often 
used in classes. With VibHand, users with VI can easily explore a digital version of a line 
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graph and carry usual data analytics tasks (Figure 69 right), such as looking for max and 
min values, or compare two-line graphs (similar to the comparison task in our study). 
 
Figure 69. A user exploring a path between two POIs on a neighborhood map (left) and a line plot on a mathematical 
graph (right) with VibHand. 
3.5.4 Limitations and Future work 
Overall, these results show that VibHand improves the efficiency of tactile exploration as 
well as the mental representation of the explored graphics. An important question is to 
compare the exploration with VibHand to the exploration with regular raised-line graphics. 
This question should be addressed in future work. We do not believe that VibHand would 
outperform raised-line graphics, but we make the hypothesis that VibHand would provide 
VI users with ubiquitous useful and convenient access to digital graphics in many real-life 
contexts. Such a comparison should then not only address the compared usability of the 
two techniques but also the ubiquity of the techniques with different graphics (maps, 
mathematical graphs, etc.) and different tasks to be achieved (exploration, recognition, 
comparison, decision making, etc.). 
Another important point to be addressed in a future work is the integration of VibHand in 
a more ergonomic device. The current VibHand prototype is made of four vibrators 
connected to an Arduino, which is connected to the tablet with network. The next prototype 
could be a mitt that contains the vibrators and microcontrollers. 
In addition, the current design of VibHand includes eight cardinal directions only. 
Therefore, it can only work with simplified graphics (similar to the most common raised-
line graphics used in special education center). However, providing more directions could 
give access to more complex graphics, but at the same time increase the cognitive load 
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associated to the exploration and the cognitive integration of the graphic. In the future, we 
plan to investigate the possibility of extending the number of vibrotactile cues to provide 
more directions. We plan to investigate the use of tactile illusions [58], such as the phantom 
sensation [4]. Previous work showed that it is possible to generate a virtual vibration 
between two real vibrations [98]. This could provide VibHand with more directions 
without adding vibrators, but further studies are needed to evaluate if these vibrotactile 
illusions can be used for exploration and do not raise any cognitive issues. 
3.6 Conclusion of Chapter 3 
In this chapter, we presented VibHand, a promising non-visual vibrotactile interface for 
providing a better access to digital graphics on tablets. VibHand extends regular tablet 
vibrations by providing both directional and progression cues using four vibrators on the 
back of the hand. Our design is based on a set of formative iterations leading to a summative 
study with 12 blindfolded participants and 12 participants with VI. The results confirm the 
advantages of VibHand on digital graphic exploration speed, recognition accuracy and user 
preference. Our comparison of BF and VI groups revealed no difference on the 
identification accuracy of known graphics, nor on the comparison accuracy.  However, VI 
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Tactile graphics, more precisely, the raised-line graphics that are commonly used in special 
education institutions for people with VI. As mentioned before, although this particular 
type of documents is not easy to produce, they are still the most direct alternative to 
common visual graphics and can provide people with VI the access to different types of 
graphical information, for instance mathematical graphs, maps and drawings, etc. 
Comparing with visual graphics, the raised-line graphics are often printed on Swell Touch 
Paper (as shown in Figure 70) and allow people with VI to explore the lines (raised by the 
printer) with their finger touch. 
 
Figure 70. An example of Swell Touch Paper. 
To better guide the design of the raised-line graphics, some research like [32] summarized 
the design process as well as the techniques and indicated that the design of raised-line 
graphics is a complicated task requiring consideration of various different graphical 
elements, such as legends, textures, symbols, dots, lines, etc. However, the design process 
(i.e. which graphical elements should be selected and how many of them should be 
included) highly relies on the experience of the tactile document maker and needs to 
consider many factors, for example the perceptual and cognitive capacities of the end-user, 
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the type and the aim of the graphic, etc. Therefore, to design more useful raised-line 
graphics, there is a need to better understand how people with VI explore these types of 
graphics (i.e. how they organize their one-handed or two-handed movements). This 
knowledge may inform a better design of raised-line graphics and may also have the 
potential to improve the design of interactive graphics (i.e. talking tactile graphics, see 
[10][70]). 
To do this, we focused on the users’ hand (finger) movements by introducing a behavioral 
marker called “Tactile Fixation” (as shown in Figure 71). A tactile fixation occurs when a 
finger is motionless within a spatial and temporal window. When people with VI explore 
a raised-line graphic, their fingers often stop over specific elements of the graphics. 
Identifying such stops (tactile fixations) may provide valuable information on the salient 
areas of the graphics and also on the exploration strategies of the users. Therefore, in this 
chapter, we address different research questions on how to identify tactile fixations and on 
the role of tactile fixations during the exploration of raised-line graphics. 
 
Figure 71. Left and right index fingers stop often to “read” underlying information. Each stop may become a tactile 
fixation if it meets the conditions of tactile fixations. In this figure, the yellow point on the left hand and the orange 
square on the right hand represent a short and middle tactile fixation respectively. 
More precisely, we conducted a behavioral study with ten people with VI who performed 
tactile exploration tasks on different types of raised-line graphics and with different 
instructions. We logged the participants’ finger movements and then we identified tactile 
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fixations from the recorded finger paths with a tactile fixation identification algorithm 
inspired by previous research on eye fixations. The statistical analysis show that there are 
tactile fixations of different durations, which are involved in different one-handed or two-
handed behavioral patterns. By manually reviewing the exploration videos, we summarize 
and illustrate these different behavioral patterns and discuss the interest of the novel 
approach on the design of raised-line graphics as well as on the design of non-visual 
interfaces or/and interaction techniques. 
4.1.2 Research questions 
Tactile fixations have been observed in previous work on tactile exploration [124][133]. 
However, we know little about when and why they occur. To drive our deeper investigation, 
we identified a set of research questions related to tactile fixations: 
 How to identify tactile fixations? 
 Do participants perform tactile fixation with both hands? 
 Do tactile fixations vary according to the type of graphic? 
 Do tactile fixations vary according to the exploration task? The hand movement 
may not be the same if the participant is doing a non-guided vs. guided exploration 
(i.e. to find the response to a question about the graphic). 
 Can we relate tactile fixation to exploration patterns? 
4.1.3 Motivations 
When exploring a raised-line graphic, cognitive exploration strategies may differ across 
users [15][54][61][133]. The basic purpose of the cognitive exploration strategy is to find 
out what information is encoded in the graphic and to elaborate a functional mental 
representation of the graphic [56]. In fact, hand movements can reveal underlying strategies 
[52][124]. For example, Wijnthes et al. [133] identified three categories of hand 
movements based on the use of one hand only, both hands alternately or simultaneously. 
All these studies revealed that the fingers are not always moving and may perform different 
actions (for instance, it has been observed that the exploring hands stops often) during the 
tactile exploration. But little is known about how people with VI organize their two hands 
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when exploring these raised-line graphics, and there are a lack of measures to evaluate this 
behavior. 
4.1.4 Contributions 
In summary, our contributions in this chapter are: 1) the definition of the concept of “tactile 
fixation” which is a behavioral marker on how people with VI explore raised-line graphics; 
2) a method (with an algorithm) to identify “tactile fixations”; 3) the analysis of tactile 
fixations in terms of perception and comprehension of raised-line graphics using a set of 
hand movement data. 
4.1.5 Chapter structure 
In this chapter, we focus on the tactile fixations used for evaluating tactile exploration. We 
present our contributions by proposing the definition, the identification method and the 
evaluation of tactile fixations. More precisely, in section 2, we present the eye fixations as 
well as its identification methods to further introduce the concept of tactile fixations. In 
section 3, we officially give the definition and explication of the tactile fixation. In section 
4, we present our principal behavioral experiment to systematically study how to identify 
a tactile fixation and what evaluations should be conducted to evaluate the identified tactile 
fixations. In section 5, we answer the research questions that we propose at the beginning 
of the chapter and discuss the potential implications of tactile fixations to HCI and other 
domains. Finally, in section 6, we give a conclusion of this chapter. 
4.2 From eye fixations to tactile fixations 
4.2.1 Eye fixations 
Eye fixation is one of the most important types of eye movements and also the most 
common feature of looking that eye tracking researchers analyze to make inferences about 
cognitive processes or behavioral states that they are interested in probing [78]. Eye 
fixations occur when people’s eyes stop scanning about the scene and hold the central 
foveal vision in place so that the visual system can read detailed information. For example, 
as shown in Figure 72, two eye fixations (fixation No. 1 and 2) are performed to retrieve 
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more detailed local visual information. From these two eye fixations, we can easily 
understand the main focus of the observer, which also reflect their cognitive process to the 
image. 
 
Figure 72. Two eye fixations correspond to two detailed visual information retrieval processes. 
Generally, it is difficult to reveal deeper information from one single eye fixation. However, 
by studying a series of consecutive eye fixations, we can obtain more understandings about 
user’s eye movements as well as their visual cognitive process. As shown in Figure 73, the 
eye fixations provide us each focus of the user and by linking all of the eye fixations, we 
can easily understand how the user read the current webpage. In UX research, the latter 




Figure 73. A series of consecutive eye fixations reveal the user’s eye movements. 
To our knowledge, there exist several facts about the eye fixations, for example: 
 An eye fixation is composed of slower and minute movements (microsaccades, 
tremor and drift) that helps the eye align with the target and avoid perceptual fading 
(fixational eye movements). 
 The duration varies generally between 50 – 600 ms (although longer fixations exist). 
 The minimum duration required for information intake depends on the task and 
stimulus. 
4.2.2 I-DT for eye fixation identification 
To analyze the eye fixations, it is essential to first identify them from the eye movements. 
As indicated in [110], there exist several different algorithms enabling us to separate and 
label the eye fixations, for example Velocity-Threshold Identification (I-VT) [114], Hidden 
Markov Model Fixation Identification (I-HMM) [111], Dispersion-Threshold 
Identification (I-DT) [132], Minimum Spanning Trees identification (I-MST) [40], etc. 
Among these algorithms, the Dispersion-Threshold Identification (I-DT), which identifies 
fixations as groups of consecutive points within a particular dispersion, or maximum 
separation, is considered as one of the simplest methods. The I-DT algorithm leverages a 
moving window that spans consecutive data points checking for potential fixations. More 
precisely, with a given duration threshold and sampling frequency, we can determine a 
117 
moving window which covers each time a number of points. Then the algorithm checks 
the dispersion of selected points to decide if the window need to move forward (if the 
dispersion is above the dispersion threshold, the window does not represent a fixation and 
need to move a point forward. In contrast, the window represents a fixation and we need 
to expand the moving window until its dispersion is above the threshold). Finally, the eye 
fixation is defined as the centroid of the window points. The core idea of this algorithm is 
shown in Figure 74: 
 
Figure 74. Pseudocode for the I-DT algorithm [110]. 
4.2.3 Towards to tactile fixations 
Since eye fixations can be used widely to evaluate people’s visual attention, we started to 
consider the counterpart for people with VI. For people with VI, tactile exploration with 
hands is one of the most important way to get information, especially the graphical 
information. However, there is still no appropriate evaluation for tactile exploration. 
Therefore, inspiring by eye fixations, we proposed the definition of “Tactile Fixation” and 
as we mentioned before, by investigating these tactile fixations, we may better understand 
the exploration process of people with VI and then possibly improve the design of raised-
line graphics. 
Similar to the eye fixations, to conduct further analysis about the hand’s tactile fixations, 
it is essential to first identify them from the hand tactile exploration movements. Since the 
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simplicity of the I-DT algorithm (requires only two parameters) makes it possible to be 
more easily extended to other domain, we decided to investigate the potential of this 
algorithm for tactile exploration. We will precise more details in next sections about how 
we define and identify tactile fixation inspired by eye fixation and then present a series of 
evaluation on identified tactile fixations. 
4.3 Concept 
In this section, we introduce the concept of tactile fixations by drawing a parallel with eye 
fixations. Comparing with eye fixations, tactile fixations are inherently different. When 
searching for a specific visual information, human eyes are either in movement (saccades) 
or still (fixations). The human eye can perceive information during the fixations, which are 
usually very short, between 200-300 ms [17][19][22][110]. Researchers often analyze eye 
movements to assess the user’s attention and better understand how images, texts or web 
pages are perceived [22]. Thus, the study of eye fixations informs on the attention devoted 
to the different regions of the image and the saliency of the visual content [19]. 
Previous research on tactile exploration (see related work) has already identified behaviors 
where the exploring hand stays still for a certain time during the exploration. We made the 
hypothesis that the eye fixation paradigm can apply to the tactile exploration of raised-line 
graphics. More precisely, we suggest that tactile fixations are single behaviors that are 
associated and organized to set up different cognitive strategies. During fixations, fingers 
can detect salient elements of the graphic, but they can also be anchor points used to better 
understand the relationships between graphical elements, and hence the signification of the 
whole graphic. The main differences between eye and tactile fixations are related to the 
fact that: i) the hands can move along an outline and hence do not always jump from one 
element to the other; ii) the two hands are more independent than the two eyes, allowing 
complex two-handed strategies. 
119 
4.4 Behavioral study 
4.4.1 Participants 
We recruited 10 participants with VI (4 females, 6 males) with an average age of 52.3 (SD 
= 13) from a local special education institution. Among them, eight were legally blind and 
two had limited residual vision. Here, we define the definition – legally blind according to 
the U.S. Social Security Administration (SSA). Generally, people are considered as legally 
blind if their better eye – when using a corrective lens – has a central vision acuity of 20/200 
or lower, or if the field of vision is smaller than 20 degrees. In addition, among the two 
participants with residual vision, one can only perceive light and shadows and the other 
can only perceive light and contrast. None of them can use their residual vision to 
understand drawings, and both were taught to explore tactile graphics. Although not 
mandatory, we blindfolded them to make sure they did not use any visual cues to identify 
the graphics without exploring it. On average, blind participants lost sight at 10 years old 
(SD = 17). All the participants are right-handed and all of them read Braille with their left 
hand. The details of the participants are presented in the Table 3. 
We conducted an interview to assess their level of expertise on raised-line graphics before 
starting data collection. Five participants reported that they had never received any training 
on raised-line graphic exploration. Five of them received lessons on tactile exploration. 
Only one person reported using raised-line graphics daily. The other participants 
mentioned that they do not use them regularly: five participants do not have any raised-line 
graphics at home but can occasionally use them, and four participants do not have the need 
nor the opportunity to use raised-line graphics. 
Table 3. Details of the participants. 











P1   M 45 Blind No 0   5  4 Right 
P2   F 61   VI Light & 
Contrast 
    15  18  3 Right 
P3   M 62 Blind No 3   5  6 Right 
P4   M 68 Blind No 2   5  5 Right 
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P5   F 37 Blind No 2    5  6 Right 
P6   M 46   VI Light & 
Shadow 
    18   18  1 Right 
P7   M 45 Blind No 0    6  7 Right 
P8   F 63 Blind No     57   61  1 Right 
P9   F 48 Blind No 5    9  6 Right 
P10   M 48 Bind No 5        12  4 Right 
 
4.4.2 Raised-line graphics 
In our study, we introduced five different types of raised-line graphics including 2D 
Drawings, Drawings with Perspective, Mathematical Graphs, Geographic Maps, and 
Neighborhood-Building Maps. All the graphics were made with the assistance of a tactile 
document maker (with 15 years of expertise and working in a special education center for 
people with VI) as well as a blind people frequently using tactile documents. The graphics 
were printed on A3 sheets of Swell Touch Paper. The detailed information of these graphics 
are as follows: 
 2D Drawings. We selected 2D drawings from a set of 260 images designed in [117], 
which was created for being used in psychology experiments. We have selected 
graphics representing common animals only (Figure 75 A) in order to have graphics 
from a single family that users know. 
 Drawings with Perspective. The drawings with perspectives were chosen from the 
same image set [117]. We separated 2D drawings from drawings that include 
perspectives because the perspective is a visual convention used to give solid 
objects drawn on a flat surface the appearance of depth and distance. Perspective 
does not correspond to any tactile experience but introduces additional difficulties 
during tactile exploration [32][35]. In this category, we have selected tools of 
transportation (Figure 75 B) in order to get graphics from a single family that users 
know (similar to 2D drawings). It must be noted that, according to the tactile 
document maker, the details represented in our 2D drawings and drawings with 
perspectives are not adapted for tactile exploration by people with VI due to the 
occlusions and perspectives represented in the graphics. However, we included 
them because similar ones have been used in different studies on tactile exploration 
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in psychology [67][76], especially in [71] which compared the accuracy and 
response time in identifying raised-line graphics. 
 Mathematical Graphs. We have designed this set in accordance with [87]. Here, 
two types of mathematical graphs were included: line graphs that display 
information as a series of points linked by segments, and histograms with vertical 
or horizontal bars (Figure 75 C). For both types of graphs, the x- and y- axis were 
drawn with thick lines. We also added dashed lines to represent the main 
graduations on each axis. For line graphs, we used two different line styles (solid 
line and tight dotted line) to represent the series of data. For the histograms, we 
used different textures for different series of bars. The legend was added at the 
bottom right of the graphic. 
 Geographic Maps. We have designed two types of geographic maps showing 
either the different regions of a country or the different cities of a country (Figure 
75 D) [34]. The borders between neighboring countries were drawn with solid lines 
and the borders between regions were drawn with dotted lines. All the cities were 
represented by solid circles [32] and each city or region was associated with Braille 
number for simplicity. The sea was represented by a specific texture and the caption 
was added at the bottom right of the graphic which included two columns: the 
symbols on the left column and the Braille legend on the right column. 
 Neighborhood-Building Maps (Figure 75 E). In the neighborhood maps, the 
streets were represented by solid lines (sidewalks and street width did not appear), 
as proposed in [18]. For additional elements on the map, we have used both solid 
dots or solid/empty triangles which are both symbols recommended in [94]. The 
caption was added at the bottom right of the graphic. In the building maps, the walls 
were represented by solid lines and the gaps corresponded to the doors. Each room 
was identified by a Braille number. 
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Figure 75. Example of raised-line graphics used for behavioral study. A: 2D Drawings; B: Drawings with Perspective; 
C: Mathematical Graphs; D: Geographic Maps; and E: Neighborhood-Building Maps. 
4.4.3 Experimental setup 
During the experiment, participants were comfortably sitting in front of the raised-line 
graphic placed on a table. A GoPro Hero4 camera (60 Hz) was attached above the graphics 
(as shown in Figure 76 left). We painted the left and right index fingernails of the 
participants with red and yellow nail varnish respectively (as shown in Figure 76 right) to 
track them using computer vision algorithms (see section 4.5). The explanations about the 
experiment and instructions were read verbally to get participants’ consent. 
 
Figure 76. The experimental setup used in this study. 
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4.4.4 Task and Procedure 
The instruction can strongly influence how people explore tactile graphics [15]. Hence, we 
designed three types of tasks based on different instructions. Among the three tasks, the 
first two tasks focus on image identification while the third one focuses on image 
comprehension. 
1) Free exploration (Free): the participant freely explores the graphic for up to 60 
seconds until eventual identification. 
2) Exploration with context (Context): before the exploration, the experimenter 
mentions the graphic type. The participant then freely explores the graphic for up 
to 60 seconds until eventual identification. 
3) Purposeful exploration (Purpose): before the exploration, the experimenter 
mentions the graphic type and provides an instruction related to the graphic 
elements. The participant then explores the graphic for up to 90 seconds to answer 
the question. 
The questions differed according to the type of graphic. For 2D drawings or drawings with 
perspectives, they were forced choice questions with two levels (e.g. “is it a <animal 1> or 
a <animal 2>?”). We chose two similar animals not to make the task too easy. For the 
mathematical graphs, the questions were about comparing data (e.g. “Are purchases more 
important than sales in <year 1> or <year 2>?”). For geographic maps, questions were 
about distance or size (e.g. “Is <city 1> closer to <city 2> or <city 3>?” or “Is <region 1> 
larger than <region 2>?”). For neighborhood maps, the questions focused on path departure 
and arrival (“Between departure and arrival points on that path, which one is the closest to 
a grocery?”). Finally, for building maps, the questions were about comparing different 
rooms (e.g. “Is <room 1> closer to <room 2> or <room 3>?”). 
The experiment followed a within-subject design with two factors: the type of graphics (2D 
Drawings, Drawings with Perspective, Mathematical Graphs, Geographic Maps and 
Neighborhood-Building Maps) and the task (Free, Context, and Purpose). The study was 
divided into three blocks corresponding to each of the three tasks. Each block was 
composed of 10 trials with two raised-line graphics of each type. Within each block, the 
order of the trials (graphics) was randomized. The order of the blocks was always the same 
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for all the participants: 1) Free, 2) Context, and 3) Purpose. The maximum duration for 
each trial was 60 seconds (Free and Context tasks) or 90 seconds (Purpose task). During 
the experiment, users were free to take a break between blocks. 
4.4.5 Methods 
In total, each participant explored 30 raised-line graphics. We collected data from: 3 (Tasks) 
* 5 (Types of graphics) * 2 (Repetitions) * 10 (Participants) = 300 trials.  
4.4.5.1 Finger Tracking Algorithm 
In order to identify tactile fixations, we tracked the participants’ finger movements by 
leveraging color tracking algorithms. Our tracking algorithm is based on a series of image 
processing techniques that enable us to detect predefined color blocks (red and yellow color 
on nails) in each video frame. More precisely, the main steps of our method are as follows 
and an example of tactile fixation identification result (one image represents one frame) is 
shown in Figure 77: 
1) Gaussian Blurring with the aim of reducing image noise and enhancing image 
structures; 
2) HSV color space transformation. HSV (Hue, Saturation, Value) color space is an 
alternative representation of the RGB color model. It is often used for object 
detection and tracking in Computer Vision; 
3) Color block tracking in each video frame; 
4) Corrosion operation to decrease the size of the detected color blocks, which can be 
used to discard small and meaningless targets; 
5) Region expansion aiming at increasing the size of meaningful color blocks. The 
operation leads to the merge of neighboring color points. 
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Figure 77. An example of real-time finger tracking and tactile fixations identification. Yellow point represents a short 
tactile fixation on the left hand and the red square represents a long tactile fixation on the right hand. 
We applied our finger tracking algorithm on 296 videos (4 videos were discarded because 
the participants’ head was accidentally recorded). Duration of the videos differs according 
to the participants and tasks. More precisely, the videos are between 12 and 90 seconds 
long, and the average duration is 54.8 seconds. We calculated the hit rate of our finger 
tracking algorithm which is the ratio between the number of frames with finger detection 
and the total number of frames in all the trials.  
Here, it should be noted that to make sure we can obtain a high hit rate, we conducted a 
data cleaning process: we developed a Python program to automatically play each video 
frame by frame. For each frame without finger tracking, we manually verified the reason. 
If the missing tracking occurred when the finger was out of the image or when another 
finger was masking the color block of current finger (as shown in Figure 78), we moved to 
the next frame. If the absence of tracking was due to the performance of the finger tracking 
algorithm, we manually added a tag in the video. Finally, the hit rates for the left and right 
index fingers were 98.0% and 97.3% respectively. The missing detections were due to the 
reasons presented earlier. 
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Figure 78. An example of tracking lost: red square represents the missed tracking (due to overlapping fingers). 
4.4.5.2 Identification of tactile fixations 
As said earlier, we define a tactile fixation as the exploring finger being stationary within 
a given spatial and temporal window. Due to the technical similarity between eye fixations 
and tactile fixations, we applied the Dispersion-Threshold Identification (I-DT) algorithm 
that was initially used for detecting ocular/eye fixations [110]. The I-DT algorithm is 
relatively simple to use compared to other algorithms that generally require specific data. 
For I-DT, only two parameters are needed: maximal spatial dispersion and minimal fixation 
duration. Both parameters are important since they define the tolerance of the detection 
algorithm. Increasing dispersion or decreasing duration leads to detecting more fixations. 
It is important to note two observations: i) hand movements are more continuous than eye 
movements and sometimes jump from one element to the other (saccade-like movements). 
Hence, it is possible to detect very short tactile fixations if the fixation duration threshold 
is too low; ii) a finger is not rigorously static during a tactile fixation. In fact, it is slightly 
moving to retrieve information about the underlying element. Hence, the spatial dispersion 
threshold must tolerate these small movements. 
Therefore, an important question concerning the use of I-DT algorithm is the value of the 
two parameters. The threshold values of the eye fixations (usually between 20-50 pixels 
for the dispersion and 200-300 ms for the duration) are not applicable for tactile fixations 
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because the hand movements are less accurate and slower than eye movements. The 
minimum fixation duration and the maximum spatial dispersion should be greater than for 
eye fixations. Considering our setting, we used 50 pixels for dispersion, which corresponds 
to 14 mm (the correspondence between 50 pixels and 14 mm is specific to the conditions 
of our study. It depends on the distance between the camera and the surface and on the 
camera lens being used too). The value of 50 pixels (e.g. 14 mm) is large enough for 
identifying a tactile fixation since the average dimension of an index finger is 9 mm width 
and 16 mm length [76]. We used 500 ms as the minimum fixation duration because it 
discards very brief fixations during exploration. Using a shorter duration threshold would 
result in detecting a very large number of events that are not relevant. 
4.4.5.3 Statistical tests 
For all the measured variables, we first used a Shapiro-Wilk or Anderson-Darling (if the 
number of data is more than 5000) test to determine if their distribution was normal. If not, 
we tried to transform the data to get a normal distribution with a Box-Cox transformation 
[108] and then conducted an ANOVA test. For the data that could not be transformed, since 
our study followed a within-subject design, we conducted a Friedman test which is 
specifically intended for non-parametric data. 
4.4.6 Results 
In this section, we first report the identification rates (i.e. how well participants completed 
each task). Then we detail our findings on the temporal distribution of tactile fixation. We 
then present our systematic analysis of tactile fixations inspired by different methods 
indicated in [21] and describe three recurrent movement patterns involving one or two 
hands during the tactile exploration. 
4.4.6.1 Identification rate and correct answer rate 
We calculated the graphic identification rate for the Free and Context tasks, as well as the 
percentage of correct answers for the Purpose task.  Participants had an identification rate 
of 32.9% (CI [22.1%, 43.7%]) in the Free task and 60% (CI [49.0%, 70.9%]) in the Context 
task. The percentage of correct answers in the Purpose task was 80% (CI [67.7%, 92.3%]). 
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4.4.6.2 Tactile fixations 
To get comparable results for the two hands, we conducted a preprocessing step to discard 
fixations detected on legends of each raised-line graphic. The rationale for excluding these 
tactile fixations comes from [15], which indicated that people with VI more often use their 
left hand (rather than the right hand) to read Braille (especially legends). Therefore, we 
ignored these fixations to remove the effect of legends when comparing the two hands. In 
total, we detected 13209 tactile fixations for all users (instead of 14975 fixations before the 
preprocessing phase). 
We generated a temporal distribution of the tactile fixations (see Figure 79). From this 
figure and the original data, we can make four observations: 1) The durations of tactile 
fixations vary from 500 ms to 48 s (very long fixations sometimes correspond to “forgotten 
hands”, see discussion); 2) The number of tactile fixations decreases when the fixation 
duration increases with a lognormal distribution; 3) 84.3% of the tactile fixations are less 
than 1-second-long; 4) There is a peak of the durations between 550 and 600 ms. 
 
Figure 79. Distribution of tactile fixations according to the fixation duration. 
4.4.6.3 Number of tactile fixations 
We analyzed the number of fixations according to three variables: Hand, Graphic Type and 
Task. The Shapiro-Wilk test showed that the number of tactile fixations did not follow a 
normal distribution (w = .98, p < .001). We transformed the distribution to normal using 
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Box-Cox (after the transformation, the distribution was normal with p = .189). The 
ANOVA on the transformed data showed a significant difference between the numbers of 
tactile fixations according to both Hand (F = 11.94, p < .001) and Graphic Type (F = 7.89, 
p < .001), but not to the Task (F = .13, p =.878). There was also an interaction between 
Task and Graphic Type (F = 3.33, p < .001). 
The average number of tactile fixations was 24.2 on the left finger and 20.4 on the right 
finger (see Figure 80-a). Although the tactile fixations on the legend areas have been 
discarded, we still observed more fixations with the left finger than the right finger. 
The Tukey post-hoc test showed a significant difference between 2D Drawings and the 
four other types of graphic (Drawing with Perspective: p = < .01, Geographic Map: p < .05, 
Mathematical Graph: p < .001, Neighborhood-Building Map: p < .01). The average number 
of fixations was smaller for 2D Drawings (17.8) than for Drawings with Perspective (22.9), 
Geographic Maps (22.4), Mathematical Graphs (25.2) and Neighborhood-Building Maps 
(23.3), as illustrated in Figure 80-b. 
 
Figure 80. a. Average number of left and right tactile fixations, b. Average number of tactile fixations according to the 
type of graphic. (95% CI). 2DD: 2D Drawings; DwP: Drawings with Perspectives; GM: Geographic Maps; MG: 
Mathematical Graphs; NBM: Neighborhood-Building Maps. 
Concerning the interaction between Task and Graphic Type (p = 0.012, see Figure 81), the 
Tukey post-hoc test showed that there was a significant difference between the number of 
fixations on 2D Drawings and the number of fixations on Drawings with Perspective (p 
< .05), Mathematical Graphs (p < .001) and Neighborhood-Building Maps (p < .001) for 
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the Purpose task. We did not find such difference between 2D Drawings and the other 
graphics for the Free and Context tasks (see Figure 81). 
 
Figure 81. Number of fixations according to the Task and Graphic Type (95% CI). 
4.4.6.4 Duration of tactile fixations 
The Anderson-Darling test (instead of Shapiro Wilk test because we had more than 5000 
samples) showed that the fixation durations did not follow a normal distribution (A = 
2890.2, p < .001). Since the distribution cannot be transformed to normal, we used a 
Friedman test which showed that there was a significant difference of fixation durations 
according to Hand (p < .01), Graphic Type (p < .001) and Task (p < .001). There was also 
an interaction between Task and Graphic Type (p < .001). 
The overall average fixation duration was 897 ms. As shown by the Friedman, it was 
significantly shorter with the left hand (835 ms) than with the right hand (970 ms; see 
Figure 82-a).   
Regarding the Type of Graphic, a Pairwise Wilcox test with Bonferroni adjustment showed 
that there were significant differences between 2D Drawings and three other types of 
graphics (Geographic Maps: p < .05, Mathematical Graphs: p < .001 and Neighborhood-
Building Maps: p < .01), as well as between Drawings with Perspective and three other 
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types of graphics (Geographic Maps: p < .01, Mathematical Graphs: p < .001 and 
Neighborhood-Building Maps: p < .001).  Overall, fixations were shorter on 2D Drawings 
(813 ms) and Drawings with Perspective (810 ms) than on Geographic Maps (917 ms), 
Mathematical Graphs (973 ms), and Neighborhood-Building Maps (948 ms; see Figure 82-
b). 
Regarding the Task, a Pairwise Wilcox test with Bonferroni adjustment showed that there 
was a significant difference between the Free and Purpose task (p < .001) and the Context 
and Purpose task (p < .001). The average fixation duration was larger for Purpose (1019 
ms) than Context (829 ms) and Free (834 ms), as illustrated in Figure 82-c. 
 
Figure 82.  Fixation duration according to: a: the hand; b. the type of graphic; and c. the task. (95% CI). 2DD: 2D 
Drawings; DwP: Drawings with Perspectives; GM: Geographic Maps; MG: Mathematical Graphs; NBM: 
Neighborhood Building Maps. 
Concerning the interaction between Task and Graphic Type (p < .001), we found that: 1) 
the aforementioned difference between 2D Drawings, Drawing with Perspective and the 
other types of graphic, was only true for the Purpose task (both p < .001). 2) The fixation 
durations for Geographic Maps, Mathematical Graphs and Neighborhood-Building Maps, 




Figure 83. Average duration according to the Task and Graphic Type. (95% CI) 
4.4.6.5 Exploration patterns 
In our study, we started questioning the role of tactile fixations during the exploration of a 
whole graphic. More precisely, we looked for patterns that include successive tactile 
fixations. We first tagged the 296 videos with the occurrences of tactile fixations. Then we 
watched all the videos to tag exploration patterns relying on tactile fixations. Among the 
296 videos, 98% of the videos showed two-handed exploration. This is in line with [133], 
which suggested that when the workspace is large enough (A3 format in our setting), there 
are more two-handed movements and the identification of the graphic is improved. We 
classified two-handed patterns including tactile fixations into the three following categories: 
1) Anchor Point. In this pattern, one finger remains steady (long tactile fixation) on 
the anchor point while the other hand moves around the graphic (with eventual 
short tactile fixations) (see Figure 84). In general, the aim of this pattern is to do a 
comparison between graphical elements according to the anchor point, for example 
to create orientation and distance relations between graphical elements. 
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Figure 84. Conceptual illustration of the Anchor Point pattern. The right index is anchored to a point while the left 
index explores various other elements of the graphic. 
In Figure 85 we can identify at least one Anchor Point pattern observed with subject 
No. 9 while exploring a geographic map in the Purpose task. It starts with a long 
anchor point of the right finger (red square No. 21), during which the left finger 
performs many short tactile fixations (blue circles No. 22 to 27) at the top of the 
graphic. 
 
Figure 85. Example of an Anchor Point pattern. Tactile fixations on left and right index fingers are represented by 
circles and squares respectively. Numbers correspond to the tactile fixation order. Blue color represents “short” 
fixations (0.5 to 1 s) and red color represents “long” fixations (> 5 s). 
2) Switching Fingers. In this case, the user first selects a specific point as the anchor 
point with one hand (tactile fixation). Then he changes the finger used for holding 
the anchor point (Figure 86). Most often the switch occurs between left and right 
index fingers (or vice versa). 
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Figure 86. Conceptual illustration of Switching Fingers pattern. The right hand is at the center of the map while the left 
hand explores the left part of the map. After a while, the left hand replaces the right hand at its anchor point and the 
right hand begins to explore the right part of the map. 
Figure 87 illustrates a Switching Fingers pattern between the right and left fingers 
with subject No. 8 while exploring a geometric map in the Free task. The right 
finger is holding an anchor point at the middle of the graphic (orange square No. 2) 
while the left finger is exploring the left part of the graphic (tactile fixations No. 1, 
3 and 4). Then, the left finger replaces the right finger at the fixation No. 5 and the 
right index finger conducts the exploration of the right side of the graphic (tactile 
fixations No. 6 and 7). 
 
Figure 87. Example of a Switching Fingers pattern. Tactile fixations on left and right index fingers are represented by 
circles and squares respectively. Numbers correspond to the tactile fixation order. Blue color represents “short” 
fixations (0.5 to 1 s) and orange color represents “middle” fixations (1 to 5 s). 
3) Chaining Hands. This pattern appears when the right hand follows the left hand 
(or vice versa) from one point to another one (see Figure 88). In addition, Figure 
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89 illustrates a Chaining Hands pattern observed with subject No. 3 during the 
exploration of a geometric map in Free task. In this example, the right hand (squares) 
follows the left hand (circles). The fixation No. 1 and 2 on the left part of the graphic 
are the first ones (left and then right hand at the anchor point). Then both fingers 
go to the middle of the graphic (tactile fixations No. 3 and 4). The same patterns 
(left and then right hand) appears again with tactile fixations No. 6 - 7, No. 8 – 9 
and No. 10 – 11. This pattern was frequently observed at points of interests in the 
graphics but also during the Braille reading. 
 
Figure 88. Conceptual illustration of Chaining Hands pattern. The right hand is at the rabbit’s foot then it is joined by 
the left hand. Later, the right hand goes at the mouth of the rabbit and is followed by the left hand. The same movement 
occurs also at the ear of the rabbit. 
 
Figure 89. Example of a Chaining Hands pattern. Tactile fixations on left and right index fingers are represented by 
circles and squares respectively. Numbers correspond to the tactile fixation order. Blue color represents “short” 
fixations (0.5 to 1 s). 
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4.5 General discussion and perspectives 
In the discussion, we first answer the research questions that were introduced at the 
beginning of this chapter and then we discuss the main limitations as well as 
recommendations for future work. 
4.5.1 Can we detect tactile fixations? 
The results show that it is possible to detect tactile fixations on two-handed movement data 
related to raised-line graphics exploration. The I-DT algorithm that we chose provides 
valuable results. They show that the number and duration of fixations vary according to 
the hand being used, the type of graphic and the task being performed. The values that are 
chosen for dispersion and duration in this algorithm will modify the number of “very short” 
fixations. Although we spent a lot of time trying to find a minimum duration threshold in 
the distribution of tactile fixations, we have not converged towards an indisputable value, 
and we finally chose a threshold (500 ms) that makes sense according to the tactile 
exploration behavior (hand movements are not as quick as eye movements). This was not 
prohibitive in our case because we have carried out a comparative behavioral experiment 
(number of fixations according to different variables). However, future work will have to 
ask the question about the separation between slow contour-following movements and 
tactile fixations on graphical elements. In short, further studies about the duration threshold 
should be conducted but it should be noted that this value may do not exist, or very difficult 
to identity. 
Our results also show that the duration of tactile fixations varies from short fixations – 
starting at 500 ms in our case – to very long fixations. The longer one was 48 seconds long, 
but 80% of the fixations are less than one second long. Looking at the videos, we observed 
that some very long fixations correspond to a “forgotten hand”, which means that the 
subject is focusing on the other hand only. It is an open question to assess the role of what 
we call “forgotten hand”. In the videos, we observed that these tactile fixations are less 
than 2%. Other long fixations seem that were made on purpose and occurred when 
participants were required to answer specific questions (i.e. the Purpose task in our study, 
see section 5.3). This observation suggests that users rely on longer fixations to answer the 
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question: generally, while performing long fixations with one hand, the other hand is used 
to explore different graphical elements related to the question. Users rely on the different 
exploration patterns that we identified to conduct various types of tasks such as the data 
comparison tasks. Finally, we realized that answering specific questions requires more 
attention but the question is open to verify whether long fixations systematically 
correspond to higher cognitive loads. 
4.5.2 Do users perform tactile fixations with both hands? 
Both hands do tactile fixations during the exploration, but, in line with [15], our results 
show that there are significantly more fixations with the left hand than with the right hand, 
independently of the graphic type or ongoing task. On the contrary, the duration of tactile 
fixations is generally longer on the right hand than on the left hand. Among all the trials, 
we found 109 fixations longer than 5 seconds with the right hand, against only 46 with the 
left hand. This tradeoff between the number and the duration of tactile fixations is not easy 
to interpret but may reflect the fact that the left hand is more often used as a probe to find 
elements in the graphics whereas the right hand is more often used as an anchor to build 
topographic relationships between elements included in the graphic. 
4.5.3 Do tactile fixations vary according to the type of graphics and the 
exploration task? 
Our results show that there is a significant effect of the graphic type on the number and 
duration of tactile fixations. As mentioned by the tactile document maker that we consulted, 
2D drawings with and without perspective in our study are not suitable for tactile 
exploration while the other three categories of graphics have been already designed to be 
interpretable for tactile exploration. One reason that we can imagine about the differences 
(in the number and duration of tactile fixations) occurred between different types of 
graphics is that there are more areas of interest in these adapted graphics and that it is easier 
for users to make sense of them. 
Another interesting result concerns the observation of significantly longer fixation 
durations during the "Purpose" task. This is quite logical considering that in this task the 
users must relate different elements of the graphic to answer the question. For example, for 
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mathematical graphs - but this is also true for the other types of graphics - they must 
compare several points of interest in order to deduce the correct answer to the question. It 
is therefore not surprising that users make longer tactile fixations on one hand while the 
other hand explores the points to be compared. 
4.5.4 Can we relate tactile fixations to exploration strategies? 
Our results are in line with previous observations on exploration strategies showing that 
both hands are frequently doing stops as well as back and forth movements when exploring 
a tactile graphic [56][126]. They suggest that tactile fixations are gathered into patterns 
which themselves can be grouped in time and space to build more elaborate cognitive 
strategies aiming to interpret the graphic. For example, the “point of reference” strategy 
mentioned by [126] is an assembly of Anchor Point patterns that allows the user to 
understand the relationships between an important element of the graphic and several other 
elements around it. The Switching Fingers pattern seems to be an adaptation of the Anchor 
Point pattern, which avoids crossing hands when exploring both sides of the graphic. In 
other words, both patterns would give evidence of the use of the same cognitive strategy 
but considering the constraint of the spatial layout of the graphic. During the Chaining 
Hands pattern, participants browse a series of elements of the configuration. This pattern 
can give rise to the cyclic cognitive strategy observed by [36]. It would reveal the intention 
to memorize a “route” or a succession of meaningful elements in the graphic. In addition, 
although the Anchor Point pattern has already been observed by Wijntjes et al. [133], the 
Switching Fingers and Chaining Hands patterns have never been observed before. We 
suggest that these two-handed exploration patterns are at an intermediate level and can be 
put together to give rise to higher level successful strategies that have been previously 
described (e.g. the reference point and cyclic strategies observed respectively in [133] and 
[36]). 
4.5.5 Lessons learned and implications for HCI and other fields 
The main contribution of our study is a method to track fingers movements and then to 
identify tactile fixations, which can be further used to assess the non-visual graphics 
exploration strategies involved. This method can have many implications for specialized 
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teachers, document makers, designers and researchers. We detail different implications 
below: 
1) To our knowledge, there are instruction techniques related to how to explore tactile 
graphics at a higher level in special education for people with VI (start with reading 
the title, finding and exploring the legend, etc.). However, there is no recognized 
instruction technique relying directly on tactile fixations or exploration patterns 
based on tactile fixations. With our method, special education teachers can identify 
tactile fixations and exploration patterns leading to a better understanding of tactile 
graphics. They can then propose recommendations on how to better perform two-
handed exploration of tactile graphics. 
2) Tactile document makers can easily observe that some important points of tactile 
graphics have not been touched or, on the contrary, that irrelevant points of the 
graphics are touched many times with long tactile fixations, which may reflect 
user’s confusion. They can then propose guidelines to better design tactile graphics. 
3) Interaction designers can design feedback for audio-tactile graphics (see [10]) that 
are coherent with the user’s behavior. For instance, during the discovery phase of a 
tactile graphic, there is no need to design feedback for short tactile fixations because 
they are too frequent, but they can add feedback on long fixations to assist the user’s 
exploration (e.g. naming the point). In addition, the system can inform users that 
some important points of the graphics have not been touched yet and indicate where 
they are. During the memorization phase (i.e. after the discovery phase), command 
menus can be added to relevant points of the graphic (points with long fixations) to 
better compare or memorize the relative location of points of interest, and hence 
improve the comprehension of the graphic. Interestingly, these contextual menus 
will not interrupt the exploration process. 
4) Finally, researchers in psychology and HCI can use this method to better understand 
the exploration strategies of tactile graphic. Many questions related to the link 
between the observed behaviors, the involved cognitive strategies and the 
participants’ performances can be addressed. 
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4.5.6 Limitations and future work 
There are limitations and open questions arising from this initial study on tactile fixations. 
The first limitation we can mention concerns the technical implementation of the tactile 
fixation identification algorithm. We opted for a visual tracking based on colors. Although 
this is easy to implement, illumination conditions and occlusions induce tracking 
breakdowns that we corrected by visually checking the videos (with our finger tracking 
algorithm, the average tracking loss rate was less than 5%). This is time consuming and 
not optimal. It would be interesting to use a more reliable tracking system. An infra-red 
motion capture system could ease tracking in lab conditions, but only if the sensors placed 
on the fingers do not hinder exploration. In terms of interpretation, our results need to be 
complemented by further analysis of the occurrences of exploration patterns and their 
concatenation to build more elaborate cognitive strategies. Beyond the identification and 
interpretation of tactile fixations, it would be interesting to implement algorithms to 
identify exploration patterns in order to finally link them to cognitive strategies. Besides, 
we did not investigate the potential impact of tactile expertise on the fixations. Finally, 
thanks to our experimental design including three tasks (free, context, purpose), we have 
observed the differences in exploration behaviors according to the task being performed. 
This result confirms the hypothesis that we made by observing people with visual 
impairments exploring tactile graphics under different uncontrolled conditions. It opens up 
a set of research questions related to the impact of the task on exploration behaviors. 
We also think about interesting future work based on tactile fixations. The concept of tactile 
fixations comes from research studies on eye fixations. In this domain, fixations can 
indicate the most salient elements in the visual scene, but they can also indicate the 
attention paid to certain elements in the scene [57]. Similarly, tactile fixations can be used 
to identify the salient elements of the tactile graphic, but also the elements - salient or not 
- on which the user is focusing his/her attention (as shown in Figure 90). As mentioned in 
the previous section, these analyses can lead to design better tactile graphics, inducing less 
difficulties during exploration, and they can also inform the design of more usable 
interaction techniques with hybrid or digital graphics [30]. For example, one can imagine 
that command menus appear as a function of the time spent exploring certain elements of 
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the graphic or when certain behavioral patterns - such as the Anchor Point - are detected. 
Such a system could help young users with visual impairments, who are learning to read 
tactile graphics, to interpret them more easily. 
 
Figure 90. Heat map based on the distribution of tactile fixations. 
4.6 Conclusion of Chapter 4 
In this chapter, we proposed a behavioral marker that we called “tactile fixation”, which 
can help to understand how people with VI explore raised-line graphics. The results from 
analyzing a large data set of finger explorations, collected through a controlled study with 
participants with VI, demonstrate that such fixations not only exist, but also can help to 
explain the different behaviors observed during the exploration of tactile graphics. We are 
convinced that future research on tactile fixations can provide valuable insights on how to 
design better tactile graphics but also on the difficulties observed during the exploration of 
tactile documents by people with visual impairments. We also think that it can inform the 
design of more usable interaction techniques helping to explore and understand non-visual 
digital graphics. By introducing such a novel observation, we hope that our work will 
inform future research and open new research questions with the common goal of 


























Chapter 5 TactileLink: a remote 
collaborative graphics learning tool for 
pupils with visual impairments 
5.1 Introduction 
5.1.1 Context and motivations 
Collaborative Learning (CL) is an important concept in educational science and has been 
commonly applied during the teaching process [116]. In special education for pupils with 
VI, designing collaborative activities to improve the learning and inclusion of pupils with 
VI has also been investigated in recent years (see chapter Related Work). For example, the 
collaborative game (see Figure 91) co-designed by Metatla et al. in [83] aimed to tackle 
the barriers about the social engagement and participation faced by pupils with VI in 
mainstream schools. By conducting a series of focus group discussions and co-design 
workshops with both pupils with VI and sighted pupils, [83] proposed guidelines for 
designing inclusive collaborative games and found that such games could trigger dynamics 
in group learning and improve CL experiences. 
 
Figure 91. A series of co-design workshops with pupils with VI and sighted pupils to refine the design of collaborative 
game [83]. 
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However, although there exist various studies investigating CL of pupils with VI, most of 
them are still limited to face-to-face learning or teaching. This limitation is especially 
obvious in the field of learning based on graphics for pupils with VI. To our knowledge, in 
recent years, only [80] proposed a remote collaborative graphics learning system called 
TIMMs (see Figure 92). Although the design of TIMMs is still interesting and usable today, 
unfortunately, [80] was still a concept and has never been implemented or evaluated with 
stakeholders. Therefore, it is difficult to get valuable feedback concerning the difficulties 
faced by pupils with VI as well as their instructors during remote sessions. 
 
Figure 92. TIMMs remote learning application [80]. 
Since the end of year 2019, the COVID-19 pandemic greatly changed the way of learning. 
In France, online remote learning has been widely deployed since March 2020. In special 
education centers for pupils with VI, the way of learning has also been challenged. 
According to our discussions with special education teachers, they faced a lot of difficulties 
for preserving acceptable teaching, especially when the content relies on drawings (e.g. 
STEM, History, Geography, etc.). This situation has caught our attention and therefore, we 
started investigating the possibility of proposing a remote collaborative graphics learning 
tool. 
5.1.2 Survey 
Due to the COVID-19 pandemic, most of the learning moved online and there was an 
important need for remote collaborative tools for special education teachers. To better 
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understand the context and the needs, we launched an online survey during the national 
confinement in France. The objectives of this survey were to identify the online tools that 
special education teachers already used, the ones that they developed during the 
confinement, their unmet needs about remote learning and their teaching experience. 
This survey was conducted in April 2020, with the participation of 59 professionals for 
people with VI. Twenty-five of them (16 special education teachers, 5 educators and 4 
O&M instructors) conduct face-to-face teaching in normal situations, and had to adapt 
during the confinement. Other participants are psychologists, tactile document makers, etc. 
51% of the participants have more than 10 years of working experience. Since the main 
focus of this chapter is about collaborative tools used during remote learning, we only 
describe findings related to our focus here: 
 All professionals use computers daily during their work and this use is often in 
combination with smartphones. Tablets are also used in combination with 
smartphones but the use of tablets is less frequent. However, tablets are appropriate 
for some tasks, especially when a larger screen size is needed. 
 During remote learning sessions, digital applications such as Zoom, Text-to-Speech, 
speech recognition, etc. were more used than specific assistive tools (e.g. Inside 
One). This is mainly because of two reasons: 1) they are easy to use and relatively 
accessible; 2) people with VI prefer to use common tools that are less stigmatizing. 
 Computers are preferred for educational tasks. But, O&M instructors prefer using 
smartphones because the features of smartphones (mobile microphone and camera) 
can better answer their needs. 
 Professionals are open to both group and individual remote learning. Although it is 
good for inclusion to work as groups, it is difficult to maintain teaching quality if 
there are no additional supports (i.e. teaching materials, tools, etc.). 
 There were notable changes in terms of teaching mode during the confinement: 
teachers sent fewer documents (due to difficulties to maintain the learning quality) 
but contacted their pupils more often by email and phone.  
In summary, the results of this survey show that some digital tools and applications have 
been used by professionals for people with VI. However, the types and functions of these 
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tools as well as applications are still limited: they can only provide common and simple 
functions and are not specifically designed for remote learning (including remote graphics 
learning) for pupils with VI. In addition, this survey confirms that professionals and pupils 
with VI have faced challenges and difficulties during the confinement and that there is an 
urgency to design digital tools supporting remote collaborative learning, especially when 
based on graphics.  
5.1.3 Method and research questions 
In this section, we present the research questions that we identified based on the results of 
the survey and discussions with professionals. As we mentioned before, we aim to tackle 
the challenges faced during remote collaborative graphics learning. Our aim is to design a 
tool that is accessible for both pupils with VI and professionals and that supports remote 
collaboration on graphics. We relied on a co-design method that involves stakeholders from 
the beginning in order to improve usability and accessibility. We identified the following 
main research questions to drive the design: 
 Is there a need for designing a remote collaborative graphics leaning system? 
 What are the main requirements for such a system? 
 What are the envisioned difficulties? 
 What are the envisioned application scenarios? 
 How to implement the system? 
 How to evaluate the usability of the system? 
5.1.4 Motivations 
Remote learning has become common for pupils during the confinement. However, 
compare with traditional education (with sighted pupils), the special education for pupils 
with VI obviously faces more difficulties. This is mainly due to the lack of appropriate 
digital tools supporting different educational tasks. As we know, during the traditional 
education with sighted pupils, it is easy to keep interactions between pupils and their 
teachers via video conference tools. Teachers can also follow pupils’ learning process by 
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using either camera, screen sharing or many other online collaborative tools, for example 
Google Docs, Conceptboard (see Figure 93), etc.  
However, with these tools, it is difficult for special education teachers to remotely control 
the learning content of pupils with VI and follow their learning process in real time. This 
is even more problematic for remote graphics learning since teachers need often check the 
finger explorations of pupils with VI to give corresponding advices. Therefore, there is a 
need to re-consider a remote collaborative graphics learning tool for both pupils with VI 
and special education teachers. Different from [80], to design a fully usable tool, we 
decided to leverage the co-design method (as indicated in [83]) and refine the system 
gradually with stakeholders. 
 
Figure 93. An example of remote collaborative tool – Conceptboard. 
5.1.5 Contributions and structure of the chapter 
Our main contribution in this study is the design of a remote collaborative graphics learning 
tool called TactileLink, based on a co-design method. At the time of the writing, we did 
not yet fully implement the system and conduct user evaluations about the utility and 
usability of the tool. Here, we report on our findings from a series of co-design focus groups. 
In section 2, we present the project called DERi, which is an application developed in our 
lab for making interactive (audio) raised-line graphics. DERi is the basis of TactileLink. In 
section 3 and 4, we provide details about the design of TactileLink by presenting the two 
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focus groups that we organized with the professionals respectively. Then we summarize 
the results and give a general discussion in section 5. Section 6 is a conclusion of this 
chapter. 
5.2 Project DERi 
The « Cherchons pour Voir » lab aims at developing knowledge on visual impairments and 
assistive technologies to improve the autonomy and quality of life of blind and visually 
impaired people. The DERi is a CPV project for helping people with VI to explore and 
understand graphical information more independently. 
Before presenting further the DERi, we give two reasons why we aim to merge TactileLink 
with the existing DERi: 
1) As an accessible and interactive graphics learning tool, DERi is a relatively mature 
device. Designing a new tool based on this stable existing platform can greatly 
accelerate further implementation. 
2) There are several common functions that are identical and can be reused between 
these two projects, such as the graphics interactions with audio feedbacks. 
Compared with DERi, the main new feature of TactileLink is the remote 
collaboration. 
5.2.1 What is DERi? 
The project DERi (in French “Dessin En Relief interactif”, which means interactive 
Raised-Line Drawings) is a device with tactile overlays (e.g. raised-line drawings) placed 
over a touchscreen (i.e. applicable for touchscreens of any size, see Figure 94). The overlay 
provides tactile cues for hand/finger exploration, which is very important for people with 
VI. The touchscreen provides interactivity by adding vocal and sound feedback to any 
points or areas of interests of the tactile overlay. 
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Figure 94. DERi device with an interactive raised-line drawing representing a bee. 
There are two applications with DERi: The Editor and the Reader. The Editor is used to 
create the interactions on the raised-line graphics. The Reader is installed on Windows or 
Android touchscreens and enables users to explore the interactive raised-line graphics of 
different sizes (tabletop, Figure 95 left; touchscreen PC, Figure 95 middle; and tablet, 
Figure 95 right). 
 
Figure 95. Different sizes of touchscreen devices that are compatible with DERi, from left to right: tabletop, 
touchscreen PC and tablet. 
Finally, Figure 96 gives a simple demo about how DERi can be used. As we can see, the 
raised-line map represents France and has been added interactions. When people with VI 
double tap the interactive zones on the map, they receive audio feedbacks. 
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Figure 96. A simple example of a DERi drawing. The raised-line drawing is fixed over a touchscreen. When people 
with VI double tap interactive zones on the map, they get audio feedbacks. 
5.2.2 DERi Editor and Reader   
As mentioned in the previous section, the DERi device is usable when both the Editor and 
the Reader are available. In this section, we give more details about these two main 
components of DERi. 
The Editor is an application that enables professionals of VI to add interactions on digital 
drawings (which are digital versions of raised-line drawings). There are three main steps 
when using the Editor: 
 Draw the digital drawing. Before adding interactions, it is necessary to get the 
digital file of the drawing (i.e. SVG or PNG file). Professionals can choose to draw 
their own digital graphics on any existing software (e.g. Inkscape) or leverage 
existing graphics (i.e. the Editor can import existing SVG graphics). Figure 97 




Figure 97. Design the digital graphics using Inkscape. 
 Import the digital graphics into the Editor and add the interactions. The main 
interface of the Editor is shown in Figure 98. As we can see, there are tools for 
selecting the points of interests or the areas of interests. Once we have selected the 
points or areas of interests, we can add audio feedback on them. After the design 
process, all the interactions will be saved in a CSV file and can be read along with 
the raised-line graphics during the exploration. 
 
Figure 98. The main interface of the Editor. Users can import SVG digital graphics and then add interactions on points 
or areas of interests in the graphic. 
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 Print the raised-line drawing and export the DERi file to the Reader. This is the last 
step with the Editor. The drawing must be printed as a raised-line drawing and the 
DERi file including the interactions must be sent to the Reader.  
During exploration, the touchscreen displays the same content as the raised-line drawing 
and tracks the fingers locations to trigger interactions. The designed interactions on points 
or areas of interests can be triggered by single or double tap or any other pre-defined actions 
(gesture). The Reader application is accessible and can be used by people with VI. 
5.2.3 Challenges of using DERi for remote learning 
The COVID-19 pandemic seriously affected the education, especially the special education 
for people with VI. Although there was a need of interactive tools for supporting remote 
graphics learning of pupils with VI, we did not find many studies tackling this problem. 
Therefore, we proposed the idea of TactileLink based on the existing platform DERi. 
However, the DERi application was designed for face-to-face learning and has never been 
implemented and evaluated in a remote mode. 
According to our preliminary analysis, there are at least the following challenges or needed 
functions when using DERi for remote teaching: 
 In a traditional face-to-face scenario, it is easy for teachers to control the materials 
(e.g. raised-line graphics to be used in current class) and the behavior of the pupils 
(what he is touching). In order to use DERi remotely, all the necessary raised-line 
graphics must be delivered to pupils before the class. In addition, the current DERi 
application does not allow the teachers to change the DERi files remotely. However, 
to conduct remote collaborative learning, this function becomes especially 
important because it ensures remote teacher and pupils with VI can work on the 
same content (i.e. common grounding in CSCW). 
 Different from face-to-face scenario, using DERi remotely needs the DERi 
application to include many other extra features. For example, the feature ensuring 
remote tracking of the learning process is very important. Without this feature, the 
teachers are unable to follow the pupils learning and will greatly impair the teaching 
and learning quality. 
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 Although the main difference between TactileLink and DERi is the remote 
collaboration, to use TactileLink, pupils with VI need stronger personal ability: for 
example, pupils with VI should be able to change the raised-line graphics as 
independently as possible. In addition, remote learning may encounter many other 
problems, such as network problem. This also requires pupils to have the ability to 
solve problems or to seek help. 
These main challenges are the most intuitive ones while considering to use the DERi 
application remotely. To better understand the needs of the stakeholders, we conducted a 
series of focus groups with professionals.  
5.3 First focus group 
In this section, we present a focus group that we conducted with professionals of VI. The 
main objective of this focus group was to verify the basic idea of the remote collaborative 
graphics learning tool by discussing directly with them. Due to the national confinement, 
the focus group discussion was held online. During the two-hour discussion, we first 
presented our research objectives and then asked several questions concerning the concept 
of TactileLink. We then let participants drive the discussions and invited them to describe 
their needs for remote teaching and learning activities. We recorded and transcribed the 
discussions and then used the thematic analysis [3] method to label the key segments. The 
data analysis was validated through peer validation (3 people individually checked the 
results). 
5.3.1 Focus group preparation 
Since we decided to conduct the focus group online, we made some changes according to 
the situation. First, we tried several video conference platforms before inviting participants. 
We finally decided to use Zoom because it’s the most accessible one for people with VI. 
However, the screen sharing feature of Zoom does not allow to interactively co-work with 
participants. Therefore, we created a workspace on Conceptboard (see Figure 99), which 
allows all participants to leave notes at the same time. Conceptboard is a collaborative 
online whiteboard and enables to conduct a virtual brainstorming using sticky-notes, 
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sketches, shapes, arrows and many other components. In addition, to better present the 
concept of TactilelLink, we made several mockups with Axure. Axure is a software for 
creating mockups for websites and applications. It offers drag and drop placement, resizing 
and formatting of widgets. The mockups generated by Axure are interactive and can 
simulate the real use. 
 
Figure 99. The workspace created on Conceptboard. 
5.3.2 Participants 
In total, six professionals participated to this focus group. Among the six professionals, 
five are special education teachers and one is a regular teacher that is involved in helping 
pupils with VI.  
5.3.3 Scenario 
We led the focus group by using a real case scenario: the propagation of the coronavirus 
all over the world (i.e. we collected the daily cases and deaths from the website of John 
Hopkins University). More precisely, while presenting each envisioned feature of 
TactileLink, we showed a mockup (e.g. explore the daily COVID-19 cases in a specific 
region) using Axure.  
155 
5.3.4 Mockups for the focus group 
Based on preliminary discussions, we designed four different features, which were: 1) 
remote tracking; 2) remote control, 3) annotation and 4) navigation. It should be noted 
that they were only used to drive the focus group and to inspire more ideas for TactileLink. 
Participants were free to propose their own ideas during the focus group. 
For the remote tracking feature, the left par of  Figure 100 represents the screen of the 
teacher and the right side is the screen of the pupil. The two screens display the same 
content (i.e. the global coronavirus propagation map in our scenario). When the pupil with 
VI explores the map with their finger, there is a touch mark displaying on the teacher’s 
screen at the same time. Therefore, the special education teacher can track the finger 
movements in real-time.  
 
Figure 100. An example of remote tracking. From left to right: the teacher and pupil with VI screens. 
Another important feature that we proposed is the remote control of the interactive content. 
As shown in Figure 101, the special education teacher can (in)activate the interactions and 
feedback on North America is muted in this example. In addition, the teacher can also 
conduct data filtering. For example, the teacher can select to provide only the daily COVID 
cases to pupils (rather than both cases and deaths). To do this, the teacher must (un)select 
the corresponding data in his/her interface. 
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Figure 101. An example of remote content control. The North America is set to be invisible to pupils with VI. 
In addition, annotation is also an important feature. Both pupils with VI and teachers can 
add annotations anywhere they want. There are two types of annotations: audio and 
vibratory. In the example of Figure 102, the pupil with VI (Figure 102 right) added two 
annotations (one audio and one vibratory) on the map and the teacher (Figure 102 left) can 
visualize and interact with these annotations at the same time. We did not limit the methods 
to add annotations, but we proposed to use some specific interaction actions (gestures), 
such as two-finger click, long touch, etc. to add and select different types of annotations. 
 
Figure 102. An example of annotations. The pupils with VI added two annotations and the remote teacher can visualize 
and interact with these annotations at the same time. 
The last feature is called navigation. Here, the navigation means to change the graphics 
level, for example changing from the map of the world to the map of Europe and then to 
the map of France. This feature can be conducted by both the teacher and pupils with VI. 
Figure 103 shows an example of navigation conducted by the pupil with VI: when the pupil 
with VI performs a specific gesture, the level of the graphic is changed (from the world 
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map to the European map). This feature enables teachers and pupils with VI to navigate 
between different levels of graphical information. 
 
Figure 103. An example of navigation. From left to right: two screens of pupils with VI showing the world map and 
European map respectively. When the pupils with VI performs a specific gesture, the navigation feature can be trigged 
and then the level of the map will also be changed. 
5.3.5 Procedure of the focus group 
The focus group discussion was divided into several parts: 
 Introduction. Before presenting TactileLink, we gave an introduction about the 
objectives of the focus group and rules to be followed. We highlighted that the 
TactileLink concept came from real needs observed during the confinement. We 
also explained that during the focus group, all points of view are welcome and 
participants are free to comment. 
 Presentation of TactileLink. We presented the four different TactileLink features 
with mockup generated by Axure.  Here, it should be noted that during this focus 
group discussion, we did not present the DERi application and participants were 
free to propose any types of ideas about remote graphics learning. This was because: 
1) we did not want to limit the design of participants during the first co-design 
session; 2) the use of raised-line graphics is relatively inconvenient and if 
professionals could propose better solutions that do not need to include raised-line 
graphics, the remote deployment of TactileLink could be much easier. 
 Questions. To drive the discussion, we proposed four questions related to the 
usability and accessibility of TactileLink. They were:  
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o What do you think about this remote collaborative tool (pros and cons of 
TactileLinks and its envisioned functions)?  
o Do you have comments about the general use of this tool?  
o Do you think the proposed tool is easy to use?  
o Can you imagine scenarios of interest to you based on this tool?  
5.3.6 Outcomes of the focus group 
In total, this focus group lasted 1 hour and 50 minutes. After transcribing the discussion 
and labeling the key segments, we have summarized the following tables (left column: key 
segments, and right column: number of occurrences). 
Table 4. General comments about TactileLink. 
Comment Occurrences 
Compatibility with Inside One. 2 
Mental representation of the map while exploring the digital map.  6 
Get a larger amount of information. 5 
Rely on or accompanied with raised-line drawings. 5 
No tactile cues. 4 
Useful for remote teaching. 5 
 
Table 5. Comments about the annotations. 
Comment Occurrences 
Teacher can make and share annotations.  3 
Pupils can receive annotations from the teacher. 2 
Add notes during the class. 2 
Ability to explore annotations. 1 
Combine different types of annotations. 2 
Save the annotations for later use. 2 
Implement on different platforms (Android, iOS, etc.). 2 
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Table 6. Comments about the navigation between different levels of the graphics. 
Comment Occurrences 
For large map. 1 
Use common Android or iOS gestures. 1 
Audio feedback to indicate change of level. 1 
Put several layers of information. 1 
Ability to understand 4 
 
From the abovementioned key transcription segments and our direct discussions with 
participants, we can conclude three important points: 
1) For most of professionals, the proposed remote collaborative graphics learning tool 
is interesting. They also agreed that such tool would be especially useful for 
educational use. 
2) For all the professionals, they proposed to include raised-line graphic while using 
TactileLink. They agreed that exploring digital graphics directly could simplify the 
preparation process. However, they thought for a collaborative activity, the 
difficulties of exploring digital graphics may cause too much cognitive load and 
thus impair the collaboration. This would be more obvious for pupils with VI since 
they do not have enough cognitive abilities and tactile exploration experiences. 
3) The feature navigation should not be included in TactileLink. Although this feature 
can support more complex exploration tasks, the change of reference or level of 
graphical information would cause many problems for people with VI. It is always 
very difficult for people with VI to understand this change, especially for pupils 
without enough knowledge. 
5.4 Second focus group 
Following the results of the first focus group, we further organized the second co-design 
focus group specifically involving instructors and special education teachers. The principal 
aim of this focus group was to co-design with target users the potential application 
scenarios and also to refine the functions of TactileLink.  
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5.4.1 Focus group preparation 
Compared with our first focus group, there were many differences in terms of preparation. 
For the second focus group, we kept using Zoom as the communication tool. However, we 
decided not to use Axure to present the different features of TactileLink. This was because 
we found that for most of the participants, they were not familiar with Axure and they 
rarely tried to interact with different components of the Axure mockup. In this case, it 
seemed that there was no difference between the use of Axure and simple PowerPoint 
slides. We also changed the tool used for remote participation. We used an interactive 
online brainstorming tool called Padlet (as shown in Figure 104) to collect the comments 
from participants. We decided to change to Padlet mainly because this tool supports online 
real-time voting, which means for each comment, we can know how many participants 
agree or disagree with it. 
 
Figure 104. Collecting and organizing comments of many participants using Padlet. 
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5.4.2 Participants 
The second focus group was conducted with 4 special education teachers and 2 instructors 
for pupils with VI (i.e. they have never participated in our previous discussions). 
5.4.3 Procedure 
Similar to the previous focus group, during the second co-design focus group, the first step 
was also to introduce the objectives and participants. Since all the participants of this focus 
group have never participated in a previous discussion, we first gave a brief introduction 
of the interactive tool DERi. We then gradually presented the three main features fixed by 
the first focus group: 1) Remote real-time visualization of tactile exploration of pupils with 
VI; 2) Activation / deactivation of interactions and 3) Real-time manipulation (add, delete 
and modify) of contents. We also emphasized that the use of our tool is based on DERi and 
should accompany with a raised-line graphic. Including raised-line graphics is also one of 
the most important consensus of the first focus group. During the discussion phase, we first 
separated the six participants into two groups. Each group had one host from our laboratory 
to manage the discussion and answer questions. After 40 minutes’ discussion, we re-
organized them to the same communication channel to present their opinions about 
different questions of this focus group. Finally, we organized a series of vote to select the 
best answers for each question and then made a conclusion. 
5.4.4 Main questions of the focus group 
During this focus group, to better drive the discussion, we prepared seven questions 
covering different aspects while using TactileLink. They were: 
1) Who would use this tool? A teacher (you) with a single pupil with VI or with many 
pupils with VI? Pupils among themselves? How old are the pupils likely to use it? 
2) Where would the pupils be? In the classroom? At their home? And you, where 
would you be (classroom, elsewhere)? 
3) When would you use TactileLink? 
4) Which device would you use (PC, tablet, smartphone, or anything else)? Which 
device would the pupils use? 
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5) Which scenarios would you use TactileLink for? With which students? For which 
classes? Would everything be prepared in advance or would you use the Editor 
during the teaching session? 
6) In your opinion, what would be the main advantages of TactileLink? Why? 
7) In your opinion, what would be the main difficulties in using TactileLink? Why? 
5.4.5 Outcomes of the focus group 
The focus group lasted two hours. We recorded the verbatims of the participants and the 
Padlet notes. We present a synthesis of the results here: 
 Who can be TactileLink useful for? The participants have confirmed that this tool 
can be useful for pupils with VI. However, they also stressed the need for 
prerequisite skills or knowledge. They mentioned mandatory skills related to the 
use of digital tools as well as knowledge on raised-line graphic exploration, 
especially for younger learners. A locomotion instructor indicated that: “this could 
be useful but only for children with prerequisites about spatial vocabulary and 
without the need for physical guidance”. However, the professionals could develop 
solutions to compensate the possible lack of specific skills: one interesting solution 
was to commit parents in the activity. Another proposed solution was the dedicated 
design corresponding to the pedagogical level such as the adaptation of the teaching 
materials or the guidance. 
 What can be TactileLink useful for? One common point of view was that this 
tool can be useful for multiple classes and all the professionals in the field of VI 
(e.g. special education teachers, O&M instructors, occupational therapists, etc.). 
The use in culture and leisure has also been mentioned. However, as mentioned by 
participants (mainly teachers), the most useful context would be education. 
Although many different tasks were proposed, most of the discussion focused on 
exercises conducted at home in order to strengthen knowledge learned during face-
to-face lectures. In this scenario, the possibility of adding interactions for learners 
with VI would be particularly interesting. Another scenario that was considered as 
interesting concerns orientation and mobility. In that scenario, TactileLink can be 
used to get familiar with spatial landmarks or to be used during orientation and 
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mobility lessons (embedded smartphone or tablet). The participants agreed that the 
selection of the device being used should be made according to the target task and 
context. 
 Advantages of TactileLink. All the participants agreed that TactileLink can 
improve the inclusion of pupils with VI. They also emphasized that TactileLink 
would be an interesting tool for committing parents of the students in the learning 
of pupils with VI. 
 Potential issues. The participants raised several potential issues during the focus 
group. Among them, some were related to TactileLink itself and others focused on 
its use. For example, they wondered how to provide the pupils with VI with the 
raised-line graphics if they are not in a face-to-face lecture. The possibility of 
adding new interactions without modifying the original graphics might also raise 
questions. In addition, the efficiency of the collaboration between pupils with VI 
and the teachers was also questioned. Finally, the participants also discussed 
pedagogical considerations. While some of them pointed out that TactileLink could 
facilitate independence, others thought this could only be the case if the pupils had 
already prerequisite knowledge. According to them, initial use of this tool should 
be in the face-to-face lectures before leaving the pupils with VI autonomy. 
Moreover, although some participants thought this tool could save time in their 
teaching, others questioned the amount of preparation time required. 
5.5 General discussion and perspectives 
Due to limited time during the writing of this dissertation and the COVID-19 context, we 
did not finish the TactileLink project yet. In this chapter, we only present the results about 
the design and no details concerning implementation and evaluation.  
During the two focus groups with professionals, three important points were determined: 
1) the importance of raised-line graphics while using TactileLink; 2) three main features 
of TactileLink and 3) usage scenarios, target groups and usage suggestions of TactileLink. 
For the first point, at the beginning, we proposed to use our tool directly without adding 
additional supporting materials. However, all the participants of the first focus group 
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believed that it would be very difficult for pupils with VI to explore directly digital graphics. 
This is not only because the lack of tactile cues on the digital devices, but also the 
familiarization degree of pupils with VI on digital graphics exploration. Without including 
corresponding raised-line graphics, the proposed remote collaborative activity seems 
impossible. However, after several additional discussions with professionals, both of them 
agreed that it would be interesting to use directly the TactileLink (without additional 
supporting materials) in the future. They proposed to conduct such type of evaluations after 
pupils with VI are more familiar with TactileLink. Concerning the second point, by 
discussing with professionals, we adjusted and refined the three features of TactileLink. 
Finally, direct discussions with professionals of VI validated the possible usage scenarios 
(mainly for educational use), users (pupils with VI having prerequisite skills or knowledge) 
as well as usage suggestions (e.g. inclusion of parents). 
Our next works will focus on: 1) co-design with special education teachers and instructors 
respectively. 2) implement and evaluate TactileLink in one or two dedicated scenarios. 
Actually, through discussions with many participants, we found that for different types of 
professionals, they sometimes have different expectations for TactileLink. To better 
understand their needs and then co-design corresponding features and interactions, we 
decided to conduct two additional workshops with special education teachers and 
instructors respectively in our next work. We selected these two types of professionals 
because tasks with them can represent most of the usage scenarios that TactileLink focuses 
on. 
For about the implementation of TactileLink, for now, we already started working on two 
issues that were raised: 1) how to fix the raised-line graphics on the tablet, and 2) how to 
implement TactileLink from the technical level. For the first issue, we have designed a 
tablet case as shown in Figure 105. As we can see, this case has a small protrusion which 
enable pupils with VI to perceive the orientation of the tablet and fix the raised-line 
graphics on the screen. In addition, this case can also provide them with landmarks 
regarding the outline of the display. 
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Figure 105. Designed tablet case for fixing raised-line graphics. 
To tackle the second issue, we developed a simple demo to evaluate if the commonly used 
Socket communication can support this real-time collaborative activity. As shown in 
Figure 106, when someone explores the graphic on the tablet (left), the corresponding 
finger location is displayed on the smartphone (right). During the preliminary tests, we did 
not find any transmission delay in a local network. It seemed that the Socket 
communication is usable for us.  
 
Figure 106. Real-time finger tracking using Socket communication. 
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5.6 Conclusion of Chapter 5 
In this chapter, we presented the design of a remote collaborative graphics learning tool 
called TactileLink. Although TactileLink has not been fully implemented nor evaluated, 
the results of the focus groups informed us on important features regarding the tasks, the 
context of usage, and the functions to include. The ongoing step is the implementation and 



























Chapter 6 General discussion and 
perspectives 
Throughout this dissertation, we aimed to improve the accessibility of graphical 
information for people with VI by exploring the tactile exploration of graphics (including 
both tactile and digital graphics). By proposing VibHand, Tactile Fixations and TactileLink, 
this dissertation covers different aspects of accessibility issues of graphical information. In 
this chapter, we first summarize the different contributions of this dissertation by relating 
them with corresponding research questions. Then, as we already discussed the limitations 
of the three projects in the corresponding chapters, we give more general discussion about 
our contributions from a higher level here and propose several perspectives for future 
research. 
6.1 Dissertation summary and contributions 
In Chapter 1, we proposed three main research questions of this dissertation, which were: 
1) Can we augment human’s tactile exploration ability so that people with VI can explore 
digital graphics more efficiently? 2) Can we understand the tactile exploration behavior at 
a more refined level (finger level) so that we can help with producing accessible tactile 
graphics and designing interactive digital graphics? 3) How to design a tool that allows 
remote collaborative learning based on graphics? 
6.1.1 Augment human’s tactile exploration ability of digital graphics 
In Chapter 2 Part III, we discussed the digital graphics exploration and we especially 
emphasized the research of Tekli et al. [125], which validated the feasibility of exploring 
simple digital graphics directly on a touchscreen based tablet. Inspired by this research, we 
started to investigate the possibility of exploring complex digital graphics. However, the 
biggest challenge for efficient tactile exploration on tablets is the lack of tactile cues under 
the fingertip. Without these indicative cues, the exploring fingers of people with VI will be 
lost very often. 
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Although previous research has proposed audio based methods for helping exploring 
digital graphics (Chapter 2 Part III), designing vibrotactile interface on the hand to 
compensate the lack of tactile cues is still meaningful for some scenarios and has never 
been investigated before. Such a design involving various factors, for example the 
vibrotactile duration, layout and patterns, etc. has faced many challenges, but as we 
summarized in Chapter 3 Section 5, the final design of VibHand has met our expectations 
and improved both graphics recognition, comparison accuracies and the speed, unrelated 
finger path, etc. 
Overall, comparing with previous research, the results of our evaluations with VibHand 
were in line with [97] and [125]. The use of VibHand does not impair the finger tactile 
exploration, instead, by providing directional and progression cues, the exploration process 
becomes more efficient. The results of VibHand validated the possibility of exploring 
complex digital graphics on tablets by leveraging only vibratory feedback. Although such 
exploration experience cannot compare to tactile graphics exploration, the advantage of 
VibHand is that digital graphics are always easy to produce or to update. 
6.1.2 Understand tactile exploration behavior at finger level 
In Chapter 2 Part II, we gave a detailed presentation about tactile graphics and we presented 
also the different exploration strategies leveraged by people with VI while exploring tactile 
graphics. However, the strategies that have been discovered are still staying at a high 
cognitive level and a more refined level of analysis at fingers may reveal more useful 
information about the exploration strategies. In Chapter 4, we proposed the new concept – 
“Tactile Fixation”, which was inspired by eye fixations, to help describe and understand 
the finger-level tactile explorations. 
In Chapter 4 Section 5, we answered the different research questions about the proposed 
tactile fixations. Overall, by applying the paradigm of eye fixations as well as its 
identification algorithm to tactile explorations, we successfully identified tactile fixations. 
The results based on duration, number of tactile fixations met our hypothesis. In addition, 
as an unexpected discovery, the three identified tactile exploration patterns: Anchor Point, 
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Switching Fingers and Chaining Hands, are in line with previous discovered higher level 
cognitive strategies and helped us to establish a preliminary relationship with them. 
Finally, the identified tactile fixations can enable professionals like tactile document maker, 
interaction designers to analyze the finger stops during the tactile exploration in both 
quantitative and qualitative ways. The tactile fixations during the exploration of tactile 
graphics provide valuable information on how people with VI organize their one-handed 
or two-handed behavior. The salient points or regions can also be revealed by analyzing 
the distributions of tactile fixations. 
6.1.3 Design interactive tool for remote graphics learning 
During the writing of this dissertation, the spread of COVID-19 is still very active all over 
the world. As a real need during this difficult time, the findings based on the co-design of 
TactileLink provide valuable information about how to design remote collaborative tools 
for people with VI. 
By discussing with different professionals, we fixed the basic functions of TactileLink as 
well as the target users, scenarios, etc. Overall, such a design method was efficient and met 
our expectations. But more discussion about awareness of users, common knowledge 
grounding, graphical data access, roles and social practices during the collaboration should 
be conducted. The implementation and evaluation of the TactileLink should also be 
considered in the near future. 
6.2 Perspectives 
6.2.1 Perspectives of our contributions 
VibHand was designed to improve the exploration of digital graphics. However, as 
presented before, since the current vibrotactile interface supports only eight basic 
directions, all the digital graphics used by VibHand should be simplified. This increases 
the workload of users and also greatly limits the flexibility of VibHand. In the chapter of 
VibHand, we proposed to investigate other vibrotactile methods such as the tactile illusion 
to increase the directions that can be represented. Theoretically, tactile illusions enable us 
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to generate any directions according to our need as long as their parameters are set correctly. 
We have found studies investigating tactile illusion, but they have never been applied to 
the back of the hand nor to the digital graphics exploration scenario. We think that such 
research would be valuable and may provide a general solution for digital graphics 
exploration if people with VI are able to understand different vibrations at the same time 
(i.e. tablet, direct vibrotactile feedback of vibrators and virtual vibrations generated by 
tactile illusions). In addition, for now, we did not include any audio feedback while using 
VibHand. However, it is possible to combine VibHand with audio information and then 
use it at home (in a quiet environment). At the same time, we are also considering two-
handed exploration with VibHand. Investigating if the second hand have a different role 
while being instrumented would be interesting. Finally, future works on VibHand may also 
be combinations of our different contributions, one possible research question can be: could 
knowledge from tactile fixations be used to revisit the feedback given by VibHand 
according to user’s tactile exploration context. 
Another important contribution of this dissertation – tactile fixation, is a novel concept in 
HCI and was first systematically investigated from quantitative and qualitative aspects in 
our work. As a first dedicated work to tactile fixation, our research was unavoidably limited 
and left many open question. But at the same time, these open questions enable us to think 
about more perspectives on tactile fixations. For example, Figure 107 numbered all the 
two-handed tactile fixations. By following these tactile fixations according to their order, 
we can understand the cognitive process of the users with VI: the exploration begins with 
the tail of the horse and then followed by the head and the two hoofs of the horse. Such 
direct visualization of tactile fixations is useful for many different types of professionals, 
such as psychologists, special education teachers and designer, etc. Overall, tactile 
fixations can be analyzed from different aspects, whether single or combined, static or 
dynamic, they have potentials to reveal more information about the tactile exploration. 
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Figure 107. Two-handed exploration patterns based on tactile fixations 
Concerning the TactileLink project, although we have not finished the co-design process 
as well as the implementation and evaluation, from the preliminary discussion with 
professionals, we already found that such a tool would be interesting for remote teaching 
and learning, especially when the face-to-face teaching has become impossible in this 
period. Despite that the TactileLink tool was designed for graphics learning, its versatile 
design makes it possible to be used as a general remote learning tool for pupils with VI. As 
proposed by special education teachers, it can be also used to conduct reading, drawing 
and many other educational activities. But more in-situ evaluations should be conducted 
later to ensure its usability and user experience. 
6.2.2 Perspectives of non-visual tactile exploration of graphics 
In terms of long-term perspectives, the research on non-visual tactile exploration of 
graphics still has a long way to go. But this field is worth studying. From our point of view, 
there are at least following research directions that have potentials: 
 Multimodal. The term multimodal has been commonly used in HCI. However, one 
of the most promising and useful applications of multimodal feedback would be 
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assistive technologies for people with VI. This has been verified by a lot of studies, 
such as [42], which showed that the combination of audio and vibratory feedback 
could improve users’ tactile exploration experience. Although we have designed 
multimodal feedback (i.e. audio and vibratory) in our proposed TactileLink, its use 
is still very basic in this dissertation. Actually, multimodal feedback could integrate 
many other output interaction channels. The research from [12] (see Figure 108), 
which designed multi-sensory interactions, can be a good example for inspiring 
more advanced multimodal interaction. 
 
Figure 108. Multi-sensory interactive maps including objects providing touch sensation and sense of smell, etc. 
 Tangible. Tangible interaction is also very interesting for people with VI because 
it can naturally provide haptic feedback. As proposed by [113], Itsy-Bits (shown in 
Figure 109) is a system that can recognize small 3D-printed tangible objects on 
capacitive touchscreens. This idea could inspire the design of next-generation 
TactileLink (i.e. without accompanying tactile graphics) and the tangible objects 
can be used to represent some important graphical elements of the digital graphics. 
 
Figure 109. Itsy-Bits recognizes 3D-printed tangible objects via the capacitive touchscreen. 
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6.3 Towards a broader scope 
6.3.1 Design with blindfolded sighted people 
In this dissertation, especially during the design of VibHand, we recruited sighted 
participants (who were blindfolded during the experiments) to compensate the lack of 
participants with VI. We acknowledge this could be controversial in some situations, but 
our rationale to include them in our design comes from [97], which has verified that there 
are no differences observed between people with VI and sighted people in tactile 
exploration using vibrotactile access to graphical content rendered on tablets. The results 
on graphics recognition and comparison of VibHand confirmed this point again. 
From our results and the results of [97], we would like to introduce the question which has 
been discussed for several years in HCI: can blindfolded sighted people replace people 
with VI for experiments? In fact, if we limit to the tactile exploration of digital graphics on 
tablet, it seems that it is feasible to recruit directly sighted participants and this will greatly 
reduce the difficulty of the research because sighted participants are easy to recruit. But at 
the same time, we also should know that in our experiment with VibHand, although the 
recognition and comparison accuracies have similar results between people with VI and 
sighted people, other variable such as the unrelated finger paths are very different. We 
assumed that this type of difference came from the difference on cognitive ability.  
Therefore, in our opinion, it is possible that sighted people can replace people with VI in 
some very specific situations (for example tactile exploration on tablets with no differences 
on perceptual ability). 
6.3.2 Expand to other domains 
This dissertation focuses accessibility issues of graphical information for people with VI 
and our three contributions are all designed for people with VI. However, one possible 
question is that can we expand our contributions to other domains? 
More precisely, for VibHand, the designed vibrotactile directional and progression cues on 
the back of the hand are still effective and usable without the context of digital graphics 
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exploration. Then, it seems that the prototype VibHand can be used also in other non-visual 
tasks. For example, during the rescue mission of fireman, when the hands are blocked by 
obstacles, VibHand can be used to indicate directions or distance in combination with other 
sensors. 
The proposed tactile fixations can be also applied to other domains. For example, during 
the UX research based on touchscreen, people may leverage tactile fixations to evaluate 





















Chapter 7 Conclusion 
In this dissertation, we focused on the accessibility issues faced by people with visual 
impairments during the exploration of graphical information. We presented our 
contributions, their limitations as well as applications in the previous chapters. We also 
gave several perspectives based on different contributions. Although this research is still 
not complete and left open questions need to be investigated, this dissertation can still 
inspire future studies. In this final chapter, we analyze the pros and cons of this dissertation 
and discuss the potential societal impact of our contributions. We conclude the dissertation 
by discussing the main challenges in the coming years. 
7.1 Pros and cons of this dissertation 
In this dissertation, we investigated the non-visual tactile exploration on both digital and 
tactile graphics by people with VI. Our final objective was to help people with VI to better 
understand the world of graphics and to bridge the inclusive gap between people with VI 
and sighted people on graphical information. In this section, to better discuss the pros and 
cons of the different contributions of this dissertation, we first separate this section 
according to the type of graphics. Then we give a more general conclusion. 
In terms of tactile graphics, as a traditional and efficient alternative to visual graphics, its 
use is very common in special education for people with VI. The existing studies on tactile 
graphics have shown its usability but also the difficulties during the adaptation and 
production. In this dissertation, the Chapter “Tactile Fixations” specifically focused on the 
exploration of tactile graphics. By conducting a behavioral experiment, the proposed tactile 
fixations have been proven to be useful for describing the finger-level tactile exploration 
stops. As a novel concept in HCI, the contribution on tactile fixations is valuable for being 
used to evaluate tactile exploration and can be easily used as evaluation method in future 
studies. The finger-level analysis on tactile exploration can also provide more refined 
analysis and help to relate to higher level cognitive behaviors. However, the limitations of 
this contribution is also obvious, which are many open questions to be investigated in future. 
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We acknowledge that more systematic studies are needed to make the concept of tactile 
fixation being solid and we will continue completing this domain. 
For about contributions on digital graphics, based on the previous research of Tekli et al. 
[125] as well as the real need during the global pandemic, we proposed VibHand and 
TactileLink respectively. The design and evaluation of VibHand were very detailed in this 
dissertation and the use of VibHand has also shown its superiority over the research of 
[125]. However, the design process of VibHand can be further improved and evaluation on 
vibrotactile progression cues need more rigorous experiment. Finally, we leave the 
question to what extent the proposed VibHand can be used in real scenarios. Although 
commonly used tactile graphics are also simplified, we did not conduct further 
investigation on how many usage scenarios can be covered by VibHand. 
As for the proposed TactileLink, the idea of doing research based on real needs was 
exciting. The co-design of TactileLink responded to the needs of professionals for pupils 
with VI and the results of co-design process could also inspire other similar studies. But in 
this dissertation, the lack of implementation and evaluation of TactileLink was a bit 
regrettable. 
Overall, the contributions of this dissertation improved the accessibility of graphical 
information for people with VI. For both tactile graphics and digital graphics, their non-
visual tactile exploration was investigated in this dissertation. Whether from technical or 
theoretical aspect, the proposed solutions or concepts are valuable. But we acknowledge 
that further and deeper studies are very needed to compensate the limitations of our 
contributions. 
7.2 Societal impact 
As a research institution focusing on Accessibility of people with VI, the laboratory 
“Cherchons pour voir” already has certain influence in France. Professionals for people 
with VI that we collaborate in France have relied on the technical progress of our laboratory 
for advancing their special education with people with VI. The contributions of this 
dissertation, which could be used for improving the graphical information access, will 
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bring benefits to society, especially to the French community. The proposed VibHand has 
attracted attentions of professionals and they were interested in co-designing a more 
ergonomic prototype with us. The use of VibHand in museum as an assistive device for 
letting people with VI get familiar with special visiting routes was already in discussion. 
In addition, the concept of tactile fixation was also interesting to some psychologists. They 
proposed to co-develop a general library implementing different algorithms for tactile 
fixations identification with us and then publish this library as a public tool for being used 
by researchers. Finally, during the writing of this dissertation, the implementation and 
evaluation of TactileLink is in progress. Professionals, especially special education 
teachers, are looking forward to have a stable tool to maintain their remote teaching for 
pupils with VI. 
7.3 Decreasing the gap of graphical information access 
Throughout this dissertation, we propose three different contributions focusing on digital 
or tactile graphics and also face-to-face or remote graphics exploration activities. By 
proposing VibHand, we demonstrated the potential of a vibrotactile interface for helping 
people with VI to explore digital graphics. By applying the paradigm of eye fixations to 
tactile exploration, we proposed the concept “Tactile Fixation” to better reveal the tactile 
exploration from a refined level. Finally, by co-designing the TactileLink with 
professionals, the challenges of remote learning of pupils with VI could be solved soon. 
Although the perspectives of these projects described in the previous chapters were very 
different, the general aim of this dissertation remains the same, which is to decrease the 
gap of graphical information access between people with VI and sighted people. 
Altogether, we hope that we can improve the non-visual tactile exploration of graphics by 
people with VI. Although our contributions are insignificant compare with the difficulties 
faced by people with VI while exploring and understanding graphical information, we 
believe that the designs, implementations, evaluations as well as perspectives included in 
this dissertation will encourage further studies and give more hope to people with VI. In 
addition, we think that with the development of information technology, there will have 
more advanced and more efficient interactive devices or techniques for helping people with 
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VI interact with digital information, especially with more and more digital graphics. 
Although there is still a long way for implementing equal access to graphical information 
for people with VI, we believe more studies like this dissertation will facilitate the inclusion 
of people with VI. Finally, we hope this dissertation can really contribute to the HCI 
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