Interactive activation networks have a long pedigree in the cognitive sciences, and have been widely used to illustrate phenomena of conceptual processing and memory. However, despite numerous proposals regarding their relevance, there are few implementations of interactive activation networks for simulating cognitive processing in problem solving tasks. This chapter discusses potential obstacles to applying such models to problem solving, accounting for this historical lack, and points to ways in which actual implementations can circumvent these obstacles, and lead to insights into not only problem solving but also properties of semantic memory more generally.
Interactive activation networks in the cognitive sciences
McClelland (1981) generated an interactive activation network to simulate several properties of semantic memory, using very simple properties of interacting units. In the first implementation, the jets and sharks model, units in the model represented individuals or properties of individuals in West Side Story. Excitatory connections linked units representing properties of individuals to and from those individuals. The model was successful in reflecting several features of human memory, such as that knowledge can be retrieved from partial information, or that generalization can occur spontaneously on the basis of other interacting knowledge, resulting in prototype formation and stereotyping. The fact that such complex, interactive effects could emerge from a simple architecture paved the way for such low-level, highly-constrained models to demonstrate the cognitive processing underlying apparently complex human behaviour.
Interactive activation networks were, in parallel, used frequently to reflect aspects of semantic memory. Since Quillian's (1962) first attempts to simulate effects of semantic similarity in interactive activation models (his wonderfully named "understanding machine"), Collins and Loftus (1975) provided a greater specification of the properties of semantic memory to be implemented, in particular the greater activation that passes between more closely associated words in memory. Raaijmakers and Shiffrin (1981) provided a full implementation of an associative memory network, involving both spreading activation between units and decay of activation for individual units to simulate an array of short term memory effects.
Such interactive activation networks have a long history of theoretical descriptions in terms of their relevance to problem solving. Mednick (1962) proposed the process of "spreading activation" in an interactive activation network as a means to describe going from the problem to the solution for remote associates tests. Remote associates tests are problems where the participant is given three words, and is required to find a word that connects all three. For instance, cottage, swiss, cake. Or, as another example, plant, over, horse. We provide the answers to these items in the Conclusion, in order to provide incubation time to the reader in finding the solution. However, application of such models to problem solving have only proceeded with rarity. The next section describes several reasons why their application has been so limited in problem solving research.
Obstacles for interactive activation models of problem solving
A cultural issue that has prohibited attempts to describe models of problem solving is that the phenomena to be simulated are either too complex, too diverse, or described at a different level of description that makes lower-level interactive effects inappropriate for an adequate model (see Russell & Norvig, 2003 , for a review). An attempt to resolve the apparent tension between high-and low-level processing models of has recently been conducted by Helie and Sun (2010) who describe a large-scale computational model of problem solving that spans both strategic, explicit problem solving processes with implicit, interactive activation effects, providing an implementation of dual-system theories of reasoning (Evans, 2008) , but describing specific points at which the systems may interact and co-influence one another. Helie and Sun (2010) point the way toward the valuable role of implicit effects of memory and knowledge representation in problem solving, and indicate that models such as interactive activation networks may have a valuable role in accounting for problem solving phenomena. Another of the principal issues for problem solving implemented as a consequence of spreading activation in interactive activation networks is time-course. Problem solving is typically slow, whereas spreading activation is traditionally described in terms of times orders of magnitude quicker. For instance, in remote associates test performance, participants are given between 5s and 60s to solve problems, and frequently require much of this time to discover an answer (Bowden & Jung-Beeman, 2003) . Effects of incubation are even more protracted, with participants typically leaving problems aside for at least a few minutes (Smith & Blankenship, 1991) , or even hours (Cai et al., 2009; Sio & Ormerod, 2009) or, in some cases, up to a day (Sio, Monaghan, & Ormerod, in press). In contrast, spreading activation between neurons requires a few milliseconds. How, then, can the metaphor of spreading activation for problem solving be anything more than that -a metaphor?
One possible response to this is that spreading activation among complex concepts, such as those required for problem solving, requires neural assemblies to be activated, rather than single neurons, and spreading activation among complex neuronal representations may require a longer time-scale than action potentials transmitting between individual neurons. Yet, the time-scale for semantic concepts appears still to be a shorter time-scale than the spreading activation described in problem solving. For instance, semantic priming effects typically last in the order of a few hundred milliseconds (Chiarello et al., 1990) , and activation in semantic networks representing short-term memory typically decays within a few seconds (Raaijmakers & Shiffrin, 1981) .
But for longer-term incubation effects, it is feasible that very low levels of activation remain within the semantic network that may influence problem solving performance after long incubation periods (Cai et al., 2009 ), even though the effects are below detection levels for observation in semantic priming studies.
Related to this point of time-scale is the issue of open goals, or Zeigarnik effects (Zeigarnik, 1927) , in problem solving. This is the observation that memory for undischarged tasks is better than for tasks that have been resolved. Zeigarnik's original observation was for waiters' remembering diners' orders, but the same process has been used to describe effects of unsolved problems, and provide a description of incubation effects in problems solving, whereby leaving an unsolved problem aside for a period of time can improve performance when the problem is returned to (Sio & Ormerod, 2009 ). Previous models of problem solving focused on particular problems have strived to explain how Zeigarnik effects may be simulated in computational models, converting a description of a phenomenon into an explanation. The next section describes two such attempts.
Computational implementations of problem solving
Moss (2006) partially implemented an interactive activation network for remote associates test problems. The principal aim of the modeling was to demonstrate the ineffectiveness of a model which does not specifically implement effects of open goals on problem solving performance, thus showing that without specific implementation of Zeigarnik effects an interactive activation network will be inadequate to describe problem solving performance.
Moss' (2006) model implemented Smith's (1995) algorithm for problem solving. At the first step, one of the stimulus words from the remote associate test problem was selected, and an associate of that word was generated. Then, a second stimulus word was selected and the associated word was assessed for whether it was an associate of the second stimulus word. If the association was successful, then the third stimulus word was determined for whether it was also an associate. If at any stage, the associated word did not match as an associate for all words currently selected, then the algorithm returns to the first step and an alternative associate was generated, until a match was found.
Moss' (2006) interactive activation network was constructed by hand to implement a set of associated words to each of the stimulus words in the remote associate test, with varying strengths of association. In the model, the starting word from the remote associate test was selected at random from the three stimulus words, then the most strongly associated word with the selected stimulus word was chosen as the first candidate, with activation simultaneously spreading from the other stimulus words in the problem as well as the retrieved associated word. An incorrectly selected word was marked so as to prevent repeated selection, but there was a decay on these marks, so that over time, the avoidance of repeating would decline.
The model was able to simulate remote associate test performance by adjusting parameters of the interactive activation network, but, using these parameters, was not able to closely simulate data from problems where participants were given a hint to a previously unsolved problem. In the model, a hint was implemented by increasing the activation of the hint word in the network temporarily. Behavioural performance showed that a hint results in improved problem solving than without a hint for previously unsolved problems (see also Smith & Blankenship, 1991) . However, the model did not predict that performance with a hint would be better than without a hint for previously unsolved problems. Moss (2006) interprets this as showing that an additional mechanism for representing open goals, or unsolved problems, in the model was required.
It is possible, however, that open goals may not be required to be explicitly represented in an interactive activation network in order to predict effects of hints on problem solving. The model's performance for unsolved problems with or without hints was identical, and this could be due to an imprecise representation of the activation of hints within the network, or due to too fast decay. In essence, there was no effect of hints on problem solving in the model, but this may be due to the particular dynamics of the model, rather than a need to hold open unsolved problems in the representation of the model. For instance, residual activation in an interactive activation model could be maintained in order to manifest the interactive effect of an activation of a hint word, close to the target word for the remote associates test item.
Open goals, or the Zeigarnik effect, was also an important motivation for the modeling work of Ohlsson (1992) , who considered the effect of long incubation effects on problem solving. If spreading activation in networks of words is fast, as predicted by dynamics of biological neural networks or, cognitively, by models of short term memory (e.g., Raaijmakers & Shiffrin, 1981) then the fact that incubation effects could be observed over long periods of time for unsolved problems required explanation that went beyond patterns of activation in interactive activation networks. Consider the effect of multiple problems presented to an interactive activation network. For a single problem, a pattern of activation would be observed quickly spreading through the network. Then, for the next problem, another pattern of activation would be observed across a different set of units in the network, and so on for additional problems. In a standard problem solving experiment, multiple problems are presented, which would, if activation was maintained over long periods, create an explosion of overlapping activations in a broad network. With a decision algorithm, such as that used by Moss (2006) , this would entail that very many potential target answers from a range of problems would be activated for each problem when re-presented after a period of incubation.
To address this difficulty, Ohlsson (2008) suggested a mechanism whereby an associative network would adjust its architecture as a consequence of attempted but failed attempts at a solution. If a link between information was attempted but resulted in a judgment by the decision maker (either implicit or explicit) that this route did not advance the problem solver towards the solution, then that route would be pruned from the representation so that other alternate possibilities for solution search could be explored. Such an adaptation has the advantage for simulating Zeigarnik effects in that later return to the problem confronts the problem solver with an already adapted network, meaning that more effective solutions can be discovered, reflecting incubation effects in problem solving. Once a problem has been effectively solved, then the adaptive pruning of the network can be withdrawn and the full network available for future problem representations.
Addressing the obstacles
The difficulties for an implemented model of problem solving, raised above, could possibly be overcome by subtle adaptation of parameters, or via additional parameters to mark open goals in the problem solving network, or alternatively, additional parameters to indicate restructured associative routes through a network. Yet, alternative solutions may require not additional assumptions, but rather a closer acknowledgement of the actual structure of semantic memory for implementing a more complete account of a range of phenomena. Steyvers and Tenenbaum (2005) demonstrated that associative networks in semantic memory were sparse, and had a small world structure. That is, each node in a network is associated to a small set of other words, and these words, in turn, tend to be interconnected to one another within densely interconnected clusters. Words within these clusters are then sparsely connected to some words that occupy other interconnected clusters of words. In terms of an interactive activation network, this has many consequences, not least that multiple remote associates problems could potentially be represented simultaneously in a network with little or no interference between them, because they activate distinct small worlds within the overall semantic network of associates. Thus, open goals could be represented by trace activations of units from previously presented problems, which are then revived when the initial problem is presented again. So, this small world structure obviates the problem of overlapping problem representation from activations remaining within the semantic network from unsolved problems, without necessarily requiring separate open goal mechanism, or restructuring of the semantic network.
Schilling (2005) described such a small world structure in a theoretical model of creative problem solving. She suggested that, once a local set of associates had been exhausted by the problem solver, then movement to other small worlds, representing more distant associates to the initially presented problem could be activated for search. She viewed this move between small worlds as an insight mechanism, yet it is not incompatible with a search algorithm similar to that used by Moss (2006) and proposed by Smith (1995) , whereby the most highly activated unit serves as a possible solution. Once the local small world network has been exhausted, by selecting then suppressing the highest activated near associate, then associated words that are more distant may become the most highly activated unit in the network.
Another method, not inconsistent with this approach, is to adopt a "foraging" algorithm, where local associates are explored as possible solutions to the problem, until the yield or return of the local search diminishes to a point where it is unrewarding, then a move to another region of the semantic network for search may proceed. Such a model has been implemented by Hills, Jones and Todd (2012) to simulate behavioural studies of free association generation (where participants are given a word and required to generate all words that are associated with that word).
In the next section we present an interactive activation model of remote associates problem solving that provides a proof of concept for the small world structure of semantic memory addressing many of the issues that have proven obstacles to modelling problem solving.
An interactive activation model of problem solving
We implemented an interactive activation model of semantic memory in order to simulate problem solving performance in remote associates tests. For each remote associate test, a different network was generated. The nodes in the network were all words with associates to and from the stimulus and target words in the remote associate test item, as reported on the Nelson, McEvoy, and Schreiber (1998) free association norms. Weights between nodes were the strength of the forward or backward associations between words as reported in the Nelson et al. (1998) database. Figure 1 shows examples of the interactive activation networks generated for the two remote associates problems presented in section 1.2.
Activation passed between units in the network as a linear function of the sum of activation of connecting units multiplied by the strength of the connection. For unit i in the network, the activation of the unit, ! , is given by Equation 1.1, where ! is the activation of unit j connecting to unit i and w ij is the strength of the association from unit j to unit i. The activation of units within the network decayed across time (indicated in Equation 1.1 as -d) .
To initiate activation in the network, at the first time step, the activation of the stimulus words for the problem were clamped at 1. Activation cycled in the model for 50 time steps, and at each time step the highest activated node in the model was selected as a candidate answer to the remote associate test. If the answer matched the target then the model's activation cycling was stopped. If the candidate answer did not match the target then the activation of this node was temporarily set to zero, and activation cycled in the network for a further time step. The number of time steps taken to activate the answer to the highest degree within the network was taken as a measure of the problem's difficulty. Maximum activation of nodes in the network was set at 1.
The model was able to simulate distinctions between easy and hard remote associates problems in terms of time taken to solve the problem in the model, and behavioural solution rates from studies demonstrating a range of problems (Bowden & Jung-Beeman, 2003) , as well as studies manipulating ease versus difficulty of problems (Sio, Monaghan, & Ormerod, 2012) . In this latter study, participants were able to solve more easy than hard problems, where the difficulty was predicted by the nearness of the association between the stimulus words and the target word. Thus, more difficult problems were, according to the model, those where the target was in a small world other than those in which the stimulus words occurred. Figure 1 shows an example of a difficult (top) and easy (bottom) problem. For the easy problem, the target occurs with connections to and from each of the small worlds that contain the stimulus words. In addition, the stimulus words' small worlds also inter-associate, meaning that activation can quickly build up within the region of the semantic space that is occupied by the target word.
In contrast, for the difficult problem, the target word occurs a small world entirely distinct from the small worlds containing the stimulus words. Thus, activating the target word to a greater degree than closely associated words to the stimulus words takes considerably longer time than for the easy problem.
The model demonstrates not only quantitative effects of remote associates problem solving, but also qualitative features. For instance, Moss (2006) transcribes participants' attempts to find the answer to a remote associates test, and reports that participants often become fixated on one or two potential answers that they find difficult to escape. Our model demonstrates similar effects. The highest activated word in the network is selected as a potential target, but then its activation is temporarily reduced, and the next highest activated word is selected. But then, for words that are highly-associated and highly-interconnected to other activated words the temporary reduction of activation is replenished quickly within the model (see Dodds, Smith & Ward, 2002 , for an experimental manipulation of this property). For difficult problems, such as the lower diagram in Figure 1 , the model can spend several steps jumping between words appearing in one small world containing a stimulus word, and then another small world containing one of the other stimulus words. Only when activation has spread sufficiently widely within the model will the target be available for selection as a possible solution.
Conclusion
We have described some of the impediments to computational models of problem solving, particularly focusing on the role of the activation of semantic information in memory. We have shown that, by attending to the small world structure of problem solving, an implemented computational model can bypass many of these apparent obstacles. In particular, spreading activation can be observed over long time periods, and traces of particular problems in incubation effects can be maintained without catastrophic interference between separate problems. Observing the structure of associative memory can thus simplify the modeling architecture proposed to account for a broad range of problem solving performance. In return, merging semantic memory with problem solving accounts opens up a whole body of experimental effects in problem solving which can provide insight into the function and operation of semantic memory.
Finally, by now, we believe the reader should have had sufficient time to incubate the problems we presented in section 1.2 in order to result in improvements to your problem solving ability. However, if the answers are still escaping the reader, we provide them now. Easy problem: cottage, swiss, cake; answer: cheese. Difficult problem: Plant, over, horse; answer: power. 
