In the area of artificial learners, not much research on the question of an appropriate description of artificial learner's (empirical) performance has been conducted. The optimal solution of describing a learning problem would be a functional dependency between the data, the learning algorithm's internal specifics and its performance. Unfortunately, a general, restrictionsfree theory on performance of arbitrary artificial learners has not been developed yet.
Introduction
In the past, much research has been conducted on the question of a mathematical description of human cognitive performance. The power function is generally accepted as an appropriate description in psychophysics, in skill acquisition, and in retention. Power curves have been observed so frequently, and in such varied contexts, that the term "power law" is now commonplace (Anderson and Schooler, 1991; Anderson, 2001 ). However, several authors recently argued against the power law (Heathcote et al., 2000) , explaining it holds only on an aggregate level; on specific learner's level the exponential law is advantageous.
In the area of artificial learners, not much research on the question of an appropriate description of artificial learners has been conducted (Kotsiantis, 2007) . The optimal solution of describing a learning problem would be a functional dependency between the data, the learning algorithm's internal specifics and its performance (e.g. accuracy). This way we could analytically determine the output (error rate) based on input (data, selected learner). Unfortunately, for real-life situations, such an approach does not yet exist. Standard numerical (and other statistical) methods become unstable when using large data sets (Dzemyda and Sakalauskas, 2011) . Different theoretical approaches provide estimates for the size of the confidence interval on the training error under various settings of the problem of learning from examples. Vapnik-Chervonenkis theory (Vapnik, 1982) is the most comprehensive description of learning from examples. However, it has some limits (e.g. oracle is never wrong) that make it difficult for real-life implementations, as described in detail (Brumen et al., 2007) . The results for a specific learner and for specific type of data can be found in the literature (e.g. Dučinskas and Stabingiene, 2011) , but no general analytical solution is available.
The other approach is to empirically measure the learner's performance on as many data sets as possible, and to draw conclusions based on statistical analysis of the results, as in this paper. However, not much research and publications are available for the description of C4.5's performance. Frey and Fisher have measured the decision tree performance and concluded that the results suggest that the error rate of a pruned decision tree generated by C4.5 can be predicted by a power law (Frey and Fisher, 1999) . Several authors have either confirmed this or have been building on their results (Last, 2007; Provost et al., 1999) . But, a more recent research conducted by Singh has produced some evidence against the power law (Singh, 2005) .
Paper contribution. The research question of this paper is the following: which law (power, exponential, linear, and logarithmic) is a better mathematical description of an artificial learner, specifically C4.5, over a larger number of available dataset? Our null hypotheses are as follows:
• The mean difference between function's f i () and function's f j () average mean squared error equals 0.
• The median of differences between function's f i () and function's f j () average rank equals 0.
Alternative hypotheses are that the mean/median of differences are different. The main contribution of this paper is the answer to the question: "Which mathematical description is best for C4.5 artificial learner?"
Paper organization. We present the underlying and related work in Section 2. Here, we give an overview of the related work with the description of a learning curve and how to model it. In Section 3, we describe the scientific methods used in our experiment. In Section 4, we present and analyze the results. We conclude the paper with final remarks and comments in Section 5.
Related Work
When measuring the accuracy of a classifier (being it a human or a machine), we build a so-called learning curve. The learning curve depicts the relationship between sample size and classifier's performance (see Fig. 1 ). The horizontal axis represents the number of instances in a given training set. The vertical axis represents the performance (i.e. error rate) of the model produced by a classifying algorithm when given a training set of size l i .
Learning curves typically have a steeply sloping portion early in the curve, a more gently sloping middle portion, and a plateau late in the curve. This resembles the way humans learn (Anderson and Schooler, 1991) . For this reason the curve is called a learning curve. However, some datasets do not produce a typical well-behaved learning curve, where the error rate drops with increased sample size, as can be seen from Fig. 1 . The ill-behaved learning curve was produced on IPUMS Census Database (ipums.la.98), and the well-behaved on Optical Recognition of Handwritten Digits dataset (optdigits).
John and Langley have used eleven datasets and a Naïve Bayes classifier, and observed how well the power law in the form of y = c − a · x b fits the resulting error rate. They did not statistically asses the results (John and Langley, 1996) .
Accuracy of a pruned decision tree, generated by C4.5 (Quinlan, 1993) was successfully modeled by the power law by Frey and Fisher (1999) . They used the power function y = a · x b and tried to fit parameters a and b. However, they used only fourteen datasets from the UCI repository.
Gu, Feifang and Liu have used only eight datasets and have observed that the power law in the form of y = c − a · x b is the best fitting function for C4.5 (Gu et al., 2001) , although their work does not include any statistical assessment of the claims and the results.
On the other hand, Singh has observed that the power law is inferior to the logarithm function in three out of four datasets studied (Singh, 2005) , and the result was depending more on a dataset than on the classification method (ID3, k-nearest neighbor, support vector machines and neural networks were used for classification). However, the author himself admits the findings are not conclusive and cannot be generalized. Again, no statistical methods were used to assess the results.
Method

The Toolbox
For the analytical tool of the experiment, we have chosen the J48 decision tree builder with standard built-in settings and initial values, which is freely available from the Waikato Environment for Knowledge Analysis (WEKA) project toolkit (Witten and Frank, 2005) version 3.6.8. J48 is java-based decision tree builder based on Quinlan's C4.5 tree induction (Quinlan, 1993) .
The computer used was equipped with Windows-7 (×64) operating system, an Intel i5-650 processor and 8 GB of DDR3 RAM.
For statistical analyses we used IBM SPSS version 21.
Data Collection
We used publicly available datasets from University of California at Irwine (UCI) Machine Learning Repository (Asuncion and Newman, 2010) . We selected the datasets where the problem task is classification; the number of records in a dataset was larger than 200 and the number of instances exceeded the number of attributes (i.e. the task was classification, not feature selection). The UCI repository contains datasets in ".data" and ".names" format while Weka's native format is ARFF. Therefore we used files available from various sources, such as TunedIT (2012), Håkan Kjellerstrand' weka page (Kjellerstrand, 2012a (Kjellerstrand, , 2012b and Kevin Chai's page (Chai, 2012) . We gathered 121 datasets, listed in Table 1 .
We used only the original or larger datasets where several ones were available and ignored any separate training or test set, or any associated cost model. 
Data Pre-Processing
We followed the following steps for obtaining the error rate curve (i.e. learning curve):
1. Data items in a data set are randomly shuffled; 2. First, n i=1 = 50 items are chosen; 3. Build decision trees using k-fold cross-validation on sample size of n i (Cohen, 1995; Weiss and Kulikowski, 1991) ; k was set to 10 (Cohen, 1995; McLachlan et al., 2004; Provost et al., 1999; Weiss and Kulikowski, 1991) ; 4. Measure the error rate for each tree in 10-fold run and average the result over 10 runs; 5. Store the pair (n i = sample size, e i = error); 6. The number of items in a data set is increased by 10; n i+1 := n i + 10; 7. Repeat steps 3-6 until all data items in a dataset are used.
Fitting Curve Model to Measured Data
The next step in our research was to fit a model to the error rate curves. We used four different functions, as in Eqs. (1)- (4):
The functions do not have the same number of parameters (p i ). They all include the constant p 1 and coefficient p 2 , in addition to potent p 3 for power and exponential function. Based on the specifics of the problem and the speed of convergence we limited the parameters to the following intervals:
• p 1 to interval [0, 1] (error rate cannot be less than 0 and more than 1);
• p 2 to interval [0, 100] for power function and to [−100, 0] for the others, and • p 3 to interval [−100, 0] (error rate is decreasing hence p 3 needs to be negative).
We used the open-source GNU Octave software (Eaton, 2012) and the built-in Levenberg-Marquardt's algorithm (Levenberg, 1944; Marquardt, 1963) , also known as the damped least-squares (DLS) method, for fitting the function parameters.
The inputs to the algorithm were vector x (sample sizes n), vector y (error rates e), initial values of parameters p i ( The algorithm's output were vector of functional values of fitted function for input x, vector of parameters p i , where minimum mean squared error was obtained, and a flag whether the convergence was reached or not.
Results
For each dataset we tested the claim that the samples can be modeled by the probability density functions POW, LIN, LOG and EXP, respectively. We used the Pearson's chisquared test (χ 2 ), also known as the chi-squared goodness-of-fit test or chi-squared test for independence, where the null hypothesis was H 0 : r µ = 0 or there is no correlation between the population and model (Argyrous, 2011) , at α = 0.05. Table 1 lists the results: the values in bold are P values indicating that the null hypothesis is rejected, the number of degrees of freedom (df ), and the coefficient of determination R 2 (indication how well a regression line fits a set of data). N/A indicates that the model was not calculated because the Levenberg-Marquardt's algorithm suggested a constant model and hence χ 2 cannot be computed.
It can be observed that out of 121 datasets, 86 are such that all the models can be used to describe the data. The remaining datasets are such that C4.5 does not capture their internal relations and cannot be used for classification, so we eliminated those from our further study. From the vector of fitted function's values (f ) and from the vector y we calculated the mean squared error (MSE) of j th dataset (DS), using Eq. (5):
where n is the number of input points, i.e. the size of a vector, for each individual data set DS j . MSE describes how well the observed points fit to the modeled function. The average MSEs for each dataset are listed in Table 2 , together with the rank of function's model. The model with lowest average MSE gets assigned rank 1. It can be seen that EXP is best fit in 64 of 86 cases, POW is best in 13 out of 86 times, LOG in 3 out of 86 cases, and LIN in 6 out of 86 cases. Average MSEs across all datasets were 0.052954 for EXP, 0.059927 for POW, 0.078639 for LOG, and 0.081561 for LIN. As can be observed, the EXP had rank-sum of 115 and an average MSE of 0.000616. Please note that the rank is an ordinal value and hence calculating its mean value is inappropriate (Argyrous, 2011, p. 472) . Finally, the main research question was tested: which model was best? To rephrase, was EXP with the rank-sum of 115 and average MSE of 0.000616 significantly better than second-best POW with rank-sum of 225 and average MSE of 0.000697?
To test the significance of difference in MSE we used paired samples T-test for all combinations of models. The null hypotheses, the mean of differences between f i (MSE) and f j (MSE) equals 0, were as follows: H1 0 : µ MSE/power = µ MSE/linear ; H2 0 : µ MSE/power = µ MSE/logarithmic ; H3 0 : µ MSE/power = µ MSE/exponential ; H4 0 : µ MSE/linear = µ MSE/logarithm ; H5 0 : µ MSE/linear = µ MSE/exponential ; and H6 0 : µ MSE/logaritmic = µ MSE/exponential . Because we conducted 6 comparisons, we used the Bonferroni correction to counteract the problem of multiple comparisons (Abdi, 2007) . The correction is based on the idea that if an experimenter is testing n dependent or independent hypotheses on a set of data, then one way of maintaining the family-wise error rate is to test each individual hypothesis at a statistical significance level of 1/n times what it would be if only one hypothesis were tested. We would normally reject the null hypothesis if P < 0.05. However, Bonferroni correction requires a modified rejection threshold for P , α = (0.05/6) = 0.008. Table 3 lists the results of statistical analysis for all six comparisons, with values in bold indicating significance.
The results show that exponential function's average mean squared error is significantly different at any reasonable threshold from average MSE power (P = 0.001) and linear function (P = 0.000), regardless if using the Bonferroni correction or not. Average MSE of exponential function is significantly different from the one of logarithmic function at α = 0.05 level, but not at α = 0.008 level.
Additionally, we tested whether the ranks of functions are statistically significantly different from each other. We used related samples Wilcoxon signed rank test. The null hypotheses, the median of differences between f i (rank) and f j (rank) equals 0, were as follows: The results show that exponential function's average rank is significantly different at any reasonable threshold from average rank of any other model (P = 0.000).
Conclusion
In this paper we presented that the exponential function is most appropriately describing the learning curve produced by C4.5 algorithm, in both average mean squared error and in rank assignment in comparison to logarithmic, power and linear function.
The results are somehow inconsistent with findings of John and Langley (1996) , Frey and Fisher (1999) and Gu et al. (2001) . However, neither of researchers used a substantial number of datasets (in most cases, 14), nor did they perform any statistical tests.
Our findings are consistent with tests performed in the area of human cognitive performance, e.g. with works by Heathcote et al., who were observing that the exponential function is best describing an individual learner (Heathcote et al., 2000) , and the power law can be observed only at the generalization level. In our case we observed an individual learner (C4.5) at different tasks.
The findings of the present work can be used to forecast and model the future performance of C4.5 when not all data have been used or there is a need to obtain more data for better accuracy. Furthermore, the results show that some datasets exist where modeling of the artificial learner's performance, specifically J48 implementation of C4.5, is not successful due to inability of learner to properly capture the data interrelations. This, however, could be detected early in the learning process.
Our future work will focus on the question whether the averaged performance over several different tasks can be averaged and modeled with power law. Additionally, an early detection of ill-behaved learning curves would also contribute to better performance of artificial learners. A. Černezel is a researcher and a PhD student at the Faculty of Electrical Engineering and Computer Science, University of Maribor. His research interests include mobile technologies, user centric design and machine learning.
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