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Abstract
We study the Gauged Thirring Model (also known as Kondo Model) in thermodynamic equilib-
rium using the Matsubara-Fradkin-Nakanishi formalism. In this formulation, both the tempera-
ture and the chemical potential are kept to be nonvanishing. Starting from the field equations, we
write down the Dyson-Schwinger-Fradkin equations, the Ward-Fradkin-Takahashi identities, and
expressions for the thermodynamical generating functional. We find the partition function of the
theory and study some key features of its exact two-point Green Functions, including the Landau-
Khalatnikov/Fradkin transformations and some limiting cases of interest as well. In particular,
we show that we can recover results from both the Schwinger and the Thirring’s models from the
Kondo Model in thermodynamic equilibrium.
PACS numbers: 41.20.Cv
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I. INTRODUCTION
Few examples of Quantum Field Theories are known to be exactly solvable at vanishing
temperature [1, 2]. Among those, the Thirring, the Schwinger, and the Kondo models
are textbook examples. The Thirring Model consists of massless Fermion fields interacting
with on another in a manner - in spite of the number of flavors - quite similar to Fermi’s
interaction for beta decay, with two major differences: the global symmetry is Abelian and
the spacetime is two dimensional [3, 4]. The Schwinger Model is a two dimensional, massless
version of quantum electrodynamics [5]. The Kondo Model is, essentially, the Thirring Model
reformulated with a local Abelian symmetry and, for that reason, the model is known as
the Gauged Thirring Model [6].
All three of these models are two dimensional, which means they barely bear a resem-
blance (if they do at all) with the physical world. On that subject, Thirring himself wrote in
the paper in which he presented his model “The merit this model may have is more of peda-
gogical nature since it shows explicitly what a relativistic theory can look like” [3]. And, as a
matter of fact, these three models have been extensively used throughout the decades since
they first appeared as abstract testing grounds in which better understanding of quantum
fields can be attained. For instance, soon after the Thirring Model was proposed, Johnson
studied some traits of the model’s exact Green Functions, like their associated infrared prob-
lem and the definition of products of singular field operators at the same spacetime points
[7]. Sommerfield used the Thirring Model and a generalization of it which consists of the
Thirring’s model interacting with a Boson field in order to study the definition of currents in
two dimensions [8]. A more formal treatment for operator solutions of the Schwinger model
was given by Lowenstein and Swieca [9]. Looking into a massive, non-Abelian generalization
of the Schwinger model, Coleman, Jackiw, and Susskind investigated quark confinement and
charge shielding [10]. Coleman also showed the equivalence between the massive Thirring
Model and the sine-Gordon model [11]. On the lines of a non-Abelian generalization of the
Schwinger Model, Arodz´ examined the quark Green function and the Fermionic determinant
in quantum chromodynamics in two dimensions [12]. A decade later than Lowenstein and
Swieca, Capri and Ferrari extended their formal work with the Schwinger Model to include
analysis of the chiral anomaly [13]. Soldate used the Schwinger Model to investigate whether
assumptions made in a nonperturbative technique known as Operator Product Expansion
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hold true on a model that could be solved exactly [14]. Topology was also focus of research
in exactly solvable models, with the study of the Schwinger Model on a sphere by Jayewar-
dena being one of the pioneer works [15]. Also noteworthy is Bardakci and Crescimanno’s
study of the Schwinger Model on the plane with emphasis on the topological aspects of
the gauge field [16]. Sachs and Wipf studied the chiral symmetry breaking in some two di-
mensional gauge theories, including the Schwinger Model [17]. n-point correlation functions
for the Schwinger model were calculated by Steele, Subramanian, and Zahed [18]. Kondo
himself studied the mapping between the Fermions in the massive Gauged Thirring model
and Bosons, a process known as Bosonization [19]. Bosonization was also studied in the
massive Thirring model in arbitrary dimensions by Ikegami, Kondo, and Nakamura [20].
The Gauged Thirring Model was further studied in (2+1) dimensions in the Heisenberg
picture and with the Causal Perturbation Theory by one of us and collaborators [22–24].
Going back to two dimensions, using path-integral techniques, Bosonization was researched
in the massive Gauged Thirring Model by one of us and a collaborator [25]. Furthermore,
one of us and collaborators showed that, at quantum level, both the Thirring Model and the
Schwinger Model are limiting cases of the Gauged Thirring Model [26]. This last result lies
at the core of as to why we choose, in the present paper, to work with the Gauged Thirring
Model: from the Gauged Thirring Model we can draw conclusions about not only the Kondo
Model itself, but also both the Thirring and the Schwinger’s models, at least in the zero
temperature scenario.
Besides giving rise to fascinating phenomena like symmetry breaking restoration, thermal
masses, and Debye screening, just to cite a few, finite temperature effects pose additional
challenges to computation of physical quantities in Quantum Field Theories, exempli gratia,
the technical problem of evaluating Matsubara sums and the breakdown of the na¨ıve pertur-
bation theory [27–29]. As such, it is not surprising that solvable models have been subject of
research of typical Quantum Field Theory at Finite Temperature’s processes and techniques.
One of the first works to take effects of temperature into account in solvable field models
was the computation of the photon and the electron propagators in the finite-temperatured
Schwinger Model by Stam and Visser [30]. Ruiz Ruiz and Alvarez-Estrada sought exact
solutions for the Schwinger and the Thirring models at finite temperature and studied the
thermodynamics of those models as well [31–33]. Later, Alvarez-Estrada and Nicola in-
cluded finite chemical potential in their analysis of those models [34]. In their work about
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chiral symmetry breaking in two dimensional field theories, Sachs and Wipf studied how
both the curvature and the temperature affect the phenomenon [17]. Sachs and Wipf also
studied thermodynamics and conformal properties of generalizations of the Thirring Model
and, using the Euclidean Path-Integral Technique, calculated the temperature dependence
of the order parameter in the Schwinger Model [21, 35].
In the present paper we study the Gauged Thirring Model in thermodynamic equilibrium.
As mentioned before, we deal in particular with the Kondo Model because, at vanishing
temperature, this model was shown to be a generalization of both the Thirring and the
Schwinger’s models. Our primary goals are to investigate whether such a generalization
holds true at finite temperature and study the thermodynamic properties of the model as
well. In order to achieve our goals, we use the Matsubara-Fradkin-Nakanishi formalism.
The origins of this formalism date back to the original work of Matsubara in the canonical
ensemble for nonrelativistic systems [36]. Fradkin extended Matsubara’s method to deal
with relativistic theories in the grand canonical ensemble [37]. At last, in order to deal with
gauge theories in a Lorentz covariant way, we invoke Nakanishi’s Auxiliary Field Method
[38, 39]. To the collection of these three approaches we call “Matsubara-Fradkin-Nakanishi
Formalism”. A constructive presentation of this formalism can be found in a previous work
of ours, followed by its application to a gauge theory in thermodynamic equilibrium [40].
This paper is organized as follows. In section II we present the Gauged Thirring Model
and we use the Matsubara-Fradkin-Nakanishi Formalism in order to achieve a quantum
version of the theory in thermodynamic equilibrium. In section III we study the thermo-
dynamical generating functional for the theory and analyse some general properties of its
complete Green Functions, including the Dyson-Schwinger-Fradkin equations, the Ward-
Fradkin-Takahashi identities, and the Landau-Khalatnikov/Fradkin transformations. In
section IV we write down the complete two-point Green functions of the model, inspect
several limits of them, and compute the partition function. Our final remarks are presented
in section V. An appendix is added concerning the most general form of the inverse of a
rank-two tensor which has the properties of the gauge field Green Function in thermody-
namic equilibrium in two dimensions. Throughout this paper we use Einstein’s implicit
summation convention and the natural system of units in which the Planck constant, the
speed of light, and the Boltzmann constant all have unit values.
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II. THE GAUGED THIRRING MODEL IN THE MATSUBARA-FRADKIN-
NAKANISHI FORMALISM
In this section we present the fundamentals of the study of the Gauged Thirring Model
in thermodynamic equilibrium. The Gauged Thirring Model was introduced by Kondo [6]
and it consists in the following Lagrangian density in (1 + 1) dimensions:
L = −ψai (γµ)ab ∂µψb + (γµ)abAµψaψb +
1
2g
(Aµ − ∂µθ) (Aµ − ∂µθ)− 1
4q2
FµνFµν . (1)
Here, ψ and ψ are Grassmannian fields, γ’s are matrices satisfying1
{γµ, γν}ab = 2δabηµνM (2)
where a, b ∈ {1, 2} are Dirac indices, µ, ν ∈ {0, 1} are spacetime indices, and ηM is the
Minkowski metric tensor with contravariant diagonal diag (ηM) = [1,−1], A is the U (1)
gauge field (henceforth sometimes called the electromagnetic field), g is a dimensionless
parameter (associated with the Thirring Model’s coupling constant), θ is the Stu¨ckelberg’s
auxiliary field [41, 42], q is a constant with dimension of energy (related to the Schwinger
Model’s coupling constant), and finally Fµν ≡ ∂µAν − ∂νAµ are the components of the
field-strength.
Due to the invariance under local U(1) gauge transformation,
ψa (x) → ψ′a (x) = eiλ(x)ψa (x) ; (3)
ψa (x) → ψ
′
a (x) = ψa (x) e
−iλ(x); (4)
Aµ (x) → A′µ (x) = Aµ (x) + ∂µλ (x) ; (5)
θ (x) → θ′ (x) = θ (x) + λ (x) , (6)
for an arbitrary Lorentz scalar field λ, the model (1) possesses the following conserved charge:
N =
∫
dx
(
γ0
)
ab
ψa (x)ψb (x) . (7)
1 Throughout this paper we use the definitions {A,B} ≡ AB + BA for the anticommutator and [A,B] ≡
AB − BA for the commutator. Attention should be paid in order to avoid confusion between the anti-
commutator and the set with two elements: their notations are the same.
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Following Nakanishi’s auxiliary-field method, we postulate a Lagrangian density operator
L̂N to describe the quantum theory in thermodynamic equilibrium:
L̂N ≡ 1
2
(
γEµ
)
ab
[
ψ̂
s
a, ∂
(µf)
µ ψ̂
s
b
]
+
i
2
(
γEµ
)
ab
Âsµ
[
ψ̂
s
a, ψ̂
s
b
]
+
− 1
2g
(
Âsµ − ∂µθ̂s
)(
Âsµ − ∂µθ̂s
)
− 1
4q2
F̂ sµνF̂
s
µν +
1
2
{
B̂, Ĝ
[
Âs
]}
+
α
2
B̂2 +
+
1
2
[
ηa, ψ̂
s
a
]
+
1
2
[
ηa, ψ̂
s
a
]
+ JµÂ
s
µ + ςθ̂
s. (8)
where η¯ and η are classical Grassmannian field sources, J is a classical SO (2) vector field
source, ς is a classical real SO (2) scalar field source and, for any field φ̂:2
φ̂s (x1, τx) ≡ ρ̂−1s (τx) φ̂ (x1, 0) ρ̂s (τx) , (9)
where ρ̂s is the density matrix
ρ̂s (β) = e
−β(Ĥ′T+µf N̂), (10)
with β being the inverse of the temperature T , Ĥ ′T being the Hamiltonian (which includes
the classical sources), and µf being a Lagrangian multiplier (henceforth called (Fermionic)
chemical potential) associated with the quantum version of the conserved charge (7),
N̂ =
(γ0)ab
2
∫
V
dx
[
ψ̂a (x) , ψ̂b (x)
]
, (11)
multiplied by the negative of the inverse of the temperature. We also use the notation
∂
(µf)
µ ≡ ∂µ + µfδµ0. (12)
B̂ in (8) is called the Nakanishi’s auxiliary field, α is a non vanishing real parameter (the
gauge parameter), Ĝ is the gauge choice operator - which has the following property: under
a gauge transformation, Ĝ is not, in general, invariant: Ĝ
[
Â
]
→ Ĝ
[
Â′
]
6= Ĝ
[
Â
]
. For
simplicity, we choose to work with the Rα condition Ĝ
[
Â
]
= ĜRα
[
Â, θ̂
]
:3
ĜRα
[
Âs, θ̂s
]
≡ 1
q
∂µÂ
s
µ − α
q
g
θ̂s. (13)
2 For the dependence of a field φ̂ we can use any of the following notations, as convenience dictates,
φ̂ (x) = φ̂ (x1, x0) = φ̂ (x1, τx), where the variable x0 = τx is the one associated with the temperature.
3 The Rα condition ensures that the field equations involving the gauge field (17) and the Stu¨ckelberg’s
auxiliary field (18) do not mix with each other.
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From equation (8) onward all the implicit sums a · b ≡ aµbµ for any vectors a and b are
performed using the Euclidean metric and we have the Euclidean Dirac matrices γE ’s as
well, satisfying: {
γEµ , γ
E
ν
}
ab
= 2δabδµν . (14)
Using the Schwinger’s principle, we find our first set of field equations [43]:
(
γEµ
)
ab
D̂
(µf)
µ
[
Âs
]
ψ̂sb (x) = ηa (x) 1̂; (15)(
γEµ
)
ba
D̂
(−µf)
µ
[
−Âs
]
ψ̂
s
b (x) = ηa (x) 1̂; (16)
PµνÂ
s
ν (x) =
i
2
(
γEµ
)
ab
[
ψ̂
s
a (x) , ψ̂
s
b (x)
]
+ Jµ (x) 1̂; (17)
1
g
(
∆+ α
q2
g
)
θ̂s (x) = ς (x) 1̂; (18)
where D̂
(µf)
µ
[
Â
]
≡ 1̂∂(µf)µ + iÂµ, ∆ ≡ −∂µ∂µ is the negative of the Laplace operator, and
Pµν ≡
(
1
q2
∆+
1
g
)
δµν +
1
q2
(
1− 1
α
)
∂µ∂ν . (19)
In writing this set of equations, we have already solved exactly the equation for the
Nakanishi’s auxiliary field and inserted the result in (17).
In the absence of the external classical sources, the Lagrangian density operator (8) is
invariant under a quantum version of the U (1) gauge transformation (3-6) - that is, with
operators instead of classical fields and with the additional rule B̂ (x) → B̂′ (x) = B̂ (x) -
provided the auxiliary field operator vanishes identically. If B̂ (x) 6= 0̂, on the other hand,
the gauge choice operator breaks the gauge symmetry of the theory for a general parameter
operator λ̂. However, if the parameter operator is carefully chosen in such a way that it
makes the gauge choice operator invariant, then the theory is again gauge invariant for that
specific choice of the parameter operator. So, for the Rα gauge choice (13), the invariance
of the gauge choice operator under a gauge transformation, i.e., ĜRα
[
Âs + ∂Λ̂, θ̂s + Λ̂
]
=
ĜRα
[
Âs, θ̂s
]
, implies:
(
∆+ α
q2
g
)
Λ̂ (x) = 0̂. (20)
In order to preserve the gauge invariance of the model at quantum level, we add the
relation above as a constraint to the Lagrangian density operator (8). We do so by writing
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κ̂ (x) ≡ iκĈ (x) υ as a Lagrange multiplier operator with κ being a constant to be fixed a
posteriori and υ being a Grassmannian constant. We also define the field Ĉ (x) ≡ υΛ̂ (x).
Ĉ and Ĉ are called ghost field operators. After including classical (Grassmannian) sources
for the ghost fields, we end up with a new Lagrangian density operator:
L̂gs = L̂N + iκĈ
(
∆+ α
q2
g
)
Ĉ +
1
2
[
d, Ĉs
]
+
1
2
[
d, Ĉ
s]
. (21)
The field equations for the ghost fields are found in the same way the others were:
iκ
(
∆+ α
q2
g
)
Ĉs (x) = d (x) 1̂; (22)
iκ
(
∆+ α
q2
g
)
Ĉ
s
(x) = −d (x) 1̂, (23)
and this completes our set of field equations for the model.
Due to the presence of the ghost fields, in the absence of the external sources, the theory
has a new global internal symmetry:4
Ĉ (x) → Ĉ ′ (x) = eiθ0Ĉ (x) ; (24)
Ĉ (x) → Ĉ
′
(x) = Ĉ (x) e−iθ0 , (25)
where θ0 ∈ R. Thanks to this symmetry, there is another Noether charge in the problem:
Q̂ =
1
2
∫
V
dx1
{[
π̂ (x1, τx) , Ĉ (x1, τx)
]
+
[
Ĉ (x1, τx) , π̂ (x1, τx)
]}
, (26)
where V is the “one-dimensional volume”, that is, the total length of the thermodynamical
system which, without loss of generality for our purposes, is infinite, π̂ and π̂ are the conju-
gated canonical momentum operators to Ĉ and Ĉ, respectively. Q̂ is called the ghost charge.
Since we have found a new conserved quantity in process of quantization, the density matrix
of the problem is redefined to be
ρ̂gs (β) = e
−β(ĤT−µf N̂−µgQ̂), (27)
where ĤT is the total Hamiltonian (which includes the ghost fields and all the sources)
and βµg is the Lagrange multiplier associated with the ghost charge (µg is called the ghost
chemical potential).
4 Fields written without the subscript [s] correspond to fields without the classical sources.
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For any field φ̂, we define:
φ̂gs (x1, τx) ≡ ρ̂−1gs (τx) φ̂ (x1, 0) ρ̂gs (x1, τx) . (28)
Let ŵ be a field that commutes with the ghost fields. We can show that
ŵgs (x1, τx) = ŵ
s (x1, τx) . (29)
On the other hand, for the ghost fields themselves,
Ĉgs (x1, τx) = e
τxµg Ĉs (x1, τx) ; (30)
Ĉ
gs
(x1, τx) = −eτxµgĈ
s
(x1, τx) . (31)
In these cases, we understand that fields with subscript s are obtained through equations
(9) and (10).
As we know, for any two fields:
δρ̂gs (β)
δsa (x1, τx)
= ρ̂gs (β) φ̂
s
a (x1, τx) ; (32)
δ2ρ̂gs (β)
δsb (y1, τy) δsa (x1, τx)
= ρ̂gs (β)T
[
φ̂sb (y1, τy) φ̂
s
a (x1, τx)
]
; (33)
where sa (x1, τx) is the source for the field φ̂
s
a (x1, τx) and
5
T
[
Â (τx) B̂ (τy)
]
≡
 Â (τx) B̂ (τy) , if τx = τy;θ (τx − τy) Â (τx) B̂ (τy)± θ (τy − τx) B̂ (τy) Â (τx) , otherwise. (34)
Besides, we have the grand canonical partition function
Z (β, µf) = Tr [ρ̂g (β)] , (35)
where ρ̂g (β) = ρ̂gs (β)|s=0 is the density matrix without external sources and, for any oper-
ator F̂ , we define its ensemble average
〈
F̂
〉
as:
〈
F̂
〉
≡
Tr
[
ρ̂g (β) F̂
]
Z (β, µf)
. (36)
5 The plus sign in the definition of the operation T refers to non-Grassmmannian fields, whereas the minus
sign is used for Grassmmannian variables.
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We define still the thermodynamical generating functional as:
ZGF [s] ≡ Tr [ρ̂gs (β)] . (37)
Clearly:
ZGF [0] = Z (β, µf) (38)
and 〈
φ̂a (x1, τx)
〉
=
1
Z (β, µf)
δZGF [s]
δsa (x1, τx)
∣∣∣∣
s=0
; (39)〈
T
[
φ̂b (y1, τy) φ̂a (x1, τx)
]〉
=
1
Z (β, µf)
δ2ZGF [s]
δsb (y1, τy) δsa (x1, τx)
∣∣∣∣
s=0
. (40)
It is also possible to show that quantities like (40),
〈
T
[
φ̂b (y) φ̂a (x)
]〉
, depend only on
the difference of the points x− y [1].
III. THE THERMODYNAMICAL GENERATING FUNCTIONAL AND GEN-
ERAL PROPERTIES OF THE GREEN FUNCTIONS
In this section we study general properties of the two-point Green Functions and of the
thermodynamical generating functional for the Kondo Model.
By multiplying each field equation (15-18,22,23) by the density matrix and taking the
trace, we find the set of functional equations satisfied by the thermodynamical generating
functional:
(
γEµ
)
ab
∂
(µf)
µ
δZGF [s]
δηb (x)
= −i (γEµ )ab δ2ZGF [s]δJµ (x) δηb (x) + ηa (x)ZGF [s] ; (41)(
γEµ
)
ba
∂
(−µf)
µ
δZGF [s]
δηb (x)
= i
(
γEµ
)
ba
δ2ZGF [s]
δJµ (x) δηb (x)
+ ηa (x)ZGF [s] ; (42)
Pµν
δZGF [s]
δJν (x)
= i
(
γEµ
)
ab
δ2ZGF [s]
δηa (x) δηb (x)
+ Jµ (x)ZGF [s] ; (43)
1
g
(
∆+ α
q2
g
)
δZGF [s]
δς (x)
= ς (x)ZGF [s] ; (44)
iκ
(
∆+ α
q2
g
)
δZGF [s]
δd (x)
= d (x)ZGF [s] ; (45)
iκ
(
∆+ α
q2
g
)
δZGF [s]
δd (x)
= −d (x)ZGF [s] . (46)
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Without solving this set of functional equations, we can study the Green Functions of the
model. Solving them would ultimately give us the partition function (38), from which all
thermodynamic properties derive. So, in a sense, this set of equations is the most important
of the paper: all our results are encoded in it.
In order to study some properties of the Green Functions of the model, we define
〈
T
[
ψ̂b (y) ψ̂a (x)
]〉
≡ Sab (x− y) ; (47)〈
T
[
Âν (y) Âµ (x)
]〉
≡ Dµν (x− y) ; (48)〈
T
[
θ̂ (y) θ̂ (x)
]〉
≡ F (x− y) ; (49)〈
T
[
Ĉ (y) Ĉ (x)
]〉
≡ G (x− y) . (50)
Using the definition of the left-hand side of these quantities (36,40), we can show they
satisfy well-defined symmetry and periodicity conditions [40]:
Sab (x1, τx) = −Sba (−x1,−τx) = −Sab (x1, τx − β) ; (51)
Dµν (x1, τx) = Dνµ (−x1,−τx) = Dµν (x1, τx − β) ; (52)
F (x1, τx) = iκgG (x1, τx) = F (−x1,−τx) = F (x1, τx − β) . (53)
Incidentally, in writing these periodicity conditions, we have shown that the ghost chem-
ical potential is a purely imaginary number: µg = i (2n− 1)π/β, where n is an integer. It is
also not difficult to see thatG is the Green function for the differential operator iκ
(
∆+ α q
2
g
)
while F is the Green function for 1
g
(
∆+ α q
2
g
)
. This is the reason for the proportionality be-
tween (49) and (50) as stated in equation (53). In order to study the other Green Functions,
we define
ϑµ (x) ≡ δ lnZGF [s]
δJµ (x)
; (54)
D[s]µν (x, y) ≡
δϑµ (x)
δJν (y)
; (55)
S [s]ab (x, y) ≡
δ2 lnZGF [s]
δηb (y) δηa (x)
. (56)
By properly functionally deriving the equations of the set (41-46) with respect to the
classical sources, we can show that
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[
D[s′]µν (x, y)
]−1
= δ (x1 − y1)∆(+)β (τx − τy)Pµν (z) + Π[s
′]
µν (x, y) ; (57)[
S [s′]ab (x, y)
]−1
= δ (x1 − y1)∆(−)β (τx − τy)
(
γEµ
)
ab
D
(µf)
µ [ϑ]y − Σ[s
′]
ab (x, y) , (58)
where the subscript s′ means the vanishing of the Fermionic sources and ∆(+)β (∆
(−)
β ) is the
periodic (anti-periodic) Dirac comb distribution,
∆
(±)
β (τ) ≡
∞∑
n=−∞
(±1)n δ (τ − nβ) . (59)
The objects Π
[s′]
µν and Σ
[s′]
ab in (57,58) are the components of the polarization and of the
mass operators, which are given implicitly by6
−i (γEµ )ab δS [s′]ba (x, x)δJν (y) ≡
∫
βV
d2zΠ
[s′]
µξ (x, z)D[s
′]
ξν (z, y) ; (60)
−i (γEµ )ac δS [s′]cb (x, y)δJµ (x) ≡
∫
βV
d2zΣ[s
′]
ac (x, z)S [s
′]
cb (z, y) , (61)
or
Π[s
′]
µν (x, y) =
(
γEµ
)
ab
∫
βV
d2ud2vS [s′]bc (x, v) Γ[s
′]
ν(cd) (v, u, y)S [s
′]
da (u, x) ; (62)
Σ
[s′]
ab (x, y) = −
(
γEµ
)
ac
∫
βV
d2ud2vD[s′]µν (x, u)S [s
′]
cd (x, v) ,Γ
[s′]
ν(db) (v, y, u) (63)
where
Γ
[s′]
µ(ab) (x, y, z) ≡ −i
δ
{[
S [s′]ab (x, y)
]−1}
δϑµ (z)
(64)
is the vertex function.
Equations (57) and (58) show that D[s′]µν (x, y) and S [s′]ab (x, y) are the complete Green
functions of the theory in thermodynamic equilibrium in the presence of the classical source
J . When all the sources vanish, we write
S [0]ab (x, y) = Sab (x− y) ≡ Sab (x− y) ; (65)
D[0]µν (x, y) = Dµν (x− y)−
〈
Âµ
〉〈
Âν
〉
≡ Dµν (x− y) . (66)
6 We use the notation
∫
βV
d2xf (x) =
∫ β
0
dx0
∫
V
dx1f (x1, x0).
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These are the complete Green functions of the physical ensemble. The complete Green
functions of the model satisfy the conditions (51) and (52) and are related via the Dyson-
Schwinger-Fradkin equations (57,58,60-64) [44–46].
We can also investigate how these complete Green Functions in thermodynamic equi-
librium behave under a gauge transformation. Let us consider Âµ (x) → Â′µ (x) =
Âµ (x) − ∂µϕ̂ (x), ψ̂a (x) → ψ̂′a (x) = eiϕ̂(x)ψ̂a (x), and ψ̂a (x) → ψ̂
′
a (x) = ψ̂a (x) e
−iϕ̂(x),
where ϕ̂ is an arbitrary self-adjoint SO (2) scalar field operator. Under this transformation,
the Green Functions go to
Dµν (x− y)→ D′µν (x− y) = Dµν (x− y) + ∂xµ∂yν 〈T [ϕ̂ (y) ϕ̂ (x)]〉 ; (67)
Sab (x− y)→ S ′ab (x− y) = Sab (x− y)
〈
T
[
e−iϕ̂(y)eiϕ̂(x)
]〉
. (68)
These are the so-called Landau-Khalatnikov/Fradkin Transformations [47, 48]. This re-
sult shows that the Green functions’ behavior under a gauge transformation is unaffected
by the temperature.
Now, we turn our attention to seek solutions to equations (41-46). By writing the ther-
modynamical generating functional as7
ZGF [s] =
∫
A−P
DψDψ
∫
P
DADθDCDC Z˜GF
[
ψ, ψ,A, C, C, θ
]×
× exp
{∫
βV
d2z
[
ηc (z)ψc (z)− ψc (z) ηc (z) + Jξ (z)Aξ (z) + ς (z) θ (z)
+d (z)C (z)− C (z) d (z)]} (69)
and inserting it into the set of functional equations, we can show that8
ZGF [s] =Z0
[
det
P
(
∆+ α
q2
g
)] 1
2
e
1
4
∫
βV
d2rd2sF (z−s)[d(r)d(s)−ς(r)ς(s)]
× ZψA [J, η, η] ; (70)
7 Here,
∫
A−P
Dφ means functional integration over anti-periodic fields and
∫
P
Dφ functional integration
over periodic fields.
8 We have defined κ ≡ −4i/g for simplicity.
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where Z0 is a (divergent and possibly temperature-dependent) constant, detP is the deter-
minant evaluated using periodic functions,
ZψA [J, η, η] ≡
∫
P
DA
∫
A−P
DψDψ e−S[ψ,ψ,A]e
∫
βV
d2z[ηc(z)ψc(z)−ψc(z)ηc(z)+Jξ(z)Aξ(z)], (71)
and S is the thermodynamical effective action:
S
[
ψ, ψ,A
] ≡− ∫
βV
d2z
{
ψa (z)
(
γEµ
)
ab
D
(µf)
µ [A]ψb (z) +
1
2
Aµ (z)PµνAν (z)
}
. (72)
Now, let us perform a gauge transformation in the functional integrals in (71) ac-
cordingly to Aµ (x) → A′µ (x) = Aµ (x) − ∂µζ (x), ψa (x) → ψ′a (x) = eiζ(x)ψa (x), and
ψa (x)→ ψ
′
a (x) = ψa (x) e
−iζ(x), where ζ is an arbitrary, real SO (2) scalar field. Under this
transformation, ZGF [s] changes form, yet it remains the same functional. Since the generat-
ing functional is originally independent of the gauge function ζ , it must satisfy the condition
δZGF [s] /δζ (x)|ζ=0 = 0. This property leads to the Ward-Fradkin-Takahashi identities,
written here in the Fourier space [49–51]:
kBnµ D˜−1µν
(
kBn
)
=
1
αq2
[(
kBn
)2
+ α
q2
g
]
kBnν ; (73)
pBlµ Γ˜µ(ab)
(
kFn, pBl
)
= S˜−1ab
(
kFn + pBl
)− S˜−1ab (kFn) , (74)
where kBn1 = k
Fn
1 = k1, k
Bn
0 = ω
B
n ≡ 2nπ/β, and kFn0 = ωFn ≡ (2n + 1)π/β, for n integer.
ωBn (ω
F
n ) is called the Bosonic (Fermionic) Matsubara frequency. Actually, due to equations
(19) and (57), the Ward identity (73) implies the transversality to the polarization tensor,
id est kBnµ Π˜µν
(
kBn
)
= 0, which is a telltale signature of the gauge invariance of the model
at quantum level.
IV. THE GREEN FUNCTIONS AND THE PARTITION FUNCTION
In this section, we tackle the problem of evaluating the complete two-point Green func-
tions and the partition function of the Gauged Thirring Model.
Upon integration of the antiperiodic Grassmmannian fields in (71), we find:
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ZψA [J, η, η] =
∫
P
DA e−SA[A]e
∫
βV
d2zJξ(z)Aξ(z)e
∫
βV
d2rd2s ηc(r)K
[µf ]
cd
(r,s;A)ηd(s)
× DetA−P
{
γE ·D(µf) [A]
}
, (75)
where SA [A] is obtained from the thermodynamical effective action (72) by setting the
Grassmmannian fields to zero, the capital letter D in DetA−P means the determinant is
computed over both the space of functions and the Dirac indices alike and the “A−P” part
means the determinant is taken over antiperiodic functions, and K[µf ] (·, ·;A) is the Green
Function for the operator γE ·D(µf) [A].
Strictly speaking, the determinant of the operator γEµD
(µf)
µ [A] is ill-defined when written
carelessly and na¨ıvely. In order to find a meaningful expression for the Green functions and
the partition function of the model, we redefine that determinant using the point-splitting
regularization [5]
DetA−P
{
γE ·D(µf) [A]
}
DetA−P
[
γE · ∂(µf)
] = eL[A], (76)
where
L [A] ≡ i
∫
βV
d2xAµ (x)
∫ 1
0
dλ′
(
γEµ
)
ab
lim
x↔y
K
[µf ]
ba (x, y;λ
′A) eiλ
′
∫ x
y
dξσAσ(ξ)eµf (τx−τy) (77)
is the so-called closed-loop functional [52]. As it is well known, the limit x ↔ y must
be taken symmetrically.9 The presence of the term eµf (τx−τy) is the subject of a detailed
exposition by Alvarez-Estrada and Nicola in [34]. This term only appears when the chemical
potential is not zero and, among other features, it ensures the existence of the symmetrical
limit. Finding the Green function for the operator γE ·D(µf) [A] is done through use of the
Schwinger A¨nsatz [5]
K
[µf ]
ab (x, y;A) =
{
e−i[φ(x)−φ(y)]
}
ac
S[µf ]
F (cb) (x− y) . (78)
9 In order to avoid any confusion, we will explicitly state what we mean by symmetrical limit. The first step
is exchanging the variables accordingly to xµ ⇒ xµ + ǫµ and yµ ⇒ xµ − ǫµ. Then, we write ǫ0 = ε cos θ
and ǫ1 = ε sin θ and redefine every function f as f (ǫ)⇒
∫ 2pi
0
f (ε) dθ/2π before taking the one-sided limit
ε→ 0+.
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where S[µf ]F is the Green function for the free operator γEµ ∂
(µf)
µ . From here, it follows(
γEµ
)
ac
∂µφcb (x) =
(
γEµ
)
ab
Aµ (x) , (79)
whose solution is
φab (x) = −
∫
βV
d2yH(0) (x− y)
(
γEµ γ
E
ν
)
ab
∂µAν (y) , (80)
where H(0) is the Green Function for the operator ∆ with H˜(0)
(
pBn
)
= 1/
(
pBn
)2
for its
Fourier transform. Therefore, we find for the closed-loop functional:
L [A] = − 1
2π
∫
βV
d2xd2yAµ (x)
[
δµνδ (x1 − y1)∆(+)β (τx − τy) + ∂xµH(0) (x− y)∂yν
]
Aν (y) +
+iF (β, µf)
∫
βV
d2xA0 (x) , (81)
with
F (β, µf) ≡ β |µf |+ ln [cosh (βµf)]
4πβ
. (82)
From these results, we can write
ZψA [J, η, η] = DetA−P
[
γE · ∂(µf)
] ∫
P
DA e
∫
βV
d2rd2sηc(r)K
[µf ]
cd
(r,s;A)ηc(s)e
∫
βV
d2zJξ(z)Aξ(z)
×eiF(β,µf)
∫
βV
d2wA0(w)e−
1
2
∫
βV
d2xd2yAµ(x)Wµν(x,y)Aν(y) (83)
where
Wµν (x, y) ≡ δ (x1 − y1)∆(+)β (τx − τy)
[(
1
q2
∆y +
1
g
+
1
π
)
δµν +
1
q2
(
1− 1
α
)
∂yµ∂
y
ν
]
+
+
1
π
∂xµH(0) (x− y) ∂yν . (84)
The right-hand side of equation (83) is hard to be integrated due to the presence of the
Green function for the complete Fermionic operator. However, in the case in which the
Grassmmannian classical sources vanish, we can rewrite it as
ZψA [J, 0, 0] = DetA−P
[
γE · ∂(µf)
]
[DetP (W )]
− 1
2
×e 12
∫
βV
d2xd2y[Jµ(x)+iF(β,µf)δ0µ]W−1µν (x,y)[Jν(y)+iF(β,µf)δν0]. (85)
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Now, the complete electromagnetic Green functions follows immediately from equations
(55, 66, 70, 85) and the results from the appendix:
Dµν (x) = 1
2πβ
∫ +∞
−∞
dk1
+∞∑
n=−∞
D˜µν
(
kBn
)
eik
Bn·x; (86)
D˜µν
(
kBn
)
=
[
q2
(kBn)2 + q
2
g
+ q
2
pi
]{
δµν +
[(
kBn
)2
(α− 1) + αq2
pi
(kBn)2 + αq
2
g
]
kBnµ k
Bn
ν
(kBn)2
}
. (87)
From this and from (57), we find the polarization tensor, whose components in Fourier
space are
Π˜µν
(
kBn
)
=
1
π
[
δµν −
kBnµ k
Bn
ν
(kBn)2
]
, (88)
from where its transversality can be checked explicitly.
The computation of the complete Fermionic Green function, on the other hand, is more
involving. Firstly, we rewrite (71) as
ZψA [J, η, η] = DetA−P
[
γE · ∂(µf)
]
[DetP (P )]
−1 e
i
∫
βV
d2z(γEµ )ab
δ3
δJµ(z)δηa(z)δη¯b(z)
×e
∫
βV
d2xd2yηc(x)S
[µf ]
F (cd)
(x−y)ηd(y)e
1
2
∫
βV
d2rd2sJν(r)P
−1
νρ (r−s)Jρ(s), (89)
where P is the differential operator (19). Now, using results presented in [52], we can write
this as
ZψA [J, η, η] = DetA−P
[
γE · ∂(µf)
]
[DetP (P )]
−1
×e
∫
βV
d2xd2yηa(x)K
[µf ]
ab (x,y;
δ
δJ )ηb(y)eL[
δ
δJ ]e
1
2
∫
βV
d2zd2wJµ(z)P
−1
µν (z−w)Jν(w), (90)
where L is the closed-loop functional (77). From (56,65,70,90) and still following the steps
of [52], it is not too difficult to show that the complete Fermionic Green Function in ther-
modynamic equilibrium takes the form
Sab (x) = exp
{(
g2
g + π
)
HR(0) (x)− gHR(αq2
g
) (x)
+
(
gπ
g + π
)[
HR( q2
g
+ q
2
pi
) (x)− iγE1 γE0 F (β, µf) x1
]}
ac
S
[µf ]
F (cb) (x) , (91)
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where HR(m2) (x) ≡ H(m2) (x)−H(m2) (0) and H(m2) is the (periodic) Green Function for the
operator ∆ +m2.
For completeness, we shall study several limits of the complete Green functions (87) and
(91).
First of all, we notice that setting the Fermionic chemical potential to be zero and then
taking the limit of vanishing temperature in these Green functions furnishes Euclidean ver-
sions of the complete Green Functions for the Gauged Thirring Model at zero temperature
presented in [26].10
Furthermore, we can show that we can obtain the Schwinger Model’s two-point functions
from these results. By taking the limit g →∞ in (87) and (91), we find:
lim
g→∞
D˜µν
(
kBn
)
=
[
q2
(kBn)2 + q
2
pi
][
δµν −
kBnµ k
Bn
ν
(kBn)2
]
+
αq2
(kBn)2
kBnµ k
Bn
ν
(kBn)2
; (92)
lim
g→∞
Sab (x) = exp
{
π
[
HR( q2
pi
) (x)−HR(0) (x)− iγE1 γE0 F (β, µf) x1
]
+αq2
[
B¯ (x)− B¯ (0)]}
ac
S
[µf ]
F (cb) (x) , (93)
where B¯ is the (periodic) Green function of the forth-order differential operator ∆2. These
limits are, when setting the chemical potential to be zero, exactly the results found in [33]
for the two-point functions of the Schwinger model at finite temperature.
Now, bearing in mind there is no gauge field correlation function in the Thirring Model,
we take the limit q →∞ in (91) to find
lim
q→∞
Sab (x) = exp
{(
g
g + π
)[
gHR(0) (x)− iπγE1 γE0 F (β, µf)x1
]}
ac
S
[µf ]
F (cb) (x) , (94)
which is the result found in [33] for the complete Fermion propagator in the Thirring Model at
finite temperature when their arbitrary function f is chosen to be f (k) = 1 + g2/ (π + g2).
This is also the finite-temperature version of the Thirring’s Fermionic two-point function
found as a limit in [26] when we put the chemical potential to vanish. Furthermore, the
chemical potential dependence of (94) is the same one presented in [34] for the correspondent
complete Green function for the Thirring Model in thermodynamic equilibrium.
10 There is a slight difference in the convention in the definition of the gauge parameter in that paper, which
translates as α = q2ξ.
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All these limits indicate that there is a strong evidence that our results are correct, since
in the limit of vanishing temperature and chemical potential they reproduce results found
previously at zero temperature, and that the thermodynamic equilibrium does not mar the
so-called “strong limits” of the Gauged Thirring Model [26].
As a final subject of our analysis we will compute the partition function of the model.
From equations (38), (70), and (85), standard finite temperature calculations yield for the
logarithm of the partition function of the Gauged Thirring Model:11
ln [ZGF (β, µf)] = ln
(
Z0F
)
+ ln
(
Z
q2
g
+ q
2
pi
B
)
− [F (T, µf)]
2
2
(
gπβV
g + π
)
, (95)
where
ln
(
Z0F
)
=
2V
π
+∞∫
0
dk1
[
β
2
k + ln
(
1 + e−βk
)]
=
2V
π
+∞∫
0
dk1
β
2
k +
πV
6β
; (96)
ln
(
Zm
2
B
)
= −V
π
+∞∫
0
dk
[
β
2
√
k2 +m2 + ln
(
1− e−β
√
k2+m2
)]
. (97)
Firstly, we notice that, despite the thermodynamical generating functional (70) being
dependent on the determinant of the differential operator ∆ + αq2/g - in which the gauge
parameter α appears explicitly, the partition function itself is gauge independent and, as a
consequence, so are all thermodynamic quantities. In addition, we see that the logarithm of
the partition function for the model comprises a sum of three terms: one corresponds to a
free, massless Fermionic field Z0F , one associated with a free, massive Bosonic field Z
q2
g
+ q
2
pi
B ,
and a term related to the chemical potential. So, as far as thermodynamics are concerned,
all the effects of the interaction between the various fields of the models result uniquely
in the coalescence of the mass m =
√
q2
g
+ q
2
pi
for the Bosonic field. Unfortunately, as far
as we know, there is no known, closed form in terms of elementary functions for the last
integral in (97), due to the presence of this very mass. We notice, however, that this mass
term possesses the expected behavior when we try to recover the Schwinger and Thirring
11 In writing this partition function we used a specific representation of the Euclidean Dirac matrices (14)
γE0 =
[
0 1
1 0
]
and γE1 =
[
0 −i
i 0
]
, and also have absorbed all thermodynamic-irrelevant terms into the
constant Z0 which was, then, dropped.
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models from the present model: m→ q/√π as g →∞ and m→∞ as q →∞, respectively
[53]. This last limit might seem a little odd at first but, as limm→∞ ln
(
1− e−β
√
k2+m2
)
= 0,
we see that it reproduces the correct partition function for the Thirring model computed
in [33]. The term connected to the chemical potential in (95) is interesting because it acts
like a completely independent term of the rest of the partition function. Besides, this term
remains unaltered in the Thirring Model’s limit and goes to −πβV [F (T, µf)]2 /2 in the
Schwinger Model’s. ln (Z0F ), being related to a free field, survives both limits.
V. FINAL REMARKS
In this paper we studied the Gauged Thirring Model in thermodynamic equilibrium.
Our approach was based on the Matsubara-Fradkin-Nakanishi Formalism which lies heav-
ily on the density matrix of the grand-canonical ensemble and maintains the Lorentz (or
SO (2), in the Euclidean case) covariance intact during the process of quantization. Using
the Schwinger’s Principle, we have found the field equations for the model and, from them,
we have written the set of functional equations to be satisfied by the thermodynamical gen-
erating functional. We studied some general properties of the two-point Green functions of
the problem as well, including their symmetries and periodicities, their mutual relationship
through the Dyson-Schwinger-Fradkin equations, and their behavior under gauge transfor-
mations (the Landau-Khalatnikov/Fradkin transformations). We have seen that all these
properties (except, of course, the periodicities) are formally similar to their zero-temperature
counterparts. By seeking a solution for the set of functional equations, we have showed the
Ward-Fradkin-Takahashi identities satisfied in this model and verified (both through the
identities and through explicit computation) the transversality of the polarization tensor.
We have, also, found expressions for the complete two-point Green functions of the
Gauged Thirring Model in thermodynamic equilibrium. The electromagnetic Green function
acquires a mass m =
√
q2
g
+ q
2
pi
in the process of quantization in thermodynamic equilibrium
and, just like what happens with the Schwinger and Thirring models, this mass is temper-
ature independent. The Fermionic Green function, by its turn, is explicitly dependent on
the chemical potential, a result that has shown up previously in the Schwinger Model [34].
It is instructive to recall that if we take the limits of vanishing temperature and chemical
potential, both complete Green functions computed in this paper become Euclidean ver-
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sions of the ones found at zero temperature in [26]. Since those propagators reproduce the
Schwinger’s and Thirring’s ones at zero temperature when the appropriated “strong limits”
are performed, we can say that, from our results, we can recover those Green functions,
too (or, at least without a Wick rotation, Euclidean versions of those propagators). On the
other hand, as we have done in this work, we can take the appropriated limits of g →∞ and
q → ∞ directly in the complete Green functions in thermodynamic equilibrium. Doing so
yields, respectively, in the correspondent Green functions for the Schwinger Model and for
the Thirring Model at finite temperature and chemical potential. So, in a sense, our results
are rather general: from them we can recover the Green functions for both zero and finite
temperature and chemical potential for the Gauged Thirring Model, the Schwinger Model,
and the Thirring Model.
Lastly, we computed the partition function for the Gauged Thirring Model. We have
shown that, as expected, the partition function is independent of the gauge parameter.
This means all thermodynamic quantities are also gauge independent, as it is imperative
for physical quantities. The partition function is a product of three terms: one associated
with a free, massless Fermionic field, one associated with a free, massive Bosonic field, and
a term containing all the chemical potential dependence. The mass of the Bosonic field is
the same mass of the gauge field Green function, namely, m =
√
q2
g
+ q
2
pi
. We have shown
that both Schwinger Model and Thirring Model’s partition functions are “strong limits” of
the Gauged Thirring Model partition function, further corroborating the generality of our
results. So, among the three solvable models alluded in this paper, the Gauged Thirring
Model in thermodynamic equilibrium is the ultimate one, from which results for the other
two can be drawn, being them at zero or finite temperature.
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Appendix A: A two-dimensional, symmetric, invertible, rank-two tensor in ther-
modynamic equilibrium
In this appendix we will consider the most general form for the inverse of a invertible,
symmetrical, rank-two tensor in two dimensions in thermodynamic equilbrium with the form
Tµν
(
kBn, u
)
= Aδµν +B
kBnµ k
Bn
µ
(kBn)2
, (A1)
where u is the (Euclidean, two-)velocity of the medium (in the present case, a plasma in 1+1
dimensions), and A and B are two SO (2) scalar functions that depend on the momentum
kBn and the medium velocity u. By symmetrical we mean that T satisfies
Tµν
(
kBn, u
)
= Tνµ
(−kBn,−u) . (A2)
Its inverse T−1 clearly satisfies
T−1µρ
(
kBn, u
)
Tρν
(
kBn, u
)
= Tµρ
(
kBn, u
)
T−1ρν
(
kBn, u
)
= δµν . (A3)
In order to build a rank-two tensor in two dimensions in thermodynamic equilibrium we
have at our disposal the objects kBnµ , uµ, and the antisymmetric rank-two tensor ǫµν . So,
the most general form for T−1 is
T−1µν
(
kBn, u
)
= Cδµν +D
kBnµ k
Bn
ν
(kBn)2
+ E
kBnµ uν
kBn · u + F
uµk
Bn
ν
kBn · u +G
(
kBn
)2
uµuν
(kBn · u)2 +Hεµν
+I
k¯Bnµ k
Bn
ν
(kBn)2
+ J
kBnµ k¯
Bn
ν
(kBn)2
+K
k¯Bnµ k¯
Bn
ν
(kBn)2
+ L
k¯Bnµ uν
kBn · u +M
kBnµ u¯ν
kBn · u
+N
k¯Bnµ u¯ν
kBn · u +O
u¯µk
Bn
ν
kBn · u + P
uµk¯
Bn
ν
kBn · u +Q
u¯µk¯
Bn
ν
kBn · u +R
(
kBn
)2
u¯µuν
(kBn · u)2
+S
(
kBn
)2
uµu¯ν
(kBn · u)2 + U
(
kBn
)2
u¯µu¯ν
(kBn · u)2 , (A4)
where C, D, ..., U are coefficients with similar properties to A and B and, for any SO (2)
vector a, we wrote a¯µ ≡ aνενµ.
Due to equations (A2) and (A3), we find
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E = F = G = H = I = J = K = L = M = N = O = P = Q = R = S = U = 0 (A5)
and
1 = AC (A6)
0 = AD +BC +BD (A7)
So, provided the system above has a solution, the most general form for the inverse of
the tensor T is
T−1µν
(
kBn, u
)
= C
(
kBn, u
)
δµν +D
(
kBn, u
) kBnµ kBnν
(kBn)2
. (A8)
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