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FRACTIONAL LAPLACIAN WITH HARDY POTENTIAL
KRZYSZTOF BOGDAN, TOMASZ GRZYWNY, TOMASZ JAKUBOWSKI,
AND DOMINIKA PILARCZYK
Abstract. We give sharp two-sided estimates of the semigroup generated by the frac-
tional Laplacian plus the Hardy potential on Rd, including the case of the critical con-
stant. We use Davies’ method back-to-back with a new method of integral analysis of
Duhamel’s formula.
1. Main result and Introduction
Let d ∈ N := {1, 2, . . .}, α ∈ (0, 2) and α < d. We consider the following Schro¨dinger
operator on Rd with the Hardy potential,
(1.1) ∆α/2 + κ|x|−α.
Here ∆α/2 is the fractional Laplacian and κ is a positive number. Let
κ∗ =
2αΓ((d+ α)/4)2
Γ((d− α)/4)2 .
This is the best constant in the Hardy inequality for the quadratic form of ∆α/2:
(1.2) E [f ] ≥
∫
Rd
f(x)2κ∗|x|−αdx, f ∈ L2(Rd),
see below for definitions; see Herbst [23, Theorem 2.5], Frank and Seiringer [20, Theo-
rem 1.1] and Bogdan, Dyda and Kim [10, Proposition 5] for the result. If 0 < κ ≤ κ∗,
then there is a unique number δ such that
0 < δ ≤ (d− α)/2 and κ = 2
αΓ( δ+α
2
)Γ(d−δ
2
)
Γ( δ
2
)Γ(d−δ−α
2
)
,
see Figure 2.1. Our main theorem is as follows.
Theorem 1.1. Let 0 < α < 2 ∧ d. If 0 < κ ≤ κ∗, then the Schro¨dinger operator (1.1)
has the heat kernel p˜ which is jointly continuous on (0,∞)× (Rd \ {0})2 and satisfies
p˜(t, x, y) ≈ (1 + tδ/α|x|−δ) (1 + tδ/α|y|−δ)(t−d/α ∧ t|x− y|d+α
)
, x, y 6= 0, t > 0.
Here and below we write f ≈ g if f, g ≥ 0 and c−1g ≤ f ≤ cg for some positive number
c (comparability constant). Such estimates are called sharp or two-sided. We call κ, and
∆α/2 + κ|x|−α, subcritical if 0 < κ < κ∗, critical if κ = κ∗ and supercritical if κ > κ∗.
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The subject of the paper can be tracked down to Baras and Goldstein [3], who proved
the existence of nontrivial nonnegative solutions of the classical heat equation ∂t = ∆ +
κ|x|−2 in Rd for 0 ≤ κ ≤ (d− 2)2/4, and nonexistence of such solutions, that is explosion,
for bigger constants κ. Vazquez and Zuazua [36] studied the Cauchy problem and spectral
properties of the operator in bounded subsets of Rd using the improved Hardy-Poincare´
inequality, and they used weighted Hardy-Poincare´ inequality in the more delicate case
of the whole of Rd. Sharp upper and lower bounds for the heat kernel of the Schro¨dinger
operator ∆ + κ|x|−2 were obtained by Liskevich and Sobol [26, p. 365, Example 3.8, 4.4
and 4.10] for 0 < κ < (d − 2)2/4. Milman and Semenov proved the upper and lower
bounds for κ ≤ (d − 2)2/4, see [28, Theorem 1], [29] and [22, Section 10.4]. Note that
Moschini and Tesei [30, Theorem 3.10] gave estimates for the subcritical case in bounded
domains, and Filippas, Moschini and Tertikas [18] obtained the critical case in bounded
domains. Recently Metafune, Sobajima and Spina [27] extended the results of Milman
and Semenov to sigular gradient-and-Schro¨dinger perturbations of ∆. Because of the
borderline singularity of the function Rd 3 x 7→ κ|x|−2 at the origin, the choice of κ
influences the growth rate of the heat kernel at the origin.
The operators ∆+κ|x|−2 play distinctive roles in limiting and self-similar phenomena in
probability [32] and partial differential equations [33]. This results in part from the scaling
of the corresponding heat kernel, which is similar to that of the Gauss-Weierstrass kernel.
Analogous applications are expected for the Hardy perturbations of the fractional Lapla-
cian, see [34] for first attempts. We also note that the effect of Schro¨dinger perturbations
of ∆ is much milder if κ|x|−2 is replaced by functions in appropriate Kato classes. We
refer to Bogdan and Szczypkowski [15, Section 1, 4] for references and results on Gaussian
bounds for Schro¨dinger heat kernels along with an approach based on the so-called 4G
inequality. The case when even the Gaussian constants do not deteriorate is discussed
by Bogdan, Dziuban´ski and Szczypkowski [11]. Estimates of Schro¨dinger perturbations
of general operators and their transition semigroups are given by Bogdan, Hansen and
Jakubowski in [12], with focus on situations with 3G inequality. Bogdan, Jakubowski and
Sydor [14] and Bogdan, Butko and Szczypkowski [8] estimate Schro¨dinger perturbations
of integral kernels which are not necessarily semigroups. The results of these paper give
comparability or near comparability of the perturbed kernel with the original one. In
fact, the explicit estimate in [14, Theorem 3] suffices for many applications.
The operator (1.1) cannot be handled by the methods of these papers – as we see in
Theorem 1.1, the heat kernel of ∆α/2 + κ|x|−α has different growth than the heat kernel
of ∆α/2. It is proved by Abdellaoui, Medina, Peral and Primo [2, 1] that for κ > κ∗
the operator has no weak positive supersolutions and the phenomenon of complete and
instantaneous blow-up occurs, whereas for κ ≤ κ∗ nontrivial nonnegative solutions of (1.1)
exists and have certain Sobolev regularity. Concerning the estimates of the heat kernel
of ∆α/2 + κ|x|−α, the main contributions to date are by Frank, Lieb and Seiringer [19,
Proposition 5.1] and BenAmor [5, Theorem 3.1]. The first paper gives estimates of the heat
kernel of the operator |x|−β (∆α/2 + κ|x|−α − 1), with suitable β > 0. These, however,
do not translate directly into heat kernel estimates for ∆α/2 + κ|x|−α. The second paper
[5] gives the upper bound for the heat kernel of ∆ + κ|x|−α with the Dirichlet conditions
on bounded open subsets of Rd. This case is qualitatively different from the case of
the whole of Rd because available supermedian functions used for Doob’s conditioning in
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Davies’ method are locally, but not globally bounded from below. In the classical setting
of ∆, the distinction is known since [36], [30] and [4]. In fact Milman and Semenow
[28, Theorem A] give a general framework for heat kernel estimates, with the lower-
boundedness of the nearly supermedian function being an important assumption.
In the present paper we show that one can use x 7→ |x|−δ + 1 to estimate p˜. To prove
Theorem 1.1 we develop new integral analysis of the perturbation (Duhamel’s) formula
using this function. The integral analysis does not use quadratic forms, but the reader
may ask a legitimate question, which we asked ourselves, whether the usual method
based on quadratic forms, namely Davies’ method, can be employed to the same end.
The outcome of our integral analysis was announced at the conference Probability and
Analysis in Be¸dlewo, 15-19 May 2017, but we struggled long to apply Davies’ method in
the critical case. We are now able to present both methods back-to-back in the full range
of κ. This adds a new approach to the toolbox of heat kernel estimates and may also shed
some light on Davies’ method, especially concerning the domain of the quadratic form
of ∆α/2 + κ∗|x|−α. We note that the integral analysis automatically gives the continuity
of the heat kernel and the estimates hold everywhere, rather than a.e.. The reader may
even be surprised to see by inspection how smooth this works in the critical case.
On a general level we use Doob-type conditioning both for the integral analysis of the
heat kernel and in the analysis of its quadratic form. In doing so we rely on the explicit
construction of supermedian functions proposed by Bogdan, Dyda and Kim [10]. In fact,
for ∆α/2 we refine the findings of [10], to prove that the function |x|−δ is invariant (a ground
state) for p˜. Then we prove that |x|−δ + 1 is nearly supermedian for p˜, see Corollary 3.8.
The latter function is bounded from below, which is crucial for both methods of analysis
of p˜ presented in this paper. The importance of such functions for Davies’ method is
known at least since Milman and Semenov [28, Theorem A].
The structure of the paper is as follows. In Section 2 we define the heat kernel p of ∆α/2
and its Schro¨dinger perturbation p˜ by the Hardy potential q(x) = κ|x|−α. In Section 3
we analyze auxiliary integrals, e.g. those of the form
∫
Rd p˜(t, x, y)|y|−βdy and use them to
control p˜. The main results of this section are Theorem 3.1 and Proposition 3.2 on nearly
supermedian functions, summarized in Corollary 3.8. In Section 4 we prove Theorem 1.1.
We also reprove the instantaneous blow-up: p˜ ≡ ∞ in the supercritical case κ > κ∗. In
Section 5 we discuss the quadratic form E˜ of p˜ and apply Davies’ method for the upper
bound of p˜ in Section 5.1.
Acknowledgements
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2. Preliminaries
Our setting is as follows. Let
ν(y) =
α2α−1Γ
(
(d+ α)/2
)
pid/2Γ(1− α/2) |y|
−d−α , y ∈ Rd .
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The coefficient above is chosen in such a way that
(2.1)
∫
Rd
[1− cos(ξ · y)] ν(y)dy = |ξ|α , ξ ∈ Rd .
The fractional Laplacian for (smooth compactly supported) test functions ϕ ∈ C∞c (Rd) is
∆α/2ϕ(x) = lim
ε↓0
∫
|y|>ε
[ϕ(x+ y)− ϕ(x)] ν(y)dy , x ∈ Rd .
In terms of the Fourier transform [9, Section 1.1.2], ∆̂α/2ϕ(ξ) = −|ξ|αϕˆ(ξ).
We use “:=” to indicate definitions, e.g. a ∧ b := min{a, b} and a ∨ b := max{a, b}.
In statements and proofs we let ci denote constants whose exact values are unimportant.
These are determined anew in each statement and each proof. We only consider Borel
measurable functions.
2.1. The semigroup of ∆α/2. We consider the convolution semigroup of functions
(2.2) pt(x) :=
1
(2pi)d
∫
Rd
e−t|ξ|
α
e−ix·ξ dx , t > 0, x ∈ Rd .
According to (2.1) and the Le´vy-Khinchine formula, each pt is a probability density func-
tion and ν(y)dy is the Le´vy measure of the semigroup, see, e.g., [9]. From (2.2) we have
(2.3) pt(x) = t
− d
αp1(t
− 1
αx) .
It is well-known [9] that p1(x) ≈ 1 ∧ |x|−d−α, hence
(2.4) pt(x) ≈ t−d/α ∧ t|x|d+α , t > 0, x ∈ R
d .
We denote
p(t, x, y) = pt(y − x), t > 0, x, y ∈ Rd.
Clearly, p is symmetric,
p(t, x, y) = p(t, y, x) ,
and satisfies the Chapman-Kolmogorov equations:∫
Rd
p(s, x, y)p(t, y, z)dy = p(s+ t, x, z), x, z ∈ Rd, s, t > 0.
We denote, as usual, Ptg(x) =
∫
Rd p(t, x, y)g(y)dy. The fractional Laplacian extends to
the generator of the semigroup {Pt}t≥0 on many Banach spaces, see, e.g., [24].
2.2. Schro¨dinger perturbations by Hardy potential. For α < d and β ∈ (0, d), let
f(t) = c1t
(d−α−β)/α, t > 0.
Here c1 ∈ (0,∞) is a normalizing constant so chosen that
(2.5) hβ(x) :=
∫ ∞
0
f(t)pt(x)dt = |x|−β, x ∈ Rd.
The existence of such c1 is a consequence of (2.3). The exact value of c1 does not affect
the subsequent definition of qβ. For β ∈ (0, d− α) we let
qβ(x) =
1
hβ(x)
∫ ∞
0
f ′(t)pt(x)dt, x ∈ Rd,
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Figure 2.1. The function β 7→ κβ.
By [10, Section 4]1,
qβ(x) = κβ|x|−α,
where
κβ =
2αΓ(β+α
2
)Γ(d−β
2
)
Γ(β
2
)Γ(d−β−α
2
)
.
Put differently,
(2.6) κβ|x|−α−β =
∫ ∞
0
f ′(t)pt(x)dt.
In [10] the above objects have applications to both in the integral test for Schro¨dinger
semigroups [10, Theorem 1] and in Hardy inequality for Dirichlet forms [10, Theorem 2].
Similarly they play a double role here: in the integral analysis method and in Davies’
method. We further note that (2.6) is an integral analogue of [6, (3.6)]. The function
β 7→ κβ is increasing on (0, (d−α)/2] and decreasing on [(d−α)/2, d−α), see [10, Proof
of Proposition 5]. Furthermore, κβ = κd−α−β. The maximal or critical value of κβ is
κ∗ = κ(d−α)/2. For convenience, let κ0 = 0. In what follows, we fix δ ∈ [0, (d− α)/2]. Let
(2.7) h(x) = hδ(x) = |x|−δ, κ = κδ, q(x) = qδ(x) = κ|x|−α.
The notation will be used throughout the paper. Also, let δ∗ = (d− α)/2 and q∗ = qδ∗ .
We define the Schro¨dinger perturbation of p by q = qδ:
(2.8) p˜ =
∞∑
n=0
pn.
Here for t > 0 and x, y ∈ Rd we let p0(t, x, y) = p(t, x, y) and
pn(t, x, y) =
∫ t
0
∫
Rd
p(s, x, z)q(z)pn−1(t− s, z, y)dzds(2.9)
=
∫ t
0
∫
Rd
pn−1(s, x, z)q(z)p(t− s, z, y)dzds, n ≥ 1.
1Note that the exponent (d− α− β)/α in the definition of f is denoted β in [10, Corollary 6].
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If q = q∗, then we may write p˜∗ for p˜. From the general theory [10], p˜ is a symmetric
transition density, i.e. the following Chapman-Kolmogorov equation holds:∫
Rd
p˜(s, x, z)p˜(t, z, y) dz = p˜(t+ s, x, y) .(2.10)
Clearly, the following Duhamel’s formula holds,
p˜(t, x, y) = p(t, x, y) +
∫ t
0
∫
Rd
p(s, x, z)q(z)p˜(t− s, z, y)dzds(2.11)
= p(t, x, y) +
∫ t
0
∫
Rd
p˜(s, x, z)q(z)p(t− s, z, y)dzds, t > 0, x, y ∈ Rd.(2.12)
The finiteness of p˜(t, x, y) for all t > 0, x 6= 0 and a.e. y ∈ Rd is secured as follows.
Lemma 2.1. [10, Theorem 1] We have
∫
Rd p˜(t, x, y)h(y)dy ≤ h(x).
In the sense of Lemma 2.1, h is supermedian. The scaling of p˜ is the same as that of p.
Lemma 2.2. The kernel p˜ is self-similar,
(2.13) p˜(t, x, y) = t−
d
α p˜
(
1, xt−
1
α , yt−
1
α
)
, t > 0, x, y ∈ Rd.
Proof. By the definition (2.8) of p˜, it is enough to show that for all n ≥ 0 and t > 0,
(2.14) pn(t, x, y) = t
− d
αpn
(
1, xt−
1
α , yt−
1
α
)
,
or, equivalently, for all n ≥ 0 and t, u > 0,
pn(tu, x, y) = t
− d
αpn
(
u, xt−
1
α , yt−
1
α
)
.
By (2.3), the equality (2.14) holds true for n = 0. Let n ≥ 0 be an integer, and assume
that (2.14) holds for n. By this, the definition (2.9) applied to n+ 1 instead of n and by
the change of variables s = tu and w = zt−
1
α ,
pn+1(t, x, y) =
∫ t
0
∫
Rd
p(s, x, z)q(z)pn(t− s, z, y)dzds
= t
∫ 1
0
∫
Rd
p(tu, x, z)q(z)pn(t(1− u), z, y)dzdu
= t1−
2d
α
∫ 1
0
∫
Rd
p(u, xt−
1
α , zt−
1
α )q(z)pn(1− u, zt− 1α , yt− 1α )dzdu
= t−
d
α
∫ 1
0
∫
Rd
p(u, xt−
1
α , w)κ|w|−αpn(1− u,w, yt− 1α )dwdu
= t−
d
αpn+1
(
1, xt−
1
α , yt−
1
α
)
.
By induction, we obtain (2.14) for all n ≥ 0, and so (2.13) follows. 2
We need to go beyond the integrals in [10], as follows.
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Lemma 2.3. Let β ∈ (0, d). Then,∫
Rd
p(s, x, z)|z|−βdz ≈ (s−β/α ∧ |x|−β),(2.15)
∫ t
0
∫
Rd
p(s, x, z)|z|−βdzds ≈

t(t−β/α ∧ |x|−β) for β < α,
ln(1 + t|x|−α) for β = α,
(t ∧ |x|α)|x|−β for β > α.
(2.16)
Proof. Note that by (2.5),
hβ(s, x) :=
∫
Rd
p(s, x, z)|z|−βdz = cβ
∫ ∞
0
p(s+ u, x)u(d−α−β)/αdu
for some constant cβ. By scaling,
hβ(s, x) = cβ|x|−d
∫ ∞
0
p(s|x|−α + r, 1)|x|d−α−βr(d−α−β)/α|x|αdr
= cβ|x|−β
∫ ∞
0
p(s|x|−α + r, 1)r(d−α−β)/αdr.
For |x|α < s, by (2.4) we have p(s|x|−α + r, 1) ≈ (s|x|−α + r)−d/α, hence
hβ(s, x) ≈ |x|−β
∫ ∞
0
(s|x|−α)−d/α(1 + u)−d/α(s|x|−α)(d−α−β)/αu(d−α−β)/α(s|x|−α)du
= s−β/α
∫ ∞
0
(1 + u)−d/αu(d−α−β)/αdu = cs−β/α.
For |x|α ≥ s, again by (2.4) we have
c−1p(r, 1) ≤ p(s|x|−α + r, 1) ≤ c(p(r, 1) + p(r + 1, 1)).
Consequently hβ(s, x) ≈ |x|−β. Now, (2.16) follows by integrating (2.15). 2
Let P˜tf(x) =
∫
Rd p˜(t, x, y)f(y)dy.
Proposition 2.4. If 0 < κ ≤ κ∗, then {P˜t}t>0 is a strongly continuous semigroup of
contractions on L2(Rd).
Proof. By the symmetry of p˜, Lemma 2.1 and the Schur test, P˜t is a contraction on L
2(Rd)
for every t > 0. To prove the strong continuity, let g ∈ L2(Rd) and ϕ ∈ C∞c (Rd). We have
‖P˜tg − g‖L2 ≤ ‖P˜tg − P˜tϕ‖L2 + ‖P˜tϕ− ϕ‖L2 + ‖ϕ− g‖L2 ≤ ‖P˜tϕ− ϕ‖L2 + 2‖ϕ− g‖L2 .
By the density of C∞c (Rd) in L2(Rd), it suffices to verify that ‖P˜tϕ− ϕ‖L2 → 0 as t→ 0.
To this end we consider (2.11) and let Tt be the integral operator with the kernel∫ t
0
∫
Rd
p(s, x, z)q(z)p˜(t− s, z, y)dzds.
Since {Pt}t≥0 is strongly continuous on L2(Rd), it is enough to prove that
(2.17) lim
t→0+
‖Ttϕ‖L2 = 0,
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for every non-negative function ϕ ∈ C∞c (Rd). Since the kernel of Tt is maximal for
δ = (d− α)/2, it suffices to consider this case. Then there is a constant C, depending on
ϕ, such that ϕ ≤ Ch∗. By Lemma 2.1 and Lemma 2.3,
‖Ttϕ‖2L2 ≤ C‖Tth∗‖2L2 ≤ C
∫
Rd
(∫ t
0
∫
Rd
p(s, x, z)q(z)h∗(z)dzds
)2
dx
≈
∫
Rd
(t2 ∧ |x|2α)|x|−d−αdx,
and (2.17) follows by the dominated convergence theorem. 2
3. Integral analysis
In this section we propose a new method of estimating the heat kernel of Schro¨dinger
heat kernels. The method picks up on the ideas of Bogdan, Dyda and Kim [10, Section 2]
and develops a suitable integral calculus to handle p˜ by means of the Duhamel’s formula.
By our conventions, p˜ = p if δ = 0. We will study the integrals∫
Rd
p˜(t, x, y)|y|−βdy, 0 ≤ β < d− α.
For β = δ, from Lemma 2.1 we have∫
Rd
p˜(t, x, y)|y|−δdy ≤ |x|−δ, t > 0, x ∈ Rd .(3.1)
One of our main results is the following.
Theorem 3.1. For δ ∈ [0, d−α
2
],∫
Rd
p˜(t, x, y)|y|−δdy = |x|−δ, t > 0, x ∈ Rd .(3.2)
Furthermore for β ∈ [0, d− α− δ), t > 0, x 6= 0,∫
Rd
p˜(t, x, y)|y|−βdy = |x|−β + (κ− κβ)
∫ t
0
∫
Rd
p˜(s, x, y)|y|−β−α dy ds <∞.(3.3)
The proof of Theorem 3.1 is given below after a sequence of auxiliary results. Note-
worthy, in (3.3) and similar formulas we have two types of integrations: in space-time up
to the terminal time t, and in space only, at the terminal time t. We also note that (3.2)
is an immediate consequence of (3.3), except in the critical case δ = δ∗ = (d− α)/2.
Proposition 3.2. There is a constant M ≥ 1 such that for all t ∈ (0,∞) and x ∈ Rd\{0},∫
Rd
p˜(t, x, y)dy ≤M(1 + tδ/α|x|−δ).
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Proof. By Lemma 2.2, it suffices to consider t = 1. Fix x 6= 0. We note that for every
R > 0, by (2.12) and (2.10),
p˜(1, x, y) = p(1, x, y) +
∫ 1
0
∫
|z|<R
p˜(s, x, z)q(z)p(1− s, z, y) dz ds(3.4)
+
∫ 1
0
∫
|z|>R
p˜(s, x, z)q(z)p(1− s, z, y) dz ds
≤ p(1, x, y) +
∫ 1
0
∫
|z|<R
p˜(s, x, z)q(z)p(1− s, z, y) dz ds
+
κ
Rα
∫ 1
0
∫
|z|>R
p˜(s, x, z)p(1− s, z, y) dz ds
≤ p(1, x, y) +
∫ 1
0
∫
|z|<R
p˜(s, x, z)q(z)p(1− s, z, y) dz ds+ κ
Rα
p˜(1, x, y) .
Hence, for R ≥ (2κ)1/α,
p˜(1, x, y) ≤ 2p(1, x, y) + 2
∫ 1
0
∫
|z|<R
p˜(s, x, z)q(z)p(1− s, z, y) dz ds.(3.5)
On the other hand, by the equality (3.4) we have
p˜(1, x, y) ≥ p(1, x, y) +
∫ 1
0
∫
|z|<R
p˜(s, x, z)q(z)p(1− s, z, y) dz ds.(3.6)
Integrating (3.5) and (3.6) with respect to dy, we get∫
Rd
p˜(t, x, y)dy ≈ 1 +
∫ 1
0
∫
|z|<R
p˜(s, x, z)q(z) dz ds .
By (2.4), there is c ∈ (0, 1) such that for |z| < R and s ∈ (0, 1),
c ≤
∫
B(0,2R)
p(1− s, z, y)dy ≤ 1 .
By (2.12) and (3.1),∫ 1
0
∫
|z|<R
p˜(s, x, z)q(z) dz ds ≤ 1
c
∫
B(0,2R)
∫ 1
0
∫
|z|<R
p˜(s, x, z)q(z)p(1− s, z, y) dz ds dy
≤ 1
c
∫
B(0,2R)
p˜(1, x, y) dy ≤ (2R)
δ
c
∫
B(0,2R)
p˜(1, x, y)|y|−δ dy
≤ (2R)
δ
c
|x|−δ <∞.
2
The special case κ = 0 of Theorem 3.1 can already be verified as follows.
Lemma 3.3. For β ∈ [0, d− α), t > 0 and x ∈ Rd,
κβ
∫ t
0
∫
Rd
p(s, x, y)|y|−β−α dy ds+
∫
Rd
p(t, x, y)|y|−βdy = |x|−β.
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Proof. For β = 0, we simply get 1 = 1, so suppose β > 0 and x 6= 0. Then, by (2.6),
κβ
∫ t
0
∫
Rd
p(s, x, y)|y|−β−α dy ds =
∫ t
0
∫ ∞
0
ps+r(x)f
′(r)drds
= −
∫ t
0
∫ ∞
0
∂
∂s
ps+r(x)f(r)drds = −
∫ ∞
0
[pr(x)− pt+r(x)]f(r)dr
= |x|−β −
∫
Rd
p(t, x, y)|y|−βdy,
as needed. For x = 0 the iterated integral in the statement diverges by (2.4). 2
Although we do not need this observations later on, if we let β → 0 in∫ t
0
∫
Rd
p(s, x, y)|y|−β−α dy ds = 1
κβ
∫
Rd
p(t, x, y)(|x|−β − |y|−β)dy,
then for t > 0, x ∈ Rd \ {0}, we get
(3.7)
Γ(α
2
)Γ(d
2
)
21−αΓ(d−α
2
)
∫ t
0
∫
Rd
p(s, x, y)|y|−α dy ds =
∫
Rd
p(t, x, y) ln(|y|)dy − ln(|x|).
Back to the proof of Theorem 3.1, we recall that the functions pn are defined in (2.9).
Lemma 3.4. Let 0 < β < d− α and n ≥ 0. For all t > 0 and x 6= 0,∫ t
0
∫
Rd
pn(s, x, y)|y|−β−α dy ds ≤ κ
n
κn+1β
|x|−β <∞.(3.8)
Proof. Let x ∈ Rd. For n = 0, (3.8) follows from Lemma 3.3. Suppose (3.8) holds for
some n ≥ 0. By Lemma 3.3 and induction,∫ t
0
∫
Rd
pn+1(s, x, y)|y|−β−α dy ds
=
∫ t
0
∫
Rd
∫ s
0
∫
Rd
pn(r, x, w)q(w)p(s− r, w, y)|y|−β−α dy dr dw ds
=
∫ t
0
∫
Rd
∫ t−r
0
∫
Rd
pn(r, x, w)q(w)p(s, w, y)|y|−β−α dy ds dw dr
≤
∫ t
0
∫
Rd
pn(r, x, w)q(w)
1
κβ
|w|−β dw ds = κ
κβ
∫ t
0
∫
Rd
pn(r, x, w)|w|−β−α dw ds
≤ κ
n+1
κn+2β
|x|−β,
which is finite if x 6= 0. 2
Corollary 3.5. For δ < β < d− α− δ, t > 0 and x 6= 0, we have∫ t
0
∫
Rd
p˜(s, x, y)|y|−β−α dy ds ≤ |x|
−β
κβ − κ <∞.
Proof. If δ < β < d− α− δ, then κβ > κ. Lemma 3.4 and (2.8) yield the result. 2
Lemma 3.6. Let 0 ≤ β < d− α and n ≥ 1. For all t > 0 and x 6= 0, we have
κβ
∫ t
0
∫
Rd
pn(s, x, y)|y|−β−α dy ds+
∫
Rd
pn(t, x, y)|y|−βdy = κ
∫ t
0
∫
Rd
pn−1(s, x, y)|y|−β−αdyds.
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Proof. By Lemma 3.3,
κβ
∫ t
0
∫
Rd
pn(s, x, y)|y|−β−αdyds
= κβ
∫ t
0
∫
Rd
∫ s
0
∫
Rd
pn−1(u, x, w)q(w)p(s− u,w, y)|y|−β−α dw du dy ds
= κβ
∫ t
0
∫
Rd
∫ t−u
0
∫
Rd
pn−1(u, x, w)q(w)p(s, w, y)|y|−β−α dy ds dw du
=
∫ t
0
∫
Rd
pn−1(u, x, w)q(w)
(
|w|−β −
∫
Rd
p(t− u,w, y)|y|−βdy
)
dw du
= κ
∫ t
0
∫
Rd
pn−1(u, x, w)|w|−β−α dw du−
∫
Rd
pn(t, x, y)|y|−βdy.
The integrals are convergent by Lemma 3.4. 2
Summing up the equalities from Lemma 3.6 and 3.3 and using Corollary 3.5 yields (3.3)
in Theorem 3.1 for δ < β < d− α− δ. The full range of β needs additional preparation.
Corollary 3.7. For N ∈ N, t > 0, x 6= 0 and β ∈ [0, d− α),∫
Rd
N∑
n=0
pn(t, x, y)|y|−βdy + κβ
∫ t
0
∫
Rd
pN(s, x, y)|y|−β−α dy ds
= |x|−β + (κ− κβ)
∫ t
0
∫
Rd
N−1∑
n=0
pn(s, x, y)|y|−β−αdyds.(3.9)
Proof. For n = 1, 2, ..., N we sum up the identity from Lemma 3.6, add the identity from
Lemma 3.3, and use the finiteness from Corollary 3.5 to justify subtraction. 2
Proof of Theorem 3.1. We start with (3.3). In view of Corollary 3.7, we only need to show
lim
N→∞
∫ t
0
∫
Rd
pN(s, x, y)|y|−β−αdyds = 0.(3.10)
Indeed, if we have (3.10), then letting N → ∞ in (3.9), by the monotone convergence
theorem, we get∫
Rd
p˜(t, x, y)|y|−βdy = |x|−β + (κ− κβ)
∫ t
0
∫
Rd
p˜(s, x, y)|y|−β−αdyds.
The integrals are convergent for β ∈ [0, δ]. We apply (3.1) and Proposition 3.2 to the left
integral, and for β ∈ (δ, d− α− δ) we apply Corollary 3.5 to the integral on the right.
Proving (3.10) is nontrivial. Of course, by Lemma 2.1, for t, |x| > 0 we have p˜(t, x, ·) <
∞ a.e. Hence, pN(t, x, y)→ 0 as N →∞. To apply the dominated convergence theorem
it suffices to give an integrable majorant for pN(t, x, y) in (3.10).
First we let β ∈ (δ, d− α− δ). Since pN(t, x, y) ≤ p˜(t, x, y), Corollary 3.5 yields (3.10).
Now let β < δ. By Lemma 3.4 with β = δ, (2.12) integrated in dy and Proposition 3.2,∫ t
0
∫
Rd
pN(s, x, y)|y|−β−αdyds ≤
∫ t
0
∫
Rd
pN(s, x, y)|y|−δ−αdyds+
∫ t
0
∫
Rd
p˜(s, x, y)|y|−αdyds
≤ 1
κ
(
|x|−δ +
∫
Rd
p˜(t, x, y) dy
)
<∞.
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Hence, by Corollary 3.7 with β < δ,
(κ− κβ)
t∫
0
∫
Rd
N−1∑
n=0
pn(s, x, y)|y|−β−αdyds≤
∫
Rd
p˜(s, x, y)|y|−βdy+κβ
κ
|x|−δ+∫
Rd
p˜(t, x, y)dy
 .
By passing to the limit and using |y|−β ≤ |y|−δ + 1 we get
(κ− κβ)
t∫
0
∫
Rd
p˜(s, x, z)|z|−β−αdzds≤
∫
Rd
p˜(t, x, y)(1+|y|−δ) dy+κβ
κ
|x|−δ+∫
Rd
p˜(t, x, y)dy
 ,
which is finite by (3.1) and Lemma 3.2. Since pN(t, x, y) ≤ p˜(t, x, y), we get (3.10).
Next, let β = δ < δ∗ = d−α
2
. Clearly, pN ≤ p˜ ≤ p˜∗. By the previous case we get∫ t
0
∫
Rd
p˜∗(s, x, z)|z|−δ−α dz ds <∞,
hence (3.10) follows. We see that (3.3) is fully proven. This yields (3.2) for δ ∈ [0, d−α
2
).
For δ = δ∗ we let 0 ≤ β < δ. As usual, |y|−β ≤ |y|−δ + 1, and∫
Rd
p˜(t, x, y)(|y|−δ + 1)dy <∞.
By (3.3), ∫
Rd
p˜(t, x, y)|y|−βdy ≥ |y|−β,
hence, letting β → δ, by the dominated convergence theorem we get∫
Rd
p˜(t, x, y)|y|−δdy ≥ |x|−δ.
In view of (3.1) we get (3.2) for δ = δ∗ and p˜ = p˜∗, too. 2
We denote
H(t, x) = t
δ
α |x|−δ + 1, t > 0, x ∈ Rd.
We also let H(x) = H(1, x). Thus,
H(x) = |x|−δ + 1, x ∈ Rd.
Proposition 3.2 and Theorem 3.1 yield that H(t, x) is nearly supermedian, as follows.
Corollary 3.8. For all t ∈ (0,∞) and x ∈ Rd \ {0},∫
Rd
p˜(t, x, y)H(t, y)dy ≤ (M + 1)H(t, x).
4. Estimates and continuity of the Schro¨dinger heat kernel
4.1. Upper bound of the heat kernel. As usual, δ ∈ [0, (d− α)/2]. By Corollary 3.8,
we immediately get the following result.
Lemma 4.1. If β ∈ [0, δ], then∫
Rd
p˜(1, x, z)|z|−βdz ≤ CH(x).
Let g(y) = |y|α/(2α+1κ). Note that |y| ≤ 2(2κ)1/α is equivalent to g(y) ≤ 1.
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Lemma 4.2. There exists a constant c such that for y ∈ Rd and |x| ≤ 2(2κ)1/α,
p˜(1, x, y) ≤cH(x)p1(y) + c
∫ 1/2
0
∫
2|z|≤|y|
p˜(1− s, x, z)q(z)ps(y)dzds
+ 2
∫ 1
g(y)∧1
∫
2|z|>|y|
p˜(1− s, x, z)q(z)p(s, z, y)dzds.
Proof. We will estimate
p˜(1, x, y) = p(1, x, y) + I1 + I2 + I3,
where
I1 =
∫ g(y)∧1
0
∫
2|z|>|y|
p˜(1− s, x, z)q(z)p(s, z, y)dzds,
I2 =
∫ 1
g(y)∧1
∫
2|z|>|y|
p˜(1− s, x, z)q(z)p(s, z, y)dzds,
I3 =
∫ 1
0
∫
2|z|≤|y|
p˜(1− s, x, z)q(z)p(s, z, y)dzds.
Clearly, by (2.10),
I1 ≤ q(|y|/2)
∫ g(y)∧1
0
∫
Rd
p˜(1− s, x, z)p˜(s, z, y)dzds ≤ 1
2
p˜(1, x, y).
Due to Proposition 3.2, by integrating (2.12) against y, we get
(4.1)
∫ 1
0
∫
Rd
p˜(1− s, x, z)q(z)dz ≤MH(x).
By (2.4), we have p(s, z, y) ≈ ps(y) for |z| ≤ |y|/2 and ps(y) ≈ p1(y) for s ∈ [1/2, 1].
Hence,
I3 ≈
∫ 1
0
∫
2|z|≤|y|
p˜(1− s, x, z)q(z)ps(y)dzds
≈
∫ 1/2
0
∫
2|z|≤|y|
p˜(1− s, x, z)q(z)ps(y)dzds+ p1(y)M H(x).
Since |x| ≤ 2(2κ)1/α, by (2.4) we have p(1, x, y) ≈ p1(y), which ends the proof. 2
Lemma 4.3. There is C > 0 such that for |y| ≥ 2(2κ)1/α and x ∈ Rd,
p˜(1, x, y) ≤ CH(x)p(1, x, y).
Proof. By (2.4), ps(y) ≤ cp1(y) for s ≤ 1. Hence by (4.1),∫ 1/2
0
∫
2|z|≤|y|
p˜(1− s, x, z)q(z)ps(y)dzds ≤ H(x)|y|−d−α.
Since g(y) ≥ 1, Lemma 4.2 implies
p˜(1, x, y) ≤ CH(x)p1(y), |x| ≤ 2(2κ)1/α ≤ |y|.
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The symmetry of p˜, (3.5) with R = (2κ)1/α, (2.4) and (4.1) imply
p˜(1, x, y) ≤ 2p(1, x, y) + c[p1(y)H(x) ∧ p1(x)H(y)]
≈ p(1, x, y) + 1
(|x|+ |y|)d+α ≈ p(1, x, y), |x|, |y| ≥ 2(2κ)
1/α.
The proof is complete. 2
Lemma 4.4. For every γ ∈ (0, δ) there is a constant Cγ such that
p˜(1, x, y) ≤ Cγ
(
H(x)|y|γ−d ∧H(y)|x|γ−d) , |x|, |y| ≤ 2(2κ)1/α.
Proof. We will use Lemma 4.2. Let x, y ∈ Rd \ {0}. By (3.3) and Lemma 4.1,∫ 1
0
∫
Rd
p˜(s, x, z)|z|−γ−αdzds ≤ 1
κ− κγ
∫
Rd
p˜(1, x, z)|z|−γdzds ≤ c
κ− κγH(x).(4.2)
By (2.3),
ps(y) ≤ Cs(β−d)/α|y|−β, s > 0, 0 ≤ β ≤ d+ α ,(4.3)
in particular, ps(y) ≤ c
(
s−d/α ∧ 1|y|d ∧ s|y|d+α
)
. This implies∫ 1/2
0
∫
2|z|≤|y|
p˜(1− s, x, z)q(z)ps(y)dzds ≤ c
∫ 1
0
∫
|z|≤|y|
p˜(1− s, x, z)|y|γ|z|−γ−α|y|−ddzds
≤ c
κ− κγ |y|
γ−dH(x).
We also have supz∈Rd ps(z) ≤ cs−d/α ≤ c|y|−d for s ≥ g(y). Furthermore, p(s, z, y) ≈
ps(z) ≤ c|z|d for |z| > 2|y|. Therefore, by (4.2),∫ 1
g(y)∧1
∫
2|z|>|y|
p˜(1− s, x, z)q(z)p(s, z, y)dzds
≤ c|y|−d
∫ 1
g(y)
∫
|z|<2|y|
p˜(1− s, x, z)q(z)dzds+ c
∫ 1
g(y)
∫
|z|>2|y|
p˜(1− s, x, z)q(z) 1|z|ddzds
≤ c|y|γ−d
∫ 1
0
∫
Rd
p˜(1− s, x, z)|z|−γ−αdzds ≤ cH(x)|y|γ−d.
Since p1(y) ≤ c|y|γ−d, we obtain the claim by Lemma 4.2. 2
Lemma 4.5. For all β ∈ (δ, d− δ) and η ∈ (0, δ) there is a constant Cη such that∫
Rd
p˜(t, x, z)|z|−βdz ≤ Cη|x|−β−η, 0 < t ≤ 1, |x| ≤ 2(2κ)1/α.
Proof. Let γ = δ− η, so that γ ∈ (0, δ) and β− γ > 0. Fix R = 2(2κ)1/α. By Lemma 4.4,∫
|z|≤R
p˜(1, x, z)|z|−βdz ≤ C
∫
|z|≤|x|≤R
|x|γ−d|z|−δ−βdz + C
∫
|x|<|z|≤R
|x|−δ|z|γ−β−ddz
≤ C|x|γ−β−δ = C|x|−β−η.
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Proposition 3.2 implies∫
|z|>R
p˜(1, x, z)|z|−βdz ≤ R−β
∫
Rd
p˜(1, x, z)dz ≤ cH(x) ≤ c|x|−β−η.
This resolves the case of t = 1. By the scaling of p˜ and a change of variables,∫
Rd
p˜(t, x, z)|z|−βdz =
∫
Rd
t−β/αp˜(1, t−1/αx,w)|w|−βdw
≤ Ct−β/α|t−1/αx|−β−η ≤ C|x|−β−η.
2
For β > 0 we denote Hβ(x) = |x|−β + 1. We notice that Hδ = H. By Lemma 4.5 and
Proposition 3.2, for all β ∈ (0, d− δ) and η ∈ (0, δ) we have∫
Rd
p˜(t, x, y)Hβ(y)dy ≤ CηH(β+η)∨δ(x), t ≤ 1, x ∈ Rd.(4.4)
In the next lemma we improve this result.
Lemma 4.6. Let 0 < β < d− δ. There is a constant Cβ such that∫
Rd
p˜(t, x, y)Hβ(y)dy ≤ Cβt−β/αH(t−1/αx), t > 0, x ∈ Rd
Proof. By the scaling of p˜ it suffices to prove the result for fixed t > 0. If β ≤ δ, then we
simply apply Lemma 4.1 and Proposition 3.2, so suppose that β = δ+ ξα for some ξ > 0.
First, let ξ < 1. By Theorem 3.1 and Lemma 4.1,∫ 1
0
∫
Rd
p˜(s, x, z)Hγ(z) dz ds ≤ cH(x), if δ < γ < δ + α.(4.5)
Let 0 < ε < (1− ξ)α ∧ δ, so that β + ε < δ + α. By (4.4) and (4.5),∫
Rd
p˜(1, x, y)Hβ(y)dy =
∫
Rd
∫
Rd
p˜(s, x, z)p˜(1− s, z, y)Hβ(y) dz dy(4.6)
=
∫ 1
0
∫
Rd
∫
Rd
p˜(s, x, z)p˜(1− s, z, y)Hβ(y) dy dz ds
≤ C
∫ 1
0
∫
Rd
p˜(s, x, z)Hβ+ε(z) dz ds ≤ CH(x),
as needed. Next, let ξ ≥ 1. By Corollary 3.5,∫ 1
0
∫
Rd
p˜(s, x, z)Hγ(z) dz ds ≤ cHγ−α(x) if δ + α < γ < d− δ.(4.7)
Let us fix ν ∈ (0, 1) such that η := (1− ν)α < d− β − δ and η < δ. By (4.4) and (4.7),
we have for δ + α ≤ γ ≤ β,∫
Rd
p˜(1, x, y)Hγ(y)dy =
∫ 1
0
∫
Rd
∫
Rd
p˜(s, x, z)p˜(1− s, z, y)Hγ(y) dy dz ds(4.8)
≤ C
∫ 1
0
∫
Rd
p˜(s, x, z)Hγ+η(z) dz ds ≤ CHγ−να(x).
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We choose n ∈ N so that (n− 1)ν + 1 ≤ ξ < nν + 1. By (4.8) and (4.6),∫
Rd
p˜(n+ 1, x, y)Hβ(y)dy =
∫
Rd
. . .
∫
Rd
p˜(1, x, z1) . . . p˜(1, zn, y)Hβ(y) dy dzn . . . dz1
≤ Cn
∫
Rd
p˜(1, x, z1)Hβ−nνα(z1) dz1
= Cn
∫
Rd
p˜(1, x, z1)Hδ+(ξ−nν)α(z1) dz1
≤ Cn+1H(x),
as needed. 2
We next improve the estimate from Lemma 4.4.
Lemma 4.7. Let 0 < |x|, |y| ≤ 2(2κ)1/α. For each η ∈ (0, δ) there is Cη such that
p˜(1, x, y) ≤ Cη
(
H(x)|y|−δ−η ∧H(y)|x|δ−η) .
Proof. We will use Lemma 4.2. By Lemma 4.6, for s ∈ (0, 1/2) we have∫
|z|<2|y|
p˜(1− s, x, z)q(z)dz ≤ κ|2y|d−δ−η−α
∫
Rd
p˜(1− s, x, z)|z|δ+η−ddz
≤ c|y|d−δ−η−αH(x).(4.9)
Therefore, ∫ 1/2
0
∫
2|z|≤|y|
p˜(1− s, x, z)q(z)ps(y)dzds ≤ cH(x)|y|d−η−δ−α
∫ ∞
0
ps(y) ds(4.10)
≤ CH(x)|y|−δ−η .
By (2.4) and (4.1),
(4.11)
∫ 1
1/2
∫
2|z|>|y|
p˜(1− s, x, z)q(z)p(s, z, y)dzds ≤ p1/2(0)MH(x).
Let g(y) < 1/2. For |z| > 2|y|, by (4.3) we have p(s, z, y) ≤ s−(δ+η+α)/α/|z|d−δ−η−α.
Hence, by (4.9) and Lemma 4.6,∫ 1/2
g(y)
∫
2|z|>|y|
p˜(1− s, x, z)q(z)p(s, z, y)dzds
≤ c
∫ 1/2
g(y)
∫
|z|<2|y|
p˜(1− s, x, z)q(z)s−d/αdzds(4.12)
+ c
∫ 1/2
g(y)
∫
|z|>2|y|
p˜(1− s, x, z)q(z)s
−(δ+η+α)/α
|z|d−δ−η−α dzds ≤ CH(x)|y|
−δ−η .
Since p1(y) ≤ p1(0) = c, combining (4.10) – (4.12) with Lemma 4.2 we see that p˜(1, x, y) ≤
CH(x)|y|−δ−η. The symmetry of p˜ ends the proof. 2
Our integral analysis comes to a fruition.
Lemma 4.8. There exists a constant C such that
p˜(t, x, y) ≤ Cp(t, x, y)H(t, x)H(t, y), x, y ∈ Rd \ {0}.
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Proof. By scaling for p˜ (Lemma 2.2), it suffices to consider t = 1. Fix η ∈ (0, d/2 − δ).
Let R = 2(2κ)1/α. By (2.10), Lemma 4.7 and 4.3, for |x|, |y| ≤ 2(2κ)1/α we have
p˜(2, x, y) =
∫
Rd
p˜(1, x, z)p˜(1, z, y) dz
≤ c
∫
|z|≤R
H(x)|z|−δ−η|z|−δ−ηH(y) dz + c
∫
|z|>R
H(x)|z|−d−α|z|−d−αH(y) dz
≤ CH(x)H(y).
Since p(1, x, y) ≥ c/(1 + |x− y|d+α), we obtain
p˜(1, x, y) ≤ Cp(1, x, y)H(x)H(y), |x|, |y| ≤ R.(4.13)
By Lemma 4.3, we have
p˜(1, x, y) ≤ Cp(1, x, y)H(x)H(y), R ≤ |y|,(4.14)
By symmetry, (4.13) and (4.14),
p˜(1, x, y) ≤ Cp(1, x, y)H(x)H(y), x, y ∈ Rd.
2
4.2. Lower bound of the heat kernel. For r > 0 we denote Br = B(0, r). Let
q(t, x, y) = p˜(t, x, y)/(H(x)H(y)) and µ(dy) = H2(y)dy. Note that q is an integral kernel
of a semigroup on L2(Rd, µ). By (3.2) and Corollary 3.8,
1 ≤
∫
Rd
q(1, x, y)µ(dy) ≤M + 1, x 6= 0.
Next, by Lemma 4.8,
q(1, x, y) ≤ C1p(1, x, y), x, y 6= 0.
Therefore, by (2.4), there is R > 2 such that for x ∈ B1 \ {0},∫
BcR
q(1, x, y)µ(dy) ≤ 1
4
.
Furthermore, there is 0 < r < 1 such that for all x 6= 0,∫
Br
q(1, x, y)µ(dy) ≤ C1p1(0)µ(Br) ≤ 1
4
.
Hence, for x ∈ B1 \ {0}, ∫
BR\Br
q(1, x, y)µ(dy) ≥ 1
2
.(4.15)
By the semigroup property and (4.15), for x ∈ B1 \ {0} and |y| ≥ r we have
q(2, x, y) ≥
∫
BR\Br
q(1, x, z)q(1, z, y)µ(dz) ≥
∫
BR\Br
q(1, x, z)
p(1, z, y)
H2(r)
µ(dz)
≥ c2 (R + |y|)
−d−α)
H2(r)
∫
BR\Br
q(1, x, z)µ(dz) ≥ c3p1(y).(4.16)
In a similar way we get
q(3, x, y) ≥ c4p1(y) ≥ c5p(3, x, y), x ∈ B1 \ {0}, |y| ≥ 1 .(4.17)
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Now, let x, y ∈ B1 \ {0}. Again by the semigroup property and (4.16),
q(3, x, y) ≥
∫
BR\Br
q(1, x, z)q(2, z, y)µ(dz) ≥ c3
∫
BR\Br
q(1, x, z)p1(z)µ(dz)
≥ c6p1(y)
∫
BR\Br
q(1, x, z)µ(dz) ≥ c6
2
p1(y) ≥ c7p(3, x, y).(4.18)
If |x|, |y| > 1, then q(3, x, y) ≥ H2(1)p˜(3, x, y) ≥ H2(1)p(3, x, y). By (4.17), (4.18) and
symmetry,
q(3, x, y) ≥ c8p(3, x, y), x, y 6= 0.
Thus,
p˜(3, x, y) ≥ Cp(3, x, y)H(x)H(y), x 6= 0.
By the scaling of p˜ we get
(4.19) p˜(t, x, y) ≥ Cp(t, x, y)H(t, x)H(t, y), x 6= 0.
4.3. Continuity of the heat kernel.
Lemma 4.9. For every x ∈ Rd \{0}, the function Rd \{0} 3 y 7→ p˜(1, x, ·) is continuous.
Proof. Fix x, y 6= 0 and let w → y. Then,
p˜(1, x, y)− p˜(1, x, w) = p(1, x, y)− p(1, x, w)
+
∫ 1
0
∫
Rd
p˜(1− s, x, z)q(z)[p(s, z, y)− p(s, z, w)] dz ds.
The integral converges to 0. Indeed, let ε > 0 be small. By Bogdan and Jakubowski [13,
Theorem 4],
p(1− s, x, z)p(s, z, y) ≤ cp(1, x, y)[p(1− s, x, z) + p(s, z, y)], 0 < s < 1, x, y, z ∈ Rd.
Therefore, ∫ ε
0
∫
Rd
p˜(1− s, x, z)q(z)p(s, z, y) dz ds(4.20)
≤ c
∫ ε
0
∫
Rd
p(1− s, x, z)H(x)H(z)q(z)p(s, z, y) dz ds
≤ c1p(1, x, y)H(x)
∫ ε
0
∫
Rd
[p(1− s, x, z) + p(s, z, y)]H(z)q(z) dz ds
≤ c2εH(x)[q(x)H(x) + q(y)H(y)] .
For s ∈ (ε, 1) we have p(s, z, w) ≈ p(s, z, y). By the dominated convergence theorem,∫ 1
ε
∫
Rd
p˜(1− s, x, z)q(z)[p(s, z, y)− p(s, z, w)] dz ds→ 0 as w → y.
This completes the proof. 2
Lemma 4.10. The function p˜(t, x, y) is jointly continuous in t > 0 and x, y ∈ Rd \ {0}.
FRACTIONAL LAPLACIAN WITH HARDY POTENTIAL 19
Proof. By scaling, it suffices to show the continuity of p˜(1, ·, ·). Fix x, y ∈ Rd \ {0} and
let x˜→ x and y˜ → y. As in Lemma 4.9, we only need to show that∫ 1
0
∫
Rd
|p˜(1− s, x˜, z)p(s, z, y˜)− p˜(1− s, x, z)p(s, z, y)|q(z) dz ds→ 0.
In addition to (4.20) we get∫ 1
1−ε
∫
Rd
p˜(1− s, x, z)q(z)p(s, z, y) dz ds(4.21)
≤ c
∫ ε
0
∫
Rd
p(s, x, z)H(s, x)H(s, z)q(z)p(1− s, z, y) dz ds
≤ c1p(1, x, y)
∫ ε
0
∫
Rd
[p(s, x, z) + p(1− s, z, y)]H(x)H(z)q(z) dz ds
≤ c2εH(x)[q(x)H(x) + q(y)H(y)] .
By (4.20) and (4.21),∫ 1
0
∫
Rd
|p˜(1− s, x˜, z)p(s, z, y˜)− p˜(1− s, x, z)p(s, z, y)|q(z) dz ds
≤
∫ ε
0
∫
Rd
[p˜(1− s, x˜, z)p(s, z, y˜) + p˜(1− s, x, z)p(s, z, y)]q(z) dz ds
+
∫ 1
1−ε
∫
Rd
[p˜(1− s, x˜, z)p(s, z, y˜) + p˜(1− s, x, z)p(s, z, y)]q(z) dz ds
+
∫ 1−ε
ε
∫
Rd
|p˜(1− s, x˜, z)p(s, z, y˜)− p˜(1− s, x, z)p(s, z, y)|q(z) dz ds
≤ εc(x, y) +
∫ 1−ε
ε
∫
Rd
|p(1− s, x˜, z)p(s, z, y˜)− p(1− s, x, z)p(s, z, y)|q(z) dz ds,
where c(x, y) is a constant. By Lemma 4.8 and (4.19), for ε < s < 1 − ε we have
p˜(1− s, x˜, z) ≈ p˜(1− s, x, z) and p(s, z, y˜) ≈ p(s, z, y). By Lemma 4.9 and the dominated
convergence theorem, the last integral is arbitrarily small. This completes the proof. 2
4.4. Proof of Theorem 1.1. We combine Lemma 4.8, inequality (4.19) and Lemma 4.10.
4.5. Blowup.
Corollary 4.11. If κ > κ∗ in (1.1), then p˜(t, x, y) ≡ ∞.
Proof. Clearly, p˜ ≥ p˜∗. By Theorem 1.1,
p˜∗(t, x, y) ≥ cp(t, x, y)td−α|x|−(d−α)/2|y|−(d−α)/2 .(4.22)
The kernel p˜ may be considered as a perturbation of p˜∗ by (κ− κ∗)|x|−α [12, Lemma 8].
By Duhamel’s formula and (4.22),
p˜(t, x, y) = p˜∗(t, x, y) + (κ− κ∗)
∫ t
0
∫
Rd
p˜(t− s, x, z)|z|−αp˜∗(s, x, z) dz ds
≥ (κ− κ∗)
∫ t
0
∫
Rd
p˜∗(t− s, x, z)|z|−αp˜∗(s, x, z) dz ds =∞.
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5. Quadratic forms
In this section we give a different proof of the upper bound for p˜ in Theorem 1.1. To this
end we employ Davies’ method [17] with the usual setting of quadratic forms and Sobolev
inequalities, as extended to nonlocal operators by Carlen, Kusuoka and Stroock [16], see
also Grigor’yan [22, Section 5 and 10] and Murat and Saloff-Coste [31, Introduction] for
recent perspectives. Recall that Davies’ method consists in Doob-type conditioning by a
suitable nonnegative function and deriving the on-diagonal estimates for the conditioned
semigroup from appropriate Sobolev inequalities. The argumnt depends on a careful
analysis of the domain of the quadratic form of p˜.
We first define the quadratic form E of ∆α/2, cf. (1.2), in the usual way [21]:
E [f ] = lim
t→0+
1
t
(f − Ptf, f) = 1
2
∫
Rd
∫
Rd
[f(x)− f(y)]2ν(y − x)dxdy, f ∈ L2(Rd).
We let
D(E) = {f ∈ L2(Rd) : E [f ] <∞}.
Similarly, although less explicitly we define
E˜ [f ] = lim
t→0+
1
t
(f − P˜tf, f), f ∈ L2(Rd),
and
D(E˜) = {f ∈ L2(Rd) : E˜ [f ] <∞}.
This form is pivotal. To handle it we introduce an auxiliary quadratic expression:
(5.1) E [f ] = 1
2
∫
Rd
∫
Rd
[
f(x)
h(x)
− f(y)
h(y)
]2
h(x)h(y)ν(y − x) dy dx, f ∈ L2(Rd),
and we let D(E) = {f ∈ L2(Rd) : E [f ] <∞}.
Lemma 5.1. We have D(E) ⊂ D(E˜) ⊂ D(E) and
E˜ [f ] = E [f ] = E [f ]−
∫
Rd
f 2(x)q(x)dx, f ∈ D(E).
Proof. As usual, we denote (f, g) =
∫
Rd f(x)g(x)dx for f, g ∈ L2(Rd). Recall that {Pt}t≥0
is a strongly continuous semigroup in L2(Rd). Also, each Pt is symmetric on L2(Rd):
(Ptf, g) = (f, Ptg),
where the application of the Fubini’s theorem is justified because
(Pt|f |, |g|) ≤ ‖f‖L2‖g‖L2 <∞.
For f ∈ L2(Rd) we let
Et[f ] = 1t (f − Ptf, f), t > 0,
and
E [f ] = sup
t
Et[f ].
We have
Et[f ] = 1t (f, f)− 1t (Ptf, f) = 1t (f, f)− 1t (Pt/2f, Pt/2f)
= 1
t
[
(f, f)− (Pt/2f, Pt/2f)
] ≥ 0,
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because Pt/2 is a contraction. By the spectral theorem, (0,∞) 3 t 7→ Et[f ] is non-
increasing function, hence Et[f ] → E [f ] as t → 0 [21, Lemma 1.3.4]. By Proposition 2.4,
P˜t is also a contraction. Let f ∈ L2(Rd) and E˜ [f ] = supt E˜t[f ], where t > 0 and
E˜t[f ] = 1t (f − P˜tf, f) = 1t
[
(f, f)− (P˜t/2f, P˜t/2f)
]
.
By Theorem 3.1 we have P˜th = h. For f ∈ L2(Rd) we get
f(x)− P˜tf(x) =
∫
Rd
p˜(t, x, y)
(
f(x)
h(x)
− f(y)
h(y)
)
h(y)dy,
hence,
(f − P˜tf, f) =
∫
Rd
∫
Rd
p˜(t, x, y)
(
f(x)
h(x)
− f(y)
h(y)
)
f(x)
h(x)
h(x)h(y)dxdy.
By the symmetry of p˜ we also have
(f − P˜tf, f) =
∫
Rd
∫
Rd
p˜(t, x, y)
(
f(y)
h(y)
− f(x)
h(x)
)
f(y)
h(y)
h(x)h(y)dxdy.
Therefore,
E˜t[f ] = 1t (f − P˜tf, f)
= 1
2t
∫
Rd
∫
Rd
p˜(t, x, y)
(
f(x)
h(x)
− f(y)
h(y)
)2
h(x)h(y)dxdy
≥ 1
2
∫
Rd
∫
Rd
1
t
p(t, x, y)
(
f(x)
h(x)
− f(y)
h(y)
)2
h(x)h(y)dxdy.
We note that 1
t
p(t, x, y) → ν(y − x) as t → 0, which follows, e.g., from [7, Theorem 2.1]
and scaling. By Fatou’s lemma,
E˜ [f ] ≥ E [f ], f ∈ L2(Rd).
Therefore D(E˜) ⊂ D(E). By [10, Proposition 5]2,
E˜ [f ] +
∫
Rd
f 2(x)q(x) dx ≥ E [f ] +
∫
Rd
f 2(z)q(z)dz = E [f ], f ∈ L2(Rd).(5.2)
We next consider an approximation of E˜ . Let ε > 0 and 0 < qε := q ∧ 1
ε
≤ 1/ε. Let p˜ε be
the Schro¨dinger perturbation of p by qε, i.e. we let
pε0(t, x, y) = p(t, x, y),
pεn(t, x, y) =
∫ t
0
∫
Rd
pεn−1(s, x, z)q
ε(z)p(t− s, z, y)dzds, n = 1, 2, . . . ,
p˜ε(t, x, y) =
∞∑
n=0
pεn(t, x, y).
By induction,
0 ≤ pεn(t, x, y) ≤ p(t, x, y)(t/ε)n/n!,
2The trivial factor 12 is missing in [10, Proposition 5].
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hence, uniformly in x, y ∈ Rd,
0 ≤ p∗(t, x, y) := p˜ε(t, x, y)− p(t, x, y)− pε1(t, x, y)
≤ p(t, x, y)
(
e
t
ε − 1− t
ε
)
= p(t, x, y)O(t2) as t→ 0.
We denote P ∗t f(x) =
∫
Rd p
∗(t, x, y)f(y)dy and we get
1
t
|(P ∗t f, f)| ≤ c1t t2‖f‖2L2 → 0 as t→ 0.
For f ∈ L2(Rd), we let P (1,ε)t f(x) =
∫
Rd p
ε
1(t, x, y)f(y)dy, and we obtain
1
t
(P
(1,ε)
t f, f) =
1
t
∫
Rd
∫
Rd
∫ t
0
∫
Rd
p(s, x, z)qε(z)p(t− s, z, y)f(y)f(x)dzdsdydx
= 1
t
∫
Rd
∫ t
0
Psf(z)q
ε(z)Pt−sf(z)dsdz.
Since {Pt}t≥0 is strongly continuous semigroup of contraction on L2(Rd), the above con-
verges to
∫
Rd f
2(z)qε(z)dz as t → 0. We have that P˜ εt f(x) =
∫
Rd p˜
ε(t, x, y)f(y)dy is a
symmetric strongly continuous semigroup on L2(Rd). Each P˜ εt is contractive because it
is smaller than P˜t on nonnegative functions.
We note that E˜εt [f ] := 1t (f − P˜ εt f, f)→ E˜ε[f ] := sups E˜εs [f ] as t→ 0. Therefore,
E˜ε[f ] = E [f ]−
∫
Rd
f 2(z)qε(z)dz, f ∈ L2(Rd).
If L2(Rd) 3 f ≥ 0, then P˜tf ≥ P˜ εt f , so E˜t[f ] ≤ E˜εt [f ], and
E˜ [f ] +
∫
Rd
f 2(z)q(z)dz ≤ E [f ].
By (5.2), we conclude that for nonnegative f ∈ L2(Rd),
E˜ [f ] +
∫
Rd
f 2(z)q(z)dz = E [f ] = E [f ] +
∫
Rd
f 2(z)q(z)dz.
For general signed f ∈ D(E) we have f+, f− ∈ D(E). Since D(E), D(E˜) are linear spaces,
we obtain that D(E) ⊂ D(E˜). We will extend (3.2) to f with variable sign. Recall that
by the general theory [21, Chapter 1],
E˜(f, g) = lim
t→0+
1
t
(f − P˜tf, g)
exists for general signed f, g ∈ D(E˜), i.e. if E˜ [f ] <∞ and E˜ [g] <∞. Furthermore,
E˜(f, g) = 1
2
(
E˜ [f + g]− E˜ [f ]− E˜ [g]
)
.
Let f, g ≥ 0 and f, g ∈ D(E). By Hardy inequality and (3.2),
E˜(f, g) = 1
2
[
E [f + g]−
∫
Rd
(f(x) + g(x))2q(x)dx− E [f ]
+
∫
Rd
f 2(x)q(x)dx− E [g] +
∫
Rd
g2(x)q(x)dx
]
= E(f, g)−
∫
Rd
f(x)g(x)q(x)dx.
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Since D(E) ⊂ D(E˜), it follows that for arbitrary (signed) f ∈ D(E),
E˜ [f ] = E˜ [f+] + E˜ [f−]− 2E˜(f+, f−)
= E [f+]−
∫
Rd
f 2+(x)q(x)dx+ E [f−]−
∫
Rd
f 2−(x)q(x)dx− 2E(f+, f−)
+ 2
∫
Rd
f+(x)f−(x)q(x)dx = E(f+ − f−, f+ − f−)−
∫
Rd
(f+(x)− f−(x))2q(x)dx
= E [f ]−
∫
Rd
f 2(x)q(x)dx = E [f ],
where in the last line we used (5.2) 2
We will be concerned with approximating D(E) by smooth functions. Let ρ ∈ C∞c (Rd)
be a radial and radially nonincreasing nonnegative function such that supp ρ = B(0, 1)
and
∫
Rd ρ(x)dx = 1. For ε > 0, set ρε(x) = ε
−dρ(x/ε).
Lemma 5.2. There exists c = c(d, δ) such that
E [h(ρε ∗ f)] ≤ cρ(0) E [hf ], f ∈ L1loc(Rd).
Proof. By Jensen’s inequality,
2E [h(ρε ∗ f)] =
∫ ∫ (∫
(f(x+ z)− f(y + z))ρε(z)dz
)2
ν(y − x)h(x)h(y)dxdy
≤
∫ ∫ ∫
(f(x+ z)− f(y + z))2ν(y − x)h(x)h(y)dxdyρε(z)dz
=
∫ ∫
(f(x)− f(y))2ν(y − x)
∫
h(x− z)h(y − z)ρε(z)dzdxdy.
Let
I(x, y) =
∫
h(x− z)h(y − z)ρε(z)dz.
Note that supp ρε = B(0, ε) and ρε(z) ≤ ε−dρ(0). Denote ωd = |B(0, 1)|. Let |x| ≤ |y|. If
|x| ≥ 2ε, then I(x, y) ≤ 22δωdρ(0)h(x)h(y). For |x| < 2ε ≤ |y|, by the monotonicity of h
and ρ we get
I(x, y) ≤ 2δh(y)ε−dρ(0)
∫
B(x,3ε)
h(x− z)dz = 2δ3d−δ ωd
d− δh(y)ε
−δρ(0) ≤ cρ(0)h(y)h(x),
where c = 22δ3d−δωd/(d − δ). If |y| < 2ε, then by the rearrangement inequality [25,
Theorem 3.4],
I(x, y) ≤ ε−dρ(0)
∫
B(0,3ε)
h2(z)dz = ρ(0)3d−2δ
ωd
d− 2δ ε
−2δ ≤ cρ(0)h(x)h(y),
where c = 22δ3d−2δωd/(d− 2δ). Hence,
(5.3) I(x, y) ≤ cρ(0)h(x)h(y), x, y ∈ Rd,
where c = c(d, δ). The proof is complete. 2
Lemma 5.3. Let χ ∈ C∞(Rd) and 1Bc1 ≤ χ ≤ 1Bc1/2. For all f ∈ C∞c (Rd) and ε ∈ (0, 1),
E [h(fχ(·/ε))] ≤ 2E [hf ] + c(d, α) [(‖∇χ‖∞‖f‖∞ + ‖∇f‖∞)2 + ‖f‖2∞] .
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Proof. Denote fε(x) = f(x)χ(x/ε) and A(x, y) = [fε(x)− fε(y)]2ν(y − x)h(x)h(x). Since
fε(x) = f(x) for x ∈ Bcε, x
Bcε×Bcε
A(x, y)dxdy ≤ 2E [hf ].
Observe that
|fε(x)− fε(y)| ≤ |x− y|(‖∇f‖∞ + ε−1‖∇χ‖∞‖f‖∞).
Thus,x
B2ε×B2ε
A(x, y)dxdy ≤ ε−2(‖∇f‖∞ + ‖∇χ‖∞‖f‖∞)2
x
B2ε×B2ε
|x− y|2ν(y − x)h(x)h(x)dxdy
= c(d, α)εd−αh(ε)2(‖∇f‖∞ + ‖∇χ‖∞‖f‖∞)2
≤ c(d, α)(‖∇f‖∞ + ‖∇χ‖∞‖f‖∞)2.
Furthermore, x
Bε×Bc2ε
A(x, y)dxdy ≤ 4‖f‖2∞
x
Bε×Bc2ε
ν(y − x)h(x)h(y)dxdy
= c(d, α)εd−αh(ε)2‖f‖2∞ ≤ c(d, α)‖f‖2∞,
which ends the proof. 2
Theorem 5.4. (D(E˜),
√
E˜ +‖ · ‖L2) is a Hilbert space and C∞c (Rd) is dense in D(E˜) with
the norm
√
E˜ + ‖ · ‖L2 . Furthermore, E˜ = E on L2(Rd).
Proof. By Proposition 2.4 and [21, Lemma 1.3.2 and 1.3.4 and Theorem 1.3.1] we obtain
that (E˜ ,D(E˜)) is closed. This means that (D(E˜),
√
E˜ + ‖ · ‖L2) is a Hilbert space.
We next consider E defined by (5.1). Let fn be a Cauchy sequence in (D(E),
√
E+‖·‖L2).
It is bounded in this norm and it is a Cauchy sequence in L2(Rd), hence it converges to f
in L2(Rd). Furthermore, there exists a subsequence fnk such that it converges pointwise
to f . Using Fatou’s lemma we get
E [f ] ≤ lim inf
k→∞
E [fnk ] <∞,
hence f ∈ D(E). Since fn is a Cauchy sequence, by Fatou’s lemma,
lim
n→∞
E [f − fn] ≤ lim
n→∞
lim inf
k→∞
E [fnk − fn] = 0,
so fn converges to f in (D(E),
√
E + ‖ · ‖L2). Thus, (D(E),
√
E + ‖ · ‖L2) is a Hilbert space.
We next prove that C∞c (Rd) is dense in D(E) with the norm
√
E + ‖ · ‖L2 . Let
Q[f ] = E [hf ], f ∈ L2(Rd, h2(x)dx) and D(Q) = 1
h
D(E) = {f/h : f ∈ D(E)}.
Thus, D(E) = hD(Q). Let f ∈ D(Q). By Lemma 5.2 the sequence fn := ρ1/n ∗ f
is bounded in the norm
√Q + ‖ · ‖L2(h2(x)dx). Indeed, by Jensen’s inequality, Fubini’s
theorem and (5.3),
‖fn‖2L2(h2(x)dx) = ‖ρ1/n ∗ f‖2L2(h2(x)dx) ≤
∫
Rd
∫
Rd
ρ1/n(x− y)f 2(y)h2(x)dxdy
≤ cρ(0)
∫
Rd
f 2(y)h2(y)dy = cρ(0)‖f‖2L2(h2(x)dx).
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Since D(Q) is a Hilbert space, by the Banach-Saks theorem there exists a subsequence
{fnk} and g ∈ D(Q) such that
1
k
k∑
m=1
fnm → g.
Since fn → f in L2(h2(x)dx), g = f . Thus, C∞(Rd) ∩ D(Q) is dense in D(Q).
Now, fix f ∈ C∞(Rd)∩D(Q). Let χ1 ∈ C∞c (Rd) be such that 1B1 ≤ χ1 ≤ 1B2 . Denote
f1 = fχ1 and f2 = f − f1. Then, f = fχ1 + f(1− χ1) = f1 + f2. By the proof of Lemma
5.3, C∞c (Rd) ⊂ D(Q). Hence f1 ∈ D(Q) and so f2 ∈ D(Q). Since g = hf2 ∈ D(E) and∫
Rd
g2(x)q(x)dx ≤ κ
∫
Bc1
f 2(x)h2(x)dx <∞,
cf. (2.7), we get g ∈ D(E) by [10, Proposition 5]. Since E is a regular Dirichlet form (see,
e.g., [35, Theorem 2.4]), there is a sequence gn ∈ C∞c (Rd \ B1/2) which converges to g in√E + ‖ · ‖L2 as n→∞. Hence, wn := gn/h ∈ C∞c (Rd \B1/2) converges to f2 in the norm√Q+ ‖ · ‖L2(h2(x)dx) as n→∞. Finally, a sequence f1 +wn ∈ C∞c (Rd) converges in D(Q)
to f as n → ∞. This means that C∞c (Rd) is dense in D(Q) with respect to the norm√Q+ ‖ · ‖L2(h2(x)dx).
Using Lemma 5.3 and similar arguments as for the density of C∞(Rd)∩D(Q) in D(Q)
we see that C∞c (Rd \ {0}) is dense in C∞c (Rd) in the norm
√Q+ ‖ · ‖L2(h2(x)dx), hence also
in D(Q). Since hf ∈ C∞c (Rd \ {0}) for f ∈ C∞c (Rd \ {0}), we obtain that C∞c (Rd \ {0})
is dense in D(E). By Lemma 5.1, E˜ and E coincide on C∞c (Rd \ {0}). Since D(E˜) ⊂ D(E)
and both spaces are complete, they are equal. 2
5.1. Davies’ method. Below we show that the upper bound for p˜ in the subcritical
and critical cases follows from the near supermedian property of H in Corollary 3.8,
Theorem 5.4, the Sobolev inequality of Frank, Lieb, Seiringer [19, Corollary 2.5] for the
quadratic form of ∆α/2 + κ∗|x|−α on C∞c (Rd) and, indeed, Davies’ method.
Second proof of the upper bound in Theorem 1.1. It suffices to verify that there is a con-
stant C = C(α, d) such that for all t > 0 and a.e. x, y ∈ Rd,
(5.4) p˜(t, x, y) ≤ Cp(t, x, y)H(t, x)H(t, y).
We first apply [28, Theorem A] with ϕs(x) = H(s, x) to secure a constant C = C(d, α) > 0
such that, for all t > 0 and a.e x, y ∈ Rd,
(5.5) p˜(t, x, y) ≤ Ct− 2d−αα H(t, x)H(t, y).
Due to Theorem 5.4 we only have to check assumptions (1)-(4) in [28, Theorem A]. Of
these, (4) holds with c0 = 1. Since δ ≤ (d−α)/2 we get that H(s, ·), 1/H(s, ·) ∈ L2loc(Rd),
hence (2) there holds. The assumption (3) is a consequence of Corollary 3.8. Lemma 5.1
implies that the quadratic form corresponding to p˜ is equal to
E˜(f, f) = E(f, f)−
∫
Rd
f 2(x)q(x)dx, f ∈ C∞c (Rd).
By [19, Corollary 2.5] we have
‖f‖2Lq ≤ c(E˜(f, f) + ‖f‖2L2), f ∈ C∞c (Rd),
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for q = 2 + α/(d− α) and c = c(d, α). By Theorem 5.4, C∞c (Rd) is dense in D(E˜), so the
above Sobolev inequality holds on the whole D(E˜). This implies (1) in [28, Theorem A]
with j = 1 + α/(2(d− α)) there. By [28, Theorem A], (5.5) holds true. By (5.5),
p˜(1, x, y) ≤ cH(1, x)H(1, y), a.e. for x, y ∈ Rd.
Since p(1, x, y) ≥ c/(1 + |x− y|d+α),
p˜(1, x, y) ≤ CRp(1, x, y)H(1, x)H(1, y), |x|, |y| < 2R,(5.6)
for all R > 0. In the remaining case by symmetry we only need to consider |x| ≤ |y|.
Let R = (2κ)1/α and |y| ≥ 2R. Note that p(1− s, z, y) ≤ cp(1, x, y) for all s ∈ (0, 1) and
z ∈ B(0, R). By (3.5) and (4.1),
p˜(1, x, y) ≤ 2p(1, x, y) + 2
∫ 1
0
∫
|z|<R
p˜(s, x, z)q(z)p(1− s, z, y) dz ds
≤ 2p(1, x, y) + 2c
∫ 1
0
∫
|z|<R
p˜(s, x, z)q(z)p(1, x, y) dz ds
≤ Cp(1, x, y)H(1, x) ≤ Cp(1, x, y)H(1, x)H(1, y).
By this and (5.6),
p˜(1, x, y) ≤ Cp(1, x, y)H(1, x)H(1, y) for almost all x, y ∈ Rd.
By scaling we get (5.4). 2
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