Ensembles quasi-ind\'ependants et ensembles de Sidon, th\'eorie de
  Bourgain (d'apr\`es Myriam D\'echamps, Li et Queffelec) by Kahane, Jean-Pierre
ar
X
iv
:0
70
9.
43
86
v1
  [
ma
th.
CA
]  
27
 Se
p 2
00
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(d’apre`s Myriam De´champs, Li et Queffelec
[6],)
Jean–Pierre kahane
Laboratoire de Mathe´matique,
Universite´ Paris–Sud a` Orsay
Les ensembles de Sidon ont 50 ans. Leur pre´histoire comprend les se´ries
lacunaires de Weierstrass, de Poincare´ et d’Hadamard, utilise´es pour mettre
en e´vidence des fonctions continues nulle part de´rivables, et des se´ries de
Taylor nulle part prolongeables en dehors du disque de convergence. La mise
en e´vidence de leurs proprie´te´s fondamentales dans le cas des suites lacunaires
a` la Hadamard est due a` Sidon et a` Banach. Leur de´finition apparaˆıt en 1957
et 1960 dans deux articles, de Walter Rudin et de moi, et elle est popularise´e
par le livre de Rudin “Fourier analysis on groups” [3], [11], [12].
Les ensembles de Sidon ont servi de banc d’essai a` la me´thode de se´lection
ale´atoire, introduite dans une note de Katznelson et Malliavin relative a` la
“conjecture de dichotomie” [5], et reprise par Katznelson en vue de l’e´tude
du comportement des ensembles de Sidon plonge´s dans le groupe de Bohr
[4]. La se´lection ale´atoire est essentielle dans la the´orie de Bourgain que je
vais exposer.
La re´union de deux ensembles de Sidon est un ensemble de Sidon : c’est le
the´ore`me de Drury (1970) [2], qui a e´te´ le point de de´part de travaux brillants
jusqu’au milieu des anne´es 80. Le recours aux probabilite´s apparaˆıt de`s la
note de Drury et il est pre´sent dans tous les travaux ulte´rieurs.
Il y a une parente´ manifeste entre les ensembles de Sidon et les suites de
variables ale´atoires inde´pendantes et e´quidistribue´es. Mais dans la plupart
des groupes abe´liens discrets (par exemple Z) il n’existe pas de sous–ensemble
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inde´pendant infini. Un outil de base pour la mise en e´vidence et l’e´tude des
ensembles de Sidon est constitue´ par les produits de Riesz, comme on va le
voir. Et le cadre naturel pour les produits de Riesz est celui des ensembles
quasi–inde´pendants, qui sont des ensembles de Sidon particuliers.
Toute re´union finie d’ensembles quasi–inde´pendants est un ensemble de
Sidon ; c’est une conse´quence du the´ore`me de Drury, et la preuve directe est
facile (voir ci–apre`s). Est–il vrai que tout ensemble de Sidon est une re´union
finie d’ensembles quasi–inde´pendants ? La question est toujours ouverte.
Un the´ore`me de Pisier caracte´rise les ensembles de Sidon en termes d’en-
sembles quasi–inde´pendants. Le but principal de cet article est d’en faire
l’expose´, la ge´ne´ralisation et la de´monstration par la me´thode de Bourgain.
C’est le parti–pris de Daniel Li et Herve´ Queffelec dans leur livre, et ils se
re´fe`rent a` Myriam De´champs pour expliciter la pense´e de Jean Bourgain, ex-
prime´e dans ses articles de fac¸on tre`s concentre´e. Le pre´sent article n’apporte
essentiellement rien de nouveau. Sa re´daction a suivi une invitation de Ben
Green a` l’Institut Newton de Cambridge, a` tenter de faire le point sur les
ensembles de Sidon, en janvier 2007.
Les re´fe´rences principales se trouvent dans [6]. Je me borne ici a` [8], [9],
[10] , [1], pour les travaux de Pisier et Bourgain.
La partie 1 introduira les notations et de´finitions. La partie 2 donnera les
premiers re´sultats sur ensembles quasi–inde´pendants et ensembles de Sidon
et la partie 3 quelques exemples. La partie 4, la plus importante, sera un
expose´ de la the´orie de Bourgain.
1 Notations et premie`res de´finitions e´quivalentes
G est un groupe abe´lien compact.
Γ est son dual, groupe abe´lien discret, note´ multiplicativement.
Λ est une partie de Γ.
Λ est quasi–inde´pendante (qi) si l’e´galite´
∏
λε(λ) = 1, ou` λ ∈ Λ, ε(λ) ∈
{−1, 0, 1} et ∑ |ε(λ)| <∞, entraˆıne que tous les ε(λ) sont nuls. Dans toute
la suite, on supposera sans le pre´ciser λ ∈ Λ.
Λ est S–Sidon si, pour toute somme finie f =
∑
fˆ(λ)λ, on a∑
|fˆ(λ)| ≤ S sup
g∈G
|f(g)|
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ce que nous e´crirons sous la forme
‖f‖A ≤ S‖f‖C ;
A = A(G) est l’alge`bre de Banach constitue´e par les sommes de se´ries de
Fourier absolument convergentes, c’est–a`–dire A(G) = Fℓ1(Γ) ;
C = C(G) est l’alge`bre de Banach constitue´es par les fonctions continues sur
G ; les normes sont explicite´es ci–dessus.
Λ est un ensemble de Sidon (en bref, est Sidon) s’il est S–Sidon pour un
certain re´el S. Sa constante de Sidon est la borne infe´rieure des S en question.
Les sous–espaces ferme´s engendre´s par Λ dans A, C et L∞ (= L∞(G)),
sont note´s AΛ, CΛ et L
∞
Λ .
“Λ est Sidon” s’exprime, de fac¸on e´quivalente, par l’une des e´galite´s d’en-
sembles qui suivent :
AΛ = CΛ ,
AΛ = L
∞
Λ ,
ℓ∞(Λ) = M̂ |Λ
c0(Λ) = L̂
1 |Λ
dans lesquelles ℓ∞(Λ) et c0(Λ) repre´sentent respectivement les suites (ou
fonctions) borne´es resp. tendant vers 0 a` l’infini sur Λ, et M̂ |Λ resp. L̂1 |Λ
les restrictions a` Λ des transforme´es de Fourier de mesures de Radon borne´es
resp. de fonctions inte´grables sur G.
Voici un crite`re commode : Λ est Sidon sii (si et seulement si)
∃δ > 0 : ∀ϕ ∈ {−1, 1}Λ ∃µ ∈M(G) : ∀ξλ|µ̂(λ)− ϕ(λ)| ≤ 1− δ .
Enfin, Λ est S–Sidon sii pour toute application λ −→ z(λ), |z(λ)| = 1, il
existe µ ∈M(G), ∫ |dµ| = 1, telle que Re(z(λ) ∫ λdµ) ≥ 1
S
.
Toutes ces e´quivalences sont faciles a` e´tablir et se trouvent dans [12] et [6].
2 Quasi–inde´pendants et ensembles de Sidon,
premiers re´sultats
i) Tout qi est Sidon
ii) Toute re´union finie de qi est Sidon
iii) Soit Λ ⊂ Γ. S’il existe c = c(Λ) > 0 tel que, pour toute mesure positive
̟ sur Λ, il existe une partie Λ′ de Λ qi et telle que ̟(Λ′) ≥ ̟(Λ), Λ est
Sidon (et S–Sidon avec S = S(c)).
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Voici les preuves, et quelques comple´ments. Pour justifier les calculs, on
peut se restreindre d’abord au cas ou` Λ est fini.
i) Supposons Λ qi. Le produit de Riesz associe´ est
R =
∏
(1 +
1
2
(λ+ λ)) =
∏
(1 +
1
2
(λ+ λ−1)) .
Son de´veloppement est
R =
∑
(ελ)
(1
2
)P |ελ|∏
λελ , ελ = {−1, 0, 1} ,
∑
|ε(λ)| <∞ .
Comme, suite a` la quasi–inde´pendance, le terme constant est 1, R est une
mesure de probabilite´ et on peut e´crire R =
∑
R̂(γ)γ (le signe = signifiant
le de´veloppement formel en se´rie de Fourier) avec R̂(1) = 1, 0 ≤ R̂(γ) ≤ 1,
R̂(λ) =
1
2
+ r̂λ(λ) avec 0 ≤ r̂λ(λ) ≤ 1
2
.
Posons maintenant
Ra,z =
∏(
1 +
a
2
(zλλ+ zλλ)
)
ou` 0 < a < 1 et |zλ| = 1 ; z = (zλ)λ∈Λ. On a de nouveau une mesure de
probabilite´, avec R̂a,z(1) = 1, et
R̂a,z(λ) =
a
2
zλ + r̂a,z,λ(λ) avec |r̂a,z,λ(λ)| ≤ a
2
2
si λ 6= λ .
La conside´ration de Ra,z permet de conclure, mais on a une preuve plus nette
et une meilleure constante de Sidon en introduisant
R∗a,z =
∫ 2π
0
Ra,zeite
−it dt
2π
=
∑
(ελ)
(a
2
)P |ελ|∏
(zλλ)
ελ
∫ 2π
0
∏
eitελe−it
dt
2π
=
∑
Σελ=1
(1
2
)P |ελ|∏
(zλλ)
ελ
C’est une mesure de masse totale ≤ 1, et
R̂∗a,z(λ) =
a
2
zλ + r̂
∗
a,z,λ(λ)
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avec
|r̂∗a,z,λ(λ)| ≤ r̂∗a,1,λ(λ) ≤
a3
2
donc
Re(zλR
∗
a,z(λ)) ≥
a
2
− a
3
2
.
En choisissant a = 1√
3
, on voit d’apre`s le dernier crite`re de la partie 1 que Λ
est S–Sidon avec S = 3
√
3 (< 5, 2). 
On peut pousser l’e´tude, en regardant le cas
∑ |ελ| = 3, et on arrive a`
Re(zλR
∗
a,z(λ)) ≥
1
2
− a
3
8
− a
5
2
;
et, en choisissant a pour que le second membre soit minimum, on voit que Λ
est S–Sidon avec S = 4, 27.
La valeur optimale de S n’est pas connue.
Remarquons que, pour γ /∈ Λ,
|R̂∗a,z(γ)| ≤ R̂∗a,1(γ) ≤ a3R̂(γ) ≤ a3 .
ii) Si Λ est une re´union de k ensembles qi, on peut les supposer disjoints,
soit Λ′,Λ′′, . . .Λ(k), et, avec des notations e´videntes on pose
R∗∗a,z =
1
k
(R∗a,z′ +R
∗
a,z′′ + · · ·R∗a,z(k))
d’ou`
Re(zλR̂
∗∗
a,z(λ)) ≥
1
k
(a
2
− a
3
2
− (k − 1)a3
)
et, en choisissant a de fac¸on a` minimiser le second membre, Λ est S–Sidon
avec
S = 3
√
3 k
√
2k − 1 . 
iii) Supposons ve´rifie´e la condition de Bourgain
(CB) : il existe c = c(Λ) > 0 tel que, pour toute mesure positive ̟ sur
Λ, il existe une partie Λ′ ⊂ Λ, qi et telle que ̟(Λ′) ≥ c̟(Λ).
Soit f =
∑
f̂(λ)λ,
∑ |f̂(λ)| <∞. Choisissons ̟(λ) = |f̂(λ)|, puis, selon
(CB), Λ′ ⊂ Λ, qi, avec ∑
λ∈Λ′
|f̂(λ)| ≥ c
∑
λ∈Λ
|f̂(λ)| .
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On construit R∗a,z ci–dessus sur Λ
′, en prenant zλf̂(λ) = |f̂(λ)| pour λ ∈ Λ′.
Alors
‖f‖C ≥ Re
∫
fR∗a,z =
∑
λ∈Λ′
|f̂(λ)| Re(z¯λR∗a,z(λ)) +
∑
λ∈Λ\Λ′
idem
≥
∑
λ∈Λ′
|f̂(λ)|
(a
2
− a
3
2
)
−
∑
λ∈Λ
|f̂(λ)|a3
≥
(
c
(a
2
− a
3
2
)
− a3
)
‖f‖A ,
soit, en prenant la plus petite valeur de la parenthe`se, ‖f‖C ≥ 1S‖f‖A avec
1
S
=
1
12
√
3
c3/2(c+ 2)−1/2(6− c) 
3 Exemples et remarques
Prenons G = T. Alors Γ = Z, qu’on a coutume de noter additivement.
L’ensemble {2j, j ∈ N} est q.i. Il en est de meˆme pour {λj} si les λj sont
des entiers tels que λj+1/λj ≥ 2 (j ∈ N). Λ = {λj} est “lacunaire a` la
Hadamard” si λj+1/λj ≥ q (j ∈ N) pour un q > 1 ; c’est alors une re´union
finie d’ensembles du type pre´ce´dent, donc c’est un Sidon.
A ma connaissance, on ne connaˆıt explicitement la constante de Sidon d’un
ensemble d’entiers (lorsqu’elle est finie) que dans quelques cas d’ensembles
finis [7].
Rappelons la notation usuelle pour f =
∑
f̂(γ)γ :
f(t) =
∑
n∈Z
f̂(n) e2πint (t ∈ T) .
Prenons maintenant G = TN, Γ = Z⊕N (partie de ZN constitue´ des (nj)j∈N
tels que
∑ |nj | < ∞). Souvent G est pris comme espace de probabilite´, Ω,
et ses e´le´ments sont alors note´s (ω0, ω1, . . . ωj, . . .). Les e
2πiωj (j ∈ N) sont
des variables ale´atoires inde´pendantes ; on les appelle v · a· de Steinhaus et
les se´ries
∑
j∈N
aje
2πiωj se´ries de Steinhaus. Elles sont de la forme
∑
λ∈Λ
f̂(λ)λ
en prenant pour Λ l’ensemble des vecteurs de base de Z⊕N : (1, 0, 0, . . .),
(0, 1, 0, . . . ), (0, 0, 1, . . .) . . . , ou plus simplement en notation multiplicative
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l’ensemble des v · a· de Steinhaus. Il est imme´diat que Λ est qi et que sa
constante de Sidon est S = 1.
Prenons enfin G = (Z/2Z)N. Les caracte`res sur G sont les fonctions
de Walsh, a` valeurs ±1, engendre´es par les fonctions de Rademacher rj =
(−1)gj (g = (g0, g1, . . .)). Les se´ries de Rademacher sont les se´ries
∑
j∈N
ajrj (=∑±aj). L’ensemble Λ des fonctions de Rademacher, qui sont inde´pendantes,
est un ensemble qi. On connaˆıt sa constante de Sidon, qui est π
2
[13].
Voici un re´sume´ de la preuve.
Par de´finition, S est la borne supe´rieure des
∑ |aj| pour tous les choix
de aj complexes nuls a` partir d’un certain rang, tels que toutes les sommes∑±aj soient de module ≤ 1. Nous pouvons nous borner, quitte a` re´ajuster
les aj , au cas
sup
(±)
|
∑
±aj | =
∑
aj = 1 .
La premie`re e´galite´ implique Reaj > 0 soit −π2 ≤ arg aj < π2 pour tout
j. Ordonnons les aj par arguments de´croissants ; ainsi les points 0, a1, a1 +
a2, . . . a1+a2, . . . , 1 sont les sommets conse´cutifs d’une ligne polygonale concave.
Tous ces points sont dans le demi–disque supe´rieur de diame`tre [0, 1] ; en effet,
si l’un d’eux, a1+a2+· · · ak, e´tait a` l’exte´rieur, il verrait le segment [0, 1] sous
un angle < π
2
, et il s’ensuivrait que |a1+a2+· · ·+ak−(ak+1+ak+2+· · · )| > 1.
La longueur de la ligne polygonale est
∑ |aj |. On a donc ∑ |aj | < π2 , et en
choisissant une ligne proche du demi–cercle, on voit que sup
(aj )
∑ |aj | = π2 .
4 Les conditions de Rudin, Pisier et Bourgain
Ce sont trois conditions ne´cessaires et suffisantes pour que Λ soit Sidon.
Nous les de´signons par (CR), (CP) et (CB).
(CR) Il existe un C > 0 tel que, pour tout polynoˆme f =
∑
λ∈Λ
f̂(λ)λ,
‖f‖p = C√p‖f‖2 pour p > 2
(CP) Il existe un b > 0 tel que toute partie finie A de Λ contienne un
ensemble qi B tel que |B| ≥ b|A|
(CB) (de´ja` e´crite en 2 iii). Il existe c > 0 tel que, pour toute mesure
positive ̟ sur Λ, il existe une partie Λ′ de Λ, qi et telle que ̟(Λ′) ≥
c̟(Λ).
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Historique et remarques
(CR) a e´te´ e´tabli par Rudin (1960 [11]) comme condition ne´cessaire,
et par Pisier [8] comme condition suffisante. (CP) a e´te´ e´tabli par Pisier
comme condition ne´cessaire et suffisante [9], [10]. (CB), qui implique (CP)
en prenant pour ̟ la mesure de de´compte, a e´te´ introduit par Bourgain [1],
ainsi que l’enchaˆınement
Sidon =⇒ (CR) =⇒ (CP) =⇒ (CB) =⇒ Sidon .
Nous avons de´ja` vu en 2 (CB) =⇒ Sidon. Reste a` montrer Sidon =⇒ (CR),
(CR) =⇒ (CP) et (CP) =⇒ (CB).
Sidon implique (CR)
Proposition pre´liminaire sur les normes Lq (q ≥ 1). Soit Λ = {λk}
un Sidon de constante < S, et Ω = TN = {(ωk)}. Quels que soient les ak
complexes, et q ≥ 1,
1
S
∥∥∥∑ ak e2πiωk∥∥∥
Lq(Ω)
≤
∥∥∥∑ akλk∥∥∥
Lq(G)
≤ S
∥∥∥∑ ake2πiωk∥∥∥
Lq(Ω)
.
Preuve : on introduit
µω ∈M(G), ‖µω‖ ≤ S, µ̂ω(λk) = e2πiωk
µ˜ω ∈M(G), ‖µ˜ω‖ ≤ S, ̂˜µω(λk) = e2πiωk
f =
∑
akλk , fω =
∑
ake
2πiωkλk ;
ainsi fω = f ∗ µω et f = fω ∗ µ˜ω, donc
‖f‖Lq(G) ≤ ‖µ˜ω‖ ‖fω‖Lq(G) ≤ ‖fω‖Lq(G)
soit ∫
G
|f |q ≤ Sq
∫
G
|fω|q ,
et, en prenant la moyenne sur Ω,∫
G
|f |q ≤ Sq E
∫
G
|fω|q = Sq
∫
G
E|fω|q = Sq E
∣∣∣∑ ake2πiωk ∣∣∣q
et de meˆme pour la premie`re ine´galite´.
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Preuve que Sidon implique (CR) (ine´galite´s de Rudin) :
On e´tablit d’abord, ce qui est classique, et facile au moyen de la trans-
forme´e de Laplace, que pour des ak re´els∥∥∥∑±ak∥∥∥
Lq(Ω)
≤ c0√q
(∑
a2k
)1/2
puis on utilise deux fois la proposition pre´liminaire ((±) → (ωk) → (λk))
pour conclure.
(CR) implique (CP)
Pour simplifier les e´critures nous allons supposer λ2 6= 1 pour tout λ ∈ Λ,
en plus de l’hypothe`se (CR). Nous e´crirons Λ au lieu de la partie finie A.
Si D ⊂ Λ, et si d est un entier 6= 1, le nombre de relations de hauteur d
dans D, c’est–a`–dire d’e´galite´s
∏
λ∈D
λελ = 1, avec ελ ∈ {−1, 0, 1} et
∑ |ελ| =
d, est ∫
G
∏
λ∈D,αλ∈{0,1},
P
αλ=d
(λ+ λ)αλ .
Choisissons une suite de variables ale´atoires de Bernoulli inde´pendantes ξλ
(λ ∈ Λ) de meˆme loi P (ξλ = 1) = η, P (ξλ = 0) = 1− η, et de´finissons D par
se´lection ale´atoire :
D = D(ω) = {λ ∈ Λ : ξλ = 1}
Le nombre de relations de hauteur d dans D est alors∫
G
∏
λ∈Λ,αλ∈{0,1},
P
αλ=d
(λ+ λ)αλξλ
et son espe´rance est
ηd
∫
G
∏
λ∈Λ,αλ∈{0,1},
P
αλ=d
(λ+ λ)αλ .
Or ∏
λ∈Λ,αλ∈{0,1},
P
αλ=d
(λ+ λ)αλ ≤ 1
d!
(∑
λ∈Λ
(λ+ λ)
)d
.
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L’hypothe`se (CR) dit que∫
G
(∑
µ
λ ∈ Λ(λ+ λ)
)d
≤ Cddd/2
(∫
G
(∑
λ∈Λ
(λ+ λ)
)2)d/2
= Cd d1/2(2|Λ|)d/2 .
L’espe´rance du nombre de relations de hauteur > ℓ dans D est majore´e par
∑
d>ℓ
ηd
1
d!
Cddd/2(2|Λ|)d/2 ≤
(
2η C e
√
|Λ|
ℓ
)ℓ
Elle est < 2−ℓ si η = 1
4Ce
(nous faisons ce choix) et ℓ ≥ 1
4
η|Λ|.
Choisissons ℓ = 1
4
η|Λ|. Comme E|D| = η|Λ|, il existe un ω tel que |D| >
1
2
η|Λ| et qu’il n’y ait dans D aucune relation de hauteur > ℓ ; remarquons
que ℓ < 1
2
|D| pour le D = D(ω) choisi.
Alors vient la belle ide´e. On prend dans D une relation de hauteur maxi-
male (≤ ℓ). C’est du type ∏
λ∈D′
λελ = 1 avec ελ = ±1, pour un D′ ⊂ D,
tel que |D′| ≤ ℓ. Choisissons B = D \ D′. S’il y avait une relation dans B,
on en ferait le produit membre a` membre avec la relation de hauteur maxi-
male, et comme B et D′ sont disjoints on obtiendrait une relation de hauteur
strictement supe´rieure, ce qui est impossible. Donc B est qi.
De plus |B| > 1
2
|D| > 1
4
η|Λ| = 1
16Ce
|Λ|, donc |B| > b|Λ| (= b|A|) avec
b = 1
16Ce
(inde´pendant de A).
Le cas ou` λ2 = 1 pour certains λ ∈ Λ ne ne´cessite que des modifications
d’e´criture que je laisse au lecteur. On a donc montre´ (CR) =⇒ (CP).
(CP) implique (CB)
C’est la partie la plus laborieuse de la the´orie de Bourgain. Je la pre´senterai
en trois e´tapes : 1) re´duction de la mesure ̟ a` une forme plus maniable, a`
savoir une combinaison line´aire de mesures de de´compte sur des parties Λj
de Λ, qi et de tailles tre`s diffe´rentes 2) construction par se´lection ale´atoire de
parties Aj des Λj dont la de´pendance a` l’e´gard des autres Λk est soigneuse-
ment controˆle´e 3) utilisation d’un argument de maximalite´ analogue a` celui
de la preuve de (CR) =⇒ (CP) pour obtenir des parties Λ′j des Aj dont
la re´union est Λ′, l’ensemble qi cherche´. Le jeu consistera a` conserver une
proportion notable de la masse a` chaque e´tape.
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Premie`re e´tape. Elle se de´roule en plusieurs temps.
1.1. Posons
̟1(λ) = sup
k∈Z
{2−k : 2−k ≤ ̟(λ)} .
Ainsi ̟1Λ) ≥ 12̟(Λ). Soit Ak = {λ : ̟1(λ) = 2−k} ; alors
̟1 =
∑
k∈Z
2−k
∑
λ∈Ak
δλ
(la dernie`re somme est la mesure de de´compte sur Ak).
1.2. Utilisant (CP), soit Bk ⊂ Ak, qi, avec |Bk| ≥ b|Ak|. Posons
̟2 =
∑
k∈Z
2−k
∑
λ∈Bk
δλ .
Ainsi ̟2(Λ) ≥ b ̟1(Λ).
1.3. Soit R > 1 (R sera de´fini a` la seconde e´tape) et
Kj = {k : Rj ≤ |Bk| < Rj+1} (j = 0, 1, 2, . . .) .
Posons k(j) = infKj (= −∞ si Kj = ∅), et
̟3 =
∑
j
2−k(j)
∑
λ∈Bk(j)
δλ .
Si k ∈ Kj ,
̟2(Bk) = 2
−k|Bk| ≤ ̟3(Bk(j))2−(k−k(j))R
donc
̟2
( ⋃
k∈Kj
Bk
)
≤ 2 R ̟3(Bk(j))
et ̟3(Λ) ≥ 12R̟2(Λ).
1.4. Si
̟3
( ⋃
j pair
Bk(j)
)
≥ ̟3
( ⋃
impair
Bk(j)
)
on pose Λj = Bk(2j) (j = 0, 1, 2, . . .) et
̟4 =
∑
j
2−k(2j)
∑
λ∈Λj
δλ .
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Sinon, on pose Λj = Bk(2j−1) (j = 1, 2, . . .) et
̟4 =
∑
j
2−k(2j−1)
∑
λ∈Λj
δλ .
Dans les deux cas, ̟4(Λ) ≥ 12̟3(Λ).
1.5. Si ̟4(Λ0) ≥ 12̟4(Λ) on choisit Λ′ = Λ0 et on a e´tabli (CB), avec
c = b
16R
. On va donc se restreindre dans la suite au cas ̟4(Λ0) <
1
2
̟4(Λ), et
on de´finit ̟5 comme la restriction de ̟4 a` Λ \Λ0 ; ainsi ̟5(Λ) ≥ 12̟4(Λ) ≥
b
16R
̟(Λ), ̟5 est une combinaison line´aire a` coefficients positifs de mesures
de de´compte sur les Λj , on a |Λj| ≥ R et |Λj+1|Λj | ≥ R pour j = 1, 2, . . ..
Pour de´montrer (CB), il suffira de trouver des Λ′j ⊂ Λj, tels que |Λ′j| ≥
1
10
|Λj|, et que ∪Λ′j soit qi.
Seconde e´tape. Rappelons que les Λj sont qi, avec |Λ1| ≥ R et |Λj+1||Λj | ≥ R
(j = 1, 2, . . .).
Fixons j. Soit (ξλ) (λ ∈ Λj) une suite de v ·a· de Bernoulli inde´pendantes,
avec P (ξλ = 1) =
1
4
et P (ξ = 0) = 3
4
, et soit
A(ω) = {λ ∈ Λj : ξλ = 1} .
Comme |Λj| ≥ R, on a |A(ω)| > 15 |Λj| avec une probabilite´ pR voisine de 1
quand R est grand.
Soit ρ un e´le´ment de Γ engendre´ par
⋃
k 6=j
Λk, c’est–a`–dire
ρ =
∏
k 6=j
ρk (produit fini)
ρk =
∏
ℓ
λnkℓkℓ (λkℓ ∈ Λk, nkℓ ∈ Z) .
Posons d(ρk) =
∑
ℓ |nkℓ|. Pour le moment, ρ est fixe´.
On va s’inte´resser aux σ engendre´s par A(ω), de la forme σ =
∏
λ∈A(ω)
λελ
avec ελ ∈ {−1, 0, 1}, tels que d(σ) =
∑ |ελ| > L fixe´. De´signons par N(ω) le
nombre total de relations σρ = 1. Ainsi
Nρ(ω) =
∫
G
SL
∏
λ∈A(ω)
(1 + λ+ λ)ρ
12
SL
∏
de´signant la somme des termes du de´veloppement dont la hauteur
de´passe L. On peut e´crire
Nρ(ω) =
∫
G
SL
∏
λ∈Λj
(1 + (λ+ λ)ξλ)ρ
ENρ(ω) =
∫
G
SL
∏
λ∈Λj
(
1 +
1
4
(λ+ λ)
)
ρ .
La quasi–inde´pendance de Λj nous dit que
∏
λ∈Λj
(1+ 1
2
(λ+λ)) est une mesure
de probabilite´ ; e´crivons son de´veloppement sous la forme
∑
(1
2
)d(σ)σ. Alors
ENρ(ω) =
∑
σ:d(σ)>L
(1
4
)d(σ) ∫
ρ σ ≤ 1
2L
∑
σ
(1
2
)d(σ) ∫
ρσ ≤ 1
2λ
.
Conside´rons maintenant tous les ρ =
∏
k 6=j
ρk pour lesquels d(ρk) ≤ dk, suite
positive fixe´e, et soit N(ω) le nombre total des relations ρσ = 1 entre ces ρ
et les σ conside´re´s ci–dessus. On a N(ω) =
∑
ρNρ(ω),
EN(ω) ≤ 1
2L
♯ {ρ} .
Or ♯{ρ} = ∏
k 6=j
♯{ρk}. Evaluons ♯{ρk}. C’est au plus le nombre de solutions
de
∑
ℓ
|nkℓ| ≤ dk (voir ci–dessus la de´finition de ρk), que je de´signe par
N(dk, |Λk|). Ainsi
EN(ω) ≤ 1
2L
∏
k 6=j
N(dk, |Λk|) .
Evaluons la fonctionN(d, q). C’est le nombre des fonctions f : {1, 2, . . . q} →
Z telles que
∑
m
|f(m)| ≤ d. Comme le nombre de valeurs f(m) 6= 0 ne de´passe
pas d ∧ q, et que le nombre des fonctions |f | : {1, 2, . . . q} → Z+ telles que∑ |f |(m) ≤ d est exactement ( d+ q
q
)
(on le voit en codant ces fonctions
par des parties a` d e´le´ments de {1, 2, . . . q + d}), on obtient
N(d, q) ≤ 2d∧q
(
d+ q
q
)(
= 2d∧q
(
d+ q
d
))
,
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donc, pour une constante absolue C (C = 20 convient)
N(d, q) ≤ C
(q
d
)d
si d ≤ q
N(d, q) ≤ C
(d
q
)q
si q ≤ d .
Ainsi
EN(ω) ≤ 1
2L
exp
( ∑
dk≤|Λk|
dk log
(
C
|Λk|
dk
)
+
∑
dk>|Λk|
|Λk| log
(
C
dk
|Λk|
))
.
Choisissons dk|Λk| = |Λj|2 pour tout k 6= j. Ainsi dk ≤ |Λk| signifie
|Λj|2 ≤ |Λk|2, c’est–a`–dire j < k, donc
EN(ω) ≤ 1
2L
exp
(∑
k≥j
|Λj|2
|Λk| log
(
C
|Λk|2
|Λj|2
)
+
∑
k<j
|Λk| log
(
C
|Λj|2
|Λk|2
))
.
On peut alors faire usage de l’hypothe`se sur les quotients de |Λj|, et on obtient
pour R > R(C)
EN(ω) ≤ 1
2L
exp |Λj|
(∑
k≥j
1
Rk−j
log(CR2(k−j)) +
∑
k<j
1
Rj−k
log(CR2(j−k))
)
.
La parenthe`se est aussi petite qu’on veut par choix de R. Choisissons
L =
|Λj |
10
. Alors, par choix de R, EN(ω) est aussi petit qu’on veut, donc
e´galement P (N(ω) 6= 0).
Donc, a` condition de prendre R assez grand, on peut choisir ω de fac¸on a`
avoir simultane´ment |A(ω)| > 1
5
|Λj| et N(ω) = 0, N(ω) de´signant le nombre
total de relation σρ = 1 entre les σ =
∏
λ∈A(ω)
λελ (ελ ∈ {−1, 0, 1}) de hauteurs
≥ |Λj |
10
et les ρ produits de ρk engendre´s par les Λk (k 6= j), de hauteurs
≤ dk = |Λj |
2
|Λk| .
De´sormais, nous de´signons par Aj cet A(ω) ainsi choisi.
Troisie`me e´tape. Il s’agit de re´aliser le programme trace´ a` la fin de la
premie`re e´tape. Commenc¸ons par de´finir Λ′j. Pour cela, fixons j, et conside´rons
tous les σ =
∏
λ∈Aj
λελ (ελ ∈ {−1, 0, 1}) et ρk =
∏
λ∈Λk
λnλ (nλ ∈ Z) (k 6= j), en
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nombre fini, tels que d(ρk)|Λk| ≤ d(σ)|Λj| (k 6= j) et σ
∏
ρk = 1. Nous dirons
alors que (σ, (ρk)) est un syste`me permis.
Comme d(σ)|Λj| ≤ |Λj|2, nous savons par la conclusion de la seconde
e´tape que les σ d’un syste`me permis ve´rifient d(σ) <
|Λj |
10
< 1
2
|Aj|.
Distinguons deux cas. α) S’il n’existe pas de syte`me permis, posons Λ′j =
Aj. β) S’il en existe, choisissons–en un tel que d(σ) soit maximum, fixons σ
et Sj son “support”, c’est–a`–dire l’ensemble minimal dans Aj qui l’engendre :
σ =
∏
λ∈Sj
λαλ (αλ = ±1). Posons alors Λ′j = Aj \ Sj . On a bien dans tous les
cas |Λ′j| > 12 |Aj| > 110 |Λj|.
Reste a` montrer que
⋃
Λ′i est qi. Supposons le contraire, a` savoir qu’il
existe des σ′i =
∏
λ∈Λ′
i
λελ(ελ ∈ {−1, 0, 1}) tels que
∏
σ′i = 1. Soit j un entier
tel que d(σ′i)|Λi| soit maximum pour i = j. Revenons a` la de´finition de Λ′j .
Comme (σ′j , (σ
′
k)) est un syste`me permis, on est dans le cas β), ou` l’on a de´fini
un syste`me permis (σ, (ρk)) tel que d(σ) soit maximum. Posons σ
′ = σσ′j et
ρ′k = ρkσ
′
k (k 6= j). Comme les “supports” de σ et de σ′j sont disjoints, on a
d(σ′) = d(σ) + d(σ′j). Pour k 6= j, on a d(ρ′k) ≤ d(ρk) + d(σ′k), et on sait que
d(ρk)|Λk| ≤ d(σ)|Λj| et d(σ′k)|Λk| ≤ d(σ′j)|Λj|, donc
d(ρ′k)|Λk| ≤ d(σ)|Λj|+ d(σ′j)|Λj| = d(σ′)|Λj| .
Le syste`me (σ′, (ρ′k)) est donc permis, et d(σ
′) > d(σ), contrairement a` la
de´finition de σ. La contradiction e´tablit que
⋃
Λ′i est qi. Ainsi se termine la
preuve par Bourgain que la proprie´te´ de Sidon est e´quivalente a` chacune des
conditions (CR), (CP) et (CB). 
Jean–Pierre Kahane 05.08.2007
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