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a b s t r a c t
For a connected graph G = (V , E), a subset U ⊆ V is a disconnected cut if U disconnects
G and the subgraph G[U] induced by U is disconnected as well. A cut U is a k-cut if G[U]
contains exactly k(≥ 1) components. More specifically, a k-cut U is a (k, ℓ)-cut if V \ U
induces a subgraph with exactly ℓ(≥ 2) components. The Disconnected Cut problem is to
testwhether a graph has a disconnected cut and is known to beNP-complete. The problems
k-Cut and (k, ℓ)-Cut are to test whether a graph has a k-cut or (k, ℓ)-cut, respectively. By
pinpointing a close relationship to graph contractibility problems we show that (k, ℓ)-Cut
is in P for k = 1 and any fixed constant ℓ ≥ 2, while it is NP-complete for any fixed
pair k, ℓ ≥ 2. We then prove that k-Cut is in P for k = 1 and NP-complete for any fixed
k ≥ 2. On the other hand, for every fixed integer g ≥ 0, we present an FPT algorithm
that solves (k, ℓ)-Cut on graphs of Euler genus at most g when parameterized by k+ ℓ. By
modifying this algorithm we can also show that k-Cut is in FPT for this graph class when
parameterized by k. Finally, we show thatDisconnected Cut is solvable in polynomial time
for minor-closed classes of graphs excluding some apex graph.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Graph connectivity is a fundamental graph-theoretic property that is well-studied in the context of network robustness.
In the literature several measures for graph connectivity are known, such as requiring hamiltonicity, edge-disjoint spanning
trees, or edge- or vertex-cuts of sufficiently large size. Here, we study the problem of finding a vertex-cut, called a
‘‘disconnected cut’’ of a graph, such that the cut itself is disconnected. As we shall see in Section 3, this problem is strongly
related to several other graph problems such as biclique vertex-covers. We give all further motivation later and first state
our problem setting.
Let G = (V , E) be a connected simple graph. For a subset U ⊆ V , we denote by G[U] the subgraph of G induced by
U . We say that U is a cut of G if U disconnects G, that is, G[V\U] contains at least two components. A cut U is connected if
G[U] contains exactly one component, and disconnected if G[U] contains at least two components. We observe that G[U] is a
disconnected cut if and only if G[V\U] is a disconnected cut. In Fig. 1, the subset V1∪V3 is a disconnected cut of G, and hence
its complement V2 ∪ V4
= V \ (V1 ∪ V3) is also a disconnected cut of G. This leads to the decision problem Disconnected
Cutwhich asks if a given connected graph has a disconnected cut.
✩ An extended abstract of this paper has been presented at the 20th International Symposium on Algorithms and Computation (ISAAC 2009) [14].∗ Corresponding author. Tel.: +44 1913341723.
E-mail addresses: takehiro@ecei.tohoku.ac.jp (T. Ito), marcin.kaminski@ulb.ac.be (M. Kamiński), daniel.paulusma@durham.ac.uk (D. Paulusma),
sedthilk@math.uoa.gr (D.M. Thilikos).
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Fig. 1. A graph Gwith a disconnected cut V1 ∪ V3 that is also a 2-cut and a (2, 4)-cut and a disconnected cut V2 ∪ V4 that is also a 4-cut and a (4, 2)-cut.
Recently,Disconnected Cut has been shown to beNP-complete [15]. However, the problem can be solved in polynomial
time for some restricted graph classes, as in the following theorem, which we will use in the proofs of some of our results.
In particular, we mention that every graph of diameter at least three has a disconnected cut [11].
Theorem 1 ([11]). TheDisconnected Cut problem is solvable in polynomial time for the following classes of connected graphs:
(i) graphs of diameter not equal to two;
(ii) graphs with bounded maximum vertex degree;
(iii) graphs that are not locally connected;
(iv) triangle-free graphs; and
(v) graphs with a dominating edge (including cographs).
Besides Disconnected Cut, we study two closely related problems in which we wish to find a cut having a prespecified
number of components. For a fixed constant k ≥ 1, a cut U of a connected graph G is called a k-cut of G if G[U] contains
exactly k components. Furthermore, for a pair (k, ℓ) of fixed constants k ≥ 1 and ℓ ≥ 2, a k-cut U is called a (k, ℓ)-cut of G
if G[V\U] consists of exactly ℓ components. Note that a k-cut and a (k, ℓ)-cut are connected cuts if k = 1; otherwise (when
k ≥ 2) they are disconnected cuts. It is obvious that, for a fixed pair k, ℓ ≥ 2, a (k, ℓ)-cut U of G corresponds to an (ℓ, k)-cut
V \ U of G. For example, the disconnected cut V1 ∪ V3 in Fig. 1 is a 2-cut and a (2, 4)-cut, while its complement V2 ∪ V4 is a
4-cut and a (4, 2)-cut. In this paper, we study the following two decision problems, where k and ℓ are fixed, i.e., not part of
the input. The k-Cut problem asks if a given connected graph has a k-cut. The (k, ℓ)-Cut problem asks if a given connected
graph has a (k, ℓ)-cut.
Our results and the paper organization. Our three main results are as follows. First, we show that Disconnected Cut
is strongly related to several other graph problems. In this way we determine the computational complexity of (k, ℓ)-Cut.
Second, we determine the computational complexity of k-Cut. Third, for every fixed integer g ≥ 0, we give an FPT algorithm
that solves (k, ℓ)-cut for graphs of Euler genus at most g when parameterized by k + ℓ. In the following, we explain our
results in detail.
In Section 2 we define our terminology. Section 3 contains our first result. We state our motivation for studying these
three types of cut problems. We then pinpoint relationships to other cut problems, and to graph homomorphism, biclique
vertex-cover and vertex coloring problems. We show a strong connection to graph contractibility problems. In this way we
prove that (k, ℓ)-Cut is solvable in polynomial time for k = 1, ℓ ≥ 2, and is NP-complete otherwise.
Section 4 gives our second result: we classify the computational complexity of k-Cut. We show that k-Cut is solvable in
polynomial time for k = 1, while it becomes NP-complete for every fixed constant k ≥ 2. Note that the NP-completeness
of (k, ℓ)-Cut, shown in Section 3, does not imply this result, because ℓ is fixed and the subgraph obtained after removing a
(k, ℓ)-cut must consist of exactly ℓ components.
In Section 5 we present our third result: an FPT algorithm that solves (k, ℓ)-Cut for graphs on surfaces when
parameterized by k + ℓ. We also show that k-Cut is FPT in k for graphs on surfaces and that Disconnected Cut is solvable
in polynomial time for this class of graphs.
In Section 6 we state some further results and mention a number of open problems that are related to some other well-
known graph classes, namely chordal, claw-free and line graphs.
2. Preliminaries
Without loss of generality, the graphs we consider are undirected and without multiple edges. Unless explicitly stated
otherwise, they do not contain loops either. For undefined (standard) graph terminology we refer to Diestel [8].
Let G = (V , E) be a graph. The vertex set V and the edge set E of G are often denoted by VG and EG, respectively. Each
maximal connected subgraph of G is called a component of G. Let N(u) denote the neighborhood of a vertex u ∈ V , that is,
N(u) = {v | uv ∈ E}. Two disjoint nonempty subsets U,U ′ ⊂ V are adjacent if there exist vertices u ∈ U and u′ ∈ U ′ with
6342 T. Ito et al. / Theoretical Computer Science 412 (2011) 6340–6350
uu′ ∈ E. The distance dG(u, v) between two vertices u and v in G is the number of edges in a shortest path between them.
The diameter diam(G) is defined as max{dG(u, v) | u, v ∈ V }.
The cycle and path on n vertices are denoted by Cn and Pn, respectively. A graph G = (V , E) is complete p-partite if V can
be partitioned into p independent sets V1, . . . , Vp such that uv ∈ E if and only if u ∈ Vi and v ∈ Vj for some 1 ≤ i < j ≤ p.
For p = 2, |V1| = k, and |V2| = ℓ, we speak of a biclique Kk,ℓ.
The edge contraction of an edge e = uv in a graph G replaces the two end-vertices u and v with a new vertex adjacent to
precisely those vertices towhich u or vwere adjacent. If a graphH can be obtained fromG by a sequence of edge contractions,
thenG is said to be contractible to H , andG is calledH-contractible. This is equivalent to saying thatG has a so-calledH-witness
structureW = {W (h1),W (h2), . . . ,W (h|VH |)}, which is a partition of VG into |VH | setsW (h), called H-witness sets, such that
eachW (h) induces a connected subgraph of G and for every two hi, hj ∈ VH , witness setsW (hi) andW (hj) are adjacent in
G if and only if hi and hj are adjacent in H . Clearly, by contracting the vertices in the witness setsW (h) to a single vertex for
every h ∈ VH , we obtain the graph H . As an example, viewing each component of Vi, 1 ≤ i ≤ 4, in the graph G in Fig. 1 as a
witness set shows that G is K2,4-contractible. In general, the witness setsW (h) are not uniquely defined, since there may be
different sequences of edge contractions that lead from G to H .
A diagonal coloring of G is a function c : V → {1, 2, 3, 4} such that all four colors 1, 2, 3, 4 are used, and no edge has the
colors 1, 3 or 2, 4 at its end-vertices. Note that a diagonal coloring does not have to be proper, because two adjacent vertices
may receive the same color. Diagonal colorings are convenient for some of our proof techniques.
Belowwe give somebackground on parameterized complexity; for detailswe refer toNiedermeier [18]. In parameterized
complexity theory, we consider the problem input as a pair (I, k), where I is the main part and k the parameter. A problem
is fixed parameter tractable if an instance (I, k) can be solved in time O(f (k)nc), where f denotes a computable function and
c a constant independent of k. The class FPT is the class of all fixed-parameter tractable decision problems.
3. Relationships to other problems
The Disconnected Cut problem can be formulated in several different ways as shown by Fleischner et al. [11]. We
summarize these equivalent formulations and extend them in Proposition 1 after stating some additional terminology. The
complement of a graph G is the graph G, which has vertex set VG = VG and edges uv whenever uv /∈ EG.
A model graph is a simple graph with two types of edges: solid and dotted edges. Let H be a fixed model graph with
vertex set {h1, . . . , hk}. An H-partition of a graph G is a partition of VG into k (nonempty) blocks V1, . . . , Vk such that for all
1 ≤ i < j ≤ k and for all vertices u ∈ Vi, v ∈ Vj the following two conditions hold. First, if hihj is a solid edge of H , then
uv ∈ EG. Second, if hihj is a dotted edge of H , then uv /∈ EG. Let 2K2 be the model graph with vertices h1, . . . , h4, solid edges
h1h3, h2h4 and no dotted edges, and let 2S2 be the model graph with vertices h1, . . . , h4, dotted edges h1h3, h2h4 and no
solid edges.
A homomorphism from a graph G to a graphH is a vertexmapping f : VG → VH satisfying the property that f (u)f (v) ∈ EH
whenever uv ∈ EG. It is vertex-surjective if f (VG) = VH . Here we used the shorthand notation f (S) = {f (u) | u ∈ S} for a
subset S ⊆ V . A homomorphism f is called a compaction if f is edge-surjective, i.e., for every edge xy ∈ EH with x ≠ y there
exists an edge uv ∈ EG with f (u) = x and f (v) = y. We then say that G compacts to H .
A graph G is called reflexive if every vertex i in G has a loop ii. We denote the reflexive cycle consisting of n vertices by Cn.
Proposition 1. Let G be a connected graph. Then, the following statements (1)–(6) are equivalent.
(1) G has a disconnected cut.
(2) G has a diagonal coloring.
(3) G has a 2S2-partition.
(4) G allows a vertex-surjective homomorphism to C4.
(5) G has a spanning subgraph that consists of two bicliques.
(6) G has a 2K2-partition.
If diam(G) = 2, then statements (1)–(6) above are also equivalent to the following statements (7) and (8).
(7) G allows a compaction to C4.
(8) G is contractible to some biclique Kk,ℓ for some k, ℓ ≥ 2.
Proof. In this paper, we only show that statements (1) and (8) are equivalent for a connected graph G with diam(G) = 2.
The (straightforward) proofs of all other statements can be found in the paper by Fleischner et al. [11].
(1) ⇒ (8): Let G = (V , E) be a connected graph with diam(G) = 2. Suppose that G has a disconnected cut U . Let k be the
number of components in G[U], then k ≥ 2. Let X1, X2, . . . , Xk be the vertex sets of the k components in G[U]. Then any two
Xi and Xj are not adjacent. On the other hand, let ℓ be the number of components in G[V\U], and let Y1, Y2, . . . , Yℓ be the
vertex sets of the ℓ components in G[V\U]. Then ℓ ≥ 2, and any two Yi and Yj are not adjacent.
We now show that the k+ℓ sets X1, X2, . . . , Xk, Y1, Y2, . . . , Yℓ form the Kk,ℓ-witness sets for G. From the above it suffices
to show that two sets Xi and Yj are adjacent for every pair of indices i and j, 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ. Suppose for a contradiction
that there exists a pair (Xi, Yj) such that Xi and Yj are not adjacent. Then, the distance from a vertex in Xi to a vertex in Yj is
at least three. This contradicts our assumption that diam(G) = 2.
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(8) ⇒ (1): Suppose that G is Kk,ℓ-contractible for some k, ℓ ≥ 2. This means that G has a Kk,ℓ-witness structure W =
{W (a1),W (a2), . . . ,W (ak),W (b1),W (b2), . . . ,W (bℓ)}, where {a1, a2, . . . , ak} and {b1, b2, . . . , bℓ} are the two partite sets
of Kk,ℓ. Because both k and ℓ are at least 2, the setW (a1) ∪W (a2) ∪ · · · ∪W (ak) forms a disconnected cut of G. 
We now describe the different frameworks related to the equivalent statements in Proposition 1 and compare the
computational complexities of the corresponding decision problems.
1. Cut sets. In the literature, various kinds of cut sets have been studied. For instance, a cut U of a graph G = (V , E) is called
a k-clique cut if G[U] has a spanning subgraph consisting of k complete graphs [4,20]; a strict k-clique cut if G[U] consists
of k components that are complete graphs [20]; a stable cut if U is an independent set [2,16]; and a matching cut if EG[U]
is a matching [5]. The problem that asks whether a graph has a k-clique cut is solvable in polynomial time for k = 1 [20]
and k = 2 [4]. The latter paper also shows that deciding if a graph has a strict 2-clique cut can be solved in polynomial
time. On the other hand, the problems that ask whether a graph has a stable cut [2] or a matching cut [5], respectively, are
NP-complete. Recently, the problem that asks if a graph has a stable cut of size at most k has been shown to be in FPT [16].
2. H-partitions. Dantas et al. [7] proved that the H-Partition problem, which is to test whether a graph allows an
H-partition, can be solved in polynomial time for all fixedmodel graphsH with atmost four vertices, except forH = 2K2 and
H = 2S2. From statements (3) and (6) of Proposition 1, it is clear that these two cases correspond exactly to theDisconnected
Cut problem, and consequently are NP-complete problems [15]. A variant on H-partitions that allows empty blocks Vi in an
H-partition is studied by Feder et al. [10], whereas Cameron et al. [4] consider the list version of this variant. In the latter
version, each vertex umust be placed in a block of the partition according to some given list L(u) associated with u.
3. Compactions. We note that any edge-surjective homomorphism from a graph G to a connected graph H is vertex-
surjective (whereas the reverse is not necessarily true). Vikas [19] showed that the C4-Compaction problem, that asks if
there exists a compaction from a graph G to C4, is NP-complete. By a modification of his proof, one can easily show that
the C4-Compaction problem stays NP-complete for graphs of diameter three. As shown in statement (7) of Proposition 1,
for graphs of diameter two, the C4-Compaction problem is equivalent to the Disconnected Cut problem, and as such
NP-complete even for this graph class [15].
4. Contractibility. The H-Contractibility problem asks if a graph G is H-contractible. From the proof of Proposition 1, it
follows that a graphwith diameter two has a (k, ℓ)-cut if and only if it is Kk,ℓ-contractible for two integers k and ℓ. Therefore,
the (k, ℓ)-Cut problem is equivalent to the Kk,ℓ-Contractibility problem for connected graphs. Brouwer and Veldman [3]
show that Kk,ℓ-Contractibility is solvable in polynomial time for k = 1, whereas it is NP-complete for each pair k, ℓ ≥ 2.
The gadget in their construction has diameter two as we show below.
Theorem 2. The Kk,ℓ-Contractibility problem is NP-complete for each pair k, ℓ ≥ 2, already for the class of graphs of diameter
two.
Proof. Brouwer and Veldman [3] use a reduction from the Hypergraph 2-Coloring problem. Let (Q , S) be a hypergraph
with Q = {q1, . . . , qm} for some m ≥ 1 and S = {S1, . . . , Sn} for some n ≥ 1. We may without loss of generality assume
that ∅ /∈ S and Sn = Q . From the incidence graph I of (Q , S) we construct the following graph. Let S′ consist of a copy S ′
of each S ∈ S: add an edge qS ′ if and only if qS is an edge. Add all possible edges between S and S′. Also add all possible
edges between vertices in Q . Take a new biclique Kk−1,l−1 with partition classes A = {a1, . . . , ak−1} and B = {b1, . . . , bℓ−1}.
Finally add an edge between each ai and each Si, and an edge between each bi and each S ′i . Then Brouwer and Veldman [3]
show that G is Kk,ℓ-contractible if and only if (Q , S) has a 2-coloring.
Then G is of diameter two. This can be seen as follows. Every ai ∈ A is adjacent to all vertices in B∪ S and is connected to
every vertex in (A\{ai}) ∪ Q ∪ S′ via Sn. Every Sj ∈ S is adjacent to every vertex in A ∪ S′ and of distance at most two from
any vertex in B∪ Q ∪ S\{Sj} via S ′n. Every qi ∈ Q is adjacent to every vertex in Q\{qi} ∪ {Sn, S ′n} and of distance at most two
from any vertex in A ∪ B ∪ (S\{Sn}) ∪ (S′\{S ′n}) via Sn or S ′n. The other two cases follow by symmetry. 
Hence, we obtain the following result.
Corollary 1. The (k, ℓ)-Cut problem is in P for k = 1, and it isNP-complete for each pair k, ℓ ≥ 2 even for graphs with diameter
two.
5. Vertex-covers. The problem of deciding if a graph has a spanning subgraph that consists of at most k mutually vertex-
disjoint bicliques is called the k-Biclique Vertex-Cover problem. Fleischner et al. [11] show that this problem is solvable
in polynomial time if k = 1, and that it is NP-complete if k ≥ 3. Statement (5) of Proposition 1 shows that the case
k = 2 is equivalent to the Disconnected Cut problem. Consequently, 2-Biclique Vertex-Cover isNP-complete [15]. Due to
Corollary 1 one can easily obtain the following.
Corollary 2. The problem of deciding if a graph has a spanning subgraph consisting of two vertex-disjoint graphs, one of which
is complete k-partite and the other one is complete ℓ-partite, is NP-complete for each pair k, ℓ ≥ 2.
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4. Cuts with a prespecified number of components
We determine the computational complexity of the k-Cut problem for any fixed k ≥ 1.
Theorem 3. The 1-Cut problem is solvable in polynomial time.
Proof. Let P3 = p1p2p3 be the path on three vertices. We claim that a connected graph G has a connected cut (namely, a
1-cut) if and only if G is P3-contractible. It is known that a connected graph G is P3-contractible if and only if G is neither a
complete graph nor a cycle [3]. Therefore, the 1-Cut problem is solvable in polynomial time.
We now prove the claim. Suppose that G is P3-contractible with a P3-witness structure W . Then, U = W (p2) is a
connected cut of G. To prove the reverse implication, suppose that G has a connected cut U . Then, G[V\U] contains at least
two components, and we arbitrarily choose two components D1 = (V1, E1) and D2 = (V2, E2) in G[V\U]. We define three
pairwise disjoint vertex-sets, as follows: W (p1) = V1,W (p2) = V\(V1 ∪ V2) andW (p3) = V2. Because U ⊆ V\(V1 ∪ V2),
we find that G[V\(V1 ∪ V2)] is connected. Thus,W = {W (p1),W (p2),W (p3)} forms a P3-witness structure for G, and hence
G is P3-contractible. This completes the proof of Theorem 3. 
In contrast to the result in Theorem 3, the k-Cut problem becomes NP-complete for each k ≥ 2, as we show in the
following theorem. Note that Corollary 1 does not imply this theorem.
Theorem 4. The k-Cut problem is NP-complete for each k ≥ 2 even for graphs of diameter two.
Proof. We first prove that the problem is NP-complete for k = 2 and then show that the proof for k = 2 can easily be
modified to a proof for each k ≥ 3. Clearly, this problem is in NP. Below we give a polynomial-time reduction from the
problem Set Splitting.
Let Q = {q1, q2, . . . , qm} be a set of m elements, and let S′ = {S1, S2, . . . , Sn′} be a collection of subsets Si ⊆ Q . The Set
Splitting problem has input (Q , S′) and is to decide whether Q can be partitioned into two subsets Q1 and Q2 such that
Q1 ∩ Si ≠ ∅ and Q2 ∩ Si ≠ ∅ for each i, 1 ≤ i ≤ n′. This problem, also known as the Hypergraph 2-Colorability problem, is
NP-complete (cf. [13]). We may assume without loss of generality that Si ≠ ∅ and n′ ≥ 2.
From a given instance (Q , S′) of Set Splitting we construct an equivalent instance as follows. We do not modify Q but
to S′ we add a copy of each subset Si ∈ S′, and we also add the set S0 = Q . This yields the doubled collection S, which
consists of 2n′+ 1 subsets. We call the instance (Q , S) the doubled instance of (Q , S′). Clearly, solving the doubled instance
is equivalent to solving the original instance of Set Splitting. Therefore, we consider only doubled instances in the following
and simply write the doubled collection as S = {S0, S1, . . . , Sn}, where S0 = Q and n = 2n′ + 1 ≥ 5.
Reduction for k = 2.We give a polynomial-time reduction from Set Splitting to 2-Cut. Let (Q , S) be a doubled instance of
Set Splitting with Q = {q1, q2, . . . , qm} and S = {S0, S1, . . . , Sn} for some n ≥ 5. From this instance we construct a graph
G = (V , E), which will be our corresponding instance of 2-Cut, by performing the following steps (also see Fig. 2).
1. Regard each element qi ∈ Q and each subset Sj ∈ S as a vertex of G. Add edges to vertices in Q such that Q becomes a
clique (whereas S stays an independent set).
2. For i = 1, . . . ,m and j = 0, . . . , n, add an edge between qi ∈ Q and Sj ∈ S if and only if qi ∈ Sj.
3. Make a copy of the graph G[Q ∪ S], where Q ′ = {q′1, q′2, . . . , q′m} denotes the copy of Q such that q′i corresponds to qi for
i = 1, . . . ,m, and T = {T0, T1, . . . , Tn} denotes the copy of S, such that Tj corresponds to Sj for j = 0, . . . , n.
4. For i = 1, . . . ,m, add an edge between qi ∈ Q and its copy q′i ∈ Q ′.
5. Add 2 new independent vertices u1 and u2, and make each of them adjacent to each Sj ∈ S and to each Tj ∈ T .
6. Add a new vertex v and make v adjacent to all vertices in G except u1 and u2.
We note that G has diameter two. This can be seen as follows. First, v is adjacent to every vertex in V\{u1, u2}, and v is of
distance two from u1 and u2 via any vertex in S ∪ T . Second, due to vertex v, all vertices in V\{u1, u2, v} are of distance 2
from each other. Thirdly, u1 and u2 are adjacent to every vertex in S ∪ T , they are of distance two from each other and from
every vertex in Q ∪ {v} via S0, and they are of distance two from every vertex in Q ′ via T0.
We claim that Q has a desired partition (Q1,Q2) if and only if G has a 2-cut.
Necessity. Suppose that Q has a desired partition (Q1,Q2). Then, Q1 ∪ Q ′2 ∪ S ∪ T forms a 2-cut of G, where Q ′2 is the set of
copies of Q2 in Q ′.
Sufficiency. Suppose that G has a 2-cut X . Let X1 and X2 induce the two components of G[X]. Let Y = V \ X , and let
Y1, Y2, . . . , Yp induce the p (≥ 2) components of G[Y ]. We will prove the following two claims (A) and (B), which hold
without loss of generality because we can rename the sets X1, X2 and Y1, . . . , Yp if necessary.
Claim (A) v ∈ Y1 and u1, u2 ∈ Y \ Y1.
Claim (B) S ⊂ X1 and T ⊂ X2.
T. Ito et al. / Theoretical Computer Science 412 (2011) 6340–6350 6345
Fig. 2. The graph G that is obtained from an instance (Q , S) of Set Splitting.
Before proving Claims (A) and (B), we first show that they imply the sufficiency. Let Q1 = Q ∩ X1. By Claim (A) the three
vertices v, u1 and u2 are not in X1. Recall that S forms an independent set. Then, since G[X1] is connected and S ⊂ X1 by
Claim (B), set X1 must contain vertices in Q . Therefore, Q1 = Q ∩ X1 ≠ ∅ and every vertex in S is adjacent to at least one
vertex in Q1. This implies that each subset Sj in the given collection S satisfies Sj ∩ Q1 ≠ ∅. Similarly, let Q ′2 = Q ′ ∩ X2. Then
Q ′2 ≠ ∅, and every vertex in T is adjacent to at least one vertex in Q ′2. Since G[X1] and G[X2] are different components in
G[X], there is no edge between Q1 and Q ′2. Let Q2 = Q \ Q1. Then each vertex q′i in Q ′2 has its corresponding vertex qi in Q2.
Since G[Q ′ ∪ T ] is a copy of G[Q ∪ S], every vertex in S is adjacent to at least one vertex in Q2. This implies that each Sj ∈ S
also satisfies Sj ∩ Q2 ≠ ∅. Therefore, (Q1,Q2) forms a desired partition of Q .
Proof of Claim (A).We first show that v ∈ Y1. Suppose for a contradiction that v ∈ X , say v ∈ X1. Since v is adjacent to all
vertices in G except u1 and u2, the set X2 only contains vertices in {u1, u2}; otherwise G[X] is connected. Then, there are the
following three cases to consider:
(i) X2 = {u1, u2};
(ii) X2 = {u1} and u2 ∈ X1;
(iii) X2 = {u1} and u2 ∈ Yj for some j, 1 ≤ j ≤ p.
We first consider Case (i). Since u1 and u2 are not adjacent, G[X2] is not connected, a contradiction.
We then consider Case (ii). Since v and u2 are not adjacent, X1 must contain a neighbor of u2. However, any such neighbor
is adjacent to both v and u1 as well. Then, the three vertices v, u1 and u2 are contained in the same component in G[X], that
is, G[X1 ∪ X2] is connected, a contradiction.
Finally, we consider Case (iii). Assume without loss of generality that u2 ∈ Y2. Because all vertices in S ∪ T are common
neighbors of v andu1, they donot belong toX; otherwiseG[X]would be connected. Because all vertices inS∪T are neighbors
of u2, they do not belong to Y\Y2 either. Hence, S ∪ T is a subset of Y2. Because S0 (∈ S ⊂ Y2) is adjacent to all vertices in Q
and T0 (∈ T ⊂ Y2) is adjacent to all vertices in Q ′, we obtain that G[V\X] (= G[Y ]) is connected, a contradiction. Therefore,
we have v /∈ X , say v ∈ Y1.
We now show that u1, u2 ∈ Y \ Y1. Since v ∈ Y1 and v is adjacent to all vertices in G except u1 and u2, we find that
Y \ Y1 must contain at least one of u1 and u2; otherwise G[Y ] would be connected. Assume without loss of generality that
u1 ∈ Y \ Y1. Suppose for a contradiction that u2 ∉ Y \ Y1. Then, there are the following two cases to consider:
(i) u2 ∈ Y1;
(ii) u2 ∈ X .
We first consider Case (i). Since v and u2 are not adjacent, Y1 must contain a neighbor of u2. However, any such neighbor is
adjacent to both v and u1 as well. Then, the three vertices v, u1 and u2 are contained in the same component in G[Y ]. This
contradicts that u1 ∈ Y \ Y1.
We now consider Case (ii). Because all vertices in S ∪ T are common neighbors of the three vertices v and u1, they must
all belong to X; otherwise v and u1 are contained in the same component in G[Y ]. Because S0 (∈ S ⊂ X) is adjacent to
all vertices in Q and T0 (∈ T ⊂ X) is adjacent to all vertices in Q ′, we obtain that G[X] is connected, a contradiction. This
completes the proof of Claim (A).
Proof of Claim (B).We first show that either S ⊂ X1 or S ⊂ X2. Recall that all vertices in S are common neighbors of v and
u1. Because v ∈ Y1 and u1 ∈ Y\Y1 due to Claim (A), we then obtain that all vertices of S belong to X(= X1 ∪ X2). Suppose
for a contradiction that S ∩ X1 ≠ ∅ and S ∩ X2 ≠ ∅. Since |S| = n ≥ 5, we may assume without loss of generality that
|S ∩ X1| ≥ 3.
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Recall that G[S] forms an independent set, and that, by Claim (A) v, u1, u2 ∈ Y . Then, X1 must contain a vertex qi ∈ Q ;
otherwise G[X1]would not be connected. This means that X2 does not contain any vertex from Q , since such a vertex would
be adjacent to qi. Therefore, we have X2 = {Sj} for some Sj ∈ S, and consequently, S\{Sj} ⊂ X1. Because X1 and X2 are not
adjacent, Sj is not adjacent to any vertex in Q ∩X1. Because qi ∈ X1 and qiS0 is an edge, we then find that Sj ≠ S0. Because we
are given a doubled instance of Set Splitting and Sj ≠ S0, we find that S \ {Sj} contains a vertex, namely S ′j , that is adjacent
to exactly the same vertices in Q as Sj. Since S ′j ∈ X1, |S ∩ X1| ≥ 3 and G[X1] is connected, we observe that X1 must contain
a vertex qh ∈ Q adjacent to S ′j . However, then qh is adjacent to Sj as well. This means that G[X1] and G[X2] are not separate
components in G[X], a contradiction. Hence, we may assume without loss of generality that S ⊂ X1.
By similar arguments as above, we find that T ⊂ X1 or T ⊂ X2. We show that T ⊂ X2 as follows. Suppose for a
contradiction that T ⊂ X1, and hence S ∪ T ⊂ X1. By Claim (A), we have v, u1, u2 ∈ Y . Since S0 is adjacent to all vertices in
Q and T0 is adjacent to all vertices in Q ′, we then obtain that G[X] is connected, a contradiction. This completes the proof of
Claim (B).
Reduction for k ≥ 3.We slightlymodify the construction for k = 2. First, we construct the corresponding graph G = (V , E)
for the case k = 2. Second, we add k− 2 mutually nonadjacent verticesw1, . . . , wk−2; each adjacent to each ui and to v. Let
G+ be the resulting graph, then G+ still has diameter two. It suffices to show that G+ has a k-cut if and only if G has a 2-cut.
Necessity. Suppose that G+ has a k-cut X , and let Y = V (G+) \ X . By the same arguments as in the case k = 2, we find that
v, u1, u2 ∈ Y . Then, since w1, w2, . . . , wk−2 are common neighbors of v, u1 and u2, we observe that each vertex wi is in X .
Furthermore, {wi} forms a component of G+[X]. Hence, X \ {w1, . . . , wk−2} is a 2-cut of G.
Sufficiency. Suppose that G has a 2-cut X . By Claim (A), v, u1, u2 are not in X . Consequently, X ∪ {w1, . . . , wk−2} is a k-cut
of G+. 
5. Graphs on surfaces
In this section, we focus on graphs embeddable on surfaces. For more information on graphs on surfaces (and for
definitions not provided here), we refer the reader to Mohar and Thomassen [17].
We prove that for every fixed integer g ≥ 0, in the class of graphs of Euler genus at most g , (k, ℓ)-Cut is fixed parameter
tractable in k+ℓ and k-Cut is fixed parameter tractable in k. We also show that Disconnected Cut is solvable in polynomial
time for minor-closed classes of graphs excluding some apex.
Our strategy is to apply a ‘‘win-win’’ approach. From Theorem 5, a graph embedded on some surface either has small
treewidth or a large square grid as a surface minor. If the treewidth is small, we show that any of the three problems can be
solved in polynomial time. If the graph has a large square grid, we show that it always has a (k, l)-cut (k-cut, or disconnected
cut, respectively). We discuss each case separately, and refer to Courcelle [6] for the definitions of tree decomposition and
treewidth, as we do not need them here. We do need the definition of a square grid and some related definitions, and we
first state this terminology below.
An r × r square grid Γ is the graph with vertex set V (G) = {(i, j) | i, j = 0, . . . , r − 1} and two vertices (i, j) and (i′, j′)
of Γ are adjacent if and only if i = i′ and |j− j′| = 1, or else |i− i′| = 1 and j = j′.
Let G be a graph embedded on a surface. A surface contraction of an edge e of G is the operation of homeomorphically
mapping the endpoints of e in G to a single vertex without any edge crossings and removing parallel edges and the loop. A
surface minor of a graph G is a graph that can be obtained from G by a sequence of vertex and edge deletions and surface
contractions.
Theorem 5 (Lemma 4 in [12]). Let G be a graph embedded in a surface of Euler genus g. If tw(G) ≥ 12r(g + 1), then G has the
r × r square grid as a surface minor.
A seminal result of Courcelle [6] is that in any class of graphs of bounded treewidth, every problem definable in monadic
second-order logic can be solved in time linear in the number of vertices of the graph. We refer to Courcelle [6] for more
details. For our purposes, we need the following proposition.
Proposition 2. Let k, ℓ ≥ 1 be two fixed integers. Then the (k, ℓ)-Cut and the k-Cut problem can be defined in monadic second
order logic.
Proof. Let G have a (k, ℓ)-cut U . We can express this property in monadic second order logic as follows. Let {U1, . . . ,Uk} be
a partition of U that induces k components G[Ui] of G[U]. Let {V1, . . . , Vℓ} be a partition of V\U that induces ℓ components
G[Vi] of G[V\U]. Then we can formulate the following set of conditions:
1. Every vertex of V must be in exactly one set from {U1, . . . ,Uk} ∪ {V1, . . . , Vℓ}.
2. Every Ui and every Vj must be nonempty.
3a. Every two sets Ui and Uj must be nonadjacent
3b. Every two sets Vi and Vj must be nonadjacent.
4. Every G[Ui] and every G[Vj]must be connected.
T. Ito et al. / Theoretical Computer Science 412 (2011) 6340–6350 6347
We first formulate the sentence ‘‘Every x ∈ V must be in one of the sets U1, . . . ,Uk, V1, . . . , Vℓ’’ as
φ0 = ∀x(U1(x) ∨ · · · ∨ Uk(x) ∨ V1(x) ∨ · · · ∨ Vℓ(x)).
We then formulate the sentence ‘‘If x ∈ V is in a set Uh it cannot be in a set Ui for i ≠ h or a set Vj’’ as φi1a(x) =
Ui(x)→ ¬(U1(x) ∨ · · · ∨ Ui−1(x) ∨ Ui+1(x) ∨ · · · ∨ Uk(x) ∨ V1(x) ∨ · · · ∨ Vℓ(x)).
A similar sentence φj1b(x) is formulated with respect to the sets Vj. Then Condition 1 can be formulated as
φ1 = φ0 ∧ ∀x(φ11a(x) ∧ · · · ∧ φk1a(x) ∧ φ11b(x) ∧ · · · ∧ φℓ1b(x)).
Condition 2 can be formulated as
φ2 = ∃xU1(x) ∧ · · · ∧ ∃xUk(x) ∧ ∃xV1(x) ∧ · · · ∧ ∃xVℓ(x).
We say that E(x, y) holds if xy is an edge in G. Then Condition 3a for a single Ui can be formulated as
φi3a = ∀x∀y((Ui(x) ∧ (U1(y) ∨ · · · ∨ Ui−1(y) ∨ Ui+1(y) ∨ · · · ∨ Uk(y))→ ¬E(x, y)).
A similar formula φj3b can be constructed with respect to Condition 3b. This leads to the formula
φ3 = φ13a ∧ · · · ∧ φk3a ∧ φ13b ∧ · · · ∧ φk3b.
Finally Condition 4 can be formulated as follows. We first consider a set Ui. We write UZi (x) = Ui(x) ∧ Z(x) and U¬Zi (x) =
Ui(x) ∧ ¬Z(x). Then for Ui we take the negation of the formula φi4a =
∃Z(∃xUZi (x) ∧ ∃xU¬Zi (x) ∧ (∀x∀y((UZ1 (x) ∧ U¬Z1 (y))→ ¬E(x, y)))
as this formula is true if and only if G[Ui] is disconnected. For each Vj we can construct a formula φj4b analogously, and we
take its negation. This leads to the following formula that expresses Condition 4:
φ4 = ¬φ14a ∧ · · · ∧ ¬φk4a ∧ ¬φ14b ∧ · · · ∧ ¬φℓ4b.
Then G has a (k, ℓ)-cut if and only if φ = ∃U1 . . . ∃Uk∃V1 . . . ∃Vℓ(φ1 ∧ φ2 ∧ φ3 ∧ φ4) is true.
Expressing that G has a k-cut U comes down to encoding conditions 1–4 with respect to U only. We can express the
property that G has a disconnected cut in monadic second order logic as follows. By Proposition 1, G has a disconnected cut
if and only if G has a diagonal coloring c with color classes Vi such that c(Vi) = i for i = 1, . . . , 4. By definition, we then
obtain the following conditions.
1. Every vertex of V must be in exactly one set {V1, . . . , V4}.
2. Every Vi must be nonempty.
3a. Sets V1 and V3 must be nonadjacent.
3b. Sets V2 and V4 must be nonadjacent.
As shown above, we can easily express such conditions in monadic second order logic. This finishes the proof of
Proposition 2. 
We also need the following two lemmas.
Lemma 1. Let r ≥ 1 be an integer. Every square grid Γ of size 3 · ⌈√r⌉ × 3 · ⌈√r⌉ contains an independent set S of size at least
r such that the graph Γ [V (Γ ) \ S] is connected.
Proof. Let S = {(3i+ 1, 3j+ 1) | i, j = 0, . . . , ⌈√r⌉ − 1}. It is easy to check that S is independent and that Γ [V (Γ ) \ S] is
connected. 
Lemma 2. Let k, ℓ ≥ 1 and g ≥ 0 be three fixed integers. There exists a constant t such that each connected graph G of Euler
genus at most g with tw(G) ≥ t has a (k, ℓ)-cut.
Proof. Let h = 3 · (⌈√ℓ⌉ + ⌈√k⌉) and t = 12h(g + 1). By Theorem 5, if tw(G) ≥ t , then G contains an h × h
square grid Γ as a surface minor. Let P be the unique facial cycle of Γ that is longer than 4, i.e., the cycle with vertices
(0, 0), (0, 1), . . . , (0, h− 1), (1, h− 1), . . . , (h− 1, h− 1), (h− 1, h− 2), . . . , (h− 1, 0), (h− 2, 0), . . . , (1, 0).
The above means that there exists a function f that maps the vertices of a subgraph of G to the vertices of Γ in such a
way that the preimage of every vertex of Γ is connected and when two vertices v,w of Γ are adjacent, there is a vertex in
the preimage of v adjacent to a vertex in the preimage ofw. Furthermore, the preimage in G of every connected subgraph of
Γ is connected. In consequence, if there exists a (k, ℓ)-cut in Γ such that P belongs to one of the connected components of
that cut, then the preimage of that (k, ℓ)-cut in Γ is a (k, ℓ)-cut in G. Hence, we are left to show that Γ has such a (k, ℓ)-cut.
There exists a cycle Q in Γ such that Γ \ Q contains exactly two connected components: R containing the cycle P of Γ
and T . Note that Q can be chosen in such a way that R contains a square grid of size at least 3 · ⌈√ℓ− 1⌉+ 1 and T contains
a square grid of size at least 3 · ⌈√k− 1⌉ + 1. From Lemma 1, R contains an independent set SR of size ℓ− 1 and T contains
an independent set ST of size k− 1 such that R \ SR and T \ ST are connected; see Fig. 3 for an example. This gives a (k, ℓ)-cut
in Γ with the components of SR ∪ (T \ ST )∪ Q on one side, and the components of ST ∪ (R \ SR) on the other side of the cut.
This completes the proof of the lemma. 
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Fig. 3. The grid Γ with cycles P,Q and indicated vertices of independent sets SR and ST , respectively.
We are now ready to prove the first result of this section.
Theorem 6. Let g ≥ 0 be an integer. For the class of connected graphs of genus at most g, the following statements hold:
(i) The (k, ℓ)-Cut problem is fixed parameter tractable in k+ ℓ;
(ii) The k-Cut problem is fixed parameter tractable in k.
Proof. Let t be the constant from Lemma 2 which guarantees that a graph of Euler genus at most g with tw(G) ≥ t is a Yes-
instance of the (k, ℓ)-Cut problem. We first check if tw(G) < t . We can do so as recognizing such graphs is fixed parameter
tractable in t [1]. So, if tw(G) ≥ t we are done. Suppose tw(G) < t . By Proposition 2, the (k, ℓ)-Cut problem is expressible
in monadic second order logic and therefore solvable in polynomial time on graphs of bounded treewidth [6].
For (ii) we take ℓ = 2 and repeat all arguments. If tw(G) ≥ t then G has a (k, 2)-cut, and hence a k-cut. If tw(G) < t then
we apply Proposition 2 on the k-Cut problem. 
A graph H is called an apex if it has a vertex v such that H− v is planar. Eppstein [9] proved that ifF is a family of graphs
closed under taking minors and F does not contain all apex graphs, then there is a function f such that for every G ∈ F ,
the treewidth of G is at most f (diam(G)).
Let H be an apex, and let F be a minor-closed graph class that does not contain H . We will show how to solve
Disconnected Cut on F . By Theorem 1 (i) we can restrict ourselves to graphs from F that have diameter 2. By Eppstein’s
result the treewidth of these graphs is bounded by a constant. By Proposition 2,Disconnected Cut is expressible inmonadic
second order logic, and therefore solvable in polynomial time on graphs of bounded treewidth [6]. Hence, we obtained the
second result of this section.
Theorem 7. The Disconnected Cut problem is solvable in polynomial time on any minor-closed class of graphs that does not
contain all apex graphs.
6. Further results and related open problems
In this section we consider the Disconnected Cut problem for chordal graphs and claw-free graphs (in particular line
graphs).
A chordal graph is a graph with no induced cycles of length larger than three. We can solve Disconnected Cut in
polynomial time for the class of chordal graphs.
Proposition 3. The Disconnected Cut problem is solvable in polynomial time for chordal graphs.
Proof. Suppose G is a chordal graph. If G has diameter not two we can efficiently decide if G has a disconnected cut due
to Theorem 1. Suppose G has diameter two. Then G does not have a disconnected cut. In order to see this, suppose G
does have a disconnected cut. By Proposition 1, G then has a diagonal coloring c with color classes Vi with c(Vi) = i for
i = 1, . . . , 4. Let Di be a component of G[Vi] for i = 1, . . . , 4. Since G has diameter two, each Di contains vertices xi and yi
with possibly xi = yi such that xiyi+1 ∈ E for i = 1, . . . , 4 (where y5 must be interpreted as y1). We now take a shortest
path Pi from yi to xi for i = 1, . . . , 4. If we find a vertex ui ≠ xi on some Pi with a neighbor vi+1 on Pi+1, then we replace
xi by ui and yi+1 by vi+1. Hence, we may assume that such a vertex does not exist. In this way we obtain an induced cycle
C = y1−→P1 x1y2−→P2 x2y3−→P3 x3y4−→P4 x4y1 on at least four vertices. This is not possible. 
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Open Problem 1. Are k-Cut and (k, ℓ)-Cut polynomial-time solvable for chordal graphs?
A claw-free graph is a graph that does not contain K1,3 as an induced subgraph. The line graph L(G) of a graph Gwith edges
e1, . . . , ep is the graph L(G)with vertices u1, . . . , up such that there is an edge between any two vertices ui and uj if and only
if ei and ej share one end-vertex in G. Note that every line graph is claw-free.
Open Problem 2. Is Disconnected Cut solvable in polynomial time for the class of claw-free graphs, or even for its subclass of
line graphs?
Recall that every graph of diameter at least three always has a disconnected cut [11]. Hence, we may assume our input
graphs have diameter two, and then the following two connections become relevant.
Proposition 4. For claw-free graphs of diameter two, the problems Disconnected Cut, (2, 2)-Cut and C4-Contractibility are
equivalent.
Proof. Let C4 = c1c2c3c4c1. Let G = (V , E) be a claw-free graph of diameter two. We claim that G has a disconnected cut if
and only if G is C4-contractible. Observe that by Proposition 1 a graph with diameter two has a (2, 2)-cut if and only if it is
K2,2-contractible. Hence, after proving the above claim we are done.
Suppose G has a disconnected cut. By Proposition 1, G has a diagonal coloring c with color classes Vi such that c(Vi) = i
for i = 1, . . . , 4. First assume G[V1 ∪ V3] consists of components D1, . . . ,Dp for some p ≥ 3.
We may without loss of generality assume that G[V2] consists of one component, as otherwise we recolor its other
components by color 4. We perform the following procedure as long as |V2| ≥ 2 and G[V1 ∪ V3] consists of more than
two components. If |V2| ≥ 2, then we can always find a vertex u ∈ V2 that is not a cut-vertex of G[V2]. As G has diameter
two, umust have at least one neighbor v in V1 ∪ V3 in order to be of distance two to each vertex in V4. Say without loss of
generality that v is in D1. As G is claw-free and p ≥ 3, u cannot be adjacent to every component of G[V1 ∪ V3]. Say without
loss of generality that u is not adjacent to Dp. We then (re)color D1 ∪ · · · ∪ Dp−1 ∪ {u} by 1, and Dp by 3. As |V2| ≥ 2 we then
obtain a new diagonal coloring of G. Suppose that at some moment V2 = {a} for some a ∈ V while p ≥ 3 still holds. As G
is claw-free, we find that a is not adjacent to some component Di of G[V1 ∪ V3]. This means that the distance from a to any
vertex in Di is at least three. As G has diameter two, this is not possible. Hence, we may assume that in the end G[V1 ∪ V3]
consists of two components.
Also, note that the recoloringwe applied in the above procedure does not change the number of components inG[V2∪V4].
Hence if we apply the same procedure for G[V2∪V4] instead of for G[V1∪V3], the number of components of G[V1∪V3] stays
two, while the number of components of G[V2 ∪ V4] gets down to two as well. This means that in the end we have found a
C4-witness structure of Gwith witness setsW (ci) = Vi for i = 1, . . . , 4.
To prove the reverse implication, suppose G is C4-contractible with C4-witness structure W . Then W (c1) ∪ W (c3) is a
disconnected cut of G. 
Proposition 5. Let L(G) be the line graph of a graph G with diameter two. If the diameter of L(G) is two, then the following holds:
G has a disconnected cut if and only if L(G) has a disconnected cut.
Proof. Let G be a graph with diameter two whose line graph L(G) has diameter two as well. Throughout the proof interpret
integer 5 as 1. Suppose G has a disconnected cut. By Proposition 1, G has a diagonal coloring c with color classes Vi such that
c(Vi) = i for i = 1, . . . , 4. We color the edges of G as follows. Let e = uv be an edge. If c(u) = c(v) = i for some 1 ≤ i ≤ 4,
then we assign color i to e. In the other case, c(u) = i and c(v) = i + 1 for some 1 ≤ i ≤ 4. Then we assign color i + 1 to
e. We claim that in this way we obtain a diagonal coloring c ′ of L(G) and consequently a disconnected cut by Proposition 1.
In order to see this, suppose L(G) contains two adjacent vertices e1 and e2 with forbidden colors: either 1,3 or 2,4. Suppose
without loss of generality that c ′(e1) = 1 and c ′(e2) = 3. Let e1 = uv and e2 = vw. As c ′(e1) = 1, at least one of the two
vertices u, v must have received color 1. If c(v) = 1, then we would have chosen c ′(e2) = 1 or c ′(e2) = 4. So, c(v) = 1
is not possible. If c(v) ≠ 1, then c(u) = 1. As c(e1) = 1, this means that c(v) = 4. However, also in that case, we would
not have colored e2 with color 3. Hence, such a conflict does not occur. We are left to prove that c ′ is vertex-surjective, i.e.,
for 1 ≤ i ≤ 4, there must be at least one vertex in L(G)with color i. By Proposition 1, G allows a compaction to C4. In other
words, c is edge-surjective. Hence G contains at least one edge whose end-vertices are colored with i and i + 1 for each
i = 1, . . . , 4. By its definition, c ′ is then vertex-surjective.
Now suppose L(G) has a disconnected cut. By Proposition 1, L(G) has a diagonal coloring c ′ with color classes Ei ⊂ VL(G)
such that c ′(Ei) = i for i = 1, . . . , 4. We color the vertices of G as follows. If v is only incident with edges of color i for some
1 ≤ i ≤ 4, then we give v color i. In the other case, v is incident with edges of color i and color i + 1 for some 1 ≤ i ≤ 4.
In that case we give v color i + 1. In this way we obtain a coloring c of V . Suppose G contains two adjacent vertices u, v
with forbidden colors 1, 3 or 2, 4, say c(u) = 1 and c(v) = 3. If u is only incident with edges colored 1 then v has at least
one edge colored 1, namely edge uv. Then we would have assigned c(v) = 1 or c(v) = 4. Hence u is incident with edges
colored 1 and 4. In particular, c(uv) = 4. In that case, we would have colored v with color c(v) = 1 or c(v) = 4. So, such a
conflict does not happen. By Proposition 1, c ′ is edge-surjective. This means that L(G) contains an edge e1e2 with c ′(e1) = i
and c ′(e2) = i+ 1 for each i = 1, . . . , 4. Let e1 = uv and e2 = vw. Then c(v) = i. So c is vertex-surjective. This completes
the proof of Proposition 5. 
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Note that Proposition 5 does not hold if G has diameter at least three: take G = P4 = p1p2p3p4, which has diameter
three and disconnected cut {p1, p3}. However, L(G) = P3 does not have a disconnected cut. The condition that L(G)
has diameter two is necessary as well. Take two triangles and merge them in one vertex in order to obtain the graph
({u, v, w, x, y}, {uv, vw,wu, ux, xy, yu}). This graph has diameter two but no disconnected cut. However, its line graph is a
K4 on vertices e1, e2, e3, e4 extended with two vertices d1, d2 and edges d1e1, d1e2 and d2e3, d2e4. This graph has diameter
three and disconnected cut {d1, e3, e4}.
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