Three reconstruction algorithms to be used for reconstructing hv-convex discrete sets from their row and column sums are compared. All these algorithms have two versions: one for reconstructing hv-convex polyominoes and another one for reconstructing hv-convex 8-connected discrete sets. In both classes of discrete sets the algorithms are compared from the viewpoints of average execution time and memory complexities. Discrete sets with given sizes are generated with uniform distribution, and then reconstructed from their row and column sums. First we have implemented two previously published algorithms. According to our comparisons, the algorithm which was better from the viewpoint of worst time complexity was the worse from the viewpoint of average time complexity and memory requirements. Then, as a new method, a combination of the two algorithms was also implemented and it is shown that it inherits the best properties of the other two methods.
Introduction
Reconstruction of discrete sets from their projections is a basic problem in discrete tomography [9, 10] . From the viewpoint of applications important questions are the time and memory requirements of the reconstruction algorithms. Depending on the class of discrete sets to be reconstructed several algorithms are suggested. We believe that the most frequently studied classes belong to some sub-class of the hvconvex sets. Kuba [12] published an algorithm to reconstruct hv-convex discrete sets from two projections. As it turned out later the reconstruction problem in this class is NP-complete [16] . An algorithm for reconstructing hv-convex polyominoes was presented by Barcucci et al. in [3, 4] . Then the method was improved (for a summary see [14] ) and the latest version [5] was able to reconstruct hv-convex 8-connected discrete sets too. The worst case computational complexity of this algorithm, let us call it Algorithm A, is O(mn · log(mn) · min{m 2 , n 2 }). In 1999 Chrobak and Dürr [6] published a reconstruction algorithm, called Algorithm B here, having time complexity O(mn · min{m 2 , n 2 }) in the worst case which is better with a factor of log(mn) than Algorithm A. With a small modification Algorithm B is also suitable to reconstruct hv-convex 8-connected discrete sets [13] .
After implementing these methods we have found that Algorithm A reconstructed the solutions faster than Algorithm B in almost every case. Then we decided to perform a systematic comparison of the algorithms from the viewpoints of time and memory complexities. In order to measure average execution times, we wanted to generate a representative group of discrete sets such that any set can appear in the group with the same probability. That is, we have to generate discrete sets with uniform distribution. This problem can be solved with the method suggested by Hochstättler et al. [11] for hv-convex polyominoes and, after small modifications, for hv-convex 8-connected discrete sets [2] , as well.
It is also an important question how fast the algorithms terminate if there is no hvconvex polyomino/8-connected discrete set with the given projections. The answer to this question can be given in two parts. First, we can use Ryser's necessary and sufficient condition [15] to decide if there exists a discrete set to the given row and column sums at all. The checking of this condition can be done before applying any reconstruction algorithm. The second part of the answer deals with the situations when there is a discrete set to the given projections but it is not a hv-convex polyomino/8-connected discrete set. To get a statistical answer to the second part of the question, we generated discrete sets uniformly and from their projections we tried to reconstruct hv-convex polyominoes/8-connected discrete sets measuring the execution time even if the algorithms terminated without finding a solution. In this way we could compare the average execution times of the implemented algorithms even if the studied class of discrete sets is empty.
During the testing of the programs we implemented also a third algorithm (Algorithm C) as a combination of Algorithms A and B, which has the same worst case computational complexity as Algorithm B but it remains as fast as Algorithm A in the average case. Algorithm C is also included in the comparison for both classes of discrete sets.
The organisation of the paper is the following. Section 2 contains the definitions and notations necessary for the algorithms described in Section 3. Section 4 is about the comparison: How the groups of discrete sets were generated and the results ob-tained during their reconstruction. Finally, Section 5 discusses the results and gives explanation to the experimental results.
Definitions and notation
Let Z 2 denote the 2-dimensional integer lattice. Its elements are called cells and denoted by (i, j ). The finite subsets of Z 2 are called discrete sets. Let S / = ∅ be a discrete set. Then there is a discrete rectangle R such that R is the smallest discrete rectangle containing S. Let us suppose that R = {1, . . . , m} × {1, . . . , n}, where m and n are positive integers.
The discrete set S can be represented by a binary matrix (s ij ) m×n , s ij ∈ {0, 1} such that
Let N denote the set of positive integers. For any discrete set S we define its projections by the operations H and V as follows.
The vectors H and V are called the row and column sum vectors of S, respectively (see Fig. 1 ). The cumulated vectors of H and V are denoted by Fig. 1) .
A (H, V ) pair of vectors is said to be compatible if there exist positive integers m, n, and T such that (i) H ∈ N m and V ∈ N n ; (ii) h i n for 1 i m and v j m for 1 j n;
e., the two vectors have the same total sum T . Let S and S be discrete sets. We say that S and S are tomographically equivalent (with respect to the row and column sum vectors) if H(S) = H(S ) and V(S) = V(S ). A discrete set S is 4-connected/8-connected if any two cells in S are 4-connected/ 8-connected, respectively. The 4-connected set is also called polyomino [8] . From the definitions it follows that the class of 4-connected sets is a subset of the class of 8-connected sets.
The discrete set S is horizontally convex (or shortly, h-convex) if its rows are 4-connected. Similarly, a discrete set S is vertically convex (or, shortly, v-convex) if its columns are 4-connected. If a discrete set is h-convex and v-convex, then it is called hv-convex.
In the following we deal with two classes of discrete sets: the hv-convex polyominoes, denoted by P 4 , and the hv-convex 8-connected discrete sets, denoted by P 8 (see Fig. 1 ).
Reconstruction algorithms
Consider the following reconstruction problems posed in the classes of hv-convex polyominoes, P 4 , and hv-convex 8-connected discrete sets, P 8 .
RECONSTRUCTION (P 4 ).
Given: m, n ∈ N, H ∈ N m , and V ∈ N n . Task:
Construct a discrete set S ∈ P 4 such that H(S) = H and V(S) = V .
RECONSTRUCTION (P 8 ).
Construct a discrete set S ∈ P 8 such that H(S) = H and V(S) = V .
Several methods can be used for solving these reconstruction problems (see, e.g., [3, 4, 6, 7, 13] ). In this paper three reconstruction algorithms are tested and compared. Two of them are known procedures, they are called in this paper as Algorithms A and B, and the third one is a new reconstruction method called here as Algorithm C. All these algorithms have two versions, namely, A 4 and A 8 , B 4 and B 8 , and C 4 and C 8 , the first ones can be applied in the class P 4 and the second ones in P 8 .
Algorithm A
A reconstruction algorithm for hv-convex polyominoes was presented by Barcucci et al. in [3, 4] . Then the method was improved and the latest version [5] is able to reconstruct hv-convex 8-connected discrete sets too. We present this algorithm using the same terminology as in [5] . The algorithm approaches the solution iteratively by a nondecreasing sequence of discrete sets called kernel sets and a nonincreasing sequence of discrete sets called shell sets. The initial kernel is the spine of the discrete set [4] . The initial shell is R, the smallest rectangle containing S.
Algorithm A can be given as Algorithm A Input: Two compatible vectors H ∈ N n and V ∈ N m . Output: All hv-convex 4/8-connected discrete sets having the given row and column sums H and V . then perform the evaluation procedure. } The worst case computational complexity of this algorithm is O(mn · log(mn) · min{m 2 , n 2 }) [5] .
Algorithm B
In [6] Chrobak and Dürr published an algorithm for reconstructing hv-convex polyominoes describing a method to transform the reconstruction problem into a 2SAT problem which can be solved in polynomial time [1] . In [13] Kuba showed that omitting the clauses concerning the 4-connectedness, this method is suitable also to solve the reconstruction problem in class P 8 .
The reconstruction algorithm can be given as 
Algorithm C
We now suggest a new reconstruction algorithm which is based on the previously presented algorithms. The first steps are the same as the first steps of Algorithm A but in step 3.3. of Algorithm A if we cannot perform the evaluation procedure, then instead of choosing two opposite feet, we apply Algorithm B for all possible feet positions. This means that we have a much efficient algorithm with the same complexity as Algorithm B. This new algorithm is able to reconstruct hv-convex polyominoes and hv-convex 8-connected discrete sets in polynomial time.
Algorithm C can be given as Algorithm C Input: Two compatible vectors H ∈ N n and V ∈ N m . Output: All hv-convex 4/8-connected discrete sets having the given row and column sums H and V . The worst case computational complexity of this algorithm is O(mn · min{m 2 , n 2 }).
Comparison of algorithms for reconstructing hv-convex discrete sets

Generating hv-convex discrete sets at random
In order to compare the presented algorithms we need to generate hv-convex polyominoes and hv-convex 8-connected discrete sets at random with uniform distribution. In [11] Hochstättler et al. suggested an algorithm for generating hv-convex polyominoes of given perimeter with uniform distribution. A similar algorithm is presented in [2] for the class of hv-convex 8-connected discrete sets of given perimeter. Using these algorithms a random polyomino with perimeter p can be computed in O(p 3 ) with O(p 5 ) preprocessing time and O(p 3 ) memory requirement. Having this huge memory requirement and execution time, they are hardly applicable for our tests. In [11] a simple probabilistic algorithm is given with linear time and space requirements for randomly generating hv-convex polyominoes with fixed perimeter. This method is based on the study of the language which defines the boundaries of hv-convex polyominoes encoded as cyclic LURD sequences. A LURD sequence is a series of Left, Up, Right, and Down unit moves. We have modified this algorithm to generate hv-convex polyominoes and also hv-convex 8-connected discrete sets with fixed row and column numbers.
As mentioned in the introduction we also needed to generate discrete sets with given row and column numbers which do not necessarily belong to the classes P 4 or P 8 . For this purpose we used a simple probabilistic method that generates discrete sets element by element choosing randomly a value from the {0, 1} set. The algorithm generates discrete sets with uniform distribution. This method gives us the possibility to study the behaviour of the algorithms for the general class of discrete sets.
Results
We have implemented and tested the three algorithms presented in Section 3. First we have generated hv-convex polyominoes and hv-convex 8-connected discrete sets with different sizes. Then we have reconstructed them with all three algorithms.
The algorithms are able to reconstruct all solutions. The average time for obtaining the first solution and the average execution time for all solutions of different test sets are presented in Tables 1 and 2 .
The results we got for the average reconstruction times are quite different from the worst case complexity results. In order to get the explanation, we had to examine how the algorithms find solutions. Algorithms A and C could find a solution in a relatively early stage sometimes. In some cases they could reconstruct the discrete sets using only the construction of the spine and the building procedure (i.e., without evaluating 2SAT expressions). In other cases, spine and building procedure were not enough and they had to perform also the evaluation procedure for 2SAT expressions and sometimes they had to choose even two opposite feet or using Algorithm B for all possible feet positions. The distribution of these cases in the group of 50 000 discrete sets is presented in Tables 3 and 4 . a Each set of test data consists of 1000 hv-convex polyominoes generated with the given sizes uniformly. Table 4 Number (and percentage) of cases when evaluation procedure or choosing feet were necessary in the reconstruction of 50 000 uniformly generated hv-convex 8-connected discrete sets We conducted experiments with the reconstruction algorithms using the projections of general discrete sets. So we could test the algorithms concerning the execution times they need to recognise that there is no solution in the given class. For the 32 0.908
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a Each set of test data consists of 50 000 discrete sets generated with the given size uniformly. a Each set of test data consists of 50 000 discrete sets generated with the given size uniformly.
experiment we generated 50 000 discrete sets for each studied size and then tried to reconstruct hv-convex polyominoes and hv-convex 8-connected discrete sets from the given projections with Algorithms A, B, and C. The average execution times are presented in Tables 5 and 6 .
The execution times are quiet similar, because there is only a minor difference between the reconstruction algorithms for the 4-connected or 8-connected case.
We used a PC with Intel Pentium III processor of 533 MHz and 192 Mb RAM under Red Hat Linux release 6.2 (Zoot), Kernel 2.2.12-5.0 on an i686. The programs were written in C++.
Discussion
We are going to discuss the three algorithms presented in Section 3 concerning the computational complexity, memory requirement, and execution time.
Algorithm A has the worst (worst case) computational complexity and Algorithm C has the same computational complexity as Algorithm B.
According to our tests, in over 90% of the cases Algorithms A and C can reconstruct the given discrete set computing only the spine and performing the building procedure and over 99% of the cases without choosing two opposite feet (see Tables  3 and 4 ). The computational complexity of these two steps is O(mn · log(mn)). In the computational complexity of Algorithm B the term min(m 2 , n 2 ) is due to the number of choices of the anchors, in Algorithm A the same term is due to the number of all possible positions of two opposite feet. While Algorithm B chooses always the anchors, Algorithm A chooses two opposite feet only in 1% of the cases. The difference between Algorithms A and C is that instead of choosing two opposite feet Algorithm C applies Algorithm B for all possible feet positions. This means that Algorithms A and C have similar average case complexities and this is better than the average case complexity of Algorithm B. Now, let us compare the memory requirements of the algorithms. To represent the input and output data in the memory, we need an array with m · n elements for the discrete set (m · n bytes) and two arrays with m and n elements for the projections (4 · (m + n) bytes). In addition, Algorithms A and C need two arrays with m and n elements for the cumulated sums (4 · (m + n) bytes), four arrays with m elements and four arrays with n elements for representing the shell and the kernel (4 · 4 · (m + n) bytes).
In the evaluation procedure Algorithms B and C rewrite the whole reconstruction problem as a 2SAT problem. The number of necessary clauses is 20 · mn + 2 · min{m, n} + 8 (see Table 7 ). To resolve this problem we construct a directed graph. The number of vertices is 2 · 4 · mn (we have four corners, each corner has mn points, and for each point we add two vertices). The number of edges is 2 · (20 · mn + 2 · min{m, n} + 8), twice the number of clauses. We represent this graph in the memory with fixed length. We need nine edges incident from each vertex, each edge can be represented by a long pointer. This means that we can represent the graph on 2 · 4 · 9 · 4 · m · n = 288 · mn bytes. Therefore Algorithms A and C have a smaller average memory requirement than Algorithm B.
Algorithms A and C have similar execution times and Algorithm B has the worst execution time (see Tables 1 and 2 ). Table 7 Number of clauses necessary for describing a hv-convex polyomino with m rows and n columns in the implementation of Algorithm B We performed another test with Algorithms A and C with bigger matrices, see Tables 8 and 9 . (We could not involve Algorithm B in this study, because it needs enormously big memory for such big matrices.) In each case we generated and reconstructed 100 discrete set with the given size and connectedness. During this test we could always reconstruct the discrete sets simply by calculating the spine and performing the building procedure and the evaluation procedure (i.e., in these cases we did not use the evaluation of 2SAT expressions or select feet).
As a conclusion we can say that Algorithm A has the worst computational complexity and Algorithm B has the worst average computational complexity and execution time. Algorithm C has the same worst case computational complexity as Algorithm B and the same average computational complexity and similar execution time as Algorithm A.
