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Introduction.
A basic problem in representation theory is that of branching: How do the irreducible representations of a given group decompose upon restriction to a given subgroup? Over the past fifty or so years, much work has been devoted to understanding this question [K] , [KT] , [LP1] , [LP2] , [LDE] . If our groups are reductive, and representations rational, then it is known how to solve this problem 'in principle 5 . This caveat is of course rather prevalent in Lie theory, and is the difference between knowing how to calculate something, and actually calculating it... As for explicit formulas, few are known, and the rules which are known, such as Kostant's multiplicity formula and the Littlewood-Richardson rule, among others, are unwiedly as regards computation.
The goal of this study is modest: the action of SL2 on the space of binary cubics yields an embedding of SLs into Sp4, and our goal is to describe how the finite dimensional Sp4-modules decompose upon restriction to this SLa. There are two main parts to our description. The first is a numerical multiplicity formula. In contrast to the known examples cited above, one is able to calculate with this formula. This is the content of §2. The second approach is more algebro-geometric in nature.
Let N C SLs, U C Sp4 be maximal unipotent subgroups, and consider 7^(Sp4 /U), the ring of regular functions on the variety Sp4 /U. This ring is a model for the rational representations of Sp4, and so provides the natural geometric setting in which to understand the branching rule. We shall SL2, THE CUBIC AND THE QUARTIC 31 O.I.I. -Let G be a reductive group and U a maximal unipotent subgroup. Let V be a finite-dimensional G-module and denote by P(V) the algebra of polynomial functions on V. Then G acts on P(V) in the usual way:
(0.1.1.1) g'PW^p^g-^v).
The space P(y)° will denote the algebra of G-invariant polynomial functions. T^V)^ will denote the algebra of highest weight vectors which we also call (after Sylvester) the algebra of covariants.
In case V is a variety upon which G acts, 7^(V) will denote the ring of regular functions on V and the invariants and covariants are defined in an analogous manner. 0.1.2. -Since we shall be studying representations of SL2(C), we remind the reader that the irreducible finite dimensional representations of SLa ara parametrized by nonnegative integers k\ which we denote by V)c. Remember that dim Vk = k + 1.
We shall of course also be discussing the finite dimensional representations of Sp4(C). The irreducible representations here are parametrized by pairs of integers {m,n) where m > n > 0, and we denote these by a^''. Note that the fundamental representations are in this case ^1 50) = C 4 and ^u ) = C 5 .
Clebsch-Gordan tells us that this is not a grading in general. However, putting -4^-E-4 "' k<n we obtain a filtration on A from which we may construct the associated graded algebra in the usual way: put A 71 = A^ /A^n~l^ and set
SL.A= ^A\ nez+
Then grg]^ A is a graded algebra upon which SLa acts by algebra automorphisms, and each homogeneous component A^ is naturally isomorphic to the isotypic component An as SLs-modules.
Now let B be a graded algebra, z.e., B = ^ B 71 . Then there is a unique rational SLs-algebra C such that ^1
) C^ = B as graded algebras;
2) C is graded and the homogeneous component C 71 consists of all SLs-submodules of highest weight n.
We note that if A is a rational SLs-algebra such that A^^ = B as graded algebras, then grg^ A = C. I.I.I. -Let V and W denote finite dimensional representations of SLi2. Our goal in the next several sections will be to show how one may obtain a set of generators for the algebra of simultaneous covariants P(V e W) 1^ from knowledge of generating sets for P^V^ and P(W) N .
Let mi,..., rrik be the weights of the generators of P(y) N which are not invariants, and let m^+i,... ,mj^ similarly denote those of P^W^. Set Zi = Z/miZ x • • • x Z/m^Z, % = Z/m^+iZ x • • • x Z/mfc+A and let Z be their product. Finally, let P+{V 9 W) denote the quotient ofP(VOW) by the ideal generated by Pfy)^2 and P(W)^. The following is the essential result which will enable us to calculate the simultaneous covariants:
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LEMMA. -There is a surjection ofSL^-graded algebras (1.1.1.1) grsL^C 2 )^ --^sLMVOW).
We must explain how Z acts on ^((C 2 )^). Firstly, each factor acts componentwise, and the action of the factor Z/m^Z on P(C 2 ) is simply by scalar dilation by the rr^-th roots of unity. In fact, since we have the SL2-module decomposition
where Vj denotes the irreducible SL^-module with highest weight j, restricting to the Z/m^Z-invariants one gets
VW^^Vĵ
>0
Let P+{V) (respectively, P+(W)) denote the quotient of P(V) (respectively, P(W)) by the ideal generated by ^(V) 81^ (respectively, P^W}^2). Then it is clear that there are surjective SLa-module maps
Combining these, we obtain a surjective SLs x^Z/s-module map
This of course is also a surjective SLa-module map, where SLs is diagonally embedded inside SL2 xSL^' The highest weight theory tells us that restriction to the TV-invariants yields a surjective homomorphism, so the lemma follows from the discussion of 1.1.0. Thus, we have reduced the calculation of generating set of covariants in P(V © W) to the calculation of the invariants of the finite abelian group Z inside the algebra ^((C 2 )^)^.
Remark. -This situation generalizes immediately to the case of general reductive algebraic groups, and this will be the focus of a future paper.
1.1.3. -The algebra ^((C 2 )^)^ was classically well-understood, and has the following presentation in terms of generators and relations: let Xi-i^x^ denote the standard coordinates on the z-th copy of C 2 , and define xn x^\ forl^z,j<fc+^.
The generators are then given by
The ideal of relations is generated by 6ij6rs -6ir6js + 6is6jr = 0.
1.1.4. -We proceed to calculate the Z-invariants in ^((C 2 )^)^. At first we shall disregard the relations (1.1.3.1), (1.1.3.2), and work in the polynomial algebra generated by a^, 6rs for 1 < i < k + ^, 1 < r < s < k + (,.
Remember that Z/rn^Z only acts on the i-th copy of C 2 , and therefore affects only Xi and 6rs with either r = i or s = i. Let (^ € Z/rn^Z, and consider the monomial The effect of C, on this monomial is just scalar multiplication by C, r<s , where the summation runs over all (r, s) such that either one or the other equals i. Therefore, for this monomial to be invariant under Z^ we need
We can do a little better as regards the set of (r, s) over which the sums vary for each z. First note that there is an obvious restriction on the pairs (r,s): since the first k covariants come from P^(V) and the last £ come from 7^. (TV), the map (1.1.2.1) actually factors through the quotient of (^((C 2 )^)^ by the ideal 1(6) generated by those 6rs for which l<^r<s<koTk-^-l<r<s<k-^-£. Hence if 1 < i < k we only need to look at the congruence
The set of solutions to the system defined by (1.1.4.3) and (1.1.4.4) is an additive submonoid of ^+^+^ Moreover, finding a set of generators for this monoid will clearly yield a set of generators for the ^-invariants. It is not hard to give an initial region where to look for these monoid generators: firstly, it is clear that x^ must be a generator for each z, and secondly, as the smallest power of 6rs which is a solution to the system is the least common multiple ofrrir and m^, l.c.m.{m^, m^}, we see that we can restrict our attention to the box 23(V, W) defined by 0 ^ ai < m^, 0 < brs ^ l.c.m.{my.,ms}
There is another way that we can simplify our search for solutions to (1.1.4.3) and (1.1.4.4). Up to now, we have not taken into account either of the relations (1.1.3.1) and (1.1.3.2). These tell us that i°jr = XjOir -Xj-b^jî j^rs = 6ir6js -^is^jrŵ hich imply that we do not need to consider certain monomials. The effect of these relations is that they further restrict an initial search for solutions to certain faces of the box. 2) Find all indecomposable solutions from the list obtained in 1.
The output, of course, is a system of generators for the Z-invariants. Combining this with the map (1.1.2.1) yields a set of generators for (vew) 1^. Remark. -The system of generators for the Z-invariants is minimal. However, the map (1.1.2.1) in general does have a kernel, so the generators obtained for P(V (D W) 1^ do not necessarily form a minimal system. We shall see in §3 that this method is good enough for our purposes.
1.2.
A remembrance of things past... 1.2.0. -The covariants of the binary cubic and of the binary quartic were intensively studied in the middle of the 19th century by several mathematicians. In the excellent survey article of Meyer [M] we find that the early work was done in a piecemeal fashion. We shall recall the descriptions of these algebras, and discuss the structure of a certain quotient in the quartic case which will be of concern in the subsequent study.
1.2.1. -We do not derive a system of generators and relations for either the algebra of covariants of the cubic, ^(C 4 )^, or for ^(C 5 )^, the covariants of the quartic, but simply content ourselves with descriptions of these algebras. These can be found in many places; for classical descriptions, Salmon's treatise [S] is excellent, or for a modern point of view, one can look at Springer's exposition [Sp] .
The algebras ^(C 4 )^ and ^(C 5 )^ have bigradings given by SL2-weight and degree. It turns out that in both these cases, the generators of the algebra of covariants are specified by their bidegrees.
In the cubic case, there are four generators which we denote by a,/?, 7,^ with bidegrees (3,1), (2,2), (3,3) and (0,4) respectively. Moreover, these satisfy one relation of the form
The quartic case is not much more complicated. Precisely, there are five generators a,6,c,d,e with bidegrees (4,1), (4,2), (0,2), (6,3) and (0,3) respectively and these satisfy the relation ( (1.3.1.1)
We seek solutions to this system inside the box B(C 4 , C 5 ) C Z 15 defined by ' 0 < ai ^ 3, 0 ^ 02 ^ 2, 0 <_ as < 3, 0 < 04 ^ 4, 0 ^ 05 ^ 4, 0 ^ 06 ^ 6, < 0 < 6i4 < 12, 0 < &i5 < 12, 0 < &i6 < 6, (1.3.1.2) 0 < &24 < 4, 0 < &25 < 4, 0 ^ 626 ^ 6,
. 0 ^ 634 < 12, 0 ^ 635 < 12, 0 ^ 636 < 6. SL2, THE CUBIC AND THE QUARTIC 39 1.3.2. -As we noted in 1.1.4, the relations (1.1.3.1) and (1.1.3.2) restrict the search for solutions to (1.3.1.1) to certain faces of the integral cone Z^5. Let us first consider a relation of the form (1.1.3.2):
6ij6rs -6ir6js -I-6ig6jr = 0.
Remember that for Sab to be nonzero modulo Z(<?), we need 1 < a < 3, 4 < b < 6. If 6ir and 6js are both nonzero, this implies that 6ij and Srs must be zero, so that our relation becomes (1.3.2.1) 6ir6^ = 6is6,r.
As (1.1.3.1) has the form
if 6ir and 6jr are both nonzero, then 6ij is forced to be zero, so
In terms of the exponents, (1.3.2.1) can be taken to mean that either bis = 0 or bjr = 0, while (1.3.2.2) implies that we may take either dj = 0 or bir = 0.
In the case under consideration, there are 9 relations of the form (1.3.2.1) and 18 of type (1.3.2.2), hence, there are many choices of which exponents to take to be zero. The choices we made for our calculations were the following: considering bir + bjs, at least one of these must be zero if (z, r;j, s) is one of the following vectors: r(l,4;2,5), (1,6;2,4), (2,4;3,5),
{ (1,5;2,6), (1,6;3,4), (2,6;3,4), .
(1,5;3,4), (1,6;3,5), (2,6;3,5).
Furthermore, if we consider now aj + bir, either aj = 0 or bir = 0 whenever (j';z,r) is one of r(2;l,4), (2;1,5), (2:1,6), (3;1,4), (3;1,5), (3;1,6), (1.3.2.4) ^ (3;2,4), (3;2,5), (3;2,6), (5;1,4), (5;2,4), (5;3,4), ,(6;1,4), (6;1,5), (6;2,4), (6;2,5), (6;3,4), (6;3,5). as + &i6 + &26 + &36 = 0 or 6.
1.3.4.
-The calculation of the solutions to (1.3.1.1) in the box (C^C 5 ) subject to the restrictions introduced in 1.3.2 and 1.3.3 is a simple matter. To find the indecomposable solutions one just needs to check which solutions may be written as a sum of two others. This is not so difficult, but it is time-consuming. So as not to have to check all possibilities, we use a norm. If (0^,67.5) is a solution to (1.3.1.1), its norm is defined as the sum of its coordinates, ^0^+^67.5. Since norms are additive, given a solution, to determine its indecomposability, one only has to consider pairs of solutions with suitable norms. In the tables below we arrange the generators for the Z-invariants. In each table, the SL2-weight is fixed and specified below the table, and the generators are located in their bidegree homogeneous components. Remember that each Xi has SL2-weight one and each 6rs is an SL2-invariant. 2.1.1. -The main result of this section is a numerical description of the decomposition of an irreducible finite dimensional representation of Sp4 upon restriction to SLs. The formula we obtain is strikingly simple and compact.
In order to state the theorem, we need to introduce some notation; we shall be brief and not discuss the provenance of these objects until the subsequent sections.
-Let p2z(x)
denote the number of partitions of the nonnegative integer x into 2's and 3's. Note in particular that p23(x) is zero if x is negative. We can obtain a simple formula for p23(^) rather SL2, THE CUBIC AND THE QUARTIC 45 easily. Since the least common multiple of 2 and 3 is 6, one can deduce the fact that p^(£ 4-6) = p2sW + 1. From this we obtain
where [^£] is the greatest integer part of ^£ and where 6-^(£) = 1 if £ = 1 mod 6, 0 otherwise. Although the right-hand side makes sense for any ^, we emphasize that p23 can only be nonzero on nonnegative integers £. Set
P(x)=^p^x-££^0
since p23 may only be nonzero on nonnegative integers, the right-hand side is actually a finite sum, so P{x) makes sense.
Finally, define
; this is just the multiplicity of Vj, in cr^'^.
THEOREM (the Branching Rule). -One has
Remark. -Note that for m in the strip 3n -6 < m < 3n + 8 the last terms in the formulas (2.1.2.1), (2.1.2.2) both vanish, so that for such m, H(k^ m, n) == V{k^m^n).
A tensor product decomposition.
2.2.1. -If (m,7i) sits in the interior of the fundamental Weyl chamber of Sp4, it is easy to see that
and if we agree that a'^' == 0 if (a, b) is not dominant, the Weyl dimension formula tells us that this is the decomposition of this tensor product for any dominant (m,n).
The importance of this relation is that it will yield a homogeneous difference equation to which our branching rule will be the unique solution. More precisely, if k >_ 3 and (m, n) is in the interior of the Weyl chamber, Clebsch-Gordan tells us that
Of course, if A: ^ 3, or if (m, n) lies on the wall of the Weyl chamber, then the analogue of equation (2.2.1.2) will be different, and in fact one easily sees that including the aforementioned, there are twelve such equations. These variations may be accounted for by specifying initial conditions to the difference equation given by (2.2.1.2), as we shall see in our discussion. These boundary conditions at first look rather unnatural, but closer inspection should convince the reader the last seven should take care of the degeneracies incurred by the special tensor product decompositions, whereas the first two will describe the branching rules of the cubic and quartic respectively, as we shall show in the next sections...
Rules on the faces.
2.3.1. -Recall from 1.2.1 that the generators of the covariants of the cubic are specified by SL2-weight and degree: a = (3,1), /3 = (2,2), 7 = (3,3) and 6 = (0,4), and these satisfy the relation a 2 6 + f3 3 + 7 2 = 0. Using this relation it is possible to describe a linear basis for the algebra of covariants. There are several possible choices for such a basis. Our choice enables us to easily count how many basis elements of fixed weight and degree there are, and hence obtain a branching rule for the cubic case. We take as basis for P(C 4 ) all monomials of the form a*/?*7*, /3*7*^* anda/3*7*<^. For k < t, there are two cases to consider:
• First, if k = t -4n + 2, we have
so for the multiplicities we get li(t -4n + 2,^,0) = /^ -4n -1,< -4n -1,0), which we may also write as IJL(£ +2n-l,-^+2n-1,0) -n since (^ + 2n -1, ^ + 2n -1) = (^ -4n -1, ^ -4n -1) + (6n, 6n).
• The second case is that in which k = £ -4n. Here we have (£ -4n, £) = {i -4n, i -4n) + (0,4n), which on the level of multiplicities becomes /^-4n,^,0) =^-4n,^-4n,0) = /^+ 2n,^+ 2n,0) -n.
Writing these multiplicities in terms of £. and A; we obtain the 2.4.1. -Suppose that H and V satisfy the appropriate initial conditions from (2.2.2.3). To show that they will satisfy (2.2.2.2) in the appropriate regions is then a purely formal calculation: considering H^ the left-hand side of (2.2.1.2) is equal to
while the right-hand side is
and comparing the two tells us precisely that H satisfies (2.2.2.2). Similarly one obtains the analogous fact for V. Thus, the theorem will follow if we can show that the H and V satisfy the remaining initial conditions of (2.2.2.3). 
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To explain the appearance of the last summand, we hope the reader will believe the fact that
P23(x) +P23(X -1) +P23(^ -2) = p23^x).
We claim that for each ^,
Clearly the identity will follow from this claim. This verification, as all the subsequent ones, is rather tedious, but we include one case here to convince our reader.
First note that it is clear that we only need to check the claimed identity (2.4.3.2) for 0 < v, £ < 5 by periodicity modulo 6. If £ == 0, then (2.4.3.2) becomes
Fixing v in the above range, it is trivial to check the resulting six identities: q{3w + 2) + g(3w + 2) = q(3w) + g(3w), q(3w + 4) + q(3w + 3) = g(3w) + q(3w + 3), q(3w + 6) + g(3w + 4) == q{3w) + g(3w + 6), g(3w + 8) + q(3w + 5) = g(3w) + q(3w + 9), q(3w + 10) + g(3w + 6) = g(3w) + q(3w + 12), g(3w + 12) + q(3w + 7) = q(3w) -{-q(3w + 15).
To minimize effort we note that one only needs to check these for two consecutive w's since q(3x + y) has period 2 as a function of x for fixed y. Similarly for the remaining cases for C.
Thus, the analogue of (2.4.3.1) with q, instead of ^235 is identically zero for any w and v. To see what this tells us about (2.4.3.1) itself, note that the summand in (2.4.3.1) with smallest argument (assuming w,v > 0) is p23(3w -3v) = p23(3 (w -v) ). Furthermore, note that p23(3aQ = q{^x) only for x > -2; hence (2.4.3.1) is valid whenever w -v > -2, which gives us m >_ 3n -3. To summarize:
H{-1^ m, n) ==0 in the region m > 3n -3.
2.4.4.
-We continue our assault on the desired identities...
and putting ^ (m -n) = w, n = ^, we have 
=0 ^=0
Again, putting everything in terms of q we get and to check that this is identically zero is a trivial matter.
As before, to translate this back into (2.4.4.1), we see that the smallest argument is 3(w -v -1), and just as before, we may replace q by j?23 whenever w -v -1 > -2, yielding m > 3n -2. As in the discussion of 2.4.6, it follows that these identities for V are simultaneously valid in the region m <: 3n + 4. In other words, the theorem follows...
-The calculation showing
-It is easy to see that since
Remark. -The reader wizened in the lore of Lie theory may ask: Why not simply use the Weyl character formula? for there is even a very simple form that the formula takes...
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The character formula tells us that at the element of the maximal torus in Sp4 with eigenvalues x, y, y~1, x~1, the character of cr^'^ is given by^m
a; 2 -a; 2 a; -a;~1 9 9 1
y -y y~y
Restricting to the torus of SL2 yields x = t 3 , y = t, and the determinants split as
which implies that we may calculate p. (k, m, n) as the coefficient of ^+ 1 in the polynomial
-n-l\ ------------------^-t-^^-t-^t-t-1 )-----------------'
To calculate this coefficient, one must understand the form of this polynomial in the various cases depending upon how the denominator divides the numerator. This is elementary, and one may obtain a collection of formulas describing the branching rule. But there are several difficulties with this approach. Firstly, in the rule given in Theorem 2.1, the multiplicities are determined by the two functions H{k,m,n) and V (k,m,n) , whereas using the character method, one has more than ten different formulas... Moreover, the regions on which these formulas are valid, depending on certain congruences, are more complicated than the two nice domains one obtains using our approach, implying that the organization of these formulas is also much more complicated... Furthermore, there is a lot of overlap in these regions of definition in the character approach, hence much redundancy; our regions also overlap, but the common domain of definition is very simple, and on this domain we see from the formulas easily that the restrictions agree. Of course, these two approaches will yield the same answer, but to go from the answer of the character formula approach to the one derived above is a bit of work, and not illuminating in any way; at least from our discussion above, one can see that our formula is really a result of our method of proof -the two simple recursion formulas implied by 2.2.1.2... 3.1.1. -In this section we describe the geometric branching rule: the determination of a minimal set of generators for K(N \ Sp^ /£/), where, as usual, N is a maximal unipotent subgroup of SLa. Since 7^(7V \ Sp4 /U) is isomorphic to the algebra of SLs-covariants inside 7^(Sp4/<7), we may view this result as a refinement of the classical computation of Gordan [G] , or, of course, of our calculation in 1.3.
This ring is triply-graded by SL2-weight and Sp4-weight -if the former is k and the latter (m,n), as in §2, we write the triple-grading as (/c.m.n). The fact that it is graded by SLa-weight is clear, as it is an algebra of SLa covariants; the fact that it is graded by Sp4-weight is also well-known but shall be explained in 3.2.1 for completeness.
Our result is summarized in the THEOREM. -7^(7V \ Sp4 /U) is minimally generated by the following elements which are specified by their triple gradings :
(0,4,0), (0,3,3), (0,6,2), (0,9,3), (1,2,1), (1,4,1), (1,5,2), (1,7,2), (2,2,0), (2,3,1), (2,5,1), (3,1,0), (3,3,0), (3,3,2), (4,1,1), (4,2,2), (4,4,2), (5,2,1), (6, 3, 3) .
Note that the numerical branching rule tells us that this algebra has dimension one in each of the above triply homogeneous components.
Some properties of7^(G/l7).
3.2.1. -Let G be a connected reductive group over C, A C G a maximal torus and U a maximal unipotent subgroup normalized by A. The group G acts by left translation on the quotient space G/(7, hence also on the ring of regular functions K(G/U). Let A 4 " denote the lattice of dominant characters of A, and if A e A"^, let V\ denote the irreducible (7-module with highest weight A. The theorem of the highest weight tells us that dim V^ = 1, so by Frobenius reciprocity, K(G/U) has the following decomposition as a C?-module:
The decomposition (3.2.1.1) also describes the decomposition of (G/U) into eigenspaces for the action of the torus A by right translation, and because of this, "R,(G/U) has an Aggrading
3.2.2. -In our study we shall need more information about the nature of multiplication inside the ring 7^(Sp4 /U).
PROPOSITION. -IfG is a connected, simply connected group over C, then "R,(G/U) is a unique factorization domain.
The proof of this propostion is not difficult: the fact that 7^(G) is a unique factorization domain when G is simply connected is basically a consequence of the Bruhat decomposition; then as 7^(G/U) consists of those functions on G which are right-invariant under translation by U, the facts that U has no nontrivial multiplicative characters and is connected ensure that this property passes to U(G/U). For details, see [H-Per] , [KKLV] .
3.2.3. -The observant reader may have looked at the title of the previous section and wondered: why a refinement of an old result? This is so because K(Sp^/U) may be realized as a quotient of 'P(C 4 © C 5 )... The fact is that each bidegree homogeneous component ^(^^(C 4 © C 5 ) decomposes as an Sp4-module as (3.2.3.1) ^(^)(C 4 e C 5 ) c± ^n^ C lower order terms, where the order is the usual one on the set of dominant weights. Projection onto these highest Sp4-modules, the so-called Cartan component, yields a surjective Sp4-equivariant map
This projection is of course an algebra map, and as its image is Z 2 .-graded, we get an equivariant graded algebra isomorphism of the image with 7^(Sp4/LQ. In order to avoid possible confusion, it is important to note that the gradings on P(C 4 © C 5 ) by bidegree and on 7Z(Sp4 /U) by Aâ re precisely related by (3.2.3.1).
We may even be more precise about the map (3.2.3.2). Let Z denote its kernel. It is a consequence of a theorem of M. Brion [Br] that as an (Sp4-invariant) ideal, Z is generated by quadratic elements. Explicitly, these are the invariant form sitting inside T^0' 2^4 C C 5 ) and by the copy of C 4 lying in ^^'^(C 4 © C 5 ). From these remarks we see that we have a rather good description of 7?.(Sp4 /U).
Remark. -It would be both interesting and satisfying to give a description of a generating set of Z^, as we have explicit descriptions of 7^(C 4 © C 5 )^ and 7^(Sp4/E7) N . In order to do so, we would need to use our description of the generating system of the Z-invariants, but there is a difficulty: understanding how the images of the ^-invariants lie with respect to the Sp4-structure in 'P(C 4 C C 5 ). In fact, it is not at all evident how to determine this, since it is not even clear how to give a formula for the map (1.1.2.1), and moreover, a given Z-invariant may have projections both on and off the Cartan component in P(C 4 C C 5 )... To get around this problem, we would need to give a more structured description of the Z-invariants, a task which is beyond the scope of the present study...
The invariants.
3.3.1. -Our first step in obtaining a system of generators for n(N\Sp^/U) will be to describe the subalgebra n(SL'z \ Sp^ /U) of SLs-invariants.
-Let r 2 G ^((C 4 )
2 ) denote the symplectic form defining Sp4 and denote by A its associated Laplacian. Classical invariant theory tells us that r 2 is the only Sp4-invariant polynomial in 'P((C 4 ) 2 ), and if M((C 4 ) 2 ) denotes the subspace annihilated by A, the harmonics, then we may write
where P{r 2 ) consists of all polynomials in r 2 . Moreover, the natural action of GL2 on P((C 4 ) 2 ) commutes with that of Sp4, and this action preserves where p^" denotes the irreducible representation of GLs with highest weight (a,&), a > b > 0. Note that in this parametrization, the standard representation of GLa has weight (1,0), while the character determinant has weight (1,1).
The decomposition 3.3.2.2 implies that we may regard a^^ as consisting of GLa highest weight vectors, and in fact, the subspace of harmonic GLa highest weight vectors is a model for the representations ofSp4:
as Sp4 modules, where U^ denotes a maximal unipotent subgroup of GLa.
The space ?^ ((C  4 ) 2 ) has a natural algebra structure. This product may be explicitly described as the usual multiplication of polynomials followed by projection to the subspace of harmonics. This may also be seen by a perhaps more familiar description of the harmonics as
where (r 2 ) denotes the ideal generated by r 2 . In terms of this identification it is easily seen that the multiplication just described is the same as the usual multiplication on the quotient. Moreover, as this ideal is prime, the multiplication in the space of harmonics is non-degenerate. For further details, the reader is referred to [H-Per] , [H-Rem] .
The subspace ^((C 4 ) 2 )^2 of harmonic GL2 highest weight vectors then clearly becomes a subalgebra, and this subalgebra is of course isomorphic to %(Sp4 /U). Therefore to calculate the SI^-invariants in %(Sp4 /U), it is the same to calculate the GLa-covariants inside ^((C 4 ) 2 ) 51 ' 2 .
3.3.3. -To determine the structure of K(SL^ \ Sp4 /U) we first recall an old result of Salmon's [S] on the invariant theory of a system of two cubics. For a modern derivation, see [Sch] . (3,3) ; since /^(0,3,3) = 1, we see that R has nonzero projection onto 7^ ((C  4 ) 2 ) and we denote its harmonic projection also by jR. This reduces our problem to finding the GLs-covariants in the polynomial algebra generated by the subspaces p^ '
; c± C 5 and /^ ' ) ^ C.
Since /4 3 ' 3^ is one-dimensional, we really only need to look for the covariants of GL2 in P(C 5 ) -the covariants of the quartic -which is something we understand well. Let 6 = <5i,..., 65 be an eigenbasis of C 5 with respect to the standard torus of GLs. The weights of these vectors are, respectively, (4,0), (3,1), (2,2), (1,3) and (0,4). Let a(6) = 6, ^), c(&), d(^), e(6) be the generators of the covariants of the quartic as in (1.2.2). These have GL2-weight (4,0), (6,2), (4,4), (9,3) and (6,6) respectively. Sincê (0,4,4) = 0, we must have c(6) == 0 (mod r 2 ) and as ^(0,6,6) = 1 it follows that e(6) = R 2 (mod r 2 ). Hence the relation of the harmonic quartic (1.2.3.1) becomes (3.3.3.1)
To summarize:
LEMMA. -One has
and these generators are specified by their bidegrees (4,0), (3,3), (6,2) and (9,3).
Remarks.
1) It is interesting to note that the presentation of this algebra is very similar to both those of the covariants of the cubic 1.2.1 and, of course, of the harmonic quartic 1.2.3.
2) The calculation of the algebra Ti(SL^ \ Sp^ /U) is not new. It may be found in the thesis of E. loannidis (University of Grenoble, 1986, unpublished) , a student ofD. Luna, and has also been computed by F. Knop. As far as we know, however, our derivation is new. Hence V^ is a module over Vo, for each k.
The calculation of 1.3 tells us that the highest weight possible for a generator ofK(N \ Sp^ /U) is 7. It is then clear that a system ofVo-module generators for the modules V^, k = 0,..., 7, will contain a set of generators for7Z(7v\Sp4/£/).
3.4.2.
-It is easier to work with polynomial rings, so let A C Vo be the polynomial subalgebra generated by (0,4,0), (0, 3, 3) and (0,6,2). Since (0,9,3) = d(6) is quadratic over A by (3.3.3.1), we have
^o=A (BAd(6) .
Instead of studying the V^ as modules over Vo we shall study them as modules over A. Note that the polynomials (0,4,0), (0,3,3) and (0,6,2) are all primes by 3.2.3. 
Therefore, we may think of the function
as measuring the dimension of the complement of
3.4.4. -We study the functions K,{k^ m, n) for k = 1,..., 7 to propose sets of generators for the A-modules V^. Although these numerics are not quite enough to guarantee that the systems we obtain are generating sets, using a little more structure we will be able to show that in certain cases they indeed are.
The tables below indicate the values of K,(k, m, n) for the various k. We include only the calculation for k = 1; the computations for the other cases are extremely similar.
First consider the region m >_ 3n + 1, and put m == 3n + 2j + 1. Then 
This tells us that
Similarly, if we look now at the region m < 3n -1, and set m = 3n -2j -1, The calculations for k = 2,..., 7 are completely analogous and so are omitted. We tabulate the results below. For each fixed k from 0 to 7, these tables indicate the value ^(k.m.n). We have /^(fc,m,n) = 0 if the position (m, n) is blank. Since multiplication by (0,6,2) translates a covariant of weight k
in (T\ to one ot the same weight in 04 , it is easy to propose a system of ^4-module generators in each case. ) ^Q^ divisible by (0,3,3) is not identically zero. This implies that if we are looking for additional generators for Vk as an A-module, we may disregard components (fc,m,n) satisfying the above conditions.
We summarize for each k = 1,..., 7, for which (m, n) we have Firstly, note that the generators of A, (0,9,3), and the generators of Vi over A must all be contained in a generating set for K(N \ Sp^ /[/). To reduce the above lists for k >_ 2, we must determine which covariants can be expressed as products of lower weight covariants. If /^(A;, m, n) = 1, then this is a straightforward matter since 7^(Sp4 /U) is an integral domain. Comparing the lists of 3.4.7 with those of §1.3, we see that the only cases which are more complicated have fi{k, m, n) = 2, and these are ( (3,6,3) , (3, 8, 3) , [(7^3)! But these cases are also easily dealt with. Using the fact that 7^(Sp4 /U) is a unique factorization domain, one can easily show linear independence of the appropriate polynomials. For example, consider (7,6,3): unique factorization implies that any two of (3,1,0)(3,3,2)(1,2,1), (1,2, l)^^, 1) and (1,2,1)(2,3,1)(4,1,1) are linearly independent. The other cases are just as simple.
3.4.9. -So far we have avoided saying anything about the relations between these generators, but it is clear that the numerics and the structural properties of7^(Sp4 /U) will yield information about these. There are three obvious sources for the relations. The first comes from the ^-module structures of the modules V^. Although we have not determined these structures explicitly for k = 5,6,7, it is clear that these modules cannot be free over A -looking at the tables in 3.4.4, we see that multiplication by (0,6,2) takes the components with ^ = 2 to components in which K = 1, so relations must occur. The second source of relations is the structure of the modules V^ over the full algebra of invariants Vo. Here it is clear that none of the modules V^ is free for k > 1; in fact, multiplication of any covariant generator by (0,9,3) implies a relation. Finally, taking into consideration products of covariants of nonzero weights will also say something concerning the relations. For example, consider the homogeneous component (3,7,2); this has dimension 2 and it is easy to see that it is spanned by (0,4,0) (3,3,2) and (0,6,2)(3,1,0). However, (2,2,0)(1,5,2) has the same grading and so must be expressible as a linear combination of the previous two products... We do expect that most, if not all, the relations can be determined in these manners.
