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Resumen
En este artı´culo se propone una red de Petri, interpretada, estoca´stica, (st-IPN), como modelo para representar el lenguaje
regular obtenido a partir de la combinacio´n de sen˜ales de entrada - salida, en un sistema de eventos discretos (SED) en lazo cerrado.
Las sen˜ales de entrada, son las sen˜ales externas que afecten al sistema y las o´rdenes de control emitidas por el controlador a la
planta y las sen˜ales de salida son las respuestas de los sensores a las o´rdenes de control. La st-IPN propuesta, es un generador
determinista del lenguaje legal del sistema, capaz de representar secuencias de eventos temporizados de naturaleza estoca´stica. El
modelo propuesto puede ser aplicado a sistemas de gran escala, a partir de la divisio´n del sistema en subsistemas, ya que el modelo
global puede ser encontrado con base en la composicio´n de los modelos de los subsistemas.
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1. Introduccio´n
En (Guasch et al., 2005) los autores deﬁnen un sistema co-
mo una coleccio´n de objetos o entidades que interactu´an entre sı´
para alcanzar un cierto objetivo y el estado de un sistema como
un conjunto mı´nimo de variables necesarias para caracterizar o
describir todos aquellos aspectos de intere´s del sistema en un
cierto instante de tiempo. El problema de modelado de un sis-
tema dina´mico se puede ver, de acuerdo a Lunze (1998) como:
“Dado un sistema dina´mico S, con un conjunto de preguntas B,
sobre su comportamiento, encontrar una representacio´n M que
ayude a responder a las preguntas dadas; entonces, M se llama
el modelo de S”. Desde este enfoque se precisa que dado que el
modelo se utiliza para resolver un problema, e´ste no necesaria-
mente es u´nico.
El modelado de sistemas de eventos discretos (SED) ha sido
estudiado desde hace muchos an˜os, tanto por la academia como
la industria; puesto que la evolucio´n exponencial de las tecno-
logı´as industriales de computacio´n, comunicacio´n y de sensores
ha traı´do nuevos sistemas dina´micos, complejos y ﬂexibles que
se caracterizan por acontecimientos discretos, algunos contro-
lados y otros no, algunos observados por sensores y otros no,
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algunos aparecen de forma automa´tica a partir de los proce-
sos fı´sicos remotos y algunos se generan manualmente por los
usuarios. Los SED tienen un comportamiento que se represen-
ta por una secuencia ﬁnita o inﬁnita de estados delimitados por
eventos que ocurren de manera ası´ncrona o sı´ncrona (Cassan-
dras y Lafortune, 2008).
Varias propuestas de modelado han sido dadas usando di-
ferentes enfoques: auto´matas, ma´quinas de estado ﬁnito, Redes
de Petri (PN) y cadenas de Markov. En el caso de los sistemas
de manufactura, donde pueden existir dina´micas determinadas
por eventos discretos, si se utilizan auto´matas como formalismo
de modelado, las dimensiones de tales modelos pueden resul-
tar intratables para su ana´lisis en tiempo real, particularmente
cuando se aplica para detectar y diagnosticar fallos. (Gonza´lez-
Miranda, 2014).
Las PN han sido reconocidas como un modelo apropiado
para describir SED (Ichikawa y Hiraishi, 1988; Girault y Valk,
2003; Silva, 1993), particularmente cuando se trata de sistemas
ası´ncronos (Fanti et al., 2012; Hu et al., 2012). Las PN incor-
poran la nocio´n de estado distribuido y de reglas que permiten
pasar de un estado a otro, lo cual captura tanto el comporta-
miento esta´tico como el comportamiento dina´mico.
Teniendo en cuenta que un sistema en lazo cerrado es una
interrelacio´n de sen˜ales, se han desarrollado propuestas de mo-
delado bajo PN que se han denominado modelos de sistemas
de condiciones; estos modelos se representan mediante PN con
entradas y salidas explı´citas llamadas condiciones (Ashley y
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Holloway, 2004); esas representaciones permiten la interaccio´n
entre subsistemas ası´ como la interaccio´n de la planta con el
controlador (Holloway et al., 2000).
(Sreenivas y Krogh, 1991) deﬁnen una clase de sistemas
dina´micos de eventos discretos (DEDS), en tiempo continuo,
llamados sistemas condicio´n/evento (C/E) y tambie´n deﬁnen
modelos para estos sistemas basados en una extensio´n de las
PN y los llaman C/E PNs (por sus siglas en ingle´s) con dos
tipos de valores de sen˜ales discretas de entrada - salida (E/S):
condiciones de sen˜ales y sen˜ales de eventos; las sen˜ales de con-
dicio´n E/S llevan informacio´n del estado y las sen˜ales de evento
E/S llevan informacio´n de transicio´n de estado. La idea gene-
ral es modelar un sistema como un conjunto de mo´dulos con
un comportamiento dina´mico particular y su interconexio´n a
partir de sus sen˜ales, (Patil et al., 2012). Las condiciones y los
eventos de entrada pueden ser conectados con algunas transicio-
nes dentro del mo´dulo por condiciones y arcos de eventos. Los
mo´dulos de lugares pueden ser conectados a las condiciones de
salida por condiciones de arco, y las transiciones a los eventos
de salida por eventos de arco. Estos conceptos proveen una base
para un enfoque de composicio´n para construir modelos de sis-
temas grandes a partir de componentes pequen˜os, (Patil et al.,
2012). Este tipo de propuestas de modelado se han desarrollado
ba´sicamente para ser utilizadas en veriﬁcacio´n de propiedades
como: alcanzabilidad, acotabilidad y vivacidad; aunque Ashley
(2004), presenta una propuesta basada en sistemas de condicio´n
para realizar diagno´stico de fallos.
Otra forma que ha sido ampliamente estudiada en el mo-
delado de SED utilizando PN son las redes de Petri temporiza-
das (t-PN), que fueron introducidas por Merlin y Farber (1976);
Berthomieu y Diaz (1991). Las t-PN, son PN extendidas con
tiempo en las transiciones; poseen la expresividad necesaria pa-
ra modelar sistemas en lazo cerrado y presentan beneﬁcios pa-
ra realizar ana´lisis de veriﬁcacio´n de propiedades. (Berthomieu
et al., 2004; Gardey et al., 2005). Para modelar sistemas com-
plejos, se han realizado propuestas de divisio´n en subsistemas;
pero la composicio´n de PNs no ha sido trivial. Berthomieu et al.
(2006) presentan una propuesta de composicio´n, siempre que
las transiciones sean sincronizadas. En Peres et al. (2011) se
presenta una solucio´n que facilita la especiﬁcacio´n de los sis-
temas dependientes del tiempo, en un planteamiento de com-
posicio´n de componentes modelados como t-PN. En la mayor
parte de las t-PN las transiciones tienen un tiempo asociado,
por lo que la evolucio´n queda determinada por el disparo de las
transiciones. Una transicio´n se puede disparar, si el tiempo esta´
dentro de su intervalo de disparo esta´tico (Boucheneb y Had-
jidj, 2006). En Salum (2008) se propone una PN conducida por
eventos en lugar del paso del tiempo, denominada EDPNs, (por
sus siglas en ingle´s). Las EDPNs emplean arcos inhibidores,
arcos de ensayo y lugares con capacidad ﬁnita; como el tiempo
es considerado un estado (marcado) del sistema (PN), su paso
se corresponde con el juego de marcas que genera un a´rbol de
alcanzabilidad. Al introducir arcos inhibidores existen muchas
diﬁcultades para utilizar las herramientas de ana´lisis cualitativo
de las PN.
Por otro lado, como la transicio´n de estados en un SED es
un evento (Ramadge y Wonham, 1989), e´ste se puede modelar a
partir de su lenguaje. El lenguaje que modela el comportamien-
to de un sistema se puede representar por su expresio´n regular,
(Sampath et al., 1996), que es una sı´ntesis de todas las combi-
naciones va´lidas de eventos. En Ramadge y Wonham (1989) un
SED es modelado como un auto´mata y su comportamiento es
representado por su lenguaje; pero este tipo de modelos pueden
presentar inconvenientes en sistemas con gran cantidad de dis-
positivos debido a la explosio´n combinatoria de estados; suele
ser ma´s conveniente emplear formalismos con mayor capacidad
de condensacio´n de estados, como las PNs.
Una PN tienen un poder ma´s descriptivo que las ma´quinas
de estados ﬁnitos en el sentido que el conjunto del lenguaje de
la PN, es un superconjunto de los lenguajes regulares y permi-
te un modelado ma´s conciso, (Kumar y Holloway, 1996; Valk
y Vidal-Naquet, 1981). Algunas propuestas para modelar SED
bajo el lenguaje en PN se pueden ver en Nakamura et al. (1998);
Sreenivas (1993, 2006); Gaubert y Giua (1996) o para encontrar
ciclos en sistemas de estados repetitivos en Desel (2013).
Respecto a la utilizacio´n de PN para identiﬁcacio´n y
diagno´stico, varias propuestas de modelado se han generado
utilizando PN extendidas como: PN interpretadas en Cabasino
et al. (2011); Dotoli et al. (2008a); Estrada-Vargas et al. (2012)
o como PN temporizadas en Basile et al. (2011).
1.1. Enfoque del trabajo
La aplicacio´n de la presente propuesta de modelado es el
diagno´stico de fallos en SED; por lo tanto e´sta debe permitir
explorar los eventos observables para detectar la ocurrencia de
eventos no-observables. Los eventos no-observables son even-
tos que ocurren por algu´n tipo de fallo o son eventos que ge-
neran cambios en el sistema sin que sean registrados por los
sensores.
Como se describio´ en la introduccio´n, de acuerdo a Lunze
(1998), un modelo debe generarse para resolver preguntas sobre
el comportamiento del sistema al que representa; por lo tanto,
las preguntas a solucionar teniendo en cuenta que el modelo se
genera para realizar diagno´stico son:
Dado el lenguaje legal de un SED, ¿co´mo representarlo
bajo una PN de tal manera que el lenguaje legal sea igual
al lenguaje de la PN?.
¿Que´ tipo de eventos no-observables pueden ser expli-
cados? y bajo ¿que´ condiciones?, a partir de algunas se-
cuencias de eventos observados.
Para solucionar las preguntas se propone un generador deter-
minista del lenguaje legal de un sistema, basado en una red de
Petri interpretada temporizada (st-IPN), cuyo lenguaje genera-
do es el mismo lenguaje legal y representa el conjunto de todas
las posibles secuencias de eventos del sistema en estado libre
de fallos.
Para sistemas de gran escala, se propone dividirlo en subsis-
temas. El sistema global se modela a partir de modelos locales
(en cada subsistema) que representan las mismas caracterı´sticas
que el modelo global. Un sistema se deﬁne como en la Figura
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Figura 1: Sistema a Modelar
En la Figura 1, se puede observar que el sistema es una in-
terrelacio´n de sen˜ales de E/S en lazo cerrado. Es un sistema de
condiciones en donde la ocurrencia de eventos es estoca´stica y
se consideran como sen˜ales de entrada tanto las sen˜ales exter-
nas que afecten al sistema como las o´rdenes de control y como
sen˜ales de salida, la respuesta de los sensores.
El modelado de un SED como st-IPNs presenta ventajas
frente a otras propuestas porque es escalable, es decir, modela
sistemas independiente de su taman˜o, genera modelos determi-
nistas, permite realizar composicio´n sincronizada a trave´s del
lenguaje generado y se puede aplicar a problemas de diagno´sti-
co basa´ndose en las propiedades de observabilidad en sistemas
estoca´sticos, que se demuestran en este trabajo.
El presente artı´culo describe en la seccio´n 2 las deﬁniciones
de operaciones ba´sicas sobre teorı´a de lenguaje y la simbologı´a
a utilizar en las secciones siguientes, ası´ como los requerimien-
tos del sistema a modelar; en la seccio´n 3 se relacionan los fun-
damentos teo´ricos respecto a PN necesarios para el disen˜o de la
propuesta de modelado; en la seccio´n 4 se deﬁne la propuesta de
modelado como una st-IPN; en la seccio´n 5 se presenta la pro-
puesta de modelado para sistema de gran escala; en la seccio´n 6
se valida la propuesta a partir de un ejemplo de aplicacio´n a un
proceso y ﬁnalmente se describen las conclusiones y trabajos
futuros.
2. Eventos y Lenguaje del sistema
Una manera de estudiar el comportamiento de los SED es
emplear la teorı´a de lenguajes. Un evento es la representacio´n
de un cambio instanta´neo en alguna parte del sistema, pue-
de caracterizarse por un valor y un instante en el que ocurre,
(Giua, 2013); un evento constituye una letra y el conjunto de
eventos es el alfabeto; una secuencia de eventos es una pala-
bra,(Cassandras y Lafortune, 2008). El conjunto de eventos, Ω,
tambie´n incluye el evento nulo, ε, que modela la situacio´n en la
que no ocurre ningu´n evento, (Correcher, 2005).
SeaΩ un conjunto de eventos yΩ∗ un conjunto ﬁnito de pa-
labras sobre Ω; un lenguaje L es un subconjunto de Ω∗. Dadas
dos palabras s y s′, ss′ es la concatenacio´n de s y s′. |s| es el
taman˜o de la palabra s.
Deﬁnicio´n 1. Operacio´n de Proyeccio´n.
Dados dos conjuntos de eventos Ω1,Ω tales que Ω1 ⊆ Ω, se
deﬁne la operacio´n de proyeccio´n de palabras, PΩ1 : Ω
∗ → Ω∗1,
ası´ PΩ1 (ε) = ε siendo ε un evento nulo, y para a ∈ Ω, s ∈ Ω∗,
PΩ1 (as) = aPΩ1 (s) si a ∈ Ω1 y PΩ1 (as) = PΩ1 (s) si a 
Ω1,(Cassez y Tripakis, 2008).
Esta operacio´n permite eliminar palabras en Ω∗ que no per-
tenecen a Ω∗1. Dentro del contexto del presente trabajo es im-
portante deﬁnir la proyeccio´n sobre lenguajes compuestos.
Deﬁnicio´n 2. Operacio´n de Proyeccio´n sobre conjuntos de even-
tos compuestos Pc.
Dados dos conjunto de eventos Ωp,Ωq y dados dos eventos
ep y eq, tal que, ep ∈ Ωp y eq ∈ Ωq, un evento compuesto ω es
la concatenacio´n de ep y eq, es decir, ω = epeq, entonces Ω =
ΩpΩq es un conjunto de eventos compuestos. La operacio´n Pc
se deﬁne como: Pc : Ω → Ωq, es PcΩq (ε) = ε; PcΩq
(
epeq
)
=
PΩq
(
ep
)
PΩq
(
eq
)
.
Esta operacio´n elimina palabras en Ω∗ que no pertenecen a
Ω∗pΩ∗q y eventos Ωp (o Ωq) que no pertenecen a Ω∗p (o Ω∗q).
El sistema a considerar en el contexto del presente trabajo
tiene una estructura basada en la lectura de sen˜ales de E/S, co-
mo el mostrado en la Figura 1; el comportamiento del sistema
se ve afectado por sen˜ales de entrada tales como: externas al
controlador, externas a la planta e internas al controlador (o´rde-
nes de control) agrupadas en: Entradas = {EExC, EExP, EInP} y
por sen˜ales de salida representadas por las lecturas sensoriales
como: S alidas =
{
sr1, ..., srnsr
}
, siendo nsr el nu´mero de lectu-
ras sensoriales. Todas las sen˜ales se considerara´n binarias.
Deﬁnicio´n 3. Representacio´n de sen˜ales binarias.
Dado un conjunto de ns sen˜ales, cuyos valores se represen-
tan en cadenas de ceros o unos; la notacio´n xdec representa la
combinacio´n de una cadena tal que x es el nombre de la sen˜al
y dec es la representacio´n decimal de la cadena. El conjunto X
agrupa todas las combinaciones posibles de las sen˜ales; es decir
X = {x0, · · · , x2ns−1}.
Por ejemplo: si el nu´mero de sen˜ales binarias es ns = 3,
entonces X = {x0, x1, · · · , x7}; donde x0 = [000] · · · x7 = [111].
Las entradas externas al controlador, EExC =
{
ec1, · · · , ecnec
}
con cardinalidad nec tales como comandos del SCADA o los re-
querimientos del operario, entre otros, afectan el funcionamien-
to del sistema. Al conjunto de todas las combinaciones posibles
de entradas externas al controlador se le ha denominado modo
de operacio´n (OM).
Deﬁnicio´n 4. Modo de Operacio´n.
Un modo de operacio´n es una cadena de ceros o unos que
representan los valores de las sen˜ales de entrada externas al con-
trolador. Un modo de operacio´n se representa como oom, con
base en la Deﬁnicio´n 3. El conjunto de todos los modos de ope-
racio´n se denomina OM. OM = {o0, · · · , o2nec−1}.
EExP son sen˜ales de entrada que afectan directamente a la
planta y corresponden a comportamientos legales o a comporta-
mientos de fallo; pueden ser observables o no-observables, en-
tonces EExP = {EExPo, EExPuo}, con EExPo =
{
eop1, · · · , eopneop
}
donde neop es el nu´mero de entradas externas observables a la
planta y EExPuo =
{
euop1, · · · , euopneuop
}
, donde neuop es el nu´me-
ro de entradas externas no-observables a la planta.
Las entradas internas a la planta esta´n constituidas por el
conjunto de acciones de control, EInP = {Cc} = {cc1, · · · , ccncc }
siendo ncc el nu´mero de o´rdenes de control.
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Para modelar el comportamiento de la planta controlada
se interrelacionan sus entradas y sus salidas. Las entradas a
la planta son U ⊂ Entradas, donde U = {EExPo, EExPuo,Cc},
EExPo y Cc son entradas observables y EExPuo son entradas no-
observables. Por lo tanto el nu´mero total de entradas es m =
mo+muo, donde mo es el nu´mero de entradas observables, mo =
neop+ncc y muo = neuop es el nu´mero de entradas no-observables.
Las salidas de la planta es el conjunto Y = {S alidas}; el
nu´mero total de salidas es n, n = nsr.
El conjunto de entradas es U = {u0, · · · , u2m−1}, donde us es
una cadena valores de entrada en un instante determinado; us =[
euop1 · · · euopneuop eop1 · · · eopneop cc1 · · · ccncc
]
, us es un sı´mbolo
de entrada cuya representacio´n se basa en la Deﬁnicio´n 3.
El conjunto de salidas es Y = {y0, · · · , y2n−1}, donde y j es una
cadena de valores de salida en un instante determinado; y j =
[sr1...srn], y j es un sı´mbolo de salida cuya representacio´n se
basa en 3.
Un sı´mbolo de E/S relaciona un sı´mbolo de entrada y uno de
salida:
(
usy j
)
, donde us ∈ U siendo U = {u0, · · · , u2m−1} y y j ∈ Y
siendo Y = {y0, · · · , y2n−1}.
El lenguaje es un conjunto ﬁnito de secuencias de sı´mbolos,
σ = e1e2 · · · en, conocidos como palabras. De acuerdo a (Cas-
sandras y Lafortune, 2008), el lenguaje generado por un SED
puede ser considerado con tres niveles de abstraccio´n: lenguaje
estoca´stico temporizado, lenguaje temporizado y lenguaje sin
tiempo. La adicio´n de tiempo a una palabra puede hacerse dan-
do a cada sı´mbolo un valor de tiempo, resultando una secuencia
de pares de sı´mbolos: sı´mbolo-tiempo. Entonces una secuencia
temporizada es: σ = (e1, t1) (e2, t2) · · · (en, tn) donde si ti ∼ f (ti),
siendo f (ti) una funcio´n de densidad, donde el tiempo se consi-
dera estoca´stico.
Dado que el comportamiento de los sistemas industriales no
es determinı´stico y es el enfoque del presente trabajo, se con-
sidera modelar con base en eventos temporizados estoca´sticos
cuyo sı´mbolo se deﬁne a continuacio´n.
Deﬁnicio´n 5. Evento temporizado.
Un evento temporizado ωi es un sı´mbolo de E/S; que se ge-
nera cuando al menos una sen˜al de E/S cambia de un instante
τi−1 a τi; el cual para cada modo de operacio´n om, tiene asocia-
do un tiempo tevom. Se representa como: ω
i =
(
usy j
)
.tevom, donde
si tevom no es constante, entonces t
ev
om ∼ f (tevom), es decir tevom tiende
a una funcio´n de densidad de probabilidad.
Por lo tanto:
ωi =
(
usy j
)
. f
(
tevom
)
(1)
en el instante τi. tevom, es el tiempo transcurrido entre dos
eventos consecutivos en un modo de operacio´n om.
tevom = |τi| − |τi−1| (2)
Deﬁnicio´n 6. Operacio´n proyeccio´n de evento temporizado Pt.
Sea un evento temporizado de la formaωi = a.tev donde a es
un evento. Dados dos conjuntos de eventos temporizados Ω1,Ω
tal que Ω1 ⊆ Ω, se deﬁne la operacio´n de proyeccio´n de evento
temporizado, PtΩ1 : Ω
∗
1 → Ω∗, ası´: PtΩ1 (ε) = ε siendo ε un
evento nulo y PtΩ1 (a.t
ev) = PΩ1 (a) PΩ1 (t
ev) donde PΩ1 (a) = a
si ωi ∈ Ω1 y PΩ1 (a) = ε de lo contrario; pero PΩ1 (tev) = tev si
ωi ∈ Ω1 o ωi  Ω1.
Esta proyeccio´n elimina de Ω los eventos temporizados que
 Ω1; pero si tiene en cuenta el tiempo que los eventos tempo-
rizados eliminados gastan en Ω.
Deﬁnicio´n 7. Operacio´n proyeccio´n de secuencia temporizada
Pt.
Sea s una secuencia de eventos temporizados donde s =
ω0 · · ·ωk. Dados dos conjuntos de eventos temporizados Ω1,Ω
tal queΩ1 ⊆ Ω, se deﬁne la operacio´n de proyeccio´n de secuen-
cia temporizada, PtΩ1 : Ω
∗
1 → Ω∗, ası´, ∀ωi ∈ s, donde s ∈ Ω∗,
PtΩ1 (s) = PtΩ1
(
ω0
)
· · · PtΩ1
(
ωk
)
. Para encontrar el tiempo en
la proyeccio´n, se inicializa una variable tproy = 0. Para i = 0 : k,
si PtΩ1 (a.t
ev) = a.tev entonces tproy = tev y la variable re-
gresa a cero tproy = 0; de lo contrario, si PtΩ1 (a.t
ev) = ε.tev,
tproy = tproy + tev.
Esta deﬁnicio´n permite hallar el tiempo de los eventos pro-
yectados.
Deﬁnicio´n 8. Alfabeto del sistema.
El alfabeto del sistema Ω, es el conjunto de sı´mbolos de
E/S temporizados ωi. Con ωi =
(
usy j
)
. f
(
tevom
)
, donde usy j ∈
U.Y , |U.Y | = |2m| × |2n| y f (tevom) ∈ δ es la funcio´n de densidad
del evento, δ es una funcio´n de asignacio´n de las funciones de
densidad. Es decir ωi ∈ (U.Y)∗ .δ.
El lenguaje estoca´stico temporizado L, para el sistema a
modelar es un subconjunto de secuencias de eventos tempori-
zados, tal que L ⊂ Ω∗, donde, Ω :
{
ωi =
(
usy j
)
. f
(
tevom
)}
que se
generan en instantes τi. Es decir:
L = {s |s ⊂ Ω∗ } (3)
Por lo tanto L =
{
ω0, · · · , ωk
}
a instantes τ0 ≤ · · · ≤ τk.
3. Bases sobre Redes de Petri.
Las redes de Petri (PN) constituyen una familia de forma-
lismos bien conocidos para el modelado, ana´lisis y sı´ntesis de
sistemas concurrentes y distribuidos formalizados como discre-
tos, (Girault y Valk, 2003; Silva y Recalde, 2007); proveen mo-
delos compactos y capturan caracterı´sticas importantes de los
SED, como concurrencia, sincronismo, relaciones causales, re-
cursos compartidos, etc. A continuacio´n se presentan algunas
deﬁniciones sobre el tema.
Deﬁnicio´n 9. PN.
Una PN N, es un grafo bipartito representado por la tu-
pla N = (P,TR, Pre, Post,M0) (Murata, 1989) donde: P es
el conjunto de lugares con cardinalidad np, TR es el conjun-
to de transiciones con cardinalidad ntr, Pre : P × TR → N y
Post : TR × P → N son la matrices que contienen los arcos
que conectan lugares y transiciones y M0 es el marcado inicial;
la funcio´n de marcado M : P → N representa el nu´mero de
marcas en cada lugar. (Murata, 1989; Dotoli et al., 2008b).
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La matriz de incidencia I = Post − Pre es una matriz de
np x ntr. Los conjuntos de lugares previos y posteriores a una
transicio´n, se denotara´n como: •tr = {p ∈ P : Pre (p, tr) > 0}
tr• = {p ∈ P : Post (p, tr) > 0}. (Dotoli et al., 2008b).
Deﬁnicio´n 10. Conjunto de alcanzabilidad de una PN.
Sea N una PN, la transicio´n trr esta´ habilitada si ∀pq ∈ •trr,
m
(
pq
)
≥ I
(
pq, trr
)
. La transicio´n habilitada trr puede ser dis-
parada alcanzando un nuevo marcado Mk+1 que se calcula por
Mk+1 = Mk + I.
−→trr, donde −→trr es un vector de ceros de ta-
man˜o |TR|, excepto en la posicio´n r, que es igual a 1. La evo-
lucio´n del marcado de una PN, dada una secuencia de disparo,
σ = tr1tr2 · · · trk, se denota como M σ > Mk . El conjunto de
alcanzabilidad de una PN es el conjunto de todos los posibles
marcados alcanzables desde M0, disparando solo transiciones
habilitadas; este conjunto es denotado por R(N,M0). (Ramirez-
Trevin˜o et al., 2012)
Tomando solo la parte observable de las entradas, es decir,
Uo = {EExPo,Cc} y con base en las deﬁniciones de sı´mbolo de
entrada, sı´mbolo de salida, alfabeto del sistema y de acuerdo a
(Herna´ndez y Meda-Campana, 2012), a continuacio´n se deﬁne
una red de Petri interpretada (IPN).
Deﬁnicio´n 11. Red de Petri Interpretada (IPN).
Una IPN es una tupla Q = (N,Uo,Y, λ, ϕ), donde, N es una
PN basada en la Deﬁnicio´n 9, Uo = {u0, · · · , u2mo−1} es el alfa-
beto de entrada donde us es un sı´mbolo de entrada y mo es el
nu´mero de entradas observables, Y = {y0, · · · , y2n−1} es el alfa-
beto de salida donde y j es un sı´mbolo de salida y n es el nu´mero
de salidas, λ : TR→ Uo es una funcio´n de etiquetado que asig-
na un sı´mbolo de entrada a cada transicio´n, ϕ : R(N) → Y es
una funcio´n de salida que asigna un sı´mbolo de salida a cada
marcado alcanzado.
Una trr ∈ TR de una IPN esta´ habilitada si ∀pq ∈ •trq,
m
(
pq
)
≥ I
(
pq, trr
)
. Si λ (trr) = us  ε esta´ presente y si trr esta´
habilitada entonces trr se dispara y se alcanza un nuevo marca-
do Mk+1, el cual se calcula mediante la ecuacio´n de estado:
Mk+1 = Mk + I.
−→trr
y j = ϕ (Mk)
(4)
donde I.−→trr se deﬁne como en la Deﬁnicio´n 10 y y j es un
sı´mbolo de salida, tal que y j ∈ Y .
Deﬁnicio´n 12. Determinismo.
Una IPN es determinı´stica, si dada una secuencia de tran-
siciones σi = tr1 · · · trk · · · tal que M0 σi > Mk , M0
⌈
σi > M
′
k
implica que Mk = M
′
k. es decir, el marcado alcanzado despue´s
del disparo de una secuencia de transiciones es u´nica, (Gaubert
y Giua (1996)).
El lenguaje de disparo de una IPN (Ramirez-Trevin˜o et al.,
2007) se deﬁne como:
Deﬁnicio´n 13. Lenguaje de Disparo de una IPN.
Sea Q una IPN y M0 σi > Mk , el conjunto de todas secuen-
cias de disparo se llama lenguaje de disparo: LF(Q) =
{
σ|σ =
tr1 · · · trk ∧ M0 tr1→ · · ·Mw trk→ Mk | M0, · · · ,Mw ∈ R(N)
}
.
4. Modelo del Sistema
El siguiente modelo tiene como objetivo representar el com-
portamiento legal de un SED, a partir del lenguaje legal del sis-
tema; para ello se propone un generador determinı´stico de len-
guaje, el cual es una PN extendida que se ha denominado IPN
temporizada estoca´stica (st-IPN).
Las caracterı´sticas agregadas al concepto ba´sico de PN son:
en primer lugar la adicio´n de etiquetas en las transiciones y en
las funciones de salida de los lugares, con el objeto de rela-
cionarlos con las sen˜ales de E/S y generar una interpretacio´n
en el comportamiento y cambio de estado del modelo y en se-
gundo lugar se tiene en cuenta el tiempo en el disparo de las
transiciones y el comportamiento de este tiempo se asume bajo
una funcio´n de densidad de probabilidad no establecida, es de-
cir puede ser normal, o exponencial, o etc; por este motivo se
remarca que sea “temporizada - estoca´stica”.
El modelo propuesto pretende servir de modelo de referen-
cia para el diagno´stico en SED estoca´sticos y adema´s busca ser
determinista; es por ello que en esta propuesta se ha incluido,
por un lado, en la funcio´n de salida, un elemento que dotara´ a la
st-IPN de memoria en la funcio´n de salida. Se trata del diferen-
cial del sı´mbolo de salida, (dy); y por otro lado, se ha incluido el
tiempo de disparo de las transiciones, el cual es el tiempo que
transcurre desde que una transicio´n es habilitada hasta que es
disparada (Piera y Music, 2011), considera´ndolo de naturaleza
variable.
Deﬁnicio´n 14. Diferencial de sı´mbolo de salida. dy.
Dados dos sı´mbolos de salida yij, y
i−1
j∗ ∈ Y1, generados en
los instantes τi y τi−1 respectivamente; dy j se deﬁne como:
dy j(yij × yi−1j∗ )→ {−1, 0, 1}, donde dy j = yij − yi−1j∗ con dy j ∈{−1, 0, 1}; ası´ los posibles valores de dy j son: 0×0→ 0; 0×1→
1; 1 × 0→ −1; 1 × 1→ 0.
Esto signiﬁca que, dado que se trabaja con sen˜ales binarias,
dy representa el cambio del valor de la sen˜al de salida, de 0
a 1, o de 1 a 0; por lo tanto, dy representa el comportamiento
histo´rico de las sen˜ales de un instante τi−1 a un instante τi. De
esta manera la funcio´n de salida, esta´ compuesta por el valor
de las sen˜ales de salida y j y su diferencial dy j, es decir y j/dy j.
Esta condicio´n de la funcio´n de salida genera una caracterı´stica
particular de las sen˜ales, la cual se ha denominado caracterı´stica
de direccionalidad de las sen˜ales.
Teniendo en cuenta el diferencial y empleando funciones
de densidad de probabilidad en las transiciones, una st-IPN se
deﬁne de la siguiente manera:
Deﬁnicio´n 15. Red de Petri Interpretada Temporizada Estoca´sti-
ca (st-IPN).
Una st-IPN es una estructura representada por:
stQ = (Q,Ω, δ,OM) (5)
Donde Q = (N,Uo,Y, λ, ϕ) es una IPN, donde N,Uo,Y tie-
nen el mismo signiﬁcado que en la Deﬁnicio´n 11; λ : TR →
1Nota: Se adicionan los superı´ndices con el objeto establecer el orden de los
eventos
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Uo × δ es una funcio´n de etiquetado que asigna un sı´mbolo de
entrada y una funcio´n de densidad a cada transicio´n, ϕ es la fun-
cio´n de salida deﬁnida como:ϕ : (RN)→ Y/dY; ϕ es isomo´rﬁca
sobre Y/dY .
Ω := (Uo × Y) .δ es el alfabeto del sistema. Un sı´mbolo del
alfabeto es ωi =
(
usy j
)
. f
(
tr,om
)
, donde
(
usy j
)
es el sı´mbolo de
E/S, f
(
tr,om
)
es la funcio´n de densidad de probabilidad del tiem-
po de la transicio´n r, asociada al sı´mbolo de E/S, en el modo de
operacio´n om.
δ := TR × OM → f (tTR×OM) es una funcio´n de asignacio´n
de las funciones de densidad del tiempo de disparo de cada tran-
sicio´n por cada modo de operacio´n.
OM es el conjunto de modos de operacio´n.
Dado un evento ωi =
(
usy j
)
.tevom; una transicio´n trr ∈ TR
con λ(trr) = us. f
(
tr,om
)
, esta´ habilitada en om, si ∀pq ∈ •trr,
m
(
pq
)
≥ I
(
pq, trr
)
y si
(
a ≤ tevom ≤ b
)
siendo
´ b
a f
(
tr,om
) ≥ (1 − α),
donde 1 − α es el nivel de conﬁabilidad y [a, b] el intervalo de
conﬁanza.
Si f
(
tr,om
)
= N (μ, σ), entonces a = μ − zα/2 ∗ σ y b =
μ + zα/2 ∗ σ, una trr esta´ habilitada sı´ cada lugar de entrada
cumple con los requerimientos de marcado y si tevoom ∈ [a, b].
Si λ (trr) = us. f
(
tr,om
)
esta´ presente y si trr esta´ habilitada
entonces trr, se dispara y se alcanza un nuevo marcado Mk+1,
calculado a partir de (4); pero y j/dy j = ϕ (Mk). Ası´ cada lugar
de la st-IPN representa no solo el estado actual, sino que tam-
bie´n incluye informacio´n de direccionalidad, por lo tanto la red
evoluciona a partir de la ecuacio´n de estado:
Mk+1 = Mk + I.
−→trr
y j/dy j = ϕ (Mk)
(6)
Deﬁnicio´n 16. Lenguaje de disparo de una st-IPN
Sea σ la secuencia de disparo de transiciones de una st-IPN,
(stQ) tal que σ ∈ LF(Q), (Deﬁnicio´n 13), cuyo disparo genera
una secuencia s = ω0, · · · , ωk, tal que s ∈ Ω∗ a instantes τ0 ≤
· · · ≤ τk, siendo ωi =
(
usy j
)
. f
(
tr,om
)
donde us ∈ Uo, y j ∈ Y y
f
(
tr,om
) ∈ δ. El conjunto de todas las secuencias de disparo de
transiciones σ ∈ LF (Q), cuya probabilidad sea mayor a (1 − α)
es el lenguaje de disparo de la st-IPN ası´:
LF (stQ) = {σ ∈ LF(Q) : Prob (σ|m0) ≥ (1 − α)} (7)
A continuacio´n se relacionan las secuencias de sı´mbolos de
E/S temporizados, con el disparo de secuencias de transiciones
y las secuencias de marcado generadas, con el objeto de deﬁnir
el lenguaje de entrada y el lenguaje de salida de una st-IPN.
Deﬁnicio´n 17. Lenguaje de entrada y Lenguaje de salida de
una st-IPN.
Sea σ la secuencia de disparo de transiciones de una st-IPN,
tal que σ ∈ LF(stQ), (Deﬁnicio´n 7), el lenguaje de entrada se
deﬁne como la secuencia de las funciones de etiquetado de las
transiciones que pertenecen a LF(stQ), es decir, Lin(stQ) =
{σ|σ = λ (tr1) · · · λ (trk)} y el lenguaje de salida son las secuen-
cias de marcado alcanzadasLout (stQ) = {ϕ (m (p0)) · · ·ϕ (m (pk))}.
Por lo tanto,L (stQ) =
{
ω0, · · ·ωk
}
conωi =
(
usy j
)
. f
(
tr,om
)
,
comprende un lenguaje de entrada y un lenguaje de salida.
Aplicando la Deﬁnicio´n 2, el lenguaje de entrada se deﬁne
como: Lin (stQ) =
{
PUo.δ (s) |s ∈ L(stQ)
}
, entonces Lin (stQ) ={
u0s . f
(
t0oom
)
, · · · , uks. f
(
tkoom
)}
y el lenguaje de salida como:
Lout (stQ) =
{
PY (s) |s ∈ L (stQ)
}
, entonces
Lout (stQ) =
{
y0j , · · · , ykj
}
.2
Deﬁnicio´n 18. Post-lenguaje.
Dada una secuencia de eventos temporizados estoca´sticos
s = ω0, · · · , ωk, el post-lenguaje de s sera´: st• = L(stQ)/s =
{t ∈ Ω∗|s ∈ L (stQ)}.
4.1. Modelado de Sistemas basado en st-IPN
Como una st-IPN es un generador de lenguaje legal, e´sta
se construye a partir del lenguaje legal ordenado del sistema
L =
{
ω0, · · · , ωk
}
.
El modelo inicia con cero transiciones, ntr = 0 y con un
lugar, np = 1, (p0). Se toma ω0 y se calcula y j como y j =
PcY
(
ω0
)
y dy j = 
0 como una cadena de ceros de taman˜o n
(nu´mero de salidas); por lo tanto la funcio´n de salida en p0 es
ϕ (m (p0)) = y j/dy j.
Luego de manera ordenada se toman uno a uno los even-
tos ωi de L, se calcula la funcio´n de salida como y j/yij − yi−1j ,
se veriﬁca si existe un lugar con esa funcio´n de salida; si no
existe se genera un nuevo lugar pq+1 con una funcio´n de sali-
da ϕ
(
m
(
pq+1
))
= y j/yij − yi−1j y tambie´n se genera una nueva
transicio´n ntr = ntr + 1 con λ (trntr) = PcU
(
ωi
)
; si por el con-
trario existe, se veriﬁca si existe la transicio´n que va hacia el
lugar ya modelado, para ello se analizan los vectores −−→pre, −−−→post
y λ (trntr); si no existe se an˜ade una nueva transicio´n.
Luego se actualizan las matrices Pre y Post; este procedi-
miento conforma el algoritmo 1.
Como resultado del algoritmo se genera la estructura de la
red que genera el mismo lenguaje que se pretende modelar.
Proposicio´n 1. Sea L =
{
ω0 · · ·ωk
}
el lenguaje temporizado
legal de un sistema a instantes τ0 ≤ · · · ≤ τk, si stQ es una st-
IPN construida a partir del algoritmo 1, entonces L = L(stQ)
Demostracio´n. Dadas s, s1 dos secuencias de eventos tempori-
zados legales tal que: s = ω0 · · ·ωk y s1 = ωp donde s, s1 ∈ L,
s1 ∈ L/s y s ∈ L (stQ). Asumiendo que s1  L (stQ), entonces
siendo el estado actual de la st-IPN ϕ (m (pk)) = ykj/
[
ykj − yk−1j
]
y dado el evento ωp =
(
us, y j
)
. f
(
tpom
)
al aplicar el algorit-
mo 1 un estado es alcanzado en ϕ
(
m
(
pp
))
= ypj /
[
ypj − ykj
]
si
∃ϕ (m (pi)) | ϕ (m (pi)) = ϕ
(
m
(
pp
))
, ∀i, i = 1 · · · k enton-
ces pp ∈ P de lo contrario pp es un lugar nuevo y se gene-
ra una transicio´n con λ
(
trp
)
= ups . f
(
tpom
)
, es decir el evento
ωp ∈ L (stQ) /s y se contradice la suposicio´n; si pp no es nue-
vo, pp = pi siendo i el ı´ndice del lugar repetido, se genera una
2Nota: Se adicionan los superı´ndices con el objeto establecer el orden de los
eventos
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Algoritmo 1 Construccio´n de una st-IPN a partir del lenguaje
del sistema
Entradas: L = {s ∈ (Uo.Y)∗ .δ}, donde s = ω0, · · · , ωk en τ0 ≤ · · · ≤
τk; ωi =
(
us, y j
)
. f
(
tevom
)
.
Salidas: stQ.
Condiciones Iniciales: i = 0; ω0 =
(
us, y j
)
. f
(
t0oom
)
, ϕ (m (p0)) =
y j/dy j; dy j =
−→
0 n.
Variables: np = 1; (Nu´mero de lugares). np′ : ı´ndice temporal de
lugar . ntr = 0; (Nu´mero de transiciones). ntr
′
: ı´ndice temporal
de transicio´n Pre = []; Post = []; pa = 0; (lugar actual).
Procedimiento:
1. i = i + 1; ωi =
(
us, y j
)
. f
(
tevom
)
; np
′
= np; lugar temporal.
2. ϕ
(
m
(
pnp′
))
= yij/
[
yij − yi−1j
]
; funcio´n de salida en el lugar tem-
poral.
a) Si ϕ
(
m
(
pnp′
))
 ϕ
(
m
(
pq
))
∀q, q = 0 · · · np − 1 entonces
1) ntr = ntr + 1; nueva transicio´n con λ (trntr) =
us. f
(
tevom
)
;
2) Calcular vectores pre y post para nueva tr
np
′
= np;−−→pre = ceros(np); pre(pa) = 1;−−−→post = ceros(np); post(np) = 1;
3) Actualizar Pre y Post
Pre = Pre + −−→pre; Post = Post + −−−→post;
4) ϕ
(
m
(
pnp
))
= ϕ
(
m
(
pnp′
))
; pa = np;
b) De lo contrario, (el lugar ya existe)
1) pa = k;
2) ntr′ = ntr+1; se genera una transicio´n temporal con
λ
(
trntr′
)
= us. f
(
tevom
)
; f
(
tevoom
)
⊂ δ(ntr, 1, om);
3) Calcular los vectores pre y post para la tr temporal
−−→pre = ceros(np); pre(np) = 1;−−−→post = ceros(np); post(k) = 1;
4) Para r = 1 · · · ntr
Si −−→pre = Pre(:, r) ∧ −−−→post = Post(:, r) ∧
λ
(
trntr′
)
= λ (trr), entonces tr existe = 1; f
(
tevoom
)
⊂
δ(ntr, 1, om);
saltar a paso 5;
De lo contrario tr existe = 0;
5) Si tr existe = 1, entonces
Pre = Pre; Post = Post;
De lo contrario; ntr = ntr
′
, nu´mero de tr temporal.
6) Actualizar Pre yPost
Pre = Pre + −−→pre; Post = Post + −−−→post;
λ (trntr) = us. f
(
tevom
)
; f
(
tevoom
)
⊂ δ(ntr, 1, om);
c) ﬁn condicional
3. ejecutar paso 1
transicio´n con λ
(
trp
)
= ups . f
(
tpom
)
, si λ
(
trp
)
= λ (tri) enton-
ces ωp ∈ L (stQ) /s y se contradice la suposicio´n, de lo con-
trario trp es una nueva transicio´n con λ
(
trp
)
= ups . f
(
tpom
)
y
ωp ∈ L (stQ) /s y se contradice la suposicio´n. Lo que permi-
te concluir que sı´ s1 ∈ L y L es legal entonces s1 ∈ L (stQ) por
lo tanto L = L(stQ).
Un modelo representado como una st-IPN, es un genera-
dor determinista del lenguaje del sistema a modelar, porque el
marcado alcanzado en ϕ (m (pk)) despue´s del disparo de una se-
cuencia de transiciones es u´nico, ya que ϕ isomo´rﬁca.
La asignacio´n isomo´rﬁca da lugar a equivalencias entre los
sı´mbolos de salida y los marcados alcanzados. Por lo tanto, sera´
inmediato inferir el estado actual de la red a partir de una com-
binacio´n particular de sı´mbolos de salida.
4.2. Observabilidad
La observabilidad implica la posibilidad de detectar si un
evento no-observable ha ocurrido, analizando la secuencia de
eventos generados. El conjunto de eventos de un sistema esta´
compuesto por eventos observables y eventos no-observables:
Ω = Ωo ∪ Ωuo. Un evento temporizado es de la forma: ωi =(
usy j
)
.tevom. La proyeccio´n basada en la Deﬁnicio´n 1, PΩo (Ω)
elimina los Ωuo de una secuencia de eventos. Un evento no-
observable se genera cuando existe una entrada no-observable
a la planta.
Deﬁnicio´n 19. Un evento ω es n-observable con respecto a una
proyeccio´n P (Ω), si ∀t ∈ ωt•, donde |t| > n, P (sωt)  P (st).
Es decir un evento ω es n-observable si puede ser detecta-
do con certeza dentro de un nu´mero, n, de eventos observables
despue´s de su ocurrencia. Esto implica que un evento ω es ob-
servable si para cada traza s de eventos que ﬁnalicen en ω, exis-
te una traza t de taman˜o n, tal que la secuencia st no genere el
mismo registro de eventos observables conteniendo a ω.
Para realizar test de observabilidad en sistemas estoca´sticos
con base en su lenguaje, a continuacio´n se propone una deﬁni-
cio´n de observabilidad temporal.
Deﬁnicio´n 20. Observabilidad temporal.
Sea s una secuencia de eventos s ∈ L(stQ) y st• = L(stQ)/s.
Dado un evento temporizado ωp =
(
usy j
)
.tpom con Lin (ωp) =
ups .t
p
om y Lout (ωp) = ypj ; ωp es observable si PtUo (sωpt) 
PtUo (st) o PtY (sω
pt)  PtY (st), en n pasos despue´s de su ocu-
rrencia (n ≤ |t|).
Donde PtUo y PtY se realizan con base en la Deﬁnicio´n 7.
Esta deﬁnicio´n permite inferir respecto a las condiciones
para que un evento no-observable sea detectado en una st-IPN,
lo cual se demuestra en la Proposicio´n 2.
Proposicio´n 2. Sea L el lenguaje de un sistema y stQ una
st-IPN que representa a Lo. Dada una secuencia s de even-
tos temporizados tal que s ∈ L(stQ) y sea ωk ∈ Ωuo, ωp =(
ups , y
p
j
)
.
(
tpom
)
3 tal que ωp ∈ L/s; ωp es observable si ups ∈
3Nota: Se ha an˜adido el superı´ndice en los sı´mbolos del lenguaje, para iden-
tiﬁcar el evento al que pertenecen
214 D.M. Mun˜oz et al. / Revista Iberoamericana de Automática e Informática industrial 13 (2016) 207–219 
Lin(stQ) y ypj  Lout(stQ) o si ups  Lin(stQ) y ypj ∈ Lout(stQ) o
si ups ∈ Lin(stQ), ypj ∈ Lout(stQ) y tpoom  [a, b] donde
´ b
a f (t
a) ≥
(1 − α).
Demostracio´n. Sea L = sωpt el lenguaje del sistema, donde
s = ω0 · · ·ωkωp, t = ωp+1 y ωp =
(
ups , y
p
j
)
.tpom es un evento
inobservable, tal que s ∈ L (stQ) y t ∈ L (stQ) /s; entonces
PtUo (st) = u
0
s .t
0
om · · · uks.tkomup+1s .tp+1om y PtY (st) = y0j · · · ykjyp+1j ;
dado ωp ∈ L si:
i) ups es observable y y
p
j es no-observable, entonces
PtUo (ω
p) = ups .t
p
om y PtY (ωp) = ε entonces PtUo (st) = PtUo (sω
pt)
y PtY (st)  PtY (sωpt) de acuerdo a la Deﬁnicio´n 20, ωp es ob-
servable.
ii) ups es no-observable y y
p
j es observable, entonces
PtUo (ω
p) = ε y PtY (ωp) = y
p
j entonces PtUo (st)  PtUo (sω
pt)
y PtY (st) = PtY (sωpt) de acuerdo a la Deﬁnicio´n 20, ωp es
observable.
iii) ups es no-observable y y
p
j es no-observable, entonces
PtUo (ω
p) = ε; PtY (ωp) = ε; si t
p
om  [a, b] ωp es observable;
de lo contrario ωp es no-observable. Por lo tanto la proposicio´n
queda demostrada.
A partir de las proposiciones 1 y 2, se resuelven la preguntas
planteadas en el enfoque del trabajo, puesto que se comprueba
que una st-IPN modela el lenguaje legal de un SED y su len-
guaje permite detectar algunos eventos no-observables legales
y eventos de fallo; por lo tanto, en un sistema modelado como
una st-IPN, se puede realizar diagno´stico de fallos.
5. Sistemas de gran escala
Los sistemas a nivel industrial, generalmente son sistemas
de gran dimensio´n, compuestos por una gran cantidad de dis-
positivos distribuidos, independientes o no, que generan concu-
rrencia de estados a partir de la ocurrencia de eventos de manera
ası´ncrona. La generacio´n de un modelo u´nico en estos sistemas
ha llevado a que se presente una explosio´n en el nu´mero de es-
tados, lo cual conlleva una serie de inconvenientes al realizar
ana´lisis sobre ellos como test de observabilidad, o para detectar
y localizar comportamientos no normales. Para reducir la com-
plejidad, muchos enfoques de modelado han propuesto la divi-
sio´n del sistema en partes ma´s pequen˜as, (Peres et al., 2011).
En esta propuesta, el modelado de este tipo de sistemas se
realiza a partir de la divisio´n en subsistemas, donde un subsis-
tema es una parte del sistema que posee un comportamiento
particular.
La estructura a considerar, de un SED de gran escala, se
muestra en la Figura 2.
El conjunto de entradas a un SED de gran escala se clasiﬁ-
can como: Entradas = {EExC, EExP, EInP}; donde EExC y EExP
tienen el mismo signiﬁcado que para sistemas sencillos.
Para la aplicacio´n del me´todo de modelado a sistemas de
gran escala, se han dividido las sen˜ales de entrada internas a
la planta (EInP), en dos subgrupos: EInP = {GCc, LCc}; GCc
esta´ compuesto por o´rdenes de control globales que afectan a
ma´s de un subsistema, donde GCc =
{
gcc1, · · · , gccngc
}
, ngc es
Figura 2: Esquema de un SED de gran escala.
el nu´mero de o´rdenes de control globales y el conjunto LCc =
∪LCcl, donde LCcl, esta´ compuesto por o´rdenes de control que
solo afectan el subsistema l, con l = 1 · · · c, c es el nu´mero de
subsistemas. Entonces, LCcl =
{
ccl,1, · · · ccl,nl,cc
}
, nl,cc es el nu´mero
de o´rdenes de control locales en el subsistema l.
El conjunto de salidas es: S alidas = Y = ∪S l, donde S l ={
srl,nl , · · · , srl,nl,sr
}
, es decir, contiene las lecturas sensoriales asig-
nadas al subsistema l y nl,sr es el nu´mero de lecturas sensoriales
en el subsistema l.
El conjunto de entradas es U ⊂ Entradas donde,
U = {EExPuo, EExPo,GCc, LCc}, GCc, LCc,EnExPo constituyen
las entradas observables y EExPuo las entradas no-observables.
Las entradas a cada subsistema l son Ul ⊂ U donde Ul =
{ExPuo, ExPo,GCc, LCcl}, entonces Ul es el conjunto de todas las
combinaciones posibles de entradas al subsistema l. El nu´mero
total de entradas, no-observables y observables en el subsistema
l es: ml = mluo +mlo donde; mlo = neop + ngc + nl,cc. Una entrada
a un subsistema l en particular, ul,s, es una cadena de valores
binarios, tal que:
ul,s =
[
euop1 · · · euopneuop eop1 · · · epneop gcc1 · · · gccngc ccl,1 · · · ccl,ncc
]
(8)
siendo s la representacio´n decimal de la cadena.
Las salidas de cada subsistema Yl ⊂ S alidas, donde Yl =
{S rl}; entonces Yl es el conjunto de todas las combinaciones po-
sibles de salidas del subsistema l. Una salida de un subsistema
l en particular, yl, j, es una cadena de valores binarios, tal que:
yl, j =
[
srl,1 · · · srl,nl
]
(9)
siendo j la representacio´n decimal de la cadena.
La divisio´n en subsistemas se realiza con base en las rela-
ciones de funcionamiento de los dispositivos y las sen˜ales de
E/S, coherentes con ese funcionamiento en cada subsistema.
Esta clasiﬁcacio´n de sen˜ales de E/S permite generar mode-
los en cada subsistema, lo cual evita la explosio´n combinacio-
nal de estados en sistemas de gran escala. Esta descomposicio´n
modular presenta ventajas, puesto que se modelan comporta-
mientos de estados concurrentes en diferentes subsistemas, de
recursos compartidos por los subsistemas o funcionamiento co-
laborativos entre sistemas.
Esta es una ventaja importante cuando el objetivo del mo-
delo es realizar diagno´stico de fallos, como en la presente pro-
puesta.
 D.M. Mun˜oz et al. / Revista Iberoamericana de Automática e Informática industrial 13 (2016) 207–219 215
Figura 3: Lenguajes Temporizados
5.1. Modelo del SED de Gran Escala
El modelo global (modelo del sistema) es un conjunto de
modelos locales (modelos de los subsistemas) que se represen-
tan a partir de st-IPNs y e´stas se construyen a partir de su len-
guaje observable con base en el algoritmo 1.
Deﬁnicio´n 21. st-IPN para un Sistema de gran escala
Cuando se modela un subsistema se agrega el subı´ndice l,
a la st-IPN deﬁnida en la deﬁnicio´n 15, correspondiente al sub-
sistema a modelar, es decir: stQl = (Ql,Ωl, δl,OM). Con Ql =
(Nl,Uol,Yl, λl, ϕl) donde Ul =
{
ul,0, · · · , ul,2mlo −1
}
,
Yl =
{
yl,0, · · · , yl,|2nl |−1
}
, λl : TRl → Ul × δl es la funcio´n de etique-
tado en cada transicio´n del subsistema l y ϕl es la funcio´n de
salida deﬁnida como ϕl : R
(
Ql,Ml,0
) → yl, j/dyl, j, ϕl es isomo´rﬁ-
ca sobre yl, j/dyl, j. Ωl = Ul × Yl.δl es el alfabeto del subsistema.
δl := TRl × OM → f (tTR×OM) es una funcio´n de asignacio´n de
las funciones de densidad del tiempo de disparo de cada tran-
sicio´n por cada modo de operacio´n OM, en el subsistema l.4.
OM = {o0, · · · o2nec−1} es el conjunto de modos de operacio´n,
nec es el nu´mero de entradas externas al controlador.
5.1.1. Evento temporizado en subsistemas
Un evento temporizado en un subsistema l es de la forma:
ωil =
(
ul,syl, j
)
.tevl,om, i identiﬁca el instante de tiempo en el cual
se genera el evento, l es el nu´mero del subsistema, ul,s y yl, j se
calculan a partir de la (8) y la (9) y tevl,om es el tiempo transcurrido
entre los eventos ev y ev-1 en el subsistema l, para el modo de
operacio´n om. La Figura 3 explica la relacio´n del tiempo en los
subsistemas frente al sistema global.
Como se observa en la Figura 3, en la lı´nea en negro se pre-
senta una secuencia de eventos ω0ω1ω2ω3 del sistema global,
en instantes τ0 ≤ · · · ≤ τ3, en la lı´nea roja la secuencia de even-
tos ω01ω
2
1ω
3
1 para el subsistema 1 y en verde una secuencia de
eventos ω02ω
1
2ω
3
2 para el subsistema 2.
El tiempo de los eventos en los subsistemas es: tevl,om = |τev actual|−
|τev anterior |. Por ejemplo para el evento ω32 =
(
u2,sy2, j
)
.t22,om, el tiem-
po asociado es t22,oom = |τ3| − |τ1|.
5.2. Operaciones entre Modelo Global y Modelos Locales
El modelo de un sistema de gran escala, representado como
un conjunto de st-IPNs, con diversos comportamientos o mo-
dos de funcionamiento, tiene ventajas frente a un modelado del
sistema global, puesto que son ma´s fa´ciles de interpretar debido
su estructura ma´s reducida y porque modelan solo lenguajes ac-
tivos; por lo tanto permiten establecer en un instante de tiempo
cua´l subsistema funciona.
4trl,r , indica la transicio´n r en el subsistema l.
pl,q, indica el lugar q en el subsistema l.
5.2.1. Lenguaje local a partir del lenguaje global
El lenguaje de los subsistemas se puede hallar a partir de la
operacio´n de proyeccio´n de lenguajes presentada en la Deﬁni-
cio´n 6.
Dado el lenguaje de un sistema L = ω0 · · ·ωk, con ωi =(
usy j
)
.tevom, ordenando las sen˜ales de E/S comoω
i =
(
u1,s · · · uc,s)(
y1,s · · · yc,s) .tevom, la PΩl (ωi) = (ul,syl, j) .tevl,om, si ha existido un
evento temporizado en l, basado en Deﬁnicio´n 5; de lo contra-
rio PΩl
(
ωi
)
= ε.tevl,oom (Deﬁnicio´n 7). ul,s y yl, j se organizan como
en las equaciones (8) y (9), tevl,oom se halla como en la Deﬁnicio´n
7.
Por lo tanto el lenguaje de cada subsistema se puede hallar
a partir del lenguaje global.
El lenguaje del subsistema 1 representado en la Figura 3, a
partir de la proyeccio´n sobre lenguaje global es:
PtΩo
(
ω01ω
2
1ω
3
1
)
=
(
u1,sy1, j
)
.t0omε.t
1
om
(
u1,sy1, j
)
.t2om
(
u1,sy1, j
)
.t3om,
donde ω01 =
(
u1,sy1, j
)
.t0l,om, ω
2
1 =
(
u1,sy1, j
)
.t1l,om con t
1
l,om =
t1om + t
2
om y ω
3
1 =
(
u1,sy1, j
)
.t2l,om.
5.2.2. Lenguaje global a partir de lenguajes locales
Un evento del sistema global ωi en el instante τi, se ob-
tiene a partir de la operacio´n de splice sincronizado tempori-
zado, ωi = ωi1 ⊕ · · · ⊕ ωic (ver Mun˜oz et al. (2014)), donde
ωi =
(
usgy jg
)
.tevoom y t
ev
oom = min
(
th1,om · · · thc,om
)
.
Por lo tanto el lenguaje del sistema global L, se construye
por la sincronizacio´n temporal de los lenguajes de los subsiste-
mas Ll que esta´ compuesto.
Nota: El lenguaje del sistema global se puede reconstruir
si y solo si se realiza el splice sincronizado temporizado sobre
todos los subsistemas que integran el sistema global.
5.2.3. st-IPN global a partir de st-IPN locales
El modelo del sistema global representado como una st-
IPN se puede hallar a partir del Producto Sı´ncrono de st-IPNs.
(Mun˜oz et al. (2014)) o del lenguaje global construido por la
sincronizacio´n temporal de los lenguajes de sus subsistemas.
Al dividir un sistema en subsistemas, cada modelo conserva
las propiedades en cuanto a representatividad y a observabili-
dad; es decir, el modelo de un subsistema representado como
una st-IPN es un generador de lenguaje determinı´stico, capaz
de modelar comportamientos estoca´sticos y de detectar algu-
nos eventos no-observables, bajo las condiciones expuestas en
la Proposicio´n 2.
Teorema 1. Sea L (stQ) el lenguaje global compuesto por c
lenguajes locales L (stQl). Un evento ωi ∈ L (stQ) es observa-
ble en el sistema global sii ωil ∈ L (stQl) es observable en el
algu´n subsistema l, con l = 1 : c.
Demostracio´n. Condicio´n necesaria: si un evento ωi es obser-
vable en el sistema global, entonces el evento ωil es observable
en el subsistema l.
Suponiendo que ωi es observable pero ∃p ∈ [1 · · · c] | ωip es
inobservable . Como ωi =
(
usy j
)
. f
(
tevom
)
=
(
u1,s · · · up,s · · · uc,s
)
(
y1,s · · · yp,s · · · yc,s
)
. f
(
tevom
)
es observable; ∃up,s ∧ yp, j tal que
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Figura 4: Brazo Robo´tico (Patil et al., 2012);
PΩl
(
ωil
)
=
(
up,syp, j
)
porque el lenguaje del sistema global se
reconstruye a partir de todos los lenguajes locales, entonces
∃, l, | Pωil
(
ωi
)
 ε. Por lo tanto ωip es observable.
Condicio´n suﬁciente: si ωil es un evento observable en el
subsistema l en algu´n l = 1 : c, entonces ωi es observable en el
sistema global.
Asumiendo que ωip es observable, para algu´n p ∈ [1 · · · c],
pero en ωi no. ωi = ωi1 ⊕ · · · ⊕ ωip ⊕ · · · ⊕ ωic y ωip ⊂ ωi por lo
tanto ωip es observable en ω
i, lo cual contradice la suposicio´n y
el teorema queda demostrado.
6. Aplicacio´n a un Sistema Robo´tico
El sistema a considerar, para aplicar la presente propuesta
de modelado, es el sistema presentado en (Patil et al., 2012), el
cual no es un sistema de gran escala; pero sı´ es un sistema que
permite mostrar las ventajas de la propuesta.
El sistema es un brazo robo´tico para recoger piezas en las
posiciones pp1, pp2 o pp3 y colocarlas en pp0. Esta´ compues-
to por tres cilindros, dos horizontales y uno vertical; los cilin-
dros horizontales se extienden o retraen, dependiendo de la or-
den del controlador para ubicar la pieza. El cilindro vertical se
desplaza y recoge las piezas por succio´n, a partir de una so-
la orden de control. Los sensores son: uno para cada posicio´n
de los cilindros horizontales, otro incorporado en la unidad de
succio´n, sensores de posicio´n de las piezas y otro para detec-
cio´n de la pieza recogida. En la Figura 4 se presentan diferentes
conﬁguraciones para la interrelacio´n de los componentes me-
catro´nicos.
Las sen˜ales externas al controlador EExC, que deﬁnen los
modos de operacio´n, son las sen˜ales de presencia de pieza en
las posiciones 1, 2, y 3; es decir, EExC = {pp1, pp2, pp3}, don-
de ppi = {1, 0} (presencia o no presencia en posicio´n i = 1 : 3).
El brazo robo´tico comienza a trabajar cuando se detecta al me-
nos una pieza; por lo tanto los modos de funcionamiento son 7,
OM = {o1, · · · , o7}. La combinacio´n o0 no es posible porque no
existirı´a funcionamiento. Por ejemplo o1 = [001] es el compor-
tamiento del sistema en el cual hay una pieza en la posicio´n 3
(pp3 = 1).
Aunque el sistema no es un sistema de gran escala, con el
objeto de aplicar el me´todo propuesto, se ha subdividido con ba-
se en el nu´mero de dispositivos mecatro´nicos presentes, ası´: El
subsistema 1 corresponde al cilindro horizontal de la izquierda,
el cual tiene dos sensores de posicio´n sr1,1 = Lcinicio y sr1,2 =
Lc f in y dos o´rdenes de control cc1,1 = ExtLC y cc1,2 = RetLC . El
subsistema 2 corresponde al cilindro horizontal de la derecha,
tiene dos sensores de posicio´n sr2,1 = Rcinicio y sr2,2 = Rcf in y
dos o´rdenes de control cc2,1 = ExtRC y cc2,2 = RetRC . El subsis-
tema 3 corresponde al cilindro vertical, el cual tiene un sensor
que indica que la pieza ha sido colocada sr3,1 = pp0, dos sen-
sores de posicio´n sr3,2 = Vcup y sr3,3 = Vcdown, un sensor que
indica succio´n o no sr3,3 = vacı´o y dos o´rdenes de control, una
para que el cilindro baje cc3,1 = ExtVC y cc3,2 = Vac que es
la orden para vacı´o del succionador; para recoger no es necesa-
rio orden de control puesto que cuando cc3,1 no esta´ activa, el
cilindro se recoge por la compresio´n de un resorte.
Se desea modelar el comportamiento del sistema cuando
esta´ en modo de operacio´n o1, los sı´mbolos de E/S se presentan
en la tabla 1:
Los sı´mbolos se ordenan como u1,s =
[
cc1,1cc1,2
]
, u2,s =[
cc2,1cc2,2
]
, u3,s =
[
cc3,1cc3,2
]
y y1, j =
[
sr1,1sr1,2
]
,
y2, j =
[
sr2,1sr2,2
]
, y3, j =
[
sr3,1sr3,2sr3,3sr3,4
]
.
Los lenguajes en cada subsistema Ll, para el modo de ope-
racio´n o1 son:
L1 = (u1,0, y1,0) .t01,o1 (u1,2, y1,2) .t11,o1(u1,2, y1,3) .t21,o1(u1,1, y1,2)
.t31,o1
(
u1,1, y1,0
)
.t41,o1
(
u1,0, y1,0
)
.t51,o1 en τ0, τ1, τ2, τ12, τ13, τ18 ins-
tantes.
L2 = (u2,0, y2,0) .t02,o1 (u2,2, y2,2) .t12,o1(u2,2, y2,3) .t22,o1(u2,1, y2,2)
.t32,o1
(
u2,1, y2,0
)
.t42,o1
(
u2,0, y2,0
)
.t52,o1 en τ0, τ3, τ4, τ10, τ11, τ18 ins-
tantes.
L3 = (u3,0, y3,0) .t03,o1 (u3,2, y3,4) .t13,o1 (u3,2, y3,6) .t23,o1 (u3,3, y3,7)
.t33,o1
(
u3,1, y3,5
)
.t43,o1
(
u3,1, y3,1
)
.t53,o1
(
u3,3, y3,5
)
.t63,o1
(
u3,3, y3,7
)
.t73,o1(
u3,2, y3,14
)
.t83,o1
(
u3,0, y3,4
)
.t93,o1
(
u3,0, y3,0
)
.t103,o1 en τ0, τ5, τ6, τ7,
τ8, τ9, τ14, τ15, τ16, τ17, τ18 instantes.
Estos lenguajes representan el comportamiento del sistema.
En el instante τ0, los tres subsistemas esta´n en reposo (el valor
de las lecturas de los sensores es de cero y no hay o´rdenes de
control), en el instante τ1 se genera un evento en el subsistema
1, de extender el cilindro horizontal izquierdo y la respuesta
del sensor sr1,1 es inmediata, por lo tanto el evento en τ1 es:(
u1,2, y1,2
)
.t11,o1 ; al cabo de un tiempo en el instante τ2 se genera
un evento en el subsistema 1 denotado como
(
u1,2, y1,3
)
.t21,o1 ,
luego se genera un evento en el subsistema 2 denotado como(
u2,2, y2,2
)
.t12,o1 y ası´ sucesivamente.
Se considera un sistema estoca´stico por lo tanto til,oom 
f (t). Por ejemplo: ω43 =
(
u3,2, y3,6
)
.t23,o1 , t
2
3,o1
∼ N (2, 0,1) y para
1 − α = 0,95, el intervalo de conﬁanza es
[
1,804 − 2,196
]
.
Para representar este comportamiento se construyen las st-
IPNs para cada subsistema, aplicando el algoritmo 1. Cada sub-
sistema inicia con un lugar, cuya funcio´n de salida esta´ repre-
sentada por las lecturas de los sensores, y j, en τ0 y el diferencial
dy j como cadenas de ceros; es decir y1,0/00, lo cual se muestra
en la Figura 5.
Figura 5: Proceso de modelado del brazo robo´tico a partir del lenguaje: estados
iniciales
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Tabla 1: Sı´mbolos de E/S: Brazo Robo´tico
f
(
tevoom
)
O´rdenes de Control (Entradas) Lecturas Sensoriales (Salidas)
ExtLC RetLC ExtRC RetRC ExtVC Vac Lcinicio Lc f in Rcinicio Rc f in pp0 vcup vcdown vacı´o pp3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1
N (1,5, 0,12) 1 0 0 0 0 0 1 1 0 0 0 0 0 0 1
0 1 0 1 0 0 0 1 1 1 0 0 0 0 0 1
N (2, 0,1) 1 0 1 0 0 0 1 1 1 1 0 0 0 0 1
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Figura 6: Proceso de modelado del brazo robo´tico a partir del lenguaje: paso1
En τ1 el subsistema 1, evoluciona a otro estado; para esta
evolucio´n se an˜ade una transicio´n con λ
(
tr1,1
)
= u1,2.t11,o1 y se
alcanza un nuevo lugar con funcio´n de salida y1,2/10, (dy j =
10− 00); los otros subsistemas no evolucionan en este instante,
este comportamiento se puede observar en la Figura 6.
Al ﬁnal, las st-IPNs que modelan el comportamiento de los
tres subsistemas se muestran en la Figura 7.
Figura 7: Modelo del Brazo Robo´tico.
Analizando la st-IPN para el cilindro horizontal izquierdo,
se observa que se modelan comportamientos que permiten es-
tablecer si el cilindro se esta´ extendiendo o retrayendo, en los
lugares p1,1 y p1,3 respectivamente; e´sta es una ventaja que tiene
la presente propuesta frente a un modelo por auto´matas; adema´s
se puede observar que en las etiquetas de las transiciones se in-
cluye el tiempo para el modo de funcionamiento o1; pero si se
modelan ma´s comportamientos, se adicionarı´a una tabla para
discriminar los tiempos, ya que la red serı´a la misma.
6.1. Evolucio´n de la red
Para explicar la evolucio´n de la st-IPN, se ha tomado co-
mo referencia el modelo resultante del subsistema 3. Siendo
el estado actual del subsistema, el estado 1, es decir, M3,1 =
[01000000000000] con ϕ
(
m
(
p3,1
))
= y3,4/100 y dado un even-
to ω63 =
(
u3,2, y3,6
)
.t23,o1 ; si
(
u3,2, y3,6
) ∈ L(stQ3) /ω03ω53 y si
Prob
(
1,804 ≤ t23,o1 ≤ 2,196
)
≥ 1 − α; se dispara la tr3,2 con
λ3
(
tr3,1
)
= u3,2.N (2, 0,1) y con funcio´n de salida ϕ
(
m
(
p3,1
))
=
y3,4/100; alcanzando una nueva marca:
M3,2 = [00100000000000].
El lenguaje generado por las st-IPNs es el mismo que el
de los respectivos subsistemas; adema´s las redes son no deter-
minı´sticas puesto que a partir de un lugar Pq, si se dispara una
transicio´n tr j, la marca alcanzada por este disparo es u´nica.
El lenguaje del sistema global se construye por la sincroni-
zacio´n temporal de los lenguajes generados por las st-IPNs de
los subsistemas, ωi = ωi1 ⊕ · · · ⊕ ωic. (Ver Mun˜oz et al. (2014)).
Y la st-IPN del sistema robo´tico, aplicando la operacio´n de
producto sı´ncrono de st-IPNs, (Mun˜oz et al., 2014), solo para
el modo de operacio´n o1, tendra´ un estructura lineal cı´clica con
22 lugares y 22 transiciones, que es similar a la unio´n de las
estructuras de los subsistemas; pero cuando se modelan varios
modos de operacio´n en un ciclo, la estructura de los subsistemas
es ma´s sencilla que la estructura global.
El lenguaje de la st-IPN generada por el producto sı´ncrono
de las st-IPNs de los subsistemas es el mismo lenguaje legal del
sistema.
6.2. Observabilidad del Lenguaje
Para probar las ventajas de la propuesta de observabilidad
temporal expuesta en la Deﬁnicio´n 20, se han introducido even-
tos no-observables al sistema del brazo robo´tico.
El lenguaje en comportamiento normal para el subsistema 3
es:L3 = (u3,0, y3,0) .t03,o1 (u3,2, y3,4) .t13,o1 (u3,2, y3,6) .t23,o1 (u3,3, y3,7)
.t33,o1
(
u3,1, y3,5
)
.t43,o1
(
u3,1, y3,1
)
.t53,o1
(
u3,3, y3,5
)
.t63,o1
(
u3,3, y3,7
)
.t73,o1(
u3,2, y3,14
)
.t83,o1
(
u3,0, y3,4
)
.t93,o1
(
u3,0, y3,0
)
.t103,o1 en τ0, τ5, τ6, τ7,
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τ8, τ9, τ14, τ15, τ16, τ17, τ18 instantes; es decir L3 = ω03ω53ω63ω73
ω83ω
9
3ω
14
3 ω
15
3 ω
16
3 ω
17
3 ω
18
3 .
Es de aclarar que superı´ndice de t, indica la secuencia de
eventos en el subsistema 3 y el superı´ndice deω, es la secuencia
en los eventos de todo el sistema.
Considerando una entrada externa a la planta como un fallo
en la unidad del succionador; es decir EExP = { fsuc}, el sı´mbo-
lo de entrada al subsistema 3 sera´: u3,s =
[
fsuccc3,1cc3,2
]
y el de
salida y3, j =
[
sr3,1sr3,2sr3,3sr3,4
]
.
Sea s una secuencia de eventos normales en el subsistema
3, tal que: s =
(
u3,0, y3,0
)
.t03,o1
(
u3,2, y3,4
)
.t13,o1
(
u3,2, y3,6
)
.t23,o1(
u3,3, y3,7
)
.t33,o1
(
u3,1, y3,5
)
.t43,o1 en τ0, τ5, τ6, τ7, τ8 y sea t una se-
cuencia de eventos observados tal que t ∈ L3/s.
Ahora, asumiendo que en el instante τ9 se genera el fallo
en el succionador; es decir fsuc = 1, el sı´mbolo de entrada no
cambia puesto que el fallo es no-observable; pero las lecturas
sensoriales podrı´an cambiar despue´s de uno o ma´s eventos; es
decir en la secuencia t. Entonces, si la PtUo (L3)  PtUo (st) y/o
la proyeccio´n PtY (L3)  PY (st); entonces el evento de fallo
es n-observable, donde n es el nu´mero de eventos que suceden
hasta que el fallo es detectado. Por ejemplo si st es:
st =
(
u3,0, y3,0
)
.t03,o1
(
u3,2, y3,4
)
.t13,o1
(
u3,2, y3,6
)
.t23,o1
(
u3,3, y3,7
)
.t33,o1
(
u3,1, y3,5
)
.t43,o1
(
u3,1, y3,1
)
.t53,o1
(
u3,0, y3,0
)
.t63,o1
(
u3,3, y3,4
)
.t73,o1(
u3,3, y3,6
)
.t83,o1
(
u3,2, y3,14
)
.t93,o1
(
u3,0, y3,4
)
.t103,o1 en τ0, τ5, τ6, τ7,
τ8, τ9, τ14, τ15, τ16, τ17, τ18 instantes.
PtY (L3) = PtY
(
ω03
)
PtY
(
ω53
)
· · · PtY
(
ω183
)
, donde, PtY
(
ω03
)
=
PtY
((
u3,0, y3,0
)
.t03,o1
)
= PcY
(
u3,0, y3,0
)
P
(
t03,o1
)
, ver Deﬁniciones
2 y 7; entonces PtY
(
ω03
)
= y3,0.
Por lo tanto PtY (L3) = y3,0y3,4y3,6y3,7y3,5y3,1y3,5y3,7y3,14y3,4y3,0.
PtY (st) = y3,0y3,4y3,6y3,7y3,5y3,1y3,0y3,4y3,6y3,14y3,4. De don-
de se concluye que PtY (L3)  PtY (st) y el evento de fallo se
puede detectar despue´s de 2 eventos de su ocurrencia.
Pero si la entrada no es un fallo, sino un cambio en el tiempo
que tarda el cilindro horizontal en recoger el brazo, es decir,
EExP =
{
euo1
}
, el sı´mbolo de entrada al subsistema 2 no cambia
puesto que es un evento no-observable; las lecturas sensoriales
tampoco se verı´an afectadas; entonces si PtUo (L2)  PtUo (st)
el evento no-observable puede ser detectado.
El lenguaje en comportamiento normal para el subsistema 2
es L2 = (u2,0, y2,0) .t02,o1 (u2,2, y2,2) .t12,o1(u2,2, y2,3) .t22,o1(u2,1, y2,2)
.t32,o1
(
u2,1, y2,0
)
.t42,o1
(
u2,0, y2,0
)
.t52,o1 en τ0, τ3, τ4, τ10, τ11, τ18 ins-
tantes, es decir L2 = ω02ω32ω42ω102 ω112 ω182 .
Por ejemplo si st es:
st =
(
u2,0, y2,0
)
.t02,o1
(
u2,2, y2,2
)
.t12,o1
(
u2,2, y2,3
)
.t22,o1
(
u2,1, y2,2
)
.t∗32,o1
(
u2,1, y2,0
)
.t42,o1
(
u2,0, y2,0
)
.t52,o1 .
PtUo (L2) = PtUo
(
ω02
)
PtUo
(
ω32
)
· · · PtUo
(
ω182
)
, donde
PtUo
(
ω03
)
= PtUo
((
u2,0, y2,0
)
.t02,o1
)
= PcUo
(
u2,0, y2,0
)
P
(
t02,o1
)
=
u2,0.t02,o1 ; entonces:
PtUo (L2) = u2,0.t02,o1u2,2.t12,o1u2,2.t22,o1u2,1.t∗32,o1u2,1.t42,o1u2,0.t52,o1 .
Si a ≤ t∗32,o1 ≤ b, donde [a, b] es el intervalo de conﬁanza
para el tiempo t32,o1 , se considera que la variacio´n del tiempo del
evento obedece a una variabilidad propia del comportamiento
estoca´stico del sistema, de lo contrario se ha detectado un com-
portamiento que no es normal.
Lo anterior comprueba la importancia de la proyeccio´n de
eventos temporizados deﬁnida en este artı´culo, para detectar
comportamientos no normales a partir de eventos no-observables,
en sistemas estoca´sticos.
7. Conclusiones
Este artı´culo presenta un generador de lenguaje regular que
permite modelar el comportamiento observado de SED estoca´sti-
cos, representado bajo una estructura de red de Petri denomina-
da st-IPN; la cual es una extensio´n de las redes de Petri inter-
pretadas, con caracterı´sticas relevantes en cuanto a que es deter-
minı´stica, su lenguaje es el mismo lenguaje legal del sistema y
permite modelar sistemas con eventos estoca´sticos. A su vez, se
deﬁne la estructura de lenguaje regular con base en la organiza-
cio´n de las sen˜ales de entrada / salida y con base en los modos
de funcionamiento. La evolucio´n de la red se genera a partir de
eventos temporizados y el me´todo propuesto puede ser aplicado
a sistemas de gran escala a partir de la subdivisio´n en sistemas
ma´s sencillos. Adema´s se presenta un nuevo concepto de obser-
vabilidad que se ha denominado observabilidad temporal, que
permite realizar test de observabilidad en sistemas estoca´sticos.
Los resultados de este artı´culo permiten generar nuevos te-
mas de investigacio´n, relacionados con la subdivisio´n o´ptima de
sistemas, la generacio´n de eventos temporizados estoca´sticos y
la aplicacio´n en problemas de diagno´stico de fallos.
English Summary
Deterministic Generation of Regular Languages in Dis-
crete Event Systems.
Abstract
In this paper is proposed a stochastic interpreted Petri net,
(st-IPN) as a model to represent the regular language derived
from the combination of input signals in a Discrete Event Sys-
tem (DES) in closed loop. The input signals are external signals
aﬀecting the system and the control commands issued by the
controller to the plant and the output signals are the responses
of the sensors to the control commands. The st-IPN proposed is
a deterministic generator of the system legal language able to
represent sequences of stochastic timed events. The proposed
model can be applied to large-scale systems, from the division
of the system into subsystems, since the global model can be a
composition of the subsystems models.
Keywords:
Modelling of Discrete Event Systems, Petri Nets, Timed
Observability.
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