Abstract
Nomenclature
Corr (x, y) Correlation value between vector x and vector y Cov (x, y) Covariance value between vector x and vector y Standard deviation on each row (x) or perchannel Average EEG data in each row or perchannel Length of EEG data in each row or perchannel EEG data in each row or per-channel Euler's number Imaginary symbol The number of each channel EEG even-data per channel
The advantages of this study can be utilized into various fields [7] - [11] . This paper is organized as follows: Section 2 describes the fundamental and related previous work of EEG emotion recognition; Section 3 describes the proposed methods; Section 4 describes several experiments conducted on different settings; and Section 5 describes the conclusions and the future works of this research.
II. Literature Review
Emotions can be classified into two taxonomy models: 1. Discrete model which classifies the basic emotions into happiness, sadness, fear, disgust, anger, surprise; it classifies some mixed emotions such as motivational into thirst, hangers, pain, mood; moreover it classifies self-awareness into shame, shame, guilt. 2. Dimensional model which is expressed into two emotion dimensions; ie. Valence (sad, happy) and Arousal (calm, excited) [4] . Several previous researches on emotion recognition were focused on: i) utilizing speech (voice tone and discourse) with an accuracy of about 60%; ii) utilizing facial expressions and body movements with an accuracy of 78-90%. However, the experiment of emotions utilizing facial expressions required an activity far from natural human emotion. Another technique for emotion recognition used audio signal achieving a classification accuracy of about 60-90% [3] ; whereas other methods used non-linguistic vocalizations (ie. laughs, tears, screams) to recognize the complex emotional states such as anxiety, sexual interest, boredom. Bi-modal methods also incorporated audio input and facial expressions since human emotions can stimulate behavior and physiological responses while experiencing these emotions. Most of the recognition methods utilized the expression of emotions and in some cases they cannot be natural. Also, emotion recognition from facial expressions required to monitor subjects by using one face position. Whereas, audio-based recognition was difficult to implement whenever the subject had speaking disability [1] , [12] . EEG is a non-invasive technique and effective way to measure activities in brain, which are reflected by electric potentials. There are four main tasks [3] to analyze emotion based on EEG. [4] , [13] , [17] , [18] .
III. Proposed Methods
EEG signal classification provides a fast and automatic computation without any previous knowledge of particular induced emotions. The EEG signals correspond to unknown emotions to different channels and different frequency bands. The data are transformed to enhance the useful information content by using Fast Fourier Transform (FFT) which preserves useful signal content and filters out the noise. Features are selected by the mean, standard deviation, and power.
Then, the selected features are classified using the KNearest Neighbor (KNN) to classify the signals. Fig. 1 shows the block diagram of the overall procedure. The next subsections explain briefly the used fundamental techniques proponing the used methods in this research.
III.1. Emotion Classes
Self-Assessment Manikin (SAM) is a questionnaire expressed in manikin forms [19] . Each score indicates the different emotion expressions. The score of valence or arousal is among 1 to 9.
The emotions were categorized into 9 classes, which were the combination of three categories of valence scores and three categories of arousal scores. Details of each class are shown in Table I . The obtained result is better if the number of participants is greater. For the study, the participants were selected from ITS student. Total participating students were 34, among them 20 were men and 14 were women (with an average age of 20.5). The majority of EEG data recording performed during a day with total time for each participant was 25 minutes.
Emotiv EPOC is a device used to obtain EEG data from the participants. As seen in Fig. 2 , there are 14 channels used in Emotiv EPOC+, named respectively AF3, AF4, F3, F4, F7, F8, FC5, FC6, P7, P8, T7, T8, O1 and O2. Sampling rate used in the device is 128 Hz.
In this study, the proposed procedure was applied to EEG emotion recognition using pictures, music, and videos stimuli. The EEG data were taken by 20 males and 14 females participants of age among 18 and 22.
In order to record EEG data, each participant sat in a comfortable armchair in a quiet and lit room. The stimuli screen used a 42 Inch Toshiba LED Smart TV.
The participants were previously informed that they had to look at the pictures without blinking. If the stimuli is music, the participants had to listen it with closed eyes.
If the stimuli is video, the participants had to reduce their eyes blinking when watching it. After each stimulus had shown, the participants were asked to tell their valence and arousal.
III.3. EEG Signals Processing
Independent Component Analysis can eliminate noise in EEG data, among them (i) muscle movement, (ii) heart rate, (iii) eyeball movement, and (iv) eyes blinking [5] .
ICA works by separating data between noise and original EEG data. In this study, ICA was performed on each trial of all the subjects. As seen in (1), ICA transforms the data in a linear form:
where x is a mixture of EEG data (resulted from mixed EEG data and their noise), A is mixing matrix, and s is the original EEG data containing independent component (IC):
The purpose of ICA is to search for the s by estimating matrix W which is the inverse of matrix A. Thus the form of equation becomes as shown in (2) .
Because matrix W and matrix A are unknown, the value of matrix W needs to be estimated. ICA can estimate the value of W by maximizing the nonGaussian. Higher is the value of non-Gaussian from W and x, more independent will be the value of the s. 
III.4. Feature Extraction And Selection
Fast Fourier Transform (FFT) is a signal processing method which works by converting the EEG signal from the time domain to the frequency domain.
Results of FFT are 5 frequency bands of EEG data, which are (i) delta (0.5-4 Hz), (ii) theta (4-8 Hz), (iii) alpha (8-13 Hz), (v) beta (13-30 Hz), and (v) gamma (30-50 Hz). In this study FFT is carried out on each channel of the entire trials and subjects. The implementation of the FFT is formulated in (3), where X is EEG data, N is the length of EEG data, k is an index iteration from 1 to N, and i is the imaginary unit:
Some features are taken from FFT results. There are several features which are used in this study, among them mean, standard deviation, and power. To determine the most significant features between EEG and emotion, the statistical analysis: Pearson-correlation was used.
Pearson-Correlation can measure the linear relationship between two random variables [21] .
There are 2 steps for calculating Pearson-correlation which are the calculation of covariance value from two variables, and the ratio calculation of covariance result divided by the multiplication of their standard deviations.
The formula to calculate the Pearson-correlation is presented in (4) , where x and y indicate each data between the two variables. The formula to calculate the covariance is presented in (5) , where x i and y i are the data on the column number i. 
III.5. Signal Classification
K-Nearest Neighbors (KNN) is utilized in this study as classification method. KNN is a method that calculates distance between prediction data and training data.
The chosen label is taken from the nearest distances with majority label as shown in Fig. 3 The distance method used in this study is Canberra Distance (CD). The equation of Canberra Distance is shown in (6) . The classification in this study is divided into two parts: a classification with valence (high valence and low valence) and a classification with arousal (high arousal and low arousal). To measure the accuracy of the classification, it is necessary to train and test the data.
K fold cross-validation with the value K = 10 is used for separating training data and testing data.
III.6. Real-time Method
There are two stages algorithm. The first consists of offline stages utilized for getting the training data of valence and arousal. The second consists of online stages used for predicting emotion according to valence and arousal from EEG data as shown in Fig. 4 . An off-line stage allowed the identification of the most predominant features referring to the different conditions to be classified by considering that the stage of a given signal was unknown in advance. The on-line stage was the classification of a signal of which the allowance to each task was unknown in advance and had to be discovered by classification as real time. The problem at hand may be faced in the framework of machine learning problems. Fig. 5 shows an explanation of online method. The EEG signal in each second is processed to get emotion prediction. Multithreading is used to create parallel programming between data acquisition and processing.
IV. Results
EEG analysis of 31 subjects while receiving stimuli was obtained. The device used to record the EEG was Emotiv EPOC [22] . It has 16 channels (two channels are used as reference), 16 bit resolution per channel, 128 Hz sampling rate, and band-pass filtering between 0.16 and 43 Hz. The main characteristics of the measured signals based on picture, music, and video that used as stimuli to get person emotion. Each subject received stimuli continuously from 5 pictures, 25 music, and 20 videos; and every trial with period 5 seconds the subject answered the valence and arousal scores. Every second of analog EEG signals is digitized into 128 data. Every subject has 640 data for each trial; therefore, for 250 seconds each subject has 32000 data.
Band power analysis performed as standard parameters in the analysis of EEG. It is observed an absolute power in five frequency bands (delta, theta, alpha, beta and gamma) in the overall electrode sites.
EEG data observed in this study showed a certain tendency between EEG properties and SAM. Based on the results in Fig. 4 , it was found that the EEG signal has similar characteristic to SAM regarding the emotional state of the person. To investigate whether the EEG signal has a common characteristic compared to the emotion condition provided by SAM, a correlation analysis should be done between EEG signal and SAM in each channel and frequency band.
Pearson-correlation coefficient result of absolute band power and each electrode with corresponding to SAM score. According to the Table II, it was found that the absolute powers in T7 and T8 electrode have the highest correlation between EEG signal and valence SAM score in high frequency bands. Table III shows that the absolute powers in AF3, F7, FC5, T7, T8, and AF4 electrode have the highest correlation between EEG signal and arousal SAM score in high frequency bands. Generally, when both valence and arousal are compared to all the channels, T7 and T8 show the highest correlation parameters with the emotional state in high frequency bands.
Once observed a Pearson correlation analysis, it is possible to evaluate SAM scores based on the amount of EEG data. The investigation results for EEG data portion are shown in Table IV and Table V. In this study, 50 power band EEG data are obtained (by 5 seconds of EEG recording). The goal is finding the balance portion of EEG data to SAM score regarding low and high emotional condition.
In other words, the average EEG data when divided into two categories should be of about 25 data in each category.
Based on these results, a good portion of EEG data is 21 and 29 for both valence and arousal, when the EEG data is divided into valence SAM < 5 & valence SAM ≥ 5 and arousal SAM < 6 & arousal SAM ≥ 6. The classification accuracy for number of classes two (low and high) and three (low, medium, and high) is calculated for both valence and arousal in each subject.
The purpose is to measure the performance of the system. Moreover, the accuracy is calculated by various ways, among them different frequencies, scalp location, and stimuli for each subject. 
IV.1. Varying Scalp Location
The classification accuracy among each scalp location (i.e., frontal, temporal, parietal, and occipital) is compared with different categories: two valence categories, two arousal categories, three valence categories, and three arousal categories. The details of channels in each scalp location can be seen in Fig. 2. Fig.  6 , shows the average accuracy in two valence categories at 85.47% given by frontal scalp. Fig. 7 shows the average accuracy in two arousal categories at 85.73% given by frontal scalp. Fig. 8 shows the average accuracy in three valence categories at 79.01% given by frontal scalp. Fig. 9 shows the average accuracy at 79.78% given by frontal scalp. As a result, it can be concluded that the frontal lobe is more effective for classifying emotions for both valence and arousal.
IV.2. Varying Frequencies
The classification accuracy among each frequency (i.e., low frequency and high frequency) is compared with different categories: two valence categories, two arousal categories, three valence categories, and three arousal categories. Low frequency contains delta and theta, while high frequency contains alpha, beta, and gamma. Fig. 10 shows the average accuracy in two valence categories at 84.72% given by high frequency. Fig. 11 shows the average accuracy in two arousal categories at 85.22% given by high frequency. Fig. 12 shows the average accuracy in three valence categories at 78.19% given by high frequency. Fig. 13 shows the average accuracy at 77.86% given by high frequency.
As a result, it can be concluded that high frequency is more effective for classifying emotions for both valence and arousal.
IV.3. Varying Stimuli
The classification accuracy among each stimuli (i.e., low frequency and high frequency) is computed using selected channel and frequency. Fig. 14 shows the average accuracy in picture stimuli at 67.64% given by man. Fig. 15 shows the average accuracy in music stimuli at 87.85% given by woman in almost all categories (except in two arousal categories). Fig. 16 shows the average accuracy in video stimuli at 93.81% given by man in all categories. As a result, it can be concluded that the man leads higher accuracy in picture and video stimuli. Also it can be concluded that video is more effective for classifying emotions for both valence and arousal. 
IV.4. Overall Evaluation
The classification accuracy is computed using selected channel and frequency. Fig. 17 and Fig. 18 show the classification accuracy for each subject in both two and three valence/arousal categories. Table VI, Table VII,  Table VIII, and Table IX show the detail of the classification accuracy for both two and three valence/arousal categories. 
V. Conclusion
In this paper, a real-time EEG-based emotion recognition system was proposed. The emotions were categorized into 9 classes, which were the combination of three categories of valence and three categories of arousal. The method for emotion recognition consists of Fourier transform, feature extraction (minimum, maximum, average, standard deviation, power, and energy), and classification using KNN.
Each subject (person) had 250 trials, which were employed 90% for training and 10% for testing and kfold cross validation method was utilized for random selection. The accuracy of emotion recognition was computed in various trial. The results showed that the emotion recognition with frontal scalp achieved higher accuracy than temporal, parietal, and occipital scalp in all categories. Emotion recognition with high frequency achieved higher accuracy than low frequency in all categories. Emotion recognition with man subject achieved higher accuracy than women subject in almost all stimuli, except music stimuli.
Emotion recognition with video stimuli achieved higher accuracy than picture and music stimuli. Overall evaluation results showed that two categories of valence and arousal achieved accuracy of 85.79% and 87.55%; whereas emotion recognition with three categories of valence and arousal achieved accuracy of 80.44% and 81.59%.
