Introduction
A Moufang set is a set X with |X| 3, together with a collection of groups (U x ) x∈X acting on X (called root groups), such that each U x fixes x and acts regularly on X \ {x}, and such that U ϕ x = U x ϕ for each x ∈ X and each ϕ ∈ G † := U y | y ∈ X . The group G † is called the little projective group of the Moufang set, and it is clear that this group acts doubly transitively on X.
Moufang sets were introduced by Tits [11] as a tool to study absolutely simple algebraic groups of relative rank one, but the notion is important beyond its original purpose. This notion is closely related to that of a split BN-pair of rank one, which is another important notion due to Tits. Moufang sets are thus very basic, natural objects. One additional related concept is that of an 'abstract rank one group', as introduced by Timmesfeld [10] , who also introduced special rank one groups (see Definition 1.10 below). In [10, Remark, p . 26] Timmesfeld conjectured that every special rank one group with abelian unipotent subgroups is quasisimple; this conjecture is part (2) of the following.
Theorem A (Theorem 1.12 below). (1) Let (X, (U x | x ∈ X)) be a special Moufang set with |X| 5, and let G be its little projective group. Pick distinct x, y ∈ X and let H = G x ∩ G y . Then [U x , H] = U x , and hence G is perfect.
(2) Let Y be a special abstract rank one group with unipotent subgroups A and B and let K = N Y (A) ∩ N Y (B). Then A and B are abelian, and either Y ∼ = SL 2 (2) or (P)SL 2 (3), or [A, K] = A, and hence Y is quasisimple.
As noted in the abstract we characterize the root groups of a special Moufang set in terms of the permutation action and the structure of the little projective group. More precisely in § 4 we prove the following theorem.
Theorem B. Let M = {X, (U x | x ∈ X)} be a special Moufang set and let x ∈ X. Then (1) the root group U x is the unique normal subgroup of G x which is regular on X \ {x};
Root Groups Conjecture. Let M be a Moufang set; then the following hold.
(1) The root groups of M are nilpotent.
(2) If M is special, then the root groups of M are abelian.
(3) If the root groups of M are abelian, then M is special.
Part (1) of the Root Groups Conjecture (RGC) seems too hard at this point. Note that by [7, Corollary 3.2] , part (1) implies part (2) . However, we believe that a direct proof of RGC (2) is within reach, and a portion of this paper is devoted to it. We prove RGC (2) in the case when the root groups of M contain involutions.
Theorem C. If a root group of a special Moufang set contains involutions then it is (abelian) of exponent 2.
Theorem C is proved in § 5. Notice that in [9] , Suzuki essentially considered finite Moufang sets in which the root groups have even order (see [9, Theorem, p. 515] ), but he did not assume that the Moufang set is special. However on page 517 lines 16-17, he writes that it is rather difficult, even in the finite case, to show that the root groups are 2-groups and it requires character theory.
In view of Theorem C, and to resolve RGC(2), we may assume that the root groups of M do not contain involutions. By [2, Proposition 4.6 ] (see Proposition 1.6) U is uniquely 2divisible. In § 6 we use this fact to prove the following result which gives a natural path for proving RGC (2) , namely to show that the μ-maps are involutions. The μ-maps are defined in equation (1.1) below and discussed thereafter.
Theorem D. The root groups of a special Moufang set are abelian if and only if its μ-maps are involutions.
The μ-maps play a fundamental role in the analysis of a Moufang set; see [2, 3, 7] . In Corollary 6.4 we apply Theorem D to characterize the Moufang sets associated with PSL 2 (k), k a commutative field of characteristic = 2: these are precisely those special Moufang sets such that the two-point stabilizer is abelian (and the root groups contain no involutions).
In the course of working with our Moufang sets (and not necessarily the special ones), we encountered what we call the opposite Moufang set and the mirror Moufang set; these are introduced in § § 2 and 3, respectively. Finally, § 7 of this paper contains a number of results that may help in proving part (2) of the RGC.
Generalities on Moufang sets
Throughout this paper our notation follow [2] . We recall some facts and definitions and add some basic lemmas. Definition 1.1. A Moufang set is a set X with |X| 3, together with a permutation group G † Sym(X) and a family of subgroups {U x | x ∈ X} such that:
(2) U x fixes x and acts regularly on X \ {x}, for all x ∈ X;
Notice that G † is a doubly transitive permutation group. The group G † is called the little projective group of the Moufang set, and the subgroups {U x | x ∈ X} are called the root groups of the Moufang set.
Here is a way to construct a Moufang set (cf. [3] ). Start with a group U and let ∞ be a new symbol (not in U ). Let X denote the set X := U ∪ {∞}. We write U in additive notation even though we do not assume that U is commutative. For a ∈ U * := U \ {0}, we let α a ∈ Sym(X) be the permutation which fixes ∞ and maps x to x + a for every x ∈ U . Suppose that τ ∈ Sym(X) with 0τ = ∞ and ∞τ = 0, and let
Then G † := U x | x ∈ X and the subgroups {U x | x ∈ X} are candidates for being a Moufang set. These 'candidates' are encoded by the notation M(U, τ ). For a ∈ U * , let
where for group elements g, h, we denote g h = h −1 gh. These complicated-looking permutations μ a play an important role in the analysis of Moufang sets. It can be easily shown that μ a interchanges 0 and ∞, for all a ∈ U * . In particular, for a ∈ U * , τ μ a fixes 0 and ∞ and hence acts as a permutation on the set U . In the main theorem [3, Theorem 3.2] it is proved that the fact that M(U, τ ) is a Moufang set is equivalent to the fact that τ μ a ∈ Aut(U ), for all a ∈ U * . The permutations μ a , a ∈ U * , are invariants of M(U, τ ) in the following sense. First, from the definition of M(U, τ ) it follows that M(U, τ ) = M(U, ρ) for every permutation ρ ∈ Sym(X) that interchanges 0 and ∞ and satisfies U ρ ∞ = U τ ∞ = U 0 . Now, although the permutations μ a appear to depend on τ , once it is established that M(U, τ ) is a Moufang set, it turns out that μ a depends only on the subgroups U 0 and U ∞ : it is the unique element in U 0 α a U 0 that interchanges 0 and ∞ (see [2, Lemma 3.3(2)]). We observe that (cf. [2, Proposition 3.8(1)]) 
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Proof. This is obvious.
pick an element in U and denote it 0. Let + be the binary operation on U as defined in
ThusŪ a = U a and the lemma is proved.
Let us recall the definition of a special Moufang set.
holds.
We will frequently use the following fact without further reference (see [2, The following proposition is taken from [2, Proposition 4.6] and will be used several times in this paper.
Proposition 1.6. Assume that M(U, τ ) is a special Moufang set. Let a ∈ U * , let n 1 be a positive integer such that a · n = 0, and let ρ ∈ Sym(X) such that ρ interchanges 0 and ∞ and satisfies M(U, ρ) = M(U, τ ) = M(U, ρ −1 ). Then the following assertions hold.
(1) There exists a unique b ∈ U * such that b · n = a; we denote b := a · 1 n . (2) (aρ) · n = 0; (a · n)ρ = (aρ) · 1 n , and hence (a · 1 n )ρ = (aρ) · n. (3) If U is torsion-free, then U is a uniquely divisible group. (4) If b ∈ U * has finite order, then the order of b is a prime number. (5) If U is abelian then either U is an elementary abelian p-group, for some prime p, or U is a divisible torsion-free abelian group [10, Theorem 5.2(a), p. 55].
(6) Assume that U is abelian and that U · n = 0, and let s ∈ {n, n −1 }. Then xμ a·s = xμ a · s 2 , for all x ∈ U * . It follows that h a·s = h a · s 2 . Remark 1.7. Notice that in Proposition 1.6 and throughout this paper we multiply an element of U by an integer on the right. Note also that in view of Proposition 1.6, if M(U, τ ) is a special Moufang set, a ∈ U * and α = m/n ∈ Q with gcd(m, n) = 1, then if a has infinite It is evident that if M(U, τ ) is special then so is M(V, τ ). (2) Let v, w ∈ V with w = −v; then by Lemma 5.2(4) below,
by our hypothesis, (v + w)μ a , wμ a ∈ V , so (vμ w − w)μ a ∈ V and applying μ −a shows that also vμ w − w ∈ V , so vμ w ∈ V . Furthermore, by equation (1.4), (−w)μ w = w ∈ V . It now follows from Lemma 1.8 that M(V, τ ) is a special Moufang set.
We conclude this section by proving the perfectness of the little projective group of a special Moufang set, and we prove a conjecture of Timmesfeld; see [10, Remark, p. 26 ]. First we define what an abstract rank one group is. 
The following facts, which appear in [10] and inside proofs there, will be used in the proof of Theorem 1.12. To prove (4), note first that for y ∈ N Y (A),
and Y is doubly transitive on Ω). Thus since by (1) Y = AZ(Y ), A y = A, so y ∈ N Y (A) and the first part of (4) is established. The second part of (4) follows from the first since the first part applies also to B in place of A.
Note that Timmesfeld's definition of 'special' (as defined in Definition 1.10) is not precisely the assumption in (5). However, since N B (A) = 1, the b in condition ( * ) of Definition 1.10 is unique. Also, since A ∩ B = 1, the equality a b = (b −1 ) a implies that A b = B a . This shows that (5) is equivalent to condition ( * * ) of Definition 1.10.
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special abstract rank one group with unipotent subgroups A and B and let
Hence we may assume that U is of exponent 2.
, respectively; see for example [10, (2.10)(1), p. 25]. Hence we may assume that |A| 4.
Let
The opposite Moufang set
For future reference we define and briefly discuss the notion of the opposite Moufang set.
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Proof.
(1) By definition, the statement holds. (5) is a consequence of (3).
This certainly does not mean that the concept is useless; one could compare it to the fact that a quaternion algebra is isomorphic to (but not equal to) its opposite algebra.
The mirror Moufang set
In this section we start with a Moufang set M(U, τ ) and we switch the role of U 0 and U ∞ . The resulting Moufang set M(U t , τ −1 ) is the same Moufang set, that is, M(U, τ ) = M(U t , τ −1 ); however, we give it a different name: the mirror Moufang set. The reason is that the μ-maps and the Hua-maps of M(U t , τ −1 ) are different from those of M(U, τ ), and in this section we are actually interested in how they are related.
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But by definition of the μ-maps in M(U t , τ −1 ) (where the roles of U 0 and U ∞ are interchanged), we know that μ t aμa is the unique element of U ∞ α t aμa U ∞ that swaps 0 and ∞. Hence by equation (3.1),
Replacing a with aμ −a and recalling (see [2, Proposition 3.9(2)]) that μ aμ−a = μ −a , we get μ t a = μ −1 a . Now, by [2, Proposition 3.9(1)], and keeping in mind that τ t = τ −1 , we have h t a = τ t μ t a = τ −1 μ −a , which finishes the proof of this lemma.
By [2, Propositions 3.3(1), 3.9(2) and 3.10(3)], we have
It follows from [2, Proposition 3.10(5)], that
Further, if M(U, τ ) is special, then ∼a = −a and we have
Uniqueness of U in special Moufang sets
In this section we continue with the notation of [2] . We let M(U, τ ) be a special Moufang set, G its little projective group and H = G 0,∞ its Hua subgroup. Our aim in this section is to prove the following two characterizations of the root groups. We start with the proof of Theorem 4.1. We distinguish two cases according to whether U is a group of exponent 2 or not. We start with the latter case, so until Lemma 4.8 we assume that U is not a group of exponent 2. 433  434  435  436  437  438  439  440  441  442  443  444  445  446  447  448  449  450  451  452  453  454  455  456  457  458  459  460  461  462  463  464  465  466  467  468  469  470  471  472  473  474  475  476  477  478  479  480   Page 10 of 25   TOM DE MEDTS, YOAV SEGEV AND KATRIN TENT In particular, by the main result in [7] , U contains no non-trivial proper H-invariant subgroup.
( * )
Proof. Let σ ∈ C Sym(X) (G). Since G is transitive on the fixed points of σ, it follows that σ = 1 or σ has no fixed points, so (1) holds. Condition (2) holds because the left regular representation commutes with the right regular representation and (3) is immediate from (2). (2) Recall from Lemma 2. 
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Hence the first equality of (1) holds. The second equality is a similar application to the opposite Moufang set M(U o , τ), using Lemma 2.3 (5) .
(2) The statement follows from (1) by taking b = a and recalling that aμ −a = −a.
(3) In (1), take a · 2 in place of a and a in place of b. By Proposition 1.6(2), we have (a · 2)μ −a = −a · 1 2 ; so (3) follows.
(5) By [2, Proposition 3.9(2)], for b ∈ C U (a) we have μ c b a = μ ac b = μ a ; so c b commutes with μ a .
(6) By (4) and (5),
Using (2) we get μ a α −a β a μ a = α a·2 β −a·2 ; so since μ a commutes with c −a , (6) follows.
Proposition 4.6.
(1) There exists no a ∈ U * of order 2.
(2) U is a group of exponent 3.
Proof.
(1) Assume that a ∈ U * has order 2. Then by [2, Lemma 4.3(5)], μ 2 a = 1. By Lemma 4.5 (6) ,
so a is in the center of U . But the center of U is trivial, which is a contradiction.
(2) Let a ∈ U * . By (1) a · 2 = 0; so by Proposition 1.6 there exists a unique element a · 1 2 ∈ U * , such that (a · 1 2 ) · 2 = a. We have
2 is a non-zero element in the center of U , a contradiction. 
It follows that μ c = μ cμa . But the only fixed point of μ x , x ∈ U * , is x, because μ x is conjugate in G to α x (see [2, 4.3(5) ]). Thus c = cμ a which implies a = c, a contradiction.
Proof. Let W = W ∞ be a regular normal subgroup of G ∞ . Let w ∈ W ; then w = hα a , for some a ∈ U and h ∈ H. Since W G ∞ , conjugating by α a shows that α a h ∈ W , which implies that h 2 = hα a α a h ∈ W . But W is regular and h 2 fixes 0; so h 2 = 1. Thus we have shown that if hα a ∈ W , where h ∈ H, then h 2 = 1. We will find a / ∈ W and b ∈ W * such that (b + a)μ a + a ∈ W , this contradicts (i) and (ii).
For some h ∈ H we have b = a + ah ∈ W * , and so ah = a + b = a. Now (a + b)μ a + a = (ah)μ a + a = ah μa + a ∈ W because h μa ∈ H and by (iii); this contradiction completes the proof.
Special Moufang sets with Inv(U ) = ∅ have abelian root groups
In this section M(U, τ ) is a special Moufang set. We continue with the notation of [2] . 
Proof. (1) Recall that H Aut(U ); so c is independent of x (given y ∈ U * , c = cμ −y μ y = (bμ −y − aμ −y )μ y ). Therefore (1) is obtained by choosing x = b for the first equality and x = a for the second.
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(2) The first equality in (2) is [2, Proposition 3.10(5)]. Then, by (1) and [2, Proposition 3.9(2)],
For the third equality we have
(3) This is [2, Lemma 4.4(2) ]. (4) By (3),
The other equality of (4) follows similarly from the second equality in (3).
(5) This is [2, Lemma 4.4(3) ].
Parts of the following proposition are included in [4, Corollary 5, p. 412 ].
(2) If the order of a ∈ U * is a prime p, then C U (a) is a group of exponent p.
(3) If a ∈ U * is of infinite order, then C U (a) is a torsion-free uniquely divisible group.
Proof. (1) is obvious from the unique divisibility in Proposition 1.6. For (2) let b ∈ C U (a) and assume that the order of b is not p. Then the order of a + b is not p and by (1) we have (a + b) · 1 p − b · 1 p · p = a, contradicting the fact that a has no p-root in U (cf. Proposition 1.6).
Finally (3) follows from (2), because by (2) each element in C U (a) has infinite order, and by (1) and Proposition 1.6, C U (a) is uniquely divisible. Let a ∈ Inv(U ) and let b ∈ U * be an element inverted by a. We will show that b ∈ C U (a). If b ∈ Inv(U ), then we are done. Hence we may assume that b / ∈ Inv(U ). Consider the following equality of Lemma 5.2 (5) :
Since a + b ∈ Inv(U ) (because a inverts b), it follows from ( * ) that a commutes with aμ a+b and so a commutes with b + aμ b − b. Conjugating by b we see that aμ b commutes with −b + a + b, and hence if a inverts x ∈ U * \ Inv(U ), then aμ x commutes with −x + a + x.
In what follows we will use the following facts from [2, Proposition 4.10]:
for all γ, δ ∈ Q such that b · γ, b · δ are well defined. Notice that the uniqueness of roots in U implies that a inverts b · γ for every γ ∈ Q for which b · γ is well defined. Now, let α, β ∈ Q such that b · α and b · β are well defined. From equation (5.1)
Applying μ −b·α μ b·β ∈ Aut(U ) to equation (5.3)
Replacing in this last equality β with α and α with −β
From equations (5.3) and (5.4), using ( * * ) we see that
Notice that we have used (5.2) which implies that aμ b·β μ b·α inverts b (because μ b·β μ b·α ∈ Aut(U )). Since a and aμ bβ μ bα invert b, it follows that a + aμ b·β μ b·α centralizes b. But by equation (5.5), a commutes with c := a + aμ b·β μ b·α − b · (α + α 2 β ) · 2 and c commutes with b. Hence, if c = 0 then, by ( * * ), c is an involution, and hence b is an involution. We have thus shown that
Taking α = β = −1 in equation (5.6) we get
But taking β = −1 and α = 2 in equation (5.6) we also get
Hence
Applying μ b on both sides of this equality and using equation (5.2) we obtain aμ −b = aμ b· 1 2 or a = aμ b· 1 2 μ b . (5.9)
But from equations (5.6) and (5.9) a = aμ b· 1 2 μ b = a + b · 6, so b · 6 = 0. Since the order of b is a prime (see Proposition 1.6(4)) and b / ∈ Inv(U ) we see that b · 3 = 0. But then, by [2, 4.10(5) ], μ 4 −b = 1 and, by equation (5.7) ,
This is a contradiction and the proof of the proposition is complete.
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Proof. Let b ∈ U * . We will show that b ∈ Inv(U ). Assume not, and let a ∈ Inv(U ); then aμ a+b = −b + a + aμ b − b, and conjugating by b we see that −b · 2 + a + aμ b ∈ Inv(U ), by Lemma 5.1. Thus aμ b inverts −b · 2 + a, and so, by Proposition 5.4, we have −b · 2 + a is an involution. It follows that a inverts −b · 2 and hence a inverts b. But then, by Proposition 5.4, b is an involution, a contradiction.
The following fact is well known, but our proof below relies only on the Feit-Thompson odd order theorem but not on further results related to the classification of finite simple groups.
Corollary 5.6. Assume that M(U, τ ) is finite; then U is abelian.
Proof. By Theorem 5.5, we may assume that |U | is odd; so, by the Feit-Thompson theorem, U is solvable. But by [7, Theorem 1.2] , U is characteristically simple, and so U is abelian.
Special Moufang sets in which the μ-maps are involutions having abelian root groups
Throughout this section M(U, τ ) is a special Moufang set. Furthermore we assume that Inv(U ) = ∅, and hence, by Proposition 1.6, U is uniquely 2-divisible. We start with the following lemma. Proof. We start with
Indeed,
Next we claim that if aμ 2 −a+b+a = a, then aμ −b+a = −a + b · 2 + a + aμ b+a − a + b · 2 + a. Since aμ 2 −a+b+a = a, we obtain from equations (6.1) and (6.
and this shows (6.2). Our next claim is
Using Lemma 6.1, it follows from equation (6.2) that
However by Lemma 5.2 (5) ,
and substituting in equation (6.5) gives the equality in equation (6.4) .
We can now proceed with the proof of the proposition.
(1) Set x = −a + b · 2 + a, y = b · 2 and z = aμ −b+a . Since aμ −b+a = aμ −a+b , equation (6.4) may be written as
Thus, by unique 2-divisibility, −x + z = −y + z, so x = y; that is, a commutes with b · 2, and so, by unique 2-divisibility, a commutes with b.
(2) We claim that
This is because by equation (6.1) and the hypothesis in (2) for x = b,
Also
because by the hypothesis in (2) for x = −a + b and by Lemma 5.2 (5) ,
Comparing (6.6) and (6.7) we get
Therefore, equation (6.8) says that x + y = −y + x, and it follows that (x + y) · 2 = x · 2. By unique 2-divisibility, x + y = x; so y = 0 or b · 2 + a = a + b · 2. It follows that a commutes with b · 2 and hence (again by unique 2-divisibility) a commutes with b.
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Proof. By [2, Lemma 5.1], if U is abelian, then μ 2 a = 1 for all a ∈ U * ; so (i) implies (ii) (and this is regardless of whether Inv(U ) is empty or not). Assume that μ 2 a = 1 for all a ∈ U * ; then (iii) follows by Lemma 6.1 (2) and (i) follows by Proposition 6.2 (1) . Finally, by Proposition 6.2(2), we have (iii) implies (i).
A corollary to Theorem 6.3 is the following characterization of the Moufang set associated with PSL 2 (k), where k is a commutative field of characteristic = 2. Finally, if G † is Zassenhaus, then for each a ∈ U * , the element μ 2 a ∈ G † has at least three fixed points 0, ∞ and a, and hence μ 2 a = 1 for all a ∈ U * . By Theorem 6.3 again, U is abelian.
Toward a general proof of RGC(2)
In this section we collect some results that will hopefully become useful for the general proof of part (2) of the RGC. We assume that M(U, τ ) is a special Moufang set and that Inv(U ) = ∅. Notice that by Proposition 1.6 this implies that U is uniquely-2-divisible. Throughout this section p denotes an odd prime.
if U contains elements of order p, then every element in U is the sum of of two elements of order p.
Proof. By Lemma 5.2(5), aμ a+b = −b − a + aμ b − b, so (1) holds. For (2) we choose a of order p, and then by Lemma 5.1, −b + aμ a+b + b and aμ b have order p. Since U is 2-divisible, and b is an arbitrary element of U * , it follows that b · 2 is an arbitrary element of U * . Thus −b · 2 − a is an arbitrary element of U \ {−a} and so part (2) (2) a and b have the same order;
(5) a, b is nilpotent of class 2; (6) if a has order 3 then a and b commute.
Proof. First we claim that aμ a+b = −b · 2, (7.2) because by Lemma 5.2 (5) ,
(1) Using Proposition 1.6(2) Lemma 5.2(5) we have (4) is a consequence of Lemma 7.6.
(5) Assume now that the order of a is not 3. Note that by part (2), the order of b is not 3 either. Using Lemma 7.11(2) below we get 
It follows that
By [2, Proposition 4.9(4)] we get (b − a)μ b = ±(a + b), (7.4) and applying μ b to both sides of (7.4) gives (a + b)μ b = ±(b − a). (7.5) Using (7.4), (7.5) and Lemma 5.2(4) we obtain
Taking the plus sign in the RHS of (7.6) gives ±(b − a) = a, which says that either b = 0 or b = −a, a contradiction. Thus we have
Taking the minus sign in the LHS of (7.7) implies that a = b, which is impossible. Hence b − a = −b − a − b or −b − a = −a − b as asserted.
Notation 7.8. Let a ∈ U * . We denote by G a the following group.
(1) If |a| = ∞, or |a| < ∞ and μ 2 a = 1, G a := PGL 2 (F a ). (2) If |a| < ∞ and μ 2 a = 1 = μ 4 a , then we let j / ∈ F a be an element with j 2 = −1 ∈ F a (thus {1, −1, j, −j} is a cyclic group of order 4) and G a := g g | g ∈ SL 2 (F a ), 0 1 1 0 , where g = 1 if g ∈ SL 2 (F a ) and g = j otherwise. Multiplication in G a is defined by ( g g)( h h) = ( g h ) (gh).
Lemma 7.9. Let a, b ∈ U * and assume that aμ b = a. Set H := X a , μ b . Then the following hold.
(1) μ b normalizes X a .
(2) If |a| ≡ 1 (mod 4), then H = X a . This shows that μ b normalizes X a .
(2) If b ≡ 1 (mod 4), then by Lemma 7.7(4), b = a · t, for t = √ −1 ∈ F a ; so μ b ∈ X a and (2) follows.
(3) Suppose that a ≡ 1 (mod 4). Let ϕ be as stated above. Then by equation (7.8),
Since √ −1 / ∈ F a , this shows that (μ b )ϕ / ∈ X a ϕ. It follows that H = X a . By Lemma 7.7(3), |H/X a | = 2. By equation (7.9), ϕ a can be extended to a homomorphism ϕ as claimed.
We believe that our next result will eventually lead to a proof that C U (a) is abelian for all a ∈ U * .
Hypothesis Ab. Let a ∈ U * . We will say that a satisfies Hypothesis Ab if C U (a) * μ a = C U (a) * . Proposition 7.10. Let a ∈ U * and assume that C U (a) * μ a = C U (a) * . Then (1) [aμ x , bμ x ] = 0 for all b ∈ C U (a) * and x ∈ U * ;
(2) C U (a) * μ x = C U (a) * = C(aμ x ) * for all x ∈ C U (a) * and hence C U (a) is either an abelian group of exponent p, for some prime p, or a Q-vector space.
Proof. (1) Let b ∈ C U (a) * . By hypothesis, bμ a ∈ C U (a); so since μ −a μ x ∈ Aut(U ), we have 0 = [aμ −a μ x , bμ a μ −a μ x ] = [−aμ x , bμ x ].
This shows (1).
(2) Let b, x ∈ C U (a) * with b − x = 0. By Lemma 5.2(4), (b + x)μ a = (bμ x − x)μ a + xμ a .
By hypothesis (b + x)μ a , xμ a ∈ C U (a), hence also (bμ x − x)μ a ∈ C U (a). But then, by hypothesis, bμ x − x = (bμ x − x)μ a μ −a ∈ C U (a). It follows that bμ x ∈ C U (a). We have thus shown that C U (a) * μ x = C U (a) * . Now C U (aμ x ) = C U ((−a)μ a μ x ) = C U (a)μ a μ x = C U (a)μ x = C U (a).
Set V := C U (a). Then, by Lemma 1.8, M(V, μ a ) is a special Moufang set. But a is in the center of V , and since M(V, μ a ) is special, the center of V is either V or trivial (this follows from [7, Theorem 1.2]). Thus V = C U (a) is abelian. The rest of (2) follows from Proposition 5.3, since M(V, μ a ) is a special Moufang set and V is abelian.
We conclude this section with a lemma that gives various relations among the elements of U .
Lemma 7.11. Let a, b ∈ U * and let 1 n < |a|. Then
