Abstract-Although there are many evolutionary algorithms (EAs) for solving constrained optimization problems, there are few rigorous theoretical analyses. This paper presents a time complexity analysis of EAs for solving constrained optimization. It is shown when the penalty coefficient is chosen properly, direct comparison between pairs of solutions using penalty fitness function is equivalent to that using the criteria "superiority of feasible point" or "superiority of objective function value." This paper analyzes the role of penalty coefficients in EAs in terms of time complexity. The results show that in some examples, EAs benefit greatly from higher penalty coefficients, while in other examples, EAs benefit from lower penalty coefficients. This paper also investigates the runtime of EAs for solving the 0-1 knapsack problem and the results indicate that the mean first hitting times ranges from a polynomial-time to an exponential time when different penalty coefficients are used.
I. INTRODUCTION

E
VOLUTIONARY algorithms (EAs), including genetic algorithm (GA), evolutionary strategy (ES), and evolutionary programming (EP), are population-based iterative stochastic techniques for solving optimization problems, which are inspired from modeling the processes of natural selection and genetic evolution [1] - [3] . With many successful applications of EAs in various optimization problems, the theoretical study of EAs has now attracted more and more attention [4] - [6] . Theoretical study can help us to think about and understand the mechanism of EAs more precisely and effectively, and also guide us to design more efficient EAs in practice.
The early intuitive theoretical work on binary GAs includes the schema theorem, implicit parallelism, and building block hypothesis, which focus on analyzing algorithm and data structure, but ignore the convergence and time complexity of the algorithms [1] , [2] . The theoretical work using Markov chain has analyzed the convergence of EAs very well, since Markov models have a direct and strong explanation of how the algorithms converge [7] . These early works of Markov chain study, however, failed to incorporate the fitness function and selection mechanism of EAs. As a result, the convergence analysis of EAs is not essentially different from that of general stochastic algorithms.
It is not adequate to analyze the convergence of EAs. The runtime of an EA for combinatorial optimization problems, i.e., the computation time for EAs to reach its optimal, is an important topic in the theoretical study of EAs. Recently, there appeared a few rigorous computational time analyses of EAs for combinatorial optimization problems. The major works in this area include long path problems by Rudolph [8] ; the time complexity analysis of EAs incorporating mutation mechanism but without selection by Garnier et al. [9] ; the statistical dynamics of the royal road GA by Nimwegen et al. [11] ; runtime studies using simple EA to solve different kinds of functions such as linear function by Droste et al. [12] and quadratic polynomial functions by Wegener et al. [13] ; time complexity analysis through drift analysis [14] and absorbing Markov chain [15] by He et al.; the first hitting time analysis of population-based EAs by He et al. [16] ; a proof that crossover really can help by Jansen et al. [17] ; the study of the time complexity of multiple objective EAs by Laumanns et al. [18] , and others.
Many real-world optimization problems involve a number of constraints that the optimal solution must satisfy. Due to their importance in practice, they have been arousing the interest of researchers from diverse areas, including engineering, computer science, economics, and mathematics. While population-based EAs have special advantages in solving constrained optimization problems [19] , [20] , the theoretical analysis is scarce and difficult. The purpose of this paper is to implement an initial investigation into analyzing the runtime of EAs for constrained optimization problems, which has not been done before.
The rest of this paper is organized as follows. Section II introduces the concept of time complexity of EAs and lists several existing major results. Section III discusses the constrainthandling techniques of EAs for constrained optimization problems. Section IV analyzes the time complexity of the EAs using penalty functions. Section V analyzes the mean first hitting time of the EA for the 0-1 knapsack problem, and Section VI concludes this paper.
II. EAS AND THEIR TIME COMPLEXITY ANALYSIS
A. Evolutionary Algorithm
Here, we consider the maximization of pseudo-Boolean functions (1) The EA generally uses two kinds of mutation which are called local mutation (LM) and global mutation (GM), respectively. 1) LM randomly chooses a bit from the individual and flips it. 2) GM flips each bit of individual independently with probability . GM can have any bitwise mutation probability, but that is the most popular choice and will be used for this analysis. The EA is a simple but effective random hillclimbing EA. It is a basic model to analyze EA's time complexity. The methodology and results of analyzing the EA's time complexity are of theoretically importance, as well as instructiveness to more general and complicated theoretical analysis.
Generally, the population sequence generated by an EA without adaptive mutation can be modeled by a homogenous Markov chain. If the EA takes an elitism selection, then the population stochastic process introduced by the EA is an absorbing Markov chain whose absorbing set is the optimal solution(s).
B. Absorbing Markov Chain
Basic knowledge of the absorbing Markov chain is introduced as follows. Its details can be found in any literature regarding "random process" (e.g., [21] , we can obtain the total computation time used by an EA to find the optimal solution (here, we measure the computation time through the number of operations in EAs, not CPU time). Let be the encoding length of an individual. For the binary representation, is the string length. Assume for each generation, , , , and are the computation time in recombination, mutation, selection, and fitness evaluation, respectively, then the mean computation time for the EA to find an optimal solution will be starting from state For a given crossover, mutation, and selection operator, it is usually not difficult to estimate the computation time of , , , and for one generation. For example, for one individual, at one generation, the implementation of the GM needs steps, and the LM needs only one step. In this paper, it is assumed that at each generation, the implementation of these operators takes only polynomial steps in and the computation times of , , , and are polynomial for each generation. If at some generation, one of these operators needs exponential steps to implement, and then the EA is an exponential algorithm. Such form of EA will not be discussed in this paper. In practice, EAs seldom adopt a mutation, crossover, or selection operator, which needs exponential steps to implement. However, the polynomial-time for each generation does not guarantee that the total computation time is polynomial because the mean first hitting time may be exponential. So, we need to investigate whether is a polynomial or not. This is the emphasis of this paper.
From the above formula and analysis, it is easy to see that is the decisive factor in analyzing the time complexity of an EA. In this paper, we pay attention only on estimating the first hitting time, rather than the total computation time used by an EA.
The following two theorems can be used to estimate the mean hitting time of EAs when they are modeled by homogenous absorbing Markov chains. [21] .
The maximum vector norm of is denoted as . Let be a matrix, the induced matrix norm associated with the maximum vector norm is denoted as .
Theorem 2:
. Proof: From Theorem 1,
, we can get .
C. Time Complexity of Several Popular Functions
During the last years, progress has been made to estimate the time complexity of EAs for optimization problems. There are a number of well-known artificial functions whose time complexities by EAs have been analyzed. Here, we give the formal definitions for these functions and cite the results on the expected optimization time of the EA. All problems in this section are maximization problems. These results are taken as a bottom line for the comparison and construction when we analyze the runtime of EAs for constrained optimization problems.
Definition 2: For , define
The function is called a linear function, its unique optimal solution is . OneMax is a special case of linear function when . is called a deceptive problem with a unique optimal point of . The unique optimal solution of is . Theorem 3: For maximization problems (2)- (4), the expected runtimes of local EA are
Theorem 4: For maximization problems (2)- (5), the expected runtimes of global EA are
III. EAS FOR CONSTRAINED OPTIMIZATION PROBLEMS
The general nonlinear programming (NLP) problem is described as (6) where , is the search space, is an -dimension discrete or continuous variable (generally it is a continuous variable, but in this paper, we only consider a special case: is a binary string), is the objective function, ( ) are inequality constraint functions, and are equality constraint functions. The objective is to find a feasible solution that has the lowest objective evaluation among all feasible solutions. As NLP is difficult in nature, it has been arousing a great deal of interest from researchers in the fields of mathematics and computer science. Studies on solving NLP using EAs are very active. Several methods for handling NLP by EAs are available in literature [19] and [20] . In the survey article [20] , Coello divides these EAs into five categories: penalty functions, special representations and operators, repair algorithms, separation of objectives and constraints, and hybrid methods. In this section, we focus on the penalty function method, as well as the method using "superiority of feasible point" that separate objectives and constraints. We will prove that they are equivalent under certain conditions.
Most of EAs for NLP are based on penalty functions that penalize constraint violations. In the penalty function method, the fitness function is defined as the sum of objective and a penalty term which depends on the constraint violations. Define the distance function for individual to the feasible space as (7) Then, is the individual's degree of violation of constraints. It also represents the distance for to the feasible space.
A simple exterior penalty function can be constructed based on (7) as follows: (8) where is the penalty coefficient increasing with the number of evolution generation. The optimal solution of unconstrained minimizing problem (8) converges to the optimal solution of the constrained optimal problem (6) as [22] . So, the constrained optimization problem is transformed into an unconstrained optimization problem. Equation (8) is the fitness value of individual in EAs. A drawback of this method is the difficulty in choosing penalty coefficients.
Penalties may be chosen to be static, dynamic, adaptive, or modified by annealing rules. Equation (8) can take several other forms, for example, the dynamic function constructed by Joines et al. [23] is (9) where is the number of evolution generation, , , are adjustable coefficients.
Deb [24] proposed a nonparameter penalty function EA for constrained optimization problems in which an individual is evaluated by if is feasible if is infeasible (10) where is the maximized objective function value among current population's feasible solutions.
When two individuals based on the fitness function (10) are compared using binary tournament selection (i.e., two solutions are compared at a time), the following criteria are applied. D1) A feasible solution is superior to an infeasible solution. D2) Between two feasible solutions, the one having a better objective function value is preferred. D3) Between two infeasible solutions with unequal constrained violations, the one having small constrained violation is preferred. Powell et al. [25] and Hinterding et al. [26] have proposed similar methods. The fitness function (10) falls into the category of overpenalization since all feasible solutions are superior to infeasible solutions. Runarsson et al. [27] analyzed the effect of penalty coefficients on the rank of individuals in population, and proposed a random ranking method to balance objective and penalty functions.
In order to distinguish two infeasible solutions with equal constrained violations, we propose the following criterion. D4) Between two infeasible solutions with equal constrained violations, the one having a better objective function value is preferred. The tournament selection criteria D1 D4 can be simplified as following two criteria based on constrained violation. C1) Between two individuals with unequal constrained violations, the one having small constrained violation is preferred. C2) Between two individuals with equal constrained violations, the one having a better objective function value is preferred. We call criteria C1 C2 "superiority of feasible point."
Similarly, we define tournament selection criteria based on objective function value as follows. O1) Between two individuals with unequal objective function values, the one having a better objective function value is preferred. O2) Between two individuals with equal objective function values, the one having small constrained violation is preferred. We call criteria O1 O2 "superiority of objective function value."
The main difference of EAs using (8) and (10) as the fitness function is that: function (8) is a penalty function with penalty parameter, while function (10) is a penalty function without penalty parameter. The following theorem, however, shows that when penalty coefficient is chosen properly, the EA using parameter penalty function (8) as the fitness function can be a nonparameter penalty function EA in some sense.
Theorem 5: For NLP (6) , is individual 's degree of violation of constraints.
(i) If exists, then when , the binary tournament selection operator using (11) as a fitness function with penalty factor is equivalent to that using criteria , i.e., "superiority of feasible point."
(ii) If exists, then when , the binary tournament selection operator using function (11) as a fitness function with penalty factor is equivalent to that using criteria , i.e., "superiority of objective function value." (iii) If both and exist, then when , the comparison between individuals using the penalty function (11) 
IV. THE ROLE PLAYED BY THE PENALTY FACTORS IN EAS
EAs are a kind of general stochastic optimization algorithms that have been applied to solve both unconstrained and constrained optimization problems. Most of the EAs for solving constrained problems are based on penalty formulations that transform an NLP problem into an unconstrained problem (8) . According to the convergence theorem of penalty function methods [22] , when the penalty coefficient , the optimal solution for unconstrained minimization problem (8) converges to the optimal solution of the original constrained minimization problem (6) . Therefore, the penalty coefficient is often chosen to be large enough in EAs. The following three examples, however, suggest that this choice may not be always "good" if regarding EAs' time complexity. In the following examples 1 and 2, a larger penalty coefficient may easily lead the algorithm to the optimal solution. On the contrary, Example 3 shows that a smaller penalty coefficient is better than a larger one. For , denote , and define the set , .
1) Example 1: For (12)
The optimal solution of constrained optimization problem (12) The 0-1 knapsack problem is a classical combinatorial optimization problem in the field of algorithm analysis. A number of mathematical techniques, including dynamic programming and branch and bound algorithms, have been used to solve this problem. It is known to be NP-complete [28] in nature, i.e., either it can be solved in polynomial-time if , or it cannot be solved in polynomial-time if
. The most accepted algorithms in the literatures are the pseudo-polynomial algorithm and fully polynomial-time approximation scheme [28] . Different heuristic algorithms, including EAs, have been proposed for this problem [2] , [3] . The knapsack problem is generally described as follows:
where or 1, , , , , and is the profit of item , is the weight of item , represents the maximum weight of the knapsack.
A number of researchers have investigated the 0-1 knapsack problem using EAs, and various representations have been used. The binary bit pattern, which represents the summation terms, is the most commonly used representation for this problem because it is natural to the problem. In this section, we use the binary representation to encode solutions and penalty functions to handle constraints.
The constrained maximization problem KNAP can be transformed into a negative constrained minimization problem. According to function (8) , an individual is evaluated using (17) where is the penalty coefficient. The time complexity analysis of EAs for solving general knapsack problems is very complicated and difficult. This paper only focuses on the following two instances of the 0-1 knapsack problem where or 1, , for some . The optimal solution of KNAP1 is , where satisfy the condition where or 1, . KNAP2 is similar to the deceptive problem, and the optimal solution is . The following derives the mean runtimes of the penalty function EA with LM operator and GM operator for KNAP1 and KNAP2, respectively.
Proposition 4: For KNAP1, the expected runtime of local EA using function (17) as the penalty function is the following. Proof: See the appendix. As a summary, Table II shows the expected runtime of the local EA using a penalty function for KNAP2. From this example, we can see that when penalty coefficient is too high or too low, the local EA cannot find the optimum. Proposition 7: For any , if the penalty coefficient , then with a probability of , the expected runtime of the global EA using function (17) as the penalty function for KNAP2 is . Proof: See the appendix. When the penalty coefficient , the time complexity analysis of the global EA using function (17) as the penalty function for KNAP2 is much more complicated. However, we conjecture that the expected runtime is exponential time.
From Propositions 4-7, it is shown that the time complexity of the EA for solving the 0-1 knapsack problem may be polynomial, exponential, and infinite, dependent on the choices of penalty coefficients.
VI. CONCLUSION
As an important branch of modern heuristic algorithms, EAs have been successfully applied to a number of real-world optimization problems but their theory is not well developed. In this paper, we have presented an initial time complexity analysis for EAs on constrained optimization problems, which is seldom discussed before. We have discussed EAs using penalty function methods in terms of runtime time. As a case study, we have analyzed the classical 0-1 knapsack problem. Our analysis has shown that in some examples, EAs have benefited greatly from higher penalty coefficients, while in other examples, EAs benefit from lower penalty coefficients. Our theoretical result is consistent with our experience from practice, i.e., we should choose suitable penalty coefficients for different instances, not a fixed high or low penalty coefficient for all instances. Unfortunately, we still cannot make any theoretical predication on the choice of suitable penalty coefficients.
The theoretical study of EAs for classical combinatorial optimization problems is still in its infantile stage; the time complexity analysis for EAs is far behind that for classical deterministic algorithms. While current theoretical research of EAs generally focuses on some so-called artificial functions, more work needs to be done on study of time complexity of EAs for real-world and complicated problems in the future.
APPENDIX
This appendix contains the complete proofs of the main results described in this paper.
Proof of Theorem 5: (i) Let , be two individuals. Let us take function (11) as the fitness function and compare these two individuals. There are two different cases. From the above discussion, we reach the conclusion of Part (ii). (iii) The results can be obtained from a) and b).
Proof of Proposition 1:
(i) First, we show that the upper bound is . Let be the function of constraint violation degree, then According to Theorem 5, when , the EA using the fitness function as penalty function is equivalent to the EA of "superiority of feasible point." The algorithm processes through two epochs.
• Epoch 1: The population evolves from infeasible space to feasible space. For , according to (8) , the fitness function is For , the probability for the EA to mutate to some is greater than . Similar to the OneMax function, the expected runtime of population from infeasible space to feasible space is . • Epoch 2: When the individual is a feasible solution, if is not the optimal solution , let , where . The probability that the offspring is a feasible solution and reach the string , is at least . Since of these steps are sufficient to reach the optimal solution, the expected runtime to reach the optimal solution is This proves the upper bound. Second, the lower bound can be proved as follows. From the initial individual , the probability of the algorithm to reach a new string by mutation equals . So, the expected runtime of the EA from to is . While the probability of the algorithm from to by mutation is at most , the expected runtime of the EA from to is . Hence, the expected runtime of the EA reaches the path , , is . So, the expected runtime needed from the initial individual to the optimal solution is .
( (ii) Similar to the proof of Proposition 4(ii), when , according to function (18) , the EA actually does not converge to the required optimal feasible solution, i.e., the set . Instead, it converges to . The rest of the proof is similar to that of Proposition 5(i).
Proof of Proposition 6:
(i) Let be the degree function of constraint violation, i.e.,
. From function (17) , the penalty function is shown in (19) at the bottom of the page. According to Theorem 5,  . If the penalty coefficient , the EA using penalty function (19) as fitness function is equivalent to that using objective function as the fitness function. The local EA will never reach the optimal point unless the initial state is . According to Theorem 1, the mean first hitting time of stochastic process is given by the equation at the top of the page. From the above linear equations, we obtain the claim. (iv) According to Theorem 5,  . If the penalty coefficient , then the EA using the penalty function (19) as fitness function is equivalent to EA with criteria of "superiority of feasible point." The rest of the proof is similar to (iii).
Proof of Proposition 7:
According to Theorem 5, . When , the EA using the penalty function (19) is equivalent to EA with criteria of "superiority of feasible point."
By Chernoff bounds (see [29] ), for any , the probability that the initial string has at least of ones equals , i.e., exponentially close to one. So, with a probability of , the initial string has the property and . The probability that such string reach optimal solution by mutation is at most This proves the claim. 
