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LINEAR INVISCID DAMPING AND ENHANCED DISSIPATION FOR
THE KOLMOGOROV FLOW
DONGYI WEI, ZHIFEI ZHANG, AND WEIREN ZHAO
Abstract. In this paper, we prove the linear inviscid damping and voticity depletion phe-
nomena for the linearized Euler equations around the Kolmogorov flow. These results con-
firm Bouchet and Morita’s predictions based on numerical analysis. By using the wave
operator method introduced by Li, Wei and Zhang, we solve Beck and Wayne’s conjecture
on the optimal enhanced dissipation rate for the 2-D linearized Navier-Stokes equations
around the bar state called Kolmogorov flow. The same dissipation rate is proved for the
Navier-Stokes equations if the initial velocity is included in a basin of attraction of the
Kolmogorov flow with the size of ν
2
3
+, here ν is the viscosity coefficient.
1. Introduction
In this paper, we study the incompressible Navier-Stokes equations on the torus T2δ ={
(x, y) : x ∈ T2πδ, y ∈ T2π
}
with 0 < δ ≤ 1:
(1.1)
 ∂tV − ν∆V + V · ∇V +∇P = 0,∇ · V = 0,
V |t=0 = V0(x, y).
Here V =
(
V 1(t, x, y), V 2(t, x, y)
)
, P (t, x, y) denote the velocity and pressure of the fluid
respectively, and ν ≥ 0 is the viscosity coefficient. When ν = 0, (1.1) is reduced to the Euler
equations.
It is easy to see that VNS = (−a0e−νt cos y, 0) for any constant a0 is a special solution of
(1.1) called the bar state or Kolmogorov flow. The bar states are physically relevant due to
the fact that they can be viewed as maximum entropy solutions of the Euler equations, as
well as the fact that they dominate the flow when the aspect ratio of the torus δ < 1 [11].
The first part of this paper is devoted to studying the linear inviscid damping for the
linearized Euler equations around the Kolmogorov flow (− cos y, 0), which take in the vorticity
formulation: {
∂tω + Lω = 0,
ω|t=0 = ω0(x, y),(1.2)
where ω = ∂xV
2 − ∂yV 1 is the vorticity and
L = u(y)∂x + u′′(y)∂x(−∆)−1, u(y) = − cos y.(1.3)
Since the breakthrough work on Landau damping by Mouhot and Villani [28], the inviscid
damping has been a very active field as an analogues of Landau damping in hydrodynamics.
Bedrossian and Masmoudi [7] proved nonlinear inviscid damping for the 2-D Euler equations
around the Couette flow (y, 0) for the perturbation in Gevrey class. On the other hand, Lin
and Zeng [23] proved that nonlinear inviscid damping is not true for the perturbation in Hs
for s < 32 . For general shear flows, the linear inviscid damping is also a difficult problem
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due to the presence of nonlocal part u′′(y)∂x(−∆)−1. In such case, the linear dynamics is
associated with the singularities at the critical layers u = c of the solution for the Rayleigh
equation
(u− c)(φ′′ − α2φ)− u′′φ = f.
Case [12] gave a first prediction of linear damping for monotone shear flow. His prediction
was confirmed by a series of works [29, 30, 36, 37], and finally by our work [34]. Roughly
speaking, if u(y) ∈ C4 is monotone and L has no embedding eigenvalues, then
‖V (t)‖L2 ≤
C
〈t〉‖ω0‖H−1x H1y , ‖V
2(t)‖L2 ≤
C
〈t〉2 ‖ω0‖H−1x H2y ,
for the initial vorticity ω0 satisfying
∫
T
ω0(x, y)dx = 0 and PLω0 = 0, where PL is the spectral
projection to σd
(L).
For non-monotone flows such as Poiseuille flow u(y) = y2 and Kolmogorov flow u(y) =
cos y, it is even difficult to predict the inviscid damping due to strong degeneration of the
Rayleigh equation at critical points. Based on Laplace tools and numerical computations,
Bouchet and Morita [10] gave a first prediction of the inviscid damping for non-monotone
flows, especially Kolmogorov flow. Instead of vorticity mixing mechanism in the monotone
case, they found that the depletion phenomena of the vorticity at the stationary streamlines
plays the key mechanism leading to the inviscid damping for non-monotone flows. In our
work [35], we confirmed the predictions of Bouchet and Morita about the linear damping
and the vorticity depletion phenomena for a class of shear flows (u(y), 0) in a finite channel
denoted by K, which consists of the function u(y) satisfying u(y) ∈ H3(−1, 1), and u′′(y) 6= 0
for critical points(i.e., u′(y) = 0) and u′(±1) 6= 0. Moreover, for a class of symmetric flows
including Poiseuille flow, we obtained the same decay rate of the velocity as in the monotone
flow.
In this paper, we extend the linear inviscid damping and the vorticity depletion phenomena
to the Kolmogorov flow on the torus. These results confirm Bouchet and Morita’s predictions
based on numerical computations. The first result is the linear inviscid damping.
Theorem 1.1. Let δ ∈ (0, 1) and ω(t, x, y) be the solution of (1.2) with ∫
T2πδ
ω0(x, y)dx = 0.
Then it holds that
1. if ω0(x, y) ∈ H−
1
2
x H1y , then
‖V (t)‖L2 ≤
C
〈t〉‖ω0‖H− 12x H1y
;
2. if ω0(x, y) ∈ H
1
2
xH2y , then
‖V 2(t)‖L2 ≤
C
〈t〉2 ‖ω0‖H 12x H2y
;
3. if ω0(x, y) ∈ H
1
2
xHky for k = 0, 1, there exists ω∞(x, y) ∈ H
1
2
xHky such that
‖ω(t, x+ tu(y), y)− ω∞‖L2 −→ 0 as t→ +∞.
Remark 1.2. When δ = 1, Proposition 4.3, 4.5, 4.7 still hold for |α| ≥ 2. Thus, we can
obtain the following decay result:
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1. if ω0(x, y) ∈ H−
1
2
x H1y , then
‖P≥2V (t)‖L2 ≤
C
〈t〉‖ω0‖H− 12x H1y
;
2. if ω0(x, y) ∈ H
1
2
xH2y , then
‖P≥2V 2(t)‖L2 ≤
C
〈t〉2 ‖ω0‖H 12x H2y
.
Here and in what follows, P≥2 denotes the orthogonal projection of L2(T2) to the subspace{
f ∈ L2(T2) : f(x, y) = ∑
|α|≥2
f̂(α, y)eiαx
}
.
The second result is the behavior of the solution at critical points y = kπ for k ∈ Z, which
in particular confirms the vorticity depletion phenomena found by Bouchet and Morita [10].
Theorem 1.3. Let δ ∈ (0, 1) and ω(t, x, y) be the solution of (1.2) with ∫
T2πδ
ω0(x, y)dx = 0.
Then for s > 12 , it holds that for all k ∈ Z,
1. if ωe(x, y) ∈ H1+sx H3y , then for x ∈ T2πδ, |t| > 1,
|ω(t, x, kπ)| ≤ C|t|‖ωe‖H1+sx H3y ;
2. if ωe(x, y) ∈ H1+sx H3y , then for x ∈ T2πδ, |t| > 1,
|V 2(t, x, kπ)| ≤ C|t|2 ‖ωe‖H1+sx H3y ;
3. if ωo(x, y) ∈ Hs−
1
2
x H3y , then for x ∈ T2πδ, |t| > 1,
|V 1(t, x, kπ)| ≤ C
|t| 32
‖ωo‖
H
s− 1
2
x H3y
.
Here ωe(x, y) =
1
2(ω0(x, y) + ω0(x,−y)) and ωo(x, y) = 12(ω0(x, y)− ω0(x,−y)).
Recently, Lin and Xu [22] proved the linear inviscid damping for shear flows including
Kolmogorov flow in the following sense:
lim
T→∞
1
T
∫ T
0
‖V (t)‖2L2dt = 0.
Their proof is based on the Hamiltonian structure of the linearized Euler equation and an
instability index theory recently developed by Lin and Zeng [24].
The second part of this paper is devoted to studying the 2-D incompressible Navier-Stokes
equation with small viscosity on the torus. The vorticity formulation takes{
ωt − ν∆ω + V · ∇ω = 0,
ω|t=0 = ω0(x, y).(1.4)
Experiments and numerical studies [14, 26] have shown that the solutions of the nearly inviscid
2-D incompressible Navier-Stokes equations will approach to some quasi-stationary(metastable)
states such as the bar stats and dipole states in a much shorter time than the diffusive time
O( 1ν ). Then they dominate the dynamics for very long time intervals. Afterwards they decay
on the diffusive time scale. See [1] for a similar phenomena for Burgers equation with small
viscosity.
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To explain the metastability phenomena, Beck and Wayne [2] considered the linearized
Navier-Stokes equations around the bar states, which are relatively easy to analyse from a
mathematical view of point. Moreover, the bar states are more physically relevant in the case
when the aspect ratio of the torus δ < 1 [11]. The linearized Navier-Stokes equations around
the Kolmogorov flow VNS = (−a0e−νt cos y, 0) take as follows{
∂tω + Lν(t)ω = 0,
ω|t=0 = ω0(x, y),(1.5)
where
Lν(t) = −ν∆− a0e−νt cos y∂x(1 +∆−1).(1.6)
To study the dynamic of (1.5), the main difficulty is that the linearized operator Lν(t) is
nonself-adjoint, nonlocal and time-dependent. In [2], the authors dropped nonlocal part of
Lν(t) and considered the following model equation
∂tω − ν∆− a0e−νt cos y∂xw = 0.
Using the hypocoercive method introduced by Villani [33], they proved the enhanced dissi-
pation rate of the solution in some Banach space X(see (3.7) in [2]):
‖ω(t)‖X ≤ Ce−M
√
νt‖w0‖X
for any t ∈ [0, τ/ν]. This decay rate is much faster than the diffusive decay of e−νt. The
mechanism leading to the enhanced dissipation is due to mixing. See [3, 13, 20, 8, 9] and
references therein for more relevant works. Let us mention recent important progress [4, 5,
6] on the enhanced dissipation for Couette flow (y, 0) in T × R applied to the subcritical
transition.
For the full linearized operator Lν(t), Beck and Wayne numerically computed the eigen-
values of −Lν(t) for a fixed time. The real parts of the eigenvalues are negative and scale
like
√
ν. Based on these analysis, Beck and Wayne conjectured that the same result should
hold for the full linearized equation. The following theorem gives an affirmative answer to
Beck and Wayne’s conjecture.
Theorem 1.4. Given δ ∈ (0, 1) and τ > 0, there exist constants c1 > 0, C > 0, such that if
ω satisfies (1.5) with ω0 ∈ L2 and
∫
T2πδ
ω0(x, y)dx = 0, then it holds that for 0 ≤ t ≤ τ/ν,
‖ω(t)‖L2 ≤ Ce−c1
√
νt‖ω0‖L2 ,
‖V (t)‖H˙1xL2y ≤
Ce−c1
√
νt
√
1 + νt3
‖ω0‖L2 .
When δ = 1, it holds that for 0 ≤ t ≤ τ/ν,
‖P≥2ω(t)‖L2 ≤ Ce−c1
√
νt‖P≥2ω0‖L2 ,
‖P≥2V (t)‖H˙1xL2y ≤
Ce−c1
√
νt
√
1 + νt3
‖P≥2ω0‖L2 .
Remark 1.5. When δ = 1, the operator 1 + ∆−1 has two additional kernels {sinx, cos x},
which yield two family of exact solutions {e−νt sinx, e−νt cos x} of the linearized Navier-Stokes
equations. Thus, we have to make the projection P≥2 for the solution in order to obtain the
enhanced dissipation.
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In [22], Lin and Xu proved the enhanced dissipation in the sense: if
∫
T2πδ
ω0(x, y)dx = 0,
then for any τ > 0 and ǫ > 0, if ν is small enough,
‖P≥2ω(τ/ν)‖L2 ≤ ǫ‖P≥2ω0‖L2 for δ = 1,
‖ω(τ/ν)‖L2 ≤ ǫ‖ω0‖L2 for δ < 1.
The proof is based on the Hamiltonian structure of the linearized Euler equation and RAGE
theorem as in [13].
Very recently, Ibrahim, Maekawa and Masmoudi [19] proved the same decay rate of the
vorticity for the following equation:
∂tω + Lνw = 0, Lν = −ν∆− a cos y∂x(1 + ∆−1),
which is the linearized equation of the 2-D Navier-Stokes equation with a force (−aν cos y, 0)
around the Kolmogorov flow (−a cos y, 0). Their proof is based on the pseudospectral bound
of Lν . Pseudospectra is an important concept in understanding the hydrodynamic stabil-
ity [31, 32] due to the non-normality of the linearized operators. Gallay et al. applied the
pseudospectra method to study the stability of the Lamb-Oseen vortex in the regime of high
circulation Reynolds number [18, 15, 25, 16, 21, 17]. Recently, McQuighan and Wayne [27]
applied a similar method to revisit the metastability problem of the viscous Burgers equa-
tion. However, it seems difficult to apply the pseudospectra method to the time-dependent
operators such as Lν(t).
As announced in a work by Li and the first two authors [21], the wave operator method
could be used to solve Beck and Wayne’s conjecture. In [21], we solved Gallay’s conjecture on
pseudospectral and spectral bounds on the Oseen vortices operator. One of the key ideas is to
transform a nonlocal operator into a local one by constructing a wave operator. In this work,
the analysis on linear inviscid damping naturally gives rise to our desired wave operator.
Moveover, we also use the completely different method to handle the local operator.
Let us point out that the extra decay factor 1√
1+νt3
of the velocity in Theorem 1.4 comes
from the inviscid damping mechanism of Kolmogorov flow. Even for the time-independent
operator Lν , it seems difficult to deduce this decay estimate from the resolvent estimate.
This decay estimate of velocity plays an important role in the following nonlinear enhanced
dissipation result.
Theorem 1.6. Given δ ∈ (0, 1), τ > 0, γ > 23 and C1 > 1, there exist constants c2, c3 ∈ (0, 1),
such that if 0 < ν < c2, ω0 ∈ L2, ‖(I − P2)ω0‖L2 ≤ νγ , and C−11 ≤ ‖P2ω0‖L2 ≤ C1, then the
solution to (1.4) satisfies
‖P6=0ω(t)‖L2 ≤ Ce−c3
√
νt‖P6=0ω0‖L2
for all 0 < t < τ/ν. Here P2 denotes the orthogonal projection of L
2(T2δ) to the subspace
W2 = span{sin y, cos y}.
Remark 1.7. The stability threshold νγ for γ > 23 may be not optimal. We can only achieve
the stability threshold ν
3
4 if we do not use the enhanced dissipation with an extra decay factor
of the velocity.
Remark 1.8. The case of δ = 1 is a challenging problem. In this case, we need to consider
the linearized Navier-Stokes equations around the dipole states such as
e−νt(− sin y, sinx), e−νt(− cos y, cos x).
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2. Sketch of the proof
In this section, we present a sketch of the proof of main theorems.
2.1. Linear inviscid damping. The basic ideas are similar to [34, 35]. We introduce the
stream function ψ so that V = (∂yψ,−∂xψ) and −∆ψ = ω. In terms of ψ, the linearized
Euler equation (1.2) takes
∂t∆ψ + u(y)∂x∆ψ − u′′(y)∂xψ = 0,
here u(y) = − cos y. Taking the Fourier transform in x, we get
(∂2y − α2)∂tψ̂ = iα
(
u′′(y)− u(y)(∂2y − α2)
)
ψ̂.
Inverting the operator (∂2y − α2), we obtain
− 1
iα
∂tψ̂ = Rαψ̂,(2.1)
where
Rαψ̂ = −(∂2y − α2)−1
(
u′′(y)− u(∂2y − α2)
)
ψ̂.(2.2)
Let Ω be a simple connected domain including the spectrum σ(Rα) of Rα. We have the
following representation formula of the solution to (2.1):
ψ̂(t, α, y) =
1
2πi
∫
∂Ω
e−iαtc(c−Rα)−1ψ̂(0, α, y)dc.(2.3)
In this way, the large time behaviour of the solution ψ̂(t, α, y) is reduced to the study of the
resolvent (c−Rα)−1.
Let Φ be a solution of the inhomogeneous Rayleigh equation: ∂2yΦ− α2Φ−
u′′
u− cΦ = f,
∂yΦ(−π) = ∂yΦ(π), Φ(−π) = Φ(π),
(2.4)
with f(α, y, c) = ω̂0(α,y)iα(u(y)−c) . Then we find that
(c−Rα)−1ψ̂(0, α, y) = iαΦ.(2.5)
To study the large time behaviour of ψ̂, one of key ingredients is to establish the limiting
absorption principle:
Φ(α, y, c ± iε)→ Φ±(α, y, c) for c ∈ Ranu,
as ε→ 0. In [35], we established the limiting absorption principle for shear flows in the class
K, and proved that Φ± is bounded in H1y . These information is enough to show that the
velocity decays to 0 as the time tends to infinity in L2 sense. These results can be easily
extended to the Kolmogorov flow.
To obtain the explicit decay estimates of the velocity, we need to know more precise
behaviour of the limit function Φ±. As in the case of symmetric flows, we decompose the
solution of (2.4) into the odd part and even part. Each part can be handled as in the
monotonic flow. Main difference is that 1u(y)−c is more singular for c = u(0) and c = u(π).
For the symmetric flow considered in [35], 1u(y)−c is singular only at c = u(0). Due to
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the singularity of 1u(y)−c , we can only establish the uniform estimates of the solution of the
homogeneous Rayleigh equation in the weighted space:
(u− c)(φ′′ − α2φ)− u′′φ = 0.(2.6)
The details will be presented in section 3.
In section 4, we solve the inhomogeneous Rayleigh equation. In section 5, we prove the
limiting absorption principle and give the solution formula of the linearized Euler equations.
Again, the decay estimates of the velocity will be proved by using the dual method. More
precisely, for f = (∂2y − α2)g with g ∈ H2(0, π) ∩H10 (0, π),∫ π
0
ψ̂o(t, α, y)f(y)dy = −
∫ u(1)
u(0)
Ko(c, α)e
−iαctdc,
and for f = (∂2y − α2)g with g ∈ H2(0, π) and g′(0) = g′(π) = 0,∫ π
0
ψ̂e(t, α, y)f(y)dy = −
∫ u(1)
u(0)
Ke(c, α)e
−iαctdc,
where ψ̂o and ψ̂o are the odd part and even part of ψ̂ respectively. Thus, the decay estimates
are reduced to the regularity of the kernels Ko and Ke. In section 6, we prove the decay
estimates of the velocity under the regularity assumptions on the kernels. Section 7 and
section 8 are devoted to the regularity of the kernels.
In section 9, we prove the decay estimates of the vorticity and velocity at critical points.
2.2. Enhanced dissipation. Motivated by [21], we will use the wave operator method to
study the enhanced dissipation. We will construct a wave operator D, which satisfies the
following basic properties:
1. D
(
cos y(1 + (∂2y − α2)−1)ω
)
= cos yD(ω);
2. (1− α−2)‖ω‖2L2 ≤ ‖D(ω)‖2L2 ≤ ‖ω‖2L2 ;
3. ‖ sin y(D(∂2yω)− ∂2yD(ω))‖L2 ≤ C(|α|‖ω‖L2 + ‖∂yω‖L2).
See section 10 for more properties.
In section 11, we establish the linear enhanced dissipation. First of all, we study the decay
estimates for the model without nonlocal term in a short time scale ν−
1
2 . Our method is
based on the change of unknown, which is very different from the hypocoercive method used
by Beck and Wayne. Then we use the wave operator method to establish the decay estimates
for the model with nonlocal term. Finally, the linear enhanced dissipation was obtained by
using some kind of iteration argument.
In section 12, we establish the nonlinear enhanced dissipation. The proof is based on
the linear enhanced dissipation, especially the decay estimate of the velocity. Another key
observation is that the basic energy dissipation ensures that if C−11 ≤ ‖P2ω(0)‖L2 ≤ C1, then
C−1 ≤ ‖P2ω(t)‖L2 ≤ C for 0 < t < τ/ν.
The proof used the iteration argument again.
3. The homogeneous Rayleigh equation
To solve (2.4), we first construct a smooth solution of the homogeneous Rayleigh equation
on [−π, π] with u(y) = − cos y:
(u− c)(φ′′ − α2φ)− u′′φ = 0,
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where the complex constant c will be taken in four kinds of domains given by
D0 ,
{
c ∈ (−1, 1)},
Dǫ0 ,
{
c = cr + iǫ, cr ∈ [−1, 1], 0 < |ǫ| < ǫ0
}
,
Blǫ0 ,
{
c = −1 + ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
Brǫ0 ,
{
c = 1− ǫeiθ, 0 < ǫ < ǫ0, π
2
≤ θ ≤ 3π
2
}
,
for some ǫ0 ∈ (0, 1). We denote
Ωǫ0 , D0 ∪Dǫ0 ∪Blǫ0 ∪Brǫ0 .(3.1)
3.1. Rayleigh integral operator. Given |α| ≥ 1, let A be a constant larger than C|α| with
C ≥ 1 independent of α.
Definition 3.1. For a function f(y, c) defined on [0, π] × Ωǫ0, for k = 0, 1, 2 and j = 0, 1,
we define
‖f‖Xk
0
def
= sup
(y,c)∈[0,π]×D0
∣∣∣∣ u′(yc)kf(y, c)cosh(A(y − yc))
∣∣∣∣,
‖f‖Xj
def
= sup
(y,c)∈[0,π]×Ωǫ0
∣∣∣∣ u′(yc)jf(y, c)cosh(A(y − yc))
∣∣∣∣,
where yc ∈ [0, π] satisfies u(yc) = cr with
cr = Re c for c ∈ Dǫ0 ∪D0, cr = −1 for c ∈ Blǫ0 , cr = 1 for c ∈ Brǫ0 .(3.2)
Definition 3.2. For a function f(y, c) defined on [0, π]× Ωǫ0, we define
‖f‖YC
def
=
2∑
k=0
∑
β+γ=k
A−k‖∂βy ∂γc f‖Xγ
0
+A−3‖∂2c∂yf‖X3
1
.
where
‖f‖X3
1
def
= sup
(y,c)∈[0,π]×D0
∣∣∣∣ Au′(yc)2f(y, c)cosh(A(y − yc))(A + u′(yc)/u1(y, c)2)
∣∣∣∣
with u1(y, c) =
cos yc−cos y
y−yc .
Definition 3.3. Let yc be as in Definition 3.1 with cr defined by (3.2). The Rayleigh integral
operator T is defined by
T (f)
def
= T0 ◦ T2,2(f) =
∫ y
yc
1
(u(y′)− c)2
∫ y′
yc
f(z, c)(u(z) − c)2dzdy′,
where
T0f(y, c)
def
=
∫ y
yc
f(z, c)dz,
Tk,jf(y, c)
def
=
1
(u(y) − c)j
∫ y
yc
f(z, c)(u(z) − c)kdz, j ≤ k + 1.
Let us first list some basic properties of cos y and sin y, which will be used frequently. The
proof is easy and we omit it.
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Lemma 3.4. There exists a constant C so that for any y, yc ∈ [0, π],
C−1 max
|y′−yc|+|y′−y|=|y−yc|
sin y′ ≤ cos yc − cos y
y − yc ≤ C max|y′−yc|+|y′−y|=|y−yc| sin y
′,
C−1 sin
y + yc
2
≤ cos yc − cos y
y − yc ≤ C sin
y + yc
2
,
1
π
y(π − y) ≤ sin y ≤ 4
π2
y(π − y).
In particular, we have ∣∣∣(y − yc)(sin y + sin yc)
cos yc − cos y
∣∣∣ ≤ C,∣∣∣ ∫ yc
y
(y − yc)2
(cos yc − cos y)2dy
′
∣∣∣ ≤ C
sin yc
.
Throughout this paper, we denote
u1(y, c) =
cos yc − cos y
y − yc =
∫ 1
0
sin(yc + t(y − yc))dt.(3.3)
Lemma 3.5. There exists a constant C independent of A such that
‖Tf‖YC ≤
C
A2
‖f‖YC , ‖Tf‖X0 ≤
C
A2
‖f‖X0 .
Moreover, if f ∈ C([0, π]× Ωǫ0), then
T0f, T2,2f, Tf ∈ C
(
[0, π]× Ωǫ0
)
.
Proof. Let us prove the first inequality. A direct calculation shows that
‖T0f‖Xk
0
= sup
(y,c)∈[0,π]×D0
∣∣∣∣ 1coshA(y − yc)
∫ y
yc
u′(yc)kf(z, c)
coshA(z − yc) coshA(z − yc)dz
∣∣∣∣
≤ sup
(y,c)∈[0,π]×D0
∣∣∣∣ 1coshA(y − yc)
∫ y
yc
coshA(z − yc)dz
∣∣∣∣‖f‖Xk0
≤ 1
A
‖f‖Xk
0
.(3.4)
Using the fact that for any 0 < y < y′ < yc or yc < y′ < y < π,
|u(y′)− u(yc)| ≤ |u(y)− u(yc)|,(3.5)
we deduce that
‖T2,2f‖Xk
0
≤ sup
(y,c)∈[0,π]×D0
∣∣∣∣ y − yccoshA(y − yc)
∫ 1
0
cosh tA(y − yc)dt
∣∣∣∣‖f‖Xk0
≤C
A
‖f‖Xk
0
,(3.6)
which along with (3.4) shows that for k ≥ 0,
‖Tf‖Xk
0
≤ C
A2
‖f‖Xk
0
.(3.7)
Using the fact that for any 0 < y < y′ < yc or yc < y′ < y < π, |u(y′) − u(yc)| ≤
|u(y)− u(yc)|, thus |u(y′)− c| ≤ |u(y)− c|, we get by Lemma 3.4 that
‖Tk,k+1f‖Xj+1
0
+ ‖u′(y)Tk,k+1f‖Xj
0
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≤ C sup
(y,c)∈[0,π]×D0
∣∣∣∣ 1coshA(y − yc)
∫ 1
0
cosh tA(y − yc)dt
∣∣∣∣‖f‖Xj
0
≤ C‖f‖
Xj
0
.(3.8)
It is easy to see that
∂yTf(y, c) = T2,2f(y, c),
∂cTf(y, c) = 2T0 ◦ T2,3f(y, c)− 2T0 ◦ T1,2f(y, c) + T∂cf(y, c),
∂2yTf(y, c) = −2u′(y)T2,3f(y, c) + f(y, c).
Then it follows from (3.4), (3.6) and (3.8) that
‖∂yTf‖X0
0
+ 1A‖∂2yTf‖X00 + ‖∂cTf‖X10 ≤
C
A‖f‖X00 +
C
A2
‖∂cf‖X1
0
.(3.9)
It is easy to see that
Tk,k+1f(y, c) =
∫ 1
0
f(yc + t(y − yc), c)t
ku1(yc + t(y − yc), c)k
u1(y, c)k+1
dt,
from which and the fact that |∂cu1(y, c)| ≤ Cu′(yc) , we can deduce that∣∣∣∣u′(yc)j∂cTk,k+1f(y, c)coshA(y − yc)
∣∣∣∣ ≤ C
(‖f‖
Xj−1
0
u1(y, c)2
+
‖∂yf‖Xj−1
0
+ ‖∂cf‖Xj
0
u1(y, c)
)
.(3.10)
Direct calculations show that
∂y∂cTf(y, c) = 2T2,3f(y, c)− 2T1,2f(y, c) + T2,2∂cf(y, c),
∂y∂
2
cTf(y, c) = 2∂cT2,3f(y, c)− 2∂cT1,2f(y, c)
+ 2T2,3∂cf(y, c)− 2T1,2∂cf(y, c) + T2,2∂2c f(y, c),
and
∂2cTf(y, c) =2∂cT0T2,3f(y, c)− 2∂cT0T1,2f(y, c) + ∂cT∂cf(y, c)
=2T0∂cT2,3f(y, c)− 2T0∂cT1,2f(y, c) + f(yc, c)
3u′(yc)2
+ 2T0T2,3∂cf(y, c)− 2T0T1,2∂cf(y, c) + T∂2c f(y, c).
It follows from (3.8) and (3.6) that
‖∂y∂cTf‖X1
0
≤ C‖f‖X0
0
+
C
A
‖∂cf‖X1
0
.(3.11)
By (3.10), we have∣∣∣∣u′(yc)2T0∂cTk,k+1f(y, c)coshA(y − yc)
∣∣∣∣ ≤ u′(yc)coshA(y − yc)
∫ y
yc
coshA(y′ − yc)
∣∣∣∣u′(yc)∂cTk,k+1f(y′, c)coshA(y′ − yc)
∣∣∣∣ dy′
≤Cu′(yc)
∣∣∣∣∫ y
yc
1
u1(y′, c)2
dy′
∣∣∣∣ ‖f‖X00 + CA(‖∂yf‖X00 + ‖∂cf‖X10 )
≤C‖f‖X0
0
+
C
A
(‖∂yf‖X0
0
+ ‖∂cf‖X1
0
)
,
from which, (3.4) and (3.8), we infer that
‖∂2cTf‖X2
0
≤ C‖f‖X0
0
+
C
A
‖∂yf‖X0
0
+
C
A
‖∂cf‖X1
0
+
C
A2
‖∂2c f‖X2
0
,(3.12)
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By (3.8) and (3.10), we get∣∣∣∣u′(yc)∂y∂2cTf(y, c)coshA(y − yc)
∣∣∣∣ ≤ C‖f‖X00u1(y, c)2 + C‖∂yf‖X00u′(yc) + C‖∂cf‖X10u′(yc) + C‖∂
2
c f‖X2
0
Au′(yc)
,
which implies that
‖∂y∂2cTf‖X3
1
≤ CA‖f‖X0
0
+ C‖∂yf‖X0
0
+ C‖∂cf‖X1
0
+
C
A
‖∂2c f‖X2
0
.(3.13)
Putting (3.7), (3.9) and (3.11)-(3.13) together, we conclude the first inequality. The esti-
mate of T in X0 norm is similar to (3.7).
Now we check the continuity. We have
T2,2(f) =
∫ 1
0
(y − yc)(u(yc + t(y − yc))− c)2
(u(y)− c)2 f(yc + t(y − yc), c)dt.
Using the fact that for any 0 < y < y′ < yc or yc < y′ < y < π,
∣∣∣ (u(y′)−c)2(u(y)−c)2 ∣∣∣ ≤ 1 and
the continuity of (y−yc)(u(yc+t(y−yc))−c)
2
(u(y)−c)2 , and Lebesgue’s dominated convergence theorem, we
conclude the continuity of T2,2f . The continuity of Tf follows from Tf = T0 ◦ T2,2f . 
3.2. Existence of the solution. We solve the homogeneous Rayleigh equation on [0, π]:
(3.14)
{
φ′′ − α2φ− u′′u−cφ = 0,
φ(yc, c) = u(yc)− c, φ′(y, c)
∣∣
y=yc
= u′(yc).
Proposition 3.6. There exists φ1(y, c) ∈ C
(
[0, π]×Ωǫ0
)
such that φ(y, c) = (u(y)−c)φ1(y, c)
is a solution of the Rayleigh equation (3.14). Moreover, ∂yφ1(y, c) ∈ C
(
[0, π]×Ωǫ0
)
, and there
exists ǫ1 > 0, C > 0 such that for any ǫ0 ∈ [0, ǫ1) and (y, c) ∈ [0, π]× Ωǫ0,
|φ1(y, c)| ≥ 1
2
, |φ1(y, c) − 1| ≤ C|y − yc|2,
where the constants ǫ1, C may depend on α.
Proof. By Lemma 3.5, the operator 1−α2T is invertible in the spaces YC and X0∩C
(
[0, π]×
Ωǫ0
)
. Therefore, we may take
φ1(y, c) = (1− α2T )−11 =
+∞∑
k=0
α2kT k1,
which converges in both YC and X0 ∩ C
(
[0, π] × Ωǫ0
)
. Then φ1(y, c) ∈ C
(
[0, π] × Ωǫ0
)
.
Moreover, for c ∈ D0, we have
T k1(y, c) ≥ 0, φ1(y, c) ≥ 1,
which ensures that there exists ǫ1 > 0 so that for any ǫ0 ∈ [0, ǫ1) and (y, c) ∈ [0, π]× Ωǫ0 ,
|φ1(y, c)| ≥ 1
2
, |φ1(y, c)| ≤ C.
Thanks to φ1 = 1 + α
2Tφ1, we have
φ1(y, c) =1 +
∫ y
yc
α2
(u(y′)− c)2
∫ y′
yc
φ1(z, c)(u(z) − c)2dzdy′,(3.15)
from which, it follows that(
(u− c)2φ′1
)′
= α2φ1(u− c)2, φ1(yc, c) = 1.
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Let φ(y, c) = (u(y)− c)φ1(y, c). Then φ(y, c) satisfies the Rayleigh equation (3.14).
It follows from (3.15) that
|φ1(y, c)− 1| ≤α2
∫ y
yc
∫ z
yc
|φ1(y′, c)|
∣∣∣∣u(y′)− cu(z) − c
∣∣∣∣2 dy′dz ≤ C|y − yc|2.
As ∂yφ1(y, c) = α
2T2,2φ1(y, c), by Lemma 3.5, we have ∂yφ1(y, c) ∈ C
(
[0, 1] × Ωǫ0
)
. 
We need the following extra properties of φ1(y, c).
Lemma 3.7. For c ∈ D0, it holds that
1. φ1(y, c) ≥ 1;
2. ∂yφ1(y, c) > 0 for y ∈ (yc, π] and ∂yφ1(y, c) < 0 for y ∈ [0, yc);
3. for any given M0 > 0, there exists a constant C only depending on M0 such that for
β + γ ≤ 2, |y − yc| ≤M0/|α|
|u′(yc)γ∂βy ∂γc φ1(y, c)| ≤ C|α|β+γ ,
|u′(yc)2∂y∂2cφ1(y, c)| ≤ C
(
|α|3 + α
2u′(yc)
u1(y, c)2
)
.
Proof. The first two properties are a direct consequence of (3.15). By Lemma 3.5, we have
‖φ1‖YC ≤ 2 if we take A = C|α| for some constant C independent of α. The third property
follows from the definition of YC norm. 
3.3. Uniform estimates of the solution. The goal of this subsection is to establish some
uniform estimates in wave number α for the solution φ(y, c) for c ∈ D0 of the Rayleigh
equation given by Proposition 3.6.
Without loss of generality, we always assume α ≥ 1 in the sequel. We introduce
F(y, c) = ∂yφ1(y, c)
φ1(y, c)
, G(y, c) = ∂cφ1(y, c)
φ1(y, c)
,
G1(y, c) = F
u′(yc)
+ G = 1
φ1
( ∂y
u′(yc)
+ ∂c
)
φ1,
where φ1(y, c) =
φ(y,c)
u(y)−c and yc ∈ [0, π] satisfying c = u(yc) for c ∈ D0.
Proposition 3.8. There exists a constant C independent of α such that
φ1(y, c) − 1 ≤ Cmin{α2|y − yc|2, 1}φ1(y, c),
C−1αmin{α|y − yc|, 1} ≤ |F(y, c)| ≤ Cαmin{α|y − yc|, 1},
C−1eC
−1α|y−yc| ≤ φ1(y, c) ≤ eCα|y−yc|,
|∂βy ∂γc φ1(y, c)| ≤ Cαβ+γφ1(y, c)/u′(yc)γ , β + γ ≤ 2,
|∂cφ1(y, c)| ≤ Cφ1(y, c)αmin{1, α|y − yc|}
u′(yc)
,
and ∣∣∣( ∂y
u′(yc)
+ ∂c
)
φ1(y, c)
∣∣∣ ≤ Cmin{1, α2|y − yc|2}φ1
u′(yc)2
,∣∣∣( ∂y
u′(yc)
+ ∂c
)2
φ1(y, c)
∣∣∣ ≤ Cmin{1, α2|y − yc|2}φ1
u′(yc)4
.
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Proof. Step 1. Estimates of F and ∂kyφ1 for k = 0, 1, 2.
Recall that φ1 = 1 + α
2T (φ1), which implies that
φ1(y, c) − 1 ≤ Cmin{α2|y − yc|2, 1}φ1(y, c).(3.16)
It is easy to check that F satisfies
F ′ + F2 + 2u
′
u− cF = α
2, F(yc, c) = 0.(3.17)
Thanks to F(y, c) ≥ 0 for y ≥ yc and F(y, c) ≤ 0 for y ≤ yc, we have 2u′u−cF ≥ 0. Due to
φ′1(yc, c) = 0, we get
lim
y→yc
u′(y)F(y, c)
u− c = limy→yc
u′(yc)φ′1(y, c)
u− c = φ
′′
1(yc, c) = F ′(yc, c),
which along with (3.17) implies that F ′(yc, c) = α23 > 0. Take y0 ∈ [yc, π] such that F(y0, c) =
sup
y∈[yc,π]
F(y, c). Then y0 > yc, F ′(y0, c) ≥ 0 and α2 ≥ (F ′ + F2)(y0, c) ≥ F2(y0, c), which
implies that F(y, c) ≤ F(y0, c) ≤ α for y ∈ [yc, π]. For y ∈ [0, yc], we consider the minimal
point of F(y, c), and obtain −α ≤ F(y, c) ≤ 0. This shows that |F(y, c)| ≤ α, which in
particular gives
e−α|y−y
′| ≤ φ1(y
′, c)
φ1(y, c)
≤ eα|y−y′|.(3.18)
Using the fact that
∂yφ1(y, c) =
α2
(u(y)− c)2
∫ y
yc
φ1(y
′, c)(u(y′)− c)2 dy′,
and (u(y′)− c)2 ≤ (u(y)− c)2 and φ1(y′, c) ≤ φ1(y, c) for yc ≤ y′ ≤ y or y ≤ y′ ≤ yc, we infer
that
|F(y, c)| ≤ Cα2|y − yc|.
On the other hand, we deduce from (3.18) and Lemma 3.4 that for 0 ≤ yc ≤ y ≤ min{ 1α +
yc, π},
F(y, c) = α
2
(u(y)− c)2
∫ y
yc
φ1(y
′, c)
φ1(y, c)
(u(y′)− c)2 dy′
≥ α
2
(u(y)− c)2
∫ y
yc
e−α|y−y
′|(u(y′)− c)2 dy′
≥ C−1 α
2
sin2 y+yc2 (y − yc)2
∫ y
yc+y
2
sin2
y′ + yc
2
(y′ − yc)2 dy′
≥ C−1α2|y − yc|.
Similarly, for max{0, yc − 1α} ≤ y ≤ yc ≤ π, we have
−F(y, c) ≥ α
2
(u(y)− c)2
∫ yc
y
e−α|y−y
′|(u(y′)− c)2 dy′
≥ C−1 α
2
sin2 y+yc2 (y − yc)2
∫ yc+y
2
y
sin2
y′ + yc
2
(y′ − yc)2 dy′
≥ C−1α2|y − yc|.
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For 0 ≤ 1α + yc ≤ y ≤ π, we have
F(y, c) = α
2
(u(y) − c)2
∫ y
yc
φ1(y
′, c)
φ1(y, c)
(u(y′)− c)2 dy′
≥ α
2
(u(y) − c)2
∫ y
yc
e−α|y−y
′|(u(y′)− c)2 dy′
≥ C−1 α
2
sin2 y+yc2 (y − yc)2
∫ y
max
{
yc+y
2
,y− 1
α
} e−α|y−y′| sin2 y′ + yc
2
(y′ − yc)2 dy′
≥ C−1α.
For 0 ≤ y ≤ yc − 1α ≤ π, we have
−F(y, c) = α
2
(u(y) − c)2
∫ yc
y
φ1(y
′, c)
φ1(y, c)
(u(y′)− c)2 dy′
≥ C−1 α
2
(u(y)− c)2
∫ yc
y
e−α|y−y
′|(u(y′)− c)2 dy′
≥ C−1 α
2
sin2 y+yc2 (y − yc)2
∫ min{ yc+y
2
,y+ 1
α
}
y
e−α|y−y
′| sin2
y′ + yc
2
(y′ − yc)2 dy′
≥ C−1α.
This shows that
C−1αmin{α|y − yc|, 1} ≤ |F(y, c)| ≤ Cαmin{α|y − yc|, 1},(3.19)
which along with φ1(yc, c) = 1 implies that
C−1eC
−1α|y−yc| ≤ φ1(y, c) ≤ eCα|y−yc|,(3.20)
|∂yφ1| ≤ Cαmin{α|y − yc|, 1}φ1.(3.21)
Using φ′′1 +
2u′
u−cφ
′
1 = α
2φ1 and
(
u′(y) + u′(yc)
)|y − yc| ≤ C|u− c|(by Lemma 3.4), we obtain
|∂2yφ1| ≤ Cα2φ1.
Step 2. Estimates of ∂cφ1, ∂y∂cφ1 and
(
∂y
u′(yc)
+ ∂c
)
φ1.
It is easy to check that
∂cF = ∂yG,
( ∂y
u′(yc)
+ ∂c
)
F = ∂yG1,
(φ2∂cF)′ + 2φ21u′F = 0, (φ2∂yF)′ + 2φ21(u′′(u− c)− u′2)F = 0,
and
F(yc, c) = G(yc, c) = G1(yc, c) = 0,( ∂y
u′(yc)
+ ∂c
)
G1(yc, c) = 0.
Therefore, we obtain
∂cF(y, c) = −2
φ(y, c)2
∫ y
yc
φ1(y
′, c)2u′(y′)F(y′, c)dy′ = −2
φ(y, c)2
T0(φ
2
1u
′F),(3.22)
∂yF(y, c) = −2
φ(y, c)2
T0(φ
2
1(u
′′(u− c)− u′2)F),(3.23)
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which also show that( ∂y
u′(yc)
+ ∂c
)
F = ∂yG1(y, c) = −2
φ(y, c)2
T0
(
φ21
a1(y, c)
u′(yc)
F
)
,(3.24)
where
a1(y, c) = u
′(y)u′(yc) + u′′(y)(u(y)− c)− u′(y)2.
It is easy to see that
a1(yc, c) = 0, ∂ya1(y, c) = u
′′(y)(u′(yc)− u′(y)) + u′′′(y)(u(y)− c),
∂ca1(y, c) = u
′(y)
u′′(yc)
u′(yc)
− u′′(y),
therefore,
|∂ya1(y, c)| ≤ C|y − yc|, |a1(y, c)| ≤ C|y − yc|2.(3.25)
By Lemma 3.7, we know that ∂yφ1(y, c) has the same sign as y − yc. For yc ≤ y′ ≤ y or
y ≤ y′ ≤ yc, u′(y′) ≤ C sin y+yc2 . So, we infer from (3.22) and (3.16) that
|∂yG(y, c)| = |∂cF(y, c)|
≤ C sin
y+yc
2
φ(y, c)2
∫ y
yc
φ1(y
′, c)∂y′φ1(y′, c)dy′
≤ Cφ1(y, c)
2 − 1
φ(y, c)2
sin
y + yc
2
≤ Cφ1(y, c) − 1
φ1(y, c)
1
|y − yc|2 sin y+yc2
≤ Cmin{1, α
2|y − yc|2}
|y − yc|2 sin yc ,(3.26)
and by (3.24) and (3.25),∣∣∣( ∂y
u′(yc)
+ ∂c
)
F
∣∣∣ = |∂yG1(y, c)|
≤ C|y − yc|
2
u′(yc)φ(y, c)2
∫ y
yc
φ1(y
′, c)∂y′φ1(y′, c)dy′
≤ C φ1(y, c)
2 − 1
u′(yc)φ(y, c)2
|y − yc|2
≤ Cmin{1, α
2|y − yc|2}
u′(yc)
|y − yc|2
(u(y)− c)2 ,(3.27)
from which and G(yc, c) = G1(yc, c) = 0, it follows that
(3.28) |G(y, c)| ≤ C
∣∣∣∣∫ y
yc
min{1, α2|y′ − yc|2}
|y′ − yc|2u′(yc) dy
′
∣∣∣∣ ≤ Cαmin{1, α|y − yc|}u′(yc) ,
and by Lemma 3.4,
|G1(y, c)| ≤ Cmin{1, α
2|y − yc|2}
u′(yc)
∣∣∣∣∫ y
yc
|y′ − yc|2
(u(y′)− c)2 dy
′
∣∣∣∣ ≤ Cmin{1, α2|y − yc|2}u′(yc)2 .
Thus, we deduce that
|∂cφ1| ≤ Cαφ1
u′(yc)
min(1, α|y − yc|), |∂y∂cφ1| ≤ Cα
2φ1
u′(yc)
,(3.29)
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and ∣∣∣∣( ∂yu′(yc) + ∂c
)
φ1(y, c)
∣∣∣∣ ≤ Cmin{1, α2|y − yc|2}φ1u′(yc)2 .(3.30)
Step 3. Estimates of ∂2cφ1 and
(
∂y
u′(yc)
+ ∂c
)2
φ1.
By Lemma 3.7, we get for |y − yc| ≤ M0α ,
|∂2cF(y, c)| ≤
C|∂2c∂yφ1|
φ1
+
C|∂c∂yφ1∂cφ1|
φ21
+
C|∂2cφ1∂yφ1|
φ21
+
C|∂cφ1|2|∂yφ1|
φ31
≤ Cα
3
u′(yc)2
+
Cα2
u′(yc) sin2 y+yc2
.
It follows from (3.22) that
∂2cF(y, c) = ∂y∂cG(y, c) = −2
∫ y
yc
∂c
(φ1(z, c)2
φ(y, c)2
F(z, c)
)
u′(z)dz.
Then by (3.29), we have
|∂2cF(y, c)| ≤4
|∂cφ(y, c)|
|φ(y, c)|3 sin(
y + yc
2
)
∫ y
yc
φ1(z, c)∂zφ1(z, c)dz
+
Cα
|φ(y, c)|2u′(yc) sin(
y + yc
2
)
∫ y
yc
φ1(z, c)∂zφ1(z, c)dz
+
Cα
(u(y)− c)2 sin(
y + yc
2
)
∣∣∣ ∫ y
yc
|∂cF(z, c)|dz
∣∣∣
which along with the fact
∫ y
yc
2φ1(z, c)∂zφ1(z, c)dz = φ1(y, c)
2 − 1, (3.16) and (3.26) implies
that for |y − yc| ≥ M0α ,
|∂2cF(y, c)| ≤
Cα
|y − yc|2u′(yc)2 .
Thanks to ∂cG(yc, c) = ∂2cφ1(yc, c) = α2∂2cTφ1 = α
2
3u′(yc)2
, we get
|∂cG(y, c)| ≤ |∂cG(yc, c)|+
∣∣∣ ∫ y
yc
∂g∂cG(z, c)dz
∣∣∣ ≤ Cα2
u′(yc)2
,
which implies that |∂2cφ1| ≤ Cα
2φ1
u′(yc)2
.
Using (3.24) and the formula( ∂y
u′(yc)
+ ∂c
)
(T0a) =
a(y, c)
u′(yc)
− a(yc, c)
u′(yc)
+ T0(∂ca) = T0
(( ∂y
u′(yc)
+ ∂c
)
a
)
,
we deduce that( ∂y
u′(yc)
+ ∂c
)
∂yG1(y, c) =
(( ∂y
u′(yc)
+ ∂c
) −2
φ(y, c)2
)
T0
(
φ21
a1(y, c)
u′(yc)
F
)
+
−2
φ(y, c)2
T0
(( ∂y
u′(yc)
+ ∂c
)(
φ21
a1(y, c)
u′(yc)
F
))
.(3.31)
Using (3.30) and the fact that∣∣∣∣( ∂yu′(yc) + ∂c
)
(u(y)− c)
∣∣∣∣ = ∣∣∣ u′(y)u′(yc) − 1
∣∣∣ ≤ C |y − yc|
u′(yc)
≤ C |u(y)− c|
u′(yc)2
,(3.32)
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we infer that ∣∣∣∣( ∂yu′(yc) + ∂c
) −2
φ(y, c)2
∣∣∣∣ ≤ Cφ(y, c)2u′(yc)2 .(3.33)
On the other hand, we have(
∂y
u′(yc)
+ ∂c
)(
φ21
a1(y, c)
u′(yc)
F
)
= 2φ1
a1(y, c)
u′(yc)
F
(
∂y
u′(yc)
+ ∂c
)
φ1 + φ
2
1
a2(y, c)
u′(yc)2
F
− φ21
a1(y, c)
u′(yc)3
u′′(yc)F + φ21
a1(y, c)
u′(yc)
(
∂y
u′(yc)
+ ∂c
)
F ,
where
a2(y, c) = u
′(y)(u′′(yc)− u′′(y)) + u′′′(y)(u(y) − c) = 0.
Then we get by (3.25), (3.30) and (3.27) that∣∣∣∣( ∂yu′(yc) + ∂c
)(
φ21
a1(y, c)
u′(yc)
F
)∣∣∣∣
≤ Cφ21
|y − yc|2
u′(yc)3
|F| +Cφ21
|y − yc|2
u′(yc)
φ1(y, c)
2 − 1
u′(yc)φ1(y, c)2
|y − yc|2
(u(y)− c)2
≤ Cφ21
|y − yc|2
u′(yc)3
|F| +C|y − yc|φ1(y, c)
2 − 1
u′(yc)3
,
which gives ∣∣∣∣T0(( ∂yu′(yc) + ∂c
)(
φ21
a1(y, c)
u′(yc)
F
))∣∣∣∣
≤ C |y − yc|
2
u′(yc)3
|T0(φ21|F|)|+ C
∣∣∣∣T0(|y − yc|φ1(y, c)2 − 1u′(yc)3
)∣∣∣∣
≤ C|y − yc|2φ1(y, c)
2 − 1
u′(yc)3
.(3.34)
It follows from (3.31), (3.33) and (3.34) that∣∣∣∣( ∂yu′(yc) + ∂c
)
∂yG1(y, c)
∣∣∣∣
≤ C |∂yG1(y, c)|
u′(yc)2
+ C
|y − yc|2
φ(y, c)2
φ1(y, c)
2 − 1
u′(yc)3
≤ C φ1(y, c)
2 − 1
u′(yc)3φ1(y, c)2
|y − yc|2
(u(y)− c)2 .
This together with
(
∂y
u′(yc)
+ ∂c
)
G1(yc, c) = 0 gives∣∣∣∣( ∂yu′(yc) + ∂c
)
G1(y, c)
∣∣∣∣ ≤ C φ1(y, c)2 − 1u′(yc)3φ1(y, c)2
∣∣∣∣∫ y
yc
|y′ − yc|2
(u(y′)− c)2 dy
′
∣∣∣∣ ≤ C(φ1(y, c)2 − 1)u′(yc)4φ1(y, c)2 ,
from which, (3.30) and (3.16), we infer that∣∣∣∣( ∂yu′(yc) + ∂c
)2
φ1(y, c)
∣∣∣∣ ≤ Cmin{1, α2|y − yc|2}φ1u′(yc)4 .
18 DONGYI WEI, ZHIFEI ZHANG, AND WEIREN ZHAO
The proposition follows by collecting the estimates in Step 1-Step 3. 
It is easy to see from the proof of Proposition 3.8 that
Lemma 3.9. We have following estimates for F and G at y = 0, π:
C−1αmin{αyc, 1} ≤ |F(0, c)| ≤ Cαmin{αyc, 1},
C−1αmin{α(π − yc), 1} ≤ |F(π, c)| ≤ Cαmin{α(π − yc), 1},
|∂cF(0, c)| ≤ C|F(0, c)|
2
α2y2c sin yc
, |∂2cF(0, c)| ≤
Cαmin{αyc, 1}
y2c sin
2 yc
,
|∂cF(π, c)| ≤ C|F(π, c)|
2
α2(π − yc)2 sin yc , |∂
2
cF(π, c)| ≤
Cαmin{α(π − yc), 1}
(π − yc)2 sin2 yc
,
|G(0, c)| ≤ Cαmin{1, αyc}
sin yc
, |∂cG(0, c)| ≤ Cα
2
sin2 yc
,
|G(π, c)| ≤ Cαmin{1, α(π − yc)}
sin yc
, |∂cG(π, c)| ≤ Cα
2
sin2 yc
.
To obtain better estimates near critical points, we introduce the following functions: for
0 ≤ yc < 1α and 0 ≤ y ≤ 1, let
φ˜1(y, c) = φ1(yyc, c),
and for π − 1α < yc ≤ π and 0 ≤ y ≤ 1, let
φ˜1(y, c) = φ1
(
(1− y)π + yyc, c
)
.
Proposition 3.10. It holds that for any y ∈ [0, 1] and 0 ≤ yc < 1α ,
1 ≤ φ˜1 ≤ 2, |∂cφ˜1| ≤ Cα2, |∂2c φ˜1| ≤ Cα4,∣∣∣∣∣∂kc (∂yφ˜1(y, c)y2c
)∣∣∣∣∣ ≤ Cα2+2k, k = 0, 1, 2,
and for any y ∈ [0, 1] and π − 1α < yc ≤ π, it holds that
1 ≤ φ˜1 ≤ 2, |∂cφ˜1| ≤ Cα2, |∂2c φ˜1| ≤ Cα4,∣∣∣∣∣∣∂kc
(∂yφ˜1(y, c)
(π − yc)2
)∣∣∣∣∣∣ ≤ Cα2+2k, k = 0, 1, 2.
Proof. For 0 ≤ yc < 1α and 0 ≤ y ≤ 1, by (3.15), we have φ˜1 = 1 + α2T1φ˜1, where
(T1f)(y, c) =
∫ y
1
y2c
(u(y′yc)− c)2
∫ y′
1
f(z, c)(u(zyc)− c)2dzdy′
=
∫ y
1
∫ y′
1
f(z, c)
F (z, yc)
2
F (y′, yc)2
y2cdzdy
′
with
F (z, c) =
u(zyc)− c
y2c
=
cos yc − cos zyc
y2c
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=
1− z2
2
m1
(
(1− z)yc
2
)
m1
(
(1 + z)yc
2
)
,
and m1(y) = sin y/y ∈ C4([−1, 1]). One can check that 1/C ≤ m1(−y) = m1(y) ≤ C, and
|∂kcm1(ayc)| ≤ C for yc < 1α , k = 1, 2. Then we can deduce that for yc < 1α ,
|z2 − 1|
C
≤ |F (z, c)| ≤ C|z2 − 1|, |∂cF (z, c)| ≤ C|z4 − 1|, |∂2cF (z, c)| ≤ C|z4 − 1|,
and for yc <
1
α and 0 < y
′ < z < 1,
0 ≤ F (z, yc)
2
F (y′, yc)2
≤ C,
∣∣∣∣∂c ( F (z, yc)2F (y′, yc)2
)∣∣∣∣ ≤ C, ∣∣∣∣∂2c ( F (z, yc)2F (y′, yc)2
)∣∣∣∣ ≤ C.
Let Ωα = {(y, c) : y ∈ [0, 1], c ∈ [u(0), u(1/α)]}. Then we can infer that
‖T1f‖L∞(Ωα) ≤
1
2α2
‖f‖L∞(Ωα),(3.35)
‖∂cT1f − T1∂cf‖L∞(Ωα) ≤ C‖f‖L∞(Ωα),(3.36)
‖∂2cT1f − T1∂2c f‖L∞(Ωα) ≤ C(‖f‖L∞(Ωα) + ‖∂cf‖L∞(Ωα)).(3.37)
We infer from (3.35) that 1 ≤ φ˜1 ≤ 2 for (y, c) ∈ Ωα. By Proposition 3.8, we have for
(y, c) ∈ Ωα,
|∂cφ˜1| =
∣∣∣(∂cφ1)(yyc, c) + y
u′(yc)
(∂yφ1)(yyc, c)
∣∣∣ ≤ Cαφ˜1
u′(yc)
≤ Cα
yc
.
Thus, we obtain
‖T1(∂cφ˜1)‖L∞(Ωα) ≤ C,
which along with (3.36) shows that for (y, c) ∈ Ωα,
|∂cφ˜1| ≤ Cα2.(3.38)
By Proposition 3.8, we have for (y, c) ∈ Ωα,
|∂2c φ˜1| ≤
Cα2φ˜1
u′(yc)2
≤ Cα
2
y2c
.
Thus, we have
‖T1(∂2c φ˜1)‖L∞(Ωα) ≤ Cα2,
which along with (3.36) shows that for (y, c) ∈ Ωα,
|∂2c φ˜1| ≤ Cα4.(3.39)
Using the fact that
∂yφ˜1(y,c)
y2c
= α2
∫ y
1 φ˜1(z, c)
F (z,yc)2
F (y,yc)2
dz, we can deduce that for (y, c) ∈ Ωα,∣∣∣∣∣∂kc (∂yφ˜1(y, c)y2c
)∣∣∣∣∣ ≤ Cα2+2k, k = 0, 1, 2.
Due to φ1(0, c) = φ˜1(0, c), we have by Proposition 3.8,
−∂yφ˜1(0, c)
y2c
≥ C−1α2.(3.40)
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For π − 1α < yc < π and 0 ≤ y ≤ 1, we have φ˜1 = 1 + α2T2φ˜1, where
(T2f)(y, c) =
∫ y
1
(π − yc)2
(u((1 − y′)π + y′yc)− c)2
∫ y′
1
f(z, c)(u((1 − z)π + zyc)− c)2dzdy′,
and we also have
u((1 − y′)π + y′yc)− c
(π − yc)2 = cos(π − yc)− cos(y
′(π − yc))
=
1− y′2
2
m1
((1− y′)π − yc
2
)
m1
( (1 + y′)π − yc
2
)
.
Using similar arguments as above, we can deduce that for y ∈ [0, 1] and c ∈ [u(π−1/α), u(π)],
1 ≤ φ˜1 ≤ 2, |∂cφ˜1| ≤ Cα2, |∂2c φ˜1| ≤ Cα4,∣∣∣∣∣∣∂kc
(∂yφ˜1(y, c)
(π − yc)2
)∣∣∣∣∣∣ ≤ Cα2+2k, k = 0, 1, 2,
and
∂yφ˜1(0, c)
(π − yc)2 ≥ C
−1α2.(3.41)

4. The inhomogeneous Rayleigh equation
In this section, we solve the inhomogeneous Rayleigh equation:
(4.1)
Φ′′ − α2Φ−
u′′
u− cΦ = f,
Φ′(−π) = Φ′(π), Φ(−π) = Φ(π),
where u(y) = − cos y. We split the equation (4.1) into two parts:
(4.2)
Φ′′o − α2Φo −
u′′
u− cΦo = fo,
Φo(0) = Φo(π) = 0,
and
(4.3)
Φ′′e − α2Φe −
u′′
u− cΦe = fe,
Φ′e(0) = Φ
′
e(π) = 0,
where fo(y, c) =
f(y,c)−f(−y,c)
2 and fe(y, c) =
f(y,c)+f(−y,c)
2 . Thus, Φ = Φo + Φe is a solution
of (4.1) with Φo being an odd function and Φe being an even function.
Throughout this section, we denote by φ(y, c) a solution of (2.6) obtained by Proposition
3.6 and let φ1(y, c) =
φ(y,c)
u(y)−c for c ∈ Ωǫ. Here and in what follows, we denote φ′ = ∂yφ and
φ′1 = ∂yφ1.
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4.1. The Wronskian. Before we present the solution formulation, let us first calculate the
Wronskian of (4.2) and (4.3).
Lemma 4.1. For any c ∈ Ωǫ0 \D0, the Wronskian of (4.2) has the form
Wo(c) = φ(0, c)φ(π, c)
∫ π
0
1
φ(y, c)2
dy,
and the Wronskian of (4.3) has the form
We(c) =
∂yφ(π, c)
φ(0, c)
− ∂yφ(0, c)
φ(π, c)
− φ′(π, c)φ′(0, c)
∫ π
0
1
φ(y′, c)2
dy′.
Proof. For c /∈ D0, the integration
∫ y
0
1
φ(y′,c)2
dy′ is well defined. It is easy to check that
ϕo(y, c) = φ(0, c)φ(y, c)
∫ y
0
1
φ(y′, c)2
dy′,
is a solution to (2.6) with boundary conditions ϕ(0, c) = 0 and ϕ′(0, c) = 1. So, Wo(c) =
ϕo(π, c).
One can also check that
ϕe(y, c) =
φ(y, c)
φ(0, c)
− φ(y, c)∂yφ(0, c)
∫ y
0
1
φ(y′, c)2
dy′
is a solution of (2.6) with boundary conditions ϕ(0, c) = 1 and ∂yϕ(0, c) = 0. So, We(c) =
∂yϕe(π, c). 
By Proposition 3.6, φ(y, c) and ∂yφ(y, c) are continuous. Thus, both Wo(c) and We(c) are
continuous for c ∈ Ωǫ0 \D0. The following lemma will show that sin ycWo(c) is continuous up
to the boundary. To this end, we introduce some notations. For c = u(yc) ∈ D0 and j = 0, 1,
k = 1, 2, let
II(c) =
∫ π
0
1
(u(y)− c)2
( 1
φ1(y, c)2
− 1
)
dy,(4.4)
A(c) = sin3 ycII(c), B(c) = π cos yc,(4.5)
Jkj (c) =
−u′(yc)(u(jπ) − c)k
φ1((1− j)π, c)k−1φ′1((1− j)π, c)
, Jj(c) = J
2
j (c),(4.6)
A1(c) = J1(c)− J0(c) + sin2 ycA(c), B1(c) = sin2 ycB.,(4.7)
ρ(c) = (u(π) − c)(c− u(0)) = 1− c2.(4.8)
Lemma 4.2. For cǫ = c+ iǫ = u(yc) + iǫ ∈ Dǫ0 , c ∈ (−1, 1), we have
lim
ǫ→0+
ρ(cǫ)
1/2Wo(cǫ) = −φ1(0, c)φ1(π, c)
(
A(c) − iB(c)),
lim
ǫ→0−
ρ(cǫ)
1/2Wo(cǫ) = −φ1(0, c)φ1(π, c)
(
A(c) + iB(c)
)
,
lim
ǫ→0+
φ(0, cǫ)φ(π, cǫ)We(cǫ) = −(φ1φ
′
1)(π, c)(φ1φ
′
1)(0, c)
u′(yc)
(A1(c)− iB1(c)),
lim
ǫ→0−
φ(0, cǫ)φ(π, cǫ)We(cǫ) = −(φ1φ
′
1)(π, c)(φ1φ
′
1)(0, c)
u′(yc)
(A1(c) + iB1(c)).
Here ρ(cǫ) = 1− c2ǫ and ρ(cǫ)1/2 is taken so that Re ρ(cǫ)1/2 > 0.
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Proof. Let us prove the case of ǫ > 0. Let cǫ = u(yc) + iǫ ∈ Dǫ0 . Then
ρ(cǫ)
3/2
∫ π
0
1
(u(y)− cǫ)2dy = ρ(cǫ)
3/2∂c
(∫ π
0
1
u(y)− cǫ dy
)
= −ρ(cǫ)3/2∂c
(∫ π
0
1
cos y + cǫ
dy
)
= −ρ(cǫ)3/2∂c
(∫ ∞
0
2
1− t2 + cǫ(1 + t2)dt
)
= −ρ(cǫ)3/2∂c
(
1
(1 + cǫ)dǫ
ln
(1 + dǫt
1− dǫt
)∣∣∣∣∞
t=0
)
,
here dǫ satisfies d
2
ǫ =
1−cǫ
1+cǫ
with Re dǫ > 0. Then Im dǫ < 0, ρ(cǫ)
1/2 = (1 + cǫ)dǫ and
ρ(cǫ)
3/2
∫ π
0
1
(u(y)− cǫ)2 dy = −ρ(cǫ)
3/2∂c
( −1
(1 + cǫ)dǫ
πi
)
= −∂cρ(cǫ)πi/2→ − cos ycπi, as ǫ→ 0 + .
By Proposition 3.6 and Lemma 3.4, we get∣∣∣∣ ρ(cǫ)(u(y)− cǫ)2
( 1
φ1(y, cǫ)2
− 1
)∣∣∣∣ ≤ C ∣∣∣∣(ρ(c) + ǫ)|y − yc|2(u(y)− c)2 + ǫ2
∣∣∣∣ ≤ C,
with C a constant independent of ǫ, which ensures that as ǫ→ 0+,
ρ(cǫ)
∫ π
0
1
(u(y)− cǫ)2
( 1
φ1(y, cǫ)2
− 1
)
dy → sin2 yc
∫ π
0
1
(u(y)− c)2
( 1
φ1(y, c)2
− 1
)
dy.
Thus, we deduce that as ǫ→ 0+,
ρ(cǫ)
3/2
∫ π
0
1
φ(y, cǫ)2
dy → sin3 ycII(c)− cos ycπi.
This together with the continuity of φ1(y, c) gives
lim
ǫ→0+
ρ(cǫ)
1/2Wo(cǫ) = −φ1(0, c)φ1(π, c)
(
A(c) − iB(c)).
Using the fact that u′(0) = u′(π) = 0, we get φ′(jπ, c) = (u(jπ) − c)φ′1(jπ, c) for j = 0, 1.
Then we infer that
φ(0, cǫ)φ(π, cǫ)We(cǫ) = (φφ
′)(π, cǫ)− (φφ′)(0, cǫ)− (φφ′)(π, cǫ)(φφ′)(0, cǫ)
∫ π
0
1
φ(y′, cǫ)2
dy′
→ (φφ′)(π, c) − (φφ′)(0, c) − (φφ
′)(π, c)(φφ′)(0, c)
sin3 yc
(A(c) − iB(c))
= (1 + cos yc)
2(φ1φ
′
1)(π, c) − (1− cos yc)2(φ1φ′1)(0, c)
− (φ1φ
′
1)(π, c)(φ1φ
′
1)(0, c)
u′(yc)
sin2 yc(A(c) − iB(c))
= −(φ1φ
′
1)(π, c)(φ1φ
′
1)(0, c)
u′(yc)
(A1(c)− iB1(c)).
The case of ǫ < 0 is similar, here we omit the details. 
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4.2. Uniform estimates of A(c),B(c).
Proposition 4.3. Let A(c),B(c) be defined by (4.5). Then there exists a constant C inde-
pendent of α, such that
C−1(1 + α sin yc)2 ≤ A(c)2 + B(c)2 ≤ C(1 + α sin yc)2,
∂c
( 1
A(c)2 + B(c)2
)
≤ C
(1 + α sin yc)2 sin
2 yc
,
∂2c
( 1
A(c)2 + B(c)2
)
≤ C
(1 + α sin yc)2 sin
4 yc
.
We need the following lemma.
Lemma 4.4. Let II(c) be defined by (4.4). Then there exists a constant C independent of α,
such that
C−1min
{
α2
sin yc
,
|α|
sin2 yc
}
≤ −II(c) ≤ Cmin
{
α2
sin yc
,
|α|
sin2 yc
}
,
∣∣ρ(c)k∂kc II(c)∣∣ ≤ Cmin{ α2sin yc , |α|sin2 yc
}
, k = 1, 2.
Proof. Let us first prove the first inequality of the lemma. Due to φ1(y, c) ≥ 1, we get by
Proposition 3.8 and Lemma 3.4 that
−II(c) =
∫ π
0
1
(u(y)− c)2
(
1− 1
φ1(y, c)2
)
dy
≥C−1
∫ π
0
α2|y − yc|2
(u(y)− c)2χ{|y−yc|≤ 1α}dy
≥

C−1
∫ yc
0
α2|y − yc|2
sin2 y+yc2 |y − yc|2
dy ≥ α
2
Cu′(yc)
, (0 < yc ≤ 1
α
),
C−1
∫ yc
yc− 1α
α2|y − yc|2
u′(yc)2|y − yc|2 dy ≥
α
Cu′(yc)2
, (
1
α
≤ yc < π − 1
α
),
C−1
∫ π
yc
α2|y − yc|2
sin2 y+yc2 |y − yc|2
dy ≥ α
2
Cu′(yc)
, (π − 1
α
< yc ≤ π).
On the other hand, by Proposition 3.8 and Lemma 3.4 again, we have
−II(c) =
∫ π
0
1
(u(y)− c)2
(
1− 1
φ1(y, c)2
)
dy
≤C
∫ π
0
α2|y − yc|2
(u(y) − c)2 dy ≤ C
α2
u′(yc)
,
or
−II(c) =
∫ π
0
1
(u(y) − c)2
(
1− 1
φ1(y, c)2
)
dy
≤C
∫ π
0
min{α2|y − yc|2, 1}
u′(yc)2|y − yc|2 dy ≤ C
α
u′(yc)2
.
Next we prove the derivative estimates of II. Direct calculations show that
∂cII(c) =∂c
∫ π
0
1
(u(y)− c)2
( 1
φ1(y, c)2
− 1
)
dy
24 DONGYI WEI, ZHIFEI ZHANG, AND WEIREN ZHAO
=
∫ π
0
(
∂y
u′(yc)
+ ∂c
)( 1
(u(y)− c)2
( 1
φ1(y, c)2
− 1
))
dy
− 1
u′(yc)(u(y) − c)2
( 1
φ1(y, c)2
− 1
)∣∣∣π
y=0
.
and
∂2c II(c) =
∫ π
0
(
∂y
u′(yc)
+ ∂c
)2 ( 1
(u(y)− c)2
( 1
φ1(y, c)2
− 1
))
dy
− 1
u′(yc)
(
∂y
u′(yc)
+ ∂c
)( 1
(u(y)− c)2
( 1
φ1(y, c)2
− 1
))∣∣∣π
y=0
,
− ∂c
(
1
u′(yc)(u(y)− c)2
( 1
φ1(y, c)2
− 1
)∣∣∣π
y=0
)
.
By (3.32) and Proposition 3.8, we get∣∣∣∣( ∂yu′(yc) + ∂c
)( 1
(u(y) − c)2
( 1
φ1(y, c)2
− 1
))∣∣∣∣ ≤ Cmin{α2|y − yc|2, 1}u′(yc)2(u(y)− c)2 ,
and ∣∣∣∣∣
(
∂y
u′(yc)
+ ∂c
)2 ( 1
(u(y)− c)2
( 1
φ1(y, c)2
− 1
))∣∣∣∣∣ ≤ Cmin{α2|y − yc|2, 1}u′(yc)4(u(y)− c)2 .
Here we used the fact that∣∣∣∣( ∂yu′(yc) + ∂c)2(u(y)− c)
∣∣∣∣ = |u′′(y)u′(yc)− u′′(yc)u′(y)|u′(yc)3 = sin |y − yc|sin3 yc ≤ C|u(y)− c|sin4 yc .
Using Proposition 3.6 and the facts that ρ(c) ≤ |u(y) − c| and |u(y) − c| ∼ |y − yc|2 ≥
C−1u′(yc)2 for y = 0, π, we deduce that for y = 0, π:∣∣∣∣ 1u′(yc)(u(y)− c)2
( 1
φ1(y, c)2
− 1
)∣∣∣∣ ≤ Cmin{α2|y − yc|2, 1}u′(yc)(u(y)− c)2 ≤ Cmin{α
2, α/u′(yc)}
u′(yc)ρ(c)
,
and ∣∣∣∣∂c( 1u′(yc)(u(y) − c)2
( 1
φ1(y, c)2
− 1
))∣∣∣∣
≤ C
(
1
u′(yc)3(u(y)− c)2 +
1
u′(yc)|u(y)− c|3
) ∣∣∣ 1
φ1(y, c)2
− 1
∣∣∣
+ 2
1
u′(yc)(u(y) − c)2
|G(y, c)|
φ1(y, c)2
≤ C
(
min{α2|y − yc|2, 1}
u′(yc)3(u(y)− c)2 +
min{α2|y − yc|2, 1}
u′(yc)|u(y)− c|3 +
αmin{α|y − yc|, 1}
u′(yc)2(u(y)− c)2φ1(y, c)2
)
≤ C
(
min{α2|y − yc|2, 1}
u′(yc)|u(y)− c|ρ(c)2 +
αmin{α|y − yc|, 1}
u′(yc)2(u(y)− c)2φ1(y, c)2
)
≤ C
ρ(c)2
min
{
α2
u′(yc)
,
α
u′(yc)2
}
,
here G(y, c) = ∂cφ1φ1 (y, c).
With the estimates above and Lemma 3.4, we can deduce the high order derivative esti-
mates of II(c). 
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Let us begin with the proof of Proposition 4.3.
Proof. It follow from Lemma 4.4 that
A(c)2 + B(c)2 ≥ C−1(2min{α2 sin2 yc, α4 sin4 yc}+ cos2 yc) ≥ C−1(1 + α sin yc)2,
and the upper bound of A(c)2 + B(c)2.
By Lemma 4.4 again, we have
|A(c)| = | sin3 ycII(c)| ≤ Cα sin yc,
|∂cA(c)| = |∂c(sin3 ycII(c))| ≤ Cmin{α2, α/ sin yc},
|∂2cA(c)| = |∂2c (u′(yc)ρII(c))| ≤ Cmin{α2/ sin2 yc, α/ sin3 yc},
which together with the fact ∂cB(c) = −π and ∂2cB(c) = 0 show that∣∣∣∣∂c ( 1A(c)2 + B(c)2
)∣∣∣∣ ≤ C(1 + α sin yc)2sin2 yc ,∣∣∣∣∂2c ( 1A(c)2 + B(c)2
)∣∣∣∣ ≤ C(A(c)2 + B(c)2)sin4 yc + C|∂cA(c)|
2
(A(c)2 + B(c)2)2
+
C|A(c)∂2cA(c)|
(A(c)2 + B(c)2)2
≤ C
(1 + α sin yc)2sin
4 yc
+
C(|α/ sin yc|2)
(1 + α sin yc)4
+
Cα2/ sin2 yc
(1 + α sin yc)4
≤ C
(1 + α sin yc)2 sin
4 yc
.

4.3. Uniform estimates of A1(c),B1(c).
Proposition 4.5. Let A1(c),B1(c) be defined by (4.7). Then there exists a constant C
independent of α, such that
(1 + α sin yc)
6
Cα4
≤ A1(c)2 + B1(c)2 ≤ C(1 + α sin yc)
6
α4
,∣∣∣∣∂c( 1A1(c)2 + B1(c)2
)∣∣∣∣ ≤ Cα6(1 + α sin yc)8 ,∣∣∣∣∂2c( 1A1(c)2 + B1(c)2
)∣∣∣∣ ≤ Cα8(1 + α sin yc)10 .
To prove Proposition 4.5, we need a criterion on embedding eigenvalues.
Definition 4.6. We say that c ∈ Ran u is an embedding eigenvalue of Rα if there exists
0 6= ψ ∈ H1(T) such that for all ϕ ∈ H1(T),∫
T
(ψ′ϕ′ + α2ψϕ)dy + p.v.
∫
T
u′′ψϕ
u− c dy + iπ
∑
y∈u−1{c},u′(y)6=0
(u′′ψϕ)(y)
|u′(y)| = 0.(4.9)
For u(y) = − cos y, one can check that if (4.9) holds, then u′′(y) = 0 for some point where
c = u(y)(see Lemma 5.2 in [35]), which means that c = 0. Thus, ϕ ∈ H2(T) is a classical
solution to
−ψ′′ + α2ψ + u
′′ψ
u− c = 0⇔ −ψ
′′ + (α2 − 1)ψ = 0,(4.10)
which implies that |α| = 0 or 1. On the torus T2δ with 0 < δ < 1, we have αδ ∈ Z. If α 6= 0,
then |α| > 1, which implies that Rα has no embedding eigenvalues.
26 DONGYI WEI, ZHIFEI ZHANG, AND WEIREN ZHAO
Proposition 4.7. If A1(c)
2 + B1(c)
2 = 0, then c ∈ D0 is an embedding eigenvalue of Rα.
Thus, if |α| > 1, then A1(c)2 + B1(c)2 > 0.
Proof. If A1(c)
2+B1(c)
2 = 0, then B1(c) = 0. As B1(c) = sin
2 ycB(c) = (1−c2)(−πc), we have
c = 0 or ±1. Due to sin y2cA(c) = 0 at c = ±1, using |Jj(c)| =
−u′(yc)(u(jπ) − c)2
φ1((1− j)π, c)2F((1− j)π, c)
and Lemma 3.9, we find that
J1(c) 6= 0, J0(c) = 0 for c = −1,
J1(c) = 0, J0(c) 6= 0 for c = 1,
here we define a function at c = ±1 as its limit as c→ ±1. Therefore, A1(c) 6= 0 for c = ±1,
and c = 0.
Now we may assume that c = 0, A1(c) = 0, then yc = π/2. Let
φe(y, c) = φ(π, c)φ
′
1(π, c)ϕ˜(y, c)− φ(y, c),
where ϕ˜(y, c) is given by
ϕ˜(y, c) =
φ1(y, c)
u′(yc)
(u(y)− u(π))
+
φ1(y, c)
u′(yc)
(u(y)− c)(u(π) − c)
∫ y
π
u′(yc)− u′(z)
(u(z)− c)2 dz
+ φ1(y, c)(u(y) − c)(u(π) − c)
∫ y
π
1
(u(z) − c)2
( 1
φ1(z, c)2
− 1
)
dz.
Then φe(y, c) satisfies the homogeneous Rayleigh equation for y ∈ (0, π). Moreover,
∂yφe(0, c) =
φ(π, c)φ′1(π, c)φ
′
1(0, c)
u′(yc)
(u(0) − u(π))
+
φ(π, c)φ′1(π, c)φ
′
1(0, c)
u′(yc)
(u(0) − c)(u(π) − c)
∫ 0
π
u′(yc)− u′(z)
(u(z)− c)2 dz
+ φ(π, c)φ′1(π, c)φ
′
1(0, c)(u(0) − c)(u(π) − c)
∫ 0
π
1
(u(z) − c)2
( 1
φ1(z, c)2
− 1
)
dz
− φ(π, c)φ
′
1(π, c)
φ1(0, c)
− φ′(0, c).
Using the facts that u(0) − u(π) = −2, (u(0) − c)(u(π) − c) = −1, and∫ 0
π
u′(yc)− u′(z)
(u(z) − c)2 dz =
∫ 0
π
1− sin z
(cos z)2
dz =
∫ 0
π
dz
1 + sin z
= tan
(z
2
− π
4
)∣∣∣0
π
= −2,
we deduce that
∂yφe(0, c) =φ(π, c)φ
′
1(π, c)φ
′
1(0, c)II(c) −
φ(π, c)φ′1(π, c)
φ1(0, c)
− φ′(0, c).
Using the facts that u(0) − c = −1, u(π)− c = 1, u′(0) = u′(π) = 0, u′(yc) = sin yc = 1, we
infer that φ1(π, c) = φ(π, c), −φ′(0, c) = φ′1(0, c) and
∂yφe(0, c) =φ(π, c)φ
′
1(π, c)φ
′
1(0, c)(II(c) + J1(c)− J0(c))
=φ(π, c)φ′1(π, c)φ
′
1(0, c)A1(c) = 0.
It is easy to verify that ∂yφe(π, c) = 0.
LINEAR INVISCID DAMPING AND ENHANCED DISSIPATION 27
Now we extend φe to be an even function with periodic 2π. Then φe ∈ H2(T) satisfies
(4.9). This means that c = 0 is an embedding eigenvalue of Rα. 
Lemma 4.8. Let j = 0, 1, and Jkj (c) be defined by (4.6). Then there exists a constant C
independent of α, such that for k = 1, 2, m = 0, 1, 2,
|∂mc Jk1−j(c)| ≤ Cmin
{ |(1− j)π − yc|2k+1
α2| sin yc|2mφ1(jπ, c)k−1 ,
α2m−2
|(1− j)π − yc|s
}
,
where s = 1 for k = 1,m = 2, and s = 0 otherwise.
Proof. Recall that F(y, c) = ∂yφ1φ1 (y, c) and G(y, c) =
∂cφ1
φ1
(y, c). A direct calculation gives
1
φk−11 ∂yφ1
(0, c) =
1
φ1(0, c)kF(0, c) ,
∂c
( 1
φk−11 ∂yφ1
)
(0, c) = − ∂cF
φk1F2
(0, c) − kG
φk1F
(0, c),
∂2c
( 1
φk−11 ∂yφ1
)
(0, c) =
−k∂cG + k2G2
φk1F
(0, c) +
2kG∂cF
φk1F2
(0, c) − ∂
2
cF
φk1F2
(0, c) +
2|∂cF|2
φk1F3
(0, c),
from which and Lemma 3.9, we infer that∣∣∣∣ 1φ1(0, c)k−1φ′1(0, c)
∣∣∣∣ ∼ 1 + αycα2φ1(0, c)2yc ,∣∣∣∣∣∂c( 1φk−11 φ′1
)
(0, c)
∣∣∣∣∣ ≤ C(1 + αyc)2α2φ1(0, c)ky2c sin yc ,∣∣∣∣∣∂2c( 1φk−11 φ′1
)
(0, c)
∣∣∣∣∣ ≤ C(1 + αyc)3α2φ1(0, c)ky3c sin2 yc .
Recall that
Jk1 (c) =
−u′(yc)(u(π) − c)k
φ1(0, c)k−1φ′1(0, c)
.
Thus, we have∣∣∣∣ Jk1(π − yc)2k
∣∣∣∣ ≤ Cu′(yc)φ1(0, c)k |F(0, c)| ≤ C sin yc(1 + αyc)φ1(0, c)kα2yc ≤ C|π − yc|α2φ1(0, c)k−1 ,
here we used sin yc ∼ yc(π − yc) and φ1(0, c) ≥ C−1eC−1αyc . For m = 1, 2, we have∣∣∣∣∣ ∂mc Jk1(u(π)− c)k
∣∣∣∣∣ ≤
m∑
n=0
Cu′(yc)2n−2m+1
∣∣∣∣∣∂nc 1φk−11 φ′1(0, c)
∣∣∣∣∣
≤ C(1 + αyc)
m+1
α2φ1(0, c)kycu′(yc)2m−1
≤ C(π − yc)
α2(sin yc)2mφ1(0, c)k−1
.
To complete the proof, it suffices to improve the estimate for yc <
1
α . In this case, thanks
to yc∂yφ1(0, c) = ∂yφ˜1(0, c), we get
Jk1 =
−u′(yc)(u(π) − c)2
φ1(0, c)k−1φ′1(0, c)
=
−m1(yc)(u(π)− c)ky2c
φ˜1(0, c)k−1φ˜1
′
(0, c)
,
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where m1(y) =
sin y
y . Since m1 ∈ C∞([−1, 1]) is even, we have |∂mc m1(yc)| ≤ C for yc <
1, m = 0, 1, 2. Thus, for 0 < yc <
1
α , by Proposition 3.10 and (3.40),∣∣∣Jk1 ∣∣∣ ≤ Cα−2, ∣∣∣∂cJk1 ∣∣∣ ≤ C, ∣∣∣∂2cJk1 ∣∣∣ ≤ Cα2.
This completes the proof of the case of j = 0. The case of j = 1 can be proved similarly. 
Now we are in a position to prove Proposition 4.5.
Proof. By Lemma 4.8 and Lemma 4.4, we get
|A1(c)| + |B1(c)| ≤ |J1|+ |J0|+ Cα sin3 yc + π| sin2 yc cos yc|
≤ C( 1
α
+ α sin3 yc + sin
2 yc) ≤ C (1 + α sin yc)
3
α2
.
Due to φ′1(y, c) ≤ 0 for y ≤ yc, we get J1(c) ≥ 0. Similarly, we have J0(c) ≤ 0. Proposition
4.7 ensures that |A1(c)| + |B1(c)| > Cα > 0. Thus, we only need to consider the case of the
large α. Let M be a large number determined later. Then for yc ≤ 1Mα , we choose M large
enough so that 1 ≤ φ1(0, c) ≤ 2. Then
|J1(c)| ≥ u
′(yc)
C|F(0, c)| ≥
yc
Cαmin{αyc, 1} ≥
1
Cα2
,
here C is a constant independent of M and α. Thus, for yc ≤ 1Mα ,
|A1(c)| ≥ |J1(c)|+ |J0(c)| − | sin2 ycA(c)| ≥ 1
Cα2
− Cα sin3 yc ≥ (1 + α sin yc)
3
Cα2
.
For 1Mα ≤ yc ≤ Mα < 1, we have |B(c)| ≥ |B(0)/2| ≥ 1, then
|B1(c)| = |ρ(c)B(c)| ≥ ρ(c) ≥ (1 + α sin yc)
3
Cα2
.
This shows that for yc ≤ Mα < 1, we have
|A1(c)| + |B1(c)| ≥ (1 + α sin yc)
3
Cα2
.
Similarly, for π − yc ≤ Mα < 1, we have
|A1(c)| + |B1(c)| ≥ (1 + α sin yc)
3
Cα2
.
While, for yc ∈ [Mα , π − Mα ], α > M, and M large enough, we have
|A1(c)| ≥ | sin2 ycA(c)| − |J1(c)| − |J0(c)| ≥ |α sin
3 yc|
C
− C
α2
≥ 1 + α
3 sin3 yc
Cα2
.
Therefore, we obtain
(1 + α sin yc)
6
Cα4
≤ A1(c)2 + B1(c)2 ≤ C(1 + α sin yc)
6
α4
.
By Lemma 4.6 and Lemma 4.4, we have
|A1(c)| ≤ C(1 + α sin yc)3/α2, |∂cA1(c)| ≤ C(1 + α sin yc),
|∂2cA1(c)| ≤ Cmin{α2,
α
sin yc
},
|B1(c)| ≤ C sin2 yc, |∂cB1(c)| ≤ C, |∂2cB1(c)| ≤ C.
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Then we can deduce that∣∣∣∣∂c( 1A1(c)2 +B1(c)2
)∣∣∣∣ ≤ Cα6(1 + α sin yc)8 ,∣∣∣∣∂2c( 1A1(c)2 + B1(c)2
)∣∣∣∣
≤ C
(A1(c)2 + B1(c)2)2
+
C|∂cA1(c)|2
(A1(c)2 + B1(c)2)2
+
C|A1(c)∂2cA1(c)|
(A1(c)2 + B1(c)2)2
≤ Cα
8
(1 + α sin yc)12
+
Cα8
(1 + α sin yc)10
+
Cα8
(1 + α sin yc)10
≤ Cα
8
(1 + α sin yc)10
.

Remark 4.9. Since the functions A,B,A1,B1 are continuous with respect to α, Proposition
4.3 and 4.5 are true for every α ≥ c0 > 1 with the constant C depending only on c0.
4.4. Solution formula of the inhomogeneous Rayleigh equation. The fact that the
Kolmogorov flow is stable for the case of α > 1, implies that Wo(c) 6= 0 and We(c) 6= 0 for
all c with Im c 6= 0.
Now we define for y ∈ [0, π] and c /∈ [−1, 1],
Φo(y, c) =φ(y, c)
∫ y
0
1
φ(y′, c)2
∫ y′
yc
foφ(y
′′, c)dy′′dy′ + µo(c)φ(y, c)
∫ y
0
1
φ(y′, c)2
dy′
=φ(y, c)
∫ y
π
1
φ(y′, c)2
∫ y′
yc
foφ(y
′′, c)dy′′dy′ + µo(c)φ(y, c)
∫ y
π
1
φ(y′, c)2
dy′,(4.11)
where
µo(c) =
−φ(0, c)φ(π, c) ∫ π0 1φ(y′,c)2 ∫ y′yc foφ(y′′, c)dy′′dy′
Wo(c)
.(4.12)
For y ∈ [−π, 0], let Φo(y, c) = −Φo(−y, c).
We define for y ∈ [0, π] and c /∈ [−1, 1],
Φe(y, c) = φ(y, c)
∫ y
0
1
φ(y′, c)2
∫ y′
yc
feφ(y
′′, c)dy′′dy′
+ µe∗(c)φ(y, c)
∫ y
0
1
φ(y′, c)2
dy′ + νe0(c)φ(y, c)
= φ(y, c)
∫ y
π
1
φ(y′, c)2
∫ y′
yc
feφ(y
′′, c)dy′′dy′
+ µe∗(c)φ(y, c)
∫ y
π
1
φ(y′, c)2
dy′ + νe1(c)φ(y, c),(4.13)
where µe∗ and νe0 , ν
e
1 are determined by∫ π
0
1
φ(y′, c)2
∫ y′
yc
feφ(y
′′, c)dy′′dy′ + µe∗(c)
∫ π
0
1
φ(y′, c)2
dy′ + νe0(c)− νe1(c) = 0,
νej (c)φ(jπ, c)φ
′(jπ, c) +
∫ jπ
yc
feφ(y
′′, c)dy′′ + µe∗(c) = 0, j = 0, 1.
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For y ∈ [−π, 0], let Φe(y, c) = Φe(−y, c). We have
νe1(c) =
∫ π
0 feφ(y
′, c)dy′ + (φφ′)
(
0, c
)( ∫ π
0
∫ y′
yc
feφ(y′′,c)dy′′
φ(y′,c)2 dy
′ − ∫ π0 ∫ πyc feφ(y′′,c)dy′′φ(y′,c)2 dy′)
−φ(0, c)φ(π, c)We(c) ,
(4.14)
νe0(c) =
∫ π
0 feφ(y
′, c)dy′ + (φφ′)
(
π, c
)( ∫ π
0
∫ y′
yc
feφ(y′′,c)dy′′
φ(y′,c)2 dy
′ − ∫ π0 ∫ 0yc feφ(y′′,c)dy′′φ(y′,c)2 dy′)
−φ(0, c)φ(π, c)We(c) ,
(4.15)
µe∗(c) =
(φφ′)(π, c)(φφ′)(0, c)
∫ π
0
∫ y′
yc
feφ(y′′,c)dy′
φ(y′,c)2 dy
′ − (φφ′)(jπ, c) ∫ (1−j)πyc feφ(y′′, c)dy′′∣∣1j=0
φ(0, c)φ(π, c)We(c)
.
(4.16)
Proposition 4.10. Let c ∈ Dǫ0 . Then the solution of (4.1) takes as follows
Φ(y, c) = Φo(y, c) + Φe(y, c),
where Φo and Φe are defined by (4.11) and (4.13) respectively.
Proof. It is easy to check that the inhomogeneous Rayleigh equations (4.2) and (4.3) are
equivalent to 
(
φ2
(Φo
φ
)′)′
= foφ,
Φo(0) = Φo(π) = 0,
(4.17)
and 
(
φ2
(Φe
φ
)′)′
= feφ,
Φ′e(0) = Φ
′
e(π) = 0.
(4.18)
As φ(y, c) 6= 0 for c ∈ Dǫ0 , we conclude the proposition by integration twice, and matching the
boundary conditions by using the fact that φ
∫ y 1
φ2
dy′ and φ are two independent solutions
of the homogeneous Rayleigh equation. 
For c ∈ Blǫ0 ∪Brǫ0, Howard’s semi-circle theorem tells us that c /∈ σ(Rα). Thus, there exists
a unique solution of (4.1).
5. The linearized Euler equations
5.1. The limiting absorption principle. In this subsection, we establish the limiting ab-
sorption principle for the inhomogeneous Rayleigh equation
(5.1) (u− c)(Φ′′ − α2Φ)− u′′Φ = ω,
when c ∈ {z ∈ C : 0 < inf
y∈T
|u(y)− z| < ǫ0
}
for ǫ0 > 0 small enough.
In [35], we established the limiting absorption principle for a class of shear flows in K by
using blow-up analysis and compactness argument. This result can be easily extended to the
following periodic shear flows (u(y), 0):
(a) Periodic: u(y + 2π) = u(y);
(b) Regularity: u ∈ H3(T), where T = T2π;
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(c) Spectrum: Rα has no embedding eigenvalues for α 6= 0;
(d) Curvature: u′′(y) 6= 0 at critical points(i.e., u′(y) = 0).
We denote by P the set of periodic flows satisfying (a)-(d). When α > 1, u(y) = − cos y ∈ P.
Proposition 5.1. Assume that u ∈ P. There exists ǫ0 such that for c ∈
{
z ∈ C : 0 <
inf
y∈T
|u(y)− z| < ǫ0
}
, the solution to (5.1) has the following uniform bound
‖Φ‖H1(T) ≤ C‖ω‖H1(T).
Here C is a constant independent of ǫ0. Moreover, there exists Φ±(α, y, c) ∈ H10 (T) for
c ∈ Ranu, such that Φ(α, ·, c ± iǫ)→ Φ±(α, ·, c) in C(T) as ǫ→ 0+ and
‖Φ±(α, ·, c)‖H1(T) ≤ C‖ω‖H1(T).
One can refer to section 6 in [35] for more details.
5.2. Explicit formulas of the limits. In this subsection, we give the explicit formulas of
the limits Φ±, which are important to obtain the explicit decay estimates of the velocity. In
what follows, we denote by φ(y, c) a solution of (2.6) obtained by Proposition 3.6 and let
φ1(y, c) =
φ(y,c)
u(y)−c for c ∈ Ωǫ.
We will use the notations A,B,A1,B1 and II defined in section 4.1. Let us also introduce
some new notations. We define Int(ϕ) to be a 2π periodic function so that
Int(ϕ)(y) =
∫ y
0
ϕ(y′) dy′ for y ∈ [0, π], Int(ϕ)(y) = Int(ϕ)(−y) for y ∈ [−π, 0].(5.2)
We introduce
II1,1(ϕ)(yc) = p.v.
∫ π
0
Int(ϕ)(y) − Int(ϕ)(yc)
(u(y)− u(yc))2 dy,(5.3)
II1(ϕ)(yc) = p.v.
∫ π
0
∫ y
yc
ϕ(y′)φ1(y′, c)dy′
φ(y, c)2
dy,(5.4)
Ej(ϕ)(yc) =
∫ jπ
yc
ϕ(y)φ1(y, c)dy for j = 0, 1, ,(5.5)
and for k = 0, 1, 2,
(5.6) Lk(ϕ)(yc) =
∫ π
0
∫ z
yc
ϕ(y)
(
∂z + ∂y
u′(yc)
+ ∂c
)k ( 1
(u(z) − c)2
(
φ1(y, c)
φ1(z, c)2
− 1
))
dydz.
It is easy to see that
II1(ϕ) = II1,1(ϕ) + L0(ϕ).
Note. Since the map from c ∈ [−1, 1] to yc ∈ [0, π] is one-to-one, we do not make a difference
between c and yc in some places.
Remark 5.2. We have the following formulation:
II1,1(ϕ)(yc) = −∂c
(H(Int(ϕ))(yc)
2 sin yc
)
,(5.7)
where H is the Hilbert transform on T defined by
H(ϕ)(yc) = p.v.
∫ π
−π
cot
yc − y
2
ϕ(y)dy.
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Indeed, we have
II1,1(ϕ) = p.v.
∫ π
0
Int(ϕ)(y) − Int(ϕ)(yc)
(u(y)− u(yc))2 dy
= ∂c
(∫ π
0
Int(ϕ)(y) − Int(ϕ)(yc)
u(y)− c dy
)
+
ϕ(yc)
u′(yc)
p.v.
∫ π
0
1
u(y)− c dy
= ∂c
(
p.v.
∫ π
0
Int(ϕ)(y)
u(y)− c dy
)
− Int(ϕ)(yc)∂c
(
p.v.
∫ π
0
dy
u(y)− c
)
.
For an even function f , we have
p.v.
∫ π
0
f(y)
u(y)− c dy =
1
2
p.v.
∫ π
−π
f(y)
u(y)− c dy
=
1
2 sin yc
p.v.
∫ π
−π
(sin yc + sin y)f(y)
cos yc − cos y dy = −
(Hf)(yc)
2 sin yc
,
which along with the facts that H1 = 0, p.v.
∫ π
0
dy
u(y)−c = 0, shows (5.7).
We denote
ω̂o(y) =
ω̂0(α, y) − ω̂0(α,−y)
2
, ω̂e(y) =
ω̂0(α, y) + ω̂0(α,−y)
2
,
fo(y, c) =
ω̂o(α, y)
iα(u(y) − c) , fe(y, c) =
ω̂e(α, y)
iα(u(y)− c) .
For c ∈ (−1, 1), we define
Φo±(y, c)
def
=

φ(y, c)
∫ y
0
1
φ(z, c)2
∫ z
yc
φfo(y
′, c)dy′dz
+ µo±(ω̂o)(c)φ(y, c)
∫ y
0
1
φ(y′, c)2
dy′ 0 ≤ y < yc,
φ(y, c)
∫ y
π
1
φ(z, c)2
∫ z
yc
φfo(y
′, c)dy′dz
+ µo±(ω̂o)(c)φ(y, c)
∫ y
π
1
φ(y′, c)2
dy′ yc < y ≤ π,
where
µo+(ω̂o)(c) =
1
α
i sin3 ycII1(ω̂o)(yc)− sin ycω̂o(α, yc)π
−iπ cos yc + sin3 ycII(c)
=
1
α
−Co(ω̂o)(c) + iDo(ω̂o)(c)
A(c)− iB(c) ,(5.8)
µo−(ω̂o)(c) =
1
α
i sin3 ycII1(ω̂o)(yc) + sin ycω̂o(α, yc)π
iπ cos yc + sin
3 ycII(c)
=
1
α
Co(ω̂o)(c) + iDo(ω̂o)(c)
A(c) + iB(c)
,(5.9)
with
Co(ϕ)(c) = π sin ycϕ(yc), Do(ϕ)(c) = u
′(yc)ρ(c)II1(ϕ)(yc).(5.10)
For y ∈ [−π, 0], let Φo±(y, c) = −Φo±(−y, c).
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For c ∈ (−1, 1), we define
Φe±(y, c)
def
=

φ(y, c)
∫ y
0
∫ y′
yc
φfe(y
′′, c)dy′′
φ(y′, c)2
dy′
+ µe∗±(ω̂e)(c)φ(y, c)
∫ y
0
1
φ(y′, c)2
dy′ + νe0±(ω̂e)(c)φ(y, c), 0 ≤ y < yc,
φ(y, c)
∫ y
π
∫ y′
yc
φfe(y
′′, c)dy′′
φ(y′, c)2
dy′
+ µe∗±(ω̂e)(c)φ(y, c)
∫ y
π
1
φ(y′, c)2
dy′ + νe1±(ω̂e)(c)φ(y, c), yc < y ≤ π,
where
µe∗+(ϕ)(c) =
1
α
I(c)
(
iDo(ϕ)(c) − Co(ϕ)(c)
) − i(φφ′)(jπ, c)E1−j(ϕ)(c)∣∣1j=0
I(c)(A1(c)− iB1(c))/ρ(c) ,(5.11)
µe∗−(ϕ)(c) =
1
α
I(c)
(
iDo(ϕ)(c) + Co(ϕ)(c)
) − i(φφ′)(jπ, c)E1−j(ϕ)(c)∣∣1j=0
I(c)(A1(c) + iB1(c))/ρ(c)
,(5.12)
νek+(ϕ)(c) =
1
α
iE(ϕ) + (φφ′)
(
(1− k)π, c) (D+(ϕ)− iEk(ϕ)(A − iB)) / sin3 yc
I(c)(A1(c)− iB1(c))/ρ(c) ,(5.13)
νek−(ϕ)(c) =
1
α
iE(ϕ) + (φφ′)
(
(1− k)π, c) (D−(ϕ)− iEk(ϕ)(A + iB)) / sin3 yc
I(c)(A1(c) + iB1(c))/ρ(c)
,(5.14)
with
E(ϕ) = E1(ϕ)(yc)− E0(ϕ)(yc), D±(ϕ) = iDo(ϕ)(c) ∓Co(ϕ)(c),
and
I(c) =
φ1(π, c)φ
′(π, c)φ1(0, c)φ′(0, c)
u′(yc)
= − sin yc(φ1φ′1)(π, c)(φ1φ′1)(0, c) = −
(φφ′)(π, c)(φφ′)(0, c)
u′(yc)ρ(c)
.
Proposition 5.3. Let Φ(y, c) be a solution of (4.1) given by Proposition 4.10 with f = ω̂0(α,y)iα(u−c)
for ω̂0 ∈ H1(T). Then it holds that for any y ∈ [−π, π], yc ∈ (−π, π) \ {0} and y 6= ±yc,
lim
ǫ→0+
Φ(y, cǫ) = Φ+(y, u(yc)), lim
ǫ→0−
Φ(y, cǫ) = Φ−(y, u(yc)),
where Φ± = Φo± +Φe±, and cǫ = c+ iǫ ∈ Dǫ0 and c = u(yc).
The proposition is an immediate consequence of Lemma 5.5 and Lemma 5.6.
Lemma 5.4. Let cǫ = c+ iǫ ∈ Dǫ0 , c ∈ (−1, 1). Then for any ϕ ∈ H1(0, π),
lim
ǫ→0+
ρ(cǫ)
∫ π
0
∫ y
yc
ϕ(y′)dy′
(u(y) − cǫ)2 dy = ρ(c)II1,1(ϕ)(c) + iπϕ(yc),
lim
ǫ→0−
ρ(cǫ)
∫ π
0
∫ y
yc
ϕ(y′)dy′
(u(y) − cǫ)2 dy = ρ(c)II1,1(ϕ)(c) − iπϕ(yc).
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Proof. Set g(y) =
∫ y
yc
ϕ(y′)dy′ − ϕ(yc)u′(yc)(u(y)− c). Then we have
ρ(cǫ)
∫ π
0
∫ y
yc
ϕ(y′)dy′
(u(y)− cǫ)2 dy
= ρ(cǫ)
∫ π
0
g(y)
(u(y)− cǫ)2dy + ρ(cǫ)
ϕ(yc)
u′(yc)
∫ π
0
(u(y)− c)
(u(y)− cǫ)2 dy.
As ϕ ∈ H1(0, π), we get
|g′(y)| = |ϕ(y)− u′(y)ϕ(yc)/u′(yc)| ≤ C|y − yc|
1
2 /u′(yc),
which along with g(yc) = 0 ensures that∫ π
0
g(y)
(u(y)− cǫ)2dy −→ p.v.
∫ π
0
g(y)
(u(y)− c)2 dy.
From the proof of Lemma 4.2 and p.v.
∫ π
0
dy
u(y)−c = 0, we deduce that as ǫ→ 0+,
ρ(cǫ)
∫ π
0
(u(y)− c)
(u(y)− cǫ)2 dy = ρ(cǫ)
∫ π
0
dy
(u(y) − cǫ)dy + iǫρ(cǫ)
∫ π
0
dy
(u(y)− cǫ)2
= ρ(cǫ)
πi
ρ(cǫ)
1
2
− iǫ∂cρ(cǫ)πi
2ρ(cǫ)
1
2
−→ πiρ(c) 12 = p.v.
∫ π
0
(u(y)− c)
(u(y)− c)2 dy + iπu
′(yc).
This shows that as ǫ→ 0+,
ρ(cǫ)
∫ π
0
∫ y
yc
ϕ(y′)dy′
(u(y)− cǫ)2 dy −→ρ(c)p.v.
∫ π
0
g(y) + ϕ(yc)u′(yc)(u(y)− c)
(u(y)− c)2 dy + iπu
′(yc)
ϕ(yc)
u′(yc)
= ρ(c)II1,1(ϕ)(c) + iπϕ(yc).
The case of ǫ→ 0− can be proved similarly. 
Lemma 5.5. Let k ∈ {0, 1} and ω̂0(α, y) ∈ H1(0, π). Let µo, νek and µe∗ be defined by (4.12),
(4.14), (4.15) and (4.16). Let µo±, µe∗± and νek± be defined by (5.8), (5.9) and (5.11)-(5.14).
Then it holds that for any yc ∈ (0, π),
lim
ǫ→0+
µo(cǫ) = µ
o
+(c), lim
ǫ→0−
µo(cǫ) = µ
o
−(c),
lim
ǫ→0+
µe∗(cǫ) = µ
e
∗+(c), lim
ǫ→0−
µe∗(cǫ) = µ
e
∗−(c),
lim
ǫ→0+
νek(cǫ) = ν
e
k+(c), lim
ǫ→0−
νek(cǫ) = ν
e
k−(c).
Here cǫ = c+ iǫ = u(yc) + iǫ ∈ Dǫ0 .
Proof. By Proposition 3.6, φ1(y, c) is continuous for (y, c) ∈ [0, π] × Ωǫ0 and for ǫ0 small
enough,
|φ1(y, c)| > 1
2
, |φ1(y, c) − 1| ≤ C|y − yc|2.
Thus, for (y, c) ∈ [0, π] × Ωǫ0 with (z − yc)(z − y) ≤ 0, there exists a constant C so that∣∣∣∣ ρ(c)(u(y) − c)2( φ1(z, c)φ1(y, c)2 − 1
)∣∣∣∣ ≤ C.
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This implies that as cǫ → u(yc) = c,
ρ(cǫ)
∫ π
0
∫ y
yc
ϕ(z)
(u(y)− cǫ)2
( φ1(z, cǫ)
φ1(y, cǫ)2
− 1
)
dzdy −→ ρ(c)L0(ϕ)(c),
from which and Lemma 5.4, it follows that as ǫ→ 0±,
iαu′(yc)ρ(cǫ)
∫ π
0
1
φ(y′, cǫ)2
∫ y′
yc
foφ(y
′′, cǫ)dy′′dy′
−→ ρ(c)u′(yc)L0(ω̂)(c) + ρ(c)u′(yc)II1,1(ω̂)(c) ± iπω̂(yc)u′(yc).
Then by Lemma 4.2, we infer that
lim
ǫ→0±
µo(cǫ) = µ
o
±(c).
Notice that for cǫ = u(yc) + iǫ and k ∈ {0, 1},∫ kπ
yc
feφ(y, cǫ)dy −→ 1
iα
Ek(ω̂e), as ǫ→ 0.
The other limits can be proved similarly. 
Lemma 5.6. Let ϕ(y) ∈ H1(0, π). Then it holds that for 0 ≤ y < yc ≤ π,
lim
ǫ→0
φ(y, cǫ)
∫ y
0
∫ y′
yc
ϕ(y′′)φ1(y′′, cǫ)dy′′
φ(y′, cǫ)2
dy′ = φ(y, u(yc))
∫ y
0
∫ y′
yc
ϕ(y′′)φ1(y′′, u(yc))dy′′
φ(y′, u(yc))2
dy′,
lim
ǫ→0
φ(y, cǫ)
∫ y
0
1
φ(y′, cǫ)2
dy′ = φ(y, u(yc))
∫ y
0
1
φ(y′, u(yc))2
dy′,
and for 0 ≤ yc < y ≤ π,
lim
ǫ→0
φ(y, cǫ)
∫ y
π
∫ y′
yc
ϕ(y′′)φ1(y′′, cǫ)dy′′
φ(y′, cǫ)2
dy′ = φ(y, u(yc))
∫ y
π
∫ y′
yc
ϕ(y′′)φ1(y′′, u(yc))dy′′
φ(y′, u(yc))2
dy′,
lim
ǫ→0
φ(y, cǫ)
∫ y
π
1
φ(y′, cǫ)2
dy′ = φ(y, u(yc))
∫ y
π
1
φ(y′, u(yc))2
dy′.
Here cǫ = c+ iǫ = u(yc) + iǫ ∈ Dǫ0 .
Proof. We consider the case of 0 ≤ y < yc ≤ π. Another case is similar. Notice that for
0 ≤ y′ ≤ y, y′ ≤ y′′ ≤ yc,∣∣∣∣ φ(y, cǫ)φ(y′, cǫ)2
∣∣∣∣+ ∣∣∣∣φ(y, cǫ)ϕ(y′′)φ1(y′′, cǫ)φ(y′, cǫ)2
∣∣∣∣(5.15)
≤ C |u(y)− cǫ||u(y′)− cǫ|2 ≤
C
|u(y′)− cǫ| ≤
C
|u(y)− u(yc)| .
Then the result follows from Lebesgue’s dominated convergence theorem and the continuity
of φ1, φ. 
5.3. Solution formula of the linearized Euler equations. Let ψ̂(t, α, y) be a solution
of (2.1) with initial data ψ̂(0, α, y) = −(∂2y − α2)−1ω̂0(α, y). Then we have
ψ̂(t, α, y) =
1
2πi
∮
∂Ω
e−iαtc(c−Rα)−1ψ̂(0, α, y)dc,
where Ω is a simply connected domain including the spectrum σ(Rα) = [−1, 1] of Rα.
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Let Φ(α, y, c) be a solution of (4.1) with f(α, y, c) = ω̂0(α,y)iα(u(y)−c) . We have
(c−Rα)−1ψ̂(0, α, y) = iαΦ(α, y, c).
Therefore, we have
ψ̂(t, α, y) =
1
2π
∮
∂Ωǫ0
e−iαtcαΦ(α, y, c)dc.(5.16)
In particular,
ψ̂(0, α, y) =
1
2π
∮
∂Ωǫ0
αΦ(α, y, c)dc.(5.17)
Lemma 5.7. Let ψ̂(t, α, y) be as in (5.16). Then we have
ψ̂(t, α, y) =
1
2π
∫ 1
−1
e−iαtcαΦ˜o(α, y, c)dc +
1
2π
∫ 1
−1
e−iαtcαΦ˜e(α, y, c)dc
,ψ̂o(t, α, y) + ψ̂e(t, α, y).
In particular,
ψ̂(0, α, y) =
1
2π
∫ 1
−1
αΦ˜o(α, y, c)dc +
1
2π
∫ 1
−1
αΦ˜e(α, y, c)dc,
where
Φ˜o(y, c) =

(µo−(c)− µo+(c))φ(y, c)
∫ y
0
1
φ(z, c)2
dz, 0 ≤ y ≤ yc,
(µo−(c)− µo+(c))φ(y, c)
∫ y
π
1
φ(z, c)2
dz, yc ≤ y ≤ π,
and
Φ˜e(y, c) =

(µe∗−(c) − µe∗+(c))
∫ y
0
φ(y, c)
φ(z, c)2
dz + (νe0−(c) − νe0+(c))φ(y, c), 0 ≤ y < yc,
(µe∗−(c) − µe∗+(c))
∫ y
π
φ(y, c)
φ(z, c)2
dz + (νe1−(c) − νe1+(c))φ(y, c), yc < y ≤ π,
and Φ˜o(y, c) = −Φ˜o(−y, c), Φ˜e(y, c) = Φ˜e(−y, c) for y ∈ [−π, 0].
Proof. For any 0 < ǫ ≤ ǫ0, we have
ψ̂(t, α, y) =
1
2π
∮
∂Ωǫ
e−iαtcαΦ(α, y, c)dc = I1 + I2 + I3 + I4,
where
I1 =
1
2π
∫ 1
−1
e−iαt(c−iǫ)αΦ(α, y, c − iǫ)dc,
I2 =
1
2π
∫ −1
1
e−iαt(c+iǫ)αΦ(α, y, c + iǫ)dc,
I3 =
1
2π
∫ π
2
−π
2
e−iαt(1+ǫe
iθ)αΦ(α, y, 1 + ǫeiθ)iǫeiθdθ,
I4 =
1
2π
∫ 3π
2
π
2
e−iαt(−1+ǫe
iθ)αΦ(α, y,−1 + ǫeiθ)iǫeiθdθ.
LINEAR INVISCID DAMPING AND ENHANCED DISSIPATION 37
Proposition 5.3, Proposition 5.1 and Lebesgue’s dominated convergence theorem ensure that
lim
ǫ→0+
I1 =
1
2π
∫ 1
−1
αe−iαtc(Φo−(α, y, c) + Φ
e
−(α, y, c))dc,
lim
ǫ→0+
I2 = − 1
2π
∫ 1
−1
αe−iαtc(Φo+(α, y, c) + Φ
e
+(α, y, c))dc,
and
lim
ǫ→0+
I3 = 0, lim
ǫ→0+
I4 = 0.
Now, the lemma follows from the facts that Φ˜o = Φ
o− − Φo+, Φ˜e = Φe− − Φe+. 
5.4. Dual formulation. As in [35], we will use the dual method to derive the decay estimates
of the velocity. So, we introduce the dual formulation of the stream function.
Let
µo−(c)− µo+(c) =
2
α
ACo(ω̂o) + BDo(ω̂o)
A2 + B2
def
=
2
α
ρ(c)µ1(c),
µe−(c)− µe+(c) =
2
α
I(c)2(ACe + BDe) + I(c)(φφ
′)(jπ, c)(Ce + E1−jB)|1j=0
I(c)2(A21 + B
2
1)/ρ(c)
2
def
=
2
α
µ2(c),
νej−(c)− νej+(c) = −
2
α
µ2
φ(jπ, c)φ′(jπ, c)
def
=
2
α
νj(c).
Here Ce = Co(ω̂e)(c), De = Do(ω̂e)(c) and E1−j = E1−j(ω̂e)(yc).
We denote
Λ1(ϕ)(yc) = Λ1,1(ϕ)(yc) + Λ1,2(ϕ)(yc),(5.18)
Λ2(ϕ)(yc) = Λ2,1(ϕ)(yc) + Λ2,2(ϕ)(yc),(5.19)
where
Λ1,1(ϕ)(yc) = ρ(c)u
′′(yc)II1,1(ϕ)(c),(5.20)
Λ1,2(ϕ)(yc) = ρ(c)u
′′(yc)L0(ϕ)(c) + u′(yc)ρ(c)II(c)ϕ(yc),(5.21)
Λ2,1(ϕ)(yc) = ρ(c)II1,1(u
′′ϕ)(c),(5.22)
Λ2,2(ϕ)(yc) = ρ(c)L0(u′′ϕ)(c) + u′(yc)ρ(c)II(c)ϕ(yc),(5.23)
We denote
Λ3(ω̂e)(yc) = ρ(c)Λ1(ω̂e)(yc) + Λ3,1(ω̂e)(yc),(5.24)
Λ4(g)(yc) = ρ(c)Λ2(g)(yc) + Λ4,1(g)(yc),(5.25)
where
Λ3,1(ω̂e)(yc) = Jj
(
u′′(yc)
u′(yc)
E1−j(ω̂e) + ω̂e(yc)
) ∣∣∣∣1
j=0
,(5.26)
Λ4,1(g)(yc) = Jj
(
E1−j(gu′′)
u′(yc)
+ g(yc)
) ∣∣∣∣1
j=0
,(5.27)
with
Jj(c) =
(φφ′)(jπ, c)ρ(c)
I(c)
=
−u′(yc)ρ(c)2
(φφ′)((1− j)π, c)
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=
−u′(yc)(u(jπ) − c)2
(φ1φ′1)((1 − j)π, c)
for j = 0, 1.(5.28)
Lemma 5.8. Let f(α, y) = (∂2y − α2)g(α, y) with g ∈ H2(0, π) ∩H10 (0, π). Then we have∫ π
0
ψ̂o(t, α, y)f(α, y)dy = −
∫ 1
−1
Ko(c, α)e
−iαctdc,
where
Ko(c, α) =
Λ1(ω̂o)(yc)Λ2(g)(yc)
(A(c)2 + B(c)2)u′(yc)
.(5.29)
Proof. By Lemma 5.7, we get∫ π
0
ψ̂o(t, α, y)f(α, y)dy
=
1
π
∫ π
0
f(α, y)
∫ u(y)
−1
ρ(c)µ1(c)φ(y, c)
∫ y
π
1
φ(z, c)2
dze−iαctdcdy
+
1
π
∫ π
0
f(α, y)
∫ 1
u(y)
ρ(c)µ1(c)φ(y, c)
∫ y
0
1
φ(z, c)2
dze−iαctdcdy
= − 1
π
∫ 1
−1
ρ(c)µ1(c)e
−iαct
∫ π
0
∫ z
yc
f(α, y)φ(y, c)dy
φ(z, c)2
dzdc.
First of all, we have
ρ(c)µ1(c) = π
A(c)ρ(c) ω̂o(yc)u′(yc) + ρ(c)
2 u
′′(yc)
u′(yc)
II1(ω̂o)(c)
A(c)2 + B(c)2
= π
sin ycΛ1(ω̂o)
A(c)2 + B(c)2
.
We write∫ π
0
∫ z
yc
f(α, y)φ(y, c)dy
φ(z, c)2
dz
=
∫ π
0
∫ z
yc
(g′′(y)− α2g(y))φ(y, c)dy
φ(z, c)2
dz
=
∫ π
0
∫ z
yc
g(y)(φ′′ − α2φ)(y, c)dy + g′(z)φ(z, c) − g(z)φ′(z, c) + g(yc)φ′(yc, c)
φ(z, c)2
dz
=
∫ π
0
[∫ z
yc
g(y)u′′(y)φ1(y, c)dy
φ(z, c)2
+
(
g(z)
φ(z, c)
)′
+
g(yc)u
′(yc)
φ(z, c)2
]
dz
= II1(gu
′′) + p.v.
∫ π
0
[(
g(z)
φ(z, c)
)′
+
g(yc)u
′(yc)
φ(z, c)2
]
dz.
Notice that for c ∈ (−1, 1), we have
g(z)
φ(z, c)
− g(yc)
u(z)− c =
g(z)(1 − φ1(z, c))
(u(z) − c)φ1(z, c) +
g(z) − g(yc)
u(z) − c ∈ C([0, π]),
then we get
p.v.
∫ π
0
[(
g(z)
φ(z, c)
)′
+
g(yc)u
′(yc)
φ(z, c)2
]
dz
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=
(
g(z)
φ(z, c)
− g(yc)
u(z)− c
) ∣∣∣∣π
0
+ p.v.
∫ π
0
[(
g(yc)
u(z) − c
)′
+
g(yc)u
′(yc)
φ(z, c)2
]
dz
=
g(yc)
u(0)− c −
g(yc)
u(π)− c + p.v.
∫ π
0
[
−g(yc)(u
′(z)− u′(yc))
(u(z)− c)2 +
g(yc)u
′(yc)
(u(z)− c)2
(
1
φ(z, c)2
− 1
)]
dz
=
g(yc)(u(0) − u(π))
ρ(c)
− g(yc)p.v.
∫ π
0
(u′(z)− u′(yc))
(u(z)− c)2 dz + g(yc)u
′(yc)II(c).
From Remark 5.2 and p.v.
∫ π
0
1
u(z)−cdz = 0, we know that
p.v.
∫ π
0
u′(z) − u′(yc)
(u(z)− c)2 dz = II1,1(u
′′)(c)
= ∂c
(
p.v.
∫ π
0
u′(y)− u′(0)
u(y)− c dy
)
= ∂c
(
ln
u(π)− c
c− u(0)
)
=
u(0)− u(π)
ρ(c)
.
This gives
p.v.
∫ π
0
[(
g(z)
φ(z, c)
)′
+
g(yc)u
′(yc)
φ(z, c)2
]
dz = u′(yc)g(yc)II(c),
which implies∫ π
0
∫ z
yc
f(α, y)φ(y, c)dy
φ(z, c)2
dz = II1(gu
′′) + u′(yc)g(yc)II(c) = Λ2(g)(yc)/ρ(c).
Therefore, ∫ π
0
ψ̂o(t, α, y)f(y)dy = −
∫ 1
−1
Λ1(ω̂o)(yc)Λ2(g)(yc)
(A(c)2 + B(c)2)u′(yc)
e−iαctdc,
which proves the lemma. 
Remark 5.9. From the above proof, we know that if g ∈ H2(0, π), then we have
p.v.
∫ π
0
[(
g(z)
φ(z, c)
)′
+
g(yc)u
′(yc)
φ(z, c)2
]
dz =
g(z)
φ(z, c)
∣∣∣π
z=0
+ u′(yc)g(yc)II(c).
Lemma 5.10. Let f(α, y) = (∂2y −α2)g(α, y) with g ∈ H2(0, π) and g′(0) = g′(π) = 0. Then
we have ∫ π
0
ψ̂e(t, α, y)f(α, y)dy = −
∫ 1
−1
Ke(c, α)e
−iαctdc,
where
Ke(c, α) =
Λ3(ω̂e)(yc)Λ4(g)(yc)
u′(yc)(A1(c)2 + B1(c)2)
.(5.30)
Proof. By Lemma 5.7, we have∫ π
0
ψ̂e(t, α, y)f(α, y)dy
=
1
π
∫ π
0
f(α, y)
∫ u(y)
−1
µ2(c)φ(y, c)
∫ y
π
1
φ(z, c)2
dze−iαctdcdy
+
1
π
∫ π
0
f(α, y)
∫ 1
u(y)
µ2(c)φ(y, c)
∫ y
0
1
φ(z, c)2
dze−iαctdcdy
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+
1
π
∫ π
0
f(α, y)
∫ 1
u(y)
ν0(c)φ(y, c)e
−iαctdcdy +
1
π
∫ π
0
f(α, y)
∫ u(y)
−1
ν1(c)φ(y, c)e
−iαctdcdy
= − 1
π
∫ 1
−1
µ2(c)e
−iαct
∫ π
0
∫ z
yc
f(y)φ(y, c)dy
φ(z, c)2
dzdc
+
1
π
∫ 1
−1
ν0(c)e
−iαct
∫ yc
0
f(y)φ(y, c)dydc +
1
π
∫ 1
−1
ν1(c)e
−iαct
∫ π
yc
f(y)φ(y, c)dydc.
We have∫ π
0
∫ z
yc
f(y)φ(y, c)dy
φ(z, c)2
dz = II1(gu
′′) + p.v.
∫ π
0
[(
g(z)
φ(z, c)
)′
+
g(yc)u
′(yc)
φ(z, c)2
]
dz,
and by Remark 5.9,
p.v.
∫ π
0
[(
g(z)
φ(z, c)
)′
+
g(yc)u
′(yc)
φ(z, c)2
]
dz =
g(yc)
ρ(c)
A(c)− g(0)
φ(0, c)
+
g(π)
φ(π, c)
.
On the other hand, we have∫ yc
0
f(y)φ(y, c)dy = −E0(gu′′)− g(yc)u′(yc) + g(0)φ′(0, c),∫ π
yc
f(y)φ(y, c)dy = E1(gu
′′) + g(yc)u′(yc)− g(π)φ′(π, c).
Then we conclude that∫ π
0
ψ̂e(t, α, y)f(y)dy
= − 1
π
∫ 1
−1
[
µ2
(g(yc)A(c)
ρ(c)
+ II1(gu
′′)
)
+ ν0
(
E0(gu
′′) + g(yc)u′(yc)
)
− ν1
(
E1(gu
′′) + g(yc)u′(yc)
)]
e−iαctdc,
Here we used
ν0(c) = − µ2(c)
φ(0, c)φ′(0, c)
, ν1(c) = − µ2(c)
φ(π, c)φ′(π, c)
.
Recall that
µ2(c) =
I(c)2(ACe + BDe) + I(c)φ(jπ, c)φ
′(jπ, c)(Ce + E1−jB)|1j=0
I(c)2(A1(c)2 + B1(c)2)/ρ(c)2
=
ρ(c)2(ACe + BDe) + ρ(c)Jj(c)(Ce + E1−jB)|1j=0
A1(c)2 + B1(c)2
= πρ2
(
Aρ(c) ω̂e(yc)u′(yc) + ρ(c)
u′′(yc)
u′(yc)2
u′(yc)ρ(c)II1(ω̂e)
)
+ Jj
( u′′(yc)
u′(yc)2
E1−j +
ω̂e(yc)
u′(yc)
)|1j=0
A1(c)2 + B1(c)2
=
πρ(c)2
u′(yc)
ρ(c)Λ1(ω̂e)(yc) + Λ3,1(ω̂e)(yc)
A1(c)2 + B1(c)2
=
πρ(c)2
u′(yc)
Λ3(ω̂e)(yc)
A1(c)2 + B1(c)2
.
Then we have
µ2
(g(yc)A(c)
ρ(c)
+ II1(gu
′′)
)
+ ν0
(
E0(gu
′′) + g(yc)u′(yc)
)− ν1(E1(gu′′) + g(yc)u′(yc))
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= µ2(c)
Λ2(g)(yc)
ρ(c)
− µ2(c)
(
E0(gu
′′) + g(yc)u′(yc)
)
φ(0, c)φ′(0, c)
+
µ2(c)
(
E1(gu
′′) + g(yc)u′(yc)
)
φ(π, c)φ′(π, c)
= µ2
Λ2(g)(yc)
ρ(c)
+
µ2J1
(
E0(gu
′′) + g(yc)u′(yc)
)
u′(yc)ρ(c)2
− µ2J0
(
E1(gu
′′) + g(yc)u′(yc)
)
u′(yc)ρ(c)2
= µ2(c)
Λ2(g)(yc)
ρ(c)
+
µ2(c)Λ4,1(g)(yc)
ρ(c)2
=
µ2(c)Λ4(g)(yc)
ρ(c)2
=
πρ(c)2
u′(yc)
Λ3(ω̂e)(yc)
A1(c)2 + B1(c)2
Λ4(g)(yc)
ρ(c)2
= π
Λ3(ω̂e)(yc)Λ4(g)(yc)
u′(yc)(A1(c)2 + B1(c)2)
= πKe(c, α),
which gives the lemma. 
6. Linear inviscid damping
The decay estimates of the velocity rely on the following uniform W 1,2 estimates of the
kernels Ko and Ke.
Proposition 6.1. Let Ko be defined by (5.29) with g ∈ H2(0, π), g(0) = g(π) = 0 and
ω̂o =
1
2(ω̂0(α, y) − ω̂0(α,−y)) ∈ H2. Then Ko(−1, α) = Ko(1, α) = 0, and there exists a
constant C independent of α such that,
‖Ko(·, α)‖L1c (−1,1) ≤ C‖ω̂o‖L2‖g‖L2 ,
‖(∂cKo)(·, α)‖L1c (−1,1) ≤ C‖ω̂o‖H1‖g‖H1 ,
‖(∂2cKo)(·, α)‖L1c (−1,1) ≤ Cα
1
2 ‖ω̂o‖H2‖f‖L2 .
Proposition 6.2. Let Ke be defined by (5.30) with g ∈ H2(0, π), g′(0) = g′(π) = 0 and
ω̂e =
1
2(ω̂0(α, y) + ω̂0(α,−y)) ∈ H2. Then Ke(−1, α) = Ke(1, α) = 0, and there exists a
constant C independent of α such that,
‖Ke(·, α)‖L1c (−1,1) ≤ C‖ω̂e‖L2‖g‖L2 ,
‖(∂cKe)(·, α)‖L1c (−1,1) ≤ C|α|
1
2‖ω̂e‖H1(‖g′‖L2 + α‖g‖L2),
‖(∂2cKe)(·, α)‖L1c (−1,1) ≤ C|α|
3
2 ‖ω̂e‖H2‖f‖L2 .
For the moment, let us admit these two propositions and complete the proof of Theorem
1.1.
We have ψ̂(t, α, y) = ψ̂o(t, α, y) + ψ̂e(t, α, y). Using integration by parts, Proposition 6.1
and Proposition 6.2 ensure that
‖ψ̂o(t, α, ·)‖L2 = 2 sup
‖f‖
L2
≤1
∣∣∣∣∫ π
0
ψ̂o(t, α, y)f(y)dy
∣∣∣∣
≤ 2 sup
‖f‖L2≤1
∣∣∣∣∫ 1−1Ko(c, α)e−iαctdc
∣∣∣∣ ≤ C 1|α| 32 t2 ‖ω̂o‖H2 ,
and
‖ψ̂e(t, α, ·)‖L2 = 2 sup
‖f‖
L2
≤1
∣∣∣∣∫ π
0
ψ̂e(t, α, y)f(y)dy
∣∣∣∣
≤ 2 sup
‖f‖L2≤1
∣∣∣∣∫ 1−1Ke(c, α)e−iαctdc
∣∣∣∣ ≤ C 1|α| 12 t2 ‖ω̂e‖H2 .
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Proposition 6.1 and Proposition 6.2 also imply that
α2‖ψ̂o(t, α, ·)‖2L2 + ‖∂yψ̂o(t, α, ·)‖2L2
= −2
∫ π
0
ψ̂o(t, α, y)(ψ̂o
′′
− α2ψ̂o)(t, α, y)dy ≤

C‖ω̂o‖L2‖ψ̂o(t, α, ·)‖L2 ,
C
1
|αt| ‖ω̂o‖H1‖ψ̂o(t, α, ·)‖H1 ,
and
α2‖ψ̂e(t, α, ·)‖2L2 + ‖∂yψ̂e(t, α, ·)‖2L2
= −2
∫ π
0
ψ̂e(t, α, y)(ψ̂e
′′
− α2ψ̂e)(t, α, y)dy
≤

C‖ω̂e(α, ·)‖L2y‖ψ̂e(t, α, ·)‖L2y ,
C
1
|α| 12 |t|
‖ω̂e(α, ·)‖H1y (|α|‖ψ̂e(t, α, ·)‖L2y + ‖∂yψ̂e(t, α, ·)‖L2y ).
Thus, we conclude that for |t| ≤ 1,
‖V̂ 1o ‖L2 + ‖V̂ 2o ‖L2 ≤ |α|‖ψ̂o(t, α, ·)‖L2 + ‖∂yψ̂o(t, α, ·)‖L2 ≤ C|α|−1‖ω̂o‖L2 ,
‖V̂ 1e ‖L2 + ‖V̂ 2e ‖L2 ≤ |α|‖ψ̂e(t, α, ·)‖L2 + ‖∂yψ̂e(t, α, ·)‖L2 ≤ C|α|−1‖ω̂e‖L2 ,
and for |t| ≥ 1,
‖V̂ 1o ‖L2 + ‖V̂ 2o ‖L2 ≤ |α|‖ψ̂o(t, α, ·)‖L2 + ‖∂yψ̂o(t, α, ·)‖L2 ≤ C
1
|αt| ‖ω̂o‖H1 ,
‖V̂ 1e ‖L2 + ‖V̂ 2e ‖L2 ≤ |α|‖ψ̂e(t, α, ·)‖L2 + ‖∂yψ̂e(t, α, ·)‖L2 ≤ C
1
|α| 12 |t|
‖ω̂e‖H1 ,
Due to V 1 = V 1o + V
1
e and V
2 = V 2o + V
2
e , we obtain
‖V 1‖L2x,y + ‖V 2‖L2x,y ≤
C
〈t〉‖ω0‖H− 12x H1y
.
As ‖V̂ 2(t, α, ·)‖L2 ≤ C|α|‖ψ̂(t, α, ·)‖L2 ≤ C
|α| 12
t2
‖ω̂0(t, α, ·)‖H2 , we infer that
‖V 2‖L2x,y ≤
C
〈t2〉‖ω0‖H 12x H2y
.
This completes the proof of Theorem 1.1.
Let us remark that if ω0(x, y) is odd in y, then we have
‖V ‖L2x,y ≤
C
〈t〉‖ω0‖H−1x H1y , ‖V
2‖L2x,y ≤
C
〈t2〉‖ω0‖H− 12x H2y
.
7. Estimates of some integral operators
In this section, we present the estimates of some integral operators, which will be used to
establish the W 2,1 estimates of Ko and Ke.
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7.1. Basic properties of Hilbert transform. Recall that the Hilbert transform H on T
is defined by
H(f)(x) = p.v.
∫ π
−π
cot
x− y
2
f(y)dy.
Lemma 7.1. It holds that
d
dx
(
H(ϕ)(x)
)
= H(ϕ′)(x),
d
dx
(
sinx(Hϕ)′(x)− cos xHϕ(x)) = sinx(Hϕ)′′(x) + sinxH(ϕ)(x).
If ϕ is even, then
cot xH(ϕ)(x) −H(cot yϕ)(x) = −
∫ π
−π
ϕ(z) dz,
sinx(Hϕ)(x) −H(sin yϕ)(x) =
∫ π
−π
(cos x+ cos y)ϕ(y) dy,
H(cos yϕ)− cos xH(ϕ) = sinx
∫ π
−π
ϕ(y)dy,
H(ϕ)(x) = −2p.v.
∫ π
0
1
sin y
ln
∣∣∣∣∣sin x+y2sin x−y2
∣∣∣∣∣ sin yϕ′(y) dy,
and if ϕ is odd, then
sinx(Hϕ)(x)−H(sin yϕ)(x) = 0.
Proof. The first two equalities are obvious. Notice that
sinx(Hϕ)(x) −H(sin yϕ)(x) = p.v.
∫ π
−π
(sinx− sin y) cot x− y
2
ϕ(y)dy
=
∫ π
−π
(cos x+ cos y)ϕ(y)dy,
in particular, if ϕ is odd, then
sinx(Hϕ)(x) −H(sinxϕ)(x) = 0.
If ϕ is even, then we have
H(ϕ)(x) = p.v.
∫ π
−π
cot
x− y
2
ϕ(y)dy
= p.v.
∫ π
0
(
cot
x− y
2
+ cot
x+ y
2
)
ϕ(y)dy
= −2p.v.
∫ π
0
1
sin y
ln
∣∣∣∣∣sin x+y2sin x−y2
∣∣∣∣∣ sin yϕ′(y)dy,
and
cot x(Hϕ)(x) −H(cot yϕ)(x)
= p.v.
∫ π
−π
(cot x− cot y) cot x− y
2
ϕ(y)dy
= −p.v.
∫ π
−π
1 + cos(x− y)
sinx sin y
ϕ(y)dy = −
∫ π
−π
ϕ(y)dy,
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and
H(cos yϕ)− cos xH(ϕ) = p.v.
∫ π
−π
(cos y − cos x) cot x− y
2
ϕ(y)dy
=
∫ π
−π
(sinx+ sin y)ϕ(y)dy = sinx
∫ π
−π
ϕ(y)dy.
This proves the lemma. 
The following lemma can be easily proved by Hardy’s inequality.
Lemma 7.2. If ϕ ∈ H2(T) is even, then ϕ′(0) = ϕ′(π) = 0 and∥∥∥ ∂yϕ
sin y
∥∥∥
L2(0,π)
≤ C‖ϕ‖H2(0,π).
If ϕ is even and ϕ(0) = ϕ(π) = 0, then∥∥∥ ϕ
sin2 y
∥∥∥
L2(0,π)
+
∥∥∥ ϕ
sin y
∥∥∥
L∞(0,π)
≤ C‖ϕ‖H2(0,π),∥∥∥ ϕ
sin y
∥∥∥
L2(0,π)
≤ C‖ϕ‖H1(0,π).
Lemma 7.3. Let Z(f)(y) = f ′(y) − cot yf(y). If f ∈ Hm(0, π) is an even function for
m = 1, 2, 3, then Z(f) ∈ Hm−1(0, π) can be extended to a periodic odd function. Moreover,
we have
‖Z(f)‖Hm−1(T) ≤ C‖f‖Hm(0,π).
If we f ∈ H2(0, π) ∩H10 (0, π) is an even function, then
‖Z(f)/sin y‖L2(T) ≤ ‖f‖H2(0,π).
Proof. For 0 < y ≤ π4 , we may write
Z(f)(y) = m(y)y
( f
ym(y)
)′
= f ′ − cos yf
ym(y)
,
where m(y) = sin yy ∈ C∞(R) and 1m ∈ C∞([0, 3π4 ]). On the other hand, for π − y ≤ 3π4 , we
write
Z(f)(y) = m(π − y)(π − y)( f
(π − y)m(π − y)
)′
= f ′ − cos yf
(π − y)m(π − y) .
Thus, we can conclude that
‖Z(f)‖Hm−1(0,π) ≤ C‖f‖Hm(0,π).
To prove that Z(f) can be extended to an even π-periodic function in Hm−1(T), we
only need to show that Z(f)(0) = Z(f)(π) = 0 and ∂yZ(f) is an even function. This is
because lim
y→0+
Z(f)(y) = lim
y→0+
f ′(y)− lim
y→0+
cot yf(y) = f ′(0+)−f ′(0+) = 0, lim
y→π−Z(f)(y) =
f ′(π−)− f ′(π−) = 0, and Z(f) is an odd function. So, ‖Z(f)‖Hm−1(T) ≤ C‖f‖Hm(0,π). 
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7.2. Estimates of II1,1. Recall that II1,1 is defined by
II1,1(ϕ)(yc) = p.v.
∫ π
0
Int(ϕ)(y) − Int(ϕ)(yc)
(u(y)− u(yc))2 dy,
where Int(ϕ) is defined by
Int(ϕ)(y) =
∫ y
0
ϕ(y′) dy′ for y ∈ [0, π], Int(ϕ)(y) = Int(ϕ)(−y) for y ∈ [−π, 0].
In what follows, we denote
‖f‖Hkyc =
k∑
n=0
‖∂nycf‖L2yc(T), ‖ · ‖Hk = ‖ · ‖Hk(0,π).
Lemma 7.4. It holds that for k = 0, 1, 2,
‖ρII1,1(ϕ)‖Hkyc ≤ C‖ϕ‖Hk ,
‖∂yc(ρII1,1(ϕ))/sin yc‖L2yc ≤ C‖ϕ‖H2 .
Proof. By Lemma 7.1, we have for ϕ even,
sin yc
2
∂yc
(H(ϕ)(yc)
sin yc
)
=
1
2
((Hϕ)′(yc)− cot ycHϕ(yc))
=
1
2
H(ϕ′ − cot ycϕ)(yc) + 1
2
∫ π
−π
ϕ(y)dy.
Let In(ϕ)(y) = Int(ϕ)(y)− Int(ϕ)(π)2 (1−cos y) =
∫ y
0 ϕ(y
′) dy′−sin2 y2
∫ π
0 ϕ(y
′) dy′ for y ∈ [0, π].
We extend In(ϕ) to be an even π-periodic function. Then we get by Remark 5.2 that
II1,1(ϕ)(yc) = − 1
2 sin yc
∂yc
(H(In(ϕ))(yc)
sin yc
)
= − 1
2 sin2 yc
H(ϕ)(yc)− 1
2 sin2 yc
∫ π
−π
In(ϕ)(y′)dy′.(7.1)
Here H = H ◦ Z ◦ In. Then by Lemma 7.3, we get
‖ρII1,1(ϕ)‖Hkyc ≤ C
(‖H(ϕ)‖Hk(T) + ‖ϕ‖L2)
≤ C(‖Z ◦ In(ϕ)‖Hk(T) + ‖ϕ‖L2)
≤ C(‖In(ϕ)‖Hk+1(0,π) + ‖ϕ‖L2) ≤ C‖ϕ‖Hk .
As ∂yc(ρII1,1(ϕ)) = H
(
∂y(Z ◦ In(ϕ))
)
, H
(
∂y(Z ◦ In(ϕ))
)
∈ H1(T) is odd, and by Lemma
7.3, we have
‖∂yc(ρII1,1)/ sin yc‖L2yc ≤ C
∥∥H(∂y(Z ◦ In(ϕ)))∥∥H1 ≤ C‖In(ϕ)‖H3 ≤ C‖ϕ‖H2 .
This proves the lemma. 
The following lemma shows that for ϕ vanishing at 0 and π, we have better estimates,
which will be used in the odd case.
Lemma 7.5. If ϕ ∈ H10 (0, π), then
‖ sin ycII1,1(ϕ)‖L2yc ≤ C‖ϕ‖H1 .
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If ϕ ∈ H2(0, π) ∩H10 (0, π), then
‖ sin ycII1,1(ϕ)‖L∞ + ‖II1,1(ϕ)‖L2yc ≤ C‖ϕ‖H2 .
If ϕ ∈ H2(0, π) ∩H10 (0, π) and ϕ′′/ sin yc ∈ L2(0, π), then
‖∂ycII1,1(ϕ)‖L2yc + ‖II1,1(ϕ)‖L∞ + ‖∂
2
yc(sin ycII1,1(ϕ))‖L2yc
+ ‖ sin yc∂ycII1,1(ϕ)‖L∞ ≤ C
(‖ϕ‖H2 + ‖ϕ′′/ sin yc‖L2yc).
Proof. For ϕ ∈ H10 (0, π), we get by Hardy’s inequality that∥∥∥ In(ϕ)
sin2 y
∥∥∥
L2
+
∥∥∥∂yIn(ϕ)
sin y
∥∥∥
L2
+
∥∥∥∂y( In(ϕ)
sin y
)∥∥∥
L2
≤ C‖ϕ‖H1 .
Recall that
II1,1(ϕ)(yc) = − 1
2 sin yc
∂yc
(H(In(ϕ))
sin yc
)
,(7.2)
and In(ϕ)sin y is odd, by Lemma 7.1, we have
sin ycII1,1(ϕ)(yc) = −1
2
∂ycH
(In(ϕ)
sin y
)
= −1
2
H
(
∂y
(In(ϕ)
sin y
))
,
which implies that for ϕ ∈ H10 (0, π),
‖ sin ycII1,1(ϕ)‖L2yc ≤ C‖ϕ‖H1 .
For ϕ ∈ H2(0, π) ∩H10 (0, π), ∂2y
( In(ϕ)
sin y
) ∈ L2(T) and
∂yc
(
sin ycII1,1(ϕ)(yc)
)
= −1
2
H
(
∂2y
( In(ϕ)
sin y
))
,
which shows that∥∥∂yc( sin ycII1,1(ϕ)(yc))∥∥L2yc ≤ C∥∥∥∂2y( In(ϕ)sin y )∥∥∥L2 ≤ C‖ϕ‖H2 ,
which implies that
‖ sin ycII1,1(ϕ)‖L∞ + ‖II1,1(ϕ)‖L2yc ≤ C‖ϕ‖H2 .
For f(0) = f ′(0) = f ′′(0) = 0 and f ′′′/y ∈ L2, we have∥∥∥ f
y4
∥∥∥
L2
+
∥∥∥ f ′
y3
∥∥∥
L2
+
∥∥∥f ′′
y3
∥∥∥
L2
≤ C‖f ′′′/y‖L2 .
For ϕ ∈ H2(0, π) ∩H10 (0, π) and ϕ′′/u′ ∈ L2(0, π), let
In2(ϕ) = In(ϕ)− (sin y)2
(
ϕ′(0)(1 + cos y) + ϕ′(π)(1 − cos y) + Int(ϕ)(π) cos y)/4,
then In2(ϕ) = In2(ϕ)
′ = In2(ϕ)′′ = 0 for y = 0, π. Thus,∥∥∥ In2(ϕ)
sin4 y
∥∥∥
L2
+
∥∥∥In2(ϕ)′
sin3 y
∥∥∥
L2
+
∥∥∥In2(ϕ)′′
sin2 y
∥∥∥
L2
≤ C(‖In2(ϕ)′′′/ sin y‖L2 + ‖In2(ϕ)‖H2),
which implies that∥∥∥∥∂3y( In(ϕ)sin y )
∥∥∥∥
L2
≤
∥∥∥∥∂3y(In2(ϕ)sin y )
∥∥∥∥
L2
+ C‖ϕ‖H2 ≤ C
(‖ϕ′′/ sin y‖L2 + ‖ϕ‖H2).
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Therefore, by Lemma 7.3,
‖∂ycII1,1(ϕ)‖L2yc ≤ C
∥∥∥Z ◦H(∂y(In(ϕ)/ sin y))
sin y
∥∥∥
L2
≤ C‖H(∂y(In(ϕ)/ sin y))‖H2
≤ C‖In(ϕ)/ sin y‖H3 ≤ C
(‖ϕ′′/ sin y‖L2 + ‖ϕ‖H2),
as well as
‖∂2yc(sin ycII1,1(ϕ))‖L2yc ≤ ‖H(∂
3
y(In(ϕ/ sin y)))‖L2 ≤ C(‖ϕ′′/ sin y‖L2 + ‖ϕ‖H2),
which implies that ‖ sin yc∂ycII1,1(ϕ)‖L∞ ≤ C(‖ϕ‖H2 + ‖ϕ′′/u′‖L2). 
7.3. Estimates of Lk. In this subsection, we denote by φ(y, c) a solution of (2.6) obtained
by Proposition 3.6 and let φ1(y, c) =
φ(y,c)
u(y)−c for c ∈ D0. Here u(y) = − cos y. We denote
‖ · ‖Lp = ‖ · ‖Lp(0,π). Recall that
Lk(ϕ)(yc) =
∫ π
0
∫ z
yc
ϕ(y)
(
∂z + ∂y
u′(yc)
+ ∂c
)k ( 1
(u(z)− c)2
(
φ1(y, c)
φ1(z, c)2
− 1
))
dydz.
Lemma 7.6. For any p ∈ [1,∞), there exists a constant C independent of α such that for
k = 0, 1, 2,
‖u′(yc)2k+2Lk(ϕ)‖L∞ ≤ C|α|
1
p ‖ϕ‖Lp ,
‖u′(yc)2k+1Lk(ϕ)‖L∞ ≤ C|α|1+
1
p ‖ϕ‖Lp ,∥∥u′(yc)2k+1Lk(ϕ)∥∥L∞ ≤ C|α|‖ϕ‖L∞ .
Proof. By Proposition 3.8, we know that for k = 0, 1, 2, and 0 ≤ z ≤ y ≤ yc ≤ π or
0 ≤ yc ≤ y ≤ z ≤ π,∣∣∣∣∣
(
∂z + ∂y
u′(yc)
+ ∂c
)k ( 1
(u(z)− c)2
(
φ1(y, c)
φ1(z, c)2
− 1
))∣∣∣∣∣ ≤ Cmin{α2|z − yc|2, 1}(u(z) − c)2u′(yc)2k .(7.3)
Recall that u1(y, c) =
cos yc−cos y
y−yc and
C−1 sin
y + yc
2
≤ u1(y, c) ≤ C sin y + yc
2
.
Thus, ∫ π
0
|z − yc|1−
1
p min{α2|z − yc|2, 1}
|u(z)− c|2 dz
≤ C
∫ π
0
min{α2|z − yc|2, 1}
sin2 z+yc2 |z − yc|1+
1
p
dz
≤ C
∫
|z−yc|≤ 1α ,0≤z≤π
α2|z − yc|1−
1
p
sin2 z+yc2
dz + C
∫
|z−yc|> 1α ,0≤z≤π
|z − yc|−1−
1
p
sin2 z+yc2
dz.
Using the fact that∫
|z−yc|≤ 1α ,0≤z≤π
α2|z − yc|1−
1
p
sin2 z+yc2
dz ≤ Cmin
{α1+ 1p
sin yc
,
α
1
p
sin2 yc
}
,
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|z−yc|> 1α ,0≤z≤π
|z − yc|−1−
1
p
sin2 z+yc2
dz ≤ Cmin
{α1+ 1p
sin yc
,
α
1
p
sin2 yc
}
,
and for p =∞,∫ π
0
|z − yc|min{α2|z − yc|2, 1}
|u(z)− c|2 dz
≤ C
∫
|z−yc|≤ 1α ,0≤z≤π
α2|z − yc|
sin2 z+yc2
dz + C
∫
|z−yc|> 1α ,0≤z≤π
|z − yc|−1
sin2 z+yc2
dz
≤ C |α|
sin yc
,
we deduce that for k = 0, 1, 2, and p ∈ [1,∞),
∣∣u′(yc)2kLk(ϕ)(c)∣∣ ≤ C ∫ π
0
|z − yc|1−
1
p min{α2|z − yc|2, 1}
|u(z)− c|2 dz ‖ϕ‖Lp
≤ Cmin
{ α1+ 1p
u′(yc)
,
α
1
p
u′(yc)2
}
‖ϕ‖Lp ,
and
(7.4) |u′(yc)2kLk(ϕ)| ≤ C |α|
sin yc
‖ϕ‖L∞ .
This proves the lemma. 
To estimate the derivatives of L0, we introduce for k, j = 0, 1,
Ik,j(ϕ)(c) =
∫ z
yc
ϕ(y)
(
∂z + ∂y
u′(yc)
+ ∂c
)k ( 1
(u(z) − c)2
(
φ1(y, c)
φ1(z, c)2
− 1
))
dy
∣∣∣∣
z=jπ
.(7.5)
Thus, for k = 0, 1,
∂cLk(ϕ) = 1
u′(yc)
(Lk(ϕ′)− Ik,1(ϕ) + Ik,0(ϕ)) + Lk+1(ϕ).(7.6)
Lemma 7.7. It holds that∥∥u′(yc)3∂cL0(ϕ)∥∥L∞ ≤ Cα‖ϕ‖L∞ + Cα 12 ‖ϕ′‖L2 ,
‖u′(yc)3∂cL0(ϕ)‖L∞ ≤ Cα‖ϕ‖L∞ + Cαu′(yc)‖ϕ′‖L∞ .
If ϕ/u′ ∈ Lp(0, π) for p ∈ (1,∞), then
‖ sin ycL0(ϕ)‖L∞ ≤ Cα
1
p ‖ϕ‖W 1,p ,
‖L0(ϕ)‖L∞ ≤ Cα‖ϕ‖W 1,∞ ,
‖ sin3 yc∂cL0(ϕ)‖L∞ ≤ Cα
1
2 ‖ϕ‖H1 .
Proof. By (7.3), we have for k = 0, 1,
|Ik,j(ϕ)(c)| ≤ C
∣∣∣∣∫ jπ
yc
ϕ(y)dy
∣∣∣∣ min{α2|jπ − yc|2, 1}(cos jπ − cos yc)2u′(yc)2k
≤ C |jπ − yc|min{α
2|jπ − yc|2, 1}
(cos jπ − cos yc)2u′(yc)2k ‖ϕ‖L
∞
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≤ Cmin{α
2|jπ − yc|2, 1}
|jπ − yc|3u′(yc)2k ‖ϕ‖L
∞ ,(7.7)
thus by the fact that sin yc ≤ C|jπ − yc|, we deduce that for j = 0, 1,
|u(yc)2k+3Ik,j(ϕ)(c)| ≤ C‖ϕ‖L∞ ,(7.8)
|u(yc)2k+2Ik,j(ϕ)(c)| ≤ Cα‖ϕ‖L∞ .(7.9)
Notice that
∂cL0(ϕ) = 1
u′(yc)
(L0(ϕ′)− I0,1(ϕ) + I0,0(ϕ)) + L1(ϕ).(7.10)
We get by Lemma 7.6 that
‖u′(yc)2L0(ϕ′)‖L∞ ≤ Cα
1
2‖ϕ′‖L2 ,
‖u′(yc)3L1(ϕ)‖L∞ ≤ Cα‖ϕ‖L∞ ,
which along with the estimates of I0,0 and I0,1 imply that
‖u′(yc)3∂cL0(ϕ)‖L∞ ≤ Cα‖ϕ‖L∞ + Cα
1
2‖ϕ′‖L2 .
By (7.4), we get
‖u′(yc)L0(ϕ′)‖L∞ ≤ C|α|‖ϕ′‖L∞ .
This along with the estimates of I0,0 and I0,1 gives
‖u′(yc)3∂cL0(ϕ)‖L∞ ≤ Cα‖ϕ‖L∞ + Cαu′(yc)‖ϕ′‖L∞ .
If ϕ/u′ ∈ Lp, then ϕ(y)u′(y) = 1u′(y)
∫ y
jπ ϕ
′(z)dz, thus,
∥∥ ϕ(y)
u′(y)
∥∥
Lp(0,π)
≤ C‖ϕ′‖Lp(0,π) for any
p ∈ (1,∞]. Due to u(y)− c = u1(y, c)(y − yc), we have∣∣∣∣∫ z
yc
u′(y)p
′
dy
∣∣∣∣ 1p′ ≤ C max|2y−yc−z|≤|z−yc|u′(y)|z − yc| 1p′ ≤ Cu1(z, c)|z − yc| 1p′ .
Then we have
|Lk(ϕ)(c)| ≤ C
∫ π
0
min{α2|z − yc|2, 1}
∣∣∣∫ zyc u′(y)p′dy∣∣∣ 1p′
u1(z, c)2(z − yc)2u′(yc)2k dz
∥∥∥∥ϕ(y)u′(y)
∥∥∥∥
Lp
≤ C
∫ π
0
min{α2|z − yc|2, 1}
u′(yc)2k+1|z − yc|1+
1
p
‖ϕ′‖Lp ≤ C α
1
p
u′(yc)2k+1
‖ϕ′‖Lp ,
and similarly,
‖u′(yc)2k+1Lk(ϕ)‖L∞ ≤ Cα‖ϕ‖L∞ .(7.11)
In particular, we get
| sin ycL0(ϕ)‖L∞ ≤ Cα
1
p ‖ϕ‖W 1,p .
As |u(z)− c| =
∣∣∣ sin yc+z2 sin yc−z2 ∣∣∣ ≥ ∣∣∣ sin yc−z2 ∣∣∣2 ≥ C−1|z − yc|2, we have
|u′(yc)2kLk(ϕ)(c)| ≤ C
∫ π
0
min{α2|z − yc|2, 1}
∫ z
yc
u′(y)dy
(u(z) − c)2 dz
∥∥∥∥ϕ(y)u′(y)
∥∥∥∥
L∞
≤ C
∫ π
0
min{α2|z − yc|2, 1}
|u(z)− c| dz‖ϕ
′‖L∞(7.12)
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≤ C
∫ π
0
min{α2|z − yc|2, 1}
|z − yc|2 dz‖ϕ
′‖L∞ ≤ C|α|‖ϕ′‖L∞ ,
In particular, we get
‖L0(ϕ)‖L∞ ≤ Cα‖ϕ‖W 1,∞ .
On the other hand, we have
|u′(yc)2k+2Ik,0(ϕ)(c)| ≤ Cu
′(yc)2k+2y
2− 1
p
c min{α2y2c , 1}
u′(yc)2k+2y2c
∥∥∥ ϕ
u′
∥∥∥
Lp
≤ Cα 1p ‖ϕ‖W 1,p(0,π).
The bound of Ik,1 is similar. Then we can conclude the last inequality of the lemma by using
(7.10). 
Lemma 7.8. It holds that∣∣u′(yc)5∂2cL0(ϕ)(c)∣∣ ≤ C(α 12u′(yc)‖ϕ′′‖L2 + α‖ϕ‖L∞ + αu′(yc)‖ϕ′‖L∞ + α 12 ‖ϕ′‖L2).
If ϕ/u′ ∈ L∞, then for k = 0, 1, 2,
‖u′(yc)2k∂kcL0(ϕ)‖L∞ ≤ Cα
∥∥ϕ′∥∥
L∞
+ Cα
1
2
∥∥ϕ′′∥∥
L2
.
Proof. Since we have
∂cI0,j(ϕ)(c) = −ϕ(yc)
u′(yc)
1
(u(z)− c)2
(
1
φ1(z, c)2
− 1
) ∣∣∣∣
z=jπ
+
∫ jπ
yc
∂c
(
ϕ(y)
(u(z)− c)2
(
φ1(y, c)
φ1(z, c)2
− 1
))
dy
∣∣∣∣
z=jπ
,
and by Proposition 3.8, we get for |2y − yc − z| ≤ |z − yc|,∣∣∣∣∂c( 1(u(z) − c)2
(
φ1(y, c)
φ1(z, c)2
− 1
))∣∣∣∣
≤ C
∣∣∣∣( 1|u(z)− c|3
(
φ1(y, c)
φ1(z, c)2
− 1
))∣∣∣∣+ C ∣∣∣∣ 1|u(z) − c|2 ∂c
(
φ1(y, c)
φ1(z, c)2
)∣∣∣∣
≤ Cmin{α
2|z − yc|2, 1}
|u(z)− c|3 + C
min{α2|z − yc|, α}
u′(yc)|u(z) − c|2 .
Thus, we obtain
|∂cI0,1(ϕ)(c)| ≤ C‖ϕ‖L∞min{α
2(π − yc)2, 1}
(π − yc)2u′(yc)3
+ C
∣∣∣∣∂c( 1(u(π) − c)2
(
φ1(y, c)
φ1(π, c)2
− 1
))∣∣∣∣ |π − yc|‖ϕ‖L∞
≤ C‖ϕ‖L∞min{α
2(π − yc)2, 1}
(π − yc)2u′(yc)3 +C‖ϕ‖L
∞
min{α2(π − yc), α}
|π − yc|u′(yc)3 ,
and
|∂cI0,0(ϕ)(c)| ≤ C‖ϕ‖L∞
(min{α2y2c , 1}
y2cu
′(yc)3
+
min{α2yc, α}
ycu′(yc)3
)
.
This gives
|∂cI0,1(ϕ)(c)| + |∂cI0,0(ϕ)(c)| ≤ C‖ϕ‖L∞
(min{α2 sin2 yc, 1}
sin5 yc
+
min{α2 sin2 yc, α sin yc}
sin5 yc
)
.
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Therefore, for any γ ∈ [0, 1],∣∣u′(yc)3+γ∂cI0,0(ϕ)(c)∣∣ + ∣∣u′(yc)3+γ∂cI0,1(ϕ)(c)∣∣ ≤ Cα2−γ‖ϕ‖L∞ .(7.13)
Notice that
∂2cL0(ϕ) = ∂c
(
1
u′(yc)
(L0(ϕ′)− I0,1(ϕ) + I0,0(ϕ)) + L1(ϕ))
=
1
u′(yc)2
(L0(ϕ′′)− I0,1(ϕ′) + I0,0(ϕ′))+ 1
u′(yc)
L1(ϕ′)
− 1
u′(yc)
∂c(I0,1(ϕ)(c) − I0,0(ϕ)(c))
− u
′′(yc)
u′(yc)3
(L0(ϕ′)− I0,1(ϕ) + I0,0(ϕ))
+
1
u′(yc)
(L1(ϕ′)− I1,1(ϕ) + I1,0(ϕ)) + L2(ϕ).
Thus, by Lemma 7.6, (7.8), (7.9), (7.11) and (7.13), we obtain
| sin5 yc∂2cL0(ϕ)(c)| ≤ Cα
1
2u′(yc)‖ϕ′′‖L2 + Cα‖ϕ‖L∞ + Cαu′(yc)‖ϕ′‖L∞ + Cα
1
2 ‖ϕ′‖L2 .
If ϕ(0) = ϕ(π) = 0, then
|∂cI0,0(ϕ)(c)| ≤ C
∥∥∥ϕ
u′
∥∥∥
L∞
(min{α2y2c , 1}
y2cu
′(yc)2
+
min{α2yc, α}
ycu′(yc)2
)
.
Therefore,
|u′(yc)3∂cI0,0(ϕ)(c)| ≤ Cα
∥∥∥ ϕ
u′
∥∥∥
L∞
.
Similarly, we have
|u′(yc)3∂cI0,1(ϕ)(c)| ≤ Cα
∥∥∥ ϕ
u′
∥∥∥
L∞
.
We also have
‖u′(yc)2k+1Ik,j(ϕ)‖L∞ ≤ Cα
∥∥∥ ϕ
u′
∥∥∥
L∞
.
With the estimates above, we deduce the second inequality of the lemma by using (7.12),
(7.9) and Lemma 7.6. 
8. W 2,1 estimates of Ko and Ke
This section is devoted to the proof of Proposition 6.1 and Proposition 6.2. For the sake
of simplicity, we introduce some notations:
• We use Lp to denote a function f which satisfies ‖f‖Lpyc ≤ C.
• We use Lp ∩ Lq to denote a function f which satisfies ‖f‖Lpyc + ‖f‖Lqyc ≤ C.
• We use ρLp denote a function f which satisfies
∥∥∥ fρ∥∥∥Lpyc ≤ C.• We use Lp+Lq to denote a function f which can be divided into two parts f = f1+f2
with f1, f2 satisfing ‖f1‖Lpyc ≤ C, ‖f2‖Lqyc ≤ C.
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8.1. W 2,1 estimate of Ko. In this subsection, we prove Proposition 6.1.Recall that
Ko(c, α) =
Λ1(ω̂o)(yc)Λ2(g)(yc)
(A(c)2 + B(c)2)u′(yc)
,
where A,B are defined by (4.5) and Λ1,Λ2 are defined by (5.18) and (5.19).
Step 1. L1 estimate.
We normalize ω̂0, g so that ‖ω̂o‖L2 ≤ 1, ‖g‖L2 ≤ 1. By (5.20), (5.22) and Lemma 7.4, we
get Λ1,1(ω̂o)(yc) = L2 and Λ2,1(g)(yc) = L2. By (5.21), (5.23) Lemma 4.4 and Lemma 7.6,
we get Λ1,2(ω̂o)(yc) = |α| 12L∞ + |α| sin ycL2 and Λ2,2(g)(yc) = |α| 12L∞ + |α| sin ycL2. Thus,
we have
Λ1(ω̂o)(yc) = (1 + |α| sin yc)L2 + |α|
1
2L∞, Λ2(g)(yc) = (1 + |α| sin yc)L2 + |α|
1
2L∞.
Then by Proposition 4.3, we infer that
u′(yc)Ko(c, α) = L1 + |α|
1
2L2
1 + |α| sin yc +
αL∞
(1 + |α| sin yc)2 ,
which implies that
‖Ko(·, α)‖L1c (−1,1) ≤ C‖ω̂o‖L2‖g‖L2 .
Step 2. W 1,1 estimate.
We normalize ω̂0, g so that ‖ω̂o‖H1 ≤ 1, ‖g‖H1 ≤ 1. By the definition of ω̂o, we know that
ω̂o(α, 0) = ω̂o(α, π) = g(0) = g(π) = 0, then
∥∥ ω̂o
u′
∥∥
L2
+
∥∥ g
u′
∥∥
L2
≤ C. By (5.20), (5.22) and
Lemma 7.5, we get
Λ1,1(ω̂o)(yc) = sin ycL2, Λ2,1(g)(yc) = sin ycL2,
and by Lemma 7.4, we get
∂ycΛ1,1(ω̂o)(yc) = L2, ∂ycΛ2,1(g)(yc) = L2.
By (5.21), (5.23), Lemma 4.4 and Lemma 7.7, we get
Λ1,2(ω̂o)(yc) = |α|
1
2 sin ycL∞ + |α| sin2 ycL2,
Λ2,2(g)(yc) = |α|
1
2 sin ycL∞ + |α| sin2 ycL2,
∂cΛ1,2(ω̂o)(yc) =
α
1
2L∞
sin yc
+ |α|L2,
∂cΛ2,2(g)(yc) =
α
1
2L∞
sin yc
+ |α|L2.
Thus, we obtain
Λ1(ω̂o)(yc) = sin yc((1 + |α| sin yc)L2 + |α|
1
2L∞),
Λ2(g)(yc) = sin yc((1 + |α| sin yc)L2 + |α|
1
2L∞),
∂cΛ1(ω̂o)(yc) =
1
sin yc
(
(1 + |α| sin yc)L2 + α
1
2L∞),
∂cΛ2(g)(yc) =
1
sin yc
(
(1 + |α| sin yc)L2 + α
1
2L∞).
Therefore,
Λ1(ω̂o)Λ2(g) = sin
2 yc
(
(1 + |α| sin yc)2L1 + α
1
2 (1 + |α| sin yc)L2 + αL∞
)
,
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∂c(Λ1(ω̂o)Λ2(g)) = (1 + |α| sin yc)2L1 + α
1
2 (1 + |α| sin yc)L2 + αL∞,
which along with Proposition 4.3 give
‖∂cKo(·, α)‖L1c (−1,1) ≤ C‖ω̂o‖H1‖g‖H1 .
Step 3. W 2,1 estimate.
We normalize ω̂0, g so that ‖ω̂o‖H2 ≤ 1, ‖f‖L2 ≤ 1. Then we have
‖g′′‖2L2 + 2α2‖g′‖2L2 + α4‖g‖2L2 ≤ 1,∥∥u′′g
u′
∥∥
L∞
≤ C‖(u′′g)′‖L∞ ≤ C/α
1
2 , ‖(u′′g)′′‖L2 ≤ C.
By (5.20), (5.22) and Lemma 7.5, we get
Λ1,1(ω̂o)(yc) = sin
2 ycL2 ∩ sin ycL∞, Λ2,1(g)(yc) = sin2 ycL2 ∩ sin ycL∞.
By Lemma 7.4, we get
∂cΛ1,1(ω̂o)(yc) = L2, ∂cΛ2,1(g)(yc) = L2,
∂2cΛ1,1(ω̂o)(yc) =
L2
sin2 yc
, ∂2cΛ2,1(g)(yc) =
L2
sin2 yc
.
By (5.21), (5.23), Lemma 4.4 and Lemma 7.8, we get
Λ1,2(ω̂o)(yc) = |α| sin2 ycL∞, Λ1,2(g)(yc) = |α|
1
2 sin2 ycL∞,
∂cΛ1,2(ω̂o)(yc) = |α|L∞, ∂cΛ1,2(g)(yc) = |α|
1
2L∞,
∂2cΛ1,2(ω̂o)(yc) =
|α|L∞
sin2 yc
+
|α|L2
sin yc
, ∂2cΛ1,2(g)(yc) =
|α| 12L∞
sin2 yc
+
|α|L2
sin yc
.
Therefore, we obtain
Λ1(ω̂o) = sin
2 ycL2 ∩ sin ycL∞ + |α| sin2 ycL∞,
∂c(Λ1(ω̂o)) = L2 + αL∞,
∂2c (Λ1(ω̂o)) =
(1 + |α| sin yc)L2 + |α|L∞
sin2 yc
,
Λ2(g) = sin
2 yc(L2 + |α|
1
2L∞),
∂c(Λ2(g)) = L2 + |α|
1
2L∞,
∂2c (Λ2(g)) =
(1 + |α| sin yc)L2 + |α| 12L∞
sin2 yc
.
Thus,
Λ1(ω̂o)Λ2(g) = sin
4 yc
(L1 + αL2 + α 32L∞),
∂c
(
Λ1(ω̂o)Λ2(g)
)
= sin2 yc
(L1 + αL2 + α 32L∞),
∂2c
(
Λ1(ω̂o)Λ2(g)
)
= (1 + α sin yc)
(L1 + αL2 + α2L∞),
from which and Proposition 4.3, we infer that
‖∂2cKo(·, α)‖L1c (−1,1) ≤ Cα
1
2 ‖ω̂o‖H2‖f‖L2 ,
and
Ko(c, α) = C(α) sin
2 ycL2,
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which implies that Ko(±1, α) = 0.
8.2. W 2,1 estimate of Ke. In this subsection, we prove Proposition 6.2. Recall that
Ke(c, α) =
Λ3(ω̂e)(yc)Λ4(g)(yc)
u′(yc)(A1(c)2 + B1(c)2)
,
where A1,B2 are defined by (4.7), and Λ3,Λ4 are defined by (5.24) and (5.25).
We need the following lemma.
Lemma 8.1. Let φ(y, c) be as in Proposition 3.6 with (y, c) ∈ [0, π] × [−1, 1], and Λ3,1(ω̂e)
and Λ4,1(g) be defined by (5.26) and (5.27) with Ej defined by (5.5) for j = 0, 1. It holds that
(1) if ‖ω̂e‖L2 ≤ 1 and ‖g‖L2 ≤ 1, then
Λ3,1(ω̂e) =
L2
α2
, Λ4,1(g) =
L2
α2
;
(2) if ‖ω̂e‖H1 ≤ 1 and |α|‖g‖L2 + ‖g′‖L2 ≤ 1, then
Λ3,1(ω̂e) =
sin yc(L2 + αL∞)
α2
, Λ4,1(g) =
sin yc(L2 + α 12L∞)
α2
,
∂c
(
Λ3,1(ω̂e)
)
=
L2 + αL∞
α2 sin yc
, ∂c
(
Λ4,1(g)
)
=
L2 + α 12L∞
α2 sin yc
;
(3) if ‖ω̂e‖H2 ≤ 1 and ‖g′′ − α2g‖L2 ≤ 1 and ω̂′e(0) = ω̂′e(π) = g′(0) = g′(π) = 0, then
Λ3,1(ω̂e) = α
−2(ρL2 ∩ u′L∞) + ρL∞, Λ4,1(g) = α−2(ρL2 ∩ u′L∞) + α−
3
2 ρL∞,
∂c
(
Λ3,1(ω̂e)
)
= α−2L2 + L∞, ∂c
(
Λ4,1(g)
)
= α−2(L2 + α 12L∞),
∂2c
(
Λ3,1(ω̂e)
)
=
α−2L2 + L∞
sin2 yc
, ∂2c
(
Λ4,1(g)
)
=
L2 + α 12L∞
α2 sin2 yc
;
(4) if ‖ω̂e‖H2 ≤ 1 and ‖∂yω̂e/u′‖H1 ≤ 1, then
∂c
(
Λ3,1(ω̂e)
)
= L∞, ∂2c
(
Λ3,1(ω̂e)
)
=
α2L∞
(1 + α sin yc)2
+
L2
α sin yc
.
Remark 8.2. Following the proof of Case 2, we can show that if |α|‖ω‖L2 + ‖∂yω‖L2 ≤ 1,
then
Λ3,1(ω) =
sin yc(L2 + α 12L∞)
α2
, ∂c
(
Λ3,1(ω)
)
=
L2 + α 12L∞
α2 sin yc
.
This will be used in the proof of Proposition 10.3.
Proof. Case 1. ‖ω̂e‖L2 ≤ 1 and ‖g‖L2 ≤ 1.
Using the fact that φ1(y, c) ≤ φ1(0, c) for 0 < y < yc and φ1(y, c) ≤ φ1(π, c) for yc < y < π,
we get ∥∥∥ Ej(ϕ)
φ1(jπ, c)(jπ − yc)
∥∥∥
Lp
≤ C‖ϕ‖Lp , 1 < p ≤ +∞,(8.1)
which implies that
u′′(yc)E0(ω̂e) + u′(yc)ω̂e(yc) = φ1(0, c)ycL2,
u′′(yc)E1(ω̂e) + u′(yc)ω̂e(yc) = φ1(π, c)(π − yc)L2,
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and
E0(gu
′′) + u′(yc)g(yc) = φ1(0, c)ycL2,
E1(gu
′′) + u′(yc)g(yc) = φ1(π, c)(π − yc)L2,
from which and Lemma 4.8, we deduce (1).
Case 2. ‖ω̂e‖H1 ≤ 1 and |α|‖g‖L2 + ‖g′‖L2 ≤ 1(thus, ‖g‖L∞ ≤ C|α|−
1
2 .)
We write
u′′(yc)Ej(ω̂e) + u′(yc)ω̂e(yc)
=
∫ jπ
yc
(
u′′(yc)φ1(y, c)ω̂e(y)− u′′(y)ω̂e(yc)
)
dy
=
∫ jπ
yc
(
u′′(yc)− u′′(y)
)
φ1(y, c)ω̂e(y)dy
+
∫ jπ
yc
(
φ1(y, c) − 1
)
u′′(y)ω̂e(y)dy +
∫ jπ
yc
u′′(y)
(
ω̂e(y)− ω̂e(yc)
)
dy
= I1 + I2 + I3.(8.2)
Using the fact that φ1(y, c) − 1 ≤ Cmin{α2|y − yc|2, 1}φ1(y, c) ≤ Cmin{α2|y − yc|2, |α||y −
yc|}φ1(y, c) and |u′′(y)− u′′(yc)| ≤ sin y+yc2 |y − yc|, we obtain
|I1| ≤ C|jπ − yc|3φ1(jπ, c)‖ω̂e‖L∞ ,(8.3)
|I2| ≤ C|α||jπ − yc|2min
{
1, |α||jπ − yc|
}
φ1(jπ, c)‖ω̂e‖L∞ ,(8.4) ∥∥∥ I3|jπ − yc|2
∥∥∥
L2
≤ C‖ω̂′e‖L2 .(8.5)
Thus, we infer that
u′′(yc)E0(ω̂e) + u′(yc)ω̂e(yc) = φ1(0, c)y2cαL∞ + y2cL2,
u′′(yc)E1(ω̂e) + u′(yc)ω̂e(yc) = φ1(π, c)(π − yc)2αL∞ + (π − yc)2L2,
which along with Lemma 4.8 show that
Λ3,1(ω̂e) =
sin yc(L2 + αL∞)
α2
.
We write
Ej(u
′′g) + u′(yc)g(yc)
=
∫ jπ
yc
(
u′′(y)φ1(y, c)g(y) − u′′(y)g(yc)
)
dy
=
∫ jπ
yc
(
φ1(y, c) − 1
)
u′′(y)g(y)dy +
∫ jπ
yc
u′′(y)
(
g(y) − g(yc)
)
dy
= I ′2 + I
′
3.(8.6)
We have
|I ′2| ≤ C|α||jπ − yc|2min
{
1, |α||jπ − yc|
}
φ1(jπ, c)‖g‖L∞ ,(8.7) ∥∥∥ I ′3|jπ − yc|2
∥∥∥
L2
≤ C‖g′‖L2 .
56 DONGYI WEI, ZHIFEI ZHANG, AND WEIREN ZHAO
Thus, we obtain
E0(gu
′′) + u′(yc)g(yc) = φ1(0, c)y2cα
1
2L∞ + y2cL2,
E1(gu
′′) + u′(yc)g(yc) = φ1(π, c)(π − yc)2α
1
2L∞ + (π − yc)2L2,
which along with Lemma 4.8 show that
Λ4,1(g) =
sin yc(L2 + α 12L∞)
α2
.
A direct calculation gives
∂c
(
u′′(yc)Ej(ω̂e) + u′(yc)ω̂e(yc)
)
(8.8)
=
u′′′(yc)
u′(yc)
Ej(ω̂e)− u
′′(yc)ω̂e(yc)
u′(yc)
+ u′′(yc)
∫ jπ
yc
ω̂e∂cφ1(y, c)dy +
(u′ω̂e)′(yc)
u′(yc)
=
u′′′(yc)
u′(yc)
Ej(ω̂e) + ω̂
′
e(yc) + u
′′(yc)
∫ jπ
yc
ω̂e∂cφ1(y, c)dy,
and
∂c
(
Ej(gu
′′) + u′(yc)g(yc)
)
= −gu
′′(yc)
u′(yc)
+
∫ jπ
yc
gu′′∂cφ1(y, c)dy +
(u′g)′(yc)
u′(yc)
= g′(yc) +
∫ jπ
yc
gu′′∂cφ1(y, c)dy.
By Proposition 3.8, we get for 0 < y < yc, j = 0 or yc < y < π, j = 1,∣∣∣∣∂cφ1(y, c)φ1(jπ, c)
∣∣∣∣ ≤ C|α|u′(yc) min{|α||y − yc|, 1} ≤ C|α|u′(yc) min{|α||jπ − yc|, 1}.
Then we have for j = 0∥∥∥∥ (π − yc)min{αyc, 1}
∫ 0
yc
ϕ(y)
∂cφ1(y, c)
φ1(0, c)
dy
∥∥∥∥
Lp
≤ Cα‖ϕ‖Lp , 1 < p ≤ ∞.(8.9)
Similarly, we get for j = 1∥∥∥∥ ycmin{α(π − yc), 1}
∫ π
yc
ϕ(y)
∂cφ1(y, c)
φ1(π, c)
dy
∥∥∥∥
Lp
≤ Cα‖ϕ‖Lp , 1 < p ≤ ∞.(8.10)
Recall that ‖ω̂e‖H1 ≤ 1 and α‖g‖L2 + ‖g′‖L2 ≤ 1, then ‖g‖L∞ ≤ Cα−
1
2 . Thus, we obtain
∂c
(
u′′(yc)E0(ω̂e) + u′(yc)ω̂e(yc)
)
= φ1(0, c)
αL∞
π − yc + L
2,
∂c
(
u′′(yc)E1(ω̂e) + u′(yc)ω̂e(yc)
)
= φ1(π, c)
αL∞
yc
+ L2,
∂c
(
E0(gu
′′) + u′(yc)g(yc)
)
=
φ1(0, c)α
1
2L∞
π − yc + L
2,
∂c
(
E1(gu
′′) + u′(yc)g(yc)
)
=
φ1(π, c)α
1
2L∞
yc
+ L2,
from which and Lemma 4.8, we infer that
∂c
(
Λ3,1(ω̂e)
)
=
L2 + αL∞
α2 sin yc
, ∂c
(
Λ4,1(g)
)
=
L2 + α 12L∞
α2 sin yc
.
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Case 3. ‖ω̂e‖H2 ≤ 1 and ‖g′′ − α2g‖L2 ≤ 1 and ω̂′e(0) = ω̂′e(π) = g′(0) = g′(π) = 0. Thus,
we have
‖g′′‖2L2 + 2α2‖g′‖2L2 + α4‖g‖2L2 ≤ 1,
∥∥ ω̂′e
u′
∥∥
L2
≤ C‖ω̂′′e‖L2 ,
‖g‖L∞ ≤ Cα−
3
2 ,
∥∥ g′
u′
∥∥
L2
≤ C‖g′′‖L2 ≤ C, ‖g′‖L∞ ≤ Cα−
1
2 .
First of all, we have for I3 in (8.2) and I
′
3 in (8.6),
|I3| ≤ C
∣∣∣ ∫ jπ
yc
∫ yc
y
ω̂′e(y
′)dy′dy
∣∣∣ ≤ C∣∣∣ ∫ jπ
yc
|jπ − y′|ω̂′e(y′)dy′
∣∣∣ ≤ C|jπ − yc|2∣∣∣ ∫ jπ
yc
ω̂′e(y′)
jπ − y′dy
′
∣∣∣,
which implies that∥∥∥ I3|jπ − yc|3
∥∥∥
L2
≤ C
∥∥∥ ω̂′e
u′
∥∥∥
L2
≤ C‖ω̂′′e‖L2 ,
∥∥∥ I3|jπ − yc|2
∥∥∥
L∞
≤ C‖ω̂′e‖L∞ .
Similarly, for I ′3, we have∥∥∥ I ′3|jπ − yc|3
∥∥∥
L2
≤ C
∥∥∥g′
u′
∥∥∥
L2
≤ C‖g′′‖L2 ,
∥∥∥ I ′3|jπ − yc|2
∥∥∥
L∞
≤ C‖g′‖L∞ .
Thus, by (8.3), (8.4) and (8.7), we obtain
u′′(yc)E0(ω̂e) + u′(yc)ω̂e(yc) = φ1(0, c)y3cα
2L∞ + (y3cL2 ∩ y2cL∞),
u′′(yc)E1(ω̂e) + u′(yc)ω̂e(yc) = φ1(π, c)(π − yc)3α2L∞ + (π − yc)2((π − yc)L2 ∩ L∞),
E0(u
′′g) + u′(yc)g(yc) = φ1(0, c)y3cα
1
2L∞ + (y3cL2 ∩ y2cL∞),
E1(u
′′g) + u′(yc)g(yc) = φ1(π, c)(π − yc)3α
1
2L∞ + (π − yc)2((π − yc)L2 ∩ L∞),
which along with Lemma 4.8 show that
Λ3,1(ω̂e) = α
−2(ρL2 ∩ u′L∞) + ρL∞, Λ4,1(g) = α−2(ρL2 ∩ u′L∞) + α−
3
2 ρL∞.
We have
∂c
(
u′′(yc)Ej(ω̂e) + u′(yc)ω̂e(yc)
)
=
∫ jπ
yc
u′′(yc)∂cφ1(y, c)ω̂e(y)dy + ω̂′e(yc)−
∫ jπ
yc
φ1(y, c)ω̂e(y)dy
= I4 + I5 + I6.
By Proposition 3.8, we have
|I4| ≤ C|α||jπ − yc|φ1(jπ, c)
u′(yc)
min{|α||jπ − yc|, 1}‖ω̂e‖L∞ ,∥∥I5
u′
∥∥
L2
≤ C∥∥ ω̂′e
u′
∥∥
L2
, |I6| ≤ C|φ1(jπ, c)|jπ − yc|‖ω̂e‖L∞ ,
which implies that
∂c
(
u′′(yc)Ej(ω̂e) + u′(yc)ω̂e(yc)
)
=
φ1(jπ, c)α
2|jπ − yc|L∞
((1 − j)π − yc) + u
′(yc)L2.
Similarly, due to
∂c
(
Ej(u
′′g) + u′(yc)g(yc)
)
=
∫ jπ
yc
u′′(y)∂cφ1(y, c)g(y)dy + g′(yc),
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we get
∂c
(
Ej(u
′′g) + u′(yc)g(yc)
)
=
φ1(jπ, c)α
1
2 |jπ − yc|L∞
((1− j)π − yc) + u
′(yc)L2,
from which and Lemma 4.8, we infer that
∂c
(
Λ3,1(ω̂e)
)
= α−2L2 + L∞, ∂c
(
Λ4,1(g)
)
= α−2(L2 + α 12L∞).
We have
∂2c
(
Ej(gu
′′) + u′(yc)g(yc)
)
=
g′′(yc)
u′(yc)
+
∫ jπ
yc
gu′′∂2cφ1(y, c)dy,
and
∂2c
(
u′′(yc)Ej(ω̂e) + u′(yc)ω̂e(yc)
)
(8.11)
=
(
u′′′′(yc)
u′(yc)2
− (u
′′′u′′)(yc)
u′(yc)3
)
Ej(ω̂e) +
ω̂′′e (yc)
u′(yc)
+ 2
u′′′(yc)
u′(yc)
∫ jπ
yc
ω̂e∂cφ1(y, c)dy
+ u′′(yc)
∫ jπ
yc
ω̂e∂
2
cφ1(y, c)dy −
u′′′(yc)
u′(yc)2
ω̂e(yc)
=
ω̂′′e (yc)
u′(yc)
− 2
∫ jπ
yc
ω̂e∂cφ1(y, c)dy + u
′′(yc)
∫ jπ
yc
ω̂e∂
2
cφ1(y, c)dy −
u′′′(yc)
u′(yc)2
ω̂e(yc)
By Proposition 3.8, we deduce that for 0 < y < yc, j = 0 or yc < y < π, j = 1,
∣∣∣∂2cφ1(y,c)φ1(jπ,c) ∣∣∣ ≤
Cα2
u′(yc)2
, and then∥∥∥∥yc(π − yc)2 ∫ 0
yc
ϕ(y)
∂2cφ1(y, c)
φ1(0, c)
dy
∥∥∥∥
Lp
≤ Cα2‖ϕ‖Lp , 1 < p ≤ ∞,(8.12) ∥∥∥∥y2c (π − yc)∫ π
yc
ϕ(y)
∂2cφ1(y, c)
φ1(π, c)
dy
∥∥∥∥
Lp
≤ Cα2‖ϕ‖Lp , 1 < p ≤ ∞.(8.13)
Then we can deduce that
yc∂
2
c
(
u′′(yc)E0(ω̂e) + u′(yc)ω̂e(yc)
)
=
φ1(0, c)α
2L∞
(π − yc)2 + L
2,
(π − yc)∂2c
(
u′′(yc)E1(ω̂e) + u′(yc)ω̂e(yc)
)
=
φ1(π, c)α
2L∞
y2c
+ L2,
from which and Lemma 4.8, we infer that
∂2c
(
J1−j
u′(yc)
(
u′′(yc)Ej(ω̂e) + u′(yc)ω̂e(yc)
))
=
L∞
(jπ − yc)2 +
L2
α2(jπ − yc)2 ,(8.14)
which implies that
∂2c
(
Λ3,1(ω̂e)
)
=
α−2L2 + L∞
sin2 yc
.
Similarly, we have
yc∂
2
c
(
E0(u
′′g) + u′(yc)g(yc)
)
=
φ1(0, c)α
1
2L∞
(π − yc)2 + L
2,
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(π − yc)∂2c
(
E1(u
′′g) + u′(yc)g(yc)
)
=
φ1(π, c)α
1
2L∞
y2c
+ L2,
from which and Lemma 4.8, we infer that
∂2c
(
Λ4,1(g)
)
=
L2 + α 12L∞
α2 sin2 yc
.
Case 4. ‖ω̂e‖H2 ≤ 1 and ‖∂yω̂e/u′‖H1 ≤ 1.
Recall that
∂c
(
u′′(yc)Ej(ω̂e) + u′(yc)ω̂e(yc)
)
=
∫ jπ
yc
u′′(yc)∂cφ1(y, c)ω̂e(y)dy + ω̂′e(yc)−
∫ jπ
yc
φ1(y, c)ω̂e(y)dy.
Now since ∂yω̂e/u
′ ∈ H1 ⊂ L∞, we get
∂c
(
u′′(yc)Ej(ω̂e) + u′(yc)ω̂e(yc)
)
=
φ1(jπ, c)α
2|jπ − yc|L∞
((1− j)π − yc) + u
′(yc)L∞,
from which and Lemma 4.8, we infer that ∂cΛ3,1 = L∞.
For the estimates of higher derivative, we only need to improve the estimate of
J1−j
u′(yc)
(
u′′(yc)Ej(ω̂e)+
u′(yc)ω̂e(yc)
)
for |yc − jπ| ≤ 1α . We show the proof of the case j = 0, the other case can be
proved similarly.
Let ω1 =
∂yω̂e
y ∈ H1(0, 1), and then
E0(ω̂e) =
∫ 0
yc
ω̂e(y)φ1(y, c)dy = yc
∫ 0
1
ω̂e(yyc)φ˜1(y, c)dy,
here we recall the definition of φ˜1(y, c) = φ1(yyc, c) and its estimate in the proof of Lemma
4.8.
Using the fact that
∂cω̂e(yyc) =
yω̂′e(yyc)
u′(yc)
=
y2ω1(yyc)
m1(yc)
,
with m1(y) =
sin y
y and
∂2c ω̂e(yyc) =
y3ω′1(yyc)
m1(yc)u′(yc)
+
y2ω1(yyc)m
′
1(yc)
m1(yc)2u′(yc)
,
and that 1 ≤ |φ˜1(y, c)| ≤ 2 and (3.38), (3.39) hold for y ∈ [0, 1] and c ∈ [u(0), u(1/α)], we
deduce that for 0 < yc <
1
α ,
|∂c(E0(ω̂e)/yc)| ≤ C(‖ω1‖L∞ + α2‖ω̂e‖L∞),
|∂2c (E0(ω̂e)/yc)| ≤ C(α2‖ω1‖L∞ + α4‖ω̂e‖L∞) +
C
yc
∫ 1
0
y3|ω′1(yyc)|dy.
Now using the fact that
J1
(
u′′(yc)
u′(yc)
E0(ω̂e) + ω̂e(yc)
)
=
−(u(π)− c)2y2cu′′(yc)
φ˜1(0, c)φ˜1
′
(0, c)
E0(ω̂e)
yc
+ J1ω̂e(yc),
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and by Proposition 3.10 and Lemma 4.8, we deduce that for 0 < yc <
1
α ,
∂2c
(
J1
(u′′(yc)
u′(yc)
E0(ω̂e) + ω̂e(yc)
))
χ[u(0),u(1/α)] = α
2L∞ + L
2
α2yc
,
which along with (8.14) gives
∂2c
(
J1
(u′′(yc)
u′(yc)
E0(ω̂e) + ω̂e(yc)
))
=
α2L∞
(1 + α sin yc)2
+
L2
αyc
.
Similarly, for j = 1, we have
E1(ω̂e) =
∫ π
yc
ω̂e(y)φ1(y, c)dy = (yc − π)
∫ 0
1
ω̂e
(
(1− z)π + zyc
)
φ˜1(z, c)dz.
Then by the same argument, we obtain
∂2c
(
J0
(u′′(yc)
u′(yc)
E1(ω̂e) + ω̂e(yc)
))
=
α2L∞
(1 + α sin yc)2
+
L2
α(π − yc) ,
from which, we deduce (4) of the lemma. 
Now we are in a position to prove Proposition 6.2.
Proof. Step1. L1 estimate.
We normalize ω̂e, g so that ‖ω̂e‖L2 ≤ 1 and ‖g‖L2 ≤ 1. By Lemma 7.4, we get Λ1,1(ω̂e) = L2
and Λ2,1(g) = L2. By Lemma 7.6 and Lemma 4.4, we get Λ1,2(ω̂e) = |α| 12L∞ + |α| sin ycL2
and Λ2,2(g) = |α| 12L∞ + |α| sin ycL2. Then by Lemma 8.1, we get
Λ3(ω̂e) = ρ(1 + |α| sin yc)L2 + |α|
1
2 sin2 ycL∞ + L
2
α2
,
Λ4(g) = ρ(1 + |α| sin yc)L2 + |α|
1
2 sin2 ycL∞ + L
2
α2
,
from which and Proposition 4.5, we deduce that
‖Ke(·, α)‖L1c (−1,1) ≤ C‖ω̂e‖L2‖g‖L2 .
Step 2. W 1,1 estimate.
We normalize ω̂e, g so that ‖ω̂e‖H1 ≤ 1 and |α|‖g‖L2 + ‖g′‖L2 ≤ 1, then ‖g‖L∞ ≤ C|α|−
1
2 .
By Lemma 7.4, we get Λ1,1(ω̂e) = L∞ and Λ2,1(g) = |α|− 12L∞. By Lemma 7.6 and Lemma
4.4, we get Λ1,2(ω̂e) = |α|sin ycL∞ and Λ2,2(g) = |α| 12 sin ycL∞. Then by Lemma 8.1, we get
Λ3(ω̂e) = sin
2 yc(1 + |α| sin yc)L∞ + C sin yc(L
2 + αL∞)
α2
=
sin yc
α
(1 + |α| sin yc)2L∞ + sin yc
α2
L2 = |α|− 32 sin yc(1 + |α| sin yc)3L2,
Λ4(g) = |α|−
1
2 sin2 yc(1 + |α| sin yc)L∞ + sin yc(L
2 + |α| 12L∞)
α2
=
sin yc
|α|− 32
(1 + |α| sin yc)2L∞ + sin yc
α2
L2 = sin yc
α2
(1 + |α| sin yc)3L2.
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By Lemma 7.4, we get ∂cΛ1,1(ω̂e) =
L2
sin yc
and ∂cΛ2,1(g) =
L2
sin yc
. By Lemma 7.7 and
Lemma 4.4, we get ∂cΛ1,2(ω̂e) =
αL∞
sin yc
+αL2 and ∂cΛ2,2(g) = α
1
2 L∞
sin yc
+ αL2. Then by Lemma
8.1, we obtain
∂c
(
Λ3(ω̂e)
)
= (1 + α sin yc)(sin ycL2 + L∞) + (L
2 + αL∞)
α2 sin yc
=
(1 + |α| sin yc)2
α sin yc
L∞ + (1 + |α| sin yc)
3
α2 sin yc
L2 = (1 + |α| sin yc)
3
|α| 32 sin yc
L2,
∂c
(
Λ4(g)
)
= α
1
2 sin ycL∞ + sin yc(1 + α sin yc)L2 + (L
2 + α
1
2L∞)
α2 sin yc
=
(1 + |α| sin yc)2
|α| 32 sin yc
L∞ + (1 + |α| sin yc)
3
α2 sin yc
L2 = (1 + |α| sin yc)
3
|α|2 sin yc L
2,
from which and Proposition 4.5, we infer that
‖∂cKe(·, α)‖L1c (−1,1) ≤ Cα
1
2 ‖ω̂e‖H1‖g‖H1 .
Step 3. W 2,1 estimate.
We normalize ω̂e, g so that ‖ω̂e‖H2 ≤ 1 with ω̂′e(0) = ω̂′e(1) = 0 and ‖g′′−α2g‖L2 ≤ 1 with
g′(0) = g′(1) = 0. Then we have
‖g′′‖2L2 + α2‖g′‖2L2 + α4‖g‖L2 ≤ 1,
∥∥ ω̂′e
u′
∥∥
L2
≤ C‖ω̂′′e‖L2 ≤ C,
‖g‖L∞ ≤ Cα−
3
2 ,
∥∥g′
u′
∥∥
L2
≤ C‖g′′‖L2 ≤ C, ‖g′‖L∞ ≤ Cα−
1
2 , ‖u′′g‖Hk ≤ C‖g‖Hk
for k = 0, 1, 2.
By Lemma 7.4, we get Λ1,1(ω̂e) = L∞ and Λ2,1(g) = |α|− 32L∞. By Lemma 7.6 and Lemma
4.4, we get Λ1,2(ω̂e) = |α|sin ycL∞ and Λ2,2(g) = |α|− 12 sin ycL∞. Then by Lemma 8.1, we get
Λ3(ω̂e) = α
−2(sin2 ycL2 ∩ sin ycL∞) + sin2 yc(1 + α sin yc)L∞ = α−
1
2 sin2 yc(1 + α sin yc)
2L2,
Λ4(g) = α
−2(ρL2 ∩ u′L∞) + α− 32 ρ(1 + α sin yc)L∞ = α−2 sin2 yc(1 + α sin yc)2L2.
By Lemma 7.4, we get ∂cΛ1,1(ω̂e) = L2 and ∂cΛ2,1(g) = L2. By Lemma 7.7 and Lemma
4.4, we get ∂cΛ1,2(ω̂e) =
αL∞
sin yc
and ∂cΛ2,2(g) =
α−
1
2 L∞+α 12 sin ycL∞
sin yc
. Then by Lemma 8.1, we
obtain
∂c
(
Λ3(ω̂e)
)
= sin2 ycL2 + α−2L2 + (1 + α sin yc)L∞ = α−
1
2 (1 + α sin yc)
2L2,
∂c
(
Λ4(g)
)
= α−2(L2 + α 12 (1 + α sin yc)L∞) + sin2 yc(L2 + α
1
2L∞) = α−2(1 + α sin yc)3L2.
By Lemma 7.4, we get ∂2cΛ1,1(ω̂e) =
L2
sin2 yc
and ∂2cΛ2,1(g) =
L2
sin2 yc
. By Lemma 7.8 and
Lemma 4.4, we get ∂2cΛ1,2(ω̂e) =
αL∞
sin3 yc
+ αL
2
sin yc
and ∂2cΛ2,2(g) =
(α
1
2 sin yc+α
−
1
2 )
sin3 yc
L∞ + αL2sin yc .
Then by Lemma 8.1, we obtain
∂2c
(
Λ3(ω̂e)
)
= (1 + α sin yc)(L2 + ρ−1L∞) + ρ−1(α−2L2 + L∞) = α−
1
2 ρ−1(1 + α sin yc)3L2,
∂2c
(
Λ4(g)
)
= (α−2ρ−1 + 1)(L2 + α 12L∞) + (1 + α sin yc)L2 = α−2ρ−1(1 + α sin yc)3L2,
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from which and Proposition 4.5, we infer that
‖∂2cKe(·, α)‖L1c (−1,1) ≤ Cα
3
2‖ω̂e‖H2‖f‖L2 ,
and
Ke(c, α) = C(α) sin
2 ycL2,
which implies that Ke(±1, α) = 0. 
9. Decay estimates at critical points
9.1. Vorticity depletion phenomena. In this subsection, we give a formula of the vorticity
at a critical point and confirm the vorticity depletion phenomena found by Bouchet and
Morita [10].
Lemma 9.1. Let ω(t, x, y) be a solution to (1.2). Then we have
ŵ(t, α, 0) =
∫ 1
−1
(1 + cos yc)
2Λ3(ω̂e)e
−iαct
u′(yc)φ′1(0, c)(A
2
1 + B
2
1)
dc.
and (1+cos yc)
2Λ3(ω̂e)
u′(yc)φ′1(0,c)(A
2
1
+B2
1
)
∈ L1c(−1, 1). In particular, for any α 6= 0,
lim
t→∞ ŵ(t, α, 0) = 0.
Proof. Let η ∈ C∞(R) so that η(y) = 1 for |y| < 12 and η(y) = 0 for |y| > 1 and η′(y) ≤ 0 for
y > 0. We denote ηn(y) = η(ny), gn(y) = η
′
n(y) = nη
′(ny) and fn(y) = g′′n(y)− α2gn(y).
Assume that ω0(x, y) ∈ H2, then for any t ≥ 0, ω(t, x, y) ∈ H2. Then ω̂o(t, α, 0) = 0, and
by Lemma 5.10,
ŵ(t, α, 0) = − lim
n→+∞
∫ π
0
ω̂e(t, α, y)gn(y)dy
= lim
n→+∞
∫ π
0
ψ̂e(t, α, y)fn(y)dy
= − lim
n→+∞
∫ u(π)
u(0)
Λ3(ω̂e)Λ4(gn)
u′(yc)(A21 + B
2
1)
e−iαctdc.
Pointwise limit of Λ4(gn).
Since lim
n→+∞ ηn(yc) = 0 and limn→+∞ gn(yc) = 0 for yc ∈ (0, π], we get
lim
n→+∞E0(gnu
′′)(c) = lim
n→+∞−
∫ yc
0
u′′(y)φ1(y, c)dηn(y) = u′′(0)φ1(0, c),
lim
n→+∞E1(gnu
′′)(c) = lim
n→+∞
∫ π
yc
gn(y)u
′′(y)φ1(y, c)dy = 0.
By the proof of Lemma 5.5, we get II1,1(ϕ) = p.v.
∫ π
0
∫ y
yc
ϕ(y′)dy′
(u(y)−c)2 dy. Then for 1/n < yc, as
n→∞,
|II1,1(gnu′′)(c)| ≤
∫ 1/n
0
∫ yc
y |gnu′′|(z)dz
(u(y)− c)2 dy
≤ ‖gnu′′‖L1
∫ 1/n
0
dy
(u(y)− c)2 → 0.
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By (7.3), we also have for 1/n < yc, as n→∞,
|L0(gnu′′)| ≤
∣∣∣∣ ∫ 1n
0
∫ z
yc
gnu
′′(y)
(
1
(u(z) − c)2
(
φ1(y, c)
φ1(z, c)2
− 1
))
dydz
∣∣∣∣(9.1)
≤ C‖gnu′′‖L1
∫ 1
n
0
sup
y∈[z,1/n]
∣∣∣∣ 1(u(z) − c)2
(
φ1(y, c)
φ1(z, c)2
− 1
)∣∣∣∣ dz
≤ C|α|
ny3c
‖gnu′′‖L1 → 0
Thus, for yc ∈ (0, π], we obtain
lim
n→+∞Λ4(gn)(c) =
J1(c)u
′′(0)φ1(0, c)
u′(yc)
=− u
′(yc)ρ(c)2u′′(0)φ1(0, c)
φ(0, c)φ′(0, c)u′(yc)
= −(u(π) − c)
2
φ′1(0, c)
.
Uniform bound of Λ4(gn).
For c ∈ (−1, 1], by Lemma 4.8 we have for j = 0, 1,
‖Ej(gnu′′)(c)| ≤ φ1(jπ, c)‖gnu′′‖L1 ≤ Cφ1(jπ, c), |Jj | ≤
C
α2φ1((1 − j)π, c) .
By Lemma 4.4, we get |ρII(c)| ≤ Cα sin yc. By Lemma 7.6, we have
| sin y2cL0(gnu′′)| ≤ C|α|‖gnu′′‖L1 .
Thus, |Λ2,2(gnu′′)| ≤ C|α|.
By (7.1), we get
sin3 ycII1,1(ϕ)(yc) = −sin yc
2
H(ϕ)− sin yc
2
∫ π
−π
In(ϕ)(y′)dy′.(9.2)
As Z ◦ In(u′′gn) is odd, we get by Lemma 7.1 that
sin ycH(Z ◦ In(u′′gn)) = H(sin yZ ◦ In(u′′gn)).
Using the fact that for y ∈ [0, π],
sin yZ ◦ In(u′′gn)(y) = sin yu′′gn(y)− sin y
∫ π
0
u′′gn(y)dy − cos yIn(u′′gn)(y),
we deduce that
sin ycH(u′′gn) = H(sin yu′′gn(y))−
∫ π
0
u′′gn(y)dyH(sin y)−H(cos yIn(u′′gn)(y)).
Thanks to ‖ sin yu′′gn‖H1 ≤ C
√
n and ‖ sin yu′′gn‖L2 ≤ C√n , we get
‖H(sin yu′′gn(y))‖L∞ ≤ C‖H(sin yu′′gn)‖
1
2
H1
‖H(sin yu′′gn)‖
1
2
L2
≤ C.
Thanks to ‖ cos yIn(u′′gn)(y)‖H1 ≤ C
√
n and ‖ cos yIn(u′′gn)(y)‖L2 ≤ C√n , we get
‖H(cos yIn(u′′gn))‖L∞ ≤ C‖H(cos yIn(u′′gn))‖
1
2
H1
‖H(cos yIn(u′′gn))‖
1
2
L2
≤ C.
With the estimates above, we conclude ‖u′(yc)Λ4(gn)‖L∞ ≤ C|α|.
By the proof of Proposition 6.2, we get for ω̂e ∈ H2,
Λ3(ω̂e) = Cα
−2(sin2 ycL2 ∩ sin ycL∞) + C sin2 yc(1 + α sin yc)L∞.
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Thus, by Lebesgue’s dominated convergence theorem, we obtain
ω̂(t, α, 0) = lim
n→+∞−
∫ u(π)
u(0)
Λ3(ω̂e)Λ4(gn)
u′(yc)(A21 + B
2
1)
e−iαctdc
=
∫ u(π)
u(0)
(u(π)− c)2Λ3(ω̂e)e−iαct
u′(yc)φ′1(0, c)(A
2
1 + B
2
1)
dc.
By Proposition 4.5, we get (u(π)−c)
2Λ3(ω̂e)e−iαct
u′(yc)φ′1(0,c)(A
2
1
+B2
1
)
∈ L2yc ⊂ L1yc ⊂ L1c . 
9.2. Decay estimates at critical points. First of all, we need the following formula of the
stream function at a critical point.
Lemma 9.2. Let ω(t, x, y) be the solution to (1.2), and −∆ψ = ω. Then it holds that
ψ̂(t, α, 0) =
∫ 1
−1
(1 + cos yc) sin ycΛ3(ω̂e)e
−iαct
φ′1(0, c)(A
2
1 + B
2
1)
dc,
∂yψ̂(t, α, 0) =
∫ 1
−1
sin ycΛ1(ω̂o)
(A2 +B2)φ(0, c)
e−iαctdc.
Proof. By (2.1), we get
u′′(y)iαψ̂ = −∂tω̂ − iαu(y)ω̂,
which gives
ψ̂(t, α, 0) =
−1
iαu′′(0)
(
∂tω̂e(t, α, 0) + iαu(0)ω̂e(t, α, 0)
)
.
By Lemma 9.1, we get
∂tω̂(t, α, 0) =
∫ u(π)
u(0)
−iαc(u(π) − c)
2Λ3(ω̂e)e
−iαct
u′(yc)φ′1(0, c)(A
2
1 + B
2
1)
dc,
which implies the first identity.
Thanks to ∂yψ(t, x, 0) = ∂yψo(t, x, 0), we get by Lemma 5.7 that
∂yψ(t, x, 0) =
1
2π
∫ 1
−1
e−iαtcα∂yΦ˜o(α, 0, c)dc
=
1
2π
∫ 1
−1
e−iαtc
α(µo−(c)− µo+(c))
φ(0, c)
dc,
=
∫ 1
−1
sin ycΛ1(ω̂o)
(A2 + B2)φ(0, c)
e−iαtcdc.
This finishes the proof. 
We denote
K0o (c, α) =
sin ycΛ1(ω̂o)(yc)
(A2 + B2)φ(0, c)
,
K0e (c, α) =
(1 + cos yc) sin ycΛ3(ω̂e)
φ′1(0, c)(A
2
1 + B
2
1)
= −J
1
1 (c)Λ3(ω̂e)(yc)
(A21 + B
2
1)
.
Lemma 9.3. If ‖ω̂o‖H2 + ‖ω̂′′o/u′‖L2 ≤ 1, then we have
∂cK
0
o = αy
−2
c sin ycL∞, ∂2cK0o = αy−2c ((sin yc)−1L∞ + L2).
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Proof. By the identity ρ(c)φ(0,c) = − 1−cφ1(0,c) and Remark 3.9, we get∣∣∣∣ ρ(c)φ(0, c)
∣∣∣∣ ≤ C(1− c), ∣∣∣∣∂c ρ(c)φ(0, c)
∣∣∣∣ ≤ ∣∣∣∣ 1φ1(0, c)
∣∣∣∣+ ∣∣∣∣ (c− 1)Gφ1(0, c)2
∣∣∣∣ ≤ Cα(π − yc)yc + C,(9.3)
and ∣∣∣∣∂2c ρ(c)φ(0, c)
∣∣∣∣ ≤ ∣∣∣∣2G + (c− 1)∂cGφ1(0, c)2
∣∣∣∣+ 2 ∣∣∣∣(c− 1)G2φ1(0, c)3
∣∣∣∣ ≤ Cα2y2c + Cαsin yc .(9.4)
Then by (5.20) and Lemma 7.5, we have
∂cΛ1,1(ω̂o)(yc) = L∞, Λ1,1(ω̂o)(yc) = sin2 ycL∞, ∂2cΛ1,1(ω̂o)(yc) =
L2
sin yc
.
By (5.21), Lemma 4.4 and Lemma 7.8, we obtain
Λ1,2(ω̂o)(yc) = |α| sin2 ycL∞, ∂cΛ1,2(ω̂o)(yc) = |α|L∞, ∂2cΛ1,2(ω̂o)(yc) =
|α|L∞
sin2 yc
+
|α|L2
sin yc
.
Therefore, we obtain
Λ1(ω̂o) = αρL∞, ∂cΛ1(ω̂o) = αL∞, ∂2cΛ1(ω̂o) = ρ−1α(sin ycL2 + L∞).(9.5)
Notice that K0o (c, α) =
ρ(c)
φ(0,c)
Λ1(ω̂o)
sin yc(A2+B2)
. By (9.3), (9.4), (9.5) and Proposition 4.3, we
deduce the result. 
Lemma 9.4. Assume that ω̂e ∈ H2 and ∂yω̂eu′ ∈ H1. Then K0e
∣∣
c=±1 = 0 and
‖∂2cK0e ‖L1c ≤ C|α|2(‖ω̂e‖H2 + ‖ω̂′e/u′‖H1).
Proof. We may assume ‖ω̂e‖H2 + ‖ω̂′e/u′‖H1 ≤ 1 by normalization.
By Lemma 4.8, we obtain∣∣J11 (c)∣∣ ≤ Cα2 , ∣∣∂cJ11 (c)∣∣ ≤ C(1 + α sin yc)2 , ∣∣∂2cJ11 (c)∣∣ ≤ Cα(1 + α sin yc)3 sin yc .
By the proof of Proposition 6.2, we have
Λ3(ω̂e) = α
−2(sin2 ycL2 ∩ sin ycL∞) + sin2 yc(1 + α sin yc)L∞,
and by Lemma 7.4, we get ∂cΛ1,1(ω̂e) = L2; by Lemma 7.7 and Lemma 4.4, we get ∂cΛ1,2(ω̂e) =
αL∞
sin yc
. We also have Λ1(ω̂e) = (1 + α sin yc)L∞. Then by Lemma 8.1, we get
∂c
(
Λ3(ω̂e)
)
= sin2 ycL2 + (1 + α sin yc)L∞.
By Lemma 7.4, we get ∂2cΛ1,1(ω̂e) =
L2
sin2 yc
; and by Lemma 7.8 and Lemma 4.4, we get
∂2cΛ1,2(ω̂e) =
αL∞
sin3 yc
+ αL
2
sin yc
. Then by Lemma 8.1, we get
∂2c
(
Λ3(ω̂e)
)
=
(
1 + α sin yc +
1
α sin yc
)
L2 + α
2
(1 + α sin yc)2
L∞ + α
sin yc
L∞.
Then by Proposition 4.5, we obtain
u′(yc)∂2cK
0
e =
α3L∞
(1 + α sin yc)6
+
αL2
(1 + α sin yc)4
= α2L1,
and
K0e = C(α) sin ycL∞,
which implies that K0e
∣∣
c=±1 = 0 and ∂cK
0
e = α
2L∞. 
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Now we are in a position to prove Theorem 1.3.
Proof. Step 1. Let c′ ∈ (u(0), u(1)), which will be determined later. Without loss of gener-
ality, let us consider the case of |αt| > 1. Then by Lemma 9.2, we have
∂yψ̂(t, α, 0) =
∫ u(π)
u(0)
K0o (c, α)e
−iαctdc
=
1
iαt
∫ u(π)
u(0)
∂cK
0
o (c, α)e
−iαctdc
=
1
iαt
∫ c′
u(0)
∂cK
0
o (c, α)e
−iαctdc
− 1
(αt)2
(
∂cK
0
o (c
′, α)e−iαc
′t +
∫ u(π)
c′
∂2cK
0
o (c, α)e
−iαctdc
)
.
By Lemma 9.3, we have
‖∂2cK0o‖L1c(c′,u(π)) = ‖u′(yc)∂2cK0o‖L1yc(yc′ ,1)
≤ Cα(‖y−2c ‖L1yc(yc′ ,1) + ‖y
−1
c ‖L2yc(yc′ ,1)) ≤ Cαy
−1
c′ .
Therefore, we deduce that for any yc′ ∈ (0, 1),
|∂yψ̂(t, α, 0)| ≤ Cα|αt|
∫ c′
u(0)
dc
yc
+C
1
(αt)2
α
yc′
≤ C
(yc′
|t| +
1
αyc′t2
)
.
Taking yc′ = |αt|−
1
2 , we deduce that
|∂yψ̂(t, α, 0)| ≤ Cα−
1
2 |t|− 32 .
Step 2. Using the fact that ψ̂(t, α, 0) =
∫ 1
−1K
0
e (c, α)e
−iαctdc, and Lemma 9.4, we obtain
|ψ̂(t, α, 0)| =
∣∣∣∣ 1iαt
∫ 1
−1
∂cK
0
e (c, α)e
−iαctdc
∣∣∣∣
≤
∣∣∣∣ 1α2t2
∫ 1
−1
∂2cK
0
e (c, α)e
−iαctdc
∣∣∣∣+ 1α2t2 ‖∂cK0e (c, α)‖L∞
≤ Ct−2(‖ω̂e‖H2 + ‖ω̂′e/u′‖H1).
Let W (t, x, y) = ω(t, x+ u(y)t, y). Then Ŵ (t, α, y) = eiαtu(y)ω̂(t, α, y) and
∂tŴ = −iαeiαu(y)tu′′ψ̂.
By Lemma 9.1, ω̂(t, α, 0)→ 0 as t→∞, so does Ŵ (t, α, 0). Thus,
Ŵ (t, α, 0) =
∫ ∞
t
iαeiαu(0)su′′(0)ψ̂(s, α, 0)ds.
Thus, if t > 1 then
|ω̂(t, α, 0)| = |Ŵ (t, α, 0)| ≤ C|α|
∫ +∞
t
|ψ̂(s, α, 0)|ds
≤ C|α|
∫ +∞
t
s−2(‖ω̂e‖H2 + ‖ω̂′e/u′‖H1)ds
≤ C|α||t|−1(‖ω̂e‖H2 + ‖ω̂′e/u′‖H1),
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and if t < −1 then
|ω̂(t, α, 0)| = |Ŵ (t, α, 0)| ≤ C|α|
∫ t
−∞
|ψ̂(s, α, 0)|ds
≤ C|α||t|−1(‖ω̂e‖H2 + ‖ω̂′e/u′‖H1).
Step 3. By Step 1 and Step 2, we deduce that
|ω(t, x, 0)| =
∣∣∣∑
α6=0
ω̂(t, α, 0)eiαx
∣∣∣ ≤∑
α6=0
|ω̂(t, α, 0)| ≤
∑
α6=0
C|α||t|−1‖ω̂e(α, ·)‖H3
≤ C|t|−1
(∑
α6=0
|α|−2s
) 1
2
(∑
α6=0
|α|2+2s‖ω̂e(α, ·)‖2H3
) 1
2 ≤ C|t|−1‖ωe‖Hs+1x H3y ,
|V 2(t, x, 0)| =
∣∣∣∑
α6=0
iαψ̂(t, α, 0)eiαx
∣∣∣ ≤∑
α6=0
|α||ψ̂(t, α, 0)| ≤
∑
α6=0
C|α||t|−2‖ω̂e(α, ·)‖H3
≤ C|t|−2
(∑
α6=0
|α|−2s
) 1
2
(∑
α6=0
|α|2+2s‖ω̂e(α, ·)‖2H3
) 1
2 ≤ C|t|−2‖ωe‖Hs+1x H3y ,
|V 1(t, x, 0)| =
∣∣∣∑
α6=0
∂yψ̂(t, α, 0)e
iαx
∣∣∣ ≤∑
α6=0
|∂yψ̂(t, α, 0)| ≤
∑
α6=0
C|α|− 12 |t|− 32‖ω̂o(α, ·)‖H3
≤ C|t|− 32
(∑
α6=0
|α|−2s
) 1
2
(∑
α6=0
|α|2s−1‖ω̂o(α, ·)‖2H3
) 1
2 ≤ C|t|− 32 ‖ωo‖
H
s− 1
2
x H3y
.
The above results also hold with 0 replaced by π, thus all kπ(k ∈ Z). 
10. Wave operator
To prove the enhanced dissipation, we use the wave operator method introduced in [21].
10.1. Basic properties of wave operator.
Definition 10.1. Let |α| > 1. Let φ(y, c) be defined in Proposition 3.6 with φ1(y, c) = φ(y,c)u(y)−c
for (y, c) ∈ [0, π]× [−1, 1]. For any function ϕ(y) defined on [−π, π], we define
−D(ϕo)(−yc) = D(ϕo)(yc) = Λ1(ϕo)(yc)
(A2 + B2)
1
2
,
D(ϕe)(−yc) = D(ϕe)(yc) = Λ3(ϕe)(yc)
(A21 + B
2
1)
1
2
,
where ϕo =
ϕ(y)−ϕ(−y)
2 and ϕe =
ϕ(y)+ϕ(−y)
2 .
The operator D is called the wave operator, which has the following basic properties.
Proposition 10.2. It holds that
D
(
cos y(1 + (∂2y − α2)−1)ω
)
= cos yD(ω),
‖D(ω)‖2L2 = 〈ω, ω + (∂2y − α2)−1ω〉.
Moreover, there exists a constant C independent of α so that
(1− α−2)‖ω‖2L2 ≤ ‖D(ω)‖2L2 ≤ ‖ω‖2L2 ,
‖ sin yD(ω)‖2L2 ≥ ‖∂yψ‖2L2 + (α2 − 1)‖ψ‖2L2 ,
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‖∂yD(ω)‖L2 ≤ C|α|
1
2‖ω‖H1 , ‖∂2yD(ω)‖L2 ≤ C|α|
3
2 ‖ω‖H2 .
where −(∂2y − α2)ψ = ω.
Proof. Step 1. If ω is odd, then ψ is odd and ψ(0) = ψ(π) = 0. Then we have
II1(u
′′ψ)
= p.v.
∫ π
0
∫ y
yc
ψ(y′)u′′(y′)φ1(y′, c)dy′
φ(y, c)2
dy
= p.v.
∫ π
0
∫ y
yc
ψ(y′)(∂2y − α2)φ(y′, c)dy′
φ(y, c)2
dy
= −
∫ π
0
∫ y
yc
ω(y′)φ(y′, c)dy′
φ(y, c)2
dy + p.v.
∫ π
0
ψ(y)∂yφ(y, c) − u′(yc)ψ(yc)
φ(y, c)2
dy
− p.v.
∫ π
0
∂yψ(y)φ(y, c)
φ(y, c)2
dy
= −
∫ π
0
∫ y
yc
ω(y′)φ(y′, c)dy′
φ(y, c)2
dy − ψ(y)
φ(y, c)
∣∣∣∣π
y=0
− ψ(yc)
ρ(c)
A
= u(yc)II1(ω)− ψ(yc)
ρ(c)
A− p.v.
∫ π
0
∫ y
yc
ω(y′)u(y′)φ1(y′, c)dy′
φ(y, c)2
dy.
Here we used Remark 5.9. Thus, we get
ρII1
(
u′′ψ + uω
)
= ρuII1(ω)− ψ(yc)A.
Recall that Λ1(ϕ) = Aϕ+ u
′′ρII1(ϕ). This shows that for ω odd,
D(u′′ψ + uω) = uD(ω).
If ω is even, then ψ is also even and ∂yψ(0) = ∂yψ(π) = 0. Then we have
II1(u
′′(y)ψ(α, y))
= p.v.
∫ π
0
∫ y
yc
ψ(y′)u′′(y′)φ1(y′, c)dy′
φ(y, c)2
dy
= p.v.
∫ π
0
∫ y
yc
ψ(y′)(∂2y − α2)φ(y′, c)dy′
φ(y, c)2
dy
= −
∫ π
0
∫ y
yc
ω(y′)φ(y′, c)dy′
φ(y, c)2
dy + p.v.
∫ π
0
ψ(y)∂yφ(y, c) − u′(yc)ψ(yc)
φ(y, c)2
dy
− p.v.
∫ π
0
∂yψ(y)φ(y, c)
φ(y, c)2
dy
= −
∫ π
0
∫ y
yc
ω(y′)φ(y′, c)dy′
φ(y, c)2
dy − ψ(y)
φ(y, c)
∣∣∣∣π
y=0
− ψ(yc)
ρ(c)
A
= u(yc)II1(ω)− ψ(yc)
ρ(c)
A− II1(uω)− ψ(π)
φ(π, c)
+
ψ(0)
φ(0, c)
,
and for j = 0, 1,
Ej(u
′′ψ) =
∫ jπ
yc
u′′ψφ1(y, c) dy =
∫ jπ
yc
ψ(∂2y − α2)φ(y′, c) dy
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= −
∫ jπ
yc
ωφ(y′, c) dy + ψ∂yφ(y′, c)
∣∣jπ
y′=yc
− ∂yψφ(y′, c)
∣∣jπ
y′=yc
= u(yc)Ej(ω)− Ej(uω) + ψ(jπ)(u(jπ) − c)∂yφ1(jπ, c) − ψ(yc)u′(yc).
Thus, we obtain
Λ3(u
′′ψ + uω)
= ρ(c)A(u′′ψ + uω) + u′′ρ2II1(u′′ψ + uω)
− u
′(yc)(u(π) − c)2
φ1(0, c)φ′1(0, c)
(u′′(yc)
u′(yc)
E0(u
′′ψ + uω) + u′′ψ + uω
)
+
u′(yc)(u(0) − c)2
φ1(π, c)φ′1(π, c)
(u′′(yc)
u′(yc)
E1(u
′′ψ + uω) + u′′ψ + uω
)
= ρ(c)A(u′′ψ + uω) + u′′ρ2
(
u(yc)II1(ω)− Aψ
ρ(c)
− ψ(π)
φ(π, c)
+
ψ(0)
φ(0, c)
)
− u
′(yc)(u(π) − c)2
φ1(0, c)φ′1(0, c)
(u′′(yc)
u′(yc)
(
uE0(ω) + ψ(0)(u(0) − c)φ′1(0, c) − u′ψ
)
+ u′′ψ + uω
)
+
u′(yc)(u(0) − c)2
φ1(π, c)φ′1(π, c)
(u′′(yc)
u′(yc)
(
uE1(ω) + ψ(π)(u(π) − c)φ′1(π, c) − u′ψ
)
+ u′′ψ + uω
)
= u(yc)Λ3(ω).
This shows that for ω even,
D(u′′ψ + uω) = uD(ω).
Step 2. Let ω = ωo + ωe with ωo =
ω(y)−ω(−y)
2 and ωe =
ω(y)+ω(−y)
2 . Let (∂
2
y − α2)go =
ωo + (∂
2
y − α2)ωo, where we denote by f the complex conjugate of f . Then by Lemma 5.8,
we get
〈ψo, ωo + (∂2y − α2)ωo〉 = −2
∫ u(π)
u(0)
Λ1(ωo)Λ2(go)
(A2 + B2)u′(yc)
dc.
As go = ωo − ψo, we have
Λ2(go) = ρII1(u
′′go) + Ago = −ρII1(u′′ψo + uωo) + Ago
= −ρuII1(ωo) + Aψo +Ago = ρu′′II1(ωo) + Aωo = Λ1(ωo).
This shows that
〈ωo, ωo − ψo〉 = −〈ψo, ωo + (∂2y − α2)ωo〉
= 2
∫ u(π)
u(0)
Λ1(ωo)Λ1(ωo)
(A2 + B2)u′(yc)
dc = ‖D(ωo)‖2L2 .
Let (∂2y − α2)ge = ωe + (∂2y − α2)ωe. Then we have
〈ψe, ωe + (∂2y − α2)ωe〉 = −2
∫ u(π)
u(0)
Λ3(ωe)Λ4(ge)
(A21 + B
2
1)u
′(yc)
dc.
Due to ge = ωe − ψe, we have
u′′(yc)Λ4(ge) = Λ3(u′′ge) = −Λ3(u′′ψe + uωe)
= −u(yc)Λ3(ωe) = u′′(yc)Λ3(ωe),
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thus, Λ4(ge) = Λ3(ωe) a.e. and
〈ωe, ωe − ψe〉 = −〈ψe, ωe + (∂2y − α2)ωe〉
= 2
∫ u(π)
u(0)
Λ3(ωe)Λ3(ωe)
(A21 + B
2
1)u
′(yc)
dc = ‖D(ωe)‖2L2 .
Thus we get ‖D(ω)‖2L2 = 〈ω, ω + (∂2y − α2)−1ω〉.
Step 3. Let −(∂2y − α2)ψ = ω. Then we have
‖ω‖2L2 = ‖∂2yψ‖2L2 + 2α2‖∂yψ‖2L2 + α4‖ψ‖2L2 ≥ α2(‖∂yψ‖2L2 + α2‖ψ‖2L2),
which gives
‖D(ω)‖2L2 = 〈ω, ω − ψ〉 = ‖ω‖2L2 − (‖∂yψ‖2L2 + α2‖ψ‖2L2) ≤ ‖ω‖2L2 ,
‖D(ω)‖2L2 ≥ (1− α−2)‖ω‖2L2 .
‖ sin yD(ω)‖2L2 = ‖D(ω)‖2L2 − ‖ cos yD(ω)‖2L2
= ‖D(ω)‖2L2 − ‖D(cos y(ω − ψ))‖2L2
≥ ‖D(ω)‖2L2 − ‖ cos y(ω − ψ)‖2L2 ≥ ‖D(ω)‖2L2 − ‖ω − ψ‖2L2
= 〈ω, ω − ψ〉 − ‖ω − ψ‖2L2 = 〈ψ, ω − ψ〉
= ‖∂yψ‖2L2 + (α2 − 1)‖ψ‖2L2 ≥ 0.
Step 4. By Proposition 4.3, we obtain∣∣∣∣∂yc( 1(A2 + B2)1/2)
∣∣∣∣ ≤ C ∣∣∣∣(A2 + B2)1/2 sin yc∂c( 1A2 + B2)
∣∣∣∣
≤ C
(1 + α sin yc) sin yc
,
and by the proof of Proposition 6.1, we get for ω ∈ H1(T) odd, ‖ω‖H1 = 1,
Λ1(ω)(yc) = sin yc((1 + |α| sin yc)L2 + |α|
1
2L∞),
∂ycΛ1(ω)(yc) =
(
(1 + |α| sin yc)L2 + α
1
2L∞).
Thus, for ω ∈ H1(T) odd, ‖ω‖H1 = 1,
∂ycD(ω) = Λ1(ω)(yc)∂yc
( 1
(A2 + B2)1/2
)
+
∂ycΛ1(ω)(yc)
(A2 + B2)1/2
= L2 + |α|
1
2L∞
1 + α sin yc
= L2.
Thus, for ω ∈ H1(T) odd,
‖D(ω)‖H1 ≤ C‖ω‖H1 .
By Proposition 4.3, we get∣∣∣∣∂2yc( 1(A2 + B2)1/2)
∣∣∣∣ ≤ C(1 + α sin yc) sin2 yc ,
and by the proof of Proposition 6.1, for ω ∈ H2(T) odd, ‖ω‖H2 = 1, we get
Λ1(ω) = (sin
2 ycL2 ∩ sin ycL∞) + |α| sin2 ycL∞,
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∂yc(Λ1(ω)) = sin yc(L2 + αL∞),
∂2yc(Λ1(ω)) = ((1 + |α| sin yc)L2 + |α|L∞)
Thus for ω ∈ H2(T) odd, ‖ω‖H2 = 1, we get
∂2ycD(ω) = Λ1(ω)∂
2
yc
( 1
(A2 + B2)1/2
)
+
∂2ycΛ1(ω)
(A2 + B2)1/2
+ 2∂ycΛ1(ω)∂yc
( 1
(A2 + B2)1/2
)
= L2 + |α|
1
2L∞
1 + α sin yc
+
|α|L∞
1 + α sin yc
= α
1
2L2.
Thus, for ω ∈ H2(T) odd,
‖D(ω)‖H2 ≤ Cα
1
2‖ω‖H2 .
By Proposition 4.5, we get
1
(A21 + B
2
1)
1
2
≤ Cα
2
(1 + α sin yc)3
,
∂yc
( 1
(A21 + B
2
1)
1
2
)
≤ Cα
2
(1 + α sin yc)3 sin yc
,
∂2yc
( 1
(A21 + B
2
1)
1
2
)
≤ Cα
2
(1 + α sin yc)3 sin
2 yc
.
For ω ∈ H1 even, ‖ω‖H1 = 1, by the proof of Proposition 6.2, we get
Λ3(ω) = |α|−
3
2 sin yc(1 + |α| sin yc)3L2,
∂yc
(
Λ3(ω)
)
= |α|− 32 (1 + |α| sin yc)3L2.
Thus, for ω ∈ H1 even, ‖ω‖H1 = 1,
∂ycD(ω) = Λ3(ω)(yc)∂yc
( 1
(A21 + B
2
1)
1/2
)
+
∂ycΛ3(ω)(yc)
(A21 + B
2
1)
1/2
= α
1
2L2.
This shows that for ω ∈ H1 even,
‖D(ω)‖H1 ≤ C|α|
1
2‖ω‖H1 .
For ω ∈ H2 even, ‖ω‖H2 = 1, by the proof of Proposition 6.2, we can get
∂mycΛ3(ω) = α
−1/2(sin yc)2−m(1 + α sin yc)3L2, m = 0, 1, 2.
Thus, for ω ∈ H2 even, ‖ω‖H2 = 1,
∂2ycD(ω) = Λ3(ω)∂
2
yc
( 1
(A21 + B
2
1)
1/2
)
+
∂2ycΛ3(ω)
(A21 + B
2
1)
1/2
+ 2∂ycΛ3(ω)∂yc
( 1
(A21 + B
2
1)
1/2
)
= α
3
2L2.
This shows that for ω ∈ H2 even,
‖D(ω)‖H2 ≤ C|α|
3
2‖ω‖H2 .
This completes the proof of the proposition. 
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10.2. Commutator estimate.
Proposition 10.3. It holds that
‖ sin y(D(∂2yω)− ∂2yD(ω))‖L2 ≤ C(|α|‖ω‖L2 + ‖∂yω‖L2).
We need following lemmas.
Lemma 10.4. It holds that
‖ sin yc[∂2y , ρII1,1]ω‖L2 ≤ C‖ω‖H1 .
Proof. By (7.1), we get
ρII1,1(ω) = −1
2
H(Z ◦ In(ω))− 1
2
∫ π
−π
In(ω)(y′)dy′.
As Z ◦ In(ω) is odd, so does ∂2ycZ ◦ In(ω). Thus,
sin yc∂
2
ycρII1,1(ω) = −
1
2
H(sin yc∂
2
ycZ ◦ In(ω))
Then we get
sin yc[∂
2
y , ρII1,1]ω = −
1
2
H(sin yc[∂
2
yc , Z ◦ In](ω)) +
sin yc
2
∫ π
−π
In(∂2yω)(y
′)dy′.
On one hand, we have
1
2
∫ π
−π
In(∂2yω)(y)dy =
∫ π
0
In(∂2yω)(y)dy =
∫ π
0
ω′(y)− ω′(0) − sin2 y
2
(ω′(π)− ω′(0))dy
= ω(π)− ω(0)− π(ω′(0) + ω′(π))/2.
On the other hand,
sin yc
(
Z ◦ In(∂2yω)− ∂2yZ ◦ In(ω)
)
=
ω′(0) + ω′(π)
2
cos y +
ω′(0) − ω′(π)
2
− 2ω
sin y
+
2cos y
sin2 y
In(ω)(y)− Int(ω)(π)
2
.
and H(cos y) = 2π sin y. Then we deduce that
sin yc[∂
2
y , ρII1,1]ω =
1
2
H
(
− 2ω
sin y
+
2cos y
sin2 y
In(ω)(y)
)
+ sin yc(ω(π)− ω(0)),
from which, it follows that∥∥ sin yc[∂2y , ρII1,1]ω∥∥L2 ≤ C ∥∥∥∥H(− 2ωsin y + 2cos ysin2 y In(ω)(y))
∥∥∥∥
L2
+ C‖ω‖L∞
≤ C
∥∥∥∥− 2ωsin y + 2cos ysin2 y In(ω)(y)
∥∥∥∥
L2
+ C‖ω‖L∞
≤ C
∥∥∥∥− ωsin y + cos ysin2 y
∫ y
0
ω(y′)dy′
∥∥∥∥
L2(0,π
2
)
+ C
∥∥∥∥− ωsin y + cos ysin2 y
∫ y
π
ω(y′)dy′
∥∥∥∥
L2[π
2
,π]
+C‖ω‖L∞ .
Using the fact that
− ω
sin y
+
cos y
sin2 y
∫ y
0
ω(y′)dy′ =
−1
sin2 y
( ∫ y
0
sin y′ω′(y′)dy′ +
∫ y
0
ω(y′)(cos y′ − cos y)dy′),
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− ω
sin y
+
cos y
sin2 y
∫ y
π
ω(y′)dy′ =
−1
sin2 y
( ∫ y
π
sin y′ω′(y′)dy′ +
∫ y
π
ω(y′)(cos y′ − cos y)dy′),
and Hardy’s inequality, we infer that∥∥∥∥− ωsin y + cos ysin2 y
∫ y
0
ω(y′)dy′
∥∥∥∥
L2(0,π
2
)
+
∥∥∥∥− ωsin y + cos ysin2 y
∫ y
π
ω(y′)dy′
∥∥∥∥
L2(π
2
,π)
≤ C‖ω‖H1 .
Summing up, we conclude the lemma. 
Lemma 10.5. It holds that
| sin3 yc[∂2yc ,L0]ϕ| ≤ Cα
1
2 (‖ϕ‖H1 + α‖ϕ‖L2).
Proof. By (7.6), we get
∂2ycL0(ϕ) = u′(yc)∂c
(L0(ϕ′)− I0,1(ϕ) + I0,0(ϕ)) + u′(yc)∂c(u′(yc)L1(ϕ))
= L0(ϕ′′)− I0,1(ϕ′) + I0,0(ϕ′) + u′(yc)L1(ϕ′)
− u′(yc)∂cI0,1(ϕ) + u′(yc)∂cI0,0(ϕ) + u′′(yc)L1(ϕ)
+ u′(yc)
(L1(ϕ′)− I1,1(ϕ) + I1,0(ϕ)) + u′(yc)2L2(ϕ),
which gives
[∂2yc ,L0](ϕ) = −I0,1(ϕ′) + I0,0(ϕ′) + u′(yc)
(− I1,1(ϕ) + I1,0(ϕ))
− u′(yc)∂cI0,1(ϕ) + u′(yc)∂cI0,0(ϕ)
+ u′′(yc)L1(ϕ) + 2u′(yc)L1(ϕ′) + u′(yc)2L2(ϕ).
By (7.3), we have for j = 0, 1
|I0,j(ϕ)(c)| ≤ C
∣∣∣∣∫ jπ
yc
ϕ(y)dy
∣∣∣∣ min{α2|jπ − yc|2, 1}(cos jπ − cos yc)2u′(yc)
≤ C |jπ − yc|
1
2 min{α2|jπ − yc|2, 1}
(cos jπ − cos yc)2u′(yc) ‖ϕ‖L2
≤ Cmin{α
2|jπ − yc|2, 1}
|jπ − yc|7/2u′(yc)
‖ϕ‖L2 ,
which gives
| sin3 ycI0,j(ϕ′)| ≤ Cα
1
2 ‖ϕ′‖L2 .
We get by (7.7) that
| sin4 ycI1,j(ϕ)| ≤ Cα‖ϕ‖L∞ ≤ Cα
1
2 (‖ϕ′‖L2 + α‖ϕ‖L2).
Using (7.13) with γ = 1, we get
| sin4 yc∂cI0,j(ϕ)| ≤ Cα‖ϕ‖L∞ ≤ Cα
1
2 (‖ϕ′‖L2 + α‖ϕ‖L2).
By (7.4), we get
| sin3 ycL1(ϕ)|+ | sin5 ycL2(ϕ)| ≤ Cα‖ϕ‖L∞ ≤ Cα
1
2
(‖ϕ′‖L2 + α‖ϕ‖L2),
and by Lemma 7.6, we get
|u′(yc)4L1(ϕ′)| ≤ Cα
1
2‖ϕ′‖L2 .
Summing up, we conclude the lemma. 
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Lemma 10.6. For ω ∈ H2[0, π], ω′(0) = ω′(π) = 0, we have
sin yc[∂
2
yc ,Λ3,1](ω) = C(α
−2 + ρ)(‖ω‖H1 + α‖ω‖L2)(α
1
2L∞ + L2).
Proof. We have
−Ej(∂2yω) = ω′(yc) +
∫ jπ
yc
∂yφ1(y, c)∂yωdy.
Then by (8.8) and (8.11), we get
∂2ycΛ3,1(ω)− Λ3,1(∂2yω)
= ∂2yc
(Jj
u′
)
(u′′E1−j(ω) + u′ω) + 2∂yc
(Jj
u′
)
∂yc(u
′′E1−j(ω) + u′ω)
+
Jj
u′
(
∂2yc(u
′′E1−j(ω) + u′ω)− (u′′E1−j(∂2yω) + u′∂2yω)
)∣∣∣∣1
j=0
= ∂2yc
(Jj
u′
)
(u′′E1−j(ω) + u′ω) + 2∂yc
(Jj
u′
)(
u′′′E1−j(ω) + u′ω′ + u′′u′
∫ (1−j)π
yc
∂cφ1(y, c)ω(y)dy
)
+
Jj
u′
(
uE1−j(ω) + 2u′′∂yω + u′′
∫ (1−j)π
yc
∂yφ1(y, c)∂yωdy − u′′′ω
+ (u′′2 − 2u′2)
∫ (1−j)π
yc
∂cφ1(y, c)ω(y)dy + u
′2u′′
∫ (1−j)π
yc
∂2cφ1(y, c)ω(y)dy
)∣∣∣∣1
j=0
= T1 + T2 + T3.
By (8.2)-(8.5) and Lemma 4.8, we get
sin ycT1 = α
−2(‖ω‖H1 + α‖ω‖L2)(α
1
2L∞ + L2).
Using u′′′(y) = − sin y, (8.1), (8.9), (8.10) and Lemma 4.8, we deduce that
| sin ycT2| ≤ Cα−2(‖ω‖H1 + α‖ω‖L2)(α
1
2L∞ + L2),
By (8.1) and Lemma 4.8, we get∣∣JjE1−j(ω)∣∣+ |Jjω| ≤ Cα−2‖ω‖L∞ ≤ Cα−2(‖ω‖H1 + α‖ω‖L2),∥∥Jj∂yω∥∥L2 ≤ Cα−2‖ω‖H1 ,
and ∣∣∣Jj ∫ (1−j)π
yc
∂yφ1(y, c)∂yωdy
∣∣∣ ≤ C|Jj |∫ (1−j)π
yc
αα
1
2 |y − yc|
1
2 |∂yω|dyφ1((1 − j)π, c)
≤ C sin yc
α
1
2
‖∂yω‖L2 .
By (8.9),(8.10) and Lemma 4.8, we get∣∣∣Jj ∫ (1−j)π
yc
∂cφ1(y, c)ω(y)dy
∣∣∣ ≤ C|Jj|α‖ω‖L∞ φ1((1− j)π, c)|jπ − yc| ≤ Cα−1‖ω‖L∞ .
By (8.12), (8.13) and Lemma 4.8, we get∣∣∣Jju′2 ∫ (1−j)π
yc
∂2cφ1(y, c)ω(y)dy
∣∣∣ ≤ C|Jj |α2‖ω‖L∞φ1((1− j)π, c)|(1 − j)π − yc|
≤ C sin yc‖ω‖L∞ .
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Notice that
‖ω‖L∞ ≤ Cα−
1
2 (‖ω‖H1 + α‖ω‖L2), sin yc ≤ α−1 + αρ.
Then we conclude that
sin ycT3 = (α
−2 + ρ)(‖ω‖H1 + α‖ω‖L2)(α
1
2L∞ + L2).
This proves the lemma. 
Now we are in a position to prove the proposition.
Proof. Step 1. the odd case. Let ω ∈ H2 be odd and ω(0) = ω(π) = 0. Direct calculation
gives
∂2ycD(ω)− D(∂2yω)
= ρII1,1(ω)∂
2
yc
( u′′
(A2 + B2)
1
2
)
+ 2∂yc
(
ρII1,1(ω)
)
∂yc
( u′′
(A2 + B2)
1
2
)
+
u′′[∂2yc , ρII1,1]ω
(A2 + B2)
1
2
+ L0(ω)∂2yc
( ρu′′
(A2 + B2)
1
2
)
+ 2∂ycL0(ω)∂yc
( ρu′′
(A2 + B2)
1
2
)
+
ρu′′[∂2yc ,L0]ω
(A2 + B2)
1
2
+ ω∂2yc
( ρu′II
(A2 + B2)
1
2
)
+ 2∂ycω∂yc
( ρu′II
(A2 + B2)
1
2
)
= I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8.
By Lemma 7.5 and Proposition 4.3, we get
‖ sin ycI1‖L2 ≤ C‖ sin ycII1,1‖L2
∥∥∥ρ∂2yc( u′′
(A2 + B2)
1
2
)∥∥∥
L∞
≤ C‖ω‖H1 ,
and by Lemma 7.4 and Proposition 4.3,
‖ sin ycI2‖L2 ≤ C‖ρII1,1‖H1
∥∥∥ sin yc∂yc( u′′
(A2 + B2)
1
2
)∥∥∥
L∞
≤ C‖ω‖H1 ,
and by Lemma 10.4 and Proposition 4.3,
‖ sin ycI3‖L2 ≤ C‖ sin yc[∂2y , ρII1,1]ω‖L2 ≤ C‖ω‖H1 ,
and by Lemma 7.7 and Proposition 4.3,
‖ sin ycI4‖L2 ≤ Cα−
1
2‖ sin ycL0(ω)‖L∞
∥∥∥α 12 ∂2yc( ρu′′
(A2 + B2)
1
2
)∥∥∥
L2
≤ C‖ω‖H1
∥∥∥ α 12
(1 + α sin yc)
∥∥∥
L2
≤ C‖ω‖H1 ,
‖ sin ycI5‖L2 ≤ Cα−
1
2‖ sin2 yc∂ycL0(ω)‖L∞
∥∥∥ α 12
sin yc
∂yc
( ρu′′
(A2 + B2)
1
2
)∥∥∥
L2
≤ C‖ω‖H1
∥∥∥ α 12
(1 + α sin yc)
∥∥∥
L2
≤ C‖ω‖H1 .
By Lemma 10.5, we get
‖ sin ycI6‖L2 ≤ Cα−
1
2
∥∥∥ α 12
(1 + α sin yc)
∥∥∥
L2
‖ sin3 yc[∂2yc ,L0]ω‖L∞ ≤ C(‖ω‖H1 + α‖ω‖L2)
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By Lemma 4.4 and Proposition 4.3, we get
‖ sin ycI7‖L2 ≤ C‖ω/u′‖L2
∥∥∥ρ∂2yc( ρu′II
(A2 + B2)
1
2
)∥∥∥
L∞
≤ C‖ω‖H1 ,
‖ sin ycI8‖L2 ≤ C‖∂yω‖L2
∥∥∥ sin yc∂yc( ρu′II
(A2 + B2)
1
2
)∥∥∥
L∞
≤ C‖∂yω‖L2 .
Summing up, we conclude the odd case.
Step 2. the even case. Let ω ∈ H2 be even, ω′(0) = ω′(π) = 0. Direct calculation gives
∂2ycD(ω)− D(∂2yω)
=
ρu′′
(A21 + B
2
1)
1
2
[∂2yc , ρII1,1]ω + 2∂yc
( ρu′′
(A21 + B
2
1)
1
2
)
∂yc
(
ρII1,1(ω)
)
+ ∂2yc
( ρu′′
(A21 + B
2
1)
1
2
)
ρII1,1(ω)
+
ρ2u′′
(A21 + B
2
1)
1
2
[∂2yc ,L0]ω + 2∂yc
( ρ2u′′
(A21 + B
2
1)
1
2
)
∂yc
(L0(ω))+ ∂2yc( ρ2u′′
(A21 + B
2
1)
1
2
)
L0(ω)
+ ω∂2yc
( ρ2u′II
(A21 + B
2
1)
1
2
)
+ 2∂yc
( ρ2u′II
(A21 + B
2
1)
1
2
)
∂ycω
+ ∂2yc
( 1
(A21 + B
2
1)
1
2
)
Λ3,1(ω) + ∂yc
( 1
(A21 + B
2
1)
1
2
)
∂ycΛ3,1(ω) +
[∂2yc ,Λ3,1]ω
(A21 +B
2
1)
1
2
= I ′1 + I
′
2 + I
′
3 + I
′
4 + I
′
5 + I
′
6 + I
′
7 + I
′
8 + I
′
9 + I
′
10 + I
′
11.
By Proposition 4.5 and Lemma 10.4, we get
‖ sin ycI ′1‖L2 ≤ C
∥∥∥∥∥ ρu′′(A21 + B21) 12
∥∥∥∥∥
L∞
∥∥ sin yc[∂2yc , ρII1,1]ω∥∥L2 ≤ C(α‖ω‖L2 + ‖∂yω‖L2),
and by Proposition 4.5 and Lemma 7.4,
‖ sin ycI ′2‖L2 ≤ C
∥∥∥∥∥sin yc∂yc( ρu′′(A21 +B21) 12
)∥∥∥∥∥
L∞
∥∥∂yc(ρII1,1(ω))∥∥L2 ≤ C‖ω‖H1 ,
‖ sin ycI ′3‖L2 ≤ C
∥∥∥∥∥sin yc∂2yc( ρu′′(A21 +B21) 12
)∥∥∥∥∥
L∞
∥∥ρII1,1(ω)∥∥L2 ≤ Cα‖ω‖L2 .
By Proposition 4.5 and Lemma 10.5, we get
‖ sin ycI ′4‖L2 ≤ C
∥∥∥∥∥ ρu′′(A21 + B21) 12
∥∥∥∥∥
L2
‖ sin3 yc[∂2yc ,L0]ω‖L∞ ≤ C(α‖ω‖L2 + ‖∂yω‖L2),
and by Proposition 4.5 and Lemma 7.7,
‖ sin ycI ′5‖L2 ≤ C
∥∥∥∥∥ 1sin yc∂yc
( ρ2u′′
(A21 + B
2
1)
1
2
)∥∥∥∥∥
L2
∥∥ sin2 yc∂yc(L0(ω))‖L∞
≤ C(α 12‖ω‖L∞ + ‖ω′‖L2) ≤ C(α‖ω‖L2 + ‖ω′‖L2),
and by Proposition 4.5 and Lemma 7.6,
‖ sin ycI ′6‖L2 ≤ C
∥∥∥∥∥ 1sin yc∂2yc
( ρ2u′′
(A21 + B
2
1)
1
2
)∥∥∥∥∥
L2
∥∥ρL0(ω)∥∥L∞
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≤ Cα‖ω‖L2 .
By Proposition 4.5 and Lemma 4.4, we get
‖ sin ycI ′7‖L2 ≤ C‖ω‖L2
∥∥∥∥∥sin yc∂2yc( ρ2u′II(A21 + B21) 12
)∥∥∥∥∥
L∞
≤ Cα‖ω‖L2 ,
‖ sin ycI ′8‖L2 ≤ C‖∂yω‖L2
∥∥∥∥∥sin yc∂yc( ρ2u′II(A21 + B21) 12
)∥∥∥∥∥
L∞
≤ C‖∂yω‖L2 .
By Proposition 4.5 and Remark 8.2, we get
sin ycI
′
9 =
(L2 + α 12L∞)
(1 + α sin yc)3
(α‖ω‖L2 + ‖∂yω‖L2) = L2,
sin ycI
′
10 =
(L2 + α 12L∞)
(1 + α sin yc)3
(α‖ω‖L2 + ‖∂yω‖L2) = L2.
By Proposition 4.5 and Lemma 10.6, we get
sin ycI
′
11 =
(1 + α2ρ)(L2 + α 12L∞)
(1 + α sin yc)3
(α‖ω‖L2 + ‖∂yω‖L2) = L2.
Summing up, we conclude the even case. 
11. Linear enhanced dissipation
11.1. Decay estimates on the model without nonlocal term. In this subsection, we
consider a toy model without nonlocal term:
∂tω − ν∂2yω − iae−νt(cos y)ω = 0.(11.1)
Lemma 11.1. Let 0 < ν < |a|, a ∈ R, and ω(t, y) solve (11.1) for t ≥ 0, y ∈ T. Then
‖ω(t)‖L2 ≤ ‖ω(0)‖L2 and
‖ sin yω(t)‖L2 ≤ C(νt3a2)−
1
2 ‖ω(0)‖L2
for 0 < t ≤ (ν|a|)− 12 .
Proof. First of all, we have
∂t‖ω‖2L2 = 2Re〈∂tω, ω〉 = 2Re〈ν∂2yω + iae−νt cos yω, ω〉 = −2ν‖∂yω‖2L2 ≤ 0,
which gives ‖ω(t)‖L2 ≤ ‖ω(0)‖L2 .
Let u(y) = − cos y, γ(t, s) = a e−νs−e−νtν . Then γ(s, s) = 0, ∂tγ = ae−νt, and
∂t(e
iγuω) = eiγu(ωt + iuγtω) = νe
iγu∂2yω,
from which, we infer that
∂t‖∂y(eiγuω)‖2L2 = 2Re〈∂t∂y(eiγuω), ∂y(eiγuω)〉
= −2Re〈∂t(eiγuω), ∂2y(eiγuω)〉
= −2Re〈νeiγu∂2yω, ∂2y(eiγuω)〉
= −2νRe〈∂2yω, e−iγu∂2y(eiγuω)〉
= −2νRe〈∂2yω, ∂2yω + 2iγu′∂yω + (iγu′′ − γ2u′2)ω〉
= −2ν‖∂2yω + iγu′∂yω + iγu′′ω/2‖2L2 + 2νγ2‖u′∂yω + u′′ω/2‖2L2
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+ 2νγ2Re〈∂2yω, u′2ω〉.
For the last term, we get by integration by parts that
Re〈∂2yω, u′2ω〉 = −Re〈∂yω, ∂y(u′2ω)〉
= −Re〈∂yω, u′2∂yω + 2u′u′′ω〉
= −Re〈u′∂yω, u′∂yω + 2u′′ω〉
= −‖u′∂yω + u′′ω/2‖2L2 + ‖u′′ω/2‖2L2 − Re〈u′∂yω, u′′ω〉,
where
−2Re〈u′∂yω, u′′ω〉 = −
∫ π
−π
u′u′′(∂yωω + ∂yωω)dy
= −
∫ π
−π
u′u′′∂y|ω|2dy =
∫ π
−π
(u′u′′)′|ω|2dy.
Putting these identities above together and using the fact that
(u′′)2/2 + (u′u′′)′ = 3(u′′)2/2 + u′u′′′ = 3(cos y)2/2− (sin y)2 ≤ 3/2,
we deduce that
∂t‖∂y(eiγuω)‖2L2 ≤ 2νγ2
(‖u′′ω/2‖2L2 − Re〈u′∂yω, u′′ω〉)
= νγ2
∫ π
−π
(
(u′′)2/2 + (u′u′′)′
)|ω|2dy ≤ 3
2
νγ2‖ω‖2L2 .
Therefore, for 0 < s < t,
‖∂y(eiγuω)(t, s)‖2L2 ≤ ‖∂y(eiγuω)(s, s)‖2L2 +
3
2
ν
∫ t
s
γ(τ, s)2‖ω(τ)‖2L2dτ(11.2)
≤ ‖∂yω(s)‖2L2 +
3
2
ν‖ω(0)‖2L2
∫ t
s
γ(τ, s)2dτ.
Thanks to ∂y(e
iγuω) = eiγu(iγu′ω+∂yω), ‖∂y(eiγuω)‖2L2 = ‖iγu′ω+∂yω‖2L2 . Then by (11.2),
we get∫ t
0
‖iγ(t, s)u′ω(t) + ∂yω(t)‖2L2ds =
∫ t
0
‖∂y(eiγuω)(t, s)‖2L2ds
≤
∫ t
0
‖∂yω(s)‖2L2ds +
3
2
ν‖ω(0)‖2L2
∫ t
0
∫ t
s
γ(τ, s)2dτds.
On the other hand, let
γ1(t) =
∫ t
0
γ(t, s)ds, γ2(t) =
∫ t
0
γ(t, s)2ds, γ0(t) = γ2(t)− γ1(t)2/t.
We find that ∫ t
0
‖iγ(t, s)u′ω(t) + ∂yω(t)‖2L2ds
= γ2(t)‖u′ω(t)‖2L2 + 2γ1(t)Re〈iu′ω(t), ∂yω(t)〉+ t‖∂yω(t)‖2L2
= γ0(t)‖u′ω(t)‖2L2 + t‖iγ1(t)u′ω(t)/t+ ∂yω(t)‖2L2 .
Moreover,
tγ0(t) = tγ2(t)− γ1(t)2
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=
∫ t
0
∫ t
0
γ(t, s)2dsdτ −
∫ t
0
∫ t
0
γ(t, s)γ(t, τ)dsdτ
=
∫ t
0
∫ t
0
(γ(t, s)2/2 + γ(t, τ)2/2− γ(t, s)γ(t, τ))dsdτ
=
1
2
∫ t
0
∫ t
0
(γ(t, s)− γ(t, τ))2dsdτ
=
1
2
∫ t
0
∫ t
0
γ(τ, s)2dsdτ =
∫ t
0
∫ t
s
γ(τ, s)2dτds,
and ∫ t
0
‖∂yω(s)‖2L2ds =
1
2ν
(‖ω(0)‖2L2 − ‖ω(t)‖2L2).
Therefore, we obtain
γ0(t)‖u′ω(t)‖2L2 ≤
1
2ν
(‖ω(0)‖2L2 − ‖ω(t)‖2L2) +
3
2
νtγ0(t)‖ω(0)‖2L2 ,
which gives
‖u′ω(t)‖2L2 ≤ (1/(2νγ0(t)) + 3νt/2) ‖ω(0)‖2L2 .
Now, we give a lower bound of γ0(t). As γ(τ, s) =
∫ τ
s ae
−νt′dt′ ≥ a(τ − s)e−νt for 0 < s <
τ < t, we have
tγ0(t) =
∫ t
0
∫ t
s
γ(τ, s)2dτds ≥
∫ t
0
∫ t
s
a2(τ − s)2e−2νtdτds = a2e−2νt t
4
12
,
which gives
1
2νγ0(t)
≤ 1
2νa2
e2νt
12
t3
=
6e2νt
νa2t3
.
For 0 < t ≤ (ν|a|)− 12 , 0 < ν < |a|, we have νt ≤ 1, νt ≤ 1/(νa2t3). Then we conclude that
‖u′ω(t)‖2L2 ≤ (6e2 + 2)‖ω(0)‖2L2/(νa2t3).
This completes the proof. 
Now, we deal with the inhomogeneous equation.
Lemma 11.2. Let 0 < ν < |a|, a ∈ R, and ω(t, y) solve
∂tω − ν∂2yω − iae−νt(cos y)ω = f.(11.3)
Then we have
‖ sin yω(t)‖L2 ≤
C√
νt3a2
sup
0≤s≤t
‖ω(s)‖L2 +
∫ t
0
‖ sin yf(s)‖L2ds
for 0 < t ≤ (ν|a|)− 12 .
Proof. We decompose ω = ω1 + ω2, where
∂tω1 − ν∂2yω1 − iae−νt(cos y)ω1 = 0, ω1(0) = ω(0),
∂tω2 − ν∂2yω2 − iae−νt(cos y)ω2 = f, ω2(0) = 0.
By Lemma 11.1, we have ‖ω1(t)‖L2 ≤ ‖ω1(0)‖L2 = ‖ω(0)‖L2 , and
‖ sin yω1(t)‖L2 ≤ C(νt3a2)−
1
2‖ω1(0)‖L2 = C(νt3a2)−
1
2‖ω(0)‖L2
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for 0 < t ≤ (ν|a|)− 12 . Let A(t) = sup
0≤s≤t
‖ω(s)‖L2 . Then
‖ω2(t)‖L2 ≤ ‖ω1(t)‖L2 + ‖ω(t)‖L2 ≤ 2A(t).
For any b > 0, we have
d
dt
‖ sin yω2‖2L2 = 2Re〈sin y∂tω2, sin yω2〉
= 2Re〈sin y(ν∂2yω2 + iae−νt cos yω2 + f), sin y ω2〉
= −2ν‖ sin y ∂yω2 + cos y ω2‖2L2 + 2ν‖ cos y ω2‖2L2 + 2Re〈sin yf, sin y ω2〉
≤ 2ν‖ω2‖2L2 + 2‖ sin yf‖L2‖ sin yω2‖L2
≤ 2(‖ sin yf‖L2 + 4νA(t)2/b)(‖ sin yω2‖2L2 + b2) 12 ,
therefore,
d
dt
(‖ sin yω2‖2L2 + b2) 12 ≤ ‖ sin yf‖L2 + 4νA(t)2/b,
which implies that
‖ sin yω2(t)‖L2 ≤ (‖ sin yω2(t)‖2L2 + b2)
1
2
≤ b+
∫ t
0
(‖ sin yf(s)‖L2 + 4νA(s)2/b)ds
≤ b+ 4νtA(t)2/b+
∫ t
0
‖ sin yf(s)‖L2ds.
As it is true for any b > 0, we minimize the right hand side to obtain
‖ sin yω2(t)‖L2 ≤ 4
√
νtA(t) +
∫ t
0
‖ sin yf(s)‖L2ds.
For 0 < t ≤ (ν|a|)− 12 , we have √νt ≤ (νt3a2)− 12 . Then
‖ sin yω(t)‖L2 ≤ ‖ sin yω1(t)‖L2 + ‖ sin yω2(t)‖L2
≤ C(νt3a2)− 12‖ω(0)‖L2 + 4
√
νtA(t) +
∫ t
0
‖ sin yf(s)‖L2ds
≤ C(νt3a2)− 12A(t) +
∫ t
0
‖ sin yf(s)‖L2ds.
This gives our result. 
11.2. Decay estimates on the model with nonlocal term.
Lemma 11.3. Let 0 < ν < |a|, |α| > 1, a, α ∈ R, and ω(t, y) solve
∂tω − ν∂2yω − iae−νt cos y(ω − ψ) = 0, −(∂2y − α2)ψ = ω.(11.4)
Then for 0 < t ≤ (ν|a|)− 12 , να2t < 1,
−〈ψ(t), ω(t) − ψ(t)〉 ≤ C
νt3a2
〈ω(0), ω(0) − ψ(0)〉.
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Proof. By (11.4), we have
∂t〈ω, ω − ψ〉 = 〈ωt, ω − ψ〉+ 〈ω, ωt〉+ 〈(∂2y − α2)ψ,ψt〉
= 〈ωt, ω − ψ〉+ 〈ω, ωt〉 − 〈ψ, ωt〉
= −2ν〈∂yω, ∂yω − ∂yψ〉.
By Proposition 10.2, we have ‖D(ω)‖2L2 = 〈ω, ω − ψ〉. Using the facts that
‖∂yω‖2L2 = ‖∂3yψ‖2L2 + α4‖∂yψ‖2L2 + 2α2‖∂2yψ‖2L2 ≥ α4‖∂yψ‖2L2 + α2‖∂2yψ‖2L2 ,
−〈∂yω, ∂yψ〉 = −‖∂2yψ‖2L2 − α2‖∂yψ‖2L2 ,
we deduce that
〈∂yω, ∂yω − ∂yψ〉 = ‖∂yω‖2L2 − 〈∂yω, ∂yψ〉 ≥ (1− α−2)‖∂yω‖2L2 .(11.5)
Then we obtain ∂t‖D(ω)(t)‖2L2 ≤ 0, thus ‖D(ω)(t)‖L2 ≤ ‖D(ω)(0)‖L2 and
2ν
∫ t
0
‖∂yω(s)‖2L2 ≤
α2
α2 − 1‖D(ω)(0)‖
2
L2 .
By Proposition 10.2, D(ω) satisfies (11.3) with f(s, y) = ν[D, ∂2y ]ω. Thus by Lemma 11.2,
we know that for 0 < t ≤ (ν|a|)− 12 ,
‖ sin yD(ω)(t)‖L2 ≤ C(νt3a2)−
1
2 ‖D(ω)(0)‖L2 +
∫ t
0
ν‖ sin y[D, ∂2y ]ω(s)‖L2ds.
Again by Proposition 10.2, we have∫ t
0
ν‖ sin y [D, ∂2y ]ω(s)‖L2ds ≤
∫ t
0
νC(|α|‖ω(s)‖L2 + ‖∂yω(s)‖L2)ds
≤
∫ t
0
νC|α|
√
α2
α2 − 1‖D(ω)(s)‖L2ds+ Cνt
1
2‖∂yω‖L2t (L2)
≤ Cνt|α|
√
α2
α2 − 1‖D(ω)(0)‖L2 + Cνt
1
2
√
α2/(2ν)
α2 − 1 ‖D(ω)(0)‖L2 .
Therefore, for 0 < t ≤ (ν|a|)− 12 ,
‖ sin yD(ω)(t)‖L2 ≤ C
(
(νt3a2)−
1
2 + νt|α|+ (νt) 12 )‖D(ω)(0)‖L2 .
Thus, for 0 < t ≤ (ν|a|)− 12 , να2t < 1, we have νt|α| ≤ (νt) 12 ≤ (νt3a2)− 12 . As −〈ψ, ω〉 =
−‖∂yψ‖2L2 − α2‖ψ‖2L2 , then by Proposition 10.2,
〈ψ, ω − ψ〉(t) = (α2 − 1)‖ψ‖2L2 + ‖∂yψ‖2L2(11.6)
≤ ‖ sin y D(ω)(t)‖2L2
≤ C‖D(ω)(0)‖2L2/(νt3a2) = C〈ω, ω − ψ〉(0)/(νt3a2).
The proof is completed. 
Let −(∂2y − α2)ψ̂ = ω̂. We introduce
K1(t, α) = 〈ω̂, ω̂ − ψ̂〉(t, α),
K2(t, α) = −〈(∂2y − α2)ω̂, ω̂ − ψ̂〉(t, α),
K3(t, α) = 〈ψ̂, ω̂ − ψ̂〉(t, α).
82 DONGYI WEI, ZHIFEI ZHANG, AND WEIREN ZHAO
Lemma 11.4. It holds that
K1 = ‖D(ω̂)‖2L2 ≥ α2K3,
K2 = (α
2 − 1)‖ω̂‖2L2 + ‖∂yω̂‖2L2 ≥ α2K1,
K3 = (α
2 − 1)‖ψ̂‖2L2 + ‖∂yψ̂‖2L2 ≥ 0,
K2K3 ≥ K21 .
Proof. By (11.6) and Proposition 10.2, we get
‖D(ω̂)‖2L2 = K1 ≥ (1− α−2)‖ω̂‖2L2
= (1− α−2)(‖∂2y ψ̂‖2L2 + α2‖∂yψ̂‖2L2 + α4‖ψ̂‖2L2)
≥ α2((α2 − 1)‖ψ̂‖2L2 + ‖∂yψ̂‖2L2) = α2K3 ≥ 0.
It is easy to check that
K2 = −〈(∂2y − α2)ω̂, ω̂ − ψ̂〉 = 〈∂yω̂, ∂yω̂ − ∂yψ̂〉+ α2〈ω̂, ω̂ − ψ̂〉,
which along with (11.5) gives K2 ≥ α2K1 ≥ 0.
Using the facts that
‖ω̂‖2L2 = ‖∂2y ψ̂‖2L2 + α2‖∂yψ̂‖2L2 + α4‖ψ̂‖2L2 ,
‖∂yω̂‖2L2 = ‖∂3y ψ̂‖2L2 + α2‖∂2y ψ̂‖2L2 + α4‖∂yψ̂‖2L2 ,
we can deduce that
K2K3 =
(
(α2 − 1)‖ω̂‖2L2 + ‖∂yω̂‖2L2
)(
(α2 − 1)‖ψ̂‖2L2 + ‖∂yψ̂‖2L2
)
≥ ((α2 − 1)〈ω̂, ψ̂〉+ 〈∂yω̂, ∂yψ̂〉)2 = (〈ω̂, (α2 − 1)ψ̂ − ∂2y ψ̂〉)2
= 〈ω̂, ω̂ − ψ̂〉2 = K21 .

11.3. Proof of Theorem 1.4.
Proof. We first consider the case of δ < 1. Taking Fourier transform in x to (1.5), we obtain
∂tω̂ + Lν(α, t)ω̂ = 0,
where
Lν(α, t) = ν(−∂2y + α2)− iαa0e−νt cos y
(
1 + (∂2y − α2)−1
)
.
Let −(∂2y − α2)ψ̂ = ω̂. Then we have
∂t〈ω̂, ω̂ − ψ̂〉 = 〈ω̂t, ω̂〉+ 〈ω̂, ω̂t〉 − 〈ψ̂, ω̂t〉 − 〈ω̂t, ψ̂〉
= −2ν〈∂yω̂, ∂yω̂ − ∂yψ̂〉 − 2να2〈ω̂, ω̂ − ψ̂〉.
This gives by Lemma 11.4 that
∂tK1 = −2νK2 ≤ −2να2K1,
which implies that
K1(t, α) ≤ e−2να2tK1(0, α),
∫ T
0
2νK2(s, α)ds = K1(0, α) −K1(T, α).(11.7)
Now fix α, consider the following cases.
Case 1. ν ≥ a0|α|e−τ or ν|α|3 ≥ 1.
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Due to |α| > 1, we have ν 13 + ν 12 ≤ Cνα2. Then by Lemma 11.4 and (11.7), we get
α2K3(t, α) ≤ K1(t, α) ≤ e−2να2tK1(0, α) ≤ Ce
−να2t
1 + νt3
K1(0, α) ≤ Ce
−c√νt
1 + νt3
K1(0, α).
Case 2: ν < a0|α|e−τ and ν|α|3 < 1.
Take t1 = (ν|α|)− 12 , then νt1α2 < 1. Fix 0 ≤ t ≤ τ/ν, then
(
eνα
2sω̂(t+ s, α, y), eνα
2sψ̂(t+
s, α, y)
)
solves (11.4) with a = a0αe
−νt. By our assumption, 0 < ν < |a|. Then by Lemma
11.3, we obtain
e2να
2t1K3(t+ t1, α)
= 〈eνα2t1ψ̂(t+ t1, α), eνα2t1 ω̂(t+ t1, α)− eνα2sψ̂(t+ t1, α)〉
≤ C
νt31a
2
〈eνα2t1 ω̂(t, α), eνα2t1 ω̂(t, α)− eνα2t1ψ̂(t, α)〉
≤ C
νt31a
2
K1(t, α) ≤ C
νt31α
2
K1(t, α) = CK1(t, α)t1ν.
Thus, there exists an absolute constant c0 ∈ (0, 1) so that
c0e
c0K3(t+ t1, α) ≤ K1(t, α)t1ν.(11.8)
Set M = max
0≤t≤τ/ν
ec0t/t1K1(t, α). Then there exists t2 ∈ [0, τ/ν] so that ec0t2/t1K1(t2, α) =M.
Next we will show that t2 ≤ t1, otherwise K1 = 0. If t2 > t1, then ∂t(ec0t/t1K1(t, α))|t=t2 ≥ 0.
Since
∂t(e
c0t/t1K1(t, α)) = e
c0t/t1
(
c0/t1K1(t, α) + ∂tK1(t, α)
)
= ec0t/t1
(
(c0/t1)K1(t, α)− 2νK2(t, α)
)
,
we obtain
K2(t2, α) ≤ c0
2νt1
K1(t2, α).(11.9)
By (11.8), we get
c0e
c0K3(t2, α) ≤ K1(t2 − t1, α)t1ν
≤ e−c0(t2−t1)/t1Mt1ν
= e−c0(t2−t1)/t1ec0t2/t1K1(t2, α)t1ν = ec0K1(t2, α)t1ν,
which gives
K3(t2, α) ≤ K1(t2, α)t1ν/c0.(11.10)
It follows from (11.9) and (11.10) that
K2(t2, α)K3(t2, α) ≤ 1
2
K1(t2, α)
2.
On the other hand, K2K3 ≥ K21 by Lemma 11.4. Then we conclude that K1(t2, α) = 0,
which implies M = 0.
Thus, we only need to deal with the case t2 ≤ t1. Then
M = ec0t2/t1K1(t2, α) ≤ ec0K1(t2, α) ≤ ec0K1(0, α).
Therefore, for 0 ≤ t ≤ τ/ν,
K1(t, α) ≤ e−c0t/t1M ≤ ec0−c0t/t1K1(0, α) = ec0−c0
√
ν|α|tK1(0, α).(11.11)
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This inequality is also true for Case 1 by (11.7), since we have ν|α|3 ≥ C−1 or να2 ≥
C−1
√
ν|α| in Case 1.
As
(
eνα
2tω̂(t, α, y), eνα
2tψ̂(t, α, y)
)
solves (11.4) with a = a0α and |α| > 1, we deduce from
Lemma 11.3 that 0 < t ≤ (ν|α|)− 12 and να2t < 1,
e2να
2tK3(t, α) ≤ C
νt3a2
K1(0, α) ≤ Ce
−c0t/(2t1)
νt3α2
K1(0, α)
for 0 ≤ t ≤ t1. For t1 ≤ t ≤ τ/ν, by (11.8), we have
c0e
c0K3(t, α) ≤ K1(t− t1, α)t1ν ≤ ec0−c0(t−t1)/t1K1(0, α)t1ν,
which gives
α2K3(t, α) ≤ c−10 ec0−c0t/t1K1(0, α)t1να2
= c−10 e
c0−c0t/t1K1(0, α)t1ν/(t21ν)
2
= c−10 e
c0−c0t/t1K1(0, α)/(t31ν) ≤ Ce−c0t/(2t1)K1(0, α)/(t3ν).
Therefore, for 0 ≤ t ≤ τ/ν,
α2K3(t, α) ≤ Ce−c0t/(2t1)K1(0, α)/(νt3).
While by (11.11),
α2K3(t, α) ≤ K1(t, α) ≤ ec0−c0t/t1K1(0, α).
This shows that for 0 ≤ t ≤ τ/ν,
α2K3(t, α) ≤ Ce−c0t/(2t1)K1(0, α)/(1 + νt3) = Ce
−c0
√
ν|α|t/2
1 + νt3
K1(0, α).
Combining two cases, we deduce that there exists an absolute constant c1 ∈ (0, 1) so that
for 0 ≤ t ≤ τ/ν,
K1(t, α) ≤ Ce−2c1
√
νtK1(0, α),(11.12)
α2K3(t, α) ≤ Ce
−2c1
√
νt
1 + νt3
K1(0, α).(11.13)
By Proposition 10.2, we have for 0 ≤ t ≤ τ/ν,
‖ω(t)‖2L2 =
∑
α6=0
‖ω̂(t, α)‖2L2 ≤
∑
α6=0
α2
α2 − 1‖D(ω̂)(t, α)‖
2
L2
=
∑
α6=0
α2
α2 − 1K1(t, α) ≤ C
∑
α6=0
e−2c1
√
νtK1(0, α)
≤ C
∑
α6=0
e−2c1
√
νt‖ω̂(0, α)‖2L2
= Ce−2c1
√
νt‖ω0‖2L2 .
Using (11.6), we have for 0 ≤ t ≤ τ/ν,
‖V (t)‖2
H˙1xL
2
y
=
∑
α6=0
α2(α2‖ψ̂(t, α)‖2L2 + ‖∂yψ̂(t, α)‖2L2)
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≤
∑
α6=0
α4
α2 − 1K3(t, α)
≤ C
∑
α6=0
e−2c1
√
νt
1 + νt3
K1(0, α) ≤ Ce
−2c1
√
νt
1 + νt3
‖ω0‖2L2 .
Therefore for 0 ≤ t ≤ τ/ν,
‖ω(t)‖L2 ≤ Ce−c1
√
νt‖ω0‖L2 , ‖V (t)‖H˙1xL2y ≤
Ce−c1
√
νt
√
1 + νt3
‖ω0‖L2 .
For the case of δ = 1, the proof is almost the same by making the orthogonal projection
P|α|≥2, since Rα has no eigenvalue and embedding eigenvalues for |α| ≥ 2 and Lemma 11.3-
Lemma 11.4 hold for |α| ≥ 2. 
Let us conclude this section by introducing some space-time estimates of the solution for
the linearized Navier-Stokes equations, which will be used in the proof of nonlinear enhanced
dissipation.
Lemma 11.5. Let δ < 1. Under the same assumptions as in Theorem 1.4, we have∫ τ/ν
0
‖∇ω(t)‖2L2dt ≤ Cν−1‖ω0‖2L2 ,∫ τ/ν
0
‖∂xω(t)‖L2dt ≤ Cν−
2
3 ‖ω0‖L2 ,∫ τ/ν
0
‖V (t)‖2L∞dt ≤ C(| ln ν|+ 1)ν−
1
3 ‖ω0‖2L2 .
Proof. By (11.7), we have∫ τ/ν
0
‖∇ω(t)‖2L2dt =
∫ τ/ν
0
∑
α6=0
(|α|2‖ω̂(t, α)‖2L2 + ‖∂yω̂(t, α)‖2L2) dt
≤
∫ τ/ν
0
∑
α6=0
α2
α2 − 1K2(t, α)dt
=
1
2ν
∑
α6=0
α2
α2 − 1(K1(0, α) −K1(τ/ν, α))
≤ C
ν
∑
α6=0
K1(0, α) ≤ C
ν
∑
α6=0
‖ω̂(0, α)‖2L2 =
C
ν
‖ω0‖2L2 .
Using the fact that ∂tK1 ≤ −2να2K1, we have
|α|2K1(t, α) ≤ |α|2e−2να2tK1(0, α) ≤ CK1(0, α)/(νt)
and (11.11) implies that
|α|2K1(t, α) ≤ |α|2Ce−2c1
√
ν|α|tK1(0, α) ≤ CK1(0, α)/(ν2t4),
from which, we infer that
‖∂xω(t)‖2L2 =
∑
α6=0
|α|2‖ω̂(t, α)‖2L2 ≤
∑
α6=0
|α|2 α
2
α2 − 1K1(t, α)
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≤
∑
α6=0
CK1(0, α)min{(νt)−1, (ν2t4)−1}
≤ C‖ω0‖2L2 min{(νt)−1, (ν2t4)−1}.
This gives∫ τ/ν
0
‖∂xω(t)‖L2dt ≤
∫ τ/ν
0
C‖ω0‖L2 min{(νt)−
1
2 , (νt2)−1}dt ≤ Cν− 23 ‖ω0‖L2 .
By Minkowski inequality, we get∫ τ/ν
0
‖V (t)‖2L∞dt ≤
∫ τ/ν
0
∑
α6=0
‖V̂ (t, α, ·)‖L∞
2 dt ≤
∑
α6=0
(∫ τ/ν
0
‖V̂ (t, α, ·)‖2L∞dt
) 1
2
2 ,
and by the interpolation,
‖V̂ (t, α, ·)‖2L∞ ≤C‖V̂ (t, α, ·)‖L2‖V̂ (t, α, ·)‖H1
≤C(α2‖ψ̂(t, α, ·)‖2L2 + ‖∂yψ̂(t, α, ·)‖2L2) 12
× (α4‖ψ̂(t, α, ·)‖2L2 + 2α2‖∂yψ̂(t, α, ·)‖2L2 + ‖∂2y ψ̂(t, α, ·)‖2L2) 12
≤ CK3(t, α)
1
2K1(t, α)
1
2 ≤ CK3(t, α)
3
4K2(t, α)
1
4 ,
from which and (11.13), (11.7), we infer that∫ τ/ν
0
‖V̂ (t, α)‖2L∞dt ≤
∫ τ/ν
0
CK3(t, α)
1
2K1(t, α)
1
2dt
≤
∫ τ/ν
0
CK1(0, α)
|α|√1 + νt3dt ≤
CK1(0, α)
|α|ν 13
,
and ∫ τ/ν
0
‖V̂ (t, α)‖2L∞dt ≤
∫ τ/ν
0
CK3(t, α)
3
4K2(t, α)
1
4 dt
≤ C
(∫ τ/ν
0
K3(t, α)dt
) 3
4
(∫ τ/ν
0
K2(t, α)dt
) 1
4
≤ C
(∫ τ/ν
0
K1(0, α)
α2(1 + νt3)
dt
) 3
4
(
K1(0, α) −K1(τ/ν, α)
2ν
) 1
4
≤ C
(
K1(0, α)
α2ν
1
3
) 3
4
(
K1(0, α)
2ν
) 1
4
≤ CK1(0, α)
|α| 32 ν 12
.
Therefore,∫ τ/ν
0
‖V (t)‖2L∞dt ≤
∑
α6=0
(∫ τ/ν
0
‖V̂ (t, α)‖2L∞dt
) 1
2
2
≤
 ∑
0<|α|≤ν−13
(
CK1(0, α)
|α|ν 13
) 1
2
+
∑
|α|>ν− 13
(
CK1(0, α)
|α| 32 ν 12
) 1
2

2
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≤ C
∑
α6=0
K1(0, α)

 ∑
0<|α|≤ν−13
1
|α|ν 13
+
∑
|α|>ν− 13
1
|α| 32 ν 12

≤ C
∑
α6=0
‖ω̂(0, α)‖2L2
(1 + | ln ν|
ν
1
3
+
ν
1
6
ν
1
2
)
≤ C‖ω0‖2L2(1 + | ln ν|)/ν
1
3 ,
which gives the third inequality. 
12. Nonlinear enhanced dissipation
In this section, we prove Theorem 1.6. We defineW2 = span{sin y, cos y} and the non-shear
space
X =
{
ω ∈ L2(T2δ) : ω(x, y) =
∑
α6=0
ω̂(α, y)eiαx
}
.
We denote by P2 the orthogonal projection toW2 = span{sin y, cos y}, and P6=0 the orthogonal
projection to X, and P0 = I − P6=0 the orthogonal projection to the shear space X0 = {ω ∈
L2(T) : ∂xω = 0}.
12.1. Semigroup estimates. Let S(t, s) = S(t, s, a0) be the solution operator of linearized
equation (1.5). That is, ω(t, y) = S(t, s)f(y) solves (1.5) with ω(s, y) = f(y), here we assume
t ≥ s. Now Theorem 1.4 and Lemma 11.5 can be restated as follows
‖S(t, 0)f‖L2 ≤ Ce−c1
√
νt‖f‖L2 for 0 < t < τ/ν,∫ τ/ν
0
‖∇S(t, 0)f‖2L2dt ≤ Cν−1‖f‖2L2 ,∫ τ/ν
0
‖∂xS(t, 0)f‖L2dt ≤ Cν−
2
3 ‖f‖L2 ,∫ τ/ν
0
‖∇∆−1S(t, 0)f‖2L∞dt ≤ C(| ln ν|+ 1)ν−
1
3‖f‖2L2 .
Notice that S(t, s, a0) = S(t− s, 0, a0e−νs) and a0e−νs has uniform positive upper and lower
bounds. Then we also have for 0 ≤ s < t < τ/ν,
‖S(t, s)f‖L2 ≤ Ce−c1
√
ν(t−s)‖f(s)‖L2 ,(12.1) ∫ τ/ν
s
‖∇S(t, s)f‖2L2dt ≤ Cν−1‖f(s)‖2L2 ,(12.2) ∫ τ/ν
s
‖∂xS(t, s)f‖L2dt ≤ Cν−
2
3 ‖f(s)‖L2 ,(12.3) ∫ τ/ν
s
‖∇∆−1S(t, s)f‖2L∞dt ≤ Cν−γ1‖f(s)‖2L2 ,(12.4)
where γ1 is a constant such that
1
3 < γ1 < 2γ − 1.
Let f be the solution of the inhomogeneous linearized Navier-Stokes equations:
∂tf + Lν(t)f = g.(12.5)
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Then we have
f(t) = S(t, 0)f(0) +
∫ t
0
S(t, s)g(s)ds.
Using (12.1)-(12.4) and the Minkowski inequality, we deduce that for 0 < t < τ/ν,
‖f(t)‖L2 ≤ Ce−c1
√
νt‖f(0)‖L2 + C
∫ t
0
‖g(s)‖L2ds,(12.6)
ν
1
2
(∫ t
0
‖∇f(s)‖2L2ds
) 1
2
+ ν
2
3
∫ t
0
‖∂xf(s)‖L2ds+ ν
γ1
2
(∫ t
0
‖∇∆−1f(s)‖2L∞ds
) 1
2
≤ C‖f(0)‖L2 + C
∫ t
0
‖g(s)‖L2ds,(12.7)
where C, c1 are constants independent of ν, t.
12.2. Proof of Theorem 1.6. First of all, we have the following energy dissipation law:
∂t‖V ‖2L2 = −2ν‖∇V ‖2L2 , ∂t‖ω‖2L2 = −2ν‖∇ω‖2L2 ,
which gives
∂t(‖ω‖2L2 − ‖∇ψ‖2L2) = −2ν(‖∇ω‖2L2 − ‖ω‖2L2),(12.8)
where ψ = −∆−1ω. The key point is that if δ < 1, it holds that for ω ∈ {1}⊥,
‖(I − P2)ω‖2L2 ≥ ‖ω‖2L2 − ‖∇ψ‖2L2 ≥ C0‖(I − P2)ω‖2L2 ,(12.9)
‖∇ω‖2L2 − ‖ω‖2L2 ≥ C0‖∇(I − P2)ω‖2L2 ,(12.10)
which can be easily proved by using Fourier transform.
By (12.8)-(12.10), we have
‖(I − P2)ω(t)‖2L2 ≤ C(‖ω(t)‖2L2 − ‖∇ψ(t)‖2L2)(12.11)
≤ C(‖ω(0)‖2L2 − ‖∇ψ(0)‖2L2 ) ≤ C‖(I − P2)ω(0)‖2L2 ≤ Cν2γ ,
for 0 < t < τ/ν, and∫ τ/ν
0
‖∇(I − P2)ω(t)‖2L2dt ≤ C
∫ τ/ν
0
(‖∇ω(t)‖2L2 − ‖ω(t)‖2L2)dt(12.12)
≤ C(‖ω(0)‖2L2 − ‖∇ψ(0)‖2L2)/(2ν)
≤ C‖(I − P2)ω(0)‖2L2/(2ν) ≤ Cν2γ−1.
Now, we decompose ω = ωs + ωn, where ωs = P0ω is the shear part and ωn = P6=0ω.
Correspondingly, V = Vs + Vn, ψ = ψs + ψn. We denote Vs = (V
1(t, y), 0), Vn = (V
1
n , V
2
n ).
Then the equation (1.4) can be written as
∂tωs = ν∆ωs − P0(Vn · ∇ωn) = ν∂2yωs − ∂yP0(V 2n ωn),(12.13)
∂tωn = ν∆ωn − V 1s ∂xωn − Vn · ∇ωs − P6=0(Vn · ∇ωn).(12.14)
For P2ω = P2ωs, we have
∂tP2ω = ν∆P2ω − ∂yP2(V 2n ωn) = −νP2ω − ∂yP2(V 2n ωn),
therefore,
P2ω(t) = e
−νtP2ω(0)−
∫ t
0
e−ν(t−s)∂yP2(V 2n ωn)(s)ds,
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from which and (12.11), we deduce that for 0 < t < τ/ν,
‖P2ω(t)− e−νtP2ω(0)‖L2 ≤
∫ t
0
‖∂yP2(V 2n ωn)(s)‖L2ds(12.15)
≤
∫ t
0
C‖(V 2n ωn)(s)‖L1ds ≤
∫ t
0
C‖V 2n (s)‖L2‖ωn(s)‖L2ds
≤
∫ t
0
C‖ωn(s)‖2L2ds ≤
∫ t
0
C‖(I − P2)ω(s)‖2L2ds
≤
∫ t
0
Cν2γds = Ctν2γ .
In particular, we have
‖P2ω(t)− e−νtP2ω(0)‖L2 ≤ Cτν2γ−1,
Thanks to C−11 ≤ ‖P2ω(0)‖L2 ≤ C1, there exist c2 ∈ (0, 1), C > 1 so that if 0 < ν < c2, then
C−1 ≤ ‖P2ω(t)‖L2 ≤ C for 0 < t < τ/ν.(12.16)
Now we choose t0 ∼ ν− 12 so that Ce−c1
√
νt0 = 14 ,. Then it suffices to show that for
0 ≤ t′ < t < τ/ν,
‖ωn(t)‖L2 ≤ C‖ωn(t′)‖L2 if t− t′ < t0,
‖ωn(t)‖L2 ≤
1
2
‖ωn(t′)‖L2 if t− t′ = t0.
(12.17)
Indeed, Theorem 1.6 follows from (12.17) by using the following iteration
‖ωn(t)‖L2 ≤ C‖ωn(mt0)‖L2 ≤ C
1
2m
‖ωn(0)‖L2 ≤ Ce−c
√
νt‖ωn(0)‖L2 ,
with m = [t/t0] and t0 ≤ Cν− 12 .
By time translation and (12.16), we only need to prove that(12.17) for t′ = 0. Let P2ω(0) =
−a0 sin(y + θ), where a0 > 0, θ ∈ [0, 2π). Then ‖P2ω(0)‖L2/‖ sin y‖L2 = a0. By translation,
we may assume θ = 0. Thus,
P2ω(0) = −a0 sin y, P2V (0) = (−a0 cos y, 0).
Let
ω(t) = e−νtP2ω(0) + ω˜(t), V (t) = e−νtP2V (0) + V˜ (t).
We decompose ω˜ = ω˜s + ωn and V˜ = V˜s + Vn, where ω˜s = P0ω˜ and V˜s = P0V˜ . Then (12.14)
can be rewritten as
∂tωn + Lν(t)ωn = −
(
V˜ 1s ∂xωn + Vn · ∇ω˜s + P6=0(Vn · ∇ωn)
)
.(12.18)
For 0 < t ≤ min{t0, τ/ν}, we infer from (12.15) that
‖P2ω˜s(t)‖L2 = ‖P2ω(t)− e−νtP2ω(0)‖L2 ≤ Ctν2γ ≤ Ct0ν2γ ≤ Cν2γ−
1
2 .(12.19)
Using (12.11), (12.19) and the fact that (I − P2)ω˜s(t) = P0(I − P2)ω(t), we deduce that
‖V˜ 1s (t)‖L∞ ≤ C‖ω˜s(t)‖L2 ≤ C‖P2ω˜s(t)‖L2 + C‖(I − P2)ω(t)‖L2(12.20)
≤ Cν2γ− 12 + Cνγ ≤ Cνγ.
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Using (12.12) and (12.19), we deduce that∫ t
0
‖∇ω˜(s)‖2L2ds =
∫ t
0
‖∇P2ω˜s(s)‖2L2ds+
∫ t
0
‖∇(I − P2)ω˜s(s)‖2L2ds(12.21)
≤ C
∫ t
0
‖P2ω˜s(s)‖2L2ds+
∫ t
0
‖∇(I − P2)ω(s)‖2L2ds
≤ C
∫ τ/ν
0
ν4γ−1ds + Cν2γ−1
= Cτν4γ−2 + Cν2γ−1 ≤ Cν2γ−1.
Let f = ωn and
g = −(V˜ 1s ∂xωn + Vn · ∇ω˜s + P6=0(Vn · ∇ωn)) = g1 + g2 + g3,
Then (f, g) solves (12.5). We denote
A1(t) = ν
1
2
(∫ t
0
‖∇ωn(s)‖2L2ds
) 1
2
+ ν
2
3
∫ t
0
‖∂xωn(s)‖L2ds+ ν
γ1
2
(∫ t
0
‖Vn(s)‖2L∞ds
) 1
2
,
A2(t) =
∫ t
0
‖g(s)‖L2ds ≤
3∑
j=1
∫ t
0
‖gj(s)‖L2ds.
Then (12.7) implies that
A1(t) ≤ C‖ωn(0)‖L2 + CA2(t).(12.22)
By (12.20), we have∫ t
0
‖g1(s)‖L2ds =
∫ t
0
‖V˜ 1s (s)∂xωn(s)‖L2ds ≤
∫ t
0
‖V˜ 1s (s)‖L∞‖∂xωn(s)‖L2ds(12.23)
≤ Cνγ
∫ t
0
‖∂xωn(s)‖L2ds ≤ Cνγ−
2
3A1(t),
and by (12.21),∫ t
0
‖g2(s)‖L2ds =
∫ t
0
‖Vn(s) · ∇ω˜s(s)‖L2ds ≤
∫ t
0
‖Vn(s)‖L∞‖∇ω˜s(s)‖L2ds(12.24)
≤
(∫ t
0
‖Vn(s)‖2L∞ds
) 1
2
(∫ t
0
‖∇ω˜s(s)‖2L2ds
)1
2
≤ ν− γ12 A1(t)(Cν2γ−1)
1
2 ≤ Cνγ− γ1+12 A1(t).
Using (12.12) and the fact that ∇ωn(t) = P6=0∇(I − P2)ω(t), we infer that∫ t
0
‖g3(s)‖L2ds =
∫ t
0
‖P6=0(Vn · ∇ωn)‖L2ds ≤
∫ t
0
‖Vn(s)‖L∞‖∇ωn(s)‖L2ds(12.25)
≤
(∫ t
0
‖Vn(s)‖2L∞ds
) 1
2
(∫ t
0
‖∇(I − P2)ω(s)‖2L2ds
) 1
2
≤ ν− γ12 A1(t)(Cν2γ−1)
1
2 ≤ Cνγ− γ1+12 A1(t).
It follows from (12.22)-(12.25) that
A1(t) ≤ C‖ωn(0)‖L2 + C(νγ−
2
3 + νγ−
γ1+1
2 )A1(t).
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As γ > 23 , γ1 < 2γ − 1, we can find c2 ∈ (0, 1) so that C(νγ−
2
3 + νγ−
γ1+1
2 ) ≤ 12 for
0 < ν < c2. Then we obtain
A1(t) ≤ C‖ωn(0)‖L2 , A2(t) ≤ C(νγ−
2
3 + νγ−
γ1+1
2 )‖ωn(0)‖L2 .
While, by (12.6), we have
‖ωn(t)‖L2 ≤ Ke−c1
√
νt‖ωn(0)‖L2 + CA2(t).(12.26)
Therefore, ‖ωn(t)‖L2 ≤ C‖ωn(0)‖L2 for 0 < t < min{t0, τ/ν}. If t = t0 < τ/ν, then we have
‖ωn(t)‖L2 ≤ Ce−c1
√
νt0‖ωn(0)‖L2 + CA2(t)
≤ 1
4
‖ωn(0)‖L2 + C(νγ−
2
3 + νγ−
γ1+1
2 )‖ωn(0)‖L2 .
Take c2 small enough(if necessary) so that C(ν
γ− 2
3 + νγ−
γ1+1
2 ) ≤ 14 for 0 < ν < c2. Thus,
‖ωn(t)‖L2 ≤ 12‖ωn(0)‖L2 for t = t0 < τ/ν.
This completes the proof of Theorem 1.6.
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