We consider the distribution of the complex phase of the fermion determinant in QCD at nonzero chemical potential and examine the physical conditions under which the distribution takes a Gaussian form. We then calculate the baryon number as a function of the complex phase of the fermion determinant and show 1) that the exponential cancellations produced by the sign problem take the form of total derivatives 2) that the full baryon number is orthogonal to this noise. These insights allow us to define a self-consistency requirement for measurements of the baryon number in lattice simulations.
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Introduction: Perhaps the simplest way to identify the asymmetry between matter and anti-matter in QCD is to measure the free energy of a static quark and compare it to that of an anti-quark. These two free energies are linked to the expectation values of an observable, the Polyakov loop, and its complex conjugate. In a baryon asymmetric world the chemical potential, µ, favors propagation of quarks and as a result the expectation value of the Polyakov loop will be different from that of its complex conjugate. If the action was real the two expectation values would be equal. Hence the asymmetry between matter and anti-matter can only occur if the QCD action takes complex values. This fact is known as the QCD sign problem, see [1, 2] for excellent reviews.
As the physical origin suggests, sign problems likewise occur naturally for systems with strongly correlated electrons [3] . In both cases the complex nature of the action invalidates the Vafa-Witten theorem [4] . Vector symmetries such as baryon number and isospin are therefore not protected. In this way the sign problem allows for a much richer phase structure.
The QCD sign problem enters through the fermion determinant,
For µ = 0, the determinant is real due to the γ 5 Hermiticity of the Dirac operator (cf. [5] ). The chemical potential term breaks γ 5 Hermiticity and for this reason the determinant is in general complex (apart from certain gauge groups such as SU (2) and G 2 with real or pseudoreal representations). While the physical nature and the explicit origin of the sign problem is clear we are only beginning to understand the consequences. The reason is that vacuum expectation values in such non statistical systems have entirely new ways to manifest themselves. The chiral condensate, for example, results from extreme cancellations [6, 7] . The cancellations due to the sign problem are exponential in the volume and thus the use of lattice QCD simulations is severely limited. Despite this, remarkable numerical results obtained by working at fixed phase of the fermion determinant, and subsequently integrating over the distribution of the phase have been presented [8] [9] [10] . This approach goes by several names: the factorization method [8] , the density of states method [9] and the histogram method [10] . Here we derive the distribution of the complex phase of the fermion determinant at nonzero chemical potential, which is at the core of this approach. In particular, we examine the conditions under which the distribution takes the Gaussian form assumed in [10] , see [11] for a review.
The results presented here follow directly from a general assumption on the analytic structure of the free energies involved. This assumption is identical in nature to that of the replica method, see e.g. [12] , and hence we expect that the results applies equally generally.
The central challenge to lattice QCD in this context is to compute the asymmetry between matter and antimatter, that is, the average baryon number n B N f with N f dynamical flavors. In the approach discussed here one first computes the distribution n B δ(θ − θ ′ ) N f of the baryon number as a function of the complex phase of the fermion determinant. (Notation: θ is the value of the phase which we keep fixed and θ ′ denotes the value of the phase of the determinant for the gauge field configurations in the average.) Then the baryon number is the integral of this distribution over θ,
In this paper we determine the analytic form of the distribution n B δ(θ − θ ′ ) N f of the baryon number as a function of the complex phase of the fermion determinant. The sign problem manifest itself in the complex nature of the distribution n B δ(θ − θ ′ ) N f . In particular, as we will demonstrate below, terms which are sub-leading in the volume at fixed θ contribute at leading order after integration over θ. This makes the θ-integral hard to control numerically. The analytic form of the distribution of the baryon number as a function of the complex phase, however, reveals two important properties: first, the cancellations produced by the sign problem takes the form of total derivatives wrt. θ, second, the full baryon number (the signal) is orthogonal to this noise. Based on this we formulate a self-consistency requirement for measurements of the baryon number.
The general assumption and results obtained are exemplified within the hadron resonance gas model, and in the combined strong coupling and hopping parameter expansion.
Distribution of the phase: We first consider the distribution, δ(θ − θ ′ ) N f , of the complex phase. Using the basic definitions we have [13] 
The subscript |N f | refers to the phase quenched theory where the fermion determinant is replaced by its absolute value. The phase quenched distribution, δ(θ − θ ′ ) |N f | , is of course real and positive. The distribution in the full theory, however, has an explicit phase factor exp(N f iθ). This explicit phase must give rise to exponential cancellations in order to fulfill the normalization
To compute the distribution of the complex phase analytically we express it through a Fourier transform [14] 
where the moments are
and the bracket without a subscript is the average w.r.t. the Yang-Mills action. When p is even, the moments are simply partition functions with p/2 additional quarks and p/2 additional quarks of bosonic statistics (the complex conjugate of the determinant is equivalent to a sign change of the chemical potential). However, the expression (6) is perfectly well-defined also when p is odd.
It is natural to assume that the associated free energies have a series expansion in p, ie. that log e 2) If we take p/2 → p/2 − N f /2 the moments become proportional to the phase quenched moments,
To ensure these requirements the unquenched moments take the form
The values of X j determine the distribution of the complex phase through Eq. (5). A few properties of the X j can be deduced from first principles: First of all, since the moments are partition functions the coefficients X j are extensive. Moreover, as noted above we have
and in particular for p = 0
The sum in the exponent is therefore the free energy difference between the full and the phase quenched theory and hence must be positive since
Gaussian distribution: In [10] it was found numerically that the distribution of the phase to good approximation assumes a Gaussian form. To obtain the Gaussian form of δ(θ ′ − θ) |N f | requires that only X 1 is nonzero, ie. that X j = 0 for all j > 1. In that case we get
The sum is a compactified Gaussian with a width that grows as the square root of the volume (recall that X 1 is extensive). Note that this fits perfectly with the general relation, Eq. (3), using Eq. (10). The Gaussian form is the key approximation in the approach of [10, 11] . Therefore it is desirable to understand under which conditions we can expect a Gaussian distribution of the phase.
To examine if conditions exist such that X j = 0 for all j > 1, analytically from first principles is at present not feasible since it is clearly as hard as to evaluate the full QCD partition function. However, from the form of the moments (9) it is clear that any Feynman diagram with more than three quark lines which contributes to the free energy of the moments will lead to a non-Gaussian form. Let us exemplify this general analytic understanding of the conditions under which the Gaussian follows by two examples.
First, suppose we evaluate the moments Eq. (6) using the hadron resonance gas model. This involves a 1-loop computation of all possible mesons and baryons which can be formed from the p + N f quark flavors (In practice these states correspond to the decomposition of n ⊗n and n ⊗ n ⊗ n in SU (2(p + N f )) to SU (p + N f ) f lavor × SU (2) spin , followed by collection of weights with each spin degeneracy. All details will be provided in [15] 
Second, if we instead compute the moments Eq. (6) in the combined strong coupling and hopping parameter expansion, then to third order in the hopping parameter (see [16] for the form of the hopping parameter expansion to third order) it is again impossible to generate (p/2(p/2 + N f )) 2 and higher order terms, simply because the number of winding loops is insufficient. Explicitly in the confined phase, we find order by order in the hopping parameter h (see [15] for details),
to second order,
1 h 4 sinh 4 (µ/T )18λ 1 N s and X j>2 = 0 (13) to 4th order and finally
and X j>3 = 0 to 6th order. N s is the lattice volume and thus the X j are extensive as expected. The coupling λ 1 is the leading coupling in an effective Polyakov line action derived from the Wilson action via a strong coupling expansion. Its precise relation to the gauge coupling is given in ref. [16] . The constant a 1 , which is O(1), depends on the choice of lattice action. We see that, starting at fourth order in the hopping parameter expansion terms of order (p/2(p/2 + N f )) 2 appear naturally. Furthermore, from Eqs. (12)- (15) we observe that the corrections to the Gaussian form set in at increasing order in µ/T . This is completely general: If we Taylor expand the free energy of the moments Eq. (6) in µ/T , terms of order (p/2(p/2 + N f )) j are present at order (µ/T ) 2j and higher. To order (µ/T ) 2j the terms of order (p/2(p/2 + N f )) j are proportional to the 2jth order cumulant of θ ′ considered in [17] . We conclude that one generically finds non-Gaussian corrections to the distribution of the phase in QCD. However, as we have seen, the Gaussian approximation has a natural interpretation in terms of combinatorical factors resulting from quark lines. If the combinatorics in evaluating the moments of the phase factor involve at most three quark lines then the Gaussian form results.
As we shall now see, the distribution of the baryon number over θ helps us to understand what it takes to make the Gaussian approximation self-consistent for measurement of the baryon number.
Distribution of the baryon number: To access the baryon number distribution we again proceed via the Fourier transform
where the moments are given by
The p-dependence of the log of these moments will of course reduce to a polynomial in p/2(p/2 + N f ) atμ = µ, however, before we take this limit we must differentiate wrtμ. Forμ = µ the p-dependence of free energy in the moments can be a more general polynomial in p
for suitable functions k i . This directly leads to
where c j ≡ limμ →µ ∂μk j . We conclude that the distribution of the baryon number takes the form
This expression looks rather complicated, however, as we shall now demonstrate the entire contribution to the average baryon number comes from the c 0 term. The remainder of the terms are noise.
Total derivative: To see how the integration over θ singles out the c 0 term we now rewrite the distribution of the baryon number in terms of total derivatives of the distribution of the phase itself. One easily verifies from Eq. (19) that
This amazing relation is completely general, our only assumption is that the free energy of the moments are polynomials in p. The integration over θ needed to obtain the full baryon number is now trivial
The terms proportional to c i with i ≥ 1 hence constitute the background noise within which the baryon number signal c 0 is to be measured. As we will demonstrate below it is essential to exclude the noise in order to obtain the average baryon number.
Baryon number in the Gaussian approximation: To see that it is essential to exclude the noise let us again consider the special case where X j = 0 for j > 1 and the distribution of the phase is given by the Gaussian form (11) . To get the baryon number distribution we take derivatives of the Gaussian, cf. Eq. (20). Explicitly we get [19] Self-consistency requirement: As we have just seen it is essential to control the noise terms in order to measure the baryon number. In other words we must measure the distribution of the phase and check that we can control the error on the derivatives of the distribution. Clearly if we would use brute force to measure all derivatives the numerical problem would be exponentially hard.
However, let us again turn to the analytic cases of the 1-loop hadron resonance gas and the strong coupling expansion to third order in the hopping parameter, where the distribution of the phase automatically becomes a Gaussian: in both cases the polynomial in the exponent of Eq. (17) is at most third order in p and no higher than a second order derivative can appear in Eq. (20). Therefore, to make the Gaussian approximation self-consistent for the measurement of the baryon number it is sufficient to measure the distribution of θ to an accuracy which is quadratic in the inverse volume. While this is a demanding numerical task it is clearly advantageous compared to exponential accuracy.
Similarly, it is possible to consistently include corrections to the Gaussian coming from X j with j > 1 up to a given order j = J if we are able to control the errors on the derivatives up to order 2J.
Orthogonality of signal and noise: Such higher order terms in θ vary increasingly rapidly with θ and thus are harder to capture. The Gaussian example, however, suggests a possible way out of this. Let us rewrite the distribution of the baryon number in Eq. (22) as
where H n are the Hermite polynomials (It is of course not accidental that the Hermite polynomials appear, it follows because the Gaussian is the generating function and we take derivatives, cf. Eq. (20).). After a shift of the contour by iX 1 N f /2 the integral over θ in (21) follows directly from the orthogonality of the Hermite polynomials
and the fact that H 0 = 1. Note that the shift along the imaginary axis is proportional to the volume. Moreover, due to the orthogonality of the Hermite polynomials on the Gaussian weight, the signal c 0 H 0 is in this sense orthogonal to the noise produced by i≥1 c i H i . The orthogonality is also present in general where the noise is orthogonal to the signal in the following sense
This follows directly from the general relation, Eq. (20), where the signal is given by the c 0 term and the noise is the remainder, ie. the terms with j > 0. Note that since the pions do not carry baryon number they only contribute to the c j with j > 0, see [14, 15] for details.
As demonstrated for unitary fermions [18] analytic insights on the form of the noise can be turned into a practical numerical tool. If the orthogonality found above can be implemented numerically it has the potential to cancel the entire pion noise from the measurement of the baryon number.
Conclusions: The analysis of the moments has given us a physical understanding of the Gaussian approximation which is central to the histogram method: if the combinatorics in evaluating the moments of the phase factor involve at most three quark lines then the Gaussian form results. The Gaussian approximation therefore potentially captures the dynamics of the 1-loop hadron resonance gas model as well as that of the strong coupling expansion to third order in the hopping parameter. However, we also note that non-Gaussian terms are generic, and increase in importance as the hopping parameter, chemical potential µ/T and lattice coupling β increase. These terms may therefore be quite significant for real QCD, which of course entails light quark masses and the β → ∞ limit.
The results of this paper follow from the assumption that the free energy of the moments can be written as a polynomial in p. Since this is equivalent in nature to the central assumption of the replica method, see e.g. [12] , we expect that it applies equally generally. Finally, when µ > mπ 2 where m π is the mass of the pion the moments are dominated by Bose-Einstein condensation of pions. Such a condensate gives rise to a linear term in p, see [14] . It would be most interesting to extend the results of this paper also to this region.
