In recent years there has been much interest in robustness issues
I. INTRODUCTION
In recent years there has been a resurgence of interest in what are known as robust methods for statistical signal processing. Such methods are applicable whenever schemes are used to carry out functions such as signal detection, estimation, filtering, and coding, common examples being in radar and sonar signal processing, communication systems, pattern recognition, and speech and image processing.
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University of Pennsylvania, Philadelphia, PA 19104, USA, H Urbana-Champaign, Urbana, IL 61801, USA. was on the derivation of optimum schemes for use in specified signal and noise environments. A classic example of this is the matched filter which is optimum for a particular signal and noise model. Because the signals and noise in signal processing applications are usually modeled as random processes and performance measures therefore usually involve probabilistic quantities (such as mean squared error or probability of error), the theory of statistics has played a fundamental role in the development of optimum signal processing techniques.
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Suppose a signal processing scheme, say a detector for a signal with known waveform in additive noise, is designed to give optimum performance for noise possessing a specific statistical description. For example, one widespread model for noise is that it is a Gaussian process. An important question that arises is, how sensitive is the performance of such an optimum scheme to deviations in the signal and noise characteristics from those for which the scheme is designed? This is an important question because in practice one rarely has perfect knowledge of, say, the noise characteristics; the Gaussian or any other specific model is usually a nominal assumption which may at best be approximately valid most of the time. Unfortunately, it turns out that in many cases nominally optimum signal processing schemes can suffer a drastic degradation in performance even for apparently small deviations from nominal assumptions. It is this basic observation that motivates the search for robust signal processing techniques; that is, techniques with good performance under any nominal conditions and acceptable performance for signal and noise conditions other than the nominal which can range over the whole of allowable classes of possible characteristics. Thus in seeking robust methods it is recognized at the outset that a single, precise characterization of signal and noise conditions is unrealistic, and so classes of possible signal and noise characterizations are constructed and considered in the design of such methods.
To illustrate the above observation with a concrete example consider further the detection problem mentioned above in discrete time. Thus suppose we have scalar observations X , , X , ; . . , X , , forming a vector X , which are 0018-9219/85/0300-0433901.00 4 9 8 5 IEEE known either to be noise only or to be noise plus a known signal sequence s, , s2; -, s, with positive amplitude 8. We express this situation as a choice between the two hypotheses / -/ , : X j = N j , i=1,2;..,n (I .I a) and H 1 : X j = B s j + N,, i=1,2; ..,n (I.Ib) where the noise components N j will be assumed to be independent and identically distributed with a common univariate probability density function (pdf) f. The likelihood ratio A(X) for the observation vector X is given in this case by
This ratio can be formed for any particular realization of X provided f is known. It is well-known that a test for H, versus Hq based on the comparison of A(X) to a threshold is optimum according to several criteria. For example, such a test is Neyman-Pearson optimum [ I ] yielding maximum detection power (i.e., minimum "miss" probability) subject to a constraint on the maximum value of the false-alarm probability. Similarly, the test minimizing the Bayes risk for a set of prior probabilities for H, and H,, and the minimax test for a given loss function or payoff matrix with unknown priors are also of this form.
A test based on the comparison of A(X) with a threshold is equivalent to one based on a comparison of the logarithm of A(X) with the logarithm of the original threshold. Taking the logarithm on both sides of (1.2), we have where If I L ( x ; s,B)I is unbounded as a function of x , the value of logA(X) can be influenced heavily by a single observation component X i for which I L ( X , ; s,,e)l is large. Such a component can therefore completely override the weight of a possibly large number of other components in the choice between H, and HI. While this effect is certainly acceptable if the model for the noise density function is accurate, it may also be observed because of an occasional completely erroneous measurement which the pdf model f does not take into account. In general, the assumed pdf f describes only an approximate or nominal model. Thus while the actual value of lL (X,;s,,O) l at some observed value X , = x , may not be large relative to that obtained at other observation components, for the assumed model this may happen. To illustrate this, suppose that f is assumed to be Gaussian, in which case [ ( x ; s,e) is linear in x and thus is unbounded. If the true density f has exponential, rather than Gaussian, tails, then the true L ( x ; s,@) is a constant for x in the tails, and so is bounded. For a model specifying exponential tails, an increasing absolute value for an observation component indicates increasing likelihood of one hypothesis over another only up to a "saturation" value; beyond it, larger absolute values do not indicate larger relative likelihood. If the noise density were truly exponential (or some other long-tailed pdf), then the performance of the test that is optimum for Gaussian noise could be very poor because of the unexpected number of large noise values.
It would appear, then, that to counter the undesirable sensitivity of the test based on A(X) one should implement marginally when the assumed model is accurate. On the other hand, the boundedness of i ( x ; s,e) builds in a robustness against the influence of a small number of spurious observations. The size of the interval [ -a, b ] clearly controls the tradeoff between degree of robustness and performance degradation under the assumed model. It is noteworthy that several analytical considerations of robust detection lead to detectors based on functions with the form (1.5), as will be discussed in Section IV. Often a class of allowable characteristics, say for a noise pdf, is constructed by starting with a nominal characteristic and then including in the class all other characteristics that are "close," in some well-defined sense, to this nominal one. Then a signal processing scheme that is robust may have performance at the nominal which is not quite as good as the scheme that is optimum for the nominal case, but its overall performance with respect to the defined class of characteristics will be good or acceptable. This loose definition of robustness is perfectly reasonable, but it does not provide a systematic approach to obtaining robust schemes. In order to achieve this we must first specify a measure of "overall" performance of a scheme with respect to a class of allowable conditions at the input. One such measure that has been widely used and which leads to interesting and useful results in many situations is the worst case performance of a scheme over a class of input conditions. Clearly, if its worst case performance is good we may say that a given scheme is robust. On the other hand, to find such a robust scheme we can look for the scheme that optimizes worst case Performance. This approach leads to what are known as minimax' robust schemes. Implicit in our association of minimax schemes with robust schemes is the expectation that the worst case performance of a minimax scheme will be acceptably good, being the best that can be achieved. Another expectation one has in defining robust schemes in this way is that at any nominal operating point the performance of the minimax scheme will not be very far below that of the nominally optimum scheme, which on the other hand will have much poorer performance away from the nominal point. Fortunately, it does turn out that minimax schemes for the signal processing applications of interest usually have the above 'A scheme that minimizes the maximum possible value of a loss function is minimax; if performance is measured by a gain function then a maximin scheme would be sought. We shall use the term minimax as a general description for such schemes in all cases. characteristics. They may therefore be said to have a more "stable" performance than schemes lacking these characteristics (in the literature the terms robust and stable are sometimes used to mean the same thing).
We should emphasize that the classes of allowable characteristics one deals with in robust signal processing are generally nonparametric function classes, such as the class of all power spectral density functions with specified total power (area under the function) and which lie between specified upper and lower bounding functions. For uncertainties expressed by parametric classes of allowable values for finite-dimensional parameters (such as the mean and variance of a Gaussian pdf) one can of course use minimax designs as well, although alternative parametric approaches of statistical theory can also be applied in such situations.
In this paper we will concentrate on minimax robust schemes. There are useful formulations of robustness other than the minimax one, most notably the stability or qualitative robustness ideas introduced by Root [2] in the context of signal detection and by Hampel [3] in the context of parameter estimation. These formulations utilize the idea of robustness as a continuity property of some performance measure as a function of the underlying model, and some brief discussion of these ideas is included here. However, from the viewpoint of design, the minimax approach has had the most impact on robust signal processing schemes. ~l s o we will not survey adaptive procedures, which may be used as robust schemes when input conditions are not precisely known and may be time-varying. Adaptive procedures, which attempt to learn about input conditions and adjust their specific signal processing structure accordingly to maintain good performance, are generally more complex than fixed minimax schemes. Adaptive schemes are more desirable when the a priori uncertainty is so large that the guaranteed level of performance of a minimax scheme would be too poor to be acceptable and when adequate time and data for adapting are available. Conversely, minimax procedures would be more desirable under more constrained uncertainty classes, and especially as robust procedures to guard against excessive performance degradation of nominally optimum schemes for deviations from nominal assumptions. Minimax schemes may be used in conjunction with an adaptive approach, because the learning mechanism in adaptive schemes can never be expected to perform perfectly given any finite time for adaptation to take place. The application of minimax concepts to obtain robust versions of optimum adaptive procedures has also been considered [4] . While our primary concern here is with minimax robust schemes we will mention other specific techniques whenever it is appropriate.
Most of the recent investigations on robust signal processing techniques have been motivated by the works of the statistician Tukey [5] and more so by the seminal 1%4-1%5 results of the statistician Huber [6] , [7] on minimax robust location-parameter estimation and hypothesis testing. There has generally been a tendency to overlook some rather interesting work on minimax procedures which was carried out for signal processing applications in the decade prior to the publication of Huber's results. In 1954, Zadeh [8] suggested that minimax solutions are the natural choices to use in filtering noisy signals under a priori uncertainties. In [9] Root describes the game-theoretic approach and its application to obtain minimax decision rules in some communication problems. (These results of Root were originally contained in a 1956 report [IO] .) Early considerations of minimax schemes for signal processing include those of Yovits and Jackson in 1955 [Ill on signal estimation filters for imprecisely known power spectral density functions and of Nilsson in 1959 [I21 and Zetterberg in 1%2 [I31 on matched filters. We will mention their results again in the following sections. Other early contributions are the 1957 paper of Blachman [14] , the 1959 work of Dobrushin [15] , and the 1%1 paper of Cadzhiev [16] .
The pre-I964 investigations of minimax signal processing schemes tend to be characterized by two attributes. One is that they were generally not concerned directly with pdf variations but rather with power spectral density function or related variations. Secondly, minimax schemes were advocated simply as reasonable approaches when designing systems for operation under conditions at the inputs which could not be determined a priori. Thus the possible nonrobustness of optimum schemes for nominal assumptions on the input was not explicitly recognized as an issue.
The term "robust" was first used in describing desirable statistical procedures by Box in 1953 [17] . As we have remarked, minimax robustness of estimation and hypothesis testing schemes was considered by Huber in [6] and [7] , and since then a large number of results on minimax and alternative formulations of robustness have been generated in the statistics literature. In a recent paper [I81 Huber has given a most interesting account of some early concerns about robustness of statistical procedures and specific schemes, some of which date back to the last century. Reviews of the more recent techniques of robust statistics have been given by Huber [19] , [20] , Hampel [21] , Bickel [22] , and Hogg [23] , [24] . Ershov [25] also gives a survey of robust estimation schemes which is quite broad in its scope. A monograph on robust estimation schemes by Andrews et a/. [26] This survey will focus specifically on minimax robust signal processing schemes, so that only a small part of the large body of the statistics literature will be mentioned explicitly. Most of the recent developments in robust signal processing have of course been influenced directly by the developments in robust statistics. However, signal processing problems impose their own distinct requirements which are not always standard in problems of statistics. Thus it turns out that some recent developments in robust signal processing have provided new results in robust statistics.
Most of the results we survey here are of the post-1965 period. Two of the earliest papers in the signal processing area from this period are those of Wolff and Gastwirth [29] and Martin and Schwartz [30] , and they have been responsible for driving much of the subsequent work in robust signal processing. Thus a considerable literature has arisen on robust signal processing just in the last ten to fifteen years.
The statistical descriptions of input conditions in signal processing are usually stated in terms of power spectral density or correlation functions and pdfs. We shall discuss results which have been obtained on minimax robust linear filtering for signal estimation (e.g., Wiener filtering) in Section I 1 and for signal detection (eg, matched filtering) in Section Ill. Here the uncertainty classes are for spectral density or correlation functions. In Section IV results on minimax robust nonlinear signal detection schemes for distributional uncertainties are surveyed. Nonlinear parame fer estimation schemes are surveyed more briefly in Section V, since on this topic there is much already available in review form in the statistics literature. Also included in Section V is a brief survey of nonlinear modifications of the Kalman filter for robustness against non-Gaussian pdfs for the observation and process noise components. Section Vi treats the problem of robust quantization of data with unknown statistics, and we close with some concluding remarks in Section VII. Although our survey begins with robust linear filtering, studies on this topic are of more recent vintage than those on nonlinear signal detection and estimation. We feel, however, that the very widespread use of schemes such as Wiener and matched filters in signal processing justifies our beginning with robust versions of such linear processing schemes.
Before we begin let us note some other review, tutorial, and survey articles which are available in the literature. A tutorial on this subject by the authors has been published recently [31] . VandeLinde has given a brief survey in [32] . Ershov [25] and Krasnenker [33] have surveyed nonlinear estimation and detection schemes, respectively. Poor [34] has recently given a more mathematically detailed survey of robust detection schemes. Kleiner, Martin, and Thomson [35] and Martin and Thomson [36] treat the robust estimation of power spectral density functions. Robust methods for time series analysis have been considered by Martin in [37] , and robust methods for system identification have been described by Poljak and Tsypkin in [38] .
As a final introductory comment we should note that the literature in the area of robust statistical methods is vast and broad. Thus although this survey touches on what we feel to be the major contributions in robust signal processing, it is by no means exhaustive. However, the many results and methods that are not discussed here are accessible to the reader through the references provided.
ROBUST FILTERS F O R SIGNAL ESTIMATION
One of the most common signal processing tasks arising in applications is that of estimating (e.g., filtering, predicting, or smoothing) a signal waveform from a noisy measurement. This task arises, for example, in radar and sonar tracking systems, in observers for automatic control systems, in demodulators for analog communication systems, and in medical imaging systems.
Conventional design procedures for optimum signal estimation algorithms often require an exact knowledge of the statistical behavior both of the signal of interest and of the noise corrupting the measurement. For example, in the design of optimum linear estimation algorithms we must know the spectral or autocorrelation properties of the signal and noise in order to specify the optimum procedures, and (as we shall see below) procedures designed to be optimum for a given model can be undesirably sensitive to inaccuracies in the model. As noted in the Introduction, robust procedures can overcome problems arising due to modeling inaccuracy by incorporating modeling uncertainty into the design from the outset.
In this section, we will discuss the design of robust estimation procedures primarily within the context of the stationary linear (i.e., Wiener-Kolmogorov) estimation problem. Several other signal estimation problems have been treated in the context of robust design, including recursive nonlinear filtering and identification. Results on these problems will be discussed briefly in Section V.
A. The Need for Robustness in Signal Estimation
Consider the observation model Y( t) = S( t) + N( t), -CO < t < 00 (2.1) where { S( t); -00 < t < oo} and { N( t); -oo < t < 00) are real, zero-mean, orthogonal, wide-sense-stationary (wss) random processes representing signal and noise, respectively. We assume that {S( t); -03 t < GO} and { N( t); -w < t < oo} have power spectral densities as and a,,
respectively. (Most of these assumptions can be relaxed, as is discussed below.)
Given the observation process { Y( t); -03 < t < oo} we wish t o form an estimate of S( t) of the form
where h is the impulse response of a time-invariant linear filter. A common performance criterion for signal estimates is the mean squared error (MSE), which for estimates of the form of (2.2) is given straightforwardly by where H is the transfer function associated with h (i.e., H is the Fourier transform of h). If as and @ , are known, then the M S E of (2.3) can be minimized over H to find the optimum filter transfer function for linear minimum-MSE estimation. It is straightforward to show (see, e.g., Thomas [39] ) that the minimizing solution is given by and that the corresponding minimum value of the MSE is given by rate. A situation in which (2.6) were considerably larger than ew (@s,o,@N,o) would point to a possibly inadequacy of the nominal design H,. To illustrate the degree to which modeling uncertainty can affect performance, we consider the following example taken from Vastola and Poor [a]. Suppose we have assumed a nominal model (@s,o,@N,o) given by -w w < W . (2.7b) Note that these spectra represent first-order wide-sense Markov processes with 3-dB signal bandwidth equal to 1, 3-dB noise bandwidth equal to IO, signal power E { [ S ( t ) ] 2 } = $, and noise power E { [ N ( t ) ] ' } = 6. Suppose, however, that all we really know are the total signal power, the total noise power, and the fractional signal and noise powers in the frequency band I o 1 Q 1. This knowledge corresponds to the uncertainty classes2 (as,@,,,) , the signal-to-noise ratio (SNR) at the output of H can be defined by Output SNR = IOlog,, ( $ / e ( Q S , a N ; H ) ) (2.9) since the output j ( t ) can be written as 3( t ) = S( t ) + (j( t ) - 
s(t)), and E { [ S ( t ) ] ' } = $ and E { ( S ( t ) -j ( t ) ) ' } = e ( a s , Q N ; H ) .
Also, the input SNR is given simply by Input SNR = lologl, ($14) .
Using these definitions, Fig. 1 depicts the nominal and worst case performance of the filter Ho designed to be optimum for the nominal spectral pair of (2.7) . Note the considerable performance degradation throughout the given 'Note that rational models (such as (2.7)) are often forced upon estimated power spectra, although the actual data only predict fractional powers (such as (2.8) ) accurately (Marzetta and Lang [41]). range of input SNRs. Also depicted in Fig. 1 is the performance of trivial filtering, which corresponds to all-pass filtering if the input SNR is positive and no-pass filtering if the input S N R is negative. Note that the worst case over (2.8) of the nominally designed filter is uniformly worse than trivial filtering. Thus the nominal filter can actually make the signal noisier than it originally was!
Minimax Design of RQbust Filters
The above example illustrates the need for an alternative design philosophy for the stationary linear signal estimation problem for applications in which there is some uncertainty regarding the spectra of interest. In particular, in view of the methods described in the Introduction, we consider as a design philosophy the minimization over H of the worst case performance degradation described by (2.6 To solve this problem, we would like to find a saddle point for the minimax game of (2.10); i.e., we would like to = min e (QS,,,@,,,; H ) . H (2.11) Note that the right-hand equality in (2.11) implies that H, is the optimum filter for the
thus the determination of a saddle point involves finding a pair ( @ s , L , @ N , L ) which satisfies (2.11) 
The left-hand equality in (2.11) says that H, achieves its worst performance at the pair of spectra ( @ s , L , @ N , L ) for which it is optimum. This worst performance, e (QS,,,QN,,; HR) , is the guaranteed level of performance of the filter H, for the classes of 9 and N .
The problem (2.10) was first posed4 in the context of robustness by Kassam and Lim in [44] wherein a saddle 3An approach to this problem in which the signal is taken to be deterministic with unknown parameters is described by Kurkin and Sidorov in [42] .
4Although not in this specific context, the idea of designing filters for uncertain models by using least favorable conditions was proposed by Nahi and Weiss in [43] . point solution to (2.10) was'given for the situation in which the spectra are known only to lie within given spectral bands. The problem of (2.10) was considered for general spectral uncertainty classes by Poor [45] , and it is shown in [45] that for convex Y a n d X , a spectral pair ( @ s , L , @ N , L ) E Y X N a n d its optimum filter H, = @s,L/(@s, + @, , , ) form a saddle point for (2.10) solves where e, is the minimum-MSE functional defined by (2.5) . The term "least favorable" comes from the fact that ( @ s , L , @ N , L ) is the pair of spectra in Y X JV that correspond to the random processes that are hardest to separate by filtering.
Thus a design procedure for finding a robust filter for given uncertainty classes Y and X is to solve (2.12) and then to design the optimum filter for the maximizing spectral pair. Since the filter design problem is solved by (2.4), the only possible difficulty is in solving (2.12) . This problem, however, is straightforward to solve for many uncertainty classes of interest. in particular, the functional ew (QS,QN) can be written as where C is the convex function
Thus maximizing e, is equivalent to minimizing the functional ]C(@s/@N)@N, which is a special case of a general class of divergences or "distances" between densities (see Ali and Silvey [&I, Csiszar [471) . In view of (2.13) least favorables can be interpreted as being the spectra in Y and N whose shapes are "closest together." Because of this structure, the problem of solving for least favorable spectra for spectral uncertainty classes in which the total signal and noise powers are known and only the spectral shapes are uncertain can be accomplished by analogy with results in robust hypothesis testing. In particular, for a general type of classes with this property, the least favorable spectra are scaled versions of the least favorable probability densities for an analogous robust hypothesis testing problem posed by Huber [7] . This is a useful result because solutions to the robust hypothesis testing problem are known for many uncertainty models of interest. (See Poor [45] , [48] for further details.)
C. Some Useful Models for Spectral Uncertainty
There are a number of useful models for spectral uncertainty for which solutions to the robust stationary linear filtering problem can be obtained straightforwardly. The following examples are typical:
Example 7: c-Contaminated Models: One very useful spectral uncertainty model is that given by (@I@( a) = (1 -€)ao( 0) + € . ( 0) and / -w (2.14) where Qo is a nominal spectrum, u is an arbitrary and unknown "contaminating" spectrum, and c is a degree of The first spectral uncertainty model that was considered in the context of robust Wiener filtering consists of the class of those spectral densities (with a given amount of power) that lie in a band bounded above and below by two known functions. This class can be written as (2.17) where L and U are known functions and where P is fixed.
Note that a model such as (2.17) can be used to describe a "confidence region" around an estimated spectrum. Also note that the <-contaminated model of Example 7 is a special case of (2.17) with L = (1 -€)ao and U = 03.
Example 5: Generalized Moment-Constrained Models: As a final example, consider spectral uncertainty classes of the following type:
where f,;. ., f, are known functions and C , ; -. , C , are constants. The quantities If,@, k = l ; . -, n are sometimes known as "generalized moments" of the spectrum 0 corresponding to the weightings f,;.., f,. Note that the ppoint class of (2.16) is a special case of (2.18) with f k ( w ) = 1 for w E 0, and f k ( w ) = 0 for o 6i i l k . More generally, (2.18) might represent the set of spectra of all processes that yield output power ck when input to a filter with transfer function [2nfk(o)]'/* for k = 1; . ., n. Thus a model such as (2.18) arises when the available information consists of power measurements taken at the outputs of a filter bank.
If 9 and A" are both of the c-contaminated or variational neighborhood type, then it can be shown (see Kassam and Lim [44] , Poor and Looze [49] ) that the robust filter is of the form (2.19) { : : : , if H,( w ) > k" where H, = Os,o/(Os,o + QN,,) is the nominal filter and where k' and k" are two constants depending on the value of c and on the particular model used. This robust transfer function is illustrated in Fig. 2 . Note that the effect of incorporating the uncertainty into the design is a limiting of the gain of the nominal filter both from above and from below. This solution has a nice intuitive interpretation if one considers the action of the nominal filter H,. This filter is designed to have near-unity gain in spectral regions where the nominal signal-to-noise power density ratio,
is large, and to have near zero gain at frequencies where this ratio is small. In other regions, the gain is chosen to balance the effects of signal distortion and noise throughput. The robust filter transfer function reflects similar characteristics but, also, because of the spectral uncertainty, it limits the gain from above to guard against a greater than nominal amount of noise power at the frequencies where OsS.o/ONN.O >> 1 and it limits the gain from below to assure that unexpected signal power at frequencies where Os,o/ON,O e 1 will not lead to undue distortion.
If both signal and noise spectral uncertainty classes are the p p o i n t form of (2.16) with common spectral bands Q 1 ; . . , Q 2 , , then the robust filter can be shown to be given by (see Cimini and Kassam [50] , Vastola and Poor [51] A typical filter of this type is depicted in Fig. 3 . Note that this is a zonal filter that can only be implemented approximately for temporal signals; however, in optical filtering where the variable t in (2.1) is interpreted as a spatial parameter and w as spatial frequency, this type of filter would be very simple to implement (see Cimini and Kassam [50] , [52] ). An interesting feature of this model is that the performance of the robust filter is constant over the classes Y and N a n d is given by [50] for all (as, 0,) E 9 ' X A".
The robust solution for the band model of Example 4 is given by Kassam and Lim in [44] and its behavior is similar to that for the c-contaminated model (which is a special case). Solutions for generalized moment classes have been given by Breiman in [53] , and a particular case of this model will be discussed below. (Of course, the ppoint model is also a special case.) Other models including combinations of the above models (such as the bounded ppoint model [54] ) and more general models based on Choquet capacities [ a ] , [55] have also been considered.
To illustrate the potential effectiveness of the robust filter we return to the problem described by the nominals of (2.7) and the uncertainty model of (2.8) . This is a ppoint model with a, = [-1,1], Q, = Q;, ps = 1/2, and pN = 0.063. Fig.   4 superimposes the (constant) performance of the robust filter (2.20) for this case onto the nominal and worst case performance curves of the nominal filter from Fig. 1 . Note that the performance of the robust filter over the entire and uncertainty class is only slightly degraded from the nominal performance of the nominal filter and is remarkably improved over the worst case performance of the nominal filter. This example illustrates fairly dramatically the favorability of the minimax design for filtering in uncertain environments.
D. Robust Causal Filtering, Prediction, and Smoothing
The results discussed in the above subsections assume implicitly that the class of allowable estimation filters includes noncausal filters; i.e., h ( t -T ) in (2.2) is not necessarily zero for T > t. While this assumption is not restrictive for many applications such as those involving spatial filtering or enhancement of stored signals, there are also many applications in which causality of the estimation filter is desired for the purposes of real-time processing. To discuss the situation we consider again the observation model given by v( t ) = S( t ) + N( t ) , -00 c t c 00 (2.22) where { S ( t ) ; -m < t c a} and { N ( t ) ; -00 < t c 00) satisfy the assumptions made below (2.1). We wish to estimate the signal at time t + A for some fixed X based on observations up to time t; i.e., we wish to consider estimates of the form
Note that X c 0 in (2.23) corresponds to fixed-lag smoothing of the signal, X = 0 corresponds to causal filtering, and A > 0 corresponds to signal prediction.
The M S E associated with the estimate of (2.23) is given by
where H is the transfer function of the filter { h( t); t 2 O}.
For fixed as and mN such that the observation spectrum, (as + aN), satisfies the Paley-Wiener condition, the MSE of (2.24) is minimized over all causal filters by the filter with transfer function 2.25) where the subscript + denotes causal part in an additive spectral decomposition and the superscripts + and -denote causal and anticausal parts, respectively, in a multiplicative spectral decomposition (see, e.g., Wong [56] ( @ 5 , 1 , ( P N , l ) Thus conceptually, the causal robust signal estimation problem is no more difficult than the noncausal one, since one designs a robust filter by first maximizing e: (as,QN) over Y X X and then designing an optimum filter for the maximizing pair via (2.25). However, in the noncausal problem, there is a tractable closed-form expression, namely (2.5), to be maximized to find least favorables, whereas no such general expression exists for the causal problem; i.e., there is no general closed-form expression for e\(Qs,mN) of (2.26). O n the other hand, there are many specific cases of practical interest for which 4(Qs,QN) is known in closed form (see, e.g., Yao
[ a ] , Snyders [61] , [62D and, moreover, general (but tedious) methods for finding such expressions are available (e.g., [61D. Robustness in several causal filtering problems has been considered using these results. Cenerally speaking, the phenomena observed are more or less the same as for the noncausal case, although, for a given model, nominal causal filters appear to be somewhat less sensitive to uncertainty than nominal noncausal filters are, due to the relatively lower selectivity of causal filters (see, e.g., Vastola and Poor [a] ).
Example: Robust Prediction: An interesting example of an application in which the above results can be easily applied is the problem of discrete-time one-step pure pred i~t i o n .~ I n particular, suppose we observe a discrete-time signal directly up to some time t; Le., we have
Suppose further that we wish to predict the value of S ( k ) at the next sampling instant k = ( t + 1) with a linear predictor
This is the problem of (2. The minimum-MSE functional 4(aS,aN) for this problem is given by the well-known Kolmogorov-Szego-Krein formula (Hoffman [63] ) e!(aS,O) = exp( '/" 2 a -" log@s(o) d u } . (2.31) Thus in order to design a predictor to be robust over an uncertainty class Y of signal spectra, we choose as, via 'Note that the discrete-time problem is the special case of the continuous-time one in which the spectra are concentrated in the spectral band IwI 6 n. Thus the above discussion holds for both discrete and continuous time. (2.32) (PSESP -" and we then design the optimum predictor for this spectrum. This problem has been considered by Hosoya [64] for the particular case of an €-contaminated spectrum and by Franke [57] and Vastola and Poor [55] for the general case.6 A related problem has been considered by Korobochkin [66] .
It is interesting to note that the spectrum of (2.32) can be interpreted as being that member of 9 which is "closest" to a uniform spectrum (see Poor [67] 
This spectrum is illustrated in Fig. 5 for the case r = 0.5 and c = 0.25. Note that, as c increases, the peak in the center of the frequency band "melts" into a uniform spectrum in the frequency tails.
'A nonstatistical approach to the minimax prediction problem has been considered by several authors; a recent study by Colubev and Pinsker is found in [65] . ' This follows since where C is the convex function C(x) = -1ogx. Comparing with (2.13) one sees the interpretation of the negative of the spectral entropy of as being a measure of the distance of QS from the uniform spectrum. Another interesting example of robust prediction comes from consideration of the following signal spectral uncertainty classes (see Franke [57] In the observation model of (2.1) it is assumed that the signal we are interested in estimating is corrupted only by the additive orthogonal noise process { N( t); -bo < t < m } . However, in many situations of practical interest we also have linear distortion or spreading of the signal by the observation channel. This situation can be described by an observation model of the form
where the noise and signal processes satisfy the assumptions made after (2.1) and where k ( t ) is a channel spread function. The problem of estimating S( t ) from the observation of (2.41) is the general problem of channel equalization (or deconvolution) plus filtering, which arises in many applications such as communications, sonar, seismology, and image processing.
If, as before, w e consider signal estimates of the form
then with known as, Q N , and k , the optimum (minimum-MSE) equalization filter is given straightforwardly by the transfer function where K is the transfer function of the channel and where K* denotes its complex conjugate. In practice, the transfer function of the channel is rarely known precisely. However, to design the optimum equalization filter of (2.43) one needs exact knowledge of this channel characteristic. Thus as in the case in which the signal and noise spectra are uncertain, it is necessary to seek an alternative design objective for situations in which the channel characteristic is uncertain. In particular, if we can model the channel as having a transfer function which lies in an uncertainty class X , then an appropriate design criterion might be a minimax M S E formulation where the maximization is taken over all channels in the class X .
This minimax formulation for equalization of uncertain channels has been proposed and investigated by Moustawhere (2.45) Note that the quantity
is a measure of the maximum possible noise-to-signal ratio at frequency o, and A ( w ) is a measure of the uncertainty in the knowledge about the channel. Thus (2.45) implies that if the maximum noise-to-signal ratio at a given frequency is larger than the uncertainty in the channel model, then we use the optimum gain for the lower channel, Lc(o), at that frequency. Alternatively, if the opposite is true for a given frequency, then we simply ignore the noise at that frequency and use the gain prescribed by the inverse average channel. A similar result can be obtained for situations in which the phase of K ( w ) is also unknown.
F. Robust Filtering of Signals in Correlated Noise
Another aspect of the assumptions made above on the model (2.1) that is sometimes violated in practice is that of no correlation between the signal and noise processes. Signal-dependent noise arises in many applications such as radar or sonar, for example, due to phenomena such as multipath and clutter. Often the correlation between signal and noise in such applications is not well modeled, so that robust techniques are useful.
If we assume that the signal and noise processes of (2.1) are jointly wide-sense stationary, then their total correlation picture can be described by the spectral density matrix D given by where as and aN are as before, QSN is the cross spectrum between {S(t); -m < t < 03) and { N(t) (2.50) and the corresponding minimum value of M S E is given by e (@,,@,,@s,,; H w ) A eW (@St@N,@sN) . (2.51) Of course, with @ s N ( w ) identically zero the expressions (2.49)-(2.51) reduce to (2.3)- (2.5) .
If the correlation matrix D of (2.47) is not known precisely but, rather, is known only to lie in some class 9 of spectral density matrices, then to seek a robust alternative to the optimum filter of (2.50) we can replace the objective function e (@s,@,,@sN; H) with its supremum over 9. As in the uncorrelated signal and noise case, this yields a minimax game for designing a robust filter H,. The solution to this problem has been considered by Moustakides and Kassam [71] , [72] . Within mild conditions it can be shown that, for convex classes 9, a spectral density matrix Dl E 9 and its corresponding optimum filter from (2.50) (when it is uniquely defined) will be a saddle-point solution to this game if and only if DL is least favorable; i.e., if and only if D, = arg ( min ew (@s,@Nt@sN) ). (2.52) To illustrate the possible structure of the least favorable spectral density matrix, it is interesting to consider the case in which the signal and noise spectra are known but the cross spectrum is not known precisely. In particular, suppose we can establish the fact that the cross spectrum satisfies the conditions
where L and U are given functions. (Such a model might arise, for example, if a confidence band for the cross spectrum could be determined via spectrum estimation.) For this model it can be shown (see Moustakides and Kassam 1721 ) that the least favorable cross spectrum is given by (2.54) where I3 is defined by B ( w ) A min{@s(w),@N(w)}. (2.55) Thus at a given frequency, whether the worst case involves minimum cross-spectral density, maximum cross-spectral density, or something in between, depends on the relationship among L , 13, and U at that frequency. If, for example, nothing is known about the cross spectrum, then all we can say is that 
G. Uncertainty Classes of Spectral Measures
In the above discussion, we have considered several aspects of the basic problem of robust linear filtering of stationary signals in additive stationary noise. In particular, we have discussed the basic robust filtering problem in a noncausal framework, and we have also discussed the treatment of filter causality, equalization, and cross correlation between signal and noise. One issue which has not been discussed is the treatment of stationary processes that do not necessarily have spectral densities but, rather, have associated spectral measures (or, equivalently, spectral distributions). This situation arises in practice primarily when there are pure harmonics in the signal and/or noise. For example, in a communications receiver, one might have processes that nominally have spectral densities but also contain pure-harmonic uncertainties caused by sources such as line hum or tone jamming. To treat the robustness problem in this more general context requires a measuretheoretic formulation of the filtering problem. This issue has been considered by Poor [48] for the case of noncausal filtering and by Vastola and Poor [55] and Franke and Poor 1591 for the case of causal filtering. The results obtained for this situation are quite similar to those for the case in which all processes concerned have spectral densities, with the additional advantage that quite general results concerning the existence of least favorable spectral measures can be obtained.
In particular, suppose we have the observation model of (2.1) in which the signal and noise processes are real, zero-mean, orthogonal, wide-sense stationary, and quadratic-mean continuous. Then for an estimate of the form of (2.2) we can always write the M S E as (2.59) where m, and mN are the spectral measures associated (via Bochner's Theorem [56n with the processes { S( t); -m t < m } and { N( t); -m < t < m}, respectively. The transfer function that minimizes (2.59) (2.61)
An interesting class of such problems arises when total powers in the signal and noise processes are both known (i.e., when ms(( -m, m)) 2nP, and mN(( -00, 00)) ZnP, are constant on -k; and X ) . In this case, solutions to (2.61) can be characterized for a general type of uncertainty class studied by Huber and Strassen in [73] . These classes are of the form
= { m E d I m ( B ) g v ( B ) , H (cms,mN)=&x&
for all 6 E B and m(R) = v(R)} (2.62) where R denotes the set of real numbers, B denotes the a field of Bore1 sets in R,Adenotes the set of all spectral measures on (R,S?), and v is a 2-alternating (Choquet) capacity. A 2-alternating capacity in this context is a set function mapping B to R with the following properties: Classes of the form of (2.62) are useful for the problem of (2.61) because the solution to (2.61) 
H. Robust Interpolation
A problem related to robust filtering is that of robust signal interpolation. In the signal interpolation problem we have a discrete-time signal S ( k ) , k = 0, *I, f2;.., which we observe for all k # 0. Our objective is to estimate S(0)
from { S ( k ) ; k = *I, *2, ... } with a linear estimate
The mean-square estimation error incurred by using (2.64) is given straightforwardly by 
(2.67)
Suppose we design an interpolator based on an assumed signal spectrum but that the true spectrum is a, . The resulting mean-square interpolation error is given by inserting the optimum interpolator (2.66) for into (2.65) , in which case we have the mismatch error Note that the numerator integrand @5/(@,,o)2 implies a high degree of sensitivity of the interpolation error to large spectral components in the actual spectrum that are not predicted by the nominal model. Thus as with the other linear-estimation problems discussed in the preceding sections, it is desirable to robustify an interpolator against uncertainty in @, . This can be done by embedding @, in a spectral uncertainty class 9 and replacing the minimization of e(@, ; H ) with the minimization of its worst case value over 9. This problem was posed and solved by Taniguchi in [77] for the case in which 9 is an r-contaminated model, and the solution to the general case was characterized by Kassam in [78] .
In [78] it is shown that, within mild conditions on 9, a spectrum @ , , E 9 and its corresponding optimum interpolator from (2.66) will be minimax robust over SP if and only if @,,L is least favorable; i.e., if and only if a, , = arg max e,( as) a S € 9 (2.69) where e, is from (2.67). Moreover, note that equivalently minimizes
where C is the convex function C(;) = l/x. Thus as with the filtering and prediction problem discussed above, least favorables for many normalized uncertainty classes can be found by applying analogous results from Huber's robust hypothesis-testing formulation (see Kassam [78] for details).
I. Robust Linear Filtering for Vector Observations
Many problems of practical interest involve the vector version of the observation model (2.1). Although conceptually similar t o the scalar problem, vector filtering problems often present practical difficulties that are usually overcome by the imposition of specific structural models such as a finite-state signal model. These difficulties are not alleviated in the robust versions of vector filtering problems, and so the types of uncertainty models for which minimax robust filters can be developed are usually more structured than in the single variable case. Developments for the vector problem analogous to those for the scalar problem discussed in the preceding subsection are found in [79]- [83] .
As an example of the type of uncertainty class that can be treated in this context, Chen and Kassam [81] consider an uncertainty set of spectral density matrices which share a common (constant) eigenstructure but whose eigenspectra lie in band models.
Another set of structural assumptions that allow for the treatment not only of the vector case but also of time-varying situations is the usual state-space signal model
of { N( t ) ) , and A( t ) and C( t ) are matrices of appropriate dimensions. We assume that the observation noise { N ( t ) }
has correlation E{ N ( t ) N ( s ) } = R ( t ) 8 ( t -s). The best linear estimator of X ( t ) from { Y ( T ) ; to < T < t } is given by the well-known Kalman-Bucy filter j?( t ) = A( t ) i ( t ) + K( t ) [ V( t ) -c( t ) i ( t ) ] (2.71)
where K( t ) is the Kalman gain matrix determined from the
Although uncertainty can arise within the model (2.70) in several ways, there are two basic types of uncertainty that can affect the performance of linear estimators. One of these is uncertainty in the second-order statistical properties of the noise (and initial condition), such as the matrices Q and R and the assumptions that { v( t ) } and { N( t ) } are white and uncorrelated. [%I, and Verdu and Poor [87] . The basic result for minimax design within this type of uncertainty is that the linear structure is preserved in the minimax solution and the corresponding gain matrix is chosen to be optimum for a least favorable set of second-order statistics. These results are thus of the same type as those discussed in the preceding subsections. Problems of the second type, however, have received less attention in this context, and have been treated only recently in a paper by Martin and Mintz [ a ] . As one might expect, the effects of uncertainties in the dynamical structure of the model (the A matrix) are quite different than those of uncertainty in the noise statistics. In particular, the minimax solutions for uncertain A matrix are not pure strategies (i.e., they are not simply of the form (2.71)) but rather are mixed strategies-randomizations among several filters of the type (2.71). Another approach to this problem has been proposed by Cusak [89] .
ROBUST FILTERS F O R SIGNAL DETECTION AND RELATED APPLICATIONS
One of the most pervasive of functions that signal processing schemes are required to carry out is that of detecting a signal of a generally known type in noisy observations. Obvious examples of applications in which signal detection is required are provided by radar (detection of echo pulses) and sonar (detection of a random signal present in an array of hydrophones). Numerous other applications may be listed; for example, detection of specified two-level pulse-code sequences in communication systems and detection of abnormal patterns in medical imaging.
In the classical theory of signal detection one starts with specific statistical or deterministic models for the signal and observation process, and proceeds to obtain a detector that has optimum performance under an appropriate detection performance measure such as detection probability or output SNR. In this section we will restrict attention to the class of linear detectors or filters and to the output signalto-noise (SNR) as the measure of a linear filter's detection performance. The design of optimum detectors under these two restrictions has been carried out for a large number of special applications. There are several reasons for the widespread acceptance of these design restrictions. One is that optimization of the linear filter design to maximize output SNR is usually a simple mathematical problem and leads to explicit solutions, and the implementation of a linear filter is usually straightforward. Another reason is that in many cases the statistical models for the noise and any random signal are often stated in terms of only their correlation functions or power spectral densities (that is, their secondorder statistical properties). In such cases, one simply does not have enough statistical information, such as the parametric form of the probability-density functions, to allow optimization to be attempted over a larger class of detectors. If the noise process can be assumed to be Gaussian then it it possible to show that the optimum detector maximizing the detection probability in the detection of a deterministic signal is indeed the optimum linear filter maximizing the output SNR; this of course is the ubiquitous matched filter of detection theory.
In general, the matched-filter specification depends on the exact form of the deterministic signal for which it maximizes its output SNR, and on the exact noise autocorrelation function or power spectral density. Since these quantities are rarely known exactly, the need for applying robust techniques may arise naturally in the matched filtering problem. One interesting extreme case occurs when the nominal assumptions on signal and noise characteristics are such as to result in a singular detection problem. This means that under nominal conditions the output SNR is infinitely large, implying perfect detection is possible. Consider, for example, an ideal low-pass nominal signal sinc(w,t) whose Fourier transform S ( w ) is shown in Fig. 6 , and let the noise have a nominal power spectral density O N ( w ) which is the triangular function of Fig. 7 . The matched-filter frequency response S * ( w ) / @ . , ( w ) is shown in Fig. 8 ; it increases without bound as w approaches +ao. The output SNR under this situation is But suppose that the signal deviates very slightly from the nominal and becomes sinc([q, -r]t) where c is small and positive. The output SNR using the original matched filter now drops to zero, or -co decibels! In this situation where the signal bandwidth may not be precisely q,, it would be better to design the matched filter for the smallest bandwidth that may be encountered. The resulting filter will then perform well for the minimum bandwidth signal and will be fairly insensitive to deviations of the signal bandwidth from q,. This basic idea is expanded upon in Subsections Ill-A and Ill-C, where we consider minimax robust matched filters which maximize the worst case performance over a given pair of classes for the allowable signal and noise characteristics. Also a property of such robust matched filters in most cases is that their performance is relatively stable, or not too variable, over the allowable classes of characteristics. The issues of stability and singularity in certain matched filtering problems have been considered by several authors, most notably Root [2] and Kailath [%I. The minimax robust matched filter has also been described as an optimally stable matched filter.
While the simple example we have considered above to illustrate the possibility of extreme sensitivity of performance of a nominal matched filter assumed that only the value of one parameter (the signal bandwidth) was variable, in general we deal with nonparametric classes of functions in modeling the uncertainties in signal and noise characteristics. The results and interpretations we survey in this section differ from those in the previous section on robust filters for signal estimation primarily because our criterion of performance here is the output SNR. This leads to mathematical approaches that are conveniently unified using Hilbert spaces. In addition, unlike the Wiener filtering problem, no direct correspondence exists between these results on minimax robust matched filters and results on robust hypothesis tests, although some indirect connections do exist.
In Subsection Ill-B we will give some interesting special applications of the general results on robust matched filters in spatial array processing and time-delay estimation. We will close this section with a more mathematical discussion in Subsection Ill-C of the general Hilbert space approach for formulating robust linear detection problems; this approach provides a common framework for a variety of such problems.
A. Robust Matched Filters
As an example of a system using a matched filter for signal detection, consider the structure of the receiver for a pulse train in which a given pulse shape p( t ) occurs in the i t h position of the train with some amplitude a,, i = 1,2;-., m. In a pulsed radar system these might represent the echo pulses from a target in some fixed range gate, with the amplitude factors a, produced by the beam pattern of the receiving antenna as its main beam scans past the target position. The noisy received waveform may be described by the equation is the overall pulse-train amplitude, and N ( t ) is random noise. Note that the above observation model can also describe the received signal in a binary signaling scheme. Gaussian noise.
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where P ( w ) is the Fourier transform of the pulse p( t ) . We shall now focus on the design of the matched filter when P ( o ) and Q N ( w ) are not precisely known. In the next section we will survey techniques for modifying the correlator detector following the matched filter in Fig. 9 for situations where the noise at its input cannot be assumed to be Gaussian. The general expression for the SNR at time T at the output of a filter with frequency response H ( o ) = H,(w) of (3.3). The synthesis of H M ( w ) in this case requires an exact knowledge of P ( w ) and Q N ( w ) . Suppose, however, that the received pulse p ( t ) is a possibly distorted version of a nominal pulse &(f), as illustrated in Fig. 10 . A good meamakes it too sensitive to deviations in the pulse characteristics, the actual pulse possibly having lower energy at these frequencies. Thus the filter (3.7) is robust from an intuitive viewpoint. Another interpretation of (3.7) is that signal uncertainty is translated into an additional white-noise component in the noise spectrum. It is interesting to note that in the case of white noise with the above signal uncertainty the filter matched to the nominal pulse is itself the robust filter, since any absolute gain factor is irrelevant in matched filtering. This result agrees well with behavior observed in practice [93] . It is also interesting to note that the additional white-noise component which appears under signal uncertainty in this approach ensures that the detection is not singular, regardless of how artificial the nominal model is.
Alternatively, suppose we assume that the pulse shape, say h( f), and the total noise power uk are known, but that the true noise spectrum is known only to lie in a class V, of spectra bounded by known upper and lower bounds U,(w) and L N ( w ) , respectively. That is, suppose we assume that the spectral shape of the noise is constrained only by the band model
sure of the degree of pulse distortion is the integrated squared difference between p( f) and &( t ) or, equivalently (via Parceval's relation), the integrated squared difference between their Fourier transforms, P ( o ) and Po(w) . Thus a useful signal uncertainty model for this matched filtering problem is to assume that the received pulse p( f) is known only to lie in the class V, which is the class of pulses p( t ) (3.6) where SNR is from (3.4) is given by Kuznetsov [91] and Kassam, Lim and Cimini [92] as
where the positive constant 00 depends on A and is an increasing function of A . Equations (3.3) and (3.7) imply that the robust filter for (3.5) is forced to have less gain than it would otherwise have at frequencies where the noise power is low. It is the higher gain of the optimum filter for Po(w) [that is, P b ( w ) e -j " T / Q N ( w ) ] at these frequencies which
This class, which is the same as that considered as Example 4 in Subsection 11-C, is illustrated in Fig. 11 
is given by
Here k is a constant determined by the requirement that
must be in ' 3 , and therefore must have total power uh, which is assumed to be known. It is clear that
tries to follow as closely as possible a scaled version of IPo(o) l. This phenomenon is illustrated in Fig. 12. An illustration of the magnitude of H R ( u ) for the example of Fig. 12 is shown in Fig. 13 . This figure also shows what the optimum filter magnitude would be if a "nominal"
Frequency, w - Fig. 12 . Illustration of least favorable noise spectral density of (3.11).
Frequency, w - noise spectrum having the
(that is, the normalized center of the band) is used in the design of the filter, where c is a normalizing constant chosen to get the correct power u&. The implication for the robust filter is that its magnitude characteristic is flatter than it would be with any other @,(a) in 9,. This means that extremes of gain and attenuation do not appear, making the filter less sensitive to the presence of additional noise power at relatively high-gain frequencies and to a reduction in noise power at relatively high-attenuation frequencies. The performance of the robust filter may thus be said to have been stabilized. Of course, the advantage gained in using a robust filter in any particular case depends on how extreme the frequency response of the nominally optimum filter is. By combining and extending the above results it is possible to obtain the robust filter for simultaneous uncertainties about the pulse shape and the noise spectrum. This has been done in [92] . The extension of this spectral-domain formulation of the matched-filtering problem to the case of discrete-time observation processes is quite straightforward.
It is interesting to note that an explicit consideration of a game-theoretic approach in the design of a matched filter was first considered by Nilsson [I21 and Zetterberg [13] . In [13] , in particular, Zetterberg considered uncertainty in the noise spectrum which is assumed to have a known whitenoise component and another component which has fixed total power but is otherwise unknown. He obtained a result which is similar to that of (3.11) . Although Zetterberg did not allow uncertainty in the signal, it is noteworthy that he assumed a fixed white component for the noise spectrum. We have seen above that a white-noise component for the noise spectrum is prescribed for the L, signal uncertainty class of (3.5) . Other related studies are also discussed in [13] . More recent work of this nature has also been reported by Rodionov [94] , Cahn [95] , and Turin [%I.
The multi-input matched filtering problem under signal and noise uncertainty in the frequency domain has recently been considered by Chen and Kassam [97] , [%I. An m-component signal vector s ( t ) may be modeled to belong to a generalized L, uncertainty class that is a neighborhood of some nominal signal vector so( t ) . In [97], [ X ] the class was defined in terms of a set of constants A,,A2;..,Aq; these were now the bounds on the allowable values of q sums of component-wise integrated square differences between the vectors s( t ) and s o ( t ) . The noise power spectral density matrix @,(u) was assumed to lie in a generalized bounded spectrum class. Specifically, from the decomposition @,(a) = P,(u)A,(u)PZ(u) where P , ( u ) is a unitary matrix and A N ( o ) is diagonal, one may obtain an uncertainty class by requiring the components of h N ( a ) to have known upper and lower bounds. In addition, a generalized noise power constraint was imposed which required that the sums of integrals of the components of A N ( a ) for r sets in some given partition of these components be equal to known values Q,, Q 2 ; . . , Q r .
The results given in [98] for this multi-input matched filtering problem form a useful extension of the scalar results we have mentioned above.
The frequency-domain formulation of the matched filtering problem is useful for large (infinite) observation intervals. A direct time-domain approach in modeling the signal and noise uncertainties is desirable when the observation interval is some finite or semi-infinite interval [to,t,] with one or both end-points finite. In this case, the matched filter weighting function (impulse response) is the solution to an integral equation. In the finiteinterval discrete-time case the SNR functional and the equation for optimum filter weighting function are given in terms of matrix and vector quantities. Thus for this situation the robust matched filtering problem is amenable to simpler mathematical analysis. By viewing the finite-length discrete-time matched filtering problem as a multi-input (time-domain) problem it is seen that the ideas for the models for signal and noise quantities in the multi-input frequency-domain case are directly applicable. This approach has been followed in [97] [99] . In [IOO] a more general approach has been taken by Verdh and Poor, and three signal vector uncertainty classes are considered (! , , t,, and dm classes defined as neighborhoods around a nominal signal vector). A general class of noise covariance matrices, defined in terms of matrix norms, has also been studied in [IOO] . The general approach in [IOO] is based on a Hilbert space formulation of the matched filtering problem, which we shall discuss in Subsection Ill-C. There we will also see how the time-domain continuous-time version of the problem may be approached. In fact, the finite-time-interval continuous-time robust matched filtering problem was originally considered by Kuznetsov Burnashev [102] . A similar model was also used for the uncertain noise covariance function, and in addition uncertainty in the mean value of the noise was also taken into account. Subsequently Aleyner [I031 modified the signal uncertainty class by imposing a signal-energy equality constraint, a result which was later extended to the envelope uncertainty case for bandpass signals in [104] .
A variant of the robust matched filtering problem is that of optimal nominal-signal selection to obtain the best possible minimax performance. This situation has recently been considered by Verdir and Poor in [I051 for the finite-length discrete-time situation. There the actual signal s is assumed to be a nominal signal so with an additive vector 8 which can belong to some class of possible vectors. For given so the robust matched filter can be obtained and the minimax performance level can be determined. With so allowed to be any nominal vector with fixed total energy, the choice of so maximizing this guaranteed performance level is obtained in [I051 for signal uncertainty 8 in t,, t,, and t, neighborhoods of the zero vector. While the result for the e, uncertainty class indicates that so should be the minimum-eigenvalue eigenvector of the noise covariance matrix (a similar result was obtained independently by Kuznetsov [%I) , this classical solution does not hold for the other uncertainty classes.
Before considering two specific applications in the next subsection, we mention that recently a maximin sonar system design problem has been considered by Vastola, Farnbach, and Schwartz i n [ l a ] , in which the signal and detector pair are picked to maximize the worst case performance of the system over a class of possible reverberation scattering functions.
B. Two Examples of Robust Multisensor Systems
We will now describe briefly two specific applications of these results on robust matched filters. Our first application is a narrow-band spatial array system in which the individual sensors or antenna outputs are given complex (amplitude and phase) weights to detect signals arriving from any particular direction. While spatial matched filtering has previously been considered for this case [107] , here we will be concerned with uncertainties in some of the signal and noise characteristics. It has been found that the use of minimax robust weights leads to another significant advantage in such a system. The second application we will consider is that of a system for estimating the time delay between the random signal arriving at two sensors, with the signal observed in independent additive noise at each sensor. While this is not directly a signal-detection problem involving matched filters, we find that in at least one approach to optimum system design the mathematical analysis is closely related to that performed in obtaining the matched filter in a deterministic signal-detection problem.
I ) Robust Spatial Arrays for Signal Detection and Location:
Consider a /-element narrow-band linear array, illustrated in Fig. 14 ith array element, measured from an arbitrary origin. Let X be the wavelength of the source signal, and suppose a far-field source is in some direction 0 from the array broadside.
To detect a signal from the direction 8 , a phased-array system uses a set of complex weights or phase shifts h,,(B) = exp(-j2.rrxj sinO/X) to "line-up" in phase the signals received at each element. More generally, when sources of interference are present in specified directions and the observations at each element are noisy, one may design the weights h j ( 8 ) to maximize the SNR at the array output due to a signal in direction 8. Now it can be shown that the generalized / X 1 noise covariance matrix R , for K interfering sources at locations el, 0 , ; . ., 8, is, element-wise,
where M.: is the white-noise level at the ith element, S,, is the Kronecker delta, and R, is the power of the kth interfering source. For a source in direction 0 the nominal signal complex envelope at the ith element is so, --e / 2 n x , slne/X (3.13) assuming a normalization to unit signal amplitude at each array element. The matched-filter array weight vector maximizing output SNR is ho( e) = RN1e( e) (3.14) where so(0) = [sol(@), sO, (8);.
., s0, (8)]'. This weight vector becomes the phased-array weight vector with components h,,(B) = exp( -j 2 n x , sin @/X) (with amplitudes normalized to unity) when there are no interfering sources present. For the general case of R , given by (3.12) , the spatial matched filter will have unequal amplitude weights and a set' of phase weights different from that for the phased-array case.
Our interest is in the case where there is some uncertainty in the characterization (3.13) of the signal components. This may arise because of imperfect propagation characteristics, element position uncertainties, or element gain variations. To model such uncertainties we use the e, class of possible signal vectors s(e) which satisfy While the covariance matrix R, may also be taken to be uncertain, we will assume here that it is known exactly. If the are all equal to some common value W it can be shown that the eigenvectors of R, are independent of W. Moreover, (/ -K ) eigenvalues of R, are equal to Wand the others are of the form W + u j where the ui are independent of W. Such properties of R, may be used in enlarging the class of allowable noise covariance matrices, although we shall not do so here.
General results for finite-length discrete-time matched filters discussed below can be applied here to obtain the robust spatial matched-filter weights as = ( R, + e) (3.16) where u,, is a constant depending on A which effectively adds uncorrelated noise components to the array elements, and s,(B) is the least favorable signal vector. Table 1 shows numerical values for the output SNRs using the nominally optimum weights and the minimax As expected, the robust weights hR(B) give a worst case performance (for s,(B)) which is better than the corresponding performance of the nominally optimum weights h,(B) = R; '@(e) . Note that the SNR is a function of the filter weights, the signal vector and the noise covariance matrix R,, and that for A = 0 the vector hR(0) is the nominally optimum vector ho(B).
The performance shown in Table 1 does not show a dramatic advantage (or disadvantage) obtained by using the robust spatial filter, in terms of SNR performance. However, there is an important aspect of performance of such an array system which is not captured by examining the output ' SNR in the correct "look" direction 8 only. As the array scans for targets by adjusting its weights for different angles 8 the output SNR becomes a function of the "look" angle 0 for any fixed source direction 8 = 0, . Alternatively, a beam pattern for the array may be defined as (3.17) the array output signal magnitude for a nominal signal in direction 0 with array weighted to "look" in the direction e, . Ideally B(e,e,) should have only a narrow peak at 0 = e, , as a function of 0 for fixed e, .
Figs. 15 and 16 show (f.or the numerical example giving Table 1 ) that the robust spatial matched filter weights produce normalized beam patterns that have a distinct advantage over the pattern of the nominally optimum array. The main beams of the robust array weights are narrower and their close-in sidelobes are appreciably below those of the nominally optimum array, a factor important in array design. Thus the use of a robust weighting scheme produces a "side" benefit which probably exceeds in importance its original justification of maintaining the output SNR under uncertainties. The robust weights differ from the nominally optimum weights as a result of the addition of the matrix a,/ to R,, and this suggests that as a general procedure a consideration of different values of a, in array weight design can lead to "optimum" tradeoffs between output SNR and beam characteristics under nominal conditions.
Notice that the use of A values such as A = 2 implies that allowance is made for up to two "dead" elements in the array. As an extension of the signal class modeled by (3.15 
Here S ( t ) is a random source signal and N,(t), N2( t ) are uncorrelated additive-noise processes at the sensors. The basic technique for estimating the unknown relative delay D is to cross-correlate Y,( t ) and V 2 ( t ) and to use as an estimate of D that time argument which gives the maximum value of the cross-correlation function.
To improve the estimation process one can use a filter to weight the cross-spectrum estimate. Various criteria for optimum choice of the filter have been proposed [109] . One particular performance measure is the output SNR at the correct time delay; for weak signals (low-input SNR) this output SNR for long averaging time is [I091 where W ( w ) is the real filter frequency response, @,(a) is the power spectral density of the zero-mean and stationary signal process, and Q(w) = @$(w), the square of the noise power spectral density at each sensor. The noise processes are here assumed to be zero-mean and stationary with identical power spectral densities, and signal and noise processes are assumed to be uncorrelated. The filter function W,(o) maximizing the above SNR is given by (3.20) which is the Eckart filter. Comparison of (3.3) and (3.4) with (3.20) and (3.19) shows the correspondence between the matched-filter maximizing output SNR in the detection of a deterministic signal and the Eckart filter maximizing output SNR at the correct time delay for long observation time under weak signal conditions in time-delay estimation. The main difference lies in the fact that aS(w) is a nonnegative power spectral density whereas P ( w ) in matched filtering was a Fourier transform of a finite-energy signal.
The implementation of an Eckart filter requires knowledge of Qs(o) and Q(o). These are often not precisely known but may be modeled as belonging to uncertainty classes such as those considered for power spectral densities in Section II. As an example, consider the p p o i n t classes for both aS(o) and Q(w), which specify the fractions of the total powers of @,(a) and Q(w) in specified intervals partitioning the entire frequency spectrum. Such information may be obtained from measurements at the output of a simple cross correlator when signal is present, and from output power measurements in the frequency bands of interest under noise-only conditions. Since our earlier results on the minimax robust matched filter were obtained specifically for the L, signal uncertainty class, these results are not directly applicable here. However, it is quite simple to show [I101 that for the time-delay estimation problem where SNR of (3.19 ) is the performance measure of interest, the minimax robust Eckart filter for ppoint classes for QS(w) and Q(o) has a piecewise-constant frequency response. The values of the constant levels of the robust Eckart filter frequency response W,,(o) are determined simply as the ratios of the given fractional powers in @,(w) and Q(u) in the common frequency bands defining the p-point classes (as in Example 3 of Subsection 11-C).
As an example, assume that the nominal signal power spectral density Qs,o(w) and the nominal noise power spectral density C J~,~( W ) are given by 3.21) and For A = 1 (input SNR = 0 dB) the nominally optimum Eckart filter W,,(w) results in an output SNR of 277 or 8 dB. Now Qs,o(o) and @&,o(o) with a = 1/3 are members of particular p p o i n t classes with two frequency bands [0,1.61] and [1.61, w). (The value 1.61 of the frequency-band edges is the one which maximizes the performance of a two-level piecewise-constant filter under nominal conditions.) Suppose the noise power spectral density actually is a constant c on [O,w,] and zero outside. Now we may pick the values of c and o, to make @$(w) a member of the ppoint class to which Q $ , o ( u ) belongs. In this case we find (with A = 1, as before) that the input SNR is now -3 dB. The robust Eckart filter for this situation is the optimum two-level piecewise-constant filter for the nominal situation. Its SNR in the nominal case is 2.76 or 4.4 dB, and it maintains this value of the SNR for all Q(u) in the ppoint class defined above. The nominally optimum Eckart filter's output SNR drops to the value of 0.01 or -20 dB when the noise has the above ideal low-pass spectrum in the ppoint class. Simulation results [I101 confirm that the robust two-level piecewise-constant Eckart filter works quite effectively to obtain a good estimate of D for all Q(o) in the defined p p o i n t class, while the nominally optimum filter is quite sensitive to deviations form the nominal assumption.
More general results for other convex classes of totalpower-constrained allowable power spectral densities as(@) and Q ( w ) = @k(o) have been discussed in [IIO] .
Although the SNR performance criterion of (3.19) is very similar to the SNR measure of (3.4) for deterministic signal detection, the minimax robust Eckart filter is the optimum filter for a least favorable pair @ s , L ( w ) and Q L ( u ) which is found exactly as in the case of robust Wiener filtering in Section II. This follows from the general observation made in Section I1 concerning least favorable pairs whenever the performance measure is of a type expressible as a "distance" measure between aS(u) and Q(w) for convex classes of power spectral density or probability density functions [Ill] .
Before leaving this particular application let us note one further interesting feature of the robust Eckart filter. As in the case of the robust spatial matched filter we have considered above, there is another aspect of the performance of a time-delay estimation system that we have not considered explicitly. This is the variance of the time-delay estimate. It turns out that the robust Eckart filter has the additional advantage of generally producing time-delay estimates with considerably lower estimation variances than the optimum Eckart filter under nonnominal conditions, with almost similar performances for both under nominal conditions. This phenomenon is discussed further in [IIO].
C. General Formulation of Robust Matched Filtering Problems in Hilbert Space
The results we have discussed so far in this section serve to illustrate the ideas behind robust matched filtering and their possible applications, and can be extended in several ways as we have indicated. In this subsection we will consider a general formulation of the robust matched filtering problem which has recently been developed in [112], using a Hilbert-space framework. Most matched-filtering situations (e.g., continuous-time/discrete-time, onedimensional/multidimensional, time-domain/frequencydomain) can be fit into a single general Hilbert-space setting which is convenient for studying robustness in all of these problems simultaneously. In particular, suppose X is a separable Hilbert space (e.g., I , or R") with inner product ( 1 , .) and let 2 denote a set of bounded nonnegative linear operators (e.g., integral operators, matrices, or spectral operators) mapping X to itself.
A matched-filtering problem on X involves three quantities: a signal quantity s E X (eg, a signal spectrum or waveform); a noise quantity n E 4 (e.g., a noise spectrum, autocorrelation function, or covariance matrix); and a filter quantity h E X (e.g., a filter transfer function or impulse response any f E X , the operation nf is defined by ( n f ) ( w ) = n ( w ) f ( w ) . Note that the inner product on I,( -00, 00) is defined by
2n -"
Examples of other matched filtering problems that fit this general Hilbert-space formulation are discussed below. Within this general Hilbert-space formulation, for fixed signal s and noise quantity n the matched filter (i.e., the element h, E X that maximizes p ) is given by any solution to the equation nh, = s. if n is invertible then h, is n -l s and the maximum value of p is given by (s, n-'s) . If, on the other hand, s and n are known only to be within classes Y and JV of signal and noise quantities, respectively, then we can consider the alternative design criterion (as in (3.6) and (3.9))
, ax( inf p ( h ; s , n ) ) . Expression (3.25) provides a means for checking potential solutions to (3.24) , and (3.26) provides a means for searching for such solutions since the expression in brackets in (3.26) is known in closed-form for many situations of interest. By using the above results, solutions to the general robust matched filtering problem of (3.24) have been obtained for generalizations of the uncertainty classes gP and VN of (3.5) and (3.8a and b), as well as for other uncertainty classes of interest. For example, consider the situation in which the noise quantity is known to be some fixed no E 2, but the signal quantity s is known only to be in the class Y: E 2 ' defined by (3.27) where so is a known nominal signal, A is a fixed positive number representing the degree of uncertainty in the signal, and llxll denotes the norm of x E X defined by with I being the identity mapping from 2 ' to itself and with a, being the positive solution to uillhRl12 = A (3.29) and where sL = S , -u0hR. (3.30) Note that, for the specific spectral-domain example discussed in Subsection Ill-A, the identity operator is represented by the unit white-noise spectrum aN(w) = 1 and so (3.28) corresponds to (3.7) with no and so being represented by a N ( w ) and fO(w)e+IuT, respectively. (Recall that, for this case, h is identified with HI(w)). It is interesting to note that, as in the spectral case, the identity operator / generally describes a white-noise process, so that (3.28) indicates that the type of uncertainty described by y: has an effect on the design equivalent to that of adding white noise of spectral height 'JO.
The result regarding the band model of (3.8a and b) can also be extended to general Hilbert spaces. In particular, consider the situation in which the signal is known, say so, and in which all of the noise operators n E M can be represented by spectral components { n(w); w E Q } for some set a. This situation arises in stationary models such as that yielding (3.8a and b), in which case n ( w ) can be taken to be the power spectral density at the frequency w and Q is R (it could similarly be R"). Alternatively for some measure p on 3.) Assuming that the signal so also has the spectral representation { S o ( w ) ; w E a } in terms of the same eigenstructure as the members of Nn, it can be shown using (3.25) (see [112] ) that the robust filter forNn of (3.31) is the optimum filter for so and a least favorable noise operator whose spectrum is n L ( w ) = max{ n'(w),min{ ~'~~, ( o ) l , n " ( o ) ) } (3.32) where k is chosen so that tr { n L } = c. Note that (3.32) is identical to (3.11) response of a linear filter. The probability of error associated with the receiver of (3.34) is given by
where SNR denotes the signal-to-noise ratio at the output of the filter at time Tand is given by
Here @ denotes the standard (unit) Gaussian probability distribution function. The optimum receiver for (3.33) is given by (3.34) with h( T , t ) being the solution to the integral equation
This problem fits within the above Hilbert-space formula-
t ) ; O < t < T } , and n = {R,(t,u); ( t , u ) E
~~, T 1 2 } . W i t h a = { a ( t ) ; O~t~~} a n d b = { b ( t ) ; O~ (3.39) which is a Fredholm equation of the second kind. The constant u , is specified by (3.39) and the condition t$/\h,(
The performance of specific solutions to (3.39) is discussed in [112] . It is interesting to note again that the effect of the uncertainty modeled by (3.38) is to introduce a white-noise "floor" of height u,. This device is used in standard treatments (see, e.g., Van
Trees [I] ) in order to circumvent singularity problems arising in the solution to (3.37) for the case of continuous R,. That this phenomenon arises naturally here gives additional justification for considering minimax design within (3.38). Equation (3.39) and the condition following it for the robust filter was originally derived in [IOI] . A modified condition for a signal class with an energy equality constraint is given in [103] .
To further illustrate the general Hilbert-space results, consider the discrete-time observation models under the two hypotheses A' ; Q k-lp; < X; (3.43) The discrete-time model of (3.40) can also be used to illustrate least favorable signals and noise operators for uncertainty models of interest other than those of (3.27) and (3.31 This filter is the optimum filter for a least favorable signal in S q " that is as near zero as possible (in terms of the norm max,,l,2,,,,,,IsjD.
Extensions of these results can be found in 11 0 1 .
The above treatment makes clear the rather general applicability of the Hilbert-space framework for formulating and solving robust linear detection problems. Recently it has been shown [I151 that a similar Hilbert-space framework can also be used for robust linear estimation problems (which we surveyed in Section 11); for details the reader is referred to [115] . We shall now proceed, in the next section, to consider robust nonlinear signal detection schemes primarily designed to protect against uncertainties in the amplitude statistics of noise.
Iv. NONLINEAR METHODS F O R
or correlation functions of the signal and noise. The performance measures considered there were the M S E and the SNR, which did not involve the exact functional forms of the signal and noise pdfs.
In this section we will survey results on robust signal detection which pertain specifically to robustness when the detection performance is measured by characteristics directly related to the probability of detection or error probabilities instead of SNRs. Although in most situations an assumption that the noise is Gaussian gives a direct relationship between the SNR and such detection performance measures, this is not true in the case of non-Gaussian noise.
In almost all such cases it is possible to obtain explicit results on the structures of minimax robust detectors (generally nonlinear) only when the noise processes are sequences of independent random variables so that only univariate pdf uncertainties need be considered. In the first two sections we were able to avoid considerations of pdf uncertainties because the performance measures (MSE and SNR) depended only on second-moment characteristics. For the detection performance measures we use here, consideration of the correlation functions and more generally of pdfs beyond those of first order is avoided by the assumption of independence. For the pulse-train detection problem discussed at the beginning of Section Ill, this means that a robust detection scheme can be arrived at by decov pling the treatments of spectral density and probability density uncertainties. That this approach is necessary is not surprising, considering the well-recognized difficulties of dealing in general with non-Gaussian random processes. There are available, nonetheless, some recent results on robust detection in correlated noise, under certain constraints, and we will discuss these later in this section. For the most part, then, we will be considering here various nonparametric classes of univariate noise pdfs expressing different types and extents of uncertainty about the exact noise pdf. We will consider in particular the canonical detection problems of known low-pass signals in additive noise, deterministic bandpass signals in bandpass additive noise, and random signals in additive noise. Even with the simplification due to the white noise assumption, explicit solutions for minimax robust detectors are generally possible only under a further restriction to consideration of the local or weak-signal case. We will begin, however, with a description of the results of Huber, and other related results, for a general hypothesis testing problem. As we have mentioned i n the Introduction, the 1964 and 1965 results of Huber [6] , [7] have greatly influenced and motivated much of the subsequent work on robust signal processing schemes.
A. Robust Hypothesis Testing
In 1965 Huber [7] published an explicit solution for the robust test for a binary hypothesis testing problem related to the signal-detection problem we discussed in the Introduction. The significance of this result lies not so much in the solution it provided for the hypothesis testing problem considered by Huber, as much as in the mathematical bounded functions such as i ( x ; s, 0 ) of (1.5).
Let X = (Xl, X,; ..,X,,) be a vector of independent and identically distributed (iid) observation components. Under a hypothesis H, (null hypothesis) let the common pdf of the X i be f,, and under an alternative hypothesis HI let the common pdf be f,. The requirement is to construct a test for H, versus HI based on the observations X , when f, and f, are not specified completely. The approach taken by Huber in [7] was to define first classes of allowable pdfs under the null and alternative hypotheses. The classes considered in [7] were obtained as neighborhood classes containing in each case a nominal density function and density functions in its vicinity. One such pair of neighborhood classes which is popular in robustness studies is the pair of Here $' is the nominal density function under hypothesis H,, quantity c, in [0, 1) is the maximum degree of contamination for $', and h, is any density function. These classes are, of course, the same (aside from normalization) as the spectral uncertainty classes of Example 1 in Subsection Il-C. The hypothesis testing problem is therefore that of choosing between the two hypotheses?
H,: the pdf of the X , is any pdf f, in So, H , : the pdf of the X ; is any pdf f, in 9,.
(4.2a) (4.2b) Huber then sought the least favorable pair of probability densities in 9 , x SI, which is defined on the basis of a risk function R( f,+). In the risk function, $ denotes the test for H, versus HI which rejects Hj in favor of HI-, with probability # ( X ) when X = (Xl, X , ; . ., X,) is observed: the X ; being iid with density function f in 9 , or 9,.
Consider, for example, the minimum probability of error criterion for which we would have
Then for ( f,, f,) E 9 , X 9, the probability of error (assuming equally likely priors) is and this is minimized when $I is a test based on a comparison of the likelihood ratio
with a threshold value of unity. The least favorable pair (9,,q1) in 9 , X F , for this problem is that pair for which the corresponding test +q based on its likelihood ratio satisfies, for all (6, f,) E 9 , X 9, ' The arguments for Fo,Fl will be dropped when no confusion 'Note that + ' ( X ) + # ( X ) = 1. can result.
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One of the major results in [7] is that for the c-contamination classes a least favorable pair (q,, q,) exists satisfying
for f~q , j = 0 , 1 (4. can be found in [7] . Note that the likelihood ratio h q ( x ) = 9,(x)/q0(x) for a single observation for the least favorable pair is a "censored" version of the nominal one, bc" ,
where b = (1 -cl)/ (l -c 0 ) and ho(x) = ff(x)/r,"(x). In [7] the least favorable pair of density functions was also obtained for another uncertainty model for the density functions under H, and HI. This was defined by the totalvariation classes of probability densities which may be expressed as
~( < o , c ) = ( f~~~f ( x ) -< o ( x ) l d x~~ i . (4.11)
This is analogous to Example 2 of Subsection Il-C. In a later paper [73] it was shown by Huber and Strassen that least favorable pairs of probability measures can be found for probability measure classes which are defined as being bounded by 2-alternating capacities, which are generalized notions of measure as discussed in Subsection 11-G. Other specific uncertainty models have been considered by Khalfina and Khalfin [116], Rieder [74] , and Bednarski [75] .The <-contaminated classes of nominal densities have remained the most widely used uncertainty models, partly because of their earlier introduction, but primarily because it is possible to justify their use, in many cases, from physical considerations (see, for example, Trunk [117] ). In modeling impulsive noise, for example, the presence of a small proportion (whose maximum value is E) of impulsive components in a background of, say, Gaussian noise can be modeled to have an c-contaminated nominal Gaussian pdf. Any uncertainty about the exact pdf of the impulsive components then leads directly to use of an c-contaminated uncertainty class, perhaps with a side constraint on the nature of the contaminating pdf h. Models of this type have been studied by Miller and Thomas [118] .
One other specific uncertainty class of pdfs that has been used more recently is that analogous to the spectral band model discussed in Subsection 11-C; this model is justifiable from physical considerations in some applications. It may be viewed as being more general than the c-contamination class and allows the results obtained for the c-contamination classes to be extended. Specifically the bounded classes are confidence bands. It should be clear that in the varlous uncertainty models considered above for the densities f of each independent component X , of the observation sequence X , there was no necessary restriction that X ; be one-dimensional and that f be univariate. It is possible, for instance, to treat an observation sequence of n one-dimensional components as a single n-dimensional observation, and characterize its multivariate density by one of the above classes. Essentially, this approach was taken in [I201 and [I211 by Kuznetsov, who developed results for the characteristics of the robust test for hypotheses described by the bounded classes of (4.12). Since the likelihood ratio in a threshold comparison test may be replaced by any function which yields the same critical region and threshold equality region, simplifications may be made to results of the type in (4.10). In (4.10), for example, for a single observation test with the threshold T in between bc" and bc', one gets an equivalent test if simply bX,(x) is compared to T . Note that bh,(x) = f,,(x)/f,,(x) when the r-contamination class is viewed as a special case of the bounded class.
In We have remarked that it is possible in general to solve for least favorable pairs of probability measures for other pairs of probability measure classes which are defined to contain measures bounded by lalternating capacities [73] . Specific examples of other pairs of classes for which explicit least favorable pairs are available are the ppoint classes (discussed in Subsection It-C in defining spectral density classes; these become classes of pdfs when the power is fixed at unity), and the bounded ppoint classes [54] . Let us also reiterate the interesting connection between the robust binary hypothesis testing problems for such classes of pdfs and the corresponding robust linear filtering problems with MSEs as performance criteria. For many of the robust linear filtering problems with fixed-power spectral density uncertainty classes, the least favorable pairs of pdfs for the robust hypothesis testing problems defined on corresponding unit-power normalized spectral-density classes produce directly the least favorable spectra [55] . In general, one may interpret the least favorable pair of pdfs in Po xF, as being that pair which has the minimum distance between its components. Indeed, strong connections exist between distance minimization and least favorable pdf pairs [ I l l ] , [I191 under some general restrictions. It is this fact that results in the close relationship between the solutions for the least favorable pairs in the robust linear filtering and corresponding hypothesis testing problems. Similar considerations arise in robustness problems formulated in terms of Chernoff bounds [123] , [I241 and for point-process observations [ I 251 .
The problem of robust sequential hypothesis testing was also considered by Huber in his first paper on robust hypothesis testing [7] . More recently this work was extended by Shultheiss and Wolcin in [126] , which also dealt with the c-contamination model for noise pdf classes under the null and alternative hypotheses. Numerical performance results from simulation experiments and computations are also given in [126].
Robust Detection of Known LowPass Signals
Consider again the signal detection problem described by the hypothesis testing situation of (1.1). Here the signal sequence is known to within an overall amplitude factor, that is, the s,, i = 1,2,.. ., n are known. The observations X , described by H1 in (l.lb) may be considered to arise as a result of sampling a continuous-time additive mixture of a low-pass or baseband signal waveform 6s(t) and a stationary noise process. If the noise bandwidth is large relative to that of the signal in such a situation it becomes reasonable to assume a sampling rate which results in the noise components N;, i = 1,2;. e , n, under H, or H, being statistically independent random variables with some common univariate pdf f. Another common situation in which the above observation model is appropriate is that arising in the detection of a pulse-train, as described in Section Ill.
In the absence of precise knowledge about the noise pdf f , one can now attempt to obtain a robust detection scheme for a class of possible noise pdfs generated by a model such as the c-contamination model used by Huber. But it should now be apparent that Huber's solution which we discussed in Subsection IV-A above does not directly apply to our known signal in additive noise detection problem. The least favorable pair of pdfs given by (4.9a) and (4.9b) was obtained under the assumption that the pdfs f, €3, and f, €9, are chosen independently; this means that the contaminating pdfs h, and h, in the c-contamination models were not constrained to be related to each other in any particular way. In the known-signal detection problem we should require h, to be a translated or shifted version of h,. On the other hand, Huber's approach in which independent contaminating densities are allowed under the two hypotheses can be used to obtain a conservative solution to the robust detection problem.
One of the first attempts to adapt Huber's approach and results on robust hypothesis testing for signal-detection problems was reported in 1971 by Martin and Schwartz [30] . Martin and Schwartz were interested in the signal detection problem described by (l.l) , in which the observations X , under H, are independent but not necessarily identically distributed. They first showed that Huber's result for the €-contaminated classes extends directly to the time-varying problem, where for each component X , of X the nominal densities f:, f t and contamination degrees rOi,rl, may be different. For the detection of a known signal in nearly Gaussian noise they set 6;. = 9, the zero-mean Gaussian density with unit-variance, and f $ ( x ) = + ( x -6 5 , ) . They took E, , = c to be sufficiently small for a given 6 so that the resulting r-contamination classes F , and 3, are disjoint for each i, which yielded a symmetric censoring or limiter characteristic. The structure of the resulting correlatorlimiter detector is shown in Fig. 17 . The quantities ai in Fig.  17 are related to the degree of limiting and can be solved for from an implicit equation. Although this detector requires knowledge of the value of 6 for implementation, a lower bound is shown in [30] for the detector power function when it is designed for a specific set of values of the parameters. In addition to the fact that there is only one independent class of pdfs, the noise pdfs, in the known-signal detection problem, a further limitation of the above approach to obtaining a robust detector is that the signal amplitude 8 needs to be known. In Huber's approach, the uncertainty classes of pdfs are usually defined as expansions of corresponding single nominal pdfs, so that the resulting robust test does not generally give a test which is uniformly robust in the strict minimax sense for, say, a range of nominal alternative hypotheses. As a specific example, consider the likelihood ratio of the robust test given by (4.10). Here c' and c" depend on the density f f . Thus in [30] where these results were applied to the known-signal detection problem, the f t were defined for a particular signal strength 8.
While for this problem it is possible to find a lower bound for the robust detector power function when it is designed for a particular 8 , only for that 8 is the detector implementing a "minimax" test for the detection problem. Finally, the robust tests and least favorable pairs were necessarily obtainable only when Sr,,sf were not only disjoint but had a finite "separation"; thus the case of vanishing signal strength in weak-signal detection cannot be considered.
These considerations point to the desirability of another formulation for robust hypothesis testing problems of signal detection. One such alternative approach which has been quite fruitful considers the asymptotic case of weak signals and large sample sizes ( 8 + 0, n + 00). It is interesting to note that the basis for this alternative approach has been the theory of robust estimation of a location parameter which will be discussed briefly in Section V below.
Asymptotically Robust Detection: For the known-signal detection problem of (1.1) consider the log-likelihood ratio defined by (1.3) and (1.4). This generally depends on 8 , but for the locally optimum (LO) detector which maximizes the slope of the power (detection probability) function at 8 = 0, subject to a false-alarm probability bound, it is well known that the test statistic for given noise pdf f should be [127], [I 281 (4.13) This LO test statistic is a special case of the generalized correlator (CC) statistic n TGC(X) = c a ; / ( x ; ) (4.14) i=l where a , ; . .,an is a correlation sequence and C is a nonlinearity. The class of GC statistics with ai = s; is then a natural class of candidate test statistics to which attention may be restricted in obtaining a robust detector for known si but for noise pdf f not precisely known.
For a class S o of noise pdfs one would like to be able to obtain the minimax robust detector from amongst the class of GC detectors (with ai = s i ) , with slope of the detector power function as the performance criterion. For fixed finite sample size n this is, unfortunately, extremely difficult in general. However, in the asymptotic case n -+ 03 (and For the test statistic of (4.14) with a, = si the efficacy becomes within mild regularity conditions on f and C and with the assumption that C ( X j ) has zero mean value under the noise-only hypothesis. We may also assume without loss of generality that that is, that the signal has unit average power when its amplitude is unity. A significant observation about the efficacy of (4.16) with this normalization is that the reciprocal of this normalized efficacy is exactly the asymptotic is the reciprocal of the normalized efficacy of (4.16) under some regularity conditions.
A brief discussion of robust M-estimation of a location parameter when the pdf f of the additive noise is not precisely known is given in Section V. Here we shall note only that in 1964 Huber [6] found the least favorable pdf in the class of <-contaminated noise pdfs for the robust Mestimation problem, and hence obtained the corresponding optimum M-estimate as the robust M-estimate. It should now be clear (since minimizing the asymptotic variance in M-estimation is equivalent to maximizing the efficacy for our detection problem) that the least favorable pdf found by Huber will also make its sequence of LO detectors (for n = 1,2, . . . ) an asymptotically robust sequence of detectors, providing a saddlepoint value for the game in which the efficacy is the performance function. In fact, one can get a stronger result where the false-alarm probability can simultaneously be bounded.
These results for asymptotically robust detection were first extended from Huber's estimation results, by Martin and Schwartz [30] and later were expanded upon by Kassam and Thomas [129] .
The general result in [30] and [I291 may be summarized as follows. Let 9 be the class of all detectors of asymptotic size (i.e., false-alarm probability) a for our hypothesis testing problem with f E So(g,c) as defined in (4.1). Now g is assumed to be a symmetric nominal density function that is strongly unimodal (Le., -logg is a convex function), and is twice differentiable, and the contamination h is symmetric and bounded but otherwise arbitrary. Let B,,(elf) be the power function of a detector D with f E So(g,c) the noise density function. Our false-alarm probability constraint is that for each" D E 9 lim BD (Olf) d a, all f ESo(g,c) . (4.18)
The asymptotically most robust detector D, E 9 is then defined as the locally optimum detector for the least favorable f
, ESo(g,c) such that Fo(g,c) given by Huber's exponential-tailed density The lower bound on a is given explicitly as a function of g and c in [129] .11 For the unit-variance Gaussian nominal density this bound is no less than 0.158, which is obtained when c 0. Note that the robust detector is based on the test statistic TGc of (4.14) with C= C, = -f;/f,, which is given by
The threshold for the robust detector can be set by considering the normalized test statistic and basing the computation of false-alarm probability on the asymptotically normal distribution of this finite-variance statistic.
The resulting generalized correlator detector may be described as a limiter-correlator detector, and this is one of the canonical structures of robust detection theory. Note that when g is zero-mean, unit-variance Gaussian we have -g'( x)/g( x) = x, and ! , becomes the "amplifier-limiter" or "soft-limiter" nonlinearity.
The structure of the limiter-correlator detector which is asymptotically robust for known-signal detection in c-contaminated Gaussian noise is shown in Fig. 18 . Note that this particular GC detector can be used in place of the linear correlator detector acting on the matched filter outputs in Fig. 9 , especially when the matched filter output noise components can be modeled as being €-contaminated Gaussian random variables with unknown contaminating pdfs.
further details of the above results are given in [30] and [129], including comparison with other detectors on the basis of asymptotic relative efficiency (ARE), and a discussion of the robustness property of the simple sign detector, which does an extreme form of limiting on the observations. A numerical study of the performance characteristics of various limiter-correlator detector nonlinearities for the additive known-signal detection problem has been made by Miller and Thomas in [118] . The noise density in [I181 was taken to be the c-contaminated Gaussian nominal with contaminating densities of the impulsive-noise type modeled by exponential (Laplace) and generalized Cauchy functions. The nonlinearities considered were various multilevel approximations of the canonical "amplifier-limiter," including the hard-limiter and the noise-blanker. The performance was characterized in terms of asymptotic relative efficiencies with respect to the conventional linear-correlator detector.
The growing interest in detection systems using quantized data led to a consideration in [I301 of the above known-signal in additive-noise problem with the requirement that the detector characteristic ! in (4.14) be an m-level piecewise-constant quantizer characteristic. It has been shown in [I301 that the most robust quantizer-detector in the sense of (4.18)-(4.20) for the c-contaminated noise density class So(g,c) of (4.1), and for the detection problem (l.l) , is again the locally optimum quantizer-detector for the least favorable density of (4.21).
Robust Detectors Based on M-Estimators: The detectors we have considered so far in this section have all had the general structure of Neyman-Pearson optimum detectors, which are based on a comparison of the likelihood ratio to a threshold. The test statistics of our detectors have been of the form which is that of the statistic of (1.3). A different approach for robust detection of additive known signals was proposed by El-Sawy and VandeLinde   in [131] . In their approach, the test statistic is simply an M-estimate of the signal strength parameter 8 , and their robust detector test statistic is the robust M-estimate of 8 for the same class of noise densities. To understand the motivation for this approach, and its difference from the previous one and the possible advantages of the resulting detectors, let us reexamine briefly the above results on asymptotically robust known-signal detection. It is clear that, as for any consistent test, the robust detector based on a test statistic of the form of (4.14) has a power function BD(81f) which approaches unity as n approaches 00 for each 8 > 0, assuming that i 5f/n i-1 approaches a positive value and ai = s,. Thus the practical interpretation of (4.19) is that for large enough n for which The main requirement in the above is that v not be less than y . This implies that for a given v, the design false-alarm probability cannot be too small. The requirement v > y can be met by making the sample size n sufficiently large in any given situation. Note, however, that the saddlepoint conditions (4.27) and (4.26) do not hold together for a given sample size and false-alarm probability constraint, in an interval around v = 0. It has been shown in [I311 that for such cases the robustness criterion based on asymptotic slope of the power function (as in (4.19) and (4.20) ) also makes the M-detector based on L, the most robust detector, but again subject to the same restrictions on the minimum value for the false-alarm probability.
If the saddlepoint solution (f,, L,) exists it may be obtained by first minimizing the Fisher information function for location, I( f ) , over all f E 9. The Fisher Information function for location is the function ,, L,) . In [I311 the family of symmetric density functions with a known probability p assigned to an interval ( -a , a ) was explicitly considered as a n example. For this p p o i n t class of densities the least favorable density f , was again shown to have exponential behavior outside ( -a , a ) , and the robust M-detector characteristic L, had derivative t', which was a constant outside ( -a , a ) . Some numerical performance comparisons of asymptotic performance and finite-sample simulation results are also given in [I311 for a particular example.
The significance of the function dL(x)/dx = / ( x ) in Mdetection is that under appropriate regularity conditions, the test statistic 8 must satisfy n S i t ( X , -8 S i ) = 0. can be used. In addition, it has been shown that the pair ( f,, L,) also forms a saddlepoint for performance measured as a risk function which is a linear combination of the error probabilities and the "normalized" expected sample sizes, for one set of weighting or cost coefficients. The "normalization" of the expected sample sizes is required to obtain well-defined quantities, since the results are valid asymptotically when actual sample sizes become infinitely large.
An alternative scheme for robust sequential testing in the situation described by (4.30) was also considered in [132] . This scheme is the robust stochastic approximation sequential (SAS) receiver. Again the test statistic is directly based on the sequence of robust fixed-sample stochastic approximation estimates of the location parameter 0 = e, , or el; this estimation scheme will be discussed briefly in Section V. It has been shown that the robust MS-and SAS-detectors have identical asymptotic characteristics. The SASdetector does not store past observations, as it uses a recursive algorithm for updating the estimate of 0 as new observations arrive. On the other hand, the MS-detector converges to its asymptotic performance faster and does not need an initial estimate to obtain 8.
Another class of robust estimates of mathematical statistics is the class of L-estimates, which are estimates formed as linear combinations of order statistics. One example is the median, which also happens to be an M-estimate. The a-trimmed mean is another example of an L-estimate and will be discussed in Section V. The robustness of these L-estimates in estimation has prompted investigation of their use in signal detection; notably Trunk and George [117] , [133] , [I341 have investigated the use of some simple L-estimates in signal detection problems.
The results we have discussed in this subsection show quite clearly the central role in robust signal detection of robust estimation theory, particularly of the original results of Huber, in addition to that of Huber's results on robust hypothesis testing. A different formulation of the additivesignal robust detection problem in bounded-amplitude noise was considered by ; this work is related to the early work of Root [9] mentioned in the Introduction. We now go on to consider, in somewhat less detail, the other two canonical signal detection problems of random signals and of bandpass signals in additive noise.
C. Robust Detection of Random Signals
In many applications involving the detection of random signals the observations are obtained simultaneously from a number of sensors forming an array. The detection problem then often becomes that of detecting a random signal common to each sensor in the presence of noise processes uncorrelated with each other and with the signal. An example of such an application is a hydrophone array in a passive sonar system used to detect the presence of, and to locate, sources of random signals. For each search direction, relative time delays are imparted to the sensor outputs to equalize the propagation delays to each sensor for a potential signal from that direction. This is followed by a detector for a common random signal.
A special case of interest is that in which the sensor array is composed of two elements. In this situation, the sampled observation vectors X, = (Xl1, X l Z ; . . , ( y l n ) and X, = We assume here that the Ni = ( N g , Nj2;  .., Njn) are independent sequences of zero-mean iid noise components with common pdf f, and S = (S,,$;..,S,) is an independent signal sequence of iid zero-mean components, whose variance may be taken to be unity without loss of generality.
The presence of a signal in the above model (e # 0) causes the output pairs of observations (Xli, X,;) to be positively correlated, in addition to increasing the power level received at each sensor. The increase in the correlation value from zero is in particular due to the presence of the common random signal. Thus it is quite reasonable to restrict attention to the class of generalized cross-correla tion (CCC) detectors based on test statistics of the type performance when f is not known. A finite class of pdfs comprised of the Gaussian, logistic, and the pdf for a particular t-distribution was considered in [29] . The nonlinearities G considered in [29] were the simple three-and four-level symmetric quantizer and the "amplifier-limiter" or "soft-limiter" continuous function which is linear in an interval including the origin but constant outside that interval. The criterion of performance used in [29] was effectively an asymptotic relative efficienc): it was the ratio of the efficacy for noise density f obtained with weighting function C and the optimum efficacy for noise density f. In the definition of efficacy for this problem, 0' is now the signal strength parameter.
In [I381 the detection of a random signal common to an array of receivers was considered as an extension of the two-input case. Again, no attempt was made to include a bound on the false-alarm probability as part of the performance criterion, so that the assumption was that detector thresholds could be adapted to get the correct false-alarm probability for any noise density. The performance criterion was the detection efficacy, which as we have remarked before for the known-signal case is directly related to the slope of the power function at 0 = 0. For the correlator-array structure (generalization of (4.32) by a second sum over all pairs of sensors) an interesting saddlepoint robustness result was shown. This was that for the €-contaminated class Fo(g,c) describing the independent noise component at each receiver across the array, with the same restrictions on it as in the known signal in additive noise case, the minimax robust cross-correlator nonlinearity t ' , is exactly the same as C, of (4.24) for the known signal case. Of course, the result here was only possible in terms of the weaker efficacy criterion above. structure of a two-element random signal detector using an "amplifier-limiter" CCC nonlinearity d.
In 11381 other variations of the c-contamination class for this multi-input problem were also considered. Modifications of locally optimum detectors (rather than cross-correlators) for common random-signal robust detection were also investigated, although explicit minimax robustness results could be deduced only for the special case of a contaminated double-exponential noise density, for which a hard-limiter based polarity coincidence array detector [I391 is most robust. The polarity coincidence array detector is based on use of the two-level sign function for C, and is well known as a nonparametric detector with a fixed falsealarm probability for zero-median noise pdfs.
The class of detectors for single-input additive random signal contains no counterpart of the cross-correlator structure of the multi-input problem. Development of robust detectors for this problem has paralleled that for the single-input known-signal problem. The first instance of this is due to Martin and McGath [I401 in which the optimum quadratic detector for Gaussian statistics was modified, from intuitive considerations, into the limiterquadratic detector. Numerical asymptotic relative efficiency computations for Gaussian-mixture noise pdfs (€-contaminated nominal Gaussian with larger variance Gaussian contaminating density) and finite-sample detection power and false-alarm probability computations verify the expected robustness of the limiter structure. The subsequent results in [I381 extended such structures to the multi-input or array case.
Explicit minimax results for the single-input additive random-signal detection problem paralleling those for known-signal detection have been obtained more recently in [141] . Two statistical models for this problem have been investigated in [141] . In one model, the alternative hypothesis of signal presence is defined to produce additive signal and noise components in the observations, (i.e. (4.31) for j = I). In the second, scale-change, model the alternative hypothesis is defined by the condition that the pdf of the iid observation components X ; is f ( x / o ) / o , where f is the null-hypothesis observation (noise) pdf. It had been shown earlier [I421 that for the additive noise model the locally optimum detector is based on the generalized energy (GE) detector test statistic (4.33)
The LO statistic for the scale-change model is also given in [I 421 .
From knowledge of the previous results on known-signal robust detection one might conjecture that a minimax result should be obtainable for the robust detector formed by introducing hard-limiting beyond some argument value a into the nonlinearity f " / f of (4.33). Indeed, consider the exponential-tails least favorable density of (4.21), with a, b defined as in (4.22) and a modified (4.23), namely S0(g,c) for the noise density f , as described in our summary of known-signal results. In addition to requiring a further smoothness property for g (since here $' is involved), a more restrictive further condition on the allowable contamination h is imposed. This is that allowable contamination densities are zero in ( -a , a) . With these conditions, results exactly paralleling those for asymptotically robust detection of known signals in additive noise are obtained in [141] . An interesting feature of the solution, arising from the restriction on allowable h, is that (4.19) holds with equality over the allowable f and the result is valid for all values of the size a. Numerical asymptotic relative efficiency comparisons for general limiter nonlinearities are also given in [141] .
A very similar result is established in [I411 for the scalechange model. Here again for a similarly restricted version of the c-contamination class, the density of (4.21) is again shown to be least favorable. A noteworthy point about this solution is that as in the case of asymptotically robust known signal detection, this scale-change robust solution is directly related to Huber's results on robust M-estimation of a scale parameter [6] . Thus we see once again a close relationship between robust estimation and asymptotically robust detection problems.
D. Robust Detection of Bandpass Signals in Bandpass Noise
Bandpass signals are commonly encountered in applications such as radar and communication systems, and techniques for their detection in bandpass noise with imprecisely known statistical characterizations are therefore of practical interest.
Let us first consider briefly one bandpass known-signal detection problem for which an asymptotically robust detector may be defined using ideas very similar to those used for low-pass known-signal and completely random-signal robust detection problems. An observed continuous-time waveform is now described by
where the low-pass signal amplitude and phase components v( t ) and +( t ) , respectively, and the frequency q, are known, the overall signal amplitude 0 being either 0 (noise only) or having some positive value (alternative hypothesis).
The bandpass noise N( t ) may also be expressed in terms of its in-phase and quadrature components N,(t) and N,(t) . For a detector operating on sampled values of the in-phase and quadrature components of the observation X ( t ) the input data may then be represented as a vector , i = X , + j x , where the components X,, and X,,, i = 1 , 2 , . . ., n, of X , and X Q , respectively, are N,( t ) , and No( t), respectively. We make the assumption that the i ; = X,, + i%,, are independent for i = 1,2; .., n, implying a restriction on the sampling rate.
If the noise components N,, and NQ, are restricted to be independent then this problem is essentially the same as the low-pass known-signal detection problem. A more general assumption is that the joint pdf f,, of N,; and N,, Note that f ( r ) = 2nrc(r) is the pdf of the R;. For Gaussian noise f is the Rayleigh pdf and the LO function of (4.40) is a constant resulting in the linear narrow-band correlator (LNC) detector. In general, if the pdf f is some known function 2arg(r) the LO detector can be obtained. In [I441 the c-contamination model for f was considered, with conditions on the nominal function g similar to those for known-signal asymptotically robust detection. As in the case of random-signal detection, however, the class of contaminating pdfs 2arh(r) was restricted to produce tailcontamination only, that is, the h were zero in some interval at the origin. With these restrictions, the asymptotically robust detector was shown in [I441 to be a CNC detector which is LO for a least favorable pdf f, having an exponentially decaying tail. The weighting function t'= t', in the test statistic TCNC(i) of this robust detector is for a depending on c and g. Notice that the function rt',(r) is a constant for r 2 a; this function may be interpreted as providing the weighting applied to the hard-limiter narrow-band correlator (HNC) terms Re { S j ( i ? / R j ) } , the , k j / R j having unit amplitude value. For a nominal Gaussian case, the function -g ' ( r ) / g ( r ) is linear in r. Fig. 20 shows the structure of the asymptotically robust detector for known bandpass signal under the above as- sumptions. Note that the HNC detector is a special case of this structure and may be viewed as the robust detector for a nominal g function which is exponential, or as an extreme case which actually possesses a constant false-alarm probability and functions as a nonparametric detector [145] . Further interesting properties of the robust detector employing t', of (4.41) are discussed in [144] .
So far we have been considering the case of a coherent bandpass signal. In the incoherent case there is an additional phase term 'k, uniformly distributed on [0,2.n), so that the signal is v( t ) cos[w,t + +( t ) + *I. The asymptotically optimum detector test statistic now becomes l?GNc(i)12 =I C(Ri)Zikt (4.42) where d is the optimum nonlinearity of (4.40). It turns out that the efficacy for such a square-law quadrature GNC detector is directly related to that of the GNC detector for coherent signals, and thus d = dR of (4.41) also results in an asymptotically robust detector in the incoherent case.
In [I461 El-Sawy considered a special case of the incoherent signal detection problem in which v ( t ) , the low-pass signal amplitude, was a constant, and + ( t ) , the low-pass signal phase term, was -~/ 2 (or, equivalently, zero). The in-phase and quadrature noise samples were assumed to be independent and a robust detector was obtained which used the squares of robust M-detector outputs for the separate in-phase and quadrature observations. Specific results were obtained for the ppoint classes of univariate noise pdfs. A more general problem involving signals with random parameters has been considered recently by Kelly in [147] .
Another important variant of the observation model of (4.36) is obtained by allowing a random signal amplitude 0 = A in addition to the random phase 9. The usual assumption for the signal is that A and * are independent, with A being a Rayleigh random variable and \k being uniformly distributed on [0,2v) . In [I481 the performance characteristics of a particular modification of the optimum detector for Gaussian noise are considered. The modification consists of replacing the squarers of the optimum detector with limiter-squarers for robust performance. Both the single bandpass-pulse detection situation and that of multiple independent bandpass pulses is considered. In the latter case, a binary integration or double-threshold detector is considered. The structure of this detector is shown in Fig. 21 . The numerically computed performance characteris- tics indicate that, for the independent €-contaminated inphase and quadrature bandpass matched filter output noise components that were assumed, the limiter-squarer structure is very effective in guarding against drastic performance deterioration in heavy-tailed non-Gaussian contamination. The structure considered in [I481 was suggested by the many formal results which we have discussed that show the robustness of limiter-type structures in different situations. In fact, the problem considered in [I481 may be considered as being a bandpass version of a random signal detection problem, for which robust detectors have been considered in [I401 and [141] . We should note finally that Martin and Schwartz also considered in their study of robust detection [30] the detection of multiple independent pulses. The robust structure they suggested used a limiter function on the sampled in-phase and quadrature observations inside a digital or discrete-time implementation of the quadrature single-pulse matched filters, followed by a square-law envelope detector.
We have described in these last three subsections the main results on asymptotically minimax robust detection for three canonical signal detection situations. A general theory for robust detectors in the asymptotic case (vanishing signal strengths, infinitely large sample sizes) is discussed by Wolff and Sullivan in [149] . Here asymptotic normality of statistics of the form of (4.14) is studied for four detection problems; namely, known signal in additive noise, two random signal problems (one with a scale-change in the noise density, another with an additive random signal, under the alternative hypothesis), and envelope detection of a narrow-band signal. In addition, the general characteristics of the robust solutions are considered, which are not restricted only to the univariate case, and a few explicit uncertainty models and robust detector structures are discussed. This work essentially considers only a performance measure related to the efficacy in the known signal case, and defines a general notion of Fisher's information; simultaneous consideration of a false-alarm probability constraint is not attempted in [I 491 .
E. Extensions and Other Results
While we have surveyed the basic results of robust hypothesis testing and robust signal detection in the above subsections, several further results in this area deserve some comment. We have seen that explicit minimax robust structures can be derived under some rather specific and sometimes restrictive assumptions. In this subsection we will also mention some work that has been directed at easing some of these constraining assumptions.
Signal Uncertainty: All the results that we have discussed in this section were obtained for robust detection when only the noise pdfs are not precisely known. Consider, for example, the known-signal detection problem of Subsection IV-6. In our discussion of the asymptotically robust detector of the generalized correlator type with test statistic of the form (4.14), the choice a, = si for the coefficients in the test statistic was the obvious one for knownsignal detection. But it is also possible to consider here uncertainty about the exact values of the signal components s,. Notice that this problem was considered in Section Ill for robust matched filters and SNR performance; however, here the CC detector is not necessarily linear and we have been concerned with weak-signal detection performance.
In [I501 Kuznetsov considered this signal uncertainty problem, using the differential SNR (see discussion following (4.15)) as a performance measure. For known noise pdf and e, signal uncertainty class the result is quite similar to that for the robust linear matched filter of Section Ill, because the differential SNR is after all a performance measure derived from the SNR. The random-signal detection problem with signal covariance matrix uncertainty is also considered in [ISO] . For joint uncertainty in signal 4.64 characteristics and noise pdfs solutions for the minimax robust structures are difficult to obtain in the general case. The special case where the noise is Gaussian with uncertain covariance matrices for the signal and noise has been treated in [150] , with the detector restricted to employ a combination of linear and quadratic statistics. A similar problem involving deterministic signals and linear detectors has been considered by Kuznetsov in [99] , as mentioned in Section Ill.
Serial Dependence and Asymmetry: Although a consideration of the asymptotic performance of detectors allows appealing minimax robust detector structures to be derived, a major limitation of the schemes we have described is that the asymptotic robustness property can be attributed to them only under the assumption of independence of the detector input samples. This assumption is generally difficult to get around, serial data dependence introducing considerable complications in the analysis. One of the problems, of course, is the definition of appropriate statistical models and uncertainty classes. Recently, however, some progress has been made in the specification of asymptotically minimax robust detectors for serially dependent data samples.
In [I511 Poor considers the case of weak serial dependence of data in a constant-signal M-detection problem. The dependence structure considered is that obtained from a moving-average model for the noise components. In particular, the noise model
is considered where the { Y } are iid with uncertain marginal pdfs. For p = 0 the approaches described previously are applicable; in [I511 the case of weak nonzero correlation is considered. For the €-contaminated pdf classes, it is shown there that the robust M-detector nonlinearity is the limiter function which is robust for p = 0, corrected by a linear term. Thus for the nominal Gaussian case a nonlinearity t', of the form illustrated in Fig. 22 is suggested; more detailed considerations modify this so that the nonlinearity remains bounded. These results are similar to those derived earlier by Portnoy for robust estimation with dependent data [152], [I 531 .
More recently Moustakides and Thomas [I541 have considered a less structured dependence assumption for the known-signal detection problem.
The additive noise sequence was assumed here to be +-mixing, which includes the case of stationary Markov noise sequences. For the c-contamination model for the univariate noise pdf model, with attention confined to the class of generalized correlator detectors, and with efficacy as the performance criterion and an explicit requirement of false-alarm probability control, the form of the robust detector nonlinearity was derived. The very interesting conclusion was that, subject to some regularity conditions, the robust detector nonlinearity is a null-zone modification of the independent-data robust detector nonlinearity for the same class of univariate noise pdfs. For the nominal Gaussian noise pdf the form of this nonlinearity is shown in Fig. 23 . It is interesting to note that iR"' a simple three-level nonlinearity which approximates this characteristic can be used to provide nonparametric performance for symmetric noise pdfs [155] . The result of Moustakides and Thomas represents a major breakthrough in the extension of asymptotically robust correlator-detector structures for dependent data, and similar results can now be sought for random-and bandpass-signal detection problems.
Another aspect of robust detection in dependent data has been considered recently by Martin [156] , in which autoregressive dependence and a regression signal model which includes the known signal and random-phase bandpass signal cases are assumed. He suggests that, in this situation, robust M-detection is best accomplished by first prewhitening the noise and then applying an M-estimate to obtain the test statistic.
The asymptotic theory of robust detection, fundamentally related to Huber's results on robust parameter estimation as it is, is limited by the same factors that have constrained the applicability of robust parameter estimation theory. In addition to serial independence of data one other assumption which has been generally required, at least in the widely used c-contamination model for uncertain pdfs, is symme try of the pdfs of the noise. In estimation theory this results in unbiased estimates for which the variances can be written down as second moments. Recently, an attempt has been made in [I571 to apply to robust detection of known signals ideas formulated for robust M-estimation for classes of density functions allowing tail asymmetry. Specifically, [I571 considers both the generalized correlator structure of (4.14) and the M-estimate structure (4.29) for detection test statistics, and develops the form of the robust detection function t', in (4.14) and (4.29) for classes of c-contaminated nominal densities with arbitrary behaviors outside a central interval. The development is based on the work by Collins on the corresponding M-estimation problem [158] , and shows the robustness of detector functions which redescend to zero and remain zero outside the interval of symmetry.
Two general limitations of minimax robust detection the-
SIGNAL PROCESSING ory should by now be clear. These are that a considerable part of the theory that has been developed is asymptotic theory, and that it is currently unable to deal directly with continuous-time observation processes. It should be kept in mind that here our concern is with uncertainty in the noise pdfs, and not just with power spectral density uncertainties and linear schemes which we discussed in Section ill. Care has to be taken in applying asymptotic theory in practical situations involving a finite number of observations, since in some cases predicted asymptotic performance is approached rather slowly. The Gaussian approximation for test statistic distributions in setting threshold values should be applied with care, even if the structure of the robust test statistic appears to have strong justification. in addition, another aspect of asymptotic formulations is that they are based on the assumption that signal strengths are approaching zero. Thus the effect of a nonzero signal and a finite sample size together could result in deviations in performance from theoretical predictions, even for large samples.'* Since closed-form analytical results are rarely feasible, about the only alternative left is numerical computations and simulations to verify the actual performance of such robust schemes in general.
Continuous-time results are very difficult to come by because of convergence issues and also because of the difficulty in specifying models to define simple classes of allowable random processes which are physically meaningful. Of course, if only second-moment characteristics are modeled and exact probability distribution functions are irrelevant, as in maximizing SNR at the output of a linear detector, robust filters such as the robust matched filter can be obtained. Although [I601 introduces classes of "mixture" or contaminated random processes, there has been no application made of this in signal detection with continuous-time observations. However, Kelly and Root [161] , [I621 have recently combined some of Root's original stability ideas with a minimax-type design philosophy to develop robust schemes for continuous-time processes.
Adaptive and Nonparametric Detectors: in a general sense, a detector can be said to be robust if it has good (close-to-optimal) detection performance under nominal conditions and if it also maintains an acceptable level of performance when the noise statistics deviate, within some allowable class, from the nominal. Our focus in this paper has been on fixed detectors designed to provide minimax detection schemes, which generally possess the above two characteristics. Another approach which can be taken when the noise environment statistical characterization is imprecisely known, or is largely unknown, is to use adaptive procedures. in most adaptive procedures one generaljy begins with a specific test statistic structure in which some parameters are free to be set and updated as functions of previous inputs, which might include separate training data. in addition, the threshold is also usually free to be set adaptively. We have mentioned earlier that even for "fixed" minimax robust detectors the thresholds may have to be set adaptively to maintain false-alarm probability requirements whenever the performance criterion does not explicitly include such requirements. Since our focus here has been on minimax robust fixed-test-statistic structures we shall ''For a recent contribution on nonlocal asymptotic robustness see Moustakides [159] . not try to give here an exhaustive survey of adaptive robust detectors, but will mention only some of the main recent contributions.
One general structure in the known-signal detection problem is obtained by requiring the function f ' in the generalized correlator test statistic of (4.14) to be an m-level quantizer characteristic. Such a quantizer-correlator detector may be viewed as partitioning the observations X ; into m subsets or intervals to each of which a distinct level is assigned. For a given noise pdf the asymptotically optimum quantizer characteristic can be found for this and similar detection problems [163] . if, however, the noise pdf is not known one may use estimated values of these optimum parameters. Alternatively, the quantizer breakpoints may be required to fall at the quantiles of the noise distribution, which can be estimated and updated. Adaptive m-interval partition detection schemes based on this idea have been described by Kurz in [I641 and for sequential detection by Dwyer in [165] . Other studies of this nature can be found in
Recognizing that contamination of a Gaussian noise density function by an impulsive-noise component, and heavy-tailed densities in general, are reasonable models for random noise and interference in several applications [118] , [I711 adaptive structures are considered by Modestino and Ningo in [143] , [I721 for good performance over such classes of noise. The simple structure considered in [I721 for the detection of a known signal in additive noise is illustrated in Fig. 24 . it is motivated by the fact that for Gaussian noise [I 661-[I 701 . the linear-correlator test statistic is optimum, whereas for heavy-tailed noise pdfs often used to model impulsive noise the sign-correlator test statistic performs very well. The mixture test statistic considered in [I721 is T&(X) of (4.14) with a, = s, and (4.44)
where the free parameter y is set adaptively. Modestino in [I 721 discusses a stochastic approximation technique maximizing the SNR for setting the value of y . A similar robust detector structure based on adaptively forming an optimum test statistic combination is described in [I431 for bandpass signal detection. An alternative detector described by Milstein, Schilling, and Wolf in [I731 uses extreme-value theory to obtain the proper threshold setting in an otherwise fixed matched-filter envelope detector structure.
Although adaptive schemes can be useful in situations where the noise statistics are unknown or are nonstationary, the implementation of efficient adaptive schemes can add in a major way to the complexity of a detector. Furthermore, other considerations such as speed of convergence may limit their applicability.
In nonparametric detection the main concern is that the probability of false alarm remain bounded by some design maximum value for broad classes of noise statistics, for example for all univariate noise pdfs which are symmetric about the origin. Once again it is possible to consider adaptive structures for nonparametric detection, which are mainly of the adaptive threshold type, although fixed-structure and fixed-threshold nonparametric schemes are the most common. For a given class of noise pdfs there generally exist several possible nonparametric detectors, and in choosing between alternatives one usually considers detection performance at some nominal cases within the class. The most common nonparametric detection schemes are those based on signs and ranks of observations, including multilevel (quantization) versions of sign-based schemes. It often turns out that nonparametric detectors are robust, in the more general sense, in their detection performance over the classes of noise pdfs for which they are designed. Note, however, that the primary aim of nonparametric schemes is to keep the false-alarm probability bounded by any desired value, whereas robust schemes are required to additionally exhibit good detection performance for the whole class instead of at some nominal operating points only. In this regard the reader is referred to some comments by Huber in [20] . For survey papers, a bibliography, and details of nonparametric detectibn schemes we refer the reader to [I741 and [175] .
In conclusion, we point out a recent Russian survey paper by Krasnenker, available in English translation [33] which is on the subject of robust detection. Another similar survey by Ershov [25] is concerned with robust estimation, although it also covers some detection and hypothesis testing results. VandeLinde [32] gives a short survey of robust techniques in communications which covers robust detection. Finally, Poor has given a more recent survey, emphasizing some of the mathematical details, in [34] .
v. NONLINEAR METHODS F O R ROBUST ESTIMATION
In Sections II and Ill we discussed robust linear methods for estimation and detection within uncertain second-order models. In Section IV we saw that, when the uncertainty is described in terms of the distributional model rather than the second-order model, nonlinear methods are called for to provide robustness in signal detection. Similar considerations arise in problems of estimation in uncertain distributional models, and in this section we discuss some of the main issues arising therein. Since many of these issues have been surveyed and unified elsewhere (see, e.g., the book by Huber [28] , and the surveys by Martin [37] , Ershov [25] , and Poljak and Tsypkin [38]), we touch only briefly on the essential ideas of this area.
The large majority of work in this area has been concerned with robust nonlinear parameter estimation rather than with robust nonlinear filtering. In Subsection V-A we outline basic methods for (minimax) robust parameter estimation by considering the important special case of robust estimation of signal amplitude. Some of these methods have already been mentioned briefly in Section IV, since they are closely related to robust detection. In Subsection V-B we consider robustness in other estimation contexts including system identification and Kalman filtering. We also give brief mention to problems of robustness in other methods of time-series analysis.
A. Robust Estimation of Signal Amplitude
Many signal processing applications arising in practice fall within the category of parameter estimation. A common example is the estimation of the amplitude of a signal embedded in additive noise. A standard model for this particular situation is that we have observations X = ( X , , . . . , X,) given by X ; = N,+es,, ; = I , . . . , n (5 .I) where ( N , ; . . , N,) is an iid noise sequence with symmetric marginal pdf f , (s,;.., 5, ) is a known signal waveform, and the signal amplitude 8 is unknown and is to be estimated.
The particular situation of (5.1) in which the signal is constant (s, = s2 = . .. = s, = 1) is the location estimation problem of statistical inference, and it was this problem that was studied in the seminal paper of Tukey [5] that demonstrated the lack of robustness of the classical estimators for this parameter, and in the pioneering 1964 paper of Huber [6] that established the importance of minimax methodology for robust estimation. In the following discussion of the basic results in this area, we will consider this constant signal case unless otherwise noted. Modifications for time-varying signals will be mentioned where appropriate.
Three classical estimators for the location parameter of (5.1) with constant s, are the sample mean
the sample median, med { X,; ..,X,}, and the maximumlikelihood estimate (MLE) The sample mean and the M L E coincide for the case in which f is a Gaussian density f( x ) = -1 e -x 2 / 2 0 2 G U and the sample median and the M L E coincide when f is a Laplacian (double-exponential) density
All three of these estimators are examples of a more general class of estimators, known as M-estimators, proposed by Huber in [6] . As discussed in Section IV, this class of estimators consists of those estimators of the form This do corresponds to Lo(x) = -log &(x); so, assuming -log 6 is convex, the most efficient M-estimate of location is the maximum-likelihood estimate, a well-known result.
If, as in the signal-detection problems discussed in Section IV, f is not known precisely but rather is known only to be in some class 9 of bounded symmetric pdfs, then it is possible that the performance of an improperly designed location estimator can be quite poor. For example, suppose we consider the r-contaminated Gaussian class
where X is the class of all bounded symmetric pdfs, and E E [0, I].
The optimum estimator based on the nominal model + is the sample mean, which corresponds to /(x) = /,,(x) x and so has asymptotic variance
For c > 0 the asymptotic variance (5.7) can be arbitrarily large since h is arbitrary, and so the sample mean is a very nonrobust estimator of location for this type of uncertainty. The basic problem with the sample mean is that it has an unbounded influence curve so that too many large observations (or outliers) can destroy its efficiency. This could be corrected by employing the sample median, which has the influence curve ! , ,
A sgn(x). For the sample median the asymptotic variance (assuming f is continuous at the origin) is
--So, the sample median is certainly more robust than the sample mean in this case; however, its efficiency relative to the sample mean is only 64 percent at the nominal model.
Ideally, we would like an estimator that is almost as efficient as the sample mean at the nominal and has the robustness of the sample median away from the nominal. It turns out that these goals can be achieved as we see below.
To correct the possible nonrobustness of classical estimators of location, Huber proposed the design of location estimators using a minimax formulation, viz. Within some assumptions on 9, the solution to (5.9) is given by the influence curve dR = -fL/fR where f, is a least favorable density for location estimation defined by (5.10) The pair ( d R , f R ) is a saddlepoint solution for (5.9) provided -log f, is convex; i.e., under the convexity of -log f,, (e,, f R ) satisfies For the particular case of €-contaminated Gaussian data (i.e., 9 from (5.6)), the least favorable density turns out to be given by (4.21) with g = + as discussed in Section IV. In this case, dR is a soft-limiter where a is from (4.22) and (4.23), and so ! , (x) d a', and ! ; (x) = 1 for 1x1 < a and /:(x) = 0 for 1x1 > a. Thus the
'-m and in the denominator we have From (5.13) and (5.14) the left-hand inequality of the saddlepoint condition (5.11) is readily seen to hold in this case. (The right-hand inequality of (5.10) is just a restatement of ( 5 3 ) Similarly, for the r-contamination model with + replaced by any density g (with -logg convex) a saddlepoint solution to (5.9) is given by ( -fL/fR, f,) with f, from (4. 21) .
I-r,
Note that the influence curve (5.12) of the robust estimator for r-contaminated Gaussian noise combines features of the influence curves for the sample mean and the sample influence curves for robust estimation in these models are shown in Fig. 25(b) and (c) , respectively. Appropriate modifications of the influence curve for robust estimation in dependent noise and for asymmetric noise have been considered by Portnoy [152] From a practical viewpoint, the robust M-estimator of signal amplitude has the disadvantage of being a "batch" procedure; i.e., all data must be stored in order to minimize n median (see Fig. 25(a) 
f€S
Thus we see that this estimator does indeed achieve the goals set forth for robust estimation.
Robust M-estimators can be found for uncertainty classes other than the €-contaminated class by minimizing Fisher's information over the uncertainty class and then choosing the estimator accordingly. It is not necessary that the uncertainty class contain only distributions with density functions, although the least favorable will always correspond to a continuous distribution. A variational method for minimizing Fisher's information is discussed in [28, ch. 51. Examples of useful uncertainty classes for which solutions are known are p p o i n t classes, which consist of the set of all noise distributions that place a fixed amount of probability on a given interval [I761 and the class of noise distribution functions F that satisfy
where @ is the unit Gaussian distribution function [6] . Thus for the computational advantage of the recursive structure one pays the penalty of some lost efficiency when worst case conditions are not present. However, for example at c = 0.1 this lost efficiency is negligible (< 1 percent) at the nominal density +.
The appropriate modification of the algorithm of This estimator has not been studied analytically; however, simulations for the case of a sinusoidal signal in c-contaminated Gaussian noise indicate that the performance of (5.20) is comparable to that for the constant-signal case (Martin [178] ). Heuristically, in either this or the constantsignal case robustness against contamination is achieved by inserting the soft-limiter C, into the feedback loop that incorporates the residual X i -8j-1si into the updates of the amplitude estimate (see Fig. 26 ). If it were not for this limiter, then when 8; gets close to the true 19 "too many" large noise values would tend to drive 8, away from 0.
where F, is the sample cumulative distribution function (cdf)
--OO < X < -OO (5.22) 
is asymptotically normal with zero mean and variance
Here IC is the influence curve of the estimate (the reason for the earlier use of this term will become obvious below) defined by 
which gives the asymptotic variance V(C, f ) of (5.4).
Other useful classes of estimates of the form T( F,) are the so-called L-estimates, which estimate 0 by linear combinations of the order statistics (i.e., the observation sequence put in numerically increasing order), and /?-estimates which are based on the ranks of the data. Explicit representations of these type estimators in the form T(F) and the corresponding influence curves can be found in [28] . For any fixed noise density, an asymptotic variance equal to I//( f ) can be achieved within each of these classes. Of particular interest in the class of L-estimates is the so-called a-trim- The robustness properties of types of estimators other than the M-estimators and stochastic approximation estimators can be studied in a general framework. In particular, for the constant-signal case, many estimators of practical interest can be written in the form an = T(Fn) (5.21) where F-' is defined by F ' ( x ) = inf { y l F ( y ) 2 x } . For a symmetric noise distribution FN the influence curve of the a-trimmed mean is given by (5.28) where 14Note that, in addition to its role in the asymptotic variance formula (5.24), the influence curve characterizes the sensitivity of T(F,) to the incorporation of a datum x into the estimate; i.e., it quantifies the influence of such a datum on the estimate. Hence, the term influence curve. 
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It follows that this a-trimmed mean is also a minimax robust location estimate for €-contaminated Gaussian noise. Unfortunately, there is no known time-varying analog to the a-trimmed mean that carries its minimax property.
A different, intuitive, notion of robustness of an estimator is that small changes in the data set x1;..,xn should not change the estimate much. (This notion is sometimes called resistance.) This property is assured for an estimate T(f,,) if the functional T is continuous. Thus one way of defining robustness of an estimator of the type T(f,) at a given nominal F, is in terms of the continuity of Tat f,. A related robustness notion arises if we view an estimator 8 ( x ) as a mapping from the marginal distribution of the observations X, ; . .,X,, to the distribution of the estimate 8 ( X ) . Robust-KASSAM AND P O O R . ROBUST TECHNIQUES FOR SIGNAL PROCESSING ness can be formulated in this context by requiring this mapping to be continuous in some way; i.e., a small change in the data distribution should cause only a small change in the distribution of the estimate. It turns out that, for estimates of the form T( f,,) , these two continuity definitions of robustness are equivalent (within the proper definitions of continuity). The notion of robustness as a continuity property was introduced in the context of parameter estimation by Hampel [3] , although similar ideas were set forth in the context of signal detection in Root's earlier study of stability in detection [2] . Robustness of this continuity type is usually known as qualitative robustness.
The robust estimators discussed above can be extended to the estimation of signal parameters other than amplitude (see, e.g., Huber [28] , Kelly [147] , and El-Sawy [146] ). Robust estimators have found numerous applications in statistics and signal processing. For example, location M-estimates, a-trimmed means, and modifications thereof have been applied successfully to the problem of image enhancement by Bovik, Huang, and Munson [I801 and by Lee and Kassam [181], [182] . This is a natural application for robust methods since image noise typically consists of a Gaussian-like background with occasional impulsive or "spiky" components. For example the imagS5 of Fig. 27(a) is shown corrupted by a combination of additive Gaussian and impulsive noises in Fig. 27(b) . The effects of smoothing this image with a running mean (analogous to the sample mean) and with an M-estimate are shown in Figs. 27(c) and (d), respectively.
''The images in Fig. 27 were produced using the facilities of the GRASP Laboratory, Department of Computer and Information Sciences, University of Pennsylvania.
The beneficial effects of robustifying the estimate are quite dramatic in this case. Another interesting investigation of the use of robust estimators, in a digital F M receiver, has been considered by Abend et a/. [183].
B. Robust Nonlinear Recursive Filtering and Identification
One of the most commonly used signal processing algorithms is the discrete-time Kalman filter, which is based on the linear observation model Y, = H, X, + V,, n = 0 , 1 , 2 , . . . (5.30) where, for each n, Y, is an r X 1 observation vector, H, is the observation matrix, X, is the n x 1 state vector, and V, is the observation noise; and on the state model X, +, = F,X, + W,, n = 0,1, .. . O f course, the linearity of (5.32) and (5.33) follows from the assumptions of Gaussian statistics for the state and the observation noise. If either of these quantities has a distribution that deviates from this nominal assumption in that it allows an unexpected number of large observations, then the Kalman estimator may perform poorly. This may be seen from (5.32) . In particular, the prediction residual (Y, -H,~nln-l) will contain outliers if either of the Gaussian assumptions is violated towards a heavier tail behavior. Since this residual is fed directly into the estimate, a distorted value can cause severe degradation of the estimation performance; and, because of the dynamics, such errors will propagate. However, there is an additional dimension to this problem in that outliers in the state are of interest and should be tracked rather than limited, and so additional considerations arise here. A method for robustification of the Kalman filter against modeling uncertainty has been proposed by Masreliez and Martin in [185] .
In view of the ideas described in the preceding subsection, a natural way to try to protect against the detrimental effects noted in the above paragraph is to somehow place a limiter or similar nonlinearity in the feedback loop of the filter (5.32), (5.33) . This would limit the effects that any outlier could have on performance, and this, in fact, is the way robustness is achieved in this model if all uncertainty is in the observation noise distribution. However, because of the vector nature of the Kalman filtering problem, some scaling and transformation of the residual is necessary both in modeling the uncertainty and in processing the residuals for robust estimation. In particular, for ppoint uncertainty, the robust version of (5.32), (5.33) A problem related to Kalman filtering is that of system parameter identification. In this problem we have a set of scalar observations V,;.., Y, and a set of system input vectors X , ; . . , X , that are related through the equation with L an error-weighting function. We get least squares estimation with L ( x ) = x 2 , least moduli estimation with L ( x ) = 1x1, and maximum-likelihood estimation with L ( x ) = -log f ( x ) . If the X ; are iid and L is convex, then within mild regularity conditions the estimate S of (5.38) is strongly consistent. Moreover if s ( c , X ; ) is linear (i.e., s(c, X i ) = c r X j ) , then f i ( S -c) is asymptotically Gaussian with zero mean and covariance matrix P-lv(e, f ) (5.39) where / 3 = E { X,%:} and V ( L , f ) is from (5.4). Thus just as in the location estimation case the minimax robust estimate of c in (5.37) for a given noise uncertainty class .F is the optimum M-estimate (L, = -fL/fR) for the least favorable noise density, As noted in the preceding subsection, since the M-estimator is a batch process, we are often more interested in recursive estimators for on-line applications. In this case (with linear s(c, X,)) the appropriate robust recursive identifier for a class S is given by cn+l = ?n -P-lSnLR( yn -5( t n , nl( ' R ) ]
( 5 4 which, together with f,, also gives a saddlepoint for the minimax robustness problem. For further details on this and related topics the reader is referred to the interesting survey by Poljak and Tsypkin [38] .
The problem of system identification is closely related to the problem of estimating the parameters of a linear time series. An excellent survey of methodology for robust estimation in this context is found in [37] . To illustrate the type of results that can be obtained, we mention briefly the problem of estimating the parameters of an autoregression. Specifically, suppose we have observations V, = e + X ; , i = 1,2,-,n (5.41) where 0 is a location parameter and { X ; } is a pth-order autoregression X , = +,X;-, + hZX,-, + . . . ++pX,-p + C; (5.42) where + = (+,,...,(pp)'is a vector of constants, and {c;} is an iid innovations sequence with marginal pdf f. M-estimates of + and 0 can be computed by finding ( ? A ) where y e/(l -+, -... -+ p ) and 5 is an estimate of the innovations scale parameter (see [37] ), and then setting 8 = + (I -6, -. . . -6J. These estimates of B and $I are consistent and are asymptotically Gaussian and independent with and ncov(6) -V(L,f)C-'/u,' (5.44) where V ( L , f ) is the asymptotic variance expression for M-estimation of location from (5.4), u , ' is the variance of the innovations, and C is the p X p covariance matrix of the { X ; } process when u , ' = 1. Extensions of the above ideas to problems of estimation in ARMA models, nonlinear models, models with additive observation noise (in which outliers are again detrimental), and models of unknown order are discussed in [37] . Similar ideas can also be applied to other problems of time series analysis such as forecasting [37] and spectrum estimation [35] . Connections between the problems of robust Kalman filtering and robust time-series regression have been noted in a recent paper by Boncelet and Dickinson [191] .
VI. ROBUST DATA QUANTIZATION
Data quantization is a necessary function of systems which digitally process or transmit signals. The optimum design of quantizers based on minimum-distortion criteria has been considered extensively over the past three decades and a number of references on this subject can be found in surveys by Morris [I921 and Gersho [I931 and THEORY (Gray [194] ). More recently, designs for quantizers which are optimum for signal detection or estimation purposes have also been developed [163] , [195]-[197] .
Optimum quantizer design is based primarily on statistical definitions of optimality, such as minimum mean distortion [I981 or maximum divergence [I%] . Thus the optimum designs usually require an accurate statistical model for the data to be quantized. Since such models are rarely exact, the study of quantizer design for inaccurate models is of practical interest. One approach to this problem is that of adaptive quantization (see, for example, [ I s ] , [2oO] ), which is appropriate for very inaccurate models or for situations in which data statistics are changing significantly over moderate time periods. An alternative approach which is primarily of interest when there are relatively small inaccuracies in the statistical model or when a fixed structure is preferred, is a game-theoretic one in which a quantizer with best worst case performance is sought. As demonstrated in the preceding sections, this general approach has also been applied successfully to many other problems of signal processing with inaccurate statistical models, and the resulting designs are usually robust. In this section, we consider the problem of minimax design of quantizers for imprecisely modeled data. In particular, we survey several recent results pertaining to the problem of minimax distortion quantization. These results include both asymptotic (as the number of quantization levels becomes infinite) and nonasymptotic treatments of this problem.
A. Robust Quantization for a Small Number of Levels
An M-level quantizer Q can be represented by a set of M output levels ql, q2; .., qM and a set of (M + 1) input breakpoints to, t,; .., tM, satisfying -w = to < t, < . . . < optimization problem on RZM-'. The most common quantizer design criterion for a random input X is to choose the quantizer parameters to minimize a mean-distortion quantity The study of minimum-distortion quantization is exemplified by the classical work of Max [I%] , in which design conditions for the tk and qk of minimum-distortion quantizers are derived. In particular, for a wide class of difference distortion measures (including the pth-difference ones), M a x shows that the breakpoints should be chosen to satisfy and he also gives a second set of necessary conditions which, together with (6.3), give a set of nonlinear equations to be solved for the optimum quantizer parameters. For example, if we consider mean square distortion ( D [ a , b ] = la -bI2) and if X has a pdf f , then the necessary conditions are given by qk = ltk f( x ) dx , k = l ; . . , M (6.4) k -1 that is, qk is the centroid of (fk-l,tk] weighted with f . (An equivalent interpretation is that q k = E { X I X E ( t k -l , tk]}).
Many important refinements and generalizations of this theory as well as studies of performance, approximately optimal design, etc., can be found in the literature, and again the reader is referred to [192] -[I941 for further discussion. Of course, designs based on minimizing the quantity of (6.2) will depend on knowledge of the probability distribution of X , as can be seen, for example, in (6.4) . Thus, as discussed in the Introduction, when this distribution is not known exactly it is necessary to seek an alternative design strategy to minimizing (6.2) . If we assume that the probability distribution of X lies in some uncertainty class 9, then a useful design objective is the minimization of the alternate quantity Several recent studies have considered various aspects of the minimization of (6.5) and these are discussed in the following paragraphs. For the purposes of discussion, we will consider only the particular case of mean-square distortion, although all of the cited studies consider more general distortion measures as well. Thus we will be considering the problem min sup jm 1 x -Q( x ) )'dF( x ) (6.6) Q E~M F E B -m where 1 , denotes the class of all M-level quantizers.
The first study to consider (6.6) in the context of minimax robustness is that of Morris and VandeLinde [201] , in which B is taken to be the class of all possible probability distributions on a fixed interval [ -V, VI. In this case, it is shown in [201] that the minimax quantization problem (6. The solution to (6.6) was considered next by Bath and VandeLinde in [202] , in which the class B is taken to be a unimodal generalized moment constrained (UGMC) set; i.e., B is assumed to consist of the distribution functions which are unimodal (with mode zero) and which satisfy the generalized moment constraint where the constraint function p is symmetric, continuous, is strictly increasing on (0, co) , and satisfies p(0) = 0 and p ( x ) + 00 as x + co. In particular, it is shown in [202] via the Lagrange duality theorem that the minimax quantizer for this problem is given by the solution to where c is from (6.8) and
An O ( M ) algorithm for solving (6.9 ) is also given in [202] , and it is demonstrated numerically that the resulting minimax quantizer can perform much better in the worst case over B than both the uniform quantizer and the quantizer which is optimum for Gaussian data.
B. Asymptotic Robust Quantization
Further work on the minimax-distortion quantization problem considers the asymptotic case as the number, M , of quantization levels becomes infinite. Assuming the data are confined to an interval [ -V, VI, it is convenient to represent (and to implement) a quantizer as an increasing invertible function G:[-V, VI + [ -V, VI, followed by a uniform quantizer, which is followed in turn by the inverse of C (see Fig. 29 ). The function G is termed a compressor and its inverse an expander, so that the whole scheme is termed companding. In general, the compressor G can be any invertible function; however, it is usually assumed to have a continuous derivative g. It is also common to assume, for simplicity, that the data distribution F has a density f. Under these and further mild regularity conditions it can be shown that the mean-squared error associated with the companding scheme is asymptotically of the form D( f,g) . M P 2 , 
-v
The function g describes the relative density of the quantization intervals within the range of the data. By way of (6.11) , an asymptotically optimum compressor curve G can be chosen by minimizing over g. Straightforward minimization (see, e.g., Gersho [193] ) yields that the minimizing compressor is given by which yields a value of (6.11) of D( f,g,) = l ( f 1 l 3 ( x ) dx) (6.13) 
where go = G. Since it is known that (6.13) gives the limiting distortion of the minimum mean-square-error quantizer (see, for example, Bucklew and Wise [203] ), it follows that the companding structure causes no performance loss for optimum quantization in the asymptotic case.
Note that, as one would expect, the optimum compressor characteristic of (6.12) depends on an exact knowledge of the probability distribution of the data. Thus if, as above, F is known only to belong to some class 9 of possible data distributions, then it is reasonable to replace the problem of minimizing (6.11) over g with that of minimizing over g the worst case over B of (6.11) . That is, it is of interest to consider the problem min ( SUP D( f , g) ) (6.14) g c 9 F E F where .F= { f l f = F', f~ B } , and where g is a set of admissible compressor curve derivatives.
The problem in (6.14) was first considered by Bath and VandeLinde in [204] , where the case in which B is a UGMC set as in (6.8) is treated. It follows from [204] that the minimax compressor for this case is given by where g;*( x ) = ( v/3'/2) [ X: + X;p( x ) ] -"2 (6.16) with A : and X : chosen to solve and Here, the constant c and the function p are from (6.8) . It is noted in [204] that for the case p ( x ) = x z , the solution to (6.17) involves only finding the root of a simple transcendental equation. It is also shown in [204] that the worst case performance over the UGMC set B of the minimax compander is much better than that of the corresponding optimum companders for the Laplace, uniform, and Gaussian distributions, However, surprisingly, it is found that "robustified" versions of the classical A-law and p-law companders (see, for example, Cattermole [205] ) perform nearly as well in their worst case as does the minimax compander.
A slightly different approach to solving the robust companding problem is proposed by Kazakos in [206] and [207] .
In particular, [206] and [207] consider uncertainty classes B for which saddlepoint solutions to (6.14) can easily be demonstrated. Note that D( f,g) is linear (and hence concave) in f and is convex in g. In [206] the following uncertainty class is considered (here V is taken to be equal to (6.18) where N, the x k , and the pk are fixed and known with This class is an example of the ppoint class discussed in previous sections. Kazakos shows that the member of (6.18) which has the uniform density on each of the intervals ( x k -, , x k ] and its corresponding optimum compressor from (6.12) form a saddlepoint for (6.14) in this case. That is, with f2*(X)=Pk/(Xk+l -x k ) t X E ( X k , X k + l ] , k=O,I;.., N-l (6.19) and & from (6.12) with f = fp, we have (6.20) for all g E 9. Note that the compressor curve q corresponding to this & will be piecewise linear. Also note that, of course, the existence of ($*, 8 ) satisfying (6.20) is equivalent to the condition
In [207] , the saddlepoint properties of (6.14) are considered in a more general setting. in particular, it is noted in [207] that within regularity conditions on 9 and Y, the equality of (6.21) holds for general convex classes 9. Thus in view of (6.13), saddlepoint solutions to (6.14) can be sought by looking for solutions to the alternate problem where ]( f ) = /" f1I3( x ) dx.
-V (6.22) (6.23) That is, under mild conditions, a solution f * to (6.22) and its corresponding optimum compressor characteristic g* from (6.12) form a saddle point for (6.14). As was noted in [208] , since ]( f ) is of the form with C concave, solutions to (5.22) are those "closest" to the uniform density on [ -V, VI. Thus solutions for several uncertainty classes are straightforward. For example, with 9= { f l f = (I -4 ) 6 + Eh} (6.24) where 6 and c are fixed and h is arbitrary, the density solving (6.22) is given by f ; t ( x ) = max{(l -c ) & ( x ) , m } (6.25) where m is a constant chosen so that r;t integrates to unity (compare with (2.35)).
Unfortunately, as pointed out in [209] , the asymptotic formulation of [206] , [207] is weakened by the fact that, for some models (e.g., c-contaminated data), the minimum of the maximum asymptotic error is different from the minimum of the asymptotic maximum error due to the discrete nature of the finite-M problem. (This problem does not occur for the UGMC model of Bath and VandeLinde.) This problem is corrected in [209] , and the solution for c-contaminated data are still of the form of (6.25) but with a higher degree of limiting. A typical solution is shown in Fig.  30 . Note that, for this case, the levels of the robust quantizer are distributed more or less as those of the nominal quantizer near the center of the range but they are spaced uniformly (and closer together than for the nominal quantizer) near the ends of the range. This latter property guards against a larger than expected number of data points near the ends of the range. Thus the robust quantizer is a mixture of the nominally optimum quantizer and the uniform quantizer (which is universally minimax). Numerical results illustrating the effectiveness of the robust quantizer are given in [209] .
VII. CONCLUSIONS
In this paper we have considered minimax robustness in the context of the signal processing tasks of estimation, detection, and data quantization. We have seen that these robustness formulations take two basic forms: robustness with respect to uncertain second-order statistical properties (e.g., spectral properties) of signals or noise and robustness with respect to uncertainty in the marginal distribution of the noise or signal process. In the first of these cases, the robust methods take the form of the linear procedures discussed in Sections II and Ill, whereas in the second case, nonlinear procedures are called for. In either case the typical robustification procedure has the effect of lowering the sensitivity of a nominally optimum procedure by tempering those characteristics that are accentuated by the nominal model. Thus in a nominally Gaussian noise model with a small fraction of "outliers," enough limiting is introduced into the optimum procedure to keep these outliers from destroying the action of the procedure. The frequency-domain robustness methods can also be thought of in the same way in which the gain of the appropriate filter is reduced in certain spectral regions to limit the effects of a more than expected amount of energy in those regions (i.e., "spectral outliers").
The relationship of these two types of robustness has been discussed by Franke and Poor in [59] in the context of estimation. in [59] it is noted that, if one knows only spectral or other second-order properties, then linear estimation procedures are globally minimax over all estimation schemes. It is only when distributional information is provided that nonlinearity arises in the minimax solutions. Thus the robust filters of Section Ii are globally minimax over all filters (linear or nonlinear) and all random processes (Gaussian or otherwise) with the given spectral properties. Note that the relevant observation or noise processes in Section V have very special spectral characteristics (they are usually white), and only their marginal distribution is allowed to vary. Very little progress has been made in dealing with simultaneous spectral and distributional uncertainty models (an exception is a recent paper by Moustakides and Thomas [154] ), although this certainly gives rise to an interesting class of problems from a practical viewpoint.
