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Запропоновано евристику для евклідової задачі Штейнера на основі меметичного алгоритму. 
Описано основні кроки алгоритму з детальним поясненням ключових процедур.
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Вступ
Евклідова задача Штейнера належить до кла­
су комбінаторних задач мінімізації і є NP- 
складною. Ця задача полягає у знаходженні міні­
мального дерева Штейнера для заданої множини 
точок t1,t2,...tn в евклідовому просторі.
Дерево з вершинами tt t2 ...t„,s1 s2 ...sk є дере­
вом Штейнера на t\t2,—tn , якщо: 1) дерево не має 
ребер, що перетинаються; 2) deg(st ) = 3,1 < і< к ;
3) £feg(i,.)<3,l</<«;
4) 0 < к < п -2 .
При цьому точки Т  = {txt2 ...tn} називаються 
термінальними, а S  = {s1s2...sk} — точками
Штейнера.
Дерево Штейнера на T u S  є мінімальним, 
якщо немає іншого дерева на T u S '  з меншою 
сумарною вагою ребер.
Вперше задача про мінімальне з ’єднання 
трьох точок за допомогою додаткової точки 
на площині була поставлена Ферма та розв’язана 
геометрично Торрічеллі у XVII століття. Тоді ж 
сформульовано основні геометричні властивості 
задачі. Сімпсон узагальнив цю задачу на к  точок 
у просторі довільної розмірності R" у XVIII сто­
літті. У 1941 р. задача отримала назву «задача 
Штейнера», а в 1977 р. доведено її належність 
до класу NP.
Точні алгоритми для розв’язку евклідової за­
дачі Штейнера запропоновано у другій половині 
XX ст. з експоненційним часом виконання. Про­
тягом останніх десятиліть описані евристичні 
алгоритми на основі мінімальних остових дерев, 
жадібних алгоритмів, методу відпалу, генетич­
ного алгоритму, наближення розв’язку задачі 
Штейнера на графах та інше.
Запропонуємо новий алгоритм для розв’язку 
евклідової задачі Штейнера на основі меметич­
ного підходу.
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Меметичний алгоритм
Схема меметичного алгоритму
Термін «меметичні алгоритми» введений 
в кінці 80-х років минулого століття для позна­
чення сімейства метаевристик, орієнтованих 
на використання популяцій. Меметичний алго­
ритм використовує популяцію особин для пошу­
ку субоптимальних рішень задачі за заданою 
функцією здоров’я для оцінки рішень. Дослід­
ники використовували меметичні алгоритми для 
знаходження наближення МР-повних задач [6].
На вхід нашого меметичного алгоритму по­
дається множина термінальних точок Т .
Параметрами алгоритму є кількість ітерацій, 
розмір популяції, ймовірність використання опе­
ратора кооперації РСЮх та мутації ртШ , пропорції 
використання множин точок ініціалізації особин.
На виході роботи маємо набір точок Штейне­
ра У та ребра дерева на вершинах Т  и  У .
Роботу алгоритму можна описати такими 
кроками:
1. ініціалізація популяції;
2. зведення особин популяції до дерева Штей­
нера;
3. поки не виконується умова зупинки (кіль­
кість ітерацій):
3.1. для кожної особини в популяції:
3.1.1. якщо £ > рсгав , то кооперація даної осо­
бини і випадково обраної з популяції;
3.1.2. якщо £, > ртш , то мутація особини;
3.1.3. зведення особини-результату 3.1.1— 
3.1.2 до дерева Штейнера;
3.1.4. застосування локального пошуку 
до особини для покращення рішення;
3.1.5. додати особину до популяції;
3.2. зменшити популяцію до початкового роз­
міру, залишивши лише найкращі особини;
3.3. якщо алгоритм не генерує кращих особин 
(популяція незмінна), додати невелику 
кількість нових, згенерованих особин.
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У наступних підрозділах уточнимо основні 
складові алгоритму.
Попередня обробка
Вхідні дані евклідової задачі Штейнера є на­
бором термінальних точок. У загальному випад­
ку задача визначається на багатовимірному про­
сторі, але в межах цієї роботи для спрощення 
розрахунків розглянуто двовимірну задачу з точ­
ками (х ,у ). Оскільки для задачі Штейнера 
не важливо, де саме на площині знаходяться ці 
точки, лише їх відносне розташування, можна 
обмежуватись точками у першому квадранті, 
тобто з невід’ємними координатами.
На кроці попередньої обробки термінальні 
точки варто впорядкувати за певним правилом 
для легшого відслідковування зв’язків між термі­
нальними точками і точками Штейнера надалі. 
Найбільш очевидний шлях -  лексикографічне 
впорядкування вхідних точок, яке здійснюється 
протягом часу 0{п\о%п). Попередня обробка ви­
конується лише один раз. Після неї множину тер­
мінальних точок можна пронумерувати ■
Кодування
Враховуючи, що розв’язання нашої задачі по­
лягає в основному в знаходженні точок Штейнера, 
тоді як термінальні точки мають сталу кількість і 
розташування, для представлення розв’язку у ви­
гляді особини в популяції достатньо знати місце­
знаходження точок Штейнера. Отже, кодування 
може бути представлено у вигляді набору пар ко­
ординат (хг,у ,) . Зазначимо, що важливою є фікса­
ція, які саме точки утворюють з’єднання. Справді, 
одні й ті самі точки резулкіуватимуть у різній су­
марній довжині за різного з’єднання (рис. 1).
Рис. 1. П риклади різного з ’єднання одного набору точок
Тому кодування здійснюється зі збереженням 
інформації про з’єднання між точками. Використо­
вуючи властивість точок Штейнера (степінь точки 
завжди дорівнює три [5]), представимо точку так:
) ,(*  V 5 ,/  V 5 ,/  V ^  ) }  ,
де і -  порядковий номер точки, (де,,у,) -  
невід’ємні координати в евклідовому просторі, 
у, і / V 5 -  порядковий номер і тип (ї -  термі­
нальна, б -  точка Штейнера) точки, з якою 
зв’язана дана точка.
Оцінка верхнього обмеження на довжину рі­
шення випливає з властивості дерева Штейнера 
(точок Штейнера має бути не більше п-2). Оцін­
ки нижньої межі немає. Тоді порядковий номер
належить інтервалу [ і ,я -2 ] , а особина матиме 
змінну довжину.
Також особина має містити інформацію про 
{t,t) ребра, що з ’єднують дві термінальні точки, 
якщо вони присутні в дереві.
Оцінка рішення
Оскільки дерево Штейнера є остовим дере­
вом, то для оцінки рішення є очевидним обрати 
сумарну довжину ребер. Позначимо одну особи- 
ну-рішення Chromosome, а процедуру підрахунку 
евклідової відстані між двома точками euclidean_ 
distance. Тоді оцінку рішення рахуємо так: 
sum <— 0
for { i,(x „ y ,) ,( tv s ,tv s ,tv s ) ,( j\  j 2j 3)} in 
Chromosome do 
for /іп 1..3 do 
if тип, = t then
sum <— sum + euclidean_distance ((x .,y .) , j, in T) 
else if j  > і then
sum <— sum + euclideandistance ((* ,,y, ) , j, in 
Chromosome)
коментарій: інакше (j < і) це ребро вже рахували
endfor
endfor
foreach (t,,tj ) in Chromosome do
sum <— sum + euclidean distance (і in T J  in T)
endforeach
Обчислення функції здоров’я залежить від 
кількості ребер остового дерева, або ж від кіль­
кості точок. Оскільки кількість точок не переви­
щує 2п-2, маємо часову оцінку 0(п) .
Початкова ініціалізація
Одна з характеристик евклідової задачі 
Штейнера полягає в тому, що всі точки знаходи­
тимуться у межах опуклої оболонки, побудова­
ної на цих точках [5]. Таким чином для початко­
вої ініціалізації можна використовувати будь-які 
випадкові точки з опуклої оболонки або ж раху­
вати точки за допомогою додаткових методів, 
наприклад триангуляції Делоне (рис. 2).
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Триангуляція Делоне з’єднує відрізками мно­
жину точок у трикутники так, що описані кола 
навколо цих трикутників не містять всередині 
точок цієї множини. Результатом триангуляції є 
набір трикутників, причому кількість ребер буде 
рівна кількості точок. Алгоритм для цього мето­
ду виконується за О (піо^п). Для початкової іні­
ціалізації можна взяти точки на трикутниках, ко­
ординати яких легко порахувати.
Кількість трикутників і ребер в триангуляції за­
лежить від загальної кількості точок п та кількості 
точок скр (скр^п), що утворюють опуклу оболон­
ку. Наведемо оцінку кількості основних геоме­
тричних складових триангуляції: 2« -  2 -  скр
трикутників, 3« -  3 -  скр ребер, скр ребер опуклої 
оболонки і 3« -  3 -  2скр внутрішніх ребер.
Оскільки Я,- для будь-яких трьох точок буде 
знаходитись всередині трикутника на цих точках, 
то в роботах [1; 7], як додаткові точки, використано 
центроїди трикутників -  точки перетину медіан.
Координати центроїда визначаються так:
* =  ^ (*« + *6 + * с ) ’ У =  \ { У а + У ь + Ус)
Кожен трикутник має лише один центроїд, 
тобто всього центроїдів 2 п - 2 -с к р . Враховую­
чи обмеження на скр, ця величина лежатиме 
у межах [2 п -5 ,п -2 \.
Як додаткові точки, також можна використа­
ти середини сторін трикутників, які знаходяться 
всередині опуклої оболонки. В цьому випадку 
координати визначаються так:
х„ +хи V + Уи х = —---Ь- ’ у  = — ----1*.
Точка середини внутрішніх ребер одна для 
кожної пари таких трикутників, їх кількість до­
рівнює кількості внутрішніх ребер -  Зп -  3 -  2скр. 
Враховуючи обмеження на скр, ця величина ле­
жатиме у межах [3 я -9 ,я -3 ] .
Маємо три множини точок: точки-центроїди, 
точки-середини внутрішніх ребер та випадкові точ­
ки з опуклої оболонки. Для створення диверсифіко- 
ваної початкової популяції обираємо точки з однієї 
з цих множин у визначеній вхідним параметром 
пропорції, доки довжина хромосоми не стане п-2.
Процедура зведення до дерева Штейнера
Кожну особину у популяції слід звести до де­
рева Штейнера. Для цього застосовуємо таку 
процедуру.
Особина має п-2 точок Штейнера та п термі­
нальних. На них будуємо повний граф, ваги ребер 
якого є довжинами шляхів між відповідними точ­
ками-вершинами. На цьому графі знаходимо
мінімальне остове дерево за допомогою відомого 
алгоритму Крускала, складність якого 0(п\о%п).
Далі перевіряємо кожну 5, :
1. якщо я,, має степінь 1, видалити її разом з 
відповідним ребром;
2. якщо я, має степінь 2, видалити її та інци­
д е н т і їй ребра, з’єднавши її сусідів одним 
ребром;
3. якщо я{ має степінь 3, залишити її та інци­
д е н т і ребра;
4. якщо Я; має степінь 4:
4.1 визначаємо дві множини інцидентних 
вершин залежно від того, в якій півпло- 
щині відносно х-координати 5, знахо­
диться вершина;
4.2 якщо в кожній множині по 2 вершини, ви­
даляємо 5г , додаємо дві нові точки Штей­
нера
V =
и =
х„ -
У Н - У min 
->ySl — Ч ;— та
х +- -,у* +■
■у,.
зі степенем три, де xs , ys -  координати 
si » хтіп, утіп -  найменші значення коор­
динат точок у лівій півплощині, Хтах , 
у,пах -  найбільші значення координат то­
чок у правій півплощині (рис. 3);
Рис. 3. Ілю страція обробки точки Ш тейнера зі степенем 
чотири, коли визначені у  п. п. 4.1 множ ини інцидентних 
верш ин містять по дві верш ини
Рис. 4. Ілю страція обробки точки Ш тейнера з і степенем 
чотири, коли визначені у  п. п. 4.1 м нож ини інцидентних 
верш ин м істять по одній і три  верш ини з ребром  (Я рС ) 
більш им, н іж  відстань від  с до Ь
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4.3 якщо в першій множині одна точка Ь , 
а в другій три а,с,й , то визначимо, яка з 
цих трьох точок з ’єднана з л(. наймен­
шим ребром (я,,с). Якщо (л„с) більше, 
ніж відстань від с до Ь , то видаляємо 
( ,^ ,с) і додаємо (Ь,с) (рис. 4). Інакше за­
лишаємо ребро (і'^с) , рахуємо точку 
Торрічеллі [8] для 5, та а,сі, яка буде но­
вою точкою Штейнера V з ребрами 
(рис. 5).
b b
Рис. 5. Ілю страція обробки точки Ш тейнера зі степенем 
чотири, коли визначені у  п. п. 4.1 м нож ини інцидентних 
верш ин м істять по одній і три  верш ини з ребром 
менш им, ніж  відстань від  С до Ь
Зазначимо, що дві множини, утворені у п. п. 4.1 
процедури зведення, завжди будуть непорожні, 
оскільки всі точки знаходяться у межах опуклої 
оболонки на Т . Доведення від супротивного: 
нехай усі чотири точки знаходяться з одного бо­
ку від 5,. . Оскільки всі точки особини-рішення 
належать опуклій оболонці на Т , то з другого 
боку я, також мають бути термінальні точки, 
а якщо вони є, то алгоритм мінімального остово­
го дерева мав знайти інше мінімальне дерево 
за їхньої участі. Тому обидві множини, утворені 
півплощинами, будуть непорожні.
У межах меметичного алгоритму процедура 
зведення відіграє роль локального пошуку в іні­
ціалізації. Завдяки застосуванню процедури ал­
горитм починає роботу не з випадковою попу­
ляцією, представники якої не обов’язково є де­
ревом Штейнера, а вже з покращеними 
рішеннями-деревами.
Складність процедури зведення: О (п).
Генетичні оператори
Кооперація двох особин є головним генетич­
ним операторам для еволюції; також її назива­
ють оператором рекомбінації.
Для застосування оператора рекомбінації 
обираємо дві особини, що є представленнями
двох можливих рішень. Ці особини поєднуємо 
одна з одною, використовуючи пошук міні­
мального остового дерева та утворюючи нове 
рішення. Оскільки обидві особини є мінімаль­
ними остовими деревами на T u S , то пошук 
остового дерева на об’єднанні їх ребер із засто­
суванням процедури зведення до дерева Штей­
нера результуватиме в іншому коректному рі­
шенні задачі. Результатом кооперації може бути 
особина довжиною більше, ніж п-2, але завдяки 
відбору лише найкращих представників для на­
ступного покоління (крок 3.2 алгоритму) такі 
рішення відсіюються.
Іншим генетичним оператором є мутація, що 
полягає у випадковому виборі точки Штейнера і 
пересуненні її у випадкове місце в межах опук­
лої оболонки. Частота застосування такого опе­
ратора може сильно впливати на різноманіття 
згенерованих рішень, адже він змінює тополо­
гію дерева Штейнера.
Частота застосування генетичних операторів 
регулюється вхідними параметрами алгоритму.
Локальний пошук для покращення рішення
Оскільки пошук ведеться в евклідовому про­
сторі, використовуємо невеликі зміни для випад­
ково обраних точок Штейнера:
1. пересунення точки Штейнера на маленьку 
відстань у випадковому напрямку;
2. зсув точки Штейнера від чи до сусідньої 
для усереднення довжин ребер, інцидент­
них даній точці;
3. зсув точки Штейнера до термінальної.
Який з трьох варіантів покращення застосо­
вувати обираємо випадковим чином.
На противагу генетичним операторам ло­
кальний пошук виконуємо на кожній ітерації для 
локального уточнення місцезнаходження точок 
Штейнера, але зміни приймаються лише тоді, 
коли сумарна довжина ребер, інцидентних даній 
точці, не стає більшою.
Реалізація
Для реалізації та візуалізацїї використано про­
екти з відкритим кодом CGAL [3], Gnuplot [4].
Представлення порядкового номера і для 
термінальних точок, і для точок Штейнера як 
unsigned int, що має інтервал значень [0;232 -  і ] , 
є достатнім для експериментального дослі­
дження.
Приклад роботи алгоритму на 10 точках, 8 іте­
раціях та з популяцією в 5 представників пред­
ставлено на рис. 6.
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Рис. 6. П риклад роботи алгоритму 
на  10 точках
Висновки
Запропонований алгоритм поєднує кілька різ­
них підходів: комбінування різноманітних точок 
(випадкових і отриманих з триангуляції Делоне) 
під час генерації популяції та контроль за перебі­
гом еволюції через додавання нових особин за­
безпечує диверсифікацію дослідження пошуко­
вого простору, застосування локального пошуку 
на кожному кроці — інтенсифікацію отриманого 
рішення. Час роботи алгоритму в найкращому ви­
падку обмежується 0{nlogn) , і показав непогані 
результати на тестах з [2]. Просторова складність 
алгоритму 0{п2).
Надалі слід оптимізовувати структури даних 
для збереження дерев і процедури.
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MEMETIC ALGORITHM FOR EUCLIDEAN STEINER PROBLEM
The paper proposes heuristic fo r Euclidean Steiner problem based on memetic algorithm. Main steps o f  
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