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Abstract 
This paper discusses recent developments that emphasize the role of discrete mathematics in 
decision theory. It focuses on three topics which illustrate this role. The first is the transitive 
simple majorities problem of determining the maximum number of linear orders on n candi- 
dates that prevent the occurrence of cyclic majorities when voters’ preferences are confined to 
those orders. The second involves the varieties of unique solutions to simple systems of n - 1 
linearly independent homogeneous linear equations in n variables of types that arise from 
qualitative equivalence comparisons in the measurement of subjective probabilities and utility 
differences. The third topic describes a computer-efficient hierarchy of stochastic-dominance 
relations for comparisons of risky alternatives whose outcomes lie in a unidimensional set of 
evenly spaced points. Although the paper is primarily expository, new results and new 
conjectures are included. 
1. Introduction 
Decision theory and discrete mathematics have enjoyed a long and productive 
relationship. Early instances include sixteenth and seventeenth century uses of bi- 
nomial coefficients and averaging to evaluate games of chance [17], and the Marquis 
de Condorcet’s eighteenth-century discovery of simple-majority cycles based on 
voters’ preference orders [S]. The smallest example of cyclic majorities uses three 
voters and three candidates, a, b and c: 
voter 1 prefers a to b to c 
voter 2 prefers c to a to b 
voter 3 prefers b to c to a. 
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These orders produce majority cycle abca since a has a 2-to-1 majority over b, b has 
a 2-to-1 majority over c, and c has a 2-to-1 majority over a. Noteworthy developments 
of the twentieth century that employ discrete methods include threshold-based order- 
ing relations on finite sets [29,26, 131, Kenneth Arrow’s profound generalization of 
Condorcet’s phenomenon to an impossibility theorem for transitive social choices [3], 
and algorithmic approaches to combinatorial optimization problems in conjunction 
with the theory of computational complexity [16,23]. 
My purpose here is to discuss recent investigations in decision theory that highlight 
discrete methods and emphasize finitistic points of view. Three topics are considered. 
They have been chosen to illustrate different aspects of discrete mathematics and 
different facets of decision theory. Two of the three feature important open problems 
in combinatorics and number theory. 
The first topic addresses a combinatorial maximization problem in social choice 
theory [3, S] that Kim et al. [19] identified as a major unsolved problem in the 
mathematical social sciences. It is known by several names; I refer to it as the TSM 
problem (transitive simple majorities problem). Let S, denote the set of n! linear orders 
(permutations) on {1,2, . . . , rz]. A subset T of S, is acyclic if there exists no set of 
voters with preference orders in T whose preferences induce a majority cycle on three 
or more members of { 1,2, . , n}. The TSM problem is to determine 
f(n) = max { 1 T I: T is an acyclic subset of S,} 
for each positive integer n, and to describe the structures of the maximum acyclic 
subsets. A complete solution is known only for n d 5. I say more about the TSM 
problem in the next section. 
The second topic involves number theory and elementary linear algebra in the 
analysis of unique solutions for problems of finite structure in the representational 
theory of measurement [20,27,22,25], which has many close ties to problems of 
representing preferences and probability judgements by numerical structures. Finite 
uniqueness has been studied intensively since 1985, and many results are summarized 
in Fishburn and Roberts [15]. Its general concern is solutions in y1 variables, 
di, &, . . . , d,, to systems of n - 1 linearly independent homogeneous linear equations, 
each of which has the form 
C di- 1 di=O, A,B G (1,2, ,n}. 
itA iaB 
I refer to such systems as L systems and focus on those that have positive solutions. 
The solutions of each such L system are uniquely represented by a vector of positive 
integers 
d=&,dz, . . . ,d,) 
with greatest common divisor 1. Every other positive solution of the same L system 
has the form id with 1” > 0. 
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Specific measurement contexts such as comparative probability, preference differ- 
ence comparisons, and additive conjoint measurement for multiattribute decisions, 
restrict admissible pairs (A, B) for the n - 1 equations in an L system and limit the 
variety of unique positive d solutions. Section 3 describes restrictions that force 
1 di < 2” ’ and others that allow 1 di > 2”-- ‘. The latter is typified by the unrestricted 
comparisons of subjective probability, which admit solutions that have 
~ di/2”- ’ + ~1 as n gets large. An intermediate context arises from binary compari- 
sons of positive differences. It is known [12] that 1 di < 2”-’ for the difference context 
when n < 5, but not known whether this holds also for n > 6. Other open questions 
for unique solutions of finite difference structures are noted in Section 3. 
Our third topic is a discrete version of stochastic dominance analysis in expected 
utility theory [28. 71 that was developed by Fishburn and LaValle [l l] for situations 
in which all outcomes of risky decision alternatives lie in a unidimensional grid 
9 = (.x0 + io: i = 0, 1, ) M}, CT > 0, 
of evenly spaced points. The general aim of stochastic dominance is to discern unam- 
biguous inequalities between risky decision alternatives when preferences among out- 
comes are only known imprecisely. Preferences in our finite grid setting are assumed to 
increase over 9. When u on 9 is the decision maker’s utility function for outcomes, the 
expected utility of a risky alternative with probability distribution p on 9 is 
M 
Ep(u) = 1 p(xo + ia)u(xo + io) 
i = 0 
Stochastic dominance is then concerned with comparisons between expected utilities of 
distinct alternatives when the utility function u is only partly specified. We say that 
pjrst-degree stochastically dominates q, and write p >1 q, if E,(u) > &(u) for all increasing 
u on 9; that p second-degree stochastically dominates q (p >2q) if E,(u) > E&U) for all 
u that increase at a decreasing rate; and so on for higher degrees of stochastic dominance. 
The traditional stochastic-dominance relations developed for continuous as well as 
discrete probability distributions [30,21] are based on classes of utility functions 
defined on a real interval and on successive iterates of cumulative distribution 
functions. Traditional relations beyond the second degree are difficult to check 
precisely [21]. Our discrete approach for $9 defines an alternative set of stochastic- 
dominance relations that depend solely on iterated partial sums of grid-point prob- 
abilities and are very computer efficient. Section 4 says more about the logic behind 
our alternative relations and their relationships to the traditional stochastic-domi- 
nance relations. 
2. The TSM problem 
It is well known and easily proved thatf(n) is the maximum number of linear orders 
in a subset T of S, such that no three distinct members a, h and c of { 1,2, . . n) have 
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the three orders abc, cab and bca within T when other points in { 1,2, . . . , n} are 
ignored. Alternatively, every acyclic T for n 3 3 can be formed as follows. For every 
ordered triple i < j < k from {1,2, . . . , n), choose two of the three members of the 
cyclic triple {ijk, kij,jki} and two of the three members of its inverse cyclic triple {ikj, 
jik, kji), then form T as the set of all linear orders in S, whose restrictions on every 
triple in { 1,2, . . . , n} agree with those choices. We can therefore determinef(n) by 
identifying two-out-of-three choices for each {abc, cub, bca} that maximize ) T 1. 
It is obvious that f(1) = 1, f(2) =2 and f(3) =4, the latter with T = 
{123,312} u { 132,213}. However, it has proved surprisingly difficult to specify 1 T I- 
maximizing choices for n > 4. Kim and Roush [18, pp. 112-l 131 proved that 
f(nj32n-1+2n-3-1 foralln32, 
sof(4) 3 9. A representative example for n =4 is 
T = (1234,1243,1423,1432,2134,2143,4123,4132,4312} 
with choices (123,312), {132,213), {124,412}, (142,214), {134,413}, {143,431}, 
(234,423}, {243,432} f rom the cyclic {abc, cab, bca} sets. It is known that J‘(4) = 9 
[24,2], and the latter paper shows that 
f(n) > 3(2)“-2 -4 for all y1 3 5. 
Hence, f(5) 3 20, f(6) 2 44 and f(7) 3 92. Raynaud [24, p. 351 reports that J. Aye1 
and J.C. Aye1 uerijedf(5) =20 by computer enumeration. Fishburn [lo] outlines an 
exhaustive proof off(5) =20 and observes that it is obtained only by the scheme for 
T, noted shortly. The best lower bounds presently known for n E [6, 123 are 
f (5) > 20 f(9) 3 488 
f(6) 3 45 f(l0) 3 1069 
f(7) 3 100 f( 11) > 2324 
f(8) 3 222 f(12) 3 5304. 
The lower bound of 45 forf(6) is due to an example of Bernard Monjardet that is 
reproduced in Chameni-Nembua [4]_ The results forf(7) throughf(l2) were verified 
by the present author using the following scheme. Define T, as the set of all linear 
orders on { 1,2, . , n} such that 
(i) for each even k, 2 < k < n, k never appears as the $first member of an ordered 
tripIeon{a,k,b)withinT,whena~{l,...,k-1}andb~{k+l,...,n}; 
(ii) for each odd k, 3 < k < it, k never appears as the third member of an ordered 
tripleon(u,k,b)withinT,,whenaE(l,..., k-l)andbE(k+l,..., rl>. 
The opening paragraph of this section implies that T, is acyclic. T6 is isomorphic to 
Monjardet’s example; enumeration gives 1 T, I = 9, ( T, I = 20, I T6 1 =45, I T7 1 = 100, 
and so forth. 
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The preceding scheme may be optimal for small n, but appears to be suboptimal for 
large n. To see why, we first prove two lemmas based on analyses in Craven [6] and 
Fishburn [9]. 
Lemma 1. ,f’(~ + m) >,.f(n),f(w + l).f?jr u/l nz, II 3 1. 
Proof. With a slight abuse of notation. let T and T’ be acyclic with respect to 
[O, 1, . . H?; and :m +l, . . . .111 + Ii), respectively. Thus, j”(ni + 1) 2 1 T / and 
,f’(n) 3 1 T’I. Form T* c Sm+n by replacing 0 in the T orders by each of the T’ orders. 
Then / T * / = 1 T 1. ( T ’ I; also, T * is acyclic. For example. c is never the second member 
ofanorderonja,h,cJwithinT*whena,h~(~~+l....,~~+nJandc~~l....,m).It 
then follows from optimal choices for T and T’ thatf(M + m) af(n),f(rn + 1). 0 
Lemma 2. For rcery k > 2 and ecery smc~ll c > 0 there is arz integer n(k, t:) such that 
f(n) > [,f’(k)‘:‘“-” - c]” ,fbr cl/l n 3 n(k, i:). 
Proof. Given k 3 2, Lemma 1 implies that 
,f(k + m(k - 1)) >f(k)“+’ for ni =O, 1, 2, 
Let M = k + nn(k -1) + t, 0 d t < k - 1. Then ni = (11 - k - t)/(k -1) and. since 
.f’(n) af(k + nz(k -I)), 
,f’(rl) > f(k)[“-“+ i)l/(k- 1). 
Given small 2: > 0, the right-hand side of this inequality exceeds [.f’(k)‘:‘k- I’ - ;:I” if 
and only if 
t’(k) 
Lr,‘(k- l)l[nm(f+ 1)1/n >f(k)“‘k- 1) _ E. 
This holds for all suitably large n since [n - (t + l)],/n +l as n gets large. 0 
It follows from Lemma 2 that if K > 2 and if c > 0 satisfies 
c < max ,f(k)““i-ll, 
ZGkCK 
thenf(n) > c’ for all suitably large n. The same conclusion obviously holds when,f’(k) 
in the preceding inequality is replaced by a known lower bound such as 1 TI, /. For 
example. calculations give 
k I Tkl 
b(k- 1) 
8 2.16368 
9 2.16797 
10 2.17047 
11 2.17082 
12 2.17039 
13 2.16896 
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and therefore f(n) > (2.1708)” for all large n. If the decreasing trend of 1 Tk I1’(k-l) 
beyond k = 11 continues, then 1 T,, ( @f(n) for large n. 
The main present challenge of the TSM problem is to obtain a good upper bound 
onf(n). Abello [i] conjecturedf(n) < 4”-i, but we do not even know whether 
f(n) d c”o for all n 
is true for some finite cO. (I have been told recently that this is true, but have not seen 
documentation.) On the other hand, I conjecture that 
f(m + n) <f(m + l)f(n + 1) for all m, n 3 1, 
and if this is true then the preceding inequality holds with c,, d 3. 
3. Unique finite measurement 
This section and the next are motivated by the belief that many quantitative and 
qualitative structures in decision situations are both finite and regularly patterned. 
The uniform grid of the next section provides a quantitative example. The present 
section considers qualitative measurement structures that have numerical representa- 
tions that are unique up to multiplication by a positive constant, or absolutely unique 
under normalization. Although the reasonableness of such structures is debatable 
when the number of items in the underlying set is small, they seem tenable for many 
larger situations. For example, when a set of states of the world for subjective 
probability comparisons has only five members, there are several thousand probabil- 
ity distributions over the states that adhere to the type of uniqueness considered here, 
and when there are 10 states, the number of such distributions is in the millions. 
Natural limitations on precise judgement increase the likelihood that one of the 
unique representations will provide an adequate quantitative characterization of the 
underlying qualitative structure. 
The following conjecture offers a point of departure for our discussion of unique 
finite measurement. It will be connected to difference measurement below. A linear 
equation in the variables d, , d2, . . . , d, is defined to be an interval equation if it can be 
written as 
di+di+l + ... +dj=dk+dk+l + ... +d,, i<j<kdl. 
Conjecture 1. Suppose n 3 2, (d, , d,, . . . , d,) is a sequence of positive integers with no 
common divisor greater than 1, and Cdi > 2”-‘. Then the di do not satisfy a set of n - 1 
linearly independent interval equations. 
The strength of Conjecture 1 is suggested by two facts. First, there are many 
examples of n - 1 linearly independent interval equations that have positive d solu- 
tions with 1 di = 2”-l when the di are in the minimal-integer format. Three examples 
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for n = 5 are (1, 1,2,4, 8), (3,3,2,4,4), and (4, 1,3,2,6). Linearly independent interval 
equations for (1, 1, 2, 4, 8) are 
dl + d, = d3, 
dl + d2 + d3 = da, 
dl + dz + d3 + d, = dg, 
and for (4, 1, 3, 2, 6) are 
di = d, + d3, 
dl + dz = d3 + da, 
dl + dz + d3 = d, + dgr 
d, + d3 + d, = d, 
Examples at n =6 include (5, 3, 2, 6,4, 12) and (8, 3, 1,4,6, 10). Each has sum 32. 
Second, if we depart even slightly from the interval restriction, the conjecture fails. 
This is first true at n =4 where the three linearly independent equations 
dl = d2 + d3, dl + dz = d, + da, d, + d3 = d, 
have unique positive solution (3,2, 1,4) with sum 10 > 2”-‘. The first two equations 
are interval equations but the third is not, and there is no way to permute the di into 
the interval format for all three. In fact, Conjecture 1 is true for n < 5 and is probably 
true at n =6 [12]. 
We say more about subjective probability and difference comparisons after we 
sketch the basic theory behind finite uniqueness. Let ~j = (a;, . , mcc$ and 
d = (d, , . , d,), both in KY’. As defined earlier, an L system is a set of n - 1 linearly 
independent homogeneous linear equations 
zj.d=O, j-l,2 ,..., n-l, 
with ~j E { 1, 0, - 13” for each j. Independence says that there do not exist real l.i, not 
all 0, for which CjJ.j~j = (0, . . , 0). Theorem 1 in Fishburn and Roberts [lS] notes 
that if d is the solution to a system S of equations clj. d =0 and similar inequalities 
x. d > 0 for which some di has a fixed nonzero sign, then d is unique up to multiplica- 
tion by a positive constant if and only if S includes an L system. In applications, the 
equations correspond to indifference or equivalence comparisons and the inequalities 
to greater-than comparisons. 
We focus on equivalence comparisons and on L systems that have strictly positive 
solutions, referred to here as Lf systems. With fl = (a!, . . . , al- ‘), it follows from 
linear duality theory that {~j. d =0 : j = I, _. , n - l} is an L+ system if and only if 
every v = (vi, . . . , v,_i) in ilY_‘\{(O, . ,O)} h asaniE{l,...,njforwhichv./?>O. 
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Because all coefficients of an L+ system are rational and its positive solutions are 
proportionally related, those solutions are uniquely characterized by a vector 
(d,, , d,) of positive integers with greatest common divisor 1. Unless stated other- 
wise, L’ solutions are presumed to be in this minimal-integer format. 
Three types of L+ systems will be considered. An L+ system is of type 1 if there is 
a permutation il, i,, . . . , i, of 1,2, . . , n such that di, = di, and for each k 3 3, 
di, equals a sum of di, for j < k. The corresponding solution has di, = di, = 1 and 
“1, < di, + ... di,_, for k = 3, . . . , n. The largest possible Cd, for a type 1 system is 
2”-’ = 1 +l +2 +4 + “. + 2”_2. 
An L+ system is of type 2 if there are no restrictions on its II - 1 linearly indepen- 
dent equations other than those needed for a positive solution. Examples are provided 
by positive extensive measurement [20] and comparative probability. In the latter 
context, each i in {l, 2, . . . , n} denotes a state and each subset of { 1,2, . , n> is an 
event. An equation xi t A di = xi t B di represents the judgement that events A and B are 
equally likely. Since dj for i E A n B cancel, an L+ system for comparative probability 
corresponds to n - 1 judgments ofequal likelihood between nonempty disjoint events. 
We normalize d in the usual way SO that pi = di/Cdi is the probability of state i. 
The variety of solutions of type 2 L+ systems is investigated by Fishburn and 
Odlyzko [14] and summarized in Section 5 of Fishburn and Roberts [15]. The 
number of solutions grows rapidly in n, and even the number of restricted type 
1 solutions is of order 2”212. As n gets large, type 2 solutions that are not also type 
1 greatly outnumber the type 1 solutions, and 
max C di/2”- l + m. 
Explicit type 2 solutions that have mindi = 1 and large 1 di include (1,2, 3,4), 
(1, 3, 6, 8, lo), (1,4, 7, 10, 20,22) and (1, 5, 14, 18, 36,44, 74). At n =5, the largest Cdi 
with mindi = 1 is 28, but there are two other solutions, (2, 5,6, 8,9) and (4,5,6,7,8), 
with sum 30. 
An L+ system is of fype 3 if it can be written as n - 1 linearly independent interval 
equations. Conjecture 1 speculates that Cdi d 2”-’ for all type 3 solutions. Type 
3 systems arise from difference comparisons as follows. Suppose n + 1 items are 
linearly ordered by decreasing preference as 
Xl>X2> .” >x,+1. 
An ordinal utility function u: {xi} + [w represents this preference order by 
u(xJ > u(xJ > ... > u(x,+ 1). To go beyond this stage we consider binary compari- 
sons between pairs (Xi, xj), i <j, under a relation >* with the interpretation that 
(Xi, Xj)>* (xk, XJ means that the difference in preference between xi and xj exceeds the 
difference in preference between xk and x1. One utility representation for preference- 
difference comparisons is 
txi9 Xj)>*(Xkt xl) c> u(Xi) - U(Xj) > U(Xk) - U(X[). 
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Axioms that imply this representation are described in Fishburn [7] and Roberts 
[25]. If it holds and we denote the symmetric complement of >* by -*, then equal 
difference comparisons satisfy 
(Xi. .Y,j) -*(.x/(. Xl) - U(Xj) - U(X,j) = cI(X~) - u(xJ. 
With di = U(.Yi) - U(xi+ 1) > 0 for i = 1, . , II, each such u equation takes the form of 
an interva1 equation after di terms, if any, that appear on both sides are cancelled. 
Solutions of type 3 L+ systems are examined in Fishburn et al. [12] and discussed 
in Section 6 of Fishburn and Roberts [15]. There are three type 3 solutions for 
n = 3.20 for n = 4,266 for n = 5, and more than 5000 for n = 6. At II =4 there are two 
type 3 solutions that are not also type 1, namely (2,2, 1. 3) and its dual (3, 1.22). 
Up to duality, the type 3 but not type 1 solutions at n =5 with Cdi = 2”- ’ = 16 
are (3. 3, 24.4) (4,4, 1, 1, 6), (2, 2, 1, 3, 81, (2, 2,4, 1. 7). (3, 1, 2, 2, 8), (4, 2, 2, 3, 5), 
(4, 1, 3, 2, 6) and (4. 3, 1, 2,6). A few type 3 solutions at n =6 with C di = 32 are 
(5, 5.6.4,4. 8), (5, 3,2,6,4, 12) (S-6,2, 1, 3, 12) (8.6,2.4, 3,9) and (8.3. 1.4, 6, 10). 
Conjecture 1 is only one of many open questions for type 3 solutions. Among others 
in Fishburn et al. [12], the closest to Conjecture 1 is 
Conjecture 2. Ecery type 3 solution d = (d, , . . , d,,) hers 
Cd; < (mindJ2”-‘. 
This is apparently weaker than Conjecture 1 since it is implied by that conjecture. 
However, a counterexample to Conjecture 1 that has min di > 2 might be turned into 
a counterexample to Conjecture 2 by a splitting procedure. For example, if d, =4 is 
split into d,, + dd2 for solution (8, 6, 2,4, 3,9) at n =6, and we add the interval 
equation d,, = d,, + d5 = d,, + 3, then we obtain solution (16, 12,4. 7, 1.6. 18) with 
min di = 1 at II = 7. 
Another open question is whether there is any type 3 solution with 1 di = I”- ’ that 
does not satisfy an interval equation of the form d, = ... , or that does not satisfy 
d, + ... + di = d;+, + ... + d, for some i. 
4. Discrete stochastic dominance 
The stochastic-dominance relations developed in Fishburn and LaValle [l 1] for 
decision analysis with risky alternatives whose outcomes lie in a grid 9 = (x,) + io: 
i = 0, 1, . . . , A43 provide a computer-efficient alternative to the traditional relations 
based on cumulative distribution functions. It might also be argued that our approach 
is more natural than the traditional continuous approach for grid structures since its 
outcome utilities for E,(u) = Cip(xO + io)u(xO + ia) are restricted to the grid points 
and make no assumptions about things between those points. 
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The main mathematical ideas involved in our discrete approach are partial sums, 
successive differences, and Abel’s identity 
jl ajbj = y$: (i, 4) (bj - bj+ 1) + bm il ak 
for summation by parts. For convenience, let pi = p(xo + ia) for probability distribu- 
tion p on 9, and let Ui = u(xo -t io) for utility function u on 3. The difference between 
the expected utilities of distributions p and q is 
Ep(U) - Eq(U) = F (Pi - 4il”i. 
i=O 
Stochastic dominance relations focus on invariance of the sign of E,(u) - E,(u) within 
increasingly restrictive classes of utility functions on 9. 
We assume here that utility increases over 3’ and take 
as our first-degree class. The second-degree class is 
u;={UE up: Ur-Uo>U2-Ur> ‘.’ >U‘v-U~_l}, 
consisting of functions in UT that increase at a decreasing rate. Let d, be the first- 
difference operator defined on an indexed set . . , bj, bj+ 1, . . by AI bj = bj, 1 - bj. 
We have AlUi = Ui+l - Ui for i = 0, 1, . . . , M - 1, and define successive differences 
recursively by 
A n+l~i = Al(A,Ui) for i = 0, 1, . . . , M -(FI +l). 
The pattern begun by U;Y and Uz is extended in the natural way to define 
U~={u~U~_~:(-l)n+‘A,ui>O fori=O,l,...,M-n} 
as the &h-degree utility class for n =3, . . . , M. 
We denote by >: the nth-degree stochastic-dominance relation on the set of 
probability distributions over 3 and define it by 
p >Tq if Ep(u) > I&(U) for all u E Uz 
for n = 1, , , M. Partial sums of the probability distributions provide ready tests of 
these relations. For distributions p and q define 
0: = C (qj-pj), i=O, 1, . . . ,M (Da = 1-l =O), 
j=O 
D;+’ zz i = 0, 1, . . . , M - n for n + 1 < M. 
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Theorem 1. Let p and q he distinct probability distributions on 93. For n E i 1. 2). 
p>H,q o Dl>/O fori=O,l,..., M-l. 
For 3 < n d M. 
p>,fq = [Or>0 for i=O,...,M-n+l; 
D~~_j+l > 0 ,for j =2, ,n -11. 
This is proved in Fishburn and LaValIe [l I] with the help of Abel’s identity. 
successive applications of which give 
M-n 
E,(u)-E,(u)= C Dl[(-l)““onUi] + ~ D~_j+l[(-l)idj_,~~Mi+l] 
i=O j=2 
for n = 1.2, . . , M. Examination of the sign properties of the right-hand side leads to 
the conclusion of the theorem. 
The traditional stochastic-dominance relations for distributions on 9 can be 
defined in terms of classes of utility functions on [x0, x’). It suffices to let U,, be the set 
of all bounded U: [x0, e) -+ Iw that have continuous derivatives of order, 1 through 
n that alternate in sign with U’(X) > 0 for all x > x0. We then define >* for distribu- 
tions p and q on 9 by 
p >,,q if E,(u) > E,(u) for all u E U,,, n = 1,2, . . 
To describe probability tests for these relations, let P and Q denote the right- 
continuous probability distribution functions on [x0, ‘CC) for p and q, respectively, set 
D’ = Q - P, and define D2, D3, . . . recursively on [q). Y-) by 
D’+‘(x) = 
J 
D”(y) dq’ for all .Y 2 so. 
?’ = XC> 
It can be shown that 
p >,,q 0 p # q and D”(x) 3 0 for all x 3 so 
It is only necessary to check D’(x) 3 0 and D*(x) 3 0 at the grid points since D’ and 
D2 are piecewise linear between those points. However, higher-degree relations must 
be checked elsewhere since it is possible for D” to dip below 0 between grid points 
where D”(x) 3 0 for all x E 9. This explains why tests for the higher-degree traditional 
relations are more complex than those for our discrete relations. 
Relationships between the >y and their traditional counterparts are explored in 
detail in Fishburn and LaValle [l 11. For example. the two are identical when n < 2, 
i.e. >‘” - > and >” - . 1- 1 2- > 2 , but for n > 3, 
/J>:q + p>,q, and not conversely. 
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Hence, our higher-degree relations are more demanding than the higher-degree 
traditional relations. An interesting corollary of this is that for n 3 3 there are u E UT 
that have no extensions to functions in U,. 
We also consider what happens in the discrete case when 9 is replaced by a finer 
grid. Let 2 denote a grid that includes 9, and let p and q be distinct distributions on 
$9. Thus, p(x) = q(x) =0 for each x E _%!\9. Then p $4 - p >Yq,p $4 * P $“4? 
and 
p>Tq a p>fq forn=3,...,M. 
When the converse of the last implication fails, it is a direct consequence of the fact 
that utility functions in U,” are subject to restrictions that do not apply to the 
functions in UT. 
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