Abstract. Let ψ(x) be a polynomial with rational coefficients. Suppose that ψ has the positive leading coefficient and zero constant term. Let A be a set of positive integers with the positive upper density. Then there exist x, y ∈ A and a prime p such that x − y = ψ(p − 1). Furthermore, if P is a set of primes with the positive relative upper density, then there exist x, y ∈ P and a prime p such that x − y = ψ(p − 1).
Introduction
For a set A of positive integers, define
Furstenberg [9, Theorem 1.2] and Sárközy [21] independently confirmed the following conjecture of Lovász: Theorem 1.1. Suppose that A is a set of positive integers with d(A) > 0, then there exist x, y ∈ A and a positive integer z such that x − y = z 2 .
In fact, the z 2 in Theorem 1.1 can be replaced by an arbitrary integral-valued polynomial f (z) with f (0) = 0. On the other hand, Sárközy [22] also solved a problem of Erdős: Theorem 1.2. Suppose that A is a set of positive integers with d(A) > 0, then there exist x, y ∈ A and a prime p such that x − y = p − 1.
For the further developments of Theorems 1.1 and 1.2, the readers may refer to [24] , [18] , [1] , [10] , [16] , [17] , [20] . In the present paper, we shall give a common generalization of Theorems 1.1 and 1.2. Define Lemma 2.1. Suppose that h(x) is an arbitrary polynomial and 0 < ν < 1. Then for any α ∈ T The well-known Siegel-Walfisz theorem (cf. [7] ) asserts that p≤y is prime p≡b (mod q) log p = y φ(q)
+ O(ye for ρ ≥ k2 k+2 , where gcd(ψ) denotes the greatest common divisor of a 1 , . . . , a k .
Proof. Notice that 
So without loss of generality, we may assume that gcd(ψ) = 1. Let ν = 1/5 and
. Let 
On the other hand, when α ∈ M, by Lemmas 2.1 and 2.3,
So it suffices to show that
And by Lemma 2.5,
Lemma 2.7.
where µ is the Möbius function. Note that
e(aψ(r)/q),
Thus by Lemma 2.5,
On the other hand, clearly
Proof. At least Vinogradov had dealt with the case ψ(x) = x k and W = 1 in [28] . The proof of this Lemma is very standard but too long, so we give the detailed proof as an appendix.
Lemma 2.9.
Proof. Without loss of generality, we assume that gcd(ψ) = 1. Let B > 2ρ be a sufficiently large integer satisfying the requirement of Lemma 2.8 for A = 2ρ. Let
for N(log N)
so using Lemma 2.6 we have
In view of Lemma 2.7, letting ǫ = (k + 2) −4 ,
Applying Lemma 2.6, we concludes that
Lemma 2.10. Suppose that ψ is positive and strictly increasing on
Proof. We require a well-known result of Marcinkiewicz and Zygmund (cf. [11, Lemma 6.5] ):
where Lemma 2.9 is applied in the last inequality.
3. Proof of Theorem 1.3
Clearly Theorem 1.3 is a consequence of the following theorem:
x t be an arbitrary polynomial with integral coefficients and positive leading coefficient. Then for any positive integer W , there exist N(δ, W, ψ) and c(δ, a k−t+1 ) > 0 satisfying that
Remark. We emphasize that in Theorem 3.1 the constant c(δ, a k−t+1 ) only depends on k, δ, a k−t+1 . As we will see later, this fact is important in the proof of Theorem 1.4.
Proof. Similarly as Tao's arguments [25] on Roth's theorem [19] , we shall make an induction on δ. Suppose that P (δ) is a proposition on 0 < δ ≤ 1. Assume that P (δ) satisfies the following conditions:
(i) There exists 0 < δ 0 < 1 such that P (δ) holds for any δ 0 ≤ δ ≤ 1.
(ii) There exists a continuous function ǫ(δ) > 0 such that δ + ǫ(δ) ≤ 1 for any 0 < δ ≤ δ 0 and P (δ + ǫ(δ)) holds implies P (δ) also holds.
(iii) If 0 < δ ′ < δ ≤ 1, then P (δ ′ ) holds implies that P (δ) also holds.
Then we claim that P (δ) holds for any 0 < δ ≤ 1. In fact, assume on the contrary that there exists 0 < δ ≤ 1 such that P (δ) doesn't hold. Let
From the condition (i), we know that δ * ≤ δ 0 . Since δ + ǫ(δ) is continuous, there exists 0 < δ 1 < δ * such that
i.e., 0 < δ 1 < δ * < δ 1 + ǫ(δ 1 ) ≤ 1. Hence P (δ 1 + ǫ(δ 1 )) holds but P (δ 1 ) doesn't hold by the definition of δ * . This is obviously leads to a contradiction with the conditions (ii) and (iii).
Suppose that A is subset of {1, 2, . . . , n} with |A| ≥ δn. Firstly, we shall show that Theorem 3.1 holds for δ ≥ 3/4. Define
whenever n is sufficiently large (depending on the coefficients of ψ). And for any 1 ≤ z ≤ n/3,
Now we assume that δ < 3/4. Let ǫ = ǫ(δ, a k−t+1 ) be a small positive real number and Q = Q(δ, a k−t+1 ) be a large integer to be chosen later. We shall show that if Theorem 3.1 holds for δ + ǫ, it also holds for δ. Define
By the induction hypothesis on δ + ǫ, for any 1
So we may assume that (1)). We shall show that
and let m = T \ M. Let B be a sufficiently large integer.
and let
and (log y)
So applying Lemma 2.8 and a partial summation, we have
whenever B is sufficiently large. Now suppose that q < (log M) B , i.e., α ∈ M * . Applying Lemmas 2.2 and 2.3, we have
And if |α − a/q| > 1 2
Suppose that α ∈ M. Let τ = 1 A − δ where 1 A (x) = 1 or 0 according whether x ∈ A or not. Let
and
where
Hence for α ∈ M a,q ,
and the equality holds if 1
By the assumption (3.1), we have
It follows that
Thus for any α ∈ M.
It is easy to see that
By the Hölder inequality,
Applying Lemma 2.9,
It is concluded that
Now we have shown that
On the other hand, we have
This concludes our desired result.
Finally, let us briefly discuss the bound in Theorem 1.3. Let R W,ψ (δ) be the least integer n such that for any A ⊆ {1, 2, . . . , n}, there exist x, y ∈ A and z ∈ Λ 1,W satisfying x − y = ψ(z). In our proof, we choose
). So the iteration process δ → δ + ǫ(δ) will end after
Notice that when the iteration process ends, W will become W Q
) . Hence we have
. In other words, if a subset A ⊆ {1, 2, . . . , n} satisfies |A| ≥ O W,a 1 ,...,a k−t (n/ log log log n), then there exist x, y ∈ A and z ∈ Λ 1,W such that x − y = ψ(z). Of course, this bound is very rough. And we believe that it could be improved using some more refined estimations (e.g. [18] , [1] , [16] , [17] , [20] ).
4. Proof of Theorem 1.4
where N(δ, W, ψ) is same as the one defined in Theorem 3.1 and W(w) = p≤w p prime p.
Clearly lim n→∞ w(n) = ∞. Let w = w(n) and W = W(w). Then
Hence there exists 1 ≤ b ≤ W t with (b, W) = 1 such that
Let N be a prime in the interval (2n
Clearly ψ W (z) is positive and strictly increasing for 1 ≤ z ≤ M, whenever W is sufficiently large. Below we consider A as a subset of
Lemma 4.1 (Bourgain [4] , [5] and Green [11] ). Suppose that ρ > 2. Then
where C(ρ) is a constant only depending on ρ.
Proof. See [11, Lemma 6.6].
Lemma 4.2.
provided that ρ ≥ k2 k+3 , where C ′ (ρ) is a constant only depending on ρ.
Proof. This is an immediate consequence of Lemma 2.10 since gcd(ψ W ) ≤ |a k−t+1 |.
Let η and ǫ be two positive real numbers to be chosen later. Let R = {r ∈ Z N :ã(r) ≥ η} and B = {r ∈ Z N : xr/N ≤ ǫ for all r ∈ R}.
Define β = 1 B /|B| and a ′ = a * β * β, where
Lemma 4.3.
Proof. It is not difficult to check that
Also, it is easy to see that (f * g)˜=fg. Then
If r ∈ R, then by the proof of Lemma 6.7 of [11] , we know that
And applying Lemma 2.2 with α = a = q = 1, 
where in the last step we apply Lemma 4.1 with ρ = (2̺ − 1)/(̺ − 1) and Lemma 4.2 with ρ = ̺. All are done.
Proof. See [11, Lemma 6.3] .
Clearly there exists i ∈ {1, 2} such that |A 
Finally, we may choose η, ǫ > 0 satisfying ǫ C ′′ η −5/2 ≥ 2 log log w/w such that
, whenever w is sufficiently large. Hence
for sufficiently large N.
Appendix: Exponential Sums on Polynomials of Prime Variables
Lemma 4.5.
polynomial with real coefficients and a
for any real α. In particular, if |α − a/q| ≤ q −2 with (a, q) = 1, then
. (4.3) Proof. Define the intervals I j (V ; h 1 , . . . , h j ) by
In particular,
Finally, if |α − a/q| ≤ q −2 with (a, q) = 1, then by Lemma 2.2 of [27] , we have
We are done.
Lemma 4.7. Suppose that ψ(x, y) = 1≤i,j≤k+1 a ij x k−i+1 y k−j+1 is a polynomial with real coefficients. Suppose that a 11 ∈ Z + and a 12 = 0. Then
e(αψ(x, y))
provided that |α − a/q| ≤ q −2 with (a, q) = 1. e(αψ(x, y))
Note that deg ψ 2 ≤ k − 1 since a 12 = 0. Thus applying Lemma 4.6,
Furthermore,
All are done.
Lemma 4.8. Suppose that ψ(x, y) = 1≤i,j≤k+1 a ij x k−i+1 y k−j+1 is a polynomial with real coefficients. Suppose that a 11 ∈ Z + and a 12 = 0. Then
provided that |α − a/q| ≤ q −2 with (a, q) = 1.
. And let
By an induction on j, it is not difficult to prove that
Hence for any y, the set I(y; h 1 , . . . , h j ) = {x : y ∈ I j (⌊V /x⌋; h 1 , . . . , h j )} is exactly an interval. Then
By Lemma 4.6 we know that
.
It follows that
U ≤x≤2U 1≤y≤V /x e(αψ(x, y))
From Lemma 4.8, it is easily derived that
Lemma 4.9. Suppose that ψ(x, y) = 1≤i,j≤k+1 a ij x k−i+1 y k−j+1 is a polynomial with real coefficients and a 11 , a 21 , . . . , a k+1,1 ∈ Z. If a 11 x k +a 21
provided that |α −a/q| ≤ q −2 with (a, q) = 1, where a * = |a 11 | + |a 21 | + · · ·+ |a k+1,1 |.
Proof. Write ψ(x, y) = e(αψ(x, y))
. Lemma 4.10. Suppose that ψ(x, y) = 1≤i,j≤k+1 a ij x k−i+1 y k−j+1 is a polynomial with real coefficients and a 11 , a 21 , . . . , a k+1,1 ∈ Z. If a 11 x k +a 21 x k−1 +· · ·+a k+1,1 = 0 for each 1 ≤ x ≤ U, then 1≤x≤U 1≤y≤V /x e(αψ(x, y))
(4.8)
is a polynomial with integral coefficients. Hence by Lemma 4.6 we have 1≤x≤U 1≤y≤V /x e(αψ(x, y))
x be a polynomial with integral coefficients and a 1 ∈ Z + . Let A ≥ 1 and B > 32k
A and 1 ≤ U ≤ V 1−δ for some δ > 0. Then for any integer b and 1 ≤ c, c
, U} and
By Lemma 4.10,
Below we assume that U * < U, then (log V )
On the other hand,
Notice that
Hence by Lemma 4.8,
A . Let g(x) be a polynomial with the degree at most k satisfying that the coefficient of x k in g(W x) is an integer. Then for any integer b and 1 ≤ c, c
. Then by Lemma 4.7,
, then by Lemma 4.9,
provided that |α−a/q| ≤ q −2 with (log N) B+1 ≤ q ≤ ψ(N)(log N) −B−1 and (a, q) = 1.
Proof. For a proposition P , define 1 P = 1 or 0 according to whether P holds. Let
By Vaughan's identity we have,
In fact, letting
since τ 1 = 1 and τ u = 0 for 1 < u ≤ X. On the other hand,
Λ(x)F (xdz).
First, we compute 
