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One-body quantum tunneling to continuum is treated via the two-potential
approach, dividing the tunneling potential into external and internal parts.
We show that corrections to this approach can be minimized by taking the
separation radius inside the interval determined by simple expressions. The re-
sulting two-potential approach reproduces the resonance energy and its width,
both for narrow and wide resonances. We also demonstrate that, without
losing its accuracy, the two-potential approach can be modied to a form
resembling the R-matrix theory, yet without any uncertainties of the latter
1
related to the choice of the matching radius.




The quantum mechanical tunneling through a classically forbidden region is an ubiq-
uitous phenomenon in physics, which has been extensively studied since the early days of
quantum mechanics. In 1927, Hund [1] was the rst to point out the possibility of \barrier
penetration." In the same year, Nordheim [2] extended the case of tunneling between bound
states noticed by Hund to the case of tunneling between continuum states. Oppenheimer
[3] subsequently performed a calculation of the rate of ionization of the hydrogen atom in
1928. Following this, Gamow [4] and, independently, Gurney and Condon [5] explained
alpha decay rates of radioactive nuclei in terms of the tunneling eect.
While the semi-classical treatment of tunneling turned out to be very successful in many
applications, the exact approach still remains very complicated and often not practical. In
addition, the validity of standard approximations to the tunneling rate, as the semi-classical
Gamow WKB formula, is rather restricted. Other methods, although more accurate, contain
various uncertainties. For example, the results of the commonly used R-matrix theory [6]
are often sensitive to the choice of the matching radius [7,8], and its accuracy is dicult to
estimate.
The treatment of the tunneling problem can be essentially simplied by reducing it
to two separate problems: a bound state problem and a non-resonant (scattering) state
problem. This can be done consistently in the two-potential approach (TPA) [9{11] (see
also Refs. [12,13]), representing the barrier potential as a sum of the \inner" and the \outer"
terms, containing only bound and only scattering states, respectively. This approach not
only provides better physical insight than other existing approximation methods, but also
is simple and accurate. In this paper we propose further developments and a modication
of the TPA, and present a detailed comparison of this approach with the results of exact
numerical calculations based on the Gamow-state formalism.
The paper is organized as follows. In Sect. II, the TPA is briefly presented, as well as
its multi-dimensional extension, following Refs. [10,11]. Section III deals with the quantal
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correction terms to the TPA. The minimization of these terms prescribes unambiguously the
\window" for the separation radius that divides the original barrier potential into inner and
outer terms. In this case, by taking various examples of wide and narrow nuclear resonances,
we demonstrate that the accuracy of the TPA is practically the same as that of the exact
numerical calculations. In Sect. IV we present a modication of the TPA for a common case
of tunneling, where the repulsive component of the total potential can be singled out. The
resulting expressions resemble those of the R-matrix theory, yet without any uncertainties
related to the matching radii. The results of such a modied TPA are compared with the
exact numerical calculations. Finally, the summary of our work is contained in Sec. V.
II. GENERAL DESCRIPTION
Consider a quantum well potential V (r), separated from the continuum by a barrier,
Fig. 1. It is well known that a particle with a positive energy localized inside the well
tunnels into the continuum through the barrier. If the probability of nding the system in
the initial state, P0(t), drops down exponentially, P0(t)  exp(−Γt), one is dealing with a
metastable (resonance) state. In order to evaluate the corresponding resonance energy Eres
and the width Γ (the decay rate), we shall use the two-potential approach (TPA) [9{11],
which is outlined below.
In the rst step, we divide the entire space into two regions, the \inner" region, 0 < r <
R, and the \outer" one, r > R, where R is taken inside the barrier (see Fig. 1). Accordingly,
the potential V (r) can be written as a sum of two terms, V (r) = U(r) + W (r). The rst




V (r) for r  R
V (R) = V0 for r > R
, (2.1)
where V0 is the barrier height. The second term, W (r)  V (r)− U(r), generates scattering
solutions; it will be treated perturbatively.
We begin with a bound eigenstate 0(r) of the \inner" Hamiltonian,
4
H00(r) = E00(r) , (2.2)
where H0 = K + U(r), K = −r2/2m is the kinetic energy term (h=1), and 0(r) denotes
the radial wave function (the partial-wave index is suppressed). The perturbation W (r) is
switched on at t = 0. As a result, the state 0(r) becomes a wave packet,





where b0(t) and bp(t) are the probability amplitudes of nding the system in the eigenstates
j0i, jpi of H0 belonging to the bound and continuum spectrum, respectively. For simplic-
ity, we assume that the potential U(r) contains only one bound state j0i corresponding to
the energy E0, Eq. (2.2). The amplitudes b0(t), bp(t) can be obtained by solving the time-
dependent Schro¨dinger equation i∂tjΨi = (H0 +V )jΨi with the initial conditions: b0(t) = 1,
bk(0) = 0.
Since all the states p(r) belong to the continuum, the probability of nding the system
inside the inner region is P0(t) = jb0(t)j2. The exponential part of P0(t) corresponds to
jb0(t)j  exp(−Γt/2) and, therefore, is reproduced by a pole in the complex E-plane of the
Laplace-transformed amplitude ~b0(E) =
∫1
0 e
iEtb0(t)dt. The latter can be found from the
Schro¨dinger equation by using the Green’s function technique [10]:
~b0(E) =
i
E −E0 − h0jW j0i − h0jW ~G(E)W j0i
(2.4)
where the Green’s function ~G is given by
~G(E) = G0(E)
[
1 + ~W ~G(E)
]
, (2.5)
with ~W (r) = W (r) + V0 and
G0(E) =
1− 
E + U0 −K − U ,  = j0ih0j. (2.6)
Equations (2.4)-(2.6) represent the standard perturbation theory, except for the distorting
potential W (r), which is replaced by ~W (r) in the Green’s function ~G (2.5). Such a renor-
malization of W (r) accounts for the asymptotically non-vanishing part of the distorting





V0 for r  R
V (r) for r > R,
(2.7)
so that it represents the \outer" part of the potential V (r).
It follows from Eq. (2.4) that the poles of ~b0(E) in the complex energy plane are given
by
E = E0 + h0jW j0i+ h0jW ~G(E)W j0i . (2.8)
Furthermore, one can demonstrate [10] that solutions of Eq. (2.8) can be associated with
the complex-energy poles of the total Green’s function G(E) = (E −K − V )−1. Therefore,
the resonance energy Eres = <(E) and the width Γ = −2=(E) of a quasi-stationary state
(2.8) is independent of the choice of the separation radius R.
Eq. (2.8) can be solved iteratively by using the standard Born series for the Green’s func-
tion ~G, Eq. (2.5), i.e. by expanding ~G in powers of ~W . Yet, the corresponding expansion for
the quasi-stationary state energy would converge very slowly. For that reason, we proposed
in [10] a dierent expansion for ~G that converges much faster than the Born series. This
was achieved by expanding ~G in powers of the Green’s function GW˜ ,
GW˜ (E) =
1
E −K − ~W , (2.9)
corresponding to the outer potential ~W . From Eqs. (2.5) and (2.9), it immediately follows
that
~G = GW˜ + GW˜ (U − U0) ~G− ~GW˜ 
(
1 + ~W ~G
)
, (2.10)
Iterating Eq. (2.10) in powers of GW˜ and then substituting the result into (2.8), one nds the
desirable perturbative expansion for the energy and the width of the resonance. Truncating
this series by the rst term, i.e. by replacing ~G by GW˜ in Eq. (2.8), one obtains the following
relation valid for the metastable state
E = E0 + h0jW j0i+ h0jWGW˜ (E)W j0i. (2.11)
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The exact solution of this equation for complex E = Er−iΓ/2 is still complicated. Therefore
we solve it iteratively by assuming that the energy shift  = Er − E0 and the width Γ are
small with respect to E0 and V0 − E0. In this case, one can replace the argument E in the
Green’s function by E0, thus reducing Eq. (2.11) to:
E = E0 + h0jW j0i+ h0jWGW˜ (E0)W j0i, (2.12)
Eq. (2.12) can be signicantly simplied by using the Schro¨dinger equation for the Green’s
function GW˜










GW˜ (E0; r, r
0)− δ(r − r0) . (2.13)




0(r)W (r)GW˜ (E; r, r






−00(R)GW˜ (E; R, r0)]− 0(r0) . (2.14)
The latter has been obtained by integrating by parts and noticing that (V0 − E0)0 =
−(1/2m)000(r) for r  R (2.2).
Finally Eq. (2.12) becomes


















d /dr means the derivative acting to the right minus the derivative acting to the left.
This equation can be rewritten in terms of the radial wave functions by using the standard
partial wave expansion:








2mE0 and χk (χ
(+)
k ) are the regular at the origin and the irregular (outgoing)
solutions of the Schro¨dinger equation for the outer potential
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with the Wronskian being equal to k.
Taking the real and the imaginary part of Eq. (2.15), one nds the following simple



















2m(V (R)−E0) and ~χk(r) = <(χ(+)k (r)). (In Eq. (2.19), we used 00(R) =
−α0(R).)
It follows from Eqs. (2.18) and (2.19) that both Γ and  are given in terms of bound and
scattering state wave functions. Thus, TPA essentially simplies the treatment of tunneling,
in particular, because the standard approximation schemes can be used for evaluation of 0
and χk. For instance, by applying the semiclassical approximation, one obtains the improved
Gamow formula for Γ [9,10], which is useful for dierent applications [14,15].
A. Tunneling in a multi-dimensional potential
The above derivations can be extended to tunneling in a multi-dimensional potential
V (x), where x = fx1, x2, . . . , xng [11]. In this case, Eq. (2.15) is replaced by






$∇n′ 0(x0)dσdσ0 , (2.20)
where the integrations take place over the hyper-surface  taken inside the potential barrier
and ∇n is normal to . As in the one-dimensional case, the hyper-surface  divides the
potential V into inner and outer parts, the function 0(x) is the bound-state eigenfunction
of the inner potential, and GW˜ (E0;x,x
0) is the Green’s function of the outer potential.
Taking the imaginary part of (2.20), we nd that the width of the quasi-stationary state in





dk1    dkn−1
(2pi)n−1
∣∣∣∣∣jkj=k , (2.21)










In the one-dimensional case, Eq. (2.22) obviously reduces itself to Eq. (2.18).
III. CORRECTIONS TO TPA AND THE CHOICE OF R
The accuracy of Eqs. (2.18) and (2.19) can be determined by evaluating the leading
correction terms. There are two types of corrections to TPA: (a) those due to the replacement
of ~G by GW˜ in Eq. (2.8) leading to Eq. (2.11), and (b) those due to the replacement of GW˜ (E)
by GW˜ (E0) in Eq. (2.11) leading to Eq. (2.15). The correction terms of the rst type, (Γ)1,
can be obtained by iterating (2.10). One nds from the rst iteration [10]:
(Γ)1 = 2= [h0jWGW˜ (E0)W + WGW˜ (E0)(U − V0)GW˜ (E0)W j0i] . (3.1)
In the above expression, the rst term is suppressed with respect to the second term. By






χ2k(r) [U(r)− V0] dr , (3.2)
where χ2k(r) = (k/4α) exp[2α(r − R)] for r < R. Since U(R) = V0, one can write a simple





16[2m(V0 − E0)]3/2 . (3.3)
Equation (3.3) might suggest that an optimal choice of the separation radius corresponds
to V 0(R) = 0, i.e., the maximum of V (r) [10]. However, it has been demonstrated numeri-
cally [15,16] that if the top of the barrier is close to the closing potential, such a choice is
not optimal, since in this case Eqs. (2.18) and (2.19) become less accurate. The reason is
that the energy shift  becomes appreciable so that (2.11) cannot be replaced by (2.12).
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This can be illustrated in an example of a square-well potential: V (r) = l(l+1)/2mr2−U0
for r < R1, and V (r) = l(l+1)/2mr
2 for r  R1, where the top of the barrier coincides with
the closing potential. Consider the P-wave resonance in the square-well shown in Fig. 2.
The exact calculation gives Eres = 1 keV and Γ = 55.9 eV [17]. Now we apply the TPA by
taking the separation radius at the boundary, R = R1. The corresponding inner potential
is U(r) = V (r) for r  R1 and U(r) = (1/mR21) = 1.16 MeV for r > R1 (Fig. 2). This
potential has a bound state 0 at the energy E0 = 275 keV. However, the corresponding
energy shift,  ={300 keV, is of the same order of magnitude as the energy E0 of the
bound state. Consequently, the replacement of GW˜ (E) by GW˜ (E0) in (2.11) leads to large
corrections to the resonance energy and the width so that Eqs. (2.18) and (2.19) cannot be
used.
Let us estimate the corresponding correction term (Γ)2 = Γ(E0+)−Γ(E0) to Γ due to
such a replacement. One can use the semi-classical Gamow formula, Γ / exp(−2 ∫ r2r1 jp(r)jdr,
with r1 and r2 being the inner and outer classical turning points, respectively, and jp(r)j =√

















where V = max V (r) and  is the energy shift (2.19).
Thus, in order to diminish the correction term (Γ)2, one needs to minimize the energy
shift . It follows from (2.19) that  can be strongly suppressed by taking the separation
radius R deeply inside the barrier. Indeed, Eq. (2.19) contains a product of the regular and
irregular wave functions, χk and ~χk, which do not vary considerably under the barrier. How-
ever, the factor j0(R)j2 decays exponentially with R. Therefore, by taking the separation
radius R far away from the boundary, R  r1, one nds that  ! 0, and E0 ! Eres. As a
result, (2.11) can be replaced by (2.12), leading to Eqs. (2.18) and (2.19).
To illustrate this point, let us consider the above example of the P-wave resonances in
the square-well potential. By taking the separation radius R > R1, we readily nd that
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 ! 0 as R − R1 increases, and E0 ! Eres= 1 keV. The resulting value of Γ=55.3 eV is
very close to the exact value of the resonance width. The separation radius R cannot be
chosen too close to the outer classical turning point r2, since in such a case V (R) ! E0, and
the correction term (3.3) becomes important. In fact, Eqs. (3.3) and (3.4) dene the lower
and upper limits of R.
In the following, we present the results of TPA for a dierent choice of the separation
radius R for a realistic case of proton and neutron resonances in the Woods-Saxon potential.
The approximate TPA expressions are compared to the results of the numerical integration of
the Schro¨dinger equation with the outgoing boundary conditions. The corresonding resonant
(Gamow) states were obtained using the GAMOW code [18].
A. Comparison with Gamow-state calculations
Consider single-nucleon resonances in the potential V (r) represented by a sum of central,
spin-orbit, centrifugal, and Coulomb (for proton emission) terms [15], where the central and



















for the spin-orbit potential. We calculate  and Γ according to Eqs. (2.18) and (2.19) by
varying the separation radius R inside the barrier, starting with the barrier radius, R = R.
The corresponding inner and outer potentials are shown schematically in Fig. 3.
We begin with the high-` narrow proton resonance 0h11/2. The parameters of our WS po-
tential are appropriate for the 147Tm nucleus. The potential depth, U0={61.8823 MeV, was
adjusted to the resonance energy Eres=1.5 MeV. The resulting barrier radius is R=8.54 fm
(V ( R)=17.44 MeV), and the inner and outer turning points are r1=6.33 fm and r2=71.15 fm,
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respectively. Since Eres  V ( R), the calculated 0h1/2 resonant state has a very small width,
Γ=4.918 10−18 MeV. The results of TPA calculations, Eqs. (2.18) and (2.19), are shown in
Table I for dierent values of R  R, together with the corresponding correction terms to
TPA: (Γ)1/ΓTPA (3.3) and (Γ)2/ΓTPA (3.4). Table I also displays the actual accuracy
of the TPA, (Γ)/Γ, where Γ = Γ − ΓTPA. Since R > r1, the energy shift  is small for
R = R. Therefore, the results of TPA are in good agreement with the Gamow calculations
already for R = R.
Next we consider the low-`, broader 2s1/2 resonance at Eres=1.5 MeV, which is consid-
erably closer to the top of the barrier V ( R) = 9.43 MeV ( R=9.34 fm). The corresponding
classical turning points are r1=7.19 fm and r2=65.28 fm. The results are shown in Table I.
One nds that also in this case the width ΓTPA nicely agrees with the exact numerical result,
and the accuracy of the TPA is well estimated by Eqs. (3.3) and (3.4). As one increases
R− R, the result of the TPA becomes practically independent of R.
Table II displays the TPA results for neutron resonances. Here Γ is much larger due
to the absence of the Coulomb barrier. We rst consider the high-` 0i13/2 Gamow state in
133Sn at an energy Eres=1MeV. The barrier top is V ( R) = 10.29 MeV for R=8.33 fm, and
r1=6.46 fm and r2=29.61 fm. As in the proton case, there is very good agreement with the
exact GAMOW calculations, provided that R is taken far away from the turning points,
inside the window determined by (3.3) and (3.4). Again, the accuracy of the TPA is well
reproduced by these equations.
Finally, we carried out calculations for a very broad 1f5/2 neutron resonance state at
Eres=1MeV. Here, V ( R)=2.38MeV for R=9.39 fm, and r1=7.94 fm and r2=15.83 fm. Also
in this case Γ is well reproduced by the TPA. As expected, the best agreement is obtained for
R taken between the turning points when both corrections, (Γ)1 and (Γ)2, are minimized.
The above comparisons with the results of the exact numerical integration conrm that
the results of TPA weakly depend on the separation radius R, provided it is taken well inside
the window determined by Eqs. (3.3), (3.4). This suggests that the separation radius can be
eliminated altogether from the nal expressions of the TPA for Eres = E0 +  and Γ. This
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is demonstrated in the following section.
IV. MODIFIED TWO-POTENTIAL APPROACH
A tunneling potential can always be written as a sum of attractive and repulsive con-
tributions, V (r) = Vatt(r) + Vrep(r), where Vrep(r) becomes dominant beyond the barrier
radius, Fig. 4. Therefore, starting with some radius r, the total potential V (r) can be well
approximated by the repulsive component only, V (r) ’ Vrep(r). The value of r should
be chosen in such a way that the attractive (nuclear) part can disregarded with a desired
accuracy η  1, i.e.
j1− Vrep(r)/V (r)j  η for r  r . (4.1)
For instance, in the case of a square-well potential of Fig. 2, Eq. (4.1) is satised for any η
with r greater than the potential radius (R1). In most cases, the attractive potential (e.g.,
the nuclear average potential) drops down very fast beyond the barrier radius, so that r is
closer to R than to the separation radius R in the TPA.
Usually, the repulsive part Vrep(r) is well known, as well as the two linearly independent
(regular and irregular) solutions Fk(r) and Gk(r) of the corresponding Schro¨dinger equation.
For instance, if Vrep(r) is a sum of Coulomb and centrifugal potentials, then Fk(r) and Gk(r)
are the standard Coulomb functions (as before, the partial wave index has been suppressed).
This implies that any solution of the Schro¨dinger equation with the potential V (r) of Fig. 4
can be written for r > r as the linear combination of Fk(r) and Gk(r). Let us apply this
result to the inner and the outer wave functions, 0(R) and χk(R), of Eq. (2.18).
Consider rst the bound state wave function 0(r) of the inner potential U(r) (2.2).
Since U(r) = Vrep(r) for r  r  R, 0(r) can be expanded in this region as
0(r) = c1Gk(r) + c2Fk(r) , (4.2)
where k = (2mE0)
1/2 and the coecients c1,2 are determined from the continuity of 0(r)




= −jp(R)j . (4.3)
The resonance energy Eres = E0 is determined from the continuity of the logarithmic deriva-







1 + αa−1k − f1(1 + ~a−1k )
1 + αa−1k − f2(1 + ~a−1k )
]
, (4.4)


















The wave functions Fk(r) and Gk(r) are of the same order of magnitude in the asymptotic
region, r  r2. However, in the classically forbidden region, r < r2, the regular wave function
exponentially decreases and the irregular one exponentially increases with decreasing r.
Using the semiclassical approximation, one can estimate Gk(R)Fk(r)  exp[− ∫ Rr¯ jp(r)jdr].
Therefore, the coecients f1,2 are of the order of exp[−α(R−r)], so the corresponding terms
f1,2(1 + ~a
(−1)
k ) in Eq. (4.4) are exponentially suppressed and can be neglected. As a result,







which does not exhibit any explicit R-dependence. The above equation determines the reso-
nance energy Eres = E0 = k
2/2m. Note that the irregular wave function, Gk(r), corresponds
to the real part of the outgoing solution Ψoutk (r) = Gk(r) + iFk(r), so that Eq. (4.6) repre-
sents the matching condition of the inner (bound state) wave function with a real part of
the outgoing wave.
Consider now Eq. (2.18) for the width. Since R > r, the outer wave function χk(r) in
the region r  R can be represented as the linear combination of the regular and irregular
solutions, Fk(r) and Gk(r), of the same repulsive potential Vrep(r).
χk(r) = cos δk Fk(r) + sin δk Gk(r) for r  R , (4.7)
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where δk is the phase shift, which is obtained from matching of logarithmic derivatives at
the separation radius R:







Here we neglected the terms  exp(−2αR). Substituting (4.2) and (4.7) into (2.18) and
taking into account the relation between Fk(r) and Gk(r) given by the Wronskian
Gk(R)F
0
k(R)−G0k(R)Fk(R) = k, (4.9)
we obtain







1− (~ak + α)(ak − α)
(ak + α)(~ak − α)
]2
. (4.10)
Note that in the classically forbidden region F 0k(r)/Fk(r)  jp(r)j and G0k(r)/Gk(r) 
−jp(r)j, so that the second term in (4.10) can be neglected. In addition, cos δk ’ 1, as









Thus, similar to Eq. (4.6), the separation radius R does not appear explicitly here.
Equations (4.6) and (4.11) for Eres and Γ represent the nal result of the modied
two-potential approach (MTPA). Despite their simple appearance, these equations are very
accurate. For instance, for the previously discussed case of the P-wave resonance in the
square well potential, one nds Eres=1 keV and Γ=55.3 eV, i.e. the same result as in TPA.
In general, the accuracy of the MTPA can be estimated by the parameter η (4.1). This
parameter denes the lower limit for the matching radius r. However, one has to keep in
mind that r cannot be very large since our derivation of Eqs. (4.6) and (4.11) is valid only
for α(R− r)  1. Therefore the value of η is restricted by Eq. (3.1) in which R is replaced
by r.
It is worth noting that the expression similar to Eq. (4.11) was used [20,21] in the context
of the Gamow state formalism. It can be derived from the continuity relation for the resonant
states. (See Refs. [22,23] for a discussion.)
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A. MTPA: numerical examples
We present below in Tables III and IV the results of the MTPA for the width Γ (4.11)
as a function of the matching radius r. These results are compared with the Gamow state
calculations. The resonance energies in the MTPA are very close to the exact result, hence
they are not shown in the tables. Tables III and IV display the MTPA results for the
resonances shown in Tables I and II. One nds that the MTPA reproduces the width almost
with the same accuracy as the TPA, provided that the matching radius r is large enough to
ensure that the nuclear attractive potential is small (η  1). It follows from Tables III and
IV that the parameter η/3 controls the accuracy of MTPA rather well, except for a broad
neutron resonance 1s5/2 when Γ/Γ reaches 10% at r = R+2.96. In this case, the matching
radius is quite far away from the barrier radius, so that the accuracy of the MTPA is given
by Eq. (3.1) (with R replaced by r). This is well conrmed by Table II, which shows the
corresponding correction term.
B. Comparison with the R-matrix theory
It is interesting to compare the nal expressions of the MTPA, Eqs. (4.6) and (4.11), with
the results of the R-matrix theory [6]. In the latter method, the space is divided into internal
and external regions by a hard sphere of the radius ac, and a complete set of the internal
wave functions uλ(r) is introduced,
∫ ac
0 uλ(r)uλ′(r)dr = δλλ′ . The internal wave functions
obey certain real boundary conditions (the so-called \natural" boundary conditons). In a




















where Ψoutk = Gk + iFk is the outgoing solution in the external region, and gλ is the energy
derivative of the level shift [6,19].
One nds that Eqs. (4.6) and (4.11) of the MTPA formally resemble Eqs. (4.12) and
(4.13) by choosing ac = r and taking gλ(ac) = 0. Indeed, since r is close to the potential
boundary, Gk(r)  Fk(r) and then Ψoutk (r) ’ Gk(r). Yet, the inner wave function 0(r) of
the MTPA is dierent from the internal wave function uλ(r) of the R-matrix theory. The
latter is totally conned inside the inner region, whereas 0(r) is a true \bound state" wave
function of the inner potential U(r). Therefore, their normalizations are dierent.
The essential problem of the R-matrix theory is a proper choice of the matching radius ac,
which remains a free parameter. A dierent choice of ac does aect the results of R-function
calculations in a one-level approximation. Moreover, there should exist an optimal matching
radius, for which the results of the R-matrix calculations are close to the exact results [17].
However, except for some simple cases (e.g., the square well potential), the optimal matching
radius cannot be simply prescribed. In contrast, the MTPA is not sensitive to the matching
radius r, provided that it is taken inside the \window", dened by Eqs. (3.1) and (4.1). This
is an essential advantage of MTPA over the R-matrix method. (For critical discussion of
the R-matrix expression for the width, see Refs. [8,22,24].)
V. SUMMARY
In this paper we investigated the two-potential approach to the one-body tunneling
problem. We found that this approach becomes extremely accurate if the separation radius,
dividing the entire space into the inner and the outer regions, is taken deeply inside the
barrier, but not very close to the outer classical turning point. From a minimization of the
leading correction terms to the TPA, we obtained simple expressions for the upper and lower
limits of the separation radius. The high accuracy of TPA was demonstrated explicitly by a
detailed comparison with the results for the Gamow resonances corresponding to a realistic
nuclear potential.
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We have found that the TPA can be further simplied without losing accuracy, by taking
into account the properties of regular and irregular solutions of the Schro¨dinger equation
under the barrier. The nal results of such a modied two-potential approach formally
resemble those of the R-matrix theory for the \natural" choice of the boundary conditions.
However, the internal wave function of the MTPA is considerably dierent. In addition,
contrary to the R-matrix theory, the corresponding matching radius of the MTPA is well
dened. This constitutes a great advantage of the MTPA over the R-matrix approach and
makes it very useful for practical applications.
While the calculations were performed assuming spherical symmetry, the general expres-
sions pertaining to a multi-dimensional case have also been derived. A generalization of the
MTPA to the multi-channel case is under development.
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TABLE I. TPA calculations for the 0h11/2 and 2s1/2 proton resonances with energy
Eres=1.5 MeV in a WS potential. The calculated widths ΓTPA and the corresponding corrections
(3.3) and (3.4) are shown for several values of the separation radius R. If the correction term is
marked zero, it means that it is below 0.1%.
R− R (fm)  (keV) ΓTPA (MeV) (Γ)1/ΓTPA (Γ)2/ΓTPA (Γ)/Γ
0h11/2 Gamow state: Eres=1.5 MeV, Γ =4.918 E-18 MeV
0 -1.9 4.931 E-18 0 -1% -0.3%
1.59 -0.27 4.919 E-18 0 -0.15% 0
4.28 -5.0 E-3 4.919 E-18 0 0 0
9.33 -1.1 E-5 4.919 E-18 0 0 0
2s1/2 Gamow state: Eres=1.5 MeV, Γ =6.695 E-14 MeV
0 -3.3 6.727 E-14 0 -2.3% -0.5%
3.48 -0.11 6.709 E-14 0 -0.1% -0.2%
8.05 -1.2 E-3 6.746 E-14 -0.7% 0 -0.7%
11.81 -5.5 E-5 6.729 E-14 -0.5% 0 -0.5%
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TABLE II. Same as in Table I, except for the neutron 0i13/2 and 1f5/2 resonances.
R− R (fm)  (keV) ΓTPA (MeV) (Γ)1/ΓTPA (Γ)2/ΓTPA (Γ)/Γ
0i13/2 Gamow state: Eres=1MeV, Γ =1.834 E-6 MeV
0 -11.9 1.869 E-6 0 -3% -1.9%
3.45 -0.47 1.844 E-6 -1.2% -0.1% -0.5%
5.96 -6.1 E-2 1.847 E-6 -1.5% 0 -0.7%
13.87 -1.6 E-3 1.894 E-6 -3.3% 0 -3.3%
1f5/2 Gamow state: Eres=1MeV, Γ =9.271 E-2 MeV
0 -109 1.227 E-1 0 -25% -32%
2.05 -51.4 1.089 E-1 -10.1% -12% -17%
4.05 -7.2 9.876 E-2 -12% -1.7% -6.5%
4.57 +2.7 9.408 E-2 -17% +0.6% -1.5%
5.15 +13.7 8.593 E-2 -30% +3% 7.3%
TABLE III. Same as in Table I, except for the MTPA.
r − R (fm) η ΓMTPA (MeV) Γ/Γ
0h11/2 Gamow state: Eres=1.5 MeV, Γ =4.918 E-18 MeV
0.17 0.11 4.665 E-18 5%
1.55 0.02 4.87 E-18 1%
3.09 0.003 4.909 E-18 0.2%
2s1/2 Gamow state: Eres=1.5 MeV, Γ =6.695 E-14 MeV
0.26 0.06 6.577 E-14 2%
1.66 0.01 6.675 E-14 0.3%
3.24 0.001 6.692 E-14 0
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TABLE IV. Same as in Table II, except for the MTPA.
r − R (fm) η ΓMTPA (MeV) Γ/Γ
0i13/2 Gamow state: Eres=1MeV, Γ =1.834 E-6 MeV
0.18 0.15 1.736 E-6 5%
1.45 .04 1.814 E-6 1%
2.99 .007 1.831 E-6 0.1%
1f5/2 Gamow state: Eres=1MeV, Γ =9.271 E-2 MeV
0.18 0.13 8.998 E-2 3%
1.38 0.035 8.856 E-2 4%







FIG. 1. The quasi-stationary (resonance) state with energy E = Eres inside the spherical
potential well. The separation radius R inside the barrier divides the entire space into the \inner"










FIG. 2. P-wave resonance-state in the square-well potential. The square-well parameters:
U0=-51.6 MeV and R1=6 fm correspond to the P-wave resonance at Eres = 1 keV and Γ =55.9
eV. The bound state in the potential U(r) lies at E0=275 keV. The top of the centrifugal barrier










FIG. 3. The \inner" (U) and the \outer" ( ~W ) parts of the potential V (r). The separation






V    (r)rep
R r
0E
FIG. 4. For r > r the tunneling potential V (r) can be approximated by its repulsive part
Vrep(r). R and r2 denote the TPA separation radius and the outer turning point (V (r2) = E0),
respectively.
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