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Abstract
Multiple-Object Tracking (MOT) methods are used to detect targets in individual video
frames, e.g., vehicles, people, and other objects, and then record each unique target’s path
over time. Current state-of-the-art approaches are extremely complex because most rely
on extracting and comparing visual features at every frame to track each object. These
approaches are geared toward high-difficulty-tracking scenarios, e.g., crowded airports,
and require expensive dedicated hardware, e.g., Graphics Processing Units. In hardwareconstrained applications, researchers are turning to older, less complex MOT methods,
which reveals a serious scalability issue within the state-of-the-art. Crowded
environments are a niche application for MOT, i.e., there are far more residential areas
than there are airports. Given complex approaches are not required for low-difficultytracking scenarios, i.e., video showing mainly isolated targets, there is an opportunity to
utilize more efficient MOT methods for these environments. Nevertheless, little recent
research has focused on developing more efficient MOT methods.

This thesis describes a novel MOT method, ClusterTracker, that is built to handle
variable-difficulty-tracking environments an order of magnitude faster than the state-ofthe-art. It achieves this by avoiding visual features and using quadratic-complexity
algorithms instead of the cubic-complexity algorithms found in other trackers.
ClusterTracker performs spatial clustering on object detections from short frame
sequences, treats clusters as tracklets, and then connects successive tracklets with high
bounding-box overlap to form tracks. With recorded video, parallel processing can be
applied to several steps of ClusterTracker.

i

This thesis evaluates ClusterTracker’s baseline performance on several benchmark
datasets, describes its intended operating environments, and identifies its weaknesses.
Subsequent modifications patch these weaknesses while also addressing the scalability
concerns of more complex MOT methods. The modified architecture uses clustering
feedback to separate isolated targets from non-isolated targets, re-processing the latter
with a more complex MOT method. Results show ClusterTracker is uniquely suited for
such an approach and allows complex MOT methods to be applied to the challenging
tracking situations for which they are intended.
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Introduction

Rapid, automated processing of video is motivated in part by the sheer volume of camera
data, e.g., there are 50 million Closed-Circuit Television (CCTV) cameras installed
across the United States [1]. Multiple-Object Tracking (MOT) methods, which find and
keep track of multiple objects over time, enable automated video processing and address
a fundamental task in computer vision. Most current MOT methods are extremely
complex, requiring dedicated Graphics Processing Units (GPUs) to function near realtime. These MOT methods are accurate and perhaps the only way to approach extremely
crowded scenes like stadiums, train stations, or airports. However, these MOT scenarios
are relatively niche compared to the less-crowded MOT scenarios regularly encountered
in countless residential areas, small-store surveillance systems, hotel hallways, parking
lots, and many other situations. In long-duration video from these locations, crowds are
temporally rare events, making complex approaches largely unnecessary. Further, many
leading MOT methods are not scalable for such widespread uses because of their reliance
on dedicated hardware. Researchers are beginning to recognize these scalability
problems. For example, as part of the recent 5th AI City Challenge [2], which is a
competition including real-world applications for MOT, e.g., traffic counting, contestants
were “required to develop class-wise, motion-specific vehicle counting systems that can
efficiently record vehicles…in different traffic paths and scenes in real time on a singleboard computer.” [3] This restriction of resources forced contestants to balance accuracy
with computational cost in their MOT strategies. Interestingly, the top four contestants
[3]–[6] all avoided the current state-of-the-art methods and instead based their approach
on older methods that were computationally simpler. More efficient MOT methods must
be developed to improve their scalability.
1

This thesis describes a novel MOT method, ClusterTracker, that exhibits more than an
order of magnitude faster processing speed over most trackers, runs with a single core of
a CPU, and can be used with either object detections or motion detections. Many of the
advantages of ClusterTracker are expressed in terms of processing speed. While faster
processing speeds are useful for MOT applications in recorded video and high-speed
cameras, this metric is mainly used to quantify fundamental differences in complexity.
Simpler algorithms reduce computational needs, which either frees up resources for
additional tasks on existing hardware or reduces system-hardware requirements for new
hardware designs. To illustrate the latter, consider a small surveillance system of 10
cameras. Using complex MOT methods in this system would require 10 GPUs, each of
which can cost a few thousand dollars while many cameras cost a few hundred dollars. A
simpler MOT method requiring no GPUs or only a single shared GPU for all cameras,
would lower the total cost of the surveillance system by an order of magnitude.

In sum, this thesis makes contributions toward the field of MOT by
•

achieving state-of-the-art processing speeds with ClusterTracker,

•

showing one-size-fits-all-tracking solutions are unnecessarily complex for some
tracking problems,

•

classifying isolated and non-isolated targets with ClusterTracker to derive an
alternative solution that lends itself to adaptive implementations, and
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•

testing an adaptive version of ClusterTracker, that uses a different tracking
solution for isolated and non-isolated targets, thereby balancing processing
efficiency and tracking accuracy.

The remainder of the thesis is organized as follows. Chapter 2 reviews related work,
tracking metrics, and datasets used throughout this thesis. Chapter 3 describes
ClusterTracker and compares its performance to other MOT methods on benchmark
datasets. There, ClusterTracker is found to be less impaired by increased target density
(number of targets per frame), which is argued to be the result of fundamental differences
in underlying computational complexity. Chapter 4 describes a simple post-processing
rule that boosts tracking performance in low-difficulty environments. Chapter 5 addresses
a core weakness of ClusterTracker by re-processing self-identified errors with a
secondary more accurate MOT method. This hybrid architecture allows more complex
MOT methods to be used only on an as-needed basis. This solution is aimed at increasing
the scalability of expensive state-of-the-art MOT methods, which currently are an
inefficient one-size-fits-all solution to tracking. Chapter 6 discusses several re-occurring
topics and paths for future research, while Chapter 7 is a conclusion.

Source code is at https://github.com/JLJ19/Thesis.
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Background

A common MOT approach is the two-step tracking-by-detection method shown in Figure
1(a), where a sensor, such as radar/sonar receiver or a video camera, outputs discrete
measurements to a detection method, which filters and scans these data for targets of
interest. State information for detected targets, e.g., position and size, is passed on to a
data association method, which then links past detections to current detections. Resulting
tracks define how target states change over time. For MOT based on video, a camera
outputs individual frames to a detection method, whose output is illustrated by the green
boxes in the frames from the first row of Figure 1(b). Tracks, shown in cyan in the
second row of Figure 1(b), reveal the locations of individual targets in each frame. This
thesis focuses on efficient data association methods for video that are not specific to a
particular detection method. The remainder of this chapter is organized as follows.

Figure 1: Common approach to MOT. (a) At each time step, a detection method reads sensor data and finds
targets of interest, shown as yellow stars. The data association method links current and past detections,
resulting in tracks, illustrated by the red and blue lines and stars. (b) The first row shows detections in two
frames, illustrated by the green boxes and labels (person, car). The second row shows the tracking output,
where each individual target is identified by a number on top of their cyan box.

4

Section 2.1 broadly reviews several detection methods to provide a general understanding
of their role in MOT. Section 2.2 specifically reviews a selection of highly-relevant data
association methods. Sections 2.3 and 2.4 review the metrics and datasets used for
performance evaluations in this thesis.
2.1

Detection Methods

Many detection methods exist, each with different objectives. This section focuses on the
differences between object-detection and motion-detection methods in the context of
MOT. Object-detection methods generally process static images and use appearance
models to find specific targets of interest. Motion-detection methods look at how pixels
change from frame to frame in video. The output from both methods is commonly
characterized as a set of two-dimensional bounding boxes surrounding each target.
ClusterTracker records the center of the bounding box (x, y), the frame the detection
came from (f), the top left corner of the bounding box (bX, bY), and the width and height
of the box (w, h) in vector 𝜑 = [x, y, f, bX, bY, w, h], as illustrated in Figure 2. Detection
properties are denoted with subscript, e.g., 𝜑x,y is the (x, y) center of the detection.

Figure 2: Feature vector description of a target detection. The target is illustrated as a blue blob, surrounded
by a bounding box, which is contained in a frame.
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The goal of this section is to understand where these detections come from as well as the
errors specific to each family of detection methods; both detection methods are used in
this thesis. This section is organized as follows. Section 2.1.1 discusses object-detection
methods and emphasizes the computational cost associated with extracting visual features
from images, a process also implemented by many data-association methods. Section
2.1.2 discusses motion-detection methods.
2.1.1

Object-Detection Methods

Object-detection methods must locate multiple objects in an image, e.g., with bounding
boxes. Additionally, many methods also classify each object with labels, e.g., car, person,
and dog. Object-detector performance is benchmarked in large datasets like the Common
Objects in Context (COCO) [7] dataset; COCO has 91 different object classes spread
over 300k images, resulting in 2.5 million labeled bounding boxes. This thesis makes use
of object-detection methods that use Convolutional Neural Networks (CNNs) to perform
both localization and classification. CNNs are currently the most accurate approach to
object detection, showing leading performance in COCO [8].

CNNs operate like black boxes, where an image goes in, hundreds of filters are applied to
the image, and then a prediction comes out, e.g., a bounding box with a label. Before a
CNN is usable, all CNN filter coefficients, or weights, must be learned using a taskspecific training process. In training, CNNs make predictions on annotated images, i.e.,
images including known location and class data for all objects. The prediction error, i.e.,
the difference between the ground-truth annotations and the predictions, is used to adjust
the values of the filters. This process is repeated for thousands of training images with the
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goal of reducing the error over time. For object detection, this results in a set of highly
abstract filters that are optimized to detect objects represented in the training data. Note
that if a specific object class in an image is not represented in the training set, the training
process must be repeated or augmented. The total number of operations CNNs perform to
detect objects in images depends on the input image size and the number of filters
present; however, it is typical for CNNs to perform billions of operations per image [9].
To run at real-time speeds, most CNNs require GPUs, which allow for significant parallel
processing not possible on a CPU. Note, GPUs speed up computation but do not change
the number of operations that are performed.

General interest in CNNs grew after the early success of AlexNet [10] in the imageclassification task, where the goal is to predict the class of the main object present in an
image without predicting its location. AlexNet is shown in Figure 3; the input image is
shown on the far left and is required to be a fixed size (common for most CNNs).
AlexNet first uses 96 different 11x11 filters on this image, producing a matrix with
dimensions 55x55x96. This matrix is then filtered with 256 separate 5x5 filters. This
process is repeated for three more layers, resulting in a one-dimensional vector (1x4096)
representing the visual features from the image. These features are the input to the final
fully connected layers at the far right, shown as thin vertical blocks with the “dense”
label. The fully connected layers use the CNN-features to predict the probability of the
picture containing a specific object class.
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Figure 3: AlexNet architecture from [10]. In this diagram, the input image is on the far left and the output is
on the far right. The first layer includes 96 (11x11) filters convolved with the input image. The resulting
matrix is filtered with 256 (5x5) filters. The result (far right) is a 1000-unit long vector containing
prediction probabilities for each of the 1000 classes the network is trained on. The label corresponding to
the highest probability is considered the hypothesized image prediction.

An early CNN-based approach to object-detection was to use a non-CNN-based method
to locate objects and then use a CNN like AlexNet to predict the class label of each
object. This approach is demonstrated with the Regions with CNN features method (RCNN) [11]. The R-CNN method, illustrated by [11] in Figure 4, first proposes roughly
2,000 regions of interest that might contain an object, shown as yellow boxes in Figure 4.
Region proposals are found using an image segmentation method, where pixels in the
image are grouped based on position and color similarity. As shown in steps 3 and 4 in
Figure 4, R-CNN treats each region as an image and uses a CNN to predict the main
object class of each region; the R-CNN approach is demonstrated with AlexNet in [11].
Therefore, AlexNet is run on each of the 2,000 region proposals separately, which makes
the R-CNN approach very slow. Another drawback is the CNN is trained for the imageclassification task instead of the object-detection task directly. Fast R-CNN [12]
improves R-CNN by extracting CNN-based features from the entire input image and
sharing these features between all region proposals, avoiding the repetitive use of a CNN
on each region proposal. Further, this improvement allows the system to be trained all at
8

once, i.e, using object locations and labels as training data. The final component of Fast
R-CNN is a bounding-box-refinement step that is used to increase the localization
accuracy of the predictions. In this step, CNN-features are used with a small neural
network that is trained to shift the bounding boxes of each region proposal. Faster RCNN [13] replaces the existing region-proposal algorithm of Fast R-CNN with a regionproposal network, which greatly improves processing speed.

Figure 4: R-CNN architecture from [11]. Each region proposal, shown as a yellow box, is passed as an
input to a CNN. Only a handful of regions are shown for illustrative purposes (usually ~2,000 regions).

You-Only-Look-Once (YOLO) [14] is a CNN trained to concurrently perform object
localization and classification. YOLO splits up an image into a pre-defined grid and then
predicts the locations and classes of multiple objects for each grid space. This step
produces many duplicate overlapping detections. With groups of overlapping detections,
only the highest confidence bounding box is kept. By avoiding a separate region proposal
step, YOLO is more efficient in both training and execution. Object-detection methods
like YOLO can use different CNN architectures for the feature-extraction portion of their
approaches. With smaller CNNs, processing speeds can substantially improve at some
cost to detection accuracy, e.g., the authors of YOLO improve the processing speed from
45 fps to 155 fps with a smaller network. Additionally, [8] shows the YOLO approach
achieving processing speeds in excess of 1,000 fps with small networks and advanced
9

hardware. This thesis makes use of a later version of YOLO, YOLOv3 [15], to detect
people and cars in videos where detections are not provided. This version was trained by
[16] on COCO, which is an appropriate dataset given its large overall size and large
number of “person” and “car” training examples. Figure 5 shows the detection output in
an image of a parking lot. While CNN-based object-detection methods are the most
accurate approaches available (as measured in benchmarks like COCO), they are not
perfect. Inevitably, CNN-based object-detection methods will encounter targets and
environments whose appearance differs enough from the training images to cause
detection errors. Figure 5 shows an example of several people and cars not detected in a
particular frame. The people in the middle of the parking lot are intermittently detected as
they walk across, potentially due to their small size and low contrast. In comparison,
people closer to the camera are detected more regularly. The black car is regularly
detected until the car door opens, after which the detections become more intermittent.
The other vehicles are regularly detected throughout the video. These detection errors
may result in downstream data-association errors depending on the type and frequency of
the detection errors over time.
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Figure 5: Detections from a COCO-trained YOLOv3 network. Detected objects are shown in green with
the predicted object class noted on the bounding box.

2.1.2

Motion-Detection Methods

Instead of looking at a single frame for objects, motion-detection methods look for
moving objects by analyzing how frames change over time. Thus, motion detection
involves either looking for local changes in pixel intensity or tracking where a specific
pixel or group of pixels moved, the latter approach being much more complex and
computationally intensive. The simplest way to detect local changes in pixel intensity is
to compute the difference between two video frames at each pixel location. Though
simple, this type of approach is not robust, i.e., it is hard to determine whether changes in
pixel intensity between two frames are due to real motion, sensor noise, compression
artifacts, and/or changes in lighting. Alternatively, a class of methods called background
models, generate statistical distributions from historical pixel intensities over the course
of many frames. For example, [17] uses a single Gaussian distribution per pixel;
uncommon values are considered foreground, i.e., pixels associated with motion, while
common values are background, i.e., pixels associated with the environment whose
appearance is relatively constant. The result is a logical image, where foreground is
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represented by “true” pixels. Bounding boxes are drawn around groups of connected
foreground pixels. To differentiate these detections from object detections, they are
referred to as foreground detections throughout this thesis. A limitation of [17] is it does
not change its background model over time and assumes that there is no motion when the
background model is created. These constraints do not lend well to outdoor environments
where the lighting changes constantly and there is repetitive motion like blinking lights.
To tackle these constraints, [18] uses a mixture of Gaussian models, whose distributions
are updated over time. Multiple gaussians capture different common pixel intensities
(blinking lights) and distribution-updates allow the model to react to global changes in
lighting over time. Instead of using a set number of Gaussian models, [19] extends [18]
by dynamically setting the number of Gaussians used for each pixel. The number of
operations performed by foreground detectors are directly related to the size of the input
image, versus both the image size and CNN-size with most object detectors. Reference
[20] shows the processing speed of foreground detection methods can exceed 600 fps on
a single CPU when video resolution is downsampled and statistical models are created
for groups of pixels rather than individual pixels.

For a comprehensive review of additional foreground-detection methods and datasets, the
interested reader is referred to [21] and [22]. References [17]–[19] are representative of
the foreground-detection method used in this thesis, which is described as follows.
1. Each frame is converted to grayscale and the resolution is reduced by a factor of
three, to improve the processing speed of subsequent steps.
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2. Each small grayscale frame is passed to the background model from [23], which
is an implementation of [18]. Background model parameters, e.g., the number of
Gaussians, are hand-tuned for the examples included in this thesis. If a dataset
including ground-truth information of foreground/background pixels was
available, these parameters could be optimized.
3. Resulting foreground detections are filtered according to size and aspect ratio,
which is based on the expected size of the objects of interest. This assumes a
scene parameter like smallest expected target size is known or can be estimated.
Figure 6 highlights specific differences in how foreground detections and object
detections represent the same scene, which can result in different subsequent tracking
outputs. The first row shows object detections from YOLOv3 and the second row shows
foreground detections from the method used in this thesis.
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Figure 6: Comparing occlusion behavior between object and foreground detections. (Row 1) Object detections are shown in green with the predicted object class
noted on the bounding box. (Row 2) Foreground detections are shown with red boxes surrounding groups of white foreground pixels. In row 1, object detections
are inconsistent due to both environment and target occlusions. From the first to the second frame, the size and position of the detection of the left person changes
significantly. From the second to the third frame, one person is occluded by the other to the point where he is no longer detected. In the last frame, notice the
person in the back is partially occluded but is still correctly located. The second row shows the equivalent foreground detections. In the first two frames there are
multiple foreground detections for each person because the railing occludes part of each person’s body and doesn’t change color. There is no additional highlevel logic to group these foreground detections together as they are purely the result of local changes in pixel intensity. Each detection will be treated as a
separate target by most data association algorithms. In the third frame, like the equivalent object detection, notice the foreground detections from the two people
are connected in one large white blob due to a complete occlusion of one target. In the fourth frame, unlike with the object detections, there is still only one large
foreground detection because the people are too close to each other to separate.
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In sum, foreground detections are much simpler to acquire than object detections, but
they do not guarantee one detection per target, can be very sensitive to changes in light or
camera motion, and often cannot separate partially-occluded targets. Object detections
are less affected by these situations, as exemplified by the last frame of the sequence in
Figure 6. Given this, foreground detections can isolate targets reasonably well when
target occlusions are rarer, e.g., an elevated camera angle with targets spaced far apart, as
shown in Figure 7. There, the foreground detector found all moving objects.

Figure 7: Foreground detections from an elevated camera angle. (Row 1) Original video frames. (Row 2)
Foreground detections are shown with red boxes. Only moving targets are found with the foreground
detections, thus the parked cars are not detected.

Alternatives to background modeling include optical-flow methods and their analogues
[24]–[26]. Instead of estimating the change of pixel values in a scalar manner, these
methods describe the motion of each pixel as a local vector. To be used in place of
foreground detections, these individual vectors must be grouped into larger regions
sharing similar motion. Optical-flow methods are more complex than background models
and thus slower. Fast optical flow computation is a continuing source of research, e.g.,
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[27]. In compressed video, motion vectors are a potential alternative to optical flow
calculation because they are a by-product of video compression, e.g., H.264 compression
standards [28].
2.2

Data Association Methods

It is important to note the input to a data-association algorithm in a MOT method is a set
of bounding boxes from the detection method, not usually a raw video frame. Thus, the
final tracking output is highly dependent on the specific detection method that is used.
Reference [29] provides a comprehensive review of MOT methods. Here, the discussion
is first focused on a selection of leading MOT methods that rely on appearance to track
via visual features derived from CNNs (Section 2.2.1). Then in Section 2.2.2, the
discussion covers several high-speed trackers that rely on position to track and do not use
any visual features.
2.2.1

Appearance-Based Data Association

Many MOT methods rely on CNNs for object detection. Building on this reliance, [30]
created a MOT method called Tracktor that exploits the bounding box refinement steps
that are integral to several object detectors, e.g., Faster R-CNN [13]. Normally, these
refinement steps turn a rough region proposal into a bounding box that tightly surrounds
targets. Tracktor repurposes these steps for MOT by starting this refinement with
bounding boxes from the previous frame and the features of the current frame. After
refinement, the bounding boxes from the old frame are shifted to the new locations in the
current frame. Though Tracktor does not require additional training for this step, it cannot
be applied to alternative detections like foreground detections. Further, resulting tracks
are only the initial hypotheses for tracks and can be very fragmented, i.e., one track may
follow a target for a few frames and then terminate, only for a new track to be initialized
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a few frames later on the same target. To connect tracks that belong to the same target, or
re-identify the target, Tracktor extracts additional visual features with a Siamese CNN,
e.g., [31] – a special type of CNN that predicts image similarity and does not require as
much training data. Tracktor compares the visual similarity of the last few frames of a
recently deactivated track to first few frames of a recently initialized track; if the
appearance is similar, Tracktor connects the two tracks. While computationally
expensive, Tracktor showed state-of-the-art tracking accuracy when it was released, i.e.,
it had the best published tracking accuracy on several benchmark datasets. Reference [32]
later showed the additional re-identification steps were not necessary for this approach if
the bounding-box-refinement steps were done both forward and backward in time. Using
visual features remains common practice for most leading approaches. For example, a
MOT method named “OUTrack” [33] is currently ranked first in tracking accuracy in
several datasets and builds tracks based almost entirely on consistent visual features.
Uniquely, [33] learns to measure visual similarity in an unsupervised fashion, leveraging
the fact that different detections in the same frame are from different targets and there
will be some similarity between detections in the current frame and those in the following
frame. Two significant drawbacks are shared among all CNN-feature-reliant MOT
methods: 1) they only work with CNN-based object detectors and thus require dedicated
hardware for both detection and data-association, and 2) they blindly rely on appearance
to track every target, regardless of whether a simple measure like position can solve the
problem. These disadvantages are addressed in this thesis by using position-based MOT
methods, which can be applied to any detector and are much more efficient.
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2.2.2

Position-Based Data Association

Consider the sequence of frames in Figure 8(a), where two targets are detected, as
illustrated by the blue boxes within each frame. The Intersection-Over-Union Tracker
(IOUT) [34] builds tracks based solely on the bounding box overlap of detections
between frames, while only considering detections whose class probability is above a
minimum threshold, denoted σl. The bounding-box overlap between two detections is
measured as the ratio of intersection area to total union of area, or the IoU ratio. For each
track, IOUT computes the IoU ratio between the position of the track in the previous
frame and a list of unmatched detections from the current frame. The detection with the
highest IoU ratio is matched to the track if the IoU ratio is above a minimum threshold
value, denoted σIOU. IOUT also requires tracks to last longer than tmin frames and contain

Figure 8: Bridging temporal detection gaps. (a) Detections (blue boxes) of two targets over a series of
frames. Assume all detections from the top half of the frames belong to the same target and all detections
from the bottom half of the frames belong to the other target. (b) Identity switches for each target,
illustrated by the boxes and lines changing colors when there is a missing detection. (c) Predicting future
locations (dotted line) when there is no detection to bridge the gap and maintain the original track
identities (orange and blue).
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at least one detection whose class probability is above an upper threshold, denoted σh.
IOUT is simple and fast, but relies on consistent detections, i.e., minor temporal gaps in
detections can cause Identity Switches (IDSWs). This thesis uses the IDSW definition
from [35], which defines an IDSW as the event where ground-truth target i is matched to
track k in the previous frame and track j in the current frame. Therefore, there are two
different situations for IDSWs: 1) when a MOT method hypothesizes different tracks at
different times for the same target, and 2) when a MOT method hypothesizes a single
track that jumps from one target to another. In situations where two targets pass by each
other and both tracks swap targets but do not terminate, two IDSWs are recorded. In this
type of situation, [35] generates additional errors during the frames where a track’s
bounding box overlaps both targets; these errors are described further in Section 2.3. The
IDSW of the type where multiple tracks cover a single ground-truth target is illustrated in
Figure 8(b), where the orange track is terminated when there is a missing detection. The
blue track continues one more frame before also terminating. When a new detection is
found, a new track is initialized, as illustrated by the different colored boxes/lines in
subsequent frames of Figure 8(b). In this example, the MOT method predicts there are six
separate targets instead of two. The creators of IOUT addressed this behavior in the
Visual Intersection-Over-Union Tracker (VIOUT) [36] by using a Single-Object
Tracking (SOT) algorithm to track visual features across these gaps. Given a starting
location for a target, SOT algorithms learn the initial appearance of the target and then
attempt to find that same target in future frames. SOT algorithms must extract, learn, and
search for visual features independently for each target. Therefore, SOT algorithms are
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inefficient in the context of MOT, highlighted by the fact that VIOUT was an order of
magnitude slower than IOUT.

Another way to bridge these detection gaps is to predict each target’s future position (in
camera coordinates) by inferring motion from historical position data. Prior knowledge of
the relationship between an object’s real-world and projected position makes these
velocity estimates more informative. However, this information is often not available,
making it difficult to compare motion between targets located in very different real-world
coordinates but similar camera coordinates, e.g., a street-level camera observing nearand-far-field targets near each other. Accurate estimates of interframe motion also require
appropriate sampling rates, which depend on the target’s distance to the camera and the
target’s motion behavior. The above challenges are minimized when using overhead
cameras with a high enough frame rate to assume constant linear velocity between
frames. Simple Online and Realtime Tracking (SORT) [37] predicts future target
locations using a Kalman Filter (KF) [38] on each track with a linear constant velocity
model to predict future locations. The state of each target is defined by its position, area,
aspect ratio (assumed constant), velocity, and area derivative. At every time step, each
track uses its KF to predict its future location. Then, the IoU ratio is calculated between
all predictions and current detections, resulting in a 2D cost matrix showing the IoU ratio
of all possible combinations; the task of selecting assignments based on a known cost
between two sets of items is commonly referred to as an assignment problem. The
Hungarian Algorithm [39] is used on this cost matrix to find an optimum set of
assignments, which in this case is the unique set of assignments showing the maximum
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sum of IoU ratios. The Hungarian Algorithm performs a series of clever row and column
matrix manipulations to find the optimal solution, which is done in much fewer steps than
an exhaustive search. Matched detections are added to their appropriate tracks if their
respective IoU ratios are above a minimum threshold parameter, denoted iou_thresh. If a
track is not matched to a detection, its position continues to be predicted using the a
priori velocity estimate from the KF, as shown in Figure 8(c) with the dotted lines.
During the time steps that no matches are found, the KF does not update the a posteriori
object-state estimates because it does not receive any new observations. The number of
frames that tracks are continued without being matched is a customizable parameter,
denoted max_age. An additional parameter is min_hits, which is the minimum number of
sequential matches made to initialize a track.

Observation-Centric SORT (OCSORT) [40] makes three modifications to SORT, which
enable it to achieve leading tracking accuracy on several MOT datasets. The first
modification is related to how frequently the a posteriori track-state estimates are
updated. During time steps where SORT cannot find a detection for a track, SORT
continues to use the a priori state estimate from the KF to predict future locations, i.e.,
the track’s a posteriori state estimate is not updated because no new observations are
available. As the time increases from when the track’s a posteriori state estimate was last
updated, the error between the actual target’s location and the predicted location can
grow large; this prediction error can lead to tracking errors. When a detection is
eventually matched to the track, the KF updates the track’s a posteriori state estimate
once. In OCSORT, when a new detection is found, a new hypothesized trajectory is built
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from the last known detection to the recently associated detection. Then OCSORT treats
the hypothetical trajectory as a set of new observations and re-runs the KF over the same
sequence of time steps. The track is not altered but this time the KF is able to update the a
posteriori state estimate at each time step, making the state estimates more useful after
this change. OCSORT also modifies the cost matrix for the assignment problem. Instead
of only using bounding-box overlap for association, OCSORT adds a term to the cost
function, weighted by parameter l, to account for differences between the historical
direction of travel and the new direction of travel assumed with potential matches. These
motion estimates are built using a vector defined by the difference in position from the
current frame (i) and frame (i-delta_t). The last change OCSORT makes is in the case
when a match is not made during the normal association step. For the unmatched track,
rather than predicting location using the KF (linear constant velocity estimate), OCSORT
holds the position of the last known observation constant, i.e., it assumes the object
stopped moving. OCSORT then checks if any detections align with this alternative
prediction. OCSORT also uses the original SORT parameters max_age, min_hits, and
iou_threshold.

Jarrett [41] created a related MOT method. Jarrett’s method is specific to foreground
detections and was not tested on MOT benchmark datasets like the other methods
reviewed. Jarrett starts by creating a fast initial set of track hypotheses with an approach
that is in-between IOUT and SORT. Jarrett relaxes the frame-by-frame matching
requirement of IOUT and instead looks for the best match within a customizable number
of frames – usually five. Jarrett also uses distance, not bounding-box overlap, to
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determine the best match. Like SORT, Jarrett estimates velocity to fill in any temporal
gaps. Unlike SORT, he does not use a KF but rather builds vectors between sequential
matches. Jarrett then uses a series of post-processing rules to address specific types of
errors. While many MOT methods include some form of error handling after an initial
pass, e.g., Tracktor with visual features for re-identification, Jarrett organizes his rules
into a hierarchy based on computational complexity. The first rules are computationally
cheap. If the error is not fixed, subsequent rules are applied which become progressively
more complex, ending with the use of visual features.
2.3

Tracking Metrics

Higher Order Tracking Accuracy (HOTA) [42] scores and Multiple Object Tracking
Accuracy (MOTA) scores [43] are two commonly used metrics to describe tracking
performance. The main difference between HOTA and MOTA scores is illustrated with a
simple example in Figure 9 that is based on a figure from [42]. Consider the true path of a
target, i.e., the ground truth (GT) path, illustrated as the black line, 100 frames long in
Figure 9(a). Figure 9(b, c) represent two different sets of predicted tracks for the target. In
Figure 9(b, c), assume the predicted tracks correctly represent the position of the target at
every frame, thus there are only true positive (TP) associations between the predicted
track bounding boxes and the GT bounding boxes at every frame. In general, other
possible tracking mistakes include false negative (FN) associations, where a track fails to
predict a bounding box for the target, and false positive (FP) associations, where the
track’s predicted bounding box does not cover the intended target. In Figure 9(b, c), the
only tracking mistake is the number of IDSWs, marked by the number of different
colored arrows. Note, the IDSWs in Figure 9(b, c) are the type where different tracks
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cover the same ground-truth target. In the situation where a track jumps to a different
ground-truth track, [35] records additional FP errors; typically, this situation occurs when
two targets severely occlude each other for multiple frames, e.g., when two targets pass
by each other.

Figure 9: Comparing tracking accuracy metrics. (a) The ground-truth track of a single target, 100 frames
long. (b) Two equal length tracks, 50 frames in length, which are the predicted tracks of the target in (a). (c)
Five equal length tracks, 20 frames in length, which are the predicted tracks of the target in (a). Assume at
each frame there are only true positive associations between the actual and predicted location of the target.

The MOTA score is defined as
MOTA = 1- [ |FN| + |FP| + |IDSW| ] / |GT| .
The MOTA scores for Figure 9(b, c) are then 99% (1- 1/100) and 96% (1-4/100),
respectively. The HOTA score is defined as
HOTA = sqrt(Detection Accuracy × Association Accuracy).
The Detection Accuracy is 100% in both examples, as there are only TP associations in
Figure 9. The Association Accuracy in this example is the average length of each
predicted track, which is 50% for Figure 9(b) and 20% for Figure 9(c). HOTA scores for
Figure 9(b, c) are then 71% (sqrt(1 × 0.5)) and 45% (sqrt(1 × 0.2)), respectively. HOTA
penalizes IDSWs much more than MOTA and evenly balances Detection Accuracy with
Association Accuracy; both are standard metrics for MOT.
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2.4

Datasets

This thesis uses several datasets that are part of the MOT Challenge, which is a
benchmarking system for the consistent evaluation of MOT algorithms on a variety of
datasets. Researchers are provided object detections on the MOT Challenge website [44],
so all data association algorithms have access to the same detections and raw frames. The
specific datasets used in this thesis are discussed individually as follows. Section 2.4.1
reviews the MOT20 [45] and CVPR19 [46] datasets. Section 2.4.2 reviews the Head
Tracking 21 (HT21) [47] dataset and Section 2.4.3 reviews a subset of the MOTSynth
[48] dataset. Separate from the MOT Challenge, this thesis also uses several video
samples from the VIRAT dataset [49] and the University of California Riverside
Videoweb Activities Dataset [50], referred to here as the UCR dataset. Section 2.4.4
reviews both the videos from the VIRAT and UCR datasets. Lastly, Section 2.4.5
discusses differences in tracking difficulty between various datasets. The videos and
datasets used in this thesis are intentionally chosen to provide a wide range of tracking
difficulty, which is necessary to evaluate (often) competing performance objectives, i.e.,
tracking accuracy and tracking efficiency. Previous work in MOT has primarily focused
on tracking accuracy in difficult videos and has not significantly explored tracking
accuracy and efficiency as a function of scene difficulty.

Note, datasets using a mix of street-level video and videos with moving cameras, e.g.,
KITTI [51], DanceTrack [52], and MOT16 [35], are purposely avoided. The reason is
that ClusterTracker is heavily dependent on camera coordinates for tracking. When there
are multiple targets in a street-level video, it is difficult to discern differences in depth
with 2D image coordinates, as shown in a frame from MOT16 in Figure 10. Thus,
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ClusterTracker is best suited to video from elevated viewpoints where this effect is less
pronounced. The street-level scenes included in the thesis have very few targets.

Figure 10: Scene from the MOT16 dataset. At the street level, differences in depth are hard to distinguish
when only 2D bounding boxes are available for each target, e.g., the bounding box for the woman in the
black dress would appear side-by-side with the person in the white shirt. With an overhead view of the
same scene, all targets would have a more uniform distance from the camera.

2.4.1

MOT20 Dataset

The MOT20 [45] dataset includes eight overhead videos of extremely crowded pedestrian
scenes and the CVPR19 [46] dataset uses the same videos but has slightly different
annotations for scoring. The included object detections are from Faster RCNN [13], but
only detections of people are used. The eight videos are taken from three scenes, all
shown in Figure 11. These eight videos are split into separate training and test sets. The
training set (MOT20-Train) consists of two videos from the scene in Figure 11(a) and
two videos from the scene in Figure 11(b) for a total of six minutes of video at 25 fps.
The test set (MOT20-Test) consists of one video from Figure 11(a), one video from
Figure 11(b), and two videos from Figure 11(c) for a total of three minutes of video at 25
fps.
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Figure 11: Scenes from the MOT20 dataset. (a-b) Scenes from the training set of MOT20. (a-c) All three
scenes are included in the test set.

For the training set, ground-truth data are provided so researchers are able to produce
tracking metrics locally, i.e., on their own machines, using the official evaluation code
from [53]. For the test set, ground-truth data are not provided, but researchers can submit
their results to an evaluation server, which makes the tracking results available on the
MOT20/CVPR19 leaderboard websites [54], [55]. Unfortunately, it is not guaranteed
participants use the exact same object detections for their published results on the test set.
Many approaches, e.g., Tracktor and OCSORT, use an external object detector to propose
better-aligned bounding boxes with new confidence scores that are not part of the source
data. Subsequent tracking results are still considered as coming from “public” detections
because tracks are only initialized from bounding boxes that are close to the original
public detections, i.e., originally undetected targets remain untracked. Since publicly
reported results on the test set often make use of additional data beyond the source data,
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this thesis limits direct accuracy comparisons to local evaluations of the training set,
where the author can guarantee that each MOT method uses the same detections. For
processing speed comparisons, which do not require ground-truth data, this thesis uses all
videos and all provided detections from the MOT20 dataset.

For each video in MOT20, Table 1 shows the video name, frame rate (FR), resolution,
video length (minutes), total number of ground-truth (GT) tracks, total number of
detections using Faster R-CNNp, detection accuracy TP / (TP+FN+FP), mean number of
detections per frame (DpF) with standard deviation (SD), mean detection width (in
pixels) with standard deviation, and mean detection height (in pixels) with standard
deviation. All videos are short clips, ranging from roughly 20 seconds to 2 minutes. The
average number of detections per frame is consistent, i.e., low SD relative to mean, and
ranges from 30 to 115 across the entire dataset. The average detection width and height
across the whole dataset ranges from 50-90 pixels and 100-200 pixels, respectively.
There are over 3,000 different targets across the entire dataset. Based on the number of
detections and detection accuracies, there are over a hundred thousand potential tracking
errors in MOT20, making it a large test for MOT method robustness.
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Table 1: MOT20 dataset statistics

MOT20-Test

MOT20-Train

Video
Name
MOT20
-01
MOT20
-02
MOT20
-03
MOT20
-05
MOT20
-04
MOT20
-06
MOT20
-07
MOT20
-08

2.4.2

FR

Resolution

Length
(min)

Total #
GT
Tracks

Total #
Dets.

Det.
Acc.

Mean
DpF
(SD)

Mean
Width
(SD)

Mean
Height
(SD)

25

1920x1080

0.3

74

12610

0.86

29 (3)

79 (23)

177 (48)

25

1920x1080

1.9

270

89837

0.86

32 (6)

85 (28)

195 (58)

25

1173x880

1.6

702

177347

0.58

74 (10)

49 (10)

105 (22)

25

1654x1080

2.2

728

381349

0.64

115 (5)

70 (13)

157 (22)

25

1545x1080

1.4

1169

228298

0.69

110 (8)

74 (13)

167 (25)

25

1920x734

0.7

368

69467

0.48

69 (6)

72 (15)

169 (36)

25

1920x1080

0.4

126

20330

0.78

35 (8)

89 (27)

205 (55)

25

1920x734

0.5

279

43703

0.41

54 (4)

67 (13)

160 (32)

Head Tracking 21 Dataset

The HT21 dataset [47] uses head detections, e.g., Figure 12(b), rather than pedestrian
detections, e.g., Figure 12(a), from nine overhead videos of crowded pedestrian scenes.
Five videos are from MOT20 and four videos are from two new scenes, shown in Figure
12(c, d). HT21 is also split into training (HT21-Train) and test sets (HT21-Test); like
MOT20, this thesis only uses the training portion of HT21 to compare tracking accuracy
because public results from the test set are not guaranteed to use the same detections. The
entire dataset is used for processing-speed comparisons. Table 2 shows the video name,
frame rate (FR), resolution, video length (minutes), total number of ground-truth (GT)
tracks, total number of detections, detection accuracy TP / (TP+FN+FP), mean number of
detections per frame (DpF) with standard deviation (SD), and mean detection height (in
pixels) with standard deviation – width is redundant since heads are roughly shaped like
squares. Reference [47] did not include detection accuracy data for each sequence; values
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of detection accuracy for the training set are found using the ground-truth data and the
official evaluation code.

Figure 12: Scenes from the HT21 dataset. (a) Full-body detections (green boxes) from MOT20. (b) Head
detections (green boxes) from HT21 in the same scene from (a). Compared to full-body detections, head
detections are useful for identifying targets that would otherwise be missed by a full-body detector due to
occlusions, e.g., the three people in the bottom left corner of (a,b). (c-d) Additional scenes in HT21 not
included in MOT20.

HT-21-Test

HT21-Train

Table 2: HT21 dataset statistics
Video
Name

FR

Resolution

Video
Length
(min)

Total #
GT
Tracks

Total #
Dets.

Det.
Acc

Mean
DpF
(SD)

Mean
Height
(SD)

HT21-01

25

1920x1080

0.3

79

15589

0.30

36 (3)

26 (5)

HT21-02

25

1920x1080

2.2

1249

450544

0.55

136 (19)

25 (2)

HT21-03

25

1920x1080

0.7

809

96048

0.68

96 (17)

29 (4)

HT21-04

25
25
25
25
25
25

1920x1080
1920x1080
1920x1080
1920x1080
1920x1080
1920x734

0.7
0.4
1.4
0.7
0.7
0.7

573
133
737
734
1040
321

73039
25482
213304
53978
145549
96457

0.65

73 (7)
44 (13)
103 (15)
54 (10)
139 (8)
96 (10)

33 (5)
31 (7)
27 (2)
28 (4)
25 (4)
27 (5)

HT21-11
HT21-12
HT21-13
HT21-14
HT21-15
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2.4.3

MOTSynth Dataset

The MOTSynth [48] dataset contains videos from the photorealistic video game, Grand
Theft Auto V, by Rockstar Games. These videos are mainly from urban scenes and
include both moving and stationary camera footage from both street-level and elevated
viewpoints. This thesis uses a subset of 12 videos from this dataset, referred to here as the
MOTS12 dataset. All scenes from MOTS12 are shown in Figure 13; all scenes are from
stationary cameras with elevated viewpoints.

Figure 13: Scenes from the MOTS12 dataset. These scenes all are from stationary cameras with overhead
viewpoints.

Table 3 shows the same statistics shown for MOT20. All 12 videos are 1.5 minutes long
and are from overhead views. In total, MOTS12 has 546 individual targets. Compared to
MOT20 or HT21, Table 3 shows MOTS12 contains far fewer detections per frame, e.g.,
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the mean DpF values range from 5-19 in MOTS12 versus 30-115 in MOT20. Unlike
MOT20 or HT21, detections are not provided, so YOLOv3 was used to generate them
locally. Thus, detection accuracy was found using the MOT Challenge evaluation code
[53]. For performance evaluations, all detections with a confidence greater than 0.6 are
used for all trackers; this follows the practice of the authors of OCSORT [40], who use
this threshold on all datasets except MOT20. Note, confidence data are not provided in
the MOT20 dataset so all detections are used. Further, for the HT21 dataset, confidence
data are provided and all detections have a confidence greater than 0.6.
Table 3: MOTS12 dataset statistics
Video
Name

FR

Resolution

Video
Length
(min)

Total #
GT
Tracks

Total #
Dets.

Det.
Acc.

Mean
DpF
(SD)

Mean
Width
(SD)

Mean
Height
(SD)

019
059
068
077
086
094
170
424
425
531
620
639

20
20
20
20
20
20
20
20
20
20
20
20

1920x1080
1920x1080
1920x1080
1920x1080
1920x1080
1920x1080
1920x1080
1920x1080
1920x1080
1920x1080
1920x1080
1920x1080

1.5
1.5
1.5
1.5
1.5
1.5
1.5
1.5
1.5
1.5
1.5
1.5

30
47
39
47
35
29
96
31
26
95
21
50

9893
27413
17793
15291
9071
16126
27940
23532
15687
36409
4426
15806

0.74
0.49
0.65
0.69
0.49
0.79
0.42
0.54
0.53
0.63
0.42
0.44

5 (3)
15 (3)
9 (4)
8 (3)
5 (3)
7 (2)
15 (4)
12 (4)
8 (3)
19 (8)
2 (2)
8 (4)

92 (32)
42 (14)
83 (35)
97 (50)
87 (22)
65 (24)
39 (13)
56 (27)
58 (17)
74 (38)
106 (55)
54 (33)

163 (29)
83 (26)
166 (43)
182 (65)
122 (24)
131 (37)
85 (19)
125 (46)
118 (23)
146 (55)
221 (76)
120 (51)

2.4.4

Videos from the VIRAT and UCR Datasets

The MOT Challenge datasets are useful for measuring the general robustness of a tracker,
but there are no examples of uncrowded scenes. This thesis uses video samples from the
VIRAT [49] and UCR [50] datasets to visualize tracking behavior in uncrowded scenes;
there is no preexisting ground truth data to evaluate MOT performance quantitatively for
these videos. The VIRAT dataset [49] was created to investigate event detection, i.e., a
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person loading an object into a car, and contains surveillance video from real and acted
scenes. Figure 14(a, b) shows two VIRAT scenes. The UCR dataset was created to
investigate human activities, i.e., waving and shaking hands, and includes mostly acted
surveillance scenes from several camera angles. Two scenes from the UCR dataset are
shown in Figure 14(c, d).

Figure
14:
Various
scenes
from
uncrowded
environments.
(a)
Scene
from
VIRAT_S_040000_07_000966_001071. (b) Scene from VIRAT_S_000200_06_001693_001824. (c)
Scene from ucr1. (d) Scene from ucr6.

Table 4 shows video statistics from each video used in this thesis from the UCR and
VIRAT datasets. The UCR videos are roughly 15-45 seconds in duration and only
contain 1-3 detections per frame on average. The VIRAT videos are slightly longer,
ranging from roughly 30 seconds to over two minutes and contain more detections per
frame. While the average number of detections per frame ranges from 6-20 in the scenes
from VIRAT, most objects are stationary, e.g., parked cars in Figure 14(b).
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VIRAT

UCR

Dataset

Table 4: UCR / VIRAT video statistics

2.4.5

Video Name

Resolution

Video
Length
(min)

Total #
Dets.

DpF:
Mean
(SD)

Det.
Width:
Mean
(SD)

Det.
Height:
Mean
(SD)

30
30
30
30
30
30
30
30
30
30

1280x720
1280x720
1280x720
1280x720
640x480
1280x720
1280x720
1280x720
1280x720
1280x720

0.8
0.8
0.7
0.6
0.2
0.6
0.6
0.6
0.6
2.2

4978
2234
1550
2248
1004
2113
1465
2702
3261
40312

3 (1)
2 (1)
1 (1)
2 (1)
3 (1)
2 (0)
1 (1)
2 (1)
3 (1)
10 (1)

87 (37)
72 (44)
79 (49)
165 (88)
41 (16)
130 (37)
161 (55)
94 (34)
55 (17)
80 (48)

72 (35)
60 (28)
58 (26)
107 (38)
96 (42)
279 (69)
298 (63)
169 (59)
131 (37)
39 (14)

24

1280x720

2.0

58227

20 (1)

83 (34)

37 (16)

30

1920x1080

1.7

17892

6 (1)

76 (35)

50 (15)

30

1920x1080

1.4

28075

11 (1)

193 (68)

148 (63)

30

1920x1080

0.6

12650

11 (1)

196 (72)

149 (58)

Frame
Rate

ucr1
ucr2
ucr3
ucr4
ucr6
ucr11
ucr12
ucr17
ucr19
VIRAT_S_000200
_06_001693_0018
24
VIRAT_S_010107
_01_000068_0001
96
VIRAT_S_040000
_07_000966_0010
71
VIRAT_S_040103
_07_001011_0010
93
VIRAT_S_040103
_08_001475_0015
12

Defining MOT Difficulty

This thesis considers three measures of MOT difficulty for a video: the mean number of
detections per frame, the percentage of target locations showing severe occlusions, and
the detection accuracy. The mean number of detections per frame, when consistent,
provides context about the size of the data association problem, i.e., the computational
difficulty. Figure 15(a) compares the mean number of detections per frame from each
video, grouped by dataset. Ranking the datasets by this measure would rank HT21 as the
most difficult, closely followed by MOT20, and then trailed significantly by MOTS12 /
VIRAT, and finally UCR.
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Figure 15: Measuring difficulty for MOT datasets. (a) Boxplots showing the mean number of detections per
frame for each video in each dataset. (b) Boxplots showing the estimated percentage of all target locations
with severe occlusions for each video in each dataset. (c) Boxplots showing detection accuracy for each
dataset where ground-truth data was available, or detection accuracy was reported.

Tracking targets during occlusions can be challenging because no matter how good the
object detector, one can’t expect to detect targets that are not visible. The ground-truth
data from the MOT20-Train, HT21-Train, and MOTS12 datasets include visibility
information, i.e., the proportion of bounding-box area that is visible for each target at
every frame. Based on this metric, the author defines severe occlusions as times when a
ground-truth target is less than 50% visible. The resulting percentage of all target
locations that are occluded in videos from each dataset is shown in the boxplots of Figure
15(b). For the videos from the UCR and VIRAT datasets, the author estimates these
percentages by counting (roughly) the number of frames targets are present in the video
and the number of frames targets are severely occluded. Severe occlusions are frequent in
the MOT20-Train dataset, ranging 30-50% of all target instances. This makes sense, as
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the videos from the MOT20-Train dataset are of crowds. Though the HT21-Train dataset
also shows crowded scenes, its videos show less occlusions because heads are more
visible than full-body detections. The videos from the MOTS12 dataset are less crowded,
but still show frequent occlusions in most cases, e.g., in 10 out of 12 videos targets are
occluded 10-50% of the time. Five out of nine UCR videos and four out of five VIRAT
videos show occlusions less than 10% of the time. Lastly, detection accuracy gives an
idea of how many detection errors are passed to the data-association step of a MOT
method. Figure 15(c) shows the range of detection accuracies for the datasets where this
computation was possible, e.g., MOT20, HT21-Train, and MOTS12. Ranked by
detection accuracy, HT21 has the lowest accuracy, followed by MOT20 and MOTS12,
both of which have highly variable accuracies.

The most difficult videos have many targets, many occlusions, and low detection
accuracy. Conversely, the least difficult videos have few targets, few occlusions, and high
detection accuracy. However, there are many examples where the three measures
conflict. For example, a video with very few targets can be low difficulty in terms of
computational complexity but high difficulty in terms of the other two measures if targets
are constantly occluding each other, e.g., a video of two people dancing. On the other
hand, a video containing many targets can be high difficulty in terms of computational
complexity, but low difficulty in terms of the other two measures if targets are spaced far
apart from each other and thus do not experience frequent occlusions. Based on these
three measures, this thesis places these datasets into three broad difficulty levels.
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•

High-Difficulty: Relative to the other datasets, MOT20 and HT21 show
significantly more detections in each frame. The combined range for the mean
number of detections per frame across each video is roughly 30-140. The MOT20
dataset also shows high occlusion percentages relative to other videos. It is hard to
compare occlusion data from the HT21 dataset because head detections are
different than the full-body detections in other datasets. The lower percentage of
occlusions would normally make the MOT task easier, however, the HT21 dataset
also shows lower detection accuracies than the MOT20 and MOTS12 datasets,
which counter-balances scene difficulty; therefore, the author still considers the
HT21 dataset as high-difficulty.

•

Low-Difficulty: The videos from UCR and VIRAT only have 1-11 detections per
frame on average (with one exception), versus 30-140 in the videos from MOT20
and HT21. Many of these videos are representative of surveillance scenes where
occlusions are temporally rare events, defined in this thesis as occurring less than
10% of the time (averaged across all targets). Four out of nine videos from the
UCR dataset do not meet this definition as well as one out of the five videos from
the VIRAT dataset. The videos from VIRAT are slightly more difficult
computationally since they have more total detections in each frame. Without
ground-truth data, detection accuracies can’t be directly compared. Detection
errors are pointed out in the results from these videos. The tracking performance
among plainly visible targets will be heavily related to the object detector’s
performance in these scenes.
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•

Moderate-Difficulty: MOTS12 is in the middle of these datasets in terms of the
mean number of detections per frame, ranging from 2-19, and shows a wide range
of detection accuracies. As a group, the videos from the MOTS12 dataset show
more frequent occlusions than videos from the UCR or VIRAT datasets (with a
couple exceptions). Unlike the videos from the MOT20 and HT21 datasets
containing dense crowds, MOTS12 shows a mix of isolated targets and groups of
targets.
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3

ClusterTracker: An Efficiency-Focused MOT Method

The overall speed of the tracking-by-detection approach to MOT is limited by the slowest
process. While it is not unusual to encounter a variety of detection methods running
greater than 100 fps (Section 2.1), most data association algorithms are 1-2 orders of
magnitude slower, as shown by the official results from the MOT20 leaderboard [54]. For
example, Figure 16 reproduces the self-reported processing speeds and MOTA scores
from over 40 trackers (grey dots) reported on the leaderboards of both MOT20 [54] and
CVPR19 [55]; roughly 75 percent of these data association methods run under 12 fps,
and only two above 100 fps. Most of the MOT methods in Figure 16 are slow (even with
dedicated hardware) because they rely on visual features, e.g., OUTrack [33] (Section
2.2.1). Even though as a group position-based MOT methods are far more efficient than
appearance-based MOT methods (Section 2.2.2), Figure 16 shows there are still stark
differences in speed and accuracy between these approaches, i.e., IOUT [34], SORT [37],
and OCSORT [40].

Figure 16: Speed versus MOTA scores on the MOT20 and CVPR19 datasets. The processing speed of the
MOT method described in this chapter, CTv0, is in orange. Also highlighted are IOUT [34], SORT [37],
OCSORT [40], and OUTrack [33] (reviewed in Section 2.2). Note, processing speeds are self-reported and
MOTA scores range from (-∞, 100].
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This chapter describes the most basic version of ClusterTracker, ClusterTracker – version
0 (CTv0), which is an efficient position-based MOT method. CTv0 is 1-2 orders of
magnitude faster than most trackers but shows below-average accuracy on the MOT20
leaderboard (Figure 16). The lower accuracy is due to the MOT20 dataset containing
videos of dense crowds. Real-world video footage does not consist only of the crowded
stadiums and train stations of the MOT Challenge, e.g., Figure 17(a), but also of scenes
where moving targets are far apart and occlusions are temporally rare, e.g., scenes from
the VIRAT dataset (Figure 17(b)). Further, long-duration video will inevitably show
transitions between these different scenes. Thus, it is important to evaluate MOT method
performance across these very different environments, so that differences in both
accuracy and efficiency between various MOT methods can be quantified. It is especially
important to improve position-based MOT methods because they define baseline tracking
performance, which allows researchers to quantify the computational cost of performance
gains from more complex methods.

Figure 17: Scenes with different MOT difficulty levels. (a) Scene from MOT20. (b) Scene from VIRAT.

The organization of the rest of this chapter is as follows. Section 3.1 describes related
work specific to the CTv0 algorithm. Section 3.2 describes the CTv0 algorithm and
discusses differences in computational complexity between it, IOUT, SORT, and
OCSORT, which were reviewed previously in Section 2.2.2. Tracking performance is
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benchmarked against OCSORT because it leads the MOT20 leaderboard (among
published methods) in terms of HOTA scores. Section 3.3 presents speed and accuracy
comparisons between CTv0, IOUT, SORT, and OCSORT on the same machine for both
the MOT20 and HT21 datasets. Section 3.4 extends tracking speed and accuracy
comparisons between CTv0 and OCSORT to the MOTS12 dataset. Section 3.5 shows
visual examples CTv0’s tracking results in videos from the VIRAT and UCR datasets
using object detections, while Section 3.6 looks at the same VIRAT and UCR videos
using foreground detections. Section 3.7 provides a chapter summary.
3.1

Related Work

CTv0 shares concepts of bounding-box overlap and motion estimation with IOUT,
SORT, and OCSORT (Section 2.2.2). A core difference with CTv0 is the use of the
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm [56]
for data association. DBSCAN is a clustering algorithm that splits a group of datapoints
into sub-groups (clusters) based on a spatial density criterion. This criterion is defined by
the number of neighbors, minPts, a datapoint has within a neighborhood defined by a
maximum distance, 𝜀. Using these two parameters, each data point is classified as either a
core point, border point, or noise point. Core points have at least minPts neighbors within
their neighborhood. Border points are within the neighborhood of a core point, but do not
have minPts neighbors themselves. Noise points do not have minPts neighbors in their
neighborhood nor are within the neighborhood of a core point. Figure 18 (from [57])
illustrates these definitions with an example, where minPts = 4, and 𝜀 is represented by
the size of the circle surrounding each point. Point A in Figure 18 is a core point because
it has at least 4 neighbors within its neighborhood (including itself); other red points are
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also core points. Points B and C in Figure 18 are border points, because they are within
the neighborhood of red point, but do not have four neighbors themselves; both B and C
have only one neighbor. Point N is a noise point because it does not have four neighbors
and is also not in a red point’s neighborhood.

Figure 18: Illustration of DBSCAN from [57]. In this example, minPts = 4 and 𝜀 is defined by the radius of
the circles surrounding each point. The blue point (N) is classified as noise, the red points (including A) are
classified as core points and yellow points (B, C) are classified as border points.

Core points are used to initialize new clusters and subsequently expand clusters. For
example, if point A in Figure 18 was the first point DBSCAN classified, it would then
classify its neighbors (black arrows extending from A) as either core or border points.
Each neighbor that is also a core-point is added to the cluster and the process repeats, i.e.,
the newly found core point classifies its neighbors and these neighbors are added to the
cluster. Clusters thus expand between neighboring core points, and then neighbors of
neighbors, etc. Border points are included in clusters but are not used to grow clusters.
Indexing structures like k-d trees [58] can greatly reduce the number of distance
computations between points. The goal of a k-d tree is to group nearby points that are
close together on “branches” of a tree without calculating distances. Points on one branch
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tend to be closer to each other than to points from another branch. There are many
different types of indexing structures available to accomplish the same goal. The
DBSCAN implementation used in this thesis from [59] does not use any indexing
structure and thus calculates the distances between all points before using the DBSCAN
algorithm.
3.2

Methods

This section describes the CTv0 algorithm in 3.2.1, discusses computational complexity
in 3.2.2, and explains how the parameters for CTv0 are chosen in 3.2.3.
3.2.1

CTv0 Algorithm

Given a video of length T frames, {Vt}1:T, CTv0 groups the detections from individual
subsets of frames. These subsets are 𝜏 frames long and referred to as “Bins,” where Binn
⊆ {Vt}1:T and there are N total Bins in the video. A frame, Vt ϵ Binn | t = [1+(n-1) × 𝜏/2 ..
(n+1) × 𝜏/2]. This implies sequential Bins always overlap by 𝜏/2 frames, e.g., if 𝜏 = 10,
then Bin1 = {V1..V10} and Bin2 = {V6..V15}. In the development of CTv0, it was
empirically observed sharing detections between neighboring Bins (50% Bin overlap)
improved the continuity of tracking results; other Bin-overlap levels were not
investigated. Recall, each detection’s bounding box from an individual frame is described
by vector 𝜑 = [x, y, f, bX, bY, w, h]. The pseudo-code for CTv0 is shown in Algorithm 1;
the inputs are the set of detection locations, denoted {𝜑x,y}n, DBSCAN parameters, 𝜀 (in
pixels) and minPts, and a bounding-box overlap threshold, 𝜓0. For each set of detections,
illustrated as the blue boxes in Figure 19(a), DBSCAN performs 2D clustering on their
center locations, which is illustrated in Figure 19(b). DBSCAN is well suited to this task
because the number of clusters does not need to be pre-defined and the detections from
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different tracks are often a distance of at least 𝜀 pixels apart, when 𝜀 is properly chosen.
The goal is for each cluster to only contain detections from the same target, but this
behavior is not guaranteed.
Algorithm 1: CTv0
Input: detections from Binn , {𝜑}n ,
DBSCAN parameters: 𝜀, minPts,
Overlap threshold, 𝜓0
Output: a list of tracks {Trackk}k=1...K
Other Variables: DBSCAN clusters from Binn, Ci=1.. I,
Tracklets from Binn, 𝛼i=1.. I, and Binn-1, 𝛼j=1.. J,
Starting and middle bounding boxes of tracklets, 𝛼S and 𝛼M, respectively,
Index from Binn, i, and Binn-1, j,
IoU ratio between tracklets from Binn and Binn-1, IoU i, j
For each Bin (Binn=1..N )
{Ci=1.. I}n = DBSCAN({𝜑x,y}n , 𝜀, minPts )
{𝛼i=1.. I}n = Make_Tracklets (Ci=1.. I)
For each tracklet from Binn-1, (𝛼j=1.. J), find potential matches
{
[𝛼i , n ] = Find_Closest_Tracklet (𝛼j, n-1M , {𝛼i=1.. I}nS)
// (𝛼j, n-1 ) is last tracklet of Trackk
IoU i, j = Compute_IoU(𝛼i, nS , 𝛼j , n-1M)
}
For each pair of potential matches (𝛼j , 𝛼i)
{
If 𝛼i is shared with multiple 𝛼j
(𝛼i , n , 𝛼j, n-1 ) = keep tracklet pair with max( IoU i, j)
If IoU i, j > 𝜓0
Trackk = append( Trackk , 𝛼i, n )
// K is # of active tracks
Else
TrackK+1 = (𝛼i, n ) , K=K+1
Terminate each Track not appended
}
Start new Track for each current tracklet (𝛼i) not matched
For each resulting cluster, e.g., C1 and C2 in Figure 19(b), Make_Tracklets creates a
line directly connecting the first temporal detection to the last. For each frame with a
missing detection, Make_Tracklets creates a bounding box centered on this line,
represented by the shaded boxes in Figure 19(c); this box is sized to the median height
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and width of the other bounding boxes from the cluster that the center points are
associated with. The result is a set of tracklets from Binn, {𝛼}n, each of which contains
bounding boxes for every frame of Binn. The next steps are related to matching tracklets
from Binn and Binn-1 using the starting points of tracklets from the current Bin, {𝛼i=1..I, ,n}S,
and the middle points of tracklets from the previous Bin, {𝛼j=1..J}n-1M.

Figure 19: Illustration of CTv0 algorithm. (a) A sequence of frames, 𝜏 = 10, with detections (blue boxes).
(b) DBSCAN used on detection locations from a frame sequence, resulting in clusters C1 and C2. (c) A line
of best fit for each cluster is drawn in 3D. Missing detections (dark shaded boxes) are filled in. Orange and
blue lines illustrate the set of tracklets from Bin1. (d) Comparing bounding boxes from the middle frame of
Bin1 (V6) to the bounding boxes of tracklets from the start of Bin2 (V6) to connect tracklets.
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For the middle point of each tracklet from Binn-1, 𝛼j,n-1M, the Find_Closest_Tracklet
function finds the closest tracklet (in distance) in the current set of tracklets, {𝛼i=1..I}nS.
The bounding-box overlap for this pair of tracklets is computed by the Compute_IoU
function. The result is a set of potential matches (𝛼i,n , 𝛼j,n-1) for each tracklet in Binn. This
is illustrated in Figure 19(d), where the tracklets of Bin1 (solid-colored arrows) are
compared to the tracklets of Bin2 (dotted arrows) at V6. Next, each pair of potential
matches is reviewed. If any tracklet from Binn-1 is paired with multiple tracklets from
Binn, only the pair with the highest bounding-box overlap is kept. Then the IoU ratio of
this pair of tracklets is compared with the threshold 𝜓0. If the IoU ratio is above the
threshold, then the tracklet 𝛼i,n, is appended to the track 𝛼j,n-1 came from. In sum, tracklets
are primarily matched via distance, and verified with bounding-box overlap. After each
tracklet goes through the matching process, any tracks from the previous Bin that were
not appended are stopped and are no longer eligible to be appended in the future. For an
online implementation, CTv0 operates with a latency of 𝜏/2 frames. For offline use, each
Bin can be processed in parallel if the tracklet-matching steps are pulled out of the main
for loop and performed in series afterwards.
3.2.2

Computational Complexity

Despite avoiding visual features, high-speed trackers have different computational
complexities, which results in large differences in runtime. With SORT/OCSORT, a KF
is needed to predict the future location of each track, bounding-box overlap is computed
between all possible combinations of tracks and new detections, and the Hungarian
Algorithm is used at every frame to match new detections to current tracks. When
connecting n tracks to n detections, variants of the Hungarian Algorithm have a
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complexity of O(n3) [60]. IOUT is simpler than SORT because it doesn’t maintain a KF
for each target, and instead of finding an optimal solution with the Hungarian Algorithm,
it uses a greedy approach to solve the assignment problem, i.e., for each track, it finds the
best match, while only considering unmatched detections. By avoiding the Hungarian
Algorithm, IOUT’s computational complexity is O(n2) because of the nested for-loop to
compute bounding-box overlap. The complexity of the first pass of Jarrett’s method [41]
is in-between IOUT and SORT because he does more than a greedy assignment but
avoids the use of KF’s and the Hungarian Algorithm. Subsequent post-processing steps
of Jarrett’s method are hard to compare because they are only used intermittently.

CTv0 merges successive tracklets, rather than detections. By finding the closest match (in
distance) for each tracklet, this tracklet-merging step is like IOUT but is only done once
every τ/2 frames rather than at every frame. The bulk of the computation for CTv0 is in
generating tracklets with DBSCAN. The general run-time of DBSCAN is dependent on
how efficient the indexing structure can be made to represent n points, i.e., the general
complexity is “O(n • runtime of neighborhood query)” [61]. Even though efficient
indexing structures can reduce runtimes by multiple orders of magnitude, defining their
theoretical upper limits on an arbitrary dataset is very difficult [57]. For the Euclidean
distance measure and d-dimensional data, where d >= 3, [62] proves the worst case
complexity is O(n2) when there is no indexing structure available. However, for 2D
problems using Euclidean distance, like CTv0, [63] introduced an implementation of
DBSCAN guaranteeing O(n log n) complexity. Therefore, O(n log n) should be
theoretically achievable for CTv0. The DBSCAN implementation used in this thesis does
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not make use of any indexing structure, so its complexity is O(n2). Therefore, as
implemented in this thesis, CTv0 shares the same O(n2) complexity as IOUT. SORT and
OCSORT have a complexity of O(n3) because of the addition of the Hungarian
Algorithm. Section 3.3.4 shows how the difference of O(n2) and O(n3) translates to an
order of magnitude better processing speed for CTv0 versus SORT and OCSORT.
3.2.3

CTv0 Parameters

The selection of 𝜀, minPts, 𝜓0, and 𝜏 parameters is as follows.
•

Selecting 𝜀: In general, 𝜀 must be large enough to capture interframe target
motion and small enough to avoid grouping nearby targets together. This usually
yields a narrow range of values that work well. For example, in the MOT20-Train
dataset 99% of targets move less than six pixels per frame and 99% of detections
are greater than 27 pixels from their nearest neighbor. Therefore, 𝜀 must be
greater than six pixels for DBSCAN to connect detections across two frames and
less than 27 pixels to avoid regularly grouping neighboring targets together. To
tolerate missing detections, 𝜀 must be larger than six, e.g., 12 pixels to tolerate a
missing detection from one frame (6 pixels/frame * 2 frames). When ground-truth
data are available for object positions, a range of values can be tested to maximize
tracking accuracy. Without ground-truth data, 𝜀 can be sized based on estimates of
object speed and spacing; empirically, the author has found that a good starting
point for 𝜀 is often around the mean half-width of detected objects of interest,
assuming interframe object motion is only a few pixels. When 𝜀 is too large,
DBSCAN groups detections of nearby targets in the same cluster, causing
tracking errors. This error is illustrated in the graph of Figure 20, where two
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tracks, shown as orange and purple arrows, approach each other. For the next few
frames, there are two detections (blue dots) at each time step. At one point in
time, the detections from two different tracks fall within each other’s search
radius (𝜀), represented by the black circles. This causes all points to be incorrectly
clustered together. In a future batch of frames when the detections grow farther
apart, they will again be considered two separate clusters, making up two separate
tracks (gold and green). This situation will cause one to two IDSWs, depending
on whether the large cluster serves as a bridge from either the purple or orange
track to either the green or gold track; the two frames in Figure 20 show an
example where one IDSW happens due to this behavior. Since this error is based
on proximity, it will happen frequently in crowded scenes like those from
MOT20, but infrequently in a scene where targets are far apart.

Figure 20: Tracking error based on target proximity. (Graph) Colored arrows represent tracks and blue dots
represent detections over a 10-frame sequence. The search radius of DBSCAN (𝜀) is illustrated with the
black circles. All detections are clustered together because at one point in time, the two targets are within 𝜀
pixels of each other, which allows the cluster to expand. (Two Frames) A video-example of an IDSW due to
the same situation, where Track 120 maintained their identity, but the identity of Track 115 changed to 122.

•

Selecting minPts: Normally, DBSCAN uses the density criterion, set by the
minPts and 𝜀, to separate noise from clusters. However, CTv0 is mainly interested
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in enabling clusters to easily grow by connecting detections from frame to frame,
which only requires minPts to be set to two. It would be appropriate to increase
the minPts parameter if there were a relationship between detection frequency
(over time) and detection-error behavior. This has not been encountered by the
author in short frame intervals, e.g., τ = 10 frames, so ClusterTracker keeps
minPts small relative to τ (usually constant, minPts = 2). When minPts = 2, the
tracker has a finite tracking speed limitation of (𝜀 pixels / frame).
•

Selecting 𝜓0: The purpose of this threshold is to prevent objects of very different
sizes to be matched, e.g., even if a car’s detection is the best match to a person’s
detection, they will likely have a very low bounding-box overlap ratio and should
be prevented from being matched. When tracking one primary object class like
pedestrians or heads, e.g., the MOT20 and HT21 datasets, this parameter matters
less. If 𝜓0 is tuned, a range of values is tested, e.g., [0-0.8] in increments of 0.1.

•

Selecting τ: Keeping τ small, ~ 10 frames, limits the duration of the tracking error
described in Figure 20. However, the further apart objects are in a video, the
longer τ can be, since this situation would be rarer. For an online application, τ
determines the latency of CTv0, since it sets the batch size for batch processing. It
also determines how many missing detections CTv0 can tolerate, since CTv0
requires minPts detections every τ frames to track.

Section 3.3.1 contains a parameter sensitivity study on the training sets of the MOT20
and HT21 datasets. Section 3.4.1 shows the same study for the MOTS12 dataset. These
studies focus on varying 𝜀 and 𝜓0, while keeping minPts and τ at 2 and 10, respectively.
Note, these sensitivity studies measure average tracking accuracy with different
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combinations of parameters across entire datasets and do not account for target traits in
specific videos; ideally, parameters should be optimized for each camera view.
3.3

Results from the MOT20 and HT21 Datasets

Section 3.3.1 discusses the parameters used for CTv0, IOUT, SORT, and OCSORT to
generate results for the MOT20 and HT21 datasets. Section 3.3.2 comments on the
difficulty of tracking-accuracy comparisons on the MOT20-Test dataset (Section 2.4.1).
Section 3.3.3 compares tracking accuracy between CTv0, IOUT, SORT, and OCSORT
on the MOT20-Train dataset. Section 3.3.4 compares processing speed between the same
four trackers across the full MOT20 and HT21 datasets.
3.3.1

MOT Method Parameters

To keep comparisons consistent, only provided detections are used for the MOT20 and
HT21 datasets for all trackers. Note, detection properties for the MOT20 and HT21
datasets are provided in Table 1 and Table 2, respectively. To find the best combination
of settings for CTv0 on the MOT20-Train and HT21-Train datasets, the parameters 𝜀 and
ψ0 were varied in the ranges [14-22] (every 2 pixels) and [0-0.6] (every 0.1), respectively.
The parameters minPts and τ were kept constant at 2 and 10, respectively. The settings
maximizing the average MOTA score for each dataset are shown in Table 5. An
additional filtering parameter is included with CTv0, which is the minimum number of
Bins a track must last, or minBins. This parameter is set to 2 Bins, which is equivalent to
15 frames. A parameter sensitivity study for these combinations of parameters on the
MOT20-Train and HT21-Train datasets is shown in Figure 21(a, b) and Figure 21(c, d),
respectively. For the range of parameters tested, the HOTA and MOTA scores vary little,
e.g., only 1-2 points on MOT20-Train and 3-6 points on HT21-Train. This shows CTv0’s
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performance is stable across this range of parameters for these datasets. The lower scores
for the HT21 dataset are from high values of ψ0 (ψ0 = 0 is the best).
Table 5: CTv0, IOUT, SORT, and OCSORT parameters for the MOT20/HT21 datasets
Dataset
MOT20

HT21

Tracker
CTv0
IOUT
SORT
OCSORT
CTv0
IOUT
SORT
OCSORT

Parameters
𝜀 =16, ψ0 =0.4, minPts=2, τ=10, minBins=2
[64]: σh =0.1, σiou =0.3, tmin = 1
[65]: max_age = 100, min_hits = 1, iou_thresh=0.3
[40]: max_age = 30, min_hits = 3, iou_thresh=0.3, delta_t = 3, l= 0.2
𝜀 = 18, ψ0 = 0, minPts = 2, τ=10, minBins=2
[47]: σh =0.1, σiou =0.3, tmin = 2
[47]:max_age = 30, min_hits = 1, iou_thresh =0.3
Same as MOT20

Figure 21: Parameter sensitivity for CTv0 on the MOT20-Train and HT21-Train datasets. CTv0 parameters
are varied as follows: 𝜀 [14, 16, 18, 20, 22] (in pixels); ψ0 [0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6] (IoU ratio); minPts
= 2 (constant); τ = 10 frames (constant); minBins = 2 (constant). (a) Boxplot showing average HOTA scores
for the MOT20-Train dataset using different combinations of parameters. (b) MOTA score version of (a).
(c) Boxplot showing average HOTA scores for the HT21-Train dataset using different combinations of
parameters. (d) MOTA score version of (c).
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For IOUT, the MOT20 parameters reported on the CVPR19 leaderboard website [64] are
shown in Table 5. The σiou and tmin parameters for IOUT in HT21 come from tests of
VIOUT in [47]; VIOUT shares these parameters with IOUT (Section 2.2.2). The
unreported parameter, σh, was kept constant from MOT20 in Table 5. For SORT, the
min_hits and max_age parameters come from the MOT20 leaderboard website [54]. The
iou_thresh parameter was not specified for SORT, so the default value of 0.3 was used.
For SORT on HT21, Table 5 shows the settings [47] reported as having the highest
MOTA score. Most parameters for OCSORT came from [40] and unreported values were
left at their defaults (max_age = 30, min_hits=3).
3.3.2

Detection-Data Discrepancies in the MOT20-Test Dataset

Results from Table 6 show why direct comparisons of tracking accuracy on the MOT20Test dataset are difficult. As noted in Section 2.4.1, the MOT20 dataset contains videos
from three scenes and is split up into a training and test set. From left to right, Table 6
shows the scene each video came from, the subset each video belongs to (train/test), as
well as the name of each video. Next, the detection accuracy is shown for each video,
carried over from Table 1. The MOT20 leaderboard website [54] reports the average
MOTA score achieved on each video from MOT20-Test, i.e., the MOT20 test dataset, for
all trackers listed on the website (> 40 trackers); these scores are shown in the fifth
column of Table 6. The last two columns on the right show the MOTA scores for each
video for both OCSORT and CTv0. The MOTA scores for training videos were evaluated
locally for OCSORT and CTv0. The MOTA scores for test videos are reproduced from
the MOT20 leaderboard website.
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Table 6: Comparing MOTA scores between MOT20-Train and MOT20-Test

Scene

Scene 1

Train
or Test
Set
Train
Test

Scene 2

Train
Test

Scene 3

Test

Video

Det.
Accuracy

MOT20-01
MOT20-02
MOT20-07
MOT20-03
MOT20-05
MOT20-04
MOT20-06
MOT20-08

0.86
0.86
0.78
0.58
0.64
0.69
0.48
0.41

Leaderboard
Average
MOTA
Score
N/A
N/A
58.7
N/A
N/A
72.8
33.8
23.9

OCSORT
MOTA
Score

CTv0
MOTA
Score

63.2
57.6
62.4
62.0
62.4
80.9
35.7
25.9

62.5
58.2
49.9
59.9
63.1
68.0
19.4
6.4

Starting with the “Train” videos from Scene 1, notice the MOTA scores from OCSORT
and CTv0 are very similar, e.g., 63.2 versus 62.5 for MOT20-01. These results are from
local evaluations, where each tracker receives identical detections. Now observe results
from the MOT20-07 video, which came from the same scene but was part of the test set.
OCSORT uses an altered set of detections, i.e., they contained additional confidence
information and better bounding box alignment (Section 2.4.1), while CTv0 uses only the
original data. Even though the detection accuracy in MOT20-07 is lower than the two
training videos from Scene 1, OCSORT’s MOTA score stays roughly the same (62.4)
while CTv0’s score drops by roughly 20% (49.9). A similar trend is shown for the videos
from Scene 2. For the training videos, OCSORT and CTv0 have very close MOTA
scores. Then for the test video, OCSORT’s MOTA score increases by over 30% while
CTv0 increases by roughly 10%. The author attributes the radically different behavior
between OCSORT and CTv0 to differences in detection input. For this reason, direct
comparisons on the MOT20-Test dataset are difficult because it can’t be guaranteed
researchers use the same detections. Therefore, subsequent comparisons of tracking
accuracy in this thesis are only made when the detection input is controlled. Another
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useful observation from Table 6 is that the average HOTA and MOTA scores across the
entire leaderboard vary widely video to video. This appears to be the result of large
differences in the detection accuracy. Therefore, HOTA and MOTA scores are best used
as a measure of relative performance between other MOT methods and should not be
blindly used to compare performance across between very different tracking scenarios.
Large differences between scenes, i.e., in camera geometry, target paths, detection
accuracy, and other variables, make for uncontrolled comparisons of tracking output.
3.3.3

Tracking Accuracy Comparisons

Figure 22(a) shows boxplots of HOTA and MOTA scores for each tracker on the
MOT20-Train dataset, where the detection data is the same between trackers; each
boxplot contains four scores, so it mainly shows the range of scores on the dataset.
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Figure 22: Tracking accuracy comparisons on the MOT20-Train dataset. (a) Boxplots showing the range of
HOTA and MOTA scores (between four videos) for each tracker. (b) The percent difference in scores
between all trackers and OCSORT, i.e., all percentage differences in scores are all relative to OCSORT’s
score.

OCSORT (blue) shows clear advantages in HOTA scores compared to the other three
trackers, i.e., SORT (orange), CTv0 (grey), and IOUT (gold). In terms of MOTA scores,
CTv0 shows very similar scores to OCSORT. The relative size of the boxplots gives an
indication to the relative sensitivity of each MOT method to different videos, i.e., the
more consistent the results are across different videos, the more robust the method. All
boxplots are similarly sized, indicating the trackers show similar levels of relative
robustness. Figure 22(b) shows the percent difference in scores between each tracker and
OCSORT from each video, i.e., OCSORT’s score is the denominator for each
comparison. Since OCSORT is one of the leading MOT methods for MOT20, it is useful
to directly measure each tracker’s relative performance to OCSORT. For HOTA scores,
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IOUT’s score is much worse than OCSORT in comparison to SORT and CTv0. The large
difference in HOTA scores is tied to the number of IDSWs for each MOT method. The
total number of IDSWs for the four videos is ~4.5k for OCSORT, ~5.8k for SORT,
~10.5k for CTv0, and ~37k for IOUT. In terms of MOTA scores, both SORT and IOUT
show roughly 10-20% lower MOTA scores than OCORT depending on the video, while
CTv0’s MOTA scores are within 1-3% of OCSORT.

Figure 23 shows the same style of results for the HT21-Train dataset. In Figure 23(a),
OCSORT again leads in HOTA scores, followed by SORT, CTv0, and IOUT. There are
no glaring differences in the relative size of the boxplots. When comparing the scores
from each tracker and each video to OCSORT, e.g., Figure 23(b), IOUT’s relative
performance to OCSORT is significantly lower than SORT and CTv0. Again, this is due
in large part to IDSWs, e.g., total IDSWs for HT21-Train are ~11.2k for CTv0 and
~33.4k for IOUT. In terms of MOTA scores, IOUT shows similar scores on the HT21Train dataset. Next, Section 3.3.4 discusses differences in processing speed between
these four trackers on the full MOT20 and HT21 datasets.
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Figure 23: Tracking accuracy comparisons on the HT21-Train dataset. (a) Boxplots showing the range of
HOTA and MOTA scores (between four videos) for each tracker. (b) The percent difference in scores
between all trackers and OCSORT, i.e., all percentage differences in scores are all relative to OCSORT’s
score.

3.3.4

Processing Speed Comparisons

To calculate an average runtime, each tracker was run ten times on each video from the
MOT20 and HT21 datasets. While the results from each tracker are deterministic,
background processes may intermittently use memory or other computational resources,
which can slightly affect processing time for each run. Table 7 shows the resulting
average processing speed (fps) for each tracker on each video. The videos in Table 7 are
sorted in ascending order of the mean number of detections per frame (DpF in Table 7).
The total number of detections is also listed for reference. The mean DpF ranges between
[29-139] in Table 7. CTv0 had the highest speed for each sequence, as shown in bold.
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Table 7: Processing speed comparisons on all MOT20 and HT21 sequences
Sequence

MOT20-01
MOT20-02
MOT20-07
HT21-01
HT21-11
HT21-13
MOT20-08
MOT20-06
HT21-04
MOT20-03
HT21-15
HT21-03
HT21-12
MOT20-04
MOT20-05
HT21-02
HT21-14

Mean
DpF

Total
# Dets.

CTv0
(fps)

IOUT
(fps)

SORT
(fps)

OCSORT
(fps)

29
32
35
36
44
54
54
69
73
74
96
96
103
110
115
136
139

12610
89837
20330
15589
25482
53978
43703
69467
73039
177347
96457
96048
213304
228298
381349
450544
145549

1001
985
811
790
668
381
468
354
314
375
276
213
241
236
223
172
172

977
785
651
622
426
273
298
194
161
169
100
90
86
76
70
49
48

105
94
84
93
74
38
50
36
37
40
35
26
31
29
26
24
24

100
85
81
77
61
30
49
37
29
36
27
18
23
24
22
18
17

Figure 24 plots the results of all four trackers, where the x-axis is the mean number of
detections per frame and the y-axis is the processing speed. On videos with fewer targets,
CTv0 and IOUT have similar speeds, both of which are an order of magnitude faster than
SORT and OCSORT. As the target density increases, all trackers drop in speed, but CTv0
maintains an order of magnitude better processing speed than SORT and OCSORT.
IOUT’s speed drops at a faster rate than CTv0 as the number of targets increases.
Unsurprisingly, the processing speed of each approach appears closely tied to the number
of targets. These results match previous discussions on computational complexity, as
SORT and OCSORT are more complex and by far the slowest of the four trackers, while
IOUT is like CTv0 (in videos with fewer targets).
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Figure 24: Processing speed comparisons across the MOT20 and HT21 datasets. Trendlines (power) are
drawn for each tracker. SORT (yellow) is the next more accurate MOT method and runs an order of
magnitude slower on every tested video.

3.4

Results from the MOTS12 Dataset

Section 3.3 shows OCSORT has greater HOTA and MOTA scores than SORT, CTv0
(similar MOTA on MOT20), and IOUT in the high-difficulty MOT20 and HT21 datasets;
this is expected as the authors of OCSORT cite leading tracking accuracy in multiple
datasets in [40]. OCSORT also shows very similar processing speed to SORT. For these
reasons, results from SORT are not included for the other datasets in this thesis. CTv0
also shows superior HOTA scores and processing speed to IOUT in the MOT20 and
HT21 datasets. It makes sense IOUT shows lower scores than CTv0 because IOUT is
guaranteed to incur an IDSW each time a detection is missing for a specific track. Every
video presented in this thesis contains detection errors, with error rates ranging from
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roughly 15-70%. Thus, IOUT will encounter missing detections regularly and it is
unrealistic to assume otherwise. In MOT20 and HT21, with τ = 10 frames and minPts =
2, CTv0 can tolerate up to eight missing detections every 10 frames. For these reasons,
results from IOUT are also not included for the other datasets in this thesis. Therefore, for
the MOTS12 dataset and the videos from UCR/VIRAT, tracking comparisons are limited
to various versions of ClusterTracker and OCSORT. The remainder of this section is
organized as follows. Section 3.4.1 shows the parameters used in MOTS12 for CTv0 and
OCSORT and Section 3.4.2 compares tracking performance between these two
approaches.
3.4.1

MOT Method Parameters

The parameters used by CTv0 and OCSORT on the MOTS12 dataset are shown in Table
8. For CTv0, the parameters minPts, τ, and minBins, were left at their MOT20 settings.
The parameters 𝜀, and ψ0 were varied in the ranges [16-36] (every 2 pixels) and [0, 0.1,
0.2], respectively. The parameters in Table 8 reflect the combination giving the highest
HOTA score. For OCSORT, the parameters l and iou_thresh were left at their default
values. The parameter max_age was varied between [20-70] (every 10 frames), delta_t
was varied between [3, 10, 20, 30] frames, and min_hits was varied between [1, 2, 3].
OCSORT’s parameters in Table 8 reflect the combination of values showing the highest
average HOTA score. A parameter sensitivity study for these combinations of parameters
on the MOTS12 dataset is shown in Figure 21(a, b) for CTv0 and Figure 21(c, d) for
OCSORT. For the range of parameters tested, the HOTA and MOTA scores for CTv0
vary roughly 4-6 points, while OCSORT’s scores vary roughly 2 points.
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Table 8: CTv0 and OCSORT parameters for the MOTS12 dataset
Tracker
CTv0
OCSORT

Parameters
𝜀 = 28, ψ0 = 0, minPts = 2, τ=10, minBins=2
max_age = 50, min_hits = 1, iou_thresh =0.3, delta_t = 20, l= 0.2

Figure 25: Parameter sensitivity for CTv0 and OCSORT on the MOTS12 dataset. CTv0’s parameters are
varied as follows: 𝜀 [16-36] (every 2 pixels); ψ0 [0, 0.1, 0.2] (IoU ratio); minPts = 2 (constant); τ = 10
frames (constant); minBins = 2 (constant). OCSORT’s parameters are varied as follows: max_age [20-70]
(every 10 frames); delta_t [3, 10, 20, 30] (frames); min_hits [1, 2, 3]; l= 0.2 (constant, default);
iou_threshold = 0.3 (constant, default). (a) Boxplot showing average HOTA scores for CTv0 on the
MOTS12 dataset using different combinations of parameters. (b) MOTA score version of (a). (c) Boxplot
showing average HOTA scores for OCSORT on the MOTS12 dataset using different combinations of
parameters. (d) MOTA score version of (c).

3.4.2

Accuracy and Processing Speed Comparisons

Figure 26(a) shows boxplots of HOTA and MOTA scores for both OCSORT and CTv0
on videos from the MOTS12 dataset using YOLOv3 detections. OCSORT shows
superior performance in both categories. Figure 26(b) expresses these differences as
percentages for each video, relative to OCSORT. Chapters 4 and 5 of this thesis discuss
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reducing this difference in tracking accuracy. Note, the boxplots of OCSORT and CTv0
in Figure 26(a) are sized similarly, suggesting each tracker shows a similar range of
tracking accuracies across the same videos. This shows CTv0 and OCSORT display
similar levels of robustness, in terms of both their approach and specific parameters.
Figure 26(c) shows the processing speeds of both methods. Like the results from MOT20
and HT21, CTv0 shows roughly one order of magnitude better processing speed in
MOTS12 compared to OCSORT.

Figure 26: Comparing CTv0 to OCSORT on the MOTS12 dataset. (a) Boxplots showing the range of
HOTA and MOTA scores for OCSORT and CTv0. (b) The percent difference in scores between CTv0’s
scores and OCSORT, i.e., OCSORT’s score is in the denominator. (c) Processing speed of CTv0 and
OCSORT for each video on the MOTS12 dataset; trendlines (power) are drawn for each.

3.5

Results from the VIRAT and UCR Videos Using Object Detections

OCSORT has shown superior tracking accuracy to CTv0 on MOT20-Train, HT21-Train,
and MOTS12. During severe target-based occlusions, CTv0 is guaranteed to incur
tracking errors whenever two targets are within ε pixels of each other. While these are
challenging tracking situations, OCSORT is not guaranteed to incur tracking errors. This
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difference in behavior contributes to OCSORT’s superior tracking accuracy on these
datasets. This section compares CTv0 to OCSORT on low-difficulty videos from the
VIRAT and UCR datasets. In most of these videos, severe occlusions happen at less than
10% of all target locations, meaning both trackers are mostly tracking isolated targets.
This eliminates a large source of potential tracking errors for CTv0. In the absence of
regular target-based occlusions, the main tracking challenges are related to environmentbased occlusions, e.g., a person behind a tree, and missing detections due to deficiencies
of the object detector. The figures in this section show that in these types of
environments, differences in tracking accuracy between CTv0 and OCSORT are less
pronounced.
3.5.1

MOT Method Parameters

The parameters used by CTv0 and OCSORT on the videos from the UCR and VIRAT
datasets are shown in Table 9. There is no ground-truth data in these videos, however,
there are relatively few targets, meaning tracking errors are readily observable in the
video output. The parameters in Table 9 minimized (qualitatively) tracking errors across
various videos using both object detections (YOLOv3) and foreground detections (threestep process described in Section 2.1.2). For CTv0, the author varies 𝜀, starting with the
estimated target width of some of the smaller targets in the videos. The author keeps ψ0
low (0.1), and leaves minPts and τ constant at their previous settings. The minBins
parameter was increased to 6, which means tracks must be at least 30 frames long. For
OCSORT, the author varies max_age, leaving the other parameters at defaults.
Table 9: CTv0 and OCSORT parameters for videos from the UCR and VIRAT datasets
Tracker
CTv0
OCSORT

Parameters
𝜀 = 25, ψ0 = 0.1, minPts = 2, τ=10, minBins=6
max_age = 10, min_hits = 3, iou_thresh =0.3, delta_t = 3, l= 0.2
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3.5.2

Tracking Results

Using object detections from YOLOv3, CTv0 is compared to OCSORT on scenes from
the UCR and VIRAT datasets. For each of the following figures, the tracking output of
CTv0 is shown in yellow on the left column. The right column shows the tracking output
of OCSORT in cyan. The estimated percentage of severe occlusions among all target
locations is shown in the caption space for each figure. Figure 27 shows a sequence of
frames from ucr2 showing three moving objects, two of which are undetected for several
frames. There, CTv0 shows two IDSWs, while OCSORT shows one IDSW. Figure 28
shows a sequence of frames from VIRAT_S_000200_06_001693_001824 containing
nine objects; OCSORT and CTv0 show identical tracking outputs. Figure 29 shows a
sequence of frames from VIRAT_S_010107_01_000068_000196, where there are over a
dozen parked cars and one moving car. Most parked cars are tracked the same by CTv0
and OCSORT. CTv0 shows an IDSW on the one moving car, which OCSORT tracks
correctly. Figure 30 shows frames from VIRAT_S_040000_07_000966_001071, where
there are four parked cars and one moving car. CTv0 and OCSORT’s results are
identical, i.e., all parked cars were tracked correctly and both trackers show an IDSW on
the moving car when gets occluded by a tree. Figure 31 shows nine parked cars, one
moving car, and one moving person from VIRAT_S_040103_07_001011_001093. CTv0
and OCSORT tracked all objects the same except for the moving car, where CTv0 shows
an IDSW. In these figures, CTv0 and OCSORT show similar tracking results for most
targets; both trackers show errors related to undetected targets and environment-based
occlusions. The author believes most of these errors would be solved with a more
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accurate detection method. The relationship between detection accuracy and tracking
accuracy is discussed further in a case study in Section 6.2.

Figure 27: Comparing CTv0 to OCSORT with object detections (Ex. 1). The frames are from ucr2. (Left
Column) Tracking output from CTv0. (Right Column) Tracking output from OCSORT. On the left, Tracks
8 and 10 are perfect, but Track 9 changes to 11, and Track 7 changes to 12. On the right, Tracks 4, 12 and 9
are perfect, but Track 8 changes to 11. The main difference in performance is OCSORT doesn’t incur an
IDSW on Track 9. The author estimates the percentage of all target locations showing severe occlusions to
be roughly 6%.
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Figure 28: Comparing CTv0 to OCSORT with object detections (Ex. 2). The frames are from
VIRAT_S_000200_06_001693_001824. (Left Column) Tracking output from CTv0. (Right Column)
Tracking output from OCSORT. The results between the two trackers are identical in this frame sequence.
The only difference is on how they tracked the false-positive detection of the pay station; CTv0 changed
Track 4 to 11 to 12 and OCSORT’s changed Track 4 to 15. Either way, these tracks are mistakes as they
are not of an actual person. The author estimates the percentage of all target locations showing severe
occlusions to be roughly 3%, including small undetected pedestrians in the distance.
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Figure 29: Comparing CTv0 to OCSORT with object detections (Ex. 3). The frames are from
VIRAT_S_010107_01_000068_000196. (Left Column) Tracking output from CTv0. (Right Column)
Tracking output from OCSORT. Again, the tracking output is mostly identical. CTv0 did incur one IDSW
on track 2 (car leaving at bottom of frame), while OCSORT did not. OCSORT had trouble tracking the
intermittently detected vehicles toward the middle of the frame. These are Tracks 15 and 19 in the uppermiddle portion of the first frame on the left. Track 15 is found during the entire sequence by CTv0, while it
is lost by OCSORT (Track 18). CTv0 shows IDSWs for Track 19, but OCSORT doesn’t track this car in
the first place. The author estimates the percentage of all target locations showing severe occlusions to be
roughly 19%, including small undetected pedestrians in the distance. This percentage is high because there
are five parked cars that are occluded the entire time, some of which are never detected. Moving targets
show fewer occlusions.
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Figure 30: Comparing CTv0 to OCSORT with object detections (Ex. 4). The frames are from
VIRAT_S_040000_07_000966_001071. (Left Column) Tracking output from CTv0. (Right Column)
Tracking output from OCSORT. The performance of the trackers is identical. They both track the parked
cars well and both show one IDSW for the blue truck, which goes from Track 7 to 8 on the left and Track 6
to 7 on the right. They also both track the false positive detection the same, Track 2 in the first row The
author estimates the percentage of all target locations showing severe occlusions to be 0.06%, including
small undetected pedestrians in the distance.

69

Figure 31: Comparing CTv0 to OCSORT with object detections (Ex. 5). The frames are from
VIRAT_S_040103_07_001011_001093. (Left Column) Tracking output from CTv0. (Right Column)
Tracking output from OCSORT. On the left, CTv0 shows one IDSW for the car that is parking, e.g., the
track changes from 12 to 13. OCSORT does not show that error but shows an equivalent IDSW on the
passengers leaving, e.g., Track 24 changes to 35. The author estimates the percentage of all target locations
showing severe occlusions to be roughly 9%, including small undetected pedestrians in the distance.
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3.6

Results from the VIRAT and UCR Videos Using Foreground Detections

In the videos from UCR and VIRAT shown in Section 3.5, there are few instances in time
where moving targets occlude each other; recall, the percentage of target locations with
severe occlusions is less than 10% for most of these videos (Figure 15(b)). Thus, the
tracking results from OCSORT and CTv0 are very similar. An additional observation
from these videos is that the moving targets are generally far apart from each-other,
meaning a foreground detector can be used to detect moving targets. The ability to use
alternative detection methods to reduce computation is a shared advantage position-based
MOT methods have over appearance-based MOT methods. For example, freeing up
bandwidth on existing GPUs may allow for future computer vision tasks beyond MOT.
There are also situations where reducing computation can reduce costs, e.g., cloud
computing. These use cases are discussed further in Section 6.3. An advantage to
foreground detection is that it is much simpler than a CNN and it only detects moving
objects, avoiding the computation needed to track stationary targets.

Figure 32: Object and foreground detections in a scene from the VIRAT dataset. The frame is from
VIRAT_S_000200_06_001693_001824. (a) Object detections (green boxes) with pre-trained YOLOv3 (b)
Foreground detections (red boxes) with an adaptive background subtraction model.

For example, there are eight car detections from YOLOv3 [16] in Figure 32(a) – only one
of which is moving. The foreground detector locates the moving car and three moving
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pedestrians, as shown in Figure 32(b). As noted previously, a disadvantage to
foreground-detection methods is that they are error prone, e.g., the large detection in the
sky due to the minor changes in the camera’s exposure settings Figure 32(b). While one
can always try to improve the foreground-detection method, an alternative approach is to
filter the tracks of assumed false positive detections based on how they move. Section
3.6.1 describes a track-filtering method used with foreground detections that shows
success with both CTv0 and OCSORT on elevated cameras with wide fields of view.
Then Section 3.6.2 demonstrates how the same settings for CTv0 can be applied to both
foreground and object detections.
3.6.1

Filtering Tracks Based on Foreground Detections

Foreground-detection filters were developed by reviewing the tracking output from both
CTv0 and OCSORT on 1.4 hours of additional video from the scene called
VIRAT_S_000200_06_001693_001824 (Figure 32). The settings of each tracker are the
same as those described in Table 9. CTv0 produces 12,930 tracks and OCSORT produces
88,069 tracks. The track properties from CTv0 are shown in Figure 33: (a) shows a
histogram of track duration on a log scale; (b) shows a histogram of track displacement
(2D Euclidean distance from beginning to end) on a log scale; (c) shows a histogram of
how many tracks were considered stationary or moving based on whether the starting and
ending bounding boxes overlapped at all. These histograms show many tracks lasted less
than 50 frames (~2 seconds, first bin) and moved less than 50 pixels (first bin); note, the
videos are 1280x720 at 30 fps. Figure 33(d, e) shows the track duration and displacement
histograms expressed as scaled values from the longest lasting and furthest traveling
tracks, i.e., the 0.1-0.2 bin of Figure 33(d) shows how many tracks were between 10-20%
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of the length of the longest-lasting track from the scene. Note, the 95th percentile is used
in place of the maximums for both Figure 33(d, e) to avoid edge behavior. When
expressed as percentiles, notice a large proportion of tracks are between 0-20% of the
longest/furthest tracks.

Figure 33: CTv0’s track properties from a scene from the VIRAT dataset. (a) Histogram showing the
duration of each track (number of frames) on a log scale. (b) Histogram showing the distance traveled for
each track (Euclidean distance in pixels from first to last detection) on a log scale. (c) Histogram showing
the number of tracks stationary tracks. (d) Histogram from (a) where track length is transformed to a
percentage of the longest running track (95th percentile, not max). (e) Histogram from (b) where track
distance is transformed to a percentage of the furthest traveling track (95th percentile, not max).

Given this camera shows a very wide field of view, spanning hundreds of feet in either
direction, tracks of cars or people should last longer than two seconds and travel farther
than 50 pixels. The large proportion of tracks that are stationary is also surprising, given
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that the goal is to detect motion via foreground detection. These trends are not specific to
CTv0, e.g., Figure 34 shows the same plots for OCSORT using the same scene from
VIRAT. Figure 34(a, b) show OCSORT creating many tracks only 50 frames or 50 pixels
long. OCSORT also generates large numbers of stationary tracks, shown in Figure 34(c).
In general, both CTv0 and OCSORT produce significantly more short tracks (duration
and distance) than long tracks, showing track properties are more a function of the
foreground detections and less a function of the tracker.

Figure 34: OCSORT’s track properties from a scene from the VIRAT dataset. (a) Histogram showing the
duration of each track (number of frames) on a log scale. (b) Histogram showing the distance traveled for
each track (Euclidean distance in pixels from first to last detection) on a log scale. (c) Histogram showing
the number of tracks stationary tracks. (d) Histogram from (a) where track length is transformed to a
percentage of the longest running track (95th percentile, not max). (e) Histogram from (b) where track
distance is transformed to a percentage of the furthest traveling track (95th percentile, not max).
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Figure 35 shows the locations of different categories of tracks in the scene. There, green
tracks are non-stationary and either travel further than 20% of the longest track or last
longer than 20% of the longest lasting tracks. Red tracks are all the tracks not meeting
these conditions. Of the 12,930 tracks from CTv0, 3,859 are in the green category. For
OCSORT, of the 88,069 total tracks, 6,552 belong to the green category. The left frame
shows these categories for CTv0 and the right frame shows them for OCSORT. Many red
tracks do not convey much information, as they are either extremely short fragments or in
areas where there is no relevant object motion, e.g., sky, trees, etc. Judging by these
results, red tracks tend to follow transient foreground detections not generally associated
with targets of interest. Green tracks tend to follow actual targets since they are shown on
common target paths, e.g., the horizontal tracks spanning the parking lot (middle of
frame) and diagonal tracks following the road/sidewalk (bottom right of frame).

Figure 35: Locations of short and long tracks. Frames come from VIRAT_S_000200_06_001693_001824.
(Left Column) CTv0 tracks. (Right Column) OCSORT tracks. Green tracks show tracks that were not
stationary and either moved more than 20% of the longest traveling track or lasted more than 20% of the
longest track. Red tracks are all the tracks not meeting those motion criteria. Most red tracks look like dots
and are often not in relevant areas, whereas the green tracks are very long and obviously relevant.

Actual objects moving in the scene are consistently detected and tracked for longer
periods of time or travel larger distances than most red tracks show. These red tracks are
categorized here as untrusted and the longer green tracks as trusted. Trusted tracks are
required to 1) not show any overlap between the starting and ending bounding boxes and
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2) have either a scaled duration greater than 20% or a scaled distance traveled greater
than 20%. For CTv0 in Figure 35, these thresholds correspond to 48 frames and 54
pixels; the video is 1280x720 and recorded at 30 fps. Additional fixed thresholds for
trusted tracks of 30 frames duration and 30 pixels in distance are added to avoid the
situation where all tracks are short. Figure 36 shows trusted and untrusted categories on
two additional scenes, ucr1 (row 1) and VIRAT_S_040103_08_001475_001512 (row 2).
The trusted tracks in the first row are from both vehicles and pedestrians, while all the
trusted tracks from the second row are from pedestrians because no cars moved. The left
column shows the track categories for CTv0 and the right column shows the track
categories for OCSORT. Again, the untrusted tracks generally do not convey as much
relevant information as the trusted tracks. This approach is not perfect, e.g., there can be
short tracks on real targets, but it is efficient. To re-analyze tens of thousands of tracks to
separate real tracks from noise would be very computationally expensive. If capturing
every real track is important, one should consider using a better detector.
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Figure 36: Trusted and untrusted tracks from several scenes. Frames from row 1 come from ucr1. Frames
from row 2 come from VIRAT_S_040103_08_001475_001512. (Left Column) CTv0 tracks. (Right
Column) OCSORT tracks. Red lines show untrusted tracks and green lines show trusted tracks. All tracks
are overlayed a single frame from the scene they came from. Red tracks look like dots and are often not in
relevant areas, whereas the green tracks are very long and obviously relevant.

Figure 37 and Figure 38 show the foreground detections, full tracking output, and filtered
tracking output of CTv0 and OCSORT, respectively, on the same frame sequences from
ucr1. The foreground detections in the first row of Figure 37 and Figure 38 show there
are many small detections not associated with any objects. The foreground detections are
the same between the two figures. The second row of Figure 37 and Figure 38 shows the
tracking output of CTv0 and OCSORT, respectively. These tracking results are different.
However, the final filtered tracking output in the third row is very similar between CTv0
and OCSORT in the two figures.
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Figure 37: Filtering CTv0’s tracking output. Frames are from ucr1. (Row 1) Foreground detections. (Row 2) Initial tracking output from CTv0. (Row 3) Trusted
tracks from CTv0. In the middle column of row 2, notice Track 61 in the lower left corner capturing noisy detections. In the third row, 61 is filtered out. From the
same frame, one legitimate track was filtered out, Track 60. However, Track 60 was extremely short, as the car very briefly emerged from the bottom edge of the
camera’s field of view. In right column of row 2, Tracks 66, 67, and 68 were successfully filtered out. Tracks 70 and 69, while on legitimate targets, were also
extremely short, and did not convey much direction information, i.e., there was a lot of change in that area with people getting out of the car, but the tracks did
not actually follow any targets.
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Figure 38: Filtering OCSORT’s tracking output. Frames are from ucr1. (Row 1) Foreground detections. (Row 2) Initial tracking output from OCSORT. (Row 3)
Trusted tracks from OCSORT. The initial tracking output in row 2 is slightly different than that of CTv0 in the previous figure but the third row is quite similar.
There are two differences in the final tracking output. In row 2, the target of Track 55 was not tracked all the way to the third column, whereas it was in CTv0.
On the other hand, in row 3 of the third row, the car’s track (252) was not filtered out by OCSORT, when it was with CTv0. This is because the filtering is based
on percentages of track duration and distance, i.e., either the car was tracked slightly longer than by CTv0, or the filtering thresholds turned out to be slightly
smaller.
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3.6.2

Using CTv0 with Both Foreground and Object Detections

Figure 39, Figure 40, Figure 41, and Figure 42 compare the tracking output of CTv0
using both foreground and object detections with the same settings (Table 9. With
foreground detections, only moving objects are tracked, while all detected objects
(including stationary) are tracked using object detections from YOLOv3. For each figure,
the left column shows the trusted tracking output using foreground detections. The right
column shows the raw tracking output using object detections, i.e., filters are not used on
tracks generated with object detections. Each column should be read from top to bottom.
By using the same settings for CTv0 on both types of detections these figures
demonstrate how CTv0’s settings are mostly a function of scene geometry, target size,
and target speed. All videos share similar vantage points and thus can tolerate the same
settings.

Figure 39 shows a sequence of frames from ucr2. There, two objects, a police car and a
pedestrian, show IDSWs on the right column, but are tracked correctly on the left
column. The reason for this difference is that on the left, the foreground detections for
these targets were available at every frame, and on the right, object detections were
missing in many frames due to errors from YOLOv3. Since CTv0 was using the same
settings for each detection method, the different tracking outcomes reflect the influence
of detection errors on tracking output. Similarly, Figure 40 shows a frame sequence from
VIRAT_S_000200_06_001693_001824, where CTv0 tracks a moving person with
foreground detections that could not be detected (or tracked) with object detections from
YOLOv3. Figure 41 shows frames from VIRAT_S_010107_01_000068_000196, where
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CTv0 was again able to track small objects that were moving in the distance using
foreground detections but not object detections from YOLOv3. Figure 42 compares
tracking results from a frame sequence from VIRAT_S_040000_07_000966_001071.
Notably, using object detections from YOLOv3, CTv0 shows an IDSW on a moving car
partially occluded by a tree. The object went undetected for a long enough duration that
both CTv0 and OCSORT show IDSWs (OCSORT’s results are shown in Figure 30).
Foreground detections were more continuous through this partial occlusion and thus
allowed CTv0 to track the object without an error. In addition to this result, distant people
in motion were again tracked using foreground detections, but not object detections.

These results highlight the role detection errors play in tracking errors. CTv0 uses the
same parameter settings when acting on either foreground or YOLOv3 detections yet
produces different tracking results in many cases. Foreground detections should not be
considered superior based on these results, rather just different. This thesis will return its
focus to tracking results using object detections in subsequent chapters. In Sections 3.3.3
and 3.4.2 imperfect detections are used for MOT, with detection accuracy ranging from
0.32 to 0.86 for the MOT20, HT21, and MOTS12 datasets. One may wonder how higher
detection accuracies would impact MOT method performance. This thesis did not
measure tracking accuracy using high-accuracy detections because datasets with
detection accuracy above 0.86 were not available. Section 6.2 explores the relationship
between detection and tracking accuracy with a case-study on the MOTS12 dataset,
which had detection accuracies between 0.42 and 0.79.
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Figure 39: Tracking comparisons between foreground and object detections (Ex. 1). Frames from ucr2.
(Left Column) CTv0’s trusted tracking output using foreground detections. (Right Column) CTv0’s
tracking output using object detections. The left column shows perfect tracking output from CTv0, i.e., all
moving targets are tracked and there are no IDSWs. On the right, there are two IDSWs, e.g., Track 7
becomes 12 and later 14. These IDSWs are due to many missed detections from the object detector. Thus,
the mistakes mainly show errors from the detector. In this example, the foreground detections were
consistent, present at almost every frame since the objects were all in continuous motion.
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Figure 40: Tracking comparisons between foreground and object detections (Ex. 2). Frames from
VIRAT_S_000200_06_001693_001824. (Left Column) CTv0’s trusted tracking output using foreground
detections. (Right Column) CTv0’s tracking output using object detections. On the left, all moving targets
are tracked. There is one IDSW, where Track 6 turns to 21 from row 3 to row 4; this is due to a brief
occlusion by a light pole. On the right, stationary targets are tracked as well. Again, there are some tracking
mistakes due to the detector on the right. For example, there are two people in the distance tracked on the
left (Tracks 6, 21, and 22) but not tracked on the right because they are not detected. Also, Track 4 in the
first frame on the right surrounds a pay-station, incorrectly identified as a person by the object detector.
This detection appears only intermittently, so its identity changes from 4 to 11 to 12.
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Figure 41: Tracking comparisons between foreground and object detections (Ex. 3). Frames from
VIRAT_S_010107_01_000068_000196. (Left Column) CTv0’s trusted tracking output using foreground
detections. (Right Column) CTv0’s tracking output using object detections. In row 1, notice several people
in the distance were tracked on the left using foreground detections, but not tracked on the right with object
detections; again, these targets were undetected by the object detector. While these targets are found on the
left, there are several IDSWs between them. In the bottom row, notice the car of track 15 was tracked well
on the left, but incurred an IDSW on the right. The motion signal was continuous while the object
detections were sporadic enough at one point to trigger an IDSW. Note, CTv0 does not predict future
locations, so if a cluster is not found for a single Bin of frames, an existing track will be terminated and a
new one will be initialized when a cluster is found again in a future Bin.
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Figure 42: Tracking comparisons between foreground and object detections (Ex. 4). Frames from
VIRAT_S_040000_07_000966_001071. (Left Column) CTv0’s trusted tracking output using foreground
detections. (Right Column) CTv0’s tracking output using object detections. There are three moving targets
in these frames, all of which were tracked on the left. However, the two targets in the distance, Tracks 10
and 11 in row 2, experienced several IDSWs due to intermittent detections as they passed behind trees. On
the right, these targets were not detected and thus not tracked. However, on the right there are additional
tracks from parked cars; Track 9 is a false positive detection of a car that was continuously tracked. Using
foreground detections, the blue truck (Track 7) was tracked the entire time. Using object detections, this
target had one IDSW, i.e., Track 7 changed to 8.
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3.7

Summary

CTv0 is compared to IOUT, SORT, and OCSORT on both the MOT20 and HT21
datasets using all detections provided by the MOTChallenge website [44]. These four
approaches are the fastest methods on the MOT20 benchmark. Among these approaches,
OCSORT shows the best tracking accuracy and CTv0 shows the best processing speed,
which is an order of magnitude better than OCSORT. All four trackers use a single set of
parameters for all videos in a dataset. Each video represents a very different MOT
scenario, i.e., detection accuracy, target paths, and camera angles are different. All four
trackers show similarly sized HOTA/MOTA-score boxplots, meaning the trackers show
similar MOT-scenario sensitivities. Results from the MOT20 and HT21 datasets (Section
3.3.3) show CTv0 outperforms IOUT in terms of both HOTA and MOTA scores. The
reason is that IOUT does not tolerate any missing detections, while CTv0 can. This
difference in behavior is especially reflected in HOTA scores and IDSWs. OCSORT is
also compared directly with CTv0 on the MOTS12 dataset, where it again shows superior
HOTA and MOTA scores.

Visual results from videos of the UCR and VIRAT datasets show OCSORT’s
performance advantage comes primarily during occlusions, i.e., when targets are clearly
visible the tracking outputs from CTv0 and OCSORT are similar (Section 3.5.2). This is
expected, e.g., reference [32], one of the leading approaches on the MOT20 leaderboard,
acknowledges MOT methods “perform well when targets are clearly visible making the
association task quite easy.” When considering long duration video from low-difficulty
surveillance environments, i.e., video showing few occlusion events, average tracking
accuracy metrics will be controlled by the tracking performance of isolated visible
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targets. Therefore, the author theorizes that in these types of scenes, differences in
average tracking accuracy between CTv0 and OCSORT may be minimal. Verifying such
a result would requires long-duration video from a specific scene of interest. Section 6.1
further discusses the challenges of evaluating long-duration video. Based on the
relationship between camera angles and occlusion events, new surveillance systems
utilizing MOT methods may benefit from placing cameras in vantage points that
minimize target-based occlusions.

An advantage shared by position-based MOT methods over appearance-based MOT
methods is they can be used with different detections methods, including those that do
not use any visual features. CTv0 and OCSORT demonstrate this flexibility by tracking
pedestrian detections using Faster R-CNN and YOLOv3, head detections using
HeadHunter, and foreground detections using the three-step process described in Section
2.1.2.
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4

Boosting Performance with Track Merging

CTv0 regularly introduces IDSW errors when targets fully or partially occlude each
other, e.g., row 1 of Figure 43, or when targets go undetected for extended periods of
time, e.g., row 2 of Figure 43. Some of these errors may be addressed if the position of
the older track was projected forward in time to the starting position of the new track.
This chapter describes such a rule (Section 4.1), discusses closely-related work (Section
4.2), and evaluates its effectiveness across a variety of scenes and datasets using object
detections (Sections 4.3, 4.4, and 4.5). This rule is also applied to OCSORT, to test
whether it generalizes (Section 4.6). Section 4.7 describes a clustering error that can’t be
addressed with this rule and Section 4.8 provides a chapter summary.

Figure 43: Examples of IDSW errors from CTv0. Frames are from ucr17. (Row 1) IDSW due to close
proximity of person sitting and person walking. (Row 2) IDSW (Track 6 changes to 7) due to target being
undetected due to a tree occlusion.

4.1

Methods

This section describes a track-merging rule applied to each track. The pseudo code is
presented in Algorithm 2, which is further illustrated with an example in Figure 44 and
Figure 45.
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Algorithm 2: Merge_Tracks
Input: {Track }
k k=1...K

Prediction Horizon, η
Velocity History, ω
Search Radius, r
Merge Threshold, ψ
1

Output: Updated tracks, {Track }

k k=1..K

For each Track (k = 1..K)
L = Estimate_Final_Direction( Track , ω )
k

k

{Track }

j j=1:J

= Possible_Matches( L , r, η )
k

For each possible Track match (j =1..J )
L = Estimate_Starting_Direction( Track , ω )
j

j

θ = Direction_Difference( L , L )
k, j

k

j

If θ > 90 disregard Trackj as potential match
k, j

Else
IoU = Compute_IoU(Track , Tracks )
k, j

k

j

IoUk, j*= IoUk, j ×(1 - θ / 90)
k, j

If J > 1
If max({IoUk, j*}) > ψ then Track = Append( Track , Track )
1

k

k

j

Else
If IoUk, j > ψ then Track = Append( Track , Track )
1

k

k

j

The Merge_Tracks function (Algorithm 2) takes multiple inputs, including: the list of
current tracks, {Trackk}k=1..K ; the prediction horizon η, which is the number of future
frames after the last frame of Trackk that will be scanned for new tracks; the velocity
history parameter, ω, which is the number of frames from Trackk used to estimate
velocity; the merge threshold, ψ1, which is the minimum overlap between two tracks for
them to be merged; the search radius, r, which marks the spatial search area surrounding
the line-of-best-fit that will be scanned for new tracks. When used on a dataset with
ground-truth tracking information, ω, η, and ψ1 are tuned to maximize HOTA scores.
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Each step of Merge Tracks is explained in the context of an example track, TrackA, in
the illustrations of Figure 44 and Figure 45. For each track, Merge_Tracks starts by
using the Estimate_Final_Direction function to create line, Lk, which is a vector drawn
directly from the position of Trackk at frame fE-ω to fE, where fE denotes the last frame of
Trackk. Lk is the estimated direction of travel for Trackk and is projected η frames beyond
fE. Possible_Matches then scans a spatio-temporal range for new tracks, which is
illustrated in Figure 44 as the volume bounded by the grey cylinder, with radius r,
centered around LA, spanning the frame range [fE-τ..fE+η]. In Figure 44, Possible_Matches
excludes TrackE and TrackF from consideration for being outside of the cylinder.

Figure 44: Track-merge search volume. Visualizing Estimate_Final_Direction and Possible_Matches
functions. Possible matches include tracks beginning within the spatio-temporal range bounded by the grey
oblique cylinder, centered around LA, spanning the frame range [fE-τ..fE+η] and has a radius of r.

For all tracks within the cylinder’s volume, {Trackj}j=1..J, Algorithm 2 performs additional
steps to find the best match. The Estimate_Starting_Direction function estimates the
initial direction of travel for Trackj by creating a vector from its first frame to a frame ω
frames in the future. The function Direction_Difference measures the angle between
vectors Lk and Lj, denoted θ . If θ
k, j

k, j

is greater than 90 degrees, Trackj is dropped from
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consideration. In Figure 44 this means TrackB is dropped from consideration, leaving
TrackC and TrackD as the only possible matches. Figure 45 illustrates the velocity vectors
of Tracks A, C, and D, e.g., LD, and the angles between these vectors, e.g., θ

A, D

. If θ

k, j

is

less than 90 degrees, then the bounding-box overlap is computed between the future
projected location of Trackk and the starting location of Trackj in the Compute_IoU
function. The bounding-box overlap is illustrated in Figure 45 between the projection of
TrackA, shown as a white box at fE++, and the starting bounding boxes of TrackC and
TrackD. The overlap between two tracks, denoted IoUk, j, is then scaled by the factor (1 θ

k, j

/ 90) to create a new measure, IoUk, j*. This measure favors tracks traveling in very

similar directions. The greater the angle between tracks, the lower the IoUk, j* value
becomes.

Figure 45: Finding a track-merging solution by comparing direction of travel. The estimated direction of
travel for TrackA is shown with a blue line, LA. Likewise, lines LC and LD show the estimated direction of
travel for Tracks C and D in green and orange, respectively. The angle between LA and LC, denoted as θA,C,
is smaller than the angle between LA and LD; thus TrackA will be merged with TrackC.
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If there is only one remaining match, then the later track is appended to Trackk if IoUk, j is
greater than the threshold, ψ1. If there are multiple potential matches, as shown in Figure
45, then the track with the highest IoUk, j* value is considered the best match; likewise, it
is appended to Trackk if IoUk, j* is above the same threshold ψ1. In Figure 45, TrackC
would be the best match to TrackA given its overlap and similar direction. Missing points
between the end of the first track and the start of the second are filled in with points from
a straight line that connects the end of the first track with the start of the second. When
Algorithm 2 is applied to CTv0’s tracking output, this thesis refers to this combined
approach as ClusterTracker – version 1 (CTv1).
4.1.1

Selecting Parameters for Algorithm 2

Table 10 shows the parameters CTv1 uses in the MOT20 and MOTS12 datasets as well
as videos from the UCR dataset. CTv0 uses the same parameters described in Table 5,
Table 8 and Table 9. The parameters of Algorithm 2 that are tuned for CTv1 are the
prediction horizon, η, and the bounding box overlap threshold, ψ1. Like the parameterselection process with the other trackers, combinations of parameters are tested on the
training set of the datasets in question. The combination of parameters showing the
highest average HOTA score across the entire dataset is selected for that dataset. For
MOT20 and MOTS12, parameter η was varied between [10-100] frames (every 10) while
ψ1 was tested at three values, [0, 0.1, 0.2]. The number of frames used to estimate a
track’s direction, ω, was set to 30 frames. Most targets shown in this thesis move very
linearly, so a 30-frame history to estimate direction provides very similar motion
information to other values, e.g., 10 or 60 frames. The spatial search radius, r, is set to
twice the value of 𝜀. This value for r should be large enough to not affect the results
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because a potential match lying beyond this radius will have little to no bounding box
overlap. The parameters from MOTS12 are applied to videos from the UCR dataset and
show reasonable results. CTv1’s sensitivity to these combinations of parameters on the
MOT20 and MOTS12 datasets is shown in Figure 46(a, b) and Figure 46 (c, d),
respectively. For the range of parameters tested, the HOTA and MOTA scores for CTv1
on both datasets vary roughly 2 points.
Table 10: CTv1 parameters for the MOT20, MOTS12, and UCR datasets
Dataset
MOT20
MOTS12
UCR

Parameters
CTv0’s MOT20 parameters + η = 80, ω = 30, r = 2*𝜀, ψ1 = 0.1
CTv0’s MOTS12 parameters + η = 70, ω = 30, r = 2*𝜀, ψ1 = 0
CTv0’s UCR parameters + η = 70, ω = 30, r = 2*𝜀, ψ1 = 0

Figure 46: Parameter sensitivity for CTv1 on the MOT20 and MOTS12 datasets. CTv1’s parameters are
varied as follows: η [10-100] (every 10 frames); ψ1 [0, 0.1, 0.2]; ω = 30 (constant); r = 2*𝜀 (constant). (a)
Boxplot showing average HOTA scores for CTv1 on the MOT20-Train dataset using different
combinations of parameters. (b) MOTA score version of (a). (c) Boxplot showing average HOTA scores for
CTv1 on the MOTS12 dataset using different combinations of parameters. (d) MOTA score version of (c).
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4.2

Related Work

Algorithm 2 is similar to a track-merging rule Jarrett uses [41] to connect tracks that stop
and start within 5 frames of each other. The main difference between Jarrett’s method
and Algorithm 2 is how tracks are matched. Jarrett uses Euclidean distance to search for
the closest future track to merge with and ensures the velocity vectors from both tracks
share the same sign. Instead, Algorithm 2 starts with a spatio-temporal search area
defined by Euclidean distance but finds a best match by measuring the angle between
direction vectors and computing bounding-box overlap. The goal here is not to compare
the performance of these two rules, but to better understand the general performance and
applicability of this family of rules. Jarrett tests his rule with relatively few targets; this
chapter aims to expand this comparison to larger datasets to gauge the robustness of this
type of rule. Further, this rule is applied to OCSORT to see whether this rule fixes a
general family of tracking errors, or whether it fixes errors specific to CTv0.
4.3

Visual Inspection of CTv1’s Behavior

This section visually inspects CTv1’s output in several scenes to illustrate its behavior
using the parameters from Table 10. Figure 47 compares the tracking output of CTv0
(left column) to CTv1 (right column) on a frame sequence from ucr1. There, CTv0
changes the identity of the parking car from 1 to 5 to 8 because of inconsistent object
detections. CTv1 connects Track 1 to 5, and then later 5 to 8, resulting in the car’s
identity staying constant with the original number (1). Figure 48 shows two more
examples in a frame sequence from ucr2. Due to inconsistent object detections, CTv0
(left column) shows two IDSWs on the pedestrian, e.g., Track 7 changes to 12 and then to
13. CTv1 (right column) connects these tracks, resulting in the pedestrian being tracked
as Track 7 for the full frame sequence. The police car also shows an IDSW with CTv0 in
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the left column, going from Track 9 to 11. CTv1 connects these tracks, showing this
object as Track 9 for the full frame sequence in the right column.

Figure 49, Figure 50, and Figure 51 show examples of CTv1 connecting several tracks in
a row sequentially on videos from MOTS12. In each figure, (a) shows the 3D graph of
CTv0’s tracks for a single target, (b) shows a sample of frames to illustrate where the
target is in the scene, and (c) shows a 3D plot of the resulting tracks from CTv1. Figure
49 is from video 019 of MOTS12; it shows a person walking around a crowd of people.
CTv0 tracks this target with seven different tracks. Starting with the first track, CTv1
connects all seven tracks, eliminating all IDSWs. This was possible because the target in
question had a very consistent velocity that stood out from the crowd.
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Figure 47: Comparing CTv0 to CTv1 (Ex. 1). Frames are from ucr1. (Left Column) Output from CTv0.
(Right Column) Output from CTv1. Focus on car identified as Track 1 in the first row. CTv0 changes the
identity of this target to 5 in row 2, and later 8 in row 3. These IDSWs were caused by inconsistent
detections. On the right, CTv1 connected Tracks 1, 5, and 8 together, keeping the identity constant for the
entire sequence.

Figure 50 shows a similar example from video 068 of MOTS12, where CTv1 connects 5
tracks in a row to eliminate the IDSWs. Figure 51 shows the tracking output from a target
occluded by both people and the environment in video 639 of MOTS12. The brief
occlusions from other people caused clustering errors, i.e., detections from multiple
targets in the same cluster, which led to IDSWs. As the target disappears behind a large
column, another IDSW is incurred by CTv0. CTv1 fixed all IDSWs for this target.
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Figure 48: Comparing CTv0 to CTv1 (Ex. 2). Frames are from ucr2. (Left Column) Output from CTv0.
(Right Column) Output from CTv1. Focus on the pedestrian identified as Track 7 in the first row. CTv0
changes the identify of this target from 7 to 12 in row 2, and to 13 in row 3. This is because the target was
only intermittently detected. On the right, CTv1 correctly keeps the identity of this target as Track 7 for the
entire sequence. Similarly, CTv0 changes the identity of the police car from 9 in the first row to 11 in the
row 2. CTv1 connects 9 to 11, and thus maintains one identity for the target.

97

Figure 49: Comparing CTv0 to CTv1 (Ex. 3). (a) The position (x, y, f) of multiple tracks from CTv0 representing the same target. (b) Three frames from video 019
of MOTS12 showing the path of the target in question. (c) 3D plot showing the tracking output from CTv1, which sequentially connected all the tracks from (a).
The target shown in (b) moves through a group of people and later around the same group to go to the stairs. This path created many IDSWs due to inconsistent
detections and partial occlusions from other targets. However, the target’s motion was consistent and unique, which allowed Algorithm 2 work properly.
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Figure 50: Comparing CTv0 to CTv1 (Ex. 4). (a) The position (x, y, f) of multiple tracks from CTv0 representing the same target. (b) Three frames from video
068 of MOTS12 showing the path of the target in question. (c) 3D plot showing the tracking output from CTv1, which sequentially connected all the tracks from
(a) - Track 8 to 33, 33 to 63, 63 to 87, and finally 87 to 93. The target shown in (b) travels through a crowded environment which caused multiple IDSWs. The
start and end points of each track in (a) are close to each other and show consistent motion, which allowed CTv1 to function properly.
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Figure 51: Comparing CTv0 to CTv1 (Ex. 5). (a) The position (x, y, f) of multiple tracks from CTv0 representing the same target. (b) Four frames from video 639
of MOTS12 showing the path of a woman who exits the building and travels from left to right across the scene. (c) 3D plot showing the tracking output from
CTv1, which sequentially connected all the tracks from (a) - Track 8 to 13, 13 to 17, and finally 17 to 23. This example shows both target and environment
occlusions, the latter shown in the last two frames of (b) as the woman passes behind a column.
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Figure 52: Errors from CTv0 and CTv1. (a) Tracking output from CTv0. Notice, Track 1 turns to 3 and Track 2 turns to 4. (b) Tracking output from CTv1, where
Track 1 was incorrectly merged with Track 4. (c) A graph of the potential matches Algorithm 2 finds for Track 1 (Tracks 4 and 5). Track 3 is excluded from
consideration because it lies outside of the spatio-temporal search volume of Track 1. CTv0 allowed Track 1 to drift from the person sitting down to the man
walking behind her. This motion skewed the search volume to the side (along the long black line with black bounding boxes), thus missing Track 3.
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Figure 47 and Figure 48 show CTv1 fixing simple problems in uncrowded scenes. Figure
49, Figure 50, and Figure 51 show CTv1 has the capability to work in more crowded
scenes when the motion of the target is consistent and relatively linear. However, CTv1
can also make incorrect merges. Figure 52 (previous page) shows these types of errors. In
Figure 52(a), CTv0 tracks the person sitting in the chair as Track 1 and then later Track 3.
Further, Track 2 turns to Track 4. This seems like an easy matching task because the
person sitting down remains stationary and the person moving, moves relatively linearly.
Unfortunately, as shown in Figure 52(b), CTv1 incorrectly merges Track 1 with Track 4.
The reason is that at the end of Track 1, the position of the target appears to move
(diagonal portion of the red line in Figure 52(c)), as opposed to its stationary position
from the beginning of the clip (vertical portion of the red line in Figure 52(c)). This
motion is because CTv0 allowed Track 1 to drift from the person sitting down to the man
walking behind her. This is shown in the first and second frames of Figure 52(a). This
motion lasts long enough to skew the estimated direction vector for Track 1, shown as the
black line extending beyond the red track in Figure 52(c). Track 3 is thus outside the
spatio-temporal search volume due to this skewed direction vector. In Figure 52(c), the
black squares show the projected bounding boxes for Track 1, and the other black lines
show the estimated direction vectors for Tracks 4 and 5. Given these two choices, Track
1 is connected to Track 4 because there is a high bounding-box overlap between the black
and green squares and the estimated direction vectors are well aligned. Not shown in
Figure 52(c) is that Algorithm 2 did correctly attempt to merge Track 2 to Track 4.
However, when multiple tracks connect to the same track (1 to 4 and 2 to 4), Algorithm 2
compares the scaled IoU ratio between the two options; mathematically, Track 1 was a
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slightly better match to Track 4 than Track 2, which explains the incorrect result from
CTv1. The potential performance gains and losses of CTv1 have been shown in the
previous figures. Next, CTv1 will be evaluated on MOT20 and MOTS12, which provide
thousands of examples to evaluate the general effectiveness of the approach.
4.4

Results on the MOT20 Dataset

Section 4.4.1 shows the tracking accuracy of CTv1 on the MOT20-Train and MOT20Test datasets using the parameters from Table 10. Section 4.4.2 shows processing speed
comparisons of CTv0, CTv1, and OCSORT on the full MOT20 dataset. CTv0 and
OCSORT use the parameters from Table 5.
4.4.1

Tracking Accuracy Comparisons

Table 11 compares the performance of CTv0 to CTv1 on the MOT20-Test dataset; the
comparison is limited to these two trackers since their detection data are identical, unlike
OCSORT (Section 3.3.2). In the first section of Table 11, which shows the total results
for the entire test set, CTv1 has a higher HOTA score than CTv0 and fewer IDSWs. This
shows CTv1 does indeed fix several IDSW errors from CTv0. However, the MOTA
score for CTv1 is lower than CTv0. This means CTv1 creates more errors at the frame
level than it fixes, i.e., the FP counts increase more than the FN and IDSW counts
decrease. The FP counts, which is the number of times the hypothesized bounding box
fell on a different track, increases drastically from CTv0 to CTv1 (roughly 60%). This
increase is due to CTv1 incorrectly connecting the tracks of different targets together.
The percent increase in FP counts for each video does not show a relationship with
detection error rate. However, MOTA scores do show some relationship with detection
error rate, e.g., MOT20-06/08 have higher error rates than the other two videos and show
a larger drop in MOTA scores.
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Table 11: Comparing CTv1 to CTv0 on the MOT20-Test dataset
Video
All Videos
MOT20-04
MOT20-06
MOT20-07
MOT20-08

Tracker
CTv1
CTv0
CTv1
CTv0
CTv1
CTv0
CTv1
CTv0
CTv1
CTv0

Det.
Acc.

0.69
0.48
0.78
0.41

HOTA
Scores

MOTA
Scores

FP
Counts

FN
Counts

IDSW
Counts

38.0
33.0
47.7
41.1
23.2
20.6
38.7
34.7
21.1
18.2

43.0
45.1
67.8
68.0
14.6
19.4
49.7
49.9
0.8
6.4

100285
69491
27283
15718
40330
28673
4761
3576
27911
21524

189907
207927
59334
69227
71155
76232
11519
12570
47899
49898

4934
6492
1620
2785
1897
2115
380
454
1037
1138

Figure 53(a) shows boxplots of HOTA and MOTA scores for OCSORT (blue), CTv0
(orange), and CTv1 (grey) on the MOT20-Train dataset. The detection accuracies were
higher compared to the MOT20-Test videos, i.e., accuracies were 0.86, 0.86, 0.58, 0.64 in
MOT20-Train. Both the HOTA and MOTA scores increased from CTv0 to CTv1 in each
video. Figure 53(b) shows CTv0’s and CTv1’s scores compared to OCSORT for each
video; for local evaluations, the author can ensure the detection data are the same for all
MOT methods, including OCSORT. Notably, CTv1 meets (and slightly exceeds)
OCSORT’s HOTA and MOTA scores in this test. The improved MOTA scores from
CTv1 on the MOT20-Train dataset compared to MOT20-Test dataset suggest Algorithm
2’s average tracking performance is influenced by the detection error rate; however, as
far the total FP counts metric is concerned, it still increases from 31,136 with CTv0 to
65,149 with CTv1(over 100% increase).
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Figure 53: Tracking accuracy comparisons on the MOT20-Train dataset. (a) Boxplots showing the range of
HOTA and MOTA scores (between four videos) for each tracker. (b) The percent difference in scores
between all trackers and OCSORT on each video, i.e., all percentage differences in scores are all relative to
OCSORT’s score.

4.4.2

Processing Speed Comparisons

Figure 54 shows the processing speeds of CTv0, CTv1, and OCSORT on the MOT20
dataset. Algorithm 2 is shown to be extremely fast since CTv1 shows nearly identical
speeds to CTv0, which collectively are an order of magnitude better than OCSORT for
each video.
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Figure 54: Processing speed comparisons across the MOT20 dataset. Trendlines (power) are drawn for each
tracker. CTv1 is nearly identical to CTv0, which means it maintains an order of magnitude advantage in
processing speed compared to OCSORT.

4.5

Results on the MOTS12 Dataset

Section 4.5.1 and 4.5.2 analyze CTv1’s tracking accuracy and processing speed,
respectively, on the MOTS12 dataset. CTv1’s parameters are listed in Table 10, while
CTv0 and OCSORT’s parameters are listed in Table 8.
4.5.1

Tracking Accuracy Comparisons

Figure 55(a) shows boxplots of the HOTA and MOTA scores for all videos in the
MOTS12 dataset. Figure 55(b) compares the performance of CTv0 and CTv1 to
OCSORT for every video. There, HOTA scores substantially improved relative to
OCSORT, while MOTA scores slightly improved.

106

Figure 55: Tracking accuracy comparisons on the MOTS12 dataset. (a) Boxplots showing the range of
HOTA and MOTA scores across the MOTS12 dataset for each tracker. (b) The percent difference in scores
between all each tracker and OCSORT on each video, i.e., all percentage differences in scores are all
relative to OCSORT’s score.

Table 12 shows the total results across the entire MOTS12 dataset. Like the tests from
MOT20, the FP count goes up, which shows the effect of incorrectly merging tracks of
different targets. Compared to MOT20-Test and MOT20-Train, which showed a ~ 60%
and 110% increase in FPs from CTv0, there is only a ~10% increase in FPs in MOTS12.
This suggests when there are less targets present, CTv1 creates less track-merging errors.
Table 12: CTv1 results on the MOTS12 dataset
Tracker
CTv1
CTv0

MOTA
Scores

TP

FN

FP

IDSW

48.6
47.3

215k
208k

138k
145k

41k
37k

2145
3594
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4.5.2

Processing Speed Comparisons

Similar to the processing speed comparisons on MOT20 (Section 4.4.2), Figure 56 also
shows CTv1 is nearly identical to CTv0 on the MOTS12 dataset videos as well.

Figure 56: Processing speed comparisons on MOTS12 dataset. Trendlines (power) are drawn for each
tracker. CTv1 is nearly identical to CTv0, showing how computationally cheap it is compared to OCSORT.

4.6

Generalization of Algorithm 2

In terms of HOTA and MOTA scores, Algorithm 2 has the potential to boost CTv0’s
overall performance. The next test determines whether Algorithm 2 is simply fixing
problems unique to CTv0, or whether it translates to other methods like OCSORT, which
have some built in motion estimation tools. The name OCSORT(v1) refers to the use of
Algorithm 2 on OCSORT’s original tracking results. Table 13 shows the parameters from
Algorithm 2 that give OCSORT(v1) the best average HOTA scores on the MOT20-Train
and MOTS12 datasets; OCSORT’s parameters are the same as in Table 5 and Table 8.
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Table 13: OCSORT(v1) parameters on the MOT20-Train and MOTS12 datasets
Dataset
MOT20-Train
MOTS12

Parameters
OCSORT’s MOT20 parameters & η = 100, ω = 30, r = 2*𝜀, ψ1 = 0.2
OCSORT’s MOTS12 parameters & η = 120, ω = 30, r = 2*𝜀, ψ1 = 0

On MOTS12, OCSORT’s best performance is with max_age = 50 frames, which means it
will continue to estimate position when no match is available for up to 50 frames. When
Algorithm 2 is applied to OCSORT, the best prediction horizon parameter is 120 frames.
So, for OCSORT, Algorithm 2 is searching for tracks going undetected for longer periods
of time than OCSORT. OCSORT(v1)’s sensitivity to different combinations of
parameters on the MOT20 and MOTS12 datasets is shown in Figure 46(a, b) and Figure
46 (c, d), respectively. For the range of parameters tested, the HOTA and MOTA score
ranges for OCSORT(v1) on both datasets is only 1 point.
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Figure 57: Parameter sensitivity for OCSORT(v1) on the MOT20 and MOTS12 datasets. Algorithm 2’s
parameters (applied to OCSORT’s tracking output) are varied as follows: η [60-120] (every 10 frames); ψ1
[0, 0.1, 0.2, 0.3]; ω = 30 (constant); r = 2*𝜀 (constant). (a) Boxplot showing average HOTA scores for
OCSORT(v1) on the MOT20-Train dataset using different combinations of parameters. (b) MOTA score
version of (a). (c) Boxplot showing average HOTA scores for OCSORT(v1) on the MOTS12 dataset using
different combinations of parameters. (d) MOTA score version of (c).

Figure 58 compares the results of OCSORT to OCSORT(v1) on the MOTS12 dataset.
Figure 58(a) shows the HOTA and MOTA scores are effectively the same between
OCSORT(v1) and OCSORT. This is also shown in Figure 58(b), which shows the
percentage difference in scores on each video between OCSORT(v1) and OCSORT.
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Figure 58: Tracking accuracy comparisons on the MOTS12 dataset. (a) Boxplots showing the HOTA and
MOTA scores for each tracker. (b) The percent difference in scores between OCSORT(v1) and OCSORT.

These results show Algorithm 2 has a negligible impact on OCSORT’s performance.
Because OCSORT also performs motion prediction, this test shows that the remaining
errors are likely not solvable without resorting to visual features. Indeed, in the videos
from MOTS12, many individuals leave the scene and later return.
4.7

Clustering Errors from CTv0 that Algorithm 2 Cannot Fix

Clustering errors from CTv0 create both types of IDSWs, i.e., IDSWs due to tracks
stopping and starting on the same target and IDSWs due to a track jumping from one
target to another without terminating. Algorithm 2 only addresses the first type of IDSW.
Figure 59 shows an example of the second type of IDSW in frames from the first row,
where CTv0’s tracks are in yellow. There, Track 4 jumps to a nearby target when these
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two targets are next to each other in the second frame. In the third frame Track 4 should
still be on the target shown as Track 62, but instead is on a different target.

Figure 59: Track changing targets because of clustering error in CTv0 (Ex. 1). Frames are from video 425
from MOTS12. (Row 1) Output from CTv0. In the first frame, focus on Tracks 4 and 28. In the second
frame, Track 4 surrounds both targets. This means the detections from the two targets were clustered
together. In the third frame, Track 4 is shown on the wrong target, i.e., it jumps to the neighboring target
between the second and third frame. Because Track 4 did not terminate, Algorithm 2 can’t be used to fix
the error on Track 4. (Row 2) Output from OCSORT. The same two targets are listed as Tracks 29 and 22
in the first frame. OCSORT maintains their correct identities during the same frame sequence.

Figure 60 shows another example, where two targets are clustered together and tracked
together (Track 3) for the first two frames in row 1. OCSORT does not make these
mistakes, e.g., the second row in cyan in Figure 59 (Tracks 22 and 29) and Figure 60
(Tracks 3 and 4).
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Figure 60: Track changing targets because of clustering error in CTv0 (Ex. 2). Frames are from ucr6. (Row
1) Output from CTv0. In the first and second frames, Track 3 groups two targets together. In the third
frame, the two targets are tracked separately. (Row 2) Output from OCSORT. OCSORT maintains separate
identities for the same two targets for all three frames. OCSORT does incur one identity switch (Tracks 4
and 5), but each track is unique to a single target.

4.8

Summary

Algorithm 2 reduces IDSWs in MOT20-Train, MOT20-Test, and MOTS12. The problem
is that many tracks are merged incorrectly, which is shown by the increase in FP counts
from CTv0 to CTv1. The increase in FP counts is significant in MOT20-Test and
MOT20-Train, ~60% and ~110%, respectively. In MOTS12 the increase is much lower,
~10%. This makes sense because there are more targets in MOT20. There, when
Algorithm 2 looks for potential matches, it finds many tracks that are mathematically
good matches; however, as the FP counts show, these matches are often different targets.
MOTS12 is much less crowded, so there are fewer potential matches and fewer incorrect
matches. Thus, Algorithm 2 seems more effective in environments with fewer targets.

An issue with Algorithm 2 is that it can only fix IDSWs related to tracks terminating and
can’t fix IDSWs related to tracks that jump to a different target, which is accompanied by
additional FP errors. Both IDSWs result from errors generated in the clustering phase, but
the IDSW on a non-terminating track can only be solved by re-analyzing tracks from
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scratch and/or including visual features, both of which would drastically increase the
overall computational cost. It is arguable that at that point it would be just as efficient to
use a more complex MOT method like OCSORT from the start rather than chase the
errors of CTv0. In sum, CTv1 it is not a replacement for more complex trackers in highdifficulty scenarios but can improve CTv0’s results in lower-difficulty scenes.

To this point, this thesis has mainly discussed high-and-low-difficulty tracking scenarios
as separate videos. Obviously, many (if not most) videos contain both types of scenes,
i.e., sometimes a camera views large groups of people (Figure 61(a)) and other times it
views very few people (Figure 61(b)). Currently, researchers choose a single MOT
method that is suitable for all expected situations, which results in an inefficient one-sizefits-all solution.

Figure 61: Variable MOT difficulty in video 019 from MOTS12. (a) Detections from a large group of
people. (b) Moments later, only a handful of detections in the same scene.

Ideally, a MOT method could determine not only when a scene is crowded, but also
which specific targets require a more complex solution and which ones do not. Such an
architecture would allow a high-speed tracker to run most of the time, while reserving the
use of a more expensive tracker to an as-needed basis. There are many advantages to an
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efficient MOT method requiring less computational resources. Efficient algorithms
require less expensive hardware to run at a given speed requirement and when used on
good hardware, provide additional bandwidth for other computational tasks. Faster
algorithms also make offline video analysis much faster. The next chapter describes how
the ClusterTracker architecture is ideally suited for such an approach.
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5

Different MOT Methods for Different Situations

Simple MOT methods provide efficient tracking solutions but are limited to more
sparsely populated scenes where targets rarely experience occlusions. Complex MOT
methods suffer the opposite problem, i.e., they can handle any scene, but are extremely
inefficient solutions for MOT when targets are spread out. In sum, these are two different
solutions for two very different problems. Without knowing how targets move in the
scene, it is hard to determine when each method would be appropriate. To retain
robustness in challenging time sequences, complex MOT methods must currently be used
all the time. This one-size-fits-all solution is extremely inefficient, resulting in all tracks
being treated equally, often with redundant processing. These redundancies are analogous
to systems that simultaneously use multiple sensors and trackers to guarantee robustness.
Examples can be found in guidance/tracking systems from the defense industry, e.g., the
Advanced Range Tracking and Imaging System (ARTIS), shown in Figure 62.

Figure 62: ARTIS. The ARTIS has multiple optical sensors and trackers, where wide-field-of-view cameras
maintain a coarse track of the target and narrow-field-of-view cameras provide highly accurate tracking. If
the narrow field-of-view camera loses track, the wide field-of-view camera is used to re-acquire the target.

An efficient approach that would not sacrifice accuracy would be one that uses a simple
MOT method on isolated targets and a complex MOT method on non-isolated targets.
Such an approach would use each MOT method to address respective weaknesses, i.e.,
116

robustness under occlusion for the simple MOT method and computational expense for
the complex MOT method. No such combined approach has been proposed in the MOT
literature. This chapter describes how ClusterTracker, with only minor modifications, can
selectively initialize complex MOT methods on specific targets based on inexpensive
tracking feedback. ClusterTracker is uniquely suited for this approach because of its low
computational complexity. This hybrid version of ClusterTracker is referred to as CT-H.

The remainder of this chapter is organized as follows. Section 5.1 describes the CT-H
algorithm and its parameters. Section 5.2 analyzes results from videos of the UCR and
MOTS12 datasets. These videos show both isolated targets and groups of targets, which
make them an ideal environment to test the combined approach. Therefore, this chapter
tests CT-H’s ability to transition between low-and-moderate-difficulty scenes, but not
high-difficulty scenes like dense crowds. Section 5.3 summarizes the chapter.
5.1

Methods

The primary deficiency of CTv0 is that it clusters multiple targets together if they get too
close to each other. Figure 63 illustrates this scenario, where yellow boxes show clusters
with one target and magenta boxes show clusters with more than one target.

Figure 63: Identifying clusters with multiple targets. This frame is from video 424 of the MOTS12 dataset.
Yellow boxes show clusters with one target and magenta boxes show clusters with multiple targets.
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Previous chapters discuss reducing the incident-rate of this event through careful
parameter selection and post-processing rules. While over-clustering causes errors, it also
points out which specific targets are likely to experience full or partial occlusions. Figure
64 illustrates this scenario with four hypothetical targets. The locations of the detections
are shown as black dots in Figure 64; reading their position from left to right shows the
progression of time. For the first 10 frames (Bin1), each target is far enough apart from
one another to be clustered separately, shown by the different colored circles (blue,
orange, green, and purple). The blue and orange targets are approaching each other, while
the green and purple targets are moving parallel to each other. In Bin2, DBSCAN would
group the detections from both the blue and orange targets in a single large cluster, shown
by the large grey circle. Meanwhile, the green and purple targets would still be clustered
separately and tracked without issue.

Figure 64: Recognizing when two or more targets are clustered together. Black dots represent object
detections. Colored circles represent clusters and circles of the same color represent tracks. The detections
are split up over 3, 10-frame long Bins, which do not overlap. Time is portrayed as the position of the black
dots, when reading left to right, e.g., the detections from the blue and orange clusters are moving closer
together as time passes. The silver circle shows a cluster grouping the detections from multiple targets. In
CTv0, this causes the blue and orange tracks to incur IDSWs, shown by the red and yellow circles in Bin3.
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With CTv0, the large silver cluster causes both types IDSW errors; Figure 64 only shows
the type associated with stopping and starting with the gold and red circles in Bin3. As
discussed in Chapter 4, only a portion of these IDSWs can be fixed without visual
features and Algorithm 2’s effectiveness is dependent on the environment and the
tracking output from the original MOT method. Instead of creating tracking errors by
using this silver cluster as-is, CT-H uses a more complex MOT method for the detections
in the silver cluster. This process is illustrated in Figure 65, where the detections from the
silver cluster are passed to a more accurate MOT method, which produces tracklets,
shown as the orange and blue arrows. The start and end points of these tracklets are set by
the location of the detections in the silver cluster. The silver cluster is the only reprocessed cluster because it is the only one containing more than one detection per frame.

Figure 65: Using an alternate MOT method to address a clustering error. In Bin2, the detections from the
silver cluster are sent to a more accurate MOT method, which re-processes this group of detections and
outputs a new hypothesized set of tracklets, shown by the orange and blue arrows. These new tracklets are
treated like other clusters, allowing the blue and orange clusters to connect from Bin1 to Bin3. Note, the
green and purple clusters are not re-processed because they only contain detections from a single target.
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Resulting tracklets are treated like any other cluster and thus interwoven into
ClusterTracker’s existing tracklet-matching architecture, avoiding any additional
overhead. In this method, if there are a dozen targets in a scene, but only two are near
each other, the complex tracker is applied only to those two people for the duration of the
Bin. Meanwhile, the other 10 isolated targets are tracked via the DBSCAN clusters. As
shown in the previous figures, Bins no longer overlap like they did in CTv0, i.e., if τ =
30, then Bin1 includes frames 1 through 30 and Bin2 includes frames 31 through 60. The
reason for this is to reduce the number of redundant calculations. For CTv0, this
redundancy increased performance but because CT-H uses a more complex MOT method
in addition, this behavior is too expensive. Note, CT-H specifically addresses tracking
errors caused by target-based occlusions and does not address tracking errors due to
environment-based occlusions, i.e., an IDSW due to an isolated target disappearing
behind a building and re-appearing elsewhere. Algorithm 3 shows the pseudo code for the
overall approach.
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Algorithm 3: Pseudo-code for CT-H
Input: detections from Binn , {𝜑}n ,
DBSCAN parameters: 𝜀, minPts,
Overlap threshold, 𝜓0
Alt_MOT_Method parameters
Output: a list of tracks {Trackk}k=1...K
For each Bin (n = 1.. N)
{Ci=1.. I}n = DBSCAN({𝜑x,y}n , 𝜀, minPts )
For each Cluster
For each frame
If there is > 1 detection
{C*} = Alt_MOT_Method( Ci )
{𝛼i=1.. I}n = Make_Tracklets (Ci=1.. I , {C*})
For each tracklet from Binn-1, (𝛼j=1.. J), find potential matches
{
[𝛼i , n ] = Find_Closest_Tracklet (𝛼j, n-1E , {𝛼i=1.. I}nS)
// 𝛼j, n-1E is the last detection of 𝛼j
// (𝛼j, n-1 ) is last tracklet of Trackk
IoU i, j = Compute_IoU( 𝛼i, nS , 𝛼j , n-1E)
}
For each pair of potential matches (𝛼i , 𝛼j)
{
If 𝛼j is shared with multiple 𝛼i
θ = Direction_Difference( 𝛼i , 𝛼j )
i, j

IoUi, j*= IoUi, j ×(1 – θ / 90)
i, j

(𝛼i , n , 𝛼j, n-1 ) = keep tracklet pair with max( IoUi, j* )
If IoU i, j > 𝜓0
Trackk = append( Trackk , 𝛼i, n )
// K is # of active tracks
Else
TrackK+1 = (𝛼i, n ) , K=K+1
Terminate each Track not appended
}
Start new Track for each current tracklet (𝛼i) not matched
In Algorithm 3, anything in black is the original CTv0 algorithm, while sections in blue
show the changes unique to CT-H. For each cluster from DBSCAN, Algorithm 3 tests
whether a cluster ever has more than one detection per frame, i.e., contains detections
from multiple targets. If this is the case, then the detections from that cluster are
processed by an alternate MOT method, which produces a new set of tracklets. Note, if
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one object occludes the other for the entire duration of the cluster, causing the occluded
target to never be detected, CT-H would not activate the alternate MOT method. These
new tracklets are treated as an additional set of clusters, denoted {C*}, which replace the
large cluster they originated from. Both unaltered clusters, {Ci=1..I}, and newly created
clusters, {C*}, are processed by the Make_Tracklets function from CTv0 (Section
3.2.1). Another minor change to CTv0 is how CT-H handles the situation where multiple
tracklets from the previous Bin are matched to the same tracklet in the current Bin.
Rather than selecting the pair of tracklets with the highest IoU ratio, CT-H first computes
the

angle

difference

between

each

tracklet’s

direction

vector

with

the

Direction_Difference function; each vector is a line connecting the first detection of a
tracklet to the last. Then CT-H uses this angle to calculate the IoU* ratio from Algorithm
2 (Section 4.1). The best match will be the pair of tracklets with the highest IoU* value.

The CT-H architecture is tested by using OCSORT as the alternate MOT method. The
author could not test other appearance-based MOT methods due to implementation
challenges, e.g., differences in programming languages, hardware constraints, and a
general lack of open-source MOT methods that are built to run outside of specific
datasets.
5.1.1

Parameter Selection for CT-H

CT-H shares the same parameters as CTv0 but makes large adjustments to τ and 𝜀. CTv0
kept τ small, e.g., 10 frames. CT-H uses much larger values, e.g., more than 30 frames.
The reason is to try to capture detections from both before and after target occlusions,
which often last longer than 10 frames. This allows the alternate MOT method to perform
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better since it has access to more data. CT-H also uses larger values for 𝜀 so that the other
MOT method is triggered under less severe occlusions. For example, in CTv0, if 𝜀 is
sized close to the half-width of an average target, two nearby targets of equal size can
occlude each other by up to 50% before they are clustered together, e.g., Figure 66(a). If
𝜀 is closer to the full-width of an object, e.g., Figure 66(b), the two targets are clustered
together under any partial occlusion. The larger values for 𝜀 thus limits the original
tracking logic from CTv0 to more isolated targets.

Figure 66: Sizing 𝜀 for CT-H. (a) Sizing 𝜀 to w/2 (w = object width) for CTv0, shown with two similarly
sized targets (blue and orange boxes). With this setting, targets are not clustered together until they are on
top of each other. (b) Sizing 𝜀 to w for CT-H to trigger the alternate MOT method before occlusions
become more severe.

CT-H is tested on videos from the UCR and MOTS12 datasets because these videos show
a mix of isolated and non-isolated targets. Because CT-H focuses on fixing occlusionrelated errors, this chapter reviews new scenes from the UCR dataset showing occlusionrelated IDSWs; many of the previously shown videos contain IDSWs related to missing
detections of isolated targets, which is a separate problem. CT-H is not tested with the
MOT20 dataset because rarely are any targets isolated for any significant duration of time
in these videos. Dense crowds are thus not a good application of CT-H; to adjust to these
extreme conditions, additional logic would be needed to effectively turn off CT-H and
switch entirely to OCSORT.
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To select the parameters of CT-H on the MOTS12 dataset, a range of values for 𝜀 (45-75
pixels, every 5), ψ0 (0, 0.1), minPts (10% and 20% of τ), τ (30, 40, 50, 60), and minBins
(1, 2) were tested, with the most attention paid to 𝜀 and τ. The values yielding the highest
average HOTA score are shown in Table 14. A parameter sensitivity study for these
combinations of parameters is shown in Figure 67; the range in HOTA scores in Figure
67(a) is less than two points and the range of MOTA scores in Figure 67(b) is six points.
For videos from the UCR dataset, the parameters were varied by hand since there is no
ground-truth data available to measure tracking performance. OCSORT uses the same
parameters from Table 8 and Table 9 for the MOTS12 and UCR videos, respectively.
Table 14: CT-H parameters used on the MOTS12 and UCR datasets
Dataset
MOTS12
UCR

Parameters
𝜀 = 75, ψ0 = 0, minPts=4, τ=40, minBins=2
𝜀 = 50, ψ0 = 0, minPts=15, τ=50, minBins=1

Figure 67: Parameter sensitivity for CT-H on the MOTS12 dataset. CT-H parameters are varied as follows:
𝜀 [45-75] (every 5 pixels); ψ0 [0, 0.1] (IoU ratio); minPts = 10% and 20% of τ; τ = [30 40 50 60] (frames);
minBins = [1, 2]. (a) Boxplot showing average HOTA scores for the MOTS12 dataset using different
combinations of parameters. (b) MOTA score version of (a).
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5.1.2

Visualizing Clusters with Multiple Targets

Figure 68 shows the input detections to CT-H, resulting clusters, and tracking output
from a frame sequence from MOTS12. In the first row are object detections. In the
second row are the clusters, keeping the yellow and magenta definitions, where the
magenta cluster contains two or more targets. Note, the first two frames are from the
same Bin so DBSCAN clustered detections from these frames at the same time. Since the
two targets in the magenta cluster are close to each other in frame 2, DBSCAN expands
the cluster to the locations of the two targets for all the frames from this Bin (also
explained in Figure 20). This explains why the two targets are shown clustered together
in the first frame even though they are far apart. The detections from these two targets for
the entire Bin are passed to OCSORT. The third row shows the tracking output. There,
cyan boxes represent targets temporarily tracked with OCSORT for the duration of the
Bin, while yellow boxes represent targets tracked without any re-processing in that Bin.
In the third frame, all targets are shown in yellow clusters in row 2, which means these
targets are isolated for the entire duration of the Bin. In row 3, these isolated targets do
not need any re-processing, so they are tracked in yellow. The same color scheme is used
in subsequent figures.
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Figure 68: Scene from the MOTS12 dataset showing CT-H steps. Frames are from video 019 from MOTS12. (Row 1) Detections (green boxes). (Row 2)
DBSCAN clusters, where yellow boxes show clusters with one target and magenta boxes show clusters with multiple targets. (Row 3) Tracking output from CTH, where yellow boxes represent unaltered tracks and cyan boxes represent tracks re-processed with OCSORT. The first two frames are from the same Bin, while
the third frame is from the next Bin. Tracks 29 and 27 turn from blue to yellow in the last frame because in the next Bin, each target is clustered separately for the
entire duration of the Bin and thus not tracked with OCSORT.
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5.2

Results

Section 5.2.1 visually inspects the results from several videos from the UCR and
MOTS12 datasets. Sections 5.2.2 and 5.2.3 measure CT-H’s tracking accuracy and
processing speed on the MOTS12 dataset.
5.2.1

Visual Review of CT-H’s Tracking Output

The goal of this section is to illustrate the dynamic behavior of CT-H. All figures follow
the same color codes, where yellow tracks indicate times where clusters were unaltered
and cyan tracks indicate times where clusters were re-processed by OCSORT. The
pattern shown in all figures is that isolated targets are generally tracked in yellow while
targets that underwent a recent occlusion are tracked in cyan. Figure 69 shows a sequence
of frames from ucr12, where three targets are moving, all initially isolated and tracked
without additional processing. Two targets walk by each other, causing a brief occlusion;
during this time, OCSORT re-processes the cluster and correctly tracks each target.
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Figure 69: CT-H Output (Ex. 1). Frames are from ucr12. The frames are ordered in column 1, top to
bottom, continuing to column 2, top to bottom. In the first column, each target is tracked in yellow. In the
second column, OCSORT is triggered as Tracks 2 and 3 pass by each other. After the occlusion is over in
the final frame of the second column, each target is again tracked in yellow.

Figure 70 revisits ucr17 (tracked with CTv0 in Figure 43 and CTv1 in Figure 52) with
CT-H. There Track 2 walks in front of a person sitting a chair. The occlusion triggers
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OCSORT, which maintains the correct identities of each target. Later, Track 2 occludes
another target, Track 3, which OCSORT again processes correctly.

Figure 70: CT-H Output (Ex. 2). Frames are from ucr17. The frames are ordered in column 1, top to
bottom, continuing to column 2, top to bottom. During the time that Track 2 occluded Track 1, both targets
are tracked by OCSORT. This occlusion causes errors with CTv0 and CTv1, e.g., Figure 52, but is
correctly handled by CT-H. In the second column, Track 2 occluded Track 3, during which OCSORT is
again triggered. Later, all targets are again tracked in yellow.

Figure 71 shows an eye level video from ucr19, where one person weaves in front of and
behind two other people. OCSORT is only used during the occlusions. Figure 72 shows a
frame sequence from video 094 of MOTS12. There, many individual targets are shown
being intermittently tracked with OCSORT when they get close to other targets. For
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example, Track 11 is processed by OCSORT for the first three frames, without OCSORT
in the fourth frame (top of column 2), with OCSORT in the fifth frame, and without
OCSORT in the sixth frame.

Figure 71: CT-H Output (Ex. 3). Frames are from ucr19. The frames are ordered in column 1, top to
bottom, continuing to column 2, top to bottom. In the first column, Track 3 first passes in front of Track 2
and then behind Track 1. During the occlusions, OCSORT is triggered, shown by the cyan colored tracks.
From the last frame of first column to the first frame of the second column, notice Track 3 changed
direction. This example show a strength of OCSORT, which is that it can handle non-linear motion well
[40]. It also shows another example where CT-H is capable of being used in an environment where CTv0
would have difficulty. Were this camera from an overhead view, CTv0 may have done well, but from this
eye-level camera, occlusions happen regularly.
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Figure 72: CT-H Output (Ex. 4). Frames are from video 094 of MOTS12. The frames are ordered in
column 1, top to bottom, continuing to column 2, top to bottom. These frames show targets are
intermittently tracked with OCSORT, depending on whether they are isolated or not. For example, Track
11 is processed by OCSORT for the first three frames, without OCSORT in the fourth frame (top of
column 2), with OCSORT in the fifth frame, and without OCSORT in the sixth frame.
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Figure 73: CT-H Output (Ex. 5). Frames are from ucr11. In the first column, notice Tracks 1 and 2 are
tracked in yellow, then in cyan, and then back to yellow. The inconsistent clustering behavior is due to
these two targets being spaced just under or just over 𝜀 =50 pixels. At the top of the second column, a third
person is seen passing in front of them (Track 3). Even though Track 3 occluded Tracks 1 and 2, each
target is clustered separately in this example. Recall, the center points of the bounding boxes are used for
clustering; Track 3’s center is just beyond those of Tracks 1 and 2. This example shows the sensitivity of
the 𝜀 parameter. If 𝜀 were set slightly larger, then OCSORT would have been triggered more often. For CTH, this would not affect tracking accuracy, just efficiency. In contrast, 𝜀 directly effects the accuracy of
CTv0, because it does not re-process clusters. This also shows CT-H may be applied to a greater variety of
environments compared to CTv0. Normally, an eye-level camera gives a lot of trouble to CTv0. In contrast,
CT-H can fall back to a different MOT method during occlusions, which may not have the same cameraangle limitations, e.g., OCSORT has shown very competitive performance in eye-level videos [40].
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Figure 74: CT-H Output (Ex. 6). Frames are from ucr4. The frames are ordered in column 1, top to bottom,
continuing to column 2, top to bottom. In the first column, each isolated target is tracked in yellow. In the
second row of the second column, a person (Track 5) is seen exiting the vehicle (Track 1). At first, the
centers of their detections are far enough apart to be tracked in yellow; however, in the next frame these
targets are tracked in cyan, meaning their detections were clustered together. There is one IDSW for the
person (Track 5 to 6), which originates from OCSORT, not CT-H. This is known because OCSORT makes
the same error when it is applied to the entire video sequence (not shown here). Overall, observe that most
targets are tracked without any help from OCSORT because they were well separated. During the only
occlusion that occurred, CT-H initialized OCSORT to attempt to re-process the cluster containing multiple
targets.

Figure 73 shows a sequence of frames from ucr11. Two targets are regularly spaced just
inside or just outside the ε distance parameter, causing OCSORT to be triggered
intermittently. This example demonstrates the relationship between target spacing and ε.
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With CT-H, this sensitivity mainly results in lower processing speed and less so
accuracy, since OCSORT fixes the clusters grouping two targets. Were this to happen
with CTv0, the clustering error would not be fixed. This sensitivity exemplifies the
general issue of choosing fixed parameters that are not tailored to a specific video or
camera view. This is a shared problem among most MOT methods. The field of MOT
would benefit from future research targeting unsupervised parameter selection processes.
Given that many of CT-H’s parameters are related to measurable target traits such as size,
speed, and spacing, the author believes an unsupervised parameter selection process is
achievable with future work.

Figure 74 shows a frame sequence from ucr4 of three cars and one pedestrian. Two cars
move but are isolated and are thus tracked without any additional processing from
OCSORT. In the middle of the frame sequence, the pedestrian exits a parked car, which
then triggers OCSORT to process the combined cluster. An IDSW is shown for the
person, which is due to OCSORT, i.e., CT-H’s architecture did not provoke this mistake.
5.2.2

Tracking Accuracy

Figures 69-74 illustrate how CT-H adapts to changes in target spacing and uses OCSORT
in a very targeted manner. However, these figures do not show whether CT-H negatively
affects OCSORT’s performance in the long run. CT-H fragments a video into pre-defined
sequences and then splices the results together over time. Were OCSORT used the entire
time, this would not occur. To measure the degradation of performance of OCSORT, CTH must be tested in an environment where it uses OCSORT frequently. The MOTS12
dataset is ideal for this test because 36% of all clusters require additional attention from
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OCSORT, when using the parameters from Table 14 for CT-H. Since each cluster going
to OCSORT contains multiple targets, this means more than 36% of all tracklets are
found using OCSORT.

Figure 75(a) compares the HOTA and MOTA scores across the entire MOTS12 dataset
for OCSORT, CTv0, CTv1, and CT-H. There, CT-H shows a similar range of HOTA
scores to OCSORT, while showing lower MOTA scores. Both CTv1 and CT-H show
higher scores than CTv0. Figure 75(b) shows the percent difference in scores on each
video between each tracker and OCSORT, i.e., all percentages are relative to OCSORT’s
scores. There, CT-H shows only 2-6% lower HOTA scores and 6-14% lower MOTA
scores for most videos in the MOTS12 dataset.

Figure 75: Comparing CT-H’s tracking accuracy on the MOTS12 dataset. (a) Boxplots showing the range
of HOTA and MOTA scores for each tracker on each video. (b) The percent difference in scores between
all trackers and OCSORT, i.e., all percentage differences in scores are all relative to OCSORT’s score.
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Table 15 compares the total TP counts, FN counts, FP counts, and IDSW counts from
CTv0, CTv1, CT-H, and OCSORT on MOTS12. CT-H improved on CTv0 and CTv1 in
every category. OCSORT still shows the best values for each category except IDSWs.
Table 15: Comparing CTv0, CTv1, CT-H, and OCSORT on the MOTS12 dataset
Tracker
CTv0
CTv1
CT-H
OCSORT

5.2.3

TP

FN

FP

IDSW

208k
215k
216k
223k

145k
138k
137k
130k

37k
41k
35k
24k

3594
2145
1382
1975

Processing Efficiency

While the MOTS12 dataset is good for testing the performance of CT-H, the heavy
utilization of OCSORT (25-50% of all clusters) makes CT-H’s speed advantage to
OCSORT very little in most scenes, i.e., only 1.1-2 times faster. For videos from the
MOTS12 and UCR datasets, Figure 76 compares the ratio of CT-H and OCSORT’s
processing speeds, denoted CT-H Speedup, to the total percentage of clusters modified by
OCSORT. Videos from the MOTS12 and UCR datasets are shown by the red and blue
dots, respectively. CT-H shows a significant speed advantage when the percentage of
clusters processed by the alternate MOT method drop below 10%. This is demonstrated
by the speedup CT-H shows in videos from the UCR dataset.
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Figure 76: CT-H speedup versus percentage of modified clusters. CT-H speedup is the speed of CT-H
divided by the speed of OCSORT on the same video. The speedups on UCR videos are shown in blue,
while the speedups from the MOTS12 videos are shown in red. CT-H shows a large processing speed
advantage when the percentage of clusters requiring OCSORT drops below 10%. At 10%, the speedup is
~4x. When OCSORT is used on under 5% of clusters, CT-H yields over a 10x speedup.

5.3

Summary

By using a MOT method like OCSORT in a limited capacity, CT-H outperforms CTv0
and CTv1 in the MOTS12 dataset. Further, even though CTv1 shows similar increases in
average tracking performance, it also increases the number of FP counts from CTv0,
while CT-H lowered the FP counts. Compared to OCSORT, CT-H shows a 4-6% drop in
HOTA scores and a 6-14% drop in MOTA scores. In terms of processing speed, the
speed advantage of CT-H (predictably) shrinks as the alternate MOT method is more
heavily utilized. Figure 76 shows when the percentage of clusters processed by OCSORT
grows beyond 25%, there is very little processing speed advantage to using CT-H.
However, when occlusions are rarer (<10% clusters modified), the CT-H processing
speed advantage to OCSORT grows to an order of magnitude. Rare occlusion behavior is
expected over the course of long-duration surveillance video from low-to-moderatedifficulty environments, i.e., groups of people showing up at a rate of 1 out of 10 minutes
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in a single camera, or groups of people showing up continuously in 1 out of 10 cameras.
Therefore, the author believes the CT-H approach could be applicable to a wide range of
environments.
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6

Discussion and Future Work

The results in this thesis bring up several topics that warrant additional discussion and
future research. This section organizes these topics as follows. Section 6.1 discusses the
challenges of evaluating MOT methods on long-duration video. Section 6.2 provides
additional detail on the relationship between detection and tracking accuracy. Section 6.3
discusses the benefit of reducing CNN-based computation in MOT. Section 6.4 discusses
alternative hybridization strategies to CT-H.
6.1

Performance Evaluations in Long-Duration Video

This thesis points out the need to evaluate MOT-method performance in long-duration
video but limits tests to short video clips of various target densities because annotated
long-duration video is largely unavailable. A barrier to gathering ground-truth
annotations, i.e., bounding boxes for every target in every frame, is cost. It is extremely
time-consuming for humans to do this task by hand. For example, [66] measures the
average and median times to draw a bounding box (and verify quality) as 88 and 42.3
seconds, respectively. To put these figures into perspective, consider the size of the
MOTS12 dataset, which contains roughly 350k ground-truth bounding boxes in 18
minutes of video. Generating ground-truth data by hand for MOTS12 at a rate of 42.3
seconds per box would take roughly 4,100 hours. Low hourly rates are possible through
crowd-sourcing, e.g., Amazon Mechanical Turk. Another low-cost approach is to use
synthetic video from video games, where ground-truth data can be automatically
extracted, e.g., the MOTSynth dataset. Long-duration video annotated with bounding
boxes for every object from every frame in a wide range of environments is needed to
broaden future MOT research.
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Another issue with long-duration video is how common tracking metrics are interpreted.
This thesis touches on this topic with respect to occlusion frequencies. Average tracking
accuracy measures like HOTA and MOTA scores are useful when tracking errors are
frequent and evenly dispersed among targets in a short video clip. However, since these
are average measures, they are missing context about the overall distribution. They also
do not provide any indication about when and where tracking errors occurred. The spatiotemporal distribution of tracking errors is important in long-duration video because the
scene can change over time. For example, consider a camera observing a parking lot in
front of a business all day and night. One may be interested to know if more tracking
errors occur at the entrance versus the street or at what times tracking accuracy is best
and worst. Knowing this information would allow one to investigate sources of tracking
errors and evaluate their relevance. Future research should consider creating additional
tracking measures that are appropriate for long-duration video.
6.2

Relationship Between Detection and Tracking Accuracy

Since detection-data are the input to data-association methods, one may expect a close
relationship between input-data quality and output-data (tracking) quality. The authors of
SORT investigate this relationship in [37] and find that detection accuracy significantly
affects tracking accuracy. Further, they show that using more accurate detection methods
enables simpler position-based approaches to be competitive with the state-of-the-art. By
leveraging superior detections from Faster R-CNN, SORT outperformed pre-existing
methods in both processing speed and tracking accuracy at the time of its introduction.
Using additional detection data for the MOT Challenge datasets is now a common and
accepted practice. A benefit of this practice is it allows researchers to use the best tools
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available to process a specific scene and ensures that the provided detection data does not
become outdated; however, it couples detection and tracking performance within
publicly-reported tracking performance metrics, making public results less comparable
(Section 3.3.2).

To provide an example of how ClusterTracker and OCSORT’s tracking accuracies
improve with access to better detections, this section compares tracking performance
using YOLOv3 and YOLOv4 [67] on the MOTS12 dataset; YOLOv4 is trained by [68]
on the COCO dataset and shows better tracking accuracy than YOLOv3 on every video
from MOTS12. Table 16 lists the video names from MOTS12, the detection accuracies
from YOLOv3 and YOLOv4, and the percentage increase in accuracy from YOLOv3 to
YOLOv4 for each video. The video sequences are organized from the least to greatest
improvement in detection accuracy. YOLOv4 improves the detection accuracy by less
than 10% for most videos; notable exceptions are videos 425, 059, and 086, which show
19, 23, and 48 percent increases, respectively.

Table 16: Comparing YOLOv3 to YOLOv4 on the MOTS12 dataset
Video
639
068
620
531
077
019
424
094
170
425
059
086

YOLOv3
Det. Acc.

YOLOv4
Det. Acc.

Increase in
Det. Acc. (%)

0.44
0.65
0.42
0.63
0.69
0.74
0.54
0.79
0.42
0.53
0.49
0.49

0.45
0.68
0.43
0.66
0.73
0.78
0.58
0.85
0.47
0.63
0.60
0.72

3
4
4
6
6
6
7
8
12
19
23
48
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Figure 77(a, b) show the resulting percentage increases in HOTA and MOTA scores
(respectively) from CTv0, CTv1, CT-H, and OCSORT when tracking is performed with
YOLOv4 detections vs. YOLOv3. All trackers use the same parameters from previous
tests and show improvements in both HOTA and MOTA scores for each video; the
trackers show a 5-20% increase in scores for most videos.

Figure 77: Increase in tracking accuracy using YOLOv4 on the MOTS12 dataset. Note, videos are in the
same order as Table 16, so the first 9 videos have a 3-12 percent increase in detection accuracy, while the
last three videos on the right have 19, 23, and 48 percent increases in detection accuracy. (a) Percent
increase in HOTA scores for each video for each tracker (CTv0, CTv1, CT-H, and OCSORT). (b) Similar
chart as (a) except for MOTA scores.
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Note that analyzing the results from each video separately allows one to control for other
variables besides detection accuracy, e.g., differences in camera angles, lighting, and
target paths. This experiment exemplifies the inherent relationship between detection and
tracking accuracy. To the best of the author’s knowledge, there has been very little
research focusing on quantifying important details about this relationship. For example, it
would be useful for future research to quantify the sensitivity of many MOT methods to
various detection accuracies and methods.
6.3

Reducing CNN-Based Computation

This thesis discusses two avenues to reducing CNN computation and thus GPU usage.
The first is using foreground detections instead of object detections when possible, i.e.,
when targets are spaced far apart from each other (Section 3.6). The second is limiting
the use of appearance-based MOT methods. Note, if local GPUs are available and they
contain sufficient bandwidth for all kinds of CNN-based computation, there isn’t much
benefit to not fully leveraging available hardware. An application where reducing CNNbased computation can be directly beneficial to the task of MOT, is cloud computing,
where a MOT system would be charged based on usage.

Object-detection methods require multiple orders of magnitude more operations per
frame compared to foreground detections. When targets are spaced far apart from each
other, foreground detections can be a viable alternative to object detections and thus can
save billions of operations per frame. Further, using CNNs for data-association also
requires multiple orders of magnitude more operations per detection. To illustrate the
substantial difference in computation between using position or appearance to compare
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two detections, consider Tracktor’s approach. If one uses Tracktor to associate detections
from two frames, the CNN-feature vector for each detection must be passed through a
small neural network, resulting in thousands of additional operations for each track at
every frame. Comparing the 2D position of two detections takes as little as three
operations using a city-block distance measure. So, even if the CNN-feature vectors for
each object are available as a by-product of the detection step, using them requires much
more computation than position-based features; this matters in cloud computing because
every additional computation costs money. A limitation of cloud-computing is that there
must be enough bandwidth to stream live or recorded video to the cloud.
6.4

Other Hybridization Strategies

The goal of CT-H is to track isolated targets in a more efficient way than non-isolated
targets. While OCSORT, a position-based MOT method, was hybridized with CT-H, it
does not necessarily represent the best combination of MOT methods. It would be logical
for future research to test CT-H on more datasets, including those with higher detection
accuracy, and with other alternative MOT methods to better characterize hybrid tracking
performance. It is unknown if CT-H is the best approach to hybridization. One may
wonder what other kind of hybrid approaches are possible. Inspiration may be found in
biological-vision systems, which offer a very different model for visual-data processing.

People process only a small fraction of visual data received by the optic nerve [69].
Further, what is seen is thought to be driven by attention. For example, people
“selectively direct attention to objects in a scene using both bottom-up, image-based
saliency cues and top-down, task-dependent cues” [69]. This means that sometimes scene
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context makes certain objects intrinsically stand out, e.g., a car in the forest. Other times
tasks allow people to ignore irrelevant visual stimuli, e.g., while looking for a car, one
may not be processing moving leaves, people, birds, etc. So, neuro-processing is strategic
and depends on the goal.

Figure 78: Outline of a more bio-inspired MOT architecture. Blue elements are data and green elements are
methods. Dotted lines represent optional paths. Raw frames are passed to a detection method which looks
for change or motion. If detections are of poor quality, a more computationally intensive object detection
method can be activated, which locates objects and predicts their classes. A position-based MOT method is
first attempted using whatever bounding boxes are available, producing the initial track hypotheses.
Tracking output is improved by using one of many available tools, e.g., SOT algorithms, image similarity,
etc. Specific tasks (red) may be inserted into different stages of the workflow to simulate task-related
attention.

Error! Reference source not found. offers a hybrid architecture incorporating some of
these ideas. First, raw frames are passed to a method focusing on detecting change in a
scene. This limits the scope of future processing steps and can be accomplished with
motion-detection methods. An alternative to estimating motion from raw frame
sequences is to analyze the output of an event camera, or neuromorphic camera, which
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contains pixels that only respond to changes in the scene and can work asynchronously.
These cameras are used by [70] to track moving objects. One can always activate more
computationally expensive detection methods if the detection quality is too low. This is
shown with the dashed arrow leading from the “Monitor Detection Quality” circle to the
“Detect Objects” circle. The dashed arrows represent optional processing loops. From
detections, one can start with position-based MOT methods to create initial track
hypotheses. From there, tracking results can be improved with a variety of tools. Again,
these tools should be activated when the system senses something is wrong, not all the
time. For example, the system could recognize IDSWs of the type where tracks stop and
start on the same target. One option to fix these IDSWs is to follow VIOUT’s approach,
which activates a SOT method when a track terminates. Given a starting region of
interest, SOT algorithms track the visual features in this region across multiple frames.
Another option is to compare the appearance of a track that terminates to the appearance
of a track that is recently initialized by using some sort of image-similarity measure. An
example of this is shown in Figure 79 with Track 114 and 121 on the target with the blue
shirt; this target stands out so much that a simple color-based comparison may be enough
to resolve the IDSW. Motion-based rules, e.g., Algorithm 2 in Chapter 4, are another
option that has already been discussed.
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Figure 79: Using image-similarity tools to re-identify a target with an IDSW. Frames are from video 019 of
the MOTS12 dataset. Track 114 turns to 121 with CTv0 because two targets get close to each other. The
other target, Track 119, did not incur an IDSW. If one compares pictures of Track 114 and Track 121,
during no occlusions, an image similarity measure may allow one to fix the IDSW.

Finally, there can always be deliberate tasks that shortcut some of these loops; these topdown tasks are shown in red in Error! Reference source not found. and represent
attention. For example, Task 1, which is “track cars,” would trigger the object-detection
method to gather labels from the boxes of the current frame and ignore all objects that are
not cars. These labels could be transferred to tracks without requiring the object-detection
method to keep running at every frame. Task 2 is another example, with the directive
“find a specific person.” With this task, one could first gather all tracks with the label
“person.” If some tracks are unlabeled, an object-detection method could be used on
pictures from each of these un-labeled tracks. Next, a frame from each person’s track
could be compared to a picture of the person of interest using some sort of image
similarity measure. After it is found, one could even switch to a SOT method to keep
track of that specific person in future frames.
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The architecture described in this section prescribes an efficient first pass at detection and
tracking, followed by error-handling steps with specific tools. Knowing when tracking
results are wrong, without ground-truth data, is a valuable capability that should be
further developed. There has been limited work to develop these capabilities in a manner
that is generalizable to all MOT methods. A recent exception is the work from [71],
which searches tracking results for potential IDSWs and then tries fixing them; this
algorithm is tested on several MOT methods, improving results in every case.
Unfortunately, the author could not test this approach with ClusterTracker because it is
not open-source. The field of MOT may benefit from developing more tracking-errordetection tools so that MOT approaches can operate with more of a feedback loop.
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7

Conclusion

This thesis addresses two significant problems in the field of MOT: 1) there are few
efficient MOT solutions for common low-difficulty-tracking environments, and 2) there
have been no MOT methods that significantly adapt the complexity of their approach to
the current difficulty-level of the problem. Most real-world videos cannot be categorized
with a single difficulty level because they are dynamic, i.e., the number, spacing, and
paths of targets change significantly over time. When complex MOT methods are used
continuously in all environments, they represent inefficient one-size-fits-all solutions.
This inefficiency results in increased processing requirements, which limit the scalability
of these approaches by substantially increasing MOT-system costs.

Results show this thesis makes contributions toward the field of MOT by
•

achieving state-of-the-art processing speeds with ClusterTracker,

•

showing one-size-fits-all-tracking solutions are unnecessarily complex for some
tracking problems,

•

classifying isolated and non-isolated targets with ClusterTracker to derive an
alternative solution that lends itself to adaptive implementations, and

•

testing an adaptive version of ClusterTracker, that uses a different tracking
solution for isolated and non-isolated targets, thereby balancing processing
efficiency and tracking accuracy.

This thesis shows CTv0 is the simplest approach to MOT in the literature, yielding an
order of magnitude processing-speed advantage compared to the next, more accurate
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alternative, but with reduced performance. For low-and-moderate-difficulty tracking
scenarios, simple motion-estimation rules (CTv1) boost tracking accuracy relative to
CTv0 with negligible computational cost. To process variable-difficulty video, the
ClusterTracker architecture is modified in CT-H to track isolated targets with DBSCAN
clusters and non-isolated targets with a secondary MOT method. The goal is to allow a
more complex MOT method to be used only on more challenging tracking problems, and
not on trivial ones (isolated targets). CT-H is only tested with OCSORT because
implementation challenges prevented the author from testing additional MOT methods.
When hybridized with OCSORT on the MOTS12 dataset, CT-H shows a 4-6% drop in
HOTA scores in most scenes compared to OCSORT, while having the potential to
increase processing-speeds by an order of magnitude. The hybrid architecture needs to be
developed and tested on more datasets with other MOT methods to determine the general
effectiveness of the approach in terms of tracking accuracy. The large reduction in
computational load may increase the scalability of MOT methods for a variety of realworld applications. Future research should continue to focus on new ways to reduce total
computational costs in MOT methods.
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