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ΠΕΡΙΛΗΨΗ 
Η διαδικασία για την κατανόηση του νευρωνικού κώδικα άρχισε τον 
τελευταίο καιρό να διευρύνεται. Στον τοµέα αυτό εντάσσεται και η δική µας 
έρευνα που αφορά τη µελέτη κάποιων νέο-προταθέντων στατιστικών 
παραγόντων, µέσα από τους οποίους µπορούµε να χαρακτηρίσουµε τα 
δυναµικά ενεργείας που πυροδοτεί ένας νευρώνας µετά από κάποιο ερέθισµα 
(spike trains). Μερικοί από τους στατιστικούς παράγοντες που µελετούµε είναι 
ο Fano Factor (FF) ή αλλιώς ένδειξη διασποράς, παράγοντας που αποτελεί 
ένδειξη διασποράς των δυναµικών ενεργείας στην έξοδο του νευρώνα και ο 
παράγοντας IR, παράγοντας παρατυπίας. Το IR είναι το µέσο των 
ακανόνιστων διαστηµάτων (mi). Για να µπορέσει να υπολογισθεί ο IR 
παράγοντας, χρειαζόµαστε το mi το οποίο µετρά τα ακανόνιστα (irregular) 
διαστήµατα (mi) στην ακολουθία δυναµικών ενεργείας της εξόδου του 
νευρώνα. 
Αρχικά ο πρωταρχικός παράγοντας που προτάθηκε για τη µελέτη 
ακολουθιών δυναµικών ενεργείας (spikes) ήταν ο συντελεστής 
µεταβλητότητας (Cv) των διαστηµάτων µεταξύ των spikes (Interspike 
Intervals, ISIs) που πυροβολεί ο νευρώνας. Από την έρευνα των Softy & Koch 
(1993, J. Neurosci. 13, 334-530), οι οποίοι πήραν πειραµατικά αποτελέσµατα 
από φλοιώδεις εγκεφαλικούς νευρώνες πιθήκων, διαπιστώθηκε υψηλή 
µεταβλητότητα πυροδότησης (Cv ≈ 1) σε υψηλές συχνότητες στους νευρώνες 
οπτικού φλοιού των πιθήκων. ∆εν συνέβαινε το ίδιο όµως µε την 
προσοµοίωση σε ένα Leaky Integrate and fire µοντέλο. 
Για την επίλυση αυτού του προβλήµατος στο Leaky Integrate and fire 
µοντέλο προτάθηκαν κάποιοι µηχανισµοί. Ένας από αυτούς ήταν ο 
µηχανισµός ισοζυγίου διέγερσης και αποδιέγερσης τον οποίο και 
χρησιµοποιούµε και εµείς στη δική µας έρευνα. Εµείς παίρνουµε υψηλή 
Ευστρατίου Μαρία - Πανεπιστήµιο Κύπρου, 2010 
 
µεταβλητότητα µε ISIs που προσεγγίζουν την εκθετική κατανοµή και δεν είναι 
πλήρως ανεξάρτητα. Στη συνέχεια, µελετούµε τους νέο-προταθέντες για το 
χαρακτηρισµό των spikes παράγοντες: FF και IR. Οι παράγοντες αυτοί 
εµφανίστηκαν λόγω των ισχυρισµών ότι το Cv αντιµετώπιζε κάποια 
προβλήµατα. Πιο συγκεκριµένα, η διαπίστωση ότι το Cv
 αποδίδει πλήρη 
χαρακτηρισµό της µεταβλητότητας µόνο εάν η εµφάνιση ενός spike εξαρτάται 
αποκλειστικά στο χρόνο του προηγούµενου και όχι από την προηγούµενη 
ιστορία του spike train, ήταν το ένα πρόβληµα που οδήγησε στην εµφάνιση 
του Fano Factor. Επιπλέον, ο IR παράγοντας µαζί µε το µέτρο mi έρχονται να 
δώσουν λύση στο πρόβληµα της παρεµβολής θορύβου στο Cv από την 
παραλλαγή της συχνότητας πυροδότησης (firing rate) και την παρατυπία 
πυροδότησης. Αυτό συµβαίνει όταν η συχνότητα πυροδότησης δεν είναι 
σταθερή. 
Για τη µελέτη αυτών των παραγόντων, πήραµε το spike train εξόδου από 
το Leaky Integrate and Fire µοντέλο, µε µηχανισµό ισοζυγίου διέγερσης και 
αποδιέγερσης και παρατηρήσαµε κατά πόσο οι παράγοντες που µας 
ενδιαφέρουν επιφέρουν λύση στα προαναφερόµενα προβλήµατα του Cv. 
Συγκεκριµένα, στο µοντέλο µας εισαγάγαµε στην είσοδο µηχανισµό 
παραγωγής τυχαίων Poisson κατανεµηµένων spike trains. Σε χρόνο ∆t, 
εισέρχεται στο µοντέλο για επεξεργασία το αντίστοιχο τµήµα του spike train. 
Στην ακολουθία των spikes που πήραµε στη έξοδο εφαρµόσαµε τους 
παράγοντες που θέλαµε να µελετήσουµε και παρατηρήσαµε πως αντέδρασαν 
σε σχέση µε το Cv. 
Μετά την προσοµοίωση αυτή καταλήξαµε στο ότι τόσο ο  FF, όσο και ο IR  
ανταποκρίνονται ακριβώς στο λόγο για τον οποίο προτάθηκαν. Όταν λοιπόν 
θέλουµε να εξετάσουµε ολόκληρο το spike train, χωρίς να παραλείψουµε 
µέρος της πληροφορίας η οποία βρίσκεται µακριά από την υπόλοιπη 
πληροφορία του spike train, τότε χρησιµοποιούµε τον FF. Σε περίπτωση που 
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το spike train που πήραµε στην έξοδο δεν είναι µικρό και συνεπώς το Cv δεν 
µπορεί να προσεγγίσει σωστά την συχνότητα, αφού τη χαρακτηρίζει σαν 
µονολιθική, τότε χρησιµοποιούµε το IR για να αποτρέψουµε παρεµβολές από 
τη µεταβολή  της συχνότητας και συνεπώς τη λανθασµένη προσέγγιση από 
το Cv. Επιπλέον, για µιαν ολοκληρωµένη µελέτη του spike train θα 
µπορούσαµε να χρησιµοποιήσουµε και τον συνδυασµό των δυο νέο-
προταθέντων παραγόντων που µελετήσαµε.  
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Κεφάλαιο 1 
 
Εισαγωγή 
1.1 Κίνητρο 
Σε παλαιότερη έρευνα, οι Softky και Koch (1993) πήραν πειραµατικά 
αποτελέσµατα από οπτικούς και φλοιώδεις νευρώνες πιθήκων µε σκοπό να 
µελετήσουν τη µεταβλητότητα πυροδότησης των Interspike Intervals (ISIs). 
Εξέτασαν για το σκοπό αυτό, πυροδοτήσεις από οπτικούς και φλοιώδεις 
νευρώνες που προήλθαν από τη συµπεριφορά ξύπνιων πιθήκων και τις 
σύγκριναν µε αναλυτικές προβλέψεις. Για κύτταρα που πυροδοτούν σε 
διατηρούµενους ρυθµούς µέχρι και 300Hz,  η µεταβλητότητα των ISIs 
βρισκόταν σε υψηλά ποσοστά (Cv ≈ 1, όπου Cv είναι ο συντελεστής 
µεταβλητότητας, τον οποίο και εξηγούµε στη συνέχεια). Προσπάθησαν επίσης 
να µοντελοποιήσουν τη µεγάλη µεταβλητότητα πυροδότησης µε µικρές, 
ανεξάρτητες και τυχαίες διεγέρσεις µέσα από ένα Leaky Integrate and Fire 
(L.I&F) µοντέλο. Με την προσοµοίωση αυτή, έπαιρναν σαν αποτέλεσµα πολύ 
χαµηλή µεταβλητότητα πυροδότησης (Cv << 1) για τις ίδιες υψηλές 
συχνότητες πυροδότησης (µέχρι και 300Hz) (Softky και Koch 1993). 
Αφού λοιπόν, το απλό L.I&F µοντέλο αντιµετώπιζε τέτοιου είδους 
προβλήµατα, προτάθηκαν αργότερα, κάποιοι µηχανισµοί, οι οποίοι θα 
ενσωµατώνονταν στο L.I&F µοντέλο δίνοντας λύση στο πρόβληµα. Ένας από 
τους µηχανισµούς ήταν το ισοζύγιο διέγερσης και αποδιέγερσης. Κατά το 
µηχανισµό αυτό, το µοντέλο δέχεται αρκετές εισόδους, από τις οποίες κάποιες 
καθορίζονται ως διεγερτικές και µερικές ανασταλτικές. Το ισοζύγιο διέγερσης 
και αποδιέγερσης χρησιµοποιήθηκε σε µελέτες από τους Shadlen & 
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Newsome (1994, 1998), Feng & Brown (1998) και Christodoulou & Bugmann 
(2000, 2001).  
Οι Shadlen & Newsome (1994, 1998) ήταν αυτοί που χρησιµοποίησαν 
πρώτοι από όλους τον µηχανισµό διέγερσης και αποδιέγερσης. Με σκοπό να 
εξετάσουν τη µεταβλητότητα που εµφανίζεται ίδια για µεγάλες περιοχές 
εγκεφαλικού φλοιού, χρησιµοποιούν και αυτοί ένα L.I&F µοντέλο στο οποίο  
προσθέτουν επιπλέον και ισοζύγιο διέγερσης και αποδιέγερσης. Έχουν σαν 
στόχο να πάρουν µια διαχωριζόµενη έξοδο από το σύστηµα. Αυτό που 
επιτυχαίνουν είναι υψηλή µεταβλητότητα σε υψηλές συχνότητες και 
διαστήµατα (ISIs), τα οποία ακολουθούν εκθετική κατανοµή. 
Οι Feng & Brown (1998), στα δικά τους πειράµατα σε ένα I&F µοντέλο µε 
µηχανισµό ισοζυγίου διέγερσης και αποδιέγερσης, µελετούν και αυτοί την 
µεταβλητότητα των διαστηµάτων τους. Ο σκοπός όµως της δικής τους 
έρευνας ήταν να παρατηρήσουν πως η έξοδος ενός απλού I&F µοντέλου ενός 
νευρώνα επηρεάζεται από την είσοδο του. Για το σκοπό αυτό µελετούν τις 
εξόδους του µοντέλου όταν οι είσοδοι του µοντέλου ακολουθούν κάποιες 
κατανοµές. Αυτό γίνεται σε διαφορετικές περιπτώσεις ποσοστού ισοζυγίου 
διεγέρσεων και αποδιεγέρσεων. Μελετούν τη µεταβλητότητα των spike trains 
που παίρνουν στην έξοδο και  παρατηρούν ότι τα διαστήµατα µεταξύ των 
spikes που παράγονται έχουν υψηλή µεταβλητότητα. 
Υψηλή µεταβλητότητα σε υψηλές συχνότητες κατάφεραν να επιτύχουν οι 
Christodoulou & Bugmann (2000, 2001) µε τη δική τους χρήση του 
µηχανισµού ισοζυγίου στο νευρωνικό µοντέλο TNLI (Temporal Noisy-Leaky 
Intergrator). Οι Christodoulou & Bugmann (2000, 2001) πήραν υψηλή 
µεταβλητότητα, αλλά η κατανοµή των διαστηµάτων τους δεν ήταν καθαρά 
εκθετική. Επίσης τα διαστήµατα µεταξύ των spikes (ISIs) δεν ήταν πλήρως 
ανεξάρτητα. Είναι οι µόνοι από τους Shadlen & Newsome (1994, 1998) και 
Feng & Brown (1998) που καταφέρνουν να πάρουν µερικώς ανεξάρτητα 
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διαστήµατα µεταξύ των spikes (ISIs). Τα αποτελέσµατα στα οποία κατέληξαν 
πλησιάζουν κατά πολύ τις µετρήσεις των πειραµατικών αποτελεσµάτων των 
Softy & Koch (1993). 
Αρχικά, για να µετρηθεί το πόσο τυχαία είναι τα διαστήµατα ISIs µεταξύ 
τους, χρησιµοποιείται το Cv. Το Cv είναι ο πρώτος παράγοντας ο οποίος 
προτάθηκε για τη µελέτη της µεταβλητότητας των ISIs και µέσα από αυτόν θα 
προσδιορίσουµε τη µεταβλητότητα και του δικού µας µοντέλου. Το Cv στην 
ουσία, είναι ο συντελεστής µεταβλητότητας και καθορίζεται από την εξίσωση 1 
που είναι και η γενική του εξίσωση. Η εξίσωση 1 αντιπροσωπεύεται από την 
τυπική απόκλιση των ISIs (σ∆t) διαιρούµενη µε τον µέσο όρο της 
πυροδότησης ISI (∆tΜ). 
 
Μ∆ ∆= tC tv /σ  (Εξίσωση 1) 
 
Συγκεκριµένα οι όροι της εξίσωσης 1 υπολογίζονται από τις πιο κάτω 
εξισώσεις, 1α και 1γ.  
∑
−
=
∆−=∆
1
1
1/1
i
M
S
ij tSt
ι
 (Εξίσωση 1α) 
 
Η εξίσωση 1α αντιπροσωπεύει τον υπολογισµό του µέσου όρου του 
χρόνου των διαστηµάτων, όπου Sj είναι ο αριθµός των spikes στο spike train 
και ∆t είναι ένα διάστηµα µεταξύ των spikes. To ∆t υπολογίζεται από την 
εξίσωση 1β. 
 
  t-  t∆t i1i +=  (Εξίσωση 1β) 
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Η εξίσωση 1β υπολογίζει τα διαστήµατα µεταξύ των spikes (ISIs) και ο 
χρόνος ti+1 είναι ο χρόνος που δηµιουργήθηκε ένα spike και ti ο χρόνος 
δηµιουργίας του προηγούµενου του spike. 
Ο όρος σ∆t της εξίσωσης 1 αντιπροσωπεύει την τυπική απόκλιση των ISIs 
και υπολογίζεται από την εξίσωση 1γ. 
 
∑
−
=
Μ∆ ∆−∆
−
=
1
1
2)(
1
1 j
i
S
ij
t tt
S
σ  (Εξίσωση 1γ) 
 
Όλοι οι όροι που χρησιµοποιούνται στην εξίσωση 1γ, έχουν εξηγηθεί πιο 
πάνω. Επιπρόσθετα, οι εξισώσεις 1, 1α, 1β και 1γ είναι οι εξισώσεις που 
έχουν χρησιµοποιήσει οι Softy & Koch (1993) για τις δικές τους µετρήσεις της 
µεταβλητότητας των διαστηµάτων, τόσο στη µελέτη των πειραµατικών 
αποτελεσµάτων πυροδοτήσεων των φλοιωδών και εγκεφαλικών νευρώνων, 
όσο και στα αποτελέσµατα που πήραν από την προσοµοίωση µε L.I&F 
µοντέλο.     
Για τις ανάγκες της δικής µας έρευνας, θα χρησιµοποιήσουµε και µια άλλη 
µορφή υπολογισµού του Cv, την εξίσωση 2, η οποία ισχύει µόνο όταν τα ISIs 
ακολουθούν κατανοµή Poisson (Bugmann & Christodoulou 2001).  
 
MRmv tttC ∆−∆= /)(   (Εξίσωση 2) 
 
Η εξίσωση 2 προκύπτει από την εξίσωση 1. Το tR αντιπροσωπεύει την 
περίοδο αδρανείας του µοντέλου που χρησιµοποιείται για την προσοµοίωση 
και είναι η περίοδος µετά από πυροβολισµό του νευρώνα, κατά τη διάρκεια 
της οποίας ο νευρώνας παραµένει αδρανής. Η χρήση αυτής της εξίσωσης 
γίνεται για να σχηµατίσουµε τη θεωρητική καµπύλη των µετρήσεων µας, Cv vs 
∆tΜ στην περίπτωση που τα ISIs ακολουθούν κατανοµή Poisson. 
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Το Cv είναι ένας βασικός συντελεστής για την µεταβλητότητα. Παίρνει τιµή 
ίση µε 1 όταν η ακολουθία των spikes στην έξοδο ακολουθεί κατανοµή 
Poisson. Ασφαλώς εξυπακούεται ότι για να ακολουθούν τα ISIs κατανοµή 
Poisson, τα spikes που παράχθηκαν είναι ανεξάρτητα µεταξύ τους και 
εκθετικά κατανεµηµένα. Το κύριο πλεονέκτηµα του Cv είναι ότι δεν έχει 
διαστάσεις και η αξία του δεν εξαρτάται από την επιλογή των µονάδων ISIs 
(π.χ. δευτερόλεπτα ή χιλιοστά του δευτερολέπτου).  
Μετά όµως από κάποιες έρευνες, διαπιστώθηκε ότι ο συντελεστής αυτός 
αντιµετώπιζε κάποια προβλήµατα που αφορούσαν τα αποτελέσµατα που 
έδινε. Μερικά από τα προβλήµατα αυτά ήταν τα πιο κάτω, τα οποία έγιναν και 
η αιτία να προταθούν κάποιοι άλλοι στατιστικοί παράγοντες για τη µέτρηση 
της µεταβλητότητας των ISIs. Το Cv
 απέδιδε πλήρη χαρακτηρισµό της 
µεταβλητότητας µόνο εάν η εµφάνιση ενός spike εξαρτιόταν αποκλειστικά στο 
χρόνο του προηγούµενου και όχι από την προηγούµενη ιστορία του spike 
train. Λύση στο πρόβληµα αυτό ήρθε να δώσει ο Fano Factor (FF) (Gabbiani 
& Koch 1998, Koch 1999). Ενώ o IR παράγοντας και το µέτρο για αυτόν, το 
mi, έρχονται για να αποφύγουν συµβολές από την παραλλαγή της 
συχνότητας πυροδότησης (firing rate) και συνεπώς την παρεµβολή θορύβου 
στο Cv, όταν η συχνότητα πυροδότησης δεν είναι σταθερή (Davies, Gerstein 
& Baker, 2006).  
Χρησιµοποιώντας ένα L.I&F µοντέλο µε µηχανισµό διέγερσης και 
αποδιέγερσης µας ενδιαφέρει κατ’ αρχήν, να πάρουµε κάποια συµπεράσµατα 
που αφορούν τη µεταβολή στην κατανοµή των διαστηµάτων καθώς και το αν 
τα ISIs είναι εκθετικά κατανεµηµένα και ανεξάρτητα µεταξύ τους, έχοντας σαν 
σηµείο αναφοράς τον πρώτο-εµφανιζόµενο παράγοντα Cv. Επιπρόσθετα, και 
πάντα σαν σηµείο αναφοράς το Cv, έχουµε σαν σκοπό µας να µελετήσουµε 
αν όντως οι πιο πάνω παράγοντες που προτάθηκαν, είναι καθοριστικοί για τη 
µελέτη των ISIs και κατά πόσο λύνουν τα προβλήµατα του Cv, όπως 
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ισχυρίζονται. Έτσι οι παράγοντες FF, και IR που προτάθηκαν για να δώσουν 
λύση στα προβλήµατα του Cv και µε αρχικό πρόβληµα το πρόβληµα που 
παρατηρήθηκε από τους Softky & Koch (1993) στο L.I&F µοντέλο, δίνουν το 
κίνητρο για τη δική µας έρευνα. Επίσης, τίθεται και το ερώτηµα, εάν υπάρχουν 
όντως τα συγκεκριµένα προβλήµατα στο Cv.  
Ένας απλός δικός µας συλλογισµός για τους λόγους τους οποίους οι 
παράγοντες FF και IR έχουν προταθεί καταλήγει στο συµπέρασµα ότι δίκαια 
έρχονται για να προτείνουν ένα καλύτερο τρόπο υπολογισµού της 
µεταβλητότητας του spike train. Θεωρητικά µπορούµε να συµφωνήσουµε µαζί 
τους και να περιµένουµε τα δικά µας αποτελέσµατα, να δείχνουν τους δυο πιο 
πάνω παράγοντες καλύτερους από το Cv. Στη θεωρητική αυτή συµφωνία 
καταλήγουµε µέσα από την εξής σκέψη: όλοι όσοι χρησιµοποιούσαν το Cv 
παλαιότερα, το χρησιµοποιούσαν µόνο σε µονολιθική συχνότητα, όπου έστω 
και αν το spike train στο χρόνο είχε διαφορετική συχνότητα, το Cv την 
υπολογίζει σαν σταθερή. Ο πιο πάνω υπολογισµός συνέβαινε κυρίως για 
µεγάλα στο χρόνο spike trains, µακριά δηλαδή, στα οποία δεν µπορούσε να 
ισχύσει η µονολιθική συχνότητα. Αυτό σηµαίνει ότι το Cv µπορούσε να 
υπολογιστεί µόνο µε βάση spike trains, τα οποία δεν παρουσίαζαν πολύ 
µεγάλες εκτροπές στην πορεία της συχνότητας τους. Γνωρίζοντας όµως ότι η 
συχνότητα σε ένα spike train αλλάζει και ειδικότερα όταν το spike train έχει 
προκύψει από µεγάλα χρονικά διαστήµατα, τότε δεν µπορούµε να 
υπολογίζουµε τη µεταβλητότητα σε µονολιθική συχνότητα. 
Μέσα από τη εικόνα 1 µπορούµε να διακρίνουµε ξεκάθαρα εναλλαγές στη 
µεταβλητότητα των διαστηµάτων. Και τα δυο spike trains της εικόνας 1 έχουν 
διαφορετική συχνότητα. Το Cv για να υπολογίσει όµως την µεταβλητότητα των 
διαστηµάτων αντιµετωπίζει τη συχνότητα των δυο spike trains σαν σταθερή. 
Τα spike trains  έχουν παρθεί από µικρό χρονικό διάστηµα γι’ αυτό και  
συχνότητα για την οποία µιλάµε και χαρακτηρίζουµε ως σταθερή είναι 
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µονολιθική. H µεταβλητότητα όµως των δύο spike trains είναι διαφορετική, 
αφού η εξαπόλυση των δυναµικών ενεργείας κάνει τα διαστήµατα µεταξύ των 
spikes διαφορετικά. Επιπλέον, το ίδιο θα συνέβαινε και για µεγάλα στο χρόνο 
spike trains, το Cv θα θεωρούσε σταθερή τη συχνότητα τους. Έχοντας κατά 
νου λοιπόν πως το Cv µπορεί να δώσει αποτελέσµατα χωρίς θόρυβο µόνο σε 
µονολιθική συχνότητα, τότε επιβεβαιώνουµε την ανάγκη για εµφάνιση 
καινούργιων παραγόντων, οι οποίοι θα επιλύνουν το συγκεκριµένο 
πρόβληµα. 
 
 
 
 
Εικόνα 1:  
Στα a και b φαίνεται ο ρυθµός µε τον οποίο ένας νευρώνας µπορεί να 
πυροβολήσει. Τα a και b spike trains έχουν την ίδια συχνότητα (V=7Hz όταν ο 
χρόνος που παράχθηκαν τα spikes ήταν 1sec). Είναι όµως διαφορετικά αφού 
η εξαπόλυση των spikes είναι διαφορετική και άρα τα διαστήµατα µεταξύ τους 
διαφέρουν επίσης (διαφορετική µεταβλητότητα διαστηµάτων). Συνεπώς 
µεταφέρουν και διαφορετική πληροφορία. 
 
 
 
Για να µελετήσουµε αυτά τα προβλήµατα όµως και να δούµε πόσο 
σηµαντικά είναι, χρειάζεται να επεξεργαστούµε τους παράγοντες που 
προτάθηκαν για τη λύση τους. Συγκεκριµένα, ο Fano Factor (FF) ή αλλιώς 
ένδειξη διασποράς, εισάγεται για να δώσει λύση στο πρόβληµα του Cv που 
a. 
b. 
8 
 
αποδίδει πλήρη χαρακτηρισµό της µεταβλητότητας µόνο εάν η εµφάνιση ενός 
spike εξαρτάται αποκλειστικά στο χρόνο του προηγούµενου spike και όχι από 
την προηγούµενη ιστορία του spike train. Πληροφορίες δηλαδή, στη 
µεταβλητότητα πέραν του πρώτου interspike interval (ISI) που µπορεί να είναι 
µαζεµένες από την κατανοµή του αριθµού των spikes (spike count) 
µετρηµένου πέραν της χρονικής περιόδου µήκους T υπάρχει πιθανότητα να 
χαθούν. Έτσι για να αντιµετωπισθεί και αυτή η παρατυπία του Cv εισάγεται ο 
παράγοντας Fano Factor (FF). Με τον FF, οι πληροφορίες που βρίσκονται 
αποµακρυσµένα από το πρώτο interspike interval δεν χάνονται, αφού αυτός ο 
παράγοντας είναι διασπορά (Kostal, Lansky, Rospars 2007).  
Σε σύγκριση µε το Cv, o FF χωρίζει το spike train σε τµήµατα, τα οποία και 
µελετά. Στη συνέχεια υπολογίζεται η µέση τιµή των τµηµάτων στα οποία 
χωρίστηκε το spike train. Με τον τρόπο αυτόν αποφεύγεται η πιθανότητα 
παρεµβολής θορύβου κατά την επεξεργασία ολόκληρου του spike train 
γεγονός που δεν λαµβάνεται υπόψη από το Cv. Ο FF είναι δηλαδή η αναλογία 
της διαφοράς του αριθµού των spikes που δηµιουργούνται σε ένα παράθυρο 
χρόνου Τ και χαρακτηρίζεται από την εξίσωση 3:  
 
( )(/)() TNTVTF =    Εξίσωση 3 
 
Με βάση την κατανοµή Poisson το V(T) είναι το τετράγωνο της τυπικής 
απόκλισης (σn
2) και N(T) ο µέσος όρος των spikes (Gabbianni, Koch 1998, 
Koch 1999). Όπως και το Cv, έτσι και ο παράγοντας αυτός παίρνει τιµή ίση µε 
ένα σε Poisson κατανοµή (F(T)=1) και τα spike trains που είναι περισσότερο 
κανονισµένα από Poisson, να έχουν ένδειξη διασποράς µικρότερη από 1.  
Ένα άλλο πρόβληµα που παρουσιαζόταν και χρειαζόταν επίλυση, ήταν ότι 
το Cv απαιτούσε σταθερό firing rate για να µπορέσει να δώσει µια καλή 
εκτίµηση για το spike train και στα αποτελέσµατα του να µην εµπεριέχεται 
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θόρυβος, οι εναλλαγές δηλαδή από την συχνότητα πυροδότησης που έχουν 
σαν αποτέλεσµα την υπερεκτίµηση της µεταβλητότητας από το Cv. Ότι 
δηλαδή, το Cv  δεν ήταν ανεξάρτητα από την συχνότητα πυροδότησης. Έτσι 
υιοθετούνται το βοηθητικό µέτρο mi και ο παράγοντας IR, για πιο σωστή 
µελέτη των ISIs σε ένα spike train. Συγκεκριµένα, το mi αντιπροσωπεύει τα 
παράτυπα διαστήµατα (irregular intervals) σε χρόνο Τ. Aφορά δηλαδή τα 
γειτονικά διαστήµατα και υπολογίζεται από τον τύπο (Davies, Gerstein, 
Baker 2006):  
 
|)log()log(| 1+−= iii IIm   (Εξίσωση 4) 
 
όπου το Ii είναι ένα διάστηµα και το Ii+1 το γειτονικό του. Το IR είναι το µέσο 
των παράτυπων διαστηµάτων mi. (Davies, Gerstein, Baker 2006). 
 
)( immeanIR =   (Εξίσωση 5) 
 
Το βοηθητικό µέτρο mi είναι ανεξάρτητο από τη συχνότητα πυροδότησης. 
∆ίνει κατά µέσο όρο έγκαιρα υπολογισµένες τιµές στη διάρκεια των περιόδων 
µε διαφορετική συχνότητα πυροδότησης. Μεγάλη αλλαγή στη συχνότητα 
κατά τη διάρκεια χρονικών διαστηµάτων έχει και ως αποτέλεσµα αυξηµένη 
τιµή του IR, ενώ µε αργές αλλαγές στη συχνότητα πυροδότησης, έχουµε και 
µικρές αλλαγές στο IR. Επιπλέον όµως, οι αλλαγές που γίνονται στη 
συχνότητα πυροδότησης είναι ως συνήθως γρήγορες και σταδιακές, 
προερχόµενες από χαµηλά ποσοστά πυροδοτήσεων. 
Όλα όσα έχουν προαναφερθεί πιο πάνω και αφορούν το mi, ισχύουν και 
για τον παράγοντα IR, αφού είναι το µέσο του mi. 
Συγκεντρώνοντας λοιπόν, αυτούς τους παράγοντες (Cv, FF, IR) 
προσπαθούµε να µελετήσουµε τη µεταβολή τους όταν υπάρχει ισοζύγιο 
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µεταξύ διέγερσης και αναστολής στο µοντέλο. Έχοντας σαν σηµείο 
αναφοράς το Cv, συγκρίνουµε τις επιδώσεις όλων των παραγόντων και 
προσπαθούµε να δούµε πως οι υπόλοιποι παράγοντες βοηθούν στην 
επίλυση των προβληµάτων του και πως το Cv σε συνδυασµό µε κάποιον 
άλλο παράγοντα µπορεί να δώσει επιπλέον πληροφορία για τη µελέτη της 
µεταβλητότητας ενός spike train.  
Σκοπός είναι να πάρουµε τα δικά µας συµπεράσµατα για το αν πράγµατι 
οι παράγοντες που προτάθηκαν λύνουν τα προβλήµατα που ισχυρίζονται ότι 
υπάρχουν και αν όντως λειτουργούν όπως αυτοί που τους πρότειναν 
υποστηρίζουν. Στο σηµείο αυτό έχουµε κατά νου και το δικό µας συλλογισµό 
για τους παράγοντες. Επίσης, µας ενδιαφέρει ποιοι είναι τελικά οι 
καταλληλότεροι παράγοντες για την µελέτη της µεταβλητότητας των spikes 
και των ISIs και αν ακόµη κάποιος συνδυασµός µερικών από αυτούς µπορεί 
να δώσει βέλτιστα αποτελέσµατα. Όλοι οι παράγοντες συγκρίνονται µε την 
επίδοση του Cv που είναι και ο πιο βασικός παράγοντας. 
Όλοι αυτοί οι παράγοντες οι οποίοι προτάθηκαν για την µελέτη της 
τυχαιότητας των Interspike διαστηµάτων οδήγησαν και τους Ponce-Alvarez, 
Kilavik και Riehle (2009) σε µια πολύ σχετική έρευνα µε τη δική µας και πολύ 
πρόσφατη (2009). Η πρόσφατη αυτή έρευνα αφορούσε τον παράγοντα IR, 
παράγοντα που µας απασχολεί και εµάς καθώς επίσης και τους 
νεοεµφανιζόµενους παράγοντες Cv2 , που αντιρποσωτέυει τον τεττραγωκικό 
συντελεστή µεταβλητότητας, το Lv που είναι η τοπική µεταβλητότητα και το 
SI που καθορίζει και αυτός µεταβλητότητα και επιτρέπει τον υπολογισµό των 
παραµέτρων του spike train σε γ-κατανεµηµένη εξίσωση πυροβόλησης. Οι 
Ponce-Alvarez, Kilavik και Riehle (2009) στη δική τους έρευνα συγκρίνουν 
τους τέσσερεις παράγοντες µεταξύ τους και καταλήγουν στο συµπέρασµα ότι 
ο Cv2 είναι ο καλύτερος παράγοντας για χρονικά διαχωριζόµενη ανάλυση 
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(ανάλυση των ISIs). Η έρευνα τους έγινε σε πειραµατικά δεδοµένα από 
φλοιώδεις νευρώνες κίνησης (Ponce-Alvarez, Kilavik και Riehle 2009).  
Στην εικόνα 2, φαίνονται τα αποτελέσµατα των Ponce-Alvarez, Kilavik και 
Riehle (2009) µέσα από τα οποία παρουσιάζονται 2 γραφικές παραστάσεις 
και ένα στιγµιότυπο από 50 spike trains σαν υλοποιήσεις µιας µη-οµογενής 
Poisson διαδικασίας παρουσιάζοντας ένα γκαουσιανό ρυθµό διαµόρφωσης. 
Στην πάνω γραφική παράσταση φαίνεται ο γκαουσιανός αυτός ρυθµός. Η 
κάτω γραφική παράσταση παριστάνει τους διαφορετικούς παράγοντες 
ανωµαλίας του χρόνου του spike που υπολογίζονται µε κινούµενα παράθυρα 
300ms. Τα κινούµενα παράθυρα κινούνται σε χρονικά διαστήµατα 50 ms. 
Από την εικόνα αυτή και συγκεκριµένα από την τελευταία γραφική 
παράσταση παρουσιάζουν οι Ponce-Alvarez, Kilavik και Riehle (2009) ότι το 
Cv υποβάλλεται σε πολλές αλλαγές όταν ο ρυθµός πυροδότησης του spike 
train αλλάζει ενώ η γραφική παράσταση µε τα λιγότερα σκαµπανεβάσµατα 
είναι αυτή του Cv2. ∆εύτερος έρχεται ο IR παράγοντας τον οποίο µελετούµε 
και εµείς. 
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Εικόνα 2: 
50 spike trains που προσοµοιώθηκαν σαν µια µη-οµογενής Poisson 
διαδικασία στην οποία ο ρυθµός R(t) είναι Καουσιανός και διαµορφοµένος σε 
µια γραµµή στοίχησης. (Rmin = 30 Hz, Rmax = 120Hz, σgass = 80ms). 
Παρουσιάζονται µόνο το 2ο και το 3ο δευτερόλεπτο. Πάνω: συνάρτηση 
ρυθµού. Μέση: Αναπαράσταση spike train. Κάτω: οι διαφορετικοί 
παράγοντες ανωµαλίας του χρόνου του spike που υπολογίζονται µε 
κινούµενα παράθυρα των 300ms. Τα κινούµενα παράθυρα κινούνται σε 
χρονικά διαστήµατα 50 ms.  Το Cv υποβάλλεται σε πολλές αλλαγές όταν ο 
ρυθµός πυροδότησης του spike train αλλάζει. Η εικόνα αυτή πάρθηκε από το 
άρθρο των Ponce-Alvarez, Kilavik και Riehle (2009). 
13 
 
1.2 Σχετικό υπόβαθρο 
Απαραίτητη προϋπόθεση για αυτή τη µελέτη που θέλουµε να κάνουµε 
είναι η γνώση βασικών εννοιών που αφορούν το νευρωνικό κώδικα γενικά, 
έναν από τους πιο πρόσφατους τοµείς στην επιστήµης της Πληροφορικής και 
πιο συγκεκριµένα της Νευροπληροφορικής. Οι έννοιες προέρχονται από την 
µελέτη πολύ απλών και καθηµερινών ενεργειών που κάνει ο άνθρωπος για να 
αντιληφθεί κάτι. Για παράδειγµα, για εµάς τους ανθρώπους είναι πολύ εύκολο 
να βλέπουµε, να ακούµε, να µυρίσουµε και γενικά να αντιλαµβανόµαστε τι 
συµβαίνει στο γύρω µας περιβάλλον. Ωστόσο, για κάθε ενέργεια την οποία 
εκτελούµε, κάθε αίσθηση που ενεργοποιείται και γενικά για κάθε πληροφορία 
που διακινείται από και προς τον εγκέφαλο, ενεργοποιούνται χιλιάδες 
νευρώνες. Οι νευρώνες αυτοί που ενεργοποιούνται, επικοινωνούν και 
στέλνουν πληροφορίες υπό τη µορφή ηλεκτρικού ρεύµατος µεταβαλλόµενης 
τάσης. Οι πληροφορίες κωδικοποιούνται σε ακολουθίες ηλεκτρικών παλµών 
(δυναµικών ενεργείας) ή αλλιώς spike trains. Ένα παράδειγµα µιας 
καταγραφής µιας ακολουθίας από spikes από τριάντα νευρώνες θηλαστικού 
εγκεφαλικού φλοιού παρουσιάζεται στην Εικόνα 3 (Gerstner & Kistler 2002).  
Αυτή τη στιγµή, δεν υπάρχει µια καθορισµένη απάντηση σε ερωτήµατα 
που αφορούν: τις πληροφορίες που µεταβιβάζονται στον εγκέφαλο, τον 
κώδικα που χρησιµοποιείται από τους νευρώνες για να διαβιβάσουν εκείνες 
τις πληροφορίες, το πώς άλλοι νευρώνες µπορούν να αποκωδικοποιήσουν τα 
σήµατα τα οποία λαµβάνουν και αν εξωτερικοί παρατηρητές µπορούν να 
διαβάσουν τον κώδικα και να καταλάβουν το µήνυµα του. Έχει θεωρηθεί ότι οι 
περισσότερες, εάν όχι όλες, των σχετικών πληροφοριών συµπεριλαµβάνονται 
στην ακολουθία του δυναµικού ενεργείας του νευρώνα, στα spikes.  
Τα spikes είναι το µέσο µε το οποίο οι νευρώνες επικοινωνούν µεταξύ 
τους. Μόνον αυτά είναι σηµαντικά αφού οι υπόλοιποι νευρώνες τα λαµβάνουν 
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σαν σήµατα. Συνεπώς, ο εγκέφαλος κωδικοποιεί και αποκωδικοποιεί 
πληροφορίες µέσα από τα spikes (Kostal, Lansky, Rospars 2007). Μια 
σηµαντική ανακάλυψη είναι η αναφορά ότι διαφορετικές περιοχές του 
εγκεφάλου χειρίζονται διαφορετικά είδη σηµάτων άρα και δυναµικά ενεργείας 
(spikes) (Finger 2000). 
 
 
 
 
Εικόνα 3:  
Χωροχρονικό σχέδιο παλµών. Τα spikes 30 νευρώνων θηλαστικού 
εγκεφαλικού φλοιού (Α1- E6, που σχεδιάζονται κατά µήκος των κάθετων 
αξόνων) παρουσιάζονται ως λειτουργία του χρόνου (ο οριζόντιος άξονας, 
συνολικός χρόνος είναι  4.000ms). Οι χρόνοι πυροδοτήσεων χαρακτηρίζονται 
από τις κοντές κάθετες γραµµές (bars). ( Krüger, J. and Aiple, F. 1988) 
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Τα spikes πυροδοτούνται από το νευρώνα µε βάση µια συχνότητα. Η 
µέτρηση αυτής της συχνότητας πυροδότησης (firing rate) έγινε ένα 
τυποποιηµένο εργαλείο για τις ιδιότητες όλων των τύπων αισθητήριων ή 
φλοιωδών νευρώνων (Mountcastle 1957, Hubel & Wiesel, 1959). Πρόσφατα, 
όλο και περισσότερα πειραµατικά στοιχεία δείχνουν ότι µια απλή έννοια της 
συχνότητας πυροδότησης (firing rate) βασισµένη στο χρονικό υπολογισµό 
µέσου όρου πυροδότησης των spikes σε ένα χρονικό διάστηµα, µπορεί να 
είναι πάρα πολύ απλοϊκή για να περιγράψει τη δραστηριότητα του εγκεφάλου.  
Αυτό συµβαίνει γιατί οι χρόνοι αντίδρασης στα πειράµατα συµπεριφοράς 
είναι συχνά πάρα πολύ σύντοµοι. Οι άνθρωποι µπορούν να αναγνωρίσουν 
και να αποκριθούν στις οπτικές σκηνές σε λιγότερο από 400ms. Η 
αναγνώριση και η αντίδραση περιλαµβάνουν διάφορα βήµατα επεξεργασίας 
µέχρι ο άνθρωπος να αντιδράσει. Εάν, σε κάθε βήµα επεξεργασίας, οι 
νευρώνες έπρεπε να περιµένουν και να εκτελέσουν έναν χρονικό µέσο όρο 
προκειµένου να αναγνωσθεί το µήνυµα των προσυναπτικών νευρώνων, ο 
χρόνος αντίδρασης θα ήταν πολύ πιo µεγάλος. Όπως για παράδειγµα στην 
περίπτωση αυτοκινητιστικού δυστυχήµατος οι πληροφορίες από τις οπτικές 
σκηνές που βλέπει ο οδηγός, χρειάζεται να µεταβιβαστούν σε πολύ γρήγορα 
χρονικά διαστήµατα έτσι ώστε η απόφαση αντίδρασης να αποφασιστεί επίσης 
σε πάρα πολύ γρήγορα χρονικά διαστήµατα και συνεπώς ο άνθρωπος να 
µπορέσει να δράσει άµεσα και να αποφύγει τη σύγκρουση. 
Σηµαντικός παράγοντας είναι πως οι νευρώνες εξαπολύουν spikes µε 
µεγάλη συχνότητα στην παρουσία κάποιου ερεθίσµατος (Kostal, Lansky, 
Rospars, 2007). Με την πυροδότηση του κάθε νευρώνα δηµιουργείται στην 
έξοδο του µια ακολουθία από spikes, η οποία θα γίνει είσοδος σε έναν άλλο 
νευρώνα. Η ακολουθία αυτή της εξόδου, είναι το spike train, στο οποίο τα 
spikes που παράγονται στην έξοδο είναι τυχαία. Στην ακολουθία αυτή, µεταξύ 
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των spikes που παράγονται, υπάρχουν κάποια διαστήµατα, τα InterSpike 
Intervals (ISIs), τα οποία στη συνέχεια εισέρχονται σε ένα νευρώνα.  
Γενικά, οι νευρώνες επικοινωνούν µεταξύ τους µέσω των χηµικών και 
ηλεκτρικών συνάψεων (συναπτική µετάδοση). Η συναπτική µετάδοση 
προκαλεί τα µετασυναπτικά δυναµικά, τα οποία όταν ξεπεράσουν το κατώφλι 
τότε δηµιουργείται το δυναµικό ενεργείας (spike). Τα spikes σε ένα spike train 
είναι συνήθως καλά χωρισµένα και έτσι ολόκληρο το spike train µπορεί να 
περιγραφεί ως σειρά οριστικών σηµείων γεγονότων στο χρόνο. Τα µήκη όµως 
του interspike intervals (ISIs) µεταξύ δύο διαδοχικών spikes σε ένα spike 
trains συχνά ποικίλουν (Krüger & Aiple 1988, Gerstner & Kistler 2002). Αξίζει 
να σηµειωθεί ότι η µορφή του δυναµικού ενεργείας το οποίο παράγεται, δεν 
είναι σηµαντική στη µετάδοση πληροφοριών. Εκείνο που στην 
πραγµατικότητα µας ενδιαφέρει είναι η σειρά των spike trains.  
Εκτός από την τυχαιοτήτα των διαστηµάτων των spikes (ISIs) σηµαντική 
είναι και η µεταβλητότητα τους. Οι όροι τυχαιότητας και µεταβλητότητας είναι 
διαφορετικοί λόγω του ότι ο ορισµός της πρώτης βασίζεται στην εντροπία, 
είναι ο εσωτερικός ρυθµός εντροπίας κατά τη µετάδοση ενός spike train. Η 
τυχαιότητα των διαστηµάτων υποδηλώνει πως τα διαστήµατα δεν εξαρτώνται 
ούτε από τα διαστήµατα που προηγήθηκαν, και ούτε επίσης από κάποιον 
άλλο εξωτερικό παράγοντα, αλλά εισέρχονται σε ένα νευρώνα µε τυχαίο 
τρόπο, χωρίς να τα υποκινήσει οποιοσδήποτε. Είναι σε θέση να επεξεργαστεί 
τα χαρακτηριστικά που αλλιώς θα ήταν δύσκολο να ληφθούν µε τις άλλες 
µεθόδους και αφορά τον τρόπο που τα spikes εισέρχονται σε ένα νευρώνα.  
Με τη µεταβλητότητα παρατηρούνται και πάλι οι αποστάσεις µεταξύ των 
spikes, τα interspike intervals δηλαδή και πως αυτά αλλάζουν σε σχέση µε το 
χρόνο. Ανάλογα µε την πληροφορία που µεταφέρεται αλλάζουν και τα 
διαστήµατα µεταξύ των spikes. Όταν τα spikes που εισέρχονται σε ένα 
νευρώνα δεν είναι πολλά, τότε τα διαστήµατα που παράγονται, πολύ σπάνια 
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είναι ίδια µεταξύ τους και η τιµή του συντελεστή µεταβλητότητας (Cv) τους 
είναι µεγάλη (πολύ κοντά στο 1 ή ακόµη µπορεί και να το ξεπεράσει). Στην 
περίπτωση όµως που εισέρχονται πάρα πολλά spikes σε ένα νευρώνα σε 
συγκεκριµένο χρονικό διάστηµα η µεταβλητότητα είναι µικρή. Αυτό συµβαίνει 
επειδή µεγάλη ποσότητα πληροφορίας χρειάζεται να εισέλθει στο νευρώνα σε 
συγκεκριµένο διάστηµα. Μεγάλα ποσοστά πληροφορίας δύσκολα 
δηµιουργούν διαφορετικά διαστήµατα στο spike train, κατά τιη µεταφορά τους.  
Για να µελετηθεί η µεταβλητότητα των interspike intervals, έγιναν πολλές 
µελέτες και σε κάθε µια από αυτές παρουσιάζεται και ένας διαφορετικός 
παράγοντας µέτρησης, µέσα από τον οποίο παράγονται συµπεράσµατα για 
την ακανόνιστη µορφή µε την οποία παρουσιάζονται. Οι παράγοντες που 
προτείνονταν ήταν στατιστικοί και κάποιους από αυτούς επεξεργαζόµαστε και 
εµείς στη δική µας έρευνα (το µέτρο mi και τον παράγοντα IR). Επιπρόσθετα 
µελετούµε ακόµη ένα παράγοντα που αφορά την κατανοµή των δυναµικών 
ενεργείας ή αλλιώς spikes. Ο παράγοντας αυτός είναι ο Fano Factor (FF).  
Συγκεκριµένα, οι στατιστικοί παράγοντες που µας απασχολούν, όπως 
αναφέρθηκε και πιο πάνω, είναι το µέτρο mi που αφορά τα παράτυπα 
διαστήµατα στην ακολουθία δυναµικών ενεργείας της εξόδου του νευρώνα και 
το µέσο αυτών των παράτυπων διαστηµάτων που είναι ο παράγοντας IR. 
Ασχολούµαστε επίσης µε τον Fano Factor (FF), που αποτελεί ένδειξη 
διασποράς των spikes στην έξοδο του νευρώνα,.  
Τα spike trains που χρησιµοποιούµε για να µπορέσουµε να µελετήσουµε 
τους παράγοντες αυτούς παράγονται από ένα Leaky Integrator and Fire 
(L.I&F). Μέσα από το µοντέλο αυτό µοντελοποιείται ένας νευρώνας 
υπεύθυνος για τη λειτουργία του εγκεφάλου. Έτσι, το L.I&F µοντέλο ως 
βασικό εργαλείο για τέτοιου είδους µελέτες, γίνεται και το δικό µας εργαλείο 
για την έρευνα µας. 
18 
 
Το Leaky Integrator and Fire µοντέλο, είναι ένα πιο µηχανικό µοντέλο στο 
οποίο υιοθετούνται µόνο δύο βασικοί κανόνες της λειτουργίας του νευρώνα:  
1. Όταν το δυναµικό φτάσει το δυναµικό κατωφλίου, τότε ο νευρώνας 
“πυροδοτεί” και  
2. Μετά το δυναµικό της µεµβράνης επανέρχεται στο δυναµικό 
ισορροπίας (reset). 
Η γενική εξίσωση του µοντέλου η οποία δίνει τη µεταβολή του ρεύµατος 
κάτω από το κατώφλι, είναι (Dayan & Abbott):  
 
τm*dV(t) / dt = EL - V(t) + RmIe(t), 
 
στην οποία:  
• τm: η χρονική σταθερά του µοντέλου (time constant) και 
βρίσκεται στα 15ms. Η χρονική σταθερά είναι ίση µε το R*C, 
της εικόνας 4.  
• EL: το δυναµικό διαρροής της µεµβράνης (περίπου -60 mV) 
• V(t): το δυναµικό της µεµβράνης (περίπου -60 mV) 
• Rm: η αντίσταση της µεµβράνης (10ΜΩ) 
• Ie: το ρεύµα που διαπερνά το µοντέλο. 
Η σηµαντική απλοποίηση που εφαρµόζει το µοντέλο αυτό δεν 
µοντελοποιεί βιοφυσικούς µηχανισµούς µε σηµαντικότερους από αυτούς τα 
ρεύµατα Νa+ και Κ+. Τα εξωτερικά ρεύµατα συναθροίζονται χρονικά µέχρι το 
άθροισµα να φτάσει το δυναµικό κατωφλίου, οπότε και ο νευρώνας 
“πυροδοτεί”. Επίσης, στο µοντέλο αυτό υλοποιούµε και Refractory Period.  Το 
Refractory Period ή αλλιώς περίοδος αδρανείας, είναι η περίοδος µετά από 
την πρόκληση ενός spike, στη διάρκεια της οποίας ο νευρώνας δεν µπορεί να 
πυροδοτήσει, έστω και αν κατά την περίοδο αυτή εισέλθει spike στο νευρώνα 
που δηµιουργεί δυναµικό µεγαλύτερο από το δυναµικό κατωφλίου.  
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Μια σχηµατική αναπαράσταση του µοντέλου φαίνεται στη εικόνα 4. Στην 
εικόνα αυτή φαίνεται πως αναπαριστάται ο βιολογικός νευρώνας σε ένα 
µηχανικό – ηλεκτρονικό κύκλωµα. Το βασικό τµήµα αντιπροσωπεύεται από 
τον διακεκοµµένο κύκλο. Ένα ρεύµα I(t) διαπερνά το RC κύκλωµα. Τότε το 
δυναµικό V(t) κατά µήκος του πυκνωτή συγκρίνεται µε το δυναµικό κατωφλίου 
(θ). Εάν τα δυο δυναµικά σε χρόνο ti
(f) είναι ίσα ή το δυναµικό που 
δηµιουργείται στο µοντέλο είναι µεγαλύτερο του δυναµικού κατωφλίου 
(V(t)>=θ), τότε δηµιουργείται ένας παλµός. Ο πυκνωτής παίζει το ρόλο της 
διαρροής στο µοντέλο και η χρονική σταθερά είναι ίση µε τον 
πολλαπλασιασµό της αντίστασης R µε τον πυκνωτή C. Στο αριστερό πάνω 
τµήµα ένα προσυναπτικό spike περνά από τη σύναψη δηµιουργώντας έτσι 
ένα παλµό ρεύµατος εισόδου (Gerstner & Kistler 2002). 
Tο Integrate and Fire µοντέλο δεν συµπεριλαµβάνει βιοφυσικές 
υλοποιήσεις που αφορούν το νευρώνα καθώς επίσης και ούτε κινήσεις 
ιόντων. Είναι µια απλοποίηση του πιο βιοφυσικού µοντέλου Hodgkin & Huxley 
(1952) και αντιπροσωπεύεται από µια γραµµική διαφορική εξίσωση. Το 
Integrate and Fire µπορεί ακόµη, να δώσει όλους τους µαθηµατικούς 
υπολογισµούς και την συχνότητα των spikes, χωρίς να µοντελοποιεί όλους 
τους βιοφυσικούς µετασχηµατισµούς. Μοντελοποιεί όµως όλες τις ενέργειες 
που γίνονται πριν το δυναµικό φτάσει στο κατώφλι για να πυροδοτήσει. 
Τέλος, είναι πιο προσεγγίσιµο αφού αναλύεται µαθηµατικά.  
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Εικόνα 4:  
Σχηµατικό διάγραµµα του integrate-and-fire µοντέλου. Το βασικό τµήµα είναι 
αυτό που είναι σε διακεκοµµένο κύκλο. Ένα ρεύµα I(t) διαπερνά το RC τµήµα. 
Τότε το δυναµικό V(t) κατά µήκος του πυκνωτή συγκρίνεται µε το δυναµικό 
κατωφλίου (θ). Εάν τα δυο δυναµικά σε χρόνο ti
(f) είναι ίσα ή το δυναµικό του 
που δηµιουργείται στο µοντέλο είναι µεγαλύτερο του δυναµικού κατωφλίου, 
τότε δηµιουργείται ένας παλµός. Στο αριστερό πάνω τµήµα ένα 
προσυναπτικό spike περνά από τη σύναψη, δηµιουργώντας ένα παλµό 
ρεύµατος εισόδου (Εικόνα από το βιβλίο των Gerstner & Kistler 2002). 
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1.3 Ανάλυση 
Με βάση το ότι οι παράγοντες που αναφέρθηκαν, προτάθηκαν, όπως 
ισχυρίζονται, γιατί είχαν κάτι καλύτερο από το Cv δηµιουργούµε ένα απλό 
µοντέλο νευρώνα και προσπαθούµε να διαπιστώσουµε αυτή την άποψη, 
εφαρµόζοντας τους παράγοντες στα παραγόµενα spike trains. Το απλό 
µοντέλο νευρώνα για τους σκοπούς της δικής µας έρευνας είναι το Leaky 
Integrator and Fire (L.I&F) µοντέλο. Επιλέγεται το µοντέλο αυτό αφού είναι 
πιο µηχανικό µοντέλο. Στο L.I&F µοντέλο µας προσθέτουµε επιπλέον τον 
µηχανισµό ισοζυγίου διέγερσης και αποδιέγερσης, µε απώτερο σκοπό να 
επιτύχουµε υψηλή µεταβλητότητα πυροδότησης. Για να προσοµοιώσουµε το 
ισοζύγιο εισάγουµε στο απλό L.I&F µοντέλο πολλές εισόδους. Μερικές από 
αυτές είναι διεγερτικές και κάποιες άλλες ανασταλτικές. Η εξίσωση του 
µοντέλου στην οποία βασιζόµαστε, είναι η λύση της γενικής εξίσωσης του 
µοντέλου: 
 
V(t)=EL + Rm Ιe + (V(t=0) - EL - Rm Ιe ) e
(-t/τm)   (Εξίσωση 6) 
 
Στην εξίσωση 6: 
• V(t): είναι το δυναµικό που δηµιουργείται στο µοντέλο 
• EL: το ρεύµα διαρροής της µεµβράνης 
• Rm: η αντίσταση της µεµβράνης   
• Ie: το ρεύµα που διαπερνά το µοντέλο 
• V(t=0): το δυναµικό ισορροπίας (Vreset) 
• τm: η χρονική σταθερά του µοντέλου (time constant). 
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Ο αριθµός των εισόδων που προσθέτουµε στο µοντέλο µας είναι 100, 
µέρος των οποίων είναι διεγερτικές και οι υπόλοιπες ανασταλτικές. Με αυτόν 
τον µηχανισµό η απλή εξίσωση 6 του µοντέλου µετατρέπεται στην εξίσωση 7: 
 
V(t) = EL + ∑ (RmΙexcitatory + (V(t=0) - EL - RmΙexcitatory) e
(-t/τm) ) –∑(RmΙinhibitory + 
+(V(t=0) - EL - RmΙinhibitory) e
(-t/τm) ) (Εξίσωση 7) 
 
Όπου επιπρόσθετα: 
• Ιexcitatory  και Ιinhibitory το ρεύµα διέγερσης και αποδιέγερσης  αντίστοιχα. 
Τα ρεύµατα δίνονται από µιαν εκθετική συνάρτηση της µορφής:  
Ιexcitatory  = Ιinhibitory = e
(-t/τm) 
• EL είναι το ρεύµα διαρροής και είναι ίσο µε -65mV 
• Rm η αντίσταση της µεµβράνης ίση µε 10ΜΩ 
• V(t=0) το δυναµικό ισορροπίας (reset) που έχει τιµή -65mV και 
• τm η χρονική σταθερά µε τιµή 15ms. 
Με βάση  την εξίσωση 7 υπολογίζεται το δυναµικό για όλες τις εισόδους 
και αν αυτό ξεπερνά το δυναµικό κατωφλίου και ο νευρώνας δεν βρίσκεται σε 
περίοδο αδρανείας, τότε ο νευρώνας πυροδοτεί. Για το spike train εξόδου, 
υπολογίζεται το mean interspike interval, το firing rate και κάθε ένας από τους 
παράγοντες που µας ενδιαφέρουν  (Cv, FF, mi, IR) ξεχωριστά, έτσι ώστε µέσα 
από τις µετρήσεις να πάρουµε τις γραφικές παραστάσεις που θα οδηγήσουν 
στα συµπεράσµατα για τους παράγοντες που θέλουµε να µελετήσουµε.   
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Κεφάλαιο 2 
 
Σχεδιασµός και υλοποίηση 
 
Για τη διεκπεραίωση της δικής µας έρευνας, χρειάζεται να υλοποιήσουµε 
ένα L.I&F µοντέλο. Το µοντέλο αυτό θα αποτελεί το κύριο µέρος ολόκληρου 
του συστήµατος µας. Ως κυρίως µέρος το L.I&F µοντέλο θα αποτελεί το τµήµα 
επεξεργασίας (processing unit) του συστήµατος του οποίου το σχεδιάγραµµα 
φαίνεται στην εικόνα 5. Το τµήµα επεξεργασίας γενικά είναι το σηµαντικότερο 
µέρος της µελέτης µας. Με τον σχεδιασµό και την υλοποίηση ολόκληρου του 
µοντέλου, είναι έτοιµο το L.I&F µοντέλο να δεχθεί εισόδους από το τµήµα 
εισόδου. Το L.I&F στο τµήµα επεξεργασίας, θα επεξεργαστεί τα δεδοµένα 
εισόδου και θα παραγάγει αποτελέσµατα που αφορούν τους παράγοντες που 
θέλουµε να µελετήσουµε και φαίνονται στο τµήµα εξόδου της εικόνας 5.  
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2. 1 Τµήµα εισόδου (Input unit) 
Στο τµήµα εισόδου (input unit) της εικόνας 5, δηµιουργήσαµε ένα 
µηχανισµό παραγωγής µιας κατανεµηµένης ακολουθίας Poisson από µηδέν 
και ένα. Το ένα αντιστοιχεί σε ένα spike και το µηδέν στη µη-ύπαρξη spike, 
δηλαδή σε ένα διάστηµα. Κύριο στοιχείο του µηχανισµού αυτού είναι η 
random συνάρτηση της C. Για τις δικές µας ανάγκες παράγει αριθµούς στο 
διάστηµα [0-1]. Με βάση τους αριθµούς αυτούς που παράγονται και την 
πιθανότητα που θέλουµε να παράγονται τα spikes εισόδου γίνεται µια 
σύγκριση µεταξύ τους και ανάλογα αν ο αριθµός που παράχθηκε τυχαία, είναι 
µεγαλύτερος από την πιθανότητα που θέλουµε να παράγονται τα spikes, τότε 
έχουµε spike στην είσοδο. Εάν όµως ο αριθµός που έδωσε η random 
συνάρτηση είναι µικρότερος από την πιθανότητα που ορίσαµε εµείς για την 
παραγωγή των spikes τότε δεν έχουµε στην είσοδο του µοντέλου δυναµικό 
ενεργείας. Έτσι καθορίζεται και η συχνότητα παραγωγής των spikes στην 
είσοδο και το spike train εισόδου του µοντέλου. Αυτό βασικά µοντελοποιεί ένα 
pRAM (probabilistic Random Access Memory) (Clarkson, Gorse, Taylor, 
1992) µοντέλο µε µηδέν εισόδους και ένα κελί µνήµης το οποίο αποθηκεύει 
αυτή την πιθανότητα. 
Στο µοντέλο µας έχουµε 100 εισόδους. Σε κάθε είσοδο θέλουµε να 
παράγουµε ένα spike train. Κάθε spike train δηµιουργείται µε διαφορετική 
συχνότητα. Παράγονται έτσι εκατό spike train σε χρόνο 1000ms, το καθένα µε 
διαφορετική συχνότητα. Σε διαστήµατα χρόνου ∆t=1ms, εισάγεται στο 
νευρώνα (τµήµα επεξεργασίας) και ένα τµήµα από κάθε spike train που 
δηµιουργήθηκε στον αντίστοιχο χρόνο. 
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2. 2 Τµήµα επεξεργασίας (Processing unit) 
Το τµήµα επεξεργασίας αποτελεί το κύριο µέρος του συστήµατος και µε 
βάση αυτό µοντελοποιούµε ένα νευρώνα. Αφού µέσα από το τµήµα εισόδου 
οι είσοδοι έχουν δοθεί στο νευρώνα, για κάθε χρονική στιγµή υπολογίζεται το 
δυναµικό του µε βάση την εξίσωση 7 και όπως προβλέπεται από το 
processing unit της εικόνας 5, καθορίζοντας φυσικά το ισοζύγιο µεταξύ των 
εισόδων. Ανάλογα µε την περίπτωση που µελετούµε καθορίζεται και το 
αντίστοιχο ισοζύγιο, 50 διεγερτικές είσοδοι και 50 ανασταλτικές, 60 διεγερτικές 
– 40 ανασταλτικές, 70 διεγερτικές – 30 ανασταλτικές και 80 διεγερτικές – 20 
ανασταλτικές είσοδοι. Χρειάζεται να δούµε όλες αυτές τις περιπτώσεις 
ισοζυγίου για να µπορέσουµε να ξεχωρίσουµε την περίπτωση που 
προσεγγίζει καλύτερα τη θεωρητική καµπύλη Cv vs mean ISI, το αποτέλεσµα 
δηλαδή στο οποίο κατέληξαν από τις πειραµατικές µετρήσεις που έγιναν σε 
οπτικούς και φλοιώδεις νευρώνες πιθήκων οι  Softy και Koch (1993).  
Ανάλογα λοιπόν, µε τα spikes εισόδου που εισέρχονται στο µοντέλο σε 
κάθε χρονική στιγµή, συναθροίζονται όλα τα δυναµικά που δηµιουργούνται 
από τις διάφορες εισόδους, µε βάση την εξίσωση 7 και υπολογίζεται το τελικό 
δυναµικό του νευρώνα. Μετά από αυτόν τον τελευταίο υπολογισµό, γίνεται 
έλεγχος για το αν δηµιουργείται spike στην έξοδο ή όχι. Spike στην έξοδο 
έχουµε όταν το δυναµικό που µόλις υπολογίσθηκε είναι µεγαλύτερο από το 
δυναµικό κατωφλίου, που έχει τιµή -55mV.  
Με βάση όµως τους κανόνες του L.I&F µοντέλου, για να δηµιουργηθεί ένα 
spike, δεν αρκεί το δυναµικό της µεµβράνης του νευρώνα να είναι µεγαλύτερο 
από το δυναµικό κατωφλίου, αλλά και ο νευρώνας να µην βρίσκεται σε 
περίοδο αδρανείας. Η περίοδος αδρανείας στο µοντέλο µας χαρακτηρίζεται 
από µια χρονική περίοδο 2ms, κατά την οποία, έστω και αν το δυναµικό της 
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µεµβράνης είναι µεγαλύτερο του δυναµικού κατωφλίου, δεν δηµιουργείται 
spike στην έξοδο. Το δυναµικό της µεµβράνης υπολογίζεται πάντα, έστω και 
αν ο νευρώνας βρίσκεται στην περίοδο αυτή. Όταν ο νευρώνας βρίσκεται 
όµως σε κατάσταση ηρεµίας, δεν συγκρίνεται το δυναµικό που παράγεται µε 
το δυναµικό κατωφλίου. 
Ο νευρώνας µεταβαίνει σε περίοδο αδρανείας µετά από κάθε πυροδότηση 
και παραµένει αδρανής για µικρό χρονικό διάστηµα (2ms). Μετά το τέλος 
αυτής της περιόδου το δυναµικό της µεµβράνης του νευρώνα, επανέρχεται 
πάντα στο δυναµικό ισορροπίας και µε κάποιο καινούργιο ερέθισµα µπορεί να 
δηµιουργηθεί δυναµικό ενεργείας, όταν φυσικά αυτό δίνει τη δυνατότητα στο 
δυναµικό της µεµβράνης να ξεπεράσει το κατώφλι. ∆ηλαδή υπάρχει ένας 
κανόνας στο µοντέλο µας, ο οποίος αποτρέπει τη δηµιουργία spike όταν ο 
νευρώνας βρίσκεται σε κατάσταση αδρανείας. Έτσι spike στην έξοδο έχουµε 
µόνο όταν το δυναµικό που δηµιουργείται από το ερέθισµα εισόδου είναι 
µεγαλύτερο από το δυναµικού κατωφλίου, αλλά και όταν ο νευρώνας δεν 
βρίσκεται σε κατάσταση αδρανείας, όπως προβλέπεται και από τους κανόνες 
του L.I&F µοντέλου.  
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2. 3 Τµήµα Εξόδου (Output unit) 
Μετά από την όλη διαδικασία στο τµήµα επεξεργασίας και αφού κανένας 
κανόνας του µοντέλου δεν παραβιάζεται, ο νευρώνας δίνει ένα spike train 
εξόδου. Από το spike train αυτό καταγράφουµε τα διαστήµατα µεταξύ των 
spikes και στη συνέχεια το mean interspike interval. Το mean interspike 
interval είναι ίσο µε το άθροισµα όλων των διαστηµάτων προς τον αριθµό των 
διαστηµάτων (ο µέσος όρος δηλαδή των διαστηµάτων). Το firing rate της 
εξόδου, το οποίο και πάλι χρειάζεται να υπολογίσουµε, ισούται µε το 
αντίστροφο του mean interspike interval ( 1 / mean interspike interval ) και 
είναι η συχνότητα µε την οποία παράγονται τα spikes στην έξοδο.  
Τέλος υπολογίζεται και η τυπική απόκλιση των διαστηµάτων που είναι το 
τελευταίο µέτρο το οποίο χρειαζόµαστε για τον υπολογισµό των παραγόντων 
που µελετούµε. Όπως φαίνεται και στο output unit της εικόνας 5, φτάνουµε 
αισίως στο τελικό αποτέλεσµα του µοντέλου, όπου και υπολογίζονται οι 
παράγοντες που µας ενδιαφέρουν. Επίσης, αφού ο FF αφορά τα spikes και 
όχι τα ISI, χρειαζόµαστε τόσο τον µέσο όρο των spikes, αλλά και την τυπική 
τους απόκλιση. Ο µέσος όρος των spikes και η τυπική τους απόκλιση 
υπολογίζονται µε τους γνωστούς στατιστικούς τύπους και χρησιµοποιούνται 
για τις ανάγκες τις εξίσωσης 3. Το µέτρο mi και ο παράγοντας IR 
υπολογίζονται µε βάση τις εξισώσεις 4 και 5 αντίστοιχα. 
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Εικόνα 5:  
Σχεδιασµός του µοντέλου. Το Input unit, αντιπροσωπεύει τις 100 εισόδους 
του µοντέλου. Σε αυτό καθορίζονται τα spike trains εισόδου µέσα από µια 
random συνάρτηση η οποία παράγει αριθµούς στο διάστηµα [0,1]. Με βάση 
τους αριθµούς αυτούς γίνεται µια σύγκριση µε την πιθανότητα που θέλουµε 
να παράγονται τα spikes και τον τυχαίο αριθµό που παράχθηκε. Εάν ο 
αριθµός αυτός είναι µεγαλύτερος από την πιθανότητα που θέλουµε να 
παράγονται τα spikes, τότε έχουµε spike στην είσοδο. Έτσι καθορίζεται και η 
συχνότητα παραγωγής των spikes εισόδου. Τα 100 διαφορετικά spike trains 
που παράχθηκαν στο input unit, µπαίνουν σαν είσοδο στο processing unit, 
άρα στο µοντέλο. Η είσοδος τους γίνεται σε χρονικά διαστήµατα του 1ms. 
Κάθε φορά εισέρχεται στο µοντέλο ένα χρονικό τµήµα 1ms από κάθε spike 
train και ανάλογα µε το πόσα spikes από αυτά που εισήχθησαν, είναι 
διεγερτικά και πόσα ανασταλτικά το L.I&F µοντέλο που είναι σε αυτό το τµήµα 
υπολογίζει για κάθε χρονική στιγµή το δυναµικό και αποφασίζει αν 
δηµιουργείται spike στην έξοδο ή όχι µε βάση τους κανόνες του µοντέλου. 
Υπολογίζει επίσης τα ISI και δίνει στο output unit όσους υπολογισµούς µας 
ενδιαφέρουν για να µπορέσουµε να πάρουµε σαν αποτέλεσµα τις τιµές που 
λαµβάνουν οι παράµετροι που θέλουµε να µελετήσουµε. 
Μηχανισµός   
που δίνει 
Poisson 
κατανεµηµένα 
spikes εισόδου 
µε τη χρήση 
random 
συνάρτησης. 
Leaky 
Integrate & 
fire µοντέλο. 
Υπολογίζει:  
1. V(t) 
2. ISIs 
Υπολογισµός: 
1. Mean ISI 
2. Firing rate 
3. Cv 
4. FF 
5. mi 
6. IR 
Input unit 
Processing 
unit 
Output unit 
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Με βάση το σχεδιασµό του µοντέλου της εικόνας 5, προχωρούµε στην 
υλοποίηση του. Ο κώδικάς για όλη αυτή τη διαδικασία φαίνεται στο 
παράρτηµα. Ένα τυπικό spike train εξόδου σε ισοζύγιο 80 διεγερτικών και 20 
ανασταλτικών εισόδων φαίνεται στην εικόνα 6. Για το spike train αυτό η 
συχνότητα εισόδου των spikes ήταν 269Hz, το mean Interspike 
Interval=6.66ms και ο συντελεστής µεταβλητότητας Cv = 0.802. Κάθε ‘1’ 
αντιπροσωπεύει ένα spike, ενώ το ‘0’ το διάστηµα που υπάρχει µεταξύ των 
spikes τη συγκεκριµένη χρονική στιγµή. Όσα είναι τα συνεχόµενα µηδενικά 
τόσο µεγάλο είναι και το διάστηµα µεταξύ των  spikes. Το ιστόγραµµα για την 
κατανοµή αυτή παρουσιάζεται στη εικόνα 7. Στην εικόνα 7 φαίνεται πως η 
κατανοµή των ISIs είναι εκθετική προσεγγίζοντας την κατανοµή Poisson. Για 
την περίπτωση ισοζυγίου 80 διεγέρσεων και 20 αποδιεγέρσεων επίσης τα 
ISIs είναι ανεξάρτητα µεταξύ τους. 
 
 
 
 
Εικόνα 6:  
Spike train εξόδου σε ισοζύγιο 80 διεγερτικών και 20 ανασταλτικών εισόδων. Η 
συχνότητα εισόδου των spikes ήταν 269Hz, το mean Interspike Interval=6.66ms 
και ο συντελεστής µεταβλητότητας Cv = 0.802. Κάθε ‘1’ αντιπροσωπεύει ένα 
spike, ενώ το ‘0’ το διάστηµα που υπάρχει µεταξύ των spikes τη συγκεκριµένη 
χρονική στιγµή. Όσα είναι τα συνεχόµενα µηδενικά τόσο µεγάλο είναι και το 
διάστηµα µεταξύ των  spikes. 
30 
 
 
 
 
Distribution 80exc/20inh
0
10
20
30
40
1 60
T [ms]
D
 (T
)
 
 
Εικόνα 7:  
Ιστόγραµµα της κατανοµής σε ισοζύγιο 80 διεγερτικών και 20 ανασταλτικών 
εισόδων. Η συχνότητα εισόδου των spikes ήταν 269Hz, το mean Interspike 
Interval = 6.66ms και ο συντελεστής µεταβλητότητας Cv = 0.802. Η κατανοµή 
των ISIs, όπως φαίνεται, είναι εκθετική προσεγγίζοντας την κατανοµή 
Poisson.  
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Αποτελέσµατα 
3.1 Ανεξάρτητα και εκθετικά κατανεµηµένα ISIs 
Αφού υλοποιήσαµε το µοντέλο µας, χρειάζεται να διαπιστώσουµε αν τα 
διαστήµατα µας είναι εκθετικά κατανεµηµένα και ανεξάρτητα και εάν η 
εξάρτηση του συντελεστή µεταβλητότητας (Cv) µε το µέσο ISI προσεγγίζει τη 
θεωρητική καµπύλη που δηµιουργείται από την εξίσωση 2. Την εξίσωση 2 την 
χρησιµοποιούµε στην περίπτωση που τα διαστήµατα µας ακολουθούν 
κατανοµή Poisson. Αυτό θέλουµε να εξακριβώσουµε για να µπορέσουµε να 
προχωρήσουµε. Η περίπτωση µε τις αντίστοιχες διεγέρσεις και αποδιεγέρσεις 
που θα προσεγγίζει τη θεωρητική καµπύλη περισσότερο από κάθε άλλη, είναι 
η καλύτερη περίπτωση του ισοζυγίου µας, όσον αφορά τη µεταβλητότητα της. 
Αφού προσδιορίσουµε την καλύτερη περίπτωση, θα έχουµε και τη 
δυνατότητα να προχωρήσουµε σε συµπεράσµατα όσον αφορά τους 
παράγοντες που µας ενδιαφέρουν.  
Αρχικά από τη γραφική παράσταση στην εικόνα 8 βλέπουµε τη σχέση 
µεταξύ του Cv και του mean ISI για µεγάλες συχνότητες πυροδότησης (µικρά 
ISIs). Η σχέση δίνεται σε ισοζύγια 60 - 40, 70-30 και 80 - 20 διεγερτικών και 
ανασταλτικών εισόδων αντίστοιχα. Η περίπτωση του ισοζυγίου 50 
διεγερτικών εισόδων και 50 ανασταλτικών δεν µελετάται ιδιαίτερα γιατί 
θεωρείται ως περίπτωση που δεν µπορεί να δώσει ξεκάθαρα αποτελέσµατα.  
Επίσης στη γραφική παράσταση στην εικόνα 8, µπορούµε εύκολα να 
παρατηρήσουµε την προσέγγιση της θεωρητικής καµπύλης από τα δικά µας 
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αποτελέσµατα. Στη δική µας περίπτωση η θεωρητική καµπύλη είναι η 
υψηλότερη καµπύλη. Όλες οι καµπύλες ισοζυγίων προσεγγίζουν τη 
θεωρητική καµπύλη, µε πιο κοντά την περίπτωση ισοζυγίου 80 διεγερτικών 
και 20 ανασταλτικών εισόδων για τα δικά µας αποτελέσµατα. Συνεπώς, στη 
δική µας υλοποίηση του µοντέλου είναι εµφανές ότι πετυχαίνουµε υψηλή 
µεταβλητότητα, µεταβλητότητα η οποία βρίσκεται κοντά στο 1.  
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Εικόνα 8: 
Το Cv σε σύγκριση µε το mean ISI σε διαφορετικά επίπεδα ισοζυγίου. Οι τιµές 
του Cv στο ισοζύγιο 80exc/20inh φαίνεται να προσεγγίζουν περισσότερο µε 
την καµπύλη των φλοιωδών νευρώνων (µε µικρή διαφορά από της 
υπόλοιπες). Η προσοµοίωση έγινε για 1000ms µε διαφορετική συχνότητα 
εισόδου για το κάθε σηµείο. Σαν είσοδος σε κάθε προσοµοίωση δόθηκαν 100 
τυχαία spike trains.Η περίοδος αδρανείας του µοντέλου ήταν 2ms και το time 
constant 15ms για όλες τις περιπτώσεις. Η περίοδος αδρανείας φαίνεται και 
από τη γραφική παράσταση. Είναι σηµείο το από το οποίο αρχίζουν όλες οι 
γραφικές των ισοζυγίων, τα 2ms. 
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Στην εικόνα 8 ακόµη, φαίνεται για κάθε ισοζύγιο η µεταβλητότητα των 
spike trains που παράγονται από τον L.I&F νευρώνα µας σε χρονικά 
διαστήµατα προσοµοίωσης 1ms (time step = 1ms (∆t = 1ms)). Όλες οι 
περιπτώσεις παρατηρούµε ότι ξεκινούν από τα 2ms, χρονικό διάστηµα το 
οποίο αντιπροσωπεύει την περίοδο αδρανείας. Θεωρούµε ότι η καλύτερη 
περίπτωση προσέγγισης της θεωρητικής καµπύλης είναι αυτή µε Cv 
πλησιέστερα του ένα. Για το λόγο αυτό και όπως προαναφέρθηκε πριν, µε 
βάση τα δικά µας αποτελέσµατα που φαίνονται στην εικόνα αυτή, 
περισσότερο όµοια µε τη θεωρητική καµπύλη είναι η καµπύλη που αντιστοιχεί 
σε ισοζύγιο 80 διεγέρσεων και 20 αποδιεγέρσεων. Κάθε σηµείο στην εικόνα 8 
λαµβάνεται από µια συνολική προσοµοίωση 1000ms µε διαφορετική 
συχνότητα εισόδου για το καθένα, όπως επεξηγείται και στην υλοποίηση του 
µοντέλου. Σαν είσοδος σε κάθε προσοµοίωση δίνονται 100 τυχαία spike 
trains.  
 Για να προχωρήσουµε στη µελέτη και των υπολοίπων παραγόντων που 
µας ενδιαφέρουν πρέπει και το δικό µας µοντέλο µε το µηχανισµό του να 
παράγει όχι µόνο εκθετικά κατανεµηµένα ISI αλλά και ανεξάρτητα µεταξύ 
τους. Έτσι για την ίδια συχνότητα παραγωγής spikes στην είσοδο χρειάζεται 
να µελετήσουµε τα ιστογράµµατα των διαστηµάτων µας σε διάφορα ισοζύγια. 
Η συχνότητα αυτή επιλέγηκε µε βάση το mean ISI για το οποίο η καµπύλη του 
ισοζυγίου 80exc/20inh στην εικόνα 8 αρχίζει να δηµιουργεί την κλίση της. Η 
επιλογή γίνεται µε βάση τη καµπύλη του ισοζυγίου 80exc/20inh γιατί αυτή 
είναι η καλύτερη περίπτωση προσέγγισης της πειραµατικής καµπύλης των 
Softy & Koch (1993). Λόγω όµως του ότι σε διαφορετικό ισοζύγιο δεν υπήρχε 
ακριβώς το ίδιο mean ISI, τα mean ISIs για την κάθε περίπτωση ισοζυγίου 
βρίσκονται κοντά στα 7.5ms. Τα ιστογράµµατα για τα οποία γίνεται αναφορά 
φαίνονται στην εικόνα 9.  
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Εικόνα 9: 
Ιστογράµµατα κατανοµών ISI µε συχνότητα παραγωγής δυναµικών ενεργείας 
στην είσοδο 269Hz. Η κάθε προσοµοίωση χαρακτηριζόταν από a: mean ISI = 
8.84ms και Cv = 0.749 σε ισοζύγιο 60 διεγερτικών και 40 ανασταλτικών 
εισόδων. b: ισοζύγιο 70exc/30inh ,mean ISI = 7.68 ms και το Cv = 0.77 και c: 
ισοζυγίου της κατανοµής 80exc/20inh στο οποίο το mean ISI= 6.66 ms  και το 
Cv = 0.802.   
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 Για όλα τα ιστογράµµατα όπως προαναφέρθηκε η συχνότητα παραγωγής 
δυναµικών ενεργείας στην είσοδο ήταν 269Hz. Όσον αφορά το ιστόγραµµα 
της κατανοµής ισοζυγίου 60exc/40inh, έχει παρθεί η µέτρηση του µε mean 
ISI= 8.84ms ενώ το Cv του ήταν 0.749. Για το ισοζύγιο 70exc/30inh το mean 
ISI ήταν 7.68 ms και το Cv = 0.77. Το τρίτο ιστόγραµµα αφορά το ισοζύγιο της 
κατανοµής 80exc/20inh στο οποίο το mean ISI= 6.66 ms  και το Cv = 0.802. 
Από την εικόνα 9, συµπεραίνουµε ότι τα ιστόγραµµα κατανοµής 
διαστηµάτων σε όλα τα ισοζύγια που εξετάζουµε βρίσκονται πολύ κοντά στην 
εκθετική κατανοµή. ∆εν αρκεί όµως αυτό. Τα ιστογράµµατα πλησιάζουν την 
εκθετική κατανοµή, αλλά δεν ακολουθούν εκθετική κατανοµή. Από τις τρεις 
περιπτώσεις ισοζυγίου που παρουσιάζονται στην εικόνα 9, µόνο η περίπτωση 
ισοζυγίου 80 διεγέρσεων και 20 αποδιεγέρσεων προσεγγίζει την εκθετική 
κατανοµή και µπορούµε να πούµε ότι σχεδόν ακολουθεί κατανοµή Poisson. 
Με βάση τα συγκεκριµένα δικά µας αποτελέσµατα συµφωνούµε µε 
αποτελέσµατα προηγούµενων ερευνών (Christodoulou & Bugmann, 2000, 
2001) και για την περίπτωση του ισοζυγίου 80 διεγερτικών και 20 
ανασταλτικών εισόδων, µπορούµε να πούµε ότι τα ISIs δηµιουργούνται µε 
τυχαίο τρόπο. 
Πριν προχωρήσουµε στην µελέτη των αποτελεσµάτων για τους νέο-
προταθέντες παράγοντες FF και IR, που µας ενδιαφέρουν, χρειάζεται να 
δούµε επίσης, αν τα ISIs στο spike train εξόδου του µοντέλου µας είναι 
ανεξάρτητα µεταξύ τους. Στην γραφική παράσταση λοιπόν της εικόνας 10, 
παρουσιάζεται η αυτοσυσχέτιση των πυροδοτούµενων ISIs για το ισοζύγιο 80 
διεγέρσεων και 20 αναστολών. Στον άξονα των Χ παρουσιάζεται ο αριθµός 
των χρονικών βηµάτων (time steps) µε βάση τα οποία η χρονική σειρά 
µετακινείται σε σχέση µε τον εαυτό της. Ο άξονας των Υ δηλώνει εάν υπάρχει 
ανεξαρτησία ή όχι στο διάστηµα µας (MatLab tutorial). Οι διακεκοµµένες 
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γραµµές στη γραφική παράσταση δηλώνουν τα όρια ανεξαρτησίας. Όσα 
διαστήµατα είναι εντός των διακεκοµµένων γραµµών είναι ανεξάρτητα µεταξύ 
τους ενώ όσα είναι εκτός είναι εξαρτηµένα.   
Με όσα αναφέρθηκαν πιο πάνω, τα δικά µας διαστήµατα, τα οποία 
παίρνουµε από το ισοζύγιο 80 διεγέρσεων – 20 αναστολών, µπορούµε να τα 
χαρακτηρίσουµε σχεδόν ανεξάρτητα, αφού τα περισσότερα χρονικά βήµατα 
που φαίνονται στην εικόνα 10, βρίσκονται εντός των ορίων ανεξαρτησίας. 
Είναι σχεδόν ανεξάρτητα, λόγω των διακυµάνσεων που υπάρχουν στη 
γραφική παράσταση. Να σηµειώσουµε ότι τα όρια ανεξαρτησίας είναι 
µεταβλητά ανάλογα µε τον αριθµό των διαστηµάτων που δίνονται κατά την 
έξοδο του νευρώνα. Συγκεκριµένα µεταβάλλονται µε βάση τον τύπο: 
±1.96/ n  , όπου n είναι ο αριθµός των διαστηµάτων στο spike train εξόδου 
(Tuckwell 1988). 
Το πρώτο χρονικό βήµα φαίνεται να είναι το µόνο που είναι πλήρως 
εξαρτηµένο, αυτό φαίνεται από το γεγονός ότι βρίσκεται στο 1. Το πρώτο 
χρονικό βήµα εξαρτάται όχι µόνο από την είσοδο του νευρώνα, γιατί χωρίς 
διεγερτική είσοδο δεν µπορεί να πυροβολήσει, αλλά κυρίως από την περίοδο 
αδρανείας που υπάρχει στο µοντέλο. Λόγω της περιόδου αδρανείας 
επηρεάζεται το µοντέλο, όπως φαίνεται και στην εικόνα 8 στην οποία η 
καµπύλη Cv vs mean ISI ξεκινά από τα 2ms, όση και η περίοδος αδρανείας. 
Έτσι και στην γραφική παράσταση αυτοσυσχέτισης της εικόνας 10, το χρονικό 
βήµα µε αριθµό 0 (το πρώτο) είναι το µόνο πλήρως εξαρτηµένο. Το διάστηµα 
αυτό δεν συµπεριλαµβάνεται στους υπόλοιπους υπολογισµούς γιατί δεν µας 
ενδιαφέρει. Των υπολοίπων οι τιµές κυµαίνονται εντός των ορίων 
ανεξαρτησίας και συνεπώς µπορούµε να τα χαρακτηρίσουµε σχεδόν 
ανεξάρτητα αφού πολύ λίγα είναι αυτά που δεν είναι ανεξάρτητα. 
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Γενικά, µόνο όταν ο νευρώνας δεν βρίσκεται σε περίοδο αδρανείας η 
είσοδος µπορεί να προκαλέσει πυροβολισµό, εάν φυσικά είναι διεγερτική. 
Έτσι το µοντέλο µας µε µηχανισµό διέγερσης και αποδιέγερσης παράγει ISIs 
που πλησιάζουν την κατανοµή Poisson και είναι σχεδόν ανεξάρτητα. 
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Εικόνα 10: 
Γραφική παράσταση αυτοσυσχέτισης για το L.I&F νευρώνα µε µηχανισµό 
ισοζυγίου διέγερσης – αποδιέγερσης στην περίπτωση ισοζυγίου 80 
διεγέρσεων και 20 αποδιεγέρσεων. Στον άξονα των Χ παρουσιάζεται ο 
αριθµός (lag) των χρονικών βηµάτων (time steps) µε βάση τα οποία η χρονική 
σειρά µετακινείται σε σχέση µε τον εαυτό της. Ο άξονας των Υ δηλώνει εάν 
υπάρχει ανεξαρτησία ή όχι στο διάστηµα µας (MatLab Tutorial). Οι 
διακεκοµµένες γραµµές δηλώνουν τα όρια ανεξαρτησίας. Όσα διαστήµατα 
είναι εντός των διακεκοµµένων γραµµών είναι ανεξάρτητα µεταξύ τους ενώ 
όσα είναι εκτός είναι εξαρτηµένα (Tuckwell 1988). Το πρώτο χρονικό βήµα 
εξαρτάται όχι µόνο από την είσοδο του νευρώνα, γιατί χωρίς διεγερτική 
είσοδο δεν µπορεί να πυροβολήσει, αλλά κυρίως από την περίοδο αδρανείας 
που υπάρχει στο µοντέλο. Έτσι, το χρονικό βήµα µε αριθµό 0 (το πρώτο) 
είναι το µόνο πλήρως εξαρτηµένο. Των υπολοίπων οι τιµές κυµαίνονται εντός 
των ορίων ανεξαρτησίας και συνεπώς µπορούµε να τα χαρακτηρίσουµε 
σχεδόν ανεξάρτητα αφού πολύ λίγα είναι αυτά που δεν είναι ανεξάρτητα. 
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3.2 Fano Factor (FF) 
O FF, όπως αναφέρθηκε και στην εισαγωγή, αποτελεί την ένδειξη 
διασποράς των spikes και είναι ο µόνος από τους παράγοντες που 
εξετάζουµε, ο οποίος δεν µελετά τα ISIs, αλλά τα spikes που δηµιουργούνται 
στο spike train εξόδου. Οι ισχυρισµοί ότι έρχεται να δώσει λύση στο 
πρόβληµα του Cv που αποδίδει πλήρη χαρακτηρισµό της µεταβλητότητας όχι 
µόνο όταν η εµφάνιση ενός spike εξαρτάται από τον χρόνο που 
δηµιουργήθηκε το προηγούµενο (Gabbiani & Koch 1998, Koch 1999), 
οδηγούν και στη δική µας έρευνα, στην οποία θέλουµε να µελετήσουµε την 
ισχύ του ισχυρισµού αυτού. Τα αποτελέσµατα που ακολουθούν αφορούν τον 
συγκεκριµένο παράγοντα και είναι µετρήσεις από το δικό µας L.I&F µοντέλο. 
Στην εικόνα 11a παρατηρούµε τη διακύµανση των spikes, σαν συνάρτηση 
του µέσου όρου τους στην περίπτωση ισοζυγίου 80 διεγέρσεων και 20 
αποδιεγέρσεων στο µοντέλο µας, περίπτωση την οποία θεωρούµε καλύτερη 
και συνεχίζουµε να µελετούµε. Η διακύµανση είναι αυτή που αυξάνεται 
γραµµικά καθώς αυξάνεται και ο µέσος όρος του αριθµού των spikes (mean 
spike count). Επίσης τα spike trains µε µικρό spike count, έχουν ένδειξη 
διασποράς µικρότερη από 1. Η διασπορά αυτή υπολογίζεται από την κλίση 
της γραφικής παράστασης και αντιπροσωπεύει τον FF (από την εξίσωση 3).  
Από τη θεωρία και τον ορισµό του FF ξέρουµε ότι όταν η διακύµανση των 
spike trains ακολουθεί κατανοµή Poisson τότε ο παράγοντας αυτός παίρνει 
τιµή ίση µε ένα (F(T)=1) και τα spike trains που είναι περισσότερο 
κανονισµένα από Poisson, έχουν ένδειξη διασποράς µικρότερη από ένα. 
Επίσης, σε Poisson κατανοµή τα spikes είναι ανεξάρτητα και τυχαία.   
Από τα δικά µας αποτελέσµατα, παρατηρούµε ότι κλίση της δικής µας 
γραφικής παράστασης, βρίσκεται πολύ κοντά στο 1. Έτσι µπορούµε να 
πούµε ότι τα δικά µας spike trains προσεγγίζουν την κατανοµή Poisson. Στα 
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αποτελέσµατα αυτά είχαµε καταλήξει και από τα ιστογράµµατα της εικόνας 
9c, στην οποία φαίνεται η περίπτωση ισοζυγίου 80 διεγέρσεων και 20 
αναστολών, την οποία και µελετούµε. Επίσης παρατηρούµε ότι η εξάρτηση 
µεταξύ διακύµανσης και µέσου όρου του αριθµού των spikes (mean spike 
count) είναι γραµµική.   
 Η γραµµική εξάρτηση της διακύµανσης και του µέσου όρου των spikes  
είχε αποδειχθεί και από τους Gabbiani & Koch (1998) όπως φαίνεται και από 
την εικόνα 11b, η οποία είναι µια δική τους γραφική παράσταση (Gabbiani & 
Koch (1998), figure 9.8). Από την εικόνα αυτή φαίνεται επίσης ότι και τα spike 
trains που είναι κανονικότερα από τα Poisson, έχουν ένδειξη διασποράς 
µικρότερη από 1. Οι Gabbiani & Koch (1998) χρησιµοποίησαν ένα I&F 
µοντέλο χωρίς διαρροή και στην εικόνα 11b βλέπουµε τη διακύµανση του 
µέσου όρου των spikes για τα δικά τους παραδείγµατα. Η καµπύλη µε την 
µεγαλύτερη διακύµανση αφορά µια προσοµοίωση ενός µοντέλου του retinal 
ganglion κυττάρου. Τα αποτελέσµατα από την προσοµοίωση Poisson 
µοντέλου µε 2ms περίοδο αδρανείας απεικονίζει η λεπτή συνεχής γραµµή. Η  
προσοµοίωση του µοντέλου τους µε Gamma κατανεµηµένα ISI τάξεως 2 
φαίνεται από τη διακεκοµµένη γραµµή. Τέλος η έντονη γραµµή δηλώνει ότι 
για δοθέν µέσο όρο spikes, η καµπύλη της διακύµανσης είναι υψηλότερη από 
τη διακύµανση Poisson spike train. 
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Εικόνα 11 
a: Η διακύµανση των spikes σαν συνάρτηση του µέσου όρου τους για την 
περίπτώση ισοζυγίου 80 διεγέρσεων και 20 αποδιεγέρσεων,  στο L.I&F µοντέλο 
µας. Στη γραφική αυτή παράσταση φαίνονται τα πειραµατικά αποτελέσµατα 
καθώς και η γραµµική συσχέτιση που προκύπτει από αυτά, µεταξύ της 
διακύµανσης και του αριθµού των spikes. Η κλίση της γραφικής παράστασης 
αντιπροσωπεύει τον FF και βρίσκεται πολύ κοντά στο 1, άρα τα spike trains 
προσεγγίζουν την κατανοµή Poisson. Επίσης η εξάρτηση µεταξύ διακύµανσης 
και µέσου όρου του αριθµού των spikes (mean spike count) είναι γραµµική. Η 
προσοµοίωση έγινε µε 2ms περίοδο αδρανείας. b: Η διακύµανση σαν 
συνάρτηση του mean spike count σε διάφορα παραδείγµατα (η κλίση των 
γραµµών αυτών είναι ο Fano Factor από την εξίσωση 9.14 του άρθρου των 
Gabbiani & Koch, 1998). Η καµπύλη µε τη µεγαλύτερη διακύµανση (dotted line), 
αφορά µια προσοµοίωση ενός µοντέλου του retinal ganglion κυττάρου, όπως 
διευκρινίζεται στην εικόνα 9.6 του άρθρου των Gabbiani & Koch (1998). Για 
δοθέν mean spike count, η καµπύλη διακύµανσης είναι πιο ψηλά από την τη 
διακύµανση Poisson spike train (χοντρή συνεχής γραµµή), υποδηλώνοντας ότι η 
διακύµανση αυξάνεται όπως και ο µέσος αριθµός των spikes. Προσθέτοντας 
περίοδο αδρανείας 2ms στο Poisson µοντέλο (λεπτή συνεχής γραµµή) η 
κατανοµή των spikes γίνεται πιο οµαλή, καθώς η διακύµανση του µοντέλου µε 
gamma κατανεµηµένα ISI τάξεως 2 (διακεκοµµένη γραµµή) είναι µόνο το µισό 
από τον µέσον αριθµό των spikes (εικόνα από τους Gabbiani & Koch 1998). 
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Στην εικόνα 12 παρατηρούµε επίσης πειραµατικά αποτελέσµατα από το 
µοντέλο µας στα οποία φαίνεται η διακύµανση στον αριθµό των spikes που 
παράγονται. Τα πειραµατικά αποτελέσµατα αφορούν την περίπτωση 
ισοζυγίου 80 διεγέρσεων και 20 αποδιεγέρσεων. Το χρονικό παράθυρο που 
εκτείνονται τα αποτελέσµατα µας, είναι ο µέσος υπολογίσιµος χρόνος (mean 
spike count) και κυµαίνεται από µηδέν µέχρι και περίπου 30msec. Το 
διάστηµα αυτό είναι µικρό χρονικά, αλλά µπορεί να επαληθεύσει τη θεωρία 
κατά την οποία βασίζεται ο FF όταν τα παραγόµενα spikes ακολουθούν 
κατανοµή Poisson. Η θεωρία αυτή δηλώνει ότι για µικρά χρονικά διαστήµατα 
(Τ < 0.1sec ή αλλιώς Τ < 10-1msec ) η διακύµανση βρίσκεται κοντά στη 
µονάδα. Αξίζει να σηµειωθεί ότι στην εικόνα 12 η τιµή του FF δεν παρεκκλίνει 
πάρα πολύ από τη µονάδα µε την περίπτωση ισοζυγίου 80 διεγέρσεων και 20 
αποδιεγέρσεων να πλησιάζει την κατανοµή Poisson.  
Η περίοδος αδρανείας που υλοποιείται στο µοντέλο µας επηρεάζει τη 
παραγωγή των spikes αφού µε βάση αυτή αποτρέπεται η παραγωγή spikes 
όταν ο νευρώνας βρίσκεται σε περίοδο αδρανείας. Οι µικρές παλινδροµήσεις 
στη γραφική µας παράσταση είναι συνέπεια της περιόδου αδρανείας, χωρίς 
όµως να αποκλίνουν την πορεία της γραφικής παράστασης από την 
προσέγγιση της τυχαίας κατανοµής Poisson και να δηµιουργούν διακύµανση 
κατά πολύ µεγαλύτερη της µονάδας (δηλαδή FF >> 1).  
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Εικόνα 12: 
Η διακύµανση στον αριθµό των spikes που παράγονται η οποία βρίσκεται 
κοντά στη µονάδα. Η τιµή του FF δεν αποκλίνει από τη µονάδα όπως ορίζει η 
κατανοµή Poisson. Οι µικρές παλινδροµήσεις είναι συνέπεια της περιόδου 
αδρανείας, χωρίς όµως να αποκλίνουν την πορεία της γραφικής παράστασης 
από την προσέγγιση της τυχαίας κατανοµής Poisson και τη διακύµανση κατά 
πολύ µεγαλύτερη του ενός.  
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3.3 Ο παράγοντας IR και το µέτρο mi 
Οι παράγοντες οι οποίοι έχουν µελετηθεί µέχρι τώρα, είχαν σχέση µε την 
µεταβλητότητα των διαστηµάτων, αλλά και των spikes, όταν ο ρυθµός 
πυροδότησης του νευρώνα (firing rate) είναι σταθερός. Τι γίνεται όµως στην 
περίπτωση που ο ρυθµός αυτός δεν είναι σταθερός; Τι γίνεται στην 
περίπτωση που ο ρυθµός πυροδότησης αλλάζει ραγδαία αλλά το Cv µε τον 
τρόπο που υπολογίζει την µεταβλητότητα, θεωρεί τη συχνότητα σταθερή 
(µονολιθική συχνότητα) αποκλίνοντας έτσι κατά πολύ από την πραγµατική 
συχνότητα; Τότε το Cv συµπεριλαµβάνει συµβολές από τη µεταβλητότητα του 
ρυθµού πυροδότησης. Τουλάχιστον έτσι ισχυρίζονται οι Davies, Gerstein και 
Baker (2006) οι οποίοι προτείνουν λύση στο πρόβληµα αυτό τον παράγοντα 
IR. Επιπρόσθετα για να µπορέσει το IR να υπολογισθεί πιο εύκολα, 
χρησιµοποιείται και ένα µέτρο, το mi.  
Τα δικά µας αποτελέσµατα που αφορούν το mi φαίνονται στον πίνακα 1. 
Το mi αντιπροσωπεύει τα µεταβλητά διαστήµατα και στον πίνακα 1 φαίνεται 
µέρος των αποτελεσµάτων µας από το m0 µέχρι και το m35. Τα αποτελέσµατα 
είναι από την περίπτωση ισοζυγίου 80 διεγερτικών και 20 ανασταλτικών 
εισόδων, σε δυο διαφορετικές συχνότητες. Παίρνουµε αποτελέσµατα µόνο 
από την συγκεκριµένη περίπτωση ισοζυγίου επειδή είναι αυτή που 
προσεγγίζει καλύτερα την θεωρητική καµπύλη Cv vs ∆tΜ η οποία πρέπει να 
ισχύει όταν τα spike trains ακολουθούν την κατανοµή Poisson (δες εικόνες 8 
και 9). 
Στον πίνακα 1 λοιπόν, παρατηρούµε ότι το mi παίρνει τιµή διάφορη του 
µηδενός µόνο όταν το διάστηµα που ακολουθεί δεν έχει την ίδια χρονική 
διάρκεια µε το γειτονικό του, δικαιολογώντας έτσι και τον ορισµό του. Όταν 
δυο γειτονικά διαστήµατα έχουν την ίδια χρονική διάρκεια, το mi έχει τιµή 
µηδέν αφού τα συγκεκριµένα δεν είναι ακανόνιστα. Επίσης φαίνεται ότι όσο 
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µεγαλώνει η συχνότητα εξόδου και µαζί και ο αριθµός των spikes που 
παράγονται, τόσο πιο λίγα ακανόνιστα διαστήµατα έχουµε. Το mi δηλαδή 
παίρνει πιο συχνά τιµή 0.   
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a.      b. 
mi duration of intervals (ms)  mi duration of intervals (ms) 
2.73 3  0 3 
1.4307 46  0.4055 3 
1.0678 11  1.7918 2 
0.9651 32  1.3863 12 
3.7377 84  0.8473 3 
2.9704 2  0.539 7 
0.5725 39  0.539 12 
0.6931 22  0.5596 7 
0.8979 11  0.4055 4 
0.2007 27  0.6931 6 
0.8575 33  1.7918 3 
0 14  1.0986 18 
1.9459 14  0.6931 6 
3.5264 2  0 3 
1.3863 68  0.4055 3 
0.5306 17  2.8904 2 
0.5306 10  2.1972 36 
2.1401 17  0.6931 4 
2.1972 2  0.47 8 
1.0217 18  0.47 5 
1.3471 50  0.2231 8 
0.2683 13  0.1054 10 
1.5106 17  0.8109 9 
1.3481 77  0.2231 4 
1.1151 20  0.47 5 
0.2586 61  0.4055 8 
1.4791 79  0.4055 12 
0.2513 18  0.2877 8 
1.0296 14  1.0986 6 
1.335 5  0 2 
0.0513 19  0 2 
1.0498 20  1.9459 2 
0.3365 7  1.9459 14 
0.3365 5  0 2 
2.2736 7  1.5041 2 
2.6101 68  1.0986 9 
 
Πίνακας 1: 
Ισοζύγιο 80 διεγερτικών εισόδων και 20 ανασταλτικών µε: a: πιθανότητες συχνότητας 
παραγωγής spikes στην είσοδο 54 Hz, mean ISI = 26.32ms και Cv = 0.9 και b: 269Hz 
συχνότητα εισόδου, mean ISI = 6.66ms και Cv=0.8, στον οποίο φαίνονται µόνο τα m0 
µέχρι και m35. Το mi το οποίο αντιπροσωπεύει τα παράτυπα διαστήµατα, έχει τιµή 
διάφορη του µηδενός µόνο όταν το διάστηµα που ακολουθεί δεν έχει την ίδια χρονική 
διάρκεια µε το γειτονικό του. Όταν δυο γειτονικά διαστήµατα έχουν την ίδια χρονική 
διάρκεια το mi έχει τιµή µηδέν (πιο έντονες τιµές). 
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Το IR είναι η µέση τιµή του mi και πρόκειται να δώσει όλες τις σχετικές 
πληροφορίες που αφορούν τη µεταβλητότητα των διαστηµάτων αλλά και την 
αποφυγή του θορύβου στις µετρήσεις µας, σε σύγκριση µε το Cv, όταν το firing 
rate εισόδου δεν είναι σταθερό και δεν περιορίζεται στη µονολιθική 
συχνότητα. Στην εικόνα 13a, παρατάσσονται το IR και το Cv από πειραµατικά 
αποτελέσµατα και πάλι για το ισοζύγιο 80 διεγερτικών και 20 ανασταλτικών 
εισόδων, από τις µετρήσεις του δικού µας µοντέλου. Παρατηρώντας την πιο 
κάτω εικόνα βλέπουµε ότι Cv και IR, είναι γραµµικά συνδεδεµένα, χωρίς να 
είναι και ίσα.     
Στην γραφική παράσταση της εικόνας 13b φαίνονται τα αποτελέσµατα 
των Davies, Gerstein και Baker (2006). Η διακεκοµµένη γραµµή από την 
γραφική παράσταση της εικόνας 13b, δηλώνει την ισότητα µεταξύ των δυο 
παραγόντων, ενώ η κανονική είναι το αποτέλεσµα από τη δική τους 
προσοµοίωση σε Gamma κατανοµές διαστηµάτων µε σταθερό ρυθµό και 
τάξη. Από τη γραφική παράσταση στην εικόνα 13b οι Davies, Gerstein και 
Baker (2006) κατέληγαν στο συµπέρασµα ότι το Cv και IR είναι ίσα. ∆ηλώνουν 
επίσης πως η διαφορά µεταξύ του Cv και του IR είναι φαινοµενική όταν 
µελετούν την εκτίµηση του προβλήµατος και βρίσκεται στον τρόπο 
υπολογισµού των δυο παραγόντων. Επιπρόσθετα, σηµειώνουν ότι το IR 
µπορεί να διακοπεί σε δυο περιπτώσεις. Η πρώτη είναι όταν κατά τη διάρκεια 
χρονικών περιόδων, υπάρχει ραγδαία αλλαγή στον ρυθµό πυροδότησης η 
τιµή του IR αυξάνεται. Η δεύτερη περίπτωση είναι όταν υπάρχει συσχέτιση 
µεταξύ διαδοχικών ISIs, τότε και πάλι το IR εξυψώνεται. Επιπλέον, η 
περίπτωση αρνητικής συσχέτισης διαστηµάτων (negative interval correlation) 
είναι µια ακόµη µορφή συσχέτισης και το γεγονός ότι το IR αυξάνεται αποτελεί 
ένα πλεονέκτηµα της µεθόδου.        
Η γραφική παράσταση των IR και Cv της εικόνας 13, έγινε µε σκοπό να 
φανεί η σχέση µεταξύ των δυο αυτών παραγόντων. Οποιαδήποτε διαφορά 
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υπήρχε στους παράγοντες αυτούς θα µπορούσε να φανεί µε τη συγκεκριµένη 
γραφική παράσταση. Από τη δική µας γραφική παράσταση φαίνεται ότι Cv και 
IR δεν είναι ίσα, επαληθεύοντας τον αρχικό µας συλλογισµό που αφορούσε 
τους καινούργιους παράγοντες που προτάθηκαν και µελετούµε και εµείς. Στην 
εικόνα 13a εµείς δεν παίρνουµε τα ίδια αποτελέσµατα µεταξύ των Davies, 
Gerstein και Baker (2006) γιατί τα δικά µας διαστήµατα δεν είναι απολύτως 
ανεξάρτητα (εικόνα 10) και αυτό αναφέρεται στη δεύτερη περίπτωση που 
προαναφέρθηκε από τους ιδίους κατά τη οποία το  IR µπορεί να παρουσιάσει 
πιο υψηλές τιµές.  
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b.  
 
Εικόνα 13: 
a: IR σε σχέση µε το Cv για προσοµοίωση µε ίδιες συχνότητες εισόδου για το 
κάθε ισοζύγιο. Η συσχέτιση µεταξύ τους είναι γραµµική και αυτό φαίνεται 
ξεκάθαρα από την πιο έντονη γραµµή της γραφικής παράστασης. b: Το IR σε 
σχέση µε το Cv για προσοµοίωση στο ίδιο σύνολο Gamma κατανοµών 
διαστηµάτων. Η διακεκοµµένη γραµµή υποδηλώνει ισότητα µεταξύ τους, ενώ 
η άλλη γραµµή είναι το αποτέλεσµα της προσοµοίωσης. Η γραφική αυτή 
παράσταση είναι αποτέλεσµα µελέτης των Davies, Gerstein & Baker (2006). 
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Κεφάλαιο 4 
 
Συµπεράσµατα 
 
Ο πρώτος παράγοντας που εµφανίστηκε για τον καθορισµό της 
µεταβλητότητας των ISIs ήταν το Cv. Μέσα όµως από συνεχείς µελέτες επί 
του αντικειµένου του νευρωνικού κώδικα, εµφανίστηκαν και άλλοι παράγοντες 
µε πρόσχηµα κάποιο πρόβληµα στο Cv. Συγκεντρώνοντας µερικούς από 
αυτούς τους παράγοντες, είχαµε σαν σκοπό µας να µελετήσουµε κατά πόσον 
οι νέο-προταθέντες αυτοί παράγοντες που προτάθηκαν για να λύσουν κάποιο 
πρόβληµα του Cv, έλυναν το πρόβληµα αυτό, µπορούσαν να 
αντικαταστήσουν το Cv  και ανταποκρίνονταν σε ότι υποστήριζαν.  
Οι παράγοντες που µελετήσαµε ήταν οι FF και IR και παρατηρήσαµε πως 
αντιδρούν στο δικό µας µοντέλο, το Leaky Integrate and Fire µοντέλο µε 
µηχανισµό διέγερσης και αποδιέγερσης. Όλες οι συγκρίσεις έγιναν σε σχέση 
µε το Cv. Πριν γίνει οποιαδήποτε σύγκριση µεταξύ των παραγόντων 
µελετούµε τα αποτελέσµατα του µοντέλου µας σε σχέση µε το Cv. Καταλήξαµε 
λοιπόν στο ότι µέσα από το δικό µας µοντέλο L.I&F παίρνουµε τιµές για τη 
µεταβλητότητα πολύ κοντά στο 0.9 οπόταν µπορούµε να µιλήσουµε για 
υψηλή µεταβλητότητα (εικόνα 8). Επίσης, τα spikes που εξάγονται από το 
µοντέλο µας, είναι σχεδόν ανεξάρτητα µεταξύ τους (εικόνα 10) και πλησιάζουν 
την εκθετική κατανοµή (ιστογράµµατα κατανοµών εικόνας 9).  
Αυτό σηµαίνει ότι µε τη δική µας υλοποίηση του µηχανισµού διέγερσης και 
αναστολής, καταφέρνουµε να έχουµε υψηλή µεταβλητότητα σε υψηλές 
συχνότητες πυροδότησης. Η τιµή στη µεταβλητότητα των διαστηµάτων, την 
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οποία παίρνει το Cv όταν η κατανοµή τους είναι εκθετική και µπορούµε να τη 
χαρακτηρίσουµε υψηλή είναι όταν παίρνει τιµή ίση µε 1, όπως αναφέρεται και 
στη θεωρία. Στη δική µας περίπτωση, δεν  παίρνουµε τιµές µέχρι και 1 γιατί 
τα διαστήµατα µας, απλά πλησιάζουν την εκθετική κατανοµή. Η τιµή 0.9 την 
οποία πλησιάζει το Cv στη δική µας περίπτωση, είναι συνέπεια της 
προσέγγισης της εκθετικής κατανοµής των διαστηµάτων µας, προσεγγίζει 
δηλαδή εκθετική κατανοµή, προσεγγίζει και την τιµή της εκθετικής κατανοµής. 
Στη συνέχεια, προχωρώντας στα αποτελέσµατα που αφορούσαν τους 
παράγοντες FF, και IR που µελετούµε καταλήγουµε σε κάποια 
συµπεράσµατα. Συγκεκριµένα, ο FF µελετά τα spikes και όχι τα διαστήµατα, 
συνεπώς όταν θέλουµε µια σφαιρική εικόνα για τη µελέτη του firing spike train 
του µοντέλου µας, χρειαζόµαστε όχι µόνο το Cv που είναι ο συντελεστής 
µεταβλητότητας των διαστηµάτων, αλλά και την ένδειξη διασποράς των 
spikes.  
Με βάση τα δικά µας αποτελέσµατα για τον FF συµπεραίνουµε ότι, ο 
συγκεκριµένος αντιδρά όπως και το Cv αλλά ο µεν πρώτος αφορά τον 
χαρακτηρισµό των spikes, το δε Cv τον χαρακτηρισµό των διαστηµάτων. Έτσι 
επαληθεύεται το γεγονός ότι δεν αφήνει πληροφορίες αποµακρυσµένων 
spikes να χαθούν, αφού δεν υπάρχει περίπτωση να µην συµπεριληφθούν 
στον υπολογισµό. Η µέθοδος του διαχωρισµού του firing spike train είναι αυτή 
η οποία επιτρέπει πιο αναλυτική µελέτη στο spike train και είναι αυτή που 
κάνει τον FF σηµαντικό παράγοντα όσον αφορά την επεξεργασία της 
ακολουθίας εξόδου.  
Σε καµία περίπτωση όµως ο FF δεν µπορεί να αντικαταστήσει το Cv γιατί 
έτσι θα έχουµε µελέτη µόνο των spikes από το spike train και όχι ολόκληρου 
του spike train. Η µελέτη ολόκληρου του spike train χρειάζεται για το λόγο του 
ότι παίρνουµε µια σφαιρική εικόνα για την πληροφορία που µεταφέρεται µέσα 
από τους νευρώνες, αφήνοντας εκτός το ενδεχόµενο να παραλείψουµε µέρος 
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της πληροφορίας, µιας και η µελέτη του νευρωνικού κώδικα είναι µια 
νεοεισερχόµενη µέθοδος. Συνεπώς ο συνδυασµός των δυο αυτών 
παραγόντων µπορεί να µας δώσει καλύτερα αποτελέσµατα για τη µελέτη 
ολόκληρου του spike train αποκλείοντας την πιθανότητα παράληψης κάποιου 
µέρους από την πληροφορία που µεταφέρεται και προέρχεται από το spike 
train το οποίο µελετάται. 
Ο άλλος παράγοντας που µελετήσαµε, το IR, έρχεται για να δώσει λύση 
στο πρόβληµα µεταβολής του firing rate εξόδου και κατά συνέπεια στη 
συµπερίληψη εισβολών θορύβου στο Cv. Οι Davies, Gerstein & Baker (2006), 
που ήταν και αυτοί που πρότειναν το IR, υποστηρίζουν ότι επιλύνει το 
πρόβληµα της παρεµβολής θορύβου στο Cv όταν η συχνότητα πυροδότησης 
µεταβάλλεται. Μέσα από τη γραφική τους παράσταση, εικόνα 13b, 
παρουσιάζουν το IR ίσο µε το Cv και µας εξηγούν ότι η διαφορά µεταξύ των 
δυο είναι φαινοµενική και εναπόκεινται στον τρόπον υπολογισµού των δυο 
παραγόντων. Για τον υπολογισµό του IR απαιτείται  µόνο ο ρυθµός 
πυροδότησης να είναι σταθερός µεταξύ µόνο δυο γειτονικών διαστηµάτων, 
αυτών που χρησιµοποιούνται για το  mi  µέτρο, ενώ το Cv χρειάζεται σταθερό 
ρυθµό πυροδότησης σε ολόκληρο το spike train, γεγονός που γίνεται εφικτό 
µόνο στην περίπτωση που στο spike train εξόδου δεν µπορούν να υπάρξουν 
µεγάλες εναλλαγές στη συχνότητα πυροδότησης.  
Μέσα από µια πρώτη µατιά στη δική µας γραφική παράσταση δεν 
βλέπουµε ισότητα µεταξύ των δυο παραγόντων και αµέσως µπορούµε να 
διαψεύσουµε τους Davies, Gerstein και Baker (2006). Μελετώντας όµως 
καλύτερα τις περιπτώσεις του IR, όπως οι Davies, Gerstein και Baker (2006) 
τις παρουσιάζουν, συµφωνούµε µε τα δικά τους αποτελέσµατα, αφού οι ίδιοι 
υποστηρίζουν πως σε συνδεδεµένα µεταξύ τους διαστήµατα, είτε θετικά είτε 
αρνητικά συνδεδεµένα, το IR παίρνει πιο ψηλές τιµές και αυτό φαίνεται στα 
δικά µας αποτελέσµατα της εικόνας 13a.  
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Συνεπώς, µετά από τη δική µας γραφική παράσταση (εικόνα 13a), δεν 
µπορούµε παρά να υποστηρίξουµε το γεγονός της ύπαρξης του IR 
παράγοντα και της θεώρησης του ακόµη και ως ενός από τους καλύτερους 
παράγοντες, σε σύγκριση µε το Cv, όπως φαίνεται και από τη γραφική 
παράσταση στην εικόνα 2  των Ponce-Alvarez, Kilavik και Riehle [20] που και 
αυτοί συµφωνούν µε τους Davies, Gerstein και Baker (2006). Το IR είναι ένας 
παράγοντας που µπορεί να υπολογίζει την µεταβλητότητα των διαστηµάτων, 
µε λιγότερες παρεµβολές σε σχέση µε το Cv. 
Το firing rate εισόδου, δεν µπορεί να ακολουθεί πάντα µια σταθερή 
µορφή. Κάθε νευρώνας εξαγάγει σήµατα σε διαφορετικές συχνότητες, 
ανάλογα µε την πληροφορία που µεταφέρεται καθώς και την είσοδο την οποία 
δέχθηκε. Με βάση το γεγονός ότι η είσοδος σε κάποιο νευρώνα γίνεται η 
έξοδος από έναν άλλο νευρώνα µε τον οποίο συνδέετε, τότε δεν µπορούµε να 
έχουµε σταθερό firing rate. Στην περίπτωση λοιπόν που το firing rate 
µεταβάλλεται, παύει να ισχύει η προσέγγιση που κάνει το Cv στη συχνότητα 
εισόδου. Αυτό συµβαίνει γιατί το Cv θεωρεί τη συχνότητα στο spike train 
εξόδου σταθερή και όταν υπάρχουν µεγάλες εναλλαγές σε αυτήν δεν µπορεί 
να την προσεγγίσει σωστά. Πολύ κοντά στην πραγµατική τιµή της συχνότητας 
µπορεί να έχει το Cv µόνο όταν το spike train εξόδου είναι µικρό, για µικρό 
δηλαδή χρονικό διάστηµα. Γενικά, ο ρυθµός πυροδότησης εισόδου, 
µεταβάλλεται ανάλογα µε την πληροφορία που µεταφέρεται και έτσι δεν 
µπορεί να παραµένει πάντα σταθερός. Η µόνη περίπτωση κατά την οποία το 
firing rate µπορεί να είναι σταθερό είναι όταν το spike train εξόδου είναι µικρό 
καθώς επίσης και όταν η πληροφορία η οποία µεταφέρεται σε αυτό είναι και 
πάλι µικρή.  
Η δική µας περίπτωση µελέτης του IR, επαληθεύει µια περίπτωση του 
κατά την οποία παίρνει υψηλότερες τιµές. Με βάση λοιπόν την επαλήθευση 
αυτή και έχοντας κατά νου τις πιο πάνω σκέψεις, καταλήγουµε στο 
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συµπέρασµα ότι ο IR παράγοντας είναι ένας ξεχωριστός και βοηθητικός 
παράγοντας για τη µελέτη των ISIs που µπορεί να χρησιµοποιηθεί για 
βελτίωση των αποτελεσµάτων του Cv ή ακόµη και µόνος του, αντικαθιστώντας 
το Cv. Η περίπτωση στην οποία µπορεί να δώσει καλύτερα αποτελέσµατα 
είναι η περίπτωση που το χρονικό διάστηµα στο οποίο παίρνουµε το spike 
train είναι µεγάλο γιατί αυτή είναι και η περίπτωση που το Cv αντιµετωπίζει 
προβλήµατα στον τρόπο υπολογισµού της µεταβλητότητας των διαστηµάτων. 
Εν κατακλείδι, ανάλογα µε το τι θέλουµε να µελετήσουµε µπορούµε να 
χρησιµοποιήσουµε τον συνδυασµό των IR ή Cv µε τον FF είτε έναν από τους 
δύο µόνους τους. Αν θέλουµε να εξετάσουµε ολόκληρο το spike train, χωρίς 
την πιθανότητα παράληψης µέρους της πληροφορίας προερχόµενης από το 
spike train, τότε χρησιµοποιούµε τον FF σε συνδυασµό µε το Cv, εάν φυσικά 
έχουµε ένα spike train το οποίο παράχθηκε σε µικρό χρονικό διάστηµα. Εάν 
έχουµε ένα spike train το οποίο παράχθηκε σε µεγάλο χρονικό διάστηµα, τότε 
ο παράγοντας τον οποίο θα χρησιµοποιήσουµε µαζί µε τον FF είναι το IR. Με 
αυτές τις δυο περιπτώσεις συνδυασµού µελετούµε τόσο την µεταβλητότητα 
των ISIs, όσο και τα spikes, έχοντας µιαν ένδειξη της διασποράς τους.  
Στην περίπτωση όµως που µας ενδιαφέρει αποκλειστικά και µόνο είτε η 
µεταβλητότητα των ISIs, είτε η διασπορά των spikes, επικεντρωνόµαστε σε 
έναν από τους συντελεστές µεταβλητότητας IR ή Cv, είτε στην ένδειξη 
διασποράς των spikes, FF, αντίστοιχα. Επίσης για µεγάλο χρονικό διάστηµα 
προσοµοίωσης µπορούµε να χρησιµοποιήσουµε τον IR παράγοντα αντί του 
Cv, αποφεύγοντας τις παρεµβολές από τις εναλλαγές της συχνότητα 
πυροδότησης. Ο IR παράγοντας θα µπορούσε επίσης να χρησιµοποιηθεί και 
σαν αντικαταστάτης του Cv αποφεύγοντας έτσι οποιαδήποτε περίπτωση 
µεγάλων παραλλαγών συχνότητας που το Cv δεν µπορεί να ανταποκριθεί 
σωστά, µε βάση όλα όσα προαναφέρθηκαν πιο πάνω. 
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Από την όλη µελέτη που έγινε για την κατανόηση του θέµατος, είχαµε δει 
και κάποιους άλλους παράγοντες όπως το LV (Local Variation), το SI και το 
Cv2. Το LV ονοµάζεται τοπική µεταβλητότητα των ISIs και είναι σχεδόν 
σταθερή για κάθε spike των ίδιων νευρώνων. Το SI που επιτρέπει τον 
υπολογισµό των παραµέτρων του spike – train σε γ-κατανεµηµένη εξίσωση 
πυροβόλησης. Το Cv2 επίσης ο οποίος είναι ο τοπικός συντελεστής 
µεταβλητότητας όπου εµφανίστηκε για την σύγκριση της µεταβλητότητας 
πυροδότησης. Τους παράγοντες αυτούς θα µπορούσαµε επίσης να τους 
εφαρµόσουµε στο µοντέλο µας και να πάρουµε τα δικά µας αποτελέσµατα 
κάνοντας τη δική µας µελέτη γι’ αυτούς και καταλήγοντας στα δικά µας 
συµπεράσµατα.  
Επίσης, είχαµε βρει ακόµη ένα παράγοντα, ο οποίος ισχυρίζονταν ότι 
ήταν ίσος µε τον Fano Factor που εφαρµόσαµε στο µοντέλο µας. Ο 
παράγοντας αυτός ήταν ο τετραγωνικός συντελεστής µεταβλητότητας 
(Squared coefficient of variation Cv
2). Αυτός ο επιπρόσθετος παράγοντας, 
µαζί µε τους LV και SI που προαναφέρθηκαν, µπορούν να δώσουν το κίνητρο 
για µια επιπλέον µελλοντική εργασία. Υπολογίζετε από τον τύπο:  
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=   (Εξίσωση 8) 
 
Όπου Var[X] είναι το τετράγωνο της τυπικής απόκλισης των διαστηµάτων 
και E[X]2 είναι το µέσο των διαστηµάτων µεταξύ των spikes υψωµένο στο 
τετράγωνο (Nawrot, Boucsein, Molina, Riehle, Aertsen, Rotter, 2008). 
Παρατηρούµε ότι από  τον τύπο φαίνεται να είναι το Cv υψωµένο στο 
τετράγωνο και µας δηµιουργείται η απορία, πώς ένας παράγοντας που 
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επεξεργάζεται τα διαστήµατα µπορεί να είναι ίσος µε τον FF παράγοτα που 
όπως είδαµε µελετά τα ίδια τα spikes. Καθώς επίσης και ποίος ήταν ο λόγος 
που αναγκάστηκαν να υψώσουν τον συντελεστή µεταβλητότητας στο 
τετράγωνο και τώρα να έχουµε σαν νεοεµφανιζόµενο παράγοντα το Cv
2. 
Ο υπολογισµός των LV, SI, Cv
2 και Cv2 µε βάση το spike train εξόδου που 
προέρχεται από το L.I&F µοντέλο που υλοποιήσαµε, µε τον µηχανισµό 
διέγερσης και αποδιέγερσης, θα έδινε τροφή για ακόµη µια έρευνα σαν και 
αυτή.  
Τόσο το Cv2 όσο και άλλους δυο παράγοντες (LV, SI), χρησιµοποιούν και 
οι Ponce-Alvarez, Kilavik και Riehle (2009) στη δική τους πρόσφατη έρευνα 
και µέσα από τα δικά τους αποτελέσµατα τον προτείνουν ως τον καλύτερο 
παράγοντα από αυτούς που εξετάζουν, για χρονική ανάλυση δεδοµένων. 
Αφού λοιπόν ο παράγοντας αυτός είναι τόσο πολύ συζητηµένος, ενδιαφέρον 
θα ήταν µια µελλοντική εργασία, η οποία θα πρόσθετε στην ήδη υπάρχουσα 
και άλλους παράγοντες.  
Με το δικό µας L.I&F µοντέλο, θα µπορούσαµε να πάρουµε και πάλι 
µετρήσεις για όλους τους παράγοντες που προαναφέρθηκαν και να 
καταλήξουµε στα δικά µας συµπεράσµατα γι’ αυτούς. Επιπλέον, µε τους 
τέσσερις καινούργιους παράγοντες (LV, SI, Cv
2, Cv2) και τους άλλους τρεις 
που ήδη µελετήσαµε (Cv, FF, IR), καλό θα ήταν αν µπορούσαµε να έχουµε τις 
εξισώσεις τους συναρτήσει του mi, έτσι ώστε η σύγκριση να γίνει πιο εύκολα. 
Ακόµη, µια γραφική παράσταση όπως και την εικόνα 2 (Ponce-Alvarez, 
Kilavik και Riehle 2009) θα ήταν απαραίτητη για µια καλή σύγκριση µεταξύ 
όλων των παραγόντων, αυτών που έχουµε σκοπό στο µέλλον να 
µελετήσουµε αλλά και αυτών που ήδη ασχοληθήκαµε. 
Τέλος, αφού παρατηρούσαµε την εξέλιξη όλων των παραγόντων µέσα 
από το L.I&F µοντέλο το οποίο υλοποιήσαµε, θα µπορούσαµε να πάρουµε 
πραγµατικά πειραµατικά αποτελέσµατα από βάσεις δεδοµένων που ήδη 
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υπάρχουν και να µελετήσουµε πώς αυτοί οι παράγοντες µεταβάλλονται σε 
πραγµατικά δεδοµένα. Επίσης, να συγκρίνουµε τις µεταβολές από 
πειραµατικά και τεχνητά αποτελέσµατα όλων των παραγόντων και να 
παρατηρήσουµε εάν µεταξύ τους τα αποτελέσµατα από τους παράγοντες 
συνάδουν. 
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Παράρτηµα 
Ο κώδικας που ακολουθεί αφορά την περίπτωση ιοζυγίου 80 διεγέρσεων και 
20 αποδιεγέρσεων για συχνότητα εισόδου 269Hz (πιθανότητα που καθορίζει 
την συχνότητα εισόδου 0.003). Τόσο η πιθανότητα που ρυθµίζει την 
συχνότητα εισοδου, όσο και το ισοζύγιο αλλάζονται κάθε φορά µέσα από το 
πρόγραµµα στα αντίστοιχα σηµεία που τα ορίζουν. Ο κώδικας έτρεξε µέσω 
cygwin και συνεπώς µπορεί να δουλέψει µέσω Unix. Οι εντολές που 
χρησιµοποιήθηκαν για να τρέξει και να παραχθεί το αρχείο .exe ήταν: 
gcc <όνοµα_αρχείου.c> -o <όνοµα_αρχείου_exe> 
και στη συνέχεια:  
./< όνοµα_αρχείου_exe > 
 
 
#include <stdio.h> 
#include <math.h> 
#include <stdlib.h> 
 
#define probability 0.003 //Pithanotita pou kathorizei ti sixnotita 
eisodou 
#define ff_interval 50 //Diastima xronikis akolouthias pou 
metriete o FF 
 
 
int main(void) 
{ 
 //Xronos 
int t=0;   
//Metritis pou ypologizei ta xronika diastimata gia ton FF   
int counter_ff_interval = 0;  
//Kathorismos tis periodou adraneias 
int refract = 0; 
//Arithmos twn eiserxomenwn spikes 
 int sum_input_spikes=0;   
 //Ola ta spike trains 
int input_spikes[100][1000]; 
//Interspike Intervals  
 int isi[1000]; 
 //Ta diastimata stin eksodo 
 int intervals[1000];    
 int j=0, c=0, i=0, z=0,k=0; 
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 int num_output_spikes=0; 
//Athroisma spike count 1 
 double spike_count_sum=0; 
//Athroisma spike count 2    
double spike_count_sum_2=0; 
//Apotelesma tis diairesis random timis me tin pithanotita pou 
kathorizei ti sixnotita eisodou  
double noise; 
//Random timi       
 double random; 
//Sixnotita eisodou      
 double sixnotita;  
 //Dinamiko tou modelou    
 double v[1000];  
 //Revmata diegersis kai apodiegersis 
 double Iex=0,Iin=0; 
//Firing rate 
double r_isi_1 = 0;      
 //Periodos adraneias  
 double t_refract = 2;  
 //Antistasi tis memvranis (Rm=10MOhm)   
 double r_memvrani=10000000; 
//Dinamiko diarrois (EL=-65mV) kai dinamiko isorropias (v_0=-65mV)
   
double EL=-0.065, v_0=-0.065;  
//Dinamiko katofliou (Vth=-50mV) 
double v_threshold=-0.05;    
//Xroniki sathera tou mondelou 
double time_constant=15; 
//Typiki apoklisi 
 double variance=0; 
 double spike_count[200];   
 double diegersi=0,apodiegersi=0; 
 double counterE=0,counterI=0; 
 //Mean spike count 
double m_spike_count=0;    
 double m_isi= 0, sum= 0; 
 double typiki_apoklisi=0, sum_stdev=0, power=0; 
 double cv=0,ff=0,cv2,mi[1000],ir; 
 double mi_tested[1000]; 
 FILE *file, *fileCv, *fileFF,*fileMeanSpikeCount; 
  
//Mixanismos gia tin paragogi tixaias, Poisson akolouthias ws eisodo 
tou modelou    
 for(i=0; i<100; i++){ 
  for( j=0; j<1000; j++){ 
   random = ( rand()%10000 ) / 10000.0; 
    
   if( probability > random ){ 
    input_spikes[i][j] = 1; 
   } 
   else  
    input_spikes[i][j] = 0; 
  } 
 } 
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 //Arithmos spikes pou dimiourguthikan stin eisodo  
 fileCv = fopen("paragontes.txt","w"); 
  
 for(i=0;i<100;i++){ 
  for(j=0;j<1000;j++){ 
   if( input_spikes[i][j]==1 ){ 
    sum_input_spikes ++ ; 
   } 
  } 
 } 
 
//Ypologismos sixnotitas eisodou (osa spike dimiourgounte sto xroniko 
diastima 1000ms=1000/1000) 
 sixnotita = sum_input_spikes / (1000.0 / 1000); 
printf("Sixnotita Input Spike Train: %.2f\n\n", sixnotita); 
 fprintf(fileCv,"\n%f\t",sixnotita); 
 
 //Leaky integrate and fire modelo 
 //================================= 
 //Proti eisodos sto modelo 
 //Kathorismos diegertikon kai anastaltikon eisodon 
 t=0; 
 for (i=0; i<100; i++){ 
  if (input_spikes[i][t]== 1){ 
   if (i<80){ 
   Iex = exp(t/time_constant); 
   Iin = 0; 
 
diegersi = r_memvrani*Iex + (v_0 - EL - 
(r_memvrani*Iex))*exp(-t/time_constant); 
   apodiegersi = 0; 
 
   } 
   else if( i>=80 ) { 
   Iex = 0; 
   Iin = exp(t/time_constant); 
 
   diegersi= 0; 
apodiegersi = r_memvrani*Iin + (v_0 - EL - 
(r_memvrani*Iin))*exp(-t/time_constant); 
   } 
  } 
  else if (input_spikes[i][t]== 0){ 
   Iin=0; 
   Iex=0; 
 
   diegersi = 0; 
   apodiegersi = 0; 
  } 
   
  counterE = counterE + diegersi; 
  counterI = counterI + apodiegersi; 
 }   
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 //Ypologismos dinamikou sto modelo 
 v[t]= EL + counterE - counterI; 
 
 counterE=0; 
 counterI=0; 
  
 printf("Spike train eksodou: \n"); 
  
//Ean o neuronas vriskete se periodo adraneias to modelo den 
pirovolei 
 switch (refract){ 
  case 0:{ 
   if(v[t] >= v_threshold){ 
    refract = 1; 
    num_output_spikes= num_output_spikes+1; 
         
   fprintf(file,"\n%.0f\t",num_output_spikes); 
    isi[num_output_spikes]=t; 
   fprintf(file,"%d\t",isi[num_output_spikes]); 
    printf("1");   
   } 
  }break; 
  case 1: { 
   refract = 0;  
   printf("0"); 
   }break; 
 } 
 
 file = fopen("isi.txt","w"); 
 
 c=0; 
 
 //Ypoloipes eisodoi sto modelo 
 //Kathorismos diegertikon kai anastaltikon eisodon 
 //for (t=1; t<1000; t++){ 
 while( t < 1000){ 
   
  t = t + 1; 
 
   for (i=0; i<100; i++){ 
    if (input_spikes[i][t]== 1){ 
     if (i<80){ 
          
      Iex = exp(t/time_constant); 
      Iin = 0; 
 
      diegersi = r_memvrani*Iex + (v_0 
- EL - (r_memvrani*Iex))*exp(-t/time_constant); 
      apodiegersi = 0; 
     } 
     else if (i>=80){ 
      Iex = 0; 
      Iin = exp(t/time_constant); 
      diegersi = 0; 
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apodiegersi = r_memvrani*Iin + 
(v_0 - EL - 
(r_memvrani*Iin))*exp(-
t/time_constant); 
     } 
    } 
    else if (input_spikes[i][t]== 0){ 
     Iin=0; 
     Iex=0; 
 
     diegersi = 0; 
     apodiegersi = 0; 
    } 
 
    counterI = counterI + apodiegersi;   
    counterE = counterE + diegersi;  
   } 
 
   //Ypologismos dinamikou 
   v[t]= EL + counterE - counterI; 
   counterE=0; 
   counterI=0; 
 
//Ean o neuronas vriskete se periodo adraneias to 
modelo den pirovolei 
   switch (refract){ 
    case 0:{ 
     if(v[t] >= v_threshold){ 
      refract = 1; 
num_output_spikes= 
num_output_spikes + 1; 
    
fprintf(file,"\n%d\t",num_output_spikes); 
       
      isi[num_output_spikes]=t; 
   fprintf(file,"%d\t",isi[num_output_spikes]); 
      printf("1"); 
     } 
    }break; 
    case 1: { 
     refract = 0;  
     printf("0"); 
     }break; 
   } 
 
   //Ypologismos xronikon periodon gia ton FF 
   if ( (t%ff_interval) == 0){ 
    if (c==0) 
spike_count[c] = num_output_spikes; 
    else { 
spike_count[c] = num_output_spikes - 
counter_ff_interval; 
counter_ff_interval = counter_ff_interval 
+ spike_count[c]; 
    } 
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    c++; 
   } 
 } 
  
printf("\n\n\nApo xrono t=0ms mexri t=1000ms tha dimiourgithoun %d 
spikes\n",num_output_spikes); 
 
 //Ypologismos athroismatos dianismaton 
 for(i=0; i<num_output_spikes; i++){ 
  intervals[i] = isi[i+1] - isi[i]; 
  fprintf(file,"\n%d",intervals[i]); 
   
  sum = sum + intervals[i]; 
 } 
 
 //Ypologismos mean ISI 
 if (num_output_spikes <=1 ) 
  m_isi=0; 
 else 
  m_isi = sum / (num_output_spikes-1); 
  
 printf("\nMean Interspike Interval = %f\n",m_isi); 
 fprintf(fileCv,"%f\t",m_isi); 
 
 //Ypologismos Firing rate 
 if(m_isi==0) 
  r_isi_1=0; 
 else 
  r_isi_1 = (1/m_isi); 
 printf("\nFiring rate = %f\n",r_isi_1); 
 
 //Ypologisos typikis apoklisis diastimaton 
for(i=0; i< num_output_spikes; i++){ 
  power=pow(intervals[i] - m_isi, 2); 
 
  sum_stdev = sum_stdev + power; 
 } 
 
 typiki_apoklisi = sqrt(sum_stdev/ (num_output_spikes-1)); 
  
 /****************** -CV- *********************/ 
 if(num_output_spikes <=1) 
  cv=0; 
 else  
  cv = typiki_apoklisi/m_isi; 
   
 printf("\nTo CV einai iso me: %.4f\n",cv); 
 fprintf(fileCv,"%f\t",cv); 
 /********************************************/ 
 
 /**************** -FF- ***********************/ 
 fileMeanSpikeCount = fopen("MeanSpikeCount.txt","w"); 
 k=t/ff_interval; 
 for(z=0; z<k; z++){ 
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  spike_count_sum = spike_count_sum + spike_count[z]; 
 } 
  
 m_spike_count = spike_count_sum / k; 
 fprintf(fileMeanSpikeCount,"%f\t",m_spike_count); 
 printf("\nMean SPIKE COUNT = %.4f\n",m_spike_count); 
 
 fclose(fileMeanSpikeCount); 
  
 for(z=0; z<k; z++){ 
spike_count_sum_2 = spike_count_sum_2 + 
pow(spike_count[z],2); 
 } 
  
 variance = spike_count_sum_2/k - pow(m_spike_count,2); 
 
 fileFF = fopen("FF.txt","w"); 
 
 fprintf(fileFF,"%f\t",variance); 
 fprintf(fileFF,"%f\t",m_spike_count); 
 fclose(fileFF); 
  
 //Ypologismos mean spike count 
 if(m_spike_count==0) 
  ff=0; 
 else 
  ff = variance / m_spike_count; 
  
 printf("\nO FF einai iso me: %.4f\n",ff); 
 fprintf(fileCv,"%f\t",ff); 
 
 /********************************************/ 
 
 /************************-mi-*************************/ 
  
 for(i=0; i< (num_output_spikes-1); i++){ 
  if( (intervals[i]!=0) && (intervals[i+1]!=0)){ 
mi_tested[i]=log(intervals[i]) - log(intervals[i+1]); 
  } 
  else  
   mi_tested[i]=0; 
 
  if (mi_tested[i] < 0) 
   mi[i]=(-1) * mi_tested[i]; 
  else 
   mi[i] = mi_tested[i]; 
   
  fprintf(file,"\n%.4f",mi[i]); 
 } 
 /*******************************************************/ 
 
 /****************************-IR-***********************/ 
 sum= 0; 
 for(i=0; i<num_output_spikes; i++){ 
  sum = sum + mi[i]; 
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 } 
  
 ir = sum/num_output_spikes; 
  
 printf("\n\nTo IR einai: %.4f\n",ir); 
 fprintf(fileCv,"%.4f",ir); 
 /*******************************************************/ 
 
 fclose(file); 
 fclose(fileCv); 
 
 return 0; 
} 
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