Abstract-Real-time interactive communications, such as videoconferencing, have strong QoS requirements. Adapting such communications to network dynamics needs network management capabilities that traditional networks cannot provide. Recently, SDN has shown to be a potential solution for solving these network adaptation challenges. In a companion paper written by our team, we have proposed a videoconferencing system using SVC multicast trees built over an SDN network. This system minimizes the overall bandwidth consumption and provides the highest possible QoS to the users although it is not adaptable to network dynamics happening over the lifetime of the communication. In this paper, we complement our system, by providing efficient algorithms able to modify the connections between the participants during a videoconference in order to timely react to network changes. The simulation results confirm the efficiency of our solution in terms of time processing and bandwidth savings.
I. INTRODUCTION
Videoconferencing has become a mainstream communication method but often suffers from poor Quality of Experience (QoE). During a videoconferencing call, QoE is mainly affected by the heterogeneous participants' characteristics and their channel capacity. The wireless channel is a shared-access medium, and the available bandwidth varies with the number of hosts contending for the channel. In wireless networks, the available access bandwidth experiences quick modifications due to physical obstacles, mobility from one access network to another and channel blurring. An access link with a low bandwidth capacity can prevent the reception of a high-quality stream regardless of the participant characteristics. Traditional networks find it difficult to detect and adapt to the bandwidth variations in real time. Software Defined Networking (SDN) provides new ways to manage network bandwidth. SDN has a centralized view that allows the management of the network variations in a more efficient way.
In [1] , our team proposes algorithms that use SDN to create multicast adaptive trees with Scalable Video Coding (SVC) [2] layers inside the network. The main goal of this work is to save the network bandwidth consumption while adapting to the participants' heterogeneity. However, the proposed algorithms do not consider the dynamic adaptation to time-evolving user access bandwidth. The only solution to use them in a dynamic context is to run them again when a change occurs. This may be costly in processing time and resources. In this paper, we complete the work in [1] and propose new algorithms with a lower complexity that require less processing time and resources while minimizing the bandwidth consumption in the core network. We evaluate these algorithms through simulations and compare them to the algorithms of [1] . The simulation results show that the processing time of the new solution is much lower than that of the other algorithms. Moreover, it achieves the same bandwidth saving. This suggests that the new solution is more adapted to a dynamic context and provides high reactivity and QoS to the users, while minimizing the controller resource consumption and the used bandwidth in the core network.
The paper is organized as follows: Section II describes the problem, presents a brief state of the art on bandwidth and calls variations in a dynamic environment, and places our solution in this context. Section III details the model and assumptions of our proposal and describes our algorithms together with their complexity. Section IV details our simulation methodology, the used parameters and the results of the evaluation of the different algorithms. Finally, Section V concludes the paper.
II. MULTICAST FOR VIDEOCONFERENCE MANAGEMENT

A. Problem Statement
We consider multi-party video calls where all the participants send their video stream and receive those of the other participants. Thus, for each video stream, there are one sender and several receivers. The unicast method consists in building a path between each pair of participants while the multicast one consists in computing a tree from each sender to the receivers. A layering technique (SVC) for adapting video stream is available on each SDN switch in the core network. An adaptation of a video stream is a dropping of high-quality video layers while allowing lower quality ones. In [1] , our team aims to minimize the bandwidth consumption in the core network by accurately computing the multicast trees and opportunely placing the SVC adaptation rules inside the network. The problem we address is double: How these methods behave in a dynamic context (bandwidth variation)? And how to design less costly and more reactive algorithms to adapt video streams when variations occur.
B. Related Work
Using multicast to deal with multi-party (video) calls is a natural approach and is investigated since the development of multimedia telecommunication. Together with video layering techniques such as SVC, it provides mechanisms to manage 978-1-5090-5019-2/17/$31.00 ©2017 IEEE video calls while providing different quality streams to the participants. For example, some works [3] - [5] use these mechanisms to improve the participants' QoE. However the video layering adaptation in these works can only be performed at the application layer, and thus the core network bandwidth consumption cannot benefit from it. With the emergence of SDN, several works used the new paradigm to improve the participants' QoE and simplify the network management [6] - [8] . These works propose that the SDN controller directly manages the multicast tree construction and the video layering inside the network. However, while some of them minimize the bandwidth consumption but degrade the video quality stream of the participants, the others provide high quality video stream but at the price of higher bandwidth consumption. For example, the latter constructs a different multicast tree for each video layer, which is not optimal in term of bandwidth saving. In [1] , our team proposes a solution to provide the best possible video quality to the participants while minimizing the bandwidth consumption in the core network. The proposed solution consists in constructing a tree from each sender to the receivers (the same tree for all the video quality layers) and then placing SVC adaptation rules (video quality degradation) on the SDN switches in the network. Two algorithms are proposed for the tree construction: Shortest Path Tree (SPT), which computes the shortest path tree between each sender and the other participants (the receivers), and Minimizing Spanning Tree (MST) which proceeds iteratively. MST first computes the shortest path between the sender and the first receiver (according to a specific ranking rule), then the shortest path between any node of the previous path and the second receiver, etc. At each step, it computes the shortest path between the current multicast tree and the next receiver. Both algorithms perform a very good bandwidth saving while providing to each participant the maximum video quality that it can receive. However, this method was not evaluated in a dynamic context, i.e., under access channel bandwidth variations, which is a realistic assumption in current networks.
C. Dynamic Aspects
There is an extensive literature on video calls under bandwidth variations. For example, [9] provides an architecture and several mechanisms to perform video streaming that adapts to congestion and bandwidth variations. It investigates both unicast and multicast methods. But the congestion control is performed at the application layer, and thus at the endpoints of the communication. The authors of [10] investigate the effect of congestion and bandwidth variation on a Skype video call. However, the case study includes only two hosts and, again, the adaptation mechanism is performed within the application layer. Some other works focus on the reactivity to bandwidth variation. For example, [11] proposes a cross-layer approach where the bitrate is directly estimated on the physical layer, allowing a quick adaptation to the new bandwidth. More recently, the new approach of Pseudo analog video transmission, which allows a direct adaptation of the video stream quality according to the channel noise, is investigated in [12] , [13] . The drawback of these cited works on video call under bandwidth variation is that the video quality adaptation is at the endpoints. In the case of multicast approach, this has two consequences: i) If the video quality adaptation is performed at the sender, it will adapt to the video quality to the receiver with the lowest bandwidth. This means that the receivers with higher bandwidth cannot benefit from a quality corresponding to their access channel. ii) If the adaptation is performed at the receivers, the sender has to emit the highest quality stream through the multicast tree, which implies higher bandwidth consumption in the core network.
D. Proposed Solution
In the perspective of providing the highest possible video quality to each receiver while minimizing the bandwidth consumption, we first propose to evaluate the algorithm of [1] under random access bandwidth variations. It consists in running the algorithm that computes the multicast trees and replaces the adaptation rules at every bandwidth variation, which may be costly. We propose algorithms that do not rebuild the multicast trees but replace optimally the adaptation rules. This does not require any path computation but just requires moving upward or downward the rules in the trees. These methods are especially fast when the height of the multicast trees is small, thus improving considerably the complexity, the processing time and the reactivity. Our algorithms complete those of [1] which can still be used to construct the initial multicast trees.
III. SYSTEM MODEL AND ALGORITHMS
A. Technical Assumptions
We assume that the network is SDN-enabled and that the controller manages the calls and has a global view of the network. All the switches can communicate with the controller and are supposed to be able to adapt SVC streams by dropping unused layers. We consider that there are at most 4 SVC stream layers as mentioned in Table I and a given layer can be used only if all the lower layers are also received. In addition, each participant accepts the highest number of layers allowable by its access downlink capacity. If a participant does not have enough bandwidth to receive any layer, the video call is rejected. Many participants can be connected wirelessly to the same node, which makes the access channel subject to variable communication conditions. This randomness in bandwidth availability can lead to a large heterogeneity of bandwidth between the participants.
B. Formal Model
The network is a graph = ( , ), where | | = is the number of nodes and | | = is the number of links. The set of participants is denoted by = {1, . . . , }. There is multicast trees, one for each participant as a sender. Thus, a multicast tree is associated to a sender and a set of receivers = { , | ∈ and ∕ = }. For simplicity, we consider that the participants are also nodes of the trees (the receivers as leaves and the sender as root). (or capacity) is denoted by ( , ) and the bitrate (the actual used capacity in a specified tree ) is denoted by ( , ). In a tree , the parent of a node is denoted by ( ) and the set of its children (if any) by ( ). Note that each receiver has the same parent in all the trees, as it has only one access link. For sake of simplicity, ( ) (resp ( )) can denote the download bandwidth (resp. the bitrate in ) of the receiver . Likewise, ( ) (resp. ( )) can denote the upload bandwidth (resp. bitrate) of sender . At each node in the network and for each tree, there is a set of adaptation rules. This corresponds to SVC layer adaptation in the network. In a specified tree and on a node , an adaptation rule ( , ′ ) for a child of means that receives a bitrate but sends a bitrate ′ < to . SVC layers above ′ are dropped before transmitting the video stream to .
C. Algorithms
As said in section II, SPT and MST methods compute the multicast trees and place the adaptation rules at each node. We will use them in our algorithms in the initialization phase, i.e., when a call is established. However, when a bandwidth variation occurs, as recomputing the trees is costly, we opt for keeping them unchanged. But in order to guarantee that each participant receives the highest video quality allowed by its bandwidth, our algorithm recomputes the bitrates according to the following formulas:
For each sender
These formulas are used in [1] in order to set the definitive values of the bitrates. In a dynamic context, they should be used at each bandwidth variation. The first one ensures that a receiver , gets the maximum among what is allowed by its bandwidth ( ( , ) ) divided by the number of streams it receives ( − 1) and the access uplink bandwidth of the sender ( ( ) ). The second one ensures that the sender emits the maximum needed video quality ( ( , ) for each receiver) and allowed by its uplink bandwidth. The basic principle of our algorithms is to always satisfy these constraints but with minimum computation. Thus, when a bandwidth variation occurs, the bitrates are recomputed. If there is a bitrate change at a receiver, this change is propagated and the adaptation rules are pushed upward the tree. In the same way, if a bitrate change occurs at the sender, the propagation is done downward. Figure 1 shows the propagation mechanism. Figure 1 (a) depicts a multicast tree where node is the sender and nodes , , and are the receivers. The other nodes are SDN switches. The bitrate of each link is beside it. In Figure 1(b) , because of a bandwidth change, the bitrate of ( , ) is no longer 250Kbps but 90Kbps. While neither nor need a stream of 250Kbps, the layer corresponding to this rate is dropped at , the parent of . In Figure 1(c) , the bitrate of ( , ) changes from 1Mbps to 0.5Mbps. This change is propagated until , but neither nor require 1Mbps, thus the bitrate of is also adapted. This method adapts the bitrate upward from a receiver, but it is infrequent that it reaches the sender. It happens only in the case where the bitrate of the receiver and the sender are the same, and a change of the first one affects the second one. The goal of this algorithm is to minimize the computation task while minimizing the consumed bandwidth. To do so, it places the adaptation rules that drop higher quality streams as close as possible to the sender, thus saving the bandwidth in the core network. Algorithm 1 formalizes this method. It takes as input 
1) Change at a receiver:
the receiver where a change occurs, then propagates the change recursively. At each step, it checks if all the children of a node ( ) receive less than their parent (line 3). If it is the case, ( ) does not need to receive its current bitrate from ( ( )). The latter bitrate is adapted (line 5) and the adaptation rules at ( ) are updated by Algorithm 3 (line 6) further described in this paper. The algorithm operates recursively (line 8) until it reaches the sender (line 7) or there is no need to go further, i.e., the bitrate received by ( ) has not to be changed. Complexity: In Algorithm 1, the number of recursive calls is bounded by the height of the multicast tree, which is itself bounded by the diameter of the network. The diameter is in ( ) in the worst case, however, it is much smaller in random and realistic networks. It is well known that the diameter of an Erdős-Rényi 2 graph ( , ) is "almost constant" when is fixed, and the diameter of a scalefree graph is ∼ log / log log [14] . At each recursive call, Algorithm 1 checks the bandwidth between ( ) and its children. This suggests that this operation is in ( ) (the number of children of any node in the tree is smaller than the number of participants). The same argument applies to the complexity of Algorithm 3 (AdaptRule). Assuming that the diameter of the network is in (log ), the complexity of Algorithm 1 is in ( log ).
2) Change at the sender: When the bitrates are recomputed and the value of ( ) is modified. The method used is almost the same, except that the propagation is performed from the sender to the receivers. Again, the goal is to keep the adaptation rules as close as possible to the sender. The main difference between this case and the previous one is that the propagation is not only done on a branch of the tree but can occur on several branches down to the leaves (receivers). Algorithm 2 is performed when the sender's bitrate decreases. It starts at each sender's child. From each one of these nodes, if their own children receive more than the sender's bitrate (line 3), the children bitrates should be changed (line 4) and 2 Erdős-Rényi graphs are usually denoted by ( , ) where is the probability for each link to exist. We replace it by in order to avoid confusion with the number of participants. 
the adaptation rules updated (line 5). The algorithm performs recursively (line 6) until reaching a leaf. Unlike Algorithm 1 that starts from a leaf but infrequently reaches the sender, Algorithm 2 always reaches at least one receiver. Because there is always a receiver that receives the same bitrate as the sender (otherwise the sender could send a lower bitrate), and this receiver's bitrate must be updated. Complexity: Algorithm 2 browses all the tree in the worst case. Assuming that the diameter is in (log ), the size of the tree is at most ( log ), which is also the complexity of Algorithm 2. Note that the number of participants is much smaller than the network size, i.e., ≪ . If we consider the network size as a parameter, Algorithm 4 processes each event in ( ) if the diameter is linear and in (log ) in the more realistic case where the diameter is logarithmic. This complexity is much lower than the complexity of MST/SPT that is in ( 3 ) if the network is dense and ( 2 log ) if the network is sparse [1] . A lower complexity when processing an event implies less consumed resources in the controller and better reactivity for the participants.
IV. EVALUATION
A. Parameters
In order to evaluate the efficiency of our solution, we performed simulations that compared it with three other approaches:
• Unicast method with recomputation at each event, called Uni-recomp. At each change of access bandwidth, the shortest paths between each pair of participants are recomputed.
• MST method with recomputation at each event, called MST-recomp.
• SPT method with recomputation at each event, called SPT-recomp.
• Our solution, called MST-adapt. MST method is performed to establish the video call then the multicast trees are adapted at each event according to Algorithm 4. The simulations are performed on two types of random topologies with varying size: Erdős-Rényi (ER) ( , ) with = 0.5 and Magoni-Pansiot (MP) [15] which is a scalefree topology derived from real networks. There are 6 participants for each call and 10 events chosen randomly in
Each result is obtained by averaging 100 runs.
We aim to estimate the trade-off performed by our solution between bandwidth saving and processing time. It is clear that MST and SPT methods should perform equal or more bandwidth saving since they recompute the multicast trees and replace the SVC adaptation rules at each event. However, our solution has a lower complexity, which leads to less processing time and used resources.
B. Results
Figures 2(a) and 2(b) show the results obtained on Erdős-Rényi topologies for networks from 500 to 4000 nodes. On Figure 2 (a), one can observe the average processing time per event of the different algorithms. Note the logarithmic scale. Our solution is much faster than the other approaches. For instance, on a network of 4000 nodes, our solution takes around 4.10 −4 s while all the others take around 4s. Thus achieving a ratio of 10 −4 . The same results are obtained using SPT or unicast instead of MST to establish the video call. Figure 2(b) shows the average used bandwidth in the core network per call. Surprisingly, it is the same for our solution and MST-recomputing, and better than the other algorithms. It appears that the bandwidth variations at an access link are very small compared to the bandwidth scale in the core links. They are too small to induce a change in the multicast tree topologies. Consequently, our solution is thousands of times faster than a total recomputing while providing exactly the same bandwidth saving.
The same results can be observed on MP networks on figures 3(a) and 3(b). All the algorithms are faster because MP networks are sparse while ER ones are dense. However, the ratio between processing time of our solution and the other ones is still around 10 −4 . The results on both topologies with different sizes show that our approach of replacing the SVC adaptation rules in the multicast trees is well adapted to a dynamic context. While the algorithms proposed in [1] are very efficient to establish a video call, it appears that our adaptation algorithms are more suited for processing the different variations occurring during the call.
V. CONCLUSION
Videoconferencing is a critical tool in today's connected world. Regrettably, the users still suffer from poor QoS because of management difficulties of the video calls. The emergence of SDN represents a chance to simplify this management and to provide more flexibility. Some works propose to use SDN together with video layering techniques with the aim to adapt the video quality to the users' heterogeneity. In order to minimize the bandwidth consumption in the core network while providing the best possible video quality to the users, multicast trees are computed and video layer adaptations are performed in the nodes of the core network. To be serviceable, these methods should be evaluated in a dynamic context where access channel bandwidth variations occur. In this paper, we proposed to evaluate these methods in such a context and to show their reactivity. We proposed much faster algorithms, based on tree traversal ideas, that adapt the video layering without recomputing the multicast trees. The low complexity of these algorithms allows high reactivity to network changes and low resource consumption at the SDN controller. The simulation results confirm the efficiency of our algorithms in terms or processing time. Moreover, they show that our solution performs as good bandwidth saving as more costly and elaborate methods.
