ABSTRACT This paper presents a global dynamic surface control (DSC) method for a class of uncertain multi-input/multi-output (MIMO) pure-feedback nonlinear systems with non-affine functions possibly being in-differentiable. It is well known that the traditional DSC method is commonly used for reducing the design complexity of the backstepping control method; however, the regulation results of the DSC method are semiglobal uniformly ultimately bounded (SGUUB). An improved DSC (IDSC) method is first designed in this paper so that the results are global uniformly ultimately bounded (GUUB). Comparing with the traditional DSC method, the parameters of first-order filters in IDSC are time varying rather than constants. The control design for MIMO pure-feedback nonlinear systems researched is much more complex than the SISO cases, and the presence of in-differentiable non-affine functions considered in this paper makes the control design even more difficult. Therefore, we proposed the IDSC method, which can significantly reduce the complexity of the control design for the MIMO pure-feedback nonlinear systems in cooperation with the backstepping method, and it is proved that IDSC can guarantee the GUUB of all the signals of the system. Finally, the simulation results are provided to demonstrate the effectiveness of the designed method.
I. INTRODUCTION
Over the past decades, adaptive-control schemes were extensively used to cope with the control problems of nonlinear systems with unknown nonlinearities. Although the existent approaches can provide an effective methodology to control those uncertain nonlinear systems, most of the results are only suitable for the single-input/single-output (SISO) nonlinear systems [1] - [17] . For MIMO nonlinear systems, where uncertain interconnection usually exists among various inputs and outputs, the control problem becomes much more complex. In order to cope with the control problem of MIMO interconnected nonlinear system, a class of adaptive backstepping design approaches were proposed [18] - [22] . For instance, by effectively combining the backstepping approach and adaptive fuzzy-logic control, Lee [21] The associate editor coordinating the review of this manuscript and approving it for publication was Wei Xu. presented a robust adaptive control method for a class of MIMO nonlinear systems with couplings among input channels. In the work of Chen et al. [22] , by using the backstepping design approaches, a novel adaptive neural control design approach was proposed for a class of nonlinear MIMO time-delay systems in block-triangular form. In order to improve the tracking performance and robustness of backstepping control, Sui et al proposed a novel finite time control method and supplied it to the MIMO nonlinear systems [23] - [25] . Although the backstepping control design proposed by the aforementioned literatures had provided effective process for the control problem of MIMO interconnected nonlinear system, there existed limitations in the existing works as follows: 1) there is few work on the control of MIMO pure-feedback systems with in-differentiable nonaffine functions for three reasons that, firstly, MIMO systems control design is much more complicated than SISO ones, secondly, pure-feedback systems control design is much more difficult than strict-feedback ones, thirdly, a few results for systems with in-differentiable non-affine functions can be found, while unfortunately they cannot be used for MIMO systems directly. 2) DSC method is always considered as the best choice for solving the control problems on MIMO systems, however, the regulation results are only SGUUB for all the researches related to DSC method since the DSC is basically a SGUUB method. The details are discussed as follows.
For nonlinear systems in pure-feedback forms, the control design become quite difficult because pure-feedback nonlinear systems contain non-affine functions, which have no affine appearance of the variables to be used as virtual and actual control. To overcome the design difficulty of pure-feedback system, several adaptive backstepping control approaches were developed for SISO [26] - [28] and MIMO [29] , [30] nonlinear systems. For example, to overcome the design difficulty from non-affine structure of purefeedback system, mean value theorem was exploited to deduce affine appearance of state variables, and the adaptive neural tracking control for a class of non-affine purefeedback systems with multiple unknown state time-varying delays was proposed [26] . The implicit function theorem was employed to demonstrate the existence of an ideal controller that can achieve control objective, and neural network or fuzzy system is used to construct this unknown ideal implicit controller [27] , [28] . In the work of Tong et al. [29] , the filtered signals were introduced to circumvent algebraic loop problem existing in the controller design for the nonlinear pure-feedback systems, and an adaptive fuzzy output feedback control law was proposed for a class of uncertain MIMO pure-feedback nonlinear systems with immeasurable states. In the work of Sui et al. [30] , an adaptive fuzzy output feedback tracking control approach was developed for a class of MIMO stochastic pure-feedback nonlinear systems with input saturation based on the backstepping recursive design technique. However, the problem ''explosion of complexity'' arising due to repeated differentiation of intermediate variables made the backstepping method difficult to implement in practice [31] . Thus, dealing with the control problem of MIMO pure-feedback nonlinear system by backstepping method will make the controller design much more complicated. Furthermore, it is difficult to apply the above method to the nonlinear system with non-affine non-differentiable functions.
To cope with the aforementioned problem ''explosion of complexity'', the dynamic surface control (DSC) method were proposed by Swaroop et al. [32] to improve the backstepping control method. Subsequently the DSC method was applied in the control design of pure -feedback nonlinear systems and the stability analysis of DSC control was provided [33] - [36] . By combining the DSC method and mean value theorem, the robust stabilization problem was discussed for a class of non-affine pure-feedback systems with unknown time-delay functions and perturbed uncertainties [33] . By using the piecewise functions to model the non-affine functions to an affine form, Liu et al. [34] - [36] proposed a novel adaptive DSC control scheme for purefeedback nonlinear systems with the non-affine functions being non-differentiable. Furthermore, to improve the transient performance of DSC method, predictors were incorporated into the DSC design, which used the prediction errors instead of tracking errors to update the adaptive parameters [37] - [39] . However, the above methods are all restricted to the SISO nonlinear systems. Moreover, though the DSC method has simplified the complex control design process of the backstepping method by introducing a first-order filter to estimate the differential of the virtual control law, the performance of the DSC control schemes will be affected inevitably unfortunately, for the reason that the state variables have to be limited in a series of compact sets to guarantee the stability of the filters, that is, the DSC method can only guarantee boundedness of system signals semi-globally [32] . In order to overcome the disadvantage of dynamic surface control, several global control methods were proposed. In [40] , nonlinear adaptive filters instead of the first-order low pass ones were introduced to avoid the repeated differential of the virtual control signals. In [41] , by combining the neural controller with robust controller, a new switching mechanism was designed to pull the transient states back into the neural approximation domain from the outside, thereby realizing the global boundedness of the closed loop system signals. However, the methods proposed by [43] , [44] can only be applied to the control problem of SISO strict-feedback system, which are not applicable to MIMO pure-feedback system. To the best of our knowledge, few global dynamic surface methods have been proposed for MIMO pure feedback systems.
Motivated by the above discussion, in this paper, a novel robust adaptive improved dynamic surface control (IDSC) approach is proposed for a class of MIMO pure-feedback nonlinear systems with in-differentiable non-affine functions. In particular, the system investigated in this paper has a more general control structure with each subsystem being of completely non-affine pure-feedback form, and couplings are nonlinearly existed in every subsystem equation. By using the IDSC method, a systematic design procedure is then developed for the design of a novel robust adaptive IDSC control.
The main contributions of this paper are summarized as follows.
1) In order to overcome the disadvantage of traditional DSC method, a global dynamic surface control method is first designed in this paper by introducing first order sliding mode differentiator. Comparing with the traditional DSC method, a globally uniformly ultimately bounded result is achieved due to the approximation performance of first order sliding mode differentiator, and the limitation of compact sets is removed simultaneously.
2) The controllable condition for MIMO non-affine purefeedback nonlinear systems has been given as shown as Assumption 1 which can guarantee the controllability of systems with only a relaxed condition that the nonaffine functions are continuous.
3) The restrictive conditions that the uncertain non-affine functions must be derivable and the sign of the gain function must be known are removed for MIMO nonaffine pure-feedback system, which means that our approach can be applied more widely. The remainder of this paper is organized as follows. Section II gives the problem formulation and preliminaries. In Section III, the adaptive tracking controller is designed for the MIMO nonlinear system with the non-affine functions being in-differentiable. The stability analysis of the closedloop system is given in Section IV. The simulation examples are given to demonstrate the effectiveness of the proposed method in Section V and followed by Section VI which concludes this paper.
II. PROBLEM DESCRIPTION AND PRELIMINARIES
Consider the following MIMO nonlinear systems with each subsystem having the completely non-affine pure-feedback form [42] :
where x j,i j ∈ R denotes the i j th state of the j th subsystem; u j ∈ R is the input of the j th subsystem; y j ∈ R is the output of the j th subsystem; f j,i j is the unknown nonlinear functions; ρ j is the order of the j th subsystem; d j,i j (t) ∈ R is the external disturbance;
ρ k is the vector of all state variables in the system; andx j,
There exist three cases to be considered for the order differences η jl [42] , [43] : 1) when j = l, that is η jl = 0, then the state vectorx j,(i j −η jl ) =x j,i j exists in (1); 2) when j = l and i j − η jl ≤ 0, then the state vectorx l,(i j −η jl ) does not exist, and does not appear in(1); 3) when j = l and i j − η jl > 0, then state vectorx l,(i j −η jl ) exists in (1) .
and
where θ j,i j are unknown constants, and ϕ j,i j ( j,i j ) are some known positive continuous functions,
Remark 1: It should be pointing out that ϕ j,i j ( j,i j ) can be called as ''core function'' for it contains the deep-rooted information from the uncertain nonlinearity f j,i j ( j,i j , 0). Much more details on the rationality of assumption for f j,i j ( j,i j , 0) can be seen in [44] , which also gives some illustrations on the selection of function f j,i j ( j,i j , 0), and it is also worth to mentioning that ϕ j,i j ( j,i j ) can be chosen as neural core functions, such as Gaussian functions, if f j,i j ( j,i j , 0) can be approximated by neural networks [44] . This means the completely unknown nonlinearity which can tackled by neural networks can be also solved by choosing the core function ϕ j,i j ( j,i j ) as neural core functions.
It is noticeable that MIMO system [42] , where each subsystem is assumed to satisfy g j,i j
) must be differentiable for the sake of using the mean value theorem. In practice, non-smooth nonlinearities exist in a wide range of real control systems [45] - [47] , which leads to indifferentiable for f j,i j (x j,i j , x j,i j+1 ). Thus, the methods proposed in [42] would come across troubles when applied to those systems. Contrastively, (3) is more general in the sense that the derivative of f j,i j (x j,i j , x j,i j+1 ) is not involved in the assumption.
From (3), it can be found that there exist unknown functions
To make the control system design succinct, define func-
Using (13), (14), we can model the non-affine terms
From (15), the systems (1) can be represented as follows:
According to (4)- (11), we can further have
where
Remark 2: Obviously, the derivative of f j,i j ( j,i j , x j,i j +1 ) is not involved in the aforementioned modeling process, so f j,i j ( j,i j , x j,i j +1 ) need not to be differentiable and the assumption that the sign of gain function must be known is removed.
Assumption 2: The desired trajectory
∈ R m are sufficiently smooth functions of t and [34] : Consider the dynamic system of the forṁ χ(t) = −aχ(t) + pw(t), where a and p are positive constants and w(t) is a positive function. Then, for any given bounded initial condition χ(t 0 ) ≥ 0, we have χ(t) ≥ 0, ∀t ≥ 0.
Lemma 2 [34] : Hyperbolic tangent function tanh(·) will be used in this paper, and it is well known that tanh(·) is continuous and differentiable, and it fulfills
for any q ∈ R and ∀υ > 0.
Lemma 3 [48] : The first order sliding mode differentiator is designed aṡ
where ρ 0 , ρ 1 and ζ 0 are the state variables of the differentiator, τ 0 and τ 1 are the designed parameters of the first order sliding mode differentiator, and f (t) is a known function. Then, ζ 0 can approximate the differential termḟ (t) to any arbitrary accuracy if the initial deviations ρ 0 − f (t 0 ) and ζ 0 −ḟ (t 0 ) are bounded.
Lemma 4:
For any x ∈ R, the following inequality holds
where µ is a designed parameter and γ is any unknown positive constants.
Proof: See the Appendix.
III. ADAPTIVE TRACKING CONTROLLER DESIGN
In this section, adaptive tracking control for MIMO system (1) is presented based on the backstepping approach. The recursive design procedure for each subsystem contains ρ j steps. At each recursive i j , the virtual stabilizing control α j,i j is designed to make the system toward equilibrium position. Finally, the actual control law u j is designed in step ρ j . To avoid repeatedly differentiating α j,i j , which leads to the so-called ''explosion of complexity'', in the sequel, the DSC technique [32] is employed. To start, consider the following change of coordinates:
where e j,i j is the tracking error of every subsystem and α j,i j f is the output of the following first-order filters:
with α j,i j as the input and α j,i j +1f (0) = α j,i j (0). By defining the output error of the filter as y j,i j +1 = α j,i j +1f − α j,i j , it yieldsα j,i j +1f = −(y j,i j +1 /τ j,i j +1 ) and the boundedness of y j,i j +1 will be proved in the following part.
Lemma 5: Let 1 τ j,i j +1 = 2α 2 j,i j + 2ε j,i j 1 , where ε j,i j 1 is a positive design constant andα j,i j is the estimate ofα j,i j which defined later. Then we can have:
where y * j,i j +1 is any positive constant. Proof: Consider the following quadratic Lyapunov function candidate:
The time derivative of V y j,i j +1 iṡ
To avoid the tedious analytic computation, the following first order sliding mode differentiator according to Lemma 3 and 4 is adopted to estimate the differential termα j,i j :
where ρ j,i j 0 , ρ j,i j 1 and ζ j,i j 0 are the states of the system(26), and j,i j 0 , j,i j 1 are positive design constants. By virtue of the approximation property of the first order sliding mode differentiator, we have (27) where ε j,i j 1 is any positive constant. Definê
whereζ j,i j 0 is the estimate of the auxiliary variable ζ j,i j 0 .
According to Lemma 4, we can know that
Then we can further have
henceζ j,i j 0 can be regarded as the estimate ofα j,i j . Denotê α j,i j =ζ j,i j 0 and
Then we can further rewrite (25) aṡ
. Therefore, by appropriately online-tuning the design parameters j,i j 0 and j,i j 1 , the output error of filter (22) can be regulated to an arbitrary small range. Thus, we have |y j,i j +1 | ≤ y * j,i j +1 . The proof is completed. Remark 3: By virtue of the approximation property of the first order sliding mode differentiator (26), an auxiliary variable ζ j,i j 0 is designed to estimateα j,i j .However, it is noticeable that the tracking differentiator based on Lemma 3 is discontinuous owing to the sign functions that are employed, which can affect the closed loop performance severely. To overcome this problem,ζ j,i j 0 is then designed according to Lemma 4 by employing hyperbolic tangent function to ensure the feasibility in backstepping process. Therefore the stability and boundedness of the output error y j,i j +1 of filter (22) have been proved according to (32) , that is, y j,i j +1 can be render to arbitrary small by appropriately tuning the design parameter j,i j 0 and j,i j 1 . In the relevant literatures, a series of compact sets are generally defined to analyze the boundedness of the output error of filter (please refer to [46] - [50] for details), which can only guarantee the semi-global boundedness of y j,i j +1 . However, the novel scheme of Lemma 5 has removed the restriction for the initial conditions of system variables, which can guarantee the global boundedness of y j,i j +1 . Moreover, the stability analysis process will be simplified greatly for the reason that the stability of y j,i j +1 have been proved at each recursive step.
Noting x j,i j +1 = e j,i j +1 + α j,i j +1f and y j,i j +1 = α j,i j +1f − α j,i j , we have:
Construct the virtual control laws α j,i j (i j = 1, . . . , ρ j − 1) and the actual control law u j as follows:
where 
where, σ j,i j > 0, γ j,i j > 0, β j,i j > 0 and ω j,i j ≥ G −1 jm are the design parameters. According to Lemma 1, for any given bounded initial conditionδ j,i j (0) ≥ 0,θ j,i j (0) ≥ 0 we havê δ j,i j (t) ≥ 0,θ j,i j (t) ≥ 0 for ∀t ≥ 0.
Step ,i j , 0) and (15), we have.
Consider the stabilization of subsystem (38) and the following quadratic Lyapunov function candidate
The time derivative of V ej,i j along (38) iṡ
Utilizing (17) and Assumption 3, we can rewrite (40) as:
where a j,i j is any positive constant, δ *
withδ j,i j being its estimate. Substituting (33) and (34) into (41) yieldṡ 
Consider the following Lyapunov function candidate
According to Lemma 2 and (36), (37) , it follows from (45) thaṫ
Step ρ j : Noting that e j,ρ j = x j,ρ j − α j,ρ j f , the dynamics of e j,ρ j -subsystem can be written aṡ
Similarly, choosing the quadratic function V ej,ρ j as V ej,ρ j = e 2 j,ρ j /2 and noting j,
) withδ j,ρ j being its estimate. Substituting actual control law (35) into (48) yieldṡ
Consider the following Lyapunov function candidate:
According to Lemma 2 and (36) , it follows from (51) thaṫ
The design process of the adaptive tracking controller has been completed.
IV. STABILITY ANALYSIS
In this section, the main results of this paper are stated, the stability analysis of the closed-loop system is given, and the global boundedness of all the signals will be proved.
Theorem 1: Consider the non-affine pure-feedback nonlinear system (1) under Assumptions 1-3. The virtual control laws are determined as (34) , and the adaptation laws are given by (36) and (37) . The actual adaptive controller is constructed by (35) with the adaptation laws given by (36) and (37) . Given initial conditionsδ j,i j ≥ 0,θ j,i j ≥ 0 there exist k j,i j , a j,i j , ς j,i j , σ j,i j , γ j,i j , β j,i j , ω j,i j j,i j 0 , j,i j 1 and ε j,i j 1 which can make that: 1) all of the signals in the closed-loop system are global bounded; 2) the tracking errorē 1 = [e 1,1 , e 2,1 , . . . , e m,1 ] T can be regulated to an arbitrary small neighborhood of the origin.
Proof: 1) Consider the Lyapunov function as follows:
According to (46) and (52), the time derivative of V is:
It is noteworthy that the unknown coupling term G j,i j ( j,i j , x j,i j +1 ) in (54) contains state variables of every subsystem. Instead of approximating the coupling term by using the RBFNNs, we utilize (17) and Young's inequality to remove it from the inequality (54). Thus, both the circular control construction problem and coupling problem are overcome and the online computation load is lightened greatly.
Due to the virtue of (17) and (23), (54) can be rewritten aṡ
Invoking the following inequalities:
where c j,i j 0 is arbitrary positive constant, we havė
, with c j,i j 1 being arbitrary positive constant, we can rewrite (58) aṡ
Integrating (60) over [0, t], we have
where ξ 2 = ξ 0 /ξ 1 are positive constant. It is noticeable that ξ 2 = ξ 0 /ξ 1 can be made arbitrarily small by reducing ς j,i j , c j,i j 0 , and meanwhile increasing c j,i j 1 , σ j,i j γ j,i j and β j,i j . From (61) we can know that V , e j,i jδ j,i j andθ j,i j are bounded and the closed-loop system is stable.
andθ j,i j . Since e j,1 = x j,1 −y d1 and y d1 being bounded, x j,1 is bounded. Since α j,1 is a function of bounded signals e j,1 ,δ j,1 ,θ j,1 y d1 andẏ d1 , so α j,1 is also bounded. From x j,2 = e j,2 +α j,1 +y j,2 , it can be known x j,2 is bounded. Similarly, α j,i j −1 and x j,i j , i = 3, . . . , ρ j , are bounded. Therefore, all the signals of the closed-loop system are bounded.
2) Since V ej,i j = e 2 j,i j /2 and according to(53), we have
Using the first inequality in(61), the following inequality holds:
Note that ξ 2 depends on the design parameters k j,i j , ς j,i j , σ j,i j , γ j,i j , β j,i j , ω j,i j , j,i j 0 , j,i j 1 and ε j,i j 1 . Therefore, by appropriately online-tuning the design parameters, the tracking error ē 1 can be regulated to an arbitrary small neighborhood of the origin.
The proof is completed. According to Theorem 1, it can be easily found that the method proposed in this paper can regulate the signals of (1) to an arbitrarily small neighborhood of the origin. However, the finite-time control problem is not considered in this paper, for the reason that most of the existing finite-time control methods are semi-globally stable [23] - [25] . If a globally stable finite-time control method can be developed, we can not only guarantee the global results, but also achieve faster convergence speed and smaller steady-state tracking error. This will be the focus of our future work.
V. SIMULATION RESULTS
In this section, two simulation examples are provided to illustrate the effectiveness and merits of the proposed adaptive control approach.
Example 1: Numerical example. Consider the following MIMO non-affine pure-feedback nonlinear system:
where d j (t) = 0.1 cos(0.01t) cos(x j,1 ), j = 1, 2, and f 1,1 ( 1,1 , x 1,2 ) , f 1,2 (X , u 1 ), f 2,1 (X ,ū 2 ) are described as follows:
Clearly, system (64) consists of two subsystems (ρ 1 = 2; ρ 2 = 1). Since 1 − ρ 12 = 0, the state vectorx 2,(1−ρ 12 ) does not appear in (64). It can be seen that the non-affine functions of the above system is in-differentiable with respect to x 1,2 , u 1 and u 2 , since non-smooth nonlinearity is present.
Take y d1 = 0.75 sin(t) + 0.25 sin(0.5t) and y d2 = 0.75 cos(2t) + 0.25 cos(t) as our reference trajectories with the initial value y d1 (0) = 0, y d2 (0) = 1. The control objective is to make the outputs y 1 and y 2 track the desired trajectories y d1 and y d2 .
According to Theorem 1, the adaptive controllers is designed as (34) , (35) and the adaptation laws are provided by (36) , (37) , with In order to highlight the superiority of our method, we selected the method of Zhao and Lin [51] for comparison. For details of Zhao's design method, please refer to the literature [51] . The simulation results are shown in Figs. 1-9 . It can be seen from Figs. 1-4 that better tracking performance than [51] is obtained. Figs. 5-8 show the boundedness of δ 1,1 ,δ 1,2 ,δ 2,1 ,θ 1,1 ,θ 1,2 ,θ 2,1 , and u 1 , u 2 . It can be observed from these results that excellent control performance has been achieved even though the non-affine function of system (64) is in-differentiable.
To highlight the global ability of our method, we also selected a particularly large initial value (x 1 (0) = 6) for the system. As can be seen from Fig. 9 , although the initial value of the system differs greatly from the desired initial value, our method can still achieve the stability and well tracking performance of the control system with an acceptable error range. However, when the initial value of the system exceeds the compact set of [51] , the system under the control of [51] is unable to converge and the simulation results cannot be obtained, for the reason that the method proposed by [51] can only guarantee the semi-global uniformly ultimately boundedness of the systems.
Example 2: Physical example. In this section, to illustrate the practicability of the proposed controller, tracking problem of a robotic manipulator with two degrees of freedom (DOF) is simulated in this subsection. To propose a dynamic model for the robotic manipulator in Fig. 10 , following equations are written base on [52] :
96680 VOLUME 7, 2019 FIGURE 6. Control inputs u 2 of example 1. The dead-zone model is selected as: In the simulation, the following parameter values are used:
Then (68) can be written as the following state-space form:
The control objective is to force the system output q 1 and q 2 to track the desired trajectories y 1d = sin(t) and y 2d = sin(t), respectively.
According to Theorem 1, the adaptive controllers are designed as (34) , (35) and the adaptation laws are provided by (36) , (37) , with improved DSC, the estimate performance of first-order filter and the sliding mode differentiator should be provided in Fig. 17 . It can be seen that the estimate error is greatly reduced by using the sliding mode differentiator.
The design parameters have various influences on the performance of the proposed scheme. In particular, the large positive design constant j,i j 0 and the small positive design constant j,i j 1 are influence factors of the first order sliding mode differentiators that could make the approximation performance better. Besides, the purpose of setting the adaptation gain σ j,i j is to adjust the convergence rate of adaptive parametersδ j,i j andθ j,i j , and larger σ j,i j can lead to a faster convergence rate. In Lemma 2 and 4, The smaller ς j,i j and µ j,i j are, the closer the hyperbolic tangent function to the sign function is. In addition, the design parameter ω j,i j ≥ G
−1 jm
does not affect the size of tracking error e j,i j , and we can tune its value from trial simulations since the positive constant G −1 jm is unknown.
VI. CONCLUSION
In this paper, a novel adaptive tracking controller has been presented for a more general class of MIMO non-affine pure-feedback nonlinear systems. By modeling the nonaffine nonlinear functions appropriately, the assumption that the non-affine functions must be differentiable is removed, and only a continuous condition is required. The IDSC techniques have been proposed in this paper which can significantly reduce the complexity of control design for MIMO pure-feedback nonlinear systems in cooperation with backstepping method, and it is proved that IDSC can guarantee the GUUB of all the signals of system. Robust compensators are employed to circumvent the influences of approximation errors and disturbances. Finally, according to the simulation results, the signals in the closed-loop system are guaranteed to be GUUB, and the system outputs are proven to converge to a small neighborhood of the desired trajectory. As a consequence, the feasibility and effectiveness of our approach are proved. It is easy to know that |x| < 1, and then we further have 
