











































































































































































































































































































































































































































To accomplish this we convert the molar flux  v(R)  of each reaction R  into mass 
fluxes associated to each arc, either incoming or outgoing, incident to R . An arc 
'a '  (or an edge  'e ' ) and a node  'n '  are said to be incident if  'n '  is a node 



































Let Ai ,1 ≤ i ≤ m,  denote the substrates of reaction R  and Bj ,1 ≤ j ≤ p,  denote the 
products of this reaction. Then, the mass flux  f (Ai )  associated to substrate arc 
(Ai , R)  is:
f (Ai ) = ai × M (Ai ) × v(R),1 ≤ i ≤ m,
where ai  is the stoichiometric coefficient of Ai  in R,  M (Ai )  is the molar mass of 
Ai ,  and  v(R)  the molar reaction flux. Likewise, the mass flux of the product arc 
(Bi , R)  of R  is given by:
where b j is the stoichiometric coefficient of B j in R,  M (Bj )  is the molar mass of 














































algorithm requires as input a directed graph  G = N ,A{ } with nodes enumerated 
from 1 to n, the number of elements in N, and an adjacency list Adj(n)  for each 
 n ∈N .The adjacency list Adj(n)  is a list containing all nodes  ′n  for which 
 n, ′n( )∈A . A path  P  is defined as a sequence of arcs 
 n1,n2( ), n2 ,n3( ),..., ni−1,ni( )∈N , such that the terminal node of an arc is the initial 
node of the next one. Paths will be represented, without loss of generality, by their 
set of nodes  p j = n j1 ,n j2 ,...,n jk( ). A path  P  is called elementary if all its nodes 
occur only once in  P . An elementary cycle  c j  is defined as an elementary path  p j  








































Start from any given node ni , chose an arc a ∈Adj(ni )  traversing from node ni  to 
node nh ,  i < h . Continue traversing to another node nk ,h < k , via the adjacency list 
of nh .




Stop when all elementary paths  p j = n j1 ,n j2 ,...,n jk( ), such that  n ji−1 < n ji  for all 















































Let C = c0 ,c1,c2 ,...,cq{ } be the set of elementary cycles resulting from phase 1, 
where  ci = ai0 ,ai1,...,aiki   for 0 ≤ i ≤ q , and aij ,0 ≤ j ≤ ki ,  are the arcs composing 
each cycle ci . Then, the procedure is as follows:
Step 1. Find the critical arc ( ca ) of C , which is defined as the arc with the 
minimum flux value  f (ca)  among the arcs of all cycles in C . That is,








































1. Let aij = nin ,nout( )ij be any arc of a cycle ci in N(ca) .
2. Define P aij( )= f aij( )÷ fin aij( ), where  f aij( ) is the flux through arc aij  and 
fin aij( ) is the total flux at its first node nin . The ratio P aij( )< 1  designates the 
portion of flux entering the first arc node nin  and remaining in arc aij .






Step 4. Each cycle in nexus N(ca)  now has a flux value  f ci( )= µ × P ci( )× f ca( ), 
where µ = P ci( )i∑( )−1  is a normalisation factor. The flux amount  f ci( ) of each 
cycle is then subtracted from the flux at all arcs aij  in cycle ci , for all cycles ci  in 




















































































































































































































































































































































































enumeration of cycles is theoretically of order O N + A( ) C + 1( )( ) in time, where 
N , A  and C  are the total number of nodes, arcs and cycles of a graph  G,  
respectively. Because of their ubiquity as metabolites in biochemical reactions, a 
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single pair of cofactors like ATP/ADP may be attached to many functionally 
unrelated reactions and add thousands of arcs to a metabolic network. This leads 
to a considerable increase in the number of network cycles, that do not necessarily 
correspond to occurring cycles of biochemical reactions. If cofactors are filtered 
from the complete network, our method may also be applied to genome­scale 
models; otherwise, it would require large scale computing resources or additional 
refinements, e.g. a parallelisation procedure. We however believe that a more 
fruitful way to extend this methodology to complete models at the genome­scale 
would be to find biologically grounded methods to gradually and selectively 
include cofactors and repeat the decomposition in an iterative manner. A related 
approach to tackle genome­scale models may consist in a hierarchisation of the 
network representation and decomposition. Biologically related subparts of the 
network may be condensed into reaction­like nodes at a higher level of 
representation, enabling cycles to be determined at different levels of this 
hierarchy. However the question of ubiquitous metabolites that may interact at 
different levels remains to be solved.
The consideration of spacio­temporal information offers a perspective for solving 
such problems. As already noted in the introduction, the localisation of reactions is 
also of great importance to the comprehension of cellular organisation and 
biochemical flows. Till now it has been challenging to both obtain and embed this 
information into models. Nevertheless, there are indications that reactions 
associated in a metabolic network may occur in different places inside a cell 
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
hd
l:1
01
01
/n
pr
e.
20
09
.3
93
2.
1 
: P
os
te
d 
2 
No
v 
20
09
(Binder et al., 2008). Therefore, substrates attached to each reaction in a 
metabolic network may occupy different cellular compartments or even specific 
regions of space within a single compartment. Systems of equations associated to 
metabolic reactions describe the overall dynamical behaviour of many instances of 
reactions of the same type and represent universal conservation laws. To render 
their localisation explicit would require information about space­time distributions 
and fluctuations, for which data are largely unavailable. Such information may 
nevertheless lead to important progress in our understanding of cellular 
organisation in the future.
5. Conclusion
Systems are precise, formal whenever possible, descriptions of an object of study. 
A system is not a model but a step towards it. In physics and chemistry, a system is 
primarily attached to the choice of a region in space­time and parameter space 
where the phenomenon of interest occurs. System biology focuses on the 
description of the elements intervening in the phenomenon and their interactions. 
In many senses it is an outcome (Kitano, 2000) or revival (Wolkenhauer, 2001) of 
General Systems Theory, which is also associated with circuits, signals, networks, 
observability and control. There are thus two conceptions of a system: that 
associated to space and time and that associated to elements and their 
interactions.
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These two concepts are facets of the same thing. Components of a general system 
need to be close together to interact, while chemical and biological components 
only interact when they are of the appropriate type, even when occupying a 
sufficiently small neighbourhood in space or colliding. Concepts inherited from 
both approaches must be taken into account when interpreting biological results. 
Reaction networks typically reflect connections between reacting substrates. They 
contain intensive information about possible interaction among the many 
substrates. They conceal extensive information about where these substrates react 
within the cell and what percentage of the total volume of each is performing a 
given reaction. Numbers associated to network arcs or reaction nodes only reflect 
a mean, instantaneous state, usually related to steady­state regimes.
In this work we presented a methodology for studying the role of cycles in the 
organisation of mass fluxes in metabolic networks. Once a network is properly 
represented, the algorithm unveils cyclic and acyclic flows of matter through the 
network, leading towards a joint treatment of both system perspectives. This 
methodology was applied to three metabolic network models, showing that it 
unveils how disturbances in flux distributions due to perturbations, like mutations 
and environmental changes, affect the biochemical behaviour of the cell. These 
effects could not be identified only by inspecting the original graph and flux 
distribution. This methodology can be used to further investigate the importance 
of cycles in living organisms, their pro­activity and organisational invariance, 
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leading to a better understanding of biological entailment and information 
processing.
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We here present a pseudo­code describing Tarjan’s algorithm (Tarjan, 1973). 
Given a graph G with nodes ni, where 1 ≤ i ≤ N, and the adjacency lists A(i) for 
each node, the algorithm searches the paths in G for cycles starting from any node 
s. The path p currently being considered in the search is stored on a path_stack 
that has s as its bottom element. Any other node j of G entering the path p 
satisfies s<j. Another stack, named marked_stack, stores a flag. A vertex I at the 
top of path_stack is “marked” if (1) it belongs to the elementary path p (see 
subsection 2.c) or (2) if every other possible elementary path connecting i to s 
intersects p at a node different from s.
Input: 
A graph G of size n, given by an array A of adjacency lists. 
Restriction 1: 
For each node index s, the algorithm generates elementary paths starting at s 
containing no nodes with an index smaller than s (s<i). 
Restriction 2: 
Once a node i has been used in a path p it can only be used in another path if
1. it has been removed from stack path_stack and
2. it has been removed from stack marked_stack.
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A node i becomes unmarked when a path from i to s is found, such that it does 
not intersect p in any node other than s. This restriction drastically reduces the 
search space.
Output: 
If the top node index i of the stack is adjacent to its bottom node with index s, 
path is returned, containing an enumerated cycle.
Procedure CYCLE_ENUMERATION (integer n, array of lists A(1:n)) {
Procedure BACKTRACK (integer n, boolean f) {
boolean g;
f := false; 
# place n on path_stack 
path_stack(n) := true; 
# place n on marked_stack 
marked_stack(n) := true; 
foreach w in A(n) {
if w < s {
delete w from A(n);
}
else if w=s {
f := true;
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return path_stack with an enumerated cycle
}
else if not marked_stack(w) {
BACKTRACK (w, g); 
f := f || g;
}
}
If f=true {
pop marked_stack until top of marked_stack = n;
} 
delete n from marked_stack 
marked_stack(n) := false;
# end of BACKTRACK
}
# start the enumeration of cycles
for (i:=1 until n) {
marked_stack(i) := false;
}
for (s:=1 until n) {
BACKTRACK(s, flag);
delete all nodes from marked_stack;
}
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Figure legends
Figure 1: Bipartite representation of metabolic networks. The figure represents the 
network given by (i) R1: A+B­>C; (ii) R2: B+C­>D; (iii) R3: D­>F.
Figure 2: Decomposition algorithm. See detailed explanations in the Methods 
section.
Figure 3: Probability assignment to arcs and cycles. As an illustration, considering 
the nexus N = {C1, C2, C3} the probability for arc a11 is calculated as follows: 
P(a11) = f(a11) / (f(a11) + f(a21) + f(a31) + f (aj)). Thus, P(C1) = 
P(a10)*P(a11)*P(a12)*P(a13). P(C2) and P(C3) are calculated in the same way. As a 
result, the proportions of the critical arc flux f(a10) to be subtracted from each 
cycle in the nexus N are determined.
Figure 4: Decomposition in cycles of a model of the central metabolism of 
Escherichia coli (wild­type). Cofactors are not explicitly represented in this model 
and are indicated by yellow triangles. The colour of each reaction indicates the 
mass flux it carries. The full set of cycles is represented on the right­hand side, 
where the colour indicates the flux value carried by each cycle.
Figure 5: Decomposition in cycles of a model of central metabolism of Escherichia 
coli (pykF knockout mutant). Cofactors are not explicitly represented in this model 
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and are indicated by yellow triangles. The colour of each reaction indicates the 
mass flux it carries. The full set of cycles is represented on the right­hand side, 
where the colour indicates the flux value carried by each cycle.
Figure 6: Decomposition in cycles of a model of erythrocyte metabolism. All 
cofactors are explicitly represented in this model. The colour of each reaction 
indicates the mass flux it carries. Only cycles carrying the highest flux are 
represented on the right­hand side, where the colour indicates the flux value 
carried by each cycle.
Figure 7: Decomposition in cycles of a metabolic model of Methylobacterium 
extorquens. Cofactors are not explicitly described in this model and are indicated 
by yellow triangles. The colour of each reaction indicates the mass flux it carries. 
Only cycles carrying the highest flux are represented on the right­hand side, where 
the colour indicates the flux value carried by each cycle.
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Figure 1
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Figure 2
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Figure 3
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Figure 4
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Figure 5
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Figure 6
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Figure 7
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