Abstract
Introduction
Vast universes can be built with the help of procedural content generation (PCG) [1] . The recently released game "No Man's Sky" [2] proves that a small team of people can build such a procedurally generated universe with astonishing detailed planets, plants, and creatures. Following in their footsteps, the goal of this paper is to harness the power of PCG and equip the reader with an overview about the state-of-the-art of how to make a virtual world, i.e., a populated city with buildings, streets, parks, vegetation, and vehicles, inhabited by virtual people, with as little effort as possible. It should be possible to customize the city, by spawning different kinds of assets from a palette (e.g., buildings, virtual people, streets, parks etc.). The idea is, to apply PCG algorithms, to create all the distinct assets and bring the city to life. The different PCG assets that are presented in this paper can be thought of as a foundation for a "city construction toolkit". To spark the imagination of the reader, an example for such a procedurally generated city is shown in Figure 1 from the indie game "The Hit" [3] . In the vision of this paper, to build the virtual city, the user just should invoke different kinds of PCG algorithms via an interface (a graphical user interface (GUI), where the mouse plays a major role, i.e., the user "clicks together" content like puzzle pieces) and the computer builds parts of the city in a fully automated way (without the need for an artist to provide user content) as described in this research [4] . Usually, PCG algorithms have parameters (e.g., a template of a house has a given building lot and a height, or an office building has a basic configuration of how the walls are placed) that can be modified by the user to create content to her desire [5] . To make building quicker and easier for the user, a basic configuration for each PCG algorithm template is already provided by default, and the user can then iteratively change the suggested design via moving the walls, etc. (similarly, as done in this research [4] ). All assets that are generated via PCG algorithms already have physical properties. The virtual people act per a standard behavior and walk on random waypoints by default, all of which can be customized by the user [6] .
There are a lot of possibilities for using a populated virtual city (e.g., the generated cities can be used for VR games/experiences) and the procedural assets of the city construction toolkit can also be used "per se" in other (non-urban) settings as well. Game designers, film makers, and even researchers might be interested in the city construction toolkit for various purposes, as many games 1 and films have urban settings and there is a lot of interesting future research possible. The user of the toolkit does not have to be an artist or graphic designer (but can be of course), which is a big advantage, and cities can be rapidly built in just a few minutes, so many alternatives might be tried in a reasonable time frame.
Method
This section tries to explain how the literature review (survey) in this paper was done, so it is possible to evaluate how the sources were selected in principle. We did not follow a strict protocol in the sense of a running a replicable experiment but rather used a relaxed procedure for performing the literature review. However, using this relaxed procedure, it should be possible to follow in principle how the sources in this paper were selected and with what kind of bias. The relaxed procedure is described in as much detail as possible in this section.
Research Questions
The goal of this paper is to equip the reader with an overview about the state-of-the-art of how to make a procedural populated virtual city. The following research questions were derived from that general goal: RQ1: What is the state-of-the-art of how to make procedural assets for use in populated virtual cities, i.e., buildings, humans, vegetation, and vehicles? RQ2: What is the state-of-the-art of how to make a procedurally generated populated virtual city themeable? RQ3: What is the state-of-the-art of how to handle crowds of people in a procedural way? RQ4: What research trends can help create procedurally generated populated virtual cities? RQ5: What gaps of knowledge (leading to open questions) are there in the current state-of-the-art of how to make a procedurally generated populated virtual city?
Review Procedure
The review procedure below shows how we performed the literature review in a quasi-systematic way: 1. Specifying the research questions: We specified the research questions based on our general goal for the paper. 2. Developing a review procedure: We developed a relaxed procedure for performing our literature review. 3. Searching for sources: We searched for sources related to each research question using our predefined search terms. 4. Screening found sources: Screening was done via matching the found sources (in the search step) against the predefined inclusion criteria. 5. Synthesizing included sources: The sources included into the review (in the screening step) were synthesized into an overview about the state-of-the-art of how to make a procedural populated virtual city (i.e., the general goal of this paper).
Searching and Screening Sources
We initially used the following search terms for finding sources that answer the research questions stated above in the best possible way: RQ1:  "procedural" AND "cities" OR "buildings" OR "humans" OR "vegetation" OR "vehicles"  "virtual humans"  "procedural vegetation l-systems"  "vehicle animation" AND "maxscript" OR "autonomous"
RQ2:
 "neural artistic style"
RQ3:
 "populating virtual environments"
RQ5:  "procedural content generation" AND "mit" OR "mixed initiative"
The search terms listed above were just the initial input for starting our search, and we had to iteratively refine those terms in some cases using common sense to find the references used in this study (some references related to RQ4 were inspired by an online video 2 ). Basically, we searched for sources using mostly Google Scholar and sometimes Google search engine using the previously defined search terms (also screening related articles). We would like to note that, while it was easy to find sources (related to RQ1) for procedurally generated buildings and vegetation, it was much harder for procedural humans and vehicles, as there is currently not much material in the scientific literature available, so we had to fall back on searching for sources more generally also using Google search engine. The sources were screened and included according to our predefined inclusion criteria (see Table 1 ). Strict inclusion criteria were used as hard logical conditions while loose inclusion criteria acted more like a bias towards what we were looking for when screening sources. We were mostly using common sense when deciding which sources to include based on our criteria trying to make the most of our relaxed review procedure regarding added value for the reader. Table 1 . Inclusion criteria for the review.
Criterion type Inclusion criteria
Topic (strict) Source topic must be related to the procedural generation of populated virtual cities and address at least one of the research questions.
Citation impact (loose) The source should be "famous" (i.e., the source has a high number of citations).
Publication date (loose)
The source should be recent (we tried to prefer recently published sources, but a source being "famous" was more important).
Type (loose) The source should help make a "photorealistic" procedural populated virtual city (like the one, for example, in the AAA game Grand Theft Auto V).
Synthesizing Sources
In total, we included 40 sources into our literature review using our review procedure for searching and screening sources. We synthesized all the included sources into an overview about the state-ofthe-art of how to make a procedural populated virtual city (to reach the general goal of this paper) divided into state-of-the-art procedural assets (see Section 3) and research trends and open questions (see Section 4). Section 3 is related to RQ1, RQ2, and RQ3 and Section 4 is related to RQ4 and RQ5.
State-of-the-Art Procedural Assets

Buildings
Shape grammars (e.g., CGA shape 4 ) have been used to procedurally generate very realistic and detailed buildings for different kinds of applications, at low cost: a modern city model with office buildings, a wealthy suburbia inspired by Beverly Hills with single family homes, and even a Pompeii model [5] . Other ways that have been successfully used to procedurally generate buildings are L-systems 5 [11] (see Figure 2 ), markup languages [12] (e.g., for Introversion's suspended computer game Subversion 6 ), and split grammars [14] . L-systems also have been utilized to generate whole complex cities (e.g., a virtual city with approximately 26000 buildings) with a complete street map and buildings at the push of a button [11] . The commercial software Esri CityEngine is an offspring of this technology [15] . A survey of procedural techniques for city generation is given in [16] . 4 CGA shape is a kind of shape grammar, i.e., a unique "programming language" specified to generate architectural 3D content. The term CGA stands for Computer Generated Architecture. The idea of grammar-based modeling is to define rules that iteratively refine a design by creating more and more detail [9] . 5 In 1968, Hungarian botanist Aristid Lindenmayer developed a grammar-based system to model the growth patterns of plants. L-systems (short for Lindenmayer systems) can be used to generate all kinds of recursive fractal patterns (usually vegetation but also buildings, road patterns, and even whole virtual cities). They are incredibly useful because they provide a mechanism for keeping track of fractal structures that require complex and multi-faceted production rules [10] . 6 Nevertheless, the city generator technology demonstration looks very impressive, despite being from 2007 [13] . 
Themeable Cities
An interesting idea to follow when creating procedural city assets is that each asset can be "themeable" (e.g., the user can apply dark themes that produce cities like the cyberpunk city universe described in the classic book Neuromancer [17] , or even ancient kind of themes could be possible [18] ). Texture generation for applying city themes is an important future research direction and interesting results might be achieved by using deep learning algorithms [19] [20] [21] [22] and WaveFunctionCollapse [23] . Project Sprawl (see Figure 3) is an experimental open world role-playing simulation set in a procedurally generated cyberpunk city [24] . This project idea might serve as an inspiration for creating unique procedural buildings with a theme. 
Humans
The handbook of virtual humans, although somewhat dated, covers a lot of ground on how to make virtual humans [25] , whereas this research [26] presents the basic algorithms used by MakeHuman, an open source tool for making 3D characters. The authors present a new interfacing idea that is much easier to use than conventional systems, which usually have thousands of parameters. Accessing the numerous parameters required in modeling the human form is made possible via a new widget which uses fuzzy logic. Of interest for character generation is also the following paper [27] , which discusses a method for animating characters automatically, instead of manual rigging of characters (where the human animator has to specify its internal skeletal structure and to define how the input motion deforms its surface).
The UMA (Unity Multipurpose Avatar) 2 package [28] is an asset for the Unity game development platform [29] that allows the user to create customizable characters. UMA is a vibrant open source community (the software is available on GitHub). The UMA package lets the user change 46 modifiable values to adjust everything from height to ear rotation, resulting in an almost infinite variety of custom characters. Also, the user can define her own extensions to extend the existing humanoid or fully replace it with her own idea of how it should be shaped. Figure 4 shows the UMA framework in action (the latest version can easily handle a hundred of unique avatars). 
Vegetation
The usual way to create realistic procedural vegetation is via L-systems. A good and well known overview of this topic (although a bit dated) with a lot of visual examples is given in the book [30] and also in the more recent PCG book [31] . Very realistic looking animated trees that interact with wind in real time were achieved in [32] (see Figure 5) , using a combination of statistical observations with physical properties for tree animation that can be animated using modern GPUs at low cost. In [33] , self-organizing tree models were used to generate a wide range of realistic trees and bushes. It is interesting to note that in this research, the generated trees can be modified by a human user via procedural brushes, sketching, and editing operations such as pruning and bending of branches. Evolutionary methods for generating trees are discussed in [34] and in [35] for plants. A survey about the most used tools for procedural generation of plants is presented in [36] . 
Vehicles
The approach presented in this research [37] (which uses PCG but also non-procedural techniques) is interesting "per se" for creating animation-ready vehicle models. Using the automated tools that are described in the upper-mentioned research, animating an automobile, or multiple automobiles of varying form and dimensions is possible with minimal input and setup. The presented program is targeted towards creating believable vehicles in a time efficient way. The program was capable of automatically creating articulation for 5 unique automobile models including a 2010 Dodge Challenger, a 2009 Dodge Charger, a 1957 Fiat 500, a 2009 Toyota FJ Cruiser and a city bus (see Figure 6 ).
Complementing the research by Griffin described above is this research [38] , which presents a method for synthesizing animations of autonomous space, water, and land-based vehicles in games or other interactive simulations. The research builds an animation framework suitable for interactive vehicle simulations, which can be used for synthesized animations of vehicles performing a variety of autonomous behaviors (e.g., Seek, Pursue, Avoid, Avoid Collision, and Flee). 
Crowd Patches
This research [6] uses blocks containing a pre-computed local crowd simulation (called crowd patches) to make it possible to simulate densely populated large environments. A potentially infinite city with realistic and varied crowds can be simulated using this approach, where the virtual humans in the crowd also interact with each other and the environment in an intelligent way. Figure 7 shows the approach in action, i.e., a procedurally computed pedestrian street is displayed, where crowd patches are generated at run-time. 
Research Trends and Open Questions
Mixed-Initiative Mode
To help the creative process of the user, the computer can assist the user in a mixed-initiative fashion (a good overview of the topic related to PCG is given in [1] and PCG for game designers in [39] ). This assistance can come in various shapes, for example, the tool can suggest various new designs based on the current design of the asset (e.g., maps [40] or buildings [12] ) that is being viewed and/or edited by the user. In these kind of systems, the user can then usually select one of these suggestions and the computer re-iterates and displays the next number of suggestions and so on. This way, new maps and buildings can be quickly generated that go into a certain direction which the designer envisions (e.g., maps with a lot of parks, or buildings that look like skyscrapers).
Interactive Evolutionary Computation
In the spirit of this idea, state-of-the-art PCG methods like generative grammars (e.g., L-systems [11] [31], or markup languages [12] can be augmented with techniques from artificial intelligence (e.g., Interactive Evolutionary Computation (IEC) [41] ) to create mixed-initiative tools that assist the human user (designer) to shape new PCG content. A closer examination of the interplay between PCG methods and IEC is presented in Figure 8 . Figure 8 . As depicted in the figure, the user chooses a PCG algorithm (e.g., implemented by Lsystem, shape grammar, or markup language) from a palette, for example, a procedurally generated house (depicted by the violet star shape) (a), and observes the different suggested houses by the IEC system (depicted by the four star shapes) (b). With already a goal in mind, e.g., different houses that possess a common impression, e.g., expensive looking family houses (depicted by the orange star) (d), the user selects a specific instance of a house (b), and the computer generates the next generation of houses (c) that depend on the user's previous selection (b). After a few generations, the goal of the user is reached (d) and the "customized" house can be put into the virtual city.
WaveFunctionCollapse
Another starting point for creating new mixed-initiative city construction tools, is WaveFunctionCollapse (WFC), an internet famous computer program that was recently published on GitHub [23] , which does bitmap & tilemap generation from a single example with the help of ideas from quantum mechanics based on the following main inspirations [42] [43] . Those bitmaps and tilemaps can be used to generate interesting 3D cities that can then be used for various purposes. The WFC algorithm supports constraints. Therefore, it can be easily combined with other generative algorithms or with manual creation (e.g., autocompleting a city tilemap started by a human). This is ideal for making a mixed-initiative style tool because the computer can suggest new city designs based on the input of the human user and support what ideas are already in the user's head. This kind of mixed-initiative approach saves time and effort for the user and is likely to lead to more interesting results because the user has more time thinking about certain city designs (the computer can suggest a small number of different designs to the user) instead of wasting time with "micromanaging" like completing tilemaps. Tilemaps are easily compatible with crowd patches [6] . Each possible tile can be thought of as a kind of crowd patch (e.g., there can be predefined tiles for busy intersections like the "Shibuya Crossing" in Tokyo, casual shopping streets, or a Beverly Hills like area of houses with a lot of palms etc.) and the city can then be assembled from these tiles using the before mentioned mixedinitiative mode. This combination hasn't been researched before (to the best knowledge of the author) and is especially well suited for creating living cities with ease.
Open Questions
The following quote is an interesting open question: "All the designers I can think of working on PCG come from computer science. How can we make procedural content generation accessible to non-programmers, or at least people who don't have a strong background on CS?" [44] . This points towards mixed-initiative tools because they are usually aimed at humans without much programming skills. In stark contrast to needing programming skills, these tools are often very supportive to non-programmers, everyday people, artists, or designers. Future work could try closing the gap (making PCG accessible to non-programmers) and search for these kinds of mixed-initiative tools that support the upper mentioned groups of people in the context of procedural generation of living cities. Another possible open question ready to be explored in future work, which hasn't been addressed yet, might be how a discussion between human and computer at the "meta-level" could look like in the scope of this topic (mixed-initiative systems). "Being able to communicate at a meta-level about the design tasks and outcomes has not been well-explored in mixed-initiative PCG work thus far" [45] . This communication at the meta-level could be a better way for the computer to explain itself (and its actions) to the human user, e.g., why did the computer select certain objects over others etc.
Conclusions
To summarize, this paper is based on the first author's presentation during the doctorial consortium at the ICEC Conference 2016 in Vienna on Sept. 27. This paper provides an overview of current research for how to create populated virtual cities using just PCG methods, including research trends and open questions for inspiring future work. Emphasis is laid upon the state-ofthe-art of what procedural assets are available for city building (i.e., buildings including themeable cities, humans, vegetation, vehicles, and crowd patches are discussed) and a mixed-initiative mode that should help users to easily create a virtual city shaped to their desire. Future work could build upon this survey and use and implement one or more of the procedural assets and/or a mixedinitiative mode as described here for building a virtual city or try to tackle one or more of the open questions.
