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INTERMITTENT QUASISTATIC DYNAMICAL SYSTEMS:
WEAK CONVERGENCE OF FLUCTUATIONS
JUHO LEPPÄNEN
ABSTRACT. This paper is about statistical properties of quasistatic dynamical systems.
These are a class of non-stationary systems that model situations where the dynamics
change very slowly over time due to external influences. We focus on the case where the
time-evolution is described by intermittent interval maps (Pomeau-Manneville maps)
with time-dependent parameters. In a suitable range of parameters, we obtain a de-
scription of the statistical properties as a stochastic diffusion, by solving a well-posed
martingale problem. The results extend those of a related recent study due to Dobbs
and Stenlund, which concerned the case of quasistatic (uniformly) expanding systems.
1. INTRODUCTION
In this paper we continue the study, initiated in [15], of intermittent quasistatic dy-
namical systems. These are non-uniformly expanding examples of the following non-
stationary systems recently introduced by Dobbs and Stenlund [8].
Definition 1.1 (Discrete time QDS). Let (X,F ) be a measurable space, M a topological
space whose elements are measurable self-maps T : X → X, and T a triangular array of the
form
T = {Tn,k ∈ M : 0 ≤ k ≤ n, n ≥ 1}.
If there exists a piecewise continuous curve τ : [0, 1] →M such that1
lim
n→∞ Tn,⌊nt⌋ = τt (1)
for all t, we say that (T, τ) is a quasistatic dynamical system (QDS) with state space X
and system spaceM.
QDSs model situations where external influences force the observed system to trans-
form very gradually over time; see [8, 24] for more discussions on their physical inter-
pretation and significance. The compositions Tn,k ◦ · · · ◦ Tn,1 typically fail to be iden-
tically distributed. Such systems, which lack invariant measure, have gained interest
during recent years due to advances in the research of time-dependent dynamical sys-
tems; see for example [2, 7, 9–14, 18–21, 23, 25].
In a QDS (T, τ) , the time-evolution of a point x ∈ X is described by the array T,
separately on each level of the array: For each n ≥ 1, xn,k = Tn,k ◦ · · · ◦ Tn,1(x) is the
state of the system after k ≤ n steps on the nth level. We are interested in the statistical
properties of (xn,k)0≤k≤n as n → ∞. These depend on the limiting curve τ, which is
approximated by the piecewise constant curve t 7→ Tn,⌊nt⌋ with increasing accuracy as
n grows. In the analysis of a particular system, it might be necessary to specify the rate
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1For any real number s ≥ 0, ⌊s⌋ denotes the integer part of s.
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of convergence in (1). This is the case with the system studied in the present paper
(defined below), along with those considered in [8, 24].
Given a measurable function f : X → R, and integers k, n with 0 ≤ k ≤ n, we de-
note fn,k = f ◦ Tn,k ◦ · · · ◦ Tn,1 and adopt the convention that fn,0 = f . We define the
functions Sn : X × [0, 1] → R by
Sn(x, t) =
∫ nt
0
fn,⌊s⌋(x) ds, n ≥ 1.
Note that for any x ∈ X, the map t → Sn(x, t) is a piecewise linear interpolation of the
Birkhoff-type sum ∑
⌊nt⌋
k=0 fn,k(x) and thus belongs to the space of continuous functions
[0, 1] → R, which we denote by C([0, 1]). Given an initial distribution µ for x ∈ X, we
equip C([0, 1]) with the uniform norm topology, and view each map x 7→ Sn(x, ·) as a
random element with values in C([0, 1]).
We now briefly discuss the results of [8, 15, 24], and explain their connections to
the current manuscript. In [24], Stenlund showed an ergodic theorem for a general
QDS, and applied the result to a particular model (T, τ) whose systems space consists
of strongly chaotic (uniformly) expanding maps on the circle X = S1, τ is piecewise
Hölder continuous, and the convergence rate in (1) is sufficiently rapid (for details of
the model, see Section 3 of [24]). The application yielded for any continuous function
f : X → [0, 1], and almost every x ∈ X (with respect to Lebesgue measure),
lim
n→∞ sup
t∈[0,1]
|n−1Sn(x, t)−
∫ t
0
µˆτs( f ) ds| = 0, (2)
where µˆτs denotes the unique SRB measure (equivalent to m) associated to τs ∈ M,
and µˆτs( f ) =
∫ 1
0 f dµˆτs . An ergodic theorem for quasistatic billiards was also proved
in [24].
In [15], our primary aim was to investigate the ergodic properties of a QDS whose
system space consists of non-uniformly expanding maps, and in particular extend the
result (2) to this setting. To this end, we introduced an intermittent version of the QDS,
whose definition we next recall.
For each α ∈ [0, 1), let Tα : [0, 1] → [0, 1] be the Pomeau-Manneville map from [17]
defined by
Tα(x) =
{
x(1+ 2αxα) ∀x ∈ [0, 1/2),
2x− 1 ∀x ∈ [1/2, 1].
Definition 1.2 (Intermittent QDS). Let X = [0, 1] andM = {Tα : 0 ≤ α < 1} (equipped,
say, with the uniform topology). Next, let
{αn,k ∈ [0, 1) : 0 ≤ k ≤ n, n ≥ 1}
be a triangular array of parameters and
γ : [0, 1]→ [0, 1)
a piecewise continuous curve satisfying
lim
n→∞ αn,⌊nt⌋ = γt
for all t. Finally, define τt = Tγt and
Tn,k = Tαn,k .
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For α = 0, Tα is the angle-doubling map. For α > 0, Tα is strongly chaotic due to
expansion except near the neutral fixed point at the origin. The neutrality of this fixed
point is determined by α: the larger the α, the longer it takes for points to escape a small
neighborhood of the origin. It is well-known [1, 17] that every Tα admits an invariant
absolutely continuous probability measure µˆα, whose density belongs to the convex
cone
C∗(α) = { f ∈ C((0, 1]) ∩ L1 : f ≥ 0, f decreasing,
xα+1 f increasing, f (x) ≤ 2α(2+ α)x−αm( f )},
where m( f ) =
∫ 1
0 f (x) dx. We denote this density by hˆα.
The main result of [15] showed that (2) continues to hold for the above intermittent
QDS, when the limiting curve γ is piecewise Hölder-continuous of order η ∈ (0, 1],
such that
γ([0, 1]) ⊂ [0, β∗] (3)
holds for some β∗ < 12 , and
lim
n→∞ n
η sup
t∈[0,1]
|αn,⌊nt⌋− γt| < ∞. (4)
The former condition enables one to maintain uniform control in estimates involving
correlation decay, while the latter condition reflects the regularity of γ. Note that (4) is
always satisfied by the "equipartition" αn,k = γkn−1. If the assumption on β∗ is relaxed
to β∗ < 1, we managed to show in [15] that (2) still holds if almost sure convergence is
replaced by the weaker notion of convergence in probability (with respect to Lebesgue
measure).
Besides the aforementioned ergodic properties, other statistical properties of the in-
termittent QDS have not been widely studied. In this paper we consider distributional
properties of the paths t 7→ Sn(x, t) in the case where (3) holds with β∗ < 12 , given an
initial distribution µ of x ∈ X with cone density. We obtain results which show that,
for a wide class of centering measures ν, the fluctuations
χνn(x, t) = n
− 12Sn(x, t)− ν(n− 12Sn(x, t))
converge weakly to a stochastic diffusion process. These results extend those of [8]
concerning the previously mentioned uniformly expanding QDS. We require f to be
Lipschitz continuous, and the limiting curve γ to be Hölder-continuous such that (4)
along with (3) holds. Additionally, we need to assume that the µ-centered sequence
(χ
µ
n) is tight. In the smaller parameter range β∗ < 13 , we show that tightness holds for
all Lipschitz continuous functions f .
1.1. Main result. We work in the setting of Definition 1.2:
{Tn,k : 0 ≤ k ≤ n, n ≥ 1}
is a fixed triangular array of Pomeau-Manneville maps Tαn,k = Tn,k, and γ is a continu-
ous curve [0, 1]→ [0, 1) such that limn→∞ αn,⌊nt⌋ = γt. Recall that
Sn(x, t) =
∫ nt
0
fn,⌊s⌋(x) ds,
where fn,k = f ◦ Tn,k ◦ · · · ◦ Tn,1. We fix some centering measure ν, denote
f¯ = f − ν( f ),
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and for each integer n ≥ 1 define the fluctuation χνn : [0, 1]× [0, 1]→ R by
χνn(x, t) = n
− 12Sn(x, t)− n− 12 ν(Sn(x, t))
= n
1
2
∫ t
0
fn,⌊ns⌋(x) ds− n
1
2
∫ t
0
ν( fn,⌊ns⌋(x)) ds
= n
1
2
∫ t
0
f¯n,⌊ns⌋(x) ds.
For brevity we usually hide the x-dependence here and denote χνn(t) = χ
ν
n(x, t). Given
an initial probability measure µ, the map x 7→ χνn(x, ·) is a random element with values
in C([0, 1]), and we denote its distribution (with respect to µ) by Pµ,νn . If the centering
measure ν = µ, we denote Pµ,µn = P
µ
n.
Recall that µˆα denotes the invariant SRB measure associated to Tα. For all t ∈ [0, 1],
we set
fˆt = f − µˆγt( f ),
and
σˆ2t ( f ) = limm→∞ µˆγt
( 1√
m
m−1
∑
k=0
fˆt ◦ Tkγt
)2 .
In other words, σˆ2t ( f ) is the limiting variance of
1√
m ∑
m−1
k=0 fˆt ◦ Tkγt with respect to the
measure µˆγt .
We now come to the main result of this article:
Theorem 1.3. Let f : [0, 1] → R be Lipschitz continuous, and let the initial measure µ be
such that its density belongs to C∗(β∗). Suppose that γ : [0, 1] → [0, 1) is Hölder-continuous
of order η ∈ (0, 1], that γ([0, 1]) ⊂ [0, β∗] for some β∗ < 12 , and that
lim
n→∞ n
η sup
t∈[0,1]
|αn,⌊nt⌋− γt| < ∞.
Then, the variance σˆ2t ( f ) is finite and satisfies the Green-Kubo formula
σˆ2t ( f ) = µˆγt [ fˆ
2
t ] + 2
∞
∑
k=1
µˆγt [ fˆt fˆt ◦ Tkγt ].
If the sequence of measures (P
µ
n)n≥1 is tight, then for any probability measure ν, whose density
g = g1 − g2 for some g1, g2 ∈ C∗(β∗), the sequence (Pµ,νn )n≥1 converges weakly to the law of
the process
χ(t) =
∫ t
0
σˆs( f ) dWs . (5)
Here W is a standard Brownian motion, and the stochastic integral is to be understood in the
sense of Ito.
Remark 1.4. A couple of remarks are in order:
(1) If the density g ∈ C∗(β∗) or if g is Lipschitz continuous, then by Lemma 2.4
in [16] there exist g1, g2 ∈ C∗(β∗) such that g = g1 − g2.
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(2) If f : [0, 1] → Rd is a vector-valued Lipschitz continuous function, Theorem
1.3 continues to hold with the modifications thatW is a d-dimensional standard
Brownian motion, and σˆt( f ) ∈ Rd×d is the square root of the covariance matrix
σˆ2t ( f ) = limm→∞ µγt
[(
1√
m
m−1
∑
k=0
fˆt ◦ Tkγt
)
⊗
(
1√
m
m−1
∑
k=0
fˆt ◦ Tkγt
)]
.
Here v⊗w is the d× d-matrix with entries (v⊗w)αβ = vαwβ. To obtain this gen-
eralization, it suffices to modify the proof of Theorem 1.3 exactly as described
in Section 9.1 of [8].
A result similar to Theorem 1.3 was established in [8] for a class of uniformly ex-
panding QDSs. To prove the above theorem, we closely follow the approach of [8]
and identify the limit process χ by solving a well-posed martingale problem. We need
tightness for the sequence (Pµn)n≥0 to ensure the existence of a weakly convergent sub-
sequence. If β∗ is sufficiently small, this follows easily from correlation decay.
Corollary 1.5. Let f : [0, 1] → R be Lipschitz continuous, and let γ and β∗ be as in Theorem
1.3. Assume also that β∗ < 13 . Then, for any measure µ whose density belongs to C∗(β∗),
and for any measure ν whose density g = g1 − g2 for some g1, g2 ∈ C∗(β∗), the sequence of
measures (P
µ,ν
n )n≥1 converges weakly to the law of the process
χ(t) =
∫ t
0
σˆs( f ) dWs .
Proof: By Theorem 1.3, it suffices to show that (Pµn)n≥1 is tight. This is verified in
Lemma 4.1. 
Although on a general level, the proof of Theorem 1.3 proceeds exactly as that of [8],
on the level of details the two proofs differ significantly. Often these differences are
related to the fact that exponential memory loss, which was a key ingredient in the
proof of [8], fails for the intermittent QDS. Instead we have polynomial memory loss
(given by Fact 2.1 below), and in the setting of Theorem 1.3 the polynomial rate is
determined by β∗. If tightness of (P
µ
n)n≥1 is given, wemanage towork in the parameter
range β∗ < 12 , albeit considerable subtlety is often required to deal with estimates
involving correlation decay. Moreover, we are unable to prove that (Pµn)n≥1 is tight for
a large class of observables f , if 13 ≤ β∗ < 12 . To discuss these issues in more detail, we
proceed to outline the proof of the theorem.
1.2. Outline of the proof of Theorem 1.3. In the proof we extensively utilize the re-
sults of [1, 16] concerning polynomial memory loss of time-dependent intermittent
maps, and the results of [15] on perturbation of transfer operators. These are reviewed
in Section 2.
We start by denoting ξn = χ
µ
n and observe that it suffices to prove Theorem 1.3 in the
case where the centering measure ν = µ, for an argument utilizing the Portmanteau
theorem and polynomial memory loss then implies the more general result. If (Pµn)n≥0
is tight, we know that it has a weakly convergent subsequence. By Kolmogorov-
Chentsov criterion, tightness follows from the fourth moment bound
µ[[ξn(t+ δ)− ξn(t)]4] . ‖ f‖4Lipδ2. (6)
In [8], a bound of the form (6) was a direct consequence of exponential correlation
decay. We invoke polynomial correlation decay (Fact 2.3 below), which suffices to
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show (6) for all Lipschitz continuous f , if β∗ < 13 . If instead
1
3 ≤ β∗ < 12 , we obtain a
bound weaker than (6), which still suffices for the rest of the proof, but in this case we
have to assume that (Pµn)n≥0 is tight to guarantee the existence of a weakly convergent
subsequence.
The existence of a weak limit P = limk P
µ
nk along a subsequence enables us to pursue
the path taken in [8]: We show that P solves the martingale problem corresponding to
the expression of χ in (5). By uniqueness of such solutions, the result of Theorem 1.3
follows.
A successful implementation of the above strategy requires control over the second
moment µ[[ξn(t)− ξn(s)]2]. Following [8], we prove a representation
µ[[ξn(t+ δ)− ξn(t)]2] =
∫ t+δ
t
σˆ2s ( f ) ds + δo(1) + o(n
− 12 ). (7)
The proof of this result rests on the observation that µ( f¯n,⌊ns⌋ f¯n,⌊nr⌋) is small outside a
neighborhood An of the diagonal {(s, r) : t ≤ s = r ≤ t+ δ}, so that for large n we
can approximate
µ[[ξn(t+ δ)− ξn(t)]2] ≈ n
∫∫
An
µ( f¯n,⌊ns⌋ f¯n,⌊nr⌋) dr ds.
A result of [15] implies that for some κ, θ ∈ (0, 1),
µ( fn,⌊nr⌋) = µˆγr( f ) +O(n
−θ) (8)
holds whenever nr & nκ . In order to make use of this we remove small (polynomially
decaying) blocks from the lower left and upper right corners of An, but here we need
to be more careful than in [8] when choosing the size of these blocks: In the QDS of [8],
the weaker lower bound nr & log n sufficed for an estimate similar to (8). After these
steps, we arrive at (7) by using the perturbation estimates of [15], which allow us to
approximate
µ( fn,⌊ns⌋ fn,⌊nr⌋) ≈ µ( f ◦ T⌊ns⌋γs f ◦ T⌊nr⌋γs ) ∀(s, r) ∈ An.
Another auxiliary result instrumental in the proof of Theorem 1.3 is the following
decorrelation estimate for ξn: whenever A : R → R is a bounded function, and s ≤ t,
µ[A(ξn(s))[ξn(t)− ξn(s)]2] = µ[A(ξn(s)]µ[[ξn(t)− ξn(s)]2] + o(1), (9)
as n → ∞. To prove the result, we start by introducing (for each n and t) a canonical
partition Pn,t of the unit interval, such that the map x 7→ ξn(x, t) is almost constant on
each partition element. This enables us to reduce (9) to the following statement: For
each partition element I ∈ Pn,t, letting µI denote the measure µ conditioned on I,
∑
I∈Pn,t
µ(I)µI [[ξn(t)− ξn(s)]2] = µ[[ξn(t)− ξn(s)]2] + o(1), (10)
as n → ∞. In the uniformly expanding framework of [8], the authors proved (10)
by observing that, if a suitably small block [s, s + n−p]2 ⊂ [s, t]2 is removed from the
domain of integration, exponential loss of memory implies a uniformly small upper
bound to
µI [[ξn(t)− ξn(s)]2]− µ[[ξn(t)− ξn(s)]2]. (11)
We instead invoke a result of [16] regarding convergence of conditional measures (Fact
2.2 below), which implies an upper bound to (11) depending on I. Together with
Jensen’s inequality the bound then leads to (10).
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1.3. Notations. For comparing quantities, the following notations are used: Given two
real-valued functions f and g, we denote g(x) .θ f (x) if there exists a constant C > 0
depending on θ with g(x) ≤ C f (x). Moreover, . means .β∗ , i.e. that the constant
depends only on the system Tβ∗ .
Given a measurable map f : [0, 1] → R, we denote ‖ f‖∞ = supx∈[0,1] | f (x)| and
‖ f‖Lip = ‖ f‖∞ + Lip( f ), where
Lip( f ) = sup
x 6=y
| f (x)− f (y)|
|x− y| .
If µ is any Borel measure on [0, 1] such that f is µ-integrable, we denote µ( f ) =
∫
f dµ.
The Lebesgue measure on [0, 1] is denoted by m.
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during the early stages of the paper’s preparation. I would also like to thank my advi-
sor Mikko Stenlund for suggesting the problem and for giving comments on prelimi-
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2. PRELIMINARIES
Throughout this section we consider a general time-dependent sequence (Tαn)n≥1 of
Pomeau-Manneville maps, where (αn)n≥1 is a sequence of numbers with 0 ≤ αn ≤ β∗
for some fixed β∗ ∈ (0, 1). We call such sequences of maps admissible. We abbreviate
Tαn = Tn, n ≥ 1, and C∗ = C∗(β∗), where C∗(β∗) is the cone of functions defined in the
previous section (see below Definition 1.2).
For each α ∈ [0, 1], the transfer operator associated to Tα is denoted by Lα:
Lα f (x) = ∑
y∈T−1α x
f (y)
T′α(y)
, f ∈ L1([0, 1],R).
In the case of a single map Tα, we denote Tn+1α = T
n
α ◦ Tα and Ln+1α = LnαLα, where
T0α = id[0,1] and L0α = idL1 . In the time-dependent setting, we introduce for all integers
n ≥ m the following notations:
Tn = Tαn Ln = Lαn
T˜n,m = Tn ◦ · · · ◦ Tm L˜n,m = Ln · · · Lm
T˜n = T˜n,1 L˜n = L˜n,1
The map T˜n,m has 2n−m+1 branches, and we denote the leftmost branch by (T˜n,m)1. The
domain of the map (T˜n,m)1 is an interval whose left endpoint is the origin.
2.1. On time-dependent intermittent maps. Statistical properties of time-dependent
intermittent systems have been studied before. The authors of [3–6] have obtained
various limit theorems in the setting of random intermittent maps, while in [20] cen-
tral limit theorems for sequential and random intermittent systems were shown. The
existence of extreme value laws was proved recently in [9]. For the present manu-
script, [1, 15, 16] are most important. We briefly review some results of these three
papers related to correlation decay and perturbation of transfer operators.
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Let (Tn)n≥1 be an admissible sequence of maps. In [1], Aimino et al. proved polyno-
mial memory loss for the sequential system.
Fact 2.1. Let f , g ∈ C∗ with
∫
f dx =
∫
g dx. Then, for all integers n ≥ 0,
‖L˜n( f − g)‖1 . (‖ f‖1 + ‖g‖1)ρ(n),
where ρ(n) = n
− 1β∗+1(log n)
1
β∗ for n ≥ 2, and ρ(0) = ρ(1) = 1.
The proof of Fact 2.1 was based on the earlier work [17] where a similar result was
obtained in the setting of a single map instead of a sequence of maps.
In [16], we observed that the method of [1, 17] can be extended to obtain a version
of Fact 2.1 for conditional densities. Given n ≥ 1, there is a partition P = {Inθ }2
n
θ=1 of
(0, 1) into open subintervals Inθ such that T˜n ↾ I
n
θ maps I
n
θ one-to-one and onto (0, 1) for
all θ ∈ {1, . . . , 2n}. Given a probability measure µ with density h ∈ C∗, we define the
conditional densities
hθ = µ(I
n
θ )
−11Inθ h, θ ∈ {1, . . . , 2
n},
and denote h˜θ = Ln · · · L1(hθ) = L˜n(hθ).
Fact 2.2. Let h, g ∈ C∗ be densities, and let m ≥ 1 be an integer. Then,
2n
∑
θ=1
µ(Inθ )‖L˜n+m,n+1(h˜θ − L˜ng)‖1 . ρ(m).
Fact 2.2 was proved in [16] and applied together with Fact 2.1 to show the following
multicorrelation bound.
Fact 2.3. Let f0, . . . , fl be Lipschitz continuous functions [0, 1] → R, and fl+1, . . . , fk ∈
L∞([0, 1]). Fix integers 0 = n0 ≤ n1 ≤ . . . ≤ nk, and denote
H = f0 · f1 ◦ T˜n1 · · · fl ◦ T˜nl
G = fl+1 ◦ T˜nl+1 · · · fk ◦ T˜nk .
Then, for any probability measure µ with density h ∈ C∗,∣∣∣∣∫ HG dµ− ∫ H dµ ∫ G dµ∣∣∣∣
.
l
∏
i=0
‖ fi‖Lip
k
∏
i=l+1
‖ fi‖∞ρ(nl+1 − nl),
where ρ(n) = n
− 1β∗+1(log n)
1
β∗ for n ≥ 2, and ρ(0) = ρ(1) = 1.
We end this review by recalling a couple of perturbation estimates from [15].
Fact 2.4. For all h ∈ C∗,
‖(Lα −Lβ)h‖1 . ‖h‖1(β − α)
1
3 (1−β∗)|log(β − α)|
and
‖hˆα − hˆβ‖1 . (β − α)
1
3 (1−β∗)2 |log(β − α)| 1β∗
hold whenever 0 ≤ α < β ≤ β∗.
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3. THE PROCESS ξn
In the rest of this paper we consider the intermittent QDS described in Definition 1.2.
Throughout we assume that γ : [0, 1] → [0, 1) is Hölder-continuous of order η ∈ (0, 1],
and that there exists β∗ ∈ (0, 1) such that γ([0, 1]) ⊂ [0, β∗] and
lim
n→∞ n
η sup
t∈[0,1]
|αn,⌊nt⌋− γt| < ∞. (12)
We fix a Lipschitz continuous function f : [0, 1]→ R and an initial probability measure
µ whose density h ∈ C∗. Recall that fn,k = f ◦ Tn,k ◦ · · · ◦ Tn,1 for any integers 0 ≤ k ≤ n.
We denote
ξn(x, t) = χ
µ
n(x, t) = n
1
2
∫ t
0
f¯n,⌊ns⌋(x) ds,
where
f¯n,k = f − µ( fn,k), 0 ≤ k ≤ n.
That is, we center according to the initial measure µ.
Given integers 0 ≤ k ≤ n, we denote hn,k = Ln,k · · · Ln,1h. In other words, hn,k is the
density of the pushforward measure (Tn,k ◦ · · · ◦ Tn,1)∗µ. If r is close to s, the density
hn,⌊nr⌋ is pretty close to the SRB density hˆγs , provided that the systems has been running
for a while:
Lemma 3.1. There exist p0 ∈ (0, 1), p1 ∈ (0, 12) and c1 > 0, such that
‖hn,⌊nr⌋ − hˆγs‖1 .γ n−p0 + |r− s|η
1
4 (1−β∗)2
holds whenever s ∈ [0, 1] and c1np1−1 < r ≤ 1.
Proof: Let
p1 =
η
4 (1−β∗)
1
β∗+
η
4 (1−β∗)
<
1
2 .
The proof of Lemma 6.1 in [15] shows that for some p0 ∈ (0, 1) and c1 > 0,
‖hn,⌊nr⌋ − hˆγr‖1 .γ n−p0
holds whenever c1np1−1 < r ≤ 1. On the other hand, Fact 2.4 implies
‖hˆγr − hˆγs‖1 . |γr − γs|
1
4 (1−β∗)2 ,
and the desired bound now follows by Hölder continuity of γ. 
3.1. The variance σˆ2t . Throughout the rest of this paper we assume β∗ <
1
2 . Note that
by (12) there exists β∗∗ < 12 , such that αn,k ≤ β∗∗ whenever n is large enough and
0 ≤ k ≤ n. Since we are interested only in the limit n → ∞, we will assume without
loss of generality that αn,k ≤ β∗ < 12 for all n and 0 ≤ k ≤ n.
Recall that fˆt = f − µˆγt( f ), and
σˆ2t ( f ) = limm→∞ µˆγt
( 1√
m
m−1
∑
k=0
fˆt ◦ Tkγt
)2 . (13)
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Lemma 3.2. For all t ∈ [0, 1], σˆ2t ( f ) is finite and
σˆ2t ( f ) = µˆγt [ fˆ
2
t ] + 2
∞
∑
k=1
µˆγt [ fˆt fˆt ◦ Tkγt ]. (14)
Moreover, the map t 7→ σˆ2t ( f ) is Hölder continuous.
Proof: A straightforward manipulation yields
µˆγt
( 1√
m
m−1
∑
k=0
fˆt ◦ Tkγt
)2 = µˆγt [ fˆ 2t ] + 2m−1 m−1∑
k=1
(m− k)µˆγt [ fˆt fˆt ◦ Tkγt ],
for all m ≥ 1. By Fact 2.3,
|µˆγt [ fˆt fˆt ◦ Tkγt ]| . ‖ f‖2Lipρ(k),
which implies ∑∞k=1 |µˆγt [ fˆt fˆt ◦ Tkγt ]| < ∞ and limm→∞ 1m ∑m−1k=1 k|µˆγt [ fˆt fˆt ◦ Tkγt ]| = 0,
since β∗ < 12 . It follows that σˆ
2
t ( f ) is finite and the representation (14) holds.
To show the last claim, we define
VK,t = µˆγt [ fˆ
2
t ] + 2
K
∑
k=1
µˆγt [ fˆt fˆt ◦ Tkγt ].
Then,
|σˆ2t ( f )− σˆ2s ( f )| ≤ |VK,t−VK,s|+ 2
∞
∑
k=K+1
sup
r
|µˆγr [ fˆr fˆr ◦ Tkγr ]|
. f |VK,t −VK,s|+ K1−κ ,
for some κ > 1. To obtain a bound for |VK,t−VK,s|, we first note that
VK,t = [µˆγt( f
2)− µˆγt( f )2] +
K
∑
k=1
[µˆγt( f f ◦ Tkγt)− µˆγt( f )2].
Hence,
|VK,t −VK,s| ≤ |µˆγt( f 2)− µˆγs( f 2)|+ |µˆγt( f )2 − µˆγs( f )2|
+
K
∑
k=1
|µˆγt( f f ◦ Tkγt)− µˆγs( f f ◦ Tkγs)|+
K
∑
k=1
|µˆγt( f )2 − µˆγs( f )2|.
By Fact 2.4, there is κ1 ∈ (0, 1) such that
‖(Lγt −Lγs)g‖1 . ‖g‖1|γt − γs|κ1 ∀g ∈ C∗, (15)
and
|µˆγt(g)− µˆγs(g)| . ‖g‖∞|γt − γs|κ1 ∀g ∈ L∞([0, 1],R). (16)
Since γ is Hölder continuous of order η, it follows that (15), (16) .g,γ |t− s|κ2 , where
κ2 = κ1η. Consequently,
|µˆγt( f 2)− µˆγs( f 2)|+ |µˆγt( f )2 − µˆγs( f )2| . f ,γ |t− s|κ2 .
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Moreover,
|µˆγt( f f ◦ Tkγt)− µˆγs( f f ◦ Tkγs)|
≤ |µˆγt( f f ◦ Tkγt)− µˆγs( f f ◦ Tkγt)|+ |µˆγs( f f ◦ Tkγt)− µˆγs( f f ◦ Tkγs)|
. f ,γ |t− s|κ2 + ‖(Lkγt −Lkγt)( f hˆγs)‖1.
Since
(Lkγt −Lkγs)( f hˆγs ) =
k
∑
m=1
Lm−1γt (Lγt −Lγs)Lk−mγs ( f hˆγs),
and Lγt is an L1-contraction,
‖(Lkγt −Lkγs)( f hˆγs )‖1 ≤
k
∑
m=1
‖(Lγt −Lγs)Lk−mγs ( f hˆγs)‖1.
The function Lk−mγs ( f hˆγs)might not belong to the cone C∗, so we can not directly apply
(15). However, by Lemma 2.4 in [16] there exist g1, . . . , g4 ∈ C∗ such that
Lk−ms ( f hˆs) = g1 − g2 + g3 − g4,
and for all 1 ≤ i ≤ 4,
‖gi‖1 . ‖ f‖Lip.
Combining this with (15) now yields the upper bound
‖(Lkγt −Lkγs)( f hˆγs )‖1 . f ,γ k|t− s|κ2 .
With the foregoing bounds we conclude that
|VK,t−VK,s| . f ,γ K2|t− s|κ2 .
Hence,
|σˆ2t ( f )− σˆ2s ( f )| . f ,γ K2|t− s|κ2 + K1−κ
holds for all K ≥ 1, s, t ∈ [0, 1]. We fix s, t ∈ [0, 1] with s 6= t, and set K = ⌊|t− s|− κ2κ+1 ⌋
so that K2|t− s|κ2 ≈ K1−κ. It follows that
|σˆ2t ( f )− σˆ2s ( f )| . f ,γ |t− s|κ2
κ−1
κ+1 .
This shows that the map t 7→ σˆ2t ( f ) is Hölder continuous, and thus completes the proof
of Lemma 3.2. 
3.2. The second moment µ[[ξn(t+ δ)− ξn(t)]2]. The following simple estimate shows
that the second moment
µ[[ξn(t+ δ)− ξn(t)]2] =
∫ 1
0
[ξn(x, t+ δ)− ξn(x, t)]2 dµ(x)
is uniformly bounded.
Lemma 3.3. Whenever 0 ≤ t ≤ t+ δ ≤ 1,
µ[[ξn(t+ δ)− ξn(t)]2] . ‖ f‖2Lipδ.
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Proof: We start by writing
µ[[ξn(t+ δ)− ξn(t)]2] = µ
[
n
(∫ t+δ
t
f¯n,⌊nu⌋ du
)2]
= n
∫ t+δ
t
∫ t+δ
t
µ( f¯n,⌊nu⌋ f¯n,⌊nv⌋) du dv.
Since µ( f¯n,k) = 0, Fact 2.3 implies the bound
|µ( f¯n,⌊nu⌋ f¯n,⌊nv⌋)| . ‖ f‖2Lipρ(n(v− u)),
whenever 0 ≤ u ≤ v ≤ 1. Hence, if δ ≤ 2n−1,
µ[[ξn(t+ δ)− ξn(t)]2] . n‖ f‖2Lip
∫ t+δ
t
∫ t+δ
t
1 du dv . ‖ f‖2Lipδ.
On the other hand, if δ > 2n−1, there is κ = κ(β∗) > 1 such that
n
∫ t+δ
t
∫ t+δ
t
µ( f¯n,⌊nu⌋ f¯n,⌊nv⌋) du dv
. ‖ f‖2Lipδ + ‖ f‖2Lipn
∫ t+δ
t+2/n
∫ v−2/n
t
(n(v− u))−κ du dv
. ‖ f‖2Lipδ.
In both cases we arrive at the bound of Lemma 3.3. 
Before investigating further properties of the process (ξn), we introduce for brevity
the following notations, given any integers 0 ≤ k ≤ l ≤ n:
T˜n,l,k = Tn,l ◦ · · · ◦ Tn,k L˜n,l,k = Ln,l · · · Ln,k
T˜n,k = T˜n,k,1 L˜n,k = L˜n,k,1
Lemma 3.4. Whenever 0 ≤ t ≤ t+ δ ≤ 1,
µ[[ξn(t+ δ)− ξn(t)]2] =
∫ t+δ
t
σˆ2s ( f ) ds + δo(1) + o(n
− 12 ),
as n → ∞, where the error terms are uniform in t and δ. Moreover,∫ t+δ
t
σˆ2s ( f ) ds = δσˆ
2
t ( f ) + o(δ),
as δ → 0, where the error term is uniform in t.
Proof: The second claim follows immediately by uniform continuity of the function
t 7→ σˆ2t ( f ) (Lemma 3.2). We show the first claim. To this end, let δ > 0 and let n be
sufficiently large so that n− 12 ≤ δ. Let p1 ∈ (0, 12) and c1 be as in Lemma 3.1. We fix
κ, λ ∈ (0, 1) such that 0 < κ < p1 < λ < 12 , and denote an = n−1+κ , and bn = n−1+λ.
Then, we write
µ[[ξn(t+ δ)− ξn(t)]2] = n
∫ t+δ
t
∫ t+δ
t
µ( f¯n,⌊nu⌋ f¯n,⌊nv⌋) du dv,
and partition the domain of integration [t, t+ δ]2 = Pn ∪Qn ∪ Rn , where
Pn = {(s, r) ∈ [t, t+ δ]2 : t+ bn ≤ s ≤ t+ δ− bn and |r− s| ≤ an},
Qn = {(s, r) ∈ [t, t+ δ]2 : |r− s| ≤ an and either s < t+ bn or s > t+ δ− bn},
and
Rn = {(s, r) ∈ [t, t+ δ]2 : |r− s| > an}.
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Since m(Qn) = O(anbn),∣∣∣∣n ∫∫
Qn
µ( f¯n,⌊ns⌋ f¯n,⌊nr⌋) dr ds
∣∣∣∣ . ‖ f‖2∞nanbn . ‖ f‖2∞n−1+λ+κ.
On the other hand, when nκ = nan ≥ 2, it follows by Fact 2.3 that∣∣∣∣n ∫∫
Rn
µ( f¯n,⌊ns⌋ f¯n,⌊nr⌋) dr ds
∣∣∣∣ = ∣∣∣∣2n ∫ t+δ−an
t
∫ t+δ
s+an
µ( f¯n,⌊ns⌋ f¯n,⌊nr⌋) dr ds
∣∣∣∣
. ‖ f‖2Lip2n
∫ t+δ−an
t
∫ t+δ
s+an
ρ(nr − ns) dr ds
. ‖ f‖2Lip2n
∫ t+δ−an
t
∫ t+δ
s+an
(nr − ns)−θ dr ds . ‖ f‖2Lipδn−κ(θ−1),
for some θ = θ(β∗) > 1. Thus, if κ > 0 is sufficiently small, all significant contribution
comes from the diagonal Pn:
µ[[ξn(t+ δ)− ξn(t)]2] = n
∫∫
Pn
µ( f¯n,⌊ns⌋ f¯n,⌊nr⌋) dr ds+O(δnκ(1−θ) + n−1+λ+κ).
Note that for all (s, r) ∈ Pn, we have the lower bound
r ≥ s− an ≥ t+ bn − an ≥ bn − an = (nλ−p1 − nκ−p1)n−1+p1
≥ (nλ−p1 − 1)n−1+p1 > c1n−1+p1 ,
when nλ−p1 > 1+ c1. For such n, it follows by Lemma 3.1 that
‖hn,⌊nr⌋ − hˆγs‖1 .γ n−p0 + |r− s|η
1
4 (1−β∗)2 . n−p0 + aη
1
4 (1−β∗)2
n .γ n
−θ1 , (17)
for some θ1 = θ1(β∗, η) ∈ (0, 1) (independent of κ), and all (s, r) ∈ Pn. Hence,
sup
r∈(s−an,s+an)
|µ( fn⌊nr⌋)− µˆγs( f )| .γ ‖ f‖∞n−θ1 ,
from which it follows that
n
∫ s+an
s−an
µ( f¯n,⌊ns⌋ f¯n,⌊nr⌋) dr = n
∫ s+an
s−an
µ( fn,⌊ns⌋ fn,⌊nr⌋)− µˆγs( f )2 dr+O(nκ−θ1).
Next, we split the domain of integration [s − an, s+ an] = [s − an, s] ∪ [s, s+ an], and
consider the right half. Letting cn = 1n(1− {ns}), we have
n
∫ s+an
s
µ( fn,⌊ns⌋ fn,⌊nr⌋) dr = n
∫ an
0
µ( fn,⌊ns⌋ fn,⌊n(s+r)⌋) dr
= cnnµn,⌊ns⌋( f 2) + n
∫ an
cn
µn,⌊ns⌋( f f ◦ Tn,⌊n(s+r)⌋ ◦ · · · ◦ Tn,⌊ns⌋+1) dr.
Thus, by (17),
n
∫ s+an
s
µ( fn,⌊ns⌋ fn,⌊nr⌋) dr
= cnnµˆγs( f
2) + n
∫ an
cn
µˆγs( f f ◦ Tn,⌊n(s+r)⌋ ◦ · · · ◦ Tn,⌊ns⌋+1) dr+O(n−θ1 + nκ−θ1)
= n
∫ cn
0
m( f hˆγs f ) dr + n
∫ an
cn
m( fLn,⌊n(s+r)⌋ · · · Ln,⌊ns⌋+1(hˆγs f )) dr +O(n−θ1 + nκ−θ1).
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We replace L˜n,⌊n(s+r)⌋,⌊ns⌋+1 = Ln,⌊n(s+r)⌋ · · · Ln,⌊ns⌋+1 by L⌊n(s+r)⌋−⌊ns⌋γs in the second
integral. To see that the inflicted error is small, first note that
‖(L˜n,⌊n(s+r)⌋,⌊ns⌋+1−L⌊n(s+r)⌋−⌊ns⌋γs )hˆγs f‖1
≤
⌊n(s+r)⌋
∑
k=⌊ns⌋+1
‖L˜n,⌊n(s+r)⌋,k+1(Ln,k −Lγs)Lk−⌊ns⌋−1γs hˆγs f‖1
. nr max
⌊ns⌋+1≤k≤⌊n(s+r)⌋
‖(Ln,k −Lγs)Lk−⌊ns⌋−1γs hˆγs f‖1.
By Lemma 2.4 in [16], for each k with ⌊ns⌋ + 1 ≤ k ≤ ⌊n(s + r)⌋, there are functions
g1, . . . , g4 ∈ C∗ such that
Lk−⌊ns⌋−1γs hˆγs f = g1 − g2 + g3 − g4,
and ‖gi‖1 . ‖ f‖Lip. Fact 2.4 applies to cone functions, and yields the bound
‖(Ln,k −Lγs)gi‖1 . ‖ f‖Lip|αn,k − γs|
1
4 (1−β∗), 1 ≤ i ≤ 4,
so that for all r ≤ an and ⌊ns⌋+ 1 ≤ k ≤ ⌊n(s + r)⌋,
‖(Ln,k −Lγs)Lk−⌊ns⌋−1γs hˆγs f‖1
. ‖ f‖Lip|αn,k − γs|
1
4 (1−β∗)
.γ ‖ f‖Lip
(
n−η +
∣∣∣∣s− kn
∣∣∣∣η)
1
4 (1−β∗)
.γ ‖ f‖Lip(n−η + rη) 14 (1−β∗) .γ ‖ f‖Lipn−θ2 ,
for some θ2 = θ2(β∗, η) ∈ (0, 1) (independent of κ). We obtain the bound
‖(L˜n,⌊n(s+r)⌋,⌊ns⌋+1−L⌊n(s+r)⌋−⌊ns⌋γs )hˆγs f‖1 . nr‖ f‖Lipn−θ2 . ‖ f‖Lipnκ−θ2 .
By the foregoing estimates, we conclude that
n
∫ s+an
s
µ( fn,⌊ns⌋ fn,⌊nr⌋) dr
= n
∫ cn
0
m( f hˆγs f ) dr + n
∫ an
cn
m( fL⌊n(s+r)⌋−⌊ns⌋γs hˆγs f ) dr +O(nannκ−θ2 + nκ−θ1)
= n
∫ an
0
m( fL⌊n(s+r)⌋−⌊ns⌋γs hˆγs f ) dr +O(n2κ−θ2 + nκ−θ1).
Similarly one shows that
n
∫ s
s−an
µ( fn,⌊ns⌋ fn,⌊nr⌋) dr = n
∫ 0
−an
m( fL⌊ns⌋−⌊n(s+r)⌋γs (hˆγs f )) dr +O(n2κ−θ2 + nκ−θ1).
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Hence,
n
∫ s+an
s−an
µ( f¯n,⌊ns⌋ f¯n,⌊nr⌋) dr
= n
∫ an
−an
m( fL|⌊ns⌋−⌊n(s+r)⌋|γs hˆγs fˆs) dr+O(n2κ−θ2 + nκ−θ1)
= n
∫ ∞
−∞
m( fL|⌊ns⌋−⌊n(s+r)⌋|γs hˆγs fˆs) dr +O(nκ(1−θ) + n2κ−θ2 + nκ−θ1)
= σˆ2s ( f ) +O(n
κ(1−θ) + n2κ−θ2 + nκ−θ1),
where Fact 2.3 was used in the second equality. We have shown that
µ[[ξn(t+ δ)− ξn(t)]2]
= n
∫ t+δ−bn
t+bn
∫ s+an
s−an
µ( f¯n,⌊ns⌋ f¯n,⌊nr⌋) dr ds+ δO(nκ(1−θ)) +O(n−1+λ+κ)
=
∫ t+δ−bn
t+bn
σˆ2s ( f ) ds + δO(n
κ(1−θ) + n2κ−θ2 + nκ−θ1) + δO(nκ(1−θ)) +O(n−1+λ+κ)
=
∫ t+δ
t
σˆ2s ( f ) ds+ δO(n
κ(1−θ) + n2κ−θ2 + nκ−θ1) + δO(nκ(1−θ)) + δO(n−
1
2+λ+κ).
The first claim of Lemma 3.4 follows from this by choosing sufficiently small κ < p1
and λ > p1. 
3.3. Decorrelation for the process ξn. Let C∞c (R) denote the collection of all functions
A ∈ C∞(R) with compact support. Together with Lemma 3.4, the following decorre-
lation result forms the technical core for the proof of Theorem 1.3.
Lemma 3.5. Let A ∈ C∞c (R) and q ∈ {1, 2}. Then, for any probability measure µ with
density h ∈ C∗,
µ[A(ξn(s))[ξn(t)− ξn(s)]q]− µ[A(ξn(s)]µ[[ξn(t)− ξn(s)]q] = o(1),
as n → ∞, whenever 0 ≤ s ≤ t ≤ 1. Here the error is uniform in t and s.
Before going into the proof, we record some preliminary bounds which will be in-
strumental later on too. If n ≥ 1 is an integer and t ∈ (0, 1), then we can form the parti-
tionP = {In,t,θ}2⌊nt⌋θ=1 of (0, 1) into open subintervals In,t,θ such that themap T˜n,⌊nt⌋ ↾ In,t,θ
is one-to-one and onto (0, 1). Note that if In,t,1 denotes the interval whose left endpoint
is zero, then m(In,t,1) ≥ m(In,t,θ) holds for all θ ∈ {1, . . . , 2⌊nt⌋}. Hence, whenever
⌊nt⌋ − ⌊ns⌋ ≥ 1, and θ ∈ {1, . . . , 2⌊nt⌋},
m(T˜n,⌊ns⌋(In,t,θ)) ≤ m((T˜n,⌊nt⌋,⌊ns⌋+1)−11 (0, 1)) ≤ m((Tβ∗)−(⌊nt⌋−⌊ns⌋)1 (0, 1)),
where the last inequality follows from the fact that α ≤ β∗ implies Tβ∗ ≤ Tα. By Lemma
3.2 in [17],
m((Tβ∗)
−(⌊nt⌋−⌊ns⌋)
1 (0, 1)) . (nt− ns)−
1
β∗ ,
and so,
m(T˜n,⌊ns⌋(In,t,θ)) . (nt− ns)−
1
β∗ .
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It follows that the function x → ξn(x, s) is almost constant on each partition element
In,t,θ, whenever ⌊nt⌋ ≥ ⌊ns⌋+ 1: For all x, y ∈ In,t,θ,
|ξn(x, s)− ξn(y, s)| ≤ n 12
∫ s
0
| fn,⌊nu⌋(x)− fn,⌊nu⌋(y)| du
. ‖ f‖Lipn 12
∫ s
0
(nt− nu)− 1β∗ du
. ‖ f‖Lip 1
n
1
β∗− 12
(
1
β∗ − 1
) (t− s)1− 1β∗ . (18)
Next, suppose that B1, . . . , Bm are bounded and Lipschitz continuous functions on R
and 0 ≤ t1 < . . . < tm < tm + 2/n ≤ t ≤ 1. For each θ ∈ {1, . . . , 2⌊nt⌋}, we denote by
µn,t,θ the conditional measure µ(In,t,θ)−1µ(1In,t,θ ·). Then, it follows from (18) that
|B1(ξn(x, t1)) · · · Bm(ξn(x, tm))− µn,t,θ[B1(ξn(t1)) · · · Bm(ξn(tm))]|
. ∏
1≤k≤m
‖Bk‖Lip‖ f‖Lip n−
1
β∗+
1
2
m
∑
k=1
(t− tk)1−
1
β∗ , ∀x ∈ In,t,θ. (19)
With these preparations, we can now show Lemma 3.5:
Proof of Lemma 3.5: We only prove the case q = 2, and leave the similar but easier case
q = 1 to the reader. We need to show that whenever 0 ≤ s ≤ t ≤ 1,
µ[A(ξn(s))[ξn(t)− ξn(s)]2]− µ[A(ξn(s)]µ[[ξn(t)− ξn(s)]2] = o(1), (20)
as n→ ∞.
Suppose that s < t and let n ≥ 0 be large enough so that n(t− s) ≥ 2. Note that (19)
implies the bound
|µ[1In,s+2/n,θA(ξn(s))[ξn(t)− ξn(s)]2]− µn,s+2/n,θ[A(ξn(s))]µ[1In,s+2/n,θ [ξn(t)− ξn(s)]2]|
≤ sup
x∈In,s+2/n,θ
|A(ξn(x, s))− µn,s+2/n,θ[A(ξn(s))]|µ[1In,s+2/n,θ [ξn(t)− ξn(s)]2]
. ‖A‖Lip n−
1
β∗+
1
2
( 2
n
)1− 1β∗ µ[1In,s+2/n,θ[ξn(t)− ξn(s)]2]
.A n
− 12 µ[1In,s+2/n,θ [ξn(t)− ξn(s)]2], ∀θ ∈ {1, . . . , 2⌊ns⌋+2}.
Recall that by Lemma 3.3, µ[[ξn(t) − ξn(s)]2] is bounded uniformly in s, t and n. We
partition [0, 1] =
⋃2⌊ns⌋+2
θ=1 In,s+2/n,θ and utilize the above bound as follows:
µ[A(ξn(s))[ξn(t)− ξn(s)]2]
=
2⌊ns⌋+2
∑
θ=1
µ[1In,s+2/n,θA(ξn(s))[ξn(t)− ξn(s)]2]
=
2⌊ns⌋+2
∑
θ=1
µn,s+2/n,θ[A(ξn(s))]µ[1In,s+2/n,θ [ξn(t)− ξn(s)]2] +O(n−
1
2 µ[[ξn(t)− ξn(s)]2])
=
2⌊ns⌋+2
∑
θ=1
µ[1In,s+2/n,θA(ξn(s))]µn,s+2/n,θ [[ξn(t)− ξn(s)]2] +O(n−
1
2 ),
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where the error is uniform in t and s.
To obtain (20), it remains to show that
2⌊ns⌋+2
∑
θ=1
µ(In,s+2/n,θ)|µn,s+2/n,θ[[ξn(t)− ξn(s)]2]− µ[[ξn(t)− ξn(s)]2]| = o(1). (21)
In other words, we need to replace the conditional measures µn,s+2/n,θ with µ in the
integral
µn,s+2/n,θ[[ξn(t)− ξn(s)]2] = n
∫∫
[s,t]2
µn,s+2/n,θ( f¯n,⌊nu⌋ f¯n,⌊nv⌋) du dv,
and control the error. To achieve the latter goal, we first remove a small region [s, s+
n−p]2 from the domain of integration [s, t]2, and then apply Fact 2.2 together with the
uniform boundedness of µ[[ξn(t)− ξn(s)]2].
Let p ∈ (12 , 1). By Cauchy-Schwarz inequality,
n
∣∣∣∣∣µn,s+2/n,θ
[[∫ t
s+n−p
f¯n,⌊nu⌋ du
]2]
− µn,s+2/n,θ
[[∫ t
s
f¯n,⌊nu⌋ du
]2]∣∣∣∣∣
. f n
∣∣∣∣∣µn,s+2/n,θ
[(∫ t
s+n−p
f¯n,⌊nu⌋ du
)(∫ s+n−p
s
f¯n,⌊nv⌋ dv
)]∣∣∣∣∣+ n1−2p
. f n
[
µn,s+2/n,θ
(∫ t
s+n−p
f¯n,⌊nu⌋ du
)2] 12 µn,s+2/n,θ
(∫ s+n−p
s
f¯n,⌊nv⌋ dv
)2
1
2
+ n1−2p
. f n
1−p
[
µn,s+2/n,θ
(∫ t
s+n−p
f¯n,⌊nu⌋ du
)2] 12
+ n1−2p.
The increased lower limit s + n−p in the remaining integral allows us to replace the
conditional measures with a small error. First note that
∣∣∣∣∣∣
[
µn,s+2/n,θ
(∫ t
s+n−p
f¯n,⌊nu⌋ du
)2] 12
−
[
µ
(∫ t
s+n−p
f¯n,⌊nu⌋ du
)2] 12 ∣∣∣∣∣∣
≤
[∫ t
s+n−p
∫ t
s+n−p
|µn,s+2/n,θ( f¯n,⌊nu⌋ f¯n,⌊nv⌋)− µ( f¯n,⌊nu⌋ f¯n,⌊nv⌋)| du dv
] 1
2
=
[
2
∫ t
s+n−p
∫ v
s+n−p
|µn,s+2/n,θ( f¯n,⌊nu⌋ f¯n,⌊nv⌋)− µ( f¯n,⌊nu⌋ f¯n,⌊nv⌋)| du dv
] 1
2
. f
[
2
∫ t
s+n−p
∫ v
s+n−p
‖L˜⌊nu⌋,⌊ns⌋+2+1(h˜n,s+2/n,θ − L˜⌊ns⌋+2h)‖1 du dv
] 1
2
.
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Now, after an application of Jensen’s inequality, Fact 2.2 yields the bound
∑
θ
µ(In,s+2/n,θ)
∣∣∣∣∣∣
[
µn,s+2/n,θ
(∫ t
s+n−p
f¯n,⌊nu⌋ du
)2] 12
−
[
µ
(∫ t
s+n−p
f¯n,⌊nu⌋ du
)2] 12 ∣∣∣∣∣∣
. f ∑
θ
µ(In,s+2/n,θ)
[∫ t
s+n−p
∫ v
s+n−p
‖L˜⌊nu⌋,⌊ns⌋+2+1(h˜n,s+2/n,θ − L˜⌊ns⌋+2h)‖1 du dv
] 1
2
. f
[∫ t
s+n−p
∫ v
s+n−p
∑
θ
µ(In,s+2/n,θ)‖L˜⌊nu⌋,⌊ns⌋+2+1(h˜n,s+2/n,θ − L˜⌊ns⌋+2h)‖1 du dv
] 1
2
. f
[∫ t
s+n−p
∫ v
s+n−p
ρ(⌊nu⌋ − ⌊ns⌋ − 2) du dv
] 1
2
. f n
− κ2
[∫ t
s+n−p
∫ v
s+n−p
(u− s− 2n)−κ du dv
] 1
2
. f n
− κ2+p κ−12 (t− s) 12 . (22)
Here κ > 1, because β∗ < 12 . Having replaced the conditional measures, we apply
Lemma 3.3:
[
µ
(∫ t
s+n−p
f¯n,⌊nr⌋ dr
)2] 12
. f n
− 12 (t− s) 12 .
We have shown that
∑
θ
µ(In,s+2/n,θ)n
∣∣∣∣∣µn,s+2/n,θ
[[∫ t
s+n−p
f¯n,⌊nr⌋ dr
]2]
− µn,s+2/n,θ
[[∫ t
s
f¯n,⌊nr⌋ dr
]2]∣∣∣∣∣
. f n
1−pn−
κ
2+p
κ−1
2 (t− s) 12 + n 12−p(t− s) 12 + n1−2p.
Similarly,
n
∣∣∣∣∣µ
[[∫ t
s+n−p
f¯n,⌊nu⌋ du
]2]
− µ
[[∫ t
s
f¯n,⌊nu⌋ du
]2]∣∣∣∣∣
. f n
∣∣∣∣∣µ
[(∫ t
s+n−p
f¯n,⌊nu⌋ du
)(∫ s+n−p
s
f¯n,⌊nv⌋ dv
)]∣∣∣∣∣+ n1−2p
. f n
1−p
[
µ
(∫ t
s+n−p
f¯n,⌊nr⌋ dr
)2] 12
+ n1−2p
. f n
1
2−p(t− s) 12 + n1−2p.
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Combining the previous two bounds yields
2⌊ns⌋+2
∑
θ=1
µ(In,s+2/n,θ)|µn,s+2/n,θ[[ξn(t)− ξn(s)]2]− µ[[ξn(t)− ξn(s)]2]|
. f ∑
θ
µ(In,s+2/n,θ)n
∣∣∣∣∣µn,s+2/n,θ
[[∫ t
s+n−p
f¯n,⌊nu⌋ du
]2]
− µ
[[∫ t
s+n−p
f¯n,⌊nu⌋ du
]2]∣∣∣∣∣
+ n1−pn−
κ
2+p
κ−1
2 (t− s) 12 + n 12−p(t− s) 12 + n1−2p
. f nn
−κ+p(κ−1)(t− s) + n1− κ2+p κ−32 (t− s) 12 + n 12−p(t− s) 12 + n1−2p
. f n
−(1−p)(κ−1)(t− s) + n 12−p(t− s) 12 + n1−2p. (23)
Since κ > 1, the obtained upper bound vanishes as n → ∞. The proof of Lemma 3.5 is
complete. 
The preceding upper bound (23) will be useful in what follows. We remark that it
holds for all 0 ≤ s ≤ t ≤ 1 and 12 < p < 1.
4. PROOF OF THEOREM 1.3
We now proceed to prove Theorem 1.3, starting with the case ν = µ. We recall that
P
µ
n = P
µ,µ
n denotes the distribution of the random element x 7→ ξn(x, ·), given an initial
measure µ with density h ∈ C∗. Expectation with respect to Pµn is denoted by Eµn.
4.1. The fourth moment µ[[ξn(t+ δ)− ξn(t)]4].
Lemma 4.1. If β∗ < 13 ,
µ[[ξn(t+ δ)− ξn(t)]4] . ‖ f‖4Lipδ2
holds whenever 0 ≤ t ≤ t+ δ ≤ 1. In particular, the sequence of measures (Pµn)n≥1 is tight.
If β∗ < 12 ,
µ[[ξn(t+ δ)− ξn(t)]4] . ‖ f‖4Lipδ2(nδ)2−κ
holds for some 1 < κ < 2.
Proof: We assume, without loss of generality, that δ > 2n . By symmetry,
µ[[ξn(t+ δ)− ξn(t)]4] = µ
[(
n
1
2
∫ t+δ
t
f¯n,⌊nu⌋ du
)4]
= n2
∫ t+δ
t
∫ t+δ
t
∫ t+δ
t
∫ t+δ
t
µ( f¯n,⌊ns⌋ f¯n,⌊nr⌋ f¯n,⌊nv⌋ f¯n,⌊nu⌋) du dv dr ds
= 4!n2
∫ t+δ
t
∫ s
t
∫ r
t
∫ v
t
µ( f¯n,⌊ns⌋ f¯n,⌊nr⌋ f¯n,⌊nv⌋ f¯n,⌊nu⌋) du dv dr ds.
For u ≤ v ≤ r ≤ s, we use Fact 2.3 to obtain
|µ( f¯n,⌊ns⌋ f¯n,⌊nr⌋ f¯n,⌊nu⌋ f¯n,⌊nv⌋)|
. ‖ f‖4Lipmin{ρ(n(s − r)), ρ(n(v − u))}
. ‖ f‖4Lipρ(n(s − r))
1
2 ρ(n(v− u)) 12 .
20 JUHO LEPPÄNEN
It follows that
µ[[ξn(t+ δ)− ξn(t)]4] . ‖ f‖4Lipn24!
(∫ t+δ
t
∫ v
t
ρ(n(v − u)) 12 du dv
)2
.
Since β∗ < 12 , there is κ > 1 such that∫ t+δ
t
∫ v
t
ρ(n(v− u)) 12 du dv
. f
δ
n
+
∫ t+δ
t+2/n
∫ v
t
ρ(n(v− u)) 12 du dv
. f
δ
n
+ n−
1
2κ
∫ t+δ
t+2/n
∫ v−2/n
t
(v− u)− 12κ du dv. (24)
If β∗ < 13 , we can choose κ > 2 so that (24) . δn
−1. If 13 ≤ β∗ < 12 , we have 1 < κ < 2
and (24) . δ2(δn)− κ2 . Both bounds of Lemma 4.1 have been verified. 
4.2. The process (Mt). Following [8], we define for each t ∈ [0, 1] the evaluation func-
tional pit : C([0, 1]) → R by
pit(ω) = ω(t),
and the differential operator
Lt =
1
2
σˆ2t ( f )
d2
dx2
,
where we recall that f : [0, 1] → R is a Lipschtiz continuous function. Given a function
A ∈ C∞c (R), we define the stochastic process (Mt)t∈[0,1] by the formula
Mt = A ◦ pit − A ◦ pi0 −
∫ t
0
Ls(A) ◦ pis ds.
Note that
Mt(ξn(x, ·)) = A(ξn(x, t))− A(ξn(x, 0))−
∫ t
0
1
2
σˆ2s ( f )A
′′(ξn(x, s)) ds.
The following result is at the heart of Theorem 1.3, for it implies that the weak limit
of (ξn), given that it exists, must be a diffusion with Lt as its generator.
Lemma 4.2. Assume that P is the weak limit of a subsequence (P
µ
nk)k≥1. Then, for any A ∈
C∞c (R), the process (Mt)t∈[0,1] is a martingale with respect to P and the filtration (Ft)t∈[0,1],
where Ft is the sigma-algebra on C([0, 1]) generated by {pis : 0 ≤ s ≤ t}.
Proof: We denote expectation with respect to P by E = EP. Since A and A′′ are
bounded, E(|Mt|) < ∞ holds for all t ∈ [0, 1]. We need to show that
E[Mt −Mr |Fr] = 0, 0 ≤ r < t ≤ 1,
and this is equivalent to the condition
E[B1 ◦ pit1 · · · Bm ◦ pitm(Mt −Mr)] = 0, (25)
whenever m ≥ 1, B1, . . . , Bm : R → R are bounded Lipschitz continuous functions,
and 0 < t1 < . . . < tm ≤ r < t ≤ 1. Let us fix such numbers and functions.
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Let q ∈ (0, 12), and denote Kn = ⌊nq(t − r)⌋ and δn = (t − r)/Kn. Then, for any
integer n ≥ 1, we can write
Mt −Mr =
Kn−1
∑
k=0
(Mr+(k+1)δn −Mr+kδn).
Since P is the weak limit of (Pµnk)k≥1, (25) follows once we establish
lim
n→∞ Kn supr≤u≤t−δn
|µ[B1(ξn(t1)) · · · Bm(ξn(tm))(Mu+δn −Mu)(ξn)]| = 0.
We proceed as in the proof of Lemma 3.5 and first partition the unit interval into ap-
propriately small subintervals. This enables us to utilize the fact that x 7→ ξn(x, s) is
nearly constant on each partition element.
Let n ≥ 1 be an integer so large that r + 2/n < t. We fix u ∈ [r, t− δn], and recall
that P = {In,u+2/n,θ}2⌊nu⌋+2θ=1 is the partition of (0, 1) into open subintervals In,u+2/n,θ
such that for each θ ∈ {1, . . . , 2⌊nu⌋+2} the map T˜n,⌊nu⌋+2 ↾ In,u+2/n,θ is one-to-one and
onto (0, 1). Let x∗n,u,θ denote the midpoint of In,u+2/n,θ, and set cn,u,θ = ξn(x
∗
n,u,θ, u). We
define the function ξ∗n,u : [0, 1]× [0, 1] → R by letting
ξ∗n,u(x, s) = ξn(x, s)− ξn(x, u) + cn,u,θ ∀x ∈ In,u+2/n,θ.
By (18), for all s ∈ [0, 1],
sup
x∈[0,1]
|ξn(x, s)− ξ∗n,u(x, s)| = max
θ
sup
x∈In,u+2/n,θ
|ξn(x, u)− ξn(x∗n,u,θ, u)| . ‖ f‖Lipn−
1
2 .
Consequently,
sup
x∈[0,1]
|(Mu+δn −Mu)(ξn(x, ·))− (Mu+δn −Mu)(ξ∗n,u(x, ·))| .A ‖ f‖Lipn−
1
2 .
Hence,
µ[B1(ξn(t1)) · · · Bm(ξn(tm))(Mu+δn −Mu)(ξn)]
= µ[B1(ξn(t1)) · · · Bm(ξn(tm))(Mu+δn −Mu)(ξ∗n,u)] +O(n−
1
2 )
=
2⌊nu⌋+2
∑
θ=1
µ[1In,u+2/n,θB1(ξn(t1)) · · · Bm(ξn(tm))(Mu+δn −Mu)(ξ∗n,u)] +O(n−
1
2 ).
Since 0 < t1 < . . . < tm ≤ r ≤ u ≤ u+ 2/n, it follows by (19) that
2⌊nu⌋+2
∑
θ=1
µ[1In,u+2/n,θB1(ξn(t1)) · · · Bm(ξn(tm))(Mu+δn −Mu)(ξ∗n,u)]
=
2⌊nu⌋+2
∑
θ=1
µn,u+2/n,θ[B1(ξn(t1)) · · · Bm(ξn(tm))]µ[1In,u+2/n,θ(Mu+δn −Mu)(ξ∗n,u)]
+O(n−
1
2 )
=
2⌊nu⌋+2
∑
θ=1
µ[1In,u+2/n,θB1(ξn(t1)) · · · Bm(ξn(tm))]µn,u+2/n,θ[(Mu+δn −Mu)(ξ∗n,u)]
+O(n−
1
2 ).
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The error terms above are uniform in u, and we have KnO(n−
1
2 ) = o(1). Moreover, the
functions B1, . . . , Bm are bounded. Thus, it remains to show that
lim
n→∞ sup
u∈[r,t−δn]
Kn
2⌊nu⌋+2
∑
θ=1
µ(In,u+2/n,θ)|µn,u+2/n,θ[(Mu+δn −Mu)(ξ∗n,u)]| = 0. (26)
Note that
(Mu+δn −Mu)(ξ∗n,u(x, ·))
= A(ξ∗n,u(x, u+ δn))− A(ξ∗n,u(x, u))−
∫ u+δn
u
LsA(ξ
∗
n,u(x, s)) ds.
When x ∈ In,u+2/n,θ, we can Taylor expand A(ξ∗n,u(x, u+ δn)) at ξ∗n,u(x, u) = cn,u,θ. By
Taylor’s theorem, there exists κn,u,θ(x) ∈ R such that
(Mu+δn −Mu)(ξ∗n,u(x, ·))
= A′(cn,u,θ)[ξn(x, u+ δn)− ξn(x, u)]
+
[
1
2
A′′(cn,u,θ)[ξn(x, u+ δn)− ξn(x, u)]2 −
∫ u+δn
u
LsA(ξ
∗
n,u(x, s)) ds
]
+
1
6
A′′′(κn,u,θ)[ξn(x, u+ δn)− ξn(x, u)]3.
We will consider each of these three terms separately, and establish bounds which
imply (26) when q ∈ (0, 12) is chosen appropriately. We remark that everything we
have done so far holds for arbitrary q ∈ (0, 12).
Recall that hn,u+2/n,θ denotes the density of the conditional measure µn,u+2/n,θ, and
that
h˜n,u+2/n,θ = Ln,⌊nu⌋+2 · · · Ln,1hn,u+2/n,θ.
1◦ The first term: We have
µn,u+2/n,θ[A
′(cn,u,θ)[ξn(u+ δn)− ξn(u)]] = A′(cn,u,θ)µn,u+2/n,θ[ξn(u+ δn)− ξn(u)],
where A′ is bounded, and
|µn,u+2/n,θ[ξn(u+ δn)− ξn(u)]|
≤ n 12
∫ u+δn
u
|µn,u+2/n,θ( fn,⌊ns⌋)− µ( fn,⌊ns⌋)| ds
. f n
1
2
∫ u+δn
u+4/n
|µn,u+2/n,θ( fn,⌊ns⌋)− µ( fn,⌊ns⌋)| ds+ n−
1
2
. f n
1
2
∫ u+δn
u+4/n
‖L˜n,⌊ns⌋,⌊nu⌋+2+1(h˜n,u+2/n,θ − L˜n,⌊nu⌋+2h)‖1 ds+ n−
1
2 .
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Fact 2.2 can now be applied to obtain
Kn
2⌊nu⌋+2
∑
θ=1
µ(In,u+2/n,θ)|µn,u+2/n,θ[A′(cn,u,θ)[ξn(u+ δn)− ξn(u)]]|
. f ,A Kn
2⌊nu⌋+2
∑
θ=1
µ(In,u+2/n,θ)n
1
2
∫ u+δn
u+4/n
‖L˜n,⌊ns⌋,⌊nu⌋+2+1(h˜n,u+2/n,θ − L˜n,⌊nu⌋+2h)‖1 ds
+ Knn
− 12
.A, f Knn
1
2
∫ u+δn
u+4/n
ρ(⌊ns⌋ − ⌊nu⌋ − 2) ds+ Knn− 12
.A, f
1
κ − 1n
q− 12 + nq−
1
2 ,
where κ > 1. Since q < 12 , n
q− 12 = o(1).
2◦ The third term: Since A′′′ is bounded,
|µn,u+2/n,θ[A′′′(κn,u,θ)[ξn(u+ δn)− ξn(u)]3]| ≤ ‖A′′′‖∞µn,u+2/n,θ[|ξn(u+ δn)− ξn(u)|3].
We will bound the remaining third moment using essentially the same strategy as in
the case of the second moment, which was treated in the proof of Lemma 3.5. This is
feasible, since we control µ[[ξn(u+ δn)− ξn(u)]λ ] for λ ≤ 4.
Given p ∈ (12 , 1), Cauchy-Schwarz inequality yields
µn,u+2/n,θ
[∣∣∣∣∣n 32
(∫ u+δn
u
f¯n,⌊ns⌋ ds
)3
− n 32
(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)3∣∣∣∣∣
]
. f n
3
2 µn,u+2/n,θ
(∫ u+n−p
u
f¯n,⌊ns⌋ ds
)2 ∣∣∣∣∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
∣∣∣∣

+ n
3
2 µn,u+2/n,θ
[∣∣∣∣∣
∫ u+n−p
u
f¯n,⌊ns⌋ ds
∣∣∣∣∣
(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)2]
+ n
3
2−3p
. f n
3
2
µn,u+2/n,θ
(∫ u+n−p
u
f¯n,⌊ns⌋ ds
)4
1
2 [
µn,u+2/n,θ
[(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)2]] 12
+ n
3
2
µn,u+2/n,θ
(∫ u+n−p
u
f¯n,⌊ns⌋ ds
)2
1
2 [
µn,u+2/n,θ
[(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)4]] 12
+ n
3
2−3p
. f n
3
2−2p
[
µn,u+2/n,θ
[(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)2]] 12
+ n
3
2−p
[
µn,u+2/n,θ
[(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)4]] 12
+ n
3
2−3p.
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We replace both conditional measures µn,u+2/n,θ with µ in the remaining integrals. To
control the error, we argue as in (22) and observe that for λ ∈ {2, 4} there is some κ > 1
such that
∑
θ
µ(In,u+2/n,θ)
∣∣∣∣∣∣
[
µn,u+2/n,θ
(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)λ] 12
−
[
µ
(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)λ] 12 ∣∣∣∣∣∣
. f n
− κ2+p κ−12 δ
λ−1
2
n .
Then, Lemmas 3.3 and 4.1 can be applied:[
µ
[(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)2]] 12
. f δ
1
2
nn
− 12 ,
and, for some 1 < κ0 < 2,[
µ
[(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)4]] 12
. f n
−1δn(nδn)
2−κ0
2 .
These steps lead to the bound
∑
θ
µ(In,u+2/n,θ)µn,u+2/n,θ
[∣∣∣∣∣n 32
(∫ u+δn
u
f¯n,⌊ns⌋ ds
)3
− n 32
(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)3∣∣∣∣∣
]
. f n
3
2−2pn−
κ
2+p
κ−1
2 δ
2−1
2
n + n
3
2−2pδ
1
2
nn
− 12
+ n
3
2−pn−
κ
2+p
κ−1
2 δ
4−1
2
n + n
3
2−pn−1δn(nδn)
2−κ0
2 + n
3
2−3p
. f n
1−2pδ
1
2
n + n
(1−p)(3−κ)
2 δ
3
2
n + n
1
2−pn
2−κ0
2 (δn)
1+
2−κ0
2 + n
3
2−3p.
By a similar (but easier) argument,
µ
[∣∣∣∣∣n 32
(∫ u+δn
u
f¯n,⌊ns⌋ ds
)3
− n 32
(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)3∣∣∣∣∣
]
. f n
1−2pδ
1
2
n + n
1
2−pn
2−κ0
2 (δn)
1+
2−κ0
2 + n
3
2−3p.
Hence,
Kn ∑
θ
µ(In,u+2/n,θ)µn,u+2/n,θ[|[ξn(u+ δn)− ξn(u)]3|]
. f δ
−1
n n
3
2 ∑
θ
µ(In,u+2/n,θ)
∣∣∣∣∣µn,u+2/n,θ
[∣∣∣∣∣
(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)3∣∣∣∣∣
]
− µ
[∣∣∣∣∣
(∫ u+δn
u+n−p
f¯n,⌊ns⌋ ds
)3∣∣∣∣∣
]∣∣∣∣∣
+ n1−2pδ−
1
2
n + n
(1−p)(3−κ)
2 δ
1
2
n + n
1
2−pn
2−κ0
2 δ
2−κ0
2
n + n
3
2−3p+q
. f δnn
1
2−(1−p)(κ−1) + n1−2pδ−
1
2
n + n
(1−p)(3−κ)
2 δ
1
2
n + n
1
2−p(nδn)
2−κ0
2 + n
3
2−3p+q,
where a bound similar to (22) yields the second inequality.
Recall that δn ∼ n−q, where 0 < q < 12 . To guarantee that
δnn
1
2−(1−p)(κ−1) + n1−2pδ−
1
2
n + n
(1−p)(3−κ)
2 δ
1
2
n + n
1
2−p(nδn)
2−κ0
2 + n
3
2−3p+q = o(1),
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it suffices to choose
1− q2 < p < 1−
1
2−q
κ−1 .
Such p exist, when q > 11+κ .
3◦ The second term. Recall that the remaining term we need to control is
1
2
A′′(cn,u,θ)[ξn(x, u+ δn)− ξn(x, u)]2 −
∫ u+δn
u
LsA(ξ
∗
n,u(x, s)) ds.
We have
µn,u+2/n,θ
[
1
2
A′′(cn,u,θ)[ξn(u+ δn)− ξn(u)]2
]
=
1
2
A′′(cn,u,θ)µn,u+2/n,θ
[
[ξn(u+ δn)− ξn(u)]2
]
,
and,
µn,u+2/n,θ
[∫ u+δn
u
LsA(ξ
∗
n,u(s)) ds
]
=
∫ u+δn
u
µn,u+2/n,θ
[
1
2
σˆ2s ( f )A
′′(ξ∗n,u(s))
]
ds
=
1
2
∫ u+δn
u
σˆ2s ( f )µn,u+2/n,θ
[
A′′(ξ∗n,u(s))
]
ds
=
1
2
∫ u+δn
u
σˆ2s ( f )µn,u+2/n,θ
[
A′′(ξn(s)− ξn(u) + cn,u,θ)
]
ds.
By Taylor’s theorem, there exists κ˜n,u,θ,s(x) ∈ R such that
µn,u+2/n,θ
[
A′′(ξn(s)− ξn(u) + cn,u,θ)
]
= A′′(cn,u,θ) + µn,u+2/n,θ
[
A′′′(κ˜n,u,θ,s)(ξn(s)− ξn(u))
]
.
Let u ≤ s ≤ u+ δn. Jensen’s inequality combined with (23) implies the bound
∑
θ
µ(In,u+2/n,θ)|µn,u+2/n,θ[[ξn(s)− ξn(u)]2]
1
2 − µ[[ξn(s)− ξn(u)]2] 12 |
. f
[
∑
θ
µ(In,u+2/n,θ)|µn,u+2/n,θ[[ξn(s)− ξn(u)]2]− µ[[ξn(s)− ξn(u)]2 ]|
] 1
2
. f [n
−(1−p)(κ−1)(s− u) + n 12−p(s− u) 12 + n1−2p] 12
. f n
− 12 (1−p)(κ−1)(s− u) 12 + n 12 ( 12−p)(s− u) 14 + n 12−p,
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where p ∈ (12 , 1) and κ > 1. After an application of Cauchy-Schwarz inequality, we
can apply the foregoing bound to obtain
Kn ∑
θ
µ(In,u+2/n,θ)
1
2
∫ u+δn
u
σˆ2s ( f )|µn,u+2/n,θ
[
A′′′(κ˜n,u,θ,s)(ξn(s)− ξn(u))
] | ds
. f ,A Kn
∫ u+δn
u
∑
θ
µ(In,u+2/n,θ)|µn,u+2/n,θ[[ξn(s)− ξn(u)]2]
1
2 − µ[[ξn(s)− ξn(u)]2] 12 | ds
+ Kn
∫ u+δn
u
µ[[ξn(s)− ξn(u)]2] 12 ds
. f ,A Kn
∫ u+δn
u
n−
1
2 (1−p)(κ−1)(s− u) 12 + n 12 ( 12−p)(s− u) 14 ds+ n 12−p + Kn
∫ u+δn
u
(s− u) 12 ds
. f ,A δ
1
2
nn
− 12 (1−p)(κ−1) + δ
1
4
nn
1
2 (
1
2−p) + n
1
2−p + δ
1
2
n ,
where Lemma 3.3 was used in the second inequality. The bound yields
Kn ∑
θ
µ(In,u+2/n,θ)
∣∣∣∣µn,u+2/n,θ [12A′′(cn,u,θ)[ξn(u+ δn)− ξn(u)]2 −
∫ u+δn
u
LsA(ξ
∗
n,u(s)) ds
]∣∣∣∣
. f ,A Kn ∑
θ
µ(In,u+2/n,θ)
∣∣∣∣µn,u+2/n,θ [[ξn(u+ δn)− ξn(u)]2 − ∫ u+δn
u
σˆ2s ( f ) ds
]∣∣∣∣
+ Kn ∑
θ
µ(In,u+2/n,θ)
1
2
∫ u+δn
u
σˆ2s ( f )|µn,u+2/n,θ
[
A′′′(κ˜n,u,θ,s)(ξn(s)− ξn(u))
] | ds
. f ,A Kn ∑
θ
µ(In,u+2/n,θ)
∣∣∣∣µn,u+2/n,θ [[ξn(u+ δn)− ξn(u)]2 − ∫ u+δn
u
σˆ2s ( f ) ds
]∣∣∣∣
+ δ
1
4
nn
1
2 (
1
2−p) + n
1
2−p + δ
1
2
n ,
where δ
1
4
nn
1
2 (
1
2−p) + n
1
2−p + δ
1
2
n = o(1).
It remains to bound
Kn ∑
θ
µ(In,u+2/n,θ)
∣∣∣∣µn,u+2/n,θ [[ξn(u+ δn)− ξn(u)]2 − ∫ u+δn
u
σˆ2s ( f ) ds
]∣∣∣∣ . (27)
To this end, we implement Lemma 3.4 together with (23) to obtain for any p ∈ (12 , 1),
(27) ≤Kn ∑
θ
µ(In,u+2/n,θ)
∣∣∣µn,u+2/n,θ[[ξn(u+ δn)− ξn(u)]2]− µ[[ξn(u+ δn)− ξn(u)]2]∣∣∣
+ Kn
∣∣∣∣µ[ξn(u+ δn)− ξn(u)]2 − ∫ u+δn
u
σˆ2s ( f ) ds
∣∣∣∣
. f Kn(n
−(1−p)(κ−1)δn + n
1
2−pδ
1
2
n + n
1−2p) + Knδno(1) + nq−
1
2
. f n
−(1−p)(κ−1) + n
1
2−p+ q2 + n1−2p+q + o(1).
Whenever p > q2 +
1
2 , the upper bound vanishes as n→ ∞.
Having analyzed all three terms, we conclude that (26) holds when 11+κ < q <
1
2 .
Such q exist since κ > 1. The proof of Lemma 4.2 is complete. 
The case ν = µ of Theorem 1.3 now follows from Lemma 4.2 exactly as in [8]. Below
we recall the argument, which uses several facts from stochastic analysis (for proofs
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of these, see e.g. [22]). The full result of Theorem 1.3 follows from the case ν = µ by
applying the Portmanteau theorem together with Fact 2.1.
4.3. Finishing the proof of Theorem 1.3. Assume that ν = µ. Since σˆt( f ) is bounded
in t and independent of χ, given a standard Brownian motion (Wt), there exists a
strong solution to the stochastic differential equation dχ(t) = σˆt( f ) dWt. The solution
is unique in law, and we denote its law by Q.
Fact 4.3. The measure Q is the unique measure such that Q(pi0 = 0) = 1 and for all A ∈
C∞c (R) the process (Mt)t∈[0,1] is a martingale with respect to Q and the filtration (Ft)t∈[0,1],
where Ft is the sigma-algebra on C([0, 1]) generated by {pis : 0 ≤ s ≤ t}.
By our assumption, (Pµn)n≥0 is tight, and so there exists a subsequence (P
µ
nk) which
converges in the topology of weak convergence. From Lemma 4.2 and Fact 4.3 we
deduce that the weak limit must be Q. This completes the proof of the case ν = µ.
Then, let ν be an arbitrary measure with density g = g1 − g2, where g1, g2 ∈ C∗, and
let h denote the density of µ. We denote by Eµ,µn and E
µ,ν
n the expectations of P
µ,µ
n and
P
µ,ν
n , respectively. By the Portmanteau theorem and the first part of the proof, it suffices
to show that for any bounded and Lipschitz continuous function F : C([0, 1]) → R,
E
µ,µ
n [F] −Eµ,νn [F] → 0. (28)
Since
|Eµ,µn [F]−Eµ,νn [F]| ≤
∫
|F(χµn(x, ·))− F(χνn(x, ·))| dµ(x)
≤ Lip(F) sup
t∈[0,1]
|n− 12 µ(Sn(·, t))− n− 12 ν(Sn(·, t))|,
(28) follows by Fact 2.1:
|n− 12 µ(Sn(·, t))− n− 12 ν(Sn(·, t))|
≤ n 12
∫ t
0
|µ( f¯n,⌊ns⌋)−m( f¯n,⌊ns⌋)| ds+ n
1
2
∫ t
0
|m( f¯n,⌊ns⌋)− ν( f¯n,⌊ns⌋)| ds
≤ ‖ f‖∞n 12
(∫ t
0
‖Ln,⌊ns⌋ · · · Ln,1(h− 1)‖1 ds+
∫ t
0
‖Ln,⌊ns⌋ · · · Ln,1(g− 1)‖1 ds
)
≤ ‖ f‖∞n− 12 + ∑
i=1,2
‖ f‖∞n 12
∫ t
0
‖Ln,⌊ns⌋ · · · Ln,1(gi −m(gi))‖1 ds
. ‖ f‖∞n− 12 + ‖ f‖∞(m(g1) +m(g2))n− 12 .
We have finished the proof of Theorem 1.3. 
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