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Abstract
A new analytical operator method is discussed which solves linear ordinary differential equations with regular
singularities. Solutions are obtained in analytic series form and also in Mellin-Barnes-type contour integral
form. Exact series solution is obtained without having to calculate series coefficients by recurrence relation. Both
homogeneous and inhomogeneous equations are solved identically without having to calculate the Green’s function
explicitly in the case of inhomogeneous equation. Closed-form solutions are obtained for all the special functions
appearing in mathematical physics. For a second-order equation both the independent solutions are obtained
without invoking Wronskians, even when the indices differ by an integer.
Keywords: special functions,exact solutions,contour integral solution,analytic series solution
1 Introduction
Operator methods for obtaining solutions of ordinary differential equations with constant coefficients are well
known and well studied. However, there are very few operator methods in the literature to solve linear ordinary
differential equations of all orders with variable coefficients.The normal method to solve homogeneous equations
with regular singularities is the Frobenius Method, where we assume a series and put it in the equation to
obtain a recurrence relation between the series coefficients. However we face difficulties when the indices at
the regular singularities differ by an integer. The method involving Wronskians generally applied to such cases
is quite complicated. For inhomogeneous equations, calculation of Green’s function using the solutions of the
corresponding homogeneous equation is also difficult. There are really very few methods which treat homogeneous
and inhomogeneous equations in a simple and unified way.
To provide such a unified method to solve ordinary and partial, homogeneous and inhomogeneous, linear and
nonlinear differential equations, the Adomian decomposition method [1] was designed. Using the inverse of
the highest derivative, the differential equation is converted into an integro-differential equation, which is then
solved by a successive approximation-type method to give an analytic series solution. While this method works
beautifully in many cases, it fails severely when regular singularities are encountered. Out of a few thousands
of papers published on the convergence and verification and modification of Adomian’s method, very few really
acknowledge this fact. One such is [2], where a modification of the invertible operator is proposed which takes
care of the singularities. However, the authors have not given any particular way to solve the problem and have
suggested that the form of the equation should decide the method. As an example they show how a lower-order
operator (contrary to the inverse of the highest derivative in Adomian’s method) can be used to obtain Bessel
polynomials from the defining second-order differential equation, which has an irregular singularity. Though
the authors have been successful in obtaining one solution ,there is no way to obtain the other one using their
method. Also, no justification has been provided for using Picard’s iteration on an integro-differential equation
with a singular kernel.
In this paper we shall give a general method to obtain solutions of ordinary linear differential equations having
regular singularities. Using a particular kind of operator the differential equation shall be converted into an
inhomogeneous integro-differential equation, the inhomogeneous part being just a function of initial conditions
and the original inhomogeneous function, if present from before. The resolvent of the integro-differential operator
acting on the inhomogeneous part gives the solution.
The integro-differential operator shall be shown to be bounded and contractive so that the well known Banach
theory can be used to obtain a binomial series expansion of the resolvent operator. The infinite series of the
operator then acts on the inhomogeneous part to generate the series solution.
In the next section we shall use a contour integral representation of the resolvent operator to obtain Mellin-
Barnes-type contour integral solutions to differential equations.
2 Operator method to solve linear ordinary differential equations
The operator method can be used to solve general nth-order linear differential equations. We shall work mainly
with second-order ODEs in this paper and cover the most important special functions of mathematical physics
which satisfy second-order ODEs. However the methods can be easily generalised to solve higher-order ODEs.
We first study equations with a regular singularity at the origin and another (regular or irregular) singularity at
infinity.
2.1 Two singularities at 0 and ∞
The general second-order equation with singularities at 0 and ∞ is:
d2ψ(z)
dz2
+ p(z)
dψ(z)
dz
+ q(z)ψ(z) = F (z). (1)
If p(z) and q(z) have series expansions p(z) =
∑∞
i=−1 piz
i and q(z) =
∑∞
i=−2 qiz
i, then the singularity at z = 0 is
regular [12]. We take a transformation ψ(z) = zλf(z). Such a transformation enables us to remove the term z−2
from the coefficient of f(z). Equating the coefficient of z−2 to zero, we get the indicial equation
λ2 + (p−1 − 1)λ+ q−2 = 0. (2)
Let λ1, λ2 be the roots of the indicial equation, with λ1 > λ2. If λ1 − λ2 is an integer then the second solution
would have a branch-point singularity or logarithmic singularity. The equation for a particular index λ, satisfied
by f(z), is
d2f(z)
dz2
+ (
α
z
+
n∑
i=0
Ciz
i)
df(z)
dz
+ (
n∑
i=0
Diz
i)f(z) = z−λF (z), (3)
where α = 2λ+ p−1,Ci = pi and Di = λpi + qi−1. The above equation can be written as
1
zα
d
dz
(zα
df(z)
dz
) + ((
n∑
i=0
Ciz
i)
df(z)
dz
+ (
n∑
i=0
Diz
i)f(z)) = z−λF (z). (4)
We define a new operator
L =
∫
1
zα
(
∫
zα(·)dz)dz, (5)
where the integrals are indefinite. Operating L on (4), we get
2
f(z) +
∫
1
zα
(
∫
zα((
n∑
i=0
Ciz
i)
df(z)
dz
+ (
n∑
i=0
Diz
i)f(z))dz)dz =
∫
1
zα
(
∫
zα−λF (z)dz)dz + f0(z). (6)
f0(z) is the ’integration constant’ of the operator L, satisfying the constraint
1
zα
d
dz
(zα
df0(z)
dz
) = 0. (7)
From (7), we get
f0(z) = c0 + c1
∫
1
zα
dz. (8)
We now define another operator
A =
∫
1
zα
(
∫
zα((
n∑
i=0
Ciz
i)
d(·)
dz
+ (
n∑
i=0
Diz
i)(·))dz)dz. (9)
Thus, (6) can be written in operator notation as
(1 +A) · f(z) = L · z−λF (z) + f0(z). (10)
The solution f(z) of (10) can be formally written as
f(z) = (1 +A)−1 · L · z−λF (z) + (1 +A)−1 · f0(z). (11)
From the above equation, we can see that first term on the right-hand side is the particular solution while the
second part is the complementary solution, which is also the solution of the corresponding homogeneous equation.
The Green’s function operator can be seen to be (1 +A)−1 · L · z−λ().
2.2 Three singularities at 0, 1 and ∞
The general second-order equation with singularities at 0, 1 and ∞ can be written as:
z(1− z)d
2ψ(z)
dz2
+ p(z)
dψ(z)
dz
+ q(z)ψ(z) = F (z). (12)
If p(z) and q(z) have series expansions p(z) = z
∑∞
i=−1 piz
i and q(z) = z
∑∞
i=−2 qiz
i, then we have a regular
singularity at 0. If the differential equation has singularities at any 3 other points, then the singularities can be
mapped onto 0, 1 and ∞ without changing the indices, as explained in [12].
As before, we take a transformation ψ(z) = zλf(z) to remove the term z−2 from the coefficient of f(z). We
obtain the indices by solving the indicial equation likewise. The equation for a particular index λ, satisfied by
f(z), is
d2f(z)
dz2
+ (
α
z
+
n∑
i=0
Ciz
i)
df(z)
dz
+ (
n∑
i=0
Diz
i)f(z)− z d
2f(z)
dz2
= z−λF (z), (13)
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where α = 2λ+ p−1, C0 = p0 − 2λ, D0 = λ(1 − λ) + λp0 + q−1, D1 = λ(1 − λ) + λp1 + q0 and Di = λpi + qi−1,
Ci = pi for all other i. The above equation can be written as
1
zα
d
dz
(zα
df(z)
dz
) + ((
n∑
i=0
Ciz
i)
df(z)
dz
+ (
n∑
i=0
Diz
i)f(z)− z d
2f(z)
dz2
) = z−λF (z). (14)
Defining L as in (5) and operating L on (14), we get, as before,
(1 +A) · f(z) = L · z−λF (z) + f0(z), (15)
where f0(z) is as defined before in (8), and
A =
∫
1
zα
(
∫
zα(−z d
2(·)
dz2
+ (
n∑
i=0
Ciz
i)
d(·)
dz
+ (
n∑
i=0
Diz
i)(·))dz)dz. (16)
The solution f(z) can again be written as (11)
In the next section, we shall study the properties of the operators L and A.
3 The operators L and A
Let G be an open subset of C defined by {z ∈ G : 0 < |z| ≤ 1}. Let v : G → R+ be a continuous and strictly
positive function on G, here called the weight. We define the following weighted Banach space of holomorphic
functions on G:
Hv(G) := {f ∈ H(G) : ||f ||v := sup
v∈G
v(z)|f(z)| <∞} (17)
We refer to [5, 6, 7, 8], and the references given therein, for details on the above Banach space. From the standard
literature on solutions of second-order ODEs, it is obvious that our space contains functions of the regular and
irregular kinds. The regular kind is finite at the origin and has a Taylor series expansion about the origin:
fr(z) =
∞∑
i=0
criz
i. (18)
The irregular one has multiple pole and even branch-point singularity at the origin
fir(z) =


z−δλ
∑∞
i=0 cniz
i if (λ1 − λ2) 6∈ N,
(log z)
∑∞
i=0 ciz
i if (λ1 = λ2),
z−δλ
∑∞
i=0 cniz
i + (log z)
∑∞
i=0 ciz
i if (λ1 − λ2) ∈ N,
(19)
where δλ = λ1 − λ2 = α− 1.
We choose v(z) = |z|α, so that
lim
|z|→0
f(z)v(z) = 0 (20)
for both regular and irregular functions.
Theorem 3.1. There is a subspace G0 = {z ∈ G0 : 0 < |z| ≤ z0} ⊂ G such that
i. L : Hv(G0)→ Hv(G0) is continuous,
ii. A : Hv(G0)→ Hv(G0) is continuous, and
iii. (1 +A)−1 = 1−A+A2 −A3 +A4 + ...+ (−1)jAj + ...
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Proof. i. For α 6∈ N we have f(z) =∑∞m=−δλ cmzm.
From the definition of L in (5), we have: Lzm =
∫
1
zα
(
∫
zα+mdz)dz = z
m+2
(m+2)(α+m+1) . Therefore ||Lzm||v ≤
M ||zm||v where M = z2(m+2)(α+m+1) ≤ 1.
For α ∈ N we have integral powers of z starting from z1−α (for α 6= 1) as well as zm log(z) terms in f(z) with
m = 0, 1, 2..∞. For α = 1,
L · zm = zm+2(m+2)2 and Lzm log(z) = log(x)(m+2)2 − 2 z
m+2
(m+2)3 .
For α ∈ N but α 6= 1 and m = 0, 1, 2..∞,
Lz1−α+m =
{
z3+m−α
(m+2)(3+m−α) if m 6= α− 3,
log(z)
(α−1) if m = α− 3.
For the zn log(z) terms with n ∈ R+,
L · zm log(z) = z2+m( −3− 2m− α
(2 +m)2(1 +m+ α)2
+
log(z)
(2 +m)(1 +m+ α)
).
Thus, from all the above cases, we can see that for f defined as in (18, 19), L : f → f . Also, ||Lf(z)||v ≤ ||f(z)||v
for all 0 < |z| ≤ |z0| < 1. This proves that L is continuous.
ii. For A defined as in (9), we can immediately see that for α 6∈ N,
A · zm =
∞∑
i=0
(m+ λ)pi + qi−1
(i+m+ α)(i +m+ 1)
zi+m+1.
The series obtained is seen to be convergent from the ratio test. Therefore, ||Azm||v ≤ M ||zm||v, where M =
sup
∑∞
i=0
(m+λ)pi+qi−1
(i+m+α)(i+m+1)z
i+1
0 . f(z) =
∑∞
m=−δλ cmz
m, therefore ||Af(z)||v ≤M ||f(z)||v.
For the zn log(z) terms with n ∈ R+,
L · zm log(z) =∑∞i=0 −(λpi+qi−1)(2i+2k+α+1)+i+i2−k2+α(1+i)(i+m+α)2(i+m+1)2 zi+m+1 +∑∞i=0 (m+λ)pi+qi−1(i+m+α)(i+m+1)zi+m+1 log(z).
For A defined as in (16), we have just another extra term L(z d
2f(z)
dz2
).
L(z d
2(zm))
dz2
) = m(m−1)(m+1)(m+α)z
m+1 for m 6= −1 and m ≥ 1− α
For m = −1, L(z d2(z−1))
dz2
) = 21−α log(z).
L(z d
2(zm log(z)))
dz2
) = (−α+2mα+m
2(2+α)+m(−1+m2)(m+α) log(z))
(m+1)2(m+α)2 z
m+1 for m 6= −1.
From the above, it is seen that A : f → f and ||Lf(z)||v ≤M ||f(z)||v.
iii. We can choose z0 such that M < 1. Therefore, for 0 < |z| ≤ |z0| < 1, A is a contraction operator and hence
we can expand the resolvent (1 +A)−1 in a Neumann series.
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4 Representations of the resolvent operator
In the last section, we saw that the resolvent operator (1 + A)−1 can be expanded in a Neumann series for
0 < |z| ≤ |z0| < 1, so that M < 1. We can also have a contour-integral representation of (1 +A)−1:
(1 +A)−1x(z) =
1
2piι
∫ a+ι∞
a−ι∞
Γ(s)Γ(1− s)(−A)−sx(z)ds, (21)
where 0 < a < 1 and x(z) is an element of the Banach space Hv(G).
This form of the resolvent operator can be obtained by taking an inverse Mellin transformation of the expression
for the fractional power of a closed operator given by V. Balakrishnan in [9] and [11].
We consider the expression Φ(t) = 12piι
∫
C
Γ(s)Γ(1 − s)(−t)−sds, where C is a Mellin-Barnes-type contour. For
|t| < 1 we close the contour on the left side of the complex plane, and so the singularities enclosed by the contour
are those of Γ(s) at s = −n, n ∈ Z+. Using Cauchy’s residue theorem, we obtain Φ(t) =∑∞i=0 ti. Similarly, the
expression for the resolvent operator defined by (21) gives the Neumann series for ||A||v < 1.
In the next section, we shall apply the operator method to obtain exact solutions of various well-known differential
equations occurring in mathematical physics.
5 Examples from Mathematical Physics
A. Homogeneous equations
5.1 Singularities at ∞
To begin with, we solve the most elementary differential equations with constant coefficients.
5.1.1 The exponential function
The first-order ODE satisfied is dy
dz
= y(z).We integrate both sides of the equation to get
(1− I)y(z) = c, (22)
where I is the indefinite integration operator and c is the integration constant. Thus, our operator A is I. For
|z| < 1, ||I||v < 1. The solution is
y(z) = (1− I)−1c. (23)
We first expand the resolvent in a Neumann series. So,
y(z) = (1 + I+ I2 + I3...)c = c(1 + z +
z2
2!
+
z3
3!
+ ...) = cez. (24)
Next we use the contour-integral form of the resolvent. A fractional power of I is identical to that of the definite
integral with limits 0 and z. We know from fractional calculus that
I
−sc = c
z−s
Γ(1− s) . (25)
Therefore,
(1 − I)−1c = 1
2piι
∫ a+ι∞
a−ι∞
Γ(s)Γ(1− s)(−I)−scds = 1
2piι
c
∫ a+ι∞
a−ι∞
Γ(s)(−z)−sds. (26)
The last expression is the inverse Mellin transform of gamma function, which is the exponential function.
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5.1.2 Trigonometric and hyperbolic functions
The second-order differential equation satisfied by these are d
2y
dz2
±ω2z = 0. We choose L = I2. Acting both sides
by L, we get
(1 ± I2ω2)y(z) = c0 + c1z, (27)
where c0andc1 are constants.
Therefore A is ±I2ω2. We choose |z| < ω−1 to ensure that ||A||v < 1. The Neumann series expansion method
proceeds exactly as before. We get cos(z) and cosh(z) with c0, and sin(z) and sinh(z) with c1.
We have
I
pzq = c
Γ(1 + q)zq+p
Γ(1 + q + p)
. (28)
Substituting p = −2s, q = 0 for the term with c0, and q = 1 for the term with c1, we get
y(z) = (1 +A)−1(c0 + c1z)
=
1
2piι
∫ a+ι∞
a−ι∞
Γ(s)Γ(1 − s)(∓ω2I2)−s(c0 + c1z)ds
=
1
2piι
c0
∫ a+ι∞
a−ι∞
Γ(s)Γ(1 − s)
Γ(1 − 2s) (±ωz)
−2sds+
1
2piι
c1
ω
∫ a+ι∞
a−ι∞
Γ(s)Γ(1 − s)
Γ(1− 2s) (±ωz)
2−2sds. (29)
The above contour integrals, though not the exact inverse Mellin transforms, can be shown to yield the same
trigonometric / hyperbolic functions, using Cauchy’s residue theorem.
5.2 Singularities at 0 and ∞
We treat the most important special functions having singularities at 0 and ∞ − the Bessel functions and the
confluent hypergeometric function.
5.2.1 The Bessel functions
d2ψ(z)
dz2
+
1
z
dψ(z)
dz
+ (1− ν
2
z2
)ψ(z) = 0. (30)
This equation has a regular singularity at z = 0 and an irregular singularity at ∞.We take ψ(z) = zκf(z). The
indices at the regular singularity are κ = ±ν. The equation for f(z) for the positive index is
d2f(z)
dz2
+
(2ν + 1)
z
df(z)
dz
+ f(z) = 0, (31)
which can be written as
1
z2ν+1
d
dz
(z2ν+1
df(z)
dz
) = −f(z). (32)
We choose the operator L =
∫
1
z2ν+1
(
∫
z2ν+1()dz)dz.
The ‘integration constant’ f0(z) for L satisfies
1
z2ν+1
d
dz
(z2ν+1
df0(z)
dz
) = 0. (33)
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A simple integration of the above equation gives f0(z) = c0 + c1
∫
dz
z2ν+1
.
Acting on both sides by L, we get (1+A)f(z) = f0(z), where A = L is a bounded operator.We choose z0 suitably,
so that ∀ |z| < |z0|, ||A||v < 1.
The regular solution is obtained by acting the resolvent operator on c0. We start with the Neumann series as
usual.
A · c0 = c0 11+ν ( z2 )2, A2 · c0 = c0 12(1+ν)(2+ν) ( z2 )4...
It can be proved by induction that
An · c0 = 1Qn
j=1
(j)(j+ν) (
z
2 )
2n.
Therefore, the regular solution is
fr(z) = (1−A+A2 + ...)c0
= c0
(
1− 1
(1 + ν)
(
z
2
)2
+
1
2(1 + ν)(2 + ν)
(
z
2
)4
+ ...
)
, (34)
which is just c0Γ(1 + ν)(
z
2 )
−νJn(z).
Since the calculation of fractional powers of operators is difficult, a heuristic method to obtain the fractional power
shall be followed from now on. The method is to calculate An for n ∈ N and then to generalise the expression so
that n can be fractional too.
In this case, we see that writing
An · c0 = c0 1
n!(1 + ν)n
(
z
2
)2n
= c0
Γ(ν + 1)
Γ(1 + ν + n)Γ(1 + n)
(
z
2
)2n
(35)
solves our problem, as the Γ(n) functions are valid for both integral and nonintegral n. Therefore,
fr(z) =
1
2piι
∫ a+ι∞
a−ι∞
Γ(s)Γ(1 − s)(−A)−sc0ds
=
1
2piι
c0
∫ a+ι∞
a−ι∞
Γ(s)
Γ(1 + ν − s)
(
−z
2
)−2s
ds. (36)
When ν /∈ R+, then the second irregular solution can be easily obtained by acting the resolvent on the term with
c1.
A · c1 z−2ν−2ν = c1−2ν 11−ν ( z2 )2, A2 · c1 z
−2ν
−2ν =
c1
−2ν
1
2(1−ν)(2−ν) (
z
2 )
4...
For general v,
Av
(∫
z1+2ν
)
= (−1)v Γ(1− ν)
Γ(1− ν + v)Γ(1 + v)
(
z
2
)2v−2ν
. (37)
8
Thus we obtain the irregular function as
fi(z) = z−2ν
c1
−2ν
(
1− 1
(1 − ν)
(
z
2
)2
+
1
2(1− ν)(2− ν)
(
r
2
)4
+ ...
)
=
1
2piι
c1
−2ν
∫ a+ι∞
a−ι∞
ds
Γ(s)
Γ(1 − ν − s)
(
−z
2
)−2s−2ν
, (38)
which is c1−2νΓ(1− ν)( z2 )−νJ−n(z).
In fact equations (35,37) are special cases of
Av(xq) =
(−1)vxq
(1 + q2 )v(1 +
q
2 + v)v
(
x
2
)2v
(39)
where (a)v is the Pochhammer symbol.
When ν = n ∈ R+, logarithmic terms occur. We need a result from fractional calculus:
I
v(zλ ln(z)) =
Γ(λ+ 1)
Γ(λ+ v + 1)
zλ+v(ln(z) + ψ(λ+ 1)− ψ(λ+ v + 1)), (40)
where ψ is the digamma function with ψ(1) = −γ, the Euler constant.
We need to obtain A−s
∫
z1+2n. We observe that equation (37) is valid for ν = n with v ≤ n− 1.
For v = n, we have
An(
∫
z1+2n) =
(−1)n ln(z)
(2nΓ(1 + n))2
. (41)
An+1(
∫
z1+2n) = (−1)n 1
n+1 (
z
2 )
2(ln(z)− n+22(n+1) ), Am+n(
∫
z1+2n) = (−1)n( z2 )2m(c1(m) ln(z) + c2(m)) for integral
m.
Therefore,
Am+n+1
(∫
z1+2n
)
= (−1)n
(
z
2
)2(m+1)
(
c1(m)
(1 +m)(1 +m+ n)
ln(z) +
2(1 +m)(1 +m+ n)c2(m)− c1(m)(2 + 2m+ n)
2(1 +m)2(1 +m+ n)2
)
(42)
From the above, we obtain
c1(m+ 1) =
c1(m)
(1 +m)(1 +m+ n)
, (43)
c2(m+ 1) =
2(1 +m)(1 +m+ n)c2(m)− c1(m)(2 + 2m+ n)
2(1 +m)2(1 +m+ n)2
. (44)
We uniquely solve (43,44) with the condition (41) to get
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c1(m) =(−4)−n Γ(2 + n)
(1 + n)Γ(1 +m)Γ(1 + n)2Γ(1 +m+ n)
, (45)
c2(m) =− (−1)
nΓ(2 + n)
2(1+2n)(1 + n)Γ(1 +m)Γ(1 + n)2Γ(1 +m+ n)
(46)
(γ + ψ(1 +m)− ψ(1 + n) + ψ(1 +m+ n)),
Am+n
(∫
z1+2n
)
=
(−1)n(2 ln(z)− γ + ψ(n+ 1)− ψ(m+ 1)− ψ(m+ n+ 1))
2(1+2n)Γ(n+ 1)Γ(m+ 1)Γ(n+m+ 1)
(
z
2
)2m
. (47)
Using (47) and putting v = m+ n, we get
Av
(∫
z1+2n
)
=
(−1)v(2 ln(z)− γ + ψ(n+ 1)− ψ(v − n+ 1)− ψ(v + 1))
2(1+2n)Γ(n+ 1)Γ(v − n+ 1)Γ(v + 1)
(
z
2
)2(v−n)
. (48)
This equation is valid for fractional v as well. The irregular solution for integral n can thus be written as
fr(z) =
1
2piι
∫ a+ι∞
a−ι∞
Γ(s)Γ(1 − s)(−A)−s
(∫
1
z2n+1
)
ds
=
1
2piι
2 ln(z)− γ + ψ(n+ 1)
Γ(n+ 1)
∫ a+ι∞
a−ι∞
Γ(s)
22n+1Γ(1− s− n)
(
z
2
)−2(s+n)
ds
+
1
2piι
1
Γ(n+ 1)
∫ a+ι∞
a−ι∞
Γ(s)(ψ(1 − s− n) + ψ(1− s))
22n+1Γ(1− s− n)
(
z
2
)−2(s+n)
ds (49)
5.2.2 The confluent hypergeometric function
d2ψ(z)
dz2
+
(
c
z
− 1
)
dψ(z)
dz
− a
z
ψ(z) = 0. (50)
The indices are 0 and 1− c. The ODE can be written as
1
zc
df(z)
dz
(
zc
df(z)
dz
)
−
(
df(z)
dz
+
a
z
f(z)
)
= 0. (51)
We choose the operator L =
∫
1
zc
(
∫
zc()dz)dz. The ‘integration constant’ f0(z) for L, satisfying
1
zc
d
dz
(zc df0(z)
dz
) =
0, is f0(z) = c0 +
∫
z−cdz. Operating by L, we get (1−A)f(z) = f0(z), where A =
∫
1
zc
(
∫
zc((d()
dz
+ a
z
()))dz)dz.
Lemma 5.1. For q ∈ R+ but q /∈ N,
Am(zq) =
(q + a)m
(q + c)m(q + 1)m
zq+m =
Γ(a+m+ q)Γ(1 + q)Γ(q + c)
Γ(a+ q)Γ(c+m+ q)Γ(1 +m+ q)
zq+m.
Proof. A(zq) = (q+a)z
q+1
(q+c)(1+q) , A
2 · c0 = c0 (q+a)(q+a+1)2(q+c)(q+c+1)zq+2...
We assume Am(zq) = (q+a)m(q+c)m(q+1)m z
q+m, where (a)n is the Pochhammer symbol. Acting A on it, we get
Am+1(zq) = (q+a)m+1(q+c)m+1(q+1)m+1 z
q+m+1. Hence, the lemma is proved by induction.
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From lemma 5.1, we see that A is bounded and is a contraction operator for |z| < 1. Putting q = 0 in lemma 5.1
and expanding the resolvent (1 −A)−1 in a Neumann series, we obtain the regular solution :
fr(z) = (1 +A+A2 + ...)c0 = c0
∞∑
n=1
(a)n
(c)n
(
zn
n!
)
= 1F1(a, c, z). (52)
The contour integral representation is immediately obtained as the expression for An is valid even when n is
fractional or complex. So,
fr(z) =
1
2piι
∫ a′+ι∞
a′−ι∞
Γ(s)Γ(1 − s)(−A)−sc0ds = 1
2piι
Γ(c)
Γ(a)
c0
∫ a′+ι∞
a′−ι∞
Γ(s)Γ(a− s)
Γ(c− s) (−z)
−sds, (53)
with a′ ∈ (0, 1).
For c /∈ R+,
∫
z−cdz = z
1−c
1−c , and therefore, for the irregular solution, we can still use lemma 5.1 with q = 1− c.
We Thus obtain
fi(z) = (
∞∑
n=1
An)z1−c = z1−c
∞∑
n=1
(1 + a− c)n
(2− c)n
(
zn
n!
)
= z1−c1F1(1 + a− c, 2− c, z). (54)
The contour integral representation is
fr(z) =
1
2piι
z1−c
Γ(2− c)
Γ(1 + a− c)
∫ a′+ι∞
a′−ι∞
Γ(s)Γ(1 + a− c− s)
Γ(2− c− s) (−z)
−sds. (55)
5.3 Singularities at 0, 1 and ∞
5.3.1 Gauss’s hypergeometric function
(1 − z)d
2ψ(z)
dz2
+
(
c
z
− (a+ b + 1)
)
dψ(z)
dz
− ab
z
ψ(z) = 0. (56)
The indices at 0 are 0 and 1− c. The ODE can be written as
1
zc
df(z)
dz
(
zc
df(z)
dz
)
−
(
(a+ b+ 1)
df(z)
dz
+
ab
z
f(z) + z
d2ψ(z)
dz2
)
= 0. (57)
We choose the operator L =
∫
1
zc
(
∫
zc()dz)dz. The ‘integration constant’ f0(z) for L, satisfying
1
zc
d
dz
(zc df0(z)
dz
) =
0, is f0(z) = c0 +
∫
z−cdz. Operating by L, we get (1−A)f(z) = f0(z), where
A =
∫
1
zc
∫
zc(((a+ b+ 1)
d()
dz
+
ab
z
() + z
d2()
dz2
)dz)dz
Here onwards, the analysis is exactly similar to the previous (confluent hypergeometric) case. We just give the
final results.
Am(zq) =
(q + a)m(q + b)m
(q + c)m(q + 1)m
zq+m =
Γ(a+m+ q)Γ(b +m+ q)Γ(q)Γ(q + c)
Γ(a+ q)Γ(b + q)Γ(c+m+ q)Γ(1 +m+ q)
zq+m. (58)
The regular solution obtained using (58) with q = 1− c in the Neumann expansion of (1−A)−1 is
fr(z) = (
∞∑
i=0
An)c0 = c0
∞∑
n=1
(a)n(b)n
(c)n
(
zn
n!
)
= 2F1(a, b, c, z). (59)
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The contour integral representation is
fr(z) =
1
2piι
∫ a′+ι∞
a′−ι∞
Γ(s)Γ(1− s)(−A)−sc0ds
=
1
2piι
c0
Γ(c)
Γ(a)Γ(b)
∫ a′+ι∞
a′−ι∞
Γ(s)Γ(a− s)Γ(b− s)
Γ(c− s) (−z)
−sds, (60)
with a′ ∈ (0, 1).
For −c /∈ N, ∫ z−c = z1−c1−c , and therefore the irregular solution obtained using (58) with q = 1− c in the Neumann
expansion of (1−A)−1 is
fr(z) = (
∞∑
i=0
An)c0 = c0
∞∑
n=1
(1 + a− c)n(1 + b− c)n
(2− c)n
(
zn
n!
)
= 2F1(1 + a− c, 1 + b− c, 2− c, z). (61)
The contour integral representation is
fr(z) =
1
2piι
z1−c
Γ(2− c)
Γ(1 + a− c)Γ(1 + b− c)
∫ a′+ι∞
a′−ι∞
Γ(s)Γ(1 + a− c− s)Γ(1 + b− c− s)
Γ(2− c− s) (−z)
−sds. (62)
5.3.2 The Gegenbauer polynomials
The differential equation satisfied by the Gegenbauer polynomials, which are general cases of Legendre polyno-
mials, is
(z2 − 1)d
2f(z)
dz2
+ 2(β + 1)z
df(z)
dz
− α(α + 2β + 1)f(z) = 0. (63)
A transformation z → 2z − 1 is needed to bring the singularity at z = −1 to z = 0.
The transformed equation is
z(1− z)d
2f(z)
dz2
+ (β + 1)(2z − 1)df(z)
dz
− α(α+ 2β + 1)f(z) = 0. (64)
The solution to this equation follows exactly as in the case of Gauss’s hypergeometric function.
B. Nonhomogeneous equations
5.4 Inhomogeneous Bessel equation
z2
d2ψ(z)
dz2
+
dψ(z)
dz
+ (1− ν
2
z2
)ψ(z) =
21−νzν+1√
piΓ(12 + ν)
(65)
This inhomogeneous ODE has a particular solution which is the Struve function Hν(z). Using equation (11) we
calculate the particular solution to this ODE.
12
ψp(z) = z
ν(1 +A)−1 · L · ( 2
1−νz−1√
piΓ(12 + ν)
) (66)
Using the fromulae from section (5.2.1)we obtain
L(
21−νz−1√
piΓ(12 + ν)
) = (
2−νz√
piΓ(32 + ν)
) (67)
Using (39) with q = 1 and (67)
Av(L(
21−νz−1√
piΓ(12 + ν)
)) = (−1)v 2
−ν
Γ(32 + ν + v)Γ(
3
2 + v)
(
z
2
)2v+1
. (68)
The series solution and contour integral solution of ψp(z) are therefore:
ψp(z) = Hν(z) =
∞∑
v=0
(−1)v
Γ(32 + ν + v)Γ(
3
2 + v)
(
z
2
)2v+1+ν
(69)
=
1
2piι
∫ a′+ι∞
a′−ι∞
(−1)sΓ(s)Γ(1− s)
Γ(32 + ν − s)Γ(32 − s)
(
z
2
)1+ν−2s
ds. (70)
Thus we can see that complicated Green’s function method to solve inhomogeneous method can be avoided using
this method.
6 Conclusion
In this paper a new operator method is studied which is capable of giving not only analytical series solution but
also exact contour integral solution to all the special functions. Calculation of complicated Green’s functions is
avoided in this method while solving inhomogeneous equations. Though there is a restriction |z| < 1 mentioned
in this paper, we know that a Taylor series expansion remains valid till the nearest singularity of the differential
equation and hence the solution obtained can be used well outside |z| = 1 if the singularity is at infinity.Only
the most important equations occuring in Mathematical Physics, with 2 or atmost 3 singularities. However this
method can easily solve equations with more than 3 singularity like Heun’s equation much in the same manner.
In this paper all the differential equations considered have polynomial coefficients so a operator of the form 5 is
used. In another paper this method shall be used to solve periodic differential equations with L = 1
D2+ω2 , where
D is the normal differentiation operator and ω, a frequency parameter.
Only analytical solutions are discussed in this paper. In another paper we shall show the numerical efficiency of
the method to solve eigenvalue problems not only of 2nd order but also higher order equations. This method has
also been recently generalised to solve ODEs with algebraic non linearities.The operator in that case takes the
form of an infinite operator continued fraction.
Acknowledgements I would like to thank professor Jayanta Kumar Bhattacharjee, without whose guidance
this work would not have been realised. I sincerely thank Prof. Debabrata Basu for the profound influence he
has had on me both professionally and others.I sincerely thank my mentor Prof. Sayan Kar for his kind support,
encouragement and valuable advice. I would also like to thank Prof. S.P.Khastgir and Prof. Krishna Kumar for
helpful discussions and valuable advice.
13
References
[1] Adomian G.Solving Frontier Problems of Physics: The Decomposition Method, Kluwer, Dordrecht, 1994
[2] Dita, P.; Grama, N. (May 24 2006). On Adomian’s Decomposition Method for Solving Differential Equations
arXiv:solv-int/9705008 1. Retrieved on 16 August 2006.
[3] Yee-Mou Kao and T. F. Jiang,Adomian’s decomposition method for eigenvalue problems,Physical Review E
71, 036702 s2005d
[4] G. Adomian, Solving Frontier Problems of Physics: The Decomposition Method, Kluwer Academic, (1994).
[5] Galbis, Antonio,Weighted Banach spaces of entire functionsArch. Math., Vol. 62, 58-64 (1994)
[6] Bonet J.et.al, Pointwise multiplication operators on weighted space of Banach spaces of analytics func-
tionsStudia Mathematica 137 (2) 1999
[7] Bonet J.et.al,Essential Norm and Weak Compactness of Composition Operators on Weighted Banach Spaces
of Analytic FunctionsCanad. Math. Bull. Vol. 42 (2), 1999 pp. 139148
[8] Bonet, J. and Wolf, Elke. , et.al A note on weighted Banach spaces of holomorphic functions Arch. Math. 81
(2003) 650654
[9] Balakrishnan.V ,Fractional powers of closed operators and the semi groups generated by themPacific J.Math
1
¯
0.419-437(1960)
[10] Hunter, John K. and Nachtergaele, Bruno, Applied Analysis World-Scientific
[11] Yoshida, K., Functional Analysis Springer-Verlag
[12] Morse, P.M. and Feschbach, H. (1953), Methods of Theoretical Physics, McGraw-Hill, New York.
[13] Abramovitz,M., Stegun,I.A, Handbook of mathematical functions (10ed 1972)
14
