Abstract. We solve the classical Dirichlet problem for a general complex Hessian equation on a small ball in C n . Then, we show that there is a continuous solution, in pluripotential theory sense, to the Dirichlet problem on compact Hermitian manifolds with boundary that equipped locally conformal Kähler metrics, provided a subsolution.
Introduction
Let (M , α) be a compact Hermitian manifold with smooth boundary ∂M , of complex dimension n. Let us denote M :=M \ ∂M . Let 1 ≤ m ≤ n be an integer. Fix a real (1, 1)-form χ onM . We have given a right hand side f ∈ C ∞ (M ) positive and a smooth boundary data ϕ ∈ C ∞ (∂M ). The classical Dirichlet problem for the complex Hessian equation is to find a real-valued function u ∈ C ∞ (M ):
where u is subjected to point-wise inequalities (1.2) (χ + dd c u) k ∧ α n−k > 0, k = 1, .., m.
We first solve the equation in a small ball. A C 2 real-valued function satisfying inequalities (1.2) is called (χ, m) − α-subharmonic. These inequalities can be generalised to non-smooth functions to obtain the class of (χ, m) − α-subharmonic functions on M . Locally, the convolution of a function in this class with a smooth kernel, in general, will not belong to this class again. However, using the theorem above and an adapted potential theory, we prove the approximation property. Following Bedford-Taylor [1, 2, 3] and Ko lodziej [37, 38, 39] , the two results above allow us to use Perron's envelope together with pluripotential theory techniques, adapted to this setting, to study weak solutions to this equation with the continuous right hand sides. A Hermitian metric α is called a locally conformal Kähler metric on M if at every given point on M , there exist a local chart Ω and a smooth realvalued function G such that e G α is Kähler on Ω. This class of metric is strictly larger than the Kähler one, and not every Hermitian metric is locally conformal Käher (see e.g. [9] ). Our main result is Theorem 1.3. Assume that α is locally conformal Kähler. Let 0 ≤ f ∈ C 0 (M ) and ϕ ∈ C 0 (∂M ). Assume that there is a C 2 -subsolution ρ, i.e., ρ satisfying inequalities (1.2) and (χ + dd c ρ) m ∧ α n−m ≥ f α n inM , ρ = ϕ on ∂M.
Then, there exists a continuous solution to the Dirichlet problem (1.1) in pluripotential theory sense.
When m = n we need not assume α is locally conformal Kähler. The Dirichlet problem for the Monge-Ampère equation on compact Hermitian manifolds with boundary has been studied extensively, in smooth category, in recent years by Cherrier-Hanani [15, 16] , Guan-Li [27] and Guan-Sun [28] . Our theorem generalises the result in [27] for continuous datum. When 1 < m < n and α = dd c |z| 2 is the Euclidean metric the Dirichlet problem for the complex Hessian equation in a domain in C n has been studied extensively by many auhtors [5, 14, 18, 43, 46, 48, 52] . To our best knowledge the classical Dirichlet problem (1.1) on a compact Hermitian (or Kähler) manifold with boundary still remains open. The difficulty lies in the C 1 −estimate for a general Hermitian metric α. Here we only obtain such an estimate in a small ball (Theorem 1.1). Moreover, in our approach, the locally conformal Kähler assumption of α is needed to define the complex Hessian operator of bounded functions (Section 3).
Motivations to study the Dirichlet problem for such equations come from recent developments of fully non-linear elliptic equations on compact complex manifolds. First, it is the natural problem after the complex Hessian equation was solved by Dinew-Ko lodziej [19] on compact Kähler manifolds, and by Székelyhidi [60] and Zhang [67] on compact Hermitian manifolds. Indeed, such a question is raised in [60] . Second, on compact Hermitian manifolds, it is strongly related to the elementary symmetric positive cone with which several types of equations associated were studied by Székelyhidi-Tosatti-Weinkove [61] , Tosatti-Weinkove [63, 64] . Our results may provide some tools to study these cones. In the case when α is Kähler (χ may be not), the Hessian type equations related to a Strominger system, which generalised Fu-Yau equations [24] , have been studied recently by Phong-PicardZhang [54, 55, 56] . Lastly, the viscosity solutions of fully nonlinear elliptic equations on Riemannian and Hermitian manifolds have been also investigated by Harvey and Lawson [31, 32] in a more general frame work, and the existence of continuous solutions was proved under additional assumptions on the relation of the group structure of manifolds and given equations.
Organisation. In Section 2 we give definitions for generalised m− subharmonic functions and their basic properties. Assuming Theorem 1.1, in Section 3 we develop "pluripotential theory" for corresponding generalised m− subharmonic functions to the equation. This enable us to prove Corollary 1.2. Section 4 is devoted to study weak solutions to the Dirichlet problem in a small Euclidean ball. Theorem 1.3 is proved in Section 4.2. Finally, in Sections 5, 6, 7, 8 we prove Theorem 1.1 independent of the other sections. The appendix is given in Section 9.
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Generalised m-subharmonic functions
We shall define (χ, m) − α-subharmonicity for non-smooth functions. Let us denote Γ m = {λ = (λ 1 , ..., λ n ) ∈ R n : S 1 (λ) > 0, ..., S m (λ) > 0}.
The positive cone Γ m (α) associated with the metric α is defined as follows.
In other words, in the orthonormal coordinate such that α = i √ −1dz i ∧ dz i at a given point in Ω, and
Here, the metricα is uniquely defined thanks to a result of Michelsohn [50] . By a simple consideration we have a generalisation
, and the smooth function ρ is defined, up to a constant, by the equation dd c ρ ∧α n−1 = χ ∧α n−1 .
Notice that when χ ≡ 0, Definition 2.4 coincides with Definition 2.3. Thanks to Lemma 9.10 in Appendix, we get that for a (χ, m) − α-subharmonic function u,
for any collection γ i ∈ Γ m (α), in the weak sense of currents. We denote the set of all (χ, m) − α-subharmonic functions in Ω by
(for short) if the considered set is clear from the context.
This fact can be seen as follows: for any real (1, 1)-form τ ∈ Γ m (α) and 1 ≤ k ≤ m,
where γ is taken such that γ ∈ Γ m (α) and γ k ∧ α n−k /α n = 1. In other words, u ∈ SH χ,m (α, Ω) if and only if χ + dd c u ∈ Γ m (α) at any given point in Ω. (2) There are another definitions for m − α-subharmonic functions. The first one is suggested by B locki [5] and the second one is given by Lu [47, Definition 2.3] in a more general setting. All definitions are equivalent in the case of m−subharmonic functions, i.e. α = dd c |z| 2 . Later on, by Lemma 9.17, we will find that our definition is equivalent to the one in [47] .
We list here some basic properties of (χ, m) − α-subharmonic functions.
Proof. It is enought to verifyα−subharmonicity for everyα n−1 = γ 1 ∧· · ·∧γ m−1 ∧α with γ i ∈ Γ m (α). Onceα is fixed the proof follows from Appendix (Proposition 9.3, Corollary 9.16).
Potential estimates in a small ball
In this section we develop potential theory for (χ, m) − α-subharmonic functions in a Euclidean ball, where α is conformal to a Kähler metric on this ball. To do this we fix a ball B := B(z, r) ⊂⊂ Ω with the small radius, where Ω is a bounded open set in C n . We also fix a smooth function G :B → R such that ω := e G α is Kähler metric, i.e., (3.1) d(e G α) = 0 onB.
Notice that by Definition 2.4 we have
First, we will work with an apparently smaller class of functions. For simplicity we also assume in this section that for every z ∈Ω,
(otherwise we replace χ byχ := χ + Cdd c ρ for a strictly plurisubharmonic function ρ inΩ and C > 0 large.) SinceB is compact, there exist 0 < c 0 ≤ 1, depending on χ, α,B, such that
Throughout the paper we often write
3.1. Hessian operators. According to the results in [42] for any v 1 , ..., v m ∈ A ∩ C 0 (B), the wedge product
is a well defined positive Radon measure for a general Hermitian metric α. However, to define the wedge product for v i ∈ A ∩ L ∞ (B) we will need the Kähler property of ω = e G α in (3.1). Following ideas of Bedford-Taylor [2] , by a simple modification, we can define the wedge product for v i ∈ A ∩ L ∞ (B) as follows. Fix a strictly plurisubharmonic function ϕ in a neighborhood ofB such that
Let us denote w i := v i + ϕ. Then w i is m − ω-subharmonic and bounded inB, which is also in the class A. Since ω is Kähler, we define inductively for 1 ≤ k ≤ m,
The resulted wedge product is a positive (n − m + k, n − m + k)−current. Then, one puts
We see that local properties that hold for a positive current on the right hand side will be preserved to the positive currents on the left hand side. Finally, using a formal expansion, we set
This is an honest equality in the case v ′ i s are smooth functions. The right hand side still makes sense, when v ′ i s are only bounded, by (3.3) and (3.4). Thus, we get the wedge product on the left hand side is a well-defined (n, n)−positive current.
We also observe that the equation (3.5) does not depend on the choice of a strictly plurisubharmonic function ϕ satisfying dd
In other words, the definition of the wedge product obeys the linearity as in the smooth case.
Remark 3.2. If we do not assume dα = 0 (or d(e G α) = 0 for some function G), then in the inductive definition we cannot get rid of the extra terms, e.g.,
As dd c v i is not (1, 1)−positive current, we do not know how to define the wedge product for bounded functions v i in A once the power of the base α is less than n − m. It is worth to mention that if v ′ i s are continuous and belong to A, then we can use the uniform convergence of potentials to define wedge product as in [42] .
As in [42] the Chern-Levine-Nirenberg (CLN) inequalities are proved quickly in the present setting.
Proof. Since ω = e G α is Kähler and G is bounded onB,
Hence, the inequality follows from formulas (3.4), (3.5) and the classical argument by integration by parts (see [42, Proposition 2.9] ).
The following Bedford-Taylor convergence theorems are crucial in our approach.
be decreasing (or increasing) sequences which converge point-wise to u 1 , ..., u m ∈ A ∩ L ∞ (B), respectively. Then, the sequence of positive measures
converges weakly to the positive measure
Proof. Recall that ω := e G α is a Kähler form onB. By definitions (3.4) and (3.5) it is enough to show that if decreasing sequences of bounded m − ω-suharmonic functions {v j 1 } j≥1 , ..., {v j m } j≥1 converge to bounded m − ω-subharmonic functions v 1 , ..., v m , respectively, then the sequence of (n, n)−positive currents dd c v
Therefore, the theorem follows by an easy adaption of arguments of Bedford-Taylor [2] .
Let us define the notion capacity associated with Hessian operators which plays important role in the study of bounded (χ, m) − α-subharmonic functions. For a Borel set E ⊂ B,
We first observe that this capacity is equivalent to another capacity.
where A 0 is the class A with χ ≡ 0. Then, there exists a constant C depending on χ, α such that
Proof. Since χ ≤ dd c ϕ for some smooth plurisubharmonic function onB, the first inequality follows. To show the second one, we need to use the positivity of α. By (3.2) there is a constant C > 0 such that
where ρ = |z| 2 − r 2 ≤ 0. We can choose C such that |ρ/C| ≤ 1/2. Take a function 0 ≤ w ≤ 1/2 in A 0 , then it is easy to see that
. Then, u is quasi-continuous with respect to the capacity cap(·).
Proof. Observe that v := u + ϕ is m − α subharmonic for some smooth plurisubharmonic function ϕ onB. Therefore, v is also approximated by a decreasing sequence of smooth m − α subharmonic functions. By the arguments in BedfordTaylor [2] adapted to the case ω = e G α (see similar arguments in Lemma 9.19), we get that v is quasi-continuous with respect to c m (·). By Lemma 3.5 the proof is completed.
The next consequence is an inequality between volume and capacity.
Lemma 3.7. Fix 1 < τ < n/(n − m). There exists a constant C(τ ) such that for any Borel set E ⊂ B (3.8)
where
The exponent here is optimal because if we take α = dd c |z| 2 , then the explicit formula for c m (B(0, s)) in B = B(0, r) with 0 < s < r, provides an example.
τ with c m (E) defined in (3.7) . Note that the argument in [18] remains valid for non-Kähler α since the mixed form type inequality used there still holds by stability estimates for the Monge-Ampère equation. Thanks to Lemma 3.5 the proof follows.
Comparison principles in
Notice that by the equations (3.4) and (3.5)
where ω = e G α is a fixed Kähler form in (3.1).
Proof. By replacing u by u + δ for δ > 0 and then letting δ ց 0 we will work with {u < v} ⊂⊂ K ⊂⊂ B, where K is an open set. By the CLN inequality (Lemma 3.3)
By Theorem 3.4, Corollary 3.6, and arguments in [3] we get that
Moreover, by the identity (3.10)
Thus, it follows that
Letting ε ց 0 we get the desired inequality.
In the Hermitian setting due to the torsion of α and χ, the classical comparison principle no longer holds. However, its weak versions in [17] and [40] are enough for several applications. We state the local counterparts of those.
Let D 1 , D 2 be two constants such that onB,
The constant C depends only on n, m.
Proof. We used repeatedly Lemma 3.
, and bounds in (3.11) to replace v by u. Thanks to results in [42, Section 2] the arguments go through for general Hessian operators with respect to the Hermitian metric α.
Recall from (3.2) that there exists 0 < c 0 ≤ 1, depending on χ, α,B, such that
The weak comparison principle is a crucial tool in pluripotential theory approach to study weak solutions of Hessian type equations [40, 41, 42] . We state a local version.
Proof. We only give here a brief argument as it is very similar to the one of [40, Theorem 2.3] . Set for 0 ≤ k ≤ m,
By Lemma 3.8
where we simply understand a k ≡ 0 for k < 0. To be honest, here we used [42, Lemma 2.3], hence we should multiply the right hand side with a constant C m,n > 0 depending only on m, n. This is no harm as we could adjust the definitions of
The rest goes in the same way as in [40, Theorem 2.3] .
The following result is obvious if potential functions are smooth.
Proof. It follows from the proof of [40, Corollary 3.4 .] with obvious modifications. The reason is that there exists a C 2 strictly plurisubharmonic function onB.
We have proved the comparison principle (Lemma 3.10) and volume-capacity inequality (Lemma 3.7). The following uniform a priori estimate is proved in the identically way as [42, Theorem 3.10] .
Let us fix the following constants:
Assume that v is continuous and put
Then, there exists a constant C = C(τ, α, B) such that for every 0 < s < ε 0 ,
Notice that from assumptions, the sub-level sets near the infimum point will be non-empty and relatively compact in the ball B. The restriction on the class A will be relaxed later (see Remark 3.19).
3.3.
The Dirchlet problems onB. Consider the Dirichlet problem with the right hand side in L p (B), p > n/m. Notice that n/m is the optimal exponent.
Suppose that u, v are solutions to the corresponding Dirichlet problem (3.13) with the datum (f, ϕ) and (g, ψ). Then,
where C depends only on p and the diameter of B.
Proof. We use an idea in [18] , which used the uniform a priori estimate for MongeAmpère equation due to Ko lodziej [36] . The proof here is similar to [52, Theorem
By a theorem in [36] , there exists ρ ∈ P SH(B) ∩ C 0 (B) solving
We also have
, where C = C(m, n, p, B, α) a uniform constant. Furthermore, by the mixed-form inequality,
Since ρ ≤ 0 inB, it follows from the domination principle (Corollary 3.11) that
.
. Thus, the theorem follows.
We also need another stability estimate for solutions whose Hessian operators are in L p , p > n/m.
Lemma 3.14. Under the assumptions of Lemma 3.13 there exist a uniform con-
Proof. Having Theorem 3.12 we can repeat the proof of [42, Theorem 3.11] two times, one for the pair u + sup ∂B |ϕ − ψ| and v and another for the pair v + sup ∂B |ϕ − ψ| and u.
We get from the existence of smooth solutions (Theorem 1.1) and stability estimates (Lemma 3.13) existence of weak solutions.
with p > n/m. Then, there exists a unique solution to the Dirichlet problem (3.13).
The last ingredient to prove the approximation property for (χ, m)−α-subharmonic functions is the existence of smooth solutions for a Hessian type equation.
Lemma 3.16. Let H be a smooth function onB and ϕ
solving the Hessian equation
Proof. The right hand side depends also on u but with the right sign. We solve the equation by the continuity method as in the proof of Theorem 1.3, provided second order apriori estimates. The C 0 −estimate easily follows by considering the maximum point and the minimum point of the solution. So does the C 1 −estimate on the boundary. The proof of C 1 −estimate at an interior point will be affected at equations (7.8) and (7.9) in Section 7. The extra terms appear in these equations are O(|∇u| 2 ). So this will not affect the conclusion of the inequality (7.10). Therefore, we will get C 1 −estimate. The C 2 −estimate at an interior point goes through as in Section 8, as it is explained in [42, Lemma 3.18] ). For the other C 2 −estimates at a boundary point, the equation (8.12) contains a bounded term O(|∇u|) by the C 1 −estimate. Therefore, the equality (8.13) will be still hold and we get the desired estimates.
, p > n/m, and ϕ ∈ C 0 (∂B). Let {f j } j≥1 be smooth and positive functions onB, converging in
Then, u j converges uniformly to u ∈ A ∩ C 0 (B), which is the unique solution in
Proof. Observe that u j is uniformly bounded above. It follows that the right hand side of equations are uniformly bounded in L p . Applying Lemma 3.13 for ψ = 0 and g = 0, this gives the uniform bound for u j . Then, by compactness of the sequence u j in L 1 and Lemma 3.14 we get a continuous solution by passing to the limit. The uniqueness follows as in [53 Proof. We follow closely the proof of [42, Lemma 3.20] , which in turns uses the scheme introduced by Berman [4] and Eyssidieux-Guedj-Zeriahi [23] (see also LuNguyen [49] ).
By positivity assumption on χ ∈ Γ m (α) for every z ∈B we have that j ∈ SH χ,m (α) for any constant j. As max{u, −j} belongs to SH χ,m (α), we may assume that u is bounded. Since u is upper semicontinuous onB, there exists a sequence of smooth functions φ j decreasing to u onB. Fix such an h := φ j . Consider the envelope
Then,h ∈ SH χ,m (α) and u ≤h ≤ h. Therefore, ifh ∈ A, i.e. it has the approximation property, then so does u by letting h = φ j ց u. We shall prove this for the functionh and then the lemma will follow. Since h ∈ C ∞ (B), we can write χ m h ∧ α n−m = F α n with F being a smooth function onB. Let us denote F * = max{F, 0}. We choose a sequence of smoothly non-negative functions F j decreasing uniformly to F * as j → ∞. Fix such aF := F j ≥ F * . By Lemma 3.16 we solve for 0 < ε ≤ 1,
By maximum principle,w ε ≤ h andw ε is increasing as ε decreases to 0. Keep ε fixed, and take limit on both sides forF = F j → F * , i.e. letting j → ∞, we get
Herew ε uniformly increases to w ε . Thus, w ε ∈ A ∩ C 0 (B) and w ε is increasing as ε decreases to 0. Since w ε ≤ h, the right hand side is uniformly bounded in L ∞ (B). The monotone sequence w ε , bounded above by h, is a Cauchy sequence in L 1 (B). By Lemma 3.14, this sequence is also Cauchy in the uniform norm inB. So, w ε uniformly increases to w which satisfies
In particular, w ∈ A ∩ C 0 (B). Now, we claim that w =h. The inequality w ≤h is clear. One needs to verify that w ≥h on {w < h}. Take a candidate v in the envelope (3.14), i.e, v ≤ h. Observe that χ m w ∧ α n−m = 0 on {w < v} ⊂ {w < h}. By Corollary 3.11 it follows that w is maximal on {w < h}. Thus, the set {w < v} is empty, i.e., w ≥ v. Since v is arbitrary, so w ≥h. The claim follows and so does the theorem. Thanks to the quasi-continuity and approximation property of (χ, m) − α-subharnonic functions we get an inequality similar to the one for plurisubharmonic functions in Cegrell-Ko loldziej [11] .
Proof. It is readily adaptable from [11, Theorem 1] with an obvious change of notations.
The Dirichlet problem
On the complex manifold M =M \ ∂M we define the class SH χ,m (α, M ) in local coordinates. One main difference is that for an arbitrary real (1, 1)-form χ on M , there are plenty of local (χ, m) − α-subharmonic functions on each local chart. However, the global class SH χ,m (α, M ) may be empty, e.g. for negative χ. Thus, the existence of a subsolution will guarantee that SH χ,m (α) is non empty.
In this section we shall study weak solutions to the Dirichlet problem for the complex Hessian type equation. As we pointed out in Section 3.1 the assumption α is locally conformal Kähler metric on M is needed to develop potential theory for bounded functions.
Fix the continuous right hand side density 0 ≤ f ∈ C 0 (M ) and a continuous boundary data ϕ ∈ C 0 (∂M ). Let us denote
We wish to solve the Dirichlet problem:
The C 2 subsolution ρ to the equation (4.1) satisfies:
By replacing χ by χ ρ and u by u − ρ we can reduce the problem to the case of zero boundary data and χ ∈ Γ m (α) as follows:
Then 0 is the subsolution to the equation (4.3), and there exists 0
Envelope of continuous subsolutions. By assumption (4.2) the set
is not empty. Hence, we define the envelope
One expects that it will be a solution to the continuous Dirichlet problem. Proof. We first have u 0 ∈ S by Proposition 2.6-(b) and Proposition 3.20. In particular,
Hence, w ≥ u inB. Consider the liftũ ∈ S of u with respect to this ball defined bỹ
Thus, we haveũ ∈ S and u 0 ≤ũ in B. On the other hand by the definition of u 0 we haveũ ≤ u 0 . Thus, u 0 =ũ in B, which means χ m u0 ∧ α n−m = µ. This holds for any ball, so the theorem follows. [21] , Chen [10] and Blocki [7] . It follows from the comparison principle (an extension of Lemma 3.10 for M in the place of B), that there exists at most one continuous solution to the equation. Guan and Li [27] have extended the gradient estimate in [6] to this case. Hence, we can get a continuous solution to the homogeneous equation by a compactness argument. This solution is maximal on M , thus equal to u 0 . Thus, we get the unique solution even in the case the background metric is only Hermitian.
4.2.
Envelope of bounded subsoulutions. In this section we shall prove Theorem 1.3, where α is locally conformal Kähler. First we enlarge the class S above,
The locally conformal Kähler assumption of α allows us to use potential theory which has been developed in Section 3 for bounded (χ, m) − α-subharmonic functions. Set
It follows from Proposition 2.6-(b) and Proposition 3.20 that u * ∈Ŝ. Hence, u = u * . Let us solve the linear PDE
Therefore, 0 ≤ u ≤ ρ 1 . It implies that u = 0 and it is continuous on ∂M . In what follows, we shall prove that u is a solution to the (bounded) Dirichlet problem, and then we will prove its regularity by using the a priori estimate (Theorem 3.12). Proof. Choose C 0 (∂B) ∋ φ j ց v on ∂B and solve the Dirichlet problem
It follows from Corollary 3.11 that v j ց w ∈ SH χ,m (α, B) satisfying
Furthermore, lim sup z→ζ∈∂B w(z) ≤ v(ζ). By the domination principle (Corollary 3.11) we have
Then,ṽ is the function we are looking for. We shall prove the most technical part.
Lemma 4.7. u is continuous onM .
By Lemma 4.6, the function u satisfies the (bounded) Dirichlet problem:
Proof of Lemma 4.7. We follow closely [37, Section 2.4]. We argue by contradiction. Suppose u is not continuous, then the discontinuity of u occurs at an interior point of M . Hence
where u * (z) = lim ǫ→0 inf w∈B(z,ǫ) u(w) is lower regularisation of u. Consider the closed nonempty set
One remark is that u |F is continuous on F . Therefore, we may choose a point
Choose a local coordinate chart about x 0 , relatively compact in M , which is isomorphic to a small ball B := B(0, r) ⊂ C n with origin at z(x 0 ) = 0 and of small radius. Since χ ∈ Γ m (α), there exists δ > 0 such that
We also find that
Let us consider the sublevel sets, for 0 < s < d,
It's clear that E(s) is closed and by our assumption 0 ∈ E(s). Furthermore,
Since E(s) is decreasing, it follows that τ (s) decreasing as s ց 0. Moreover, τ (s) is bounded for 0 ≤ s ≤ d. We also need the following fact. Therefore, there is a sequence {z j } j≥1 ⊂ E(s j ) satisfying u(z j ) < u(0) − ǫ. Since any limit point z of {z j } j≥1 belongs to E(0), u(z) ≥ u(0). Hence,
The upper semicontinuity of −u * gives lim sup
This is not possible and the claim follows.
Take B ′ = B(0, r ′ ) with a bit larger r ′ > r. By the approximation property in a small ball (Theorem 3.18), one can find a sequence
Let us fix this sequence from now on. If there is no otherwise indication then v and v j 's are these functions. The following result is a variation of the Hartogs lemma (Lemma 9.14).
Lemma 4.9. 16 Let K ⊂B be a compact set and c ≥ 1 a constant. Assume that for some t > 0, v < c v * + t on K.
Proof of Lemma 4.9. Let z 0 ∈ K. It follows from the assumption that z 0 ∈ {v − c v * < t} which is an open set by the upper semicontinuity of v − c v * . Thus,
Therefore, for 0
and sup B(z0,2ǫ
By Hartogs' lemma for (γ, 1) − α-subharmonic functions (Corollary 9.15),
for j ≥ j(t 1 , z 0 , ǫ ′ ). Because K is compact it is covered by a finite many balls B(z j , ǫ ′ j ). Thus, the proof follows.
We
is non-empty and relatively compact in B = B(0, r) for every 0 < s < s 0 . For this purpose we need to analyse the value of the function c v − v j on the boundary S(0, r) of B(0, r), with the help of Lemma 4.9. Take two parameters c > 1 and 0 < a < d which are determined later. We need to estimate
We consider two cases: Case 1: z ∈ S(0, r) ∩ E(a). We have
Note that r > 0 (small) is already fixed. It implies that, for c > 1,
Since v − cv * is upper semicontinuous,
on the closure of a neighbourhood V of S(0, r) ∩ E(a). Applying Lemma 4.9 for the compact setV ∩B and (4.10)
we get
holds on S(0, r) \ V . Applying Lemma 4.9 again, we get (4.12)
. Thus, it follows from (4.11) and (4.12) that (4.13)
on S(0, r) for j > max{j 1 , j 2 }. Next, if there exists c > 1 such that for 0 < s 0 < a,
. It follows that the set {c v +d−a+s < v j } is non-empty for 0 < s < s 0 . According to Claim 4.8, (4.10), (4.13) and (4.14) we need to choose 0 < a < d, c > 1 and 0 < s 0 < a, in this order, such that
This is always possible. Thus, we get relatively compact subsets that satisfy (4.9). Now we can apply Theorem 3.12 to get that a contradiction. In fact, we have for w j := v j /c and 0 < s < s 0 ,
It follows that
We denote for 0 < s < ε 0 < ε (as in Theorem 3.12),
Notice that ε 0 depends only on d, a, s 0 . Hence, applying Theorem 3.12 for v in (4.6) and γ in (4.5), we get that for 0 < s < ε 0 ,
where V α (U j (ε, s)) = Uj (ε,s) α n . Furthermore, for such a fixed s > 0,
Since V α ({v < v j }) → 0 as j → +∞, we get the contradiction. The proof of Lemma 4.7 is finished.
Some applications.
The first application is the mixed type inequality for Hessian operators with the Hermitian form. When both χ and ω are Kähler metrics the inequality is proved by Dinew and Lu [20] . Since the inequality is local, we state it for a small Euclidean ball B in C n .
Then, for any 0 ≤ k ≤ m,
Proof. It is a simple consequence of the mixed type inequality in the smooth case, and then for continuous functions we use Theorem 1.1 and Lemma 3.13.
Thanks to this type of inequality with χ = α = ω we are able to relax the smoothness assumption on potentials in the statement of [42, Proposition 3.16] . In particular, the uniqueness of continuous solutions to the complex Hessian equation on compact Hermitian manifolds with strictly positive right hand side in L p , p > n/m.
We can also show that continuous solutions obtained in [42] are also the continuous solutions in the viscosity sense and vice versa (Lu [46] proved the existence and uniqueness of viscosity solutions to the complex Hessian equation on some special compact Hermitian manifolds). The viscosity approach for the Monge-Ampère equation on Kähler manifolds was used by Eyssidieux, Guedj, Zeriahi [22] , Wang [66] . It seems to be interesting to investigate the viscosity method for the complex Hessian equation on compact Hermitian manifolds with or without boundary. We refer the readers to [ 
Proof of Theorem 1.1
In this section we proceed to prove Theorem 1.1, which we used in Sections 3, 4. The proof is independent of results in those sections.
Let us rewrite the equation in the PDE form as in the paper by Székelyhidi [60] . Without loss of generality we fix Ω := B(0, δ) ⊂ B(0, 1) ⊂ C n for 0 < δ << 1. Let α be a Hermitian metric in B(0, 1). Fix a smooth real (1, 1)-form χ on B(0, 1). For a C 2 function u we consider the real (1, 1)-form g = χ + √ −1∂∂u, i.e., g ij = χ ij + u ij . We can define A 
Fix 0 < h ∈ C ∞ (Ω) and a smooth boundary data ϕ ∈ C ∞ (∂Ω). We wish to study the Dirichlet problem, seeking u ∈ C ∞ (Ω) and u = ϕ smooth on ∂Ω such that
To simplify notation, first we extend ϕ ∈ C ∞ (∂Ω) smoothly to B(0, 1). Upon replacing
with C > 0 large enough, which does not change g ij , we may assume that (5.2) u = 0 on ∂Ω, χ ≥ α onΩ and 0 is the subsolution, i.e., χ m ∧ α n−m ≥ h. Let F ij (A) := ∂F/∂a ij be the partial derivative of F at A with respect to entry a ij . We also denote
where f i = ∂f /∂λ i > 0 are precisely eigenvalues of F ij with respect to metric α. If we choose coordinates in which α is orthonormal and A being diagonal, then
and thus F = n i=1 F ii . We will proceed in Sections 6, 7, 8 to get a priori estimates, up to second order, and then, using the results in Tosatti-Weinkove-Wang-Yang [62] , to get C 2,α estimates. The higher order estimates are obtained by the bootstrapping argument, and then using the continuity method to obtain a solution to the equation (5.1). The uniqueness follows from the maximum principle. By the maximum principle we get that for some C 0 > 0,
As u = u 1 = 0 on ∂Ω, it also follows that for some
on ∂Ω.
C 1 − estimate
In this section we prove the gradient estimate. Here the assumption of small radius is important. (Notice that Pliś [57] has claimed this estimate in the case χ ≡ 0 and α Kähler for any ball but no proof was given there.) By (5.2) we may suppose that for some C 1 > 0,
Let ∇ denote the Chern connection with respect to α. Note that z 2 α is strictly plurisubharmonic as long as δ small. More precisely, we choose δ so that
, where N > 0 is a constant to be determined later. We see that
Note that a similar function was considered by Hou-Ma-Wu [35] and it satisfies
If G attains its maximum at a boundary point, then sup Ω |∇u| is uniformly bounded by sup ∂Ω |∇u|, up to a uniform constant. By (6.2), the latter one is uniformly bounded. Then, we will get the C 1 -estimate. Therefore, we may assume that the maximum point belongs to Ω. We shall derive the desired estimate by using maximum principle at this point.
We choose the orthonormal coordinates for α such that at this point α ij is the identity matrix and A i j is diagonal. All computations bellow are performed at this point and the subscripts stand for usual derivatives if there is no otherwise indication.
Differentiating G twice and evaluating the equations at the maximum point we have:
Next, we have
where we used that g ij is diagonal. Similarly,
Moreover, by applying the covariant derivatives to the equation we get
As
Combining with (7.7) we get that
which are bounds for the curvature and torsion of metric α onB(0, 1). It follows from (7.8) and (7.9) that, for K := |∇u| 2 large enough,
where in the last inequality we used
By the equation (7.5)
By n p=1 f p λ p = h and χ pp ≥ 1 we have
We also note that (7.13)
Therefore, combining (7.6), (7.10), (7.11), (7.12) and (7.13), we get that
We may assume that K > C. As ψ ′′ = 2ψ ′2 , we simplify the inequality:
Now we decrease further δ (if necessary) so that 16(R + T
It follows from (7.14) and (7.15) that
where C = C(A, C 1 , L). We shall use (7.16) to prove that
for some uniform c and for every 1 ≤ i ≤ n. Indeed, since
we have S m−1;i (λ) ≤ C for every i = 1, ..., n. By the inequality [65, Proposition 2.1
where C n,m > 0 depends only on n, m. Thus, the desired lower bound for each S m−1;i (λ) follows from the equation (S m (λ)) 1 m = h > 0 and the upper bound for S m−1;i (λ). We also get the lower bound for each F ii . Finally, from
we easily get the a priori gradient bound, |∇u| ≤ C.
C 2 − estimates
In this section we prove the following estimate
where C depends on u L ∞ (Ω) , ∇u L ∞ (Ω) and the given data. If supΩ |∂∂u| is attained at an interior point of Ω, then by a result of Székelyhidi [60] (see also Zhang [67] ) we have for some C > 0, which depends on u ∞ and the given data,
Therefore, we only need to consider the case when the maximum point P is on the boundary. At this point, following Boucksom [8] , we choose a local half-ball coordinate U such that z(P ) = 0 and r is the defining function for U ∩ ∂Ω. Then, U ∩ Ω = {r ≤ 0} ∩ Ω. We choose the coordinates z = (z 1 , ..., z n ), centred at 0, such that the positive x n axis is the interior normal direction, and near 0 the graph U ∩ ∂Ω is written as
We refer the reader to the expository paper of Boucksom [8] for more details on this coordinate.
Recall that λ i 's are eigenvalue functions of matrix A, i.e.
λ(A) = (λ 1 , ..., λ n ).
We often represent quantities in the orthonormal coordinates (w 1 , .., w n ) in which α ij is the identity and A i j is diagonal. The following equations will help us in computing quantities in the orthonormal coordinates once we know theirs forms in the fixed coordinates (z 1 , ..., z n ). Suppose at a given point we change the coordinates, w = Xz, i.e.
and we obtain at that point
It is clear that for every 1 ≤ i ≤ n,
Moreover, the inverse of matrix α ij is given by the formula
where x ia is the inverse of X. Hence,
In C n×n if we change coordinates B = XAX −1 = (b kl ), then at the considered point B is a diagonal matrix (λ 1 , ..., λ n ) . Therefore, λ a is smooth at the diagonal matrix B (see e.g. [59] ) and
An easy consequence from the above formula is that
, is a positive definite Hermitian matrix. To derive the desired a priori estimate we will use the linearised elliptic operator, for a smooth function w,
It is worth to recall that
where f i = ∂f /∂λ i are eigenvalues of F ij with respect to metric α. Following Guan [25] (c.f. Boucksom [8] ) we construct the important barrier function. Proof. By shrinking the radius of the half coordinate ball U , we have r is plurisubharmonic in U . Then
As b jp := ∂ j ∂pb is a Hermitian matrix and α ij > 0, we can represent
where γ a ∈ R are eigenvalues of b ij with respect to the matrix α ij . Hence,
f a γ a which does not depend on the choice of coordinates of α. Thus, to verify the desired inequality at a given point, we compute, at this point, in orthonormal coordinates of α and
We now compute, as r ≤ 0,
Notice that χ iī ≥ α iī = 1. The last negative term (8.4) will be divided into three parts. First
Next, we use −Lī i χ iī /4 to absorb the right hand side of (8 .5) 
where we used χ kk ≥ 1 for the third inequality and used (8.7) for the last inequality. To obtain the claim (8.6), we only need to notice that
Therefore, the uniform constant we get is c 0 = C(c 1 , h, m) > 0. So we can choose µ > 0 large enough to get the desired inequality for Lb.
It remains to check that b ≥ 0. Since u ≥ 0 it is enough to have that
This easily follows by further decreasing (if necessary) the radius τ of the half-ball coordinate.
We are ready to prove the second order estimates for u at the boundary point 0 ∈ ∂Ω. Following Caffarelli, Nirenberg, Kohn, Spruck [12] (c.f [8] ) we set
Let D 1 , ..., D 2n be the dual basis of dt 1 , ..., dt 2n−1 , −dr, then
and
Because u = 0 on ∂Ω, we can write, for some positive function σ, u = σr.
Then,
and hence tangential-tangential derivatives |∂ ti ∂ tj u| are under control. Next, we bound normal-tangential derivatives:
where C depends on u, |∇u| and the given datum.
Proof. Without loss of generality we fix j = 1 and we shall show that
The derivative D 1 , acting on functions, is equal to
where ∂ denotes the usual partial derivatives andr := − rx 1 rx n is a smooth realvalued function near 0. Recall that we use the subindex to denote usual derivatives in direction ∂/∂z 1 , ..., ∂/∂z n and their conjugates if there is no other indication. This gives D 1 u = u 1 + u1 +r(u n + un). Following Caffarelli, Nirenberg, Spruck [13] and Guan [25, 26] , our goal is to construct a function of form
satisfying the following:
where b is the barrier function constructed in Lemma 8.1, constants µ 1 , µ 2 > 0 are to be determined later. To see the first property (i) we note that, for i < n,
Therefore, the first property follows. Next, we verify the second property (ii). We claim that there exists a constant µ 2 > 0 such that w ≥ 0 on ∂U.
To see this consider two parts ∂Ω ∩ U and ∂U \ (∂Ω ∩ U ) of the boundary ∂U separately. Part 1: On ∂Ω ∩ U . We know that D 1 u = b = 0, and near 0
By writing x n = ρ(t 1 , ..., t 2n−1 ) = ρ(t) we deduce that
where (k ij ) = ∂ 2 xn ∂ti∂tj (0) is uniformly bounded. Since u(t, ρ(t)) = 0, ∂u/∂t i + ∂u/∂x n · ∂ρ/∂t i = 0 for i < 2n. Applying for y n = t 2n−1 gives
Similarly, for i < n,
Therefore, w ≥ 0 on ∂Ω ∩ U for µ 2 > 0 large enough. Part 2: On ∂U \ (∂Ω ∩ U ). On this piece |z| 2 = τ 2 with τ being the radius of U . Since b ≥ 0 on U , we have w ≥ 0 as soon as
This is done by choosing µ 2 > 0 large as the right hand side is under control by the C 1 −estimate. Thus, the second property is satisfied. To verify the third property (iii), Lp j w jp ≤ 0 in the interior of U , we fix an interior point z 0 ∈ U . Below we compute at this fixed point. The estimation will be split into several steps.
(1) Estimate for D 1 u. We start by computing (8.9)
Let us denote K := sup Ω |∇u| 2 , which is bounded by the C 1 −estimate.
Lemma 8.3. There exists a constant C depending only on α such that for any fixed j, q,
Similarly,
Proof. Recall that we have α ij = x ai x aj , g ij = x ai λ a x aj , and Lp
Thus, the conclusion follows. The second inequality is proved in the same way.
(1a) Estimate I 2 and I 3 . We first easily have (8.10)
Since two terms in I 2 are conjugate, so we will estimate one of them. We proceed as follows:
where we wrote V = u n − un. By Lemma 8.3, we have for
A straightforward estimate gives
Thus, the above estimates give
(1b) Estimate I 1 . We have
where we used Lemma 8.3 for the last inequality.
The remaining terms in I 1 are estimated similarly, when the index 1 is replaced by1,n or n. Therefore, (8.14)
Combining (8.10), (8.11) and (8.14) yields
We continue to estimate the other terms in the formula for w.
Similarly to the estimation of I 1 , we have
For the third term, with k fixed, Lp j u kj ukp ≥ 0. The last term in (8.16) will give a good positive term. By using Lemma 8.3,
The following result is similar to Guan's [26, Proposition 2.19] in the real case.
Lemma 8.4. There exists an index s such that
where τ i 's are the eigenvalues of the matrix α ij .
Proof of Lemma 8.4 . First at the given point let E = (e ij ) be a unitary matrix such that α = E t ΛĒ, where Λ = diag(τ 1 , . . . , τ n ). Without loss of generality, we can assume X = Λ 1 2 E, so that α = X tX and x ij = τ 1 2
i e ij . Again we have formulas α ij = x ai x aj and αī j = x ia x ja . Moreover,
Thus, for a fixed k < n,
we have
Otherwise, there exists an index s such that |e sn
Thus, the lemma follows.
It follows from Lemma 8.4 and (8.17) that for some index s,
Since Lp j V j (V )p ≥ 0, we get, similarly to (8.13), the following
Combining (8.15), (8.18 ) and (8.19) gives us
By this and Lemma 8.1 we get that, for some index s,
Recall that µ 2 was chosen to have the property (ii) and µ 1 > 0 can be chosen freely.
To achive the third property of w we need the following
There is a constant C ε > 0 such that for any index s,
where we used the fact that F uniformly bounded below by a positive constant.
Using Lemma 8.5 we get from (8.20) that
Thus, we choose ε so small that the first term on the right hand side is negative, and then choose µ 1 so large that the second term is also negative. The third property (iii) is proved. We are ready to conclude the bound for tangential-normal second derivatives. By the maximum principle we have w ≥ 0 on U . Therefore, as w(0) = 0, D 2n w(0) ≤ 0. It follows that
The properties (i), (ii) and (iii) also hold, with the same argument, if we replace w by the functioñ
Therefore, D 2n D 1 u(0) ≥ −C. Thus, we get the desired bound for |D 2n D 1 u(0)|.
The last estimate we need is the normal-normal derivative bound.
Lemma 8.6. We have
where C depends on h, C 0 , C 1 , and the bounds of tangential-normal derivatives.
Proof. Since 4u nn = ∂ 2 u/∂x 2 n + ∂ 2 u/∂y 2 n , the normal-normal estimate is equivalent to |u nn (0)| ≤ C.
Moreover, as |u ij | < C with i + j < 2n, we get that for j < n,
Hence, it follows from
It implies that u nn ≥ −C. Therefore, it remains to prove that u nn ≤ C. By u = σr, with σ > 0, we have for j, k < n,
Since r is strictly plurisubharmonic in U , we get that d p > 0, p = 1, ..., n − 1. By elementary matrix computation we have for D = (d 1 , .., d n−1 ) a diagonal matrix and the column vector V = (u 1n , ...,
By |u jn |, |u nj | < C for j < n and χ ij > 0, we may assume that u nn is so large (otherwise we are done) that g ij = χ ij + u ij (0) > 0, i.e., positive definite. So
for every i = 1, .., n. Hence,
, we have g nn ≤ C. Thus, the normal-normal derivative bound at a boundary point is proven.
Altogether, we have proven the C 2 −estimate (8.1) and completed the proof of Theorem 1.1.
Appendix
The results in this section are classical. It is a natural generalisation of properties of subharmonic functions (see e.g [34] ). However, we could not find the the precise forms that we need in the literature. Some of them have been pointed out recently by Harvey-Lawson [30] . Our setup here is simpler than the one in [30] , therefore we have several finer properties. We emphasize here the use of a theorem of Littman [45] . For the readers' convenience we give results with proofs here. 9.1. Littman's theorem. We briefly recall a simpler version of a result of Littman [44, 45] . Roughly speaking it allows to approximate a generalised subharmonic function (with respect to a uniformly elliptic operator L) in a constructive way.
Let D be a smoothly bounded domain in R n , n ≥ 3. Consider the partial differential operator L defined by
and assumed to be uniformly elliptic there. Its formal adjoint L * is given by
for any non-negative function v in C 2 (D) with compact support in D. The natural question is to find a sequence of smooth functions u j such that Lu j ≥ 0 and u j decreases to u. The usual convolution with a smooth kernel will not give us the desired sequence.
Before stating Littman's theorem let us introduce some notations. We denote by g(x, y) the Green function of the operator L x with respect to domain D and with singularity at y ∈ D; as constructed for example in [51] . The subindex x means that L acts on functions of x. The basic properties of g are:
In particular, g(x, y) → ∞ as x → y. Furthermore, let us denote ∆ = {(x, x) :
also g(x, y) = 0 for x ∈ ∂D and a fixed y ∈ D. If we denote r = |x − y|. Then
Fix a function p(t) = 1 − t 2 for t ∈ R. So p(0) = 1 and p(t) ≥ δ 0 > 0 for |t| < δ 0 small enough. It is easy to see that Notice that G h (x, y) = 0 for |x − y| ≥ δ and h ≥ h δ , where
Another remark is that
is continuous for x ∈D and y ∈ D 2δ and it belongs to C 2 (D × D 2δ ) as the rate of g(x, y) growing to ∞ is polynomially while Φ(t) → 0 exponentially. In particular, G h (x, y) → +∞ as x → y with the same order of growth as g(x, y).
By a direct computation we get that
The formula also shows that
and compactly supported as a function of x. Hence,
for every h ≥ h δ . Indeed, by the property [45, 4 .f] we have lim h→∞ J h = 1, and for any constant c we have Lc = 0. Therefore,
Since coefficients b ij (x), b i (x) are smooth, we have
as a function of y uniformly with respect to x (c.f [45, 4.e] ). Hence, G h is a Levi function satisfying
is well defined. Notice that the support of G h (x, y), as a function in x, shrinks to y as h → +∞. We are ready to state a theorem of Littman [45] .
loc (D) be such that Lu ≥ 0 weakly in D in the sense of (9.1). Then, {u h (x)} h≥h δ , defined by (9.5) , are smooth functions satisfying:
is upper semicontinuous, and U (x) = u(x) almost everywhere. 
As in the case of subharmonic functions we have the following properties. Proof. (a) is obvious. We shall prove (b). It is rather standard (see [29] ), but probably it is not so well known. We include the proof for the sake of completeness. Observe that max{u, v} = lim j→+∞ log(e ju + e jv ) j By a simple computation we get that 2 .
It follows that 1 j log(e ju + e jv ) is ω-subharmonic. So is max{u, v}.
The subharmonicity is a local notion meaning that a function is subharmonic in a open set if and only if at every point there exists a neighbourhood such that the function is subharmonic in that neighbourhood. The precise statement is Proposition 9.4. The following statements are equivalent for an upper semicontinuous and locally integrable function u in Ω.
(
Proof. (1) ⇒ (2). We argue by contradiction. Suppose that there exist a neighbourhood U of a point a and q ∈ C 2 (U ) satisfying q ≥ u and q(a) = u(a), but
By Taylor's formula we may assume that q is quadratic and there exists ε > 0 such that ∆ ω q < −ε on a small ball B(a, r). Solve
Notice that by maximum principle we get that v(a) < 0. Let h = v + q. Then, ∆ ω h = 0, and h ≥ u onB(a, r). However, h(a) = u(a) + v(a) < u(a), which is impossible. The first direction follows.
(2) ⇒ (1). We also argue by contradiction. Suppose that there exist an open set D ⊂⊂ Ω and a function h ∈ C 0 (D) and ∆ ω h = 0 in D, which satisfies u ≤ h on ∂D, such that {u > h} is non-empty. Without loss of generality we may assume that D is a small ball B and h is continuous onB. Set for ε > 0
Then, the upper semicontinuous function (u − v ε ) takes its maximum at a point
where P (z) is a holomorphic polynomial. Therefore, ∆ ω H(a) = 0. Consider the function
Then, it is easy to check that ∆ ω q(a) < 0, q(a) = u(a) and q(z) ≥ u(z) in a neighbourhood of a. This is impossible and the proof is completed.
Since ω−subharmonicity is a local property we easily get the gluing lemma.
Assume that
Then,ũ ∈ SH(ω, V ), wherẽ
Proof. Consider
If x ∈ U , then there is a small ball B(x, r) ⊂ U . Hence,
is ω-subharmonic in B(x, r). Similarly, for x ∈ V \ U by the assumption on ∂U ∩ V , there is B(x, r) ⊂ V such that u ε = v + ε on B(x, r). Thus, u ε ∈ SH(ω, V ). Since u ε ց u we can apply Proposition 9.3 getting the lemma.
The proposition above shows that we only need to check the ω−subharmonicity of a function on a small ball, but it is not clear whether a sum of two subarmonic functions is again subharmonic. We shall need another criterion.
By linear PDEs potential theory, e.g. see [51] , for any ball B(a, r), there exists a Poisson kernel P a,r for the operator ∆ ω . Namely, for every continuous function ϕ on ∂B(a, r), the function Proof. We first prove that it is a necessary condition. Take φ ≥ u to be a continuous function on ∂B(a, r). Then,
satisfies ∆ ω h = 0 and h = φ ≥ u on ∂B(a, r). It follows from definition that h ≥ u on B(a, r). In particular,
As u is upper semicontinuous, we can let φ ց u. By monotone convergence theorem we get the desired inequality. Now we prove the other direction by contradiction. Assume that there exist a relatively compact open set D ⊂ Ω, h ∈ C 0 (D) with ∆ ω h = 0 and h ≥ u on ∂D, but c := sup
As v = u−h is upper semicontinuous, c is finite and F := {v = c} is a compact set in D. We choose a ∈ F such that it is the closest point to the boundary ∂D. Assume that dist(a, ∂D) = 2δ > 0. Since there exists x ∈ B(a, δ) such that v(x) < c, so there is
Notice that in our case ∆ ω 1 = 0 and ∂B(a,r) P a,r (z, w)dσ r (w) = 1.
Integrating from 0 to δ we get that
This is impossible. Thus, the sufficient condition is proved.
For the last assertion, let 0 ≤ r < δ. Fix a continuous function φ ≥ u on ∂B(0, δ).
we get that u(z) ≤ h(z) on B(a, δ). Therefore,
h(w)P r (a, w)dσ r (w) = h(a).
Moreover,
Letting φ ց u, we get the monotocity of M (u, a, r) in r ∈ [0, δ]. Moreover, as u is upper semicontinuous,
where we used the fact above that ∂B(a,r) P r dσ r = 1.
An immediate consequence of the last assertion in the above lemma is Corollary 9.7. If two ω−subharmonic functions are equal almost everywhere, then they are equal everywhere.
We are ready to state a consequence of Littman's theorem, which says that we can always find a smooth approximation for ω−subharmonic functions. Proof. We simply choose a smooth domain D ⊂ Ω and δ > 0 small such that Ω ′ ⊂ D 2δ and let
where u h (z), h = 1/ε > h δ , is defined in Theorem 9.1. As U (z) := lim ε [u] ε is equal to u(z) almost everywhere and u is also ω−subharmonic, it follows from Corollary 9.7 that U = u everywhere.
Corollary 9.9. Let {u α } α∈I ⊂ SH(ω) be a family that is locally bounded from above. Let u(z) := sup α u α (z). Then, the upper semicontinuous regularisation u * is ω−subharmonic.
Proof. By Choquet's lemma one can choose an increasing sequence u j ∈ SH(ω) such that u = lim j u j . Then, by Littman's theorem and the notation in Corollary 9.8, lim ε [u] ε = U ∈ SH(ω) and u = U almost everywhere. As u j ∈ SH(ω) we have
uniformly on compact subsets of Ω. It follows that u ≤ U . By upper semicontinuous of U we have u * ≤ U . By the formula (9.5) and
Lemma 9.10. Let u be an ω−subharmonic function in Ω. Then,
Proof. Let [u] ε , ε > 0, be the smooth decreasing approximation of u. As ∆ ω [u] ε ≥ 0 and the family weakly converges to ∆ ω u, we get the first statement. Conversely, by Littman's theorem we know that V (z) = lim ε→0 [v] ε (z) ∈ SH(ω) and V (z) = v(z) almost everywhere. Therefore, we get the existence. The uniqueness follows from the fact that two ω−subharmonic functions are equal almost everywhere.
The following result is rather simple but it is important. Lemma 9.11. Let u ∈ SH(ω). Let K ⊂⊂ D ⊂⊂ Ω be a compact set and an open set. Then,
Proof. Let φ be a cut-off function of K and suppφ ⊂ D. Then,
where we used that φ is smooth and has compact support in Ω. Since ε, δ are arbitrary it follows that u j → u in L 1 loc . By (9.11) it is easy to see that lim j→∞ u j ≤ u in Ω. Furthermore, Fatou's lemma gives lim u j φdλ ≥ lim u j φdλ = uφdλ, so we conclude that lim j u j = u almost everywhere. Let us fix such a small ε. By uniform convergence (9.12), for j ≥ j 1
Thus, altogether we get the desired inequality.
A direct consequence of this lemma is Let K ⊂ Ω be a compact set and δ > 0. Then, there exists j δ such that for j ≥ j δ ,
Proof. We can find a smooth function w in Ω such that dd c w ∧ ω n−1 = γ ∧ ω n−1 .
As u j = v j + w and u = v + w satisfy assumptions of Lemma 9.14, we can apply it for f = w to get the statement of the corollary.
Corollary 9.16. Let {u j } j≥1 ⊂ SH(ω) be a sequence that is locally uniformly bounded above. Define u(z) = lim sup j→+∞ u j (z). Then, the upper semicontinuous regularisation u * is either ω−subharmonic or ≡ −∞.
Proof. Let v k = sup j≥k u j . Thanks to Corollary 9.9, v * k ∈ SH(ω) and v * k decreases to v ∈ SH(ω) or ≡ −∞. Clearly, v ≥ u, and thus v ≥ u * ≥ u. Since v k = v * k almost everywhere, so v = u almost everywhere. Furthermore, it is easy to see that ∆ ω u ≥ 0. By Lemma 9.13
Therefore, v = u * everywhere.
We now prove that our definition is indeed equivalent to the definition given by Lu-Nguyen [49, Definition 2.3] , (see also Dinew-Lu [20] ). Proof. We first show that it is a necessary conditions. The only thing that remains to be checked is the condition (ii). Pick v satisfying (i) and v ≥ u almost everywehre, we wish to show that v ≥ u everywhere. As J h = 1, it follows from the formulas (9.5), (9.10), and the upper semicontinuity of v that lim ε→0
[v] ε (z) ≤ v(z).
Since [v] ε ≥ [u] ε for ε > 0, letting ε → 0, we get that v ≥ u everywhere. Suppose that u satisfies (i) and (ii) above. By Littman's theorem U (z) = lim ε [u] ε = u(z) almost everywhere, where U (z) is an ω−subharmonic function, which also satisfies (i). Hence, u(z) ≤ U (z) everywhere in Ω. Moreover, using the upper semicontinuity of u as above, we have u(z) ≥ U (z) in Ω.
We define the capacity for Borel sets E ⊂ Ω,
According to Lemma 9.11 c 1 (E) is finite as long as E is relatively compact in Ω.
Thus, the fist integral goes to 0 as j → +∞ by the Lebesgue dominated convergence theorem. For the second integral we use Stokes' theorem once more
The right hand side also goes to 0 as j → ∞. Thus, we get the lemma. Proof. We may assume that Ω is a small ball because of the properties of capacity:
• if E ⊂ Ω 1 ⊂ Ω 2 , then c 1 (E, Ω 2 ) ≤ c 1 (E, Ω 1 ).
• c 1 ( j E j ) ≤ j c 1 (E j ).
Let SH(ω) ∩ C ∞ (Ω) ∋ u j ց u and fix a compact set K ⊂ Ω. By Lemma 9.18 there exists an integer j k and an open set (9.15)
Then, u j k decreases uniformly to u on K \ G k . Hence, u is continuous on K \ G k .
Applying the argument above for a sequence of compact sets K j increasing to Ω we get open sets G j that c 1 (G j , Ω) < ε2 −j . Let O = ∪ j G j , the lemma follows. 
