Abstract-A continuing mystery in understanding the empirical success of deep neural networks has been in their ability to achieve zero training error and yet generalize well, even when the training data is noisy and there are more parameters than data points. We investigate this "overparametrization" phenomena in the classical underdetermined linear regression problem, where all solutions that minimize training error interpolate the data, including noise. We give a bound on how well such interpolative solutions can generalize to fresh test data, and show that this bound generically decays to zero with the number of extra features, thus characterizing an explicit benefit of overparameterization. For appropriately sparse linear models, we provide a hybrid interpolating scheme (combining classical sparse recovery schemes with harmless noise-fitting) to achieve generalization error close to the bound on interpolative solutions.
I. INTRODUCTION
In statistical machine learning, we have high-dimensional data in the form of n covariate-response pairs
. When training parametric models for functions fitting covariate to response, the traditional wisdom [1] is to select function classes with a number of parameters d < n. In classification problems (i.e. when the labels Y are discrete), the scaling of the test error with respect to n is determined by characterizations of the VC-dimension [2] /Rademacher complexity [3] of the function class, which in the worst case increases with its number of parameters. In regression (i.e. when the labels Y are continuous), the mean-squared error of the ordinary least-squares estimate is characterized by the condition number of the regression matrix, which is reasonable for appropriate ratios of d/n but tends to increase astronomically as d approaches n. The qualitative fear is the same: if the function class is too complex, it starts to overfit noise and can generalize poorly to unseen test data.
But there is a gap between "can" and "will" -and indeed this conventional wisdom has been challenged by the recent advent of deeper and deeper neural networks. In particular, a thought-provoking paper [4] noted that several deep neural networks generalize well despite achieving zero or close to zero training error, and being so expressive that they even have the ability to fit pure noise. As they put it, "understanding deep learning requires rethinking generalization". How can we reconcile the fact that good interpolative solutions exist with the classical bias-variance tradeoff?
These phenomena are being actively investigated in a statistical sense [5] , [6] and a computational sense [7] - [9] in classification problems and/or noiseless models. (We include additional discussion of related work [10] - [18] in Appendix A.) Surprisingly, they have not been investigated for overparametrized linear regression in the presence of noise, which is both naturally defined and has been well studied under the assumption of a sparse linear generative model. Can we interpolate the noise and retain favorable generalization guarantees? Is there a price for interpolation?
In this paper, we analyze linear regression in an overparameterized setting and provide constructive answers to the above questions using elementary machinery. Our contributions are:
1) We give a fundamental limit for the excess MSE of any interpolative solution and show that it converges to 0 as the number of features goes to infinity under a general sub-Gaussian assumption on the random covariates. 2) We show the performance of the 2 -norm interpolator depends on the structure of the features used. 3) We provide a hybrid estimator that recovers the sparse signal using known estimators and uses the ideal interpolative solution to fit noise, thus achieving generalization performance close to the bound for the optimal interpolator. We also observe that sparse signal recovery methods run as if in a noiseless environment perform surprisingly well. Thus, we conclude that the right set of features can be conducive to finding harmless interpolative solutions.
II. PROBLEM SETTING
We consider covariate-response pairs
and generative model Y = a(X), α * + W for "lifted" feature vector a(X) ∈ R d and Gaussian noise W ∼ N (0, σ 2 ) independent of X. The regressor α * is unknown apriori to an estimator. We also assume a distribution on X ∈ R p , which induces a distribution on the d-dimensional feature vector a(X). Let Σ = E[a(X)a(X) ] denote the covariance matrix of the feature vector under this induced distribution. We assume that Σ is invertible; therefore it is positive definite and its square-root-inverse Σ −1/2 exists. We define shorthand notation for the training data:
denotes the design matrix, and let Y train , W train ∈ R n denote the output and noise vectors respectively. We will primarily consider the interpolative regime, i.e. where d > n, and thus are interested in solutions α that satisfy the following feasibility condition for interpolation:
Observe that the set {α ∈ R d : A train α = Y train } is nonempty as long as A train is full-rank (i.e. of rank n), which we will assume.
For any solution α ∈ R d , we define the expected mean squared test error below.
where the expectation is taken only over the joint distribution on the fresh test sample (X, Y ).
III. THE IDEAL INTERPOLATIVE SOLUTION
The first question we posed is whether interpolation can ever lead to a desirable guarantee on the test MSE E test . The constraint in Equation (1) is sufficiently restrictive to not allow trivial solutions of the form α = α * -so this is a surprisingly well-posed problem. In fact, we can define the ideal interpolator below.
Definition 2. The ideal interpolator α ideal is defined as:
We also denote the ideal test error as E * test . This is a lower bound on the expected test error of any scheme that interpolates these training points using these features.
where
The proof of Theorem 1 is outlined in Section III-B. It proceeds by characterizing exactly the interpolative solution that minimizes test MSE and calculating its performance. Theorem 1 provides an explicit expression for a fundamental limit on the generalization ability of interpolation. Thus, we can easily evaluate it (numerically) for a number of commonly used feature sets, listed below.
1) iid Gaussian features: a(X) ∼ N (0, I).
2) random Fourier features [19] :
4) Legendre polynomial features (form an orthonormal basis). Figure 2 evaluates the ideal interpolative error E * test as a function of d for iid Gaussian features 1 . We observe a spike at d = n, and a decay in the generalization error as d >> n, implying that favorable noise-fitting is indeed possible for these features.
A. Conditions for favorable noise fitting
We can theoretically explain the favorable noise-fitting ability that we empirically observed for Gaussian and random Fourier features. Noteworthy from the expression in Equation (2) is that the test MSE naturally depends on the singular value spectrum of B train (which can be thought of as a whitened version of A train ) and in the worst case its minimum singular value. This matrix has independent columns and more importantly, becomes taller as the number of parameters d increases. Thus, if the features are distributed such that they themselves have favorable concentration properties, we expect that the matrix B T train becomes better and better conditioned and the error arising solely from fitting noise reduces. This is stated formally in the following corollary. Corollary 1. Suppose one of the following conditions holds:
Appendix B-A) with parameter K and its rows are
Then, we can bound the ideal test error as
with probability greater than or equal to
Corollary 1 is true for Gaussian features and random Fourier features (a(X) is normalized and bounded, therefore subGaussian). Corollary 1 implies that E * test → σ 2 in probability as d → ∞. Thus, we need not be paying anything extra by fitting the noise other than the noise variance itself (which is of course irreducible). Thus, there always exists an interpolative solution that fits noise in such a manner that the effect of fitting this noise on test error decays to 0 as the number of features goes to infinity. Corollary 1 is not particularly meaningful for d ∼ n, i.e. near the interpolation threshold: for a detailed discussion of this regime, see Section C-A.
B. Proof of Theorem 1 and Corollary 1
The usual argument gives us
Thus, we can equivalently characterize the ideal interpolating solution α ideal := arg minE test ( α) as:
subject to Equation (1) holding.
Observe that Equation (1) can be rewritten as
Then we have a closed form expression for the minimum norm solution, denoting B train = A train Σ −1/2 :
is just the right Moore-Penrose pseudoinverse of B train ).
Substituting this expression into the test error calculation:
Plugging this into the expression of E * test gives us Equation (2), thus proving Theorem 1.
Next, we use results from matrix concentration theory [20] 
Observe that the columns of B T train are now isotropic, i.e. E[b i b i ] = I for all i = 1, 2, . . . , n, and independent. Thus, we can apply Theorem 5.58 from [20] (restated in Appendix B-A) directly -this is a concentration result on the minimum singular value of B train . That gives us
with probability greater than or equal to (1 − e −cK n ). Further, we have W train Using the union bound on these high-probability statements completes the proof. We now discuss the performance of practical interpolators.
IV. PRACTICAL INTERPOLATION SCHEMES
The proof of Theorem 1 tells us that the ideal interpolator fits what can be thought of as the ideal residual, α − α * , to noise. This is well and truly an ideal interpolator, as it requires knowledge of the true signal α * to implement. We turn to practically used interpolating schemes.
A. 2 -minimizing solutions
We first consider the practically used minimum 2 -norm interpolator. Note that gradient descent run on the overparameterized linear regression problem provably converges to the minimum norm solution [24] . Proposition 1. Let the minimum norm interpolator be α 2 := arg min α 2 subject to α satisfying Equation (1) 
Then its test error satisfies
The proof of Proposition 1 is provided in Appendix B-C for completeness. The expression shows a natural split for all 2 -norm-minimizing interpolators between the error they incur in a noiseless setting on recovering α * , and error arising solely from fitting noise. This latter quantity corresponds to the test MSE that would be obtained if we chose the solution that minimized α − α * 2 . It is particularly instructive to consider the ramifications of this expression in the context of an example of features that are highly correlated. Consider data X ∼ Unif[−1, 1] and labels Y ∈ R that are truly generated from a 1-degree polynomial model with noise. Provided with 10 samples, we investigate the performance of interpolative linear regressors using Vandermode features, which are highly correlated. Figure 1 shows that the overparameterized test error using the solution that fits the noise to minimize α − α * 2 is substantially higher than that of the ideal solution (which effectively "whitens" the Vandermode feature vector to the orthonormalized Legendre polynomial basis); indeed, it does much worse at the interpolation threshold as compared to Gaussian features. This highlights that there is a critical difference between the performance of the minimum 2 -norm and weighted 2 -norm interpolators, or equivalently, the choice of features in their effects on fitting noise
On the other hand, even if the features are whitened, the 2 -norm solution can incur substantial error due to its poor signal recovery in a noiseless setting -this is a well-known observation in signal processing [26] . Figure 1 displays that the error arising purely from signal recovery in the absence of noise using the whitened Legendre polynomial basis is substantial. To understand why this is the case, consider the noiseless error term for the weighted 2 -norm minimizing solution. After whitening the features, the effective covariance matrix is the identity and bounding the MSE is equivalent to bounding the estimation error rate on the parameter vector α * . In the absence of underlying sparse structure, we unavoidably have non-zero noiseless error in the asymptotic high dimensional regime [27] , [28] . This implies that the minimum 2 -norm solution is not a definite indicator for good generalization.
B. Sparsity seeking methods
From the results obtained so far, we can think of any successful interpolator as recovering the signal in the noiseless high-dimensional regime and then fit noise optimally as defined in Theorem 1. Proposition 1 showed that the 2 -interpolator does poorly in the former goal of signal recovery. If the signal α * is dense, this is difficult to do regardless of the estimator chosen. On the other hand, if there is underlying sparsity in the signal we know that recovery is possible. However, the estimators used do not interpolate. This subsection revisits the sparse regime through the lens of understanding guarantees on interpolative solutions in the presence of noise.
1) A hybrid scheme that achieves close to ideal interpolation: Consider α * being k-sparse, i.e. |supp(α * )| = k. For this section, also assume that Σ = I, i.e. the matrix is iid Gaussian. We propose a natural approach that combines sparse signal recovery guarantees with the optimal noise-fitting described in Theorem 1 and achieves close to the ideal MSE: 1) Use a suitable estimator that knows either the sparsity level k, or the noise variance σ 2 , and provides an estimate of the signal α 1 . 2) Compute the residual W train = Y train − A train α 1 . 3) Return α hybrid := arg min α − α 1 2 subject to α satisfying Equation (1) .
Observe that the feasibility constraint is just a rewriting of Equation (1), ensuring that the estimator α hybrid interpolates the data. The generalization guarantee is described in the following proposition below: Proposition 2. For a given sparse-signal estimator α 1 , the hybrid estimator α hybrid has test MSE
As an (informally stated) corollary, we have the following explicit high-probability bounds for the Lasso and OMP estimators with appropriate levels of regularization and stopping condition respectively:
with probability greater than or equal to (1 − c e −cn ) for constants c, c , C, C > 0 that depend on the choice of algorithm, but not on d and n.
Proposition 2 shows a natural split in the error of such hybrid interpolators in terms of two quantities: the error that arises from signal recovery, and the error that arises from fitting noise. The proof of Equation (3) and the corollaries for Lasso and OMP are stated formally in Appendix B-B. The signal recovery guarantees are slightly different for the Lagrangian Lasso and OMP -for the former, we restate a direct bound [30] on the 2 -norm of the signal recovery error, which scales as given in the informal equation above. For the latter, our error bound derives from a much stronger variable selection guarantee [31] which implicitly requires the SNR to scale as log d. Thus for both estimators, the qualitative story is the same: there is a tradeoff in how to overparameterize, i.e. how to set d >> n. As we increase the number of overparameterizing features, the error arising from fitting noise goes down linearly -but these "fake features" also have the potential to be falsely discovered 2 , thus driving up the signal recovery error rate logarithmically. This logarithmiclinear tradeoff still ensures that the best test error is achieved when we sizeably overparameterize, even if not at d = ∞ like in the case of the ideal interpolator. Figure 2 considers an example with iid Gaussian design and true sparsity level 500 with noise variance σ 2 = 10 −2 (see Section C-B for results with additional values of noise variance). For all the levels of noise variance considered, we observe that the test MSE closely tracks that of the ideal interpolator's MSE.
C. Sparsity seeking methods run to completion
Note that the hybrid approach described above is not practically viable -the first stage of signal recovery requires knowledge of the noise variance or the sparsity level; moreover with this knowledge we would not bother to fit the noise! A reasonable practical interpolator for the sparse regime might be to use an estimator meant for the sparse linear model to fit the signal as well as noise. For example: 1) Orthogonal matching pursuit (OMP) to completion.
2) Basis pursuit (BP): arg min α 1 subject to Equation (1) .
It is important to remember that there is non-zero noise in the problem, i.e. σ > 0. The above methods are meant to be used in the noiseless setting, and their performance guarantees when they are also used to fit the noise is unknown.
The results are shown in Figure 2 . We observe that OMP run to completion and BP are both reasonably competitive with the ideal interpolator. This result is somewhat surprising; these methods appear to favor sparsity to recover the signal and additionally fit noise harmlessly.
V. CONCLUSIONS AND FUTURE DIRECTIONS
We analyzed interpolative solutions to overparameterized linear regression in the presence of noise. We showed that 1) There exists an ideal interpolation for which the excess MSE vanishes as the overparameterization increases. This shows that we can fit noise and yet generalize well. 2) We can use algorithms for sparse signal recovery in conjunction with optimal noise-fitting to interpolate with good generalization. A precise quantitative characterization of the conditions under which overparameterization is strictly beneficial is naturally desired in future work.
