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Suppose A ,,..., A, are subsets of a finite set A, and B ,,..., B, are subsets of a 
finite set B. For each subset S of N= (1, 2,..., n), let A, = nies Ai and 
B, = nisS Bi. It is shown that if explicit bijections fs: A, + B, for each S c N are 
given, an explicit bijection h: A-U,:, Ai 4 B - Ui_- I Bi can be constructed. The 
map h is independent of any ordering of the elements of A and B, and of the order 
in which the subsets Ai and Bi are listed. 
1. INTRODUCTION 
Suppose @ = (A 1, A, ,..., A,} is a family of subsets of a finite set A, while 
A?= (B,,B* ,..., B,} is a family of subsets of a finite set B. For each subset S 
of N = { 1, 2,..., n), put A, = niEsAi and B, = n,,, Bi. (By the usual 
convention concerning empty intersections, A, = A and B, = B.) Finally, put 
A,=A-Uy,,Ai and Bo=B-U~=,Bi. By the principle of inclusion and 
exclusion we have 
l&l = J7 (-1)“’ (AsI, 
SFN 
(B,l = z]: (-1)“’ (B,(. 
S'ZN 
(1) 
Following Wilf [3], we say that two families cpl and 9 are sieve- 
equivalent if IA,1 =\Bsl f or all S EN. It then follows from (1) that 
IA,,( = IB, I. In the spirit of recent work of Garsia-Milne [ l] and Remmel 
[2], Wilf [3] treats the following problem: given two sieve-equivalent 
families @ and 9, and explicit bijections fs: A,+ B, for each S G N, 
construct an explicit bijection h: A,, + B,. Of course, since lAoI = lB,,J, such 
a map h can always be constructed by listing the elements of A,, and B, in 
some order, and then mapping the kth element of A, onto the kth element of 
B,. This, however, is against the rules of the game; we require that h shall 
depend only on the given maps fs, and not on any ordering of A, and B,. 
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The bijection constructed by Wilf meets this requirement, although it may 
depend on the order in which the sets A, and Bi (i = l,..., n) are listed. For 
example, suppose A =B= {a, b,c,d,e}, n= 2, A, = (a, b}, A, = {a,~), 
B, = {a, d}, B, = (a, e). Detine the bijections f, as follows: 
Then A, = {d, e} and B, = {b, c}. If the sets Ai and Bi (i = 1, 2) are listed in 
increasing order of their subscripts, the Wilf map h: A, + B, is given by 
h(d) = c, h(e) = b. But if the Ai and Bi are listed in decreasing order of their 
subscripts, the Wilf map changes to h’(d) = b, h’(e) = c. This is a fairly 
serious drawback in view of the above remark about the inadmissability of 
listing things in some arbitrary order. 
In the applications to partitions given by Remmel and those to prefabs 
given by Wilf, this drawback disappears. In these cases, due to some rather 
special commutativity properties of the maps fs, it turns out that the Wilf 
map is actually independent of the way in which the A, and Bi are listed. As 
noted above, however, this fortuitous circumstance is not present in the 
general case. 
The purpose of this note is to present a bijection h: A, --) B, which is 
independent of any ordering of the sets Ai and Bi. 
2. THE CASE n = 1 
This case lies at the heart of the general construction. To simplify the 
notation we denote the two given bijections f,: A + B and f; ,,: A, + B, by f 
and g, respectively. From these maps we must construct a bijection 
h:A,-+B,, where A,=A-A, and B,=B-B,. To do this, let x be any 
element of A,. If f(x) E B,, we define h(x) =f (x). If, on the other hand, 
f(x) E B, 5 we can form h,(x) =f o g-’ 0 f(x) E B. If h,(x) E B,, we define 
h(x) = h,(x). But if h,(x) E B,, we can form h*(x) =f 0 g-’ 0 h,(x), etc. We 
assert that eventually one of the elements h,(x) defined by h,(x) =f(x) and 
h,(x) =f o g-’ o h,-,(x) for r > 0 must lie in B,. Suppose on the contrary 
that they are all in B, (i.e., that they exist for all r > 0.). Since B, is finite, 
there are integers s and t with s < t such that h,(x) = h,(x). Since f and g are 
1 : 1, this implies that h,-,(x) = h,,(x) =f(x). Writing this in the form 
f 0 g-’ 0 h,-,_,(x) =f(x) and applying f -’ to both sides, we find 
92 BASIL GORDON 
g -‘oh I-s-1(x)=x. But the left side of this equation is in g-‘(B,) =Ai, 
while the right side is in A,, a contradiction. 
Hence, we can define h(x) = h,(x), where r = T(X) is the unique 
nonnegative integer such that h,(x) E B,. The resulting map h: A, -+ B, is 
bijective; indeed, its inverse can be found as follows: For any element 
YEB,, we first form f-‘(y). If this is in A,, then h-‘(y) =f-l(y). 
Otherwise, we form f -’ 0 g 0 f - ‘( y) and proceed as above. 
Remark 1. In the above construction of h(x) we used the finiteness of A, 
and B,, but not that of A and B. Therefore, in the general case discussed in 
the next section, A and B may be infinite although the subsets Ai and Bi 
(i = l,..., n) must be finite. 
Remark 2. Our construction of h(x) is equivalent to the Garsia-Milne 
involution principle [ 11. We have, however, presented it in a form not 
containing involutions or signed elements. We shall refer to this form of the 
construction as the complementary bijection principle. 
3. THE GENERAL CASE 
Having dealt with the case n = 1, we now suppose that (3’ and 39 are 
sieve-equivalent families with n > 1 members, and that explicit bijections 
f,: A, -+ B, are given. Suppose further that the desired explicit bijection 
h’: AL -+ BA has been constructed for sets A’, B’, families @‘, 3’ of fewer 
than n subsets of A’, B’ respectively, and given bijections fi: Ah + Bi. For 
any nonempty subset TC N, define Ar,o = AT - Ui~rAi and B,., = 
B, - lJiGTBi. Note that the sets AT,O, where T runs through all 2” - 1 
nonempty subsets of N, form a disjoint partition of U;=, Ai. Similarly, the 
sets B,,, form a disjoint partition of lJ r=, Bi. We now fix a nonempty subset 
TG N and apply induction with A’ =Al, B’ = BT, N’ = N- T, 
(3” = (Ai n A, 1 i E N’} and .9 = (Bin B, ( i E N’}. For any subset S 5 N’, 
we have A; = A, ~7 A, = ASUT, and B; = Bsvr. For such sets S we define 
f;=fSUT' The conditions are clearly fulfilled by these sets and maps, and 
the induction hypothesis yields a bijection h,: A,,, -+ B,,,. Since 
Ar,onA.o=B,,onB,,o= 0 whenever T # U, the 2” - 1 maps h, can be 
combined ‘in an obvious way to yield a bijection g: lJy= r Ai -+ Uy7, Bi. We 
now apply the complementary bijection principle to the maps f =f, and g. 
This yields the desired bijection h: A, + B,. 
In the example discussed in the introduction, our construction gives the 
map h(d) = b, h(e) = c. 
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4. CONCLUDING REMARKS 
We return to the complementary bijection principle which,’ starting from 
bijections f: A + B and g: A, + B, , yields a bijection h: A, -+ BO. It is natural 
to ask what happens if, after constructing h, we apply the principle with A,, 
B, and h playing the roles of A 1, B, and g. The principle yields a bijection 
g: A I --t B, which, in general, is not the original g. Rather, it is in a certain 
sense the closure of g with respect tof; in particular, it has the property that 
i = g. A precise description of g is the following: If x E A, andf(x) E B, , 
then g(x) =f(x). But if x E A, and f(x) E B,, g(x) is obtained by first 
applying g, and then applying g of -I as many times as possible. Thus 
(always assuming f(x) E B,), we have g(x) = g(x) if f -’ o g(x) E A,, while 
g(x)=gof-’ og(x) if f-’ og(x)EA,, but f-’ ogof-’ og(x)EA,, etc. 
As an example, suppose A = B = ( 1, 2 ,..., 2m}, f = idA, A I = ( 1. 2 ,..., m }, 
B, = 12, 4 ,..., 2m}, and g(x) = 2x. Then g(x) = x for even x, while for odd x, 
g(x) = 2”x, where v is the greatest integer such that 2”~ < m. 
Call a bijection g: A, + B, closed (with respect to f) if g = g. It is easy to 
see that g is closed if and only if, whenever x E A, and f(x) E B, , we have 
g(x) =f(x). Moreover, for any g: A 1 + B, , the complementary bijection 
h: A,, + B, yielded by the principle is always closed. Thus the principle sets 
up a 1 : 1 correspondence between closed bijections g: A, + B, and closed 
bijections h: A, --) B,. 
REFERENCES 
1. A. M. GARSIA AND S. C. MILNE, A Rogers-Ramanujan bijection, J. Combin. Theor) 
Ser. A 31 (1981), 289-339. 
2. J. REMMEL, Bijective proofs of some classical partition identities. J. Combin. Theory Ser. 
A. to appear. 
3. H. S. WILF, Sieve-equivalence in generalized partition theory, J. Combin. Theory Ser. A 
34 (1983), 8G89. 
